Abstract: This paper presents a new distributed monitoring approach for nonlinear, non-Gaussian hybrid systems incorporating multiple sensors in an embedded network configuration. The estimation engine of the proposed approach is particle filter (PF) which estimates locally the mode and continuous state of hybrid system at each sensor location or node. Decision on the mode of the system is established locally in a distributed network in which only nearby nodes exchange information. This objective is obtained by using an average consensus filter that allows the nodes of the system to reach agreement on values acquired by the nodes of the network. The effectiveness of the proposed method is demonstrated through simulation studies.
INTRODUCTION
With an ever-growing size of industrial plants and excessive available data which is supplied by large amount of sensors and actuators embedded in modern plants, the traditional centralized monitoring approaches have no chance of success. Therefore, exploring appropriate distributed monitoring schemes capable of dealing efficiently with size of plants and massive amount of data is an essential need in state-of-the-art plants. State estimation of hybrid systems is particularly challenging because it involves keeping track of multiple models and the autonomous transitions between them. A centralized algorithm essentially requires excessive exchange of data and information and thus, poses scaling restrictions for distributed systems due to enormous communication overheads and consequently, this impediment contributes to intractability. On the other hand, distributed algorithms can result in large computation savings over centralized schemes. Currently, health monitoring of equipment/process, distributed vehicle monitoring, intelligent transportation systems, etc are just a few applications that have been developing based on distributed monitoring schemes.
Distributed particle filters have been developed for state estimation of nonlinear non-hybrid systems, e.g. (Coates, 2004) , (Sheng et al., 2005) , and (Gu, 2007) . Distributed particle filter algorithms were used by (Coates, 2004) and (Sheng et al., 2005) to communicate measurements from lowcost sensors in sensor networks. Coates required that the data at each sensor node is encoded as partial likelihood functions prior to propagation throughout the sensor network. The final importance distribution is then back-propagated to all the sensor nodes and a new set of particles will be generated at each sensor using the final distribution. (Sheng et al., 2005) utilized an Expected Maximization (EM) algorithm to train a Gaussian Mixture approximation for the particle representation and communicated the Gaussian Mixture to conserve bandwidth. (Ihler et al., 2004 ) applied a messagepassing estimation technique known as non-parametric belief propagation based on a generalization of particle filtering in sensor networks. (Challa et al., 2002) used Support Vector Machines (SVM) in distributed data fusion to compress the particle representation of the state estimate for broadcast to a central fusion centre. (Rosencrantz et al., 2003) decentralized a standard particle filter by fusing the most informative subsets of samples without producing a functional distribution over the individual representations. (Ong et al., 2006 ) presents a decentralized data fusion using particle filters. Fusion operation of Ong required the set of particles to be transformed to a continuous distribution for which Gaussian Mixture Models (GMM) and Partizen Density Estimates are considered. (Gu, 2007) adopted a GMM to approximate the posterior distribution of particles whose parameters are then exchanged between neighbouring sensor nodes using an average consensus filter. Nevertheless, performing monitoring tasks for hybrid systems requires particular considerations to deal with discrete and continuous states.
Particle filtering based methods have already demonstrated successful monitoring estimation for nonlinear hybrid systems in a centralized architecture, e.g. (Dearden and Clancy, 2002) , and (Funiak and Williams, 2003) . However, developing monitoring and fault diagnosis schemes for hybrid systems in a distributed architecture needs more dedications to address new challenges such as the distribution of resources in a networked-based configuration. A few suggestions for distributed monitoring of hybrid systems can be found in literature, i.e. (Koutsoukos et al., 2003) and (Ng et al., 2005) . (Koutsoukos et al., 2003 ) presents a particle filtering based estimation algorithm for distributed hybrid systems. In this approach, the hybrid system is modelled by a collection of subsystems whose couplings are described by a set of guard conditions. In this configuration, monitoring states are estimated locally based on message passing method for transferring the knowledge of other subsystems concerning guard conditions that may trigger a mode. However, decomposing a networked interconnected system into subsystems is not trivial task and hence poses a considerable challenge. (Ng et al., 2005 ) presents a particle filtering approach for large complex hybrid systems called as "factored sampling", that is based on factored particles. The approach adopts particle filtering by factoring the system into weakly interacting subsystems and maintains particles over each factor. The approach presents a method to factor the system, nevertheless as interconnection between subsystems increases, communication overhead will increase. Both of these approaches involve decomposing the system into subsystems. They could be better referred to as "decentralized methods" rather than "distributed methods". Authors proposed a more dedicated solution for distributed monitoring of hybrid systems in (Samadi et al., 2009) . In this approach, the modes of hybrid system are modelled by probabilistic models where a learning quantization algorithm is utilized to detect the most likely mode. However, the method is implemented in a serial configuration. In a serial configuration, we are concerned with some issues such as delay accumulation (Viswanthan and Varshney, 1997) .
In contrast, this paper develops a distributed monitoring scheme for a networked hybrid system in a parallel configuration with limited communication necessity. A novel solution for state estimation problem of a nonlinear, nonGaussian hybrid system monitored by multiple sensors is presented here. In the proposed approach, all decisions are made locally based on particle statistics received from a clique of neighbouring nodes. The key feature which facilitates the implementation of this strategy relates to the exchange of local node statistics through an average consensus filter. Overall, this approach suggests a scalable algorithm with low computational complexity and communication overhead that can address the distributed monitoring problem of hybrid systems effectively.
The rest of paper is organized as follows. Section 2 presents a PF-based non-distributed solution of hybrid state estimation problem. Section 3 proceeds with proposing a novel PF-based algorithm to distributed estimation of hybrid systems monitored by multiple sensors. Simulation experiments will be conducted in section 4 to demonstrate the performance of the proposed monitoring methodology for a nonlinear hybrid system benchmark monitored with multiple nodes in a random network topology. Finally, section 5 summarizes the concluding remarks.
HYBRID STATE TRACKING USING PARTICLE FILTERING

Hybrid Systems
Hybrid systems contain interacting continuous and discrete dynamics. The following definition, based on the general concept of a nonlinear hybrid system (Branicky et al., 1998) , is adopted in this paper to facilitate the discussion. Accordingly, every discrete state (or mode) m corresponds to a unique state-space model. When a hybrid process is in its i mode, its dynamic behavior can be interpreted by the following state-space model for 0:
where and represent the continuous state and observation vectors, respectively, at time t.
indicates the nonlinear process state function vector in the mode while denotes the nonlinear observation function vector in the mode. and show the corresponding model and measurement noise vectors in the mode which are represented by two independent random noise sequences. The two noise sequences are also assumed to be independent of the initial process state ( ).
Mode transitions
, , i.e. transition from mode to mode, may trigger either upon receiving an external control command, namely "controlled transitions", or when the continuous state crosses over a certain guard condition, satisfying that labels the transition, namely "autonomous transitions". Therefore, a hybrid system can be visualized as , , , , , , in which denotes the mode space of the system, and are the continuous state space and the observation space, respectively, indicates the set of controlled and autonomous discrete transitions, and associates a guard condition with each autonomous transition.
and represent the set of state and observation functions, respectively. Thus, the state of a hybrid system can be described by the pair , where and .
Modified particle filtering for hybrid state estimation
Similar to the basic particle filter (Doucet et al., 2001) , one needs to calculate the PDF of the hybrid system: P x , m |y : , where m indicates the mode of the system at time t. A number of suggestions have been made in order to make the standard PF algorithm applicable to the state estimation problem of nonlinear hybrid processes, e.g. (de Freitas, 2001) , (Tafazoli and Sun, 2006) , and (Wang et al., 2007) . In this paper, we adopt observation and transitionbased most likely modes tracking particle filter (OTPF) (Tafazoli and Sun, 2006) which presents effective solution to counteract the deficiency of sample impoverishment in particle filtering-based methods. The main idea behind the proposed approach is to first find the most likely mode based on observation information and the prior mode transition and then track the continuous states of system in the detected mode.
The implementation details of the resulting algorithm can be described by considering a given hybrid process whose state and observation dynamics are already known. The initial mode is assumed to be known, otherwise, the most likely mode is chosen based on a priori knowledge of normal and faulty modes. A summary of the complete algorithm is given in Table 1 . 1, … , .
Mode Selection
• Average the total particle weights in each mode and multiply it by the transition probability: ∑ ⁄ .
• Find the most likely mode:
• Normalize the weights of particles in mode .
Resampling
• Resample N new particles ; 1, … , with replacement from the particles in mode ; 1, … , according to the importance weights.
• Set 1 and go to step 2.
As algorithm shows, all the particles for the continuous state of the process are first sampled in the given mode. This follows by a recursive procedure starting with a collection of all the modes to which the current mode has nonzero transition probability. Then, the dynamics in each likely mode are used to predict the particles separately. For each mode, the average weight of all the particles in the mode is calculated using the observation information. Afterwards, the average weight is multiplied by the corresponding transition probability, resulting in a compound weight. The compound weights due to all the modes are compared to select the most likely mode. Finally, resampling of the particles is performed on the most likely.
DISTRIBUTED PARTICLE FILTER (DPF)
Problem statement
The considered system is a nonlinear, non-Gaussian, M-mode hybrid system monitored by L sensors. Each sensor is referred to as a node of the system that possesses a moderate ability of computation and communication. Albeit, based on the circumstances, a clique of nearby sensors can also be considered as a node to decrease scattering in a large system. The problem is to develop a distributed particle filter algorithm to track a networked hybrid system based on noisy measurements made by physically isolated sensors which form the nodes of the system. The proposed algorithm is described in details in the following section.
DPF Algorithm
The proposed approach performs the estimation procedure totally locally and no centralized unit is involved in the procedure. One OTPF filter is run at each node to compute compound weights for each system mode based on the observation available at the node. Each node, then, exchanges the computed weights with the other neighbouring nodes. The algorithm proceeds by performing most likely mode selection locally in each node based on the information gathered from neighbouring nodes. For this purpose, an average consensus filter is utilized to realize a local estimation of global statistics or compound weights based on the exchange of local node statistics. The idea of average consensus filter is first proposed in (Saber and Murray, 2003) , and (Saber and Shamma, 2005) as a solution for data fusion problem in distributed networks. This filter offers a potential solution to estimate the global summary quantities through information diffusion over the network. In fact, the resulting global summary quantities can be viewed as the averages of the local summary quantities exchanged from all nodes. As a result, applying an average consensus filter gives an estimation of global compound weights in each node based on the received information from the neighbouring nodes. Consequently, it just remains to detect the most likely mode locally and resample particles in each node. The following section tries to briefly introduce the main idea of average consensus filter. Table 2 summarizes the details of the resulting proposed DPF approach.
Average consensus algorithm
Algebraic graph theory can be employed to model a distributed sensor network. Thus, a graph can be used to represent interconnections between sensor nodes. In this way, a vertex of the graph corresponds to a node and the graph edges capture the interconnection dependencies. Let , denotes a graph with a nonnegative adjacency matrix that specifies the interconnection topology of a network including dynamic systems, sensors, or agents. The set of nodes and edges can be represented by 1, … , and , , respectively. Let 0 indicates the set of neighbours of node and shows the set of inclusive neighbours of node . The degree of vertex is defined as | | and maximum degree can hence be denoted by .
Let denotes the estimated vector of global quantities in terms of compound weights in node . Let vector represents local quantities in node . The consensus filter in node , hence, takes the local quantities as input and outputs the estimated global quantities . An average consensus filter can be designed in the following discrete form to manipulate the required data processing in the sensor node:
where indicates the current estimation of statistics in node , is the next estimation and δ denotes the recursive updating rate.
1 guarantees the stability of the discrete consensus filter according to Gersgorin theorem Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 (Moreau, 2004) .
can asymptotically converge to the average of local statistics (i.e., ∑ ). 
Prediction
• Similar to OTPF.
Mode Selection
• Average the total particle weights in each mode and multiply by the transition probability: ∑ ⁄ .
• Exchange the vector of compound weights 
Practical consideration
A significant practical consideration about application of the average consensus filter for distributed monitoring task is the size of the network. (Saber and Shamma, 2005) proves that tracking performance of the consensus filter is proportional to network density of the system. In other words, the accuracy of resultants of the filter is increased as the number of links in the network is increased. For more details on threshold values for size of the network and other interfering parameters refer to (Saber and Shamma, 2005) .
Simulation test studies
The performance of the proposed distributed monitoring method will be demonstrated in this section for a random network topology generated by the generator introduced in (Waxman, 1988) . For this network, the probability to have an edge between nodes and is given by , ,
where , is the distance from node to , is the maximum distance between two nodes, and , 0,1 . Larger values of result in graphs with higher edge densities, while small values of increase the density of short edges relative to longer ones. A random network is thus generated with 70 nodes with coordinates distributed uniformly at random in the square region of 0,10 0,10 . The network parameters are selected as 0.4 and 0.25.
The considered nonlinear hybrid system is assumed to include 3 modes whose dynamics can be described by the following equations. 
where ν t and ω t indicate zero mean Gaussian random variables with variances and , respectively. These noises are assumed to be mutually independent and independent of the initial state x . This system includes autonomous transitions which is, in fact, more challenging for mode detection performance compared to controlled transitions. The hybrid system model is shown in Fig. 1 . Fig. 1 . Hybrid system model of the benchmark system Transition probability matrix is set as probability of is assigned to transition of each mode to itself, and 1 2 ⁄ to other two known modes.
The simulation tests are set as follows. The sample time of the system is 1 sec. Each test is run for 100 seconds with mode transition probability of 0.7. The number of particles is set to 50. The system and observation noise variances are set equal to 0.1. in average consensus filter is chosen to be 1 1 ⁄ .The topology of the network with average degree of 6.05 and 13 is shown in Fig. 2 . The number of false modes detected at each node is averaged over 100 test runs and depicted in Fig. 3 . As Fig. 3 . demonstrates the network can reach a fairly good estimation of the real mode of the system. A few nodes, however, fail to demonstrate a good mode detection performance which is particularly due to their low degree ( . In other words, the possibility of poor performance among the nodes with low number of neighbouring links is higher. To support this claim, is increased to 0.8 which resulted in a more dense network with average degree of 17.05 and 26. Although the result for 0.4 is satisfactory, Fig. 4 . shows that the performance of the nodes is yet significantly improved. This, in fact, reveals a compromise between the communication burden and accuracy of the algorithm. 
CONCLUSIONS
A novel distributed approach for fault diagnostic monitoring of networked hybrid systems has been proposed in this paper. The proposed algorithm offers scalability and concurrency features for estimation of large-scale hybrid systems with dense networks. Decision about the system states and modes is made entirely locally in each node. Each node assigns a weight to each mode to measure the likelihood of that mode, and shares the vector of weights just with its linked neighbouring nodes. Average consensus filter is then applied to obtain a local estimation of the global mean of weights corresponding to different likely modes. Based on this local estimation, each node can find the most likely mode. Therefore, this configuration causes a significant reduction in communication burden and increases the reliability with respect to the failure of nodes. The monitoring performance of the proposed approach is demonstrated on a nonlinear hybrid system benchmark monitored with multiple sensors distributed randomly over a network. Theoretical aspects regarding the convergence analysis of the proposed algorithm are subjects of future research works. Moreover, employing DPF to a real large hybrid system will probably show the performance characteristics of the proposed approach more effectively.
