A reformulation of the Siegel series and intersection numbers by Cho, Sungmun & Yamauchi, Takuya
ar
X
iv
:1
80
5.
01
66
6v
1 
 [m
ath
.N
T]
  4
 M
ay
 20
18
A REFORMULATION OF THE SIEGEL SERIES AND INTERSECTION
NUMBERS
SUNGMUN CHO AND TAKUYA YAMAUCHI
Abstract. In this paper, we will explain a conceptual reformulation and inductive formula of the
Siegel series. Using this, we will explain that both sides of the local intersection multiplicities of
[GK93] and the Siegel series have the same inherent structures, beyond matching values.
As an application, we will prove a new identity between the intersection number of two modular
correspondences over Fp and the sum of the Fourier coefficients of the Siegel-Eisenstein series for
Sp4/Q of weight 2, which is independent of p (> 2). In addition, we will explain a description of
the local intersection multiplicities of the special cycles over Fp on the supersingular locus of the
‘special fiber’ of the Shimura varieties for GSpin(n, 2), n ≤ 3 in terms of the Siegel series directly.
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1. Introduction
1.1. On the Gross-Keating’s formula. In [GK93] Gross and Keating studied the arithmetic in-
tersection number of three modular correspondences which are regarded as cycles in the self-product
Y0(1) × Y0(1)/Z of the moduli stack Y0(1) of elliptic curves over any scheme. They described it
purely in terms of certain invariants of a ternary quadratic form created by themselves to formulate
it. This invariant has been generalized to quadratic forms of any degree over a local field, and is
nowadays called the Gross-Keating invariant. They already expected in the introduction of their
paper that the arithmetic intersection number coincides with the sum of the Fourier coefficients of
the derivative of the Siegel-Eisenstein series of weight 2 and of degree 3, which has been studied
thoroughly in [ARGOS07]. Kudla in [Kud97] later proposed a general program (local version) to
make a connection between the local intersection multiplicity of special cycles on an integral model
of the Shimura varieties for GSpin(n, 2) and the derivative of the local factor of a Fourier coefficient
of the Siegel-Eisenstein series of weight (n + 2)/2 and of degree n + 1. In the latter object, such
local factor is called the Siegel series.
The program has been vastly studied by a series of papers [Kud97], [KRY99],[KRY06],[KR99],[KR00]
for 0 ≤ n ≤ 3, and [BY] for general n, when the dimension of the arithmetic intersection is zero.
A strategy to compute the local intersection multiplicities which had been taken in these papers
is to reduce them to the case of Gross-Keating. On the other hand, a computation of the Siegel
series side is based on Katsurada’s paper [Kat99]. The relation between both sides then follows by
a direct comparison. Note that beyond direct comparison, there had not been known an evidence
or structure to conceptually yield the equality between them.
Therefore, in order to understand Kudla’s program in conceptual way toward the higher dimen-
sional case of the arithmetic intersection, it would be important to have a better understanding
on the relation between the local intersection multiplicity of Gross and Keating in [GK93] and the
Siegel series. In [GK93], a kep step is to derive an inductive formula (Lemma 5.6 of [GK93]) for
the local intersection multiplicities over W (Fp) at a prime p, which involves the local intersection
multiplicity on the special fiber at p (Lemma 5.7 of [GK93]). As we will compare this inductive
formula with our result in the next subsection, we describe the precise form of their inductive
formula.
Let (L, qL) be an anisotropic quadratic lattice over Zp of rank 3. Then the Gross-Keating
invariant of (L, qL) consists of three integers GK(L) = (a1, a2, a3) with a1 ≤ a2 ≤ a3. If we denote
by αp(a1, a2, a3) the local intersection multiplicity associated to (L, qL) (see (3.18) of [GK93]), then
it satisfies the following inductive formula, with respect to the Gross-Keating invariant: (cf. the
proof of Theorem 6.8):
(1.1) αp(a1, a2, a3) = αp(a1, a2, a3 − 2) + Ta1,a2 .
Here, Ta1,a2 is the local intersection multiplicity of two cycles on the special fiber of the setting of
Gross-Keating.
1.2. On the Siegel series. On the other hand, the Siegel series has of great importance in au-
tomorphic forms, such as the study of conjectures related to automorphic L-functions and the
construction of automorphic forms of level 1, so-called Ikeda lift. We refer to the first several para-
graphs of [IK2] for more introductory discussion about the important usages of the Siegel series in
this context. Theories of the Siegel series have been developed by many people such as Kitaoka and
Shimura. It was Katsurada in [Kat99] who firstly found the explicit formula of the Siegel series for
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Zp. However, as mentioned in the introduction of [IK2], his formula is complicated and it is not
clear which invariant of a quadratic form determines the Siegel series.
Recently, Ikeda and Katsurada in [IK2] obtained the formula of the Siegel series over any fi-
nite extension of Zp. Furthermore, they show that the Siegel series is completely determined by
the Gross-Keating invariant with extra data, called the Extended Gross-Keating datum, for any
quadratic form over any finite extension of Zp.
The Siegel series is usually described as a polynomial. An explicit formula of the Siegel series
given in [Kat99] and [IK2] is to determine the coefficients of this polynomial. On the other hand,
theoretical interpretation of these coefficients had not been known yet.
1.3. Reformulation of the Siegel series. Our first main result is to reformulate the Siegel
series over any finite extension of Zp in Theorem 3.9 and Corollary 3.11. This gives a conceptual
and theoretical interpretation of the coefficients as a weighted sum of certain number of quadratic
lattices. The method used in this work is based on another geometric nature of the Siegel series
involving the stratification of a p-adic scheme, geometric description of each stratum, Grassmannian,
and lattice counting argument. This is largely different from the known techniques in this context1.
Using the result of [IK2], we then obtain an inductive formula of the Siegel series, with respect
to the Gross-Keating invariant, under Conjecture 4.4 concerning about quadratic forms (which is
verified to be true when p is odd or when (L, qL) is anisotropic over Z2 in Lemmas 4.5-4.6).
We describe our inductive formula more precisely. The Siegel series can be defined as an integral
of certain volume form on a p-adic manifold (cf. Definitions 3.1 and 3.10) associated to a quadratic
lattice (L, qL) over o, where o is the ring of integers of a finite field extension of Qp (for any p). It is
usually denoted by FL(X), as a polynomial of X. Let n be the rank of L so that the Gross-Keating
invariant consists of n-integers GK(L) = (a1, · · · , an) satisfying ai ≤ aj with i ≤ j. If we choose the
integer d characterized by the condition an−d < an−d+1 = · · · = an︸ ︷︷ ︸
d
, then we can associate certain
lattice L(d,n) containing L whose rank is also n. To be more precise, for a reduced basis (e1, · · · , en)
of L given in Definition 2.5, the lattice L(d,n) is spanned by (e1, · · · , en−d, 1
π
· en−d+1, · · · , 1
π
· en︸ ︷︷ ︸
d
).
Here, π is a uniformizer in o. A second main theorem of the current paper is the following:
Theorem 1.1. (Theorem 4.9) Assume that p is odd or that (L, qL) is anisotropic over Z2. Assume
that L(d,n) is an integral quadratic lattice. Then we have the following inductive formula, with
respect to the Gross-Keating invariant, of the Siegel series FL(X):
FL(X) =
d∑
m=1
cm · f (n+1)m ·X2m · ∑
L′∈GL,d,m
FL′(X)
+
(1−X)(1 − fdX)−1 ·
(
d∏
i=1
(1− f2iX2)
)
· F
L
(d,n)
0
(fdX),
1Remark in page 444 of [Kat99] says ‘it seems very interesting problem to prove Theorems 4.1 and 4.2 directly
from the local theory of quadratic forms’. Here, Theorems 4.1 and 4.2 are main results of [Kat99], which give an
explicit formula of the Siegel series over Zp. Our method can be understood in the spirit of the problem proposed by
Katsurada.
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where cm = −
((m
1
)
f
· c1 +
(m
2
)
f
· c2 + · · · +
( m
m−1
)
f
· cm−1
)
+ 1 if m > 1 and c1 = 1.
Here, f is the cardinality of the residue field of o. For L′ ∈ GL,d,m,
GK(L) ≻ GK(L′);
|GK(L′)| = |GK(L)| − 2m;
GK(L
(d,n)
0 ) = GK(L)
(n−d).
Note that notion of L(d,n), GL,d,m, and
(m
k
)
f
can be found at the beginning of Section 4. Notion
of L
(d,n)
0 can be found at Remark 4.3.(1).
Here, GL,d,m is identified with Grassmannian to classify the set of m-dimensional subspaces of
the vector space of dimension d (given by L(d,n)/L) over a finite field o/(π), whose order is
( d
m
)
f
.
1.4. The comparison between Gross-Keating’s formula and the Siegel series. Since both
sides, Gross-Keating’s formula and the Siegel series, have inductive formulas, it is natural to ask
whether or not there is a relation between them.
If we restrict ourselves to an anisotropic quadratic lattice over Zp of rank n, which covers the
case of Gross-Keating, then we have more refined and simpler inductive formula (Theorem 5.10)
as follows:
(1.2) FL(X) =
{
pn+1 ·X2 · FL(n)(X) + (1−X)(1 + pX) · FL(n)0 (pX) if 2 ≤ n ≤ 4;
p2 ·X2 · FL(1)(X) + (1−X)(1 + pX) if n = 1.
After comparing both inductive formulas, we obtain the following result:
Theorem 1.2. (cf. Theorems 6.7 and 6.8) The inductive formula of Gross-Keating in Equation
(1.1) and the derivative of Equation (1.2) at 1/p2 with n = 3 do match each other. As a direct
consequence, we have {
αp(a1, a2, a3) = c1 · F ′L(1/p2);
Ta1,a2 = c2 · F ′L(3)0 (1/p),
for explicitly computed constants c1 and c2. Here GK(L
(3)
0 ) = (a1, a2).
This theorem shows that both sides of the local intersection multiplicity and the Siegel series
have the same inherent structures, that is, the same inductive formula, beyond matching their
values. In addition, it gives us a new observation that the local intersection multiplicity on the
special fiber can also be described in terms of the derivative of the Siegel series.
1.5. Applications to intersection numbers over a finite field. Since the above theorem
matches both sides on the special fiber, we can naturally consider their applications over a finite
field. We explain two consequences in this line: intersection numbers over a finite field and the
local intersection multiplicities on the special fiber of GSpin(n, 2) Shimura varieties with n ≤ 3 (in
the case of zero dimension of the arithmetic intersection).
1.5.1. Intersection numbers over a finite field. Since we obtained a new description of the local
intersection multiplicity on the special fiber in the setting of Gross-Keating in terms of the derivative
of the Siegel series, it is natural to compute the intersection number of two modular correspondences
on a finite field.
More precisely, let ϕm be the modular polynomial in Z[x, y] of degree m whose irreducible factor
corresponds to an affine model of the modular curves Y0(m/n
2) for some n2|m in Y0(1)×Y0(1) (cf.
[Vog07]). Then for positive integers m1,m2 and a prime p, we define the intersection number over
a finite field or over the complex field as follows:
(1.3) (Tm1,p, Tm2,p) := lengthFpFp[x, y]/(ϕm1 , ϕm2), (Tm1,C, Tm2,C) := lengthCC[x, y]/(ϕm1 , ϕm2).
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We compare the above two intersection numbers by using Theorem 1.2 on the supersingular locus
and the theory of quasi-canonical lifts on the ordinary locus. The following theorem is our result:
Theorem 1.3. (Proposition 7.1 and Theorem 7.3) The intersection number (Tm1,p, Tm2,p) is finite
if and only if m1m2 is not a square. In addition, if m1m2 is not a square and p is odd, then
(Tm1,p, Tm2,p) = (Tm1,C, Tm2,C).
We refer to Remark 7.17 for a discussion with p = 2.
Since (Tm1,C, Tm2,C) is the sum of the Fourier coefficients of the Siegel-Eigenstein series for Sp4/Q
by Proposition 2.4 of [GK93], the intersection number on the special fiber is also the sum of the
Fourier coefficients of the Siegel-Eigenstein series for Sp4/Q. Furthermore the intersection number
is independent of the charactieristic of a finite field with p > 2, whereas the local intersection
multiplicities highly depend on p.
The above theorem yields a new interpretation on a classical object Z[12 ][x, y]/(ϕm1 , ϕm2). Note
that the two main objects to be analyzed in [GK93] are geometric interpretations of
C[x, y]/(ϕm1 , ϕm2) and Z[x, y]/(ϕm1 , ϕm2 , ϕm3).
Namely, the dimension of the first object is the intersection number of two modular correspondences
over C and (log of) the cardinality of the second object is the arithmetic intersection number of
three modular correspondences over Z. In this context, the Z-module Z[12 ][x, y]/(ϕm1 , ϕm2) has the
following interesting interpretations:
Theorem 1.4. (Theorem 7.4)
(1) Z[12 ][x, y]/(ϕm1 , ϕm2) is a free Z[
1
2 ]-module.
(2) The rank of Z[12 ][x, y]/(ϕm1 , ϕm2), as a Z[
1
2 ]-module, is equal to
1
288
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2)
c(T ).
Here, c(T ) is the Fourier coefficient of the Siegel-Eisenstein series for Sp4(Z) of weight 2
with respect to the (2× 2)- half-integral symmetric matrix T .
1.5.2. The local intersection multiplicities on the special fiber in orthogonal Shimura varieties. As
explained in subsection 1.1, the local intersection multiplicity on an integral model of Shimura
varieties for GSpin(n, 2), when the dimension of the arithmetic intersection is zero, is reduced to
that of Gross-Keating. Since we have a better understanding on the latter object, it is natural to
ask if our comparison argument between two inductive formulas in Gross-Keating’s case can be
extended to the general case. In this context, we obtain the following result:
Theorem 1.5. (Proposition 8.3 and Theorem 8.4) Assume that p is odd and 0 ≤ n ≤ 3.
(1) Both sides of the local intersection multiplicity on GSpin(n, 2) Shimura varieties (in the
case of zero dimension of the arithmetic intersection) and the derivative of the Siegel series
satisfy the same inductive formula induced from Equation (1.2).
(2) The local intersection multiplicity on the special fiber in the supersingular locus is described
in terms of the derivative of the Siegel series for a suitable quadratic lattice.
1.6. Speculation.
1.6.1. As Kudla expected, the local intersection multiplicity in higher dimensional case of the
arithmetic intersection on GSpin(n, 2) Shimura varieties is believed to match with the derivative
of the Siegel series for a suitable quadratic lattice. The comparison results of Theorem 1.2 and
Theorem 1.5.(1) seem to imply that there should be an inductive formula in geometric side which
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is parallel to that on the Siegel series side. Thus our inductive formula of the Siegel series given in
Theorem 1.1 would be the inductive formula that the local intersection multiplicity is expected to
satisfy with.
1.6.2. Since we have an interpretation of the local intersection multiplicity on (the supersingular
locus of) the special fiber of GSpin(n, 2) Shimura varieties in terms of the Siegel series in Theorem
1.5, we will be able to relate the intersection numbers on the special fiber of GSpin(n, 2) Shimura
varieties with the sum of the Fourier coefficients of the Siegel-Eisenstein series with suitable weight
and degree. We expect that the intersection number of the special cycles at the special fiber of
GSpin(n, 2)-Shimura variety is independent of p (possibly away from bad primes), which turns to
be the sum of the Fourier coefficients of the Siegel-Eisenstein series. This observation is parallel
to Theorems 1.3-1.4. This would imply that an associated arithmetic intersection is flat over Z
(possibly away from bad primes).
1.7. Organizations. We will organize this paper as follows. After fixing notations in Section 2,
we will derive a conceptual study of the Siegel series in Sections 3-4. In Section 5, we will explain
a refined formulation of the Siegel series for anisotropic quadratic lattices over Zp. Section 6 is
devoted to compare both sides of the local intersection multiplicity of [GK93] and the Siegel series.
In Sections 7-8, we will explain two applications in the context of intersection numbers (or multi-
plicities) over a finite field. In Appendix, we list up explicit examples for the intersection numbers
related to Section 7.
Acknowledgments. We would like to express our deep appreciation to Professors T. Ikeda and
H. Katsurada for many fruitful discussions and suggestions. We also thank Professors B. Conrad,
B. Gross, B. Howard, R. Schulze-Pillot, and W. Zhang for helpful discussions and corrections in
Theorems 1.3 and 4.9. Special thanks are own to Professor S. Yokoyama for computing intersection
numbers for modular correspondences over both a finite field and the complex field in Appendix.
2. Notations
• Let F be a finite field extension of Qp with o its ring of integers and κ its residue field. Let
π be a uniformizer in o. Let f be the cardinality of the finite field κ.
• For an element x ∈ F , the exponential order of x with respect to the maximal ideal in o is
written by ord(x).
• Let e = ord(2). Thus if p is odd, then e = 0.
• We consider an o-lattice L of rank n. Then a quadratic form qL defined on L is called an
integral quadratic form if qL(L) ⊆ o. For an integral quadratic form qL with a lattice L, a
pair (L, qL) is called a quadratic lattice. We sometimes say that L is a quadratic lattice, if
there is no confusion. We assume that V = L ⊗o F is nondegenerate with respect to qL.
Similarly, we define a quadratic space (V, qL ⊗o F ).
• For a given quadratic lattice (L, qL) over o, the quadratic form q¯L on L ⊗o κ is defined to
be qL mod π.
• Let L and M be two lattices over o. Assume that L and M have the same rank and that
L ⊇ M . Then we denote by [L : M ] the length of a torsion module L/M so that the
cardinality of L/M is f [L:M ].
• The fractional ideal generated by qL(X) as X runs through L will be called the norm of L
and written N(L).
• Let X,Y be matrices with entries in F . Then we denote
(
X 0
0 Y
)
by X⊥Y .
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• Let (a1, · · · , am) and (b1, · · · , bn) be non-decreasing sequences consisting of non-negative in-
tegers. Then (a1, · · · , am)∪(b1, · · · , bn) is defined as the non-decreasing sequence (c1, · · · , cn+m)
such that {c1, · · · , cn+m} = {a1, · · · , am} ∪ {b1, · · · , bn} as sets.
• For a = (a1, · · · , an) with an integer ai, the sum a1 + · · · + an is denoted by |a|.
• For a = (a1, · · · , an) with an integer ai, the firstm-tuple (a1, · · · , am) withm ≤ n is denoted
by a(m).
• Let H =
(
0 1/2
1/2 0
)
and let Hk be the orthogonal sum of the k-copies of H. We denote
by (Hk, qk) the associated quadratic lattice. Let W = Hk ⊗o F . In this paper, we always
assume that 2k ≥ n, where n is the rank of L.
• Let B be a non-degenerate half-integral symmetric matrix over o of size n× n. Here by an
half-integral matrix over o, we mean that each non-diagonal entry multiplied by 2 and each
diagonal entry of B are in o. ‘Non-degenerate’ means that the determinant of B is nonzero.
• Let U ∈ GLn(o). Then the matrix product tUBU is denoted by B[U ]. Here, tU is the
matrix transpose of U .
• For given two quadratic R-lattices L and L′, where R is a commutative o-algebra, we say
that an R-linear map f : L → L′ is isometry if it is injective and preserves the associated
quadratic forms, i.e. qL(x) = qL′(f(x)) for any x ∈ L.
• We define Oo(L,Hk) to be the affine scheme defined over o such that Oo(L,Hk)(R), the
set of R-points of Oo(L,Hk) for any commutative o-algebra R, is defined to be the set of
R-linear maps (not necessarily injective) from L ⊗ R to Hk ⊗ R preserving the associated
quadratic forms. If R is a flat o-domain, then Oo(L,Hk)(R) is the set of isometries (i.e.
injective) from the quadratic space L ⊗ R to the quadratic space Hk ⊗ R, which will be
proved in the next lemma.
Lemma 2.1. If R is a flat o-domain, then an R-linear map from L⊗R to Hk ⊗R preserving the
associated quadratic forms is injective. Thus the generic fiber of Oo(L,Hk), denoted by OF (V,W )
with V = L⊗o F and W = Hk ⊗o F , represents the set of isometries from the quadratic space V to
the quadratic space W .
Proof. Let ϕ : L⊗R→ Hk ⊗R be an R-linear map preserving the associated quadratic forms for
a flat o-domain R. We choose v ∈ L⊗R such that ϕ(v) = 0. Then it suffices to show that v = 0.
Assume that v 6= 0 in L⊗R. Let R0 be the quotient field of R. Then the characteristic of R0 is
0 since R is flat over o.
If we let v˜ = v ⊗ 1 ∈ L ⊗ R0, then v˜ is nonzero. Thus we can choose a basis, say B, of an
R0-vector space L⊗R0 of dimension n involving v˜. We may assume that the last vector in B is v˜.
We write ϕ˜ = ϕ⊗ 1 : L⊗R0 → Hk ⊗R0 so that ϕ˜(v˜) = 0. If we express an R0-linear map ϕ˜ as
a matrix T of size (2k × n) with respect to a basis B, then the last column vector of T is zero. We
now consider the following matrix equation:
qL =
tT · qk · T.
Here, qL (respectively qk) is the symmetric matrix associated to L⊗R0 (respectively Hk⊗R0) with
suitable sets of basis. Thus both qL and qk are nondegenerate. This contracts to the given setting
since the determinant of qL is nonzero, whereas that of the right hand side is 0.
Thus we conclude that v˜ = 0 so that v = 0. This implies that ϕ is injective. 
Let B be a non-degenerate half-integral symmetric matrix over o of size n × n. We will define
the Gross-Keating invariant for B below. The definition is taken from [IK1].
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Definition 2.2 (Definitions 0.1 and 0.2 in [IK1]). (1) We express B =
(
bij
)
. Let S(B) be the
set of all non-decreasing sequences (a1, · · · , an) ∈ Zn≥0 such that
ord(bii) ≥ ai (1 ≤ i ≤ n);
ord(2bij) ≥ (ai + aj)/2 (1 ≤ i ≤ j ≤ n).
Put
S({B}) =
⋃
U∈GLn(o)
S(B[U ]).
The Gross-Keating invariant GK(B) of B is the greatest element of S({B}) with respect to
the lexicographic order  on Zn≥0. Here, the lexicographic order  on Zn≥0 is the following
(cf. the paragraph following Definition 0.1 of [IK1]). Choose two elements (a1, · · · , an) and
(b1, · · · , bn) in Zn≥0. Let i be the first integer over which ai differs from bi (so that aj = bj
for any j < i). If ai > bi, then we say that (a1, · · · , an) ≻ (b1, · · · , bn). Otherwise, we say
that (a1, · · · , an) ≺ (b1, · · · , bn).
(2) The symmetric matrix B is called optimal if GK(B) ∈ S(B).
(3) If B is a symmetric matrix associated to a quadratic lattice (L, qL), then GK(L), called
the Gross-Keating invariant of (L, qL), is defined by GK(B). GK(L) is independent of the
choice of a matrix B.
It is known that the set S({B}) is finite (cf. [IK1]), which explains well-definedness of GK(B).
We can also see that GK(B) depends on the equivalence class of B. In general, it is a difficult
question to check whether or not a given matrix B is optimal. Ikeda and Katsurada introduced
so-called ‘reduced form’ associated to B and showed that it is optimal. We use a reduced form
several times in this paper and thus provide its detailed definition through the following series of
definitions 2.3-2.5. They are taken from [IK1] and [IK2] for synchronization.
In [IK1], they define a reduced form for p = 2. However, their definition and main theorems
hold for any p, which are explained in the initial version of their paper posted on arXiv. Thus, we
explain relevant concepts and theorems without restriction on p. When the assumption of p = 2 is
necessary, we will mention it.
Definition 2.3 (Definition 3.1 in [IK2]). Let a = (a1, · · · , an) be a non-decreasing sequence of
non-negative integers. Write a as
a = (m1, · · · ,m1︸ ︷︷ ︸
n1
, · · · ,mr, · · · ,mr︸ ︷︷ ︸
nr
)
with m1 < · · · < mr and n = n1 + · · ·+ nr. For s = 1, 2, · · · , r, put
n∗s =
s∑
u=1
nu,
and
Is = {n∗s−1 + 1, n∗s−1 + 2, · · · , n∗s}.
Here, we let n∗0 = 0.
Let Sn be the symmetric group of degree n. Let σ ∈ Sn be an involution i.e. σ2 = id.
Definition 2.4 (Definition 3.1 in [IK1]). For a non-decreasing sequence of non-negative integers
a = (a1, · · · , an), we set
P0 = P0(σ) = {i|1 ≤ i ≤ n, i = σ(i)},
P+ = P+(σ) = {i|1 ≤ i ≤ n, ai > aσ(i)},
P− = P−(σ) = {i|1 ≤ i ≤ n, ai < aσ(i)}.
We say that an involution σ ∈ Sn is an a-admissible involution if the following three conditions
are satisfied:
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(1) P0 has at most two elements. If P0 has two distinct elements i and j, then ai 6≡ aj mod 2,
and
ai = max{aj |j ∈ P0 ∪ P+, aj ≡ ai mod 2}.
(2) For s = 1, · · · , r, we have
#(Is ∩ P+) ≤ 1, #(Is ∩ P−) + #(Is ∩ P0) ≤ 1.
(3) If i ∈ P−, then
aσ(i) = min{aj |j ∈ P+, aj > ai, aj ≡ ai mod 2}.
Similarly, if i ∈ P+, then
aσ(i) = max{aj |j ∈ P−, aj < ai, aj ≡ ai mod 2}.
Definition 2.5 (Definition 3.2 in [IK1]). Write B =
(
bij
)
. Let a ∈ S(B). Let σ ∈ Sn be an a-
admissible involution. We say that B is a reduced form of GK-type (a, σ) if the following conditions
are satisfied:
(1) If i /∈ P0, j = σ(i), and ai ≤ aj, then
GK
((
bii bij
bij bjj
))
= (ai, aj).
Note that if p = 2 then this condition is equivalent to the following condition (by Proposition
2.3 of [IK1]). {
ord(2bij) =
ai+aj
2 if i /∈ P0, j = σ(i);
ord(bii) = ai if i ∈ P−.
(2) if i ∈ P0, then
ord(bii) = ai.
(3) If j 6= i, σ(i), then
ord(2bij) >
ai + aj
2
.
Theorem 2.6 (Corollary 5.1 in [IK1]). A reduced form is optimal. More precisely, if B is a reduced
form of GK-type (a, σ), then
GK(B) = a.
In the following remark, we will explain the existence of a reduced form and the uniqueness of
an involution up to equivalence when p = 2.
Remark 2.7. In this remark, we assume that p = 2.
(1) For any given non-decreasing sequence of non-negative integers a = (a1, · · · , an), there
always exists an a-admissible involution (cf. the paragraph following Definition 3.1 of
[IK1]).
(2) For any given non-degenerate half-integral symmetric matrix B over o, there always exist
a GK(B)-admissible involution σ and a reduced form of GK type (GK(B), σ) which is
equivalent to B (cf. Theorem 4.1 of [IK1]).
(3) Using the notation introduced in Definition 2.3, we say that two a-admissible involutions
are equivalent if they are conjugate by an element Sn1 × · · · ×Snr . If σ is an a-admissible
involution, then the equivalence class of σ is determined by
(2.1) #(P+ ∩ Is), #(P− ∩ Is), #(P0 ∩ Is)
for 1 ≤ s ≤ r (cf. the paragraph following Remark 4.1 in [IK1]).
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(4) Let σ and τ be GK(B)-admissible involutions associated to reduced forms of GK types
(GK(B), σ) and (GK(B), τ), respectively, which are equivalent to a given symmetric matrix
B. Then σ and τ are equivalent (cf. Theorem 4.2 of [IK1]). Therefore, the above sets in
(2.1) for B are independent of the choice of a GK(B)-admissible involution with a reduced
form.
For example, let a = (0, 0, 2) be the GK-invariant of symmetric matrices B and B′. Let
σ (resp. τ) be an associated a-admissible involution to B (resp. B′) such that σ(1) =
2, σ(3) = 3 (resp. τ(1) = 1, τ(2) = 3). Since σ is not equivalent to τ , we can find that B
and B′ are not equivalent.
We list a few facts about the Gross-Keating invariant below.
Remark 2.8. (1) If p is odd, then a diagonal matrix, whose diagonal entries are uiπ
ai where
ui is a unit in o and ai < aj if i < j, is a reduced form (cf. Remark 1.1 of [IK1]) and the
Gross-Keating invariant is (a1, · · · , an). Note that any half-integral symmetric matrix is
isometric to such diagonal matrix, if p > 2.
(2) For the half-integral symmetric matrix Hk of rank 2k, we have
GK(Hk) = (0, · · · , 0).
(3) If there is an isometry from (L, qL) of rank n to (Hk, qk), then
GK(L)  GK(Hk)(n) = (0, · · · , 0)
by Lemma 1.2 of [IK1].
(4) The first integer of GK(L) is the exponential order of a generator of N(L) (cf. Lemma B.1
of [Yan04]).
(5) Let L ⊆ L′ ⊆ V and [L′ : L] = b. Then
|GK(L′)| = |GK(L)| − 2b
by Theorem 0.1 of [IK1]. Here, |GK(L)| = a1 + · · · + an for GK(L) = (a1, · · · , an).
3. Local densities
The Siegel series of a quadratic lattice (L, qL) can be defined in terms of the local density
associated to two quadratic lattices (L, qL) and (Hk, qk) (cf. Definition 3.10). The purpose of this
section is to reformulate the local density (and the Siegel series) in terms of certain lattice counting
problem conceptually, whose explicit form is given in Theorem 3.9 and Corollary 3.11.
3.1. Local density and primitive local density. We define the following notions:
Q: the F -vector space of quadratic forms on V ;
M: the set of linear maps from V to W ;
ML: the set of linear maps from L to Hk;
QL = {f : f is an integral quadratic form on L}.
Here, V = L⊗o F and W = Hk ⊗o F .
Regarding M and Q as varieties over F , let ωM,L and ωQ,L be nonzero, translation-invariant
forms on M and Q, respectively, with normalizations∫
ML
|ωM,L| = 1 and
∫
QL
|ωQ,L| = 1.
Let M∗ be the set of injective linear maps from V to W , which can also be viewed as a nonsingular
variety over F . Define a map ρ : M∗ → Q by ρ(m) = qk◦m. Here qk is the quadratic form associated
to Hk. We fix an integral quadratic form qL on L. Then the inverse image of qL⊗oF , along the map
ρ, is OF (V,W ), which represents the set of F -linear maps from V to W preserving the associated
quadratic forms (cf. Lemma 2.1). One can also show that the morphism ρ is representable as a
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morphism of schemes over F and smooth by showing the surjecivity of the differential of ρ over the
Zariski tangent space on any closed point. Put ωldL = ωM,L/ρ
∗ωQ,L. For a detailed explanation of
what ωM,L/ρ
∗ωQ,L means, we refer to Section 3.2 of [GY00].
Definition 3.1. Assume that the set Oo(L,Hk)(o) is nonempty. Then the local density associated
to the pair of two quadratic lattices L and Hk, denoted by α(L,Hk), is defined as
α(L,Hk) =
∫
Oo(L,Hk)(o)
|ωldL | = lim
N→∞
f−N ·dimOF (V,W )#Oo(L,Hk)(o/π
N
o).
Here, dimOF (V,W ) = dimO(W )− dimO(V ⊥) = 2k(2k − 1)/2 − (2k − n)(2k − n − 1)/2 = 2kn −
(n2 + n)/2.
We define the subfunctor Oprimo (L,Hk) of Oo(L,Hk) such that O
prim
o (L,Hk)(R), the set of R-
points for a commutative o-algebra R, is the set of elements in Oo(L,Hk)(R) whose at least one
n× n-minor, as a linear map from L⊗o R to Hk ⊗o R, is a unit in R. In particular, if R = o, then
Oprimo (L,Hk)(o) is the set of elements in Oo(L,Hk)(o) whose reduction modulo π is injective from
L ⊗o κ to Hk ⊗o κ. Each element in Oprimo (L,Hk)(R) is called a primitive isometry. In the next
section, we will show that Oprimo (L,Hk) is an open (not necessarily affine) subscheme of Oo(L,Hk)
(cf. the paragraph just before Theorem 3.7). Furthermore, we can also see that Oprimo (L,Hk)(o) is
open in Oo(L,Hk)(o) in terms of inherent p-adic topology.
Let L′ be a lattice in V containing L and let qL′ be the quadratic form attached to L
′, whose
restriction on L is the same as qL. We identify the set O
prim
o (L
′,Hk)(o) with a suitable subset
of Oo(L,Hk)(o), which is naturally induced by the restriction to L. Since any linear map in
Oo(L,Hk)(o) is injective (i.e. isometry) by Lemma 2.1, we have the following stratification on
Oo(L,Hk)(o):
(3.1) Oo(L,Hk)(o) =
⊔
L⊆L′⊆V
Oprimo (L
′,Hk)(o).
It is easy to see that the above disjoint union is finite since the norm N(L′) of L′ should be
contained in the ring o, in order that Oprimo (L
′,Hk)(o) is nonempty, which is proved in the next
lemma.
Lemma 3.2. The condition N(L′) ⊆ o is equivalent to the existence of a primitive isometry from
(L′, qL′) to (Hk, qk).
Proof. If there is a primitive isometry from (L′, qL′) to (Hk, qk), then it is clear that N(L
′) ⊆ o
since N(Hk) = o.
Assume that N(L′) ⊆ o. Then we can choose an half-integral symmetric matrix B′ associated to
L′. We consider the matrix
(
0 12 · idn
1
2 · idn B′
)
. Here, idn is the (n× n)-identity matrix. Note that
the matrix
(
0 12 · idn
1
2 · idn 0
)
is a symmetric matrix associated to the quadratic lattice Hn. Thus
it is enough to show that
(
0 12 · idn
1
2 · idn B′
)
is equivalent to the matrix
(
0 12 · idn
1
2 · idn 0
)
, which
follows from the matrix equation:(
0 12 · idn
1
2 · idn 0
)
=
(
idn 0
tX idn
)(
0 12 · idn
1
2 · idn B′
)(
idn X
0 idn
)
.
Here, X is a matrix with entries in o such that X + tX + 2B′ = 0. 
This lemma, combined with Remark 2.8 induces the following description of the existence of a
primitive isometry in terms of the Gross-Keating invariant:
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Corollary 3.3. There exists a primitive isometry from (L′, qL′) to (Hk, qk) if and only if
GK(L′)  GK(Hk)(n) = (0, · · · , 0).
Since the set Oprimo (L
′,Hk)(o) is open in Oo(L,Hk)(o) in terms of p-adic topology, we have the
following identity on α(L,Hk) by Equation (3.1):
(3.2) α(L,Hk) =
∑
L⊆L′⊆V
∫
Oprim
o
(L′,Hk)(o)
|ωldL | =
∑
L⊆L′⊆V
f [L
′:L]·(n+1−2k)
∫
Oprim
o
(L′,Hk)(o)
|ωldL′ |.
Definition 3.4. We define the primitive local density associated to the quadratic lattices L and
Hk, denoted by α
prim(L,Hk), as follows:
αprim(L,Hk) =
∫
Oprim
o
(L,Hk)(o)
|ωldL |.
Thus Equation (3.2) is written as follows:
(3.3) α(L,Hk) =
∑
L⊆L′⊆V
f [L
′:L]·(n+1−2k) · αprim(L′,Hk).
Here, the sum is finite. This formula is indeed well-known in classical literatures (cf. Lemma 3 of
[Kit83]).
3.2. A formula of the primitive local density. We assume that N(L) ⊆ o and thus the set
Oprimo (L,Hk)(o) is nonempty. In this subsection, we describe a formula of the primitive local density
αprim(L,Hk) by showing that O
prim
o (L,Hk) is smooth as a scheme defined over o.
Before proving smoothness of Oprimo (L,Hk), we describe the scheme O
prim
o (L,Hk) in terms of
the fiber of certain morphism between two smooth schemes over o.
Let M o(L,Hk) be the functor from the category of flat o-algebras to the category of sets such
that M o(L,Hk)(R), the set of R-points for a flat o-algebra R, is the set of linear maps from L⊗oR
to Hk ⊗o R by ignoring the associated quadratic forms. Then the functor M o(L,Hk) is uniquely
represented by a flat o-algebra which is a polynomial ring over o of 2kn variables. Thus we can
now talk of M o(L,Hk)(R) for any (not necessarily flat) o-algebra R.
Let M∗o(L,Hk) be the subfunctor of M o(L,Hk) such that M
∗
o(L,Hk)(R), the set of R-points for
a commutative o-algebra R, is the set of linear maps from L⊗o R to Hk ⊗o R whose at least one
n×n-minor is a unit in R. Then it is easy to see thatM∗o(L,Hk) is an open subscheme ofM o(L,Hk)
which yields smoothness of M∗o(L,Hk) (cf. Section 3.2 of [Cho15]). Note that M
∗
o(L,Hk) is not
necessarily affine, but has a finite affine covers (given by each n×n-minor). In particular, if R = o,
then M∗o(L,Hk)(o) is the set of linear maps from L to Hk whose reduction modulo π is injective
from L⊗o κ to Hk ⊗o κ.
Let Q
L
be the affine space of dimension n(n + 1)/2 defined over o such that Q
L
(R), the set of
R-points for a commutative o-algebra R, is the set of quadratic forms on L⊗oR whose coefficients
are in R.
Let R be a flat o-algebra. As a matrix, each element of Q
L
(R) is given by a symmetric matrix
(aij) of size n×n such that each nondiagonal entry aij with i 6= j is of the form 1/2 ·a′ij for a′ij ∈ R
and each diagonal entry aii is contained in R.
Then we consider the following morphism
Q
Hk
×M∗o(L,Hk) −→ QL, (q,m) 7→ q ◦m.
Here, q ∈ Q
Hk
(R) and m ∈ M∗o(L,Hk)(R) for a flat o-algebra R. It is easy to see that the above
morphism is well-defined and represented by an action morphism of schemes over o (cf. the last
paragraph of the proof of Theorem 3.4 in [Cho16]).
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The above action morphism induces the morphism
ρ : M∗o(L,Hk) −→ QL,m 7→ qk ◦m.
Theorem 3.5. The morphism ρ : M∗o(L,Hk)→ QL is smooth.
Proof. The theorem follows from Lemma 5.5.1 of [GY00] and the following lemma. 
Lemma 3.6. The morphism ρ⊗ κ : M∗o(L,Hk)⊗ κ→ QL ⊗ κ is smooth.
Proof. The proof is based on Lemma 5.5.2 in [GY00]. It suffices to show that, for any m ∈
M∗o(L,Hk)(κ¯), the induced map on the Zariski tangent space ρ∗,m : Tm → Tρ(m) is surjective. Here,
κ¯ is the algebraic closure of κ.
We introduce another functor on the category of flat o-algebras. Define T (R) to be the set of
(n × n)-matrices y such that each entry is of the form 1/2 · yij with yij ∈ R. Then this functor is
represented by an affine space over o.
We now compute the map ρ∗,m explicitly. If we identify Tm with M o(L,Hk)(κ¯) and Tρ(m) with
Q
L
(κ¯), then
ρ∗,m : Tm −→ Tρ(m),X 7→ mt · qk ·X +Xt · qk ·m.
We explain how to compute X 7→ mt · qk ·X +Xt · qk ·m explicitly. Firstly, we formally compute
X 7→ mt · qk ·X. It is of the form 1/2 · Y , where Y is an n× n-matrix with entries in κ¯. Then we
formally compute 1/2 ·Y +1/2 · tY . It is of the form Z, whose diagonal entries are in κ¯ and whose
nondiagonal entries are of the form 1/2 · zij with zij ∈ κ¯ such that zij = zji. Thus Z is an element
of Q
L
(κ¯).
To prove the surjectivity of ρ∗,m : Tm −→ Tρ(m), it suffices to show the following two statements:
(1) X 7→ X 7→ mt · qk ·X defines a surjection M o(L,Hk)(κ¯)→ T (κ¯);
(2) Y 7→ tY + Y defines a surjection T (κ¯)→ Q
L
(κ¯).
These two arguments are direct from the construction of T (κ¯). 
Then the scheme Oprimo (L,Hk) is defined as the fiber of qL along the smooth morphism ρ, which
shows that Oprimo (L,Hk) is an open (not necessarily affine) subscheme of Oo(L,Hk). We note that
Oprimo (L,Hk) has finite affine covers given by n× n-minors, each of which is an open subscheme of
an affine scheme Oo(L,Hk) as well. Since smoothness is stable under base change, O
prim
o (L,Hk) is
a smooth scheme over o. The special fiber of Oprimo (L,Hk) is O
prim
κ (q¯L, q¯k), where q¯L = qL mod π
defined on L⊗o κ and q¯k = qk mod π defined on Hk ⊗o κ. In particular, Oprimo (L,Hk)(κ) is the set
of isometries from the quadratic space (L⊗o κ, q¯L) to the quadratic space (Hk ⊗o κ, q¯k).
We finally have the following formula of the primitive local density by Section 3.9 of [GY00]:
Theorem 3.7. Assume that N(L) ⊆ o. Then the primitive local density αprim(L,Hk) is given by
the following formula:
αprim(L,Hk) = f
−dimOF (V,W ) ·#Oprimκ (q¯L, q¯k)(κ).
Here, dimOF (V,W ) = 2kn− (n2+n)/2 and #Oprimκ (q¯L, q¯k)(κ) stands for the cardinality of the set
Oprimκ (q¯L, q¯k)(κ).
3.3. Reformulation of the local density. Using Theorem 3.7, we can reformulate Equation
(3.2) of the local density as follows:
(3.4) α(L,Hk) = f
−2kn+(n2+n)/2 ·
∑
L⊆L′⊆V,
GK(L′)(0,··· ,0)
f [L
′:L]·(n+1−2k) ·#Oprimκ (q¯L′ , q¯k)(κ).
Recall that Oprimκ (q¯L′ , q¯k)(κ) is the set of isometries from the quadratic space (L
′⊗κ, q¯L′) to the
quadratic space (Hk ⊗ κ, q¯k). Let L′⊗ κ = L¯′0⊥L¯′1, where L¯′1 = Rad (L′ ⊗ κ) so that the restriction
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of the quadratic form q¯L′ on L¯
′
0 is nonsingular. We assign the following notion a
± for an integer a
to L′ according to L¯′0:
(3.5)
 a
+ if a = dim L¯′0 is even and L¯
′
0 is split;
a− if a = dim L¯′0 is even and L¯
′
0 is nonsplit;
a(= a+ = a−) if a = dim L¯′0 is odd.
Here, dim L¯′0 is the dimension of L¯
′
0 as a κ-vector space. If a = 0, then we say 0
+ = 0−. By
Exercise 4 in Section 5.6 of [Kit93], we can see that #Oprimκ (q¯L′ , q¯k)(κ) is completely determined
by three ingredients, a±, n, and 2k. Thus we can denote it by #Oprimκ (a±, n, 2k). Here, 2k is the dimension of the nondegenerate split quadratic space (Hk ⊗ κ, q¯κ);n is the dimension of the (possibly degenerate) quadratic space (L′ ⊗ κ, a¯L′);
a± is as explained above such that a is the dimension of a maximal nonsingular subspace of L′ ⊗ κ.
Note that n is the rank of L. The integer a can be described in terms of GK(L), which will be
stated below.
Proposition 3.8. The integer a, which is defined as the dimension of L¯′0 as a κ-vector space, is
the same as the number of 0’s in GK(L′).
Proof. This directly follows by observing a reduced form of L. 
Since each direct summand in Equation (3.4) is determined by the number of 0’s in GK(L′)
(with the signature ±) and [L′ : L], we analyze bounds of these two objects in this paragraph.
Let [L′ : L] = b and let n0 be the number of 0’s in GK(L) = (a1, · · · , an). Remark 2.8 yields
that |GK(L′)| = |GK(L)| − 2b. The integer b is then nonnegative and at most |GK(L)|/2 since
GK(L′)  (0, · · · , 0) (cf. Remark 2.8 and Lemma 3.2). Let GK(L′) = (a′1, · · · , a′n) and let a be
the number of 0’s in GK(L′) (cf. Proposition 3.8). If b is positive, then the integer a is at least
max {n0, n − |GK(L′)|}, denoted by nb, and at most the integer t such that at+1 + · · · + an ≥
|GK(L′)| > at+2 + · · · + an, denoted by mb, since (0, · · · , 0)  (a′1, · · · , a′n)  (a1, · · · , an). If
there is no such t, then |GK(L′)| = 0 and in this case, we say mb = n. We summarize notations
introduced in this paragraph as follows:
For an integer b such that 0 ≤ b ≤ |GK(L)|2 , we define two integers nb and mb depending on b as
follows: nb = max {n0, n− (|GK(L)| − 2b)} if b > 0. Here, n0 = #{ai|ai = 0};mb = the integer t such that at+1 + · · ·+ an ≥ |GK(L)| − 2b > at+2 + · · ·+ an, if exists;
nb = mb = n if there is no such t described above.
We introduce a new notion S(L,a±,b) as the set of all quadratic lattices L′ including L whose
associated direct summands in Equation (3.4) are equal. More precisely,{ S(L,a+,b) = {L′ (⊇ L) |GK(L′)  (0, · · · , 0), [L′ : L] = b, a+ is is assigned to L′} ;
S(L,a−,b) = {L′ (⊇ L) |GK(L′)  (0, · · · , 0), [L′ : L] = b, a− is is assigned to L′}.
If a is odd or 0, then S(L,a+,b) = S(L,a−,b). Note that S(L,a±,b) is empty if b > |GK(L)|2 by Remark
2.8. Therefore Equation (3.4) is now reformulated as follows:
(3.6) α(L,Hk) = f
−2kn+(n2+n)/2 ·
∑
0≤b≤
|GK(L)|
2
,
nb≤a≤mb
f b·(n+1−2k) ·#S(L,a±,b) ·#Oprimκ (a±, n, 2k).
Here, if a is odd or 0, then we ignore one of S(L,a+,b) or S(L,a−,b). If a is even and positive, then
we count the summands involving S(L,a+,b) and S(L,a−,b) separately.
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In the above equation, the number #Oprimκ (a±, n, 2k) is already well-known as follows (cf. Ex-
ercise 4 in Section 5.6 of [Kit93]):
#Oprimκ (a
±, n, 2k) = f2kn−(n
2+n)/2(1− f−k)(1 + χ(a±)fn−a/2−k)Π1≤i<n−a/2(1− f2i−2k).
Here,
χ(a±) =
 0 if a is odd;1 if a is even and a+ is assigned or if a = 0;−1 if a(> 0) is even and a− is assigned.
Using Equation (3.6) combined with the above description of #Oprimκ (a±, n, 2k), we have the
following local density formula:
Theorem 3.9. For a quadratic lattice L, we have
α(L,Hk) =
(1− f−k) ·
∑
0≤b≤ |GK(L)|
2
,
nb≤a≤mb
#S(L,a±,b) · f b·(n+1−2k) · (1 + χ(a±)fn−a/2−k) ∏
1≤i<n−a/2
(1− f2i−2k)
 .
Here, if a is odd or 0, then we ignore one of S(L,a+,b) or S(L,a−,b). If a is even and positive, then
we count the summands involving S(L,a+,b) and S(L,a−,b) separately.
Let X = f−k. Then the local density α(L,Hk) is a polynomial of X, as k varies. We denote it
by FL(X).
Definition 3.10. For a given quadratic lattice (L, qL), the Siegel series is defined to be the poly-
nomial FL(X) of X such that
FL(f−k) = α(L,Hk).
Corollary 3.11. From the formula of Theorem 3.9, we have the following description of the Siegel
series:
FL(X) =
(1−X) ·
∑
0≤b≤
|GK(L)|
2
,
nb≤a≤mb
#S(L,a±,b) · f b·(n+1)X2b · (1 + χ(a±)fn−a/2X) ∏
1≤i<n−a/2
(1− f2iX2)
 .
Thus, each coefficient of the polynomial FL(X) is determined by the set S(L,a±,b). In the next
section, we will investigate S(L,a±,b) more precisely and get an inductive formula of the Siegel series
FL(X).
4. Inductive formulas of the Siegel series
In the previous section, we reformulated the Siegel series, FL(X), in terms of a lattice counting
problem for #S(L,a±,b) (cf. Corollary 3.11). In this section, we will explain an inductive formula of
the Siegel series, by careful investigation of the set of lattices S(L,a±,b).
Let L be a quadratic lattice with GK(L) = (a1, · · · , an) (6= (0, · · · , 0)). We choose a basis
(e1, · · · , en) of an optimal form of L. Let d be the integer such that an−d < an−d+1 = · · · = an︸ ︷︷ ︸
d
. If
a1 = · · · = an, then we let d = n. We denote the lattice (⊃ L) having a basis
(e1, · · · , en−d, 1
π
· en−d+1, · · · , 1
π
· en︸ ︷︷ ︸
d
)
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by {
L(d,n) if d > 1;
L(n) (or L(1,n)) if d = 1.
We assume that the quadratic form on L(d,n), naturally induced by the quadratic form on L, is
an integral quadratic form, that is, L(d,n) is a quadratic lattice. For example, if an ≥ 2, then L(d,n)
is a quadratic lattice. Although it is not required that an ≥ 2, the integers ai’s always satisfy the
condition that an = · · · = an−d+1 ≥ 1, in order that L(d,n) is a quadratic lattice.
Let V¯L,d = L
(d,n)/L be a κ-vector space of dimension d. Then each lattice between L and L(d,n)
bijectively corresponds to each subspace of V¯L,d. More precisely, the set of all lattices L
′ between
L and L(d,n) with degree [L′ : L] = m, where 0 ≤ m ≤ d, equals the set of subspaces of V¯L,d
of dimension m. We denote the former set of lattices by GL,d,m. For example, GL,d,0 = {L} and
GL,d,d = {L(d,n)}. The latter set is the Grassmannian, denoted by G(m,d), whose cardinality is
well known to be
(
d
m
)
f
. Here, (
d
m
)
f
=
[(d)!]f
[m!]f [(d−m)!]f
,
where
[m!]f =
m∏
t=1
f t − 1
f − 1 , for any positive integer m.
We write that [0!]f = 1 so that
(d
d
)
f
=
(d
0
)
f
= 1. For example, if m = 1, then
(d
1
)
f
= f
d−1
f−1 . Thus
we have the following formula:
(4.1) #GL,d,m =
(
d
m
)
f
.
In the following lemma, we explain a property of a lattice including L, but not an element of
GL,d,m.
Lemma 4.1. Let L′ be a lattice in V containing L. If L′ does not contain any lattice in GL,d,m
for 1 ≤ m ≤ d (equivalently L′ does not contain any lattice in GL,d,1), then there exists a direct
summand M ′ of L′ such that L′ = M ′ ⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
and L = M ⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
,
where M = L ∩M ′.
Proof. Let l = n − d. For such L′, we denote the image of ei, with l + 1 ≤ i ≤ n, in L′/πL′ by e¯i.
Let V¯ ′d be the subspace of L
′/πL′, as a κ-vector space, spanned by e¯l+1, · · · , e¯n. Since L′ does not
contain any lattice in GL,d,m for 1 ≤ m ≤ d, the vectors (e¯l+1, · · · , e¯n) are linearly independent and
thus the dimension of the vector space V¯ ′d is d.
Thus there are l-vectors (e¯′1, · · · , e¯′l) in L′/πL′ having (e¯′1, · · · , e¯′l, e¯l+1, · · · , e¯n) as a basis. We
choose (e′1, · · · , e′l) in L′ as preimages of (e¯′1, · · · , e¯′l), respectively. Then by Nakayama’s lemma,
(e′1, · · · , e′l, el+1, · · · , en) is a basis of L′ as an o-module.
Let M ′ be the submodule of L′ spanned by (e′1, · · · , e′l) so that L′/M ′ = oel+1 ⊕ · · · ⊕ oen. We
consider the following short exact sequence:
1→ L ∩M ′ → L→ L′/M ′ → 1.
This short exact sequence splits since there exists a section from L′/M ′ to L such that ei maps to
ei with l+1 ≤ i ≤ n. Thus L ∼= (L∩M ′)⊕ (oel+1⊕· · ·⊕oen) as o-modules. Since this isomorphism
is induced from the inclusions, we can identify L with (L∩M ′)⊕ (oel+1⊕ · · ·⊕ oen) as submodules
of L′. We let M = L ∩M ′. This completes the proof. 
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Lemma 4.2. Let (e1, · · · , en) be a basis of a lattice L. Let M be a direct summand of L such that
L =M ⊕ (oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
). Then there is a basis of M consisting of the column vectors of the
matrix
(
idn−d
x
)
, where idn−d is the identity matrix of size n− d and x ∈ Md×(n−d)(o).
Proof. A basis of M ⊕ (oen−d+1 ⊕ · · · ⊕ oen) is given by the column vectors of a matrix
(
x1 0
x2 idd
)
with entries in o, where x1 is a square matrix of size n − d. Since this matrix is invertible, x1 is
invertible over o as well. Thus we can choose another basis for L =M⊕(oen−d+1⊕· · ·⊕oen), given
by the column vectors of the matrix
(
x1 0
x2 idd
)(
x−11 0
0 idd
)
=
(
idn−d 0
x2x
−1
1 idd
)
. Let x = x2x
−1
1 .
This completes the proof. 
Remark 4.3. (1) In the situation of Lemma 4.1, a direct summand M of L has a basis given
by the column vectors of a matrix
(
idn−d
x
)
with x ∈ Md×(n−d)(o) by Lemma 4.2. We
denote the lattice M of Lemma 4.1 by L
(d,n)
x , in order to emphasize both roles of x and of
(d, n), so that
L = L(d,n)x ⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
.
If d = 1, then we write L
(n)
x , instead of L
(1,n)
x . We note that the choice of x for each M
is not unique.
The simplest case of L
(d,n)
x is when x is the zero vector. In this case,
L
(d,n)
0 = oe1 ⊕ · · · ⊕ oen−d.
The lattice L
(d,n)
0 will be crucially used in our inductive formula of the Siegel series (cf.
Theorems 4.9 and 5.10).
(2) A symmetric matrix for L with respect to a basis consisting of the column vectors of a
matrix
(
idn−d 0
x idd
)
is an optimal form by Theorem 0.2 of [IK1]. In this case, we call such
basis an optimal basis for L.
(3) Ikeda and Katsurada impose extra invariant to a quadratic lattice L in addition to the
Gross-Keating invariant and call it ‘Extended Gross-Keating datum’, denoted by EGK(L)
in [IK1]. They define EGK(L) based on an optimal form of L, which turns to be independent
of the choice of an optimal form (cf. Theorem 0.4 and Definition 6.3 of [IK1]). For an explicit
description of EGK(L), we refer to Definition 6.3 of [IK1]. A main contribution of their
another paper [IK2] is to prove that the Siegel series FL(X) is completely determined by
EGK(L) (cf. Theorem 1.1 of [IK2]).
(4) Since a basis consisting of the column vectors of a matrix
(
idn−d 0
x idd
)
is an optimal basis
for L, we can see that GK(L
(d,n)
0 ) = GK(L
(d,n)
x ) by Theorem 0.3 of [IK1]. In addition, by
Definition 6.3 of [IK1], one can easily see that EGK(L
(d,n)
0 ) = EGK(L
(d,n)
x ) since EGK(L)
is independent from the choice of an optimal basis. Therefore, the argument of the above
(3) yields that
F
L
(d,n)
0
(X) = F
L
(d,n)
x
(X).
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From now on until the end of this section, we work with the following choice of a basis of L:
(e1, · · · , en) is
{
an optimal basis if p is odd;
a reduced basis if p is even.
Before analyzing #S(L,a±,b) in Proposition 4.8, we will introduce one conjecture regarding quadratic
forms modulo π in Conjecture 4.4, and prove it when p is odd or when L is anisotropic over Z2 in
Lemmas 4.5-4.6.
We write L = M ⊕ N , where M (respectively N) is spanned by (e1, · · · , en−d) (respectively
(en−d+1, · · · , en︸ ︷︷ ︸
d
)). We consider a lattice L′ containing L on L⊗oF of the form L′ =M ′⊕N , where
M ′ is a lattice containing M on M ⊗o F . Let qL′ be the quadratic form on L′ which is naturally
induced from qL on L so that qL′ |L = qL. Similarly, we define a quadratic form qM ′ defined on M ′.
Assume that the quadratic form qL′ on L
′ is integral (equivalently, GK(L′) ≻ (0, · · · , 0)). Let
L¯′ = L′/πL′ (respectively M¯ ′ =M ′/πM ′) be the quadratic space over κ given by qL′ (respectively
qM ′) modulo π.
Conjecture 4.4. The dimension of L¯′ modulo the radical, is the same as the dimension of M¯ ′
modulo the radical. In other words, the number of 0’s in GK(L′) is the same as the number of 0’s
in GK(M ′) (cf. Proposition 3.8).
We think that the conjecture is true in the general case. In the following, we will prove it in two
cases, when p is odd and when (L, qL) is an anisotropic Z2-lattice.
Lemma 4.5. The conjecture is true for an odd prime p.
Proof. Let B =
(
a b
tb c
)
be an optimal form with respect to (e1, · · · , en), where the size of a is
(n− d)× (n− d) and the size of c is d× d. Then the symmetric matrix associated to L′ =M ′ ⊕N
is of the form
(
tx 0
0 id
)
·
(
a b
tb c
)
·
(
x 0
0 id
)
=
(
tx · a · x tx · b
tb · x c
)
for certain x ∈ GLn−d(F ). Here,
tx ·a ·x is a symmetric matrix associated to M ′. Thus it suffices to show that the exponential order
of each entry of 2 · tx · b is at least 1.
Since p is odd, we can choose another basis for M given by x ∈ GLn−d(o) such that tx ·a ·x is an
optimal and diagonal matrix by Remark 2.8.(1). Then by Theorems 0.2-0.3 of [IK1], the symmetric
matrix
(
tx · a · x tx · b
tb · x c
)
is also optimal with respect to the decomposition L =M ⊕N . Thus we
may and do assume that a is optimal and diagonal with diagonal entries uiπ
ai ’s, where ui is a unit
in o.
Let M ′ be an integral quadratic lattice containing M on M ⊗o F . Then we can easily show that
M ′ is contained in the dual lattice ofM , which is defined as {v ∈M⊗oF |bqM (v, L) ∈ o}. Here, bqM
is the symmetric bilinear form associated to the quadratic form qM such that bqM (v, v) = qM (v).
The dual lattice ofM is spanned by (π−a1e1, · · · , π−an−den−d). Thus, if xn−d is the diagonal matrix
whose diagonal entries are π−ai ’s with 1 ≤ i ≤ n − d, then a matrix x determining M ′ is of the
form xn−d · x′, where x′ ∈ GLn−d(F ) ∩Mn−d(o).
On the other hand, the exponential order of each entry of 2 · txn−d · b is at least 1 since B is
optimal and ai < an−d+1 = an for any i (≤ n− d). Therefore, the exponential order of each entry
of 2 · t(x′) · txn−d · b is at least 1 since x′ ∈ Mn−d(o). This completes the proof. 
Lemma 4.6. The conjecture is true for an anisotropic quadratic Zp-lattice with any p.
Proof. Let L be an anisotropic quadratic lattice over Zp and let GK(L) = (a1, · · · , an) so that n
is at most 4. It is well known that there exists a unique maximal quadratic lattice on L ⊗o F
by Theorem 91:1 of [O’Me00]. Thus it suffices to prove the conjecture when M ′ is the maximal
quadratic lattice inside M ⊗o F .
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We can easily prove that any anisotropic quadratic lattice whose Gross-Keating invariant consists
of 0 and 1 is maximal since only two among ai’s have the same parity (cf. Proposition 5.3).
As in the proof of Lemma 4.5, let B =
(
a b
tb c
)
be a reduced form with respect to (e1, · · · , en),
where the size of a is m×m and the size of c is (n−m)× (n−m). Let xm be the diagonal matrix
whose diagonal entries are π−[ai/2], where 0 ≤ i ≤ m. Then txm · a · xm is a reduced form whose
Gross-Keating invariant consists of 0 and 1 so that the associated quadratic lattice is maximal.
Then the exponential order of each entry of 2 · txm · b is at least 1. This completes the proof. 
Remark 4.7. In the above lemma, the only place to use the assumption of o = Z2 is that any
anisotropic quadratic lattice whose Gross-Keating invariant consists of 0 and 1 is maximal. If this
is true for a general o, then the proof of the lemma works so that the conjecture is true for an
anisotropic quadratic lattice over o.
Using Lemmas 4.1-4.2 and Conjecture 4.4, we will explain a formula of #S(L,a±,b) in the following
proposition. This will be used to make an inductive formula of the Siegel series in Theorem 4.9.
Proposition 4.8. Assume that Conjecture 4.4 is true. Let b be an integer such that 0 ≤ b ≤ |GK(L)|2 .
Then for any integer b′ with b′ ≥ b, we have the following formula:
#S(L,a±,b) =
d∑
m=1
cm · ∑
L′∈GL,d,m
#S(L′,a±,b−m)
+ fd(b−(n−d)b′) ∑
x∈Md×(n−d)(A/πb
′A)
#S
(L
(d,n)
x ,a±,b)
,
where cm = −
((
m
1
)
f
· c1 +
(
m
2
)
f
· c2 + · · · +
(
m
m−1
)
f
· cm−1
)
+ 1 if m > 1 and c1 = 1. Here, if
b−m < 0, then we understand #S(L′,a±,b−m) = 0.
Proof. Since S(L′,a±,b−m) ⊆ S(L,a±,b) for L′ ∈ GL,d,m, we can choose a lattice
L† ∈ S(L,a±,b) \
⋃
L′∈GL,d,1
S(L′,a±,b−1).
By Lemmas 4.1-4.2 and Remark 4.3.(1), there exists a direct summand L
(d,n)
x of L such that
L = L
(d,n)
x ⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
;
L† = (L
(d,n)
x )† ⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
,
as an o-lattice (not as a quadratic o-lattice). Here, (L
(d,n)
x )† is a direct summand of L† satisfying
the condition that L∩ (L(d,n)x )† = L(d,n)x . Since [L† : L] = [(L(d,n)x )† : L(d,n)x ] = b, the lattice (L(d,n)x )†
is contained in S
(L
(d,n)
x ,a±,b)
by Conjecture 4.4. Thus we have that
(4.2) S(L,a±,b) \
⋃
L′∈GL,d,1
S(L′,a±,b−1) =
⋃
x∈Md×n−d(o)
S
(L
(d,n)
x ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
.
Here, S
(L
(d,n)
x ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
is the set of lattices {M ′ ⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
|M ′ ∈
S
(L
(d,n)
x ,a±,b)
}.
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Since [M ′ : L
(d,n)
x ] = b for M ′ ∈ S(L(d,n)x ,a±,b), we can see that
S
(L
(d,n)
x ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
= S
(L
(d,n)
y ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
if x ≡ y mod πb.
Thus Equation (4.2) can be expressed as follows:
(4.3) S(L,a±,b) \
⋃
L′∈GL,d,1
S(L′,a±,b−1) =
⋃
x∈Md×(n−d)(o/πb
′
o)
S
(L
(d,n)
x ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
for any integer b′ such that b′ ≥ b.
In order to compute the cardinality of the right hand side of Equation (4.3), we compare it with
∑
x∈Md×(n−d)(o/πb
′
o)
#
S
(L
(d,n)
x ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
 .
In the following, we will see how many times a given lattice is counted in this sum.
Let L†x ∈ S(L(d,n)x ,a±,b)⊕oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
. The cardinality of the set {y ∈Md×(n−d)(o/πb′o)|L†x ∈
S
(L
(d,n)
y ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
} is then
#(o/πb
′−b
o) · · · · ·#(o/πb′−bo)︸ ︷︷ ︸
d
·#(o/πb′o) · · · · ·#(o/πb′o)︸ ︷︷ ︸
d(n−d−1)
= fd(n−d)b
′−db.
Note that the above number is independent of the choice of x. Since
#
S
(L
(d,n)
x ,a±,b)
⊕ oen−d+1 ⊕ · · · ⊕ oen︸ ︷︷ ︸
d
 = #(S
(L
(d,n)
x ,a±,b)
)
,
we have the following equation:
#
S(L,a±,b) \ ⋃
L′∈GL,d,1
S(L′,a±,b−1)
 = fdb−d(n−d)b′ · ∑
x∈Md×(n−d)(A/πb
′A)
#S
(L
(d,n)
x ,a±,b)
.
Thus to complete the proof, it suffices to show that
(4.4) #
 ⋃
L′∈GL,d,1
S(L′,a±,b−1)
 = d∑
m=1
cm · ∑
L′∈GL,d,m
#S(L′,a±,b−m)
 ,
where cm = −
((m
1
)
f
· c1 +
(m
2
)
f
· c2 + · · ·+
( m
m−1
)
f
· cm−1
)
+ 1 if m > 1 and c1 = 1.
This follows from inclusion-exclusion principle using the counting argument of the Grassmannian
given in the beginning of this section. 
We now state our main theorem of this section, an inductive formula of the Siegel series FL(X).
Theorem 4.9. Assume that Conjecture 4.4 is true. Assume that L(d,n) is an integral quadratic
lattice. Then we have the following inductive formula, with respect to the Gross-Keating invariant,
of the Siegel series FL(X):
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FL(X) =
d∑
m=1
cm · f (n+1)m ·X2m · ∑
L′∈GL,d,m
FL′(X)
+
(1−X)(1 − fdX)−1 ·
(
d∏
i=1
(1− f2iX2)
)
· F
L
(d,n)
0
(fdX),
where cm = −
((m
1
)
f
· c1 +
(m
2
)
f
· c2 + · · · +
( m
m−1
)
f
· cm−1
)
+ 1 if m > 1 and c1 = 1.
Here, for L′ ∈ GL,d,m, 
GK(L) ≻ GK(L′);
|GK(L′)| = |GK(L)| − 2m;
GK(L
(d,n)
0 ) = GK(L)
(n−d).
Note that notion of L(d,n), GL,d,m, and
(
m
k
)
f
can be found at the beginning of this section. Notion
of L
(d,n)
0 can be found at Remark 4.3.(1).
Proof. If we plug the formula of Proposition 4.8 into the formula of Theorem 3.9, then we obtain
α(L,Hk) =
d∑
m=1
cm · f (n−2k+1)m ∑
L′∈GL,d,m
α(L′,Hk)
+
f−d(n−d)b
′
(1− f−k)(1 − f−(k−d))−1 ·
(
d∏
i=1
(1− f2i−2k)
)
·
∑
x∈Md×(n−d)(A/πb
′A)
α(L(d,n)x ,Hk−d),
where cm = −
((m
1
)
f
· c1 +
(m
2
)
f
· c2 + · · ·+
( m
m−1
)
f
· cm−1
)
+ 1 if m > 1 and c1 = 1.
On the other hand, as mentioned in Remark 4.3.(4), we have that
α(L(d,n)x ,Hk−d) = α(L
(d,n)
0 ,Hk−d)
for any x ∈Md×(n−d)(A/πb′A). This completes the proof of the inductive formula. The rest follows
from Theorems 0.1 and 0.3 of [IK1]. 
Corollary 4.10. Assume that Conjecture 4.4 is true. If an−1 < an for GK(L) = (a1, · · · , an) so
that d = 1, then the above inductive formula turns to be
FL(X) = fn+1 ·X2 · FL(n)(X) + (1−X)(1 + fX) · FL(n)0 (fX).
Note that notion of L(n) can be found at the beginning of this section and that notion of L
(n)
0 can
be found at Remark 4.3.(1).
The following lemma is used in the main theorems 5.9-5.10 of the next section.
Lemma 4.11. Let B1 be a reduced form with GK(B1) = (a1, · · · , an−1). Let B =
(
B1 C
tC d
)
, where
tC = (c1, · · · , cn−1). Here, B1 is of size (n − 1) × (n − 1) and d ∈ o. We assume that B satisfies
the following conditions: 
ord(2ci) > (ai + an−1)/2 for i < n− 1;
ord(2cn−1) ≥ an−1;
ord(d) ≥ an−1;
ord(2cn−1 + d) ≥ an−1 + 1.
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For example, B satisfies the above assumption if GK(B) = (a1, · · · , an−1, an) and B is a reduced
form satisfying one of the followings:{
an > an−1;
an = an−1 > an−2, σ(n− 1) = n, ord(d) = an, and o = Z2.
Let Bx =
t
(
idn−1
x
)
· B ·
(
idn−1
x
)
, where x ∈ M1×(n−1)(o). Let FBx(X) be the Siegel series of
the quadratic lattice associated to the symmetric matrix Bx. Then we have
FB0(X) = FBx(X)
for any x.
Proof. We write
Bx =
(
idn−1
tx
) · (B1 CtC d
)
·
(
idn−1
x
)
= B1 +
(
Cx+ t(Cx) + d · txx) .
The (i, j)-th entry of
(
Cx+ t(Cx) + d · txx) is cixj + cjxi + dxixj . Then we have the following:{
ord(cixi + cixi + dxixi) > ai;
ord(2(cixj + cjxi + dxixj)) >
ai+aj
2 if i < j.
This, combined with 2Theorems 3.3 and 1.1 of [IK2], completes the proof. 
5. On the Siegel series of anisotropic quadratic lattices
In this section, we will explain a more precise inductive formula of the Siegel series of anisotropic
quadratic lattices defined over Zp, so as to compare it with an inductive formula of local intersection
multiplicities of [GK93] in Sections 6-7. We first list a few necessary facts about anistropic quadratic
lattices over Zp.
Remark 5.1. Let (L, qL) be an anisotropic quadratic lattice over Zp. Here, we say that (L, qL) is
anisotropic if qL(x) 6= 0 for any nonzero element x ∈ L. Then the rank of L is at most 4.
(1) LetD be the unique quaternion division algebra over Qp. Let qD be the associated quadratic
form, which is defined to be the reduced norm on D. Let OD be the maximal order of D,
characterized as follows:
OD = {v ∈ D|qD(v) ∈ Zp}.
(2) OD is a free Zp-module of rank 4. Then the pair (OD, qD) is an anisotropic quadratic
lattice over Zp of rank 4. By Exercise 3 of Section 5.2 in [Kit93], the quadratic lattice
OD is isometric to the quadratic lattice associated to the following half-integral symmetric
matrix: 
(1) ⊥ (−δ) ⊥ (p) ⊥ (−δp) if p 6= 2;(
1 1/2
1/2 1
)
⊥
(
2 1
1 2
)
if p = 2.
Here, δ is a unit in Zp (with p 6= 2) such that δ modulo p is not a square. These symmetric
matrices are reduced forms. Thus we can see that
GK(OD) = (0, 0, 1, 1).
(3) Any anisotropic quadratic lattice over Zp of rank n (≤ 4) is always embedded into (OD, qD),
which can be shown by using Theorem 3.5.1 and Corollary 3.5.4 of [Kit93]. Thus we may
regard an anisotropic quadratic Zp-lattice as a sublattice of (OD, qD).
2Indeed Ikeda and Katsurada assume that p = 2 in Theorem 3.3, loc. cit. But this theorem also holds for p > 2
and it was explained in the initial version of their paper posted on arXiv.
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The Gross-Keating invariants of anisotropic quadratic lattices over Zp with rank ≤ 3 are well
explained in [Bou07]. In the next subsection, we will explain the Gross-Keating invariants and
some properties of anisotropic quadratic lattices of rank 4.
5.1. On an anisotropic quadratic lattice of rank 4. Let (L, qL) be an anisotropic quadratic
lattice defined over Zp of rank 4. Let GK(L) = (a1, a2, a3, a4). We first study an anisotropic
quadratic lattice of rank 2 in the following lemma.
Lemma 5.2. Let X =
(
a b
b c
)
, with a basis (e1, e2), be an anisotropic quadratic lattice over Z2
with GK(X) = (a1, a1 + 2t) for t ≥ 0. If X is an optimal form, then we have the following:
ord(a) = a1, ord(2b) = a1 + t, and ord(c) = a1 + 2t.
Thus any optimal form of an anisotropic quadratic lattice of rank 2 over Z2 is a reduced form.
Proof. If t = 0, then X is not diagonalizable. The lemma then follows from Lemma 3.2.(b) of
[Bou07].
For t > 0, the symmetric matrix with respect to the basis (e1,
1
2t · e2) is an optimal form with
GK = (a1, a1). Using the result of the case t = 0 completes the proof. 
If we write (a1, a2, a3) to be the Gross-Keating invariant of an anisotropic quadratic lattice of
rank 3 over Zp for any p, then only two of ai’s have the same parity by Lemma 5.3 of [Bou07]. In
the following proposition, we prove the same statement in the case of n = 4.
Proposition 5.3. Only two of ai’s have the same parity. This holds for any prime p.
Proof. Since L is a sublattice of OD with the same rank 4, the parity of |GK(L)| is the same as
that of |GK(OD)| by Remark 2.8.(5). Since GK(OD) = (0, 0, 1, 1) and |GK(OD)| = 2, either only
two of ai’s have the same parity or all of ai’s have the same parity.
Assume that all of ai’s have the same parity. Let (e1, e2, e3, e4) be a basis of a reduced form of
(L, qL). If a3 < a4, then the Gross-Keating invariant of the sublattice L
′ spanned by (e1, e2, e3) is
(a1, a2, a3) by Theorem 0.3 of [IK1] so that all three have the same parity. This is a contradiction
since L′ is anisotropic so that only two should have the same parity.
If p 6= 2 and a3 = a4, then we choose a diagonal basis (e1, e2, e3, e4) for L, whose associated
symmetric matrix is diagonal having uip
ai as the i-th diagonal entry, where ui is a unit in Zp (cf.
by Remark 2.8.(5)). Thus the Gross-Keating invariant of the sublattice L′ spanned by (e1, e2, e3)
is (a1, a2, a3). All these have the same parity and so it is a contradiction.
We finally treat the remaining case, when p = 2 and a3 = a4. By Theorem 3.1 of [CIKY2] (or
Theorems 3.6-3.8 of [CIKY1]), the quadratic lattice (L, qL) is not diagonalizable. In addition, the
sublattice L′′ spanned by e3 and e4 is not diagonalizable as well. Since L
′′ is anisotropic of rank 2,
it is equal to 2a3(ux21 + vx1x2 + wx
2
2) for units u, v, w ∈ Z2 by Lemma 5.2. Based on Theorem 3.1
of [CIKY2] (or Lemma 2.8 of [CIKY1]), we write a reduced form of L as follows:B1 B2
tB2 2
a3
(
u v/2
v/2 w
) .
Here, B1 is a reduced form with GK(B1) = (a1, a2). Then it is easy to show that the symmetric
matrix associated to the sublattice L′ spanned by (e1, e2, e3) is a reduced form with GK(L
′) =
(a1, a2, a3). Since a1, a2, a3 have the same parity, L
′ is isotropic by Lemma 5.3 of [Bou07]. This
contradicts to the assumption that (L, qL) is anisotropic.
By combining all the above cases, we can conclude that only two of ai’s have the same parity. 
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Proposition 5.4. Let B be a reduced form of an anisotropic quadratic lattice L of rank 4 with
GK(L) = (a1, a2, a3, a4). Let (e1, e2, e3, e4) be a basis of a reduced form B. If p is odd, then we
consider B as a diagonal matrix.
Then any (3×3)-submatrix of the matrix B, with respect to a basis (ei, ej , ek) among (e1, e2, e3, e4),
is a reduced form whose Gross-Keating invariant is (ai, aj , ak), where i < j < k.
Similarly, any (2×2)-submatrix of the matrix B, with respect to a basis (ei, ej) among (e1, e2, e3, e4),
is a reduced form whose Gross-Keating invariant is (ai, aj), where i < j.
Proof. If p is odd, then it is clear.
Assume that p = 2. Let bii be the (i, i)-th entry of B. By Lemma 5.2, we have that ord(bii) = ai.
Using this, we can show that the (3 × 3)-submatrix of the matrix B, with respect to a basis
(ei, ej , ek), is a reduced form whose Gross-Keating invariant is (ai, aj , ak), by Definition 2.5. 
If p is odd, then we can choose a diagonal matrix as a reduced form of L. Then the Gross-Keating
invarinat consists of the order of each diagonal entry (cf. Remark 2.8.(1)).
We assume that p = 2. Let B be an half-integral symmetric matrix associated to (L, qL). By
using Theorem 2.4 of [Cho15] and Lemma 3.2.(c) of [Bou07], there are three types of B, up to
equivalence, as follows:
Case (I) : B = 2i
(
1 1/2
1/2 1
)
⊥ 2j
(
1 1/2
1/2 1
)
;
Case (II) : B = 2i
(
1 1/2
1/2 1
)
⊥ (u12µ1) ⊥ (u22µ2);
Case (III) : B = (u12
µ1) ⊥ (u22µ2) ⊥ (u32µ3) ⊥ (u42µ4).
Here, 
in Case (I), i ≤ j;
in Case (II), ui ≡ 1 mod 2 and µ1 ≤ µ2;
in Case (III), ui ≡ 1 mod 2, µi ≤ µj if i < j, µ1 < µ3, and µ2 < µ4.
In the following theorem, we explain the Gross-Keating invariant of each case.
Theorem 5.5. The determinant of B is a square. The Gross-Keating invariant of B is described
as follows:
(1) In Case (I), we have
GK(B) = (i, i, j, j),
where i and j have different parities.
(2) In case (II), µ1 and µ2 have the same parity, u1 + u2 ≡ 0 mod 4, and
GK(B) = (i, i) ∪ (µ1, µ2 + 2).
Here, i and µ1 have different parities.
(3) In case (III),
(a) Assume µ1 6≡ µ2 mod 2. Then µ3 and µ4 have different parities and
GK(B) = (µ1, µ2, µ3 + 2, µ4 + 2).
(b) Assume that µ1 ≡ µ2 mod 2 and that u1 + u2 ≡ 2 mod 4 or µ2 = µ3. Then µ3 and µ4
have the same parity and
GK(B) = (µ1, µ2 + 1, µ3 + 1, µ4 + 2).
(c) Assume that µ1 ≡ µ2 mod 2, u1 + u2 ≡ 0 mod 4, and µ3 ≥ µ2 + 1.
Then
GK(B) = (µ1, µ2 + 2) ∪ (µ3, µ4 + 2).
Here, µ3 and µ4 have the same parity, µ1 and µ3 have different parities, and u3+u4 ≡ 0
mod 4.
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Proof. The determinant of B is a square since the determinant of the matrix associated to OD
given at the beginning of this section is a square. Using this, the proof easily follows from Lemma
2.8 and Theorem 3.1 of [CIKY2] (or Theorems 3.5-3.8 of [CIKY1]) and Proposition 5.3. 
In the next proposition, we compute the local density α(L,OD) for an anisotropic quadratic
lattice (L, qL) of rank 4. The definition (and normalization) of the local density follows from
Section 5 of [IK2]. We fix an anisotropic quadratic lattice (L, qL) of rank 4.
Proposition 5.6. The local density α(L,OD) is
α(L,OD) = [OD : L] · ·p3 · p−2(2(p + 1))2.
Here, [OD : L] equals to (GK(L)− 2)/2.
Proof. By Hilfssatz 17 of [Sie35], we have
α(L,OD) = [OD : L] · α(OD, OD),
where [OD : L] is the index of L in OD. The local density α(OD, OD) for a single quadratic lattice
OD is fully studied in [Cho15] (p = 2) and [GY00] (p 6= 2).
By using the matrix description of the quadratic lattice (OD, qD) given at the notation, the local
density α(OD, OD) (cf. Proposition 6.2.3 and Theorem 7.3 of [GY00] when p 6= 2, Theorems 4.12
and 5.2 of [Cho15] when p = 2) is
α(OD, OD) = p
3 · (p−12(p+ 1))2.
This completes the proof. 
Remark 5.7. In the above proof, indeed Theorems 4.12 and 5.2 of [Cho15] when p = 2 yield that
α(OD, OD) = 1/2 · p−3 · p−6 · p4(2(p + 1))2.
But, using the normalization of the local density explained in Section 5 of [IK2], we need to multiply
p6 and to ignore 1/2 in the above formula.
5.2. The Siegel series of anisotropic quadratic lattice. In this subsection, we will explain a
more refined inductive formula of the Siegel series of anisotropic quadratic lattices over Zp. Let
(L, qL) be an anisotropic quadratic lattice over Zp of rank 4. By Remark 5.1.(3), we may consider
it as a sublattice of (OD, qD).
We will work with an exclusively chosen basis (e1, e2, e3, e4) of L as follows until the end of this
subsection:
(e1, · · · , en) is
{
diagonal and optimal if p is odd;
reduced if p = 2.
Let L(4) be the lattice spanned by (e1, e2, e3, 1/p · e4) and let L(4)0 be the lattice spanned by
(e1, e2, e3). Here, we allow the case of a3 = a4.
Lemma 5.8. Assume that (L, qL) is not equal to (OD, qD). Then L
(4) is contained in (OD, qD).
Proof. It suffices to show that L(4) is an integral quadratic lattice by Remark 5.1.(3). Let GK(L) =
(a1, a2, a3, a4). Since only two of ai’s have the same parity and GK(OD) = (0, 0, 1, 1), we have that
a4 ≥ 2. Since (e1, e2, e3, e4) is a basis of a reduced form, (e1, e2, e3, 1/p · e4) is also a basis of a
reduced form (up to permutation) for L(4) such that GK(L(4)) = (a1, a2, a3)∪ (a4− 2)  (0, 0, 0, 0).
This completes the proof by Remark 2.8.(4). 
Recall that FL(X) is the Siegel series associated to the quadratic lattice (L, qL) such that
FL(f−k) = α(L,Hk) (cf. Definition 3.10). In the following theorem, we will explain an induc-
tive formula of the Siegel series FL(X) for an anisotropic quadratic lattice of rank 4 over Z2. This
formula is much simpler than that of Theorem 4.9.
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Theorem 5.9. Assume that L(4) is contained in OD. Let GK(L) = (a1, a2, a3, a4). Then we have
the following inductive formula:
FL(X) = p5 ·X2 · FL(4)(X) + (1−X)(1 + pX) · FL(4)0 (pX).
Here, {
GK(L(4)) = (a1, a2, a3) ∪ (a4 − 2);
GK(L
(4)
0 ) = (a1, a2, a3).
Proof. If a3 < a4, then the formula follows from Theorem 4.9. Assume that a3 = a4. Since a2 and
a3 should have different parities, we have that a2 < a3.
From our choice of (e1, e2, e3, e4), the symmetric matrix with a basis (e1, e2, e3,
1
p · e4) (resp.
(e1, e2, e3)) is a reduced form whose associated Gross-Keating invariant is (a1, a2, a3) ∪ (a4 − 2)
(resp. (a1, a2, a3)) (cf. Proposition 5.4). Using the argument used in the proofs of Lemma 4.6 and
Proposition 4.8, we have the following formula:
#S(L,a±,b) = #S(L(4),a±,b−1) + f b−3b
′ ·
∑
x∈M1×3(A/πb
′A)
#S
(L
(4)
x ,a±,b)
.
Assume that p = 2. We consider a reduced form B with respect to a basis (e1, e2, e3, e4) of
(L, qL). Then B satisfies the assumption of Lemma 4.11, by Proposition 5.4. Thus, if we plug the
above formula into the formula of Theorem 3.9 using the result of Lemma 4.11, then we obtain the
desired inductive formula.
We now assume that p 6= 2. We consider a diagonal matrix B = (u1pa1) ⊥ (u2pa2) ⊥ (u3pa3) ⊥
(u4p
a4) with respect to a basis (e1, e2, e3, e4), where ui ∈ Zp is a unit. Then for x = (x1, x2, x3), we
have
Bx =
(
id3
tx
) ·B ·(id3
x
)
=
u1pa1 0 00 u2pa2 0
0 0 u3p
a3
+ u4pa4
x1x1 x1x2 x1x3x2x1 x2x2 x2x3
x3x1 x3x2 x3x3
 .
If ord((u3 + u4x
2
3)p
a3) = a3, where (u3 + u4x
2
3)p
a3 is the (3, 3)-th entry of Bx, then the matrix
Bx is a reduced form with GK(Bx) = (a1, a2, a3) by using Theorem 3.3 of [IK2] for the 2× 2-minor
involving u1p
a1 and u2p
a2 and the definition of a reduced form given in Definition 2.5.
As explained in Remark 4.3.(3), the Siegel series is completely determined by the Extended
Gross-Keating datum. In our case of anisotropic quadratic lattices, the extended Gross-Keating
datum is the same as the Gross-Keating invariant. Thus if GK(Bx) = (a1, a2, a3) for any x, then
the associated Siegel series’s are all equal. Using a similar argument used in the case p = 2, we
have the desired formula.
Thus, it suffices to prove that ord((u3 + u4x
2
3)p
a3) = a3, equivalently that u3 + u4x
2
3 is a unit.
For a ∈ Zp, let
(a
p
)
be the Legendre symbol. If u3 + u4x
2
3 is not a unit, then
(
−u3
p
)
=
(
u4x23
p
)
so
that
(
−u3u4
p
)
=
(u4x3
p
)2
= 1. Since the lattice spanned by e3 and e4 is anisotropic, we have that(
−u3u4
p
)
= −1 by Lemma 2.8 of [Bou07]. This is a contradiction. Thus we conclude that u3+u4x23
is a unit. 
The proof of the above theorem also holds for any anisotropic quadratic lattice of rank n ≤ 3.
We state it as the following theorem:
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Theorem 5.10. Let (L, qL) be an anisotropic quadratic lattice over Zp of rank n. Let GK(L) =
(a1, · · · , an). Then we have the following inductive formula for FL(X):
FL(X) =
{
pn+1 ·X2 · FL(n)(X) + (1−X)(1 + pX) · FL(n)0 (pX) if 2 ≤ n ≤ 4;
p2 ·X2 · FL(1)(X) + (1−X)(1 + pX) if n = 1.
Here, L(n) is spanned by (e1, · · · , en−1, 1/p · en) and L(n)0 is spanned by (e1, · · · , en−1) so that{
GK(L(n)) = (a1, · · · , an−1) ∪ (an − 2);
GK(L
(n)
0 ) = (a1, · · · , an−1).
6. Comparison: the Siegel series and the local intersection multiplicities
Gross and Keating computed the local intersection multiplicities in [GK93] and Kudla confirmed
that it is the same as the derivative of the Siegel series of an anisotropic quadratic lattice of rank
3 at p−2 (cf.[ARGOS07]). The method used to show the equality between these two objects is to
compute both sides independently, and then to compare them directly. The calculation of the local
intersection multiplicities in [GK93] is based on an inductive formula given in Lemma 5.6 in loc.
cit.
In this section, we will compare the inductive formula of [GK93] with our inductive formula of
Theorem 5.10. Then we will show that these two are essentially equal, beyond matching values.
In addition to that, we will explain a newly discovered equality between the local intersection
multiplicity on the special fiber and the derivative of another Siegel series in Theorem 6.7. This
observation had been missed in both of Siegel series and intersection numbers.
Let us restrict the following situation exclusively in this section: L : anisotropic quadratic lattice over Zp of rank 3;M : anisotropic quadratic lattice over Zp of rank 2;
N : anisotropic quadratic lattice over Zp of rank 1.
As in Section 5.2, a basis of each lattice, consisting of ei’s, is chosen to be{
diagonal and optimal if p is odd;
reduced if p = 2.
In the following two lemmas, we list the initial values of the Siegel series and its derivative, in
order to compare both inductive formulas.
Lemma 6.1. We have
FL(1/p2) = FM (1/p) = FN (1) = 0.
Proof. It is clear from Theorem 3.9. 
Lemma 6.2. Special values of the derivative of the Siegel series are as follows:
F ′M (1/p) =
 −(p− 1) if (a1, a2) = (0, 0);−2(p − 1)(p + 1) if (a1, a2) = (1, 1);−2(p − 1) if (a1, a2) = (0, 1),
F ′N (1) =
{ −1 if (a1) = (0);
−(p+ 1) if (a1) = (1).
Proof. Let F(a1,a2)(X) be FM (X) such that M is an anisotropic quadratic lattice with GK(M) =
(a1, a2). Then F(0,0)(X) = (1 − X)(1 − pX), F(1,1)(X) = (1 − X)(1 + p2X)(1 − p2X2), and
F(0,1)(X) = (1−X)(1 − p2X2). Thus
F ′(0,0)(1/p) = −(p− 1),F ′(1,1)(1/p) = −2(p− 1)(p + 1), and F ′(0,1)(1/p) = −2(p − 1).
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Similarly, Let F(a1)(X) be FN (X) such that N is an anisotropic quadratic lattice with GK(N) =
(a1). Then F(0)(X) = 1−X and F(1)(X) = (1−X)(1 + pX). Thus
F ′(0)(1) = −1 and F ′(1)(1) = −(p+ 1).

Let GK(L) = (a1, a2, a3). If (e1, e2, e3) is a chosen basis of L, then M
(
:= L
(3)
0
)
is spanned by
(e1, e2) so that GK(M) = (a1, a2). We have the following inductive formula:
Proposition 6.3. Let α(L,OD) be the local density of the pair of quadratic lattices (L, qL) and
(OD, qD). Then we have the following inductive formula:
F ′L(1/p2)
α(L,OD)
=
F ′
L(3)
(1/p2)
α(L(3), OD)
+
p− 1
2p
· F ′M (1/p).
Proof. By differentiating the formula of Theorem 5.10 at p−2 using Lemma 6.1, we have
F ′L(1/p2) = F ′L(3)(1/p2) + (1−
1
p2
)(p+ 1) · F ′M (1/p).
On the other hand, for any anisotropic quadratic lattice L of rank 3, we have
α(L,OD) = 2(p + 1)
2p−1
by Theorem 1.1 of [Wed07-1]. Combining two, we obtain the desired inductive formula. 
Let N = M
(2)
0 so that N is spanned by (e1) and GK(N) = (a1). Then we have the following
inductive formulas:
Proposition 6.4. Let M be an anisotropic quadratic lattice of rank 2 with GK(M) = (a1, a2).
Then { F ′M (1/p) = p · F ′M (2)(1/p) + 2(p − 1) · F ′N (1);F ′N (1) = p2 · F ′N(1)(1) − (p + 1).
Proof. The formulas directly follow by differentiating the formulas of Theorem 5.10 using Lemma
6.1. 
Let F ′(a1)(1) = F ′N (1), where GK(N) = (a1). If we combine the formula of Proposition 6.4 for
N with Lemma 6.2, then we get the following value of F ′(a1)(1).
Lemma 6.5. We have that
F ′(a1)(1) = −(1 + p+ p2 + · · ·+ pa1).
Proof. By Proposition 6.4 and Lemma 6.2, we have that
F ′(a1)(1) =
{ −pa1 − (p+ 1)(1 + p2 + · · · + pa1−2) if a1 is even;
−(p+ 1)pa1−1 − (p + 1)(1 + p2 + · · ·+ pa1−3) if a1 is odd.
This completes the proof. 
For an anisotropic lattice M with GK(M) = (a1, a2), we define
(6.1) Ta1,a2 =
a1∑
x=0
a2∑
y=0
pmin{a1−x+y,a2−y+x}.
The number Ta1,a2 is indeed the local intersection multiplicity on the special fiber, defined by
Equations (5.3) and (5.16) and Lemma 5.6 of [GK93]. In the following proposition, we will explain
an inductive formula of Ta1,a2 , motivated by an inductive formula of F ′M (1/p) in Proposition 6.4
as they are supposed to match each other. Later in Theorem 6.7, Ta1,a2 will be compared with the
derivative of the Siegel series associated to the lattice M .
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Proposition 6.6. If a2 ≥ 2, then
Ta1,a2 = p · Ta1,a2−2 − 2F ′(a1)(1).
Proof. We write 
Ta1,a2 =
a1∑
x=0
a2∑
y=0
pmin{a1−x+y,a2−y+x};
p · Ta1,a2−2 =
a1∑
x=0
a2−2∑
y=0
pmin{a1−x+(y+1),a2−(y+1)+x}.
We rewrite the above sums as follows:
Ta1,a2 =
a1∑
x=0
x+
a2−a1
2∑
y=0
pa1−x+y +
a1∑
x=0
a2∑
x+
a2−a1
2
<y
pa2−y+x;
p · Ta1,a2−2 =
a1∑
x=0
x+
a2−a1
2
−1∑
y=0
pa1−x+(y+1) +
a1∑
x=0
a2−2∑
x+
a2−a1
2
−1<y
pa2−(y+1)+x.
Then we have
a1∑
x=0
x+
a2−a1
2∑
y=0
pa1−x+y −
a1∑
x=0
x+
a2−a1
2
−1∑
y=0
pa1−x+(y+1) =
a1∑
x=0
pa1−x;
a1∑
x=0
a2∑
x+
a2−a1
2
<y
pa2−y+x −
a1∑
x=0
a2−2∑
x+
a2−a1
2
−1<y
pa2−(y+1)+x =
a1∑
x=0
pa2−a2+x.
Thus we have
Ta1,a2 − p · Ta1,a2−2 = 2
a1∑
x=0
px = −2F ′(a1)(1).

We now compare the local intersection multiplicity Ta1,a2 on the special fiber, with the derivative
of the Siegel series associated to the lattice M in the following theorem.
Theorem 6.7. We have the following equality:
Ta1,a2 =
−1
p− 1 · F
′
M (1/p).
In addition, both sides satisfy the same inductive formula.
Proof. By Propositions 6.4 and 6.6, it suffices to prove that both sides have the same initial values.
The initial values of Ta1,a2 can be computed directly from its definition as follows:
Ta1,a2 =
 1 if (a1, a2) = (0, 0);2(p + 1) if (a1, a2) = (1, 1);
2 if (a1, a2) = (0, 1),
On the other hand, by Lemma 6.2, we have
F ′M (1/p) =

−(p− 1) if (a1, a2) = (0, 0);
−2(p − 1)(p + 1) if (a1, a2) = (1, 1);
−2(p − 1) if (a1, a2) = (0, 1),
Therefore, both Ta1,a2 and −1p−1 · F ′M (1/p) have the same initial values. 
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For an anisotropic quadratic Zp-lattice L of rank 3 with GK(L) = (a1, a2, a3), put αp(a1, a2, a3) :=
αp(L) which is the local intersection multiplicity defined in Equation (5.3) of [GK93]. We finally
compare it with the derivative of the Siegel series associated to the quadratic lattice L in the
following theorem.
Theorem 6.8. Let GK(L) = (a1, a2, a3). Then we have the following equality:
αp(a1, a2, a3) =
−2p
(p − 1)2 ·
F ′L(1/p2)
α(L,OD)
.
Moreover, both sides satisfy the same inductive formula.
Proof. Let T˜a1,a2,a3 = −2p(p−1)2 ·
F ′L(1/p
2)
α(L,OD)
. Then by Theorem 6.7, the formula of Proposition 6.3 turns
to be
T˜a1,a2,a3 = T˜a1,a2,a3−2 + Ta1,a2 .
On the other hand, by Lemma 5.6 and Equations (5.16) and (5.18) of [GK93], the local intersection
multiplicity αp(a1, a2, a3) satisfies the following inductive formula:
αp(a1, a2, a3) = αp(a1, a2, a3 − 2) + Ta1,a2 .
Therefore, it suffices to show that both T˜a1,a2,a3 and αp(a1, a2, a3) have the same initial values.
We write the Siegel series FL(X) by F(a1,a2,a3)(X) since it is completely determined by GK(L) =
(a1, a2, a3) for anisotropic quadratic Zp-lattice. Then{ F(0,0,1)(X) = (1−X)(1 − p2X2)(1− p2X);
F(0,1,1)(X) = (1−X)(1 − p2X2)(1− p4X2).
Thus  F
′
(0,0,1)(
1
p2
) = −p2(1− 1
p2
)2, −2p
(p−1)2
· F
′
(0,0,1)
( 1
p2
)
α(L,OD)
= 1;
F ′(0,1,1)( 1p2 ) = −2p2(1− 1p2 )2, −2p(p−1)2 ·
F ′
(0,1,1)
( 1
p2
)
α(L,OD)
= 2.
Therefore, both sides have the same initial values by Proposition 1.5 of [Rap07]. 
7. Application 1: The intersection number over a finite field
In this section we revisit the results of Gross-Keating [GK93] and give a new identity between
certain intersection numbers of cycles over a finite field and the sum of the Fourier coefficients of
the Siegel-Eisenstein series for Sp4/Q of weight 2. We follow the notation and results in Chapters
3-5 of [ARGOS07] (cf. [Go¨r07-1], [Go¨r07-2], [Wed07-2]).
7.1. Main results. For a positive integer m, we denote by Tm the modular correspondence of
degree m defined in [Go¨r07-2]. It can be regarded as a flat scheme Tm over Z which is explicitly
given by Tm = Spec Z[x, y]/(ϕm) ⊂ Spec Z[x, y] =: S, where we think the latter scheme S as the
product of two copies of the coarse moduli space Y0(1) of elliptic curves. Here ϕm is the modular
polynomial of degree m (see [Vog07] and [Go¨r07-2]). We consider Tm,p := Tm ⊗ Spec Fp and
Tm,C := Tm ⊗ Spec C. Two cycles Tm1,C and Tm2,C intersect properly if and only if m1m2 is not a
whsquare (cf. Proposition 2.4 of [GK93]). The associated intersection number over C is defined by
(7.1) (Tm1,C, Tm2,C) := lengthCC[x, y]/(ϕm1 , ϕm2).
We first state the following proposition to explain exactly when two cycles over a finite field
intersect properly. It turns out to be the same as the situation over C.
Proposition 7.1. For given two positive integers m1 and m2, the cycles Tm1,p and Tm2,p intersect
properly inside S ⊗ Spec Fp if and only if m1m2 is not a square (equivalently, Tm1,C and Tm2,C
intersect properly inside S ⊗ Spec C by Proposition 2.4 of [GK93]).
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Proof. ‘Only if’ part follows from the proof of Theorem 2.1 of [Vog07]. Assume that m1m2 is not a
square. If Tm1,p and Tm2,p do not intersect properly, then there is an open subscheme U of dimension
one which is included in an irreducible component of the intersection. We may assume that U is
contained in the ordinary locus of S ⊗ Spec Fp since the supersingular locus is of dimension zero.
For each geometric point x in U , written by x = ((E,E′), f1, f2) with two endomorphisms f1, f2
of degree m1,m2 between ordinary elliptic curves E,E
′, there exists a lift x˜ of x (e.g. canonical
lift) to characteristic zero which has complex multiplication. By Proposition 2.4 of [GK93] and the
assumption on m1 and m2, the set U(Fp) then turns to be finite, which is a contradiction to the
fact that the dimension of U is one. 
Corollary 7.2. If m1m2 is not a square, then ϕm1 and ϕm2 make up a regular sequence in Fp[x, y]
and also in F¯p[[x, y]].
Proof. It suffices to prove that ϕm1 is not a non-zero divisor in A := Fp[x, y]/(ϕm2 ). Suppose the
converse. Then there exists α ∈ Fp[x, y] which is not divided by ϕm2 such that ϕm2 divides αϕm1 .
Since Fp[x, y] is UFD, there exists an irreducible common factor h of ϕm2 and ϕm1 . Proposition
7.1 implies that Fp[x, y]/(ϕm1 , ϕm2) is Artinian but this gives a contradiction with the existence of
h. The same argument works for F¯p[[x, y]]. 
Let us take two positive integers m1 and m2 such that m1m2 is not a square. We write
(Tm1,p, Tm2,p), the intersection number over a finite field, which is explicitly defined as follows:
(7.2) (Tm1,p, Tm2,p) := lengthFpFp[x, y]/(ϕm1 , ϕm2).
Our goal is to compute (Tm1,p, Tm2,p) explicitly.
Theorem 7.3. Assume that p is odd. Then for any two positive integers m1 and m2 such that
m1m2 is not a square, the intersection number (Tm1,p, Tm2,p) is independent of the choice of a prime
number p and its explicit value is given as follows:
(Tm1,p, Tm2,p) =
1
288
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2)
c(T ) = (Tm1,C, Tm2,C).
Here, c(T ) is the Fourier coefficient of the Siegel-Eisenstein series for Sp4(Z) of weight 2 with
respect to the (2× 2)- half-integral symmetric matrix T (cf. [Nag92]).
If we reinterpret Theorem 7.3 in terms of modular polynomials in Equation (7.2), then the
Z[12 ]-module Z[
1
2 ][x, y]/(ϕm1 , ϕm2) satisfies the following interesting properties.
Theorem 7.4. We have the following interpretation about Z[12 ][x, y]/(ϕm1 , ϕm2):
(1) Z[12 ][x, y]/(ϕm1 , ϕm2) is a free Z[
1
2 ]-module.
(2) The rank of Z[12 ][x, y]/(ϕm1 , ϕm2), as a Z[
1
2 ]-module, is equal to
1
288
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2)
c(T ).
Here, c(T ) is as described in the above theorem.
7.2. Decomposition of the intersection number over a finite field. In what follows let
us go into the proof of Theorem 7.3. Let m1,m2 be positive integers such that m1m2 is not a
square. We denote by CLNFp (resp. CLNW (Fp)) the category of complete local Noetherian Fp
(resp. W (Fp))-algebras with the residue field Fp. The local deformation functor for a pair of
elliptic curves x := (E,E′) over Fp on CLNFp is pro-represented by Rp := Fp[[t, t
′]], which is called
the universal deformation ring of x on CLNFp . Similarly we have the universal deformation ring
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R := W (Fp)[[t, t
′]] of x on CLNW (Fp). Let us clarify the relation between the completion ÔSFp ,x of
the structure sheaf OS
Fp
at x and Rp. Note that ÔS
Fp
,x ≃ Fp[[j − j(E), j′ − j(E′)]]. Here, j(E)
and j(E′) are the j-invariants of E and E′, respectively. Since Aut(x) = Aut(E) × Aut(E′) acts
naturally on the deformation datum (cf. (8.2) of [KM85]) we have that ÔS
Fp
,x ≃ RAut(x)p ⊂ Rp
and that Rp is a free ÔS
Fp
,x-module of rank
♯Aut(x)
4 (cf. page 33 of [Go¨r07-2]). It is better to
work on Rp instead of ÔS
Fp
,x because the moduli space of elliptic curves is not a fine moduli space.
The difference between these two objects in the computation of local intersection multiplicity is
understood as below. We first consider the decomposition of the modular polynomial ϕm over Rp
in terms of the local deformation theory.
Proposition 7.5. For a positive integer m, let (ϕm) be the ideal of Rp generated by the modular
polynomial ϕm. Then
(ϕm) =
∏
f :E−→E′ isogeny of
degree m, mod±1
Im,f,p,
where Im,f,p = (ϕm,f,p) with ϕm,f,p ∈ Rp is the minimal ideal of Rp such that f lifts to an isogeny
over Rp/Im,f,p.
Proof. We imitate the proof of Lemma 4.1 of [Go¨r07-2] for Rp. Let Deff,∗ for ∗ ∈ {Fp,W (Fp)} be
the deformation functor on CLN∗ for f . As is similar to the proof of Lemma 4.1 of [Go¨r07-2], the
deformation functor Deff,Fp is represented by the divisor div(ϕf,p) in SpfRp for some ϕf,p ∈ Rp.
It is easy to see that for two isogenies f, g : E −→ E′ of degree m, ϕf,p and ϕg,p are coprime unless
f = ±g.
By Lemma 4.1 of [Go¨r07-2] which is in the situation with R, we also decompose the ideal ϕmR
of R generated by ϕm as follows:
ϕmR =
∏
f :E−→E′ iso. of
degree m, mod±1
Im,f ,
where Im,f is the minimal ideal of R such that f lifts to an isogeny over R/Im,f . The ideal Im,f is
generated by a single element ϕm,f in R which cannot be divisible by p.
Let ϕm,f,p be the image of ϕm,f under the natural projection R −→ Rp. Then we have
div(ϕf,p)(S) = Deff,Fp(S) = Deff,W (Fp)(S) = div(ϕm,f )(S) = div(ϕm,f,p)(S)
for any formal scheme S over SpfRp. Hence we have Im,f,p = (ϕf,p) = (ϕm,f,p). 
Lemma 7.6. For positive integers m1,m2 with m1m2 non-square and a pair (E,E
′) of elliptic
curves over a finite field, it holds that
lengthFpFp[[j, j
′]](j−j(E),j′−j(E′))/(ϕm1 , ϕm2) =∑
f1
∑
f2
4
♯Aut(E)♯Aut(E′)
lengthFpFp[[t, t
′]]/(ϕm1 ,f1,p, ϕm2,f2,p)
where ϕmi,fi,p is a factor of ϕmi given in the previous proposition. Here, the sums are over isogenies
fi : E → E′ of degree mi up to ±1.
Proof. By Corollary 7.2, ϕm1 and ϕm2 make up a regular sequence. Using a similar argument of
Equation (4.1) in page 34 of [Go¨r07-2], the claim follows from Lemma 4.2 of [Go¨r07-2], Proposition
7.5, and the fact that Rp is a free OS
Fp
-module of rank ♯Aut(E)♯Aut(E
′)
4 . 
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We denote by (E,E′) the universal pair of elliptic curves over Rp. Let y = ((E,E
′), f1, f2) be
a pair of (E,E′) and two isogenies f1, f2 : E −→ E′ with deg(fi) = mi, i = 1, 2. We define Iy as
the minimal ideal of Rp such that both fi’s lift to isogenies E −→ E′ of degree mi’s modulo Iy for
i = 1, 2, respectively. Put
IMp,y := lengthFpRp/Iy,
which is exactly the same as the local contribution in the summation of Lemma 7.6.
From now on, for a pair of two elliptic curves (E,E′) defined over Fp, we use the following
notation: {
(E,E′) : (ord) if both E and E′ are ordinary;
(E,E′) : (ss) if both E and E′ are supersingular.
The intersection number (Tm1,p, Tm2,p) over a finite field is described as follows:
Proposition 7.7. Assume that m1m2 is non-square. Then we have
(7.3) (Tm1,p, Tm2,p) =
∑
y=((E,E′),f1,f2)
(E,E′):(ord)
IMp,y
♯Aut(E)♯Aut(E′)
+
∑
y=((E,E′),f1,f2)
(E,E′):(ss)
IMp,y
♯Aut(E)♯Aut(E′)
.
Proof. LHS is decomposed as follows:
(Tm1,p, Tm2,p) =
∑
(E,E′)
(Tm1,p, Tm2,p)(j(E,)j(E′))
=
∑
(E,E′):(ord)
(Tm1,p, Tm2,p)(j(E,)j(E′)) +
∑
(E,E′):(ss)
(Tm1,p, Tm2,p)(j(E,)j(E′)).(7.4)
Using Lemma 7.6, we have that
(Tm1,p, Tm2,p)(j(E,)j(E′)) =
4
♯Aut(E)♯Aut(E′)
∑
fi:E−→E
′ iso. of
degree mi, mod±1
IMp,((E,E′),f1,f2)(7.5)
=
∑
fi:E−→E
′ iso.
of degree mi
IMp,((E,E′),f1,f2)
♯Aut(E)♯Aut(E′)
.
This completes the claim. 
7.3. The local intersection multiplicity over a finite field. Based on Proposition 7.7, we com-
pute IMp,y by using Serre-Tate theory for the ordinary case and [ARGOS07] for the supersingular
case. Let us start with a series of the following lemmas.
Lemma 7.8. Let m1,m2 be two integers with m1m2 non-square and let E,E
′ be two elliptic curves
over a finite field. Then two isogenies f1, f2 : E −→ E′ with deg(fi) = mi are linearly independent
in the Z-module Hom(E,E′) and also in Hom(E,E′)⊗Z Zp.
Proof. Assume that f1 and f2 are linearly dependent. Then n1f1 = n2f2 for some integers n1, n2.
We may assume that n1 and n2 are coprime since Hom(E,E
′) is a free Z-module (III, Proposition
4.2 of [Sil09]). By comparing the degree, we have n21m1 = n
2
2m2. Observe (n1m1)
2 = n22m1m2.
This implies that m1m2 is a square, which is a contradiction. The latter claim follows from the
Z-freeness of Hom(E,E′). 
For a p-adic integer z =
∞∑
i=0
aip
i with ai ∈ {0, . . . , p− 1} and the indeterminant t, we abusively
define
(1 + t)z :=
∞∑
n=0
(
z
n
)
tn =
∞∏
i=0
(1 + tp
i
)ai modulo p
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as an element in Fp[[t]], rather than Zp[[t]]. Here
(
z
n
)
:=
z(z − 1) · · · (z − n+ 1)
n!
and set
(
z
0
)
:=
1.
Lemma 7.9. For z, w ∈ Z×p and r ∈ Z≥0 define an element H(t, t′) = (1 + t)zp
r − (1 + t′)w
in Fp[[t, t
′]]. Then there exists an element f(t) in Fp[[t]] such that H(t, f(t)) = 0 and f(t) ≡
zw−1tp
r
mod (tp
r+1).
Proof. Apply IV, Lemma 1.2 (Hensel’s lemma) of [Sil09] with R = Fp[[t]] (here R is the notation
there), I = (t), F (t′) = H(t, t′), a = zw−1tp
r
, and α = −w. Notice that F (a) ∈ Ipr+1 and
F ′(a) = −w(1 + zw−1tpr)w−1 ∈ R× = Fp[[t]]×. 
Lemma 7.10. Let e1, e2 be two non-negative integers. For any two elements f, g ∈ Rp = Fp[[t, t′]]
which are coprime, it holds that
lengthFpRp/(f
pe1 , gp
e2
) = pe1+e2 · lengthFpRp/(f, g).
Proof. It follows from Lemma 4.2 of [Go¨r07-2]. 
For an isogeny f : E −→ E′ between ordinary elliptic curves over a finite field k, by functoriality
we can associate a unique element of
Hom(Ê, Ê′)×HomZp(Tp(E)⊗Zp Qp/Zp, Tp(E′)⊗Zp Qp/Zp) = End(Ĝm/k)× EndZp(Qp/Zp) ≃ Z2p
where Ê, Ê′ are formal groups associated to E,E′ respectively and Ĝm is the multiplicative formal
group over k. We write (z(f), w(f)) ∈ Z2p for the element corresponding to f via the above
identification.
Proposition 7.11. Let y = ((E,E′), f1, f2) as explained in Lemma 7.8. Let T be the half-integral
symmetric matrix associated to the quadratic lattice spanned by (f1, f2) so that diag(T ) = (m1,m2).
Then
(1) (ord) if (E,E′) is a pair of ordinary elliptic curves, then ordp(det(2T )) is an even integer
and IMp,y = p
rT , where rT :=
1
2ordp(det(2T ));
(2) (ss) if (E,E′) is a pair of supersingular elliptic curves, then IMp,y = Ta1,a2 . Here, (a1, a2) =
GK(T ⊗ Zp). For the definition of Ta1,a2 , see Equation (6.1).
Proof. The second claim follows from (4.1), p. 158 of [Rap07]. Assume the first case. As in
Equation (2.1) in page 22 of [Go¨r07-1] there exists d ∈ Z such that d2d(E) = det(2T ), where d(E)
is the discriminant of End(E). Since E is ordinary, we see that p ∤ d(E) by Theorem 12, p.182 of
[La87]. We express the matrix T in terms of (zi, wi) := (z(fi), w(fi)), i = 1, 2 as follows:
T =
(
deg(f1)
1
2 (deg(f1 + f2)− deg(f1)− deg(f2))
1
2 (deg(f1 + f2)− deg(f1)− deg(f2)) deg(f2)
)
(7.6)
=
(
z1w1
1
2 (z1w2 + z2w1)
1
2 (z1w2 + z2w1) z2w2
)
.
Then we have
ordp(det(2T )) = 2ordp(z1w2 − z2w1).
It follows from Serre-Tate theory, Theorem 2.1-3), p. 148 of [Kat81] (see also the observation in p.
148 of [Rap07]) that the minimal ideal Iy is given by Iy = (H1,H2), where
Hi = Hi(t, t
′) := (1 + t)zi − (1 + t′)wi , i = 1, 2.
By Lemma 7.10 and changing zi and wi if necessary, we may assume that wi ∈ Z×p for i = 1, 2.
Then we have that
Rp/(H1,H2) = Rp/((1+t)
z1w2−(1+t′)w1w2 , (1+t)z2w1−(1+t′)w1w2) = Rp/((1+t)z1w2−(1+t)z2w1 ,H1).
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Lemma 7.9 yields an existence of f(t) ∈ Fp[[t]] such that H1(t, f(t)) = 0. This implies that
Rp/(H1,H2) = Fp[[t]]/((1 + t)
z1w2 − (1 + t)z2w1).
Write z1w2 − z2w1 = prTα for α ∈ Z×p . Then Rp/(H1,H2) = Fp[[t]]/(tp
rT ). Hence we have the
claim. 
7.4. Comparison in the ordinary locus using quasi-canonical lifts: over C and over Fp.
Let us recall the canonical lift and quasi-canonical lifts of an ordinary elliptic curve E over Fp.
By Serre-Tate’s theorem ([Kat81]), there exists a unique canonical lift E˜can to W = W (Fp) such
that the reduction map induces an isomorphism EndW (E˜
can)
∼−→ End(E). For the canonical lift,
it is known that EndC(E˜
can) = EndW (Fp)(E˜
can) = EndFp(E) is an order OK,n of the conductor n
which is prime to p and that K := EndFp(E) ⊗Z Q is an imaginary quadratic field for which p is
split. Therefore the discriminant d(E˜can) of EndC(E˜
can) (which equals that for EndFp(E)) is given
by nDK , where DK is the discriminant, and importantly we see that p 6 |nDK (see Theorem 12,
p.182 of [La87]). Furthermore for two ordinary elliptic curves E,E′, the reduction map induces an
isomorphism
HomC(E˜
can, E˜′can) ≃ HomW (Fp)(E˜can, E˜′can)
∼−→ Hom(E,E′)
since the Serre-Tate local coordinates q(E), q(E′) for E,E′ satisfy q(E) = q(E′) = 1 respectively
(cf. Theorem 2.1 and also last a few lines in p.180 of [Kat81]).
On the other hand if an elliptic curve E˜ over C has CM by an order in an imaginary quadratic
field K, then EndC(E˜) = OK,nps for some positive integer n which is coprime to p and s ∈ Z≥0.
Assume that p is split in K or equivalently that E˜ has a good p-ordinary reduction E/Fp (notice
that one can take a smooth integral model over the ring OL of integers of some number field L
among the isomorphism class of E˜ since its j-invariant is an algebraic integer). Then we see that
(7.7) OK,nps = EndC(E˜) = EndOL(E˜) →֒ EndFp(E) = OK,n.
by Theorem 12, p.182 of [La87] again. The elliptic curve E˜ is also a lift of an ordinary elliptic
curve E and it is called a quasi-canonical lift of level s for E (cf. [Gro86], [Yu95]). It is known by
Section 6 of [Gro86] or Proposition 3.5 of [Meu07] (see also p.106 of [Meu07]) that the number of
isomorphism classes of quasi-canonical lifts of level s for an ordinary elliptic curve E is given as
follows:
(7.8)
♯O×K,nps
♯O×K,n
♯(Z/psZ)× =
♯Aut(E˜)
♯Aut(E)
(ps − ps−1).
Let t be the local parameter for the local deformation of quasi-canonical lift of p-divisible group of
E and let j be the parameter of the coarse moduli space Aj defined by j-invariant. Then we have
the relation j − j(E) = t ♯Aut(E)2 . This explains the appearance of ♯Aut(E˜)
♯Aut(E)
in (7.8).
From now on, we will count the number of lifts to quasi-canonical lifts for given two isogenies
f1, f2 : E → E′ where E and E′ are ordinary elliptic curves. Let (zi, wi) = (z(fi), w(fi)) be an
element of Z2p for fi’s with i = 1, 2, as explained in the paragraph following Lemma 7.10. We write
zi = uip
ai and wi = vip
bi , where ui, vi are units in Zp. Let T be the symmetric matrix associated
to (f1, f2) as Equation (7.6). Note that Lemma 7.8 confirms that T is nonsingular in our situation.
Put r = rT . For two isogenies f1, f2 given as above we denote by N(s, s
′; f1, f2) the number of
isomorphism classes of quasi-canonical lifts (E˜s, E˜s′) of level s, s
′ respectively (0 ≤ s, s′ ≤ r) such
that f1, f2 lift to isogenies from Es to Es′ .
Proposition 7.12. Keep the notation being as above. Assume that a1 = min{a1, a2, b1, b2}.
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(1) If b1 < b2 and a2 + b1 ≤ a1 + b2, then we have that
N(s, s′; f1, f2) =

♯O×K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · ♯(Z/ps′Z)× if 0 ≤ s ≤ a1 and 0 ≤ s′ ≤ b1;
♯O×K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · pb1 if a1 < s ≤ a2 and s′ = s+ b1 − a1;
♯O×K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · pb1 if a2 < s ≤ r − b1
and s′ = s+ b1 − a1 = s+ b2 − a2;
0 otherwise.
(2) If b1 < b2 and a2 + b1 > a1 + b2, then r = a1 + b2 and we have that
N(s, s′; f1, f2) =

♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · ♯(Z/ps′Z)× if 0 ≤ s ≤ a1 and 0 ≤ s′ ≤ b1;
♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · pb1 if a1 < s ≤ r − b1 and s′ = s+ b1 − a1;
0 otherwise.
(3) If b1 ≥ b2 and a2 + b1 ≤ a1 + b2, then we have that
N(s, s′; f1, f2) =

♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · ♯(Z/ps′Z)× if 0 ≤ s′ ≤ b2 and 0 ≤ s ≤ a1;
♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · pa1 if b2 < s′ ≤ b1 and s = s′ − b2 + a2;
♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · pa1 if b1 < s′ ≤ r − a1
and s = s′ − b1 + a1 = s′ − b2 + a2;
0 otherwise.
(4) If b1 ≥ b2 and a2 + b1 > a1 + b2, then r = a1 + b2 and we have that
N(s, s′; f1, f2) =

♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · ♯(Z/ps′Z)× if 0 ≤ s′ ≤ b2 and 0 ≤ s ≤ a1;
♯O×
K,nps
♯O×K,n
♯O×
K,nps
′
♯O×K,n
♯(Z/psZ)× · pa1 if b2 < s′ ≤ r − a1 and s = s′ − b2 + a2;
0 otherwise.
Proof. We choose quasi-canonical lifts E˜s and E˜
′
s′ of level s and s
′ for E and E′ respectively. Let
qs := q(E˜s) and qs′ := (E˜
′
s′) be the Serre-Tate coordinates for E˜s and E˜
′
s′ respectively. Then qs
(resp. qs′) is a primitive p
s (resp. ps
′
)-th root of unity in Qp by Proposition 3.5-(3) of [Meu07]. The
condition to lift f1 and f2 as an element of Hom(E˜s, E˜
′
s′) is given by the following two equations:
(7.9) qz1s = q
w1
s′ , q
z2
s = q
w2
s′ .
Here, we follow notations of page 148 of [Rap07].
Firstly we consider the case when b1 ≤ b2 and a2 + b1 ≤ a1 + b2. If s ≤ a1, then qz1s = qz2s = 1
since a1 ≤ a2 by the assumption. Thus any qs′ with 0 ≤ s′ ≤ min{b1, b2} = b1 also satisfies the
second equation in (7.9). In addition, such a qs′ runs over all primitive p
s′-roots of unity. Thus we
have
N(s, s′; f1, f2) =
♯O×K,nps
♯O×K,n
♯O×
K,nps′
♯O×K,n
♯(Z/psZ)× · ♯(Z/ps′Z)×
for s, s′ satisfying 0 ≤ s ≤ a1 and 0 ≤ s′ ≤ b1.
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If a1 < s ≤ a2, then the first equation in (7.9) gives the equality s′ = s + b1 − a1 but there are
pb1 numbers of qs′ since q
z1
s = q
w1
s′ = (q
v1
s′−b1
)p
b1 . Notice that qz2s = 1 since s ≤ a2. On the other
hand s′ = s+ b1 − a1 ≤ a2 + b1 − a1 ≤ b2 since we have assumed that a2 + b1 ≤ a1 + b2. Hence the
second equation in (7.9) is automatically fulfilled. Thus
N(s, s′; f1, f2) =
♯O×K,nps
♯O×K,n
♯O×
K,nps′
♯O×K,n
♯(Z/psZ)× · pb1
where s′ = s+ b1 − a1.
Assume that s > a2. Equation (7.9) implies s = s
′ − b1 + a1 = s′ − b2 + a2. In particular
a2+ b1 = a1+ b2. In this case a2+ b1 ≤ r since r = ordp(z1w2−z2w1). As discussed in the previous
case there are pb1 numbers of qs′. With the notation fixed we may write u1v2 − u2v1 = pr−(a2+b1)α
for some α ∈ Z×p . For such a qs′ we compute
qw2s′ = q
v2
s′−b2
= q
v2v1v
−1
1
s′−b2
= q
pb2−b1v2v1v
−1
1
s′−b1
= q
pb2−b1v2u1v
−1
1
s−a1 = q
v2u1v
−1
1
s−a1−b2+b1
= q
(v1u2+pr−(a2+b1)α)v
−1
1
s−a2
= q
u2+pr−(a2+b1)αv
−1
1
s−a2 = q
z2+pr−b1αv
−1
1
s .
It follows from this that if Equation (7.9) has a solution, then it forces s to be s ≤ r− b1 (note that
qz2s = q
w2
s′ and the above equation imply q
pr−b1αv−11
s = 1). Otherwise (hence when s > r − b1) there
is no solution of (7.9).
Next we assume that b1 < b2 and a2+b1 > a1+b2. Then a1+b2 = r since r = ordp(z1w2−z2w1).
A similar computation done before gives the desired results and hence details are omitted.
In the case when b1 ≥ b2 we may replace the role of s with one of s′ and carry out a similar
computation. 
Corollary 7.13. We have the following formula:∑
0≤s,s′≤r
N(s, s′; f1, f2)
♯Aut(E˜s)♯Aut(E˜′s)
=
pr
♯Aut(E)♯Aut(E′)
Proof. By exchanging f1 and f2, if necessary, we may assume that either a1 or b1 is the minimum
among a1, a2, b1, b2. We first assume that a1 is the minimum. Let us treat the case when b1 < b2
and a2 + b1 ≤ a1 + b2. The other cases can be handled similarly so that we may skip them. Using
Proposition 7.12, the left hand side turns to be∑
0≤s≤a1
0≤s′≤b1
1
♯O×K,n♯O×K,n
♯(Z/psZ)× · ♯(Z/ps′Z)× +
∑
a1<s≤r−b1
1
♯O×K,n♯O×K,n
♯(Z/psZ)× · pb1
=
1
♯O×K,n♯O×K,n
(pa1+b1 + pb1(pr−b1 − pa1)) = p
r
♯O×K,n♯O×K,n
=
pr
♯Aut(E)♯Aut(E′)
.
We next assume that b1 is the minimum. Let f
∨
i be the dual isogeny of fi. Then we can see that
N(s, s′; f1, f2) = N(s
′, s; f∨1 , f
∨
2 ).
Thus the argument used in the above case gives the desired formula.

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7.5. The intersection number in the ordinary locus. The intersection number (Tm1,C, Tm2,C)
is described in Proposition 2.4 of [GK93] and it turns out to be the sum of the Fourier coefficients of
the Siegel-Eisenstein series for Sp4/Q. We first consider the contribution coming from the ordinary
part. For a symmetric positive definite (2× 2)-half-integral matrix T (namely diagonal entries are
integer and anti-diagonal entries are elements in 12Z), we define χT (p) by
χT (p) =

1 (if p is split in Q(
√− det(2T )))
0 (if p is ramified in Q(
√
− det(2T )))
−1 (if p is inert in Q(
√
− det(2T )))
.
Theorem 7.14. Assume that m1m2 is not a square. Then for any prime number p, we have that∑
y=((E,E′),f1,f2)
(E,E′):(ord)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
=
1
288
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=1
c(T ).
Here c(T ) is the Fourier coefficient of the Siegel-Eisenstein series of weight 2 with respect to Sp4(Z)
(cf. [Nag92]).
Proof. With the observation in CM elliptic curves having good ordinary reduction at p (which we
call it p-ordinary and denote it by p-ord throughout this proof), we first obtain
(7.10)
∑
((E˜,E˜′),f1,f2)
(E˜,E˜′)/C:CM p−ord
deg(fi)=mi
1
♯Aut(E˜)♯Aut(E˜′)
=
1
288
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=1
c(T )
by (2.19), p. 231 of [GK93].
For a pair of p-ordinary elliptic curves (E˜, E˜′) having two isogenies f1 and f2 as in LHS of the
above equation, we already observed in Section 7.4 that E˜ = E˜s and E˜
′ = E˜′s′ for suitable s and
s′, where E˜s and E˜s′ are quasi-canonical lifts of level s and s
′ for ordinary elliptic curves E and E′
respectively. Since the reduction of endomorphism groups is injective, the reductions of f1 and f2
(which are also denoted by f1 and f2 respectively) are isogenies from E to E
′ with the same degrees.
On the other hand, any two isogenies f1, f2 : E → E′ over Fp can be lifted to those having the
same degree defined over C by chooing canonical lifts (cf. Section 7.4). Therefore, using Corollary
7.13, LHS of Equation (7.10) turns to be
∑
((E˜,E˜′),f1,f2)
(E˜,E˜′)/C:CM p−ord
deg(fi)=mi
1
♯Aut(E˜)♯Aut(E˜′)
=
∑
s,s′≥0
∑
((E˜s,E˜′s′),f1,f2)
deg(fi)=mi
1
♯Aut(E˜s)♯Aut(E˜
′
s′)
=
∑
((E,E′),f1,f2)
(E,E′)/F¯p :(ord)
deg(fi)=mi
∑
0≤s,s′≤r=rT
T=Q(f1,f2)
N(s, s′; f1, f2)
♯Aut(E˜s)♯Aut(E˜′s)
=
∑
((E,E′),f1,f2)
(E,E′)/F¯p :(ord)
deg(fi)=mi
prT
♯Aut(E)♯Aut(E′)
=
∑
y=((E,E′),f1,f2)
(E,E′)/F¯p :(ord)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
.
Here, ai and bi are as explained in the paragraph just before Proposition 7.12 associated to (f1, f2).
This, combined with Equation (7.10), completes the proof. 
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7.6. The intersection number in the supersingular locus. We next consider the contribution
coming from the supersingular part of Equation (7.3).
Theorem 7.15. Assume that p is odd and that m1m2 is not a square. Then we have that
(7.11)
∑
y=((E,E′),f1,f2)
(E,E′)/F¯p :(ss)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
=
1
288
·
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=−1,0
c(T ).
Proof. We will proceed our proof without assuming p > 2. The assumption will be made later
when it is needed.
Let (E,E′) be a pair of two supersingular elliptic curves and f1, f2 : E −→ E′ be isogenies with
deg(fi) = mi. Let T be the (2 × 2) half-integral symmetric matrix associated to (f1, f2). Since
(E,E′) are supersingular elliptic curves and D := Hom(E)⊗Q = End(E′)⊗Q is ramified at p, the
prime p has to be inert or ramified in Q(
√− detT ) (cf. Theorem 12, page 182 of [La87]). Hence
χT (p) = −1 or 0.
By the argument explained in p. 34-35 of [Go¨r07-2] and Proposition 7.11-(2), we see that
(7.12) ∑
y=((E,E′),f1,f2)
(E,E′)/F¯p :(ss)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
=
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=−1,0
( ∑
(E,E′):(ss)
RHom(E,E′)(T )
♯Aut(E)♯Aut(E′)
Ta1,a2
)
,
where (a1, a2) = GK(T ⊗ Zp).
Let F ′T,l(X) be the Siegel series associated to the local completion T ⊗Z Zl for any finite place l.
Firstly, by Theorem 6.7 we have
(7.13) Ta1,a2 =
−1
p− 1 · F
′
T,p(1/p).
Secondly, by using the argument used in the proof of Theorem 4.3 in [Wed07-2], we have
(7.14)
∑
(E,E′):(ss)
RHom(E,E′)(T )
♯Aut(E)♯Aut(E′)
=
1
32 · 23 ·
(p− 1
p
)2
· π
7
2
Γ(2)Γ(3/2)
· det(T )1/2 ·
∏
l<∞
αl(T,OD).
Note that the left hand side of this equation is a rational number since each summand is a
rational number. Thus the right hand side is convergent. Here OD is a maximal order in D. Then
OD⊗ZZp is the maximal order in the quaternion division algebra over Qp and OD⊗ZZl with l 6= p
is isomorphic to H2, the hyperbolic space of rank 4.
Thus we have
(7.15)
∏
l<∞
αl(T,OD) = αT,p(T,OD) ·
∏
l<∞,l 6=p
FT,l(1/l2),
which is convergent.
We now plug in Equations (7.13)-(7.15) into Equation (7.12) then we have the following:
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(7.16)
∑
y=((E,E′),f1,f2)
(E,E′)/F¯p :(ss)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
=
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=−1,0
(
− 1
32 · 23 ·
p− 1
p2
· π
7
2
Γ(2)Γ(3/2)
·det(T )1/2·αT,p(T,OD)·F ′T,p(1/p)·
∏
l<∞,l 6=p
FT,l(1/l2)
)
.
On the other hand, by the functional equation of the Siegel series (cf. Theorem 4.1 in [Ike17])
combined with Theorem 0.1 of [IK1] for anisotropic binary quadratic lattice, we have
(7.17) F ′T,p(1/p) =
 −
p3+|GK(Tp)|/2
(p−1)(p+1) FT,p( 1p2 ) if |GK(Tp)| is even;
−2p4+(|GK(Tp)|−1)/2(p−1)(p+1)2 FT,p( 1p2 ) if |GK(Tp)| is odd.
Here, Tp = T ⊗ Zp and |GK(Tp)| = a1 + a2 if GK(Tp) = (a1, a2).
From now on, we make our assumption of p > 2, in order to use Lemma 7.16 to compute
αp(L,OD). Then Equation (7.16) turns to be (for p > 2)
(7.18)∑
y=((E,E′),f1,f2)
(E,E′)/F¯p :(ss)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
=
1
3222
· π
7
2
Γ(2)Γ(3/2)
·
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=−1,0
det(T )1/2
∏
l<∞
FT,l(1/l2).
Since Equation (7.15) is convergent, the product in the right hand side of the above equation is
also convergent. Therefore, we can use the equation given at the bottom of page 416 of [Kat99]
to express the Fourier coefficient of the Siegel-Eisenstein series for Sp4 of weight 2, with respect
to the half-integral symmetric matrix T , due to the uniqueness of meromorphic continuation. In
conclusion, we have
(7.19)
∑
y=((E,E′),f1,f2)
(E,E′)/F¯p :(ss)
deg(fi)=mi
IMp,y
♯Aut(E)♯Aut(E′)
=
1
3225
·
∑
T∈Sym2(Z)>0
diag(T )=(m1,m2),χT (p)=−1,0
c(T ).
Here, c(T ) is the Fourier coefficient of the Sigel-Eisenstein series for Sp4 of weight 2, with respect
to the half-integral symmetric matrix T . 
The proof of Theorem 7.3. The identity of Theorem 7.3 now follows by combining Theorems 7.14
and 7.15. 
Lemma 7.16. Let p > 2. Let (L, qL) be an anisotropic quadratic Zp-lattice of rank 2. Assume
that (L⊗Zp Qp, qL⊗Zp Qp) is nondegenerate. Let (OD, qD) be the quadratic lattice, where OD is the
maximal order of the quaternion division algebra D over Qp with qD the reduced norm on D. Then
the local density αp(L,OD) is given as follows:
αp(L,OD) =
{
p
−d
2 · 2(1 + 1p) if d is even;
p
−(d−1)
2 · (1 + 1p)2 if d = 2d′ + 1 is odd.
Here, d = |GK(L)|.
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Proof. Let L′ be a sublattice of L of rank 2. Then By Theorem 5.6.4.(d) of [Kit93], we have, for
any prime p including p = 2,
αp(L
′, OD) = p
−[L:L′] · αp(L,OD).
Indeed Theorem 5.6.4.(d) of [Kit93] says inequality but in our case of anisotropic lattice, the
inequality turns to be the equality.
Thus we may assume that L is a maximal lattice so that GK(L) = (a1, a2) has only three
possibilities: (a1, a2) = (0, 0), (0, 1), (1, 1). We will use the local density formula of Yang in [Yan98]
(p > 2).
From now on we assume that p is odd. Then L is diagonalizable so that the exponential order
of each diagonal entry is ai. Based on Theorem 7.1 of [Yan98], we have
αp(L,OD) =

2(1 + 1p) if (a1, a2) = (0, 0);
2
p
(
1 + 1p
)
if (a1, a2) = (1, 1);(
1 + 1p
)2
if (a1, a2) = (0, 1).
This completes the proof. 
Remark 7.17. (1) B. Conrad informed us that Theorem 7.3 is true when (m1,m2) = 1 with
any prime p (cf. [Con17]), by proving that the scheme SpecZ[x, y]/(ϕm1 , ϕm2) is flat.
On the other hand, Theorem 7.3 is true when m1,m2 ≤ 9 with any prime p by numerical
calculation given in Appendix A.
(2) We note that Theorem 7.3 is a combination of Theorems 7.14 and 7.15, and the identity of
Theorem 7.14 holds for p = 2. In the proof of Theorem 7.15, the only place we make the
assumption p > 2 is the usage of Lemma 7.16.
On the other hand, one can also compute αp(L,OD) of Lemma 7.16 with p = 2 by using
the local density formula given in [Yan04], which is more complicated than that of [Yan98]
(p > 2). Consequently the explicit computation of αp(L,OD) when p = 2 would directly
yield the identity of Theorem 7.3.
8. Application 2: Local intersection multiplicites on the special fiber
In this section we recall the special cycles on the Shimura variety for GSpin(n, 2), 0 ≤ n ≤ 3 de-
fined by Kudla and Rapoport with a collabolator Yang. We refer the articles [KRY99],[KRY06],[KR99],[KR00]
for n = 0, 1, 2, 3 respectively and the readers are supposed to be familiar with these references. Let
(n1, . . . , nr) be a division of n+ 1, hence ni ≥ 1, n1 + · · ·+ nr = n+ 1. We always consider r = 1
when n ≤ 1.
Let V be a quadratic form over Z with the signature (n, 2) over R considered in each paper. Let
G = GSpin(V ) be the generalized spinor group associated to V . Let p be an odd prime so that G is
smooth over Zp. Then for any neat open compact subgroup K
p ⊂ G(Apf ) and a hyperspecial open
compact subgroup Kp of G(Qp) defined by a suitable structure on G(Qp) in each paper (cf. p. 704,
line 9 of [KR00] for n = 3), di ∈ Symni(Q) and open compact subgroups ωi ⊂ V (Apf )ni which are
invariant under Kp, one can associate the special cycles Z(di, ωi) and consider the intersection of
them:
Z = Z(d1, ω1)×M · · · ×M Z(dr, ωr) =
∐
T∈Symn+1(Z(p))≥0
diag(T )=(d1,...,dr)
Z(T, ω)
where M is the integral model over Z(p) for the Shimura variety associated to (G,KpKp) and
ω = {ωi}ri=1 (cf. Section 2,3 of [KR00] for n = 3). Since n ≤ 3, the Shimura variety M is of PEL
type, namely a moduli space of abelian varieties with endomorphism structure by O which is a
maximal order of M2(BQ), BF , BQ, or K for n = 3, 2, 1, 0 respectively. Here BQ (resp. BF) is a
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quaternion algebra over Q (resp. over a real quadratic field F ) and K is an imaginary quadratic
field. Any geometric point ξ = Speck on Z in characteristic p consists of quintuple (A, ι, λ, ηp, j′)
satisfying the following conditions;
(1) A is an abelian variety of dimention 2n over k considered up to prime to p isogeny;
(2) ι : O ⊗ Z(p) →֒ Endk(A)⊗ Z(p) is a ring homomorphism such that
det(ι(c) : Lie(A)) = N0(c)2
for any c ∈ O where N0 is the reduced norm of O.
(3) λ is a Z×(p)-class of a prime to p isogeny A −→ A∗ such that n′λ comes from an ample line
bundle on A for some n′ ∈ Z. Here A∗ is the dual abelian variety of A;
(4) j′ = (j1, . . . , jr) and ji ∈ Endk(A)ni is a vector of special endomorphisms for i = 1, . . . , r
such that q(ji) = di, where the quadratic form q is defined by the Rosati-involution ⋆ with
q(x)idA = x ◦ x⋆ for any x ∈ Endk(A) (cf. Lemma 2.2 of [KR00] for n = 3). Here a
special endomorphism is defined to be an endomorphism f on A which satisfies f⋆ = f
and tr0(f) = 0 where ⋆ stands for the Rosati-involution with respect to λ and tr0 means
the reduced trace of Endk((A, ι))
op (note that special endomorphisms can be regarded as
elements in Endk((A, ι))
op (cf. (2.13) of [KR00] for n = 3)).
(5) ηp = {ηpk | k ∈ Kp} is a Kp-class of a O-linear isomorphism ηp : V p(A) := ∏ℓ 6=p Tℓ(A) ⊗
Qℓ
∼−→ O⊗Apf . Here the action ofKp onO is defined by the Clliford structure of GSpin(n, 2)
in each case. It is known that EndO(O⊗ZAf ) contains V (Af ). We require that (ηp)∗(ji) :=
ηp ◦ ji|V p(A) ◦ (ηp)−1 belongs to ωi.
By Theorem 0.1 in [KR00] for n = 3, Theorem 6.1 in [KR99] for n = 2, Theorem 3.6.1 in [KRY06]
for n = 1, and Proposition 5.9 in [KRY99] for n = 0 we know a criterion for T which yields that
any geometric point of Z(T ) := Z(T, ω) is isolated. From now on we assume this condition. For
any geometric point ξ on Z(T ) we define the local intersection multiplicity of Z(T ) at ξ by
e(Z(T ), ξ) := lengthZ(p)OZ(T ),ξ
where OZ(T ),ξ is the localization of OZ(T ) at ξ. By the assumption e(Z(T ), ξ) is finite.
To compute e(Z(T ), ξ), we need to consider the formal completion of it along ξ to apply the
deformation theory. Put j′ = (f1, . . . , fn+1) for simplicity. By the assumption of each reference
as above, we see that A is isomorphic to a product of supersingular elliptic curves E over Fp.
Let G = Â be the formal group associated to A and we denote by f̂i the corresponding special
endomorphism on G for each special endomorphism fi via a natural algebra homomorphism
(8.1) Endk((A, ι))
op ⊗Z Zp →֒ End((G,F )) ⊂ O ⊗Z Qp
where F is the Frobenius endomorphism and End((G,F )) stands for the set of endomorphisms on
G commuting F (cf. (5.13), p. 726 of [KR00] for n = 3). The Zp submodule L
′ spanned by {f̂i} in
End(G) endows with the structure as a quadratic space L′ = (L, qL′) which comes from the Clliford
structure. For instance xy + yx = (x, y)L′ for any x, y ∈ L′.
Since p is odd, there exists a basis of L′ such that qL′ is isometric to T
′ = diag(u1p
a1 , . . . , un+1p
an+1)
over Zp with integers a1 ≤ · · · ≤ an+1 and with units ui, 1 ≤ i ≤ n + 1 in Zp. Then the Gross-
Keating invariant of T ′ is given simply by GK(L′) = GK(T ′) = (a1, . . . , an+1) ∈ Zn+1≥0 . Accordingly
we can take an optimal basis ϕ1, . . . , ϕn+1 in End(G) such that ϕ
2
i = qL′(ϕi) = uip
ai (1 ≤ i ≤ n+1).
Let R = W (Fp)[[t1, . . . , tn]] be the universal deformation ring of G on CLNW (Fp) which is iso-
morphic to the strict completion of OM at ξ. Let G be its universal family. Here we make the
convention that R =W (Fp) when n = 0.
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We denote by I = I(ϕ1, . . . , ϕn+1) the minimal ideal of R such that all ϕi’s are liftable to special
endomorphisms on G modulo I. By the theorem of Serre and Tate it is easy to see that
e(Z(T ′), ξ) = lengthW (Fp)R/I
(cf. (6.1) of [KR00]). By Section 6 of [KR00] for n = 3, the proof of Theorem 6.1 of [KR99] for
n = 2, Theorem 3.6.1 of [KRY06] for n = 1 , and Theorem 5.11 of [KRY99] for n = 0, it turns out
that e(Z(T ′), ξ) depends only on GK(T ′) = (a1, . . . , an+1). Hence we may write it for
(8.2) e(a1, . . . , an+1) := e(Z(T ′), ξ) = lengthW (Fp)R/I(ϕ1, . . . , ϕn+1).
This will be checked in Theorem 8.3 below. When an+1 ≥ 2, we see that there exist ϕ′n+1 ∈ End(G)
such that ϕn+1 = pϕ
′
n+1 and that L
′ = 〈ϕ1, . . . , ϕn, ϕ′n+1〉 makes a sublattice of L with GK(L′) =
(a1, . . . , an)∪(an+1−2) where (a1, . . . , an)∪(an+1−2) means the re-ordering of {a1, . . . , an, an+1−2}
to be the non-decreasing sequence. Therefore we have
lengthW (Fp)R/I(ϕ1, . . . , ϕ
′
n+1) = e((a1, . . . , an) ∪ (an+1 − 2)).
Our interest is to understand the difference between
lengthW (Fp)R/I(ϕ1, . . . , ϕn+1) and lengthW (Fp)R/I(ϕ1, . . . , ϕ
′
n+1)
in terms of the local intersection multiplicity of special cycles over a finite field. This motivates us to
consider the following situation in special cycles in the special fiber MFp . Assume that 1 ≤ n ≤ 3.
Let (n1, . . . , nr) be a division of n, hence ni ≥ 1, n1+ · · ·+nr = n. We always consider r = 1 when
n = 1. For di ∈ Symni(Z(p)) (1 ≤ i ≤ r) let us consider the closed subscheme in MFp given by
Z(d1, ω1)Fp ×MFp · · · ×MFp Z(dr, ωr)Fp =
∐
T∈Symn(Z(p))≥0
diag(T )=(d1,...dr)
Z(T, ω)Fp
for 1 ≤ n ≤ 3. Any geometric point on Z(T, ω)Fp is similarly a quintuple (A, ι, λ, ηp, j) as before
but in this case we replace n + 1 endomorphisms with n endomorphisms j which is related to the
fourth condition (4). In this section, when n ≤ 3 and the underlying space A = Ax of a geometric
point x is superspecial, we will study that the multiplicity
e(Z(T, ω)Fp , x) := lengthFpOZ(T,ω)Fp ,x
is finite and that it depends only on GK(T ⊗ Zp) under some conditions. Let us confirm this as
follows.
Recall that G is the formal group of A. Let Rp = Fp[[t1, . . . , tn]] be the universal deformation of
G on CLNFp which is isomorphic to the completion of OMFp at x. We put Rp = Fp when n = 0.
Clearly Gp := G ⊗ Fp is the local deformation of G over Rp. Let ϕ1, . . . , ϕn be an optimal basis of
the lattice consisting of n special endomorphisms j in the data of x via (8.1).
We define the minimal ideal Ip = Ip(ϕ1, . . . , ϕn) of Rp such that all ϕi’s (1 ≤ i ≤ n) are liftable
to special endomorphisms on Gp modulo Ip. As before we put Ip = {0} when n = 0. By definition
we see that
e(Z(T, ω)Fp , x) = lengthFpRp/Ip.
Proposition 8.1. Let T be an element in Symn(Z(p)). For any geometric point x = (Ax, ι, λ, η
p, j)
on Z(T, ω)Fp let L = (L, qL) be the quadratic space over Zp corresponding to the special endomor-
phisms j with GK(L) = GK(T ⊗ Zp) = (a0, . . . , an−1). Assume that Ax is superspecial and qL
represents 1. Then it holds that
e(Z(T, ω)Fp , x) = Tb1,b2
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where
(b1, b2) =
 (a1, a2) if n = 3(0, an−1) if n = 1, 2
(0, 0) if n = 0
.
Proof. Let us first consider the case of n = 3. We follow the argument in page 733 of [KR00]. By
our assumption qL represents 1 over Zp. This implies a0 = 0. In this case the formal group G of
Ax decomposes into Â
4
0 where Â0 is a formal group of dimension 2 and height 4 equipped with a
principal quasi polarization λ
Â0
(cf. Section 4 of [KR00]). As explained right after (6.3) of [KR00]
there exists x0 ∈ L such that qL(x0) = 1. Then the idempotents e0 = 12(1 + x0), e1 = 12 (1 − x0)
induce the further decomposition of Â0 as
Â0 ≃ e0Â0 × e1Â0 ≃ G20
where G0 is a formal group of dimension 1 and height 2. Put M0 = 〈x0〉⊥ in L which is of rank
2 and GK(M0) = (a1, a2). By the Clifford structure for the special endomorphisms we see that
xx0 + x0x = 〈x, x0〉 = 0 for any x ∈M0. It follows from this that xe0 = e1x. Therefore M0 can be
regarded as a sublattice in Hom(e0Â0, e1Â0) ≃ End(G0) which is the maximal order of a unique
quaternion division algebra over Qp. Since any principal quasi-polarization deforms automatically
the deformation problem on CLNFp of x is same as one of (G0,M0). This shows that
(8.3) e(Z(T, ω)Fp , x) = Ta1,a2 .
Hence we have the claim.
The remaining cases will be done similarly in which the arguments of Theorem 6.1 of [KR99],
Theorem 3.6.1 of [KRY06], and Proposition 5.9 of [KRY06] for n = 2, 1 and n = 0 should be
consulted respectively. 
Corollary 8.2. Keep the notation and the assumptions in Proposition 8.3. Then the geometric
point x is isolated in Z(T )Fp .
Proposition 8.3. Let T ′ be an element in Symn+1(Z(p)). For any isolated geometric point ξ =
(Aξ, ι, λ, η
p, j′) of Z(T ′) let L′ be the Zp-lattice corresponding to the special endomorphisms j′ with
GK(L′) = GK(T ′ ⊗ Zp) = (a0, . . . , an). Then for any T ∈ Symn(Z(p)) with GK(T ⊗ Zp) =
(a0, . . . , an−1) such that T ⊗Zp comes from a sublattice of L′ and a geometric point x of Z(T, ω)Fp
whose underlying abelian variety Ax is Aξ, it holds that
e(Z(T, ω)Fp , x) = e(a0, . . . , an)− e(a0, . . . , an − 2).
Proof. When n = 3, by Theorem 0.1 or Corollary 5.15 of [KR00], we see that T ′ ⊗ Zp represents
1 over Zp. This implies a0 = 0. Let L
′ be the lattice in Qp corresponding to T
′ over Zp. Then
it turns out that its Gross-Keating invariant becomes GK(L′) = (0, a1, a2, a3) with nondecreasing
integers 0 ≤ a1 ≤ a2 ≤ a3 which satisfy the condition that the parities of the three integers never
be same. Then the argument in p. 733 of [KR00] tells us that
(8.4) e(0, a1, a2, a3) = αp(a1, a2, a3)
where αp is the intersection number in Proposition 5.4 of [GK93] as mentioned before. By Lemma
5.6 of [GK93] and Proposition 8.1
e(0, a1, a2, a3)− e(0, a1, a2, a3 − 2) = Ta1,a2 = e(Z(T, ω)Fp , x).
When n = 2, by Theorem 6.1 of [KR99], we see that T ′⊗Zp is isometric to diag(1, u1pa1 , u2pa2)
over Zp with units u1, u2 in Zp. Let L
′ be the lattice in Qp corresponding to T
′ over Zp. Then
it turns out that its Gross-Keating invariant becomes GK(L′) = (0, a1, a2) with nondecreasing
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integers 0 ≤ a1 ≤ a2 which satisfy the condition that the parities of 0, a2, a3 never be same. Then
the argument in p. 195 loc.cit. shows that
(8.5) e(0, a1, a2) = αp(0, a1, a2)
and similarly we have e(0, a1, a2)− e(0, a1, a2 − 2) = T0,a1 = e(Z(T, ω)Fp , x).
When n = 1, by Theorem 3.6.1 of [KRY06], we see that T ′⊗Zp is isometric to diag(u0pa0 , u1pa1)
over Zp with units u0, u1 in Zp. Let L be the lattice of rank three in Qp corresponding to diag(1, T
′)
over Zp. Then it turns out that its Gross-Keating invariant becomes GK(L) = (0, a0, a1) with
nondecreasing integers 0 ≤ a0 ≤ a1 which satisfy the condition that the parities of 0, a0, a1 never
be same. Then Theorem 3.6.1 of loc.cit. shows that
(8.6) e(a0, a1) = αp(0, a0, a1)
and similarly we have e(a0, a1)− e(a0, a1 − 2) = T0,a0 = e(Z(T, ω)Fp , x).
Finally we consider the case when n = 0. By Proposition 5.9 of [KRY06], we see that T ′ (it is
denoted by t in the reference) satisfies that a0 := ordp(t) ≡ 1 mod 2.
Let L be the lattice of rank three in Qp corresponding to diag(1, 1, T
′) over Zp. Then it turns
out that its Gross-Keating invariant becomes GK(L) = (0, 0, a3) and it satisfies that a0 is not even.
Then Theorem 5.11 of loc.cit. shows that
(8.7) e(a0) = αp(0, 0, a0)
Then e(a0) − e(a0 − 2) = 1 = e(Z(T, ω)Fp , x) by Lemma 5.6 of [GK93] and the claim follows with
the convention made when n = 0. 
Assume that T ∈ Symn(Z(p)) satisfies the condition in Proposition 8.3. For n and Gross-Keating
invariant for T in Equations (8.4)-(8.7) we take an anisotropic lattice M of rank 2 with
GK(M) =
 (a1, a2) if n = 3(0, an−1) if n = 1, 2
(0, 0) if n = 0
Note that in our situation T⊗Zp is always anisotropic and hence we can apply the results in Section
6 to T ⊗ Zp. Then plugging Proposition 8.3 with Section 6 (cf. Theorem 6.7) we have
Theorem 8.4. Keep the assumption in Proposition 8.3. Then
e(Z(T )Fp , x) =
−1
p− 1 · F
′
M (
1
p
).
Appendix A. The table of intersection numbers
In this appendix we give a table for the intersection numbers (Tm1,p, Tm2,p) and (Tm1,C, Tm2,C)
for 2 ≤ m1 ≤ m2 ≤ 9 such that m1m2 is not a square and 2 ≤ p < 50. S. Yokoyama (cf. [Yok17])
kindly computed both of intersection numbers and checked
IN(m1,m2) := (Tm1,p, Tm2,p) = (Tm1,C, Tm2,C)
directly including the case where p = 2. We list up all of them as below:
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