[1] Experimentally and theoretically determined infrared spectra are reported for a series of straight-chain perfluorocarbons: C 2 F 6 , C 3 F 8 , C 4 F 10 , C 5 F 12 , C 6 F 14 , and C 8 F 18 . Theoretical spectra were determined using both density functional (DFT) and ab initio methods. Radiative efficiencies (REs) were determined using the method of Pinnock et al. (1995) and combined with atmospheric lifetimes from the literature to determine global warming potentials (GWPs). Theoretically determined absorption cross sections were within 10% of experimentally determined values. Despite being much less computationally expensive, DFT calculations were generally found to perform better than ab initio methods.
Introduction
[2] Perfluorocarbons (PFCs) are regulated as part of the Kyoto Protocol. There is significant interest in determining the contribution to radiative forcing of climate change of emissions of PFCs and related molecules such as hydrofluorocarbons (HFCs) and hydrochlorofluorocarbons (HCFCs). Laboratory measurements of the infrared (IR) absorption spectra of PFCs have been reported by several research groups [see, e.g., Roehl et al., 1995; Sihra et al., 2001; Clerbaux et al., 1993; Bera et al., 2010] . From these measurements, the radiative efficiency (RE) of the species is determined which, together with the atmospheric lifetime, allows an assessment of its global warming potential (GWP). There are a large number of PFCs which could potentially be emitted into the atmosphere and it is not practical to measure the IR spectra of all of them. Consequently, the potential of theoretical methods to predict IR spectra has also been explored. Previous research [e.g., Papasavva et al., 1995 Papasavva et al., , 1997 Blowers et al., 2007; Young et al., 2008; Bera et al., 2010] has indicated that it is possible to calculate infrared spectra using ab initio methods with useful accuracy, and that radiative transfer models can then be applied to these spectra to determine radiative efficiencies and hence GWPs.
[3] The present work uses density functional theory and ab initio methods to determine the absorption cross section and compares these with those determined using experimental IR spectra. Our approach has been to start with the most basic type of fluorinated compounds, namely the straight-chain perfluoroalkanes, as the C-F bond plays a major role in the absorption spectrum. The most comprehensive experimental study of the IR spectra of these compounds is that of Roehl et al. [1995] , who examined the cross sections, REs and GWPs of the C1-C6 series of perfluoroalkanes. However, their paper provides only limited information on the spectra (tabulated integrated cross sections over quite wide spectral intervals) of these compounds, and so it was not possible for us to make a detailed comparison of our theoretical spectra, REs and GWPs with their experimental results. We have therefore measured the infrared spectra of a series of straight-chain perfluoroalkanes (C2-C6 and C8, combined with C1 and C10 from previous measurements in our laboratories), and used these measurements as the basis for comparison with our theo-retical results. We will show that to achieve sufficient accuracy in the calculation of the radiative efficiency using the theoretical spectra, it is necessary to make an empirical correction to the wavenumber of the band centers; to test the applicability of this correction, we apply it to a number of cyclic and branched perfluoroalkanes and then report results for a number of perfluoroalkenes.
Materials and Methods

Experimental Infrared Spectra Measurements
[4] Infrared spectra of C 2 F 6 , C 3 F 8 , n-C 4 F 10 , n-C 5 F 12 , n-C 6 F 14 and n-C 8 F 18 were measured at the Rutherford Appleton Laboratory (RAL) Molecular Spectroscopy Facility (MSF). We are not aware of previous measurements of C 8 F 18 in the literature. Measurements were obtained at 297 K using a Bruker IFS 125 HR spectrometer in the range 600-1800 cm −1 with a 5 cm path length stainless steel cell fitted with KBr windows. The spectrometer was operated at a spectral resolution of 0.01 cm −1 with interferograms being obtained from 100 coadded scans. Spectra were recorded either of the pure vapor or in the presence of 60-506 hPa of N 2 diluent. Wide and narrow band MCT detectors, with long wave cutoffs of 500 and 800 cm −1 , were used to measure spectra in the 700-1400 cm −1 region using a KBr beam splitter and globar infrared source.
[5] In all experiments, pure compounds were transferred to a small glass vial via a welded stainless steel gas line and degassed by freeze/pump/thaw cycles before use. For the measurements of the pure vapor, the desired quantity of material was allowed into the cell, and the pressure monitored throughout the recording of the spectrum.
[6] The mixtures in nitrogen were made up in 1000 cm 3 capacity glass bulbs. The compound of interest was allowed into the bulb to a pressure of about 0.33-1.33 hPa and then made up with nitrogen (∼1000 hPa). Bulbs of the compound of interest in N 2 were mixed in this way and allowed to stand overnight to allow good mixing of the two gases.
[7] To ensure that saturation was not a problem in the measurements, the peak absorbance was plotted as a function of pressure for each compound. Absorption cross sections were derived from the slopes of the linear portions of the plots. The spectra were then normalized to this value for the cross section. Absorption cross sections at temperature T (K) and wavenumber v (cm −1 ) at the experimental resolution were determined through the relationship
where s(v, T) is the absorption cross section in cm 2 molecule −1 , I 0 is the intensity of radiation reaching the detector when the cell is evacuated, I is the intensity of radiation reaching the detector when the cell contains the sample, c is the concentration of sample (molecule cm −3 ) and l is the path length (cm). Integrated absorption cross sections S(T) in cm 2 molecule −1 cm −1 between wavenumbers v 1 and v 2 were determined according to the expression
[8] Absorption cross sections were also measured at room temperature between 650 and 3800 cm −1 at the Ford Motor
Company, Michigan (referred to as Ford, hereafter), using the techniques described by Sihra et al. [2001] , Hurley et al. [2005] and references therein. These included n-C 4 F 10 and n-C 5 F 12 , allowing direct comparison with the MSF measurements (although our previous work on CF 4 had shown that measurements in the two laboratories were indistinguishable within experimental uncertainties ). In addition, we report measurements of c-C 4 F 8 , i-C 4 F 10 , hexafluorocyclobutene (C 4 F 6 ), hexafluoro-1-3-butadiene (also C 4 F 6 ) and c-C 5 F 8 . For the latter three molecules, we are unaware of previous measurements in the literature.
[9] Previously reported measurements of other straightchain PFCs in our laboratories are also used in the analysis here [Sihra et al., 2001; Hurley et al., 2005] .
Reagents
[10] The purities of the gases used at MSF were as follows: C 2 F 6 (Fluorochem Ltd., 99%), C 3 F 8 (F2 Chemicals, 99.5%); n-C 4 F 10 (F2 Chemicals, 99%); n-C 5 F 12 (F2 Chemicals, 95%); n-C 6 F 14 (Sigma Aldrich, 99%) and n-C 8 F 18 (Sigma Aldrich, 98%) . Gases used at Ford were obtained from commercial sources at the following stated purities: n-C 4 F 10 (>99%), n-C 5 F 12 (>99%), n-C 6 F 12 (>99%), perfluorocyclobutane (>99%), i-C 4 F 10 (>97%), hexafluorocyclobutene (>99%), octafluorocyclopentene (>99%), and hexafluoro-1,3-butadiene (>99%). All samples were subjected to freeze-pump-thaw cycling before use.
Computational Methods
[11] The Gaussian03 software package [Frisch et al., 2004] was used to perform the theoretical calculations. The choice of level of theory and basis set are critical to obtain accurate results. The vibrational wavenumber calculation depends on the second derivative of the energy with respect to the atomic positions. Ab initio techniques (such as Hartree-Fock (HF), and second-order Moller-Plesset, MP2)) and density functional theory (DFT) methods (such as B3LYP) are combined with different basis sets to obtain infrared wavenumbers and intensities with different degrees of accuracy.
[12] Computational techniques have previously been used to predict infrared spectra to estimate values of radiative forcings [e.g., Papasavva et al., 1995] , and it has been shown that the inclusion of electronic correlation is important to obtain accurate infrared intensities for small molecules [Yamaguchi et al., 1986; Miller et al., 1989; Amos et al., 1991; Bruns et al., 1997] . Papasavva et al. [1995] studied the infrared spectrum of CF 3 CH 2 F using semiempirical AM1 and PM3 methods and HF and MP2 ab initio methods with a wide range of basis sets. Best results were obtained at the MP2/6-31G** level of theory. These authors also observed that deviations in the calculated wavenumbers were systematic and could be corrected using a scaling factor, and that the theoretical intensities were typically consistent with experiment.
[13] Halls and Schlegel [1998] found that DFT methods were also suitable for predicting infrared wavenumbers and intensities for a selection of small (two to six atoms) molecules, and even that these methods could be more accurate than MP2 and HF. They also studied the effect of the basis set, and found that larger basis sets containing polarized functions such as 6-31G* gave significantly better results than smaller basis sets. Other studies have demonstrated the importance of the use of polarized basis sets [Yamaguchi et al., 1986; Bruns et al., 1997] . Recently, Blowers et al. [2007 Blowers et al. [ , 2008a Blowers et al. [ , 2008b predicted infrared wavenumbers and intensities for a set of hydrofluoroethers using B3LYP/6-31G*. On the basis of previous studies, we have used both MP2 and B3LYP methods together with the 6-31G** basis set to study the PFC set: CF 4 , C 2 F 6 , C 3 F 8 , n-C 4 F 10 , n-C 5 F 12 , n-C 6 F 14 and n-C 8 F 18 . We chose the 6-31G** basis set because of the importance of obtaining accurate band positions to determine REs for PFCs. Molecular structures were first optimized, followed by calculation of vibrational wavenumbers. No symmetry constraints were imposed. In all cases the absence of negative wavenumbers confirmed that we had obtained a minimum on the potential energy surface. When more than one minimum was found, the structure with the lowest Gibbs free energy was used for the calculation of radiative forcings. The impact of changes in conformation was tested for n-C 4 F 10 by calculating spectra for different conformers. An overall spectrum for the molecule was determined by weighting the contributions from individual conformers according to the Boltzmann distribution. The difference in RE calculated from the spectrum of the most stable conformer and that including higher energy conformers was less than 1%. This indicates that such effects are small for linear perfluoroalkanes.
Calculating Radiative Forcing Efficiencies
[14] Radiative forcing per unit concentration change or radiative efficiency (RE), is a fundamental parameter which measures the change in the Earth's radiation balance for a 1 ppbv increase in concentration of the greenhouse gas. For any gas, this efficiency depends on the spectral variation of the absorption cross section, as the energy available to be absorbed in the atmosphere depends on this via both the Planck function and the absorption spectra of other species in the atmosphere [see e.g., Pinnock et al., 1995 ] Pinnock et al. [1995 used results from a relatively detailed radiative transfer model to develop a simple method that allows the determination of the RE of a gas from its experimentally measured infrared spectrum without the use of a complex radiative transfer model. In this approach, the RE is given by
where i is the absorption cross section in cm 2 molecule
averaged over a 10 cm −1 interval around the wavenumber v i , and F i (v i ) is the instantaneous, cloudy sky, radiative forcing per unit cross section in W m −2 (cm 2 molecule −1 cm . This expression can be applied directly to experimentally determined infrared absorption cross sections. The theoretical calculations, however, provide integrated cross sections (cm 2 molecule
) for each vibrational mode at a precise wavenumber; however, in reality, this absorption is spread over a finite range of wavenumbers because of the rotational structure in the absorption spectra. It is found that if these vibrational modes are assumed to be Gaussian in shape, with a full width of 14 cm −1 then there is reasonable agreement between the spectral structure derived from the theory and that found in the measurements; see Figure 1 and auxiliary material. resolution. The theoretical spectra have to be mapped on to this resolution. Three different methods were tested to achieve this: (1) the assumption that all the vibrational mode intensity is in the 10 cm −1 band in which it occurs, (2), the assumption that 50% of the absorption strength was located in the 10 cm −1 interval where the vibrational mode was determined and 25% each was located in the interval above and below this interval and (3) using the full spectrum simulated using the Gaussian functions fit described in the previous paragraph. Differences of less than 5% between the REs calculated for the three adjustment methods were found (for instance, differences of 2 and 4.5% were found for C 3 F 8 and n-C 8 F 18 , respectively) and method 2 was chosen for the RE calculations presented here.
[16] There are various uncertainties that limit our ability to determine REs using radiative transfer models. These include details of the atmosphere composition, cloud amount and distribution and spectroscopic measurements. Furthermore, recent studies of CF 3 CH 2 F (HFC-134a) using different radiative transfer models and a set of experimental cross sections found that even the best radiative forcing predictions only agree within 12-14% [Gohar et al., 2004; Forster et al., 2005] . Therefore, Blowers et al. [2007] have suggested that if theoretical calculations are able to predict REs within 14-25% of existing experimental values, the calculations provide a valuable method for determining REs.
[17] The Pinnock et al. [1995] method can be tested against the multimodel comparison of Forster et al. [2005] to assess whether, despite its simplicity, it remains useful. Using the HFC-134a spectrum recommended by Forster et al. . This indicates that the REs derived using the Pinnock et al. method are within 10% of those derived using more detailed models.
Results and Discussion
3.1. Infrared Absorption Cross Section 3.1.1. Experimental Infrared Absorption Cross Sections
[18] Infrared spectra recorded at MSF at 297 K for C 2 F 6 , C 3 F 8 , C 4 F 10 , C 5 F 12 , C 6 F 14 and C 8 F 18 are illustrated in Figure 1 ; in the case of C 4 F 10 , C 5 F 12 and C 6 F 14 measurements were also available from Ford, which agreed well with those from MSF within experimental error. The two sets of spectra are in excellent agreement. As expected, all spectra show strong bands in the C-F stretching region between 1100-1300 cm −1 . Plots of absorbance versus partial pressure of PFC showed good linearity, and zero intercepts, and no dependence on total pressure was observed. Integrating the spectra between 700 and 1400 cm −1 gives the integrated absorption cross sections, and these are listed in Table 1 . Measurements were also made at MSF at 250 K, but no significant differences with the integrated crosssections from the 297 K spectra was found, which is consistent with earlier measurements of C 2 F 6 and c-C 4 F 8 over a wider temperature range reported by Ballard et al. [2000] . Figure 1 . Measured infrared spectra of (a) C 2 F 6 , (b) C 3 F 8 , (c) n-C 4 F 10 , (d) n-C 5 F 12 , (e) n-C 6 F 14 , and (f) n-C 8 F 18 measured at MSF are represented by the solid curves. The spectra have been smoothed to ca 1 cm −1 resolution using a sliding average method. The dashed curves represent the simulated spectra modeled using Gaussian functions of 14 cm −1 full width from the B3LYP vibrational modes. The absorption below 500 cm −1 was minor and we give the full spectra in the auxiliary material in graphical form.
[19] Table 1 also lists integrated cross sections measured by other groups, and the range over which the integration was carried out. In general, the agreement is very good. The MSF cross section for C 2 F 6 is 6% higher than that from Ford -the former is in better agreement with the earlier measurements of Ballard et al. [2000] , while the latter agrees better with Roehl et al. [1995] -in any case, the sets of measurements agree within the stated error bars. The only number that stands out from Table 1 is the integrated cross section for C 3 F 8 reported by Roehl et al. [1995] Their value is more than 20% lower than our value and that reported by Sihra et al. While the origin of this discrepancy is not clear, it may reflect the presence of air impurity in the C 3 F 8 sample employed by Roehl et al. [1995] . In the present work and the previous study by Sihra et al.
[2001] the C 3 F 8 sample was frozen using liquid nitrogen and subjected to freeze-pump-thaw cycling to remove any air impurity. Roehl et al. [1995] used their sample of C 3 F 8 without such a purification procedure. It is notable that the integrated cross sections are observed to increase as the chain length increases, accepting that the results of Roehl et al. [1995] indicate only very a modest increase between C 2 and C 3 . Our measurement of C 8 F 18 is the first to be reported.
Computational Infrared Absorption Cross Section
[20] Infrared intensities and wavenumbers of vibrational modes for CF 4 , C 2 F 6 , C 3 F 8 , C 4 F 10 , C 5 F 12 , C 6 F 14 and C 8 F 18 were obtained at MP2/6-31G** and B3LYP/6-31G** levels of theory. The wavenumbers of the main calculated vibrational modes can be related to the positions of the important experimental absorption bands and the two quantities plotted against each other, as illustrated in Figure 2 . In both cases a good correlation is found and, thus, the regression fits from these plots may be used to obtain rescaled wavenumbers. scal , from the theoretical MP2 or B3LYP data, calc , Figure 2. Plot and correlation of the frequencies of calculated vibrational modes at MP2/6-31G** (diamonds) and B3LYP/6-31G** (circles) ( calc ) versus corresponding assigned experimental frequencies ( exp ).
[21] Other workers have used different frequency corrections. For instance, Papasavva et al. [1997] used the general frequency scale factor of 0.9427 for MP2/6-31G** calculation, suggested by Pople et al. [1993] , and compared this with the simple linear relationship they found, scal = 0.9218 calc + 35 cm −1 . They noted that the use of this linear relationship gave better agreement with their experimental results. Blowers et al. [2007] used a scale factor of 0.9613 obtained from Wong [1996] for their B3LYP calculations. In the present work we found an average percentage error in our peak intensity locations of 0.9 and 0.3% for MP2 and B3LYP, respectively, using relationships (1) and (2). Using the scaling factor from Pople et al. [1993] and Papasavva et al. [1997] we obtained average errors of 2.4 and 1.5% for MP2 calculations, respectively. For our B3LYP calculations, using the scaling factor from Wong [1996] , we observed an average error of 2.7%. The linear relationships we derive clearly give better agreement with experiment than other (less specific) frequency corrections. It is also apparent that our B3LYP relationship gives band frequencies with smaller errors than the MP2 relationship.
[22] The B3LYP DFT calculations give significantly better agreement with the experimental results. Over the range 700-1400 cm −1 , the parameters of the best fit line indicate differences of less than 2% between experiment and theory of DFT calculations, but almost 5% differences for the ab initio calculations.
[23] In contrast to the determination of band wavenumbers, it is difficult to assign intensities to individual bands because of overlap between bands in the experimental spectra, as reported, for example, by Papasavva et al. [1997] . We have therefore calculated the integrated cross sections of the spectra to compare theoretical and experimental spectra.
[24] Table 2 summarizes the integrated cross section calculated for the PFCs over the ranges 0-2500 cm −1 and 700-1400 cm −1 using MP2/6-31G** and B3LYP/6-31G**, and these are compared to the experimental values, with the CF 4 values taken from Hurley et al. [2005] . The agreement between the experimental integrated cross sections and the theoretical values for the integration between 700 and 1400 cm −1 is very good for both theoretical methods. The B3LYP calculations give integrated absorption cross sections that agree to better than 4%, while the MP2 results agree to within 6%. Extending the range of integration to 0-2500 cm −1 has only a small effect on the integrated cross sections of the smaller PFCs (<1%), but becomes more significant for the larger compounds, particularly for C 8 F 18 , where it exceeds 10%. Presumably, this effect arises because of the possibility of lower-wavenumber bending vibrations in the larger compounds. As is shown in Table 1 , Bera et al.
[2010] reported theoretical integrated cross sections at MP2/DZP++ level of theory for C 2 F 6 , C 3 F 8 , and C 4 F 10 , which are about 15% larger compared with the experimental and computed values presented here. Figure 3 shows the correlation between calculated and experimen- Figure 3 . Plot of calculated MP2/6-31G** (diamonds) and B3LYP/6-31G** (circles) integrated cross sections versus experimental cross sections for the range of 700-1400 cm −1 . Dashed line represents the x = y plot. tal integrated cross sections. What is clear from Figures 2 and 3 is that the theoretical methods can give good agreement with experimental observations of band positions and intensities. Both MP2 and B3LYP methods can be used, but the performance of B3LYP is the better of the two. Combined with its much lower computational demands, this makes B3LYP the preferred method for such calculations, as has been discussed elsewhere [Halls and Schlegel, 1998 ].
Radiative Efficiencies
[25] Experimental infrared spectra were used as input into the method of Pinnock et al. [1995] to calculate REs, and the results are summarized in Table 3 where they are compared with previous calculations. In general, agreement with previous determinations is good, although the wavenumber range for the various measurements varies somewhat. However, as is clear from our theoretical calculations, which will be discussed later, this difference is expected to have only a minor effect. Our values for RE using experimentally derived spectra agree to within 10% of the average of the previously reported experimental RE values. The RE reported by Papasavva et al. [1997] using theoretically derived spectra is more than 30% greater than the average of the values derived using the experimental spectra for C 2 F 6 .
[26] We now consider our REs derived using theoretically spectra. As described earlier, the agreement of the theoretical calculations of wavenumbers and intensities with experiment is very good. However, the calculation of REs for the PFCs requires very accurate wavenumbers, because the radiative forcing function of Pinnock et al. [1995] changes rapidly with wavenumber. For example, between 1200 and 1300 cm −1 -where a significant amount of the absorption for these compounds occurs-the radiative . The 25% error is represented by dashed lines.
forcing function drops by a factor of 8. Simply using the calculated wavenumbers gives REs that are significantly lower than those determined experimentally (typically 20% for B3LYP and up to 40% for MP2). Wavenumbers were therefore corrected according to equations (1) and (2) for the MP2 and B3LYP calculations, respectively. It is these wavenumber-corrected values that reported here.
[27] In general, the REs determined from theoretical calculations (RE MP2 and RE B3LYP ) are in good agreement with our experimental values. However, it is notable that the RE MP2 are always larger than the RE B3LYP values. The reason for this is that in the critical 1200-1300 cm −1 region, the scaled wavenumbers for the MP2 bands are slightly lower than those for the B3LYP bands; the bands obtained from the MP2 calculations are therefore convolved with larger values of the radiative forcing function. This point illustrates the importance of obtaining accurate wavenumbers for the position of the absorption bands. For the C2 to C8 compounds studied here, the agreement between experiment and theory is better than 10% for both methods in all cases. There is very little to choose between the two theoretical methods, but the difference in computational cost strongly favors B3LYP as the method of choice for these calculations.
[28] Plots of calculated radiative efficiencies at MP2/ 6-31G** and B3LYP/6-31G** versus experimental values are presented in Figure 4 . In Figure 4 the 25% error is represented by dashed lines; all of the computational data lie within these errors indicating that the predictions are robust.
Global Warming Potentials
[29] The GWP concept was introduced as a method of comparing the climate effect of emissions of different greenhouse gases [see e.g., IPCC, 2007] The GWP is usually defined relative to carbon dioxide on a mass-for-mass basis. It is the time-integrated global-mean radiative forcing of a pulse emission of 1 kg of some compound relative to that of 1 kg of the reference gas CO 2 , the integration being carried out over a defined time horizon.
[30] Using the experimental and computational REs reported here in section 3.2 with the absolute GWP for carbon dioxide and the PFC lifetime given by IPCC [2007] we can calculate GWPs using the standard method [see IPCC, 2007, section 2.10.1]. These values are presented in Table 4 over 20, 100 and 500 year time horizons. For C 8 F 18 , no previous lifetime values are available and we used 3000 year by analogy to C 5 F 12 and C 6 F 16 .
[31] The agreement between our GWP values and those of the IPCC [see, e.g., IPCC, 2007] is good, and is determined by the agreement of the RE values. So, for example, our B3LYP RE for C 2 F 6 is a little over 10% lower than the IPCC recommendation, as is the GWP value, while the MP2 RE for C 5 F 12 is identical to the IPCC recommendation, and the same is true for the GWP. Given that the theoretical methods developed here give good estimates of REs (better than 10%), provided the wavenumber correction is made, they can also be used to determine GWPs with confidence.
Extending the Method to Other PFCs
[32] To extend the usefulness of our approach, we have used DFT calculations at the B3LYP/6-31G** level to determine infrared spectra for a range of linear, cyclic and branched PFCs. We apply the same empirical wavenumber correction derived for the linear PFCs (equation (2)). To test the generality of the wavenumber correction for other PFCs, we first compare integrated cross sections and REs from theoretical calculations with those using laboratory measurements for c-C 4 F 8 , i-C 4 F 10 , hexafluorocyclobutene, hexafluoro-1-3-butadiene, c-C 5 F 8 and C 10 F 18. The experimental spectra of the latter four molecules, measured at Ford, have not previously been presented in the literature, to our knowledge, and are presented in Figure 5 (see also auxiliary material).
[33] These spectra have then been used to determine integrated cross sections and REs, and the results are in Table 5 . Of the compounds examined, we are aware of only five that have been examined experimentally; c-C 4 F 8 , i-C 4 F 10 , hexafluoro-1-3-butadiene, c-C 5 F 8 and C 10 F 18 . The agreement between our predictions and the experimental results is excellent for all compounds, with both integrated cross sections and REs in agreement to within 10%, and normally better. This gives us confidence to extend the method to PFCs for which no experimental spectra are available.
[34] It is also possible to determine GWPs for these compounds when atmospheric lifetimes are available. For the saturated compounds in Table 5 , lifetimes on the order of thousands of years are not unreasonable, based on those of similar compounds listed in Table 4 . On this basis, these compounds are expected to have GWPs on the order of 5000-15,000, dependent on RE and time horizon. For the unsaturated compounds, the lifetimes are much more difficult to calculate because such compounds will react with OH radicals in the troposphere, with the exact rate constants dependent on structure. For example, the rate constant for the reaction of OH with hexafluorobutadiene has been reported [Acerboni et al., 2001] , gives a lifetime of 1.1 days. Using this lifetime gives GWPs of 0.85, 0.24 and 0.1 over 20, 100 and 500 year time horizons, respectively. However, as noted by Acerboni et al., such short-lived compounds do not have constant vertical profiles in the atmosphere; this means that the RE calculated using a constant vertical profile (as has been done throughout this paper; see Sihra et al. [2001] for further discussion) will be an overestimate. It is likely that the other perfluoroalkenes will have short atmospheric lifetimes and small, or negligible, GWPs.
[35] Previous studies have paid attention to how the integrated cross sections and REs increase with the number of C-F bonds in the molecule [Papasavva et al., 1997; Blowers et al., 2007; Bera et al., 2010] . Figures 6 and 7 illustrate how the integrated cross sections and REs, respectively, depend on the number of C-F bonds. The integrated cross sections show a clear linear dependence on the number of C-F bonds, but fall into different groups, depending on whether the compounds are linear, cyclic, or branched. For a given number of C-F bonds, the integrated cross section increases as the number of CF 3 groups in the molecule increases and decreases as the number of CF groups increases. This is illustrated in the series c-C 7 F 14 (34.9), n-C 6 F 14 (39.1), (CF 3 ) 2 CFC 3 F 7 (45.3), (CF 3 ) 2 CFCF (CF 3 ) 2 (47.9), (CF 3 ) 3 CCF 2 CF 3 (52.1), with integrated cross sections in cm 2 molecule −1 s −1 given in parentheses. Each of these compounds has 14 C-F bonds but integrated cross sections are seen to depend strongly on the nature of the molecular structure. The observations can be rationalized simply in a way discussed by Bera et al. [2009] For the CH 4 , CH 3 F, CH 2 F 2 , CHF 3 and CF 4 series, the dipole derivatives and thus the integrated cross-sections increase due to a greater electronegativity difference between C/F compared to C/H. For the PFCs, each additional F atom renders the central C more positive and so greater electronegativity differences (and hence greater cross sections) are observed in the above series of compounds as the number of CF 3 groups in the molecule increases.
[36] A similar effect is observed for the RE values. In this case the effect of molecular structure is almost the opposite to the observations for integrated cross sections. For example, Figure 5 . Measured infrared spectra of (a) i-C 4 F 10 (isoperfluorobutane), (b) c-C 4 F 6 (hexafluorocyclobutene), (c) c-C 5 F 8 (octafluorocyclopentene), and (d) C 4 F 6 (hexafluoro-1,3-butadiene) are represented by the solid curves. The spectra have been smoothed to ∼1 cm −1 resolution using a sliding average method. The dashed curves represent the simulated spectra using Gaussian functions of 14 cm −1 width from the B3LYP vibrational modes. The absorption below 500 cm −1 was minor, and we give the full spectra in the auxiliary material in graphical form. Perfluorodecalin is currently marketed as a 50:50 mixture of isomers cis and trans . Figure 6 . Plot of integrated cross sections values, S, for both computational B3LYP/6-31G** and experimental methods versus the number of C-F bonds for the studied PFCs. Data are taken from Tables 3 and 5. within the series considered in the previous paragraph, we find that the compound with the smallest integrated cross section (c-C 7 F 14 ) has the largest RE (0.56 W m −2 ppbv −1 ), while the compound with the largest integrated cross section ((CF 3 ) 3 CCF 2 CF 3 ) has almost the smallest RE (0.42 W m −2 ppbv −1 ). The reason for this change in the relative magnitudes of the integrated cross sections and the RE values is that changes in structure lead to significant changes in the infrared spectra. In particular, the cyclic PFCs all have strong bands in the 1000 cm −1 region of the spectrum where the radiative forcing function is large. This was also found in the calculations of Bera et al. [2004] for cyclic perfluorocarbon radicals and anions that possessed very large integrated cross sections and where the majority of the infrared absorption falls in the atmospheric infrared window (800-1200 cm −1 ). One final comment to make about the dependence of RE on the number of C-F bonds is that for the linear PFCs, the plot is curved, with the values for the larger compounds being smaller than expected on the basis of a linear extrapolation from the smaller compounds. This nonlinear relationship arises because, while the infrared absorption increases with the length of the chain, the fraction of the absorption that lies in the atmospheric windows decreases. The same behavior was found by Bera et al. [2010] in the study of CF 3 CF 3 , CF 3 CF 2 CF 3 and CF 3 CF 2 CF 2 CF 3 and disagrees with other recent studies that show a linear dependence with the number of C-F bonds [Blowers et al., 2008a; Young et al., 2008] .
[37] Young et al. [2008] provided a structure activity relationship (SAR) for the REs of HFEs we can, in principle, apply to PFCs. These authors calculated REs from the summation of the contribution of various component groups to a molecule's overall RE. For example, −CF 3 adjacent to −CF 2 contributes 0.162 W m −2 ppbv −1 , −CF 2 adjacent to −CF 3 and −CF 2 contributes 0.086 W m −2 ppbv −1 and −CF 2 adjacent to two −CF 2 groups contributes 0.09 W m −2 ppbv −1 . Adopting this approach to our data, gives REs that are significantly greater than those that we have measured or estimated, particularly for the larger PFCs. For example, the approach gives an RE of 0.496 W m −2 ppbv −1 for C 4 F 10 as opposed to our value using the experimental spectra of 0.37 W m −2 ppbv −1
, while for C 8 F 18 , the discrepancy is greater (0.846 versus 0.50 W m −2 ppbv −1
). Given that the method was developed for a different class of compounds (HFEs rather than PFCs), it is, perhaps, not too surprising that the agreement is not particularly good. The greater discrepancy for larger molecules reflects the nonlinear dependence of RE on the number of C-F bonds illustrated in Figure 7 . Interestingly, Young et al. [2008] found that their SAR tended to underpredict rather than overpredict REs for HFEs.
Conclusion
[38] Experimental quantitative infrared absorption spectra for a series of linear PFCs have been obtained and combined with the simple model of Pinnock et al. [1995] to determine radiative efficiencies and GWPs. For C 8 F 18 the data presented here are the first reported. In addition, calculations using ab initio (MP2/6-31G**) and density functional theory (B3LYP/6-31G**) methods were used to predict infrared absorption spectra. Scale factors were obtained by comparison with experimental results allowing accurate and reliable radiative efficiencies and GWPs to be determined from the theoretical calculations. We demonstrate that the theoretical calculations performed here are accurate enough to reliably predict radiative efficiencies for perfluorocarbons but only after an empirical correction to the wavenumber of absorption bands has been applied. Since MP2/6-31G** and B3LYP/6-31G** computational techniques give results with comparable accuracy, the use of B3LYP/6-31G** is recommended due to the lower computational cost. On the basis of the results for straightchain PFCs, predictions of REs for a large number of branched and cyclic PFCs were also made. For the small number of these compounds that have been examined experimentally, the agreement is excellent, indicating that our approach has more general applicability. We are currently examining the extent to which our approach can be applied to predicting REs for hydrofluoroethers (HFEs) and hydrofluoropolyethers (HFPEs). Figure 7 . Plot of radiative efficiency values for both computational B3LYP/6-31G** and experimental methods versus the number of C-F bonds for the studied PFCs. Experimental data are from this work (section 3.2) except the value for CF 4 (taken from Hurley et al. [2005] ).
