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Abstract
We study a family of orthogonal polynomials which satisfy (apart from a 3-term recurrence relation)
an eigenvalue equation involving a third order differential operator of Dunkl-type. The orthogonality
measure of these polynomials consists in the continuous measure of the little -1 Jacobi polynomials to
which is added an arbitrary mass located at the point x = 0, the middle of the orthogonality interval. This
provides the first nontrivial example of Krall-type polynomials with a point mass inside the orthogonality
interval. These polynomials can be obtained by a Geronimus transform of the little q-Jacobi polynomials
in the limit q = −1.
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1 Introduction
Significant advances have been realized in the characterization of recently discovered families of−1 orthogonal
polynomials (OPs) that can be obtained as q → −1 limits of q polynomials of the Askey scheme. The striking
feature of these OPs is that they are classical or bispectral and that they satisfy eigenvalue equations involving
Dunkl-type operators [1] in addition to the mandatory 3-term recurrence relation. They have arisen already
in a number of physical problems [2]-[7] and are connected with Jordan algebras [8].
At the top of the emerging −1 scheme are the Bannai-Ito polynomials and their kernel partners ([9],Ch.1,
Sect. 7), the complementary Bannai-Ito polynomials [10]. Both sets depend on 4 parameters. The Bannai-
Ito polynomials are the eigensolutions of the most general operator which is of first order in Dunkl shifts,
(i.e. first order in the operators T and R defined by Tf(x) = f(x + 1), Rf(x) = f(−x) on a function f(x))
and which stabilizes polynomials of given degrees. The Bannai-Ito polynomials are positive definite and
orthogonal on a finite set of N + 1 points. In the limits where N → ∞, they tend to the big −1 Jacobi
polynomials [11] which are orthogonal on [−1,−c]
⋃
[c, 1]. When c = 0, the little −1 Jacobi polynomials
[12] arise as a special case. A Bochner-type theorem establishes [13] that the big and little −1 polynomials
are the only families of OPs satisfying a differential-difference eigenvalue equation which is of first order in
Dunkl-type operators.
The Bannai-Ito polynomials and their descendants all possess the Leonard duality property. (In fact,
this led to their initial identification [14].) The dual −1 Hahn polynomials [15] together with the generalized
Gegenbauer [16] and Hermite polynomials [17, 18] are also bispectral but, obeying eigenvalue equations of
second order in Dunkl operators, they fall beyond the scope of Leonard duality.
We continue here the exploration of −1 orthogonal polynomials in that vein and look for another class
of −1 OPs verifying a higher differential-difference equation.
In the wake of Krall’s classification of OPs satisfying a fourth order differential equations [19], it is
appreciated that the addition of discrete masses to the measure leads to OPs verifying higher order equations
[20, 21, 22].
In this connection, we present here a generalization of the little −1 Jacobi polynomials with the follow-
ing features: these orthogonal polynomials obey a differential-difference equation of third order in Dunkl
operators and a mass is located at the middle of the orthogonality interval.
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The outline of the paper is the following. In section 2, we offer a brief review of useful results on little
q-Jacobi polynomials. In section 3, we introduce the generalized little q-Jacobi polynomials [23] that are
eigensolutions of higher order q-difference equations. In section 4, focusing for definiteness on one of the
simpler cases, we obtain and characterize a set of generalized little −1 Jacobi polynomials by taking an
appropriate q → −1 limit of certain polynomials of the preceding section. The paper ends with concluding
remarks.
2 Little q-Jacobi polynomials
The monic little q-Jacobi polynomials are defined as
Pn(x; a, b) = (−1)
n q
n(n−1)/2(aq; q)n
(abqn+1; q)n
2φ1
(
q−n, abqn+1
aq
|qx
)
(2.1)
where (a; q)n = (1−a)(1−aq) · · · (1−aq
n−1) is the q-shifted factorial and 2φ1 denotes the q-hypergeometric
function.
The orthogonality relation is
∞∑
k=0
wkPn(q
k; a, b)Pm(q
k; a, b) = hnδnm, (2.2)
where hn are appropriate normalization constants, and the normalized weight function is
wk =
(aq; q)∞
(abq2; q)∞
(bq; q)k(aq)
k
(q; q)k
. (2.3)
It is assumed that |q| < 1, |aq| < 1, |bq| < 1. The expansion coefficients of the little q-Jacobi polynomials in
Pn(x; a, b) =
n∑
s=0
B
(s)
n xn−s are
B(s)n = b
−s (q
−n, a−1q−n; q)s
(q, a−1b−1q−2n; q)s
, (2.4)
where (a1, a2, . . . , ak; q)n = (a1, q)n(a2, q)n . . . (ak, q)n.
It is known that the little q-Jacobi polynomials satisfy a second-order difference equation [24].
Introduce the functions of the second kind,
Qn(z) =
∫ b
a
Pn(x)w(x)
z − x
dx, (2.5)
where w(x) is assumed to be the normalized weight function, i.e.
∫ b
a
w(x)dx = 1.
The values of the functions Qn(z), at z = 0 (an accumulation point of the orthogonality measure), are :
Qn(0; a, b) = −
∞∑
k=0
Pn(q
k; a, b)wk
qk
. (2.6)
Using the q− binomial theorem and the q−Saalschu¨tz formula (see, e.g.,[25]) we have
Qn(0; a, b) = (−1)
n+1anqn(n−1)/2
1− abq
1− a
(q; q)n(bq; q)n
(abq; q)n(abqn+1; q)n
. (2.7)
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3 Transformed q−Jacobi polynomials
Let Pn(x) be orthogonal polynomials with measure localized on the interval [a, b]. Let w(x) be the corre-
sponding normalized unit weight function and Qn(z) be defined by (2.5). Let finally c be a point beyond
the orthogonality interval [a, b] such that Qn(c) exists.
Consider the Geronimus transformation [26, 27] of the polynomials Pn(x) at the point x = c
P˜n(x) = G(c)Pn(x) = Pn(x)−
Φn
Φn−1
Pn−1(x), n = 1, 2, · · · , P˜0(x) = 1, (3.1)
where
Φn = Qn(c) +MPn(c), (3.2)
with M some arbitrary real parameter.
We note that if a = qj , j = 1, 2, 3, · · · , then
Φn = Qn(0; q
j , b) +MPn(0; q
j , b)
= (−1)nqn(n−1)/2
(qj+1; q)n
(bqn+j+1; q)n
(
M − qnj
(1− bqj+1)(bq; q)j(q; q)j
(1 − qj)(qn+1; q)j(bqn+1; q)j
)
. (3.3)
The weight function w˜(x) of the polynomials G(c){Pn(x)} is
w˜(x) = κ
(
w(x)
x− c
−Mδ(x− c)
)
, (3.4)
where κ is an appropriate normalization constant. The Geronimus transformation thus inserts a concentrated
mass at the point x = c. The value of this mass depends on the parameter M . Now take for Pn(x) the little
q-Jacobi polynomials with a = qj , j = 1, 2, 3, · · · , and perform the Geronimus transformation (3.1) with Φn
given by (3.3). (In this case c = 0.)
The weight function w˜(x) for the polynomials G(0){Pn(x)} is
w˜(x) = κ
(
∞∑
k=0
w˜kδ(x − q
k)−Mδ(x)
)
, (3.5)
where
w˜k =
(qj+1; q)∞
(bqj+2; q)∞
(bqk; q)kq
jk
(q; q)k
. (3.6)
The coefficients B
(s)
n in the expansion
P˜n(x) = G(0){Pn(x; q
j , b)} =
n∑
s=0
B(s)n x
n−s (3.7)
have been given in [23]. In the same paper, it was shown that there exists an operator of the form
Lq =
2N∑
k=0
ak(q
−Nx)T−NDkq , (3.8)
with
ak(x) =
k∑
s=0
αksx
s, k = 0, 1, · · · , 2N, (3.9)
T the q−shift operator and Dq the q−derivative operator, such that the orthogonal polynomials Pn(x) satisfy
an eigenvalue equation of the kind
LqPn(x) = λnPn(x). (3.10)
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Consider the action of the operator Lq upon the monomials x
n. From (3.8) and (3.9) we get
Lqx
n =
∑
s=0
A(s)n x
n−s, (3.11)
where
A(s)n = q
N(s−n)[n][n− 1] · · · [n− s+ 1]πs(q
n), (3.12)
and
πs(q
n) = αs0 +
2N−s∑
i=1
αs+i,i[n− s][n− s− 1] · · · [n− s− i+ 1] (3.13)
are polynomials in z = qn of degree not exceeding 2N − s. It is clear that
A(s)n = 0, s > 2N (3.14)
(see [23]). The coefficients A
(s)
n completely characterize the operator Lq and A
(s)
n are called the representation
coefficients of the operator Lq.
The coefficients A
(s)
n for the q-difference operator Lq that has the polynomials P˜n(x) (3.7) as eigenfunc-
tions have been constructed in [23], they are the following
A(0)n = λn =
M(q − 1)q−n(j+1)−1(qn; q)j+1(bq
n; q)j+1
1− q−j−1
−(q−n − 1)(1 − bqn+j)(bq; q)j+1(q; q)j−1, (3.15)
A(1)n = (1− q
−n)
(
Mqj(1−n)(qn+1; q)j(bq
n; q)j(1− q
n−1)− (q; q)j−1(bq; q)j+1(1− q
n+j−1)
)
,(3.16)
A(s)n =M(q − 1)q
(s−n)(j+1)−1 (q
−j ; q)s−1(q
n−s; q)s+j+1(bq
n; q)j−s+1
(q; q)s
if s ≥ 2. (3.17)
Note that from the above formula it follows A
(s)
n = 0 if s > j + 1
4 Limit of the Krall-Jacobi polynomials as q → −1
In this section we construct the q → −1 limit of the coefficients A
(s)
n . We take j = 2 and put
q = −eǫ, b = −eβǫ, (4.1)
Note that |qb| < 1 implies that β + 1 > 0.
Substituting into the A
(s)
n as given in (3.15)-(3.17) and taking the limit ǫ→ 0, we have
A
(0)
n
ǫ3
→ E(0)n =
{
−8Mn(n+ 2)(n+ 1 + β) + 8n(β + 1)(β + 3) n even
8M(n+ 1)(n+ β)(n+ 2 + β)− 8(n+ 2 + β)(β + 1)(β + 3) n odd
(4.2)
A
(1)
n
ǫ3
→ E(1)n =
{
8Mn(n+ 2)(n+ 1 + β) − 8n(β + 1)(β + 3), n even
8(β + 1)(β + 3)(n+ 1)− 8M(n2 − 1)(n+ β), n odd
(4.3)
A
(2)
n
ǫ3
→ E(2)n =
{
8Mn(n+ 2)(n− 2), n even
−8M(n+ 1)(n− 1)(n+ β), n odd
(4.4)
A
(3)
n
ǫ3
→ E(3)n =
{
−8Mn(n+ 2)(n− 2), n even
8M(n+ 1)(n− 1)(n− 3), n odd .
(4.5)
and E
(s)
n = 0 for s = 4, 5, 6, . . . .
Consider the form of the q-difference equation (3.10) in this limit. We divide both sides of (3.10) by ǫ3
and introduce the operator Lǫ which acts on the polynomials P˜n(x) as
LǫP˜n(x) = ǫ
−3λnP˜n(x) (4.6)
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For monomials xn, from (3.11) and (4.2)-(4.5) we have in the limit ǫ→ 0,
L0x
n = lim
ǫ→0
Lǫ
ǫ3
xn =E(0)n x
n + E(1)n x
n−1 + E(2)n x
n−2 + E(3)n x
n−3 (4.7)
This allows one to present the operator L0 = lim
ǫ→0
Lǫ
ǫ3 in the form
L0 =(−8M + 8Mx+ 8Mx
2 − 8Mx3)∂3xR
+
[
−12M/x+ 24M + 4βM + (36M + 8βM)x− (12βM + 48M)x2
]
∂2xR
+ (12Mx+ 4βMx2 − 12M/x− 4βM)∂2x +
[
(24M + 16βM − 8β2 − 32β − 24)
+24M/x2 + (4β − 12)M/x+ (8β2 − 36βM − 48M − 4β2M + 32β + 24)x
]
∂xR
+
[
(4β2M + 12βM)x− (12 + 4β)M/x+ 24M + 8βM
]
∂x
+
[
12M/x3 + 4βM/x2 + (12 + 4β2 + 4βM + 16β)/x
+(8βM + 4β2M − 44β − 24− 4β3 − 24β2)
]
(1−R), (4.8)
where R is the reflection operator Rf(x) = f(−x). We thus have that the polynomials P˜
(−1)
n (x) are classical
and satisfy the eigenvalue equation
L0P˜
(−1)
n (x) = λ˜nP˜
(−1)
n (x), (4.9)
where
λ˜n = E
(0)
n . (4.10)
The lower degree eigensolutions of (4.9) can be obtained directly as a check and as examples. We take
λ˜1 = (β + 1)(β + 3)(16M − 8(β + 3)), (4.11)
and find the first order polynomial solution
P˜
(−1)
1 (x) = x− 1 +
2β − 1− α
2β − 3− α
. (4.12)
The second-order polynomial solution is
λ˜2 = (β + 3)(16β + 16− 64M), (4.13)
P˜
(−1)
2 (x) = x
2 −
2(4M − β − 1)
(5 + β)(2M − β − 1)
x+
2(β + 1)
(5 + β)(2M − β − 1)
. (4.14)
and the third-order polynomial solution
λ˜3 = (3 + β)(5 + β)(32M − 8− 8β), (4.15)
P˜
(−1)
3 (x) = x
3 −
4(−2M + 1 + β)
(7 + β)(−4M + β + 1)
x2 −
4
7 + β
x+
8(1 + β)
(7 + β)(5 + β)(−4M + β + 1)
. (4.16)
Other polynomial eigensolutions can be obtained in the q = −1 limit of (3.1). The weight function (3.5) has
the following moments
c˜n = k
(
(q2; q)n
(bq3; q)n
−
1− q2
1− bq3
Mδn,0
)
(4.17)
with k a different normalization than κ in (3.5)
Using the parametrization (4.1) and taking the limit ǫ→ 0, we can directly obtain from the above relation
the moments corresponding to the polynomials P˜
(−1)
n .
µ2n = µ2n−1 = k
[
(1)n
(β/2 + 3/2)n
−
2
3 + β
Mδn,0
]
= k
[
n!
(β/2 + 3/2)n
+M0δn,0
]
, n = 1, 2, · · · , (4.18)
5
where (x)n = x(x + 1)(x + 2) · · · (x + n− 1) is the ordinary Pochhammer symbol and M0 = −2M/(3 + β).
The parameter M0 is the value of the concentrated mass inserted at the point x = 0. It is seen that M0 > 0
if M < 0 (recall that condition β > −1 is assumed).
Indeed, when M0 = 0 we have for the moments
µ0 = 1, µ2n = µ2n−1 =
(1)n
(β/2 + 3/2)n
, n = 1, 2, . . . (4.19)
They correspond to a special case of the little -1 Jacobi polynomials [12] P
(α,β)
n (x) when α = 1. Hence
the moments (4.18) are associated with the perturbation of the measure for the little -1 Jacobi polynomials
P
(1,β)
n (x) by the inserting of the concentrated mass M0 at the point x = 0.
It is then easily verified that
w(x) = k˜
(
|x|(1− x2)(β−1)/2(1 + x) −
4
(1 + β)(3 + β)
Mδ(x)
)
, (4.20)
where
k˜ =
Γ(β/2 + 3/2)
Γ(β/2 + 1/2)
k =
β + 1
2
k (4.21)
is the orthogonality measure for these polynomials. Indeed we see that∫ 1
−1
w(x)xndx = µn, n = 0, 1, 2, · · · , (4.22)
with µn given by (4.18).
Note that the orthogonality measure is positive definite if M < 0 (i.e. the value M0 of the concentrated
mass is positive).
In the following we determine the three term recurrence relation that the polynomials P˜
(−1)
n (x) verify. It
is already known that the little q-Jacobi polynomials satisfy the relation
Pn+1 + bnPn + unPn−1 = xPn, (4.23)
and that the recurrence coefficients are defined by
un = An−1Cn, bn = An + Cn,
where An, Cn are given as
An = q
n (1 − aq
n+1)(1− abqn+1)
(1 − abq2n+1)(1− abq2n+2)
, Cn = aq
n (1 − q
n)(1− bqn)
(1 − abq2n+1)(1− abq2n)
. (4.24)
Under the Geronimus transformation
P˜n(x) = Pn(x)−BnPn−1(x), (4.25)
with Bn =
Φn
Φn−1
and Φn defined by (3.3), one obtains the three term recurrence relation
P˜n+1 + b˜nP˜n + u˜nP˜n−1 = xP˜n, (4.26)
with coefficients
u˜1 =
φ1
φ20
u˜n =
un−1Bn
Bn−1
, n = 2, 3, · · · (4.27)
b˜0 = b0 +
φ1
φ0
b˜n = bn +Bn+1 −Bn, n = 1, 2, · · · (4.28)
When we set a = q2, q = −eǫ, b = −eβǫ and take the limit ǫ→ 0, Eq. (4.26) reduces to
P˜
(−1)
n+1 + b˜
(−1)
n P˜
(−1)
n + u˜
(−1)
n P˜
(−1)
n−1 = xP˜
(−1)
n . (4.29)
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Here the coefficients are
b˜(−1)n = lim
ǫ→0
(bn +Bn+1 −Bn) = b
(−1)
n + lim
ǫ→0
(Bn+1 −Bn) (4.30)
u˜(−1)n = lim
ǫ→0
un−1Bn
Bn−1
= u
(−1)
n−1 limǫ→0
Bn
Bn−1
, (4.31)
where
u(−1)n = −
n(n+ 2)
(2n+ 1 + β)(2n+ 3 + β)
, b(−1)n = 1 (4.32)
when n is even, and
u(−1)n = −
(n+ β)(n+ 2 + β)
(2n+ 1 + β)(2n+ 3 + β)
, b(−1)n = −1 (4.33)
when n is odd. Note that
lim
ǫ→0
Bn = lim
q→−1
Φn
Φn−1
=


n+2
2n+1+β
M−[(3+β)(1+β)]/[(n+2)(n+1+β)]
M−[(3+β)(1+β)]/[n(n+1+β)] n even
− n+2+β2n+1+β
M−[(3+β)(1+β)]/[(n+1)(n+2+β)]
M−[(3+β)(1+β)]/[(n+1)(n+β)] n odd .
(4.34)
As a final observation, let us identify the matrix orthogonal polynomials that the even (or odd) part of
the P˜
(−1)
n (x) define. Split the polynomials P˜
(−1)
n (x) into its even (En) and odd (On) parts:
P˜ (−1)n (x) = En(x) +On(x). (4.35)
From the recurrence relation (4.29), we have
x2En = En+2 + (b˜
(−1)
n+1 + b˜
(−1)
n )En+1 + (u˜
(−1)
n+1 + u˜
(−1)
n + (b˜
(−1)
n )
2)En
+ (b˜(−1)n + b˜
(−1)
n−1 )u˜
(−1)
n En−1 + u˜
(−1)
n−1 u˜
(−1)
n En−2. (4.36)
With the redefinition En = σnFn, σn =
√
u˜
(−1)
1 u˜
(−1)
2 · · · u˜
(−1)
n , it is easy to see that the polynomial Fn
satisfies the five-term recurrence relation,
x2Fn(x) = cn,0Fn + cn,1Fn−1 + cn+1,1Fn+1 + cn,2Fn−2 + cn+2,2Fn+2 (4.37)
where the coefficients are
cn,0 = (u˜
(−1)
n+1 + u˜
(−1)
n + (b˜
(−1)
n )
2), cn,1 = (b˜
(−1)
n−1 + b˜
(−1)
n )
√
u˜
(−1)
n , cn,2 =
√
u˜
(−1)
n u˜
(−1)
n−1 . (4.38)
From the theorem in [28], the matrix polynomials {Pn(x)} defined by
Pn(x) =
(
R2,0(F2n)(x) R2,1(F2n)(x)
R2,0(F2n+1)(x) R2,1(F2n+1)(x)
)
(4.39)
satisfy the matrix three term recurrence relation
xPn(x) = Dn+1Pn+1(x) + EnPn(x) + D
∗
nPn−1(x) (4.40)
where
Dn =
(
c2n,2 0
c2n,1 c2n+1,2
)
, En =
(
c2n,0 c2n+1,1
c2n+1,1 c2n+1,0
)
. (4.41)
The polynomials RN,m(p)(x) are defined by
RN,m(p)(x) =
K∑
n=0
p(nN+m)(0)
(nN +m)!
xn, (4.42)
where K is the integer part of (deg(p(x)) −m)/N
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5 Conclusion
To sum up, we have added to the exploration of −1 polynomials by introducing some −1 Krall-Jacobi
polynomials. We focused on the simplest positive definite case. They have been obtained from generalized
q−Jacobi polynomials through a limiting procedure and have remarkable features. Noteworthy is the fact
that they obey a third-order differential-difference eigenvalue equation involving the reflection operator. The
3-term recurrence relation has also been determined. Finally let us stress that this presents an interesting
example of OPs whose measure involves a discrete mass at the center of the orthogonality interval (rather
than at its boundary which is more common). Note also that the -1 Krall polynomials introduced in this
paper have also appeared in a recent study of generalized Hahn-Geronimus classical orthogonal polynomials
[29]
Acknowledgements
A.Zh. wishes to thank the Centre de Recherches Mathe´matiques (CRM) at the Universite´ de Montre´al for its
hospitality. The work of L.V. is supported by a grant from the National Science and Engineering Research
Council (NSERC) of Canada. G.F.Yu acknowledges a postdoctoral fellowship from the Mathematical Physics
Laboratory of the CRM. He is also supported by the NNSF of China (Grant no.11371251) and Chenguang
Program (09CG08) sponsored by Shanghai Municipal Education Commission and Shanghai Educational
Development Foundation.
References
[1] C.F.Dunkl, Integral kernels with reflection group invariance, Can. J. Math. 43 (1991), 1213-1227
[2] L. Vinet, A. Zhedanov, Para-Krawtchouk polynomials on a bi-lattice and a quantum spin chain with
perfect state transfer, J. Phys. A : Math. Theor 45 (2012) 265304; arxiv: 1110.6475.
[3] L. Vinet, A. Zhedanov, Dual -1 Hahn polynomials and perfect state transfer, J. Phys.: Conf. Ser. 343
(2012) 012125.
[4] S.Post, L.Vinet, A.Zhedanov, Supersymmetric Quantum Mechanics with Reflections, J.Phys.A. Math.
Theor. 44 (2011) 435301
[5] S.Post, L.Vinet, A.Zhedanov, An infinite family of superintegrable Hamiltonians with reflection in the
plane , J.Phys.A.: Math. Theor. 44 (2011) 505201
[6] S. Tsujimoto, L. Vinet, A. Zhedanov, From slq(2) to a Parabosonic Hopf Algebra, SIGMA 7 (2011),
093
[7] V. X. Genest, L. Vinet, A. Zhedanov, The Bannai-Ito polynomials as Racah coefficients of the sl−1(2)
algebra, Proc. Amer. Math. Soc. 142 (2014), 1545–1560. ArXiv: 1205.4215
[8] S. Tsujimoto, L. Vinet, A. Zhedanov, Jordan algebras and orthogonal polynomials polynomials. J. Math.
Phys. 52 (2011) 103512.
[9] T.S.Chihara, An Introduction to Orthogonal Polynomials. Dover, 2011.
[10] S. Tsujimoto, L. Vinet, A. Zhedanov, Dunkl shift operators and Bannai-Ito polynomials, Advances in
Mathematics. 229 (2012) 2123
[11] L. Vinet, A. Zhedanov, A limit q = −1 for the big q-Jacobi polynomials, Trans. Amer. Math. Soc. 364
(2012), 5491–5507; arxiv: 1011.1429
[12] L.Vinet and A.Zhedanov, A ”missing” family of classical orthogonal polynomials,J. Phys. A 44 (2011),
085201
[13] L.Vinet, A. Zhedanov, A Bochner Theorem for Dunkl Polynomials, SIGMA 7 (2011), 020
[14] E.Bannai and T. Ito, Algebraic Combinatorics I: Association Schemes. 1984. Benjamin & Cummings,
Mento Park, CA
8
[15] S. Tsujimoto, L. Vinet, A. Zhedanov, Dual -1 Hahn polynomials: ”classical” polynomials beyond the
Leonard duality, Proc. Amer. Math. Soc. 141 (2013), 959–970; arxiv: 1108.0132
[16] S. Belmehdi, Generalized Gegenbauer orthogonal polynomials, J. Comput. Appl. Math. 133 (2001),
195-205
[17] M. Rosenblum, Generalized Hermite polynomials and the Bose-like oscillator calculus. Nonselfadjoint
operators and related topics (Beer Sheva, 1992),Oper. Theory. Adv. Appl., 73, Birkha¨user, Basel, 1994;
369-396, arxiv: 9307224
[18] Y. Ben Cheikh, M. Gaied, Characterization of the Dunkl-classical symmetric orthogonal polynomials.
Appl. Math. Comput. 187 (2007), 105-114.
[19] H.L. Krall, Certain differential equations for Tchebycheff polynomials, Duke. Math. J. 4 (1938) 705-719
[20] T. H. Koornwinder, Orthogonal polynomials with weight function (1−x)α(1+x)β+Mδ(x+1)+Nδ(x−1).
Can. Math. Bull. 27 (1984) 205-214
[21] R. Koekoek, Differential equations for symmetric generalized ultraspherical polynomials. Trans. Amer.
Math. Soc. 345 (1994),47-72.
[22] K. H. Kwon, L. L. Littlejohn, B. H. Yoo, Characterizations of orthogonal polynomials satisfying differ-
ential equations. SIAM J. Math. Anal. 25 (1994), 976-990,
[23] L. Vinet and A. Zhedanov, Generalized little q−Jacobi polynomials as eigensolutions of higher-order
q-difference operators, Proc. Amer. Math. Soc 129 (2001) 1317
[24] R. Koekoek and R.F. Swarttouw, The Askey-scheme of hypergeometric orthogonal polynomials and
its q-analogue, Faculty of Technical Mathematics and Informatics, Report 98-17, Delft University of
Technology 1998.
[25] G.Gasper and M. Rahman, Basic hypergeometric series, Cambridge University Press, Cambridge, 1990.
MR 91d:33034
[26] Ya.L. Geronimus, On the polynomials orthogonal with respect to a given number sequences, Zap. Mat.
Otdel. Kar’kov. Univers. i NII Mat. iMehan. 17(1940),3-18(in Russian).
[27] Ya.L. Geronimus, On the polynomials orthogonal with respect to a given number sequences and a
theorem by W.Hahn, Izv. Akad. Nauk SSSR 4(1940), 215-228 (in Russian).
[28] A.J. Duran, Orthogonal matrix polynomials and higher-order recurrence relations, Linear Algebra Appl.
219 (1995) 261-280
[29] L.Vinet and A.Zhedanov, Hahn-Geronimus classical orthogonal polynomials, in preparation.
9
