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ABSTRACT 
Our work concerns the modeling of electromagnetic diffraction phenornena 30 in 
micro-wave domain (a band of frequency situated between 300 MHz and 300 GHZ). 
Problems of wave propagation which is an open area (it is nccessary to consider the 
propagation until the infinity) will not be able to be entirely stitch by finitc elements. One 
seeks even to curtail it the most possible because of the number of generated unknowns. lt is 
judicious to find methods that allow to calculate with more economy than the finite element 
method. 
The problem that we consider consists in fact, how an electromagnetic plane wave will 
he disturbed by an object of any fonn, it can be conductor, dielectric and/or permeable. 
Among direct <1pplications, one can quote, among others, the calculation of the radar cross-
section (RCS). The modeling will be rcalized hy the Boundary Element Method (B.E.M). This 
work places in the continuation of realized works currently on numerical mcthods, whose 
method of Boundary element is the most recent expression. The developed numerical 
formulation is incorporated in the software of PHJ3D©, realized for the more general 
simulation of electromagnetic deviees in three dimensions. 
This method has becn chosen among severa! numerical methods usccl for the modeling 
30 of phenomena of diffraction. It concerns an entirc formulation basecl on the utilization of 
the Green theorem. Different formulations have been established, for perfect concluctor and 
dielectric abjects in harmonie regime, and only for perfect conductor object in temporal 
regime. The numcrical implementation of these discretized equations, by using of surface 
finite element, conduits to a linear system of small sizc thanks to a gain of one dimension in 
the modeling. 
Dillicultics met in the implementation of this methocl are singularity and cliscontinuity. 
For the resolution of the problem of singularity, different numerical procedures have bcen 
tested and validatcd, so asto make emerge the besl of them. The problem of the discontinuity 
has becn processed by using a special elements cal led semi -discontinuons clements. 
Obtaineclnumerical results have been confrontecl with an analytic results: it conccrns the 
diffraction by a spherical object perfect conductor. The module resulting from our works has 
been intcgrated to the PHJ3D software. 
Contrarily to the fini te element method, our method offers the possibility to process with 
a cheaper cost the 30 microwave modeling electromagnetic diffraction problems cssentially 
when the domain is open. lts large advantage is that it necessitates no approximation for 
taking into account the infinity. 
Keywords : Boundary Element Method, microwaves, three-dimensional elcctromagnetic 
scattering, numct·ical modeling, singular integral, discontinuous element, spherical functions, 
far lïcld. 
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RÉSUMÉ 
Ce travail concerne la modélisation des phénomènes de diffraction électromagnétique 
3D en hyperfréquences (bande des fréquences situées entre 300 MHz el 300 GHz). Nous 
cherchons à calculer les propagations d'ondes dans un domaine ouvert (jusqu'à l'infini) qui ne 
pourra être entièrement maillé en éléments finis. On cherche même à le tronquer le plus 
possible pour limiter le nombre d'inconnues générées: il est donc judicieux de trouver des 
méthodes qui pennetlent de calculer avec plus d'économie que la méthode des éléments finis. 
Le problème que nous considérons consiste en fait à savoir comment une onde 
électromagnétique plane sera perturbée par un objet de forme quelconque, qui peut être 
conducteur, diélectrique et/ou perméable. Parmi les applications directes, on peut citer le 
calcul de la " section-radar". La modélisation est réalisée par la méthode des équations 
intégrales de frontière (Boundary Element Metlwd). La formulation numérique développée est 
incorporée dans le logiciel de Conception Assistée par Ordinateur PHI3D©, dédié jusqu'ici à 
la simulation des dispositifs électromagnétiques 3D en statique ou quasi-statique. 
Après avoir discuté les raisons du choix de cette méthode basée sur l'utilisation du 
théorème de Green nous en établissons différentes formulations, pour les objets conducteurs 
parfaits et les objets diélectriques en régime harmonique, et pour les objets conducteurs 
parfaits en régime temporel. La mise en oeuvre numérique de ces équations, discrétisées en 
utilisant des éléments finis de surface, conduit à un système linéaire de petite taille grâce au 
gain d'une dimension dans la modélisation. 
Les difficultés rencontrées clans la mise en oeuvre de cette méthode sont les problèmes 
de singularité et de discontinuité. Pour la résolution du problème de singularité, différentes 
procédures numériques ont été testées et validées, afin de faire ressortir la meilleure d'entre 
elles. Le problème de la discontinuité a été traité en utilisant des éléments spéciaux appelés 
éléments semi-discontinus. 
Les résultats numériques obtenus ont été confrontés à des résultats analytiques : il s'agit 
de la dillraction par un objet sphérique conducteur parl~1it. Le grand avantage de cette 
méthode est qu'elle permette la prise en compte exacte de l'infini: les résultats obtenus peuvent 
aussi servir de référence pour des méthodes de frontières absorbantes. 
Mots clés : équations intégrales de frontières, hyperfréquences, micro-oncles, diffraction 
électromagnétique tridimensionnelle, modélisation numérique, intégrale singulière, éléments 
discontinus, fonctions sphériques, champ lointain. 
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r r 
INTRODUCTION GENERALE 
Dans de nombreux domaines, ct en particulier pour les systèmes électromagnétiques, les 
avancées technologiques dépendent des analyses et des synthèses des ingénieurs ct des 
physiciens. On peut citer les télécommunications, les surveillances radars, les études 
géophysiques, les diagnostics médicaux et thérapeutiques, les systèmes de défense stratégique, 
le contrôle et la compréhension des phénomènes de radiation, de diffraction et de pénétration 
des oncles électromagnétiques. L'introduction de l'outil informatique pour la résolution des 
équations de Maxwell liées à ces systèmes électromagnétiques a permis récemment des 
avancées imporla11tes. 
Les premiers développements de la modélisation électromagnétique sont dus à la 
curiosité intellectuelle concernant les implications de la théorie de Maxwell ( 1873), gui relia 
les champs électrique et magnétique. Cette curiosité s'est accrue après la vérification de cette 
théorie par llertz qui a prévu en 1880 la possibilité de propagation de l'énergie 
électromagnétique sans les habituels fils conducteurs. On concentra dans un premier temps les 
recherches sur la résolution analytique des équations de Maxwell liées aux différents 
problèmes de diffraction. La plus grande partie de la théorie du phénomène de diffraction fut 
développée durant les cinquante années avant la deuxième guerre mondiale. Ensuite, la théorie 
géométrique de la diffraction fut formulée et élaborée à partir de la théorie de la géométrie 
optique. Cependant, les chercheurs ont essayé d'avancer vers des techniques permettant 
l'analyse des problèmes d'interactions électromagnétiques complexes. D'où la naissance des 
modèles mathématiques basés sur des formulations en équations intégrales, ainsi que sur des 
transformations des opérateurs d'équations à des formes matricielles plus maniables, nommées 
Méthodes des Moments (MOM). 
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Actuellement, l'emploi des méthodes numériques dans la conception des machines ct 
appareillages électriques connaît un grand développement. En effet, durant plusieurs 
décennies, des méthodes de calcul de champ par différences finies, puis par éléments finis, 
furent proposées cl explorées par de nombreux chercheurs. Cependant, leur utilisation 
industrielle demeurait quelque peu marginale. L'extension récente des performances des 
ordinateurs de grande puissance et l'amélioration des possibilités des logiciels ont permis 
depuis peu l'implantation de ces méthodes en association avec des progiciels de 
communication entre le concepteur et la machine. En tenant compte de cette évolution, les 
recherches actuelles s'orientent vers la construction de véritables systèmes de Conception 
Assistée par Ordinateur, basés sur l'introduction des méthodes numériques pour le calcul de 
champ. 
Notre travail concerne la modélisation des phénomènes de diffraction 
électromagnétique 3D en hyperfi·équences. Ce dernier terme désigne une han de de .fi'équence 
située entre 300 MHz et 300 GHz. Le terme micro-ondes (qui est une traduction de l'anglais 
microwaves) est également employé. Il dénote la petitesse des longueurs d'ondes par rapport à 
celles dont on l'ait usage en radiodiffusion. Les problèmes de propagation d'oncle concernent 
par définition un domaine ouvert (il faut considérer la propagation jusqu'à l'infini) qui ne 
pourra être entièrement maillé en éléments finis. On cherche même à le tronquer le plus 
possible à cause du nombre d'inconnues générées, car des études précédentes ont montré que 
10 noeuds de maillage par longueur d'oncle (À) étaient nécessaires pour donner des résultats 
précis par exemple un petit problème de 3Àx3Àx3À (c.à.d. de (30 cm)' à f = 3 GHz) 
présentant 3 inconnues par noeud, nécessite clone 30x30x30, c'est à dire 81 000 inconnues 
complexes. Il est judicieux de trouver des méthodes qui permettent de calculer avec plus 
d'économie que la méthode des éléments finis. 
Le problème que nous considérons consiste en fait à sav01r comment une oncle 
électromagnétique plane sera perturbée par un objet de forme quelconque, qui peut être 
conducteur, diélectrique et/ou perméable. Parmi les applications directes, on peut citer, entre 
autres, le calcul de la section-radar. La modélisation sera réalisée par la méthode des équations 
intégrales de frontière (« B.E.M. >>: Boundary Element Method). Ce travail se place dans le 
prolongement des travaux réalisés actuellement sur les méthodes numériques, dont la méthode 
des équations intégrales de frontière est l'expression la plus récente. La formulation numérique 
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ainsi développée est incorporée dans le logiciel de Conception Assistée par Ordinateur 
PHI3D"', destiné à la simulation des dispositifs électromagnétiques en trois dimensions. 
Notre mémoire sera divisé en cinq chapitres : le premier chapitre est consacré à un 
développement très général sur l'historique et l'application des méthodes numériques déjà 
utilisées dans le domaine de la diffraction électromagnétique, en mettant en évidence leurs 
avantages et leurs inconvénients. Le second chapitre traite de la formulation mathématique 
des équations intégrales pour les problèmes de diffraction électromagnétique dans le cas des 
objets conducteurs parfaits et dans le cas des objets diélectriques. Dans le troisième chapitre, 
nous allons développer la résolution numérique des équations intégrales pour chacun de ces 
cas en régime harmonique et en régime temporel. Nous décrivons également le traitement des 
différentes difficultés qui se présentent, comme la singularité de l'intégrale el la discontinuité 
des valeurs physiques ct géométriques. Le quatrième chapitre va être consacré à la discussion 
et l'interprétation des résultats obtenus. Une conclusion générale et les perspectives ainsi 
ouvertes seront enfin exposées. 
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CHAPITRE 1 
LES MÉTHODES NUMÉRIQUES UTILISÉES DANS LA 
DIFFRACTION ÉLECTROMAGNÉTIQUE 
Dans ce chapitre, nous allons passer en revue les différentes méthodes numériques 
utilisées pour la modélisation des phénomènes électromagnétiques en 3D et en particulier 
celles qui peuvent être utilisées pour le traitement de la diffraction. Nous essayerons de mettre 
en évidence leurs avantages et inconvénients respectifs, ainsi que leur domaine d'application 
privilégié. 
1 - 1. HISTORIQUE ET GENERALITÉS. 
Les ordinateurs ont été utilisés pour déterminer les solutions des équations de Maxwell 
seulement quatre-vingts elix ans après la formulation de ces dernières. Ainsi, dès la deuxième 
guerre mondiale et jusqu'au début des années soixante, beaucoup de recherches ont été menées 
pour déterminer leurs solutions. Après les années soixante et jusqu'au début des années 
quatre-vingts, de nouveaux concepts technologiques ont permis une progression importante en 
capacité et en vitesse pour les machines de calcul. Celles-ci ont rendu possible la mise en 
oeuvre cle différentes techniques numériques pour déterminer les solutions exactes et/ou 
approchées des modèles mathématiques permettant la résolution de ces équations. 
Actuellement de nombreux chercheurs s'intéressent aux problèmes de compatibilité 
électromagnétique (CEM) qui deviennent des phénomènes liés à notre vie quotidienne. Leurs 
modèles mathématiques peuvent être mis sous la l'orme: 
1) - d'équations intégrales, dont le développement dépend elu choix de la fonction de 
Green qui dépend elle-même du type de problème étudié. La plus utilisée dans les problèmes 
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de CEM est la fonction scalaire de Green qui correspond à une propagation d'onde progressive 
dans un milieu infini. 
2)- d'équations différentielles qui sont clécluites directement des équations de Maxwell 
et dont le développement est plus simple à obtenir que pour le cas des équations intégrales. 
3) - d'équations de champs qui sont basées sur les équations de Maxwell, avec les 
vecteurs champ électrique E(r) et champ magnétique H(r). Ces derniers sont des fonctions 
complexes de l'espace qui dépendent elu vecteur position "r" et s'expriment sous la forme de 
séries de fonctions à plusieurs multipôles dont les coefficients sont déterminés à partir des 
conditions aux limites du problème. 
4) - d'équations de réseaux ou de télégraphiste dont l'étude repose sur le concept des 
lignes de transmission. L'espace à modéliser est divisé en plusieurs blocs. Le système 
équivalent est représenté par des constantes réparties suivant la forme géométrique ct les 
caractéristiques physiques de chaque bloc. 
5)- d'équations elites équations optiques obtenues suite à l'introduction de la géométrie 
optique pour l'étude des phénomènes de diffraction électromagnétique. L'étude détaillée de 
ces équations a fait comprendre aux chercheurs que la diffraction est seulement un phénomène 
local qui dépend de la forme de l'objet de diffraction et du type de l'oncle incidente. Depuis, 
ces équations sont très utilisées dans le traitement des problèmes de diffraction à très haute 
fi·équencc. Leur fondement utilise le principe cie Fermat qui stipule que l'amplitucle et la phase 
elu champ d'un rayon diffracté varie cie la même façon qu'en optique géométrique. Certains 
chercheurs comme Keller ont montré que les champs cli1Tractés dans la région cachée 
(obscure) décroissent selon une forme exponentielle à partir cie la frontière limite cie cette 
région cl sont des ondes progressives. 
Depuis la vérification de la théorie cie Maxwell par Hertz en 1880, beaucoup de 
chercheurs ont essayé de trouver la solution analytique des équations cie Maxwell liées aux 
différents problèmes cie diffraction. La première solution exacte a été donnée par Rayleigh en 
1881, lorsqu'une onde électromagnétique est diffractée par un conducteur cylindrique de 
longueur infinie. La solution, obtenue grâce à une technique de séparation des variables, est 
donnée sous fonnc d'une série infinie de fonctions d'onde cylindrique [1]. Une procédure 
analogue a été développée par Mie en 1908 pour trouver la solution analytique de la 
diffraction électromagnétique par une sphère parfaitement conductrice [2]. 
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La méthode cie séparation des variables ne peut être appliquée que à des objets dont la 
forme géométrique s'exprime dans un système de coordonnées orthonormales. Ceci explique 
la limite d'application de cette méthode, étant donné le nombre limité de ces formes 
géométriques. De plus, seuls les objets de petites tailles peuvent être traités, car le nombre de 
fonctions d'ondes élémentaires devant être additionnées afin d'aboutir à des résultats 
convergents dépend cie la longueur d'onde. 
C'est grâce aux travaux de Sommerfeld ( 1896) que les objets larges de formes simples 
ont pu être traités. Pour la diffraction d'une onde plane ou sphérique par un plan fin semi-fini, 
la solution est obtenue en fonction des intégrales de Fresnel [3][4]. Une évaluation 
asymptotique des intégrales de courants de surface a été développée par Debye en 1908[51. 
Entre 1930 et 1 ')40, Pauli, Fock et Pekeris ont développé une solution sous forme de séries 
asymptotiques pour la diffraction par des objets coniques comme des coins et des 
paraboloïdes de révolution[6][7]. Après 1940, Luneberg, Friedlander et Kline ont montré 
qu'en général, dans la théorie de la diffraction, le champ dépend de chaque point de l'objet 
diffracté. li peut être développé en une série asymptotique dont les coefficients sont 
inversement proportionnels à l'exponentielle du nombre d'onde k [7][8]. 
D'autres techniques ont été très utilisées. Parmi les plus importantes, nous pouvons citer: 
la méthode à plusieurs multipôles ("MMP" Multiple Multipole Method)[9], la méthode dite 
thëoric gémnélriquc de diffiactirm ("GTD" Geometrical Theory of Diffraction) et ses 
variantes[ JO], la méthode des moments ("MOM" the Mcthod of Moments) appliquée ù des 
modèles bidimensionnels[ 1 1], la méthode des différences finies et la méthode des éléments 
fi Il i s. 
A la fin des années 1980, la narssancc de nouvelles approches a rendu possible la 
résolution des problèmes cie diffraction électromagnétiques sur des formes complexes 
(problèmes réels). On utilise directement les équations différentielles de Maxwell, en leur 
appliquant la méthode des clifl'érenccs finies transitoire (notée FD-TD : Finite-Ilifference 
Time-Domain) ou la méthode des éléments finis en régime transitoire ( notée FE-TD: Finite-
Element Ti mc-Domain ) [ 12][ 13]. De plus, durant les années soi xante, d'autres chercheurs ont 
mis au point la méthode des équations intégrales de frontières (Bounclary Element Method 
"BEM" [ 14][ 1.~]116]) qui peut être appliquée en régime fréquentiel et/ou temporel. Elle est 
bien adaptée aux problèmes extérieurs comme nous le verrons par la suite, ses possibilités cie 
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mise en oeuvre dépendront surtout des performances des machines utilisées, c'est à dire de la 
vitesse et de l'espace mémoire dont on dispose. 
1- 2. LA MÉTHODE DES MULTIPLES MUL TIPOLES. 
La méthode MMP consiste à développer le champ électromagnétique (E,H) sous forme 
de série en lenne cie champ facilement calculables, appelés multipôles. C'est une méthode 
semi-analytique, dans laquelle le champ fest directement approché par un développement en 
série : 
N 
!. = f'" + E = 'Ç' A /. + E • • ~ N• Il 
11·"1 
Les .t;, sont des fonctions de base. Elles forment les équations du champ à l'intérieur 
d'un domaine isotrope, homogène et linéaire. Les coefficients A, sont les paramètres inconnus 
clans les séries pouvant être obtenues par la méthode de séparation des variables. La procédure 
est basée directement sur la technique GMT (Generalized Multipole Technique) [ 17]. Les 
coefficients peuvent également être déterminés par des techniques de collocation, qui assurent 
que les conclit ions sur les frontières des régions adjacentes sont vérifiées. Cependant, cette 
dernière approche par technique de collocation aboutit à la résolution d'un système d'équations 
avec une matrice rectangulaire dense. 
La plus grande difficulté clans la méthode MMP est le choix des séries représentant 
l'inconnue clans le domaine d'étude. 
1 - 3. LA MÉTHODE DES MOMENTS. 
Le « M.I.T. Radiation Laboratory » (Massachusetts Institut of Technology) fut le 
premier laboratoire à avoir développé, durant la seconde guerre mondiale, la résolution des 
problèmes électromagnétiques réels. La première solution numérique obtenue pour la 
modélisation cie structures électromagnétiques arbitraires en faibles et moyennes fréquences 
est probablement due aux travaux cie Schwinger et autres, qui a appliqué la méthode 
variationnelle :r un problème cie micro-ondes. Marcuvitz est le premier à avoir résumé clans un 
manuel les solutions de plusieurs types cie problèmes. En 1950, Rumsey a développé quelques 
page 8 
Chapitre t: LES MÉTHODES NUMÉRIQUES UTILISÉES 
DANS LA DIFFRACTION ÉLECTROMAGNÉTIQUE 
concepts avec des notations simplifiées clans son bulletin "Reaction Concept". D'autres 
chercheurs comme Harrington ont appliqué ces méthodes variationnelles ù de nombreux 
problèmes pratiques. 
Au début des années soixante la recherche est devenue une nécessité pour le 
développement industriel el le progrès du conhlrl clans la société. De même les systèmes 
électromagnétiques sont devenus cie plus en plus utilisés clans les moyens de défense. D'autre 
part. les premiers ordinateurs avec une vitesse de calcul et un espace mémoire satisfaisants ont 
vu le jour. Plusieurs chercheurs furent donc intéressés par la possibilité de la mise en oeuvre 
cie méthodes numériques afin de résoudre des problèmes électromagnétiques complexes (clans 
leur aspect réel). A titre d'exemple Mei et Van Bladel utilisaient la méthode des sous-
structures el des techniques de collocation pour la résolution numérique de la diffraction par 
des objets cylindriques. D'autres, comme Andreasen et Oshiro, ont aussi développé des 
méthodes similaires. 
Au milieu des années soixante, Harrington s'était fixé un agenda pour les vingt ans 
avenir, clans lequel il faisait ressortir la description systématique de l'espace fonctionnel des 
interactions électromagnétiques, que l'on appelle la méthode des moments [ 18]. Dans cc 
contexte, les équations intégrales ou intégro-différentielles qui découlent des équations de 
Maxwell pour des structures données ont été interprétées comme une fonctionnelle cie 
dimension infinie. La forme cie cette fonctionnelle est U = g, où L est l'opérateur linéaire 
associé aux équations, g est une fonction associée à l'excitation, et fest une fonction inconnue 
(en général une distribution cie courant) à déterminer. La méthode des moments donne la 
solution numérique en faisant la projection de l'espace de dimension infinie sur un sous-
espace de dimension finie, telle qu'elle était définie par Hilbert, et qui est très utilisée en 
mécanique quantique. Cette projection consiste à représenter la fonction inconnue f par un 
ensemble de fonctions de base f clans le domaine de définition de l'opérateur L. Les fonctions 
poids w1 sont aussi définies dans ce domaine. Nous prenons le produit scalaire (le plus 
souvent une intégration) de chaque fonction poids par l'opérateur développé. L'utilisation de la 
propriété de linéarité nous donne un ensemble fini d'équations dont les coefficients sont les 
fonctions de bases. L'ensemble de ces équations est résolu pour avoir la solution exacte ou 
approchée de 1· (la solution exacte ou approchée dépendra des fonctions de base et des 
l'onctions poids choisies). 
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Après Harrington, beaucoup de chercheurs ont amélioré l'application de la méthode des 
moments aux problèmes de diffraction ct de pénétration, il faibles et moyennes fréquences. La 
méthode a été appliquée avec succès aux problèmes de rayonnement el de diffraction des 
lignes, il des cylindres conducteurs et diélectriques en deux dimensions, cl à des objets 30 
conducteurs et diélectriques de formes quelconques. L'utilisation de la méthode des moments 
est très ,·épandue à cause de sa puissance et sa flexibilité. 
1 - 4. LA THÉORIE GÉOMETRIQUE DE LA DIFFRACTION. 
L'application de la méthode des moments pour l'analyse des problèmes de compatibilité 
électromagnétique a commencé au début des années 1970. Elle est utilisée clans la résolution 
de problèmes dont la taille géométrique est très petite devant la longueur d'oncle. Pour des 
objets de dimensions très importantes, il a été démontré que l'approche haute fréquence ou 
l'approche analytique pouvait fournir cie bons résultats concernant le champ lointain, 
spécialement pour les objets conducteurs. Ceci est basé sur la théorie géométrique de la 
diffraction (GTD: "Geometrie theot·y of Diffraction") et ses variantes : on peut notamment 
citer l'optique géométrique (G.O.: "Geometrie Optics"), l'optique physique (P.O.: "Physical 
Optics") ct la théorie physique de la diffraction (P.T.D.: "Physical Theory of Diffraction"). Les 
petites structures à propriétés physiques complexes ne peuvent pas être étudiées aussi 
facilement à l'aide des techniques de diffraction à haute fréquence. Des approches hybrides, 
constituées par la méthode des moments et la méthode GTD, ont alors été utilisées pour 
étudier des structures aussi bien larges que petites ct composées de diélectriques et/ou de 
conducteurs. 
La GTD r·ut formulé en 1950 par Keller. Elle consiste à généraliser la mise en forme des 
séries asymptotiques de Lune berg [ 191, en incluant clans ces séries les champs associés aux 
rayons diffractés par les sommets et les creux, les courbures cie surfaces régulières ainsi que 
les discontinuités, ct d'autres caractéristiques. Keller a élargi l'application elu principe de 
Fermat, en développant une loi gouvernant ces rayonnements. Ainsi, en considérant des 
problèmes canoniques (les problèmes qui ont une même géométrie locale au niveau du point 
de diffraction d'une arrête, d'une surface ou d'un sommet cie diffraction), il est possible cie 
déterminer les cocf'ficients de diffraction pour diverses sortes de problèmes. 
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Dans la théorie de l'optique géométrique, les champs sont mis sous la forme de termes 
géométriques vectoriels. Ces derniers sont obtenus à partir d'un développement asymptotique 
provenant des équations de Maxwell dans un milieu homogène: 
\l'E+k'E =0 
\1. E = 0 
\1 x L' = jmpH 
avec: k=m.JïlE constante de propagation, qui croît avec la fréquence. 
Pour des valeurs importantes de k, le champ électrique peul être mis sous la forme d'un 
développement asymptotique de polynôme en 1/k'" en utilisant le développement de 
Luneburg-Kline [20]: 
E(r)=c 1'·'1' 1'L,(-jkr"' E,,(r) 
111~0 
où S(r) est la fonction de phase et \!S(r) indique la direction de propagation du 
rayonnement (clans la Géométrie Optique, m=O). 
La méthode GTD fut progressivement améliorée. Puisque cette dernière donne une 
infinité de valeurs non physiques pour le champ au niveau des points focaux, des surfaces 
cachées el des surl'aces caustiques (surfaces tangentes aux faisceaux lumineux). des fonctions 
spéciales ou des intégrales de surfaces. appelées intégrales de Fresnel, ont alors élt~ utilisées 
pour représenter le champ d'une manière uniforme clans ces cas de figures. Comme la GTD 
nécessite des coefficients de diffraction à chaque type d'arêtes et de sommets dans les 
structures et les surfaces constituant le diffuseur, des techniques numériques et asymptotiques 
ont été employées pour les obtenir. On peut citer en exemple les surfaces et les arêtes 
diélectriques. 
Il est difficile d'appliquer la GTD à des objets présentant des cavités, aux guides d'ondes 
ct aux régions rentrantes où les rayons rebondissent d'une façon répétitive. Il en résulte une 
trajectoire chaotique. Il est préférable alors de représenter le champ en fonction des modes au 
lieu de la trajectoire. Finalement, puisque la GTD peut employer des nombres et types de 
rayons différents dans les différentes régions elu diffuseur, avec des expressions différentes 
des champs associés, des représentations uniformes sont obtenues sans avoir recours à des 
moyens de modélisation importants. 
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1-5. LES FORMULATIONS ITÉRATIVES ET HYBRIDES. 
La méthode GTD de Keller et la méthode des moments de Harrington sont deux 
approches qui ont beaucoup servi clans la résolution des problèmes d'électromagnétisme avant 
les années quatre-vingts. Au cours de ces dernières années, grâce aux nouveaux outils de 
conception. il est devenu possible de traiter des structures très complexes qui ne peuvent pas 
l'être avec l'une ou l'autre des deux méthodes indépendamment. Parmi ces structures nous 
pouvons citer celles dont: 
. la dimension est très grande elevant la longueur d'onde; 
. la composition physique est non homogène; 
. les smfaces métalliques sont recouvertes par un diélectrique ou un milieu 
perméable (composé par exemple de matériaux en céramiques et composites en fibres 
de carbone). 
Afin de traiter ces cas de figures, des formulation itératives et hybrides ont été mtses en 
oeuvre. 
En principe, la méthode des moments permet de prendre en compte les propriétés 
physiques du milieu intemc ct les objets non métalliques. Néanmoins, dans la résolution par la 
méthode des moments, on obtient un système linéaire dense d'équations (une matrice pleine 
de N2 coefficients, où N est le nombre d'inconnues) nécessitant un temps d'exécution 
important pour sa résolution (proportionnel à N2 ou N'). A titre d'exemple, pour traiter un 
problème électromagnétique simple de dimensions 0.1 à 0.2 longueur d'onde, une capacité de 
mémoire de plusieurs gigaoclets et une vitesse d'exécution qui sc mesure en gigal1ops (des 
billions d'opérations de points flottants par seconde) sont nécessaires. 
Au début des années soixante elix, Thiele, Newhouse el Burnside, Yu. Marhfeka ont 
utilisé la MOM pour obtenir numériquement les coefficients de diffraction de la GTD dans les 
cas des structures qui présentent des arêtes et des coins. Ensuite, ils ont appliqué la méthode 
GTD pour modéliser physiquement la diffraction par les arêtes et les coins [21 ]. Cette 
approche réduit le besoin intensif en ressources de calcul de la méthode des moments, car 
l'application de celle-ci peut être localisée uniquement au voisinage des singularités 
géométriques, le reste étant prise en compte par la GTD. Cette approche ne peut pas être 
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appliquée à des régions à réflexions multiples, ou si la zone nécessitant l'application cie la 
MOM constitue la totalité de la région à réflexions multiples. De plus, des difficultés 
supplémentaires apparaissent quand la surface cie la structure est recouverte par un 
diélectrique ou lorsqu'elle n'est pas parfaitement conductrice; ceci élargit davantage la zone où 
la méthode des moments doit être appliquée. 
Reconnaissant la limite d'application des techniques hybrides, un groupe de chercheurs a 
essayé cie développer des approches plus efficaces avec la méthode des moments seule. Au 
début et au milieu des années quatre-vingt, un travail préliminaire concentré sur des 
techniques à formulations itératives a été effectué par Sarkar, Siarkiewicz et Stratton [22J. Les 
techniques elu gradient conjugué el cie la transformée cie Fourier rapide ont été utilisées pour 
éliminer le stockage et l'inversion cie la matrice pleine obtenue. Ceci réduit le temps 
d'exécution, qui passe de l'ordre N2 à NlogN, et même clans certains cas à l'ordre N (N est le 
nombre d'inconnues). Cependant, la résolution itérative pour la méthode des moments 
converge très lentement vers la bonne solution et peut même s'arrêter certaines fois en plein 
processus itératif. Tout cela clépencl cie la nature elu problème ct du conditionnement cie la 
matrice associée. En conséquence, des outils de préconclitionnement elu système obtenu par la 
MOM ont été développés, afin d'assurer l'uniformité, la rapidité el la convergence cie la 
majorité des algorithmes cie résolution. Ils prennent en considération une formulation itérative 
alternative basée sur une décomposition spatiale cie l'objet réfléchissant. 
1- 6. LA FORMULATION EN DIFFERENCES FINIES. 
Au milieu des années soixante, Yee a introduit un outil etlicace pour la l'ésolution 
numérique des équations cie Maxwell en régime temporel, en utilisant la méthode des 
clillérenccs finies [23]. Dans cette approche, le champ électromagnétique continu dans le 
volume de l'espace fini est discrétisé en points géométriques clans l'espace du maillage et en 
points temporels à des intervalles cie temps égaux. La propagation d'ondes, la diffraction, les 
phénomènes de pénétration sont modélisés "pas à pas" dans le temps. La discrétisation clans le 
temps cl dans l'espace est choisie à partir de critères gui permettent d'éviter des solutions 
aberrantes el de garantir la stabilité cie l'algorithme d'itération temporelle. 
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En principe la formulation de Yee permet de modéliser les phénomènes d'interactions 
des ondes électromagnétiques avec des structures aussi diverses qu'avec la Méthode des 
Moments. Par contre, la méthode des différences finies n'aboutit pas à une résolution d'un 
système d'équations linéaires dans le domaine de définition du problème. La composante du 
champ à l'instant n nécessite seulement la connaissance des composantes du champ calculées 
à l'instant (n-I), déjà stockées en mémoire. Le temps de calcul et de sauvegarde pour la 
méthode de FD-TD est proportionnel à l'ordre du système N (le nombre d'inconnues). Le 
nombre N dépend de la puissance de la machine de calcul utilisée. En fait, réduire cc nombre 
N est la finalité recherchée dans l'approche itérative de la méthode des moments. 
Au milieu des années quatre vingt, de grands progrès ont été réalisés dans le domaine 
électromagnétique grâce au traitement des différents problèmes par la méthode FD-TD. 
Plusieurs publications, dont celles de Tatlove et Umashankar, ont montré la puissance de 
résolution de la r·D-TD [24]. C'est la seule méthode qui a permis de franchir la limite imposée 
par les autres approches pour traiter les modèles de di t'fraction, de pénétration, de couplage el 
cl 'interaction. 
Par la suite. Engquist et Majda ont développé une méthode encore plus performante en 
imposant des conditions aux limites absorbantes sur la frontière. 
Avec l'apparition des super calculateurs comme le CRAY, qui ont une mémoire centrale 
et une vitesse arithmétique suffisantes. la FD-TD a pu être appliquée à des modèles 3D de 10 
à 30 longueurs d'ondes. Il s'avère que la FD-TD et la MOM ont les mêmes performances en 
précision et en modélisation; par contre la FD-TD permet d'étudier des structures de taille plus 
larges. 
1- 7. LA FORMULATION EN ÉLÉMENTS FINIS. 
Au début des années soixante elix, Mie, Morgan et Chang introduisirent la méthode des 
éléments finis afin de résoudre les équations de Helmoltz [25]. Ils conclurent qu'elle était bien 
adaptée aux structures 3D axisymétriques conducteurs ou diélectriques. Avec cette approche, 
le champ électromagnétique est supposé continu clans un volume d'espace l'ini et 
axisymétrique, contenant la structure de l'objet étudié. Le champ est approché par un ensemble 
de fonctions linéaires. L'utilisation de cette méthode donne d'excellents résultats, très proches 
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des résultats analytiques cl expérimentaux, surtout pour les objets diélectriques de formes 
sphériques ct cylindriques finies et pour les formes géométriques de dimensions ne dépassant 
pas quelques longueurs d'onde. 
La méthode des éléments finis dans le domaine temporel (FE-TD: finite-elemcnl lime-
domain) l~rt développée à la fin des années soixante elix par Mie et al. Ils utilisèrent, pour le 
maillage. soit des points de collocation, soit des éléments quadrilatères isoparamétriques, soit 
des éléments uniformes rectangulaires clans toute l'espace, et, sur les bords de l'objet. des 
éléments spéciaux. De très bons résultats furent obtenus pour des objets convexes conducteurs 
ou diélectriques. Des codes 3D furent aussi développés par Mei et al et Madsen et al. 
1-8. LA MÉTHODE DES ÉQUATIONS INTÉGRALES 
DE FRONTIÈRE. 
Au cours des années soixante dix, la méthode des équations intégrales de frontière a 
fait l'objet de nouveaux travaux, simultanément en mécanique et en électrotechnique[ 14] 
[261127][28]. L'apparition de calculateurs plus perhmmmts a permis sa mise en oeuvre. La 
formulation peut se faire de plusieurs manières, des plus simples aux plus complexes. En 
général. elle transforme les équations aux dérivés partielles (équations de Maxwell). régissant 
le modèle mathématique du problème, à des équations intégrales sur la frontière du domaine 
d'étude: dans la plupart des cas, ce dernier est non borné [29][30]. On gagne ainsi une 
dimension d'espace. La formulation repose sur la connaissance de la solution fondamentale 
(la fonction de Green [31 ]). Numériquement, elle consiste à discrétiser la frontière 
enveloppant le domaine: les inconnues sont seulement sur la surface ct la matrice elu système 
linéaire obtenu est pleine. Cette méthode est bien adaptée aux problèmes ouverts. La précision 
numérique dépend essentiellement de l'erreur d'approximation géométrique, des fonctions 
d'interpolation el elu schéma d'intégration. 
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1 - 9. SYNTHÈSE DES NOUVELLES APPROCHES. 
Nous venons donc de voir que de nombreuses approches analytiques et numériques sont 
valables pour étudier les problèmes de diffraction et d'interactions des oncles 
électromagnétiques. Le choix de la méthode dépend de la forme de l'objet étudié et de ses 
caractéristiques matérielles. Comme catégories, nous pouvons ainsi citer 
. Les objets avec ou sans ouverture: 
- parraitement conducteurs. 
-de types électriques. 
-de types magnétiques. 
2 . Les objets fermés : 
-diélectriques. 
- non homogènes. 
- an isotropes. 
Les approches utilisées pour modéliser ces problèmes sont classées suivant leurs 
possibilités de résolution en temporel ou en harmonique. Les techniques de résolution 
utilisées pour résoudre directement un problème électromagnétique en régime temporel 
conservent généralement les dérivées temporelles dans les équations de Maxwell. Elles 
expriment la solution générale de la partie homogène (transitoire) et la solution particulière de 
la partie dépendant de la fonction d'excitation. Ces approches directes sont utilisées pour 
traiter les modèles à excitation sinusoïdale ou non sinusoïdale. La solution fréquentielle est 
ensuite obtenue par la transformation de Fourier de la réponse temporelle à l'excitation 
impulsionnelle proposée. 
En général. les techniques de résolution dans le domaine fréquentiel supposent que la 
fonction d'excitation est sinusoïdale. Toutes les quantités de charges, de courants cl le vecteur 
phase des champs (sinusoïdal en régime permanent) sont exprimées à l'aide de fonctions 
exponentielle du temps t (e'""). Pour une excitation quelconque, la solution consiste à 
déterminer les quantités inconnues du courant ou du champ fréquence par fréquence: la 
solution temporelle est ensuite obtenue à partir de la résolution complète d'un spectre de 
solutions de champs électriques ou magnétiques en rég1me harmonique, en leur appliquant 
une FFT inverse. Mais ccci est très lourd à mettre en oeuvre. 
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DANS LA DIFFRACTION ELECTROMAGNETIQUE 
LES TECHNIQUES DE RÉSOLUTION DIRECTE DANS LE DOMAINE 
TEMPOREL. 
Les techniques de résolution directe clans le domaine temporel se divisent en deux 
grandes catégories : les formulations en équations intégrales el les formulations en équations 
di ITérenlielles. 
La formulation en équations intégrales est appelée souvent approche intégrale avec 
potentiel retardé. Cette approche, sous forme d'une équation intégrale pour le champ 
électromagnétique. est liée à l'écriture des conditions aux limites sur la surface de l'objet de 
dillraction. Elle nécessite de déterminer la solution de l'équation intégrale pas à pas dans le 
temps. c'est effectivement une méthode itérative. Le grand avantage de celle méthode est que 
la solution est obtenue en utilisant seulement la surface de l'objet à étudier. L'inconvénient 
réside dans le stockage temporel des résultats des intégrales retardées. La capacité cie mémoire 
nécessaire est ainsi augmentée, cc qui limite l'application de cette approche à l'étude des 
lignes, des objets de révolution conducteurs ou diélectriques, et des objets de petite taille 
devant la longueur d'onde. 
La formulation en équations différentielles est développée sous forme cie différences 
finies ou éléments finis. lei, les équations vectorielles de Maxwell sont directement résolues 
dans le volume contenant la structure du modèle étudié. Une condition de rayonnement est 
utilisée numériquement pour tronquer le domaine de calcul tout en simulant son extension à 
l'infini. Une caractéristique importante de cette approche est qu'elle ne nécessite pas le 
stockage des résultats pour les pas de temps déjà écoulés. L'inconvénient est que le domaine 
de calcul n'est pas seulement limité à la surface de la structure, mais qu'il doit aussi inclure 
son intérieur dans certains cas el suffisamment d'espace extérieur pour permettre 
l'implantation eflïcace de la condition de radiation. Ceci peut être à la fois un inconvénient 
mais aussi un grand avantage, lorsqu'il s'agit de modéliser, entre autres, des structures 
diélectriques non homogènes comme les tissus biologiques ct autres compositions complexes. 
Un autre inconvénient est qu'une résolution (inversion d'un système matriciel) est 
nécessaire à chaque pas de temps. Des applications ont été publiées sur la modélisation cie 
certains problèmes de diffraction, d'interactions et de pénétrations d'oncles avec des structures 
3D de 30 longueurs d'ondes environ. 
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LES TECHNIQUES DE RESOLUTION DIRECTE DANS LE DOMAINE 
HARMONIQUE. 
Comme pour les techniques de résolution directe en régime temporel, les techniques de 
résolution directe clans le domaine harmonique se divisent en deux grandes catégories: les 
formulations en équations intégrales el les formulations en équations dil'fércntiellcs. Il faut 
lolllefois noter· que, dans les techniques de résolution en régime harmonique, il existe une 
approche utilisant la séparation de variables, où la solution analytique peul être déterminée 
facilement pour une petite classe d'objet de diffraction de formes simples (sphériques, 
cylindres circulaires ou cylindres elliptiques). 
Dans le cas de la résolution numértque en rég1me harmonique par une formulation 
intégrale, le problème est ramené à un problème sur la frontière. L'équation intégrale ou 
intégro-différentielle est écrite pour le champ électrique et/ou magnétique sur la surface de 
l'objet de diffraction. En l'ail, les équations générales obtenues peuvent être adaptées ou 
simplifiées en particulier en tenant compte des propriétés physiques des objets. Pour les 
structures de formes complexes, des équations intégrales volumiques ou surfaciqucs sont 
appliquées. Les équations intégrales volumiques sont principalement basées sur la relation du 
courant de polarisation en fonction du champ total. Plusieurs techniques numériques sont 
employées pour résoudre ces dernières équations. L'approche actuellement la plus utilisée est 
la méthode des moments (MOM). Comme le domaine d'étude est modélisé élément par 
élément, un élément de forme arbitraire, ou une inhomogénéité, peul facilement être introduit, 
et l'inconnue en un point donné du domaine dépend de la contribution de tous les autres 
points. La matrice résultante est pleine et peut prendre un espace mémoire très important. 
Plusieurs travaux ont été réalisés sur l'application de la formulation en équations 
intégrales volumiques el l'utilisation de la méthode des moments dans les cas de diffraction 
par un cylindre diélectrique, par des surfaces planes ct par certaines sections réelles de tissus 
biologiques. 
La formulation en équations intégrales surfaciques est utilisée pour traiter des objets 
conducteurs parfaits, ou diélectriques homogènes, ou bien des objets constitués de plusieurs 
régions de caractéristiques physiques différentes mais homogènes. La procédure usuelle 
consiste à déterminer un ensemble d'équations intégrales couplées avec les termes des densités 
de courants électrique et magnétique sur les surfaces des régions homogènes. Pour un objet 
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composé de plusieurs régions (couches), les champs induits dans n'importe quelle région sont 
elus aux courants électriques et magnétiques équivalents sur la surface des régions adjacentes. 
Il en résulte un bloc tridiagonal clans la matrice globale. Cette méthode donne de très bons 
résultats pour les objets conducteurs parfaits. 
La formulation en équation différentielle est appelée aussi méthode unimomcnt [32]. 
Elle s'applique ù des objets cie petite taille. Elle consiste ù envelopper la structure de l'objet de 
diffraction par une région sphérique ou cylindrique d'un rayon minimum. Le champ diiTracté à 
l'extérieur de cette région peut être développé sous forme cie fonctions d'ondes sphériques ou 
cylindriques sortantes. Le champ incident sera aussi exprimé sous la forme d'oncles 
harmoniques entrantes. La méthode des éléments finis est appliquée pour la résolution à 
l'intérieur de la région. Des conditions aux limites appropriées pour les champs tangentiels 
sont imposées sur l'interface entre les zones intérieures et extérieures. Nous obtenons un 
ensemble d'équations permettant de déterminer les champs diffractés ou incidents inconnus. 
Cette méthode peut être appliquée à des structures diélectriques de révolution. en trois 
dimensions, cie taille supérieure à quatre fois la longueur d'oncle et pouvant présenter des 
inhomogénéités. Par contre, l'efficacité cie cette méthode n'est pas encore confirmée. 
1-10. COMPARAISON DES DIFFÉRENTES MÉTHODES. 
1-10.1. LEURS AVANTAGES. 
l- IO.LL La méthode MMP, 
-calcule directement le champ, sans étape intermédiaire. 
l- 10.1.2. La méthode des moments. 
- e!Ticace clans la modélisation des antennes, des lignes, des surfaces et des lignes 
attachées à des structures larges; 
-modélise en détail des distributions de courants sur des structures de formes 
quelconques; 
-utilise la condition de radiation, ce gui permet la simulation des champs E etH 
à l'extérieur de la structure rayonnée; 
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- calcule les paramètres d'une antenne : l'impédance d'entrée, le gain , la section 
radar. 
1 - 1(),1,]. Les méthodes GTD et PTD. 
- sont efficaces pour la modélisation des structures de grandes dimensions par 
rapport à la longueur d'oncle; 
-peuvent être utilisées pour résoudre les problèmes qui n'ont pas de solutions 
exactes (des systèmes incluant des l'ormes géométriques singulières telles que les coins 
ct les arrêtes ); 
- sont très efficaces pour les problèmes de diffraction en haute fréquence. 
incluant des sections radar; 
-sont économiques au niveau de la capacité de mémoire cl elu temps d'exécution. 
-peuvent être combinées avec d'autres techniques, avec la méthode des moments 
par exemple. 
1 - 10. L4. La méthode FD-TD. 
-a une formulation simple pour résoudre les équations de Maxwell; 
- ne nécessite pas de mémorisation des résultats pour la modélisation dans 
l'espace; 
-modélise facilement les milieux non homogènes; 
-est efficace pour la modélisation des problèmes intérieurs. Elle nécessite deux 
étapes explicites. 
1 - 1 0.1.5. La méthode des éléments finis. 
-utilise les propriétés électriques et géométriques qu'on peut définir séparément; 
-est efficace pour la modélisation d'un domaine intérieur; 
-peut modéliser des milieux non homogènes, non linéaires, anisotropes: 
-possibilité d'utiliser des éléments d'ordre élevé; 
-mail leurs efficaces. 
1 - 1 0.1.6. La m{,tllOde des équations intégrales de frontière. 
-les domaines ouverts sont facilement modélisés; 
-l'exactitude numérique est généralement meilleure que celle des éléments finis; 
- l'ordre du système d'équations obtenu est inférieur à celui avec les 
éléments l'inis; 
- les inconnues sont situées uniquement sur la frontière et leurs valeurs au delà 
de celle-ci (à l'extérieur) sont facilement déduites. 
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1- 10.2.1. La méthode MMP. 
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-elle calcule uniquement les champs, tous les autres paramètres sont déduits des 
valeurs de champs obtenus; 
-elle est coûteuse en temps de calcul; 
- l'utilisateur de la méthode MMP doit connaître la forme des séries avec 
lesquelles le champ peul être développé (les mullipôles). 
1 - 10.2.2. La méthode des moments. 
- très difficile de modéliser des régions intérieures; 
- lr~s difficile de modéliser des régions non homogènes; 
-elle nécessite des ressources informatiques importantes (lemps CPU ct espace 
mémoire), ceci explique son utilisation seulement pour des petits problèmes à des 
fréquences l'aibles. 
l - 1 0.2.3. Les méthodes GTD et PTD. 
- elle donne peu d'informations concernant les paramètres caractérisant les 
antennes; 
-elle csl efficace seulement en hautes l'réquences; 
-elle donne peu d'informations sur les courants de volume; 
-elle est seulement fiable pour les calculs elu champ lointain. 
1 - 1 0.2.4. La méthode FD-TD. 
-les problèmes ouverts nécessitent la modélisation de toul l'espace entourant le 
do mai ne d'étude; 
-elle peut mener à des erreurs numériques elites de dispersion (c'est à elire bien 
que les paramètres numériques soient identiques, l'erreur commise n'est plus linéaire 
en fonction elu niveau des champs. Actuellement, des thèmes cie recherches se 
développent pour le traitement de ce phénomène; 
-la quantité cie calculs nécessaires peul être importante: 
-celle méthode est uniquement recommandée pour le calcul du champ cie 
propagation. Elle est très difficile à appliquer pour calculer les autres paramètres 
comme le courant cie distribution par exemple (à cause de la dérivation du champ); 
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- les objets étant discrétisés en faces planes, leur description est très lourde 
Actuellement des schémas d'ordre élevé existent, mais ils sont très difficiles ù 
mani pu 1er. 
1 - 10.2.5. La méthode des éléments finis. 
- les problèmes ouverts nécessitent la modélisation de tout l'espace entourant le 
domaine d'étude; 
-elle est robuste, mais il est très difficile de modéliser des problèmes ouverts où 
les valeurs des champs sont inconnues sur les points de la frontière (surface fermée de 
l'objet), cl il faut utiliser des conditions aux limites absorbantes qui solll 
approxima ti v es. 
1 - (().2.6. La méthode des équations intégrales de frontière. 
-difficile de modéliser des géométries complexes présentant des cavités; 
-en général, clans la formulation, l'intégration inclut une singularité de type 
Kcrncl dans un repère cartésien; 
-il n'est pas facile de représenter des matériaux non homogènes et non linéaires: 
-la matrice obtenue est pleine et son conditionnement n'est pas assuré dans tous 
les cas. 
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1 - 11. CONCLUSION. 
Avec l'apparition des nouvelles machines de calculs ayant une capacité de mémoire et 
une vitesse d'exécution importantes, il est devenu possible de mettre en oeuvre des méthodes 
numériques pour la résolution des modèles mathématiques complexes tels que la résolution 
des équations cie Maxwell. Parmi ces technique.s, nous pouvons citer: la méthode des 
multiples multipôles (MMP), la méthode des moments (MoM), la méthode elite théorie 
géométrique de la diffraction (GTD), la méthode des différences finies en régime temporel 
(FD-TD), la méthode des éléments finis (FEM) et la méthode des Equations Intégrales de 
Frontière (SEM) ainsi que les méthodes hybrides. 
Dans notre travail nous nous intéressons à l'étude du phénomène de diffraction 
électromagnétique tridimensionnel en hyperfréquences. De l'étude bibliographique sur les 
différentes méthodes citées ci-dessus, après avoir mis en évidence leurs avantages et leurs 
inconvénients respectifs, nous avons conclu que la méthode des équations intégrales de 
frontière (BEM) est très bien adaptée à ce type de problème. 
Le prochain chapitre sera entièrement consacré au développement théorique de la 
formulation du problème cie diffraction électromagnétique en 3D par les équations intégrales 
de frontière (EIF). 
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CHAPITRE Il 
FORMULATION DU PROBLÈME DE DIFFRACTION 
ÉLECTROMAGNÉTIQUE EN 3D PAR LES ÉQUATIONS 
INTÉGRALES DE FRONTIÈRE 
Le but général est de trouver des modèles mathématiques simples pour résoudre en 
régime harmonique ou temporel les problèmes de diffraction électromagnétique par des objets 
tridimensionnelles complexes. La procédure consiste à réduire leur espace d'étude d'une 
dimension, en passant de 3D volumique à 2D surfacique: les inconnues sont exprimées 
seulement sur la surface de l'objet et non dans son volume. 
Par conséquent, pour la résolution des équations d'ondes électromagnétiques. vérifiant 
certaines conditions aux limites sur la frontière, nous choisissons une formulation surfacique 
pour une raison cie simplicité. Les seules difficultés rencontrées sont les problèmes cie 
discontinuité et de singularité, qut nécessitent un traitement spécial suivant les formes 
géométriques cl les degrés de singularité de l'intégrale surfacique: 0( 1/r), 0( l/r2), 0( l/r2) 
[33][34]. 
Nous nous référons aux équations intégro-différentielles lorsque des équations 
intégrales contiennent une opération différentielle explicite. Dans notre texte, nous ne faisons 
pas cie distinction entre Équations Intégrales et Intégro-clifférentiel\es quand l'opérateur 
différentiel est sous le signe intégral. Dans la résolution numérique, nous faisons simplement 
la distinction si la procédure de la différentiation numérique est applicable aux fonctions de 
surface inconnues ou à l'intégrale complète. 
Dans ce chapitre nous mettons en place les formulations intégrales pour les problèmes 
de la diffraction électromagnétique en général. Nous déterminons en régime harmonique 
celles adaptées aux conducteurs électriques parfaits el celles adaptées aux diélectriques. Une 
formulation intégrale en régime transitoire est également développée pour le cas d'un 
concluctem parfait. 
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Il- 1. LES ÉQUATIONS INTÉGRALES DANS LA THÉORIE 
DE L'ÉLECTROMAGNÉTISME. 
Les équations intégrales obtenues pour un problème de diffraction électromagnétique 
peuvent être utilisées dans leur forme générale. Elles sont utilisées pour des problèmes 
d'antennes ou de diffraction électromagnétique. Nous utilisons les équations intégrales dues au 
champ magnétique et celles elues au champ électrique, en régime fréquentiel ou harmonique. 
Nous nous intéressons uniquement aux formes tridimensionnelles. Les équations intégrales en 
régime transitoire seront déduites de la même manière que celles utilisées pour le régime 
fréquentiel. 
11-1.1. PROVENANCE DES ÉQUATIONS INTÉGRALES EN RÉGIME 
HARMONIQUE. 
A partir des équations de Maxwell, on peut formuler deux types d'équations intégrales, 
les équations intégrales elu champ électrique ("EPIE": Electric Field Integral Equations) et les 
équations intégrales du champ magnétique ("MFJE": Magnetic Field Integral Equations). Un 
développement similaire est décrit clans STRATTON (1940) [35] et complété en utilisant les 
techniques suggérées par N. Bajarski (1969) et Chertock et Grosso (1966) [36]. Avec ces 
techniques, les équations intégrales peuvent être écrites sur des surfaces dont les tangentes 
sont des fonctions de position non dérivables (différentiables) à n'importe quels points de la 
surface. Pour les surfaces régulières les équations vont être réduites à une forme similaire à 
celle de Mauc ( 1949) [37]. 
Les équations intégrales sont obtenues pour les cas où la surface peut être assimilée à un 
conducteur électrique parfait, un diélectrique, un domaine avec une condition d'impédance sur 
la frontière ou un fil l'in. 
Les équations générales de Maxwell sont écrites sous leur forme différentielle dans 
l'ANNEXE 1. Nous séparons les coordonnées spatiales de la coordonnée temporelle. qui varie 
sinusoïdalcment. Ainsi, les expressions de champs dépendant de t peuvent être représentées 
COI11111C suit : 
E(x, v, z, 1) = 9\(E(x, y, z)ejo:Jf) avec 9\ opérateur mathématique qui désigne 
la partie réelle d'une quantité complexe. 
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Les équations de Maxwell deviennent alors: 
{
V' xE = -jcoJ.IH- K 
V' x H = jmEE + J 
V'·E=p/r 
V'·H=m/Jl 
Avec les relations définissant la conservation de charge: 
V'. J = -jcop V'. K = -jcom 
E etH sont respectivement les vecteurs champ électrique et champ magnétique; 
.1 et K sont les densités de courants électrique et magnétique; 
p ct m sont les densités de charge électrique et magnétique. 
(2.1 a) 
(2.1 b) 
Pour un milieu homogène, isotrope et linéaire, les paramètres E et Il sont des scalaires. 
Par conséquent, les équations d'ondes vectorielles associées à E etH sont: 
[v x V' x E-k 2 E=-jcoJ.I.J- V' x K 
tV' x V' x H- k2 H = -jcofl( +V' x J 
k = w.J!lE étant le nombre d'oncle. 
(2 2) 
Pour résoudre ces dernières équations dans un espace contenant des sources ct sachant 
que les paramètres de cet espace diffèrent de ceux du milieu contenant celui-ci, il est possible 
d'utiliser la Formulation Vectorielle du Théorème de GREEN [38]: 
~,(Q. V' x V' x P-P. V' x V' x Q}lv = J (Px V' x Q- Q x V' x l')ds (2.3) 
2: 
2: est la surface enveloppant le volume [v], intérieurement et 
extérieurement (fig. 2.1 ). 
Pet Q sont des fonctions vectorielles supposées continues el de classe C 2 (leurs dérivées 
première et seconde sont continues) dépendant de la position de la source ct du point de calcul 
sur ct clans L; 
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[V] 
Fig. 2.1 -Représentation plane d'un objet de volume [V]. 
Le vecteur n.1. est/a normale e.:rtérieure à l'élément de sw:(ace ds. 
Comme la fonction vectorielle Q peut être choisie arbitmirement. il suJlit qu'elle 
satisfasse les conditions aux limites spécifiées auparavant. Elle peut être clone écrite sous la 
forme : 
-iklr-r'l 
Q , u.e · = U~(x,x) = ---.
1
--. ,c-
1 
-
x-x 
(2.4) 
où u est un vecteur unitaire de direction arbitraire ct x, x' sont, respectivement, le point 
observateur et le point source. Notons que le point x= x' est exclu du domaine d'étude à cause 
de la singularité de ~· La substitution de la fonction P par le champ électrique E dans 
l'équation (2.3), en suivant la même démarche que celle décrite dans [35], permet d'obtenir: 
f {im)l.J<jl + K x V<)l- (p 1 E)V<!J }dv = f {im)l(n, x H)<jl- (n, xE) x V<jJ- (n,. E)V<jJ }ds (2 S) 
• I 
Les opérations vectorielles dans (2.5) sont représentées dans le repère des coordonnées 
source. La relation entre les coordonnées source et observateur est réalisée par la fonction r. 
Ceci implique que, par la suite, tous les calculs seront faits dans le repère source. 
Une justification rigoureuse elu choix des fonctions vectorielles P el Q pourra être 
trouvée clans [311. 
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REPRÉSENTATION INTÉGRALE DES CHAMPS 
ÉLECTROMAGNÉTIQUES. 
Les conditions cie continuité imposées au champ E et à la fonction vectorielle <!Ji imitent 
l'application cie l'équation (2.5). Le point observateur x et le point source x' ne peuvent pas 
coïncider, même à l'intérieur elu volume [v], à cause de la singularité de <jl. Le point 
observateur ne peul pas être sur la surface S,,,+S"" étant donnée la discontinuité elu champ à 
l'interf'ace séparant cieux différents milieux. Afin de contourner ces difficultés. le point 
observateur x est enveloppé dans une sphère S,de rayon r (fig. 2.2) : 
11. ZOOM 
" 
s 
" 
[V] 
Fig. 2.2 -représentation schématique pour l'obtention des équations intégrales. 
Nous avons maintenant la liberté cie choisir x partout sur la surface intérieure s,,,clu 
volume [v]. La surface S,,, (fig. 2. 1) est alors séparée en cieux parties (fig. 2.2), de manière à 
avoir deux portions distinctes: S;, sc trouvant à l'extérieur de l'intersection de S,,, el S, 
!S,, ~Cs nS l "' .1',, ~.1';,, ns, L'équation (2.5), exprimée clans le repère source devient, 
1111 ,. 
donc: 
J {iwp.Jql + K x 17' <jl- (p 1 E)l7' <Jl}dv' = 
y 
[J.+f +l +!.]x {iwp(n,'xH)<jl- (n,'xE) x 17' <jl- (n,.'. E)v" <jl }ds' (2.6) 
où n' s représente nn 1 , nis, ne~ et ns , normales à la surface d'indice correspondant exprimées 
dans le repère source. 
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Nous limitons a présent notre étude à la somme des deux intégrales surS, ct S", notées 
1, lorsque nous l'ai sons tendre r =lx- x'l vers O. Quand r tend vers zéro, les termes de phase 
des fonctions tjJ et V' tjJ sont négligeables. On prendra donc la valeur moyenne du champ au 
point x', que l'on notera E. 
En utilisant: 
'k __, v· tiJ = (1 +ikrl e-rr <x- x' l 
r r lx- x'l (2.7) 
on arrive à : 
D'après la définition de l'angle solide associé au point x ( 
n r dQ=-'-ds 
7 ,.-
avec n normale 
positive sorlirnt de la région contenant x), nous pouvons écrire: 
/n __ n,'.n,' /· {;\.Gs 1 {,\ ef ,.-
nes' .11('.1'' 
--'."-----,,--'-''- d.\' 
r2 
Par conséquent, la valeur limite de la somme 1, avec x à l'intérieur de Ss, est: 
1 = -E(x)[4rr-Q,.,.] (2 8) 
où n, représente la valeur absolue de l'angle solide au point x, délimité par s,,_ lorsque 
r =lx- x' l' tend vers zéro. Toul ce que nous venons de développer permet à x d'être 
localement sur la surl'ace où la tangente en ce point est une fonction non dérivable: 
néanmoins, il est absolument nécessaire que le champ possède une valeur moyenne finie. 
La substitution de (2.8) dans (2.6) donne : 
T 
E(1 l =-
4
rr J {ico~tJtjl + K x V' tjJ- (p 1 c)V' tjJ }dv' 
,. 
T 
4rr 
j {iCOJl(n' ,xH)tjl- (n' ,.xE) x V' tjJ- (n',_ E)V' tjJ }ds' 
.)',_\/ +Sutt 
avec T = ( 1-_e_r·' el i la valeur principale de l'intégrale sur S"1+S;,,· 4rr :r 
s, . ., +S,"' 
(2 9a) 
L'intégrale est calculée sur la surface fermée sauf pour tout f au voisinage de la 
singularité. Par la dualité des équations de Maxwell, le champ magnétique peut être écrit dans 
une forme similaire à celle du champ électrique: 
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I-I(x) = :~ J {JwEK<j> + J x V''<j>- (m/f1W'<1> }dv' 
v 
T 
+- ! {JwE(n', xE)<j>- (n',. xH) x V''<j> - (n',. H)V'<j> }/.1' 
4rr Y 
(2.9b) 
La situation la plus intéressante est obtenue lorsqu'on suppose que la surface S"' est à 
l'infini où le champ E et la fonction <1> sont nuls. Pour les sources dont le rayonnement est 
limité à \'intéricm elu volume v, nous pouvons appliquer le principe cle HUYGENS elit aussi 
principe d'équivalence. Il stipule que toute distribution de sources extérieures à une région 
d'espace peut être remplacée par des sources équivalentes, également situées à l'extérieur ou 
éventuellement à la surface de cette région (S,." ). Par conséquent, on se réfère à cette 
contribution (si elle existe) comme à un champ incident et les équations (2.9) seront: 
termes snnn·cs 
E(x) = TE"" (r) -lrr f {iw>tJ<Il + K x 'il'<)>- (p 1 E)'il' <i>}dv' 
,. 
-1~ f{.iw>t(n' ,xH)<j>- (n' ,xE) x 'il' <1>- (n', E)\7' <1> }ds' 
si Ill 
termes snm-ecs (2. 1 0) 
ll(r) = T. H""(x) + 1~ J {jwEK<j> + J x 'il' <1>- (m 1 >l )'il' <1> }dv' 
+ Jrr f{iwE(n',xE)<i>+(n',xH)x 'il'<)>+(n', .H)'il'<l>}ds' 
Notons qu'implicitement nous supposons que toute inhomogénéité est exclue de [v] cl 
de la surface S. En effet, quand la région extérieure à Sc" est homogène et que ses paramètres 
sont identiques it ceux de v, l'intégrale sur S," représente toujours la contribution due aux 
sources extérieures ù Sext· 
Les équations (2.9) et (2. 10) sont dites équations intégrales vectorielles associées aux 
vecteurs champs E(x) et H(x) avec x appartenant à Sint· Elles sont appelées respectivement 
équation intégrale du champ électrique ("EFIE": Electric Field Integral Equation) et équation 
intégrale du champ magnétique ("MFIE": Magnetic Field Integral Equation). 
Une autre représentation qui utilise seulement une seule variable de champ clans une 
équation donnée est possible. Représentons par His l'intégrale dans l'équation du champ 
magnétique sur la surface Sint fermée (clans une région libre on a V'xH = jwEE ). Alors, nous 
pouvons écrire Hts sous la J'orme : 
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H'' (x)= 1~ fln' x( v" xH)<jJ +(n' xH) x v" <jJ +(n'. H)\7' <IJ}Is' (2.1 1) 
La première étape dans la simplification est de soustraire de l'équation (2.11) l'intégrale 
T 
de surface qui est de la forme 4rr f[(n' ·Y'')( <IJH) +n' x\7' x( <IJH)- n'v"· ( <IJH) }ts' et qui est 
si11t 
iclentiquemenl nulle: nous utilisons les relations suivantes: 
\7' <jJ x (n'xH) =n' (H. \7' <jJ)- H(n'. \7' <jJ ): 
n'x(Y''x(<IJH)) = -n'x(H x \7' <jJ- <iJ(Y''xH)); 
n'x(H x \7' <jJ) = H(n'. \7' <jJ)- (n'. H)\7' <jl. 
L'intégrale de surface en coordonnées rectangulaire peul alors être réduite à la l'orme: 
H'' (x)= _L !(H il<iJ,- <jJ éli~ + n'"(\7'. H)}ts' 4rr j éln ()11 'l' (2.12a) 
S;lll 
De la même façon, l'intégrale de surface pour le champ électrique devient: 
E '·'( ·)- T !(E iJ<jJ "ilE '"("' E)}t·' 
·' - 4rr j Jiï'- 'l' éln' + n '1' v · ·' 
S;m 
(2 12b) 
Par conséquent, les équations intégrales obtenues (2.10), appliquées clans un espace libre 
(l'air où .1 et K sont nuls) sont réduites à : 
E(r) = T. E1"' (x)-~~ f{Jwp ( n'xH)<jJ- (n'xE) x V''<jl- (n'. E) V''ql }ds' 
H(r) = T. H1"'(x) + }~ f{JwE( n'xE)<jJ · ( n'xH) x V''<jl · (n'. I-l) V''<jl }ds', (2. 13) 
Dans un espace libre, (2.10) deviennent: 
E(x) = TE 1"'(x)-L! [E iJ<jJ -<jl ilE,+ n'<IJ(V''.E)]ds' 
4rr J éln' dn 
sim 
(2 14) 
La représentation (2.13) est la plus usuelle même si elle est plus complexe clans sa 
l'orme. La représentation mathématique des conditions aux limites pour des formes arbitraires 
de surfaces est plus facile à mettre en oeuvre dans (2.13) que dans (2.14). Cependant, les 
équations (2.14) sont utilisées en 2D où la séparation entre les modes TE et TM facilite une 
simple interprétation des termes de l'intégrale. 
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Il - 2. CAS SPÉCIAUX DE DIFFRACTION. 
Dans l'étude de la diffraction électromagnétique par différents types d'obstacles, les 
expressions des équations intégrales qui viennent d'être établies trouvent de larges 
applications. Les cas traités dans notre étude sc rattachent à des classes de problèmes pour 
lesquels on a seulement une source à l'infini (une antenne par exemple). Une modification 
simple suffit si nous prenons en compte les cas où il y a une source primaire à l'intérieur du 
domaine. 
Bien que toute notre attention soit consacrée aux équations intégrales de surface, un 
autre type de formulation qui emploiera la distribution volumique des sources elu problème est 
exigé clans le cas de diffraction par un obstacle diélectrique. Dans cc cas on aboutit à la 
résolution d'une équation intégrale volumique. 
Avant tout développement, il est nécessaire de définir l'inconnue fondamentale. Souvent 
s s 
on s'intéresse il la détermination exacte des champs diffractés (E (x) ou H (x)). A l'extérieur 
du volume [V] contenant l'objet diffractant, on a : 
E(x) = E ;,, (x)+ Es (x) 
H(x) = H;," (x)+ H 1 (x) 
Les champs ci-dessus peuvent être déterminées facilement à partir des équations (2.10): 
on considère simplement la contribution de la part cles intégrales sur l'enveloppe de V, avec T 
égal à 1 quand x n'est pas sur uV,. Par conséquent, les champs diffractés sont : 
E' (x) =- 4~ f {iwJ.l(n'xH)<jl- (n'xE) x 'i?'<jl- (n'. E) 'i?'cp }ds' 
()Il, 
H ' (x) = 4~ f {JwE ( n'xE)<jl - ( n'xH) x V'' cp - (n'. I-I )'V' <jJ }ds' (215a) 
()1!, 
Le système (2.15a) représente les équations intégrales du champ diffracté en fonction 
des champs (ou des sources équivalentes) sur la surface de l'objet diffractant. Les champs 
diffractés peuvent être aussi déterminés à partir des distributions volumiques des sources 
induites (i.e.): 
(2.15b) 
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La détermination des champ clans l'intégrale de (2.15) demande la résolution des 
équations intégrales déjà écrites. Au cours de notre étude, nous avons montré qu'il est toujours 
possible d'écrire plusieurs équations intégrales (systèmes d'équations) pour le même problème. 
Il faut alors que les équations intégrales choisies que l'on cherche à résoudre soient bien 
adaptées aux problèmes spécifiques. Un choix judicieux des inconnues simplifie la procédure 
de détermination de la solution. Les seules difficultés numériques pouvant se présenter sont 
les problèmes de singularités et de discontinuités. 
Il - 2.1. DIFFRACTION PAR UN OBJET CONDUCTEUR PARFAIT. 
Dans cette partie, nous nous intéressons à la diffraction par un objet conducteur 
électrique parfait de surface S. Ce dernier est illuminé par un champ électromagnétique 
représenté par (E"", H""). Nous nous intéressons en effet à cette configuration car, étant donné 
les hautes valeurs de fréquence (>= GHz), la profondeur de pénétration des courants dans les 
<<bons>> conducteurs est suffisamment faible pour que ceux-ci puissent être considérés 
comme parfaits. Dans un problème classique de radar, la source de ces champs est à l'infini. 
Elle donne lieu à une oncle incidente plane. Considérons le problème illustré ci-dessous 
(fig. 2 3): 
Région 1 
f.l.l 
Région Il 
a= oo 
s 
Fig. 2.3- Diffraction par un objet conducteur parfait. 
Les conditions d'interfaces sur la surfaceS stipulent que le champ électrique tangentiel 
est nul (E1 = 0), i.e. nXE=O, et de plus n.H=O. Alors, il est immédiat d'écrire les EFIE et 
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MFIE à partir des équations (2.10) exprimées pour les composantes tangentielles des champs 
sur la surfaceS : ;rvcc Q =2n ( => T =2), on aura : 
n x Eine (x)= - 1- x n! {.icoJ.l(n'xH)<jl- (n'XE)'V'<jl }ds' xE S 
4n f, 
n X H(x) = 2n x H 1",. (x)+ - 1- n'x! (n'xH) x 'V'<jlds' xE S 
2n f, 
(2.16) 
Notons que la seconde équation a une seule inconnue, alors que la première équation a 
deux inconnues dans l'intégrale. En utilisant les équations de Maxwell, on peut établir 
que: 
n'. E = _.1_'1,' .(n'xH) 
CûE 
où V,·: représente l'opérateur de divergence de surface dans les coordonnées sources. 
Si nous introduisons la notation des sources équivalentes nxH=J,, les deux 
équations peuvent être mises sous la forme suivante: 
n x st'"(x) = 1 n x !(-co 2 J.lE.I,<jl + 'V,'.J,.V'<jl t/s', xE S 
41j;JCûE f. f 
J,(x)=2nxH 1"'(x)+-1-nx!J, x'V'<jlds', x ES 
2n f-. 
(2 17) 
La première équation en champ électrique est appelée équation intégrale de première 
espèce car l'inconnue est seulement sous le signe intégrale. Dans la deuxième équation en 
champ magnétique, l'inconnue est en même temps à l'extérieur et sous le signe intégral: elle 
est alors appelée équation intégrale de seconde espèce. L'une de ces deux équations peut être 
utilisée pour calculer le courant surfaciquc équivalent. L'utilisation d'une équation intégrale 
plutôt que l'autre est généralement dictée par la géométrie de l'objet de diffraction et par la 
technique de résolution. Étant donné que l'inconnue est en même temps à l'extérieur et sous le 
signe intégral dans l'équation de seconde espèce, cette dernière est généralement préférée 
puisque l'inconnue en un point donné de la surface dépendra de toutes les autres contributions 
sur la surface. Cependant, cette équation devient inutilisable lorsque la surfaceS devient très 
petite, ceci étant dû aux facteurs géométriques dans l'intégrale. Il est aussi idéal d'utiliser 
l'EFIE dans le cas des objets minces et la MFIE pour les conducteurs larges et de surface 
régulière, car, dans cc dernier cas, les facteurs géométriques tendent souvent à mettre 
l'importance de la contribution de l'intégrale au second plan. 
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DIFFRACTION PAR UN OBJET DIÉLECTRIQUE. 
Considérons un objet diélectrique dont l'enveloppe extérieure coïncide avec la surface S 
(fig. 2.4) et ayant une permittivité de valeun:, . 
Deux approches différentes ont été développées; pour plus de détails mathématiques le 
lecteur se référem au développement rigoureux de MÜLLER [39]. 
Il- 2.2.1. L'app.-oche à l'aide des équations intégmles surfaciques. 
Pour que les conditions d'interfaces sur la surface S soient satisfaites, il faut que les 
composantes tangentielles des vecteurs champs E et H soient continues. Par conséquent, nous 
déduisons des équations de champs gue la composante normale de D = EE est aussi continue. 
Région 1 
El'~~ 
If Ille E iw 
, 
-//~ 
Région Il 
E2 • Jl-1 
n, 
s 
Fig. 2.4- Diffraction par un objet diélectrique. 
On peut alors écrire les équations intégrales pour les composantes tangentielles de 
champs sur S. dans les régions 1 et Il respectivement (x est surS) : 
Les mêmes équations seront écrites dans la région Il, en remplaçant seulement l'indice 
par l'indice 2 dans les équations précédentes avec : 
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e -Jk, (x- x') 
<Jl,= lx-x'l k,=w.J[lE;; n2 =-n, er xES 
La condition de continuité des composantes tangentielles du champ est: 
n, x(E 1 -E 2 )=0 ; n1 x(H 1 -H 2 )=0 surS 
La condition cie continuité de la composante normale de D est: 
n 1 X(E 1E 1 -E2E,)=Ü 
Par combinaison des équations intégrales on aura (x est surS): 
n x E""(r) = - 1- n x J:Jl.iW!l(n'xH1 )(<Jl 1 + <jl 2 )- (n'xE;) x 'V' (<jl 1 + <jl 2 )- (n'. E;l'V' (<jl 1 + _s_<Jl, )}ds' 4rr :r. E-, 
Si nous remplaçons les indices des champs el des normales. nous aurons au total quatre 
équations scalaires avec six inconnues (E1, E2, H,, H2, <Jl, <jl2). Il manque deux équations, qui 
sont obtenues en utilisant les relations des composantes normales des équations de Maxwell 
sur la surfaceS : 
n'.E = --
1
-v;.(n'xH) 
JWE 
n'.H=-.
1
-v;.(n'xE) 
JW!l 
En utilisant les expressions des courants surfaciques équivalents: 
on aura : 
1 s = n'xl·! 
K.1. =-n'xE 
n x E''"(.r) = - 1- n x fJiWi1JJ<jl 1 +hl- K, x 'V' ( <jl 1 + <jl 2)- -. -
1
-('V', .. 1, )'V' (<jl 1 1 r, <Jl 2 )}ds' 
4rr •1 JWE1 E2 
nxH'"'(r)=--nxl jcoE1K,(<Jl 1 +~<Jl2 )-J,x'V'(<Jl 1 +<Jl2 )+-.-('V',.K,)'V'(<jl1 +q! 2 ) ds' 1 { 1 . } (2.18) 4rr j', E 1 JCO~l 
Il y a à présent autant d'équations que d'inconnues clans (2.18); cependant une autre 
difficulté numérique apparaît : c'est la dérivation surfacique des courants de surface clans 
l'intégrale. 
JI - 2.2.2. L'approche à l'aide des équations intégrales volumiques. 
page 37 
Chapitre Il: FORMULATION DU PROBLÈME DE DIFFRACTION ÈLECTROMAGNÉTIOUE 
EN 3D PAR LES ÉQUATIONS INTÉGRALES DE FRONTIÈRE 
Une autre approche utilise les distributions volumiques de sources équivalentes appelée 
par certains auteurs approche à l'aide du courant de polarisation. Les Équations Intégrales 
appropriées sont déduites en écrivant les équations de Maxwell dans les deux régions : 
{1,7x~ 1 =-jC!J~t 1 H 1 : 1,7 x E 2 = -.JCD~t 1 I-1 2 : 1,7 x H 1 = jwE 1E 1 1,7 x H 2 = jwE2E 2 = jwE 1E 2 + jw(E1 - E2 )E2 dans la région 1 dans la région Il 
Dans cette dernière équation de Maxwell modifiée, nous pouvons noter que tous les 
vecteurs champs. tant qu'ils existent à l'intérieur elu volume [V] de paramètres physiques 
E 1 el p, enveloppé par une surfaceS, peuvent être interprétés comme étant des vecteurs cie 
densité de courant équivalent. Ils sont donnés par J,. =-jCD(E 1-E,)E,. Cette distribution 
volumique de sources de courant équivalent peut être utilisée clans l'équation intégrale donnée 
par (2.1 0). En gardant en mémoire que la charge surfacique apparente est due à la 
discontinuité de la constante diélectrique et aboutit donc à une intégrale surfacique, nous 
arrivons à l'équ<llion intégrale: 
XE S (219) 
La formulation représentée par l'équation (2.19) est plus simple que celle présentée par 
l'équation (2.18), mais elle est écrite pour tout x appartenant it [V]: il faut clone prendre en 
compte tous les points à l'intérieur du volume [V]. Dans cette formulation, quelques 
caractéristiques intéressantes apparaissent : la première, la plus significative, est que 
l'hétérogénéité du diélectrique modifie l'intégrale volumique d'une manière très simple. 
Cependant, nous ne pouvons pas modifier n'importe comment les constantes de propagation 
clans le corps diélectrique. La seconde caractéristique est que la forme cie l'équation intégrale 
(2.19) obtenue quand E, -7 E 1 est évidente et aucune question ne se pose sur les équations 
superflues ou indéterminées comme celles déduites dans la formulation en intégrales 
surfaciques. 
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Il- 3. LA FORMULATION INTÉGRALE EN RÉGIME 
TEMPOREL POUR LES CONDUCTEURS 
ÉLECTRIQUES PARFAITS. 
En régtme transitoire le modèle mathématique est obtenu à partir des équations de 
Maxwell temporelles, en suivant la même démarche qu'en régime harmonique el en 
définissant la fonction de Green appropriée au problème. La fonction de Green doit vérifier 
ces équations différentielles ainsi que les conditions aux limites. La solution est exprimée en 
fonction cie la source multipliée par cette fonction de Green. Nous déterminons dans cette 
partie la l'ormulation permettant la résolution du problème directement en régime temporel. 
Dans le chapitre suivant nous verrons comment est discrétisée l'équation intégrale obtenue 
ainsi que les techniques numériques envisagées pour sa résolution. 
Nous proposons d'étudier un objet conducteur parfait, illuminé par une oncle 
électromagnétique. Les équations cie Maxwell qui régissent ce phénomène sont: 
ëJE VxH=J+E--
ëJt 
ëJH VxE=-[1~ 
ëJt 
(2.20) 
E, H sont respectivement le champ électrique ct magnétique, ~l el E sont respectivement la 
perméabilité magnétique ella permittivité électrique. 
En combinant ces dernières équations (2.20), nous aboutissons il l'équation d'onde 
vectorielle pour le champ magnétique H (pour plus cie détails voir [40]141 ]). 
ëJ2H 
v x v x H + w-, =v x J 
ar 
x 
Fig. 2.5 -La géométrie d'un objet c!iffracteur avec un élément de surface cls. 
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La ronction de Green appropriée doit vérifier : 
a2c V x V x G+flE-, = p8(r- r' )8(1-1' )+ V(V.G) 
ar" 
ovec 
, , 8(1 - !' R 1 C) 
G = pG(r,r ;t,t') = p~__:__: 
4nR 
G est la solution de l'équation d'oncle scalaire en 3D [31]. 
Pest un vecteur arbitraire. 
t ct t'sont respectivement le temps au point obscrvateu1· et au point sou1·ce. 
Rest la distance euclidienne entre le point observateur et le point source. 
c = .JEi est la vitesse cie propagation électromagnétique cie la lumière. 
(2.22) 
Toutes les variables indiquées en prime(') sont exprimées dans le repère source; sans le 
prime, elles sont exprimées clans le repère cie l'observateur. 
L'application elu théorème cie l'équivalence cie Green avec tous les opérateurs exprimés 
dans le repère source permet d'écrire: 
1 f m {A . V'xV'xG-G. V'xV'xA }dQd!' = 
t'=o n 
/+ (2.23) 
J #{cxV'xA-AxV'xG}.iï'drdl' 
1'=0 1 
avec 1 + = t+e, où e csl le plus petit pas cie temps cl'incrémcnlation pour que l'intégration soit 
calculée avant le pic cie la fonction cl. 
En appliquant ce théorème aux équations différentielles cie D'Alembert (2.21) et avec 
une certaine manipulation (voir [41] pour le cas elu régime harmonique) on obtient une 
relation intégrale reliant le champ incident à la densité de courant électrique sur la surface du 
conducteur (Equation intégrale du champ magnétique, Magnetic Fielcllntegral Equation): 
/+ 
T(r). n x 1-l(r,/) = n x W'" (r, t)- n x J #(n' xl-l(r' ,t' l) x 'V' G(r,r' ;t, !')dr dl' (2.24) 
t'=O r 
n est un vecteur unitaire normal à la surface G. 
H esl le vecteur champ magnétique. 
page 40 
Chapitre tt: FORMULA Tl ON DU PROBLÈME DE DIFFRACTION ÉLECTROMAGNÉTIQUE 
EN 30 PAR LES ÉQUATIONS INTÉGRALES DE FRONTIÈRE 
'V est l'opérateur divergence. 
T(r) est le coefficient de singularité : il vaut 1/2 lorsque le point observateur est sur la 
surface régulière, et Q 1 4n pour les points situés sur les arrêtes ou sur les coins. 
West l'angle solide. 
La valeur de T(r) dépend du coté de la surface par lequel le volume caché est vu. 
En injectant dans l'équation (2.24) la densité de courant J = nxH el [t'=O, t+], nous obtenons: 
"' J Hinc 1 #{( 1 1 () ) , , R}l l(r). (r.l)=nx (r,l)-nx- -,--- .J(r ,/)X- t'=r-!ucdr (2 2'l) 
4n W RC CJt' R · · 
l' 
L'équation (2.25) est très simple, car elle ne présente qu'une seule inconnue, la densité 
de courant J. C'est une équation intégrale de seconde espèce, cas favorable pour une 
approximation numérique. Elle ne pose pas beaucoup de problèmes. Cependant, elle présente 
une singularité des termes géométriques d'ordre 0( 1/R) pour les schémas d'ordre 2 sur les 
surfaces régulières. De plus, les composantes du vecteur normal ne sont pas uniques aux 
points de singularité géométrique pour les surfaces discontinues ou irrégulières. Ces 
difficultés seront supprimées en déplaçant les noeuds des éléments par rapport aux noeuds de 
singularité géométrique (utilisation des éléments semi-discontinus) [42]. 
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Il - 4. CONCLUSION. 
Les équations intégrales proviennent directement des équations de Maxwell en utilisant 
la formulation vectorielle elu théorème de Green et les conditions aux limites imposées sur la 
frontière. 
Deux types d'équations intégrales sont déduites pour les problèmes de diffraction 
électromagnétique: les équations intégrales dues au champ électrique (EF!E) et celles dues au 
champ magnétique (MF!E). Elles peuvent être obtenues pour les cas où la surlitce cie l'objet 
dillracteur est assimilée à un conducteur électrique parfait, un diélectrique, un domaine avec 
une condition d'impédance sur la frontière ou un fil fin. 
En suivant la même démarche qu'en régime harmonique, une formulation intégrale en 
régime transitoire a été déterminée en définissant une fonction de Green appropriée, qui 
vérifie les équations différentielles du problème temporel ainsi que ses conditions aux limites. 
Dans notre étude, nous nous intéressons à des classes de problèmes où nous avons 
seulement une source à l'infini. Deux formulations en équations intégrales sont possibles : les 
équations intégrales surfaciques, qui sont les plus utilisées ct les équations intégrales 
volumiques qui sont exigées dans le cas cie la diffraction par un obstacle diélectrique, et pour 
lesquelles nous avons une distribution volumique des sources du problème. 
Nous allons établir clans le prochain chapitre le développement numérique des équations 
intégrales obtenues dans le cas cie diffraction par un objet conducteur parfait ou diélectrique 
en régime harmonique et pour le cas d'un conducteur parfait en régime transitoire. Nous 
verrons en particulier comment traiter les problèmes de singularité ct de discontinuité. 
Nous allons établir dans le prochain chapitre le développement numérique des équations 
intégrales obtenues clans le cas de diffraction par un objet conducteur parfait ou diélectrique 
en régime harmonique el pour le cas d'un conducteur parfait en régime transitoire. Nous 
verrons en particulier comment traiter les problèmes de singularité et de discontinuité. 
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CHAPITRE Ill 
DÉVELOPPEMENT NUMÉRIQUE DES ÉQUA T/ONS 
INTÉGRALES POUR LA DIFFRACTION 
ÉLECTROMAGNÉTIQUE 
Dans le chapitre I, nous avons vu que la méthode des équations intégrales de frontière 
est bien adaptée à la résolution des problèmes de diffraction électromagnétique, que ce soit en 
régime harmonique ou en régime temporel. Cette méthode présente en effet de nombreux 
avantages, surtout pour l'étude des domaines ouverts. 
Dans le chapitre II, nous avons formulé, à partir des équations de Maxwell, cieux types 
d'équations intégrales: les équations intégrales dues au champ électrique (EFIE) et les 
équations intégrales dues au champ magnétique (MFIE). 
Nous allons à présent établir le développement numérique des équations intégrales pour 
la diffraction électromagnétique et nous verrons comment sont résolus les problèmes de 
singularité et de discontinuité. 
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Ill - 1. LE RÉGIME HARMONIQUE. 
Ill- 1.1. CAS D'UN OBJET CONDUCTEUR PARFAIT. 
Considérons un objet conducteur électrique parfait de surfaceS, illuminé par un champ 
électromagnétique incident représenté par les vecteurs champs (E''", H'"'). La source de ces 
champs est supposée à l'infini et donne lieu à une oncle plane incidente (fig. 3.1): 
Région 1 
11 
Région Il 
-Il~ s 
inc Eine H. 
Fig. 3.1.- Diffraction par un object conducteur électrique parfait. 
Dans le système d'équation (2. 17), la formulation clue au champ magnétique (M.F.l.E) 
est donnée par 
avec : 
.J(.r) = 2.n x H"" (.r)+ 2~ n x f.!, (r)x 'V,<I>ds(v) .rES 
e-ikl?. 
<1>(11)=-- la fonction de Green 
R 
Rest la distance entre le point observateur x (point de calcul) et le point source y. 
n est le vecteur unité normal à la surface S. 
J est la densité du courant total au point observateur x. 
(3 1) 
Cette équation peut être résolue numériquement en discrétisant la surfaceS de l'objet en 
éléments de surface quaclrilatéraux comme le montre la figure 3.2 pour le cas d'un objet de 
forme cylindrique ou sphérique. Cette discrétisation géométrique utilise les fonctions de 
formes [ 40] Nj, telles que : 
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Ns 
y(u1,u2)= L,viNi(u1 ,u2) 1=[1,3] 
i~l 
Y( ta .t'me coordonné e dan.s ré lé ment de dise ré tisatlon. 
(u1,112 ): repère local 
Fig. 3.2- Construction du maillage d'une sphère et d'un cylindre. 
Dans chaque élément de frontière, le courant .1 est approché par des l'onctions 
d'interpolation cie la même classe que les fonctions de forme utilisées clans la discrétisation 
géométrique. 
Les schémas linéaire et quadratique incomplet utilisés avec leurs fonctions 
d'interpolations sont : 
4 
'1 
1 
Elémcnt d'ordre 1 
2 
u, 
.... 
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Elément d'ordre 2 
à 8 noeuds 
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1 
NI= -(111 -1)(112 -1) 
4 
1 
N2 = -(111 + 1)(112 -1) 4 
1 N3 = 4 (11 1 + l)(112 + 1) 
1 
N4 = -(111 -!)(112 + 1) 4 
1 N1 =4(11 1 -1)(112 -l)(-u1 -u2 -1) 
1 
N2 =4(111 + l)(u2 -l)(-u1 +112 + 1) 
1 
N3 =4 (u1 + l)(u2 + 1)(111 +u2 -1) 
1 N4 =4 (u1 -l)(112 + l)(u1 -112 + 1) 
1 2 N5 =2(1- u1 )(l-u2 ) 
1 ' N6 =-(1 +111)(1-u,") 2 ~ 
1 ' N7 = 2 ( 1 - u1" )( 1 + 11 2 ) 
1 2 Ng =-(l-u 1)(1-tt,) 2 " 
Donc: 
N, 
J;(ll 1,tt2 )= '2,i;N;(u 1,112 ) i=[l,3] 
;~1 
J' 1 représente la i-ème composante de la densité du courant surfacique au j-ème noeud 
fonctionnel dans l'élément. 
Par conséquent, l'équation (3.1) MFIE discrétisée peut être mise sous la forme suivante: 
l Ni N, ( ~ - ikR J ~ 
2 [n x H"" (x)]= lJx)- 2TC ~~t.- fln(x) X lJ k .N(c(y) X V, T J"'1"(y) 
., 
Nt est le nombre total d'éléments. 
Ns est le nombre total des noeuds dans l'élément de surface Se ( Ns = 4 pour le 
schéma d'ordre 1, Ns = 8 ou 9 pour le schéma d'ordre 2 ). 
Avec: 
-(e-ikN J ( 1) e-ikli V-- = ik +- --(x·- v·)ë R . R 1? 2 .t . .! .! 
En posant 
1 -ikli - e 
V:k. =N1 (y)(jk+-)--(x -y )ë. ' , . R R2 ./ .t .t 
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nous aboutissons à l'équation finale discrétisée sous la forme : 
J NI N, 
2.[n(x)xH'"'(x)]=JJx)- 2rr LLf[nJ,;.V,,-n;J,,.Vk;]eids"(v) (3.4) 
N('==lk"'! s,, 
Ill - 1.2. CAS D'UN OBJET DIÉLECTRIQUE. 
Soit un objet diélectrique dont l'enveloppe extérieure coïncide avec la surface S (fig. 
3.3) el ayant une permittivité de valeur E2 . 
Région 1 
E , ~~ 
1 
H inc E inc 
, 
-Il~ 
Région II 
E' , fl 
s 
Fig. 3.3- Diffraction par un objet diélectrique 
Du système d'équations (2.18) développé clans le second chapitre pour l'approche 
surfacique, nous avons (x est surS): 
n x E'"'(x) = - 1-n x ,l:{jw[lJ1 (<jl1 + <jl 2) • K 1 x V' (<jl1 + <jl 2)- -. -1-('17' 1 • .11 )V' ( <Jl1 + _[i<jl2 )}ds' 4rr r }ùlE1 F2 
n x H'"'(x) = --1-n x ,l:{jwE1K 1 (<jl1 + ~<jl2 ) • ] 1 x V' ( <jl 1 + <jl 2) + ~. 1~('17' 1 • K,. )'il' ( <jl 1 + <jl)Jds' 4 1t Y~ E 1 .fùl~l 
avec : (3.5) 
('- i!.., /~ 
<1>,(11) = -~~-- la fonction de Green clans le milieu i [i= 1, 21 
k; est la constante de propagation clans le milieu i, k, =w.~ 
Rest la distance entre le point observateur x et le point source y. 
n est un vecteur unitaire normal à la surface S. 
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Dans un repère cartésien on a : 
'il.X, J~ ld\' dy 
(:) ' 
[
x j 
- x" 
é:lzl x, 
avec X.1. = .1_1, ou K.\· 
En suivant la même démarche que dans le cas d'un conducteur parfait, l'équation 
intégrale (3.5) discrétisée devient : 
Nr N, 
nxE;"'(r) = 4
1
'IT I,I,.f{n(x)x(Jw~t.Jk.Nk.(tP 1 +tiJ2 )-Kk.Nk x'il,(tiJ 1 +tiJ 2 )-
Nc=lk=l \ 
Ill- 2. LE RÉGIME TEMPOREL. 
(3.6) 
Les problèmes d'identification (target identification) et de compatibilité 
électromagnétique font souvent intervenir les phénomènes d'interaction en impulsions 
électromagnétiques. 
Dans cette partie, nous étudierons la discrétisation de l'équation intégrale obtenue pour 
le régime temporel ct nous verrons que le système linéaire gui en découle est petit devant celui 
obtenu en appliquant la méthode des différences finies ou éléments finis. La matrice de cc 
système est cependant pleine et dépend du temps de retard du signal électromagnétique. 
Les méthodes intégrales appliquées aux phénomènes de diffraction électromagnétique 
peuvent être divisées en deux groupes suivant le type de résolution: une résolution intégrale 
pour le régime harmonique comme dans le cas précédent et une résolution temporelle comme 
nous allons le voir par la suite. La façon la plus répandue pour obtenir une réponse temporelle 
est d'appliquer une transformation de Fourrier aux solutions obtenues en régime harmonique. 
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La méthode que nous proposons ici est la résolution du problème directement en régime 
temporel. Nous appliquons une résolution pas à pas dans le temps avec ou sans algorithme 
d'inversion de matrice; tout dépend de la représentation de la solution sur la surface. li est en 
effet possible d'avoir directement la solution temporelle au problème de diffraction, en 
discrétisant l'équation obtenue en éléments de frontières. Nous discuterons l'utilisation des 
éléments cie frontières semi-discontinus et l'obtention d'une solution stable via la technique 
d'inversion de matrices. 
La discrétisation de l'équation intégrale de seconde espèce (2.25) obtenue dans le 
chapitre précédent est résolue en discrétisant la surface fermée G de la région considérée W 
(fig. 2.5) en éléments de surface. L'équation discrétisée obtenue est de la forme suivante : 
N 
1; (1; ). J 1 (1; .tl = 11 1 x H/'" (1; ,t) - 111 x I, # {Ji (r/ , t' l x L( Ru ,t' l], =/- 111 c dr c3. 7) 
.i""l ri 
L(R t' )=-11 --+--R ( 1 1 J J 
", 2 1 Rii R ii Ru Jt 
Considérons tous les noeuds du maillage N (i=I, ... ,N), pendant la durée de K intervalles 
de temps (1= 1 ,. .. ,K). nous aboutissons alors à un système d'équations linéaires qui peut être 
écrit sous la forme matricielle suivante : 
/=max( l,K -L,.,,1 ) 
_. ( max(Rii 1 C)) 
Ln., - mt 
111 
+ 1 
(3.8) 
Les matrices [A;] sont calculées à partir de l'équation intégrale discrétisée (3.8), oü 
chaque intervalle de temps t 1 dans le passé (contenant le nombre L,.01 de pas de temps qui est 
donné par le temps de retard du signal électromagnétique) génère sa propre matrice [A;]. L'axe 
elu lemps est subdivisé en éléments d'intervalles constants oü nous supposons gue les 
variations des quantités de champs sont linéaires. 
Les termes de droite dans le système d'équations (3.8) contiennent seulement le champ 
incident H;"'· et les valeurs de courants de surface déjà connues aux pas de temps écoulés. 
La solution à un pas de temps donné sera donc déterminée en construisant toutes les 
solutions des dii'J'érents pas de temps écoulés. Cette méthode est appelée résolution pas à pas 
dans le temps. 
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Cette méthode détermine seulement la solution suivant un seul angle d'incidence. 
Cependant, une fois que les coefficients de la matrice finale sont déterminés et stockés, nous 
n'avons pas besoin de répéter entièrement le calcul numérique pour déterminer les matrices 
d'entrées pour etes angles d'incidence différents. Ainsi, la solution est obtenue par la 
multiplication ete la matrice finale obtenue pour le dernier pas de temps (une l'ois inversée et 
restaurée) par les termes de etroite du système. 
Ces derniers se composent du vecteur champ incident évalué aux points cie collocation 
ct des valeurs ete courants aux différents pas cie temps (Ils sont multipliés par leur matrice 
appropriée représentant le passé). Il sufl'it alors de multiplier les coefficients cie la matrice 
globale finale par le nouveau coefficient d'incidence de champ, et la nouvelle solution sera 
obtenu par une résolution comparable à celle utilisée en régime harmonique. 
Ill - 3. 
RÉSOLUTION NUMÉRIQUE DES ÉQUATIONS INTÉGRALES 
LIÉES AUX PROBLÈMES DE DIFFRACTION PAR DES OBJETS 
CONDUCTEURS PARFAITS EN RÉGIME HARMONIQUE. 
Dans celle partie nous allons nous restreindre à la résolution numérique des équations 
intégrales liées aux problèmes cie diffraction par des objets conducteurs parfaits en 30 et en 
régime harmonique. 
Pour résoudre numériquement les équations intégrales MFIE ou EPIE obtenues, nous 
utilisons la méthode elite des équations intégrales de .fi'ontière (Boundary Element Methocl) 
[44][45][46][47]. Elle est bien adaptée aux problèmes traités dans les domaines ouverts et elle 
présente peu d'inconvénients (voir~ 1- 10.2). Parmi ceux-ci nous pouvons citer les problèmes 
de singularité ct cie discontinuité. Nous allons montrer comment résoudre ces problèmes et la 
validation de la méthode sera réalisée clans le chapitre IV avec l'étude de diffraction par des 
objets de forme géométrique simple (sphérique). 
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Des équations intégrales MFIE el EFIE (2. 16)-(2. 17) déterminées pour un objet 
conducteur parfait, nous avons déduit que l'équation intégrale MFIE est la plus simple à 
utiliser car l'inconnue en un point donné de la surface dépend uniquement des autres 
contributions sur la surface. Il faut cependant noter que cette équation devient inutilisable 
lorsque la surface S sc rétrécit en un très petit cliffracteur, les facteurs géométriques clans 
l'intégrale étant responsables de ce comportement. 
Ill · 3.1. TRAITEMENT DE L'INTÉGRALE SINGULIÈRE. 
L'utilisation des éléments finis isoparamétriques dans l'équation discretisée (3.4) va nous 
conduire à utiliser des formules de quadrature numérique pour calculer sur chaque élément 
une intégrale 1 écrite sous la forme suivante : 
~ ikR } 
1 = fn(x) x l.J(v)x V'( eR ) IA,.(y) 
A, 
(3.9) 
Cependant, quand le point source y est localisé il l'intérieur de l'élément, l'équation (3.9) 
est difficile à intégrer pour le schéma quadratique (ordre 2), comme nous allons le montrer 
dans cc qui suit: en particulier, il y a un noyau singulier lorsque R tend vers O. 
III - 3.1.1. Ahsenee de singnladté dans le schéma linéaire (ordre 1). 
V' e ·jkll ( -jkR - 1) -jkN 
Soit la fonction g(R) = R = R2 e R , avec R un vecteur unitaire qui 
joint le point observateur x et le point source y. La limite de la fonction g(R) tend vers (~JR 
. R-
quand R tend vers O. Par conséquent la fonction g est portée par le vecteur R quand R tend 
vers O. 
Pour le schéma d'ordre 1, l'élément est plan (fig. 3.4). 
"'f:--x~_ / 1.)0" 
g Ir 
'x 
2 
Fig. 3.4- Présentation de g, R ct n clans un élément linéaire. 
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Des identités vectorielles nous avons: 
n x J x g = (n.g)J- (n.J)g (3.1 0) 
g étant dans le plan de l'élément, les vecteurs n et g sont donc orthogonaux. De plus, sur la 
surface d'un conducteur parfait nous avons n.J =O. L'équation (3.10) est donc identiquement 
nulle, quelque soit le point y appartenant à la surfaceS : n x J x g =O. 
Donc pour un schéma linéaire (ordre 1, élément plan), l'intégrale 1 ne présente aucune 
difficulté numérique, d'où l'absence de singularité duns le schéma d'ordre 1. 
III- 3.1.2. Présence d'une singularité en 1/R pour un schéma quadratique (ordre 2). 
La limite cie la fonction g(R) utilisée dans (III- 3.11) tend vers (~)R quand R tend 
!1-
vers O. Avec n. J = 0 sur la surface d'un conducteur parfait, l'équation (3.1 0) peut s'écrire: 
n x J x g= (n.g)J 
Le schéma descriptif de celle situation est présenté en fig. 3.5 : 
./ 
4 
1 
/7 
/ / / 
1 • 
• 1 
·a 1 . 
" r C œntrc tk la courbure 
6 
2 
Fig. 3.5.- Présentation de n,g, R dans un élément quadratique. 
Dans l'élément curviligne ci-dessus (fig. 3.5): 
or : cosll=-sincx 
ccci implique que: n.g = -llnllllgllsin u 
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R 1 
si ex tend vers 0, n. g /end vers -llglla -7 -llgll- -7 --
P R.r 
avec p le rayon de courbure de la surface 
élémentaire quand R tend vers 0 
Nous venons de démontrer que la singularité est du type 1/R. Il existe plusieurs 
méthodes pour traiter ce type de problème de singularité, nous pouvons citer: 
- La méthode analytique, qui consiste à transformer l'intégrale exprimée dans un repère 
cartésien local en une intégrale à calculer clans un repère polaire q et r [48]: 
-La méthode de décomposition de l'élément oü se présente la singularité, qui décompose le 
domaine d'intégration en sous domaines. On doit alors choisir le nombre optimal de points 
d'intégration de GAUSS dans chaque sous-élément afin d'évaluer l'intégrale totale avec une 
bonne précision [49). Le nombre optimal varie en fonction de la distance au point singulier. 
Cette méthode est fondée sur les travaux de LACI-IAT et WATSON[SO] dont le principe cie 
décomposition est illustré en figure 3.6: 
8 
4 7 
0 0 0 0 0 0 0 
0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
6 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 64 points 
0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 
. ., .... 
0 0 0 ••• • • • 0 0 0 0 0 ... .... 
0 0 0 0 0 0 0 0 .... 
ü\IHI' 0 0 0 0 .... •• • 0 
1 5 2 le point de singularité 
Les nmnhres représentent le nombre de points 
d'intét:ration nécessaires. 
Fig. 3.6- Décomposition d'un élément principal présentant une singularité au noeucl2. 
- La méthode cie transformation des coordonnées locales en coordonnées auto-adaptatives 
[51]. Elle consiste à exprimer l'intégrale en coordonnées locales dans un système de 
coordonnées auto-adaplives dont la valeur du jacobien est minimale; 
- La méthode utilisant des fonctions d'interpolations spéciales. Elle consiste à transformer 
les fonctions d'interpolations standards en fonctions d'interpolations spéciales [52], 
appelées fonctions cl'inteqJolation singulières afin cie minimiser aussi le jacobien. 
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Nous verrons au chapitre IV comment se comportent ces différentes méthodes clans le 
cas de la diffraction par une sphère parfaitement conductrice(* IV- 3). 
Ill- 3.2. TRAITEMENT DE LA DISCONTINUITÉ. 
A part les objets cliffracteurs qui présentent des frontières lisses (par exemple la sphère), 
les objets courants ont souvent des formes géométriques plus complexes pouvant présenter 
une discontinuité géométrique et/ou une discontinuité physique. La discontinuité géométrique 
est clue à la normale non définie au niveau des coins el des arrêtes et la discontinuité physique 
se mani l'este par de multiples valeurs de densités de courants en ces points. Afin de contourner 
ces difficultés nmJS faisons appel à une technique numérique 153] utilisant des éléments 
spéciaux appelés éléments de frontière discontinus ou semi-discontinus (fig. 3.7). 
4 3 
t 
' 
! 
1 
1 
4' 7'! 
l 8 
_.,. a1 
6r 4 
a, ~ ~ b, ~ 
l' 
5 2 
( 1 ) 
Fig. 3.7- l~lément continu ( 1 ,2,3,4,5,6,7,8) Élément discontinu ( 1 ',2',3',4',5',6',7',8') 
Pour définir les coordonnées locales des noeuds de l'élément semi-discontinu, nous 
avons besoins cie six paramètres a,, a,, a,, a,, a" a,, telles que: a,= 1-b, (i=l, 2, 3, 4) et a,= 
a.+a,, '\.= a,+a,. avec b,.(b 1.= b,.= b1 . = b,) égal à 1/2 dans le cas linéaire, ou bien égal à 1/3 
dans le cas quadratique. Les coordonnées locales des noeuds du schéma (fig. 3.7) sont 
récapitulées dans le tableau suivant: 
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Noeuds 11, T], 
J' -a~ -ar 
2' a" -ar 
3' a2 a., 
4' -a_. a., 
S' () 
-ar 
6' a, () 
7' () a, 
8' -a~ () 
9' () () 
Les fonctions de formes associées au cas général sont alors : 
1 
N 1 = -.111t1o(111- l)(t.io -1) 4 - -
1 
N2 = 4.u1112(11 1 + l)(112 -1) 
1 N1 = 4.111112(111 + l)(112 + 1) 
1 
N.., = 4 .11 1112(11 1 -l)(u2 + 1) 
1 ' N, = -.lf,(l-lf,c)(lf2 -J) 
. 2 -
1 ' N6 =-.111(1+111)(1-u,-) 2 ~ 
1 ' N7 = - .11, ( 1 - 11 1- )( 1 + u,) 2 - " 
1 
N, =2: 11 1 (11 1 -1)(1--u/l 
N0 = (l-u12 )( 1- u/) 
Élément continu 
N 9. .(u2 -u1)(u1 -u2)(u1 +u4)(u2 +111) 
[{1{/2{/3{.{4 
Élément discontinu 
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Il est également possible de définir des éléments semi-cliscontinus, ce qui a pour intérêt 
de traiter la discontinuité présente uniquement sur une, deux ou trois arrêtes de l'élément 
principal. La procédure consiste à faire déplacer les noeuds qui sont sur ces arêtes à l'intérieur 
de l'élément comme le montrent les schémas ci-dessous (fig. 3.8): 
. i i 
113 . 
' 
4 
--- i 1 
1/.1 
' . 
x 
' 
8 
4 
4' 
S' 
J' 
4' 
H' 
J' 
4 4' 
X' 
1/.1 
~ . 
J' 
A 7 u. 
7' 
• 9 
5 
(2) 
71"-
Ti 
i 
• 9 
5 
(4) 
!u, 7 . 
• 9 
5 
(6) 
i 
'l' 
6' 
'6 
u, 
... i 
2' 2 
3 
i 
T 
u, 
... i 
6 
2 
1' 'l 
i 
1! 
u, i j 
... 
6' 
6 
2' 2 
4 
1/.1 1 
J 4' Ti 
8 8' 
• 9 
J' 5' 
5 
(3) 
4 4' 7t"· 1' 
1 
' 
8 8' 
• 
6' 
9 
! 
1/.1 l' 'i' 2' 
' 5 
(5) 
4 4' i'"-
T 
8 8' 
• 9 
i J' 5' 
' 1/.1! 
' 5 
(7) 
Fig. 3.8 (a)- Différents types d'éléments semi-discontinus. 
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4 4' 
.,ll1p 
l' 
4 
1 
1/J 4' 
' 
' 
8 
4 
1 1 
1/\i ~~ 4' 
8 
4 
1 
i 8 
·-9 
s 
(8) 
7tu, 
7'; 
1 
• 9 
s 
( 1 0) iu, 
7'; 
• 9 
s 
( 12) 
Âu, 71 -
• 9 
s 
( 14) 
3 
2 
3 
3' 
6' 
2' 2 
3 
2 
T 3 
6' 
_1/3~ 
2' 2 
6 
6 
3' 
6 
6 
u, 
... 
u, 
... 
u, 
... 
u, 
... 
1 
1: 
-- 1 
1 
1 
1 
1 i 
! 
1' 
j 
4 ' 
8 
1 
1/J: 
' 
4 
8 
1 
! 
1/3 i 
--- ,_ 
8 
' 
' 
l' 
l I!Jj 
8 
4 
4 
4 
4 
l' 
- 1 
1/Jt 
Tl 3' y 
~ 6' 
9 
~· 2' 
5 
(9) 
Au 71 ' 
7'i 
v 
• 9 
S' 
5 
( 1 1 ) 
7tu· î' 
• 
6' 
9 
S' 2' 
s 
( 13) 
7' U, 
1 -
• 9 
S' 
s 
( 1 5) 
Fig. 3.8 (b)- Différents types d'éléments semi-cliscontinus. 
page 57 
6 
2 
3 
3' 
6 
2' 
2 
' 
6 
2 
3 
' 6 
2' 
2 
u, 
... 
u, 
... 
u, 
... 
u, 
... 
Chapitre Ill: DÉVELOPPEMENT NUMÉRIQUE DES ÉQUA Tl ONS INTÉGRALES 
POUR LA DIFFRACTION ÉLECTROMAGNÉTIQUE 
Pour les éléments semi-discontinus de schémas ci-dessus, les fonctions de formes sont 
obtenues en remplaçant clans leurs formules (3.12) les paramètres a; (i= 1 , ... ,6) par leurs valeurs 
clans le tableau (fig. 3.9) suivant :. 
~ ldcmcnt al a, a_, a~ as a(l 
(Il 2/3 2/3 2/3 2/3 4/3 4/3 
(2) 1 2/3 2/3 2/3 4/3 5/3 
(3) 2/3 1 2/3 2(', 5/3 4/3 
(4) 1 1 2/3 2/3 5/3 5/3 
(5) 2/3 2/3 1 2/3 4/3 5/3 
(6) 1 2/3 1 2/3 4/3 2 
(7) 2/3 1 1 2/3 5/3 5/3 
(8) 1 1 1 2/3 5/3 2 
(9) 2/3 2/3 2/3 1 5/3 4/3 
( 1 0) 1 2/3 2/3 1 5/3 513 
(Il) 2/3 1 2/3 1 2 4/3 
( 12) 2/3 2/3 1 2/3 4/3 5/3 
( 13) 2/3 2/3 1 1 5/3 5/3 
( 14) 1 2/3 1 1 5/3 2 
( 15) 2/3 1 1 1 2 5/3 
Fig. 3.9 -Tableau des paramètres a; pour les différents schémas. 
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Ainsi, pour l'élément présenté à la figure 3.8 (12) les fonctions d'interpolations seront de 
fonnes suivantes : 
1 
NI = -.11111,(111 -1)(11, -1) 4 - -
3 N1 = -.11111,(111 - 1)(11,- 2 /3) 10 " " 
1 N, = -.11111,(111 + 1)(117 -1) 
- 4 - -
3 N, = -.111u,(u1 + 1)(117 - 21 3) 
- l 0 - -
1 
N, = 4.11111,(111 + l)(u2 + 1) 
9 N, .. = -.L/1112(111 + l)(Lh + l) 20 c 
1 
NI = 4'11111,(111 -1)(112 + l) 
9 
N4. = -.11111,(u1 -1)(11, + 1) 20 - -
1 ' N5 = 2 .11,(1-u1-)(u2 -1) 
3 ' 
=> N5 = -.u,(l- ut)(u,- 21 3) 
. 5 " -
1 ' N1, = 2 
.111(1 +u1)(1-112c) 
3 
N6 =4.111(! +u1)(2/3-u2 )(u2 + 1) 
1 ' N7 =-.11,(1-u1")(1+11,) 2 - -
9 2 NT =l0.112(l-111 )(l+u2 ) 
1 ' N, = -.111(11 1 -l)(l-u2-) 2 
3 
N" =-.ul(ul-1)(2/3-ll,)(u, + 1) 
0 4 - " 
' 2 N~ = ( 1 - u 1 )(!- 112 ) 3 ' N9 = -.(l-·u1")(2 13- u2)(1r2 + 1) 2 
élément continu élément se mi-di sc ont i nu 
L'application de ces éléments semi-discontinus le long de l'arête ou du coin permet, avec 
ces noeuds llottants, de calculer les termes discontinus en ces points, ce qui ne représente 
réellement aucune difficulté. 
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Ill - 4. CONCLUSION. 
Pour la résolution numérique des équations intégrales obtenues dans le cas de diffraction 
par un objet conducteur parfait ou diélectrique en régime harmonique et pour le cas d'un 
conducteur parfait en régime transitoire, la méthode des équations intégrales cie l'rontière est la 
mieux adaptée, Elle est réalisée en discrétisant la frontière de l'objet en éléments de surl'aces et 
l'équation discrétisée nécessite un calcul intégral sur chaque élément cie la frontière d'où le 
nom cie la méthode intégrales de frontière (BEM)_ Les seules difficultés sont les problèmes cie 
singularité el cie discontinuité. 
En régime transitoire, la résolution de l'équation intégrale obtenue pour la diffraction 
électromagnétique par un conducteur parfait est directe. La solution est obtenue en discrétisant 
la surface clans l'équation intégrale en éléments finis et nous appliquons une résolution pas à 
pas clans le temps. La matrice du système obtenu est pleine et dépend du temps de retard elu 
signal. 
Dans la résolution numérique nous sommes restreints aux problèmes cie diffraction par 
des objets conducteurs parfaits en 3D et en régime harmonique. Nous avons montré qu'une 
singularité existe seulement dans le cas elu schéma quadratique ct qu'elle est de la forme de 
1/R. Plusieurs méthodes ont été envisagées pour le traitement de cette dernière. 
Une discontinuité se présente clans les formes géométriques non lisses qui sont les plus 
utilisées clans la réalité. Nous proposons alors l'utilisation d'éléments spéciaux appelés 
éléments semi-discontinus. La validation cie ces traitements sera réalisé dans le prochain 
chapitre. 
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CHAPITRE IV 
VALIDATION DES CALCULS NUMÉRIQUES 
Du fait que les essais expérimentaux s'avèrent très coùteux pour améliorer les dispositifs 
électrotechniques modernes qui sont Je plus souvent exposés à des perturbations liées aux 
problèmes de diffraction électromagnétique, le recours à la C.A.O. est devenu un moyen très 
efficace el beaucoup plus facile à utiliser et qui donne des résultats très réalistes si le modèle 
mathématique est bien choisi. 
Le travail qui nous a été proposé est de mettre en oeuvre un moyen de simulation des 
problèmes de diffraction électromagnétique liés aux dispositifs tridimensionnels. Une fois les 
modèles mathématiques développés pour ce type de problèmes, une base de données 
tridimensionnelles a été indispensable. Pour cela nous avons fait appel au logiciel PHI3D, 
permettant la simulation des dispositifs tridimensionnels par la méthode des équations 
intégrales de frontière, qui est développé au Centre de Génie Électrique de Lyon. 
Nous avons commencé par mettre en Équations Intégrales le problème de la diffraction 
électromagnétique. Pour valider le modèle, nous avons d'abord programmé la solution 
analytique d'un objet cliffracteur sphérique dont la géométrie est facilement modélisée car sa 
surface extérieure est lisse. La validation commence clone par la détermination de l'ordre 
optimal n où la solution analytique converge. Nous étudierons ensuite l'influence du maillage 
sur la solution numérique ainsi que l'ordre du schéma élémentaire (l'ordre 1 cl l'ordre 2). Nous 
testerons également les différentes méthodes utilisées pour le traitement de la singularité ainsi 
que l'application des éléments spéciaux (semi-discontinus) pour enlever les problèmes de 
discontinuité. Enfin, nous décrivons le module d'évaluation des champs proche ct lointain 
diffractés intégré à PHI3D. 
page 61 
Chapitre IV: VALIDATION DES CALCULS NUMÉRIQUES 
Toutefois, avant de passer aux applications numériques qui font l'objet de ce chapitre, 
nous allons présenter un aperçu général sur l'organisation du logiciel de modélisation Pl-1130. 
IV - 1. APERÇU GÉNÉRAL DU LOGICIEL PHI3D. 
Pl-1!30 est un logiciel de CAO développé depuis 1983 par le Cegely en collaboration 
avec Cedrat-Recherche. Ce logiciel permet d'analyser des dispositifs électrotechniques 
tridimensionnels. Ses différents domaines d'application sont: 
- l'électrostatique : on détermine les potentiel el champs électriques sans circulation de 
courant, afin d'optimiser les formes de conducteurs ou diélectriques pour, par exemple, limiter 
les risques de claquage; 
- la conduction volumique : on détermine la répartition des densités de courant et etc 
potentiel électrique clans des pièces de forme complexes, pour par exemple, en réduire leur 
résistance: 
-la magnétostatique linéaire : on calcule le champ magnétique dû à des courants 
continus associés à des matériaux ferromagnétiques linéaires. Les dispositifs modélisés sont, 
entre autres, des électroaimants, des moteurs, des canons à électrons. 
- la magnétodynamique à très faible épaisseur de peau: on calcule le champ magnétique 
dû à des courants alternatifs à fréquence élevée associés à des matériaux conducteurs massifs. 
Les applications sont par exemple la trempe superficielle, le contrôle non destructif par 
courants de Foucault. 
La modélisation numérique clans Pl-1130 est réalisée par la Méthode des Équations 
Intégrales de Frontière en formulation de Green appliquée à l'équation de Laplace. Le 
programme est écrit en Fortran 77 et utilise la bibliothèque de dialogues Caohihs©. 
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Il contient cinq groupes principaux : 
Construire : création de surfaces, maillage, propriétés physiques, conditions aux limites, 
ainsi que des utilitaires; 
Visualiser: rotations, loupes, élimination des parties cachées, ainsi que des utilitaires; 
Résoudre : préparation, résolution sur les surfaces et dans les coupes; 
E\ploiter: calcul et visualisation des grandeurs complémentaires; 
Gérer : gestion des problèmes, informations sur le problème courant. 
PI-1130''" : Modélisation d'un hall d'essai HT- Électrostatique 
Dans le cadre de ce travail de doctorat, un module hypcr-harmonique a été ajouté aux 
modules cités ci-dessus afin de pouv01r simuler des problèmes de diffraction 
électromagnétique. Ce module fait appel à plusieurs sous-programmes rédigés en fortran 77 
(calcul des points de Gauss, calcul des fonctions d'interpolation, calcul elu jacobien, ... ) ct à 
quelques sous-programmes de dialogue Caohihs©. L'organigramme général de ce module est 
le suivant : 
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y 
construction d'un objet 
par PHI3D. 
données géométriques du problème: 
pt·opriétés des régions; 
discrétisation surfacique 
en éléments quadrilatères 
les données géométriques sont 
NPTMA, NELT, NUILT(LM,NELT) 
UM(NPTMA),VM(NPTMA),WM(NPTMA) 
LSYM, UNIT 
i 
_______ y 
l lectu:·e d~s données _j' geometnqucs 
- ... -T --
entrées: 
- fréquence fen Mhz 
-direction de propagation 
polarisation du champ incident 
n : l'ordre du schéma de calcul ( 1 ou 2) 
-type de la géométrie cylindrique ou sphérique 
si cylindrique: entrer les données 
concernant la discontinuité 
r -
'!' 
- sous programmes de : 
-calcul des pomts d'intégrations 
-calcul des fonctions de formes et d'interpolations 
------ ___ "( 
N=l, ..... NPTMA 
[ NT=I,i]\JELT ] 
i 
·si ordre =2 
sous progrmme de 
traitement de singularité 
-- ·r/ 
1 
1 [~tllcul d;l;;,~alrice 1 élémentaire ] Me 
-- 1 ----
1 
-- !_ (1) 
r 
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1 
t (1) 
-,----
' v 
assemblage de la matrice 
élémentaire [Me], dans 
la matrice globale [Ml 
J 
<NT<N~LT> 
"-"---.._ ~// 
-assemblage de la matrice 
globale lM]. 
- assemblage du vecteur 
charge [Hi ne 1 
N <NPTMÀ 
Tn 
.Y" 
Résolution du système 
complexe obtenu 
[M].[JsJ=IHin] 
,[_-:,. 
calcul des composantes 
des courants surfaciqucs 
dan_s ~-~l<l()liC noeuds 
1 
v 
stockage des résultats 
dans des grandeurs supplémentaires afin 
de les exploiter interactivement avec PHIJD 
r -
:-} 
( !ln) 
t 
G) 
·r 
' 
Organigramme de calcul des courants surfaciques 
à l'aide de la Méthode des Equations Intégrales 
de Frontière 
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IV- 2. LA SOLUTION ANALYTIQUE OBTENUE DANS LE CAS DE 
LA DIFFRACTION PAR UNE SPHÈRE CONDUCTRICE. 
Dans cette partie nous présentons les expressions analytiques des vecteurs champs et 
celles des densités de courants surfaciques clans le cas cle diffraction par une sphère 
conductrice cie rayon a, illuminée par un champ incident sous la forme d'une onde plane 
polarisée en x et qui se déplace suivant z (fig. 4.1 ). 
IV- 2.1 PRÉSENTATION DU PROBLÈME. 
~--- abcisse polaire 
<P = 90 ° 
Fig. 4.1 -Schéma décrivant le problème de la diffraction par une sphère. 
IV- 2.2 LES EXPRESSIONS ANALYTIQUES DES CHAMPS ET DES COlJRANTS 
Les expressions analytiques des champs incidents E etH sont: 
Eine_ E ,-_/k.- _ E -)krcos8 x - ot- - oe 
HÙIC =-E_o e-Jk.- =~~e-jkrcns8 
y 11 11 
(4.1) 
où k : constante de propagation, k = m.Jïlf; 
8 : angle polaire; 
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h : impédance caractéristique du milieu, 11 =Ji[; dans un le vide: 
110 = {& = 120rr ~ 377 ohms \j Eo 
Dans un système de coordonnées sphériques (r,8,<jl), elles peuvent être écrites sous la forme: 
in· ÎIIC · • -~·kn:osfl CQS r a ( -1krcos8) E '=E, sm8cos<jl=E0 sm8cos<jle · · =E 0 -_----- e- · 
' }kr ae 
E~w::::: E~:.1c cosS cos$:::::: E 0 cosS cos<Pe-)krcosO 
E~:w = -E~:/1_' sin<!>= -E0 sin<Pe-.ikrcosO 
En utilisant: 
ejz =ejrrosB ="' 1."(2n + 1)1' (r)P (cos8) ~- • 11 n 
n=O 
(4.2) 
avec P, ct j, respectivement polynôme de Legendre et fonction de Bessel de première espèce 
et d'ordre n (pour plus de détails sur ces fonctions spéciales voir ANNEXE 2), chacune des 
composantes sphériques du champ incident devient : 
avec: 
inc . COS <iJ ~ . -n ( ) ' 1 E,. =-JE 0 --2 L,_,.l 2n+l J,(kr)P,,(cos8) (kr) n=l 
.... iw cosS cos<P L""" ,_ 11 ( ) --: o E8 = E 0 .1 2n + 1 J,(kr)P,, (cos8) kr 
n::::O 
inc sin <P Loo . -Il ( l "; o E 1 =-E 0 -- .1 2n + 1 ./,(kr) P,, (cos8) kr 
11=0 
1 ' j,(kr) =-j,(kr) 
kr 
éJP, 1 ( ) ae=P, cos8 
P1~ =0 
1 : la fonction de Bessel S]Jhériquc d'ordre n. 
·" 
Sur la surfaceS, nous avons J, = n x H, ce qui implique gue : 
.Te =-H,I, 
.J ~ =He 
page 67 
(4.3) 
(4.4) 
(4 5) 
Chapitre IV: VALIDATION DES CALCULS NUMÉRIQUES 
Les vecteurs champs E et H totaux (somme des champs incidents et des champs 
diffractés) sont obtenues en passant par une formulation en potentiels vecteurs A et F dont le 
développement théorique est présenté en détail dans l'ANNEXE 2C. 
Leurs expressions sont : 
E =_-_l_êJF, +_l_êJ
2
A, 
9 
r sine êJ~ vr êlrêJ8 (4.6) 
1 êJF, _ _____:__ êJ 2 A,. 
Er=--+ 
r êJ8 _vr sin8 êlrêJ~ 
l(êJ
2 
2) H,. =-;:: --, +k F,. 
z êJ r-
et: 
H =-l_êJA, +-1 êJ 2 F,. 
9 
r sin 8 êJ~ ir êlrêl8 (4.7) 
H =-~-êJA_, +---êJ2F, 
~ r êJ8 i.rsin8 êJrêJ~ 
avec y ct z sont respectivement l'admittance (y = jcoE) et l'impédance ( z = jco~). Par 
conséquent le champ incident peut être écrit sous la forme : 
Des équations (4.3) et (4.6) ci-dessus nous déduisons que: 
inc cos<P ~ ': 1 A,. = E 0 --L, a,.1, (kr)P,, (cos 8) (J)Il 
r n=l 
avec 
.. , (2n + 1) 
{(Il = 1 
· n(n + 1) 
En procédant cie la même façon et utilisant les équations (4.7), nous aurons: 
. " -inc Slll't' ~ ~ 1 F,. = E 0 -k-L,a,J,(kr)P, (cosS) 
n=l 
(4 8) 
(4.9) 
Puisque les composantes du champ incident (sous forme d'oncle plane) étaient 
représentées à partir des modes TE' et TM' (voir ANNEXE 2C), ces modes sont construits en 
utilisant les potentiels vecteurs A::" et F,"". Les composantes du champ clifli·acté peuvent 
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également être représentées à partir des modes TE' et TM' et construites en utilisant les 
potentiels vecteurs A;. et F,'. 
La forme cie A;: et F;~· est similaire à celle de A;~~(' et F1~w 
s_ cos<!JL~ A(2). 1 . Ar- E 0 -- b,H, (k1 )P, (cos6) 
W/11 
n=l 
s _ sin$ ~ . A ( 2) • 1 •• F, -E 0 --L.c,H, (/o)P,,(cos6) k 
ll=l 
(4 1 0) 
b, etc, sont obtenus en utilisant les conditions aux limites elu problème de diffraction. Dans 
ces deux dernières équations (4.9) ct (4.10), les fonctions de Hankel alternatives (sphériques) 
de seconde espèce ont remplacé les fonctions alternatives de Bessel de première espèce pour 
représenter les ondes sortantes (outwarcl traveling wavcs). 
Nous obtenons alors : 
r _ ;,, s _ eos<!J ~[ c . '(2) . ] 1 . A, -Ar +A, -E 0 -;:;;-- L. a,J,(/o)+b,H, (lo) P,,(cos6) 
J1 n=l 
F' = pinc F'- E sin<!J ~[ o (k ·) . iJ(2)(/. ·)]Pl ( 6) 
, ,. + r - ok L. a,.J, 1 + c, , <1 , cos 
11=1 (4. 1 1) 
uvee 
.,(2n+l) {{ = 1 11 
• n(n+l) 
Pour déterminer les coefficients b, etc,, nous utilisons les conditions aux limites 
"champ tangentiel nul" sur la surface de la sphère de rayon r =a: 
Or: 
E~ ( r = a,O S: 6 S: n ,0 S: <iJ s; 2n) = 0 
E~ ( r = a,O S: 6 S: n ,0 S: Ql S: 2n) = 0 
E 11 cos<!J ~[ ~ A (Z) } 1 
- . L. a 11 J 11 (kr)+c 11 H 11 (lu·) ' 11 (eos6) CùE:Ilrsm6 
n=l 
où 
' () 1 f t' , •. 
=--pour es one wns sp 1enques 
()(kr) 
de Bessel ou de Hankel. 
() 
ae 
pom· les fonctions de Legendre associées . 
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Pour que ces conditions aux limites soient satisfaites il faut gue: 
~· A ·(2) ]' (ka) 
a 11 J11 (ka) + b 11 H n (ka) =0=:> b 11 =-a 11 A .(2) 
Quand r=a (sur la surface), les équations (4.7) deviennent: 
H " (ka) 
j" (ka) 
f':I~2)(ka) 
j cos<!J ~~ . l r,:· ( cos8) jP,: ( cos8) J J = - E -- <~ + --'---"--'-c--,--"----
tJ • () Il "(') A '(') ll ka n=l H 11 - (ka) sin8H 11 - (ka) 
J = - E -- a - ---:--:ccc'--~ j sin<P ~~ lr,:(cos8) sin8r,:'(cos8)J 
'P 11 ° ka n=l 
11 f':d2l(ka) jiWl(ka) 
=clé rivée pa rapport à la variable(.). 
(4. 13) 
(4. 14) 
Un clévcloppemcnt détaillé est décrit dans l'Annexe 2 afin d'obtenir les expressions des 
fonctions de Bessel Sphériques (Alternatives) modifiées J, Y etH, en utilisant le 
développement en séries des fonctions cie Bessel sphériques décrites dans [ 1]. 
Les équations (4. 14) expriment les valeurs exactes des courants surfacigues en 
coordonnées sphériques. Nous les avons structurées sous forme d'un module intégré dans 
PHI3D suivant l'organigramme cie la page suivante. 
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construction d'un objet 
sphérique par PHI3D. 
données géornétl'iques du pro blême: 
pro prié tés des régi ans; 
discrétisation sulfacique 
en éléments quadrilatères 
les données géornétrique sont 
NPTMA, NEW', NU!LT(LM,NELT) 
Ul\1 ( N PTMA), V lVI (NPTJVIA), W lVI( NPTMA) 
LSYJ\1, UNIT 
···-.~~.-.~ 
lecture des données 
géotnétriques 
....... 1 ·--···· 
entrées : 
fréquence fen Mhz 
direction de propagation 
polarisation du champ incident 
- n : 1\n·dn~ de la son1rnation pour 
1 
P, j, y, h le polynorne 
lde Leger.1dre., les .fonctions de Bessel et Hankel respectivernent 
-- --- J- -----
N=l,~~ÏP-T-MA J 
i=l, ....... n -~ 
Pour chaque i : 
- calcul de P, j, y, h 
- calcul des a b c ~- ---- i ' i -: i 
----: 
calcul des composantes 
de courants surfaciques 
dans chaque noeuds 
.... 1 
y 
stockage des résultats 
chms des grandeurs supplémentaires afin 
de les exploiter interactive1nent sur PHI3D 
'f 
/~-
N"=<NP'l'~A~> 
~,r .. 
'f 
fin-_~) 
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IV- 2.3. CONVERGENCE DE LA SOLUTION ANALYTIQUE EN FONCTION DE 
L'ORDRE DES FONCTIONS DE BESSEL ET DE LEGENDRE. 
Comme le courant est obtenu analytiquement par une somme infinie (équ.4.14), il est 
donc nécessaire de tronquer cette série pour effectuer le calcul. La question posée est donc : à 
partir de quel ordre la solution peut-elle être considérée comme exacte '7 
Deux cas de figures sont envisagés : premièrement, faire varier n et voir à partir de quel 
ordre le résultat est convergent; deuxièmement, faire varier le rayon r de la sphère en gardant 
toujours constant le rapport r/1. ce qui revient à faire varier la fréquence f, et voir si les 
résultats obtenus sont identiques. 
Le cas test est une sphère de rayon r=0.21. Le champ incident est polarisé suivant y et de 
direction de propagation suivant z. La discrétisation de la surface de l'objet est réalisée avec 
des éléments quadrilatères du deuxième ordre. Le maillage est fait de telle façon qu'il y ail au 
moins dix noeuds sur une longueur d'onde, soit 96 éléments et 290 noeuds (fig. 4.2). 
ter Cas: 
1K, 
\..H, 
Fig. 4.2- une sphère de rayon r=0.2À., 96 éléments, 290 noeuds. 
Les calculs analytiques sont faits pour l'ordre n=3, n =5, n= 8, n=l2, n=l4 eln=20. 
Nous constatons que la convergence devient excellente à partir de l'ordre 8 (fig. 4.3). 
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2.5 
--l!l-- n=J 
- ----f"] n=5 
n=N 
Il= 12 
0,5 
Il= 20 
Il --------1-
Il n/2 TC 
8 : angle polaire 
Fig. 4.3 - représentation elu module des courants analytiques pour différents ordre n, sur la 
surfacigue d'une sphère de rayon r = 0.2 À. 
zème Cas: 
Dans ce cas nous allons prendre le même cas de figure gue précédemment (fig. 4.1) avec 
n fixé et égal à 20, et le rayon r varie de façon que r = 0.21, ce gui revient à faire varier la 
fréquence f. Ces calculs analytiques sont faits pour les valeurs de r : 10 mm , 20 mm, 40 mm 
et 60 mm, soit respectivement pour f = 6 GHz, 3 GHz, 1.5 GHz, 1 GHz. Les résultats obtenus 
sont présentés à la lïg. 4.4. 
Nous constatons clans le premier cas que la convergence est excellente à partir de n égal 
à 8: le temps CPU n'est pas très important, puisqu'il est de l'ordre cie quelques dizaines cie 
secondes pour n supérieur à 8 et inférieur à 20. Dans le deuxième cas, pour être sûr gue la 
solution analytique converge, nous avons pris l'ordre n égal à 20, nombre suffisamment grand 
devant 8, et nous faisons varier le rayon r de la sphère en le gardant toujours égal à 0.21 . Nous 
avons alors constaté que les résultats obtenus restent identiques (même allure des courbes 
présentant Js sur l'abscisse curviligne phi= 90°) pour différentes valeurs der. 
Nous pouvons clone admettre, en conclusion, gue la solution analytique du courant est 
exacte à l'ordre n égal à 20, et gue les calculs numériques envisagés par la méthode des 
équations intégrales de frontière pourront être comparés à la solution analytique obtenue avec 
cet algorithme à cet ordre. 
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I'::::(J(;}lz 
r = 0.2 À 
f= 1.5 {;Hz 
r = 11.2 A 
1 ' 
O.'l 
() - ---f--
() 
2. 
:? . l 
------1- --- --------t------
rt/2 
f = J GHz 
r = 0.2 À 
f=l<;Hz 
r=(I.2À 
Tt 
8: angle polaire 
--·-
Fig. 4.4- Représentation elu module des courants analytiques, pour des fréquences 
différentes, sur la surface de sphères de rayon r = 0.2 'A. 
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IV- 3. LA SOLUTION NUMÉRIQUE OBTENUE DANS LE CAS 
DE DIFFRACTION PAR UNE SPHÈRE CONDUCTRICE. 
Afin de valider la résolution numérique du problème de diffraction électromagnétique, 
dans celle partie, nous nous préoccupons cie la qualité des résultats obtenus. Nous 
commençons alors par choisir la meilleure méthode à utiliser pour le traitement de la 
singularité présente dans un schéma d'ordre 2; nous verrons aussi l'influence du maillage sur 
la qualité des résultats. Les solutions numériques sont obtenues pour le cas de diffraction par 
une sphère conductrice afin cie pouvoir les comparer à la solution exacte (analytique) obtenue 
précédemment pour un ordre assez large (n=20 voir *IV- 2.3). 
La comparaison entre la solution analytique et la solution numérique est eJTectuée sur la 
variation cie la densité cie courant surfacique le long cie la ligne polaire f=90o (voir Fig. 4.1) 
IV· 3.1. CHOIX DE LA MÉTHODE DE TRAITEMENT DE LA SINGULARITÉ 
POUR LE SCHÉMA QUADRATIQUE. 
Pour contourner la difficulté de la singularité de la forme 1/R présente clans le cas 
quadratique, plusieurs travaux ont été déjà faits [481[49][50][51 ][52]. Dans cette section nous 
validons quelques unes cie ces méthodes afin de choisir la meilleure à appliquer dans notre cas 
(problème de diffraction). Parmi ces méthodes, nous validons: 
- la méthode de transformation des fonctions d'interpolations. (« Sp.l.Functions >>: 
Spécial Interpolation Functions Methocl ). 
- la méthode de transformation des coordonnées locales avec une approximation 
cl'orclrc 2 ( « S.AD.C.T 02 »: Self-Adaptative Co-ordinale Transformation with second-
degree relation). 
- la méthode de transformation des coordonnées locales avec une approximation 
d'ordre 3 ( « S.AD.C.T.D3 »: a Self-Adaptative Co-ordinale Transformation with Thircl-
Degi"Ce relation). 
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Représentation de IIJsll sur la surface 
où le traitement de la ~ingularité est fait 
avec la méthode Sp.l.Functions 
CPU ~ 1572,83 s 
"1 
Représentation de IIJsll sur la surface 
2' 
0 §: 
Il 
115 
où le traitement de la singularité est fait 
avec la méthode S.AD.C.T.D3. 
CPU ~ 1569,25 s 
---- 1---
rrl2 
-•- S ;\IJ.C.T.D~ 
-•- SJ>.LFulll"!l<'ll.' 
- r:l ,\'>.J,\LYTIQl!E 
-t----
rr 
8 : angle polaire 
Fig. 4,5- Représentation des différentes méthodes utilisées pour traiter la singularité. 
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Les calculs sont réalisés avec les mêmes paramètres géométriques que dans le cas de la 
solution analytique (fig. 4.2). D'après les résultats obtenus et présentés dans le schéma ci· 
dessus (fig. 4.5) : 
· nous constatons qu'il n'y a pas d'influence de la méthode de traitement des 
singularités sur le temps CPU. 
· la méthode qui s'avère la plus exacte est la méthode de transformation des fonctions 
d'in tcrpol a ti ons. 
· on note de gros problème avec la méthode de transformation des coordonnées 
locales avec une approximation d'ordre 2. Nous n'avons pas d'explication à proposer. 
IV- 3.2. INFLUENCE DU MAILLAGE. 
Afin de pouvoir étudier l'influence du maillage sur la résolution numérique, nous 
agissons sur la qualité elu maillage et sur l'ordre des éléments utilisés. Les c!irfércnts cas traités 
sont présentés sur les pages suivantes. Le rayon de la sphère est toujours égal à 0.2 A, et le 
traitement de la singularité si elle existe est effectué par la méthode de transformation des 
fonctions d'interpolations( Sp. I.Functions). 
En conclusion, nous constatons que la solution obtenue pour un schéma quadratique est 
toujours meilleure à celle obtenue pour un schéma linéaire (la solution ordre 2 est plus proche 
de la solution exacte). Ceci est dû au degré des fonctions d'interpolations utilisées pour 
l'approximation. Nous constatons aussi que, plus la qualité du maillage est meilleure (plus 
fin), plus la solution quadratique s'approche de la solution exacte : elle est presque égale à la 
solution analytique dans le cas oü le maillage est le plus fin, ce qui montre bien la nécessité 
d'utiliser un nombre important de noeuds par longueur d'oncle (voir les calculs cie n/A sur les 
pages suivantes). 
Remarque : le schéma linéaire est obtenu à partir du schéma quadratique en divisant ce 
dernier en quatre éléments d'ordre 1. Donc, en réalité, le nombre de noeuds dans un maillage 
d'ordre 1 est égal au nombre de noeuds clans le maillage quadratique, auquel est ajouté le 
nombre total d'éléments constituant ce dernier. C'est pour cette raison que le temps CPU en 
linéaire est plus important qu'en quadratique. 
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1 er cas de maillage: 74 noeuds, 24 éléments 
.F X~y 
(a) rcpr~scntation de !IJsll sur la surface 
extérieure avec un schéma d' ordre 1 
Cl'll = 1211,17 s 
tz x___;.,_ Y 
le rapport du nombre lk tmcuds par longueur d'onde 
(n /fe) est obtenu en divis;mtle nombre total des noeuds 
sur l/2 drconiCrencc de la sphère (L = 0.2 À x 1t ) 
dans notre cas : 
1.5 
0.5 
{) 
-1-
{) 
• r;;:<:_c,_,_,;3/ 
(b) représentation de 11Jsll sur la surface 
extérieure avec un schéma d' ordre 2 
CI'U = 57,34 s 
x__(y 
(c) représentation analytique de IIJs!! 
sur la surface extérieure. 
CI'U = 12,51 s 
../)·-"' 
_,.IY' , • ·1 i 
,J.l - ,li. J 
,JJ • ,LJ' 
Cl Jl 
cl r:J / .u· 
p l 
/' ,:r 
/ 1 
p' 
'(_j )l. 
)l' 
'[J' 
r------ ---~ 
rr/2 
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2 ème cas de maillage : 122 noeuds, 40 éléments 
{a) représentation de IIJsll sur la surface 
extérieure avec un .schéma d' ordre 1 
CPU = 393,S7 s 
Le rapport : 
0 
a, 
Il 
0 
o.s 
Il 
() 1!/2 
/' 
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c( J r tl 
(b) représentation de IIJsll sur la surface 
extérieure avec un schéma d' ordre 2 
CPU = IS3,47 s 
. tZ 
x--\..Y 
(c) rcpré:-;cntation analytique de IIJsll 
sur la surface extérieure. 
[""]-
.ii 
CPU = 21,2 s 
1l 
OIWRr; 1 
ORDRE 2 
e : angle polaire 
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3 ème cas de maillage: 194 noeuds, 64 éléments 
2, 
• o::-:~1 J·-19 
(a) représentation de Ill si! sur la surface 
extérieure avec un schéma d' ordre 1 
Cl'lJ = 1257,22 s 
Le rapport: 
1.'1 
0 
rr/2 
/ 
/' 
j)' 
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(b) représentation de IIJsll sur la surface 
extérieure avec un schéma d' ordre 2 
Cl'lJ = 564,89 s 
x__(Y 
(c) représentation analyti(llll' 
sur la surface extérieure. 
Cl'll = 33,86 s 
de IIJsll 
j)· -D-. 0 
- - ·0 -- ORilRE 1 
-fr-- OIWIŒ ~ 
·-- n- · • Ac-:t\L'(llQlJE 
n 
0: angle polaire 
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4 ème cas de maillage : 290 noeuds, 96 éléments 
. 8072Co 
(a) représentation de IIJsll sur la surface 
extérieure avec un schéma d' ordre 1 
Cl'll = 3712,92 s 
Le rapport: 
2.~ 
0 
"' Il 
"' eo 
:ï1 u 
~ 
1--- ·1 
[) 
r· 
7</2 
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X__.t.,.y 
-,,,-,-~77 l 
(b} représentation de IIJsll sur la surrace 
extérieure avec un schéma d' ordre 2 
Cl'lJ = 1572,83 s 
(c) représentation analyti(tue 
sur la surface extérieure. 
Cl'lJ = 49,85 s 
de lllsll 
-·<!·- OIWIŒI 
· · · { ·,- -- A:\ALYTI()lll'. 
9: angle polaire 
' 
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IV- 3.3. LE TEMPS CPU. 
Nous allons maintenant présenter l'évolution elu temps CPU en fonction cie la densité du 
maillage (fig. 4.5 bis). 
Des allures des courbes ci-dessous, nous constatons que le temps CPU augmente 
globalement avec le carré du nombre de noeuds, d'autre part, l'espace mémoire nécessaire est 
très important: une sphère maillée avec 1000 noeuds (06 inconnues réelles par noeud) 
occuperait par exemple un espace mémoire d'environ 140 Moctets. Afin de réduire ces 
paramètres (temps CPU et espace-mémoire), il faut donc bien évidemment tenir compte des 
symétries physiques et géométriques du problème modélisé si elles existent. 
3900 
3400 1 
1 
2YOO 1 
2400 
~ 
= 
1 
- • '
1 
• - ORDRE 1 
1 
'" ;::, 1900 _...,.__ ORDRE 2 1 
r:.. 
u 
1400 
1 
cf · · · n · · ANALYTIQUE 
/ 
900 / 
400 
. 1 ()() 
() 50 lOO 1 50 200 250 300 
noeuds 
Fig. 4.5. bis- Représentation elu temps CPU en fonction de la qualité elu maillage. 
Pour ce faire, la méthode que nous avons mise en oeuvre est classique: l'objet est 
d'abord reconstitué fictivement, au mveau de l'assemblage, afin de prendre en compte la 
constitution de tous les éléments du maillage, y compris les éléments symétriques. la 
résolution se fait ensuite uniquement avec les noeuds initiaux, tels qu'ils ont été décrits au 
niveau du mail leur. 
Le cas lest que nous avons choisi pour la validation de la méthode est toujours celui 
d'une sphère, présentant un ou deux plans de symétrie. Le temps CPU demandé par la 
résolution diminue alors considérablement en prenant en compte la présence cie symétries, 
sans que la solution ne soit perturbée (ce qui est rassurant, et valide la méthode: cl'. fig. 4.6, 
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4.7 el 4.8). Il devient clone possible d'obtenir la solution pour un maillage global très 
important en utilisant les plans de symétries. 
2.5 
0,5 
() i 
() 
1 
z 
w 
Représentation de JIJsll sur la surface 
extérieure d'un demi-sphère maillée en 
161 noeuds et 48 éléments 
- 1 
cru = 524,15 s 
.. --+- . 
rr/2 
1--- 1----
2~17103 
.7020E18 
~-- ANALYTIQUI-: 
' 
- - - ;t.- - - SPHERE corvli'LE"IT: 
-' . ...- f)I:]Vll-SI'HERI; 
Tt 
8: angle polaire 
Fig. 4.6.- Représentation des calculs avec un seul plan de symétrie. 
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2.1 
Représentation de IIJsll sur la surface 
extérieure d'un quart de sphère maillée en 
89 noeuds el 24 éléments 
CPU = 241,56 s 
---ANALYTIQUE 
~ • - -A· - • • SPHERE COi'.,.JPLETE 
0 QUART DE SPHERE 
0 J - --1 --------------t --
() rr./2 rr. 
e : angle polaire 
Fig. 4.7- Représentation des calculs avec cieux plans cie symétries 
et avec un maillage suffisant pour la résolution. 
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a-
.c 
"-
~ 
'=' 
2. 1 
z 
w 
.6'0H557 
représentation de II.Jsll sur la surface 
extérieure d'un quart de sphère maillée en 
:12 1 noeuds ct 96 éléments 
2.5 
2 
1,5 
0,5 
{) -c-
o 
CPU = 4338,63 s 
1 
rc/2 
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----j-------
représentation de IIJsll sur la surl'acc 
extérieure de la sphère complète reconstituée 
par PHI3D ù partir de ses 2 plans de ·"ymétirc.~ 
soit au total IOXO noeuds et 264 ék~mcnt:-. 
----ANALYTIQUE 
• • • _.. • • • SPHERE COlV!PLETE 
-----<:-- QUART DE SPHERE 
TC 
e : angle polaire 
Fig. 4.8- Représentation des calculs avec deux plans de symétries et avec un maillage fin. 
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IV- 4. DÉTERMINATION DU CHAMP DIFFRACTÉ À L'EXTÉRIEUR 
D'UN OBJET PARFAITEMENT CONDUCTEUR. 
Dans cette partie nous allons déterminer les expresstons des champs ditTractés à 
l'extérieur de la surface d'un objet parfaitement conducteur. Sur cette dernière, nous avons 
n xE= 0 et 11. H = 0, les équations (2.15) seront clone : 
E'(x) =-
4
1
rr f{iw!l(n'xH)<)l-(n' .E)v"<)l}ds' 
()Il, 
H'(x)=-1 ,f{(n'xH)x'il'<)l}ds' 
4rr j 
av, 
avec n x H = J, les équations ci-dessus deviennent : 
E'(x) =- 4~ f {fùl!l.l,<)l- ~ 'il'.J,.'il'<)l}ds' 
""· Il 
H' (x)= 4~ f{J, x 'il' <)l }ds' 
ùV, 
(4. 15) 
(4.16) 
Ce système représente les équations intégrales du champ diffracté en fonction des 
sources équivalentes sur la surface d'un objet cliffracteur parfaitement conducteur. La 
détermination des quantités de champ demande la résolution des équations intégrales (2.17). 
La deuxième équation est plus facile à résoudre numériquement car, clans la première, 
nous elevons cfTectuer la dérivation d'une valeur approchée, ce qui provoque des erreurs 
numériques très importantes. 
Cette équation peut être résolue numériquement en utilisant les solutions des densités cie 
courants calculées précédemment sur une surface S d'un objet diffracteur discrétisée en 
éléments quadrilatéraux. 
L'équation utilisée à l'extérieur cie l'objet sera écrite sous la forme discrétisée suivante: 
(4.17) 
les significations des différentes variables sont indiquées clans les équations (3.1) à (3.4). 
Le paramètre le plus important à connaître en diffraction est la section radar de l'objet 
cliffracteur. Elle est définie comme étant l'aire interceptant une puissance totale, diffractée 
clans un milieu isotrope, el produisant au niveau d'un récepteur une densité de puissance égale 
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à celle diffractée par l'objet. Elle est obtenue en se plaçant à l'infini (kr->=), donc lorsque le 
champ est considéré comme lointain. 
Nous allons évaluer le champ proche et lointain dans le cas d'une sphère parfaitement 
conductrice ainsi que le diagramme de rayonnement représentant la section radar. Les calculs 
seront faits pour les points sommets de triangles situés dans un plan de coupe réalisé par 
PHI3D. Deux cas possibles : soit le plan de coupe est proche de l'objet, soit il est éloigné 
(lointain) de ce dernier. Pour valider les calculs, nous prenons le cas simple d'une sphère 
parfaitement conductrice (fig. 4.9) et (fig. 4.12), où la solution analytique est déterminée. 
IV- 4.1. CALCUL DU CHAMP PROCHE POUR LE CAS D'UN OBJET 
SPHÉRIQUE. 
Soit une sphère conductrice de rayon r, les densités de courants surfaciques sont 
connues sur les noeuds des éléments quadrilatéraux quadratiques, son plan de coupe est 
réalisé avec PH !3D et maillé en éléments triangulaires (fig. 4.9). 
F x~ Y 
1K, 
l...H, 
l'Inn de nHIJW 
4.9.- Représentation d'une coupe proche avec le plan XY. 
Fig. 
Dans le cas de figure IV - 2 où notre sphère est illuminée par un champ incident sous la 
forme d'une onde plane polarisée en x et qui se déplace suivant z (fig. 4.1 ), nous allons faire 
un calcul proche dans le plan cie coupe d'équation Y= O. 
Les résultats obtenus sont présentés comme suit : 
-représentation des isovaleurs du module du champ total clans Je plan cie coupe pour Je 
cas analytique et le cas de la méthode intégrale (fig. 4.1 0). 
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- représentation de l'allure de champ sur un arc de cercle formé par l'angle q (de 0" à 
180"). Cet arc de cercle est d'abord situé à une distance très proche de la surface de la 
sphère, puis à une distance moyenne (au milieu du plan de la coupe, fig. 4.1 1.). 
Les résultats obtenus numériquement sont très proches de ceux obtenus analytiquement: 
ceci valide la méthode utilisée pour évaluer le champ proche et lointain. 
z. 
Représentation analytique Représentation numérique 
Fig. 4.10- Module des isovaleurs du champs total dans un plan de coupe Y=O. 
11.5 
rr/2 
-::-.J-- J\NALYTIQliE 
-(~ ,\Jt;TIHHJE 
l"'lEGit,\U 
L~ ra_l'ml tk l'an·"' 2U.n5 mm 
H : angll' pnlain~ 
Fig. 4.11 (a) -Module elu champ total sur un arc cie cercle très proche de la sphère. 
I 
-- --t 
rr/2 
------- t 
----!_}-- ANALYT!!)lll" 
~ ~II'.TIHJDE 
INTHi!<ALE 
Le rayun 1k l'nt'l' =fi() m1n 
- -t------
rr 
B: angle polaire 
Fig. 4.11 (b)- Module du champ total sur un arc de cercle éloigné de la sphère (r=50 mm). 
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IV- 4.2. CALCUL DU CHAMP LOINTAIN POUR LE CAS D'UN OBJET 
SPHÉRIQUE. 
Dans ce cas de figure, le plan de coupe lointain est réalisé avec deux cercles 
concentriques (fig. 4.12). Les coordonnées des points de calculs (x,y,z) sont stockées dans un 
fichier qui sera interprété par PHI3D et qui va le prendre comme étant une coupe. 
/\ 
Plan lointain 
Fig. 4.12. -Représentation d'une coupe lointaine (plan XY). 
li_ li 
+ f"-JJrn:-riqLe 
:1 J:..n~l~-tlquc 
12C 
:Yc 
--- --
27C 
3CC 
, 
' 
1 
i 
1 
' 1 
/ 
:_ JJ 
0 
Fig. 4.13.- Diagramme de rayonnement pour une sphère parfaitement conductrice. 
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Pour valider les calculs numériques, nous allons comparer les valeurs cie la section radar 
obtenues numériquement à celles déterminées par les calculs analytiques (fig. 4.13). 
IV- 5. EXEMPLE DE LA DIFFRACTION PAR UN CYLINDRE 
PARFAITEMENT CONDUCTEUR. 
Afin cie valider la méthode de traitement de la discontinuité (utilisation d'éléments 
semi-discontinus), nous avons modélisé le cas de la diffraction d'une oncle incidente par un 
cylindre conducteur parfait. La fonction associée au vecteur normal ainsi que les vecteurs 
champs sont discontinus au niveau des circonférences reliant les bases elu cylindre (bords) à sa 
surface génératrice. Nous utilisons donc des éléments semi-discontinus à la place des éléments 
continus situés sur les deux côtés le long de la circonférence reliant le bord et la surface 
génératrice (fig. 4.14). 
noeud géo~néll_·_iquc _ 
~,._...-.::::······· (....:. __ 
noeud fonctionnel 
Fig. 4.14- Présentation du problème cie diffraction par un cylindre. 
Les isovalcurs du module des densités de courants surfaces sont présentés ci-dessous 
(fig. 4.1 5) pour le schéma d'ordre 1 et le schéma d'ordre 2 : 
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.520252 
Fig. 4.15 (a)- Représentation des isovaleurs du module des densités de courants 
surfacique pour le schéma d'ordre 1 . 
. 520479 
Fig. 4.15 (b)- Représentation des isovaleurs elu module 
des densités de courants surfacique pour le schéma d'ordre 2. 
Nous constatons que les densités cie courants sont bien discontinues au niveau des 
arêtes. 
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IV- 6 CONCLUSION 
La validation de la méthode que nous proposons pour la résolution des problèmes de 
diffraction électromagnétique tridimensionnelle à été réalisée par l'intégration d'un module 
Hyper-hannoniquc au logiciel PHI3D, déjà utilisé pour la modélisation des dispositifs 
électrotechniques 3D (logiciel développé au sein elu CEGEL Y). 
Pour valider ce modèle, nous avons commencé par programmer la solution analytique 
d'un objet diffracteur sphérique. Nous avons déterminé l'ordre optimal des fonctions 
sphériques utilisées dans les expressions analytiques. Une fois la solution analytique supposée 
exacte, nous avons confronté les résultats obtenus par la méthode intégrale à l'ordre 1, où le 
problème de singularité est inexistant, ainsi qu'à l'ordre 2. Nous avons également déterminé la 
méthode la plus précise pour la résolution du problème de singularité lorsque le schéma 
quadratique est utilisé. 
Nous avons ensuite étudié l'influence du maillage sur la précision des résultats 
numériques obtenus et sur les temps de calcul. Enfin, nous avons validé la méthode des 
éléments finis semi-discontinus pour la prise en compte des discontinuités géométriques et 
physiques. 
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Nous avons exposé dans ce travail une méthode de résolution numérique pour des 
problèmes de diffraction électromagnétique 3D en hyperfréquences. Cette méthode a été 
choisie parmi l'éventail des méthodes numériques utilisées pour la modélisation 3D des 
phénomènes de diffraction. Il s'agit d'une formulation intégrale basée sur l'utilisation du 
théorème de Green. 
Différentes formulations ont été établies, pour les objets conducteurs parfaits et les 
objets diélectriques en régime harmonique, et pour les objets conducteurs parfaits en régime 
temporel. La mise en oeuvre numérique de ces équations, discrétisées en utilisant des 
éléments finis de surface, conduit à un système linéaire de petite taille grâce au gain d'une 
dimension dans la modélisation. 
Les difficultés rencontrées dans la mise en oeuvre de cette méthode sont les problèmes 
de singularité el de discontinuité. Pour la résolution du problème de singularité, différentes 
procédures numériques ont été lestées et validées, afin de faire ressortir la meilleure d'entre 
elles. Le problème de la discontinuité a été traité en utilisant des éléments spéciaux appelés 
éléments sem i -cl isconti nus. 
Les résultats numériques obtenus ont été confrontés à des résultats analytiques : il s'agil 
de la diffraction par un objet sphérique conducteur parfait. Le module résultant de nos travaux 
a été intégré au logiciel PH !3D. 
Contrairement à la méthode des éléments finis, notre méthode oiTre la possibilité de 
traiter avec un moindre coùl des problèmes de diffraction électromagnétique tridimensionnels 
en hyperfréquences essentiellement lorsque ceux-ci sonl ouverts. Son grand avantage csl 
qu'elle ne nécessite aucune approximation pour la prise en compte de l'infini. 
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Nous avons vu dans le chapitre IV que, même si la méthode intégrale est peu coûteuse 
par rapport à une méthode de type éléments finis, pour une précision identique, la 
modélisation d'un problème réaliste (illumination d'un avion par une onde radar) ne peut pas 
être envisagée sur un calculateur scalaire courant: pour des raisons de temps de calcul, certes, 
mais aussi et autant pour des raisons d'espace-mémoire. 
Deux directions sont donc à envisager : 
-d'une part, la résolution se fait actuellement à l'aide de la méthode cie Gau;,;,, qui est 
coûteuse. D'autres méthodes, itératives, doivent être envisagées. 
- le calcul massivement parallèle devrait permettre de résoudre les problèmes d'espace-
mémoire. Il faudra alors revoir les différents algorithmes mis en oeuvre de façon à les rendre 
optimaux. 
Enfin, la modélisation de problèmes de C.E.M nécessite, par définition, la prise en 
compte réelle de la composante temporelle. Nous avons établi théoriquement une formulation 
dans cc domaine, mais nous n'avons pas pu la mettre en oeuvre : nous espérons qu'elle le sera 
clans un avenir proche. 
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La représentation des équations de Maxwell sous la forme différentielle est utilisée pour 
décrire et relier les vecteurs champs, les densités de courants et les densités de charges à 
n'importe quel point de l'espace et en fonction du temps. Pour que ces expressions soient 
valables, il est supposé que les vecteurs champs sont des fonctions continues et dérivables en 
temps ct dans l'espace. Les distributions de charges et de courants présentent souvent une 
discontinuité au niveau des interfaces entre les milieux oü il y a eu un changement discret des 
paramètres magnétiques et/ou électriques (ou physiques) à travers l'interface. Ces variations 
de vecteurs champs à travers une telle interface dépendent des distributions discontinues de 
charges et de courant auxquelles on se refere souvent comme étant des conditions aux limites 
du problème. Ainsi une description complète de champs de vecteurs à n'importe quel instant 
nécessite la vérification de certaines lois physiques dites équations de Maxwell et les 
conditions aux limites associées. La forme différentielle de ces équations est la suivante: 
vx ·=-·K-~=-K-K 1 =-K 1 dt 1 ( 1 l"E' ()B ()D 
. V x H = .!, + .!, + ~ = .!;, + J" = J, 
dt 
V. D = r;,.,. = p 
V. B =If,,. 
ovec 
J .!; : la densite du courant electrique appliqué (A 1m2 ) 
()/) 
Jd =-.-
rlr 
()B K -~ 
d- ar 
ct 
l .!,. : la densite du courant electrique de conduction (A 1m 2 ) 
{.!" : la densite du courant electrique de deplacement (A 1m2 ) 
{K": la densite du courant magnetique de dép lacement (V 1m2 ) 
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E: le champ electrique (V 1 m) 
H : le champ magnetique ou l'excitation magnetique (A 1 m) 
D : 1' induction ou le deplacement electt·ique (c 1m 2 ) 
B: l'induction magnetique ou la densité du fi ux magnetique (webers 1m2 ou Tesla) 
K; : la densité du coura nt magnetique applique (v 1m 2 ) 
'ico· : la densite du charge electique ( c 1m 3 ) 
'1,,. : la densité du charg e magnetique (webers 1m3 ) 
La densité elu courant de déplacement 1, = ()D Ùt a été introduite par Maxwell pour 
compléter la loi d'Ampère en statique 'V x H = J . Dans un espace libre (l'air) considéré 
comme un fluide parfait, 1, est vue comme un ensemble de charges en mouvement dans cet 
espace. Pour les diélectriques une partie de la densité du courant de déplacement est vue 
comme un ensemble cie charges en mouvement responsable de la création elu courant réel, Par 
ÙD 
conséquent, dans un espace libre ( de conductivité nulle), Je terme est entièrement Ùt 
considéré comme une densité cie courant de dépaleccment. 
. . 1 ' . 1 M Il 1 ùB J' . ' • A cause cie la symetne c cs equations ce axwe , e terme - est c estgne comme etant Ùt 
une densité de courant de déplacement magnétique. En plus, la densité elu courant magnétique 
appliquée K, (source) et la densité des charges magnétiques '1,,. ont été introduites suite au 
concept général elu courant. Bien que les charges magnétiques et la densité cie courant 
magnétique sont physiquement non réalisables, elles ont été introduites afin d'équilibrer les 
équations cie Maxwell. Les densités de courants électriques et magnétiques appliquées sont 
considérées comme des sources d'energie qui génèrent des champs dont les expressions seront 
écrites en fonctions cie ces densités cie courants. 
Résumons tout cc que nous venons de développer avec les schémas des cieux circuits 
électriques suivants : 
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v ......................................... , 
K ~.e;:::::::::--,,-,,-., -+-iJ~~+c:;;r 
~de tension 
y 1 
/ 
(2) 
/{ 
,/" 
UlfllS d,· .H:Illdl' 
p~tm,'abi lit l' p 
Dans le circuit ( 1) la source de courant est vue comme une densité de courant électrique 
appliqué J, . . Cette dernière génère une densité de courant de conduction .!, à travers une 
(JD 
résistance et un courant de déplavcement ./"= dt à travers une capacité. 
Dans le circuit (2) la source de tension est vue comme une source de densité de courant 
magnétique appliqué K, .Cette dernière génère à traves un corps magnétique de perméabilité ~t 
t1ès grande une densité de courant de déplacement (magnétique) K" = (J:j 
ot 
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A - LES FONCTIONS SPHÉRIQUES DE BESSEL 
Soit l'équation différentielle: 
:c
2
w" +2zw' +[z 2 -n(n+ ll]w = 0 (n = 0,±1,±2, ... ) 
Les solutions particulières de cette équation différentielle sont: 
• Les f(mctions de Bessel sphériques de première espèce, notées : 
• Les fonctions de Bessel sphériques de seconde espèce notées : 
y,Jz) = ~Y,,+ 1 n(z) 
• Ainsi que leurs combinaisons linéaires appellées: 
Fonctions de Hankel sphériques de première espèce notées : 
17,; 11 (z) = .i, (z) +iv, (z) = /f;H111 (z) 
').,. n+l/2 
_,_ 
Fonctions de Hankel sphériques de seconde espèce notées : 
lm() . . ) ~Hm ) 10 Z =.J,(Z.)-1.\',(Z = - (2 2z n+ll2 
(A-l) 
(A-2) 
(A-3) 
(A-4) 
(A-5) 
Toutes ces fonctions sont linéairement indépendantes pour chaque valeur de n. Leur 
développement en series s'écrit : 
.i,(z) = 
v,( z) = 
-" l '· 1 1.3.5 ... (211 + 1) 
1.3.5 ... (211 -l) li 
,.,.n+l 
'· 
1 " 1 " , ) 
-z- t-z·t
2 ·---~"----
1!(211+3) + 21(2n;3)(2n+5) + ... 
1 " 1 , , ) 
-z· t-z-t 
? ·---~? ___ ~ 
Jl(l-2n) + 21(J-2n)(3-2n) + ... 
(n = 0,1,2, ... ) 
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Les fonctions de Bessel d'ordre fractionnaire (n+ 1/2) sont utilisées comme étant des 
solutions de l'équation de Helmholtz en coordonnées sphériques. Dans les problèmes scalaires 
il es tu ti le d'utiliser comme solutions [38] les fonctions de Bessel modifiées d'expressions : 
.i,(x) = Jtl,+ll2(x) 
y,(x) = Jif.v,+l/2(x) 
(A-7) 
Dans les problèmes électromagnétiques en régime harmonique, les fonctions de Bessel 
- - -Sphériques (Alternatives) modifiées, ./,Y etH ont pour expressions: 
et 
- (1 1 - . -H, =.!,(x)-tY,,(x) 
(A-8) 
" (') " " H,· = .J,(x)+il~,(x) 
De [ IJ nous avons : 
·" l _lx' (_Ir')' 1 A 7 2 j,(.r) = ~~~~- 1- -+~--"'----+ ... f 
1.3.5 ... (211 + 1) 1 !(211 + 3) 21(211 + 3)(211 + 5) 
-",(x)= l t ) t , , ) 13 c (? l) -x· (-x·)" _·-_·-_'·_ .. cè:---:c',l_-_..:.. 7 2 - +1 1- +-----"'~---+ ... x" 11(1-2n) 21(1-211)(3-2n) (A-9) 
(n = 0,1,2, ... ) 
Alors: 
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.\"11 
j,(x) = -
1
.-".-."----i 1-
·'·'··(211+1) 
1.3.5 ... (2n-l) 
J1(211 + 3) 
~
t ~J)k[±x2 r 
k 
k 1 n (2n+2p+l) 
p= 1 
1 ' 
-.r 
k=l 
+ 21(211 + 3)(211 + 5) 
-~I)k(±x2 r 
k 
k' n (2n+2p+l) 
J!=l 
+ 
k=2 
(_l_r')' 
2 
+ ... 
y,(x) =- n+l I-
r l!(l-2n) 2!(3- 2n)(5- 2n) 
D'où: 
~ ~~
--(~ J)k[±x2 r (-J)k[±x2 r 
k k 
kin (-2n+2p+l) 
fi= 1 
k' n (-2n+2p+l) 
JF"'] 
. xn 
J,(x)=-----
. 1.3.5 ... (211 + 1) 
+~ Hl"(~x 2 r 
1 + I --,"--'---'--
-
1._3._5 ._ .. ..:.,( 2:-;-11_-_1_:_) 
v ( r)--
· 11 ~ - n+l 
x 
k=l kin c2n + 2p +Il 
p=l 
+·· H>"(~x 2 )" 
1 + I-·k-· _.c__-'.__ 
k•l ki nc-2n+2p+ 1) 
p=l 
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Leurs dérivées seront: 
k ( 1 2 )" n-1 +~ (n+2k)(-1) lx 
i:, (r) = ~--1-----\ 11 + 2:~--,,,-_ ~~-'-~-'--
. L3.S ... (2n+ 1) k~l k! I1(2n+2p+ 1) 
fi""-' 1 
,, ( r) = 1.3.5 ... (211-1) 
+~ (2k- 11 - 1 )( -1 l" ( ± x 2 r 
-(Il + 1) + 2:~~,k~~~-'-~-"--
• /J • 
ct 
n-2 
r 
i;,'(r) = -~~~­
. 1.3.5. (211+ 1) 
" 1.3.5 ... (211- 1) 
Yn(X) =- n+::l 
r 
n+2 
x k~l k1f1(-2n+2p+1) 
v=:J 
+~ (n + 2k)(n-1 + 2k)( -1)k( ± x 2 )" 
n( 11 - 1) + L·-~~~-,k,-· -----'-"'---'--
k~l k 1 IT(2n+2p+1) 
p:::::l 
k ( 1 ')" +~ (2k-n-1)(2k-n-2)(-1) 2x-
(n + 1 )( 11 + 2) + L ---.k-------"~--"--
k~l k1f1(-2n+2e+1) 
p=l 
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8 - LES FONCTIONS ASSOCIÉES AU POLYNÔME DE LEGENDRE 
L'équation de Legendre associée est de la forme: 
1 d ( . dw) l m 2 j 
-.-- s1116- + u(u+l)--.-7 -- w=O Sll16d8 d6 s111·8 (B-I) 
substituons 11 =cos f) dans l'équation ci-dessus, nous aurons : 
7 l 7 j 7 d" dù) Ill~ (1-u·)--2 -2u-+ u(u+l)---2 w=O du du 1 -u (B-2) 
quand m = 0, l'équation de Legendre associée sera réduite à la forme d'une équation de 
Legendre ordinaire telle que: 
7 ( 2) d· dw 1-u --7 -2u-+u(u+l)w=O du~ du (B-3) 
Nous allons commencer par trouver la solution à l'équation de Legendre ordinaire (le cas 
où m=O), ensuite nous généraliserons pour l'équation de Legendre associée. 
Dans un système de coordonnées sphériques 0:; 8:; rr, la solution est impérativement 
clans l'intervalle u = [-1, 1]. En particulier, pour 11-ul < 2, la fonction cie Legendre cie première 
espèce s'écrit : 
(B-4) 
N est un entier inl'érieur à n 
Remarque : lorsque l'ordre n cie P est réel, Pu(u) et 1~,(-u) sont cieux solutions 
indépendantes de l'équation de Legendre, mais quand n est entier, l'expression cie la fonction 
de Legendre va devenir une somme de series finies qu'on appellera Polynôme de Legendre 
de degre 11. : 
P,, ( -u) = (-1 )" P,, (u) (B-5) 
Une autre solution existe pour l'équation de Legendre et qu'on appelle fonction de 
Legendre de seconde espèce. Elle est définie comme suit : 
Qu(u) = 1t Pu(u)cos\m- Pu( -u) 
2 Sli1U1t 
(B-6) 
Pour le cas du Polynôme cie Legendre où l'ordre n est entier, seule la première 
sommation existe ct elle pourra être mise sous la forme suivante: 
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( ) - ~ (-l)"'(2n+2m) 1( )"-2"' ~~ u - L...t 2 u 2" (m') (n -- 2m) t 111=0 (B-7) 
avec M un entier egal à n/2 ou (n-1 )/2. 
Une autre forme est donnée au polynôme de Legendre par la Formule de RODRIGUES 
dont l'expression est : 
l d" ( ' )" P (u)=---- li- -1 11 211 n! du 11 (B-8) 
Maintenant. pour déterminer les solutions à l'équation de Legendre Associée, on prend 
tn comme étant 1111 entier. Si l'équation de Legendre ordinaire est dérivable 111 fois, on aura: 
l 7 d 2 c/(J) l d"'(J) (1 -u-)~2 - 2u(m + 1)- + (n --111 )(11 + 111 + l) -,-, = 0 du du du (B-9) 
Posons y [ 
, mi2Jc/"'(J) 
= (1- u") -
1 
, dans l'équation ci-dessus. 
CU 
Cette dernière prendra la 
forme de l'équation de Legendre associée en remplaçant y par (J). Ceci implique que les 
solutions à l'équation de Legendre associée sont: 
Q;;· (u) = ( -1)"' ( l - /12 r/2 d"';·:,~u) 
LU (B-I 0) 
on note que tout les P,;" (u) = 0 pour m > n. 
Pour déterminer les valeurs analytiques des courants induits sur la surface d'une sphère, 
nous nous intéressons au calcul numérique du polynôme de Legendre P,,(li) avec u=cos8, 
-1 <:; u 5 1, oli l'ordre n elu polynôme est entier. Alors, le Polynôme de Legendre P,, (u) aura la 
forme indiquée à l'équation B-7, avec : 
1 ( ) () ( ) 2 1/2 '( ) P,, li = - P,, li = -( 1 - li ) P,, li 
ae (B-12) 
et 
0 -j(-1)"/2 1.2.3.5 ... (11-1) 
1,(0)- 2.4.6 ... 11 
() 
sin est pair 
si n est impair 
1~,(1)=1 (B-13) 
{ 
l si n est pair 
P,, ( -1) = . . . 
-1 si n est 1111 pair 
page 103 
sin8 
ANNEXE 2-B: LES FONCTIONS ASSOCIÉES AU POLYNÔME DE LEGENDRE 
B=n: 
=(-1)"+111(11+ 1) 
2 
dP,:(cos8) , 11(11 + 1) 
---"--'----'- = (- 1 ) 
d8 2 
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C - LES EXPRESSIONS DE CHAMPS DUS 
AUX VECTEURS POTENTIELS A ET F 
Dans celte partie nous allons présenter l'introduction des fonctions auxiliaires (comme 
outils mathématiques) appelées potentiels vecteurs, dans l'analyse des problèmes 
électromagnétiques relatifs aux valeurs limites, afin d'obtenir la solution en champs électrique 
(E) et magnétique (H) représentant des quantités physiques mesurables. 
La formulation en potentiels vecteurs représente une étape intermédiaire pour la 
résolution du problème du champ rayonné (E,l-1) à partir des sources électrique el/ou 
magnétique (.J,K). Bien que la procédure de résolution exige le passage par deux étapes, 
intégration pour obtenir les potentiels vecteurs A el F, ensuite dérivation pour obtenir E ct 1-1 
[54], c'est une méthode très simple et plus directe. car en estimant les densités de courants 
équivalents sur l'enveloppe, on peut obtenir E et H facilement : ceci représente une 
approximation aisée ct directe. 
C.1. DÉFINITION DU POTENTIEL VECTEUR A. 
Dans un domaine d'espace libre (pas de sources), la densité cie flux magnétique B est 
supposée solénoïdale et telle que 'V B = O. Elle peul clone être représentée sous une autre 
forme vecloricllc qui obéit à l'identité vectorielle: 
'V.'VxA=O 
où A est un vecteur arbitraire. Alors on définit : 
cc qui implique : 
l'indice,, indique que le champ ne dépend gue elu potentiel vecteur A. 
Substituant l'équation (3.C) clans la première équation de Maxwell: 
('VXE=-jùlf!'VXH), on déduit: 
'V xE"=- jw'V x A 
Cette dernière équation peut être écrite sous la forme: 
De l'iclenlité vectorielle on peut écrire: 
'Vx(-\7~.)=0 
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Par conséquent. on peut déduire : 
E = -'il\1-J.WA 
;\ 1' • 
(7.C) 
où Ye représente un potentiel scalaire électrique arbitraire, fonction de la position. 
De l'une des propriétés du rotationnel, 'i7x'i7xA = 'i7('i7.A) · 'i7 2A ct de l'équation (4.C) on peut 
écnre : 
'i7X(f.!H4 ) = 'i7('i7.A)- 'i7 2A (8.Cl 
ce qui implique pour un milieu homogène: 
~t'i7xH,, = 'i7('i7.A) · 'i7 1 A (9.C) 
En substituant l'équation (9.C) dans la deuxième des équations de Maxwell, on a alors: 
f.!.J+jWEf.!E 1 ='i7('i7.A)- 'i7 2A ( IO.C) 
En substituant (7 .C) dans ( 1 O.C), on aboutit à : 
(II.C) 
Dans l'équation (2.C), on adéfini le rotationnel de A et maintenant. On a ù présent le 
choix pour délïnir comme sa divergence, qui est indépendante de son rotationnel. En 
conséquence, pour simplifier(II.C), on pose: 'i7.A=-jWEf.!V,, ce qui implique: 
1 
V =---V A 
' jWEf.! . ( 12.C) 
Cette équation est connue sous le nom de condition de Lorentz: d'autres conditions 
peuvent également être définies. En substituant ( 12.C) dans ( II.C) on aura: 
et (7.C) peut être réduite à: 
'i7 2 A+ k' A= -!l.J 
EA = -.i 1 mA +-1 -'i7('i7.A)l l mqt 
C.2. DÉFINITION DU POTENTIEL VECTEUR F. 
( 13 C) 
( 14.C) 
Comme clans le cas elu potentiel vecteur A, on peul dire que, dans une région de l'espace 
libre (pas de sources), la densité du flux électrique D est supposée solénoïdale et que 'i7.D =O. 
Donc elle peut sc mettre sous une autre forme vectorielle (rotationnel d'un vecteur), car elle 
obéit aux lois de l'identité vectorielle: 
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'i7.(-'i7xF)=O 
où Fest un vecteur arbitraire, donc on peut définir 
D 1 =- VxF' 
E,. =- _!_ 'ilxF 
E 
l'indice, indique que le champ ne dépend que elu potentiel vecteur F. 
A vcc le même raisonnement que précédemment on aboutit à : 
et on déduit que : 
V'F + k'F = -EK 
-1 1 
H 1.- =-.-V xE,.-= -.--V x V x F 
.JWP .JO)Ep 
= -j l mF + - 1- V (V F)l l mrp 
C.3. CONSTRUCTION DES SOLUTIONS DE CHAMPS. 
( IS.C) 
( 16 C) 
( 17 C) 
( 18 C) 
Les champs résultants E ct H seront obtenus par la superposition des champs 
individuels : (EA , HA) et (EF , HF) qui dérivent des potentiels vecteurs A et F 
respect i vcment. 
Les modes TEM sont souvent les formes de configuration du champ les plus simples, ils 
désignent souvent les modes de plus petit ordre. Pour ce type de configuration de champ, la 
direction de propagation est perpendiculaire aux champs électrique et magnétique. 
Le champ électrique résultant exprimé en A et Fest : 
E=EA+E 1.-
E = -jmA -.i-1-V('il.A)-_!_F ( 19 C) 
Cùfll € 
et le champ magnétique : 
H=H,-~+H,. 
H = jmll - j - 1- V ('il F)- _1_ A (20 C) 
mqt p 
Dans un système de coordonnées sphériques (fig 4.2). Les vecteurs potentiels ct champs 
peuvent se mettre sous la sous la forme: 
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z 
Fig. 4.2 - Système de coordonnées sphériques. 
A(r,8,<!J) = A,.(r,8,<jJ)e,. + A8 (r,8,<jJ)e8 + A$(r,8,<jJ)e~ 
F(r,8,<!J) = F,(r,8,<!J)e,. + F8 (r,8,<il)e8 + F$(r,8,ql)e,1, 
et 
E(r,8,<!J) = E,.(r,8,<jJ)e,. + E0 (r,8,t1J)e8 + E$(r,8,t1J)e~ 
H(r,8,ql) = H,.(r,8,t1J)e,. + H 8 (r,8,t1J)e0 + H~(r,8,<jJ)et 
(21.C) 
En utilisant encore une autre fois la propriété du rotationnel Vx'VxA = 'V('V.A)- \l'A et 
en l'injectant dans ( II.C), nous obtenons: 
'1 x '1 x A - k 'A = f.l.l - j OJEf.l V. V, 
et son dual (en potentiel magnetique): 
'1 x '1 x F- k 'F = EK - 1. OJE'l V. V 
, t m 
où V111 représente un potentiel scalaire magnétique arbitraire, fonction de la position. 
(23C) 
Les vecteurs potentiels A et F dans (2 1 .C) sont solutions des équations (23.C) qut 
deviennent dans espace libre : 
'1 x '1 x A- k' A = -jOJEf.l '1. V 
v x v x F- k'F = _,.OJEII\7. \1 
, /"'" /JI 
(24.C) 
Il a été démontré [55] que, dans n'importe quels systèmes de coordonnées (cartésiennes, 
cylindriques ou sphériques), les modes TE suivant n'importe quelles directions peuvent être 
obtenus en posant uniquement la composante elu potentiel électrique F suivant cette direction 
non nulle. Les autres composantes deI? et toutes les composantes de A sont nulles. L'unique 
composante de F est obtenue comme étant une solution de l'équation d'onde scalaire: 
(V'+ k' )F = -cK 
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Dans notre cas (système de coordonnées sphériques), nous allons su1vre la même 
procédure: la seule composante de F(r,8,<Jl), solution de ( 17.C) qui ne puisse pas être réduite 
dans notre système de coordonnées sphériques en trois équations d'onde scalaires non 
couplées [38], est solution de la deuxième équation de (24.C). La composante non nulle de F 
coïncidera avec la direction suivant laquelle les modes TE sont désirés. 
Construisons les solutions qui forment les modes TE' clans un repère sphérique. Ces 
modes sont obtenus en posant les vecteurs potentiels A et F comme suit : 
que : 
F = F;.(r,8,<Jl)e, 
A=O 
En développant (24.C) : 
\7 x F = _1_ dF; ee -~ dF; e 
rsin8 d<Jl r ()8 ~ 
\lx \7 x F = {rsi
1
n8l :8(- si:~ 8 ~- )- ;:(- rsin8 ~~- )J}e, 
+ - -- e + ---- e li ( ()
2 
F; Jl ( 1 ()2 F; ) 
r drd8 8 rsin 8 drd$ •P 
el 
" \1 () \~, 1 él v,, 1 él\~, 
v., =--e,.+---e8 +-----e, élr r él8 rsin8 élq> ,. 
Suivant chaque composante (r, 8 ct <Jl), nous obtenons les égalités suivantes: 
(25 C) 
(26.C) 
Pour que les deux dernières équations elu système ci-dessus soient vérifiées, il faudrait 
1 élF \1 =---·-' 
'" jco~tf élr 
(27.C) 
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En remplaçant V:, dans la première équation du système par son expression (27.C), nous 
obtenons pour F, une équation différentielle non-couplée telle gue : 
<P F, 1 a (.. 8 aF, ) 1 il2 F, " 2 
-2- + 2 Sll1 - + 2 2 2 - { F,. = 0 
dr r sine ae ae }' sin e d<!J (28.C) 
qui peul se mellrc sous la forme : 
(V''+k') F;.(r,8,<!J) 0 (29.C) 
r 
Ainsi, nous concluons que le rapport F; ( r, 8, <P )Ir vérifie l'équation scalaire de Helmholtz 
(et non F;(r,fl,<!J)). Par conséquent les F;.(r,8,<!J), solutions de l'équation (29.C) ANNEXE 2, 
nous permettent d'utiliser ( 16.C) via (26.C) pour obtenir E,. et ( IS.C) via (26.C), (28.C) pour 
H,.: 
(30.C) 
via (26.C) nous obtenons: 
E, =0 
E _ -1 1 éJF; 
11 
----;_:- r sin fl- él<P (31.C) 
E = _1_ _1_ éJ F, 
0 Erélfl 
idem. D'aprés ( 18.C), via (26.C) et (28.C), nous obtenons : 
1 (() 2 2) H,. =-.-- --2 +k F; JûlflE élr 
HB =-1 _ _1_ éJ2F, . 
.iWflE r élrile (32.C) 
H _ 1 1 J2 F, 
~- .ÎûlflE rsinEÏ Jrél<P 
En utilisant le même raisonnement en rnocle TM pour obtenir les composantes de E., et 
H 1, nous pouvons déduire, les composantes des champs totaux: 
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Il êP 2J E,. =-;:- --2 + k A,. y ùr 
E = _:=_!_ èJF, + _1_ () 2 A, 
B rsin 8 Ùq> _Vr Ùrd8 (33.C) 
E. =_!_ èJF, + ()2A, 
1 r ae îrr si Il e ùrù<P 
et 
(34.C) 
avec Î' et z sont respectivement l'admittance (y = jcoE) et l'impédance ( z = jco~t). 
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