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Abstract
Robot sequential decision-making in the real world is a challenge because it re-
quires the robots to simultaneously reason about the current world state and dynamics,
while planning actions to accomplish complex tasks. On the one hand, declarative lan-
guages and reasoning algorithms well support representing and reasoning with com-
monsense knowledge. But these algorithms are not good at planning actions toward
maximizing cumulative reward over a long, unspecified horizon. On the other hand,
probabilistic planning frameworks, such as Markov decision processes (MDPs) and
partially observable MDPs (POMDPs), well support planning to achieve long-term
goals under uncertainty. But they are ill-equipped to represent or reason about knowl-
edge that is not directly related to actions.
In this article, we present a novel algorithm, called iCORPP, to simultaneously
estimate the current world state, reason about world dynamics, and construct task-
oriented controllers. In this process, robot decision-making problems are decomposed
into two interdependent (smaller) subproblems that focus on reasoning to “understand
the world” and planning to “achieve the goal” respectively. Contextual knowledge is
represented in the reasoning component, which makes the planning component epis-
temic and enables active information gathering. The developed algorithm has been
implemented and evaluated both in simulation and on real robots using everyday ser-
vice tasks, such as indoor navigation, dialog management, and object delivery. Results
show significant improvements in scalability, efficiency, and adaptiveness, compared
to competitive baselines including handcrafted action policies.
Keywords: Integrated Reasoning and Planning, Probabilistic Planning, Commonsense
Reasoning, Autonomous Robots, Markov Decision Processes, POMDPs
1. Introduction
Reasoning and planning are two of the most important research areas in artificial
intelligence (AI). On the one hand, AI reasoning is concerned with using existing
knowledge to efficiently and robustly draw conclusions, where the provided knowl-
edge is typically in a declarative form. On the other hand, AI planning algorithms can
Preprint submitted to Artificial Intelligence Journal April 21, 2020
ar
X
iv
:2
00
4.
08
67
2v
1 
 [c
s.A
I] 
 18
 A
pr
 20
20
Robot decision-making
Reasoning Planning
What state? Which action?
Figure 1: Integrated reasoning and planning (IRP) algorithms decompose a robot sequential decision-making
problem into two (smaller) sub-problems that focus on reasoning about the current state of the world (includ-
ing world dynamics) and selecting actions to achieve goals.
be used for sequencing actions to accomplish complex tasks that require more than one
action. Despite the significant achievements made in the two subareas of AI, relatively
little work has been conducted to exploit their complementary features. Focusing on
applications of (semi-)autonomous robots that frequently require capabilities of both
reasoning and planning, this article aims at developing a principled integration of the
two computational paradigms to significantly improve robot decision-making perfor-
mance, e.g., in scalability, accuracy, efficiency, and adaptiveness.
This work is motivated by mobile robot platforms that have been able to navigate
for unprecedented distances in recent years, while providing services such as human
guidance and object delivery (Khandelwal et al., 2017; Hawes et al., 2017; Veloso,
2018; Chen et al., 2017). Toward autonomy over extended periods of time, one needs
the decision-making capability of simultaneously reasoning about the state and dy-
namics of the world, and planning to accomplish tasks. Robot decision-making has
been extremely challenging, because both reasoning and planning are computationally
complex problems in real-world domains: a complex robotic task frequently requires
the robot to reason about a large number of objects and their properties, resulting in
a high-dimensional reasoning space (so-called “curse of dimensionality”); a robot of-
ten needs to take many actions to reach the goal of complex tasks, resulting in a long
planning horizon (so-called “curse of history”) (Kurniawati et al., 2011).
Integrated reasoning and planning (IRP) algorithms decompose a robot sequen-
tial decision-making problem into two sub-problems that focus on high-dimensional
reasoning (about world state, dynamics, or both) and long-horizon planning (for goal
achievement) respectively. The two interdependent sub-problems are much “smaller”
than the original decision-making problems. This key idea of IRP algorithms is illus-
trated in Figure 1, where an IRP algorithm can be identified based on the forms of its
reasoning and planning components and how they interact with each other.
In this article, we present a realization of IRP called interleaved commonsense rea-
soning and probabilistic planning (iCORPP). We build the reasoning component of
iCORPP using P-log, a declarative programming paradigm that supports representing
and reasoning with both logical and probabilistic knowledge (Baral et al., 2009; Balai
and Gelfond, 2017). We build the planning component of iCORPP using decision-
making frameworks of Markov Decision Processes (MDPs) or Partially Observable
MDPs (POMDPs) (Puterman, 2014; Kaelbling et al., 1998), depending on observabil-
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ity of the world state. Assuming a factored state space, the (only one) reasoner of
iCORPP faces a world model that includes all domain variables, and each planner (out
of potentially many) corresponds to a partial world model that includes a minimal set
of variables relevant to one task. We use the reasoner to dynamically estimate the
current state of the world, reason about world dynamics, and construct probabilistic
controllers, enabling scalable and adaptive robot decision-making.
This article builds on our previous research that appeared in two conference pa-
pers (Zhang and Stone, 2015; Zhang et al., 2017), and includes a comprehensive analy-
sis on these algorithms and their performances. We implement and evaluate iCORPP1
using a mobile robot that works in an office environment on everyday service tasks of
indoor navigation, object delivery, and dialog management. Experimental results sug-
gest significant improvements in both scalability and adaptiveness, in comparison to
hand-coded action policies and other competitive baseline methods.
The remainder of this article is organized as follows. Section 2 discusses exist-
ing IRP algorithms, and how this work differs from them. Section 3 presents the two
“building blocks” of this work, including P-log for logical-probabilistic knowledge
representation and reasoning, and (PO)MDPs for probabilistic planning. Section 4 de-
scribes the iCORPP algorithm, which points to the main contribution of this article.
Section 5 summarizes the implementation strategy of iCORPP, and hypotheses used
in evaluations. Sections 6 and 7 detail the implementations of iCORPP on mobile
robot navigation and spoken dialog system problems respectively, where each section
includes the results of evaluations using the hypotheses listed in Section 5. Section 8
discusses the applicability of iCORPP, and Section 9 concludes this article, while list-
ing a few open problems for future work.
2. Related Work
In the knowledge representation and reasoning (KRR) literature, common sense is
a term that has been extensively used with different definitions – see the review article
by Davis and Marcus (2015). In this article, we use the term of commonsense knowl-
edge to refer to the knowledge that is normally true but not always. Examples include
“people prefer coffee in the mornings,” and “office doors are closed over weekends.”
Such knowledge can be represented in a variety of forms, and we use probabilities and
defaults in this article. P-log (Baral et al., 2009; Balai and Gelfond, 2017) is a declar-
ative programming paradigm that extends Answer set programming (ASP) (Gelfond
and Kahl, 2014; Lifschitz, 2008) by enabling the representation of and reasoning with
probabilities. P-log and its supporting systems (Zhu, 2012; Balai, 2017) meet our need
of commonsense reasoning and are used in this research. Syntax and semantics of
P-log (and ASP) are summarized in Section 3.
In addition to P-log, researchers have developed many other languages and al-
gorithms that support representing and reasoning with both logical and probabilistic
1We initially introduced a restricted version of the algorithm called CORPP (Zhang and Stone, 2015) that
only reasons about world states. iCORPP in this article reasons about both states and dynamics, as CORPP
is treated as an ablation that does not allow interleaving of planning and acting.
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knowledge, including probabilistic first-order logic (Halpern, 2017), Markov logic net-
works (MLN) (Richardson and Domingos, 2006), Bayesian logic (BLOG) (Milch et al.,
2005), probabilistic Prolog (ProbLog) (De Raedt et al., 2007), LPMLN (Lee and Wang,
2016), and probabilistic soft logic (PSL) (Kimmig et al., 2012). These languages and
algorithms were developed for different purposes, but all can be used to draw conclu-
sions that are associated with probabilities. Most of these computational paradigms
are concerned with a static world, meaning that the programs do not look into world
changes over time, while some can be used for modeling planning domains (Eiter and
Lukasiewicz, 2002; Zhu, 2012; Lee and Wang, 2018) as optimization problems to find
actions leading to the goal state with the highest probability. Despite the KRR strengths
of these languages and algorithms, none of these (including P-log) support planning un-
der uncertainty toward maximizing cumulative reward over a long, unspecified horizon,
which is frequently required while a robot is working on complex tasks.
Within the context of AI, there are mainly two classes of planning algorithms, task
planning (also called classical planning) and probabilistic planning.2 Task planning
algorithms, e.g., Fast Forward (FF) (Hoffmann and Nebel, 2001) and Fast Down-
ward (FD) (Helmert, 2006) focus on computing a sequence of actions, implicitly as-
suming perfect action executions in a deterministic domain. Task planning domains
and problems are usually formalized using action languages (Fikes and Nilsson, 1971;
McDermott et al., 1998; Lee et al., 2013), where early action languages are surveyed
in (Gelfond and Lifschitz, 1998). Probabilistic planning algorithms (e.g., Value Itera-
tion (Sutton and Barto, 2018) and UCT (Kocsis and Szepesva´ri, 2006)) aim at comput-
ing an action policy that suggests an action from any state under the uncertainty from
the non-deterministic outcomes of robot actions. Examples of non-deterministic action
outcomes include opponent moves in chess and results of grasping an object using an
unreliable gripper. This article focuses on probabilistic planning in stochastic domains,
although the developed algorithms have potential applications to both classes.
Sequential decision-making frameworks, such as MDPs (Puterman, 2014) and par-
tially observable MDPs (POMDPs) (Kaelbling et al., 1998), can be used for planning
under uncertainty toward maximizing long-term reward. These frameworks and their
descriptive languages, such as PPDDL (Younes and Littman, 2004) and RDDL (San-
ner, 2010), well support the representation of and reasoning about action knowledge.
However, they are not designed for, and are hence less effective in, tasks that require
reasoning about stationary worlds. As a result, one cannot use MDPs or POMDPs to
query whether a state is valid or estimate the current state of the world before taking
any action. Logical-probabilistic KRR languages, such as P-log, are suitable for such
reasoning tasks. In short, both the commonsense reasoning and probabilistic planning
paradigms have strengths and weaknesses.
As a result, integrated reasoning and planning (IRP) algorithms have been devel-
oped in recent years. For instance, logical reasoning has been incorporated into prob-
abilistic planning to compute information prior distributions, resulting in an approach
called ASP+POMDP (Zhang et al., 2015a), where domain-dependent heuristics are
2The broadly defined planning problem also includes motion planning (LaValle, 2006) that focuses on
computing trajectories in continuous space, which is beyond the scope of this article.
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required to generate such priors, limiting its applicability to complex problems. The
OpenDial system integrates probabilistic reasoning and POMDP-based probabilistic
planning (Lison and Kennington, 2016), but their approach was specifically developed
for the application of dialog management, limiting the applicability to other domains.
A two-level, refinement-based architecture has been developed for robot reasoning and
planning (Sridharan et al., 2019). The high-level reasoner is used for computing a
deterministic sequence of actions to guide a low-level probabilistic controller. The rea-
soner also supports complicated reasoning tasks, such as explaining past behaviors, that
are impossible for probabilistic planners. In the work of Hanheide et al. (2017), com-
monsense reasoning was used for diagnostic tasks and generating explanations, and
a hybrid planner allows switching between deterministic and probabilistic planners.
Human-provided information is provided to probabilistic controllers in grid-world and
cooking tasks (Chitnis et al., 2018). Unlike the above algorithms, iCORPP uses a
logical-probabilistic paradigm for KRR, and, for the first time, allows dynamically rea-
soning about and constructing complete, probabilistic controllers.
Algorithms have been developed for integrating reinforcement learning (RL) (Sut-
ton and Barto, 2018) and commonsense reasoning. Leonetti et al. (2016) used action
knowledge to help a robot select reasonable actions in exploration. In that work, the
robot used a RL algorithm to learn an action policy in unknown environments. Srid-
haran et al. (2017) used relational RL to learn action affordances that are needed by a
reasoner for both reasoning and planning tasks. Focusing on non-stationary domains,
reasoning methods have been used to help find possible trajectories for reinforcement
learners (Ferreira et al., 2017). Declarative action knowledge has been integrated with
hierarchical RL for improving the learning rate of a reinforcement learner (Yang et al.,
2018; Lyu et al., 2019). In our recent work, model-based RL was used for learning
world dynamics, where a robot uses the learned knowledge to construct probabilistic
controllers on the fly, while accounting for new circumstances (Lu et al., 2018). In
these works, machine learning algorithms (RL in particular) were used for improving
the reasoning or planning components of IRP methods. The above algorithms (inte-
grating reasoning and RL) can potentially be applied to IRP algorithms to enable the
planning components to evolve over time and experience, though learning is not a fo-
cus in this article. The developed IRP algorithms in this article have the potential to
enable promising lines of research that involve reasoning, planning, and learning, as
discussed in our future work (Section 9).
The strategy of decomposing sequential decision-making tasks into reasoning and
planning has been observed in the study of human behaviors (Bazerman and Moore,
2008; Triantaphyllou, 2000). For instance, existing research on human decision-making
has provided empirical evidence that people make decisions by first understanding the
domain (including analyzing a discrete set of alternatives) and then finding the opti-
mal solution (by evaluating the impact of the alternatives on certain criteria) to maxi-
mize the overall utility (Triantaphyllou, 2000). From the perspective of decomposing
decision-making tasks into reasoning and planning subtasks, iCORPP functions like the
process of human decision-making, as evidenced by human behavior research (Bazer-
man and Moore, 2008), and can potentially be used for the imitation of human decision-
making processes.
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3. Background
In this section, we review the substrate techniques used in this article for knowledge
representation and reasoning (KRR) and probabilistic planning respectively. Specifi-
cally, we use P-log (Baral et al., 2009) for logical-probabilistic KRR, and use Markov
decision processes (MDPs) (Puterman, 2014) and partially observable MDPs (POMDPs)
(Kaelbling et al., 1998) for probabilistic planning.
3.1. Answer Set Programming and P-log
Answer set programming (ASP) (Baral, 2003; Gelfond and Kahl, 2014) is a non-
monotonic logic programming paradigm with stable model semantics (Gelfond and
Lifschitz, 1988). ASP has been applied to a variety of problem domains (Erdem et al.,
2016), including robotics (Erdem and Patoglu, 2018).
An ASP program can be described as a five-tuple 〈Θ,O,F ,P,V〉 of sets. These
sets contain names of the sorts, objects, functions, predicates, and variables used in
the program, respectively. Variables and object constants are terms. An atom is an
expression of the form p(t)=true¸ or a(t)=y¸ , where p¸ is a predicate, a¸ is a function, y¸ is a
constant from the range of a¸ or a variable, and t¸ is a vector of terms. For example, alice¸
is an object of sort person¸ . We can define a predicate prof¸ and use prof(P)¸ to identify
whether person P¸ is a professor, where P¸ is a variable.
A literal is an atom or its negation, where an atom’s negation is of the form p(t)=false¸
or a(t)6= y¸ . In this article, we call p(t)¸ and a(t)¸ attributes, if there is no variable in t¸. For
instance, prof(alice)=true¸ is a literal and we can say the value of attribute prof(alice)¸ is
true¸ . For simplicity’s sake, we replace p(t)=true¸ with p(t)¸ and p(t)=false¸ with -p(t)¸ in
the rest of this article.
An ASP program consists of a set of rules of the form:
p, ..., q :- r, ..., s, not t, ..., not u.
where {p,...,u}¸ are literals, “:-¸” is a Prolog-style implication sign, and symbol not¸ is a
logical connective called default negation.
A rule is separated by the symbol “:-¸”, where the left side is called the head and
the right side is called the body. A rule is read as “head is true if body is true”. A
rule with an empty body is referred to as a fact. If l¸ is a literal, expressions l¸ and not l¸
are called extended literals. Default negation supports reasoning about unknowns, and
not l¸ is read as “it is unknown that l¸ is true”, which does not imply that l¸ is believed to
be false. For instance, not prof(alice)¸ means it is not believed that alice¸ is a professor
or there is no evidence supporting alice¸ being a professor.
Using default negation, ASP can represent (prioritized) default knowledge with dif-
ferent levels of exceptions. Default knowledge allows us to draw tentative conclusions
by reasoning with incomplete information and commonsense knowledge. The rule be-
low shows a simplified form of defaults that only allows strong exceptions that refute
the default’s conclusion: for object X of property c, it is believed that X has property p,
if there is no evidence to the contrary.
p(X) ← c(X), not ¬p(X).
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Traditionally, ASP does not explicitly quantify degrees of uncertainty: a literal is
either true, false or unknown. P-log (Baral et al., 2009) is an extension to ASP that
allows random selections. A random selection states that, if B¸ holds, the value of
a(t)¸ is selected randomly from the set {X:q(X)}¸ ∩ range(a)¸ , unless this value is fixed
elsewhere:
random(a(t): {X:q(X)}) :- B.
where B¸ is a collection of extended literals; q¸ is a predicate.
Finally, the following probability atom (or pr-atom) states that, if B¸ holds, the
probability of a(t)=y¸ is v¸ ∈ [0, 1].
pr(a(t)=y|B)=v.
Reasoning with an ASP program generates a set of possible worlds: {W0,W1, · · · },
where each is in the form of an answer set that includes a set of literals. The random
selections and pr-atoms enable P-log to calculate a probability for each possible world.
Therefore, ASP and P-log together enable one to draw inferences regarding possible
(and impossible) world states using the strong capabilities of representing and reason-
ing with (logical and probabilistic) commonsense knowledge. However, neither ASP
nor P-log supports planning under uncertainty toward maximizing long-term rewards
with long, unspecified horizons.
3.2. MDPs and partially observable MDPs
The Markov property states that the next state depends on only the current state
and action, and is independent of all previous states and actions (the first-order case).
Following the Markov assumption, a Markov decision process (MDP) can be described
as a four-tuple 〈S,A, T,R〉. S defines all possible states of the world. In this article, we
assume a factored state space, where a state can be specified using a set of attributes and
their values. A is a set of actions, where an action leads state transitions by changing
the value(s) of domain attribute(s); T : S ×A×S → [0, 1] represents the probabilistic
state transition; andR : S×A → R specifies the rewards. Solving an MDP produces a
policy pi : s 7→ a that maps the current state s to action a in such a way that maximizes
long-term rewards.
A POMDP generalizes a MDP by assuming the partial observability of the current
state. As a result, a POMDP can be described as a six-tuple 〈S,A, T, Z,O,R〉, where
Z is a set of observations; O : S ×A×Z → [0, 1] is the observation function; and the
definitions of S, A, T , and R are inherited from MDP. Unlike MDPs, the current state
can only be estimated through observations in POMDPs. A POMDP hence maintains
a belief state (or simply belief ), b, in the form of a probability distribution over all
possible states.
The belief update of a POMDP proceeds as follows:
b′(s′) =
O(s′, a, o)
∑
s∈S T (s, a, s
′)b(s)
pr(o|a, b) (1)
where s, a and o represent a state, an action and an observation respectively; and
pr(o|a, b) is a normalizer. Solving a POMDP produces a policy pi : b 7→ a that maps
beliefs to actions in such a way that maximizes long-term rewards.
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MDPs and POMDPs enable principled decision making under uncertainty, but are
ill-equipped to scale to large numbers of domain variables or reason with common-
sense knowledge that is not directly relevant to actions. Intuitively, we use ASP and
P-log to represent the commonsense knowledge that includes all domain attributes, and
use MDPs and POMDPs to model a subset of attributes that are needed for computing
the action policy for a specific task. Therefore, given a task, there can be many of the
attributes that contribute to calculating the POMDP priors, parameters, or both. Sec-
tion 4 describes the technical details of using a commonsense reasoner to reason about
world state and dynamics, and dynamically construct MDP and POMDP probabilistic
controllers.
Existing work has investigated modeling exogenous events, e.g., sunlight reduces
success rate of a robot navigating through an area (due to the limitations of range-finder
sensors), within decision-theoretic models (Boutilier et al., 1999; Hoey et al., 2014).
However, it is often difficult to predict how an exogenous change will affect the sys-
tem state, and what the distribution for the occurrence of these exogenous events will
be. Doing so also presents a trade-off between model correctness and computational
tractability (as more domain variables are modeled). Although it is possible to imple-
ment domain-specific planners to efficiently handle the exogenous events, we argue
that, from a practical perspective, using commonsense reasoning to shield exogenous
domain attributes from MDPs and POMDPs is relatively a much more easy-to-use ap-
proach than directly manipulating probabilistic controllers’ graphical representations.
3.3. Epistemic Planning
The emerging research field of epistemic planning aims at addressing the chal-
lenges of classical planning from the perspectives of partial observability, non-determinism,
knowledge, and multiple agents (Bolander and Andersen, 2011). The key of IRP algo-
rithms (including iCORPP) is the decomposition of “sequential decision-making un-
der uncertainty” problems, which is frequently infeasible in the original forms, into
the two (tractable) subproblems of commonsense reasoning and probabilistic planning.
Through this problem decomposition, domain knowledge from people can be directly
incorporated into the reasoning component (Section 4.1), and the planning component
well handles partial observability in perception and non-determinism from action out-
comes (Section 4.2).
The interplay between the reasoning and planning components of iCORPP enables
intelligent agents to reason about its own lack of knowledge, while actively seeking
necessary information toward accomplishing long-term goals. When iCORPP is ap-
plied to social agents (e.g., Section 7), the agent is able to plan actions toward ef-
ficiently and accurately exchanging information with people. iCORPP goes beyond
typical epistemic planning settings by reasoning and planning with not only logical but
also probabilistic knowledge.
4. Our Framework for Interleaved Reasoning and Planning
The key idea of this work is to reason with declarative logical-probabilistic knowl-
edge about world state and dynamics for probabilistic planning. Figure 2 illustrates
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Figure 2: Overview of iCORPP. The original (complete) state space includes potentially many states. The
logical-reasoning step produces a partial state space focuses on the current task. In case of the current state
being partially observable, iCORPP computes a prior belief distribution over the states. Finally, iCORPP
reasons about world dynamics for task-oriented probabilistic planning.
the interleaved commonsense reasoning and probabilistic planning (iCORPP) process.
In this section, we discuss the following topics, which individually correspond to this
section’s three subsections:
(I) Using logical reasoning to specify a task-oriented partial state space;
(II) Probabilistic reasoning for computing a belief distribution over states (in case of
domains under partial observability); and
(III) Probabilistic reasoning about world dynamics that may change over time, i.e.,
dynamic world dynamics.
The three steps together enable an agent to dynamically construct probabilistic
graphical models (e.g., MDPs and POMDPs) on the fly via reasoning with logical-
probabilistic commonsense knowledge. After the three-step process, probabilistic plan-
ning algorithms take the (PO)MDP models as input, and generate action policies to help
the agent (a robot in our case) generate behaviors that are adaptive to domain changes.
4.1. Logical Reasoning about World States
Before discussing the procedure of logical-probabilistic reasoning about states, we
first briefly introduce our terminology for referring to the state spaces and world ob-
servables.
Factored State Spaces and Domain Variables: We assume a factored state space,
where a world state can be specified using a set of variables (attributes) and their values.
State variables fall into two categories:
• Endogenous variables (attributes), Ven, are the variables whose values the robot
wants to actively change, observe, or both; and
• Exogenous variables (attributes), Vex, are the variables whose values the robot
only wants to passively observe and adapt to, as needed.
An endogenous (exogenous) event corresponds to an updated value of an endoge-
nous (exogenous) variable.3 Among the exogenous events, some are exogenous by na-
3In this article, we assume exogenous variables and events are fully observable.
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ture, e.g., changes of time and weather that are out of the agent’s control, whereas some
are modeled as being exogenous for practical reasons, such as limited computational
resources. There is always the trade-off between model completeness and computa-
tional tractability. For instance, in robot navigation domains, people’s positions are
frequently modeled as being exogenous, although the fact is that robots can actively
“move” people through conducting social behaviors (Fernandez et al., 2018). The goal
of maintaining two sets of variables is to enable the robot to focus on planning over a
long horizon in a task-oriented, relatively small state space (partial space) and reason-
ing within a relatively large state space (full space). Given full and partial state spaces
where the robot reasons and plans respectively, the question is how the reasoning and
planning in two different spaces are connected, which is discussed next.4
Reasoning with Incomplete Domain Knowledge: Since real-world domains are dy-
namically changing all the time and robots’ observations are partial and unreliable,
robots frequently need to reason with incomplete domain knowledge.5 Using ASP, on
which P-log is based, our robot can take a set of defaults as input and smoothly revise
their values using observed “facts” when available, and hence is capable of reasoning
with incomplete domain knowledge well. As an example, a robot using an MDP for
indoor navigation may have default knowledge: “area A is under sunlight in the morn-
ings”. A fact of “no sunlight is currently observed in area A” can smoothly defeat the
default. The set of possible worlds,W , is described by a set of n endogenous attributes
and their values. Next, we present the main procedure for state space specification.
Procedure LogReason: Algorithm 1 presents Procedure LogReason for state space
specification. Lines 1-9 are for using facts collected from the real world and defaults to
generate a set of logical statements, F , for reasoning. Logical rules L and F are then
passed to a reasoning system, SolL for computingWcplt, a set of possible worlds that
are consistent with all logical statements. In Line 12, Relevant(τ) generates Vˆen, a
set of endogenous variables that are relevant to task τ , and then function Assign(Vˆen)
generatesWrlvt, a set of possible worlds that capture all possible assignments of Vˆen.
Lines 14-18 are for selecting the minimum set of possible worlds that capture only
those relevant variables’ values, and that are consistent with the solver’s reasoning
results. In particular, wrlvt and wcplt are assignments to Vˆen and Ven respectively, and
Vˆen ⊆ Ven. We say
wrlvt 	 wcplt
is true, if the assignment to variables Vˆen in wrlvt is consistent with the assignment to
variables Ven in wcplt.
4.2. Probabilistic Reasoning over World States
In the case of partially observable domains, we use probabilistic information as-
signments (or simply probabilistic rules), ∆, to compute a probability distribution over
4The modeling of exogenous events is not new, and has been studied in the literature, e.g., in the work
of Boutilier et al. (1999). In this work, we use a reasoner to avoid modeling such exogenous variables in
planners, while still ensuring robot behaviors are adaptive to exogenous events.
5When we solve an MDP problem, we simply assume the endogenous attributes are fully observable, and
the complete world state is still not fully observable. Robots face a partially observable world in general.
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Algorithm 1 LogReason: Logical Reasoning for State Space Specification
Input: default function D; set of logical rules L; task τ
Require: solver for logical reasoning SolL; relevance function Rel
Output: W , a set of possible worlds for state space specification
1: initialize an empty set of “facts”: F ← ∅, where each element is in the form of an
unconditioned logical statement
2: for each V ∈ Vex do
3: try:
4: collect value v for variable V from the real world
5: catch: unsuccessful collection
6: assign a default value: v ← D(V )
7: end try
8: convert assignment V ← v into a “fact” of ζ, and F ← F ∪ {ζ}
9: end for
10: Wcplt ← SolL(F ,L), where wcplt ∈ Wcplt, and wcplt := [ven0 , ven1 , · · · ], mean-
ing that wcplt is an assignment to endogenous variables (Ven)
11: Vˆen ← Relevant(τ), where Vˆen ⊆ Ven includes endogenous variables that are
relevant to task τ
12: Wrlvt ← Assign(Vˆen), where wrlvt ∈ Wrlvt is an assignment to relevant en-
dogenous variables Vˆen
13: initialize an empty set of possible worlds: W ← ∅
14: for wrlvt ∈ Wrlvt do
15: if ∃ wcplt ∈ Wcplt, wrlvt 	 wcplt then
16: W ←W ∪ {wrlvt}
17: end if
18: end for
19: returnW
the set of possible worlds, i.e., the prior belief of POMDPs.6 As a result, probabilistic
reasoning associates each possible world with a probability {W0 : pr0, W1 : pr1, · · · }.
The complete process of probabilistic reasoning is presented in Algorithm 2.
In practice, logical and probabilistic commonsense rules in P-log are processed
together using off-the-shelf software packages, and the rules cover both exogenous and
endogenous domain attributes. Informally, the steps of logical-probabilistic reasoning
about states are to specify the parts of the world that may have effects on the robot
working on the current task, i.e., reasoning to “understand” the current world state.
Next, we describe the component of iCORPP for reasoning about world dynamics.
4.3. Probabilistic Reasoning about World Dynamics
To represent state transitions (i.e., world dynamics), we define two identical state
spaces using predicates curr s and next s in P-log:
6When the current world state is fully observable, there is no need to estimate the current state of the
world with observations, and iCORPP uses MDPs for action selections.
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Algorithm 2 ProbReason: Probabilistic Reasoning over World States
Input: default function D; set of logical rules L; task τ ; set of probabilistic rules ∆S
Require: solver for probabilistic reasoning SolP ; LogReason from Algorithm 1
1: W ← LogReason(D,L, τ), using Algorithm 1
2: initialize an empty set ret← ∅
3: for all w ∈ W do
4: pr ← SolP (w,∆S)
5: ret← ret ∪ {w : pr}
6: end for
7: return ret : {W0 : pr0, W1 : pr1, · · · }
curr s(V1, · · · , Vn)← v1 = V1, · · · , vn = Vn.
next s(V1, · · · , Vn)← v′1 = V1, · · · , v′n = Vn.
where curr s and next s specify the current and next states and the v’s and V’s are en-
dogenous attributes and their variables respectively. If there is at least one endogenous
attribute whose value is not directly observable to the robot, the corresponding task
needs to be modeled as a POMDP (otherwise, an MDP).
We introduce sort action and explicitly list a set of i actions, A, as a set of objects
in P-log. Random function curr a maps to one of the actions.
action = {a0, a1, · · · , ai}. curr a : action. random(curr a).
The probabilistic state transitions, T (s, a, s′), can be described using a set of pr-
atoms in P-log. For instance, the rule below states that the probability of action A
changing the value of attribute v from V1 to V2 is 0.9.
pr(v′ = V2 | v = V1, curr a = A) = 0.9.
For MDPs, the values of endogenous attributes are fully observable to the robot,
whereas POMDPs need to model a set of observations, Z, for estimating the underlying
state. We define obser as a sort, and curr o as a random function that maps to an
observation object o.
obser={o0, o1, · · · , oj}. curr o : obser. random(curr o).
The observation function, O, defines the probability of observing O given the cur-
rent state being s and current action being a. For instance, the following pr-rule states
that, if attribute v’s current value is V, the probability of observing O after taking action
A is 0.8.
pr(curr o = O | curr a = A, v = V) = 0.8.
The reward function R maps a state-action pair to a numeric value. For instance,
the following rule states that taking action A given attribute v’s value being V yields a
reward of 10.0.
reward(10.0, A, V1, · · · , Vn)← curr a = A, curr s(V1, · · · , Vn).
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Algorithm 3 DynReason: Probabilistic Reasoning about World Dynamics
Input: default function D; set of logical rules L; task τ ; set of probabilistic rules ∆D;
action set A
Require: solver for probabilistic reasoning SolP ; LogReason from Algorithm 1
1: W ← LogReason(D,L, τ), using Algorithm 1
2: initialize an empty set ret← ∅
3: for each w ∈ W do
4: for each w′ ∈ W do
5: for each a ∈ A do
6: pr ← SolP (〈w, a,w′〉,∆D)
7: T (s, a, s′) ← pr, where states s and s′ correspond to possible worlds w
and w′ respectively
8: end for
9: end for
10: end for
11: return Transition function T
Algorithm 3 formally describes the procedure of probabilistic reasoning for com-
puting parameters of world dynamics. Building the reward function of (PO)MDPs
requires numerical reasoning, which is not supported by many declarative languages
and systems, and hence is not included in the algorithm. In our implementation, we
manually encode the reward function using procedural languages.
4.4. iCORPP, the Algorithm
Algorithm 4 specifies the iCORPP algorithm. The robot first makes observations to
collect facts Fex for exogenous attributes Vex. In Steps 3-4, the logical-probabilistic
reasoner takes defaultsD and facts Fex as input, and computes a set of possible worlds
W , where eachw ∈ W is described by a set of endogenous attributes (and their values).
In Steps 5-7, we compute a prior belief b overW for POMDPs. iCORPP takesW as
input and computes transition probabilities T and reward functionR. The planner can
compute a policy pi : s → a using algorithms such as SARSOP (for POMDPs) and
value iteration or Monte Carlo tree search (for MDPs). Finally, the action executor
uses pi for interacting with the environment by making observations and taking actions,
until a terminal state is reached or exogenous facts lead to inconsistency. In case of
inconsistency, the while-loop condition in Step 10 and the termination condition in
Step 15 ensure the agent returns to Step 3 to recompute the possible worlds.
As an example of exogenous facts causing inconsistency, consider a robot that plans
to avoid the area under sunlight (which blinds the range sensors) when it was started.
Should clouds appear (an exogenous event) and the area previously under sunlight no
longer poses a problem to the robot, all possible words are rendered inconsistent and the
robot reactivates the commonsense reasoner (Step 3) to recompute the MDP state space
(and recompute the acting policy). Therefore, iCORPP enables the robot’s behavior to
adapt to the fact of a weather change, without modeling the variable of weather in its
(PO)MDP-based planners.
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Algorithm 4 Algorithm iCORPP
Input: a set of defaults D; (PO)MDP and P-log solvers
1: collect facts Fex for exogenous attributes Vex
2: repeat
3: add Fex and D into commonsense reasoner
4: calculate possible worldsW (each corresponds to a state s) using Algorithm 1
5: if ∃ven ∈ Ven, whose value is not directly observable then
6: calculate a prior belief distribution b overW using Algorithm 2
7: end if
8: generate T andR by reasoning withW using Algorithm 3
9: compute policy pi for the (PO)MDP specified by T andR
10: while s is not term and Fex is consistent withW do
11: make an observation z about endogenous attributes Ven
12: update state s (or belief state b) using z
13: select action a with pi, execute a, and update Fex
14: end while
15: until s is term
Next, we describe the design of experiments, and the robot platforms where we
implement and evaluate the iCORPP algorithm.
5. Implementation Strategy and Experiment Design
iCORPP enables an agent to reason about the current world state and dynamics to
construct probabilistic planners (controllers) on the fly, where the reasoning is logical-
probabilistic and the planning is based on an MDP or POMDP. Accordingly, experi-
ments were aimed at evaluating the following hypotheses:
(I) Incorporating logical reasoning into probabilistic controllers improves efficiency
and accuracy in information gathering;
(II) iCORPP further improves the performance in both accuracy and efficiency by
combining logical-probabilistic reasoning and probabilistic controllers;
(III) iCORPP enables fine-tuning of agent behaviors at a level, where a comparable
hand-coded controller requires a prohibitively large number of parameters; and
(IV) iCORPP enables agent behaviors that are adaptive to exogenous events, without
modeling these exogenous attributes in its controllers.
Baseline algorithms include hand-coded action policies, standard POMDP-based
methods, POMDPs with logical reasoning (Zhang et al., 2015a), and the CORPP strate-
gies (Zhang and Stone, 2015).
We used a solver introduced by Zhu (2012) for P-log programs except that reason-
ing about reward was manually conducted, the APPL solver for POMDPs (Kurniawati
et al., 2008), and value iteration for MDPs (Sutton and Barto, 2018).
The iCORPP algorithm has been implemented both in simulation and on real robots.
The robot platform used in this study is shown in Figure 3, where the software and
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Figure 3: The robot platform, called BWIBot (Khandelwal et al., 2017), used in experiments. The platform
is based on a Segway RMP, and is equipped with sensing capabilities, including laser-based range finding
for localization, voice recognition for human-robot dialog, and RGB-depth sensors for human detection and
obstacle avoidance. The right is a picture of two BWIBots running at the venue of the Twenty-Ninth AAAI
Conference on Artificial Intelligence in Austin, TX.
hardware were described in a journal article (Khandelwal et al., 2017). The robot is
built on top of a Segway Robotic Mobility Platform. It uses a Hokuyo URG-04LX
laser rangefinder and a Kinect RGB-D camera for navigation and sensing, and Sphinx-
4 (Walker et al., 2004) for speech recognition. The software modules run in Robot
Operating System (ROS) (Quigley et al., 2009). After the proposed approach deter-
mines the parameters of the shopping request, it is passed to a hierarchical task plan-
ner for creating a sequence of primitive actions that can be directly executed by the
robot (Zhang et al., 2015b).
Experiments in simulation were conducted using Gazebo (Koenig and Howard,
2004), where the environment is shown in Figure 4. In particular, the simulation en-
vironment includes a set of human walkers that repeatedly move to arbitrarily-selected
navigation goals. The humans can probabilistically block the robot’s way.
Next, we evaluate iCORPP using a mobile robot (simulated or physical) that oper-
ates in an office environment. Specifically, we use the tasks of mobile robot navigation
and spoken dialog system for illustrating the implementations of iCORPP and system
evaluations. The two capabilities together enable the mobile robot to provide a vari-
ety of services in human-inhabited environments, such as human guidance, question
answering, and object deliveries.
6. Algorithm Instantiation and Evaluations: Mobile Robot Navigation
Consider a robot navigation problem in a fully-observable 2D grid world shown in
Figure 4. The robot can take actions (North, East, South, and West) to move toward
one of its nearby grid cells, and such actions succeed probabilistically. The area marked
with a “sun” is a dangerous area to the robot, because, in the mornings under sunny
weather, there is sunlight in areas near east-facing windows that can blind the robot’s
range-finder sensor, probabilistically causing it to become unrecoverably lost. In this
example, the robot’s current location should be modeled as an endogenous variable,
because its value change needs to be modeled in the planning process, i.e., its value
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Figure 4: (a) Simulation environment used in experiments, where the red arrows indicate the delivery routes
from the shop to individual rooms; and (b) A human walker blocking the way of the robot.
needs to be actively changed. Current time (morning or not) should be modeled as an
exogenous variable, meaning that the robot does not need to change its value in the
planning process. However, it is indeed necessary to keep an eye on (i.e., to passively
observe) its value, and adjust the probabilistic planner as needed, e.g., reducing the
success rate of navigating though the near-window cell when current time is morning.
6.1. Algorithm Instantiation
In the mobile robot navigation task, the state is fully observable, and hence an
MDP is used for probabilistic planning. The robot navigates in a domain shown in
Figure 4(a). In this domain, people can move and probabilistically block the robot’s
way, as shown in Figure 4(b). In addition, sunlight can probabilistically blind the
robot’s laser range-finder, making the robot unrecoverably lost. Planning is achieved by
mapping the domain to a grid, which is defined using sorts row and col, and predicates
belowof and leftof.
row = {rw0, rw1, · · · , rw4}.
col = {cl0, cl1, · · · , cl5}.
leftof(cl0, cl1). · · · leftof(cl4, cl5).
belowof(rw1, rw0). · · · belowof(rw4, rw3).
We then introduce predicates near row and near col used for specifying if two grid
cells are next to each other, where R’s (C’s) are variables of row (column).
near row(RW1, RW2)← belowof(RW1, RW2).
near row(RW1, RW2)← near row(RW2, RW1).
near col(CL1, CL2)← leftof(CL1, CL2).
near col(CL1, CL2)← near col(CL2, CL1).
To model the non-deterministic action outcomes, we define random functions curr row
and next row that map to the current and next rows, and curr col and next col that
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map to the current and next columns. For instance, the first of the following two ran-
dom rules states that, given the robot’s current row is RW, it will be in row R in the next
step, where R and RW are adjacent rows, i.e., near row(R , RW) is true.
random(next row : {R : near row(R , RW)})← curr row = RW.
random(next col : {C : near col(C , CL)})← curr col = CL.
We use predicates near window and sunny to define the cells that are near to a
window and the cells that are actually under sunlight. The P-log rule below is a default
stating that: in the mornings, a cell near a window is believed to be under sunlight,
unless the statement is defeated elsewhere.
sunny(RW, CL)← near window(RW, CL), not ¬sunny(RW, CL), curr time = morning.
While navigating in areas under sunlight, there is a large probability of becoming
lost (0.9), which deterministically leads to the end of an episode.
pr(next term = true | curr row = RW, curr col = CL, sunny(RW, CL)) = 0.9.
pr(next term = true | curr term = true) = 1.0.
The robot can take actions to move to a grid cell next to its current one: action =
{left, right, up, down}. For instance, given action up, the probability of successfully
moving to the above grid cell is 0.9, given no obstacle in the above cell.
pr(next row = RW2 | curr row = RW1, curr col = CL1,
belowof(RW1, RW2), ¬sunny(RW2, CL1),
¬blocked(RW2, CL1), curr a = up) = 0.9.
Finally, the current state is specified by endogenous attributes curr row, curr col,
and curr term:
curr state(RW, CL, TM) ← curr row = RW, curr col = CL, curr term = TM.
The goal of visiting room (r0, c3) can be defined as below, where successfully
arriving at the goal room produces a reward of 50 and an early termination causes a
reward of −100.0 (i.e., a penalty of 100).
pr(next term = true | curr row = r0, curr col = c3) = 1.0.
reward(50.0, A, r0, c3, true) ← curr state(r0, c3, true).
reward(−100.0, A, RW, CL, true) ← curr state(RW, CL, true), RW <> r0.
reward(−100.0, A, RW, CL, true) ← curr state(RW, CL, true), CL <> c3.
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Navigation tasks Positions
Start loc0 loc0 loc0 loc1 loc1 loc2
Goal loc1 loc2 loc3 loc2 loc3 loc3
Planning strategies Average navigation time (second)
Stationary policy
193.15
(38.64)
252.47
(29.51)
82.40
(1.38)
59.65
(2.44)
94.81
(1.49)
59.97
(1.03)
iCORPP
151.01
(1.89)
115.82
(1.65)
81.78
(1.74)
60.48
(1.00)
94.86
(1.21)
60.06
(1.22)
Table 1: Average time (with standard deviations) consumed in navigating between location pairs when
awalker moves near the door of room r1
6.2. Evaluation
Since the robot navigation domain is highly dynamic with human walkers, we focus
on evaluating the hypothesis of the robot being able to adapt its behaviors to exogenous
events (human positions in this case), i.e., Hypothesis IV as listed in Section 5.
The testing environment and the robot are shown in Figure 4(a) and 4(b). We limit
the number of random walkers that affect robot navigation actions to be 1 and its speed
to be one fifth of the robot’s. This setting ensures no human-robot collisions given
the robot’s intention and capability of obstacle avoidance. A goal room is randomly
selected from the four flag rooms. Reasoning happens only after the current episode is
terminated (goal room is reached). The walker’s position is the only exogenous domain
change (by temporarily setting the time to be “evening”). We cached policies for both
the baseline that uses a stationary policies (four policies corresponding to four goal
rooms) and iCORPP (56 policies).
Table 1 shows the robot’s traveling time given start-goal pairs: once the robot ar-
rives at its current goal, the next one is randomly selected. The walker moves slowly
near the door of room r1. Without adaptive planning developed in this work, the robot
follows the “optimal” path and keeps trying to bypass the walker for a fixed length of
time. If the low-level motion planner does not find a way to bypass the walker within
the time, the robot will take the other way to navigate to the other side of the walker and
continues executing the “optimal” plan generated by the outdated model. We can see
when the robot navigates between loc0 and loc2, iCORPP reduces the traveling time
from about 250 seconds to about 110 seconds, producing a significant improvement.
We do not see a significant difference for position pairs other than “0-1” and “0-2”,
because the walking human is constrained to be near the door of room r1.
Results over 8.5 hours of experiments (simulation time) are shown in Figure 5: 224
trials using iCORPP and 112 trials using the baseline of stationary policies. Without
caching, we find the time consumed by iCORPP (over 54 trials) is distributed over
P-log reasoning (Tr, 28%), MDP planning (Tp, <1%), and execution (Te, 72%). Com-
pared to the baseline, iCORPP enables the robot to spend much less time in execution
(Te) in all phases. At the beginning phase, iCORPP requires more reasoning time for
dynamically constructing MDPs, which together with the less execution time makes
the overall time comparable to the baseline (left ends of Figure 5). Eventually, the low
execution time (Te) dominates the long-term performance (right ends of Figure 5), sup-
porting that iCORPP enables the robot to adapt to exogenous domain changes, whereas
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Figure 5: iCORPP enables the robot to adapt to exogenous domain changes (the walker’s position). Results
are processed in batches (each has 50 trials, when available).
S
G
Route 1
Route 2
SU
N
Figure 6: iCORPP enables the robot to select “Route 1”, successfully avoiding the “sunlight” area along
“Route 2”.
stationary policies can not.
Figure 6 shows the office environment where real-robot experiments were con-
ducted. It includes ten offices, two meeting rooms, and three research labs. The
occupancy-grid map of the environment was generated using a simultaneous local-
ization and mapping (SLAM) algorithm. The “SUN” area is an area that is subject
to strong sunlight in the mornings given the current weather being sunny. The default
reasoning capability of P-log supports that a fact of “under sunlight” (or not) can defeat
the default belief about sunlight. Such sunlight can blind the robot’s laser range-finder,
and makes the robot unrecoverably lost. Therefore, the robot needs to reason about the
knowledge of current time and weather to dynamically construct its MDP-based prob-
abilistic transition system, including the success rate of navigating through the “SUN”
area given the current condition. Figure 6 also shows two routes in a demonstration
trial where the robot needs to navigate from its start point (“S” in the green box) to the
goal (“G” in the red box).
To test the robot’s behavior adapting to sunlight change, we left the robot two routes
that lead to the goal. For instance, Route 1 is shorter, but it goes through the area that is
currently under sunlight. Figure 7 shows screenshots of two trials in which the baseline
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Figure 7: Screen shots of two illustrative trials. (a) Using the baseline approach (CORPP), the robot chose
Route 1 that is dangerous but shorter, causing the robot to become unrecoverably lost in the “sunny” area;
(b) By reasoning about current time (morning) and weather (sunny), iCORPP successfully helps the robot
take Route 2 to avoid being trapped in the “sunlight” area, even though the route is longer.
of stationary policies and iCORPP were used respectively. iCORPP enables the robot
to select the safer route (Route 2), even though it is longer. the baseline strategy cannot
adapt to the exogenous change of current time being morning and current weather
being sunny, letting the robot still believe the shorter path is safe. In experiments, we
directly encode such exogenous knowledge to the robot. Demo videos of simulated
and real-robot trials are available at: https://youtu.be/QvuWLuGjsOY
7. Algorithm Instantiation and Evaluations: Spoken Dialog Systems
In this section, we present an instantiation of iCORPP in a second evaluation do-
main, namely spoken dialog system (SDS). The main difference from mobile robot
navigation (Section 6) is that the current state of the world in SDSs (i.e., the dialog
state) is partially observable to the agent. As a result, dialog agents use observations to
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maintain a belief over possible dialog states. To account for the partial observability,
we use POMDPs for probabilistic planning in spoken dialog systems. Accordingly,
Step 6 in Algorithm 4, where iCORPP reasons to compute a prior belief distribution
for state estimation, is activated in this instantiation. Next, we briefly summarize the
key components of complete SDSs, and then present the instantiation details.
A spoken dialog system enables an agent to interact with a human using speech,
and typically has three key components: spoken language understanding (SLU), di-
alog management (DM), and natural language generation (NLG). SLU takes speech
from humans and provides semantic representations to a dialog manager; DM uses
the semantic representations to update its internal state s and uses a policy pi to deter-
mine the next language action; and NLG converts the action back into speech. Despite
significant improvements in speech recognition over the past decades, e.g., the work
of Graves et al. (2013), it is still a challenge to reliably understand spoken language,
especially in robotic domains. POMDPs have been used in dialog management (spoken
and text-based) to account for the uncertainties from SLU by maintaining a distribution
(as a POMDP belief state) over all possible user meanings. Solving a POMDP problem
generates a policy that maps the current belief state to an optimal action (an utterance
by the system). Young et al. (2013) reviewed existing POMDP-based spoken dialog
systems.
7.1. Algorithm Instantiation
In a campus environment, the mobile robot can help buy an item for a person and
deliver to a room, so a shopping request is in the form of 〈item, room, person〉. The
ontology of items is shown in Figure 8. The distances between rooms are shown in
Figure 4(a). A person can be either a professor or a student. Registered students
are authorized to use the robot and professors are not unless they paid. The robot
can get access to a database to query about registration and payment information, but
the database may be incomplete. The robot can initiate spoken dialog to gather in-
formation for understanding shopping requests and take a delivery action when it be-
comes confident in the estimation. This task is challenging for the robot because of
its imperfect speech recognition ability. The goal is to identify shopping requests, e.g.,
〈coffee, office1, alice〉, efficiently and accurately. The original shopping request identi-
fication problem, which requires a spoken dialog system, was presented in our previous
work (Zhang and Stone, 2015).
Unlike the navigation task, the current dialog state is partially observable to the
robot, and has to be estimated using observations via POMDPs. We use this task
to illustrate constructions of POMDP-based controllers on the fly, and evaluate how
iCORPP enables the robot to adapt to exogenous domain changes (e.g., missing items
in the ontology) and fine-tune its behaviors.
State Set Definition. This domain has the following sorts, Θ, and each sort has a set of
objects.
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Figure 8: An ontology of available items used in the “shopping” task. This ontology is used for two purposes:
1) the evaluation of iCORPP generating robot behaviors that adapt to dynamic changes (e.g., missing items
in this ontology); and 2) the evaluation of iCORPP generating fine-tuned behaviors.
time = {morning, noon, · · · }. room = {r0, r1, · · · , shop, · · · }.
person = {alice, bob, · · · }. item = {regular, decaf, · · · }.
class = {item, drink, food, coffee, soda}.
We then define predicate set P : {request, subcls}, where request(I, R, P) speci-
fies a shopping request of delivering item I to room R for person P, and subcls(C1, C2)
claims class C1 to be a subclass of class C2. Figure 8 shows the categorical tree that can
be represented using rules:
subcls(C1, C3) ← subcls(C1, C2), subcls(C2, C3).
is(I, C1) ← is(I, C2), subcls(C2, C1).
and other predicates include:
place(P, R). prof(P). student(P). registered(P).
authorized(P). paid(P). task(I, R, P).
where place(P, R) represents person P’s working room is R, authorized(P) states P is
authorized to place orders, and a ground of task(I, R, P) specifies a shopping request.
The following two logical reasoning rules state that professors who have paid and
students who have registered are authorized to place orders.
authorized(P)← paid(P), prof(P).
authorized(P)← registered(P), student(P).
Since the database can be incomplete about the registration and payment informa-
tion, we need default knowledge to reason about unspecified variables. For instance,
if it is unknown that a professor has paid, we believe the professor has not; if it is
unknown that a student has registered, we believe the student has not.
¬paid(P)← not paid(P), prof(P).
¬registered(P)← not registered(P), student(P).
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ASP is strong in default reasoning in that it allows prioritized defaults and excep-
tions at different levels (Gelfond and Kahl, 2014). There is the Closed World Assump-
tion (CWA) in logical reasoning for some predicates, e.g., the below rule guarantees
that the value of attribute authorized(P) must be either true or false (cannot be
unknown):
¬authorized(P)← not authorized(P).
To identify a shopping request, the robot always starts with collecting all available
facts, e.g.,
prof(alice). prof(bob). prof(carol). student(dan).
student(erin). place(alice, office1).
place(bob, office2). place(erin, lab).
If the robot also observes facts of paid(alice), paid(bob) and registered(dan),
reasoning with the above defaults and rules will imply that alice, bob and dan are au-
thorized to place orders. Thus, logical reasoning produces a set of possible worlds by
reasoning with the rules, facts and defaults.
A set of random functions describes the possible values of random variables: curr time,
req item(P), req room(P), and req person. E.g., the two rules below state that if the
delivery is for person P, the value of req item is randomly selected from the range of
item, unless fixed elsewhere:
random(req item(P)). req item : person→ item.
We can then use a pr-atom to specify a probability. For instance, the rule below
states that the probability of delivering coffee in the morning is 0.8.
pr(req item(P) = coffee|curr time = morning) = 0.8.
Such random selection rules and pr-atoms allow us to represent and reason with
commonsense with probabilities. Finally, a shopping request is specified as follows:
task(I, R, P)←req item(P) = I, req room(P) = R, req person = P, authorized(P).
The P-log reasoner takes queries from the POMDP-based planner and returns the
joint probability. For instance, if it is known that Bob, as a professor, has paid and the
current time is morning, a query for calculating the probability of 〈sandwich, office1, alice〉
is of the form:
?{task(sandwich, office1, alice)} | do(paid(bob)), obs(curr time = morning).
The fact of bob having paid increases the uncertainty in estimating the value of
req person by bringing additional possible worlds that include req person = bob.
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Reasoning about Actions. The action set is explicitly enumerated as below.
action = {ask i, ask r, ask p,
conf i0, conf i1, · · · , conf r0, conf r1, · · · , conf p0, conf p1, · · · ,
del i0 r0 p0, del i0 r0 p1, · · · }
where, ask ’s are general questions (e.g., ask r corresponds to “which room to de-
liver?”), conf ’s are confirming questions (e.g., conf r0 corresponds to “is this delivery
to room0?”), and del ’s are actions of deliveries.
For delivery actions, the reward function R maps a state-action pair to a real num-
ber, and is defined as:
R(adel, s) =
{
R+, if ai  si and ap  sp and ar  sr(
1− λi(ai, si) · λp(ap, sp) · λr(ar, sr)
)
R−, otherwise
where operator  returns true if the action on the left matches the state on the right
in the given dimension (subscript). λ in the range of (0, 1] measures the closeness
between actual delivery (action) and underlying request (state) in item, person, and
room, respectively. R+ and R− are the reward and penalty that a robot can get in
extreme cases (completely correct or completely incorrect deliveries).
We compute the closeness of two items, λ(I1, I2) by post-processing the resulting
answer set. Specifically, the heuristic closeness function of two items is defined as:
λi(I1, I2) = 1− max
(
dep(LCA, I1), dep(LCA, I2)
)− 1
max
(
dep(root, I1), dep(root, I2)
) (2)
where LCA is the lowest common ancestor of I1 and I2 and dep(C,I) is the number of
nodes (inclusive) between C and I .
Informally, the closeness of room R1 to room R2 is inversely proportional to the
effort needed to recover from a delivery to R1 given the request being to R2. In Fig-
ure 4(a), for instance, a wrong delivery to r0 given the request being to r1 requires the
robot to go back to shop, learn the delivery room being r1, and then move to room r1.
Therefore, the asymmetric room closeness function is defined as below:
λr(R1, R2) =
dis(shop,R2)
2 · dis(shop,R1) + dis(shop,R2) (3)
We simply set λp to 1. The costs of question-asking actions are stationary: R(aask, s)=-
1, andR(aconf , s)=-2.
7.1.1. Probabilistic planning with POMDPs
A POMDP needs to model all partially observable attributes relevant to the task at
hand. In the shopping request identification problem, an underlying state is composed
of an item, a room and a person. The robot can ask polar questions such as “Is this
delivery for Alice?”, and wh-questions such as “Who is this delivery for?”. The robot
expects observations of “yes” or “no” after polar questions and an element from the
sets of items, rooms, or persons after wh-questions. Once the robot becomes confident
in the request estimation, it can take a delivery action that deterministically leads to a
terminating state. Each delivery action specifies a shopping task.
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• S : Si×Sr×Sp ∪ term is the state set. It includes a Cartesian product of the set
of items Si, the set of rooms Sr, and the set of persons Sp, and a terminal state
term.
• A : Aw ∪ Ap ∪ Ad is the action set. Aw = {aiw, arw, apw} includes actions of
asking wh-questions. Ap = Aip ∪ Arp ∪ App includes actions of asking polar
questions, where Aip, Arp and App are the sets of actions of asking about items,
rooms and persons respectively. Ad includes the set of delivery actions. For
a ∈ Ad, we use s a to represent that the delivery of a matches the underlying
state s (i.e., a correct delivery) and use s a otherwise.
• T : S × A × S → [0, 1] is the state transition function. Action a ∈ Aw ∪ Ap
does not change the state and action a ∈ Ad results in the terminal state term
deterministically.
• Z : Zi ∪ Zr ∪ Zp ∪ {z+, z−} is the set of observations, where Zi, Zr and Zp
include observations of action item, room and person respectively. z+ and z−
are the positive and negative observations after polar questions.
• O : S × A × Z → [0, 1] is the observation function. The probabilities of O are
empirically hand-coded, e.g., z+ and z− are more reliable than other observa-
tions. Learning the probabilities is beyond the scope of this article.
• R : S ×A → R is the reward function. In our case:
R(s, a) =

−rp, if s ∈ S, a ∈ Ap
−rw, if s ∈ S, a ∈ Aw
−r−d , if s ∈ S, a ∈ Ad, s a
r+d , if s ∈ S, a ∈ Ad, s a
(4)
where we use rw and rp to specify the costs of asking wh- and polar questions.
r−d is a big cost for an incorrect delivery and r
+
d is a big reward for a correct one.
Unless otherwise specified, rw = 1, rp = 2, r−d = 100, and r
+
d = 50.
Consider an example where Si = {coffee, sandwich}, Sr = {lab}, and Sp =
{alice,bob}. The state set will be specified as: S = {coffee lab alice, . . . , term} with
totally five states, where each state corresponds to a possible world specified by a set of
literals (a task in our case), and term corresponds to the possible world with no task.
The corresponding action set A will have 12 actions with |Aw| = 3, |Ap| = 5, and
|Ad| = 4. Observation set Z will be of size |Z| = 7 including z+ and z− for polar
questions.
Given a POMDP, we calculate a policy using state-of-the-art POMDP solvers, e.g.,
APPL (Kurniawati et al., 2008). The policy maps a POMDP belief to an action toward
maximizing the long-term rewards. Specifically, the policy enables the robot to take a
delivery action only if it is confident enough about the shopping request that the cost of
asking additional questions is not worth the expected increase in confidence. The policy
also decides what, to whom and where to deliver. There are attributes that contribute to
25
calculating the POMDP priors but are irrelevant to the optimal policy given the prior.
The reasoning components shield such attributes, e.g., curr time, from the POMDPs.
iCORPP enables the dialog manager (for identifying shopping requests) to combine
commonsense reasoning with probabilistic planning. For instance, reasoning with the
commonsense rule of “people usually buy coffee in the morning” and the fact of current
time being morning, our robot prefers “Would you want to buy coffee?” to a wh-
question such as “What item do you want?” in initiating a conversation. At the same
time, the POMDP-based planner ensures the robustness to speech recognition errors.
7.2. Experiments using Spoken Dialog Systems
We first define three straightforward policies that gather information in a pre-defined
way. They serve as comparison points representing easy-to-define hand-coded policies.
• Defined-1 allows the robot to take actions from Aw;
• Defined-2 allows actions from Ap; and
• Defined-3 allows actions from Aw ∪ Ap.
We further define a round as taking all allowed actions, once for each. In the end
of a trial, the robot finds the shopping request (corresponding to state s) that it is most
certain about and then takes action a ∈ Ad to maximize the probability of sa (defined
in Section 7.1.1). The robot does not necessarily have full and/or accurate probabilistic
commonsense knowledge. We distinguish the probabilistic knowledge provided to the
robot based on its availability and accuracy. Each data point in the figures in this section
is the average of at least 10,000 simulated trials.
• All: the robot can get access to the knowledge described in Section 7 in a com-
plete and accurate way;
• Limited: the accessibility to the knowledge is the same as “All” except that
current time is hidden from the robot.
• Inaccurate: the accessibility to the knowledge is the same as “All” except that
the value of current time is always wrong.
We compared the POMDP-based probabilistic planner against the three defined in-
formation gathering policies. All start with uniform α meaning that all worlds are
equally probable. The defined policies can gather information by taking multiple
rounds of actions. The results are shown as the hollow markers in Figure 9. The
POMDP-based controller enables the delivery requests to be correctly identified in
more than 90% of the trials with costs of about 14.3 units on average (black hollow
square) with the imperfect sensing ability. In contrast, the defined policies need more
cost (e.g., about 44 units for Defined-2) to achieve comparable accuracy (red hollow
circle). Therefore, POMDP-based planning enables efficient and accurate information
gathering and behavior in identifying delivery requests.
In the following figures, we use LR, PR, and PP to represent logical reasoning,
probabilistic reasoning, and probabilistic planning respectively.
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Figure 9: POMDP-based probabilistic planner performs better than the defined baseline policies in efficiency
and accuracy; and combining PP with logical reasoner further improves the performance (Hypothesis-I).
To evaluate Hypothesis-I (integrated POMDP-based probabilistic planning with
logical reasoning), the POMDP-based controller and the three defined policies are next
combined with logical reasoning. Here, logical reasoning is realized using logical
rules, defaults, and facts, and results are shown as the solid markers in Figure 9. With-
out probabilistic knowledge, we can only assume all logically possible worlds to be
equally probable in calculating the prior α. We can see the combination of logical rea-
soning and POMDP-based planning performs better than the combination of LR and
the three defined planning policies—see the solid markers. Furthermore, comparing to
the corresponding hollow markers, we can see adding logical knowledge improves the
performance of both probabilistic planning and the defined policies. Specifically, log-
ical reasoning enables the POMDP-based planner to reduce the average cost to about
10.5 units without hurting the accuracy. Logical reasoning reduces the number of pos-
sible worlds (from 40 to 24 in our case), which enables POMDP solvers to calculate
more accurate action policies in reasonable time (an hour in our case) and reduces the
uncertainty in state estimation.
Next, we focus on evaluating Hypothesis-II: integrated logical-probabilistic reason-
ing and probabilistic planning (referred to as LR+PR+PP) performs better than “plan-
ning only” (referred to as PP) and “integrated logical reasoning and probabilistic plan-
ning” (referred to as LR+PP). We provide the probabilistic commonsense knowledge
to the robot at different completeness and accuracy levels—learning the probabilities
is beyond the scope of this article. Experimental results are shown in Figure 10. Each
set of experiments has three data points because we assigned different penalties to in-
correct identifications in PP (r−d equals 10, 60 and 100). Generally, a larger penalty
requires the robot to ask more questions before taking a delivery action. POMDP-
based probabilistic planning without commonsense reasoning (blue rightward triangle)
produced the worst results. Combining logical reasoning with probabilistic planning
(magenta leftward triangle) improves the performance by reducing the number of pos-
sible worlds. Adding inaccurate probabilistic commonsense (green upward triangle)
hurts the accuracy significantly when the penalty of incorrect identifications is small.
Reasoning with limited probabilistic commonsense requires much less cost and re-
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Figure 10: iCORPP performs better than the other approaches in both efficiency and accuracy (Hypothesis-
II). iCORPP with complete and accurate knowledge, corresponding to the curve with circle markers, pro-
duces the best performance, while the agent is able to recover from “inaccurate” knowledge by asking more
clarification questions (corresponding to the higher identification cost).
sults in higher (or at least similar) accuracy on average, compared to planning without
probabilistic reasoning. Finally, the proposed algorithm, iCORPP, produced the best
performance in both efficiency and accuracy. We also find that the POMDP-based PP
enables the robot to recover from inaccurate knowledge by actively gathering more
information—compare the right ends of the “limited” and “inaccurate” curves.
For completeness, we evaluated the performance of pure logical-probabilistic rea-
soning, where information gathering actions are not allowed. The robot uses all knowl-
edge to determine the most likely delivery request (in case of a tie, it randomly chooses
one from the most likely ones). The reasoning takes essentially no time and the av-
erage accuracy is only 0.193, which is significantly lower than strategies that involve
POMDP-based active information gathering.
In the next experiment, we aim at evaluating Hypothesis-III, i.e., iCORPP enables
to fine-tune agent behaviors at a level, where a comparable hand-coded controller re-
quires a prohibitively large number of parameters. The spoken dialog system includes
four items, three rooms and two persons, resulting in a relatively small state space. We
give the robot the ontology of items, as shown in Figure 8. The hidden shopping re-
quest was randomly selected in each trial. Speech recognition errors are modeled, e.g.,
0.8 accuracy in recognizing answers of confirming questions and a lower accuracy for
general questions (depending on the number of that sort’s objects).
Figure 11 shows the numbers of mistakes made by the robot. In the default and
cautious versions of iCORPP, the values of [R+, R−] are [20,−20] and [30,−30] re-
spectively. The first observation is that the baseline method that builds on a stationary
POMDP-based policy makes no difference in either item (Left) or room (Right), be-
cause it does not reason about the reward system—incorrect deliveries are not differ-
entiated and all receive the same penalty. In contrast, both versions of iCORPP enable
the robot to behave in such a way that the robot makes the fewest mistakes in cookie
(Left) and room r2 (Right). Such behaviors match our expectations: cookie is “very
different” from the other three items and r2 has the greatest distance from the shop, so
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Figure 11: iCORPP enables the robot to fine-tune its behavior in delivering different items to different
rooms. The x-axis and y-axis correspond to the incorrect deliveries and the number of mistakes (over 100k
trials). For instance, r0 in the right bars corresponds to the numbers of deliveries to r0 given r1 or r2 being
requested.
the robot should make effort to avoid delivering cookie (or delivering to r2) when that
is not requested. The second (side) observation from comparing the default and cau-
tious versions of iCORPP is that, to adjust the robot’s “cautious level”, we can simply
change the value of [R+, R−]. Without iCORPP, to achieve such fine-tuned behaviors,
there will be 600 parameters in the reward function need to be handcoded, which is
impossible from a practical point of view, which supports Hypothesis III.
To better understand the robot’s behavior (specifically, the Right of Figure 11), we
manually remove the uncertainties in item and person in the initial belief, and visualize
which action the POMDP policy suggests given different initial beliefs in room. In the
Right of Figure 12, we see the robot is relatively more cautious in delivering to r1
and r2 (the green and yellow areas in the top and left corners are smaller than the red
one in the right), because rooms r1 and r2 are relatively far away from the shop, as
shown in Figure 4(a). It is very difficult to achieve such fine-tuned behaviors from
hand-coded models, because of the prohibitively large number of parameters in the
reward system. In contrast, iCORPP reasons with logical-probabilistic knowledge to
construct the transition and reward systems (Section 7.1).
Figure 13 shows the results of the shopping task when exogenous changes are
added: items can be temporarily unavailable. iCORPP dynamically constructs POMDPs:
when items are known to be unavailable, states of these items being requested and ac-
tions of delivering these items are removed from the POMDP. For instance, when three
items are unavailable, the numbers of states and actions are reduced from (37, 50) to
(18, 29). As a result, iCORPP performs increasingly better in both accuracy and over-
all reward (y-axes in Figure 13) when more items are known to be unavailable (x-axes
in Figure 13). In contrast, the baseline, using a static POMDP, must include all items
(assuming no item unavailable), because it cannot adapt to exogenous changes. So the
baseline’s performance corresponds to the left ends of the two curves. Results shown
in Figure 13 support that iCORPP enables the robot to adapt to exogenous domain
changes, whereas stationary policies do not (Hypothesis-IV).
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Figure 12: A visualization of a POMDP-based policy where all wrong deliveries are equally penalized
(baseline), and the iCORPP policy where the reward function is computed via logical-probabilistic reasoning.
In this experiment, the person wants to deliver to one of the three rooms. Each point in the two subfigures
corresponds to a belief. Each color corresponds to an action: white corresponds to the general question of
“which room to deliver”; the colors in the corners correspond to delivery actions; and the remaining three
colors correspond to confirming questions.
7.3. Illustrative Trials on Mobile Robots: Spoken Dialog Systems
We present the belief change in an illustrative trial in Figure 14, where i, r and p
are item, room and person respectively. i0 is sandwich and i1 is coffee. The robot first
read its internal memory and collected a set of facts such as the current time was “morn-
ing”, p0’s office is r0 and p1’s office is r1. Reasoning with commonsense produced
a prior shown in the top-left of Figure 14(b), where the most possible two requests
were 〈i1, r0, p0〉 and 〈i1, r1, p1〉. The robot took the first action to confirm the item
to be coffee. After observing a “yes”, the robot further confirmed p1 and r1. Finally,
it became confident in the estimation and successfully identified the shopping request.
Therefore, reasoning with domain knowledge produced an informative prior, based on
which the robot could directly focus on the most likely attribute values, and ask corre-
sponding questions. In contrast, when starting from a uniform prior, the robot would
have needed at least six actions before the delivery action, as shown in Figure 14(a). A
demo video is available by this link: http://youtu.be/2UJG4-ejVww
8. Applicability of iCORPP
iCORPP decomposes a problem of sequential decision-making under uncertainty
into two subproblems of commonsense reasoning and probabilistic planning that re-
spectively focus on the “curse of dimensionality” and the “curse of history” – as elab-
orated in (Kurniawati et al., 2011). In this process, commonsense reasoning aims to
understand the current state and dynamics of the world, and probabilistic planning fo-
cuses on task-oriented action selection toward goal achievement. Therefore, iCORPP
significantly reduces the complexity of (PO)MDP planning compared to its one-shot
solution, while enabling robot behaviors to adapt to exogenous changes.
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Figure 13: iCORPP performs increasingly well in accuracy and overall reward in the shopping task when
more items are known to be unavailable: the baseline (stationary model) corresponds to the left ends of the
two curves, where the baseline model has to include all items.
Consider a mobile robot navigation domain from Section 6 that includes only thirty
positions, five weather conditions, and three times. There are human walkers who can
probabilistically disrupt the robot’s navigation actions. One can naively enumerate all
combinations of attribute values (Boutilier et al., 1999). The enumeration produces a
large number of states,
N = |Loc| · 22×|Loc| · |Weather| · |Time| · |Term|
where Loc, Weather, and Time are sets of locations, weathers, and times respec-
tively. The value of |Term| is 2, where term ∈ Term can be true or false, used for
identifying the end of an episode. Back to this small domain, naive enumeration pro-
duces more than 2ˆ69 states, making it impossible to produce a meaningful policy in a
reasonable amount of time. In comparison, the MDP constructed by iCORPP includes
only 60 states (|Loc| · |Term|), and can be readily handled using off-the-shelf planning
systems.
Default Reasoning We use defaults (Section 4.1) when a complete world model is
unavailable or reasoning with such models requires prohibitive computing resources.
Continuing the above-mentioned navigation example, it is possible that the Weather
variable’s value could not be observed in the environment for reasons such as sensor
failures. In that case, the robot has at least the two options: 1) reasoning with defaults
(e.g., assuming the weather is sunny), and 2) inferring the weather based on fully ob-
servable evidence. For instance, people holding an umbrella and wet ground can be
evidence of rainy days. However, the introduction of new domain variables and their
interdependencies increases the complexity of at least the reasoning subproblem. For
practical reasons, iCORPP practitioners might want to assign default values to avoid
the “curse of dimensionality” in reasoning, where the defaults can be “defeated” when
their corresponding values can be extracted from the real world. Generally, there is
always the trade-off between model completeness and computational tractability, and
default reasoning (well supported by P-log) provides a realization of such trade-offs.
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Figure 14: Belief change in pairwise illustrative trials. (a) Using a baseline strategy that does not reason about
contextual knowledge, the agent starts with a uniform distribution and takes five dialog turns before making
the delivery. (b) iCORPP reasons with contextual knowledge (e.g., people prefer coffee in the mornings
and people usually request items to be delivered to their own offices) and enables the agent to start with an
informative prior, resulting in a dialog that includes only three turns before that delivery.
iCORPP is inapplicable when reasoning or planning is unnecessary. In the extreme,
when the domain factors (exogenous and endogenous) are completely independent,
reasoning becomes unnecessary; when the goals can be accomplished using individual
actions, planning becomes unnecessary. There is also a “gray area”, where iCORPP
can be less effective. For instance, when the provided knowledge is generally useful
but less relevant to the current task, the reasoning results from iCORPP will not be
useful for action selections in the planning steps. The evaluation of iCORPP’s effec-
tiveness in general is difficult, but case-by-case analyses can be conducted by iCORPP
practitioners.
Exogenous Attributes. iCORPP, as presented in Algorithm 4, implicitly assumes that
the exogenous attributes’ values do not change over time. This assumption is invalid for
long-term operations. For instance, “time” has been modeled as an exogenous attribute
in the navigation domain, and its value can change by itself, e.g., from “morning” to
“noon”. In order to be responsive to such domain changes, it is necessary for iCORPP
agents to repeatedly activate Algorithm 4, which causes extra computational burden.
We do not formally analyze exogenous changes in this article, though they do compli-
cate the process of applying iCORPP to real-world problems.
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Closed-World Assumption (CWA). There is usually a CWA in logical reasoning, which
we adopt in Algorithm 1, meaning that what is not currently known to be true is false.
CWA ensures that every endogenous variable has a value. More precisely, under CWA,
each entry in wcplt := [ven0 , v
en
1 , · · · ] in Line 10 of Algorithm 1 has a value. Without
CWA, it becomes an open question how to deal with statements on endogenous vari-
ables that are neither true nor false, making it very hard to specify the state space in
Algorithm 1. The applicability of iCORPP under Open-World Assumption (OWA) is
beyond the scope of this article.
9. Conclusions and Future Work
This article introduces a novel algorithm called iCORPP that uses commonsense
reasoning to dynamically construct (PO)MDPs for scalable, adaptive robot planning.
iCORPP uses declarative language P-log for logical-probabilistic knowledge represen-
tation and reasoning, and uses probabilistic graphical models, such as (PO)MDPs, for
probabilistic planning. This article, for the first time, enables robot behaviors to adapt
to exogenous domain changes without including these exogenous attributes in proba-
bilistic planning models. iCORPP has been evaluated both in simulation and on a real
robot. We observed significant improvements comparing to competitive baselines (in-
cluding hand-coded action policies), based on experiments using problems of mobile
robot navigation and spoken dialog systems in an office environment.
There are a number of ways to make further progress in this line of research. First,
learning is not incorporated into iCORPP. We are currently investigating improving
iCORPP by using supervised learning to help estimate the current world state (Amiri
et al., 2020) and using model-based reinforcement learning to update declaratively-
represented world dynamics (Lu et al., 2018). Existing algorithms for multi-agent epis-
temic reasoning and planning (Engesser et al., 2015; Baral et al., 2015; Pearce et al.,
2014) can be used to help the agent augment its own knowledge base while potentially
altering the others’. The logical-probabilistic knowledge base is manually encoded,
whereas data mining algorithms (Han et al., 2012) and publicly available knowledge
bases, such as Open Mind Common Sense (OMCS), can be used to augment the knowl-
edge base. Second, other reasoning and planning paradigms can be used to further
improve the system performance. For instance, Markov Logic Networks (Richardson
and Domingos, 2006) and Probabilistic Soft Logic (Kimmig et al., 2012) have well
maintained systems that can potentially improve the reasoning component of iCORPP.
Third, iCORPP assumes the current world state is either fully observable or all vari-
ables are partially observable. There is the potential of applying iCORPP to domains
with more complex observabilities, e.g., mixed observability as investigated in our re-
cent research (Amiri et al., 2018). Fourth, there are simplifying assumptions in this
research (e.g., the assumption that exogenous attributes are stationary, and the closed-
world assumption), as discussed in Section 8. To further improve the applicability of
iCORPP, we are interested in investigating ways of relaxing these assumptions. For
instance, our previous work has produced an approach of applying iCORPP to human-
robot dialog, where exogenous attributes such as people’s facial expressions and dialog
locations can change over time (Lu et al., 2017). Finally, given that robots’ long-term
autonomy capabilities continue to improve, we can conduct more experiments to eval-
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uate the performance of iCORPP under different conditions. For instance, robots with
relatively weak perception capabilities can better benefit from iCORPP’s reasoning
capability, whereas iCORPP’s planning capability (for active perception) is relatively
more important in highly dynamic environments. Such hypotheses can be evaluated
using real robots in the future.
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