The critical line of the binary mixture methane-ethane is calculated via the extended corresponding states Van der Waals one fluid theory. The Gibbs free energy criticality criteria are solved numerically. The numerical deriva tives are compared with the exact analytical results derived previously for the special case of the shape factors of the extended corresponding states set equal to unity. Binary interaction parameters are adjusted to give a best fit of the critical line to experimental data. These interaction parameters are then used to evaluate vapor liquid equilibrium data away from the critical region. It appears that a fit of the critical line is not sufficient to obtain binary interaction parameters of general applicability. Optimization of the critical point predictions for the pure components is also discussed.
Introduction
The prediction of phase equilibria is both a classical problem of the theory of liquids and a problem of engineering concern. Today the chemical and fuel industries have to increase productivity and conservation and transfer to new ·Supported by the National Science Foundation, Grant No. HES 7419548, SMI 7610647. ··Supported in part by the Maria Curie Sk1odowska Fund, Grant No. NBS-I96, established by contributions of the U.S. and Polish governments. tsupported in part by the Office of Standard Reference Data, NBS. ttThermophysical Properties Division, National Engineering Laboratory. 419 feedstocks; phase equilibria is a major factor. But it is well known that the prediction, even the correlation, of the properties of the appropriate systems can be exceptionally difficult if the results are required to any reasonable accuracy_ Prediction techniques are needed especially because the number of possible systems makes measurement an overwhelming task. Prediction requires an understanding of theory but, unfortunately, theory cannot yet always handle adequately the complex systems encountered: the gap between a systematic practical theory and reality is large. One technique, however, has been applied successfully to simple systems and does show promise in that the assumptions can be identified clearly. This method is extended corresponding states. Here we apply it to a system of methane and ethane. A specific objective is to calculate the gas/liquid critical line and to observe the effect of the binary interaction parameters on the calculation. It is then interesting to see how these parameters, optimized for the critical line, represent vapor liquid equilibrium (VLE) data. The critical line in a binary mixture may be calculated by solving the equations for a temperature (T) and pressure (P) with the mole fraction (x) specified. G is the molar configurational Gibbs free energy of the mixture. In this work these second and third order derivatives were evaluated numerically, but have been compared with the analytical results of Wielopolski [1)1 in the special. case when the extended corresponding states shape factors are unity. The accuracy of the approach has thus been evaluated.
The system methane/ethane was selected for comparison with experiment since the VLE data have been evaluated for thermodynamic consistency by Hiza, et al. [2] , The procedure is quite general, however, and we have applied it to several mixtures. Variations have been reported extensively by Watson and Rowlinson [3] , Gunning and Rowlinson [4] , Teja and Rowlinson [5] , Mollerup and Rowlinson [6] , and Mollerup [7, 8] . The overall objective is to develop a general technique for calculating the critical line of a binary mixture and to see if the binary interaction parameters can be reliably evaluated by adjusting them to give the best least squares fit of the critical line data.
T" = T/f""", and V" = V/h aa", (1) where the scaling ratios hand / are defined respectively by haa", = V~/ V~ and/aa." = T~/T~ (2) For a mixture the most natural definition of hz and}: follows from the work of Henderson and Leonard [9] to give the Van der Waals one fluid mixing rules:
The cross coefficients/ atl ... and hatl" are left unspecified until further combination rules are defined, e.g., /atl... = ~atI ... (faa", /tltI ... )1f2 (5) haJj", = ?Jatl." [lh (h aa,,,)'" + Ih (h tltl .,,)'" r (6) where ~atl'" and ?Jan ... are the binary interaction coefficients which, although formally close to unity, can playa major role in the calculation of phase equilibria.
One Fluid Mixture Equations:
The properties of a mixture can be evaluated in terms of the reference substance and the ratios of eq (2) . The basic equations are: Compressibility factor, Z
Corresponding states and equations
The basic postulate of the theory used here-the Van der = Z,,(T!J:,o, V/hz,o) (8) Waals one fluid theory-is that if the components a (a = I,n where n is the total number of species) of a mixture Molar configurational Helmholtz free energy, ;; separately obey classical corresponding states, then their mixture will also obey corresponding states as if it were a A (V, T,x) == Az( V, T,x) + RT ~ Xa in Xa (9) single substance. The components can be represented by selected parameters, e.g., critical temperature (T~) and crit-where ical molar volume (V~), and the hypothetical equivalent The symbol -refers to the molar quantity. Equations (7) - (12) which define the properties of an n-component mixture, can also be used for pure component properties if all subscript x's are replaced with a's.
VLE Equations:
For pure component VLE, equating the molar Gibbs free energy of each phase results in the following expression:
In eq (13) superscript Res refers to the residual value defined by eq (14) with lpg the value of the equivalent perfect gas. Equation (13) is expressed in terms of the residual Helmholtz free energy rather than Gibbs since the reference equation of state has T and V (not T and p) as the independent variables.
For mixture VLE one can calculate the K-value for, say, species a at T and p: (15) where one can derive with pRII.I the residual chemical potential. Further manipulations give pRII.I in terms of G and, for a binary mixture,
where (18) Critical Criteria:
The conditions for a critical point at T,p for a mixture are (19) Substitution of the one fluid equations gives (20) and which can thus be evaluated using eq (18 In general, since classical corresponding states is not obeyed, equations (8) and (10) or (8) and (12) are not satisfied with the scaling ratios of eq (2) . It is possible, however, to define a corresponding states so that eqs (8) and (10) are satisfied exactly. To do this we define shape factors (J and <p so that (for a pure, for example)
hence the ratios f and h become (23) The point about this redefinition, i.e., the basis of extended corresponding states theory, is that the corresponding states equations can be used formally with the provision that the scaling ratios are given by eq (23). It should be stressed that the ratios could be solved for either a pure or a mixture via eqs (8) and (10) 
where and Here w is the pitzer acentric factor or some chosen parameter and a, b, c, d are constants:
The asterisk denotes the value reduced by the critical value.
The equations are constrained in that v: is set equal to 2.0 for a11 v: > 2.0 and to 0.5 for v: < 0.5: r: is set to 2.0 if r: > 2.0.
We [12] have recent1y tested the Leach-Leland equations for the hydrocarbons C.-C zo over an extensive range of experimental conditions and revised coefficients are reported in the reference. We also verified that the original equations were satisfactory for reduced temperatures greater than 0.5.
Calculation and numerical methods
The objective is to solve the critical criteria eqs (20) and (21) for the methane/ethane system and in so doing, observe the effects of the interaction parameters ~ and 7J of eqs (5) and (6) on the results. Having these values, we then evaluate some K-values for selected temperatures using eqs (15)-(IS). We chose methane as the reference fluid, the equation of state for which is the 32 term BWR of McCarty [13] . Critical parameters and Leach-Leland acentric factors for methane and ethane are given in table 1. 
Analytical and Numerical Evaluation of the Derivatives:
The numerical techniques used in this work are standard. We use the central difference formulas [14] for which the first two tenns in the infinite power series expansions are given here. For the derivatives of a functionf evaluated at a point %, one has dA ::
The difficulty is to choose a value of h which is not too small (otherwise significant figures will be lost in evaluating the numerators of eqs (28)-(30» but not too large (otherwise the truncation error, which can be estimated by the second term of eqs (2S)-(30), will be large). One also has to consider the word length of the computer and the convenience of using single versus double precision. In this work we calculated on a CDC 6400 and a CDC 6600 machine with a 60 bit word length (13 significant figures).
We were able to observe definitely the effect of varying h for the special case 8 = lP = 1, i.e., for classical corresponding states. Equations (19) and (20) o Table 2 indicates that the first order derivative is truncation error controlled, since its value becomes more accurate as h is decreased. The second and third derivatives are, on the other hand, controlled by the loss of significant figures since as h is decreased, they lose accuracy. Since the third order derivative is the least accurate, we chose the value of h for which it is calculated most accurately.
We now consider what the sma11est values of the second and third order derivatives are which can be calculated with h = 10-3 , since our eventual goal is to solve the equations for the critical point by driving the values of those derivatives to zero. The derivatives go to zero by a cancellation of the two terms in eqs (20) and (21), that is, the contribution from the hypothetical substance is cancelled by the ideal mixture contribution. For this reason, the values of the derivatives cannot be made arbitrarily small. The ideal mixture contribution (which can be computed with negligible error) can only cancel as many significant figures as appear in the hypothetical substance contribution. Consider the case in table 2 with h = 10-3 • For the second order derivative, the hypothetical substance contribution has five significant figures, and its value is order unity (abbreviated 0(1». If the ideal mixture contribution were to cancel all five of these figures, the result would be a number of 0 with no significant figures remaining. For the third order derivative, the hypothetical substance contribution contains four significant figures, and is 0(10). Cancelling all significant figures would leave a number of 0(10-3 ).
In our first attempt at calculating critical lines based on the numerical evaluation of the derivatives in eqs (20) and (21) using single precision arithmetic, we were unable to obtain convergence of the temperature and pressure to five significant figures. The problem appeared to be that there were not enough significant figures in the derivative calculations. While the truncation error is inherent to the formulas being used, the loss of significant figures can be compensated by adding more figures to the function values. This was done by the use of double precision arithmetic which gives us 26 significant figures on the CDC 6400. In table 3 below, the results for the numerical derivatives calculated using double precision arithmetic are compared with the results arrived at analytically. Again, reported in the table are the number of figures of agreement between the two results. For h = 10-3 , the single and double precision results are the same, which indicates that truncation error is controlling. Looking at the double precision results, the third deriva tive shows an increase in accuracy as h is decreased to 10-5 ; clearly indicating that the truncation error is decreasing to this point. As h is decreased past 10-7 , accuracy is lost due to loss of significant figures.
Based on these results, a value of h = 10-6 is chosen to compute the derivatives in double precision. Given this value for h, the smallest value of the second derivative which may be calculated (containing no significant figures) is 0(10-8 ), and that for the third derivative is 0(10-6). The calculations of the binary critical line were subsequently made to converge to five significant figures for both temperature and pressure.
Results
It must again be stressed that the general procedure for calculating the critical line or VLE is predictive and requires only the critical constants and an acentric factor for the fluid of interest, or of the components in a mixture. For a relatively simple system the results will be reasonable without optimiza tion of any parameters. Since, however, we are concerned only with VLE and the criticai point we considered two straightforward optimization procedures involving the factor w. The first was to adjust w to give the best representation of the pure component vapor pressure curve, the second was to force the critical temperature and pressure of the pure fluids to correspond exactly with those of the reference substance. This second variation is simply to set w .. = Wo: hence by eqs (24) and (25) 0 = 1 and cp = Z~/Z~-a form of classical corresponding states. One should note that the two procedures are not the same because the Leach-Leland equations are not constrained at the critical point.
Ethane: Pure Component Results:
We first considered the ethane vapor pressure curve which was obtained using Leach's expression for the shape factors. The value of the acentric factor for the Leach equations was determined by optimizing agreement with the vapor pressure data by a trial and error procedure in which the sum of the average absolute deviations, for the vapor pressure, and saturated vapor and liquid densities, were minimized; temperature being chosen as the independent variable. The temperature range over which the results were optimized was 180 K to 300 K; 180 K being the lower limit for which Leach's equations were designed; 300 K corresponded to the maximum temperature for which the vapor pressure program would converge. Calculated and data values were compared at 10 K increments. The average deviations obtained for several values of acentric factor are given in table 4. The value chosen for acentric factor in this work (w = 0.094) is seen to give a substantial improvement over the Pitzer value (w = 0.105) which was used by Leach. The curves for vapor pressure and orthobaric densities (e = 11 V), obtained using Leach's shape factors with the optimi~ed acentric factor are compared with the correlations of Goodwin, et a1. [IS] to obtain the deviations plotted in figure I. Also in figure I, deviations for the vapor pressure and orthobaric density curves predicted using classical corresponding states are presented. This figure emphasizes that the Leach shape factors make a significant difference. The vapor pressure deviations are positive, and become larger as the triple point is approached, since classical corresponding states predicts a slope of the vapor pressure curve (dPldn which is too small. The deviation of pressure goes to zero at the critical point because the two parameters are choosen to make the critical temperature and pressure correspond exactly. w a:
: The critical point results for ethane are in table S. Notice that the results are better using classical corresponding states than with the Leach shape factors. This is because classical corresponding states forces either the critical temperature and density to correspond (0 = tP = 1), or it forces the critical temperature and pressure to correspond (0 = I, tP = Z~/Z~. We first calculate the critical line using the Leach shape factor equations with acentric factors of O.OOS and 0.094 for methane and ethane respectively. The results are plotted against the critictll line data found in the review article of Hicks and Young [16] , and identified in the caption to Holding 1] constant, figures 4 and 5 show that ~ has a much larger effect on the T-x curve than did 1], and an equally large effect on the pox curve. The important point to notice is that the maximum value in the pox curve is shifted towards small mole fraction values (of CH4) by decreasing ~.
The best representation of the pox curve in figure 3 (i.e., ~ == 1.00, 1] = 1.08) indicates that the peak of the curve needs to be shifted towards the smaller mole fractions to improve the agreement, thus, ~ should be decreased. To achieve the goal of obtaining the interaction parameters by fitting the critical line data, a manual search technique was initiated. The "best fit" was defined in the least squares sense. The results of this search were that ~ = 0.97, and 1] = 1.13 were chosen as the "best" values for the in- The fit of the T-x curve is good, with only one data point which seems astray. The Pox curve, however, does not have the right shape to fit the data well. Part of the fitting problem is due to the bad prediction which is made for the critical point of pure ethane. This led us to try the second approach of setting w .. = Wo' Hence, the critical endpoints in the T-x, and p·x curves are exact. A new optimization led to the parameter values t = 0.97, 11 = 1.07. While the fit of the T-x curve was not significantly improved that for the Pox curve was. These results are shown in figures 6 and 7.
Vapor-Liquid Equilibria Results:
Of the VLE data judged to be thermodynamically consistent by Hiza, et al. [2] , three representative isotherms were chosen to test the predictions made using the binary interaction parameters determined in the previous section. Two of the isotherms are supercritical (250 K and 199.92 K), and one is subcritical (144.26 K). The sources of the data are: 250 K isotherm, Davalos, et al. [17] ; 199.92 K and 144.26 K isotherms, Wichterle and Kobayashi [18] . The VLE calcUlations used the Leach shape factors with the acentric factors 0.005 and 0.094 for methane and ethane respectively. The results are presented as K-value deviation plots for both the methane and the ethane K-value predictions. Figures 8, 9 , and 10 contain these curves wiih the interaction parameters obtained from the critical line fit (i.e., t = 0.97,11 = 1.07). These figures also show that setting the interaction parameters to unity gives much better VLE predictions than do the parameters obtained from the best fit of the critical line data. 
Summary and Conclusions
The proposed technique of calculating binary critical lines by numerically evaluating the second and third order derivatives of the Gibbs free energy has been checked with an analytical solution for the special case of classical Corresponding states, and has proven successful. The best least squares fit of the critical line data of the system methaneethane was then shown to be poor (particularly the Pox curve) if the Leach shape factors are used with an acentric factor optimized for pure component vapor pressure predictions. This is due to a bad prediction of the critical endpoint for ethane. To improve this fit, we use classical corresponding states to force correspondence of the temperature and pressure at the critical line endpoints. However we also show that the pure component vapor pressure predictions are not satisfactory if this is done. Finally, VLE predictions are made using Leach shape factors with the acentric factor optimized for vapor pressure predictions, and the binary interaction parameters obtained from the best fit of the criticalline data (i.e., with 8 = 1, ¢ = Z!/Z~. The results are not as good in general as those which are obtained by setting t = 1] = 1. Hence we conclude that a fit of the binary critical line does not yield binary interaction parameters of any general significance. 
