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ABSTRACT: 
A new unsupervised method for segmentation of objects of diverse nature with the common feature of 
connectivity (e.g. branching trees or net-shaped objects) is proposed. A preferred application to the 
vasculature segmentation of retinal images has been illustrated using images from DRIVE database. In 
the pre-processing stage, the method overcomes the common problem of non-uniform illumination of 
eye fundus images. The method follows with an iterative algorithm that starts with a seed and adds, at 
each step, a new vessel segment connected to the previously segmented part. The result preserves the 
connectivity as a distinct feature of the retinal vessel tree. The segmentation performance is evaluated 
through common signal detection metrics: sensitivity, specificity and accuracy.  
Key words: Eye fundus image, retinal vasculature, blood vessel segmentation, digital image analysis, 
computer-aided diagnosis 
RESUMEN: 
Se propone un nuevo método no supervisado para la segmentación de objetos de tipología diversa que 
presenten la conectividad como característica común (por ejemplo, árboles ramificados, redes, etc.). 
Una aplicación preferente de este trabajo consiste en la segmentación del árbol vascular en imágenes de 
la retina y ha sido ilustrado mediante el uso de imágenes de la base de datos DRIVE. En la etapa de 
preprocesado, el método aborda el problema de la iluminación no uniforme, común en las imágenes de 
fondo de ojo. Seguidamente, utiliza un algoritmo iterativo que parte de una semilla a la que se añaden, 
en cada bucle, un nuevo fragmento de vaso que se conecta a la parte previamente segmentada.  El 
resultado preserva la conectividad como un rasgo distintivo del árbol vascular de la retina. El 
rendimiento del método de segmentación se evalúa mediante métricas habituales en la detección de 
señales: sensibilidad, especificidad y exactitud. 
Palabras clave: Imagen de fondo de ojo, sistema vascular de la retina, segmentación de vasos 
sanguíneos, análisis digital de imágenes, diagnóstico asistido por ordenador. 
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1. Introduction 
Segmentation of blood vessels from retinal fundus images is a major issue in retinal image analysis. 
Sometimes, the vessel tree is the structure of main interest, but in some other cases, this tree is an 
obstacle to remove prior to study the background and occluded fundus area (see, for instance, Ref. 1 for 
glaucoma detection and Ref. 2 in the field of diabetic retinopathy). Blood vessels, more specifically vessel 
centrelines and bifurcations, have been used as landmarks in image registration or spatial alignment of 
images, which is essential in longitudinal monitoring of the retinal appearance. Retinal vasculature is a 
valuable indicator for a variety of diagnoses including diabetes, hypertension and arteriosclerosis. It is 
commonly agreed that retinal vessel segmentation is a basic step in the development of most image-based 
diagnostic methods. In fact, the first method published for retinal image analysis [3] primarily focused on 
vessel segmentation. Since the early work of S. Chaudhuri et al. [4], who performed a segmentation of 
retinal vessels by matched filters, image analysis researchers continue developing this subject with 
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hundreds of increasingly innovative works [5, 6]. Their approaches are usually classified into two main 
categories: supervised and unsupervised methods. 
Supervised methods classify pixels into vessel and non-vessel categories, based on a previously known 
classification of similar pixels into those two categories. The classification method runs over a set of 
vectors, whose components are selected features associated to each pixel describing the pixel itself and its 
neighbouring area. Unsupervised methods do not require any training set and encompass a wide range of 
image processing techniques: morphological methods, matched filters, wavelet analysis, etc. A deeper 
insight into the methods corresponding to those categories and their development can be found in the 
excellent reviews by Abràmoff et al. [7] and from Fraz et al. [6]. Despite the progress already 
accomplished, there are still challenges in retinal image segmentation and an active research can be 
acknowledged on smaller vessel detection, separation of arteries and veins, vessel segmentation in images 
with substantial pathology, assessing accurate vessel diameter; vessel tortuosity, and vessel tree analysis 
including tree branching patterns [7]. Vascular connectivity, however, appears to be addressed only in 
relatively little published work [8-10]. One of them is the algorithm proposed by Al-Diri et al. [8] that 
forms a retinal vessel graph by analysing the potential connectivity of segmented retinal vessels. Self-
organizing feature maps are used to model implicit cost functions for the junction geometry and resolve 
the configuration of local sets of segment ends, thus determining the network connectivity. The algorithm 
was tested on junctions drawn from the public domain DRIVE database [11]. Sigurðsson et al. [9] had 
already considered the so-called linear connectivity of vessels to segment them. Their method is based on 
directional mathematical morphology, namely path opening to detect filiform structures, and fuzzy 
classification. In Sigurðsson’s approach the role of connectivity is applied at a local level and the method 
does not ensure a connected global result. Joshi et al. [10] developed a method to reconnect vessel 
segments identified by a neural network classifier. The set of the long enough connected components are 
subsequently classified into primary vessel network and interrupted vessel segments. The latter are then 
connected to the primary network. But the final reconnected vessel network can be still a disconnected set 
of vessels because it is not assured that the primary network is fully connected. 
In this paper we propose a new method, belonging to the class of unsupervised methods, that takes 
advantage from the connected nature of the vascular tree of the retina [12]. It basically consists in an 
iterative method that adds, at each step, a new vessel segment connected to the previously segmented 
part. The result preserves the connectivity as a distinct feature of the retinal vessel tree captured in eye 
fundus images. In case of two o more disjoint vessel trees existing in a given image, a repeated application 
of the method would allow the separation of each individual tree from the rest. 
The proposed method consists of a preprocessing stage followed by an iterative region growing and 
segmentation process. The preprocessing stage prepares the region of interest and enhances the retinal 
vasculature. The iterative process starts with the segmentation of an initial seed, being a connected 
segment of the retinal vasculature, to which new segments join in subsequent iterations on the basis of 
connectivity. The method is intended to solve the segmentation of an unevenly illuminated object from an 
uneven background, just by assuming that the object is topologically connected. Apart from the 
assumption of topological connectivity, which plays an essential role in the iteration procedure, our 
method does not require any other specific feature from the image under analysis except for the vessel 
scale: the approximate width in pixels of the largest vessels is necessary for a proper segmentation of the 
object seed from the background. For these reasons, although we illustrate the applicability of the 
proposed segmentation method to the retinal vasculature, it could be also applied to the segmentation of 
objects of diverse nature with the common feature of connectivity (e.g. branching trees or net-shaped 
objects). 
In order to compare our results to those derived from other known segmentation methods we have used 
DRIVE (Digital Retinal Images for Vessel Evaluation) database. This database was established to enable 
comparative studies on segmentation of retinal blood vessels in retinal fundus images. It contains 40 
fundus images from subjects with diabetes, both with and without retinopathy, as well as retinal vessel 
segmentations manually performed by two human observers. Researchers have been invited to test their 
algorithms on this database and share their results with other researchers through the DRIVE website. A 
few datasets (DRIVE, STARE [13] and REVIEW [14]) provide an easily accessible reference standard and 
that is why they are widely used for validating automatic retinal image analysis algorithms that deal with 
retinal vasculature. However, they suffer from some limitations too [15]: a lack of objective definition of 
the location of the edge of a retinal blood vessel, a labour-intensive annotation task for vessel mask 
ÓPTICA PURA Y APLICADA. www.sedoptica.es 
 
Opt. Pura Apl. 50(4) 359-368 (2017)  © Sociedad Española de Óptica 
 
362 
generation, a difficult vessel versus non-vessel classification of pixels located at vessel edges, and a variety 
of standards with segmentation provided by human observers to assess detailed as well as overall 
algorithm performance.  
In this paper, the performance of the proposed segmentation algorithm is evaluated within the fundus 
image regions defined by the DRIVE database through accuracy, sensitivity and specificity. The results are 
compared with other results provided in the related literature. 
2. Image analysis method 
The image analysis method is schematically represented in Fig. 1 and described in this section. The 
sequence of steps is fully illustrated taking the test image #1 of DRIVE database as an example (Fig.2a). 
 
Figure 1. Block diagram of the proposed method 
 
2.a. Preprocessing 
The acquired fundus image is typically a digital colour image (Fig. 1, top part: I. Preprocessing and Fig. 2a). 
However, for vessel segmentation purposes it is reliable to work on the green channel of the RGB colour 
space because it exhibits better vessel to background contrast than the other red and blue channels. This 
practice originates in 1925, when Vogt [16] described the use of green light to enhance the visual contrast 
of anatomical details of the fundus and coined the term "red-free”. The technique is still used today in 
fundus photography [15]. The extraction of the G (green) component from RGB colour images is also 
common practice in digital image analysis of the retinal vasculature and has been highly reported (see, for 
example Refs. 1, 2, 17).  
Once the G component has been extracted, we proceed to apply a mask to separate the black corners from 
the circular-shaped region of interest (ROI) that contains the eye fundus information. We will extend then 
an average background to cover till the corners of the image by replacing the black pixels with grey pixels. 
Although the DRIVE database provides a mask for its own image samples, we consider a more general 
case and generate a mask for the fundus image under study. From the intensity values, pixels are classified 
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into two categories (dark and bright) according to the outcome of the K-means method applied to the 
green channel. Initially, the mask is the complementary of the smallest disk containing all bright pixels. To 
reduce the border effects, we further erode the circular edge of the ROI with a structural element (square) 
of n x n pixels before replacing the masked pixels with grey values. For DRIVE images, the size of the 
structural element was manually fixed to n=7 pixels.  All the masked pixels (Fig. 2b) are in-painted and set 
to the median value of the pixels within the ROI. The median is preferred to the mean value because it is 
more robust to the relatively few extreme values of the optic disc (oversaturated) and the vessels (under 
saturated). At this stage, pixels of the ROI remained unchanged (Im, Fig. 2c). 
  
(a)  (b) 
   
(c) (d) (e) 
Figure 2. (a) Test image #1 from DRIVE database; (b) mask; (c) Im, green component with masked pixels set to the  
median of the circular ROI pixel values; (d) Ic, closing of Im (c); and (e) 𝐼1 = (𝐼𝑐/𝐼𝑚): pixel-to-pixel division of (d) and (c). For display 
purposes exclusively, I1 is converted into grayscale image with range [0…255].   
 
In the last step of the preprocessing stage, we aim to enhance the retinal vasculature within the ROI 
despite its non-uniform illumination. To do this, we locally estimate the background intensity along the 
vessels by applying a morphological closing operator to the image Im (Fig. 2c) with a disk-shaped 
structuring element of radius large enough to cover the largest vessels. In the example that illustrates the 
method, the largest vessels were 13 pixels width, so the radius of the structuring element was set to 7 
pixels. The resulting image (Ic) is shown in Fig. 2d. As intended, the closing operator removes image 
details with size smaller than the structuring element, specifically blood vessels, thus resulting in an image 
Ic with local background estimation. The vascular tree can be now enhanced despite non-uniform 
illumination by dividing the last two grayscale images. The resulting image (𝐼1) is then obtained by 
calculating 𝐼1 = 𝐼𝑐 𝐼𝑚⁄  on a pixel-to-pixel basis (Fig. 2e). To avoid singularities, if 𝐼𝑚(𝑝, 𝑞) = 0, then 
𝐼1(𝑝, 𝑞) = 𝑚𝑎𝑥(𝐼1(𝑥, 𝑦)) with 𝐼𝑚(𝑥, 𝑦) ≠ 0. Note that 𝑚𝑖𝑛(𝐼1(𝑥, 𝑦)) ≥ 1.0.  The background pixels show 
values close to one in I1 because their intensities in Ic and Im were similar. Therefore, background pixels 
appear black in the grayscale image I1 shown in Fig. 2e. But the values of the pixels corresponding to 
vasculature are much higher because their denominators in Im were lower (vessels appear dark in Im). 
Consequently, vasculature pixels appear bright in 𝐼1. As a result of the preprocessing part, image 𝐼1 
provides an enhanced version of the retinal vasculature on a dark background (Fig. 2e). 
2.b. Iterative algorithm for region growing and segmentation 
Although the vasculature appears enhanced throughout image 𝐼1 (Fig. 2e), only a coarse segmentation 
would be obtained by binarising with a simple threshold operator. In fact, this rough estimation can be 
used to obtain a seed for the iterative process, as we will describe later. 
Due to the combined effects of the 3D nature of vessels, noise, and lack of proper illumination, three 
problems, at least, may arise in analysing the pixel values of image 𝐼1: 
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- Some background pixels can have an intensity value even higher than some object pixels at a local 
level. See, for instance, Fig. 3a. We will try to overcome this problem using basically the 
connectivity criterion. 
- Some object pixels have too low intensities and are misclassified as background or produce a gap 
between object segments, Fig. 3b. 
- Some vessels may emerge separated or non-connected to the main vessel tree, particularly in the 
optic disc vicinity. In such a case, since there are no pixels connected to the tree, the algorithm 
will keep such vessels apart. This fact can be used precisely to isolate the non-connected vessels 
from the main tree, Figs. 3b and 3c.  
We propose an iterative algorithm for region growing and vessel tree segmentation. A large initial seed 
can be obtained by applying a threshold to image 𝐼1 and selecting the largest connected component. The 
relative area of the vasculature to the whole ROI is roughly around 10% (the percentage of pixels 
manually labeled as vessels in the ROI of some DRIVE images has been calculated and reaches 10% in 
[18], 12,7% and 12,3%  on average for the training and test DRIVE groups in [19], while Hoover reported 
about 8% to 11% using their 20 fundus images [20]). We consider a threshold 𝑡1 set to the 87.5th 
percentile value of intensity within the ROI of 𝐼1, so that 12.5% pixels of the ROI have their intensities 
above the threshold and 87.5% below. Let 𝑇1 be a binarised version of  𝐼1 with threshold 𝑡1, 𝑇1 = 𝐼1 ≥ 𝑡1 . 
With this threshold we assure that most vasculature pixels have their values higher than 𝑡1 and will 
appear in white in the binary image 𝑇1 (Fig. 4a). Pixels of 𝑇1 are binary and only take two possible values 
{0, 1} that are displayed as {black, white}. Image 𝑆1 starts with the initial seed, which is defined as the 
largest connected component (LCC) found in the binary image 𝑇1 (Fig. 4b)).  As the iterative algorithm 
runs, the seed placed in 𝑆1 is going to grow. 
 
   
(a) (b) (c) 
Figure 3  (a) A background pixel shows higher value than a vascular pixel, (b) Gap caused by vessel pixels with too low values 
and (c) Vessel emerging from the optic disc that is not connected to the main vasculature structure. 
 
   
(a) (b) (c) 
Figure 4. (a) Image 𝑇1: 𝐼1  thresholded at the 87.5th percentile of the ROI, (b) 𝑆1: largest connected component  (LCC) of 𝑇1  
and (c) Remainder, 𝐼2, obtained from 𝐼1  after removing 𝑆1. 
 
The remainder 𝐼2 is built from image 𝐼1 by removing the pixels belonging to the LCC and setting their 
values equal to one (Fig. 4c). We recall that the lowest value in image 𝐼1 is 1 and corresponds to the 
index=1.161 
index=1.143 
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background pixels. Therefore, the remainder 𝐼2 is greyscale and contains all vessel segments that should 
be added to 𝑆1 in the following iterations to obtain the whole vessel tree.  
Each iteration starts with 𝐼𝑘, 𝑘 ≥ 2, which is the greyscale remainder from which we have already 
removed part of the vasculature. The vasculature currently segmented is contained in the binary image 
𝑆𝑘−1. We ignore the amount of vessel pixels remaining in 𝐼𝑘, but we certainly know that they must be 
among the brightest. In this point, we apply a restrictive threshold that selects just those pixels within the 
5% top high values of 𝐼𝑘. In other words, the threshold 𝑡𝑘  is set to the 95th percentile value of intensity 
within the ROI of 𝐼𝑘. The result is the binary image 𝑇𝑘 = 𝐼𝑘 ≥ 𝑡𝑘  (𝑇2 is shown in Fig. 5a). 𝑇𝑘 usually 
contains a non-connected set of vessel segments along with some noisy pixels, the latter likely belonging 
to the background. There is no certainty that some element in  𝑇𝑘 may be in connectivity with the 
currently segmented object in 𝑆𝑘−1. Therefore we dilate 𝑆𝑘−1 until it overlaps 𝑇𝑘. We consider the set of 
pixels 𝑆𝑘−1
𝑑𝑖𝑙  whose distance to 𝑆𝑘−1 is smaller than or equal to 𝑑𝑘 = 𝑑𝑖𝑠𝑡(𝑆𝑘−1, 𝑇𝑘) . Note that 𝑆𝑘−1
𝑑𝑖𝑙  contains 
𝑆𝑘−1 and shares some pixel with 𝑇𝑘. So there is, at least, one element of  𝑇𝑘  in connectivity with 𝑆𝑘−1
𝑑𝑖𝑙 . 
There might be more than one segment in 𝑇𝑘 contacting 𝑆𝑘−1
𝑑𝑖𝑙 , but we consider just one segment -the 
largest one- to join per iteration, as we show next.  Recall that 𝑆𝑘−1
𝑑𝑖𝑙  and 𝑇𝑘 are binary images, so 
max (𝑆𝑘−1
𝑑𝑖𝑙 , 𝑇𝑘) is a binary image too. Now, in this last binary image, we take the connected component 𝐶𝑘. 
This component 𝐶𝑘 contains 𝑆𝑘−1 and enlarges it with new segments. In order to identify which segments 
of 𝑇𝑘 should be added to 𝐶𝑘 at this step, we consider min (𝐶𝑘, 𝑇𝑘), the part of 𝐶𝑘 originating in 𝑇𝑘. We finally 
pick the largest connected component 𝐿𝐶𝐶𝑘 among the former set of segments. 
The distance from 𝑆𝑘−1 to 𝐿𝐶𝐶𝑘 is equal to 𝑑𝑘 . If 𝑑𝑘 > 1, we still need to connect 𝐿𝐶𝐶𝑘 to 𝑆𝑘−1. We take 𝑆𝑘  as 
the set of pixels containing 𝑆𝑘−1, 𝐿𝐶𝐶𝑘, and the pixels whose distances to 𝑆𝑘−1 and 𝐿𝐶𝐶𝑘 add up by no more 
than 𝑑𝑘 . 
   
(a) (b) (c) 
Figure 5. (a) Image 𝑇2: 𝐼2 thresholded at the 95th percentile of the ROI, showing the LCC2 of 𝑇2  among those closest to 𝑆1, 
(b) 𝑆2: 𝑆1 enlarged with this connected component and (c) Remainder 𝐼3 obtained after removing 𝑆2 from 𝐼2. 
 
The last step of the iteration consists in obtaining the remainder grayscale image 𝐼𝑘+1  (Fig. 5c) from image 
𝐼𝑘 by setting to one the intensities of the object pixels contained in 𝑆𝑘 , which is in turn the image where the 
segmented object (vessel tree) is growing. A new iteration is then performed until the stopping criterion is 
reached. 
The iterative loop breaks when there is no growth of the segmented object, i. e. when 𝑆𝑘 = 𝑆𝑘−1. 
Otherwise, the segmentation algorithm finishes after 500 iterations. That maximum number of iterations 
has been manually established for the specific analysis of DRIVE database images and has been 
experimentally derived from the training images, as it will be shown in the next section. 
 
3. Results and discussion 
By applying the proposed method to the test image #1 (Fig. 2a), we have obtained the result shown in Fig. 
6a. DRIVE database provides manual segmentations of the vasculature done by human observers, which 
can be used as ground truth (Fig. 6b) for comparison with the results obtained with of our method. Finally, 
Fig. 6c shows the final remainder when the iterative algorithm stopped.  
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(a) (b) (c) 
Figure 6. (a) Connected vascular tree segmented by the proposed method, (b) ground truth provided by DRIVE database, 
and (c) remaining segments of the vasculature non-connected to (a). 
 
To evaluate the performance of the proposed method we compute some common signal detection metrics: 
sensitivity (pixels corresponding to retinal vessels correctly identified), specificity (pixels not 
corresponding to retinal vessels correctly identified), and accuracy (pixels correctly identified). For the 
sake of comparison, we apply the mask provided by DRIVE database to our result prior to calculation.  
Table 1 shows the variation of such metrics versus the number of iterations for the test image #1. 
Whereas the sensitivity improves with the iteration number, the specificity and accuracy worsen. More 
specifically, from 50 iterations to 500 iterations the sensitivity improves nearly 4.5%, whereas the 
accuracy only decreases a 0.34%. From 500 to 1000 iterations, however, the sensitivity improvement 
slows down to 1.5%, whereas the accuracy falls almost 0.4%.  For this reason, we establish the number of 
iterations to 500.  
 
Table 1. Sensitivity, specificity and accuracy for the vasculature  
segmentation of test image #1 obtained with the proposed  
method versus the number of iterations. 
Iterations Sensitivity Specificity Accuracy 
50 0.7281 0.9792 0.9464 
100 0.7364 0.9775 0.9460 
250 0.7593 0.9726 0.9447 
500 0.7726 0.9686 0.9430 
1000 0.7876 0.9618 0.9391 
 
Table 2. Values of sensitivity, specificity and accuracy obtained with the proposed method (500 iterations) 
for all the 20 test images of DRIVE database. 
Image # 2 3 4 5 6 7 8 9 10 
Sensitivity 0.7365 0.6636 0.6816 0.6751 0.6183 0.6407 0.5633 0.6482 0.6762 
Specificity 0.9725 0.9777 0.9681 0.9794 0.9791 0.9696 0.9792 0.9799 0.9800 
Accuracy 0.9374 0.9320 0.9299 0.9381 0.9282 0.9261 0.9271 0.9409 0.9437 
          
11 12 13 14 15 16 17 18 19 20 
0.7097 0.6649 0.6819 0.7411 0.6690 0.7050 0.6693 0.7601 0.8186 0.7471 
0.9703 0.9737 0.9672 0.9718 0.9669 0.9748 0.9723 0.9657 0.9734 0.9727 
0.9366 0.9350 0.9268 0.9447 0.9359 0.9395 0.9350 0.9421 0.9548 0.9487 
 
We have applied the method to the 20 test images of the DRIVE database, keeping the maximum number 
of iterations equal to 500. The results have been assessed in terms of the signal detection metrics as 
shown in Table 2. The mean values of sensitivity, specificity and accuracy are given in Table 3 and 
compared with the mean values computed from a set of 35 different retinal vessel segmentation methods 
reported in [6]. Fig. 7 further represents this comparison by placing our scores (dots) among those 
reported by Fraz et al. (box-plots with its median values represented by vertical segments). 
 
Our method shows better specificity than and similar accuracy to the median of the methods considered 
by Fraz et al. [6], but lower sensitivity. This can be explained in part by the constraint of connectivity we 
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have considered in the initial assumptions. In comparison with the manual labeling of vessels carried out 
by human observers (Fig.6b), our method is not able to overcome some relatively big gaps such as, for 
instance, those shown in Fig.3b and 3c, while the subjective interpretation of observers is. This fact affects 
the sensitivity.  
But there might be some cases in which the structure of the object must be taken into account before 
calculating a meaningful sensitivity. Let us assume, for example, that the vasculature tree has not the 
appearance of a single tree, but of two non-connected trees, one of them branching to the superior part of 
the fundus and the other branching to the inferior part of the fundus. This case is not a rare; on the 
contrary, it typically appears when the field of view does no contain the optic disc where the vessels 
naturally converge. In such a case, the proposed method, which is essentially based on connectivity, would 
segment only one of the vessel trees. In a semi-automated application of the proposed method, i.e. with 
the intervention of a “human in the loop” [15], the iterative process could be restarted to the remainder 
image to segment the second vessel tree. In this way, the proposed method is useful to separately segment 
the individual trees. 
Table 3. Mean values of sensitivity, specificity and accuracy computed for the segmentation methods 
 applied to DRIVE database that are reported in [6]. 
Mean values Sensitivity Specificity Accuracy 
Methods reported in Ref. 6 0.7271 0.96857 0.93583 
Proposed Method  0.692 0.973 0.937 
 
 
 
(a) 
 
(b) 
 
(c) 
Figure 7. Box-plots: Mean values of sensitivity (a), specificity (b), and accuracy (c), computed for the 35 segmentation methods 
applied to DRIVE database that are reported in [6]. The vertical segment inside each box-plot indicates the median value. Dots: 
values obtained with the proposed method. 
 
4. Conclusions  
We have proposed an unsupervised method for segmentation of objects of diverse nature with the 
common feature of connectivity (e.g. branching trees or net-shaped objects). A preferred application to 
the vasculature segmentation of retinal images has been illustrated using images from DRIVE database. 
The method takes advantage from the connected nature of the vascular tree of the retina and uses an 
iterative algorithm that starts with a seed and adds, at each step, a new vessel segment connected to the 
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previously segmented part. The result preserves the connectivity as a distinct feature of the retinal vessel 
tree. In case of two o more disjoint vessel trees existing in a given image, a repeated semi-automatic 
application of the method would allow the separation of each individual tree from the rest.  
Our algorithm has an overall performance similar to other 35 methods reported in [6] when they are 
applied to DRIVE database images: similar accuracy and slightly better specificity. The sensitivity is 
somewhat lower because only branches connected to the tree are eventually joined in the iterative 
process.    
The algorithm allows us to separate connected tree-shaped objects from other individual non-connected 
branches or elements. In addition to eye fundus images, the algorithm can be used to segment tree-shaped 
objects in a variety of images (nets, nerves, fibers,…). 
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