INTRODUCTION
Turbo [2] and LDPC (Low-Density Parity Check) codes [3, 6] are simple and new type of error correction codes which give a powerful and practical performance of error correction. Although experimental results show their efficacy, further theoretical analysis is necessary, which is not straightforward. We have built unified framework of turbo and LDPC codes based on information geometry [1] . The framework helps our intuitive understanding of the codes and opens a new prospect of further analysis. We have revealed some properties of these codes in the proposed framework [4] . This paper summarizes the results.
INFERENCE PROBLEM AND INFORMATION GEOMETRICAL FRAMEWORK

Unified View
First, we give the unified view of turbo and LDPC codes. here, ¼´Ü µ consists of linear term of Ü , and Ö´Ü µ includes higher order terms of Ü . We restrict ourselves to the case Ü is binary, but generalization to multiple symbols is easy [5] . The forms of Ö´Ü µ are different in each code. The direct computation of Õ is not tractable, and both of the codes utilizes the following distributions the exact decoding is possible. But generally, both codes only gives an approximation. In the following two subsections, we show that turbo and LDPC codes are formulated in this framework.
Turbo Codes
Turbo Encoder From the assumption of the memoryless channel,
where '¡' denotes the inner-product. By assuming the uniform prior on Ü, the posterior becomes 
The direct computation of is intractable. Turbo codes utilize two decoders. Each of them gives the soft decoding based on one of the two sets of the parity bits. For the soft decoding, the following Ô Ö´Ü μ Ö ½ ¾µ is used.
This distribution is derived from Ô´ Ü Ý Ö Üµ and the prior of Ü which has the form of
The final decoding is obtained as × Ò´ ¼ µ, where Ì is generated with
LDPC Codes
where Å is an identity matrix of size Å . The first Å bits of Ù are identical to ×, and Ù is sent through a channel. We assume a BSC with bit-error rate . Codeword Ù is disturbed and received as Ù. Let In the decoding, noise vector Ü is estimated, which yields an estimate of ×. In the decoding process, À is used. Syn-
The decoding is to infer Ü that satisfies Ý Ý´Üµ.
In the followings, we treat ×, Ù, Ù, Ý, and Ü in the bipolar ( ½ ·½ ) form while Ì and À are still in the binary form. Each Ý Ö of Ý´Üµ is written as a monomial in Ü:
where a positive number is introduced. We discuss the "soft constraint" which infers Ü based on Ô´ Ý Üµ. The LDPC decoding algorithm generally uses the "hard constraint" Ý Ý´Üµ. But as becomes larger, both becomes equivalent. The noise Ü is bitwise independent, and its error rate is The goal of the LDPC codes is also the MPM decoding, that is to compute È Ü ÜÔ´Ü Ýµ.
In the LDPC decoding, Ô Ö´Ü Ö µ (Ö ½ ¡ ¡ ¡ Ã ), which is composed of Ô´ Ý Ö Üµ and prior ´Ü Ö µ is used. We have
Now, we have shown that both of the codes are summarized with the unified view.
INFORMATION GEOMETRICAL VIEW
Preliminaries of Information Geometry
Let us first define the family of distributions Ë. Finally, the Ñ-projection theorem follows. Since and ¼ has one-to-one relation, the Ñ-projection from Õ´Üµ to Å ¼ is equivalent to marginalization of Õ´Üµ.
Decoding Algorithms
Let us define the following submanifolds At the equilibrium, -and Ñ-conditions are satisfied. If Õ´Üµ is included in Å £ , the decoding result is exact, but Õ´Üµ is only included in £ , and Å £ differs from £ .
Perturbation Analysis
We have analyzed the accuracy of these decoding algorithms based on the perturbation analysis [4] . In the following discussion, we use Ô´Ü Úµ in eq. (4) . From the definition, Ô ¼´Ü µ, Ô Ö´Ü Ö µ, and Õ´Üµ ¾ Ë. In the perturbation analysis based on the second order expansion, we used the following two equations.
Here, 
CONCLUSION
We have shown our information geometrical framework of turbo and LDPC codes. Base on the framework, we have shown the perturbation analysis result. We also have studied the local convergence properties and analysis of related algorithms in [4, 5] .
