Abstract. We prove nonlinear stability and convergence of certain boundary integral methods for time-dependent water waves in a two-dimensional, inviscid, irrotational, incompressible fluid, with or without surface tension. The methods are convergent as long as the underlying solution remains fairly regular (and a sign condition holds in the case without surface tension). Thus, numerical instabilities are ruled out even in a fully nonlinear regime. The analysis is based on delicate energy estimates, following a framework previously developed in the continuous case [Beale, Hou, and Lowengrub, Comm. Pure Appl. Math., 46 (1993), pp. 1269-1301. No analyticity assumption is made for the physical solution. Our study indicates that the numerical methods must satisfy certain compatibility conditions in order to be stable. Violation of these conditions will lead to numerical instabilities. A breaking wave is calculated as an illustration.
estimates in discrete Sobolev spaces with norms measuring several derivatives. In order to maintain numerical stability, balances among terms with singular integrals and derivatives have to be taken into account. Examples indicate that poorly chosen discretizations can indeed lead to numerical instabilities. Our analysis follows a framework developed in the continuous case for linearized motion perturbed about an arbitrary exact solution [BHL1] . A balance of important terms was observed in the continuous equations. However, new difficulties arise at the discrete level. The discretization must not introduce new instabilities in the high modes, and this requires that certain compatibility conditions be imposed in the way various terms in the equations are discretized. For this reason, the choice of rules for integration and differentiation, as well as the placement of the filtering, is interdependent and affects whether or not the numerical method is stable.
We now state the water wave problem in a form which leads naturally to the numerical method of interest. This formulation is very close to that of [BMO] for the more general case of an interface separating two fluids. For simplicity we assume that the fluid has infinite depth. The fluid interface is parametrized by a complex variable z(ot, t) at the time t. The parameter ot is the Lagrangian variable. Further, we denote by 4 (ot, t) the velocity potential on the interface, and the real part and the imaginary parts of z as x and y, i.e., z(ot, t) x(ot, t) -t-iy(ot, t). To obtain a system of evolution equations, we need to express the velocity potential in the fluid domain in terms of these two variables. Following [BMO] and [BHL1] , we express the complex potential by a double-layer representation. Denote by/x(ot, t) the dipole strength to be determined from 4. We can write the complex potential in the fluid domain in terms of /z as the principal value integral 2rri z z(ot ', t) I(ot', t) dz(ot').
The real velocity potential in the interior is 0 G(z z(ot', t))lz(ot', t) ds(ot'), b ReO On(ot') where G(z) (27r) -1 log Izl, The normal derivative is taken outward from the fluid domain. The nonnormalized vortex sheet strength t' is given as the Lagrangian derivative of the dipole strength, i.e., 9/ =/z 0/x/0ot. For simplicity, we often drop the time variable from now on, but all the quantifies z,/z, q, and 7' will be time-dependent. It follows from the Plemelj formula of complex variables, or the properties of the double-layer potential, that the value of 4 on the interface is given by 't(ot') dz(ot') or f (ot) -lZ(ot) + on(oti G(z(ot) z(ot'))/z(ot') ds(ot').
Differentiating both sides of the 4 equation with respect to ot and integrating by parts, we obtain q(ot) t'
-t-Re 2yri z(ot) z(ot')
The complex velocity w u iv can be obtained by differentiating the complex potential with respect to z. We get dO f 1 w dz 27ri z z (ot') ?/(ot')dot'.
Using the Plemelj formula one more time, we obtain the velocity on the interface f , (or') dot' -V (or) w(ot) z(ot) z(ot ') 2z(ot------' where we have taken the limit of z approaching the free surface z(ot) from the fluid region.
Since ot is a Lagrangian coordinate, the velocity of the interface is that of the fluid below, and we obtain an evolution equation for the interface __Oz (or, t) ). To summarize, we obtain a system of time evolution equations for z and as follows: It can be shown that the integral equation for the vortex sheet strength 9/ can be solved in terms of [BMO] . This is done at each time; we then use the interface equation (1) and the Bernoulli equation (2) to update z and .
In order to use the system (1)-(3) for a numerical algorithm we need to make choices for a discrete derivative operator and a quadrature rule. In addition, we use a filtering of the interface location z. These choices must be made in conjunction. We find it natural to use a filtering related to the Fourier symbol of the derivative operator. To describe these choices further, we recall that the discrete Fourier transform is defined by N/2 27r tk---' u(vtj)e -ikaJ otj--jh, h=. Here we assume N is even. We note that tk is periodic in k with period N. A discrete derivative operator may be expressed in the Fourier transform as It is clear that for the rth-order difference operator p (kh) satisfies I1-p(kh)l < C(kh)r.
Alternatively, if Dh is a spectral derivative, applied directly in the Fourier transform, we can choose p (kh) to be of infinite order. In this case we will assume that p satisfies the following properties: (i) p(-x) p(x) and p(x) > 0; (ii) p(.) 6 C 2 and p(zr) 0; and (iii) p(x)
for Ix _< )zr, where 0 < 2 < 1. Property (iii) Now we can present our numerical algorithm for the water wave equations (1)-(3) as follows:
These equations can be solved once initial conditions are specified for zi and ti and a time discretization is chosen. The integral equation (9) must be solved for 9/i at each time step. Its solvability is proved in Lemma 5 below. In practice it is solved iteratively. The version of this algorithm with surface tension will be discussed later.
Error estimates will be given in terms of the discrete L2-norm, given by
Ilzll/2=
Izjlh.
j=-N/2+I
We now state the convergence theorem for the numerical method without surface tension, followed by further discussion. THEOREM 1. Assume that an exact solution of the water wave equations is regular enough so that z(., t), dp(., t) cm+2 [O, 2rr] and 9/(., t) cm+l [o, 27r] for m >_ 3, and Iz(ot, t) z(fl, t)l >_ clot -/31 for 0 < < T and some c > O. Furthermore, assume the condition (11) (ut, vt) n (0,-g). n >_ co > 0 holds at each point on the interface. Here (u, v) is the Lagrangian velocity, n is the normal vector to the interface (pointing out of the fluid region), and co is some constant. Suppose the numerical solution z(t), (t), 9/(t) of the initial value problem is computed using algorithm (7)-(9). Then if Dh is an rth-order derivative approximation with r > 4, we have for h <_ ho(T) IIz(t) z(., t)llt _< C(T)hr, 114(t) 4(', t)llt _< C(T)hr, 119/(t) 9/(', t)llt2 _< C(T)hr-1.
If Dh is a spectral approximation as above, we have the same convergence result with h replaced by h m in the right-hand sides.
Condition (11) simply means that the interface is not accelerating downward, normal to itself, as rapidly as the normal acceleration of gravity. It can be viewed as a generalization of the criterion of Taylor [Tay] for horizontal interfaces to rule out Rayleigh-Taylor instabilities. It appears naturally as a sign condition in the argument below, as well as in the analysis of [BHL1 ] . Of course the exact solution may become singular at a later time, and the theorem asserts convergence only as long as the solution is regular. Existence results for time-dependent water waves with a finite degree of smoothness are rather limited. They began with the work of Nalimov; see [Craig] and the references cited therein.
The result proved here could be extended in several ways. In the case of finite-order derivative operators, we can improve the results by using asymptotic error expansions in the spirit of Strang [Str] . Then we can improve the convergence rate for 9/ to the optimal order, i.e., hr. Also, Strang's argument would enable us to prove convergence of the scheme corresponding to the second-order centered difference approximation. While our analysis shows that one set of choices leads to a fully convergent method, it is of course possible that other choices could be made which are convergent; for example, a different quadrature rule might be used for the singular integrals, as has been done in practice.
We have assumed here that the depth of the water is infinite. However, this boundary integral formulation can be modified to allow for a solid bottom below the fluid; see [BMO, 4] . If the bottom is horizontal, we need only replace the fundamental solution G with the half-space Green function with a Neumann boundary condition. For a more general shape we need to include a single-layer integral over the bottom in the velocity potential, leading to an additional integral term in the velocity expression; see [BMO, Eqs. (4.1)-(4.7)]. The new integral terms over the bottom are similar to those before, but filtering of the location is not needed as in the integrals in (7) and (9) on the surface since the bottom boundary does not change. We expect that the convergence proof could be modified to include this more general case.
The Fourier filtering in the discrete integrals of (7) and (9), replacing z with z p, is introduced to balance the high wave number errors introduced by Dh; this is the reason the filtering is determined by the derivative operator. It will become apparent in the analysis that numerical stability is maintained in this way. Of course, this filtering within the increment in the time step is quite different from smoothing the entire computed solution. We do not need to apply filtering to V; when we solve for 9/in (9), it is filtered implicitly through Dh and z p. To illustrate that filtering is necessary for stability, we present several numerical calculations for finiteorder derivatives without using this filtering (see 6). It is clear that numerical instabilities dominate the calculations in a short time. In the case of the pseudospectral derivative (p 1), the high wave number errors would in principle not be generated. However, numerical and analytical experience indicates that the pseudospectral method without smoothing introduces aliasing errors when the physical solution is underresolved (see [GO] , [HLS] ). Certain Fourier smoothing or dealiasing is thus required to stabilize the method. In our case with spectral derivatives, the inclusion of smoothing in the derivative is needed for our arguments, and it makes the filtering of z necessary, just as for finite-order derivatives.
We treat the case with surface tension in 5. We show that in the presence of surface tension, properly designed numerical schemes are stable and convergent even in the case where the flow is unstably stratified. The manner of discretizing the spatial derivatives in the curvature is critical for stability. As before, discretization could introduce high wave number errors which destroy the stabilizing effect of surface tension at the discrete level. This can be seen by performing classical normal mode analysis around equilibrium solutions. Such analysis was done with various schemes for vortex sheets with surface tension in [BN] .
To estimate the errors in the numerical solution and prove Theorem 1, we first write equations for the difference between the computed and exact solutions. The errors separate into consistency and stability parts. The stability analysis is difficult, largely because of the discretizations of the singular integrals. Individual terms occur which are as singular as those which cause Kelvin-Helmholtz instabilities in related problems which are not well posed. From now on, we will use z(otj), 9/(otj), and 4 (otj) to represent the exact solution, and zj, 9/j, and bj to represent the discrete solution.
2. Consistency. We first discuss the accuracy of the quadrature in (7). By change of variables ott ot +/3 and using periodicity, we rewrite the velocity integral as
where we have used the fact that cot() is an odd function and the integrals are principal value integrals. Note that the last integral on the right side of (12) has a removable singularity:
Recall that z(.) 6 cm+2[-,2"t"] and 9/(.) 6 cm+l [-,yg] 
Substituting (12) into (15), we obtain
In deriving (16) 
Moreover, note that corresponding to the rth-order derivative operator Dh and z ot 4-s(ot)
ISk^P--kl-" I(p(kh)-1)kl _< Clklrhrlkl.
We have
Combining (16)- (18), we have proved the following consistency result.
CONSISTENCY LEMMA. The exact solution of the water wave equations z(ot, t), (ot, t) satisfies the discrete equations (7)- (10) with a truncation error of size 0 (hr) for the rth-order derivative operator (r rn for the spectral derivative).
Recall that z (or, t) ot + s (or, t) and s (or, t) is 2rr-periodic in or. We obtain
, (otj) ]2h.
Then we obtain by a change of variables that
Combining (19) and (20), we obtain
Throughout the paper, we will use the notation
Similarly, one can show that the corresponding extension holds for the numerical solution.
where we have assumed that sap z otj is extended periodically outside the interval N N (-T + 1 < j < T); i.e., sjP.+N =sjP.. Note that zj is different from z (oj); zj stands for the numerical solution obtained from our algorithm.
We define the variations for z, V, and 4 as z z(), 
In our stability analysis, we need to study the properties of the discrete derivative operator and the discrete smoothing operator. We have the following lemmas. LEMMA 1. Assume f (.) C and w 2. Then we have
where vqk vgq(kh) and q(x) (p(x)x), Ao is a bounded operator
The exact form of the second term in Lemma 1 is needed for the case with surface tension. Throughout the paper, we will frequently use the discrete "smoothing" operator of the form (24) Rh(wi) f (oti, cj)wj2h
for some function f (c, or') which is smooth in both ot and or'; w is a generic periodic function.
It is clear that the continuous analogue of Rh is a smoothing operator, i.e., R(w) A-m(W) if f Cm. However, at the discrete level, Rh does not necessarily give a smoothing property due to aliasing errors. For example, if we let f (or, or') g(ot) g(ot') f (or or) g'(or) with g(ot) e 2i and tOi eiti(N/2-1), then we can show (using Lemma 3 below) that Rh (tOi --2i g (oti )Wi which is as singular as the w that we started with. This shows that the discrete operator does not necessarily produce any smoothing effect on high-frequency components due to aliasing errors. However, with smoothing on the high-frequency components of w, we can prove the following result. Then with Rh defined by (24) we have Rh (Wp) A-1 (w), i.e., (25) f (oti, j)w. 2h A-l(w). We will defer the proofs of these two lemmas to the appendix.
We remark that, in particular, Lemma 2 means that Rh (Shp) A0(), and, in the second case, Rh(S p) A0(). This property will be used later in our analysis. We define Similarly, we define E(oti), ((oti), and O(oti) with zi replaced by z(oti) and 9/i by V (oti). Now we need to estimate the variances of these three variables:
These variations define the eors between the exact quantity and its numerical countewart.
We first estimate R. We decompose R into its linear pa and the nonlinear pa (27) 
To estimate the linear part of Ei, we need to introduce a discrete Hilbea transform: 
where Rh is an operator of the type (24) with a smooth kernel.
We defer the proof to the appendix. Remark. Note that since we do not introduce smoothing in ) explicitly, we do not have Rh(') A-I(') directly. As we will see in (60) IIDhll h-1/21lDhlll2 27rh-3/211llt2.
As a result,
IlOhll < 2zrh for < T*. Now, since DhZ Zo n t-0 (hr), Za 7/= 0 for < T*, we have from (37) (29) . It is sufficient to illustrate the idea for one of the two terms. The other can be treated similarly. We take the second term on the right-hand side of (29) as an example. By assumption we know that (45) Iz(oti)-z(oej)l cloei-ojl ch for j-odd.
Therefore, for h small and < T*, we have, by using (41), 
Similarly, we can show that the first term in (29) is Ao(.i). This proves (48) //UL a0() fort < T*.
Putting (39), (44), and (48) together, we obtain 1 1
This completes the estimate for Ej + j/2.
We now turn to estimate Oj defined below (26). It is easy to see that (49) and (50) into the above equations, we get
Dhbi -- 2zri (j dd Z(Oli)P Z(OlJ)P We remark that q and , are not independent. Actually, one can solve for , in terms of q and in (54). In the rest of the paper, we will use i and as our unknowns. So we need to express ) in terms of and .F rom (54) The proof of Lemma 5 will be deferred to the appendix. It follows from (55) and (56) ( ?'(ti) ) Dhfi]
where w(ai) llOo(Oli) -[--('(Oli))/(2Zot(Oli)). Substituting (66) into (65) and using Lemma 1 again, we get (67)
It is natural to set (68) Pi bi Re(w(o/i) 
Then (67) )N (7, ). 
To evaluate (i)t, we compare (8) with the continuous Bernoulli law, i.e.,
Subtracting (82) from (81), we obtain
or, equivalently,
Substituting (84) into (80), we obtain after cancellation
It is important that the right-hand side of (85) (104) is valid for the entire time interval 0 _< < T. Convergence of the interface velocity w follows from (98). This completes the convergence proof of our scheme.
5. The case with surface tension. In this section, we consider the case with surface tension. As before, we assume that the fluid occupies the lower region. As it was shown in [BHL1 ] , in the case with surface tension, the direction of gravity plays no role in the stability estimates. Consequently, the analysis also applies to the case with fluid above the interface.
The effect of surface tension is to introduce a discontinuity in pressure across the interface proportional to the (mean) curvature. The pressure is larger below when the interface is curved toward the lower region. The earlier form of Bernoulli's equation (2) Remark 1. Again, by using Strang's argument, we can improve the convergence result to the optimal rate h in the case of finite-order derivative approximations. In that case, we will obtain convergence for the second-order discretization as well.
Remark 2. In the presence of surface tension, the right-hand sides of the equations involve higher-order derivatives of the interface variables. Therefore, we have to work with a high-order norm to obtain stability. Consequently, the accuracy is one order lower than the order of accuracy for the case without surface tension. (89) and (90) that (115) ( (115), (116), (117), and (121) One should note that the leading-order contribution in (124) comes from the surface tension. The term involving c(oti) is a lower-order term here. Therefore, it plays no role in the leading-order stability analysis. This is in contrast to the case without surface tension where the sign of c(ot) is crucial for determining the linear stability of the numerical scheme.
To perform energy estimates, we seek to balance the leading-order terms from (122) and (124) . To this end, we first apply Dh to both sides of (122) 
where rl and r2 are given by the lower-order terms in the right-hand side of (122) and (124) (128) yo(t) <_ (T)hr.
The rest of the argument is the same as in the case without surface tension.
In the case of finite-order derivative operators, we need to modify the argument slightly.
The derivative operator Dh in (122) (124) is still the same, i.e., (Dh)k ikp(kh). We define lkh HhDh.
To perform energy estimates, we seek to balance the leading-order terms from (122) and (124). As before, we first apply Dh to both sides of (122), then multiply the resulting equation
by "cff(oti)Dhjl, and sum in i. On the other hand, in (124), we multiply hPi and sum in i.
We then add these two equations. After summation by parts, the leading-order terms cancel each other, i.e.,
where we have used (Dh f, g) -(f, Dhg). The rest of the argument is almost the same as in the case of using the spectral derivative. We omit the details here.
i. Numerical examples. In this section we present some numerical calculations that illustrate the performance of methods for which the convergence theory applies and also the difficulties which can arise from the stability issues that have been dealt with analytically. We present calculations of a standing wave, with or without surface tension, using the methods developed here. We use the same solution to illustrate that instabilities occur with finite-order derivatives if the filtering in z is not used in the singular integrals. Finally, we present a calculation of a breaking wave without surface tension to demonstrate the behavior of the convergent method in the fully nonlinear regime.
In the standing wave calculations we use four different discretizations. In all cases, the velocity integral is discretized using the alternating trapezoidal rule. The only difference in these four schemes is the way in which the space derivative 0 is discretized. In the first scheme, we use a pseudospectral method. This scheme has been proved to be stable with the filtering of z. However, the filtering was not needed in the standing wave calculations because the solution is very smooth. The second scheme uses a second-order centered finite difference the third uses a fourth-order centered finite difference approximation approximation for ,
We remark that the cubic
The fourth scheme uses a cubic spline approximation for . for .
splines have been widely used in boundary integral computations of interfacial flows; see, e.g., [BMO, Pull] . In our calculations, we choose a sinusoidal perturbation to the equilibrium The gravity coefficient is set to 9.8. This choice is not physically meaningful, but it leads to a predicted solution from the familiar linear theory of water waves which is a standing wave, In our calculations presented in Figures 1-5 , we use the fourth-order Runge-Kutta method as our time discretization. We use the solution of 9/at the previous time step as our initial guess for the iterative solution for 9/. We stop the iteration when the error between the two consecutive iterative solutions is smaller than 10-l. For the calculations presented in Figures  1-5 , it typically takes about four iterations to converge.
We first use the pseudospectral method with no surface tension. In Figures 1 a and lb , we plot the numerical interface positions obtained from the first scheme from 0 to 4.8 and from 5.2 to 10, respectively. As predicted from the linear theory, we obtain a standing water wave with a period of about 0.8 time unit. So there are, in total, about 12.5 complete oscillations by time 10. Clearly, the numerical solution is stable and smooth. It also suggests that there is a global smooth solution for the exact problem. In Figure lc , the log of absolute gk is plotted, where logs have base 10. We can see that the round-off errors remain small at all times, indicating that no high-mode instability occurs in the calculation. In Figures 2a and 2b we present the calculation for the second-order derivative operator using the modified algorithm (109)- (112). The surface tension r is equal to 0.005. The period of oscillation predicted in the linear theory is shifted slightly to .792. Here it is important to use the p and q smoothing in (109)- (112) to obtain stability. We did not use the extra s smoothing here because the solution is very smooth. We plot the vortex sheet strength and its Fourier spectrum. We have also performed calculations with more refined mesh sizes. The method is indeed stable. This is clear from Figure 2 . Calculations with the fourth order and the cubic spline derivative operator, as well as the spectral derivative operator, also confirm our theoretical result. We do not present the pictures here since they are all very similar. We remark that in the presence of surface tension there is an additional difficulty in time integration due to the stiffness of the resulting system. Surface tension introduces high-order spatial derivatives which are coupled to the interface equations in a nonlinear and nonlocal way. It is not straightforward how to apply implicit methods to remove the time step restrictions introduced by the surface tension. In [HLS], we present a new formulation of the interfacial problem that shows how to remove the strict time step restrictions. This reformation can be applied to a number of interfacial flows with surface tension, including the water wave problem considered here.
The calculations presented in Figures 3-5 are for the case with zero surface tension for finite-order derivative operators but without using the modification z p in the evaluation of the interface velocity. This is to illustrate that the additional filtering (i.e., zp) is necessary. In Figure 3a , we plot the numerical vortex sheet strength obtained from the second scheme at different times. We can see that there is a critical time beyond which the numerical solution starts to produce numerical oscillations. The oscillations grow rapidly with respect to time. If we further reduce the mesh size, the numerical oscillations will appear earlier.
In Figure 3b , we examine the growth of the Fourier coefficients for the vortex sheet strength. We show the log plot of spectrum at different times ranging from 0.008 to 0.22. For small, we see that the spectrum decays exponentially. But due to numerical round-off errors, the computer cannot accurately represent the Fourier coefficients smaller than 10-16. These round-off errors are amplified by the numerical instability in time. As we can see, the round-off errors at the high modes are amplified the fastest. The ordering of the curves is in the increasing order of time. Only after the time 0.2, do we begin to see the effect of this numerical instability in the physical space. Numerical oscillations start to grow rapidly in time. The highest N mode does not grow, however, because the discrete derivative operator forces the highest mode to vanish. In our figures (except for Figure 5) for the Fourier spectrum, we did not plot the We also include the pseudospectral calculation in Figure 5 for comparison. In Figure 5 the cubic spline is the solid line above and the spectral is the one below. One can also obtain a more intuitive understanding of these numerical instabilities by performing a linearization around the equilibrium solution z or, ?, 0, and 4 0. For this choice of equilibrium solution, the corresponding interface velocity is equal to zero, i.e., u v 0. The resulting linear equations for the variations reduce to a system of first-order partial differential equations with constant coefficients. Then, the usual normal mode analysis can be used to determine the linear stability of the various methods. We refer the reader to [BHL5] for details. Of course, it is not possible to analyze the aliasing errors (instability) from a near-equilibrium analysis as aliasing errors arise only in the case of nonconstant coefficients.
Next, we present a calculation of a breaking wave using our first scheme for zero surface tension. For a survey of breaking waves, see [Per] . In order to produce breaking in the water wave we use the following initial condition:
x(ot, 0) or, y(a, 0) 0.1 cos (2zrot),
?,(or, 0) 1.0 + 0.1 sin (2trot).
Note that the vortex sheet strength ?' does not have zero mean in this case. This amounts to a convenient choice of frame of reference. Although the derivation of (7)- (9) Figure 7a . But in order to compute very close to the time of wave breaking, we need to increase our resolution to N 512 or larger. Of course, beyond 0.32 where the interface becomes vertical, our convergence result will cease to be valid since it violates our condition (11) in Theorem 1. But one can see that our numerical calculations remain robust even after condition (11) is violated. In this highly nonlinear regime, the numerical filtering in our algorithm becomes crucial to remain stable in time. We plot the Fourier spectrum of the interface positions in Figure 7b . It is clear that the numerical round-off errors are kept small even in the fully nonlinear regime of our calculations.
In Figure 8a , we plot the enlarged version of the wave fronts from 0.5 to 0.5175 when the wave is close to breaking. It is evident that the wave will break in finite time. In Figure   8b , we illustrate the number of computational particles near the wave front at the final time of our calculations. We can see that the interface is still well resolved and more particles are clustered near the head of the wave front. This demonstrates the self-adaptive nature of the boundary integral method. As the interface is close to breaking, the curvature increases very rapidly. In Figure 9a, how rapidly the curvature changes in a small neighborhood of the wave front; see Figure 9b . We plot the vortex sheet strength F in Figure 10 . Finally, we would like to emphasize that our initial condition is 1-periodic and our gravity coefficient g is taken to be 9.8, The initial vortex sheet strength is perturbed around 1. This is responsible for obtaining a breaking wave with a relatively small perturbation of the equilibrium solution in short time. If we change to a 2zr-periodic initial condition and set g 1 as in other water wave calculations, then we can obtain a similar wave breaking for larger perturbation from the equilibrum solution. In Figure 11 , we present a calculation using the initial condition x(ot, 0) or, y(ot, 0) 0,6cos (or),
?' (cr, 0) 1.0 + 0.6 sin (or).
And the gravity coefficient is set to 1. Then the wave is going to break around 3.75; see Figure 11 . For comparison, we also present the previous calculation at 0.5175 in Figure 12 . It would be interesting to see how the breaking wave calculation is affected by surface tension and whether it prevents the curvature from growing without bound. This would require us to use the reformulation introduced in [HLS] to remove the time step restriction. This will be reported elsewhere.
Appendix.
Proof of Lemma 1. From the assumption, we know that p(4-zr) 0, and p is even. Recall that zr. We define R() p(). Then R is C2, R(4-zr) 0, and R is odd. Thus, R' is even, and R'(-zr) R'(zr). Note that if we extend R periodically with period 2zr, then R is C everywhere and C 2 except for possible jumps in R" at 4-zr, etc. We conclude that I A-(m-l)(//)). 
