The performance of a single regressor/classifier can be improved by combining the outputs of several predictors. This is true provided the combined predictors are accurate and diverse enough, which posses the problem of generating suitable aggregate members in order to have optimal generalization capabilities. We propose here a new method for selecting members of regression/classification ensembles. In particular, using artificial neural networks as learners in a regression context, we show that this method leads to small aggregates with few but very diverse individual networks. The algorithm is favorably tested against other methods recently proposed in the literature, producing equal performance on the standard statistical databases used as benchmarks with ensembles that have 75% less members on average.
Introduction
Ensemble techniques have been used recently in regression/classification tasks with considerable success. The motivation for this procedure is based on the intuitive idea that by combining the outputs of several individual predictors one might improve on the performance of a single generic one [1] . However, this idea has been proved to be true only when the combined predictors are simultaneously accurate and diverse enough, which requires an adequate trade-off between these two conflicting conditions. Some attempts [2, 3] to achieve a good compromise between these properties include elaborations of bagging [4] , boosting [5] and stacking [6] techniques.
Artificial neural networks (ANN) provide a natural framework for ensemble techniques. This is so because ANN are a very unstable learning method, i.e. small changes in training set and/or parameter selection can produce large changes in prediction outputs. This diversity of ANN comes naturally from the inherent data and training process randomness, and also from the intrinsic nonidentifiability of the model (many different but a priori equally good local minima of the error surface). On the other hand, the above mentioned trade-off between the ensemble diversity and the accuracy of the individual members posses the problem of generating a set of ANN with both reasonably good (individual) generalization capabilities and distributed predictions for the test points. This problem has been considered in several recent works in the literature [2, 3, [7] [8] [9] .
We provide here an alternative way of generating an ANN ensemble with members that are both accurate and diverse. The method essentially amounts to the sequential aggregation of individual predictors where, unlike in standard aggregation techniques which combine individually optimized ANN [7] , the learning process of a (potential) new member is validated by the overall aggregate prediction performance. That is, an ANN is incorporated to the ensemble only when this improves the generalization capabilities of the previous-stage aggregate predictor (see Section 3). The proposed algorithm seeks for a new ensemble member that is at least partially anticorrelated to the current ensemble on some validation set. Here "partially anticorrelated" means that the prediction errors of the potential new ensemble member and the previous aggregate predictor must have opposite signs at least for some validation points, so that by combining their predictions the errors on these points, and eventually the generalization error on the test set, will decrease.
We tested the proposed algorithm in the regression setting by comparing it against a simple earlystopping method and the recently-proposed NeuralBAG algorithm (a description of these two methods can be found in [9] ). We compare the performances of the composite regression machines generated by these algorithms using as benchmarks the Ozone and Friedman#1 statistical databases.
The organization of this work is the following: In Section 2 we discuss the so called bias/variance dilemma, which provides the theoretical setting for ensemble averaging. In Section 3 we present our method for selecting the individual members of the ensemble and give some insights to understand why this method should work. Then, in Section 4 we show empirical evidence of its effectiveness by applying it to the Ozone and Friedman#1 databases and comparing the results obtained with other methods. Finally, in Section 5 we draw some conclusions.
The Bias/Variance Dilemma
The theoretical framework for ensemble averaging is based on the bias/variance decomposition of the generalization error [10] . Let's consider in the context of regression a set of N noisy data pairs D={(t i ,x i ), i=1,N} obtained from some distribution P and generated according to
where t is the observed target value, f(x) is the true regression and ε(x) is a random noise with zero mean. If we estimate f using an ANN trained on D and obtain a model f D , the (quadratic) generalization error on a test point (t,x) averaged on all possible realizations of the data set D and noise ε can be decomposed as:
The first term on the RHS is simply the noise variance; the second and third terms are, respectively, the squared bias and variance of the estimation method. From the point of view of a single estimator f D (x), we can interpret this equation by saying that a good method should be roughly not biased and have as little variance as possible between different realizations. It is in general believed that the first condition is reasonably well met by ANN; however, as stated in the introduction, the second one is in general not satisfied since, even for a particular data set D, different training experiments will reach distinct local minima of the error surface (non-identifiability of the ANN model).
A way to take advantage of this apparently weakness of ANN is to make an aggregate of them.
If we rewrite the error decomposition in the form:
we can reinterpret this equation in the following way: using the average Φ≡E[f D |D,ε] as estimator, the generalization error can be reduced if we are able to produce fairly accurate models f D (small Error) while, at the same time, allowing them to produce the most diverse predictions at every point (large Variance). Of course, there is a trade off between these two conditions, but finding a good compromise between accuracy and diversity seems particularly feasible for largely unstable methods like ANN. Several ways to generate an ensemble of models with these characteristics have been discussed in the literature [2, 3, [7] [8] [9] . In the next section we propose a new method to perform this task and give some arguments that suggest why it should be effective; these ideas are later supported by empirical evidence on benchmark data.
The Algorithm for Ensemble Learning
As suggested in the previous section, in order to improve the generalization capabilities of the aggregate predictor one must generate diverse individual predictors retaining only those that perform reasonably well on validation data. This can be accomplished by the following procedure:
Step 1: Generate a training set T 1 by a bootstrap resample [11] from dataset D, and a validation set V 1 collecting all instances in D that are not included in T 1 . Generate a model f 1 by training a network on T 1 until a minimum e 1 in the generalization error on V 1 is reached.
Step 2: Generate new training and validation sets T 2 and V 2, respectively, using the procedure described in step 1. Produce a model f 2 by training a network until the generalization error on V 2 of the aggregate predictor Φ 2 = ½ (f 1 +f 2 ) reaches a minimum e Φ 2 (V 2 ) < e 1 . In this step the parameters in model f 1 remain constant and the model f 2 is trained with the usual (quadratic) cost function on T 2 .
Step 3: If the previous step cannot be accomplished after a maximum N E of training epochs, disregard the current training and validation sets and start again with step 2 using new random sets T 2 and V 2
Step 4: If a model f 2 is found, incorporate it to the ensemble and proceed again with steps 2 and 3 seeking for a model f 3 such that e Φ 3 (V 3 ), the minimum generalization error on V 3 of the aggregate Φ 3 =(f 1 +f 2 +f 3 )/3, becomes smaller than e Φ 2 (V 2 ).
Step 5: Iterate the process until N A models are trained (including accepted and rejected ones). The individual networks collected up to this point constitute the final ensemble.
A few comments are in order at this point. First, the algorithm incorporates a new member to the ensemble only when it helps in improving the aggregate generalization performance on a particular validation set; in practice we found useful to check that the performance on the whole data set D also improves or otherwise to stop the algorithm. This helps in reducing the computational time since for large values of N A the procedure will first terminate by this second condition. On the other hand, this condition seems to lead to final ensembles with nicer generalization capabilities on the test set (see next section). Second, compared to other methods the algorithm produces smaller ensembles although with members that are more efficient in reducing the generalization error.
The algorithm above described seems to directly reduce the ensemble generalization error without paying much attention to whether this improvement is related to enhancing ensemble diversity or not.
We can see that it actually finds diverse models to reduce the aggregate error as follows. Let's assume that after n successful iterations we have an aggregate predictor Φ n which produces an average error e Φ n (V n ) on the validation set V n . When we try to find model f n+1 , the average validation error on V n+1 of the aggregate predictor Φ n+1 will be
Since to keep f n+1 in the ensemble we require e Φ n+1 (V n+1 ) < e Φ n (V n ), in general we will have e Φ n+1 (V n+1 ) < e Φ n (V n+1 ). Furthermore, due to overtraining of model f n+1 we expect e Φ n+1 (V n+1 ) < e n+1 . Then,
which is only possible if f n+1 is at least partially anticorrelated to the aggregate Φ n . This analysis shows that at every stage the algorithm is seeking for a new diverse model anticorrelated with the current ensemble. In the next section we will show how this heuristic works on real and synthetic data corresponding respectively to the Ozone and Friedman#1 statistical databases.
Evaluation
We have used two regression problems to evaluate the algorithm described in the previous section: the real-world Ozone and the synthetic Friedman#1 data sets. We compared our method against a simple early-stopping method and the recently-proposed NeuralBAG algorithm [9] . In order to compare only the networks selection methods, we used the same training process of individual networks for all of them, and changed only the selection criteria. 
Dataset

Ozone
The Ozone data correspond to meteorological information (humidity, temperature, etc.) related to the maximum daily ozone (regression target) at a location in the Los Angeles basis. Removing missing values one is left with 330 training vectors, containing 8 inputs and 1 target output in each one. The data set can be downloaded by ftp (ftp://ftp.stat.berkeley.edu/pub/users/breiman) from the Department of Statistics, University of California at Berkeley. Like in [9] , we have considered ANN architectures with 5 hidden units trained by the backpropagation rule with learning rate η=0.1 and momentum p=0.2. Furthermore, we performed also the same (random) splitting of the data in training and test sets containing, respectively, 125 and 80 patterns. The parameters that characterize the algorithm discussed in Section 3 were set to N E = 10,000 and N A = 30.
Notice that according to [9] these parameter values are nearly the optima for the NeuralBAG algorithm. The results given in Table 1 correspond to the average over 20 runs of the whole procedure. The average mean-squared error corresponding to our method is practically the same error produced by NeuralBAG, and is slightly smaller than the error produced by the simple method. All runs lead to fairly small ensembles containing a minimum of 2 to a maximum of 7 ANN, which should be compared with the ensembles of 30 ANN generated by the other two methods. In Fig. 1 we plot the evolution in one of the experiments of the meansquared errors corresponding to the validation (whole data) and test sets, as a function of the number of networks incorporated to the ensemble. Notice that, in spite of the small number of validation and test examples, the minima of these errors occur for slightly different numbers of ANN in the ensemble. Actually, in 40% of the experiments these minima coincide. 
Friedman#1
The Friedman#1 synthetic data set corresponds to training vectors with 10 input and 1 output variables generated according to
where ε is Gaussian noise with distribution N(0,1) and x 1 ,..,x 10 are uniformly distributed over the interval [0, 1] . Notice that x 6 ,..,x 10 do not enter in the definition of t and are only included to check the prediction method's ability to ignore these inputs. Following [9] , we generated 1400 sample vectors and randomly split the data in training and test sets containing, respectively, 200 and 1000 patterns. Furthermore, we considered ANN with 6 hidden units and the same learning rate η=0.1 and momentum p=0.2 for the backpropagation rule used in [9] . Again, we set N E = 10,000 and N A = 30, and performed 20 runs of the whole process. The corresponding mean-squared error on the test set is given in Table 1 , where we again include the performances of the other methods considered in [9] for comparison. This time the ensembles contain 4 to 10 ANN, and give the same average error as the 30 ANN ensembles produced by NBAG. Fig. 2 shows the evolution of the validation and test set errors as a function of the number of ANN in the ensemble for a typical experiment. Unlike the previous case of the Ozone dataset, here the minima of these curves coincide in more than 75% of the runs. 
Discussion
For both the Ozone and Friedman#1 datasets our algorithm shows some improvement over the simple early-stopping method, which can only be produced by the selection procedure. More importantly, it produces ensembles with an average of 4 members for the Ozone dataset and 7 members for Friedman#1, showing the same performance of NeuralBAG that uses 30 members. It has also the advantage over this last method of avoiding the computational burden of keeping all the intermediate networks generated in the training process. Furthermore, the individual networks do not need to be trained to convergence like in Error (arbitrary units)
Number of Ensemble Members
NeuralBAG, since the training process terminates by validation like in the early-stopping method.
Conclusions
We proposed a new method for selecting diverse members of ANN ensembles. At every stage, the algorithm seeks for a new potential member that is at least partially anticorrelated with the previousstage ensemble estimator. By comparison against other methods proposed in the literature, we showed that this strategy is effective and generates small ensembles with very diverse members. This was exemplified by applying our method to two standard statistical benchmarks, the Ozone and Friedman#1 datasets. The results are encouraging and we are presently performing a more extensive check of the algorithm on new databases.
