Abstract. For (M, a) = 1, put
Introduction
Denote by ( 
1.1)
G(X) = sup pn≤X (p n+1 − p n ) the largest gap between consecutive primes up to X. The study of how large G(X) can be has a long history. Westzynthius [11] was the first to show that G(X) can be arbitrarily large compared to the average gap (1 + o(1)) log X. Erdős [1] and Rankin [8] showed (1.2) G(X) ≥ (c + o(1)) log X log 2 X log 4 X (log 3 X) 2 for some positive constant c, where log ν denotes the ν-fold iterated logarithm. Subsequent years saw the constant improved from Rankin's 1/3 by various authorsSchönhage [10] , Rankin [9] , Maier and Pomerance [5] among others-with the best constant c = 2e γ due to Pintz [7] . After the emergence of the Maynard-Tao method from the study of the small gaps between primes, the method was also applied to the large gap problem by Maynard [6] and Ford, Green, Konyagin and Tao [3] independently to show that (1.2) holds with c arbitrarily large. Later [2] the five authors were able to quantify this by proving that (1.3) G(X) ≫ log X log 2 X log 4 X log 3 X holds.
To discuss the corresponding question for primes in an arithmetic progression, given a modulus M and and a reduced residue class a (mod M ), put (1.4) G(X; M, a) = sup
where p ′ i denotes the i-th prime that is congruent to a (mod M ). Zaccagnini [13] showed that given any positive C < 1, uniformly for M satisfying (1.5) ω(M ) ≤ exp C log 2 M log 4 M log 3 M , there holds (1.6) G(M X; M, a) ≥ (e γ + o(1))ϕ(M ) log X log 2 X log 4 X (log 3 X) 2 .
The improvements that led to the breakthrough developments in the study of large gaps between primes naturally lend themselves to the setting of arithmetic progressions. The present work follows Maynard's paper [6] on large gaps between primes to derive the analogous result for the case of primes in arithmetic progressions, giving a lower bound that is uniform in terms of the moduli. Our main result is Theorem 1. Let C > 0 be given. There is an absolute constant κ > 0 such that if X > X 0 (C) is large enough, we have uniformly for M ≤ κ(log X) 1/5 satisfying
and all reduced residues a (mod M ), we have
Setup and the Erdős-Rankin construction
Recall that a set of primes P is said to sieve out an interval I if there is a choice of residue classes a p (mod p) for each p ∈ P, such that for all n ∈ I there is a p ∈ P such that n ≡ a p (mod P ). Our aim is to show, along the lines of the classical Erdős-Rankin construction, that if M is an integer ≤ cx 1/5 , then the primes p ≤ x, p ∤ M can sieve out the interval [1, U ], while taking U as large as possible with respect to x.
We will write P to denote all primes and P x to denote those that don't exceed x, and denote by P (M) and P (M) x the same sets with prime divisors of M excluded. Put P M (x) and P (x) for products of primes in P (M) x and P x respectively. Suppose that P (M) x can sieve out [1, U ], so that corresponding to each p ∈ P (M) x , there exists a residue class a p (mod p), such that each number n = 1, . . . , U satisfies n ≡ a p (mod p) for some p.
By the Chinese Remainder Theorem, in any block of P M (x), integers, there is a U 0 such that U 0 ≡ −a p (mod p) for each p | P M (x). Let j ∈ [1, U ], and let p be a prime in P (M) x such that j ≡ a p (mod p). Let r be such that M r ≡ −1 (mod P M (x)). Then for any reduced residue a (mod M ),
so M (U 0 + ar + j) + a is composite provided it is greater than x, which is the case if x M ≤ U 0 . We would also like to ensure the existence of a prime in the arithmetic progression preceding our block of composites. That would follow from the best known result on Linnik's constant [12] 
Here and throughout, κ denotes c
0 , where c 0 is the constant for which Linnik's theorem with exponent 5 is valid. We impose the condition M ≤ κx 1/5 so that
Heuristically, since each a p (mod p) removes an element with probability 1/p, it is reasonable to expect that the integers we can sieve out using primes that don't divide M will be less numerous by a factor of p|M (1 − 1/p) than those we can sieve out using all primes. Accordingly we put
where (2.3) y = exp (1 − ε) log x log log log x log log x .
and C U is a constant to be specified later. Now putting x = (1 − ε) log X large enough depending only on ε yields
(2.4)
Thus our task is to show that P
We take a p ≡ 0 (mod p) for primes p ∈ P (M) , y < p ≤ z, where
The set that remains after this sieving is
Denote the last union over p | M by E 1 . Then
For the second sieving we use residue classes 8) where E 2 is the result of sieving E 1 , so |E 2 | ≤ |E 1 |. We split R (M) according to the integer m, and write
Note that if both M and m are odd, then this set is vacuous. So we posit the following restriction.
In the sequel, m will be understood to satisfy (2.10). We have the following estimate on the size of R
In particular, uniformly for m ≤ U (1 − 1/ log x)/z,
Proof. This is almost identical to Lemma 3 of [6] , the only difference being that in our case the primes which divide M are excluded from the sieving process in the application of the fundamental lemma, effecting the constraint p ∤ M in (2.11). Note that (2.10) ensures that p = 2 does not occur in the product.
Lemma 2. For any K ≥ 2, we have
In particular, (2.14)
Proof. Put w 1 = U/(zK) and
2 ).
We regroup the factors in (2.12) to separate the effect of M .
The first product on the right hand side can be estimated as
Now for w 1 ≤ m < w 2 , we use the bound (2.18)
and obtain
and substituting the definitions of U and y yields the particular cases.
We also have a bound for R
Proof. This is Theorem 5.3 in [5] , again with the only difference being that prime divisors of M are excluded from the sieving process in the invocation of Theorem 4.2 of [4] , again contributing a factor ≪ M/ϕ(M ). By our restriction on the size of M , this can be absorbed in the (log x) −ε factor.
With these estimates, we will use the key proposition below to prove our main result. Proposition 1. Let δ > 0 be given, and x > x 0 (δ) be large enough. For each m < U z −1 (log 2 x) −2 satisfying (2.10), let I m ⊆ [x/2, x] be an interval of length at least δ|R
Then there exits a choice of residue classes a q (mod q) for each prime q ∈ I m such that for all p ∈ R (M) m there is a q ∈ I m such that p ≡ a q (mod q).
Proof of Theorem 1 assuming Proposition 1. By Lemma 2, we have
Thus, if δ is small enough, we can choose the
to be disjoint. By Proposition 1, the primes in those intervals are enough to sieve out all the primes in the R (M) m . By lemmas 1, 2 and 3, this shows that we can cover all but o(x/ log x) numbers in R
. So using one residue class each for the primes in [z, x/2] is sufficient to cover what remains. This proves that P
The proof of Proposition 1 is probabilistic. Assume that for q ∈ I m , we pick a residue class a (mod q) with probability µ m,q (a). Then the probability that a given
is not picked for any q ∈ I m is (2.22)
If we show that the sum on the right hand side can be made arbitrarily large, then we can deduce that there's a choice of residue classes a q (mod q) such that an arbitrarily small portion of the primes in R (M) m is left out. We put
where H = h 1 , . . . , h k with h i = p π(k)+i P (w) is an admissible k-tuple (recall that {h i } is called admissible if |{h i (mod p)}| < p for all primes p). Also let ϕ m,q be the multiplicative function defined on primes by ϕ m,q (p) = p − ω m,q (p). With this, we define the singular series
We will define µ m,q by
where α m,q is a normalizing constant, w = log 4 x and the λ are given by
for some smooth nonnegative functions F i,j , G : [0, ∞) → R which are not identically zero. These functions and the parameter J may depend on k but not on x or q. Thus |λ d1,...,d k ,e1,...,e k | ≪ k 1. Also for each j = 1, . . . , J, we require
and restrict G to be supported on [0, 1]. Also put (2.28)
and assume that F i,j are chosen so that F is symmetric. Two things are different in (2.25) compared to [6] . Firstly, we have the weaker condition (mn − 1, P M (w)) = 1 instead of (mn − 1, P (w)) = 1, reflecting the corresponding condition on the definition of the R (M) m . Also, we require that (e i , M ) = 1 to simplify certain divisibility conditions that will arise.
Estimations
To first estimate α m,q , we sum (2.25) over a (mod q) and rearrange sums to obtain 
By the Chinese Remainder Theorem, the number of such n in a block of
′ , e, e ′ ] integers is ϕ m,q (P M (w))ϕ(
where ′ denotes the sums with the aforementioned divisibility conditions. Note that in our case the only extra constraint compared to the original case is (e i e ′ i , M ) = 1.
Using the fact that |λ d,e | ≪ k 1, and recalling the support conditions i d i < x 1/10 and i e i , y k ≪ x ε , together with the fact that ϕ m,q (P M (w))ϕ(
PM (w) ) ≤ P (w) ≪ log 3 x, we see that the contribution of the error term is at most ≪ x 1/2 . We expand the λ using (2.26), so that we are left to evaluate
,
The functions e t F ℓ,j (t) can be extended to smooth compactly supported functions on R, so has a Fourier expansion e t F ℓ,j (t) = R e −itξ f ℓ,j (ξ)dξ, with f ℓ,j (ξ) ≪ k,A
(1 + |ξ|) −A rapidly decreasing. Thus
and similarly for G. So we can rewrite the inner two sums in (3.7) as
and in turn write the sum here as a product p K p , where
. By the rapid decrease of the functions f, g we can truncate the integrals to |ξ ℓ |, |ξ
We relabel s j = (1 + iξ j )/ log x, r ℓ = (1 + iτ ℓ )/ log x, and similarly for s
, or for p > y, we have (3.12)
and p ∤ M , we will have an extra factor corresponding to products of d j , e ℓ if p | mq(h ℓ − h j ) − 1.
#T p 13) where we used the fact that p − t = 1 + O((log p)(log x) 1/2 /(log y)) by the truncation of the variables. The first factor here simplifies to 1 − (ω m,q (p) − 2k)/p. If p | M , then due to our constraint (e i e i ′ , M ) = 1, we have no contribution from the e's, so such p contribute a factor of (3.14)
Finally, we can supply the same factors as in (3.12) for small primes by noting that (3.15)
Putting these together, we find that
We see that the last product is (1 − p
and the double product can be written as
Since |r j |, |r
so the double sum is
By the assumption (1.7), we see that this is o k (1). Integrating the zeta factors proceeds identically as in [6] , so putting everything together and noting that
we obtain Lemma 4. We have
m,q is given by (2.24), and
Now we can consider the sum
where p 0 ∈ R (M) m . We remark that even though our sifting primes must not divide M , since I m ⊆ [x/2, x], the q under consideration are larger than M , so we needn't impose q ∤ M explicitly.
We minorize this sum by dropping all terms except when n = p 0 − hq for some h ∈ H which are clearly in the sum. Thus
In turn, we split the sum over q into residue classes modulo P (w) and obtain (3.26)
h∈H w0 (mod P (w)) (w0,P (w))=1
We now replace α m,q by an expression with less dependence on q. We note that for p ≤ w, we have ω m,q (p) = 1 or 2 according as p | m or not, and for w < p ≤ y, we have ω m,q (p) = 2k if 
[a] ,
(3.32)
We consider the sum over q. We suppose h in the outer sum is h k , without any loss of generality. By the support of F and the fact that p 0 > x, we must have d k = 1, and similarly e k = 1. We expand the square and rearrange the sums to find that the sum over q equals
, this would imply p | q(h i − h j ), but h i − h j only has prime divisors not exceeding w, and p < x 1/10 < q, so we also have (
m , is relatively prime to P M (w), so since by assumption p ∤ M , we have (e i e ′ i , P (w)) = 1 for all i. Similarly it is easy to see that (e i e ′ i , e j e ′ j ) = 1 for i = j. Plainly (a i,j , m) = 1 for all i = j, and any prime dividing (a i,j , a i ′ ,j ′ ) would have to divide q(h i + h j ′ − (h i ′ + h j )), but the latter has no prime divisors in [w, z 0 ], so the a i,j are also pairwise coprime. We have the compatibility conditions
under which the inner sum counts primes in a single residue class modulo the least common multiple of a 1,2 , . . . , a k,k−1 , P (w). With this we see that the inner sum in (3.33) is
Summing the error terms is handled by a standard application of the BombieriVinogradov theorem. With this and the fact that the number of primes in I m is (1 + o(1))|I m |/ log x, we see that (3.33) simplifies to The other ranges contribute the same factors as before, so for a 1,2 = · · · = a k,k−1 = 1, the contribution to (3.38) is 
k (G),
