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Abstract. We deal with the problem of determining the existence and uniqueness of
Lagrangians for systems of n second order ordinary differential equations. A number of recent
theorems are presented, using exterior differential systems theory (EDS). In particular, we
indicate how to generalise Jesse Douglas’s famous solution for n = 2. We then examine a new
class of solutions in arbitrary dimension n and give some non-trivial examples in dimension
3.
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1 The inverse problem in the calculus of variations
The inverse problem in the calculus of variations involves deciding whether the solutions of a
given system of second-order ordinary differential equations (SODEs)
x¨a = F a(t, xbx˙b), a, b = 1, . . . , n
are the solutions of a set of Euler-Lagrange equations
∂2L
∂x˙a∂x˙b
x¨b +
∂2L
∂xb∂x˙a
x˙b +
∂2L
∂t∂x˙a
=
∂L
∂xa
for some Lagrangian function L(t, xb, x˙b). Clearly the Hessian matrix ∂
2L
∂x˙a∂x˙b
should be invertible
on some domain. The problem dates to the end of the 19th century and it still has deep
importance for mathematics and mathematical physics (see [17, 14]).
∗
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Because the Euler-Lagrange equations are not generally in normal form, the problem is to find
a so-called multiplier matrix gab(t, x
c, x˙c) which is invertible on some domain and such that
gab(x¨
b − F b) ≡ d
dt
(
∂L
∂x˙a
)
− ∂L
∂x˙a
.
The most commonly used set of necessary and sufficient conditions for the existence of the gab
are the so–called Helmholtz conditions due to Douglas [11] and put in the following form by
Sarlet [20]:
gab = gba, Γ(gab) = gacΓ
c
b + gbcΓ
c
a, gacΦ
c
b = gbcΦ
c
a,
∂gab
∂x˙c
=
∂gac
∂x˙b
,
where
Γab := −
1
2
∂F a
∂x˙b
, Φab := −
∂F a
∂xb
− ΓcbΓac − Γ(Γab ),
and where
Γ :=
∂
∂t
+ ua
∂
∂xa
+ F a
∂
∂ua
.
When a solution gab exists a corresponding Lagrangian is recovered from
∂2L
∂x˙a∂x˙b
= gab.
A full review of our perspective on the inverse problem as at 2008 and the role of exterior
differential system theory (EDS) can be found in the article by Krupkova´ and Prince [17] which
includes reference to other approaches. A full account of the latest developments by the current
authors can be found in [9, 10].
1.1 Timeline
There have been too many books and papers written about this inverse problem for us to list.
Instead, we offer a brief time-line of milestones in the development of our particular approach.
1886 Sonin solves the inverse problem for one equation (n = 1) [23]
1887 Helmholtz states the problem [12]
1898 Hirsch states the problem [15]
1941 Douglas solves the inverse problem for n = 2 [11]
1982 Henneaux & Shepley propose an algorithm for solving the general inverse problem, identify
quantum mechanical difficulties [13, 14]
1982 Sarlet reformulates the Helmholtz conditions [20]
1984 Crampin, Prince, Thompson geometrise the problem [7]
1990 Morandi et al develop the geometric framework [19]
1992 Anderson & Thompson apply the EDS technique and solve the first arbitrary n subcase [3]
1994 Crampin et al reframe Douglas’ n = 2 analysis in geometric terms [8]
1994 Massa and Pagani introduce their linear connection for SODEs [18]
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1999 Crampin, Prince, Sarlet & Thompson solve more arbitrary n cases [22]
2003 Aldridge applies EDS to Douglas n = 2 and some arbitrary n [1, 2]
2016 Do and Prince identify the classification structure for arbitrary n and apply it to n = 3,
75 years after Douglas [9, 10]
2 Geometric formulation and EDS
We will provide only enough of the geometric setting of the inverse problem to make the later
discussion viable; more complete descriptions and further references can be found in [2, 16, 17].
2.1 2nd order o.d.e’s
Suppose that M is some differentiable manifold with generic local co-ordinates (xa). The evo-
lution space is defined as E := R × TM , with projection onto the first factor being denoted
by t : E → R and bundle projection pi : E → R ×M . E has adapted co-ordinates (t, xa, ua)
associated with t and (xa).
A system of second order differential equations with local expression
x¨a = F a(t, xb, x˙b), a, b,= 1, . . . , n
is associated with a smooth vector field Γ on E given in the same co-ordinates by
Γ :=
∂
∂t
+ ua
∂
∂xa
+ F a
∂
∂ua
.
Γ is called a second order differential equation field or SODE. It can be thought of as the
total derivative operator associated with the differential equations. The integral curves of Γ are
just the parametrised and lifted solution curves of the differential equations. When the system
admits a Lagrangian as described in section 1, Γ is called the Euler-Lagrange field.
The evolution space E is equipped with the vertical endomorphism S, defined locally by S :=
Va ⊗ θa (see [7] for an intrinsic characterisation). S combines the contact structure and vertical
sub–bundle, V (E), of E, θa being the local contact forms θa := dxa−uadt and Va := ∂∂ua forming
a basis for vector fields tangent to the fibres of pi : E → R×M (the vertical sub–bundle).
It is natural to study the deformation of S produced by the flow of Γ, LΓS. The eigenspaces of
this (1, 1) tensor field produce a direct sum decomposition of each tangent space of E. It is shown
in [7] that LΓS (acting on vectors) has eigenvalues 0,+1 and −1. The eigenspace at a point of E
corresponding to the eigenvalue 0 is spanned by Γ, while the eigenspace corresponding to +1 is
the vertical subspace of the tangent space. The remaining eigenspace (of dimension n) is called
the horizontal subspace. Unlike the vertical subspaces these eigenspaces are not integrable; their
failure to be so is due to the curvature of this nonlinear connection (induced by Γ) which itself
has components
Γab := −
1
2
∂F b
∂ua
.
The most useful basis for the horizontal eigenspaces has elements with local expression
Ha :=
∂
∂xa
− Γba
∂
∂ub
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so that a local basis of vector fields for the direct sum decomposition of the tangent spaces of E
is {Γ,Ha, Va} with corresponding dual basis {dt, θa, ψa} where
ψa := dua − F adt+ Γabθb.
The components of the curvature appear in the commutators of the horizontal fields:
[Ha,Hb] = R
d
abVd
where
Rdab :=
1
2
(
∂2F d
∂xa∂ub
− ∂
2F d
∂xb∂ua
+
1
2
(
∂F c
∂ua
∂2F d
∂uc∂ub
− ∂F
c
∂ub
∂2F d
∂uc∂ua
))
.
In our chosen basis the curvature tensor is
R = Rdabθ
a ∧ θb ⊗ Vd
It will be useful to have some other commutators:
[Ha, Vb] = −1
2
(
∂2F c
∂ua∂ub
)Vc = Vb(Γ
c
a)Vc = Va(Γ
c
b)Vc = [Hb, Va],
[Γ,Ha] = Γ
b
aHb +Φ
b
aVb, [Γ, Va] = −Ha + ΓbaVb,
and, of course, [Va, Vb] = 0.
Denoting the projectors defined by the LΓS-induced direct sum decomposition as PΓ, PV and
PH , the Jacobi endomorphism, Φ, is
Φ = PV ◦ LΓPH = ΦabVa ⊗ θb.
The normal forms of the component matrix Φ = (Φab ), of Φ are fundamental to the analysis of
the inverse problem. While the (1,1) tensor Φ itself clearly has no real eigenspaces, the closely
related Shape Map, AΓ [16], captures the real eigenspaces of Φ
a
b :
AΓ = −Φ− PH ◦ LΓPV = −ΦabVa ⊗ θb +Ha ⊗ ψa
and
AΓ(X) = µX ⇐⇒ µ2θa(X) = −Φabθb(X) and ψa(X) = µθa(X).
In what follows we will denote by XV/H the vertical, respectively horizontal, copies of eigenvec-
tors Xa of Φab belonging to µ
2:
XV := XaVa X
H := XaHa
so that XH+µXV belongs to the corresponding eigenvalue µ of AΓ. Similarly for the eigenforms
φV/H .
Note: In a more complete presentation mathematical framework for the inverse problem we
would also introduce the Massa and Pagani connection [18], the shape map [16] and the (jet
bundle) calculus along the projection [5]. For an extensive review see [17].
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2.2 The Helmholtz conditions
The Helmholtz conditions given in section 1 are the necessary and sufficient conditions that a
two form gabψ
a ∧ θb be closed and of maximal rank on some domain. This can be given an even
more geometric framing in the following theorem from [7]:
Theorem 2.1. Given a SODE Γ, the necessary and sufficient conditions for there to be La-
grangian for which Γ is the Euler–Lagrange field is that there should exist a 2–form Ω such
that
Ω(V1, V2) = 0, ∀ V1, V2 ∈ V (E)
Γ Ω = 0
dΩ = 0
Ω is of maximal rank.
The simplest way to see how the Helmholtz conditions arise from theorem 2.1 is to put Ω := gabψ
a ∧ θb
and compute dΩ:
dΩ = (Γ(gab)− gcbΓca − gacΓcb)dt ∧ ψa ∧ θb
+ (Hd(gab)− gcbVa(Γcd))ψa ∧ θb ∧ θd
+ Vc(gab)ψ
c ∧ ψa ∧ θb
+ gabψ
a ∧ ψb ∧ dt
+ gcaΦ
c
bθ
a ∧ θb ∧ dt
+ gcaHb(Γ
c
d)θ
a ∧ θb ∧ θd.
The four Helmholtz conditions are
dΩ(Γ, Va, Vb) = 0, dΩ(Γ, Va,Hb) = 0,
dΩ(Γ,Ha,Hb) = 0, dΩ(Ha, Vb, Vc) = 0.
The remaining conditions arising from dΩ = 0, namely
dΩ(Ha,Hb, Vc) = 0 and dΩ(Ha,Hb,Hc) = 0,
can be shown to be derivable from the first four (notice that this last condition is void in
dimension 2).
2.3 The EDS approach
The 1991 book by Bryant, Chern et al [4] is a comprehensive reference for exterior differential
systems; in the context of the inverse problem the landmark reference is the 1992 memoir by
Anderson and Thompson [3].
In exterior differential systems terms, the inverse problem is
“Find all closed, maximal rank 2-forms in Σ := Sp{ψa ∧ θb} ⊂ ∧2(E)”
There are three steps in the EDS process:
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1. Find the largest differential ideal generated by the submodule Σ. An algebraic and iterative
process.
2. Create a Pfaffian system from the closure condition on this ideal. A differential process.
3. Apply the Cartan-Ka¨hler theorem to determine the generality of the solution of this Pfaf-
fian system. A somewhat intuitive process!
So we must find all the closed, maximal rank 2-forms on E of the form
gabψ
a ∧ θb,
where we may as well assume that gab is symmetric. So let Σ be the submodule of two forms
Sp{ψa ∧ θb + ψb ∧ θa}, and let {Ωk} be a subset of two forms in Σ. Initially we take {Ωk : k =
1, . . . , n(n + 1)/2} to be some basis for Σ. Then the inverse problem becomes that of finding
the submodule of closed, maximal rank two forms in Σ, i.e. finding functions rk such that
d(rkΩ
k) = 0. Note that {Ωk} is a working subset of Σ which will shrink as we progress.
The first EDS step is to find the maximal submodule, Σ′, of Σ that generates a differential ideal
(that is, an ideal closed under exterior differentiation). We will find (or not) our closed two
forms in this ideal.
We use the following recursive process: starting with the submodule Σ0 := Σ and a basis {Ωk},
find the submodule Σ1 ⊆ Σ0 such that dΩ ∈ 〈Σ0〉 for all non-zero Ω ∈ Σ1. That is, find the
functions rk on E such that d(rkΩ
k) ∈ 〈Σ0〉 and hence rkdΩk ∈ 〈Σ0〉. This is an algebraic
problem.
Having found these rk and hence Σ
1, we check if Σ1 = Σ0 and so is already a differential ideal.
If not, we iterate the process, finding the submodule Σ2 ⊂ Σ1 ⊂ Σ0 and so on until at some step,
a differential ideal is found or the empty set is reached. If, at any point during this process, it
is not possible to create a maximal rank two form, then the inverse problem has no solution.
That is, if {Ω1, ...,Ωd} is a basis for Σi, then ∧n(∑dk=1Ωk) must be non-zero at each step.
3 Significant results from the differential ideal step
As in [10] this paper again concentrates on the case where the matrix representation, Φ = (Φab ),
of Φ is diagonalisable, which corresponds to Douglas cases I, IIa or III (see [8] and [22]). Our
choice of the basis for X(E) is {Γ,XVa ,XHa }, where XVa and XHa are vertical and horizontal
copies of eigenvectors Xa of diagonalisable Φ (belonging to eigenvalue λa, possibly repeated
but with a distinct label a per repetition). The corresponding copied eigenforms φaV and φaH ,
together with dt, form the dual basis {dt, φaV , φaH}. While it’s not strictly accurate we will call
X
V/H
a and φaV/H eigenvectors and eigenforms of Φ.
So we start the EDS process with the module Σ0 := Sp{ωab}, where ωab := 12(φaV ∧φbH +φbV ∧
φaH), 1 ≤ a ≤ b ≤ n, and look for the (final) differential ideal generated by Σf .
Then, having found a non-degenerate, closed 2-form ω =
∑
a≤b rabω
ab ∈ Σf , the multiplier gab
is given by
gcd = rabφ
a
cφ
b
d,
6
where φac and φ
b
d are components of eigenforms φ
a and φb respectively. In this section we review
significant results obtained by applying the first step of exterior differential systems, namely the
differential ideal step. See the paper [10] for details.
The exterior derivatives of eigenforms φaV and φaH are:
dφaV =− τaΓb dt ∧ φbV − λadt ∧ φaH + τaHcb φbV ∧ φcH + τaVcb φbV ∧ φcV
− 1
2
φaV (R(XHb ,X
H
c ))φ
bH ∧ φcH ,
dφaH = dt ∧ φaV − τaΓb dt ∧ φbH + τaHcb φbH ∧ φcH − τaVbc φbV ∧ φcH ,
The structure functions τaΓb , τ
aH
cb and τ
aV
cb are defined by these expressions and the curvature
tensor is that given in section 1.
Proposition 3.1. The differential ideal step finishes at Σ0 if and only if Φ is a function multiple
of the identity.
In the remainder of this section we assume that Φ is diagonalisable with distinct eigenvalues.
Proposition 3.2. [10] Suppose that Φ is diagonalisable with distinct eigenvalues and eigenforms
φa. Take Σ0 = Sp{ωab} and ω ∈ Σ0. Then ω ∈ Σ1 if and only if ω := ∑nd=1 rdωdd and the
curvature satisfies
∑
cyclic abc
raφ
aV (R(XHb ,X
H
c )) = 0, for all distinct a, b, c, (no sum on a). (1)
As discussed in [10], we introduce Σ˜1 := Sp{ωa := ωaa, a = 1, . . . , n}, not necessarily satisfying
(1), so that Σ1 ⊆ Σ˜1 ⊂ Σ0. The results show that for the case where Φ is diagonalisable with
distinct eigenvalues, Σ˜1 is the more effective option to start the differential ideal step. As we
will see, this will generate an intermediate sequence of submodules of significant value.
Proposition 3.3. Let Φ be diagonalisable with distinct eigenvalues. Then the necessary and
sufficient conditions for ω =
∑
a raφ
aV ∧ φaH ∈ Σ˜1 to have its exterior derivative in the ideal
〈Σ˜1〉 are that, for all distinct a, b and c (no sum),
raτ
aΓ
b + rbτ
bΓ
a = 0,
ra(τ
aV
bc − τaVcb )− rbτ bVca + rcτ cVba = 0,
ra(τ
aH
bc − τaHcb )− rbτ bHca + rcτ cHba = 0, (2)
raφ
aV (R(XHc ,X
H
b )) + rbφ
bV (R(XHa ,X
H
c )) + rcφ
cV (R(XHb ,X
H
a )) = 0.
The last of these is just (1).
If these conditions are satisfied for all ra we have:
Corollary 3.4. For diagonalisable Φ with distinct eigenvalues, the necessary and sufficient
conditions for Σ˜1 to generate a differential ideal are that, for all distinct a, b and c,
τaΓb = 0, τ
aV
bc = 0
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In the remaining differential ideal steps, we define Σ˜i+1 := {ω ∈ Σ˜i : dω ∈ 〈Σ˜i〉}. Thus Σ˜2 is the
submodule of 2-forms in Σ˜1 which further satisfy the conditions in (2) and so Σ˜2 ⊆ Σ1 ⊆ Σ˜1.
The relation between the sequences Σ˜1 ⊃ Σ˜2 ⊃ · · · ⊃ Σ˜p ⊃ . . . and Σ1 ⊃ Σ2 ⊃ · · · ⊃ Σp ⊃ . . .
is as follows.
Lemma 3.5. Σ˜1 ⊇ Σ1 ⊇ Σ˜2 ⊇ Σ2 ⊇ · · · ⊇ Σ˜p ⊇ Σp ⊇ . . . .
This lemma makes clear the computational value of the Σ˜i.
The following proposition indicates the sufficient condition for degenerate solutions in the distinct
eigenvalue case. This will be used to exclude the cases where there are no regular solutions.
Proposition 3.6. Suppose a submodule Σf generates a differential ideal. If any ωa is missing
from Σf then there is no regular solution to the inverse problem.
Now we identify one of the key factors in our classification for the inverse problem: integrable
eigen co-distributions.
Definition 3.7. The eigen co-distribution D⊥a = Sp{φaV , φaH} of (copied) eigenforms of Φ is
said to be (Frobenius) integrable if
dφaV , dφaH ≡ 0 (mod φaV , φaH),
equivalently
dωa = ξaa ∧ ωa (no sum on a), i.e. dωa ≡ 0 (mod ωa). (3)
Note that
dξaa ≡ 0 (mod φaV , φaH ). (4)
Proposition 3.8. The necessary and sufficient conditions for an eigen co-distribution D⊥a =
Sp{φaV , φaH} of Φ to be (Frobenius) integrable are:
τaΓb = 0, τ
aV
bc = 0, τ
aH
bc = 0, φ
aV (R(XHb ,X
H
c )) = 0
for all b, c 6= a.
The following important result resolves the major problem of dealing with an arbitrary number
of non-integrable eigendistributions of Φ.
Theorem 3.9. Let Φ be diagonalisable with distinct eigenvalues. Suppose there are q non-
integrable eigen co-distributions. If the sequence 〈Σ˜1〉, ..., 〈Σ˜q〉 does not contain a differential
ideal then there is no non-degenerate solution.
Proof. Suppose that the eigen co-distributions are ordered so that the first q are non-integrable.
Firstly, if 〈Σ˜q〉 is not a differential ideal, then no earlier 〈Σ˜p〉 can be a differential ideal. Now
each of the n− q integrable ωb := φbV ∧ φbH has remained in Σ˜q since dωb = ξbb ∧ ωb. However
〈Σ˜q〉 is not a differential ideal so that dim(Σ˜q) > n−q. Now dim(Σ˜p+1) < dim(Σ˜p) for p < q+1
and so dim(Σ˜q) ≤ n − (q − 1). Thus dim(Σ˜q) = n − q + 1. But 〈Σ˜q〉 is not a differential
ideal by assumption and hence dim(Σ˜q+1) = n− q and so ω1, ..., ωq are missing and no solution
exists.
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4 A new Classification Scheme
By observation from the results of the differential ideal step, in particular from proposition 3.1
and theorem 3.9, we suggest a more practical classification compared with that of Douglas,
especially for higher dimensional problems. Our classification is based on the diagonalsability
of Φ firstly, then the number of distinct eigenvalues and integrability of eigen co-distributions
of Φ and lastly the step at which a differential ideal is obtained.
Case A Φ = λIn. This is equivalent to 〈Σ0〉 being a differential ideal (see proposition 3.1).
Case B Φ is diagonalisable with distinct real-valued eigenvalues. Further subcases will be
divided according to the integrability of the lifted two-dimensional eigen co-distributions
of Φ i.e. q co-distributions are non-integrable and n− q are integrable. According to our
theorem 3.9, if up to and including 〈Σ˜q〉 there is no differential ideal, then there is no
non-degenerate multiplier. Hence, for each q, the subcases to be considered are that a
differential ideal is generated at step 1, step 2,..., up to step q.
Case C Φ is diagonalisable with repeated eigenvalues. Further subdivision according to inte-
grability will be similar to case B above.
Case D Φ is not diagonalisable. Further subdivision depends on the integrability of normal
form distributions of Φ.
As an example, we will provide here our suggested classification for the inverse problem in
dimension 2 compared with the classification of Douglas. Firstly, if Φ is diagonalisable with
only one eigenvalue, then Φ is the multiple of the identity which is Douglas case I. Secondly, if
Φ is diagonalisable with two distinct eigenvalues, we divide it into three subcases (recall that
as it is shown in proposition 3.1 and corollary 3.4 that in this case 〈Σ0〉 is not a differential
ideal and Σ˜1 is a differential ideal if and only if τ1Γ2 = 0 and τ
2Γ
1 = 0): the first subcase is
where Φ has both integrable eigen co-distributions, that is τaΓb = 0, τ
aV
bb = 0 for all a 6= b, then
this corresponds to the “seperated” case IIa1 of Douglas; the second subcase is where Φ has
one integrable and one non-integrable eigen co-distributions and a differential ideal is found at
step 1, that is τ1Γ2 = 0, τ
2Γ
1 = 0 and one of the τ
1V
22 and τ
2V
11 is non-zero, which corresponds
to Douglas case IIa2 (“semi separated”); the third subcase is where Φ has both non-integrable
eigen co-distributions which is the most difficult case. We divide this case into two further
subcases depending on the step at which a differential ideal is found as follows.
1. A differential ideal is found at step 1, that is τ1Γ2 = τ
2Γ
1 = 0 and both τ
1V
22 and τ
2V
11 are
non-zero. This corresponds to Douglas case IIa3 (“non-separated”),
2. A differential ideal is found at step 2. This may correspond to case III of Douglas because
it is not the case that both τ1Γ2 and τ
2Γ
1 are zero which then implies [∇¯Φ,Φ] 6= 0.
The remaining case is whereΦ is not diagonalisable, and this corresponds to case IIb of Douglas.
For a full classification and solutions for the inverse problem in dimension 2 we refer to chapter
5 of [9].
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5 Case BNII
Until recently, only the two easiest cases of Douglas, case I and case IIa1, had been solved in
arbitrary dimension (see [21], [6] and [3]). In [10], we investigated in details an extension of
Douglas case IIa2 in arbitrary dimension n, where the matrix Φ is diagonalisable with distinct
eigenvalues with exactly n−1 co-distributions being integrable. We also gave two examples of the
case where Φ is diagonalisable with distinct eigenvalues with two non-integrable co-distributions
in dimension 3 without giving any analysis. In this section we shall provide an analysis for this
case.
Case BNII is where Φ is diagonalisable with distinct eigenvalues (label ‘B’) and has 2 non-
integrable eigen co-distributions (label ‘II’), in dimension n (label ‘N’). As we will see there are
3 subcases. Without loss of generality, we assume that the eigen co-distributions are ordered
with the 2 non-integrable eigen co-distributions are Sp{φ1V , φ1H} and Sp{φ2V , φ2H}, and the
other n − 2 eigen co-distributions, Sp{φαV , φαH : α = 3, ..., n}, are integrable. According to
proposition 3.1, 〈Σ0〉 is not a differential ideal and the differential ideal step of EDS starts with
Σ˜1 := Sp{ωa := φaV ∧ φaH : a = 1, . . . , n}. Furthermore, according to theorem 3.9 the problem
has no solution if up to Σ˜2, the differential ideal is not found. We will discuss this in a bit more
detail.
Now starting with Σ˜1 := Sp{ωa := φaV ∧ φaH : a = 1, . . . , n} and computing dωa for each
a = 1, . . . , n we have (with no sum on a)
dωa =d(φaV ∧ φaH) = dφaV ∧ φaH − φaV ∧ dφaH
=ξaa ∧ ωa + ξab ∧ ωb
− τaΓb dt ∧ (φbV ∧ φaH + φaV ∧ φbH)
− τaHcb φcH ∧ (φbV ∧ φaH + φaV ∧ φbH)
− τaVcb φcV ∧ (φbV ∧ φaH + φaV ∧ φbH)
+
1
2
φaV (R(XHc ,X
H
b ))φ
bH ∧ φcH ∧ φaH ,
for distinct a, b, c and where
ξaa :=A
aV
ab φ
bV +AaHab φ
bH ,
ξab :=τ
aV
bb φ
aV + τaHbb φ
aH .
Recall that for all a, b, c, A
aV/H
bc = τ
aV/H
bc − 2τaV/Hcb .
Let ω = raω
a ∈ Σ˜1, where ωa := φaV ∧ φaH , a = 1, . . . , n. According to proposition 3.3,
dω ∈ 〈Σ˜1〉 if and only if the homogeneous system of equations (2) are satisfied by the ra.
With the assumption that Sp{φαV , φαH : α = 3, . . . , n} are all integrable, we have
ταΓc = 0, τ
αV
cb = 0, τ
αH
cb = 0, φ
αV (R(XHc ,X
H
b )) = 0,
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for distinct α, c, b with α = 3, . . . , n. It follows then the system (2) is equivalent to
r1τ
1Γ
2 + r2τ
2Γ
1 = 0,
r1τ
1Γ
α = 0,
r2τ
2Γ
α = 0,
r1(τ
1V
2α − τ1Vα2 )− r2τ2Vα1 = 0,
r1τ
1V
2α − r2τ2V1α = 0,
r1(τ
1H
2α − τ1Hα2 )− r2τ2Hα1 = 0,
r1τ
1H
2α − r2τ2H1α = 0,
r1φ
1V (R(XH2 ,X
H
α ))− r2φ2V (R(XH1 ,XHα )) = 0,
(5)
for all α = 3, . . . , n.
Note that the r1 and r2 are unknowns in the system (5), and they must all be non-zero for
non-degenerate solutions. Let A1 denote the matrix of coefficients of the system (5). Now
the problem can be divided into three subcases depending on the rank of A1, which is 0, 1
and 2. Subcase 1: if rank(A1) = 0, then Σ˜
1 generates a differential ideal. Subcase 2: if
rank(A1) = 1, then the system (5) gives a relation between the r1 and r2, r2 = h2r1 and so
affects the dimensions of the submodule in the next step, Σ˜2, that is dim(Σ˜2) = n − 1 and
Σ˜2 := Sp{ω˜1, ωα : α = 3, . . . , n}, where ω˜1 := ω1 + h2ω2, and where h2 is a known function.
Subcase 3: if rank(A1) = 2, then the solutions of the system (5) are r1 = 0 and r2 = 0 which is
a non-existence case.
5.1 Case BNII1
Now we analyse the subcase 2 mentioned above, where Φ is diagonalisable with distinct (real)
eigenvalues with exactly two non-integrable eigen co-distributions and rank(A1) = 1. Thus a
differential ideal is not obtained at the first step, that is, Σ˜1 := Sp{φcV ∧ φcH : c = 1, . . . , n}
does not generate a differential ideal. The results are given in theorem 5.1 at the end of the
section followed by illustrative examples.
Solving this system (5) with the condition that r1 and r2 are non-zero for a non-degenerate
solution, with the assumption that rank(A1) = 1, we get an equation relating r1 and r2,
r2 = h2r1, and the conditions on the τ ’s are as follows,
τ1Γα = 0, τ
2Γ
α = 0, for all α = 3, . . . , n (6)
and in each of equation in the system (5), the coefficients of r1 and r2 must be both non-zero
or both zero. Besides, since rank(A1) = 1 by assumption, at least one of the ratios
−τ
1Γ
2
τ2Γ1
,
τ1V2α − τ1Vα2
τ2Vα1
,
τ1V2α
τ2V1α
,
τ1H2α − τ1Hα2
τ2Hα1
,
τ1H2α
τ2H1α
,
φ1V (R(XH2 ,X
H
α ))
φ2V (R(XH1 ,X
H
α ))
(7)
for all α = 3, . . . , n, must be well-defined and non-zero and when they are non-zero, they must
be equal for all those α. Therefore h2 equals the non-zero expressions. So we assume that the
conditions (6) and (7) hold, we have
Σ˜2 := Sp{ω˜1, ωα : α = 3, . . . , n}, where ω˜1 = ω1 + h2ω2.
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Now consider the conditions for 〈Σ˜2〉 to be a differential ideal. Let ω ∈ Σ˜2, then ω = r˜1ω˜1+rαωα,
α summed 3, . . . , n. Calculating the exterior derivative of ω, we have
dω =dr˜1 ∧ ω˜1 + r˜1dω˜1 + drα ∧ ωα + rαdωα
=(dr˜1 + r˜1ξ˜
1
1) ∧ ω˜1 + (drα + r˜1ξ˜1α + rαξαα) ∧ ωα + r˜1(dh2 + ξ˜12 − h2ξ˜11) ∧ ω2,
for α = 3, ..., n and where
ξ˜1c := ξ
1
c + h2ξ
2
c ,
for each c = 1, . . . , n. Thus dω ∈ 〈Σ˜2〉 for all ω ∈ Σ˜2 (so 〈Σ˜2〉 is a differential ideal) if and only
if,
dω˜1 = ξ˜11 ∧ ω˜1 + ξ˜1α ∧ ωα, α = 3, . . . , n.
This condition is equivalent to
dh2 + ξ
1
2 + h2(ξ
2
2 − ξ11 − h2ξ21) ≡ 0 (mod φ2V , φ2H)
⇔ dh2 + ξ12 + h2(ξ22 − ξ11) ≡ 0 (mod φ2V , φ2H ), (8)
as ξ21 = τ
2V
11 φ
2V + τ2H11 φ
2H ≡ 0 (mod φ2V , φ2H ).
Now let us assume that the condition (8) holds, this means Σ˜2 is the final submodule. The
next step is to find the non-degenerate and closed forms in Σ˜2 by solving the system of Pfaffian
equations
dr˜1 + r˜1ξ˜
1
1 = 0 (9)
drα + r˜1ξ˜
1
α + rαξ
α
α = −PαφαV −QαφαH (no sum on α) (10)
where α = 3, ..., n and Pα, Qα are arbitrary functions.
Following the EDS procedure, we extend E to a new manifoldN with coordinates (t, xc, uc, rc, Pc, Qc)
and now the problem is to find the integrable distributions on N with σα = 0, α = 3, . . . , n and
σ1 = 0 where
σ1 :=dr˜1 + r˜1ξ˜
1
1 (11)
σα :=drα + r˜1ξ˜
1
α + rαξ
α
α + Pαφ
αV +Qαφ
αH (12)
Continuing the EDS process, set piPα := dPα and pi
Q
α := dQα, α = 3, ..., n. Using this a co-frame
on N is (dt, φdV , φdH , σd, pi
P
d , pi
Q
d ) for d = 1, ..., n. So the next step is to calculate dσ1 and dσα
modulo {σ1, σα : α = 3, ..., n}, as follows:
Taking the exterior derivative of (11) and (12) gives:
dσ1 ≡ r˜1dξ˜11 (mod σ1)
and, for each α = 3, ..., n,
dσα =dr˜1 ∧ ξ˜1α + r˜1dξ˜1α + drα ∧ ξαα + rαdξαα
+ dPα ∧ φαV + PαdφαV + dQα ∧ φαH +QαdφαH (no sum on α)
≡− r˜1ξ˜11 ∧ ξ˜1α + r˜1dξ˜1α
+ (−r˜1ξ˜1α − rαξαα − PαφαV −QαφαH) ∧ ξαα + rαdξαα
+ piPα ∧ φαV + PαdφαV + piQα ∧ φαH +QαdφαH (mod σ1, σα) (no sum on α)
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Now we see which terms in dσα can be absorbed into pi
P
α and pi
Q
α . Note that in each dσα, any
term that can be written as β ∧ φαV or β ∧ φαH can be absorbed into terms piPα ∧ φαV and
piQα ∧φαH respectively. After this absorption these terms are denoted as p˜iPα ∧φαV and p˜iQα ∧φαH
and the remainder that can’t be absorbed represents the ‘torsion’ of the system.
Recall that each eigen co-distribution Sp{φαV , φαH}, α = 3, . . . , n, is integrable, so as given at
(3)-(4) we have that
dφαV ≡ 0, dφαH ≡ 0, dξαα ≡ 0 (mod φαV , φαH).
So the terms dφαV , dφαH and dξαα can be absorbed.
Thus, we have
dσα ≡p˜iPα ∧ φαV + p˜iQα ∧ φαH
+ r˜1
[
(ξαα − ξ˜11) ∧ ξ˜1α + dξ˜1α
]
(mod σ1, σα)
The torsion must be zero for nontrivial solutions and enforcing non-degeneracy results in the
following conditions
dξ˜11 = 0 ⇔ d(ξ11 + h2ξ21) = 0, (13)
and
(ξαα − ξ˜11) ∧ ξ˜1α + dξ˜1α ≡ 0 (mod φαV , φαH)
⇔ (ξαα − ξ11 − h2ξ21) ∧ (ξ1α + h2ξ2α) + d(ξ1α + h2ξ2α) ≡ 0 (mod φαV , φαH)
(14)
for each α = 3, ..., n.
If we assume that all conditions (6), (7), (8), (13) and (14) are satisfied, we have
dσ1 ≡ 0 (mod σ)
dσα ≡ p˜iPα ∧ φαV + p˜iQα ∧ φαH (mod σ)
We change the basis {φcV , φcH} to the basis {γcV , γcH} using:
γ1V/H = φ1V/H + φ2V/H + ...+ φnV/H
γdV/H = φ1V/H − φdV/H , d = 2, ..., n
We then get the optimal tableau:
Π˜ =
γ1V γ1H ... γpV γpH γ(p+1)V γ(p+1)H ... γnV γnH
σ1 0 0 ... 0 0 0 0 ... 0 0
σ3 p˜i
P
3 p˜i
Q
3 ... 0 0 −p˜iP3 −p˜iQ3 ... 0 0
...
...
... ...
...
...
...
... ...
...
...
σn p˜i
P
n p˜i
Q
n ... 0 0 0 0 ... −p˜iPn −p˜iQn
This tableau gives Cartan characters: s1 = n− 2, s2 = n− 2, si = 0 for i = 3, ..., n.
The final step is to check for involution. To do this, we let t be the number of ways that p˜iPα and
p˜iQα can be altered such that (??) are unchanged. It can be seen that if we write:
p¯iPα = p˜i
P
α + f
1
αφ
αV + f2αφ
αH ,
p¯iQα = p˜i
Q
α + f
3
αφ
αH + f2αφ
αV ,
13
then (??) would be unchanged if we replace p˜i
P/Q
α by p¯i
P/Q
α . Thus for each α = 3, ..., n we have
three degrees of freedom in modifying p˜iPα and p˜i
Q
α , giving 3(n − 2) degrees of freedom for all
p˜i
P/Q
α . Therefore in this case, t = 3(n − 2), which equal to s1 + 2s2 as required for involution.
So the solution depends on n− 2 functions of two variables in this case.
In summary, the result of this case is given in the following theorem.
Theorem 5.1. Assume that Φ is diagonalisable with distinct (real) eigenvalues and with exactly
2 non-integrable eigen co-distributions. Suppose that eigen co-distributions are ordered such that
Sp{φ1V , φ1H} and Sp{φ2V , φ2H} are non-integrable. Suppose further that 〈Σ˜1〉 where Σ˜1 :=
Sp{φcV ∧φcH : c = 1, . . . , n} is not a differential ideal. Then the necessary and sufficient for the
existence of a solution for the associated inverse problem are that the conditions (6), (7), (8),
(13) and (14) hold. Furthermore, the solution (if it exists) depends on n− 2 arbitrary functions
of 2 variables each.
Example 1. This is a non-existence example of the case B3II1 as the condition for 〈Σ˜2〉 to be
a differential ideal (8) fails.
We consider the following system
x¨ = xy˙, y¨ = x˙, z¨ = 0, (15)
on an appropriate domain. Denoting x˙, y˙, z˙ by u, v, w, we find that Φ is diagonalisable with
distinct eigenvalues and corresponding re-scaled eigenvectors Xa as follows,
λ1 = −x
4
and X1 = (
u
4
√
v3
, 4
√
v, 0),
λ2 = −4v + x
4
and X2 = (
1
4
√
v
, 0, 0),
λ3 = 0 and X3 = (0, 0, 1).
The structure functions τ ’s are zero except for
τ1Γ2 = −
√
v
4v
, τ2Γ1 = −
3u2
4v
√
v
, τ1H11 =
u
8v
4
√
v3
, τ1V11 =
1
2
4
√
v3
, τ1H21 =
1
8v 4
√
v
τ2H11 =
2xv2 − u2
2v2 4
√
v
, τ2V11 =
−u
v 4
√
v
, τ2H12 =
−u
8v
4
√
v3
, τ2V12 = −
1
2
4
√
v3
τ2V22 = −
1
8v 4
√
v
, φ2V (R(XH1 ,X
H
2 )) = − 4
√
v
These results show that the two eigen co-distributions Sp{φ1V , φ1H} and Sp{φ2V , φ2H} are non-
integrable and the third one is integrable by proposition 3.8 and 〈Σ1〉 is not a differential ideal
by corollary 3.4 and that the conditions (6) and (7) hold with
h2 = −τ
1Γ
2
τ2Γ1
= − v
3u2
.
Further examination is whether or not the condition (8) holds. Calculations gives
dh2 = d(− v
3u2
) ≡ 2xv
2 − u2
3u3
dt+
x(4v2 − u3)
6u5
4
√
v3
φ1H (mod φ2V , φ2H),
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ξ22 =A
2V
21 φ
1V +A2H21 φ
1H +A2V23 φ
3V +A2H23 φ
3V
=
1
4
√
v3
φ1V +
u
4v
4
√
v3
φ1H ,
ξ11 =A
1V
12 φ
2V +A1H12 φ
2H +A1V13 φ
3V +A1H13 φ
3V
=− 1
4
√
v
φ2H ,
ξ12 =0.
Thus, the condition (8) does not hold and so 〈Σ˜2〉 is not a differential ideal. Therefore, the
corresponding inverse problem of this system of second-order ordinary differential equations
(15) has no regular solutions.
Example 2. We consider another example of the subcase BNII1 analysed above. This B3II1
system was introduced by us in [10],
x¨ = zt, y¨ = 0, z¨ = x,
on an appropriate domain. Denoting the derivatives by u, v, w, we find that Φ is diagonalisable
with distinct eigenvalues and corresponding eigenvectors Xa as follows,
λ1 =
√
t and X1 = (−
√
t, 0, 1),
λ2 = −
√
t and X2 = (
√
t, 0, 1),
λ3 = 0 and X3 = (0, 1, 0).
The structure functions τ ’s are zero except for
τ1Γ1 = τ
2Γ
2 = −τ1Γ2 = −τ2Γ1 =
1
4t
.
These results show that the eigen co-distributions Sp{φ1V , φ1H} and Sp{φ2V , φ2H} are non-
integrable and the third one is integrable by proposition 3.8. Also 〈Σ˜1〉 is not a differential ideal
by corollary 3.4, and that the conditions (6) and (7) hold with h2 = −1. Further examination
gives
dω˜1 = − 1
2t
dt ∧ ω˜1, ω˜1 = ω1 − ω2,
that is, the condition (5.1) holds with ξ˜11 = − 12tdt and ξ˜13 = 0 and so Σ˜2 := Sp{ω˜1, ω3} generates
a differential ideal. The remaining conditions (13) and (14) also hold for solution as ξ˜11 = − 12tdt
and ξ˜13 = 0. Therefore this system is variational and the solution depends on one arbitrary
function of two variables.
To determine the explicit expression of the Cartan two-form for this example, we examine the
Pfaffian equations (9) and (10). Explicitly, in this example, they are
dr˜1 + r˜1ξ˜
1
1 = 0,
dr3 + P3φ
3V +Q3φ
3H = 0
We then find that r˜1 = G
√
t where G is a constant and r3 = r3(u
1
3, u
2
3) is an arbitrary function
of two variables u13 = y − vt and u23 = v. Thus the Cartan 2-form finally is
ω = G
√
t(ω1 − ω2) + r3(u13, u23)ω3.
In the next section, we will present the results for subcase 1 of case BNII in which the rank of
the system (5) is zero, that is, 〈Σ˜1〉 is differential ideal.
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5.2 Case BNII0
This is the case where Φ is diagonalisable with distinct eigenvalues, two non-integrable eigen
co-distributions, n−2 integrable eigen co-distributions and rank(A1) = 0, that is Σ˜1 := Sp{ωa :
a = 1, . . . , n} generates a differential ideal. In the case n = 2, this corresponds to the most
difficult case of Douglas, case IIa3, and not entirely complete in his paper. Again, we assume
that Sp{φ1V , φ1H} and Sp{φ2V , φ2H} are non-integrable and Sp{φαV , φαH : α = 3, . . . , n} are
integrable.
A full analysis can been found in [9], we restrict ourselves to stating an abbreviated version of
the main result and an example in n = 3. The ‘certain conditions’ referred to in the theorem
below correspond for this case to the conditions in theorem 5.1 for case BNII1.
Theorem 5.2. Assume that Φ is diagonalisable with distinct eigenvalues having 2 non-integrable
eigen co-distributions, n − 2 integrable co-distributions and rank(A1) = 0. The existence of
solutions to the inverse problem depends on whether or not certain conditions (see [9]) are
satisfied. The solution (if it exists) depends on n− 2 functions of two variables.
Example 3. This example is a straightforward modification of a case B2II0 example where the
added equation produces an integrable eigen co-distribution. Consider the system
x¨ = xz˙, y¨ = x, z¨ = x
on an appropriate domain. Again denoting the derivatives by u, v, w, we find
Φ =

 −w 0
u
2
−1 0 0
−1 0 0


is diagonalisable with distinct eigenvalues and corresponding eigenvectors Xa chosen so that
∇ˆΓXVa = 0:
λ1 =
√
−2u+w2 − w and X1 = (−
√
−2u+ w2 + w, 2, 2),
λ2 = −
√
−2u+w2 − w and X2 = (
√
−2u+ w2 + w, 2, 2),
λ3 = 0 and X3 = (0, 1, 0).
The non-zero functions τaVbc and τ
aH
bc are
τ1V11 = −τ2V11 =
√−2u+ w2 − w
2(2u − w2) , τ
1H
11 = −τ2H11 =
x
2(2u − w2) ,
τ1V12 = −τ2V12 =
3
√−2u+ w2 + w
2(2u − w2) , τ
1H
12 = −τ2H12 =
−x
2(2u− w2) ,
τ1V21 = −τ2V21 =
3
√−2u+ w2 − w
2(2u − w2) , τ
1H
21 = −τ2H21 =
x
2(2u− w2) ,
τ1V22 = −τ2V22 =
√−2u+ w2 + w
2(2u − w2) , τ
1H
22 = −τ2H22 =
−x
2(2u − w2) .
These results show that the eigen co-distributions Sp{φ1V , φ1H} and Sp{φ2V , φ2H} are non-
integrable and the third one is integrable and 〈Σ˜1〉 is differential ideal. Furthermore, the existence
conditions of theorem 5.2 are also satisfied. So, the solution depends on one arbitrary function
of two variables.
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