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VARIATIONAL FORMULA FOR THE TIME-CONSTANT OF
FIRST-PASSAGE PERCOLATION
ARJUN KRISHNAN
Abstract. We consider first-passage percolation with positive, stationary-ergodic
weights on the square lattice Zd. Let T (x) be the first-passage time from the origin
to a point x in Zd. The convergence of the scaled first-passage time T ([nx])/n to
the time-constant as n → ∞ can be viewed as a problem of homogenization for a
discrete Hamilton-Jacobi-Bellman (HJB) equation. We derive an exact variational
formula for the time-constant, and construct an explicit iteration that produces a
minimizer of the variational formula (under a symmetry assumption). We explicitly
identify when the iteration produces correctors.
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1. Introduction
1.1. Overview. First-passage percolation is a growth model in a random medium
introduced by Hammersley and Welsh [20]. We consider the case where the random
medium consists of positive edge weights attached to the edges of the undirected
nearest-neighbor graph on the cubic lattice Zd.
It’s useful to think of first-passage percolation as an optimal-control problem (see Kr-
ishnan [27] for more details), and so we’ll define the set of control directions
A := {±e1, . . . ,±ed}, (1)
where ei are the canonical unit basis vectors for the lattice Zd.
Let (Ω,F ,P) be a probability space. The weights will be given by a function τ : Zd×
A×Ω→ R, where τ(x, c, ω) refers to the weight on the edge from x to x+ c. Let the
function τ(x, c, ω) be stationary-ergodic (see Definition 2.1) under translation by Zd.
We will drop reference to the event ω when it plays no role in the arguments.
A path connecting x to y is a (possibly infinite) ordered set of nearest-neighbor
vertices:
γx,y = {x = v0, . . . , vn−1 = y}. (2)
The weight or total time of the path is
W (γx,y) :=
n−1∑
i=0
τ(vi, vi+1 − vi).
The first-passage time from x to y is the infimum of the weight taken over all paths
from x to y:
T (x, y) := inf
γx,y
W (γx,y).
Since the medium is translation invariant, we will use T (x) to mean T (x, 0) unless
otherwise specified. For any x ∈ Rd, define the scaled first-passage time
Tn(x) :=
T ([nx])
n
, (3)
where [nx] represents the closest lattice point to nx (with some fixed way to break
ties). The law of large numbers for T (x) involves the existence of the so-called time
constant m(x) given by
m(x) := lim
n→∞
Tn(x). (4)
In d = 1, the limit exists since it’s simply the ergodic theorem for a stationary sequence
of random numbers. For d ≥ 1, Kingman’s classical subadditive ergodic theorem [25]
shows the existence of m(x) for all x ∈ Rd. Although one of the landmark theorems
in the field, it gives little quantitative information about m(x). Proving something
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substantial about the time constant has been an open problem for the last several
decades.
We rederive a variational formula for the time constant that was proved in the author’s
thesis [27]. The earlier proof relied on the taking discrete first-passage percolation into
the continuum, and using the seminal homogenization results of Lions and Souganidis
[33] for Hamilton-Jacobi-Bellmann (HJB) PDEs. In contrast, the proof in this paper
is completely discrete, and no longer relies on viscosity solution theory or any other
machinery from the continuum. The formula is most conveniently written in terms
of the dual-norm of m(x), which we will call the effective Hamiltonian H(p) of first-
passage percolation, because of its connection with homogenization theory.
We explore properties of the variational representation by constructing an explicit
algorithm to produce a minimizer of the formula, thereby computing the effective
Hamiltonian and time constant. The algorithm is proved to converge under a sym-
metry assumption. The algorithm was designed to produce correctors, a special kind
of minimizer (see Section 2.5). It turns out that it always produces minimizers, but
sometimes fails to produce correctors. It fails to do so in a very explicit way, and this
sheds some light on the existence of correctors problem in stochastic homogenization.
1.2. First-Passage Percolation as a Homogenization Problem. Since the first-
passage time T (x) is an optimal-control problem, it has a dynamic programming
principle (DPP) which says that
T (x) = min
α∈A
{T (x+ α) + τ(x, α)}.
We can rewrite the DPP as a difference equation in the so-called metric form of the
HJB equation. Assuming τ(x, α) is positive, we have
sup
α∈A
{
−(T (x+ α)− T (x))
τ(x, α)
}
= 1.
Let’s imagine that we were somehow able to extend T (x) as a smooth function on Rd.
Taylor-expand T (x) at [nx] to get
sup
α∈A
{
−DT ([nx]) · α + 1/2(α ·D
2T (ξ)α)
τ([nx], α)
}
= 1, (5)
whereD2T (ξ) is the Hessian at ξ ∈ Rd. Introducing the scaled first-passage time Tn(x)
into (5), we get
sup
α∈A
{
−DTn(x) · α
τ([nx], α)
}
+O(n−1) = 1. (6)
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Equation (6) is the discrete version of a stochastic homogenization problem for HJB
equations on Rd. In the continuum, one would go on to prove that Tn(x) → m(x),
where m(x) satisfies the metric HJB equation
H(m(x)) = 1 ∀x ∈ Rd, m(0) = 0.
Then, one would obtain a variational representation of the effective Hamiltonian H.
In first-passage percolation, H(p) is the dual norm of m(x).
There are several such results for stochastic Hamilton-Jacobi equations on Rd, be-
ginning with Souganidis [42], and Rezakhanlou and Tarver [39] for superquadratic
Hamiltonians. The concurrent, seminal papers [33, 26] proved very general homoge-
nization results for HJB equations with second-order viscous terms, but with different
approaches and assumptions. The more recent work of Armstrong and Souganidis
[3], Armstrong and Tran [4] focus specifically on metric Hamiltonians like the one for
first-passage percolation; the former considers the non-viscous problem and the latter
considers the viscous problem.
Armstrong et al. Armstrong et al. [2] made the following observation: since T (x, y)
induces a random metric on the lattice, it’s reasonable to believe that there ought to
be some relation to metric HJB equations. This is exactly what we prove.
1.3. Background on the Time Constant. We give a brief overview of results
about the time constant in first-passage percolation. Cox and Durrett Cox and Dur-
rett [11] proved a celebrated result about the relationship between the time constant
and the so-called limit shape of first-passage percolation. It’s a “uniform in all direc-
tions” version of Kingman’s result. Suppose the edge weights are i.i.d., and let
Rˆ(x, t) := {y ∈ R2 : T ([x], [y]) ≤ t}
be the reachable set starting from x. Under a moment assumption on the edge weights,
they prove that for each  > 0
{x : m(x) ≤ 1− } ⊂ t−1Rˆ(0, t) ⊂ {x : m(x) ≤ 1 + } as t→∞ a.s.
Hence, the sublevel sets of the time constant
B0 = {x : m(x) ≤ 1}
can be thought of as the limit shape of first-passage percolation. Boivin Boivin [9]
proved the Cox-Durrett result for stationary-ergodic edge weights; we rely on his
more general result in this paper and state it precisely in Section 5. Despite these
strong existence results on the time constant and limit shape, surprisingly little else
is known in sufficient generality [43].
The following is a selection of results when the weights are i.i.d. It’s known that
m(e1) = 0 iff F (0) ≥ pT , where pT is the critical probability for bond percolation
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on Zd [24]. Durrett and Liggett Durrett and Liggett [13] described an interesting
class of examples where B0 has flat spots, and so indeed B0 cannot be the euclidean
ball. Marchand Marchand [34] and subsequently Auffinger and Damron Auffinger
and Damron [5] have recently explored some aspects of this class of examples in great
detail. Exact results for the limit shape are only available for “up-and-right” directed
percolation with special edge weight distributions [41, 23]. In fact, Johannson Johans-
son [23] not only obtains the limit shape for directed percolation, but also (loosely
speaking) shows that
T (nx) ∼ nm(x) + Cn1/3ξ,
where C is a constant, and ξ is distributed according to the (GUE) Tracy-Widom
distribution. Because of this and other physical reasons [28], the fluctuations of first-
passage percolation are thought to be in the so-called KPZ universality class when
m(x) is strictly convex.
Several theorems can be proved assuming properties of the limit shape. For exam-
ple, results about the fluctuations of T (x) can be obtained if it’s known that the
limit shape has a “curvature” that’s uniformly bounded [5, 35]. Chatterjee and Dey
Chatterjee and Dey [10] prove Gaussian fluctuations for first-passage percolation in
thin cylinders under the hypothesis that the limit shape is strictly convex in the e1-
direction. Therefore, properties like strict convexity, regularity, or the curvature of
the limit shape are of great interest.
We suggest the lecture notes of Kesten Kesten [24] and the review papers by Grimmett
and Kesten Grimmett and Kesten [19] and Blair-Stahn Blair-Stahn [8] for a more
exhaustive survey of the many aspects of first-passage percolation.
2. Main Results
2.1. Notation. R+ and Z+ refer to the nonnegative real numbers and integers re-
spectively.
The expectation of a random variable X will be written as E[X] or
∫
XP(dω). The
expectation of X over a set B will be written as E[X,B] or
∫
B
XP(dω).
| · |p is the lp norm on Rd. | · | without a subscript will mean the euclidean norm.
x · y is the usual dot product on Rd between x and y. Lp(Ω) refers to the space of
functions on Ω with the usual ‖·‖p norm.
The Lipschitz norm of a function f : Zd → R is defined as
Lip(f) := inf
{
C : |f(x)− f(y)| ≤ C|x− y|1 ∀x, y ∈ Zd
}
. (7)
When convenient, we will use a ∧ b = min{a, b}.
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The initialism DPP stands for dynamic programming principle, and HJB stands for
Hamilton-Jacobi-Bellmann.
Paths are usually called γx,y where x and y are its starting and ending points. When
it is clear from context or irrelevant to the argument, we may either omit the endpoint
of a path (γx), or both the start- and endpoints (γ) from the notation. The i
th vertex
in a path is called γx(i).
d(γ) is the l1 length of a path, and W (γ) is its weight. When the path is fixed and
understood, W (γ(0), γ(k)) will also be used to represent the weight of the path from
vertex γ(0) to vertex γ(k).
Constants called C in proofs are mutable; i.e., they may change from line-to-line.
2.2. Main Results. Our main result is a variational formula for the time constant
m(x) defined in (4). To state this result, we define the edge weight process τ(x, c, ω)
and a discrete Hamiltonian for first-passage percolation.
Let Zd act on Ω through a family of invertible measure-preserving maps
{V x : Ω→ Ω}x∈Zd . (8)
These are called translation operators and satisfy
V x+y = V x ◦ V y ∀ x, y ∈ Zd.
A function (or process) f : Zd × Ω→ R is said to be stationary if it satisfies
f(x+ y, ω) = f(x, V yω) ∀ x, y ∈ Zd. (9)
We say B ∈ F is an invariant set if it satisfies V yB = B for any y ∈ Zd\{~0} where ~0
is the origin. The family of maps {V x}x∈Zd is called (totally) ergodic if invariant sets
are either null or have full measure.
Definition 2.1 (Stationary-Ergodic Process). A function f(x, ω) is called stationary
ergodic if it’s stationary on Zd, and the family of translation operators {V x}x∈Zd is
(totally) ergodic.
Let A be the set of control directions defined in (1). Let the edge weights τ : Zd ×
A× Ω→ R be
(1) (essentially) bounded above and below; i.e.,
0 < a = ess inf
x,α,ω
τ(x, α, ω),
b = ess sup
x,α,ω
τ(x, α, ω) <∞, (10)
(2) stationary-ergodic on Zd, and
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(3) on the undirected graph on Zd,
τ(x, α, ω) = τ(x+ α,−α, ω). (11)
Under this assumption, the time constantm(x) is a convex, one-homogeneous function
in x, that’s zero iff x = 0. Let H(p) be the dual norm of m(x) on Rd, defined as usual
by
H(p) = sup
m(x)=1
p · x.
H is called an effective Hamiltonian for first-passage percolation due to the homoge-
nization connection.
Definition 2.2 (Discrete derivative). For a function φ : Zd → R, let
Dαφ(x) = φ(x+ α)− φ(x)
be its discrete derivative at x ∈ Zd in the direction α ∈ A. Dφ refers to the vector of
discrete derivatives {Dαφ}α∈A. When φ : Ω→ R, Dαφ(ω) = φ(V αω)− φ(ω).
Let the discrete Hamiltonian for first-passage percolation be (see Section 1.2 for the
motivation)
H(φ, p, x, ω) = sup
α∈A
{−Dαφ(x, ω)− p · α
τ(x, α, ω)
}
. (12)
Define the set of Lipschitz functions with stationary, mean-zero derivatives:
S :=
{
φ : Zd × Ω→ R : Dφ(x+ z, ω) = Dφ(x, V
zω), ∀x, z ∈ Zd,
‖Dαφ(0)‖∞ <∞, E[Dαφ(0)] = 0 ∀ α ∈ A.
}
. (13)
Theorem 2.3. The effective Hamiltonian H(p) is given by the variational formula
H(p) = inf
φ∈S
ess sup
ω∈Ω
sup
x∈Zd
H(φ, p, x, ω).
Remark 1. The supremum over x can be omitted in the formula. This is due to
translation invariance and ergodicity.
Next, we investigate some properties of the minimizers of the formula.
Corollary 2.4. For each φ ∈ S (13),
inf
x∈Zd
H(φ, p, x, ω) ≤ H(p) ≤ sup
x∈Zd
H(φ, p, x, ω) a.s
Definition 2.5 (Discrete corrector). If φ ∈ S is such that
H(φ, p, x, ω) = C a.s
for some constant C, φ is called a corrector for the variational formula.
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If φ is a corrector, then Corollary 2.4 tells us that it’s a minimizer of the variational
formula. This definition is consistent with the definition of corrector in continuum
homogenization theory [31, 32]; i.e., it’s a function that solves the discrete cell problem
(see Section 4.1).
Correctors are useful minimizers to have since they appear as first-order corrections
in the multiscale expansion in homogenization. In first-passage percolation, their
properties are connected to the behavior of infinite geodesics and Busemann functions
(see Section 3.4). Although correctors always exist when the medium is periodic, it’s
known that they don’t always exist in general stationary ergodic media [32]. The
compactness argument in Lemma 4.6 tells us that minimizers of the formula exist, but
sheds no light on whether or not they’re correctors. This inspired us to construct an
explicit algorithm to produce minimizers of the formula, and see if it would produce
correctors. However, we were only able to prove our theorem in a simplified, but
reasonably nontrivial scenario: we assume that the generating translation operators
are the same in all the directions; i.e.,
V e1 = · · · = V ed = V. (14)
This means that for each ω the function τ( · , · , ω) is constant along the hyperplanes
{x ∈ Zd : ∑di=1 xi = z} for each z ∈ Z. The set S in (13) is tremendously simplified
by this assumption.
Redefine the discrete Hamiltonian for t ∈ R, p ∈ Rd to be
Hsym(t, p, ω) := sup
α∈A+
|t+ p · α|
τ(0, α, ω)
.
Proposition 2.6. Assuming (14), the variational formula becomes
H(p) = inf
f∈F
ess sup
w
Hsym(f(ω), p, ω), (15)
where
F := {f : Ω→ R, E[f ] = 0, ‖f‖∞ <∞} . (16)
The algorithm is a map I : F → F defined in Section 6.
Theorem 2.7. Let {fn}∞n=0 be the sequence obtained by iterating the algorithm on an
initial point f0 ∈ F . Let dn = ess supΩHsym(fn(ω), p, ω) − E[Hsym]. There are three
possibilities for the algorithm:
(1) If it terminates in a finite number of steps with d = 0, we have a minimizer
that’s a corrector.
(2) If it terminates in a finite number of steps with d > 0, we have a minimizer
that’s not a corrector.
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(3) If it does not terminate, we produce a corrector in the limit. That is, fn → f∞
in measure and Hsym(f∞, p, ω) = H(p) a.s.
We give examples where the algorithm produces minimizers that are correctors or
noncorrectors, depending on the initial point f0. See Section 6 for more discussion
and proofs.
3. Discussion
3.1. Directed First-Passage Percolation and Other Problems. We’ve formu-
lated the problem so that it applies to
• first-passage percolation on the undirected nearest-neighbor graph of Zd, and
• site first-passage percolation (weights are on the vertices of Zd) if
τ(x, α) = τ(x) ∀x ∈ Zd, α ∈ A.
These are by no means the most general problems that come under this framework.
Specializing to nearest-neighbor first-passage percolation has mostly been a matter
of convenience.
If A = {e1, . . . , ed} and we consider T (0, x), we get directed first-passage percolation.
Versions of the theorems in Section 2 do indeed hold for such A. If A is enlarged to
allow for long-range jumps—and very large jumps are appropriately penalized—we
obtain long-range percolation. We avoid handling the subtleties of these examples in
this paper.
The (d+1)-dimensional directed random polymer assigns a random cost to randomly
chosen paths in Zd. At zero temperature, this corresponds to last-passage percolation.
Variational formulas for polymer models at zero and finite-temperature with a large
class of edge weights and control directions A have been proved by Georgiou et al.
[15].
3.2. More General Edge Weights. Our homogenization theorem (Theorem 4.2)
depends on Boivin’s theorem (Theorem 5.3) on the limit shape, and the “uniform”
ergodic theorem (Theorem 5.4), which only require moment assumptions on τ(0, α, ω).
Hence it is of some interest to remove the boundedness assumption on the edge weights
in (10). The key step that one ought to generalize is Prop. 4.10; we explicitly use the
bounds on the edge weights there.
The discrete Hamiltonian we considered in (12) has some drawbacks: It would take
some effort to make sense of it when τ(x, c, ω) = 0. It is of some interest to include
this case, since in i.i.d. first-passage percolation, the limit shape and time constant
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are nontrivial as long as P(τ(x, c, ω) = 0) < pT , where pT is the critical probability
for percolation (a result of Kesten mentioned in the introduction). In contrast, the
Legendre-type convex duality and the Hamiltonian in Georgiou et al. [15] does not
suffer from this issue.
3.3. Other Variational Formulas. Once we posted our preprint on the arXiv—it
now appears in [27]— the concurrent but independent work of Georgiou, Rassoul-
Agha and Seppa¨la¨inen Georgiou et al. [15] appeared. Their ideas originate in the
continuum homogenization result of Kosygina et al. [26], and the works of Rosenbluth
[40], Rassoul-Agha and Seppa¨la¨inen [37], Rassoul-Agha et al. [38] on large-deviation
principles for the random walk in a random environment.
It is interesting to note that quite coincidentally, our results and those of Georgiou
et al. Georgiou et al. [15] almost exactly parallel the development of stochastic ho-
mogenization results in the continuum. Lions and Souganidis Lions and Souganidis
[33] published their homogenization results in 2005, using the classical cell problem
idea and the viscosity solution framework. Concurrently and independently in 2006,
Kosygina et al. Kosygina et al. [26] published their homogenization result. In contrast
to Lions and Souganidis [33], their proof technique has the flavor of a duality princi-
ple and has a minimax theorem at its core. Both our results and those of Georgiou
et al. [15] are discrete versions of Lions and Souganidis [33] and Kosygina et al. [26],
respectively.
3.4. Busemann Functions and Geodesics. The minimizers of the formula in The-
orem 2.3 are very closely related to Busemann functions, which were originally in-
troduced into first-passage percolation in Newman Newman [35] (although he didn’t
call them that). Busemann functions encode information about infinite geodesics;
the asymptotic slope of infinite geodesics and their coalescence properties are closely
related to regularity properties of the time constant. If correctors exist, they can be
used to construct generalized versions of Busemann functions. See [21, 22, 12, 30, 14]
for more on geodesics in first-passage percolation. See [16, 17] for more on the con-
nection between the minimizers of similar variational formulas, Busemann functions,
and geodesics.
4. Outline of Proof
4.1. Variational Formula. Step 1. Homogenization theorem and dual prob-
lem. Suppose that we have running costs λ : Zd ×A→ R. Summing λ along a path
assigns an action or cost to it.
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Given a function φ : Zd → R (usually called the terminal cost), consider the varia-
tional problem
µ(x, t) = inf
γx,y
{
d(γx,y)−1∑
i=0
λ
(
γx,y(i), γx,y(i+ 1)− γx,y(i)
)
+ φ(y) :
W (γx,y) ≤ t
}
.
(17)
This is usually called a finite time-horizon problem in control theory. Although one
can prove general homogenization theorems for general random running costs λ(x, α),
we will restrict our attention to the case when λ(x, α) = p · α.
Definition 4.1 (Dual problem). Given a terminal cost function φ : Zd → R, the dual
problem to first-passage percolation is
µ(x, t) = inf
γx,y
{p · (y − x) + φ(y) : W (γx,y) ≤ t} .
In the context of first- and last-passage percolation, µ(x, t) is sometimes called the
point-to-line passage time [15]. But it’s not quite the passage time to any line. So
we’ll prefer to simply call this the dual problem. There is a convex duality relationship
between the µ(x, t) and the first-passage time T (x) in the limit t→∞.
Theorem 4.2 (Homogenization theorem for the dual problem). Consider the dual
problem µ(x, t) defined in Definition 4.1. If φ ∈ S (see (13), then for all x ∈ Zd,
lim
t→∞
µ(x, t)
t
= H(p) a.s,
where H(p) is the effective Hamiltonian (the dual norm of the time constant m(x)).
Step 2. Homogenization theorem and dual problem. A major tool in the
theory of HJB equations is the comparison principle for sub- and super-solutions. It
is a consequence of the following DPP for the dual problem.
Proposition 4.3. With the convention that µ(x, t) = +∞ when t < 0, the DPP
for the finite time-horizon problem µ(x, t) with terminal cost φ(x) and running costs
λ(x, α) takes the form
µ(x, t) = inf
α∈A
{µ(x+ c, t− τ(x, c)) + λ(x, α)} ∧ φ(x).
The comparison principle that we prove is a simplified version of the much more
general idea for sub- and super-solutions of HJB equations (see Bardi and Capuzzo-
Dolcetta [6], for example) that suffices for our purposes. Propositions 4.4 and 4.12 are
the sub- and supersolution versions respectively. Propositions 4.3, 4.4, 4.8 and 4.12
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all hold for general costs λ(x, α) and not just for the special case of λ(x, α) = p · α;
hence we’ll write the Hamiltonian as H(φ, x).
Proposition 4.4. Consider the finite time-horizon problem in (17) with terminal
cost φ. Then,
µ(x, t) ≥ φ(x)− t sup
x∈Zd
H(φ, x) ∀x ∈ Zd, t ∈ R+.
The following upper bound for the effective Hamiltonian follows from a simple argu-
ment using Prop. 4.4 and Theorem 4.2.
Lemma 4.5. Let φ ∈ S, where S is defined in (13). Then the effective Hamiltonian
satisfies
H(p) ≤ sup
x
H(φ, p, x, ω) a.s.
Step 3. Lower bound by constructing a minimizer In periodic homogenization,
a properly rescaled version of µ(x, t) converges to a function u(x) (in an appropriate
sense). This function u(x) is called a corrector since it solves the so-called cell problem,
H(u, p, x) = H(p). From the upper bound in Lemma 4.5, it follows that such a
function u(x) is a minimizer of the variational formula.
The cell problem was introduced systematically into periodic homogenization by [7],
and it has since become a mainstay of homogenization theory. It was first used to
analyze stochastic HJB equations by [31].
We cannot produce a corrector for the variational formula using µ(x, t) in our general
stationary-ergodic setting. Nevertheless, a version of the argument still produces a
minimizer.
Lemma 4.6. For each p > 0, there exists a function u(x, ω) ∈ S such that
sup
x
H(u, p, x, ω) ≤ H(p) a.s.
The function u is a minimizer of the variational formula.
We cannot work with µ(x, t) directly since it does not have good stationarity prop-
erties due to the discrete nature of our problem. So we introduce ν(x), the so-called
stationary (or discounted) version of the dual-problem. By proving (one-half of) an
Abelian-Tauberian theorem, we will relate the limits of ν(x) and t
−1µ(x, t) as → 0
and t→∞. This will help produce the minimizer of the variational formula.
Definition 4.7 (Stationary dual problem). For any  > 0, the stationary dual prob-
lem is defined as
ν(x) = inf
γx
∞∑
i=0
e−W (γx(0),γx(i))p · (γx(i+ 1)− γx(i)),
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The stationary dual problem has the following discrete DPP.
Proposition 4.8.
ν(x) = inf
α∈A
(
α · p+ e−τ(x,α)ν(x+ α)
)
. (18)
With a little manipulation of the DPP, we may view ν(x) as satisfying a discrete
HJB equation in stationary form.
Proposition 4.9. For all x ∈ Zd, there is a constant C > 0 (independent of  and
ω) such that
− C ≤ ν(x) +H(ν, p, x) ≤ C, (19)
where H is the discrete Hamiltonian (12).
We will take  → 0 in (19). To do this, we need the following Lipschitz estimate on
ν.
Proposition 4.10 (Derivative bound for stationary problem). The stationary prob-
lem ν(x, t) has a uniform in  Lipschitz bound; i.e., ∃C > 0 s.t. for all  ≤ 1,
|ν(x)− ν(y)| ≤ C|p|∞|x− y|1 ∀ x, y ∈ Zd
Prop. 4.10 says that Dν(x, ω) is uniformly bounded in , and hence for any fixed x,
it has a weak limit point Du(x, ω) in L2(Ω). This allows us to take a subsequential
limit as → 0 in (19). However, we have yet to identify the limit of ν in (19). For
our purposes, it’s enough to prove one half of an Abelian-Tauberian theorem for ν
and t−1µ(x, t).
Proposition 4.11.
lim
n→∞
µ(x, n)
n
≤ lim
→0
ν(x) (20)
Of course, in our situation, it’s clear that we ought to have
lim
→0
ν = lim
t→∞
t−1µ(x, t) = −H(p).
But to complete this proof requires a little bit of extra work that’s not necessary for
proving the variational formula; hence we will content ourselves with citing Lehrer
and Sorin [29], and Arisawa [1] who do prove that ν and t
−1µ(x, t) have the same
limit in slightly different contexts.
Proposition 4.11 allows us to take a limit → 0 in Prop. 19 and prove Lemma 4.6.
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subsectionMinimizers of the Formula Recall the comparison principle for µ(x, t) in Prop. 4.4.
An almost identical proof, but with a bunch of inequalities reversed, gives the follow-
ing proposition.
Proposition 4.12. Let µ(x, t) be the finite time-horizon problem with terminal cost
φ and running costs λ. Then,
µ(x, t)−max(b inf
x
H(φ, x), 0) ≤ φ(x)− t inf
x∈Zd
H(φ, x) ∀x, t,
where b is the upper bound for the edge weights in (10).
Following the same argument as in the proof of the upper bound in Lemma 4.5 proves
Corollary 2.4.
Corollary 2.4 tells us that if a function u ∈ S satisfies H(u, p, xω) = C, it is a
minimizer of the variational formula. We wanted to explicitly produce such a special
minimizer using an algorithm; however, we were unable to construct an algorithm
that works in full generality. The key simplification for the algorithm is in Prop. 6.1,
where the set of functions S in the variational formula (13) is simplified to F . It says
that under the symmetry assumption, all functions in S have derivatives that point
only in the
∑
i ei-direction. This one-dimensionalizes the problem, in a sense.
The algorithm simply does the following: Given any function in f0 ∈ F , it tries to
produce a function f1 such that the ess sup in the variational formula is decreased.
If the algorithm fails to reduce the ess sup, we prove that we must be at a minimizer
of the formula. The strategy of the algorithm is quite general and ought to be
generalizable when the symmetry assumption is removed.1 The algorithm and its
proof are in Section 6.
5. Proof of the Variational Formula
5.1. Step 1: Homogenization of the dual problem. We first prove Theo-
rem 4.2, which says that the dual problem µ(x, t) homogenizes to H(p). We need
the stationary-ergodic version of the classical Cox-Durrett theorem [11] due to [9].
For this, we need the following definitions.
Definition 5.1. The Lorenz norm of a function f is defined as
‖f‖d,1 :=
∫ 1
0
f ∗(s)s(1/d)−1 ds
where f ∗ : [0, 1] → R+ is the nonincreasing right-continuous function that has the
same distribution as |f |.
1To be taken with a pinch of salt—we tried and ran into difficulties.
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Definition 5.2 (Reachable set). For x ∈ Zd and t ∈ R+, let
R(x, t) := {y ∈ Zd : T (x, y) ≤ t}
be the set of sites that can be reached from x within time t. Rˆ(x, t) is the fattened
up version of R(x, t) defined in Section 1.3.
Theorem 5.3 ([9]). Let τ(x, · , ω) be (totally) stationary-ergodic, and let τ(0, ei, ω)
have finite Lorentz norm for each i = 1, . . . , d. Then for each  > 0, almost surely,
there exists a t0(ω) large enough such that
{x : µ(x) ≤ 1− } ⊂ t−1Rˆ(0, t) ⊂ {x : µ(x) ≤ 1 + } ∀t ≥ t0(ω).
We also need an ergodic theorem that is “uniform in all directions.” A version of the
theorem is neatly proved in [40].
Theorem 5.4 ([40]). Consider a function φ : Zd × Ω. Suppose
• its derivative Dφ is stationary-ergodic, and
• for each α ∈ A, Dαφ(ω) ∈ Ld+(Ω) for some  > 0.
Then
lim
n→∞
sup
|z|1≤n,
z∈Zd
φ(z, ω)
n
= 0 a.s
Proof of Theorem 2.3. Let the terminal cost function φ ∈ S. Although µ(x, t, ω) is
not stationary when φ 6≡ 0, we might as well consider t−1µ(0, t, ω) since
lim
t→∞
µ(x, t, ω)
t
= lim
t→∞
inf
y∈Zd
{
p · y − x
t
+
φ(y, ω)
t
, T (x, y, ω) ≤ t
}
= lim
t→∞
inf
z∈Zd
{
p · z
t
+
φ(z, V xω)
t
+
φ(x, ω)− φ(0, V xω)
t
,
= lim
t→∞
inf
z∈Zd
{
T (0, z, V xω) ≤ t
}
= lim
t→∞
µ(0, t, V xω)
t
where we’ve made the change of variable y − x→ z and used the stationarity of Dφ
to write φ(x+ z, ω) = φ(x, ω)− φ(0, V xω) + φ(z, V xω).
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Then,
lim
t→∞
µ(0, t, ω)
t
= lim
t→∞
inf
m∈t−1Zd
{
p ·m+ φ(tm)
t
, T (tm) ≤ t
}
,
= lim
t→∞
inf
s∈Rd
{
p · s+ φ([ts])
t
, T ([ts]) ≤ t
}
, (21)
= lim
t→∞
inf
s∈Rd
{
p · s+ φ([ts])
t
, s ∈ t−1Rˆ(0, t), |s|1 ≤ a−1 + 1
}
, (22)
= inf
s∈Rd
{p · s, s ∈ {m(s) ≤ 1}}, (23)
= −H(p),
where we’ve
• made a change of variable m 7→ s and expanded the domain to Rd in (21),
• restricted the infimum in (22) to the set |s|1 ≤ a−1+1 since T ([ts]) ≥ a|ts|1−a,
• bounded φ([ts])/t using Theorem 5.4 in step (22), and
• used the limit shape theorem (Theorem 5.3) in (23).
A similar calculation for the liminf completes the proof.

5.2. Step 2. Comparison principle and upper bound. First we prove the dy-
namic programming principle in Prop. 4.3.
Proof of Prop. 4.3. If t < minα∈A τ(x, α), then no neighbor of x can be reached, and
µ(x, t) = φ(x). So, assume that at least one neighbor x+ α can be reached. Hence,
µ(x, t) ≤ {µ(x+ α, t− τ(x, α)) + λ(x, α)} ∧ φ(x).
Since µ(x, t) = +∞ for t < 0, we may write
µ(x, t) ≤ inf
α∈A
{µ(x+ α, t− τ(x, α)) + λ(x, α)} ∧ φ(x).
For the opposite inequality, for any  > 0, there is a path γ such that
µ(x, t) ≥
d(γx,y)−1∑
i=0
λ(γx,y(i), γx,y(i+ 1)− γx,y(i)) + φ(y)− ,
≥ {λ(x, γx,y(2)− γx,y(1)) + µ(γx,y(2),
≥ { t− τ(x, γx,y(2)− γx,y(1)))} ∧ φ(x)− ,
≥ inf
α∈A
{µ(x, t− τ(x, α)) + λ(x, α)} ∧ φ(x)− . 
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Proof of Prop. 4.4. We will drop the reference to p in H(φ, p, x) and not specialize to
λ(x, α) = p · α in the following. Let
ζ(x, t) = φ(x)− t sup
x
H(φ, x).
From the form of H (see (32)) it follows that supxH(φ, x) ≥ 0 and hence for all
t > 0, ζ(x, t) ≤ φ(x).
The proof proceeds by induction on n for t ∈ [(n− 1)a, na). For any n ≥ 1, assume
ζ(x, t) ≤ µ(x, t)∀x ∈ Zd, t < (n− 1)a.
Let C = supx∈ZdH(φ, x). Then,
sup
α∈A
{
ζ(x, t)− ζ(x+ α, t− τ(x, α))− λ(x, α)
τ(x, α)
}
= sup
α∈A
{−(φ(x+ α)− φ(x))− λ(x, α)
τ(x, α)
}
− C
= H(φ, x)− C ≤ 0.
(24)
Since τ(x, α) is positive, this implies
ζ(x, t) ≤ inf
α∈A
{ζ(x+ α, t− τ(x, α)) + λ(x, α)} ∧ φ(x).
Let t ∈ [(n−1)a, na). There are two cases: suppose first that t ≥ minα τ(x, α). Since
τ(x, α) ≥ a, t − τ(x, α) < (n − 1)a, we may use the induction hypothesis to get for
all x ∈ Zd
ζ(x, t) ≤ inf
α∈A
{µ(x+ α, t− τ(x, α)) + λ(x, α)} ∧ φ(x).
When t < minα τ(x, α), we have ζ(x, t) ≤ φ(x) = µ(x, t). Combining the two cases
and using the DPP in Prop. 4.3 completes the induction step. For n = 1, we have
t < a ≤ minα τ(x, α), and this falls into the previously considered case. 
Proof of Lemma 4.5. Let φ ∈ S, where S is defined in (13). Then
sup
x
H(φ, p, x, ω) <∞a.s,
and the comparison principle in Prop. 4.4 gives
φ(x)− t sup
x
H(φ, p, x, ω) ≤ µ(x, t, ω) ∀x ∈ Zd a.s
Divide the inequality by t, take a limit as t→∞, use Theorem 4.2, and rearrange to
get
H(p) ≤ sup
x∈Zd
H(φ, p, x, ω) a.s 
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5.3. Lower Bound. The main idea is to relate the limits of the dual problem
t−1µ(x, t) and its stationary version ν as t → ∞ and  → 0 respectively. It’s
easier to do so if we modify the definition of ν.
Definition 5.5 (Time parametrization of a path). Let γ = (vi)
∞
i=1 be a path and let
ik = dW (v0, vk)/ae for k ∈ Z+. Let yγ : Z+ → Zd be the time-parametrization of the
path defined by:
yγ(i) = vk ik ≤ i < ik+1, k ∈ Z+.
The time-parametrized path satisfies W (yγ(0), yγ(i)) ≤ ia. It jumps from yγ(i) = vk
to its neighbor vk+1 at the first i when vk+1 can be reached; that is,
yγ(ik+1)− yγ(ik) = vk+1 − vk k ∈ Z+.
Then, the dual problem maybe defined for all n ∈ Z+ as
µ(x, na) = inf
γx
{p · yγx(n)}.
Definition 5.6 (Time-parametrized stationary problem). For any  > 0, let
ν(x) = inf
γx
∞∑
i=0
e−aip · (yγx(i+ 1)− yγx(i))
The time parametrization of the path lets us use summation by parts in (27), which
is a key ingredient in the proof of Prop. 4.11. From the definition, it follows that
ν(x) = inf
γx
∞∑
k=0
e−a(ik+1−1)p · (yγx(ik+1)− yγx(ik)).
It’s clear that ν and ν must be closely related. In fact,
Proposition 5.7. For all  ≤ 1, there is a constant C such that
|ν(x)− ν(x)| ≤ C.
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Proof. Fix a path γ = (vi)
∞
i=0, and let yγ be its time-parametrized version. We have
for a mutable constant C,∣∣∣∣∣
∞∑
k=0
e−a(ik+1−1)p · (yγ(ik + 1)− yγ(ik))− e−W (v0,vk)p · (vk+1 − vk)
∣∣∣∣∣
≤
∞∑
k=0
e−W (v0,vk)(e(aik+1−W (v0,vk)−a) − 1) ‖p‖∞ |vk+1 − vk|
≤ C1
∞∑
k=0
e−ak ≤ C,
using aik+1 ≤ W (v0, vk+1) + a. 
Next, we will prove the inequality (20) in Prop. 4.11 for ν and t
−1µ(x, t). Combining
this with Prop. 5.7 will complete the proof of Prop. 4.11.
Define the n step cost of a time-parametrized path γ
fn(γ) =
n−1∑
i=0
p · (yγx(i+ 1)− yγx(i)) =:
n−1∑
i=0
λi
and the discounted (in the optimal-control terminology) or Abel sum
f(γ) =
∞∑
i=0
e−iλi.
Then,
µ(x, na) = inf
γx
fn(γx), (25)
νa−1(x) = inf
γx
f(γx). (26)
The following is a summation by parts formula for the discounted sum. When the
path γ is fixed and understood, we will drop it from the notation in fn and f in the
following. For a fixed path γ, clearly λm = fm+1 − fm. Then for N ∈ Z+ ∪ {+∞},
N∑
i=0
λie
−i =
N∑
i=0
(fi+1 − fi)e−i,
= e−(N+1)fN+1 + (e − 1)
N∑
i=0
fi
i
ie−i. (27)
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Let Cλ = maxi |λi| <∞. For fixed N and small enough , we have
N−1∑
i=0
|fi|
i
ie−i ≤ CλN2,
∞∑
i=0
ie−i =
1
2
(1 +O()),
e − 1 = +O(2).
The following proof is taken from [29].
Proof of Prop. 4.11. Suppose to the contrary that there exists δ and N such that
(an)−1µ(x, na) ≥ lim(a−1)νa−1(x) + 3δa−1 for all n ≥ N . Then, for any 0, there
must exist  ≤ 0 such that for all γx, we must have n−1fn(γx) ≥ νa−1(x) + 2δ.
However (dropping x and γx from the following display for clarity),
f = 
∞∑
i=0
λie
−i
= (e − 1)
N−1∑
i=0
fi
i
ie−i + (e − 1)
∞∑
i=N
fi
i
ie−i
≥ −CN2(2 +O(3)) + 2(ν + 2δ)
∞∑
i=N
ie−i − C
≥ νa−1 + δ,
when 0 is small enough. We’ve also used the fact that νa−1 is bounded in the above
display; see (29). Taking an inf over all γx, this results in a contradiction.
Since Prop 5.7 says that |ν − ν| ≤ C for all small enough , this completes the
proof. 
As an immediate consequence of Prop. 4.11, we get that for each fixed x,
−H(p) ≤ lim
→0
ν(x). (28)
The proof of the DPP for ν in Prop. 4.8 is standard and nearly identical to the proof
of the DPP for µ(x, t) (Prop. 4.3); hence we will omit it. Two immediate consequences
of the DPP are the discrete HJB equation it approximately satisfies in Prop. 4.9, and
the uniform-in- derivative bound in Proposition 4.10.
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Proof of Prop. 4.10. From the variational definition of ν in Definition 4.7, it’s easy
to see that
− |p|∞
a
≤ ν(x) ≤ −|p|∞
b
∀ x ∈ Zd (29)
where b and a are the upper and lower bounds on τ(x, α) in (10).
Using the DPP in (18), we get for fixed α ∈ A,
ν(x) ≤ p · α + (1− τ(x, α))ν(x+ α),
−Dν(x, α) ≤ C,
where we’ve used the bound in (29), and the boundedness of τ(x, α). Repeating the
argument for ν(x+ α) completes the proof. 
Proof of Prop. 4.9. Taylor expand the exponential in the DPP in (18), and use the
bound on ν in (29) to get
−C ≤ ν(x) + sup
α∈A
(− α · p− (1− τ(x, α))ν(x+ α)) ≤ C,
−C ≤ sup
α∈A
(− α · p−Dν(x, α) + τ(x, α)Dν + τ(x, α)ν(x)) ≤ C.
Using the bounds on τ(x, α and the Lipschitz estimate on ν in the above, we get
−C ≤ ν(x) + sup
α∈A
(−α · p−Dν(x, α)
τ(x, α)
)
≤ C.

Finally, we prove Lemma 4.6.
Proof of Lemma 4.6. Using the discrete HJB equation for ν from Prop. 4.9, we get
ν(x, ω) +H(ν, p, x, ω) ≤ C ∀ x ∈ Zd.
Letting νˆ(x, ω) = ν(x, ω)− ν(0, ω), we get
ν(0, ω) + νˆ(x, ω) +H(νˆ, p, x, ω) ≤ C.
Using the definition of the discrete Hamiltonian, we get for each α ∈ A,
ν(0, ω) + νˆ(x, ω) +
−p · α−Dνˆ(x, α, ω)
τ(x, α, ω)
≤ C. (30)
Since νˆ is normalized to zero at the origin, and inherits the uniform-in- Lipschitz
estimate on νe in Prop. 4.10, we have
C = sup

{∥∥νˆ(y, ω)(1 + |y|)−1∥∥∞ + ‖νˆ‖Lip} <∞.
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As a consequence of its definition, ν(x, ω) is stationary. Therefore its derivative is
stationary and mean-zero. Hence Dνˆ is stationary and mean-zero, while νˆ itself is
not stationary, in general.
Let ψ(α, ω) be an L2(Ω) weak limit ofDνˆ(0, α, ω) (as → 0) for each α ∈ {e1, . . . , ed}.
It’s easy to check that ψ(V xω) is the weak limit of Dνˆ(V xω) for all x ∈ Zd. Hence,
with a slight abuse of notation, we use the translation group to define ψ(x, α, ω) =
ψ(α, V xω). In fact, ψ(α, x, ω) comes from discrete differentiating a function; we show
this next.
For any  and any fixed loop γxx, Dνˆ sums to zero over the loop. Since this is a
linear condition, it is preserved under the weak-limit, and hence ψ(x, α, ω) also sums
to zero almost surely over the loop. Since there are only a countable number of loops
and a countable number of points, ψ sums over all loops at every location to zero
almost surely. Hence, there is a function u(x, ω) such that Du(x, α, ω) = ψ(x, α, ω).
First, pass to a subsequence such that Dνˆ → Du weakly in L2. We know from (28)
that lim ν(0) ≥ −H(p) almost surely along this sequence. Taking a liminf as → 0
in (30), we have for each fixed x and α and any nonnegative bounded function g(ω) ∈
L2(Ω), ∫
g(ω)
(−p · α−Du(x, α, ω)
τ(x, α, ω)
)
P(dω) ≤ H(p)
∫
g(ω)P(dω).
This tells us that the inequality must hold almost surely. We can take a supremum
over α ∈ A and then over x ∈ Zd to get
sup
x
H(u, p, x, ω) ≤ H(p) a.s.

6. Proof of the Algorithm
We first complete the proof of the comparison principle for supersolutions in Propo-
sition 4.12.
Proof of Prop. 4.12. Let C = infx∈ZdH(φ, x) > −∞ without loss of generality. Let
ζ(x, t) = φ(x)− tC.
Again the proof is by induction on n. For any n > 1, assume for some finite constant
M ,
ζ(x, t) ≥ µ(x, t)−M ∀x ∈ Zd, t < (n− 1)a.
Following (24), we get
ζ(x, t) ≥ inf
α∈A
{ζ(x, t− τ(x, α)) + λ(x, α)}.
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Again, there are two cases: Suppose first that t ≥ minc τ(x, c); we may use the
induction hypothesis to get
ζ(x, t) ≥ inf
c∈A
{µ(x+ c, t− τ(x, c)) + λ(x, c)} ∧ φ(x)−M ∀x ∈ Zd.
When t < minc τ(x, c) ≤ b, we have ζ(x, t) = φ(x)− tC ≥ µ(x, t)−max(bC, 0). This
completes the induction step. The n = 1 case is the same as the previously considered
case and gives M = max(bC, 0). 
Using Prop. 4.12 and following the argument in the upper bound in Lemma 4.5
gives Corollary 2.4
Let A+ = {e1, . . . , ed}. Let τ˜ : A+ × Ω → R be a function representing the edge
weight at the origin. For example, it could consist of d i.i.d. edge weights, one for
each direction. Let x = (x1, . . . , xd) ∈ Zd. Under the symmetry assumption (14), the
edge weight function is given by
τ(x, α, ω) = τ˜
(
α, V x1e1 · · ·V xded ω
)
= τ˜
(
α, V
∑d
i=1 xiω
)
.
This means that τ( · , · , ω) is constant along the hyperplanes {x ∈ Zd : ∑di=1 xi = z}
for each z ∈ Z and ω ∈ Ω. Despite this, the time constant is not that obvious,
although one ought to be able to calculate it.
Proposition 6.1. If φ ∈ S and the symmetry condition (14) holds, the derivative
points in the
∑
i ei-direction; i.e.,
Dαφ(x, ω) = De1φ(x, ω) ∀α ∈ A and ∀x ∈ Zd a.s
Proof. The derivative of φ sums to 0 over any discrete loop in Zd: for any i 6= j ∈
{1, . . . , d}
Deiφ(x, ω) +Dejφ(x+ ei, ω) +D−eiφ(x+ ej + ei, ω)
+D−ejφ(x+ ej, ω) = 0.
(31)
Since the derivative is stationary, Dαφ(x, ω) = −D−αφ(x + α, ω) and V ei = V ej , we
have
Deiφ(x, ω)−Dejφ(x, ω) = Deiφ(x, V ω)−Dejφ(x, V ω).
This means that Deiφ(x, ω)−Dejφ(x, ω) is invariant under V , and hence it must be
a constant almost surely. Since it also has zero mean, it follows that
Dαφ(x, ω) = De1φ(x, ω) ∀α ∈ A+ a.s 
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Recall the discrete Hamiltonian under the symmetry assumption,
Hsym(t, p, ω) := sup
α∈A+
|t+ p · α|
τ(0, α, ω)
.
Proof of Prop. 2.6. For each φ ∈ S, let f(ω) = −Dφ(0, e1, ω). For each α ∈ A+, x ∈
Zd, we get
max
{−p · α + φ(x+ α)− φ(x)
τ(x, α)
,
−p · (−α) + φ(x)− φ(x+ α)
τ(x+ α,−α)
}
=
|−p · α +Dαφ(x)|
τ(x, α)
, (32)
by using (11), the undirectedness of the edge weights. Both terms on the left-hand
side appear when taking a max over x and α in Theorem 2.3. Hence, using Prop. 6.1,
we get
max
x
H(φ, p, x) = max
x
Hsym(f(ω), p, ω) a.s 
In the following, we will write Hsym(f, ω) instead of Hsym(f, p, ω) since p plays no
role in the argument. The idea behind the algorithm is simple. At each iteration,
it tries to reduce the essential supremum over ω by modifying f(ω), while ensuring
that the modified f remains inside F . It turns out that if the algorithm fails to re-
duce the sup of f , then f must be a minimizer. We explain what we’re trying to do
in each step in the proof of convergence of the algorithm. So we suggest skimming
the algorithm first, and returning to the definition of each step when reading the proof.
Start algorithm.
(1) Start with any f0 ∈ F . Let µ0 = E[Hsym(f0, ω)], and let
d0 = ess sup
ω∈Ω
Hsym(f0, ω)− µ0.
If d0 = 0, stop.
(2) Define the sets
MIN0 := {ω : Hsym(f0, ω) = min
x
Hsym(x, ω)}, (33)
S := {ω : Hsym(f0, ω) > µ0}, (34)
I := {ω : Hsym(f0, ω) < µ0}. (35)
If
ess sup
ω∈MIN0
Hsym(f0, ω) = ess sup
ω∈Ω
Hsym(f0, ω),
25 Variational formula for first-passage percolation
stop.
(3) Let ∆f ∗(ω) be such that
Hsym(f0 + ∆f ∗(ω), ω) = Hsym(x∗(ω), ω),
where x∗(ω) = argminxHsym(x, ω). Define the sets
S+ := {ω ∈ S \MIN0 : f0 > x∗(ω)},
S− := {ω ∈ S \MIN0 : f0 < x∗(ω)}.
Let
∆f(ω) =

max(−a(Hsym(f0, ω)− µ0), ∆f ∗(ω)), ω ∈ S+,
min(a(Hsym(f0, ω)− µ0), ∆f ∗(ω)), ω ∈ S−,
aξ(µ0 −Hsym(f0, ω)), ω ∈ I,
0, elsewhere,
(36)
where
ξ = − E[∆f(ω), S+ ∪ S−]
E[a(µ0 −Hsym(f0, ω)), I] . (37)
Let f1 = f0 + ∆f(ω). Return to step 1.
End algorithm. Recall Theorem 2.7:
Theorem. Let {fn}∞n=0 be the sequence obtained by iterating the algorithm on an
initial point f0 ∈ F . Let dn = ess supΩHsym(fn(ω), p, ω) − E[Hsym]. There are three
possibilities:
(1) If it terminates in a finite number of steps with dn = 0, we have a minimizer
that’s a corrector.
(2) If it terminates in a finite number of steps with dn > 0, we have a minimizer
that’s not a corrector.
(3) If it does not terminate, we produce a corrector in the limit. That is, fn → f∞
in measure and Hsym(f∞, p, ω) = H(p) a.s
Next, we briefly illustrate two different types of minimizers obtained by the algorithm.
Suppose we’re in two dimensions. If p = (1, 1), then
f0(ω) =
mini=1,2 τ(0, ei)
E[mini=1,2 τ(0, ei)]
− 1
is a corrector. If p = (−1, 1), then Hsym( · , p, ω) takes its minimum value at
(τ(0, e2)− τ(0, e1))
(τ(0, e1) + τ(0, e2))
:= f0.
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Figure 1. Sketch of sets in algorithm. The outer rectangle represents
the probability space Ω. It shows the situation where R 6= S \MIN0.
In this case, there is a possibility that the algorithm may terminate in
the next step.
If we assume that τ(0, e1) and τ(0, e2) are i.i.d., E[f0] = 0. Then we’re clearly at a
minimizer, but f0 is not a corrector.
We need the following lemma to prove Theorem 2.7.
Lemma 6.2. The function Hsym(x, ω) has the following properties:
(1) For each ω, it is convex in x.
(2) It has a unique measurable minimum x∗(ω).
(3) Its left and right derivatives (in x) satisfy
D−Hsym(x, ω) ∈ [b−1, a−1], x ≥ x∗(ω),
D+Hsym(x, ω) ∈ [−a−1,−b−1], x ≤ x∗(ω).
We will prove Lemma 6.2 after proving Theorem 2.7.
Proof of Theorem 2.7.
(1) In the first step, we compute d0, the distance between the mean and supremum
of Hsym(f, ω). If d0 = 0, f must be a corrector, and by Corollary 2.4 it must
be a minimizer. Therefore, we stop the algorithm.
(2) MIN0 is the set on which Hsym(f0, ω) cannot be lowered further. S and I are
the sets on which Hsym(f0, ω) is higher and lower than its mean µ0, respec-
tively. f0 will be modified on these two sets in step 3.
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Lemma 6.2 says that Hsym( · , ω) is convex and has a minimum at x∗(ω).
So there is the possibility of the algorithm getting “stuck” at a minimum of
Hsym. That is, f0 might be such that Hsym(f0, ω) = Hsym(x∗(ω), ω) on a set
of positive measure. Suppose we also have
ess sup
ω∈MIN0
Hsym(f0, ω) = ess sup
ω∈Ω
Hsym(f0, ω).
Then, for any other g ∈ F , we clearly have Hsym(g(ω), ω) ≥ Hsym(f0(ω), ω)
on MIN0. Hence f0 must be a minimizer, and we stop the algorithm.
(3) ∆f is first defined on the sets S+ and S− so that the supremum falls. Then,
∆f is defined on I so that it satisfies
E[∆f ] = 0,
and therefore f0 + ∆f remains in the set F .
We must ensure that ξ in (37) is not infinite. Note that E[(µ0−Hsym(f0, ω)), I] >
0 since we’ve assumed that Hsym(f0, ω) < µ0 on I. Hence ∆f is well-defined
on I. Since
E[(Hsym(f0, ω)− µ0) , S] = E[(µ0 −Hsym(f0, ω)) , I],
we have
|E[∆f, S+ ∪ S−]| ≤ aE[(Hsym(f0, ω)− µ0), S+ ∪ S−],
≤ aE[µ0 −Hsym(f0, ω), I].
Therefore from (37),
− 1 ≤ ξ ≤ 1. (38)
Next, we claim that if ess supHsym(f1) does not fall sufficiently at the end of step 3,
it will terminate in the next iteration.
Claim 6.3. If
ess sup
ω∈Ω
Hsym(f1, ω) > ess sup
ω∈Ω
Hsym(f0, ω)− d0a
b
, (39)
the algorithm will terminate when it goes to step 2 in the following iteration. That
is, we will have
ess sup
ω∈Ω
Hsym(f1, ω) = ess sup
MIN1
Hsym(f1, ω),
where MIN1 is defined in (35) with f0 replaced by f1.
We will show Claim 6.3 after completing the proof of the theorem. Next, we prove that
if the algorithm does not terminate in either step 1 or 2, we produce a minimizing
sequence. Suppose that the algorithm does not terminate, and let fn be the n
th
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iterate. Let dn be the corresponding distance between the ess sup and mean of the
Hamiltonian. Claim 6.3 gives us the estimate
ess sup
ω∈Ω
Hsym(fn, ω) ≤ ess sup
ω∈Ω
Hsym(fn−1, ω)− dn−1a
b
.
Since Hsym ≥ 0, we must have
∑∞
n=0 dn <∞. The form of ∆fn in (36) implies
|∆fn(ω)| ≤ dn, ω ∈ S+ ∪ S−,
E[|∆fn(ω)|, I] = |E[∆fn, S+ ∪ S−]| ≤ dn.
Hence,
∑∞
i=0 ∆fn is absolutely summable in L
1(Ω) and therefore fn → f∞ in measure
and in L1. Since Hsym(fn(ω), ω) is uniformly bounded, so is the sequence {fn}∞n=0.
Then, for any p > 1,
0 = lim
n
dn
= lim
n→∞
(
ess supHsym(fn(ω), ω)−
∫
Hsym(fn(ω), ω)P(dω)
)
,
≥ ‖Hsym(f∞, ω)‖p −
∫
Hsym(f∞, ω) ≥ 0,
using the continuity of the Hsym(x, ω) in the x-variable, its nonnegativity, and the
bounded convergence theorem. This implies that Hsym(f∞, ω) is a constant and thus,
f∞ is a corrector. This completes the proof except for Claim 6.3.

Proof of Claim 6.3. It will be useful to refer to Fig. 1, which is a visual representation
of the sets defined in the algorithm. Let
R := {ω ∈ S \MIN0 : a|Hsym(f0, ω)− µ0)| < ∆f ∗(ω)}
be the set on which we can modify f0 without hitting the minimum of Hsym(f0, ω);
i.e., Hsym(f1, ω) > Hsym(x∗(ω), ω). From the definition of ∆f and the bound on the
derivatives of Hsym( · , ω) in Lemma 6.2, we have
Hsym(f0, ω)− 1
a
a(Hsym(f0, ω)− µ0)
≤ Hsym(f1, ω)
≤ Hsym(f0, ω)− 1
b
a(Hsym(f0, ω)− µ0) ω ∈ R a.s.
Therefore,
µ0 ≤ ess sup
ω∈R
Hsym(f1, ω) ≤ ess sup
ω∈R
Hsym(f0, ω)− da
b
. (40)
29 Variational formula for first-passage percolation
Similarly for ω ∈ I, we use the bound on ξ in (38) and the derivative bound
in Lemma 6.2 to get
Hsym(f1, ω) ≤ Hsym(f0, ω) + |ξ| (µ0 −Hsym(f0, ω)) ≤ µ0, ω ∈ I a.s (41)
It’s clear that S \ R ⊂ MIN1, since S \ R represents the set on which we will hit the
minimum of Hsym when modifying f0. Since ∆f = 0 on S ∩MIN0, we must also have
S ∩MIN0 ⊂ MIN1.
Consider the claim in (39) again; this and equations (40) and (41) imply that we
can ignore the sets R and I when taking a sup over Ω. It’s clear that we can ignore
Ω \ S \ I too, since Hsym(f0, ω) = µ0 on this set. Summarizing, we get
ess sup
Ω
Hsym(f1, ω) = ess sup
S\R ∪ S∩MIN0
Hsym(f1, ω) = ess sup
MIN1
Hsym(f1, ω).
Hence, the algorithm terminates at step 2 in the next iteration. 
To finish, we complete the proof of Lemma 6.2.
Proof of Lemma 6.2. ClearlyHsym is convex. Its minimum is unique since τ(0, α, ω) ≤
b, and therefore, it cannot have a “flat spot” parallel to the t-axis.
Hsym can only take its minimum at a minimum of |t + p · α|/τ(0, α, ω) for some
α ∈ A+, or when t is such that |t+ p · α1|/τ(0, α1, ω) = |t+ p · α2|/τ(0, α2, ω) for any
α1, α2 ∈ A+. There are only a finite number of such possibilities; we can compute all
of them explicitly, and hence x∗(ω) is measurable.
We have D−Hsym(t, ω) ∈ [b−1, a−1] or D+Hsym(t, ω) ∈ [−a−1,−b−1] for all t, since
Hsym is a max of linear functions each with absolute slopes between b−1 and a−1. 
Consider the following special case of first-passage percolation under the symmetry
assumption. Suppose we have a periodic medium with equal periods in all directions;
i.e., the translations satisfy for some fixed n
τ(0, ·, V nω) = τ(0, ·, V ω) a.s.
Then, the edge weights ~q(ω) = (τ˜(e1, ω), . . . , τ˜(ed, ω)) can only take a finite number
of different values {~q0, . . . , ~qn−1}. Define the sets
Ai := {ω ∈ Ω : τ(0, ·, ω) = ~qi}, i = 0, . . . , n− 1.
Periodicity forces the constraint P(Ai) = 1/n. The set F of functions in (16) can be
restricted to
F :=
{
f(ω) : f(ω) =
n−1∑
i=0
fi1Ai(ω), fi ∈ R, E[f ] = 0, ‖f‖∞ <∞
}
, (42)
and the algorithm continues to produce a minimizer.
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Periodic homogenization has been well studied and there are many algorithms to pro-
duce the effective Hamiltonian; see for example, Gomes and Oberman [18] or Ober-
man et al. [36]. Our contribution here is that the algorithm works even if τ(0, ·, ω)
takes an uncountable number of values; i.e., the period is infinite. It’s worth stating
that our algorithm appears to be quite fast, even compared to large time methods
like Oberman et al. [36].
Remark 2. The symmetry assumption is a massive simplification, and removing this
is a real challenge. If the generating translations V ei are rationally related, we ought
to be able to generalize the algorithm with a little work. However, taking this route
in general—solving the loop/cocycle condition as in Prop. 6.1— is probably hopeless.
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