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Laser-Induced Breakdown Spectroscopy (LIBS) and Raman spectroscopy are still 
growing analytical and sensing spectroscopic techniques. They significantly reduce the time and 
labor cost in analysis with simplified instrumentation, and lead to minimal or no sample damage. 
In this dissertation, fundamental studies to improve LIBS analytical performance were performed 
and its fusion with Raman into one single sensor was explored. 
On the fundamental side, Thomson scattering was reported for the first time to 
simultaneously measure the electron density and temperature of laser plasmas from a solid 
aluminum target at atmospheric pressure. Comparison between electron and excitation 
temperatures brought insights into the verification of local thermodynamic equilibrium condition 
in laser plasmas. 
To enhance LIBS emission, Microwave-Assisted LIBS (MA-LIBS) was developed and 
characterized. In MA-LIBS, a microwave field extends the emission lifetime of the plasma and 
stronger time integrated signal is obtained. Experimental results showed sensitivity improvement 
(more than 20-fold) and extension of the analytical range (down to a few tens of ppm) for the 
detection of copper traces in soil samples.  
Finally, laser spectroscopy systems that can perform both LIBS and Raman analysis were 
developed. Such systems provide two types of complimentary information – elemental 
composition from LIBS and structural information from Raman. Two novel approaches were 
reported for the first time for LIBS-Raman sensor fusion: (i) an Ultra-Violet system which 
combines Resonant Raman signal enhancement and high ablation efficiency from UV radiation, 
and (ii) a Ti:Sapphire laser based NIR system which reduces the fluorescence interference in 
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CHAPTER 1 INTRODUCTION 
1.1 Motivation 
Concerns about consumer safety have surfaced many times in recent years. Threats can 
originate from consumer products or the environment in which people live. Some examples of 
consumer product-related safety issues are heavy metals in toys [1], melamine in infant milk 
powder [2] and bacteria contamination in vegetables [3]. During the manufacturing process, 
industrial waste sometimes is not properly treated and releases organic or inorganic pollutants 
into the water, soil, or air [4]. These pollutants could enter the human body, whether directly or 
indirectly through products, thus causing disease, deformity, and even death.  
With increasing attention on these problems and tightening government regulations, 
quality control agencies and manufacturers are constantly looking for more powerful tools that 
can be used in their inspection processes. Robust sensing and analytical methods would enable 
manufacturers or inspection agencies to detect hazardous constituents during or after the 
manufacturing process, thus ensuring the quality of products sold on the market, and minimizing 
the risk to consumers from harmful products or contaminated environment.  
1.2 Pros and Cons of Current methods  
Currently, samples can be examined by various methods depending on the analyte 
property. For detection and quantification of heavy metals, methods like atomic absorption 
spectrometry (AAS) [5], inductively couple plasma optical emission spectrometry (ICP-OES) [6] 
or mass spectrometry (ICP-MS) [7], X-ray fluorescence (XRF) [8], etc., can be applied. For 
applications involving identification of molecular structures, Gas/Liquid Chromatography Mass 
2 
Spectrometry (GC/LC-MS) [9, 10], Nuclear Magnetic Resonance (NMR) [11],  Fourier 
transform infrared (FT-IR) and Raman spectroscopy [12] analysis can provide reliable and 
sensitive detection. For food quality control, microbial analysis, sensory analysis, and 
biochemical/physico-chemical methods are used [13]. Most of these techniques have well-
established analysis protocols and are accepted by the community. However, many of the 
methods suffer from certain common drawbacks [13, 14], such as being time-consuming, labor-
intensive, costly, difficult to apply to on-line analysis, or requiring a complicated sample 
preparation process, the destruction of the sample or highly-specialized expertise for analysis and 
instrument maintenance. These drawbacks mean that consumer safety inspection is restricted to 
laboratories, and many samples do not get a chance to be examined. In order to expand the extent 
and depth of consumer safety inspection, the sensing and analytical chemistry communities are 
making efforts to either improve current techniques to overcome those drawbacks, or 
investigating new technologies which are intrinsically accurate, rapid, versatile, and low cost. 
1.3 LIBS and Raman: key anchors in analysis  
For elemental analysis, Laser-induced breakdown spectroscopy (LIBS) is one of the 
candidates to fulfill the task mentioned above. LIBS is an atomic emission spectroscopy (AES) 
technique, which unveils the elemental composition of the sample material [15, 16]. As a 
plasma-based technique, LIBS is not only a powerful tool for heavy metal detection, but can 
theoretically be used for all other elements. LIBS uses simple, relatively low-cost 
instrumentation and requires no or minimal sample preparation, which saves time and labor. 
After optimization, analysis can be done in a few seconds, and therefore the analysis period is 
greatly reduced. Very small amount of the sample material is consumed in LIBS experiments, 
3 
usually in the range of ng to µg per shot. LIBS can provide very good spatial resolution by 
focusing the laser beam tightly. It can be applied to on-line monitoring and analysis.  
However, LIBS still needs many improvements in order to face new challenges in the 
real world [17]. For now, LIBS remains inferior to traditional elemental techniques in term of 
sensitivity and limit of detection, and has been criticized for the poor reproducibility, in part 
because it lacks a widely recognized analysis protocol. To improve LIBS performances, studies 
of laser plasmas are needed for better understanding of the plasma creation, evolution, and 
emission processes. Characterization of LIBS plasmas can provide insights to the development 
of LIBS analysis protocol. Meanwhile, improved instrumentation can provide another boost of 
performance, which is often related to the development of laser technology, optics, and advanced 
detectors. 
As an elemental analysis technique, LIBS is inherently limited in the molecular structure 
information it provides [18], since sample materials are atomized and ionized during the 
extraction and excitation process. For molecule detection and identification with LIBS, a link 
between the elemental information and molecules in the original sample has to be found. Such 
links can be found in limited applications [19, 20]. However, these links usually require specific 
experimental conditions and special data treatments.  
Raman spectroscopy, another laser spectroscopy technique but based on molecular 
vibrational modes, has been attracting attention recently for molecular analysis [21]. Raman 
spectra provide extensive information about the molecular structure of sample. Similar to LIBS, 
Raman spectroscopy is a simple, fast, low-cost spectroscopy method with excellent spatial 
selectivity and allows for on-line analysis [13, 22]. Furthermore, Raman is completely 
4 
nondestructive. All these advantages make LIBS and Raman strong candidates for the next 
generation of analysis standards.  
Just as LIBS has limited molecule detection capability, Raman spectroscopy is not 
suitable for elemental analysis. Therefore, efforts are being made to broaden their usage through 
sensor and data fusion [23-27]. Due to the similarity between and compatibility of the LIBS and 
Raman setup, both LIBS and Raman analysis can be done using the same instrument without 
many modifications. Both LIBS and Raman can also be used to interrogate the same sample for a 
better understanding of its composition, since information provided by LIBS (elemental 
composition) and Raman (molecular structure) are complementary. This strategy has been 
successfully applied in the field of explosive detection and identification [25, 27, 28], but has not 
been extended to civilian applications such as consumer safety.  
1.4 Overview of the thesis 
This thesis investigates three different aspects of LIBS (laser plasma characterization, 
signal and sensitivity enhancement, and molecular information extraction), which help the 
advance of laser spectroscopy especially LIBS. Chapter 2 and 5 contain background knowledge 
related to this study. Chapter 3, 4 and 6 focuses on each individual aspect mentioned above. A 
general conclusion and future work are given in Chapter 7. 
After an overview of the fundamentals of LIBS (Chapter 2), Chapter 3 focus on the 
characterization of the electron density (ne) and electron temperature (Te) of LIBS plasmas using 
the Thomson scattering (TS) technique. The TS technique can measure these two parameters 
simultaneously without special assumptions of the plasma equilibrium conditions. It is 
considered a more reliable Te and ne characterization method than conventional methods such as 
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the Boltzmann plot, and the Stark broadening. Chapter 3 describes how to overcome difficulties 
to bring this powerful technique to the characterization of LIBS plasma at atmospheric pressure. 
It is the first demonstration of this technique in the characterization of plasmas from solid 
samples at atmospheric pressure. The improved accuracy and reliability of Te and ne 
measurements brought by TS can potentially optimize the validation of plasma models, and 
contribute to the development of experimental protocols for real-world LIBS applications. 
The detection of lower concentrations is a holy grail for LIBS. Chapter 4 investigates a 
novel signal enhancement method called Microwave-Assisted LIBS (MA-LIBS) that can help 
LIBS produce more emission. In MA-LIBS, a microwave system is added to a conventional 
LIBS setup, so that the LIBS plasma can absorb energy from the microwave. As a result, longer 
emission lifetime was observed. After the description of the enhancement principle and 
experimental setup, the discussion in Chapter 4 focuses on the analytical benefits. Thanks to the 
microwave system, the sensitivity was improved more than 20 times for the detection of Cu in 
soil samples, and trace elements not observed in conventional LIBS spectra was detected. Other 
special features caused by the microwave are also discussed. MA-LIBS maximizes the 
enhancement effect when the ablation laser irradiance is low, and therefore, this new technique 
will find its applications in minimal destructive multi-element analysis. 
After Chapter 4, the discussion shifts to the topic of how to obtain molecular information 
with a LIBS system. As mentioned earlier, Raman spectroscopy is a good candidate for this 
purpose, since sensor fusion with LIBS is possible. To make the discussion easier, Chapter 5 
provides a brief introduction to Raman spectroscopy.  
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Before reaching LIBS-Raman sensor fusion, Chapter 6 first discuss a method for 
molecular information extraction based on pure LIBS. In this method, a link between the atomic 
emission and the original molecules must be found. A demonstration is moisture monitoring in 
cheese samples using LIBS. It is the first time that LIBS is used for moisture measurement of a 
fresh sample. Since the correlation between LIBS signal and the molecular information may not 
be established easily, a second method based on LIBS-Raman sensor fusion is described after the 
first method. Three different LIBS-Raman systems (visible at 532 nm, UV at 266 nm, and NIR at 
785 nm) were covered in Chapter 6. Among them, the UV system and the Ti:Sapphire based NIR 
system are the first time constructed for LIBS-Raman sensor fusion purpose. After detailed 
description of the system configuration and implementation, the results and discussions are 
focused on the Raman performances. The UV system provides good Raman signal enhancement 
due to resonance effect and brings higher ablation efficiency in LIBS, while the NIR system 
reduces fluorescence background for the majority of materials and produces smoother ablation 
craters with fs pulses. Such results convey important messages on the choice of LIBS-Raman 
systems for specific applications. The LIBS-Raman sensor fusion work laid the foundation for 
future sensor fusion system development and optimization. 
Chapter 7 concludes the whole study. Potential future projects in laser spectroscopy 
developments are suggested.  
  
7 
CHAPTER 2 LASER-INDUCED BREAKDOWN SPECTROSCOPY 
2.1 LIBS Introduction 
Atomic emission spectroscopy belongs to elemental spectroscopy that can provide 
information related to the elemental composition of the sample materials. In AES, after a sample 
preparation procedure, the sample is delivered to an excitation source, which can be a flame, 
plasma, arc, or spark. Species from the sample material are atomized and excited by the 
excitation source. Atoms and ions from the sample species emit light via electron transitions, 
which gives characteristic emission spectra of the elements composing the sample. A basic 
procedure for AES and a comparison with LIBS is shown in Figure 2.1. 
 
Figure 2.1: AES procedure and comparison with LIBS.  
AES has been used to identify elements since the mid-nineteenth century. In 1860, 
Kirchhoff and Bunsen reported their flame based spectroscope [29], which led to the 
development of flame atomic emission spectroscopy, and even the discovery of new elements 
such as rubidium, cesium, thorium, and indium [30, 31]. From then on, researchers keep 
improving the methods to excite the samples. This brought the development of different 
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techniques such as electric arc and spark, DC plasma jet, inductively coupled plasma, microwave 
induced plasma (MIP), and some other types of excitation sources into the field of AES.  
A direct impact of the invention of lasers in 1960 [32] to the AES field was the use of 
lasers to atomize and excite samples for AES purposes. Laser-induced breakdown spectroscopy 
is an AES technique that uses focused laser pulses to ablate, vaporize, atomize, and excite the 
sample [15, 16]. Unlike conventional AES, the sampling process and excitation can be done 
together with only one laser pulse as shown in Figure 2.1, which greatly reduced the time 
consumption and instrumentation complexity. In 1963, a team in Ford Inc. used the “laser 
microprobe” to detect Cr and Ni in stainless steel samples [33, 34]. In the same year, Debras-
Guédon and Liodec used a ruby laser to create plasma on various samples and recorded spectra 
of different elements as well as two molecular species using a spectrograph and photographic 
films [35]. Their work showed the potential of laser-induced plasmas to perform elemental 
analysis. From then on, the development of laser technologies and detection devices pushed 
different aspects of LIBS and its applications. A more detailed LIBS history can be found from 
Ref [15], Chapter 1. 
2.2 Fundamentals of LIBS Plasma 
With a nanosecond laser, it takes several steps to create the LIBS plasma from its original 
sample matrix as shown in Figure 2.2. After the laser pulse hits the sample surface, the sample 
material melts and vaporizes due to the rapid increase of temperature [36]. The vapor is then 
excited and ionized due to laser irradiation, and plasma is created. For femtosecond laser 
material interaction, since about 10 ps is needed for the lattice to reach thermal equilibrium with 
electrons [37], the heating effect of the sample material and ablation process are different from 
9 
the nanosecond case. In this section, we restrict our discussion mainly on nanosecond laser 
material interaction, since nanosecond lasers are the most widely used lasers for LIBS 
experiments and also in this thesis. The plasma formation processes, the equilibrium state of 
LIBS plasmas, and the links between plasma emission, laser-induced plasma, and the sample will 
be discussed in the following content.   
 
Figure 2.2:Plasma creation steps 
2.2.1Plasma formation 
As mentioned earlier, no matter in what phase the sample is, the nanosecond laser pulse 
vaporizes the sample material before ionization begins to dominate. Then, two main processes, 
multiphoton ionization and cascade ionization, lead to sample vapor breakdown [15, 38, 39]. 
Multiphoton ionization is a nonlinear absorption process shown in Figure 2.3-a. An electron in 
an atom M can absorb multiple photons simultaneously and escape from the potential trap of the 
atom. This process can be described by 
−+ +→+ eMmhM ν                                              (2.1). 
In this expression, m is the number of absorbed photons. Usually the ionization energy of an 
element is much higher than the energy of a single photon. The multiphoton absorption cross 
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section is inversely proportional to Im where I is the irradiance of the light. Hence this process 
prefers shorter wavelength laser light which requires less photons to meet the ionization energy. 
Cascade ionization shown in Figure 2.3-b, also called avalanche ionization, needs an initial free 
electron, which can absorb energy from the laser pulse through inverse Bremsstrahlung 
absorption. The absorption efficiency is proportional to λ3, so the absorption process prefers IR 
pulses to visible or UV pulses [40]. The free electrons are able to excite or even ionize another 
electron through collision. This process is described by 
 −− +→+ eMeM *         (2.2-a); 
−+− +→+ eMeM 2         (2.2-b), 
in which M* represents the excited species. For pulses longer than several tens of picoseconds, 
cascade ionization dominates the ionization process. This is because the laser pulse is long 
enough to sustain the exponential growth of the number of electrons. The initial free electron can 
be obtained through tunneling effect, multiphoton ionization, easily ionized impurities, or even 
cosmic radiation ionization.  
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Figure 2.3: Ionization with (a) multiphoton ionization, and (b) cascade ionization. In the figure, 
e- represents electrons; hν represents photons; IB is inverse Bremsstrahlung absorption. 
The plasma can be heated by the remaining part of the laser pulse.  The heating process is 
closely related to the plasma frequency or the critical electron density. The plasma frequency 
describes the natural oscillation frequency when a neutral plasma is perturbed by external force. 










=          (2.3), 
where me is the mass of an electron, e is the electron charge, ε0 is the permittivity of the vacuum, 
and ne is the electron density of the plasma. When the laser frequency is equal to the plasma 
frequency, the electron density of the plasma is called the critical electron density corresponding 
to that laser frequency. If the plasma has an electron density below the critical electron density, 
the plasma is transparent to the laser and part of the laser beam can penetrate the plasma layer 
and reach the sample. Otherwise, the laser is not able to penetrate the plasma which acts as a 
mirror. This is the plasma shielding effect. The critical electron density can be expressed as [15]: 
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≈=        (2.4), 
where c is the speed of light in vacuum, and λ is the wavelength in micrometer in the 
approximate expression.  
All the above processes require laser irradiance at the sample surface larger than the 
breakdown threshold. For solids, the threshold usually is in the range of 108 – 1010 W/cm2 [15]. 
For gas samples, at atmosphere pressure, this number is usually 1 to 3 orders of magnitude 
higher than solid materials depending on the gas species. The breakdown threshold of liquids is 
between that of solids and gases [15].  
2.2.2 Equilibrium state of laser-induced plasma  
Laser-induced plasma can be considered as a system of electrons, ions, atoms and 
radiation interacting with each other. Collision and radiation are the two major interaction 
approaches. Since radiation brings energy to the outside of the plasma system in the form of light 
emission, a complete Thermodynamic Equilibrium is not reached for an emitting plasma. If 
collision processes are much more dominant than radiative processes for energy transfer, 
radiation can be decoupled from the rest of the plasma system. In this case, the plasma is only 
considered under Local Thermodynamic Equilibrium (LTE) [16]. This approximation assumes 
thermodynamic equilibrium exists in a small region of the plasma, though difference can exist 
from region to region [15] . Under LTE conditions, high temperature species transfer their 
energy to low temperature species in the plasma through collisions. After sufficient amount of 
collisions, species in the plasma such as electrons, atoms and ions share the same kinetic energy 
that is characterized by a common temperature. Due to the small mass, energy transfer is mainly 
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through collision with electrons. The electron temperature, describing the kinetic energy of the 
electrons, is considered as the characteristic temperature of the plasma. Meanwhile, the electron 
density is directly related to the collision rate. Therefore, the electron temperature Te and electron 
density ne are the basic parameters to describe the LIBS plasma under LTE.  
Since species in the plasma under LTE share the same temperature, the population of 
different ionization stages and excitation levels can be described by the Saha equation and 
Boltzmann distribution respectively using the same T. Usually in LIBS plasma, highly ionized 
species are rare observed. Most of the emitters that are useful in LIBS are atomic species and 
singly ionized species. The Saha equation gives the population ratio between the two different 
ionization stages, which has the form [16]: 
























23π                                                             (2.5). 
On the left side of the equation is the electron density times the ratio between nII, the density of 
singly ionized species, and nI, the density of neutral species of the same element. On the right 
side is a function of temperature T, in which me is the mass of the electron, UI,II(T) is the partition 
function of the two different species, Eion is the ionization potential of the atom, ΔE is the 
ionization potential reduction due to the local electric field in the plasma, kB and h are the 
Boltzmann and Plank constants respectively. The Boltzmann distribution is used to characterize 
the population of different energy levels of the atoms or ions in the plasma system. The ratio 
between the population of two different energy levels in the same ionization state of an element 











j −−= exp                                                                            (2.6) 
in which i and j representing two different levels, gi,j is the degeneracy of the corresponding level, 
E is the energy of the level. Figure 2.4 shows the regimes where Saha equation and Boltzmann 
equation can be applied. Saha equation only dictates the overall populations in different 
ionization stages, while Boltzmann distribution works both in ion states and atom states.  
 
Figure 2.4: Illustration of the regimes where Saha equation and Boltzmann distribution are 
applied. Parameters in this figure can be found in the Saha equation and Boltzmann distribution. 
As mentioned before, the number of collisions (which is linked to the electron density) 
must be sufficiently large to ensure LTE is satisfied. This statement puts a requirement on the 
electron density in order to reach LTE, since more collisions usually need more electrons in the 
plasma. For this purpose, the McWhirter criterion [16] is used to check if LTE condition is 
violated, which states that the lower limit of electron density must be larger than 
( )32112106.1 ET ∆×  for which LTE holds, or 
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 ( )32112106.1 ETne ∆×>        (2.7) 
where T is the plasma temperature in K, and E∆ is the highest energy transition in eV. If the 
electron density could not meet this value, LTE is violated. However, if the McWhirter criterion 
is met, LTE may not always be satisfied [41]. This is because a large number of electrons are 
needed to sustain the high collision rate, but having a large number of electrons does not always 
give a lot of collisions. More experiments or calculations are needed to test if LTE is satisfied or 
not [41]. 
2.2.3 Plasma emission 
Emission from LIBS plasma evolves with time as shown in Figure 2.5. After the laser 
pulse creates the plasma, strong continuum emission from the Bremsstrahlung process and 
electron-ion recombination dominates the spectrum in the early stage of the plasma expansion 
[15, 16]. While the continuum emission decreases, ionic and atomic emission becomes clear and 
sharp due to the increased signal to background ratio and weakened Stark broadening effect. 
Usually ionic emission lasts for a shorter time than atomic emission, because recombination 
processes reduce the ion density in the plasma. Finally after a few microseconds molecular 
emission sometimes could be observed due to radical formation [42-45].  
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Figure 2.5: The evolution of plasma emission over time. (Courtesy of Matthew Weidman) 
In most spectroscopic experiments, the continuum background causes spectral 
interference to the atomic and ionic lines, and therefore is avoided by delaying the camera 
exposure. If the initiation of the plasma is considered as time zero, usually a short delay of a few 
hundred nanoseconds to more than 1 microsecond and an exposure time (gate width) usually few 
tens of microsecond are used to filter out most of the continuum emission and improve the SNR 
for the atomic and ionic lines. A typical optimized LIBS spectrum looks like Figure 2.6. 
Temporally resolved LIBS spectra help the determination of the best exposure time and exposure 
delay by analyzing the optimum SNR as a function of time for a specific application [46]. For 
molecule related analysis, longer delay and gate width can be used since molecular emission 
occurs later at lower temperature and also lasts longer. 
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Figure 2.6: A LIBS spectrum from an yttrium aluminum garnet (YAG) crystal. 













                                                                              (2.8), 
where 
λ
hc is the energy of the photon with wavelength λ in J, nis is the number of the element in 
the upper level i usually in cm-3, Aij is the transition probability in s-1 from upper level i to lower 
level j, ns is the total number of the element in the plasma, Us(T) is the internal partition function 
of the species at a specific temperature [16].  
In a practical LIBS system, the detection system will impose an efficiency factor to 












                                                                                          (2.9). 
In this Equation, ijI is the measured integral line intensity in watt per steradian per unit volume, 
CS is the concentration of the emitting species, and F is an experimental parameter describing the 
efficiency of the detection system. From the above equation we can see that the line intensity of a 
specific transition from an emitting species depends linearly on the emitter concentration, 
assuming the plasma characteristics such as the temperature and electron density do not change. 
If intensity values can be measured with known concentration of the species in the sample, this 
linear relationship can be easily found through a linear fit. A calibration curve like the one shown 
in Figure 2.7 is used to derive the concentration in the unknown sample by measuring the line 
intensity of the interested species. Many quantitative measurement results have been reported. 
However, how well the calibration samples can represent the unknown sample can change the 
results dramatically [47]. Matrix effect is one of the most important factors affecting the 
performance of this calibration curve method. The physical properties and composition of the 
sample affect the element signal, such that changes in concentration of one of the elements 
forming the matrix alter an element signal even though the concentration of the element of 
interest remains constant [16]. To minimize the influence of matrix effect, different 
normalization methods were studied, such as using a emission line from a major element as an 
internal standard [48], or the acoustic signal [49, 50] as an external standard. 
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Figure 2.7: Calibration curve for LIBS measurements of Cu in soil using the 324.75 nm line.  
Another quantitative measurement procedure not relying on calibration curves was 
proposed in 1999 [51]. This calibration free (CF) method showed very good agreement with 
well-established chemical analysis methods such as ICP-OES/MS, XRF and others in some 
experiments [51-53], but discrepancies are also reported [54]. Reasons causing the failure of the 
CF method, such as non-ideal plasma, and experimental issues are discussed in [55]. Since CF-
LIBS assumes emission lines from all elements in the sample are observed and LTE is well 
satisfied, the performance still need to be improved for applications to complex samples where 
emission of some elements is not in the detection spectral window or radical formation reduces 
the actual emission of an element in the plasma. 
2.3 Diagnostics for LIBS Plasmas 
As mentioned above, the plasma temperature and the electron density are the two 
fundamental plasma parameters. Knowing their values is very important and helpful in 
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understanding and modeling the plasma, and in improving LIBS performances such as in 
calibration-free LIBS analyses. Among the two parameters, the plasma temperature is usually 
characterized by either the excitation temperature or the electron temperature, which are equal to 
each other under the LTE condition. Although each species in the plasma can have a temperature, 
such as ion temperature, rotational and vibrational temperature of the molecules, and so on, the 
discussion will be focused on the excitation temperature and the electron temperature due to their 
traditional use in diagnostics.  
2.3.1 Excitation Temperature 
The excitation temperature is the temperature that appears in the Boltzmann distribution, 
and is used to describe the population ratios between different levels. Under the LTE assumption, 
the excitation temperature is directly related to the emission intensity of an element.  
By adjusting the terms in Equation 2.9 and taking the natural logarithm, another form of 




























                                                                      (2.10), 
The equation has a simple y = ax + b form, if we consider Ei as the variable. The temperature is 
in the slope of the line which is
kT
1
− . Using this expression, the excitation temperature can be 
derived from a linear fit with the slope being 
kT
1
− . Figure 2.8 is a typical graph called 
Boltzmann plot for excitation temperature measurement. 
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Figure 2.8: Boltzmann plots of Cr I in plasma from a Cr:LiCAF crystal. Estimated plasma 
temperature is about 7980 K.  
2.3.2 Electron Density 
Besides the excitation temperature, the emission lines can also provide us with 
information about the electron density. Due to the Stark effect generated by the electrons and 
ions, the emission lines experience Stark broadening. In a typical LIBS plasma, in which the 
broadening from ions can be ignored, the Stark broadening of a line ΔλStark in FWHM (full width 








nwλ                                                                                             (2.11). 
w in Equation 2.11 is the electron impact parameter, which is the HWHM Stark line width 
caused by an electron density of 1016 cm-3. For most cases if other broadening mechanisms such 
as natural (in the order of 10-3 nm) and Doppler broadening (depending on the temperature and 
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atomic mass, but usually less than 10-2 nm or for early time LIBS plasmas) are negligible, the 
line width is approximately equal to the Stark width (in the order of 0.1 to 0.01 nm) [15]. Hence 
the electron density can be calculated directly measuring the line width [56-58] assuming the 
spectrometer has a resolving power allowing such measurements.  
Other methods such as interferometry or shadowgraphy are also used to characterize 
plasma density [59-61]. These methods typically characterize electron density on the order of 
1016 or higher. The free electrons generated during the plasma formation will change the 
refractive index of the air, which changes the interference pattern (for interferometric methods), 
or causes light deflection (for shadowgraph methods).  
2.3.3 Thomson Scattering for Te and ne Diagnostics  
The elastic scattering of electromagnetic waves by charged particles (particularly free 
electrons when it is used in Te and ne measurements) is called Thomson scattering (TS). It 
becomes Compton scattering when the wavelength of electromagnetic wave is small enough 
(mainly for X-rays and gamma rays). The spectrum of the scattered light can be used in plasma 
diagnostics for measuring electron density and temperature.  
For low temperature plasma (speed of electron v << c), the power spectrum of the 
scattered light can be described by 







0 ××=                                                         (2.12).     
In this expression, k is the difference between the incident wave vector and the scattering wave 
vector (shown in Figure 2.9) and k is its magnitude, ωS is the angular frequency of the scattered 
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light, Pi is the incident laser power, and A is the beam spot size, r0 is the classical electron radius 
defined by cmcmer e
1322
0 1082.2
−×== , ŝ  is the unit vector of ks which is the scattering wave 
vector, ioÊ is the unit vector of the polarization of the incident electric field, N is the number of 
free electrons in the volume of the probe laser, S(k, ωS) is spectral density function or the shape 
factor of the spectrum. The APi term is the irradiance of the probe laser. Higher laser irradiance 
produces higher Thomson scattering signal. Meanwhile, for the same probing volume, the higher 
the electron density is, the larger N becomes, and therefore the stronger Thomson scattering 
intensity. The importance of the polarization of the probe laser can be understood from the cross 
product term. As shown in Figure 2.9, the incident laser is propagating in the y direction, and has 
a wave vector ki. ki and ks defines the y-z plane. Eio is always perpendicular to ki. If Eio is 
perpendicular to ks, ioEs ˆˆ× is unity. Otherwise, the value of this term can change between 1 and 0, 
and therefore influence the scattered power. The last component S(k, ωS) defines the shape of the 
spectrum. This shape factor has no analytical expression [62], but numerical simulation has been 
well studied [62, 63].  
 
Figure 2.9: Direction diagram for Thomson scattering. 
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Depending on the plasma properties, the TS spectra can look different. Figure 2.10 shows 
simulated TS spectra with electron temperature of 8000 K and different electron densities from 
1017 to 1013 cm-3. One can clearly see a transition of the spectra from a distinct satellite peak to a 
broad Gaussian shape centered at the zero wavelength shift. The spectral shape change is a result 
from the change of scattering from the collective regime to non-collective regime, which is 









−                                                                               (2.13). 
In this expression, θ is the angle between the incident wave vector and the scattering wave vector. 
λ0 is the incident wavelength. λD is the Debye length, which is a function of the plasma 








εελ =                                                                                              (2.14). 
In this expression, εr is the relative permittivity of the plasma, ε0 is the permittivity of vacuum. 
For α << 1 the scattering is considered as non-collective scattering. In this case, the scattering 
spectrum is determined by the electron temperature and the intensity is determined by the density. 
For 1≥α , the scattering is known as collective scattering, and the spectrum is determined by the 
correlated motion of electrons. 
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Figure 2.10: Simulated normalized Thomson scattering spectra with Te = 8000 K and ne ranges 
from 1017 to 1013 cm-3. The α values are 3.08, 2.18, 0.97, 0.69, 0.31, 0.22, 0.10, 0.07 and 0.03 
respectively. 
 For collective TS, the spectrum is proved to be unique. That means changing the Te and 
ne simultaneously does not reproduce a given spectrum [64]. This is the foundation of 
simultaneous Te and ne measurements using TS. Although the shape factor of a TS spectrum is 
not analytical, numerical simulation is still possible. After taking a TS spectrum from 
experimental measurements, numerically one can fit the spectrum and obtain the Te and ne as 
fitting parameters as shown in Figure 2.11. 
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Figure 2.11: Fitting a real TS spectrum. An air plasma was created and probed by a 532 nm 
laser. The Te is estimated to be 66811 ± 360 K, and ne is 3.936 ± 0.016 × 1017 cm-3. 
 For non-collective TS, the spectral shape results from the Doppler shift of moving 
electrons. When the velocity distribution follows the Maxwelliam distribution, the TS spectrum 








sin2 0 θλλ =∆                                                                                  (2.15).          
The scattered intensity is proportional to the electron density, but knowing both the collection 
geometry and the absolute scattering intensity can be very difficult. However, the Thomson 
signal can be normalized by the Rayleigh scattering signal of known gas and use the normalized 
intensity to obtain electron density information. The signal of TS and Rayleigh scattering on the 
detector (integrated area under the peak) can be expressed as:  
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LTheTS IFnI σ=                                                                                                 (2.16); 
LgRaygRay IFnI ,σ=                                                                                            (2.17). 
F is a parameter to describe the detection system response and can be considered as a constant in 
a small wavelength range around the probe laser wavelength. ng is the density of gas “g”. σTh is 
the Thomson scattering cross section, and is a constant equal to 6.65×10-25 cm2 for free electrons. 
σRay,g is the Rayleigh scattering cross section for gas “g”. This number usually can be found in 
published literatures [66, 67]. IL is the laser irradiance. By taking the ratio of Equation 2.16 and 









                                                                                          
(2.18). 
Applying Thomson scattering to measure Te and ne only requires the electrons in the 
plasma follow the Maxwellian distribution which is often satisfied at the time of interest. No 
other assumption of equilibrium states, plasma symmetry, or chemical composition is needed. In 
addition, the transition probability Aij used in Boltzmann plots, and the electron impact parameter 
w in the Stark broadening expression often lack accurate and reliable values [68]. Error in these 
parameters will propagate to the final Texc and ne measurement results. On the other hand, 
Thomson scattering does not require specific parameters to determine the Te and ne values. The 
error is only from the noise level of the spectrum [64]. Therefore TS is considered as the most 
accurate and unambiguous diagnostic method to characterize different types of plasmas [69]. 
Furthermore, good spatial (determined by the probe beam size) and temporal (determined by 
probe laser pulse duration) information can be provided by TS measurements. Compared with 
previously mentioned methods such as Stark broadening and interferometric measurement, TS 
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method can measure a broader range of electron densities (more than 1019 cm-3 [64] down to 1013 
cm-3 [69, 70]). 
To have high signal to noise ratio (SNR) Thomson scattering spectra and reliable 
measurements, the experiment has to be conducted carefully. High energy lasers (typically 10 to 
a few hundred mJ) are needed, not only because the small scattering cross section, but also due 
to the fact that the TS signal has to compete with stray light and plasma emission for better 
contrast. However, high energy laser pulses may heat the electrons and the measured Te becomes 
higher than the unperturbed Te [71]. In experiments at atmosphere pressure or higher, energetic 
laser pulses produce strong Rayleigh scattering and even create plasmas from the background 
gas. This is the reason why most low electron density measurements (below 1016 cm-3) are 
performed in vacuum or low pressure condition [70, 72-74]. 
Additional measures can be taken to improve the SNR of the TS spectra. The polarization 
of the laser beam has to be perpendicular to the direction of observation to maximize the 
Thomson signal (see Equation 2.12). Usually special designs such as baffles or dark tubes are 
used to reduce the stray light entering the spectrometer.  Averaging a large number of shots is 
also very common in TS experiments. More detailed discussions on Thomson scattering and its 
applications can be found in dedicated publications [62, 75]. 
2.4 LIBS Instrumentation 
A typical configuration of LIBS systems is illustrated in Figure 2.12. A laser together 
with focusing optics is used to sample a small portion from the sample surface and create a 
plasma using the ablated material. Because the plasma is created from the sample itself, sample 
preparation or specific sample delivery is not necessary in LIBS experiments. The emission from 
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the excited sample species in the plasma is collected directly by fiber optics or with the help of 
collection optics, and transmitted to a spectrum analyzer (usually a combination of spectrometer 
and detector). To synchronize the system, a delay generator is used. Spectra are analyzed on a 
computer. As seen in Figure 2.12, the major components of LIBS are the laser, spectrometer, and 
detector. 
 
Figure 2.12: A typical LIBS system. (DG: delay generator) 
2.4.1 Lasers 
Different types of lasers can be used in a LIBS system for ablation and excitation. 
However, to breakdown the sample and produce plasmas, high laser irradiance in the order of 
109 W/cm2 or above is needed. To obtain such high irradiance, usually pulsed Q-switch lasers are 
chosen for LIBS applications, since too much power would be required from continuous wave 
(CW) lasers. After focusing a 10 ns pulse laser with 10 mJ or more pulse energy to about 0.1 mm 
diameter spots or less with a focusing lens, the irradiance can easily go above GW/cm2. The most 
widely used laser systems are nanosecond Nd:YAG lasers. They can generate energetic laser 
pulses (up to hundreds of mJ) with good stability at 1064 nm and its harmonics. The use of other 
nanosecond lasers is also observed in LIBS studies. UV radiation excimer lasers and harmonic 
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generation from solid state lasers give higher ablation rates for transparent samples like polymers 
and glass [76, 77]. Mid-IR lasers [78] can resonantly interact with molecular vibrational modes, 
increasing the ablation rate [79]. With the development of robust ultrafast lasers, femtosecond 
laser systems are also used in LIBS experiments to produce cleaner material sampling and less 
continuum emission [58, 80-83].  
2.4.2 Spectrometers 
A spectrometer is an instrument to decompose the incoming light into its spectral 
components [84]. Gratings are usually the core elements in spectrometers which work as the 
diffractive element. Typical LIBS spectra are obtained through a Czerny-Turner or an Echelle 
spectrometer. A schematic diagram of a Czerny-Turner spectrograph is shown in Figure 2.13-a. 
Mirror M1 collimates the light from the entrance slit, and then reflects the beam to the grating. 
M2 focuses the beam to the detector. The diffraction angle is different for different wavelengths. 
For two wavelengths with small separation dλ, the angular dispersion is defined as dλ/dβ, 
 nddd ββλ cos=         (2.19). 
In the expression d is the groove spacing, and β is the diffraction angle shown in Figure 2.13-b.  
The diffraction order n is usually 1 for Czerny-Turner spectrometers. Using the angular 
dispersion and the focal length of M2 f, the linear dispersion can be found 
 nfddld βλ cos=         (2.20). 
 The resolving power 
nNdR == λλ         (2.21) 
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 of Czerny-Turner spectrometers depends on N, the number of grooves of the grating illuminated 
by the incident light, and the diffraction order n. With a resolving power of R, two peaks 
separated by dλ around the wavelength λ is minimum resolvable. For a fixed spectrometer 
configuration, higher groove density gives better resolution. However the width of the spectrum 
coverage decreases with higher groove density. Limited by the size of the detector and the length 
of the spectrometer, to achieve the required resolving power, the spectral window of a Czerny-
Turner spectrometer is usually several tens of nanometers as shown in the spectrum in Figure 2.6.  
 
Figure 2.13: Schematic diagram of a Czerny-Turner spectrometer (a), and light diffraction from 
a reflection grating (b). 
To have a large wavelength range in a single spectrum, Echelle spectrometers, which 
utilize the high order diffraction pattern, found a new use in LIBS experiments after being 
designed for astronomic studies. The Echelle spectrometer offers relatively good resolution (R ~ 
5000-10000) but much broader wavelength coverage, usually covering from 200 nm to 800 nm 
or more with resolution around 0.1 nm (Figure 2.14). This advantage really maximizes the ability 
of LIBS to perform multi-element analysis. The disadvantages of Echelle spectrometers are 
discontinuities in the spectrum caused by the modulated spectral response, ghost lines due to 
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CCD blooming, and low throughput when trying to suppress ghost lines [85]. Due to these issues, 
Czerny-Turner type spectrometers are used in this thesis. 
 
Figure 2.14: Typical LIBS spectra taken with an Echelle spectrometer. 
2.4.3 Detectors 
Charge coupled device (CCD) detectors are widely used with spectrometers to record 
spectra. The pixel size of CCD chips is typically around 20×20 in μm [15]. The small pixel size 
provides high resolution for a fixed chip design. Furthermore, the dark current is lower compared 
with photodiode array (PDA) detectors, which means better performance under low light 
conditions. These features offer high resolution and low noise for LIBS applications. The 
cameras used in LIBS experiments vary from miniature CCD chips in compact spectrometers to 
standard scientific CCD cameras even to intensified-CCD (ICCD) cameras. Linear CCD chips 
can be integrated with portable spectrometers which are cheap and rugged compared to the 
combination of a spectrometer and a 2D CCD camera. However, the 2D CCD cameras provide a 
larger binning capacity which results in better signal to noise ratio. In an intensified CCD (ICCD) 
camera, whose basic configuration is shown in Figure 2.15, a microchannel plate acts as an 



















electro-optical shutter which is controlled by a fast high voltage electric pulse to adjust the gain 
and synchronize the laser pulse and the detection system. ICCD cameras therefore provide very 
precise timing control with low jitter (less than 1 ns), which can be useful in time-resolved 
measurements. 
 
Figure 2.15: Schematic plot of an ICCD camera. 
2.4.4 Improvement of LIBS 
To enhance the plasma emission and improve the signal reproducibility from shot to shot, 
approaches like introducing a second laser [86], microwave generator [87], external magnetic 
field [88], or cavities [89] to the basic configuration have been investigated. Some trials did not 
significantly improve the performance, but configurations such as the double pulse LIBS (DP-
LIBS) and the microwave-assisted LIBS (MA-LIBS) are worth discussing due to their large 
enhancement of the LIBS signal.  
The most popular modification of the traditional LIBS configuration is the double pulse 
LIBS (DP-LIBS) configuration [86, 90-93]. Compared with DP-LIBS, the traditional LIBS 
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configuration is called single pulse LIBS (SP-LIBS). Three DP-LIBS configurations are shown 
in Figure 2.16, namely (i) the collinear configuration, (ii) the preheating orthogonal 
configuration, and (iii) the pre-ablation orthogonal configuration [86].  In the collinear 
configuration, the first and second laser pulses are both focused onto or into the sample (Figure 
2.16-a). The second pulse is able to either reheat the existing plasma or further atomize the 
sample material that is not fully atomized by the first pulse. In the orthogonal configurations, a 
single ablative pulse is coupled with a second pulse to heat the plasma (Figure 2.16-b), or a pre-
ablative pulse creates air plasma a few millimeters above the sample before the sample plasma is 
generated (Figure 2.16-c), which potentially can heat the sample or reduce the pressure above the 
sample surface. Compared with SP-LIBS, emission enhancement up to several hundred-fold has 
been observed with different DP-LIBS configurations.  
 
Figure 2.16: Common configurations of DP-LIBS. (a) Collinear configuration, (b) orthogonal 
configuration with a reheating pulse, (c) orthogonal configuration with a pre-ablation pulse. 
Recently, LIBS enhancement by coupling microwave radiation was reported [87, 94, 95]. 
The microwave-assisted LIBS (MA-LIBS) reported in Ref [87] introduced a microwave cavity 
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into the LIBS setup as shown in Figure 2.17. The MA-LIBS is similar to the reheating method in 
DP-LIBS. The expanding plasma can couple to the microwave filed at optimized conditions. 
Energy of the microwave can be transferred to the plasma. Plasma emission hence lasts much 
longer compared with traditional LIBS plasma. By accumulating the emission for much longer 
time, several tens of fold enhancements from microwave coupling were observed for different 
emission lines. The use of MA-LIBS for analytical studies is a large part of the thesis, and more 
detailed studies on MA-LIBS will be shown in the Chapter 4. 
 




CHAPTER 3 LASER PLASMA DIAGNOSTICS BY THOMSON 
SCATTERING 
3.1 Introduction 
Laser plasma (LP) has many applications in fields like spectroscopy (well known as 
Laser-induced breakdown spectroscopy or LIBS [15, 16]), UV light generation [96, 97], laser 
deposition [98, 99] and so on. The most important two parameters to characterize LPs are the 
electron temperature (Te) and the electron density (ne). These parameters help the construction of 
models that simulate the evolution of the plasma, predict the plasma emission spectra, and 
ultimately optimize the experimental conditions for a given application. 
As described in Chapter 2, in LIBS and many other fields where LP is used, Te and ne are 
often calculated from the plasma emission spectrum [78, 98, 100]. The Boltzmann plot method is 
the most common way to obtain Te  under the assumption of local thermodynamic equilibrium 
(LTE) of the plasma [16], under which the excitation temperature of the species in the plasma 
(the proxy indicator actually measured by a Boltzmann plot) is equal to the electron temperature. 
However, by definition, the knowledge of Te and ne is one of the prerequisites to verify the 
existence of LTE. Furthermore, building the Boltzmann plot relies on several non-distorted 
emission lines from the same element, which have different upper level energies. In many cases, 
detection sensitivity limits the capture of sufficient lines to meet this requirement, particularly for 
materials in low-temperature and low density plasmas. In addition, inaccurate calibration of the 
spectral response of the detection system can cause incorrect intensity ratios between lines, 
which lead to errors of the temperature estimation. Moreover, the tabulated values for the 
probability of emission can have relative uncertainties of several orders of magnitude. For ne 
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measurements, the Stark width can provide a quick estimate of the electron density, but for most 
elements, especially at low electron density, this is small, and very high-resolution spectrometers 
are needed. Indeed the accuracy of the Stark broadening parameter may be questionable for some 
elements, and a large number of emission lines do not have a calculated or measured Stark 
broadening parameter, which makes the ne calculation impossible. In addition, when the Stark 
width is small enough to be comparable with the instrumental linewidth, the later has to be 
removed from the measured linewidth, to avoid overestimating the value of ne. To summarize, 
although the Boltzmann plot and Stark broadening are relatively easy to use, limitations and 
possible mistakes can make the method unfeasible or lead to unreliable results. 
Thomson scattering is an alternative approach for plasma Te and ne measurements [62, 
64]. Thomson scattering is based on the elastic scattering of light by free charges, and here 
particularly free electrons, from which the scattering provides distinct spectral features. Both Te 
and ne can be measured simultaneously from the electron Thomson scattering spectra, and no 
assumption of LTE or other specific equilibrium condition is needed. Meanwhile Thomson 
scattering measurements provide good spatial (determined by the probe beam size) and temporal 
(determined by the pulse duration) resolution. Therefore Thomson scattering is considered the 
most accurate and reliable method for Te and ne measurements of a plasma [69]. These properties 
make Thomson scattering a powerful tool in the diagnostics of fusion plasma [72, 101] and many 
other types of plasmas [70, 102, 103] as well. More details about Thomson scattering and Te and 
ne measurements can be found in Chapter 2. 
LIP diagnostics by Thomson scattering is rarely reported, but a few excellent experiments 
can still be found in recent publications. Delserieys et al. studied the LP from magnesium 
samples in a vacuum chamber, and the results provided insights into the plasma cooling and 
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expansion processes [73, 74]. Similar work can also be found in some early days experiments on 
aluminum sample in vacuum chambers [104]. At atmospheric pressure, Thomson scattering 
measurements were performed on air [105], argon [106], and helium [107] plasmas. These 
studies managed to tackle different problems, which range from characterizing plasma heating 
by the probe laser to validating a new method for electron density measurements. However, for 
LP from solid samples at atmospheric pressure, which is the most common plasma investigated 
by LIBS, no study has been reported yet. The difficulty in performing Thomson scattering 
experiments on such plasmas are related to the pressure and reflection from sample surfaces. 
Compared with Thomson scattering experiments in vacuum, the size of the plasma at 1 atm is 
much smaller (~ 1 mm), so the probe laser has to be extremely close to the sample surface (1 mm 
or less, depending on the size of the plasma). The small distance dramatically increases the probe 
signal on the detector due to surface reflection and scattering. As a result the weak Thomson 
signal is washed out. In the case of the air plasmas, since there is no solid surfaces, reflection is 
not an issue. Due to these differences, diagnostics of atmospheric pressure laser plasma from a 
solid target is even more complicated than other types of plasmas. 
In this study, the feasibility of using Thomson scattering for Te and ne measurements on 
air and aluminum plasma at atmosphere pressure was investigated. Both collective and non-
collective Thomson scattering spectra from air plasmas were analyzed for validation of the 
method. Time resolved Te and ne estimates of the plasma from a solid aluminum target at 
atmosphere pressure were studied with delay time from 400 ns to 2.5 μs after the ablation laser 





The schematic diagram of the experiment is shown in Figure 3.1. Air and aluminum 
plasmas were created by 35 mJ and 20 mJ 4 ns pulses respectively at 1064 nm from an Nd:YAG 
laser (Brilliant, Quantel) running at 10 Hz repetition rate. The combination of a half wave plate 
and a polarization beam splitter adjusts the energy that goes to the sample. The 10 cm focal 
length lens (L1) generates a 100 μm diameter focal spot measured by knife edge scans. For air 
plasma studies, the air plasma was created at the focal point. For on the aluminum plasma studies, 
the reduced energy made the irradiance drop from 112 GW/cm2 to 64 GW/cm2 to ensure no air 
plasma was created before the laser pulse hit the aluminum target. A frequency doubled 
Nd:YAG laser (Quanta Ray, Spectra Physics) produced 20 mJ probe pulses with a pulse duration 
of 10 ns at 532 nm. This second laser has a repetition rate of 100 Hz. A mechanical shutter 
(Thorlabs SH05) was used to select pulses at 1 Hz. The half wave plate adjusted the polarization 
of the probe beam and maximized the Thomson scattering signal. The probe laser was first 
focused with a 2 m lens (L2) rather than directly with the 10 cm positive lens (L4), because 
larger focal length of the former one leads to a longer Rayleigh range in plasma focal volume. As 
seen in Figure 3.1-c, the slowly varying beam diameter of the probe laser can reduce the 
scattering from the target surface. This is particularly useful for the Al plasma diagnostics since 
unwanted surface reflection of the probe laser can be very harmful to the spectrum quality. A 
mirror positioned 30 cm from the plasma redirected the beam, and a negative lens (L3, f = -10 
cm) placed in front of the mirror was used to avoid mirror damage. The positive lens L4 
refocused the diverging beam, and optimized the 220 μm diameter (FWHM) probe beam in the 
40 
plasma region. In addition, an iris diaphragm reduced stray light caused by the surface reflection 
from the optics.  
 
Figure 3.1: Schematics of the experimental setup. In the figure, WP = wave plate, PBS = 
polarization beam splitter, L1-6 = Lens 1-6. 
The scattering light collection geometry is shown in Figure 3.1-b. The red and green 
arrows indicate the propagation directions of the ablation and probe beam respectively. The 
scattering light propagating in the direction perpendicular to the plane formed by the two laser 
beams was collected by an f/2.4 lens. It collimated the light, and a second lens (f/4, L6) focused 
the light onto the slit of a spectrometer (Acton 2300i, 1800 l/mm grating). Not shown are dark 
light tubes between the lens L5 and the 100 μm entrance slit to reduce stray light.  An ICCD 
camera (PI-Max 2, Princeton Instruments) recorded the spectrum of the scattered light in a 20 ns 
time window concurrent with the probe laser beam. Each spectrum accumulated 500 shots, the 
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plasma background emission being subtracted by recording the spectrum with a similar number 
of shots without the probe beam.  
3.2.2 Synchronization 
The synchronization of the different instruments (two Q-switch lasers, an ICCD camera, 
a mechanical shutter) was critical to perform Thomson scattering measurement due to the short 
lifetime of the plasma and fast varying plasma conditions. Special synchronization requirements 
for the different equipment are shown in Figure 3.2. Both Q-switch lasers have two inputs: the 
flash lamp trigger and the Q-switch trigger. For both lasers, the optimized Q-switch delay (the 
delay time between the flash lamp and the Q-switch trigger signals) is 190 µs. However, their 
repetition rates are different as mentioned earlier. In addition, the Q-switch of the probe laser 
must be triggered at 100 Hz to have reproducible pulse energy, while the Quantel laser used for 
sample ablation and plasma creation can be triggered every multiple of 100 ms, as long as the 
flash lamp trigger remains at 10 Hz. The minimum period of time for which the mechanical 
shutter stays open is 10 ms. This time slot can ensure only one probe pulse passes through the 
shutter. However, to open the shutter, the trigger signal must be received about 8 ms before the 
arrival of the probe pulse due to internal electronic delay. Additional time (1 ms or longer 
according to the manual) is needed to fully open the shutter. The maximum operation repetition 
rate for the shutter is 25 Hz. However, to prevent potential shutter damage, the Thomson 
scattering facility has to work at 1 Hz. In addition, the ICCD camera must be precisely 
synchronized with the probe laser pulse, since Thomson scattering signal can be detected only 




Figure 3.2: Timing sequence for synchronization. (a) Flash lamp and Q-switch; (b) 
Synchronization of the two lasers, the shutter, and the camera. 
To satisfy all the requirements, a synchronization scheme was designed. A schematic 
diagram is shown in Figure 3.3. The whole system was synchronized by three delay generators 
(two DG645 and one DG535 from Stanford Research Systems). To ensure long term timing 
accuracy, a DG645 delay generator was used as the master clock, which triggers the flash lamp 
and the Q-switch of the probe laser at 100 Hz. Additional output from this delay generator was 
connected to the external trigger input of another DG645 delay generator. Using the trigger 
prescaler in the second DG645, 10 Hz and 1 Hz signal can be generated based on the 100 Hz 
clock. The AB output from the second DG645 triggers flash lamp at 10 Hz, and 20 ms delay was 
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applied to make sure there is enough time to open the shutter. Signal from GH output was sent to 
the ICCD camera external trigger input with a 1 Hz repetition rate. Since the delay between the 
Q-switch and the flash lamp is fixed at 190 µs, the delay time for the ICCD camera was set as 
20.190 ms so that the intensifier turns on when the laser pulse is fired. The T0 output on the 
ICCD controller produces a duplicate of the external trigger, but only send out signals when the 
software start to acquire data. The T0 output signals then trigger the DG535 delay generator. The 
AB output of the DG535 controls the shutter. The delay time of AB was set as 6 ms which 
compensate the electronic delay and the time to open the shutter. The 10 ms pulse duration 
determines how long the shutter is kept open. All the delay time is under the assumption that 
there is negligible electronic delay caused by the equipment and cables expect the shutter. The 
CD output of the DG535 triggers the Q-switch of the ablation laser. With the help of an 
oscilloscope, the delay time can be further adjusted to compensate the electronic delay, and the 
probe laser pulse, the ablation laser pulse, and the ICCD gate can be precisely synchronized with 
undetectable jitter (less than 1 ns for the oscilloscope used in the experiment). Furthermore, to 
introduce a delay between the probe and ablation pulses, one only needs to subtract the delay 
time from all the “20 ms” as shown in Figure 3.3. 
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Figure 3.3: Synchronization for Thomson scattering experiment. FL: flash lamp, QS: Q-switch, 
Tgr: External trigger input. 
3.3 Air plasma 
To validate Thomson scattering spectra, air plasmas are good candidates to start with. 
The optimized laser energy was 35 mJ. At this laser energy, bright air plasma was created at the 
focus of the lens and no additional plasmas created before or after the focal spot. With the air 
plasma, the range of Te and ne that Thomson scattering can measure was determined. As the 
plasma evolves over time, the Te and ne decrease. Depending on the spectral features, methods 
for treating both collective and non-collective Thomson scattering were applied. 
3.3.1 Collective Thomson scattering spectra 
 During the early time of plasma evolution, both Te and ne are high. The satellite peaks are 
the dominating feature of the TS spectra as shown in Figure 3.4. As the electron temperature and 
density increases, the satellite peak tends to move farther away from the original probe 
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wavelength, and peak becomes broader. The spectral line shape is determined by the shape factor, 
which can be simulated numerically.  
 
Figure 3.4: Typical collective Thomson scattering signal: ICCD image of the spectrum (left) and 
spectrum after binning (right). 
Numerical simulation can be used to retrieve the Te and ne values from the TS spectrum. 
The pixels, i.e. vertical axis of the CCD, where Thomson scattering signals can be observed, 
were binned to generate a raw spectrum. This is how the spectrum on the right in Figure 3.4 was 
obtained from the image on the left. The baseline of this raw spectrum close to 532 nm was then 
was then corrected by subtracting a scaled spectrum of the probe laser without the plasma. The 
fitting algorithm was thoroughly discussed in early publications [62, 108]. Using the MATLAB 
fitting program, the Te and ne can be estimated. Figure 3.5 shows the fitting result of the 
spectrum shown in Figure 3.4. The estimated Te and ne are 58500 K and 4.39×1017 cm-3 
respectively. One advantage of the collective Thomson scattering spectra is its unambiguity. One 
pair of Te and ne always produces a unique spectrum [64]. The blue- and red-shifted peaks 
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produce very similar fitting results, as long as the noise or the background signal does not 
severely affect the spectrum quality. For consistency, the fitting was mainly based on the blue-
shifted peak, unless severe distortion or noise was observed. 
 
Figure 3.5: Fitting (red) of the spectrum (blue) in Figure 3.4. Te was found to be 58500 K and ne 
was 4.39×1017 cm-3. 
Collective Thomson scattering spectra were collected at different time after the plasma 
was created.  The minimum delay time needed to obtain a clear TS spectrum was 300 ns for the 
air plasma. For shorter delay time, the continuum emission of the plasma was so intense that the 
TS signal could not be separated from the background. Two microseconds after the plasma 
formation, TS peaks were located close to the central peak at 532 nm as shown in Figure 3.6. 
The two satellites are no longer distinct as in the early time spectra. This feature indicates the 
transition from collective to non-collective Thomson scattering. From the fitting result of the 
spectrum in Figure 3.6, the Te and ne are estimated as 21000 K and 1.69×1016 cm-3 respectively. 
This pair of Te and ne indicates an α parameter of 0.78. This α value agrees well with the 
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theoretical expectation described in Chapter 2. However, the transition from collective TS 
regime to non-collective TS regime also indicates that for spectra taken after 2 µs, Te and ne must 
be calculated based on Equation 2.16-2.18.   
 
Figure 3.6: Thomson scattering spectrum image taken at 2 µs after plasma creation. 
3.3.2 Non-collective Thomson scattering spectra 
 As the temperature and density decrease, the satellite features are gone. Compared with 
the Rayleigh scattering spectrum which does not exhibit wavelength shift, the non-collective TS 
spectra are distinguished by the broader line width. Figure 3.7 illustrates the shape difference 
between two Rayleigh scattering spectra from air (red) and the difference between TS spectrum 
from air plasma 4 µs after plasma creation and Rayleigh scattering spectrum from air (blue). 
Both the Rayleigh scattering spectra and the Thomson scattering spectra were first normalized 
within the scale 0 to 1. The red curve in Figure 3.7 indicates extremely small difference in 
lineshapes between two Rayleigh scattering spectra. From the blue curve, the broadening caused 
by the Thomson scattering can be clearly observed. 
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Figure 3.7: The difference between two normalized Rayleigh scattering spectra from air (red) 
and the difference between the normalized TS spectrum from an air plasma 4 µs after the plasma 
creation and the normalized Rayleigh scattering spectrum (blue). 
In Figure 3.7, although most of the Rayleigh scattering signal is removed in the blue 
curve, the central part of the peak is still strongly influenced by the Rayleigh scattering signal. 
As a result, the central region is blocked during the fitting process, and only the wings of the 
peak are used for a Gaussian fit. Before the Thomson scattering peak is fit, the spectrum is scaled 
back to the original unit, so that the integrated area can still represent the peak intensity. The 
fitting result is demonstrated in Figure 3.8. After the fitting process, the width of the peak Δλ and 
the integrated peak area of the Thomson scattering signal ITS can be obtained. 
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Figure 3.8: Gaussian fit of the Thomson scattering spectrum from air plasma at 4 µs after 
plasma creation. 
 Once the Δλ and ITS are obtained, Te and ne can be calculated. According to Equation 2.13, 
















e                                                                                            (3.1). 
If the fitting result does not provide 1/e width but FWHM w, the 1/e width Δλ can be found by  
 ( )2ln2w=∆λ                                                                                                (3.2). 
To obtain ne, the integrated area of the Rayleigh scattering peak must be obtained. The Rayleigh 
scattering spectrum from normal air can be simply collected by turning the ablation laser off. 
Once the integrated area is obtained, ne can be calculated based on Equation 2.18. 
 


















3.3.3 Time resolved Te and ne measurements for air plasma 
 The Te and ne values of the air plasma are plotted as a function of the delay time in Figure 
3.9. The minimum delay that TS spectra can be resolved is 300 ns. The Te and ne are estimated to 
be 91000 K and 6.13×1017 cm-3. Within less than 2 µs, the temperature dropped to about 21000 
K, and the density decreased to 1.69×1016 cm-3. Between 2 and 3 µs, the Te and ne are difficult to 
estimate since Thomson scattering is in the transition process from the collective regime to the 
non-collective regime. Three microseconds after the plasma creation, a broad Gaussian spectrum 
can be observed. Hence Te and ne can be calculated using the non-collective TS treatment. The 
minimum electron temperature and density measured by this TS method are 12800 K and 
1.86×1015 cm-3. After 4 µs, the wings of the TS spectrum become less clear, and a reasonable 
fitting result could not be obtained. This indicates that the temperature and density become so 
low that the TS spectrum feature shrinks into the region where Rayleigh scattering is dominating. 
However as a method that can measure the electron density of plasma, Thomson scattering can 
obtain 1 to 2 order of magnitude lower of electron densities compared with Stark broadening 
method without using very high resolution spectrometers. 
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Figure 3.9: Te and ne of air plasma as a function of the delay time. 
 From the study of air plasma using Thomson scattering method, the capability of 
Thomson scattering in Te and ne measurements becomes clear. Typical laser plasmas that have Te 
in the range between 90000 K (8 eV) and 20000 K (1.7 eV) with ne in the range of 1018 to 1016 
cm-3 can be investigated with the help of collective Thomson scattering spectra. For lower 
density plasma, the non-collective TS method can be used. Although gas samples are studied and 
used in LIBS or other laser plasma applications, solid samples are analyzed more frequently by 
LIBS. A Thomson scattering study of aluminum plasma in atmospheric pressure was conducted 
after the air plasma experiment. 
3.4 Aluminum plasma  
3.4.1 Plasma imaging and probe position 
To measure the electron temperature and density, the probe laser pulse must penetrate the 
Al plasma. At atmosphere condition, the plasma plume was about 1-2 mm along the direction of 
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the laser propagation. Therefore the gap between the probe laser and the surface of the Al sample 
has to be 1 mm or less to probe the core of the plasma.  Although special treatment described in 
Section 3.2.1 was applied to make sure the surface reflection is minimized, the probe laser still 
cannot get infinitely close to the sample surface. Before acquiring TS spectra, images of the 
probe and the plasma were taken to evaluate the region of measurement.  
By opening the slit on the spectrometer set at the zero-order, the image of the plasma and 
the probe laser could be recorded. Figure 3.10 shows the relative position between the plasma 
and the probe laser. The distance between the probe and the sample surface was around 700 μm 
estimated with the help of an air force resolution test chart [109]. During the expansion the probe 
was close to the core of the plasma. The size of the aluminum sample was 23.4x16.8x1.6 mm. 
Clear reduction of surface reflection was observed when the plasma was created at the edges due 
to the decrease of surface area along the laser path. The flare on the right in the first image of 
Figure 3.10 was caused by the surface reflection. Further reducing the sample-probe distance 
could significantly increase the reflection and lower the signal-to-noise ratio.  
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Figure 3.10: Probe laser and plasma images at different delay time. 
3.4.2 Plasma heating 
Plasma heating by the probe laser in Thomson scattering was discussed in previous work 
[71, 106]. A portion of the probe laser energy can be absorbed by the plasma and result in 
increased Te and ne values. Such situation is similar to double-pulse LIBS experiments in the 
reheating configuration [86, 91]. If significant reheating occurs, the emission lines are expected 
to show higher intensity. Since LIBS analysis is based on the plasma emission, the measured Te 
and ne is no longer representing the original plasma conditions once the plasma emission changes. 
In our experiment, 20 mJ laser pulses were used, which is a lower energy than in of the works 
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mentioned earlier. According to existing studies [71], lower laser energy leads to weaker heating 
effect. Hence the heating effect in our experiment is expected to be insignificant.  
To confirm this expectation, the intensity of the 396.2 nm Al (3s24s 2S1/2 – 3s23p 2P03/2) 
line was recorded at four different delay times after the plasma formation. The gate width was 
100 ns instead of 20 ns in the previous discussion. This longer gate width ensured the heating 
effect could be observed even if there was a delay between the heating process and the increase 
of the plasma emission. At several different delay times, the peak intensities with and without the 
probe laser were shown in Figure 3.11. The average intensities are comparable and their 
differences are within the signal fluctuation. Such comparison cannot completely eliminate the 
existence of the heating effect, but at least it shows there is no significant heating that can affect 
the plasma emission. 
 
Figure 3.11: Intensities comparison of the 396.2 nm with and without the probe laser at 1, 1.6, 
2.2, and 3 μs after the plasma formation. 
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3.4.3 Thomson scattering spectrum 
Similar to the early time air plasma Thomson scattering experiments, the collective 
Thomson scattering spectrum were observed and shown in Figure 3.12-a. The vertical binning of 
the CCD, from 330 to 355, where Thomson scattering signals can be observed, generated a raw 
spectrum. For consistency with the air plasma study, the fitting was based on the blue-shifted 
peak (Figure 3.12-b).  
The higher, the more distinct and separated these two satellite peaks become. Compared 
with the Rayleigh scattering signal from the air molecules at 1 atm, the intensity of the two peaks 
are hundreds times weaker. However, as long as the features of the satellite peaks are resolved, 
Te and ne can be obtained by fitting the spectra. Due to the low intensity of the Thomson 
scattering signals, accumulation of a large number of shots (500 shots in our case) are usually 
needed for better SNR.  
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Figure 3.12: a) Raw Thomson scattering spectrum and b) Fitting of the blue-shifted satellite 
peak of the spectrum for the Al plasma 800 ns after plasma creation at 1 atm pressure. 
3.4.4 Time resolved Te and ne measurements 
Time resolved Thomson scattering spectra of the Al plasma were recorded. By fitting the 
spectra, Te and ne values were obtained and are shown in Figure 3.13. The highest Te and ne 
detected were 96000±1400 K and 6.10±0.07×1017 cm-3 at 400 ns after plasma creation. Then 
both Te and ne quickly decrease to less than 40000 K and 2×1017 cm-3 within the next 600 ns. The 
lowest Te and ne detected were around 19000 K and 5.5×1016 cm-3 at 2.5 μs after plasma creation. 
The minimum delay time at which Thomson scattering signal could be resolved was 400 ns in 
this study. For delay time less than 400 ns, the continuum emission of the plasma was so strong 
that the Thomson scattering signal was not observable. For delay time of 3 μs or more, the 
separation between the satellite peak and the central Rayleigh scattering peak was so small that 
only the rising part of the peak can be resolved. The fitting algorithm was not able to generate a 
reasonable estimate of Te and ne without the falling edge of the peak. Unfortunately in the study 
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of the Al plasma, the non-collective TS spectra could not be successfully taken, because the peak 
at 532 nm was distorted due to the surface reflection. Hence all the measurements were restricted 
in the collective Thomson scattering regime. The error bars in Figure 3.13 are the 3σ errors of the 
fitting parameters. Larger error bars at early time of the plasma are due to the higher noise level 
caused by the continuum emission. 
 
Figure 3.13: Time evolution of the Te and ne of the Al plasma at 1 atm pressure. 
In LIBS experiments, gated detection is often used. A gate delay is used to reduce the 
early time continuum emission so that the SNR of the ionic and atomic peaks is improved. As a 
result, the effective time window for Thomson scattering measurements matches very well with 
the detection window for many LIBS experiments. This serendipitously allows Thomson 
scattering to be added to the list of LIBS plasma characterization methods. 
 
58 
3.4.5 McWhirter criterion and Local Thermodynamic Equilibrium 
The McWhirter criterion expressed as [16] ( )32/112106.1 ETN ee ∆×≥ is often used to 
determine if LTE is violated in a plasma. Here ΔE (eV) is the highest energy transition under 
which the condition holds, ne is in cm-3 and Te is in K. Although the criterion does not guarantee 
LTE even if the inequality is satisfied [41], once the above relation is violated, LTE no longer 
holds. According to the above expression, one can easily find the maximum transition energy 
that breaks the criterion for a given plasma condition. Using the values of Te and ne measured 
from Thomson scattering, the highest ΔE that satisfies the McWhirter criterion as a function of 
the delay time is plotted in Figure 3.14. The ΔE values range between 6 and 11 eV, and can be 
fitted to a linear model ΔE = -2td + 11, where td is the delay time in microseconds. The shortest 
wavelength recorded in many LIBS experiments is 200 nm, corresponding to 6.2 eV. Therefore, 
up till 2.5 μs after plasma initiation, all transitions shown up as emission lines in the LIBS 
spectrum satisfy the McWhirter criterion. 
 
Figure 3.14: The maximum transition energy that satisfies the McWhirter criterion as a function 
of delay time between the plasma ignition and detection. The black squares are the calculated 
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ΔE values from the measured Te and ne pairs at their specific delay time, when the McWhirter 
criterion is just satisfied. The red line is a linear fit of the energy as a function of the delay time. 
Figure 3.13 also provides some insights to the selection of the temporal window that 
should be used in LIBS.  The larger the change in Te and ne within the detection window, the 
more the plasma deviates from LTE. Clearly, their decay rates are faster during the first 1 μs than 
at a later time. To minimize the temporal variation of Te and ne, the gate delay should ideally be 
later than 1 μs, and the gate width should be as short as the possible as long as the SNR of the 
spectrum remains acceptable. Further examination of the validity of the LTE condition requires 
additional analysis, including comparisons between the decay rate of the plasma and the 
relaxation times of different species, as well as comparisons between the length of the plasma 
and the diffusion length [41].  
One interesting issue worth another look is the difference between the Thomson 
scattering measurement results and the temperature measured using Boltzmann plots. Here we 
examined a very common way to obtain LIBS spectra, from which Boltzmann plots are built. 
The plasma emission was collected by the same lens combination described earlier, but then 
focused into the fiber of a spectrometer (Acton 2500i, Princeton Instruments). This 0.5 m 
spectrometer offers broader wavelength coverage, so that all lines for the Boltzmann plot could 
be recorded at once. The spectral response of the whole collection system was calibrated by a 
NIST calibrated deuterium lamp, and a typical calibrated aluminum spectrum is shown in Figure 
3.15. For each delay time, 5 spectra were analyzed for the statistics, and 5 shots were 
accumulated for each spectrum. Four Al I lines and two Al II lines were used to build the 
Boltzmann plots for the neutral and ionic species separately. The areas under the peaks fitted by 
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a Lorentzian profile were considered as the line intensity. More details about the selected lines 
are shown in Table 3.1. 
 
Figure 3.15: Aluminum spectrum 600 ns after plasma creation for the Boltzmann plot. 
Table 3.1 Transition properties of lines used for the Boltzmann plots 
  λ (nm) Eup (eV) giAij (s-1) 
AI 
308.2 4.021483 2.50E+08 
309.3 4.02165 4.88E+08 
394.4 3.142721 9.86E+07 
396.2 3.142721 2.00E+08 
AII 
281.6 11.82277 3.93E+08 
358.7 15.30331 5.26E+09 
 
Figure 3.16 shows the excitation temperatures for the neutral (TexcI) and ionic (TexcII) 
species as a function of time. The temperature was not calculated for the ions after 1.3 μs due to 
significantly reduced intensity of the Al II lines. One can clearly see TexcII is higher than TexcI, and 
two different decay trends can be observed. The differences are indicators of LTE violation. At 
the early time of plasma evolution, TexcII decreased monotonously, while for TexcI an increase of 
the temperature can be clearly observed. This increase of temperature is very likely related to 
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energy transfer from ionized species to the neutrals and formation of Al I due to recombination. 
Stronger self-absorption of the neutral lines may be another factor led to such temperature 
behavior, though distortion of peaks was not visually observed from either the original spectrum 
or fitting. 
 
Figure 3.16: Excitation temperatures measured based on lines from atoms (black squares) and 
singly ionized ions (red circles). 
Both excitation temperatures are much lower than the electron temperature measured by 
Thomson scattering experiments. This is another indication that LTE assumption is not satisfied. 
One major issue preventing the establishment of LTE is the spatial-averaging effect. When the 
plasma emission was focused into a fiber, the emission was from all parts of the plasma. 
However, the plasma temperature is not uniform across the entire plasma. The low temperature 
corona area rather than the core region is the main contributor to the Al I lines, since excitation 
of the neutral aluminum atoms does not require very large amount of energy. The population of 
emitters generating the Al II lines is higher in the inner part of the plasma, in which different 
species have higher temperatures. The Thomson scattering measurements took place in the core 
region, and only the core region contributed to the scattering event. As a result, much higher 
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electron temperature was observed. In this case, the LTE condition was not satisfied at least for a 
large volume of the LP. Since LTE condition is one of the fundamental assumption of the 
Boltzmann plot method, the measured temperature lost its original meaning. On the contrary, 
there is no such concern for Thomson scattering measurement, which does not require the 
existence of special equilibrium condition. In addition, this comparison also indicates that 
emission from the core region should be used in applications where LTE satisfaction is important. 
3.5 Conclusion 
The time-resolved electron temperature Te and electron density ne of air and aluminum 
plasma were measured simultaneously by Thomson scattering at atmospheric pressure for the 
first time. For the air plasma, both collective and non-collective TS spectra were recorded, and 
the lowest ne can be obtained in the non-collective regime, as long as the spectrum at 532 nm 
was not distorted. The lowest electron density that can be measured is on the order of 1015 cm-3 
at 4 µs after the plasma creation, which is very difficult to be measured using Stark broadening 
method. For the aluminum plasma, plasma heating was verified to be negligible in the 
experimental conditions reported here, and the Thomson scattering signal was very well fitted by 
the model of collective scattering in a range of time delay after the plasma ignition going from 
400 ns to 2.5 µs. Consequently, the values of electron temperature and density were accurately 
measured for each time delay, giving access to the temporal evolution of these two plasma 
parameters. Applying these results to the diagnostic of LIBS plasmas, the McWhirter criterion 
was verified for all the transitions detected in typical LIBS spectra, and for the whole range of 
time delays reported here. The Te measured via Thomson scattering was compared with results 
obtained from Boltzmann plots. Due to the fact that the plasma emission spectrum is averaged 
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over the entire plasma, unequal excitation temperatures from the neutral and ionic species were 
observed, which indicates violation of the LTE assumption. On the contrary, thanks to its spatial 
resolution, Thomson scattering measured the core region electron temperature, which was higher 
than the excitation temperature. Such results convey the message that emission from the core 
region of the plasma should be collected, if LTE satisfaction is important in the LIBS 
experiments. 
Future work related to Thomson scattering are mainly related to these aspects. First, 
improvement of the detection sensitivity can be very helpful for the improvement of spectrum 
quality and accuracy of the Te and ne measurement. Second, spatially resolved TS measurement 
is able to reveal more plasma properties related to the LTE condition. In this work, time resolved 
measurements were conducted. If spatial variation of the plasma parameters can be obtained, a 
thorough investigation of the LTE satisfaction can be done [41]. Third, the expansion of the 
measureable Te and ne range is always a pursuit.  
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CHAPTER 4 MICROWAVE-ASSISTED LASER-INDUCED BREAKDOWN 
SPECTROSCOPY 
4.1 Motivation 
As mentioned in Chapter 2, the emission of plasma created by a nanosecond laser usually 
lasts for a few microseconds to a few tens of microseconds. This transient plasma does not 
produce strong emission, when the emitter concentration is low. The weak signal generally leads 
to low sensitivity and makes it difficult to detect low concentration elements. If the lifetime of 
the useful line emission can be extended, the signal level will increase, and improved 
performance can be expected. 
Since the LIBS plasma is a collision driven plasma, methods that can sustain this 
collision may be able to extend the plasma emission lifetime. One way to increase collision can 
be done by applying an oscillating electric field (E field) to the plasma. Electrons will accelerate 
following the E field direction and absorb energy from the field. Such energetic electrons can re-
excite atoms through collisions. As a result, the atoms will keep emitting as long as the 
collisional excitation exists. 
With this idea in mind, the Microwave-Assisted LIBS (MA-LIBS) was developed and 
studied. In several different experiments, the capability of signal enhancement and sensitivity 
improvement of MA-LIBS were demonstrated. Meanwhile, special properties such as selective 
enhancement of lines and enhanced molecular emission lead to new concepts in sensing 
applications. Best enhancement was observed with relatively low laser irradiance in normal air 
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condition. The advantage and disadvantage of such operational conditions will be discussed in 
the end of the chapter. 
4.2 Experimental 
This section describes the basic components in MA-LIBS experiments. As a brand new 
addition to the LIBS system, the microwave system is illustrated first. The main features of the 
microwave system are discussed. For the rest of the system (ablation and detection), general 
experimental parameters are given. However, for specific experiments, those parameters are 
optimized for the best results. 
4.2.1 Microwave system 
To introduce an oscillating E field to the plasma, a specially designed microwave cavity 
manufactured by Envimetrics was added to a conventional LIBS setup. Microwave at 2.45 GHz 
was generated by a 1 kW magnetron. After passing through metallic waveguides and an isolator, 
the microwave enters a resonant cavity. A schematic illustration of the cavity is shown in Figure 
4.1. The cylindrical cavity has a 7.7 cm (3-inch) diameter and 4.1 cm (1.61-inch) depth. The 
sample is placed close to the cover plate, on which a 1.3 cm (0.5-inch) aperture is designed to let 
the laser plasma expand into the cavity. This aperture also locates at the position where the E 
field has the highest field strength. The laser beam enters the cavity from an opening on the 
entrance side and creates plasmas on the sample surface on the other side of the cavity. The 
initial laser plasma expands into the cavity so that it can couple with the microwave. Without the 
initial laser plasma, the microwave does not generate any plasma by itself. A power supply 
controls the microwave pulse duration from 1 ms to 28 ms. The generation of the microwave 
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pulses must be synchronized with external trigger sources. The maximum repetition rate for safe 
microwave pulse generation is 1 Hz. 
 
Figure 4.1: Schematic illustration of the microwave cavity (Courtesy of Guangming Tao). 
4.2.2 Ablation system 
Figure 4.2 shows the schematic diagram of the MA-LIBS system. A Nd:YAG laser 
(Brilliant, Quantel) with 5 ns pulse duration at 1064 nm was used with a 10 cm focal length lens 
with anti-reflection coating as the ablation source. The maximum pulse energy of the laser was 
300 mJ, but the combination of a half-wave plate and a polarizer cube controlled the actual laser 
energy on the sample. As an additional degree of freedom, a translation stage could adjust the 
lens-to-sample distance around the focal position, controlling the area of the focusing spot, and 
as a consequence, the irradiance of the laser. The beam diameter (FWHM), which is obtained 
from a knife-edge scan measurement, varies from about 100 μm near focal point to 1200 μm at 
the maximum defocusing available.  
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Figure 4.2: Experimental setup for MA-LIBS. 
 The samples were placed outside the microwave cavity but close to its bottom aperture 
where the electromagnetic field was the strongest. An X-Y translation stage was used in order to 
provide a pristine surface for each laser shot during the analysis. The cavity and the sample could 
be enclosed by a plastic bag for the control of the atmosphere above the sample, allowing the 
plasma to expand either in normal atmosphere or in argon, both at room temperature and 
atmospheric pressure. 
4.2.3 Detection system 
The plasma emission was collected directly with a UV-transmissive multi-mode optical 
fiber with a numerical aperture of 0.22. Then it was transferred into a 0.3 m Czerny-Turner 
spectrometer (2300i, Princeton Instruments – Acton) equipped with two gratings (1800 l/mm and 
150 l/mm) to satisfy different resolution requirements. A 512x512 pixels ICCD camera (PI-
MAX 2, Princeton Instruments) was used for spectral acquisition, providing a resolution from 
0.02 to 0.04 nm/pixel with the 1800 l/mm grating depending on the central wavelength. 
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 The whole timing configuration of the setup was driven by a delay generator (DG645, 
Stanford Research Systems) controlled the firing of the laser (via the Q-switch), and the injection 
of the microwave cavity.  The inter pulse delay between the microwave and the laser did not 
show a noticeable effect on the spectral intensity or stability as long as the microwave and the 
plasma have enough overlap in time.  20 μs were needed to stabilize the microwave signal, so the 
microwave pulse was triggered 25 μs before the laser pulse.  
Several different studies were conducted to evaluate the performance of the MA-LIBS, 
and results were compared with traditional LIBS. All comparisons were done with the same 
experimental parameters in each individual experiment, such as the laser ablation condition, 
collection geometry, delay time, detector gain and so on, except the acquisition duration (gate 
width). When the microwave was on, the gate width was 20 ms for most studies. It was reduced 
to a few tens of microseconds in some studies when traditional LIBS signal was taken. The 
specific acquisition parameters will be given in the discussion of individual experiments. 
4.3 MA-LIBS Plasma Characterization 
The MA-LIBS plasma was characterized and understood through studies on metallic 
samples (lead (Pb) and aluminum (Al)) and air were conducted to understand and characterize. 
From experiments on Pb, emission and temperature features about MA-LIBS plasma were 
revealed by the study. In this particular study, 20 mJ of 1064 nm laser pulses were loosely 
focused onto the sample surface forming a spot with 1 mm diameter, corresponding to about 0.5 
GW/cm2. The detection was delay for 1 μs which eliminated the broad continuum emission. The 
MA-LIBS experiments on air and Al are a continuation of the Thomson scattering experiments 
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in order to find electron density information. Most experimental conditions are the same as stated 
in Chapter 3.  
4.3.1 Plasma Emission 
In the MA-LIBS experiments on Pb, spectra of the lead plasma were taken the ICCD 
camera with 20 ms gate width. The spectra with and without the microwave are shown in Figure 
4.3. One can clearly see the signal enhancement by comparing the two spectra. The 6s26p2 3P – 
6s26p(2P°1/2)7s 3P° transition with its emission line at 405.8 nm is often used in the detection and 
quantification of Pb in samples. If we define the enhancement as the ratio between the MA-LIBS 
intensity and LIBS intensity after baseline removal, 17-fold signal enhancement of the 405.8 nm 
line was obtained. 
 
Figure 4.3: Comparison between LIBS (black) and MA-LIBS (red) spectrum of Pb samples. 
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 In Section 4.1, the principal of microwave enhancement was considered to be the 
extended plasma lifetime. To confirm the enhancement mechanism, the intensity of the 405.8 nm 
line was measured as a function of time. The early time plasma changes rapidly. In order to 
capture this fast kinetics, short gate width was used. During the first 10 μs, the gate width was 50 
ns. The short gate width was enough to cover the entire emission evolution of the traditional 
LIBS plasma. However, for MA-LIBS plasma, the plasma still produce detectable amount of 
emission after 10 μs. Due to the weaker emission in the later time of the MA-LIBS plasma 
evolution, longer gate width was necessary. As a result, 10 μs gate width was used after the 
initial 10 μs of plasma evolution. In order to make a reasonable comparison between the early 
time emission and the later time emission, the intensity after10 μs was then divided by 200 (the 
scaling ratio between 50 ns and 10 μs), so that all the intensity values characterize the average 
emission within 50 ns. The result is shown in Figure 4.4. Without the microwave, the LIBS 
plasma had a lifetime about 7 μs. During this time, the plasma emission with and without the 
microwave behaved similarly. After 7 μs, the LIBS plasma emission became so weak that it was 
not detected by the camera. On contrary, the MA-LIBS plasma emission could still be detected 
and lasts much longer. Even after 18 ms, significant amount of emission could still be detected if 
a large gate width was applied. Figure 4.5 shows the spectrum after 18 ms after the laser pulse, 
and 2 ms gate width was applied. 
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Figure 4.4: Comparison between the plasma emission at 405.8 nm with (red dot) and without 




Figure 4.5: Spectra of Pb plasma with (red) and without (black) microwave 18 ms after the laser 
pulse with gate width 2 ms. Comparing with Figure 4.3, the high intensity in this spectrum is 
mainly due to much higher gain from the ICCD camera (from 1 to 100). 
From these results, one can see the MA-LIBS plasma evolution can be characterized as 
three steps. In the first few microseconds, the plasma emission is dominated by the laser plasma 
emission, and the microwave does not affect the plasma properties due the high electron density 
of the LIBS plasma. This step can be called the LIBS regime. Main features of the LIBS regime 
are intense plasma emission and fast decay of intensity. After tens of microseconds, conventional 
LIBS plasma is no longer emitting. All the plasma emission is due to the microwave 
enhancement effect. The plasma emission per unit time can be thousand times weaker than in the 
LIBS regime, but it can last tens of thousand times longer. This step can be called the 
microwave plasma regime. Most signal enhancement of MA-LIBS is from this regime. In 
between these two regimes, there is a transition step from LIBS plasma to microwave plasma, 
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which can be called the transition regime. Normal LIBS plasma dies in this regime, but with the 
help of microwave the plasma emission process can continue. This is the period of time that 
microwave begins to become effective. The decay of the plasma intensity is slower than normal 
LIBS plasma at the same delay time. From this behavior, one can expect the plasma temperature 
and electron density should be higher than the LIBS plasma at the same delay time. There are no 
hard boundaries between different regimes. Such a classification is for the convenience of future 
discussions. 
4.3.2 Plasma temperature estimation 
 The plasma temperature of the MA-LIBS plasma was approximately estimated via the 
Boltzmann plot method based on the Pb spectra. The lines used in the estimation were listed in 
Table 4.1. All the three lines could be captured within one spectral window, so emission from the 
same plasma was evaluated. However, compared with the 405.8 nm line, these three lines had 
lower intensity. Therefore longer acquisition time was used. For the first 3 μs, 500 ns gate width 
was used, while for larger delay time, the gate width increased to 10 μs. As a result, the 
temperature is a time averaged estimate of the temperature.   
Table 4.1 Lines used in Boltzmann plots for Pb plasma temperature estimation 
λ (nm) Aijgi (s-1) Ei (eV) 
357.3 3.00E+08 6.13 
364.0 1.00E+08 3.38 
368.3 1.50E+08 3.33 
 
The temperature as a function of time is shown in Figure 4.6. The plasma begins with a 
temperature that did not differ too much with and without the microwave. Slight deviation was 
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observed when the plasma evolved over time, which indicates the entrance of the transition 
regime. After 3 μs, the 357.3 nm line from the LIBS plasma became too weak to be used in the 
Boltzmann plot. However, for the MA-LIBS plasma, thanks to the long-lasting emission, the 
SNR of the lines was improved by increase the gate width. Therefore the plasma temperature 
could be investigated even after a very large delay time (500 μs or longer). As shown in Figure 
4.6, after 500 μs the plasma temperature of the MA-LIBS plasma was much lower than the initial 
laser plasma, but it decayed at a much slower rate. Even after 10 ms, the measurement showed a 
temperature above 5000 K. These findings indicate the microwave can sustain low temperature 
plasma and keep it emitting for much longer time than the normal LIBS plasma lifetime. These 
low temperature measurements agree with plasma temperature measurements for microwave 
plasmas [110-112]. 
 
Figure 4.6: Plasma temperature of Pb plasma with (red dot) and without (black square) 
microwave. 
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4.3.3 Electron density 
 Knowing the electron density of plasma is beneficial to the understanding of the plasma 
conditions. For the MA-LIBS plasma it is especially interesting to know the electron density in 
the microwave plasma regime, since the microwave enhancement is due to the extended plasma 
emission lifetime. As discussed in Chapter 3, electron density within the first three microseconds 
of typical LIBS plasma is usually larger than 1016 cm-3. According to the critical electron density 
of the 2.45 GHz microwave, which is around 7×1010 cm-3, the microwave sustained plasma 
should have a much lower electron density than the LIBS plasma. Therefore experiments were 
conducted to determine if the electron density of the MA-LIBS plasma remains as high as 
normal LIBS plasma (expect to be 1016 to 1017 cm-3) even after a long delay (hundreds of 
microseconds or even milliseconds).  
 To measure the electron density, Thomson scattering experiments on both air and 
aluminum plasma were conducted with the microwave system turned on. The experimental setup 
and experimental parameter was the same as described in Chapter 3 except the addition of the 
microwave cavity and the delay time. Since the interest is the later time electron density, the 
delay time was 3.5 μs or larger. Electron density was estimated using the method for treating 
non-collective Thomson scattering described in Chapter 3. 
 For the air plasma, estimated electron density was shown in Figure 4.7. For both cases 
with and without the microwave, after about 4 μs the electron density was in the similar range 
(1015 cm-3) but slightly higher when the microwave was on. A linear fit shows that when there is 
microwave, the delay of electron density was slower (with a slope -1.06) than without the 
microwave (with a slope -0.64). This result indicates the microwave may slow down the 
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electron-ion recombination process. For larger delays, Thomson scattering signal became 
undetectable. 
 
Figure 4.7: Electron density estimate of MA-LIBS plasma using non-collective Thomson 
scattering method, and a comparison with normal LIBS plasma. 
For the aluminum sample, no non-collective Thomson scattering signal can be measured 
after 3 μs. This is because the surface reflection significantly increased the Rayleigh scattering 
signal, and distorted the weak Thomson scattering spectrum in region close to 532 nm. To 
perform non-collective Thomson scattering measurements for solid samples, much better 
filtering techniques have to be applied. 
These results infer the late time ne should be much lower than the typical LIBS plasma 
density that is often considered to be above 1016 cm-3. Our measurements stopped in the 
transition regime when the electron density was below 1016 cm-3. According to the results on 
microwave sustained gas plasmas [110-113], the electron density could range from 1012 to 1015 
cm-3. Since the lowest electron density measured by our Thomson scattering setup was higher 
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than 1015 cm-3, these reported data could explain the difficulty of density measurement in the 
microwave plasma regime. However, in the microwave plasma regime, the electron density of 
the MA-LIBS plasma is very likely kept at a level close to the typical densities of microwave 
plasmas. Therefore the microwave prevents the fast electron-ion recombination so that 
collisional excitation and emission process can still keep going even milliseconds after the 
plasma was created. 
4.4 Performance of MA-LIBS 
The performances of MA-LIBS (signal enhancement, sensitivity, spectral features) were 
studied and compared with conventional LIBS in several different experiments. The goals were 
to find the optimized conditions to obtain maximum enhancement and also characterize the 
performances in real-world applications. Analytical benefits such as signal enhancement, 
improvement of sensitivity, and selective enhancement of lines will be shown in the following 
sections. Some features like enhanced molecular emission, operation in air, and enhancement 
dependence on laser irradiance will also be discussed.  
4.4.1 Signal enhancement 
Besides the 17-fold enhancement of the 405.8 nm line showed in Figure 4.3, signal 
enhancement was observed in several studies on different samples. In this section, two examples 
(studies on alumina ceramics and NIST soil standard reference material (SRM)) will be given to 
show the enhancement effect in MA-LIBS. 
In an experiment on alumina ceramics, signal enhancement from Na, Ca, Al, Mg, Ba, and 
K was detected. In this experiment 0.42 GW/cm2 irradiance from a Nd:YAG laser at 1064 nm 
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with 4 ns pulse duration was used to initiate the laser plasma. The acquisition by the ICCD 
camera was delayed by 1 μs after the ablation by the laser and last 30 μs when the microwave 
cavity was not activated, and as long as the microwave pulse duration when it was activated. 
Each spectrum was obtained by averaging ten single shot spectra on a fresh surface. 
The Spectra of these elements from both LIBS and MA-LIBS were shown in Figure 4.8. 
Although enhancement was observed, the enhancement factor was different from one element to 
another. A comparison of the enhancement factor was listed in Table 4.2. Some elements may 
have multiple emission lines such as Mg. However the enhancement for different lines was also 
different. Such selective enhancement of lines will be discussed in Section 4.4.3. 
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Figure 4.8: Spectra for (a) Mg; (b) Al; (c) Ba; (d) Na; (e) K and (f) Ca. (1: MA-LIBS, 2: LIBS) 
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Na I 589.6 33 
Ca I 422.7 22 
Mg I 285.2 16 
Al I 396.2 11 
Ba II 455.5 5 
K I 766.5 5 
 
 In another experiment on soil pellet samples (NIST SRM 2711a Montana II soil with 
polyvinyl alcohol as binder material [114]), eight elements (Al, Ca, Ti, Mn, K, Pb, Fe, and Sr) 
were detected from the NIST soil sample in the spectral range between 395 nm and 413 nm. In 
Figure 4.9 the bottom curve indicates the spectrum taken with traditional LIBS method with 15 
mJ laser energy (15 GW/cm2 irradiance), 1 μs delay and 20 μs gate width, and the top curve is 
the MA-LIBS spectrum with the same experimental parameters but 20 ms gate width.  
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Figure 4.9: Spectra of Montana soil NIST standard reference material using (a) traditional LIBS 
and (b) MA-LIBS. 
The emission enhancement was clearly shown in Figure 4.9. According to the NIST 
sample concentration in mass fraction indicated in Table 4.3, the enhancement was effective for 
both major elements such as Al, Fe, and Ca, and trace species like Mn and Sr. 
Table 4.3 Certified Values for Selected Elements in SRM 2711a [115] 
Element Al Fe K Ca Ti Pb Mn Sr 
Mass 
fraction 6.72% 2.82% 2.53% 2.42% 0.317% 0.140% 675 ppm 242 ppm 
Standard 
deviation 0.06% 0.04% 0.10% 0.06% 0.01% 0.00% 18 ppm 10 ppm 
 
From these examples, one can notice the microwave enhancement is effective for 
multiple elements at different concentrations. However, the enhancement effect can be different 
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from one line to another. The reason of this selective enhancement of lines should be understood, 
and discussion on this topic will be given in Section 4.4.3. Besides that, from the analytical point 
of view, people would like to know the benefits due to the signal enhancement. Since decent 
signal enhancement was observed from soil samples, we performed a study on real world soil 
samples with a focus on copper. Through this experiment, we observed clear improvement of 
sensitivity using MA-LIBS compared with traditional LIBS method. 
4.4.2 Improvement of sensitivity 
To measure the concentration of metals in a specific sample matrix, calibration curves are 
usually used. The slope of this curve defines the sensitivity of the analytical method according to 
the IUPAC definition [116]. Assuming similar precision, higher sensitivity would allow for 
better discrimination between two close values of concentration [117] and helps regulators to 
achieve conclusive and accurate decision-making. This study presents the improvement of the 
sensitivity of LIBS for the determination of copper in soil samples using MA-LIBS as well as the 
detection of silver and copper at concentrations not detected with our conventional LIBS system.  
 The experimental setup of LIBS and MA-LIBS was similar to the previous experiments. 
The nanosecond laser (Brilliant, Quantel), the microwave system (Envimetrics), the spectrometer 
(2300i, Princeton Instruments – Acton) and the ICCD camera (PI-MAX 2, Princeton Instruments) 
were used as the basic components of the LIBS and MA-LIBS experiments. Laser pulses with 10 
mJ energy were focused inside the sample, forming a 160-µm-diameter spot on the sample 
surface. This spot size was optimized for the maximum LIBS signal and minimum signal 
fluctuation. For MA-LIBS, the same ablation condition was used. The plasma emission was 
collected from the side by a UV-transmissive fiber at about 70 degree from the laser direction 
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without additional focusing lenses. The position of the fiber was optimized to obtain the 
maximum LIBS signal. The gate delay was set at 500 ns to eliminate the initial continuum 
emission, and a 20 ms or 10 μs gate width was applied respectively when the microwave 
generator was either activated or not. Each spectrum was obtained by adding ten accumulations 
at the same spot, and 5 spectra from different locations were averaged to obtain the final spectra. 
The four soil samples were a subset of the samples used in Ref [118]. The copper 
concentrations, measured by ICP-OES, were evaluated at 1232, 738, 544, and 30 mg kg-1 in 
order to measure the sensitivity over a wide range. In the following discussions the samples are 
labeled as S1 - S4 with S1 having the highest concentration of copper and S4 the lowest. These 
samples were natural soil samples from different locations rather than matrix-matched soils made 
in the laboratory, considering a linear calibration curve may have been difficult to obtain due to 
matrix effects in the former case  [118, 119]. In order to reduce these effects, the above samples 
were chosen to contain relatively similar concentrations of major elements like Fe, Si, and Al 
(Table 4.4). The soils samples were prepared in the pellet form. Details of the sample preparation 
and ICP-OES measurements can be found in Ref [118]. 
Table 4.4 Concentration of Cu and major elements in soil samples referred to as S1-S4 
 
Cu (mg kg-1) Al2O3 (%) Fe2O3 (%) SiO2 (%) 
S1 1232 16.3 11 55.5 
S2 738 12.4 6.8 60.3 
S3 544 16.5 10.7 52.3 
S4 30 11.2 6.5 68.9 
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For the detection of copper as a trace element in the soil matrices, the 324.75 nm line 
from the 4s2S1/2 – 4p2P01/2 doublet of neutral Cu was used due to its large transition strength. The 
spectra of S1 from both MA-LIBS and LIBS measurements are shown in Figure 4.10 
respectively on the left and the right.  The intensity of the line was measured, after background 
subtraction, by fitting the peak by a Lorentzian profile and integrating its area. In the LIBS 
spectrum, the Cu line was on a broad background structure in the spectrum. Due to the high level 
of noise, precise identification of each individual peak was not achieved. The Cu peaks in the 
MA-LIBS spectrum are much more defined than those in the LIBS spectrum due to the signal 
and signal-to-noise enhancement. In Figure 4.10, the integrated line intensity of the 324.75 nm 
Cu line from the MA-LIBS spectrum was 14 times higher than that of the LIBS spectrum, with a 
10-fold improvement of the signal to noise ratio (SNR). Additionally, a few lines from other 
elements were observed, thanks to the improved SNR. Among them, the line at 328.07 nm was 
identified as the resonant Ag I emission line from the 5s2s1/2 – 5p2P3/2 transition. It should be 
emphasized that the concentration of silver was reported to be 23.3 mg kg-1 in S1 according to 
the ICP-OES measurement and was not detected with our LIBS measurement. Consequently, 
MA-LIBS offered in this case better performances than LIBS for the detection of these specific 
trace elements. It has to be noted that each LIBS experiment has its own performance depending 
on the experimental conditions and consequently these values comparing MA-LIBS to LIBS are 
not to be considered absolute ones. 
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Figure 4.10: Spectra of the soil sample S1 containing 1232 mg kg-1 of Cu with MA-LIBS (left) 
and LIBS (right). 
The calibration curves for copper are plotted in Figure 4.11 for both LIBS (circles) and 
MA-LIBS (squares). The data for each concentration consisted of five single spectra acquired at 
five different locations on the pellet. The mean values of the intensities were linearly correlated 
with the concentration of copper. In the case of our LIBS experiment, the sensitivity was 
0.048 counts/ mg kg-1, while in MA-LIBS, it increased to 1.12 counts/ mg kg-1, which represents 
a 23-fold increase. The improvement of the sensitivity is by definition beneficial for an analytical 
method since it is one of the most important factors for discriminating between two close values 
of concentration. MA-LIBS can thus potentially offer advantages over LIBS in deciding if a soil 




Figure 4.11: Calibration curves of Cu for MA-LIBS (black squares) and the traditional LIBS 
(red circles).  
Due to intrinsic large sample inhomogeneity of the soil samples, signal fluctuations (in 
the range of several tens of percent) were observed from one spot to another, for both LIBS and 
MA-LIBS data. Such signal fluctuation is not specific to LIBS or MA-LIBS but is common for 
any micro-analysis method on inhomogeneous samples. Indeed, even if the soil samples were 
prepared and homogenized as much as possible, they are still heterogeneous at the scale of the 
laser beam size and the observed variations are really related to local composition of the samples. 
Without going deeper in this discussion of sampling, one can understand that in this case of 
heterogeneous sample, the variance from point to point has no statistical meaning and that only 
the average value is representative of the macroscopic sample. That is why error bars are not 
displayed in Figure 4.11. Nevertheless, a second set of measurements was performed in this 
study to confirm the reproducibility of the previous result. Similar fluctuations due to the sample 
heterogeneity were observed, but again, the mean values of the intensity obtained for each 
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concentration were linearly correlated with the concentrations (Table 4.5). The experimental 
points (average values) obtained during this second experiment were overlapped with the 
previous ones and consequently not displayed on Figure 4.11 for clarity. Sensitivity improved by 
20x for the second set of data, comparable to the 23x obtained with the first set. This confirms 
that, despite of the high heterogeneity of the soil samples, not discussed here, the results about 
the sensitivity enhancement by MA-LIBS were found to be reproducible, based on the analysis 
of the mean values. 
Table 4.5 Summary of the fitting results for two sets of experiments 
 
Experiment 1 Experiment 2 
 
Slope R2 Slope R2 
LIBS 0.04823 0.99232 0.05997 0.99872 
MA-LIBS 1.1248 0.99296 1.2206 0.99804 
 
 In addition to the enhancement of the sensitivity, MA-LIBS extended the range of 
analysis for copper, for the experimental conditions reported here. The calibration curve built 
with our LIBS system covered the range from 544 to 1232 mg kg-1, while MA-LIBS extended 
this range down to 30 mg kg-1. For the same series of soil samples, the lowest detected copper 
concentration reported in [118] was 80 mg kg-1 using another typical LIBS setup. Moreover, 
under our experimental conditions, silver has been detected only by MA-LIBS, which makes this 
technique very promising for the detection of trace elements in soil.  
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To summarize, calibration curves of copper in soil samples were built by both LIBS and 
Microwave-Assisted Laser-Induced Breakdown Spectroscopy (MA-LIBS). The MA-LIBS signal 
for copper at 324.75 nm in soil samples was found to keep the linearity calibration curve in the 
concentration range studied. A comparison with our LIBS data was conducted and an 
enhancement of sensitivity of more than 20 times was observed with MA-LIBS. This 
improvement of sensitivity could have a significant positive impact on the monitoring of soil 
samples. Indeed, the ability of sorting soil samples based on their concentration of a pollutant 
with respect to a given threshold value could be highly enhanced. As a consequence, quick 
decision could potentially be taken with a higher level of confidence by MA-LIBS than LIBS. 
However, this promising result will hold only if the signal fluctuations with MA-LIBS are in the 
same order of magnitude as the one observed with LIBS. Future work should consequently be 
focused on the study of the precision in both LIBS and MA-LIBS. 
In addition, for soil samples, concentrations as low as 30 mg kg-1 of Cu and 23.3 mg kg-1 
of Ag were detected by MA-LIBS while not by LIBS, under the experimental condition reported 
here. Consequently, MA-LIBS can potentially give access to spectral lines not detected by LIBS, 
which can be one of the major ways for detecting trace elements. Future work should address 
this important topic of improving the detection of trace elements with MA-LIBS. 
4.4.3 Selective enhancement of lines 
 Besides the improvement of sensitivity and the capability to detect low concentration 
elements, MA-LIBS shows another interesting feature in Figure 4.10. Without the microwave the 
SNR of the spectrum was very poor due to the background signal. However, with the help of the 
microwave the SNR was improved due to the fact that the Cu and Ag peaks experienced much 
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stronger signal enhancement than the background signal. Because of the limited spectral 
resolution the background signals were not identified, but clearly one can see from Figure 4.10 
that some properties of three lines (324.8 nm, 327.4 nm from Cu and 328.1 nm from Ag) made 
the microwave preferably enhance their signal.  
The transition properties are the key to understand the selective enhancement of lines. 
Table 4.6 listed the major transition parameters of the three lines mentioned above. All the three 
lines are resonance lines which involve the ground state. The upper levels are low energy levels 
(a few eV) so that electrons can be excited to these levels easily. Even more, the transition 
strength, which characterizes the probability of the transition, is also large for the three lines. 
Table 4.6 Transition parameters of two Cu lines and one Ag line enhanced by MA-LIBS 
 
Wavelength (nm) Ei (eV) Ek (eV) Transition strength (s-1) 
Cu I 324.8 0 3.82 5.56E+08 
Cu I 327.4 0 3.79 2.74E+08 
Ag I 328.1 0 3.78 5.60E+08 
  
In Figure 4.4, the three lines from Pb (405.8 nm, 368.4 nm, 364.0 nm) which 
demonstrated highest enhancement showed almost the same properties. Transition parameters 
are listed in Table 4.7. The three transitions start at the lowest excited state of Pb that produces 
allowed optical transitions. The lower levels are meta-stable levels which can hold a large 
population like the ground state. The transition strength for the three lines is large. Among them, 
the 405.78 nm line that experienced the largest signal enhancement also has the highest transition 
strength. Just like the Cu and Ag lines, these transition parameters guarantee such transitions to 
happen easily. 
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Table 4.7 Transition parameters of three Pb lines enhanced by MA-LIBS 
 
Wavelength (nm) Ei (eV) Ek (eV) Transition strength (s-1) 
Pb I 364.0 0.97 4.38 1.0E+08 
Pb I 368.4 0.97 4.33 1.5E+08 
Pb I 405.8 1.32 4.38 2.7E+08 
 
 For transitions that start from different energy levels, enhancement is more favorable to 
those initially at a lower energy level. Take calcium as an example. Figure 4.12 shows the 
spectra of an alumina sample containing Ca as a minor element (0.54% from the commercial 
data sheet of the alumina sample). The seven atomic calcium lines in the spectra originate from 
two groups: the 3p64s2  -  3p64s4p transition (Eup = 2.9 eV) at 422. 7 nm and the 3p64s4p  -
  3p64p2 multiplet (Eup = 4.8 eV). The 422.7 nm line experienced about 22 times enhancement, 
much stronger enhancement than the neighboring 428.9 nm calcium line (about 5 times).  
 
Figure 4.12: Enhancement difference between different Ca lines. 
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Similarly, for other elements shown in Section 4.4.1, most of the lines showing strong 
enhancement were transitions with large transition strength and low excitation energy levels, 
especially resonant lines involving the ground states. Figure 4.8 showed the spectra of Al, Mg, 
Ba, Na, K, and Ca lines with clear intensity enhancement. Across the spectrum, most of the lines 
were atomic transitions. Only ionic lines from Mg, Ca, and Ba (atoms of Group II) can be 
observed due to the combination of low ionization potential (respectively 7.6 eV, 6.1 eV and 5.2 
eV) and low ionic excitation energy (respectively 4.4 eV, 3.1 eV and 2.5 eV) as opposed to Na 
and K (atoms of Group I) that have low ionization potential but have high ionic excitation energy 
(above 30 eV). All these results lead to a conclusion that microwave enhancement favors 
transitions with low upper level energy (a few eV) and high transition strength (108 s-1).  
The enhancement preference can be understood by noticing that the critical electron 
density of the 2.45 GHz microwave radiation is only 7×1010 cm-3. Due the low critical electron 
density, the microwave and the plasma coupling is not efficient until the electron density of the 
plasma decreased to a relatively low level. This explains why enhancement was often observed 
for atomic species. Only the easily ionized species are in their ionic states. Meanwhile, the 
plasma temperature also decreases. For the Ca lines mentioned above, higher temperature 
(reached at early times in the plasma) is needed to support the 428.9 nm transition, but in a low 
temperature plasma it is much more difficult to excite electrons to the high energy level for 
example 4.8 eV for the 428.9 nm line comparing with a much lower level at 2.9 eV for the 422.7 
nm line. As a result, the lifetime of the 428.9 nm radiation is shorter than the one at 422.7 nm, 
which leads to weaker enhancement. 
This selective enhancement can be beneficial for analytical chemistry applications 
because the MA-LIBS spectra experience much less spectral interferences by non-resonant lines 
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or the background emission. A typical example is shown in Figure 4.10 for copper analysis in 
soil samples. Only the resonance lines were observed to have significant enhancement in this 
application. As a result, better SNR was obtained. For general MA-LIBS applications, to reach 
the best condition for microwave enhancement, transitions have to satisfy the two conditions, 
namely low upper level energy and large transition strength. For each element, there are only a 
few lines can meet such requirements. Therefore this advantage can reduce the number of lines 
that people have to consider during the identification process, and lead to more accurate line 
identification based on the central wavelength of the peaks.  
4.4.4 Enhancement of molecular emission 
Besides signal enhancement of atomic and ionic line emissions, stronger molecular 
emission from MA-LIBS plasma was detected. In the analysis of alumina ceramic samples, 
strong emission from AlO, NO, and OH diatomic radicals was observed (Figure 4.13). In soil 
analysis, emission from CaO (CaOH) was very intense as shown in Figure 4.14. 
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Figure 4.14: Molecular emission from soil samples. 
The emitters of these molecular bands may come from the native matrix due to 
incomplete atomization. However more likely they are formed during the microwave plasma 
regime due to the interaction of the plasma with oxygen in the air [120]. Thanks to the long 
lifetime and low temperature of the microwave sustained plasma, atoms from the sample 
material and excited oxygen from the air can have much higher possibility to associate together 
than in normal LIBS plasma in which many radicals are broken down into atoms by collisions 
with high energy particles. In another experiment where GaAs wafer was analysed, GaO 
emission can be observed (Figure 4.15), even though there was no oxygen in the sample. This 
can be a proof of the formation hypothesis at low temperature condition, since GaAs is known 
for developing a very low oxide layer at its surface [121]. 
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Figure 4.15: GaO emission in MA-LIBS spectra from GaAs samples. 
The molecular emission can potentially bring both troubles and benefits. As one can see 
from Figure 4.13 (a) and Figure 4.14, the molecular bands are much broader than atomic and 
ionic lines, and as a result a wide spectral region can be covered by the molecular bands. The 
molecular emission causes spectral interference if elements of interests generate emission lines 
overlapping with the band emission. However, molecular emission can be used for isotopic 
analysis. Recent studies on laser ablation molecular isotopic spectrometry (LAMIS) showed that 
isotope detection with LIBS is possible thanks to the larger isotopic shift from molecular 
emission compared with line mission [122, 123]. Normal LIBS plasma usually has a much 
shorter lifetime and much weaker molecular emission than MA-LIBS plasma. The enhanced 
molecular emission in MA-LIBS can be very useful for techniques that utilize molecular 
emission like LAMIS. 
4.4.5 Enhancement dependence on laser irradiance 
In 4.3.1, we defined the enhancement as the ratio between the MA-LIBS intensity and 
LIBS intensity after baseline removal. In several experiments, the enhancement was found to be 
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related to the laser irradiance. The enhancement dependence on laser irradiance was 
systematically studied with the alumina sample. 
The irradiance was controlled in two ways: either by changing the laser energy at the 
sample surface at a fixed working distance or by changing the diameter of the laser spot size by 
defocusing the laser beam. Among all the lines from the alumina sample, the Ca I line at 422.7 
nm was chosen for this study, because calcium could be a representative of minor constituent of 
the sample (0.54% wt), and this particular line didn’t interfere with other transition lines in the 
spectrum and it was subject to significant enhancement by the microwave radiation.  
Figure 4.16 shows the intensity of the Ca I line at 422.7 nm as a function of the laser 
irradiance with the sample surface at focus without microwave radiation. Two regions can be 
outlined: below and above 50 GW.cm-2. The first region shows an efficient ablation (increase of 
the signal with the laser irradiance). The second region shows a screening effect, where the tail 
of the laser pulse is reflected by the high electron density plasma at early times (first 
nanoseconds) created by the high irradiance ablation [124]. The uncontrolled interaction between 
the tail of the laser pulse and the expanding plasma increases the fluctuations from shot to shot, 
depicted by the large standard deviations on the figure. Laser energies of 1.5, 6, 14, 25, and 
47 mJ were used as test values to characterize the effect of the laser pulse irradiance across the 
behavior shown in Figure 4.16. 
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Figure 4.16:  Ca I line at 422.7 nm intensity vs laser irradiance. 
 Figure 4.17 shows the enhancement factor as a function of the area of the ablation spot 
(negative spot size means that the laser is focused inside the sample) for different laser peak 
powers. The enhancement was defined as the ratio between the MA-LIBS intensity and LIBS 
intensity after baseline removal. To vary the area of the ablation spot, the laser beam was focused 
down to 2.2 cm, 1.4 cm, 1cm, 0.1 cm inside the sample and 0.7 cm above the sample surface. 
After defocusing, the plasma emission was either undetectably weak or very unstable if the laser 
energy was 1.5 mJ or 6 mJ. This corresponded to an irradiance smaller than 250 MW.cm-2, 
which is approximately the plasma threshold for alumina [93]. Low energy and large defocusing, 
leading to low irradiance ablation, benefited MA-LIBS enhancement, as it can be seen clearly 
from the enhancement graph shown in Figure 4.17.  These characteristics result from three 
aspects. First, the higher irradiance increases the LIBS emission, and the MA-LIBS emission 
mainly in the LIBS regime. However during the microwave plasma regime, the effect of the 
initial laser irradiance becomes weak. On one hand, the amount of ablated mass is slightly higher 
with higher laser irradiance. On the other hand, the microwave power and duration is not 
changed. As seen from Figure 4.4, the enhancement is mainly due to the emission from the 
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microwave plasma regime. Since this part of emission does not change much when laser 
irradiance is increased, while the LIBS emission without microwave increases significantly, the 
enhancement factor becomes lower. Second, high irradiance laser ablation generates plasma with 
high electron density. Thus, when the plasma expands into the microwave cavity, the impedance 
of the cavity is modified. Impedance mismatch leads to more microwave reflection, and hence 
lower the energy coupled to the plasma. Third, a corollary to the second explanation is that low 
irradiance ablation produces low electronic density plasma that reaches the critical electronic 
density for coupling faster than that created at high irradiance. Therefore the enhancement went 
up when laser energy dropped.  
From Figure 4.17 we can see that for the alumina sample the enhancement was very weak 
at the focus whatever the laser irradiance. This is because defocusing helps to create large and 
uniform laser plasma with relatively low electron density, which can couple more efficiently 
with the microwave radiation. However, focusing the laser beam in front of the sample surface is 
likely to cause air plasma, and hence degrade the quality of the spectrum. As a consequence, 
besides tuning the laser energy, adjusting the defocusing condition is important in order to 
achieve good enhancement factors. This feature indicates the possibility to use compact low peak 
power lasers in MA-LIBS systems without losing plasma emission. 
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Figure 4.17: Enhancement dependence on laser power and laser spot size in air. Negative spot 
size indicates the laser was focused inside the sample. 
 4.4.6 Influence of atmosphere condition 
All experiments discussed above are done in air, so what happens if the air is replaced 
with other gas background, such as Ar which is often used in LIBS experiments to remove air 
influence and enhance plasma emission? As mentioned in 4.4.4, the presence of air and its 
interaction with the plasma led to molecular formation (AlO, NO, OH). Molecular band emission 
produced background signal that overlapped with the atomic emission and introduces its own 
fluctuation to the noise in the emission spectrum.  
To study the effect of the atmosphere, an enclosure was made around the microwave 
cavity and argon gas was constantly purged into the microwave cavity so that a localized argon 
environment can be created. Similar to Figure 4.17 in previous section an “enhancement vs 
irradiance” map was obtained and illustrated in Figure 4.18. In an argon environment, the 
microwave enhancement effect behaved differently from in the air. Weak enhancement can be 
observed at focus, but no enhancement with optimized experimental parameter found in the air 
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for the alumina sample (laser power below 5 MW, large ablation spot area – 0.012 cm2 – and 
long microwave pulse – 20 ms). With all the parameters tested, the enhancement is negligible 
(up to 4) compared with the results in the air. Figure 4.19-a shows the spectrum for the calcium 
emission in the argon with and without microwave and a laser irradiance of 330 MW.cm-2. No 
effect of the microwave radiation could be detected. Figure 4.19-b shows the same spectral 
region but with laser irradiation of 15 GW.cm-2 at focus. Enhancement of the signal was detected 
but emission from Ar lines was predominant causing serious spectral interferences. On the other 








Figure 4.19: Alumina spectra in Ar environment: a) 330 MW.cm-2 on a 0.012 cm2 spot, b) 
15 GW.cm-2 at focus. (1: microwave ON, 2: microwave OFF) 
The disappearance of the enhancement effect can be explained in several aspects. In the 
LIBS regime, the microwave power is reduced because of ineffective coupling between the 
microwave and the plasma. Previous works showed that laser-induced plasmas produced in the 
argon at atmospheric pressure lead to higher electron density than in the air [125, 126].  This 
causes the detuning of the microwave cavity and higher reflection, similar to the high irradiance 
case in the air.  
The background gas plays an important role in the microwave enhancement, as can be 
seen in the strong molecular emission due to the oxide formation. Very likely oxygen in the air is 
a very important electron provider in the microwave plasma due to its lower ionization potential 
(13.62 eV) compared with nitrogen (14.53 eV) and argon (15.76 eV). In the microwave plasma 
regime, the microwave can produce the amount of power just enough to slightly ionize the 
oxygen in air with the help from initial free electrons from LIBS plasma. Once air is replaced 
with argon, which has a higher ionization potential, the microwave power is not enough to free 
electrons in the argon environment. Because of the fast decrease of the electron density, the 
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collisional excitation and emission stops quickly and as a result no enhanced plasma emission 
can be observed.  
For the high laser irradiance case, the high electron density lowers the breakdown 
threshold of the argon gas by multiple electron-atom collisions. With the help of large amount of 
electrons, the microwave is able to temporarily breakdown argon and increases the collisions 
between electrons and argon atoms, which give strong emission enhancement of the Ar lines. 
However, due to the high electron density, the microwave is not able to couple with the plasma 
efficiently. Although the microwave was able to enhance the emission of the argon lines, it is not 
able to sustain the argon plasma due to the higher ionization potential of argon gas and 
insufficient microwave power. Therefore the plasma lifetime is short, and the enhancement is 
weaker than in the air. 
4.5 Conclusion 
This chapter discussed the concept of using microwave to enhance LIBS plasma emission. 
This was realized via a modification of the conventional LIBS system by the addition of a 
commercialized microwave system. Through the characterization of the MA-LIBS plasma, the 
enhancement is proved to be from the extended plasma lifetime. The plasma temperature and 
density in the microwave plasma regime are low (5000-6000 K, less than 1015 cm-3) compared 
with LIBS plasma in the first 1 to 2 μs (around 10000K, above 1016 cm-3). Applying the 
McWhirter Criterion described in Section 2.2.2, the LTE assumption is very likely to fail for the 
MA-LIBS plasma in the microwave plasma regime. However, this does not prevent MA-LIBS 
from providing good analytical performances. Up to several tens of times signal enhancement 
was observed from multiple elements in different samples. With the help of the signal 
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enhancement, MA-LIBS provides sensitivity improvement and helps the detection of low 
concentration elements. In addition, MA-LIBS generates cleaner (less spectral interferences) 
spectra featured with low upper level transitions with large transition strength.  
Besides the obvious benefits, some other properties of MA-LIBS can be both beneficial 
and problematic. The molecular emission due to plasma-air interaction may cause spectral 
interferences. Meanwhile, the strong molecular emission can be useful (LAMIS, for instance). 
The good enhancement obtained with low irradiance ablation in normal air condition indicates 
the possibility to build a MA-LIBS system that does not require energetic lasers or support gas, 
which are very convenient. However, modifications of the microwave system, such as tunable 
power and frequency, feedback loops for impedance match, are needed in order to make the 





CHAPTER 5 FUNDAMENTALS OF RAMAN SPECTROSCOPY 
Raman spectroscopy is a vibrational spectroscopy method used to probe the molecule or 
crystal structure of the sample. The physics related to Raman scattering and the spectroscopic 
techniques based on spontaneous Raman scattering will be discussed in the following sections. 
5.1 Raman Scattering and Molecule Vibration 
5.1.1 Spontaneous Raman scattering 
Raman scattering is an inelastic optical scattering phenomenon, which was first observed 
and explained by the Indian physicist C. V. Raman and his student K. S. Krishnan [127]. The 
frequencies of the scattered light are shifted away from the incident frequency in Raman 
scattering. This is because the vibrational modes can interact with the incident light. This is 
illustrated in Figure 5.1. In most cases, after excited by the light to a virtual state, molecules go 
back to the original state and emit light at the same frequency as the incident light (Figure 5.1-a). 
This is Rayleigh scattering. However, a very small portion of the molecules (usually less than 1 
over a million) relax to a different vibrational mode. The molecules absorb energy from the 
incident light or release energy to the scattered light, so the emission occurs at a frequency 
different from the incident light (Figure 5.1-b, c). This is spontaneous Raman scattering. If the 
scattered light has a longer wavelength than the original wavelength, it is called Stokes shift. If 
shorter, the process is called anti-Stokes shift. 
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Figure 5.1: Light scattering: (a) Rayleigh scattering; (b) Spontaneous Raman scattering with 
Stokes shift; (c) Spontaneous Raman scattering with anti-Stokes shift. 
 The origin of Raman scattering can also be introduced in the classical theory. The electric 
field of the incident laser (E) can be written as: 
 tEE 00 2cos πν=         (5.1), 
E0 is the amplitude, and ν0 is the frequency of the laser. When the laser interacts with a diatomic 
molecule, the dipole moment induced by the E field can be expressed as: 
 tEE 00 2cos πνααµ ==        (5.2). 
In this expression, α is the polarizability of the molecule. If the molecule vibrates at frequency νm, 
the nuclear displacement q follows this equation: 
 tqq mπν2cos0=           (5.3), 
where q0 is the vibration amplitude. This vibration may change the polarizability, which can be 













ααα        (5.4). 
a b c
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In this expression, α0 is the polarizability when the molecule is at the equilibrium position, and 
the derivative term is the rate of change of the polarizability around equilibrium. Combining 5.1-



























12cos  (5.5). 
The first term with a frequency ν0 represents the Rayleigh scattering. The ν0 + νm term describes 
anti-Stokes Raman shift, and the ν0 - νm term corresponds to the Stokes shift.  
5.1.2 Raman active modes 
Some conditions must be satisfied in order to observe spontaneous Raman scattering. 
From the derivation above we can see that Raman scattering can be observed only if the 






                                                                                                            (5.6).  
Due to symmetry, some vibrational modes can only be excited if there is a polarizability change. 
These vibrational modes are called Raman active modes. For example, the unpolarized diatomic 
homonuclear molecules such as N2 and O2 have Raman active modes. In contrast, Raman active 
modes are difficult to be excited in some molecules or structures, such as HCl. The vibrational 
modes can be driven by the electromagnetic field directly. In these vibrational modes the dipole 
moment will oscillate following the electric field, rather than the polarizability of the molecules. 
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This is another category of vibrational modes called IR active or dipole active. A dipole moment 
change occurs during vibration, which is the condition for IR active modes. Similarly this 






                                                    
                                                        (5.7), 
where μ is the dipole moment.  
For any molecule that has a center of symmetry, a mutual exclusive rule can be 
established. If the vibration is symmetric with respect to the center of symmetry, the vibration is 
Raman active but not IR active. On the contrary if the vibration is antisymmetric with respect to 
the center of symmetry, the vibration mode is IR active rather than Raman active [128]. For 
example, in the CO2 molecules, the vibration shown in Figure 5.2 (a) is symmetric with respect 
to the center of symmetry, so it is Raman active only. The other two vibrations (Figure 5.2 b and 
c) do not show such symmetry, and as a result they are IR active only. Some complicated 
molecules can have modes both IR and Raman active. IR active modes are usually detected by 
IR spectroscopy, which can be a good complementary of Raman spectroscopy for analyzing 
molecular structures [129]. 
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Figure 5.2: Vibrational modes of CO2 molecules. 
5.1.3 Raman intensity 
The intensity of the Raman signal scattered from a sample can be written as [130] 





















= −      (5.8), 
where IL is the laser intensity, N is the number of scattering molecules, μ is the reduced mass, αa’ 
and γa’ are the isotropic and anisotropic invariant of the polarizability tensor. The Raman 
intensity is proportional to (ν0 - νm)4. This indicates shorter wavelength excitation produces 
stronger Raman signal. However, due to fluorescence which will be discussed later, longer 
wavelength lasers are more frequently used. Meanwhile, the larger the number of scatterers N 
gives the stronger Raman signal. This feature leads to the application of quantification of Raman 
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active molecules. Due to the small cross section of Raman scattering, high intensity laser is used 
for better SNR. 
5.2 Raman spectroscopy 
5.2.1 Spontaneous Raman Spectroscopy 
The Raman effect is used in spectroscopy because the Raman shift reflects the vibrational 
mode’s frequency. In a Raman spectrum as shown in Figure 5.3, the peaks correspond to 
vibrations of specific molecules. By comparing the Raman spectrum with a Raman database, the 
modes causing the peaks can be identified. The intensity of the peaks can be used as a tool to 
give concentration information. If the polarization of the Raman scattering light is examined, 
detailed crystal structure or molecule vibration information can be revealed. 
 
Figure 5.3: A Raman spectrum of naphthalene sample. 
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A useful Raman spectrum usually ranges from 400 to 3600 cm-1 in which different 
molecular groups occupy their own Raman shift region. Single bond groups associated with H 
like C-H, N-H, and O-H are mainly in the region of 2500-3500 cm-1. Multiple bonds such as -
N=C=O show up in 2000-2500 cm-1 region while double bonds (-C=O, -C=C-) usually appear in 
the 1500-2000 cm-1 region. A more detailed list of Raman features can be found in Ref [131]. In 
general, molecular groups that have weak polarity are strong Raman scatterers. Some examples 
are aromatic rings, -C=C-, -C=S and so on. Figure 5.4 shows the appearance and strength of 
some molecular groups from 700-1200 cm-1. A complete set of figures can be found in Ref [21]. 
   
 
Figure 5.4: Single vibration and group frequencies and indication of possible intensities of peaks 
commonly identified in Raman scattering. Thicker lines indicate stronger Raman signals.  
5.2.2 Experimental setup of Raman spectroscopy 
The Raman spectroscopy setup can be as simple as the one shown in Figure 5.5 which is 
very similar to the LIBS setup. Lasers are ideal light sources for Raman spectroscopy. Focused 
laser beam irradiates the sample of interest, and the scattered light is collected and sent to a 
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spectrometer with sensitive detectors. Because the Raman signal usually is more than 6 orders of 
magnitude weaker than the Rayleigh scattering [129], on one hand, sensitive instruments are 
needed to gather the Raman signal, and on the other hand, the Rayleigh scattering must be 
blocked or reduced (before or inside the spectrometer) to avoid saturating the detector [132]. 
Therefore a laser (pulsed or CW) with sufficient power, a spectrometer with detector, and an 
optical filter to block the laser wavelength are the basic components needed in a Raman 
spectroscopy system.  
 
Figure 5.5: Experimental setup of Raman spectroscopy. 
Compared with lasers in LIBS setups, lasers for Raman spectroscopy which is a 
nondestructive technique require lower energy than for LIBS, since obtaining Raman spectra 
does not need the sample to be ablated. For cw Raman spectroscopy, the laser power ranges from 
a few milliwatts to a few watts. For nanosecond pulsed Raman spectroscopy, sub-millijoule to 
several tens of millijoule energy pulses are used. As mentioned earlier, the Raman intensity is 
proportional to ν4 [133], so shorter wavelength lasers give stronger Raman signal. However, 
lasers in the visible or UV are more likely to excite electronic transitions that often produce 
fluorescence, which strongly interfere with the Raman signal. Hence NIR lasers are used to 
perform Raman analysis when sample fluorescence is an issue [134]. Meanwhile as a 
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compromise, many groups use Nd:YAG lasers doubled to 532 nm in their Raman system, 
especially in combined LIBS-Raman setups [23, 26]. Besides the wavelength concern, there are 
several reasons for choosing 532 nm lasers. First, the frequency doubled Nd:YAG lasers are 
mature. They can be made robust, compact, and relatively cheap even for pulsed lasers. Second, 
optics for 532 nm are economic and widely used [18]. Third, for some remote Raman sensing 
applications, 532 nm is more tolerant to harsh weathers [18], even if this is the worst wavelength 
for eye-safety. 
Spectrometers for NIR, visible and UV Raman spectroscopy can be similar to those used 
in LIBS system. Usually, a resolution of 4 cm-1 or better is preferred for Raman spectrometers. 
However stray light must be suppressed inside the spectrometer to not interfere with the Raman 
signal. Specially designed Raman spectrometer with double or triple monochromators are used to 
reduce Rayleigh scattering and improve dispersion [129, 135]. The main advantage of using the 
double or triple monochrometers is their capability to detect Raman signal at very small shifts (a 
few cm-1). However, their complexity and bulkiness made them less competitive with the notch 
or edge filters based on advanced coating techniques [136]. In modern Raman setups, as long as 
the Raman peaks are not very close to the excitation laser wavelength, the holographic filter is an 
indispensable part of the system. 
CCD detectors can provide good quantum efficiency for excitation wavelengths much 
shorter than 1 µm. However, deep thermoelectric cooling is necessary for reducing the noise and 
improving the SNR. For IR Raman spectroscopy at longer excitation wavelengths (985 or 1064 
nm), cooled InGaAs detectors offer better efficiency compared to silicon-based CCDs. 
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For such long wavelength excitation, instead of using a Czerny-Turner spectrometer, 
Fourier Transform (FT) Raman spectroscopy is more common. The first FT-Raman system was 
promoted in 1986 [137]. Similarly to FTIR, the Fourier Transform spectrometers are configured 
around a Michelson interferometer. One of the mirrors in the interferometer can move for a 
changing optical path length. Interferograms can be obtained by scanning the mirror, and spectral 
information of the interfering light can be extracted through Fourier transform. NIR laser sources 
such as Nd:YAG laser at 1064 nm are applied both for eliminating fluorescence and better 
resolution. Notch filters for the laser wavelength must be used to block the strong laser radiation. 
Because the laser operates in NIR, to have enough spectral range and sensitivity, liquid nitrogen 
cooled germanium or InGaAs detectors are used instead of silicon detectors. The FT-Raman 
spectrometers can give good Raman spectra within 5-10 min for almost any type of sample [133]. 
5.2.3 Comparison with IR spectroscopy 
As another vibrational spectroscopy technique, IR spectroscopy (either NIR absorption 
spectroscopy or FTIR) is often compared with Raman spectroscopy. Several features of Raman 
spectroscopy make Raman spectroscopy a more suitable techniques in many applications. 
In the detection of some vibration modes from structures like C=C, S-S, and C-S, such 
vibrations may not be IR active or intrinsically weak in IR response, Raman spectroscopy is a 
superior technique. IR absorption bands from water cause strong interference when the sample of 
interest is in aqueous solution. Raman spectroscopy suffers little from water, which is a weak 
Raman scatter. Fewer sample preparation is needed in most Raman spectroscopy experiments 
than in IR spectroscopy. In addition, it is easier to obtain polarization related information in 
Raman spectroscopy than in IR spectroscopy. 
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Meanwhile, some disadvantages of Raman spectroscopy should also be noticed. The high 
irradiance at the sample surface is needed due to the weak signal, which may lead to sample 
degradation. High sensitivity equipment in the Raman setup usually raises the cost of a state-of-
art Raman system. Sample fluorescence may degrade the Raman signal. 
5.2.4 Fluorescence in Raman spectroscopy 
 Fluorescence has a different mechanism from Raman scattering. When energy of the 
incident photons is larger than the energy of the first electronic excited state, electronic 
transitions are excited. As shown in Figure 5.6, excited electrons relax and then go back to the 
ground state, during which light is emitted. This emission is fluorescence. Fluorescence is a 
resonant effect, so its intensity can be thousand times stronger than Raman signals. Due to the 
vibrational states, the fluorescence emission has a broad spectrum.  
 
Figure 5.6: Raman scattering and Fluorescence. 
Fluorescence emission is often observed in Raman spectroscopy when UV or visible 
lasers are used. Fluorescence interferes with the Raman signal in the Stokes shift region. Figure 
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5.7 shows an example. When fluorescence exists in the Raman spectrum, background correction 
is needed to improve the quality of Raman spectra [138]. However, during the background 
correction process it is possible to remove or create a peak in the Raman spectrum, since the 
Raman signal is so weak that it can be easily affected by inappropriate operations. In some 
extreme cases, the Raman signal cannot be recorded and only fluorescence is detected. 
 
Figure 5.7: Raman spectra of an American cheese sample (a) before background correction and 
(b) after background correction. 
To reduce fluorescence background, reducing the energy of the excitation photon is a direct 
method. With lower photon energy, it is much less likely to excite electronic transitions which 
generate fluorescence emission. Using NIR lasers with wavelength ranging from 780 nm to 830 
nm, people can effectively reduce the fluorescence generated by many samples compared with 
visible excitation. NIR lasers can reduce fluorescence, but the Raman signal detected can be 
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weaker because of the ν4 dependence shown in Equation 5.8. As a result, higher laser power may 
be used to compensate the penalty caused by the long excitation wavelength. Meanwhile, the 
sensitivity of the CCD detectors is reduced in the NIR region. Therefore, CCD detectors used for 
NIR Raman spectroscopy usually need special optimization in the NIR region. 
Another method of fluorescence reduction is using UV excitation. Although fluorescence 
is more likely to be excited as the wavelength becomes shorter, there is no overlap between the 
fluorescence and the Raman signal for 266 nm excitation [139]. The wavelength of fluorescence 
is seldom shorter than 300 nm. Meanwhile, useful Raman spectra could reach 3500 cm-1, which 
is at 293 nm for 266 nm excitation. In this situation, samples still fluorescence, but the separation 
of fluorescence and Raman signals in wavelength eliminates spectral interferences. Beside 
reduction of fluorescence, the probability of Raman scattering is 16 times higher at 266 nm 
excitation compared with at 532 nm [133]. These advantages of the UV excitation are illustrated 
in Figure 5.8. Furthermore, UV excitation is good for resonance Raman spectroscopy, which can 
further enhance the Raman signal. Like the NIR excitation configuration, there are some 
concerns that people need to pay attention to. Due to the high photon energy, samples undergo 
certain photon-induced deterioration process in a much faster rate. Sample damage is more likely 
to happen, compared with NIR and visible excitation. Due to possible self-absorption, it is 
difficult to obtain Raman signal under the sample surface. Detection system needs to be 
optimized to reduce the loss in UV, since many materials strongly absorb UV radiation and the 




Figure 5.8: UV Raman spectroscopy avoids fluorescence while increasing signal. Purple, blue, 
and green spectra indicate Raman spectra from 266, 355, and 532 nm excitation. Pink envelop 
shows the 1/λ4 dependence of the Raman intensity on excitation wavelengths. Black curves 






CHAPTER 6 MOLECULAR INFORMATION FROM LIBS SPECTRA AND 
LIBS-RAMAN SENSOR FUSION 
6.1 Motivation 
LIBS is powerful for elemental analysis, but molecular information related to the original 
sample matrix is often lost during sample breakdown. To obtain molecular information, one can 
use an indirect method which is to find the link between the elemental composition and the 
molecular composition. Using this link, molecular information can be revealed. Such relationship 
can be found for certain molecules and applications [19]. However, for more general molecular 
analysis, a suitable molecular spectroscopy method must be used. 
Due to instrumentation similarity, Raman spectroscopy can be performed using the same 
LIBS instrument with only minor modifications. The design and realization of such 
spectroscopic system is called LIBS-Raman sensor fusion. With only one fused system, both 
elemental and molecular information can be obtained. This potentially can lower the cost, since 
one instrument instead of two is needed in the laboratory. Both LIBS and Raman spectroscopy 
can be used to interrogate the same sample. Users are expected to have a better understanding of 
the sample material, since two types of complimentary information (elemental and molecular) of 
the same material are available. 
In this chapter, the two methods mentioned above, which lead to molecular information 
using a LIBS setup, are studied. For the indirect method, the possibility of using LIBS for 
measuring the moisture content of fresh food samples was investigated. The normalized line 
emission of oxygen was found to be highly correlated with the moisture content of the sample, 
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and could be used as a moisture marker in situations where oxygen interference from the matrix 
is not a critical issue. The linear correlation between the oxygen signal and the moisture content 
in the sample shows great potential for using LIBS as an alternative spectroscopy method for 
moisture monitoring. For LIBS-Raman fusion, three different systems are built and studied. The 
first one is based on the second harmonic emission of an Nd:YAG laser at 532 nm. This is the 
most common LIBS-Raman fusion system known to the LIBS community [23, 25, 27, 140, 141]. 
However, for specific studies, fluorescence can cause strong spectral interference. To solve this 
problem, a Ti:Sapphire laser based LIBS-Raman system working at 785 nm and a Nd:YAG laser 
based system working at its fourth harmonic (266 nm) were developed. Experimental results 
showed fluorescence reduction in spontaneous Raman spectroscopy with 785 nm excitation, and 
the 266 nm system is suitable for resonance Raman spectroscopy in crystal analysis. Since no 
publications can be found so far, the two systems are brand new developments in LIBS-Raman 
sensor fusion. 
6.2 Correlation between LIBS signal and moisture content 
6.2.1 Introduction 
Moisture content is one of the most important factors in food product quality, as water-
related physical or chemical reactions during or after the manufacturing process affect the quality 
and stability of the food product. In addition, the moisture level of the food affects the choice of 
food packaging and shipping methods [142, 143]. Space exploration is also interested in such 
diagnostics. A criterion for habitability of some planets is the presence of liquid water. Thus, the 
detection of water-formed materials and hydrated minerals are of importance [144].  
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Spectroscopic techniques such as near-infrared spectroscopy and microwave 
attenuation [145] are traditionally used to measure water content in samples. However, infrared 
spectroscopy requires preparation of solid samples prior to analysis, and spectral interference and 
calibration error can lower the accuracy. Microwave attenuation is based on the measurement of 
the modification of the microwave propagation in the sample due to its water content. Although 
this technique is often used in industry, the accuracy of the results depends on material properties 
such as density and temperature. 
LIBS can be an alternative for moisture quantification, since atomic emission from 
hydrogen and oxygen as well as molecular emission from OH radicals can be used as proxy 
indicators of water [146]. However, early studies mentioned that the water concentration 
negatively affects the LIBS spectra [147], and a systematic study on moisture monitoring using 
LIBS has never been reported. The work presented here examines the feasibility of LIBS as a 
tool for moisture measurement. The experimental results showed that the LIBS spectrum could 
be well correlated to the water content in cheese samples. After optimization of the laser energy 
to minimize the oxygen influence from the air, the oxygen emission lines normalized by the CN 
emission as an internal standard were used as an indicator of the cheese sample moisture. By 
measuring the intensity change of the normalized oxygen emission lines as a function of sample 
dryness measured by the mass loss of the sample, this work shows that LIBS is a candidate for 







A schematic diagram of the LIBS moisture monitoring system is shown in Figure 6.1. A 
10 Hz Nd:YAG laser (Brilliant, Quantel) with 5 ns pulse duration at 532 nm (frequency doubled 
by a KD*P crystal (SHG) from 1064 nm) was focused with a 36 mm lens (L1) to create plasmas 
on the sample. A laser light valve comprising a combination of a half-wave plate and a cube 
polarizer controlled the laser energy at the sample. The beam diameter was about 240 µm on the 
sample surface, measured via a knife-edge scan. The sample was mounted vertically and 
clamped to an XYZ automated translation stage (PT3-Z8, Thorlabs) and was moved after each 
spectrum was taken, to ensure a clean surface. Two lenses (L2 and L3) with focal length 35 mm 
(front) and 60 mm (back) were used to collect the plasma emission and match the numerical 
aperture of the 0.22 NA fiber that was connected to the Czerny-Turner spectrometer (2300i, 
Acton) with a 1800 l/mm grating. A 512 x 512 pixels iCCD (PIMAX 2, Princeton Instruments) 
was used for recording the spectrum, providing a pixel resolution of 0.04 nm in the vicinity of 
770 nm. The acquisition window was optimized for both the O lines and the CN bands. The 
camera was triggered 100 ns after the laser pulse. The short delay was aimed to capture the short-
lived O lines and remove the most intense continuum emission. The exposure time (gate width) 
was 10 µs to increase the intensity of the long lasting CN emission. Each spectrum was the result 




Figure 6.1: Setup for LIBS moisture monitoring. 
Sample preparation 
Yellow American cheese purchased at the supermarket was used as the sample in this 
study. The original cheese slices were 8.7 cm by 8.5 cm by 2.4 mm thick. One slice was cut into 
2x1 cm pieces which made the sample easier to handle and allowed the same sample to be used 
for the entire study. The small pieces were placed on weighed microscope glass slides. With a 
little pressure by a stainless steel ruler, the cheese remained on the glass for the duration of the 
experiment. No other sample preparation was made. Each sample set included a small piece of 
cheese and the glass slide, and the sample sets were weighed before taking the LIBS data using 
an electronic scale with 0.1 mg precision. The weight of the sample was tracked by subtracting 
the weight of the glass slide. The loss of weight of the cheese was considered to be mainly due to 
water loss[148]. Therefore, the weight of the cheese sample could be linked with the water 
concentration in the sample. A formula for calculating the moisture ξ at certain time t in the 
cheese is  
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                                                                                   (6.1)
 
where m(t), m(∞) and m(0) are respectively the mass of the cheese at time t, the mass when it is 
completely dry (stayed in air for more than one day), and the mass when the cheese is just out of 
the package. Cheese samples were left in a laboratory environment and dried naturally in air 
between measurements. 
6.2.3Results and discussions 
Emission spectrum and choice of analytical spectral lines 
The emission from the hydrogen Balmer Hα line at 656 nm and the oxygen 
(2s22p3(4S°)3s - 2s22p3(4S°)3p triplet around 777 nm are shown in Figure 6.2. The oxygen 
emission was considered to be more correlated to the water content in the cheese sample than the 
hydrogen line emission. Both water and organic molecules are rich in hydrogen. However, one 
third of the atoms in water are oxygen, while in organic molecules such as protein and fat, which 
are the majority constituents in cheese besides water, oxygen atoms are present in a much lower 
proportion. Therefore, the change of moisture in the cheese sample would affect the oxygen 
intensity more than the hydrogen intensity. Some factors can affect the oxygen line intensity, 
such as the laser energy fluctuation and surface roughness differences that can change the 
ablation efficiency from shot to shot. It is also easier to ablate drier samples as less energy is 
consumed in vaporizing the water. In order to obtain a more stable oxygen intensity that reflects 
the oxygen concentration, a normalization procedure was applied to reduce the shot-to-shot 
signal fluctuation [48, 149]. The signal from the cyanide radical CN at 774 nm (in the second 
diffraction order due to the 1-1 transition of the Violet system at 387.14 nm) was used as an 
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internal standard for three reasons. First, it is closely related to the carbon content in the plasma 
which reflects the ablation of the cheese sample. Regardless of whether the CN radicals were 
native to the sample or formed in the plasma by reaction between carbon and nitrogen species 
[45, 150], they can be used as an indicator of the carbon content of the sample. Second, with the 
second order at 774 nm, both oxygen and CN signals can be detected at the same time and within 
the same spectral window. Third, other elements in the same spectral window such as potassium 
showed a less stable signal in this study compared with the CN intensity. Hence the CN signal 
was chosen as the ideal internal standard. After baseline correction, the oxygen intensity at 




Figure 6.2: Spectra of (a) oxygen and CN emission and (b) hydrogen from a cheese sample. 
Optimization of the laser parameters 
The laser energy used in this study was optimized for maximization of the signal as well 
as minimization of the influence from air before acquisition of the data. The major concern was 
that both the CN and the oxygen emission could be influenced by the air surrounding the plasma 
and the sample. The intensity of the oxygen and CN emission lines from both fresh and dry 
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cheese samples are plotted as a function of laser energy in Figure 6.3. Three regimes were 
noticed. At low energies, close to the breakdown threshold, the line intensities were low, and 
atomization might not be complete which could affect the stoichiometry of the plasma [151]. On 
the other hand, for energy above approximately 8 mJ, a clear deviation from the linear trend 
could be observed, which indicated a stronger influence from the air on the plasma emission. 
This was due to the high laser energy causing air breakdown and excitation of the surrounding 
air background which increased the oxygen intensity from air. Hence, laser energy of 7.5 mJ was 










Figure 6.3: Oxygen (a) and CN (b) intensity as a function of laser energy for fresh (disk symbol) 
and dry (square symbol) cheese samples. Shaded regions indicate either too low or too high 
laser energy used for moisture monitoring. Error bars correspond to 1 standard deviation over 
10 measurements. 
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Correlation between moisture and LIBS signal 
The experiment was conducted in a laboratory temperature of 23°C ± 0.5°C with 
49 % ± 1% air humidity. Figure 4 shows the normalized oxygen intensity plotted as a function of 
time, and compared with the moisture content calculated following Eq (1). The results were 
modeled by an exponential decay in the form of ( ) 0exp ytAy +−= τ and fitted as shown in 
Figure 6.4. The normalized oxygen intensity decays accordingly with the moisture content with 
comparable decay times of respectively 3.9 ± 0.1 h and 3.1 ± 0.9 h.  
 
 
Figure 6.4: Decay of humidity and the normalized oxygen intensity of cheese samples. The error 
bars represent 1 standard deviation over 10 measurements. 
This similarity offers the potential to retrieve the moisture information from the LIBS 
signal as it is shown in Figure 6.5. The correlation between the normalized LIBS signal from 
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oxygen and the moisture in the sample was R2=0.89 (R2 being the adjusted coefficient of 
determination of the linear model) for values of moisture content between 0 and 50 %. The 
extreme values show a deviation from the linear fit, indicating some possible limitations at these 
values. If the domain of validity of the technique is restricted to 0.5% to 45 %, the linear fit 
(straight line in Figure 6.5), the correlation is R2=0.99. 
 
Figure 6.5: Normalized LIBS signal of oxygen as a function of the moisture of the cheese sample. 
The error bars represent 1 standard deviation. The straight line is a linear fit of the data in the 
range of moisture content [0.5% - 45%]. 
Although the LIBS signal and the moisture content are highly correlated, the error bars 
show that the data was dispersed. This could be due to different factors. First, the drying of the 
sample was spatially inhomogeneous. The areas closer to the edges dried more rapidly, thus, the 
analysis on the full sample area took into account different moisture levels. Furthermore, the 
evaporation of water can also be inhomogeneous on the scale of the laser spot (240 μm diameter). 
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Another factor was the contribution of oxygen in the sample that was not in the form of water. 
Since it was an intrinsic part of the sample, it was impossible to remove its influence without 
extensive sample preparation. However, such influence is relatively low due to the low oxygen 
percentage in other types of molecules in the sample. Finally, although the laser energy was 
optimized to lower the influence of the air and still obtain a large signal-to-noise ratio, it was 
impossible to completely remove the contribution from the surrounding air. 
Influence of purging gas 
To evaluate if the contribution from air could be reduced and the moisture could still be 
monitored successfully, experiments under nitrogen and argon gas background were performed. 
The gas background was controlled by flowing either nitrogen or argon onto the sample at the 
location of the plasma. Figure 6.6 shows the results under a nitrogen flow. In this case, the LIBS 
signal and sample moisture were not correlated. The major problem was that the gas flow was 
drying the sample surface faster than under an air background. Therefore the surface dryness was 
no longer an indicator of the overall dryness of the sample. Another issue was that the CN 
intensity was affected by the strength of the nitrogen flow, making the internal standard less 
representative by the creation of more or less CN radicals in the plasma. Similar issues occurred 
under an argon flow. Besides the faster drying of the sample under the gas flow, the argon flow 
suppressed the CN signal as shown in Figure 6.7. Hence the internal standard was absent. As a 
conclusion, although normal atmosphere caused oxygen interference, it provided a stable 
experimental environment, and the air influence could be suppressed to an acceptable level by 




Figure 6.6: Normalized oxygen decay trend comparing with moisture loss with N2 flow blown at 
the sample surface. 
 
Figure 6.7: Cheese spectrum around 770 nm with Ar flow blown at the sample surface. 
6.2.4 Conclusion 
Laser-induced breakdown spectroscopy (LIBS) has been demonstrated as a new potential 
technique for monitoring moisture of fresh food samples at the surface of a sample in air. This 
study focused on cheese and showed a correlation of R2=0.99 between moisture content and 
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normalized oxygen signal in the range of 0.5% - 45 % moisture. This new method can provide 
rapid and in-situ information on the moisture content of the sample, providing a solution to 
representative sampling in the monitoring stage of the process. Moisture measurement by LIBS 
shows potential for integration of laser spectroscopy techniques in the food industry, as well as in 
agricultural, forestry and geological applications, where information of water content is needed. 
6.3 LIBS-Raman Sensor Fusion 
6.3.1 Introduction 
The motivation for combining LIBS and Raman spectroscopy on a single instrument is 
from the advantages brought by data fusion and the intrinsic similarities between LIBS and 
Raman instruments.  
Data fusion refers to “the acquisition, the processing, and the synergistic combination in 
an effective way for optimal utilization of information gathered by several sensors to provide 
better knowledge of the inspected target” [27]. Data fusion is not an idea limited to the field of 
spectroscopy [152, 153], although many applications in spectroscopy involve data fusion. For 
spectroscopy applications, besides LIBS and Raman fusion, data fusion of other methods such as 
Raman and XRF [154], Raman and IR spectroscopy [12, 155], and Raman, IR, and Nuclear 
Magnetic Resonance (NMR) [156] have been reported. Due to the specialty and performances of 
different techniques, fusion of more than one sensor could lead to enhanced detection or 
identification, and more comprehensive understanding of the samples. LIBS and Raman 
spectroscopy provide complementary information, elemental composition and molecular 
structures, for material analysis. By applying both the techniques, people are more likely to 
obtain a complete picture of the sample if well-designed data analysis models are used. 
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Most data fusion studies in spectroscopy are done with multiple spectroscopic 
instruments, but the similarities between LIBS and Raman instruments (as showed in Figure 2.10 
and Figure 5.5) indicates the possibility to achieve sensor fusion. Combining LIBS and Raman 
functions in one setup leads to expanded analysis capability of the single instrument, and reduces 
the cost if data fusion from multiple sensors is required. Hence, LIBS-Raman sensor fusion 
potentially offers a more convenient experimental condition to perform LIBS-Raman data fusion.  
As a result, the feasibility of building a combined LIBS-Raman system has been further 
investigated. The combined LIBS-Raman systems can be built by sharing part or most of the 
major components. However, some issues have to be raised due to the differences between LIBS 
and Raman spectroscopy. In terms of irradiance, LIBS requires high irradiance for plasma 
creation, while Raman spectroscopy must work under the damage threshold. For most combined 
LIBS-Raman systems, filters for removing Rayleigh scattering are used. LIBS signal covers a 
wide spectrum range usually about 600 nm, but Raman spectra only extend to 4000 cm-1, which 
is about 144 nm with 532 nm excitation [157]. Hence, multiple spectrometers with different 
efficiency and wavelength coverage may be required in the Raman-LIBS systems, depending on 
the application.  
Studies have been done to meet both LIBS and Raman requirements. In an early work by 
Marquardt et al, the same spectrometer and camera were used in their setup but a pulsed 
Nd:YAG laser was used for LIBS and a cw Argon laser for Raman spectroscopy [158]. Hoehse 
et al [24] utilized an Nd:YAG laser and a He:Ne laser as the LIBS and Raman excitation source 
respectively. A double-Echelle spectrograph with CCD camera was used for detection. Recent 
work by the same group [159] used the same laser – a diode pumped Nd:YVO4 laser – for both 
LIBS (at 1064 nm) and Raman (at 532 nm) experiments, but different spectrometers and 
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detectors for LIBS and Raman measurements. Due to the high repetition rate of the diode 
pumped solid state laser (DPSS), it is a quasi-cw Raman rather than a pulsed Raman system. 
Moros et al [25] used the same frequency-doubled Nd:YAG laser for both LIBS and Raman 
spectroscopy, and two sets of detection systems were used for obtaining LIBS and Raman signal 
from the same laser pulse. However, most studies have been done by sharing both the laser and 
detection system for both LIBS and Raman spectroscopy [23, 26]. In these systems, the second 
harmonic emission at 532 nm was used for both creating the plasma and generating Raman 
signals. The same spectrometer and detector were used in both LIBS and Raman experiments. 
This configuration potentially produces the simplest and lowest cost LIBS-Raman systems. 
 In this study, the commonly used 532 nm Nd:YAG LIBS-Raman configuration was first 
investigated. Although decent Raman spectra were obtained from multiple samples such as 
naphthalene, polystyrene, and carotenoids, fluorescence tends to degrade the spectrum quality for 
some applications. To reduce fluorescence, two new combined LIBS-Raman systems were 
purposed and developed. One is based on the fourth harmonic of the Nd:YAG laser at 266 nm, 
and the other one is based on a Ti:Sapphire laser system at 785 nm. Capability of fluorescence 
reduction of the two novel systems was studied. Their pros and cons are discussed. 
6.3.2 532 nm LIBS-Raman System 
Experimental 
The 532 nm combined LIBS-Raman system is modified based on the LIBS system 
described in Section 6.2.2. The schematic diagram of the system is shown in Figure 6.8. An 
Nd:YAG laser (Brilliant, Quantel) is frequency doubled to 532 nm with a KDP crystal. A half-
wave plate and a high energy polarization beam splitter adjust the laser energy delivered to the 
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sample, so as to meet the energy requirements for both LIBS and Raman spectroscopy. 
Maximum output pulse energy at 532 nm can reach 40 mJ. The signal light is collimated by a 
one inch diameter 35 mm focal length lens, and then refocused to a UV transmissive fiber (N.A. 
0.22) by a 60 mm lens. For Raman experiments, the light is filtered by an edge filter (RazorEdge, 
Semrock) with OD larger than 6 at 532 nm for Rayleigh scattering suppression. The spectrum is 
then formed in a spectrometer (Acton 2300i, Princeton Instrument) and recorded on an ICCD 
camera (PI-Max2, Princeton Instrument). Multiple gratings (150, 600, 1200, 1800 lp/mm) are 
available for different resolution requirements. It is synchronized by the laser Q-switch with an 
acquisition time of 10 ns and zero acquisition delay for Raman spectroscopy, and variable gate 
width and delay for LIBS applications. The whole system is operated at 10 Hz which is 
determined by the laser repetition rate. 
 
Figure 6.8: Schematic diagram of the combined LIBS-Raman system. (WP: wave plate; PBS: 
polarization beam splitter; BD: beam dump; KD*P: Potassium Dideuterium Phosphate; M: 
mirror; F: filter, L: lens; S: sample; TS: translation stage; EF: edge filter; CF: collection fiber; 
DG: Delay generator; PS: power supply.) 
136 
Results and discussion 
LIBS 
 The second harmonic of an Nd:YAG laser is very common for LIBS application. A 
typical example is the moisture monitoring experiment described earlier in this chapter. The 
effectiveness of this setup for LIBS application is obvious, and no further discussion is made 
here. The discussion will be focused on the Raman performance. 
Raman 
System validation 
Since the Raman system was based on the existing LIBS system, its performance had to 
be evaluated. Samples like naphthalene and polystyrene are often used as the calibration sample. 
The chemical strucutres of the two samples are shown in Figure 6.9. The naphthalene spectra 
were acquired with the 1800 l/mm grating blazed at 500 nm with 200 accumulations (20 s) and 
each shot with 1 mJ laser energy at 532 nm. Three spectra were spliced together to cover the 
whole region from 400 cm-1 to 1800 cm-1 with about 1.5 cm-1 pixel resolution. The peaks in the 
naphthalene spectrum (Figure 6.10-a) agree with the published literature [160]. Similarly, the 
polystyrene spectrum was obtained with 0.75 mJ laser energy by connecting 7 individual spectra 
(Figure 6.10 b). The range from 500 cm-1 to 3200 cm-1 was covered.  
                         
                                              Naphthalene                       Polystyrene 
Figure 6.9: Structure of naphthalene and polystyrene. 
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Once the spectra were obtained, some simple peak assignments can be done. For the 
naphthalene sample, peak identification can be found in Ref [161]. In the naphthalene spectrum 
(Figure 6.10-a), the strong peak at 1387 cm-1 and the peaks at 1025 cm-1 are due to the C-C 
streching during the aromatic ring deformation. The 767 cm-1 peak corresponds to the ring 
breathing mode. The 1581 cm-1 peak is from the C=C strenching, while the CCC bending gives 
the 518 cm-1 peak. Another relative intense peak at 1469 cm-1 is related to the C-C streching or 
the CH bending. For the polystyrene spectrum , the peak at 1002 cm-1 is from the benzene 
breathing mode. The 1602 cm-1 is the C-C tangitial streching mode in the benzene ring. Peaks 
around 2900 cm-1 and at 3054 cm-1 are all related to the CH structures in the polymer. However 
the former one is more likely linked to the CH on the C-C chain, and the later one is from the CH 
on the benzene ring [162].  
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Figure 6.10: Raman spectrum of (a) naphthalene and (b) polystyrene samples. 
The Raman spectra of some other samples were taken and shown in Figure 6.11. All 
spectra were based on 1000 shots accumulation. Liquid samples like ethanol and hard crystal 
samples like Cr:LiCAF laser crystal do not strongly absorb the 532 nm laser light, and hence 1.5 
mJ of laser energy was used when Raman spectra were taken. For dark samples like annatto 
powder and lutein solution residues, sample burning happens easily. As a result, the laser energy 
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was decreased to 0.75 mJ to prevent sample burning. One can see from these results that laser 
energy for Raman analysis should be adjusted with regard to samples’ absorption properties. 
 
Figure 6.11: Raman spectra of (a) ethanol, (b) Cr:LiCAF crystal, (c) annatto food coloring 
additive (with 15% norbixin) and (d) lutein solution (0.5%). 
Resonance Raman spectra from carotenoids 
By taking a further look at the Figure 6.11, one should notice the annatto and lutein 
samples produce much stronger Raman signals despite the low concentration and reduced energy 
used in the experiments. This strong signal from carotenoids is mainly due to resonance 
enhancement. Since there is an overlap between the absorption spectrum of the carotenoids and 
the 532 nm excitation laser, electrons can be exited to real electronic states rather than virtual 
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states. The electron cloud deformation produces large polarizibility modification, and the Raman 
signal can be hundred times stronger than in normal spontaneous Raman. Besides the resonance 
enhancement, the long chain of alternating C-C and C=C bond pairs are intrinsically strong 
Raman scatterers. These factors lead to strong carotenoid Raman signals. 
Due to the resonance enhancement, the 532 nm Raman spectroscopy can be used in the  
analysis of carotenoids. Typical features of carotenoids are the three peaks around 1000, 1150, 
and 1530 cm-1 shown in Figure 6.11 (c) and (d) [22]. Usually the peak in the region between 
1520-1560 is related to the number of C=C bounds [163]. The more C=C bonds exit in the 
molecule, the smaller the Raman shift of that peak is. For example β-carotene and crocin (Figure 
6.12) which has 9 and 7 C=C bounds. As shown in Figure 6.13, a larger Raman shift in the 
crocin spectrum can be observed compared with the β-carotene Raman spectrum.  
         
              β-carotene                                                                   crocin 
Figure 6.12: Molecular structures of β-carotene and crocin. 
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Figure 6.13: Comparison between normalized Raman spectra of β-carotene (black) and crocin 
(red). 
Carotenoids are important food coloring additives [164], since this type of natural dyes 
are often harmless and even beneficial for human health [165]. In cheese, additives containing 
carotenoids are sometimes used to adjust the color of cheese to yellow or orange. The Raman 
spectra of the yellow cheese showed signatures of food coloring additives, which was indicated 
by the three distinct peaks of carotenoids (around 1004, 1152, and 1522 cm-1) in the spectra 
shown in Figure 6.14 (lower). Raman spectra of the white cheese did not show such features 




Figure 6.14: Raman spectra of Colby-Jack cheese samples. 
Needs for fluorescence reduction  
Spectra in Figure 6.14 are results after background correction. In Raman spectroscopy, 
background correction helps to remove the spectral features caused by fluorescence so that only 
Raman features are preserved [138]. Absorption at 532 nm generates fluorescence that degrades 
the spectrum quality in certain applications. One can see the onset of fluorescence in Figure 6.13 
for the carotenoid samples. Some samples can produce strong fluorescence. As shown in Figure 
5.7 in Chapter 5, the fluorescence from cheese samples are much more intense than the 
resonance Raman peak from the carotenoids. This correction procedure may prevent precise 
measurements, since background fluctuation is the major source of the changes of spectrum, and 
hence spectrum changes caused by other chemical or biological reactions are buried. In the worst 
cases, no Raman peaks can be recorded. For example, Sudan Red is another pigment that is 
banned for food usage [166]. Sudan Red has completely different Raman spectrum compared 
with carotenoids which can be distinguished by comparing their Raman spectra. However, when 

































532 nm laser is used to take the Raman spectra of Sudan Red, only fluorescence can be detected. 
When studies are needed for those samples, other excitation wavelength may be necessary. 
6.3.3 266 nm LIBS-Raman System 
Fluorescence reduction with UV excitation relies on the separation of the Raman 
spectrum coverage from the fluorescence wavelength region. One of the easiest ways to access 
UV Raman is using the fourth harmonic of the Nd:YAG laser at 266 nm. As a result, a 266 nm 
LIBS-Raman system can be obtained by modifying the 532 nm system.  
Experimental 
In this 266 nm system, the same Nd:YAG laser in the 532 nm system was used. The 
emission at 532 nm was further doubled to 266 nm with a KD*P crystal. The output after the 
quadruple crystal actually contains emission at 1064 nm, 532 nm, and 266 nm. As shown in 
Figure 6.15, a pair of harmonic separators (HS) were used to remove the residue 1064 and 532 
nm emission. Both harmonic separators have HR coating for 266 nm, so more than 99% of the 
266 nm emission is reflected. For 1064 nm and the 532 nm wavelength, the harmonic separators 
are transparent. Even more, HS1 is coated with AR coating for 1064 nm, and HS2 is coated for 
532 nm. The coatings ensure further reduction of the unwanted laser light. The 532 nm emission 
can be further reduced by utilizing the walk-off angle, since the 532 nm emission can be partially 
blocked when the emission reaches M1. 266 nm mirrors M1 and M2 provide additional 
improvement of the spectral purity, because they are mirrors with HR coating for 266 nm but 
transparent at 1064 and 532 nm. With all these efforts, the pulse energy at 266 nm can reach 10 
mJ. After focused by a 75 mm UV fused silica lens, the laser irradiance can reach the breakdown 
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threshold of air, so the energy is enough for most LIBS application. For Raman analysis, a filter 
(F) that partially transmits UV was used to limit the laser energy is always lower than 1 mJ.  
 
Figure 6.15: Experimental setup of the 266 nm LIBS-Raman system. (WP: wave plate; PBS: 
polarization beam splitter; BD: beam dump; KD*P: Potassium Dideuterium Phosphate; HS: 
harmonic separator; M: mirror; F: filter, L: lens; S: sample; TS: translation stage; EF: edge 
filter; CF: collection fiber; DG: Delay generator; PS: power supply.) 
The collection optics consists of a UV transimissive fiber, and a pair of lenses that have 
the same focal length as in the 532 nm system. In this case, the lenses are AR coated for the UV, 
which improves collection efficiency. When Raman experiments are performed, an edge filter 
(RazorEdge, Semrock) for 266 nm was used to attenuate the 266 nm laser emission.  
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UV Raman spectroscopy requires high sensitivity in the UV. As a result, the detection 
system in the 532 nm LIBS-Raman configuration is no longer optimized, since that system is 
sensitive in the visible but not in the UV. In the new system, the collected light is then delivered 
to a spectrometer (Acton 2500i, Princeton Instrument) equipped with an ICCD camera (iStar, 
Andor). A UV holographic grating with 1200 l/mm is designed to provide optimized 
performance in the UV. The peak of the response function of the ICCD camera is also shifted to 
the blue region around 450 nm. The resolution in the 260-300 nm range is about 4 cm-1/pixel. In 
contrast, the gratings in the 532 nm system are all blazed in the visible or NIR, which are 
insensitive in the UV region. The sensitivity peak of the PI-MAX2 ICCD camera is around 550 
nm, which is not optimized for UV applications. Overall the new spectrograph has improved the 
UV sensitivity compared to the 532 nm system. The improved UV performance is helpful not 
only for Raman but also for LIBS applications, because many elements have much more 
emission lines in the UV region than in the visible or IR. 
Similar to the 532 nm system, a delay generator was used for synchronizing the laser and 
ICCD camera. Variable delay and gate width can be applied to LIBS studies. For Raman 
experiments, the intensifier turns on when the laser reaches the sample, and 20 ns gate width is 
used to make sure the entire laser pulse duration is covered. 
Results and discussion 
Raman signal and fluorescence 
Strong Raman signal was observed during the first UV Raman test with marble (CaCO3) 
and zinc acetate (Zn(O2CCH3)2(H2O)2) samples. Figure 6.16-a shows the Raman spectrum of 
marble with 750 µJ laser energy and 1 s (10 shots) accumulation. The peak around 1089 cm-1 is 
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the signature Raman peak of marble due to symmetric stretching of the carbonate molecule [167]. 
The short acquisition time to obtain the spectrum indicates the possibility for quick mineral 
identification in geological and mining applications. With the same energy but longer acquisition 
time (10 s), the spectrum of zinc acetate could be obtained. Peak assignments can be found in 
Ref [168]. The intense peak near 1460 cm-1 is due to C-O stretching and CH3 deformation modes. 
The 955 cm-1 peak corresponds to the C-C stretching mode. The typical C-H stretching modes 
can be found in the 2900 cm-1 region. Some weak peaks below 1000 cm-1 can also be observed, 
which are related to the Zn-O structure (Figure 6.16-b).  
Unlike visible and NIR excitation, fluorescence can be detected for most samples when 
266 nm laser is used in the Raman experiment. In Figure 6.16, both spectra showed the onset of 
the fluorescence. For the marble sample, fluorescence begins to increase slowly after 1000 cm-1, 
but for the zinc acetate sample, the fluorescence grows much faster after 2000 cm-1. In Figure 
6.16-b, the C-H bands around 2900 cm-1 is on top of a strong fluorescence band. However, for 
both samples the fluorescence signal does not degrade the Raman spectrum below 2000 cm-1, 
which is often the most useful part in Raman spectra. The separation of Raman signal from 
fluorescence background is one of the advantages of UV Raman.  
 The presence of fluorescence implies electronic transitions. That means the laser 
emission is used to excite electrons to real states rather than the virtual states. Resonance Raman 
spectroscopy usually comes with electronic transitions. This explains the high intensity in the 
Raman spectra. Once the fluorescence is no longer overlapped with the Raman spectrum, the 




Figure 6.16: UV Raman spectra of (a) marble with 10 shots accumulation, and (b) zinc acetate 
with 100 shots accumulation. Both spectra were taken with 750 µJ. 
One should be aware that in UV Raman spectroscopy the fluorescence in not eliminated 
but only separated from the Raman signal. Therefore, some samples still can produce 
fluorescence that starts at a short wavelength and causes spectral interference. In our study, we 
found that samples like naphthalene or polystyrene, which are commonly used for Raman 
spectroscopy demonstration, do not benefit from this UV excitation. In Figure 6.17, the 
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fluorescence from polystyrene still dominates the whole Raman spectrum region. No Raman 
peaks from polystyrene were observed in this case. The disappearance of Raman signal can be 
from these three reasons. First, the weak Raman signal was overwhelmed by the strong 
fluorescence signal. Second, the electronic transition does not provide much enhancement for the 
polystyrene Raman signal. Third, the weak Raman signal is further weakened by self-absorption 
since there is a strong absorption band in the UV for polystyrene. For such samples, a shorter 
excitation wavelength has to be used to separate fluorescence and Raman signals.  
 
Figure 6.17: Fluorescence from polystyrene sample when excited by 266 nm laser emission. 
UV LIBS and Raman on Cr:LiSAF and Cr:LiCAF crystals 
 Samples for which both elemental and molecular analyses are of great importance are 
laser crystals. Both Cr doped LiSrAlF6 (LiSAF) and LiCaAlF6 (LiCAF) crystals are considered 
alternatives to Ti:Sapphire crystals in ultrafast lasers [169]. In the LiSAF crystal, Sr atoms are 
used to replace the Ca atoms in the LiCAF crystal. Due to this change, the two crystals can be 
distinguished by their Raman and LIBS spectra, though visually the two crystals look the same. 
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Even more, the LIBS and Raman spectra of the crystals can be used to study the quality of the 
crystal and even help to improve the fabrication process by monitoring the structure change. In 
this study, the Raman and LIBS spectra of the Cr:LiCAF and CrLiSAF crystals was obtained, 
and the molecular and elemental information are briefly discussed. 
 The Raman peaks of the two crystals are mainly located below 700 cm-1. Figure 6.18 
compares the Raman spectra of the two crystals. The peak assignments were studied in Ref [170]. 
The most intense peaks for both crystals are located at 559 cm-1. This peak is from one of the 
stretching modes of the Al-F bonds in the crystals. Theoretical calculation indicates a slight 
difference of this peak between the two crystals, but such a small difference (0.3 cm-1) cannot be 
resolved by our system. However, the differences between the spectra of the two crystals are 
mainly from the position of other peaks. The peak at 319 cm-1 in the LiSAF spectrum is from the 
Sr-F bond, while in the LiSAF crystal spectrum, the 365 cm-1 peak is due to the Ca-F bond. As 
expected, the positions of these peaks are influenced by Ca and Sr in the lattice. The Li-F bonds 
generate peaks below 300 cm-1 which are below the rising edge of the edge filter and hence are 
not shown in the spectra. The 405 cm-1 and 434 cm-1 peaks in the LiSAF spectrum are due to 
weaker vibrational modes from the Al-F bonds. The assignments for the 331 cm-1 and 417 cm-1 
peaks in the LiCAF spectrum and the 377 cm-1 peak in the LiSAF spectrum were not found in 
published literatures.   
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Figure 6.18: Raman spectra of the LiCAF (black) and LiSAF crystals. 
 Although differences between the two crystals can be found by comparing the Raman 
spectra, the differences are small. The LIBS spectra of the two crystals can provide a much 
straightforward illustration. In Figure 6.19, the LIBS spectra of both crystals are shown. From 
the LIBS spectrum of the LiSAF crystal, one can easily identify two distinct peaks at 407.8 nm 
and 421.6 nm, which are characteristic emission lines from ionic Sr (Sr II). The spectrum of 
LiCAF is featured with a reversed peak at 422.7 nm and several intense peaks around 430 nm, 
and these peaks are typical atomic Ca (Ca I) lines. Other Sr peaks in the LiSAF crystal and Ca 
lines in the LiCAF crystal are listed in Table 6.1. One may also notice there is a weak Ca peak at 
422.7 nm in the LiSAF spectrum, and an even weaker Sr II peak at 407.8 nm in the LiCAF 
spectrum. The presence of these peaks indicates trace amount of impurities exist in the crystals. 
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Figure 6.19: LIBS spectra of the LiSAF (red) and LiCAF (black) crystals. 
Table 6.1 List of Sr lines in the LiSAF crystal and Ca lines in the LiCAF crystal 





403 Sr I 422.7 Ca I 
407.8 Sr II 428.3 Ca I 
416.2 Sr II 428.9 Ca I 
421.6 Sr II 429.9 Ca I 
430.6 Sr II 430.2 Ca I 
432.6 Sr I 430.8 Ca I 
433.8 Sr I 431.8 Ca I 
436.2 Sr I     
 
Another interesting phenomenon found using Raman spectroscopy is the angular 
dependence of the Raman peak intensity. The laser direction can be set as the rotational axis. 
When the LiSAF crystal is rotating along this axis, relative intensity fluctuation of the peaks was 
observed. The intensities are normalized with the 559 cm-1 peak. The maximum intensity 
modulation was from the peak at 377 cm-1. The assignment of this peak is not clear. Other peaks 
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like the 319 cm-1 peak from the Sr-F bonds and the 434 cm-1 peak related to the Al-F bonds also 
show intensity modulation. The peak intensity as a function of the rotational angle is shown in 
Figure 6.20. From this figure, sinusoidal modulation can be observed. The modulations of the 
377 cm-1 peak and the 319 cm-1 peak are in phase, while the modulation of the 434 cm-1 peak is 
90 degree out of phase with the other two. Such intensity modulation is very likely related to the 
orientation of the crystal axis. More detailed analysis is beyond the scope of this work. 
 
Figure 6.20: Angular dependence of Raman spectra from one Cr:LiSAF crystal.  
Conclusion 
Just like the 532 nm system, the 266 nm UV LIBS-Raman is still based on a Q-switch 
Nd:YAG laser. The benefits for UV radiation in LIBS analysis were related to the lower 
breakdown threshold compared with 532 nm or 1064 nm excitation, which is not particularly 
addressed in this work. For Raman spectroscopy, UV excitation has very unique properties. The 
strong signal enhancement due to resonance effect is very desirable for Raman applications since 
low signal is a major drawback for conventional spontaneous Raman spectroscopy. Even more, 
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the pulsed acquisition and the short wavelength make UV Raman “daylight-friendly”. 
Nevertheless, samples like polystyrene still can produce strong fluorescence so close to the 
excitation wavelength that the overlap between fluorescence and Raman signals made the Raman 
signal unresolvable.  
6.3.4 785 nm LIBS-Raman System 
Introduction  
Using longer wavelength is a natural idea for fluorescence reduction, and therefore one 
major objective for the 785 nm LIBS-Raman investigation is to understand how well 
fluorescence can be reduced when a 785 nm laser is used.  
A common 785 nm laser source is the Ti:Sapphire laser. However, for LIBS applications, 
the Ti:Sapphire laser commonly works in the mode-locked mode and produces fs pulses for 
ablation. The fs pulses contains broad emission spectrum usually covers several tens of 
nanometers. This broadband emission is not suitable for spontaneous Raman spectroscopy. 
However, without mode-locking, the Ti:Sapphire laser can be used to generate cw emission at a 
single wavelength.  As a result, Raman spectroscopy can be done if the laser is operated in the 
CW mode. The key to swap between the Raman operation and LIBS operation is switching 
between the mode-locking and CW modes of the laser. Hence the second objective for the study 
is to find if switching between the two different operation modes can be done simply.  
The idea of the sensor fusion study is to share all the major components, i.e. the laser, 
spectrometer, and detector, for both LIBS and Raman spectroscopy. Since CW Raman is adopted 
for the 785 nm system, the ideal detector is non-gated CCD with good sensitivity in the NIR 
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region. Such detectors may not be optimized for LIBS, because LIBS signals are usually 
improved with gated detection. However, fs-LIBS is well known for the weaker continuous 
background emission [83, 171]. Understanding whether non-gated detection is good for the 
system should be the third objective for the study. Compared with the previous two systems, the 
785 nm LIBS-Raman system has a very different configuration. Both the 532 nm and 266 nm 
systems use pulsed detection for Raman spectroscopy and also LIBS. In the 785 nm system, 
Raman spectroscopy is conducted in a CW mode, while the LIBS signal is recorded with a non-
gated detector. 
Experimental 
 The experimental setups for both LIBS and Raman spectroscopy are shown in Figure 
6.21. The heart of the system is a Ti:Sapphire laser system. A Ti:Sapphire oscillator (Tsunami, 
SpectraPhysics) pumped by a 532 nm frequency doubled Nd:YVO laser (Millennia, 
SpectraPhysics) can generate both broadband or single wavelength emission as shown in Figure 
6.22. In the CW mode, the FWHM is less than 0.5 nm (4 cm-1 at 785 nm). When mode-locked, 
the FWHM is about 20 nm, which theoretically can produce fs pulses as short as 100 fs. The 
oscillator delivers maximum 470 mW at 785 nm. When mode-locked, the repetition rate is 80 
MHz. To perform LIBS experiments, the pulse train from the oscillator is then sent to the chirped 
pulse amplifier (Spitfire, SpectraPhysics), which is pumped by a frequency doubled Nd:YLF 
laser at 527 nm (Evolution, SpectraPhysics). The maximum output energy after the Spitfire is 
expected to reach near 2 mJ. For Raman spectroscopy, the oscillator must be operated in the CW 
mode. The CW output from the oscillator is delivered to the sample, and the amplifier is 
bypassed by two flip mirrors in this case. When focused, the laser beam can easily burn the 
sample, and therefore the power is reduced by controlling the pump power from the Millennia or 
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adding ND filters. In addition, although the FWHM of the laser output is small, the amplified 
spontaneous emission (ASE) from the laser can still cause significant interference with the 
Raman signal. An ASE suppression filter is inserted into the beam path, and the effect of the 
filter can be easily observed in Figure 6.23. As one can see, the tail of the ASE is significantly 
reduced with the help of the filter. 
 
 
Figure 6.21: Experimental setup for the 785 nm system. 
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Figure 6.22: Laser emission spectrum of the oscillator for CW (red) and mode-locking (black) 
operations. 
 
Figure 6.23: Effect of the ASE suppression filter. Both spectra were taken after passing through 
a 785 nm edge filter. The ASE between 0 and 1000 cm-1 was clearly suppressed. 
The collection optics in the 785 nm system is the same as the 532 nm system described in 
Section 6.3.2. An edge filter for 785 nm excitation is used for Rayleigh scattering suppression. 
The light is then transferred to the Acton 2300i spectrometer. A 100x1340 CCD detector 
(Spec10, Princeton Instrument) thermoelectrically cooled down to -70 °C records the spectrum. 























The spectral response of the CCD is enhanced in the NIR region, so that weak Raman signal can 
be detected. The minimum acquisition time for the CCD is 1 ms, but there is no gating ability for 
this CCD detector. The combination of the spectrometer and CCD camera provides a resolution 
of 6 cm-1 per pixel. 
Results and discussion 
LIBS 
For LIBS experiments, the oscillator can be shifted from CW operation to mode-locked 
operation within a few minute. To achieve this, the acousto-optic modulator must be turned on, 
and careful adjustments of the central wavelength and dispersion are needed. Assuming that 
there is no additional adjustment for the amplifier, switching between Raman and LIBS 
operation is not a problem.  
Due to the malfunction of the amplifier, LIBS experiments are not conducted with the 
laser described above. However, another Ti:Sapphire laser system with the same specification 
was used to test the LIBS performance. With 60 shots of 1.6 mJ focused fs pulses, spectrum from 
graphite was obtained with very low continuous background (Figure 6.24, recorded with a non-
gated ocean optics visible spectrometer). This result can ensure our proposed system can perform 
LIBS experiments and deliver informative spectroscopic results. 
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Figure 6.24: LIBS spectrum of graphite sample. 
Raman 
Satisfying Raman performance was observed with our system. Raman spectra usually can 
be recorded with less than 100 mW power and less than 2 min acquisition. Raman spectra from 
several common Raman calibration samples such as naphthalene, polystyrene, and carotenoids 
were obtained and shown in Figure 6.25. Raman peaks can be clearly identified. Some residual 
ASE emission can still be observed, but the background signal is weaker than the Raman signal 
and therefore the baseline of the spectrum can be easily corrected. 
159 
 
Figure 6.25: Raman spectrum of (a) naphthalene with 90 mW and 50 s acquisition time, (b) 
polystyrene with 50 mW and 60 s acquisition time, and (c) lutein (0.5%) with 90 mW and 50 s 
acquisition time. 
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Compared to 532 nm excitation, 785 nm excitation demonstrated fluorescence reduction 
from several different samples. For pure samples such as Sudan red dye, the fluorescence is 
related to the lowest energy level to start electronic transitions. Sudan red did not provide useful 
spectrum with 532 nm excitation due to fluorescence problem. However, with 785 nm excitation, 
major Raman peaks from this organic dye can be clearly detected (Figure 6.26). Although 
fluorescence can still be observed, the fluorescence caused spectrum degradation is much weaker 
than using the 532 nm excitation. Spectra like this still contain very important molecular 
structure information due to the improved signal to background ratio. 
 
Figure 6.26: Raman spectrum of Sudan Red dye with 80 mW and 120 s acquisition. 
For mixture samples, the fluorescence can be from the impurities besides electronic 
transitions from the target molecules. For the cheese sample (Colby-Jack), the 532 nm system 
did not give high quality Raman spectra (Figure 6.14), which have information related to the 
protein or lipids (peaks in the 1600 and 1700 cm-1 region), due to weak signal and fluorescence. 
As a comparison, the 785 nm excitation provides decent quality spectra which contain such 
















information (Figure 6.27).  However, due to resonance enhancement Raman peaks from 
carotenoids in the yellow portion can be clearly observed in the 532 nm configuration (Figure 
6.14). Such peaks were not recorded when excited with the 785 nm laser, very likely due to the 
low concentration and lack of resonance enhancement.  
 
Figure 6.27: Raman spectrum of Colby-Jack cheese (yellow portion) 
The results above demonstrated that 785 nm Raman is a good candidate for conventional 
Raman spectroscopy with less fluorescence issue when analyzing many organic samples. 
However there are still samples that can produce fluorescence even with 785 nm excitation. 
Copper phthalocyanine blue is the dye often used in pen oil or inks to produce blue color. Due to 
fluorescence, no Raman spectrum was obtained (Figure 6.28). The reason for fluorescence can 
be complicated since the pen oil is a mixture of different components such as dyes, resins, 
solvents, and other additives. However, the absorption band from this aggregated blue pigment in 
the red and NIR region can be a reason [172]. Similarly, many inorganic compounds or crystals 
do not produce good Raman spectrum due to strong fluorescence, such as CuSO4 (hydrates and 
162 
dehydrated), and Cr:LiCAF crystal. Leaves also produce a small amount of fluorescence, which 
made the detection of carotenoids and chlorophylls difficult (Figure 6.29). Unlike the 532 nm 
excitation, due to the small quantum defect, no resonance Raman signal was observed in these 
samples. 
 
Figure 6.28: Fluorescence from pen oil. 

























Figure 6.29: Raman spectrum of a leaf. The small peaks are due to low concentration of 
carotenoids. The spike at 3000 cm-1 is due to random noise. 
Generally speaking 785 nm Raman spectroscopy produces decent Raman spectra with 
lower possibility to suffer from fluorescence. Improved spectrum quality was observed due to 
higher efficiency of the spectrometer and camera. The CW Raman also lowers the likelihood of 
sample damage compared with pulsed excitation. However as long as the sample strongly 
absorbs 785 nm excitation, fluorescence can still be observed and cause problems for Raman 
applications. In addition, the 266 and 532 nm excitation may produce resonance effect that can 
enhance the Raman signal so that low concentration molecules can be detected. Such resonance 
Raman was not observed with 785 nm excitation. 
Conclusion 
The Ti:Sapphire laser based LIBS-Raman system was designed and built, and Raman 
experiments were conducted to evaluate the performances. The results showed fluorescence 
reduction and less sample damage are some advantages over 532 nm systems. However, people 




















cannot abruptly conclude 785 nm Raman systems are better than 532 nm system, since the 
performances are highly depending on the sample properties. In addition, previous LIBS results 
showed it is possible to carry out LIBS experiments with less than 2 mJ fs laser pulses. The 
continuous background was relatively weak and acceptable even with non-gated detections. 
6.3.5 Summary of LIBS-Raman sensor fusion 
 Three different combined LIBS-Raman systems were developed and their performances 
were evaluated. The combined LIBS-Raman systems can provide both elemental and molecular 
information, which forms a more complete picture of the sample composition. Among the three 
system, the fourth harmonic Nd:YAG laser based 266 nm system, and the Ti:Sapphire laser 
based 785 nm system are the first time demonstrated for LIBS-Raman sensor fusion. The 
motivation of the two new systems is mainly to improve the Raman performance. There are 
benefits of using 266 nm or 785 nm fs lasers for LIBS experiments, which lead to improved 
ablation efficiency (266 nm) or cleaner craters. However, the discussions were focused on 
Raman spectroscopy.  
Different lasers, spectrometers, and detectors are used in the three systems, so a direct 
parametric comparison of the results cannot be made. However, a general qualitative summary 
can be given. In Raman spectroscopy, compared with the commonly used 532 nm system, the 
two new systems offer fluorescence reduction and improved spectrum quality for many Raman 
spectroscopy applications. The 266 nm system is best for resonance Raman spectroscopy, and 
the Raman signal can be much stronger than that from normal spontaneous Raman spectroscopy. 
As long as the quantum defect can cover the Raman spectrum, fluorescence is not interfering 
with the Raman signal. Due to the short acquisition time, light in the ambient environment such 
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as sun light and lamp light does not produce background peaks which may lead to spectral 
interference. The 785 nm system can reduce fluorescence because of the reduced photon energy. 
The reduced fluorescence enables more mixture samples can be analyzed without fluorescence 
interferences compared with the 532 nm and 266 nm excitation. The CW excitation lowers the 
irradiance on the sample surface, and this feature reduces the possibility of sample damage. 
However, ambient light must be blocked to eliminate interfering peaks. 
Although different advantages were observed for the 266 nm and 785 nm Raman 
spectroscopy, neither of them together or 532 nm Raman can provide fluorescence free Raman 
spectra for all the samples. Depending on the absorption properties, different excitation 
wavelength should be adopted for specific applications. For example, if low concentrations of 
carotenoids are the samples of interest, the 532 nm excitation provides much higher sensitivity 
due to resonance enhancement. Such enhancement was not observed with the 785 nm or 266 nm 
excitation. Similarly, some organic samples like naphthalene and polystyrene works very well 
with 532 nm and 785 nm excitation, but the 266 nm excitation produces too much fluorescence. 
For laser crystals, the 266 nm excitation generates resonance Raman spectra with much higher 
quality compared with the other two systems. In general, NIR excitation like 785 nm is suitable 
for general spontaneous Raman spectroscopy for a wide range of samples. The visible excitation 
such as 532 nm can be used for general spontaneous Raman spectroscopy and some resonance 
Raman spectroscopy. The UV excitation is the best candidate for resonance Raman spectroscopy, 
since most materials can absorb UV light to induce electronic transitions. 
On the instrumentation side, the 532 nm and 266 nm system are relatively similar. 
However, to perform 266 nm Raman spectroscopy, the sensitivity in the UV must be optimized. 
Such optimization is also beneficial for LIBS, since there are more emission lines in the UV 
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range than in the visible and NIR for many elements. The drawback of such pulsed systems is 
usually related to the high cost of the ICCD cameras. For the 266 nm systems, enhancement of 
the UV sensitivity usually requires additional cost.  
The Ti:Sapphire laser based NIR system is more sophisticated mainly because the laser 
system. The laser can be operated in CW mode or pulsed mode with mode-lock, and the laser 
can be switched between the two operational modes easily for either LIBS or Raman 
configuration. For detection, only CCD cameras are enough, which reduces the synchronization 
and operation complexity. For LIBS, the continuum emission cannot be eliminated since the 
CCD does not have gating ability. However, since a fs laser is used, the continuum background 
is relatively weak compared with the ns LIBS systems.  
This work explores different methods to achieve LIBS-Raman sensor fusion. The 
advantages and disadvantages of different systems are discussed. The results are valuable for 




CHAPTER 7 CONCLUSIONS AND FUTURE WORK 
7.1 Conclusion 
Throughout this thesis, comprehensive investigations were made to understand the 
properties of laser plasma and improve the performance of LIBS and Raman spectroscopy. The 
work presented in the thesis advances the development of laser spectroscopy for general 
elemental and molecular analysis.  
In Chapter 3, Thomson scattering was proved to be an effective and powerful tool for 
LIBS plasma characterization. Simultaneous measurements of Te and ne with the Thomson 
scattering spectrum were demonstrated in the characterization of air plasma and, for the first time, 
aluminum plasma at atmospheric pressure. In Thomson scattering, the electron temperature was 
measured directly from the spectra. This is different from the Boltzmann plot method, which 
measures the excitation temperature and assumes the two temperatures are equal. Such equality 
only holds under certain conditions such as the LTE condition. Therefore no special assumptions 
of the plasma equilibrium condition are needed for Te measurements with the Thomson 
scattering technique. For the electron density measurements, Thomson scattering can probe low 
density plasmas. With the collective Thomson scattering spectra, electron density on the order of 
1016 cm-3 can be measured. For air plasmas, ne can be measured down to 1015 cm-3 by utilizing 
the non-collective Thomson scattering spectra. In addition, the time resolved measurements 
showed Te and ne can be evaluated from 300 ns to 3 μs after the plasma creation. This time frame 
coincides with the typical LIBS detection window very well. Hence, Thomson scattering fits 
well with the LIBS plasma characterization applications. Since the measured Te and ne values 
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provide higher reliability, Thomson scattering can be used to further investigate the validation of 
LTE condition, or provide experimental data for LIBS or general laser plasma models. 
Microwave-Assisted LIBS was thoroughly studied in Chapter 4. Signal enhancement 
from MA-LIBS results from much longer emission lifetime of the microwave sustained plasma. 
Such signal enhancement was observed from many elements. However, only certain transitions 
experience the maximum enhancement. Such transitions usually involve a low energy level as 
upper level of the transition, and have high transition strength. When choosing the right emission 
line, low concentration emitters can be detected. For example, the sensitivity was improved more 
than 20-fold for the detection of Cu in soil samples, and Ag as a trace element not observed in 
conventional LIBS spectra was detected with MA-LIBS. Besides the signal enhancement and 
sensitivity improvements of the line emission, molecular emission was observed in multiple MA-
LIBS spectra. The enhanced molecular emission is mainly due to low temperature and electron 
density of the microwave plasma. Boltzmann plots showed the excitation temperature in the 
microwave plasma regime was in the range of 5000 to 6000 K. Although Thomson scattering 
could not measure the low electron density, the value of the ne was proved to be lower than 1015 
cm-3, which is the lowest electron density could be detected by the Thomson scattering 
measurement. Overall, the enhancement effect was maximized in air when the ablation laser 
irradiance was low, and therefore, this new technique can be applied in numerous applications 
requiring minimal destructive multi-element analysis. 
Molecular information of the original sample matrix can be found by LIBS in some 
applications, though LIBS is an elemental analysis technique. This was demonstrated by a study 
of the correlation between the LIBS signals and the moisture content in cheese samples. It is the 
first systematic LIBS study focusing on the moisture measurement from a fresh sample. A linear 
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relationship can be established between the normalized oxygen intensity and the moisture 
content. The establishment of this correlation requires careful optimization of the experimental 
conditions such as the laser energy and detection window, and proper data normalization is 
needed to compensate signal fluctuations. As a result, the linear calibration curve was able to 
represent moisture content in the range from 0.5% to 45% with R2=99%.  
Similar correlations between the LIBS intensity and molecular information may be 
established in other applications, but most likely limited to simple molecules. With the help of 
LIBS-Raman sensor fusion, Raman spectroscopy can also be performed with a LIBS instrument 
thanks to their similar instrumentation. Different strategies are investigated for LIBS-Raman 
sensor fusion. A conventional 532 nm Nd:YAG system can provide robust performance with 
lowest cost. However, fluorescence due to the visible excitation can be a problem in certain 
applications. Two new configurations are proposed and demonstrated for fluorescence reduction. 
The first is an ultraviolet system (266 nm from a quadrupled Nd:YAG laser) which combines the 
advantages of resonance enhancement for Raman and efficient ablation for LIBS. Not only 
Raman signal is enhanced due to resonance effect, but also fluorescence emission can be 
separated due to their different spectral ranges. On the LIBS side, UV excitation shows reduced 
ablation threshold due to strong absorption of the laser emission. The second approach in the 
near-infrared system (785 nm from a Ti:Sapphire system) which reduces fluorescence emission 
due to low absorption from the majority of materials, and brings the advantages of femtosecond 
ablation (when mode-locked and amplified) for LIBS that generates weaker continuum 
background. In addition, the amount of information can only be maximized, when the 
appropriate LIBS-Raman system is chosen according to the sample properties and the application 
objectives. 
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7.2 Future work 
As a promising and fast developing sensing technology, laser spectroscopy, especially 
LIBS, still requires improvements to replace existing technologies. For LIBS, one of the pressing 
issues in numerous applications is the lack of widely recognized protocols. This is a major 
problem that leads to inconsistent and irreproducible results. However, to frame such protocols, 
more fundamental studies are needed. A logical continuation of the Thomson scattering 
experiment is spatial-resolved electron temperature and density measurements. Combining the 
temporal-resolved measurements, this spatial-resolved Thomson scattering results will advance 
the understanding of plasma equilibrium conditions. The determination of optimal position of the 
plasma and temporal window for LIBS detection can be found through these studies, which 
serves an important step towards the analysis protocol using LIBS. 
The Microwave-Assisted LIBS may be further optimized by varying the microwave 
power and frequency, so that greater enhancement can be achieved. The combination of LIBS 
and Laser Ablation Molecular Isotopic Spectrometry potentially improves the performances in 
isotope detection using LIBS type methods. 
In LIBS-Raman sensor fusion, fluorescence may be suppressed even further using 1064 
nm Nd:YAG lasers and detecting the anti-Stokes components. The same laser, spectrometer, and 
silicon based detector can be shared by both LIBS and Rama experiments. Deep UV laser near 
200 nm can be another option, since with such short excitation wavelength, the fluorescence and 
Raman signal can be separated even further.  
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Most of the future work will not be realized without improved lasers, gratings, 
spectrometer designs, and detectors. Laser spectroscopy is believed to continue develop and 
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