The origin, stability and bifurcation structure of different types of bright localized structures described by the Lugiato-Lefever equation is studied. This mean field model describes the nonlinear dynamics of light circulating in fiber cavities and microresonators. In the case of anomalous group velocity dispersion and low values of the intracavity phase detuning these bright states are organized in a homoclinic snaking bifurcation structure. We describe how this bifurcation structure is destroyed when the detuning is increased across a critical value, and determine how a new bifurcation structure known as foliated snaking emerges.
I. INTRODUCTION
Localized dissipative structures (LSs) are found in a large variety of natural systems far from thermodynamical equilibrium including those found in chemistry [1] , gas discharges [2] , fluid mechanics [3] , vegetation and plant ecology [4] , as well as in optics [5] , where they are also known as cavity solitons. These structures arise as a result of a balance between nonlinearity and spatial coupling, and between driving and dissipation. In this work we focus on the field of optics, and study LSs arising in the context of wave-guided cavities such as fiber cavities or microresonators where they are known as temporal solitons [6] . These systems are described by the LugiatoLefever (LL) equation, a mean-field model first introduced in the 80s to describe the transverse component of an electric field in a passive ring cavity partially filled with a nonlinear medium [7] , and subsequently derived for fiber cavities [8] , and microresonators [9, 10] as well. In the last few years the LL model has attracted a great deal of interest [11] in connection with the formation of frequency combs (FC) in high Q microresonators driven by a continuous wave laser [12, 13] . FCs correspond to the frequency spectrum of dissipative structures, such as temporal solitons or patterns that circulate inside the cavity. They have been used to measure light frequencies and time intervals with exquisite accuracy, leading to numerous key applications [14] [15] [16] [17] [18] [19] .
In temporal systems bright and dark LSs can be found. Taking into account chromatic dispersion up to second order, two regimes arise, the normal case where the typical structures are dark, and anomalous case where they are bright. The origin and bifurcation structure of dark LSs is well known [20] [21] [22] . However, despite of the large number of publications that yearly address bright states, their origin and bifurcation structure in some regimes is not yet completely understood. The aim of this paper is therefore to present a detailed study of these states.
Our study is carried out within the LL equation in one extended dimension, namely
where ρ > 0 and θ are real control parameters representing normalized energy injection and intracavity phase detuning, with ν taking the value +1 for anomalous group velocity dispersion (GVD), and −1 for normal GVD.
Hereafter we take ν = 1 and focus on the anomalous GVD regime. When the detuning θ is varied, various features of LSs such as the shape of their tails, width, region of existence, and their dynamics are modified. For low values of the detuning (in particular, for θ < 2), we have a good understanding of how different LSs consisting of one or more peaks are organized within the parameter region [24] . However, current work on frequency combs mostly focuses on higher values of the detuning (θ > 2), where the dissipative structures have a sharper profile as well as richer dynamics, including periodic oscillations, temporal chaos, and even spatiotemporal chaos [23] [24] [25] [26] [27] [28] .
The paper is organized as follows. In Section II, we introduce the time-independent problem, show that it can be recast as a dynamical system in space, and use this system to study time-independent states, such as LSs and periodic patterns. In Section III, we study the linearization of this system to identify the bifurcations from which LSs can emerge. Section IV is devoted to weakly nonlinear solutions in the form of LSs in the neighborhood of some of these bifurcations. The bifurcation structure of the different types of LSs arising in our system is analyzed in detail in Section V in the different regimes of interest. The paper concludes in Section VI with a discussion of the results.
II. THE STATIONARY PROBLEM
In this work we focus on the study of dissipative states which are solutions of the stationary LL equation in the anomalous GVD regime, namely states satisfying the equation
This equation has a number of different solutions, of which the simplest is the homogeneous steady state A 0 ≡ U 0 + iV 0 (hereafter, HSS)
Here I 0 ≡ |A 0 | 2 satisfies the classic cubic equation of dispersive optical bistability, namely
For θ < √ 3, Eq. (4) is single-valued and the system is monostable while for θ > √ 3 it is triple-valued and the system is then bistable. The latter case is characterized by the presence of a pair of saddle-node bifurcations SN b and SN t located at
with I b ≤ I t created via a cusp bifurcation at θ = √ 3. In the following we denote the bottom solution branch (from I 0 = 0 to I b ) by A b 0 , the middle branch between I b and I t by A m 0 , and the top branch by A t 0 (I 0 > I t ). In addition to HSS the LL equation also possesses stationary solutions we refer to as patterns, and spatially localized solutions or LSs. To explain the difference between these solutions it is useful to employ the language of spatial dynamics. We write the stationary solutions of Eq. (1) as a fourth order dynamical system in the variable x: dy dx = f (y; θ, ρ) .
Here y(x) ≡ [y 1 (x), y 2 (x), y 3 (x), y 4 (x)] T , where y 1 (x) = U (x), y 2 (x) = V (x), y 3 (x) = dU/dx, y 4 (x) = dV /dx, and f (y) ≡ [f 1 (y), f 2 (y), f 3 (y), f 4 
(y)]
T , where f 1 = y 3 f 2 = y 4 f 3 = y 2 + θy 1 − y 1 y 
This system is invariant under the involution R : (x, y 1 , y 2 , y 3 , y 4 ) → (−x, y 1 , y 2 , −y 3 , −y 4 ), (8) and is therefore reversible in space. The symmetric section Π is defined as the set of points invariant under R, in our case corresponding to the conditions y 3 = y 4 = 0, i.e., Π ≡ {(y 1 , y 2 , y 3 , y 4 ) : y 3 = y 4 = 0}. Orbits (including fixed points) closed under the action of R are reversible and intersect Π. This symmetry property plays an essential role in the spatial dynamics of the LL equation.
In the above framework [see Fig. 1(a) ], the HSS solution A 0 corresponds to a fixed point or equilibrium of the system (7), namely y 0 ≡ (y 0,1 , y 0,2 , y 0,3 , y 0,4 ) = (U 0 , V 0 , 0, 0), while a pattern state corresponds to a limit cycle (periodic orbit) P, as shown in (b). When the state A b 0 coexists with a pattern, a front or domain wall connecting A b 0 with the pattern can form. This interface corresponds to a heteroclinic orbit connecting y 0 and the periodic orbit P [see panel (c) ] that forms as the result of an intersection between the stable manifold of y 0 and the unstable manifold of P. Spatial reversibility implies that this orbit and its symmetric counterpart intersect forming a heteroclinic cycle [29, 30] . Homoclinic orbits to y 0 that bifurcate from this cycle correspond to localized patterns (LPs) containing a long plateau where the solution resembles a spatially periodic pattern as depicted in panel (d) and the corresponding phase space orbit rotates several times about the periodic orbit before returning back to y 0 . Each of these revolutions generates an oscillation (or peak) in the profile of the LP. These types of structures possess oscillatory tails, and the corresponding homoclinic orbits therefore approach and leave y 0 in an oscillatory manner. A single-peak example of the resulting structure is shown in panel (e). This state is also called an envelope soliton because of its similarity to a solution of the conservative nonlinear Schrödinger equation. These last two orbit types are examples of Shilnikov or wild homoclinic orbits to a bi-focus fixed point [31, 32] , and are both present within the same parameter interval called the pinning or snaking region of the system [30] . Together with these types of LPs one can find LSs in the form of the single-peak state shown in panel (f) where, in contrast to the previous examples, the tails are monotonic. Such a state corresponds to a homoclinic orbit to a saddle equilibrium, and we refer to it as a tame homoclinic orbit [31, 32] or a spike [33] . The formation of this last state is not related to the presence of a pattern, but they arise in global homoclinic bifurcations [34, 35] . Furthermore, such states only appear as isolated peaks and cannot form arrays. These two types of solution bear an intricate relation to one another whose elucidation is one of the primary goals of this paper.
III. LINEARIZATION
The states shown in Fig. 1 are highly nonlinear and for their study one needs to solve the system (6) numerically. However, the linear regime A ≈ A 0 allows one to study the way in which the corresponding trajectories leave or approach A 0 as x increases and hence provides information about the tail of the solution profiles. This approach allows us to determine the origin of the LP and 
LP solution with a single peak, and (f) single-peak LS in the form of a spike with monotonic tails. The left panels show the field U (x), while the right panels show the corresponding solution of the spatial dynamical system (6) projected on the variables y 1 and y 3 . The correspondence is as follows: (a) fixed point or equilibrium, (b) limit cycle, (c) heteroclinic orbit, (d) and (e) multi-round and single-round wild homoclinic orbits, and (f) tame homoclinic orbit. spike structures, i.e. the bifurcations from which they emerge, and some of their characteristics.
The linearization of Eq. (6) about the fixed point y 0 reads (11) for a spatially reversible system. The terminology corresponding to the different regions is explained in Table I. where Df (y 0 ) is the Jacobian
The solution of the linearized system (9) takes the form δy(x) = e Df (y0) ·δy 0 , and therefore depends on the eigenvalues of the Jacobian, i.e., the spatial eigenvalues of y 0 . The four eigenvalues of Df (y 0 ) satisfy the biquadratic equation
with c 0 = θ 2 + 3I 2 0 − 4θI 0 + 1 and c 2 = 4I 0 − 2θ. This equation is invariant under λ → −λ and λ →λ, and leads to eigenvalue configurations symmetric with respect to both the real and imaginary axes, as depicted in Fig. 2 . The form of this equation is a consequence of spatial reversibility [36, 37] .
The eigenvalues satisfying Eq. (11) are
Depending on the control parameters θ and ρ, one can identify four qualitatively different eigenvalue configurations:
1. the eigenvalues are real:
there is a quartet of complex eigenvalues: λ 1,2,3,4 = ±q 0 ± ik 0 3. the eigenvalues are imaginary:
4. two eigenvalues are real and two imaginary:
Saddle-Center One (±q0, 0, 0)
Rev. Takens-Bogdanov One (±ik0, 0, 0) Rev.Takens-Bogdanov-Hopf One (±q0, ±q0)
Belyakov-Devaney One (±ikc, ±ikc)
Hamiltonian-Hopf Two (0, 0, 0, 0) Quadruple Zero A sketch of these possible eigenvalue configurations is shown in Fig. 2 , and their names and codimension are summarized in Table I . The transition from one region to an adjacent one occurs via the following codimensionone bifurcations or transitions:
• A Belyakov-Devaney (BD) [36] [37] [38] transition occurs between regions I and region II. At this point the spatial eigenvalues are real: λ 1,2 = ±q 0 , λ 3,4 = ±q 0 .
• The transition between region II and region III is via a Hamiltonian-Hopf (HH) bifurcation [38, 39] , with purely imaginary eigenvalues: λ 1,2 = ±ik c , λ 3,4 = ±ik c .
• The transition between region I and region IV is via a reversible Takens-Bogdanov (RTB) bifurcation with eigenvalues λ 1,2 = ±q 0 , λ 3 = λ 4 = 0 [37, 38] .
• The transition between region III and region IV is via a reversible Takens-Bogdanov-Hopf (RTBH) bifurcation with eigenvalues λ 1,2 = ±ik 0 , λ 3 = λ 4 = 0 [37, 38] .
The unfolding of all these scenarios is related to the quadruple zero (QZ) codimension-two point with λ 1 = λ 2 = λ 3 = λ 4 = 0 [37, 38, [40] [41] [42] . In the context of the LL equation these transitions have already been discussed [24] , but we review the essential findings here as they are needed to understand the changes in the bifurcation structure of LSs that occur as the detuning θ increases.
In regions I and II of Fig. 2 the equilibrium y 0 is hyperbolic, i.e. Re[λ] = 0, with two-dimensional stable and unstable manifolds. As a result homoclinic orbits to y 0 are of codimension zero and so persist under small reversible perturbations. In region I, y 0 is a saddle and the homoclinic orbits are tame. In contrast, in region II, the equilibrium is a bi-focus, and the homoclinic orbits are wild [31, 32] .
In region IV homoclinic orbits are also possible but only appear at isolated parameter values, or they are homoclinic to small amplitude periodic solutions. This last example corresponds to the so-called generalized solitary waves [43, 44] . In our system the condition I 0 = 1 or equivalently
defines one of the main bifurcation lines in parameter space: for θ < 2, this line corresponds to a HH bifur-cation in space or equivalently a Turing or modulational instability (MI) in the temporal dynamics that produces small amplitude spatially periodic states. In contrast, for θ > 2 it corresponds to a BD transition, a global bifurcation, and no small amplitude states arise. Two other lines are relevant, corresponding to the saddle-node bifurcations SN b and SN t , which are defined by I = I b and I = I t . In the anomalous regime of interest here, SN b is a RTBH bifurcation if θ < 2, and a RTB bifurcation if θ > 2. In contrast, SN t is a RTBH bifurcation for any value of θ. are bi-foci F for I 0 < 1, and saddles (S) for I 0 > 1.
In the present work, we focus on the study of the LSs emerging in the situations depicted in panels (a) and (d). The transition between these scenarios is complex and related to the unfolding of the codimension-two QZ point [40] . The analysis of the unfolding of this bifurcation point, although essential for the complete understanding of LSs in this system, is beyond the scope of this paper. A study of the LSs arising in region IV of Fig. 2 will be presented elsewhere.
IV. WEAKLY NONLINEAR SOLUTIONS
Normal form theory predicts the existence of small amplitude LSs bifurcating from the HH and the RTB bifurcations [38, 39] . In this Section, we use multiscale perturbation theory to compute weakly nonlinear steady states of the LL model in the neighborhood of these bifurcations. These occur at I 0 = I c when θ < 2, and at I 0 = I b when θ > 2, respectively. The resulting analytical solutions are then used as initial conditions in a numerical continuation algorithm to determine their global bifurcation structure. Following [45] , we fix the value of θ and suppose that the states in the neighborhood of the bifurcation are captured by the ansatz
where (U * , V * ) corresponds to the HSS A b 0 , and u and v capture the spatial dependence. In each case we introduce appropriate asymptotic expansions for each variable in terms of a small parameter, either = √ I 0 − I c close to the HH bifurcation or = I 0 − I b close to the RTB bifurcation.
Note that in the latter case < 0. We use the energy injection ρ as a bifurcation parameter, and therefore write ρ = ρ c + 2 δ c (close to HH) or ρ = ρ b + 2 δ b (close to RTB), with
and
Note that δ c vanishes at the QZ point θ = 2 while δ b vanishes at the cusp bifurcation at θ = √ 3. We now summarize the results of the calculations detailed in the Appendix.
A. Weakly nonlinear states near the Hamiltonian-Hopf bifurcation
Here I 0 = 1 (i.e., ρ = ρ c ) and the appropriate asymptotic expansion for the variables previously defined is
where we allow all the variables u 1 , v 1 , u 2 , v 2 , ... to be functions of x and the long spatial scale X ≡ x. Inserting these expressions into Eq. (2) and solving order by order in , one finds two types of solution, both given by
where (U c , V c ) is the HSS solution (3) at I 0 = 1 (i.e., ρ = ρ c ), (U 2 , V 2 ) represents the leading order correction to this HSS given by
and the space-dependent correction is given by
Here and B(X) is the solution of the amplitude equation
with coefficients
If the solution of (23) does not depend on the long scale X, then
and spatially periodic states (patterns) arise in the form
The pattern can be supercritical or subcritical depending on the value of the detuning θ. In particular, θ = 41/30 represents the transition from sub-to supercritical where the coefficient C 3 vanishes, as predicted in Ref. [7] . When C 3 > 0, the pattern bifurcates subcritically, i.e., towards ρ < ρ c ; and when C 3 < 0 it bifurcates supercritically, towards ρ > ρ c . In the subcritical regime, solutions with a large scale modulation, i.e., X-dependent solutions, are present. In terms of the original spatial variable x these take the form
resulting in a solution of the form
Evidently these states only exist when ρ < ρ c and the pattern state is present, i.e., LP states are present when the pattern state bifurcates subcritically but not when it bifurcates supercritically. Within the asymptotic theory the spatial phase ϕ of the background wavetrain remains arbitrary, and there is no locking between the envelope and the underlying wavetrain at any finite order in . However, this is no longer the case once terms beyond all orders are included [46] [47] [48] . One finds that generically there are two specific values of the phase ϕ that are selected: ϕ = 0 and ϕ = π. These are the only phases that preserve the reversibility symmetry (x, A) → (−x, A) of Eq. (1). The resulting LP states correspond to small amplitude Shilnikov-type homoclinic orbits. A sample solution of this type for θ = 1.5, ρ = 1.11753, and I c − I 0 = 0.036 is shown in Fig. 4 (a), computed both from the analytical expression (30) (red curve) and from numerical continuation (black curve).
B. Weakly nonlinear states near the reversible Takens-Bogdanov bifurcation
In this case I 0 = I b (i.e., ρ = ρ b ), and the asymptotic expansions read
for the HSS solution, and
for the space-dependent terms. This time the fields
Proceeding in the same fashion as in the previous case, one can establish the existence of weakly nonlinear states around SN b . To first order in these are given by
where
is the leading order correction to this HSS, namely
Here
The space-dependent contribution is given by
where φ is the solution of the amplitude equation:
with
Since δ b < 0 and c 1 < 0 when θ > 2 (see Appendix) the homoclinic solutions of this equation are
and these are present in ρ < ρ b . These solutions do not exist when c 1 > 0 (i.e., θ < 2) when the fold at A = A b is preceded by HH and A = A b does not correspond to a RTB bifurcation. Thus Eq. (40) represents a small amplitude bump on top of the background HSS solution A b 0 , i.e., a small amplitude tame homoclinic orbit in the spatial dynamics context. We show an example of this solution in Fig. 4 (b) for θ = 2.5, ρ = 1.80460, and I b − I 0 = 0.036, computed both from the analytical expression (40) (red curve) and from numerical continuation (black curve). The curves are essentially indistinguishable.
V. BIFURCATION STRUCTURE OF LOCALIZED DISSIPATIVE STRUCTURES
The weakly nonlinear solutions found in the previous Section are only valid for → 0, and therefore, in the neighborhood of the bifurcation. In this Section, we apply numerical continuation algorithms to track these solutions to parameter values far from the bifurcation. This procedure allows us to determine the different solution branches and their temporal stability as a function of the control parameters of the system, and hence their region of existence. For θ < 2, LSs bifurcating from HH undergo homoclinic snaking, as shown previously in both the LL equation [24, 51] and in other systems [30, 50, 52, 53] . Here we review the main features of this structure and compute the so-called rung states [54] . For θ > 2 we find instead that the bump state that exists close to the SN b undergoes a different type of bifurcation structure, which is morphologically equivalent to the foliated snaking found in [55] . This new structure coexists with disconnected remnants of the homoclinic snaking branches. We show that this disconnection, and therefore the collapse of the homoclinic snaking, is the consequence of a global bifurcation that takes place at the BD transition [37] . Figure 5 shows the parameter plane (θ, ρ) with the main bifurcation lines labeled. The region between the blue lines SN 1 and SN r 1 corresponds to the region of existence of single peak LSs. The purple line H corresponds to a (temporal) Hopf bifurcation that arises in a FoldHopf bifurcation [49] . Above this line the LSs start to oscillate and can exhibit both temporal and spatiotemporal chaos [23] [24] [25] [26] [27] [28] . In this work we focus on the region where the LSs are stationary. states as a function of ρ corresponding to the crosslinks P i P i+1 in the snakes-and-ladders diagram. The drift speed vanishes at the pitchfork bifurcations P i , i = 1, ..., 4, and is positive or negative depending on the side at which the extra peak is nucleated as indicated in the U (x), V (x) profiles along the bottom of the figure.
A. Homoclinic snaking structure
When 41/30 < θ < 2, the HH bifurcation gives rise to a pair of weakly nonlinear LP states corresponding to ϕ = 0 and ϕ = π [see Eq. (29)], simultaneously with a spatially extended pattern with wavenumber k c . Figure 6 shows the bifurcation structure of these states on a domain size L = 160 as the parameter ρ is varied for a fixed value of detuning θ = 1.5.
In panel (a), we plot the energy (i.e., the
as a function of the bifurcation parameter ρ. Panel (b) shows the same diagram but with the background field A b 0 removed, a representation that opens up the snaking behavior that is hard to discern in panel (a).
Two branches of LP solutions are found: one branch is associated with the phase ϕ = 0 (in blue) and corresponds to profiles with local maxima in A(x) at the midpoint x = 0 [see subpanels (i)-(iii)]; the other branch (in green) is associated with the phase ϕ = π and corresponds to profiles with local minima in A(x) at x = 0 [panels (iv)-(vi)]. We refer to the former branch as Γ 0 and the latter as Γ π . All these structures consist in a slug of the pattern state embedded in a homogeneous state. Both branches emerge subcritically from HH and persist to finite amplitude where they undergo homoclinic snaking, i.e., a sequence of back-and-forth oscillations that reflect the successive addition of a pair of wavelengths, one on each side of the structure, as one follows Γ 0 and Γ π upwards. These take place within the parameter interval ρ − < ρ < ρ + determined by the first and last tangencies between the unstable and stable man-ifolds of A b 0 and the periodic state, and called the snaking or pinning region [30, 52, 53] . The folds or saddle-node bifurcations on either side converge monotonically and exponentially rapidly to ρ − and ρ + , both from the right. Within the snaking or pinning region one therefore finds an infinite multiplicity of LPs of different lengths. In the present case many of these are (temporally) stable, as indicated by the solid lines in the figure. In finite domains the wavelength adding process must terminate, of course, and in periodic domains one finds that both snaking branches turn over and terminate near the fold on one of the many branches of periodic states that are present [56] . In the present instance the LP branches in fact terminate on different branches of periodic states. This is a finite size effect and is well understood.
The formation of these LPs, and their organization in a homoclinic snaking structure, can be understood in terms of a heteroclinic tangle that forms within ρ − < ρ < ρ + as a result of the transversal intersection of the unstable manifold of [51] . The asymmetric rung states that form an important part of the snake-and-ladders structure of the snaking or pinning region [54] form as a result of secondary intersections between
) that take place outside of the symmetry plane Π [29, 57] . The branches corresponding to these states are shown in the close-up view in panel (c) [bottom] . These states are all unstable [see panels (vii)-(ix)] and arise in pitchfork bifurcations located near the saddle-node bifurcations on the Γ 0 and Γ π branches. Consequently, each rung in the figure corresponds to two states related by reflection symmetry, and hence, of identical L 2 norm. Since the LL equation does not have gradient dynamics, any asymmetric state will necessarily drift. The drift speed v depends on the control parameters of the system, as one can see in panel (c) [top] which shows v as a function of ρ. Profiles (vii) to (ix), on branch P 1 P 2 , show the evolution of asymmetry with decreasing ρ and the gradual transformation from a Γ 0 LP state to a Γ π LP state. The velocity of these states is negative and vanishes at the pitchfork bifurcations at either end of the branch. In addition to these states, there are also branches of asymmetric rung states where the extra peak grows on the left of the initial peak. An example of such states is shown in panels (x)-(xii) taken from branch P 5 P 6 . The velocity of these states is positive as shown in Fig. 6(c) . When higher-order dispersion terms are included, breaking the x-reversibility of Eq. (2), the pitchfork bifurcations become imperfect resulting in the break-up of the snakes-and-ladders structure into a stack of isolas [58, 59] .
In addition to the above single pulse states one also finds bound states of LPs, i.e., multipulse states, that form as a result of the locking of two or more LPs at distances given by half-integer multiples of the wavelength Λ = 2π/Im[λ] [60] [61] [62] owing to the presence of oscillatory tails in all LPs present for θ < 2.
B. Foliated snaking
When θ > 2 the HH bifurcation is replaced by a BD transition, and no small amplitude dissipative structures emerge from it. In this situation, A b 0 is stable all the way until SN b . This point corresponds to a RTB in the context of spatial dynamics and small amplitude LSs do emerge from such a point (see Section IV). This small amplitude LS can then be tracked as ρ decreases and the resulting highly nonlinear states calculated. The type of bifurcation diagram one obtains for θ = 2.5 is shown in Fig. 7(a) Figure 8 shows the behavior near this point, and demonstrates that the cusp-like structures in Fig. 7(b) at ρ ≈ ρ b = 1.80501 are in fact regular folds, with a zero temporal eigenvalue at the fold (i.e., a change in the stability) as expected. Beyond this point, along branch Γ u 12 , the solution develops a subsidiary peak located at x = L/2 [equivalently x = −L/2, profile (iv)] and this peak grows to the amplitude of the original peak by the time the branch reaches SN 2 on the left and terminates on the branch Γ Figure 7 also shows two additional profiles, labeled 2 , is insensitive to the ordering of the peaks. Indeed, we expect branches corresponding to all possible equispaced orderings of small and large peaks to be present. In addition, we expect (but do not show) that branches with different numbers n small , n large of small and large peaks (n small + n large = n) also bifurcate from the vicinity of each SN n as discussed in greater detail in Ref. [66] . Moreover, the boxed peaks in profiles (vi) and (viii) show that the small peaks that appear along branch Γ u 12 are nothing but the small peaks present at the corresponding ρ value along the lower branch Γ u 1 , and similarly for all the other branches. These properties are identical to those associated with foliated snaking as described in Ref. [55] showing that the structure identified in the present problem is in fact likely to be universal in these types of problems.
On top of this basic skeleton, one can find similar bifurcation structures for states with n equispaced peaks, where n is any integer. Two examples are shown in 
files (i)-(vi)] while those corresponding to panel (b) are shown as profiles (vii)-(viii)
. We see that the branch of three equispaced peaks acquires stability at SN 3 on the left and terminates in a cusp-like structure at SN r 3 on the right. Thereafter subsidiary peaks develop generating the branch Γ u 36 that terminates in its own 2:1 spatial resonance near the saddle-node SN 3 . The branch of equispaced five-peak states exhibits the same behavior, as do all the other branches for which n is an odd integer or of the form p2 q , where p is odd. The connectivity of the solution branches described above differs from the typical homoclinic snaking studied in Section V A, and resembles so-called foliated snaking identified in Ref. [55] and illustrated schematically in Fig. 10 . In this work, however, this structure was generated by externally imposed spatially periodic forcing. In our case the same structure is generated intrinsically and is a consequence of a global bifurcation that takes place at the BD transition.
C. Collapse of Homoclinic Snaking
The foliated snaking identified in the previous section only relates states consisting of n equispaced but isolated LS each within the same periodic domain of length L. The structures that form are therefore periodic arrays of identical peaks with different wavelengths. In this section we explore the connection of these states with the LS states found when 41/30 < θ < 2 that possess oscillatory tails and undergo standard homoclinic snaking as a result of transverse intersection of stable and unstable manifolds of HSS and the spatially extended periodic state P. For θ > 2, heteroclinic tangles between A b 0 and subcritical patterns can still arise, and therefore LPs can still be present. Nevertheless, these type of LSs, and the pattern solution involved in their formation, do not emerge from small amplitude states such as those present near the HH point, but arise instead from a global homoclinic bifurcation [34, 35] .
The aim of this Section is to clarify the origin and type of bifurcation structure that these LPs undergo for θ > 2. As we shall see, these states follow the remnants of a homoclinic snaking structure whose solution branches disconnect abruptly at the BD point and reconnect with branches organized within the foliated snaking structure.
The LP states present for θ < 2 can be continued by suitably varying both θ and ρ [see Fig. 5 ] into the region θ > 2. In particular, we have continued numerically LPs with two, three and four peaks, such as those shown in Fig. 6 , from θ = 1.5 to θ = 2.5. Once θ = 2.5 is reached the parameter ρ can be varied and the corresponding solution branch traced out. These branches are shown in Fig. 11(a) . The branches related by homotopy with the Γ 0 family of LPs are shown in blue, while those related with the Γ π branch are shown in green. The profiles of the resulting states at different values of ρ are shown in the subpanels at the bottom and labeled (i)-(ix); these show that for θ > 2 the LP states consist of clumps of peaks with interpeak separation given by the wavelength of one of the coexisting periodic states. The latter can, in principle, be obtained by continuation from θ < 2 but there is in general a one-parameter family of such states within a wavenumber interval called the Busse balloon whose amplitude depends only weakly on ρ. In contrast, the LP wavelength is selected uniquely by the fronts bounding the structure on either side and depends strongly on ρ, i.e. the presence of the fronts leads to a particular cut through (ρ, k) space [67] , and it is along this cut that k → 0 or equivalently the LP wavelength diverges. For LP states consisting of many peaks this limit must correspond to the BD point. These conclusions are consistent with our numerical tracking of 2-, 3-, and 4-peak LPs from θ < 2, where they are formed via homoclinic snaking, into θ > 2 and then through the BD point into the foliated snaking region. For comparison, Fig. 11 (a) also shows the branches taking part in the foliated snaking from Fig. 7 (red curves); these correspond to states with equally spaced peaks. The dashed vertical line marks the BD point at ρ = ρ BD ≈ 1.80278.
The LPs and the foliated snaking states are (nearly) degenerate in norm, which makes it difficult to discern the different type of bifurcation structures in Fig. 11(a) from the norm alone since this only counts the number of peaks in a state regardless of their separation. However, the profiles of the different LPs shown in Fig. 11(b)-(d) reveal that the LPs consist of clumped peaks whose sep- by a similar one appearing in Ref. [55] .
aration ∆, measured at half peak height, diverges at the BD point as ρ increases. At this point, the branches of LPs disconnect and homoclinic snaking is destroyed. In fact in this regime the dominant evolution of the solution profile involves the separation of the peaks and not their amplitude. This makes the numerical computation of these branches a challenging task since a small change in ρ results in a large change in ∆ and the continuation fails unless ρ is incremented by very small amounts. In contrast, for θ < 2 the separation between the peaks in an LP state is almost constant and of the order of the wavelength of the periodic pattern involved in their formation. The details of the wavelength selection mechanism within the snaking region in the Swift-Hohenberg equation are described in Ref. [53] and rely on the gradient structure the equation. No such theory exists for nongradient systems such as the LL equation.
Below the BD transition LPs form by the heteroclinic tangle mechanism [29] . The divergence of the separation ∆ as the BD point is approached is the result of the divergence of the wavelength of the pattern involved in the tangle as ρ → ρ BD . Thus, BD corresponds to a global bifurcation in space where the spatial period diverges, much as the signature of a global bifurcation in time is the divergence of an oscillation period [34, 35] . This phenomenon is also known as the blue sky catastrophe [68] or wavelength blow-up [69] .
The unfolding of this global bifurcation on the real line is depicted in Fig. 12(a) . In region II LPs with multiple peaks (i.e., multi-round homoclinic orbits) exist together with the periodic pattern (i.e., a limit cycle) involved in the heteroclinic tangle. The wavelength of the pattern, and therefore the separation between the peaks, tends to infinity as the BD transition is approached and the bifocus at A b 0 becomes a saddle, resulting in the destruction of the Shilnikov-type homoclinic orbits present at lower ρ [31, 32, 70] . In particular these LP structures bifurcate tangentially from the primary branch of homoclinic orbits and towards smaller ρ (Region II). In contrast, for ρ > ρ BD the peaks have monotonic tails. Thus, by crossing this transition, a single-peak LP with oscillatory tails (Shilnikov homoclinic orbit) existing in region II becomes a spike state with monotonic tails (tame homoclinic), the only type of LS that exist in region I [31, 32] . The spike states may be thought of as arising from a one-parameter family of periodic orbits (i.e. patterns) as the spatial period diverges to infinity [31, 36, 37, 70] . In our case, however, the system is periodic, and the global bifurcation at BD interacts with the foliated snaking skeleton computed on a finite periodic domain. Figure 13 shows the solution branches corresponding to two-peak dissipative structures, both pattern and LPs, showing the product ∆·||A−A LPs emerging from the global bifurcation at the BD point and connecting with the single-peak state in (a) are divided according to the number of peaks within each clump and are found in region II; region I contains equispaced structures organized in the foliated snaking structure generated in the RTB bifurcation at SN b as described in Section V B. For θ = 2.5, ρ BD ≈ 1.80278 while ρ b ≈ 1.80501 so region I is very narrow.
state consists of two equispaced peaks while the LP state consists of a two-peak clump, periodically replicated on the real line. We see that, as ρ increases, the branch corresponding to stable two-peak LPs (green) approaches Γ creases with increasing ρ along the lower, unstable LP branch as well, even as the peak amplitude tends to zero [dashed green line in Fig. 11(d) ], and also diverges as BD is approached. In both cases the divergence is a consequence of the vanishing of Im[λ] at BD. In a similar way, LPs with three, four, or any given number of peaks undergo the same behavior and connect with branches Γ 3 , Γ 4 , etc., both stable and unstable, whose states correspond to the maximum separation that structures with three, four, etc., peaks can reach in a periodic system. Hence, the presence of foliated snaking unfolds the diagram sketched in Fig. 12(a) resulting in the schematic picture in Fig. 12(b) , where we show the branches corresponding to structures with two, three and four peaks only.
Together with the previous structures, a large variety of bound states (BSs) of peaks can form via the locking of their oscillatory tails when ρ < ρ BD . By bound states we mean states consisting of two or more peaks separated by more than one wavelength of the coexisting periodic pattern. In such states the peaks interact very weakly but their separation is nonetheless locked to the wavelength in their oscillatory tails. In other words, these states consist of peaks separated by a distance greater than their minimum separation, i.e., the separation of the peaks in clumped LPs. A solution branch corresponding to one such state containing two pulses is shown in black in Fig. 13(a) . Since the length L of the domain is fixed the state cannot respond to small changes in the linear theory wavelength as ρ and hence Re[λ] changes until the separation can no longer be maintained and the branch terminates in the vicinity of the BD point (Fig. 13(b) ). In fact, careful computations show that the BS branch extends very slighly beyond BD (not shown), an effect we attribute to the effects of nonlinearity on the spatial separation of the two pulses, and we are led to conjecture that on the real line the two-pulse BS branch must in fact undergo a fold in ρ > ρ BD at which it turns towards smaller ρ before terminating at ρ BD . However, at the level of linear theory oscillatory tails are absent once ρ > ρ BD and hence, modulo nonlinear effects, neither BSs nor LPs exist in Region I (Fig. 12(b) ).
Both the LP and the BS states appear subcritically and so are initially unstable. However, both acquire stability at folds where they turn towards larger ρ. Evidently at each ρ SN < ρ < ρ BD there is a countably infinite number of two-peak BSs with different separations that accumulate on the primary Shilnikov homoclinic orbit as well as a countably infinite number of LP states with different numbers of peaks. Moreover, since the wavelength of the coexisting periodic state (equivalently 2π/Im[λ]) diverges as ρ → ρ BD from below so does the peak separation in every LP and in every BS.
D. Transition between the previous scenarios
The transition from region 41/30 < θ < 2 where homoclinic snaking is present to the scenario for θ > 2 where it is absent and reconnects with foliated snaking can be understood in terms of the periodic pattern involved in the heteroclinic tangle.
For θ < 2, see Fig. 14(a) , the LPs (blue) and the pattern (red) involved in their formation emerge together from the small amplitude bifurcation HH. At that point, the pattern has a characteristic wavelength of order 2π/k c , k c being the critical wavenumber, i.e., k c = Im[λ] at HH. Therefore, the LPs that form as a result of the heteroclinic tangle between this pattern and the bi-focus equilibrium A b 0 will have a separation between peaks approximately equal to 2π/k c . Far from HH the LPs undergo homoclinic snaking, and multistability is found within the pinning or snaking region. As θ → 2, k c → 0, and the wavelength of the pattern involved in the formation of the LPs diverges. This first occurs at the QZ bifurcation that occurs at SN b when θ = 2 [ Fig. 14(b) ] and the location of this divergence then moves down along A pattern becomes a tame homoclinic orbit, i.e., a singlepeak LS with monotonic tails [36] . When θ increases past θ = 2 the BD transition separates from the RTB bifurcation at SN b , and the tame homoclinic orbit and the pattern with infinite wavelength previously born together at QZ now arise from different bifurcations. This situation is depicted in Fig. 14(c) . Here small amplitude tame homoclinic orbits emerge from the RTB bifurcation (green), while a periodic pattern with an infinite wavelength bifurcates from the global homoclinic bifurcation occurring at the BD transition. To the left of BD LPs and the pattern involved in their formation coexist, and their bifurcation structure follows the remnants left over from homoclinic snaking [ Fig. 14(c) ]. At the BD point there is a degenerate Shilnikov homoclinic orbit, while above BD the only structure that exists is a tame homoclinic orbit, and homoclinic snaking no longer exists. In periodic domains the single-peak LSs undergo foliated snaking and the branches remaining from homoclinic snaking reconnect with it.
VI. CONCLUSIONS
In this work we have presented a detailed study of the bifurcation structure of bright dissipative structures arising in driven and dissipative optical cavities in the anomalous GVD regime described by the LL equation in one spatial dimension. For θ < 2 two families of bright LPs arise from a HH bifurcation (or equivalently an MI bifurcation), together with a spatially extended pattern with the critical wavenumber, and undergo homoclinic snaking that continues until the available domain is filled and the LP states reconnect with the periodic pattern. These two families of solutions are interconnected by unstable rung states consisting of drifting asymmetric LS. Together these branches constitute the snakes-and-ladders structure of the snaking or pinning region. For θ > 2 the HH bifurcation has turned into a BD transition from which small amplitude LPs no longer bifurcate. However, small amplitude LSs still emerge from the RTB bifurcation at SN b . Tracking this state through parameter space using numerical continuation allowed us to establish that it undergoes a bifurcation structure known as foliated snaking [55] . This structure summarizes the global behavior of solutions consisting of n equispaced peaks, n = 1, 2, . . . . All these branches originate together in the vicinity of SN b , and with increasing amplitude each reconnects in a spatial periodhalving bifurcation SR 2:1 with the branch of 2n identical peaks, n = 1, 2, . . . . Moreover, the multi-peak states can be seen as periodic patterns in their own right, with wavelengths L/2, L/4, L/8, ... for the primary sequence, and L/3, L/6, L/12... for the sequence starting with 3 peaks in the domain, and so on for n = 5, 7, .... Similar structures starting with even integers n = 2 p are also present. It follows that on the real line the presence of a fold in any of these branches is responsible for the presence spatially modulated multi-peak states, just as in the bistable Swift-Hohenberg equation where branches of "holes" bifurcate from the vicinity of a fold of periodic states [56] . We have not computed these states in this paper. On top of the foliated snaking, solution branches corresponding to the LPs present for θ < 2 extend into the θ > 2 regime. These also consist of arrays of peaks but these peaks are now clumped. The LP states are destroyed in a global homoclinic bifurcation at the BD transition [31, 32] . One key feature of this bifurcation is the divergence of the wavelength of the pattern involved in the formation of the LPs as BD is approached, resulting in an abrupt growth in separation between the peaks constituting each LP state. As a result the stable and unstable branches corresponding to these states become disconnected, with each pair connecting to the corresponding equispaced state within the foliated snaking structure. This process is indicated in Fig 12(b) : the LPs with 2 peaks connect at BD with the pair of states consisting of 2 peaks separated by L/2; the 3-peak LPs likewise connect with the equispaced 3-peak states, and so on (cf. Fig. 11) . A similar type of reconnection was in fact already observed in Ref. [71] as well as in models of cellular and plant ecology [33, 72] . It is our understanding, however, that it has not yet been reported in any optical system such as that described in this paper.
The transition at θ = 2 between these two scenarios takes place via the QZ bifurcation which gives rise to all the relevant, local and global, bifurcations involved in the creation and destruction of LSs in this system. Despite its importance the unfolding of this point is still incompletely understood. This is because it corresponds to a codimension-two point with O(2) symmetry. Problems of this type are notoriously difficult although significant progress on other problems of this type have been made [73, 74] . We have recently derived an amplitude equation valid in a neighborhood of this point similar to the Swift-Hohenberg equation with a quadratic nonlinearity appearing in Ref. [75] . A detailed study of this equation and its relevance in the present context will be presented elsewhere.
In the present paper we focused on steady states, although it is known that some of the structures we have described persist into regions where the LSs undergo oscillatory instabilities and even exhibit chaotic dynamics [23] [24] [25] . The consequences of these instabilities for the states we have described remain to be studied. The ultimate hope is that detailed studies of this kind will prove useful for the understanding of the formation and properties of frequency combs related to the underlying LSs as recently found in experiments using microcavities [14] [15] [16] [17] [18] [19] . 
APPENDIX
In this Appendix we calculate weakly nonlinear dissipative structures using multiple scale perturbation theory near the Hamiltonian-Hopf (HH) and the reversible Takens-Bogdanov (RTB) bifurcations in the LugiatoLefever (LL) equation keeping the detuning ν as a parameter. At the end of the calculation we set ν = 1 to obtain the corresponding results for the anomalous GVD regime of interest in this paper.
To study these types of solutions we write Eq. (2) in terms of the real and imaginary parts U and V of A(x, t):
Following Ref. [45] we fix the value of θ and suppose that in the neighborhood of such bifurcations the solutions are captured by the ansatz
where U * and V * represent the HSS A b 0 , and u and v capture the spatial dependence.
We next introduce appropriate asymptotic expansions for each variable in terms of a small parameter measuring the distance from the bifurcation point at I 0 = I r . Since I 0 depends on the parameter ρ this distance translates into a departure of ρ from the corresponding value ρ r . The departure can be determined from a Taylor series expansion of ρ(I 0 ) about I 0 = I r , where
Thus
For the RTB bifurcation the first derivative vanishes and one obtains
However, for the HH bifurcation the first derivative in the Taylor expansion (47) differs zero and thus
In this case we write 2 = I 0 −I c , obtaining the expresion
It follows that
Note that δ b vanishes at the cusp bifurcation at θ = √ 3 while δ c vanishes at the QZ point θ = 2.
A. Weakly nonlinear analysis around HH
The HH point is defined for any value of θ < 2 by the condition I r = I c = 1, or in terms of the energy injection ρ by
In the following we fix the value of θ and, based on the scales defined above, approximate HSS by the series
and the x-dependent states by the series
All quantities in (58) depend on both the short spatial scale x and the long spatial scale X ≡ x, i.e., u i = u i (x, X(x)) and v i = v i (x, X(x)). The differential operator ∂ 2 x acting on any of these fields thus takes the form
It follows that the linear operator (43) takes the form
while the nonlinear terms take the form
At order 0 stationary solutions satisfy
and therefore
At order 1 we find that,
or
is a singular differential operator.
To solve Eq. 69 we adopt the ansatz
where a, b ∈ R and φ ∈ C r (C). Nonzero solutions are present only when a certain solvability condition is satisfied. This condition demands that
and leads to the solution
Here I c is as yet undetermined but its value is found at next order in . Proceeding to order 2 we obtain
where δ c is given by Eq. (55). The space-independent terms can be written in the form
whose solution takes the form
The remaining space-dependent terms are
which can be solved by using the ansatz
The coefficients A n , B n follow from solutions of Eq. (77) of the form e nikcx , n = 0, 1, 2, as described next. When n = 0 the x-derivatives in L vanish. If we call the resulting operator L 0 , the n = 0 part of the solution is given by
Similarity, when n = 2 we define an operator L 2 by replacing ∂ 2 x by −4k 2 c and adding the result to L 0 . Then
When n = 1, the operator L 1 is defined by replacing ∂ 2 x by −k 2 c and adding the result to L 0 . Then
However, this time L 1 is singular and the previous equation is only solvable if a solvability condition is satisfied.
To find this condition we multiply this equation by the nullvector w of L † :
The solvability condition is thus
which gives
Equation (71) together with Eq. (84) yields the condition
for the HH bifurcation, as required. The two components of Eq. (81) are linearly related, and after multiplying both sides by 1 0 we obtain
where s = A 1 /B 1 is arbitrary (subject to s = a). Without loss of generality, we choose s = 0, i.e., A 1 = 0. Finally, at order 3 we obtain
The solvability condition at this order is obtained by multiplying this equation by the nullvector of L † 1
and integrating over x. The resulting equation can be written
where δ c > 0 is given by (55) and
with Evaluating the different coefficients we obtain
To solve Eq. (89) we suppose that φ(X) = Be iϕ , with B ∈ R + . With this ansatz two kinds of solutions can be found depending on whether B depends on X or not. If B = B(X), then Eq. (89) becomes
with solutions B 0 = 0 and B ± = ± −δ c C 2 /C 3 , and the solution is
where ϕ in an arbitrary constant (due to translational invariance). This solution determines the spatially periodic state or pattern arising from HH. The pattern can be sub-or supercritical depending on the value of θ with the transition between these two cases occurring at θ = 41/30 when C 3 = 0. If C 3 > 0, i.e., θ > 41/30, the pattern emerges subcritically, and supercritically otherwise. In the subcritical regime, i.e., for θ > 41/30, localized patterns are also present and these can be found provided one supposes that B = B(X). In this case Eq. (89) becomes
with the solution B(X) = −2δ c C 2 C 3 sech −νδ c C 2 /C 1 (X − X 0 ) (98) centered at X = X 0 . Hereafter we take X 0 = 0. It follows that
(99) Thus the leading order x-dependent solution arising at HH reads:
with φ = φ P for the pattern P and φ = φ LP for the localized pattern LP. Here a is given by (72) .
B. Weakly nonlinear analysis around RTB
The RTB point at the SN b is defined for any value of θ > 2 by the condition I r = I b with 
To find the solutions generated in this bifurcation we introduce appropriate asymptotic expansions for each variable as a function of . For the HSS solutions we suppose that
and for the space-dependent terms we take
where u 1 , v 1 , u 2 , and v 2 depend on the long scale variable X ≡ √ x. We also write ρ = ρ b + δ b 2 . In this case, the linear operator (43) takes the form L = L 0 + L 1 with
and the nonlinear terms take the form N = N 0 + N 1 + 2 N 2 + · · · , where
At order 0 we therefore obtain
At order
and this equation can be written as The x-independent equation has solutions that can be written in the form
since θ > 2 and µ is obtained by solving the next order system. The general solution of the x-dependent equation gives
with φ(X) a function also determined at the next order. Finally, at order 2 one obtains
The x-independent part of this equation gives
where I 1 ≡ U 
Since the operator L is singular the above equation has no bounded solution unless a solvability condition is satisfied. This condition is given by
From the x-dependent terms we likewise find that
with the linear operators
Because L is singular, Eq. (120) has no solution unless another solvability condition is satisfied. In the present case, this condition reads
After some algebra, Eq. (123) reduces to an ordinary differential equation for φ(X),
Since c 1 < 0 for θ > 2 and δ b < 0 this equation has the solution φ(X) = − 3 2 c 2 c 3 sech 
and the solution branch bifurcates towards smaller values of ρ.
