Abstract: In earlier works, we have shown that the classical VRE criterion of the SP E index is optimal in the selection of the number of PCs exceptionally between the correlated variables. The perfection of this criterion is independent of the measurement noises. In this paper, we propose a new Inverse-Variance Weighting PCA-based VRE criterion more robust and generalized for PCA modelling task. It enables to found easily the optimal number of PCs in data by considering the uncorrelated variables. By considering numerical examples, it has deduced that the sensitivities to the measurement noises of the new VRE and the classical VRE of SP E index are identical.
INTRODUCTION
The use of principal components analysis (PCA), in many different industrials processes monitoring and analysis, has been intensively studied. It has been more recently proposed as a technique in multivariate statistical process control for on-line detection and isolation of faults (Qin [2003] ). For the purpose of detection, PCA is used to generate an empirical static and linear model based on normal operating data. Moreover, the PCA model is built using the measured data during normal operation conditions. A key issue in developing a PCA model is to choose the adequate number of principal components (PCs) in order to represent the system in an optimal way. Although the PCA method has been widely used, the selection of the optimum number of PCs is rather subjective.
There are two disadvantages which can occur with a bad choice. If fewer PCs are selected than required, a poor model will be obtained and an incomplete representation of the process results. On the contrary, if more PCs than necessary are retained, the model will be overparameterized and will include noise (Valle et al. [1999] ). As a result, several criteria for selecting the optimum number of PCs were proposed in the literature such as the scree plot, eigenvalues limits, cumulative percent variance, cross-validation method, variance of reconstruction error (VRE) (Valle et al. [1999] , Qin and Dunia [2000] , Dunia et al. [1996] , Dunia and Qin [1998a,b] ). The scree plot and eigenvalues limits approaches consider that components with small eigenvalues are not important for modelling. The cumulative percent variance method consists of the selection of the minimum model dimension that can express a substantial part of the total variance of data. The cross-validation method uses part of the training samples for model construction. The remaining samples are compared with the predicted ones using the model. When the prediction residual sum of squares becomes smaller than the residual sum of squares of the previous model, the new component is added to the model. Most of these existing approaches use an index that is monotonically decreasing. They are called subjective methods because there can be more than one location which satisfies the criterion. The last and important criterion is the variance of reconstruction error (VRE) (Qin [2003] , Yue and Qin [2001] , Dunia et al. [1996] , Dunia and Qin [1998a,b] ). An important feature of this approach is that it has a minimum corresponding to the best reconstruction of variables. When the PCA-model is used to reconstruct missing values, the reconstruction error is a function on the number of PCs. As a result, the VRE has always a minimum which points to the optimal number of PCs for best reconstruction.
In PCA-based process monitoring, several detection indices have been widely used for fault detection (Nomikos and MacGregor [1995] , Qin and Dunia [2000] , Mnassri et al. [2008] ). The Hotelling's T 2 statistic is expressed in the Principal Components Subspace (PCS). It gives a measure of variation with the PCA-model. The Squared Prediction Error (SP E) and Hawkins's T 2 H (or Squared Weighted Error: SWE ) are calculated into the Residual Subspace (RS). They indicate how much each sample deviates from the model. The combined index uses simultaneously the T 2 and SP E indices that are weighted by their control limits respectively. It is well noted that all detection indices are quadratic forms (Qin [2003] ).
In the literature, it has been proposed one VRE criterion that depends on the SP E index. The minimum of this criterion points on the number of redundancies in data without considering the uncorrelated variables (Mnassri et al. [2010a] ). Given that the reconstruction task depends on the used detection index (Tharrault et al. [2008] ), we have established a generalized or unified VRE criterion valid for any quadratic detection index (Mnassri et al. [2010a] ). We have verified that the VRE of the combined index can determine moderately the optimum PCA-model in the presence of the independent variables according unusual significance level values. For this, we have also proposed a new bidimensional VRE criterion (Mnassri et al. [2010b] ). It selects the optimal PCA-model according to usual values of significance level. However, the perfection of these proposed VRE criteria is biased by the measurement noises in variables. In this paper, we propose a new VRE criterion based on new Inverse-Variance Weighting PCA (IVWPCA) approach for modelling task. Its sensitivity to the measurement noises in the selection of the optimum number of PCs is the same as the VRE criterion of the SP E index in the selection of the number of redundancies in data.
The organization of the paper is as follows: Section 2 is a background of the linear PCA as well as known fault detection indices (SP E, T 2 and ϕ) and their control limits. Fault reconstruction approach and the unified VRE criterion (Mnassri et al. [2010a,b] ) are detailed in section 3 and section 4 respectively. The fifth section deals with the theoretical way of our proposed Inverse-Variance Weighting PCA approach and the related new VRE criterion. From simulation examples, the rates of the correct selection of our proposed VRE and the classical VRE related to the SP E are compared in section 6. Section 7 concludes the paper.
FAULT MODELLING AND DETECTION INDICES
Statistical process monitoring relies on the use of normal process data to build process models. PCA is one of the most popular statistical methods for extracting information from measured data. It finds the significant variability directions by forming linear combinations of variables. PCA models are predominantly used to extract variables correlation from data.
Linear PCA
Let x ∈ R m denotes a sample vector of m variables. Assuming that there are N samples for each variable, data matrix X ∈ R N ×m is composed with each row representing a sample. To avoid the scaling problem, we consider that the data are scaled to zero mean and unit variance. PCA determines an optimal linear transformation of the data X (Mnassri et al. [2008 (Mnassri et al. [ , 2009 ) which can be decomposed into a score matrix T and a loading matrix P as follows:
N ×m and a = {1, · · · , m}, where the vectors t a are called scores or PCs. The matrix
m×m , where the orthogonal vectors p a called loading or principal vectors are the eigenvectors associated to the eigenvalues λ a of the correlation matrix Σ of X such that:
is a diagonal eigenvalues matrix with elements in the decreasing order.
The partition of eigenvectors and principal components matrices gives respectively: (3) where ℓ represents the number of the more significant PCs which are sufficient to explain the variability of the process through their data X. The first ℓ eigenvectors constitute the representation space or the PCS defined by S p = span{P }, whereas the RS is: S r = span{P }. A sample vector x can be projected on the PCS and RS respectively by:x
whereĈ andC = (I −Ĉ) represent respectively the projection matrices on the PCS and RS with (ℓ < m).
When the selected number of PCs is optimal, the diagonal elements of these two above projection matrices should indicate correctly the linear correlation for each variable. Since S p and S r are orthogonal,
The vectorsx andx represent respectively the modelled and unmodelled variations of x based on ℓ PCs. Thus, ℓ represents the dimension of the PCA-model. Its value is optimal ifx andx contain mostly information and noise respectively. It will be studied in the following sections.
Fault Detection Indices
Fault detection is usually the first step in Multivariate Statistical Process Control (MSPC). Many typical statistics for detecting abnormal conditions have been proposed in the literature. Table 1 illustrates the more known indices. SP E (or Q-statistic) and Hotelling's T 2 (or D-statistic) represent the variability in the RS and PCS respectively. The combined index ϕ combines simultaneously these two statistics that are pondered by their control limits. In general, all detection indices are quadratic forms that are unified according to the following expression:
where Υ γ is a positive-definite matrix which characterizes the studied detection index γ.
By considering one of these detection indices for monitoring task, the process is considered normal if (Box [1954] ):
γ 2 α is the control limit of the statistic γ with h γ and α are the degree of freedom and the significance level of the Chi2 distribution respectively. g γ and h γ are determined as follows (Box [1954] ): 
where Σ is the correlation matrix of the data X and tr [∆] implies the trace of the matrix ∆.
FAULT RECONSTRUCTION APPROACH
The reconstruction method assumes that a group of variables may be faulty and suggests reconstructing them from the remaining variables using a PCA model. In the unidimensional and single faults cases, the best reconstruction is obtained by considering an optimal PCA model.
The reconstruction of variables consists in estimating the reconstructed vector by eliminating the faults effect along faults directions. The sample vector for normal operating conditions is denoted by x * that is unknown when a fault has occurred. In the presence of a multidimensional process faults R, the sample vector x can be written as (Dunia et al. [1996] , Dunia and Qin [1998a,b] , Qin and Dunia [2000] , Tharrault et al. [2008] ):
where R represents a subset of r among m variables which are assumed in faulty and should be reconstructed. R is a subset containing the indices of the fault directions. f represents the magnitude of the fault. Note that f may change depending on how the actual fault develops over time. The orthonormal matrix Ξ R ∈ R m×r indicates the reconstruction directions. This matrix is built with 0 and 1 where 1 indicates the reconstructed variables. To find the optimal PCA-model, the unidimensional and single faults cases are considered. For this, Ξ R is the Rth column of the identity matrix. Let x R is the reconstructed vector of x along the Rth direction:
then the reconstructed detection index γ R that corresponds to the reconstructed vector x R is:
The estimated fault magnitude is determined by minimizing the above reconstructed detection index as follows:
After derivation of γ R with respect to f γ R , the magnitude of the estimated fault and its corresponding reconstructed vector are respectively given by:
where I ∈ R m×m is the identity matrix.
When considering one detection index, PCA-model which corresponds to the minimum of the variance of the reconstructed error can be retained as the optimal model. On the other hand, It is clear that fault reconstruction approach depends implicitly on the used detection index γ and PCA-model dimension. Therefore, the VRE criterion is not uniquely related to the SP E statistic as it has been proposed in the literature. In (Mnassri et al. [2010a] ), we have established a unified VRE criterion expression valid for any quadratic detection index.
UNIFIED VRE CRITERION
According to the VRE method, the PC index that corresponds to the minimum of the VRE criterion is considered as the optimum number for modelling. If fault is oriented towards the Rth direction (or variable), the corresponding unified individual VRE which depends on the number of PCs and the detection index γ is given by:
Considering all possible unidimensional and single faults, the unified global VRE based on the detection index γ and the number of the PCs is the following:
where Ξ T R ΣΞ R = 1 because data X are scaled to zero mean and unit variance. Thus, PC index for which the value of the global VRE criterion attains its minimum value represents the optimum number of PCs:
According to the different detection indices proposed in the literature, the unique VRE criterion which is able to determine perfectly the optimum number of PCs, under the condition that all variables are correlated (Mnassri et al. [2010a] ), is the VRE of the SP E index:
On the other hand and to consider the uncorrelated variables, we have shown that the optimal PCA-model can be obtained based on the V RE ϕ criterion but with an appropriate and delicate choice of the significance level α (Mnassri et al. [2010a] ). Therefore, we have proposed a new bidimensional VRE criterion related to a new combined detection index (Mnassri et al. [2010b] ). However, the rates of these two VRE criteria in the selection of the true optimal number of PCs are biased by the measurement noises in variables. The VRE related to all remaining detection indices are unable to achieve the modelling task.
NEW VRE CRITERION BASED ON IVWPCA
In this section, we define first the objective of our proposed IVWPCA method as follows: Suppose that m measured variables x 1 , x 2 , ..., x m can be expressed as linear combinations of m other correlated variables y 1 , y 2 , ..., y m . The relationships between them, by considering a mixing symmetric and invertible matrix A ∈ R m×m , is given by:
In order to find A, we suppose that each variable y i should depend linearly only with the variable x i and their corresponding covariance coefficient σ yixi = E{y i x i } = 1. In other words, we want to eliminate the linear effects of all variables x j (j = 1, ..., m and j = i) on the variable x i . Based on these arguments, the covariance matrix of data X compared to data Y should equal to the identity matrix:
where I is the identity matrix. This implies that:
which represents the pseudo-inverse matrix of the correlation matrix Σ of data X. From (1), the sample PCs vector t and the variance-covariance matrix S T of the PCs matrix T of data X are given respectively by:
On the other hand, the variance-covariance matrix of data Y is the following:
Since P is orthonormal, this implies that P −1 = P T . Then, the singular value decomposition of the matrix S Y gives:
Denoting H and h as the PCs matrix and sample PCs vector of data Y respectively. Then, the vector h can be written as:
and the variance-covariance matrix S H of data H verifies the following equality:
According to the previous equations, two fundamentals properties are concluded: (i) The PCs of data Y keep the same directions of those of data X.
(ii) The variance of each PC of data Y is equal to the inverse of its corresponding PC of data X. For this reason, this approach is called Inverse-Variance Weighting PCA (IVWPCA). Therefore, the PCs of data Y are determined by diagonalization of the pseudo-inverse of the correlation matrix Σ of data X. It is clear that the singular value decomposition of the variance-covariance matrix S Y of data Y keeps the same orthonormal matrix P of the correlation matrix Σ of data X. However, its eigenvalues matrix is the inverse of those of data X. Contrary to the classical principle of PCA approach, the eigenvalues diagonal elements of our IVWPCA method are considered in increasing order.
Based on data Y , our main idea is to propose a new VRE criterion less sensitive to the measurement noises in order to select correctly the optimum number of PCs by taking into account the independent variables. Let consider y * as the sample vector for normal operating conditions which is unknown when a fault has occurred. In the presence of a multidimensional process faults J, y can be written as:
where J represents a subset of j among m variables that are assumed in faulty and should be reconstructed. ξ J ∈ R m×j is an orthonormal matrix. d represents the fault magnitude.
To find the optimal PCA-model, the unidimensional and single faults cases must be considered. This means that ξ J is the Jth column of the identity matrix.
Let y J is the reconstructed vector of y along the Jth direction:
Defining β as a new unified detection index that corresponds to the sample vector y as follows:
Z β is a positive-definite matrix that characterizes the unified detection index β calculated into the Inverse-Variance Weighting PCS, Inverse-Variance Weighting RS or the both subspaces. Noticeably, β is a unified statistic that may represent many detection indices. Then, the unified reconstructed detection index noted β J that corresponds to the reconstructed vector y J is given by:
The optimal estimated fault magnitude d β J , that minimizes the reconstructed index (33), and the reconstructed vector have respectively the following expressions:
Thus, the unified and individual VRE related to the unified detection index β is given by:
Considering all possible unidimensional and single faults, the unified global VRE criterion of the detection index β based on ℓ PCs has the following expression:
PC index that corresponds to the minimum of the above VRE criterion represents the optimal number of PCs:
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The only available VRE criterion that selects perfectly the optimal number of PCs under the condition that all variables are correlated is the V RE SP E (20). According to our approach, the VRE criterion that selects perfectly the optimal number of PCs in the presence of the independent variables is related to an index β calculated into the Inverse-Variance Weighting PCS (Z β =Ĉ):
Therefore, the VRE criterion that will be considered and the optimal number of PCs have respectively the following expressions:
The goal of this paper is to compare the effectiveness of the classical V RE SP E (20) and our proposed VRE criterion (41) in the selection of the optimal number of PCs only among the correlated variables and in the presence of independent variables respectively. This comparison is achieved according to the measurement noises values introduced in variables.
SIMULATION EXAMPLES
In this section, we have simulated an academic example of data (Tharrault et al. [2008] ) as shown in table 2. ϑ, x 8 and x 9 are uncorrelated normal random variables with zero mean and 0.35, 1 and 1 as standard deviation respectively. To consider the measurement noises, uncorrelated random signals normally distributed with zero mean and SD = 10 −2 : 10 −2 : 1 as standard deviation were superimposed to each generated variable. The data are constituted of N = 450 samples generated under normal operating conditions. These data contain linear and nonlinear analytical redundancy relations, as well as independent variables. These relations or characteristics are captioned in the second column of table 2. The expressions: "Ind.", "S.R.{*}" and "D.{*}" indicate respectively that the corresponding variable is "independent", "source of redundancy " and "depends on". For example, in second row of table 2, "S.R.{4,5,6}" signifies that the variable x 2 is source of redundancy for the fourth, fifth and sixth variables. This is equivalent to say that the fourth variable depends on the second one. This is why, we have introduced "D.{1,2}" in the fourth row of the same table. Consequently, when these variables: x 2 , x 4 , x 5 and x 6 are grouped in the same data sets, they represent together one PC in the PCA-model. However, each uncorrelated or independent variable represents a full PC as x 8 and x 9 .
In this paper, three data sets are considered: D1 = {x 1 to x 7 }, D2 = {x 1 to x 8 } and D3 = {x 1 to x 9 }. In D1, all variables are correlated. However, in the second and third data sets, there are one and two independent variables respectively. In third column of table 2, we attribute the value of "1" to each independent or source of redundancy 
variable. From this way, we can determine the theoretical number of redundancies (ν op ) and the optimum number of PCs (ℓ op ) constituting such data sets (table 3) . For example, in data D1, the number of redundancies is equal to the optimum number of PCs because there are not independent variables. In order to assess the effectiveness of the studied criteria, each data set was simulated 100 times for every SD value of the measurement noises. The VRE criteria are computed during each simulation and their rates in the selection of the correct number of PCs are determined.
Theoretically, the number of sources of redundancies in data D1 is the same as the optimal number of PCs. By investigating Fig.1 ., the curves rates of the two studied VRE criteria in the correct selection of PCs are practically similar. They select in 100% of cases the correct number of PCs. On the other hand, D2 and D3 should be represented by 4 and 5 PCs respectively. The new proposed criterion shows with highly perfection (100%) that the optimal PCA-model for D2 and D3 is spanned by ℓ = 4 and ℓ = 5 PCs respectively ( Fig.2. and Fig.3.) . In both data sets, the classical VRE of the SP E index has shown that the number of redundancies is always the same (ν = 3 PCs) except for high noises variance cases.
When the noises variance reaches highly values, it is more probable that some correlated variables are transformed to independent variables. For this reason, the rates curves of the correct selection of the number of PCs, according to these criteria, are decreased at these values. From these examples, the results show that the new proposed criterion V RE β is more generalized than the V RE SP E . It determines perfectly the optimal number of PCs by taking into account the uncorrelated variables.
CONCLUSIONS
In this paper, we have proposed a new unified detection index β related to a new called Inverse-Variance Weighting PCA (IVWPCA) approach. Our study was limited to establish the VRE criterion of the β index. In future work, we will investigate the usefulness of this new statistic for fault diagnosis.
This new VRE criterion finds perfectly the optimal number of PCs in data by considering the uncorrelated variables as well as the number of redundancies when all variables are correlated. From a simulation examples, we have shown that the sensitivities to the measurement noises of the new VRE and the classical VRE of the SP E index are identical. This implies that our proposed approach is more robust and generalized for PCA modelling task. 
