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Biorreatores anaero´bicos sa˜o equipamentos que degradam mate´ria orgaˆ-
nica, produzindo ga´s metano e fertilizante, cujo processo e´ modelado por sistemas
na˜o-lineares. Este trabalho tem como objetivo estimar, atrave´s do estudo de modelos
dinaˆmicos e da observac¸a˜o de dados coletados, a quantidade de substratos, bacte´rias
e ga´s carboˆnico presentes em um biorreator, nos diversos pontos de sua operac¸a˜o.
Para isso, foram utilizados e comparados dois filtros: o de Kalman Estendido e o
de Part´ıculas. Esses filtros visam amenizar o efeito do ru´ıdo nos dados coletados
do experimento e geram estimativas dos estados do sistema, as quais podem ser
utilizadas para operar o biorreator em sua ma´xima capacidade de produc¸a˜o.
xviii
ABSTRACT
Anaerobic bioreactors are devices that degrade organic matter, produ-
cing methane and fertilizer, whose process is modelled by non-linear systems. This
work goals to estimate, through the study of dynamic models and the observation
of collected data, the current amount of substrates, bacteria and carbon dioxide in
a bioreactor, in the various points of its operation. For this, two filters were used
and compared: Extended Kalman and Particles. These filters intent to attenuate
the effect of noise on the collected data from the experiment and generate estimates




O crescimento mundial vem ocasionando uma se´rie de danos ao meio
ambiente. A produc¸a˜o industrial e agr´ıcola tem preocupado o´rga˜os ambientais por
conta do grande volume de res´ıduos gerado, fazendo com que leis mais severas sejam
aplicadas para controlar o que e´ descartado na natureza. Ale´m disso, o aumento
na demanda por energia ele´trica tem incentivado a busca por novas alternativas de
fonte de energia, que tenham menor impacto ambiental e que na˜o sejam pass´ıveis de
esgotamento, como o carva˜o mineral e o petro´leo. Aqui entra em questa˜o o conceito
de desenvolvimento sustenta´vel, que, no caso da produc¸a˜o de energia, combina o
aumento da oferta com a preservac¸a˜o do meio ambiente [3].
Biorreatores sa˜o equipamentos que aliam a degradac¸a˜o de mate´ria orgaˆ-
nica (como res´ıduos da indu´stria de alimentos ou da agricultura) e a gerac¸a˜o de
um produto. No caso dos biorreatores anaero´bicos, nos quais a degradac¸a˜o ocorre
na auseˆncia de oxigeˆnio, esse produto consiste, basicamente, em ga´s metano, ga´s
carboˆnico e fertilizante. Treˆs famı´lias de bacte´rias atuam em um biorreator anaero´bi-
co: acidogeˆnicas, acetogeˆnicas e metanogeˆnicas. As bacte´rias acidogeˆnicas degra-
dam a mate´ria orgaˆnica, produzindo a´cidos graxos vola´teis (VFA); as bacte´rias
acetogeˆnicas transformam VFA em acetato; por fim, as bacte´rias metanogeˆnicas
transformam acetato em ga´s metano. A taxa de produc¸a˜o de um biorreator esta´
diretamente ligada a` concentrac¸a˜o de VFA. O processo na˜o e´ linear e altas concen-
trac¸o˜es de VFA acarretam na diminuic¸a˜o e ate´ mesmo na interrupc¸a˜o da produc¸a˜o.
Por isso, em geral, os biorreatores acabam sendo operados bem abaixo da sua capa-
cidade ma´xima. Nesse sentido, e´ pertinente entender e buscar modelos matema´ticos
que descrevam a dinaˆmica desses sistemas e, assim, otimizar o seu funcionamento.
Na pra´tica, o que e´ via´vel de ser medido em um biorreator e´ apenas
a sa´ıda de ga´s. Para precisar a concentrac¸a˜o de substrato e bacte´rias presentes no
1
equipamento, sa˜o necessa´rios processos de ana´lise custosos e demorados, como a
cromatografia gasosa. Estimar os estados do sistema, atrave´s de um modelo ma-
tema´tico do biorreator e das observac¸o˜es das medidas de ga´s, acaba sendo uma
alternativa para esse problema.
Os problemas de filtragem ou de estimac¸a˜o consistem exatamente nisso:
estimar os estados de um sistema a partir de um sinal medido, normalmente per-
turbado por ru´ıdo. Quando o sistema e´ descrito por um modelo linear com ru´ıdos
gaussianos, o filtro de Kalman da´ a soluc¸a˜o o´tima para o problema de estimac¸a˜o.
No entanto, assim como a maioria dos sistemas reais, o modelo de um biorreator e´
na˜o-linear e os ru´ıdos associados a` sa´ıda de ga´s na˜o sa˜o, necessariamente, gaussianos.
Neste trabalho, sera˜o apresentados e implementados dois tipos de filtra-
gem: o Filtro de Kalman Estendido, em que o sistema e´ linearizado atrave´s de uma
aproximac¸a˜o local e os ru´ıdos sa˜o considerados gaussianos; e o Filtro de Part´ıculas,
que admite sistemas na˜o-lineares e quaisquer tipos de ru´ıdos. O Filtro de Kalman
Estendido e´ um dos mais utilizados na literatura, devido a sua simplicidade de im-
plementac¸a˜o. Ja´ o Filtro de Part´ıculas tende a` soluc¸a˜o o´tima quando o nu´mero de
part´ıculas e´ muito grande, mas sua implementac¸a˜o e´ mais complexa, ale´m de de-
mandar um alto custo computacional. Os filtros sera˜o aplicados a um modelo que
descreve um biorreator anaero´bico do tipo semibatelada, cuja validac¸a˜o foi feita em
um trabalho anterior [11].
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2 BIORREATORES
Biorreatores sa˜o equipamentos nos quais ocorrem uma se´rie de reac¸o˜es
qu´ımicas, realizadas por bacte´rias, que convertem mate´ria orgaˆnica em algum pro-
duto [11]. Essa mate´ria orgaˆnica, tambe´m chamada de biomassa, pode ser de origem
florestal (como madeira), agr´ıcola (arroz, soja, milho, cana-de-ac¸u´car, etc.) ou de
rejeitos urbanos e industriais (res´ıduos da indu´stria aliment´ıcia ou o pro´prio lixo,
por exemplo) [3, 8]. Os primeiros biorreatores derivaram dos equipamentos denomi-
nados fermentadores, os quais foram, ha´ muitas de´cadas, desenvolvidos para cultivo
de fungos e bacte´rias para fins industriais [21].
2.1 Tipos de biorreatores
Os biorreatores podem ser classificados de acordo com o seu processo
de digesta˜o: aero´bicos, anaero´bicos ou h´ıbridos. Geralmente, ao se projetar um
equipamento, ale´m da escolha de um dos treˆs tipos de digesta˜o, que esta´ ligada a`
finalidade do biorreator, sa˜o levados em conta outros fatores: espac¸o f´ısico dispon´ıvel,
viabilidade financeira, regulamentac¸a˜o ambiental, entre outros [11].
2.1.1 Aero´bicos
A digesta˜o aero´bica se beneficia da degradac¸a˜o de res´ıduos por bacte´rias
que necessitam de oxigeˆnio para viver. Esse processo e´, essencialmente, uma operac¸a˜o
de compostagem em larga escala. Para acelerar a estabilizac¸a˜o do sistema, ar e
l´ıquidos sa˜o adicionados ao substrato a fim de promover condic¸o˜es favora´veis de
temperatura e umidade para a decomposic¸a˜o aero´bica [12]. Esse tipo de digesta˜o
e´ ideal para aterros que na˜o geram ga´s metano em quantidades suficientes para a
conversa˜o em energia [11].
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2.1.2 Anaero´bicos
Em um biorreator anaero´bico, a decomposic¸a˜o da mate´ria orgaˆnica
ocorre atrave´s de bacte´rias que na˜o utilizam oxigeˆnio na sua digesta˜o. Uma das
principais vantagens desse processo e´ a produc¸a˜o de ga´s metano como produto da
degradac¸a˜o dos insumos. Esse bioga´s pode ser utilizado como combust´ıvel veicular,
ga´s de cozinha ou na gerac¸a˜o de energia ele´trica [20]. Esse tipo de processo tambe´m
e´ vantajoso por apresentar maior capacidade de degradar substratos concentrados
e complexos, e gerar pouco res´ıduo (que ainda pode ser utilizado como fertilizante)
[8, 16].
2.1.3 Hı´bridos
A digesta˜o h´ıbrida combina os dois processos de anteriores: a parte su-
perior do substrato e´ adicionada de oxigeˆnio para acelerar a decomposic¸a˜o e a parte
inferior produz metano atrave´s da digesta˜o anaero´bica [11]. A finalidade dessa im-
plementac¸a˜o h´ıbrida e´ a ra´pida degradac¸a˜o de res´ıduos orgaˆnicos no esta´gio aero´bico,
o que reduz a produc¸a˜o de a´cidos orgaˆnicos e resulta na gerac¸a˜o acelerada de metano
no esta´gio anaero´bico [12].
2.2 Modos de operac¸a˜o
Os treˆs principais modos de operac¸a˜o de um biorreator sa˜o: batelada
(ou de fermentac¸a˜o descont´ınua), semibatelada (ou de fermentac¸a˜o semicont´ınua) e
cont´ınuo (ou fermentac¸a˜o cont´ınua). A escolha entre um desses processos fermen-
tativos deve visar a produtividade do biorreator, o que depende de muitos fatores,
tais como: microorganismo utilizado, me´todo de preparo da biomassa, temperatura,
pH, entre outros [6].
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2.2.1 Batelada
Nesse modo de operac¸a˜o, todo o substrato e´ introduzido no equipamento
no in´ıcio. Nada e´ adicionado ou retirado ao longo do processo, o que caracteriza
uma reac¸a˜o a volume constante. As u´nicas ac¸o˜es que podem ocorrer esta˜o ligadas
ao controle de varia´veis ambientais (pH, velocidade da agitac¸a˜o, temperatura, etc.).
A fermentac¸a˜o sera´ cessada quando o substrato inicial tiver sido suficientemente
consumido [7].
Como constitui um processo simples e exige poucos recursos na sua
implementac¸a˜o, a fermentac¸a˜o descont´ınua tem se mostrado bastante atrativa, prin-
cipalmente no meio industrial, como na produc¸a˜o de iogurte, chucrute, cerveja e
vinho [6, 7]. Outras vantagens desse processo sa˜o os menores riscos de contaminac¸a˜o
(quando comparado a` fermentac¸a˜o cont´ınua), flexibilidade de operac¸a˜o (por viabi-
lizar a fermentac¸a˜o de diferentes substratos) e a possibilidade de utilizar o mesmo
recipiente para realizar fases sucessivas [6].
No entanto, ha´ um limite da quantidade aceita´vel de substrato a ser
utilizada no processo. A adic¸a˜o de uma grande quantidade de substrato pode causar
a inibic¸a˜o do crescimento das bacte´rias que o consomem e levar a baixos rendimentos
[7]. Outra desvantagem desse processo sa˜o os chamados tempos mortos, como o
tempo de carga e descarga ou lavagem e esterizac¸a˜o do equipamento [6].
2.2.2 Semibatelada
Esse modo de operac¸a˜o difere do anterior pela alimentac¸a˜o do biorrea-
tor no decorrer do processo e foi desenvolvido com o intuito de reduzir ou eliminar
os problemas de inibic¸a˜o que ocorrem no modo batelada, aumentando a sua produ-
tividade [11].
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Dentre as vantagens da fermentac¸a˜o semicont´ınua, pode-se destacar:
a possibilidade de operar o biorreator por longos per´ıodos sem a necessidade de
adicionar mais bacte´rias; a mobilidade no cronograma de operac¸a˜o (retirada e adic¸a˜o
de substrato), viabilizando um aumento na produtividade; e, uma vez conhecidas
as condic¸o˜es o´timas de operac¸a˜o, a possibilidade de uma produc¸a˜o significamente
maior, comparada a obtida em fermentac¸a˜o descont´ınua [6].
No entanto, a necessidade da alimentac¸a˜o por um fluxo controlado
acaba limitando o uso desse tipo de fermentac¸a˜o, principalmente em escala industrial
[7]. Ha´ desvantagem tambe´m em relac¸a˜o ao risco de contaminac¸a˜o, que acaba au-
mentando em func¸a˜o dos acre´scimos de substrato. Ale´m disso, a frequente alterac¸a˜o
do meio de cultivo dificulta a busca de um ponto o´timo de operac¸a˜o [11].
2.2.3 Cont´ınuo
Esse processo caracteriza-se pela adic¸a˜o cont´ınua de substrato, a uma
determinada vaza˜o constante, sendo mantido o volume da reac¸a˜o atrave´s da retirada
cont´ınua de produto fermentado. E´ de extrema importaˆncia que o volume de l´ıquido
no biorreator seja constante, com o intuito de que o sistema atinja a condic¸a˜o de
estado estaciona´rio, no qual as varia´veis de estado permanecem constantes ao longo
do processo [6]. No entanto, a manutenc¸a˜o do volume constante no biorreator e´
praticamente imposs´ıvel de se obter na pra´tica, pois necessita de vazo˜es ideˆnticas de
inserc¸a˜o e retirada de substrato e produto, respectivamente. Por isso, geralmente
sa˜o utilizados sistemas de retirada de l´ıquido por transbordamento, a fim de manter
o n´ıvel de l´ıquido constante [7].
As principais vantagens da fermentac¸a˜o cont´ınua - em relac¸a˜o a` fer-
mentac¸a˜o descont´ınua, principalmente - decorrem da possibilidade de operac¸a˜o em
estado estaciona´rio, dentre as quais pode-se citar: aumento da produtividade do
processo, em decorreˆncia da diminuic¸a˜o de tempos mortos ou na˜o-produtivos; manu-
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tenc¸a˜o das ce´lulas em um mesmo estado fisiolo´gico - o que torna o processo cont´ınuo
uma excelente ferramenta para estudos de mecanismos de regulac¸a˜o metabo´lica ou
otimizac¸a˜o da composic¸a˜o do substrato; maior facilidade no emprego de controles
avanc¸ados; e menor necessidade de ma˜o de obra [16].
Todavia, o processo de fermentac¸a˜o cont´ınua exige um maior investi-
mento inicial na planta, e´ mais suscet´ıvel a contaminac¸o˜es, pode apresentar difi-
culdade na manutenc¸a˜o da homogeneidade do substrato e ate´ mesmo de operac¸a˜o
em estado estaciona´rio em algumas situac¸o˜es (formac¸a˜o de espuma, crescimento de
microorganismos nas paredes do equipamento ou nos sistemas de entrada e sa´ıda de
substrato) [6].
Apesar dos problemas citados, a utilizac¸a˜o da fermentac¸a˜o cont´ınua
possui grande aplicac¸a˜o pra´tica, como o tratamento de efluentes industriais de
fa´bricas de cervejas e refrigerantes, latic´ınios e de indu´strias aliment´ıcias em geral.
O processo de fermentac¸a˜o cont´ınua normalmente comec¸a como um
processo descont´ınuo, ou seja: carrega-se o biorreator com substrato e, apo´s algum
per´ıodo de operac¸a˜o descont´ınua, inicia-se a alimentac¸a˜o e retirada de caldo, inici-
ando assim, efetivamente, o processo cont´ınuo. Dependendo do instante em que se
inicie, de fato, o processo cont´ınuo, o sistema podera´ atingir o estado estaciona´rio
com maior ou menor rapidez [7].
2.3 Processo de digesta˜o anaero´bica
A digesta˜o anaero´bica ocorre, basicamente, em quatro fases: hidro´lise,
acidogeˆnese, acetogeˆnese e metanogeˆnese. Essas fases sa˜o sequenciais e dependentes
entre si, pois micro-organismos atuantes em cada uma delas geram componentes que
servem de alimento para os micro-organismos da fase sucessora. Em consequeˆncia
disso, se houver qualquer tipo de inibic¸a˜o nas taxas de crescimento de uma populac¸a˜o
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de micro-organismos atuantes em qualquer uma das fases, o sistema todo acaba
sendo comprometido [11, 14].
2.3.1 Hidro´lise
A hidro´lise e´ a primeira fase da digesta˜o anaero´bica e pode ser dividida
em duas etapas: na primeira, componentes do substrato (lip´ıdios, carboidratos e
prote´ınas) sa˜o decompostos em substaˆncias menos complexas, atrave´s da reac¸a˜o com
as mole´culas de a´gua; na segunda, essas substaˆncias mais simples sa˜o convertidas
em monossacar´ıdeos, aminoa´cidos e a´cidos graxos pelas enzimas que as bacte´rias
excretam [11].
2.3.2 Acidogeˆnese
Nessa fase, os componentes gerados na hidro´lise sa˜o convertidos em
a´cidos graxos vola´teis (como a´cido ace´tico, propanoico e butanoico), a´lcoois, ga´s
carboˆnico, hidrogeˆnio, amoˆnia, entre outros. Ale´m disso, ha´ a produc¸a˜o de novas
ce´lulas bacterianas [13]. A quantidade de a´cidos produzidos nessa etapa pode acar-
retar na inibic¸a˜o da atividade das bacte´rias acetogeˆnicas, devido a` reduc¸a˜o do pH
do meio, e na consequente interrupc¸a˜o do processo de digesta˜o [11].
2.3.3 Acetogeˆnese
Durante essa fase, os compostos da fase anterior sa˜o oxidados pelas
bacte´rias acetogeˆnicas em substratos apropriados para as bacte´rias metanogeˆnicas.
Os produtos gerados nessa etapa sa˜o acetatos, hidrogeˆnio, ga´s carboˆnico e a´gua. De
todos os produtos metabolizados pelas bacte´rias acidogeˆnicas, apenas o hidrogeˆnio e
o acetato podem ser utilizados diretamente pelas metanogeˆnicas [13]. A relac¸a˜o entre
a produc¸a˜o de hidrogeˆnio nas fases de acidogeˆnese e acetogeˆnese e o seu consumo
pela fase metanogeˆnica e´ de suma importaˆncia para a estabilidade do sistema [11].
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2.3.4 Metanogeˆnese
A fase final do processo de digesta˜o anaero´bica e´ efetuada pelas bacte´rias
metanogeˆnicas, as quais consomem os compostos gerados na fase da acetogeˆnese e
produzem metano, ga´s carboˆnico e a´gua [11]. As bacte´rias metanogeˆnicas podem
ser divididas em dois grupos: um que forma metano a partir de a´cido ace´tico ou me-
tanol, e outro que produz metano a partir de hidrogeˆnio e ga´s carboˆnico. O bioga´s
resultante consiste em, aproximadamente, de 50 a 75% de metano; e de 25 a 45%
de ga´s carboˆnico - ale´m de vapor d’a´gua e outros gases em volumes menores [13].
2.4 Modelo matema´tico
Amodelagem matema´tica de um biorreator tem como principal objetivo
prever o comportamento dinaˆmico e estaciona´rio do processo fermentativo - ate´
mesmo em condic¸o˜es que ainda na˜o foram testadas. Essa predic¸a˜o e´ poss´ıvel atrave´s
da simulac¸a˜o computacional, e permite determinar as condic¸o˜es operacionais o´timas
do sistema, contribuindo no projeto e no ajuste dos algoritmos de controle [6]. Por
isso, a obtenc¸a˜o de modelos que representem a dinaˆmica de um biorreator e´ ta˜o
importante para a elaborac¸a˜o, operac¸a˜o e otimizac¸a˜o da produc¸a˜o [8].
O modelo de um sistema e´ um conjunto de relac¸o˜es, normalmente ex-
pressas sob a forma de equac¸o˜es, entre as varia´veis que o compo˜em. Em alguns
processos, essas relac¸o˜es podem ser especificadas como relac¸a˜o de causa e efeito.
As varia´veis envolvidas podem abranger qualquer paraˆmetro de importaˆncia para
o processo, como pH, temperatura, substrato, concentrac¸a˜o, taxa de alimentac¸a˜o,
entre outras.
A estrutura do modelo, bem como a sua complexidade, deve correspon-
der ao objetivo para o qual foi elaborado - como ajudar na compreensa˜o dos meca-
nismos envolvidos, estimar varia´veis que na˜o sa˜o medidas, identificar os paraˆmetros
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do processo, entre outros. Ale´m disso, o modelo tambe´m deve ser adaptado aos
dados dispon´ıveis. Um modelo muito complexo, que necessite de uma grande quan-
tidade de paraˆmetros, exigira´ uma grande quantidade de dados a serem identificados
e validados [7].
Uma se´rie de caracter´ısticas (como as baixas concentrac¸o˜es e veloci-
dades de reac¸a˜o quando o meio e´ dilu´ıdo, o conhecimento insuficiente de va´rios
dos fenoˆmenos limitantes das velocidades de produc¸a˜o e problemas de esterilidade)
diferenciam os processos fermentativos dos processos qu´ımicos tradicionais, o que
pode justificar as dificuldades encontradas para formular modelos matema´ticos que
os representem adequadamente [6]. No entanto, verifica-se, na literatura, grande
aceitac¸a˜o por modelos mais simples, os quais exigem menor custo computacional,
facilitando a simulac¸a˜o e ana´lises nume´ricas, e conseguem descrever com boa pre-
cisa˜o a produc¸a˜o de ga´s no biorreator [8].
Outro fator determinante na complexidade do modelo a ser desenvol-
vido e´ o nu´mero de famı´lias de bacte´rias envolvidas no processo de digesta˜o. Como
o processo de acetogeˆnese acontece muito ra´pido, as bacte´rias acetogeˆnicas sa˜o omi-
tidas no processo e assume-se que a populac¸a˜o de bacte´rias e´ composta por dois
grupos com caracter´ısticas homogeˆneas [11]. A digesta˜o pode ser descrita em dois
esta´gios:
1. Acidogeˆnese: as bacte´rias acidogeˆnicas (x1) consomem o substrato orgaˆ-
nico (S1) e produzem ga´s carboˆnico (CO2) e a´cidos graxos (S2);
2. Metanogeˆnese: as bacte´rias metanogeˆnicas (x2) consomem os a´cidos
graxos produzidos na etapa anterior e produzem CO2 e metano (CH4).
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Esses dois esta´gios podem ser representados, respectivamente, pelas
seguintes reac¸o˜es [5]:
k1S1
ν1→ x1 + k2S2 + k4CO2 (2.1)
k3S2
ν2→ x2 + k5CO2 + k6CH4 (2.2)
onde ν1 e ν2 descrevem as velocidades de reac¸a˜o nos esta´gios de acidogeˆnese e me-
tanogeˆnese, respectivamente [11].
A sa´ıda de ga´s e´ composta, principalmente, por ga´s carboˆnico (CO2) e
metano (CH4). Por conta da baixa solubilidade do ga´s metano, assume-se que na˜o
ha´ concentrac¸a˜o de metano dissolvido e que sua taxa de sa´ıda qM e´ proporcional a`
taxa de reac¸a˜o da metanogeˆnese, sendo dada por [5]:
qM = k6ν2x2 (2.3)
Ja´ para obter a taxa de fluxo do ga´s carboˆnico, e´ necessa´rio utilizar a lei
de Henry, que expressa o fluxo molar qG de um composto gasoso G, da fase l´ıquida
para a fase gasosa [7]:
qG = kLα(G−G∗),
onde kLα (1/h) e´ o coeficiente de evaporac¸a˜o, o qual depende das condic¸o˜es de
operac¸a˜o - agitac¸a˜o, pressa˜o e transfereˆncia entre as fases l´ıquida e gasosa; G∗ e´ a
concentrac¸a˜o de saturac¸a˜o de G dissolvido e pode ser escrita como:
G∗ = KHPG,
sendo KH a constante de Henry, que depende da temperatura e do meio de cultura,
e PG a pressa˜o parcial do ga´s.
Desta forma, utilizando a lei de Henry e alguns resultados sobre a al-
calinidade e a pressa˜o total do sistema [5], a sa´ıda do ga´s carboˆnico qC e´ dada por
[7]:
qC = kLα(C + S2 − Z −KHPC) (2.4)
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onde kLα e´ o coeficiente de evaporac¸a˜o, Z e´ a alcalinidade do sistema, KH e´ a
constante de Henry e PC e´ a pressa˜o parcial de ga´s carboˆnico.
Como na˜o existem leis que descrevem o desenvolvimento de micro-
organismos com precisa˜o, a tarefa de modelar sistemas biolo´gicos se torna um tanto
complexa. Pore´m, esses sistemas obedecem a determinadas leis f´ısicas, como a con-
servac¸a˜o de massa, eletroneutralidade (o estado de ter exatamente o mesmo nu´mero
de positivos e negativos cargas ele´tricas), etc [7]. Por conta disso, os modelos que
descrevem um biorreator sa˜o, geralmente, elaborados atrave´s do balanc¸o de massa
e energia do sistema, nos quais paraˆmetros definem as taxas de crescimentos das
bacte´rias, a velocidade das reac¸o˜es, entre outros fatores [8].
No modelo balanc¸o de massa, utilizando as equac¸o˜es (2.1) e (2.2), os
estados sa˜o descritos por (os estados e paraˆmetros do sistema esta˜o especificados na
tabela 2.1 [7]:

x˙1(t) = [ν1(S1(t))− αD]x1(t)
x˙2(t) = [ν2(S2(t))− αD]x2(t)
S˙1(t) = D(S
in
1 (t)− S1(t))− k1ν1(S1(t))x1(t)
S˙2(t) = D(S
in
2 (t)− S2(t)) + k2ν1(S1(t))x1(t)− k3ν2(S2(t))x2(t)
Z˙(t) = D(Zin(t)− Z(t))
C˙(t) = D(C in(t)− C(t))− qC(t) + k4ν1(S1(t))x1(t) + k5ν2(S2(t))x2(t)
(2.5)
A sa´ıda do modelo e´ dada pela sa´ıda total de ga´s, que sera´ a soma das
equac¸o˜es de sa´ıda de ga´s carboˆnico (2.4) e de ga´s metano (2.3):
qT = k6ν2x2 + kLα(C + S2 − Z −KHPC)
Cada equac¸a˜o em (2.5) modela a taxa de variac¸a˜o de um dos estados
do sistema. A primeira delas indica que as bacte´rias acidogeˆnicas (x1) teˆm seu
crescimento atrelado ao consumo do substrato orgaˆnico (S1) e a diminuic¸a˜o da sua
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x1(t) concentrac¸a˜o de bacte´rias acidogeˆnicas (mg/L)
x2(t) concentrac¸a˜o de bacte´rias metanogeˆnicas (mg/L)
S1(t) concentrac¸a˜o do substrato orgaˆnico (COD) (mg/L)
S2(t) concentrac¸a˜o de a´cidos graxos vola´teis (VFA) (mmol/L)
Z(t), Zin alcalinidade total do sistema (mmol/L)
C(t) concentrac¸a˜o de carbono inorgaˆnico (mmol/L)
D taxa de diluic¸a˜o (dia−1)
α paraˆmetro proporcional determinado experimentalmente (0 < α ≤ 1)
Sin1 , S
in
2 concentrac¸a˜o dos influentes S1 e S2, respectivamente
k1 coeficiente de degradac¸a˜o do substrato orgaˆnico (mgCOD/mgx1)
k2 coeficiente de produc¸a˜o de a´cidos graxos (mgV FA/mgx1)
k3 coeficiente de consumo de a´cidos graxos (mgV FA/mgx2)
k4 coeficiente de produc¸a˜o de CO2 a partir de S1 (mmolCO2/mgS1)
k5 coeficiente de produc¸a˜o de CO2 a partir de S2 (mmolCO2/mgS2)
k6 coeficiente de produc¸a˜o de CH4 (mmol/mg)
qC taxa de fluxo de CO2 (mmol/Ldia
−1)
ν1, ν2 taxa de crescimento das bacte´rias acidogeˆnicas e metanogeˆnicas (dia
−1)
Tabela 2.1: Relac¸a˜o dos estados e paraˆmetros do modelo
concentrac¸a˜o e´ ocasionada pela taxa de diluic¸a˜o D. De forma ana´loga, a segunda
equac¸a˜o relaciona o aumento das bacte´rias metanogeˆnicas (x2) com o consumo de
a´cidos graxos (S2), e a sua diminuic¸a˜o a` mesma taxa D. A terceira equac¸a˜o indica
que o substrato S1 apenas diminui, a` medida que e´ consumido pelas bacte´rias aci-
dogeˆnicas, e e´ tambe´m afetado pela taxa de diluic¸a˜o D. No entanto, se for adotado
o modo de operac¸a˜o semi-batelada ou cont´ınuo, havera´ a inserc¸a˜o de mais substrato
durante o processo, o que e´ indicado por Sin1 . Da mesma forma acontece com o VFA
S2, como expresso na quarta equac¸a˜o, com a diferenc¸a do termo positivo, que indica
o aumento de VFA pela sua produc¸a˜o na fase da acidogeˆnese. A alcalinidade (Z)
total do sistema diminui com a diluic¸a˜o, e, nos casos em que o biorreator e´ alimen-
tado, aumenta com a adic¸a˜o de substratos. A u´ltima equac¸a˜o relaciona o aumento
da concentrac¸a˜o de ga´s carboˆnico (C) com a degradac¸a˜o dos substratos S1 e S2 e
com a inserc¸a˜o de mais substrato, se for o caso; a diminuic¸a˜o de C fica por conta do
pro´prio fluxo do ga´s (qC) e tambe´m da taxa de diluic¸a˜o D [11]. Esse modelo pode
ser usado em qualquer um dos modos de operac¸a˜o de biorreatores. No caso do modo
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batelada, no qual todo o substrato e a biomassa sa˜o inseridos apenas no in´ıcio do
processo, D = Sin1 = S
in
2 = Z
in = C in = 0 [8].
O comportamento na˜o-linear do processo se da´ pelas taxas de cresci-
mento espec´ıficas para as bacte´rias x1 e x2, dadas por ν1(S1(t)) e ν2(S2(t)), respec-
tivamente. Essas taxas podem ser expressas pela lei de Monod, a qual relaciona o










−1) e´ a taxa de crescimento ma´xima da biomassa acidogeˆnica, µm2
(dia−1) e´ a taxa de crescimento ma´xima da biomassa metanogeˆnica, KS1(mg/L)
KS2 (mmol/L) sa˜o os paraˆmetros de saturac¸a˜o associados a S1(t) e a S2(t), respec-
tivamente.
De acordo com o modelo de Monod, a reac¸a˜o atingira´ sua velocidade
ma´xima quando na˜o houver saturac¸a˜o (KS1 = KS2 = 0). Na pra´tica, isso geral-
mente ocorre em biorreatores com baixa concentrac¸a˜o de substrato. Por outro lado,
a auseˆncia de substratos acarreta na interrupc¸a˜o do processo. A inconsisteˆncia da
lei de Monod com dados experimentais em alguns trabalhos tem gerado a busca de
outros modelos para representac¸a˜o das velocidades da reac¸o˜es. Dentre estes, o mo-
delo a seguir, que considera o fenoˆmeno de inibic¸a˜o devido ao excesso de substrato,
proposto por Haldane [7, 11]:
ν1(S1(t)) = µm1
S1(t)




KS2 + S2(t) +KI2S2(t)2
(2.9)
onde sa˜o acrescidos no modelo de Monod os paraˆmetros de inibic¸a˜o KI1 (mg/L) e
KI2 (mmol/L), relacionados a S1 e a S2, respectivamente. Desta forma, a reac¸a˜o so´
atingira´ a velocidade ma´xima quando o sistema na˜o sofrer efeitos de inibic¸a˜o e nem
de saturac¸a˜o.
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Nos cap´ıtulos de me´todos nume´ricos 4 e 5, sera˜o apresentados algorit-
mos que visam estimar os estados do modelo (2.5), atrave´s de medic¸o˜es ruidosas de
sa´ıda de ga´s.
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3 INTRODUC¸A˜O AOS PROCESSOS
ALEATO´RIOS
Este cap´ıtulo apresenta uma breve introduc¸a˜o a` probabilidade e pro-
cessos aleato´rios - conteu´dos que sera˜o utilizados no decorrer deste trabalho.
3.1 Probabilidade
O conjunto de todos os resultados poss´ıveis de um experimento aleato´rio
e´ chamado de espac¸o amostral (Ω). Um evento E e´ uma poss´ıvel sa´ıda desse experi-
mento [2]. Considere, por exemplo, o lanc¸amento de um dado. O espac¸o amostral,
nesse caso, sa˜o todas as possibilidades de resultado, ou seja, Ω = {1, 2, 3, 4, 5, 6}.
Um evento poderia ser E = {5}: ocorrer o nu´mero 5 ou E = {2, 4, 6}: ocorrer
nu´mero par.
A probabilidade de um evento E ocorrer e´ denotada por P (E) e e´
calculada atrave´s da fo´rmula P (E) = n(E)
n(Ω)
, onde n(E) e´ o nu´mero de elementos
em E e n(Ω) e´ o nu´mero de elementos de Ω. Num limite, quando o nu´mero de
tentativas e´ grande, pode-se pensar P (E) como a relac¸a˜o entre o nu´mero de vezes
que E ocorreu e o nu´mero de vezes que o experimento foi realizado. Se todas as
poss´ıveis sa´ıdas de um experimento forem denotadas por Ei, com i = 1, 2, . . . , n,
enta˜o [9]:




P (Ei) = 1.
Denota-se por P (A,B) a probabilidade de que ambos os eventos, A
e B, ocorram. Se os eventos A e B forem mutuamente independentes entre si (a
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ocorreˆncia de um na˜o depende da ocorreˆncia do outro), a probabilidade P (A,B)
e´ dada pelo produto das probabilidades, conhecida como regra da multiplicac¸a˜o.
Nesse caso,
P (A,B) = P (A)P (B)
A probabilidade de ocorreˆncia do evento A ou do evento B e´ denotada
por P (A+B). No caso em que esses eventos sa˜omutuamente exclusivos (a ocorreˆncia
de um deles automaticamente impede a ocorreˆncia dos demais), essa probabilidade
e´ dada pela soma de P (A) e P (B), ou seja [9]:
P (A+ B) = P (A) + P (B)
Se dois eventos A e B na˜o sa˜o mutuamente exclusivos, deve-se subtrair
a probabilidade de ocorreˆncia de ambos, ou seja [9]:
P (A+B) = P (A) + P (B)− P (A,B)
Considere agora o exemplo de uma sala de aula com 20 alunos, sendo
12 meninos e 8 meninas. Entre os meninos, 5 teˆm olhos claros e 7 teˆm olhos escuros.
Quanto a`s meninas, 2 teˆm olhos claros e 6 teˆm olhos escuros. Qual a probabilidade
de que um aluno de olhos claros, escolhido ao acaso, seja menino? Note que, aqui,
a probabilidade sera´ interferida pelo fato de ser conhecido que o aluno tem olhos
claros.
Para eventos que na˜o sa˜o independentes, e´ necessa´rio o conceito de
probabilidade condicional. A probabilidade de um evento A ocorrer, dado que o
evento B ocorreu, e´ denotada por P (A|B) e definida como [9]:
P (A|B) = P (A,B)
P (B)
, (3.1)
Se A e B forem intercambia´veis, segue da equac¸a˜o (3.1) que
P (B|A) = P (B,A)
P (A)
⇒ P (B,A) = P (B|A)P (A)
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Como P (A,B) = P (B,A) - probabilidade de ocorreˆncia de ambos os
eventos A e B, pode-se reescrever a equac¸a˜o (3.1) como [9]:
P (A|B) = P (B|A)P (A)
P (B)
, (3.2)
resultado conhecido como Teorema de Bayes.
No exemplo anterior, deseja-se saber a probabilidade de um aluno da
sala ser menino (A), sendo que o aluno em questa˜o tem olhos claros (B). Nesse
caso, tem-se:
• probabilidade de ser menino: P (A) = 12
20
;
• probabilidade de ter olhos claros: P (B) = 7
20
;
• probabilidade de ter olhos claros, sendo que e´ menino: P (B|A) = 5
12
Logo,












A probabilidade de um u´nico evento ocorrer (P (A), por exemplo) e´ cha-
mada de uma probabilidade a priori porque se aplica a` probabilidade de um evento
ale´m de qualquer informac¸a˜o conhecida anteriormente. A probabilidade condicional
e´ chamada de uma probabilidade a posteriori, pois se aplica a uma probabilidade
dado o fato de que algumas informac¸o˜es sobre um evento possivelmente relacionado
sa˜o conhecidas [19]. Esses conceitos sera˜o importantes nos cap´ıtulos de me´todos
nume´ricos 4 e 5.
3.2 Varia´veis aleato´rias
Uma varia´vel aleato´ria (v.a.) X pode ser definida como um mapa fun-
cional de um conjunto de resultados experimentais - o pro´prio espac¸o amostral Ω -
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para um conjunto de nu´meros reais. O lanc¸amento de um dado, por exemplo, pode
ser interpretado como uma v.a. se relacionarmos o aparecimento da face com um
ponto ao nu´mero 1, da face com dois pontos ao nu´mero 2, e assim por diante [19].
Desta forma, X = {1, 2, 3, 4, 5, 6}. Apo´s o lanc¸amento do dado, no entanto, o valor
obtido e´ certo - e na˜o mais uma varia´vel aleato´ria. Se o valor obtido for 4, por
exemplo, esse resultado e´ chamado de realizac¸a˜o de X. A varia´vel aleato´ria existe
independente de suas realizac¸o˜es [22].
Quando o conjunto de valores poss´ıveis de uma v.a. X for finito ou
enumera´vel, ela e´ denominada uma varia´vel aleato´ria discreta. Caso contra´rio, ou
seja, quando o conjunto for infinito ou na˜o-enumera´vel, ela e´ denominada varia´vel
aleato´ria cont´ınua. O lanc¸amento de um dado e´ uma v.a. discreta, pois suas re-
alizac¸o˜es pertencem a um conjunto discreto de valores {1, 2, 3, 4, 5, 6}. Ja´ a tem-
peratura ma´xima de uma cidade e´ uma varia´vel aleato´ria cont´ınua, porque suas
realizac¸o˜es pertencem a um conjunto cont´ınuo de valores. Ou seja, a temperatura
varia continuamente - e na˜o aumenta subitamente de 30◦ para 31◦, por exemplo
[15, 19].
O comportamento de uma varia´vel aleato´ria e´ determinado pela sua
func¸a˜o distribuic¸a˜o de probabilidade (PDF), que e´ definida por [19]:
FX(x) = P (X ≤ x),
onde x e´ uma varia´vel na˜o-aleato´ria ou uma constante e FX(x) ∈ [0, 1].
Nos casos em que a varia´vel aleato´ria X e´ cont´ınua, utiliza-se a func¸a˜o
densidade de probabilidade (pdf) - a qual sera´ de extrema importaˆncia para o es-
tudo dos problemas de filtragem desse trabalho, definida pela derivada da func¸a˜o










O conceito de probabilidade condicional pode ser estendido para varia´veis
aleato´rias. A distribuic¸a˜o e a densidade de probabilidade condicional de uma v.a.
X, dado que o evento A ocorreu sa˜o dadas por [19]:




O Teorema de Bayes (3.2) pode ser generalizado para o caso de densida-
des condicionais. Sejam X e Y duas varia´veis aleato´rias e, a priori (ou, seja, antes de
saber-se alguma informac¸a˜o acerca de Y ), X tem densidade de probabilidade pX(x).
Se Y = y modifica a densidade de probabilidade de X, essa densidade modificada e´
denominada densidade de probabilidade condicional e e´ dada por [2, 19]:
pX|Y (x|y) = P [(X ≤ x)|(Y = y)] = pX,Y (x, y)
pY (y)
, (3.3)
assumindo-se que pY (y) 6= 0.
O valor esperado ou esperanc¸a de X (E[X]) e´ definido como o seu valor
me´dio em um grande nu´mero de experimentos. Seja X uma v.a. discreta tal que






Se X assumir um nu´mero finito de valores, o valor esperado pode ser
considerado como uma me´dia ponderada dos poss´ıveis valores de xi, cujos pesos sa˜o





E´ poss´ıvel calcular, por exemplo, o valor esperado para a sa´ıda de um
dado. Anteriormente, vimos que a varia´vel aleato´ria, nesse caso, e´X = {1, 2, 3, 4, 5, 6}.
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Espera-se ver cada resultado poss´ıvel em 1
6
das vezes (ou seja, P (1) = . . . = P (6) =
1
6













Note que, mesmo que o valor esperado seja 3,5, esse nunca sera´ o resul-
tado de um lanc¸amento de dado. Portanto, o valor esperado na˜o e´, necessariamente,
o que se espera obter como resultado de um experimento.






onde pX(x) e´ a pdf de X.






x, 0 ≤ x ≤ 2
0, x < 0 ou x > 2


















O valor esperado e´ um operador linear, ou seja [9]:
E[cX] = cE[X], c constante
E[X + Y ] = E[X] + E[Y ]
Tambe´m faz sentido definir o valor esperado condicional de X, dado
que Y = y. Para isso, utiliza-se a pdf condicional (3.3), e segue que [2]:





Considere, por exemplo, X como o tempo de vida u´til de uma pilha
fabricada por uma empresa, e E[X] = 500 horas. Isso pode significar que a maioria
das pilhas tem vida u´til entre 450 e 550 horas, mas tambe´m que metade das pilhas
tem vida u´til de 200 horas e outra metade tem vida u´til de 800 horas. Para que se
possa discernir as situac¸o˜es, e´ necessa´rio introduzir o conceito de variaˆncia.
A variaˆncia (σ2) de uma v.a. X e´ uma medida do quanto esperamos
que X varie de sua me´dia, ao quadrado. Considere, por exemplo, o lanc¸amento de
um dado viciado, cuja sa´ıda e´ sempre 1. Nesse caso, σ2(X) = 0. A variaˆncia e´
definida como o desvio me´dio quadrado entre uma v.a. e o seu valor esperado, e e´
dada por [9, 19]:
σ2 = E[(X − E[X])2]
No caso de varia´veis aleato´rias discretas, tem-se [22]:




Para varia´veis aleato´rias cont´ınuas, a variaˆncia e´ dada por [2]:




Note que a variaˆncia e´ dada pelo quadrado da unidade de X, o que
acaba dificultando a interpretac¸a˜o do resultado. Por isso, e´ comum utilizar-se o
desvio-padra˜o (σ), que nada mais e´ do que a raiz quadrada da variaˆncia e, por isso,
tem a mesma unidade de medida que a v.a. X [22].
3.2.1 As distribuic¸o˜es Uniforme e Normal de probabilidade
Duas importantes formas de distribuic¸a˜o de probabilidade para varia´veis
aleato´rias cont´ınuas sa˜o a uniforme e a normal (ou gaussiana). Na distribuic¸a˜o uni-








, a ≤ x ≤ b
0, x < a ou x > b
Isso indica que a varia´vel aleato´ria X tem a mesma probabilidade de
obter qualquer valor entre a e b, e probabilidade zero de obter um valor fora desse in-
tervalo. A figura (3.1) ilustra um exemplo de distribuic¸a˜o uniforme de probabilidade






, 1 ≤ x ≤ 3
0, x < 1 ou x > 3











Figura 3.1: Distribuic¸a˜o Uniforme























A distribuic¸a˜o normal ou gaussiana de probabilidade depende de dois









A figura (3.2) mostra um exemplo de distribuic¸a˜o normal, com valor
esperado 10 e variaˆncia 9 (ou, equivalentemente, desvio-padra˜o 3).





















Figura 3.2: Distribuic¸a˜o Normal com E[X] = 10 e σ2 = 9
3.2.2 Varia´veis aleato´rias mu´ltiplas
Considere duas varia´veis aleato´rias X e Y , cujas distribuic¸o˜es de pro-
babilidade sa˜o dadas por [19]:
FX(x) = P (X ≤ x)
FY (y) = P (Y ≤ y)
A probabilidade de que X ≤ x e Y ≤ y e´ definida como a func¸a˜o
distribuic¸a˜o de probabilidade conjunta de X e Y e e´ dada por:
FXY (x, y) = P (X ≤ x, Y ≤ y)
A func¸a˜o densidade de probabilidade conjunta e´ dada pela derivada de
FXY :




Na sec¸a˜o 3.1, foi inserido o conceito de eventos independentes (quando
a ocorreˆncia de um evento na˜o interfere na probabilidade de ocorreˆncia do outro).
Seguindo esse racioc´ınio, pode-se dizer que duas varia´veis aleato´rias X e Y sa˜o
independentes se, para qualquer x e y, a seguinte relac¸a˜o for satisfeita [19]:
P (X ≤ x, Y ≤ y) = P (X ≤ x)P (Y ≤ y)
A partir dessa definic¸a˜o e da definic¸a˜o de func¸o˜es densidade, temos que:
FXY (x, y) = FX(x)FY (y)
pXY (x, y) = pX(x)pY (y)
Ale´m disso, quando X e Y sa˜o varia´veis independentes, vale a seguinte
propriedade para o valor esperado [9]:
E[XY ] = E[X]E[Y ] (3.5)
O Teorema do Limite Central afirma que a soma de varia´veis aleato´rias
independentes tende a uma v.a. gaussiana, independentemente da pdf de cada uma
das varia´veis aleato´rias. Na natureza, muitas varia´veis aleato´rias sa˜o a soma de
outras, individuais e independentes. A temperatura ma´xima de um determinado
local, por exemplo, tende a seguir uma distribuic¸a˜o Gaussiana. Isso ocorre porque
a temperatura ma´xima e´ afetada por nuvens, precipitac¸a˜o, vento, pressa˜o do ar,
umidade e outros fatores. Cada um desses fatores e´, por sua vez, determinado por
outros fatores aleato´rios. A combinac¸a˜o de muitas varia´veis aleato´rias independentes
determina a temperatura ma´xima, que possui uma pdf gaussiana [19].
A covariaˆncia indica o grau de relac¸a˜o entre duas varia´veis aleato´rias,
e e´ dada pelo valor esperado do produto dos seus desvios e suas esperanc¸as:
CXY = E[(X − E[X])(Y − E[Y ])] = E[XY −XE[Y ]− Y E[X] + E[X]E[Y ] =
= E[XY ]− E[XE[Y ]]− E[Y E[X]] + E[X]E[Y ] =
= E[XY ]− E[X]E[Y ]
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Ja´ a correlac¸a˜o entre duas varia´veis aleato´rias e´ definida por:
RXY = E[XY ]
Se RXY = E[X]E[Y ], as varia´veis aleato´rias X e Y sa˜o ditas descorre-
lacionadas.
De acordo com a definic¸a˜o de varia´veis aleato´rias independentes (3.5),
segue que a independeˆncia implica a na˜o-correlac¸a˜o. Pore´m, a falta de correlac¸a˜o
na˜o implica, necessariamente, a independeˆncia - a excec¸a˜o do caso especial em que
as varia´veis aleato´rias sa˜o tambe´m gaussianas [2, 19]
3.2.3 Varia´veis aleato´rias multivariadas
Todos os conceitos que vimos ate´ agora podem ser estendidos para
quando as varia´veis aleato´rias sa˜o vetores. A seguir, sera˜o apresentados os principais
deles.
Considere as varia´veis aleato´rias X e Y , dadas por vetores coluna de n
e m elementos, respectivamente. Ou seja, X = [x1 . . . xn]
T e Y = [y1 . . . yn]
T .
O valor esperado, nesse caso, e´ tomado em cada componente. No caso
















A correlac¸a˜o entre X e Y e´ dada por [19]:
RXY = E[XY
T ] = E



















E a covariaˆncia e´ definida como:
CXY = E[(X − E[X])(Y − E[Y ])T ] = E[XY T ]− E[X]E[Y ]T
Como, agora, cada varia´vel aleato´ria e´ um vetor, faz sentido verificar
a correlac¸a˜o entre os pro´prios elementos desse vetor, a qual e´ denominada autocor-
relac¸a˜o. Por exemplo, no caso da v.a. X, tem-se:
RX = E[XX
T ] = E















E[xnx1] · · · E[x2n]


Note que RX = R
T
X , pois E[xixj] = E[xjxi], i = 1, . . . , n. Qualquer
matriz de autorrelac¸a˜o satisfaz essa propriedade e, portanto, sera´ sempre sime´trica.
E´ poss´ıvel definir tambe´m a autocovariaˆncia entre os elementos de uma
varia´vel aleato´ria. No caso da v.a. X, tem-se [19]:








E[(xn − E[xn])(x1 − E[x1])] · · · E[(xn − E[xn])2]


A diagonal da matriz CX e´ composta pela variaˆncia de cada elemento
xi de X. Os demais elementos da matriz representam a covariaˆncia entre xi e xj,
i, j = 1, . . . , n. Como a covariaˆncia entre duas varia´veis e´ a mesma, independente
da ordem, ou seja, E[(xi −E[xi])(xj −E[xj])] = E[(xj −E[xj])(xi −E[xi])], tem-se
que a matriz de autovariaˆncia tambe´m e´ sime´trica [19, 22].












Note que a versa˜o multivariada e´ ana´loga a` versa˜o apresentada na sec¸a˜o
3.2.1, sendo que o valor esperado e a variaˆncia, antes escalares, foram substitu´ıdos
por um vetor e por uma matriz (da autocovariaˆncia entre os elementos de X),
respectivamente.
Ainda no contexto de varia´veis aleato´rias multidimensionais, pode-se
falar de valor esperado e covariaˆncia condicionais. O seguinte teorema [2] trata
disso, quando as varia´veis sa˜o assumidas gaussianas, e sera´ usado no cap´ıtulo 4, na
deduc¸a˜o das equac¸o˜es do Filtro de Kalman.





, com valor esperado m












enta˜o a varia´vel aleato´ria X, quando condicionada a` informac¸a˜o que Y = y, e´
gaussiana, com valor esperado e covariaˆncia condicionais dadas por
E[X|Y ] = x¯+ ΣxyΣ−1yy (y − y¯)
ΣX|Y = Σxx − ΣxyΣ−1yy Σyx
Dem.: 1. Assumindo a na˜o-singularidade da matriz Σ, tem-se


































Note que, tomando o determinante dos dois lados da equac¸a˜o, tem-se:
|Σ| = |Σxx − ΣxyΣ−1yy Σyx||Σyy|
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Ale´m disso, segue que
[xT − x¯T ...yT − y¯T ]Σ−1[xT − x¯T ...yT − y¯T ]T =
















 [xT − x¯T ...yT − y¯T ]T =
= (xT − x¯T )(Σxx − ΣxyΣ−1yy Σyx)−1(x− x¯),
onde x¯ = x¯+ ΣxyΣ
−1
yy (y − y¯).
Desta forma, pode-se reescrever a pdf como
pX|Y (x|y) = 1√
(2pi)N
√








Note que a equac¸a˜o acima, se comparada a` equac¸a˜o 3.6, mostra que X
e´ uma varia´vel condicionalmente gaussiana, com variaˆncia e me´dia dadas, respecti-
vamente, por
Σxx − ΣxyΣ−1yy Σyx
x¯+ ΣxyΣ
−1
yy (y − y¯)
3.3 Processos estoca´sticos
Um processo estoca´stico, tambe´m chamado de processo aleato´rio, e´ uma
generalizac¸a˜o do conceito de varia´vel aleato´ria. Um processo estoca´stico X(t) e´ uma
v.a. X que muda com o tempo. Um processo estoca´stico pode ser de um destes
quatro tipos [19]:
• Se a v.a. em cada tempo for cont´ınua e o tempo for cont´ınuo, enta˜o
X(t) e´ um processo aleato´rio cont´ınuo. Por exemplo, a temperatura
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em cada momento do dia e´ um processo aleato´rio cont´ınuo porque a
temperatura e o tempo sa˜o cont´ınuos;
• Se a v.a. em cada momento for discreta e o tempo for cont´ınuo, enta˜o
X(t) e´ um processo aleato´rio discreto. Por exemplo, o nu´mero de pes-
soas em um determinado edif´ıcio em cada momento do dia e´ um pro-
cesso aleato´rio discreto, porque o nu´mero de pessoas e´ uma varia´vel
discreta e o tempo e´ cont´ınuo;
• Se a v.a. em cada tempo for cont´ınua e o tempo for discreto, enta˜o
X(t) e´ uma sequeˆncia aleato´ria cont´ınua. Por exemplo, a temperatura
ma´xima a cada dia e´ uma sequeˆncia aleato´ria cont´ınua porque a tem-
peratura e´ cont´ınua, mas o tempo e´ discreto (dia um, dia dois, etc.);
• Se a v.a. em cada momento for discreta e o tempo for discreto, enta˜o
X(t) e´ uma sequeˆncia aleato´ria discreta. Por exemplo, o maior nu´mero
de pessoas em um determinado edif´ıcio a cada dia e´ uma sequeˆncia
aleato´ria discreta porque o nu´mero de pessoas e´ uma varia´vel discreta
e o tempo tambe´m e´ discreto.
Se um processo estoca´stico e´ uma v.a. que muda com o tempo, ele
possui uma func¸a˜o de distribuic¸a˜o e densidade que sa˜o func¸o˜es do tempo. A func¸a˜o
distribuic¸a˜o de probabilidade de X(t) sera´ dada por
FX(x, t) = P (X(t) ≤ x)
Se X(t) e´ um vetor aleato´rio, enta˜o a desigualdade acima sera´ aplicada
elemento a elemento. Por exemplo, se X(t) tem n elementos, tem-se
FX(x, t) = P [X1(t) ≤ x1, · · · , Xn(t) ≤ xn]





Novamente, se X(t) for um vetor aleato´rio, enta˜o a derivada acima e´




dx1 · · · dxn
Uma classe de processos estoca´sticos muito estudada na literatura sa˜o
os processos Markovianos [15]. De forma sucinta, um processo e´ dito Markoviano
se, dado que o presente e´ conhecido, o passado na˜o afeta o futuro, ou seja [2]:
pxk+1|x1,x2,··· ,xk(xk+1|x1, x2, · · · , xk) = pxk+1|xk(xk+1|xk)
3.4 Estimac¸a˜o Bayesiana
Os problemas de estimac¸a˜o, tambe´m chamados de problemas de filtra-
gem, aplicam-se a sistemas dinaˆmicos, a fim de prever estados desconhecidos atrave´s
de medic¸o˜es da sa´ıda, geralmente perturbadas por ru´ıdo. As entradas do sistema
tambe´m podem ser ruidosas [2].
Um exemplo de filtragem e´ a forma como o ce´rebro humano aborda o
problema da leitura de algo manuscrito por outra pessoa. Cada palavra e´ abordada
sequencialmente, e quando se chega a uma palavra dif´ıcil de interpretar, as palavras
anteriores (e posteriores) a` palavra em questa˜o podem ser usadas para tentar deduz´ı-
la. Um outro exemplo de aplicac¸a˜o de filtragem no processamento de informac¸a˜o
pelo ce´rebro humano e´ a situac¸a˜o em que deseja-se pegar uma bola. Para isso, e´
necessa´rio prever a trajeto´ria do objeto para posicionar as ma˜os corretamente. Essa
tarefa se torna mais dif´ıcil a` medida que a bola e´ sujeita a distu´rbios aleato´rios,
como rajadas de vento. Em geral, qualquer previsa˜o torna-se mais dif´ıcil a` medida
que o ambiente se torna mais ruidoso [2].
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Em situac¸o˜es reais, frequentemente as observac¸o˜es, medic¸o˜es e controle
de sistemas sa˜o feitas em tempo discreto. Por isso, neste trabalho, todos os sistemas
sera˜o admitidos em tempo discreto.
Considere, enta˜o, o sistema na˜o-linear descrito pelas seguintes equac¸o˜es
[19]:
xk+1 = fk(xk, wk) (3.7)
yk = hk(xk, vk), (3.8)
onde xk e´ o estado, wk e´ o ru´ıdo do processo, yk corresponde a`s medic¸o˜es e vk ao ru´ıdo
das medic¸o˜es. As func¸o˜es fk(.) e hk(.) sa˜o na˜o-lineares. As sequeˆncias dos ru´ıdos
{wk} e {vk} sa˜o assumidas como independentes e brancas, com pdf’s conhecidas. A
estimac¸a˜o Bayesiana visa aproximar a pdf do caminhoXk = x0, . . . , xk, condicionada
a`s medidas y1, y2, · · · , yk. Essa pdf condicional e´ denotada por p(Xk|Yk), sendo
Yk = {y1, y2 . . . , yn}.
Para isso, se faz necessa´rio uma teoria mais geral, que se aplique a
distribuic¸o˜es gene´ricas (e na˜o, necessariamente, gaussianas) [18].
Dado o sistema descrito pelas equac¸o˜es (3.7) e (3.8), deseja-se determi-
nar:
p(x0:k|Yk),
que e´, na verdade, a probabilidade de todos os estados, dadas todas as observac¸o˜es,
ate´ o tempo k.
O objetivo e´ ter uma relac¸a˜o recursiva, a qual utilize apenas a estimativa
do estado anterior e a u´ltima medida para estimar o pro´ximo estado, ou seja [18]:
p(x0:k|Yk) = f [p(x0:k−1|Yk−1), yk] (3.9)
Para isso, sera´ necessa´rio definir algumas notac¸o˜es, identidades e efetuar
algumas suposic¸o˜es que sera˜o usadas na prova dessa recursa˜o. Primeiramente, tem-
32
se:
Xk = x0:k = x0 E x1 E . . . E xk = x0, x1, . . . , xk = x0 ∩ x1 ∩ . . . ∩ xk
E´ necessa´rio tambe´m determinar duas identidades. A identidade 1, a
qual ja´ foi discutida na sec¸a˜o 3.1, e´ definida por:
p(x, y) = p(x|y)p(y)
Desta forma, e´ poss´ıvel escrever p(a, b, c) das seguintes formas [18]:
p(a, b, c) = p({a, b}, c) = p({a, b}|c)p(c) = p(a, b|c)p(c) (3.10)
p(a, b, c) = p(a, {b, c}) = p(a|{b, c})p({b, c}) = p(a|b, c)p(b|c)p(c) (3.11)
Igualando as equac¸o˜es (3.10) e (3.11), e simplificando os termos p(c),
temos a identidade 2:
p(a, b|c) = p(a|b, c)p(b|c)
Tambe´m sera´ assumido que o processo em questa˜o e´ um processo de
Markov. Como foi brevemente comentado na sec¸a˜o 3.3, isso significa que o pro´ximo
estado depende somente do estado atual, e na˜o de todos os estados anteriores, ou
seja:
p(xk|Xk−1) = p(xk|xk−1)
A segunda suposic¸a˜o e´ que as observac¸o˜es sa˜o independentes. Isso sig-
nifica que a observac¸a˜o no estado atual depende apenas do estado atual [18]:
p(yk|xk, outras informac¸o˜es) = p(yk|xk)





e´ poss´ıvel escrever a probabilidade que desejamos escrever recursivamente, na equac¸a˜o
(3.9) da seguinte forma:
p(Xk|Yk) = p(Yk|Xk)p(Xk)
p(Yk)
As observac¸o˜es de 0 ate´ k podem ser agrupadas como o conjunto de
todas as observac¸o˜es de 0 ate´ k − 1 e a observac¸a˜o em k [18]:
p(Xk|Yk) = p(yk, Yk−1|Xk)p(Xk)
p(yk, Yk−1)
Agora, e´ poss´ıvel aplicar a identidade 2 no primeiro termo no numera-
dor:
p(Xk|Yk) = p(yk|Yk−1, Xk)p(Yk−1|Xk)p(Xk)
p(yk, Yk−1)
E a identidade 1 no termo do denominador:
p(Xk|Yk) = p(yk|Yk−1, Xk)p(Yk−1|Xk)p(Xk)
p(yk|Yk−1)p(Yk−1) (3.12)
O termo central do numerador pode ser reescrito, usando a regra de
Bayes, da seguinte forma:
p(Yk−1|Xk) = p(Xk|Yk−1)p(Yk−1)
p(Xk)
Substituindo na equac¸a˜o (3.12), tem-se:





De acordo com hipo´tese de observac¸o˜es sa˜o independentes, o primeiro




Os estados de 0 ate´ k, no segundo termo do numerador, podem ser
agrupados como o conjunto dos estados de 0 ate´ k − 1 e o estado em k, o que
permite usar a identidade 2 [18]:





O segundo termo do numerador pode ser reescrito, usando a hipo´tese
de que o processo e´ markoviano, como p(xk|xk−1). Assim, tem-se:
p(Xk|Yk) = p(yk|xk)p(xk|xk−1)p(Xk−1|YK−1)
p(yk|Yk−1)p(Yk−1)
Agora, apenas rearranjando os termos, segue que:
p(Xk|Yk) = p(xk|xk−1)p(yk|xk)
p(yk|Yk−1) p(Xk−1|Yk−1) (3.13)
Essa e´ uma soluc¸a˜o recursiva para a equac¸a˜o (3.9), a qual e´ denomi-
nada estimativa bayesina recursiva, e e´ aplica´vel para qualquer distribuic¸a˜o, na˜o
apenas gaussianas [18]. No cap´ıtulo 5, esse resultado sera´ utilizado para mostrar o
funcionamento do Filtro de Part´ıculas.
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4 FILTRO DE KALMAN
Os problemas de filtragem ou de estimac¸a˜o, conforme discutido na sec¸a˜o
3.4, teˆm como objetivo prever estados desconhecidos de um sistema, atrave´s de
medic¸o˜es de sa´ıda, geralmente perturbadas por ru´ıdo. Os pro´prios estados, e ate´
mesmo as entradas do sistema, podem ser admitidos como ruidosos.
Normalmente, na pra´tica, as observac¸o˜es e medic¸o˜es do sistema sa˜o
feitas em intervalos definidos de tempo (a cada hora ou diariamente, por exemplo).
Por isso, o problema de filtragem sera´ aplicado ao seguinte sistema discreto, para
k > 0 [2, 19]:
xk+1 = Fkxk +Gkuk + wk (4.1)
yk = H
T
k xk + vk, (4.2)
onde xk e´ o estado do sistema no tempo k e Fk e´ a matriz de transic¸a˜o dos estados;
Gkuk e´ a entrada do sistema, considerada determin´ıstica; H
T
k e´ a matriz que converte
o estado xk na medida e yk e´ a sa´ıda do sistema; wk e vk sa˜o os ru´ıdos relacionados
aos estados e a`s medidas, respectivamente.
Sera´ assumido aqui que as sequeˆncias dos ru´ıdos {wk} e {vk}:
• teˆm valor esperado zero (E[wk] = 0 e E[vk] = 0), sa˜o gaussianos e teˆm
covariaˆncia conhecida;
• sa˜o brancos. Isso significa que, para l 6= k, vl e vk sa˜o varia´veis aleato´rias
independentes, assim como wl e wk. Ou seja, E[vkv
T
l ] = E[vk]E[v
T
l ] = 0
e, analogamente, E[wkw
T
l ] = 0;
• sa˜o independentes, ou seja, E[vk]E[wk] = E[vkwTk ] = 0.
Sera´ denotado aqui que a covariaˆncia do ru´ıdo wk e´ dada por
Qk = E[(wk − E[wk])(wk − E[wk])T ] = E[wkwTk ]
36
Desta forma, a covariaˆncia do processo {wk} e´ dada por:
E[(wk − E[wk])(wl − E[wl])T ] = E[wkwTl ] = Qkδkl, (4.3)
para todo k e l, onde δkl e´ a matriz delta de Kronecker, na qual tem-se 1 para k = l
e 0 para k 6= l.
Analogamente, tem-se que a covariaˆncia de v no instante k e´ dada por
Rk = E[(vk − E[vk])(vk − E[vk])T ] = E[vkvTk ]
e, para todo k e l,
E[(vk − E[vk])(vl − E[vl])T ] = E[vkvTl ] = Rkδkl (4.4)
O estado inicial x0 sera´ assumido como uma varia´vel aleato´ria gaussiana
de valor esperado E[x0] e covariaˆncia P0 conhecidas, dados por:
x¯0 = E[x0]
P0 = E[(x0 − x¯0)(x0 − x¯0)T ]
Tambe´m sera´ assumido que x0 e´ independente dos ru´ıdos vk e wk.
4.1 Propriedades dos estados do sistema
Treˆs importantes propriedades do processo aleato´rio {xk} sera˜o consi-
deradas para a deduc¸a˜o do Filtro de Kalman [2].
A primeira e´ que xk e´ uma varia´vel aleato´ria gaussiana. Isso significa
que o ru´ıdo do sistema {wk} e o estado inicial x0 colaboram para que xk seja gaus-
siano [2]. Note que, de acordo com a equac¸a˜o (4.1), e´ poss´ıvel escrever xk como
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segue:
xk = Fk−1xk−1 +Gk−1uk−1 + wk−1 =
= Fk−1(Fk−2xk−2 +Gk−2uk−2 + wk−2) +Gk−1uk−1 + wk−1
= Fk−1Fk−2xk−2 + Fk−1(Gk−2uk−2 + wk−2) +Gk−1uk−1 + wk−1
= Fk−1Fk−2(Fk−3xk−3 +Gk−3uk−3 + wk−3) +
+Fk−1(Gk−2uk−2 + wk−2) +Gk−1uk−1 + wk−1 =
...
= Fk−1 . . . F0x0 + Fk−1 . . . F1(G0u0 + w0) + Fk−1 . . . F2(G1u1 + w1) +
+ . . .+Gk−1uk−1 + wk−1
Desta forma, xk pode ser reescrito como [2, 19]:
xk = Φk,0x0 +
k−1∑
l=0
(Φk,l+1Glul + Φk,l+1wl), (4.5)
onde Φk,l e´ a matriz de transic¸a˜o da equac¸a˜o homogeˆnea xk+1 = Fkxk, dada por:
Φk,l = Fk−1Fk−2 · · ·Fl, k > l
Note que:




l,k, k < l
A equac¸a˜o (4.5) expressa xk como uma combinac¸a˜o linear de x0, {wk} e
{uk}. Como a entrada do sistema e´ determin´ıstica, enta˜o a sequeˆncia {Gkuk} pode
ser considerada como uma sequeˆncia de varia´veis aleato´rias gaussianas de covariaˆncia
zero. Foi assumido tambe´m que x0 e a sequeˆncia {wk} sa˜o varia´veis aleato´rias
gaussianas. Como a combinac¸a˜o linear de varia´veis aleato´rias gaussianas preserva
essa caracter´ıstica, segue que xk tambe´m e´ varia´vel aleato´ria gaussiana [2, 19].
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A segunda propriedade e´ que {xk} e´ um processo aleato´rio gaussiano,
o que decorre diretamente da propriedade anterior.
A terceira propriedade e´ a hipo´tese de {xk} ser um processo de Markov.
Ou seja:
p(xk|xk−1, xk−2, · · · , xk−m) = p(xk|xk−1), k > m
4.2 Propagac¸a˜o dos valores esperados e das covariaˆncias
Da equac¸a˜o (4.5) e do fato de assumir-se que E[wk] = 0, tem-se [2]:




E, da equac¸a˜o (4.1), segue que:
x¯k+1 = E[xk+1] = E[Fkxk +Gkuk + wk] = Fkx¯k +Gkuk (4.7)
Ja´ da equac¸a˜o (4.2) e da hipo´tese de que E[vk] = 0, tem-se:
y¯k = E[yk] = E[H
T
k xk + vk] = H
T
k x¯k (4.8)
A covariaˆncia Pk,l, para k ≥ l, e´ dada por:
Pk,l = E[(xk − x¯k)(xl − x¯l)T ] (4.9)
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Os somato´rios referentes a`s entradas se cancelam e segue que:
Pk,l = E
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Como (x0 − x¯0) e {wk} sa˜o varia´veis aleato´rias independentes, dois
termos da equac¸a˜o acima sera˜o nulos e segue que:












l,0 + E [(Φk,1w0 + . . .+ Φk,kwk−1)




Como k ≥ l e o ru´ıdo wk e´ branco, ou seja, para w 6= l, E[wkwTl ] = 0,









































Para encontrar uma equac¸a˜o mais fa´cil para Pk,l, primeiro note que Pk,k









Mas Pk,k e´ a covariaˆncia de xk, ou seja:
Pk = Pk,k = E[(xk − x¯k)(xk − x¯k)T ] (4.12)
Usando as equac¸o˜es (4.5) e (4.6), segue que:
Pk = E[(Fk−1xk−1 +Gk−1uk−1 + wk−1 − Fk−1x¯k−1 −Gk−1uk−1)
(Fk−1xk−1 +Gk−1uk−1 + wk−1 − Fk−1x¯k−1 −Gk−1uk−1)T ] =
= E[(Fk−1(xk−1 − x¯k−1) + wk−1)(Fk−1(xk−1 − x¯k−1) + wk−1)T ] =
= E[Fk−1(xk−1 − x¯k−1)(Fk−1(xk−1 − x¯k−1))T ] +
+E[Fk−1(xk−1 − x¯k−1)(wk−1)T ] +
+E[wk−1(Fk−1(xk−1 − x¯k−1))T ] + E[wk−1(wk−1)T ] =
= E[Fk−1(xk−1 − x¯k−1)(xk−1 − x¯k−1)TF Tk−1] + E[wk−1wTk−1] =






E´ poss´ıvel, enta˜o, escrever Pk em termos de Pk−1, e assim sucessiva-
mente. Essa equac¸a˜o recursiva para a covariaˆncia permite determinar Pk a partir
de P0.
Como k ≥ l, conhecida Pl, pode-se reescrever Pk,l, usando a equac¸a˜o
(4.10) e a equac¸a˜o (4.11):
Pk,l = Φk,lPl, k ≥ l (4.14)





l,k, k < l (4.15)
4.3 O problema de filtragem
O problema de filtragem consiste em produzir uma estimativa do estado
do sistema xk, usando medidas ate´ o tempo k − 1. Ou seja: utilizar a sequeˆncia de
medic¸o˜es y0, y1, · · · , yk−1, a qual sera´ denotada por Yk−1, para prever o valor de xk.
Depois, utiliza-se a medida yk para atualizar a estimativa [2, 19].
A estimativa a priori de xk, que sera´ denotada por xˆk|k−1, utiliza as
medidas ate´ o instante k − 1 e e´ dada pelo ca´lculo do valor esperado condicional:
xˆk|k−1 = E[xk|Yk−1]
Apo´s a utilizac¸a˜o com a medida no tempo k, obte´m-se uma estimativa
a posteriori, denotada por xˆk|k e dada por [19]:
xˆk|k = E[xk|Yk]
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Ao mesmo passo que deseja-se conhecer xˆk|k−1 e xˆk|k, tambe´m e´ impor-
tante saber o qua˜o boas sa˜o essas estimativas. E´ poss´ıvel mensura´-las pelas matrizes
da covariaˆncia do erro, que sera˜o denotadas por Pk|k−1 e Pk|k, dadas por [2, 19]:
Pk|k−1 = E[(xk − xˆk|k−1)(xk − xˆk|k−1)T ]
Pk|k = E[(xk − xˆk|k)(xk − xˆk|k)T ]
A estimativa do estado inicial x0, antes de qualquer medida estar dis-
pon´ıvel, e a covariaˆncia do erro desta estimativa sa˜o dadas [2]:
x¯0 = E[x0]
P0 = E[(x0 − x¯0)(x0 − x¯0)T ]
Em geral, P0 representa a incerteza da estimativa inicial. Se o estado
inicial fosse conhecido com precisa˜o, enta˜o P0 = 0 [19].
4.3.1 Resumo e soluc¸a˜o do problema de filtragem de Kalman
Para o sistema linear em tempo discreto dado pelas equac¸o˜es:
xk+1 = Fkxk +Gkuk + wk
yk = H
T
k xk + vk,
definido para k ≥ 0, supo˜e-se que wk e vk sa˜o independentes, teˆm valor esperado
zero e sa˜o ru´ıdos brancos gaussianos, com
E[wkw
T
l ] = Qkδkl
E[vkv
T
l ] = Rkδkl
Supo˜e-se tambe´m que o estado inicial x0 e´ uma varia´vel aleato´ria gaus-
siana, com valor esperado x¯0 e covariaˆncia P0, e independente de wk e vk.
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A partir dessas suposic¸o˜es, deseja-se determinar as estimativas de xk,
a priori e a posteriori, dadas, respectivamente, por:
xˆk|k−1 = E[xk|Yk−1] (4.16)
xˆk|k = E[xk|Yk] (4.17)
e as suas matrizes de covariaˆncia do erro associadas Pk|k−1 e Pk|k, respectivamente.
O Filtro de Kalman e´ dividido em duas etapas: predic¸a˜o e correc¸a˜o.
Na predic¸a˜o, a estimativa do estado no instante anterior k−1 e´ usada para predizer
a estimativa no instante atual k, atrave´s da equac¸a˜o do processo. Na correc¸a˜o,
utiliza-se a equac¸a˜o de sa´ıda e a medida da observac¸a˜o para atualizar a estimativa
no tempo k.
A soluc¸a˜o para o Filtro de Kalman e´ dada pelas equac¸o˜es, para k > 0
[2, 19]:




xˆk|k = xˆk|k−1 +Kk(yk −Hkxˆk|k−1)
Pk|k = (I −KkHTk )Pk|k−1





assumindo que a inversa existe [2].
Essas equac¸o˜es sa˜o inicializadas por x¯0 = xˆ0|−1 e P0 = P0|−1.
4.4 Deduc¸a˜o das equac¸o˜es do Filtro de Kalman
Para esta sec¸a˜o, sera´ usado o resultado do Teorema 3.1 do cap´ıtulo 3,
o qual segue:
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, com valor espe-












enta˜o a varia´vel aleato´ria X, quando condicionada a` informac¸a˜o que Y = y, e´
gaussiana, com valor esperado e covariaˆncia condicionais dadas por
E[X|Y ] = x¯+ ΣxyΣ−1yy (y − y¯)
ΣX|Y = Σxx − ΣxyΣ−1yy Σyx
Portanto, para usar o teorema, sera´ necessa´rio verificar o valor esperado
e a covariaˆncia da varia´vel aleato´ria a ser condicionada, e da condic¸a˜o a ela subme-
tida. Sera˜o analisados alguns casos espec´ıficos e depois sera´ feita a generalizac¸a˜o.
Sera˜o usadas as equac¸o˜es do sistema (4.1) e (4.2); as afirmac¸o˜es acerca
da covariaˆncia dos ru´ıdos wk e vk em (4.3) e (4.4); a independeˆncia entre x0− x¯0 e os
ru´ıdos wk e vk; as equac¸o˜es a respeito das propagac¸o˜es dos valores esperados de xk
e yk, dadas em (4.6) e (4.8); as equac¸o˜es sobre a covariaˆncia Pk,l, dadas por (4.14) e
(4.15); e as definic¸o˜es da covariaˆncia Pk, dada em (4.12) e (4.13). Procede-se, enta˜o,
da seguinte forma [2]:
1. Inicialmente, deseja-se verificar o valor esperado e a covariaˆncia de
























































 x0 − x¯0




 x0 − x¯0










 x0 − x¯0




 x0 − x¯0








 E[(x0 − x¯0)(x0 − x¯0)T ] E[(x0 − x¯0)(x0 − x¯0)T ]H0











Enta˜o, de acordo com o Teorema 3.1, x0 condicionado a y0 tem valor
esperado xˆ0|0 e covariaˆncia P0|0 dados, respectivamente, por:
xˆ0|0 = E[x0|Y0] = x¯0 + P0H0(HT0 P0H0 +R0)−1(y0 −HT0 x¯0)
P0|0 = E[(x0 − xˆ0|0)(x0 − xˆ0|0)T ] = P0 − P0H0(HT0 P0H0 +R0)−1HT0 P0
2. O pro´ximo passo e´ estimar x1, dada a medida y0. Neste caso, deve-se





. Usando as equac¸o˜es (4.6) e (4.8), segue que


















E, a partir das afirmac¸o˜es acerca da propagac¸a˜o de Pk,l em (4.14) e
(4.15), tem-se que a covariaˆncia de [x1 y0]







































 x1 − x¯1




 x1 − x¯1










 x1 − x¯1




 x1 − x¯1
































Desta forma, usando o teorema 3.1, x1 condicionado a y0 tem valor
esperado xˆ1|0 e covariaˆncia P1|0 dados por:
xˆ1|0 = E[x1|Y0] = F0x¯0 +G0u0 + F0P0H0(HT0 P0H0 +R0)−1(y0 −HT0 x¯0) =
= F0(x¯0 + P0H0(H
T
0 P0H0 +R0)
−1(y0 −HT0 x¯0)) +B0u0 =
= F0xˆ0|0 +G0u0
P1|0 = E[(x1 − xˆ1|0)(x1 − xˆ1|0)T ] =
= F0P0F
T
0 +Q0 − F0P0H0(HT0 P0H0 +R0)−1HT0 P0F T0 =




3. Agora deve-se utilizar a medida y1 para atualizar a estimativa de
x1. Para isso, sera˜o consideradas duas etapas: condiciona-se y1 a y0 e, depois,
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 HT1 x1 + v1 −HT1 x¯1




 HT1 x1 + v1 −HT1 x¯1










 HT1 (x1 − x¯1) + v1




 HT1 (x1 − x¯1) + v1






































Assim, usando o teorema 3.1, segue que y1 condicionado a y0 tem valor
esperado yˆ1|0 e covariaˆncia cov(y1|y0) dados por:
yˆ1|0 = E[y1|Y0] = HT1 F0x¯0 +HT1 F0P0H0(HT0 P0H0 +R0)−1(y0 −HT0 x¯0) =
= HT1 F0(x¯0 + P0H0(H
T
0 P0H0 +R0)
−1(y0 −HT0 x¯0)) =




cov(y1|y0) = HT1 (F0P0F T0 +G0Q0GT0 )H1 +R1 −












Desta forma, covariaˆncia entre x1 e y1, ambos condicionados a y0, sera´
dada por:
E[(x1 − xˆ1|0)(y1 − yˆ1|0)T ] =
= E[(x1 − xˆ1|0)(HT1 x1 + v1 −HT1 xˆ1|0)T ] =
= E[(x1 − xˆ1|0)(HT1 (x1 − xˆ1|0) + v1)T ] =
= E[(x1 − xˆ1|0)(x1 − xˆ1|0)TH1] =
= E[(x1 − xˆ1|0)(x1 − xˆ1|0)T ]H1 = P1|0H1


























 x1 − xˆ1|0




 x1 − xˆ1|0










 x1 − xˆ1|0




 x1 − xˆ1|0















Assim, aplicando novamente o teorema, conclui-se que x1 condicionado
a Y1 = y0, y1 tem valor esperado xˆ1|1 e covariaˆncia P1|1 dados por:
xˆ1|1 = E[x1|Y1] = xˆ1|0 + P1|0H1(HT1 P1|0H1 +R1)−1(y1 −HT1 x1|0)
P1|1 = P1|0 − P1|0H1(HT1 P1|0H1 +R1)−1HT1 P1|0
4. Para realizar a predic¸a˜o de x2, pode-se aplicar o novamente o passo
2:




5. E o passo 3 pode ser usado para atualizar a estimativa de x2, usando
a medida y2:




P2|2 = P2|1 − P2|1H2(HT2 P2|1H2 +R2)−1HT2 P2|1
6. Mais genericamente, a repetic¸a˜o do passo 2 produzira´ a parte da
predic¸a˜o, que consiste nas estimativas a priori - nas quais se estima o estado e a
covariaˆncia no tempo k a partir das estimativas em k − 1 e da pro´pria equac¸a˜o do
estado (4.1):




E a repetic¸a˜o do passo 3 sera´ responsa´vel pelas estimativas a posteriori,
nas quais atualiza-se as estimativas no tempo k, usando a medida no tempo yk:




Pk|k = Pk|k−1 − Pk|k−1Hk(HTk Pk|k−1Hk +Rk)−1HTk Pk|k−1
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Note que, usando a equac¸a˜o (4.18), do ganho de Kalman, pode-se rees-
crever xˆk|k e Pk|k da seguinte forma:
xˆk|k = xˆk|k−1 + Pk|k−1Hk(H
T
k Pk|k−1Hk +Rk)
−1(yk −HTk xˆk|k−1) =
= xˆk|k−1 +Kk(yk −HTk xˆk|k−1)
Pk|k = Pk|k−1 − Pk|k−1Hk(HTk Pk|k−1Hk +Rk)−1HTk Pk|k−1 =
= Pk|k−1 −KkHTk Pk|k−1 = (I −KkHTk )Pk|k−1
que condizem com as equac¸o˜es apresentadas na sec¸a˜o 4.3.1.
4.4.1 Exemplos
Para ilustrar o comportamento do Filtro em diferentes situac¸o˜es, sera˜o
apresentados cinco exemplos: treˆs nos quais a condic¸a˜o inicial e´ a correta e sabe-
se disso (ou seja, assume-se que a covariaˆncia P0 e´ nula), mas se varia a matriz
e o valor da covariaˆncia Q e R, associados aos ru´ıdos do sistema e das medic¸o˜es,
respectivamente; um no qual a condic¸a˜o inicial e´ incorreta e tambe´m sabe-se disso
(ou seja, a covariaˆncia P0 6= 0); e um terceiro no qual a condic¸a˜o inicial e´ incorreta,
mas acredita-se que esteja correta (P0 = 0).
Nesses exemplos, com o intuito de simplificar a visualizac¸a˜o, o modelo
utilizado para simulac¸a˜o tera´ apenas dois estados (S1 e S2) e sera´ descrito pelo
seguinte sistema, em tempo discreto:

S1k+1 = S1k + h(−0, 9S1k + uk)
S2k+1 = S2k + h(0, 9S1k − 0, 8S2k),
onde uk representa a entrada do sistema e h representa o tamanho do passo na
discretizac¸a˜o. Em todos os exemplos, foi utilizado h = 1/10. Ale´m disso, a condic¸a˜o









As observac¸o˜es sera˜o dadas por
qk = 0, 8S2k
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Na implementac¸a˜o do filtro, os valores usados para o ca´lculo do erro e
tambe´m para o gra´fico foram os de xˆk|k - ou seja, a estimativa de x apo´s a atua-
lizac¸a˜o. Dessa forma, na˜o ficara´ expl´ıcito o x¯0 (estado inicial fornecido ao filtro) nas
figuras de cada exemplo, pois este equivale a`s estimativas do tipo xˆk|k−1 (note que
a inicializac¸a˜o do filtro e´ dada por x¯0 = xˆ0|−1).
Para o erro da estimac¸a˜o Ei de cada um dos estados, em uma simulac¸a˜o,






sendo N = 100 amostras, xk o valor real de x e xˆk|k o valor estimado de x, no
tempo k. Como foram feitas 100 simulac¸o˜es para cada exemplo, o erro me´dio de
cada estado foi obtido atrave´s da me´dia aritme´tica dos erros Ei.
4.4.1.1 Condic¸a˜o inicial correta (x¯0 = x0) e covariaˆncia nula (P0 = 0)
Dentro dessa situac¸a˜o, sera˜o analisados treˆs casos:
• Matrizes Q e R coerentes com os ru´ıdos adicionados
E´ poss´ıvel perceber na figura (4.1) que, quando a condic¸a˜o inicial dada
ao filtro e´ a mesma dada ao modelo e a matriz de covariaˆncia P0 e´ nula
- o que representa confianc¸a na estimativa x¯0 do estado inicial, o filtro
consegue uma boa estimativa dos estados do sistema desde o in´ıcio da
simulac¸a˜o. Obteve-se um erro me´dio de 0, 0429 para S1 e de 0, 0178
para S2.
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Figura 4.1: Simulac¸a˜o com x¯0 = x0
• Matriz Q manipulada
Nesses exemplos, a matriz Q foi multiplicada por 1/100, 1/10000 e por
100, o que influencia na covariaˆncia do ru´ıdo adicionado ao sistema.
Quando multiplica-se Q por um nu´mero menor do que 1, admite-se que
o ru´ıdo adicionado e´ menor; quando Q e´ multiplicada por um valor
maior do que 1, assume-se que o ru´ıdo e´ maior.
Os gra´ficos desses exemplos na˜o apresentaram muita diferenc¸a em relac¸a˜o
ao da figura (4.1), e por isso foram omitidos. Os erros me´dios obtidos
constam na tabela (4.1). E´ poss´ıvel notar que, comparados ao caso
anterior, na˜o ha´ grande variac¸a˜o em relac¸a˜o a S1, com mudanc¸a na
terceira casa decimal. Em relac¸a˜o a S2, a mudanc¸a aparece na segunda




Q/100 Q/10000 Q× 100
S1 0,0470 0,0466 0,0463
S2 0,0412 0,0485 0,0246
Tabela 4.1: Erros me´dios com x¯0 = x0 e matriz Q manipulada
• Matriz R manipulada
Quando o valor de R e´ manipulado (λR), admite-se que o ru´ıdo adi-
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cionado a` sa´ıda do modelo e´ maior ou menor, quando λ > 1 e λ < 1,
respectivamente. Nesses exemplos, assim como no caso anterior, foi
usado λ = 1/100, λ = 1/10000 e λ = 100. Novamente na˜o ha´ muita
variac¸a˜o no erro me´dio de S1, quando comparado ao primeiro caso. Em
relac¸a˜o a S2, ha´ mudanc¸a a partir da segunda casa decimal. Os erros
me´dios constam na tabela 4.2.
Estado
Erro me´dio
R/100 R/10000 R× 100
S1 0,0470 0,0432 0,0453
S2 0,0238 0,0251 0,0413
Tabela 4.2: Erros me´dios com x¯0 = x0 e valor de R manipulado
4.4.1.2 Condic¸a˜o inicial incorreta (x¯0 = [2 2]
T ) e covariaˆncia na˜o-nula (P0 6= 0)
Mesmo quando a condic¸a˜o inicial dada ao filtro e´ diferente da condic¸a˜o
inicial usada no modelo, se a matriz P0 na˜o for nula (nesse exemplo, utilizou-se
P0 = I2, ou seja, a matriz identidade 2×2), em poucas amostras o filtro converge
para a soluc¸a˜o do modelo, como ilustra a figura 4.2. Os erros me´dios foram de 0,1410
para S1 e 0,0183 para S2.



















Figura 4.2: Simulac¸a˜o com x¯0 6= x0 e P0 6= 0
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4.4.1.3 Condic¸a˜o inicial incorreta (x¯0 = [2 2]
T ) e covariaˆncia nula (P0 = 0)
Quando x¯0 6= x0 e a matriz P0 for nula (o que significa que acredita-se
que a condic¸a˜o inicial esta´ correta), a figura 4.3 mostra que o filtro acaba convergindo
para a soluc¸a˜o do modelo, pore´m demora mais. Como esperado, os erros me´dios
apresentados foram maiores do que os do caso anterior (em que (P0 6= 0). Obteve-se,
para S1, um erro me´dio de 0.2373, e para S2, de 0.1221.



















Figura 4.3: Simulac¸a˜o com x¯0 6= x0 e P0 = 0
4.5 Filtro de Kalman Estendido
O filtro de Kalman aplica-se diretamente a sistemas lineares. Quando
aplicado a um sistema na˜o-linear, a filtragem tende a ser mais complexa e menos
precisa. A ideia-chave do Filtro de Kalman Estendido (EKF) e´ linearizar o sistema,
atrave´s de se´ries de Taylor, e utilizar as te´cnicas de estimac¸a˜o linear do Filtro de
Kalman convencional [2, 19].
Sera´ utilizado, enta˜o, o seguinte modelo [2]:
xk+1 = fk(xk, uk, wk) (4.19)
yk = hk(xk, vk) (4.20)
sendo, em geral, fk e hk na˜o-lineares; xk e´ o estado, uk e´ a entrada (determin´ıstica)
e wk e´ o ru´ıdo do sistema, no tempo k; yk e´ a sa´ıda e vk e´ o ru´ıdo relacionado
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a ela. As seguintes propriedades permanecem: os ru´ıdos wk e vk teˆm me´dia zero,
sa˜o gaussianos e brancos. Ale´m disso, vk, wk e x0 sa˜o mutualmente independentes,
E[wkw
T
k ] = Qk e E[vkv
T
k ] = Rk.
As func¸o˜es na˜o-lineares e diferencia´veis fk e hk podem ser expandidas
por se´rie de Taylor em torno das estimativas xˆk|k e xˆk|k−1 e de wk = 0 e vk = 0 como
segue [19]:









wk + · · · =
= fk(xˆk|k, uk, 0) + Fk(xk − xˆk|k) + Lkwk · · ·









vk + · · · =
= hk(xˆk|k−1, 0) +H
T
k (xk − xˆk|k−1) +Mkvk + · · ·
Desconsiderando os termos de ordem mais alta e assumindo que xˆk|k
e xˆk|k−1 sa˜o conhecidos, pode-se aproximar o modelo dado pelas equac¸o˜es (4.19) e
(4.20) por
xk+1 = fk(xˆk|k, uk, 0) + Fkxk − Fkxˆk|k + Lkwk = Fkxk + u˜k + w˜k (4.21)
yk = hk(xˆk|k−1, 0) +H
T
k xk −HTk xˆk|k−1 +Mkvk = HTk xk + zk + v˜k (4.22)
com
u˜k = fk(xˆk|k, uk, 0)− Fkxˆk|k
zk = hk(xˆk|k−1, 0)−HTk xˆk|k−1
Os ru´ıdos w˜k = Lkwk e v˜k =Mkvk teˆm valor esperado zero e covariaˆncia
dadas, respectivamente, por:
E[(w˜k − E[w˜k])(w˜k − E[w˜k])T ] = E[w˜kw˜Tk ] = E[Lkwk(Lkwk)T ] = LkQkLTk
E[(v˜k − E[v˜k])(v˜k − E[v˜k])T ] = E[v˜kv˜Tk ] = E[Mkvk(Mkvk)T ] =MkRkMTk
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Desta forma, com base nas equac¸o˜es do Filtro de Kalman convencional,
tem-se as seguintes equac¸o˜es para o Filtro de Kalman Estendido [2, 19]:






xˆk|k = xˆk|k−1 +Kk
(




yk − hk(xˆk|k−1, 0)
)
Pk|k = (I −KkHk)Pk|k−1







A inicializac¸a˜o e´ dada por P0|−1 = P0 e xˆ0|−1 = x¯0.
4.5.1 Resultados
Nessa sec¸a˜o, o Filtro de Kalman Estendido sera´ aplicado em um modelo
que descreve um biorreator anaero´bico, operado no modo semibatelada.
A sua configurac¸a˜o e´ baseada no modelo geral de balanc¸o de massa
(2.5), aplica´vel a qualquer tipo de biorreator anaero´bico, apresentado no cap´ıtulo
2. No entanto, os exemplos sera˜o aplicados a um do tipo semibatelada, alimentado
com sacarose a cada 7 dias, numa proporc¸a˜o de 1% do seu volume total - cuja
validac¸a˜o e identificac¸a˜o dos paraˆmetros foram feitas em [11]. Para representar esse
caso espec´ıfico, e´ necessa´rio fazer alguns ajustes no modelo geral.
O paraˆmetro D, que representa a taxa de diluic¸a˜o do sistema e faz sen-
tido apenas para biorreatores de alimentac¸a˜o cont´ınua, e´ considerado nulo. Contudo,
isso leva ao crescimento ininterrupto da populac¸a˜o de bacte´rias. Para contornar
essa situac¸a˜o, foram acrescentados termos de mortalidade - que talvez estivessem
impl´ıcitos na taxa de diluic¸a˜o - c1 e c2, associados a`s bacte´rias acidogeˆnicas (x1) e
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metanogeˆnicas (x2), respectivamente. Ale´m disso, a taxa de fluxo do ga´s carboˆnico
(2.4), a qual aparece na sexta linha do modelo geral em (2.5), sera´ considerada como
qC = kcC, onde kc denota uma constante de consumo de ga´s carboˆnico pelo meio.
Desta forma, assume-se que o sistema na˜o depende da alcalinidade, o que acarreta
na desconsiderac¸a˜o do estado Z no modelo geral.
Desta forma, o modelo usado nos exemplos sera´ descrito pelo seguinte
sistema [11], em tempo discreto:


x1k+1 = x1k + [ν1(S1k)− c1]x1kh
x2k+1 = x2k + [ν2(S2k)− c2]x2kh
S1k+1 = S1k − k1ν1(S1k)x1kh+ Sin1
S2k+1 = S2k + (k2ν1(S1k)x1k − k3ν2(S2k)x2k)h
Ck+1 = Ck + (−kcCk + k4ν1(S1k)x1k + k5ν2(S2k)x2k)h
onde h representa o tamanho do passo na discretizac¸a˜o. Em todos os exemplos, foi
utilizado h = 1/40, o que representa, na pra´tica, que foram coletadas 40 amostras
por dia. As simulac¸o˜es foram feitas para um total de 1400 amostras, ou seja, 35
dias. A entrada de 1% de sacarose e´ representada por Sin1 e e´ dada por um vetor
que acresce 1 a S1 a cada sete dias simulados, sendo que a primeira inserc¸a˜o e´ no
in´ıcio do processo.
Para representar o crescimento bacteriano de x1 e x2, dado no sistema
por ν1(S1k) e ν2(S2k), respectivamente, utilizou-se o modelo proposto por Haldane
(2.9) - o qual admite paraˆmetros de inibic¸a˜o KI1 e KI2 associados a S1 e S2.
Inicialmente, para o modelo, assumiu-se que as concentrac¸o˜es das bacte´-
rias x1 e x2 teˆm valor adimensional 1, o que denota 100%. Os demais estados foram
inicializados como zero. Desta forma, a condic¸a˜o inicial usada foi
x0 =
[








As observac¸o˜es sera˜o dadas por:
qk = k6ν2(S2k))x2k + kcCk
Foi adicionado um ru´ıdo na sa´ıda de ga´s, como ilustra a figura 4.4, visto
que as medidas experimentais sa˜o suscet´ıveis a erros. Esse ru´ıdo foi gerado de uma
distribuic¸a˜o normal, de valor esperado 0 e desvio padra˜o 1/30.



















Figura 4.4: Sa´ıda de ga´s com ru´ıdo adicionado
O vetor de paraˆmetros p usado sera´ [11]:
p =
[





172, 036 21, 3658 124, 679 39, 4958 735, 921 0, 0836 0, 1328
0, 009481 0, 34878 0, 0132 100 497, 8528 0, 29771 0, 4879 19, 7825
]
O estado inicial dado ao filtro x¯0 na˜o ficara´ expl´ıcito nas figuras de
cada exemplo, pois os valores usados para o gra´fico (e tambe´m para o ca´lculo do
erro me´dio) foram os de xˆk|k, ou seja, a estimativa de x apo´s a atualizac¸a˜o.
Para calcular o erro da estimac¸a˜o Ej, j = 1, . . . , 5 de cada um dos







sendo N = 1400 amostras, xk o valor real de x no tempo k e xˆk|k o valor estimado de
x no tempo k. Como foram feitas 100 simulac¸o˜es para cada exemplo, o erro me´dio
de cada estado foi obtido atrave´s da me´dia aritme´tica dos erros Ej.
Algumas figuras sera˜o omitidas, pois, de um modo geral, acabam sendo
muito parecidas. Como visto no cap´ıtulo 2, o estado S2 (VFA) tem papel importante
na bioqu´ımica da digesta˜o e pode acarretar a interrupc¸a˜o do processo pela reduc¸a˜o
do pH do meio e consequente inibic¸a˜o da atividade das bacte´rias metanogeˆnicas.
Como o estado assume valores muito pequenos, o que dificulta a visualizac¸a˜o na
figura do sistema completo (com os cinco estados), em alguns casos sera´ conveniente
mostra´-lo em uma figura a parte, junto com a sua estimativa.
Seguindo o mesmo padra˜o do Filtro de Kalman, cinco exemplos sera˜o
apresentados aqui: treˆs nos quais a condic¸a˜o inicial e´ a correta e sabe-se disso, mas
se varia as matrizes de covariaˆncia dos ru´ıdos do sistema e das medic¸o˜es de ga´s, Q
e R, respectivamente; um no qual a condic¸a˜o inicial e´ incorreta e tambe´m sabe-se
disso; e um terceiro no qual a condic¸a˜o inicial e´ incorreta, mas acredita-se que esteja
correta.
4.5.1.1 Condic¸a˜o inicial correta (x¯0 = x0) e covariaˆncia nula (P0 = 0)
Da mesma forma como foi feito nos exemplos de Filtro de Kalman, a
fim de verificar o peso da escolha das matrizes Q e R na qualidade das estimativas,
treˆs casos sera˜o analisados aqui:
• Matrizes Q e R coerentes com os ru´ıdos adicionados
A figura 4.6 mostra que, ao ser dada ao filtro a mesma condic¸a˜o inicial
dada ao modelo, a estimativa dos estados fica bem satisfato´ria durante
toda a simulac¸a˜o. A figura 4.5 mostra com maior detalhe a estimativa
de S2. Os erros me´dios obtidos nesse caso constam na tabela 4.3, e
foram muito pro´ximos de zero. Por ser o caso no qual espera-se os
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melhores resultados do filtro, os erros aqui apresentados acabam sendo







Tabela 4.3: Erros me´dios com x¯0 = x0













Figura 4.5: Simulac¸a˜o do S2 com x¯0 = x0
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• Matriz Q manipulada
A matriz Q refere-se a` covariaˆncia do ru´ıdo adicionado aos estados do
modelo. Ou seja, quanto maior o valor de Q, maior admite-se esse ru´ıdo
e, consequentemente, menor a confianc¸a no modelo utilizado. Nesses
exemplos, utilizou-se Q = I5, Q = I5/100. Os erros me´dios obtidos
esta˜o apresentados na tabela 4.4. Se comparados com os erros da ta-
bela 4.4, e´ poss´ıvel perceber que, nesses dois exemplos, as estimativas
ficaram piores. A figura 4.8 ilustra uma simulac¸a˜o com Q = I5/100, na
qual e´ poss´ıvel observar que a estimativa do estado x2 se afasta consi-
deravelmente do x2 do modelo, e a estimativa de x1 tambe´m se afasta
da soluc¸a˜o do modelo em alguns intervalos. Nos demais estados, a esti-
mativa tambe´m parece ficar pior com o passar do tempo. A figura 4.8
mostra com maior detalhe como o filtro comec¸a a ficar insatisfato´rio
depois de um tempo no estado S2.
Estado
Erro me´dio






Tabela 4.4: Erros me´dios com x¯0 = x0 e matriz Q manipulada















Figura 4.7: Simulac¸a˜o do S2 com x¯0 = x0 e Q = I5/100
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• Valor de R manipulado
O valor de R representa a covariaˆncia do ru´ıdo na medida do ga´s. As-
sim como quando manipula-se a matriz Q, ao alterar-se o valor de R,
admite-se que esse ru´ıdo e´ maior ou menor. A tabela 4.5 apresenta os
erros me´dios obtidos ao multiplicar-se R por 1/100, 1/10000 e 100. Os
melhores resultados foram obtidos quando multiplicou-se R por 100 -
mas na˜o superaram o primeiro caso (tabela 4.3). Ao dividir-se o valor
de R por 10000, os erros me´dios ficam significativamente maiores. A fi-
gura 4.10 mostra que as estimativas ficam, de fato, insatisfato´rias nesse
caso. A figura 4.9 detalha a estimativa de S2 e o quanto ela se afastou
do S2 do modelo.
Estado
Erro me´dio
R/100 R/10000 R× 100
x1 0,2505 2,3152 0,0020
x2 0,4499 0,7299 2,8291 ×10−5
S1 0,0301 2,6140 1,9571 ×10−4
S2 0,0050 0,0328 6,0615 ×10−6
C 0,0354 0,1306 2,4830 ×10−4
Tabela 4.5: Erros me´dios com x¯0 = x0 e valor de R modificado












Figura 4.9: Simulac¸a˜o do S2 com x¯0 = x0 e R/10000
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4.5.1.2 Condic¸a˜o inicial incorreta (x¯0 = [1, 5 0, 8 0, 2 0, 01 0]
T ) e covariaˆncia
na˜o-nula (P0 6= 0)
Se a x¯0 6= x0 e admite-se que a covariaˆncia da condic¸a˜o inicial P0 6= 0
(aqui, foi usado P0 = I5), o que indica que assume-se a existeˆncia de um erro
na estimativa, a tendeˆncia e´ que o filtro convirja para a soluc¸a˜o do modelo mais
rapidamente. A figura 4.11 ilustra isso, no caso em que P0/100 (exemplo que obteve
os menores erros me´dios). O estado que mais demorou para se aproximar da soluc¸a˜o
do modelo foi x2 - e, ainda assim, na˜o ficou totalmente satisfato´rio ao fim dos 35 dias.
A figura 4.13 mostra especificamente a simulac¸a˜o do estado S2 e como a estimativa
se aproxima do modelo. Ja´ a figura 4.12 mostra um exemplo de simulac¸a˜o com
P0 = I5. E´ poss´ıvel perceber que, nesse caso, o filtro erra bastante nas primeiras
estimativas, mas acaba convergindo para a soluc¸a˜o do modelo.
De acordo com a tabela 4.6, o estado x1 foi o que apresentou maior
oscilac¸a˜o no erro me´dio: 0,1611 para P0/100 e 2,0023 para P0 × 100. E´ poss´ıvel
observar tambe´m que na˜o ha´ uma generalizac¸a˜o dos erros de caso para caso. Ou




P0/100 P0/10000 P0 × 100 P0
x1 0,1611 0,2542 2,4540 2,0023
x2 0,1275 0,1734 0,3489 0,3929
S1 0,0937 0,0213 1,4264 0,3318
S2 6,4658×10−4 7,5966×10−4 0,2350 0,2265
C 0,0123 0,0220 0,0220 0,1829
Tabela 4.6: Erros me´dios com x¯0 6= x0 e P0 6= 0
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Figura 4.13: Simulac¸a˜o do S2 com x¯0 6= x0 e P0 = I5/100
4.5.1.3 Condic¸a˜o inicial incorreta (x¯0 = [1, 5 0, 8 0, 2 0, 01 0]
T ) e covariaˆncia
nula (P0 = 0)
Ao considerar a matriz da covariaˆncia da condic¸a˜o inicial como nula,
na teoria, admite-se que a estimativa e´ exatamente igual ao estado inicial verdadeiro
- o que na˜o e´ o caso nesse exemplo. Os erros encontrados constam na tabela 4.7.
Quando comparados a` tabela 4.6, percebe-se que foram mais eficientes para P0 = I5
e P0 = I5 × 100 (nesse, com excec¸a˜o do estado C), e foram muito parecidos para
P0 = I5/10000. Ja´ o caso em que P0 = I5/100 apresentou erros me´dios menores







Tabela 4.7: Erros me´dios com x¯0 6= x0 e P0 = 0
A figura 4.14 mostra que as estimativas demoram um pouco mais para
convergir para a soluc¸a˜o do modelo - principalmente a do estado x1, quando compa-
rados a` figura 4.11. A estimativa de x2 parece ir se aproximando do modelo, embora
muito lentamente. A estimativa de S2 esta´ ilustrada na figura 4.15.
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Figura 4.15: Simulac¸a˜o do S2 com x¯0 6= x0 e P0 = 0
Esses resultados sera˜o discutidos no cap´ıtulo 6, juntamente com os re-
sultados que sera˜o apresentados no cap´ıtulo 5.
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5 FILTRO DE PARTI´CULAS
O Filtro de Part´ıculas foi introduzido como uma aproximac¸a˜o nume´rica
para os problemas de estimac¸a˜o de estados na˜o-lineares, principalmente nos casos
em que o Filtro de Kalman Estendido na˜o apresenta bons resultados. Os filtros
de part´ıculas utilizam o me´todo chamado Sequential Importance Sampling (SIS),
que e´ uma te´cnica de implementac¸a˜o recursiva por simulac¸o˜es de Monte Carlo, para
aproximar uma determinada distribuic¸a˜o do estado, sem restric¸o˜es sobre o modelo.
O modelo pode ser na˜o-linear e os estados iniciais e sinais de ru´ıdo podem ter
qualquer distribuic¸a˜o, desde que conhecidas [19].
Na literatura, sa˜o encontradas diversas variac¸o˜es de filtros de part´ıculas.
Uma delas, a qual sera´ usada nos exemplos na sec¸a˜o 5.3.2, e´ o Filtro de Part´ıculas
com Reamostragem ou Sequential Importance Resampling (SIR). A grande diferenc¸a
entre os me´todos SIR e SIS esta´ exatamente na reamostragem das part´ıculas a cada
passo, a fim de evitar um fator chamado empobrecimento da amostra, que acaba
fazendo com que a amostra inicial se degenere e restem poucas ou apenas uma
part´ıcula com peso significativo.
Retomando o problema apresentado na sec¸a˜o (3.4), considere o seguinte
sistema na˜o-linear:
xk+1 = fk(xk, wk) (5.1)
yk = hk(xk, vk) (5.2)
onde xk e´ o estado e wk e´ o ru´ıdo do processo; yk sa˜o as medic¸o˜es e vk e´ o ru´ıdo
associado a elas; fk(.) e hk(.) sa˜o func¸o˜es na˜o-lineares. {wk} e {vk} sa˜o ru´ıdos
brancos, independentes, e com pdf’s conhecidas.
A pdf da condic¸a˜o p(x0) deve ser conhecida e a estimac¸a˜o e´ inicializada
com p(x0|Y0) = p(x0) e o objetivo e´ estimar a pdf p(xk|Yk). A soluc¸a˜o desse pro-
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blema, pela abordagem do me´todo de Filtro de Part´ıculas sera´ desenvolvida neste
cap´ıtulo. A ideia principal e´ representar a pdf a posteriori p(xk|Yk) por um conjunto
de amostras aleato´rias com pesos associados e calcular estimativas com base nessas
amostras e pesos. A` medida que o nu´mero de amostras se torna muito grande, o
filtro SIS se aproxima da estimativa bayesiana ideal [4].
5.1 Importance Sampling (IS)
De maneira simples, o princ´ıpio da amostragem de importaˆncia (IS) e´
calcular o valor esperado de uma determinada pdf alvo atrave´s da aproximac¸a˜o por
uma me´dia ponderada de sorteios aleato´rios de outra distribuic¸a˜o [23]. A figura 5.1
ilustra um exemplo de distribuic¸a˜o dif´ıcil de ser descrita analiticamente. Pore´m, e´
poss´ıvel aproxima´-la usando o me´todo de Monte Carlo, que consiste em gerar um
conjunto {xi, ωi}Li=1, onde xi representa o estado e ωi representa o peso associado a





sendo δ(x− xi) a func¸a˜o delta de Dirac.
Figura 5.1: Aproximac¸a˜o de uma distribuic¸a˜o na˜o-gaussiana pelo me´todo de Monte
Carlo [17]
74
Em um problema de filtragem, a principal distribuic¸a˜o de interesse e´
a probabilidade de estado dada uma medida, denotada como p(x|y). Esta e´ a pdf
que deseja-se aproximar usando o conjunto {xi, ωi}Li=1. As amostras xi sa˜o geradas
aleatoriamente, como se fossem um palpite no estado atual. Pore´m, o peso wi a ser
atribu´ıdo a cada amostra e´ uma inco´gnita. Se a pdf p(x|y) fosse conhecida, enta˜o o
peso ωi poderia ser calculado como [17]:
ωi = p(xi|y),
ou seja: o peso e´ a probabilidade desse estado ser o real estado, dada a medida y.
Pore´m, a pdf p(x|y) na˜o e´ conhecida.




A amostragem de importaˆncia usa uma identidade simples. Para qual-







xω(x)q(x|y)dx = Eq[xω(x)] (5.3)
e agora Eq[·] denota o valor esperado em relac¸a˜o a q(x|y), que e´ chamada de proposta
de distribuic¸a˜o (ou distribuic¸a˜o de amostragem), a qual deve ser conhecida - poderia
ser uma distribuic¸a˜o gaussiana ou uniforme, por exemplo.
A equac¸a˜o (5.3) indica que amostrar x da pdf p(x|y) e´ equivalente a
amostrar xω(x) da pdf q(x|y).
Portanto, uma amostra de part´ıculas independentes x1, x2, . . . , xi, ex-











Pore´m, embora a pdf q(·), por hipo´tese, seja conhecida, a pdf p(·) na˜o
e´. A amostragem de importaˆncia sequencial (SIS) trata esse problema de forma
iterativa, como sera´ visto na pro´xima sec¸a˜o.
5.2 Amostragem de Importaˆncia Sequencial (SIS)
O Filtro de Part´ıculas visa estimar todo o caminho x0:k, a qual denota-
remos por Xk, em vez de apenas o estado atual xk. Isso significa que um conjunto
{X ik}Ni=1 de N trajeto´rias diferentes e´ gerado e avaliado [10].





A equac¸a˜o (3.13), da estimac¸a˜o recursiva bayesiana, dada por
p(Xk|Yk) = p(xk|xk−1)p(yk|xk)
p(yk|Yk−1) p(Xk−1|Yk−1)





Note que os termos p(xi|xik−1) e p(yk|xik) sa˜o conhecidos, respectiva-
mente, pelas equac¸o˜es dos estados (5.1) e das observac¸o˜es (5.2) - enta˜o podem ser
calculados. O termo p(X ik−1|Yk−1) e´ a estimativa anterior de estado - enta˜o, como
trata-se de um me´todo recursivo, deve ser conhecido. O termo p(yk|Yk−1), no en-
tanto, na˜o e´ conhecido. Mas, ainda assim, e´ poss´ıvel reescrever a equac¸a˜o (5.5)
como:




A pdf do denominador pode ser escolhida de tal forma que
q(X ik|Yk) = q(xik|X ik−1, Yk)q(Xk−1|Yk−1),
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onde q(X ik−1|Yk−1) representa a distribuic¸a˜o no tempo anterior k−1, e q(xik|X ik−1, Yk)
representa a probabilidade de transic¸a˜o para o estado xik, dada a nova medida yk.




Note que os u´ltimos termos do numerador e denominador denotam ωik−1,









Agora que temos uma equac¸a˜o iterativa para os pesos ωik, eles devem






A equac¸a˜o (5.7) permite o ca´lculo dos pesos ωik sem utilizar a pdf
P (Xk|Yk), pore´m envolve uma outra distribuic¸a˜o q(xik|X ik, Yk), a qual apenas admitiu-
-se ser conhecida e fa´cil de ser amostrada. Para concluir o algoritmo, e´ necessa´rio
escolher a distribuic¸a˜o q.
A proposta mais simples para a pdf q(xik|X ik, Yk) e´ a pro´pria pdf da











e quanto maior o valor de L, melhor sera´ essa aproximac¸a˜o [4].
Essa foi a escolha de q(·) usada nos exemplos que sera˜o apresentados
na sec¸a˜o 5.3.2, mas obviamente na˜o e´ a u´nica opc¸a˜o. Na teoria, a pdf q(·) deve ser
escolhida de modo que tenha uma boa cobertura da distribuic¸a˜o original p(x|y), ou
seja, ter boa parte da sua distribuic¸a˜o sobreposta a` p(x|y). Mas na pra´tica, a dis-
tribuic¸a˜o q(·) normalmente e´ escolhida a fim de simplificar a equac¸a˜o de atualizac¸a˜o
de peso e facilitar os ca´lculos [17].
5.3 Empobrecimento da amostra e reamostragem
A reamostragem e´ um passo importante no Filtro de Part´ıculas, pois,
sem ela, ocorre o empobrecimento da amostra - depois de um tempo, a maioria
das part´ıculas tera˜o pesos insignificantes. Isso acontece porque apenas algumas das
part´ıculas estara˜o em um espac¸o da regia˜o de estado onde a pdf computada tem
um valor significativo. Isso significa que o processo de reamostragem selecionara´
apenas algumas part´ıculas a priori distintas para se tornarem part´ıculas a posteriori
[19]. A reamostragem resolve esse problema, mas cria outro, pois acaba destruindo
informac¸o˜es e, consequentemente, aumentando a incerteza na amostragem aleato´ria.
Por isso, e´ interessante comec¸ar o processo de reamostragem somente quando e´
realmente necessa´rio. O me´todo SIR, no entanto, utiliza a reamostragem a cada
atualizac¸a˜o[10]. A ide´ia ba´sica por tra´s da reamostragem e´ eliminar as part´ıculas
que teˆm pesos pequenos e concentrar-se nas part´ıculas com pesos significativos [4].
Uma forma bem direta de fazer a reamostragem e´ a seguinte: para
i = 1, · · · , N ,
1. Gera-se um nu´mero aleato´rio r uniformemente distribu´ıdo no intervalo
[0, 1];
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2. Acumula-se a probabilidade qi em um somato´rio, uma por vez, ate´ que
a soma acumulada seja maior que r. Ou seja,
∑j−1
m=1 qm < r, mas∑j
m=1 qm ≥ r. A nova part´ıcula x+k,i e´ definida da mesma forma que a
part´ıcula antiga x−k,j.
5.3.1 Roughening
Esse me´todo tambe´m pode ser usado para evitar o empobrecimento
da amostra e consiste em adicionar um ru´ıdo aleato´rio a cada part´ıcula depois da




k,i(m) + ∆x(m),m = 1, · · · , n
∆x(m) ∼ (0, KM(m)N−1/n),
onde ∆x(m) e´ uma varia´vel aleato´ria de me´dia zero (normalmente gaussiana), e
covariaˆncia KM(m)N−1/n, sendo K um escalar, n a dimensa˜o do espac¸o dos estados
e M um vetor contendo a diferenc¸a ma´xima entre as part´ıculas antes do processo.
5.3.2 Resultados
Omodelo utilizado para os exemplos do Filtro de Part´ıculas foi o mesmo
usado nos exemplos do Filtro de Kalman Estendido. Maiores detalhes sobre a mo-
delagem do sistema e considerac¸o˜es acerca das simulac¸o˜es constam na sec¸a˜o 4.5.1.
A condic¸a˜o inicial usada tambe´m foi a mesma, ou seja:
x0 =
[




1 1 0 0 0
]T
.
O ru´ıdo adicionado a` sa´ıda de ga´s foi considerado o mesmo - gerado de
uma distribuic¸a˜o normal, de valor esperado 0 e desvio padra˜o 1/30.
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Sera˜o apresentados treˆs grandes casos: condic¸a˜o inicial correta e P0 = 0,
condic¸a˜o inicial incorreta e P0 6= 0, e condic¸a˜o inicial incorreta e P0 = 0. Em cada
um dos casos, sera˜o utilizados diferentes nu´mero de part´ıculas (L) para comparar a
efica´cia do filtro. Sera˜o utilizados L = 100, L = 1000 e L = 10000.
5.3.2.1 Condic¸a˜o inicial correta (x¯0 = x0) e covariaˆncia nula (P0 = 0)
Como esperado, a figura 5.3 mostra que ao utilizar-se a mesma condic¸a˜o
inicial para o filtro e para o modelo, e assumir isso como verdade (P0 = 0), a
estimativa do filtro fica pro´xima dos estados do modelo durante toda a simulac¸a˜o.
Comparando-se os erros me´dios apresentados na tabela 5.1, a melhor estimativa foi
obtida com L = 10000, mas com diferenc¸a apenas na terceira casa decimal (exceto
para S2, que apresenta diferenc¸a na sexta casa decimal) para a estimativa com
L = 1000.
L = 100 L = 1000 L = 10000
x1 0,0537 0,0290 0,0231
x2 0,0099 0,0070 0,0030
S1 0,0036 0,0023 0,0020
S2 2,0741 ×10−4 1,8462 ×10−4 1,8098×10−4
C 0,0060 0,0043 0,0039
Tempo de simulac¸a˜o (s) 709 7419 96708
Tabela 5.1: Resultados para x¯0 = x0 e P0 = 0













Figura 5.2: Simulac¸a˜o do S2 com x¯0 = x0, P0 = 0 e L = 10000
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5.3.2.2 Condic¸a˜o inicial incorreta (x¯0 = [1, 5 0, 8 0, 2 0, 01 0]
T ) e covariaˆncia
na˜o-nula (P0 6= 0)
Ao utilizar-se x¯0 6= x0 e a matriz P0 = I5, algumas simulac¸o˜es comec¸aram
a apresentar erros. Por conta disso, consta na tabela 5.2, ale´m dos erros me´dios das
simulac¸o˜es que foram conclu´ıdas, o nu´mero de simulac¸o˜es que apresentaram erro (de
um total de 100). E´ poss´ıvel perceber que os erros me´dios apresentados foram os
mais altos dentre todos vistos ate´ aqui, chegando a quase 10 no estado C, quando
L = 10000. Nesses exemplos, algumas simulac¸o˜es divergiram, como mostra a figura
5.6, contribuindo negativamente para o calculo do erro me´dio das estimativas. Ja´
a figura 5.5 apresenta um exemplo em que, com excec¸a˜o de x2, as estimativas dos
estados convergiram para os estados do modelo, mesmo o filtro errando bastante no
in´ıcio. A figura 5.4 apenas detalha a estimativa de S2 nesse mesmo exemplo.
L = 100 L = 1000 L = 10000
x1 1,0838 0,7521 2,0522
x2 0,6163 0,6945 0,7681
S1 0,4662 0,1418 1,8033
S2 1,0456 2,8177 6,5975
C 1,8162 4,4946 9,9928
Tempo de simulac¸a˜o (s) 611 6489 84410
Nu´mero de simulac¸o˜es com erro 47 55 79
Tabela 5.2: Resultados para x¯0 = [1, 5 0, 8 0, 2 0, 01 0], P0 = I5












Figura 5.4: Simulac¸a˜o do S2 com x¯0 6= x0, P0 = I5 e L = 10000
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Em busca de melhores resultados, e com base no erros me´dios apresen-
tados no exemplo correspondente no cap´ıtulo 4, foram realizadas outras simulac¸o˜es,
com P0 = I5/100 (a P0 que apresentou, em geral, menores erros no Filtro de Kalman
Estendido). Com essa P0, na˜o foram apresentados erros nas simulac¸o˜es - ou seja,
todas as 100 foram conclu´ıdas. Os erros me´dios apresentados constam na tabela 5.3,
e foram mais satisfato´rios do que os apresentados para P0 = I5. E´ poss´ıvel perceber
que na˜o houve uma escolha de L que tenha se destacado por gerar os menores erros
em todos os estados. O menor erro para x1 apareceu em L = 10000, e para S1 em
L = 100, por exemplo.
L = 100 L = 1000 L = 10000
x1 0,3175 0,3281 0,2543
x2 0,1986 0,1893 0,2223
S1 0,0293 0,0363 0,0380
S2 0,0011 0,0011 0,0012
C 0,0320 0,0310 0,0217
Tempo de simulac¸a˜o (s) 707 7242 99156
Nu´mero de simulac¸o˜es com erro 0 0 0
Tabela 5.3: Resultados para x¯0 = [1, 5 0, 8 0, 2 0, 01 0], P0 = I5/100
5.3.2.3 Condic¸a˜o inicial incorreta (x¯0 = [1, 5 0, 8 0, 2 0, 01 0]
T ) e covariaˆncia
nula (P0 = 0)
Ao dar ao filtro uma condic¸a˜o inicial diferente da usada no modelo e
considerar P0 = 0, e´ poss´ıvel perceber na figura 5.8 que a estimativa do estado
x2 esta´ se aproximando, embora lentamente, da soluc¸a˜o do modelo; o estado x1
demora cerca de 8 dias (o que equivale a 320 amostras) para convergir; os demais
estados convergem ja´ nos primeiros dias. De acordo com a tabela 5.4, os menores
erros me´dios foram obtidos para L = 10000, mas com pouca diferenc¸a em relac¸a˜o a
L = 1000 e L = 100.
No pro´ximo cap´ıtulo, esses resultados sera˜o comparados com os resul-
tados apresentados pelo Filtro de Kalman Estendido, no cap´ıtulo 4.
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L = 100 L = 1000 L = 10000
x1 0,3138 0,2912 0,2785
x2 0,1715 0,1704 0,1703
S1 0,0236 0,0218 0,0212
S2 9,7851×10−4 9,4856×10−4 9,4240×10−4
C 0,0298 0,0282 0,0272
Tempo de simulac¸a˜o (s) 748 7223 101807
Tabela 5.4: Resultados para x¯0 6= x0, P0 = 0














Figura 5.7: Simulac¸a˜o do S2 com x¯0 6= x0, P0 = 0 e L = 10000
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6 DISCUSSA˜O DOS RESULTADOS
Neste cap´ıtulo, os resultados obtidos na estimac¸a˜o dos estados pelo
Filtro de Kalman Estendido (EKF) e o Filtro de Part´ıculas com Reamostragem
(SIR), nos cap´ıtulos 4 e 5 sera˜o comparados e discutidos.
6.1 Condic¸a˜o inicial correta (x¯0 = x0) e covariaˆncia nula
(P0 = 0)
Esse e´ o caso em que se espera ter os melhores resultados para a es-
timac¸a˜o, visto que os filtros ja´ iniciara˜o com a mesma condic¸a˜o inicial do modelo e a
matriz P0 = 0 indica a certeza de que x¯0 = x0, pois afirma como nula a covariaˆncia
da estimativa inicial. No entanto, esses sa˜o exemplos ilustrativos - visto que, na
pra´tica, e´ pouco prova´vel que o estado inicial seja conhecido de forma precisa.
A tabela 6.1 mostra os erros me´dios apresentados pelos filtros. O SIR
apresentou os menores erros me´dios para L = 10000. Quando foram usadas as
matrizes de covariaˆncia Q e R apropriadas, o EKF apresentou erros ainda menores
- ale´m de um tempo de simulac¸a˜o mais atrativo.
EKF
SIR
L = 100 L = 1000 L = 10000
x1 2,1729 ×10−5 0,0537 0,0290 0,0231
x2 2,9795 ×10−7 0,0099 0,0070 0,0030
S1 2,1138 ×10−6 0,0036 0,0023 0,0020
S2 6,3566 ×10−8 2,0741×10−4 1,8462×10−4 1,8098×10−4
C 2,6083 ×10−6 0,0060 0,0043 0,0039
Tempo de simulac¸a˜o (s) 64 709 7419 96708
Tabela 6.1: Comparac¸a˜o dos resultados com x¯0 = x0 e P0 = 0
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Pore´m, quando as matrizes de covariaˆncia Q e R usadas no EKF na˜o
sa˜o consistentes com os ru´ıdos considerados, os resultados ficam menos satisfato´rios.
Alguns casos constam na tabela 6.2, juntamente com os erros me´dios apresentados
pelo SIR, com L = 1000 (que ficaram bem pro´ximos dos erros com L = 10000, mas
com um tempo de simulac¸a˜o mais de dez vezes menor). E´ poss´ıvel perceber que,
nesse caso, o SIR estimou melhor os estados.
EKF SIR
Q = I5 R/10000 L = 1000
x1 2,3246 2,3152 0,0290
x2 0,7298 0,7299 0,0070
S1 2,7089 2,6140 0,0023
S2 0,0332 0,0328 1,8462×10−4
C 0,1314 0,1306 0,0043
Tempo aproximado de simulac¸a˜o (s) 64 65 7419
Tabela 6.2: Comparac¸a˜o dos resultados com x¯0 = x0, P0 = 0 e matrizes Q e R
manipuladas
6.2 Condic¸a˜o inicial incorreta (x¯0 = [1, 5 0, 8 0, 2 0, 01 0]
T )
e covariaˆncia na˜o-nula (P0 6= 0)
Esse e´ um caso mais condizente com a realidade: o estado inicial a
ser usado nos filtros na˜o e´ igual o estado inicial do modelo. Ao ser fornecida ao
filtro uma matriz de covariaˆncia desse estado inicial P0 = I5/100, novamente o EKF
apresentou os menores erros me´dios. As estimativas do SIR ficaram piores do que
o esperado, principalmente quando L = 10000 - que demanda um maior tempo de
simulac¸a˜o e na˜o apresenta grande melhora nas estimativas, quando comparadas com




L = 100 L = 1000 L = 10000
x1 0,1611 0,3175 0,3281 0,2543
x2 0,1275 0,1986 0,1893 0,2223
S1 0,0937 0,0293 0,0363 0,0380
S2 6,4658×10−4 0,0011 0,0011 0,0012
C 0,0123 0,0320 0,0310 0,0217
Tempo de simulac¸a˜o (s) 63 707 7242 99156
Tabela 6.3: Comparac¸a˜o dos resultados com x¯0 6= x0 e P0 = I5
EKF
SIR
L = 100 L = 1000 L = 10000
x1 2,0023 1,0838 0,7521 2,0522
x2 0,3929 0,6163 0,6945 0,7681
S1 0,3318 0,4662 0,1418 1,8033
S2 0,2265 1,0456 2,8177 6,5975
C 0,1829 1,8162 4,4946 9,9928
Tempo de simulac¸a˜o (s) 67 611 6489 84410
Nu´mero de simulac¸o˜es com erro 0 47 55 79
Tabela 6.4: Comparac¸a˜o dos resultados com x¯0 6= x0 e P0 = I5/100
Ao utilizar P0 = I5, algumas simulac¸o˜es do SIR apresentaram erros,
provavelmente devido a inconsisteˆncias matema´ticas (como divisa˜o por uma matriz
nula, por exemplo). Desta forma, o erro me´dio foi calculado apenas para as si-
mulac¸o˜es que foram conclu´ıdas, e algumas delas divergiram, como ilustra a figura
5.6, na sec¸a˜o 5.3.2. Para o caso em que L = 10000, por exemplo, apenas 21 si-
mulac¸o˜es foram consideradas para determinar os erros me´dios. Isso, junto ao fato
das divergeˆncias, colaborou para que as estimativas na˜o ficassem boas. Ja´ o EKF
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concluiu as 100 simulac¸o˜es propostas e apresentou erros me´dios menores para mai-
oria os estados.
6.3 Condic¸a˜o inicial incorreta (x¯0 = [1, 5 0, 8 0, 2 0, 01 0]
T )
e covariaˆncia nula (P0 = 0)
Esse foi o caso em que os resultados entre o EKF e o SIR, com L =
10000 ficaram mais parecidos. Ale´m disso, os erros apresentados pelo SIR esta˜o
em concordaˆncia com a ideia do me´todo: quanto maior o nu´mero de part´ıculas L,
melhor a estimativa. Pore´m, dado o tempo de simulac¸a˜o e a sutil diferenc¸a nos erros
me´dios (principalmente entre L = 1000 e L = 10000), usar um nu´mero ta˜o grande
de part´ıculas acaba na˜o sendo uma boa opc¸a˜o. Na verdade, quando comparado ao
EKF, que ale´m de obter uma estimativa melhor, tem um tempo de simulac¸a˜o muito
menor, o SIR na˜o e´ atrativo nem mesmo com L = 100.
EKF
SIR
L = 100 L = 1000 L = 10000
x1 0,2505 0,3138 0,2912 0,2785
x2 0,1698 0,1715 0,1704 0,1703
S1 0,0206 0,0236 0,0218 0,0212
S2 9,4013×10−4 9,7851×10−4 9,4856×10−4 9,4240×10−4
C 0,0249 0,0298 0,0282 0,0272
Tempo de simulac¸a˜o (s) 64 748 7223 101807
Tabela 6.5: Comparac¸a˜o dos resultados com x¯0 6= x0 e P0 = 0
Mesmo usando uma aproximac¸a˜o linear do sistema, e com excec¸a˜o do
caso em que x¯0 6= x0 e P0 = I5, o Filtro de Kalman Estendido apresentou as
melhores estimativas para os estados. Ale´m disso, o tempo de simulac¸a˜o e´ cerca
de 10 vezes menor quando comparado ao caso mais ra´pido do Filtro de Part´ıculas
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(com L = 100). No entanto, foi poss´ıvel perceber que a escolha das matrizes Q e R
afeta sensivelmente os resultados do EKF. Mesmo quando o estado inicial dado ao
filtro e´ igual ao usado no modelo (x¯0 = x0) e a matriz P0 e´ nula, se as matrizes Q e
R sa˜o incoerentes com os ru´ıdos dos estados e da sa´ıda do sistema, os erros me´dios
acabam sendo menos satisfato´rios.
Com a escolha da proposta de distribuic¸a˜o q e a opc¸a˜o de reamostrar a
cada passo, o Filtro de Part´ıculas na˜o se destacou pela qualidade das estimativas e
ainda demandou muito mais tempo. Ale´m disso, em alguns casos, apresentou erros
nas simulac¸o˜es ou divergiu completamente.
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7 CONCLUSO˜ES
Analisar os fenoˆmenos inerentes ao processo de digesta˜o em um bior-
reator e´ fundamental para compreender a sua dinaˆmica e descreveˆ-la atrave´s de
modelos matema´ticos. O processo e´ na˜o-linear e a concentrac¸a˜o de a´cidos graxos
vola´teis (VFA) e´ determinante para o bom funcionamento do sistema. Como altas
concentrac¸o˜es de VFA podem acarretar na reduc¸a˜o da produc¸a˜o ou ate´ mesmo cessa´-
la, os biorreatores acabam sendo operados bem abaixo da sua capacidade. Assim, se
faz necessa´rio identificar as concentrac¸o˜es de bacte´rias e a quantidade de substratos,
principalmente VFA, no interior de um biorreator para otimizar o funcionamento.
A aplicac¸a˜o dos problemas de filtragem em um biorreator anaero´bico
visa, atrave´s da modelagem do sistema e das observac¸o˜es da sa´ıda do ga´s metano,
estimar as concentrac¸o˜es de bacte´rias, substrato, VFA e ga´s carboˆnico - o que e´ uma
alternativa plaus´ıvel, visto que, na pra´tica, efetuar as medic¸o˜es dos estados exige,
em geral, te´cnicas custosas e demoradas.
Nesse trabalho, duas propostas de filtragem foram utilizadas: o Filtro
de Kalman Estendido (EKF) e o Filtro de Part´ıculas com Reamostragem (SIR).
Diferentes casos foram considerados, a fim de comparar a efica´cia dos algoritmos.
O Filtro de Kalman Estendido, embora utilize uma aproximac¸a˜o linear do sistema,
estimou com mais eficieˆncia os estados do sistema em praticamente todos os exem-
plos apresentados. Ale´m do mais, o filtro de Kalman tem uma implementac¸a˜o mais
simples e um tempo de simulac¸a˜o bem menor - cerca de 10 vezes menor, quando com-
parado ao exemplo de Filtro de Part´ıculas que demandou menos tempo (L = 100).
O SIR tem variac¸o˜es que interferem diretamente na sua efica´cia e no
tempo de simulac¸a˜o: a escolha da proposta de distribuic¸a˜o q, quando efetuar a
reamostragem e o pro´prio nu´mero de part´ıculas. A proposta de q e a alternativa
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de reamostrar a cada atualizac¸a˜o na˜o geraram resultados satisfato´rios, a ponto de
tornar o SIR mais atrativo do que EKF nos exemplos realizados.
A partir dos resultados obtidos, e´ poss´ıvel utilizar o Filtro de Kalman
Estendido para a estimac¸a˜o dos estados de um biorreator anaro´bico semibatelada
e, assim, otimizar seu funcionamento - pois possibilita decidir quando deve ser feita
uma nova inserc¸a˜o de substrato. Isso tambe´m viabiliza o controle da operac¸a˜o.
Pode-se, ainda, utilizar outras propostas de reamostragem e escolhas de q no Filtro
de Part´ıculas para melhorar suas estimativas. Por fim, tambe´m e´ poss´ıvel utilizar
os algoritmos de filtragem em um modelo de biorreator operado em modo cont´ınuo.
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