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1. INTRODUCTION 
Let r be a Jordan curve in the complex z-plane and for each n = 1,2,... 
let S, = {x,, , znl ,..., znn} be a set of 12 + 1 distinct points on r. Let f(z) 
be a complex-valued function defined on I’ and finally let L,(f; x) be the 
polynomial of degree at most 11 which interpolates tof(z) at the points of S, . 
By imposing various conditions on r, (S,), and f(z), the convergence of 
(L,(fi z)) has been successfully studied by writers such as Runge [lo], 
FejCr [8], Walsh [13], [14], K 1 a mar [9], Curtiss [2]-[7], Al’per [l], and 
Thompson [12]. Many of the results have been obtained with the sequence 
(S,) chosen as follows: Let 
z = C(w) = cw + co + % + %2+ -.., c>o 
be a schlicht-analytic function which maps {w : / w 1 > l> conformally 
onto ext r so that 00 + co. (Henceforth we shall call this function the exterior 
mapping of r). This mapping can be extended continuously onto 
{w : 1 w 1 = l} so that it gives a topological mapping of {w : 1 w / = l} onto l? 
Let wnk = exp(2?rik/(n + 1) and let S, = {#(w,,), $(w&,..., #(w,,)}. This 
choice of S,, is called the (n + I)-st set of FejCr points on r in honor of 
important results obtained by FejCr in [8]. For the remainder of this discus- 
sion it will be assumed that S,, has been chosen to be the (n + I)-st set of 
FejCr points on r. 
With this choice of (S,), then, [8] &(f; z) -f(z) uniformly on 
f = r u int r for every f analytic on r, where r is any Jordan curve. 
However, whenf(z) is not analytic on f, then the convergence of (L,(f; a)) 
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has been successfully analyzed only after various conditions on I’ have been 
imposed. For example Curtiss [3] has shown that if f(z) is analytic on r 
(but not necessarily analytic on f) and if r is rectifiable, then 
uniformly on compact subsets of int r. Whenf(z) is not analytic on r, then 
more restrictive conditions have been imposed on r in order to obtain results. 
For example Curtiss [3] h as shown that iff(z) is merely continuous on r, 
and r is such that #(eis) is of bounded variation and nonvanishing on [0, 21~1, 
thenL,(fi z) +f*( ) x um ‘f ormly on compact subsets of int l? It can be shown 
that Curtiss’ conditions imply that I’ has no corners or cusps. Additional 
results concerning the convergence of (L,( f; 2)) when f(z) is not analytic 
on r can be found in [l], [6], [7], [12], [13], and [14]. In all these papers 
the conditions imposed on r do not allow r to have corners or cusps. 
It is the main purpose of this paper to extend the results referred to in the 
preceding paragraph to the case of a certain type of Jordan curve which has a 
finite number of cusps. The result is formally stated in Theorem 2.2 below. 
As a by-product of the proof of Theorem 2.2, a possibly new inequality 
in the theory of conformal mapping is established. This result is presented in 
Theorem 2.1. Section 2 is devoted to the statement and discussion of these 
two main results. The proofs appear in Section 4. Section 3 is devoted to the 
statement and proof of two theorems which, besides being of some independ- 
ent interest, are needed in Section 4. 
2. STATEMENT OF MAIN RESULTS 
Suppose r has an exterior mapping z = d(w) which, in addition to satis- 
fying the conditions described in Section 1 also satisfies the following: $(w) 
is analytic for 1 w 1 > us < 1 and $‘(wK) = 0, / wK / = 1, K = l,..., N. The 
class of all such Jordan curves will be denoted by 8. It can be shown that if 
r E 9, then r has a zero interior angle corner or “outward” cusp at each point 
+(wl) ,..., 4(wN). We prove below (Theorem 3.1) that f(wK) # 0, K = 1,2 ,..., N. 
THEOREM 2.1. Suppose r E B and z = 4(w) is the exterior mapping of I’. 
Zf (w : 1 w 1 = 1 and 4’(w) = 0} = (wl, w2 ,..., wN}, then 
1 e-3; K = 1, 2 ,..., N. 
Consider now the subclassP* of9 such that strict inequality holds in (2.1). 
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THEOREM 2.2. Suppose r EB* and f (2) is continuous on r. Let L,,(f; x) 
be the polynomial of degree at most n which interpolates to f (z) in the (n + l)-st 
set of Fejkr points on r. Then 
uniformly on compact subsets of int r. 
The class 8* is not empty, for the three-cusped hypocycloid whose exterior 
mapping is 4(w) = w + 1/(2wa) clearly belongs to 8*. Also the function 
4(w) = w + l/(Rw - l), R = (3 + d/5)/2, is the exterior mapping of a 
“tear drop” curve which belongs to 9 *. However this paper sheds no light 
on whether or not 8* = 8. 
3. SOME THEOREMS OF INDEPENDENT INTEREST 
THEOREM 3.1. Let d(w) be anaZytic for 1 w 1 > T < 1 and uniwalent for 
[WI >l.lf+‘(wO)=O, Iw,,] =I, then#‘(w,)#O. 
Proof. Assume that +“(~a) = 0. Then d(w) - 4(w0) = (w -- wJM H(w) 
where H(w) is analytic and H(w) # 0 for 1 w - wa 1 < Y~ , and M > 3. We 
can write H(w) = h”(w) where h(w) is analytic and h(w) f 0 for 
j w - w, I < t-1. Now let G(w) = (w - w,,) h(w). Note that G(w,,) = 0, 
G’(w,,) # 0, and G(w) is analytic for I w - ws I < rr . Then by the inverse 
function theorem there exist r 2 , ~a > 0 and a function F(z) analytic for 
I z I < y3 such that given any z with I z 1 < ra , then there exists one and 
only one w with 1 w - wa I < r2 which satisfies the equation G(w) = a; 
moreover, the solution for w is given by w = F(z). Note that F(0) = w,, 
and F’(0) # 0 so that we can write F(x) = w0 + zf(z) where f (x) is analytic 
for 1 z I < rs and f(0) # 0. Now choose r, > 0 so that q< <: ra . Then 
given any z with / z I < yp the M-th roots of a, say z1 , z2 ,..., z,, will 
satisfy I z, I < ra and so w&z) = F(zK) will be the solution for w of the 
equation G(w) = xx , K = 1,2 ,..., M. Thus we have that 
4&r(4) - +(q,) = GYw&)) = zirM = z, K = 1, 2 ,..., M. 
Summing up, we see that given any z with I z I < T* , there exist M values of 
w, w&),..., w&z) (which can be shown to be distinct) with I w&z) - w,, I < r2 
which satisfy the equation b(w) - 4(u),,) = z. Furthermore, the w&z) are 
given by wE(z) = F(zJ where a1 , a2 ,..., zM are the M-th roots of a. In 
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particular we have then, that if exp(i8) is sufficiently near w0 [so that 
1 $(exp iti) - $(wJ < TJ, then the equation 
9Ywu) - +(wo) = 4(exp ie) - +(wo) 
is satisfied by M values of w, wr(8), wa(e),..., w,(8), where 
~~(4 = mm = w. + +de)fw)), K = 1, 2 ,..., M, 
and where x1(0),..., zM(0) are the M-th roots of +(exp i0) - $(~a). Now 
since one of the w,(8) must clearly be exp(i8) and since 4(w) is 1 - 1 for 
1 w 1 > 1, all the values WI(e),..., wM(B) satisfy 1 w,(e)] < 1. (Actually all 
but the one which equals exp(i0) must satisfy 1 w,(B)1 < 1.) It must then be 
true that all the w,(0), K = l,..., M lie in the half plane Re(w/wa) < 1 (since 
this half plane contains the closed unit disc). It will now be shown that this is 
impossible if M 2 3, i.e. it will be shown that if M > 3, then for exp(i0) 
sufficiently near w,, at least one of the w,(B) satisfy Re[w,(B)/w,] > 1. To do 
this the following lemma will be needed. 
LEMMA 3.1. If M 3 3, then for 0 arbitrary at least one of the sectors 
(0 + 2nK/M) - 46 < argx < (0 + 2mK/M) + 77/6, K = 0, l,..., M - 1, 
lies entirely in the halfplane, Re z > 0. 
The lemma follows easily once it is observed that if M > 3, then at least 
one of the rays, arg z = t9 + 2mK/M, must be in the closed sector 
- n/3 < arg z < n/3. It follows from above that 
49f w9) ; 
wo I 
K = l,..., M. 
Now since f(z) is continuous at z = 0 and f (0) + 0 there exists r5 > 0 so 
that for I z 1 < y5 , w = f (a) will lie in the sector 
argf(0) - $ < arg w < argf(0) + +. 
NOW choose 0 so that exp(i0) is near enough to w,, = exp(iQ to insure that 
?I 54exp is) - #+,)l < mink, , rd. 
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Then letting the M-th roots of #(exp Z9) - $(ws) be given by 
~~(0) = p exp [k + 2”‘(KM- “I; K = 1, 2 ,..., M, P>O 








* = a: + argf(0) - e, . 
By the lemma we have that for some value of K, 
l<K<M, Re [aK(e) f(zK(e)) ] > o 
*o 
and for this K we would have Re[w&?)/wo] > 1. This contradiction completes 
the proof of the theorem. 
Suppose now that A is a subset of the complex t-plane which has the form, 
A = {t : t = R(e) exp(ie), - s’ < e < 6n} 
where 0 < S’, 6” < m and R(0) is a function which satisfies the following 
conditions: R”(0) is continuous on [- 8, SW], R(0) = 1, and 0 < R(B) < 1 if 
e E [-- 8, 0) u (0, q. 
These conditions imply that A is a smooth arc which lies interior to the 
circle 1 t 1 = 1 except that it is tangent to this circle at t = 1. In particular 
it should be noted that R(0) is a relative maximum and hence R’(0) = 0 
and F’(O) < 0. 
THEOREM 3.2. With A as above, the sequence of functions, 
(k3:cl 
is uniformly bounded for t E A if and only if R”(0) < 0. 
Proof. Necessity will be established first. Suppose a”(0) = 0. It suffices 
to show that there exists a sequence (t,), t, E A, such that 
409/32/I-10 
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Consider the sequence (t,,)czN where tn = R(2~/n) exp(2m+z) where N 
is an integer such that 271/N < 6”. Then for n > N: 
[I - R ($)I [l + R (p) + R2 ($) + *** + R-l ($)I 
Jl-2R($)cos$+Rs($) 
n[l-R(G)] 
<,/l -2R(~)cos$+Rz(~) ’ 
Now applying the Mean Value Theorem we obtain the existence of a sequence 
(b,JczN, 0 < b,, < 27r/n, such that: 
R(0) - R ($) = 1 - R ($) = R’(b,) (0 - +) . 
Thus using the inequality above: 
Now again applying the Mean Value Theorem we obtain the existence of a 
sequence 
<GJnm,N > O<c,<b,($, 
such that: 
R’(0) - R’(b,) = - R’(b,J = R”(c,J [0 - b,J. 
Therefore using the preceding inequality: 
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Now since b, > 0 the above inequality shows that - 2~rR”(c,,) > 0 and since 
b, < 27r/n it follows that 




Now since c, + 0 and R”(B) is continuous, the numerator of the last expres- 
sion approaches zero as n -+ CO. Thus the demonstration will be complete 
if it can be shown that the sequence, 
(,[l -2R($)cos(9 +R2($)]):,, 
has a nonzero limit. The limit is in fact equal to 47T2; this is established by 
applying L’Hospital’s Rule to 
l$l 
1 - 2R(27rd) cos(2d) + R2(27rB) 
+ 82 
We now prove sufficiency. Suppose R”(0) < 0. A function g(B) defined 
in an interval I will be said to be bounded from zero if a number 6 > 0 
exists such that ) g(e)\ > b for all 0 ~1. It suffices to show that the sequence 
of functions, ((1 - t”)/(l - t))~=s , is uniformly bounded from zero for 
t E A, or equivalently that the sequence of functions, 
(I 1 - R”(B) eine m 1 - R(B) eis I> ’ n=o (3.1) 
is uniformly bounded from zero for 0 E [- 8, a”]. Using continuity of 
R”(B), choose 6, , 0 < 8, < min{6’, S”> so that R”(B) < 0 for 0 E [- 6, , SJ. 
The conditions on R(8) then imply that R(B) is strictly increasing on [ - 6, , 0] 
and strictly decreasing on [0, SJ. S ince 1 - R(0) is bounded from 0 for 
0 E [- a’, - S,] u [6, , S”], it suffices to show that the sequence of functions 
(3.1) is uniformly bounded away from zero for 0 E [- 6, , S,]. Choose an 
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integer N such that rr/2N < 6,. Now let n > N and suppose 
0 E [- n/2n, n/2n]. Then 
and so 
-- ; <kt9$- for k = 1, 2,..., n 
cos kB > 0 for k = 1, 2 ,..., n. 
Therefore if 0 E [- r/2n, m/2n] and n > N, then: 
Re 
[ 
1 - P(0) eine 
1 - R(B) eie I 
= I + R(e) cos e + Rye) ~0~ 28 
+ ..- + Rye) coscn - 1) e > 1. 
Thus the problem can be reduced to showing that the sequence (B,JzsN 
is bounded from zero where B, is the minimum of the function, 
1 - Rye) eina 
1 - R(e) ere ’ for +s,,-&J[&,s,]. 
Now note that 
1 - R%(e) eine s > [l - Rye)]2 1 - Rye) 
1 - R(e) eie I [ ’ I - Rye) I[ 1 - 2zqe) cos e + w(e) I * 
The function in the second brackets is the ratio of two continuous functions 
which are both positive on [- 6, , 0) u (0, S,]. The limit as 8 --+ 0 of this 
function can be calculated by L’Hospital’s Rule and turns out to be 
- F(O) > 0. So the second factor above is positive and bounded from 
zero on [- 6, , S,]. Therefore the proof will be complete if it can be shown 
that the sequence (C,J~=‘=, is bounded from zero where C, is the minimum 
of the function 
[i - P(e)]2 
[i - Rye)] * for ~+sl,-&]u[~,sl]. 
At this time it is convenient to introduce the function F,[x] where x is a 
real variable and 
Fn[x] = (l - XR)2 
l-9 ’ 
71 = 1, 2,...; 
F,[l] is defined by continuity to be zero. The derivative of FJx] is given by: 
Fn’EX] = 2x(1 - x”) 
(1 _ $)2 - PAxI 
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where 
P,[x] = (fz - 1) xn - nxn-2 + 1. 
If 7t > 3, P,[x] is a polynomial with two variations of sign and a real zero 
at x = 1. By Descartes’ rule of signs, P,[x] has one and only one more 
positive zero, say x, . Since P,[x] is easily shown to be positive for x > 1, x,, 
must lie in the open interval (0, 1). N ow since P,[O] = 1 and there are no 
zeros of P,[x] in the interval [0, x,J, it must be that P,[x] > 0 for x E [0, x,). 
Also since P,[x] has no zeros in the interval (x, , l), it must be that either 
P,[x] > 0 for all x E (x, , 1) or P,[x] < 0 for all x E (x, , 1). Since P,[l] = 0 
and P,‘[l] is easily shown to be positive, it follows that P,[x] < 0 for x < 1 
and x sufficiently near 1. Therefore P,[x] < 0 for x E (x, , 1). Now note that 
for 0 < x < 1 the sign of F,,‘[x] is the same as the sign of P,[x]. It follows 
that for IZ > 3, F,[x] is strictly increasing on [0, xn] and strictly decreasing 
on [x, , 11. So for n 3 3, F,[x] has exactly one relative maximum on the 
interval [0, l] which occurs at x, , and no relative minimum on the interval 
(0, 1). Therefore if [a, b] C [0, 11, then the minimum of F,[x] for x E [a, b] 
must occur either at a or b [otherwise F,[x] would have a relative minimum 
occurring at some point in (a, b)]. Recall that R(B) is strictly increasing on 
[ - 6, , 0] and strictly decreasing on [0, S,]. So 0 E [- 6, , - 7r/2n] if and 
only if 
R(e) E [Iz(- M R (- &)] C LO, 11, 
and 0 E [n/272, S,] if and only if 
W) E [RW, R (&)I C [O, 11. 
Note that 
L1 - R”(e)]2 = F [R(e)] 
[l - R”(e)] n . 
It is then clear that for n > max(iV, 3) the minimum of the function 
[l - Rye)]” 
[l - R2(@l 
for e E [- 6, , - 42n] equals the minimum of the function F,[x] for 
x E l’R(- h), R(- 7r/2n)], which in turn equals min 
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Similarly the minimum of 
equals min (F,[R(Sr)], F,[R(?r/2n)]}. Therefore, if n 2 max{N, 3): 
Since R(6,) < 1 and R(- 6,) < 1, the sequences, (F,[R(- S,)])~~N and 
(FnPW,)1>Lv 9 are clearly bounded from zero. So it only remains to show 
that the sequences, (F,[R(- rr/2n)])~zN and (F,[R(m/2n)])~==, , are bounded 
from zero. This can be accomplished by showing that these sequences have 
nonzero limits. To do this first observe that 
After some rather tedious manipulations involving L’Hospital’s Rule, this 
last limit turns out to be - (n2/16)R”(0) # 0. A similar computation for the 
limit of the other sequence in question completes the proof of the theorem. 
4. PROOF OF THEOREMS 2.1 AND 2.2. 
Let wnk = exp(2r&/(n + 1)) and 
z nk = d(Wnk), K = 0, l,..., 11. 
The classical Lagrange formula for L, is 
where 
Curtiss [5] has shown that the conclusion of Theorem 2.2 is true (for all f 
continuous on r) if and only if the sequence 
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is uniformly bounded on compact subsets of int F. It is shown in [3] (see also 
[12]) that w&Y)/c”+~ + - 1 uniformly for z on compact subsets of int F. 
It follows that the conclusion of Theorem 2.2 is true if and only if the 
sequence, 
(4-l) 
is bounded. Now consider the complex-valued function of two complex 
variables defined by 
s#l 
s= 1. 
Choose rr so that r, < ti2 < 1. ThenF(w, S) is an analytic function of the two 
complex variables and hence continuous on {w : 1 w 1 > ri} x {S : 1 s 1 > rr}. 
The univalence of X$(W) for 1 w 1 > 1 implies that F(w, S) vanishes on the set 
{w : 1 w I > l} x {s : I s I > l} if and only if s = 1 and 
w E{Wl ,..., We} = {w : I w I = 1 and+‘(w) = O}. 
Now define the functions G,(w) as follows: 
G,(w) = w9’(w) ; n = 1, 2,... . 
fi F(w, wn5) 
j=o 
G,(w) is analytic for I w I >, 1 (G,(w) is defined by continuity when 




= & G(w,d; O<k<n, 71 = 1, 2,... 
Proof. List the (n + l)-st roots of unity in the order wnk, w”,~+~ ,..., 
w,,+, . Then w~‘(z& can be written: 
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It follows that 
where, if +‘(wnk) = 0, then +‘(wnk) 1 +‘(w,J is to be replaced by 1. The 
lemma follows from the definitions of F(w, S) and GJw), and the fact that 
fJ (1 - wnd = n + 1. 
The goal of the rest of the proof is to establish that the sequence (G,(w)) 
is uniformly bounded for 1 w 1 = 1 if and only if strict inequality holds in 
(2.1). In view of Lemma 4.1 and the discussion preceding it, the proof of 
Theorem 2.2 will then be complete. It will first be established (Lemma 4.2) 
that (G,(w)) is uniformly bounded on any subset of / w 1 = 1 such that the 
distance from the subset to the points wi ,..., w, is positive. To do this, 
strict inequality in (2.1) will not be needed. To establish that (G,(w)) is 
uniformly bounded on the remainder of ( w 1 = 1 is much more delicate and 
it is here that strict inequality in (2.1) will be needed. 
To discuss the subsets / w 1 = 1 which are at positive distance from 
w1 >-*‘, wN , it will be convenient to introduce the following notation: If 
l > 0 and 
E < min I 
1 WK - wJ 1 
2 
;K# Jandl <K,J<N , 
then T, will denote the subset of I w I = 1 formed by removing the open arcs, 
{w:Iwj=landIw-wKl<~) K = l,..., N. 
With E so restricted T, is a closed subset of {w : I w / = l} - {wl ,..., wN}. 
LEMMA 4.2. If E > 0 is restricted as in the above notation then there exists 
M, > 0 such that 1 G,(w)1 < MC for all w E T, . 
Proof. We first show that there exists yr , 0 < yr < 1, such that for each 
w E T, , F(w, s) is analytic in s and does not vanish for 1 s I > Y< . For if such 
a number did not exist, then sequences (w,) C T, and {s,), 
1 - l/n < 1 s, / < 1, would exist such that F(w, , s,) = 0. Choosing subse- 
quences, if necessary, it could be assumed that numbers w* E T, and s*, 
I s* [ = 1, exist such that w, -+ w* and sn + s*. By continuity F(w*, s*) = 0 
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which, as noted before, can happen only if w* E {wi ,..., wN) and s* = 1. 
Since w* E T, this contradiction establishes the existence of the required r, . 
Now, noting that F(w, co) = w, it follows that for each w E T, a branch 
of log F(w, s) can be defined which is analytic in s for 1 s 1 > I, and has the 
following Laurent expansion in powers of s: 
Cl(W) logF(w, s) = log w + - 44 s +s,+-3 s 3 1’6, 
where 
s-1 log F(w, s) ds. 
I.S/=rc 
Now 1 F(w, s)l has a finite maximum and a nonzero minimum on the set 
T, x {s : 1 s 1 = rE} and so there exists M,’ > 0 such that / log F(w, s)l < M,’ 
for w E T, and I s I = Y, . By estimating the above integral it follows that for 
all w E T, , j c,(w)/ < Metrem. Now recall the following property of the roots 
of unity: 
&4j=~~‘+1; ;; ;?Y;;;;;; 
i=o 
Using this property and the above Laurent expansion, it follows that for 
all w E T, , 
i logF(w, wnj) = (n + 1) [log w + cn+dw) + %(n+dw) -t ..-I. 
j=o 
Therefore, if w E T, , then 
1 Re f. logF(w, wnd 1 < (n + 1) [I cn+MI + I c~(~+&JY + **.I 
j=O 
< (n + 1) W’y:+’ 
1 - ye+1 - c 
From this it follows that the sequence (ny=, F(w, w,J)~-~ is uniformly 
bounded from zero for w E T, . The lemma now follows from the definition 
of G,(w). 
In view of Lemma 4.2 the sequence of functions (G,(w)) is uniformly 
bounded for 1 w 1 = 1 if and only if for each K = l,..., N there exists 
rlK > 0 such that (G,(w)) is uniformly bounded on each of the arcs 
{w : 1 w 1 = 1 and I w - wX 1 < qK}. The remainder of the proof will show 
that these numbers, TV, exist if and only if strict inequality holds in (2.1). 
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Applying the Weierstrass Preparation Theorem ([11], p. 167), we obtain 
that for each K = I,... , N there exists cP > 0 such that if (w, s) belongs to the 
set 
then 
(w : j w - WK 1 < EK) x {s : j .f - 1 1 < +‘}, 
F(w> d = b -fKtw)I HK(w, s, (4.2) 
where gz(w) is analytic for / w - w, / < cK and gK(w) - 1 has a simple 
zero at w = w,; and HK(w, s) is nonvanishing and analytic on 
{w : 1 w - WK 1 < +} x {s : 1 s - 1 / < CK). 
In order to apply the above mentioned theorem it should be noted that: 
F(WK P 1) =o, F(wK,s)+O 
for s in some neighborhood of s = 1, and the zero of F(wK , s) at s = 1 is 
simple since, by Theorem 2.1, $“(wK) # 0. Now for each K = 1 ,..., N define 
XK(U’, s) zzz F(wy 4 
1 kkw *  
S 
LEMMA 4.3. For each K = l,..., N there exists Ed* > 0 such that the 




n xKcw, wni) 
j=O ?kl 
is uniformly bounded from zero and uniformly bounded for w belonging to the arc 
{w : 1 w j = 1 and I w - wK 1 < Ed*}. 
Proof. For each K = l,..., N choose l g*, 0 < cK* < cK, so that if 
I w - w, / < l K*, then 1 gK(w) - 1 1 < eK/2. Now for each fixed w with 
I w - w, 1 < eK*, xK(w, s) is analytic in s for j s 1 2 rl . To see this first 
note that if 1 s - 1 1 > eK, then 1 - gK(w)/s # 0 since equality would imply 
that 
4 > 1 g,(w) - 1 1 = 1 s - 1 I; 
if /s-ll<eK, then (4.2) shows that xz(w, s) = sHK(w, s). A similar 
argument with the roles of w and s interchanged establishes the fact that 
xK(w, s) is analytic on 
{w : 1 w - wK I < eK*} X {s : 1 s / > rl}. 
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The proof of this lemma now is similar to the proof of Lemma 4.2. We shall 
indicate only the first step and then leave it to the reader to supply the 
remainder. The first step is to observe that there exists rK*, rr < I~* < 1, 
such that for each w belonging to the arc {w : 1 w 1 = 1 and 1 w - w, 1 < zK*} 
x&4 s) # 0 for I s I 2 rK *. For if such a number did not exist then, arguing 
as before, there would exist numbers w* and s* such that 1 w* 1 == 1 s* 1 = 1, 
) w* - wK / < Ed*, and xK(w*, s*) = 0. This is impossible if 1 s* - 1 1 < l K 
because in this case xK(w*, s*) = s*HK(w*, s*) # 0; but it is also impossible 
if 1 s* - 1 1 > l K because F(w, s) # 0 if I w j = 1 s j = 1 and s # 1. 
LEMMA 4.4. The sequence (G,(w)) is uniformly bounded for 1 w I = 1 if 
and only if, for each K = l,..., N, there exists rlK, 0 < qK < cg* , such that the 
sequence 
( 
1 - &&4 O” 
1 - kK(w)l”+l > n=1 
is uniformly boundedfor w belonging to the arc {w : 1 w I = 1 and ) w - w, I < ~3. 
Proof. If I w - w, I < Ed*, then G,(w) can be written: 
The first factor in the numerator is continuous and nonvanishing 
/ w - wK 1 < eK* since 
for 
we4 ce, 1) 1 -g&) = 1 - gK(w) = cHdw, 1). 
The lemma now follows from Lemma 4.3 and the remark following Lemma 
4.2. 
In the light of this lemma, we now proceed to examine the behavior ofg,(w) 
for / w 1 = 1 and I w - wK I < Ed*. We begin with some notation. For each 
K=l ,..., N choose & so that w, = exp(ih,) and let p,v = 2 arcsin (~,*/2), 
0 < cc~ < r. As h traverses the interval [hK - Pi, h, + ~~1 from left to right, 
the point w = exp(iX) traverses the arc, {w : 1 w I = 1 and I w - wK 1 < Ed*}, 
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in the positive direction on 1 w / = 1. Now for each K = l,..., N define real- 
valued functions x&I) and y&) as follows: 
LEMMA 4.5. The functions x&i) and y&) are infinitely d@mntiable and 
satisfy these conditions : 
(3) x2(&) = 2 Re [y$(rKT) - 1] . 
Proof. Condition (1) and the differentiability of x&) and y&) follow 
immediately from the properties of g*(w). To establish (2) first note that 
(4.2) implies: 
c&%d4) = C(w) for lw-%I <EK. 
Differentiating this identity twice and substituting w = w, into the resulting 
identity gives: [l + e~~gk(w~)]~ = 1. Therefore either gi(wK) = 0 or 
&k’(eo,) = - 2/w, ? and since gK(w) - 1 has a simple zero at w, the latter 
choice is correct. Condition (2) now follows since 
xK’(AK) + iyK’(hK) = iwKgK’(wK) = - 2i. 
Condition (3) is established by substituting w = w, into the identity obtained 
after three successive differentiations of +(wgK(w)) = $(w). We shall leave 
the details to the reader. 
LEMMA 4.6. For each K = 1, . . . . N there exists qK , 0 < qK < Ed* such 
that the set 
can be written as 
{t : t = l&(B) exp(itQ, - SK’ < 0 < Sg) 
where 0 < Sk, Sk < t+, and I&(B) is a function which satisfies: I&(0) is 
infinitely differentiable for 
and 
e E [- SK’, %I, MO) = 1, 
0 < RK(e) < i ;f e E [- s,‘, 0) u (0, s;;l. 
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Proof. Define 
h,(h) = arctan 
where - nj2 < h,(h) < 9~12. Recalling how cK* was chosen in Lemma 4.3 
we have that 
/ 1 - +&)I < 1 1 - g,(@)I < f . 
We may certainly assume l K < 1. Therefore 1 +#)I > i and so hi(h) is 
infinitely differentiable for h E [AK - pK, h K + pK]. It is readily checked with 
the aid of Lemma 4.5 that hK’(hK) = - 2. Using the continuity of AK’(h) 
there exists uK, 0 < UK < pK, such that 0 = h,(A) is strictly decreasing on 
PK-~KY K h + UK]. Therefore h;;‘(B) is defined and infinitely differentiable 
for 8 E [- SK’, S;;l where - SK’ = hK(hx + uK) and SL = hK(hK - uK). Let 
7; = 2 sin(uK/2) and observe that as 6 traverses the interval [- SK’, Sk] 
from left to right, X = h;‘(B) traverses the interval [AK - a,, XK + uK] from 
right to left, and the point w = exp(ih) traverses the arc {w : ] 20 1 = 1 and 
I w - wK 1 < vK} in the negative direction on I w 1 = 1. From this discussion 
it follows that the composite 
RK(e) = dxKz(A) + yK2(') i,+,,, 
is infinitely differentiable for 0 E [- SK’, S;tr] and that 
AK = {t : t = RK(e) exp(ie), - SK’ < e < 6;). 
Also &(O) = 1 g&K)\ = 1. N ow note that if 6 E [- SK’, 0) u (0, Sk], then 
exp(i0) # 1 and so, with h = h&l(B), 
RK(e) exp(i0) = g,(exp(iX)) f 1. 
As noted before gi(w), w = exp(ih), satisfies the equation, $(wgK(w)) = $(w). 
The univalence of C(w) for I w ] > 1 then implies that 
RK(e) = I gK(exp(ih))l < l. 
By referring to Lemmas 4.4 and 4.6, and Theorem 3.2, it can now be 
seen that (G,(w)) is uniformly bounded for 1 w I = 1 if and only if R;(O) < 0, 
K = l,..., N. Moreover the discussion preceding Theorem 3.2 implies that 
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R;(O) < 0, K = l,..., N. With the aid of Lemma 4.5 a routine calculation 
shows that 
This completes the proof of Theorem 2.1 and 2.2. 
5. FINAL REMARKS 
As was indicated in the beginning of Section 4, the convergence problem 
for Wf; 4) whenf( x is continuous on r and s, is the (n + l)-st set of ) 
FejCr points on r can be reduced to determining whether or not the sequence 
(4.1) is bounded. This paper established that (4.1) is bounded for curves 
I’ E@*. Since a cusp seems to be a particularly unfavorable type of corner 
for establishing the boundedness of (4. l), it seems plausible that Theorem 2.2 
could be extended to include polygons or, more generally, piecewise analytic 
curves with nonzero angle corners. 
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