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Abstract
Neural network learning is typically slow since backpropagation needs to compute
full gradients and backpropagate them across multiple layers. Despite its success
of existing work in accelerating propagation through sparseness, the relevant theo-
retical characteristics remain unexplored and we empirically find that they suffer
from the loss of information contained in unpropagated gradients. To tackle these
problems, in this work, we present a unified sparse backpropagation framework
and provide a detailed analysis of its theoretical characteristics. Analysis reveals
that when applied to a multilayer perceptron, our framework essentially performs
gradient descent using an estimated gradient similar enough to the true gradient,
resulting in convergence in probability under certain conditions. Furthermore, a
simple yet effective algorithm named memorized sparse backpropagation (MSBP)
is proposed to remedy the problem of information loss by storing unpropagated
gradients in memory for the next learning. The experiments demonstrate that the
proposed MSBP is able to effectively alleviate the information loss in traditional
sparse backpropagation while achieving comparable acceleration.
1 Introduction
Training neural networks tends to be time-consuming [8, 16, 19], especially for architectures with
a large number of learnable model parameters. An important reason why neural network learning
is typically slow is that backpropagation requires the calculation of full gradients and updates all
parameters in each learning step [23]. As deep networks with massive parameters become more
prevalent, more and more efforts are devoted to accelerating the process of backpropagation. Among
existing efforts, a prominent research line is sparse backpropagation [23, 26, 28], which aims at
sparsifying the full gradient vector to achieve significant savings on computational cost.
One effective solution for sparse backpropagation is top-k sparseness, which only keeps k elements
with the largest magnitude in the gradient vector and backpropagates them across different layers.
For instance, meProp [23] employs the top-k sparseness to compute only a very small but critical
portion of the gradient information and update corresponding model parameters for the linear
transformation. Going a step further, [26] implements the top-k sparseness for backpropagation on
convolutional neural networks. Experimental results demonstrate that these methods can achieve
significant acceleration of the backpropagation process. However, despite its success in saving
computational cost, the top-k sparseness for backpropagation still suffers from some intractable
drawbacks, elaborated on as follows.
On the theoretical side, the theoretical characteristics of sparse backpropagation, especially for top-k
sparseness [22, 23, 26], have not been explored. Most previous work focuses on illustrating empirical
explanations, rather than providing powerful theoretical guarantees. Towards filling this gap, we
first present a unified sparse backpropagation framework, of which some existing work [23, 26] can
prove to be special cases. Furthermore, we analyze the theoretical characteristics of the proposed
framework, which provides theoretical explanations for some related work [22, 23, 26]. The relevant
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analysis illustrates that when applied to a multilayer perceptron, the proposed framework essentially
employs an estimated gradient similar enough to the true gradient to perform gradient descent, which
leads to convergence in probability under certain conditions.
On the empirical side, we find that top-k sparseness for backpropagation tends to result in the loss
of information contained in unpropagated gradients. Although it can propagate the most crucial
gradient information by keeping only k elements with the largest magnitude in the gradient vector,
the unpropagated gradient may also contain a certain amount of useful information. Such information
loss usually results in some adverse effects like poor stability in model performance.1 To remedy
this, we propose memorized sparse backpropagation (MSBP), which stores unpropagated gradients
in memory for the next learning while propagating a critical portion of the gradient information.
Compared to the previous work [23, 26], the proposed MSBP is capable of alleviating the information
loss with the memory mechanism, thus improves model performance significantly. To sum up, the
main contributions of this work are two-fold:
1. We present a unified sparse backpropagation framework and prove that some existing
methods [23, 26] are special cases under this framework. In addition, the theoretical
characteristics of the proposed framework are analyzed in detail to provide theoretical
guarantees for related work.
2. We propose memorized sparse backpropagation, which aims at alleviating the information
loss by storing unpropagated gradients in memory for the next learning. The experiments
demonstrate that our approach is able to effectively alleviate the information loss while
achieving comparable acceleration.
2 Preliminary
This section presents some preliminary preparations. Given the dataset D = {(x,y)}, the training
loss of an input instance x is defined as `
(
w; (x,y)
)
, where w denotes the learnable model parameters
and `(·, ·) is some loss function such as `2 or logistic loss. Further, the training loss on the whole
dataset D is defined as `(w;D) = 1|D|
∑
(x,y)∈D `
(
w; (x,y)
)
. We represent the angle between the
vector a and the vector b as 〈a,b〉 ∈ [0, pi].
Definition 1 (Convex-smooth angle). If the training loss ` = `(w;D) on the dataset D is µ-
strongly convex and L-smooth for parameter vector w, the convex-smooth angle of ` is defined as
φ(`) = arccos(
√
µ/L) ∈ (0, pi2 ).2
Definition 2 (Gradient estimation angle). For any vector v and training loss ` on an instance or whole
dataset, we use gv to represent an estimation of the true gradient ∂`∂v . Then, the gradient estimation
angle between the estimated gradient gv and the true gradient ∂`∂v is defined as δ(v) = 〈gv, ∂`∂v 〉.3
Definition 3 (Sparsifying function). Given an integer k ∈ [0, n], the function SIk(·) is defined as
SIk(v) = Ik(v) v, where v ∈ Rn is the input vector, and Ik(v) is a binary vector consisting of k
ones and n− k zeros determined by v. If SIk(v) satisfies 〈SIk(v),v〉 ≤ arccos(
√
k/n) for any v,
we call SIk(v) sparsifying function and define its sparse ratio as r = k/n.
Definition 4 (topk). Given an integer k ∈ [0, n], for vector v = (v1, · · · , vn)T ∈ Rn where
|vpi1 | ≥ · · · ≥ |vpin |, the topk function is defined as topk(v) = Ik(v) v, where the i-th element of
Ik(v) is I(i ∈ {pi1, · · · , pik}). In other words, the topk function only preserves k elements with the
largest magnitude in the input vector.
It is easy to verify that topk is a special sparsifying function (see Appendix.D.3).
1The model performance means task-specific evaluation scores, such as accuracy on classification tasks.
2The condition µ < L is always True. Please refer to Appendix.D.2 for the details.
3After both the training loss ` and the estimation method of the gradient are defined, the gradient estimation
angle δ(v) depends only on v.
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3 A Unified Sparse Backpropagation Framework
This section presents a unified framework for sparse backpropagation, which can be used to explain
some existing representative approaches [23, 26]. We first define the EGD algorithm in Section 3.1)
and then formally introduce the proposed framework in Section 3.2.
3.1 Estimated Gradient Descent
Here we introduce the definition of the estimated gradient descent algorithm, which provides a
framework for analyzing the convergence of sparse backpropagation.
Definition 5 (EGD). Suppose ` = `(w;D) is the training loss defined on the dataset D and w ∈ Rn
is the parameter vector to learn. The estimated gradient descent (EGD) algorithm adopts the
following parameter update:
wt+1 = wt − ηtgwt (1)
where wt is the parameter at time-step t, ηt > 0 is the learning rate, and gwt is an estimation of the
true gradient ∂`∂wt for parameter updates.
Some existing optimizers can be regarded as special cases of EGD. For instance, when gwt is defined
as the true gradient ∂`∂wt , EGD is essentially the gradient descent (GD) algorithm. Several other works
(e.g. Adam [10], AdaDelta [27]) can also be summarized as different expressions of EGD when gwt
is implemented as different estimates. More importantly, the sparse backpropagation employs the
estimated gradient to approximate the true gradient for model training in essence, which can also be
regarded as a special case of EGD. This connection casts the cornerstone of subsequent theoretical
analysis of sparse backpropagation.
In this work, we theoretically prove that once the gradient estimation angle δ(wt) of the parameter
wt satisfies certain conditions for each time-step t, the EGD algorithm can converge to the global
minima w∗ under some reasonable assumptions. This conclusion is demonstrated in Theorem 3.
Readers can refer to Appendix.E for the detailed proofs and we discuss the convergence speed of
EGD in Appendix.G.
Theorem 1 (Convergence of EGD). Suppose wt is the parameter vector, w∗ is the global minima,
and training loss ` = `(w;D) defined on the dataset D is µ-strongly convex and L−smooth. When
applying the EGD algorithm to minimize `, if the gradient estimation angle δ(wt) of wt satisfies
δ(wt) + φ(`) ≤ θ < pi/2, then there exists learning rate ηt > 0 for each time-step t such that
‖wt+1 −w∗‖ ≤ sin θ‖wt −w∗‖ (2)
For the given training loss ` = `(w;D), φ(`) is a fixed value. Therefore, the above theorem
demonstrates that the EGD algorithm can converge to the global minima w∗ when the angle δ(wt)
between the estimated gradient gwt and the true gradient
∂`
∂wt
is small enough at each time-step.
3.2 Proposed Unified Sparse Backpropagation
In this section, we present a unified sparse backpropagation framework via sparsifying function
(Definition 8). The core idea is that when performing backpropagation, the gradients propagated
from the next layer are sparsified to achieve acceleration. Algorithm 1 presents the pseudo code of
our unified sparse backpropagation framework, which is described in detail as follows.
Considering that a computation unit composed of one linear transformation and one activation function
is the cornerstone of various neural networks, we elaborate on our unified sparse backpropagation
framework based on such a computational unit:
h = Wx, z = σ(h) (3)
where x ∈ Rn is the input vector, W ∈ Rm×n is the parameter matrix, and σ(·) : Rm → Rm
denotes a pointwise activation function. Then, the original backpropagation computes the gradient of
the parameter matrix W and the input vector x as follows:
∂`
∂h
=
∂`
∂z
 σ′(h), ∂`
∂W
=
∂`
∂h
xT,
∂`
∂x
= WT
∂`
∂h
(4)
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Algorithm 1 Unified sparse backpropagation
learning for a linear layer
1: Initialize learnable parameter W
2: /* No memory here. */
3: while training do
4: /* forward */
5: Get input of this layer x
6: h←Wx
7: z← σ(h)
8: Propagate z to the next layer
9: /* backward */
10: Get ∂`
∂z
propagated from the next layer
11: ∂`
∂h
← σ′(h) ∂`
∂z
12: g← SIk ( ∂`∂h )
13: /* Drop unpropagated part of ∂`
∂h
. */
14: ∂`
∂W
← gxT
15: ∂`
∂x
←WTg
16: Backpropagate ∂`
∂x
to the previous layer.
17: /* update */
18: Update W with ∂`
∂W
19: end while
Algorithm 2 Memorized sparse backpropagation
learning for a linear layer
1: Initialize learnable parameterW
2: Initialize gradient memory m← 0
3: while training do
4: /* forward */
5: Get input of this layer x
6: h←Wx
7: z← σ(h)
8: Propagate z to the next layer
9: /* backward */
10: Get ∂`
∂z
propagated from the next layer
11: ∂`
∂h
← σ′(h) ∂`
∂z
12: g← SIk ( ∂`∂h +m)
13: m← γ( ∂`
∂h
+m− g)
14: ∂`
∂W
← gxT
15: ∂`
∂x
←WTg
16: Backpropagate ∂`
∂x
to the previous layer
17: /* update */
18: Update W with ∂`
∂W
19: end while
In the proposed unified sparse backpropagation framework, the sparsifying function (Definition 8) is
utilized to sparsify the gradient ∂`∂h propagated from the next layer and propagates them through the
gradient computation graph according to the chain rule. Note that ∂`∂h is also an estimated gradient
passed from the next layer. The gradient estimations are finally performed as follows:
∂`
∂h
← ∂`
∂z
 σ′(h), ∂`
∂W
← SIk
(
∂`
∂h
)
xT,
∂`
∂x
←WTSIk
(
∂`
∂h
)
(5)
Since topk is a special sparsifying function (see Section 2), some existing approaches (e.g., me-
Prop [23], meProp-CNN [26]) based on the top-k sparseness can be regarded as special cases of our
framework. Dependended on the specific task, the sparsifying function can be defined as the different
expression to improve model performance.
However, an intractable challenge for sparse backpropagation is the lack of theoretical analysis. To
remedy this, here we analyze the theoretical characteristics of the proposed framework. With the fact
that sparse backpropagation is a special case of EGD (Section 3.1), we theoretically illustrate that
when applied to a multi-layer perceptron (MLP), the proposed framework can converge to the global
minima in probability under several reasonable conditions, which is formalized in Theorem 4.
Theorem 2 (Convergence of unified sparse backpropagation). For an ideal4 datasetD, if the training
loss ` = `(w;D) is µ-strongly convex and L−smooth, when applying the unified sparse backpropa-
gation to train a MLP5, there exists a sparse ratio r ∈ (0, 1) and learning rates ηt such that wt can
converge to the global minima w∗ if we set the sparse ratio of sparsifying functions to r.
The crucial idea to prove the above theorem is illustrating that the angle between the sparse gradient
and the true full gradient is small enough for sparse backpropagation. Under this circumstance,
the condition of the gradient estimation angle in Theorem 3 is satisfied, leading to the desired
convergence in probability. Readers can refer to Appendix.F for the detailed proofs.
Although Theorem 4 is constrained by the base architecture of multi-layer perceptron and several
additional conditions, it is able to provide a degree of theoretical guarantee for the proposed unified
sparse backpropagation framework. Our efforts in these theoretical analyses are valuable because they
help explain the effectiveness of not only our framework but also some existing approaches [23, 26]
on the theoretical side.
4It means that |D| is large enough and data instance (x,y) ∈ D obeys independent and identical distribution
5There are several trivial constraints on MLP. Please refer to Appendix.D.5 for more details.
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4 Memorized Sparse Backpropagation
Although traditional sparse backpropagation is able to achieve significant acceleration by keeping
only part of elements in the full gradient, the unpropagated gradient may also contain a certain amount
of useful information. We empirically find that such information loss tends to bring negative effects
(e.g., performance degradation in extremely sparse scenarios, poor stability in performance). To
remedy this, here we propose memorized sparse backpropagation (MSBP), which aims at alleviating
the information loss by storing unpropagated gradients in memory for the next learning.
The core component of the proposed MSBP is the memory mechanism, which enables MSBP to
store unpropagated gradients for the next learning while propagating a critical portion of the gradient
information. Formally, different from the unified sparse backpropagation in Section 3.2, we adopt the
following gradient estimations:
∂`
∂h
← ∂`
∂z
 σ′(h), ∂`
∂W
← SIk
(
∂`
∂h
+ m
)
xT,
∂`
∂x
←WTSIk
(
∂`
∂h
+ m
)
(6)
where SIk(·) is a given sparsifying function and m is the memory storing unpropagated gradients
from the last learning step. Then, the memory m is updated by the information of unpropagated
gradients at the current learning step. Formally,
m← γ
(
∂`
∂h
+ m− SIk
(
∂`
∂h
+ m
))
(7)
where γ ∈ (0, 1) is the memory ratio, a hyper-parameter controlling the ratio of memorizing
unpropagated gradients. When γ is set to 0, the proposed MSBP degenerates to the unified sparse
backpropagation that completely discards unpropagated gradients. Algorithm 2 presents the pseudo
code of MSBP. Before the model training begins, we initialize memory m to zero vector.
Table 1: The time and memory complexity
of backpropagation for a linear layer with
input size n and output size m. We adopt
topk as the sparsifying function.
Method Time Memory
Linear O(mn) O(mn)
+ SBP O(mk + n log k) O(mn)
+ MSBP O(mk + n log k) O(mn)
Intuitively, by storing unpropagated gradients with the
memory mechanism, the information loss in backprop-
agation due to sparseness can be alleviated. The exper-
iments also illustrate that the proposed MSBP is more
advantageous in various respects than approaches that
completely discards unpropagated gradients. In fact,
we find that for MSBP, the angle between the sparse
gradient and true full gradient tends to be small. Fur-
thermore, this angle is smaller than that in traditional
sparse backpropagation. According to theoretical anal-
ysis in Section 3, a smaller gradient estimation angle is
more conducive to model convergence. This observation explains the effectiveness of our MSBP to a
certain extent on the theoretical side. Readers can refer to Section 5.4 for a more detailed analysis.
Comparison to sparsified SGD with memory. A work that looks similar to this paper is sparsified
SGD with memory [21]. It calculates full gradients in backpropagation and sparsifiers gradients to
be communicated in a distributed system. Therefore, different from that we sparsify gradients in
backpropagation, the backpropagation process in [21] remains unchanged and cannot be accelerated.
Besides, [21] is an optimization approach that can only be used in distributed systems, while our
MSBP is a backpropagation framework that applies to both distributed and centralized systems.
5 Experiments
Following meProp [23], we adopt SIk(·) = topk(·) as the sparsifying function. For simplicity, we
use SBP to represent the traditional sparse backpropagation that completely discards unpropagated
gradients. Table 4 presents a comparison of time and memory complexity of traditional SBP and our
proposed MSBP. Readers can refer to Appendix.A for the detailed discussions.
5.1 Evaluation Tasks
We evaluate the proposed MSBP on several typical benchmark tasks in computer vision as well as
natural language processing. The baselines used for comparison on each task are also introduced.
Due to page limitations, we include all details of dataest and experimental settings in Appendix.B.
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Table 2: Results of time cost and evaluation scores on MNIST (left), Parsing (right-top), and POS-Tag
(right-bottom). h refers to the hidden size of MLP. r is the sparse ratio of sparsifying function and γ
denotes the memory ratio of our MSBP. BP (s) refers to the backpropagation time cost on CPU in
seconds (a× is compared to baseline). Acc and UAS denote the averaged accuracy and unlabeled
attachment score, respectively (+a/−a is compared to baseline).
MNIST BP (s) Acc (%)
Baseline MLP (h=500) 67.2 (1.00×) 97.86 (+0.00)
+ SBP (r=0.04) 6.6 (10.18×) 97.84 (-0.02)
+ MSBP (r=0.04, γ=0.8) 6.9 (9.74×) 98.23 (+0.37)
MNIST BP (s) Acc (%)
Baseline MLP(h=5000) 3667.5 (1.00×) 98.10 (+0.00)
+ SBP (r=0.002) 102.1 (35.92×) 96.22 (-1.90)
+ MSBP (r=0.002, γ=0.8) 104.7 (35.03×) 98.16 (+0.06)
Parsing BP (s) UAS (%)
Baseline MLP (h=500) 6447 (1.00×) 88.38 (+0.00)
+ SBP (r=0.04) 682 (9.46×) 88.59 (+0.21)
+ MSBP (r=0.04, γ=0.7) 684 (9.43×) 89.03 (+0.65)
POS-Tag BP (s) Acc (%)
Baseline LSTM (h=500) 11965 (1.00×) 97.27 (+0.00)
+ SBP (r=0.04) 1763 (6.79×) 97.34 (+0.07)
+ MSBP (r=0.04, γ=0.8) 1842 (6.50×) 97.50 (+0.23)
MNIST image recognition (MNIST): This task aims to recognize the numerical digit (0-9) of
each image and the evaluation metric is the accuracy of classification. We use the standard MNIST
handwritten digit dataset [12] and adopt a 3-layer MLP as the base model.
CIFAR-10 image recognition (CIFAR-10): Similar to MNIST, this task also performs image
classification with accuracy as the evaluation metric. We use the standard CIFAR-10 dataset [11] and
implement PreAct-ResNet-18 [6] as the base model.
Transition-based dependency parsing (Parsing): Following previous work, the dataset is selected
as English Penn TreeBank (PTB) [13] and the evaluation metric is unlabeled attachment score (UAS).
We implement a parser using MLP following [1] as the base model.
Part-of-speech tagging (POS-Tag): We use the standard benchmark dataset [3] derived from the
Penn Treebank corpus and the evaluation metric is per-word accuracy. We adopt a 2-layer bi-
directional LSTM (Bi-LSTM) as our base model.
Polarity classification and subjectivity classification: Both tasks are designed to perform sentence
classification, with accuracy as the evaluation metric. We use the dataset constructed by [14] and
implement TextCNN [9] as the base model.
5.2 Experimental Results
The experimental results on three tasks of MNIST, Parsing, and POS-Tag are shown in Table 2. We
conduct an in-depth analysis of the results from the following aspects.
Improving model performance. As shown in Table 2, the proposed MSBP achieves the best perfor-
mance on all tasks. For instance, on the parsing task, MSBP achieves 0.44% absolute improvement
over traditional SBP and also outperforms the base model by 0.65% in the UAS score. Considering
that our ultimate goal is to accelerate neural network learning while achieving comparable model
performance, such results are promising and gratifying. Compared to traditional SBP [23, 26], MSBP
employs the memory mechanism to store unpropagated gradients. This reduces the information loss
during backpropagation, leading to improvements in the model performance.
Accelerating backpropagation. In contrast to traditional SBP, our MSBP memorizes unpropagated
gradients to alleviate information loss. However, a potential issue is that the introduction of memory
containing unpropagated gradients may impair the acceleration of backpropagation. Table 4 illus-
trates that MSBP exhibits the same time complexity as traditional SBP. Here we further verify this
conclusion with experiments. As shown in Table 2, either traditional SBP or our proposed MSBP is
able to achieve great acceleration of backpropagation, and the latter shows only negligible increase in
computational cost compared to the former. This illustrates that our MBSP can achieve comparable
acceleration while improving model performance.
Applicability to extremely sparse scenarios. In sparse backpropagation, the sparse ratio r controls
the trade-off between acceleration and model performance. In pursuit of ultra-large acceleration, r
tends to be set extremely small in real-scenarios. However, we empirically find that traditional SBP
usually results in a significant degradation in model performance in this case. Table 2 shows that
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Table 3: Results of different approaches on deep CNNs (left) and shallow CNNs (right). Acc denotes
the averaged accuracy of all epochs instead of the best accuracy on the test set. Adam and SGD are
two representative optimizers. The detailed explanations of symbols can be found in Table 2.
CIFAR-10 (Adam) Acc (%)
Baseline PreAct-ResNet-18 93.69 (+0.00)
+ SBP (r=0.4) 92.94 (-0.75)
+ MSBP (r=0.4, γ=0.9) 93.95 (+0.26)
CIFAR-10 (SGD) Acc (%)
Baseline PreAct-ResNet-18 94.47 (+0.00)
+ SBP (r=0.4) 93.88 (-0.59)
+ MSBP (r=0.4, γ=0.9) 94.92 (+0.45)
Subjectivity Classification Acc (%)
Baseline TextCNN 93.66 (+0.00)
+ SBP (r=0.05) 93.77 (+0.11)
+ MSBP (r=0.05, γ=0.6) 93.80 (+0.14)
Polarity Classification Acc (%)
Baseline TextCNN 80.89 (+0.00)
+ SBP (r=0.05) 81.12 (+0.23)
+ MSBP (r=0.05, γ=0.3) 81.48 (+0.58)
traditional SBP brings a 1.90% reduction in accuracy on MNIST image classification for r = 0.002.
The reason is that for small r values, only a very small amount of gradient information is propagated.
Therefore, there exists serious information loss during backpropagation, leading to a significant
degradation in model performance. In contrast, results show that our MSBP is still effective in
these extremely sparse scenarios. With the memory mechanism, the current unpropagated gradient
information is stored for the next learning, reducing the information loss caused by sparseness.
5.3 Further In-Depth Analysis
In this section, we conduct further analysis of the proposed approach and experimental results.
Universality to base network architectures. Here we compare traditional SBP and the proposed
MSBP on the CNN base model to verify the universality of our approach. Results show that traditional
SBP improves the model performance on shallow CNNs (sentence classification) but fails on deeper
networks, e.g., PreAct-ResNet-18 (image classification). As shown in Table 3, traditional SBP suffers
from significant degradation of classification accuracy on CIFAR10 image classification. In contrast,
the proposed MSBP improves the performance of the base model on both sentence classification
and image classification. This demonstrates that our MSBP is universal, which applies to not only
different types of base networks, but also different depths of models.
Improvement in model stability. We find that our MSBP is also effective in improving model
stability, meaning that it contributes to reducing the variance of the model performance in repeated
experiments. To verify this conclusion, for each setting, we repeat 20 experiments on the MNIST
task with different random seeds. The mean and standard deviation of the accuracy of repeated
experiments are presented in Figure 1 and Figure 2 respectively. Results show that the traditional
SBP (γ = 0) suffers from poor model stability in repeated experiments, whose standard deviation is
nearly 1.7 times of the base model (MLP). In contrast, all experiments conducted with MSBP (γ 6= 0)
have better stability than traditional SBP and most of them are even better than the base model.
Insensitivity to hyper-parameters. As depicted in Figure 1, for the same k, MSBP (γ > 0) performs
better than traditional SBP [23] (γ = 0) regardless of the choice of γ. The difference in accuracy
between MSBP and traditional SBP ranges from 0.4% to 0.8%, while that between MSBP with
different γ settings lies between 0.1% to 0.3%. This illustrates that the performance of MSBP is not
very sensitive to γ compared to the improvement gained by the memory mechanism.
5.4 Why MSBP Works
As analyzed in Section 3, for sparse backpropagation, a smaller gradient estimate angle can better
guarantee the convergence of approach. Therefore, we show the averaged gradient estimate angle
calculated in the proposed MSBP and traditional SBP to empirically explain the effectiveness of our
method. As shown in Figure 3, higher k results in smaller gradient estimation angles and for the
same k, the gradient estimation angles in MSBP are smaller than that in SBP. This illustrates that by
employing the memory mechanism to store unpropagated gradients, the sparse gradient calculated by
our approach gives a more accurate estimate of true gradient, which is also consistent with results in
Figure 1. In addition, the gap between the gradient estimation angles of SBP and MSBP tends to be
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bigger for lower k because SBP suffers from the loss of unpropagated gradients more for lower k,
under which circumstances our proposal improves the performance more greatly.
5.5 Related Systems of Evaluation Tasks
Here we present evaluation scores of related systems on each task. Our MSBP can benefit complicated
base models to advance corresponding scores, but this is not the focus of this work. Therefore, we
adopt MLP, LSTM, and CNN as the base model, due to their crucial roles in deep learning.
For MLP, the MLP based approaches can achieve around 98% [2, 12] accuracy on MNIST, while
our method achieves 98.23%. For LSTM, the reported accuracy in existing approaches lies between
97.2% to 97.4% [4, 7, 25] on POS-Tag, whereas our method can achieve 97.50% accuracy. As
for shallow CNN model, TextCNN [9] reports around 81.3% and 93.4% on polarity classification
and subjectivity classification respectively, while our method achieves around 81.5% and 93.8%
respectively. For deep CNN model, the state-of-the-art approach reaches 96.53% accuracy [5] on
CIFAR-10. The prevalent ResNet architectures can achieve around 93%-94% and models based on
PreAct-ResNet can obtain around 95% [6], whilst our method achieves 94.92%.
6 Related Work
A prominent research line to accelerate backpropagation is sparse backpropagation, which strives to
save computational cost by sparsifying the full gradient vector. For instance, a hardware-oriented
structural sparsifying method [28] was invented for LSTM, which enforces a fixed level of sparsity in
the LSTM gate gradients, yielding block-based sparse gradient matrices. [23] proposed meProp for
linear transformation, which employs top-k sparseness to computes only a small but critical portion
of gradients and updates corresponding model parameters. Furthermore, [26] extended meProp to fit
more complicated models like CNN, so as to achieve significant computational benefits.
There also exist several efforts different from sparse backpropagation to accelerate network learning.
[24] proposed an adaptive acceleration strategy for backpropagation while [18] performed local
adaptation of parameter update based on error function. To speed up the computation of the softmax
layer, [8] utilized importance sampling to make the training more efficient. [20] presented dropout,
which improves training speed and reduces overfitting by randomly dropping units from the neural
network during training. From the perspective of distributed systems, [19] proposed a one-bit-
quantizing mechanism to reduce the communication cost between multiple machines.
7 Conclusion
This work presents a unified sparse backpropagation framework. Some previous representative ap-
proaches can be regarded as special cases of it. Besides, the theoretical characteristics of the proposed
framework are analyzed in detail to provide theoretical guarantees for the relevant methods. Going
a step further, we propose memorized sparse backpropagation (MSBP), which aims at alleviating
the information loss in tradition sparse backpropagation by utilizing the memory mechanism to
store unpropagated gradients. The experiments demonstrate that the proposed MSBP exhibits better
performance in both model performance and stability while achieving comparable acceleration.
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A Discussion of Complexity Information
Table 4: The time and memory complexity of backpropagation for a linear layer with input size n
and output size m. We adopt topk as the sparsifying function.
Method Time Memory
Linear O(mn) O(mn)
+ SBP O(mk + n log k) O(mn)
+ MSBP O(mk + n log k) O(mn)
Following meProp [23], we adopt SIk(·) = topk(·) as the sparsifying function. For simplicity, we
use SBP to represent the traditional sparse backpropagation that completely discards unpropagated
gradients. In contrast, our proposed memorized sparse backpropagation is denoted as MSBP. Table 4
presents a comparison of time and memory complexity of the two approaches.
Time complexity. The backpropagation process of the linear layer focuses on calculating gradients
of W and x, the time complexity of which is O(mn). The application of SBP consists of two
steps: finding top-k dimensions of the gradient of h using a maximum heap with time complexity of
O(n log k) and backpropagating only top-k dimensions of gradients with time complexity of O(mk).
The extra time cost of MSBP comes from adding the memory information into the gradient of h
and updating the memory. The time complexity of these two operations is O(n), which is negligible
compared to O(mk + n log k).
Memory complexity. The analysis of memory complexity is similar. The backpropagation of
the linear layer requires storing gradients of W and x, whose memory complexity is O(mn). For
traditional SBP, the memory complexity of finding top-k dimensions of the gradient of h with a
maximum heap isO(k), while the backpropagation of corresponding dimensions of gradients requires
no additional memory overhead. The extra memory cost of MSBP is the memory vector, the memory
complexities of which are both O(n) and negligible compared to O(mn).
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B Experiment Details
B.1 Datasets
MNIST image recognition (MNIST) The MNIST dataset [12] consists of 60,000 training hand-
written digit images and additional 10,000 test handwritten digit images. This aim of MNIST dataset
is to recognize the numerical digit (0-9) of each image. We split the training images into 5,000 devel-
opment images and 55,000 training images. The evaluation metric is the accuracy of the classification.
We adopt a 3-layer MLP model as a baseline.
CIFAR-10 image recognition (CIFAR-10) Similar to MNIST, the goal of this task is to predict
the category of each image. We conduct experiments on the CIFAR-10 dataset [11], which consists
of 50,000 training images and additional 10,000 test images. The evaluation metric is accuracy and
PreAct-ResNet-18 [6] is implemented as the base model.
Transition-based dependency parsing (Parsing) In this task, we use English Penn TreeBank
(PTB) [13] for experiments. We adopt sections 2-21 consisting of 39,832 sentences and 1,900,056
transition examples as the training set. Each transition example contains a parsing context and its
optimal transition action. The development set is selected as section 22 composed of 1,700 sentences
and 80,234 transition examples. The final test set is section 23 consisting of 2,416 sentences and
113,368 transition examples. We adopt the unlabeled attachment score (UAS) as the evaluation metric.
A parser using MLP in [1] is implemented as the base model.
Part-of-speech tagging (POS-Tag) In this task, we use the standard benchmark dataset derived
from Penn Treebank corpus [3]. We adopt sections 0-18 of the Wall Street Journal (WSJ) for training
(38,219 examples), and sections 22-24 for testing (5,462 examples). The evaluation metric is per-word
accuracy. We employ a 2-layer bi-directional LSTM (Bi-LSTM) as the base model. In addition, we
use 100-dim pre-trained GloVe [15] word embeddings.
Polarity classification and subjectivity classification In these two tasks, we implement the base
model as TextCNN [9]. We evaluate different approaches on the dataset in [14] and the evaluation
metric is the accuracy of classification.
B.2 Experimental Settings
MNIST, Parsing, and POS-Tag We train 20, 20, 10 epochs on three tasks of MNIST, Paring,
and POS-Tag, respectively. The batch size is set to 32, 1024, and 128, respectively. The dropout
probability is set to 0.1, 0.2, 0.5, respectively. We use the Adam optimizer [10] with the learning rate
10−3 on all three tasks.
CIFAR-10 For the CIFAR-10, we report the averaged accuracy on the test set of all epochs. The
batch size is set to 128 and the dropout probability is 0.5. We conduct experiments with SGD and
Adam two optimizers on this task. We apply a momentum [17] (with a weight decay of 5× 10−4 and
momentum value of 0.9) on SGD. For SGD, the initial learning rate is 0.1 and we use a multi-step
learning rate scheduler and the milestones are 150, 250 and the decay rate is 0.1. For Adam, the
initial learning rate is 10−3. Other hyper-parameters and optimizing techniques on CIFAR-10 are the
same as those in [6].
Polarity classification and subjectivity classification For these two tasks, we report the averaged
accuracy on the test set of all epochs. For the base model (TextCNN), the filter window sizes are 3, 4,
and 5, with 100 feature maps each. The batch size is set to 32. We conduct experiments with Adam
optimizer with a learning rate of 10−3.
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C Review of Definitions and Theorems in Paper
In this section, we review some important definitions and theorems introduced in the paper.
C.1 Definitions
This section presents several definitions. Given the dataset D = {(x,y)}, the training loss of an
input instance x is defined as `
(
w; (x,y)
)
, where w denotes the learnable model parameters and
`(·, ·) is some loss function such as `2 or logistic loss. Further, the training loss on the whole dataset
D is defined as `(w;D) = 1|D|
∑
(x,y)∈D `
(
w; (x,y)
)
. We represent the angle between the vector a
and the vector b as 〈a,b〉 ∈ [0, pi].
Definition 6 (Convex-smooth angle). If the training loss `(w;D) on the dataset D is µ-strongly
convex and L-smooth for parameter vector w, the convex-smooth angle of ` is defined as φ(`) =
arccos(
√
µ/L) ∈ (0, pi2 ).
Definition 7 (Gradient estimation angle). For any vector v and training loss ` on an instance or the
dataset, we use gv to represent an estimation of the true gradient ∂`∂v . Then, the gradient estimation
angle between the estimated gradient gv and the true gradient ∂`∂v is defined as δ(v) = 〈gv, ∂`∂v 〉.6
Definition 8 (Sparsifying function). Given an integer k ∈ [0, n], the function SIk(·) is defined as
SIk(v) = Ik(v) v, where v is the input vector, and Ik(v) is a binary vector consisting of k ones
and n − k zeros determined by v. If SIk(v) satisfies 〈SIk(v),v〉 ≤ arccos(
√
k/n) for any v, we
call SIk(v) as sparsifying function and define its sparse ratio as r = k/n.
Definition 9 (topk). Given an integer k, for vector v = (v1, · · · , vn)T ∈ Rn where |vpi1 | ≥ · · · ≥|vpin |, the topk function is defined as topk(v) = Ik(v)  v where the i-th element of Ik(v) is
I(i ∈ {pi1, · · · , pik}). In other words, the topk function only preserves k elements with the largest
magnitude in the input vector.
It is easy to verify that topk is a special sparsifying function (see Appendix.D.3.).
Definition 10 (EGD). Suppose ` = `(w;D) is the training loss defined on the dataset D and
w ∈ Rn is the parameter vector to learn. The estimated gradient descent (EGD) algorithm adopts
the following parameter update:
wt+1 = wt − ηtgwt (8)
where wt is the parameter at time-step t, ηt > 0 is the learning rate, and gwt is an estimation of the
true gradient ∂`∂wt for parameter updates.
C.2 Theorems
Theorem 3 (Convergence of EGD). Suppose wt is the parameter vector, w∗ is the global minima
and training loss ` = `(w;D) defined on the dataset D is µ-strongly convex and L−smooth. When
applying the EGD algorithm to minimize `, if the gradient estimation angle δ(wt) of wt satisfies
δ(wt) + φ(`) ≤ θ < pi/2, then there exists learning rate ηt > 0 for each time-step t such that
‖wt+1 −w∗‖ ≤ sin θ‖wt −w∗‖ (9)
Theorem 4 (Convergence of unified sparse backpropagation). For an ideal7 datasetD, if the training
loss ` = `(w;D) is µ-strongly convex and L−smooth, when applying the unified sparse backpropa-
gation framework to train a MLP8, there exists a sparse ratio r ∈ (0, 1) and learning rates ηt such
that wt can converge to the global minima w∗ if we set the sparse ratio of sparsifying functions to r.
6After both the training loss ` and the estimation method of the gradient are defined, the gradient estimation
angle δ(v) depends only on v.
7It means that |D| is large enough and data instance (x,y) ∈ D obeys independent and identical distribution
8There are several trivial constraints on MLP, please refer to Appendix.D.5 for more details.
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D Preparation and Lemmas
Here we introduce some key definitions and lemmas throughout the appendix. All vectors and
matrices are assumed to belong to the real number field. In Appendix, vectors (e.g. x,y) and matrices
(e.g. W,A) are in bold formatting.
D.1 Vectors
We first introduce two vector-related lemmas.
Lemma D.1. For any vectors a, b and c, we have
〈a,b〉 ≤ 〈a, c〉+ 〈b, c〉
Lemma D.2. For matrix A ∈ Rm×n (m ≥ n), suppose AAT is a positive definite matrix, the
eigenvalue decomposition of AAT is AAT = PΣPT ∈ Rm×m, Σ = diag{σ1, σ2, · · · σm} (σi > 0)
and P is an orthogonal matrix. We define σmin = min
i
σi and σmax = max
i
σi. If ρ ≥ σmaxσmin ≥ 1, for
any n-dimension vectors u and v, we have
cos〈ATu,ATv〉 ≥ ρ cos〈u, v〉+ 1− ρ
D.2 Loss Function
We define the loss function ` = `(w;D) as µ-strongly convex if for µ > 0,∇2`(x)  µI , where I
denotes identity matrix. If the loss function ` is µ-strongly convex , for any vectors a,b, we have
‖∇`(a)−∇`(b)‖ ≥ µ‖a− b‖ (10)
`(b) ≥ `(a) +∇`(a) · (b− a) + µ
2
‖b− a‖2 (11)
We define the loss function ` = `(w;D) as L-smooth if for L > 0,∇2`(x)  LI , where I denotes
identity matrix. If the loss function ` is L-smooth, for any vectors a,b, we have
‖∇`(a)−∇`(b)‖ ≤ L‖a− b‖ (12)
`(b) ≤ `(a) +∇`(a) · (b− a) + L
2
‖b− a‖2 (13)
For the loss function `, we define w∗ as its global minima. If ` is L-smooth, for any w, we have
`(w∗) ≤ `(w − 1
L
∇`(w)) (Because w∗ is the global minima) (14)
≤ `(w)−∇`(w) · 1
L
∇`(w) + L
2
‖ − 1
L
∇`(w)‖2 (Ineq. 13) (15)
= `(w)− 1
2L
||∇`(w)||2 (16)
From Eq. 12 and Eq. 13, we can see,
`(a) +∇`(a) · (b− a) + µ
2
‖b− a‖2 ≤ `(b) ≤ `(a) +∇`(a) · (b− a) + L
2
‖b− a‖2 (17)
in other words, µ ≤ L. When µ = L, we have `(b) = `(a)+∇`(a) · (b−a)+ L2 ‖b−a‖2, in other
words,when we set a = 0 = (0, 0, · · · , 0)T and b = x, `(x) = `(0) + `(a) · x + L2 ‖x‖2, where it
has a closed-form solution and is trival. Therefore, we assume in most cases, 0 < µ < L.
Back to the definition of convex-smooth angle, if the loss function ` is µ-strongly convex and
L-smooth (0 < µ < L), we can see the convex-smooth angle of ` is φ(`) = arccos
√
µ/L ∈ (0, pi2 ).
D.3 topk Function
We will prove the topk function is a special sparsifying function.
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Given an integer k ∈ [0, n], for vector v = (v1, · · · , vn)T ∈ Rn where |vpi1 | ≥ · · · ≥ |vpin |, the
topk function is defined as topk(v) = Ik(v)  v where the i-th element of Ik(v) is si = I(i ∈
{pi1, · · · , pik}). It is easy to verify that
cos〈topk(v),v〉 = topk(v) · v‖topk(v)‖‖v‖ =
n∑
i=1
(siv
2
i )
‖topk(v)‖‖v‖ =
n∑
i=1
(sivi)
2
‖topk(v)‖‖v‖ (18)
=
‖topk(v)‖2
‖topk(v)‖‖v‖ =
‖topk(v)‖
‖v‖ =
√√√√√√√
k∑
i=1
v2pii
n∑
i=1
v2pii
≥
√
k
n
(19)
In other words,
〈topk(v),v〉 ≤ arccos
√
k
n
(20)
Therefore, the topk function is a special sparsifying function.
D.4 Linear Layer Trained with SBP
Consider a linear layer with one linear transformation and one increasing pointwise activation function
h = Wx, z = σ(h) (21)
where x ∈ Rn is the input sample, W ∈ Rm×n is the parameter matrix (m ≥ n), n is the dimension
of the input vector, m is the dimension of the output vector and σ is an increasing pointwise activation
function (e.g., σ(x) = x, σ(x) = tanh(x) or σ(x) = sigmoid(x)).
For matrix W ∈ Rm×n, we define flattening function to flatten it into a vector in Rnm as
flatten(W) = [W:,1; · · · ;W:,n], where W:,i represents the i-th column of W and the semi-
colon denotes the concatenation of many column vectors to a long column vector. In other
words,flatten(W)(j−1)m+i =Wij .
Assume x = (x1, x2, · · · , xn)T,h = (h1, h2, · · · , hm)T and W = (Wij)1≤i≤m,1≤j≤n, then hi =
n∑
j=1
Wijxj , when backpropagating
∂`
∂Wij
=
∂`
∂hi
xj ,
∂`
∂xi
=
m∑
j=1
∂`
∂hj
Wji,
∂`
∂hi
=
∂`
∂zi
σ′(hi) (22)
Assume ∂`∂x = (
∂`
∂x1
, ∂`∂x2 , · · · , ∂`∂xn )T, ∂`∂h = ( ∂`∂h1 , ∂`∂h2 , · · · , ∂`∂hm )T
and ∂`∂W = (
∂`
∂Wij
)1≤i≤m,1≤j≤n, then
∂`
∂W
=
∂`
∂h
xT,
∂`
∂x
= WT
∂`
∂h
,
∂`
∂h
=
∂`
∂z
 σ′(h) (23)
In the proposed unified sparse backpropagation framework, the sparsifying function (Definition 8) is
utilized to sparsify the gradient ∂`∂h propagated from the next layer and propagates them through the
gradient computation graph according to the chain rule. Note that ∂`∂h is also an estimated gradient
passed from the next layer. The gradient estimations are finally performed as follows:
∂`
∂h
← ∂`
∂z
 σ′(h), ∂`
∂W
← SIk
(
∂`
∂h
)
xT,
∂`
∂x
←WTSIk
(
∂`
∂h
)
(24)
in other words,
gw = flatten(gyxT), gx = WTgy, gy = SIk(g
z  σ′(h)) (25)
We introduce a lemma:
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Lemma D.3. For a linear layer trained with SBP, the sparse ratio of the sparsifying function in SBP
is r. Denote w = flatten(W) .If ` = `(w, (x,y)) is the loss of MLP trained with SBP on this input
instance and the input of this layer is x which satisfies ‖x‖ 6= 0, we use SBP to estimate ∂`/∂w
and ∂`/∂x. suppose WWT is a positive definite matrix, the eigenvalue decomposition of WWT
is WWT = PΣPT ∈ Rm×m, Σ = diag{s1, s2, · · · sm} (si > 0) and P is an orthogonal matrix.
We define smin = min
i
si, smax = max
i
si and σ′min = min
i
σ′(hi), σ′max = max
i
σ′(hi). It is easy to
verify that smin > 0 and σ′min > 0 because WW
T is a positive definite matrix and σ is increasing. If
ρ1 ≥ smaxsmin ≥ 1, ρ2 ≥ (
σ′max
σ′min
)2 ≥ 1, ρ1 cos δ(h) + 1− ρ1 > 0 and ρ2 cos δ(z) + 1− ρ2 > 0, then we
have
δ(x) ≤ arccos (ρ1 cos δ(h) + 1− ρ1)
and
δ(w) = δ(h) ≤ arccos√r + arccos (ρ2 cos δ(z) + 1− ρ2)
D.5 MLP Trained with SBP
Consider a MLP trained with SBP, it is a N -layer multi-layer perception (MLP), every layer except
the last layer is a linear layer with SBP. x(1) ∈ Rn1 is the input of the MLP, x(N+1) ∈ RnN+1 is the
output of the MLP. The i-th layer of MLP is defined as
h(i) = W(i)x(i), x(i+1) = σi(h
(i+1)) (26)
where x(i) ∈ Rni , W(i) ∈ Rni+1×ni and ni+1 ≥ ni, σi is an increasing pointwise activation
function of layer i (i < N ). Note that the last layer is not a linear layer trained with SBP. Therefore,
σN need not to be an increasing pointwise activation function. It can be softmax function, which is
not a pointwise activation function.
Assume w is the parameter vector of MLP defined as
w = [w(1)
T
,w(2)
T
, · · · ,w(N)T]T ∈ Rntotal , ntotal = n1n2+n2n3+ · · ·+nN−1nN +nNnN+1
where w(i) = flatten(W(i)) ∈ Rnini+1 .
We use the condition number to measure how sensitive the output is to perturbations in the input data
and to roundoff errors made during the solution process. Define condition number of matrix A as
cond(A) = ‖A‖‖A−1‖, when we adopts the spectral norm ‖A‖ = ‖A‖2, then cond(A) = λmaxλmin ,
where λmax and λmin are the maximum and minimum singular value of A respectively.
If the condition number is small, we say the matrix is well-posed and otherwise ill-posed. If a matrix
is singular, then its condition number is infinite, it is very ill-posed.
For a MLP trained with SBP, we assume that it is ρ-well-posed if there exist ρ1 > 1, ρ2 > 1 in any
layer i and any time step t such that
ρ1 ≥ (cond(W(i)t ))2, ρ2 ≥
(
cond(diag[σ′i(h
(i+1)
t )])
)2
, ρ = ρ1ρ2 (27)
here for a n-dim vector v = [v1, v2, · · · , vn]T, we define diag[v] = diag{v1, v2, · · · , vn}.
We introduce a lemma here to ensure that the gradient estimation angle of the parameter vector can
be arbitrarily small for an input instance with its label as input in MLP trained with SBP.
Lemma D.4. For a MLP trained with SBP, for any input instance x(1) = x with its label y which
satisfies ‖x‖ 6= 0. Assume w is the parameter vector. If the MLP is ρ-well-posed, then for any
θ ∈ (0, pi/2), there exsits r ∈ (1/ρ2, 1) such that if we set the sparse ratio of every sparsifying
function in SBP as r, we can get gw;(x,y), an estimation of∇`(w; (x,y)) to make gradient estimation
angle satisfy δ(w) < θ.
D.6 Review of the Term "In Probability"
A sequence of random variables Xn converges to a random variable X in probability if for any  > 0
lim
n→∞P(|Xn −X| ≥ ) = 0 (28)
We introduce a lemma here
Lemma D.5. For a sequence of random variables Xn, when n → ∞, if Var(Xn) → 0 and
E(Xn)→ a, then Xn converges to a in probability.
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E Proofs of Theorem 3
Proof. According to the Ineq. 11,
∇`(w) · (w∗ −wt) ≤ −µ
2
‖wt −w∗‖2 + `(w∗)− `(wt) (29)
According to Ineq. 16,
`(w∗)− `(wt) ≤ − 1
2L
‖∇`(wt)‖2 (30)
Combining Ineq. 29 with Ineq. 30, we have
∇`(wt) · (w∗ −wt) ≤ −µ
2
‖wt −w∗‖2 − 1
2L
‖∇`(wt)‖2 (31)
≤ −
√
µ
L
‖wt −w∗‖‖∇`(wt)‖ (Basic Inequality) (32)
in other words,
cos〈∇`(wt), (wt −w∗)〉 = (wt −w
∗) ·∇`(wt)
‖wt −w∗‖‖∇`(wt)‖ ≥
√
µ
L
= cosφ(`) (33)
we have
〈∇`(wt),w −w∗〉 ≤ φ(`) (34)
According to Lemma D.1
〈gw,w −w∗〉 ≤ 〈gw,∇`(w)〉+ 〈∇`(w),w −w∗〉 ≤ δ(w) + φ(`) ≤ θ (35)
Therefore
‖wt+1 −w∗‖2 = ‖w − ηgwt −w∗‖2 (36)
= ‖w −w∗‖2 + ‖ηgwt ‖2 − 2ηgwt · (w −w∗) (37)
= ‖w −w∗‖2 + ‖ηgwt ‖2 − 2η cos〈gwt ,w −w∗〉‖gwt ‖‖w −w∗‖ (38)
≤ ‖w −w∗‖2 + η2‖gwt ‖2 − 2η cos θ‖gwt ‖‖w −w∗‖ (39)
By setting η = cos θ‖w−w
∗‖
‖gwt ‖ , we have
‖wt+1 −w∗‖ ≤
√
‖w −w∗‖2 + η2‖gwt ‖2 − 2η cos θ‖gwt ‖‖w −w∗‖ (40)
=
√
‖w −w∗‖2 + cos
2 θ‖w −w∗‖2
‖gwt ‖2
‖gwt ‖2 − 2 cos2 θ‖w −w∗‖2 (41)
=
√
(1− cos2 θ)‖w −w∗‖ = sin θ‖w −w∗‖ (42)
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F Proof of Theorem 4
Proof. The proof only consider a single time step t. SupposeD = (xi,yi)ni=1, where n is the number
of data instances. Define
ui = `
(
wt; (xi,yi)
)
, vi = g
wt;(xi,yi) (43)
then
∇`(wt;D) = 1|D|
∑
(x,y)∈D
∇`(wt; (x,y)), gwt = 1|D| ∑
(x,y)∈D
gwt;(x,y) (44)
We introduce a lemma here and we will prove it later. ui and vi in the lemma is defined above.
Lemma F.1. DatasetD has n independent and identically distributed (i.i.d.) data instances. Suppose
for any θ ∈ (0, pi2 ) and any (xi,yi) ∈ D we can find r ∈ (1/ρ2, 1) such that if we set the sparse
ratio of every sparsifying function in SBP as r, then 〈ui,vi〉 < θ and ‖ui‖ = ‖vi‖. Then for any
 ∈ (0, pi2 ), there exists r ∈ (1/ρ2, 1) such that when n → ∞ and we set the sparse ratio of every
sparsifying function in SBP as r, δ(wt) <  holds in probability.
According to Lemma D.4, for any θ ∈ (0, pi2 ) and any (xi,yi) ∈ D we can find r ∈ (1/ρ2, 1)
such that if we set the sparse ratio of every sparsifying function in SBP as r, then 〈ui,vi〉 < θ
and ‖ui‖ = ‖vi‖ (Eq. 93). We also have a large enough dataset D, which has n independent and
identically distributed (i.i.d.) data instances. The condition of Lemma F.1 is satisfied.
Therefore, for α = θ − φ(`), θ ∈ (0, pi2 ), there exists r ∈ (1/ρ2, 1) such that when n→∞ and we
set the sparse ratio of every sparsifying function in SBP as r,δ(wt) < α holds in probability.
According to Theorem 3, when δ(wt) < α and ` is µ-strongly convex and L-smooth, ‖wt+1−w∗‖ ≤
sin θ‖wt − w∗‖. To ensure ‖wt − w∗‖ ≤ , where  ∈ (0, ‖w0 − w∗‖), we just need to ensure
t ≥ T () = [log (‖w0 −w∗‖/)/log(csc θ)] + 1 then
‖wt −w∗‖ ≤ sin θ‖wt−1 −w∗‖ · · · ≤ sint θ‖w0 −w∗‖ ≤ sinT () θ‖w0 −w∗‖ (45)
< (sin θ)log
(
‖w0−w∗‖/
)/
log(csc θ)‖w0 −w∗‖ = (‖w0 −w∗‖/)−1‖w0 −w∗‖ =  (46)
Therefore, MLP trained with SBP converges in probability.
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G Discussion of the Convergence Speed
In Theorem 3, if we define a(θ) = 1
/
log 1sin θ , where we have a(θ) > 0. a(θ) decreases monotoni-
cally as θ increases (0 < θ < pi/2). Therefore
1
sin θ
= exp
1
a(θ)
, ‖wt −w∗‖ = 1
sin θ
‖wt+1 −w∗‖ = exp 1
a(θ)
‖wt+1 −w∗‖ (47)
in other words,
log ‖wt −w∗‖ ≥ 1
a(θ)
+ log ‖wt+1 −w∗‖ (48)
We have
log ‖w0 −w∗‖ ≥ 1
a(θ)
+ log ‖w1 −w∗‖ ≥ 2
a(θ)
+ ≥ · · · ≥ T
a(θ)
+ log ‖wT −w∗‖ (49)
To ensure that ‖wT−w∗‖ ≤ , we just have to ensure that log ‖wT−w∗‖+ Ta(θ) ≤ log ‖w0−w∗‖ ≤
log + Ta(θ) . In other words, we just have to ensure that T ≥ a(θ) log ‖w0−w
∗‖
 . Therefore, for any
T such that
T ≥ a(θ) log ‖w0 −w
∗‖

(50)
we can get weights -close to the global minimal, in other words,‖wT −w∗‖ ≤ , where a(θ) > 0 is
determined by θ and increases monotonically as θ increases.
Therefore, the smaller the gradient estimation angle is, the faster EGD converges. Experimental
results of the average cosine value of gradient estimation angles of parameters in MNIST dataset
show that the gradient estimation angles of memorized SBP and SBP are smaller than SGD in
most cases. In other words, SBP and our proposal converge even faster than linear layer even their
backpropagation is sparse.
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H Proofs of Lemmas
Proof of Lemma D.1. Without loss of generality, we assume ‖a‖ = ‖b‖ = ‖c‖ = 1.
Define a1 = a− (a · c)c and b1 = b− (b · c)c. We have
‖a1‖2 = ‖a− (a · c)c‖2 = ‖a‖2 − 2
(
a · ((a · c)c))+ ‖(a · c)c‖2 (51)
= ‖a‖2 − 2a · (cos〈a, c〉c) + (cos〈a, c〉)2‖c‖2 (52)
= 1− cos2〈a, c〉 = sin2〈a, c〉 (53)
and
c · a1 = c ·
(
a− (a · c)c) = (c · a)− (c · a)‖c‖2 = 0 (54)
For b1, similarly ‖b1‖2 = sin2〈b, c〉c · b1 = 0 Therefore,
cos〈a,b〉 = a · b = ( cos〈a, c〉c + a1) · ( cos〈b, c〉c + b1) (55)
= cos〈a, c〉 cos〈b, c〉+ a1 · b1 (56)
≥ cos〈a, c〉 cos〈b, c〉 − sin〈a, c〉 sin〈b, c〉 (57)
= cos
(〈a, c〉+ 〈b, c〉) (58)
in other words,〈a,b〉 ≤ 〈a, c〉+ 〈b, c〉.
Proof of Lemma D.2. Without loss of generality, we assume ‖u‖ = ‖v‖ = 1.
AAT = PΣPT where Σ = diag{σ1, σ2, · · · σm}, according to singular value decomposition (SVD),
we have A = PDQT, where P and Q are orthogonal and D = diag{√σ1, · · · ,√σn}.
We can see DT = D and for any vector x = (x1, x2, ..., xm)T ∈ Rm
‖Dx‖2 =
m∑
i=1
(
√
σixi)
2 ≤ σmax
m∑
i=1
x2i = σmax‖x‖2 (59)
and
‖Dx‖2 =
m∑
i=1
(
√
σixi)
2 ≥ σmin
m∑
i=1
x2i = σmin‖x‖2 (60)
We define a = PTu and b = PTv, we have
‖a‖2 = aTa = uTPPTu = uTu = ‖u‖2 = 1 (61)
and similarly
‖b‖2 = ‖v‖2 = 1 (62)
we have
cos〈a,b〉 = a
Tb
‖a‖‖b‖ =
uTPPTv
‖a‖‖b‖ =
uTv
‖u‖‖v‖ = cos〈u,v〉 (63)
similarly
cos〈QTDa,QTDb〉 = (Da)
TQQT(Db)
‖QTDa‖‖QTDb‖ =
(Da)T(Db)
‖Da‖‖Db‖ = cos〈Da,Db〉 (64)
Then ATu = QTDa and ATv = QTDb. Consider
‖a− b‖2 = ‖a‖2 + ‖b‖2 − 2a · b = 2(1− cos〈a,b〉) (65)
‖D(a− b)‖2 = ‖Da‖2 + ‖Db‖2 − 2(Da) · (Db) (66)
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According to Eq. 59, Eq. 60, Eq. 61, Eq. 62, Eq. 64, Eq. 65 and Eq. 66, we have
cos〈Da,Db〉 = (Da) · (Db)‖Da‖‖Db‖ (67)
=
‖Da‖2 + ‖Db‖2 − ‖D(a− b)‖2
2‖Da‖‖Db‖ (68)
=
‖Da‖2 + ‖Db‖2
2‖Da‖‖Db‖ −
‖D(a− b)‖2
2‖Da‖‖Db‖ (69)
≥ 1− ‖D(a− b)‖
2
2‖Da‖‖Db‖ (Basic Inequality) (70)
≥ 1− 2σmax(1− cos〈a,b〉)
2σmin
(71)
≥ 1− ρ(1− cos〈a,b〉) (72)
= ρ cos〈u,v〉+ 1− ρ (73)
and
cos〈ATu,ATv〉 = cos〈QTDa,QTDb〉 = cos〈Da,Db〉 (74)
in other words,
cos〈ATu,ATv〉 ≥ ρ cos〈u,v〉+ 1− ρ (75)
Proof of Lemma D.3. First, let’s consider δ(x).
According to Lemma D.2
cos δ(x) = cos〈gx, ∂`
∂x
〉 = cos〈WTgy,WT ∂`
∂h
〉 (76)
≥ ρ1 cos〈gy, ∂`
∂h
〉+ 1− ρ1 = ρ1 cos δ(h) + 1− ρ1 (77)
in other words,
δ(x) ≤ arccos ( cos δ(h) + ρ1 − 1) (78)
Then, let’s consider δ(h).
According to Lemma D.1
δ(h) = 〈gy, ∂`
∂h
〉 = 〈S(σ′(h) gz), σ′(h) ∂`
∂z
〉 (79)
≤ 〈S(σ′(h) gz), σ′(h) gz〉+ 〈σ′(h) gz, σ′(h) ∂`
∂z
〉 (80)
≤ arccos√r + 〈σ′(h) gz, σ′(h) ∂`
∂z
〉 (Ineq. 20) (81)
Define A = diag{σ′(h1), σ′(h2), · · · , σ′(hm)},
then AAT = diag{σ′(h1)2, σ′(h2)2, · · · , σ′(hm)2}, according to Lemma D.2
cos〈σ′(h) gz, σ′(h) ∂`
∂z
〉 = cos〈ATgz,AT ∂`
∂z
〉 ≥ ρ2 cos〈gz, ∂`
∂z
〉+ 1− ρ2 (82)
in other words,〈σ′(h) gz, σ′(h) ∂`∂z 〉 ≤ arccos
(
ρ2 cos〈gz, ∂`∂z 〉+ 1− ρ2
)
.
Combined with Ineq. 81, we have
δ(h) ≤ arccos√r + 〈σ′(h) gz, σ′(h) ∂`
∂z
〉 (83)
≤ arccos√r + arccos (ρ2 cos〈gz, ∂`
∂z
〉+ 1− ρ2
)
(84)
= arccos
√
r + arccos
(
ρ2 cos δ(z) + 1− ρ2
)
(85)
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Finally, let’s consider δ(w) = δ(flatten(W)).
Without loss of generality, we assume
| ∂`
∂h1
| ≥ | ∂`
∂h2
| ≥ ... ≥ | ∂`
∂hm
| (86)
On one hand,
‖gw‖2 =
n∑
i=1
m∑
j=1
(
xig
h
j
)2
=
( n∑
i=1
x2i
)( m∑
j=1
(ghj )
2
)
= ‖x‖2‖gh‖2 (87)
On the other hand,
‖ ∂`
∂w
‖2 =
n∑
i=1
m∑
j=1
(
xi
∂`
∂hj
)2
=
(
n∑
i=1
x2i
) m∑
j=1
(
∂`
∂hj
)2
 = ‖x‖2‖ ∂`
∂h
‖2 (88)
Consider
gw · ∂`
∂w
=
n∑
i=1
m∑
j=1
(
xig
h
j
)(
xi
∂`
∂hj
)
=
(
n∑
i=1
x2i
) m∑
j=1
(ghj
∂`
∂hj
)
 = ‖x‖2(gy · ∂`
∂h
) (89)
combined with Eq. 87 and Eq. 88
cos δ(w) =
gw · ∂`∂w
‖gw‖‖ ∂`∂w‖
=
‖x‖2(gy · ∂`∂h )
‖x‖2‖gy‖‖ ∂`∂h‖
= cos〈gy, ∂`
∂h
〉 = cos δ(h) (90)
in other words,δ(w) = δ(flatten(W)) = δ(h).
Proof of Lemma D.4. For w = [w(1)T,w(2)T, · · · ,w(N)T]T ∈ Rntotal , ntotal = n1n2 +
n2n3 + · · · + nN−1nN + nNnN+1, if we define the estimated gradient g as g =
[λ(1)(gw
(1)
)T, λ(2)(gw
(2)
)T, · · · , λ(N)(gw(N))T]T ∈ Rntotal . We use gw;(x,y) = g to estimate
∇`(w; (x,y)) and the estimated angle is
δ(w) = 〈g, ∂`
(
w; (x,y)
)
∂w
〉 (91)
We choose λ(i) = ‖ ∂`
∂w(i)
‖/‖gw(i)‖, then we have
(λ(i)gw
(i)
) · ∂`
∂w(i)
= λ(i)‖gw(i)‖‖ ∂`
∂w(i)
‖ cos δ(w(i)) = ‖ ∂`
∂w(i)
‖2 cos δ(w(i)) (92)
‖g‖2 =
N∑
i=1
‖λ(i)gw(i)‖2 =
N∑
i=1
‖ ∂`
∂w(i)
‖2 = ‖ ∂`
∂w
‖2 (93)
Suppose δ = max
i
δ(w(i)), then we have
cos δ(w) = cos〈g, ∂`
∂w
〉 = g ·
∂`
∂w
‖g‖‖ ∂`∂w‖
=
N∑
i=1
(λ(i)gw
(i)
) · ∂`
∂w(i)
‖ ∂`∂w‖2
(94)
=
N∑
i=1
‖ ∂`
∂w(i)
‖2 cos δ(w(i))
‖ ∂`∂w‖2
≥
N∑
i=1
‖ ∂`
∂w(i)
‖2 cos δ
‖ ∂`∂w‖2
= cos δ (95)
in other words,δ(w) ≤ δ.
We will prove that there exists r ∈ ( 1ρ2 , 1) to ensure δ < θ.
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For a ρ-well-posed N -layer MLP trained with SBP, there exist ρ1 > 1, ρ2 > 1 satisfying
ρ1 ≥ (cond(W(i)))2, ρ2 ≥
(
cond(diag[σ′i(h
(i+1))])
)2
, ρ = ρ1ρ2 (96)
therefore, denote W = W(i) and h(i+1) = [h1, h2, · · · , hi]T, if the eigenvalue decomposition of
WWT is WWT = PΣPT ∈ Rm×m (si > 0), Σ = diag{s1, s2, · · · sm} and P is an orthogonal
matrix (smin = min
i
si, smax = max
i
si) and σ′min = min
i
σ′(hi), σ′max = max
i
σ′(hi). (It is easy to
verify that smin > 0 and σ′min > 0 because WW
T is a positive definite matrix and σ is increasing.)
We have
ρ1 ≥ (cond(W(i)))2 = smax
smin
, ρ2 ≥ (σ
′
max
σ′min
)2, ρ = ρ1ρ2 (97)
Note that ρ1 > 1, ρ2 > 1 satisfying the conditions in Lemma D.3 for every linear layer with SBP and
ρ = ρ1ρ2 > 1
Define αi = cos δ(w(i)), note that the last layer is not with SBP, therefore αN = 1. For i < N , if
ραi+1 + 1− ρ = ρ1ρ2αi+1 + 1− ρ1ρ2 > 0, we have
ρ1 cos δ(h
(i+1)) + 1− ρ1 = ρ1αi+1 + 1− ρ1 (98)
≥ ρ1ρ2αi+1 + 1− ρ1ρ2 > 0 (99)
ρ2 cos δ(x
(i+1)) + 1− ρ2 ≥ ρ2
(
ρ1 cos δ(h
(i+1)) + 1− ρ1
)
+ 1− ρ2 (100)
= ρ1ρ2αi+1 + 1− ρ1ρ2 > 0 (Ineq. 78) (101)
which are conditions of Lemma D.3 exactly, according to Lemma D.3
δ(x(i)) ≤ arccos (ρ1 cos δ(h(i)) + 1− ρ1) = arccos (ρ1αi + 1− ρ1) (102)
arccosαi = δ(w
(i)) = δ(h(i)) ≤ arccos√r + arccos (ρ2 cos δ(x(i+1)) + 1− ρ2) (103)
in other words,
αi ≥ cos
(
arccos
√
r + arccos
(
ρ2 cos δ(x
(i+1)) + 1− ρ2
))
(Ineq. 103) (104)
≥ cos ( arccos√r + arccos(ρ2(ρ1αi+1 + 1− ρ1) + 1− ρ2)) (Ineq. 102) (105)
= cos
(
arccos
√
r + arccos
(
ρ1ρ2αi+1 + 1− ρ1ρ2
))
(106)
= cos
(
arccos
√
r + arccos
(
ραi+1 + 1− ρ
))
(107)
=
√
r(ραi+1 + 1− ρ)−
√
1− r
√
1− (ραi+1 + 1− ρ)2 (108)
Define βN = 0 ≥ 1− αN and for 1 ≤ i < N
1− βi =
√
r(ρ(1− βi+1) + 1− ρ)−
√
1− r
√
1− (ρ(1− βi+1) + 1− ρ)2 (109)
Assume β1 < 1ρ < 1 first, then
1− β1 =
√
r(ρ(1− β2) + 1− ρ)−
√
1− r
√
1− (ρ(1− β2) + 1− ρ)2 (110)
=
√
rρ(1− β2)−
√
r(ρ− 1)−√1− r
√
1− (ρ(1− β2) + 1− ρ)2 (111)
< 1− β2 (here we can see β2 < 1) (112)
therefore β2 < β1 < 1ρ < 1.
Similarly if βi < 1ρ < 1
1− βi =
√
r(ρ(1− βi+1) + 1− ρ)−
√
1− r
√
1− (ρ(1− βi+1) + 1− ρ)2 (113)
=
√
rρ(1− βi+1)−
√
r(ρ− 1)−√1− r
√
1− (ρ(1− βi+1) + 1− ρ)2 (114)
< 1− βi+1 (here we can see βi+1 < 1) (115)
therefore βi+1 < βi < · · · < β2 < β1 < 1ρ < 1. In other words, βN < βN−1 < · · · < β2 < β1 <
1
ρ < 1.
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If βi+1 ≥ 1 − αi+1, we have ραi+1 + 1 − ρ = 1 − ρ(1 − αi+1) > 0 (because 1ρ > β1 > βi+1),
which is the condition for Ineq. 108. According to Ineq. 108 and Ineq. 109
1− βi =
√
r(ρ(1− βi+1) + 1− ρ)−
√
1− r
√
1− (ρ(1− βi+1) + 1− ρ)2 (116)
≤ √r(ραi+1 + 1− ρ)−
√
1− r
√
1− (ραi+1 + 1− ρ)2 ≤ αi (117)
in other words,βi ≥ 1− αi. Note βN ≥ 1− αN , therefore βN < βN−1 < · · · < β2 < β1 < 1ρ <
1, βi ≥ 1− αi.
In order to ensure δ < θ under the assumption β1 < 1ρ
cos δ = cosmax
i
δ(w
(i)
t ) = cosmin
i
arccosαi = max
i
αi (118)
≥ max
i
(1− βi) = 1−min
i
(βi) = 1− β1 (119)
we just need to ensure
β1 < min(
1
ρ
, 1− cos θ) (120)
According to Eq. 109
βi = 1−
√
r(1− ρβi+1) +
√
1− r
√
1− (1− ρβi+1)2 (121)
= ρ
√
rβi+1 + 1−
√
r +
√
1− r
√
1− (1− ρβi+1)2 (122)
< ρ
√
rβi+1 + 1−
√
r +
√
1− r (123)
Denote a = ρ
√
r > 1, b = 1−√r +√1− r > 0, then
β1 < aβ2 + b < a(aβ3 + b) + b = a
2β3 + (a+ 1)b < a
2(aβ4 + b) + (a+ 1)b (124)
< · · · < aN−1βN + (aN−2 + · · ·+ a+ 1)b = (aN−2 + · · ·+ a+ 1)b = a
N−1 − 1
a− 1 b (125)
Therefore, we just need to ensure
β1 <
aN−1 − 1
a− 1 b < min(
1
ρ
, 1− cos θ) (126)
Denote f(r) = min( 1ρ , 1− cos θ)− a
N−1−1
a−1 b, where a = ρ
√
r > 1, b = 1−√r+√1− r > 0. To
ensure δ(w) < θ, we just need to ensure f(r) > 0. We have
lim
r→1−
b = lim
r→1−
(1−√r +√1− r) = 0 (127)
lim
r→1−
aN−1 − 1
a− 1 = limr→1−
(N − 1)aN−2
1
= N − 1 (L’Hospital rule) (128)
lim
r→1−
f(r) = min(
1
ρ
, 1− cos θ)− (N − 1)× 0 = min(1
ρ
, 1− cos θ) > 0 (129)
because f(r) is a continuous function of r, therefore there exists r ∈ ( 1ρ2 , 1) such that f(r) > 0.
Proof of Lemma D.5. According to Chebyshev’s Ineq.
P(|Xn − E(Xn)| < ) > 1− Var(Xn)
2
(130)
in other words,
P(|Xn − E(Xn)| < )→ 1(n→∞) (131)
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Because E(Xn)→ a in probability, we have
P(|E(Xn)− a| < )→ 1(n→∞) (132)
For event A,B, we have
P(A and B) = 1− P(not A or not B) ≥ 1− P(not A)− P(not B) = P(A) + P(B)− 1 (133)
combined with
P(|Xn − a| < 2) ≥ P(|E(Xn)− a| <  and |Xn − E(Xn)| < ) (134)
≥ P(|E(Xn)− a| < ) + P(|Xn − E(Xn)| < )− 1 (135)
Therefore
P(|Xn − a| < 2)→ 1(n→∞) (136)
Proof of Lemma F.1. For any θ, we can choose r = r(θ) to let 〈ui,vi〉 < θ, we define such r as
r(θ). To ensure δ(wt) < , we just need to ensure cos δ(wt) > cos .
Define
u¯ =
1
n
n∑
i=1
ui = ∇`(wt;D), v¯ = 1
n
n∑
i=1
vi = g
w
t (137)
then
cos δ(wt) = cos〈gwt ,∇`(wt;D)〉 = cos〈u¯, v¯〉 =
u¯ · v¯
‖u¯‖‖v¯‖ =
1
n‖v¯‖
n∑
i=1
‖vi‖ cos〈vi, u¯〉 (138)
According to Lemma D.1, 〈vi, u¯〉 ≤ 〈vi,ui〉+ 〈ui, u¯〉 < θ + 〈ui, u¯〉. Because θ can be arbitrarily
small, θ + 〈ui, u¯〉 < pi can hold. Define
ai = ‖vi‖ cos〈ui, u¯〉, bi = ‖vi‖ sin〈ui, u¯〉 (139)
according to Minkowski Ineq.
(
n∑
i=1
ai)
2 + (
n∑
i=1
bi)
2 ≤ ( n∑
i=1
√
a2i + b
2
i
)2
(140)
in other words,
n∑
i=1
ai =
n∑
i=1
‖vi‖ cos〈ui, u¯〉 =
n∑
i=1
‖ui‖ cos〈ui, u¯〉 = 1‖u¯‖
n∑
i=1
ui · u¯ = n u¯ · u¯‖u¯‖ = n‖u¯‖ (141)
n∑
i=1
bi ≤
√√√√( n∑
i=1
√
a2i + b
2
i
)2 − ( n∑
i=1
ai)2 =
√√√√( n∑
i=1
‖ui‖)2 − (n‖u¯‖)2 = n‖u¯‖
√
β2 − 1 (142)
where we defineβ =
n∑
i=1
‖ui‖/(n‖u¯‖).
Combined with Eq. 138, then
cos δ(wt) =
1
n‖v¯‖
n∑
i=1
‖vi‖ cos〈vi, u¯〉 > 1
n‖v¯‖
n∑
i=1
‖vi‖ cos(〈ui, u¯〉+ θ) (143)
=
1
n‖v¯‖
n∑
i=1
∥∥vi‖(cos〈ui, u¯〉 cos θ − sin〈ui, u¯〉 sin θ) (144)
=
1
n‖v¯‖
n∑
i=1
(ai cos θ − bi sin θ) = 1
n‖v¯‖ (
n∑
i=1
ai cos θ −
n∑
i=1
bi sin θ) (145)
≥ 1
n‖v¯‖ (n‖u¯‖ cos θ − n‖u¯‖
√
β2 − 1 sin θ) = ‖u¯‖‖v¯‖ (cos θ −
√
β2 − 1 sin θ) (146)
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Consider
‖u¯− v¯‖ = 1
n
‖
n∑
i=1
(ui − vi)‖ ≤ 1
n
n∑
i=1
‖ui − vi‖ (147)
=
1
n
n∑
i=1
√
‖ui‖2 + ‖vi‖2 − 2 cos〈ui,vi〉 < 1
n
n∑
i=1
√
‖ui‖2(2− 2 cos θ) (148)
=
1
n
n∑
i=1
2‖ui‖ sin θ
2
= 2β‖u¯‖ sin θ
2
(149)
in other words,
‖v¯‖
‖u¯‖ =
‖v¯ − u¯ + u¯‖
‖u¯‖ ≤
‖v¯ − u¯‖+ ‖u¯‖
‖u¯‖ < 1 + 2β sin
θ
2
(150)
Because θ can be arbitrarily small, cos θ −
√
β2 − 1 sin θ > 0 can hold. Combined with Eq. 146,
then
cos δ(wt) >
‖u¯‖
‖v¯‖ (cos θ −
√
β2 − 1 sin θ) > 1
1 + 2β sin θ2
(cos θ −
√
β2 − 1 sin θ) (151)
We define f(θ) = 1
1+2β sin θ2
(cos θ −
√
β2 − 1 sin θ), where β =
n∑
i=1
‖ui‖/(n‖u¯‖).
Assume ‖ui‖ is i.i.d., Var‖ui‖ and E‖ui‖ are finite, and ‖Eui‖ > 0. (It is reasonable because the
data instances are i.i.d. and we may assume the gradients’ norm is bounded, and also if ‖Eui‖ = 0,
the network already converges to the global minimum).
Note that if A and B are independent, Var(A+B) = Var(A)+Var(B),E(AB) = E(A)E(B). We
have
Var(
n∑
i=1
‖ui‖
n
) =
1
n2
n∑
i=1
Var‖ui‖ = 1
n
Var‖ui‖ → 0 (n→∞) (152)
Var(u¯(j)) = Var(
n∑
i=1
u
(j)
i
n
) =
1
n
Var(u
(j)
i )→ 0 (n→∞) (153)
where u(j)i , u¯
(j) represent the j-th dim of the vector.
According to Lemma D.5 and E(
n∑
i=1
‖ui‖/n) = E(‖ui‖), when n→∞ (here we consider conver-
gence in probability),
n∑
i=1
‖ui‖
n
→ E‖ui‖, u¯(j) → Eu(j)i , ‖u¯‖ → ‖Eui‖, β →
E‖ui‖
‖Eui‖ (154)
Note that we assume Var‖ui‖ and E‖ui‖ are finite and ‖Eui‖ > 0. Therefore, there exists β1 such
that β1 > E‖ui‖/‖Eui‖ holds in every time step. Therefore, β < β1 holds in probability when n is
large enough, then
f(θ) =
1
1 + 2β sin θ2
(cos θ −
√
β2 − 1 sin θ) > 1
1 + 2β1 sin
θ
2
(cos θ −
√
β21 − 1 sin θ) (155)
To ensure δ(wt) < , we just need to ensure f(θ) > cos , consider
lim
θ→0
1
1 + 2β1 sin
θ
2
(cos θ −
√
β21 − 1 sin θ)→ 1 (156)
in other words,for any , there exists θ and r such that if we set the sparse ratio r = r(θ) then
cos(δ(wt)) <  in probability.
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