In this article we will present a universal scheme for calculating the minimal number of clues needed for a generalized Sudoku to be uniquely solvable. By using equivalence partitioning and analyzing uniqueness properties of patterns, we will reduce the search space to a feasible size. As a result, we will present the minimal number for 2 × 4 Sudokus.
2 × 4 Sudokus and as we will see this question is not trivial. Our goal is to answer the minimum clues question for arbitrary Sudoku sizes using a different approach to [6, 8] based on patterns. We will start by defining a generalized Sudoku and examine its uniqueness properties. Afterwards we introduce a canonical form to reduce the search space and show that this canonical form yields properties which result in efficient algorithms. We use these algorithms to calculate the minimum number of clues needed to ensure uniquess for a 2 × 4 Sudoku. Since our research does not focus on one Sudoku size we will also gain insight into the standard 3 × 3 case and our paper might help to answer the open question on how many essentially different, uniquely solvable 3 × 3 Sudokus with 17 clues there are.
Necessary conditions for uniqueness

Definition 1.1.
A R × C Sudoku is a matrix S ∈ N N×N with N = R · C and s i j ∈ {0, . . . , N}. It consists of N disjoint matrices B ∈ N R×C called blocks. A band is the set of R rows which contains R blocks and a stack is the set of C columns which contains C blocks. We call a Sudoku full if every element is positive, otherwise we call it partial. A full Sudoku is valid if each row, column and block consists of pairwise different elements. We call S * a solution of S , if S * is full, valid and s i j = s * i j for all s i j > 0. We are only interested in Sudokus with a unique solution. If an element is 0, it will not be displayed in the matrix S . As of now we will call positive elements clues.
Russell and Jarvis [5] calculated the number of essentially different, valid 3 × 3 Sudokus with regards to transformations which preserve the validity. They are We refer to (1) as number transformations T N and (2)-(4) as pattern transformations T P . This gives us the total number of validity preserving transformations T
We will use these transformations to reduce the search space and to obtain necessary conditions for a partial Sudoku having a unique solution. If R, C ≥ 2 (c) follows from (b). (a) gives us a lower bound which is sharp for latin squares (R or C = 1) of size N ≤ 3. We use (a) and (b) as simple tests for uniqueness.
Canonical minlex form
We want to define a canonical form for Sudokus which allows us to only analyze Sudokus which are essentially different, i.e. S 1 is essentially different from S 2 if there exists no validity preserving transformation σ ∈ T such that σ(S 1 ) = S 2 , since Sudokus which are essentially the same have the same properties such as number of solutions.
Definition 2.1.
The pattern p(S ) ∈ N N 2 of a Sudoku S is defined as
The first idea is to look at the pattern of a Sudoku to determine its canonical form.
Definition 2.2.
The lexicographically smallest pattern of S p min (S ) := minlex
is the minlex pattern of S . A Sudoku S is in pattern minlex form if p(S ) = p min (S ). There can be multiple transformations which lead to the same minlex pattern. We call those transformations (pattern) automorphisms. This term is justified by only considering Sudokus in pattern minlex form. In this case the identity is a trivial automorphism.
The following lemma shows that we do not have to consider all pattern transformations to check if a Sudoku is in pattern minlex form. Proof. (a) is trivial for R = 1. Let S 1 be a Sudoku in pattern minlex form with R ≥ 2 and without loss of generality let row 1 be lexicographically larger than row 2. By permuting those rows we get S 2 which is essentially the same Sudoku as S 1 . But p(S 2 ) ≺ p(S 1 ), hence S 1 cannot be in pattern minlex form. The rest of (a),(b) and (c) can be proven in the same way by permuting the columns, bands and stacks. Having fixed the pattern, we now regard the number transformations to define a canonical form.
Definition 2.3.
The representation r(S ) ∈ N N 2 of a Sudoku S is defined as
The idea of our canonical form is to choose the Sudoku with the lexicographically smallest representation which is in pattern minlex form.
Definition 2.4.
The minlex representation of S is
A Sudoku S is in canonical minlex form if p(S ) = p min (S ) and r(S ) = r min (S ).
Other popular canonical forms are the lexicographically smallest representation with no restriction on the pattern (rowminlex form) and the lexicographically smallest representation of the solution [1] whose transformation is applied to the partial Sudoku. The latter is of no use to us since it can only be applied to Sudokus with a unique solution. The first is not necessarily the same canonical form as ours as the example below shows (first 17 clue 3 × 3 Sudoku of [9] ). Canonical minlex form
In both canonical forms the value of the clues are ordered in a fixed way. The first clue is 1, afterwards the first clue different from 1 is 2 and so on. The following lemma shows that this property holds for our canonical form and we actually do not have to consider all N! number transformations because only one permutation is possible.
Lemma 2.2.
Let S be a Sudoku in canonical minlex form with at least N − 1 pairwise different clues and n(S , i) be defined as follows
Proof. Let S be a Sudoku in canonical minlex form and without loss of generality let 2 = arg min i n(S , i) < n(S , 1). Then we can get a new Sudoku S * in pattern minlex form with a lexicographically smaller representation than S by permuting 1 and 2. It follows n(S * , 1) = n(S , 2) < n(S , 1) = n(S * , 2) and S cannot be in canonical minlex form. The other relations can be proven in a similar way.
Together with Lemma 1.1 this implies that only N does not have to be a clue in a partial Sudoku with a unique solution in canonical minlex form. As an example we look at the above Sudokus which have the property (n (S , 1), n(S , 2) , . . . , n(S , 9)) = (9, 17, 24, 32, 34, 39, 48, 49, 73) . Therefore all we have to do is determine all automorphisms of S in pattern minlex form and apply the according number transformation such that Lemma 2.2 holds which will validate if S in canonical minlex form.
Minirow approach
Before we describe the whole procedure, we discuss a more sophisticated algorithm for checking the pattern minlex form which was developed by Deverin [2] . Let us take a look at the following example: S in pattern minlex form Column 8 is the only column with one clue and since every other column and row has more clues S must be transformed in such a way that column 8 becomes row 1, hence stack 3 becomes band 1. Furthermore column 9 is transformed to be row 2 and band 2 becomes stack 1 since it has no clue in the intersection of column 9 and band 2. So in this case there is only possible permutation of the rows in the new band 1 and the permutation of the stacks is also unique. Another observation is that in each intersection of row 1 and 2 with the stacks the clues are positioned in the lexicographically smallest way because otherwise a permutation of the columns would lead to a smaller pattern. So if we only regard the first two rows of S in pattern minlex form there are only 4 possible permutations of the columns in stack 2 and 3 instead of 36. The main idea of the algorithm is to look at each row and stack permutation in each band and choose the band and the according transformations with the least amount of clues in the intersections. We introduce some definitions before we describe the algorithm in detail.
Definition 3.1.
The intersection m rs ∈ N C of row r and stack s is called minirow. a(m rs ) is the amount of clues in minirow m rs .
Note that both distributions only depend on row and stack permutations. be the first bands of S 1 and
Proof. The modified distribution of the first band is defined in such a way that a positive element corresponds to the first minirow having clues in the according stack. Hence, in S 2 the clues in those minirows are ordered in such a way that they have the lexicographically smallest pattern possible since otherwise column permutation would lead to a smaller pattern of
) and
), then at best the minirow of S 1 is ordered in the lexicographically smallest way, hence the patterns of both minirows are identical and we can examine the next minirow. Otherwise the pattern of S 2 is lexicographically smaller. For index k the pattern of the corresponding minirow of S 2 is smaller in all cases since it has less clues and S 2 is in pattern minlex form. It follows p(S 2 ) ≺ p(S 1 ).
Using this property we can formulate our improved algorithm for checking the pattern minlex form. • Use Algorithm 1 for the modified Sudoku but fix the stack permutation and only allow column permutations which produce the lexicographically smallest pattern of the minirows in the first band where the according elements of the modified distribution are positive.
3. If R = C: Repeat the second step for S .
Step 2 requires the calculation of up to 2C(R!) 2 modified distributions which is more feasible if R ≤ C. For the above example this reduces the number of permutations in step 1 of Algorithm 1 from 2(3!) 4 = 2592 to (2!) 2 3! = 24.
Deverin's original algorithm used the distribution to compare the bands and did not combine it with Algorithm 1. Though this approach might further reduce the number of permutations, it does not lead to our canonical minlex form as the following example shows. Canonical minlex form Note that our canonical minlex form has a lexicographically smaller pattern and representation though the distribution of the first band is lexicographically larger. The modified distribution of band 1 is the same in both forms.
With some slight modifications we can use Algorithm 2 to determine the automorphisms of a Sudoku and its pattern. We further use the fact that the number of clues in each row, column, band and stack must be same in the transformed Sudoku. • Apply the row and stack permutations of step (2a) and permute band B i and B 1 .
• For all row, column and band permutations which do not change the first band and which preserve the number of clues in each band and the distribution in each row and column:
-Apply the permutations to get the transformed Sudoku S * .
-If p(S ) = p(S * ): Save the automorphism.
The first example only has the trivial automorphism with the final pattern check being reached twice. The second example has 576 automorphisms and the final pattern check is reached 20736 times. This is a worst case scenario, e.g. the algorithm detects 36 possible permutations for rows 4,5,6 and columns 4,5,6 but since they depend on each other there are only 6 permutations which do not change the pattern.
Results
With the above results, we can formulate a procedure to compute all essentially different Sudoku of a fixed size and with a fixed number of clues. We determine the number of solutions of a Sudoku by using JSolve [7] which is a solver for 3x3 Sudokus based on bit operations. It can be modified to solve 2x4 Sudokus and it stops when a second solution occurs. In step (3b) we ensure the necessary uniqueness condition (a) of Lemma 1.1. Before we present the 2 × 4 case, we take a look at the known results [4] for smaller cases which were verified by our algorithm. Table 1 . Minimum number of clues for R × C Sudokus R × C Minimum number of clues Equivalence classes
To get a initial guess for the minimum number of clues for 2 × 4 Sudokus we wrote a program which creates random valid Sudokus which were minimized, i.e. a Sudoku is minimal if every clue is needed to ensure uniqueness. We got 2 Sudokus with 15 clues from 500,000 randomly generated puzzles. Afterwards Algorithm 4 was used to find a Sudoku with 14 clues. The 243th pattern in pattern minlex form provided the first puzzle with a unique solution. Theorem 4.1.
A 2 × 4 Sudoku must have at least 14 clues to be uniquely solvable. This boundary is strict.
The main task was to prove that there exists no uniquely solvable 2×4 Sudoku with 13 clues. To speed up the calculation we parallelized the algorithm which can be done by using one selected core to determine the patterns in pattern minlex form and the other cores analyze the patterns. Hence, every core except the selected one solves the essentially different Sudokus of a given pattern. The results of the calculation are as follows: since one core only calculates the patterns and does not solve Sudokus. Both values can be improved by sending multiple patterns to one core to reduce the influence of latency caused by message passing. Our algorithm is suited for a parallel environment since the serial part of the computation only takes up a fraction of the running time due to the nice properties of our canonical form. This becomes more apparent for larger cases, e.g. a pattern of a 16 clues 3 × 3 Sudoku can have up to 698 million essentially different puzzles with JSolve solving about 60,000 Sudokus per second.
