母音の音声生成の音響モデルに関する研究 by 林, 恭平
博士論文
母音の音声生成の音響モデルに関する研究
公立はこだて未来大学大学院 システム情報科学研究科
システム情報科学専攻
林　恭平
2011 年 3 月
Doctoral Thesis
Acoustic Modeling of Speech Production
for Vowels
by
Kyohei HAYASHI
Graduate School of Systems Information Science
Future University Hakodate
March 2011
i概要 本研究では，人間の音声生成系に関して高精度な音響モデルを提案する．
まず最初に，従来から良く知られている声道アナログ · モデルにおいて，ディジタル
フィルタモデルの実現を高精度に行う方法を提案する．
音声生成系を等価回路モデルにより解析する方法は，G. Fantの音響理論以来よく用い
られてきた．このモデルでは，声道は特性の異なる分布定数線路の縦続接続により近似で
き，周波数領域において縦続行列から声道の入力インピーダンスや伝搬特性を容易に計
算できる．しかし，特性インピーダンスや伝搬定数が特殊な周波数依存特性を持つため，
声道アナログ ·モデルにおいて声道内の周波数依存特性が合成波形，特に声門流へ与える
影響は未だ評価されていない．そこで，我々は声道アナログ ·モデルについてディジタル
フィルタモデルを実現するための新しい近似法を提案し，提案法を用いて声道内の周波数
依存特性が声門流へ影響を与えることを示す．
次に，有限要素法（FEM）と領域分割法（DDM）を用いた三次元音響解析のための自
動メッシュ生成アルゴリズムおよびそのソルバのアルゴリズムを提案する．
声道アナログ ·モデルは一次元近似の一種であるため，声道がもつ複雑な三次元形状か
ら生じる特徴を精度よく実現できない．そのため，近年は有限要素法を用いた音響シミュ
レーションが三次元声道形状に対して行われており，新しい知見が得られている．有限要
素法において数値解析の精度を保つためには以下の条件を満たす必要がある．１．各々の
ブロックが同程度のサイズである．２．極端に潰れたブロックが存在しない．３．曲面を
精度よく近似している．自動メッシュ生成アルゴリズムにおいてこれらの条件が満たされ
ることが望ましい．しかし，声道形状のような複雑な形状において，これらの条件を満た
す自動メッシュ生成アルゴリズムは実現されておらず，手作業によるメッシュの調整が必
要とされている．我々はこれらの条件を満たし，手作業を必要としない自動メッシュ生成
アルゴリズムを提案し，例として日本語男性母音の声道形状に対して生成したメッシュ
と，FEMおよび提案する DDMを用いて得られた解析結果を示す．
ii
Abstract In our study, we propose an accurate acoustic model of the speech pro-
duction system for Japanese vowels.
First, we introduce a new approximation method for realizing a digital filter model
of the vocal-tract analog.
The equivalent-circuit model has been used for the analysis of the speech pro-
duction system using the acoustic theory of the vocal-tract analog proposed by G.
Fant. In this theory, since the model of the vocal tract can be approximated with a
cascaded circuit of some distributed transmission lines with different values of charac-
teristic impedance, the driving-point impedance or the transfer function can be com-
puted without difficulty in the frequency domain using the cascade matrix. However,
since the characteristic impedance and propagation factor have singular frequency-
dependent functions, the computation in the time domain is difficult using the above
model, and the evaluation in the waveform of the glottal source flow has not been
performed. In this paper, we propose a new approximation method for realizing a
digital filter model of the vocal-tract analog with frequency-dependent characteristics,
and show that the evaluation can be performed for a glottal source flow in which the
effect of the frequency dependency is not small.
Secondary, we propose a new method for an auto-meshing algorithm for an acoustic
analysis of the vocal tract using the Finite Element Method (FEM) and Domain
Decomposition Method (DDM).
The vocal-tract analog is a kind of one dimensional model for the speech production
system, but the vocal tract has complex three dimensional figures. Thus, in recent
years, the FEM has been used for an acoustic analysis for the vocal tract. In order to
improve the precision of the FEM analysis, the following conditions are required; each
block has similar size, no extraordinary collapsed block, and precise approximation
of the curved surface. In the auto-meshing algorithm, these requirements should be
considered though it has difficulty. Since the vocal tract has a complex figure, it is
difficult to mesh automatically with enough quality, and the auto-meshing algorithm
has not been realized for this purpose. We propose a new algorithm for an auto-
meshing instead of the manual treatment, and show the example of the meshes for
the vocal tract figure of Japanese vowel, and trial results of the FEM simulation with
the proposed DDM.
1目次
第 1章 緒言 5
1.1 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
第 2章 音声生成系に関する基礎理論 10
2.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 音声生成器官 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 声道部のモデル . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 物理的モデル . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 電気回路モデル . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
インダクタンス L . . . . . . . . . . . . . . . . . . . . . . . . . . 13
キャパシタンス C . . . . . . . . . . . . . . . . . . . . . . . . . . 14
直列レジスタンス R(ω) . . . . . . . . . . . . . . . . . . . . . . . 14
並列コンダクタンス G(ω) . . . . . . . . . . . . . . . . . . . . . . 15
壁アドミタンス YW (ω) . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 人間の呼気中における物理定数 . . . . . . . . . . . . . . . . . . . . . . 16
2.5 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
第 3章 3次元音響解析に関する基礎理論 17
3.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 有限要素法（Finite Element Method:FEM）の基礎 . . . . . . . . . . . 18
3.2.1 重み付き残差法と弱形式化 . . . . . . . . . . . . . . . . . . . . . 18
多次元へ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.2 Galerkin法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.3 簡単な 1次元有限要素モデル . . . . . . . . . . . . . . . . . . . . 22
3.3 Chebychev Collocation Methodの基礎 . . . . . . . . . . . . . . . . . 25
3.3.1 Chebychev Collocation Methodの例 . . . . . . . . . . . . . . . 26
3 次元変形要素を用いた Chebychev Collocation Method の数値
実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
曲率の小さい 3次元形状における数値実験 . . . . . . . . . 29
曲率の大きな 3次元形状における数値実験 . . . . . . . . . 31
目次 2
3.4 Spectral Element Methodの基礎 . . . . . . . . . . . . . . . . . . . . . 32
3.4.1 基底関数 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
六面体要素における基底関数 . . . . . . . . . . . . . . . . . . . . 34
プリズム要素における基底関数 . . . . . . . . . . . . . . . . . . . 35
三角要素におけるノード . . . . . . . . . . . . . . . . . . . . . . 36
Fekete Points . . . . . . . . . . . . . . . . . . . . . . . . 36
Lobatto grid over the triangle . . . . . . . . . . . . . . . 37
Gauss-Lobatto-Legendre quadrature . . . . . . . . . . . . . . . 38
Jacobi多項式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Legendre多項式 . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 領域分割法（Domain Decomposition Method:DDM）の基礎 . . . . . . 40
3.6 正規化座標系から実座標系への写像について . . . . . . . . . . . . . . . 43
3.6.1 Be´zier 曲線を用いた変形要素 . . . . . . . . . . . . . . . . . . . . 44
3.6.2 Non-Uniform Rational B-Spline（NURBS）の基礎 . . . . . . . 46
3.6.3 NURBS曲面を用いた変形要素 . . . . . . . . . . . . . . . . . . . 48
点 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
線分 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
面の近似 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
内部の近似 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
微分値（一階） . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
内部 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
実座標系から正規化座標系への微分オペレータの変換 . . . . . . . 51
一階微分オペレータ（二次元） . . . . . . . . . . . . . . . 51
∂ξ1/∂xn，∂ξ2/∂xn の計算法 . . . . . . . . . . . . . . . . 51
ニ階微分オペレータ（二次元） . . . . . . . . . . . . . . . 52
∂2ξ1/∂x2n，∂2ξ2/∂x2n の計算法 . . . . . . . . . . . . . . . 52
一階微分オペレータ（3次元） . . . . . . . . . . . . . . . 54
∂ξ1/∂xn，∂ξ2/∂xn，∂ξ3/∂xn の計算法 . . . . . . . . . . 54
ニ階微分オペレータ（3次元） . . . . . . . . . . . . . . . 55
∂2ξ1/∂x2n，∂2ξ2/∂x2n，∂2ξ3/∂x2n の計算法 . . . . . . . . 55
3.6.4 積分の係数変換 . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.7 数値積分 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.7.1 Gauss-Legendre quadrature . . . . . . . . . . . . . . . . . . . . 61
3.7.2 Gauss-Lobatto-Legendre quadrature . . . . . . . . . . . . . . . 61
3.7.3 評価点 ξi と重み wi の値 . . . . . . . . . . . . . . . . . . . . . . 62
3.8 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
第 4章 声道アナログモデルにおける高精度なディジタルフィルタの実現方法の
目次 3
提案と評価 64
4.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1.1 声道のディジタルフィルタモデル . . . . . . . . . . . . . . . . . . 65
声道モデルの縦続行列による表現 . . . . . . . . . . . . . . . . . . 65
ウェーブマトリクスによる表現 . . . . . . . . . . . . . . . . . . . 66
4.1.2 現状のモデルにおける問題 . . . . . . . . . . . . . . . . . . . . . 67
4.2 声道の特性近似における提案方法 . . . . . . . . . . . . . . . . . . . . . 68
4.3 より実験値に近い壁アドミタンス YW . . . . . . . . . . . . . . . . . . . 68
4.4 対数領域での最急降下法 . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 再急降下法による近似例 . . . . . . . . . . . . . . . . . . . . . . 70
4.5 e−ail の特性近似の方法 . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5.1 e−ail の特性近似に用いる近似モデル . . . . . . . . . . . . . . . . 72
4.5.2 e−ail の近似アルゴリズム . . . . . . . . . . . . . . . . . . . . . . 74
4.5.3 e−ail の近似結果 . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5.4 e−ail のディジタルフィルタの実現 . . . . . . . . . . . . . . . . . 77
4.6 µi+1 の特性近似の方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.7 声道一区間のディジタルフィルタモデルの構成 . . . . . . . . . . . . . . 80
4.7.1 近似精度の検証 . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
体積速度伝達特性の近似精度 . . . . . . . . . . . . . . . . . . . . 82
声門における駆動点インピーダンスの近似精度 . . . . . . . . . . . 82
4.8 声門下のディジタルフィルタモデルの実現方法 . . . . . . . . . . . . . . 85
4.9 実現したディジタルフィルタによる合成の結果と声門流に関する評価 . . 90
4.10 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
第 5章 声道の 3次元形状を考慮した合成モデルに対する提案方法と評価 94
5.1 はじめに . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1.1 気体中の音場の波動方程式 . . . . . . . . . . . . . . . . . . . . . 95
境界条件 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.2 FEMにおける問題点 . . . . . . . . . . . . . . . . . . . . . . . . 98
波動方程式の弱形式化 . . . . . . . . . . . . . . . . . . . . . . . . 98
FEMにおけるメッシュ生成の必要性と問題点 . . . . . . . . . . . 99
5.1.3 メッシュ生成に関する従来研究 . . . . . . . . . . . . . . . . . . . 99
5.2 提案方法 1:表面メッシュと内部メッシュへの分割によるメッシュ生成 . . 101
5.2.1 領域分割法（Domain Decomposition Method:DDM）の導入 . . 101
Chebyshev Collocation Methodと DDMによる予備実験 . . . . 102
5.2.2 メッシュ生成アルゴリズム . . . . . . . . . . . . . . . . . . . . . 103
Multi-level Partition of Unity Implicits . . . . . . . . . . . . . . 104
Partition of Unity . . . . . . . . . . . . . . . . . . . . . . 105
目次 4
Adaptive Octree-based Approximation . . . . . . . . . . 106
Qi(x)の近似法 . . . . . . . . . . . . . . . . . . . . . . . 107
Dual Meshを用いたメッシュ最適化 . . . . . . . . . . . . . . . . 109
Dual Meshの頂点生成 . . . . . . . . . . . . . . . . . . . 109
Dual Mesh の頂点から最適化メッシュ（Double Dual
Mesh）の頂点生成 . . . . . . . . . . . . . . . 110
外部メッシュの補間点QOuter の計算方法 . . . . . . . . . . . . . 112
3次元への拡張 . . . . . . . . . . . . . . . . . . . . . . . . 113
内部メッシュの補間点QInner の計算方法 . . . . . . . . . . . . . 113
声道形状に対するメッシュ生成の結果 . . . . . . . . . . . . . . . 113
5.2.3 提案するメッシュに適したソルバ . . . . . . . . . . . . . . . . . . 113
5.2.4 Spectral Element Methodと DDMによる数値実験 . . . . . . . 118
5.3 提案方法 2:分岐部分における分割によるメッシュ生成 . . . . . . . . . . 120
5.4 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
第 6章 考察と結論 125
6.1 今後の展望 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
第 7章 各章の要約 127
参考文献 129
謝辞 135
研究業績一覧 136
5第 1章
緒言
音声は，人間にとって最も自然かつ効率的な言語情報の表現および伝達手段である．音
声によって伝達される情報の中には種々のものがある．最も基本的かつ重要なのは意味情
報である．これ以外の重要な情報に，話し手が誰であるかという個人性に関する情報や話
し手の感情を表現する情緒性の情報などがある．人の言語の表現形式として音声の他に文
字があるが，日常のコミュニケーションには音声が用いられることが圧倒的に多い．これ
は，音声を生成する際に身体以外に装置等を用意する必要がなく，空気を伝搬して相手に
届き，受け手側にも特別な準備が必要ないという特徴を音声を介したコミュニケーション
が有しているからである．
音声合成の歴史は 1791年に制作された機械式音声合成器に始まる．von Kempelenに
よって制作されたこの機械式音声合成器は，ふいごによって送られた空気によってリー
ドが鳴り，声道を模した革製の共鳴器を共振させることで音声を合成することができた．
この合成器は空気の経路を選択することで有声音のみならず無声音をも合成することが
できた．後に，Helmholtz，D. C. Miller，R. Koenig，Stumpt によって共振系を適切
な周期波形で駆動することで “音声のような音” を生成できうることが示唆された．そ
の後 Stewartにより，電気回路を用いた合成器が初めて作られ，さらに Dudley，Riesz，
Watkinsによって Voderが作られ初めて連続音声の合成が可能となった．この合成器は
ホルマント型（ターミナル ·アナログ方式）の合成器の一種であり，簡易な合成回路とし
て特にアナログ技術しか利用できなかった時代によく使われていたが，依然として有力
な音声合成の方法である．さらに，1950年代に H. K. Dunnにより声道内の音波の伝搬
を電気回路によって模擬しようとする声道アナログ方式の音声合成器が研究され始めた
[b1]．この流れと平行して 1876年の電話機の発明によって音声の電気的な伝送が実用化
され始めると，研究者は音声の音韻性を保ちつつ如何に低コストで音声を伝達するかとい
う課題にこたえなくてはならなかった．その過程で明瞭度や了解度といった概念やその測
定法，音声波形の強度分布やスペクトル解析など，今日の音声工学の基礎が築かれていっ
た [a11]．やがて電子計算機の進歩やディジタル信号処理技術の進歩に伴い，合成器その
ものはディジタル信号処理によって実現されるようになった．
現在の音声合成方式は，以下の三つに分類される [a9, a10]．
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1. 録音編集方式 · · ·人が発生した単語等を記憶媒体に蓄積し，合成したい言葉に応じ
て蓄えられた音声をつないで再生する．
2. パラメータ編集方式 · · ·人が発生した音声を分析して単語以上の大きな単位の特徴
パラメータの形で蓄積し，このパラメータを使用して音声合成器を制御して音声を
合成する．
3. 規則合成方式 · · ·単語より小さい音素，音節などの基本単位を用いて，これらの結
合方法や韻律情報（アクセント，イントネーションなど）に関する規則により音声
合成器のパラメータを生成し，音声出力する．
表 1.1 各音声合成方式の特徴比較 [a9]．
項目 録音編集方式 パラメータ編集方式 規則合成方式
音声 了解性 高 高 中
品質 自然性 高 中 中
語彙数 小（500語以下） 大（数千語） 無限
　　　　　　　 　　　　　　　　 テキスト合成システム
アナログまたは チャネルボコーダ 合成器はターミナル
具体例 PCM録音， PARCOR アナログ，PARCOR，
ADPCM録音， LSPなど LSP，ケプストラム，
素片接続など
情報量 24 ∼ 64 kbps 2.4 ∼ 9.6 kbps 50 ∼ 75 bps
1Mbitでの音声長 10 ∼ 40 sec 100 sec ∼ 7 min 無限
音素蓄積単位 単語，文節，文章 単語，文節，文章 音素，音節，形態素など
装置 簡単 やや複雑 複雑
ハードウェア 記憶装置 処理と記憶装置 処理と記憶装置
主体 の併用 の併用
各方式の特徴を表 1.1にまとめた．録音編集方式及びパラメータ編集方式は基本的に情
報圧縮の考えに基づくもので，比較的簡単な処理で高品質の音声が得られる反面，合成で
きる語彙数が限られる．これに対して規則合成方式は複雑な処理が必要な上高品質な音声
を得ることが難しい反面，合成できる語彙数に関する自由度が大きく，特に合成する言葉
が限定されない分野ではその応用が大いに期待されている．
規則合成方式で用いられる音声を生成する原理としては，音声の生成機構を電気的にモ
デル化して音声を作り出す声道アナログ ·モデルや声道の共振/反共振現象のみをシミュ
レートするターミナルアナログ方式，線形予測分析（LPC）に基づく方法などがある．
声道アナログ ·モデルでは，声道は特性の異なる分布定数線路の縦続接続により近似で
き，周波数領域において縦続行列から声道の入力インピーダンスや伝搬特性を容易に計算
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できる．また，回路モデルをディジタルフィルタモデルを用いて実現することにより，声
門下部（気管や肺）や声門部，声道部，口唇部における相互干渉を時間領域で模擬するこ
とが出来る．特に声門部では非線形効果が生じるため，時間領域での模擬が可能であると
いう特徴は非常に重要である．しかし，回路モデルにおいて特性インピーダンスや伝搬定
数が特殊な周波数依存特性を持つことから，ディジタルフィルタモデルの実現の際には近
似誤差を最小とする周波数を選択し，その周波数での振幅のみを見て定数として扱う方法
が用いられている [a12, b7, b11]．したがって，声道アナログ ·モデルにおいて声道内の
周波数依存特性が合成波形，特に声門流へ与える影響は未だ評価されていない．
さて，声道アナログ ·モデルにおいて声道内の音波の伝搬は平面波であるという仮定で
あった．これはかなり大胆な仮定ではあるが，声道断面積関数を与えれば計算によって音
声生成過程を模擬し音声波形を得ることができるし，第一近似としては十分な結果が得ら
れている．しかし，声道がもつ複雑な 3 次元形状から生じる特徴を精度よく実現できな
い．人はそれぞれ異なった声質を有しており，各個人の音声の個人性や情緒性等の特徴量
は声道が有する 3 次元形状から生じると考えられている．そのため，近年は有限要素法
（Finite Element Method:FEM）を用いた音響解析が 3 次元声道形状に対して行われて
おり，新しい知見が得られている．FEMでは声道内の音波を平面波と仮定する必要が無
いため，特に 4kHzを超える高周波数での音響解析に有効である．今までの電話回線では
帯域が 4kHz程度に制限されており，音声の音韻性を送ることが出来るに留まる．しかし
ながら近年のインターネット等の広帯域化により，音声伝送においても広帯域化により音
韻性のみならず個人性の伝送が期待されている．
以下に FEMによる声道の音響解析に関する従来研究を概説する．1970年代から 1980
年代にかけては，FEMによる管内音圧分布の解析の有効性が示された [d23, d24, d25]．
1990年代には，当初だ円音響管で近似された声道形状に対する FEMの検証から始まり，
だ円近似の妥当性や一次元モデルとの比較がなされ [d5, d6, d7, d8, d9, d21, d22]，だ円
近似が妥当であること，および一次元モデルとの差異として，有限要素モデルでは第 3ホ
ルマント以上の周波数ではホルマントの周波数や帯域幅に違いが生じ，高次伝搬モード
によるものと思われる零点のような谷が伝達関数に生じることが示された．さらに，だ
円近似による形状の単純化は FEM において問題となりがちなメッシュ生成のコストを
大幅に削減することができることから，1997年には 3次元声道モデルにより母音と半母
音からなる滑らかに調音が変化する連続音声合成の試みがなされ，各時間ステップにお
けるインパルス応答に音源波形を畳み込むことで合成音を得る方法の有効性が示された
[d20]．2000年に入ると FEMで用いられる反復解法の特性および微分の差分近似を利用
して計算コストの低減する方法が提案され，十分な精度を維持しながら計算コストは大幅
に低減された [d19]．また，だ円近似とオリジナルの声道形状（分岐無し）において，“時
間領域における FEM”による母音生成シミュレーションが行われ，両者の合成音に対し
て聴取実験が行われた [d10]．この実験では音源不適切であったため 3次元形状の差異が
合成音に与える影響は明らかにされなかったものの，音源による音声の自然性への影響が
大きいことが示された．2003年には声道形状における分岐や口唇部突出し，および声道
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の曲がりの簡略化への検討がなされ，各部位の存在が伝達関数に与える影響が示された
[d11, d12]．2004年にはボクセルメッシュを用いた FEMによる声道の音響解析の結果が
報告された [d4]．ボクセルメッシュを用いた FEM では MR 画像から得られる声道のボ
クセル要素をそのまま有限要素として用いるため，メッシュ生成のコストが大幅に削減さ
れるという利点がある．この報告では，表面を滑らかに近似した有限要素モデルとの比較
はなされていないものの，実音声との比較で良い一致が見られることを示した．2005年
以降は鼻腔を伴う声道に対して FEMを用いた音響解析が行われ，伝達関数および複素音
響インテンシティ双方の面で詳細な解析結果が示された [d13]．
FEMに声道内音響解析において，FEMによる解析のボトルネックとなるものの一つ
に解析対象となる声道形状の要素分割があげられる．FEMによる数値解析の精度を保つ
ためには以下の条件を満たす必要がある．１．各々の要素が同程度のサイズである．２．
極端に潰れた要素が存在しない．３．曲面を精度よく近似している．自動メッシュ生成ア
ルゴリズムにおいてこれらの条件が満たされることが望ましい．しかし，声道形状のよう
な複雑な形状において，これらの条件を満たす自動メッシュ生成アルゴリズムは実現され
ておらず，手作業によるメッシュの調整が必要とされている．この手作業は時間的コスト
が大きく，調音とともに変化する分岐を含む 3次元声道形状に対する音響解析は未だ行わ
れていない．
本論文では，このような音声合成の研究の流れにあってより自然な音声の合成のために
は更に高精度に音声の生成過程を模擬するモデル，特に 4kHzを超える周波数帯を高精度
に模擬可能なモデルが必要であるという立場に立ち，第一近似としての声道アナログ ·モ
デル，およびこれから主流となっていくであろう有限要素解析における問題点を克服する
ことによって，より高品質な音声合成器を実現していくことを目的としている．そのため
に本論文ではまず前半において従来から良く知られる声道アナログ ·モデルにおいてディ
ジタルフィルタモデルの実現を高精度に行う方法を提案する．そして，提案方法を用いて
実現したディジタルフィルタモデルを用いて声道内の周波数依存特性が声門流へ影響を与
えることを示す．さらに後半では，我々は生成するメッシュ品質の条件を満たし手作業を
必要としない自動メッシュ生成アルゴリズムについて論じる．そして例として日本語男性
母音の声道形状に対して生成したメッシュと，FEMおよび提案する領域分割法（Domain
Decomposition Method:DDM）を用いて得られた解析結果を比較，検討する．
1.1 本論文の構成
まず第 2章において音声生成器官の基本的な構造について述べる．また，音声生成器官
を近似するモデルとして音響管モデルについて述べる．
第 3章においては数値解析における基礎理論として，FEM，DDM，Spectral Element
Method，Chebychev Collocation Methodおよび正規化座標系から実座標系への写像に
ついて述べる．　
第 4章においては声道アナログ ·モデルにおいて，従来のディジタルフィルタモデルの
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実現方法を述べ，従来の問題点を明らかにする．さらに，ディジタルフィルタモデルの実
現を高精度に行う方法を提案し，その方法を詳述する．また，提案したディジタルフィル
タモデルを用いて音声を合成し，従来のディジタルフィルタモデルを用いて合成した結果
と波形および周波数スペクトルの観点から比較し，声道内の周波数依存特性が声門流へ影
響を与えることを示す．
第 5章においては，第 4章にて扱ってきた声道アナログ ·モデルでは声道の 3次元形状
から生じる特徴量を実現できないことを述べる．さらに，3次元形状内を伝搬する音波を
表現するために波動方程式と呼ばれる偏微分方程式を導入し，波動方程式を数値的に解く
ための方法において，従来から広く用いられてきた FEMにおいてメッシュ生成における
コストが問題となることを示す．そして提案方法 1としてメッシュ生成では声道の表面と
内部に領域を分割し，ソルバとして Spectral Element Methodと DDMの組み合わせを
提案し，単純形状に対して提案方法 1を適用した場合の音響解析を行い，本手法の有効性
を検証している．次に提案方法 2として分岐部分における領域分割によるメッシュ生成の
方法を提案し，提案方法 2を用いて予備実験を行い，ある程度の複雑な形状において３次
元音響解析においての DDMの有効性を検証している．
第 6章においては，本論文を総括し，その研究成果を述べる．また，問題点や今後の課
題について述べる．
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第 2章
音声生成系に関する基礎理論
2.1 はじめに
本章では，音声生成系および音声生成系のモデル化について述べる．このモデルは以下
に述べる 4つの部分から構成され，相互干渉を及ぼしながら音声を生成する．まず 1つ目
は声門下（肺 ·気管）部であり，気流の原動力（肺圧）を生み出し，更にはその共振/反共
振特性により生成される音声に幾分かの特徴を与える．2つ目は声門部で，実質的な音源
として音声の原動力となる気流の断続を生み出す．3つ目は声道部であり，その複雑な形
状により音声の音韻性と個人性を生み出す．そして 4つ目が口唇部であり，声道の終端条
件を与え，その共振特性に影響を与える．声道アナログ ·モデルでは各部を伝搬する音波
が平面波であることを仮定した物理モデルから，電気回路モデルを構築する．ここでは特
に本研究に関係のある声道部の物理的モデルおよび電気回路モデルについて述べる．
2.2 音声生成器官
音声の生成は，音声生成器官の運動によって行われる [a11]．主な音声生成器官を図 2.1
に示す．音声の生成には音響エネルギーとしての音源と，その音響エネルギーに言語情報
を担わせる調音運動が必要である．音源には，声帯の周期的な振動による有声音源，口腔
内などの狭めを空気が通過する際に発生する乱流による無声音源，口唇部などにおいて閉
鎖から開放へ急激に移行する際に発生するパルス状の空気の流れによる破裂音源がある．
いずれの音源においても，そのエネルギー源は肺および横隔膜の運動による空気の流れで
ある．図 2.2に単純化した音声生成器官を示す．
2.3 声道部のモデル
ここでは声道アナログ音声合成器を構成する上で必要な声道のモデル化に関する基礎事
項を述べる．ここで述べる理論や式は文献 [b2, b3]を引用 ·参考している．
声道アナログ音声合成器においては，音声生成器官の各構成要素を最初に物理的モデル
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斜線部分が声道
気管
図 2.1 音声生成器官の断面図．
肺 声帯 声道 口唇
図 2.2 単純化された音声生成器官．
図 2.3 声道の音響管形状の例． 図 2.4 均一音響管の縦続接続による近似．
で表現し，つぎに物理的モデルと等価な電気回路モデル，そしてディジタルフィルタモデ
ルへと変換することで計算機上で実装可能なモデルを構築する．
2.3.1 物理的モデル
声道は，調音器官の動きによって様々な形状変化を行う音響的共振器であると考えら
れ，調音の決定という意味で声道中の音波の伝搬についての伝達特性を記述することは非
常に重要であるといえる．しかし，音波は声道中を３次元的に伝搬するので，伝達特性を
厳密に求めるためには伝搬に関する微分方程式を解かなくてならず，伝達特性を厳密に求
めるのは困難である．
そこで，声道の伝達特性を近似的に計算する手法として声道を均一音響管の縦続接続で
近似（図 2.3，図 2.4）することで１次元の音響管伝達問題に変換する方法が広く用いられ
ている．
声道形状から１次元の伝搬方程式を導出する方法を以下に示す．声道を無損失音響管と
仮定した場合，声道内の粒子速度 v と音圧 P は，それぞれ位置座標 xと時間 tの関数で
あり，次式の関係がある．
ρ
∂v(x，t)
∂t
= −∂P (x，t)
∂x
(2.1)
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図 2.5 分布定数線路の微小区間の回路素子．
κ
∂P (x，t)
∂t
= −∂v(x，t)
∂x
(2.2)
ただし，ρは空気密度，κは空気の圧縮率である．ここで，粒子速度を通過面 Aで積分し
た体積速度 U を導入する U と v の関係は次式で表される．
U(x，t) = v(x，t)A(x) (2.3)
ここで式 (2.1)， 式 (2.2)を書き直すと次式となる．ただし，断面積 A(x)の変化は十分
滑らかであるとする．
ρ
∂U(x，t)
∂t
= −A(x)∂P (x，t)
∂x
(2.4)
κ
∂P (x，t)
∂t
= − 1
A(x)
∂U(x，t)
∂x
(2.5)
式 (2.4)， 式 (2.5)より，体積速度 U を消去して，音圧のみで表すと次式となる．
A(x)
c2
∂2P (x，t)
∂t2
=
∂
∂x
[
A(x)
∂P (x，t)
∂x
]
(2.6)
c2 ∼= 1
ρκ
(2.7)
ここで cは音速である．式 (2.6)， 式 (2.7)は，Websterのホーン方程式と呼ばれる．
声道をいくつかの区間に分け，それぞれの区間内において A(x)が一定であると近似す
ることによって，声道全体を均一音響管の縦続接続で近似することができる．この近似さ
れた声道が，声道の物理的モデルとして用いられる．
2.3.2 電気回路モデル
声道の物理モデル１区間における，微小長さ dxに相当する電気的等価回路は，図 2.5
のように表現可能であることが知られている [b3]．ここで，L，C，R，G，Y はそれぞれ
単位長さあたりのインダクタンス，キャパシタンス，直列レジスタンス，並列コンダクタ
ンス，音響的アドミタンスである．
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正弦波的に時変な電圧および電流を，それぞれ E(x)ejωt，I(x)ejωt とおくと，電信方
程式は次式で表される．
∂E(x)ejωt
∂x
= −ZI(x，t) (2.8)
∂I(x)ejωt
∂x
= −Y E(x，t) (2.9)
ここで，Z，Y は次のような値を持つ．
Z = R(ω) + jωL (2.10)
Y = G(ω) + YW (ω) + jωC (2.11)
式 (2.8)， 式 (2.9)の解は，一般に次式で表される．
E(x) = A1eγx +B1e−γx (2.12)
I(x) = A2eγx +B2e−γx (2.13)
ここで A，B は境界条件によって決定される積分定数である．また，γ = √Y Z は伝搬定
数と呼ばれる．
電圧および電流の前進波成分を E1 と I1，後進波成分を E2 と I2 とおくと，区間長
l = dxにおける後進波成分は次式で表される．
E2 = E1 cosh γl − I1Z0 sinh γl (2.14)
I2 = I1 cosh γl − E1Z−10 sinh γl (2.15)
ここで，以下の関係が存在する．
E1 = A1 +B1 (2.16)
I1Z0 = A1 −B1 (2.17)
また，Z0 =
√
Z
Y は回路の特性インピーダンスである．
以下にインダクタンス，キャパシタンス，直列レジスタンス，並列コンダクタンス，音
響的アドミタンスおよび人間の呼気中における物理定数を示す．なお，S は音響管の周長
である．
インダクタンス L
図 2.5に示した音響管内に含まれる空気の質量は，空気密度を ρとすると ρAdxと表す
ことができる．圧力の微小変化はニュートンの運動方程式より次式で表現できる．
dP = ρdx
dv
dt
= ρ
dx
A
dU(x, t)
dt
(2.18)
ここで，U(x, t) = U(x)ejωt とおくと，次式となる．
dP = jωρ
dx
A
U (2.19)
dP
dx
= jωLU (2.20)
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したがってインダクタンス Lは
L =
ρ
A
(2.21)
となる．
キャパシタンス C
C は音響管内に含まれる気体の体積圧縮性により生じるものである．体積 Adxにおけ
る気体の断熱的膨張（または圧縮）についての以下の関係が知られている．
PV η = const (2.22)
ただし，P および V は気体の圧力および体積で，η は定圧比熱 cp と定積比熱 cv の比で
ある．これを時間微分すると次式となる．
1
P
dP
dt
= − η
V
dV
dt
(2.23)
圧力増加による気体体積の減少は，体積の流れとなり U = −dVdt と表されるため，次式が
得られる．
1
P
dP
dt
=
ηU
V
(2.24)
ここで，正弦波的圧力振動 P = P0 + pejωt を考える．P0 は静止状態の圧力で，pに比
べ大きいものとする．圧縮による体積流は次式で近似可能である．
U = jω
V
P0η
p = jω
Adx
P0η
p (2.25)
P0η は ρc2 に等しいので，単位長さあたりの体積速度は次式となる．
U = jω
A
ρc2
p (2.26)
= jωCp (2.27)
ここで，
C =
A
ρc2
(2.28)
がキャパシタンスとなる．
直列レジスタンス R(ω)
R(ω)は音響管壁面での粘性摩擦によって起こるエネルギーの損失を表す．ここで，管
壁は十分大きな平面とし，x方向に速度 v = vmejωt で振動するものとする．壁に接して
いる気体粒子は，その媒体の粘性係数 µによってもたらされる力を受ける．このようにし
て，気体が単位面積あたりにおける力によって損失が生じる．
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y 方向へ単位面積で厚さが dy の層を考える．この層に加わる力の総和は次式で表さ
れる．
µ
[(
∂v
∂y
)
y+dy
−
(
∂v
∂y
)
y
]
= ρdy
∂v
∂t
(2.29)
ここで，v は x方向への粒子速度である．壁表面からの距離で表される拡散方程式は次式
となる．
∂2v
∂y2
=
ρ
µ
∂v
∂t
= j
ωρ
µ
v (2.30)
ここで，k2v = jωρµ と置くことで解を次のように表すことができる．
v = vme−kvy = vme−
√
ωρ
2µy e−j
√
ωρ
2µy (2.31)
粒子速度が壁上の振動と比べて 1e となる距離を，boundary-layer thicknessと呼ぶ．この
値 δv は，δv =
√
2µ
ωρ となる．
壁上における単位面積あたりの粘性による力は，
F = µ
(
∂v
∂y
)
y=0
= µkvvm (2.32)
もしくは，
F = vm(1 + j)
√
ωµρ
2
(2.33)
で表される．
壁の単位表面積における損失の平均 P は次式で表される．
P =
1
2
|F |vm cos θ = 12v
2
mRs(ω) (2.34)
ここで，Rs(ω) =
√ωρµ
2 は，単位面積あたりのレジスタンスで，θ は F と v の位相角で
あり，45度である．音響管の長さを l，周長を S とすれば，その側面積は Slとなり，管
の単位長さあたりの損失は，次のように表される．
PS =
1
2
v2mSRs(ω) =
1
2
U2R(ω) (2.35)
したがって，レジスタンス Rは以下の式で表される．
R(ω) =
S
A2
√
ωρµ
2
(2.36)
並列コンダクタンス G(ω)
G(ω)は音響管壁の熱伝導性によって起こる熱損として表現され，以下の式で表される．
G(ω) = S
η − 1
ρc2
√
λω
2cpρ
(2.37)
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壁アドミタンス YW (ω)
YW (ω) は音響管壁の振動によるエネルギーの損失として生じ，以下の実験式で表さ
れる．
YW (ω) =
S
1400 + 1.6jω
（鈴木の近似） (2.38)
又は，
YW (ω) =
{ 0.4S
700+0.5jω (f < 325)
0.4S
1900+0.3jω (f ≥ 325)
(2.39)
（神山らの近似）
式 (2.38)は文献 [b12]から引用した．
式 (2.39) の近似は音響実験によって実測されたデータから求められた実験式である
[b5, b6]．本稿では，式 (2.39)を YW (ω)とし，sの有理多項式 (6/6)を用いて近似して壁
アドミタンスとして用いる．
2.4 人間の呼気中における物理定数
上述の定数は人間の呼気中においておよそ以下のような値となる．
ρ = 1.14× 10−3 [g/cm3]
c = 3.58× 104 [cm/sec]
cp = 0.24 [cal/g· K]
λ = 5.5× 10−5 [cal/cm · sec · K]
µ = 1.86× 10−4 [dyne · sec/cm2]
η = 1.4
2.5 まとめ
本章では，音声性器官の概要について述べた．さらに，これまで行われてきた声道部の
一次元のモデル化について述べた．本研究では，まず一次元のモデルをより高精度にする
ことを試みている．さらに，一次元のモデルでは表現できない 3次元声道形状における特
徴量を別の方法でシミュレートし，一次元のモデルと複合させることでより高精度な音声
合成を行いたいということを念頭に置いている．
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第 3章
3次元音響解析に関する基礎理論
3.1 はじめに
3次元声道形状内における FEMを用いた音響解析は概して以下の手順で行われる．
1. MR画像から 3次元声道形状を抽出する．
2. 抽出された 3 次元声道形状内を六面体もしくはプリズム，四面体要素を充填する
（プリプロセス）．
3. プリプロセスにて得られた要素モデルを用いて波動方程式を近似的に解く（ソ
リューションプロセス）．
4. ソリューションプロセスにて得られた数値解から所望のデータが得られるように可
視化する（ポストプロセス）．
本論文では特にプリプロセスにおける人的コストを削減することを念頭において，新しい
プリプロセスとソリューションプロセスの方法を 3次元声道形状における音響解析へ適用
を試みる．
本章では，本論文の後半において FEMによる音響解析の問題点の解決のための方法を
述べるにあたって必要な基本的事項について述べる．まずは，ソリューションプロセス
において従来から良く用いられて来た FEMについて詳述する．さらに，FEMに替わる
数値解法として Chebychev Collocation Methodおよび Spectral Element Methodにつ
いて述べる．これらもソリューションプロセスで用いられる方法であるが，Chebychev
Collocation Methodは数値積分を必要としないものの同時に解くべき行列の条件数が悪
化しやすい．また，Spectral Element Methodは数値積分が必要ではあるものの，高次の
基底関数を用いる数値解法のうちでは比較的行列の条件数が悪化しにくい．次に，DDM
について述べる．DDMは対象となる領域を複数の小領域に分割し，各々の小領域におい
て FEMなどを用いて交互に数値解を求めて，全体としての数値解を収束させていく．分
割した各々の領域に対して独立してメッシュを生成できるため，メッシュ生成時の拘束条
件が大幅に緩和される見込がある．次に，3次元形状における数値計算のために実座標系
と正規化座標系の写像について述べる．最後に，積分を計算機上で行うために数値積分の
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方法について述べる．
3.2 有限要素法（Finite Element Method:FEM）の基礎
FEM は偏微分方程式などの強力な数値解法であるが，微分方程式を直接に扱わない．
方程式を積分により少し変形して扱うのが普通であり，その指導原理として用いられるの
が弱形式化である．以下では，まず微分方程式の弱形式化について述べ，次に Galerkin
法，簡単な有限要素モデルについて述べる．
3.2.1 重み付き残差法と弱形式化
波動方程式のように，現象の数式による記述にはしばしば微分方程式が用いられる．次
の簡単な 1次元問題を考える．
単位区間 (0, 1)で与えられた関数 f(x)に対し，次式を満足する関数 u(x)を求めよ． −
d2
dx2u(x) = f(x) (0 < x < 1)
u(0) = α, ddxu(x)
∣∣∣∣
x=1
= β
(3.1)
まず，式 (3.1)の上側の式を変形し，
d2
dx2
u(x)− f(x) = 0 (3.2)
とする．さらに，
v(0) = 0 (3.3)
を満たす以外は連続な任意の関数 v(x)を重み関数として用意し，これを式 (3.2)にかけ，
xについて 0から 1まで積分すると，∫ 1
0
{
d2
dx2
u(x) + f(x)
}
v(x) = 0 (3.4)
となる．これの左辺が重み付き残差である．
次に，式 (3.1)の下側の第 2式に v(x)をかけ，先の式と和をとり，変形すると
−
∫ 1
0
d2
dx2
u(x)v(x)dx+
d
dx
u(x)v(x)
∣∣∣∣
x=1
=
∫ 1
0
f(x)v(x)dx+ βv(x)
∣∣∣∣
x=1
(3.5)
となる．ここで，左辺に部分積分を施せば，∫ 1
0
d
dx
u(x)
d
dx
v(x)dx−
[
d
dx
u(x)v(x)
]1
0
+
d
dx
u(x)v(x)
∣∣∣∣
x=1
=
∫ 1
0
f(x)v(x)dx+βv(x)
∣∣∣∣
x=1
(3.6)
となり，v(0) = 0であることに注意すれば，∫ 1
0
d
dx
u(x)
d
dx
v(x)dx =
∫ 1
0
f(x)v(x)dx+ βv(x)
∣∣∣∣
x=1
(3.7)
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図 3.1 領域 Ωとその境界 Γ．
を得る．
式 (3.7) 中の u(x) に関する導関数の階数は式 (3.1) の上側の式中のそれよりも低く，
u(x)に求められる微分可能性は弱められている．
多次元へ
ここまでは 1次元の場合について述べてきたが，ここではそれを多次元に拡張する．
n次元空間 n = 1, 2, 3を考え，点を x = [x1, · · · , xn]と表す．Ωを空間内の有界な領域
とし，その境界 Γは区分的に十分滑らかであるとする．
図 3.1に示すように，境界 Γを 2つの部分 Γ1，Γ2に分ける．ただし，Γ1∩Γ2 = ∅，Γ =
Γ1
⋃
Γ2とする．ここではΩ内で定義された関数 f(x)，Γ1上で定義された関数 g1(x)，Γ2
上で定義された関数 g2(x)を与えて，次の条件を満たす関数 u(x)を求める問題を考える．{ −(u(x) = f(x) (Ω内)
u(x) = g1(x) (Γ1上), ∂∂nu(x) = g2(x) (Γ2上),
(3.8)
ここで，(は次式で与えられる Laplace作用素である．
( =
n∑
i=1
∂2
∂x2i
(3.9)
ここで，2 種類の境界条件が存在しているが，それぞれを一般に以下のように呼ぶ．
1. u(x) = g1(x) (Γ1上)：第一種境界条件，または Dirichlet条件
2. ∂∂nu(x) = g2(x) (Γ2上)：第二種境界条件，または Neumann条件
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次に，1次元の場合と同様にして弱形式を導く．v(x)を
v(x) = 0 (Γ1上) (3.10)
を満たす任意の連続な関数とする．式 (3.8) の上側に v(x) をかけて Ω で積分する．さ
らに，式 (3.8) の下側の第 2 式に v(x) をかけ，Γ2 上で積分し，先の式に加える．した
がって，
−
∫
Ω
(u(x)v(x)dx+
∫
Γ2
∂
∂n
u(x)v(x)dx =
∫
Ω
f(x)v(x)dx+
∫
Γ2
g2(x)v(x)dx (3.11)
となる．次に Greenの公式を用いて式 (3.11)の左辺を変形すると，∫
Ω
n∑
i=1
∂
∂xi
u(x)
∂
∂xi
v(x)dx−
∫
Γ
∂
∂n
u(x)v(x)dx+
∫
Γ2
∂
∂n
u(x)v(x)dx
=
∫
Ω
f(x)v(x)dx+
∫
Γ2
g2(x)v(x)dx (3.12)
が得られ，式 (3.10)に注意すれば，次の弱形式が得られる．∫
Ω
n∑
i=1
∂
∂xi
u(x)
∂
∂xi
v(x)dx =
∫
Ω
f(x)v(x)dx+
∫
Γ2
g2(x)v(x)dx (3.13)
3.2.2 Galerkin法
前節で考えた微分方程式や弱形式で表した問題の解は関数であり，解を指定するには一
般に無限の自由度を必要とする．一方で計算機で扱える変数の数は有限であり，解を厳密
に求めることは特別の場合をのぞいて不可能である．しかし，工学的にはある程度の誤差
を許容して近似解を求めることが有用な場合がある．そのための方法の一つが Galerkin
法である．
まず，求めるべき未知関数 u(x)を近似する関数（近似関数）の形を定める．最も一般
的な方法は既知の関数をいくつか選び，その 1次結合によって u(x)を近似する方法であ
る．すなわち，
u(x) ≈ uˆ(x) =
m∑
i=0
ψi(x)ai =
[
ψ0(x) ψ1(x) · · · ψm(x)
]

a0
a1
...
am
 (3.14)
とする．なお，ψi(x)を基底関数，uˆ(x)を試行関数と呼ぶことがある．基底関数をうまく
選べば，未知変数の数mが大きいほど uˆ(x)は u(x)を良好に近似することが期待できる．
次に，係数 ai を求める方法を考える．まず，式 (3.13)において，u(x)の代わりに uˆ(x)
を用いることとした．そこで，v(x)の代わりに，
v(x) ≈ vˆ(x) =
m∑
i=0
ψi(x)bi =
[
ψ0(x) ψ1(x) · · · ψm(x)
]

b0
b1
...
bm
 (3.15)
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を用いてみる．
式 (3.14)，(3.15)を式 (3.13)に代入すると，第一項は
n∑
i=1
∂
∂xi
uˆ(x)
∂
∂xi
vˆ(x) =


∂ψ0(x)
∂x1
∂ψ1(x)
∂x1
· · · ∂ψm(x)∂x1
∂ψ0(x)
∂x2
∂ψ1(x)
∂x2
· · · ∂ψm(x)∂x2
...
∂ψ0(x)
∂xn
∂ψ1(x)
∂xn
· · · ∂ψm(x)∂xn


b0
b1
...
bm


T
·


∂ψ0(x)
∂x1
∂ψ1(x)
∂x1
· · · ∂ψm(x)∂x1
∂ψ0(x)
∂x2
∂ψ1(x)
∂x2
· · · ∂ψm(x)∂x2
...
∂ψ0(x)
∂xn
∂ψ1(x)
∂xn
· · · ∂ψm(x)∂xn


a0
a1
...
am


(3.16)
となり，同様に第二，第三項はそれぞれ以下のようになる．
f(x)vˆ(x)
= f(x)

[
ψ0(x) ψ1(x) · · · ψm(x)
]

b0
b1
...
bm


= f(x)

[
ψ0(x) ψ1(x) · · · ψm(x)
]

b0
b1
...
bm


T
(3.17)
g2(x)vˆ(x)
= g2(x)

[
ψ0(x) ψ1(x) · · · ψm(x)
]

b0
b1
...
bm


= g2(x)

[
ψ0(x) ψ1(x) · · · ψm(x)
]

b0
b1
...
bm


T
(3.18)
ここで，各項の左側からベクトル [b0, b1, · · · , bm]が掛かっているため，これを除いて以
下の式を得る．
∫
Ω
∑n
i=0
∂ψ0(x)
∂xi
∂ψ0(x)
∂xi
dx
∫
Ω
∑n
i=0
∂ψ0(x)
∂xi
∂ψ1(x)
∂xi
dx · · · ∫
Ω
∑n
i=0
∂ψ0(x)
∂xi
∂ψm(x)
∂xi
dx∫
Ω
∑n
i=0
∂ψ1(x)
∂xi
∂ψ0(x)
∂xi
dx
∫
Ω
∑n
i=0
∂ψ1(x)
∂xi
∂ψ1(x)
∂xi
dx · · · ∫
Ω
∑n
i=0
∂ψ1(x)
∂xi
∂ψm(x)
∂xi
dx
...
...
. . .
...∫
Ω
∑n
i=0
∂ψm(x)
∂xi
∂ψ0(x)
∂xi
dx
∫
Ω
∑n
i=0
∂ψm(x)
∂xi
∂ψ1(x)
∂xi
dx · · · ∫
Ω
∑n
i=0
∂ψm(x)
∂xi
∂ψm(x)
∂xi
dx


a1
a2
...
am

=

∫
Ω
f(x)ψ1(x)dx +
∫
Γ2
g2(x)ψ1(x)dx∫
Ω
f(x)ψ2(x)dx +
∫
Γ2
g2(x)ψ2(x)dx
...∫
Ω
f(x)ψm(x)dx +
∫
Γ2
g2(x)ψm(x)dx
 (3.19)
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図 3.2 1次元の要素分割例．
となる．
この連立方程式を解くことによって，数値解の係数 a = [a0, a1, · · · , am] が求まる．
Dirichlet条件を含む問題の場合では係数 aのとり方に拘束条件を与えるのが普通である．
しかし，数値解の基底関数 ψi が補間関数であるか近似関数であるかによってその方法は
異なる．本研究では Dirichlet条件が含まれないため，詳細は省くが，以下の節で数値解
の基底関数 ψi が補間関数である場合における Dirichlet条件の扱い方を簡単に述べる．
3.2.3 簡単な 1次元有限要素モデル
簡単な 1次元有限要素モデルを用いて，本節では直接剛性法による近似方程式の組み立
て方を述べる．
まず，次の常微分方程式の境界値問題を考える． −
d2
dx2u(x) = f(x) (0 < x < 1)
u(0) = α, ddxu(x)
∣∣∣∣
x=1
= β
(3.20)
3.2.1節と同様に弱形式を求めると，∫ 1
0
d
dx
u(x)
d
dx
v(x)dx =
∫ 1
0
f(x)v(x)dx+ βv(x)
∣∣∣∣
x=1
(3.21)
が得られる．ただし，u(x)は u(x) = αを満たし，v(x)は v(0) = 0を満たす任意の関数
である．
FEMでは，まず区間 (0, 1)を図 3.2のようにm個の副区間に分割する．1つ 1つの副
区間を有限要素と呼び，分割の分点を接点と呼ぶ．分点は次のように並べられているもの
とする．
x1 = 0 < x2 < · · · < xi < xi+1 < · · · < xm+1 = 1 (3.22)
i番目の要素における関数 u(x)の近似関数 uˆ(x)は xの 1次式とする．すなわち，i番
目の要素においては
uˆ(x) =
xi−1 − x
xi−1 − xiui +
x− xi
xi−1 − xiui+1 (3.23)
であるとする．ここで，ui，ui+1 はそれぞれ xi，xi+1 における uˆ(x)の値である．
3.2.2との対応をつけるために，各 i, (2 ≤ i ≤ m)に対して次の関数を定義する
ψi(x) =

x−xi−1
xi−xi−1 (xi−1 ≤ x ≤ xi)
xi+1−x
xi+1−xi (xi ≤ x ≤ xi+1)
0 otherwise
(3.24)
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また，i = 0,m+ 1に対しては，関数 ψ(x)を次のように定める．
ψ0(x) =
{ x2−x
x2−x1 (x1 ≤ x ≤ x2)
0 otherwise (3.25)
ψm+1(x) =
{ x−xm
xm+1−xm (xm ≤ x ≤ xm+1)
0 otherwise
(3.26)
以上から，u(x)の近似関数 uˆ(x)は
uˆ(x) =
m+1∑
i=1
uiψi(x) = αψ1(x) =
m+1∑
i=2
uiψi(x) (3.27)
と表せる．ここで，境界条件 u(0) = αを用いた．さらに，重み関数 vˆ(x)は
vˆ(x) =
m+1∑
i=1
viψi(x) =
m+1∑
i=2
viψi(x) (3.28)
とする．ここで，vˆ(0) = v を用いた．
次に，3.2.2節にしたがって要素行列を作る．まず，次のようなベクトルと行列を定義
する．
ui =
[
ui
ui+1
]
, vi =
[
vi
vi+1
]
, fi =
[
f (i)1
f (i)2
]
, gm =
[
0
β
]
,
Ai =
[
A(i)11 A
(i)
12
A(i)21 A
(i)
22
]
Ai，fi を具体的に計算すると，次式のようになる．
A(i)11 =
∫ xi+1
xi
{
d
dx
ψi(x)
}2
dx =
1
(xi+1 − xi)2
∫ xi+1
xi
(−1)2dx = 1
xi+1 − xi (3.29)
A(i)12 = A
(i)
21 =
∫ xi+1
xi
d
dx
ψi(x)
d
dx
ψi+1(x)dx =
1
(xi+1 − xi)2
∫ xi+1
xi
−1·1dx = −1
xi+1 − xi
(3.30)
A(i)22 =
∫ xi+1
xi
{
d
dx
ψi+1(x)
}2
dx =
1
(xi+1 − xi)2
∫ xi+1
xi
12dx =
1
xi+1 − xi (3.31)
f (i)j =
∫ xi−1
xi
f(x)ψj(x)dx (3.32)
次に，直接剛性法を用いて近似方程式を作る．まず，今までで得られた要素行列や要素
ベクトルを次のようにm+ 1次元に拡大する．
u =

u1
...
ui
ui+1
...
um

, v =

v1
...
vi
vi+1
...
vm

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f∗i =

0
...
f i1
f i2
...
0

1
...
i
i+ 1,
...
m+ 1
g∗m =

0
...
0
β

1
...
m
m+ 1
1 i i+ 1 m+ 1
A∗i =

0 · · · 0 0 · · · 0
...
...
0 · · · A(i)11 A(i)12 · · · 0
0 · · · A(i)21 A(i)22 · · · 0
...
...
0 · · · 0 0 · · · 0

1
...
i
i+ 1
...
m+ 1
さらに，積分範囲をみてみると，∫ 1
0
d
dx
uˆ(x)
d
dx
vˆ(x)dx =
m∑
i=1
∫ xi+1
xi
d
dx
uˆ(x)
d
dx
vˆ(x)dx (3.33)
∫ 1
0
f(x)vˆ(x)dx =
m∑
i=1
∫ xi+1
xi
f(x)vˆ(x)dx (3.34)
であるから，
A∗ =
m∑
i=1
A∗i , f
∗ =
m∑
i=1
f∗i + g
∗
m (3.35)
とすれば，
A∗u = f∗ (3.36)
となる．ここで，u(0) = αに対応して，uの第 1成分は αであるというように既知であ
るから，A∗ から第 1行と第 2行を除いた行列をA，uから第 1成分を除いたベクトルを
u∗，また，
f = f∗ − α

A∗21
A∗21
...
A∗m+1,1
 (3.37)
とおけば，解くべき方程式は
Au∗ = f (3.38)
である．
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3.3 Chebychev Collocation Methodの基礎
数値解の基底関数や重み付き残差法の重み関数の選び方により種々の方法が提案されて
いる [c4]．DDMを用いた場合，分割した領域においてある領域を解く際には，隣の領域
における近似解を用いて解くといった手順を繰り返すことで解を収束させる．この際に
FEMのような弱形式を用いて解く方法を用いると，繰り返しの度に数値積分を行う必要
があり，計算コストが増加する．しかし，Chebyshev Collocation Methodでは数値積分
を行う必要がないため，他の方法と比較して計算コストが小さいという特徴を持ちなが
らも，精度の高い解法として知られている [c4, c5]．ここでは，Chebyshev Collocation
Methodについて述べる．
まず，座標系として正規化座標系 ξ = [ξ1, ξ2, ξ3], (ξi ∈ [−1, 1]) を用いる．3 次元にお
ける Chebyshev Collocation Methodでは，基底関数 ψj に Chebyshev多項式 Tq(ξ)を
用いて
ψp(m1,m2,m3)(ξ) = Tm1(ξ1)Tm2(ξ2)Tm3(ξ3) (3.39)
を用いる．ここで，m1，m2，m3 はそれぞれ ξ1，ξ2，ξ3 方向の次数である．また関数
p(m1,m2,m3)はm1，m2，m3 に対して離散的連続な一意の値をとる任意の関数である．
Chebyshev多項式 Tq(ξ)は
Tq(ξ) = cos(q cos−1(ξ)) (−1 ≤ x ≤ 1). (3.40)
で定義され，重み 1/√1− ξ2 の直交多項式である．つまり，
∫ 1
−1
Tm(ξ)Tn(ξ)
1√
1− ξ2 dξ =
 0 (m ,= n)pi/2 (m = n ,= 0)
pi (m = n = 0)
(3.41)
を満たす．
図 3.3に 0–3次の Chebyshev関数を示す．
さらに，vq(ξ)には
δq(ξ) =
{
1 (ξ = ξq)
0 (otherwise) (3.42)
なるデルタ関数を用いて
vs(m1,m2,m3)(ξ) = δm1(ξ1)δm2(ξ2)δm3(ξ3) (3.43)
を用いる．ここで，s(m1,m2,m3)は p(m1,m2,m3)と同様に，m1，m2，m3 に対して離
散的連続な一意の値をとる任意の関数である．s(m1,m2,m3) = p(m1,m2,m3)としても
よい．また，ξq は次式で表されるN 次の Chebyshev多項式における Chebyshev-Gauss-
Lobattoの積分点である [c5]．
ξq = − cos
(piq
N
)
(q = 0, 1, · · · , N) (3.44)
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図 3.3 0–3次の Chebyshev関数．
以上で与えられた ψp(m1,m2,m3)，vs(m1,m2,m3)を用いれば，5.1.1節の波動方程式と境界
条件はそれぞれ以下のように変形される．ここで，式の簡略化のため p = p(m1,m2,m3)，
s = s(m1,m2)とおいていることに注意されたい．
N1∑
m1=0
N2∑
m2=0
N3∑
m3=0
ap
{
∂2
∂ξ21
+
∂2
∂ξ22
+
∂2
∂ξ23
+
ω2
c2
}
ψp(ξs) = 0 (ξs ∈ Ω), (3.45)
N1∑
m1=0
N2∑
m2=0
N3∑
m3=0
ap
∂
∂n
ψp(ξs) = −u0 (ξs ∈ Γin), (3.46)
N1∑
m1=0
N2∑
m2=0
N3∑
m3=0
ap
{
∂
∂n
+ j
ωρ
Zwall
}
ψp(ξs) = 0 (ξs ∈ Γwall), (3.47)
N1∑
m1=0
N2∑
m2=0
N3∑
m3=0
ap
{
∂
∂n
+ j
ωρ
Zrad
}
ψp(ξs) = 0 (ξs ∈ Γrad). (3.48)
ただし，ξ1 方向，ξ2 方向，ξ3 方向それぞれ N1，N2，N3 次の Chebyshev 多項式を用
いた．
次に式 (3.45)，(3.46)，(3.47)，(3.48)を連立させて係数 ap(m1,m2,m3) を求めればよい．
さらに，正規化座標系 ξ = [ξ1, ξ2, ξ3], (ξi ∈ [−1, 1])ではない，変形要素を用いる場合
には，3.6章で述べる微分オペレータの変換を用いる．
3.3.1 Chebychev Collocation Methodの例
ここでは，図 3.4に示すような形状 Ωにおける Chebychev Collocation Methodの例
を示す．簡単のため 2次元での例とした．図中の©は Chebyshev-Gauss-Lobattoの積
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図 3.4 Chebychev Collocation Method の例題として用意した形状．© は
Chebyshev-Gauss-Lobattoの積分点 ξs(m1,m2) を示す．
分点 ξs(m1,m2) を示している．また，ξ1，ξ2 方向への展開次数は 3次とした．
まず正規化座標系 ξ から実座標系 xへの写像は以下のように定義した．
x1 = 2ξ1, (3.49)
x2 = ξ2. (3.50)
つぎに，微分オペレータの変換は式 (3.135)に従い，
∂2
∂x21
=
1
4
∂2
∂ξ21
(3.51)
∂2
∂x22
=
∂2
∂ξ22
(3.52)
∂
∂x21
=
1
2
∂
∂ξ1
(3.53)
∂
∂x2
=
∂
∂ξ2
(3.54)
となる．ここで，境界 Γin，Γwall1，Γwall2，Γrad における法線がそれぞれ [−1, 0]，[0, 1]，
[0,−1]，[1, 0]であることを考慮すると，式 (3.45)，式 (3.46)，式 (3.47)，式 (3.48)はそ
れぞれ以下のようになる．ここで，式の簡略化のため p = p(m1,m2)，s = s(m1,m2)と
おいていることに注意されたい．
3∑
m1=0
3∑
m2=0
ap
{
1
4
∂2
∂ξ21
+
∂2
∂ξ22
+
ω2
c2
}
ψp(ξs) = 0 (ξs ∈ Ω), (3.55)
3∑
m1=0
3∑
m2=0
ap(−1)12
∂
∂ξ1
ψp(ξs) = −u0 (ξs ∈ Γin), (3.56)
3∑
m1=0
3∑
m2=0
ap
{
(1)
∂
∂ξ2
+ j
ωρ
Zwall
}
ψp(ξs) = 0 (ξs ∈ Γwall1), (3.57)
第 3章 3次元音響解析に関する基礎理論 28
3∑
m1=0
3∑
m2=0
ap
{
(−1) ∂
∂ξ2
+ j
ωρ
Zwall
}
ψp(ξs) = 0 (ξs ∈ Γwall2), (3.58)
3∑
m1=0
3∑
m2=0
ap
{
(1)
1
2
∂
∂ξ1
+ j
ωρ
Zrad
}
ψp(ξs) = 0 (ξs ∈ Γrad). (3.59)
次に，ξsへ具体的な値を入れ，上式を連立して行列をつくる．p(m1,m2) = 4m1 +m2，
s(m1,m2) = 4m1 +m2とすれば，
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(0,0))
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(0,0)) · · ·
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(0,0)){
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(0,1))
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(0,1)) · · ·
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(0,1)){
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(0,2))
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(0,2)) · · ·
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(0,2)){
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(0,3))
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(0,3)) · · ·
{
(−1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(0,3))
(−1) 12
∂
∂ξ1
ψ0(ξs(1,0)) (−1) 12
∂
∂ξ1
ψ1(ξs(1,0)) · · · (−1) 12
∂
∂ξ1
ψ15(ξs(1,0)){
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ0(ξs(1,1))
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ1(ξs(1,1)) · · ·
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ15(ξs(1,1)){
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ0(ξs(1,2))
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ1(ξs(1,2)) · · ·
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ15(ξs(1,2)){
(1) ∂
∂ξ1
+ j ωρ
Zrad
}
ψ0(ξs(1,3))
{
(1) ∂
∂ξ1
+ j ωρ
Zrad
}
ψ1(ξs(1,3)) · · ·
{
(1) ∂
∂ξ1
+ j ωρ
Zrad
}
ψ15(ξs(1,3))
(−1) 12
∂
∂ξ1
ψ0(ξs(2,0)) (−1) 12
∂
∂ξ1
ψ1(ξs(2,0)) · · · (−1) 12
∂
∂ξ1
ψ15(ξs(2,0)){
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ0(ξs(2,1))
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ1(ξs(2,1)) · · ·
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ15(ξs(2,1)){
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ0(ξs(2,2))
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ1(ξs(2,2)) · · ·
{
1
4
∂2
∂ξ21
+ ∂
2
∂ξ22
+ ω
2
c2
}
ψ15(ξs(2,2)){
(1) ∂
∂ξ1
+ j ωρ
Zrad
}
ψ0(ξs(2,3))
{
(1) ∂
∂ξ1
+ j ωρ
Zrad
}
ψ1(ξs(2,3)) · · ·
{
(1) ∂
∂ξ1
+ j ωρ
Zrad
}
ψ15(ξs(2,3)){
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(3,0))
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(3,0)) · · ·
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(3,0)){
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(3,1))
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(3,1)) · · ·
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(3,1)){
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(3,2))
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(3,2)) · · ·
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(3,2)){
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ0(ξs(3,3))
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ1(ξs(3,3)) · · ·
{
(1) ∂
∂ξ2
+ j ωρ
Zwall
}
ψ15(ξs(3,3))

×

a0
a1·
·
·
·
·
·
·
·
·
·
·
·
a15

=

0
·
·
0
−u0
0
·
0
−u0
0
·
·
·
·
0

(3.60)
となり，これを a = [a0, a1, · · · , a15]T について解けばよい．
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図 3.5 変形要素 1．
3次元変形要素を用いた Chebychev Collocation Methodの数値実験
ここでは，3.6.1節で述べる Be´zier曲線を用いた変形要素を用いて，Chebychev Collo-
cation Methodの数値実験を行い，その結果を FEMを用いた数値事件の結果と比較，検
討する．Chebychev Collocation Methodおよび FEMの数値実験のプロパティをそれぞ
れ表 3.1．表 3.2に示す．
表 3.1 Chebychev Collocation Method
のプロパティ．
音波の伝搬方向の展開次数 24次
その他の方向の展開次数 各 12次
表 3.2 FEMのプロパティ．
音波の伝搬方向の要素分割数 27分割
その他の方向の要素分割数 各 12分割
各要素の基底関数の次数 各 1次
■曲率の小さい 3次元形状における数値実験 まず，図 3.5に示すようなホーンについて
波動方程式を解いた．2kHz，4kHz，6kHz，8kHz，10kHz，12kHzについて解いた際の
速度ポテンシャルの絶対値の分布をそれぞれ図 3.6，図 3.7，図 3.8，図 3.9，図 3.10，図
3.11に示す．さらに，図 3.12に同じ形状を FEMを用いて求めた体積速度伝達関数との
比較を示す．両者の体積速度伝達関数がよく一致していることが見て取れる．
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図 3.6 変形要素 1：2kHzにおける速度ポ
テンシャルの絶対値．
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図 3.7 変形要素 1：4kHzにおける速度ポ
テンシャルの絶対値．
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図 3.8 変形要素 1：6kHzにおける速度ポ
テンシャルの絶対値．
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図 3.9 変形要素 1：8kHzにおける速度ポ
テンシャルの絶対値．
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図 3.10 変形要素 1：10kHzにおける速度
ポテンシャルの絶対値．
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図 3.11 変形要素 1：12kHzにおける速度
ポテンシャルの絶対値．
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図 3.12 変形要素 1：Chebyshev Collocation Methodと FEMによる体積速度伝達関数の比較．
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図 3.13 変形要素 2．
■曲率の大きな 3次元形状における数値実験 次に，図 3.13に示すような曲がりのある
ホーンについて波動方程式を解いた．2kHz，4kHz，6kHz，8kHz，10kHz，12kHzについ
て解いた際の速度ポテンシャルの絶対値の分布をそれぞれ図 3.14，図 3.15，図 3.16，図
3.17，図 3.18，図 3.19に示す．さらに図 3.20に同じ形状を FEMを用いて求めた体積速
度伝達関数との比較を示す．約 4 [kHz]までは両者の体積速度伝達関数がよく一致してい
るが，周波数が高くなるにつれて両者の差が大きくなっている．したがって，曲率の大き
い形状を扱う際には，それを一つの要素として扱うことは精度の低下を招くため，細分化
する必要があることがわかる．
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図 3.14 変形要素 2：2kHz における速度
ポテンシャルの絶対値．
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図 3.15 変形要素 2：4kHz における速度
ポテンシャルの絶対値．
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図 3.16 変形要素 2：6kHz における速度
ポテンシャルの絶対値．
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図 3.17 変形要素 2：8kHz における速度
ポテンシャルの絶対値．
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図 3.18 変形要素 2：10kHzにおける速度
ポテンシャルの絶対値．
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図 3.19 変形要素 2：12kHzにおける速度
ポテンシャルの絶対値．
3.4 Spectral Element Methodの基礎
Spectral Element Methodは Spectral Methodの高い精度と FEMの柔軟な領域分割
特性や境界条件の取り扱いやすさを併せ持つ数値解法である．一般に Spectral Method
は高精度であるが複雑な形状には適用が難しい．また，FEMは複雑な形状に対する適用
度は高いが，精度が低い傾向がある．そこで，本論文では双方の長所を併せ持つ Spectral
Element Methodを数値解法として採用している．FEMにおいて，ある要素サイズでは
十分な精度が得られない場合，要素サイズをより小さくするという操作が行われる．しか
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図 3.20 変形要素 2：Chebyshev Collocation Methodと FEMによる体積速度伝達関数の比較．
し，Spectral Element Method では要素サイズを小さくすると同時に，各要素における
解の展開次数を大きくする操作が行われる．要素のサイズを小さくする操作と各要素にお
ける解の展開次数を大きくする操作は双方ともに，解の自由度（ノードの個数に相当）を
向上させるため解くべき行列が大きくなる．同じ自由度で比較した場合では，展開次数を
上げる方が良い数値解の収束が得られることが過去の数値実験より示されている [c4, c7]．
したがって，Spectral Element Method を用いた場合，比較的大きな要素を用いてソル
バの計算コストを削減しながら高い精度が得られることが期待できる．
以下では，六面体要素およびプリズム要素における Spectral Element Methodの基底
関数およびノードの取り方について述べる．弱形式の導出や直接剛性法の適用について
は，FEMのそれと変わらないため割愛する．
3.4.1 基底関数
ここでは，Spectral Element Method において用いられる基底関数について述べる．
Spectral Element Methodに用いられる基底関数には大きく分けて 2種類の関数群が存
在する．一つは nodal basis と呼ばれる関数群で，node 間の値を滑らかに補間する関数
群である．もう一方はmodal basisと呼ばれる関数群で，これらは被近似関数をフーリェ
級数のように展開し，その係数はある位置における被近似関数の値をとらない．
本研究では，Diricret境界条件の扱いやすさから，nodal basisを採用する．以下では
六面体要素およびプリズム要素における nodal basisについて述べる．
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図 3.21 10次の基底関数 pij(ξ)(j = 0, 1, · · · , 5)．
六面体要素における基底関数
Spectral Element Method における nodal basisは Legendre多項式に基づいている．
初期の頃の Spectral Element Methodでは Chebyshev多項式の類が用いられてきたが，
後期になり，より高精度な数値積分が可能な Legendre 多項式の類が採用されるように
なった．
区間 [−1, 1]に正規化された領域 Ω1st における nodal basisは以下のように定義される．
pij(ξ) =
−1
N(N + 1)
(1− ξ2)L′N (ξ)
(ξ − ξj)LN (ξj) , (−1 ≤ ξ ≤ 1) (3.61)
ここで，LN (ξ) は N 次の Legendre 多項式であり，Jacobi 多項式 Pα,βN (ξ) を用いて
LN (ξ) = P 0,0N (ξ)と表せる．また，L′N (ξ) = 12 (n + α + β + 1)P 1,1P−1(ξ)である事に注意
されたい．さらに，ξj は g(ξ) = (1− ξ)(1+ ξ)L′N (ξ)の根であり，nodeの座標でもある．
したがって，pij(ξ)は以下の式に表される delta propertyを持つ．
pij(ξi) =
{
1 if i = j
0 if i ,= j (3.62)
図 3.21に 10次の六面体要素における基底関数 pij(ξ)(j = 0, 1, · · · , 5)を示す．
六面体要素の場合では，上で得られた nodal basispij(ξ)のテンソル積を基底関数として
第 3章 3次元音響解析に関する基礎理論 35
図 3.22 プリズム要素の概形．
用いる．したがって，
Ψp(m1,m2,m3,)(ξ) = pim1(ξ1)pim2(ξ2)pim3(ξ3) (3.63)
である．
プリズム要素における基底関数
ここでは，図 3.22に示すようなプリズム要素における基底関数とノードの配置につい
て述べる．
プリズム要素の場合は六面体要素のように単純なテンソル積によって基底関数を得る事
は難しい．そこで．全く異なる方法で基底関数を導出する．ここでは，文献 [c13]の方法
に従う．
まず，ξ3 方向の展開を無視して，三角要素において以下の式のように N 次の補間多項
式により，補間がなされると仮定する．以降では 2ξ = [ξ1, ξ2]として扱う．
qN (2ξ) =
MN∑
k=1
Lk(2ξ)qN (2ξk) (3.64)
ここで，2ξk はMk = (N + 1)(N + 2)/2個の nodeであり，その取り方は後述する．ま
た，Lk(2ξ)は多変数 Legendre多項式である．ここでは，この Lk(2ξ)の導出を目的とし
て議論する．
Lk(2ξ)は非自明である．そこで，まず三角要素において以下のような直交関数を用意
する．
ψq(m1,m2)(
2ξ) =
√
(2m1 + 1)(m1 +m2 + 1)
2
P 0,0m1
(
2ξ1 + ξ2 + 1
1− ξ2
)(
1− ξ2
2
)m1
P 2m1+1,0m2 (ξ2)
(3.65)
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ここで，ξ1, ξ2 の値域は −1 ≤ ξ1 ≤ 1;−1 ≤ ξ2 ≤ 1; ξ1 + ξ2 ≤ 0である．また，m1,m2
は 0 ≤ m1,m2 ≤ N ;m1 +m2 ≤ N の範囲をとる．
つぎに，Lk(2ξ)が ψk(i,j)(2ξ)の線形オペレータAで与えられるならば，
Li(2ξ) =
MN∑
k=1
Aikψk(2ξ) (3.66)
と書ける．ここで．Li(2ξ)は補間多項式であるから AFeuer propertyを有しており，以
下のように書ける．
δi,j =
MN∑
k=1
Aikψk(2ξj) (3.67)
ここで，δ はクロネッカーのデルタ関数である．ψk(ξ)は直交関数であるから，
Aik = (ψ−1k (
2ξi))T (3.68)
と置けば，式 (3.67)が満たされる．
同様に，
Vjk = ψk(2ξj) (3.69)
と置けば，三角要素における Legendre多項式は以下のように書ける．
Li(2ξ) =
MN∑
k=1
(2V −1)Tikψk(
2ξ) (3.70)
ここで，V は一般化 Vandermonde行列と呼ばれる．
次に，ξ3 方向に対応する pir(ξ3)と Li(2ξ)の積を取ることにより，基底関数を得る．
Ψp(m1,m2,m3)(ξ) = Lq(m1,m2)([ξ1, ξ2])pim3(ξ3) (3.71)
三角要素におけるノード
式 (3.70)で得られた補間関数を用いて補間を行う際に，最適な補間点（ノード）をどの
ように配置するのかについては細心の注意を払う必要がある．ここでは，Fekete Points
と Lobatto grid over the triangle について述べる．本研究では Lobatto grid over the
triangleを採用した．
■Fekete Points 三角要素での補間において， Legesgue 定数を最小化するようなノー
ドを選択することが望ましい． Legesgue 定数とは，最大ノルムの観点から，多項式近
似が被近似関数に対してどれだけ近いかを測る尺度である．この考えに基づき，一般化
Vandermonde 行列 V の行列式を最大化することで，Legesgue 定数を最小化するノー
ドを探索する方法が提案されており，Fekete points として知られている [c7]．一次元
において，Fekete points は Gauss-Lobatto-Legendre 積分点に相当するため，三角要
素のエッジの部分ではノードが Gauss-Lobatto-Legendre 積分点の配置と同等となる．
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図 3.23 10次における Lobatto grid over the triangleのノード配置．
Gauss-Lobatto-Legendre積分点は四角要素において採用されるノードであるから，この
ことは三角要素と四角要素の接続部分での Co 連続性を保つために非常に好ましい性質で
ある．
■Lobatto grid over the triangle Fekete のノードを求めるには手計算で求めるにしろ，
計算機で求めるにしろ，かなりのコストを要する．したがって，補間の精度を大きく失
うこと無しに，より簡単にノードを求める方法が望まれている．そこで，本研究では　
Blythらが提案した方法 [c1]を採用する．この方法では，以下の式によってノードの座標
ξi を得る．
ξi,1 =
1
3
(1 + 2vj − vi − vk) (3.72)
ξj,2 =
1
3
(1 + 2vj − vi − vk) (3.73)
ここで，vi は Gauss-Lobatto-Legendre積分点である．また，i，j，k のとる値はそれぞ
れ i = 1, 2, · · · ,m + 1，j = 1, 2, · · · ,m + 2 − i，k = m + 3 − i − j である．図 3.23に
10次の場合のノード配置を示す．
さらに，Lobatto grid over the triangleを用いた場合の三角要素における Legendre多
項式（4次）を図 3.24，図 3.25，図 3.26，図 3.27，図 3.28，図 3.29，図 3.30，図 3.31，
図 3.32，図 3.33，図 3.34，図 3.35，図 3.36，図 3.37，図 3.38，に示す．
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図 3.24 三角要素における Legendre 多項
式 Lq(0,0)([ξ1, ξ2])．
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図 3.25 三角要素における Legendre 多項
式 Lq(0,1)([ξ1, ξ2])．
-1 -0.5
 0  0.5
 1
-1
-0.5
 0
 0.5
 1
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
図 3.26 三角要素における Legendre 多項
式 Lq(0,2)([ξ1, ξ2])．
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図 3.27 三角要素における Legendre 多項
式 Lq(0,3)([ξ1, ξ2])．
Gauss-Lobatto-Legendre quadrature
nodeの座標 ξk とそれに関する重み係数 wk は以下のように与えられる．
ξk : ξ0 = −1, ξN = 1, zeros of L′N (x), (1 ≤ k ≤ N − 1), (3.74)
wk =
2
N(N + 1)
1
L2N (ξk)
, (0 ≤ k ≤ N). (3.75)
Jacobi多項式
Pα,βN (ξ) =
(−1)N
2NN !
(1− ξ)−α(1 + ξ)−β d
N
dξN
[
(1− ξ)(α+N)(1 + ξ)(β+N)
]
(3.76)
d
dξ
Pα,βN (ξ) =
1
2
(N + α+ β + 1)Pα+1,β+1N−1 (ξ) (3.77)
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図 3.28 三角要素における Legendre 多項
式 Lq(0,4)([ξ1, ξ2])．
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図 3.29 三角要素における Legendre 多項
式 Lq(1,0)([ξ1, ξ2])．
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図 3.30 三角要素における Legendre 多項
式 Lq(1,1)([ξ1, ξ2])．
-1 -0.5
 0  0.5
 1
-1
-0.5
 0
 0.5
 1
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
図 3.31 三角要素における Legendre 多項
式 Lq(1,2)([ξ1, ξ2])．
Legendre多項式
L0(ξ) = 1 (3.78)
L1(ξ) = ξ (3.79)
L2(ξ) =
3
2
ξ2 − 1
2
(3.80)
L3(ξ) =
1
2
ξ(5ξ2 − 3) (3.81)
L4(ξ) =
1
8
(35ξ4 − 30ξ2 + 3) (3.82)
L5(ξ) =
1
8
ξ(63ξ4 − 70ξ2 + 15) (3.83)
L6(ξ) =
1
16
(321ξ6 − 315ξ4 + 105ξ2 − 5) (3.84)
L7(ξ) =
1
16
ξ(429ξ6 − 693ξ4 + 315ξ2 − 35) (3.85)
第 3章 3次元音響解析に関する基礎理論 40
-1 -0.5
 0  0.5
 1
-1
-0.5
 0
 0.5
 1
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
図 3.32 三角要素における Legendre 多項
式 Lq(1,3)([ξ1, ξ2])．
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図 3.33 三角要素における Legendre 多項
式 Lq(2,0)([ξ1, ξ2])．
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図 3.34 三角要素における Legendre 多項
式 Lq(2,1)([ξ1, ξ2])．
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図 3.35 三角要素における Legendre 多項
式 Lq(2,2)([ξ1, ξ2])．
L8(ξ) =
1
128
(6435ξ8 − 12012ξ6 + 6930ξ4 − 1260ξ2 + 35) (3.86)
L9(ξ) =
1
128
ξ(12155ξ8 − 25740ξ6 + 18018ξ4 − 4620ξ2 + 315) (3.87)
L10(ξ) =
1
256
(46189ξ10 − 109395ξ8 + 90090ξ6 − 30030ξ4 + 3465ξ2 − 63) (3.88)
3.5 領域分割法（Domain Decomposition Method:DDM）の
基礎
DDMでは領域 Ωをいくつかの領域 Ωi, (Ωi ∩ Ωj ,= φ)に分割する．領域を分割する際
に重複を許容するため自動メッシュ生成が容易になると考えられる．また，領域を小さく
分割することにより，次数を下げることができるので実際に解く行列を小さくできる利点
がある．DDM の概略を図 3.39 に示す．DDM では対象となる領域を複数の小領域に分
割し，各々の小領域において FEMなどを用いて交互に数値解を求めて，全体としての数
値解を収束させていく．
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図 3.36 三角要素における Legendre 多項
式 Lq(3,0)([ξ1, ξ2])．
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図 3.37 三角要素における Legendre 多項
式 Lq(3,1)([ξ1, ξ2])．
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図 3.38 三角要素における Legendre多項式 Lq(4,0)([ξ1, ξ2])．
例として図 3.40の上側にあるような領域を考える．領域 Ωと境界 ∂Ωにおける支配方
程式は次式で定義されるとする．
LΦ = f in Ω (3.89)
BΦ = g on ∂Ω (3.90)
ここで，Lは Ωにおける微分オペレータ，B は境界条件のオペレータである．
次に，領域 Ωとその境界 ∂Ωを図 3.40の下側にあるように Ω1，Ω2 へ分割する．この
際に分割後の領域 Ω1，Ω2 にそれぞれ人工的な境界 Γ1，Γ2 が生じる．この人工的な境界
にもう一方の領域の値を用いて適当な境界条件を与えそれぞれの領域を独立に解くといっ
た操作を何度か反復し，解を収束させることにより全体領域 Ωの近似解を得る．式 (5.17)
で与えられる Helmholz方程式の場合では境界 Γ1，Γ2 に対して次式のような境界条件を
与えることで安定に解が収束することが知られている [d2]．[
∂
∂n1
+ j
ω
c
]
Φ1(x,ω) =
[
∂
∂n1
+ j
ω
c
]
Φ2(x,ω) on Γ1 (3.91)
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図 3.39 DDMの概略．
[
∂
∂n2
+ j
ω
c
]
Φ2(x,ω) =
[
∂
∂n2
+ j
ω
c
]
Φ1(x,ω) on Γ2 (3.92)
ここで，n1，n2 はそれぞれ Γ1，Γ2 における法線ベクトルである．
従来からよく用いられてきた FEMでは，複雑な形状においてメッシュを生成する際に
多大な労力と時間を必要とする．そのため，形状が時間とともに変化するようなモデルを
扱うことは難しい．そこで，DDMを用いることによりメッシュ生成時の拘束条件が緩和
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図 3.40 領域分割の例．
され，より高速なメッシュの生成が期待できる．
3.6 正規化座標系から実座標系への写像について
FEMをはじめとする数値解法において，数値解や重み関数の基底関数は区間 [−1, 1]も
しくは区間 [0, 1]の正規化座標系において定義されている．また，積分を必要とする数値
解法の場合，区間 [−1, 1]で定義された数値積分法を用いるのが普通である．しかし，実
際の問題を解く際には形状が区間 [−1, 1]で定義されていないことが普通である．そのた
め，図 3.41に示すように実際の問題を定義する実座標系と計算機上で解くための正規化
座標系をある写像関数により関係付ける方法が一般に用いられる．ここでは写像関数が正
規化座標系から実座標系への方向にのみ定義されていると仮定して，曲面を持った写像関
数について論じる．そして，積分の係数変換について述べる．
以降の議論において，正規化座標系 ξ から実空間の座標系 x への写像が以下の関数
X(ξ)によって行われるとする．つまり， x1x2
x3
 =X(ξ1, ξ2, ξ3) =
 χ1(ξ1, ξ2, ξ3)χ2(ξ1, ξ2, ξ3)
χ3(ξ1, ξ2, ξ3)
 (3.93)
とする．
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図 3.41 正規化座標系から実座標系への写像．
図 3.42 Be´zier 曲線．
3.6.1 Be´zier 曲線を用いた変形要素
本節では 3次の Be´zier 曲線を用いた変形要素について述べる．Be´zier 曲線は区間 [0, 1]
で定義されるパラメトリック曲線であるが，曲線の両端においてその微分値を定義できる
ことから，複数の曲線を接続した際にその接点において C1 連続性を保証することができ
る．そのため，滑らかな声道形状を近似するのに適していると考えられる．
３次の Be´zier 曲線は次式で定義される．
X(ξ) = (1− ξ)3P (0) + ξ3P (3) + 3(1− ξ)2ξP (1) + 3(1− ξ)ξ2P (2) (3.94)
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図 3.43 Be´zier 曲線を 4辺にもつ曲面の例．
ここで，X(ξ)は補間された 3次元座標を表すベクトルであり，P (0)，P (3)はそれぞれ
ξ = 0，ξ = 1 のときの X(ξ) の 3 次元座標を表すベクトルである．また，P (1)，P (2)
はそれぞれコントロールポイントの 3次元座標を表すベクトルであり，線分 P (0)–P (1)．
線分 P (3)–P (2)はそれぞれ ξ = 0，ξ = 1のときの曲線X(ξ)の接線となる．この様子
を図 3.42に示す．
次に，図 3.43のように，Be´zier 曲線X(ξ1, 0)，X(ξ1, 1)，X(0, ξ2)，X(1, ξ2)を 4辺
にもつ曲面を考える．この曲面上の点X(ξ1, ξ2)は次式で与えられる [c7]．
X(ξ1, ξ2) = (1− ξ1)X(0, ξ2) + ξ1X(1, ξ2)
+(1− ξ2)X(ξ1, 0) + ξ2X(ξ1, 1)
−(1− ξ1)(1− ξ2)X(0, 0)− ξ1(1− ξ2)X(1, 0)
−(1− ξ1)ξ2X(0, 1)− ξ1ξ2X(1, 1) (3.95)
さらに，図 3.44に示すように，Be´zier曲線を 4辺にもつ曲面X(ξ1, ξ2, 0)，X(ξ1, ξ2, 1)，
X(ξ1, 0, ξ3)，X(ξ1, 1, ξ3)，X(0, ξ2, ξ3)，X(1, ξ2, ξ3)からなる 6面体を考える．この直
方体の内部の点 X(ξ1, ξ2, ξ3)は次式で与えられる [c14]．
X(ξ1, ξ2, ξ3) = (1− ξ1)X(0, ξ2, ξ3) + ξ1X(1, ξ2, ξ3)
+(1− ξ2)X(ξ1, 0, ξ3) + ξ2X(ξ1, 1, ξ3)
+(1− ξ3)X(ξ1, ξ2, 0) + ξ3X(ξ1, ξ2, 1)
−(1− ξ1)(1− ξ3)X(0, ξ2, 0)− (1− ξ1)ξ3X(0, ξ2, 1)
−ξ1(1− ξ3)X(1, ξ2, 0)− ξ1ξ3X(1, ξ2, 1)
−(1− ξ1)(1− ξ2)X(0, 0, ξ3)− (1− ξ1)ξ2X(0, 1, ξ3)
−ξ1(1− ξ2)X(1, 0, ξ3)− ξ1ξ2X(1, 1, ξ3)
−(1− ξ2)(1− ξ3)X(ξ1, 0, 0)− (1− ξ2)ξ3X(ξ1, 0, 1)
−ξ2(1− ξ3)X(ξ1, 1, 0)− ξ2ξ3X(ξ1, 1, 1)
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図 3.44 Be´zier 曲線を 4辺にもつ曲面からなる 6面体．
+(1− ξ1)(1− ξ2)(1− ξ3)X(0, 0, 0) + (1− ξ1)(1− ξ2)ξ3X(0, 0, 1)
+(1− ξ1)ξ2(1− ξ3)X(0, 1, 0) + (1− ξ1)ξ2ξ3X(0, 1, 1)
+ξ1(1− ξ2)(1− ξ3)X(1, 0, 0) + ξ1(1− ξ2)ξ3X(1, 0, 1)
+ξ1ξ2(1− ξ3)X(1, 1, 0) + ξ1ξ2ξ3X(1, 1, 1) (3.96)
3.6.2 Non-Uniform Rational B-Spline（NURBS）の基礎
ここでは，NURBS曲面を用いて表面形状の近似を行う方法について述べる．NURBS
は一つの表現系で点から直線，Be´zier曲線，スプラインなどを包括して表現でき，曲線や曲
面の分割や穴あけ等が良い精度で行えるため，近年，コンピュータ支援設計（Coamputer
Aided Design:CAD）において注目されている．本研究では声道の滑らかな表面を精度よ
く近似するために声道表面の表現に NURBSを用いる．以下に NURBS曲面による補間
の方法を述べる．
NURBS曲面は以下の式によって定義されるパラメトリック曲面である．
S(ξ) =
1∑m−1
i=0
∑n−1
j=0 Ni,K(1)(ξ1)Nj,K(2)(ξ2)wi,j
m−1∑
i=0
n−1∑
j=0
Ni,K(1)(ξ1)Nj,K(2)(ξ2)wi,jPi,j .
(3.97)
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図 3.45 NURBS Surface S(ξ)．
ここで，P，w，K(1)，K(2)，m，n はそれぞれ，コントーロールポイントの座標
[p(1), p(2), p(3)]T，コントーロールポイントに対する重み，ξ1 方向の次数 +1，ξ2 方向の
次数 +1，ξ1 方向のコントロールポインの個数，ξ1 方向のコントロールポインの個数であ
る．図 3.45に NURB曲面の概念図を示す．
また，Ni,K(x)は B-splineの基底関数であり，以下の式により定義される．
Ni,K(x) =
x− qi
qi+K−1 − qiNi,K−1(x) +
qi+K − x
qi+K − qi+1Ni+1,K−1(x), (3.98)
ただし，
Ni,1(x) =
{
1 (qi ≤ x < qi+1)
0 (x < qi, qi+1 ≤ x) (3.99)
である．
q0 = q1 = · · · = qK−1 = x0,
qi+K = (xi + xi+K)/2 (i = 0, 1, · · · , n− 1−K), (3.100)
qn = qn+1 · · · = qn+K−1 = xn−1.
ここで，xi = i/(N − 1)とする．
以下では簡単のために，
Bi,j(ξ) =
Ni,K(1)(ξ1)Nj,K(2)(ξ2)wi,j∑m−1
i=0
∑n−1
j=0 Ni,K(1)(ξ1)Nj,K(2)(ξ2)wi,j
(3.101)
として，以下のように書き直す．
S(ξ) =
m−1∑
i=0
n−1∑
j=0
Bi,j(ξ)Pi,j . (3.102)
いま，図 3.45に示すように，補間対象の曲面 S上に補間点Q = [q(1), q(2), q(3)]T が整
列している場合を考える．このとき，全ての補間点Qを通過するように，コントロール
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ポイントP = [p(1), p(2), p(3)]T の位置を決定する必要がある．そのために，行列A，ベク
トル x，bを以下のように定義する．
A =

B0,0(ξ0,0) · · · B0,n−1(ξ0,0) B1,0(ξ0,0) · · · B1,n−1(ξ0,0) · · · Bm−1,n−1(ξ0,0)
B0,0(ξ0,1) · · · B0,n−1(ξ0,1) B1,0(ξ0,1) · · · B1,n−1(ξ0,1) · · · Bm−1,n−1(ξ0,1)
.
.
.
B0,0(ξ0,n−1) · · · B0,n−1(ξ0,n−1) B1,0(ξ0,n−1) · · · B1,n−1(ξ0,n−1) · · · Bm−1,n−1(ξ0,n−1)
B0,0(ξ1,0) · · · B0,n−1(ξ1,0) B1,0(ξ1,0) · · · B1,n−1(ξ1,0) · · · Bm−1,n−1(ξ1,0)
.
.
.
B0,0(ξ1,n−1) · · · B0,n−1(ξ1,n−1) B1,0(ξ1,n−1) · · · B1,n−1(ξ1,n−1) · · · Bm−1,n−1(ξ1,n−1)
.
.
.
B0,0(ξm−1,n−1) · · · B0,n−1(ξm−1,n−1) B1,0(ξm−1,n−1) · · · B1,n−1(ξm−1,n−1) · · · Bm−1,n−1(ξm−1,n−1)

.
(3.103)
x =

p(1)0,0 p
(2)
0,0 p
(3)
0,0
...
p(1)0,n−1 p
(2)
0,n−1 p
(3)
0,n−1
p(1)1,0 p
(2)
1,0 p
(3)
1,0
...
p(1)1,n−1 p
(2)
1,n−1 p
(3)
1,n−1
...
p(1)m−1,n−1 p
(2)
m−1,n−1 p
(3)
m−1,n−1

. (3.104)
b =

q(1)0,0 q
2
0,0 q
(3)
0,0
...
q(1)0,n−1 q
(2)
0,n−1 q
(3)
0,n−1
q(1)1,0 q
(2)
1,0 q
(3)
1,0
...
q(1)1,n−1 q
(2)
1,n−1 q
(3)
1,n−1
...
q(1)m−1,n−1 q
(2)
m−1,n−1 q
(3)
m−1,n−1

. (3.105)
以上の行列A，ベクトル x，bを用いて，
Ax = b (3.106)
を xについて解くことにより，係数 P が得られる．
3.6.3 NURBS曲面を用いた変形要素
ここでは図 3.46に示すように，2つの NURBS曲面 (SOuter(ξ1, ξ2)，SInner(ξ1, ξ2))間
を線形補間を用いて表現されるような変形要素について，写像関数および微分オペレータ
の導出方法について述べる．
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図 3.46 NURBS曲面を用いた変形要素．
点
P1 =X(0, 0, 0) = SOuter(0, 0) (3.107)
P2 =X(1, 0, 0) = SOuter(1, 0) (3.108)
P3 =X(1, 1, 0) = SOuter(1, 1) (3.109)
P4 =X(0, 1, 0) = SOuter(0, 1) (3.110)
P5 =X(0, 0, 1) = SInner(0, 0) (3.111)
P6 =X(1, 0, 1) = SInner(1, 0) (3.112)
P7 =X(1, 1, 1) = SInner(1, 1) (3.113)
P8 =X(0, 1, 1) = SInner(0, 1) (3.114)
線分
X(0, 0, ξ3) = (1− ξ3)SOuter(0, 0) + ξ3SInner(0, 0) (3.115)
X(1, 0, ξ3) = (1− ξ3)SOuter(1, 0) + ξ3SInner(1, 0) (3.116)
X(0, 1, ξ3) = (1− ξ3)SOuter(0, 1) + ξ3SInner(0, 1) (3.117)
X(1, 1, ξ3) = (1− ξ3)SOuter(1, 1) + ξ3SInner(1, 1) (3.118)
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面の近似
X(ξ1, 0, ξ3) = (1− ξ1)X(0, 0, ξ3) + ξ1X(1, 0, ξ3) + (1− ξ3)SOuter(ξ1, 0) + ξ3SInner(ξ1, 0)
−(1− ξ1)(1− ξ3)SOuter(0, 0)− ξ1(1− ξ3)SOuter(1, 0)
−(1− ξ1)ξ3SInner(0, 0)− ξ1ξ3SInner(1, 0)
= (1− ξ3)SOuter(ξ1, 0) + ξ3SInner(ξ1, 0) (3.119)
X(ξ1, 1, ξ3) = (1− ξ1)X(0, 1, ξ3) + ξ1X(1, 1, ξ3) + (1− ξ3)SOuter(ξ1, 1) + ξ3SInner(ξ1, 1)
−(1− ξ1)(1− ξ3)SOuter(0, 1)− ξ1(1− ξ3)SOuter(1, 1)
−(1− ξ1)ξ3SInner(0, 1)− ξ1ξ3SInner(1, 1)
= (1− ξ3)SOuter(ξ1, 1) + ξ3SInner(ξ1, 1) (3.120)
X(0, ξ2, ξ3) = (1− ξ2)X(0, 0, ξ3) + ξ2X(0, 1, ξ3) + (1− ξ3)SOuter(0, ξ2) + ξ3SInner(0, ξ2)
−(1− ξ2)(1− ξ3)SOuter(0, 0)− ξ2(1− ξ3)SOuter(0, 1)
−(1− ξ2)ξ3SInner(0, 0)− ξ2ξ3SInner(0, 1)
= (1− ξ3)SOuter(0, ξ2) + ξ3SInner(0, ξ2) (3.121)
X(1, ξ2, ξ3) = (1− ξ2)X(1, 0, ξ3) + ξ2X(1, 1, ξ3) + (1− ξ3)SOuter(1, ξ2) + ξ3SInner(1, ξ2)
−(1− ξ2)(1− ξ3)SOuter(1, 0)− ξ2(1− ξ3)SOuter(1, 1)
−(1− ξ2)ξ3SInner(1, 0)− ξ2ξ3SInner(1, 1)
= (1− ξ3)SOuter(1, ξ2) + ξ3SInner(1, ξ2) (3.122)
内部の近似
X(ξ1, ξ2, ξ3) = (1− ξ1)X(0, ξ2, ξ3) + ξ1X(1, ξ2, ξ3)
+(1− ξ2)X(ξ1, 0, ξ3) + ξ2X(ξ1, 1, ξ3)
+(1− ξ3)SOuter(ξ1, ξ2) + ξ3SInner(ξ1, ξ2)
−(1− ξ1)(1− ξ3)SOuter(0, ξ2)− (1− ξ1)ξ3SInner(0, ξ2)
−ξ1(1− ξ3)SOuter(1, ξ2)− ξ1ξ3SInner(1, ξ2)
−(1− ξ1)(1− ξ2)X(0, 0, ξ3)− (1− ξ1)ξ2X(0, 1, ξ3)
−ξ1(1− ξ2)X(1, 0, ξ3)− ξ1ξ2X(1, 1, ξ3)
−(1− ξ2)(1− ξ3)SOuter(ξ1, 0)− (1− ξ2)ξ3SInner(ξ1, 0)
−ξ2(1− ξ3)SOuter(ξ1, 1)− ξ2ξ3SInner(ξ1, 1)
+(1− ξ1)(1− ξ2)(1− ξ3)SOuter(0, 0) + (1− ξ1)(1− ξ2)ξ3SInner(0, 0)
+(1− ξ1)ξ2(1− ξ3)SOuter(0, 1) + (1− ξ1)ξ2ξ3SInner(0, 1)
+ξ1(1− ξ2)(1− ξ3)SOuter(1, 0) + ξ1(1− ξ2)ξ3SInner(1, 0)
+ξ1ξ2(1− ξ3)SOuter(1, 1) + ξ1ξ2ξ3SInner(1, 1)
= (1− ξ3)SOuter(ξ1, ξ2) + ξ3SInner(ξ1, ξ2) (3.123)
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微分値（一階）
次に微分オペレータの変換を行う．伝搬方程式には 2階微分オペレータまで考慮する必
要がある．
■内部
∂X(ξ1, ξ2, ξ3)
∂ξ1
= (1− ξ3) ∂
∂ξ1
SOuter(ξ1, ξ2) + ξ3
∂
∂ξ1
SInner(ξ1, ξ2) (3.124)
∂X(ξ1, ξ2, ξ3)
∂ξ2
= (1− ξ3) ∂
∂ξ2
SOuter(ξ1, ξ2) + ξ3
∂
∂ξ2
SInner(ξ1, ξ2) (3.125)
∂X(ξ1, ξ2, ξ3)
∂ξ3
= −SOuter(ξ1, ξ2) + ξ3 + SInner(ξ1, ξ2) (3.126)
実座標系から正規化座標系への微分オペレータの変換
■一階微分オペレータ（二次元） 正規化座標系を (ξ1, ξ2)，実座標系を (x1, x2)として，
正規化座標系から実座標系への写像関数を以下のように定義する．{
x1 = χ1(ξ1, ξ2)
x2 = χ2(ξ1, ξ2)
(3.127)
この場合，一階微分オペレータ ∂/∂xn (n = 1, 2)は
∂
∂xn
=
∂ξ1
∂xn
∂
∂ξ1
+
∂ξ2
∂xn
∂
∂ξ2
(3.128)
となる．ここで，χ1(ξ1, ξ2)，χ2(ξ1, ξ2) が複雑な式のとき ∂ξ1/∂xn，∂ξ2/∂xn は容易に
求まらない．そのため，以下のように方程式を解く必要がある．
■∂ξ1/∂xn，∂ξ2/∂xn の計算法
∂ξ1
∂ξ1
=
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
= 1 (3.129)
∂ξ1
∂ξ2
=
∂ξ1
∂x1
∂x1
∂ξ2
+
∂ξ1
∂x2
∂x2
∂ξ2
= 0 (3.130)
∂ξ2
∂ξ1
=
∂ξ2
∂x1
∂x1
∂ξ1
+
∂ξ2
∂x2
∂x2
∂ξ1
= 0 (3.131)
∂ξ2
∂ξ2
=
∂ξ2
∂x1
∂x1
∂ξ2
+
∂ξ2
∂x2
∂x2
∂ξ2
= 1 (3.132)
であるから，これを行列で表すと，[
∂x1
∂ξ1
∂x2
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
][
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ1
∂x2
∂ξ2
∂x2
]
=
[
1 0
0 1
]
(3.133)
となる．したがって， [
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ1
∂x2
∂ξ2
∂x2
]
=
[
∂x1
∂ξ1
∂x2
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
]−1
(3.134)
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■ニ階微分オペレータ（二次元） ニ階微分オペレータ ∂2/∂x2n (n = 1, 2)は
∂2
∂x2n
=
∂
∂xn
(
∂ξ1
∂xn
∂
∂ξ1
+
∂ξ2
∂xn
∂
∂ξ2
)
=
(
∂ξ1
∂xn
∂2
∂ξ21
+
∂ξ2
∂xn
∂2
∂ξ1∂ξ2
)
∂ξ1
∂xn
+
∂2ξ1
∂x2n
∂
∂ξ1
+
(
∂ξ1
∂xn
∂2
∂ξ1∂ξ2
+
∂ξ2
∂xn
∂2
∂ξ22
)
∂ξ2
∂xn
+
∂2ξ2
∂x2n
∂
∂ξ2
=
(
∂ξ1
∂xn
)2 ∂2
∂ξ21
+
(
∂ξ2
∂xn
)2 ∂2
∂ξ22
+ 2
∂ξ1
∂xn
∂ξ2
∂xn
∂2
∂ξ1∂ξ2
+
∂2ξ1
∂x2n
∂
∂ξ1
+
∂2ξ2
∂x2n
∂
∂ξ2
(3.135)
となる．
■∂2ξ1/∂x2n，∂2ξ2/∂x2n の計算法
∂
∂ξ1
(
∂ξ1
∂ξ1
)
=
∂
∂ξ1
(
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ1
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ1
)
∂x1
∂ξ1
+
∂ξ1
∂x1
∂2x1
∂ξ21
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ1
+
∂2ξ1
∂x22
∂x2
∂ξ1
)
∂x2
∂ξ1
+
∂ξ1
∂x2
∂2x2
∂ξ21
=
(
∂x1
∂ξ1
)2 ∂2ξ1
∂x21
+
(
∂x2
∂ξ1
)2 ∂2ξ1
∂x22
+ 2
∂x1
∂ξ1
∂x2
∂ξ1
∂2ξ1
∂x1∂x2
+
(
∂2x1
∂ξ21
∂ξ1
∂x1
+
∂2x2
∂ξ21
∂ξ1
∂x2
)
= 0 (3.136)
∂
∂ξ2
(
∂ξ1
∂ξ2
)
=
∂
∂ξ2
(
∂ξ1
∂x1
∂x1
∂ξ2
+
∂ξ1
∂x2
∂x2
∂ξ2
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ2
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ2
)
∂x1
∂ξ2
+
∂ξ1
∂x1
∂2x1
∂ξ22
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ2
+
∂2ξ1
∂x22
∂x2
∂ξ2
)
∂x2
∂ξ2
+
∂ξ1
∂x2
∂2x2
∂ξ22
=
(
∂x1
∂ξ2
)2 ∂2ξ1
∂x21
+
(
∂x2
∂ξ2
)2 ∂2ξ1
∂x22
+ 2
∂x1
∂ξ2
∂x2
∂ξ2
∂2ξ1
∂x1∂x2
+
(
∂2x1
∂ξ22
∂ξ1
∂x1
+
∂2x2
∂ξ22
∂ξ1
∂x2
)
= 0 (3.137)
∂
∂ξ2
(
∂ξ1
∂ξ1
)
=
∂
∂ξ2
(
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ2
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ2
)
∂x1
∂ξ1
+
∂ξ1
∂x1
∂2x1
∂ξ1∂ξ2
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ2
+
∂2ξ1
∂x22
∂x2
∂ξ2
)
∂x2
∂ξ1
+
∂ξ1
∂x2
∂2x2
∂ξ1∂ξ2
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=
∂x1
∂ξ1
∂x1
∂ξ2
∂2ξ1
∂x21
+
∂x2
∂ξ1
∂x2
∂ξ2
∂2ξ1
∂x22
+
(
∂x1
∂ξ1
∂x2
∂ξ2
+
∂x1
∂ξ2
∂x2
∂ξ1
)
∂2ξ1
∂x1∂x2
+
(
∂2x1
∂ξ1∂ξ2
∂ξ1
∂x1
+
∂2x2
∂ξ1∂ξ2
∂ξ1
∂x2
)
= 0 (3.138)
これらを行列形式で表すと，
(
∂x1
∂ξ1
)2 (
∂x2
∂ξ1
)2
2∂x1∂ξ1
∂x2
∂ξ1(
∂x1
∂ξ2
)2 (
∂x2
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
)


∂2ξ1
∂x21
∂2ξ1
∂x22
∂2ξ1
∂x1∂x2

=

−
(
∂2x1
∂ξ21
∂ξ1
∂x1
+ ∂
2x2
∂ξ21
∂ξ1
∂x2
)
−
(
∂2x1
∂ξ22
∂ξ1
∂x1
+ ∂
2x2
∂ξ22
∂ξ1
∂x2
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ1
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ1
∂x2
)
 (3.139)
したがって， 
∂2ξ1
∂x21
∂2ξ1
∂x22
∂2ξ1
∂x1∂x2

=

(
∂x1
∂ξ1
)2 (
∂x2
∂ξ1
)2
2∂x1∂ξ1
∂x2
∂ξ1(
∂x1
∂ξ2
)2 (
∂x2
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
)

−1 
−
(
∂2x1
∂ξ21
∂ξ1
∂x1
+ ∂
2x2
∂ξ21
∂ξ1
∂x2
)
−
(
∂2x1
∂ξ22
∂ξ1
∂x1
+ ∂
2x2
∂ξ22
∂ξ1
∂x2
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ1
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ1
∂x2
)

(3.140)
である．
同様に 
∂2ξ2
∂x21
∂2ξ2
∂x22
∂2ξ2
∂x1∂x2

=

(
∂x1
∂ξ1
)2 (
∂x2
∂ξ1
)2
2∂x1∂ξ1
∂x2
∂ξ1(
∂x1
∂ξ2
)2 (
∂x2
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
)

−1 
−
(
∂2x1
∂ξ21
∂ξ2
∂x1
+ ∂
2x2
∂ξ21
∂ξ2
∂x2
)
−
(
∂2x1
∂ξ22
∂ξ2
∂x1
+ ∂
2x2
∂ξ22
∂ξ2
∂x2
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ2
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ2
∂x2
)

(3.141)
である．
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■一階微分オペレータ（3次元） 正規化座標系を (ξ1, ξ2, ξ3)，実座標系を (x1, x2, x3)と
して，正規化座標系から実座標系への写像関数を以下のように定義する． x1 = χ1(ξ1, ξ2, ξ3)x2 = χ2(ξ1, ξ2, ξ3)
x3 = χ3(ξ1, ξ2, ξ3)
(3.142)
この場合，一階微分オペレータ ∂/∂xn (n = 1, 2, 3)は
∂
∂xn
=
∂ξ1
∂xn
∂
∂ξ1
+
∂ξ2
∂xn
∂
∂ξ2
+
∂ξ3
∂xn
∂
∂ξ3
(3.143)
となる．ここで，χ1(ξ1, ξ2, ξ3)，χ2(ξ1, ξ2, ξ3)，χ3(ξ1, ξ2, ξ3)が複雑な式のとき ∂ξ1/∂xn，
∂ξ2/∂xn，∂ξ3/∂xn は容易に求まらない．そのため，以下のように方程式を解く必要が
ある．
■∂ξ1/∂xn，∂ξ2/∂xn，∂ξ3/∂xn の計算法
∂ξ1
∂ξ1
=
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
+
∂ξ1
∂x3
∂x3
∂ξ1
= 1 (3.144)
∂ξ1
∂ξ2
=
∂ξ1
∂x1
∂x1
∂ξ2
+
∂ξ1
∂x2
∂x2
∂ξ2
+
∂ξ1
∂x3
∂x3
∂ξ2
= 0 (3.145)
∂ξ1
∂ξ3
=
∂ξ1
∂x1
∂x1
∂ξ3
+
∂ξ1
∂x2
∂x2
∂ξ3
+
∂ξ1
∂x3
∂x3
∂ξ3
= 0 (3.146)
∂ξ2
∂ξ1
=
∂ξ2
∂x1
∂x1
∂ξ1
+
∂ξ2
∂x2
∂x2
∂ξ1
+
∂ξ2
∂x3
∂x3
∂ξ1
= 0 (3.147)
∂ξ2
∂ξ2
=
∂ξ2
∂x1
∂x1
∂ξ2
+
∂ξ2
∂x2
∂x2
∂ξ2
+
∂ξ2
∂x3
∂x3
∂ξ2
= 1 (3.148)
∂ξ2
∂ξ3
=
∂ξ2
∂x1
∂x1
∂ξ3
+
∂ξ2
∂x2
∂x2
∂ξ3
+
∂ξ2
∂x3
∂x3
∂ξ3
= 0 (3.149)
∂ξ3
∂ξ1
=
∂ξ3
∂x1
∂x1
∂ξ1
+
∂ξ3
∂x2
∂x2
∂ξ1
+
∂ξ3
∂x3
∂x3
∂ξ1
= 0 (3.150)
∂ξ3
∂ξ2
=
∂ξ3
∂x1
∂x1
∂ξ2
+
∂ξ3
∂x2
∂x2
∂ξ2
+
∂ξ3
∂x3
∂x3
∂ξ2
= 0 (3.151)
∂ξ3
∂ξ3
=
∂ξ3
∂x1
∂x1
∂ξ3
+
∂ξ3
∂x2
∂x2
∂ξ3
+
∂ξ3
∂x3
∂x3
∂ξ3
= 1 (3.152)
であるから，これを行列形式で書くと
∂x1
∂ξ1
∂x2
∂ξ1
∂x3
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
∂x3
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ3
∂x3
∂ξ3


∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x1
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x2
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
∂x3
 =
 1 0 00 1 0
0 0 1
 (3.153)
となる．したがって，
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x1
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x2
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
∂x3
 =

∂x1
∂ξ1
∂x2
∂ξ1
∂x3
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ2
∂x3
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ3
∂x3
∂ξ3

−1
(3.154)
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である．
■ニ階微分オペレータ（3次元） ニ階微分オペレータ ∂2/∂x2n (n = 1, 2, 3)は
∂2
∂x2n
=
∂
∂xn
(
∂ξ1
∂xn
∂
∂ξ1
+
∂ξ2
∂xn
∂
∂ξ2
+
∂ξ3
∂xn
∂
∂ξ3
)
=
(
∂ξ1
∂xn
∂2
∂ξ21
+
∂ξ2
∂xn
∂2
∂ξ1∂ξ2
+
∂ξ3
∂xn
∂2
∂ξ1∂ξ3
)
∂ξ1
∂xn
+
∂2ξ1
∂x2n
∂
∂ξ1
+
(
∂ξ1
∂xn
∂2
∂ξ1∂ξ2
+
∂ξ2
∂xn
∂2
∂ξ22
+
∂ξ3
∂xn
∂2
∂ξ2∂ξ3
)
∂ξ2
∂xn
+
∂2ξ2
∂x2n
∂
∂ξ2
+
(
∂ξ1
∂xn
∂2
∂ξ1∂ξ3
+
∂ξ2
∂xn
∂2
∂ξ2∂ξ3
+
∂ξ3
∂xn
∂2
∂ξ23
)
∂ξ3
∂xn
+
∂2ξ3
∂x2n
∂
∂ξ3
=
(
∂ξ1
∂xn
)2 ∂2
∂ξ1
+
(
∂ξ2
∂xn
)2 ∂2
∂ξ22
+
(
∂ξ3
∂x2n
)2 ∂2
∂ξ23
+2
∂ξ1
∂xn
∂ξ2
∂xn
∂2
∂ξ1∂ξ2
+ 2
∂ξ2
∂xn
∂ξ3
∂xn
∂2
∂ξ2∂ξ3
+ 2
∂ξ1
∂xn
∂ξ3
∂xn
∂2
∂ξ1∂ξ3
+
∂2ξ1
∂x2n
∂
∂ξ1
+
∂2ξ2
∂x2n
∂
∂ξ2
+
∂2ξ3
∂x2n
∂
∂ξ3
(3.155)
■∂2ξ1/∂x2n，∂2ξ2/∂x2n，∂2ξ3/∂x2n の計算法
∂
∂ξ1
(
∂ξ1
∂ξ1
)
=
∂
∂ξ1
(
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
+
∂ξ1
∂x3
∂x3
∂ξ1
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ1
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ1
+
∂2ξ1
∂x1∂x3
∂x3
∂ξ1
)
∂x1
∂ξ1
+
∂ξ1
∂x1
∂2x1
∂ξ21
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ1
+
∂2ξ1
∂x22
∂x2
∂ξ1
+
∂2ξ1
∂x2∂x3
∂x3
∂ξ1
)
∂x2
∂ξ1
+
∂ξ1
∂x2
∂2x2
∂ξ21
+
(
∂2ξ1
∂x1∂x3
∂x1
∂ξ1
+
∂2ξ1
∂x2∂x3
∂x2
∂ξ1
+
∂2ξ1
∂x23
∂x3
∂ξ1
)
∂x3
∂ξ1
+
∂ξ1
∂x3
∂2x3
∂ξ21
=
(
∂x1
∂ξ1
)2 ∂2ξ1
∂x21
+
(
∂x2
∂ξ1
)2 ∂2ξ1
∂x22
+
(
∂x3
∂ξ1
)2 ∂2ξ1
∂x23
+2
∂x1
∂ξ1
∂x2
∂ξ1
∂2ξ1
∂x1∂x2
+ 2
∂x2
∂ξ1
∂x3
∂ξ1
∂2ξ1
∂x2∂x3
+ 2
∂x1
∂ξ1
∂x3
∂ξ1
∂2ξ1
∂x1∂x3
+
(
∂2x1
∂ξ21
∂ξ1
∂x1
+
∂2x2
∂ξ21
∂ξ1
∂x2
+
∂2x3
∂ξ21
∂ξ1
∂x3
)
= 0 (3.156)
∂
∂ξ2
(
∂ξ1
∂ξ2
)
=
∂
∂ξ2
(
∂ξ1
∂x1
∂x1
∂ξ2
+
∂ξ1
∂x2
∂x2
∂ξ2
+
∂ξ1
∂x3
∂x3
∂ξ2
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ2
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ2
+
∂2ξ1
∂x1∂x3
∂x3
∂ξ2
)
∂x1
∂ξ2
+
∂ξ1
∂x1
∂2x1
∂ξ22
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ2
+
∂2ξ1
∂x22
∂x2
∂ξ2
+
∂2ξ1
∂x2∂x3
∂x3
∂ξ2
)
∂x2
∂ξ2
+
∂ξ1
∂x2
∂2x2
∂ξ22
+
(
∂2ξ1
∂x1∂x3
∂x1
∂ξ2
+
∂2ξ1
∂x2∂x3
∂x2
∂ξ2
+
∂2ξ1
∂x23
∂x3
∂ξ2
)
∂x3
∂ξ2
+
∂ξ1
∂x3
∂2x3
∂ξ22
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=
(
∂x1
∂ξ2
)2 ∂2ξ1
∂x21
+
(
∂x2
∂ξ2
)2 ∂2ξ1
∂x22
+
(
∂x3
∂ξ2
)2 ∂2ξ1
∂x23
+2
∂x1
∂ξ2
∂x2
∂ξ2
∂2ξ1
∂x1∂x2
+ 2
∂x2
∂ξ2
∂x3
∂ξ2
∂2ξ1
∂x2∂x3
+ 2
∂x1
∂ξ2
∂x3
∂ξ2
∂2ξ1
∂x1∂x3
+
(
∂2x1
∂ξ22
∂ξ1
∂x1
+
∂2x2
∂ξ22
∂ξ1
∂x2
+
∂2x3
∂ξ22
∂ξ1
∂x3
)
= 0 (3.157)
∂
∂ξ3
(
∂ξ1
∂ξ3
)
=
∂
∂ξ3
(
∂ξ1
∂x1
∂x1
∂ξ3
+
∂ξ1
∂x2
∂x2
∂ξ3
+
∂ξ1
∂x3
∂x3
∂ξ3
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ3
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ3
+
∂2ξ1
∂x1∂x3
∂x3
∂ξ3
)
∂x1
∂ξ3
+
∂ξ1
∂x1
∂2x1
∂ξ23
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ3
+
∂2ξ1
∂x22
∂x2
∂ξ3
+
∂2ξ1
∂x2∂x3
∂x3
∂ξ3
)
∂x2
∂ξ3
+
∂ξ1
∂x2
∂2x2
∂ξ23
+
(
∂2ξ1
∂x1∂x3
∂x1
∂ξ3
+
∂2ξ1
∂x2∂x3
∂x2
∂ξ3
+
∂2ξ1
∂x23
∂x3
∂ξ3
)
∂x3
∂ξ3
+
∂ξ1
∂x3
∂2x3
∂ξ23
=
(
∂x1
∂ξ3
)2 ∂2ξ1
∂x21
+
(
∂x2
∂ξ3
)2 ∂2ξ1
∂x22
+
(
∂x3
∂ξ3
)2 ∂2ξ1
∂x23
+2
∂x1
∂ξ3
∂x2
∂ξ3
∂2ξ1
∂x1∂x2
+ 2
∂x2
∂ξ3
∂x3
∂ξ3
∂2ξ1
∂x2∂x3
+ 2
∂x1
∂ξ3
∂x3
∂ξ3
∂2ξ1
∂x1∂x3
+
(
∂2x1
∂ξ23
∂ξ1
∂x1
+
∂2x2
∂ξ23
∂ξ1
∂x2
+
∂2x3
∂ξ23
∂ξ1
∂x3
)
= 0 (3.158)
∂
∂ξ2
(
∂ξ1
∂ξ1
)
=
∂
∂ξ2
(
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
+
∂ξ1
∂x3
∂x3
∂ξ1
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ2
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ2
+
∂2ξ1
∂x1∂x3
∂x3
∂ξ2
)
∂x1
∂ξ1
+
∂ξ1
∂x1
∂2x1
∂ξ1∂ξ2
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ2
+
∂2ξ1
∂x22
∂x2
∂ξ2
+
∂2ξ1
∂x2∂x3
∂x3
∂ξ2
)
∂x2
∂ξ1
+
∂ξ1
∂x2
∂2x2
∂ξ1∂ξ2
+
(
∂2ξ1
∂x1∂x3
∂x1
∂ξ2
+
∂2ξ1
∂x2∂x3
∂x2
∂ξ2
+
∂2ξ1
∂x23
∂x3
∂ξ2
)
∂x3
∂ξ1
+
∂ξ1
∂x3
∂2x3
∂ξ1∂ξ2
=
∂x1
∂ξ1
∂x1
∂ξ2
∂2ξ1
∂x21
+
∂x2
∂ξ1
∂x2
∂ξ2
∂2ξ1
∂x22
+
∂x3
∂ξ1
∂x3
∂ξ2
∂2ξ1
∂x23
+
(
∂x1
∂ξ1
∂x2
∂ξ2
+
∂x1
∂ξ2
∂x2
∂ξ1
)
∂2ξ1
∂x1∂x2
+
(
∂x2
∂ξ1
∂x3
∂ξ2
+
∂x2
∂ξ2
∂x3
∂ξ1
)
∂2ξ1
∂x2∂x3
+
(
∂x1
∂ξ1
∂x2
∂ξ2
+
∂x1
∂ξ2
∂x3
∂ξ1
)
∂2ξ1
∂x1∂x3
+
(
∂2x1
∂ξ1∂ξ2
∂ξ1
∂x1
+
∂2x2
∂ξ1∂ξ2
∂ξ1
∂x2
+
∂2x3
∂ξ1∂ξ2
∂ξ1
∂x3
)
= 0 (3.159)
∂
∂ξ3
(
∂ξ1
∂ξ1
)
=
∂
∂ξ3
(
∂ξ1
∂x1
∂x1
∂ξ1
+
∂ξ1
∂x2
∂x2
∂ξ1
+
∂ξ1
∂x3
∂x3
∂ξ1
)
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=
(
∂2ξ1
∂x21
∂x1
∂ξ3
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ3
+
∂2ξ1
∂x1∂x3
∂x3
∂ξ3
)
∂x1
∂ξ1
+
∂ξ1
∂x1
∂2x1
∂ξ1∂ξ3
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ3
+
∂2ξ1
∂x22
∂x2
∂ξ3
+
∂2ξ1
∂x2∂x3
∂x3
∂ξ3
)
∂x2
∂ξ1
+
∂ξ1
∂x2
∂2x2
∂ξ1∂ξ3
+
(
∂2ξ1
∂x1∂x3
∂x1
∂ξ3
+
∂2ξ1
∂x2∂x3
∂x2
∂ξ3
+
∂2ξ1
∂x23
∂x3
∂ξ3
)
∂x3
∂ξ1
+
∂ξ1
∂x3
∂2x3
∂ξ1∂ξ3
=
∂x1
∂ξ1
∂x1
∂ξ3
∂2ξ1
∂x21
+
∂x2
∂ξ1
∂x2
∂ξ3
∂2ξ1
∂x22
+
∂x3
∂ξ1
∂x3
∂ξ3
∂2ξ1
∂x23
+
(
∂x1
∂ξ1
∂x2
∂ξ3
+
∂x1
∂ξ3
∂x2
∂ξ1
)
∂2ξ1
∂x1∂x2
+
(
∂x2
∂ξ1
∂x3
∂ξ3
+
∂x2
∂ξ3
∂x3
∂ξ1
)
∂2ξ1
∂x2∂x3
+
(
∂x1
∂ξ1
∂x2
∂ξ3
+
∂x1
∂ξ3
∂x3
∂ξ1
)
∂2ξ1
∂x1∂x3
+
(
∂2x1
∂ξ1∂ξ3
∂ξ1
∂x1
+
∂2x2
∂ξ1∂ξ3
∂ξ1
∂x2
+
∂2x3
∂ξ1∂ξ3
∂ξ1
∂x3
)
= 0 (3.160)
∂
∂ξ3
(
∂ξ1
∂ξ2
)
=
∂
∂ξ3
(
∂ξ1
∂x1
∂x1
∂ξ2
+
∂ξ1
∂x2
∂x2
∂ξ2
+
∂ξ1
∂x3
∂x3
∂ξ2
)
=
(
∂2ξ1
∂x21
∂x1
∂ξ3
+
∂2ξ1
∂x1∂x2
∂x2
∂ξ3
+
∂2ξ1
∂x1∂x3
∂x3
∂ξ3
)
∂x1
∂ξ2
+
∂ξ1
∂x1
∂2x1
∂ξ2∂ξ3
+
(
∂2ξ1
∂x1∂x2
∂x1
∂ξ3
+
∂2ξ1
∂x22
∂x2
∂ξ3
+
∂2ξ1
∂x2∂x3
∂x3
∂ξ3
)
∂x2
∂ξ2
+
∂ξ1
∂x2
∂2x2
∂ξ2∂ξ3
+
(
∂2ξ1
∂x1∂x3
∂x1
∂ξ3
+
∂2ξ1
∂x2∂x3
∂x2
∂ξ3
+
∂2ξ1
∂x23
∂x3
∂ξ3
)
∂x3
∂ξ2
+
∂ξ1
∂x3
∂2x3
∂ξ2∂ξ3
=
∂x1
∂ξ2
∂x1
∂ξ3
∂2ξ1
∂x21
+
∂x2
∂ξ2
∂x2
∂ξ3
∂2ξ1
∂x22
+
∂x3
∂ξ2
∂x3
∂ξ3
∂2ξ1
∂x23
+
(
∂x1
∂ξ2
∂x2
∂ξ3
+
∂x1
∂ξ3
∂x2
∂ξ2
)
∂2ξ1
∂x1∂x2
+
(
∂x2
∂ξ2
∂x3
∂ξ3
+
∂x2
∂ξ3
∂x3
∂ξ2
)
∂2ξ1
∂x2∂x3
+
(
∂x1
∂ξ2
∂x2
∂ξ3
+
∂x1
∂ξ3
∂x3
∂ξ2
)
∂2ξ1
∂x1∂x3
+
(
∂2x1
∂ξ2∂ξ3
∂ξ1
∂x1
+
∂2x2
∂ξ2∂ξ3
∂ξ1
∂x2
+
∂2x3
∂ξ2∂ξ3
∂ξ1
∂x3
)
= 0 (3.161)
以上を行列形式で表すと
(
∂x1
∂ξ1
)2 (
∂x2
∂ξ1
)2 (
∂x3
∂ξ1
)2
2∂x1∂ξ1
∂x2
∂ξ1
2∂x2∂ξ1
∂x3
∂ξ1
2∂x1∂ξ1
∂x3
∂ξ1(
∂x1
∂ξ2
)2 (
∂x2
∂ξ2
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ2
∂x3
∂ξ2
2∂x1∂ξ2
∂x3
∂ξ2(
∂x1
∂ξ3
)2 (
∂x2
∂ξ3
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ3
∂x3
∂ξ3
2∂x1∂ξ3
∂x3
∂ξ3
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
∂x3
∂ξ1
∂x3
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ2
+ ∂x2∂ξ2
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ2
+ ∂x1∂ξ2
∂x3
∂ξ1
)
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ2
∂x3
∂ξ3
(
∂x1
∂ξ2
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ2
) (
∂x2
∂ξ2
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ2
) (
∂x1
∂ξ2
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ2
)
∂x1
∂ξ1
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ3
(
∂x1
∂ξ1
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ1
)

−1
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×

∂2ξ1
∂x21
∂2ξ1
∂x22
∂2ξ1
∂x23
∂2ξ1
∂x1∂x2
∂2ξ1
∂x2∂x3
∂2ξ1
∂x1∂x3

=

−
(
∂2x1
∂ξ21
∂ξ1
∂x1
+ ∂
2x2
∂ξ21
∂ξ1
∂x2
+ ∂
2x3
∂ξ21
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ22
∂ξ1
∂x1
+ ∂
2x2
∂ξ22
∂ξ1
∂x2
+ ∂
2x3
∂ξ22
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ23
∂ξ1
∂x1
+ ∂
2x2
∂ξ23
∂ξ1
∂x2
+ ∂
2x3
∂ξ23
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ1
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ1
∂x2
+ ∂
2x3
∂ξ1∂ξ2
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ1
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ1
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ1
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ1
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ1
∂x3
)

(3.162)
となるから， 
∂2ξ1
∂x21
∂2ξ1
∂x22
∂2ξ1
∂x23
∂2ξ1
∂x1∂x2
∂2ξ1
∂x2∂x3
∂2ξ1
∂x1∂x3

=

(
∂x1
∂ξ1
)2 (
∂x2
∂ξ1
)2 (
∂x3
∂ξ1
)2
2∂x1∂ξ1
∂x2
∂ξ1
2∂x2∂ξ1
∂x3
∂ξ1
2∂x1∂ξ1
∂x3
∂ξ1(
∂x1
∂ξ2
)2 (
∂x2
∂ξ2
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ2
∂x3
∂ξ2
2∂x1∂ξ2
∂x3
∂ξ2(
∂x1
∂ξ3
)2 (
∂x2
∂ξ3
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ3
∂x3
∂ξ3
2∂x1∂ξ3
∂x3
∂ξ3
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
∂x3
∂ξ1
∂x3
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ2
+ ∂x2∂ξ2
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ2
+ ∂x1∂ξ2
∂x3
∂ξ1
)
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ2
∂x3
∂ξ3
(
∂x1
∂ξ2
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ2
) (
∂x2
∂ξ2
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ2
) (
∂x1
∂ξ2
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ2
)
∂x1
∂ξ1
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ3
(
∂x1
∂ξ1
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ1
)

−1
×

−
(
∂2x1
∂ξ21
∂ξ1
∂x1
+ ∂
2x2
∂ξ21
∂ξ1
∂x2
+ ∂
2x3
∂ξ21
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ22
∂ξ1
∂x1
+ ∂
2x2
∂ξ22
∂ξ1
∂x2
+ ∂
2x3
∂ξ22
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ23
∂ξ1
∂x1
+ ∂
2x2
∂ξ23
∂ξ1
∂x2
+ ∂
2x3
∂ξ23
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ1
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ1
∂x2
+ ∂
2x3
∂ξ1∂ξ2
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ1
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ1
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ1
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ1
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ1
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ1
∂x3
)

(3.163)
である．
同様に 
∂2ξ2
∂x21
∂2ξ2
∂x22
∂2ξ2
∂x23
∂2ξ2
∂x1∂x2
∂2ξ2
∂x2∂x3
∂2ξ2
∂x1∂x3

=
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
(
∂x1
∂ξ1
)2 (
∂x2
∂ξ1
)2 (
∂x3
∂ξ1
)2
2∂x1∂ξ1
∂x2
∂ξ1
2∂x2∂ξ1
∂x3
∂ξ1
2∂x1∂ξ1
∂x3
∂ξ1(
∂x1
∂ξ2
)2 (
∂x2
∂ξ2
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ2
∂x3
∂ξ2
2∂x1∂ξ2
∂x3
∂ξ2(
∂x1
∂ξ3
)2 (
∂x2
∂ξ3
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ3
∂x3
∂ξ3
2∂x1∂ξ3
∂x3
∂ξ3
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
∂x3
∂ξ1
∂x3
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ2
+ ∂x2∂ξ2
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ2
+ ∂x1∂ξ2
∂x3
∂ξ1
)
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ2
∂x3
∂ξ3
(
∂x1
∂ξ2
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ2
) (
∂x2
∂ξ2
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ2
) (
∂x1
∂ξ2
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ2
)
∂x1
∂ξ1
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ3
(
∂x1
∂ξ1
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ1
)

−1
×

−
(
∂2x1
∂ξ21
∂ξ2
∂x1
+ ∂
2x2
∂ξ21
∂ξ2
∂x2
+ ∂
2x3
∂ξ21
∂ξ2
∂x3
)
−
(
∂2x1
∂ξ22
∂ξ2
∂x1
+ ∂
2x2
∂ξ22
∂ξ2
∂x2
+ ∂
2x3
∂ξ22
∂ξ2
∂x3
)
−
(
∂2x1
∂ξ23
∂ξ2
∂x1
+ ∂
2x2
∂ξ23
∂ξ2
∂x2
+ ∂
2x3
∂ξ23
∂ξ2
∂x3
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ2
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ2
∂x2
+ ∂
2x3
∂ξ1∂ξ2
∂ξ2
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ2
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ2
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ2
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ2
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ2
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ2
∂x3
)

(3.164)
また， 
∂2ξ3
∂x21
∂2ξ3
∂x22
∂2ξ3
∂x23
∂2ξ3
∂x1∂x2
∂2ξ3
∂x2∂x3
∂2ξ3
∂x1∂x3

=

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)2 (
∂x2
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∂x3
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2∂x1∂ξ1
∂x2
∂ξ1
2∂x2∂ξ1
∂x3
∂ξ1
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∂x3
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)2 (
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)2
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∂x3
∂ξ2
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∂x3
∂ξ2(
∂x1
∂ξ3
)2 (
∂x2
∂ξ3
)2 (
∂x3
∂ξ2
)2
2∂x1∂ξ2
∂x2
∂ξ2
2∂x2∂ξ3
∂x3
∂ξ3
2∂x1∂ξ3
∂x3
∂ξ3
∂x1
∂ξ1
∂x1
∂ξ2
∂x2
∂ξ1
∂x2
∂ξ2
∂x3
∂ξ1
∂x3
∂ξ2
(
∂x1
∂ξ1
∂x2
∂ξ2
+ ∂x1∂ξ2
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ2
+ ∂x2∂ξ2
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ2
+ ∂x1∂ξ2
∂x3
∂ξ1
)
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ2
∂x3
∂ξ3
(
∂x1
∂ξ2
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ2
) (
∂x2
∂ξ2
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ2
) (
∂x1
∂ξ2
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ2
)
∂x1
∂ξ1
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ3
(
∂x1
∂ξ1
∂x2
∂ξ3
+ ∂x1∂ξ3
∂x2
∂ξ1
) (
∂x2
∂ξ1
∂x3
∂ξ3
+ ∂x2∂ξ3
∂x3
∂ξ1
) (
∂x1
∂ξ1
∂x3
∂ξ3
+ ∂x1∂ξ3
∂x3
∂ξ1
)

−1
×

−
(
∂2x1
∂ξ21
∂ξ3
∂x1
+ ∂
2x2
∂ξ21
∂ξ3
∂x2
+ ∂
2x3
∂ξ21
∂ξ3
∂x3
)
−
(
∂2x1
∂ξ22
∂ξ3
∂x1
+ ∂
2x2
∂ξ22
∂ξ3
∂x2
+ ∂
2x3
∂ξ22
∂ξ3
∂x3
)
−
(
∂2x1
∂ξ23
∂ξ3
∂x1
+ ∂
2x2
∂ξ23
∂ξ3
∂x2
+ ∂
2x3
∂ξ23
∂ξ3
∂x3
)
−
(
∂2x1
∂ξ1∂ξ2
∂ξ3
∂x1
+ ∂
2x2
∂ξ1∂ξ2
∂ξ3
∂x2
+ ∂
2x3
∂ξ1∂ξ2
∂ξ3
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ3
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ3
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ3
∂x3
)
−
(
∂2x1
∂ξ2∂ξ3
∂ξ3
∂x1
+ ∂
2x2
∂ξ2∂ξ3
∂ξ3
∂x2
+ ∂
2x3
∂ξ2∂ξ3
∂ξ3
∂x3
)

(3.165)
である．
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3.6.4 積分の係数変換
ここでは，3次元空間において実座標系での積分を正規座標系での積分へ Jacobianを
用いて係数変換する方法について述べる．
まず，実座標系，正規化座標系での要素内部の重積分の積分範囲をそれぞれ Ωe，Ωst と
すると，積分の係数変換は Jacobian JD(ξ)を用いて以下のように書ける．∫
Ωe
f(x)dx =
∫
Ωst
f(X(ξ))|JD(ξ)|dξ. (3.166)
ここで，f(x)は被積分関数である．またX(ξ)は以下の式で表されるような，正規化座
標系 ξ から実座標系 xへの写像関数である．
x =
 x1x2
x3
 =X(ξ) =
 χ1(ξ)χ2(ξ)
χ3(ξ)
 . (3.167)
Jacobian JD(ξ)は以下の式で定義される．
JD(ξ) =

∂x1
∂ξ1
∂x1
∂ξ2
∂x1
∂ξ3
∂x2
∂ξ1
∂x2
∂ξ2
∂x2
∂ξ3
∂x3
∂ξ1
∂x3
∂ξ2
∂x3
∂ξ3
 . (3.168)
次に，要素表面の積分について考える．実座標系および正規化座標系の要素表面での積
分範囲をそれぞれ Γe，Γst とすれば，積分素 |JS(ξ(2))|を用いて，以下のように書ける．∫
Γe
f(x)dx =
∫
Γst
f(X(ξ(2)))|JS(ξ(2))|dξ(2). (3.169)
ただし，積分する面によって，ξ(2) を使い分ける必要があることに注意されたい．つまり，
六面体の場合では正規化座標系において ξ1 = −1，ξ1 = 1，ξ2 = −1，ξ2 = 1，ξ3 = −1，
ξ3 = 1となる 6つの面があり，それぞれの面において ξ(2) は， −1ξ2
ξ3
 ,
 1ξ2
ξ3
 ,
 ξ1−1
ξ3
 ,
 ξ11
ξ3
 ,
 ξ1ξ2
−1
 ,
 ξ1ξ2
1
 (3.170)
と置き換えて考える必要がある．さらに，積分素 |JS(ξ(2))|は，面を表現する写像関数に
おける面積分に用いる 2つの変数 ξm，ξn 方向の微分係数の外積の長さである．したがっ
て，S(ξm, ξn)を積分する面を表現する正規化座標系から実座標系への写像関数とすれば，
つまり，
S(ξm, ξn) =

X([−1, ξ2, ξ3]T ) (ξ1 = −1の面,m = 2, n = 3),
X([1, ξ2, ξ3]T ) (ξ1 = 1の面,m = 2, n = 3),
X([ξ1,−1, ξ3]T ) (ξ2 = −1の面,m = 1, n = 3),
X([ξ1, 1, ξ3]T ) (ξ2 = 1の面,m = 1, n = 3),
X([ξ1, ξ2,−1]T ) (ξ3 = −1の面,m = 1, n = 2),
X([ξ1, ξ2, 1]T ) (ξ3 = 1の面,m = 1, n = 2),
(3.171)
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とすれば，|JS(ξ(2))|は
|JS(ξ(2))| =
∣∣∣∣∂S(ξm, ξn)∂ξm × ∂S(ξm, ξn)∂ξn
∣∣∣∣ (3.172)
である．ここで，“×”は外積を表す．∂S(ξm,ξn)∂ξm ×
∂S(ξm,ξn)
∂ξn
をより具体的に書けば，
∂S(ξm, ξn)
∂ξm
× ∂S(ξm, ξn)
∂ξn
=
∣∣∣∣∣∣
∂x1
∂ξm
∂x2
∂ξm
∂x3
∂ξm
∂x1
∂ξn
∂x2
∂ξn
∂x3
∂ξn
e1 e2 e3
∣∣∣∣∣∣ (3.173)
=
∣∣∣∣∣ ∂x2∂ξm ∂x3∂ξm∂x2∂ξn ∂x3∂ξn
∣∣∣∣∣ e1 −
∣∣∣∣∣ ∂x1∂ξm ∂x3∂ξm∂x1∂ξn ∂x3∂ξn
∣∣∣∣∣ e2 +
∣∣∣∣∣ ∂x1∂ξm ∂x2∂ξm∂x1∂ξn ∂x2∂ξn
∣∣∣∣∣ e3 (3.174)
である．ここで，e1，e2，e3 は実座標系の基底ベクトルである．
3.7 数値積分
ここまでで扱ってきた積分を計算機上で行う際には，解析解が求まる場合を除いて数値
積分を用いて近似値を得る方法が用いられる．ここでは特にガウス求積について述べる．
ガウス求積では一般的に区間 [−1, 1]で定義され，N + 1個の評価点 ξi と重み wi を用い
て以下のように積分が近似される．∫ 1
−1
f(ξ)dξ ≈
N∑
i=0
f(ξi)wi (3.175)
ここで，被積分関数 f(ξ)の次数が 2N + 1次以下かつ連続であれば，積分値が正確に求
まることが知られている．
評価点 ξi と重み wi の取り方については種々の方法があり，ここでは一般的な Gauss-
Legendreの方法と Gauss-Lobatto-Legendreの方法を述べる．
3.7.1 Gauss-Legendre quadrature
評価点 ξi とそれに対応する重み wi は以下のように与えられる．
ξi : zeros of LN+1(ξ), (0 ≤ i ≤ N), (3.176)
wi =
2
1− ξ2i
1
[L′N+1(ξi)]2
, (0 ≤ i ≤ N). (3.177)
ここで，LN (ξ)は N 次の Legendre多項式である．
3.7.2 Gauss-Lobatto-Legendre quadrature
評価点 xi とそれに対応する重み wi は以下のように与えられる．
ξi : ξ0 = −1, ξm−1 = 1, zeros of L′N (ξ), (1 ≤ i ≤ N − 1), (3.178)
wi =
2
N(N + 1)
1
L2N (ξi)
, (0 ≤ i ≤ N). (3.179)
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表 3.3 数値積分の各評価点数における座標と重み 1/2．
個数 Gauss-Legendre quadrature Gauss-Lobatto-Legendre quadrature
N + 1 ξi wi ξi wi
3 ±0.7745966692414833 0.5555555555555556 ±1.0000000000000000 0.33333333333333333
0.0000000000000000 0.8888888888888888 0.0000000000000000 1.33333333333333334
5 ±0.9061798459386639 0.2369268850561894 ±1.0000000000000000 0.10000000000000000
±0.5384693101056830 0.4786286704993661 ±0.6546536707079771 0.54444444444444444
0.0000000000000000 0.5688888888888889 0.0000000000000000 0.71111111111111112
7 ±0.9491079151630402 0.1294849591805746 ±1.0000000000000000 0.04761904761904760
±0.7415311634540558 0 .2797054118974208 ±0.8302238962785670 0.27682604736156720
±0.4058451354503632 0.381830056414725 ±0.4688487934707143 0.43174538120986260
0.0000000000000000 0 .4179591836734694 0.0000000000000000 0.48761904761904760
9 ±0.9681602418422699 0.08127438249907491 ±1.0000000000000000 0.02777777777777778
±0.8360311090946198 0.1806481589211639 ±0.8997579954114599 0.16549536156080560
±0.4058451354503632 0.2606106815759569 ±0.6771862795107380 0.27453871250016082
±0.6133714616298676 0.3123470800512278 ±0.3631174638261779 0.34642851097304617
0.0000000000000000 0.3302393550012598 0.0000000000000000 0.37151927437641724
11 ±0.9782286584377289 0.05566856636223136 ±1.0000000000000000 0.01818181818193368
±0.8870625793933868 0.1255803907623658 ±0.9340014304081505 0.10961227326700096
±0.7301519811153412 0.1862902251814719 ±0.7844834736631086 0.18716988178030933
±0.5190961062908173 0.2331937721864709 ±0.5652353269962047 0.24804810426402857
±0.2695431411266327 0.2628045467752371 ±0.2957581355869393 0.28687912477900834
0.0000000000000000 0.2729250867779006 0.0000000000000000 0.30021759545569066
13 ±0.9841830432415009 0.04048403390715855 ±1.0000000000000000 0.01282051282051282
±0.9175983965396881 0.09212150270866735 ±0.9533098466421588 0.07780168674671291
±0.8015780746936798 0.1388735202093891 ±0.8463475646518789 0.13498192668958189
±0.6423493325710297 0.1781459834384411 ±0.6861884690817557 0.18364686520355375
±0.4484927356243134 0.2078160511332294 ±0.4829098210913361 0.22076779356610865
±0.2304582893848419 0.2262831831895855 ±0.2492869301062399 0.24401579030667619
0.0000000000000000 0.2325515532308739 0.0000000000000000 0.25193084933344673
3.7.3 評価点 ξi と重み wi の値
表 3.7.3，3.7.3に数値積分の各評価点数における座標と重みを示す．
3.8 まとめ
本章では，本論文に後半において有限用法による音響解析の問題点の解決のための方法
を述べるにあたって必要な基本的事項について述べた．まず，3次元形状内の音響解析に
おいて従来から良く用いられてきた FEM について述べ，簡単な一次元問題について例
題を示した．さらに，FEMに替わる数値解法として Chebychev Collocation Methodお
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表 3.4 数値積分の各評価点数における座標と重み 2/2．
個数 Gauss-Legendre quadrature Gauss-Lobatto-Legendre quadrature
N + 1 ξi wi ξi wi
15 ±0.9879924952983856 0.03075329984002829 ±1.0000000000000000 0.00952380952380952467
±0.9372734129428864 0.0703660251903672 ±0.9652459265039068 0.05802989302869721727
±0.8482066094875336 0.1071592035701592 ±0.8850820442228142 0.10166007032583748715
±0.7244177162647247 0.1395706843495647 ±0.7635196899519549 0.14051169980251584923
±0.5709721744060516 0.1662692053106311 ±0.6062532054697992 0.17278964725359141630
±0.394151359796524 0.1861609978057374 ±0.4206380547136726 0.19698723596461625851
±0.2011940777301788 0.1984314866808033 ±0.2153539553637942 0.21197358592682083445
0.0000000000000000 0.2025782419255613 0.0000000000000000 0.21704811634881565618
17 ±0.9905754625797272 0.02414833534383802 ±1.0000000000000000 0.00735294117647058813
±0.9506755173206329 0.05545953424839233 ±0.9731321766314166 0.04492194054336524911
±0.8802391588687897 0.08503614489931842 ±0.9108799959155814 0.07919827050356682829
±0.7815140187740326 0.1118838405095187 ±0.8156962512217595 0.11059290900700624594
±0.6576711833477020 0.1351363609099854 ±0.6910289806276903 0.13798774620206027963
±0.5126905143260956 0.1540457659538994 ±0.5413853993301003 0.16039466199762664189
±0.3512317836284637 0.1680040994404794 ±0.3721744335654771 0.17700425351565896026
±0.1784841716289520 0.1765627060093447 ±0.1895119735183173 0.18721633967761935891
0.0000000000000000 0.1794464703562065 0.0000000000000000 0.19066187475346943470
19 ±0.9924068152904510 0.01946186113420327 ±1.0000000000000000 0.00584795321637426868
±0.9602081477642059 0.04481423158919309 ±0.9786117662220711 0.03579336518826291280
±0.9031558930873871 0.06904454986563122 ±0.9289015281526225 0.06338189176406329450
±0.8227146565914154 0.09149002160145629 ±0.8524605777966004 0.08913175709512125011
±0.7209661900997162 0.1115666412710876 ±0.7514942025526288 0.11231534147642613375
±0.6005453169345856 0.1287539595709114 ±0.6289081372652283 0.13226728044873622969
±0.4645707309246063 0.1426067039395612 ±0.4882292856807080 0.14841394259597964767
±0.3165641129016876 0.1527660406751264 ±0.3335048478244984 0.16029092404405922978
±0.1603586375713348 0.1589688438162011 ±0.1691860234092815 0.16755658452714278228
0.0000000000000000 0.1610544498487837 0.0000000000000000 0.17000191928482724646
よび Spectral Element Methodについて述べた．さらに，DDMについて述べた．DDM
では分割後の領域に重複が許されるため，メッシュ生成時の拘束条件を大幅に緩和するこ
とが見込まれる．加えて，3次元形状における数値計算のために，実座標系と正規化座標
系の写像および積分の係数変換について述べた．
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第 4章
声道アナログモデルにおける高精度
なディジタルフィルタの実現方法の
提案と評価
4.1 はじめに
従来から，声道と声門下との相互結合の効果として，声門流に振動成分が現れることが
指摘されている [a4]．この声門流に重畳する振動成分における聴覚上での有意性について
は B˚aveg˚ardらの報告がある [a1]．B˚aveg˚ardらは，重畳する振動成分の有無と合成され
た音声に関して，被験者は重畳する振動成分が含まれる合成音声を好む傾向があり，さら
に，定常な母音を刺激として与えた場合と比較して非定常なセンテンスを刺激として与え
た際に重畳する振動成分の有無による差異をより明確に知覚することを示している．
一方で，音声生成系を電気回路モデルにより解析する方法は，Fantの音響理論以来よ
く用いられてきた [b2]．声道アナログ ·モデルでは，声道は特性の異なる分布定数線路の
縦続接続により近似でき，周波数領域において縦続行列から声道の入力インピーダンスや
伝搬特性を容易に計算できる．また，回路モデルをディジタルフィルタモデルを用いて実
現することにより，声門下部（気管や肺）や声門部，声道部，口唇部における相互干渉を
時間領域で模擬することが出来る．特に声門部では非線形効果が生じるため，時間領域で
の模擬が可能であるという特徴は非常に重要である．しかし，回路モデルにおいて特性イ
ンピーダンスや伝搬定数が特殊な周波数依存特性を持つことから，従来方法におけるディ
ジタルフィルタモデルの実現の際には近似誤差を最小とする周波数を選択し，その周波数
での振幅のみを見て定数として扱う方法が用いられている [a12, b7, b11]．したがって，
声道アナログ ·モデルにおいて声道内の周波数依存特性が合成波形，特に声門流へ与える
影響は未だ評価されていない．しかし，反射係数の周波数依存特性において，その時間応
答が収束するまで 5–7[msec]の時間がかかることから，男性のピッチ周期内（7–8[msec]）
にわたって影響を与えることが予測されている [b8]．そこで，我々は声道アナログ ·モデ
ルについてディジタルフィルタモデルを実現するための新しい近似法を提案し，提案方法
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図 4.1 隣接した区間における分布定数線路．
を用いて声道内の周波数依存特性が声門流へ与える影響を明らかにする．
Wilhelms らは声道内の粘性損失の特性を近似する方法について述べている [b13]．し
かし，ディジタルフィルタの実現には至っておらず，声道内損失の周波数依存特性が合成
波形に与える影響を考察するには至っていない．
本章では，まず声道のディジタルフィルタモデルについて述べ，従来の問題点について
述べる．次に，提案方法として周波数依存特性の近似方法を述べ，提案方法を用いて実際
に音声を合成し，声門部の粒子速度波形や口唇部の粒子速度波形を示し，従来方法での合
成波形との差異を示す．
4.1.1 声道のディジタルフィルタモデル
声道モデルの縦続行列による表現
隣接した均一音響管を分布定数線路で表現した模式図を図 4.1に示す．第 i区間におけ
る声門側での音圧および体積速度をそれぞれ Pi(ω)，Ui(ω)とすると，音圧と体積速度の
間に次式が成り立つ． [
Pi(ω)
Ui(ω)
]
= Fi
[
Pi+1(ω)
Ui+1(ω)
]
(4.1)
ただし，Fi は第 i区間における縦続行列であり，分布定数線路に成立する電信方程式を解
くことで，次式で表現できる．
Fi =
1√
1− tanh2 γil
[
1 Zi tanh γil
Z−1i tanh γil 1
]
(4.2)
Zi(ω) =
√
Ri(ω) + jωL
Gi(ω) + jωCi + YWi(ω)
(4.3)
γi(ω) =
√
(Ri(ω) + jωL)(Gi(ω) + jωCi + YWi(ω)) (4.4)
また，tanh γilは，次式のように表される．
tanh γil =
eγil − e−γil
eγil + e−γil
　 (4.5)
γi = ai + jbi は伝搬定数である．ここで，ディジタル ·シミュレーションのために，無ひ
ずみ条件を仮定したサンプリング定理を満足する T を，
T = 2(t (4.6)
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と選ぶ．ただし，(tは１区間の伝搬時間である．このとき，
eγil = eail · ejbil (4.7)
ebil = ej
ω
c l = es$t = e
sT
2 (4.8)
となる．ここで，s はラプラス変数である．さらに z = esT とすると式 (4.5) は次式と
なる．
tanh γil =
eailz
1
2 − e−ailz− 12
eailz
1
2 + e−ailz− 12
(4.9)
ところで，式 (4.2)中の γi，Zi は周波数の関数であり，その上 Zi は複素数でもあるた
め，Fi を z のみの関数で表現するのは困難である．そこで，これらの変数があらゆる周
波数において，ある代表周波数 ω1 における値 ai(ω1)，Zi(ω1)をとるとみなしてモデル化
を行う．この近似のもとで，式 (4.9)を式 (4.2)に代入することによって次式を得る．
Fi =
α
− 12
i z
− 12
2
[
1 + αiz−1 Zi(1− αiz−1)
Z−1i (1− αiz−1) 1 + αiz−1
]
(4.10)
ウェーブマトリクスによる表現
前節での縦続行列は，声道伝達関数の導出時に使用される．それに対して，ここで述べ
るウェーブマトリクスはディジタルモデル実現のために必要である．
まず，第 i 区間における声門側　体積速度の，前進波成分と後進波成分をそれぞれ
U+i (z)，U−i (z)とする．第 i区間のウェーブマトリクスをWiとすると，次式が成立する．[
U+i (z)
U−i (z)
]
=Wi
[
U+i+1(z)
U−i+1(z)
]
(4.11)
また，Pi(z)および Ui(z)との間には次の関係がある．
Ui(z) = U+i − U−i (4.12)
Pi(z) = Zi(U+i + U
−
i ) (4.13)
したがって，式 (4.10)から次式を得る．[
U+i (z)
U−i (z)
]
=
α
− 12
i z
1
2
1 + µi+1
[
1 −µi+1
−µi+1αiz−1 αiz−1
] [
U+i+1(z)
U−i+1(z)
]
(4.14)
ただし，µi+1 は
µi+1 =
Zi − Zi+1
Zi + Zi+1
(4.15)
であり，これは音響管の境界面を唇側から見た場合の体積速度反射係数となる．
以上の式をもとにして，声道１区間のディジタルフィルタモデルを構成したものを図
4.2 に示す．以降，このディジタルフィルタモデルをディジタルフィルタモデル C-1 と
呼ぶ．
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図 4.2 声道１区間のディジタルフィルタモデル．以降，ディジタルフィルタモデル C-1と呼ぶ．
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図 4.3 e−γ の周波数特性．上段：振幅特性．下段：位相特性．
4.1.2 現状のモデルにおける問題
2.3章で述べたように，現状では γi，Zi を代表周波数における値をとり，定数と見なし
ている．しかし，実際には γi，Zi は周波数に対して依存性を持っており，これは正確な
モデル化とはなっていない．特に Z の周波数依存性によって反射係数 µが周波数依存性
を持つことがわかるが，この時間応答を見ると，落ち着く時間が 5-7msec程度になってお
り，現状では不十分な近似となっていることが三木により示されている [b8]．
例として，それぞれ長さが 1cm，断面積 2cm2 の音響管と 3cm2 の音響管を接続した際
の断面積 2cm2 側の e−γ および µの特性を図 4.3，図 4.4に示す．
また，現状では声道の形状変化に伴う L，C の変化により発生する電圧源もしくは電流
源が考慮されていないことを吉川らが示している [b14]．
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図 4.4 µの周波数特性．上段：振幅特性．下段：位相特性．
図 4.5 声道１区間のディジタルフィルタモデル．
4.2 声道の特性近似における提案方法
本研究で提案する声道内の特性近似の方法では，4.1.1でのディジタルフィルタモデル
（図 4.5）の伝搬定数に対応する e−ail を極と零点のペアを用いて近似する．また反射係数
µi+1 の特性近似においては，その特性を有理多項式を用いて近似することが難しく，511
次の FIRフィルタを用いて近似する．
4.3 より実験値に近い壁アドミタンス YW
神山らが実測した音圧反射係数から近似した壁インピーダンス [b5] について述べ，ま
たそこから得られる壁アドミタンスについて述べる．
より実験値に近い壁インピーダンス Zm(ω)は次式で近似される．
Zm(ω) = 700 + jω0.5(f < 325[Hz]) (4.16)
Zm(ω) = 1900 + jω0.5(f ≥ 325[Hz]) (4.17)
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Yw Amplitude (approximation by hand)
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図 4.6 YW の振幅特性．実線が平滑化後，
破線が平滑化前．
Yw Phase (approximation by hand)
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Phase [rad]
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図 4.7 YW の位相特性．実線が平滑化後，
破線が平滑化前．
ここから，壁アドミタンス YW (ω)は，
YW (ω) =
S
Zm
(4.18)
で表される．ここで，S は周長である．
式 (4.18)は不連続点を持っており，特に位相に関してはその差が大きい．そこで，本研
究ではその不連続点を滑らかに接続した壁アドミタンスを用いる．平滑化後と平滑化前の
YW の振幅特性と位相特性をそれぞれ図 4.6，図 4.7に示す．
4.4 対数領域での最急降下法
ここでは対数領域での最急降下法について述べる．通常の最急降下法に用いられる誤差
関数を用いて近似した場合，振幅の大きい周波数帯は近似精度が良い一方で振幅が小さい
周波数帯では近似精度が低いことが知られている [e6]．この問題を解決するため，誤差関
数に対数を導入する手法が Sidmanらにより提案されている [e6]．
まず，通常の再急降下法について述べる．ここで述べる理論や式は文献 [e5]を引用 ·参
照している．
直感的に理解しやすくするため，いま探索対象の関数は２変数 x1，x2 の関数 y =
f(x1, x2) であるとし，同じ高さの線を点をつないだ等高線によって例えば図 4.8 に示す
ように探索対象の関数を表すものとする．最初の探索点が同図中の点 P0 にあるとすると
き，求めるべき関数の最小値を与える点は，同図中の点 Pp である．
最急降下法では，各探索点において，その点での勾配が最小になる方向に所定の距離だ
け進んだ点を次の探索点に設定する．この処理を各探索点において行うことで，図 4.8中
の矢印にあるような探索が順次行われ，最終的に最小点である Pp に到達する．ただし１
回の探索の移動量を固定の大きな値にしたとき，関数が最小値をとる付近で振動が生じて
探索が進まなくなる場合がある．これを避けるために１回の移動量を小さな値にすると，
最小値付近では良好な探索が行われるようになるが，最小値からはなれた場所での探索回
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図 4.8 最急降下法における探索．
数が増えるため，収束するまでに長い処理時間を要するようになる．このため，最急降下
法では一般に移動量を探索点における勾配の値に比例させる方法がとられている．すなわ
ち，n個の変数 x1，x2，· · ·，xn の関数
y = f(x1, x2, · · · , xn) (4.19)
を探索対象とするとき，i番目の探索点 Pi(x1i, x2i, · · · , xni)の次の探索点
Pi+1(x1(i+1), x2(i+1), · · · , xn(i+1))の j(1 ≤ j ≤ n)番目の成分を，
xj(i+1) = xji −K ∂f∂xj (4.20)
とする．ここで，K は定数．これにより，勾配が急な部分では１回の移動量が大きくなる
ため高速な探索が行われ，勾配が緩やかな最小値付近では移動量が小さくなり精密な探索
が行われる．
4.4.1 再急降下法による近似例
近似問題において，最小するべき関数は誤差関数である．ここでは単純な近似例とし
て，近似目標をM(x)，近似関数をH(x,P ) = a1x3 + a2x2 + a3x1 + a4 としたときの例
を述べる．ここで，P は係数ベクトル [a1, a2, a3, a4]であり，x ∈ .である．
ここで，誤差関数 J(P )を最も単純な
J(P ) =
nd∑
i=1
{H(xi,P )−M(xi)}2 (4.21)
とすると，誤差関数の係数 aj に関する傾斜 ∂J(P )∂aj は
∂J(P )
∂aj
=
nd∑
i=1
2 {H(xi,P )−M(xi)} · ∂H(xi,P )
∂aj
(4.22)
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= 2
nd∑
i=1
{H(xi,P )−M(xi)} · x4−ji (4.23)
である．
したがって，ある時点 nにおける係数 aj(n)の次の時点 n+ 1の係数 aj(n+ 1)は以下
の式から求められる．
aj(n+ 1) = aj(n)− 2K
nd∑
i=1
{H(xi,P )−M(xi)} · x4−ji (4.24)
次に，誤差関数に対数を導入する．まず，近似先の周波数特性をM(s)とすると，最小
にするべき誤差関数 J(P )は，
J(P ) =
nd∑
i=1
[H(jωi,P )−M(jωi)]2 (4.25)
と表すことができる．ここで，P は係数ベクトルである．ここでは例として後に述べる係
数ベクトル P = [w1, w2, w3,σ11,σ12,σ13,σ21,σ22,σ23]を用いる．
また，勾配 ∇J(P )は
∇J(P ) =
[
∂J(P )
∂w1
,
∂J(P )
∂w2
,
∂J(P )
∂w3
,
∂J(P )
∂σ11
,
∂J(P )
∂σ12
,
∂J(P )
∂σ13
,
∂J(P )
∂σ21
,
∂J(P )
∂σ22
,
∂J(P )
∂σ23
]
(4.26)
と定義される．
勾配∇J(P )について，複素数 E の絶対値の二乗の導関数は，
(|E|2)′ = (EE)′ = EE′ + E′E = 2Re [EE′]　 (4.27)
で与えられる [e6]．なお，E は E の複素共役である．
式 (4.27)より，勾配 ∇J(P )は以下のように表される．
∇J(P ) = 2Re
nd∑
i=1
[H(jωi,P )−M(jωi)]∇H(jωi,P ) (4.28)
次に，誤差関数 J(P )に対数を導入すると，
J(P ) =
nd∑
i=1
| log [H(jωi,P )]− log [M(jωi)] |2 (4.29)
となり，式 (4.29)から勾配 ∇J(P )は次式で表される．
∇J(P ) = 2Re
nd∑
i=1
[log [H(jωi,P )]− log [M(jωi)]] ·∇ log [H(jωi,P )] (4.30)
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したがって，振幅のみをみた誤差関数は以下のようになる．
J(P ) =
nd∑
i=1
| log |H(jωi,P )|− log |M(jωi)||2 (4.31)
∇J(P ) = 2
nd∑
i=1
[log |H(jωi,P )|− log |M(jωi)|] ·∇ log |H(jωi,P )| (4.32)
ここで，
∇ log |H(jωi,P )| =
[
∂ log |H(jωi,P )|
∂w1
,
∂ log |H(jωi,P )|
∂w2
,
∂ log |H(jωi,P )|
∂w3
,
∂ log |H(jωi,P )|
∂σ11
,
∂ log |H(jωi,P )|
∂σ12
,
∂ log |H(jωi,P )|
∂σ13
,
∂ log |H(jωi,P )|
∂σ21
,
∂ log |H(jωi,P )|
∂σ22
,
∂ log |H(jωi,P )|
∂σ23
]
(4.33)
である．
4.5 e−ail の特性近似の方法
4.5.1 e−ail の特性近似に用いる近似モデル
ここでは本研究で用いた近似モデルについて述べる．
図 4.3に示すように，e−ail の周波数特性は非常に狭い帯域の中で振幅が小さく変化し
ている．そのため，極や零点が単独で存在している場合にはこの特性を近似するのは難し
い．例として，零点の虚部を f0 = 1[kHz]に保ち，実部を動かしたとき，つまり次式にお
いて σ を変化させた場合の振幅特性を図 4.9に示す．
H(s) =
1
(s/α− 1) (s/α− 1) (4.34)
α = σ + jω (4.35)
ω = 2pif0 (4.36)
また，αは αの複素共役である．
そこで，ある 1対の極と零点の共振周波数が等しいモデルを考える．このようなモデル
では極と零点が互いに打ち消し合うことから帯域幅が狭く，かつ振幅の山（谷）の大きさ
が小さい特性を近似できる．
極と零点の対を１対だけ持つモデルの伝達関数 Hs1(s)を次に示す．
Hs1(s) =
(s/α11 + 1) (s/α11 + 1)
(s/α21 + 1) (s/α21 + 1)
(4.37)
αmn = σmn + jωn (4.38)
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図 4.9 σ の変化に対する振幅特性の変化．
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図 4.10 １組の極と零点の対の振幅特性．
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図 4.11 １組の極と零点の対の位相特性．
例として σ11 = 1.0× 103 − 1，σ21 = 1.0× 103 + 1，ω1 = 2pi · 1000としたとき，この
モデルの周波数特性を図 4.10，図 4.11に示す．
極と零点の対が１対では伝搬定数の周波数特性を近似することはできない．そこで極と
零点の対が３対あるモデルを考え，それぞれの対の帯域幅を調整することで近似を可能と
する．３対の極と零点の対を持つモデルの伝達関数 Hs3(s)は次式で表される．
Hs3(s) =
3∏
n=1
(s/α1n + 1) (s/α1n + 1)
(s/α2n + 1) (s/α2n + 1)
(4.39)
αmn = σmn + jωn (4.40)
例として σ11 = 1.0×103−1，σ21 = 1.0×103+1，σ12 = 1.0×104−1，σ22 = 1.0×104+1，
σ13 = 1.0×104−1，σ23 = 1.0×104+1，ω1 = 2pi·1.0×10−10，ω2 = 2pi·500，ω2 = 2pi·1000
としたとき，式 (4.39)の周波数特性を図 4.12，図 4.13に示す．
本研究では，近似目標の周波数特性について周波数が 0[Hz] の時の振幅を Gain とし
て，Gainですべての周波数特性を正規化してから式 (4.39)を近似モデルとして近似計算
を行う．こうすることで，Gainを近似パラメータに含めずに近似計算を行えるので収束
が良い．そして，全体の利得を表す Gainを乗算した式 (4.41)を用いて，正規化する前の
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図 4.12 ３組の極と零点の対の振幅特性．
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図 4.13 ３組の極と零点の対の位相特性．
近似目標の伝達関数を表す．
Hs(s) = Gain
3∏
n=1
(s/α1n + 1) (s/α1n + 1)
(s/α2n + 1) (s/α2n + 1)
(4.41)
αmn = σmn + jωn (4.42)
4.5.2 e−ail の近似アルゴリズム
e−ail の近似については 3組の極と零点の対を持つモデルを用いた．
e−a(jω)l≈Hpc(s,P )
=G
s/σ11 + 1
s/σ21 + 1
·
3∏
k=2
(s/α1k+1)(s/α1k+1)
(s/α2k+1)(s/α2k+1)
(4.43)
αmk = σmk + jωk
係数の初期値については，σ11 = 80，σ21 = 80，σ13 = 8.0× 103，σ23 = 8.0× 103 に
固定し，ω1 は振幅の谷の中心周波数に設定し，ω3 = 3ω2 とした．また，σ12 と σ22 は範
囲 [2.5× 103, 2.9× 103]を 40分割して，すべての初期値から近似計算を行い，近似計算
後に最も誤差の小さい係数を選択して用いる．
近似計算のアルゴリズムを表 4.1に示す．ここでは簡単のため逐次処理として示すが，
実際のプログラムでは Step 4から Step 13はmに対して独立に計算可能であるから，並
列に処理している．
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表 4.1 近似計算のアルゴリズム 1/2．
Step 処理
1 近似目標の周波数特性M(jωi)を計算する．
ここでの計算式はM(jωi) = e
γlossyl
eγlosslessl
γlossy =
√
(R(ω) + jωL)(G(ω) + jωC + Yw(ω))
γlossless =
√−ω2LC
2 Jtmp 近似誤差を一時的に格納する変数．
初期値は十分に大きくしておく．
3 m = 0極と零点のバンド幅の初期値を変化させる変数．
mは 0 ∼ 40まで変化させる．
4 初期値として係数ベクトル P を設定する．
σ11 = 80，σ21 = 80
σ13 = 3.0× 803，σ23 = 8.0× 103
σ21 = 2.5× 103 +m× 102,σ22 = 2.5× 103 +m× 102
ω2 は |M(jω)|が最小値をとる ω
ω3 = 3ω2 に設定．
5 近似目標の周波数特性M(jωi)の周波数が 0の時の振幅を
Gainとして全周波数特性を正規化する．
6 式 (4.39)を用いて現在の係数ベクトル P について，
すべての iに対して H(jωi,P )を計算する．
7 errori = log |H(jωi,P )|− log |M(jωi)| を
すべての iに対して計算する．
式 (4.31)参照．
8 現在の誤差 J(P ) =
nd∑
i=1
error2i を計算する．
式 (4.31)参照．
9 反復回数が最大反復回数より大きければ Step 14へ．
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表 4.2 近似計算のアルゴリズム 2/2．
10 差分近似を用いて
∇ log |H(jωi,P )| =[
∂ log |H(jωi,P )|
∂w1
= 0.0, ∂ log |H(jωi,P )|∂w2 ,
∂ log |H(jωi,P )|
∂σ11
, ∂ log |H(jωi,P )|∂σ21 ,
∂ log |H(jωi,P )|
∂σ12
, ∂ log |H(jωi,P )|∂σ22 ,
∂ log |H(jωi,P )|
∂σ13
, ∂ log |H(jωi,P )|∂σ23 ,
]
を計算する．
11 ∇J(P ) = 2
nd∑
i=1
errori ·∇ log |H(jωi,P )|を計算する．
式 (4.32)参照．
12 P = P −K ·∇J(P )を計算する．式 (4.20)参照．
本研究ではK = 1.0× 103 とした．
13 Step 5 へ
14 J(P ) < Jtmp ならば，
Jtmp = J(P ), Ptmp = P
15 m < 41ならば，
m = m+ 1，Step 2へ
m >= 41ならば，
Ptmp を近似結果として近似アルゴリズムを終了する．
4.5.3 e−ail の近似結果
最も近似誤差が大きかった，つぶれ指標 Sr = 0.1，声道断面積 A = 0.5[cm2] におけ
る近似結果を図 4.14に，最も近似誤差が小さかった，つぶれ指標 Sr = 1.0，声道断面積
A = 15.0[cm2]における近似結果を図 4.15示す．
声道一区間の長さを 0.2[cm]に固定し，各断面積 Aとつぶれ度 Srの組において近似を
行った結果，近似パラメータ {G,σ11,σ21,ω2,σ12,σ22,ω3,σ13,σ23}が，曲面として分布
した．例として，図 4.16 に各断面積 A とつぶれ度 Sr におけるパラメータ σ11 を示す．
声道一区間の長さが一定であれば，この曲面を近似する関数をあらかじめ求めることによ
り，形状が変化した際にも係数を高速に得られる．また，近似の傾向として，図 4.17に
示すように断面積 Aが小さく，また，つぶれ度 Srが小さいほど二乗誤差が増加する傾向
がみられる．図 4.14，4.15にそれぞれ二乗誤差が最も大きい時と最も小さいときの近似
結果を示す．
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図 4.14 最も近似誤差が大きかった伝搬
定数の近似結果．つぶれ指標 Sr = 0.1，
声道断面積 A = 0.5[cm2]．
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図 4.15 最も近似誤差が小さかった伝搬
定数の近似結果．つぶれ指標 Sr = 1.0，
声道断面積 A = 14.9[cm2]．
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図 4.16 係数 σ11 の近似結果（断面積 A
とつぶれ度 Sr の関数実現）．
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図 4.17 伝搬特性の近似誤差．
4.5.4 e−ail のディジタルフィルタの実現
sの有理多項式をディジタルフィルタへ変換する際に，デルタ変換を用いれば，係数感
度を下げることができ，係数の変化に対し，フィルタの安定性が期待される [e1]．そこで，
デルタ変換後の伝達関数を求める．
デルタ変換後の伝達関数は
Hpc(γ,P )=G · g1
{
1 +
a21
γ − b21
}
·
3∏
k=2
gk
γ2 + a1kγ + a2k
γ2 − b1kγ − b2k (4.44)
と表される．係数 g1, a21, b21 はそれぞれ
g1=
σ21
σ11
(4.45)
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a21=
(σ11 − σ21)(1− e−σ21Ts)
σ21Ts
(4.46)
b21=
e−σ21Ts − 1
Ts
(4.47)
で与えられる．また，k = 2, 3のとき，係数 a1k, a2k, b1k, b2k, gk は
gk =
σ22k + ω
2
k
σ21k + ω
2
k
(4.48)
a1k = 2(σ1k − σ2k)e−σ2kTs
(
sinωkTs
ωkTs
)
+
σ21k − σ22k
ωk(σ22k + ω
2
k)
{−σ2ke−σ2kTs sinωkTs
+ωk(1− e−σ2kTs cosωkTs)
Ts
}
+
2− 2e−σ2kTs cosωkTs
Ts
(4.49)
a2k =
(
1 +
σ21k − σ22k
σ22k + ω
2
k
){
e−2σ2kTs
+1− 2e−σ2kTs cosωkTs
T 2s
}
(4.50)
b1k =
2e−σ2kTs cosωkTs − 2
Ts
(4.51)
b2k =
2e−σ2kTs cosωkTs−e−2σ2kTs−1
T 2s
(4.52)
によって与えられる．ここで，Ts はサンプリング周期 [sec]である．
さらに，式 (4.44)へ γ = z−1Ts を代入し，ディジタルフィルタの伝達関数を得る．
4.6 µi+1 の特性近似の方法
µi+1 の近似については，係数を決定するパラメータが声帯側の断面積 A1，つぶれ指標
Sr1，口唇側の断面積 A2，つぶれ指標 Sr2 と多いため，近似後の係数をパラメトリック
に求めることが難しい．また，パラメータの値の組み合わせにより µi+1 の周波数特性の
特徴が大きく異なるため，有理多項式を用いてその周波数特性を近似することができな
かった．
そのため，安易な方法ではあるが逆高速フーリェ変換を用いて周波数特性から直接イン
パルス応答を求め，それに窓を掛けたものを FIRフィルタの係数として用いることで近
似した．
µi+1 ≈
p∑
i=0
ciz
−1, p = 511 (4.53)
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図 4.18 FIRフィルタの係数の生成フロー．
図 4.18に FIRフィルタの係数 ci の生成フローを示す（図では 1023次の係数を計算し
ているが，実験を行った結果，511次で十分な近似を得られた）．
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図 4.19 最終的に提案する声道一区間のディジタルフィルタモデル．
4.7 声道一区間のディジタルフィルタモデルの構成
提案する声道一区間のディジタルフィルタモデルの構成は伝搬定数が ARMAフィルタ
（次数　分子 5次:分母 5次），反射係数が FIRフィルタ（次数　 511次）で構成される．
ブロック図を図 4.19に示す．
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4.7.1 近似精度の検証
この章では我々のディジタルフィルタモデルの近似精度を駆動点インピーダンスと伝達
関数の周波数特性の観点から評価する．
以下の議論では我々のモデルの近似精度を評価するために，声道の伝達関数 H(jω)と
駆動点インピーダンス Zv(jω)の真値は回路モデルの縦続行列を用いて計算される．一方
で，我々のモデルにおける伝達関数 Hˆ(jω) と駆動点インピーダンス Zˆv(jω) において，
その縦続行列は近似した反射係数と伝搬定数から計算される．さらに，口唇部における放
射インピーダンスは無限バッフルの近似モデル ZL(s)を用いた [a12]．ZL(s)は次式で与
えられる．
ZL(s) = (ρc/(pia2))(sLrRr/(Rr + sLr)) (4.54)
Rr = 128/(9pi2) (4.55)
Lr = 8a/(3pic) (4.56)
ここで，aは開口部の半径である．また，口唇部におけるディジタルフィルタモデル µˆL(z)
はデルタ変換を用いて実現される．口唇部における反射係数 µL(s)は
µL(s) =
ZN (s)− ZL(s)
ZN (s) + ZL(s)
(4.57)
で与えられる．ここで，ZN (s) は口唇部に一番近い声道の区間の特性インピーダンスで
ある．簡単のために，この区間は損失なしとした．そのため ZN (s)は周波数特性を持た
ず定数として扱うことができる．つまり，ZN (s) = ρc/(pia2)である．この場合反射係数
µL(s)は
µL(s) = gL
s+ σ1L
s+ σ2L
(4.58)
として与えられる．ここで，係数 gL, σ1L および σ2L は次式で与えられる．
gL = (1−Rr)/(1 +Rr) (4.59)
σ1L = Rr/((1−Rr)Lr) (4.60)
σ2L = Rr/((1 +Rr)Lr) (4.61)
次に，デルタ変換後の反射係数 µL(γ)は
µL(γ) = gL
{
1 +
aL
γ − bL
}
(4.62)
となる．ここで，係数 aL，bL はそれぞれ
aL =
(σ1L − σ2L)(1− e−σ2LTs)
σ2LTs
(4.63)
bL =
e−σ2LTs − 1
Ts
(4.64)
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で与えられる．
さらに， z 領域における反射係数 µˆL(z)は γ = (z − 1)/Ts を式 (4.62)へ代入すること
で得られる．
以下では Hˆ(jω)と Zˆv(jω)の近似精度の評価を示す．
体積速度伝達特性の近似精度
我々の提案方法をディジタルフィルタモデルの近似の用いた場合， 我々の近似は 0–
6 kHzにおいて真値に対し非常によい一致を見せた．2–6 kHzにおいては近似誤差がほぼ
0であり，0–2 kHzにおいて微少な誤差が生じたため，0–2 kHzにおける体積速度伝達関
数の周波数特性を図 4.20に示す．図 4.20に示したように，日本語男性母音/u/，/i/，/a/
において，従来のディジタルフィルタモデル [b7]と比較して，第 1，第 2フォルマント周
辺における近似精度の向上がみられる．
従来のディジタルフィルタモデルにおいて，低周波領域で大きな近似誤差がみられる．
これは反射係数と伝搬定数に対して周波数依存特性が特に低い周波数で大きく現れ，その
一方で，高周波領域における周波数依存特性はほぼ一定で定数として扱うことができるこ
とによる．
声門における駆動点インピーダンスの近似精度
回路モデルの近似において，駆動点インピーダンスの近似を高精度に行うことは重要で
あるため，ここでは我々のディジタルフィルタモデルの駆動点インピーダンスの近似精度
を評価する．
駆動点インピーダンス Zv(jω)は縦続行列の ABCD パラメータを用いて以下のように
計算される．
Zv(jω) =
A(jω)ZL(jω) +B(jω)
C(jω)ZL(jω) +D(jω)
. (4.65)
体積速度伝達関数の近似結果と同様に，駆動点インピーダンスの近似においても我々の
近似法は 0–6 kHzにおいて真値に対し，非常によい一致が得られる．ここでは，日本語男
性母音/u/，/i/，/a/について，図 4.21 に 0–6 kHz における駆動点インピーダンスを示
す．図 4.21において，最も低い周波数の共振点において近似精度の向上が顕著にみられ
る．本研究における数値実験においては，この共振点付近の帯域にはピッチ周波数が含ま
れてはいないものの，two-mass modelの非線形効果により生じるピッチ周波数の高調波
成分を含む．したがって，この高調波成分および駆動点インピーダンス，時変の声門イン
ピーダンス間の相互作用が予想される．
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図 4.20 日本語男性母音/u/，/i/，/a/に対する体積速度伝達関数．
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図 4.21 日本語男性母音/u/，/i/，/a/に対する駆動点インピーダンス．
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図 4.22 声門下の Branching network model．
4.8 声門下のディジタルフィルタモデルの実現方法
ここでは我々が用いる声門下モデルについて述べる．
文献 [a5]に従い，ここでは声門下の回路モデルとして分布定数線路モデルを採用する．
回路モデルは図 2.5に示したものと構造は同じであるが，各素子のパラメータは次式で与
えられる．
L = ρ/A (4.66)
C = A/(ρc2) (4.67)
R(ω) = (S/A2)
√
(ωρµ)/2 (4.68)
G(ω) =
(
0.4S/(ρc2)
)√
(ωλ)/(2cpρ) (4.69)
Yw(ω) = Rw(ω) + j
(
ωIw − 1/(ωCw)
)
(4.70)
Fredberg と Hoenig の Branching network model とその終端モデルをそれぞれ図
4.22，4.23に示す．Fredbergと Hoenigの Branching network modelには分岐が対象な
モデルと非対称なモデルがあるが，本研究では非対称なモデルを用いた． 肺胞による終
端のインピーダンスは
Z0 = RT + j
(
ωIT − (ωCT )−1
)
+RW + j
(
ωIW − (ωCW )−1
)
. (4.71)
で与えられ，それぞれの物理パラメータは表 4.3で与えられる．図 4.24に示したように，
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図 4.23 肺の終端における回路モデル．
表 4.3 肺の終端における各パラメータ．
Lung tissue Thorax wall Unit
RT = 0.5× 0.982 RW = 1.0× 0.982 g/(cm4 sec)
IT = 0.005× 0.982 IW = 0.005× 0.982 g/cm4
CT = 0.1/(0.982) CW = 0.2/(0.982) cm4 sec2/g
2 = 1.0
図 4.24 肺の回路終端．
図 4.25 階層 k における分岐モデル．
終端に接続された階層のインピーダンス Z1 は以下のように表される．
Z1 =
Z ′0
2
, where Z ′0 =
A0Z0 +B0
C0Z0 +D0
(4.72)
ここで，A0, · · · , D0 は縦続行列から計算される． さらに，図 4.25に示したような分岐の
場合では，入力インピーダンス Zk は以下のように表される．
Zk =
Z ′mZ ′n
Z ′m + Z ′n
, (4.73)
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図 4.26 声門下の駆動点インピーダンス ZLg(ω)の周波数特性．
where Z ′m =
AmZm +Bm
CmZm +Dm
and Z ′n =
AnZn +Bn
CnZn +Dn
. (4.74)
上記の式から，声門下のインピーダンス ZLg は再帰的に求めることができる．
図 4.26 に求めた声門下のインピーダンス ZLg を示す．用いたパラメータは Fredberg
らのパラメータ，Hudde と Slatky のデータ [a6]，日本人の MRI データ [b5, b6] を用
いた．
ディジタルフィルタモデルを実現する際には，回路モデルにおいて集中定数素子の両側
は分布定数線路でなくてはならない．したがって，求めた ZLg から気管 1セクション分
の特性インピーダンス Rt を抜き出す操作を行う．気管１セクションの ABCD パラメー
タを At, · · · , Dt とすれば，ZLg は
ZLg =
(
AtZ
′
Lg +Bt
)
/
(
CtZ
′
Lg +Dt
)
. (4.75)
と表すことができる．ここで，気管１セクションの ABCD パラメータおよび，Rt は非
周波数依存として，周波数依存性は Z ′Lg へ追いやる．上式を変形すると
Z ′Lg = (Bt −DtZLg) / (CtZLg −At) . (4.76)
となり，気管 1セクション分の特性インピーダンス Rt を抜き出した Z ′Lg が求まる．この
操作により，声門下とその付近の回路モデルは図 4.27のようになる．
境界 (a)における電流と電圧の関係により，次式が導かれる．
U+Lg(jω) = U
−
Lg(jω) +
−2RtU−Lg(jω) + Pa(jω)
Z ′Lg(ω) +Rt
. (4.77)
上式から時間領域で進行波を計算するためには，分母を ARMAフィルタを用いて近似す
る必要がある．我々の方法では，
1
Z ′Lg(ω) +Rt
≈ T (s,P )
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図 4.27 声門下の回路モデル [b14]．
図 4.28 1/(Z′Lg(ω) +Rt)に対する近似結果 T (s,P )．
= G
s/σ11 + 1
s/σ21 + 1
26∏
k=2
(s/α1k+1)(s/α1k+1)
(s/α2k+1)(s/α2k+1)
(4.78)
αmk = σmk + jωk (m = 1, 2, k = 2, 3, · · · , 26)
のように，53/53次の sの有理多項式を用いて近似を行う．この近似結果を図 4.28に示
す．さらに，近似後のパラメータを表 4.4に示す．
さらに，ディジタルフィルタを実現するために，式 (4.78) から整合 z 変換を用いて z
の有理多項式を求めると，
T (s,P ) ≈ Tz(z) = G · g1 z − r11
z − r21
26∏
k=2
gk
(z − z1k)(z − z1k)
(z − z2k)(z − z2k) , (4.79)
となる．ここでパラーメータ群は
rm1 = e−σm1Ts (m = 1, 2),
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表 4.4 式 (4.78)における近似パラメータ．
Coefficients Values
ω2–ω5 — 3567.26 6606.19 8545.13 10141.6
σ1,1–σ1,5 2498.73 753.02 2985.48 1018.12 2016.88
σ2,1–σ2,5 1252.76 1879.92 1599.63 2508.21 1405.64
ω6–ω10 11718.1 13508.8 14451.3 15079.6 19666.4
σ1,6–σ1,10 1218.62 3500.08 1339.07 2158.79 3689.98
σ2,6–σ2,10 1701.12 2993.85 1513.91 1983.71 5499.08
ω11–ω15 23247.8 25132.7 26703.5 28148.7 31415.9
σ1,11–σ1,15 5000.91 2202.04 3007.25 2383.52 3085.40
σ2,11–σ2,15 3382.83 2701.79 2902.51 2990.66 2887.62
ω16–ω20 33929.2 35814.2 37385 38327.4 40086.7
σ1,16–σ1,20 2507.51 2592.06 2002.32 1812.06 2289.39
σ2,16–σ2,20 3007.07 2195.75 2289.42 1595.97 3210.74
ω21–ω25 43039.8 43668.1 44296.5 47595.1 50265.5
σ1,21–σ1,25 2995.18 1999.98 2995.52 1988.00 2402.62
σ2,21–σ2,25 2129.15 2994.95 2294.39 2907.25 1994.29
ω26 52778.8
σ1,26 1973.39
σ2,26 2294.15
G 0.0488
zmk = e−αmkTs (m = 1, 2),
g1 = (1− r21)/(1− r11),
gk = (1− z2k)(1− z2k)/
(
(1− z1k)(1− z1k)
)
,
(k = 2, 3, · · · , 26),
となる．
したがって，式 (4.77)の z 領域の表現は
U+Lg(z) = U
−
Lg(z) + Tz(z)(−2RtU−Lg(z) + Pa(z)), (4.80)
となり，これをブロック図で表すと図 4.29のようになる．
我々の数値実験において，声門下を考慮しない場合は Z ′Lg(jω) = 0 を用いる．した
がって，声門下のディジタルフィルタモデルは図 4.30のようになる．
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図 4.29 声門下のディジタルフィルタモデル（声門下インピーダンスあり）．
図 4.30 声門下のディジタルフィルタモデル（声門下インピーダンスなし）．
4.9 実現したディジタルフィルタによる合成の結果と声門流
に関する評価
我々の母音合成の数値実験において，声帯モデルに Two-mass モデルを用いる [b4]．
すべての数値実験において Two-mass モデルに与えるパラメータはすべて同一のものと
した．声門下インピーダンスを考慮した場合としない場合の音声合成時の各ブロックの接
続図をそれぞれ図 4.31，図 4.32に示す．
また，従来方法におけるディジタルフィルタモデルの実現の際には，声道の各区間にお
ける伝搬定数 e−ai(jω)l と反射係数 µi+1(jω)において，定数としてみた場合の近似誤差を
最小とする周波数 ωi を選択し，その周波数での振幅のみを見た値 e−ai(jωi)l，µi+1(jωi)
を使用する方法を用いた [a12, b7, b11]．
以下の議論において，ug(t) と ul(t) はそれぞれ声門部の体積速度と口唇部の体積速度
を表す．
図 4.33に日本語男性母音/u/，/a/の声道形状を用いて合成した ug(t)と ul(t)を示す．
声帯の振動が安定した部分を 1ピッチだけ切り出し，さらに口唇部の体積速度は声道によ
る伝搬遅延時間だけ差し引いて示している．
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図 4.31 音声合成時の各ブロックの接続
図（声門下インピーダンスあり）．
図 4.32 音声合成時の各ブロックの接続
図（声門化下インピーダンスなし）．
まず始めに，声門下インピーダンスを考慮しない場合における ug(t)をみる．日本語男
性母音/u/，/a/の両方の場合において，我々のディジタルフィルタモデルを用いた際に
は従来のディジタルフィルタモデルによる合成と比較してリップル成分が減少することが
見て取れる．さらに，我々のディジタルフィルタモデルでは，声門の開区間がより長くな
り，ピッチ周期が増加することが声門流の波形から見て取れる．これらの傾向は日本語男
性母音/i/を用いた際にも同様にみられる．
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図 4.33 日本語男性母音/u/，/a/に対する合成波形．（P: 提案方法–声門下インピー
ダンス無し．C: 従来法–声門下インピーダンス無し．PL: 提案方法–声門下インピーダ
ンス有り．CL: 従来法–声門下インピーダンス有り）
図 4.21に示したように，従来のディジタルフィルタモデルと比較して，我々のモデル
では駆動点インピーダンスが低く，より短絡に近い．そのため，我々のモデルでは図 4.27
の境界 (c)における反射が強くなり，声門における体積速度は減少する．その結果，声門
におけるベルヌーイ効果を減少させピッチ周期の増加を招くと考えられる．
また，声門下インピーダンスを考慮した場合の我々のモデルにおける ug(t)をみると，
声門下インピーダンスを考慮しない場合と同様に，リップル成分の減少および，声門の開
区間，ピッチ周期の増加がみられる．
日本語男性母音/u/，/a/について合成した声門流 ug(t)のスペクトルを図 4.34に示す．
図 4.34に示すように，我々のモデルでは従来モデルと比較して，第 1フォルマント周辺
の振幅の平均レベルが減少していることが見て取れる．
以上より，声門下インピーダンスの考慮の有無に関わらず，我々のモデルでは従来モデ
ルと比較してリップル成分が減少し，ピッチ周期が増加することが示された．
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図 4.34 日本語男性母音/u/，/a/に対する声門流のスペクトル．（P: 提案方法–声門
下インピーダンス無し．C: 従来法–声門下インピーダンス無し．PL: 提案方法–声門下
インピーダンス有り．CL: 従来法–声門下インピーダンス有り．水平棒は F1 ± 200 Hz
の範囲を示す）
4.10 まとめ
本章では，声道アナログ ·モデルをディジタルフィルタにより実現する際に，従来方法
における問題点を述べた．従来方法では伝搬定数および反射係数に相当する部分を，ある
周波数での振幅値をもって定数として近似していた．しかし，実際には周波数依存特性を
持つため，特に周波数依存性の強い低周波数帯（1kHz以下）において近似精度が低下す
る問題があった．提案方法では伝搬定数および反射係数に相当する部分の近似精度を向上
するために，それぞれ低次の ARMA フィルタと高次の MA フィルタを用いてその周波
数特性を近似した．まずは周波数特性上での近似精度を検証し，従来のディジタルフィル
タモデルと比較して，提案方法では極めて高精度なディジタルフィルタモデルを実現する
ことが出来ることを示した．さらに，従来方法および提案方法を用いて音声を合成し，声
門部における体積速度波形を比較した．その結果として，声門下インピーダンスの考慮の
有無に関わらず，提案方法では従来方法と比較して体積速度波形に重畳するリップル成分
が減少し，ピッチ周期が増加することが示された．
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第 5章
声道の 3次元形状を考慮した合成モ
デルに対する提案方法と評価
5.1 はじめに
従来から，複雑な 3次元形状を有する声道を簡単なモデルを用いて近似して解析する方
法が用いられてきた [b2]．しかし，声道内を伝搬する音波が平面波であると仮定している
など，その仮定が崩れる 4kHz以上の周波数では解析精度が低下するなどといった問題が
ある．その一方で，近年の伝送路の広帯域化により，音声においても 4kHzを超える広帯
域での伝送が期待されている．こういった流れの中で，より高い周波数での音声の生成を
解析する目的で FEMを用いた 3次元声道形状に対する音響解析が行われ，簡単なモデル
を用いた解析とは異なった知見が得られるようになり，3次元声道形状に対する音響解析
が非常に期待されている．
その一方で，声道は複雑な形状を有しているため，自動的に FEMのためのメッシュを
生成することが難しく，自動メッシュ生成アルゴリズムは実現されていない．そのため，
メッシュ生成は非常に時間のかかる手作業を必要としているのが現状である．現在，声
道形状に対してメッシュを生成するにはおよそ 3 ヶ月を要すると言われている．そのた
め，動的な調音における音響シミュレーションを行うのは不可能であるというのが現状で
ある．
本章では，手作業を必要としない自動メッシュ生成アルゴリズムについて論じる．そし
て例として日本語男性母音の声道形状に対して生成したメッシュと，FEMおよび提案す
る DDMを用いて得られた解析結果を示す．提案方法は DDMに寄るところが大きいが，
その分割のアプローチから 2つの分割を提案し，それぞれを提案方法 1および提案方法 2
として後述している．そして，各々の方法を用いて予備的な音響解析の結果を示し，自動
メッシュ生成アルゴリズムの実現可能性について論じる．
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図 5.1 波動方程式の導出．
5.1.1 気体中の音場の波動方程式
ここでは，文献 [e4]を参考にして，気体中の波動方程式を導く．まず，図 5.1に示すよ
うに，各辺がそれぞれ x1，x2，x3 軸に平行で，長さが δx1，δx2，δx3 の微小な直方体を
仮定する．いま，中心 (x1, x2, x3)での圧力変化を pとすると ABFE 面での圧力変化は
p + ∂p∂x1
δx1
2 ，その面に平行な DCGH 面での圧力変化は p − ∂p∂x1 δx12 と考えられるから，
2面での力の差は(
p+
∂p
∂x1
δx1
2
)
δx2 · δx3 −
(
p− ∂p
∂x1
δx1
2
)
δx2 · δx3 = − ∂p
∂x1
δx1 · δx2 · δx3 (5.1)
となる．また，中心での x1 方向への変位が ξx1 で，微小体積が一体となって動き，しか
もその内部の密度 ρの変化が小さいとして，平均値をとって静圧での値とすれば，全質量
は ρδx1 · δx2 · δx3 となるから慣性力は
ρ
∂2ξx1
∂t2
δx1 · δx2 · δx3 (5.2)
となり，次の運動方程式が成り立つ．
ρ
∂2ξx1
∂t2
δx1 · δx2 · δx3 = − ∂p
∂x1
δx1 · δx2 · δx3 (5.3)
上式を整理すれば，
ρ
∂2ξx1
∂t2
= − ∂p
∂x1
(5.4)
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となり，x1 軸方向の振動速度を ∂vx1∂x1 = vx1 とすれば
ρ
∂vx1
∂t
= − ∂p
∂x1
(5.5)
となる．同様に x2，x3 軸方向についても，それぞれ次式が成り立つ．
ρ
∂vx2
∂t
= − ∂p
∂x2
(5.6)
ρ
∂vx3
∂t
= − ∂p
∂x3
(5.7)
次に，図 5.1で，中心での変位が δξx1 であるから，ABFE 面と，これに平行なDCGH
面での体積変化は，それぞれ(
ξx1 −
∂ξx1
∂x1
δx1
2
)
δx2 · δx3,
(
ξx1 +
∂ξx1
∂x1
δx1
2
)
δx2 · δx3
となるから，x1 軸方向の体積変化は，上式の差をとって，(
ξx1 −
∂ξx1
∂x1
δx1
2
)
δx2 · δx3 −
(
ξx1 +
∂ξx1
∂x1
δx1
2
)
δx2 · δx3 = −∂ξx1
∂x1
δx1 · δx2 · δx3
となる．同様に，x2，x3 軸方向の体積変化は
−∂ξx1
∂x1
δx1 · δx2 · δx3, − ∂ξx2
∂x2
δx1 · δx2 · δx3
となる．したがって，直方体全体の体積変化の大きさ δV は
δV =
(
∂ξx1
∂x1
+
∂ξx2
∂x2
+
∂ξx3
∂x3
)
δx1 · δx2 · δx3 (5.8)
となる．ここで，体積弾性率を κとすれば，はじめの体積が δx1 · δx2 · δx3 であるから，
圧力変化は
p = −κδV
V
= −κ
(
∂ξx1
∂x1
+
∂ξx2
∂x2
+
∂ξx3
∂x3
)
(5.9)
となる．
ここで，上式を時間 tで微分して
∂p
∂t
= −κ
(
∂2ξx1
∂t∂x1
+
∂2ξx2
∂t∂x2
+
∂2ξx3
∂t∂x3
)
(5.10)
= −κ
(
∂vx1
∂x1
+
∂vx2
∂x2
+
∂vx3
∂x3
)
(5.11)
となる．
ここで，速度ポテンシャルというものを以下のように定義する．
vx1 = −
∂φ
∂x1
(5.12)
vx2 = −
∂φ
∂x2
(5.13)
vx3 = −
∂φ
∂x3
(5.14)
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図 5.2 境界条件の例．Γwall，Γin，Γrad はそれぞれ壁面，駆動面，放射面を表す．
ここで，上式を式 (5.5)，(5.6)，(5.7)に代入し，それぞれ x1，x2，x3 で積分すれば
p = ρ
∂φ
∂t
(5.15)
となる．
式 (5.12)，(5.13)，(5.14)，(5.15)を式 (5.11)に代入すれば，[
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
]
φ(x, t) =
1
c2
∂2
∂t2
φ(x, t) (5.16)
ここで，c =√κ/ρは音速である．これが波動方程式である．
式 (5.16)の両辺をラプラス変換すると次式が得られる．[
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
]
Φ(x,ω) = −ω
2
c2
Φ(x,ω) (5.17)
速度ポテンシャル Φから計算される音圧 P (x,ω)，x方向への粒子速度 ux(x,ω)はそ
れぞれ次式で表される．
P (x,ω) = jωρΦ(x,ω) (5.18)
ux(x,ω) = −∂Φ(x,ω)
∂x
(5.19)
ここで，ρは空気密度である．
境界条件
境界条件として，図 5.2に示すように駆動面 Γin，壁面 Γwall，放射面 Γrad からなる音
場 Ωを考える．駆動面を粒子速度 u = u0 で駆動したとき，境界に対する外向き法線方向
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図 5.3 3次元形状の例題．
nの微分を ∂∂n とすると，それぞれの境界条件は次のようになる [d25]．
∂Φ(x,ω)
∂n
= −u0 on Γin (5.20)
∂Φ(x,ω)
∂n
+ j
ωρ
Zwall
Φ(x,ω) = 0 on Γwall (5.21)
∂Φ(x,ω)
∂n
+ j
ωρ
Zrad
Φ(x,ω) = 0 on Γrad (5.22)
ここで，ρ，Zwall，Zrad はそれぞれ空気の密度，壁インピーダンスおよび放射インピーダ
ンスである．
5.1.2 FEMにおける問題点
ここでは，まず波動方程式の弱形式化について述べるとともに，メッシュ生成の必要性
を述べ，FEMにおける問題点を示す．
波動方程式の弱形式化
ここでは，図 5.3に示す 3次元形状において波動方程式を FEMを用いて解いた際の例
を示す．
まず， 5.1.1節の波動方程式と境界条件から弱形式を求める．
式 (5.17)の両辺に重み関数 v(x)をかけて Ωで積分する．∫
Ω
{[
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
]
Φ(x,ω)
}
v(x)dx = −
∫
Ω
ω2
c2
Φ(x,ω)v(x)dx (5.23)
上式の左辺に Greenの公式を用いれば，∫
Γ
∂
∂n
Φ(x,ω)v(x)dx
−
∫
Ω
{
∂
∂x1
Φ(x,ω)
∂
∂x1
v(x) +
∂
∂x2
Φ(x,ω)
∂
∂x2
v(x) +
∂
∂x3
Φ(x,ω)
∂
∂x3
v(x)
}
dx
= −
∫
Ω
ω2
c2
Φ(x,ω)v(x)dx (5.24)
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となる．さらに，式 (5.20)，(5.21)，(5.22)に v(x)をかけて，それぞれ Γin，Γwall，Γrad
で積分すれば，∫
Γin
∂
∂n
Φ(x,ω)v(x)dx = −
∫
Γin
u0v(x)dx, (5.25)∫
Γwall
∂
∂n
Φ(x,ω)v(x)dx+ j
ωρ
Zwall
∫
Γwall
Φ(x,ω)v(x)dx = 0, (5.26)∫
Γrad
∂
∂n
Φ(x,ω)v(x)dx+ j
ωρ
Zrad
∫
Γrad
Φ(x,ω)v(x)dx = 0. (5.27)
となるから，これらを式 (5.24)に代入すると，
−
∫
Γin
u0v(x)dx− j ωρ
Zwall
∫
Γwall
Φ(x,ω)v(x)dx− j ωρ
Zrad
∫
Γrad
Φ(x,ω)v(x)dx
−
∫
Ω
{
∂
∂x1
Φ(x,ω)
∂
∂x1
v(x) +
∂
∂x2
Φ(x,ω)
∂
∂x2
v(x) +
∂
∂x3
Φ(x,ω)
∂
∂x3
v(x)
}
dx
= −
∫
Ω
ω2
c2
Φ(x,ω)v(x)dx (5.28)
となるから，これを整理して以下の弱形式を得る．∫
Ω
{
∂
∂x1
Φ(x,ω)
∂
∂x1
v(x) +
∂
∂x2
Φ(x,ω)
∂
∂x2
v(x) +
∂
∂x3
Φ(x,ω)
∂
∂x3
v(x)
}
dx
+j
ωρ
Zwall
∫
Γwall
Φ(x,ω)v(x)dx+ j
ωρ
Zrad
∫
Γrad
Φ(x,ω)v(x)dx−
∫
Ω
ω2
c2
Φ(x,ω)v(x)dx
= −
∫
Γin
u0v(x)dx (5.29)
図 5.4に 8[kHz]における速度ポテンシャルの実部を示す．
FEMにおけるメッシュ生成の必要性と問題点
計算機上において領域 Ωで積分を行う際に，特別の場合を除いて数値積分を用いるが，
複雑な形状を一要素として積分することが実用的には難しい場合がある．そのため，領域
Ωを有限個の要素に分割し，各々の領域において積分を行い総和をとる．そのため，複雑
な形状に対して FEM を用いて解析する際にはメッシュを生成する必要がある．このと
き，生成されたメッシュにおいて図 5.5に示すように要素間に重複がある場合や隙間があ
る場合は許容されない．また，要素が極端に変形している場合も数値積分を行う際に誤差
を生じる．これらの不適格要素が生じないようにメッシュ生成のプロセスに人間が介入し
て修正する必要がある．そのため，形状が変化する度に膨大な時間をかけてメッシュを生
成しなくてはならないという問題がある．
5.1.3 メッシュ生成に関する従来研究
従来より，メッシュ生成のコストを削減するために種々の方法が提案されている．
Radial basis functionを用いた方法は，メッシュ生成を行う必要が無く，さらに数値積分
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図 5.4 8 kHzにおける速度ポテンシャルの実部．
図 5.5 許容されない要素の例．(a):要素間に重複がある場合．(b):要素間に隙間があ
る場合．(c):要素が極端に変形している場合．
を必要としないため高速に数値解を得られる特徴がある．しかし，複雑な形状では誤差が
非常に大きくなるという問題がある [c8, c3]．Spectral smoothed boundary method[c2]
は，メッシュ生成の必要がなく近似解の基底として直交関数を用いるため数値積分の計算
コストが非常に小さい特徴を持つ．しかし，細かい形状を精度よく近似しようとした際に
解くべき行列のサイズが非常に大きくなるため，声道の音響解析には適さない，Radial
point interpolation method[c10]やMeshless local Petrov-Galerkin method[c9]はメッ
シュ生成の必要は無いが，数値積分を行う際の計算コストが高いことに加えて得られる数
値解の精度がパラメータに強く依存するため，解の精度を検証することが難しいという問
題がある．
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(NURBS blocks)
Inner domain
(Caltegian blocks)
artificial bundary
artificial bundary
図 5.6 提案方法の概念図．
5.2 提案方法 1:表面メッシュと内部メッシュへの分割による
メッシュ生成
提案方法 1 では，我々は声道の音響解析のための新しい自動メッシュ生成アルゴリズ
ムを提案する．我々のアルゴリズムでは，図 5.6に示すように，声道内部の領域を表面に
沿った領域および内部領域の 2 領域に対してそれぞれメッシュを生成する．もし，この
ときに双方のメッシュに重複部分の存在が許容されるならば，メッシュ生成を困難にする
要因の大半が解消される．Domain Decomposition Method（DDM）[d2]は重複する複
数の領域において数値解を得る方法として知られている．そこで，我々は重複を持つメッ
シュ生成と，ソルバとして DDMを併用し，従来の自動メッシュ生成の問題を解決する．
さらに，提案方法 1では高い次数においても条件数が悪化しにくい Spectral Element
Methodを導入し，Spectral Element Methodと DDMの組み合わせによるソルバを提
案する．さらに，声道表面を滑らかに近似するために Non-Uniform Rational B-Spline
（NURBS）曲面を導入し，メッシュ生成のアルゴリズムを提案する．
5.2.1 領域分割法（Domain Decomposition Method:DDM）の導入
前章で述べたように，FEM等の従来の数値解法において複雑な形状を扱う際には形状
に対してメッシュを生成する必要がある．この際，生成されたメッシュにおいて要素間に
重複がある場合や隙間がある場合は許容されない．また，要素が極端に変形している場合
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図 5.7 Chebyshev Collocation Methodと DDMの数値実験のためのモデル．
も数値積分を行う際に誤差を生じる．これらの不適格要素が生じないようにメッシングプ
ロセスのプロセスに人間が介入して修正する必要がある．そのため，形状が変化する度に
膨大な時間をかけてメッシュを生成しなくてはならず音声合成モデルに応用する際には何
らかの対策を講じる必要がある．本研究では，メッシュ生成の際の計算コストを軽減する
ために 3.5章で述べた DDMを導入する．
Chebyshev Collocation Methodと DDMによる予備実験
ここでは，DDMの有効性を検証するために簡単な数値実験を行い，その結果を示す．
本実験では使用したモデルは図 5.7 に示すような長さ 14.48 cm，高さ，奥行きと
もに 2 cm のダクトを用いる．境界条件として，入力端にはすべての周波数において
u0 = exp(jω0)を与え，壁インピーダンスには式 (2.39)から計算した値を与える．また，
放射インピーダンスには無限バッフルの放射インピーダンスの近似式からその値を与える
[a12]．
領域は長さ方向のみに 45 分割し，それぞれの領域の長さは 0.4 cm とし，重複部分の
長さは 0.08 cm とする．また，各領域において数値解法として Chebyshev Collocation
Method（3.3）を用いており，Chebyshev多項式の次数 Nx，Ny，Nz は 3とする．
図 5.8に求めた体積速度伝達関数を示す．この実験の条件ではダクト内を伝搬する音波
はほぼ平面波であると仮定できるため，比較対象として分布定数線路モデルを用いて計算
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図 5.8 Chebyshev Collocation Methodと DDMを用いて求めた体積速度伝達関数と理論値．
した体積速度伝達関数を理論値とした．図 5.8から 0–10 kHzまで良好に特性が求まるこ
とがわかる．
さらに，Be´zier 曲線を用いた変形要素と Chebyshev Collocation Methodの有効性を
検証するために簡単な数値実験を行い，その結果を示す．ここで，ダクトの壁面は声道
と同程度の壁インピーダンスを与え，放射面は無限バッフルの放射インピーダンスを与
えた．また，Chebyshev Collocation Methodにおいては正規化座標系において伝搬方向
に対して 24次，またその他のに方向に対しては 12次の Chebyshev多項式で展開した．
FEMについては伝搬方向に対して 28分割，またその他の方向に対しては 13分割となる
ように有限要素モデルを生成した．
5.2.2 メッシュ生成アルゴリズム
FEM（FEM）を用いた数値解析において，メッシュ生成の際に多大なコストがか
かることがしばしば問題となる．そこで本研究では，図 5.9 に示すように滑らかな表
面を NURBS で近似した 1 層の要素で覆い，内部は Cartesian Mesh を用いることで
メッシュ生成の際のコストを軽減することを考える．さらに，双方の近似解を Domain
Decomposition Method を用いることで収束させ，滑らかな形状における支配方程式の
近似解を得る．
NURBS Meshの生成フローを図 5.10に示す．
本研究では，Standard Triangulated Language（STL）によって記述された形状デー
タを用いて表面点の座標と表面点毎の法線ベクトルを求めている．まず，滑らかな表面形
状を得るために，これらの表面情報からMulti-level Partition of Unity Implicits[c12]を
用いることによって Implicit Functionを構成する．次に構成した implicit functionを用
いて，STLによって記述された三角メッシュの最適化を行い，さらに 2つの三角メッシュ
をみて条件を満たした場合は 1つの四角メッシュとする．次に，三角メッシュおよび四角
メッシュについて Non-Uniform Rational B-Spline(NURBS)を用いて implicit surface
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図 5.9 表面の NURBS Meshと内部の Cartesian Mesh．
図 5.10 NURBS Meshの生成フロー．
を近似する．最後に implicit surfaceを近似した NURBS曲面のコントロールポイントを
implicit functionの勾配の逆方向へ任意の距離だけ移動することで内部の面を構成する．
以下の節で各方法の詳細を述べる．
Multi-level Partition of Unity Implicits
本節では，OhtakeらのMulti-level Partition of Unity Implicits[c12]について述べる．
まず，implicit surfaceとは implicit functionにより定義された曲面である．すなわち，
形状 Ωが implicit surfaceにより定義されているとき，表面は f(x) = 0の等値面により
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図 5.11 Implicit Surface．
定義され，Ω内は f(x) < 0，Ω外は f(x) > 0である（図 5.11）．
つまり，
f(x)
 < 0 if x is inside Ω= 0 if x is on the surface of Ω
> 0 if x is outside Ω
(5.30)
である．
■Partition of Unity Partition of Unityの基本的な着想は空間的に広がる値をいくつか
の小領域に分割し，それぞれの小領域において値を近似し，滑らかな重み関数を用いてそ
れぞれの小領域の近似値をブレンドすることである．
ある領域 Ωを考え， ∑
i
ϕi(x) = 1 on Ω (5.31)
を満たす partition of unity function ϕi(x)を考える．ここで，f(x)を領域 Ωにおける
被近似関数とし，Qi(x)を小領域 Ωi における近似関数とするならば，fxは以下のように
近似される．
f(x) =
∑
i
ϕi(x)Qi(x) (5.32)
このような条件を満たす ϕi(x)を作るために以下の条件を満たす関数集合 {wi(x)}を
考える．
Ω ⊂
⋃
i
supp(wi(x)) (5.33)
つまり，wi(x)が 0をとらない範囲の和が Ωの全域を満たしてるとき，partition of unity
function ϕi(x)は以下のように作ることが可能である．
ϕi(x) =
wi(x)∑
j wj(x)
(5.34)
本研究では文献 [c12]を参考に，関数 wi(x)に以下のような関数を用いた．
wi(x) = b
(
3|x− ci|
2Ri
)
(5.35)
ここで，b(t)，ci，Ri はそれぞれ quadratic B-spline，Ωi の中心座標，サポート範囲であ
る．Ωi は球形であることに注意されたい．
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図 5.12 近似における小領域の生成過程．
■Adaptive Octree-based Approximation Multi-level Partition of Unity Implicitsでは，
形状の近似を行う際にその近似精度を評価し，精度が十分ではない場合にはデータを分割
して再度近似し直すことにより近似精度を高める．ここでは文献 [c12]を参考にしてその
方法について述べる．
まず与えられた頂点座標の集合を P = {p1,p2, · · ·pN}，各々の頂点における法線
の集合を N = {n1,n2, · · ·nN} とする．最初に P についてバウンディングボックス
B = {maxx1 ,minx1 ,maxx2 ,minx2 ,maxx3 ,minx3}を求め，P を x1，x2，x3 軸方向そ
れぞれについて区間 [0, 1]に正規化し，これを Pn とする．また，これにともない，N の
方向を計算し，これを Nn とする．
次に，データを分割する際に用いる Cubic cellを考え，cをその中心，dを対角線の長
さとする．また，重み関数（式 (5.35)）のサポート半径 Rを以下のように定義する．
R = αd (5.36)
αは文献 [c12]を参考に α = 0.75とした．cellは近似アルゴリズム中において，近似精度
が十分では無い場合にデータを分割するたびに生成され，ローカルな近似関数 Qi(x)は
最小二乗法を用いて構成される．この過程の流れを図 5.12に示す．ここで，領域を分割
するか否かを判定する基準として，local max-norm approximation error 2 を次式のよ
うに定義する [c12]．
2 = max
|pi−c|<R
|Qi(pi)|/|1Qi(pi)| (5.37)
もし，2が任意の定数 20 より大きい場合にその領域を分割し，近似し直す．
さらに，重み関数（式 (5.35)）のサポート半径 R内に十分な個数Nmin の頂点データが
存在しない場合を考える．この場合は新しいサポート半径 R̂ を定義し，以下の式にした
がって Nmin 個の頂点データがサポート半径 R̂に入るまで R̂の更新を繰り返す．
R̂ = R̂+ λR (5.38)
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表 5.1 Adaptive Octree-based Approximation Algorithm．
EvaluateMPUapprox(x, 20)
SwQ = Sw = 0
root → MPUapprox(x, 20)
return SwQ/Sw
MPUapprox(x, 20)
if (|x− ci| > Ri) then return;
if (Qi is not created yet) then
Create Qi and compute 2;
if (2i > 20) then
if (No childs) then Create childs;
for each childe
child → MPUapprox(x, 20);
else
SwQ = SwQ + wi(x)Qi(x);
Sw = Sw + wi(x);
ここで，R は式 (5.36) により定義される初期サポート半径であり，λ は任意の定数であ
る．本研究では λ = 0.1とした．
以上のアルゴリズムを表 5.1に示す．
■Qi(x)の近似法 ここでは，Qi(x)の近似法について述べる．文献 [c12]では，形状の
鋭さにより，3種類の近似法を使い分けているが，本研究では近似対象となる形状が十分
に滑らかであることを仮定し，1つの方法のみを実装した．ここでは，その近似法につい
て述べる．
まず，近似関数 Qi(x)を以下のように定義する．
Q(x) = a1x21 + a2x22 + a3x23 + a4x1x2 + a5x2x3 + a6x3x1 + a7x1 + a8x2 + a9x3 + a10
=
[
x21, x
2
2, x
2
3, x1x2, x2x3, x3x1, x1, x2, x3, 1
]

a1
a2
a3
a4
a5
a6
a7
a8
a9
a10

(5.39)
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次に近似において最小化するべき誤差関数を以下のように定義する．
E =
1∑n
i w(pi)
n∑
i
w(pi)Q(pi) + 1
m
m∑
i
(Q(qi)− di)2 (5.40)
ここで，di は以下の式により求まる推定距離である．
di =
1
6
6∑
j=1
nj · (qi − pj) (5.41)
ここで，qi は cubic cellの頂点の座標，pj，nj はそれぞれ qi に最も近い 6個の頂点の座
標とその法線である．また，cubic cellの 8個の頂点について，その推定距離 di の信頼性
を確かめるために，以下の式の符号を最も近い 6個の頂点全てについて調べ，符号が異な
るものが含まれている場合にはその推定距離 di は用いない．式 (5.40) のおける m はこ
の信頼性のテストをパスした推定距離 di の個数である．
nj · (qi − pj) (5.42)
さらに，
P =
x2
(p1),1
x2
(p1),2
x2
(p1),3
x(p1),1
x(p1),2
x(p1),2
x(p1),3
x(p1),3
x(p1),1
x(p1),1
x(p1),2
x(p1),3
1
x2
(p2),1
x2
(p2),2
x2
(p2),3
x(p2),1
x(p2),2
x(p2),2
x(p2),3
x(p2),3
x(p2),1
x(p2),1
x(p2),2
x(p2),3
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
x2
(pn),1
x2
(pn),2
x2
(pn),3
x(pn),1x(pn),2 x(pn),2x(pn),3 x(pn),3x(pn),1 x(pn),1 x(pn),2 x(pn),3 1
x2
(q1),1
x2
(q1),2
x2
(q1),3
x(q1),1
x(q1),2
x(q1),2
x(q1),3
x(q1),3
x(q1),1
x(q1),1
x(q1),2
x(q1),3
1
x2
(q2),1
x2
(q2),2
x2
(q2),3
x(q2),1
x(q2),2
x(q2),2
x(q2),3
x(q2),3
x(q2),1
x(q2),1
x(q2),2
x(q2),3
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
x2
(qm),1
x2
(qm),2
x2
(qm),3
x(qm),1x(qm),2 x(qm),2x(qm),3 x(qm),3x(qm),1 x(qm),1 x(qm),2 x(qm),3 1

,
(5.43)
W =

w(p1)∑
i
w(pi)
0 · · · · · · · · · · · · 0
0 w(p2)∑
i
w(pi)
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . .
...
...
. . . . . . w(pn)∑
i
w(pi)
. . . . . .
...
...
. . . . . . . . . 1
m
. . .
...
...
. . . . . . . . . . . . . . . 0
0 · · · · · · · · · · · · 0 1m

,d =

0
...
0
d1
d2
...
dm

(5.44)
と置けば，誤差関数 E は以下のように書ける．
E = [Pa− d]TW [Pa− d]
= [Pa]TW [Pa]− dTW [Pa]− [Pa]TWd+ dTWd
= [Pa]TW [Pa]− 2dTW [Pa] + dTWd (5.45)
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図 5.13 Dual mesh．
次に，E が最小となるとき，aの微分値が 0であるから，
∂
∂a
E = 2[aP ]TWP − 2dTWP = 0 (5.46)
したがって，
[aP ]TWP = dTWP (5.47)
両辺を転置して，
P TWPa = P TWd (5.48)
となるから，両辺に P TWP の逆行列をかけて，
a = {P TWP }−1P TWd (5.49)
となり，係数 aが求まる．
Dual Meshを用いたメッシュ最適化
本節は文献 [c11]を参考にしている．
いま，形状 4 が陰関数によって定義されているとする．すなわち，
f(x)
 < 0 if x is inside Ω= 0 if x is on the surface of Ω
> 0 if x is outside Ω
(5.50)
であるとする．
また，Marching Cube Methodを用いて表面の三角メッシュ（initial mesh）が生成さ
れているとする．メッシュ最適化の手順は，まず initial meshの dual meshを生成し，次
に生成した dual meshの dual mesh（double dual mesh）を生成し，それを最適化メッ
シュとする．図 5.14に dual meshを用いたメッシュ最適化のフローを示す．ここで，Np
はメッシュ最適化の回数であり，本研究では Np = 10とした．
次節以降では dual meshおよび，double dual meshの生成方法について述べる．
■Dual Meshの頂点生成 dual meshの頂点として，各 cellの重心 C を用いる．重心は
各頂点の座標の平均として求まる．しかし求めた C が implicit surface 上にある保証は
ない．そのため，C を implicit surface上へ移動する操作を行う．表 5.2へ dual meshの
頂点生成アルゴリズムを示す．ここで，subscript iは cellの番号を示す．
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図 5.14 Dual meshを用いたメッシュ最適化のフロー．
図 5.15 各ベクトルの関係．（左）Q が外部にある場合．（右）Q が内部にある場合．
図 5.16 Double Dual Mesh．
アルゴリズム中の定数 2 は通常，10−3 から 10−4 の値に設定する．また，λ は cell の
エッジの長さの平均の 1/2程度をとると良い．
■Dual Meshの頂点から最適化メッシュ（Double Dual Mesh）の頂点生成 本説では，前
節で生成した dual meshから最適化メッシュの頂点Gを求める方法として，Curvature-
weighted vertex resamplingについて述べる．この方法では，前節で生成した dual mesh
のさらに dual mesh（double dual mesh）を生成し，最適化メッシュとするのであるが，
重心を取る際に各頂点に対し重み wi を乗じて和をとる．つまり，最適化メッシュの頂
点Gj は以下のように求まる．ここで，subscript j は dual meshの cell番号を表す．ま
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表 5.2 dual meshの頂点生成アルゴリズム．
Ci ← centroid of ith cell
Pi ← Ci
if |f(Pi)| > 2
Ri ← Pi
Qi ← Ri
while f(Qi)f(Ri) > 0 ←f(Qi)と f(Ri)が同じ符号であれば
Qi とRi は共に内側か外側にある．
Qi ← Ri
d← −f(Qi)1 f(Qi) ←Qi における implicit surfaceへの
方向を求める
d← d/|d| ←ベクトルの正規化
Ri ← Qi + λd ←Qi を implicit surfaceの方向へ
距離 λだけ移動した座標をRi へ格納
end ←ループの終了時には f(Qi)と
f(Ri)の符号が異なっているから
Qi とRi は implicit surfaceを挟み
互いに反対側にある
線分QiRi 上で |f(P )i| < 2を満たす Pi を探索
end
た，Nj は j 番目の cellを構成する頂点の数である．Pi は j 番目の cellを構成する頂点で
ある．
Gj =
Nj∑
i=1
wiPi
/ Nj∑
i=0
wi (5.51)
また，重み wi は以下の式を用いる．
wi = 1 + cki, ki =
Nj∑
p=1
arccos(n(Pi) · n(Pp))
||PiPp|| (5.52)
ここで，n(Pi)は点 Pi における法線ベクトルである．また，定数 cは実験的に最適値が
決まる．本研究では c = 2とした．arccos(n(Pi) · n(Pp))/||PiPp||は，Pi における Pp
の方向への方向付き曲率を推定する．
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図 5.17 外部メッシュの補間点QOuter の計算方法の概念図．
外部メッシュの補間点QOuter の計算方法
ここでは，最適化済みメッシュと implicit surfaceを用いて，補間点 QOuter を計算す
る方法を述べる．ここでは簡単のために，まず，2次元の場合について述べ，次に式を 3
次元の場合に拡張する．
図 5.17に示すように，implicit surface上に最適化済みメッシュの頂点 P1，P2 がある
とする．最初に，線分 P1P2 上に初期補間点QOuter を，以下の式にしたがって置く．
QOuteri =
iP2 + (m− 1− i)P1
m− 1 (i = 0, 1, · · · ,m− 1). (5.53)
ここで，mは補間点の個数である．
次に，初期補間点を implicit surface上へ移動するために，移動する方向のベクトル vi
を考える．本研究では，次式によって求まるベクトルを vi として採用する．
vi =
sin2 + tin1
si − ti . (5.54)
ここで，n1，n2 はそれぞれ，P1，P2 における法線ベクトルである．また，，si，ti は，そ
れぞれ P1QOuteri 間および P2QOuteri 間の Euclidean distanceであるが，式 (5.54)にお
いてQOuteri と P1，P2 への距離の比として扱うため，次式の定義でもよい．本研究では
曲面への拡張の容易さから，次式を採用する．
si =
i
m− 1 , (5.55)
vi =
m− 1− i
m− 1 . (5.56)
したがって，式 (5.54)は以下のように書ける．
vi =
in2 + (m− 1− i)n1
m− 1 (i = 0, 1, · · · ,m− 1). (5.57)
次に，QOuteri を implicit surface上へ移動するアルゴリズムであるが，これは表 5.2に
おいて1f(Qi)を vi へ置き換えたものに等しい．
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図 5.18 内部メッシュの補間点QInner の計算方法の概念図．
■3 次元への拡張 以上を 3 次元へ拡張したとき，最適化済みメッシュが頂点 P1，P2，
P3，P4 から構成されるとする．このとき，式 (5.53)，式 (5.57)はそれぞれ以下のように
なる．
Qi,j =
i
m− 1
(n− 1− j)
n− 1 P2 +
(m− 1− i)
m− 1
(n− 1− j)
n− 1 P1
+
i
m− 1
j
n− 1P3 +
(m− 1− i)
m− 1
j
n− 1P4, (5.58)
vi,j =
i
m− 1
(n− 1− j)
n− 1 n2 +
(m− 1− i)
m− 1
(n− 1− j)
n− 1 n1
+
i
m− 1
j
n− 1n3 +
(m− 1− i)
m− 1
j
n− 1n4. (5.59)
内部メッシュの補間点QInner の計算方法
ここでは，内部の NURBS Surfaceの構成方法を述べる．
QOuter を初期補間点 QInner とし，Implicit function の正規化勾配 di =
1f(QInneri )/| 1 f(QInneri )| の逆方向へ，徐々に，進行させることにより，内部
メッシュの補間点QInner を生成する．内部メッシュの補間点QInner の計算方法の概念を
図 5.18に示す．
声道形状に対するメッシュ生成の結果
図 5.19に提案方法を用いて生成した日本語男性母音/a/に対してメッシュを示す．最も
複雑な分岐部分の形状に対して滑らかなメッシュが生成できていることが分かる．
5.2.3 提案するメッシュに適したソルバ
近年，偏微分方程式のソルバに対して並列化アルゴリズムが着目され，盛んに研究が行
われている．その中でも，本研究で提案するメッシュ生成アルゴリズムに最も良く適応す
る並列化アルゴリズムとして DDM[d2] が挙げられる．DDM では，図 5.20 に示すよう
に声道全体の領域 Ωを小領域 Ωi へ分割する．その結果として，Ωi における解くべき行
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図 5.19 日本語男性母音/a/に対して生成したメッシュ．赤色: Inner block．緑色:
Outer surface．水色: Outer surface と Inner surface を結ぶ線．Inner Surface は
Inner blockに埋没しているため，この図では見ることができない．
図 5.20 領域分割の概念図．
列のサイズと条件数が Ωにおけるそれらよりも小さくなるため，計算時間が短縮される
とともに計算誤差も小さくなる．また，DDMは並列計算に非常に適しているため，更な
る計算時間の短縮が期待できる．
DDM を採用するにあたり，本研究では Ω を Surface block に相当する Ω1 と Inner
block に相当する Ω2 へ分割する．ここで，Ω1 と Ω2 は必ず重複部分を持つ．つまり，
Ω1
⋂
Ω2 ,= ∅ である．さらに，人工境界と呼ばれる ΓDDM1 = ∂Ω1
⋂
Ω2 と ΓDDM2 =
∂Ω2
⋂
Ω1 において，波動方程式を解く場合には以下の境界条件を課すことで解が安定に
求まることが知られている [d2]．
∂
∂n1
Φ1 + αΦ1 =
∂
∂n1
Φ2 + αΦ2 on ΓDDM1 (5.60)
∂
∂n2
Φ2 + αΦ2 =
∂
∂n2
Φ1 + αΦ1 on ΓDDM2 (5.61)
ここで，n1，n2 はそれぞれ Γ1，Γ2 における法線ベクトルである．また，αは任意の定
数であるが，この選び方について単純な形状において最適な値の選定方法が提案されてい
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表 5.3 DDMを用いたソルバのアルゴリズム．
ステップ番号 対象領域 処理内容
Step 1. Ω1 行列KΩ1，MΩ1，MΓwall1，MΓrad1，MΓDDM1 およびベクトル fΓin1 を計算する
（α = 1，β = 2として式（5.64），（5.65），（5.66），（5.67），（5.68），（5.69）を計算）
Step 2. Ω1 Φ2 = 0であるという初期値のもと，領域 1について Φ1 を求める
（α = 1，β = 2，uDDM1 = 0，vDDM1 = 0として式（5.63）を aΩ1 について解く）
Step 3. Ω2 行列KΩ2，MΩ2，MΓwall2，MΓrad2，MΓDDM2 およびベクトル fΓin2 を計算する
（α = 2，β = 1として式（5.64），（5.65），（5.66），（5.67），（5.68），（5.69）を計算）
Step 4. Ω2 ベクトル gDDM2，hDDM2 を計算する
（α = 2，β = 1として式（5.70），（5.71）を計算）
Step 5. Ω2 Φ2 を求める
（α = 2，β = 1として式（5.63）を aΩ2 について解く）
Step 6. Ω1 ベクトル gDDM1，hDDM1 を計算する
（α = 1，β = 2として式（5.70），（5.71）を計算）
Step 7. Ω1 Φ1 を求める
（α = 1，β = 2として式（5.63）を aΩ1 について解く）
Step 8. Ω1&Ω2 収束判定を行い，収束している場合は終了．収束していない場合は Step 4へ．
（α = 1および α = 2双方の場合において式（5.72）を満たしたとき終了）
る [c6]．しかし，任意の形状については最適な値は求まらず，一般的には α = jω/cが用
いられている [d2]．
DDMを用いた際の解くべき弱形式は以下のようになる．ここでは領域番号を α，β と
して，Ωβ の数値解 Φβ を参照した場合の Ωα における弱形式を以下に示す．∫
Ωα
∇Φα ·∇v dx− ω
2
c2
∫
Ωα
∂Φα
∂t
v dx
+
jωρ
Zwall
∫
Γwallα
Φαv dx+
jωρ
Zrad
∫
Γradα
Φαv dx
+
jω
c
∫
ΓDDMα
Φαv dx = −u0
∫
Γinα
v dx
+
∫
ΓDDMα
∂Φβ
∂nα
v dx+
jω
c
∫
ΓDDMα
Φβv dx
(5.62)
ここで，
さらに，行列，ベクトル表現は{
KΩα − ω
2
c2
MΩα +
jωρ
Zwall
MΓwallα
+
jωρ
Zrad
MΓradα +
jω
c
MΓDDMα
}
aΩα
= −u0fΓinα + gDDMα + jω
c
hDDMα (5.63)
となる．ここで，行列 KΩα，MΩα，MΓwallα，MΓradα，MΓDDMα およびベクトル
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fΓinα，gDDMα，hDDMα の各要素の値はそれぞれ以下のようになる．
KΩαij =
∫
Ωα
∇ψi ·∇ψj dx (5.64)
MΩαij =
∫
Ωα
ψiψj dx (5.65)
M
Γwallα
ij =
∫
Γwallα
ψiψj dx (5.66)
M
Γradα
ij =
∫
Γradα
ψiψj dx (5.67)
M
ΓDDMα
ij =
∫
ΓDDMα
ψiψj dx (5.68)
f
Γinα
i =
∫
Γinα
ψi dx (5.69)
gDDMαi =
∫
ΓDDMα
∂Φβ
∂nα
ψi dx (5.70)
hDDMαi =
∫
ΓDDMα
Φβψi dx (5.71)
次に，図 5.21に提案するソルバのフローチャートの外観を示し，さらに DDMを用い
たソルバのアルゴリズムの具体的な例を表 5.3示す．本稿の数値実験では，Step 8の収束
判定において以下の式を満たしたとき収束していると判定した．∣∣aΩα − preaΩα ∣∣
|aΩα | < 2 (5.72)
ここで， preaΩα は前収束ループ（Step 4–8）における aΩα の値である．また，本稿では
2 = 1.0× 10−2 とした．
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図 5.21 提案するソルバのフローチャートの外観．
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図 5.22 試験用に生成したメッシュ．
図 5.23 Surface blocksを用いずに解析した体積速度分布（3kHz）と狭窄部分を拡大
した体積速度分布．直交格子のみの場合では各々のエッジ部分に誤差が生じる．
5.2.4 Spectral Element Methodと DDMによる数値実験
表 5.4 試験用に生成したメッシュのプロパティ．
Inner blocks Surface blocks
要素数 24314 341
評価点数 211145 27900
基底関数の次数 5次 2次
ここでは，図 5.22に示すような狭窄を持った円筒形上に対して生成したメッシュに対
して，音響解析を行った結果を示す．メッシュのプロパティを表 5.4に示す．
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図 5.24 Surface Meshを用いて DDMによって解析した体積速度分布（3kHz）と狭
窄部分を拡大した体積速度分布．直交格子のみの解析に見られたエッジ部分の誤差が
見られない．
まず，図 5.23に Surface blocksを用いずに，Inner blocksのみを用いた解析結果を示
す．Inner blocks には直交格子を採用しているため，Surface blocks を用いない場合で
は，直交格子のエッジに誤差が生じる傾向が見られる．
次に，図 5.24に Surface blocksを用いて DDMにより数値解が十分に収束した後の解
析結果を示す．Inner blocksのみを用いて解析した結果に見られるようなエッジにおける
誤差が生じていない事が分かる．このことから，滑らかな表面形状を高精度に近似した
Surface blocks と内部の形状を荒く近似した Inner blocks における各々の数値解が意図
したように統合できていると思われる．
ただし，特定の周波数において数値解が収束せずに発散する問題が生じている．このと
き，人工境界の境界条件である式 (5.60)における任意定数 αを変更する事により，数値
解が安定する事が確認できている．
第 5章 声道の 3次元形状を考慮した合成モデルに対する提案方法と評価 120
decompose
図 5.25 声道の分岐部分での領域分割の概観．
5.3 提案方法 2:分岐部分における分割によるメッシュ生成
提案方法 1 における表面メッシュと内部メッシュへの領域分割の方法では，内部メッ
シュの人工境界に不連続点による数値誤差に引きずられる形で DDM による数値解の統
合が破錠する場合があった．声道形状を複雑としている主因は分岐にあるため，図 5.25
のように声道の主管部分と分岐部で領域分割を行うことにより，各々のメッシュ生成が容
易になることが予想できる．
ただし，分岐部分を切断した場合に各々の滑らかな接続には，新たなアルゴリズムを開
発する必要があるため，本論文では扱わない．
本論文では単純に図 5.26に示すような声道形状を中心付近で二分割して DDMを適用
した音響シミュレーションを行った．分割後のメッシュを図 5.27，図 5.28に示す．分割
前の要素数は 41,154要素，ノード数は 46,000ノード，基底関数の次数は 1次とした．ま
た，分割後の要素数は放射球側と声門側それぞれ 23,826要素，19,494要素，ノード数は
26,800ノード，22,000ノードである．また基底関数の次数は共に一次とした．
境界条件としては放射球の平面部分は剛壁，球面部分には空気の音響インピーダンスを
与えた．また，声道の壁面には神山らの実測値を近似したもの [b5, b6]を用いた．
図 5.29に分割前のメッシュに対して FEMを用いて得られた体積速度伝達関数および
領域分割後のメッシュに対して提案方法を用いて得られた体積速度伝達関数を示す．双方
の体積速度伝達関数がよく一致していることがわかる．このことから，3次元形状におい
ても DDMが有用であることが分かった．ただし，FEMにおいては 8kHzに計算の破錠
が見られる．これは領域分割を行わずに FEM を使用した場合と比較して，領域分割を
行った場合では行列の条件数が改善される事によると考えられる．
図 5.30に FEMと提案方法におけるソルバの計算時間を示す．FEMと比較して提案方
法は，大半の周波数において計算時間が増加している．ただし，メッシュ生成の時間を短
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図 5.26 分割前のメッシュ．要素数は 41,154要素，ノード数は 46,000ノードである．
縮できることを鑑みると（現状では手作業によるメッシュの調整が必要であるため，3ヶ
月を要すると言われている），この程度の計算時間の増加は吸収できると考えられる．
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図 5.27 分割後の声門側のメッシュ．要素
数は 19,494要素，ノード数は 22,000ノー
ドである．
図 5.28 分割後の放射球側のメッシュ．要
素数は 19,494要素，ノード数は 23,826ノー
ドである．
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図 5.29 有限要素法（FEM）と提案方法（DDM）の体積速度伝達関数における比較
（日本語男性母音/a/）．実線が FEM を用いて得られた体積速度関数．破線が提案方
法を用いて得られた体積速度関数．非常に良く一致していることが分かる．ただし，
8kHz付近で FEMには計算の破錠がみられるが，提案方法では破錠が生じていない．
図 5.30 有限要素法（FEM）と提案方法（DDM）の計算時間における比較（日本語男
性母音/a/）．実線が FEM を用いた場合の計算時間．破線が提案方法を用いた場合の
計算時間．
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5.4 まとめ
第４章にて述べた声道アナログ ·モデルでは声道の 3次元形状から生じる特徴量を実現
できないことを述べた．さらに，3次元形状内を伝搬する音波を表現するために波動方程
式と呼ばれる偏微分方程式を導入し，波動方程式を数値的に解くための方法において従来
の問題点とそれを解決するための提案方法の概略を述べた．
また FEMの定式化の中に含まれる積分を計算機上で行うためにメッシュを生成する必
要があり，そのメッシュ生成におけるコストが問題となることを示した．
数値解法として Chebychev Collocation Methodと DDMの組み合わせを用いて，単
純な形状において DDM が十分な精度で波動方程式を数値的に解くことが出来ることを
示した．
さらに，提案方法 1として Spectral Element Methodと DDMの組み合わせと，それ
を実現するためのメッシュ生成アルゴリズムを示した．Chebychev Collocation Method
と比較して条件数の悪化を押さえることが出来る Spectral Element Method を導入し
た．さらに，声道表面の形状を滑らかに近似するために Be´zier曲線よりも自由度の高い
Non-Uniform Rational B-Spline（NURBS）曲面を導入し，提案するメッシュ生成のア
ルゴリズムを示した．Spectral Element Methodと DDMの組み合わせを用いて簡単な
形状について波動方程式を解き，その問題点を示した．
提案方法 1によるメッシュ生成に関するコストは飛躍的に減少した．一方で提案方法で
は表面を滑らかに近似したメッシュと内部を大まかに近似したメッシュ間で DDM を用
いて数値解を統合していたが，内部メッシュの人工境界において生じる形状の不連続点に
おいて数値誤差が大きく，DDMによる数値解の統合が破錠する場合が見受けられた．機
械的に破錠を検出することが可能で，人工境界の境界条件の任意定数 αを変更して計算を
再試行することで一応の収束は得られることが分かった．
次に提案方法 2 として，3 次元声道形状を軸方向にみて中央付近で領域分割した場合
における Spectral Element Method と DDM の組み合わせを試行した．その結果 100-
7500Hzの帯域で良好な解析結果が得られた．このことから，DDMにおける人工境界の
形状上の不連続点が無い場合では数値解が安定することが分かった．この結果は 3次元音
響問題においては本論文で初めて得られた．これらの結果から，声道形状を複雑としてい
る主因である分岐部分にて領域分割を行うことで，各々のメッシュ生成が容易にできる可
能性があることを示した．
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第 6章
考察と結論
本論文では，声道の音響モデルを高精度化することを目的として，まず第 4章にて，声
道アナログ · モデルにおいて電気回路モデルをディジタルフィルタモデルで実現する際
に，各素子の周波数依存特性の近似精度を大幅に向上させる方法を提案した．さらに提案
方法を用いて合成した音声を検証した．その結果，声門下インピーダンスの考慮の有無に
関わらず，提案方法では従来方法と比較して体積速度波形に重畳するリップル成分が減少
し，ピッチ周期が増加することが示された．この声門流に重畳する振動成分における聴覚
上での有意性について．B˚aveg˚ardらは重畳する振動成分の有無と合成された音声に関し
て，被験者は重畳する振動成分が含まれる合成音声を好む傾向があり，さらに，定常な母
音を刺激として与えた場合と比較して非定常なセンテンスを刺激として与えた際に重畳す
る振動成分の有無による差異をより明確に知覚することを示している [a1]．したがって，
周波数依存特性を近似することは非常に有意義であると言えるし，またその方法を提案す
ることで音声生成分野に貢献することが出来たと考えられる．
さらに第 5章にて，3次元声道形状における FEMによる音響解析において，メッシュ
生成の人的コストを低減する方法について論じた．提案方法は DDM に寄る方法である
が，その分割のアプローチから 2つの提案方法を述べた．まず提案法 1として，表面を滑
らかに近似したメッシュと内部を大まかに近似したメッシュをそれぞれ独立して生成し，
DDMを用いて数値解を統合する方法について述べた．しかしながら内部メッシュの人工
境界において生じる形状上の不連続点において数値誤差が大きく，DDMによる数値解の
統合が破錠する場合が見受けられた．次に提案方法 2として，形状上の不連続点が生じる
ことの無いよう，声道形状における分岐部分にて分割する方法を提案した．その予備実験
として，声道を軸方向に 2分割して数値実験を行った．その結果として軸方向での領域分
割の場合では数値解が安定に求まることが分かった．これは生成したメッシュの人工境界
が滑らかに表現されていることによると考えられる．これらの結果から，人工境界が滑ら
かであれば 3 次元形状における音響解析においても数値解が安定に求まることが示され
た．しかしながら，提案した方法はメッシュ生成のコストは削減できるものの，ソルバの
計算コストは増大している．また，領域の分割数も 2つである等，依然として不十分な部
分もみられる．さらには，声道の主管部分と分岐部を DDMにより統合した場合に生じる
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問題について考察できていない．以上のようなことから，今後の課題として以下のことが
上げられる．
1. ソルバの計算コストを低減させるために，何らかの対策を講じる必要がある．例え
ば，領域の分割数を 2つより細分化することで，一領域あたりの行列サイズを小さ
くし，高速化できる可能性がある．
2. 今までに得られた知見から，DDMにおける人工境界が滑らかに表現されているな
らば数値解は安定に求まる傾向が見られるが，声道の主管部分と分岐部を DDMに
より統合した場合でも，数値解が安定に求まるかを調べる必要がある．
以上のような課題を残してはいるものの，DDMによる 3次元音響解析が有効でるとの報
告は本研究が初めてある．したがって，本研究の成果が今後の 3次元声道形状における音
響解析に大きく貢献できたと考えられる．
6.1 今後の展望
近年の計算機の性能の向上は目覚ましく，いずれ声道形状全体において 3 次元音響シ
ミュレーションを利用した音声合成器が誕生するかもしれない，そうなれば，より品質の
高い音声を自由に合成できる可能性がある．しかし，一方で声道内の音波の伝搬において
平面波が伝搬すると仮定できる部分があることは明らかである．そこで，本研究で採用し
た DDMによって，平面波が伝搬すると仮定できる部分では一次元モデルを採用し，それ
以外では 3次元音響シミュレーションを採用するようなシステムを構築できれば，低コス
トで高品質な音声合成器の実現が可能となろう．本研究にて得られた知見がそのような音
声合成器を構築するにあたっての基礎として利用されることを望んでやまない．
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第 7章
各章の要約
第 4章の要約
1. 声道アナログ ·モデルにおいて，従来のディジタルフィルタモデルの実現方法を述
べた．
2. 従来のディジタルフィルタモデルの問題点について述べた．
3. ディジタルフィルタモデルの実現を高精度に行う方法を提案し，その方法を詳述
した．
4. 提案したディジタルフィルタモデルを用いて音声を合成し，従来のディジタルフィ
ルタモデルを用いて合成した結果と波形および周波数スペクトルの観点から比較
した．
5. 声門下インピーダンスの考慮の有無に関わらず，周波数依存特性を高精度に近似し
たモデルでは従来のモデルと比較してリップル成分が減少し，ピッチ周期が増加す
ることがわかった．
第５章の要約
1. 声道アナログ ·モデルでは声道の 3次元形状から生じる特徴量を実現できないこと
を述べた．
2. 3次元形状内を伝搬する音波を表現するために波動方程式と呼ばれる偏微分方程式
を導入した．
3. FEMの定式化の中に含まれる積分を計算機上で行うためにメッシュを生成する必
要があることを示した．
4. メッシュ生成において，数値シミュレーションにおける精度を確保するためにメッ
シュの手作業による調整が問題となることを述べた．
5. 提案方法として DDM を採用することを述べ，その予備実験として Chebychev
Collocation Methodと DDMの組み合わせを試行した．
6. DDMではメッシュの空間的な重複が許容されるため，メッシュ生成の拘束条件が
緩和されることを述べた．
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7. Spectral Element Methodと DDMの組み合わせを用いて簡単な形状について音
響シミュレーションを行った．
8. 提案した方法では，表面を滑らかに近似したメッシュと内部を大まかに近似した
メッシュ間で DDMを用いて数値解を統合していたが，内部メッシュの人工境界に
おいて生じる形状上の不連続点において数値誤差が大きく，DDMによる数値解の
統合が破錠する場合が見受けられた．
9. 表面と内部の領域分割では問題が生じたため，声道の軸方向での分割を行い音響シ
ミュレーションを行った．
10. 軸方向での領域分割の場合では数値解が安定に求まることが分かった．これは生成
したメッシュの人工境界が滑らかに表現されていることによると考えられる．
11. 領域分割を行わなかった場合では 7kHz以上で安定化双共役勾配法の破錠が見られ
たが，領域分割を行った場合では破錠は見られなかった．これは領域分割を行わず
に FEMを使用した場合と比較して，領域分割を行った場合では行列の条件数が改
善される事によると考えられる．
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