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Chapter 1
Introduction and preliminaries
This thesis discusses the treatment of certain nonlinear inverse problems with a focus
on Tikhonov or variational regularization. The underlying results were established and
compiled during my time at the Faculty of Mathematics, TU Chemnitz. Chapter 1
gives an introduction to inverse problems and states various properties and methods
required for the following considerations. The subsequent chapters of the thesis can be
separated into three self contained parts. Chapters 2, 3 and 4 address open questions
regarding Tikhonov regularization in Hilbert scales with a focus on, but not limited to,
oversmoothing penalties. Chapter 2 introduces the setting and presents convergence
under a (one sided) conditional stability estimate. Chapter 3 provides results for both
a priori and a posteri parameter choice assuming a stronger, two sided inequality
holds. Further, necessary conditions for convergence are given. Chapter 4 is built
around numerical experiments which address certain open questions in this setting.
The majority of the underlying results have been published in [1] and [2], although
this thesis extends considerably. Chapter 5 deals with a problem arising in inverse
option pricing. Heuristic parameter choice rules for the simultaneous recovery of
two unknowns in a nonlinear setting are introduced and applied to the particular
problem at hand. The results are again backed by substantial numerical evidence. The
majority of the results have been published in [3], the thesis again extends beyond
the publication. Chapter 6 considers the numerical treatment of a particular problem
arising in electrical impedance tomography (EIT), the results of which have been
published in [4].
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1.1 Inverse and Ill-posed problems
In many physical, technical or economic applications certain causes are associated
particular outcomes. This can be modelled using an operator equation
F (x) = y. (1.1)
Here F : D(F ) ⊂ X → Y is an operator with domain D(F ) ⊂ X mapping between
infinite dimensional Hilbert spaces X and Y with corresponding norms ‖ · ‖X and
‖ · ‖Y and inner products and 〈·, ·〉X , 〈·, ·〉Y . In general the forward operator F is
assumed to be nonlinear. For the special case where F is a bounded linear operator
with domain D(F ) = X we follow the common notation and write the corresponding
operator equation as
Ax = y. (1.2)
The direct problem would be to determine y ∈ Y for given x, whereas the inverse
problem is to recover x ∈ D(F ) for some right hand side or data y ∈ Y . If the operator
is linear, then the corresponding inverse problem is also called linear, otherwise it is
a nonlinear inverse problem. An inverse problem is called well-posed according to
Hadamard [5] if the following three conditions hold:
• a solution exists for every right-hand side (existence)
• the solution is unique (uniqueness)
• the solution depends continuously on the data (stability)
If one or more of these conditions are violated, it is called ill-posed according to
Hadamard. The first two conditions are straightforward and their relevance evident.
If the third condition is violated, minor disturbances in the data lead to substantial
distortion in the solution. Typically, instead of exact data often only noisy data is
available and therefore the third condition is the reason ill-posedness occurs. Although
the concept of ill-posedness according to Hadamard is often referred to with a variety of
inverse problems it can only adapted in its entirety to linear problems of type (1.2). In
the nonlinear case the range of F , i.e., F (D(F )) will in general not correspond to Y and
hence the existance condition for all y ∈ Y is at least questionable. For linear operator
equations of type (1.2), ill-posedness can also be defined according to Nashed [6]. An
operator equation (1.2) with bounded linear operator A ∈ L(X,Y ) mapping between
Hilbert spaces X and Y is called well-posed according to Nashed if the range R(A) is
a closed subset of Y. Otherwise it is called ill-posed. This can be further distinguished
into ill-posedness of type I if the range contains an infinite-dimensional closed subspace
and ill-posedness of type II otherwise. Ill-posedness according to Nashed requires that
the range is infinite dimensional. If the range is infinite dimensional, ill-posedness of
type II occurs if and only if A is a compact operator. For a contemporary and detailed
overview of these properties we refer to [7]. It is crucial to understand that the concept
of ill- and well-posedness can only be established while also considering the spaces an
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operator maps on and their corresponding norms. An operator itself can never be ill-
or well-posed on its own as ill- or well-posedness depends by definition on the norms
of the spaces X and Y . Weakening the norm in the domain might overcome or reduce
the ill-posedness of a problem and vice versa. The opposite holds for the range: Using
a weaker norm here might increase the ill-posedness and vice versa. We further need
to distinguish between linear operator equations (1.2) and nonlinear equations (1.1).
While ill-posedness is a global property for the whole domain in the linear case, it
is a local property in the sense of Definition 1.1 for nonlinear situations. Well- or
ill-posedness has to be considered individually for every x0 ∈ X and its respective
proximity. Hence we introduce the concept of local ill-posedness.
Definition 1.1. An operator equation (1.1) is called locally well-posed in x0 ∈ X if
an open neighborhood U of x exists, such that for every sequence xn ⊂ U ∩ D(F ) the
convergence of F (xn)→ F (x) implies the convergence of xn → x. Otherwise (1.1) is
called locally ill-posed in x0.
To overcome the ill-posedness of an inverse problem of type (1.1) it has to be regu-
larized. A popular and highly effective method is classical Tikhonov regularization [8]
or in a more general form, variational regularization. Instead of solving (1.1), we
consider the regularized solution xδα, which is the minimizer of the functional
T δα(x) := S(F (x), y
δ) + αΩ(x)→ min, subject to x ∈ D(F ). (1.3)
Here, α > 0 is the regularization parameter and yδ denotes noisy or perturbed data.
S : Y × Y → [0,∞) is a fitting functional and overcomes the absence of exact data.
The stabilizing functional or penalty term Ω(x) models a priori information on the
solution. The regularization parameter weighs these terms against each other and
controls the degree of regularization. Using the fitting functional ‖F (x)− yδ‖2Y and
penalty term ‖x − x̄‖2X with reference element x̄ we receive the classical Tikhonov
functional
T̃ δα(x) := ‖F (x)− yδ‖2Y + α‖x− x̄‖2X → min, subject to x ∈ D(F ). (1.4)
Modelling the type of noise is a further critical aspect in the treatment of inverse
problems. For the most part, the right-hand side y = F (x†), with the uniquely
determined preimage or exact solution x† ∈ D(F ) ist not available. We therefore rely
on perturbed or noisy data yδ ∈ Y . A popular and realistic way is to consider a
deterministic noise model, such that
‖y − yδ‖Y ≤ δ (1.5)
holds with some noise level δ > 0. Unless otherwise noted and in particular in
Chapters 2, 3 and 4 we assume that this noise model holds.
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1.2 Properties of regularized solutions
To receive satisfying results, regularization methods need to hold certain properties.
The concepts of exitence, stability and convergence of regularized solutions are crucial
in this context. For a comprehensive overview in relation to Tikhonov regularization,
we refer to [9]. We say a regularized solution xδα exists, if for every regularization
parameter α > 0 and every perturbed data yδ (as well as every x̄ if applicable)
minimizers of the Tikhonov functional (1.3) or its special case (1.4) exist. This should
not be confused with the existance of a solution of the opeartor equation (1.1) and
does not require the regularized solution to be unique. Stability indicates that the
regularized solutions are not substantially affected by small perturbations of the data.
This can be formalized according to [9, Proposition 4.2]). Let α > 0, consider a data
sequence {yn} converging to yδ and the associated sequence {xn} of minimizers of the
extremal problem
‖F (x)− yn‖2Y + α‖x− x̄‖2X → min, subject to x ∈ D(F ). (1.6)
Stability occurs if for every such sequence {yn} the sequence {xn} has a convergent
subsequence {xnk} and each convergent subsequence converges to a regularized solution,
i.e., a minimizer of the extremal problem (1.4) for given data yδ. Since we are studying
approximate solutions of (1.1), it is desirable that the approximate solutions are close
to the the exact solutions x†. In particular a sequence of regularized solutions should
converge to the exact solution for decaying noise level. As F is not necessarily injective,
neither is the exact solution unique. Besides establishing the convergence of a particular
regularization method, the speed of this convergence is of major interest. Establishing
convergence and convergence rate is an interplay of multiple factors (cf. [10]):
• the smoothness of the exact solution x†
• the nonlinearity structure of the forward operator F
• properties of the penalty term Ω in (1.4).
Established techniques would address solution smoothness and nonlinearity structure
individually. While e.g., a classical range-type source condition gauges the solution
smoothness, a conditional stability estimate would limit the nonlinearity of the forward
operator. Contemporary approaches such as variational source conditions or tangential
cone conditions link these effects. Both properties are addressed or constrained by
the same prerequisite. Usually we are interested in the asymptotic behaviour of the
discrepancy between exact and regularized solution for vanishing data noise. Therefore
it is common to write
‖xδα − yδ‖X = O(δκ) as δ → 0 (1.7)
for some κ > 0. Although the norm ‖ · ‖X is the natural distance measure here, others
are equally possible.
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For linear inverse problems convergence theory is well developed (see e.g. [11, 12,
13, 14]), especially but not only limited to Tikhonov regularization. For nonlinear
problems the theory has not been developed to the same extent, in some cases not
even the convergence itself can be guaranteed. This particular phenomenon will be
thoroughly investigated in Chapter 2. Also note, that many, if not most convergence
or convergence rate results for both linear or nonlinear problems require a particular
noise model, often in the sense of (1.5). The following section introduces the concept
of Hilbert scales which allows for a precise judgement of the solution smoothness.
Assumptions on the forward operator and penalty term will be imposed throughout
the thesis where applicable.
1.3 Inverse problems in Hilbert scales
Consider a densely defined, unbounded, linear, and self-adjoint operator B : D(B) ⊂
X → X which is strictly positive such that
‖Bx‖X ≥ cB‖x‖X for all x ∈ D(B) (1.8)
and some cB > 0. Such operators B generate a Hilbert scale {Xν}ν∈R, where Xν =
D(Bν) coincides with the range R(B−ν) of the operator B−ν and in particular X0 = X.
We set
‖x‖ν := ‖Bνx‖X (1.9)
for the norm of the Hilbert scale element x ∈ Xν . The spaces {Xν}ν∈R consist of
functions whose ν − th (partial) derivative is in L2. For integer ν this is concept
intuitive, for non-integer ν we postpone the discussion to Section 4.1, where the
concept will be introduced with a focus on the numerical implementation. For a
thorough introduction on Hilbert scales we refer to [15] and the references within,
particularly [16]. Hilbert scales allow for a precise judgement of the smoothness of a
function. The concept is of particular interest when treating ill-posed inverse problems
as the source of the ill-posedness itself is more often than not the smoothing property
of the forward operator. This motivates the following Tikhonov functional
T δα(x) := ‖F (x)− yδ‖2Y + α‖B(x− x̄)‖2X → min, subject to x ∈ D(F ) (1.10)
with sufficiently smooth reference reference element x̄. As usual, xδα ∈ D(F ) denotes
the global minimizers of the aforementioned functional. With this approach the
interplay of the smoothness of penalty term ‖B · ‖2X = ‖ · ‖21 and the exact solution
can be studied. Note that no generality is lost by considering only the penalty in
the 1-norm ‖ · ‖1, since the operator B can always be rescaled to obtain ‖Bx‖X =
‖(B
1
p )px‖X = ‖B̃px‖X for p > 0, i.e, one obtains a penalty of arbitrary index p in
the Hilbert scale generated by the operator B̃ := B
1
p . Finally, we mention that for
x ∈ D(F ) we set T δα(x) := +∞ if x /∈ D(B), and that the Tikhonov functional attains
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a well-defined value 0 ≤ T δα(x) < +∞ if x ∈ D := D(F ) ∩ D(B) 6= ∅. In the following
we set x̄ = 0, which is possible, as 0 ∈ {Xν}ν∈R. This simplifies the given formulas
and avoids technicalities. Functional (1.10) then becomes:
T δα(x) := ‖F (x)− yδ‖2Y + α‖Bx‖2X → min, subject to x ∈ D(F ). (1.11)
1.4 Parameter choice rules
A crucial task in the field of inverse problems with not only Tikhonov-type regular-
ization, but almost any regularization technique is the choice of the regularization
parameter, which balances the fitting and penalty terms. In general, parameter choice
rules can be distinguished in three different categories:
• a priori methods where the regularization parameter α depends only on the
noise level δ without taking the noisy data yδ into consideration, commonly
denoted as α = α(δ).
• a posteriori methods which depend on both noise level δ as well as noisy data
yδ, therefore α = α(δ, yδ)
• data-driven methods where the choice only relies on noisy observations yδ
without taking the noise level δ into consideration. Hence we write α = α(yδ).
In the literature data-driven methods are often referred to as heuristic parameter choice
rules. For linear forward operators the Bakushinsky veto (cf. [17] or monograph [11])
states that in the classical, deterministic setting methods not employing the noise level δ
are not convergent regularization methods. To our knowledge no equivalent conditions
is available for nonlinear forward operators. In practical applications however, the
noise level is often not available and one therefore relies on heuristic parameter choice
rules. If there noise level δ is known Morozov’s discrepancy principle is a popular and
effective parameter choice rule. In the classical, deterministic setting the regularization
parameter is chosen such that the inequality
δ ≤ ‖F (xδα)− yδ‖Y ≤ Cδ (1.12)
is satisfied for some suitable constant C. An introduction to the classical discrepancy
principle can be found in [11, 12, 13, 14], for applications in a more general setting,
please see [18, 19]. The main concept behind this parameter choice is that one cannot
come closer to the exact solution that the noise present in the observations, which
explains the left inequality in (1.12). The choice of the constant C remains crucial, in
practice values close to one have proven useful. Theoretical convergence rate results
often do not require a particular constant C. As this parameter choice depends on
both the noise level as well as the noisy data it is evidently an a posterior method
and we write αDP = α(δ, yδ). If no information on the noise level is available, we
rely on heuristic parameter choice rules, on of which is the L-curve method. The
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L-curve method was first proposed by Hansen (cf. [20, 21]) and displays the trade-off
between fit to the given (noisy) data and the size of the penalty term for various
regularization parameters on a log− log scale. This plot often results in the typical
L-curve shape, hence the name. As with any parameter choice rule, the goal is to find
suitable regularization parameters, which balance regularization and perturbation error.
This is achieved by choosing a regularization parameter at or near the corner of the L.
Classically the parameter can be either chosen in three different ways: visually, i.e., by
simply looking at the L-curve, by choosing the point with the smallest distance to the
origin, the so called minimum distance point (MDP) or by evaluation of the curvature
of the L-curve and relying on the point with the greatest curvature. Further and more
sophisticated methods have been proposed (see e.g., [21]), but these often come with
limitations. An extension to this method will be introduced and adapted in Chapter 5.
An alternative to this is the quasi-optimality criterion [22]. This method has been a
stable technique within the field of inverse problems for many years particularly for
the regularization of Tikhonov or Tikhonov-type functionals. Consider a sequence of
regularization parameters
αk = α0q
k : j = 0, 1, ...,M (1.13)
for q > 0, some suitable α0 and appropriate M. Further xδαk denotes the regularized
solutions to the functional (1.4) or (1.3) with regularization parameter αk. Using
the series of parameters (1.13) the suitable regularization parameter according to
quasi-optimality is then chosen by minimizing
‖xδαk+1 − x
δ
αk
‖X → min 1 ≤ k ≤M − 1 (1.14)
with respect to αk. As the noise level δ is not used by the quasi-optimality criterion it
is also a heuristic method. The choice of α0 and q are in theory subject to discussion,
the numerical case studies in the subsequent sections are very robust with respect to
both parameters.
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Chapter 2
Variational regularization under
conditional stability
Section 1.2 established, that the treatment of nonlinear inverse problems mostly
requires additional information in order to receive satisfactory results. It is crucial to
understand, that these conditions usually only hold locally. A typical phenomenon of
the nonlinear equation (1.1) as a model for an inverse problem is local ill-posedness at
the solution point x† ∈ D(F ) in the sense of Definition 1.1 (cf. also [23, Def. 2] or [7,
Def. 3]). This means that inequalities of the form
‖x− x†‖X ≤ K ϕ(‖F (x)− F (x†)‖Y ) for all x ∈ BXr (x†) ∩ D(F ) (2.1)
cannot hold for any positive constants K, r and any index function ϕ, as this would
lead to a stable and therefore well posed problem. As usual, BHr (x̄) denotes a closed
ball in the Hilbert space H around x̄ ∈ H with radius r > 0. Furthermore, we call a
function ϕ : [0,∞)→ [0,∞) index function if it is continuous, strictly increasing and
satisfies the boundary condition ϕ(0) = 0. However, the inverse problem literature
offers numerous examples, where the left-hand term ‖x − x†‖X in (2.1) is replaced
with a weaker norm ‖x − x†‖−a (a > 0) and a corresponding conditional stability
estimate takes place. In the following, we restrict our considerations to the concave
index functions ϕ(t) = tγ of Hölder-type with exponents 0 < γ ≤ 1 and hence to
conditional stability estimates of the form
‖x− x†‖−a ≤ K ‖F (x)− F (x†)‖γY for all x ∈ Q ∩ D(F ) (2.2)
with some index a > 0. This should especially be considered in light of Definition 1.1.
If an inequality (2.1) does not hold, but (2.2) does, the problem at hand is (locally)
ill-posed with respect to the norm ‖ · ‖X but (locally) well-posed with respect to the
norm ‖ · ‖−a. The parameter a can then be interpreted as degree of ill-posedness of F
at x†, a suitable subset Q in X which acts as the aforementioned localization of the
nonlinearity condition, and a constant K > 0 that may depend on Q. Consider the
situation that x† ∈ Q and Q is known. Then it is possible to employ a least squares
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iteration process of minimizing the norm square
‖F (x)− yδ‖2Y → min, subject to x ∈ Q ∩ D(F ). (2.3)
The minimizers xls of (2.3) satisfy ‖F (xδls) − yδ‖Y ≤ δ by definition and as x† ∈ Q.
Therefore we receive, using (2.2) and the triangle inequality as well as positive constants
K and K̃
‖xδls − x†‖−a ≤K‖F (xδls)− F (x†)‖
γ
Y
≤K
(
‖F (xδls)− F (x†)‖Y + ‖y − yδ‖Y
)γ
≤K
(
‖F (xδls)− F (x†)‖Y + δ
)γ
≤K
(
‖F (xδls)− F (x†)‖
γ
Y + δ
γ
)
≤K̃δγ .
This yields convergence ‖xδls−x†‖−a → 0 as δ → 0 of these least squares-type solutions
to x† in the norm of the space X−a which is weaker than the norm in X. To achieve
convergence and even convergence rates in the norm of X, additional smoothness
x† ∈ Xp for some p > 0 is needed. If the approximate solutions xδls ∈ Q ∩ D(F ) also
possess such smoothness with ‖xδls‖p uniformly bounded for all 0 < δ ≤ δ̄, then, with
−a < t ≤ p the interpolation inequality in Hilbert scales (see [16] or [11, formula
(8.23)]) applies in the form
‖x‖t ≤ ‖x‖
p−t
p+a
−a ‖x‖
t+a
p+a
p (2.4)
for all x ∈ Xp. Hence we derive from (2.2) and (2.4) with t = 0 and by the triangle
inequality that
‖xδls − x†‖X ≤‖xδls − x†‖
p
a+p
−a · ‖xδls − x†‖
a
a+p
p
=K̃δ
γp
a+p · ‖xδls − x†‖
a
a+p
p
≤K̃δ
γp
a+p ·
(
‖xδls‖p + ‖x†‖p
) a
a+p
≤K̄ δ
γp
p+a
for sufficiently small δ > 0 and some constant K̄. A way to ensure the property that
the approximate solutions belong to Xp∩Q∩D(F ) is to use regularized solutions which
minimize the Tikhonov functional ‖F (x)− yδ‖2Y +α‖Bsx‖2X , subject to x ∈ Q∩D(F ),
where s ≥ p is required. Hence, Tikhonov-type regularization is here an auxiliary tool
which complements the conditional stability estimate (2.2) in order to obtain stable
approximate solutions measured in the norm of X. On the other hand, we have to
take into account the frequently occurring situation that the set Q in (2.2) is not or
not completely known and a minimization process according to (2.3) is impossible
because of a not completely known set of constraints for the optimization problem.
Nevertheless, a combination of the conditional stability estimate (2.2) with variational
2.1. Convergence results 11
regularization of the form (1.11) can be successful. For a systematic treatment of
convergence results in the context of regularization theory we will distinguish the
following cases relating the smoothness of the solution x† and of the approximate
solutions xδα implied by the functional (1.11):
Case Distinction 2.1.
(a) Classical regularization: x† ∈ Xp for p > 1, which means that ‖Bx†‖2X < +∞
and there is some source element w ∈ Xε (ε > 0) such that x† = B−1w;
(b) Matching smoothness: x† ∈ X1, i.e., ‖Bx†‖X <∞, but x† /∈ X1+ε for all ε > 0.
(c) Oversmoothing regularization: x† ∈ Xp for some 0 < p < 1, but x† /∈ X1,
i.e., ‖Bx†‖X = +∞.
In this chapter, assertions and limitations for convergence and rates of regularized
solutions xδα in the situations (a), (b) are discussed. Section 2.1 recalls and elaborates
assertions on convergence of regularized solutions in these cases. Technical assumptions
on the forward operator, its domain and the exact solution are given. In Section 2.2
Hölder rate results under conditional stability estimates are summarized for the cases
of classical regularization and matching smoothness. The particular treatment of case
(c) will be postponed to Chapters 3 and 4. However, limitations of existing approaches
with respect to this particular situation will be outlined.
2.1 Convergence results
In this section we collect properties of the regularized solutions xδα obtained as solutions
of the optimization problem (1.11) for the cases (a), (b) in different ways. The
assumptions are then the foundation for the treatment of case (c) in Chapters 3 and
4. Throughout these Chapters we suppose that the following assumption concerning
the nonlinear forward operator F and the solvability of the operator equation (1.1)
holds true.
Assumption 2.2. The operator F : D(F ) ⊆ X → Y is weak-to-weak sequentially
continuous and its domain D(F ) is a convex and closed subset of X. For the right-hand
side y = F (x†) ∈ Y under consideration let x† ∈ D(F ) be the uniquely determined
solution to the operator equation (1.1).
Under the setting introduced in Section 1.3, the penalty ‖Bx‖2X as part of the
Tikhonov functional T δα in (1.11) is a non-negative, convex, and sequentially lower
semi-continuous functional. Moreover, this functional is stabilizing in the sense that
all its sublevel sets are weakly sequently compact in X. Taking also into account
Assumption 2.2, the Assumptions 3.11 and 3.22 of [9] are satisfied and the assertions
from [9, Section 4.1.1] apply, which ensure existence and stability of the regularized
solutions xδα in our present Hilbert scale setting, consistent for all three cases (a), (b),
and (c).
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We emphasize at this point that we always have xδα ∈ X1 by definition of the
minimizers in (1.11), but only in cases (a) and (b) one can benefit from the inequality
T δα(x
δ
α) ≤ T δα(x†), (2.5)
which implies for all α > 0 that
‖xδα‖1 ≤
√
‖x†‖21 +
δ2
α
. (2.6)
In case (c), however, as x† /∈ X1 and hence ‖x†‖1 = +∞ there are no such uniform
bounds from above for ‖xδα‖1. On the contrary, in [24] it was shown that ‖xδα‖1 →∞
as δ → 0 is necessary even for weak convergence of the regularized solutions xδα to
x†. In order to obtain convergence of the regularized solutions xδα to x† as δ → 0, the
interplay of the noise level and the choice of the regularization parameter α > 0, which
we choose either a priori α = α(δ) or a posteriori α = α(δ, yδ), must be appropriate.
In the literature, this interplay is typically controlled by the limit conditions
α→ 0 and δ
2
α
→ 0 as δ → 0. (2.7)
In our case (a) this is a sufficient description.
Proposition 2.3. Let the regularization parameter α > 0 fulfil the conditions (2.7).
Then we have under Assumption 2.2 and for case (a), i.e., for 1 < p <∞, by setting
αn = α(δn) or αn = α(δn, yδn), xn = xδnαn, that for δn → 0 as n→∞
lim
n→∞
‖xn‖1 = ‖x†‖1,
and
lim
n→∞
‖xn − x†‖ν = 0 for all 0 ≤ ν ≤ 1.
Proof. The proof follows along the lines of Theorem 4.3 and Corollary 4.6 from [9].
As we will see in Proposition 2.6 in the following section, the optimal parameter
choice fulfils the conditions (2.7) in case (a). In case (b), where the smoothness of x†
coincides with the smoothness of the regularization penalty, i.e., p = 1, the matter
becomes unclear. On one hand, it is easily seen that Proposition 2.3 holds in the exact
same way for case (b), which is a consequence of (2.6) holding in both cases. Hence,
we have the following corollary:
Corollary 2.4. Under the assumptions of Proposition 2.3, in particular for the cases
(a) and (b) and for a regularization parameter choice satisfying (2.7), we have that
the regularized solutions xδα belong to the ball BXνr (x†) for prescribed values r > 0 and
0 ≤ ν ≤ 1 whenever δ > 0 is sufficiently small.
The surprising difference between the cases (a) and (b) on the other hand, is that
the optimal choice of the regularization parameter for (b) (we show in Proposition 2.8
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below that α ∼ δ2 yields the optimal convergence rate) violates the second condition
in (2.7). Since obviously a convergence rate implies norm convergence, this means that
the condition δ2/α→ 0 in (2.7) is not necessary but sufficient for convergence, at least
in case (b).
In case (c) with oversmoothing penalty, the inequality (2.5) and consequently (2.6)
are missing. Results of Proposition 2.3 and Corollary 2.4 in general do not apply in
that case. One cannot even show weak convergence xn ⇀ x† in X, and regularized
solutions xδα do not necessary belong to a ball BXr (x†) with small radius r > 0 if
δ > 0 is sufficiently small. As will be shown in Proposition 3.9 of Section 2.2 (see
also [25, 26]), convergence rates can be proven under stronger conditions also for (c),
where we have some 0 < p < 1 such that x† ∈ Xp. The key to these results was
the appropriate choice of α either by an a priori or a posteriori parameter choice. In
particular, δ
2
α →∞ as δ → 0, which violates (2.7), is typical there. The interplay of α
and δ will be in the focus of our numerical case studies in Chapter 4.
2.2 Convergence rate results
In this section, we discuss convergence rate results for cases (a) and (b). In addition
to Assumption 2.2 some versions of conditional stability estimates have to be imposed
which, in combination with the smoothness assumptions x† ∈ Xp, are essentially
hidden forms of source conditions for the solution x†. In Assumption 2.5 we first
consider the situation Q := BX1ρ (0). This model setting was comprehensively discussed
and illustrated with examples of associated nonlinear inverse problems in the papers
[27, 28, 25, 29]. Here we have evidently x† ∈ Q for the cases (a) and (b) whenever
‖x†‖1 ≤ ρ.
Assumption 2.5. Let for fixed a > 0 and 0 < γ ≤ 1 the conditional stability estimates
‖x− x†‖−a ≤ K(ρ) ‖F (x)− F (x†)‖γY for all x ∈ B
X1
ρ (0) ∩ D(F ) (2.8)
hold, where constants K(ρ) > 0 are supposed to exist for all radii ρ > 0.
As a consequence, the following proposition, which is a direct consequence of
[28, Theorem 2.1] when adapting the corresponding proof, yields an order optimal
convergence rate in case (a).
Proposition 2.6. Under Assumptions 2.2 and 2.5 and for x† ∈ Xp with 1 < p ≤ a+2
we have the rate of convergence of regularized solutions xδα ∈ D(F ) ∩ D(B) to the
solution x† ∈ D(F ) ∩ D(B) as
‖xδα − x†‖X = O
(
δ
γp
p+a
)
as δ → 0, (2.9)
provided that the regularization parameter α = α(δ) is chosen a priori as
α(δ) ∼ δ2−2γ
p−1
p+a . (2.10)
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We easily see that the convergence results of Proposition 2.3 apply here for p > 1
and that in particular (2.10) implies (2.7).
Remark 2.7. Further note that along the lines of [28, Theorem 2.2] the rate (2.9)
can also be shown under the assumptions of Proposition 2.6 when the regularization
parameter α = α(δ, yδ) is chosen a posteriori by a sequential discrepancy principle.
The modified version of the rate result for case (b) is given as:
Proposition 2.8. Under the Assumptions 2.2 and 2.5 and for x† ∈ X1 we have
the rate of convergence of regularized solutions xδα ∈ D(F ) ∩ D(B) to the solution
x† ∈ D(F ) ∩ D(B) as
‖xδα − x†‖X = O
(
δ
γ
1+a
)
as δ → 0, (2.11)
if the regularization parameter α = α(δ) is chosen a priori as
α(δ) ∼ δ2. (2.12)
Proof. Using the standard technique of variational regularization under conditional
stability estimates we follow the approaches of (cf. [28, Proof of Theorem 1.1] or [9,
Section 4.2.5]). Using (2.5) and the parameter choice (2.12) we obtain
‖F (xδα)− yδ‖2Y + α‖xδα‖21 ≤‖F (x†)− yδ‖2Y + α‖x†‖21
≤δ2 + αM2
≤δ2 + δ2C∗M2
=C21δ
2
where M is an uniform upper bound for ‖x†‖1, C∗ > 0 and constant C21 := C∗M2 + 1.
This gives an estimate for ‖F (xδα) − yδ‖2Y ≤ C21δ2. Using the conditional stability
estimate (2.8) and the triangle inequality we then receive
‖xδα − x†‖−a ≤K(ρ)‖F (xδα)− F (x†)‖
γ
Y
≤K(ρ)
(
‖F (xδα)− F (x†)‖Y + ‖y − yδ‖Y
)γ
≤K(ρ)
(
‖F (xδα)− F (x†)‖Y + δ
)γ
≤K(ρ) ((C1δ)γ + δγ)
≤C2δγ .
(2.13)
with positive constant C2 := K(ρ)(C
γ
1 + 1). Note that, K(ρ) and consequently C2
depend on ρ, whereas ρ depends on the particular exact solution and its uniform upper
bound. Recall, that x† ∈ X1. Combining this with the interpolation inequality (2.4),
setting t = 0 and s = 1, and applying the triangle inequality provides us with the
estimate
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‖xδα − x†‖X ≤‖xδα − x†‖
1
a+1
−a ‖xδα − x†‖
a
a+1
1
=C2δ
γp
a+p ‖xδα − x†‖
a
a+1
1
≤C2δ
γ
a+1
(
‖xδα‖1 + ‖x†‖1
) a
a+1
(2.14)
Due to (2.6) the norm ‖xδα‖1 is uniformly bounded by a finite constant for α(δ) from
(2.12). This yields the rate (2.11) and completes the proof. Finally, we should note
that the inequality (2.13) can only be established because constants K(ρ) > 0 in (2.8)
exist for arbitrarily large ρ > 0.
In the borderline case (b) we have also a borderline a priori choice of the regular-
ization parameter which contradicts the second limit condition in (2.7) such that the
quotient δ
2
α is uniformly bounded below by a positive constant and above by a finite
constant.
In Assumption 2.9 we alternatively consider the situation that Q := BXr (x†). This
model, which will be illustrated by Example 4.3 in Section 4.1, is typical for conditional
stability estimates that arise from nonlinearity conditions imposed on the forward
operator F in a neighbourhood of the solution x†. In this context, the radius r > 0
which restricts the validity area of stability estimates can be rather small. In all cases
of the case distinction we have here x† ∈ Q ∩ D(F ), but only for (a) and (b) also
x† ∈ D(F ) ∩ D(B).
Assumption 2.9. Let for fixed a > 0 and 0 < γ ≤ 1 the conditional stability estimate
‖x− x†‖−a ≤ K(r) ‖F (x)− F (x†)‖γY for all x ∈ B
X
r (x
†) ∩ D(F ) (2.15)
hold, where the constant K(r) > 0 depends on the largest admissible radius r > 0.
Corollary 2.10. The assertion of Proposition 2.6 remains true if Assumption 2.5 is
replaced with Assumption 2.9.
Proof. To see the validity of Proposition 2.6 under Assumption 2.9 in case (a) of the
Case distinction, where the regularization parameter choice satisfies (2.7), it is enough
to take the assertion of Corollary 2.4 into account. This assertion implies that for
sufficiently small δ > 0 the regularized solutions xδα belong to the ball BXr (x†) for
prescribed r > 0. Then the conditional stability estimate (2.15) applies and yields the
convergence rate (2.9) along the lines of the proof of [28, Theorem 2.1].
In case (b), however, for the choice (2.12) of Proposition 2.8 the condition (2.7)
fails and even if δ > 0 is sufficiently small, it cannot be shown that xδα ∈ BXr (x†) for
prescribed r > 0. Consequently, the conditional stability estimate (2.15) might not
hold for the regularized solutions xδα and the rate assertion (2.11) of Proposition 2.8 is
only valid under Assumption 2.9 if constants K(r) > 0 in (2.15) exist for arbitrarily
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large r > 0. This is, however, the case in the exponential growth model of Example 4.3
below.
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Chapter 3
Convergence and rate results for
oversmoothing penalties
The following Chapter discusses recent results on the convergence of regularized
solutions for Tikhonov regularization in Hilbert scales with oversmoothing penalties.
This means, we focus on subcase (c) of Case Distinction 2.1 in Section 1.3. Section 3.1
gives a brief introduction into the history of the problem at hand and outlines the
necessary assumptions. Section 3.2 is amongst others based on [1] and presents
convergence rate results for this situation. Up to this point the convergence of the
regularized solutions was based on Hölder-type convergence rates and required the
presence of some form of or implied source conditions and therefore knowledge of
the smoothness of the exact solution. Convergence then follows as a consequence.
Section 3.3 gives a detailed insight into a new approach predominantly based on [30]
as well as on [2]. In particular Theorem 3.16, Theorem 3.25 as well as some of the
respective preceding results are taken from [30]. This technique does not impose any
smoothness condition on the exact solution to derive convergence. Further, sufficient
conditions for convergence under a priori and a posteriori parameter choice are given.
3.1 Assumptions and properties
One of the seminal papers on the topic was published by Natterer in 1984 [31]. For
linear forward operators A : X → Y and case (c) with oversmoothing penalty, i.e.,
x† /∈ X1 and x† ∈ Xp for some p > 0 convergence rates
‖xδα − x†‖X = O
(
δ
p
p+a
)
as δ → 0 (3.1)
were derived for a priori parameter choice according to
α(δ) = δ
2−2 p−1
p+a = δ
2(a+1)
a+p . (3.2)
A standing requirement for these conclusions are two-sided inequalities of type
K‖x‖−a ≤ ‖Ax‖Y ≤ K‖x‖−a for all x ∈ X.
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Keeping this in mind, we require lower and upper estimates of ‖F (x)− F (x†)‖Y using
multiples of the term ‖x− x†‖−a to derive the following analytical results.
Assumption 3.1 (Nonlinearity constraint). Let a > 0. Moreover, let x† be an interior
point of D(F ) such that for the radius r > 0 we have BXr (x†) ⊂ D(F ) and the two
estimates
K ‖x− x†‖−a ≤ ‖F (x)− F (x†)‖Y for all x ∈ D(F ) ∩ D(B) = D(F ) ∩X1 (3.3)
and
‖F (x)− F (x†)‖Y ≤ K ‖x− x†‖−a for all x ∈ BXr (x†) ∩X1 (3.4)
hold true, where 0 < K ≤ K <∞ are constants.
Remark 3.2. It is crucial to understand how the two sided nonlinearity constraints
introduced in Assumption 3.1 unfold their stabilizing property. The left hand side
or first inequality (3.3) is a conditional stability estimate of Hölder-type (2.2) with
γ = 1. This inequality limits the instability with respect to the norm ‖ · ‖−a, with
larger a resulting in a weaker condition and vice versa. The second inequality (3.4)
restricts the nonlinearity of the forward operator, with larger a resulting in a more
restrictive condition. The choice or feasibility of the parameter a therefore poses a
trade off between these assumptions.
Further we need to establish some standing assumptions concerning the forward
operator F , the Tikhonov functional T δα and the solution x† of equation (1.1) in order
to ensure the existence and stability of regularized solutions xδα for all regularization
parameters α > 0 and noisy data yδ.
Assumption 3.3.
(a) The operator F : D(F ) ⊆ X → Y mapping between the real Hilbert spaces X and
Y is weakly sequentially continuous, and its domain D(F ) with 0 ∈ D(F ) is a
convex and closed subset of X.
(b) The generator B : D(B) ⊂ X → X of the Hilbert scale is a densely defined,
unbounded and self-adjoint linear operator that satisfies the inequality ‖Bx‖X ≥
cB‖x‖X for all x ∈ D(B).
(c) The solution x† ∈ D(F ) of (1.1) is supposed to be an interior point of the domain
D(F ).
(d) To characterize the case of oversmoothing penalties we assume that
x† /∈ D(B) = X1, (3.5)
i.e., this corresponds to situation c) in Case Distinction (2.1).
The following proposition is a specific impact of item (d) of Assumption 3.3. It
gives insight on the behaviour of the penalty term in the oversmoothing situation.
3.1. Assumptions and properties 19
Proposition 3.4. Let a sequence {xn} ⊂ D(B) ⊂ X converge weakly in X to
x† /∈ D(B) as n→∞. Then we have lim
n→∞
‖Bxn‖X =∞.
Proof. In order to construct a contradiction, assume that the sequence {xn} ⊂ D(B)
(or some of its subsequences) is bounded in X1, i.e., ‖Bxn‖X ≤ K for all n ∈ N. Then a
subsequence of {Bxn} converges weakly in X to some element z ∈ X, because bounded
sets are weakly pre-compact in the Hilbert space X. Since the operator B is densely
defined and self-adjoint, it is closed, i.e., the graph {(x,Bx) : x ∈ D(B)} is a closed
and due to the convexity of this set also a weakly closed subset of X × Y . Hence, the
operator B is even weakly closed, which implies that x† ∈ D(B) and Bx† = z. This,
however, contradicts the assumed property x† /∈ D(B) and proves the proposition.
Remark 3.5. As a consequence of Proposition 3.4 we have for any sequence of
regularized solutions {xn = xδnαn}, which is norm-convergent (and thus also weak-
convergent) to x† /∈ D(B) for δn → 0 as n→∞, that it blows up to infinity with respect
to the X1-norm. This means, the limit condition lim
n→∞
‖Bxδnαn‖X = ‖Bx
†‖X =∞ holds.
Lemma 3.6 proves a prerequisite for the existence of minimizers to the extremal
problem (1.11) which will be given in Proposition 3.7.
Lemma 3.6. The non-negative penalty functional ‖B · ‖2X : D(B) ⊂ X → R as part
of the Tikhonov functional T δα is a proper convex lower semi-continuous and stabilizing
functional.
Proof. The obviously convex penalty functional is proper, since it attains finite values
for all x ∈ D(B) = X1 6= ∅. It is also a stabilizing functional because, as a consequence
of (1.8), the sub-level sets {x ∈ D(B) : ‖Bx‖2X ≤ c} are weakly sequentially pre-
compact subsets in X for all constants c ≥ 0. All such non-empty sub-level sets
are bounded in X and hence weakly pre-compact. To show that the functional
‖B · ‖2X = ‖ · ‖21 is lower semi-continuous it is sufficient to show that a sequence
{xn} ⊂ D(B) with ‖xn‖1 ≤ K <∞ for all n ∈ N that converges weakly in X to x̂ ∈ X
implies that x̂ ∈ D(B) and that this sequence also converges weakly in X1 to x̂. This
is a consequence of Proposition 3.4 and its proof. Then the lower semi-continuity of
the norm functional ‖ · ‖1 yields ‖Bx̂‖2X ≤ lim infn→∞ ‖Bxn‖
2
X . Every subsequence {xn}
bounded in X1 has a subsequence that converges weakly in X1 to some element z ∈ X1.
Since the operator B is weakly closed, we then have Bx̂ = z. Since z is uniform for all
subsequences, this completes the proof.
Proposition 3.7. For all α > 0 and yδ ∈ Y there exists a regularized solution xδα ∈ D,
solving the extremal problem (1.11).
Proof. Proposition 4.1 from [9], which coincides with our proposition, is immedi-
ately applicable, since the Assumptions 3.11 and 3.22 from [9] are satisfied due to
Assumption 3.3 and Lemma 3.6 above.
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In addition to the existence assertion of Proposition 3.7 we also have stability of
the regularized solutions. This means that small changes in the data yδ only lead to
small changes in the regularized solutions xδα. We further refer to Proposition 4.2 in [9]
which applies here under Assumption 3.3.
Remark 3.8. From Assumption 3.3 we conclude, that there are no solutions x∗ ∈
D = D(F ) ∩ D(B) satisfying the operator equation (1.1) with F (x∗) = y. Due to
the left-hand inequality (3.3) of Assumption 3.1, F (x†) = F (x∗) and ‖x† − x∗‖X > 0
can not hold at the same time and pose a contradiction. Besides x†, however, other
solutions with x∗ /∈ D(B) might exist. On the other hand, the regularized solutions
xδα, for fixed α > 0 and yδ ∈ Y , do not have to be uniquely determined, since though
having a convex part ‖Bx‖2 the Tikhonov functional T δα(x) is not necessarily convex.
3.2 Convergence rates for oversmoothing penalties
Proposition 3.9. Let x† ∈ Xp for some 0 < p < 1, but x† /∈ X1. Under the
Assumptions 2.2 and 3.1 we then receive a convergence rate of the regularized solutions
to the exact solution of
‖xδα∗ − x
†‖X = O
(
δ
p
p+a
)
as δ → 0, (3.6)
under the a priori parameter choice
α∗ = α(δ) = δ
2(a+1)
a+p . (3.7)
The proof of Proposition 3.9 is given in the appendix along the lines of [26,
Theorem 1]. Similar techniques - especially regarding the construction of the auxiliary
elements zα in (3.9) - will be employed in Section 3.3. Note that Theorem 1 in [26]
refers to a simplified version of the pair of estimates (3.3) and (3.4), which are ibid
both assumed to hold for all x ∈ D(F ). As the proof in the appendix shows, the upper
estimate (3.4) is only exploited by auxiliary elements zα, which belong to BXr (x†)∩X1
for sufficiently small α > 0. On the other hand, there are no arguments to restrict the
noisy regularized solutions xδα to small balls. Consequently, the lower estimate (3.3)
needs to hold for all elements in D(F ) ∩X1. This is an essential drawback for the
application of Proposition 3.9 to practical problems. An analogue of Proposition 3.9
for the discrepancy principle as parameter choice rule can be formulated and proven
along the lines of the paper [25].
Proposition 3.10. Let x† ∈ Xp for some 0 < p < 1, but x† /∈ X1. Under the
Assumptions 2.2 and 3.1 we receive a convergence rate of the regularized solutions to
the exact solution of
‖xδα∗ − x
†‖X = O
(
δ
p
p+a
)
as δ → 0, (3.8)
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if the regularization parameter is chosen a posteriori using the discrepancy principle as
α = αDP .
As previously elaborated in Section 2.1 we stress again that, despite the assertion
of Proposition 3.9, norm convergence of the regularized solutions cannot be shown in
general for case (c). Even weak convergence in X can not be established. Evidently
the parameter choice (3.7) violates (2.7) since we have
α(δ)→ 0 and δ
2
α(δ)
= δ
2(p−1)
p+a →∞ as δ → 0.
It appears that
α(δ)→ 0 and δ
2
α(δ)
→∞ as δ → 0
tends to be the typical situation in the oversmoothing case (c), at least for regularization
parameters yielding optimal convergence rates. A similar behavior of the regularization
parameters was noted for oversmoothing `1-regularization [24].
3.3 Convergence of the regularized solutions without smooth-
ness assumptions
The following considerations establish convergence of the regularized to the exact
solutions without imposing any requirement on the smoothness of the exact solution.
While we assume that properties (a), (b) and (c) of Assumption 3.3 hold, the smoothness
assumption (d) can be dropped. We further assume, that Assumption 3.1 holds again.
A necessary requirement for the subsequent assertions are auxiliary elements zα, which
are for all α > 0 the uniquely determined minimizers over all x ∈ X of the artificial
Tikhonov functional Tα,a := ‖x− x†‖2−a + α‖Bx‖2X . zα can be obtained via derivation
as
zα = B
−(2a+2)(B−(2a+2) + αI)−1x†.
Note, that these minimizers are - opposed to xδα - in the domain of B, i.e., zα ∈ D(B)
and independent of the noise level δ > 0. Further introduce the self-adjoint and
positive semi-definite bounded linear operator G := B−(2a+2) and rewrite the preceding
expression as
zα =G(G+ αI)
−1x†
=(G+ αI − αI)(+− αI)−1x†
=(G+ αI)(G+ αI)−1x† − α(G+ αI)−1x†
=x† − α(G+ αI)−1x†.
(3.9)
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From the choice of G it follows, that B = G−
1
2a+2 and therefore the following state-
ments for all α > 0:
zα − x† = −α(G+ αI)−1x†, (3.10)
B−a(zα − x†) = −Ga/(2a+2)[α(G+ αI)−1x†], (3.11)
and
Bzα = G
(2a+1)/(2a+2)[(G+ αI)−1x†]. (3.12)
To specify the limit behaviour of certain positive functions appearing in this section,
we introduce non-negative functions fi(α) (i = 1, 2, ...), α > 0, which adhere
lim
α→0
fi(α) = 0, (3.13)
for all indices i. As a consequence we have that fi(α) = o(1) for α → 0. Note that,
(pairwise) products and linear combinations ‘inherit’ this property, i.e., fi(α)fj(α) =
o(1), for α→ 0 and Kifi(α)+Kjfj(α) = o(1) for α→ 0 if Ki and Kj are non-negative
constants. Likewise, max{fi(α), fj(α)} = o(1) for α→ 0.
A requirement for the upcoming Lemma 3.12 is the uniform boundedness principle or
as a variant thereof the Banach–Steinhaus theorem, which is recalled here.
Fact 3.11 (Banach-Steinhaus Theorem). Let X and Y be Banach spaces, {An} a series
of linear operators mapping from X to Y. {An} converges pointwise to A ∈ L(X,Y ) if
and only if the following two conditions hold:
(i) Anx→ Ax ∀ x ∈M , M ⊂ X a dense subset in X,
(ii) supn∈N ‖An‖ <∞.
Lemma 3.12 ([30, Lemma 3.1]). There are functions f1(α), f2(α), f3(α), satisfying
property (3.13), such that the the following assertions on the auxiliary elements (3.9)
hold:
‖zα − x†‖X = f1(α) = o(1) for α→ 0, (3.14)
‖zα − x†‖−a = f2(α)α
a
2a+2 = o(α
a
2a+2 ) for α→ 0, (3.15)
and
‖zα‖1 = f3(α)α−
1
2a+2 = o(α−
1
2a+2 ) for α→ 0. (3.16)
Proof. Recall, that B is a densely defined, unbounded, linear, self-adjoint and positive
definite operator. Further recall, that self-adjoint operators have a real spectrum, here
as usual denoted with σ(·). As B is unbounded and positive definite the spectrum
is by definition bounded from below, i.e., σ(B) ∈ [cB,∞), for cB according to (1.8)
and the spectrum has an accumulation point at ∞. As the spectral values of the
inverse B−1 are the reciprocal of of those of B, its spectrum is bounded from above,
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i.e., σ(B−1) ∈ (0, 1/cB] with an accumulation point at zero. Therefore B−1 and G as
its (fractional) power are positive semi-definite and bounded. Using the property
‖G‖ = sup
λ∈σ(G)
|λ|
for the operator norm in the space of bounded linear operators mapping on X, it
therefore follows, that
‖G(G+ αI)−1‖ = sup
λ∈σ(G)
∣∣ λi
λi + α
∣∣ ≤ 1 (3.17)
and
‖(G+ αI)−1‖ = sup
λ∈σ(G)
∣∣ 1
λi + α
∣∣ ≤ α−1 (3.18)
for α > 0.
The moment inequality (cf. [11, formula (2.49)]) states, that
‖(T ∗T )rx̃‖X ≤ ‖(T ∗T )qx̃‖
r
q
X‖x̃‖
1− r
q
X ,
holds for selfadjoint operators T and all q > r ≥ 0. Setting T̃ = T ∗T , this can be
rewritten as
‖T̃ rx̃‖X ≤ ‖T̃ qx̃‖
r
q
X‖x̃‖
1− r
q
X .
Applying this with r := θ, q:=1 and x̃ := G+ αI)−1x gives the following inequalities.
Unless otherwise noted, the norm applied is again the operator norm in the space
of bounded linear operators mapping on X, i.e., ‖G‖ = sup‖x‖X=1
‖Gx‖X
‖x‖X . The last
inequality utilizes properties (3.17) and (3.18).
‖Gθ(G+ αI)−1‖ = sup
‖x‖X=1
‖Gθ(G+ αI)−1x‖
≤ sup
‖x‖X=1
(
‖G(G+ αI)−1x‖θX ‖(G+ αI)−1x‖1−θX
)
≤
(
sup
‖x‖=1
‖G(G+ αI)−1x‖θX
) (
sup
‖x‖=1
‖(G+ αI)−1x‖1−θX
)
= ‖G(G+ αI)−1‖θ ‖(G+ αI)−1‖1−θ ≤ 1θ · αθ−1 = αθ−1,
for α > 0 and 0 < θ ≤ 1.
(3.19)
The following assertions are an application of the previously cited Banach-Steinhaus
theorem and a key ingredient to the proof. Theorem 3.11 will be applied to operators of
the form α1−θGθ(G+ αI)−1 for fixed θ and it will be shown that α1−θGθ(G+ αI)−1x
converges (pointwise) to zero, as α tends to zero.
Condition (ii) is an immediate consequence of (3.19):
sup
α
‖αθ−1Gθ(G+ αI)−1‖ ≤ αθ−1α1−θ = 1.
24 Chapter 3. Convergence and rate results for oversmoothing penalties
To show condition (i) of Theorem 3.11 recall again, that G is selfadjoint and positive
semidefinite. Therefore its fractional powers are well defined, further the range of Gq is
dense in X, i.e., R(Gq) = X for all q. Choose 0 ≤ θ < 1 and q>0, such that θ + q ≤ 1.
For arbitrary u ∈ R(Gq)
α1−θ‖Gθ(G+ αI)−1u‖X = α1−θ‖Gθ(G+ αI)−1Gqv‖X
= αq‖v‖X
≤ αq‖v‖X → 0 for α→ 0
(3.20)
holds. Here, the first equality utilizes the definition of u, while the second one applies
property (3.19), replacing θ with θ + q. As a consequence, condition (ii) is fulfilled
and we apply the Banach-Steinhaus theorem to show (pointwise) convergence of
α1−θGθ(G+ αI)−1 → 0 as α→ 0 for fixed θ, 0 ≤ θ < 1. Note again, that Gq is dense
in X for all q>0 and therefore q can always be chosen accordingly for fixed θ < 1.
It follows from expression (3.10) using property (3.19) with θ = 0, that
‖zα − x†‖X = ‖α(G+ αI)−1x†‖X = α‖G0(G+ αI)−1x†‖X = o(1).
The same principle can be applied to (3.11) with θ = a2a+s , which yields
‖B−a(zα − x†)‖X = α‖Ga/(2a+2)[(G+ αI)−1x†]‖X = o(α
a
2a+2 )
and again to (3.12) with θ = 2a+12a+2 , which in turn yields
‖Bzα‖X = ‖G(2a+1)/(2a+2)[(G+ αI)−1x†]‖X = o(α−
1
2a+2 ).
The asymptotic behaviour of (3.14), (3.15) and (3.16) as well as the functions f1, f2
and f3 follows immediately as
f1(α) = ‖α(G+ αI)−1x†‖X
f2(α) = α
−a/(2a+2)‖Ga/(2a+2)[α(G+ αI)−1x†]‖X ,
and
f3(α) = α
−(2a+1)/(2a+2)‖G(2a+1)/(2a+2)[α(G+ αI)−1]x†‖X .
Lemma 3.13. There is a function f4(α) satisfying (3.13), such that for all α > 0 and
δ > 0 the inequality
max{‖F (xδα)− yδ‖Y ,
√
α‖xδα‖X} ≤ f4(α)α
a
2a+a + δ (3.21)
holds.
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Proof. At first consider α small enough, i.e., 0 < α ≤ α0. In this case zα ∈ D(F ), due
to property (3.10) and x† being an interior point of D(F ). Thus the inequality chain
(‖F (xδα)− yδ‖2Y + α‖xδα‖21)1/2 ≤ (‖F (zα)− yδ‖2Y + α‖zα‖21)1/2
≤ ‖F (zα)− yδ‖Y +
√
α‖zα‖1
≤ ‖F (zα)− y‖Y +
√
α‖zα‖1 + δ
exploiting the Tikhonov property in the first step, holds. The first term on the right
hand side can in turn be estimated using the nonlinearity constraint (Assumption 3.1)
and property (3.15) as
‖F (zα − x†)‖Y ≤ K‖zα − x†‖−a ≤ Kf2(α)α
a
2a+2 .
In a similar fashion, the second term on the right hand side can be estimated using
property (3.16):
√
α‖zα‖1 ≤ f3(α)α
a
2a+2 .
This in turn gives the function
f4(α) := Kf2(α) + f3(α)
for α ≤ α0. For α0 > α the estimate
(‖F (xδα)− yδ‖2Y + α‖xδα‖21)1/2 ≤ ‖F (0)− yδ‖Y ≤ ‖F (0)− y‖Y + δ
holds, again using the Tikhonov property in the first inequality. Therefore define
f4(α) :=
‖F (0)− yδ‖Y
α
a
2a+2
Corollary 3.14. There is a function f5(α) satisfying (3.13) and a constant K1 > 0,
such that for all α > 0 and δ > 0 the inequality
‖xδα − x†‖−a ≤ f5(α)α
a
2a+a +K1δ
holds.
Proof. Using the nonlinearity constraint and Lemma 3.13 is follows, that
K‖xδα − x†‖−a ≤ ‖F (xδα)− y‖Y ≤ F (xδα)− yδ‖Y + δ ≤ f4(α)α
a
2a+2 + 2δ.
Setting f5(α) := f4(α)/K and K1 := 2/K completes the proof.
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Proposition 3.15. There is a function f9(α) satisfying (3.13) and a constant K2 > 0,
such that for all α > 0 and δ > 0
‖xδα − x†‖X ≤ f9(α) +K2
δ
αa/(2a+a)
(3.22)
holds.
Proof. Using the triangle inequality and (3.14) is follows, that
‖xδα − x†‖X ≤ ‖xδα − zα‖X + ‖zα − x†‖X = ‖xδα − zα‖X + f1(α) (3.23)
With interpolation arguments (cf. [11, formula (2.49) or (8.23)]) is follows, that
‖xδα − zα‖X ≤ ‖xδα − zα‖
1/(a+1)
−a ‖xδα − zα‖
a/a+1
1 . (3.24)
The first argument on the right hand side can again be estimated using the triangle
inequality, as well as (3.15) and Corollary 3.14. Setting f6(α) := f2(α) + f5(α) gives
‖xδα − zα‖−a ≤ ‖xδα − x†‖−a + ‖zα − x†‖−a
≤ f2(α)α
a
2a+2 + f5(α)α
a
2a+2 +K1δ
= f6(α)α
a
2a+2 +K1δ.
Similarly, using (3.16) and Corollary 3.13, while setting f7(α) := f3(α) + f4(α), we
receive
‖xδα − zα‖1 ≤ ‖xδα‖1 + ‖zα‖1
≤ α−1/2f4(α)α
a
2a+2 + α−1/2f3(α)α
a
2a+2 + α−1/2δ
= α−1/2(f7(α)α
a
2a+2 + δ).
Introducing f8(α) := max{f6(α), f7(α)} and K2 := max{K1, 1} to (3.3) yields
‖xδα − zα‖ ≤
(
f6(α)α
a
2a+2 +K1δ
) 1
a+1
(α−1/2
(
f7(α)α
a
2a+2 + δ)
) a
a+1
≤
(
f8(α)α
a
2a+2 +K2δ
) 1
a+1
(
α−1/2(f8(α)α
a
2a+2 +K2δ)
) a
a+1
= α−
a
2a+2
(
f8(α)α
a
2a+2 +K2δ
)
= f8(α) +K2
δ
αa/(2a+2)
.
Setting f9(α) := f1(α) + f8(α) and (3.23) gives the assertion of the proposition and
completes the proof:
‖xδα − x†‖X ≤ ‖xδα − zα‖X + f1(α)
= f1(α) + f8(α) +K2
δ
αa/(2a+2)
= f9(α) +K2
δ
αa/(2a+2)
.
(3.25)
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The subsequent theorem then follows as an immediate consequence from the results
above. Recall, that f9(α) = o(1) for α→ 0.
Theorem 3.16 ([30, Theorem 1]). For any a-priori parameter choice α = α(δ)
and any a posteriori parameter choice α = α(δ, yδ) the regularized solutions xδα con-
verge in the norm of the Hilbert space X to the exact solutions x† for δ → 0, i.e.,
limδ→0 ‖xδα − x†‖X = 0, whenever
α→ 0 and δ
αa/(2a+2)
→ 0 for δ → 0. (3.26)
Remark 3.17. In the proof of Theorem 3.16 both inequalities of the nonlinearity
constraint were used. Moreover it was utilized, that x† is an interior point of D(F ).
Note again, that no assumption on the smoothness of the exact solution was required.
3.4 A-priori parameter choice
Consider the Hölder-type a priori parameter choice
α∗ = α(δ) ∼ δκ (3.27)
for varying exponents κ. Convergence takes place for a range of κ which is stated in
the following propositon.
Proposition 3.18. For the a priori choice (3.27) of the regularization parameter
α > 0, the condition (3.26) in Theorem 3.16 holds if and only if 0 < κ < 2 + 2a .
The κ−interval for which convergence takes place can then be separated into three
subcases.
Case Distinction 3.19.
(i): 0 < κ < 2 with
α∗ → 0 and
δ2
α∗
→ 0 as δ → 0. (3.28)
(ii): κ = 2 with two constants c and c such that
α∗ → 0 and 0 < c ≤
δ2
α∗
≤ c <∞ for all δ > 0. (3.29)
and
(iii): 2 < κ < 2 + 2a with
α∗ → 0 and
δ2
α∗
→∞ as δ → 0. (3.30)
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It is crucial to understand, that the results leading up to and including Theorem 3.16
are not using any smoothness assumption on x†. Therefore they guarantee convergence
of the regularized to the exact solutions for δ → 0 in all three subcases. For case (iii),
i.e., with oversmoothing penalties, this is substantial progress. Previously assumptions
on the smoothness of x† had to be made and convergence followed as a consequence
of convergence rates. However, the proofs require the presence of the nonlinearity
constraint given by Assumption 3.1. For case (i) and if x† ∈ D(B), which means the
penalties are not oversmoothing, this nonlinearity constraint is not required at all. In
fact, condition (3.28), i.e.,
α∗ → 0 and
δ2
α∗
→ 0 as δ → 0.
is stronger than Theoreom 3.16 and always sufficient to obtain convergence. In the
borderline case (ii), with α∗(δ) = δ2, x† ∈ X1, where condition 3.28 is violated only the
left hand inequality of the nonlinearity constraint, i.e., a conditional stability estimate,
is required. The question whether convergence takes place for κ > 2 + 2a remains open
and will be discussed in Subsection 4.2.5.
Remark 3.20. Note the connection between the a priori parameter choice (3.2) and
Case Distinctions 2.1 and 3.19, respectively: For exact solutions with smoothness p>1,
which corresponds to to case (i), i.e., the classical case, the exponent in (3.2) remains
between zero and two. For p=1, i.e., case (ii), the exponent becomes two. For 0 ≤ p < 1,
i.e., subcase (iii), the exponent κ in (3.2) remains in the interval κ ∈ (2, 2 + 2a ].
3.5 Convergence under the discrepancy principle
Now we turn to convergence assertions, provided that the regularization parameter
α > 0 is selected according to the discrepancy principle (4.18) with prescribed constant
C > 1. Main ideas of the proof are outlined along the lines of [30, Theorem 4.9], where
a sequential discrepancy has been considered.
Theorem 3.21. Under Assumption 3.3 let there exist, for a sequence {δn} of positive
noise levels with limn→∞ δn = 0 and all admissible noisy data yδn ∈ Y obeying
‖yδn − y‖Y ≤ δn, regularization parameters αn := αDP (δn, yδn) > 0 satisfying the
discrepancy principle
‖F (xδnαn)− y
δn‖Y = C δn (3.31)
for a prescribed constant C > 1. Then we have
lim
n→∞
αn = 0 (3.32)
and convergence as
lim
n→∞
‖xδnαn − x
†‖X = 0. (3.33)
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Proof. First we show that (3.32) always takes place for oversmoothing penalties with
x† /∈ D(B) = X1. To construct a contradiction, we assume that lim infn→∞ an > 0.
Since 0 ∈ D as a consequence of item (a) of Assumption 3.3, we have T δnαn(x
δn
αn) ≤
T δnαn(0). Thus αn ‖x
δn
αn‖
2
1 ≤ ‖F (0) − yδn‖2Y ≤ 2(‖F (0) − y‖2Y + δ2n), which means
that ‖xδnαn‖1 = ‖Bx
δn
αn‖X . Using (1.8) we follow, that ‖x
δn
αn‖X is uniformly bounded
from above for all n ∈ N. As a consequence we receive weak convergences in X as
x
δnk
αnk
⇀ x̃ ∈ X and Bxδnαn ⇀ ˜̃x ∈ X for subsequences x
δnk
αnk
as k → ∞. Since the
operator B is weakly sequentially closed, we therefore receive x̃ ∈ D(B) and for F
weakly sequentially continuous (cf. item (a) of Assumption 3.3) also F (xδnkαnk ) ⇀ F (x̃).
Now using equation (3.31) we derive that ‖F (xδnkαnk ) − F (x
†)‖Y → 0 as k → ∞ and
consequently F (x̃) = F (x†). Hence the left-hand inequality of then nonlinearity
constraint (3.3) yields x̃ = x†, which contradicts the assumption x† /∈ D(B) and proves
the property (3.32) of the regularization parameter choice. Secondly, we prove the
convergence property (3.33). From [30, Lemma 3.2] we know that
‖F (xδnαn)− y
δn‖Y ≤ ψ(αn)αa/(2a+2)n + δn
for some function ψ : [0,∞)→ [0,∞) satisfying the limit condition lim
α→0
ψ(α) = 0, for
sufficiently small αn > 0 and arbitrary δn > 0. In combination with ‖F (xδnαn)− y
δn‖Y = C δn,
this yields the estimate
δn
α
a/(2a+2)
n
≤ ψ(αn)
C − 1
→ 0 as n→∞,
assuming the condition (3.32), which implies limn→∞ ψ(αn) = 0, holds. Now Theo-
rem 3.16 applies which completes the proof.
Remark 3.22. In the case of non-oversmoothing penalties, the limit condition (3.32)
represents the canonical situation for the regularized solutions. The non-existence of
αDP from (3.31) and the violation of (3.32) only occur in exceptional cases. For the
sequential variant of the discrepancy principle the case lim infn→∞ an > 0 is discussed
in [32] within the context of the exact penalization veto.
3.6 Low order convergence rates
As outlined in Section 3.2 and the references therein, convergence rate results were
up to this point always tied to power type source conditions. Although necessary
conditions for convergence itself and convergence under a priori paramater choice
and the discrepancy principle have been established in absence of any smoothness
assumption in Sections 3.3, 3.4 and 3.5 respectively, convergence rates are yet unclear.
The following section closes this gap, again based on [30], but elaborating considerably.
Even if no power type source condition exists, there is at least a source condition of
lower order for any given exact solution x† (see e.g., [33]). This means, for every x†
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there exists an index function ϕ and a source element w ∈ X, such that
x† = ϕ(G)w (3.34)
holds. Under this source condition, low order convergence rates will be derived. It is
also crucial to understand, that due to the source condition we are now considering
oversmoothing penalties, i.e., we are operating in case (c) of Case distinction 2.1.
A preliminary result is the following Lemma, which corresponds to Propostion 3.3,
subcase (a) in [34].
Lemma 3.23. Let ϕ be an index function. If ϕ(t)/t is non-increasing for 0 < t ≤ t
with some constant t ∈ (0, ‖G‖], then there are positive constants C and α such that
sup
0<λ≤‖G‖
αϕ(λ)
λ+ α
≤ Cϕ(α) (3.35)
holds for 0 < α ≤ α.
A consequence of this is the following Corollary.
Corollary 3.24. Let ϕ be an index function, such that tη/ϕ(t) is strictly increasing
for every exponent η > 0 and sufficiently small t>0. Then for each 0 ≤ θ < 1 there
are positive constants C and α such that
sup
0<λ≤‖G‖
αλθϕ(λ)
λ+ α
≤ Cαθϕ(α) (3.36)
holds for 0 < α ≤ α.
Proof. From the prerequisite that tη/ϕ(t) is strictly increasing for every exponent
η > 0 and sufficiently small t>0, it follows that the reciprocal ϕ(t)/tη is non-increasing.
For appropriate exponents η = 1 − θ, with 0 ≤ θ < 1 and therefore 1 − θ > 0 the
quotient
ϕ(t)
t1−θ
=
tθϕ(t)
t
(3.37)
is also non-increasing for sufficiently small t>0. As a consequence of this, Lemma 3.23
can be applied to functions tθϕ(t).
Theorem 3.25. Assume the source condition (3.34) is satisfied. Further assume that
the index function ϕ has a quotient function tη/ϕ(t) for every η > 0, which is strictly
increasing for sufficiently small t>0. Then the error estimate
‖xδα − x†‖X ≤ K0ϕ(α) +K2
δ
αa/(2a+2)
(3.38)
holds for all δ > 0 and sufficiently small α with some K0,K2 > 0 according to (3.25).
Proof. Essential element of the proof are estimations of the functions f1, f2 and
f3 According to Lemma 3.12 under the source condition (3.34) using the result of
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Corollary 3.24. For f1 this yields
f1(α) =‖α(G+ αI)−1x†‖X
=‖α(G+ αI)−1ϕ(G)w‖X
≤‖α(G+ αI)−1ϕ(G)‖X‖w‖X
≤C‖w‖Xϕ(α)
=O(ϕ(α)).
The second equality exploits the source condition, while latter inequality utilizes the
assertion of Corollary 3.24:
‖α(G+ αI)−1ϕ(G)‖ = sup
0<λ≤‖G‖
αϕ(λ)
λ+ α
≤ Cϕ(α).
The same asymptotic behaviour can be determined for f2 in a similar fashion:
f2(α) =α
−a/(2a+2)‖Ga/(2a+2)[α(G+ αI)−1x†]‖X
=α−a/(2a+2)‖Ga/(2a+2)[α(G+ αI)−1ϕ(G)w]‖X
≤α−a/(2a+2)‖Ga/(2a+2)[α(G+ αI)−1ϕ(G)]‖X‖w‖X
≤α−a/(2a+2)Cαa/(2a+2)‖w‖Xϕ(α)
=C‖w‖Xϕ(α)
=O(ϕ(α)).
Here Corollary 3.24 holds with θ = a/(2a+ 2) and therefore the estimation
‖αGa/(2a+2)(G+ αI)−1ϕ(G)‖ = sup
0<λ≤‖G‖
αλa/(2a+2)ϕ(λ)
λ+ α
≤ Cαa/(2a+2)ϕ(α)
holds. The same principle applies again for f3:
f3(α) =α
−(2a+1)/(2a+2)‖G(2a+1)/(2a+2)[α(G+ αI)−1x†]‖X
=α−(2a+1)/(2a+2)‖G(2a+1)/(2a+2)[α(G+ αI)−1ϕ(G)w]‖X
≤α−(2a+1)/(2a+2)‖G(2a+1)/(2a+2)[α(G+ αI)−1ϕ(G)]‖X‖w‖X
≤α−(2a+1)/(2a+2)Cα(2a+1)/(2a+2)‖w‖Xϕ(α)
=C‖w‖Xϕ(α)
=O(ϕ(α)).
This time Corollary 3.24 holds with θ = (2a+ 1)/(2a+ 2) and therefore the estimation
‖αG(2a+1)/(2a+2)(G+αI)−1ϕ(G)‖ = sup
0<λ≤‖G‖
αλ(2a+1)/(2a+2)ϕ(λ)
λ+ α
≤ Cα(2a+1)/(2a+2)ϕ(α).
In order to complete the proof, we need to derive, that f9 = O(ϕ(α)), i.e., there is
a positive constant K0, such that f9(α) = K0ϕ(α) for sufficiently small α. Recall
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therefore the proofs leading up to and including Proposition 3.15. In the proof of
Lemma 3.13, f4 is defined as a linear combination of f2 and f3. As mentioned
following (3.13), f4 therefore retains the asymptotic behaviour of f2 and f3, i.e.,
f4 = O(ϕ(α)) for small α. The same argument holds now multiple times, as f5 is a
linear combination of f4 in Corollary 3.14, f6 is the sum of f2 and f5, f7 the sum of
f3 and f4, f8 the maximum of f6 and f7 and finally f9 the sum of f1 and f8, with the
latter all being established in the proof of Proposition 3.15. This ensures the desired
asymptotic for f9 and completes the proof.
Definition 3.26. We call an index function ϕ low-order-type index function if for all
η > 0 constants C>0 and t > 0 exist such that
tη ≤ Cϕ(t) (3.39)
holds for 0 < t ≤ t.
Remark 3.27. From (3.39) it follows immediately, that the asymptotic
K1t
η +K2ϕ(t) = O(ϕ(t)) (3.40)
holds for t→ 0 and all η > 0.
Proposition 3.28. Consider an index function ϕ. If the quotient function tη/ϕ(t) is
non-decreasing for all η > 0 and sufficiently small t, i.e., for 0 < t ≤ t, then ϕ is of
low-order-type in the sense of Definition 3.26.
Proof. For given η > 0 set C := t
η
ϕ(t)
. As tη/ϕ(t) is non-decreasing it follows, that
tη
ϕ(t)
≤ t
ϕ(t)
for 0 < t ≤ t. Applying the choice of C yields
tη ≤ t
ϕ(t)
ϕ(t) = Cϕ(t).
Proposition 3.28 establishes, that index functions satisfying the requirements of
Theorem 3.25 are indeed of low-order type in the sense of Definition 3.26. Note that
the opposite assertion does not hold in general.
Proposition 3.29. Consider index functions ϕκ(t) = (log(1t ))
−κ with fixed κ > 0.
Then for every η > 0 exists a t > 0, such that the quotient function t
η
ϕκ(t)
is strictly
increasing - and therefore in particular non-decreasing - for 0 < t ≤ t.
Proof. It needs to be shown, that tη(log(1t ))
κ is strictly increasing for 0 < t ≤ t. Note
that the constant t depends on the particular choice of η. We rewrite the initial
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expression as
tη(log(
1
t
))κ = (tη/κ log(
1
t
))κ = (tξ log(
1
t
))κ,
with ξ = η/κ. As g(t) = tκ strictly increasing for all κ > 0 and all t>0, it remains to
show, that f(t) := tξ log(1t ) is (strictly) increasing for all ξ > 0 and small t, which is
the case if f ′(t) > 0. f ′(t) > 0 can be obtained via derivation as
f ′(t) =ξtξ−1 log(
1
t
+ tξt(− 1
t2
)
=ξtξ−1 log(
1
t
)− tξ−1
=tξ−1(ξ log(
1
t
)− 1).
As tξ−1 > 0 it remains to determine under which condition ξ log(1t )− 1 > 0:
ξ log(
1
t
)− 1 > 0
holds if
log(
1
t
) >
1
ξ
and hence
0 < t < e−1/ξ.
Therefore set t < e−1/ξ.
It is crucial to understand, that the constant t is determined by the particular
choice of η and therefore ξ. Small η and hence small ξ will lead to small t.
Remark 3.30. A consequence of the above Proposition is, that ϕκ is of low-order
type and that
K1t
η +K2ϕκ(t) = O(ϕκ(t))
for t→ 0 in the sense of Remark 3.27.
Corollary 3.31. Consider the setting of Theorem 3.25. Set ψ(α) := ϕ(α)αa/(2a+2)
and α∗ = α(δ) := ψ−1(δ). Then the we have the convergence rate
‖xδα∗ − x
†‖X = O
(
ϕ(ψ−1(δ))
)
as δ → 0. (3.41)
Proof. Under Theorem 3.25 the estimate
‖xδα − x†‖X ≤ K0ϕ(α) +K2
δ
αa/(2a+2)
holds. The essence of the proof is then to ensure, that the terms on the right hand side
are ’balanced’ except for constants and therefore have the same asymptotic behaviour
for small δ. Thus we set
ϕ(α) = C
δ
αa/(2a+2)
,
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with some constant C. We then set
ψ(α) := ϕ(α)αa/(2a+2) = Cδ,
which through inversion gives the parameter choice rule
α∗ = α(δ) := ψ
−1(δ).
(3.41) then follows immediately:
‖xδα − x†‖X ≤K0ϕ(α) +K2
δ
αa/(2a+2)
=K0ϕ(α) +K2ϕ(α)
=K0ϕ(ψ
−1(δ)) +K2ϕ
(
ψ−1(δ)
)
=O
(
ϕ(ψ−1(δ))
)
.
The parameter choice introduced in the corollary above is such, that both terms
on the right hand side have the same asymptotic. Therefore the source condition and
ϕκ imply a parameter choice rule, given by ψ−1. The following example now considers
a priori parameter choice according to (3.27), while keeping Case Distinction 3.19 in
mind. It is crucial to understand, that these are two different and unrelated parameter
choice rules.
Example 3.32. Consider a source condition (3.34) with index function ϕ(t) =
(− log(t))κ. As a consequence of Proposition 3.28 and Proposition 3.29, Theorem 3.25
applies and the estimate
‖xδα − x†‖X ≤ K0(− log(α))−κ +K2
δ
αa/(2a+2)
holds. For a priori parameter choice α∗ = α(δ) ∼ δν , 0 < ν < 2 + 2a this results in the
logarithmic convergence rate
‖xδα − x†‖X = O
(
(− log(δν))−κ
)
= O
(
(− log(δ))−κ
)
3.7 Convergence rates for Hölder type source conditions
Naturally, the question arises, whether Hölder type source conditions of the form
x† = B−pw (3.42)
and hence x† ∈ Xp can be adapted to the form (3.34) and therefore the assertions of
Section 3.6 remain true. With B = G−
1
2a+2 this can be rewritten as
x† = G
p
2a+2w, (3.43)
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which is a source condition of type (3.34) with index function ϕ(t) = t−
p
2a+2 . In the
present form this is not the case. In order for Theorem 3.25 to apply, tη/ϕ(t) has to
be strictly increasing for small t and all η > 0. With this particular index function the
respective quotient function can be written as
tη
t
p
2a+2
= tη−
p
2a+2 .
This is in fact decreasing - in particular on an arbitrarily small interval near zero - if
the exponent is smaller than zero, i.e., when
η − p
2a+ 2
< 0,
which is the case if
η <
p
2a+ 2
.
Recall that a is positive. This means, for every p > 0, there is an η > 0, such that
η < p2a+2 and hence the requirements of Theorem 3.25 are not fulfilled and it can not
be applied to Hölder type source conditions.
An alternative proof for this situation, taking the results of [30] into account, has been
introduced in [2] and will be given in the following.
Theorem 3.33. Assume a source condition of type (3.42) is available, i.e., x† ∈ Xp
for 0 < p < 1. Under the a priori parameter choice
α∗ = α(δ) ∼ δ
2(a+1)
a+p (3.44)
we receive the convergence rate
‖xδα∗ − x
†‖X = O
(
δ
p
a+p
)
as δ → 0. (3.45)
Proof. This proof extends Theorem 3.25 to the case of appropriate power-type functions
ϕ. Recall therefore the construction of the of the minimizers zα as
zα = x
† − α(G+ αI)−1x†.
Further recall the statements (3.10), (3.11) and (3.11) as well as their asymptotic
behaviour established in Lemma 3.12 using the functions f1, f2 and f3:
f1(α) = ‖zα − x†‖X = o(1),
f2(α)α
a/(2a+2) = ‖B−a(zα − x†)‖X
with f2(α) = o(1) and
f3(α)α
−1/(2a+2) = ‖Bzα‖X
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again with f3(α) = o(1) as α→ 0. Applying the source condition (3.43) as well as the
inequality (3.19) with θ = p2a+p gives the following asymptotic for f1:
f1(α) =‖α(G+ αI)−1x†‖X
=‖α(G+ αI)−1Gp/(2a+p)w‖X
≤α‖Gp/(2a+p)(G+ αI)−1‖X‖w‖X
≤α αp/(2a+p)−1‖w‖X
=αp/(2a+p)‖w‖X
=O(αp/(2a+2))
The same principle applies to f2, here with θ = a+p2a+p :
f2(α) =α
−a/(2a+2)‖Ga/(2a+2)[α(G+ αI)−1x†]‖X
=α−a/(2a+2)‖Ga/(2a+2)[α(G+ αI)−1Gp/(2a+p)w]‖X
≤α−a/(2a+2) α ‖G(a+p)/(2a+2)(G+ αI)−1‖X‖w‖X
≤α−a/(2a+2) α α(a+p)/2a+2)−1‖w‖X
=O(αp/(2a+2))
The equivalent estimation is used again for f3, this time with θ = a+p+12a+p :
f3(α) =α
−(2a+1)/(2a+2)‖G(2a+1)/(2a+2)[α(G+ αI)−1]x†‖X
=α−(2a+1)/(2a+2)‖G(2a+1)/(2a+2)[α(G+ αI)−1]Gp/(2a+p)w‖X
≤α−(2a+1)/(2a+2) α ‖G(2a+p+1)/(2a+2)(G+ αI)−1‖X‖w‖X
≤α−(2a+1)/(2a+2) α α(2a+p+1)/(2a+2)−1‖w‖X
=αp/(2a+2)‖w‖X
=O(αp/(2a+2))
With the asymptotic behaviour of f1, f2 and f3 established, the remainder follows
along the line of the proof of Theorem 3.25. f9 is again obtained from f1, f2 and
f3 via linear combinations or maximum-building and hence retains their asymptotic
behaviour, i.e., f9(α) = O(αp/(2a+2)). The error estimate
‖xδα − x†‖X ≤ K αp/(2a+2) +K
δ
αa/(2a+2)
(3.46)
with constants K,K > 0, which is valid for all δ > 0 and sufficiently small α > 0 is
an immediate consequence. We now consider this expression under the parameter
choice (3.44):
‖xδα − x†‖X ≤ K3 δ
2(a+1)
(a+p)
· p
2a+2 +K4
δ
δ
2(a+1)
a+p
· a
2a+2
. (3.47)
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Note, that K and K have been replaced with K3,K4 > 0 to account for the constant
from the a priori parameter choice. Simplification then gives
‖xδα − x†‖X ≤K3 δ
p
a+p +K4 δ
1− a
a+p
=K3 δ
p
a+p +K4 δ
p
a+p
=O
(
δ
p
a+p
) (3.48)
and thus the desired asymptotic.
In this section we established up to this point, that Theorem 3.25 is not applicable
for source conditions of type (3.42), which was emphasized with a counterexample.
Subsequently an alternative approach was presented to overcome these shortcomings.
In fact, the requirements of Theorem 3.25 can be relaxed, such that it also applies to
source conditions of type (3.42). In order to do so it is crucial to recall the key elements
of the proof, as well as Lemma 3.23 and Corollary 3.24. Corollary 3.24 enables us to
use Lemma 3.23 on index functions of type tθϕ(t) for 0 ≤ θ < 1, i.e., it shows, that
the quotient functions tθϕ(t)/t are non-increasing for small t. When we consider the
error estimation of the functions f2 and f3 in the proof of Theorem 3.25 we see, that
only 0 < θ ≤ 2a+12a+2 are actually used. The case θ = 0 used with the estimation of
f1 is already considered by Lemma 3.23. This motivates the following Proposition,
which disregards the requirement, that tη/ϕ(t) is strictly increasing for small t. As a
consequence (3.38) also holds for source conditions of type (3.42) and yields Hölder
type convergence rates.
Corollary 3.34. Let ϕ be an index function, such that t1−θ/ϕ(t) is non-decreasing
for exponents 0 < θ ≤ 2a+12a+2 and sufficiently small t>0. Then, as a consequence of
Lemma 3.23, there are positive constants C and α such that
sup
0<λ≤‖G‖
αλθϕ(λ)
λ+ α
≤ Cαθϕ(α) (3.49)
for 0 < α ≤ α and 0 < θ ≤ 2a+12a+2 .
Proposition 3.35. Assume the source condition (3.34) is satisfied with ϕH(t) =
tp/(2a+2), 0 < p ≤ 1. Then the error estimate
‖xδα − x†‖X ≤ K0ϕH(α) +K2
δ
αa/(2a+a)
(3.50)
holds for all δ > 0 and sufficiently small α with some K0,K2 > 0. For the a priori
parameter choice
α∗ = α(δ) ∼ δ
2(a+1)
a+p (3.51)
this yields the convergence rate
‖xδα∗ − x
†‖X = O
(
δ
p
a+p
)
as δ → 0. (3.52)
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Proof. It remains to show, that t
1−θ
ϕH(t)
is non-decreasing for suitable θ. Then Corol-
lary 3.34 holds and the desired asymptotic follows as a consequence.
t1−θ
ϕH(t)
=
t1−θ
tp/(2a+2)
= t1−θ−p/(2a+2)
is non decreasing if and only if the exponent 1−θ−p/(2a+2) ≥ 0. Using the condition
0 < θ ≤ 2a+12a+2 this can be estimated as
1− θ − p
2a+ 2
≥ 1− 2a+ 1
2a+ 2
− p
2a+ 2
=
1− p
2a+ 2
.
For 0 < p ≤ 1
1− p
2a+ 2
≥ 0
which completes the first part of the proof. The second part follows along the line of
the proof of Theorem 3.33. Consider (3.50) with ϕH(t) = tp/(2a+2):
‖xδα − x†‖X ≤ K0 αp/(2a+2) +K2
δ
αa/(2a+2)
. (3.53)
This is in fact (3.46) and the remainder follows likewise.
Remark 3.36. Applying the technique of Corollary 3.31 to the situation with Hölder-
type source condition (i.e., (3.34) holds with ϕH(t) = tp/(2a+2), 0 < p < 1) and
monomial a priori parameter choice α∗ = α(δ) ∼ δκ results in
α∗ = α(δ) ∼ δ
2(a+1)
a+p .
Implicitly this can be seen from (3.47), but we derive it explicitly here.
‖xδα − x†‖X ≤ K0 αp/(2a+2) +K2
δ
αa/(2a+2)
.
holds and under the a priori choice becomes
‖xδα − x†‖X ≤K0 δpκ/(2a+2) +K2
δ
δaκ/(2a+2)
=K0 δ
pκ/(2a+2) +K2 δ
1−aκ/(2a+2)
It remains to find suitable κ, such that
pκ
(2a+ 2)
= 1− aκ
(2a+ 2)
,
which is exactly the case for κ = 2(a+1)a+p .
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Chapter 4
Oversmoothing penalties:
convergence rates and comparison
of different parameter choice rules
This chapter extends the results established in Chapter 3. The numerical results
complement and extend the previously presented analytical results. Section 4.1 intro-
duces two particular inverse problems and their properties with special focus on the
nonlinearity constraint of Assumption 3.1. Section 4.2.1 introduces test cases depend-
ing on which the question is addressed, whether the a priori parameter choice (3.2)
coincides with the discrepancy principle. Section 4.2.2 shows that the nonlinearity
constraint of Assumption 3.1 is an essential requirement to establish convergence and
incorrect localization will prevent convergence for vanishing data noise. Section 4.2.3
investigates the situation, where penalty term and exact solution possess the same
smoothness. Section 4.2.4 considers exact solutions with low order smoothness. Sec-
tion 4.2.5 considers a priori parameter choice in light of Case Distinction 3.19 and
particularly addresses the open question, whether convergence takes place for α ∼ δκ
with exponents κ > 2 + 2a . Section 4.2.5 concludes the Chapter and compares different
parameter choice rules alongside the previously introduced test cases. Section 4.2.6
concludes the chapter. Parameter choice using the balancing principle is introduced
and a convergence result provided. The balancing principle is compared to other
parameter choice rule in the oversmoothing situation. Throughout the chapter, special
emphasize is placed on the categorization of the numerical case studies with respect to
Case Distinction 2.1.
4.1 Examples and properties
In the following, we introduce two nonlinear inverse problems of type (1.1) which will
be used throughout the chapter. In addition, we require two similar, but different
Hilbert scales as an application of Section 1.3 used as penalty in the minimization
problem (1.11) and as measure of the solution smoothness. On one hand, we consider
the standard Sobolev scale Hp(0, 1). For integer values of p ≥ 0, these function spaces
consist of functions whose p-th derivative is still in L2(0, 1). For real parameters of
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p > 0, the spaces can be defined by an interpolation argument [35]. Using Fourier-
analysis, one can define a norm in Hp(0, 1) via
‖x‖2Hp(0,1) :=
∫
R
(1 + |ξ|2)p |x̂(ξ)|2 dξ, (4.1)
where x̂ is the Fourier transform of x. Then x ∈ Hp(0, 1) if and only if ‖x‖Hp(0,1) <∞.
The Sobolev scale for p ≥ 0 does not constitute a Hilbert scale in the strict sense,
but for each 0 < p∗ < ∞ there is an operator B : L2(0, 1) → L2(0, 1) such that
{Xp}0≤p≤p∗ is a Hilbert scale [15]. This is not an issue in numerical experiments. Note
that the norm (4.1) is easy to implement and in particular allows a determination of
the solution smoothness. The reason why the Sobolev scale does not form a Hilbert
scale for arbitrary values of p lies in the boundary values. In order to generate a full
Hilbert scale {Xτ}τ∈R, we exploit the integration operator
[Jh](t) :=
∫ t
0
h(τ)dτ (0 ≤ t ≤ 1) (4.2)
of Volterra-type mapping in X = Y = L2(0, 1) and set
B := (J∗J)−1/2. (4.3)
Considering the Riemann-Liouville fractional integral operator Jp and its adjoint
(J∗)p = (Jp)∗ for 0 < p ≤ 1 we have that
Xp = D(Bp) = R((J∗J)p/2) = R((J∗)p),
cf. [36, 37, 38], and hence by [37, Lemma 8]
Xp =

Hp(0, 1) for 0 < p < 12
{x ∈ H
1
2 (0, 1) :
1∫
0
|x(t)|2
1−t dt <∞} for p =
1
2
{x ∈ Hp(0, 1) : x(1) = 0} for 12 < p ≤ 1
, (4.4)
where the fractional Sobolev spaces Hp(0, 1) occur. One can also show that
Xp = {x ∈ Hp(0, 1) : x(1) = 0} for 1 < p <
3
2
. (4.5)
On the other hand, it is well-known that X2 ⊂ Xp ⊂ X1 for 1 < p < 2 and that X2 is
characterized by
X2 = {x ∈ H2(0, 1) : x′(0) = 0, x(1) = 0} (4.6)
in an explicit manner, see for example [12, Beispiel 2.1.5]. We omit discussing higher
smoothness spaces here since we will not consider those in our examples. Note that
for 0 < p < 12 the Sobolev scale H
p(0, 1) and the Hilbert scale {Xp}p>0 induced by J
coincide.
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The following two assertions are preliminary requirements to investigate the properties
of the subsequent model problems.
Proposition 4.1. Suppose the operator F is continuously Fréchet differentiable in
Br(x†) ∈ D(F ), r>0, with Fréchet derivative F ′(x). If constants 0 < ga ≤ Ga <∞
and 0 < ka ≤ K <∞ exist such that
ga‖B−ah‖X ≤ ‖F ′(x†)h‖Y ≤ Ga‖B−ah‖X ∀h ∈ X, (4.7)
and
ka‖F ′(x†)(x− x†)‖Y ≤‖F (x)− F (x†)‖Y
≤Ka‖F ′(x†)(x− x†)‖Y ∀x ∈ Br(x†),
(4.8)
then the nonlinearity constraint in Assumption 3.1 holds with constants K = gaka and
K = GaKa.
Proof. Setting h := x−x† in inequality (4.7) and using the notation ‖B−ax‖X = ‖x‖−a
yields
ga‖x− x†‖−a ≤ ‖F ′(x†)(x− x†)‖Y ≤ Ga‖x− x†‖−a.
Together with (4.8) this yields
kaga‖x− x†‖−a ≤ ka‖F ′(x†)(x− x†)‖Y
≤ ‖F (x)− F (†)‖Y
≤ Ka‖F ′(x†)(x− x†)‖Y ≤ KaGa‖x− x†‖−a
(4.9)
and therefore the assertion.
Corollary 4.2. Assume the operator F is continuously Fréchet differentiable in
Br(x†) ∈ D(F ) with r>0. If the tangential cone condition
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y ≤ η‖F (x)− F (x†)‖Y (4.10)
holds for all x ∈ Br(x†) then the two sided inequality (4.8) holds with ka = 11+η and
Ka =
1
1−η .
Proof. Assume the tangential cone condition
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y ≤ η‖F (x)− F (x†)‖Y
holds. Using the triangle inequality, this gives
‖F (x)− F (x†)‖Y − ‖F ′(x†)(x− x†)‖Y ≤ η‖F (x)− F (x†)‖Y
and therefore
‖F (x)− F (x†)‖Y ≤
1
1− η
‖F ′(x†)(x− x†)‖Y
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which yields the right inequality of (4.8) with Ka = 11−η .
The left inequality can be shown in a similar fashion:
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y ≤ η‖F (x)− F (x†)‖Y
gives
‖F ′(x†)(x− x†)− (F (x)− F (x†))‖Y ≤ η‖F (x)− F (x†)‖Y .
Using the triangle inequality again, we receive
‖F ′(x†)(x− x†)‖Y − ‖F (x)− F (x†)‖Y ≤ η‖F (x)− F (x†)‖Y
and therefore
1
1 + η
‖F ′(x†)(x− x†)‖Y ≤ ‖F (x)− F (x†)‖Y .
Model Problem 4.3. The exponential growth model of this example has previously
been discussed in the literature (cf, e.g., [39, Section 3.1]). Further details and
properties can be found in [40].
To identify the time dependent growth rate x(t) (0 ≤ t ≤ T ) of a population we use
observations y(t) (0 ≤ t ≤ T ) of the time-dependent size of the population with initial
size y(0) = y0 > 0, where the O.D.E. initial value problem
y′(t) = x(t) y(t) (0 < t ≤ T ), y(0) = y0,
is assumed to hold. For simplicity set T := 1 and consider the space setting X = Y :=
L2(0, 1). Then the nonlinear forward operator F : x 7→ y maps in the real Hilbert
space L2(0, 1) as
[F (x)](t) = y0 exp
(∫ t
0
x(τ)dτ
)
(0 ≤ t ≤ 1), (4.11)
with full domain D(F ) = L2(0, 1) and with the Fréchet derivative
[F ′(x)h](t) = [F (x)](t)
∫ t
0
h(τ)dτ (0 ≤ t ≤ 1, h ∈ X).
There is some constant K̂ > 0 such that for all x ∈ X the inequality
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y ≤ K̂ ‖F (x)− F (x†)‖Y ‖x− x†‖X (4.12)
is valid (cf. [23, Example 5]). This in turn guarantees that a tangential cone condition
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y ≤ η‖F (x)− F (x†)‖Y (4.13)
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holds with some 0 < η < 1 in D(F ) = Br(x†) for sufficiently small r>0 (cf. [25,
Example A.2]), where Br(x†) denotes a closed ball around x† with radius r. Recall
the construction of the Hilbert scale {Xτ}τ∈R generated by the operator B in (4.3).
As a consequence of (4.11) it follows that 0 < c ≤ F (x†) ≤ c ≤ ∞. As a consequence
of Proposition 4.1 and Corollary 4.2 we then conclude that the inequality chain in
Assumptions 3.1 holds with a=1 for this example.
Model Problem 4.4 (Autoconvolution). As a second problem we consider the
autoconvolution operator on the unit interval. In the space setting X = Y := L2(0, 1)
with full domain D(F ) = L2(0, 1) this is defined as
[F (x)](s) =
∫ s
0
x(s− t)x(t)dt (0 ≤ s ≤ 1). (4.14)
This operator and the associated nonlinear operator equation (1.1) with applications
in statistics and physics have been discussed early in the literature of inverse problems
(cf. [41]). Due to recent progress in laser optics the deautoconvolution problem was
comprehensively revisited (see, e.g., [42] and [43]). Even though F from (4.14) is a
non-compact operator, the Fréchet derivative
[F ′(x)h](s) = 2
∫ s
0
x(s− t)h(t)dt (0 ≤ s ≤ 1, h ∈ X)
is compact for all x ∈ X. Taking the Hilbert scale {Xτ}τ∈R based on the operator B
from (4.3) and the integral operator J from (4.2), we see for the specific solution
x†(t) = 1 (0 ≤ t ≤ 1) (4.15)
that
‖F ′(x†)h‖Y = 2‖Jh‖Y = 2‖B−1h‖X = ‖h‖−1 for all h ∈ X.
Unfortunately no estimate of the form (4.8) is available as estimates with F -differences
on the right-hand side are not known for the autoconvolution operator. However, as a
condition characterizing the nonlinearity of F the inequality
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y = ‖F (x− x†)‖Y ≤ ‖x− x†‖2X for all x ∈ X
is valid. Thus we receive for all x ∈ X and x† according to (4.15), that
‖x− x†‖−1 ≤
1
2
‖F (x)− F (x†)− F ′(x†)(x− x†)‖Y +
1
2
‖F (x)− F (x†)‖Y
≤ 1
2
‖F (x)− F (x†)‖Y +
1
2
‖x− x†‖2X .
Using the interpolation inequality (2.4) in the form
‖h‖2X ≤ ‖h‖−1‖h‖1 for all h ∈ X1
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we derive for x− x† ∈ X1 the inequality
‖x− x†‖−1 ≤
1
2
‖F (x)− F (x†)‖Y +
1
2
‖x− x†‖1‖x− x†‖−1
and, if moreover ‖x− x†‖1 ≤ κ < 2, even the conditional stability estimate
‖x− x†‖−1 ≤
1
2− τ
‖F (x)− F (x†)‖Y for all x− x† ∈ BX1τ (0). (4.16)
The estimate (4.16) can only unfold a stabilizing effect if approximate solutions x are
such that x− x† ∈ BX1τ (0) for some τ < 2. For x† from (4.15) with x†(1) = 1 6= 0 we
have x† /∈ X1, but regularized solutions x = xδα solving the extremal problem (1.11)
have by definition the property xδα ∈ X1, which implies that xδα − x† /∈ X1. This is
a pitfall, because convergence assertions for xδα as δ → 0 are missing in case (c) and
thus the behaviour of xδα remains completely unclear.
Model Problem 4.5 (Situation of x† according to case (b) of Case Distinction 2.1).
It is not straightforward to construct an example for case (b) of Case Distinction 2.1.
We base the construction on the observation that the series
∞∑
n=2
1
n(logn)2
is convergent.
The series
∞∑
n=2
nε
n(logn)2
on the other hand is divergent for all ε > 0, i.e., we have
∞∑
n=2
nε
n(logn)2
= ∞. In order to apply the previously introduced model problems and
Hilbert scale we employ the following integral formulation.
Lemma 4.6. The improper integral
∫∞
2
1
xη log2(x)
dx converges for η ≥ 1 and diverges
for η < 1.
Proof. ∫
1
xη log2(x)
dx = (1− η)E((1− η) log x)− x
1−η
log x
+ C,
C ∈ R, where E(z) :=
∫∞
z
e−t
t dt. The claim follows, as
lim
x→∞
(1− η)E((1− η) log x)− x
1−η
log x
=
0 η ≥ 1∞ η < 1 .
Hence, we construct exact solutions x† via their Fourier transform
x̂†(ξ) :=
0 |ξ| < 2( 1
|ξ|(log |ξ|)2(1+|ξ|2)p
) 1
2 |ξ| ≥ 2
(4.17)
to obtain, after an inverse Fourier transform, solutions x† ∈ Hp(0, 1). For arbitrarily
small ε > 0 x† /∈ Hp+ε(0, 1). In particular, for this x†, the Hp-norm in the Fourier
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domain (4.1) is given by
‖x†s‖2Hp :=
∫
R
1
|ξ|(log |ξ|)2
dξ <∞.
Since we have little control over the boundary values through this approach, we will
only consider the Hilbert scale induced by (4.3) for 0 < p < 12 .
4.2 Case studies
4.2.1 Numerical studies for Model Problem 4.3
We consider the forward operator F from (4.11) in the setting X = Y = L2(0, 1),
D(F ) = X. Recall, that Assumption 3.1 holds locally. It must be emphasized that this
applies even in an extended manner: there are finite constants K̂ > 0 for arbitrarily
large radii r > 0 such that (4.12) is valid for all x ∈ D(F ). In the first set of
experiments we will investigate the interplay between the value p ∈ (0, 1), α-rates
of the regularization parameter and error rates of the regularized solutions xδα using
several test cases. Therefore, we consider five reference solutions as shown in Figure 4.1.
Of these examples, only RS5 fulfils the boundary condition x(1) = 0, hence RS1-RS4
can only be an element of Xp for 0 < p < 12 . Since for RS5 x
′(0) 6= 0, in this case
x† ∈ Hp(0, 1) for p ≤ 32 .
The minimization problem (1.11) is solved using the MATLAB®-routine fmincon.
Integrals are discretized using the trapezoid rule. Typically, we use a discretization
level of N = 200. To the simulated data y = F (x†) we add random noise for which
we prescribe the relative error δ̄ such that ‖y − yδ‖ = δ̄‖y‖, i.e., we have (1.5) with
δ = δ̄‖y‖. To obtain the X1 norm in the penalty, set ‖·‖1 = ‖·‖H1(0,1) and additionally
enforce the boundary condition x(1) = 0. The regularization parameter α is chosen as
αDP = α(δ, y
δ) using the discrepancy principle, i.e.,
δ ≤ ‖F (xδαDP )− y
δ‖Y ≤ Cδ, (4.18)
with some prescribed multiplier C > 1. Unless otherwise noted, C=1.1 was used. The
a priori choice
α(δ) = δ
2−2 p−1
p+a = δ
2(a+1)
a+p ,
becomes
α(δ) ∼ δ
4
p+1 (4.19)
in this situations, as a = 1 holds. Recall, that this parameter choice was first introduced
by Natter for linear problems in [31] and previously mentioned in (3.2). Also recall the
results from Proposition 2.6: Under the corresponding conditional stability estimate,
with γ = 1, the same a priori choice yields the order optimal convergence rate
‖xδα(δ) − x
†‖X = O(δ
p
p+1 ) as δ → 0. (4.20)
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RS4: x†(t) = 0.2 + 0.36
1+100(2.05t−0.2)2 (0 ≤ t ≤ 1)
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RS5: x†(t) = −(t− 0.5)2 + 0.25 (0 ≤ t ≤ 1)
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0.4
0.6
0.8
1
Figure 4.1: Reference solutions used in the first series of experiments.
Due to the failure of the respective boundary conditions, we have
x† ∈ Xp, 0 < p < 12 for RS1–RS4, and for RS5 we find x
† ∈ Xp with
p ≤ 32 .
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Note that this occurs in the classical case with non oversmoothing penalties or subcase
(a) of Case Distinction 2.1. Proposition 3.6 guarantees the same convergence rate under
this particular a priori rate in subcase (c) of Case Distinction 2.1. Recall, that this rate
also holds, if the regularization parameter is chosen using the discrepancy principle.
Therefore we investigate the cross connection between these parameter choice rules
and the resulting convergence rates.
Since x† is known, we can compute the regularization errors ‖xδα − x†‖X . We interpret
this as a function of δ and conduct a regression for the model function
‖xδα − x†‖X ≤ cxδκx . (4.21)
Similarly we estimate the asymptotic behaviour of the regularization parameter through
the ansatz
α ∼ cαδκα . (4.22)
Both exponents κx and κα and the corresponding multipliers cx and cα are obtained
using a least squares regression based on samples for varying δ. Comparing (4.21) and
the predicted rate (4.20), we have κx = pa+p , hence we can estimate the smoothness
of the solution as pest = aκx1−κx . Recall again, that a = 1 in this example. From this
estimated pest, we can calculate the a-priori parameter choice (4.19) and compare
it to the measured one. Results for the regularized solutions xδαDP with parameter
choice using the discrepancy principle for all five reference solutions are summarized
in Table 4.1.
RS cx κx cα κα pest 4pest+1
1 0.9578 0.3276 5.8483 2.7950 0.4871 2.6898
2 0.9017 0.3426 13.5714 2.8609 0.5212 2.6290
3 1.6102 0.4110 0.2782 2.3221 0.6978 2.3560
4 0.2571 0.2582 462.1747 2.7974 0.3481 2.9671
5 0.8868 0.6135 25.8986 1.9546 1.5875 1.5459
Table 4.1: Model Problem 4.3: Numerically computed convergence
rates (4.21) and α-rates (4.22) for the five test cases with estimated val-
ues p from the index κx, characterizing approximately the smoothness
of the exact solution in these test cases.
The reference solutions RS1, RS2, RS3 and RS4 all belong to case (c) of Case
Distinction 2.1 whereas RS5 belongs to case (a). Our computed results fit this narrative.
For RS1–RS4 we obtain an estimated p < 1 and κα > 2, i.e., δ2/α→∞ as δ → 0. As
expected we have 0 < κα < 2 for RS5 (p > 1) together with δ
2
αDP
→ 0 as δ → 0. For
RS1 we know that p is bounded above by 0.5 and the estimated value 0.487 fits well.
In particular in the oversmoothing cases, we have an excellent fit between the α-rates
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Figure 4.2: Model Problem 4.3: δ
2
α for decreasing noise level and
various s in (4.23); x† ∈ X1/3−ε. In subcase (a) (black, dash-dotted)
we have δ
2
α → 0 as δ → 0, in subcase (b) (red, solid) the quotient stays
constant, and in subcase (c) (blue, dashed) we observe the predicted
blow up δ
2
α →∞ as δ → 0.
obtained through discrepancy principle and the a-priori choice based on our estimate
of p. As a second scenario for this model problem, we use the Sobolev scale Hp(0, 1),
0 < p < 12 to investigate a particular case of (c) in Case Distinction 2.1. Using the
Fourier transform, we construct our solutions x† such that x̂†(ξ) := (1 + |ξ|)2)−
p
2
− 1
4
which yields solutions x† ∈ Hp−ε(0, 1) for all ε > 0, but x† /∈ Hp(0, 1). This follows,
because
∫
R(1 + |ξ|
2)νdξ converges for ν < −1/2 (but diverges for ν ≥ −1/2) and the
definition of the Hp-norm (4.1) in Fourier domain. Set p = 13 and minimize a Tikhonov
functional with variable penalty smoothness:
T δα,s(x) := ‖F (x)− yδ‖2Y + α‖x‖2Hs(0,1) → min, subject to x ∈ D(F ). (4.23)
As a consequence of Section 2.1 we would expect δ2/α→ 0 for s < p = 13 , δ
2/α ≈ const
for s = p = 13 , and δ
2/α → ∞ for s > p = 13 . The numerical results confirm this
behaviour, see Figure 4.2 for a plot and Table 4.2 for the regression results along (4.21)
and (4.22). Note that in particular the exponent in the convergence rate κx remains
approximately constant as predicted by the theory.
The ‘bumpy’ structure in Figure 4.2 and related plots below occur due to the
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s cx κx cα κα
0.1 0.9460 0.2647 86.90 1.8168
0.33 1.1492 0.2828 337.42 2.1324
0.9 1.2633 0.2919 250.08 2.5319
Table 4.2: Model Problem 4.3: Numerically computed convergence
rates (4.21) and α-rates (4.22) for various s in (4.23) for given x† ∈
X1/3−ε.
parameter choice using the discrepancy principle as exemplified in Figure 4.3 for
s = 0.9.
4.2.2 Numerical studies for Model Problem 4.4
We now turn to the autoconvolution operator F from (4.14). In this context, we
consider only the specific solution x†(t) = 1 (0 ≤ t ≤ 1), where x† /∈ X1, and the
minimization problem (1.11). It must be emphasized that here, in contrast to Model
Problem 4.3, Assumption 3.1 does not apply for any radius r > 0. It is therefore
completely unclear which behaviour the regularized solutions xδα show when the noise
level δ tends to zero. It is a pitfall for exploiting Tikhonov regularization to get stable
approximations for x† when the regularized solutions xδα from case (c), i.e., 0 < p < 1,
do not meet the validity area of the conditional stability estimate even if δ > 0 is
sufficiently small. Then due to xδα /∈ Q estimates according to Assumption 3.1 are
futile, convergence xδα → x† as δ → 0 cannot be ensured and the behaviour of the
regularized solutions remains unclear. Such a situation occurs, as shown before, in
Model Problem 4.4 with Q = BX1τ (0) and x† /∈ Q for x† ≡ 1. The following numerical
case studies for this situation display the properties of xδα. The regularization parameter
is again chosen using the discrepancy principle αDP = α(δ, yδ) according to (4.18).
Set CDP = 1.3 and use a discretization of N = 200 grid points over the interval [0, 1].
In particular, we demonstrate that ‖xδαDP − x
†‖X does not tend to zero for δ → 0.
Figure 4.4 shows the regularization error ‖xδαDP − x
†‖X depending on the relative
noise level δ̄. It can be seen, that ‖xδαDP − x
†‖X decreases for decreasing noise levels δ̄
whenever δ̄ ≥ 2.9·10−4. If δ̄ falls below the value 2.9·10−4, then the monotonicity turns
around and ‖x† − xδα‖X begins to grow. As illustrated in the overview of Figure 4.5,
the regularized solutions tend to oscillate for small δ > 0, especially near the left and
right boundaries of the interval [0, 1] in the sense of the Gibbs phenomenon. The Gibbs
phenomenon at the right boundary t = 1 accompanies the required jump from one
to zero between x† /∈ X1 and xδα ∈ X1. The oscillations blow up for small values of δ
(Figure 4.5 (c)–(f)) and indicate non-convergence of xδα for δ → 0. Note that the Gibbs
phenomenon starts to appear around the minimum of δ2/α, displayed in Figure 4.4.
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Figure 4.3: Model Problem 4.3: realized discrepancy constant C =
‖F (xδαDP ) − y
δ‖Y /δ for decreasing noise level and s=0.9 in (4.23);
x† ∈ X1/3−ε.
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Figure 4.4: Model Problem 4.4: Plot of ‖xδαDP − x
†‖X against δ on
a logarithmic scale for x† ≡ 1. For small values of δ̄ start to diverge,
since x† does not belong to the stability set Q = BX1τ .
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Figure 4.5: Model Problem 4.4: Regularized and exact solutions with
various noise levels, x† ≡ 1. To improve the visibility of the blow-up at
the boundaries, the middle part of the functions in subfigures (c)-(f)
was omitted.
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Figure 4.6: Model Problem 4.4: Realized values of δ
2
α for decreasing
noise level and various s with x† ≡ 1.
To confirm that this phenomenon is inherent to the oversmoothing situation, we
consider again the Tikhonov functional (4.23) with Hs-penalty for x† ≡ 1, s = 0.1 and
s = 0.5 respectively. As x† ≡ 1 ∈ Xp for 0 < p < 1/2 we expect similar asymptotic
behavior of δ
2
α for δ → 0 as at the end of Section 4.2.1. Figure 4.6 shows the result.
4.2.3 Numerical studies for Model Problem 4.5
In the following we examine the convergence rates and properties of δ
2
α as δ decays
to zero for Model Problem 4.5 in case (b) of Case Distinction 2.1. Using the Sobolev
scale with norm (4.1) we define x† ∈ Xp, but x† /∈ Xp+ε via (4.17). For given x† ∈ Xp
in the above sense, we then turn to the Tikhonov functional (4.23) with penalty in
Hs(0, 1). Again we choose p = 13 which means x
† ∈ X1/3 such that we can employ the
theory from Model Problem 4.3. For s > p we are in the classical setting and therefore
expect δ
2
α → 0 as δ → 0, for s < p we are in a oversmoothing situation and expect that
δ2
α →∞. Letting s = p yields precisely case (b) of Case Distinction 2.1, and
δ2
α should
remain approximately constant. The numerical results, see Figure 4.7 and Table 4.3,
confirm this. Note that, since a = 1 and p = 13 , we expect and obtain κx = 0.25.
We also see that the κα < 2 for s=0.1, κ > 2 for s = 0.9, i.e., in the oversmoothing
situation, and k ≈ 2 and therefore δ2α approximately constant for the situation where
x† and penalty term are of the same smoothness.
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Figure 4.7: Model Problem 4.5: Realized values of δ
2
α for decreasing
noise level and various s in (4.23); x† ∈ X1/3. In subcase (a) of Case
Distinction 2.1 (black, dash-dotted) we have δ
2
α → 0 as δ → 0, in
subcase (b) (red, solid) the quotient stays constant, and in subcase (c)
(blue, dashed) we observe the predicted blow up δ
2
α →∞ as δ → 0.
s cx κx cα κα
0.1 0.1275 0.2531 6.04e+02 1.6479
0.33 0.1228 0.2461 1.66e+03 1.8805
0.9 0.1229 0.2427 3.84e+04 2.5385
Table 4.3: Model Problem 4.5: Numerically computed convergence
rates (4.21) and α-rates (4.22) in case (b) for various s in (4.23) and
x† ∈ X1/3.
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4.2.4 Case studies for exact solutions with low order Hölder smooth-
ness p < 1
2
In our first series of experiments, we have investigated the interplay between the value
p ∈ (0, 12), decay rates of the regularization parameter αDP with respect to the noise
level δ for different values p as δ tends to zero, and the corresponding rates of the
error of regularized solutions xδα. Therefore we turn to exact solutions of the form
x†(t) = ct−β (0 < t ≤ 1) with β ∈ (0, 1/2). These functions x† do not belong to the
Sobolev spaceHp(0, 1) with fractional order p if 1/2−β < p, see for example [44, p. 422].
This allows us to study the behaviour of the regularized solutions for exact solutions
with low order Hölder-type solution smoothness. For the numerical simulations we
therefore assume, that 1/2− β corresponds at least approximately to the smoothness
of the exact solution x†. We would also like to point out the difficulties associated
with the numerical treatment of functions of this particular type. Obviously the pole
occurring at zero is source for the low smoothness of the exact solution and needs to
be captured accordingly. After multiple different approaches, equidistant discretization
with the first discretization point very close to zero has proven to be very successful.
The remaining numerical implementation with respect to error model, discretization
and boundary conditions resembles the previous section. Recall that the case studies
in the previous section suggested, that the α-rate of the discrepancy principle does
not systematically deviate from the a-priori rate (4.19). The numerical experiments
should therefore again yield the order optimal convergence rate. As the convergence is
known, the estimated smoothness p is determined by the formula pest := κx1−κx . The
far right column of Table 4.4 displays the quotient 4pest+1 estimating the exponent in
formula (4.19) which can be compared with the κα-values in the second to right column
obtained using a regression from a data sample. Comparing the far right column and
the second to right column of Table 4.4 we can state that the asymptotic behaviour of
αDP as δ → 0 seems to approximately correspond to the optimal a priori parameter
choice (4.19). Figure 4.8 illustrates results from Table 4.4 for x†(t) = ct−β (0 < t ≤ 1)
β cx κx pest =
κx
1−κx cα κα
4
pest+1
0.1 0.2014 0.2497 0.3328 111.5089 2.4738 3.0011
0.2 0.4504 0.2383 0.3129 43.9993 2.7924 3.0467
0.3 0.7428 0.1970 0.2453 19.2617 3.1172 3.2120
0.4 1.3294 0.1831 0.2241 2.8548 3.1619 3.2677
0.45 1.5829 0.1422 0.1657 5.1283 3.6665 3.4314
Table 4.4: Numerically computed results for discrepancy principle
(4.18) and x†(t) = ct−β (0 < t ≤ 1) yielding by regression multipliers
and exponents of regularization error (4.21) and α-rates (4.22) for
various values 0 < β < 0.5.
with varying β ∈ (0, 1/2). This characterizes different smoothness levels of the exact
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solution. Since we have an oversmoothing penalty for all such β the κα-values are
between 2 and 2 + 2a = 4 (cf. κ-interval (iii) in Case Distinction 3.19). Additionally,
the rates or exponents for κα = 2 and κα = 2 + 2a are displayed. This takes into
account that [30] guarantees convergence of the regularized solutions xδα to the exact
solution x† as δ → 0 for a priori choices in the sense of (3.44) whenever 2 ≤ κα < 2+ 2a .
It becomes evident that the α-rates resulting from the discrepancy principle also lie
between those bounds.
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Figure 4.8: Regression lines for decay rates of αDP for δ → 0 and
different values β from Table 4.4 on a double-logarithmic scale.
Figure 4.9 and Figure 4.10 give some more insight into the situation for the special
case β = 0.2, which approximately corresponds with the smoothness x† ∈ X0.31. In
Figure 4.9 (left) the realized errors ‖xδα− x†‖X are visualized for a discrete set of noise
levels and compared with the associated regression line in a double-logarithmic scale.
It becomes evident, that the approximation using Hölder rates is very accurate. The
right image of Figure 4.9 visualizes the behaviour of δ
2
αDP
for various noise levels on
a logarithmic scale. The tendency that δ
2
αDP
→∞ as δ → 0 seems to be convincing.
Figure 4.10 (left) displays the realized αDP -values for this particular situation together
with the best approximating regression line according to (4.22). We again observe an
exceptional fit for this type of approximation. The right depiction shows the exact
and regularized solution for δ = 10−3.5. The excellent fit of the regularized solution
confirms our confidence in the numerical implementation, especially considering the
problems associated with this type of exact solutions.
4.2.5 A comparison with results from a priori parameter choices
The question whether the a posteriori choice using the discrepancy principle or appro-
priate a priori choice according to (3.44) yields better results is of interest. Especially
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Figure 4.9: Approximation error ‖xδα− x†‖X in red and approximate
rate in blue/dashed (left) and δ
2
αDP
(right), both depending on various
δ on a log-log scale.
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Figure 4.10: αDP in red for various δ and best approximating re-
gression line in blue/dashed on a log-log scale (left). Regularized (red)
compared with exact solution (blue) for δ = 10−3.5 (right).
the influence of the constant cα when employing a priori choice according to (4.22)
remains unclear. To numerically investigate this, we remain in the setting of Subsec-
tion 4.2.4, i.e., we consider x†(t) = ct−β (0 < t ≤ 1) as exact solution. Figure 4.11
illustrates this situation for β = 0.2. The error ‖xδα − x†‖X is plotted for various
constants cα, where we use α∗ = α(δ) = cαδ
4
1+p . The error curve shows a clear
minimum, which is connected with smaller values ‖xδα − x†‖X compared with those
obtained by exploiting the discrepancy principle with C = 1.4 and C = 1.6. On the
other hand, it is completely unclear how to find suitable multipliers cα in practice,
whereas the discrepancy principle can always be applied as a robust parameter choice
rule for practical applications.
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Figure 4.11: Regularization error ‖xδα − x†‖X using the a priori
rate (3.44) implemented in the sense of (4.22) depending various con-
stants cα. Comparison with the error occurring for the discrepancy
principle with C=1.4 (orange) or C=1.6 (red) and with noise level
δ = 10−2.5.
We complete the numerical experiments on a priori choices of the regularization
parameter with Table 4.5. Table 4.5 lists the best regression exponents κx for the
regularization error according to the error norm estimate (4.21) for different exponents
κα according to the a priori parameter choice (4.22). In this case study we use the
exact solution x(t) = 1 (0 ≤ t ≤ 1) with smoothness p = 0.5. For the a priori
parameter choice (4.22) with varying exponents κα, the factor cα = 1 has been fixed.
A discretization level N = 1000 was used.
a priori α-rate κα 2 2.5 2.66 3 3.5
convergence rate κx 0.2763 0.3304 0.3479 0.3686 0.3114
Table 4.5: Error rates κx by regression for x† ≡ 1 and varying a
priori exponents κα.
As expected, Table 4.5 indicates that maximal error rates occur if κα is close to the
optimal value 41+p . These rates also correspond with the order optimal rates according
to (3.45). For smaller exponents κα the error rates are falling and for large exponents
κα ≥ 2 + 2a = 4 the convergence seems to degenerate. This is visualized in Figure 4.12:
for κα = 3.5 convergence still takes place, whereas for κα = 5.5 convergence cannot be
observed any more.
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Figure 4.12: Regularization error ‖xδα − x†‖X and regression line for
different noise levels δ on a log-log scale. x†(t) = 1, a priori parameter
choice according to (4.22) with κα = 3.5 (left) and κα = 5.5 (right).
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4.2.6 A posteriori parameter choice using the balancing principle
The Lepskii or balancing principle has originally been introduced in [45] and therefore
named accordingly. Recently this parameter choice was considered in [46], [47], [48],
[49] and [50], predominantly in a setting with linear forward operators. The underlying
thought of this parameter choice rule is to find a suitable compromise between noise
free error or bias ‖xα − x†‖X and data noise ‖xδα − xα‖X , hence the name. Typically
it is assumed, that the bias is bounded by an index function depending on α, i.e.,
‖xα − x†‖X ≤ ϕ̂(α), (4.24)
with index function ϕ̂. The estimation of the data noise depends on the regularization
parameter as well as the noise level such that
‖xδα − xα‖ ≤
δ
λ(α)
(4.25)
with index function λ. The balancing principle then tries to ‘match’ these functions for
regularization parameters from a previously predetermined set. This can be formalized
by considering a finite set of admissible regularization parameters
αk = α0q
k : k = 0, 1, ...,M (4.26)
for q>1, some suitable α0 and appropriate M. Further set
i = max
{
k : ϕ̂(αk) ≤
δ
λ(αk)
, k=0,...,M
}
. (4.27)
The optimal parameter according to the balancing principle is then
α := αi = α0q
i .
Since usually ϕ̂ is unknown, such choice is not feasible. A suitable approximation
for (4.27) can be given by
i∗ = max
{
k ∈ 1, ...,M : ‖xδαk − x
δ
αj‖X ≤ CBP
δ
λ(αk)
for all j=1,...,k
}
, (4.28)
with positive constant CBP . Note, that for linear forward operators this constant can
be determined as CBP = 4 in [47]. Another approximation which has its origin in the
quasi-optimality criterion can be formulated by replacing (4.28) with
i◦ = max
{
k : ‖xδαk+1 − x
δ
αk
‖X ≤ CBP
δ
λ(αk)
, k=1,...,M-1
}
. (4.29)
In the situation with oversmoothing penalties the separation of data noise and bias is
not possible. Therefore existing approaches and techniques do not apply.
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Recall the error estimate (3.46)
‖xδα − x†‖X ≤ K αp/(2a+2) +K
δ
αa/(2a+2)
which holds if a Hölder-type source condition (3.42)
x† = B−pw
is satisfied, i.e., if x† ∈ Xp. This justifies setting λ(α) := αa/(2a+2). As a consequence
(4.29) becomes
i = max
{
k : ‖xδαk+1 − x
δ
αk
‖X ≤ CBP δα
− a
2a+2
k , k=1,...,M-1
}
. (4.30)
The regularization parameter is then again chosen as
αBP := αi = α0q
i.
This parameter choice rule will lead to order optimal convergence rates for oversmooth-
ing penalties which is given in the following proposition.
Proposition 4.7. Let x† ∈ Xp for some 0 < p < 1, but x† /∈ X1. Under the
Assumptions 2.2 and 3.1 we receive a convergence rate of the regularized solutions to
the exact solution of
‖xδαBP − x
†‖X = O
(
δ
p
p+a
)
as δ → 0, (4.31)
if the regularization parameter is chosen a posteriori using the simplified balancing
principle (4.30) as α = αBP .
Sketch of a proof: We give a sketch of the proof for Hölder-type source conditions
and refer to [51] for further results on multiple variants of the balancing principle as
well as for low order source conditions. Assume, a parameter choice rule and therefore
in particular an a posteriori strategy α := α(δ, yδ) satisfies an inequality of type
‖xδα(δ,yδ) − x
†‖X ≤ K̂ inf
α>0
{
αp/(2a+2) +
δ
αa/(2a+2)
}
(4.32)
for sufficiently small δ and some constant K̂ > 0. The infimum over all α > 0 on the
right hand side can be bounded from above for the a priori choice α(δ) ∼ δ
2(a+1)
a+p . This
means, if the inequality holds for the infimum over all α > 0, it specifically holds for
this a priori choice. The order optimal rate for this a priori parameter choice has been
proven in Proposition 3.9. It therefore remains to show, that the simplified balancing
principle (4.30) fulfills (4.32). This is established in [51, Section 1.3].
Remark 4.8. [52] considers the balancing principle in the context of Tikhonov regu-
larization in Hilbert scales. Oversmoothing penalties however are not considered. The
assertions therein are substantially based on a separation of the error ‖xδα − x†‖X in
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noise free error or bias ‖xα − x†‖X and data noise ‖xδα − xα‖X in the sense of (4.24)
and (4.24). Further, a two sided inequality of the form
λ‖h‖−a ≤ ‖F ′(x†)h‖Y ≤ Λ‖h‖−a
with a > 0 and constants λ,Λ > 0 is required. Note, that this immediately holds if
Assumption 3.1 holds.
Recall, that Proposition 3.9 and 3.10 established order optimal convergence rates for
a priori parameter choice and the discrepancy principle in the oversmoothing situation.
Proposition 4.7 extends these results to the balancing principle. While establishing
convergence and convergence rates is a substantial benefit one might be interested how
the balancing principle compares in practical situations where only measurements for
fixed noise level δ are available. Especially the appropriate choice CBP for nonlinear
forward operators remains an open question. The following numerical case studies are
therefore twofold: first we consider the balancing principle for vanishing data noise
and compare the results to the theoretical findings. Secondly we consider fixed noise
level δ and compare the balancing principle to multiple other parameter choice rules.
A focus in both instances is the choice of CBP . Another open question is the choice of
α0 and M. [52] uses, based on [50], a choice of α0 = δ2 and M = min{k : αk ≥ 1}.
For the present numerical considerations this is mostly negligible, as the computational
effort is reasonable. This enables us to use a discretization in the time domain of
N=1000. The experiments also showed, that the parameter choice rule is very robust
with respect to the choice of q in (4.26). For these case studies we again remain in the
setting of Model Problem 4.3 with exact solution x† ≡ 1. Recall, that the parameter
a = 1 in Assumption 3.1 in this instant. Expression (4.30) can therefore be simplified
to
i = max
{
k : ‖xδαk+1 − x
δ
αk
‖X ≤ CBP δα
− 1
4
k , k=1,...,M-1
}
.
Due to the recursive and in particular geometric choice of admissible regularization
parameters in (4.26), the right hand side of the inequality can be rewritten as
i = max
{
k : ‖xδαk+1 − x
δ
αk
‖X ≤ CBP δ
√
α0q
− k
4 , k=1,...,M-1
}
.
The results of the first series of experiments are compiled in Table 4.6. The approximate
α-rates as well as convergence rates for declining error level δ are displayed for various
constants CBP . Both rates were again determined with the regression models (4.21)
and (4.22). Since x† is known, the regularization errors ‖xδα − x†‖X are known as well.
Interpreting this as a function of δ gives
‖xδα − x†‖X ≤ cxδκx . (4.33)
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Similarly the asymptotic behaviour of the regularization parameter can be estimated
through the ansatz
α ∼ cαδκα . (4.34)
Both exponents κx and κα as well as the corresponding multipliers cx and cα are
again obtained using a least squares regression based on samples for varying noise
level δ. We see, that the resulting convergence rates correspond to the theoretical
findings of Proposition 4.7. The α−rates also (approximately) match the a priori
choice α(δ) ∼ δ
2(a+1)
a+p .
CBP cx κx cα κα
0.02 0.5275 0.3373 3.3750 3.0000
0.05 0.5241 0.3337 2.2241 2.8613
0.1 0.7188 0.3426 5.8352 2.5925
Table 4.6: Model Problem 4.3 with x†(t) ≡ 1; (0 < t ≤ 1). Numer-
ically computed results for the simplified balancing principle (4.30)
yielding multipliers and exponents of regularization error (4.21) and
α−rates (4.22) for various CBP .
Figure 4.13 visualizes the approximate rates for CBP = 0.1. On the left hand side
realized regularization parameters are visualized for a discrete set of noise levels and
compared with the associated regression line in a double-logarithmic scale. On the
right the realized errors ‖xδα − x†‖X are also plotted against selected noise levels on a
log-log scale. It becomes evident, that the approximation using Hölder rates is very
accurate in both applications and confirms our confidence in this approach and the
implementation.
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Figure 4.13: Model Problem 4.3 with x† ≡ 1 and parameter choice
using the simplified balancing principle (4.30) with CBP = 0.1. αBP in
red for various δ and best approximating regression line in blue/dashed
on a log-log scale (left) and approximation error ‖xδα − x†‖X in red
and approximate rate in blue/dashed (right).
The next series of experiments addresses the question how the balancing principle
compares to other parameter choice rules for fixed noise level. We therefore consider
the parameter choice αopt which minimizes the error ‖xδα − x†‖X , i.e.,
αopt := min
α
‖xδα − x†‖X (4.35)
assuming the exact solution is known. Further we compare these results to parameter
choice αQO using the quasi-optimality criterion as introduced in Section 1.4. Table 4.7
presents the actual choice of the regularization parameter and the resulting regulariza-
tion error ‖xδα − x†‖X . Table 4.8 displays results for the discrepancy principle with
various constants.
Parameter
Choice
αBP ,
CBP = 0.02
αBP ,
CBP = 0.05
αBP ,
CBP = 0.1
αopt αQO
α 1.63e-07 1.41e-05 1.07e-04 2.44e-07 1.13e-06
‖xδα − x†‖X 0.0885 0.1366 0.1817 0.0878 0.0992
Table 4.7: Regularization parameters and errors for different parame-
ter choice rules for Model Problem 4.3 with x† ≡ 1 and δ = 0.0179.
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CDP 1.1 1.3 1.5
αDP 1.40e-04 6.06e-05 1.20e-05
‖xδα − x†‖X 0.1887 0.1679 0.1337
Table 4.8: Regularization parameters and errors for Model Prob-
lem 4.3 with x† ≡ 1 and δ = 0.0179. Parameter choice with discrepancy
principle for various CDP .
Figure 4.14 visualizes the different parameter choice rules all together. Regulariza-
tion error ‖xδα − x†‖X and the quasi-optimality term ‖xδαi − x
δ
αi−1‖X are plotted for
various regularization parameters. Their respective minima are marked as parameter
choices αopt and αQO. The coloured graphs correspond to the right hand term of the
simplified balancing principle (4.29) for different choices of CBP . The parameter choice
rule can then be interpreted in the following way: the (simplified) balancing principle
chooses the largest regularization parameter from the admissible set, such that the
left hand term in (4.29) is less or equal to the right hand side. Visually speaking this
means choosing the regularization parameter at the intersect or just below the intersect
of the blue and coloured lines, again depending on CBP . Larger CBP leads to larger
regularization parameters and vice versa. The resulting parameters for parameter
choice using the discrepancy principle and the respective regularization error are also
marked for various CDP .
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Figure 4.14: Model Problem 4.3 with x† ≡ 1 and δ = 0.0179. Visual-
ization of ‖xδαk+1 − x
δ
αk
‖X and ‖xδα − x†‖X as well as parameter choice
using the balancing princinple, discrepancy principle, quasi-optimality
and αopt for various CBP and CDP .
Selected regularized solutions for parameter choice using the discrepancy principle
are then visualized in Figure 4.15.
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Figure 4.15: Regularized and exact solutions for Model Problem 4.3.
Parameter choice using the discrepancy principle. CDP = 1.5 (left)
and CDP = 1.1 (right); x† ≡ 1 and δ = 0.0179.
Figure 4.16 shows the regularized solutions for parameter choices αQO and αopt. In
both situations we clearly observe a trade off between the suppression of oscillation and
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the fulfilment of the boundary condition and the minimization of the regularization error
respectively. Effective suppression of noise requires larger regularization parameters.
Consequently this results in a shallower ‘slope’ of the regularized solution towards
xδα(1) = 0, which in turn results in a larger error norm ‖xδα − x†‖X . This phenomenon
seems inherent to regularization with oversmoothing penalties in the considered setting.
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Figure 4.16: Regularized and exact solutions for Model Problem 4.3.
Parameter choice using quasi-optimality (left) and αopt (right). x† ≡ 1
and δ = 0.0179.
For selected CBP the regularized solutions are displayed in Figure 4.17. We
again observe the previously noted trade off. The effectiveness of the balancing
principle depends on the appropriate choice of αBP . Similar to the discrepancy
principle, theoretical convergence rates can be obtained without knowledge of the
respective constant. For practical applications further information is required to
receive satisfactory results. Note again, that the discrepancy principle and balancing
principle are a posteriori rules and use information on the noise level as well as the data,
whereas quasi-optimality is purely heuristic. Nevertheless quasi-optimality performs
surprisingly well in this particular situation: Parameter choice using quasi-optimality
almost coincides with the optimal choice αopt and is superior to the other parameter
choice rules in this respect.
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Figure 4.17: Regularized and exact solution for Model Problem 4.3.
Parameter choice using the balancing principle. CBP = 0.1 (left) and
CBP = 0.5 (right); x† ≡ 1 and δ = 0.0179.
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5.1 Introduction to inverse option pricing
A financial option is a contract which gives one party, the owner or holder, the right, but
not the obligation to buy or sell a specified asset or item at a particular point in time or
within a given time frame. There are numerous types and varieties of options depending
on the individual contract. In the following we consider vanilla options, i.e., American
options which can be exercised at any given time before expiration or European options,
which may only be exercised at expiry. For both types we consider call and put options,
which give the holder the right so either buy or sell at a predetermined strike price.
Determining a fair or accurate price for any type of option is crucial to individuals and
institutions acting in the financial markets. Pricing the option based on parameters
such as volatility of the underlying or market interest rate can then be considered as
the forward problem. Recovering this information from observed market prices is then
the inverse problem, often also referred to as inverse problem in finance. Many authors
with focus on analysis and numerics considered this inverse problem arising in financial
markets, which deals with the recovery of local volatility or volatility surfaces from
option price data in the past (see, e.g., [53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63]). In
most cases, tools from regularization theory have been incorporated in the treatment
of the inverse problem in order to overcome or at least to suppress the occurring
ill-posedness phenomena. The associated forward operators are based on solutions to
the corresponding partial differential equations named after Black, Scholes and Dupire
(cf. [64, 65]). It has soon been observed that market prices deviate from the computed
prices predicted by the models. Initial attempts to connect the prices simply vary the
volatility, a single model parameter. These models to calibrate the implied volatility σ
based on Black–Scholes-type formulas seem at first glance too simplistic to extract
significant market information. In case of varying term structures σ(t) and varying
maturities 0 ≤ t ≤ T , they leave the dependence of the required volatility surfaces
σ(K, t) on the strike price K out of consideration. In this chapter these approaches
are extended by additionally considering varying interest. The numerical results
demonstrate that implied volatilities and interest rate functions can be reconstructed
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simultaneously. For this reason the methods outlined below allow the reconstruction
of the fundamental economic parameters used by the option issuers.
The structure of the forward operators is straightforward if the simplified model of
purely time-dependent functions can be exploited, which may serve as a benchmark
situation for studying the nature of ill-posedness of such nonlinear inverse problems.
This has been illustrated and worked out comprehensively in [66] to identify the
volatility term structure from noisy data of prices Vc(t), 0 ≤ t ≤ T , of corresponding
European plain vanilla call options. Regularization approaches are required for the
stable approximate solution of the term structure of the volatility σ. The subsequent
paper [67] exploits the product ansatz σ(K, t) = σ1
(
K exp
(
−
∫ t
0 r(τ)dτ
))
· σ2(t)
with some interest rate r and clearly demonstrates that studies concerning the purely
time-dependent case have a relevant impact on affirmative results to recover volatility
surfaces.
The continuous, but not necessarily constant term structure function r(t) (0 ≤ t ≤ T )
of the interest rate is not negligible. This chapter addresses – as a next step – the si-
multaneous identification of the term structure of σ(t) (0 ≤ t ≤ T ) and r(t) (0 ≤ t ≤ T )
from option price data. Since we thus have to recover a pair of continuous functions
over a finite time interval, also a pair of associated data functions must be observed. We
incorporate the associated put prices Vp(t) (0 ≤ t ≤ T ) for this purpose. The problem
is modelled in infinite dimensional abstract spaces. Therefore an idealized setting,
where call and put prices are available for a continuum over the time interval under
consideration is assumed. Instead of one regularization parameter in [66] we now have
to execute two-parameter regularization approaches (cf., e.g., [68, Chapt. 3] and [69])
to handle the ill-posedness phenomena for this new inverse problem. The volatility and
interest rate functions σ and r are apparently present in observed prices. The functions
themselves, however, are hidden by the emitter of the derivative. To judge the issuing
conditions of the opponent it is of fundamental economic interest to understand the
occurring parameters and their interplay. Most of the subsequent results have been
previously published in [3] and the chapter is predominantly based on this particular
publication. Section 5.2 introduces the relevant functions arising in the context of the
purely time-dependent Black-Scholes option pricing model. Section 5.3 formulates the
inverse problem and characterizes the occurring forward operators. For the nonlinear
inverse problem of recovering volatility and interest rate functions simultaneously from
two option price functions the identifiability is shown in Section 5.4. The proof of the
corresponding Proposition 5.5 is rather straightforward, the uniqueness result however
is crucial to the subsequent case studies. The local ill-posedness of the simultaneous
identification problem, which holds everywhere, will be shown in Section 5.5. This fact
motivates regularization strategies for the stable approximate solution of this recovery
process. We mention a classical variant of variational regularization in Section 5.6
and suggest two-parameter Tikhonov regularization approaches more adapted to the
practice in Section 5.7 motivated by initial case studies. Section 5.8 is devoted to
more comprehensive numerical considerations based on synthetic data and introduces
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heuristic rules to choose the two regularization parameters. We present case studies
for two-dimensional L-curve or L-hypersurface methods, quasi-optimality methods
and a combination of both approaches. We are aware of Bakushinsky’s veto (cf. [17])
against heuristic rules, which states, that there are worst case situations that prevent
convergence of the regularized solutions to the exact solution. However, in [70] and
also also [71] convergence for the quasi-optimality approach was shown under certain
conditions imposed on the noise distribution in the data. On the other hand, as for
example emphasized in [72], heuristic rules like the L-curve method often lead to
better results than some more sophisticated noise-level dependent rules which possess
formally order-optimal convergence properties. Section 5.9 is previously unpublished
and introduces a generalization of the well known binomial valuation method for
varying interest and volatility. This method enables us to consider American options.
Numerical results for parameter choice using the L-hypersurface in this situation are
presented. An outline of the background of the Black-Scholes formula with integrated
time-dependent interest rates and time-dependent volatility is given in the appendix.
5.2 Preliminaries
In the following we consider a variant of the Black-Scholes model derived from the
stochastic differential equation
dX(t)
X(t)
= µdt+ σ(t) dW (t), (0 ≤ t ≤ T ) , (5.1)
for the time-dependent price X(t) of an asset under consideration with constant drift µ
and standard Wiener process W . At the initial time t = 0 let there exist two idealized
families of European vanilla call and put options with observable prices written on the
asset with current asset price X := X(0) > 0 and fixed strike K > 0. For simplicity,
we use T := 1 for the maturity interval 0 ≤ t ≤ T , which means that all real functions
under consideration are defined on the unit interval.
For the implied volatility term structure σ(t) (0 ≤ t ≤ 1) we introduce the auxiliary
functions a(t) := σ2(t) (0 ≤ t ≤ 1) and
A(t) :=
∫ t
0
a(τ) dτ (0 ≤ t ≤ 1). (5.2)
Moreover, we consider a maturity-dependent interest rate r(t) (0 ≤ t ≤ 1) and the
corresponding auxiliary function
R(t) :=
∫ t
0
r(τ) dτ (0 ≤ t ≤ 1). (5.3)
The Black–Scholes function with variables X > 0, K > 0, % ≥ 0, s ≥ 0 and
d±(X,K, %, s) :=
%± s2 + ln
(
X
K
)
√
s
( i.e., d− = d+ −
√
s)
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is
UBS(X,K, %, s) :=

XΦ
(
d+(X,K, %, s)
)
−
−Ke−%Φ
(
d−(X,K, %, s)
)
if s > 0,
max(X −Ke−%, 0) if s = 0,
(5.4)
where we denote the cumulative distribution function of the standard normal distribu-
tion by
Φ(z) :=
1√
2π
∫ z
−∞
e−
x2
2 dx.
Remark 5.1. It is essential to note that formula (5.4) is stated in terms of ρ and s, i.e.,
time dependent volatility and interest. The usual Black–Scholes formula for constant r
and σ is obtained by the setting ρ = r · t and s = σ2 · t.
The following Lemma (see also [66, Lemma 2.1]), which can be easily verified
from (5.4), makes assertions on continuity and monotonicity properties of the Black-
Scholes function with respect to the both variables ρ and s.
Lemma 5.2. Let the parameters X > 0 and K > 0 be fixed. Then the nonnegative
function UBS(X,K, ρ, s) ≤ X is continuous for (ρ, s) ∈ [0,∞)× [0,∞). Moreover, for
(ρ, s) ∈ [0,∞)× (0,∞), this function is continuously differentiable with respect to ρ,
where we have with ν := ln
(
X
K
)
∂UBS(X,K, ρ, s)
∂ρ
= exp(−ρ)KΦ
(
s− 2ρ− 2ν
2
√
s
)
< K, (5.5)
and it is continuously differentiable with respect to s, where we have
∂UBS(X,K, ρ, s)
∂s
=
X√
8π s
exp
(
− [ν + ρ]
2
2 s
− [ν + ρ]
2
− s
8
)
> 0. (5.6)
5.3 Modelling of the inverse problem and characterization
of the forward operators
The following lemma outlines the fair call price function Vc(t), (0 ≤ t ≤ 1), and the
price function Vp(t), (0 ≤ t ≤ 1), of the associated put. This is based on the put–call
parity for European options (cf., e.g., [73, Chap. 9.4]). An economic motivation of the
formula and a sketch of a proof of this lemma can be found in the appendix.
Lemma 5.3. Using the Black-Scholes-function UBS from (5.4) we have
Vc(t) = UBS
(
X,K,R(t), A(t)
)
(0 ≤ t ≤ 1) (5.7)
and
Vp(t) = Vc(t)−X +Ke−R(t) (0 ≤ t ≤ 1). (5.8)
In the following we use infinite dimensional Hilbert spaces to model the inverse prob-
lems at hand, in particular L2(0, 1) with the canonical norm andH := L2(0, 1)×L2(0, 1)
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with the norm ‖(u, v)‖H :=
(
‖u‖2L2(0,1) + ‖v‖
2
L2(0,1)
)1/2
, although the functions a and
r to be recovered and the option price functions are at least continuous in practice.
The reasons for doing so are twofold:
1. Instead of the continuous fair option price functions Vc(t) and Vp(t) defined on
the maturity interval [0, 1] there are only noisy observations V δc (t) and V δp (t)
available, for example by bid–ask price gaps, which we assume, that they satisfy
the deterministic noise model
‖(Vc, Vp)− (V δc , V δp )‖H =
(
‖Vc − V δc ‖2L2(0,1) + ‖Vp − V
δ
p ‖2L2(0,1)
)1/2
≤ δ (5.9)
with some noise level δ ≥ 0. The observed noisy option prices tend to be ‘un-
smooth’, incorporating some random effects; the class of quadratically integrable
functions is able to model such effects.
2. The simultaneous recovery of volatility and interest rate functions can be associ-
ated with the nonlinear forward operator
F : (a, r) ∈ H 7→ (Vc, Vp) ∈ H, (5.10)
with domain
D(F ) := {(a, r) ∈ H : a(t) ≥ a > 0, r(t) ≥ 0 a.e.} (5.11)
such that solving the inverse problem corresponds with the solution of the
nonlinear operator equation
F
(
(a, r)
)
= (Vc, Vp), (a, r) ∈ D(F ) ⊂ H, (Vc, Vp) ∈ H. (5.12)
As we will see, the general theory of nonlinear variational regularization in the
sense of [11, 74, 9] applies immediately to the operator equation (5.12).
Following the ideas in [66] we can decompose the total inverse problem (TOP)
modeled by the nonlinear operator equation (5.12) in the Hilbert space H into an
outer inverse problem (OIP): find the pair (A,R) ∈ H of antiderivatives to (a, r) ∈ H
from noisy data (V δc , V δp ) ∈ H satisfying the noise model (5.9)
and an
inner inverse problem (IIP): find the pair (a, r) ∈ H of derivatives to A and R,
respectively, from noisy data of A and R.
The forward operator of (OIP)
N : (A,R) 7→ (Vc, Vp)
is nonlinear and of Nemytskii-type, which denotes here that Vc(t) as well as Vp(t) only
depend on the two numbers A(t) and R(t) for the same value t ∈ [0, 1]. Based on the
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compact linear integration operator J : L2(0, 1)→ L2(0, 1), defined as
[Ju](t) :=
∫ t
0
u(τ)dτ (0 ≤ t ≤ 1) ,
the forward operator L of the inverse problem (IIP) mapping as
L : (a, r) 7→ (Ja, Jr)
is also linear, where the mildly ill-posed differentiation problem, i.e., the inversion of J ,
is well-investigated from analytical and numerical points of view (cf., e.g., [75]). Note
that we have to consider the constraints L : D(F ) ⊂ H → H imposed by the domain
of F . The studies in [76] (see also [77]) concerning Nemytskii operators indicate that
outer problems like (OIP) are not ill-posed but extremely ill-conditioned, in particular
with focus on small maturities t. Taking into account the composition structure
F = N ◦ L,
however, the ill-posedness carries over from the inner problem to the total inverse
problem (see Section 5.4 below). Hence, regularization is required for the stable
approximate simultaneous recovery of a and r. On the other hand, it is not a priori
clear whether it is really advantageous to solve (TIP) not directly by a regularization
approach, but successively by finding regularized solutions to (OIP) in a first step and
then to solve (IIP) in a second step.
Proposition 5.4. The Nemytskii-type forward operator N of (OIP) is continuous in
H, and hence the forward operator F of (TIP) from (5.10) with domain (5.11) maps
weak-to-weak continuously in H.
Proof. To show the continuity of N it is enough to show continuity of the mapping
(A,R) ∈ D(F ) ⊂ H 7→ Vc ∈ L2(0, 1) based on properties of the Black-Scholes function
UBS characterized by Lemma 5.2, since the mapping (A,R) ∈ D(F ) ⊂ H 7→ Vp ∈
L2(0, 1) has analog properties. Along the lines of [78] we therefore have to ensure
that the Carathéodory condition and the growth condition for the generator function
g(t, ρ, s) = UBS(X,K, ρ, s) of the Nemytskii operator (A(t), R(t)) 7→ [Vc(A,R)](t) =
g(t, R(t), A(t)) (0 ≤ t ≤ 1) are valid. On the one hand, the smoothness requirements
on g for the Carathéodory condition are satisfied due to the assertions of Lemma 5.2
when taking into account that only nonnegative ρ and s are under consideration due
to the specific domain (5.11) of F . On the other hand, the growth condition is trivially
satisfied due to UBS(X,K, ρ, s) ≤ X. This proves the continuity of N . Then the
weak-to-weak continuity of F = N ◦ L is an immediate consequence of the continuity
of N and the weak-to-norm continuity of L is an implication of the compactness of J
mapping in L2(0, 1). This completes the proof.
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5.4 Simultaneous identifiability of volatility and interest
rate
The injectivity of the nonlinear operator F on D(F ) is a prerequisite to the unique and
simultaneous identifiability of the pair (a, r) ∈ D(F ) of term structures of volatility
and interest rate from the term structure (Vc, Vp) of associated call and put options.
Proposition 5.5. If there is a pair (a, r) ∈ D(F ) with associated auxiliary functions
(A,R) according to (5.2) and (5.3) such that Vc(t) (0 ≤ t ≤ 1) and Vp(t) (0 ≤ t ≤ 1)
satisfy the formulas (5.7) and (5.8), then this pair (a, r) is uniquely determined in
D(F ).
Proof. For the pair of fair option price functions (Vc, Vp) the following inductions hold:
From r(t) ≥ 0 almost everywhere on [0, 1] it follows from (5.3), that R(t) ≥ 0 and
consequently from formula (5.8) that X + Vp(t) − Vc(t) ≥ 0 for all 0 < t ≤ 1. This
implies the uniqueness of R(t) in formula (5.8) for all (0 ≤ t ≤ 1) and hence due to (5.3)
the uniqueness of r(t) for all 0 < t ≤ 1. Since R(t) (0 ≤ t ≤ 1) is well-determined now,
the uniqueness of A(t) (0 < t ≤ 1) can be proven from formula (5.7), further taking
into account that a(t) ≥ a > 0 almost everywhere on [0, 1] and hence A(t) > 0 for all
0 < t ≤ 1. Using formula (5.6) from Lemma 5.2 we receive ∂∂sUBS(X,K, ρ, s) > 0 for
all 0 < s ≤ 1. This implies the strict growth of the function UBS
(
X,K,R(t), s
)
for
all 0 < t ≤ 1 with respect to s > 0 for fixed parameters X,S and R(t). Consequently,
the function A(t) (0 ≤ t ≤ 1) and hence by (5.2) also the function a(t) (0 < t ≤ 1) is
uniquely determined. This completes the proof of the proposition.
5.5 Local ill-posedness of the total inverse problem (TIP)
The following proposition shows the local ill-posedness of the problem at hand according
to Definition 1.1. This in turn motivates the necessity for some form of regularization
approach to obtain stable approximate solutions of the uniquely determined pair
(a, r) ∈ D(F ) from noisy data (V δc , V δp ) ∈ H.
Proposition 5.6. The total inverse problem (TIP) is locally ill-posed everywhere on
D(F ), which means that in any ball in H around (a, r) ∈ D(F ) with positive radius
there is a sequence {(an, rn)}n∈N ⊂ D(F ) such that lim infn→∞ ‖(an, rn)−(a, r)‖H > 0,
but limn→∞ ‖F (an, rn)− F (a, r)‖H = 0.
Proof. As a consequence of [79, Proposition A.3 and Remark A.4 (last sentence)]),
for all points (a, r) ∈ D(F ) and balls around with arbitrarily small radii, we have a
sequence {(an, rn)}n∈N ⊂ D(F ) in such ball that converges weakly to (a, r) but not in
norm ofH. Then the sequence {(Jan, Jrn)}n∈N is norm-convergent inH to the element
(Ja, Jr) as a consequence of the compactness of J . Moreover, by Proposition 5.4, we
have that F (an, rn) is norm-convergent in H to F (a, r), because N is a continuous
nonlinear operator mapping in H. This shows the local ill-posedness everywhere.
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5.6 A theoretical variant of variational regularization
Following the classical approach of variational regularization (1.3) we can search for
regularized solutions (aδα, rδα) ∈ D(F ) as minimizers of the extremal problem
T δα((ã, r̃))→ min, subject to (ã, r̃) ∈ D(F ) ⊂ H, (5.13)
for the Tikhonov functional
T δα((ã, r̃)) := ‖F ((ã, r̃))− (V δc , V δp )‖2H + α ‖(ã, r̃)− (a∗, r∗)‖2H , (5.14)
where α > 0 is the regularization parameter and a∗ and r∗ are prescribed initial guesses
of the functions a and r to be recovered. Due to the weak-to-weak continuity of F
(cf. Proposition 5.4) in combination with the closedness and convexity of D(F ) we
thus obtain convergence of (aδα, rδα) to the uniquely determined exact solution (a, r)
of problem (TIP) in the norm of H whenever the regularization parameter α > 0
is chosen such that α → 0 and δ2/α → 0 as δ → 0 (cf., e.g., [11, Chap. 10]). This
condition can be executed by an a priori parameter choice or by using a variant of the
discrepancy principle.
5.7 Two-parameter regularization approaches more adapted
to the practice
Since we have to identify two independent functions a and r it seems to be more adapted
to practical requirements to employ a two-parameter regularization approach with two
convex and stabilizing penalties Ω1(a) and Ω2(r), which express subjective a priori
information about a and r, separately. Then the regularized solutions (aδα,β, r
δ
α,β) ∈
D(F ) are minimizers of the extremal problem (5.13), but with the amended Tikhonov
functional
T δα
(
(ã, r̃)
)
:=
∥∥∥F ((ã, r̃))− (V δc , V δp )∥∥∥2
H
+ αΩ1(ã) + β Ω2(r̃) (5.15)
and two positive regularization parameters α and β.
Using a discretization with an equidistant grid over the unit interval [0, 1] with 50
grid points we investigate three test examples for an asset with present price X = 100
at t = 0 and a family of options with fixed strike price K = 95:
Example 1: For this example we consider a very smooth implied volatility function
a(t) := (t− 0.5)2 + 0.01 (0 ≤ t ≤ 1),
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which is decreasing on the subinterval [0, 1/2] and increasing on [1/2, 1], and the slowly
growing interest rate function
r(t) :=
1
70
· ln(50t+ 1) + 0.02 (0 ≤ t ≤ 1).
Example 2: In order to study the impact of a lower degree of smoothness in the
volatility function, we choose for this example the term structure
a(t) := 0.4
(
0.5 +
0.9
1 + 100(2.05t− 0.2)2
)
(0 ≤ t ≤ 1)
with a peak near t = 0.1 and the same interest rate
r(t) :=
1
70
· ln(50t+ 1) + 0.02 (0 ≤ t ≤ 1)
as in Example 1.
Example 3: In a third test case, we repeat the peak structure
a(t) := 0.4
(
0.5 +
0.9
1 + 100(2.05t− 0.2)2
)
(0 ≤ t ≤ 1)
of Example 2 for the volatility function, but slightly amend the interest rate to
r(t) :=
{
0.03 + 0.02 sin(4πt) if 0 ≤ t ≤ 0.5
0.03 + 170 ln(50(t− 0.05) + 1) if 0.5 < t ≤ 1
(0 ≤ t ≤ 1).
In the numerical case studies for these three examples, with noise level δ obey-
ing (5.9), a Gaussian additive noise model is used and implemented based on the
formula
[V δc | V δp] = [V c | V p] +
E
‖E‖F
· ‖[V c | V p]‖F · δ,
where the underlining denotes that discretized versions (n-dimensional column vectors)
are used instead of the original continuous functions. The symbol E ∈ Rn×2 denotes
the noise matrix with Gaussian random i.i.d. entries εij ∼ N (0, 1) and ‖ · ‖F designates
the Frobenius norm.
To illustrate the ill-posedness (instability) phenomenon of the inverse problem
(TIP) we first compare the different behaviour of approximate solutions between the
recovery with noiseless data (δ = 0) and noisy data (δ = 0.01). This is shown in the
following Figure 5.1 for Example 2. No regularization in the least-squares approach was
employed, i.e., α = β = 0. For both functions a and r highly oscillating unregularized
solutions are observed, if the data are contaminated with noise.
This motivates in turn to employ variational regularization (5.13) with the func-
tional (5.15) to be minimized. Figure 5.2 shows that for both Examples 1 and 2 there
are two positive parameters α and β that the regularized solutions aδα,β and r
δ
α,β are
good approximations to the exact volatilities a and interest rates r, if appropriate
penalty terms are chosen, even if the data are contaminated with noise. In this case
78 Chapter 5. Two-Parameter regularization in inverse option pricing
(a) δ = 0
(b) δ = 0.01
Figure 5.1: Exact functions a and r and least-squares solutions
(unregularized) for Example 2
discretized versions of the second derivative norm square Ω2(r) = ‖r′′‖2L2(0,1) as well as
Ω1(a) = ‖a′′‖2L2(0,1) in Example 1 and the bounded variation norm Ω1(a) = ‖a‖BV [0,1]
in Example 2, are employed. δ = 0.01 in both cases. For the recovery of very smooth
functions it makes sense to use penalties based on the norm square of the second
derivative, whereas total variation penalties proved to be appropriate if some variants of
non-smoothness like discontinuities or peaks occur. Although these two figures appear
very promising, the question how to choose the pair (α, β) of positive regularization
parameters remains open. As the error level δ is unknown in practice, we rely on
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heuristic parameter choice rules. In the following section, two such rules are suggested
and numerically tested based on the previously introduced Examples 1, 2 and 3.
(a) Example 1 with α = 2, β = 3
(b) Example 2 with α = 1.5, β = 2
Figure 5.2: Regularized solutions aδα,β and r
δ
α,β versus exact a and r
for both examples and appropriately chosen regularization parameters
α > 0, β > 0, δ = 0.01, and appropriately chosen Ω1(a) and Ω2(r)
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5.8 Heuristic rules for two-parameter regularization
5.8.1 Parameter choice based on L-hypersurfaces
The L-hypersurface or generalized L-curve framework is an extension of the conventional
L-curve introduced in Section 1.4. The concept was introduced by Belge et. al. ([80, 81]),
but their approach and applications are restricted to linear operators. In the following
we apply this approach to the given nonlinear problem. The L-hypersurface generalizes
the concept of the L-curve - in our case to three dimensions. The penalty terms are
plotted against the residue on a log-log-log scale for various regularization parameters.
Crucial task is then to select the appropriate regularization parameters. Evaluating
the Gaussian curvature and choosing the point with the highest curvature as opposed
to visual inspection (see again Section 1.4) has proven very successful. The Gaussian
curvature can be visualized in the corresponding curvature surface, which displays
the curvature depending on the regularization parameters on a log− log− log scale.
The respective regularization parameters can then be easily determined from this
plot. The following Example 1 with discretized versions of Ω1(a) = ‖a′′‖2L2(0,1) and
Ω2(r) = ‖r′′‖2L2(0,1) evaluates the performance of this approach for a noise level of
δ = 0.05. For appropriate regularization parameters we thus obtain the L-hypersurface
of Figure 5.3. It visualizes the trade-off between the penalty terms Ω1 and Ω2 and
the residue or fit to the data. It is expected that the point with the highest Gaussian
curvature is a suitable compromise between these variables. Therefore, the point with
the highest curvature is selected and the corresponding regularization parameters α
and β are chosen. In a first step, this can be done by evaluating the plot and choosing
the parameters or points in question. This method is illustrated by investigating the
regularized solutions aδα,β and r
δ
α,β for selected points from the previously introduced
L-hypersurface (see Figure 5.4).
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Figure 5.3: Generalized L-hypersurface with selected points.
Further numerical experiments show that regularized solutions are very stable with
respect to varying β, but very sensitive with respect to varying α.
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(a) Green point, aδα,β and r
δ
α,β - α = 56, β = 1778
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(b) Red point, aδα,β and r
δ
α,β - α = 31623, β = 316
Figure 5.4: Regularized solutions aδα,β , r
δ
α,β and exact solutions a
and r for selected α, β; regularization parameters chosen from the
L-hypersurface, 5% additive Gaussian noise.
Therefore, instead of ‘guessing’ the curvature from the L-hypersurface we calculate
and plot the Gaussian curvature against the penalty terms or regularization parameters
and receive the corresponding curvature surface. Figure 5.5 shows the curvature surfaces
for selected α, β ∈ [10−2.75; 102.25]. The plot on the bottom shows the Gaussian
curvature against regularization parameters. Both surfaces display a very pronounced
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(and unique) maximum. The maximum Gaussian curvature and the appropriate
regularization parameters α = 3.162 and β = 1778 can therefore be conveniently
determined from this curvature surface.
(a) Curvature surface depending on penalty terms
(b) Curvature surface depending on regularization parameters
Figure 5.5: Curvature surface depending on penalty terms and regu-
larization parameters for α, β ∈ [10−2.75; 102.25].
If we look at the regularized solutions aδα,β and r
δ
α,β for this parameter choice
and exact solutions a and r the results appear very promising (Figure 5.6), especially
considering the high error level of 5%. Please note that extensive numerical experiments
have been conducted in which the L-hypersurface retains always its distinctive shape
for various error levels, penalty terms, interest and volatility functions as well as
combinations of strike and underlying. Further note the superiority and stability of
the evaluation using the Gaussian curvature as compared to visual inspection.
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Figure 5.6: Regularized solutions aδα,β , r
δ
α,β and exact solutions a
and r for α = 3.162, β = 17.78, regularization parameters chosen from
the curvature surface in Figure 5.5, 5% additive Gaussian noise.
5.8.2 Adaption of quasi-optimality and L-curve criteria
The subsequent approach is motivated by the method of Naumova and Pereverzyev [69].
These authors consider a linear operator between Hilbert spaces and deal with the
minimization of a Tikhonov functional with two penalty terms and corresponding
regularization parameters. The regularization parameters are chosen individually, one
after the other, using the quasi-optimality criterion. From the numerical experiments
in the previous section we also concluded that it is ‘easier’ to choose the parameter α
than β, as α is more stable in a certain sense than β. Extensive numerical experiments
with various heuristic parameter choice rules have also shown that a combination
of Hansen’s L-curve technique in the first stage and quasi-optimality in the second
has so far been the most successful. With this idea in mind, the following parameter
choice strategy can be employed to find suitable regularization parameters for the
Tikhonov functional (5.15). Initially, choose accessible (finite) sets of regularization
parameters P βM = {β1, β2, ..., βN} and QαN = {α = αi = α0pj : j = 0, 1, ...,M} for p >
0 and some β0. Suitable α = α(βj) are chosen for all βj ∈ P βM using the L-curve rule.
In the second step, the quasi-optimality criterion is applied to determine β = β(αk).
Note that in the following all norms are discretized L2-norms. When employing the
quasi-optimality rule one needs to decide whether to apply the criterion to the series
{xδβ(αj),αj} or {r
δ
β(αj),αj
} with x =
(
a
r
)
, which means either determining
‖xδαj ,β(αk) − x
δ
αj ,β(αk−1)
‖ = min{‖xδαj ,β(αj) − x
δ
αj ,β(αj−1)
‖ : j = 1, 2, ..., N}.
5.8. Heuristic rules for two-parameter regularization 85
or
‖rδαj ,β(αk) − r
δ
αj ,β(αk−1)
‖ = min{‖rδαj ,β(αj) − r
δ
αj ,β(αj−1)
‖ : j = 1, 2, ..., N}.
Subsequently we evaluate this method using Example 1. In the first step the
L-curve criterion is applied in order to obtain some α(βj) for suitable βj ∈ P βM .
Due to numerical limitations we rely on precalculated values and P βM = {10k : k =
−2,−2.25,−2.5, ..., 2.75, 3}. When plotting the sum of the penalty terms Ω = Ω1(a) +
Ω2(r) against the residue on a log-log scale in Figure 5.7, the L-curve we obtain has
the following distinct shape for all βj . It is therefore sensible to evaluate the curvature
and choose α(βj) accordingly, i.e., at the point with the highest curvature.
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Figure 5.7: L-curve for some fixed βj=31.62
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Figure 5.8: Quasi-optimality criterion for x and r, for suitable β
In this example we therefore receive αj = α(βj) = 17.78 for all βj ∈ P βM . In the next
step we estimate β(αk). The quasi-optimality criterion is applied to {xδαj ,β(αj)} and
{rδαj ,β(αj),}. Figure 5.8 shows ‖x
δ
αj ,β(αk)
−xδαj ,β(αk−1)‖ (left) and ‖r
δ
αj ,β(αk)
−rδαj ,β(αk−1)‖
(right) plotted against P βM . Recall that Q
α
N = {α = αi = α0qi : i = 0, 1, ..., N}, for q >
0 and some α0 and that α0 and q need to be chosen accordingly. In the following
example, α0 = 100 and q = 0.8. Both functions have a (local) minimum at β = 10.74.
Therefore it makes sense to determine the regularized solutions for these parameters
and compare them to the exact solution. The following Figure 5.9 shows the regularized
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solutions aδα,β and with exact solutions r and a for α = 17.78 and β = 10.74.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
interest recovered
interest
vola recovered
vola
Figure 5.9: Regularized solutions rδα,β and a
δ
α,β with exacts solutions
a and r for α = 17.78 and β = 10.74, regularization parameters
chosen from a combination of L-curve and quasi-optimality, 5% additive
Gaussian noise.
Although it appears that rδα,β is severely underregularized, this method is promising,
considering the high error level of δ = 0.05.
Further studies have been conducted in order to confirm these results. In the next
example an error level of δ = 0.01 is used and we remain in the setting of Example 3.
Similar to the previous experiment, we again apply the L-curve criterion for βj ∈ P βM
to obtain α(βj). In this case P
β
M = {10k : k = −5,−4.5,−5, ..., 1.5, 2} was used. The
L-curve has again the very distinctive shape observed in the previous example and we
determine α(βj) = 0.0562 for all βk ∈ P βM .
Similar to the previous example Figure 5.10 shows ‖xδαj ,β(αk) − x
δ
αj ,β(αk−1)
‖ (left) and
‖rδαj ,β(αk) − r
δ
αj ,β(αk−1)
‖ (right) plotted against P βM .
Note that the minima of ‖xδαj ,β(αk) − x
δ
αj ,β(αk−1)
‖ and ‖rδαj ,β(αk) − r
δ
αj ,β(αk−1)
‖ are
again in the same location, and therefore we receive β = 0.859 in either case.
Figure 5.11 shows exact and regularized solutions for these parameter choices. Note
that the quasi-optimality criterion is very robust for different q in this situation.
5.9 Inverse option pricing for American options
In the Black-Scholes model the fair value of American and European call options is
given by an explicit formula. The value of an European put can be easily determined
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Figure 5.10: Quasi-optimality criterion for x and r, for suitable β.
using put-call parity. These have been introduced in Section 5.2 and Lemma 5.3.
For the American put there is no closed formula available and we therefore rely on
more sophisticated and computationally challenging methods. A standard method is
valuation using a binomial model, which will be recalled in Section 5.9.1. A variant for
time dependent volatility and interest rate will be introduced in Section 5.9.2. For a
more detailed introduction into the classical results we again refer to the textbook [73].
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Figure 5.11: Regularized solutions aδα,β and r
δ
α,β and exact solutions
a and r for α = 0.0562 and β = 0.859, regularization parameters
chosen from a combination of L-curve and quasi-optimality, 1% additive
Gaussian noise.
5.9.1 Option pricing with binomial trees
The classical Binomial Model (cf. [82]) assumes that the price of any given stock or
asset moves either up or down within a given period, so a stock with initial value X0,
will have either value X0u or X0d (up for up, and down for down) at the end of that
period. Here, u and d are scalar factors, with u > and d = 1u . Further it is assumed
that the stock will rise to X0u with probability p and fall to Xdu with probability 1-p,
p ∈ (0, 1).
Presuming we operate in an arbitrage free market, one can derive the value f of a call
option at the beginning of the period as f = e−r∆t(pfu + (1− p)fd), with p = e
r∆t−d
u−d .
Here ∆t denotes the length of the given period, r the risk-free rate and fu and fd the
payoff of the option in the up or down situation. Strictly speaking, the probabilities of
the stock price movements were not used to derive the option price f. In the following,
we further assume a risk neutral world, this means that the expected return on a
stock or investment is the risk-free rate and that the discount rate for the expected
payoff of an option is also the risk-free rate. Thus it makes sense to interpret p as the
probability of an up movement and f as the expected payoff of this particular option.
This means p is the probability of the stock going up in a risk neutral world. The
values for u and d have been assumed for now.
The Black-Scholes-Merton Model for a non-dividend paying stock assumes that for
small ∆t, that returns are normally distributed with standard deviation σ
√
∆t. Based
on this we can derive that u = eσ
√
∆t and d = e−σ
√
∆t. Under these assumptions
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American put options can be priced with a binomial tree in a recursive manner. First a
binomial tree with step length ∆t for all possible asset values is calculated. Therefore
the time to maturity T is discretized into n steps of length ∆t, with value St at time
t. In any given period the asset can either rise by factor u or fall (factor d). So
the possible values in t=1 are {X0u,X0d},{X0u2, X0ud,X0d2} in t=2 and so forth.
Note that this tree is a lattice. The option price Pt for all possible outcomes at t=T
can be easily determined as Pn = max(K − Xn, 0), with strike price K. We then
continue to price the option in a recursive manner. Assume an investor ‘stands’ at
time t=n-1: The main difference between American and European options comes
into play at this point: If for any given situation, the discounted expected value
of the future payments e−r∆t(pXn−1 + (1 − p)Xn−1) is smaller than the current
payoff max(K −Xn−1, 0), a risk neutral investor will execute the option. Therefore
Pn−1 = max(e
−r∆t(pfu + (1− p)fd),max(K − Sn−1, 0). To value the American put,
the values Pn−1 need to be calculated in a recursive manner until P0 is reached and
the resulting value is the value is the fair price of the option at t=0.
5.9.2 A generalized approach to binomial valuation
Opposed to the previous situation, we now assume that interest and volatility vary
over time. This leads to the following generalizations compared to the previous section:
The discount factor for the interval [tn, tn+1] becomes e
∫ tn+1
tn
r(s)ds and u becomes
e
√∫ tn+1
tn
σ2(s)ds, respectively.
As the resulting binomial tree should remain a lattice, we need to choose ∆tn in a
recursive manner with ∆tn = tn+1 − tn. The choice of ∆tn depends on the numerical
approximation of e
√∫ tn+1
tn
σ2(s)ds. In many instances the trapezoid rule is a reliable and
accurate method to numerically approximate (discretized) integrals. As outlined in
Subsection 5.9.1 one key element of binomial valuation methods is that the resulting
tree has to remain a lattice. When utilizing the trapezoid rule to approximate the
occurring integrals, this yields
∆tn =
(σ2tn + σ2tn−1
σ2tn+1 + σ
2
tn
)
·∆tn−1, (5.16)
because the equality
e
√∫ tn+1
tn
σ2(s)ds−
√∫ tn+2
tn+1
σ2(s)ds
= e
−
√∫ tn+1
tn
σ2(s)ds+
√∫ tn+2
tn+1
σ2(s)ds
(5.17)
has to hold. For obvious reasons this is unfeasible in practice, as tn+1 is unknown at
timestamp tn. To avoid this, left Riemann sums are used to approximate the occuring
integrals. ∆tn is then given as
∆tn =
(σ2tn−1
σ2tn
)
·∆tn−1, (5.18)
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because the equality
eσn−1
√
∆tn−1−σn
√
∆tn = e−σn−1
√
∆tn−1+σn
√
∆tn (5.19)
has to be satisfied again. To start the recursive algorithm, ∆t0 has to be chosen
appropriately once, possibly as a fraction of the time to maturity, i.e., ∆t0 = TN .
The binomial tree is then formed and the put option valued recursively as outlined in
Subsection 5.9.1.
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Figure 5.12: Visualization of the American put price for different
time to maturities using generalized binomial valuation according to
Section 5.9.2. N=10 (left) and N=1000 (right), Cmin = 0.0045 in the
second case.
Intuitively one might think that more time steps within the binomial tree will
necessarily lead to more accurate results. There a few caveats to this, the most obvious
being the computational time, the other being accuracy. If ∆tn = tn+1 − tn becomes
too small, we might be losing significant digits when calculating p as
p =
e
∫ tn+1
tn
r(s)ds − e−
√∫ tn+1
tn
σ2(s)ds
e
√∫ tn+1
tn
σ2(s)ds − e−
√∫ tn+1
tn
σ2(s)ds
.
Practical considerations have shown that this can be overcome without sacrificing
accuracy by setting a minimum step size for ∆t0 over all time to maturities, i.e., ∆t0 =
max{Cmin, TN } for some appropriate constant Cmin > 0. This can be justified, as the
influence of the extremely short time maturities, when minimizing the functional (5.15)
weighs less than the longer ones. Figure 5.12 displays the time dependent value of an
American put for different choice of N and therefore ∆t0 as well as a choice of Cmin.
In the left image, we see that the price movement is rather coarse. Here no lower
bound for ∆t0 war used. The right image shows the same situation with N=1000 and
lower bound Cmin = 0.0045. We see a smooth forward operator and notice that the
calculation time stays within reasonable limits, which emphasizes our confidence in
this practice. Exact interest and volatility are used according to Example 1. Note,
that as the method is recursive, parallelization is not possible up to this point.
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5.9.3 Parameter choice based on L-hypersurfaces
In this section, the L-hypersurface method of Section 5.7 is extended to American
options. This means, we minimize the Tikhonov functional (5.15), but replace the
forward operator V δp with the binomial method introduced in the previous section.
Note again, that there is no explicit formula for this forward operator. The numerical
examples are conducted in the setting of Example 1. The penalties are discretized
versions of Ω1(a) = ‖a′′‖2L2(0,1), Ω2(r) = ‖r
′′‖2L2(0,1) and the noise remains at δ =
0.05. In analogy to Section 5.7 we calculate the regularized solutions for suitable
regularization parameters α and β. The resulting residues are then plotted against
the penalities Ω1 and Ω2 on a log-log-log scale. Appropriate regularization parameters
are again those, which lead to the highest Gaussian curvature of the L-hypersurface.
Note, that the numerical expenditure of the required forward operations is extensive.
Parallelization on multiple workstations and an effective implementation of the forward
operator enabled us to compute these results in justifiable time.
A visual representation of the L-hypersurface itself is omitted here and we directly
present the curvature surface in Figure 5.14. The curvature surface displays the
Guassian curvature depending on the regularization parameters α and β. We see
a very pronounced and unique maximum and choose the regularization parameters
accordingly as α = 17.78 and β = 56.23. The corresponding regularized solutions
are presented in Figure 5.14. We see a good fit of both volatility as well as interest
rate, especially considering the high noise level. We therefore conclude that this
method can be extended to American options and again express our confidence in the
implementation.
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(a) Curvature surface depending on regularization parameters
Figure 5.13: Curvature surface depending on penalty terms and
regularization parameters for α, β ∈ [1; 103].
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Figure 5.14: Regularized solutions aδα,β , r
δ
α,β and exact solutions a
and r for α = 17.78, β = 56.23, regularization parameters chosen from
the curvature surface in Figure 5.13, 5% additive Gaussian noise.
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Chapter 6
Numerical studies for a simplified
EIT problem
6.1 Introduction to EIT
Electrical impedance tomography (EIT) is an imaging technology that aims to re-
construct the internal electric conductivity of a given object through electrostatic
measurements obtained on its boundary. Previously, this class of inverse problems
has been studied with a focus on applications in medical imaging and geology. The
problem was first posed in a mathematical way by Calderón in [83]. Conductivity
distributions appearing in medical applications can be considered as piecewise constant
functions under many circumstances. Various body tissues have conductivities which
differ sometimes substantially. Therefore the conductivity can be assumed to have
jumps at organ borders. One might also be interested in identifying the size and
position of an object, whose conductivity is considerably different from the surrounding
tissue, e.g. an organ within a thorax. Numerous results with focus on such applications
have been published in recent years (see, e.g., [84, 85, 86, 87]).
In contrast, the studies presented in this paper were motivated by an engineering
background. Precisely, the technological goal for the used EIT model is the detection
of damages in carbon nanotubes (CNT) and carbon nanofibers (CNF). Connections
between electrical conductivity and mechanical strain have been of major interest
for engineers in recent years (see, e.g., [88, 89, 90, 91]). In this context, numerous
results have been published, preferably with focus on the detection of inclusions or
objects within the structure, in this case the carbon nanotube (see, e.g., [92, 93, 94,
95, 96, 97, 98]). To achieve satisfying assertions, these methods partly rely on a
priori information on the specimen. Usually a known background conductivity and
a substantially different conductivity of the inclusion are supposed. In some cases,
results had been presented without disclosing the underlying recovery method and
algorithm used and moreover the mathematical model is not documented in detail.
The objective of the following model and of corresponding simulations based on
it is to evaluate chances and limitations for the recovery of the mechanical strain
inside the CNT, which is caused by bending the specimen. For this purpose, this
study investigates a simplified discretized EIT model with eight electrodes distributed
96 Chapter 6. Numerical studies for a simplified EIT problem
equally spaced at the boundary ∂Ω of a disk Ω modelled in two dimensions and covered
with a small number n of material ‘stripes’ of varying conductivity, see a schematic
shape in Figure 6.1. Each of the ‘stripes’ is assumed to possess a constant conductivity
σi (i = 1, 2, ..., n), but no assumption on inclusions or background conductivity is
made. Results of case studies are presented, in particular, for n = 2 and n = 5. As
is well-known, the EIT-recovery of a full locally distributed conductivity function
σ(x), x ∈ Ω, represents a severely ill-posed nonlinear inverse problem, and for example
Tikhonov regularization can be helpful for finding stable approximate solutions. But
in this study we have a situation of ‘regularization by discretization’ due to the small
number n of unknowns occurring here and thus additional tools for stabilizing the
recovery process seem to be superfluous.
Figure 6.1: Specimen with electrodes and finite element grid.
6.2 The general EIT model
For a general two-dimensional conducting object Ω with smooth boundary ∂Ω and
conductivity function σ(x), x ∈ Ω, the usual elliptic partial differential equation
∇ · (σ(x)∇u(x)) = 0 (6.1)
applies, where the state variable u(x), x ∈ Ω, denotes the electric potential and
the σ-weighted outer normal derivative σ∂νu |∂Ω can be interpreted as current. For
practical applications it is desirable to apply current and to measure voltages in the
sense of potential differences rather than vice versa. We follow this route and consider
the current-to-voltage map
Λσ : L
2
(∂Ω)→ L2(∂Ω), g|∂Ω 7→ ug|∂Ω , (6.2)
where ug denotes the weak solution of (6.1) with Neumann boundary values
σ∂νu |∂Ω = g |∂Ω .
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In this context, we introduce the subspaces
L∞+ (Ω) := {σ ∈ L∞(Ω) : inf
x∈Ω
σ(x) > 0}
and
L2(∂Ω) := {g ∈ L2(∂Ω) :
∫
∂Ω
gds = 0} .
For fixed σ ∈ L∞+ the operator Λσ is a compact and self-adjoint linear operator mapping
in L2(∂Ω) (cf., e.g., [99]). The forward operator of this model situation is then given
by
A : L∞+ (∂Ω)→ L(L2(∂Ω)), σ 7→ Λσ. (6.3)
Consequently, the inverse problem is to retrieve the function σ(x), x ∈ Ω, from data
of the current-to-voltage map Λσ. Various results on the uniqueness of this inverse
problem for full and partial data have been published, and we refer to [100] and
moreover also to [101, 102, 103, 104].
6.3 A simplified and discretized specific EIT model
In practice it is obviously impossible to obtain measurements on the whole boundary
∂Ω of Ω. Therefore the choice of electrode model is crucial in any numerical study.
Widely used electrode models include the Gap Model, Shunt Model and Complete
Electrode Model, and we refer for details to the monograph [105] and the handbook
article [106]. Electrode models have been extensively studied following a more practical
approach in [107, 108] and more recently in [109, 110, 111]. Our investigations below
will use the Shunt Model, and its discretized version is outlined in the following.
For numerical simulations concerning practical applications the problem has to be
discretized with K electrodes εk,
⋃K
k=1 εk ⊂ ∂Ω, on which potential measurements
are taken and current is injected. In this context, Ik and Uk denote the associated
values of current and voltage, respectively, on the k-th electrode. We further assume
steady state
∑K
k=1 Ik = 0 (in- and outgoing currents add up to zero). As the solution
of (6.1) is not unique, it is assumed that the potentials add up to zero as well. With
RK = {x ∈ RK :
∑K
k=1 xk = 0} the mapping
Rσ : (Ik)
K
k=1 ∈ RK 7→ (Uk)Kk=1 ∈ RK
is then the basis for required sets of measurements.
As the Shunt Model is used in the following case studies, we assume that no current
flows outside the electrodes, i.e. σ∂νu|∂Ω\⋃Kk=1 εk = 0, and that the current on electrode
εk is equally distributed with overall current Ik =
∫
εk
σ∂νu|∂Ωds. Therefore we have,
σ∂νu|εk =
Ik
|εk| with arclength |εk| of the electrode εk. It is further assumed that the
potential on every electrode is constant, i.e. u |εk = const. Under these conditions the
underlying elliptic boundary value problem problem is discretized using a FEM code
(see for details Subsection 6.4.1).
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With the two-dimensional conducting object Ω in disc form in mind, the model is
specified as follows: It is assumed, that the conductivity is isotropic and we discretize the
geometry using a triangular mesh with 32 boundary edges and
K = 8 electrodes εi (i = 1, .., 8) to take voltage measurements. Neumann boundary
conditions are then set on two neighbouring (although not adjacent) electrodes as
σ∂νu|εi = 1 and σ∂νu|εi+1 = −1. Moreover, we assume steady state and, in order to
overcome non-uniqueness, u(x) = 0 for one arbitrary chosen boundary edge which is
not an electrode. In its discretized form the forward operator (6.3) in the sense of (1.1)
can be written as a mapping
σ = (σ1, ..., σn)
T ∈ Rn 7→ F (σ) ∈ R8×8 ,
where n denotes the number of ‘stripes’ inside the disc Ω with constant conductivities
σi (i = 1, ..., n). Moreover, the matrix F (σ) characterizes the noise-free image. To
receive the 8 × 8-matrix F (σ) the electrodes are rotated and the associated elliptic
problem is solved in a repeated manner until the starting position is reached. We note
that the forward operator F : Rn → R8×8 is nonlinear such that we have a nonlinear
inverse problem under consideration even in this simplified form.
Let us assume that σ∗ ∈ Rn+ is the ‘true conductivity vector’ to be identified. For
sufficiently small numbers n it makes sense to compute approximate solutions by a least
squares approach if the data are noisy. Hence, we search for approximate solutions
σδLS = arg min
σ∈Q
‖F (σ)− F δ(σ∗)‖F . (6.4)
In this case, Q ⊂ Rn+ is the set of admissible solution vectors, for example obtained
by imposing box constraints, ‖ · ‖F designates the Frobenius norm, and the matrix
F δ(σ∗) indicates the noisy data associated with some noise level δ > 0.
For the subsequent case studies we carry out simulations, where the exact matrix
F (σ∗) is perturbed in an additive way
F δ(σ∗) = F (σ∗) + E
using an error matrix E = (εij) ∈ R8×8 containing Gaussian random i.i.d. entries
εij ∼ N (0, d2). For a prescribed averaged relative data error δ > 0 defined by the
expectation value
E
[
‖F δ(σ∗)− F (σ∗)‖2F
‖F (σ∗)‖2F
]
= δ2, (6.5)
we have to use d = δ8‖F (σ
∗)‖F as standard deviation of the entries in E for the
numerical experiments, since E
[
‖F δ(σ∗)− F (σ∗)‖2F
]
= E
[ 8∑
i,j=1
ε2ij
]
= 64d2.
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6.4 Numerical case studies
6.4.1 Remarks on used finite element implementation
To execute the numerical experiments in this case study, a fast finite element solver
for the forward operator (6.3) in its discretizated form was employed. Specifically,
we have applied an updated 2D Kernel SPC-PM2Ad version of an already existing
finite element code SPC, which has originally been developed in the context of the
DFG-funded Collaborative Research Center SFB 393: Parallel Numerical Simulation
for Physics and Mechanics of Continua. For detailed descriptions of the structure
and features of the FEM code we refer to [112, 113, 114]. The finite element code
is written in FORTRAN and can solve equation (6.1) for the required boundary
conditions exploiting appropriate error estimations and adaptive mesh refinement with
high accuracy in very short computing time.
For serial computation it has been called from a C++ OpenMPI implementation
which runs parallel on a distributed memory multicore cluster. Parallelization and the
already rapid computing times of the FEM code have been essential to prepare the case
studies in Subsection 6.4.3. For the presented case with five unknowns, 8× 315 ≈ 229
million of finite element simulations were necessary to calculate values for the forward
operator (6.3) on the whole grid.
In order to present the results of Table 6.1, the SPC-PM2Ad Kernel has been
wrapped inside a MATLAB-minimizer based on a specific version of the Levenberg-
Marquardt algorithm in order to solve the nonlinear least squares problem (6.4).
6.4.2 The case of two unknown conductivities
We start our numerical case studies with the investigation of a disc Ω covered by a
‘stripe’ structure (see Figure 6.2) of n = 2 materials with different conductivities σ1
and σ2. For the set of admissible pairs of values we use the rectangle
Q = {(σ1, σ2) ∈ [10, 75]× [5, 46]},
and for applying the discretized forward operator we calculate the corresponding
matrices F (σ) ∈ R8×8 for grids with 51× 51 support points.
100 Chapter 6. Numerical studies for a simplified EIT problem
Figure 6.2: Material ‘stripes’ with two unknown conductivities.
As an illustrative example we plot the discrepancy norm ‖F (σ)−F (σ∗)‖F depending
on σ = (σ1, σ2)T for σ∗ = (37.7 , 7.9)T in Figure 6.3 and the corresponding level sets in
Figure 6.4. One easily sees here and for numerous other examples of two-dimensional
points σ∗ that the level sets are of elliptical shape. If, as in our example, σ2  σ1,
the ellipses are elongated parallel to the axis σ1-axis. Then the smaller parameter
(here σ2) with lower conductivity can be recovered in a more precise manner than the
parameter with higher conductivity. This observation remains true if the data are
noisy. If σ1 ≈ σ2, then the level sets tend to be concentric circles.
6.4.3 The case of five unknown conductivities
In a more detailed second numerical experiment, we consider ’stripes’ on the disc Ω with
n = 5 different materials, where the conductivities σ1 to σ5 are arranged from the bot-
tom to the top. Since the finite element calculations tend to be more costly and time con-
suming, the matrices F (σ) have been calculated for every
σi (i = 1, 2, 3, 4, 5) approximately in the interval [1, 50] with only 31 support points in
every component.
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Figure 6.3: Perspective drawing of discrepancy norm
‖F (σ)− F (σ∗)‖F depending on σ = (σ1, σ2)T .
Figure 6.4: Level sets Lc = {σ = (σ1, σ2)T : ‖F (σ)− F (σ∗)‖F = c}.
The numerical case study shows that very different conductivity distributions may
lead to nearly the same image of the forward operator. An example is presented by
Figure 6.5.
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Figure 6.5: Two very different conductivity distributions with small
discrepancy norm,
left picture: σ(1) = (4.26, 17.33, 7.65, 0.99, 1.00)T ,
right picture: σ(2) = (4.27, 23.87, 4.34, 50.00, 28.99)T ,
‖F (σ(1))− F (σ(2))‖2F = 0.000099.
On the other hand, Figure 6.6 delivers plots of the function
f(λ) := ‖F (σ∗ + λ(σ(3) − σ∗))− F δ(σ∗)‖F , λ ∈ [−5, 1],
characterizing a straight line through the points σ∗ = (7.53, 22.23, 14.28, 4.26, 4.99)T
and σ(3) = (7.53, 45.09, 12.63, 4.26, 4.99)T , where in both points the components σ1, σ4
and σ5 coincide.
Figure 6.6: Graph of f(λ) := ‖F (σ∗ + λ(σ(3) − σ∗))− F δ(σ∗)‖F for
λ ∈ [−5, 1]
without noise (δ = 0, left picture) and with 5% noise (δ = 0.05, right
picture).
More insight into such two-dimensional cross sections of the five-dimensional space
give the Figures 6.7 and 6.8. Figure 6.7 shows the level sets of ‖F (σ) − F (σ∗)‖F ,
for σ∗ = (7.53, 22.23, 14.28, 4.26, 4.99)T with respect to the second and to the third
coordinate. The first, fourth and fifth coordinate are again fixed for this numerical
experiment.
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Figure 6.7: Level sets Lc = {(σ2, σ3) : ‖F (σ)− F δ(σ∗)‖F = c}
without noise (δ = 0)
and for fixed σ∗1 , σ∗4 and σ∗5 .
If noise is added, i.e. δ > 0, then Figure 6.8 shows that near-to-elliptic areas
characterized by the sublevel sets
⋃
τ≤c Lτ grow with δ. Hence, the chances for
recovering the conductivity distribution with a high level of accuracy decrease with
increasing noise level. However, this seems to be the only form of uncertainty if the
number n is quite small.
Figure 6.8: Level sets Lc as in Fig. 6.7, but with noise
δ = 0.05 (left picture) and δ = 0.10 (right picture).
As in the numerical examples used for Figure 6.6, where f(λ) is strictly decreasing
for λ < 0 and strictly increasing for λ > 0, and for Figures 6.7 and 6.8, where concentric
level sets occur, we did not at all observe inside of boxes σ ∈ Q ⊂ R5 local minima
of the functional ‖F (σ) − F δ(σ∗)‖F in the five-dimensional case study, even if the
noise level δ > 0 is rather large. Overall, numerical evidence obtained from these case
studies suggests that the least squares approach (6.4) has indeed a global minimum,
i.e. the minimizer σδLS is uniquely determined and no local minima seem to disturb
the optimization process when a Levenberg-Marquardt algorithm is applied to find
the least squares solution numerically.
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Since the Jacobian has to be calculated in every step of the iteration process,
which in turn requires multiple calculations of forward operator matrices, we used
precalculated values for the discretized F in connection with multi-linear interpolation
between the support points. In the following table, σopt denotes the optimal solution
determined by the algorithm, where the exact conductivity distribution is assumed
to be σ∗ = (37.7, 7.9, 10.7, 18.2, 5.6)T and σstart = (9, 32, 7, 1, 37)T has been used as
starting vector for the Levenberg-Marquardt iteration. Taking into account the fact
that the noise level δ expresses the relative data error in expectation value sense
(cf. formula (6.5)) and that ‖F (σ
∗)−F δ(σ∗)‖F
‖F (σ∗)‖F is the random counterpart for one specific
realization of the noise matrix E , we can compare the fourth and fifth column of
Table 6.1. The relative reconstruction error in the third column, which uses the
Euclidean vector norm ‖ · ‖2, proves the astonishing stability of the recovery process
with n = 5 unknowns, and we refer in particular to the almost constant quotients in
the fifth column even if the noise is up to 25 %.
mean value random reconstruction mean random
noise level noise level error error-to-noise ratio error-to-noise ratio
δ ‖F (σ
∗)−F δ(σ∗)‖F
‖F (σ∗)‖F
‖σopt−σ∗‖2
‖σ∗‖2
‖σopt−σ
∗‖2
‖σ∗‖2 /δ
‖σopt−σ
∗‖2
‖σ∗‖2 /
‖F (σ∗)−Fδ(σ∗)‖F
‖F (σ∗)‖F
0.0100 0.0181 0.0029 0.2925 0.1876
0.0250 0.0361 0.0045 0.1789 0.1403
0.0500 0.0662 0.0076 0.1516 0.1236
0.0550 0.0722 0.0082 0.1488 0.1222
0.1000 0.1199 0.0142 0.1421 0.1181
0.1500 0.1791 0.0213 0.1421 0.1181
0.2000 0.2372 0.0285 0.1425 0.1184
0.2500 0.2935 0.0360 0.1441 0.1198
Table 6.1: List of stable error-to-noise ratios.
We complete our investigations by a study of the condition numbers for varying σ∗
of the approximated Jacobian Jh(σ∗) ∈ R64×5 to F (σ∗) calculated by finite differences
with increment value h = 0.01. Let
s1(σ
∗) ≥ s2(σ∗) ≥ s3(σ∗) ≥ s4(σ∗) ≥ s5(σ∗) > 0
denote the singular values of Jh(σ∗), and
κ :=
s1(σ
∗)
s5(σ∗)
the corresponding condition number. Some selection of σ∗-situations with associated
condition numbers is presented in Table 6.2.
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condition number σ∗1 σ∗2 σ∗3 σ∗4 σ∗5
6.74 5 5 5 5 5
6.76 50 50 50 50 50
14.73 3 4 5 6 7
14.87 30 40 50 60 70
12.55 300 400 500 600 700
4.07 1 30 1 30 1
4.42 10 300 10 300 10
3.99 100 3000 100 3000 100
Table 6.2: List of condition numbers of Jacobian Jh(σ∗) (h = 0.01)
for varying σ∗.
All results of the table indicate well-conditioning, regardless of whether the five
conductivity values σ∗i (i = 1, ..., 5) are very different or equal, monotonically increasing
or sinusoidal alternating. A proportional growth of all five values does not essentially
change the condition numbers.
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Appendix to Chapter 5
A.1 Proof of Lemma 5.3
To accept Lemma 5.3 for time varying functions σ2(·) and r(·) with antiderivatives
A and R, respectively, we consider a smooth function v(t,X) and the Geometric
Brownian Motion X(t) given by (5.1). Employing Itō’s rule gives
dv(t,X) = vtdt+ vXdX +
1
2
vXX(dX)
2
= vtdt+ vX ·
(
µX(t)dt+ σX(t)dW (t)
)
+
1
2
vXX · (dX(t))2 (A.1)
=
(
vt + µX(t)vX +
1
2
σ2X(t)2vXX
)
dt+ σX(t)vXdW (t).
Define Π := −v + vX ·X.
Remark A.1. The function Π accounts for a portfolio consisting of
(i) ∆ := ∂∂X v = vX stocks and
(ii) −1 derivatives,
this is what is called a ∆-hedge in mathematical finance
.
Using (A.1) we find that
dΠ(t) = −dvt + vX · dX(t)
= −
(
vt + µX(t)vX +
1
2
σ2X(t)2vX
)
dt (A.2)
− σvXX(t)dW (t) + vX
(
µX(t)dt+ σX(t)dW (t)
)
=
(
−vt −
1
2
σ2X(t)2vXX
)
dt. (A.3)
Equation (A.3) reveals that the price of the portfolio Π(t) is not random any longer,
precisely it does not depend on the random quantity W (t), and further the drift µ
appearing in the initial equation (5.1) is gone. This means that the portfolio Π(t)
is deterministic, i.e., not random. However, there is only one risk free asset on the
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market. It has interest r, and thus
dΠ(t) = rΠ(t)dt = r (−v +X(t) · vX) dt. (A.4)
By comparing (A.3) and (A.4) we find the Black–Scholes differential equation
vt + rXvX +
1
2
σ2X2vXX = r v. (A.5)
Note in particular that this equation is free of the drift µ but involves the risk free
interest rate r instead. More importantly, throughout the derivation and particularly
in (A.3), the interest rate r and volatility σ can be considered as time dependent
functions, which is essential for our setting.
It is seen by direct evaluation that
v(t,X) := UBS(X,K,
∫ T
t
r(u)du,
∫ T
t
a(u)du)
solves (A.5). This is (5.4) for time reversed and thus Lemma 5.3 holds true.
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B.1 Proof of Proof of Proposition 3.9
In this proof we set E := ‖x†‖p. To prove the convergence rate result (3.6) under the
a priori parameter choice (3.7) it is sufficient to show that for sufficiently small δ > 0
there are two constants K > 0 and Ẽ > 0 such that the inequalities
‖xδα∗ − x
†‖−a ≤ Kδ (B.1)
and
‖xδα∗ − x
†‖p ≤ Ẽ (B.2)
hold. Namely, the convergence rate (3.6) follows directly from inequality chain
‖xδα∗ − x
†‖X ≤ ‖xδα∗ − x
†‖
p
a+p
−a ‖xδα∗ − x
†‖
a
a+p
p ≤ K
p
a+p Ẽ
a
a+p δ
p
a+p ,
which is valid for sufficiently small δ > 0 as a consequence of (B.1), (B.2) and of the
interpolation inequality for the Hilbert scale {Xτ}τ∈R.
As an essential tool for the proof we use auxiliary elements xα, which are for all
α > 0 the uniquely determined minimizers over all x ∈ X of the artificial Tikhonov
functional
T−a,α(x) := ‖x− x†‖2−a + α‖Bx‖2X . (B.3)
Note that the elements zα are independent of the noise level δ > 0 and belong by
definition to X1, which is in strong contrast to x† /∈ X1.
The following lemma is an immediate consequence of [25, Prop. 2], see also [26,
Prop. 3].
Lemma B.1. Let ‖x†‖p = E and zα be the minimizer of the functional T−a,α from
(B.3) over all x ∈ X. Given α∗ = α∗(δ) > 0 as defined by formula (3.7) the resulting
element xα∗ obeys the bounds
‖xα∗ − x†‖X ≤ Eδp/(a+p), (B.4)
‖B−a(xα∗ − x†)‖X ≤ Eδ, (B.5)
‖Bxα∗‖X ≤ Eδ(p−1)/(a+p) = E
δ
√
α∗
(B.6)
110 Appendix B. Appendix to Chapter 2
and
‖xα∗ − x†‖p ≤ E.
Due to (B.4) we have ‖xα∗ − x†‖X → 0 as δ → 0. Hence by Assumption 3.1, in
particular because x† is an interior point of D(F ), for sufficiently small δ > 0 the
element xα∗ belongs to BXr (x†) ⊂ D(F ) and moreover with xα∗ ∈ X1 the inequality
(3.4) applies for x = xα∗ and such small δ. Instead of the inequality (2.5), which is
missing in case of oversmoothing penalties, we can use here the inequality
T δα∗(x
δ
α∗) ≤ T
δ
α∗(xα∗). (B.7)
as minimizing property for the Tikhonov functional. Using (B.7) it is enough to bound
T δα∗(xα∗) by C
2
δ2 with
C :=
(
(KE + 1)2 + E2
)1/2 (B.8)
in order to obtain the estimates
‖F (xδα∗)− y
δ‖Y ≤ Cδ (B.9)
and
‖Bxδα∗‖X ≤ C
δ
√
α∗
. (B.10)
Since the inequality (3.4) applies for x = xα∗ and sufficiently small δ > 0, we can
estimate for such δ as follows:
T δα∗(xα∗) ≤
(
‖F (xα∗)− F (x†)‖Y + ‖F (x†)− yδ‖Y
)2
+ α∗‖Bxα∗‖2X
≤
(
K‖xα∗ − x†‖−a + δ
)2
+ E2α∗δ
2(p−1)/(a+p)
≤
(
KEδ + δ
)2
+ E2δ2
=
(
(KE + 1)2 + E2
)
δ2.
This ensures the estimates (B.9) and (B.10). Based on this we are going now to show
that an inequality (B.1) is valid for some K > 0. Here, we use the inequality (3.3) of
Assumption 3.1, which applies for x = xδα∗ , and we find
‖xδα∗ − x
†‖−a ≤
1
K
‖F (xδα∗)− F (x
†)‖Y
≤ 1
K
(
‖F (xδα∗)− y
δ‖Y + ‖F (x†)− yδ‖Y
)
≤ 1
K
(
Cδ + δ
)
=
1
K
(
C + 1
)
δ = Kδ,
where C is the constant from (B.8) and we derive K := 1K
(
C + 1
)
.
Secondly, we still have to show the existence of a constant Ẽ > 0 such that the
inequality (B.2) holds. By using the triangle inequality in combination with (B.10)
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and (B.6) we find that
‖B(xδα∗ − xα∗)‖X ≤ ‖Bx
δ
α∗‖X + ‖Bxα∗‖X ≤ (C + E)
δ
√
α∗
.
Again, we use the interpolation inequality and can estimate further as
‖xδα∗ − xα∗‖p ≤ ‖x
δ
α∗ − xα∗‖
a+p
a+1
1 ‖x
δ
α∗ − xα∗‖
1−p
a+1
−a
≤
(
(C + E)
δ
√
α∗
)a+p
a+1 (
‖xδα∗ − x
†‖−a + ‖x† − xα∗‖−a
) 1−p
a+1
≤
(
(C + E)
δ
√
α∗
)a+p
a+1
((K + E)δ)
1−p
a+1
(
(C + E)δ(p−1)/(a+p)
)a+p
a+1
((K + E)δ)
1−p
a+1 =: Ē.
Finally, we have now
‖xδα∗ − x
†‖p ≤ ‖xδα∗ − xα∗‖p + ‖xα∗ − x
†‖p ≤ Ē + E =: Ẽ.
This shows (B.2) and thus completes the proof of Proposition 3.9.
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Theses
1. For many applications in physics, engineering or finance it is desirable to de-
termine the cause of a certain effect, measurement or observation. This is the
main field of study in inverse problems. More often than not the relationship of
cause and effect is nonlinear. For such nonlinear inverse problems, both theory
and practice are substantially less developed than for the linear case. This
thesis provides contributions to the treatment of nonlinear inverse problems.
In this context the focus lies on the stable approximate solution of ill-posed
problems using Tikhonov-type or variational regularization. Theoretical as well
as pracital results for certain classes of inverse problems with various applications
are established.
2. A substantial part of this thesis is dedicated to Tikhonov regularization with
oversmoothing penalties in Hilbert scales. Overmoothing penalties in this context
fundamentally change the ‘character’ of the regularization. Regularization with
non-oversmoothing penalties intends to suppress oscillation of the regularized
solutions. With oversmoothing penalties a trade-off between the suppression of
the oscillation and specific boundary conditions occurs.
3. The treatment of nonlinear inverse problems often relies on the restriction of
the nonlinearity. These restrictions often hold locally in a neighbourhood of the
exact solution. Different approaches are introduced and applied.
4. Hölder-type conditional stability estimates as introduced in Chapter 2 are a
special case for such methods. The localization of such estimates is not trivial.
Improper localization will prevent convergence of the regularized to the exact
solution for vanishing data noise. Numerical evidence of this behaviour is given
in Chapter 4.
5. Convergence of the Tikhonov-regularized solutions can be established without
knowledge of the solution smoothness, if a two-sided nonlinearity constraint
imposed on the forward operator holds.
6. Convergence rate results can be established for low-order-type source conditions.
Relaxing the prerequisites adapts this approach to Hölder-type source conditions
(cf. Section 3.6 and 3.7).
7. Parameter choice using the discrepancy principle for regularization in Hilbert
scales with oversmoothing penalties and nonlinear forward operator results in
identical α-rates for decreasing data noise as the a priori choice initially proposed
by Natterer for linear forward operators. This assertion is based on numerical
evidence given in Section 4.2.
8. For parameter choice yielding the optimal convergence rate, the behaviour of the
relationship between squared error and regularization parameter was previously
unclear in the oversmoothing situation. It appears that this relation tends to
infinity as noise level and therefore regularization parameter tend to zero. Again,
substantial numerical evidence is presented in Chapter 4.
9. There is strong numerical evidence, that Hölder-type a priori parameter choice
with too large exponent will not lead to convergence of the regularized to the
exact solution for Tikhonov regularization with oversmoothing penalties.
10. The inverse problem of retrieving time dependent volatility and interest rate
functions from observed noisy option data within the Black-Scholes-Merton
model is locally ill-posed everywhere in its domain (cf. Chapter 5).
11. The respective forward operator which models the option prices according to
These 9 is injective. This allows for a unique and simultaneous recovery of
these time dependent functions. This motivates a special type of variational
regularization with two stabilizing penalties as well as regularization parameters
introduced in (5.15).
12. In this situation of Theses 9 and 10 parameter choice can be carried out simul-
taneously using a generalized L-curve or L-hypersurface parameter choice rule.
This allows for a successful recovery of volatility and interest functions even with
high data noise (cf. Chapter 5).
13. Alternatively, parameter choice can be carried out sequentially using a combi-
nation of quasi-optimality and L-curve. Results are again very convincing and
numerical evidence presented (cf. Chapter 5).
14. The numerical treatment of a particular inverse problem occurring in electrical
impedance tomography introduced in Chapter 6 does not require additional
regularization methods. Case studies show, that this particular problem is
well-conditioned.
