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ABSTRACT
In the field of multimedia, single image deraining is a basic pre-
processing work, which can greatly improve the visual effect of
subsequent high-level tasks in rainy conditions. In this paper, we
propose an effective algorithm, called JDNet, to solve the single im-
age deraining problem and conduct the segmentation and detection
task for applications. Specifically, considering the important infor-
mation on multi-scale features, we propose a Scale-Aggregation
module to learn the features with different scales. Simultaneously,
Self-Attention module is introduced to match or outperform their
convolutional counterparts, which allows the feature aggregation
to adapt to each channel. Furthermore, to improve the basic con-
volutional feature transformation process of Convolutional Neu-
ral Networks (CNNs), Self-Calibrated convolution is applied to
build long-range spatial and inter-channel dependencies around
each spatial location that explicitly expand fields-of-view of each
convolutional layer through internal communications and hence
enriches the output features. By designing the Scale-Aggregation
and Self-Attention modules with Self-Calibrated convolution skill-
fully, the proposed model has better deraining results both on
real-world and synthetic datasets. Extensive experiments are con-
ducted to demonstrate the superiority of our method compared
with state-of-the-art methods. The source code will be available at
https://supercong94.wixsite.com/supercong94.
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Figure 1: An example from real-world datasets.
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1 INTRODUCTION
As we all know, plenty of influence factors will greatly reduce the
image quality, while affects the effect of subsequent image process-
ing, such as Object Detection, Semantic Segmentation and Optical
Character Recognition, etc. Rain is one of the common influence
factors. How to restore a rain-free image from a given rainy image
is a challenging problem. In this paper, we strive to solve the task
by exploring a series of inner properties in the convolution layer.
We formulate the process of image deraining:
B = O − R, (1)
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where O represents the input rainy image, R is the rain streaks
layer, and B is the deraining image, which is generally called the
background layer. The restoration from a single rainy image has
always been regarded as an ill-posed problem that there is numerous
solution for a given rainy image. How to regulate the solution space
to get stable and sole rain-free image becomes a core problem for
the image deraining task.
In the early period, the deraining task was generally regarded as
an optimization problem based on the prior information of images.
[25] classifies mainly into two categories in prior-based methods,
1) employing Sparse Coding and 2) establishing Gaussian mixture
models. The Sparse Coding-based methods convert the process-
ing of the image into the processing of the signal and decompose
the image into a low-frequency component and a high-frequency
component. Based on this frequency decomposition process, Kang
et al. [9] remove the rain component in rainy images using dictio-
nary learning, Luo et al. [15] learn the dictionary of rain streak
and background layers via Discriminative Sparse Coding, while
others [13] apply Gaussian mixture models to model rain and back-
ground layers. These prior-based methods achieve better deraining
performance to some extent under certain conditions by the given
assumptions, but they either smooth out the edge details as rain
streaks, or cannot handle large and dense rainy images. Moreover,
the prior-based methods can generally be regarded as optimizing
the cost function, which has a high time consumption.
With the rapid development of deep learning in recent years,
many Convolutional Neural Networks (CNNs)-based methods for
single image deraining have been proposed, gradually replaced by
prior-based methods, such as [4, 7, 12, 24, 26, 27]. These methods
employ deep networks to automatically extract features of lay-
ers, enabling them to model more complex mappings from rainy
images to clean images, such as learning the binary rain streaks
map [24]. Many subsequent methods enhance the deraining effects
from the aspects of network structure complexity and image priors.
For example, [12] and [7] combine multi-stage recurrent network
and depth information with single image deraining, respectively.
However, most of them rely on the traditional convolution pattern
which achieves the network step by step by stacking several con-
volution layers that attach stationary weights to specific locations
so that these layers do not learn features from different locations,
leading to information drop-out. Furthermore, these models only
consider the network design to apply to the deraining task while
ignoring the inner structure of CNNs that lead to these methods is
not robust to real-world rainy conditions. As shown in Fig. 1, other
state-of-the-art methods fail to restore rain-free images, while our
approach is able to remove most rain streaks and gets a clearer
rain-free image.
To solve the above problems, we propose an effective deraining al-
gorithm, called JDNet, from three aspects: 1) Pairwise Self-Attention
module, 2) Scale-Aggregation module and 3) Self-Calibrated convo-
lution. First of all, considering that the aggregation of information
from a neighborhood cannot adapt to its content which will lose
much important information in the traditional convolutional layer,
we introduce a Pairwise Self-Attention module by paying attention
to learn different locations at convolution. The introduced Pairwise
Self-Attention module does not attach stationary weights to specific
locations and is invariant to permutation and cardinality. In par-
ticular, weight computations of the Self-Attention module do not
collapse the channel dimension and allows the feature aggregation
to adapt to each channel. Secondly, we design a Scale-Aggregation
module to learn the features from different scales. The proposed
Scale-Aggregation module not only converts the convolution layer
into deeper features, but also can maintain the original features
from shallower ones. By designing the inner fusion between shal-
lower and deeper layers, the proposed module can learn adaptively
the features which part is more effective for rain removal. Thirdly,
to improve the basic convolutional feature transformation process
of CNNs, we bring in Self-Calibrated convolution to build long-
range spatial and inter-channel dependencies around each spatial
location that explicitly expand fields-of-view of each convolutional
layer through internal communications and hence enriches the out-
put features, which can help CNNs generate more discriminative
representations by explicitly incorporating richer information. By
devising jointly the there parts in the convolution layer, the pro-
posed method has better deraining performance that can be able to
remove heavy rain streaks and preserve better details.
2 RELATEDWORK
2.1 Single Image Deraining
In order to generate accurate deraining results, researchers have
made many trials, which can be simply divided into image prior-
based methods and CNNs-based methods.
These image prior-based methods need to represent the charac-
teristics of the rain-free image while maintaining consistency with
the input image content. Kang et al. [9] employ the bilateral filter to
decompose high-frequency information and low-frequency infor-
mation from a rainy image. Sparse coding and dictionary learning
are used to remove rain components in a rainy image. This work
successfully eliminates the sparse light rain streaks. However, due
to the extreme dependence on the preprocessing of the bilateral
filter, it will produce blurred background details. In order not to
confuse the rain line layer and the background layer, Luo et al. [15]
introduce themutual exclusivity property into discriminative sparse
coding, and finally obtain deraining results which retain the clean
texture details. In addition, [13] proposes Gaussian mixture models
to model the rain layers and the background layers. These priors
have a good effect on the removal of rain streaks with multiple di-
rections and scales. Moreover, Zhu et al. [32] construct an iterative
process to remove more rain. Although many prior-based methods
have tried and improved for single image deraining, there are two
common limits in these methods. On the one hand, the removal of
large and dense rain streaks is not enough. On the other hand, the
test time is too long.
Deep learning has an epoch-making significance in the field of
image processing, which can simultaneously improve the speed
of operations and the quality of completions. The CNNs-based
methods generally use artificial means to generate a large number
of paired datasets for training. Yang et al. [24] jointly perform a
recurrent network of detection and rain removal, where the binary
map is used in the detection process. In recent years, researchers
have improved the network from different perspectives. In terms of
models, Fu et al. [4] and Li et al. [12] introduce ResNet and SE-block
in their deraining networks, respectively. In terms of processes, Ren
et al. [16] choose to implement simple networks in multiple stages
instead of designing complex models. In particular, Wang et al. [19]
design a deraining network based on the spatial attention module
to pay special attention to the area where the rain is located.
2.2 Attention Mechanisms
In recent years, some methods have tried to add non-local mod-
ules [1, 20] or attention mechanisms [5, 6, 23, 33] to complex net-
works, which will establish the dependency of spatial location or
channels or both. Since [17], Self-Attention module has been widely
paid attention while it becomes a research hotspot. They propose
Google Neural Machine Translation, which ignores the distance
between words and directly calculates the dependency relation-
ship. Later, Self-Attention is also used in computer vision tasks as
a complement to convolution. In general channel-wise attention
methods [5, 6, 18], attention weights reweight the activation in
different channels. In particular, other methods [2, 3, 23] perform
weighting operations in different contents and channels. Moreover,
[14] discusses the Self-Calibrated convolution that considers more
efficiently exploiting the convolutional filters in convolutional lay-
ers and designing powerful feature transformations to generate
more expressive feature representations.
3 PROPOSED METHODS (JDNET)
3.1 Overview
In this section, we detail the proposed joint network for single
image deraining, called JDNet. To take full advantage of features
with different levels, dense connections are utilized to connect
several joint units that are composed of Self-Attention module,
Scale-Aggregation module and Self-Calibrated convolution.
Specifically, an input rainy image first passes through a convolu-
tion layer following an activation function to transform the channel
dimension from image to feature. And then the transformed features
are input into several joint units further extract the rain streaks
information. At last, we obtain the rain streaks by a convolution
layer following an activation function to transform the features to
image. The detailed structure is shown in Fig. 2.
3.2 Self-Attention Module
In CNNs for image processing, each layer simultaneously realizes
two functions, i.e., feature aggregation and feature transformation.
The former integrates the features of all positions extracted by
the kernel, and the latter performs transformation through linear
mapping and nonlinear scalar functions. Since these two functions
can be decoupled, if the feature transformation is simply set as an
element-level operation composed of linear mapping and nonlinear
scalar functions, then only the design of feature aggregation will
be considered next. In this paper, we introduce the Pairwise Self-
Attention module [29] to establish feature aggregation. Consistent
with general Self-Attention modules, the final result is expressed
as a weighted sum of adaptive weights and features:
yi =
∑
j ∈R(i)
α(xi ,x j ) ⊙ β(x j ), (2)
where xi and x j are feature maps with indexes i and j , respectively.
⊙ is the Hadamard product called aggregation with the local foot-
print R(i), which is a set of indexes that can be aggregated with
xi . Please note that the number of parameters in the Pairwise Self-
Attention module will not be affected by the size of footprint. In
order to utilize more surrounding pixels, we set the size of footprint
to 7 × 7. After this aggregation, the result yi can be obtained.
The vector β(x j ) generated by the function β(·) will be aggre-
gated with the adaptive vector α(xi ,x j ) introduced later. Compared
with ordinary weights, adaptive vector α(xi ,x j ) has strong content
adaptability. It can be decomposed as follows:
α(xi ,x j ) = γ (δ (xi ,x j )), (3)
where δ (·) and γ (·) respectively represent a relation function and a
hybrid map composed of linear and nonlinear functions. Here, we
use LeakyReLU as the previously mentioned nonlinear function.
Based on the relation δ (·), the function γ (·) is used to obtain a
vector result, which can be combined with β(x j ) in Eq. 2. In general,
matching the output dimension of γ (·) with the dimension of β(·)
is not a necessary thing because attention weights can be shared
among a group of channels.
We choose the subtraction as the relation function, which can
be formulated:
δ (xi ,x j ) = φ(xi ) −ψ (x j ), (4)
whereφ(·) andψ (·) are convolution operations while havematching
output dimensions. δ (·) calculates spatial attention for each channel
instead of sharing between channels.
This Pairwise Self-Attention module we introduced is shown
in Fig 3. In order to perform a more efficient process, these two
branches through which the input feature passes reduce the dimen-
sionality of channels appropriately.
The first branch is called the attention branch, which further
extracts features through two convolutional layers of φ(·) andψ (·),
and then the relation δ (·) and the map γ (·) are used successively to
obtain the final attention weight α . The second branch employs the
convolution operation β(·) to get features of reducing the channel
dimension. After that, we use the Hadamard product to aggregate
the results of the two branches and input them into Batch Normal-
ization, LeakyReLU function and convolution operation. The last
convolution operation expands the channel dimension of feature
result back to the input channel and adds it to the original input
feature.
Conventional convolution uses fixed kernels for feature aggre-
gation. The kernel weights do not change with contents of input
images, but change across the channels. The above Self-Attention
module uses novel vector attention, which can generate content
adaptation ability while maintaining the channel adaptation ability.
This makes our deraining model have strong adaptability, which
can effectively remove rain streaks when the distribution of rain is
different from training datasets.
3.3 Scale-Aggregation Module
Extracting features of different scales is a means to improve the per-
formance of vision tasks. In this paper, we design a Scale-Aggregation
module to learn the features from different scales. The proposed
Scale-Aggregation module not only converts the convolution into
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Figure 2: The architecture of Joint Network for deraining (JDNet). Each joint unit is composed of a Self-Attention module,
Scale-Aggregation module and Self-Calibrated convolution. We use dense connections to inner-connect several joint units.
And at the first layer and last layer, we use 3×3 convolution following a LeakyReLU to change the channel dimensions.
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Figure 3: The architecture of Pairwise Self-Attention Mod-
ule.
deeper features, but also can maintain the original features from
shallower ones. By designing the inner fusion between shallower
and deeper layers, the proposed module can learn adaptively the
features which part is more effective for rain removal. The structure
of the Scale-Aggregation module which we propose is shown in
Fig 4. At the beginning of this module, for a given input X , the
feature map with a downsampling rate of 2 can be obtained by the
following two formulas:
X 1 = LeakyReLU (Conv23(X )), (5)
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Figure 4: Scale-Aggregation Module.
X 1 = ResBlock1(X 1), (6)
where Conv ji (·) represents i×i convolution operation with stride j,
LeakyReLU (·) represents an activation function with the parameter
of 0.2, ResBlock(·) consists of an activation function between two
3 × 3 convolution layers. Let X 0 = X , the general formulas of the
above process are:
X i = LeakyReLU (Conv23(X i−1)), (7)
X i = ResBlocki (X i ), (8)
where i = 1, 2, . . . ,n. Eventually, we upsample each X i to the
scale of original input and concatenate these results with the input
features following a 1 × 1 convolution:
Xout = Conv11{Concat[X 0,Up(X 1),Up(X 2), . . . ,Up(Xn )]}, (9)
where Up(·) is an interpolation operation, Concat(·) represents
the concatenation operation. As a result, we get the feature map
restored to the original shape containing feature information of
different scales.
3.4 Self-Calibrated Convolution
The structure of deep CNNs is becoming more and more compli-
cated, which can enhance the learning ability of the network. The
novel convolution called Self-Calibrated convolution [14] that we
introduce considers improving the feature transformation process
in convolution, as Fig 5.
A given group of filter sets K with the shape (C,C,kh ,kw ) is
divided into four parts, i.e., [K1,K2,K3,K4], where kh and kw are
the spatial height and width, respectively. Each part, whose shape is
(C/2,C/2,kh ,kw ), is responsible for performing different functions.
After splitting filters, the input X with the channel C is split into
X1 and X2 through 1 × 1 convolution with the channel C/2.
In Self-Calibrated convolution, we perform feature transform
at two scales: the original scale and the smaller scale after down-
sampling. For a given X , we adopt average pooling to reduce the
scale:
T1 = AvдPoolr (X1), (10)
where r is the downsampling rate and stride of the pooling process.
Benefiting from the downsampling operation, the receptive field at
each spatial location can be effectively expanded. Next, T1 can be
used as an input to the filter K2 following the upsample operation
which restores the feature back to the original scale, resulting in:
X
′
1 = Up(F2(T1)) = Up(T1 ∗ K2), (11)
where F2(T1) = T1 ∗ K2 is a simplified form of convolution. Then,
the calibrated operation can be formulated as:
Y
′
1 = F3(X1) ⊙ Siдmoid(X1 + X
′
1), (12)
where F3(X1) = X1 ∗ K3, Siдmoid(·) is an activation function. The
final result of the calibrated branch is calculated:
Y1 = F4(Y ′1), (13)
where F4(Y ′1) = Y
′
1 ∗ K4.
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Figure 5: Self-Calibrated Convolution.
The other half of result can be obtained from another branch that
does not require scale transformation. The formula is as follows:
Y2 = F1(X2) = X2 ∗ K1. (14)
Finally, we concatenate Y1 and Y2 in order to get the final result
Y . Reviewing the entire Self-Calibrated convolution, it enables each
spatial position to adaptively encode the context from a long-range
region, which is also a huge difference between it and traditional
convolution.
3.5 Loss Fuction
SSIM(Structural Similarity) [21] is an image quality evaluation met-
ric in the range of [0, 1]. It measures the similarity of two images
from brightness, contrast, and structure. When the two images are
identical, SSIM is 1. The effectiveness of negative SSIM loss for
image deraining has been confirmed in [16].
Hence, we use negative SSIM loss as the loss function:
L = −SSIM(B˜,B), (15)
where B˜ and B are the deraining result and corresponding ground-
truth, respectively.
3.6 Training Details
We use the PyTorch framework to train and test the proposed
method. We trained the network for 1000 epochs with 32 joint units.
Each pair of training samples will be randomly cropped to 64 × 64
pixels. Adam optimizer [10] is used with a learning rate of 5 × 10−4
which is divided by 10 after the 600th epoch and the 800th epoch.
Both n in the Scale-Aggregation module and r in the Self-Calibrated
convolution are set to 4, while the channel dimensionality of the
entire network is 32. We train these networks on a PC with two
NVIDIA GTX 1080Ti GPUs.
4 EXPERIMENTAL RESULTS
In this section, we will conduct training and corresponding tests on
the synthetic datasets Rain100H[24], Rain100L[24], respectively.
Rain100H and Rain100L contain 1800 pairs of training images
and 200 pairs of testing images. Rain100H represents heavy rain
and Rain100L represents light rain. The model trained under the
Rain100H dataset is used to test the real-world datasets[11, 24, 28]
and Rain12 [13].
In order to clearly show the superiority of our proposed method
in terms of quantity and quality, we compare it with the state-of-
the-art single image deraining methods published in ACM’MM[26],
CVPR[4, 16, 19, 22], and ECCV[12] in the last three years.
4.1 Results and Analysis
Quantitative Comparison. We compare our proposed method
with DDN [4], RESCAN [12], REHEN [26], PreNet [16], SpaNet [19],
and SSIR [22] under the two metrics of SSIM [21] and PSNR [8].
We train our models on the synthetic datasets Rain100H and
Rain100L, and compare the quantitative results obtained with the
trainingmethods under the corresponding dataset, respectively. The
metric results of our and compared deraining methods are shown in
Tab. 1. It can be clearly seen that the proposed method has achieved
the highest SSIM and PSNR in all datasets. Compared with other
state-of-the-art methods, our approach has a big improvement.
Qualitative Comparison. In Fig. 6, we show some synthetic
examples on the Rain100H dataset. We can see that the proposed
model can restore cleaner and clearer results, while other approaches
Table 1: Quantitative experiments evaluated on three synthetic datasets. The best results are highlighted in boldface.
DDN RESCAN REHEN PreNet SpaNet SSIR Ours
Dataset PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
Rain100H 22.26 0.69 25.92 0.84 27.52 0.86 27.89 0.89 26.54 0.90 22.47 0.71 30.02 0.92
Rain100L 34.85 0.95 36.12 0.97 37.91 0.98 36.69 0.98 36.20 0.98 32.37 0.92 38.65 0.99
Rain12 28.66 0.91 33.75 0.95 35.84 0.96 34.77 0.96 33.59 0.96 24.14 0.78 37.02 0.97
(a) Input (b) DDN (c) RESCAN (d) REHEN (e) PreNet (f) SpaNet (g) SSIR (h) JDNet (i) GT
Figure 6: Examples about the comparison of our method with other methods on Rain100H dataset.
also hand down some artifacts or remaining rain streaks. Especially,
SSIR [22] fails to work on synthetic datasets.
Furthermore, we provide more examples of real-world datasets
to illustrate the superiority of the proposed method. Fig. 7 shows
the results and we can observe that the proposed method is able to
remove all of rain streaks and can preserve better details. However,
other state-of-the-art methods hand down lots of rain streaks so
that they fail to restore clear and clean rain-free images. Especially,
SSIR [22] always fails to work and even leaves behind traces of rain
streaks.
To sum up, our proposed is a more robust deraining method
that not only can adapt various rainy conditions that can remove
most of rain streaks, but also can better preserve image details
and texture information, which benefits from our designed three
learned parts: Self-Attention module, Scale-Aggregation module
and Self-Calibrated convolution. This also illustrates our method
has better deraining power.
4.2 Ablation Study
In this section, we analyze the importance of different modules.
Especially, we utilize the Scale-Aggregation as the baseline module.
And for different modules, their abbreviations are as follows:
• R1 : The Scale-Aggregation module as the baseline without
Self-Attention module and Self-Calibrated convolution.
• R2 : Baseline with Self-Calibrated convolution.
• R3 : Baseline with Self-Attention module and Self-Calibrated
convolution, i.e., our proposed final joint unit.
The results of different modules are shown in Tab. 2. We can see that
the Self-Calibrated convolution can improve the deraining results
compared with the baseline module, and the Self-Attention module
further boosts the deraining performance compared with the base-
line module with Self-Calibrated convolution. Compared with the
baseline module, the introduced Self-Calibrated convolution and
Self-Attention module improve the SSIM about 0.01.
Table 2: The results of different modules on Rain100H. The
best results are highlighted in boldface.
Modules SC conv Self-Attention SSIM PSNR
R1 0.9130 29.3357
R2
√
0.9219 30.0307
R3
√ √
0.9221 30.0160
In Fig. 8 we provide two deraining examples with the three mod-
ules on real-world datasets. We can observe that the self-attention,
shown in Fig. 8 (d), plays an important role in the real-world de-
raining results. This phenomenon further demonstrates the the
(a) Input (b) DDN (c) RESCAN (d) REHEN (e) PreNet (f) SpaNet (g) SSIR (h) JDNet
Figure 7: Examples about the comparison of our method with other methods on real-world datasets.
importance of self-attention that has content adaptation ability
to better help the network remove the rain streaks, especially on
real-world datasets.
4.3 Discussion on Losses
In order to show the effectiveness of negative SSIM loss, we conduct
experiments withMAE loss andMSE loss under the same conditions.
As shown in Tab. 3, we can see that the negative SSIM loss has the
best performance among the three losses. This illustrates that the
negative SSIM is the most effective loss for the deraining task.
Table 3: The results of different losses on Rain100H.
Loss SSIM PSNR
MAE 0.9002 29.2365
MSE 0.8896 28.7797
Negative SSIM 0.9221 30.0160
4.4 Application for High-level Tasks
In most conditions, the deraining serves as the preprocessing for
some high-level tasks, e.g., segmentation and detection. In this
section, we provide some visual examples for these applications.
Fig. 9 shows the application of different deraining methods for
semantic segmentation on a real-world image, which is directly
tested using PSPNet [30] under the ADE20K [31] dataset. We can
see that the proposed method has a better deraining performance
and so makes PSPNet have a better segmentation result, while other
methods can not generate satisfactory label prediction.
Fig. 10 shows the results of different methods in object detection
on real-world datasets, where we use open source called Google
Object Detection API on the Tensorflow framework.We can observe
that the proposed method generates more accurate predictions,
while other methods can not restore clearer rain-free images that
lead to they fail to detect other existing objects.
The above two examples illustrate that our method can provide
better preprocessing for other high-level tasks as a better derainer.
(a) input (b) R1 (c) R2 (d) R3
Figure 8: The results of different modules from real-world datasets.
(a) Input (b) DDN (c) RESCAN (d) REHEN (e) PreNet (f) SpaNet (g) SSIR (h) JDNet
Figure 9: Semantic segmentation from real-world datasets.
(a) Input (b) DDN (c) RESCAN (d) REHEN (e) PreNet (f) SpaNet (g) SSIR (h) JDNet
Figure 10: Object detection from real-world datasets.
5 CONCLUSION
In this paper, we propose an effective deraining approach for sin-
gle image deraining. The proposed model consists of three parts,
including the Self-Attention module, Scale-Aggregation module
and Self-Calibrated convolution. Each part of these modules can
boost to generate clearer and cleaner rain-free images so that the
overall network has better deraining performance. By exploring
the inner correlation between different positions of convolution
layers, the model is more robust to real-world rainy conditions.
Extensive analysis and discussion illustrate the superiority of the
proposed method compared with state-of-the-art approaches both
on synthetic and real-world datasets.
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