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It has been shown in many articles that one of the most important determinants of students' academic achievement is teacher quality (e.g., Rivkin, Hanushek, and Kain 2005) . Very little is known, however, about the specific characteristics or teaching techniques that make a teacher better. This lack of knowledge makes education policies aimed at improving teacher quality likely to fail. This article is focused on the effect of a specific teaching technique-the use of graded problem sets-on academic achievement.
In studies dealing with the effect of teacher quality on academic performance, differences in teacher quality are measured by comparing the results on standardized tests of different students within the same school over years (e.g., Rockoff 2004; Aaronson, Barrow, and Sander 2007; Rivkin, Hanushek, and Kain 2005) . They have found that there are significant differences in teaching effectiveness even among teachers within the same schools. They also found, however, that differences among teachers' effectiveness are not generally correlated with objective In order to solve this challenge, in recent articles on academic achievement the focus has moved from teachers' characteristics to teaching methods. Based on theoretical models and empirical articles that suggest that student effort is the single most important determinant of student success (e.g., Stinebrickner and Stinebrickner 2008) , identification of teaching methods and techniques that create adequate incentives for students to put forth the effort needed to succeed has been attempted in recent empirical articles on teaching effectiveness. For example, Figlio and Lucas (2004) and Betts and Grogger (2003) , using U.S. data, suggested that teachers with higher grading standards improved the average academic performance of their students on standardized tests (although the gains were not equally distributed across students). Similarly, Bonesrønning (2004) evaluated different grading practices in a sample of Norwegian schools and also concluded that hard graders obtain better results than easy graders. Oettinger (2002) studied the effect of different grading schemes on academic performance and found that absolute grading schemes (e.g., the A-F scale) and a continuous grading scheme do affect student effort differently, and thus academic performance as well.
Another teaching method, the use of graded problem sets, is the subject of analysis in this article. Graded problem sets have the potential to improve student learning because they create a stronger incentive to work early on the material compared to non-graded problem sets, and because they provide students with regular feedback (the grade) on their level of understanding. The effectiveness of graded problem sets in improving student learning has been analyzed in Grove and Wasserman (2006) , Grodner and Rupp (2011), and Geide-Stevenson (2009) . Grove and Wasserman (2006) analyzed whether students performed better in college economic classes when graded problem sets counted toward their grade. In order to identify the causal effect of graded problem sets on academic achievement, they took advantage of a natural experiment that allowed them to compare the performance of two similar groups of students who took the same class under different grading requirements. They found that the group of students for which problem sets did not count toward their grade did significantly worse on the same final exam than the group of students for which problem sets were part of the grade. In particular, they found a learning gain of one-third of a letter grade for the average student in the treatment group. Grodner and Rupp (2011) used a randomized experimental design and found that students in the homework-required group performed half of a letter grade better on tests. Geide-Stevenson (2009) used a methodology similar to Grove and Wasserman (2006) , but applied it to a sample of older and more experienced students and found no difference between students in the treatment group and students in the control group, suggesting that more experienced students may not need the regular feedback that graded problem sets provide in order to obtain a similar learning gain.
Several other articles have used survey data and non-experimental designs and also have found a positive relation between homework assignment and test performance for samples of students other than college level (e.g., Eren and Henderson 2008, 2011; Cooper, Robinson, and Patall 2006) . Although this research has mainly focused on U.S. schools, in recent articles like Falch and Rønning (2011) similar conclusions were reached using a sample of 16 OECD countries. While this literature suffers from identification concerns compared to the use of experimental designs, their results contribute to a body of evidence that indicates that at least part of the learning gain that students obtain from teachers may come from objective teaching methods that can be learned by instructors and applied in the classroom.
This article contributes to the above literature by providing the results from an experiment carried out in college economic classes in Spain. To our knowledge, no article before has investigated the relationship between problem sets and academic achievement at the college level in countries other than the United States. The choice of the country and the timing of the study also are particularly relevant. During the last decade, Europe has undertaken a major reform of its higher education system by implementing the European Space for Higher Education (ESHE). While the most publicized goals of the reform are to improve the quality of European universities and to gain convergence and mobility across them, a practical consequence of the reform, in the case of Spain, has been to transform a lecture-based instruction system with little emphasis on active learning into a system more similar to the United States in which labs, sections, applied learning, and thus problem sets are heavily emphasized. Given the magnitude of this reform, the scarcity of empirical studies quantifying the potential learning gains from the teaching methods favored by the ESHE is surprising.
Our method of estimation is close to the experimental designs used in Grove and Wasserman (2006) , Grodner and Rupp (2011), and Geide-Stevenson (2009) . In our study, the estimation strategy also relies on a carefully designed experiment. We exploit variation arising from observing the performance of nearly 300 students taking the same class during the same semester and with the same instructors. A major advantage, however, is that due to the design of the experiment, the identification of the causal effect comes from within-student variation. The students in the control group are exactly the same ones as in the treatment group, which eliminates most selection concerns. In particular, academic performance is measured through a long multiple choice final test in which some questions are related to graded problem sets and others are related to nongraded problem sets given throughout the semester. In addition, the identification strategy is further refined by the fact that the problem sets that are required for credit are different in each section, which allows us to control for differences in the difficulty of the exam questions. After controlling for potential remaining biases and selection concerns, our results show that graded problem sets increase test scores by 8 percentage points, or close to a letter grade. We also found that the result is particularly strong among weaker students.
The remainder of the article is organized as follows. We describe the research design and data in the next section and explain the econometric methods in the subsequent section. The next two sections are devoted to the results, followed by the concluding section.
RESEARCH DESIGN AND DATA
The study was conducted at Complutense University of Madrid, Spain, during the fall of 2009. Complutense University is the largest public university in Spain. Approximately 80,000 students were enrolled during the academic year 2009-10.
In order to adjust to the needs of the ESHE, Complutense University undertook a major reform of its academic offering during 2009 and 2010. New curricula were developed in all areas of study. The new curricula were officially launched in the fall of 2010.
1 The reform was supposed to transform a system based on large classrooms, in which lectures were the main teaching method, into another system in which smaller classes would be the norm. The new curricula significantly reduced the amount of professors' lectures and drastically increased the number of hours of instruction through sections, labs, and applied work. Prior to the reform, grades were mostly determined by the results obtained by students in only one final exam a year (to be taken in June or September). On the other hand, instructors under the new system can use many more methods of evaluation due to the reduction of class size and the increase in the number of lab or section hours. As a consequence, the use of graded problem sets has increased significantly since the implementation of the ESHE.
During the years prior to the launching of the reform, the European Union gave funding to some universities to conduct research studies measuring the potential impact of the changes favored by the ESHE. Complutense University received some of these funds and organized several competitive calls to distribute the funding. We describe the results of a research experiment that was awarded funding in 2009 in this article.
The classes in which the experiment was carried out took place at the Law School during the year prior to the introduction of the new curriculum. The Law School at Complutense offers both undergraduate and graduate degrees. This study was focused on the undergraduate degree. Unlike the higher education systems of other countries (e.g., the United States), the curriculum of undergraduate studies at Complutense in 2009 offered little flexibility to students in choosing their courses. In order to obtain the degree, all the students had to take exactly the same 25 yearly courses. Both having yearly courses instead of semesters and having a fixed curriculum were common across many universities and undergraduate degrees prior to the development of the ESHE. The law curriculum at Complutense was designed in 1953, and it is known as "Plan 53." At the time of this study, the plan had been in place for 56 years.
Economics courses comprise 2 out of the 25 courses of "Plan 53." The first of these classes is Principles of Economics. Students take this class during the second year of their five-year program. The course is equivalent to a semester of principles of microeconomics and a semester of principles of macroeconomics at American universities. The level of instruction is similar to that of Mankiw's (2011) Principles of Economics textbook. Mankiw's book is indeed widely used among instructors teaching this class.
The second economics course that students are required to take is "Public Finance." Students enroll in this class during their third year of studies. The class is a typical public economics course divided into the equivalent of a semester of public expenditure and a semester of taxation. The class is taught at the level of Rosen's (2004) Public Finance book, which is also a widely used text among instructors teaching this class.
The research experiment described in this article was conducted during the public expenditure part of the Public Finance course offered in 2009. The total number of students who enrolled and completed the class was 316. The class was offered at five different times, three days a week. Three times were offered in the morning (from 8:30 a.m. to 11:30 a.m.) and two in the afternoon (from 5:30 p.m. to 7:30 p.m.). Two professors taught the five classes. One of the professors was in charge of the morning classes while the other was responsible for the afternoon classes. At the time of signing up for the class, students chose whether they wanted to take the class in the morning or in the afternoon, but they could not decide in which specific group. The group was assigned to the student by the university, and students could not change this assignment. The assignment is alphabetical. This means that students whose last names start with the same letter are allocated to the same class. We can consider this allocation as random, as there is no evidence of any correlation between last name initials and academic performance. However, the distribution of students between morning and afternoon classes is not random because it depends on students' choices. This is a concern for estimation purposes if students with different ability or effort levels self-select disproportionately into either morning or afternoon groups. The summary statistics of table 1 show that this might be the case because afternoon students are, on average, older, obtained lower grades on the university entrance exam, and are more likely to work part-time.
2
The total number of students for which we were able to obtain data on all the relevant variables used in the analysis was 289. The distribution of students among the different groups was 67, 69, and 55 in the three morning classes and 60 and 38 in the afternoon classes.
On the first day of class, instructors gave students the syllabus and explained the grading system and the organization of the class. Both instructors followed the same textbook and grading system. The course grade was determined by the grade obtained on the final exam (90 percent) and the graded problem sets (10 percent). Four problem sets were distributed throughout the semester. Each of them referred to one of the four main blocks in which the course was structured. The first problem set referred to collective decision-making and voting rules, the second one referred to public goods, the third one dealt with externalities, and the fourth one with monopolies and regulation. In each class, only two of the problem sets had to be turned in and were used to compute the corresponding 10 percent of the final grade. The other two problem sets did not have to be turned in. The four problem sets were exactly the same for all students, but the ones that had to be turned in and graded were different in the morning and in the afternoon classes. The specific problem sets that would count for a grade in the morning and afternoon groups were randomly decided by instructors at the beginning of the experiment. Instructors heavily emphasized that the four problem sets were equally important for the final exam regardless of whether they would be graded or not. To make this point clearer, they made final exams from previous years available to students. The final exam consisted of 40 multiple choice questions divided into five blocks of approximately equal numbers of questions. The first block of questions was a "theory block." In this block, students had to show knowledge of definitions and concepts explained during the class, but not directly related to the material covered in the problem sets. Each of the other four blocks of multiple choice questions was directly related to one of the four problem sets. All the 289 students took the same final exam in the same classroom during finals week. For grading purposes, each correct answer was given one point, incorrect answers were penalized with −0.333 point, and blank answers did not add or subtract points. The grading scheme was clearly explained in the first page of the exam and also by the instructors during the exam.
ECONOMETRIC ISSUES
The class organization and experimental set up just described is similar to that of Grove and Wasserman (2006) . An important difference, however, is that in our study each of the students in the class is, at the same time, part of both the treatment and the control group, while in Grove and Wasserman each student belonged to either the control or the treatment group. In their study, the identification of the causal effect of having graded problem sets came from comparing two very similar groups of students and observing the differences in performance in the treated group versus the control group. In our case, we were able to observe the performance of the same student under the treatment (questions for which problem sets were required) and without the treatment (questions for which problem sets were not required). Identification arises from comparing the performance of the same student on the questions subject to the treatment and the questions for which the student did not receive the treatment. While comparing the performance of the same student with and without the treatment is close to an ideal situation for the purposes of causal identification, several potential threats must be addressed before we could be certain that we were capturing a causal effect.
The most important concern was related to the difficulty of each of the problem sets. Ideally, the perfect experimental design would consist of comparing the performance of the same student on exactly the same questions on the exam, both with and without the treatment. This cannot be done, because for any given student, a problem set cannot be both required and not required at the same time. The problem then is that some problem sets are harder than others. If this is the case, just comparing the performance of students on the questions related to graded and non-graded problem sets would not capture the causal effect of requiring and grading problem sets. A higher average score on the graded problem set questions could possibly mean that those questions were simply easier than the questions on the test that referred to non-graded problem sets. Similarly, a lower average score on the treatment questions could just imply that those questions were harder. Our experimental design allowed us to take this into account because the required problem sets were different in each of the classes. This means that each specific question on the exam was answered both by students for which the corresponding problem set was required and graded and students for which it was not. In addition, it is worth noting that the write-up of the problem sets and the decision on which problem sets each group would have to turn in was made at the beginning of the term prior to observing student characteristics in each group, so that the assignment of each group into the treatment was uncorrelated with student characteristics.
A second concern was that morning and afternoon classes were taught by different instructors. We knew from previous research that unobserved teacher characteristics have an impact on academic performance of students (e.g., Rockoff 2004; Rivkin, Hanushek, and Kain 2005) . If the two instructors who participated in the experiment possess different unobservable characteristics that affect the performance of the students on the questions related to graded problem sets, it is possible that students taking the class with one of the instructors might perform better on some blocks of the exam for reasons other than just the assignment of the problem set. For example, if one of the instructors is particularly good at explaining public goods and this part of the material is not included in one of the required problem sets in this class, finding no difference between the performance of the students in this block compared to the graded problem sets blocks of the exam might just mean that the teacher effect is counterbalancing the problem set effect.
A third concern was potential peer effects. Students took the class during the same semester and with the same instructor but at different times and with different peers. In addition, student composition in the morning classes and in the afternoon classes differed, with a higher rate of part-time students and students with lower entrance exam grades in the afternoon class. Previous literature suggests that working part-time is likely to have a detrimental effect on the academic success of students (e.g., Stinebrickner and Stinebrickner 2003) . It is conceivable, therefore, that requiring and grading problem sets may have differential effects on student performance due to the different group dynamics. If students in one group are very cooperative, these students may be performing better on certain parts of the exam just because they benefited from their peers' help throughout the term. That is, two otherwise identical students taking the same course with the same instructor and with the same requirements, but with different peers, could potentially perform differently. Additionally, it is also possible that the group dynamics in some of the groups are better, favoring also the performance of the instructor during the lectures in the better groups. As group dynamics and instructor performance are likely to change during the term and thus during the presentation of different parts of the course, a better performance on the problemset-required parts of the exam may be then explained, at least in part, by these peer and time effects.
The concerns just outlined prevented us from being able to use a simple mean comparison to identify the effect of interest. Each of these concerns, however, could be addressed econometrically in a regression framework by controlling for the relative difficulty of each problem set, and for teacher and group effects. In order to do so, we first rearranged the data into student/block observations so that for each student we had four data points, one referring to each of the four blocks of the exam. We then estimated a student fixed effects-model of the form:
where Points is the number of points (as a percentage) obtained by student i in block j of the exam; Treatment is a dummy that takes value 1 if the block refers to a graded problem set; Block is a set of four problem set dummies that capture invariant differences among each block of exam questions, such as their inherent difficulty; and x i is the set of student fixed-effects dummies that controls for student invariant characteristics. Note that teacher and group are invariant within student, so the student fixed-effects dummies control for these factors as well as for other student invariant characteristics such as their relative ability level. In this model, therefore, we are exploiting the variation that arises from observing the same student answering different blocks of questions, holding the difficulty level constant across blocks. A potential problem with the model of equation 1 is that the fixed-effects specification does not control for the fact that students chose whether to be in the morning or afternoon classes. If the reasons that led students to choose either morning or afternoon are correlated with how they perform in the class and how the treatment impacts them, the estimates of equation 1 could be biased. As mentioned before, this was a concern because the summary statistics of our sample showed that students in the morning classes were younger, less likely to work part-time, and did better on both the entrance exam and in the class (see table 1 ). An alternative to the model in equation 1 that solves this problem is to estimate a regression without fixed effects but controlling specifically for teacher effects, group effects, student effort and ability level, and other demographic characteristics such as gender or age. In this case, the corresponding regression would be: 
where, Points, Treatment, and Block are defined as in equation 1; Teacher is a dummy that takes the value 1 for classes taught by one of the instructors and 0 otherwise; Group is a set of dummy variables corresponding to each of the five groups of students; EntranceExam is the grade obtained by the student in the nationwide general admission test that students have to take prior to be admitted into college (called selectividad); TimesEnrolled is the number of times that the students have pre-registered for the class before actually taking it, and is a proxy for some student unobserved characteristics such as effort or part-time work; 3 YearEntranceExam is the year in which the student took the entrance exam and controls for age; and Female takes value 1 for female students and 0 otherwise. This specification does not control for all unobserved within-student characteristics, as the fixed-effects specification does. It is, therefore, more likely to suffer from an omitted variable bias. This problem is alleviated by the inclusion of EntranceExam, TimesEnrolled, YearEntranceExam, and Female. Provided that the omitted variable bias is small, the specification in equation 2 allowed us to identify teacher and peer effects separately as well as to quantify the effect of some observable student characteristics that would otherwise be subsumed into the fixed effects term. In addition, as explained before, the specification in equation 2 allowed us to explicitly control for systematic differences in ability between morning and afternoon students that are not captured by the fixed-effects regression and avoided, therefore, the problem of weaker or stronger students selecting themselves into either morning or afternoon classes due to reasons not captured by the fixed-effects term. In the results section below, we discuss the estimates of both equations 1 and 2.
The coefficient of interest in both equations is b 1 , which measures the differential effect of requiring and grading problem sets on student performance. Positive and significant estimates of b 1 would support the claim that requiring and grading problem sets leads to an improvement of student performance. The key identifying assumption of the model is that b 1 would have been zero if none of the problem sets had been required and counted towards the grade, or if all of them had been required. If this is the case, then an unbiased estimate of b 1 would be capturing the causal effect of requiring problem sets.
Looking at within-student variation holding difficulty levels constant excludes some of the validity threats that would question our key identifying assumption. A remaining selection concern might be, however, that students prepare more for the parts of the exam that are related to graded problem sets, not because having to turn in the problem sets and receiving feedback through grades help them understand the material better, but because requiring problem sets sends a signal that those parts of the material are more important for the exam. This kind of strategic reasoning would lead to some students prioritizing the "treatment" part of the material for reasons other than the treatment itself. This selection concern is likely to be small or inexistent due to three facts. First, instructors emphasized several times during the term that the exam would consist of an even number of questions from each problem set. Secondly, students had access to exams from previous years, so they could verify that all four problem sets were equally weighted on the exam. Third, even if students thought that requiring a problem set might be correlated with the content of the exam, it is not clear what the sign of the correlation would be. Some students may think that requiring the problem set signals that the material is more likely to be on the exam, but some other students may think that, as they have already been tested on those parts of the course, the exam would not emphasize them. For all these reasons, we believe that our identification strategy is free from this kind of selection concern. Table 1 provides the summary statistics for the relevant variables used in the analysis. The average overall grade in the class for the students is 58.76 points out of 100. The result may seem low for people not accustomed to the Spanish higher education system. Most Spanish universities, and Complutense in particular, are large public universities where admission requirements are relatively low even in prestigious schools. This means that in the same class there are very strong students and relatively weak students. This is different from, for example, most American universities in which strict admission procedures result in the student bodies of each university being much more homogeneous. For example, "weak" students at Harvard University are still strong students, while at Complutense, Harvard-type students coexist in the same classroom with second-tier students. This heterogeneity also implies a big dispersion in grades and relatively higher failing rates in each class. An average grade of 58 points is in line with historical rates of success in the department and can be considered as normal.
RESULTS
Turning to the difference between morning and afternoon students, table 1 shows that morning students perform, on average, better than afternoon students. This can be observed by looking at the overall performance variable (e.g., the mean of the Overall Grade variable is 62.7 for morning students and 49.94 for afternoon students). If we look at the average performance of each of the five groups of students, the differences still exist. Every morning group performs better than the best of the afternoon groups. Morning students are also stronger on average according to the EntranceExam grade. They are also younger (e.g., took the entrance exam more recently), and have pre-registered fewer times for the class before completing it. These differences are consistent with the fact that a higher rate of part-time students enroll in the afternoon classes and with the results of Stinebrickner and Stinebrickner (2003) , who argued that working parttime had net detrimental effects on academic performance. Teacher and peer effects could also explain, at least partially, some of the differences in performance in the class. The fact that the student composition and performance differs in morning and afternoon classes supports the use of controls and within-student variation to avoid selection concerns.
The summary statistics of table 1 also indicate that there seem to be important differences in the difficulty across the different blocks of questions. Both morning and afternoon students in all five groups performed significantly better on the questions related to public goods and externalities compared to the other two blocks of problem-set questions. This is true regardless of whether the block was treated or not. The summary statistics, however, anticipate that requiring and grading the problem sets may have an impact on students' learning. The difference in student performance between the two relatively easier blocks of questions and the two harder ones is as high as 27.58 percentage points for the groups in which public goods and externalities were treated but is only 8 percentage points for the groups in which these two blocks were not treated (the numbers are obtained by subtracting the rows labeled Treated questions and Control questions in table 1).
Overall, the summary statistics show that student ability, teacher, peer, and question difficulty effects are likely present. For this reason, a simple mean comparison between the performance of students on the treatment and on the control questions is not meaningful for the purposes of identification. Table 2 shows the results of the estimation of two sets of models which control for student ability, difficulty level, teacher, and peer effects. The first column corresponds to the fixed-effect model described above in equation 1. The dependent variable in this model is the grade obtained by the student in each block of questions. 4 Among the covariates, the fixed-effects term controls for student-specific variation such as student ability, teacher and peer effects, and the exam block dummies control for the difficulty of the problem set. The variable of interest is Treatment. The estimate of the coefficient of this variable is 0.084 and is significant at the 1-percent level. According to this coefficient, requiring and grading problem sets has a positive impact on student performance on the final exam of approximately 8.4 percentage points, or almost a letter grade, caeteris paribus.
The ordinary least squares specifications of columns 2 to 5 in table 2 confirm the same result. Column 2 shows the estimates of the model without any control variables except for the treatment variable. Columns 3 to 5 add different control variables. These specifications show that once we controlled for the difficulty level of each of the blocks of questions, the coefficient of the treatment variable was very stable and was always significant at the 1-percent level. The magnitude of the coefficient in these regressions is identical to the one in the fixed effect (FE) specification of column 1. Thus, the causal effect of requiring and grading problem sets seems to be slightly less than a full letter grade.
According to the results in table 2, student ability and effort level, as measured by EntranceExam, is an important determinant of student achievement. The R-square of the regression Note: Clustered (by student) standard errors in parentheses. * Significant at 10%; * * significant at 5%; * * * significant at 1%.
increases from 0.08 to 0.15 when this variable is included. The coefficient of this variable is significant at the 1-percent level in all the specifications, and has a value of 0.07 in the most inclusive of them (last column of table 2). A 10-percent increase in performance on the entrance exam is associated with an average increase of 7 percent on the performance in each block of the exam. Other variables related with student ability and effort such as TimesEnrolled and YearEntranceExam behave as expected, although only TimesEnrolled is significant. According to the coefficient of TimesEnrolled, students who signed up for the class in previous years but dropped it early in the term perform worse in the class compared to students who have never before dropped the class. Unobserved teacher effects are also present. Column 5 shows that the teacher effects variable is sizable and significant, although a word of caution is needed when interpreting this coefficient. While differences in student ability and effort level in morning and afternoon classes are captured by the EntranceExam, YearEntranceExam, and TimesEnrolled variables, the coefficient of the Teacher variable may be capturing, in part, some unobserved student characteristics inadequately controlled for by the variables that measure student ability.
The group dummies, on the other hand, are not significant except for one group. This is consistent with the idea that the assignment of students to group by the university is random. The gender dummy of column 5 is not significant either, pointing to no differences in class performance related to gender differences. The literature on gender differences in student learning suggests that men usually outperform women in economic classes and that this difference in learning develops mainly during adolescence (Siegfried 1979; Heath 1989) . We found no such differences in our sample. This result may not be representative of potential learning differences among the whole population of students if students selected into the Law School share a similar set of analytical abilities that are different from those of the whole population of students (Heath 1989) .
EXTENSIONS
Previous literature suggests that students with different academic aptitudes may benefit differently from graded assignments. According to this reasoning, better students would be less affected by problem sets because they need fewer incentives to study during the term and less feedback from instructors to do well in the class. On the other hand, the continuous effort that problem sets require and the feedback provided by grading would benefit weaker students more by creating an incentive to work continuously throughout the term. Grove and Wasserman (2006) found no evidence of such a differential effect. They reached this conclusion by estimating a model in which the treatment variable was interacted with student GPA. This coefficient is small and non-significant in their study, which led them to conclude that there were no differential effects across students. Such differences may exist, however, in a group of more heterogeneous students such as the ones at Complutense. In addition, it is also possible that the effects across different groups of students are nonlinear, in which case simply adding an interaction would not fully capture differences across groups of students.
In the first column of table 3, we show the estimates of the same models as in table 2, but add an interaction term. We use performance on the entrance exam as a proxy for student ability. Contrary to Grove and Wasserman (2006) , this term is significant and relevant in magnitude, showing evidence of a differential effect of the treatment across student ability. The interaction term is negative and has a value of -0.042. This means that better students (students who obtained a higher grade on the entrance exam) benefit less from having graded problem sets compared to weaker students. For a student who barely passed the entrance exam (e.g., 5 out of 10 in the entrance exam), the effect of the treatment is 13 percentage points, or more than a full letter grade.
To account for the possibility of nonlinear effects, columns 3 to 8 in table 3 show the estimates of the FE and OLS models when the regressions are run separately for three different subsamples of students. Students in the first sub-sample are those with lower academic ability (those that score in the lower 33rd percentile on the entrance exam). The second sub-sample includes students between the 33rd and 66th percentile, and the third includes only the top-performing Note: Clustered (by student), standard errors in parentheses. * significant at 10%; * * significant at 5%; * * * significant at 1%.
students. The coefficient of the Treatment variable in these three regressions indicates that top students benefited comparatively less from the assignment and grading of problem sets. Both FE and OLS models yield similar results. Top and middle students increased their performances by approximately half a letter grade due to the treatment, while students in the bottom range of the distribution increased their performance by more than a full letter grade. Overall, the results of table 3 suggest the presence of a significant differential effect of grading problem sets on student performance, with weaker students benefiting more.
CONCLUSION
The goal of many education policies is to improve students' academic achievement. Educational research has shown that students' achievement improves with good teachers. Few policy implications have been derived from this fact, however, because it is difficult to identify, a priori, what characteristics make one teacher better than others. In this article, we have estimated the degree to which requiring and grading problem sets may lead to an improvement of student performance. Our results show that the use of this technique increases student performance in our sample by close to a letter grade. We also found that this improvement is not equally distributed across students. Weaker students benefit relatively more compared to better students.
The main policy implication of the results is that the use of graded problem sets appears to be a powerful technique to increase students' learning. As the ESHE promotes and facilitates the use of frequent graded assignments as a pedagogical technique, large learning gains should be expected, caeteris paribus. Our results also suggest that some objective characteristics of the teaching style can indeed be identified as having potential to improve teaching performance. To the extent that we can train instructors in the use of these techniques, we could achieve a substantial improvement in student learning outcomes.
In this article, the effect of the use of graded problem sets on student performance has been identified using data from an experiment. The main advantage of such a design is that it allows attributing the improvement in test scores specifically to the use of problem sets and not to other potential confounding factors. Nevertheless, as with other experimental designs, the results of this analysis have limited generalizability because they refer to a specific economics course during a specific semester in a specific university and country. The quantitative and qualitative importance of the implications that can be derived from the results of this study can motivate further research in this field so that the results can be better generalized. A natural extension of this research would be to perform a similar analysis using data from different universities, countries, and fields of study.
NOTES
1. Many other Spanish universities offered new programs during the fall of 2010, as that was the deadline suggested by the Spanish government for all universities to adjust their academic offerings to the ESHE. 2. We were not able to obtain exact data on the number of part-time students. The University Registrar, however, did provide us with information regarding the number of times that a student had been preenrolled in the class. This variable is measured as the number of times that students signed up for the class without actually taking it. Some students drop the class during the semester without taking any of the exams. It is reasonable to expect that part-time students or students with time constraints are more likely to drop some their classes if they realize that they do not have enough time to complete all the requirements. 3. See note 4 for a more detailed description of this variable.
