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Chapter 1
Introduction
The photovoltaic market today is dominated by crystalline silicon cells, although the pro-
duction of crystalline silicon wafers is a very material and energy consuming process. The
absorber layers have a thickness of around 200µm and a lot of material gets lost in the
process of cutting the wafers.
The development of thin film solar cells aims at reducing material consumption to a
minimum by using highly absorptive material which is deposited directly on a substrate.
There are different types of thin film cells available on the market of which Cu(In,Ga)Se2
cells deliver the highest efficiencies. Cu(In,Ga)Se2 for photovoltaic applications has to be
in the chalcopyrite crystal structure and can be grown with every desired indium to gallium
ratio from pure CuInSe2 to pure CuGaSe2. This makes it possible to adapt the absorber
band gap to the optimal value for the energy conversion of the incident sunlight.
Cu(In,Ga)Se2 photovoltaic modules are available on the market for several years now
and today have reached efficiencies of up to 13.4% in mass production. Record efficiencies
reach 15.7% [Gre11] for a module and 20.3% [Jac11] with a 0.50 cm2 laboratory cell.
The standard Cu(In,Ga)Se2 cell is designed as follows: A molybdenum backcontact is
sputtered on a glass substrate. The next step is the p-type Cu(In,Ga)Se2 absorber layer.
An advantage of Cu(In,Ga)Se2 is the tunable bandgap that can be varied with the gallium
to indium ratio between the band gaps of CuInSe2 (1.0 eV) and CuGaSe2 (1.6 eV). The
most efficient cells have polycrystalline absorber layers, produced by a PVD1 process with
a gallium to indium ratio of around 30/70. On top of the absorber is a buffer layer, usually
consisting of CdS that acts as a diffusion barrier and improves the band alignment between
absorber and window layer. The transparent ZnO window layer forms the n-type part of
the p-n junction. Finally a grid of a Ni/Al double layer is deposited on top as the front
contact.
Despite the success of Cu(In,Ga)Se2 solar cells, many material properties are not known
and research is done on the structure and materials of the cell as well as on alternative
production processes [Sche11].
After the generation of an electron hole pair in the absorber, the charge carrier transport
properties of the materials are extremely important for the transport of holes and electrons
to the front and back contact respectively.
1Physical Vapour Deposition
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Usually studies of the transport properties are made with the sample in the dark. Elec-
trical properties like the charge carrier density and mobility can be measured using the Hall
effect and require strong magnetic fields of several Tesla. The superconducting magnets
typically used to generate those fields in most cases do not have an optical feedthrough.
Hence it is not possible to illuminate the sample.
Nevertheless, people tend to use solar cells under illumination, so that it is important to
be able to describe and control the effects of incident photons.
In first place, a semiconductor under illumination experiences an additional source of
charge carriers: the light induced generation of electron hole pairs. But this is only the
most obvious effect. The incident photons can lead to serious changes in the electronic
structure of the semiconductor. To detect such changes, Hall effect measurements under
illumination – so called photo hall measurements – can be used.
Up to now, a photo Hall study for chalcopyrites was only done for CuGaSe2 on epitaxially
grown and polycrystalline thin films [Ris07, Sie08].
Based on the results, it was assumed for the epitaxial CuGaSe2 films that also under
illumination, the electrical transport is dominated by free holes originating from thermally
activated defect states inside the band gap while the influence of photo generated electrons
is small enough to be neglected. However, the illumination lead to the disappearance
of the compensating donors, which was assigned to the light induced transformation of
metastable donors to acceptors.
The aim of this work is to investigate if those effects occur similarly in other chalcopyrite
compounds. Theoretical considerations show that the behaviour of defects in different
chalcopyrite compounds is similar, but not identical (see. e.g. [Lan06]).
In Cu(In,Ga)Se2 compounds with both indium and gallium, one can not exclude local
fluctuations of the gallium to indium ratio [Gue10]. Therefore, this work only discusses
properties of the ternary compound CuInSe2.
Chapter 2 gives an overview of the basic effect responsible for the electric transport in
semiconductors and chalcopyrites and a literature review about the properties of CuInSe2.
In chapters 3 and 4, the experimental methods and equipment are introduced.
Simulations of the influences of different charge carrier generating effects on the inter-
pretation of experimental data are introduced in Chapter 5.
The results of measurements performed in the dark are discussed in chapter 6 and the
behaviour of samples with different electronic configurations is explained. In chapter 7,
the effects occurring under illumination of the CuInSe2 thin films are presented.
Chapter 8 finally summarises the work.
2
Chapter 2
Background on Electrical Transport
2.1 Electrical Transport Properties of Semiconductors
2.1.1 Charge Carrier Statistics
In the ground state of a semiconductor, all states in the valence band are filled while
the conduction band is empty. In that state no charge transport is possible. Through
excitation, for example by temperature or light, electrons can reach the conduction band,
leaving a hole in the valence band, so that conduction in both bands becomes possible.
The occupation probability of a state at a certain energy level E in a semiconductor with
the Fermi Energy EF is given by the Fermi-Dirac-Statistics:
f(E) =
1
e
E−EF
kBT + 1
(2.1)
The charge carrier densities in the conduction and valence band can be calculated as
n =
∫ ∞
EC
DC(E)f(E)dE, (2.2a)
p =
∫ EV
−∞
DV (E)[1− f(E)]dE, (2.2b)
where DC(E) and DV (E) are the densities of state in the conduction band and valence
band, respectively.
DC = 4π
(
2m∗n
h2
) 3
2 √
(E − EC) (2.3a)
DV = 4π
(
2m∗p
h2
) 3
2 √
(EV − E) (2.3b)
m∗n,p is the effective mass of a charge carrier. It is defined analogous to Newton’s second
law m = F/a as the inverse of the second derivative of the band E(k) with respect to
the momentum k. The effective mass is a symmetric tensor m∗ij , so that the coordinate
system can be chosen in a way that the components m∗ij are zero for i 6= j and the diagonal
elements can be written
m∗ii = ±~2
(
δ2E(k)
(δki)2
)−1
. (2.4)
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Using Equations (2.1),(2.2) and (2.3), one obtains:
n =
∫ ∞
EC
4π
(
2m∗n
h2
) 3
2
·
√
(E − EC)
e
E−EF
kBT + 1
dE (2.5a)
p =
∫ EV
−∞
4π
(
2m∗p
h2
) 3
2
·
√
(EV − E)
e
EF−E
kBT + 1
dE (2.5b)
By introducing
ηn =
EF − EC
kBT
for the conduction Band and (2.6a)
ηp =
EV − EF
kBT
for the valence Band (2.6b)
and using the Fermi-Dirac-integral F1/2
F1/2(η) =
2√
π
∫ ∞
0
√
ε dε
1 + eε−η
(2.7)
(2.5) can be written as
n = NCF1/2(ηn) (2.8a)
p = NV F1/2(ηp) (2.8b)
NV and NC are the effective densities of states of the conduction band and the valence
band respectively.
NC = 2
(
2πm∗nkBT
h2
)3/2
(2.9a)
NV = 2
(
2πm∗pkBT
h2
)3/2
(2.9b)
The Fermi-Dirac-Integral can only be solved numerically, but if the Fermi level is inside the
band gap and the distance to the band edges is considerably higher than kbT (ηn,p ≫ 1),
it can be approximated by eη so that we finally obtain the expressions
n = NC · e
EF−EC
kBT , and (2.10a)
p = NV · e
EV −EF
kBT . (2.10b)
2.1.2 Doping
The properties of semiconductors can be influenced by adding doping defects to the pure
semiconductor. In an elemental semiconductor these can be atoms of other elements, but
also vacancies (missing atoms) in the crystal lattice or interstitial atoms (atoms placed
between the lattice points). In compound semiconductors, there can also be anti-sites
(elements of the compound that occupied a lattice point of an other element). The dopants
create additional states in the band structure and can act either as donors (if they provide
an electron) or as acceptors (if they can catch an electron). If the concentration of dopants
4
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NA,D is high enough, the charge carrier distribution of the semiconductor will be changed
significantly.
If we look at the whole crystal, it will always be charge neutral in equilibrium. This
means that the sum of densities of the electrons in the conduction band and the negatively
charged acceptors N−A is equal to the sum of densities of the holes in the valence band and
the positively charged donors N+D , i.e.,
n+N−A = p+N
+
D . (2.11)
The activation probability is given by Equation (2.1) and thus can be written for acceptors
and donors:
N−A =
NA
ge
EA−EF
kBT + 1
(2.12)
N+D =
ND
1
ge
EF−ED
kBT + 1
, (2.13)
with g the degeneracy factor of the doping level and EA and ED the energy levels of the
acceptor and donor respectively. We define the activation energy Ea,d of an acceptor or
donor as the distance to the band edges:
Ea = EA − EV (2.14)
Ed = EC − ED (2.15)
Doping a semiconductor with donors will move the Fermi energy towards the conduc-
tion band and thereby increase the concentration n of electrons in the conduction band
(Eq. (2.10a)). An important value for charge carrier statistics is the inversion density
ni = n · p. It defines the carrier density at which the transition from n- to p-conduction
takes place. A semiconductor with n >
√
ni > p is n-type, while a material with
p >
√
ni > n is p-type. With Equations (2.10a) and (2.10b), we obtain the following
expression:
ni = n · p = NCNV e
EV −EC
kBT = NCNV e
−EG
kBT (2.16)
As the product of n and p does not depend on the Fermi energy, an increase of n means that
the concentration p of holes in the valence band must be decreased. If the semiconductor
is doped with acceptors, the opposite can be observed: The Fermi level shifts towards the
valence band, p increases and n decreases. For an undoped semiconductor, where electrons
in the conduction band and holes in the valence band can only be generated simultaneously
it holds: n = p =
√
ni.
Doped Semiconductor with one Acceptor Level
Now we consider a semiconductor with only one acceptor level and a negligible density of
electrons in the conduction band (ND = N
+
D = 0, n ≪ p). Equation (2.11) then can be
approximated as
p = N−A (2.17)
5
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With Eqns. (2.12), (2.10b) and (2.14), we obtain:
p =
NA
g · e
EA−EF
kBT + 1
(2.18)
=
NA
g · e
EA−EV +EV −EF
kBT + 1
=
NA
g · e
EV −EF
kBT e
EA−EV
kBT + 1
(2.19)
=
NA
g · pNV e
Ea
kBT + 1
(2.20)
This is a cubic equation in p that can be solved by
p =
NV
2g
e
− Ea
kBT ·
(√
1 +
4NAg
NV
e
Ea
kBT − 1
)
. (2.21)
For kBT ≪ Ea or e
Ea
kBT ≫ 1 we finally can write:
p =
√
NVNA
g
e
−Ea
2kBT (2.22)
For an n-type semiconductor with one donor level, a similar expression can be derived:
n =
√
NCND
g
e
−Ed
2kBT (2.23)
2.1.3 Compensated Semiconductors
A semiconductor containing both acceptor and donor states in the band gap is called
compensated. In general the densities of donors and acceptors will not be exactly the same
so that the semiconductor is only partially compensated.
One Acceptor and One Donor
As an example, we calculate the equations for a compensated p-type semiconductor with
NA > ND and p≫ n. For a p-type semiconductor, EF lies below the middle of the band
gap so that
EF − ED ≪ −1, and hence ge
EF−ED
kBT ≪ 1. (2.24)
This means that all donors are ionised (see Eq. (2.13)): N+D = ND. In this case (2.11) can
be approximated as
p+ND = N
−
A (2.25)
and can be solved similar to (2.18)-(2.20):
p+ND =
NA
ge
EA−EF
kBT + 1
(2.26)
=
NA
g · pNV e
Ea
kBT + 1
(2.27)
6
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This term can again be solved by
p = −
ND +
NV
g
e
−
Ea
kBT
2
+
√√√√√
ND + NVg e− EakBT
2
2 + (NANV −NDNV )NV
g
e
−
Ea
kBT . (2.28)
For low temperatures, the free carrier density p can be neglected with respect to the donor
concentration ND, and Equation (2.25) can be rewritten as follows:
(2.25)
p≪ND=⇒ ND = N−A =
NA
ge
Ea
kBT
p
NV
+ 1
(2.29)
=⇒ p = NV (NA −ND)
gND
e
− Ea
kBT (2.30)
A similar expression can be obtained for a compensated n-type semiconductor:
n =
NC(ND −NA)g
NA
e
− Ea
kBT (2.31)
Multiple Defect Levels
If more than two defect levels have to be taken into account, Equation (2.11) has to be
enhanced by additional numbers of charged defects N−Ai and N
+
Di. This leads to a cubic or
higher order equation that is not analytically solvable. Therefore, the solution has to be
found numerically.
This is done by calculating the defect activations (Eqns. (2.12) and (2.13)) and the free
carrier densities (2.10) with a random Fermi level, then check with Equation (2.11) if the
resulting charge is positive or negative, and shift the Fermi level up or down respectively.
An example program code can be found in chapter C.1.
However, this numerical solution can also be used for one and two band conduction.
2.1.4 Charge Carrier Transport
The Drude model gives a descriptive explanation for the charge transport in materials.
A free charge carrier with charge q in a semiconductor will be scattered randomly on
lattice defects and phonons, which leads to an average velocity of 〈vth〉 = 0. In the
presence of an electric field ~E, the field force ~F = q ~E accelerates the carrier during the
relaxation time τ between two collisions to an additional velocity ~v. After each collision
the information on the additional velocity is lost, so that the carrier will adopt an average
drift velocity vd. This, however, is an approximation because the relaxation time depends
on the energy of the carrier and moreover this energy dependence is different for each
scattering process.
The equation of motion for a charge carrier in a solid is then [Kit06]
~F = q · ~E = m∗(
d
dt
+
1
τ
)~v (2.32)
If measurements are performed in a stationary state with d~vdt = 0, the equation of motion
is simplified to
q · ~E = m∗
~v
τ
(2.33)
7
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Solving this expression to ~v, leads to a linear relation between ~v and ~E with the mobility
µ as the proportionality factor.
⇒ ~v = qτ
m∗
~E = ±µ~E (2.34)
µ =
|q|τ
m∗
(2.35)
The sign in 2.34 depends on the sign of the charge q. For electrons with q = −e it is
negative, for holes with q = e it is positive. In presence of a magnetic field, the Lorentz
force gives an additional contribution to the equation of motion:
q · ( ~E + ~v × ~B) = m∗~v
τ
(2.36)
⇒ ~v = ±µ( ~E + ~v × ~B) (2.37)
The current density ~j can be expressed as the product of charge q, density n and drift
velocity ~v of the charge carrier:
~j = q~vn =
{
−e~vn = enµ~E for electrons
e~vp = epµ~E for holes
(2.38)
With (2.37), one obtains:
~j = ±qnµ( ~E + 1
qn
~j × ~B) = ±qnµ~E ± µ~j × ~B = enµ~E ± µ~j × ~B (2.39)
With the B-field in z-direction and Bz = B, the vector product ~j × ~B can be calculated
to:
~B =
 00
B
⇒ ~j × ~B =
 jyB−jxB
0
 (2.40)
If the E-field component in z-direction is zero, Ez = 0, the components of the current
density are
jx = neµEx ± µjyB (2.41a)
jy = neµEy ∓ µjxB (2.41b)
jz = 0 (2.41c)
(2.41a) and (2.41b) inserted into each other lead to
jx = neµEx ± nqµ2EyB − µ2B2jx (2.42a)
jy = neµEy ∓ nqµ2ExB − µ2B2jy, (2.42b)
and thus
jx =
neµEx ± nqµ2EyB
1 + µ2B2
(2.43a)
jy =
neµEy ∓ nqµ2ExB
1 + µ2B2
(2.43b)
8
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(2.43) can be written as:
~j =
neµ
1 + µ2B2
(
1 ±µB
∓µB 1
)
· ~E (2.44)
= σ · ~E (2.45)
The proportionality factor is the conductivity tensor σ. The sign in the non diagonal
elements of the tensor depends on the charge. With
σ := neµ (2.46a)
γ := µB (2.46b)
the tensor can be written for electrons
σn =
neµn
1 + µ2nB
2
(
1 −µnB
µnB 1
)
=
σn
1 + γ2n
(
1 −γn
γn 1
)
, (2.47)
and for holes
σp =
peµp
1 + µ2pB
2
(
1 µpB
−µpB 1
)
=
σp
1 + γ2p
(
1 γp
−γp 1
)
. (2.48)
If more than one type of charge carriers is present in the semiconductor, the conductivity
tensor is the sum of the individual tensors
σ = σ1 + σ2 + σ3 + · · · (2.49)
2.1.5 Charge Carrier Mobility
The different scattering processes of the charge carriers inside the crystal are responsible for
the limitation of the carrier mobility in solids. An important parameter for the description
of those processes is the scattering cross section σi of the different scattering centres. σi can
be regarded as an area around the scattering centre and is a measure for the effectiveness
of the interaction. The average time τi between two scattering processes can be calculated
from σi, the density of centres Ni, and the thermal velocity
1 vth.
1
τi
= vthNiσi (2.50)
The cross sections σi can be theoretically calculated and converted into mobilities µi by
Equations (2.35) and (2.50). The resulting expressions for the carrier mobilities are given
in an overview following [See02], [Ris07] and [Sie05]:
• Neutral Impurity Scattering: The scattering of charge carriers on neutral im-
purities was described by [Erg50], similar to the scattering of low-energy electrons
in a gas. The resulting mobility is independent of the temperature (for constant
1The time between two collisions is dominated by the thermal velocity vth because the additional drift
velocity vd resulting from the electric field is significantly smaller. Thus, vd is only an effective velocity
resulting from averaging over the whole ensemble of carriers.
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impurity density NN ) and directly proportional to the effective mass, being the only
mechanism leading to higher mobilities for higher carrier effective masses.
µN =
e
20aB~NN
, with (2.51a)
aB =
ǫ0ǫr~
2
m∗e2
(2.51b)
• Ionised Impurity Scattering: Scattering on ionised impurities with the density
NI can be described by the Brooks Herring model [Bro51]. The cross section is
calculated under the assumption of a screened coulomb potential.
µBH =
27/2(4πǫrǫ0)
2
π3/2e3NIf(β)
·
(kBT )
3/2
√
m∗
, with (2.52a)
β =
2
√
6kBT
e~
√
m∗ǫrǫ0
p
and (2.52b)
f(x) = ln (1 + x2)− x
2
1 + x
(2.52c)
• Acoustic Phonon Scattering: Acoustic phonons correspond to vibrations where
all lattice atoms oscillate in the same phase. The deformation of the crystal causes
a scattering potential [Bar50].
µAC =
2
3
·
√
2π
e~4ρv2s
E2ac
·
1
m∗5/2(kBT )3/2
, (2.53)
with Eac the deformation potential constant, ρ the density of the material and vs the
velocity of sound.
• Piezoelectric scattering: Acoustic phonons cause a polarisation in crystals with
ionic bonds and a non symmetric unit cell. Scattering on the resulting dipole moment
is called piezoelectric scattering.
µPZ =
16
√
2π
3
~ǫrǫ0
eK2
·
1
m∗3/2(kBT )1/2
(2.54a)
K2
1−K2 =
e2pz
ρvs
ǫrǫ0 +
e2pz
ρv2s
(2.54b)
with epz the piezoelectric constant.
• Optical phonon scattering: In compound crystals, the ions of the sublattices can
oscillate with a phase shift. The corresponding phonons are called optical phonons.
µNPO =
4
√
2πe~ρ(kBΘ)
1/2
3m∗5/2D2
· f
(
T
Θ
)
, (2.55a)
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with
f
(
T
Θ
)
= (2z)5/2(e2z − 1)
∫ ∞
0
y3/2e−2zydy√
y + 1 + e2zRe(
√
y − 1) (2.55b)
≈ exp
(
5.44
(
1√
T/Θ
)
− 1
)
(2.55c)
z =
Θ
2T
(2.55d)
y =
E
kBΘ
(2.55e)
with D the optical deformation constant, Θ the typical temperature of the phonons
and E the energy of the carriers within the band.
Figure 2.1: Modelled partial mobilities for a CuGaSe2 sample and the resulting total mo-
bility µtot compared to the experimental mobility [Sie05]. The polar optical scattering µopt
is not considered for the calculation of the total mobility.
• Polar optical phonon scattering: Similar to the piezoelectric scattering, there is
additionally a polarisation due to optical phonons.
µPO =
3π1/2
25/2
|e|
m∗αω0
sinh(z)
z3/2K1(z)
(2.56a)
α =
~|e|E0√
2m∗(kBΘ)3/2
(2.56b)
E0 =
|e|m∗kBΘ
4πǫ0~2
(
ǫ−1∞ − ǫ−1r
)
(2.56c)
• Grain boundaries: High defect densities at grain boundaries form a space charge
region an thus a barrier for the charge carriers. The effect on the mobility can be
described by
µGB = µ0e
Φ
kBT , (2.57)
with Φ the barrier height and µ0 a quantity proportional to the grain size.
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For the interpretation of experimental data, the dependencies of the measured carrier
mobility on temperature and effective carrier mass give information on the dominating
scattering mechanism. For example, one can clearly distinguish between impurity scat-
tering and phonon scattering: All phonon related processes lead to a decreasing mobility
with increasing temperature, while the impurity scattering processes show an increasing
(ionised impurities) or constant (neutral impurities) mobility for increasing temperature.
The total mobility µtot can be derived with Matthiessen’s rule from the partial mobilities:
1
µtot
=
1
µ1
+
1
µ2
+
1
µ3
+ ... (2.58)
Figure 2.1 shows partial and total mobility fitted to experimental data from a CuGaSe2
sample.
2.1.6 Hopping
At low temperatures, the free carriers in conduction band and valence band band freeze out
and at the same time more and more defects are not occupied. Hence, a visible contribution
to the transport can originate from carriers tunnelling from defect to defect. If the defect
density is high enough, the wave functions of the defects overlap and form an additional
band inside the band gap, the so called impurity band.
The conductivity of a semiconductor can then be expressed approximately as [Bla85]
σ = peµp + σ2exp(− ǫ2
kBT
) + σ3exp(− ǫ3
kBT
). (2.59)
The first term describes conduction in the bands, while the second and third terms
correspond to different types of impurity conduction. ǫ2 corresponds to the energy needed
to place a second electron on a neutral donor. The conduction of this type takes place in
a band of negatively charged donors (D−-band). The third term describes the hopping of
carriers from neutral to ionised defects.
In Hall measurements, high influence of impurity conduction leads to a maximum of the
Hall coefficient and steeply decreasing mobility towards low temperatures.
2.2 Properties of CuInSe2
2.2.1 Crystal and Electronic Band Structure
The chalcopyrite structure can be deduced from the zincblende2 structure (II-IV semicon-
ductor, e.g. ZnSe) by replacing the atoms of the cation lattice (group II element, Zn)
alternately by a group I (e.g. Cu) and a group III (e.g. In, Ga) element. Doing this, the
zincblende unit cell has to be doubled to form the chalcopyrite unit cell (Fig. 2.2).
Due to the different bond lengths RI−V I and RIII−V I between selenium anions and the
two different types of cations, the Se atoms are slightly moved from their position in the
zincblende lattice. For CuInSe2, the Se anions are shifted towards the Cu atoms [Pos04].
2The zincblende structure can be regarded as two face centred cubic (fcc) lattices with a translational
displacement of 1
4
along the cube diagonal. One of those lattices is occupied by the anions (e.g. Se) the
other one by the cations (e.g. Zn) of the zincblende lattice.
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Figure 2.2: Unit cell of Cu(In,Ga)Se2 [Sha75]
As a result of this displacement, the long edge c of the chalcopyrite unit cell is in general
not exactly two times the lattice constant a: c 6= 2a.
By local density approximation (LDA) to density functional theory, Zhang et al. [Zhan98]
have calculated a lattice constant of a = 5.768 and a tetragonal distortion of η = c2a =
1.008, which means that the c axis is slightly stretched. Experimental results support this
values. By X-ray diffraction, a value of η = 1.006 was found [Rab98].
The chalcopyrite structure forms in a wide range of temperatures and compositions. Fig-
ure 2.3 shows the phase diagram along the quasi-binary cut In2Se3-Cu2Se. The chalcopyrite
phase is denoted with α, the β-phase is the ordered defect compound CuIn5Se8 that can
be explained by a periodical arrangement of one (2VCu − InCu) defect complex every 4
unit cells of CuInSe2 [Zhan98] (see also Sec. 2.2.2). The diagram shows that it is possible
to grow CuInSe2 with a copper deficit, while providing a copper excess will lead to the
formation of Cu2Se in addition to the chalcopyrite phase. Already at a Cu content below
the CuInSe2 stoichiometry, the Cu2Se phase begins to form. Hence, single phase CuInSe2
can not be grown with copper excess and even stoichiometric CuInSe2always contains a
large number of copper vacancies VCu.
However, it can be assumed that providing more Cu during crystal growth not only
leads to more Cu2Se but also reduces the density of VCu. This does not visibly change the
stoichiometry but indeed can influence the electronic properties.
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Figure 2.3: Phase diagram of the Cu-In-Se system along the quasi-binary cut In2Se3-Cu2Se.
α: chalcopyrite; δ: zincblende; β: ODC (ordered defect compound, CuIn5Se8). For Cu2Se,
the authors distinguish between the high temperature (HT) and the room temperature (RT)
phase [God00].
Figure 2.4: Brillouin zone of chalcopyrite (black lines) and zincblende (grey lines) [Sha75].
The theoretically calculated electronic band structure of CuInSe2 is shown in Figure 2.5,
comparing results from LDA and self consistent Coulomb hole plus screened exchange (sc-
COHSEX) calculations followed by a perturbative GW (One-Particle Green Function with
14
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Screened Coulomb Interaction) approach [Agu11]. The dispersion of the bands is very simi-
lar in both approaches, but the LDA calculations underestimate the band gap significantly,
while the scGW approach comes to a correct band gap around 1 eV for CuInSe2.
Valence band maximum (VBM) and conduction band minimum (CBM) are located at
the Γ-point, the point of highest symmetry. The Γ-point is also the centre of the Brillouin
zone that is shown in Figure 2.4. The end points of the k-axis in the band diagram are
labelled T and N. T is the intersection point of kz-axis and the outer surface of the Brillouin
zone, N is the surface point in [011] direction. The band diagram shows a second valley in
the conduction band at the N -point with a relatively high barrier of 0.74 eV to the CBM.
This valley can give rise to a second electron contribution to the transport with the values
of the effective mass and mobility different from the electrons at the Γ-point.
Figure 2.5: Electronic band structure of CuInSe2[Agu11]. The black solid lines give the
results obtained with a self consistent GW approach. For comparison, the band structure
derived with LDA is given in red dashed lines. The scGW results deliver the correct band
gap, while the LDA calculations underestimate it. The structure inside the conduction and
valence band is similar for both approaches.
With Equation (2.4), the effective carrier mass m∗ can be calculated from the band
curvature. The effective mass tensor for chalcopyrites is anisotropic and has different
values for transport along (m‖) and perpendicular(m⊥) to the c-axis [Per08]. Table 2.1
compares results for the electron mass mc1 and the lightest hole mass mv1 at the Γ point
and theoretical values for the electron mass mN at the N -point in CuInSe2. The values m
‖
and m⊥ represent the effective mass exactly at the Γ point, because they are calculated
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from the curvature at the extremal point. For a filled band (i.e. with carriers not only at
the extremal point), they would only be valid in the case of parabolic bands, which is not
the case for chalcopyrites. This explains the large difference to the experimental hole mass
from [Bod82].
Source Method m⊥v1 m
‖
v1 m
exp
v m⊥c1 m
‖
c1 m
exp
c mN
[Per08] LDA 0.14 0.66 0.08 0.09
[Bot12] LDA 0.08 0.09 0.23
[Bot12] scGW 0.08 0.12 0.16
[Bod82] optical measurements 0.71 0.092
[Wei77] Faraday rotation 0.09
[Aru92] Shubnikov-de Haas oscill. 0.077
Table 2.1: Effective masses for CuInSe2.
2.2.2 Native Defects
The doping of the absorber in chalcopyrite solar cells is mainly done by native defects. In
the ternary CuInSe2 crystal, twelve different native point defects are possible. For CuInSe2,
these are: Three vacancies (VCu, VIn, VSe), six antisites (InCu, SeCu, CuIn, SeIn, CuSe,
InSe) and three interstitials (Cui, Ini, Sei).
In addition to the point defects, there can also occur defect complexes (2 or more neigh-
bouring point defects). Examples are the (2VCu − InCu) defect complex whose periodic
occurrence is responsible for the formation of ordered defect compounds like CuIn5Se8,
CuIn3Se5, Cu2In4Se7, and Cu3In5Se9 [Zhan98] or the metastable VSe − VCu divacancy
which can act as donor or acceptor depending on its charge state [Lan06].
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Figure 2.6: Persistent photoconductivity observed in a p-type CuInSe2sample.
16
2.2. Properties of CuInSe2
VSe (VSe − VCu)
Figure 2.7: Energy diagrams for VSe [Lan05] and (VSe − VCu) [Lan06] in CuInSe2. (a)
Position of the energy levels in the bands. (b) Energies of the different charge states. DLS:
Defect localised state, PHS: Perturbed host state.
Formation enthalpies depend on the Fermi level [Zhan98], which leads to a self compen-
sation of chalcopyrite semiconductors. In general one can say that acceptor states form
easier in n-type material while donors form easier in p-type material [Zhan98].
An example is the acceptor VCu. A shift of EF up towards the conduction band decreases
its formation energy ∆HVCu until it reaches negative values. Any attempt to shift EF
further up would strongly increase the number of VCu. The increase of acceptor states
would lead to a counteracting shift down towards the valence band. Hence, EF will be
pinned to the point where ∆HVCu becomes negative.
For CuGaSe2 the pinning energy lies below midgap and thus it cannot be doped n-type,
while for CuInSe2 it is closer to the conduction band, so that CuInSe2 can be produced
both p- and n-type [Zhao04].
Metastable defects that can act as acceptors and donors depending on their charge state,
are possibly responsible for the effect of persistent photoconductivity. The conductivity of
a semiconductor is increased under illumination due to photo induced electron hole pairs.
It has been observed for chalcopyrites that it can take very long time after removing the
light source until the conductivity decreases back to its original value. Figure 2.6 shows
this behaviour for the CuInSe2 sample p6 measured within this work (see Appx. A). The
time the sample needs to relax to its equilibrium state is more than 105 s (several days).
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An explanation can be the behaviour of the selenium vacancy VSe [Lan05] and the
(VSe−VCu) divacancy [Lan06]. Figure 2.7 shows the energies of the different charge states
depending on the bond length of the neighbouring In atoms. The energy levels a and b
correspond to the bonding and antibonding In-In states respectively.
The equilibrium state of the Se vacancy in p-type CuInSe2 is the positively charged V
2+
Se
state. By capturing a photo induced electron, the defect reaches the V +Se state from where
it only needs the relatively small energy of ∆E1 ≈ 0.1 eV to overcome the barrier towards
the metastable state. In the metastable state, the energy of the V +Se state is the same as
for the V 0Se state, so the defect can easily capture a second electron and thus provide in
total two free holes. To relax from the V 0Se state to equilibrium, two holes have to couple
to the defect at the same time. The low probability of this event can possibly explain the
long relaxation times observed for CuInSe2 after illumination.
The (VSe − VCu) divacancy behaves similar. In the metastable state, the energies of the
neutral and the positively charged state are different. Thus, a shallow acceptor with the
transition energy is created in the band gap.
The numerous possibilities of electrically active defects allow to produce chalcopyrites
in a wide range of doping and charge carrier densities. Controlling the doping densities by
adjusting the composition therefore is a crucial challenge in the production of chalcopyrite
solar cells.
2.2.3 Effect of Composition on Electronic Properties
Different studies have been made to observe the dependence of electrical properties on the
composition of CuInSe2. It has been found that even small changes in the composition
can have a large influence on the doping density and thus on the electronic properties of
chalcopyrite. This becomes obvious by comparing the density of atoms with the typical
doping densities: The density of copper atoms in CuInSe2 is of the order of 10
22 cm-3. If
one now takes away 1017 copper atoms per cm3, the composition will not visibly change,
but the copper vacancies can create shallow acceptor states with a density of 1017 cm-3.
Experimental studies lead to results that make it possible to estimate the conduction
type of CuInSe2 from the composition. The different samples are grouped with help of the
following parameters:
∆m =
[Cu]
[In]
− 1 ∆s = 2[Se]
[Cu] + 3[In]
− 1 ∆s′ = [Se]
[Cu] + [In]
− 1 (2.60)
Table 2.2 shows results for vacuum deposited polycrystalline thin films [Nou84] and
bulk single crystals grown with the Bridgman method [Neu90]. Both studies agree that
material which is both copper and selenium rich is p-type. For both copper and selenium
poor material, both studies find n-type conduction, Noufi et al. [Nou84] see also p-type
layers. However, the p-type CuInSe2 in that group shows high resistivity. This may result
from a high density of compensating donors, so that one can assume that those layers are
almost intrinsic and thus close to n-type conduction.
The differences in the other groups (copper rich and selenium poor; copper poor and
selenium rich) partly result from the different definitions of ∆s and ∆s′. For example if
one applies the definition of ∆s′ for selenium excess or deficiency to the data of [Neu90]
one finds both p- and n-type crystals in case of copper rich and selenium poor material.
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∆s′ < 0 ∆s′ > 0
∆m < 0 p/n p/n
∆m > 0 p p
(a) Thin films [Nou84]
∆s < 0 ∆s > 0
∆m < 0 n /
∆m > 0 n p
(b) Bulk single crystals [Neu90]
Table 2.2: Conduction type of CuInSe2 polycrystalline thin films [Nou84] and bulk single
crystals [Neu90] depending on the composition. The data from [Neu90] shown in this table
only takes samples close to stoichiometry into account (|∆m| < 0.08 and |∆s| < 0.06).
Within this range, no sample that was both copper poor (∆m < 0) and selenium rich
(∆s > 0) was found. For samples with larger deviations from stoichiometry, [Neu90] found
n-typ samples in this region as well as p-type samples in the copper rich and selenium poor
region.
An other reason for differences certainly are the different fabrication methods and struc-
tures of the samples in the different studies. In polycrystalline films, defects can accumulate
at the grain boundaries and hence will not influence the bulk charge carrier statistics.
Summarising, one can say that the studies provide rules of thumb for the fabrication of
CuInSe2 with the desired properties, but in practise, the relationship between composition
and electrical properties is rather complex. There is a strong interplay between defect
densities, carrier densities, Fermi level, and defect formation enthalpies. For example it has
been shown by first principle theoretical calculations, that the defect formation enthalpies
change with the composition so that for different compositions different defects are more
likely to form [Zhan98].
2.2.4 Experimentally Determined Transport and Doping Properties
In the following, a short overview on the properties of n-type and p-type CuInSe2 deter-
mined by Hall measurements is given.
n-type CuInSe2
CuInSe2 bulk single crystals and epitaxial thin films with n-type conductivity were found
with a wide range of electrical properties (see Tab. 2.3). The room temperature electron
densities cover the range of 1.8 · 1015 cm−3 to 1.8 · 1020 cm−3.
The donor activation energies were summarised by Wasim [Was86] who identified from
the measurements known to that date three different donor levels: Ed1 ≈ 10meV domi-
nating at temperatures below 250K, Ed2 ≈ 80meV dominating at 250K. T . 400K and
Ed3 ≈ 180meV dominating at T & 400K.
Electron mobilities at room temperature were found in a range from 6 cm
2
Vs to 900
cm2
Vs .
This can be explained by the domination of different scattering mechanisms limiting the
mobility. The mobilities resulting from the different mechanisms can be calculated with
the equations given in Section 2.1.5. Polar optical phonon scattering limits the mobility to
µPO;300K ≈ 103 cm2Vs at room temperature. For samples with low charged defect densities,
this is the lowest partial mobility and thus defines the actual total mobility. At high defect
densities the limits resulting from defect scattering dominate, so that the total mobility
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Source n300K [cm
−3] µ300K [cm
2/Vs] Ed [meV] Type
[Mig75] 1 · 1017 250 bulk cryst.
[Neu78] 2.6 · 1015 − 3.1 · 1017 53 − 360 220 bulk cryst.
[Schum78] 1 · 1017 − 5 · 1017 100 10 epi. films
[Irie79] 1 · 1016 900 12, 180 bulk cryst.
[Schum81] 3.7 · 1018 − 1.8 · 1020 6 − 140 epi. films
[Was84] 5.0 · 1016 − 7.0 · 1016 200 − 300 bulk cryst.
[Neu90] 1.8 · 1015 − 5.0 · 1017 90 − 900 0 - 18 bulk cryst.
[Rin95] 2.3 · 1016 − 6.5 · 1016 14 - 18 bulk cryst.
Table 2.3: Experimentally measured properties of n-type CuInSe2-Samples.
decreases. With a charged defect density of 1019 cm-3 for example the mobility resulting
from Brooks Herring scattering is µBH;300K ≈ 100 cm2Vs .
Typically, the electron mobility increases with temperature at low temperatures indi-
cating a domination of scattering on charged impurities, until it reaches a maximum at
200 − 300K and decreases again towards higher temperatures, which is a sign for domi-
nating phonon scattering .
p-type CuInSe2
The room temperature hole densities of p-type CuInSe2 cover a similar range as the electron
densities in n-type crystals. Values between 1.2 · 1016 cm−3 and 3.1 · 1019 cm−3 were found.
The acceptor activation energies were summarised by Wasim [Was86] to be in the fol-
lowing ranges: Ea1 ≈ 12− 30meV , Ea2 ≈ 65− 98meV, and Ea3 ≈ 400meV.
Source p300K [cm
−3] µ300K [cm
2/Vs] Ea [meV] Type
[Mig75] 1 · 1018 10 bulk cryst.
[Schum78] 1.2 · 1016 − 2.4 · 1017 45 − 200 92, 400 epi. films
[Irie79] 1.7 · 1016 − 9.3 · 1016 8 − 18 20 - 28 bulk cryst.
[Neu79] 5 · 1017 5 12 bulk cryst.
[Schum81] 2.1 · 1019 − 3.1 · 1019 18 − 25 8, 105 epi. films
[Neu90] 1.5 · 1016 − 2.0 · 1017 15 − 150 20 - 29 bulk cryst.
[Cham07] 1.2 · 1016 − 7.1 · 1017 9 − 20 bulk cryst.
Table 2.4: Experimentally measured properties of p-type CuInSe2-Samples
The observed hole mobilities are below the electron mobilities as expected due to the
higher effective mass. Values between 5 cm
2
Vs and 200
cm2
Vs were found at room temperature.
Most samples show the same temperature dependency as described above for the n-type
samples, but some authors found the mobility to be exclusively phonon dominated [Neu90]
even at low temperatures.
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2.3 Photon Absorption and Transmission in CuInSe2
The transmission T of light through a material with thickness l can be described by the
Beer-Lambert law:
T =
I
I0
= e−α(λ) · l (2.61)
α(λ) is the wavelength dependent absorption coefficient. After [Sche11] it can be calculated
from the semi-empirical expression
α = α0
√
hν − EG
kBT
+ α1 exp
(
hν − E1
B1
)
. (2.62)
The parameters for CuInSe2 and CuGaSe2 were determined by [Org04] from fits to Equa-
tion (2.62) and are given in Table 2.5.
α0 [10
4 cm-1] Eg [eV] α1 [10
3 cm-1] B1 [eV] E1 [eV]
CuInSe2 0.89 1.025 6.01 0.363 1.574
CuGaSe2 0.84 1.738 3.59 0.357 1.765
Table 2.5: Parameters for calculation of the absorption coefficient α with Equation (2.62)
[Org04].
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Chapter 3
Methods of the Hall Effect
3.1 The Hall Effect
The Hall effect was discovered and first described by Edwin Hall in 1879 [Hal1879] and
today is a standard tool for characterisation of electrical transport properties. Basic equa-
tions used in this chapter can e.g. be found in [Put60].
In an electrical conductor through which an electric current Ix is flowing and which is
situated in a magnetic field Bz perpendicular to the current, a voltage UH perpendicular to
B-field and current will be induced. This voltage depends on the used current and B-Field,
on the shape of the sample and the material dependent Hall coefficient RH which contains
information on charge carrier densities and mobilities.
For a block-shaped sample with thickness d in direction of the B-Field, RH can be
expressed as follows:
RH =
Ey
jxBz
=
UHd
IxBz
(3.1)
and thus can be directly calculated from the measured Hall voltage UH .
3.1.1 Single Band Transport
In the following, the Hall coefficient for a p-type semiconductor with the transport exclu-
sively in one band shall be calculated. We take the current densities jx and jy from the
conductivity tensor (2.48) and (2.45):
jx =
σp
1 + γ2p
Ex +
σpγp
1 + γ2p
Ey (3.2)
jy =
−σpγp
1 + γ2p
Ex +
σp
1 + γ2p
Ey (3.3)
During a Hall measurement, the current density jy in y-direction is zero.
jy = 0 (3.4)
⇒ σpEy = σpγpEx (3.5)
⇒ Ey = γpEx (3.6)
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Now, the Hall coefficient can be calculated:
RH =
Ey
jxBz
(3.7)
=
γpEx
B · (
σp
1+γ2p
Ex +
σpγp
1+γ2p
γpEx)
(3.8)
=
γp(1 + γ
2
p)
Bσp + σpγ2p
=
γp
Bσp
(3.9)
=
µpB
peµpB
=
1
pe
(3.10)
A similar derivation delivers for a n-type semiconductor
RH =
−1
ne
(3.11)
Thus in the case of one band conduction, RH is proportional to the inverse of the charge
carrier density and is independent of the magnetic field.
3.1.2 Two Band Transport
If both electrons and holes contribute to the conduction, the conductivity tensor is the
sum of the individual tensors (2.47) and (2.48):
σ = σn + σp =
(
σn
1+γ2n
+
σp
1+γ2p
−σnγn
1+γ2n
+
σpγp
1+γ2p
σnγn
1+γ2n
+
−σpγp
1+γ2p
σn
1+γ2n
+
σp
1+γ2p
)
=:
(
σxx σxy
−σxy σxx
)
(3.12)
The current densities are:
jx = σxxEx + σxyEy (3.13)
jy = −σxyEx + σxxEy (3.14)
Again, we set jy = 0, which leads to an expression for the y-component of the electric field
Ey.
Ey = σxyσ
−1
xxEx (3.15)
Now, the Hall coefficient for two-band conduction with electrons and holes is
RH =
Ey
Bjx
=
σxyσ
−1
xxEx
B[σxxEx + σxy(σxyσ
−1
xxEx)]
(3.16)
=
σxy
Bσxx(σxx + σ2xyσ
−1
xx )
(3.17)
=
σxy
B(σ2xx + σ
2
xy)
(3.18)
In the case of low magnetic fields (γ = µB ≪ 1), the quadratic terms γ2 in σxx and σxy
can be neglected.
σxx =
σn
1 + γ2n
+
σp
1 + γ2p
(3.19)
= σn + σp (3.20)
σxy =
−σnγn
1 + γ2n
+
σpγp
1 + γ2p
(3.21)
= −σnγn + σpγp (3.22)
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Thus with (3.18) and (2.46) the Hall coefficient can be written as
RH =
σxy
B(σ2xx + σ
2
xy)
(3.23)
=
−σnγn + σpγp
B((σn + σp)2 + (−σnγn + σpγp)2) (3.24)
(2.46)
=
peµ2pB − neµ2nB
B((neµn + peµp)2 + (peµ2pB − neµ2nB)2)
(3.25)
The second term in the denominator depends on the square of µB and thus can also be
neglected for µB ≪ 1 so that one finally receives for RH in the weak B-field approximation:
RH =
pµ2p − nµ2n
e(pµp + nµn)2
(3.26)
Similarly, the Hall coefficient can be expressed in case of impurity band conduction:
RH =
pµ2p − pdµ2d
e(pµp + pdµd)2
(3.27)
pd is the charge carrier density in the impurity states and µd the corresponding mobility.
The calculations above are made under the assumption of an energy and scattering
process independent relaxation time τ (see sec. 2.1.4). To take the energy dependence into
account, the Hall factor r is introduced, which is defined as the ratio between the ensemble
average value of the relaxation time τ2 and the square of the average relaxation time τ2 of
a particular carrier.
r =
τ2
τ2
(3.28)
The Hall coefficient is then
RH = rp
1
pe
p-type (3.29)
RH = rn
−1
ne
n-type (3.30)
RH =
rppµ
2
p − rnnµ2n
e(pµp + nµn)2
two band in weak field approximation (3.31)
Values of r are in the range between 1.18 for phonon scattering and 1.93 for scattering
on charged defects [Sze81]. As the actual value of the Hall factor for a particular sample
depends on the ratio of contributions of the different scattering mechanisms and also can
depend on the temperature, it is difficult to determine. Therefore the Hall factor is set to
r = 1 in the following. Thus, the charge carrier density will be slightly underestimated,
while the mobility will be slightly overestimated.
The B-field dependence of RH can immediately be seen in a non linear B-field depen-
dence of the Hall voltage UH . Figure 3.1 shows the room temperature B-field dependence
of UH for the CuInSe2 sample p1B (see chapters 7 and 6) in the dark and under illumi-
nation respectively. The Voltages U1 to U8 are the voltages given in Table 4.2, the offset
voltage Uoffset results from deviations of the sample from the ideal square shape, asym-
metric contacts, differences in the contact resistances and possible inhomogeneities of the
layer.
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(a) (b)
Figure 3.1: B-field dependence of the Hall voltage UH at 300K for the p-type CuInSe2
sample p1B (a) in the dark (b) under illumination. Under illumination, the voltage does
not depend linearly on the voltage so that the Hall coefficient depends on the B-field.
For p-type semiconductors special consideration has to be given to electrons that are
induced in the sample for example by illumination or thermal energy: Due to the in general
higher mobility of the electrons, they might significantly contribute to the conduction,
although the hole density still is much higher than the electron density.
A certain number of light induced electron-hole-pairs will increase the carrier densities
by nphoto = pphoto. As those concentrations remain constant while temperature changes
and the defect induced hole density decreases at low temperatures, a p-type semiconductor
under illumination will always seem to switch to n-type conduction at sufficiently low tem-
peratures. As the type of a semiconductor depends on the Fermi level which by itself only
depends on the carrier densities and not on the mobilities, this means that a semiconductor
can seem to be n-type in Hall measurements while in fact being p-type.
A special case is a semiconductor with an equal number of free holes and electrons.
This situation occurs on one hand at very high temperatures, when thermal band to band
excitation delivers significantly more carriers than excitation to or from defect states, and
on the other hand at very low temperatures under illumination, when the defect induced
free carriers freeze out and thus light induced band to band excitation is the dominating
source of free carriers. With p ≈ n and x = µp/µn, the weak field approximation of the
Hall coefficient for two band conduction (3.26) can be written as
RH =
x2 − 1
e ·n · (x+ 1)2
=
x− 1
e ·n · (x+ 1)
= RH,1Band ·
x− 1
x+ 1
, (3.32)
with RH,1Band the Hall coefficient for one band conduction (eq. (3.10)). Herewith, the
error caused by neglecting the hole contribution can easily be calculated if the ratio x of
the mobilities is known.
3.1.3 Multiple Band Transport
In principle, the conductivity tensor and Hall coefficient can be calculated for any number
of contributing carriers. However, because of the large number of free parameters, an
analytical approach only makes sense, if some of the parameters (i.e. mobilities and carrier
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densities) are known. If this is not the case, it makes more sense to use a numerical method
that determines the number and parameters of the contributing carriers directly from the
measured data. This is done by the mobility spectrum analysis that is introduced in section
3.2.
3.1.4 The van der Pauw Method
For the determination of the conductivity of thin film samples of arbitrary geometry, the
van der Pauw method [Pau58] is used. Four electrical contacts are needed for connecting
the current source and voltmeter to the film. The following requirements on the sample
geometry arise from the derivation of van der Pauw’s equation:
• The thickness of the sample has to be homogeneous and small compared to the
distance of the four contacts.
• The sample has to be simply connected, which means, that there are no holes or
highly conductive areas.
• The four contacts have to be placed at the edge of the sample.
• The size of the contacts has to be small compared to the size of the sample.
To prove the correctness of van der Pauw’s equation, we start with a particular geometry:
a semi infinite half plane with four contacts P, Q, R and S at its boundary (Fig. 3.2) and
a current entering at the contact P and leaving at the contact Q.
Figure 3.2: Sample in form of half plane with four contacts [Pau58].
For a homogeneous and simply connected layer, the lines of equal potential – referring
to a current entering or leaving at a particular point – are half circles with radius r around
this point. Hence, the Voltage between two points C and D of this sample can be calculated
as
U = R · I = Iρ
l
A
= Iρ
∫ r(D)
r(C)
dr
πrd
, (3.33)
with ρ the specific resistivity of the sample, l the length of the path of the current, A the
cross section along the path, and d the thickness of the sample. Thus, we can determine
the voltage between contacts R and S resulting from the current entering the sample at P
to be
UP,RS = VP,S − VP,R = ρI
πd
∫ a+b
a+b+c
dr
r
=
ρI
πd
ln
(
a+ b
a+ b+ c
)
(3.34)
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And analogue for the current leaving at contact Q
UQ,RS = VQ,S − VQ,R = ρI
πd
∫ b+c
b
dr
r
=
ρI
πd
ln
(
b+ c
b
)
(3.35)
The total Voltage between R and S is the sum of the two partial voltages (3.34) and (3.35):
VS − VR = ρI
πd
ln
(a+ b)(b+ c)
b(a+ b+ c)
(3.36)
⇒ RPQ,RS = ρ
πd
ln
(a+ b)(b+ c)
b(a+ b+ c)
(3.37)
In the same way, RQR,SP can be derived:
RQR,SP =
ρ
πd
ln
(a+ b)(b+ c)
ca
(3.38)
With
b(a+ b+ c) + ca = (b+ a)(b+ c) (3.39)
(3.37) and (3.38) lead to the van der Pauw-Equation:
e
−pid
ρ
RPQ,RS + e
−pid
ρ
RQR,SP = 1 (3.40)
By the use of conformal mapping it is possible to map a semi infinite half plane to any
shape that is simply connected. As dρRPQ,RS and
d
ρRQR,SP are invariant under conformal
transformations, equation (3.40) is of general validity for any sample holding the constraints
given above (page 27).
For RPQ,RS = RQR,SP := R, (3.40) can be readily solved to:
ρ =
πd
ln 2
R (3.41)
For RPQ,RS 6= RQR,SP one takes the arithmetic mean and multiplies by a correction factor
f
(
RPQ,RS
RQR,SP
)
:
ρ =
πd
ln 2
(RPQ,RS +RQR,SP )
2
f
(
RPQ,RS
RQR,SP
)
, (3.42)
The correction factor can only be determined numerically. In [Pau58], one can find the
plot shown in Fig.3.3 and the following approximation:
f ≈ 1−
(
RPQ,RS −RQR,SP
RPQ,RS +RQR,SP
)2 ln 2
2
−
(
RPQ,RS −RQR,SP
RPQ,RS +RQR,SP
)4 { ln 22
4
− ln 2
3
12
}
(3.43)
For
RPQ,RS
RQR,SP
< 2, the correction factor can be shown to be less than 5%.
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Figure 3.3: The correction factor for the calculation of the specific resistancy ρ, dependent
on the ratio
RPQ,RS
RQR,SP
. [Pau58]
3.2 Mobility Spectrum Analysis
3.2.1 Background
As mentioned above, charge transport in a semiconductor with an arbitrary number of
contributing charge carriers can in principle be described by summation of the partial
conductivity tensors σxxi and σxyi .
σxxi(B) =
eniµi
1 + (µiB)2
(3.44a)
σxyi(B) =
eniµ
2
iB
1 + (µiB)2
(3.44b)
Conductivity σ(B) and Hall coefficient RH(B) can then directly be calculated:
ρ(B) =
1
σ(B)
=
σxx
σ2xx + σ
2
xy
(3.45a)
RH(B) =
σxy
B(σ2xx + σ
2
xy)
(3.45b)
Those expressions become quite long for more than two carriers and moreover it is neces-
sary to know the number of carriers in order to model a dataset correctly. The mobility
spectrum analysis (MSA) describes the elements of the conductivity tensor as integrals
over a continuous mobility spectrum s(µ) [Beck87] which is similar to a summation over
an infinite number of contributing carriers. Equations (3.44) are then written as follows:
σxx(B) =
∫ ∞
−∞
s(µ)dµ
1 + (µB)2
(3.46a)
σxy(B) =
∫ ∞
−∞
µBs(µ)dµ
1 + (µB)2
(3.46b)
The validity of equations (3.46) is shown in Appendix D.
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In practise, measurements reveal RH and σ =
1
ρ . In order to obtain the elements of the
conductivity tensor, equations (3.45) have to be converted to:
σxx(B) =
ρ
ρ2 +B2R2H
(3.47a)
σxy(B) =
−BRH
ρ2 +B2R2H
(3.47b)
With the resulting σxx and σxy, a mobility spectrum has to be found to solve Equations
(3.46). This is done by numerical algorithms. For a numerical solution, however, the
number of considered mobilities has to be reduced to a finite but large number.
There are different software packages available. In this work, the MEMSA1 software
is used. It was developed at the CEA Grenoble [Rot06], based on work done at the
University of Warwick [Kia02]. Alternatively there are a commercial software using an
algorithm named iQMSA2 provided by Lakeshore [Vur98] and the HR-QMSA3 algorithm
recently developed at the University of Western Australia [Uma10].
Figure 3.4: Mobility spectrum of HgCdTe determined with the MEMSA algorithm [Rot06].
The holes are labelled T1 and T2, the electron E1.
The advantage of the MSA approach is that no previous assumptions about the carriers
have to be put into the algorithm. The solution of (3.46) will lead to a mobility spectrum
s(µ) in which every carrier corresponds to a peak at a certain position on the mobility
axis. The contribution of the charge carrier to the overall conductivity is determined by
integrating over the peak.
Figure 3.4 shows an example of a mobility spectrum of HgCdTe determined with the
MEMSA algorithm [Rot06]. Two hole peaks and one electron peak can be seen.
Effects like energy dependent relaxation times τ or non parabolic bands are implicitly
considered and are expressed in the mobility peak shapes. Thus, the sometimes difficult
1Maximum Entropy Mobility Spectrum Analysis
2Improved Quantitative Mobility Spectrum Analysis
3High-Resolution Quantitative Mobility Spectrum Analysis
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interpretation of those effects does not have to be done before the determination of the
spectrum.
For this work, only the MEMSA software was used, but a representative dataset from
sample p1B (see chap. 6) was sent to Lakeshore [Cie09] to be analysed with the iQMSA
algorithm. The results from either approach are similar.
3.2.2 Interpretation of the Results
A first evaluation of the fit quality can be done by the threshold that is needed for conver-
gence. This threshold allows to deal for example with noisy data.
Noisy data can lead to ghost peaks that do not originate from real effects but from
fluctuations in the data. In the best case, the ghost peaks have neglectable contributions
or occur at positions that can be excluded. A high mobility hole peak with a mobility
far above all relevant scattering mechanisms can easily be identified as a ghost peak. A
way to detect ghost peaks is to compare different datasets of the same sample under the
same or – in case the ghost peak might results from systematic errors – slightly different
conditions. For example it can be tried to follow the temperature dependence of a peak.
An other phenomenon are so called mirror peaks. Mirror peaks are peaks at the position
of a real peak but with the opposite sign. Studies about the appearance in HgCdTe suggest
that mirror peaks appear preferred for samples with larger contacts [Rot06], thus ignoring
the requirements on the sample geometry for van der Pauw measurements (see Sec. 3.1.4).
However, Rothmnn et al. [Rot06] found that the occurrence of a low mobility electron peak
did not depend on the contact size, but could be attributed to the magnetic freezeout4.
Important for the reliability of the quantitative results is also the covered magnetic field
range. Especially for low mobility carriers, the high magnetic field data is very important
[Rot10], because for low mobilities and low fields, it is more likely that the µB ≪ 1 which
cancels the B-field dependence of RH . While other studies used maximum magnetic fields
of up to 9T [Rot06], the magnet used for this work can reach a maximum field of 5T (see
Sec. 4.2).
3.3 Photoluminescence
The samples were cooled to 10K and illuminated by an argon ion laser (wavelength
λ = 514 nm). The emitted photoluminescence spectrum represents the transitions from
and to the different defect levels and band edges [Pan75, Yu10]. For CuInSe2, four different
transition energies are observed at low temperatures: Three resulting from donor-acceptor
transitions at 0.991 eV (DA1), 0.971 eV (DA2) and 0.945 eV (DA3) and one excitonic tran-
sition.
The spectra gives information on the copper excess or deficit during layer growth. By
comparison to EDX5 measurements, it has been found that the copper to indium ratio
can be estimated by the ratio between the intensities of the DA1 and the DA2 transition
[Reg04]. Photoluminescence spectra of very copper rich samples are dominated by the DA2
4Reduction of the carrier density with increasing B-field. This effect is caused by an increasing activation
energy due to localisation of the impurity states.
5Energy Dispersive X-Ray Spectroscopy
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transition, with decreasing copper content, the DA1 peak becomes stronger and dominates
near stoichiometric growth conditions. For samples grown under copper poor conditions
the DA1 peak broadens and becomes asymmetric.
As in most cases, layers grown under Copper rich6 conditions are p-type while those
grown under Copper poor conditions are n-type, this gives a first estimation of the con-
ductivity type.
6Copper poor/rich describes the conditions during growth. The layer itself will never be Cu rich because
all excess Copper will start to form Copper Selenides (CuSex) on top of the layer [God00].
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4.1 Sample Preparation
4.1.1 Production by MOVPE
The epitaxial layers analysed in this work were produced by Metal Organic Vapour Phase
Epitaxy (MOVPE) [Str99, Lar11]. Metal organic compounds of the elements are trans-
ported with an inert gas (e.g. N2 or H2) to a heated single crystalline Gallium Arsenide
substrate. At the surface of the substrate, the metal organic compounds decompose due
to the heat and the desired element stays at the substrate. The stoichiometry of the de-
posited material can be changed by controlling the partial pressures of any compound.
Under the correct conditions 1, the atoms start to form a single crystal by adopting lattice
constant and orientation of the substrate. Thus, the deposited layer starts to grow in a
strained state2. When the thickness exceeds a certain critical thickness dc, the layer relaxes
by forming misfit dislocations and continues to grow with its own lattice constant. The
critical thickness is approximately dc ≈ 50 nm for CuInSe2 [Reg04].
All epitaxial layers analysed in this work were grown on Gallium Arsenide which has
a lattice missmatch of ≈ 2% to CuInSe2. Both doped and undoped (semi insulating)
wafers can be used for epitaxial growth. While for the production of solar cells with
epitaxial absorbers it is necessary to use doped substrates to have a conducting back
contact, measurements of the electrical properties require highly resistive undoped wafers
to avoid any contribution from the conduction inside the GaAs substrate.
4.1.2 Preparation for van der Pauw Measurements
The samples for van der Pauw and Hall measurements were cut into squares of approxi-
mately 5mm edge length. To remove CuxSe which forms on top of the epitaxial layer under
Copper rich growth conditions, the samples were etched for 5 minutes3 in a 5% solution of
KCN.
1temperature, stoichiometry: see e.g. phase diagram fig. 2.3
2This will lead to a certain strain inside the deposited layer depending on the lattice mismatch. Due
to the large difference between growth temperature and room temperature, different thermal expansions
coefficients of layer and substrate also play a role.
3Early samples were etched for only 2 minutes.
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For electrical measurements it is necessary to produce ohmic contacts to the layer. This
was done by depositing a layer of ≈ 200 nm of Gold to the corners of the samples. For
Copper rich samples, the resulting contacts were reliable ohmic over the whole temperature
range for most samples, while for Copper poor samples the situation was more complex:
In General, contacts were ohmic at room temperature, but for some samples they turned
out to be not ohmic at lower temperatures (e.g. 250K).
Figure 4.1: A typical sample glued onto an Al2O3-plate.
Figure 4.1 shows a CuInSe2 sample ready to be mounted onto the sample holder of the
Hall cryostat. The samples were glued to a small Al2O3 plate of 1 cmx 1 cm. Copper wires
were glued to the contacts on the samples with conductive silver paint, to reduce forces
to this bonding point, the wires were additionally glued to the corners of the Al2O3. The
other end of the copper wires was soldered to small sleeves that can be plugged to the
contacts of the sample holder so that a change of samples is easily possible.
4.2 Hall System
4.2.1 Hardware
The cryostat used for the Hall measurements is an Oxford Instruments Microstat®MO.
The superconducting solenoid magnet can reach a magnetic field of 5T below 6K and is
cooled by a continuous flow of liquid helium. A small amount of liquid helium stays in the
core of the magnet to keep the temperature stable. A second branch of the helium cycle
passes the heat exchanger of the sample chamber and in combination with a heater allows
to control the sample temperature. Each of the helium cycle branches ends at a gas flow
controller so that the helium flows of every cycle can be adjusted independently.
The sample temperature sensor is located in a metal block on which the sample holder
is screwed, while the sample itself is kept in vacuum. Sample temperatures of 10K to
300K are possible. The low temperature range is limited by the ability of the temperature
control to deliver a stable temperature, the high temperature region is limited by indium
seals used inside the cryostat.
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Two windows at the top and at the bottom of the sample vacuum chamber permit optical
access to the sample. For illumination, a 100W halogen lamp is used. Under illumination,
the heat deposition in the sample leads to a slight temperature rise (see Sec. 4.2.5) due to
the spatial distance between sample and temperature sensor.
The helium comes from a dewar containing 250 l of liquid helium, allowing three to four
days of measurements at high magnetic field. The helium is pushed through the cryostat by
a tunable overpressure inside the dewar, usually in the range between 0.2 and 0.6 bar. For
lower pressures, the helium flow through the magnet core will not reach a sufficiently high
value (20 l/min to 30 l/min of gas) for a high magnetic field at high sample temperature.
Increasing the pressure does on one hand increase the possible flow rate, but on the other
hand also increases the liquid helium temperature. Anyway, high fields can still be reached
at the maximum overpressure of 1.5 bar although the resulting total pressure of 2.5 bar
exceeds the critical pressure4 of helium.
For electrical measurements there are twelve channels to the sample holder out of which
four are used for the Hall measurements. As power supply, a Keithley 6220 was used,
currents and voltages were measured by a Keithley 6485 picoammeter and a Keithley 2010
multimeter. The communication between sample, instruments, and PC was done by a
Keithley 7001 switch system in combination with the Keithley Hall effect card 7065.
4.2.2 Software
The software was written at the University of Luxembourg. All hardware parts except the
halogen lamp can be controlled via the software. Thus, remote control is possible, which
is very important for runs with durations of 12-24 h.
The largest part of the data was taken in standard procedures that were defined for tem-
perature dependent and magnetic field dependent runs. In the following, those procedures
are described with the standard parameters. Virtually all parameters could be adjusted to
the special needs of the actual sample or the status of the setup.
Data Acquisition: Temperature Dependent Runs
The standard procedure is to measure downwards from room temperature (300K) to 150K
in steps of 10K. After every change of temperature or B-field, the software waits 300 s to let
the sample find an equilibrium state. The Hall voltage is measured first with a positive B-
field at 300K, then the resistivity is measured at B = 0T and finally the negative field Hall
voltage is taken. In order to reduce the time for magnet ramping, the measurements starts
alternating with positive and negative field respectively at the different temperatures.
Data Acquisition: B-field Dependent Runs
For B-field dependent runs, two different procedures were used:
To save the time needed for magnet ramping, the positive fields were measured first,
starting with 5T and then decreasing to 0T and afterwards continuing with increasing
negative fields. This procedure is only suitable for highly relaxed and stable samples as
between the positive and negative field measurements at high B-fields there can easily be a
4Critical point of 4He: 2.27 bar, 5.19K
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time difference of 10 h or more. To check if the electrical properties of the sample remained
stable, the run was started end ended with resistivity measurements at 0T.
The alternative procedure started with high fields and for every B-field value the data at
positive and negative field was taken successively. In between, a resistivity measurement
was performed at 0T. Similarly to the temperature dependent measurements, one point
starts with positive, the next one with negative field. The 0T resistivity data for every
point makes it possible to detect changes of the sample and to correct the B-dependent
resistivity values if necessary.
4.2.3 Calculation of the Resistivity
The resistivity is determined with the van der Pauw Method (see Chapter 3.1.4). To
achieve higher reliability of the results and having a way to detect possible non ohmic
contacts or inhomogenities of the sample, all possible combinations of current paths and
voltages were measured. An overview is given in Table 4.1.
Name I U
R0 1→ 2 3↔ 4
R1 2→ 1 3↔ 4
R2 2→ 3 4↔ 1
R3 3→ 2 4↔ 1
R4 3→ 4 1↔ 2
R5 4→ 3 1↔ 2
R6 4→ 1 2↔ 3
R7 1→ 4 2↔ 3
1 2
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Table 4.1: Combinations of current and voltage measurements necessary for the van der
Pauw method. Each line states the contacts through which the current was applied and
the contacts at which the voltage was measured. The sketch on the right side shows the
numbering of the contacts.
The calculation of the resistivity is done in two different ways:
• Mean: Two pseudo-resistivities ra and rb are calculated as follows:
ra = R0 −R1 +R5 −R4 (4.1)
rb = R3 −R2 +R7 −R6 (4.2)
They correspond to RPQ,RS and RQR,SP respectively (see Chapter 3.1.4). Under
the assumption of a homogeneous and symmetric sample, all measured resistivities
should have the same value and the calculation can be done with equation 3.41, using
the arithmetic mean: R = ra+rb2 .
• Numerically: ra and rb are calculated in the same way as for the “mean”-algorithm,
but the sample is no longer expected to be symmetric and the calculation of ρ is
done by a numerical solution of equation (3.40).
Thus, for homogeneous and symmetrical samples, it is sufficient to take the mean resis-
tivity, while the numerically calculated value should be the more precise one if ra 6= rb.
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4.2.4 Calculation of the Hall Coefficient
For the determination of the Hall coefficient, the Hall voltages Ui given in table 4.2 are
measured.
Name I U Contributions B
U0 3→ 1 4↔ 2 UHC+UoffsetC +
U1 1→ 3 4↔ 2 −UHC−UoffsetC +
U2 4→ 2 1↔ 3 UHD+UoffsetD +
U3 2→ 4 1↔ 3 −UHD−UoffsetD +
U4 3→ 1 4↔ 2 −UHC+UoffsetC −
U5 1→ 3 4↔ 2 UHC−UoffsetC −
U6 4→ 2 1↔ 3 −UHD+UoffsetD −
U7 2→ 4 1↔ 3 UHD−UoffsetC −
Table 4.2: Resistivities measured for Hall coefficient. The numbering of the contacts is
depicted in the sketch in Table 4.1.
The Hall coefficient can be calculated for two possible configurations:
RHC =
d
B
1
4
(
U1
I1
− U0
I0
+
U4
I4
− U5
I5
)
(4.3)
RHD =
d
B
1
4
(
U3
I3
− U2
I2
+
U6
I6
− U7
I7
)
(4.4)
By calculating RH this way, offset voltages resulting for example from asymmetries are
cancelled out, while the Hall voltages are summed up 4 times.
4.2.5 Sample Temperature
The sample holder temperature sensor is not located directly at the sample, but in a
metal block on which the sample holder is screwed. This leads to a delayed temperature
adjustment at the sample and to possible temperature differences between sensor and
sample. Especially under illumination with a halogen lamp, the temperature of the sample
rises as there is a direct source of heat to the sample. To measure those effects, tests with a
PT100 temperature sensor were performed. The PID controller allows a certain overshoot
when reaching the new temperature so that the maximum value of the first overshoot for
temperature and PT100 resistance respectively can be taken as a measure for the delay5.
First, the PT100 was glued directly on the sample holder. In this configuration, the delay
between the overshoots, was 2 s to 8 s and the temperature increased by 0.75 (±0.25)K
under illumination.
Then the PT100 was glued onto a Al2O3 plate equal to those used for the samples.
The effect of illumination did not change, but the delay between the overshoots increased
drastically to 23 (±5) s. As this value still is more than a factor of ten below the standard
5This will certainly underestimate the time delay for reaching the equilibrium. It was decided to take
this value because the relaxation time of the sample temperature can only be determined very roughly
because of the resolution of only ∆T = 0.1K. The maximum of the overshoot in contrast can usually be
seen very nicely for both values.
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waiting time that was used after every change of temperature, it can be argued that this
delay does not affect the data.
4.2.6 Limitations of the System
As mentioned above, the maximum sample temperature is limited to 300K. This limits the
temperature interval available for measurements severely. The results discussed in chapters
6 and 7 show that interesting effects such as the start of defect depletion zone or intrinsic
conduction or the transition between domination of different scattering mechanisms would
be visible only at higher temperatures for some of the samples.
Another challenge are the long times needed for taking a full B- or T-dependent dataset.
Especially after a change of temperature, the sample has to relax to equilibrium again
requiring a waiting time of several minutes. In addition, each voltage and current data
point is averaged over an adjustable number of individual measurements to be able to
detect instabilities in the samples or electronics. In the standard procedures, a full data
set of resistivity and hall voltages at positive and negative field needs about 1 h and thus
a full run over 16 different temperatures about 16 h.
Therefore a sample has to be as relaxed and stable as possible before starting a run. The
relaxation time due to persistent photoconductivity after illumination can be several days.
At low sample temperatures, the measured Hall coefficient scatter strongly. For most of
the CuInSe2 layers, the lowest temperature allowing a determination of RH was between
150K and 200K. The main reason for this is the low conductivity of the CuInSe2 layers
at those temperatures. Low conductivities lead to an increasing influence of the offset
voltage so that small changes in Uoffset, e.g. caused by a still ongoing relaxation process,
can surpass the Hall voltage.
4.3 Illumination of the samples
4.3.1 Charge carrier generation in the CuInSe2 layer
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Figure 4.2: Measured spectrum of the halogen lamp.
For photo Hall measurements, the samples were illuminated with a 100W halogen lamp.
The lamp was placed in a distance of ≈ 50 cm to the magnet to avoid disturbances from
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the magnetic field. For the determination of the photon fluxes in the relevant energy range,
the spectrum was measured. Figure 4.2 shows the normalised spectrum of the lamp.
The photon flux of the lamp was estimated by comparing the short circuit current ISC
of a silicon reference solar cell with respect to the current ISun under illumination with an
AM1.5 spectrum6. The ratio was ISCISun = 0.52, so that the photon flux of the lamp above
the silicon band gap is estimated to be about half of the AM1.5 photon flux. The spectrum
was normalised to this value.
For the charge carrier generation, the flux of photons with energies above the band gap
is important. The fluxes above the band gaps of CuInSe2 (1.0 eV), GaAs (1.42 eV), and
CuGaSe2 (1.6 eV) and above the cutoff energy of a filter (1.77 eV) used for the measurements
on CuGaSe2 were derived by integrating over the spectrum and are given in Table 4.3. The
table also contains the transmitted photon fluxes after the typical thickness of the CuInSe2
(650 nm) and CuGaSe2 (770 nm) layers described in this thesis (see Tab. A.1).
Eph > 0 eV 1.0 eV 1.42 eV 1.6 eV 1.77 eV
Φ0 1.3 · 10
17 6.7 · 1016 4.5 · 1016 1.7 · 1016 8.4 · 1015
ΦT (CuInSe2) 7.4 · 10
16 1.0 · 1016 1.1 · 1015 2.8 · 1014 7.3 · 1013
ΦT (CuGaSe2) 1.2 · 10
17 5.9 · 1016 2.9 · 1016 9.0 · 1015 1.2 · 1015
Table 4.3: Transmission for characteristic energies and layer thicknesses. The fluxes are
integrals over the spectrum above photon energies Eph for the columns respectively and
are given in cm-2s-1. The transmission T can be calculated as the ratio of Φ0 and the
transmitted flux ΦT after the corresponding layer. The energies correspond to the CuInSe2
band gap, the GaAs band gap, the CuGaSe2 band gap and the cutoff of the filter used for
the measurements on a CuGaSe2 layer in Section 7.1.
The density nphoto of photo induced carriers in those layers can now be approximated by
nphoto =
Φ0 ·A · τi
l
(4.5)
with A=1-T the absorption in the layer, τi the lifetime of the minority carriers, and l
the thickness of the layer. A maximum value of τi = 18 ns was found by time resolved
photoluminescence measurements [Key03].
With Φ0 ·A = Φ0 − ΦT , the resulting photo induced carrier densities are nCuInSe2 ≈
1.6 · 1013 cm-3 and nCuGaSe2 ≈ 1.7 · 1012 cm-3.
4.3.2 Charge carrier generation and conduction in the GaAs substrate
The epitaxial CuInSe2 samples are grown on a, though undoped, semiconductor substrate.
However, charge carrier diffusion or photo induced electron-hole-pair generation can lead
to charge carrier transport in this substrate and diffusion of copper, indium or selenium to
the GaAs could create a certain doping level.
The latter effect has been investigated at the Helmholtz Zentrum Berlin [Sie11] for the
case of epitaxial growth of CuGaSe2 on undoped GaAs. The subject of this study was a
6The AM1.5 spectrum is defined as the spectrum of the sunlight that reaches the earth after passing
1.5 times the atmosphere thickness.
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GaAs substrate of which the CuGaSe2 layer had peeled off. The GaAs substrate showed
no change of the electrical properties.
Concerning the contribution of light induced carriers in the GaAs, the transmission
of photons with energies above the GaAs band gap to the substrate was estimated above
(Tab. 4.3). For 650 nm of CuInSe2, the transmission is 2%. For measurements on CuGaSe2,
a 700 nm short pass filter was used that cuts away all photon energies below 1.77 eV. For
energies above this value, the transmission after a 770 nm layer is 14%.
To make sure that the charge carriers generated by the transmitted photons in the
GaAs do not disturb the transport measurements in the chalcopyrite layers, photo Hall
measurements were done using a 850 nm long pass filter7. Thus, only photons with energies
around and below the GaAs band gap were transmitted so that no band to band excitation
was possible in GaAs. Comparing those measurements to measurements done with the full
spectrum did not lead to significant differences of the electrical properties.
Finally, measurements on a typical undoped, 500µm thick GaAs wafer showed a room
temperature sheet conductivity of σdark ≈ 7.5 · 10−10Ω−1 in the dark and σillum ≈
6 · 10−7Ω−1 under illumination (without filter). Those values are several orders of magni-
tude lower than the sheet resistivities of the CuInSe2 and CuGaSe2 layers.
7850 nm= 1.459 eV, EG(GaAs) = 1.424 eV. Note that there is still a small overlap, especially if one
takes into account that the cutoff is not sharp.
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Simulations of Transport and Charge
Carrier Statistics
In Section 3.1 the dependence of the Hall coefficient on the basic parameters of charge
carrier statistics (carrier densities n, p), transport properties (mobilities µn, µp) and the
magnetic field have been derived. Due to lack of knowledge of the type and number of
contributing carriers, an apparent charge carrier density papp or napp is usually calculated
in a first attempt after the simple relation
napp =
1
RH · e
(5.1)
under neglect of possibly contributing minority carriers. In case of transport in more than
one band, this can lead to unexpected behaviour of napp. Some examples are:
• Decreasing apparent carrier density with increasing temperature.
• Negative carrier densities – interpreted as n-type conduction – for p-type semicon-
ductors.
• Sign changes of the Hall coefficient that lead to infinite carrier densities.
To be able to interpret those effects when they occur in the measurements, simulations
of typical behaviours of Hall coefficient and apparent charge carrier densities for a com-
pensated p-type semiconductor with one acceptor and one donor level are presented in this
chapter.
Actual hole and electron densities are calculated with the numerical algorithm described
in Appendix C.1 under use of the parameters given in Table 5.1. The density of the second
acceptor NA2 is set to zero.
For Sections 5.1 and 5.2 it is assumed that the low B-field approximation
RH =
pµ2p − nµ2n
e(pµp + nµn)2
(5.2)
is valid, while for Section 5.3 the full expression (Eq. (3.18))
RH =
σxy
B(σ2xx + σ
2
xy)
(5.3)
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including B-field dependence is used.
The mobilities µp and µn result from the equations given in Section 2.1.5 under use of
the parameters given in Table 5.1.
5.1 p-Type Semiconductor in the Dark
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Figure 5.1: Simulated temperature dependence of (a) Hall coefficient and (b) apparent
charge carrier density for a compensated p-type semiconductor. The plots show absolute
values. The regions where RH and papp are negative are labelled “n-type”. Fit parameters
are given in Table 5.1
For a semiconductor in the dark, the only available energy for excitation of charge carriers
to the bands is the thermal energy. Two mechanisms are present in a doped semiconductor:
defect to band excitation and band to band excitation. At low temperatures, defect induced
excitation will be dominating because of the lower necessary energies. However, the number
of defect induced charge carriers is limited by the defect density.
Excitation over the band gap takes over when the available energy increases at higher
temperatures. It is limited by the effective densities of state in the valence and conduction
band that grow with temperature following a T 3/2-law (see Eq. (2.9)).
The temperature dependence of Hall coefficient gives information on the dominating
mechanism. Figure 5.1 shows the simulated behaviour of Hall coefficient RH and the
apparent charge carrier density papp. For this simulation it is assumed that the low B-
field approximation for RH (Eq. 5.2) is valid. At low temperatures (i.e. high inverse
temperatures) the temperature dependence of the charge carrier density is defined by the
activation level of the defects (defect reserve) until it levels off to a constant value NA−ND
(defect depletion).
At higher temperatures, excitation over the band gap begins to have visible influence
providing an equal number of free electrons and holes pbb = nbb. At sufficiently high
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Charge carrier statistics:
EG [meV] m
∗
e [me] m
∗
h [me] Ea [meV] NA [cm
−3] ND [cm
−3] nphoto [cm
−3]
1.0 0.09 0.7 100 1 · 1016 5 · 1015 1 · 1011
Scattering mechanisms:
EAC [eV] D [eV/cm] Θ [K] ǫr ǫ∞ ρ [g/cm
3] vs [m/s]
6.5 6.8 · 108 395 13.6 8.1 5.77 2.18 · 103
Table 5.1: Parameters used for the simulations in this chapter.
temperatures, the number of electron-hole pairs generated by the band to band excitation
is much larger than the number of defect generated holes pd so that p = pbb+ pd ≈ pbb and
hence p ≈ n.
Therefore, p-type semiconductors pass through a change to n-type conduction at high
temperatures because in general electrons have higher mobility than holes because of their
lower mass and thus dominate the transport if the product of electron density and square
of the mobility is higher than the same product for the hole contributions µ2nn > µ
2
pp. This
results immediately from Equation (5.2). The Hall coefficient crosses the zero line and
thus the apparent charge carrier density forms a pole, changing the sign.
5.2 p-Type Semiconductor under Illumination
Under illumination, light induced excitation of electrons is an additional charge carrier
generating effect and photo generated electron hole pairs are a second source of minority
carriers in addition to thermal band to band excitation. As the absorption of photons
does in first approximation not depend on the temperature, the density of photo induced
charge carriers pphoto = nphoto is constant for all temperatures and thus dominates the
electric transport at low temperatures when the defect induced charge carriers pd freeze
out. Similar to the band to band excitation (pbb = nbb), this leads to a change of conduction
type for p-type semiconductors1, but now at low temperatures:
T → 0⇒ pbb = nbb → 0 (5.4a)
pd → 0 (5.4b)
⇒ p = n = pphoto = nphoto (5.4c)
Figure 5.2 shows the effect of illumination simulated by a constant density of photo in-
duced holes and electrons being added to the free carrier concentrations, while the other
parameters stay the same as in Section 5.1. Still the low B-field approximation is assumed
to be valid. The photo induced carriers do not affect the high temperature (or low in-
verse temperature) behaviour, because there the density of defect and intrisically induced
electrons are significantly higher so that photo induced carriers can be neglected.
1Again, it is assumed that electrons have higher mobility and thus dominate the transport if p=n.
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(a) (b)
Figure 5.2: Simulated temperature dependence of Hall coefficient (a) and apparent charge
carrier density (b) for a compensated p-type semiconductor under illumination. The photo
induced charge carrier densities are nphoto = pphoto = 1 · 10
11 cm-3. All other parameters
are identical to Figure 5.1. In the low inverse temperature region (1000/T ≤ 7K-1), the
photo induced carriers have no effect, so that RH and papp are the same as in Figure 5.1.
At higher inverse temperatures the influence of electrons increases, consequently the Hall
coefficient and apparent charge carrier density become negative.
The maximum of RH around 1000/T = 15 results from the changes in the electron
mobility. The transport is dominated by electrons due to higher mobility with respect
to the holes, but the holes lower the Hall coefficient. Starting from 20K, the electron
mobility increases towards higher temperatures, while the hole mobility remains constant
or even decreases. Consequently, the influence of holes to the Hall coefficient decreases
and RH increases. With growing hole density, the influence of holes increases, leading to
a decreasing absolute value of the Hall coefficient and finally to the change of the sign.
The actual hole density p under illumination is shown in Figure 5.3 (a). In the intermedi-
ate temperature range (1.5K-1<1000/T<15K-1) where the defect induced holes dominate
the apparent charge carrier density, p and papp are equal. At lower temperatures, the
photo induced holes dominate and thus the hole density stays constant at the value of
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Figure 5.3: (a) Simulated actual free hole density p under illumination and density of states
NV . At low temperatures p equals the photo induced carrier density pphoto = 1 · 10
11 cm-3.
In the intermediate temperature range (1.5K-1<1000/T<15K-1), p shows the regimes of
defect reserve and defect depletion. In the high temperature range, the holes resulting from
band to band excitation dominate the free hole density. The limitation of p by the density
of states NV is visible at the highest temperatures. (b) Simulated intrinsic hole density pbb
for CuInSe2 (EG = 1.0 eV). At 300K, pbb is in the order of 10
10 cm-3.
pphoto = 1 · 10
11 used for the simulation. Towards higher temperatures p approaches the
density of states NV .
The parameters for the simulation are chosen in a way that makes all effects visible
starting from the regime of photo induced conduction over defect dominated conduction
(defect reserve and defect depletion) to intrinsic conduction. However in the experiment
it is possible that a part of the effects are not visible. For example layers with high defect
activation energies do not reach the depletion zone before the onset of intrinsic conduction.
5.3 B-field Dependence of the Hall coefficient
The simulations above were all done under assumption of weak B-fields with µB ≪ 1. This
assumption leads to a B-field independent Hall coefficient. A typical B-field for the Hall
measurements done in this work is 3T. Hence, the mobilities must be significantly smaller
than the inverse B-field of B−1 ≈ 3.3 · 103 cm2(Vs)-1 to make the low field approximation
valid. Figure 5.4 shows the simulated hole and electron mobilities with the parameters given
in Table 5.1. One can see that the electron mobilities are already in the order of magnitude
of B−1 at room temperature and become even larger towards lower temperatures.
Consequently, the B-field dependence has to be taken into account by using equation
(5.3).
Figure 5.5 shows simulations of the Hall coefficient and the apparent charge carrier
density at different B-fields in the range from 0.1T to 9T. The parameters are again given
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Figure 5.4: Simulated mobilities for (a) holes and (b) electrons.
in Table 5.1. The figures show only the temperature range where a significant B-field
dependence can be seen as at other temperatures the curves are identical to Figure 5.2. In
Section 3.1 it has been shown that the B-field dependence disappears if one of the following
two situations occurs:
• Single Band Conduction: Only one type of carrier is present or the domination
of the majority carrier is so strong that the contribution of the minority carrier to
the transport can be neglected (Sec. 3.1.1).
µ21n1 ≫ µ22n2 (5.5)
• Low Magnetic Fields: The low B-field approximation 1 + µ2B2 ≈ 1 is valid
(Sec. 3.1.2).
The latter is true for the lowest B-field (0.1T, black curves) over the whole temperature
range. A comparison with the data shown in Figure 5.2 leads to the results that both
curves are almost identical. The maximum electron mobility of µn,max = 9.2 · 10
3 cm2/Vs
at 93K leads to a value of µB = 0.092⇒ 1 + µ2B2 = 1.008 ≈ 1.
For higher B-fields, the Hall coefficient changes with the B-field in the temperature
range between 60K and 150K. Below 60K, transport properties are governed by the photo
induced carriers because the thermal activation of the acceptor still is too weak. Hence
the number of free electrons and holes is equal as was shown in Equation (5.4c). Due to
the comparably high mobilities of both electrons and holes, the weak field approximation
here does not hold for high B-fields. The reason why RH anyway does not depend on the
B-field is the higher mobility of the electrons leading to (Eq. (5.5)): µ2nn≫ µ2pp.
Around 60K, the hole density and thus the influence of hole conduction increases to the
same order of magnitude as the electron contribution, while at the same time µB stays
for both carriers around or above one. Consequently, the Hall coefficient starts to change
with the B-field.
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(a) (b)
Figure 5.5: Simulated temperature dependence (a) of Hall coefficient and (b) apparent
charge carrier density for a compensated p-type semiconductor under illumination at dif-
ferent magnetic fields under consideration of the B-field dependence of the Hall coefficient.
The parameters are the same as in Figure 5.2. At the lowest field (0.1T, black curves), the
low field approximation is still valid over the whole temperature range and hence RH and
papp are identical with the values in Figure 5.2.
Towards higher temperatures, the density of holes increases due to the acceptor and
thus, hole conduction begins to dominate the transport. Around 150K, the domination
is strong enough to neglect the minority electrons. The transport can now effectively be
described by one band conduction and hence, the B-field dependence disappears.
In the regime of intrinsic conduction at very high temperatures, electrons are again the
dominating carriers when the density of carriers excited over the band gap becomes much
larger than the defect induced hole density.
Around the onset of intrinsic conduction, one would also expect to see a B-field depen-
dence, when the dominating carrier changes again. In the present case, this is not visible
because both mobilities decrease towards higher temperatures, so that the small B-field
approximation is valid.
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Hall Measurements in the Dark
The electric properties of all samples were first measured in the dark to determine defect
induced charge carrier densities and defect activation energies.
All of the samples are epitaxially grown by MOVPE on a (100) oriented GaAs substrate.
One sample, named p1B, was grown at the Helmholtz Zentrum Berlin in 2003. The other
samples are grown at the University of Luxembourg in 2010 and 2011. p-type samples from
Luxembourg are named p2-p7, n-type samples n1-n3. An overview over all samples can be
found in Table 6.1, important properties are summarised in Appendix A. The thickness of
the layers is in the order of 650 nm.
Name Type Remark Chapter dark Chapter illuminated
p1B p Low Ea 6.2.1 7.2
p2 p High Ea, single band 6.2.2 7.3.1
p3 p High Ea, single band 6.2.2 7.3.1
p4 p High Ea, single band 6.2.2 7.3.1
p5 p High Ea, intrinsic 6.2.2 -
p6 p High Ea, intrinsic 6.2.2 -
p7 p High Ea, intrinsic 6.2.2 -
n1 n High Ea, single band 6.3 7.3.2
n2 n High Ea, single band 6.3 7.3.2
n3 n High Ea, single band 6.3 7.3.2
CGS p CuGaSe2, single band 7.1 7.1
Table 6.1: Overview of the samples described in this work.
As discussed in Section 5.1, only thermally induced defect activation and intrinsic band
to band excitation are expected to be present as source of charge carriers. The densities
nbb = pbb resulting from band to band excitation for CuInSe2 are shown in Figure 5.3.
Around room temperature – which is the highest sample temperature that can be achieved
with the experimental setup – the intrinsic carrier density is in the order of 1010 cm-3. This
value is several orders of magnitude below the expected defect induced carrier densities.
Therfore it can be expected that electrical transport in the dark can be described by single
band conduction.
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As will be shown, this assumption is valid for the p-type samples p1B-p4 and all n-type
samples, but for three of the p-type samples, p5-p7, intrinsic electrons already contribute
visibly to the transport at and even below room temperature (see Figs. 6.9 and 6.11).
6.1 Estimation of the Cu/In Ratio by Optical Measurements
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Figure 6.1: Photoluminescence spectra of the samples described in this chapter. The inten-
sity is given in arbitrary units. Samples n1, n2, n3 and p6 show domination of the DA1
transition which indicates growth conditions near stoichiometry. For p2 and p3, the DA2
transition is stronger so that these samples are expected to be grown under high copper
excess
( [Cu]
[In] & 1.2
)
. p4 and p5 are still copper rich but shifted due to strain. Note that the
range of the x-axis is larger for the p-type samples (lower plot) to avoid cutting the peaks.
Photoluminescence spectra (see Sec. 3.3) were taken before the electrical measurements
in order to determine the copper to indium ratio and thus give a first idea of the expected
conduction type. In general, samples grown under copper rich conditions are rather p-type,
while stoichiometric or copper poor layers often are n-type. This however, is not a general
rule as discussed in Section 2.2.3. Especially under near stoichiometric growth conditions
both conduction types can appear. Figure 6.1 shows the photoluminescence spectra of all
samples.
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The PL spectrum of the three n-type samples is dominated by the DA1 transition,
indicating nearness to stoichiometric growth conditions. For the p-type samples, different
shapes of the spectra occur. p2 and p3 are clearly DA2 dominated and thus are expected
to be grown under very copper rich conditions ( [Cu][In] & 1.2), while p7 shows a small DA1
contribution, indicating less copper excess.
For the samples p4 and p5, the peak maximum shifts towards the DA1 position. As also
the excitonic contribution shifts in the same direction, this can be attributed to strain in
the layer, leading to a change in the band gap and thus a shift of the whole spectrum. In
addition, a broadening and a small indication of a DA1 shoulder are visible which can be
interpreted as signs of a decreasing copper content.
A further explanation is possible for p5: The thickness of this sample shows large fluc-
tuations down to 200 nm as can be seen in the SEM crossection in Table A.1. Therefore, it
is possible that the PL reaches the interface to the GaAs substrate or areas in which some
gallium has diffused, which would increase the band gap and thus lead to a shift to higher
energies.
The PL signal of sample p6 has a shape similar to the n-type samples and thus probably
is grown under conditions close to stoichiometry.
The PL signal of sample p1B does not show peaks related to the DA transitions. The
broad peak at an energy below the expected DA peaks probably is the deep luminescence
peak [Lar11] being attributed to 2-dimensional defects in the layer.
6.2 p-type CuInSe2
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Figure 6.2: Measured temperature dependence of the hole density and conductivity of all
p-type samples.
An overview of the hole densities and conductivities of all p-type samples is shown in
the arrhenius plots in Figure 6.2. Sample p1B has significantly higher carrier densities
and conductivities and a shallower slope in the temperature dependence. It will therefore
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be described separately in Section 6.2.1, while the other samples are discussed in Section
6.2.2.
6.2.1 Low Activation Energy
Data for sample p1B was taken in a temperature range between 90K and 310K. Below
140K, the measured Hall coefficients start to scatter strongly (see sec. 4.2.6), consequently
this part of the data was omitted in the analysis.
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Figure 6.3: Charge carrier density of sample p1B. The fit is done with the parameters given
in Table 6.2
As shown in Figure 6.3, the charge carrier density does not follow a simple exponential
law but the slope becomes steeper towards lower inverse temperatures. This behaviour
cannot be explained under the assumption of one acceptor. In case of one acceptor, one
would expect the slope to decrease towards lower inverse temperatures when the activation
approaches depletion as can be seen in Figure 5.1. The measured curve can be explained by
a shallow acceptor dominating charge carrier statistics at low temperatures and a deeper
acceptor taking over at higher temperatures.
When using the numerical solution for a semiconductor with two acceptors and one donor
(Sec. 2.1.3, Appx. C.1), the data can be modelled by assuming acceptors with activation
energies Ea1 = 110meV and Ea2 = 18meV. The used defect densities are given in Table
6.2.
Ea1 [meV] NA1 [cm
−3] Ea2 [meV] NA2 [cm
−3] ND [cm
−3] ND/(NA1+NA2)
110 3.5 · 1016 18 9.5 · 1016 6.7 · 1016 0.52
Table 6.2: Parameters for modelling the temperature dependence of the charge carrier
density of sample p1B.
The expected hole mobility can be calculated from the partial mobilities given in Section
2.1.5 with the densities of the defects taken from the numerical solution for the charge
carrier density and the material parameters for scattering on phonons taken from the
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Figure 6.4: Temperature dependence of the mobility of sample p1B. The total mobility (black
line) is calculated from the partial mobilities with Matthiessen’s rule. Only mechanisms
expected for band conduction in epitaxial material are included for this fit. At the highest
measured temperatures, the model appears to adapt to the data. The decreasing mobilities
towards lower temperatures can not be explained by charged impurity scattering as the
density of charged impurities is too low.
literature (see Appx. B.3). Figure 6.4 shows the calculated and measured mobilities in
dependence of the temperature.
The experimental mobilities lie significantly below the calculated. It can be expected,
that the experimental data reaches a maximum at 300K and follows the limit given by scat-
tering on acoustical (µAC) and polar optical (µPO) phonons at higher temperatures. This
can not be confirmed because measurements above room temperature were not possible
due to the limitations of the cryostat. Towards lower temperatures, the mobility decreases
much earlier and faster than indicated by the limit due to charged impurity scattering
µBH .
Three mechanisms shall be discussed that could explain the temperature dependence
below room temperature:
• Scattering on charged defects: This mechanism is already considered in the simu-
lation. To decrease µBH to the measured values, a significantly higher amount of
charged defects would be necessary. This was not possible under consideration of two
acceptors and one donor. Moreover, the Brooks Herring formalism leads to a T 3/2
law, while the data rather can be described by a T 3 dependence (Fig. 6.5 (a)).
• Hopping: The steep slope of the mobility support this explanation. However, in
the case of impurity band conduction, one would also expect a flattening of hole
density towards lower temperatures. This behaviour might be visible at the lowest
temperatures (see fig. 6.3), but the measured densities scatter strongly so that this
is not evident.
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Figure 6.5: Temperature dependence of the mobility of sample p1B. Two different inter-
pretations of the data are possible: (a) The solid black line has a T 3 dependence. At low
temperatures the measured mobilities seem to follow this slope. The slope is too steep to be
explained by scattering on charged impurities which would require a T 3/2 dependence. A
steeper slope could be explained by impurity band conduction. (b) Arrhenius plot of the mo-
bility. The solid black line is a fit to the data below 260K and has a slope of 42.9±1.8meV.
A thermally activated mobility would be expected in the presence of 2-dimensional defects.
• 2-dimensional defects: Barriers at 2-dimensional defects lead to thermally activated
mobilities (see Sec. 2.1.5). In [Schul02], barrier heights of 60meV to 120meV
were found for polycrystalline CuGaSe2. [Sie07] presents a twin boundary
1 in an
epitaxial CuGaSe2 layer with an activation energy of 32meV . Figure 6.5 (b) shows
an exponential fit with the corresponding Equation (2.57) to the low temperature
region (T < 260K) of the data, resulting in a barrier height of 42.9± 1.8meV.
From those three possibilities, only scattering on charged impurities was taken into
account for the fit in Figure 6.4, because the others are not expected to be present in an
epitaxial material if the conduction takes place in the bands. The model leading to the
best accordance with the low temperature data is the thermally activated behaviour at
2-dimensional defects. This is surprising because it is mainly observed in polycrystalline
material due to the grain boundaries. Nevertheless, it is possible that 2-dimensional defects,
e.g. twin boundaries, have formed in the epitaxial layer over time2. Also in the SEM cross
section of the layer in Figure A.1, one can see structures that can be interpreted as 2-
dimensional defects.
1The virtual continuation of the grain lattices meeting at a boundary leads to the so called coincidence
site lattice (CSL) as the lattice points where both lattices coincide. Grain boundaries are classified by the
ratio Σ of the CSL unit cell volume and the bulk lattice unit cell volume. Twin boundaries have a Σ value
of 3 being the lowest possible value. Low Σ values indicate a high coincidence of the two grains and hence
contain comparably few defects and show a low activation energy.
2The sample was about six years old when the data was taken.
54
6.2. p-type CuInSe2
6.2.2 High Activation Energy
The p-type samples grown at the University of Luxembourg, p2-p7, show significantly lower
conductivities and also steeper slopes in the arrhenius plot of the charge carrier density.
Single Band Conduction: Sample p2-p4
For three of them (p2-p4), the slope is constant over the whole measured temperature range
(Fig. 6.6 (a)), so that it can be assumed that the temperature dependence is dominated
by the activation of one acceptor. In this case, the acceptor activation energy can directly
be calculated from the slope with the low temperature approximation for a compensated
semiconductor (Eq. (2.30)).
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Figure 6.6: (a) Measured charge carrier densities of samples p2-p4. One acceptor is dom-
inating over the whole temperature range. (b) Double logarithmic plots of the mobilities of
the p-type samples depending on the temperature. The black solid line follows a T 3/2 de-
pendence representing the temperature dependence of mobility limited by charged impurity
scattering.
Sample Name p300K [cm
−3] µ300K [cm
2/Vs] Ea [meV]
p2 2.2 · 1014 26 232 ± 2∗
p3 7.6 · 1015 17 209 ± 4
p4 1.7 · 1015 12 184 ± 21
* fit for Region 200K-260K
Table 6.3: Room temperature properties of the samples p2−p4. The activation energies
were determined by a fit to the slope in the Arrhenius plot with Equation (2.30), thus
assuming a semiconductor with one acceptor and one compensating donor.
Table 6.3 gives an overview over the measured properties of samples p2-p4 at room
temperature. The charge carrier densities of the p-type samples cover a range from
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Figure 6.7: Fit to the temperature dependent charge carrier density (a) and mobility (b)
data of sample p2 with the parameters given in Table 6.4.
2.2 · 1014 cm−3 to 7.6 · 1015 cm−3, which is lower then what was reported by other authors
(see Tab. 2.4), while the room temperature mobilities 12 cm
2
V s to 26
cm2
V s are in the lower
part of the expected range. The acceptor activation energies Ea are located between the
levels of Ea2 ≈ 80meV and Ea3 ≈ 400meV as presented in [Was86].
Mobilities: The temperature dependences of the mobilities are shown in Figure 6.6 (b).
For sample p2, the transition from impurity to phonon dominated scattering is visible with
the characteristic maximum (see Fig. 2.1 and Sec. 2.1.5). At low temperatures the mobility
increases with increasing temperature, suggesting a domination of scattering on charged
defects, while at higher temperatures the mobility decreases with increasing temperature
which is expected to originate from scattering on acoustical and polar optical phonons.
The mobilities of samples p3 and p4 increase with temperature over the whole measured
temperature range, indicating domination of charged defect scattering. This assumption
is supported by the fact that the mobilities are lower than for p2. As the effect of phonon
scattering does not change for different CuInSe2 layers
3, a lower mobility is most likely
caused by higher defect densities. This can also explain the hole densities being higher
than those measured for sample p2.
The solid black line in Figure 6.6 (b) follows the expected T 3/2 dependence of the Brooks
Herring formalism for scattering on charged carriers, Equation (2.52a). Sample p4 follows
this temperature dependence in the interval from 180K to 250K, while sample p3 shows
a significantly shallower (T 3/4) but constant slope over the whole measured temperature
interval.
3Phonon scattering depends on basic material constants like the acoustical respectively optical defor-
mation potential constants, the material density or the velocity of sound.
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Figure 6.8: Fits to the temperature dependent data of sample p3. The parameters are given
in Table 6.4. (a) Three different fits to the charge carrier density. (b) Fit1 (see Table 6.4)
to the mobility.
Defect Activation Energies: It is conspicuous that none of the samples shows indi-
cations of a shallow acceptor. This is in contradiction to the results from other authors
and also to the sample p1B. Although it is not easy to say which defect energy level is
created by which crystal defect, it can be assumed that the responsible defect and thus
the shallow acceptor level also is present in the samples p2-p4. The fact that it can not be
observed can be explained by a high compensation level. If the density of the compensating
donor is higher than the density of the shallow acceptor, the acceptor will be completely
compensated and thus becomes inaccessible for electrical measurements.
A high compensation level also is in accordance with the comparably low free hole den-
sities of the samples.
NA1[cm
−3] Ea1[meV] NA2[cm
−3] Ea2[meV] ND[cm
−3] ND/NA1+NA2
p2 1.5 · 1018 220 0 - 1.31 · 1018 0.87
p3 Fit 1 1.5 · 1019 180 0 - 6 · 1018 0.40
p3 Fit 2 2.5 · 1018 180 5 · 1018 30 6 · 1018 0.8
p3 Fit 3 2.5 · 1017 180 5.9 · 1018 30 6 · 1018 0.98
Table 6.4: Fit parameters for samples p2 and p3. For all samples in this table, we have
m∗h = 0.7me, Eac = 6.5eV, ǫr = 13.6, and ǫ∞ = 8.1.
Modelling p2 and p3: To determine the defect densities of the samples, the charge
carrier densities and mobilities were modelled with the algorithm described in Section
2.1.3 that calculates the densities of carriers and charged and neutral defects from a given
set of defect densities and activation energies. The densities of the charged defects then can
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be used to calculate the mobilities µBH and µN due to scattering on charged and neutral
defects respectively.
Figures 6.7 and 6.8 show fits to the experimental mobilities and hole densities of sample
p2 and p3 with the parameters given in Table 6.4. The three main contributing mechanisms
limiting the mobilities are scattering on charged impurities, acoustical phonons, and polar
optical phonons. The mobilities due to non polar optical phonon scattering and neutral
impurities are significantly higher and therefore do not limit the total mobility.
The parameters necessary for modelling phonon scattering – acoustic deformation po-
tential constant Eac, the low and high frequency dielectric constants ǫr and ǫ∞ – and the
effective hole mass m∗h were taken from literature [Was86].
In Figure 6.8 (a) it can be seen that a shallow defect with a concentration below the
compensating defect can not be identified by Hall measurements. For Fit 2 and 3, an
acceptor of 30meV was added. To make the simulation fit to the measured free hole
densities, the density of the deep acceptor has to be reduced (see parameters in Tab. 6.4).
In total, this leads to a significantly higher compensation of 0.80 or even 0.98 instead of
0.40. Those changes affect the charged defect density only slightly and thus do not change
the mobility. The density of neutral defects in contrast is changed significantly. Figure
6.8 (b) shows the mobilities resulting from Fit 1 that delivers the highest neutral defect
density and thus the lowest limit for scattering on neutral defects. The limit is still far
above the limits due to charged defect and phonon scattering.
In the range covered by the experimental data, all three curves follow the measured free
hole density. To define a unique solution, it would be necessary to proceed the measurement
up to higher temperatures, because the three solutions reach the depletion zone at different
temperatures.
Intrinsic Conduction: Sample p5-p7
For samples p5 and p7 the slope in the Arrhenius plot does not follow a simple exponential
law, which can be explained by the influence of intrinsic conduction: At high temperatures,
intrinsic electrons have a visible influence to the conduction which leads to a lower Hall
coefficient and thus to an increase of the apparent hole density as discussed above (see e.g.
Fig. 5.1), the apparent charge carrier density of sample p5 becomes negative above 270K.
Sample Name papp,300K [cm
−3] µapp,300K [cm
2/Vs] σ [(Ωcm)−1]
p5 −3.2 · 1013 48 2.5 · 10−4
p6 −2.2 · 1011 840 3.0 · 10−5
p7 6.9 · 1015 0.3 3.7 · 10−4
Table 6.5: Room temperature properties of the samples p5−p7.
The data taken for p6 is completely in the negative part of the apparent carrier density.
Surprisingly, the apparent electron density decreases with increasing temperature. At the
same time, the conductivity decreases towards lower temperatures, following the expected
behaviour of semiconductors. This shows that the material originally is p-type, but in the
region of intrinsic conduction (see e.g. Fig. 5.1), close to the minimum of the apparent
electron density.
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Figure 6.9: (a) Measured charge carrier densities of the samples p5-p7. The influence of
intrinsic electron conduction is visible so that the shown values are the apparent charge
carrier density and have to be separated into hole and electron contributions. (b) Double
logarithmic plots of the mobilities of samples p5-p7 depending on the temperature. The
mobilities contain (similarly to the charge carrier densities in (a)) both hole and electron
contributions and thus are apparent mobilities.
B-Field Dependence of RH : Consequently, as both carrier types are involved, the Hall
coefficient should depend on the B-field and the Hall voltage should not depend linearly on
the B-field. As an example, Figure 6.10 shows the B-field dependence of the Hall voltage for
sample p7 at 300K in the dark. The offset voltage Uoffset=0.0197V is already subtracted.
The dependence is clearly nonlinear and around 3T, the Hall voltage even changes its sign,
so that the sample would seem p- or n-type, depending on the magnetic field used for the
Hall measurement.
Mobility Spectrum Analysis: A MEMSA analysis of the B-field dependent Hall co-
efficient and conductivity delivers the mobility spectrum shown in Figure 6.11. The main
contribution to the conductivity originates from a hole with a mobility of 109 cm2/Vs and
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Figure 6.10: Sample p7: Dependence of the Hall Voltage on the B-field at 300K in the dark.
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Figure 6.11: Sample p7: Mobility spectrum at 300K. red: electrons, blue: holes.
a density of 2.7 · 1013 cm−3 (see tab. 6.6). Additionally there are contributions from two
electrons with mobilities of 1.9 · 103 cm2/Vs and 7.7 · 103 cm2/Vs. With n1 = 9.1 · 10
9 cm−3
and n2 = 4.2 · 10
9 cm−3, respectively, the electrons provide only 0.049% of the total num-
ber of free carriers but due to the significantly higher mobility contribute with 4.7% to the
total conductivity.
The second electron can originate from a second valley in the conduction band. As can
be seen in the band diagram shown in Figure 2.5, there is a second valley at the N-point.
In order to reach the conduction band minimum at the Γ-point, the electron would have to
come over a barrier of 0.74 eV. Thus, it is not unlikely, that electrons can stay long enough
in this valley to contribute visibly to the transport.
Mobility [cm2/Vs] σ [(Ωcm)−1] Density [cm−3]
−7.7 · 103 5.0 · 10−6 4.2 · 109
−1.9 · 103 2.8 · 10−6 9.1 · 109
1.1 · 102 1.6 · 10−4 2.7 · 1013
Table 6.6: Overview of the observed charge carriers in sample p7. For every peak in the
mobility spectrum, the position, the contribution to the sheet conductivity and the carrier
density is given.
Mobilities: For the interpretation of the mobilities measured for the intrinsic samples
p5-p7, one has to keep in mind that the mobility is calculated from the Hall coefficient:
µ = RH ·σ. In case of contributions from both holes and electrons to the Hall coefficient,
the mobility is – similar to the carrier densities – an apparent mobility.
Competing electron and hole contributions to the Hall coefficient lower the absolute value
of RH and thus lead to lowered apparent mobilities. Nevertheless, parts of the behaviour
can be explained.
At high temperatures, the fraction and thus the influence of electrons is higher than at
rather low temperatures.
This certainly explains the drop of the mobility of p7 at 300K. It corresponds to the
Hall coefficient crossing zero: Here the apparent type of the sample is about to change
and Hall coefficient and thus the apparent mobility are close to zero. For p5, this drop
is not visible as the zero crossing takes place between the points at 270K and 280K (see
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Fig. 6.9). From 280K to 300K, the electron contribution becomes stronger, so that the
apparent mobility increases towards the expected electron mobility.
In sample p6, electrons dominate over the whole measured range, but at low tempera-
tures, the influence from holes still leads to a very low apparent mobility (3.0 cm2(Vs)-1
at 240K). Towards higher temperatures the apparent mobility again increases strongly as
the hole contribution goes down.
6.3 n-type CuInSe2
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Figure 6.12: Electron densities and mobilities of the n-type samples. The black solid line in
the plot of the mobilities follows a T 3/2 dependence that would be expected for domination
of charged impurity scattering.
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Figure 6.13: Conductivity of the n-type samples.
61
CHAPTER 6. HALL MEASUREMENTS IN THE DARK
The three n-type samples n1, n2 and n3 show room temperature charge carrier densities
of 1.7 to 2.7 · 10−13 cm−3 and mobilities between 580 cm
2
V s and 790
cm2
V s (see Fig. 6.12). In the
Arrhenius plot one can see that the electron density is thermally activated with a constant
slope for the whole measured range. For a compensated semiconductor, the activation
energy Ed of the donor is the slope of the Arrhenius plot (2.31). This leads to activation
energies Ed of 210meV to 250meV (see Table 6.7) which is close to the deepest donor Ed3
found in bulk single crystals (see chapter 2.2.4).
Sample Name n300K [cm
−3] µ300K [cm
2/Vs] Ed [meV]
n1 2.7 · 1013 790 210
n2 2.4 · 1013 700 230
n3 1.7 · 1013 580 250
Table 6.7: n-type CISe-Samples
The electron mobility (see Fig. 6.12) of sample n1 increases with the temperature, which
leads to the conclusion that the mobilities are dominated by scattering on charged defects
(see chapter 2.1.5). In the low temperature range, it roughly follows a T 3/2 law (see solid
black line in Fig. 6.12) as expected from the Brooks Herring formalism (Sec. 2.1.5). At
higher temperatures, the transition to domination of phonon scattering begins and the
slope becomes shallower. For the other two samples, a clear trend is not visible because
the values scatter too strongly.
6.4 Summary
The temperature dependence of the hole densities show, that in the examined temperature
range the electrical transport of sample p1B is clearly dominated by shallower acceptors
than the other p-type samples p2-p7.
The difference between p1B and p2-p7 can be explained by a higher donor density that
leads to a complete compensation of the shallower acceptors. The other possible solution,
a significantly lower defect density, would lead to higher hole mobilities, which is not
supported by observation.
Samples p2-p4 can be described by single band conduction. Over the whole measured
temperature range, the charge carrier density follows an exponential law which can be
explained by the thermal activation of one deep acceptor. Free hole densities and con-
ductivity are lower than for p1B already at room temperature. In combination with the
steeper slope this leads to very low values at lower temperatures which made it impossible
to measure the Hall coefficient below 150K.
For samples p5-p7, the compensation becomes even larger and thus the number of free
carriers decreases such that the electric properties finally are influenced by intrinsic band
to band excitation.
With mobility spectrum analysis, the carriers contributing to the electrical transport of
sample p7 are identified. In addition to the contributions resulting from the valence band
maximum and the conduction band minimum at the Γ point, there is a second electron
62
6.4. Summary
peak. The band diagram for CuInSe2 shows a second valley at the n-Point that could be
the origin of this electron.
An EDX4 study leads to a slightly higher copper to indium ratio for p1B than for the
samples produced at the University of Luxembourg (see Table A.2). The Cu and In con-
tents of p1B separately are within the errors of the copper and indium contents of the other
samples, so that the deviation in the ratio can not be regarded as significant. However,
slight changes in the composition can have large influence on the defect distribution. For
the electrical transport it makes a significant difference whether the density of Cu vacancies
is 1016 cm-3 or 1017 cm-3, but this difference will not be measurable by EDX or any other
available technique.
4Energy Dispersive X-Ray Spectroscopy
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Photo Hall Measurements
Photo Hall measurements were performed under illumination from a halogen lamp (see
Sec. 4.3.1). In Section 7.1 the effect of illumination of a CuGaSe2 layer is examined and
compared to an earlier study [Ris07, Sie08].
In Section 7.2, the behaviour of the CuInSe2 sample p1B which is dominated by a shallow
acceptor will be presented. Section 7.3 discusses the effect of illumination on the samples
p2-p4 and n1-n3 that show a higher acceptor activation energy.
7.1 Photo Hall Measurements on CuGaSe2
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Figure 7.1: Temperature dependence of the conductivity of the CuGaSe2 sample CGS in
the dark and under illumination. The linear plot on the left shows that the conductivity
increases by a constant value for all temperatures.
Photo Hall measurements on epitaxial CuGaSe2 grown on GaAs were reported before
by [Ris07, Sie08] who assumed that electrical transport properties of CuGaSe2 under il-
lumination can still be described by single band conduction down to temperatures below
100K, but observed a deactivation of the compensating donors. To verify these results and
compare them to the data from CuInSe2 samples, a CuGaSe2 layer was also examined for
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CGS: ∆σ = σillum − σdark. The curve follows the typical temperature dependence of the
carrier mobility.
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Figure 7.3: Temperature dependence of the hole density and mobility of the CuGaSe2 sample
CGS in the dark and under illumination.
this work. The sample CGS was grown at the University of Luxembourg similarly to the
CuInSe2 samples by MOVPE on a (100) oriented GaAs substrate.
For photo hall measurements on CuGaSe2, one has to take into account, that the band
gap of CuGaSe2 (1.6 eV) is larger than the bandgap of GaAs (1.4 eV) and thus, light in
the energy range between the band gaps is not absorbed in the CuGaSe2 layer, but can
induce charge carriers in the GaAs. Therefore a filter is necessary when using white light.
For the measurements described here, a 700 nm (=̂ 1.77 eV) short pass filter was used.
The density of photo generated charge carriers was estimated in Section 4.3.1 to a value
of nCuGaSe2 ≈ 1.7 · 1012 cm-3, which is one and two orders of magnitude below the densities
of 1.3 · 1013 cm-3 and 2.5 · 1014 cm-3 in [Ris07] respectively.
With p300K = 3.7 · 10
16 cm-3, the room temperature charge carrier density of CGS in the
dark is similar to the sample CGS379a used for the photo hall measurements in [Ris07]
and lies between the CuInSe2 samples p1B and p2 described in chapter 6.
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Figure 7.4: Comparison of the B-field dependence of the Hall voltage UH for sample CGS
at room temperature (300K) in the dark and under illumination. The shown values are
the sum of offset voltage Uoffset and Hall voltage UH with Uoffset = 0.277V in the dark and
0.294V under illumination. The fact that UH depends linearly on the magnetic field shows,
that electrical transport can be described by single band conduction.
Conductivity: The conductivity at each temperature grows by a constant value of∆σ =
0.057 ± 0.003Ω−1cm-1 (see Fig. 7.1), which corresponds to the assumption of a constant
density of charge carriers nphoto = pphoto. With ∆σ = σphoto = ∆n ·µ · e, a constant
∆σ can only be expected with a constant µ. As shown in Figure7.2, the ∆σ(T ) are
indeed not distributed randomly around the mean value but seem to follow a curve similar
to the expected temperature dependency of the mobility with a maximum at 240K and
decreasing values towards both higher and lower temperatures. Due to the higher mobility
of electrons, the curve is expected to follow the electron mobility so that the difference to
the shape of the hole mobility is not a contradiction.
Also for CuGaSe2 it can be expected that the electron contribution for n = p is stronger
than the hole contribution, but only the hole mobility is known from the measurement.
Thus, an interpretation of ∆σ(T ) under consideration of the mobilities is not possible.
On the other hand, an estimation for the order of magnitude of the electron mobility is
possible. With the measured hole mobility around 250K, µp = 200 cm
2(Vs)-1 and the
estimated density of electron hole pairs n = 1.7 · 1012 cm-3, the electron mobility can be
calculated as follows:
∆σ = ∆n · (µn + µp) · e (7.1)
⇒ µn = ∆σ
∆n · e
− µp = 2.1 · 105 cm2(Vs)-1, (7.2)
This value seems to be very high, but with a ratio of µn/µp = 690 based on the effective
masses an the predominant scattering mechanism [Ger00], the resulting electron mobility
is in the same order of magnitude:
µn = µp · 690 = 1.4 · 10
5 cm2(Vs)-1, (7.3)
Effects on Hall coefficient and Hall voltage: In the Arrhenius plot of the apparent
hole density, Figure 7.3 (a), one can see that the density does not change significantly
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under illumination, but is at all temperatures slightly higher than in the dark. This can be
explained by a small influence of both photoinduced holes and electrons: While the holes
increase the actual free hole density, the electrons decrease the Hall coefficient and thus
lead to a higher apparent density.
Figure 7.4 compares the B field dependence of the Hall voltage UH in the dark and under
illumination. The offset voltages Uoffset are 0.277V under illumination and 0.294V in the
dark. In both cases, UH is proportional to the field, so that single band conduction can be
assumed, approving the assumptions of [Ris07]. The second possible reason for a B-field
independent Hall coefficient – the low field approximation µB ≪ 1 – can also be excluded
due to the high electron mobility (compare to estimation for CuInSe2 in Section 5.3).
Differences to earlier Study: In contrast to the results of [Ris07], the compensating
donors stay active under illumination. In [Ris07], the disappearance of the donor was
explained by the metastable behaviour of the selenium vacancy, which was predicted by
[Lan06].
A reason for the absence of this effect might be the different conditions of the illumi-
nation: While [Ris07] used a 514 nm laser, sample CGS was illuminated with white light
in combination with a 700 nm short pass filter, resulting in a photon flux which is one
order of magnitude lower. It is possible that the illumination intensity was too low to
change the type of a sufficient number of donors. A second explanation could be that the
compensating donors might originate from a different crystal defect that is not metastable.
7.2 Low Activation Energy CuInSe2
Under illumination, sample p1B clearly shows multiple band conduction as can be con-
cluded from the nonlinear B-field dependence of the Hall voltage UH in Figure 3.1. In the
following, temperature and B-field dependent measurements performed on this sample will
be discussed.
7.2.1 Temperature dependent measurements
Figure 7.5 shows the temperature dependence of the Hall coefficient at different B-fields.
In all cases, RH is positive (p-type) at 300K and becomes negative (n-type) at low tem-
peratures, but the change of sign of the Hall coefficient happens at different temperatures
due to its B-field dependence.
Only the data taken with a B-Field of 5T shows domination of hole conduction over a
sufficiently large temperature interval to allow the determination of an activation energy
from the charge carrier density (Fig. 7.6). Under the assumption of a compensated material,
the determined acceptor activation energy is 36meV.
It was tried to model the data with Equation (3.26):
RH(B) =
pµ2p − nµ2n
e(pµp + nµn)2
(7.4)
The hole mobility and thermally induced hole density pthermal can be taken from the
measurements in the dark (see chapter 6.2.1) and the photo induced carrier density nphoto =
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Figure 7.5: Three temperature dependent runs at different B-fields. The Hall coefficient
depends strongly on the B-field which is a proof for multiple band conduction. At low
temperatures, RH becomes negative in all cases. The black lines are attempts to fit the data
under use of the low B-field approximation Equation (3.26).
pphoto is estimated as shown in chapter 4.3.1. The free carrier densities are calculated as
follows:
n = nphoto (7.5)
p = pthermal + pphoto (7.6)
While the hole mobility increases with temperature, the data can only be described under
the assumption of an electron mobility that decreases with temperature. The dominating
scattering mechanism for this temperature behaviour of the mobility is most likely phonon
scattering. The temperature dependence of phonon scattering can be described by a T−x
law with x ≈ 32 (see Sec. 2.1.5). Thus, the last free parameter is the room temperature
electron mobility µ300K(B).
The solid black lines in Figure 7.5 are fits of equation (7.4) to the three measured curves
under those assumptions. The electron mobilities at room temperature are fitted to be
µ300K(5T) = 31 cm
2/Vs, µ300K(3T) = 83 cm
2/Vs and µ300K(1.5T) = 241 cm
2/Vs.
Although it is possible to describe each of the datasets separately with the low B-field
approximation of RH , the B-field dependence of the Hall coefficient shows, that this approx-
imation is not valid. Therefore, the mobility spectrum analysis was used to differentiate
between the contributions of electron and hole mobilities.
7.2.2 Mobility Spectrum Analysis
By analysing the B-Field dependence of hall mobility and conductivity at a given temper-
ature, the mobility spectrum analysis method described in chapter 3.2 is able to detect
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Figure 7.6: Arrhenius plot of the charge carrier concentration, measured under illumination
at 5T. The fit is done using equation (2.30) in the temperature interval 245K to 300K and
leads to an activation energy of 36meV
contributions from any number of holes and electrons. Figure 7.7 shows the resulting
charge carrier mobility spectra for sample p1B at different temperatures, Table 7.1 gives
an overview over the peak positions, the contributions to the sheet conductivity and the
carrier density.
The number and range of magnetic fields covered during the measurements vary from
temperature to temperature because of performance instabilities of the cooling system for
the superconducting magnet (see Sec. 4.2.6). At 280K for example, the highest field is 2T.
Contribution to Conductivity: In Table 7.1, the main contribution at every temper-
ature is given in bold print. Peaks with contributions more than two orders of magnitude
below the main contribution are put in parentheses. These are most likely ghost peaks
that originate from small fluctuations in the data (see Sec. 3.2.2). The high mobility hole
(3.4 · 104 cm2/Vs) at 180K contributes more than 1% to the total conductivity but proba-
bly also is a ghost peak because at no other temperature, a significant high mobility hole
contribution was observed.
Another effect of bad quality data is visible at 260K: The 261 cm2/Vs electron is a mirror
peak of the 251 cm2/Vs hole. The mirror peak influences the original peak so that peak
positions and carrier densities for this dataset are not reliable.
For all temperatures except 260K, the main contributing carrier is a hole with a mobility
between 24 cm2/Vs (at 220K) and 76 cm2/Vs (at 280K). The other contributions result
from one or two electrons with mobilities between 4.4 · 103 cm2/Vs and 2.2 · 104 cm2/Vs.
The conductivity resulting from the holes is growing with temperature, because the sam-
ple is in the regime of acceptor reserve. The contribution of electron conduction seems to
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peaks separately electrons vs. holes
T [K] µ [cm2/Vs] σ [(Ωcm)−1] n [cm−3] σ [(Ωcm)−1] σ/σtot
180 6.8 ·101 1.9 ·10−1 3.8 ·1016 σtot = 2.4 ·10
−1
(3.4 · 104 4.0 · 10−3 7.6 · 1011) σp = 1.9 · 10
−1 80.5%
-8.0 · 103 3.1 · 10−2 2.4 · 1013 σn = 4.7 · 10
−2 19.5%
-2.3 · 104 1.6 · 10−2 4.3 · 1012 ·
200 4.7 ·101 2.5 ·10−1 4.9 ·1016 σtot = 2.8 ·10
−1
-4.4 · 103 8.7 · 10−3 1.2 · 1013 σp = 2.5 · 10
−1 90.7%
-1.3 · 104 1.7 · 10−2 8.2 · 1012 σn = 2.6 · 10
−2 9.3%
(-1.3 · 105 1.57 · 10−5 7.4 · 108) ·
220 2.4 ·101 3.2 ·10−1 9.8 ·1016 σtot = 3.3 · 10
−1
-8.8 · 103 8.0 · 10−3 5.7 · 1012 σp = 3.2 · 10
−1 97.6%
σn = 8.0 · 10
−3 2.4%
240 2.7 ·101 3.7 ·10−1 1.1 ·1017 σtot = 3.8 · 10
−1
-1.4 · 104 5.0 · 10−3 2.2 · 1012 σp = 3.7 · 10
−1 98.7%
σn = 5.0 · 10
−3 1.3%
260 ( 1.8 · 104 5.3 · 10−4 1.9 · 1011) σtot = 4.6 · 10
−1
2.5 ·102 3.3 ·10−1 4.9 ·1016 σp = 3.3 · 10
−1 71.1%
-2.6 · 102 1.3 · 10−1 5.1 · 1015 σn = 1.3 · 10
−1 28.9%
-9.2 · 103 4.3 · 10−3 2.9 · 1012
(-2.7 · 104 8.7 · 10−5 2.0 · 1010)
280 7.6 ·101 3.7 ·10−1 6.8 ·1016 σtot = 3.8 · 10
−1
-8.3 · 103 5.0 · 10−3 3.8 · 1012 σp = 3.3 · 10
−1 98.7%
σn = 5.0 · 10
−3 1.3%
Table 7.1: Overview of the observed charge carriers. For every peak in the mobility spec-
trum, the position, the corresponding conductivity and the carrier density is given. The
main contribution for each temperature is highlighted. In the last two columns, the electron
and hole contributions are summed up.
decrease for higher temperatures. As the density of electrons stays constant for all temper-
atures, this can only be explained by a decreasing electron mobility and thus a domination
of phonon scattering for the electrons.
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Figure 7.7: Mobility spectra of sample p1B at different temperatures: 180K, 200K, 220K,
240K, 260K and 280K (from top to bottom). red: electrons, blue: holes
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Peak number and position: At most temperatures the hole mobility is significantly
higher than the values determined for single band conduction in the dark (see figs. 6.4 and
6.5) and the temperature dependence does not follow a clear trend. The reason for this
might be that the maximum field that could be achieved during the measurements was not
sufficiently high for a good resolution of low mobility carriers (see Sec. 3.2.2).
Number, position, and conductivity of detected electron peaks vary from temperature
to temperature, therefore it is not possible to confidently identify the same electron at
different temperatures. The mobilities of the strongest electrons at every temperature
lie around 104 cm2/Vs. At 180K and 200K, the conductivity attributed to the second
electron is only about a factor of 2 below the strongest one, at higher temperatures, one
of the electrons is clearly dominating.
Second electron: The fact that two electrons are visible in sample p1B at the lowest
temperatures where the influence of electron conduction is stronger than at high tempera-
tures as well as in sample p7 in the dark (see Fig. 6.11) supports the assumption that those
peaks may originate from conduction in different valleys of the conduction band and not
from fluctuations in the data. Comparing the electron mobilities at 180K and 200K, the
electron mobilities decrease towards the higher temperature. This could explain the disap-
pearance of the second electron: If the mobility of the slower electron decreases further, its
relatively low contribution with respect to the hole cannot be resolved in the given B-field
range and thus is not visible any more.
Botti [Bot12] has derived an effective mass of 0.16 me or 0.23 me, depending on the
approach (see Tab. 2.1) for the second electron. This is a factor of approximately 2 higher
than for the electron at the Γ-point so that one can guess, that the higher mobility electron
corresponds to the conduction band minimum, while the lower mobility electron originates
from the N -point.
Summary: In total, one can say that the MEMSA analysis qualitatively gives conclusive
results but the quantitative interpretation does not lead to reliable numbers. Reasons for
this can be found in the data quality, for example due to differing numbers of data points,
the relatively low maximum field strength or the long measuring times1.
7.3 High Activation Energy CuInSe2
The samples p2-p4 and n1-n3 which can be described by single band conduction in the
dark were also measured under illumination. For both p- and n-type samples the influence
of the photo induced carriers is clearly visible.
7.3.1 p-Type CuInSe2
For all samples, the influence of electron conduction increases under illumination, as was
already seen for the low activation energy sample p1B in Section 7.2.
1Especially at low magnetic fields and thereby small Hall voltages, small changes in the sample, for
example due to a not entirely terminated relaxation, will influence the results significantly. The long
measuring times needed for every point increase this problem.
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Figure 7.8: Comparison of conductivity and Hall coefficient of 3 p-type CuInSe2 samples
in the dark and under illumination. In order to allow logarithmic plotting, the plot shows
the absolute values. Almost all Hall coefficients measured under illumination are negative,
only for sample p3, RH becomes positive at 300K
Conductivities: The conductivities of the samples increase because photo induced ex-
citation is an additional source of free charge carriers. Hence the total conductivity σtot
can be expressed as the sum of thermally induced σtherm and light induced σphoto = ∆σ
conductivity:
σtot = σtherm +∆σ (7.7)
∆σ = nphoto · e · (µn + µp) (7.8)
As can be seen in Figure 7.10, the gain of conductivity is ∆σ ≈ 0.002 (Ω · cm)−1 for
sample p2 and ∆σ ≈ 0.01 (Ω · cm)−1 for sample p3 in the high temperature range between
200K and 300K. At lower temperatures, ∆σ becomes larger and the conductivity of the
samples start to increase with decreasing temperature.
Towards low temperatures, the defect induced charge carriers freeze out so that the
charge carrier density converges to nphoto as was show in Section 5.2. Therefore, changes
in the conductivity that were previously dominated by the carrier densities are now pro-
portional to the mobility. The increasing conductivity towards lower temperatures con-
sequently is caused by an increasing hole mobility, indicating phonon dominated electron
scattering. This effect is not visible in the measured mobilities of those samples (Fig. 7.9),
because they are again apparent mobilities and still in the transition from the hole to the
electron mobility.
Hall Coefficient: A comparison of the Hall coefficient in the dark and under illumination
for the samples is shown in Figure 7.8. Under illumination it is negative over almost the
whole measured temperature range and only becomes positive for sample p3 at 300K. Its
absolute value increases with temperature at low temperatures until it reaches a maximum
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Figure 7.9: Comparison of the carrier mobilities of 3 p-type CuInSe2 samples in the dark
and under illumination.
around 200K. This maximum is also observed in the simulation in Figure 5.2 and can
be explained by the growing electron mobilities and thus domination of charged defect
scattering for the electrons.
This effect is visible for samples p2 and p3. At higher temperatures the absolute value
decreases again and as mentioned above, the Hall coefficient becomes positive for sample
p3. For the other samples the sign change is not visible, but can be expected for higher
temperatures if the domination of intrinsic conduction does not start before the domination
of defect induced conduction (see Fig. 5.2).
Sample p4 seems to show a completely different behaviour: First, the conductivity de-
creases with temperature over the whole measured temperature interval from 150K to
300K and second, the absolute value of the Hall coefficient increases with the temper-
ature. By assuming that the extremal point of conductivity and Hall coefficient is not
around 200K but above 300K for this sample the temperature dependent behaviour is
still consistent with the behaviour of the other samples.
This could be explained by a lower contribution of the holes to the transport, caused
for example by higher compensation, which would also fit to the domination of charged
impurity scattering that was found for the holes in this sample (see Sec. 6.2.2).
Interesting is the low temperature part of sample p4. Here, the Hall coefficient seems to
level off to a constant value, which is expected for a situation with the acceptor generated
hole density pthermal = 0 and a temperature independent light induced electron and hole
density pphoto = nphoto. Still, the resulting Hall coefficient has to be calculated from
equation (3.26) to take both electron and hole contributions into account, but in the case of
µn ≫ µp, the contribution of the holes can be neglected and equation (3.26) transforms into
equation (3.10). The apparent mobility of 670 cm2/Vs should then be close2 to the actual
electron mobility at 150K. The photo induced free electron density then is 6.1 · 1015 cm−3.
2With the hole mobility measured in the dark mup ≈ 10 cm
2/Vs ⇒
µp
µn
= 0.015 in equation (3.32), the
error of RH is 3%.
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Figure 7.10: Conductivity of samples p2 and p3 under illumination. At high tempera-
tures, the photo induced carriers lead to a constant increase. At lower temperatures the
conductivity grows due to growing mobility at a constant carrier density.
Mobilities: Figure 7.9 gives an overview over the apparent mobilities. There is a max-
imum for p2 and p3 around 200K while, in contradiction to the assumption made above,
the temperature dependence of the mobility values of p4 does not follow the behaviour of
the other samples.
7.3.2 n-type CuInSe2
Due to the significantly lower mobility of the holes compared to the electrons, the contri-
bution of holes can be neglected, so that the equations for one path conduction are still
valid. Comparing the electron densities and conductivity of the photo hall data to the
measurements in the dark (figs. 7.11 and 7.12), one can clearly see that both increase by
orders of magnitude so that the main contribution to the electrical transport comes from
photo induced electrons. Consequently no temperature dependence is visible as the num-
ber of photo generated carriers in the CuInSe2 layer is in first approximation independent
of the temperature.
A look to the mobilities gives a more heterogeneous picture: For n2, the illumination
does not significantly change the mobility. In both cases a clear trend in the temperature
dependence cannot be observed. For n1 and n3 in contrast, the mobilities decrease with
increasing temperature under illumination.
The behaviour of the mobility of sample n1 in the dark can be explained by limitation of
the mobility by charged impurity scattering. Under illumination, the value of the mobilities
is in the same order of magnitude, but from the temperature dependence one can conclude
that now phonon scattering is dominating. This is astonishing as the parameters of phonon
scattering are basic material parameters and should not be changed by the illumination.
A change from charged impurity scattering to phonon scattering is therefore only possible
by reducing the number of charged impurities and thus should go along with an increase
of the mobility.
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Figure 7.11: Electron densities and mobilities of the n-type samples. The black solid line
in the mobilities plot follows a T 3/2 dependence that would be expected for domination of
charged impurity scattering.
For sample n3, the mobility becomes significantly higher under illumination, supporting
the theory of a reduction of charged defects. As the defect induced carriers under illumi-
nation only represent a small fraction of the total number of carriers, the data from charge
carrier density or conductivity of the sample cannot be used to confirm this theory.
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Figure 7.12: Conductivity of the n-type samples.
7.3.3 Mobility Spectra
In order to prove the existence of electrons in two different bands that resulted from
the mobility spectra of p1B under illumination and p7 in the dark, B-field dependent
measurements under illumination were also performed on the samples p2, p3, and n3. As
already found for sample p1B, the quantitative results are not reliable. For example the
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p2
p3
n3
Figure 7.13: Mobility spectra of the samples p2, p3 and n3 determined with MEMSA. The
B-field dependent measurements were performed at 250K.
hole mobilities are again rather high compared to the values found in the dark. On the
other hand, the qualitative results, especially the occurrence of one low mobility hole and
two high mobility electrons are consistent for all samples and therefore can be expected to
be a general property of CuInSe2.
The data were taken at 250K. An overview of the mobility spectra is shown in Figure
7.13, the mobilities, densities, and contributions to the conductivity are given in Table 7.2.
In contrast to the results of sample p1B, the contributions of the strongest hole and
the strongest electron are in the same order of magnitude respectively for the three high
activation energy samples. The reason can be found in the highly different defect induced
carrier densities (see Chap. 6). For a sample with a higher defect induced carrier density,
one can expect a lower contribution of the photo generated carriers to the total transport.
While the defect induced hole densities of p1B are around 1 · 1017 cm-3, sample p3 shows
a hole density of 1.4 · 1015 cm-3 in the dark. The hole density in the dark of sample p2
is with 2.5 · 1013 cm-3 even lower. Consequently, the contribution of the defect induced
carriers also is lower and the transport is dominated by the light induced carriers. Due to
its higher mobility with respect to the hole, one of the light induced electrons delivers the
strongest contribution.
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peaks separately electrons vs. holes
µ [cm2/Vs] σ [(Ωcm)−1] n [cm−3] σ [(Ωcm)−1] σ/σtot
p2 −2.6 ·102 8.9 ·10−8 7.8 ·1013 σtot = 1.3 · 10−7
-3.3 · 103 1.2 · 10−8 2.7 · 1011 σp = 2.9 · 10
−8 21.3%
-1.7 · 104 5.2 · 10−9 2.4 · 1010 σn = 1.1 · 10
−7 78,7%
8.3 · 102 2.8 · 10−8 2.8 · 1012
8.0 · 104 7.0 · 10−10 6.9 · 108
p3 2.6 ·102 6.0 ·10−7 3.1 ·1014 σtot = 8.7 · 10
−7
-6.0 · 102 2.3 · 10−7 3.3 · 1013 σp = 6.0 · 10
−7 68.8%
-8.0 · 103 4.2 · 10−8 3.3 · 1011 σn = 2.7 · 10
−7 31.2%
n3 −1.7 ·103 6.4 ·10−7 σtot = 1.1 · 10−6
-1.7 · 104 4.7 · 10−8 σp = 3.9 · 10
−7 36.6%
3.9 · 102 3.9 · 10−7 σn = 6.9 · 10
−7 63.7%
4.6 · 104 1.5 · 10−9
2.7 · 105 3.6 · 10−10
Table 7.2: Overview of the observed charge carriers in p2, p3 and n3. For every peak in the
mobility spectrum, the position, the corresponding conductivity and the carrier density is
given. The main contribution for each temperature is highlighted. In the last two columns,
the electron and hole contributions are summed up.
Also for sample n3, the defect induced carrier density ndark = 1.9 · 10
12 cm-3 is very low,
so that the conductivity is dominated by the light induced electrons.
7.4 Summary
The change of the Hall coefficient to a negative value during photo Hall measurements
shows that under illumination the influence of photo induced electrons is strong enough to
require describing the electrical transport in CuInSe2 by two or multiple band conduction.
This makes it necessary to determine the B-field dependence of the Hall coefficient to be
able to separate the contributions of the carriers from the different bands.
This result is in contradiction to the results for CuGaSe2 ([Ris07] and Sec. 7.1). An
explanation could be the different behaviour of light induced metastabilities in both ma-
terials. The (VCu−VSe) divacancy for example is expected to switch immediately from a
donor to an acceptor state for CuGaSe2 under illumination. For CuInSe2, an additional
energy barrier keeps the defect in the donor state [Lan06]. The height of this barrier is,
though, with approximately 0.1 eV so small that at room temperature it should not play a
role.
An other explanation might be differences in the properties of the conduction band that
could make conduction in the n-valley more favourable for CuInSe2 than for CuGaSe2.
According to calculations from [Bot12], the effective electron masses are very similar. The
LDA approach delivers masses of 0.23 me for both compounds, while the scGW approach
leads to 0.13me for CuGaSe2and 0.16me for CuInSe2. The height of the barrier towards the
conduction band minimum is 0.88 eV for CuGaSe2and 0.74 eV for CuInSe2. The differences
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between both compounds are rather small and would not explain that the effect occurs in
CuInSe2 while it does not in CuGaSe2.
Further investigations on the second electron, especially a more precise determination of
the mobility and the temperature dependence is necessary to understand this effect.
The quantitative interpretation of mobility spectrum analysis turned out to be difficult
so that neither precise values for mobilities and carrier densities nor temperature depen-
dencies can be given. Nevertheless, it showed qualitatively, that one low mobility hole
and two high mobility electrons contribute to electrical transport in CuInSe2. The second
electron contribution probably originates from a second valley in the conduction band at
the N-point. The barrier between this local minimum and the conduction band minimum
is 0.74 eV and recombination to the valence band maximum would also require a large
transition in k space from the N- to the Γ-point. Recombination to the N-point of the
valence band are also possible but suppressed due to the lower density of free states in the
valence band.
The temperature dependence of the Hall coefficients can be explained qualitatively. For
performing a conclusive fit, the data does not cover a sufficient temperature range. At
low temperatures, sample p4 is in a state where transport is dominated by photo induced
carriers (the curve becomes nearly level), but just reaches the beginning of the transition
to defect dominated behaviour. Samples p2 and p3 are inside this transition and reach
neither state.
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Conclusions and Outlook
The aim of this thesis was to bring some more light into the electrical properties of CuInSe2
thin films. As the focus was on the bulk properties, exclusively epitaxially grown layers
were analysed. Photo Hall measurements on CuInSe2 were the first time performed within
this thesis. One of the observed p-type samples originates from the Helmholtz Zentrum
Berlin, all other samples – six other p-type, three n-type and one CuGaSe2 sample – were
grown at the University of Luxembourg.
Measuring the magnetic field dependence of the Hall voltage was found to be a fast and
convincing technique to distinguish between single band (linear B-field dependence of UH ,
constant RH) and multiple band conduction (nonlinear B-field dependence of UH , B-field
dependent RH).
Measurements on CuGaSe2
The results of a previous study [Ris07, Sie08] lead to the assumption, that transport
in epitaxial CuGaSe2 thin film layers under illumination can be described by one band
conduction. Changes in the free hole density were explained by light induced changes
in the behaviour of a metastable compensating donor. Within this thesis it could be
shown that the assumption of single band conduction is valid under typical experimental
conditions.
Measurements on CuInSe2
In contrast to CuGaSe2, CuInSe2 can be doped both p- and n-type. Consequently, the
production of highly compensated samples with NA ≈ ND also is possible. Three samples
of this type, showing low defect induced carrier densities and thus comparably low conduc-
tivities (samples p5-p7) were studied in this work. Free charge carriers in those samples
mainly originate from band to band excitation and hence electrons and holes both are
present. In that case, a description by single band conduction is not valid even without
illumination.
A proof for the presence of different carrier types is the magnetic field dependence of
the Hall coefficient in measurements in the dark, which could be shown for those samples.
On the other hand, the magnetic field dependence disappears not only in case of single
band conduction but also for the low B-field approximation µB ≪ 1. Thus, in case of
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magnetic field dependent Hall coefficients, one can estimate a minimum mobility for the
highest mobility carriers in the material: The highest B-field used for the measurements
was 5T= 5 · 10−4Vs/cm2. Therefore one can conclude that carriers with a mobility of at
least the order of magnitude of 1B = 2 · 10
3 cm2/Vs are present.
Measurements on samples with higher defect induced carrier densities grown in Luxem-
bourg revealed acceptor activation energies around Ea = 200meV for the p-type samples
and donor activation energies around Ed = 230meV for n-type CuInSe2.
Shallower acceptor levels of 18meV and 110meV could be found in sample p1B which
was not produced in Luxembourg.
The large differences in the free carrier densities and activation energies in the dark
between the sample p1B (high hole density, low acceptor activation energy) on one side and
the samples grown in Luxembourg (lower defect densities, high defect activation energy) on
the other side can most likely be attributed to different compensation levels: The samples
from Luxembourg are strongly compensated so that all shallow defect states are already
occupied due to the compensation and thus can not provide free charge carriers. This also
leads to a lower total free hole density.
A correlation of the transport properties and composition or growth conditions could not
clearly be found. From the photoluminescence spectra one can see a trend of lower copper
to indium ratios during layer growth in the intrinsic samples. An EDX study of the bulk
properties of the samples (Tab. A.2) could not confirm this because the deviations did not
follow a clear trend and were all inside the error of the device.
The photo Hall experiments on CuInSe2 showed, that under illumination, p-type CuInSe2
thin film layers experience strong contributions of electrons to the electrical transport. This
was observed in all of the p-type samples although the defect induced hole densities of the
samples varied over several orders of magnitude.
From the magnetic field dependence of the Hall coefficient one can get information on
the charge carriers contributing to the electrical transport. A tool for this is the mobility
spectrum analysis, a method that delivers charge carrier mobilities and densities of the
different carrier types without the need of providing previous assumptions (e.g. on the
number of different carrier types) for the analysis.
The resulting mobility spectra show one low mobility hole contribution and two high
mobility electron contributions. The second electron contribution probably originates from
electrons in a second valley in the conduction band of CuInSe2, located at the N-point of
the Brillouin zone.
Outlook
The experimental data taken in the dark could be modelled theoretically, while the results
from photo Hall measurements could be described qualitatively but not quantitatively.
It certainly would be a large step ahead to adapt the model to those data. In order to
do so, an extended temperature range for the measurements would be helpful. The low
temperature data could for example help to determine the photo induced carrier density,
while at high temperatures, data from the defect depletion range or from larger ranges
with one dominating activation energy would give more detailed information on activation
energies or defect densities. Thus the number of free parameters could be reduced.
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This work aimed at investigating properties of different sample types with a large range
of electronic properties. This made it necessary to define standard parameters for the
data acquisition. It is possible that the temperature range of the measurements could
be extended to low temperatures, if more attention is paid to the special needs of the
particular sample, like relaxation times at low temperatures.
Thus, a closer investigation of the second electron contribution would be possible. It
would be very interesting to find precise values for the mobility and to see how they react
to changes of the temperature.
The study showed significant differences between the behaviour of CuGaSe2 and CuInSe2.
Therefore, conclusions on the behaviour of Cu(In,Ga)Se2 are hardly possible, which makes
it necessary to perform photo Hall measurements on Cu(In,Ga)Se2 with different gallium to
indium ratios. Measurements on Cu(In,Ga)Se2 certainly will be even more challenging than
on the ternary compounds CuInSe2 and CuGaSe2 because of possible local fluctuations
in the Ga to In ratio. However, the fact that the best chalcopyrite solar cells have a
Cu(In,Ga)Se2 absorber, makes it desirable to understand the properties of this material
better.
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Samples
This work contains data from measurements on eleven samples. An overview is given in
Table A.1. The original name is the name of the MOVPE process. If more than one sample
for Hall measurements was cut from the wafer, this name is enhanced by a lowercase letter.
Name Origin Original Name T Run Thickness
[◦C] dark illum. [nm]
p1B HZB CISe055c 500 365 269 650
p2 UL CISe_epi_063 470 786 837 650
p3 UL CISe_epi_065 470 821 822 620
p4 UL CISe_epi_111 470 923 950 480 (-680)
p5 UL CISe_epi_113b 470 907 - 200 (-730)
p6 UL CISe_epi_109 470 943 - 700
p7 UL CISe_epi_152b 470 997 - 790
n1 UL CISe_epi_088 470 818 819 610 (-970)
n2 UL CISe_epi_090 470 748 882 680 (-900)
n3 UL CISe_epi_092 470 696 697 700
CGS UL CGSe_epi_109 520 1059 1061 770
Table A.1: Overview of samples discussed in this work. The origin of the samples is either
the University of Luxembourg (UL) or the Helmholtz Zentrum Berlin (HZB). T is the
substrate temperature during growth.
Table A.2 contains the results of EDX measurements on the samples. The samples
were edged before the measurements to remove Cu2Se. The results thus describe the bulk
properties of the layers.
Thicknesses were determined from the SEM cross section pictures that are shown in
Figures A.1 and A.2. The reading error was estimated to be ±20 nm. Some of the samples
(p4, p5, n1, n2) show large fluctuations in the thickness. Top view images of the samples
show that those structures cover the whole sample (see example of p4 in Table A.1), so
that the thickness available for charge transport is reduced to the layer thickness in the
valleys. The thickness of the mountains in between is given in parentheses.
The cross sections were not taken from the samples used for the electrical measurements
but from other parts of the wafers from the corresponding MOVPE process.
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Name Cu Se In Cu/In Se/Cu+In Se/Cu Se/In
p1B∗ 23.0 45.8 23.2 0.99 0.99 1.99 1.98
p2 24.5 49.5 26.1 0.94 0.98 2.02 1.90
p3 24.3 49.8 25.8 0.94 0.99 2.05 1.93
p4 24.6 49.5 25.9 0.95 0.98 2.01 1.91
p5† 20.0 46.4 16.5 1.21 1.27 2.33 2.81
p6 24.6 49.9 25.5 0.96 1.00 2.03 1.96
p7 24.1 50.0 26.0 0.93 1.00 2.08 1.93
n1 24.5 49.6 25.9 0.94 0.99 2.02 1.92
n2 24.2 49.4 26.5 0.91 0.98 2.04 1.87
n3 24.5 49.4 26.0 0.94 0.98 2.01 1.90
CGS‡ 24.9 51.6 23.5 1.06 1.06 2.07 2.19
*: Oxygen: 8.0%
†: Ga: 9.4%, As: 7.8% from GaAs substrate
‡: Ga replaces In
Table A.2: EDX study: Percentages of atoms inside the layers.
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p1B p2
p3 p4
p4 top view p5
p6 p7
Figure A.1: Cross sections of the p-type layers
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n1 n2
n2 top view n3
CGS
Figure A.2: Cross sections of the n-type and CuGaSe2 layers
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Constants and Symbols
B.1 Constants
aB 5.29177 · 10
−11m Bohr Radius
ǫ0 8.8542 · 10
−12 Fm-1 Vacuum Permittivity
e 1.6022 · 10−19C Electron Charge
h 6.6262 · 10−34 Js Planck Constant
~ 1.0546 · 10−34 Js h2π
kB 1.3807e− 23JK−1 Boltzmann Constant
me 9.1095 · 10
−31 kg Free Electron Mass
B.2 Symbols
A Sample Cross Section
~B Magnetic Field
D Optical Deformation Constant
DC,V (E) Density of States in the Conduction or Valence Band
d Sample Thickness
~E Electric Field
EA Acceptor Energy Level
Ea Acceptor Activation Energy
Eac Acoustic Deformation Potential Constant
EC Conduction Band Minimum
ED Donor Energy Level
Ed Donor Activation Energy
EF Fermi Level
EG Band Gap Energy
epz Piezoelectric Constant
EV Valence Band Maximum
ǫr Static Relative Permittivity, Dielectric Constant
ǫ∞ High Frequency Relative Permittivity
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~F Field Force
I Current
~j Current Density
k Momentum
l Length
m∗e Effective Electron Mass
m∗h Effective Hole Mass
m∗ij Effective Mass tensor
µ Charge Carrier Mobility
µAC Mobility from Acoustic Phonon Scattering
µBH Mobility from Ionised Impurity Scattering
µGB Mobility from Grain Boundaries
µN Mobility from Neutral Impurity Scattering
µNPO Mobility from Optical Phonon Scattering
µPO Mobility from Polar Optical Phonon Scattering
µPZ Mobility from Piezoelectric Scattering
n Free Electron Density
NA,D Defect Density
NC,V Effective Density of States in the Conduction or Valence Band
ν Frequency of Light
p Free Hole Density
Φ Barrier Height at Grain Boundary
Φ0 Incident Photon Flux
ΦT Transmitted Photon Flux
q Electric Charge
R Resistance
RH Hall Coefficient
ρ Resistivity
ρ Density
σ Conductivity
σi Scattering Cross Section
σ Conductivity Tensor
σ Sheet Conductivity
T Transmission
τ Relaxation Time
Θ Typical Temperature of the Phonons
U Voltage
~v Velocity
vd Drift Velocity
vs Velocity of Sound
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B.3 Values for CuInSe2
ǫr 9.30 [Irie79]
13.6 [Was86]
ǫ∞ 6.15 [Irie79]
8.1 [Was86]
Θ 395K [Irie79]
ρ 5.81 g/cm3 [Irie79]
vs 2.75 · 10
5 cm/s [Irie79]
p-Type
D 12 eV [Irie79]
Eac 7 eV [Irie79]
m∗h 0.73 ·me [Irie79]
0.71 ·me [Bod82]
n-Type
D 23 eV [Irie79]
Eac 13 eV [Irie79]
m∗e 0.09 ·me [Irie79]
0.092 ·me [Bod82]
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Source Code for Simulations
In this chapter, the most important routines for the simulation of charge carrier densities
and mobilities are presented. They are written in the C++ based data analysis framework
ROOT [Bru97].
C.1 Charge Carrier Statistics
This binary search algorithm is taken from [Ris07] and calculates for known defect densities
(N_A1, N_A2, N_D), activation energies (E_A1, E_A2, E_D), band gap (EG), and temper-
ature (T) the Fermi energy (EF), the densities of charged defects (NA1minus, NA2minus,
NDplus), and the densities of free carriers (p_theo, n_theo). This example describes two
acceptors and one donor but can easily be enhanced by an arbitrary number of additional
defects. Changes from the original version were mainly made to translate it from C to C++.
const Double_t g = 2 . ;
const Double_t k_B = 8.617343 e−5; // [ eV/K]
Double_t EFmax = EG; // upper f r o n t i e r : conduct ion band minimum
Double_t EFmin = 0 . 0 ; // lower f r o n t i e r : va l ence band maximum
Double_t charge ;
// a f t e r k i t e r a t i o n s : accuracy i s EG ∗ (0.5^ k )
for ( Int_t k = 0 ; k < 15 ; k++ )
{ // s e t s t a r t va lue f o r E_F
EF = (EFmax + EFmin) / 2 . ;
// Number o f charged accep to r s A1 and A2 and o f charged donors
NA1minus = N_A1 / ( 1 . + g ∗ exp ( (E_V + E_A1 − EF) / (k_B ∗ T) ) ) ;
NA2minus = N_A2 / ( 1 . + g ∗ exp ( (E_V + E_A2 − EF) / (k_B ∗ T) ) ) ;
NDplus = N_D ∗ ( 1 . − ( 1 . / ( 1 . + (1 . / g )
∗ exp ( (E_C − E_D − EF) / (k_B ∗ T) ) ) ) ) ;
//Boltzmann approximation f o r f r e e ho l e s and e l e c t r o n s
p_theo = calcN_V(T) ∗ exp ( − (EF − E_V) / (k_B ∗ T) ) ;
n_theo = calcN_C(T) ∗ exp ( − (E_C − EF) / (k_B ∗ T) ) ;
// charge o f the mater ia l
charge = (NDplus ) − (NA1minus + NA2minus) + ( p_theo − n_theo ) ;
// i f p o s i t i v e inc rea se lower f r o n t i e r e l s e decrease upper f r o n t i e r
i f ( charge > 0 . 0 ) EFmin = EF; i f ( charge <= 0 . 0 ) EFmax = EF;
}
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The densities of state of the valence and conduction band (|NV , NC |) were calculated from
the effective hole and electron masses (|mh,meeff |) as follows:
const Double_t m_e = 9.1095 e−31; // [ kg ]
const Double_t p i = 3 .141593 ;
const Double_t h = 6.6262 e−34; // [ Js ]
const Double_t m_h = 0.7 ∗ m_e;
const Double_t m_e_eff = 0 .09 ∗ m_e;
const Double_t k_B = 1.3807 e−23; // [ J/K]
Double_t calcN_V(Double_t T)
{
return 2 ∗ s q r t (pow(2 ∗ pi ∗ m_h ∗ k_B ∗ T/(h ∗ h ) , 3)
)/1000000 ; // [cm^(−3)]
}
Double_t calcN_C(Double_t T)
{
return 2 ∗ s q r t (pow(2 ∗ pi ∗ m_e_eff ∗ k_B ∗ T/(h ∗ h ) , 3)
)/1000000 ; // [cm^(−3)]
}
C.2 Mobilities
The mobilities resulting from the different scattering mechanisms are calculated with the
following routines. All mobilities are calculated in cm2/Vs, densities and energies are
transferred from the main program in cm-3 and eV respectively. Constants are mostly
given in SI units, so that some conversion factors are necessary.
Constants needed for the calculation of the mobilities
const Double_t k_B = 1.3807 e−23; // [ J/K]
const Double_t ElemCharge = 1.6022 e−19; // [C]
const Double_t p i = 3 .141593 ;
const Double_t m_e = 9.1093897 e−31; // [ kg ]
const Double_t h = 6.6262 e−34; // [ Js ]
const Double_t hbar = h / ( 2 . ∗ pi ) ; // [ Js ]
const Double_t ep s i l o n = 8.8542E−12;
const Double_t theta = 395 ; // [K]
const Double_t rho_CISe = 5770 ; // [ kg ∗ m(−3)]
const Double_t eps i lon_0 = 13 . 6 ;
const Double_t m_h = 0 . 7 ; // in un i t s o f the f r e e e l e c t r on mass
const Double_t m_e = 0 . 0 9 ; // in un i t s o f the f r e e e l e c t r on mass
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Calculation of mobilities
Double_t calcMobi l i ty_npo (Double_t T, Double_t m_h)
{
const Double_t D = 6.8 e8 ; // [ eV/cm]
const Double_t D_SI = D ∗ ElemCharge ∗ 100 ;
Double_t F = exp (5 . 44 ∗ ( 1 . / sq r t (T/ theta ) − 1 . ) ) ;
Double_t mu_npo = 4 . ∗ s q r t ( 2 . ∗ pi ) ∗ ElemCharge ∗ hbar ∗ hbar
∗ rho_CISe ∗ s q r t (k_B ∗ theta )
∗ F/ (3 . ∗ s q r t (pow(m_h ∗ m_e, 5 . ) ) ∗ D_SI ∗ D_SI)
∗ 10000 . ;
return mu_npo ;
}
Double_t calcMobil ity_N (Double_t T, Double_t N_V, Double_t ptheo ,
Double_t N_A1, Double_t E_A1, Double_t N_A2, Double_t E_A2,
Double_t N_N, Double_t E_F, Double_t m_h)
{
const Double_t g_1 = 2 . 0 ;
const Double_t g_2 = 2 . 0 ;
const Double_t E_g = 1 . 0 ; // [ eV ]
Double_t a_B;
Double_t N_x;
Double_t mu_N;
E_A2 = E_A2 ∗ ElemCharge ;
E_A1 = E_A1 ∗ ElemCharge ;
E_F = E_F ∗ ElemCharge ;
N_A1 = N_A1 ∗ 1000000 . ;
N_A2 = N_A2 ∗ 1000000 . ;
N_V = N_V ∗ 1000000 . ;
a_B = ep s i l o n ∗ eps i lon_0 ∗ hbar
∗ hbar /(m_e ∗ m_h ∗ ElemCharge ∗ ElemCharge ) ;
N_x = N_A1/ ( 1 . + (1 . / g_1) ∗ exp ( (E_F − E_A1)/(k_B ∗ T) ) )
+ N_A2/ ( 1 . + (1 . / g_2) ∗ exp ( (E_F − E_A2)/(k_B ∗ T) ) ) + N_N;
mu_N = ElemCharge /(20 ∗ a_B ∗ hbar ∗ N_x) ∗ 10000 ;
return mu_N;
}
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Double_t calcMobility_BH (Double_t T, Double_t N_V, Double_t ptheo ,
Double_t N_D, Double_t N_A1, Double_t E_A1, Double_t N_A2,
Double_t E_A2, Double_t N_N, Double_t E_F, Double_t m_h)
{
const Double_t g_1 = 2 . 0 ;
const Double_t g_2 = 2 . 0 ;
Double_t N_x;
Double_t NI ;
Double_t beta ;
Double_t f_of_beta ;
Double_t mu_BH;
E_A2 = E_A2 ∗ ElemCharge ;
E_A1 = E_A1 ∗ ElemCharge ;
E_F = E_F ∗ ElemCharge ;
N_D = N_D ∗ 1000000 . ;
N_A1 = N_A1 ∗ 1000000 . ;
N_A2 = N_A2 ∗ 1000000 . ;
N_V = N_V ∗ 1000000 . ;
ptheo = fabs ( ptheo ) ;
N_x = N_A1/ ( 1 . + (1 . / g_1) ∗ exp ( (E_F − E_A1)/(k_B ∗ T) ) )
+ N_A2/ ( 1 . + (1 . / g_2) ∗ exp ( (E_F − E_A2)/(k_B ∗ T) ) ) + N_N;
NI = N_A1 + N_A2 − N_x + N_D + N_N;
i f (NI == 0) NI = 1 ;
beta = 2 . ∗ s q r t ( 6 . ) ∗ k_B ∗ T/(ElemCharge ∗ hbar )
∗ s q r t (m_h ∗ m_e ∗ eps i lon_0 ∗ ep s i l o n /( ptheo ∗ 1000000 . ) ) ;
f_of_beta = log ( 1 . + beta ∗ beta )
− beta ∗ beta / ( 1 . + beta ∗ beta ) ;
mu_BH = pow(2 , 7 . / 2 . ) ∗ pow ( 4 . ∗ pi ∗ eps i lon_0 ∗ eps i l on , 2)
∗ pow(k_B ∗ T, 3 . / 2 . ) / ( pow( pi , 3 . / 2 . )
∗ pow(ElemCharge , 3 . ) ∗ pow(m_h ∗ m_e, 1 . / 2 . )
∗ NI ∗ f_of_beta ) ∗ 10000 ;
return mu_BH;
}
Double_t ca lcMobi l i ty_ac (Double_t T, Double_t m_h)
{
const Double_t ve lo = 2.18 e3 ; // [m/s ]
const Double_t E_ac = 6 .5 ∗ ElemCharge ; // [ eV∗C]
return ( 2 . / 3 . ) ∗ ( s q r t ( 2 . ∗ pi ) ∗ ElemCharge ∗ pow( hbar , 4 . )
∗ rho_CISe ∗ ve lo ∗ ve lo )/ (E_ac ∗ E_ac
∗ pow( sq r t (m_e ∗ m_h) , 5 . ) ∗ pow( sq r t (k_B ∗ T) , 3 . ) ) ∗ 1 . e4 ;
}
Double_t calcMobi l i ty_po (Double_t T, Double_t m_h)
{
const Double_t ep s i l on_ in f =8.1 ;
Double_t Z = theta / T;
Double_t G = 0.48 ∗ exp (0 . 18 ∗ Z ) ;
Double_t mupo1 = ( sq r t (T) / (pow( sq r t (m_h) , 3 . ) ∗ theta ) ) ;
Double_t mupo2 = ( 1 . / ( 1 . / ep s i l on_ in f − 1 . / eps i lon_0 ) ) ;
Double_t mupo3 = ( exp (Z) − 1 ) ;
return 25 .4 ∗ mupo1 ∗ mupo2 ∗ mupo3 ∗ G;
}
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Mobility Spectrum Analysis
The transformation from Equation (3.44) to Equation (3.46) can readily be understood
in a descriptive way. [Beck87] has shown he validity of this transformation. This chapter
follow his calculations.
The elements of the conductivity tensor are given by Equation (3.44)
σxx(B) =
enµ
1 + (µB)2
(D.1a)
σxy(B) =
enµ2B
1 + (µB)2
(D.1b)
In the general case RH and ρ depend on the magnetic Field. McClure [McCl56] has
derived the elements of the conductivity tensor by solving the Boltzmann equation under
the assumption of an energy dependent relaxation time τ . For a single band, he obtains
with f0 the equilibrium distribution function:
σxx =
(
e2
(2π)3
)∫
d3k
(
−∂f0
∂E
)
τ
∞∑
i=1
|B(i− 1)|2 + |B(−i− 1)|2
1 + (iωcτ)2
(D.2)
and if the kxkz plane is a mirror plane
σxy =
(
e2
(2π)3
)∫
d3k
(
−∂f0
∂E
)
τ
∞∑
i=1
iωcτ [|B(i− 1)|2 + |B(−i− 1)|2]
1 + (iωcτ)2
(D.3)
By introducing the effective mass m∗, the cyclotron mobility µ∗, the cyclotron frequency
ωc, and a set of conductivity density functions η
+
i and η
−
i
ωc(n,E, kz) =
e
mc(n,E, kz)
·B (D.4)
µ∗(n,E, kz) =
e · τ(n,E, kz)
mc(n,E, kz)
(D.5)
η±i (n,E, kz) =
e
(2π)3
(
−∂f0
∂E
)
mc(n,E, kz)µ
∗(n,E, kz)|B(±i− 1)|2 (D.6)
equations (D.2) and (D.3) can be written as:
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σxx =
∑
n
∫
d3k
∞∑
i=1
η+i + η
−
i
1 + (iµ∗B)2
(D.7a)
σxy =
∑
n
∫
d3k
∞∑
i=1
iµ∗B(η+i + η
−
i )
1 + (iµ∗B)2
(D.7b)
Finally, η±i can be substituted by another conductivity density function s(µ)
s(µ) =
{
S+(µ), (µ > 0)
S−(|µ|), (µ < 0) with
(D.8)
S±(µ) =
∑
n
∞∑
i=1
∫
d3kη±i · δ[µ− iµ∗] (D.9)
so that (D.2) and (D.3) can be written as Equation (3.46)
σxx(B) =
∫ ∞
−∞
s(µ)dµ
1 + (µB)2
(D.10a)
σxy(B) =
∫ ∞
−∞
µBs(µ)dµ
1 + (µB)2
(D.10b)
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