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Introduccio´n
Los or´ıgenes de la interpolacio´n se encuentran en un trabajo de Newton sobre la localiza-
cio´n de cometas que resuelve mediante la construccio´n de un polinomio de interpolacio´n
que luego llevara´ su nombre y que ma´s tarde utilizara´ para la obtencio´n de cuadraturas
nume´ricas. En una carta dirigida a Oldenburg en 1676 escribe que e´ste ha sido uno de
los ma´s bellos resultados que ha obtenido. La estrecha relacio´n entre la interpolacio´n y
las cuadraturas nume´ricas esta´ en el inicio de ambas teor´ıas y de hecho Tura´n lo pone
de manifiesto en [89] al considerarlas como dos aspectos del estudio de las funciones
dadas por un nu´mero finito de observaciones.
Otro matema´tico que se intereso´ por la interpolacio´n fue Carl Friedrich Gauss, quien
en 1805 la utilizo´ para interpolar las trayectorias de los asteroides Pallas y Juno. De
hecho, Gauss utilizo´ la idea de la interpolacio´n junto con una forma del algoritmo que
luego se conocer´ıa como FFT, pero su trabajo no fue difundido (se publico po´stuma-
mente) [41]. El algoritmo anterior, que sera´ resen˜ado frecuentemente en esta Memoria,
fue redescubierto y popularizado por Cooley y Tukey [24], y es uno de los mas hermosos
algoritmos de las matema´ticas (una exposicio´n sencilla puede encontrarse en [76] y en
[34]).
El objetivo de esta Memoria es contribuir al estudio de la interpolacio´n de Hermite cla´si-
ca y generalizada sobre la circunferencia unidad y el intervalo acotado. Dado un arreglo
matricial arbitrario X = {−1 ≤ xn,n < xn−1,n < · · · < x1,n ≤ 1, n = 1, 2, · · · } y dos su-
cesiones de valores {mk,n} y {ok,n} el problema de interpolacio´n de Hermite consiste en
buscar un polinomio h2n−1(X,x) tal que h2n−1(X,xk,n) = mk,n y h
(1)
2n−1(X,xk,n) = ok,n
para k = 1, · · · , n. Cuando se toman los ok,n = 0 para k = 1, · · · , n, la interpolacio´n
se llama de Hermite-Feje´r. Si f es una funcio´n definida en [−1, 1] y se toma como
mk,n = f(xk,n), entonces el problema de interpolacio´n de Hermite-Feje´r consiste en
encontrar un polinomio, que se denota por h2n−1(f,X, x), de grado a lo ma´s 2n − 1,
cumpliendo las condiciones
h2n−1(f,X, xk,n) = f(xk,n), h
(1)
2n−1(f,X, xk,n) = 0, k = 1, · · · , n.
En el caso en que el arreglo matricial corresponde a los nodos de Chebyshev de primera
v
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especie, xk,n = cos(
(2k − 1)pi
2n
), k = 1, · · · , n; n = 1, 2, · · · , Feje´r probo´ en 1916 que la
sucesio´n {h2n−1(f,X, x)} converge uniformemente a f para toda f continua en [−1, 1],
(ve´ase [32] y [38]).
Este resultado establece una importante diferencia con la interpolacio´n de Lagrange
para la que para cualquier arreglo nodal no hay convergencia uniforme para todas las
funciones continuas en el intervalo acotado ([37]). Este hecho fue puesto de manifiesto
por G. Gru¨nwald y J. Marcinkiewicz que descubrieron simulta´neamente este feno´meno
de divergencia para los polinomios de interpolacio´n de Lagrange basados en los nodos
de Chebyshev (ve´anse [44], [45], [43], [58], [59], [57], [56] y [99]). Otras referencias
relativas a este tema son [35] y [36]. El cla´sico teorema de Gru¨nwald-Marcinkiewicz
ha sido extendido en [66] para la clase de funciones enteras de tipo exponencial. El
resultado cla´sico de Feje´r fue extendido por Mills y Ve´rtesi en [62] donde prueban que
este feno´meno de divergencia ocurre con la interpolacio´n de Hermite-Feje´r de orden
superior impar, de la cual la interpolacio´n de Lagrange es un caso especial.
En 1930 el propio Feje´r mejoro´ su resultado y probo´ que si se reemplaza la condicio´n oj =
0 por la ma´s de´bil oj = o(
n
lnn) uniformemente en j se obtiene tambie´n convergencia.
Adema´s la condicio´n anterior no puede ser mejorada ([39]).
En 1932 Szego˝ probo´ resultados similares para la interpolacio´n de Hermite en el caso
de los sistemas nodales de Jacobi. Efectivamente, en su libro [86] aparecen interesan-
tes propiedades de los polinomios fundamentales de la interpolacio´n de Hermite para
los sistemas nodales relacionados con los polinomios ortogonales cla´sicos. Asi, para el
caso de los polinomios ortogonales de Jacobi con para´metros (α, β) obtiene que los
polinomios fundamentales de primera especie son no negativos en [−1, 1] si y so´lo si
−1 < α ≤ 0, −1 < β ≤ 0. Obtiene tambie´n algunos resultados de convergencia que
mencionamos a continuacio´n.
Si f es una funcio´n continua en [−1, 1], entonces los polinomios de interpolacio´n de
Hermite con valores mj = f(xj) y |oj | < A convergen uniformemente a f en cada
intervalo [−1 + ε, 1− ε]. Adema´s si α < 0 tambie´n hay convergencia en [−1 + ε, 1]. Los
polinomios de interpolacio´n resultan divergentes en x = 1 si f es so´lo continua y α ≥ 0.
Los polinomios de interpolacio´n de Hermite con valores mj = f(xj) y oj = f
(1)(xj)
convergen uniformemente a f en [−1+ε, 1] si α < 12 y f tiene derivada segunda continua.
Resultados similares se obtienen en [−1, 1−ε] y en x = −1 si se reemplaza α por β y, en
el intervalo [−1, 1], si se reemplaza α por ma´x{α, β}. Estos resultados fueron mejorados
por Sza´sz para los sistemas nodales de Chebyshev ([84] y [85]) y posteriormente para
sistemas nodales ma´s generales por Ve´rtesi ([90] - [96]). Otra aportacio´n importante
para el estudio del caso de Hermite-Fe´jer en abcisas de Jacobi aparece en [79].
Una forma muy u´til de expresar los polinomios de interpolacio´n de Hermite es mediante
la representacio´n barice´ntrica. Para el sistema nodal de los polinomios de Chebyshev de
primera especie esta fo´rmula aparece en [49]. En [14] se estudia el caso correspondiente
a los nodos de Chebyshev de segunda especie pero la expresio´n obtenida tiene una erra-
ta. En [75] se pone de manifiesto la utilidad de este tipo de fo´rmulas por su estabilidad
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y eficiencia computacional. La estabilidad de la interpolacio´n barice´ntrica ha sido am-
pliamente estudiada y sigue siendo objeto de estudio. Es de gran intere´s el trabajo de
Higham [51] dedicado al caso de la interpolacio´n de Lagrange y ma´s recientemente el
trabajo de Webb, Trefethen y Gonnet sobre la estabilidad de las fo´rmulas barice´ntricas
de interpolacio´n de Lagrange para extrapolacio´n ([98]). En el caso de la interpolacio´n
barice´ntrica de Hermite, un estudio muy completo que explica la estabilidad nume´rica
aparece en [71].
Una buena recopilacio´n de resultados sobre convergencia en media para la interpola-
cio´n de Lagrange y de Hermite-Feje´r, desde los cla´sicos de Erdo¨s y Tura´n hasta los
an˜os 90, aparece en [82]. Las buenas propiedades de convergencia de los interpolantes
de Hermite-Feje´r han permitido dar estimaciones del error de convergencia. Entre los
numerosos resultados conocidos, destacamos el dado por Szabados en [80] donde prueba
que el error de interpolacio´n
∆n(f,X, x) = f(x)− hn(f,X, x)
verifica la siguiente desigualdad para funciones polino´micas arbitrarias p(x)
1
2
‖ p(1)(x)
√
1− x2 ‖≤
l´ım inf ‖ n∆n(p,X, x) ‖≤
1
pi
∥∥∥∥∥
∫ 1
−1
p(1)(t)− p(1)(x)
t− x
√
1− t2dt
∥∥∥∥∥+ ‖ p(1)(x) ‖ .
En consecuencia deduce que si ‖ ∆n(p,X, x) ‖= o( 1n) entonces debe ser p constante.
Otro resultado de intere´s sobre el orden de aproximacio´n aparece en [26].
En el caso de la circunferencia unidad los resultados relativos a la obtencio´n y con-
vergencia de los interpolantes de Hermite son ma´s recientes y menos numerosos ([42]).
En [31] se presenta la extensio´n a la circunferencia unidad del resultado de Feje´r de
convergencia uniforme de los interpolantes de Hermite-Feje´r para funciones continuas.
Los sistemas nodales considerados son las ra´ıces n-e´simas de complejos de mo´dulo uno
([19]), los cuales se corresponden a trave´s de la tranformacio´n de Joukowski con los
sistemas nodales de Chebyshev sobre el intervalo [−1, 1] (ve´ase [22]).
En [1] se ha desarrollado un estudio sobre interpolacio´n de Hermite sobre dos conjun-
tos disjuntos de nodos sobre la circunferencia unidad y se han considerado problemas
usando ma´s derivadas que la primera. Al igual que en el caso de la recta real, donde
han sido estudiados problemas de interpolacio´n de Hermite-Birkhoff ([74]); tambie´n
han sido abordados problemas de interpolacio´nde Hermite lacunarios sobre nodos no
equiespaciados sobre T (ve´ase [20]).
En [60] y en [10] se ha estudiado el problema de la convergencia fuera y dentro de T
de los interpolantes cla´sicos de Hermite-Feje´r para funciones anal´ıticas y nodos equies-
paciados. Al igual que ocurre en el caso de intervalos, se obtienen mejores resultados
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cuando se consideran valores no nulos para las derivadas y se dan condiciones suficien-
tes para la convergencia de los interpolantes de Hermite sobre la circunferencia para
funciones continuas. En [11] se han considerado sistemas nodales formados por los ceros
de los polinomios para-ortogonales ([18], [52] y [27]) con respecto a ciertas medidas y
se ha abordado el problema de la convergencia de los interpolantes de Hermite-Feje´r
para funciones continuas as´ı como el problema general de interpolacio´n de Hermite.
A continuacio´n indicamos la organizacio´n de esta Memoria.
En el cap´ıtulo 1 se presentan dos me´todos distintos de obtener los polinomios de Laurent
de interpolacio´n de Hermite en la circunferencia unidad, con sistemas nodales formados
por las ra´ıces n-e´simas de un nu´mero complejo de mo´dulo uno. El primer me´todo da
una expresio´n cuyos coeficientes pueden calcularse de modo eficiente utilizando la FFT.
El segundo da una nueva expresio´n, la fo´rmula barice´ntrica, que resulta muy adecuada
para las evaluaciones.
Como una aplicacio´n, se deducen dos expresiones distintas para los polinomios de in-
terpolacio´n de Hermite en el intervalo [−1, 1] tomando como nodos las ra´ıces de las
cuatro familias de polinomios de Chebyshev. Una expresio´n esta´ dada en funcio´n de la
base de Chebyshev de primera especie y la segunda es la expresio´n barice´ntrica. Para
finalizar el cap´ıtulo se estudia la interpolacio´n de Hermite, en el intervalo acotado con
sistemas nodales de Chebyshev ampliados.
El cap´ıtulo 2 se dedica al problema de interpolacio´n de Hermite generalizado sobre
la circunferencia unidad, prefijando las dos primeras derivadas y considerando nodos
equiespaciados.
En primer lugar se construye el polinomio algebraico de interpolacio´n de Hermite uti-
lizando una base que permite determinar sus coeficientes de forma eficiente mediante
el uso de la FFT.
En una segunda etapa se aborda la obtencio´n de los polinomios de Laurent de inter-
polacio´n de Hermite mediante la construccio´n de una base apropiada que se obtiene al
utilizar las condiciones de interpolacio´n del problema.
La u´ltima seccio´n de este cap´ıtulo se dedica al estudio de las expresiones barice´ntricas.
Para sistemas nodales equiespaciados sobre T se obtienen las fo´rmulas barice´ntricas de
los polinomios de Laurent de interpolacio´n de Hermite con dos derivadas.
En el cap´ıtulo 3 se estudia el problema de interpolacio´n en [−1, 1] prefijando las dos
primeras derivadas en las condiciones de interpolacio´n y usando como sistema nodal las
ra´ıces de las cuatro familias de polinomios de Chebyshev. En el caso en que el polinomio
nodal es el de Chebyshev de primera especie, se resuelve un problema de Hermite y
en los otros tres casos se consideran los sistemas nodales ampliados que se obtienen
al an˜adir los puntos 1 y −1 a las ra´ıces de Un−1, el punto 1 a las ra´ıces de Wn−1 y
el punto −1 a las ra´ıces de Vn−1. Para estos tres casos se resuelve un problema tipo
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Hermite pues no se prefija el valor de la derivada segunda en los puntos an˜adidos. Los
polinomios obtenidos se expresan usando la base de los polinomios de Chebyshev de
primera especie y los resultados se deducen como una aplicacio´n de los obtenidos en el
cap´ıtulo anterior.
En la segunda parte de este cap´ıtulo se estudian y presentan las fo´rmulas barice´ntricas
para los problemas de interpolacio´n en [−1, 1] usando dos derivadas y los sistemas noda-
les de Chebyshev. La te´cnica seguida no se basa en la transformacio´n de Szego¨ sino que
consiste en seguir un esquema similar al desarrollado en la u´ltima seccio´n del cap´ıtulo
1. Resolvemos problemas de Hermite para el sistema de Chebyshev de primera especie
y para los tres sistemas nodales ampliados.
El cap´ıtulo 4 se dedica al estudio de la convergencia. En primer lugar se estudia la con-
vergencia de los interpolantes cla´sicos de Hermite-Feje´r sobre T para funciones anal´ıti-
cas sobre discos o anillos conteniendo a T, obteniendo el orden de la convergencia y las
constantes asinto´ticas.
En una segunda etapa se estudian los interpolantes de Hermite-Feje´r generalizados, es
decir, se consideran dos derivadas y se analiza la convergencia para funciones continuas
cuyo mo´dulo de continuidad ω(f, δ) es una o
(
|log δ|−1
)
y para funciones anal´ıticas
en un anillo que contiene a T. Tambie´n analizamos los problemas de interpolacio´n de
Hermite considerando derivadas segundas nulas y el caso de derivadas primeras nulas
y diversas condiciones para las derivadas segundas.
Por u´ltimo, el cap´ıtulo 5 comienza con el estudio de algunas propiedades de convergencia
de los polinomios de interpolacio´n de Hermite relativos a funciones continuas y con
sistemas nodales de Chebyshev extendidos. En primer lugar consideramos el sistema
nodal extendido relativo a Un−1(x) y estudiamos los casos de Hermite-Feje´r y Hermite.
Termina esta seccio´n con el estudio de la convergencia en el caso de los sistemas nodales
ampliados correspondientes a los polinomios Wn−1(x) y Vn−1(x).
El cap´ıtulo finaliza con el estudio del feno´meno de Gibss en la interpolacio´n de Hermite-
Feje´r en la circunferencia unidad T. El antedicho problema de interpolacio´n suele plan-
tearse para funciones que son continuas en todo el soporte, no existiendo apenas en
la literatura resultados para funciones discontinuas. En problemas ana´logos y bien re-
lacionados s´ı hay una gran cantidad de referencias para la aproximacio´n de funciones
discontinuas por medio de la serie de Fourier y un nu´mero realmente escaso para el co-
rrespondiente problema discretizado de aproximar una funcio´n discontinua por medio
de su polinomio de interpolacio´n trigonome´trico en nodos equiespaciados.

Cap´ıtulo 1
Algunos resultados sobre la
interpolacio´n de Hermite cla´sica
1.1. Introduccio´n
El objetivo de este cap´ıtulo es presentar dos me´todos diferentes y eficientes para la
obtencio´n de los polinomios de Laurent de interpolacio´n de Hermite en la circunferen-
cia unidad, con sistemas nodales formados por las n ra´ıces de un nu´mero complejo de
mo´dulo uno. El primer me´todo da una expresio´n cuyos coeficientes pueden ser calcu-
lados expl´ıcitamente de manera eficiente utilizando la transformada ra´pida de Fourier
(FFT). El segundo da una nueva expresio´n, que es la fo´rmula barice´ntrica, la cual
resulta muy adecuada para las evaluaciones. Como una aplicacio´n, deducimos dos ex-
presiones diferentes para los polinomios de interpolacio´n de Hermite en el intervalo
[−1, 1] tomando como nodos las ra´ıces de las cuatro familias de polinomios de Chebys-
hev. Una expresio´n esta´ dada en te´rminos de la base de Chebyshev de primera especie
y la segunda es la expresio´n barice´ntrica.
En el caso de la interpolacio´n de Lagrange, las fo´rmulas barice´ntricas para polinomios
trigonome´tricos de interpolacio´n y sus conjugados esta´n dadas en [50]. Para una fun-
cio´n de valores complejos f definida en la recta real, que sea perio´dica con per´ıodo
2pi, se da una representacio´n eficiente y nume´ricamente estable de los polinomios trigo-
nome´tricos que interpolan a f en puntos equidistantes. Un estudio muy completo sobre
las fo´rmulas barice´ntricas para la interpolacio´n de Lagrange se hace tambie´n en [13] y
[12]. All´ı, los autores sugieren que este tipo de fo´rmulas debe ser el me´todo polino´mi-
co elegido. La cuestio´n planteada en [13] sobre el efecto de los errores de redondeo se
analiza en [51], donde se hace un ana´lisis del error de la evaluacio´n del polinomio de
interpolacio´n utilizando la forma modificada de Lagrange y la forma barice´ntrica. Este
ana´lisis contribuye a confirmar el argumento de [13] acerca de las fo´rmulas barice´ntricas.
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Las fo´rmulas barice´ntricas trigonome´tricas para la interpolacio´n de Hermite aparecen
en [14]. En dicho art´ıculo se dan las fo´rmulas barice´ntricas para la interpolacio´n trigo-
nome´trica de Hermite con nodos equiespaciados, cuando 0 es uno de los nodos o cuando
ambos, 0 y pi, son nodos. Los casos en que no son nodos ni 0 ni pi o cuando pi es un nodo
pero no lo es 0 pueden abordarse de forma similar. Adema´s, se estudian los polinomios
de interpolacio´n de Hermite con nodos de Chebyshev. Las fo´rmulas barice´ntricas cuyos
nodos son las ra´ıces de los polinomios de Chebyshev de primera especie se examinan en
[49]. Las fo´rmulas correspondientes a los polinomios de Chebyshev de segunda especie,
incluyendo los extremos −1 y 1, se obtienen tambie´n en [14] pero parece haber un error
como indicaremos en la seccio´n 1.3.
En el caso de la circunferencia unidad, los problemas de interpolacio´n de Hermite
trabajando en el espacio de los polinomios de Laurent fueron estudiados por varios
investigadores ([3], [14], [31] y [30]), aunque las expresiones barice´ntricas no se hab´ıan
obtenido anteriormente. Por tanto, uno de los objetivos de esta Memoria es presentar
este tipo de expresiones.
1.2. Interpolacio´n de Hermite en la circunferencia unidad
1.2.1. El uso de la FFT en la interpolacio´n de Hermite sobre T.
En esta seccio´n recordaremos los resultados obtenidos en [3] sobre la resolucio´n de
algunos problemas de interpolacio´n en la circunferencia unidad T. En dicho art´ıculo, los
autores estudian el caso de nodos equiespaciados. Por simplicidad suponen, en primer
lugar, que los nodos son las ra´ıces n-e´simas de la unidad {zj}n−1j=0 .
Si fijamos n nu´meros complejos {uj}n−1j=0 , el problema general de interpolacio´n, (inter-
polacio´n de Lagrange), con nodos equiespaciados {zj}n−1j=0 consiste en determinar un
polinomio Pn−1(z) de grado menor o igual que n− 1
Pn−1(z) ∈ Pn−1[z], tal que Pn−1(zj) = uj , para j = 0, · · · , n− 1. (1.2.1)
Es claro que los nodos, as´ı como los valores preasignados a la funcio´n (y en su caso a sus
derivadas) en dichos puntos dependen de n, sin embargo, para simplificar la notacio´n,
a lo largo de esta Memoria no utilizaremos expl´ıcitamente esta dependencia.
Es bien conocido que este polinomio existe y es u´nico. Entre los distintos me´todos para
calcular Pn−1(z) se centran en el que utiliza la transformada ra´pida de Fourier (notada
habitualmente como FFT por sus siglas en ingle´s) para obtener sus coeficientes. En
efecto, Pn−1(z) =
∑n−1
k=0 ekz
k con ek =
1
n
∑n−1
j=0 ujzj
k, puede calcularse de un modo
muy eficiente utilizando la FFT, (ve´ase [53] y [76]).
Recordemos este proceso brevemente. Se considera en el espacio Pn−1[z] el producto
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interior definido por
〈f, g〉n = 1
n
n−1∑
j=0
f(zj)g(zj).
Es fa´cil ver que 〈zk, zm〉n =
{
1, si k = m,
0, en otro caso,
y por tanto {1, z, · · · , zn−1}
es una base ortonormal de Pn−1[z]. Por lo tanto, el polinomio Pn−1(z) =
∑n−1
k=0 ekz
k
con ek = 〈Pn−1, zk〉n verifica que Pn−1(zj) = uj , para j = 0, · · · , n− 1.
Teniendo esto en mente, en [3] los autores extienden este me´todo a los problemas de
interpolacio´n de Hermite. En primer lugar, recordamos algunas definiciones.
Definicio´n 1.2.1. Se llama problema de interpolacio´n de Hermite con nodos equies-
paciados {zj}n−1j=0 en la circunferencia unidad T a determinar un polinomio
H2n−1(z) ∈ P2n−1[z] tal que H2n−1(zj) = uj y H(1)2n−1(zj) = vj para j = 0, · · · , n− 1,
(1.2.2)
donde {uj}n−1j=0 y {vj}n−1j=0 son nu´meros complejos prefijados.
Sin pe´rdida de generalidad continuamos suponiendo que zj = e
i j2pi
n , para j = 0, · · · , n− 1.
Es bien conocido que este polinomio existe y es u´nico. Adema´s, esta´ dado por:
H2n−1(z) =
n−1∑
k=0
Ak(z)uk +
n−1∑
k=0
Bk(z)vk, (1.2.3)
con Ak(z) =
(
1− 2(z − zk)l(1)k (z)
)
l2k(z), Bk(z) = (z−zk)l2k(z), k = 0, · · · , n−1, donde
lk(z) son los llamados polinomios fundamentales de interpolacio´n de Lagrange y esta´n
dados por lk(z) =
Wn(z)
W
(1)
n (zk)(z−zk)
, para k = 0, · · · , n − 1, con Wn(z) = Πn−1k=0(z − zk) =
zn − 1, (ve´ase [53]).
Este u´ltimo problema lo descomponen en los dos problemas siguientes que denotan
como problema 0 y problema 1 y que definen como sigue.
Definicio´n 1.2.2. Se llama problema de interpolacio´n de Hermite de tipo 0 con nodos
equiespaciados {zj}n−1j=0 en T a determinar un polinomio H0,2n−1(z) ∈ P2n−1[z] tal que
H0,2n−1(zj) = uj y H
(1)
0,2n−1(zj) = 0 para j = 0, · · · , n− 1. (1.2.4)
No´tese que este problema es el bien conocido problema de interpolacio´n de Hermite-
Feje´r.
Definicio´n 1.2.3. Se llama problema de interpolacio´n de Hermite de tipo 1 con nodos
equiespaciados {zj}n−1j=0 en T a determinar un polinomio H1,2n−1(z) ∈ P2n−1[z] tal que
H1,2n−1(zj) = 0 y H
(1)
1,2n−1(zj) = vj para j = 0, · · · , n− 1. (1.2.5)
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A partir de la solucio´n general (1.2.3) obtienen las soluciones expl´ıcitas de los problemas
0 y 1. Adema´s, utilizando algunas propiedades de los polinomios lk(z) y de las ra´ıces
de la unidad, es fa´cil obtener que
H0,2n−1(z) =
n−1∑
k=0
(
z2k
n2
(zn − 1)2
(z − zk)2 uk −
zk(n− 1)
n2
(zn − 1)2
(z − zk) uk
)
,
y
H1,2n−1(z) =
n−1∑
k=0
z2k
n2
(zn − 1)2
(z − zk) vk.
Como estas fo´rmulas podr´ıan tener inestabilidad nume´rica, van a presentar a continua-
cio´n un algoritmo que utiliza la FFT para calcular H0,2n−1(z) y H1,2n−1(z). Con el fin
de hacer esto consideran, en el espacio P2n−1[z], el producto interior de tipo Sobolev
asociado al sistema de nodos equiespaciados {zj}n−1j=0 , definido por
〈f(z), g(z)〉s = 1
n
n−1∑
j=0
f(zj)g(zj) +
1
n
n−1∑
j=0
f (1)(zj)g(1)(zj). (1.2.6)
En primer lugar se obtiene una base ortogonal de este espacio ([3]):
Proposicio´n 1.2.1. El sistema
{Zk(z)}2n−1k=0 =
{
zk
}n−1
k=0
⋃{
zn+k − 1 + (n+ k)k
1 + k2
zk
}n−1
k=0
(1.2.7)
es una base ortogonal del espacio P2n−1[z] con el producto interior 〈, 〉s dado en (1.2.6)
y las normas son
‖Zk(z)‖s = ‖zk‖s =
(
1 + k2
) 1
2 , k = 0, · · · , n− 1,
‖Zn+k(z)‖s =
∥∥∥∥zn+k − 1 + (n+ k)k1 + k2 zk
∥∥∥∥
s
=
(
n2
1 + k2
) 1
2
, k = 0, · · · , n− 1. (1.2.8)
Utilizando la base {Zk(z)}2n−1k=0 se obtiene la solucio´n de los problemas de interpolacio´n
de Hermite ([3]).
Proposicio´n 1.2.2. El polinomio H0,2n−1(z) solucio´n del problema de interpolacio´n
de Hermite de tipo 0 planteado en (1.2.4) esta´ dado por
H0,2n−1(z) =
2n−1∑
k=0
ckZk(z),
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con
ck =
1
1 + k2
1
n
n−1∑
j=0
ujzj
k, cn+k =
−k
n
1
n
n−1∑
j=0
ujzj
k para k = 0, · · · , n− 1. (1.2.9)
Observacio´n 1.2.3. (i) Los coeficientes ck que determinan la solucio´n del problema
de Hermite tipo 0 pueden ser relacionados con los coeficientes ek =
1
n
n−1∑
j=0
ukzk
j
del polinomio Pn−1(z) solucio´n del problema general de interpolacio´n planteado
en (1.2.1). En efecto
ck =
1
1 + k2
ek, y cn+k = −k
n
ek,
para k = 0, · · · , n − 1 y por tanto pueden obtenerse utilizando la FFT con un
pequen˜o incremento de operaciones.
(ii) El polinomio H0,2n−1(z) puede expresarse en la base {zk}2n−1k=0 como sigue
H0,2n−1(z) =
n−1∑
k=0
(
ck − cn+k 1 + (n+ k)k
1 + k2
)
zk +
n−1∑
k=0
cn+kz
n+k.
(iii) El coste operacional del me´todo para la determinacio´n del polinomio H0,2n−1(z)
es de O(n(log n+ 1)) operaciones.
Proposicio´n 1.2.4. El polinomio H1,2n−1(z) solucio´n del problema de interpolacio´n
de Hermite de tipo 1 planteado en (1.2.5) es
H1,2n−1(z) =
2n−1∑
k=0
dkZk(z),
con los coeficientes dados por
dk =
k
1 + k2
1
n
n−1∑
j=0
vj
zj
zj
k, dn+k =
1
n
1
n
n−1∑
j=0
vj
zj
zj
k para k = 0, · · · , n− 1. (1.2.10)
Observacio´n 1.2.5. (i) Los coeficientes dk que determinan la solucio´n del problema
de interpolacio´n de Hermite de tipo 1 dependen de los valores 1n
n−1∑
j=0
vj
zj
zj
k, que son
los ek de la solucio´n del problema general de interpolacio´n (1.2.1) con valores
vj
zj
.
Entonces cualquier me´todo utilizado para determinar los ek, (en particular la
FFT), es u´til para determinar los dk con un pequen˜o incremento de operaciones.
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(ii) El polinomio H1,2n−1(z) puede escribirse en la base {zk}2n−1k=0 como sigue
H1,2n−1(z) =
n−1∑
k=0
(
dk − dn+k 1 + (n+ k)k
1 + k2
)
zk +
n−1∑
k=0
dn+kz
n+k.
(iii) El coste operacional del me´todo para la determinacio´n del polinomio H1,2n−1(z)
es de O(n(log n+ 1)) operaciones.
Proposicio´n 1.2.6. El polinomio H2n−1(z) solucio´n del problema de interpolacio´n de
Hermite (1.2.2) esta´ dado por
H2n−1(z) =
2n−1∑
k=0
(ck + dk)Zk(z),
donde {ck} y {dk} esta´n dados por (1.2.9) y (1.2.10), respectivamente.
Observacio´n 1.2.7. (i) El polinomio H2n−1(z) puede escribirse en la base {zk}2n−1k=0
como sigue
H2n−1(z) = H0,2n−1(z) +H1,2n−1(z) =
n−1∑
k=0
(
ck + dk − (cn+k + dn+k)1 + (n+ k)k
1 + k2
)
zk +
n−1∑
k=0
(cn+k + dn+k)z
n+k
con {ck} y {dk} dados por (1.2.9) y (1.2.10), respectivamente.
(ii) Si tenemos en cuenta que los coeficientes ck y dk de la Proposicio´n 1.2.6 pueden
ser determinados por los me´todos antes indicados, entonces el problema de inter-
polacio´n de Hermite puede resolverse utilizando el algoritmo de la FFT con un
coste operacional de O(n(log n+ 1)) operaciones.
Problemas de interpolacio´n de Hermite en la circunferencia unidad con
nodos equiespaciados distintos de las ra´ıces de la unidad.
Procediendo de modo muy semejante al anterior, tambie´n se obtiene la solucio´n de los
problemas de interpolacio´n de Hermite en la circunferencia unidad con nodos equies-
paciados distintos de las ra´ıces de la unidad.
En [3], los autores consideran {αj}n−1j=0 las n ra´ıces de λ, con |λ| = 1. Dado que αj =
eıβzj , j = 0, · · · , n − 1 para algu´n β ∈ R, definen el producto interior de tipo Sobolev
en el espacio P2n−1[z], asociado al sistema de nodos equiespaciados {αj}n−1j=0 por,
〈f(z), g(z)〉sβ =
1
n
n−1∑
j=0
f(αj)g(αj) +
1
n
n−1∑
j=0
f (1)(αj)g(1)(αj).
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Comprueban fa´cilmente que el siguiente sistema
{Zk(z;β)}2n−1k=0 =
{
zk
}n−1
k=0
⋃{
zn+k − eıβn 1 + (n+ k)k
1 + k2
zk
}n−1
k=0
es una base ortogonal del espacio P2n−1[z] con este producto interior y que las normas
son
‖Zk(z;β)‖sβ = ‖zk‖sβ =
(
1 + k2
) 1
2 , k = 0, · · · , n− 1,
‖Zn+k(z;β)‖sβ =
∥∥∥∥zn+k − eıβn 1 + (n+ k)k1 + k2 zk
∥∥∥∥
sβ
=
(
n2
1 + k2
) 1
2
, k = 0, · · · , n− 1.
Utilizando esta base, pueden resolver los problemas de interpolacio´n de Hermite de tipo
0 y 1, es decir, obtienen los polinomios H0,2n−1(z) tal que
H0,2n−1(αj) = uj ,H(1)0,2n−1(αj) = 0 para j = 0, · · · , n− 1
y H1,2n−1(z) tal que
H1,2n−1(αj) = 0,H(1)1,2n−1(αj) = vj para j = 0, · · · , n− 1
.
Proposicio´n 1.2.8. Los polinomios H0,2n−1(z) y H1,2n−1(z) tienen las siguientes ex-
presiones
(i) H0,2n−1(z) =
2n−1∑
k=0
ck,βZk(z;β), donde
ck,β =
e−ıkβ
1 + k2
1
n
n−1∑
j=0
ujzj
k, cn+k,β =
−ke−ı(k+n)β
n
1
n
n−1∑
j=0
ujzj
k, 0 ≤ k ≤ n− 1.
(ii) H1,2n−1(z) =
2n−1∑
k=0
dk,βZk(z;β), con los coeficientes dados por
dk,β =
ke−ı(k−1)β
1 + k2
1
n
n−1∑
j=0
vj
zj
zj
k, dn+k,β =
e−ı(k−1+n)β
n
1
n
n−1∑
j=0
vj
zj
zj
k, 0 ≤ k ≤ n− 1.
Observacio´n 1.2.9.
(i) De nuevo pueden calcularse los coeficientes utilizando la FFT y el coste operacional
del me´todo para obtener H0,2n−1(z) y H1,2n−1(z) es O(n(log n+ 1)).
(ii) El caso β = 0 corresponde al de las ra´ıces de la unidad estudiado antes.
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1.2.2. Polinomios de Laurent de interpolacio´n de Hermite
A continuacio´n presentamos dos maneras distintas de obtener los polinomios de inter-
polacio´n de Hermite, en el espacio de polinomios de Laurent Λ = C[z, z−1], o expresado
de otro modo, Λ = span{zk : k ∈ Z}. La primera de ellas esta´ basada en la obtencio´n
de una base ortogonal adecuada y la segunda forma es la representacio´n barice´ntrica.
En el espacio de los polinomios de Laurent consideramos los subespacios Λp,q[z] defini-
dos por Λp,q[z] = span{zk : p ≤ k ≤ q}, donde p y q son nu´meros enteros tales que p ≤ q.
Obse´rvese que Λ0,n[z] = Pn[z] para todo n ≥ 0, donde Pn[z] = span{1, z, . . . , zn} es el
subespacio vectorial de polinomios de grado menor o igual que n del espacio vectorial
complejo P[z] de los polinomios en la variable z con coeficientes complejos.
Los nodos que seleccionamos son {αj}n−1j=0 , las ra´ıces n-e´simas de un nu´mero complejo
λ, con |λ| = 1. Si λ = eiθ y llamamos β = θn entonces se tiene que:
αj = e
iβzj (1.2.11)
siendo {zj}n−1j=0 las ra´ıces n-e´simas de la unidad.
Muchos de los ca´lculos que se hara´n en lo que sigue se basan en las propiedades de las
ra´ıces n-e´simas de la unidad:
n−1∑
j=0
zkj =
{
n, si k = n˙,
0, en otro caso.
Recordamos que el problema de interpolacio´n de Hermite con nodos {αj}n−1j=0 consiste
en la obtencio´n de un polinomio de Laurent H(z) ∈ Λ−n,n−1[z] tal que verifica las
condiciones de interpolacio´n
H(αj) = uj , H(1)(αj) = vj para j = 0, · · · , n− 1, (1.2.12)
donde {uj}n−1j=0 y {vj}n−1j=0 son valores complejos fijos.
El caso correspondiente a vj = 0, ∀ j = 0, · · · , n − 1 se denomina interpolacio´n de
Hermite-Feje´r.
El problema se puede plantear, de forma ma´s general, en los siguientes te´rminos:
Si p(n) y q(n) son dos sucesiones no decrecientes de enteros no negativos tales que p(n)+
q(n) = 2n− 1, (n = 1, 2, · · · ), encontrar el u´nico polinomio de Laurent H−p(n),q(n)(z) ∈
Λ−p(n),q(n) tal que:
H−p(n),q(n)(αj) = uj y H(1)−p(n),q(n)(αj) = vj , para j = 0, · · · , n− 1 (1.2.13)
Por simplicidad y sin pe´rdida de generalidad, so´lo consideraremos el problema planteado
en (1.2.12) ya que el planteado en (1.2.13) puede resolverse de forma ana´loga.
Es bien conocido que H(z) puede calcularse utilizando los polinomios fundamentales
de la interpolacio´n de Hermite (ve´ase [31], [97]) y otra expresio´n u´til se da en [3]. Una
1.2. Interpolacio´n de Hermite en la circunferencia unidad 9
ventaja de esta u´ltima expresio´n es que sus coeficientes pueden calcularse de un modo
eficiente utilizando la FFT (ve´ase [40]).
Para obtener otra expresio´n de la solucio´n de (1.2.12) se introducen los siguientes
polinomios auxiliares. Denotamos por L0,k(z) el polinomio de Laurent de interpolacio´n
de Hermite-Feje´r relativo a zk para k = 0, · · · , n− 1 y caracterizado por
L0,k ∈ Λ−n,n−1[z], L0,k(αj) = αkj , L(1)0,k(αj) = 0 para j = 0, · · · , n− 1. (1.2.14)
Tambie´n denotamos por L1,k(z) el polinomio de Laurent de interpolacio´n de Hermite
dado por L1,k ∈ Λ−n,n−1[z] y caracterizado por
L1,k(αj) = 0, L(1)1,k(αj) = kαk−1j para j = 0, · · · , n− 1 y k = 1, · · · , n− 1,
L1,0(αj) = 0, L(1)1,0(αj) = α−1j para j = 0, · · · , n− 1.
(1.2.15)
Es fa´cil obtener la expresio´n expl´ıcita de los polinomios anteriores y deducir algunas
propiedades que verifican. Reunimos estos resultados en la siguiente proposicio´n, que
puede verse en [5].
Proposicio´n 1.2.10. (i) El sistema {L0,k(z)}n−1k=0
⋃{L1,k(z)}n−1k=0 es una base orto-
gonal de Λ−n,n−1[z] con el producto interior de Sobolev discreto definido por
〈P,Q〉 = 1
n
n−1∑
i=0
[P(αi)Q(αi) + P(1)(αi)Q(1)(αi)], para P,Q ∈ Λ−n,n−1[z].
(ii) Los polinomios L0,k(z) y L1,k(z), para k = 0, · · · , n− 1, que verifican (1.2.14) y
(1.2.15) respectivamente, esta´n dados por
L0,k(z) = λk
n
zk−n + (1− k
n
)zk, para k = 0, · · · , n− 1 (1.2.16)
L1,k(z) = −λk
n
zk−n +
k
n
zk =
k
n
zk−n(zn − λ), para k = 1, · · · , n− 1,
L1,0(z) = 1
n
z−n(zn − λ).
(1.2.17)
Demostracio´n. (i) Utilizando propiedades bien conocidas de las ra´ıces de la unidad,
10 Cap´ıtulo 1. Algunos resultados sobre la interpolacio´n de Hermite cla´sica
tenemos que
〈L0,k,L0,l〉 = 1
n
n−1∑
i=0
αk−li = δk,l para k, l = 0, · · · , n− 1,
〈L1,k,L1,l〉 = 1
n
n−1∑
i=0
klαk−li = k
2δk,l para k, l = 1, · · · , n− 1,
〈L1,0,L1,l〉 = 1
n
n−1∑
i=0
α−li = 0 para l = 1, · · · , n− 1,
〈L1,0,L1,0〉 = 1,
〈L0,k,L1,l〉 = 0 para k, l = 0, · · · , n− 1,
lo que prueba (i).
(ii) Para cada k = 0, · · · , n−1 es claro que L0,k(z) definido por (1.2.16) verifica (1.2.14).
En efecto
L0,k(αi) = λk
n
αk−ni + (1−
k
n
)αki =
k
n
αki + (1−
k
n
)αki = α
k
i ,
L(1)0,k(αi) =
λk
n
(k − n)αk−n−1i + (1−
k
n
)kαk−1i =
k
n
(k − n)αk−1i + (1−
k
n
)kαk−1i = 0.
La relacio´n (1.2.17) puede obtenerse del mismo modo.
Ahora estamos en condiciones de obtener, en el pro´ximo resultado, el polinomio H(z)
verificando (1.2.12).
Proposicio´n 1.2.11. (i) El polinomio H0(z) ∈ Λ−n,n−1[z] que verifica las condicio-
nes H0(αj) = uj, H(1)0 (αj) = 0, para j = 0, · · · , n− 1, es
H0(z) = 1
n2
n−1∑
k=0
(
n−1∑
i=0
uiαi
k
)
(λkzk−n + (n− k)zk).
(ii) El polinomio H1(z) ∈ Λ−n,n−1[z] que satisface las condiciones H1(αj) = 0,
H(1)1 (αj) = vj, para j = 0, · · · , n− 1, es
H1(z) = 1
n2
n−1∑
k=0
(
n−1∑
i=0
viαi
k−1
)
zk−n(zn − λ).
(iii) El polinomio H(z) ∈ Λ−n,n−1[z] que verifica (1.2.12) esta´ dado por
H(z) = 1
n2
n−1∑
k=0
[(
n−1∑
i=0
uiαi
k
)
(λkzk−n + (n− k)zk) +
(
n−1∑
i=0
viαi
k−1
)
zk−n(zn − λ)
]
.
(1.2.18)
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Demostracio´n. (i) De la Proposicio´n 1.2.10 tenemos que H0(z) =
∑n−1
k=0(ak,0L0,k(z) +
bk,0L1,k(z)). Puesto que 0 = 〈H0,L1,k〉 = bk,0 ‖ L1,k ‖2 obtenemos bk,0 = 0 para todo
k = 0, · · · , n− 1.
Adema´s 〈H0,L0,k〉 = ak,0 ‖ L0,k ‖2 y puesto que 〈H0,L0,k〉 = 1n
∑n−1
i=0 uiαi
k tenemos
que ak,0 =
1
n
∑n−1
i=0 uiαi
k.
(ii) De nuevo a partir de la Proposicio´n 1.2.10 tenemos queH1(z) =
∑n−1
k=0(ak,1L0,k(z)+
bk,1L1,k(z)). Puesto que 0 = 〈H1,L0,k〉 = ak,1 ‖ L0,k ‖2 tenemos ak,1 = 0 para todo
k = 0, · · · , n− 1.
Adema´s 〈H1,L1,k〉 = bk,1 ‖ L1,k ‖2= bk,1k2 para k = 1, · · · , n − 1 y puesto que
〈H1,L1,k〉 = 1n
∑n−1
i=0 vikαi
k−1 entonces bk,1 = 1kn
∑n−1
i=0 viαi
k−1 para k = 1, · · · , n − 1.
Para obtener b0,1, tenemos en cuenta que 〈H−n,n−1,L1,0〉 = b0,1 ‖ L1,0 ‖2= b0,1 y
〈H−n,n−1,L1,0〉 = 1n
∑n−1
i=0 viαi
−1. Por tanto b0,1 = 1n
∑n−1
i=0 viαi
−1 y se obtiene (ii).
(iii) Es una consecuencia de que H(z) = H0(z) +H1(z).
Observacio´n 1.2.12. Los coeficientes de los polinomios H0(z),H1(z) y H(z) dados
en la Proposicio´n anterior pueden ser obtenidos utilizando la FFT como en [3]. Sin
embargo, el enfoque dado aqu´ı es distinto del presentado en [3]; adema´s el nuevo enfoque
es ma´s simple y ma´s natural.
Corolario 1.2.13. Los polinomios fundamentales de la interpolacio´n de Hermite, en
el espacio de Laurent Λ−n,n−1[z], Aj(z) y Bj(z), para j = 0, · · · , n− 1, caracterizados
por
Aj(αi) = δi,j , A(1)j (αi) = 0, ∀i = 0, · · · , n− 1,
Bj(αi) = 0, B(1)j (αi) = δi,j , ∀i = 0, · · · , n− 1,
esta´n dados por las siguientes expresiones
Aj(z) = 1
n2
n−1∑
k=0
[kαj
k−nzk−n + (n− k)αjkzk], (1.2.19)
Bj(z) = 1
n2
n−1∑
k=0
[αj
k−1zk − αjk−n−1zk−n]. (1.2.20)
Demostracio´n. De (1.2.18), tomando uj = 1 y ui = 0 ∀i 6= j y vi = 0 ∀i = 0, · · · , n− 1,
se sigue que Aj(z) = 1n2
∑n−1
k=0 αj
k[λkzk−n + (n− k)zk].
De nuevo, a partir de (1.2.18), tomando ui = 0 ∀i = 0, · · · , n−1, vj = 1 y vi = 0 ∀i 6= j,
se sigue que Bj(z) = 1n2
∑n−1
k=0 αj
k−1zk−n(zn − λ).
Una manera u´til de obtener los polinomios de interpolacio´n de Hermite es por medio
de las llamadas fo´rmulas barice´ntricas, (ve´ase [13], [14]). Para obtener este tipo de
12 Cap´ıtulo 1. Algunos resultados sobre la interpolacio´n de Hermite cla´sica
fo´rmulas, vamos a escribir antes los polinomios fundamentales en la forma compacta
dada en [31].
De (1.2.20) obtenemos
Bj(z) = 1
n2
n−1∑
k=0
αj
k−1zk−n(zn − λ) = (z
n − λ)
n2αjzn
n−1∑
k=0
(αjz)
k =
(zn − λ)2
n2λαj2zn(z − αj)
(1.2.21)
y de (1.2.19) obtenemos
Aj(z) = 1
n
n−1∑
k=0
(αjz)
k +
1
n2
n−1∑
k=0
(αj)
k(λkzk−n − kzk) =
(zn − λ)
nλαj(z − αj) −
(zn − λ)
n2zn
n−1∑
k=0
k(zαj)
k.
(1.2.22)
Teniendo en cuenta que:
n−1∑
k=0
k
(
z
αj
)k
=
1
1− zαj

(
z
αj
)n − zαj
z
αj
− 1 − (n− 1)
(
z
αj
)n = − znλ − zαj(
z
αj
− 1
)2 − (n− 1) znλ1− zαj
podemos escribir
−(z
n − λ)
n2zn
n−1∑
k=0
k(zαj)
k =
(zn − λ)
(
zn
λ − zαj
)
n2zn
(
z
αj
− 1
)2 + (zn − λ) (n− 1)
n2λ
(
1− zαj
)
=
(zn − λ)
(
zn
λ − zαj
)
n2znαj2(z − αj)2
+
(zn − λ) (n− 1)
n2λαj (αj − z)
=
(zn − λ) (zn − λαjz)
n2λznαj2(z − αj)2
+
(zn − λ) (n− 1)
n2λαj (αj − z) .
Sustituyendo en (1.2.22) se sigue que
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Aj(z) = (z
n − λ)
nλαj(z − αj) −
(zn − λ)
n2zn
n−1∑
k=0
k(zαj)
k =
(zn − λ)
nλαj(z − αj) +
(zn − λ) (zn − λαjz)
n2λznαj2(z − αj)2
+
(zn − λ) (n− 1)
n2λαj (αj − z) =
(zn − λ)
nλαj(z − αj) +
(zn − λ) (zn − λαjz)
n2λznαj2(z − αj)2
+
(zn − λ)n
n2λαj (αj − z) −
(zn − λ)
n2λαj (αj − z) =
(zn − λ) (zn − λαjz)
n2λznαj2(z − αj)2
+
(zn − λ)
n2λαj (z − αj) =
(zn − λ)αj2 (zn − λ+ λ− λαjz)
n2λzn(z − αj)2
+
(zn − λ)αj
n2λ (z − αj) =
(zn − λ)2αj2
n2λzn(z − αj)2
+
(zn − λ)αjλ (αj − z)
n2λzn(z − αj)2
+
(zn − λ)αj
n2λ (z − αj) =
(zn − λ)2αj2
n2λzn(z − αj)2
− (z
n − λ)αjλ
n2λzn (z − αj) +
zn(zn − λ)αj
n2λzn (z − αj) =
(zn − λ)2αj2
n2λzn(z − αj)2
+
(zn − λ)2αj
n2λzn (z − αj) .
Proposicio´n 1.2.14. El polinomio H(z) ∈ Λ−n,n−1[z] que verifica (1.2.12) tiene la
siguiente expresio´n barice´ntrica
H(z) =
∑n−1
j=0
[(
α2j
(z−αj)2 +
αj
(z−αj)
)
uj +
α2j
(z−αj)vj
]
∑n−1
j=0
(
α2j
(z−αj)2 +
αj
(z−αj)
) , (1.2.23)
o equivalentemente
H(z) =
∑n−1
j=0
(
αjz
(z−αj)2uj +
α2j
(z−αj)vj
)
∑n−1
j=0
αjz
(z−αj)2
. (1.2.24)
Demostracio´n. Teniendo en cuenta que H(z) = ∑n−1j=0 (Aj(z)uj+Bj(z)vj), donde Aj(z)
y Bj(z) esta´n dados por (1.2.22) y (1.2.21) respectivamente, y que
1 =
n−1∑
j=0
Aj(z) =
n−1∑
j=0
(zn − λ)2
znn2λ
(
αj
(z − αj) +
αj
2
(z − αj)2
)
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obtenemos
H(z) = H(z)
1
=
∑n−1
j=0 (Aj(z)uj + Bj(z)vj)∑n−1
j=0 Aj(z)
,
esto es
H(z) =
n−1∑
j=0
[
(zn−λ)2
znn2λ
(
αj
(z−αj) +
αj
2
(z−αj)2
)
uj +
(zn−λ)2
znn2λ
αj
2
(z−αj)2 vj
]
n−1∑
j=0
(zn−λ)2
znn2λ
(
αj
(z−αj) +
αj2
(z−αj)2
)
de donde, tras simplificar, se sigue (1.2.23).
De (1.2.23), teniendo en cuenta que
α2j
(z−αj)2 +
αj
(z−αj) =
αjz
(z−αj)2 , se obtiene la expresio´n
(1.2.24).
Corolario 1.2.15. Las fo´rmulas barice´ntricas de los polinomios H0(z) y H1(z) de la
Proposicio´n 1.2.11 son
H0(z) =
∑n−1
j=0
αj
(z−αj)2uj∑n−1
j=0
αj
(z−αj)2
,
H1(z) =
∑n−1
j=0
α2j
(z−αj)vj∑n−1
j=0
αjz
(z−αj)2
=
∑n−1
j=0
(
−αjz +
αj
(z−αj)
)
vj∑n−1
j=0
αj
(z−αj)2
.
Demostracio´n. Las expresiones son inmediatas a partir de (1.2.23) y (1.2.24).
Observacio´n 1.2.16. Es bien conocido que los problemas de interpolacio´n de Hermite
en la circunferencia unidad y los problemas de interpolacio´n trigonome´trica de Hermite
en el intervalo [0, 2pi] esta´n bien conectados. Dos referencias importantes en este u´ltimo
tema son [14] y [54] que resuelven problemas que no son trasladables a nuestro caso.
Ejemplo 1.2.17. Un ejemplo de aplicacio´n de los algoritmos de la Proposicio´n 1.2.14
y el Corolario 1.2.15 es la obtencio´n de la representacio´n gra´fica de la parte real de
H0(z) correspondiente a la funcio´n sen z para n = 32 y λ = 1.
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Figura 1.1: <(H0(z)) y <(sen(z)).
1.3. Aplicaciones a la interpolacio´n de Hermite en [−1, 1]
1.3.1. Expresiones barice´ntricas
En lo que sigue presentaremos algunas aplicaciones de los resultados precedentes para
obtener las fo´rmulas barice´ntricas para los polinomios algebraicos de interpolacio´n de
Hermite relativos a los sistemas nodales constituidos por los ceros de los polinomios
de Chebyshev de primera, segunda, tercera y cuarta especie, (ve´ase [69] y [61]). Estas
expresiones, que pueden verse en [5], son muy adecuadas para las evaluaciones.
Proposicio´n 1.3.1. Sean {xj}n−1j=1 los ceros del polinomio de Chebyshev de segun-
da especie Un−1(x). Sean {mj}nj=0 y {oj}n−1j=1 valores reales prefijados. El polinomio
algebraico de interpolacio´n de tipo Hermite k2n−1(x) ∈ P2n−1[x] tal que k2n−1(1) =
m0, k2n−1(xj) = mj para j = 1, · · · , n − 1, k2n−1(−1) = mn y k(1)2n−1(xj) = oj para
j = 1, · · · , n− 1 esta´ dado por la fo´rmula barice´ntrica
k2n−1(x) =
1
2(x−1)m0 +
∑n−1
j=1
(xxj−1)
(x−xj)2mj −
1
2(x+1)mn −
∑n−1
j=1
(1−x2j )
(x−xj)oj
1
2(x−1) +
∑n−1
j=1
(xxj−1)
(x−xj)2 −
1
2(x+1)
. (1.3.1)
Demostracio´n. Sean {1, z1, · · · , zn−1,−1, zn−1, · · · , z1} las ra´ıces 2n-e´simas de 1. Re-
sulta que
zj+zj
2 = xj para j = 1, · · · , n − 1, como se puede observar en la siguiente
gra´fica y debido a estas relaciones, para resolver nuestro problema, consideramos el
siguiente problema de interpolacio´n de Hermite en la circunferencia unidad:
Encontrar el polinomio de Laurent K ∈ Λ−2n,2n−1[z] tal que
K(1) = m0, K(zj) = K(zj) = mj para 1 ≤ j ≤ n− 1, K(−1) = mn,
y
K(1)(zj) = ı
√
1− x2jzjoj , K(1)(zj) = −ı
√
1− x2jzjoj para 1 ≤ j ≤ n− 1,
16 Cap´ıtulo 1. Algunos resultados sobre la interpolacio´n de Hermite cla´sica
Figura 1.2: Sistema nodal ampliado de Un−1(x) y su relacio´n con las ra´ıces de orden
2n de la unidad
K(1)(1) = 0, K(1)(−1) = 0.
Aplicando (1.2.24) en la Proposicio´n 1.2.14 tenemos
K(z) =
m0z
(z−1)2 +
n−1∑
j=1
(
zjz
(z−zj)2 +
zjz
(z−zj)2
)
mj − mnz(z+1)2 +
n−1∑
j=1
(
z2j ı
√
1−x2jzj
(z−zj) −
zj
2ı
√
1−x2jzj
(z−zj)
)
oj
z
(z−1)2 +
n−1∑
j=1
(
zjz
(z−zj)2 +
zjz
(z−zj)2 )−
z
(z+1)2
.
Puesto que zj = xj + ı
√
1− x2j entonces
ı
√
1− x2j
(
zj
(z − zj) −
zj
(z − zj)
)
oj =
ı
√
1− x2jz(zj − zj)oj
(z − zj)(z − zj) =
−2(1− x2j )zoj
(z − zj)(z − zj)
y K(z) puede escribirse como sigue:
K(z) =
m0
(z−1)2 +
∑n−1
j=1
(
zj
(z−zj)2 +
zj
(z−zj)2
)
mj − mn(z+1)2 −
∑n−1
j=1
2(1−x2j )oj
(z−zj)(z−zj)
1
(z−1)2 +
∑n−1
j=1 (
zj
(z−zj)2 +
zj
(z−zj)2 )−
1
(z+1)2
.
Adema´s para x =
z+ 1
z
2 tenemos que
(z − zj)(z − zj) = z2 + 1− z(zj + zj) = z(z + 1
z
− 2xj) = 2z(x− xj),
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zj
(z − zj)2 +
zj
(z − zj)2 =
2xjz
2 + 2xj − 4z
4z2(x− xj)2 =
(xxj − 1)
z(x− xj)2 ,
(z − 1)2 = 2z(x− 1) y (z + 1)2 = 2z(x+ 1).
Por tanto K(z) = K(1z ) y si definimos k2n−1(x) = K(z) para x =
z+ 1
z
2 , entonces tenemos
k2n−1(x) =
1
2z(x−1)m0 +
∑n−1
j=1
(xxj−1)
z(x−xj)2mj −
1
2z(x+1)mn −
∑n−1
j=1
2(1−x2j )
2z(x−xj)oj
1
2z(x−1) +
∑n−1
j=1
(xxj−1)
z(x−xj)2 −
1
2z(x+1)
,
de lo que se sigue (1.3.1).
Observacio´n 1.3.2. Comparando (1.3.1) con la expresio´n dada en la seccio´n 7.2 de
[14], concluimos que la expresio´n dada en [14] tiene un error.
Las fo´rmulas barice´ntricas para los otros tres problemas, un problema de interpolacio´n
de Hermite y dos problemas de interpolacio´n de tipo Hermite (ve´ase [10], [81], [83],
[85]), esta´n dados en la siguiente proposicio´n.
Proposicio´n 1.3.3. (i) Sean {xj}n−1j=0 los ceros del polinomio de Chebyshev de pri-
mera especie Tn(x). Sean {mj}n−1j=0 y {oj}n−1j=0 valores reales fijos. El polinomio
de interpolacio´n de Hermite h2n−1(x) ∈ P2n−1[x] verificando las condiciones
h2n−1(xj) = mj , h
(1)
2n−1(xj) = oj para j = 0, · · · , n−1 tiene la fo´rmula barice´ntri-
ca
h2n−1(x) =
∑n−1
j=0
[
(xxj−1)
(x−xj)2mj −
(1−x2j )
(x−xj)oj
]
∑n−1
j=0
(xxj−1)
(x−xj)2
. (1.3.2)
(ii) Sean {xj}n−1j=1 los ceros del polinomio de Chebyshev de cuarta especie Wn−1(x).
Sean {mj}n−1j=0 y {oj}n−1j=1 valores reales fijos. El polinomio de interpolacio´n de
tipo Hermite l2n−2(x) ∈ P2n−2[x] tal que l2n−2(1) = m0, l2n−2(xj) = mj para
j = 1, · · · , n− 1 y l(1)2n−2(xj) = oj para j = 1, · · · , n− 1 esta´ dado por la fo´rmula
barice´ntrica
l2n−2(x) =
1
2(x−1)m0 +
∑n−1
j=1
(xxj−1)
(x−xj)2mj −
∑n−1
j=1
(1−x2j )
(x−xj)oj
1
2(x−1) +
∑n−1
j=1
(xxj−1)
(x−xj)2
. (1.3.3)
(iii) Sean {xj}n−1j=1 los ceros del polinomio de Chebyshev de tercera especie Vn−1(x).
Sean {mj}nj=1 y {oj}n−1j=1 valores reales fijos. El polinomio de interpolacio´n de
tipo Hermite j2n−2(x) ∈ P2n−2[x] tal que j2n−2(xj) = mj para j = 1, · · · , n − 1,
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j2n−2(−1) = mn y j(1)2n−2(xj) = oj para j = 1, · · · , n− 1 esta´ dado por la fo´rmula
barice´ntrica
j2n−2(x) =
∑n−1
j=1
(xxj−1)
(x−xj)2mj −
1
2(x+1)mn −
∑n−1
j=1
(1−x2j )
(x−xj)oj∑n−1
j=1
(xxj−1)
(x−xj)2 −
1
2(x+1)
. (1.3.4)
Demostracio´n. (i) Este resultado esta´ dado en [49] y puede obtenerse una demostracio´n
alternativa siguiendo los pasos del resultado anterior.
(ii) Si denotamos por 1, z1, · · · , zn−1, zn−1, · · · , z1 las ra´ıces (2n − 1)-e´simas de 1, se
verifica que
zj+zj
2 = xj para j = 1, · · · , n− 1, como se ve en la siguiente gra´fica.
z1
z2 n-2
x1
zn-1
zn-2
zn
zn+1
xn-2xn-1 x0 = z0
-1.5 -1.0 -0.5 0.5 1.0 1.5
-1.5
-1.0
-0.5
0.5
1.0
1.5
Figura 1.3: Sistema nodal ampliado de Wn−1(x) y su relacio´n con las ra´ıces de orden
2n− 1 de la unidad
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Para obtener el resultado consideramos el siguiente problema de interpolacio´n de tipo
Hermite en la circunferencia unidad:
Encontrar el polinomio de Laurent L ∈ Λ−(2n−1),2n−2[z] tal que L(1) = m0, L(zj) =
L(zj) = mj para j = 1, · · · , n − 1, L(1)(1) = 0, L(1)(zj) = ı
√
1− x2jzjoj , L(1)(zj) =
−ı
√
1− x2jzjoj para j = 1, · · · , n − 1. Aplicando (1.2.24) en la Proposicio´n 1.2.14
tenemos
L(z) =
z
(z−1)2m0 +
∑n−1
j=1
(
zjz
(z−zj)2 +
zjz
(z−zj)2
)
mj +
∑n−1
j=1 ı
√
1− x2j
(
zj
(z−zj) −
zj
(z−zj)
)
oj
z
(z−1)2 +
∑n−1
j=1 (
zjz
(z−zj)2 +
zjz
(z−zj)2 )
Procediendo como en la Proposicio´n 1.3.1, si definimos l2n−2(x) = L(z) para x = z+
1
z
2 ,
tenemos la fo´rmula (1.3.3).
(iii) Si denotamos por y1, · · · , yn−1,−1, yn−1, · · · , y1 las ra´ıces (2n − 1)-e´simas de −1,
es decir, yk = e
ı
(2k−1)pi
2n−1 para k = 1, · · · , 2n − 1, tenemos que yj+yj2 = xj para j =
1, · · · , n− 1, como se observa en la siguiente gra´fica.
Para obtener el resultado consideramos el siguiente problema de interpolacio´n de Her-
mite en la circunferencia unidad:
Encontrar el polinomio de Laurent J ∈ Λ−(2n−1),2n−2[z] tal que J (yj) = J (yj) = mj
para j = 1, · · · , n−1, J (−1) = mn, J (1)(zj) = ı
√
1− x2jzjoj , J (1)(zj) = −ı
√
1− x2jzjoj
para j = 1, · · · , n− 1, J (1)(−1) = 0. Aplicando (1.2.24) en la Proposicio´n 1.2.14 tene-
mos
J (z) =
∑n−1
j=1
(
yjz
(z−yj)2 +
yjz
(z−yj)2
)
mj − z(z+1)2mn +
∑n−1
j=1 ı
√
1− x2j
(
yj
(z−yj) −
yj
(z−yj)
)
oj∑n−1
j=1 (
yjz
(z−yj)2 +
yjz
(z−yj)2 )−
z
(z+1)2
.
Siguiendo los mismos pasos que en la Proposicio´n 1.3.1, si definimos j2n−2(x) = J (z)
para x =
z+ 1
z
2 , tenemos la fo´rmula (1.3.4).
Observacio´n 1.3.4. A diferencia de la interpolacio´n Lagrange, donde las cuatro fo´rmu-
las barice´ntricas tienen coeficientes muy diferentes, las fo´rmulas barice´ntricas para la
interpolacio´n de Hermite dadas anteriormente tienen los mismos coeficientes en los
cuatro casos.
1.3.2. Expresiones en la base de Chebyshev
Procediendo de un modo similar al seguido en la subseccio´n previa podemos deducir,
de la Proposicio´n 1.2.11, expresiones eficientes para los polinomios algebraicos de la
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Figura 1.4: Sistema nodal ampliado de Vn−1(x) y su relacio´n con las ra´ıces de orden
2n− 1 de −1
interpolacio´n de Hermite relativos a los sistemas nodales formados por las ra´ıces de las
cuatro familias de polinomios de Chebyshev. Estas expresiones esta´n dadas en te´rminos
de las bases de Chebyshev de primera especie. Damos los detalles del primer caso y
establecemos los otros en la siguiente proposicio´n.
Proposicio´n 1.3.5. (i) Sean {xj}n−1j=0 = {cos( (2j+1)pi2n )}n−1j=0 las ra´ıces del polinomio
de Chebyshev de primera especie Tn(x). Sean {mj}n−1j=0 y {oj}n−1j=0 nu´meros reales
prefijados. El polinomio de interpolacio´n de Hermite h2n−1(x) ∈ P2n−1[x] veri-
ficando las condiciones h2n−1(xj) = mj , h
(1)
2n−1(xj) = oj para j = 0, · · · , n − 1
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esta´ dado por
h2n−1(x) =
1
n2
n−1∑
k=0
<
n−1∑
j=0
mjy
k
j
 ((2n− k)Tk(x)− kT2n−k(x))
+
1
n2
n−1∑
k=1
=
n−1∑
j=0
√
1− x2jojykj
 (Tk(x) + T2n−k(x)) ,
(1.3.5)
donde {yj , yj}n−1j=0 son las ra´ıces 2n-e´simas de −1, con yj = eı
(2j+1)pi
2n para j =
0, . . . , n− 1.
(ii) Sean {xj}n−1j=1 = {cos( 2jpi2n−1)}n−1j=1 las ra´ıces del polinomio de Chebyshev de cuarta
especie Wn−1(x) junto con el punto x0 = 1. Sean {mj}n−1j=0 y {oj}n−1j=1 nu´meros
reales prefijados. El polinomio de interpolacio´n tipo Hermite l2n−2(x) ∈ P2n−2[x]
verificando las condiciones l2n−2(xj) = mj para j = 0, · · · , n−1, y l(1)2n−1(xj) = oj
para j = 1, · · · , n− 1 esta´ dado por
l2n−2(x) =
2
(2n− 1)2
n−1∑
k=0
m0 + 2<
n−1∑
j=1
mjz
k
j
 (kT2n−k−1(x) + (2n− k − 1)Tk(x))
+
4
(2n− 1)2
n−1∑
k=1
=
n−1∑
j=1
√
1− x2jojzkj
 (Tk(x)− T2n−k−1(x)) ,
(1.3.6)
donde {1}∪ {zj , zj}n−1j=1 son las ra´ıces (2n− 1)-e´simas de 1, con zj = eı
2jpi
2n−1 para
j = 1, . . . , n− 1.
(iii) Sean {xj}n−1j=1 = {cos( jpin )}n−1j=1 las ra´ıces del polinomio de Chebyshev de segun-
da especie Un−1(x) junto con los puntos x0 = 1 y xn = −1. Sean {mj}nj=0 y
{oj}n−1j=1 nu´meros reales prefijados. El polinomio de interpolacio´n tipo Hermi-
te k2n−1(x) ∈ P2n−1[x] verificando las condiciones k2n−1(xj) = mj para j =
0, · · · , n, y k(1)2n−1(xj) = oj para j = 1, · · · , n− 1 esta´ dado por
k2n−1(x) =
1
2n2
n−1∑
k=1
m0 + 2<
n−1∑
j=1
mjz
k
j
+ (−1)kmn
 (kT2n−k(x) + (2n− k)Tk(x))
+
1
2n
m0 + 2 n−1∑
j=1
mj +mn
+ 1
2n
m0 + 2<
n−1∑
j=1
mjz
n
j
+ (−1)nmn
Tn(x)
+
1
n2
n−1∑
k=1
=
n−1∑
j=1
√
1− x2jojzkj
 (Tk(x)− T2n−k(x)) ,
(1.3.7)
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donde {1}∪ {zj , zj}n−1j=1 ∪{−1} son las ra´ıces 2n-e´simas de 1, con zj = eı
jpi
n para
j = 1, . . . , n− 1.
(iv) Sean {xj}n−1j=1 = {cos( (2j−1)pi2n−1 )}n−1j=1 las ra´ıces del polinomio de Chebyshev de terce-
ra especie Vn−1(x) junto con el punto xn = −1. Sean {mj}nj=1 y {oj}n−1j=1 nu´meros
reales prefijados. El polinomio de interpolacio´n tipo Hermite j2n−2(x) ∈ P2n−2[x]
verificando las condiciones j2n−2(xj) = mj para j = 1, · · · , n, y j(1)2n−1(xj) = oj
para j = 1, · · · , n− 1 esta´ dado por
j2n−2(x) =
2
(2n− 1)2
n−1∑
k=1
(
2<(
n−1∑
j=1
mjy
k
j ) +mn(−1)k
)
(−kT2n−k−1(x) + (2n− k − 1)Tk(x))
+
1
(2n− 1)
(
2
n−1∑
j=1
mj +mn
)
+
4
(2n− 1)2
n−1∑
k=1
=
(
n−1∑
j=1
√
1− x2jojykj
)
(Tk(x)− T2n−k−1(x)) ,
(1.3.8)
donde {−1}∪{yj , yj}n−1j=1 son las (2n−1)-e´simas ra´ıces de −1, con yj = eı
(2j−1)pi
2n−1
para j = 1, . . . , n− 1.
Demostracio´n. Por simplicidad, so´lo vamos a dar los detalles del primer caso. Para los
otros se puede proceder de modo ana´logo.
(i) Si denotamos por y0, · · · , yn−1, yn−1, · · · , y1 las ra´ıces 2n-e´simas de −1, tenemos que
yj+yj
2 = xj para j = 0, · · · , n− 1, como se observa en la siguiente gra´fica.
Transformamos el problema en encontrar el polinomio de Laurent de interpolacio´n de
Hermite H ∈ Λ−2n,2n−1[z] tal que H(yj) = H(yj) = mj y H(1)(yj) = ı
√
1− x2jyjoj ,
H(1)(yj) = −ı
√
1− x2jyjoj , para j = 0, · · · , n − 1. Por tanto, aplicando (1.2.18) en la
Proposicio´n 1.2.11 obtenemos
H(z) = 1
4n2
2n−1∑
k=0
n−1∑
j=0
mj(y
k
j + yj
k)
(−kzk−2n + (2n− k)zk)
+
1
4n2
2n−1∑
k=0
n−1∑
j=0
ı
√
1− x2j (yjk − ykj )oj
(zk + zk−2n) .
(1.3.9)
Haciendo algunos ca´lculos obtenemos las siguientes expresiones de los te´rminos que
aparecen en (1.3.9).
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Figura 1.5: Sistema nodal de Tn(x) y su relacio´n con las ra´ıces de orden 2n de −1
2n−1∑
k=0
n−1∑
j=0
mj(y
k
j + yj
k)
(−kzk−2n + (2n− k)zk)
= 2
2n−1∑
k=0
<
n−1∑
j=0
mjy
k
j
(−kzk−2n + (2n− k)zk)
= 2
n−1∑
k=0
<
n−1∑
j=0
mjy
k
j
+ 2n−1∑
k=n
<
n−1∑
j=0
mjy
k
j
(−kzk−2n + (2n− k)zk)
= 2
n−1∑
k=0
<
n−1∑
j=0
mjy
k
j
(−kzk−2n + (2n− k)zk)+ 2 n∑
l=1
<
n−1∑
j=0
mjy
2n−l
j
((l − 2n)z−l + lz2n−l)
= 4n
n−1∑
j=0
mj + 2
n−1∑
k=1
<
n−1∑
j=0
mjy
k
j
(−kzk−2n + (2n− k)zk + (2n− k)z−k − kz2n−k)
= 4n
n−1∑
j=0
mj + 2
n∑
k=1
<
n−1∑
j=0
mjy
k
j
[(2n− k)(zk + 1
zk
)
− k
(
z2n−k +
1
z2n−k
)]
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y
2n−1∑
k=0
n−1∑
j=0
ı
√
1− x2j (yjk − ykj )oj
(zk + zk−2n)
=
n∑
k=1
n−1∑
j=0
ı
√
1− x2j (yjk − ykj )oj
(zk + zk−2n)
+
n∑
l=1
n−1∑
j=0
ı
√
1− x2j (yj2n−l − y2n−lj )oj
(z2n−l + z−l)
=
n∑
k=1
n−1∑
j=0
ı
√
1− x2j (yjk − ykj )oj
(zk + 1
zk
+ z2n−k +
1
z2n−k
)
= 2
n∑
k=1
=
n−1∑
j=0
√
1− x2jykj oj
(zk + 1
zk
+ z2n−k +
1
z2n−k
)
.
Luego, si definimos h2n−1(x) = H(z) para x = z+
1
z
2 y sustituimos en (1.3.9), obtenemos
el resultado.
Observacio´n 1.3.6. Las expresiones anteriores (1.3.5), (1.3.6), (1.3.7) y (1.3.8) pue-
den obtenerse tambie´n de las dadas en [10] y [3].
Los coeficientes de estas expresiones pueden calcularse utilizando la transformada dis-
creta de Fourier de coseno y seno.
Observacio´n 1.3.7. La evaluacio´n de sumas escritas en cualquiera de las cuatro bases
de polinomios de Chebyshev puede hacerse de forma estable y eficiente mediante el algo-
ritmo dado por Clenshaw en [23] que describimos a continuacio´n siguiendo literalmente
la presentacio´n hecha en [61].
Supongamos que deseamos evaluar la suma
Sn =
n∑
r=0
arPr(x) = a0P0(x) + a1P1(x) + · · ·+ anPn(x), (1.3.10)
donde {Pr(x)} son polinomios de Chebyshev de 1a, 2a, 3a o 4a especie. Podemos escribir
(1.3.10) en forma vectorial como
Sn = a
Tp,
donde aT y p denotan los vectores fila y columna:
aT =
(
a0, a1, . . . , an
)
, p =

P0(x)
P1(x)
...
Pn(x)
 .
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En cada uno de los cuatro casos, las relaciones de recurrencia entre los polinomios
tienen la misma forma
Pr(x)− 2xPr−1(x) + Pr−2(x) = 0 , r = 2, 3, . . . (1.3.11)
con P0(x) = 1 y, respectivamente,
P1(x) = T1(x) = x, P1(x) = U1(x) = 2x,
P1(x) = V1(x) = 2x− 1, P1(x) = W1(x) = 2x+ 1. (1.3.12)
As´ı las ecuaciones de recurrencia (1.3.11) junto con las condiciones iniciales (1.3.12)
pueden expresarse en notacio´n matricial como

1
−2x 1
1 −2x 1
1 −2x 1
. . .
. . .
. . .
1 −2x 1
1 −2x 1


P0(x)
P1(x)
P2(x)
P3(x)
...
Pn−1(x)
Pn(x)

=

1
X
0
0
...
0
0

o, denotando la matriz (n+ 1)× (n+ 1) por A
Ap = c
donde
c =

1
X
0
...
0

con X = −x, 0, − 1, 1, en, respectivamente, cada uno de los cuatro casos.
Sea
bT =
(
b0, b1, . . . , bn
)
el vector fila que satisface la ecuacio´n
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(
b0, b1, . . . , bn
)

1
−2x 1
1 −2x 1
1 −2x 1
. . .
. . .
. . .
1 −2x 1
1 −2x 1

=
(
a0, a1, . . . , an
)
(1.3.13)
o
bTA = aT .
Entonces tenemos
Sn = a
Tp = bTAp = bT c = b0 + b1X.
Si escribimos bn+1 = bn+2 = 0, entonces la ecuacio´n matricial (1.3.13) se puede ver
como la representacio´n de la relacio´n de recurrencia
br − 2xbr+1 + br+2 = ar, r = 0, 1, . . . , n. (1.3.14)
Podemos por tanto evaluar Sn empezando con bn+1 = bn+2 = 0 y reformulando la
recurrencia a tres te´rminos (1.3.14) en la direccio´n inversa,
br = 2xbr+1 − br+2 + ar, r = n, . . . , 1, 0,
para obtener b1 y b0, y finalmente evaluar el resultado buscado Sn como
Sn = b0 + b1X (1.3.15)
Para los polinomios de primera clase Tr(x) es ma´s frecuente necesitar la suma modifi-
cada
S′n =
n∑
r=0
′arTr(x) =
1
2
a0T0(x) + a1T1(x) + · · ·+ anTn(x),
en la que el coeficiente de T0 es la mitad, en cuyo caso (1.3.15) se reemplaza (recordando
que X = −x) por
S′n = Sn −
1
2
a0
= (b0 − b1x)− 1
2
(b0 − 2xb1 + b2),
o
S′n =
1
2
(b0 − b2). (1.3.16)
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1.4. Interpolacio´n de Hermite en [−1, 1] con sistemas no-
dales ampliados
En el estudio de la interpolacio´n sobre el intervalo [−1, 1] han tenido gran importan-
cia los sistemas nodales relativos a los polinomios de Chebyshev de primera, segunda,
tercera y cuarta especie. Para los tres u´ltimos sistemas nodales y por cuestiones relacio-
nadas en principio con la convergencia de los interpolantes se han utilizado los sistemas
nodales ampliados, an˜adiendo 1, −1 para el sistema nodal relativo a Un, incluyendo
−1 para el sistema nodal relativo a Vn y finalmente an˜adiendo 1 para el sistema nodal
relativo a Wn. Nos referiremos a los diferentes sistemas nodales antes descritos como
sistema nodal ampliado relativo al polinomio de Chebyshev correspondiente.
Para los anteriores sistemas nodales y problemas de Hermite se han obtenido diversos
tipos de fo´rmulas (ve´ase [3] y [14]) que tienen la curiosa caracter´ıstica de asignar a la
derivada en los puntos que se an˜aden un coeficiente nulo, esto es, no utilizan en absoluto
los valores o0 ni on y resuelven un problema que no es propiamente el de Hermite y
que aparece en los trabajos sobre interpolacio´n de la escuela hu´ngara con los nombres
quasi-Hermite o extended-Hermite (ver por ejemplo [83]). Esta seccio´n esta´ dedicada a
la obtencio´n de formulas barice´ntricas relativas al proceso de interpolacio´n de Hermite
en las ra´ıces de los sistemas nodales ampliados relativos a los polinomios de Chebyshev
Un, Vn y Wn que denominaremos gene´ricamente como el caso no hu´ngaro y han sido
publicadas en [6].
Interpolacio´n de Hermite en el sistema nodal ampliado relativo a Un−1
Como ya hemos indicado por Un−1 entenderemos el (n−1)-e´simo polinomio de Chebys-
hev de segunda especie, su sistema nodal ampliado {xj}nj=0 esta formado por x0 = 1,
x1, · · · , xn−1, las n−1 ra´ıces de Un−1, y xn = −1. Este conjunto puede describirse como
xj = cos
pij
n con j = 0, · · · , n y suele recibir el nombre de sistema nodal de Chebyshev-
Lobatto (ve´ase [25], [87] y [88]). El polinomio nodal que recoge estas ra´ıces que deno-
taremos por Nn+1 es el polinomio de grado n+ 1 dado por Nn+1(x) = Un−1(x)(1−x2).
Si tomamos x = cos θ, el polinomio Nn+1(x) tiene la siguiente representacio´n
Nn+1(x) =Un−1(x)(1− x2) = sennθ
sen θ
(1− x2) = sen(n arc cosx)√
1− x2 (1− x
2) =
= sen(n arc cosx)
√
1− x2.
(1.4.1)
Observemos que en los nodos xj , con la ordenacio´n antes descrita (ve´ase Fig.1.2), se
verifica que
sen(n arc cosxj) = sen(pij) = 0
cos(n arc cosxj) = cos(pij) = (−1)j .
28 Cap´ıtulo 1. Algunos resultados sobre la interpolacio´n de Hermite cla´sica
El problema que vamos a tratar es el de determinar expresiones para el polinomio de
interpolacio´n de Hermite en relacio´n a dos conjuntos o listas de n+1 nu´meros {mj}nj=0
y {oj}nj=0, esto es, determinar el u´nico polinomio de grado menor o igual que 2n + 1
que denotaremos por k2n+1(x) que cumple las condiciones:
k2n+1(xj) = mj y k
(1)
2n+1(xj) = oj para j = 0, · · · , n. (1.4.2)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}nj=0.
Lema 1.4.1. Los polinomios Ej(x) =
(Nn+1(x))2
(x−xj) y Fj(x) =
(Nn+1(x))2
(x−xj)2 , para j =
0, · · · , n, verifican que:
(i) Ej(xi) = 0, ∀i = 0, · · · , n y
{
E
(1)
j (xi) = 0 ∀i 6= j
E
(1)
j (xj) 6= 0
.
(ii)
{
Fj(xi) = 0 ∀i 6= j
Fj(xj) 6= 0 y
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
.
Demostracio´n. Para probar (i) basta tener en cuenta que Ej es un polinomio que tiene
a xj como ra´ız simple y a los dema´s nodos como ra´ıces dobles. Por tanto Ej y su
derivada E
(1)
j se anulan en todos los nodos distintos de xj y adema´s Ej se anula en xj
aunque su derivada no lo hace.
Para probar (ii) basta tener en cuenta que Fj es un polinomio que no tiene a xj como
ra´ız y que los dema´s nodos son ra´ıces con multiplicidad dos del mismo.
Lema 1.4.2. En las ra´ıces {xj}nj=0 de Nn+1(x) se verifican las relaciones siguientes:
(i) Nn+1(xj) = 0 para j = 0, · · · , n.
(ii) N
(1)
n+1(xj) = (−1)j+1n para j = 1, · · · , n− 1.
(iii) N
(1)
n+1(xj) = (−1)j+12n para j ∈ {0, n}.
Demostracio´n. Si tenemos en cuenta que Nn+1(x) = sen (n arc cosx)
√
1− x2, resulta
que
(i) Nn+1(xj) = 0 para cualquier xj .
(ii) N
(1)
n+1(x) = −n cos(n arc cosx)−
x sen (n arc cosx)√
1− x2 .
Dado que cos(n arc cosxj) = (−1)j y sen(n arc cosxj) = 0, ∀j = 1, · · · , n − 1
entonces N
(1)
n+1(xj) = (−1)j+1n.
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(iii) Al evaluar N
(1)
n+1(x) = −n cos(n arc cosx)−
x sen (n arc cosx)√
1− x2 en 1 o −1, el primer
sumando se resuelve como en el caso anterior y el segundo −x sen (n arc cosx)√
1− x2 de-
viene en una indeterminacio´n que al resolverla por la regla de L’Hoˆpital-Bernoulli
nos da el resultado.
Lema 1.4.3. Sea {xj}nj=0 el sistema nodal ampliado relativo a las ra´ıces de Un−1(x).
Si denotamos por fj(x) a
Nn+1(x)
x− xj se verifica
(i) fj(xj) = N
(1)
n+1(xj) = (−1)j+1n para j = 1, · · · , n− 1.
(ii) fj(xj) = N
(1)
n+1(xj) = (−1)j+12n para j ∈ {0, n}.
(iii) f
(1)
j (xj) = (−1)j+1
nxj
2(x2j − 1)
para j = 1, · · · , n− 1.
(iv) f
(1)
0 (x0) = −
1
3
n
(
1 + 2n2
)
, f (1)n (xn) = (−1)n
1
3
n
(
1 + 2n2
)
.
Demostracio´n. (i) Si tenemos en cuenta la definicio´n de fj(x), resulta que fj(xj) deviene
en una indeterminacio´n que, resuelta por la regla de l’Hoˆpital-Bernoulli, nos da el valor
requerido.
(ii) En ambos casos se procede de modo ana´logo al del apartado anterior.
(iii) Derivando fj(x) obtenemos
f
(1)
j (x) =−
n cos(n arc cosx)
x− xj −
x sen(n arc cosx)
(x− xj)
√
1− x2 −
√
1− x2 sen(n arc cosx)
(x− xj)2 =
n(xj − x)
√
1− x2 cos(n arc cosx) + (xjx− 1) sen(n arc cosx)
(x− xj)2
√
1− x2 .
La evaluacio´n de la expresio´n anterior en xj conduce a una indeterminacio´n que se
resuelve tras aplicar dos veces la regla de L’Hoˆpital-Bernoulli obtenie´ndose nuestro
resultado.
(iv) Finalmente, para j = 0 resulta f0(x) =
√
1− x2 sen(n arc cosx)
x− 1 y su derivada es
−n cos(n arc cos(x)
x− 1 −
x sen(n arc cosx)
(x− 1)√1− x2 −
√
1− x2 sen(n arc cosx)
(x− 1)2 .
La indeterminacio´n a la que lleva la evaluacio´n de la expresio´n anterior en el punto x0,
adecuadamente resuelta, es parte de nuestro apartado. Para j = n se procede de forma
semejante.
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Lema 1.4.4. Los polinomios Ej(x) y Fj(x), para j = 0, · · · , n, introducidos en el Lema
1.4.1, verifican:
Ej(xj) = 0 para j = 0, · · · , n,
E
(1)
0 (x0) = 4n
2, E
(1)
j (xj) = n
2 para j = 1, · · · , n− 1 y E(1)n (xn) = 4n2,
F0(x0) = 4n
2, Fj(xj) = n
2 para j = 1, · · · , n− 1 y Fn(xn) = 4n2,
F
(1)
0 (x0) =
4n2(1 + 2n2)
3
, F
(1)
j (xj) =
n2xj
x2j − 1
para j = 1, · · · , n− 1
y
F(1)n (xn) = −
4n2(1 + 2n2)
3
.
Demostracio´n. Es una consecuencia inmediata de los lemas anteriores.
Proposicio´n 1.4.5. Sea {xj}nj=0 el sistema nodal ampliado de Un−1(x). Los polino-
mios fundamentales de interpolacio´n de Hermite Aj(x) y Bj(x) para j = 0, · · · , n,
caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, ∀i = 0, · · · n,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , ∀i = 0, · · · n,
esta´n dados por las siguientes expresiones:
A0(x) =− 1 + 2n
2
12n2
(Nn+1(x))
2
(x− x0) +
1
4n2
(Nn+1(x))
2
(x− x0)2 ,
Aj(x) =− xj
n2(x2j − 1)
(Nn+1(x))
2
(x− xj) +
1
n2
(Nn+1(x))
2
(x− xj)2 para j = 1, · · · , n− 1,
An(x) =
1 + 2n2
12n2
(Nn+1(x))
2
(x− xn) +
1
4n2
(Nn+1(x))
2
(x− xn)2 ,
(1.4.3)
B0(x) =
1
4n2
(Nn+1(x))
2
(x− x0) ,
Bj(x) =
1
n2
(Nn+1(x))
2
(x− xj) para j = 1, · · · , n− 1,
Bn(x) =
1
4n2
(Nn+1(x))
2
(x− xn) .
(1.4.4)
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Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma:
Aj(x) = ajEj(x) + bjFj(x),
Bj(x) = cjEj(x).
Comenzaremos por el u´ltimo que es el caso ma´s sencillo. Se trata de ajustar el valor de
cj para que B
(1)
j (xi) = δi,j , ∀i = 0, · · · n. Teniendo en cuenta que B(1)j (x) = cjE(1)j (x),
si evaluamos en xj y aplicamos el Lema 1.4.4, obtenemos que
cj =

1
4n2
para j = 0,
1
n2
para j = 1, · · · , n− 1,
1
4n2
para j = n.
En el caso de Aj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
Aj(xj) = ajEj(xj) + bjFj(xj) = 1,
A
(1)
j (xj) = ajE
(1)
j (xj) + bjF
(1)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 1.4.4, obtenemos los sistemas
b04n
2 = 1,
a04n
2 + b0
4n2(1 + 2n2)
3
= 0,
para j = 0,
bjn
2 = 1,
ajn
2 + bj
n2xj
x2j − 1
= 0,
para j = 1, · · · , n− 1 y
bn4n
2 = 1,
an4n
2 − bn 4n
2(1 + 2n2)
3
= 0,
para j = n.
Resolviendo estos sistemas y recordando las expresiones de los polinomios Ej(x) y
Fj(x), para j = 0, · · · , n, termina la demostracio´n.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
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Proposicio´n 1.4.6. El polinomio de interpolacio´n de Hermite k2n+1(x) en el sistema
nodal ampliado relativo a Un−1(x) que interpola las listas {mj}nj=0 y {oj}nj=0 tiene la
siguiente representacio´n barice´ntrica
k2n+1(x) =
n∑
j=0
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
)
mj +
n∑
j=0
c˜j
1
(x− xj)oj
n∑
j=0
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
) , (1.4.5)
con {a˜j}nj=0, {b˜j}nj=0 y {c˜j}nj=0 dados por
a˜j =

−1+2n212 para j = 0,
− xj
(x2j−1)
para j = 1, · · · , n− 1,
1+2n2
12 para j = n.
b˜j = c˜j =

1
4 para j = 0,
1 para j = 1, · · · , n− 1,
1
4 para j = n.
Demostracio´n. Basta tener en cuenta que
k2n+1(x) =
n∑
j=0
(Aj(x)mj + Bj(x)oj) , (1.4.6)
donde Aj(x) y Bj(x) vienen dados por (1.4.3) y (1.4.4) respectivamente y que para la
funcio´n constante 1 obtenemos
1 =
n∑
j=0
(
aj
(Nn+1(x))
2
(x− xj) + bj
(Nn+1(x))
2
(x− xj)2
)
. (1.4.7)
Dividiendo (1.4.6) entre (1.4.7) y simplificando el factor comu´n (Nn+1(x))
2 obtenemos
k2n+1(x) =
n∑
j=0
(
aj
1
(x− xj) + bj
1
(x− xj)2
)
mj +
n∑
j=0
cj
1
(x− xj)oj
n∑
j=0
(
aj
1
(x− xj) + bj
1
(x− xj)2
)
donde {aj}nj=0, {bj}nj=0 y {cj}nj=0 esta´n dados por
aj =

−1+2n2
12n2
para j = 0,
− xj
n2(x2j−1)
para j = 1, · · · , n− 1,
1+2n2
12n2
para j = n.
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bj = cj =

1
4n2
para j = 0,
1
n2
para j = 1, · · · , n− 1,
1
4n2
para j = n.
Finalmente, eliminando n2, obtenemos (1.4.5).
Observacio´n 1.4.7. (i) La fo´rmula (1.4.5) suele llamarse segunda fo´rmula barice´ntri-
ca y, aunque aparece en [75], queremos destacar que los coeficientes de la fo´rmula
barice´ntrica para el problema de Hermite con el sistema nodal ampliado resultan
una aportacio´n novedosa de esta Memoria y responde a un problema diferente al
que resuelve el algoritmo correspondiente de la Proposicio´n 1.3.1.
(ii) El algoritmo incluye la solucio´n de mu´ltiples problemas, por ejemplo el de Hermite-
Feje´r o aquellos problemas donde por diversas causas no deseamos utilizar valores
no nulos para las derivadas de la funcio´n en determinadas zonas.
(iii) El coste computacional por evaluacio´n del algoritmo es similar a los presentados
en [10].
Ejemplo 1.4.8. Las siguientes gra´ficas utilizan el algoritmo anterior para obtener el
siguiente polinomio de interpolacio´n de Hermite relativo a x sen pi2x , de orden 513 y
basado en las 28− 1 ra´ıces de U255. Se utiliza la derivada de la funcio´n solamente para
los nodos con valor absoluto mayor o igual que .5 asigna´ndose arbitrariamente a los
dema´s el valor cero.
La primera de las gra´ficas da una idea de conjunto del proceso interpolatorio. Se han
sen˜alado en azul los nodos de interpolacio´n en que se utilizan las derivadas y se omite
la representacio´n del interpolador en la zona central.
-1.0 -0.5 0.5 1.0
-0.2
0.2
0.4
0.6
0.8
1.0
Figura 1.6: k2n+1 relativo a x sen (pi/2x) en el intervalo [−1, 1]
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La segunda de las gra´ficas esta´ dedicada a mostrar la zona central. Se han sen˜alado en
azul los nodos de interpolacio´n que se utilizan y dado que en estos nodos las derivadas
son nulas, la interpolacio´n se produce con tangente horizontal.
-0.10 -0.05 0.05 0.10
-0.05
0.05
Figura 1.7: k2n+1 relativo a x sen (pi/2x) en el intervalo [−.1, .1]
La tercera de las gra´ficas esta´ dedicada a mostrar la zona cercana a .5. No se han
sen˜alado los nodos de interpolacio´n y puede observarse la interpolacio´n tanto del valor
de la funcio´n como del valor de la derivada a partir de .5.
0.40 0.45 0.50 0.55 0.60 0.65
-0.2
0.2
0.4
Figura 1.8: k2n+1 relativo a x sen (pi/2x) en el intervalo [.35, .65]
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Interpolacio´n de Hermite en el sistema nodal ampliado relativo a Wn−1
Como ya hemos indicado, por Wn−1 entenderemos el (n−1)-e´simo polinomio de Chebys-
hev de cuarta especie, su sistema nodal ampliado {xj}n−1j=0 esta´ formado por x0 = 1
y x1, · · · , xn−1, las n − 1 ra´ıces de Wn−1. Este conjunto puede describirse como xj =
cos 2pij2n−1 con j = 0, · · · , n−1 (ve´ase Fig.1.3). El polinomio nodal que recoge estas ra´ıces
que denotaremos por Mn es el polinomio de grado n dado por Mn(x) = Wn−1(x)(1−x).
Este polinomio tiene una representacio´n de la forma
√
2 sen
(
(n− 12) arc cosx
)√
1− x,
pues es bien conocido que Wn−1(cos θ) =
sen((n− 1
2
)θ)
sen θ
2
y si x = cos θ, entonces
Mn(x) =
sen((n− 12) arc cosx)
sen( 12 arc cosx)
(1− x) = sen((n−
1
2) arc cosx)√
1−x
2
(1− x) =
=
√
2 sen
((
n− 12
)
arc cosx
)√
1− x. (1.4.8)
Observemos que en los nodos {xj}n−1j=0 , se verifica que
sen
((
n− 1
2
)
arc cosxj
)
= sen
((
n− 1
2
)
2pij
2n− 1
)
= sen (pij) = 0
y
cos
((
n− 1
2
)
arc cosxj
)
= cos
((
n− 1
2
)
2pij
2n− 1
)
= cos (pij) = (−1)j
para j = 0, · · · , n− 1.
El problema que vamos a tratar es el de determinar fo´rmulas para el polinomio de
interpolacio´n de Hermite en relacio´n a dos conjuntos o listas de n nu´meros {mj}n−1j=0 y
{oj}n−1j=0 , esto es, determinar el u´nico polinomio de grado menor o igual que 2n− 1 que
denotaremos por l2n−1(x) que cumple las condiciones:
l2n−1(xj) = mj y l
(1)
2n−1(xj) = oj para j = 0, · · · , n− 1. (1.4.9)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}n−1j=0 .
Lema 1.4.9. Los polinomios Ej(x) =
(Mn(x))2
(x−xj) y Fj(x) =
(Mn(x))2
(x−xj)2 , para j = 0, · · · , n−1,
verifican que:
(i) Ej(xi) = 0,∀i = 0, · · · , n− 1 y
{
E
(1)
j (xi) = 0 ∀i 6= j
E
(1)
j (xj) 6= 0
.
(ii)
{
Fj(xi) = 0 ∀i 6= j
Fj(xj) 6= 0 y
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
.
36 Cap´ıtulo 1. Algunos resultados sobre la interpolacio´n de Hermite cla´sica
Demostracio´n. Es ana´loga a la demostracio´n del Lema 1.4.1.
Lema 1.4.10. En las ra´ıces {xj}n−1j=0 de Mn(x) se verifica:
(i) Mn(xj) = 0 para j = 0, · · · , n− 1.
(ii) M
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1+xj
para j = 1, · · · , n− 1.
(iii) M
(1)
n (x0) = −2n+ 1.
Demostracio´n. Si tenemos en cuenta que Mn(x) =
√
2 sen
((
n− 12
)
arc cosx
)√
1− x,
resulta que
(i) Mn(xj) = 0 para cualquier xj .
(ii) M
(1)
n (x) = −
√
2 cos((n− 12) arc cos(x))(n− 12)√
1+x
− 12
√
2 sen((n− 12) arc cos(x))√
1−x . Dado que
cos(
(
n− 12
)
arc cosxj) = (−1)j y sen(
(
n− 12
)
arc cosxj) = 0 para j = 1, · · · , n−1,
entonces obtenemos (ii).
(iii) Al evaluar M
(1)
n (x) en x0 = 1 el primer sumando se resuelve como en el caso
anterior y el segundo deviene en una indeterminacio´n que al resolverla por la
regla de L’Hoˆpital-Bernoulli nos da el resultado.
Lema 1.4.11. Sea {xj}n−1j=0 el sistema nodal ampliado relativo a las ra´ıces de Wn−1(x).
Si denotamos por fj(x) a
Mn(x)
x− xj se verifica
(i) fj(xj) = M
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1+xj
para j = 1, · · · , n− 1.
(ii) f0(x0) = M
(1)
n (x0) = −2n+ 1.
(iii) f
(1)
j (xj) = (−1)j+1
√
2
(
n− 12
)
2(x2j − 1)
√
1 + xj
para j = 1, · · · , n− 1.
(iv) f
(1)
0 (x0) = −
1
3
n
(
1 + 2n2 − 3n).
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Demostracio´n. (i) Si tenemos en cuenta la definicio´n de fj(x), resulta que fj(xj) deviene
en una indeterminacio´n que, resuelta por la regla de l’Hoˆpital-Bernoulli, nos da el valor
requerido.
(ii) Se procede de modo ana´logo al del apartado anterior.
(iii) Si calculamos f
(1)
j (x) obtenemos
f
(1)
j (x) =−
√
2
(
cos
((
n− 12
)
arc cos (x)
) (
n− 12
)
√
1 + x (x− xj)
+
1
2
sen
((
n− 12
)
arc cos (x)
)
√
1− x (x− xj)
+
sen
((
n− 12
)
arc cos (x)
)√
1− x
(x− xj)2
)
.
La evaluacio´n de la expresio´n anterior en xj conduce a una indeterminacio´n que se
resuelve tras aplicar dos veces la regla de L’Hoˆpital-Bernoulli obtenie´ndose nuestro
resultado.
(iv) Finalmente, para j = 0 resulta f0(x) =
√
2 sen((n− 12) arc cos(x))
√
1−x
x−1 y su derivada es
f
(1)
0 (x) =−
√
2
(
cos
((
n− 12
)
arc cos (x)
) (
n− 12
)
√
1 + x (x− 1) +
1
2
sen
((
n− 12
)
arc cos (x)
)
√
1− x (x− 1)
+
sen
((
n− 12
)
arc cos (x)
)√
1− x
(x− 1)2
)
.
La indeterminacio´n a la que lleva la evaluacio´n de la expresio´n anterior en el punto x0,
adecuadamente resuelta, nos da el valor buscado.
Lema 1.4.12. Los polinomios Ej(x) y Fj(x), para j = 0, · · · , n − 1, introducidos en
el Lema 1.4.9, verifican:
Ej(xj) = 0 para j = 0, · · · , n− 1,
E
(1)
0 (x0) = (−2n+ 1)2, E(1)j (xj) =
2(n− 12)2
1 + xj
para j = 1, · · · , n− 1,
F0(x0) = (−2n+ 1)2, Fj(xj) =
2(n− 12)2
1 + xj
para j = 1, · · · , n− 1,
F
(1)
0 (x0) =
2
3
n(2n− 1)2(n− 1), F(1)j (xj) =
2(n− 12)2
(xj + 1)(x2j − 1)
para j = 1, · · · , n− 1.
Demostracio´n. Es una consecuencia inmediata de los lemas anteriores.
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Proposicio´n 1.4.13. Sea {xj}n−1j=0 el sistema nodal ampliado relativo a las ra´ıces de
Wn−1(x). Los polinomios fundamentales de interpolacio´n de Hermite Aj(x) y Bj(x)
para j = 0, · · · , n− 1, caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, ∀i = 0, · · · n− 1,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , ∀i = 0, · · · n− 1,
esta´n dados por las siguientes expresiones:
A0(x) =− 2n(n− 1)
3(2n− 1)2
(Mn(x))
2
(x− x0) −
1
(2n− 1)2
(Mn(x))
2
(x− x0)2 ,
Aj(x) = − 2
(2n− 1)2(xj − 1)
(Mn(x))
2
(x− xj) +
2(xj + 1)
(2n− 1)2
(Mn(x))
2
(x− xj)2 para j = 1, · · · , n− 1,
(1.4.10)
B0(x) =
1
(2n− 1)2
(Mn(x))
2
(x− x0) ,
Bj(x) =
2(1 + xj)
(2n− 1)2
(Mn(x))
2
(x− xj) para j = 1, · · · , n− 1.
(1.4.11)
Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma:
Aj(x) = ajEj(x) + bjFj(x)
Bj(x) = cjEj(x).
Comenzaremos por el u´ltimo caso. Se trata de ajustar el valor de cj para que B
(1)
j (xi) =
δi,j , ∀i = 0, · · · n− 1. Teniendo en cuenta que B(1)j (x) = cjE(1)j (x), si evaluamos en xj
y usamos los valores dados en el Lema 1.4.12,
E
(1)
j (xj) =
{
(−2n+ 1)2 para j = 0
2(n− 1
2
)2
1+xj
para j = 1, · · · , n− 1.
obtenemos que cj =
{ 1
(−2n+1)2 para j = 0
1+xj
2(n− 1
2
)2
para j = 1, · · · , n− 1 .
En el caso de Aj(x) podemos expresar las condiciones de interpolacio´n mediante el
sistema
Aj(xj) = ajEj(xj) + bjFj(xj) = 1,
A
(1)
j (xj) = ajE
(1)
j (xj) + bjF
(1)
j (xj) = 0.
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Si utilizamos los valores obtenidos en el Lema 1.4.12, obtenemos los sistemas
b0(−2n+ 1)2 = 1,
a0(−2n+ 1)2 + b0 2
3
n(2n− 1)2(n− 1) = 0,
para j = 0 y
bj
2(n− 12)2
1 + xj
= 1,
aj
2(n− 12)2
1 + xj
+ bj
(2n− 1)2
2(xj + 1)(x2j − 1)
= 0,
para j = 1, · · · , n− 1.
Resolviendo estos sistemas y recordando las expresiones de los polinomios Ej(x) y
Fj(x), para j = 0, · · · , n−1, introducidos en el Lema 1.4.9, termina la demostracio´n.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
Proposicio´n 1.4.14. El polinomio de interpolacio´n de Hermite l2n−1(x) en los nodos
ampliados de Wn−1(x) que interpola las listas {mj}n−1j=0 y {oj}n−1j=0 tiene la siguiente
representacio´n barice´ntrica
l2n−1(x) =
n−1∑
j=0
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
)
mj +
n−1∑
j=0
c˜j
1
(x− xj)oj
n−1∑
j=0
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
) (1.4.12)
con {a˜j}n−1j=0 , {b˜j}n−1j=0 y {c˜j}n−1j=0 dados por
a˜j =
 −
2n(n−1)
3 para j = 0,
2
(1−xj) para j = 1, · · · , n− 1.
b˜j = c˜j =
 1 para j = 0,2(1 + xj) para j = 1, · · · , n− 1.
(1.4.13)
Demostracio´n. Basta tener en cuenta que
l2n−1(x) =
n−1∑
j=0
(Aj(x)mj + Bj(x)oj) , (1.4.14)
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donde Aj(x) y Bj(x) vienen dados por (1.4.10) y (1.4.11) respectivamente y que para
la funcio´n constante 1 obtenemos
1 =
n−1∑
j=0
(
aj
(Mn(x))
2
(x− xj) + bj
(Mn(x))
2
(x− xj)2
)
. (1.4.15)
Dividiendo ahora (1.4.14) entre (1.4.15) y simplificando el factor comu´n (Mn(x))
2 ob-
tenemos
l2n−1(x) =
n−1∑
j=0
(
aj
1
(x− xj) + bj
1
(x− xj)2
)
mj +
n−1∑
j=0
cj
1
(x− xj)oj
n−1∑
j=0
(
aj
1
(x− xj) + bj
1
(x− xj)2
)
donde {aj}n−1j=0 , {bj}n−1j=0 y {cj}n−1j=0 esta´n dados por
aj =

− 2n(n−1)
3(2n−1)2 para j = 0,
2
(2n−1)2(1−xj) para j = 1, · · · , n− 1.
bj = cj =

1
(2n−1)2 para j = 0,
2(1+xj)
(2n−1)2 para j = 1, · · · , n− 1.
Finalmente, eliminando (2n− 1)2, obtenemos (1.4.12).
Observacio´n 1.4.15. Destacamos tambie´n el cara´cter novedoso de la fo´rmula ba-
rice´ntrica obtenida en (1.4.12) para el problema de Hermite planteado en (1.4.9) y
que responde a un problema diferente al que resuelve el algoritmo correspondiente al
apartado (ii) de la Proposicio´n 1.3.3.
Ejemplo 1.4.16. Las siguientes gra´ficas utilizan el algoritmo anterior para obtener
el siguiente polinomio de interpolacio´n de Hermite relativo a x sen pi2x , de orden 512 y
basado en las 28 − 1 ra´ıces de W255(x). Se utiliza la derivada de la funcio´n solamente
para los nodos con valor absoluto mayor o igual que .5 asigna´ndose arbitrariamente a
los dema´s el valor cero.
La primera de las gra´ficas da una idea de conjunto del proceso interpolatorio. Se han
sen˜alado en azul los nodos de interpolacio´n en los que se utiliza la derivada y se omite
la representacio´n del interpolador en la zona central.
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-1.0 -0.5 0.5 1.0
-0.2
0.2
0.4
0.6
0.8
1.0
Figura 1.9: l2n−1 relativo a x sen (pi/2x) en el intervalo [−1, 1]
La segunda de las gra´ficas esta´ dedicada a mostrar la zona central. Se han sen˜alado en
azul los nodos de interpolacio´n que se utilizan y dado que en estos nodos la derivada es
nula, la interpolacio´n se produce con tangente horizontal.
-0.10 -0.05 0.05 0.10
-0.05
0.05
Figura 1.10: l2n−1 relativo a x sen (pi/2x) en el intervalo [−.1, .1]
La tercera de las gra´ficas esta´ dedicada a mostrar la zona cercana a .5. No se han
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sen˜alado los nodos de interpolacio´n y puede observarse la interpolacio´n tanto del valor
de la funcio´n como del valor de la derivada a partir de .5.
0.40 0.45 0.50 0.55 0.60 0.65
-0.2
0.2
0.4
Figura 1.11: l2n−1 relativo a x sen (pi/2x) en el intervalo [.35, .65]
Interpolacio´n de Hermite en el sistema nodal ampliado relativo a Vn−1
Como ya hemos indicado, por Vn−1 entenderemos el (n−1)-e´simo polinomio de Chebys-
hev de tercera especie, su sistema nodal ampliado {xj}nj=1 esta formado por x1, · · · , xn−1,
las n−1 ra´ıces de Vn−1 y xn = −1. Este conjunto de ra´ıces puede describirse como xj =
cos (2j−1)pi2n−1 con j = 1, · · · , n (ve´ase Fig. 1.4). El polinomio nodal que recoge estas ra´ıces
que denotaremos por Sn es el polinomio de grado n dado por Sn(x) = Vn−1(x)(1 + x).
Este polinomio tiene una representacio´n de la forma
√
2 cos
(
(n− 12) arc cosx
)√
1 + x,
pues es bien conocido que Vn−1(cos θ) =
cos((n− 1
2
)θ)
cos θ
2
y si x = cos θ, entonces
Sn(x) =
cos
((
n− 12
)
arc cosx
)
cos
(
1
2 arc cosx
) (1 + x) = cos ((n− 12) arc cosx)√
1+x
2
(1 + x) =
√
2 cos
((
n− 1
2
)
arc cosx
)√
1 + x. (1.4.16)
Observemos que en los nodos {xj}nj=1 se verifica
sen
((
n− 1
2
)
arc cosxj
)
= (−1)j+1
y
cos
((
n− 1
2
)
arc cosxj
)
= 0,
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para j = 1, · · · , n.
El problema que estudiamos a continuacio´n es el de determinar fo´rmulas relativas al
polinomio de interpolacio´n de Hermite en relacio´n a dos conjuntos o listas de n nu´meros
{mj}nj=1 y {oj}nj=1, esto es, determinar el u´nico polinomio de grado menor o igual que
2n− 1 que denotaremos por j2n−1(x) que cumple las condiciones:
j2n−1(xj) = mj y j
(1)
2n−1(xj) = oj , para j = 1, · · · , n. (1.4.17)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}nj=1.
Lema 1.4.17. Los polinomios Ej(x) =
(Sn(x))2
(x−xj) y Fj(x) =
(Sn(x))2
(x−xj)2 , para j = 1, · · · , n,
verifican que:
(i) Ej(xi) = 0,∀i = 1, · · · , n y
{
E
(1)
j (xi) = 0 ∀i 6= j
E
(1)
j (xj) 6= 0
.
(ii)
{
Fj(xi) = 0 ∀i 6= j
Fj(xj) 6= 0 y
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
.
Demostracio´n. Es ana´loga a la demostracio´n del Lema 1.4.1.
Lema 1.4.18. En las ra´ıces {xj}nj=1 de Sn(x) se verifica:
(i) Sn(xj) = 0 para j = 1, · · · , n.
(ii) S
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1−xj para j = 1, · · · , n− 1.
(iii) S
(1)
n (xn) = (−1)n+1(2n− 1).
Demostracio´n. Ana´logo al caso anterior.
Lema 1.4.19. Sea {xj}n−1j=0 el sistema nodal ampliado relativo a las ra´ıces de Vn−1(x).
Si denotamos por fj(x) a
Sn(x)
x− xj se verifica
(i) fj(xj) = S
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1−xj para j = 1, · · · , n− 1.
(ii) fn(xn) = S
(1)
n (xn) = (−1)n+1(2n− 1).
(iii) f
(1)
j (xj) = (−1)j+1
√
2
(
n− 12
)
2(1− x2j )
√
1− xj
para j = 1, · · · , n− 1.
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(iv) f
(1)
n (xn) = (−1)n 1
3
n
(
2n2 − 3n+ 1).
Demostracio´n. Ana´logo al caso anterior.
Lema 1.4.20. Los polinomios Ej(x) y Fj(x), para j = 1, · · · , n, introducidos en el
Lema 1.4.17, verifican:
Ej(xj) = 0 para j = 1, · · · , n
E
(1)
j (xj) =
2(n− 12)2
1− xj para j = 1, · · · , n− 1 y E
(1)
n (xn) = (2n− 1)2,
Fj(xj) =
2(n− 12)2
1− xj para j = 1, · · · , n− 1 y Fn(xn) = (2n− 1)
2,
F
(1)
j (xj) =
2(n− 12)2
(1− xj)(1− x2j )
para j = 1, · · · , n− 1 y F(1)n (xn) = −
2
3
n(2n− 1)2(n− 1).
Demostracio´n. Es una consecuencia inmediata de los lemas anteriores.
Proposicio´n 1.4.21. Sea {xj}nj=1 el sistema nodal ampliado relativo a las ra´ıces de
Vn−1(x). Los polinomios fundamentales de interpolacio´n de Hermite Aj(x) y Bj(x)
para j = 1, · · · , n, caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, ∀i = 1, · · · n,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , ∀i = 1, · · · n,
esta´n dados por las siguientes expresiones:
Aj(x) =− 2
(2n− 1)2(xj + 1)
(Sn(x))
2
(x− xj) −
2(xj − 1)
(2n− 1)2
(Sn(x))
2
(x− xj)2 para j = 1, · · · , n− 1,
An(x) =
1
(2n− 1)2
(Sn(x))
2
(x− xn) +
2n(n− 1)
3(2n− 1)2
(Sn(x))
2
(x− xn)2 ,
(1.4.18)
Bj(x) =
(1− xj)
2(n− 12)2
(Sn(x))
2
(x− xj) para j = 1, · · · , n− 1,
Bn(x) =
1
(2n− 1)2
(Sn(x))
2
(x− xn) .
(1.4.19)
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Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma:
Aj(x) = ajEj(x) + bjFj(x),
Bj(x) = cjEj(x).
Comenzaremos por el u´ltimo caso. Se trata de ajustar el valor de cj para que B
(1)
j (xi) =
δi,j , ∀i = 1, · · · n. Teniendo en cuenta que B(1)j (xi) = cjE(1)j (xi) y aplicando el Lema
1.4.20
E
(1)
j (xj) =
{
(2n− 1)2 para j = n,
2(n− 1
2
)2
1−xj para j = 1, · · · , n− 1,
obtenemos que cj =
{ 1
(2n−1)2 para j = n,
1−xj
2(n− 1
2
)2
para j = 1, · · · , n− 1.
En el caso de Aj(x) podemos expresar las condiciones de interpolacio´n mediante el
sistema
Aj(xj) = ajEj(xj) + bjFj(xj) = 1,
A
(1)
j (xj) = ajE
(1)
j (xj) + bjF
(1)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 1.4.20, obtenemos los sistemas
bn(2n− 1)2 = 1,
an(2n− 1)2 − bn 2
3
n(2n− 1)2(n− 1) = 0,
para j = n y
bj
2(n− 12)2
1− xj = 1,
aj
2(n− 12)2
1− xj + bj
2(n− 12)2
(1− xj)(1− x2j )
= 0,
para j = 1, · · · , n− 1.
Resolviendo estos sistemas y recordando las expresiones de los polinomios Ej(x) y
Fj(x), para j = 1, · · · , n, introducidos en el Lema 1.4.17, termina la demostracio´n.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
Proposicio´n 1.4.22. El polinomio de interpolacio´n de Hermite j2n−1(x) en el sistema
nodal ampliado relativo a Vn−1(x) que interpola las listas {mj}nj=1 y {oj}nj=1 tiene la
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siguiente representacio´n barice´ntrica
j2n−1(x) =
n∑
j=1
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
)
mj +
n∑
j=1
c˜j
1
(x− xj)oj
n∑
j=1
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
) (1.4.20)
con {a˜j}nj=1, {b˜j}nj=1 y {c˜j}nj=1 dados por
a˜j =
 −
2
(xj+1)
para j = 1, · · · , n− 1,
2n(n−1)
3 para j = n,
b˜j = c˜j =
{
2(1− xj) para j = 1, · · · , n− 1,
1 para j = n.
Demostracio´n. Basta tener en cuenta que
j2n−1(x) =
n∑
j=1
(Aj(x)mj + Bj(x)oj) , (1.4.21)
donde Aj(x) y Bj(x) vienen dados por (1.4.18) y (1.4.19) respectivamente y que para
la funcio´n constante 1 obtenemos
1 =
n∑
j=1
(
aj
(Sn(x))
2
(x− xj) + bj
(Sn(x))
2
(x− xj)2
)
, (1.4.22)
por lo que dividiendo (1.4.21) entre (1.4.22) y simplificando el factor comu´n (Sn(x))
2
obtenemos
j2n−1(x) =
n∑
j=1
(
aj
1
(x− xj) + bj
1
(x− xj)2
)
mj +
n∑
j=1
cj
1
(x− xj)oj
n∑
j=1
(
aj
1
(x− xj) + bj
1
(x− xj)2
)
donde {aj}nj=1, {bj}nj=1 y {cj}nj=1 esta´n dados por
aj =
 −
2
(2n−1)2(xj+1) para j = 1, · · · , n− 1,
2n(n−1)
3(2n−1)2 para j = n,
bj = cj =

2(1−xj)
(2n−1)2 para j = 1, · · · , n− 1,
1
(2n−1)2 para j = n.
Finalmente, eliminando (2n− 1)2, obtenemos (1.4.20).
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Observacio´n 1.4.23. Queremos destacar tambie´n el cara´cter novedoso de la fo´rmula
barice´ntrica obtenida en (1.4.20) para el problema de Hermite planteado en (1.4.17) y
que responde a un problema diferente al que resuelve el algoritmo correspondiente al
apartado (iii) de la Proposicio´n 1.3.3.
Observacio´n 1.4.24. Podr´ıamos haber obtenido la expresio´n (1.4.20) de una manera
alternativa a la desarrollada en la proposicio´n anterior, como sigue. Partimos de la
expresio´n de l2n−1 dada en (1.4.12) y tenemos en cuenta que se verifica la siguiente
relacio´n entre los nodos de ambos problemas. Si {xi}n−1i=0 son las ra´ıces de Vn−1(x) y
{Xi}ni=1 son las ra´ıces de Wn−1(x), entonces se verifica que Xi = −xn−i, para i =
1, · · · , n, como se aprecia en la siguiente gra´fica
Figura 1.12: Nodos de Wn−1 y Vn−1
El problema a resolver es encontrar la expresio´n barice´ntrica de j2n−1 tal que
j2n−1(Xi) = mi y j
(1)
2n−1(Xi) = oi, para i = 1, · · · , n.
Si definimos l2n−1(x) = j2n−1(−x), entonces l(1)2n−1(x) = −j(1)2n−1(−x) y se deber´ıa de
verificar que
mi = j2n−1(Xi) = l2n−1(−Xi) = l2n−1(xn−i),
oi = j
(1)
2n−1(Xi) = −l(1)2n−1(−Xi) = −l(1)2n−1(xn−i),
para i = 1, · · · , n.
Vamos a escribir a continuacio´n la expresio´n barice´ntrica para l2n−1(x) dada en (1.4.12)
tal que l2n−1(xn−i) = mi y l
(1)
2n−1(xn−i) = −oi para i = 1, · · · , n, es decir, se cumple
que
l2n−1(xi) = mn−i
l
(1)
2n−1(xi) = −on−i
}
para i = 0, · · · , n− 1
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La expresio´n de l2n−1 dada en (1.4.12) es
l2n−1(x) =
n−1∑
j=0
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
)
mn−j +
n−1∑
j=0
c˜j
1
(x− xj)(−1)on−j
n−1∑
j=0
(
a˜j
1
(x− xj) + b˜j
1
(x− xj)2
) ,
con {a˜j}n−1j=0 , {b˜j}n−1j=0 y {c˜j}n−1j=0 dados por (1.4.13) Definimos j2n−1(x) = l2n−1(−x).
En consecuencia
j2n−1(x) =
n−1∑
j=0
(
a˜j
1
(−x− xj) + b˜j
1
(−x− xj)2
)
mn−j +
n−1∑
j=0
c˜j
1
(−x− xj)(−1)on−j
n−1∑
j=0
(
a˜j
1
(−x− xj) + b˜j
1
(−x− xj)2
) ,
con {a˜j}n−1j=0 , {b˜j}n−1j=0 y {c˜j}n−1j=0 dados en (1.4.13). Operando en la ecuacio´n anterior
obtenemos
j2n−1(x) =
n−1∑
j=0
(
a˜j
(−1)
(x+ xj)
+ b˜j
1
(x+ xj)2
)
mn−j +
n−1∑
j=0
c˜j
1
(x+ xj)
on−j
n−1∑
j=0
(
a˜j
(−1)
(x+ xj)
+ b˜j
1
(x+ xj)2
) .
Si llamamos n− j = l, para j = 0, · · · , n− 1, entonces l = 1, · · · , n y
j2n−1(x) =
n∑
l=1
(
a˜n−l
(−1)
(x+ xn−l)
+ b˜n−l
1
(x+ xn−l)2
)
ml +
n−1∑
j=0
c˜n−l
1
(x+ xn−l)
ol
n−1∑
j=0
(
a˜n−l
(−1)
(x+ xn−l)
+ b˜n−l
1
(x+ xn−l)2
) =
n∑
l=1
(
a˜n−l
(−1)
(x−Xl) + b˜n−l
1
(x−Xl)2
)
ml +
n−1∑
j=0
c˜n−l
1
(x−Xl)ol
n−1∑
j=0
(
a˜n−l
(−1)
(x−Xl) + b˜n−l
1
(x−Xl)2
) .
Si denotamos A˜l = −a˜n−l, B˜l = b˜n−l y C˜l = c˜n−l tenemos que
A˜l =

2
(xn−l−1) para l = 1, · · · , n− 1,
2n(n−1)
3 para l = n.
=

2
(−Xl−1) para l = 1, · · · , n− 1,
2n(n−1)
3 para l = n.
B˜l = C˜l =
 2(xn−l + 1) para l = 1, · · · , n− 1,1 para l = n. =
 2(1−Xl) para l = 1, · · · , n− 1,1 para l = n.
y obtenemos la expresio´n de j2n−1(x) dada en (1.4.20)
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Ejemplo 1.4.25. Las siguientes gra´ficas utilizan el algoritmo anterior para obtener
el siguiente polinomio de interpolacio´n de Hermite relativo a x sen pi2x , de orden 512 y
basado en las 28 − 1 ra´ıces de V255(x). Se utiliza la derivada de la funcio´n solamente
para los nodos con valor absoluto mayor o igual que .5 asigna´ndose arbitrariamente en
los dema´s el valor cero.
La primera de las gra´ficas da una idea de conjunto del proceso interpolatorio. Se han
sen˜alado en azul los nodos de interpolacio´n en que se utiliza la derivada y se omite la
representacio´n del interpolador en la zona central.
-1.0 -0.5 0.5 1.0
-0.2
0.2
0.4
0.6
0.8
1.0
Figura 1.13: j2n−1 relativo a x sen (pi/2x) en el intervalo [−1, 1]
La segunda de las gra´ficas esta´ dedicada a mostrar la zona central. Se han sen˜alado en
azul los nodos de interpolacio´n que se utilizan y dado que en estos nodos la derivada es
nula, la interpolacio´n se produce con tangente horizontal.
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-0.10 -0.05 0.05 0.10
-0.05
0.05
Figura 1.14: j2n−1 relativo a x sen (pi/2x) en el intervalo [−.1, .1]
La tercera de las gra´ficas esta´ dedicada a mostrar la zona cercana a −.5. No se han
sen˜alado los nodos de interpolacio´n y puede observarse la interpolacio´n tanto del valor
de la funcio´n como del valor de la derivada a la izquierda de −.5.
-0.60 -0.55 -0.50 -0.45 -0.40 -0.35
-0.2
0.2
0.4
Figura 1.15: j2n−1 relativo a x sen (pi/2x) en el intervalo [−.65,−.35]
Cap´ıtulo 2
Interpolacio´n de Hermite en T
con dos derivadas
2.1. Introduccio´n
Este cap´ıtulo esta´ dedicado al problema de interpolacio´n de Hermite generalizado so-
bre la circunferencia unidad, prefijando las dos primeras derivadas. Se consideran nodos
equiespaciados y se construye el polinomio algebraico de interpolacio´n de Hermite uti-
lizando una base adecuada que permite determinar sus coeficientes de forma eficiente
mediante el uso de la FFT.
Este esquema, que ha sido desarrollado en el Cap´ıtulo 1 de esta Memoria, da lugar a
expresiones muy complejas en el caso de dos derivadas, como puede observarse en la sec-
cio´n 2.2. Por ello hemos decidido abordar directamente, en la seccio´n 2.3, la obtencio´n
de los polinomios de Laurent de interpolacio´n de Hermite mediante la construccio´n de
una base apropiada utilizando un mecanismo alternativo al desarrollado en el Cap´ıtu-
lo 1.
La u´ltima seccio´n de este cap´ıtulo se dedica al estudio de las expresiones barice´ntricas.
Para sistemas nodales equiespaciados sobre T se obtienen las fo´rmulas barice´ntricas de
los polinomios de Laurent de interpolacio´n de Hermite con dos derivadas que resul-
tan ser aportaciones novedosas de esta Memoria. Es bien conocido que los problemas
de interpolacio´n de Hermite en la circunferencia unidad y los problemas de interpola-
cio´n trigonome´trica de Hermite en el intervalo [0, 2pi] esta´n bien conectados. En [72]
se han obtenido fo´rmulas lagrangianas y barice´ntricas para problemas de interpola-
cio´n trigonome´trica de Hermite en puntos cualesquiera y con orden superior arbitrario.
Otra referencia importante en este tema es [54] donde se trata un problema que no es
trasladable al problema que resolvemos en este cap´ıtulo.
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2.2. Determinacio´n del polinomio de interpolacio´n
Sean {αj}n−1j=0 las n ra´ıces n-e´simas de un nu´mero complejo λ con |λ| = 1. Podemos
suponer, como indicamos en (1.2.11), que:
αj = e
i(θ+2pij)
n = e
iθ
n e
i2pij
n = e
iθ
n zj = e
iβzj (2.2.1)
siendo {zj}n−1j=0 las n ra´ıces n-e´simas de la unidad.
Definicio´n 2.2.1. Llamamos problema de interpolacio´n de Hermite con nodos equies-
paciados {αj}n−1j=0 en la circunferencia unidad T a determinar un polinomio H3n−1(z) ∈
P3n−1[z] tal que
H3n−1(αj) = uj , H
(1)
3n−1(αj) = vj y H
(2)
3n−1(αj) = wj para j = 0, · · · , n− 1, (2.2.2)
donde {uj}n−1j=0 , {vj}n−1j=0 y {wj}n−1j=0 son nu´meros complejos prefijados.
Vamos a descomponer el problema anterior en los tres problemas siguientes que deno-
taremos como problema 0, problema 1 y problema 2 y que definimos como sigue.
Definicio´n 2.2.2. Llamamos problema de interpolacio´n de Hermite de tipo 0 con no-
dos equiespaciados {αj}n−1j=0 en la circunferencia unidad T a determinar un polinomio
H0,3n−1(z) ∈ P3n−1[z] tal que
H0,3n−1(αj) = uj , H
(1)
0,3n−1(αj) = 0 y H
(2)
0,3n−1(αj) = 0 para j = 0, · · · , n− 1.
(2.2.3)
Definicio´n 2.2.3. Llamamos problema de interpolacio´n de Hermite de tipo 1 con no-
dos equiespaciados {αj}n−1j=0 en la circunferencia unidad T a determinar un polinomio
H1,3n−1(z) ∈ P3n−1[z] tal que
H1,3n−1(αj) = 0, H
(1)
1,3n−1(αj) = vj y H
(2)
1,3n−1(αj) = 0 para j = 0, · · · , n− 1. (2.2.4)
Definicio´n 2.2.4. Llamamos problema de interpolacio´n de Hermite de tipo 2 con no-
dos equiespaciados {αj}n−1j=0 en la circunferencia unidad T a determinar un polinomio
H2,3n−1(z) ∈ P3n−1[z] tal que
H2,3n−1(αj) = 0, H
(1)
2,3n−1(αj) = 0 y H
(2)
2,3n−1(αj) = wj para j = 0, · · · , n− 1.
(2.2.5)
Siguiendo lo hecho en el cap´ıtulo 1 de esta memoria, vamos a presentar a continuacio´n
un algoritmo que utiliza la FFT para calcular los coeficientes deH0,3n−1(z),H1,3n−1(z)
y H2,3n−1(z).
Definimos el producto interior de tipo Sobolev en el espacio P3n−1[z] asociado con los
nodos equiespaciados {αj}n−1j=0 de la siguiente forma:
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〈f(z), g(z)〉S3β =
1
n
n−1∑
j=0
f(αj)g(αj) +
1
n
n−1∑
j=0
f (1)(αj)g(1)(αj) +
1
n
n−1∑
j=0
f (2)(αj)g(2)(αj).
(2.2.6)
Proposicio´n 2.2.1. El sistema
{Zk(z)}3n−1k=0 =
{
zk
}n−1
k=0
∪
{
zn+k + akz
k
}n−1
k=0
∪
{
z2n+k + bn+kz
n+k + ckz
k
}n−1
k=0
(2.2.7)
es una base ortogonal del espacio P3n−1[z] con el producto interior 〈, 〉S3β dado en
(2.2.6), siendo
ak =−
(
1 + k(n+ k)
[
1 + (n+ k − 1) (k − 1)])λ(
1 + k2 + k2 (k − 1)2
) ,
bn+k =− 2λk
4 + 3k3n+ 2k2n2 + 4k2 + 6kn− 4k + 2n2 − 3n+ 2
k4 + 2k3n+ k2n2 + 4k2 + 4kn− 4k + n2 − 2n+ 2 ,
ck =λ
2k
4 + 4k3n+ 5k2n2 + 4k2 + 2kn3 + 8kn− 4k + 3n2 − 4n+ 2
k4 + 2k3n+ k2n2 + 4k2 + 4kn− 4k + n2 − 2n+ 2 .
Adema´s las normas son
‖Zk(z)‖S3β =
(
1 + k2 + k2(k − 1)2) 12 ,
‖Zn+k(z)‖S3β =(
1 + (n+ k)2 + (n+ k)2 (n+ k − 1)2 −
(
1 + k(n+ k)
[
1 + (n+ k − 1) (k − 1)])2λ(
1 + k2 + k2 (k − 1)2
) ) 12 ,
‖Z2n+k(z)‖S3β =
(
4n4
k4 + 2k3n+ k2n2 + 4k2 + 4kn− 4k + n2 − 2n+ 2
) 1
2
,
para k = 0, · · · , n− 1.
Demostracio´n. Queremos obtener una base ortogonal {Zk (z, β)}3n−1k=0 .
La construimos de la forma:
Zk (z, β) = z
k
Zn+k (z, β) = z
n+k + akz
k
Z2n+k (z, β) = z
2n+k + bn+kz
n+k + ckz
k
 k = 0, . . . , n− 1.
Necesitamos que se verifique:
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〈Zln+k (z, β) , Zpn+j (z, β)〉S3β =
{
0 si l 6= p o k 6= j,
‖Zln+j (z, β)‖2S3β si l = p y k = j.
Teniendo en cuenta la expresio´n de los polinomios Zk y las propiedades del producto
interior, vamos a calcular las siguientes expresiones:
〈
zk, zl
〉
S3β
=
=
1
n
n−1∑
j=0
αkjα
l
j +
1
n
n−1∑
j=0
klαk−1j α
l−1
j +
1
n
n−1∑
j=0
kl (k − 1) (l − 1)αk−2j αl−2j
=
1
n
eiβ(k−l)
(
1 + kl + kl (k − 1) (l − 1)
) n−1∑
j=0
zk−lj
=
{
1 + k2
[
1 + (k − 1)2] si k = l,
0 en otro caso.
Mediante un proceso ana´logo al anterior, tenemos que:
〈
zn+k, zl
〉
S3β
=
{ (
1 + (n+ k) k
[
1 + (n+ k − 1) (k − 1)])λ si k = l,
0 en otro caso.
〈
z2n+k, zl
〉
S3β
=
{ (
1 + (2n+ k)k
[
1 + (2n+ k − 1)(k − 1)])λ2 si k = l,
0 en otro caso.
〈
zn+k, zn+l
〉
S3β
=
{
1 + (n+ k)2
[
1 + (n+ k − 1)2] si k = l,
0 en otro caso.
〈
z2n+k, zn+l
〉
S3β
=
=
{ (
1 + (2n+ k) (n+ k)
[
1 + (2n+ k − 1) (n+ k − 1)])λ si k = l,
0 en otro caso.
〈
z2n+k, z2n+l
〉
S3β
=
{
1 + (2n+ k)2
(
1 + (2n+ k − 1)2
)
si k = l,
0 en otro caso.
Recordando la expresio´n de los polinomios Zk, tenemos, para k = 0, · · · , n− 1, que
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〈Zk (z, β) , Zl (z, β)〉S3β =
〈
zk, zl
〉
S3β
=
{
1 + k2 + k2 (k − 1)2 = ‖Zk(z)‖2S3β si k = l,
0 en otro caso.
Las condiciones de ortogonalidad nos llevan al siguiente sistema:
0 = 〈Zn+k (z, β) , Zl (z, β)〉S3β =
〈
zn+k + akz
k, zl
〉
S3β
=
〈
zn+k, zl
〉
S3β
+ ak
〈
zk, zl
〉
S3β
= δk,l
((
1 + k(n+ k)
[
1 + (n+ k − 1) (k − 1)])λ+ ak (1 + k2[1 + (k − 1)2])) ,
〈Zn+k (z, β) , Zn+l (z, β)〉S3β =
〈
Zn+k (z, β) , z
n+l
〉
S3β
+
〈
Zn+k (z, β) , alz
l
〉
S3β
=
〈
Zn+k (z, β) , z
n+l
〉
S3β
=
〈
zn+k + akz
k, zn+l
〉
S3β
=
〈
zn+k, zn+l
〉
S3β
+ ak
〈
zk, zn+l
〉
S3β
= δk,l
(
1 + (n+ k)2
[
1 + (n+ k − 1)2]+ ak(1 + k(n+ k)[1 + (n+ k − 1) (k − 1)])
)
= ‖Zn+k(z)‖2S3β .
Resolviendo el sistema obtenemos
ak = −
(
1 + k(n+ k)
[
1 + (n+ k − 1) (k − 1)])λ(
1 + k2 + k2 (k − 1)2
) ,
‖Zn+k(z)‖S3β =
(
1+(n+ k)2+(n+ k)2 (n+ k − 1)2−
(
1 + k(n+ k)
[
1 + (n+ k − 1) (k − 1)])2λ(
1 + k2 + k2 (k − 1)2)
) 1
2
.
De nuevo, las condiciones de ortogonalidad determinan el siguiente sistema de ecuacio-
nes
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0 = 〈Z2n+k (z) , Zl (z)〉S3β =
〈
Z2n+k (z) , z
l
〉
S3β
=
〈
z2n+k + bn+kz
n+k + ckz
k, zl
〉
S3β
=
〈
z2n+k, zk
〉
S3β
+ bn+k
〈
zn+k, zk
〉
S3β
+ ck
〈
zk, zk
〉
S3β
=
(
1 + (2n+ k) k + (2n+ k) k (2n+ k − 1) (k − 1)
)
λ2
+ bn+k
(
1 + (n+ k) k + (n+ k) k (n+ k − 1) (k − 1)
)
λ
+ ck
(
1 + k2 + k2 (k − 1)2
)
,
0 = 〈Z2n+k (z) , Zn+l (z)〉S3β =
〈
Z2n+k (z) , z
n+l + alz
l
〉
S3β
=
〈
Z2n+k (z) , z
n+l
〉
S3β
+ al
〈
Z2n+k (z) , z
l
〉
S3β
=
〈
Z2n+k (z) , z
n+l
〉
S3β
=
〈
z2n+k + bn+kz
n+k + ckz
k, zn+l
〉
S3β
=
〈
z2n+k, zn+l
〉
S3β
+ bn+k
〈
zn+k, zn+l
〉
S3β
+ ck
〈
zk, zn+l
〉
S3β
= δk,l
[(
1 + (2n+ k) (n+ k) + (2n+ k) (n+ k) (2n+ k − 1) (n+ k − 1)
)
λ
+ bn+k
(
1 + (n+ k)2 + (n+ k)2 (n+ k − 1)2
)
+ ck
(
1 + (n+ k) k + (n+ k) k (n+ k − 1) (k − 1)
)
λ−1
]
,
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〈Z2n+k (z) , Z2n+l (z)〉S3β =
=
〈
Z2n+k (z) , z
2n+l + bn+lz
n+l + clz
l
〉
S3β
=
〈
Z2n+k (z) , z
2n+l
〉
S3β
+ bn+l
〈
Z2n+k (z) , z
n+l
〉
S3β
+ cl
〈
Z2n+k (z) , z
l
〉
S3β
=
〈
Z2n+k (z) , z
2n+l
〉
S3β
=
〈
z2n+k, z2n+l
〉
S3β
+ bn+k
〈
zn+k, z2n+l
〉
S3β
+ ck
〈
zk, z2n+l
〉
S3β
= δk,l
[(
1 + (2n+ k)2 + (2n+ k)2 (2n+ k − 1)2
)
+ bn+k
(
1 + (2n+ k) (n+ k) + (2n+ k) (n+ k) (2n+ k − 1) (n+ k − 1)
)
λ−1
+ ck
(
1 + (2n+ k) k + (2n+ k) k (2n+ k − 1) (k − 1)
)
λ−2
]
.
Esta u´ltima ecuacio´n puede escribirse como
‖Z2n+k(z)‖2S3β =
=
(
1 + (2n+ k)2 + (2n+ k)2 (2n+ k − 1)2
)
+ bn+k
(
1 + (2n+ k) (n+ k) + (2n+ k) (n+ k) (2n+ k − 1) (n+ k − 1)
)
λ−1
+ ck
(
1 + (2n+ k) k + (2n+ k) k (2n+ k − 1) (k − 1)
)
λ−2.
Resolviendo el sistema lineal formado por las tres ecuaciones anteriores obtenemos los
siguientes valores para los coeficientes y las normas:
‖Z2n+k‖2S3β =
4n4
k4 + 2k3n+ k2n2 + 4k2 + 4kn− 4k + n2 − 2n+ 2 ,
ck = λ
2k
4 + 4k3n+ 5k2n2 + 4k2 + 2kn3 + 8kn− 4k + 3n2 − 4n+ 2
k4 + 2k3n+ k2n2 + 4k2 + 4kn− 4k + n2 − 2n+ 2 ,
bn+k = −2λk
4 + 3k3n+ 2k2n2 + 4k2 + 6kn− 4k + 2n2 − 3n+ 2
k4 + 2k3n+ k2n2 + 4k2 + 4kn− 4k + n2 − 2n+ 2 .
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Ca´lculo de H3n−1
Utilizando la base ortogonal obtenida antes podemos calcular ya el polinomio H3n−1
verificando las condiciones dadas en (2.2.2) de forma que:
H3n−1 (z) = H0,3n−1 (z) +H1,3n−1 (z) +H2,3n−1 (z) , (2.2.8)
siendo
H0,3n−1 (z) =
3n−1∑
k=0
dk,0Zk (z) ,
H1,3n−1 (z) =
3n−1∑
k=0
dk,1Zk (z) ,
y
H2,3n−1 (z) =
3n−1∑
k=0
dk,2Zk (z) .
Solucio´n del problema 0
Tenemos que:
〈H0,3n−1 (z) , Zk (z)〉S3β =
=
〈
3n−1∑
j=0
dj,0Zj (z) , Zk (z)
〉
S3β
=
3n−1∑
j=0
dj,0 〈Zj (z) , Zk (z)〉S3β = dk,0 ‖Zk (z)‖
2
S3β
.
Por otro lado:
〈H0,3n−1 (z) , Zk (z)〉S3β =
=
1
n
n−1∑
j=0
H0,3n−1 (αj)Zk (αj) +
1
n
n−1∑
j=0
H
(1)
0,3n−1 (αj)Z
(1)
k (αj)
+
1
n
n−1∑
j=0
H
(2)
0,3n−1 (αj)Z
(2)
k (αj)
=
1
n
n−1∑
j=0
H0,3n−1 (αj)Zk (αj) =
1
n
n−1∑
j=0
ujZk (αj).
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De las dos igualdades anteriores obtenemos:
dk,0 =
1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
ujZk (αj), k = 0, . . . , 3n− 1.
Como:
Zk (z) = z
k,
Zn+k (z) = z
n+k + akz
k,
Z2n+k (z) = z
2n+k + bn+kz
n+k + ckz
k, k = 0, . . . , n− 1,
obtenemos:
Zk (αj) = e
−ikβzjk,
Zn+k (αj) = αj
n+k + akαj
k =
(
e−inβ + ak
)
e−ikβzjk,
Z2n+k (αj) = αj
2n+k + bn+kαj
n+k + ckαj
k =
(
e−i2nβ + bn+ke−inβ + ck
)
e−ikβzjk.
Solucio´n del problema 1
Sabemos que:
〈H1,3n−1 (z) , Zk (z)〉S3β =
=
〈
3n−1∑
j=0
dj,1Zj (z) , Zk (z)
〉
S3β
=
3n−1∑
j=0
dj,1 〈Zj (z) , Zk (z)〉S3β
= dk,1 ‖Zk (z)‖2S3β .
Pero tambie´n:
〈H1,3n−1 (z) , Zk (z)〉S3β =
=
1
n
n−1∑
j=0
H1,3n−1 (αj)Zk (αj) +
1
n
n−1∑
j=0
H
(1)
1,3n−1 (αj)Z
(1)
k (αj)
+
1
n
n−1∑
j=0
H
(2)
1,3n−1 (αj)Z
(2)
k (αj)
=
1
n
n−1∑
j=0
H
(1)
1,3n−1 (αj)Z
(1)
k (αj) =
1
n
n−1∑
j=0
vjZ
(1)
k (αj),
por lo que de las dos igualdades anteriores obtenemos:
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dk,1 =
1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
vjZ
(1)
k (αj), k = 0, . . . , 3n− 1,
donde
Z
(1)
k (z) = kz
k−1,
Z
(1)
n+k (z) = (n+ k) z
n+k−1 + kakzk−1,
Z
(1)
2n+k (z) = (2n+ k) z
2n+k−1 + (n+ k) bn+kzn+k−1 + kckzk−1, k = 0, . . . , n− 1.
Por lo tanto
Z
(1)
k (αj) = kαj
k−1 = ke−i(k−1)βzjk−1,
Z
(1)
n+k (αj) = (n+ k)αj
n+k−1 + kakαjk−1 =
(
(n+ k)e−inβ + kak
)
e−i(k−1)βzjk−1,
Z
(1)
2n+k (αj) = (2n+ k)αj
2n+k−1 + (n+ k) bn+kαjn+k−1 + kckαjk−1,
= (2n+ k) e−i2nβαjk−1 + (n+ k) bn+ke−inβαjk−1 + kckαjk−1,
=
(
(2n+ k) e−i2nβ + (n+ k) bn+ke−inβ + kck
)
e−i(k−1)βzjk−1.
Finalmente, damos la solucio´n del problema 2
Como:
〈H2,3n−1 (z) , Zk (z)〉S3β =
=
〈
3n−1∑
j=0
dj,2Zj (z) , Zk (z)
〉
S3β
=
3n−1∑
j=0
dj,2 〈Zj (z) , Zk (z)〉S3β
= dk,2 ‖Zk (z)‖2S3β
y
〈H2,3n−1 (z) , Zk (z)〉S3β =
=
1
n
n−1∑
j=0
H2,3n−1 (αj)Zk (αj) +
1
n
n−1∑
j=0
H
(1)
2,3n−1 (αj)Z
(1)
k (αj)
+
1
n
n−1∑
j=0
H
(2)
2,3n−1 (αj)Z
(2)
k (αj)
=
1
n
n−1∑
j=0
H
(2)
2,3n−1 (αj)Z
(2)
k (αj) =
1
n
n−1∑
j=0
wjZ
(2)
k (αj),
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de las dos igualdades anteriores obtenemos:
dk,2 =
1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
wjZ
(2)
k (αj), k = 0, . . . , 3n− 1.
Como sabemos que:
Z
(2)
k (z) = k (k − 1) zk−2,
Z
(2)
n+k (z) = (n+ k) (n+ k − 1) zn+k−2 + k (k − 1) akzk−2,
Z
(2)
2n+k (z) = (2n+ k) (2n+ k − 1) z2n+k−2 + (n+ k) (n+ k − 1) bn+kzn+k−2
+ k (k − 1) ckzk−2, k = 0, . . . , n− 1,
entonces obtenemos:
Z
(2)
k (αj) = k (k − 1)αjk−2 = k (k − 1) e−i(k−2)βzjk−2
Z
(2)
n+k (αj) = (n+ k) (n+ k − 1)αjn+k−2 + k (k − 1) akαjk−2
= (n+ k) (n+ k − 1) e−inβαjk−2 + k (k − 1) akαjk−2
=
(
(n+ k) (n+ k − 1) e−inβ + k (k − 1) ak
)
e−i(k−2)βzj
k−2
Z
(2)
2n+k (αj) = (2n+ k) (2n+ k − 1)αj2n+k−2 + (n+ k) (n+ k − 1) bn+kαjn+k−2 + k (k − 1) ckαjk−2
= (2n+ k) (2n+ k − 1) e−i2nβαjk−2 + (n+ k) (n+ k − 1) bn+ke−inβαjk−2 + k (k − 1) ckαjk−2
=
(
(2n+ k) (2n+ k − 1) e−i2nβ + (n+ k) (n+ k − 1) bn+ke−inβ + k (k − 1) ck
)
e−i(k−2)βzj
k−2.
Recordando lo planteado en la ecuacio´n (2.2.8):
H3n−1 (z) = H0,3n−1 (z) +H1,3n−1 (z) +H2,3n−1 (z) ,
siendo
H0,3n−1 (z) =
3n−1∑
k=0
dk,0Zk (z) , H1,3n−1 (z) =
3n−1∑
k=0
dk,1Zk (z) y H2,3n−1 (z) =
3n−1∑
k=0
dk,2Zk (z)
y teniendo en cuenta los valores de los dln+k,l calculados antes, podemos escribir:
H0,3n−1 (z) =
n−1∑
k=0
[ 1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
ujαj
k
]
Zk (z)
+
n−1∑
k=0
[ 1
n
1
‖Zn+k (z)‖2S3β
n−1∑
j=0
uj
(
λ−1 + ak
)
αj
k
]
Zn+k (z)
+
n−1∑
k=0
[ 1
n
1
‖Z2n+k (z)‖2S3β
n−1∑
j=0
uj
(
λ−2 + bn+kλ−1 + ck
)
αj
k
]
Z2n+k (z) ,
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H1,3n−1 (z) =
n−1∑
k=0
[ 1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
vjkαj
k−1
]
Zk (z)
+
n−1∑
k=0
[ 1
n
1
‖Zn+k (z)‖2S3β
n−1∑
j=0
vj
(
(n+ k)λ−1 + kak
)
αj
k−1
]
Zn+k (z)
+
n−1∑
k=0
[ 1
n
1
‖Z2n+k (z)‖2S3β
n−1∑
j=0
vj
(
(2n+ k)λ−2 + (n+ k) bn+kλ−1 + kck
)
αj
k−1
]
Z2n+k (z) =
n−1∑
k=0
[ 1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
vj
αj
ke−ikβzjk
]
Zk (z)
+
n−1∑
k=0
[ 1
n
1
‖Zn+k (z)‖2S3β
n−1∑
j=0
vj
αj
(
(n+ k)λ−1 + kak
)
αj
k
]
Zn+k (z)
+
n−1∑
k=0
[ 1
n
1
‖Z2n+k (z)‖2S3β
n−1∑
j=0
vj
αj
(
(2n+ k)λ−2 + (n+ k) bn+kλ−1 + kck
)
αj
k
]
Z2n+k (z) ,
H2,3n−1 (z) =
n−1∑
k=0
[ 1
n
1
‖Zk (z)‖2S3β
n−1∑
j=0
wjk (k − 1)αjk−2
]
Zk (z)
+
n−1∑
k=0
[ 1
n
1
‖Zn+k (z)‖2S3β
n−1∑
j=0
wj
(
(n+ k) (n+ k − 1)λ−1 + k (k − 1) ak
)
αj
k−2
]
Zn+k (z)
+
n−1∑
k=0
{
1
n
1
‖Z2n+k (z)‖2S3β
n−1∑
j=0
wj
[
(2n+ k) (2n+ k − 1)λ−2 + (n+ k) (n+ k − 1) bn+kλ−1
+ k (k − 1) ck]αjk−2
}
Z2n+k (z) =
n−1∑
k=0
[ 1
n
k (k − 1)
‖Zk (z)‖2S3β
n−1∑
j=0
wj
αj2
αj
k
]
Zk (z)
+
n−1∑
k=0
[ 1
n
(n+ k) (n+ k − 1)λ−1 + k (k − 1) ak]
‖Zn+k (z)‖2S3β
n−1∑
j=0
wj
αj2
αj
k
]
Zn+k (z)
+
n−1∑
k=0
[
1
n
(2n+ k) (2n+ k − 1)λ−2 + (n+ k) (n+ k − 1) bn+kλ−1 + k (k − 1) ck
‖Z2n+k (z)‖2S3β
n−1∑
j=0
wj
αj2
αj
k
]
Z2n+k (z) .
Nuestra intencio´n era abordar la interpolacio´n de Hermite sobre T en el espacio de los
polinomios de Laurent de modo semejante a como se hab´ıa hecho en el cap´ıtulo 1 de
esta memoria, pero vista la complejidad de las expresiones anteriores hemos optado por
tomar un camino alternativo.
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2.3. Polinomios de Laurent de interpolacio´n de Hermite
Sean {αj}n−1j=0 las n ra´ıces n-e´simas de un nu´mero complejo λ con |λ| = 1. El problema de
interpolacio´n de Hermite con dos derivadas y sistema nodal {αj}n−1j=0 se puede plantear,
en el espacio de los polinomios de Laurent, como sigue:
Sean p(n) y q(n) dos sucesiones no decrecientes de enteros no negativos tales que
p(n) + q(n) = 3n− 1, n = 1, 2, . . . . En estas condiciones, se trata de encontrar el u´nico
polinomio de Laurent H−p(n),q(n)(z) ∈ Λ−p(n),q(n)[z] = span{zk : −p(n) ≤ k ≤ q(n)}
que verifica las condiciones de interpolacio´n
H−p(n),q(n)(αj) = uj , H
(1)
−p(n),q(n)(αj) = vj , H
(2)
−p(n),q(n)(αj) = wj para j = 0, . . . , n− 1,
donde {uj}n−1j=0 , {vj}n−1j=0 y {wj}n−1j=0 son valores complejos prefijados.
Por simplicidad y sin pe´rdida de generalidad, so´lo consideraremos el problema en la
siguiente forma que consiste en tomar p(n) = n + E[n2 ] y q(n) = n + E[
n−1
2 ], es decir,
se trata de encontrar el polinomio
H (z) ∈ Λ−n−E[n
2
], n+E[n−1
2
][z]
que verifica las condiciones de interpolacio´n
H (αj) = uj , H
(1)(αj) = vj , H
(2)(αj) = wj para j = 0, . . . , n− 1, (2.3.1)
donde {uj}n−1j=0 , {vj}n−1j=0 y {wj}n−1j=0 son valores complejos prefijados.
Con el fin de obtener una expresio´n de dicho polinomio introducimos, como polinomios
auxiliares, los polinomio de Laurent de interpolacio´n de Hermite relativos a zk que
denotaremos porL0,k,L1,k yL2,k, con−E(n2 ) 6 k 6 E[n−12 ] y que esta´n caracterizados
por
L0,k(z) ∈ Λ−n−E[n
2
], n+E[n−1
2
][z]
L0,k(αj) = α
k
j , L
(1)
0,k (αj) = 0, L
(2)
0,k (αj) = 0 para j = 0, . . . , n− 1.
(2.3.2)
L1,k(z) ∈ Λ−n−E[n
2
], n+E[n−1
2
][z]
L1,k(αj) = 0, L
(1)
1,k (αj) =
{
α−1j si k = 0
kαk−1j si k 6= 0
, L
(2)
1,k (αj) = 0 para j = 0, . . . , n− 1.
(2.3.3)
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L2,k(z) ∈ Λ−n−E[n
2
], n+E[n−1
2
][z]
L2,k(αj) = 0, L
(1)
2,k (αj) = 0, L
(2)
2,k (αj) =

α−2j si k = 0,
α−1j si k = 1,
k(k − 1)αk−2j si k /∈ {0, 1},
(2.3.4)
para j = 0, . . . , n− 1.
Proposicio´n 2.3.1. Los polinomiosL0,k(z),L1,k(z) yL2,k(z), para −E(n2 ) 6 k 6 E[n−12 ]
pueden expresarse como:
L0,k(z) =
1
n2
[
λ
2
k(k + n)zk−n + (n2 − k2)zk + k
2λ
(k − n)zn+k
]
,
L1,k(z) =

1
n2
[
λ(1−n)
2 z
−n − 1 + n+12λ zn
]
si k = 0,
1
n2
[−λ2k(n+ 2k − 1)zk−n + k(2k − 1)zk + k2λ(n− 2k + 1)zn+k] si k 6= 0,
L2,k(z) =

1
n2
[
λ
2 z
−n − 1 + 12λzn
]
si k = 0,
1
n2
[
λ
2 z
1−n − z + 12λzn+1
]
si k = 1,
1
n2
[
λ
2k(k − 1)zk−n + k(1− k)zk + 12λk(k − 1)zn+k
]
si k /∈ {0, 1}.
Demostracio´n. El polinomio que interpola a zk segu´n (2.3.2) tiene la forma
L0,k(z) = 0akz
k + 0bkz
n+k + 0ckz
k−n.
Evaluando en αj y aplicando la primera condicio´n de interpolacio´n obtenemos 0akα
k
j +
0bkα
n+k
j + 0ckα
k−n
j = α
k
j de donde se sigue que 0ak + 0bkλ+ 0ck
1
λ = 1.
Derivando L0,k(z), obtenemos:
L
(1)
0,k (z) = 0akkz
k−1 + 0bk(n+ k)zn+k−1 + 0ck(k − n)zk−n−1,
evaluando en αj y aplicando la segunda condicio´n de interpolacio´n se sigue
0akkα
k−1
j +0bk(n+ k)α
n+k−1
j +0ck(k − n)αk−n−1j = 0,
de donde 0akk+0bk(n+ k)λ+0ck(k − n) 1λ = 0.
Derivando otra vez
L
(2)
0,k (z) = 0akk(k−1)zk−2 + 0bk(n+k)(n+k−1)zn+k−2 + 0ck(k−n)(k−n−1)zk−n−2
y aplicando la tercera condicio´n de interpolacio´n obtenemos:
0akk(k − 1)αk−2j +0bk(n+ k)(n+ k − 1)αn+k−2j +0ck(k − n)(k − n− 1)αk−n−2j = 0,
lo que implica 0akk(k − 1)+0bk(n+ k)(n+ k − 1)λ+0ck(k − n)(k − n− 1) 1λ = 0.
Tenemos el sistema:
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 0
ak + 0bkλ+ 0ck
1
λ = 1,
0akk + 0bk(n+ k)λ+ 0ck(k − n) 1λ = 0,
0akk(k − 1) + 0bk(n+ k)(n+ k − 1)λ+ 0ck(k − n)(k − n− 1) 1λ = 0,
que tiene como solucio´n:
0ak =
1
n2
(
n2 − k2) ,
0bk =
k
2n2λ
(k − n) ,
0ck =
kλ
2n2
(k + n) , de donde se sigue la expresio´n de L0,k(z).
El polinomio L1,k(z) verificando (2.3.3) tiene la forma
L1,k(z) = 1akz
k + 1bkz
n+k + 1ckz
k−n.
Evaluando en αj y aplicando la primera condicio´n de interpolacio´n
1akα
k
j + 1bkα
n+k
j + 1ckα
k−n
j = 0 se sigue que 1ak + 1bkλ+ 1ck
1
λ = 0.
Derivando L1,k(z), obtenemos:
Si k 6= 0
L
(1)
1,k (z) = 1akkz
k−1 + 1bk(n+ k)zn+k−1 + 1ck(k − n)zk−n−1.
Evaluando en αj y aplicando la segunda condicio´n de interpolacio´n
1akkα
k−1
j +1bk(n+ k)α
n+k−1
j +1ck(k − n)αk−n−1j = kαk−1 se sigue que
1akk+1bk(n+ k)λ+1ck(k − n) 1λ = k.
Derivando otra vez
L
(2)
1,k (z) = 1akk(k−1)zk−2 + 1bk(n+k)(n+k−1)zn+k−2 + 1ck(k−n)(k−n−1)zk−n−2
y aplicando la tercera condicio´n de interpolacio´n obtenemos:
1akk(k − 1)αk−2j +1bk(n+ k)(n+ k − 1)αn+k−2j +1ck(k − n)(k − n− 1)αk−n−2j = 0,
lo que implica 1akk(k − 1)+1bk(n+ k)(n+ k − 1)λ+1ck(k − n)(k − n− 1) 1λ = 0.
Tenemos el sistema: 1
ak + 1bkλ+ 1ck
1
λ = 0,
1akk + 1bk(n+ k)λ+ 1ck(k − n) 1λ = k,
1akk(k − 1) + 1bk(n+ k)(n+ k − 1)λ+ 1ck(k − n)(k − n− 1) 1λ = 0,
que tiene como solucio´n:
1ak =
k
n2
(2k − 1) ,
1bk =
k
2n2λ
(n− 2k + 1) ,
1ck = − kλ2n2 (n+ 2k − 1) .
Si k = 0 entonces L
(1)
1,0 (z) = 1b0nz
n−1 − 1c0nz−n−1.
Evaluando en αj y aplicando la segunda condicio´n de interpolacio´n se obtiene
1b0nα
n−1
j − 1c0nα−n−1j = α−1j , lo que implica que
1b0nλ− 1c0n 1λ = 1.
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Derivando otra vez
L
(2)
1,0 (z) = 1b0n(n− 1)zn−2 + 1c0n(n+ 1)z−n−2
y aplicando la tercera condicio´n de interpolacio´n obtenemos:
1b0n(n− 1)αn−2j + 1c0n(n+ 1)α−n−2j = 0, de donde se sigue
1b0n(n− 1)λ+1c0n(n+ 1) 1λ = 0.
Por lo tanto tenemos el sistema: 1
a0 + 1b0λ+ 1c0
1
λ = 0,
1b0nλ− 1c0n 1λ = 1,
1b0n(n− 1)λ+1c0n(n+ 1) 1λ = 0,
que tiene como solucio´n:
1a0 = − 1n2 ,
1b0 =
1
2n2λ
(n+ 1) ,
1c0 =
λ
2n2
(1− n) .
Por u´ltimo, el polinomio L2,k(z) verificando (2.3.4) tiene la forma
L2,k(z) = 2akz
k + 2bkz
n+k + 2ckz
k−n.
Evaluando en αj y aplicando la primera condicio´n de interpolacio´n se tiene
2akα
k
j + 2bkα
n+k
j + 2ckα
k−n
j = 0, lo que implica que 2ak + 2bkλ+ 2ck
1
λ = 0.
Derivando L2,k(z), obtenemos:
L
(1)
2,k (z) = 2akkz
k−1 + 2bk(n+ k)zn+k−1 + 2ck(k − n)zk−n−1,
evaluando en αj y aplicando la segunda condicio´n de interpolacio´n se sigue que
2akkα
k−1
j +2bk(n+ k)α
n+k−1
j +2ck(k − n)αk−n−1j = 0, lo que implica que
2akk+2bk(n+ k)λ+2ck(k − n) 1λ = 0.
Derivando otra vez
L
(2)
2,k (z) = 2akk(k−1)zk−2 + 2bk(n+k)(n+k−1)zn+k−2 + 2ck(k−n)(k−n−1)zk−n−2
y aplicando la tercera condicio´n de interpolacio´n obtenemos:
Si k /∈ {0, 1}
2akk(k − 1)αk−2j +2bk(n+ k)(n+ k − 1)αn+k−2j +2ck(k − n)(k − n− 1)αk−n−2j = k(k − 1)αk−2j ,
de donde 2akk(k − 1)+2bk(n+ k)(n+ k − 1)λ+2ck(k − n)(k − n− 1) 1λ = k(k − 1).
Tenemos el sistema:
 2
ak + 2bkλ+ 2ck
1
λ = 0,
2akk + 2bk(n+ k)λ+ 2ck(k − n) 1λ = 0,
2akk(k − 1) + 2bk(n+ k)(n+ k − 1)λ+ 2ck(k − n)(k − n− 1) 1λ = k(k − 1),
que tiene como solucio´n:
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2ak =
k
n2
(1− k) ,
2bk =
k
2n2λ
(k − 1) ,
2ck =
λk
2n2
(k − 1) .
Si k = 0 entonces
2b0n(n− 1)αn−2j +2c0(n)(n+ 1)α−n−2j = α−2j , lo que implica que
2b0n(n− 1)λ+2c0n(n+ 1) 1λ = 1.
Tenemos el sistema:  2
a0 + 2b0λ+ 2c0
1
λ = 0,
2b0nλ− 2c0n 1λ = 0,
2b0n(n− 1)λ+2c0n(n+ 1) 1λ = 1,
que tiene como solucio´n:
2a0 = − 1n2 ,
2b0 =
1
2n2λ
,
2c0 =
λ
2n2
.
Si k = 1 entonces
2b1n(n+ 1)α
n−1
j +2c1(−n)(1− n)α−n−1j = α−1j , lo que implica que
2b1n(n+ 1)λ+2c1n(n− 1) 1λ = 1.
Tenemos el sistema:  2
a1 + 2b1λ+ 2c1
1
λ = 0,
2a1 + 2b1(n+ 1)λ+ 2c1(1− n) 1λ = 0,
2b1n(n+ 1)λ+2c1n(n− 1) 1λ = 1,
que tiene como solucio´n:
2a1 = − 1n2 ,
2b1 =
1
2n2λ
,
2c1 =
λ
2n2
.
Proposicio´n 2.3.2. (i) El sistema
{L0,k(z)}E[
n−1
2
]
k=−E[n
2
] ∪ {L1,k(z)}
E[n−1
2
]
k=−E[n
2
] ∪ {L2,k(z)}
E[n−1
2
]
k=−E[n
2
]
es una base ortogonal de Λ−n−E[n
2
], n+E[n−1
2
][z] con el producto interior definido
por
〈P,Q〉 = 1
n
n−1∑
j=0
P (αj)Q(αj) +
n−1∑
j=0
P (1)(αj)Q(1)(αj) +
n−1∑
j=0
P (2)(αj)Q(2)(αj)

para P,Q ∈ Λ−n−E[n
2
], n+E[n−1
2
][z].
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(ii) Se verifica
‖L0,k (z)‖2 = 1, ‖L1,k (z)‖2 =
{
1, si k = 0,
k2, si k 6= 0,
y
‖L2,k (z)‖2 =
{
1, si k ∈ {0, 1},
k2(k − 1)2, si k /∈ {0, 1},
para −E[n2 ] 6 k 6 E[n−12 ].
Demostracio´n. (i)
〈L0,k (z) ,L0,l (z)〉 =
1
n
n−1∑
j=0
L0,k (αj)L0,l (αj) +
n−1∑
j=0
L
(1)
0,k (αj)L
(1)
0,l (αj) +
n−1∑
j=0
L
(2)
0,k (αj)L
(2)
0,l (αj)
 =
1
n
n−1∑
j=0
αkjα
l
j =
{
1, si k = l,
0, en otro caso.
〈L0,k (z) ,L1,l (z)〉 =
1
n
n−1∑
j=0
L0,k (αj)L1,l (αj) +
n−1∑
j=0
L
(1)
0,k (αj)L
(1)
1,l (αj) +
n−1∑
j=0
L
(2)
0,k (αj)L
(2)
1,l (αj)
 =
= 0
〈L0,k (z) ,L2,l (z)〉 =
1
n
n−1∑
j=0
L0,k (αj)L2,l (αj) +
n−1∑
j=0
L
(1)
0,k (αj)L
(1)
2,l (αj) +
n−1∑
j=0
L
(2)
0,k (αj)L
(2)
2,l (αj)
 =
= 0
〈L1,k (z) ,L1,l (z)〉 =
1
n
n−1∑
j=0
L1,k (αj)L1,l (αj) +
n−1∑
j=0
L
(1)
1,k (αj)L
(1)
1,l (αj) +
n−1∑
j=0
L
(2)
1,k (αj)L
(2)
1,l (αj)
 =
=

1, si k = l = 0,
k2, si k = l 6= 0,
0, en otro caso.
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〈L1,k (z) ,L2,l (z)〉 =
1
n
n−1∑
j=0
L1,k (αj)L2,l (αj) +
n−1∑
j=0
L
(1)
1,k (αj)L
(1)
2,l (αj) +
n−1∑
j=0
L
(2)
1,k (αj)L
(2)
2,l (αj)
 =
= 0
〈L2,k (z) ,L2,l (z)〉 =
1
n
n−1∑
j=0
L2,k (αj)L2,l (αj) +
n−1∑
j=0
L
(1)
2,k (αj)L
(1)
2,l (αj) +
n−1∑
j=0
L
(2)
2,k (αj)L
(2)
2,l (αj)
 =
1
n
n−1∑
j=0
k(k − 1)αk−2j l(l − 1)αj l−2 =
1
n
n−1∑
j=0
k(k − 1)l(l − 1)αk−lj =
=

1, si k = l, con l ∈ {0, 1},
k2(k − 1)2, si k = l, con l /∈ {0, 1},
0, en otro caso.
(ii) Es inmediato a partir de (i).
Estamos en condiciones de dar la expresio´n del polinomio H−n−E[n
2
], n+E[n−1
2
](z) veri-
ficando (2.3.1). Este polinomio se puede escribir como:
H = H0 +H1 +H2
donde H0, H1 yH2 son soluciones de los siguientes problemas:
Problema 0 Encontrar un polinomio H0 ∈ Λ−n−E[n
2
],n+E[n−1
2
][z] que verifique
H0 (αj) = uj , H
(1)
0 (αj) = 0 y H
(2)
0 (αj) = 0 para j = 0, . . . , n− 1.
Problema 1 Encontrar un polinomio H1 ∈ Λ−n−E[n
2
],n+E[n−1
2
][z] que verifique
H1 (αj) = 0, H
(1)
1 (αj) = vj y H
(2)
1 (αj) = 0 para j = 0, . . . , n− 1.
Problema 2 Encontrar un polinomio H2 ∈ Λ−n−E[n
2
],n+E[n−1
2
][z] que verifique
H2 (αj) = 0, H
(1)
2 (αj) = 0 y H
(2)
2 (αj) = wj para j = 0, . . . , n− 1.
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Proposicio´n 2.3.3. (i) El polinomio H0 (z) es
H0 (z) =
1
n2
E[n−1
2
]∑
k=−E[n
2
]
(
1
n
n−1∑
j=0
ujαj
k
)[
λ
2
k(k + n)zk−n + (n2 − k2)zk + k
2λ
(k − n)zn+k
]
.
(ii) El polinomio H1 (z) es
H1 (z) =
1
n2
E[n−1
2
]∑
k=−E[n
2
]
(
1
n
n−1∑
j=0
vjαj
k−1
)[
−λ
2
(n+ 2k − 1)zk−n + (2k − 1)zk + 1
2λ
(n− 2k + 1)zn+k
]
.
(iii) El polinomio H2 (z) es
H2 (z) =
1
n2
E[n−1
2
]∑
k=−E[n
2
]
 1
n
n−1∑
j=0
wjαj
k−2
[λ
2
zk−n − zk + 1
2λ
zn+k
]
.
(iv) El polinomio H−n−E[n
2
], n+E[n−1
2
](z) verificando (2.3.1) es
H−n−E[n
2
], n+E[n−1
2
]
(z) =
1
n3
E[n−1
2
]∑
k=−E[n
2
]
{
λ
2
[(
n−1∑
j=0
ujαj
k
)
k(k + n)−
(
n−1∑
j=0
vjαj
k−1
)
(n+ 2k − 1) +
(
n−1∑
j=0
wjαj
k−2
)]
zk−n
+
[(
n−1∑
j=0
ujαj
k
)
(n2 − k2) +
(
n−1∑
j=0
vjαj
k−1
)
(2k − 1)−
(
n−1∑
j=0
wjαj
k−2
)]
zk
+
1
2λ
[(
n−1∑
j=0
ujαj
k
)
k(k − n) +
(
n−1∑
j=0
vjαj
k−1
)
(n− 2k + 1) +
(
n−1∑
j=0
wjαj
k−2
)]
zn+k
}
.
Demostracio´n. (i) Es claro que H0(z) puede escribirse como
H0 (z) =
E[n−1
2
]∑
k=−E[n
2
]
ak L0,k (z) .
Para obtener los coeficientes tenemos en cuenta que
〈H0 (z) ,L0,k (z)〉 = ak ‖L0,k (z)‖2 = ak.
Por otra parte, tenemos:
1
n
n−1∑
j=0
H0 (αj)L0,k (αj) =
1
n
n−1∑
j=0
ujαj
k
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y, por tanto:
ak =
1
n
n−1∑
j=0
ujαj
k.
En consecuencia, y teniendo en cuenta la expresio´n de L0,k (z), obtenemos la
expresio´n dada en (i).
(ii) Procediendo de la misma forma, H1(z) puede escribirse como
H1 (z) =
E[n−1
2
]∑
k=−E[n
2
]
bk L1,k (z) .
Si calculamos el producto interior obtenemos que
〈H1 (z) ,L1,k (z)〉 = bk ‖L1,k (z)‖2 =
{
b0, si k = 0,
bkk
2, en otro caso.
Por otra parte, tenemos:
1
n
n−1∑
j=0
H
(1)
1 (αj)L
(1)
1,k (αj) =
{
1
n
∑n−1
j=0 vjαj
−1, si k = 0,
1
n
∑n−1
j=0 kvjαj
k−1, en otro caso
y, por tanto:
bk =
{
1
n
∑n−1
j=0 vjαj
−1, si k = 0,
1
nk
∑n−1
j=0 vjαj
k−1, en otro caso.
En consecuencia, y teniendo en cuenta la expresio´n de L1,k (z), obtenemos (ii).
(iii) Expresamos H2(z) como sigue
H2 (z) =
E[n−1
2
]∑
k=−E[n
2
]
ck L2,k (z) .
Calculamos el producto interior obteniendo que
〈H2 (z) ,L2,k (z)〉 = ck ‖L2,k (z)‖2 =
{
ck, si k ∈ {0, 1},
ckk
2 (k − 1)2 , en otro caso
y, por otra parte
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1
n
n−1∑
j=0
H
(2)
2 (αj)L
(2)
2,k (αj) =

1
n
∑n−1
j=0 wjαj
−2, si k = 0,
1
n
∑n−1
j=0 wjαj
−1, si k = 1,
1
n
∑n−1
j=0 wjk (k − 1)αjk−2, en otro caso.
Por tanto
ck =

1
n
∑n−1
j=0 wjαj
−2, si k = 0,
1
n
∑n−1
j=0 wjαj
−1, si k = 1,
1
k(k−1)n
∑n−1
j=0 wjαj
k−2, en otro caso.
En consecuencia, y teniendo en cuenta la expresio´n de L2,k (z), obtenemos (iii).
(iv) Basta tener en cuenta que
H−n−E[n
2
],n+E[n−1
2
] (z) = H0 (z) +H1 (z) +H2 (z) .
En los casos particulares en los que los nodos equiespaciados son las raices n-e´simas de
1 y −1, se obtienen los siguientes resultados.
Observacio´n 2.3.4. Los coeficientes de los polinomios anteriores pueden calcularse de
modo eficiente mediante la FFT.
Corolario 2.3.5. Si {yj}2n−1j=0 son las ra´ıces 2n-e´simas de −1, entonces el polinomio
de interpolacio´n de Hermite verificando (2.3.1) es
H−3n,3n−1(z) =
1
8n3
n−1∑
k=−n
{
−1
2
[(
2n−1∑
j=0
ujyj
k
)
k(k + 2n)−
(
2n−1∑
j=0
vjyj
k−1
)
(2n+ 2k − 1) +
(
2n−1∑
j=0
wjyj
k−2
)]
zk−2n
+
[(
2n−1∑
j=0
ujyj
k
)
(4n2 − k2) +
(
2n−1∑
j=0
vjyj
k−1
)
(2k − 1)−
(
2n−1∑
j=0
wjyj
k−2
)]
zk
− 1
2
[(
2n−1∑
j=0
ujyj
k
)
k(k − 2n) +
(
2n−1∑
j=0
vjyj
k−1
)
(2n− 2k + 1) +
(
2n−1∑
j=0
wjyj
k−2
)]
z2n+k
}
.
Corolario 2.3.6. Si {zj}2n−1j=0 son las ra´ıces 2n-e´simas de 1, entonces el polinomio de
interpolacio´n de Hermite verificando (2.3.1) es
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H−3n,3n−1(z) =
1
8n3
n−1∑
k=−n
{
1
2
[(
2n−1∑
j=0
ujzj
k
)
k(k + 2n)−
(
2n−1∑
j=0
vjzj
k−1
)
(2n+ 2k − 1) +
(
2n−1∑
j=0
wjzj
k−2
)]
zk−2n
+
[(
2n−1∑
j=0
ujzj
k
)
(4n2 − k2) +
(
2n−1∑
j=0
vjzj
k−1
)
(2k − 1)−
(
2n−1∑
j=0
wjzj
k−2
)]
zk
+
1
2
[(
2n−1∑
j=0
ujzj
k
)
k(k − 2n) +
(
2n−1∑
j=0
vjzj
k−1
)
(2n− 2k + 1) +
(
2n−1∑
j=0
wjzj
k−2
)]
z2n+k
}
.
Corolario 2.3.7. Si {yj}2nj=0 son las ra´ıces (2n+1)-e´simas de −1, entonces el polinomio
de interpolacio´n de Hermite verificando (2.3.1) es
H−3n−1,3n+1(z) =
1
(2n+ 1)3
n∑
k=−n
{
−1
2
[(
2n∑
j=0
ujyj
k
)
k(k + 2n+ 1)−
(
2n∑
j=0
vjyj
k−1
)
(2n+ 2k) +
(
2n∑
j=0
wjyj
k−2
)]
zk−2n−1
+
[(
2n∑
j=0
ujyj
k
)(
(2n+ 1)2 − k2)+( 2n∑
j=0
vjyj
k−1
)
(2k − 1)−
(
2n∑
j=0
wjyj
k−2
)]
zk
+
−1
2
[(
2n∑
j=0
ujyj
k
)
k(k − 2n− 1) +
(
2n∑
j=0
vjyj
k−1
)
(2n− 2k + 2) +
(
2n∑
j=0
wjyj
k−2
)]
z2n+1+k
}
.
Corolario 2.3.8. Si {zj}2nj=0 son las ra´ıces (2n+1)-e´simas de 1, entonces el polinomio
de interpolacio´n de Hermite verificando (2.3.1) es
H−3n−1,3n+1(z) =
1
(2n+ 1)3
n∑
k=−n
{
1
2
 2n∑
j=0
ujzj
k
 k(k + 2n+ 1)−
 2n∑
j=0
vjzj
k−1
 (2n+ 2k) +
 2n∑
j=0
wjzj
k−2
 zk−2n−1
+
 2n∑
j=0
ujzj
k
((2n+ 1)2 − k2)+
 2n∑
j=0
vjzj
k−1
 (2k − 1)−
 2n∑
j=0
wjzj
k−2
 zk
+
1
2
 2n∑
j=0
ujzj
k
 k(k − 2n− 1) +
 2n∑
j=0
vjzj
k−1
 (2n− 2k + 2) +
 2n∑
j=0
wjzj
k−2
 z2n+1+k}.
Corolario 2.3.9. Los polinomios fundamentales de interpolacio´n de Hermite, en el
espacio de Laurent Λ−n−E[n
2
],n+E[n−1
2
][z], Aj(z), Bj(z) y Cj(z), para j = 0, · · · , n− 1,
caracterizados por
Aj(αi) = δi,j , A
(1)
j (αi) = 0, y A
(2)
j (αi) = 0 ∀i = 0, · · · , n− 1,
Bj(αi) = 0, B
(1)
j (αi) = δi,j , y B
(2)
j (αi) = 0, ∀i = 0, · · · , n− 1,
Cj(αi) = 0, C
(1)
j (αi) = 0, y C
(2)
j (αi) = δi,j , ∀i = 0, · · · , n− 1,
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esta´n dados por las siguientes expresiones
Aj(z) =
E[n−1
2
]∑
k=−E[n
2
]
1
n3
αj
k
[
λ
2
k(k + n)zk−n + (n2 − k2)zk + k
2λ
(k − n)zn+k
]
,
Bj(z) =
1
n3
E[n−1
2
]∑
k=−E[n
2
]
αj
k−1
[
−λ
2
(n+ 2k − 1)zk−n + (2k − 1)zk + 1
2λ
(n− 2k + 1)zn+k
]
,
Cj(z) =
1
n3
E[n−1
2
]∑
k=−E[n
2
]
(
αj
k−2
)[λ
2
zk−n − zk + 1
2λ
zn+k
]
.
2.4. Fo´rmulas Barice´ntricas en la Interpolacio´n de Her-
mite
Dedicamos esta seccio´n a la obtencio´n de una nueva expresio´n del polinomio de Laurent
de interpolacio´n de Hermite con sistema nodal equiespaciado en T y utilizando las
dos primeras derivadas para las condiciones de interpolacio´n. Esta nueva expresio´n
es una representacio´n barice´ntrica, de gran intere´s para el ca´lculo computacional. En
concreto vamos a obtener una expresio´n barice´ntrica de los polinomios de Laurent de
interpolacio´n de Hermite con sistemas nodales formados por {αj}n−1j=0 , las ra´ıces n-
e´simas de un nu´mero complejo λ de mo´dulo 1. Vamos a considerar en primer lugar el
caso en el que el ı´ndice de las ra´ıces es un nu´mero par y posteriormente estudiaremos
el caso impar.
2.4.1. Nodos: ra´ıces de ı´ndice par de un complejo de mo´dulo 1
Llamaremos 2n al nu´mero natural par que indica el ı´ndice de las ra´ıces del nu´mero
complejo λ. Se trata de encontrar un polinomio de Laurent H (z) ∈ Λ−3n,3n−1[z] que
verifique las condiciones de interpolacio´n
H (αj) = uj , H
(1)(αj) = vj , H
(2)(αj) = wj para j = 0, · · · , 2n− 1, (2.4.1)
donde {uj}2n−1j=0 , {vj}2n−1j=0 y {wj}2n−1j=0 son nu´meros complejos fijos.
Para ello buscaremos expresiones adecuadas de los polinomios fundamentales de la
interpolacio´n de Hermite. Con este objetivo se prueban los siguientes lemas.
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Lema 2.4.1. Los polinomios de Laurent Ej(z) =
(z2n−λ)3
z3n(z−αj) , Fj(z) =
(z2n−λ)3
z3n(z−αj)2 y
Gj(z) =
(z2n−λ)3
z3n(z−αj)3 , para j = 0, · · · , 2n− 1, verifican
Ej(αi) = 0, E
(1)
j (αi) = 0,∀i = 0, · · · , 2n− 1,
{
E
(2)
j (αi) = 0 ∀i 6= j
E
(2)
j (αj) 6= 0
,
Fj(αi) = 0,∀i = 0, · · · , 2n−1,
{
F
(1)
j (αi) = 0 ∀i 6= j
F
(1)
j (αj) 6= 0
,
{
F
(2)
j (αi) = 0 ∀i 6= j
F
(2)
j (αj) 6= 0
,
{
Gj(αi) = 0 ∀i 6= j
Gj(αj) 6= 0 ,
{
G
(1)
j (αi) = 0 ∀i 6= j
G
(1)
j (αj) 6= 0
,
{
G
(2)
j (αi) = 0 ∀i 6= j
G
(2)
j (αj) 6= 0
,
Demostracio´n. Basta tener en cuenta que por ser los αj las ra´ıces 2n-e´simas de λ, el
polinomio (z2n−λ)3 puede expresarse como (z2n−λ)3 = (z−α0)3 · · · (z−α2n−1)3.
Lema 2.4.2. Los polinomios de Laurent Ej(z), Fj(z) y Gj(z), definidos en el Lema
2.4.1, verifican
E
(2)
j (αj) =
16λαnj n
3
α3j
,
F
(1)
j (αj) =
8λαnj n
3
α3j
, F
(2)
j (αj) = −
24λαnj n
3
α4j
,
Gj(αj) =
8λαnj n
3
α3j
, G
(1)
j (αj) = −
12λαnj n
3
α4j
, G
(2)
j (αj) =
4λαnj n
3(2n2 + 7)
α5j
,
para j = 0, · · · , 2n− 1.
Demostracio´n. Si hacemos el cambio de variable z = αjy y definimos ej(y) = Ej(αjy) =
Ej(z), obtenemos que ej(y) =
(α2nj y2n−λ)
3
α3nj y
3n(αjy−αj) =
λ3(y2n−1)3
λαnj y
3nαj(y−1) =
λαnj (y2n−1)
3
αjy3n(y−1) .
Derivando, e
(1)
j (y) = E
(1)
j (z)αj y e
(2)
j (y) = E
(2)
j (z)α
2
j . Si evaluamos en 1 obtenemos
e
(2)
j (1) =
16λαnj n
3
αj
y por otra parte e
(2)
j (1) = E
(2)
j (αj)α
2
j de donde E
(2)
j (αj) =
16λαnj n
3
α3j
.
Si seguimos un proceso ana´logo al del caso de Ej(z), haciendo el mismo cambio de
variable z = αjy, y definiendo fj(y) = Fj(αjy) = Fj(z) obtenemos que fj(y) =
(α2nj y2n−λ)
3
α3nj y
3n(αjy−αj)2 =
λ3(y2n−1)3
λαnj y
3nα2j (y−1)2
=
λαnj (y2n−1)
3
α2jy
3n(y−1)2 .
Si evaluamos f
(1)
j en 1 obtenemos: f
(1)
j (1) =
8n3λαnj
α2j
pero, aplicando la regla de la
cadena, tenemos f
(1)
j (1) = αjF
(1)
j (αj), de donde F
(1)
j (αj) =
8n3λαnj
α3j
.
76 Cap´ıtulo 2. Interpolacio´n de Hermite en T con dos derivadas
Si aplicamos la regla de la cadena por segunda vez obtenemos f
(2)
j (y) = α
2
jF
(2)
j (z) y
por lo tanto f
(2)
j (1) = α
2
jF
(2)
j (αj). Por otro lado, si evaluamos f
(2)
j en 1 obtenemos
f
(2)
j (1) = −
24n3λαnj
α2j
, de donde se sigue que F
(2)
j (αj) = −
24λαnj n
3
α4j
.
Por u´ltimo, repitiendo el cambio de variable anterior, definimos gj(y) = Gj(αjy) = Gj(z)
de donde gj(y) =
(α2nj y2n−λ)
3
α3nj y
3n(αjy−αj)3 =
λ3(y2n−1)3
λαnj y
3nα3j (y−1)3
=
λαnj (y2n−1)
3
α3jy
3n(y−1)3 .
Si evaluamos gj en 1 obtenemos gj(1) =
8n3λαnj
α3j
y como gj(1) = Gj(αj), se sigue que
Gj(αj) =
8n3λαnj
α3j
.
Si evaluamos g
(1)
j en 1 obtenemos g
(1)
j (1) = −
12n3λαnj
α3j
pero, aplicando la regla de la
cadena, tenemos g
(1)
j (1) = αjG
(1)
j (αj), de donde G
(1)
j (αj) = −
12n3λαnj
α4j
.
Si calculamos la derivada segunda obtenemos g
(2)
j (y) = α
2
jG
(2)
j (z) lo que implica que
g
(2)
j (1) = α
2
jG
(2)
j (αj). Por otro lado, si evaluamos g
(2)
j en 1 obtenemos g
(2)
j (1) =
4n3(2n2+7)λαnj
α3j
y tenemos por fin que G
(2)
j (αj) =
4λαnj n
3(2n2+7)
α5j
.
Una manera u´til de obtener los polinomios de interpolacio´n de Hermite es por medio
de las llamadas fo´rmulas barice´ntricas. Para obtener este tipo de fo´rmulas, vamos a
determinar expresiones compactas adecuadas para los polinomios fundamentales.
Proposicio´n 2.4.3. Los polinomios fundamentales de la interpolacio´n de Hermite en
el espacio de Laurent Λ−3n,3n−1[z], Aj(z), Bj(z) y Cj(z), para j = 0, · · · , 2n − 1,
caracterizados por
Aj(αi) = δi,j , A
(1)
j (αi) = 0, A
(2)
j (αi) = 0, ∀i = 0, · · · , 2n− 1,
Bj(αi) = 0, B
(1)
j (αi) = δi,j , B
(2)
j (αi) = 0, ∀i = 0, · · · , 2n− 1,
Cj(αi) = 0, C
(1)
j (αi) = 0, C
(2)
j (αi) = δi,j , ∀i = 0, · · · , 2n− 1
esta´n dados por las siguientes expresiones
Aj(z) =
αj(1− n2)
16λαnj n
3
(
z2n − λ)3
z3n (z − αj) +
3α2j
16λαnj n
3
(
z2n − λ)3
z3n (z − αj)2
+
α3j
8λαnj n
3
(
z2n − λ)3
z3n (z − αj)3
,
Bj(z) =
3α2j
16λαnj n
3
(
z2n − λ)3
z3n (z − αj) +
α3j
8λαnj n
3
(
z2n − λ)3
z3n (z − αj)2
,
Cj(z) =
α3j
16λαnj n
3
(
z2n − λ)3
z3n (z − αj) .
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Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente queAj(z),
Bj(z) y Cj(z) se pueden expresar de la siguiente forma
Aj(z) = aj,0Ej(z) + bj,0Fj(z) + cj,0Gj(z),
Bj(z) = aj,1Ej(z) + bj,1Fj(z),
Cj(z) = aj,2Ej(z).
Vamos a comenzar por el u´ltimo que es el caso ma´s sencillo.
Se trata de ajustar el valor de aj,2 para que C
(2)
j (αi) = δi,j , ∀i = 0, · · · , 2n−1. Tenien-
do en cuenta que C
(2)
j (z) = aj,2E
(2)
j (z) obtenemos que C
(2)
j (αi) = aj,2E
(2)
j (αi) y por
el Lema 2.4.2 E
(2)
j (αj) =
16λαnj n
3
α3j
. Por lo tanto 1 = aj,2
16λαnj n
3
α3j
, de donde aj,2 =
α3j
16λαnj n
3 .
En el caso de Bj(z) las condiciones de interpolacio´n las podemos expresar como el
sistema
B
(1)
j (αj) = aj,1E
(1)
j (αj) + bj,1F
(1)
j (αj) = 1,
B
(2)
j (αj) = aj,1E
(2)
j (αj) + bj,1F
(2)
j (αj) = 0.
Si sustituimos los valores obtenidos en el Lema 2.4.2, nos queda el sistema
bj,1
8λαnj n
3
α3j
= 1,
aj,1
16λαnj n
3
α3j
+ bj,1
(
−24λα
n
j n
3
α4j
)
= 0
y resolvie´ndolo obtenemos aj,1 =
3α2j
16λαnj n
3 y bj,1 =
α3j
8n3λαnj
.
Por u´ltimo, en el caso de Aj(z), el sistema que se obtiene es
cj,0Gj(αj) = 1,
bj,0F
(1)
j (αj) + cj,0G
(1)
j (αj) = 0,
aj,0E
(2)
j (αj) + bj,0F
(2)
j (αj) + cj,0G
(2)
j (αj) = 0.
Si aplicamos de nuevo el Lema 2.4.2, el sistema se convierte en
cj,0
λαnj 8n
3
α3j
= 1,
bj,0
λαnj 8n
3
α3j
− cj,0
12λαnj n
3
α4j
= 0,
aj,0
16λαnj n
3
α3j
− bj,0
24λαnj n
3
α4j
+ cj,0
λαnj 4n
3(2n2 + 7)
α5j
= 0,
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que tiene como solucio´n
aj,0 =
αj(1− n2)
16λαnj n
3
, bj,0 =
3α2j
16λαnj n
3
, cj,0 =
α3j
8λαnj n
3
.
Proposicio´n 2.4.4. (i) El polinomio H0(z) ∈ Λ−3n,3n−1[z] que verifica las condi-
ciones H0(αj) = uj, H
(1)
0 (αj) = 0, H
(2)
0 (αj) = 0, ∀j = 0, · · · , 2n− 1, es
H0(z) =
2n−1∑
j=0
ujAj(z)
y tiene la siguiente expresio´n barice´ntrica
H0(z) =
2n−1∑
j=0
uj
αnj
[
α3j
(z − αj)3
+
3α2j
2(z − αj)2
+
αj(1− n2)
2(z − αj)
]
2n−1∑
j=0
1
αnj
[
α3j
(z − αj)3
+
3α2j
2(z − αj)2
+
αj(1− n2)
2(z − αj)
] .
(ii) El polinomio H1(z) ∈ Λ−3n,3n−1[z] que verifica las condiciones H1(αj) = 0,
H
(1)
1 (αj) = vj, H
(2)
1 (αj) = 0, ∀j = 0, · · · , 2n− 1, es
H1(z) =
2n−1∑
j=0
vjBj(z)
y tiene la siguiente expresio´n barice´ntrica
H1(z) =
2n−1∑
j=0
vj
αnj
[
α3j
(z − αj)2
+
3α2j
2(z − αj)
]
2n−1∑
j=0
1
αnj
[
α3j
(z − αj)3
+
3α2j
2(z − αj)2
+
αj(1− n2)
2(z − αj)
] .
(iii) El polinomio H2(z) ∈ Λ−3n,3n−1[z] que verifica las condiciones H2(αj) = 0,
H
(1)
2 (αj) = 0, H
(2)
2 (αj) = wj, ∀j = 0, · · · , 2n− 1, es
H2(z) =
2n−1∑
j=0
wjCj(z)
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y tiene la siguiente expresio´n barice´ntrica
H2(z) =
2n−1∑
j=0
wj
αnj
[
α3j
2(z−αj)
]
2n−1∑
j=0
1
αnj
[
α3j
(z − αj)3
+
3α2j
2(z − αj)2
+
αj(1− n2)
2(z − αj)
] .
(iv) El polinomio H (z) ∈ Λ−3n,3n−1[z] que verifica (2.4.1) es
H (z) =
2n−1∑
j=0
(ujAj(z) + vjBj(z) + wjCj(z))
y tiene la siguiente expresio´n barice´ntrica
H (z) =
2n−1∑
j=0
1
αnj
[
uj
(
α3j
(z−αj)3 +
3α2j
2(z−αj)2 +
αj(1−n2)
2(z−αj)
)
+ vj
(
αj
3
(z−αj)2 +
3α2j
2(z−αj)
)
+ wj
(
αj
3
2(z−αj)
)]
2n−1∑
j=0
1
αnj
[
α3j
(z−αj)3 +
3α2j
2(z−αj)2 +
αj(1−n2)
2(z−αj)
] .
Demostracio´n. Teniendo en cuenta que 1 =
2n−1∑
j=0
Aj(z), podemos escribir
(i) H0(z) =
2n−1∑
j=0
ujAj(z)
2n−1∑
j=0
Aj(z)
. (ii) H1(z) =
2n−1∑
j=0
vjBj(z)
2n−1∑
j=0
Aj(z)
.
(iii) H2(z) =
2n−1∑
j=0
wjCj(z)
2n−1∑
j=0
Aj(z)
. (iv) H (z) =
2n−1∑
j=0
[ujAj(z) + vjBj(z) + wjCj(z)]
2n−1∑
j=0
Aj(z)
.
Finalmente, usando las expresiones de Aj(z), Bj(z) y Cj(z) dadas en la Proposicio´n
2.4.3 y haciendo algunas simplificaciones, obtenemos el resultado.
Observacio´n 2.4.5. Si tenemos en cuenta las expresiones de las ra´ıces αj dadas en
(2.2.1) podr´ıamos reescribir las expresiones barice´ntricas obtenidas en la proposicio´n
precedente utilizando el hecho de que αnj = (−1)jλ
1
2 y simplificando el te´rmino λ
1
2 .
Los resultados de las secciones 2.3 y 2.4 han sido publicadas parcialmente en [4].
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Observacio´n 2.4.6. En relacio´n al algoritmo presentado en la proposicio´n precedente
debemos remarcar los siguientes hechos:
(i) El algoritmo incluye la solucio´n de mu´ltiples problemas, por ejemplo esta´n inclui-
dos el de Hermite con asignacio´n de primera y segunda derivada cero o tambie´n
aquellos problemas donde por diversas causas no deseamos utilizar los valores de
la primera o segunda derivada de la funcio´n en determinadas zonas.
(ii) El coste computacional por evaluacio´n del algoritmo es similar a los presentados
en [88].
Ejemplo 2.4.7. Las siguientes gra´ficas utilizan el algoritmo anterior para obtener las
partes reales de los polinomios de interpolacio´n de Hermite H0(z), H0(z) +H1(z) y
H0(z) +H1(z) +H2(z) relativos a ez +
1
z−0,5 y basados en las ra´ıces de orden 16 de 1.
1 2 3 4 5 6
1
2
3
4
Figura 2.1: Las partes reales de H0(z) y ez +
1
z−0,5 , λ = 1 y n = 16
La primera de las gra´ficas muestra la parte real de la aproximacio´n H0(z) en azul y la
parte real de ez + 1z−0,5 en rojo. Se han sen˜alado los nodos de interpolacio´n mediante
puntos en azul. Dadas las caracter´ısticas del problema, la interpolacio´n se produce en los
nodos con tangente horizontal; unas veces con un punto de inflexio´n del interpolante y
otras con un extremo. La gra´fica sugiere que H0(z) debe converger a f(z) por lo menos
para funciones suficientemente regulares.
Las gra´ficas segunda y tercera muestran, respectivamente, la parte real de la aproxima-
cio´n H0(z)+H1(z) y H0(z)+H1(z)+H2(z) en azul y la parte real de ez+
1
z−0,5 en rojo.
Se han sen˜alado los nodos de interpolacio´n mediante puntos en azul. Dadas las carac-
ter´ısticas de los problemas, la interpolacio´n se produce en los nodos con un contacto de
orden 1 para H0(z)+H1(z) y con un contacto de orden 2 para H0(z)+H1(z)+H2(z).
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1 2 3 4 5 6
1
2
3
4
Figura 2.2: Las partes reales de H0(z) +H1(z) y ez +
1
z−0,5 , λ = 1 y n = 16
1 2 3 4 5 6
1
2
3
4
Figura 2.3: Las partes reales de H0(z) +H1(z) +H2(z) y ez +
1
z−0,5 , λ = 1 y n = 16
Las gra´ficas sugieren que H1(z) y H1(z) + H2(z) deben mejorar la convergencia de
H0(z) a f(z), por lo menos para funciones regulares.
En la u´ltima gra´fica H0(z) +H1(z) +H2(z) y f(z) son indistinguibles. La siguiente
gra´fica muestra el valor absoluto de la diferencia entre ambas.
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1 2 3 4 5 6
2.´10-7
4.´10-7
6.´10-7
8.´10-7
Figura 2.4: El valor absoluto de ez + 1z−0,5 − (H0(z) +H1(z) +H2(z)), λ = 1 y n = 16
2.4.2. Nodos: ra´ıces de ı´ndice impar de un complejo de mo´dulo 1
En este caso notaremos como 2n + 1 al nu´mero natural impar que indica el ı´ndice de
las ra´ıces del nu´mero complejo λ de mo´dulo 1. Queremos obtener, en el espacio de los
polinomios de Laurent, los polinomios de interpolacio´n de Hermite con sistemas nodales
formados por {αj}2nj=0, las ra´ıces (2n+ 1)-e´simas de λ.
Se trata de encontrar un polinomio de Laurent H (z) ∈ Λ−3n−1,3n+1[z] que verifique
las condiciones de interpolacio´n
H (αj) = uj , H
(1)(αj) = vj , H
(2)(αj) = wj para j = 0, · · · , 2n, (2.4.2)
donde {uj}2nj=0, {vj}2nj=0 y {wj}2nj=0 son nu´meros complejos fijos.
Para ello buscamos las expresiones de los polinomios fundamentales de la interpolacio´n
de Hermite. Con este objetivo se prueban los siguientes lemas.
Lema 2.4.8. Los polinomios de Laurent Ej(z) =
(z2n+1−λ)3
z3n+1(z−αj) , Fj(z) =
(z2n+1−λ)3
z3n+1(z−αj)2 y
Gj(z) =
(z2n+1−λ)3
z3n+1(z−αj)3 , para j = 0, · · · , 2n, verifican
Ej(αi) = 0, E
(1)
j (αi) = 0,∀i = 0, · · · , 2n,
{
E
(2)
j (αi) = 0 ∀i 6= j,
E
(2)
j (αj) 6= 0,
Fj(αi) = 0, ∀i = 0, · · · , 2n,
{
F
(1)
j (αi) = 0 ∀i 6= j,
F
(1)
j (αj) 6= 0,
{
F
(2)
j (αi) = 0 ∀i 6= j,
F
(2)
j (αj) 6= 0,
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{
Gj(αi) = 0, ∀i 6= j,
Gj(αj) 6= 0,
{
G
(1)
j (αi) = 0 ∀i 6= j,
G
(1)
j (αj) 6= 0,
{
G
(2)
j (αi) = 0 ∀i 6= j,
G
(2)
j (αj) 6= 0,
Demostracio´n. Basta tener en cuenta que por ser los αj las ra´ıces (2n+1)-e´simas de λ, el
polinomio (z2n+1−λ)3 puede expresarse como (z2n+1−λ)3 = (z−α0)3 · · · (z−α2n)3.
Lema 2.4.9. Los polinomios de Laurent Ej(z), Fj(z) y Gj(z) definidos en el Lema
2.4.8, verifican
E
(2)
j (αj) =
2λαnj (2n+ 1)
3
α2j
,
F
(1)
j (αj) =
λαnj (2n+ 1)
3
α2j
, F
(2)
j (αj) = −
2λαnj (2n+ 1)
3
α3j
,
Gj(αj) =
λαnj (2n+ 1)
3
α2j
, G
(1)
j (αj) = −
λαnj (2n+ 1)
3
α3j
,
G
(2)
j (αj) =
λαnj (2n+ 1)
3 (n2 + n+ 2)
α4j
,
para j = 0, · · · , 2n.
Demostracio´n. Si hacemos el cambio de variable z = αjy y definimos ej(y) = Ej(αjy) =
Ej(z), obtenemos que ej(y) =
(α2n+1j y
2n+1−λ)3
α3n+1j y
3n+1(αjy−αj) =
λ3(y2n+1−1)3
α2n+1j α
n
j y
3n+1αj(y−1) =
λ2(y2n+1−1)3
αn+1j y
3n+1(y−1) .
Derivando, tenemos que e
(1)
j (y) = E
(1)
j (z)αj y e
(2)
j (y) = E
(2)
j (z)α
2
j . Si evaluamos en
1 obtenemos e
(2)
j (1) =
2λ2(2n+1)3
αn+1j
y por otra parte e
(2)
j (1) = E
(2)
j (αj)α
2
j de donde
E
(2)
j (αj) =
2λαnj (2n+1)
3
α2j
.
Si seguimos un proceso ana´logo al del caso de Ej(z), haciendo el mismo cambio de
variable z = αjy, y definiendo fj(y) = Fj(αjy) = Fj(z) obtenemos que fj(y) =
(α2n+1j y
2n+1−λ)3
α3n+1j y
3n+1(αjy−αj)2 =
λ3(y2n+1−1)3
α2n+1j α
n
j y
3n+1α2j (y−1)2
=
λ2(y2n+1−1)3
αn+2j y
3n+1(y−1)2 .
Si evaluamos f
(1)
j en 1 obtenemos: f
(1)
j (1) =
λ2(2n+1)3
αn+2j
pero, aplicando la regla de la
cadena, tenemos f
(1)
j (1) = αjF
(1)
j (αj), de donde F
(1)
j (αj) =
λαnj (2n+1)
3
α2j
.
Si aplicamos la regla de la cadena por segunda vez obtenemos f
(2)
j (y) = α
2
jF
(2)
j (z) y
por lo tanto f
(2)
j (1) = α
2
jF
(2)
j (αj). Por otro lado, si evaluamos f
(2)
j en 1 obtenemos
f
(2)
j (1) = −2λ
2(2n+1)3
αn+2j
de donde se sigue que F
(2)
j (αj) = −
2λαnj (2n+1)
3
α3j
.
84 Cap´ıtulo 2. Interpolacio´n de Hermite en T con dos derivadas
Por u´ltimo, repitiendo el cambio de variable anterior, definimos gj(y) = Gj(αjy) = Gj(z)
de donde gj(y) =
(α2n+1j y
2n+1−λ)3
α3n+1j y
3n+1(αjy−αj)3 =
λ3(y2n+1−1)3
α2n+1j α
n
j y
3n+1α3j (y−1)3
=
λ2(y2n+1−1)3
αn+3j y
3n+1(y−1)3 .
Si evaluamos gj en 1 obtenemos gj(1) =
λ2(2n+1)3
αn+3j
y como gj(1) = Gj(αj), se sigue que
Gj(αj) =
λαnj (2n+1)
3
α2j
.
Si evaluamos g
(1)
j en 1 obtenemos g
(1)
j (1) = −λ
2(2n+1)3
αn+3j
pero, aplicando la regla de la
cadena, tenemos g
(1)
j (1) = αjG
(1)
j (αj), de donde G
(1)
j (αj) = −
λαnj (2n+1)
3
α3j
.
Si calculamos la derivada segunda obtenemos g
(2)
j (y) = α
2
jG
(2)
j (z) lo que implica que
g
(2)
j (1) = α
2
jG
(2)
j (αj). Por otro lado, si evaluamos g
(2)
j en 1 obtenemos g
(2)
j (1) =
λ2(2n+1)3(n2+n+2)
αn+3j
y tenemos por fin que G
(2)
j (αj) =
λαnj (2n+1)
3(n2+n+2)
α4j
.
Una manera u´til de obtener los polinomios de interpolacio´n de Hermite es por medio
de las llamadas fo´rmulas barice´ntricas. Para obtener este tipo de fo´rmulas, vamos a
determinar expresiones compactas adecuadas para los polinomios fundamentales.
Proposicio´n 2.4.10. Los polinomios fundamentales de la interpolacio´n de Hermite
en el espacio de Laurent Λ−3n−1,3n+1[z], Aj(z), Bj(z) y Cj(z), para j = 0, · · · , 2n,
caracterizados por
Aj(αi) = δi,j , A
(1)
j (αi) = 0, A
(2)
j (αi) = 0, ∀i = 0, · · · , 2n,
Bj(αi) = 0, B
(1)
j (αi) = δi,j , B
(2)
j (αi) = 0, ∀i = 0, · · · , 2n,
Cj(αi) = 0, C
(1)
j (αi) = 0, C
(2)
j (αi) = δi,j , ∀i = 0, · · · , 2n
esta´n dados por las siguientes expresiones
Aj(z) =
α2j
λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj)3
+
αj
λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj)2
−
(
n2 + n
)
2λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj) ,
Bj(z) =
α2j
λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj)2
+
αj
λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj) ,
Cj(z) =
α2j
2λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj) .
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Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma
Aj(z) = aj,0Ej(z) + bj,0Fj(z) + cj,0Gj(z),
Bj(z) = aj,1Ej(z) + bj,1Fj(z)0Gj(z),
Cj(z) = aj,2Ej(z).
Vamos a comenzar por el u´ltimo que es el caso ma´s sencillo.
Se trata de ajustar el valor de aj,2 para que C
(2)
j (αi) = δi,j , ∀i = 0, · · · , 2n. Te-
niendo en cuenta que C
(2)
j (z) = aj,2E
(2)
j (z) obtenemos que C
(2)
j (αi) = aj,2E
(2)
j (αi) y
por el Lema 2.4.9 E
(2)
j (αj) =
2λαnj (2n+1)
3
α2j
. Por lo tanto 1 = aj,2
2λαnj (2n+1)
3
α2j
, de donde
aj,2 =
α2j
2λαnj (2n+1)
3 .
En el caso de Bj(z) las condiciones de interpolacio´n las podemos expresar como el
sistema
B
(1)
j (αj) = aj,1E
(1)
j (αj) + bj,1F
(1)
j (αj) = 1,
B
(2)
j (αj) = aj,1E
(2)
j (αj) + bj,1F
(2)
j (αj) = 0.
Si sustituimos los valores obtenidos en el Lema 2.4.9, nos queda el sistema
bj,1
λαnj (2n+ 1)
3
α2j
= 1,
aj,1
2λαnj (2n+ 1)
3
α2j
+ bj,1
(
−2λα
n
j (2n+ 1)
3
α3j
)
= 0
y resolvie´ndolo obtenemos aj,1 =
αj
λαnj (2n+1)
3 y bj,1 =
α2j
λαnj (2n+1)
3 .
Por u´ltimo, en el caso de Aj(z), el sistema que se obtiene es
cj,0Gj(αj) = 1,
bj,0F
(1)
j (αj) + cj,0G
(1)
j (αj) = 0,
aj,0E
(2)
j (αj) + bj,0F
(2)
j (αj) + cj,0cj,0G
(2)
j (αj) = 0.
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Si aplicamos de nuevo el Lema 2.4.9, el sistema se convierte en
cj,0
λαnj (2n+ 1)
3
α2j
= 1,
bj,0
λαnj (2n+ 1)
3
α2j
− cj,0
λαnj (2n+ 1)
3
α3j
= 0,
aj,0
2λαnj (2n+ 1)
3
α2j
− bj,0
2λαnj (2n+ 1)
3
α3j
+ cj,0
λαnj (2n+ 1)
3 (n2 + n+ 2)
α4j
= 0,
que tiene como solucio´n
aj,0 = −
(
n2 + n
)
2λαnj (2n+ 1)
3 , bj,0 =
αj
λαnj (2n+ 1)
3 , cj,0 =
α2j
λαnj (2n+ 1)
3
Proposicio´n 2.4.11. (i) El polinomio H0(z) ∈ Λ−3n−1,3n+1[z] que verifica las con-
diciones H0(αj) = uj, H
(1)
0 (αj) = 0, H
(2)
0 (αj) = 0, ∀j = 0, · · · , 2n, es
H0(z) =
2n∑
j=0
ujAj(z).
y tiene la siguiente expresio´n barice´ntrica
H0(z) =
2n∑
j=0
uj
αnj
[
α2j
(z−αj)3 +
αj
(z−αj)2 −
(n2+n)
2(z−αj)
]
2n∑
j=0
1
αnj
[
α2j
(z−αj)3 +
αj
(z−αj)2 −
(n2+n)
2(z−αj)
] .
(ii) El polinomio H1(z) ∈ Λ−3n−1,3n+1[z] que verifica las condiciones H1(αj) = 0,
H
(1)
1 (αj) = vj, H
(2)
1 (αj) = 0, ∀j = 0, · · · , 2n, es
H1(z) =
2n∑
j=0
vjBj(z).
y tiene la siguiente expresio´n barice´ntrica
H1(z) =
2n∑
j=0
vj
αnj
[
α2j
(z−αj)2 +
αj
(z−αj)
]
2n∑
j=0
1
αnj
[
α2j
(z−αj)3 +
αj
(z−αj)2 −
(n2+n)
2(z−αj)
] .
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(iii) El polinomio H2(z) ∈ Λ−3n−1,3n+1[z] que verifica las condiciones H2(αj) = 0,
H
(1)
2 (αj) = 0, H
(2)
2 (αj) = wj, ∀j = 0, · · · , 2n, es
H2(z) =
2n∑
j=0
wjCj(z)
y tiene la siguiente expresio´n barice´ntrica
H2(z) =
2n∑
j=0
wj
αnj
[
α2j
2(z−αj)
]
2n∑
j=0
1
αnj
[
α2j
(z−αj)3 +
αj
(z−αj)2 −
(n2+n)
2(z−αj)
] .
(iv) El polinomio H (z) ∈ Λ−3n−1,3n+1[z] que verifica (2.4.2) es
H (z) =
2n∑
j=0
(ujAj(z) + vjBj(z) + wjCj(z))
y tiene la siguiente expresio´n barice´ntrica
H (z) =
2n∑
j=0
1
αnj
[
uj
(
α2j
(z−αj)3 +
αj
(z−αj)2 −
(n2+n)
2(z−αj)
)
+ vj
(
α2j
(z−αj)2 +
αj
(z−αj)
)
+ wj
(
α2j
2(z−αj)
)]
2n∑
j=0
1
αnj
[
α2j
(z−αj)3 +
αj
(z−αj)2 −
(n2+n)
2(z−αj)
] .
Demostracio´n. Teniendo en cuenta que 1 =
2n∑
j=0
Aj(z), podemos escribir
(i) H0(z) =
2n∑
j=0
ujAj(z)
2n∑
j=0
Aj(z)
, (ii) H1(z) =
2n∑
j=0
vjBj(z)
2n∑
j=0
Aj(z)
,
(iii) H2(z) =
2n∑
j=0
wjCj(z)
2n∑
j=0
Aj(z)
, (iv) H (z) =
2n∑
j=0
[ujAj(z) + vjBj(z) + wjCj(z)]
2n∑
j=0
Aj(z)
.
Finalmente, si usamos las expresiones de los polinomios fundamentales Aj(z), Bj(z)
y Cj(z) dadas en la Proposicio´n 2.4.10 y haciendo algunas simplificaciones, llegamos al
resultado.
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Observacio´n 2.4.12. Las fo´rmulas barice´ntricas que hemos obtenido son novedosas,
pueden ser programadas de forma muy simple y son muy u´tiles para los ca´lculos debido
a su estabilidad.
Observacio´n 2.4.13. Del mismo modo que en el caso de ra´ıces de ı´ndice par debemos
remarcar los siguientes hechos:
(i) Si tenemos en cuenta las expresiones de las ra´ıces αj dadas en (2.2.1) podr´ıamos
reescribir las expresiones barice´ntricas obtenidas en la proposicio´n precedente uti-
lizando el hecho de que αnj = (−1)jλ
1
2α2j y simplificando el te´rmino λ
1
2 .
(ii) El algoritmo incluye la solucio´n de mu´ltiples problemas, por ejemplo, esta´n inclui-
dos el de Hermite con asignacio´n de primera y segunda derivada cero o tambie´n
aquellos problemas donde por diversas causas no deseamos utilizar los valores de
la primera o segunda derivada de la funcion en determinadas zonas.
(iii) El coste computacional por evaluacio´n del algoritmo es similar a los presentados
en [88].
Ejemplo 2.4.14. Las siguientes gra´ficas utilizan el algoritmo de la proposicio´n anterior
para obtener las partes reales de los polinomios de aproximacio´n de Hermite H0(z),
H0(z) +H1(z) y H0(z) +H1(z) +H2(z) relativos a ez +
1
z−0,5 basado en las ra´ıces de
orden 17 de 1.
1 2 3 4 5 6
1
2
3
4
Figura 2.5: Las partes reales de H0(z) y ez +
1
z−0,5 , λ = 1 y n = 17
La primera de las gra´ficas muestra la parte real de la aproximacio´n H0(z) en azul y la
parte real de ez + 1z−0,5 en rojo. Se han sen˜alado los nodos de interpolacio´n mediante
puntos en azul. Dadas las caracter´ısticas del problema, la interpolacio´n se produce en los
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nodos con tangente horizontal, unas veces con un punto de inflexio´n del interpolante y
otras con un extremo. La gra´fica sugiere que H0(z) debe converger a f(z), por lo menos
para funciones suficientemente regulares.
Las gra´ficas segunda y tercera muestran, respectivamente, la parte real de la aproxima-
cio´n H0(z)+H1(z) y H0(z)+H1(z)+H2(z) en azul y la parte real de ez+
1
z−0,5 en rojo.
Se han sen˜alado los nodos de interpolacio´n mediante puntos en azul. Dadas las carac-
ter´ısticas de los problemas, la interpolacio´n se produce en los nodos con un contacto de
orden 1 para H0(z)+H1(z) y con un contacto de orden 2 para H0(z)+H1(z)+H2(z).
1 2 3 4 5 6
1
2
3
4
Figura 2.6: Las partes reales de H0(z) +H1(z) y ez +
1
z−0,5 , λ = 1 y n = 17
1 2 3 4 5 6
1
2
3
4
Figura 2.7: Las partes reales de H0(z) +H1(z) +H2(z) y ez +
1
z−0,5 , λ = 1 y n = 17
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La gra´ficas sugieren que H1(z) y H1(z) + H2(z) deben mejorar la convergencia de
H0(z) a f(z) por lo menos para funciones regulares.
En la u´ltima gra´fica H0(z) +H1(z) +H2(z) y f(z) son indistinguibles. La siguiente
gra´fica muestra el valor absoluto de la diferencia entre ambas.
1 2 3 4 5 6
1.´10-7
2.´10-7
3.´10-7
4.´10-7
Figura 2.8: El valor absoluto de ez + 1z−0,5 − (H0(z) +H1(z) +H2(z)), λ = 1 y n = 17
Cap´ıtulo 3
Interpolacio´n de Hermite en
[−1, 1] con dos derivadas y nodos
de Chebyshev
3.1. Introduccio´n
En la primera parte de este cap´ıtulo se analiza el problema de interpolacio´n en [−1, 1]
prefijando las dos primeras derivadas en las condiciones de interpolacio´n y usando como
sistema nodal las ra´ıces de las cuatro familias de polinomios de Chebyshev. En el caso en
que el polinomio nodal es el de Chebyshev de primera especie, se resuelve un problema
de Hermite y en los otros tres casos se consideran los sistemas nodales ampliados que
se obtienen al an˜adir los puntos 1 y −1 a las ra´ıces de Un−1, el punto 1 a las ra´ıces de
Wn−1 y el punto −1 a las ra´ıces de Vn−1. Para estos tres casos se resuelve un problema
tipo Hermite pues no se prefija el valor de la derivada segunda en los puntos an˜adidos.
Los polinomios obtenidos se expresan usando la base de los Chebyshev de primera
especie y los resultados se deducen como una aplicacio´n de los obtenidos en el cap´ıtulo
2. El camino seguido consiste en transformar los problemas a resolver en problemas
de interpolacio´n sobre T cuya solucio´n se obtuvo en el cap´ıtulo 2. Utilizando dichas
soluciones y deshaciendo los cambios, obtenemos las soluciones buscadas.
En la segunda parte de este cap´ıtulo se estudian y presentan las fo´rmulas barice´ntricas
para los problemas de interpolacio´n en [−1, 1] usando dos derivadas y los sistemas
nodales de Chebyshev. La te´cnica seguida no se basa en la transformacio´n de Szego¨ sino
que consiste en seguir un esquema similar al desarrollado en la u´ltima seccio´n del
cap´ıtulo 1. Cabe destacar que resolvemos problemas de Hermite para el sistema de
Chebyshev de primera especie y para los tres sistemas nodales ampliados.
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3.2. Expresiones en la base de Chebyshev
3.2.1. Sistema nodal de las ra´ıces de Tn
Queremos encontrar un polinomio de interpolacio´n en [−1, 1], h3n−1(x) ∈ P3n−1[x] tal
que
h3n−1(xj) = mj , h
(1)
3n−1(xj) = oj y h
(2)
3n−1(xj) = pj para j = 0, . . . , n− 1 (3.2.1)
siendo {xj}n−1j=0 las ra´ıces del polinomio de Chebyshev de primera especie Tn(x) y
mj , oj y pj , para j = 0, · · · , n− 1, valores prefijados.
Sabemos que si {yj , yj}n−1j=0 son las ra´ıces 2n-e´simas de −1, se verifica que <(yj) =
<(yj) = xj (te´ngase en cuenta que se verifican las relaciones de conjugacio´n yj =
y2n−1−j para j = 0, . . . , n− 1).
Por ello el problema de interpolacio´n sobre [−1, 1] esta´ bien relacionado con un problema
de interpolacio´n en T que se obtiene a trave´s de la transformacio´n de Szego¨. Este es el
camino que seguiremos, para lo cual vamos a transformar el problema, y a resolver el
siguiente problema transformado.
Lema 3.2.1. El polinomio de Laurent correspondiente, mediante la transformacio´n
x =
z+ 1
z
2 , al h3n−1(x) (definido en (3.2.1)) es H−2n−n,2n+n−1(z) = H−3n,3n−1(z) y
verifica
H−3n,3n−1(yj) = H−3n,3n−1(yj) = mj ,
H
(1)
−3n,3n−1(yj) = ıojyj
√
1− x2j , H (1)−3n,3n−1(yj) = −ıojyj
√
1− x2j ,
H
(2)
−3n,3n−1(yj) = ojyj
3 − (1− x2j )pjyj2, H (2)−3n,3n−1(yj) = ojy3j − (1− x2j )pjy2j ,
(3.2.2)
para j = 0, . . . , n− 1.
Demostracio´n. Por simplicidad omitimos los sub´ındices de H−3n,3n−1(z) y de h3n−1(x)
y escribimos H (z) y h(x) respectivamente. Si hacemos H (z) = h(x) con x =
z+ 1
z
2 , y
llamamos uj = H (yj), vj = H (1)(yj) y wj = H (2)(yj), para j = 0, · · · , n− 1 entonces
obtenemos las siguientes relaciones uj = H (yj) = mj y u2n−1−j = H (yj) = h(xj) =
mj .
Por otra parte, como x =
z+ 1
z
2 , entonces z = x± ı
√
1− x2 y si derivamos, tenemos que
dz
dx = 1± ı −2x2√1−x2 = 1± ı
−x√
1−x2 .
Tomando la ra´ız positiva, dzdx = 1 − ıx√1−x2 =
√
1−x2−ıx√
1−x2 =
−ı(x+ı
√
1−x2)√
1−x2 =
−ız√
1−x2 y
tomando la ra´ız negativa, dzdx = 1 +
ıx√
1−x2 =
√
1−x2+ıx√
1−x2 =
ı(x−ı
√
1−x2)√
1−x2 =
ız√
1−x2 .
Como h(x) = H (z), entonces h(1)(x) = H (1)(z) dzdx y en consecuencia
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h(1)(x) = H (1)(z) −ız√
1−x2 ⇒ h(1)(x)
√
1− x2 = −ızH (1)(z)
h(1)(x) = H (1)(z) ız√
1−x2 ⇒ h(1)(x)
√
1− x2 = ızH (1)(z)
}
(3.2.3)
Por tanto
oj = h
(1)(xj) = H (1)(yj)
−ıyj√
1−x2j
⇒H (1)(yj) =
oj
√
1−x2j
−ıyj = ıojyj
√
1− x2j ,
oj = h
(1)(xj) = H (1)(yj)
ıyj√
1−x2j
⇒H (1)(yj) =
oj
√
1−x2j
ıyj
= −ıojyj
√
1− x2j .
Luego
 vj = ıojyj
√
1− x2j
vn+j = −ıojyj
√
1− x2j
para j = 0, . . . , n− 1.
Si volvemos a derivar en (3.2.3), obtenemos
d
dx
(
h(1)(x)
√
1− x2
)
dx
dz = −ıH (1)(z)− ızH (2)(z)[
−2x
2
√
1−x2j
h(1)(x) +
√
1− x2jh(2)(x)
]
√
1−x2
−ız =
−x
−ızh
(1)(x)− 1−x2ız h(2)(x)
⇒
xh(1)(x)− (1− x2)h(2)(x) = −ızıH (1)(z)− (ız)2H (2)(z) = zH (1)(z) + z2H (2)(z)
y por tanto
xjh
(1)(xj)− (1− x2j )h(2)(xj) = yjH (1)(yj) + y2jH (2)(yj),
de donde
xjoj − (1− x2j )pj = yjıojyj
√
1− x2j + y2jH (2)(yj) = ıoj
√
1− x2j + y2jH (2)(yj).
Luego
H (2)(yj) =
xjoj − (1− x2j )pj − ıoj
√
1− x2j
y2j
=
oj(xj − ı
√
1− x2j )− pj(1− x2j )
y2j
o, lo que es lo mismo,
wj = H
(2)(yj) =
oj(xj − ı
√
1− x2j )− pj(1− x2j )
y2j
= ojyj
3 − pjyj2(1− x2j )
para j = 0, . . . , n− 1.
Si repetimos los pasos anteriores para la ra´ız conjugada en (3.2.3), obtenemos
w2n−1−j = ojy3j − pjy2j (1− x2j )
para j = 0, . . . , n− 1.
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Proposicio´n 3.2.2. Sean {xj}n−1j=0 las ra´ıces del polinomio de Chebyshev de primera
especie Tn(x). Sean {mj}n−1j=0 , {oj}n−1j=0 y {pj}n−1j=0 nu´meros reales prefijados.
El polinomio de interpolacio´n de Hermite en [−1, 1], h3n−1(x) ∈ P3n−1[x], tal que
h3n−1(xj) = mj , h
(1)
3n−1(xj) = oj , h
(2)
3n−1(xj) = pj
para j = 0, . . . , n− 1 esta´ dado por
h3n−1(x) =
1
8n3
n∑
k=0
[
2Ak(2n− k)(2n+ k) + 4kDk −Bk + Ck
]
2Tk(x)+
+
1
8n3
n−1∑
k=−(n−1)
−1
2
[
Ak(2n− k)(−k) + 4Dk(n− k) +Bk − Ck
]
2T2n+k(x)
(3.2.4)
donde
Ak =
n−1∑
j=0
mj<(ykj ),
Bk =
n−1∑
j=0
oj<
(
ykj (yj + yj)
)
,
Ck =
n−1∑
j=0
pj
(
1− x2j
)
2<(ykj )
y
Dk =
n−1∑
j=0
oj
√
1− x2j=(ykj ),
siendo {yj , yj}n−1j=0 las ra´ıces 2n-e´simas de −1.
Demostracio´n. Recordamos que la expresio´n del polinomioH−3n,3n−1(z) con el sistema
nodal de las ra´ıces 2n−e´simas de −1 y verificando (2.3.1) esta´ dada en el Corolario 2.3.5,
H−3n,3n−1(z) =
1
8n3
n−1∑
k=−n
{
−1
2
[(
2n−1∑
j=0
ujyj
k
)
k(k + 2n)−
(
2n−1∑
j=0
vjyj
k−1
)
(2n+ 2k − 1) +
(
2n−1∑
j=0
wjyj
k−2
)]
zk−2n
+
[(
2n−1∑
j=0
ujyj
k
)
(4n2 − k2) +
(
2n−1∑
j=0
vjyj
k−1
)
(2k − 1)−
(
2n−1∑
j=0
wjyj
k−2
)]
zk
− 1
2
[(
2n−1∑
j=0
ujyj
k
)
k(k − 2n) +
(
2n−1∑
j=0
vjyj
k−1
)
(2n− 2k + 1) +
(
2n−1∑
j=0
wjyj
k−2
)]
z2n+k
}
.
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Utilizamos a continuacio´n los valores de uj , vj y wj que se han obtenido en el Lema
3.2.1.
Teniendo en cuenta que, en nuestro caso, λ = −1, que el factor
2n−1∑
j=0
ujαj
k =
n−1∑
j=0
mj
(
ykj + yj
k
)
,
que
2n−1∑
j=0
vjαj
k−1 =
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
)
y que
2n−1∑
j=0
wjαj
k−2 =
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k +
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj ,
obtenemos
H−3n,3n−1 (z) =
1
8n3
n−1∑
k=−n
{
−1
2
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
k(k + 2n)−
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n+ 2k − 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
zk−2n+
+
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
(4n2 − k2) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2k − 1)−
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
zk−
− 1
2
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
k(k − 2n) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n− 2k + 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
z2n+k
}
.
Si descomponemos el sumatorio
∑n−1
k=−n =
∑−1
k=−n +
∑n−1
k=0 =
∑n
l=1 +
∑n−1
k=0 tomando
l = −k, podemos escribir
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H−3n,3n−1 (z) =
1
8n3
n∑
l=1
{
−1
2
[n−1∑
j=0
mj
(
ylj + yj
l
) (−l(−l + 2n))−
n−1∑
j=0
ıoj
√
1− x2j
(
ylj − yj l
) (2n− 2l − 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ylj
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
l
]z−l−2n+
+
[n−1∑
j=0
mj
(
ylj + yj
l
) (4n2 − l2) +
n−1∑
j=0
ıoj
√
1− x2j
(
ylj − yj l
) (−2l − 1)−
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ylj
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
l
]z−l−
− 1
2
[n−1∑
j=0
mj
(
ylj + yj
l
) l(l + 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
ylj − yj l
) (2n+ 2l + 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ylj
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
l
]z2n−l}+
+
1
8n3
n−1∑
k=0
{
−1
2
[n−1∑
j=0
mj
(
yj
k + ykj
) k(k + 2n)−
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
) (2n+ 2k − 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
]zk−2n+
+
[n−1∑
j=0
mj
(
yj
k + ykj
) (4n2 − k2) +
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
) (2k − 1)−
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
]zk−
− 1
2
[n−1∑
j=0
mj
(
yj
k + ykj
) k(k − 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
) (2n− 2k + 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
]z2n+k}.
(3.2.5)
Para simplificar la expresio´n anterior, en primer lugar vamos a calcular el valor del
sumando correspondiente a l = n.
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{
−1
2
[n−1∑
j=0
mj
(
ynj + yj
n
) (−n2)−
n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
) (−1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ynj
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
n
]z−3n+
+
[n−1∑
j=0
mj
(
ynj + yj
n
) (4n2 − n2) +
n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
) (−2n− 1)−
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ynj
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
n
]z−n−
− 1
2
[n−1∑
j=0
mj
(
ynj + yj
n
)n(n+ 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
) (2n+ 2n+ 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ynj
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
n
]zn}.
Es fa´cil comprobar que
∑n−1
j=0 mj
(
ynj + yj
n
)
= 0, recordando que y2nj = −1, y por
tanto el sumando anterior queda
{
−1
2
[
n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
)
+
n−1∑
j=0
oj
(
yjy
n
j + yjyj
n
)]
z−3n+
+
[n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
) (−2n− 1)−
n−1∑
j=0
oj
(
yn−1j + yj
n−1
)]z−n−
− 1
2
[n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
) (4n+ 1) +
n−1∑
j=0
oj
(
yn−1j + yj
n−1
)]zn}.
(3.2.6)
Teniendo en cuenta que yj − yj = 2ı
√
1− x2j resulta
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n−1∑
j=0
ıoj
√
1− x2j
(
ynj − yjn
)
+
n−1∑
j=0
oj
(
yjy
n
j + yjyj
n
)
=
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)
+
n−1∑
j=0
oj
(
yjy
n
j + yjyj
n
)
=
n−1∑
j=0
oj
(
yjy
n
j − yjyjn − yjynj + yjyjn + 2yjynj + 2yjyjn
)
2
=
n−1∑
j=0
oj
(
yjy
n
j + yjyj
n + yjy
n
j + yjyj
n
)
2
=
n−1∑
j=0
oj
(
yj
(
ynj + yj
n
)
+ yj
(
ynj + yj
n
))
2
= 0,
por lo que el coeficiente de z−3n en (3.2.6) es 0.
Sustituyendo en (3.2.6) obtenemos que
[
(−2n)
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)−
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)−
−
n−1∑
j=0
oj
(
yn−1j + yj
n−1
)]z−n − 1
2
[
(4n)
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)+
+
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)+
n−1∑
j=0
oj
(
yn−1j + yj
n−1
)]zn
y teniendo en cuenta que yn−1j + yj
n−1 = yjynj + yjyj
n se sigue que
[
(−2n)
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)]z−n − 1
2
[
(4n)
n−1∑
j=0
oj
(yj − yj)
2
(
ynj − yjn
)]zn
= (−n)
n−1∑
j=0
oj (yj − yj)
(
ynj − yjn
)( 1
zn
+ zn
)
= 4n
n−1∑
j=0
oj
√
1− x2j=
(
ynj
)( 1
zn
+ zn
)
.
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Vamos a reescribir el sumando correspondiente a k = 0 en (3.2.5)
−1
2
[n−1∑
j=0
mj
(
yj
0 + y0j
) 0(0 + 2n)−
n−1∑
j=0
ıoj
√
1− x2j
(
yj
0 − y0j
) (2n+ 2 · 0− 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
0
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
y0j
]z0−2n+
+
[n−1∑
j=0
mj
(
yj
0 + y0j
) (4n2 − 02) +
n−1∑
j=0
ıoj
√
1− x2j
(
yj
0 − y0j
) (2 · 0− 1)−
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
0
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
y0j
]z0−
− 1
2
[n−1∑
j=0
mj
(
yj
0 + y0j
) 0(0− 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
yj
0 − y0j
) (2n− 2 · 0 + 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
0
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
y0j
]z2n+0
=
−1
2
[n−1∑
j=0
(
ojyj − pj(1− x2j )
)+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)]z−2n+
+
[n−1∑
j=0
mj2
 4n2 −
n−1∑
j=0
(
ojyj − pj(1− x2j )
)−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)]z0−
− 1
2
[n−1∑
j=0
(
ojyj − pj(1− x2j )
)+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)]z2n
=
[
8n2
n−1∑
j=0
mj
−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)−
n−1∑
j=0
(
ojyj − pj(1− x2j )
)]z0−
− 1
2
[n−1∑
j=0
(
ojyj − pj(1− x2j )
)+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)]( 1
z2n
+ z2n
)
=
[
8n2
n−1∑
j=0
mj
−
n−1∑
j=0
oj (yj + yj)
+ 2
n−1∑
j=0
pj(1− x2j )
]z0−
− 1
2
[n−1∑
j=0
oj (yj + yj)
− 2
n−1∑
j=0
pj(1− x2j )
]( 1
z2n
+ z2n
)
=
[
8n2
n−1∑
j=0
mj
− 2
n−1∑
j=0
oj< (yj)
+ 2
n−1∑
j=0
pj(1− x2j )
]z0+
+
[
−
n−1∑
j=0
oj< (yj)
+
n−1∑
j=0
pj(1− x2j )
]( 1
z2n
+ z2n
)
.
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Si tenemos en cuenta que en la ecuacio´n (3.2.5), los te´rminos de los sumatorios en l y
en k que no hemos operado hasta el momento, son los que corresponden a los valores de
l, k = 1, . . . , n − 1, podemos agrupar dichos te´rminos para expresarlos como un u´nico
sumatorio como sigue
1
8n3
n−1∑
k=1
{
−1
2
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
(−k(−k + 2n))−
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
(2n− 2k − 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)]
z−k−2n+
+
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
(4n2 − k2) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
(−2k − 1)−
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)]
z−k−
− 1
2
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
k(k + 2n) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
(2n+ 2k + 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)]
z2n−k+
+
(−1
2
)[(n−1∑
j=0
mj
(
yj
k + ykj
))
k(k + 2n)−
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n+ 2k − 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
zk−2n+
+
[(
n−1∑
j=0
mj
(
yj
k + ykj
))
(4n2 − k2) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2k − 1)−
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
zk−
− 1
2
[(
n−1∑
j=0
mj
(
yj
k + ykj
))
k(k − 2n) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n− 2k + 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
z2n+k
}
.
(3.2.7)
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Vamos a calcular el coeficiente de 1
z2n+k
+ z2n+k en la expresio´n anterior
−1
2
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
(k2 − 2kn)−
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
(2n− 2k − 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)]
z−k−2n+
−1
2
[(
n−1∑
j=0
mj
(
yj
k + ykj
))
(k2 − 2kn) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n− 2k + 1)+
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
+
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
z2n+k
=
−1
2
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(k2 − 2kn)−
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
(2n− 2k)
](
1
z2n+k
+ z2n+k
)
+
+
(−1
2
)[n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
)
+
n−1∑
j=0
oj
(
yjyj
k + yjy
k
j
)
−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]
z−k−2n+
+
(−1
2
)[
−
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
+
n−1∑
j=0
oj
(
yj
k+1 + yk+1j
)
−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]
z2n+k
=
−1
2
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(k2 − 2kn)−
(
n−1∑
j=0
ıoj
√
1− x2j2ı=
(
ykj
))
(2n− 2k)
](
1
z2n+k
+ z2n+k
)
+
+
(−1
2
)[n−1∑
j=0
oj
(
(yj − yj)
2
(
ykj − yjk
)
+
(
yjyj
k + yjy
k
j
))
−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]
z−k−2n+
+
(−1
2
)[n−1∑
j=0
oj
(
(yj − yj)
2
(
ykj − yjk
))
+
(
yj
k+1 + yk+1j
)
−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]
z2n+k
=
−1
2
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(k2 − 2kn)−
(
n−1∑
j=0
ıoj
√
1− x2j2ı=
(
ykj
))
(2n− 2k)
](
1
z2n+k
+ z2n+k
)
+
+
(−1
2
)[n−1∑
j=0
oj
1
2
(
yk+1j + yj
k+1 + yjyj
k + yjy
k
j
)
−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]( 1
z2n+k
+ z2n+k
)
=
−1
2
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(k2 − 2kn) + 2
(
n−1∑
j=0
oj
√
1− x2j=
(
ykj
))
(2n− 2k)+
+
n−1∑
j=0
oj
(
<
(
yk+1j
)
+ <
(
yk−1j
))
−
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]( 1
z2n+k
+ z2n+k
)
.
(3.2.8)
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Vamos a calcular el coeficiente de 1
zk
+ zk en la expresio´n (3.2.7)
[(
n−1∑
j=0
mj
(
ykj + yj
k
))
(4n2 − k2) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
))
(−2k − 1)−
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)]
z−k−
+
[(
n−1∑
j=0
mj
(
yj
k + ykj
))
(4n2 − k2) +
(
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
))
(2k − 1)−
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
)
−
(
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
)]
zk
=
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(4n2 − k2)− 2k
(
n−1∑
j=0
oj
(yj − yj)
2
(
ykj − yjk
))
−
−
(
n−1∑
j=0
oj
(yj − yj)
2
(
ykj − yjk
))
−
(
n−1∑
j=0
oj
(
yjy
k
j + yjyj
k
))
+
+
(
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
))]
z−k−
+
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(4n2 − k2)− 2k
(
n−1∑
j=0
oj
(yj − yj)
2
(
ykj − yjk
))
+
+
(
n−1∑
j=0
oj
(yj − yj)
2
(
ykj − yjk
))
−
(
n−1∑
j=0
oj
(
yk+1j + yj
k+1
))
+
+
(
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
))]
zk
=
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(4n2 − k2) + 4k
(
n−1∑
j=0
oj
√
1− x2j=
(
ykj
))
−
−
n−1∑
j=0
oj
1
2
(
yk+1j + yj
k+1 + yjyj
k + yjy
k
j
)
+
(
n−1∑
j=0
pj(1− x2j )2<
(
ykj
))]( 1
zk
+ zk
)
=
[
2
(
n−1∑
j=0
mj<
(
ykj
))
(4n2 − k2) + 4k
(
n−1∑
j=0
oj
√
1− x2j=
(
ykj
))
−
−
n−1∑
j=0
oj
(
<
(
yk+1j
)
+ <
(
yk−1j
))
+
(
n−1∑
j=0
pj(1− x2j )2<
(
ykj
))]( 1
zk
+ zk
)
.
(3.2.9)
3.2. Expresiones en la base de Chebyshev 103
Vamos a calcular el coeficiente de 1
z2n−k + z
2n−k en la expresio´n (3.2.7)
− 1
2
[n−1∑
j=0
mj
(
ykj + yj
k
) k(k + 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
) (2n+ 2k + 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
]z2n−k+
+
(−1
2
)[n−1∑
j=0
mj
(
yj
k + ykj
) k(k + 2n)−
n−1∑
j=0
ıoj
√
1− x2j
(
yj
k − ykj
) (2n+ 2k − 1)+
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
yj
k
+
n−1∑
j=0
(
ojyj − pj(1− x2j )
)
ykj
]zk−2n
=− 1
2
[
2
n−1∑
j=0
mj<
(
ykj
) k(k + 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
) (2n+ 2k)+
+
n−1∑
j=0
oj
(yj − yj)
2
(
ykj − yjk
)
+
(
yjy
k
j + yjyj
k
)−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]z2n−k+
+
(−1
2
)[
2
n−1∑
j=0
mj<
(
ykj
) k(k + 2n) +
n−1∑
j=0
ıoj
√
1− x2j
(
ykj − yjk
) (2n+ 2k)+
+
n−1∑
j=0
oj
(
(yj − yj)
2
(
yj
k − ykj
))
+
(
yk+1j + yj
k+1
)−
n−1∑
j=0
pj(1− x2j )
(
ykj + yj
k
)]zk−2n
=− 1
2
[
2
n−1∑
j=0
mj<
(
ykj
) k(k + 2n) +
n−1∑
j=0
ıoj
√
1− x2j2ı=
(
ykj
) (2n+ 2k)+
+
n−1∑
j=0
oj
(yj − yj)
2
(
ykj − yjk
)
+
(
yjy
k
j + yjyj
k
)−
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]z2n−k+
+
(−1
2
)[
2
n−1∑
j=0
mj<
(
ykj
) k(k + 2n) +
n−1∑
j=0
ıoj
√
1− x2j2ı=
(
ykj
) (2n+ 2k)+
+
n−1∑
j=0
oj
(
(yj − yj)
2
(
yj
k − ykj
))
+
(
yk+1j + yj
k+1
)−
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]zk−2n
=− 1
2
[
2
n−1∑
j=0
mj<
(
ykj
) k(k + 2n) +
n−1∑
j=0
ıoj
√
1− x2j2ı=
(
ykj
) (2n+ 2k)+
+
n−1∑
j=0
oj
(< (yk+1j )+ < (yk−1j ))
−
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]( 1
z2n−k
+ z2n−k
)
.
(3.2.10)
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Finalmente, la expresio´n del polinomio es
H−3n,3n−1 (z) =
=
1
8n3
{
4n
n−1∑
j=0
oj
√
1− x2j=
(
ynj
)( 1
zn
+ zn
)}
+
+
1
8n3
{[
8n2
n−1∑
j=0
mj
− 2
n−1∑
j=0
oj< (yj)
+ 2
n−1∑
j=0
pj(1− x2j )
]z0+
+
[
−
n−1∑
j=0
oj< (yj)
+
n−1∑
j=0
pj(1− x2j )
]( 1
z2n
+ z2n
)}
+
+
1
8n3
n−1∑
k=1
{
−1
2
[
2
n−1∑
j=0
mj<
(
ykj
) (k2 − 2kn) + 2
n−1∑
j=0
oj
√
1− x2j=
(
ykj
) (2n− 2k)+
+
n−1∑
j=0
oj
(
<
(
yk+1j
)
+ <
(
yk−1j
))
−
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]( 1
z2n+k
+ z2n+k
)
+
+
[
2
n−1∑
j=0
mj<
(
ykj
) (4n2 − k2) + 4k
n−1∑
j=0
oj
√
1− x2j=
(
ykj
)−
−
n−1∑
j=0
oj
(
<
(
yk+1j
)
+ <
(
yk−1j
))
+
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]( 1
zk
+ zk
)
−
− 1
2
[
2
n−1∑
j=0
mj<
(
ykj
) k(k + 2n)−
n−1∑
j=0
oj
√
1− x2j2=
(
ykj
) (2n+ 2k)+
+
n−1∑
j=0
oj
(
<
(
yk+1j
)
+ <
(
yk−1j
))−
n−1∑
j=0
pj(1− x2j )2<
(
ykj
)]( 1
z2n−k
+ z2n−k
)}
.
(3.2.11)
Si denotamos Ak =
∑n−1
j=0 mj<(ykj ) se verifica que Ak = A−k = −A2n+k, y adema´s
An = 0, A0 =
n−1∑
j=0
mj , A2n = −A0
Si denotamos Bk =
∑n−1
j=0 oj
[
<(yk+1j ) + <(yk−1j )
]
=
∑n−1
j=0 oj<
(
ykj (yj + yj)
)
se verifica
que Bk = B−k = −B2n+k, y adema´s
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Bn =
n−1∑
j=0
oj<
(
ynj 2<(yj)
)
=
n−1∑
j=0
oj
(
ynj + yj
n
)
2
2<(yj) = 0, B0 = 2
n−1∑
j=0
oj<(yj), B2n = −B0.
Si denotamos Ck =
∑n−1
j=0 pj
(
1− x2j
)
2<(ykj ) se verifica que Ck = C−k = −C2n+k, y
adema´s
Cn = 0, C0 = 2
n−1∑
j=0
pj
(
1− x2j
)
, C2n = −C0.
Si denotamos Dk =
∑n−1
j=0 oj
√
1− x2j=(ykj ) se verifica que Dk = −D−k = −D2n+k, y
adema´s
Dn =
n−1∑
j=0
oj
√
1− x2j=(ynj ), D0 = 0, D2n = 0.
Si utilizamos estos resultados en la expresio´n del polinomio, obtenemos
H−3n,3n−1 (z) =
=
1
8n3
{
4nDn
(
1
zn
+ zn
)}
+
1
8n3
{[
8n2A0 −B0 + C0
]
z0 +
[
−B0
2
+
C0
2
](
1
z2n
+ z2n
)}
+
+
1
8n3
n−1∑
k=1
{
−1
2
[
2Ak(k
2 − 2kn) + 2Dk2(n− k) +Bk − Ck
](
1
z2n+k
+ z2n+k
)
+
+
[
2Ak(4n
2 − k2) + 4kDk −Bk + Ck
](
1
zk
+ zk
)
−
− 1
2
[
2Akk(k + 2n)− 2Dk(2n+ 2k) +Bk − Ck
](
1
z2n−k
+ z2n−k
)}
=
1
8n3
n∑
k=0
[
2Ak(2n− k)(2n+ k) + 4kDk −Bk + Ck
](
1
zk
+ zk
)
+
+
1
8n3
n−1∑
k=−(n−1)
−1
2
[
Ak(2n− k)(−k) + 4Dk(n− k) +Bk − Ck
](
1
z2n+k
+ z2n+k
)
.
(3.2.12)
Basta tomar h3n−1(x) =
H−3n,3n−1(z)+H−3n,3n−1( 1z )
2 para x =
z+ 1
z
2 para completar la
demostracio´n.
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3.2.2. Sistema nodal ampliado de las ra´ıces de Un−1
Sean {xj}n−1j=1 = {cos( jpin )}n−1j=1 las ra´ıces del polinomio de Chebyshev de segunda especie
Un−1(x), x0 = 1 y xn = −1. Queremos encontrar un polinomio de interpolacio´n l3n(x) ∈
P3n[x] tal que
l3n(xj) = mj , l
(1)
3n (xj) = oj para j = 0, . . . , n y l
(2)
3n (xj) = pj para j = 1, . . . , n− 1,
(3.2.13)
siendo mj , oj y pj valores prefijados.
Sean {zj}2n−1j=0 las ra´ıces 2n-e´simas de 1. Podemos ver que las proyecciones ortogonales
de los zj sobre la recta real son x0 = <(z0) = 1, xj = <(zn−j) = <(zn+j) (te´ngase en
cuenta que se verifican las relaciones de conjugacio´n zn+j = zn−j para j = 1, . . . , n− 1)
y xn+1 = <(zn) = −1.
Vamos a transformar el problema, y a resolver el problema transformado.
Lema 3.2.3. El polinomio de Laurent correspondiente, mediante la transformacio´n
x =
z+ 1
z
2 , al l3n(x) (definido en (3.2.13)) es H−3n,3n−1(z) y verifica
H−3n,3n−1(zj) = H−3n,3n−1(zj) = mj para j = 0, . . . , n,
H
(1)
−3n,3n−1(zj) = ıojzj
√
1− x2j , H (1)−3n,3n−1(zj) = −ıojzj
√
1− x2j
para j = 1, . . . , n− 1, y H (1)−3n,3n−1(1) = H (1)−3n,3n−1(−1) = 0
H
(2)
−3n,3n−1(zj) = ojzj
3 − (1− x2j )pjzj2, H (2)−3n,3n−1(zj) = ojz3j − (1− x2j )pjz2j
para j = 1, . . . , n− 1, y H (2)−3n,3n−1(1) = o0, H (2)−3n,3n−1(−1) = −on.
(3.2.14)
Demostracio´n. Por simplicidad omitimos los sub´ındices de H−3n,3n−1(z) y de l3n(x)
y escribimos H (z) y l(x) respectivamente. Si hacemos H (z) = l(x) con x =
z+ 1
z
2 ,
obtenemos las siguientes relaciones uj = H (zj) = mj y u2n−j = H (zj) = l(xj) = mj
para j = 1, . . . , n− 1, m0 = l(1) = u0 y mn = l(−1) = un.
Realizando ca´lculos ana´logos a los desarrollados en la demostracio´n del Lema 3.2.1,
obtenemos 
vj = H (1)(zj) = ıojzj
√
1− x2j ,
v2n−j = H (1)(zj) = −ıojzj
√
1− x2j
para j = 1, . . . , n− 1,
v0 = H (1)(1) = 0, vn = H (1)(−1) = 0.
Si continuamos el proceso seguido en el lema citado antes, obtenemos
wj = H (2)(zj) = ojzj
3 − pjzj2(1− x2j ),
w2n−j = ojz3j − pjz2j (1− x2j )
para j = 1, . . . , n− 1,
w0 = H (2)(1) = o0, wn = H (2)(−1) = −on.
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Proposicio´n 3.2.4. Sean {xj}n−1j=1 = {cos( jpin )}n−1j=1 las ra´ıces del polinomio de Chebys-
hev de segunda especie Un−1(x), x0 = 1 y xn = −1. Sean {mj}nj=0 , {oj}nj=0 y {pj}n−1j=1
nu´meros reales prefijados.
El polinomio de interpolacio´n tipo Hermite, l3n(x) ∈ P3n[x], tal que
l3n(xj) = mj , l
(1)
3n (xj) = oj para j = 0, . . . , n y l
(2)
3n (xj) = pj para j = 1, . . . , n− 1
esta´ dado por
l3n(x) =
1
8n3
{
1
2
[
−n2An + C−n −Dn
]
T3n(x)+
+
3n−1∑
l=n+1
(
Al(l − 2n)(l − 4n) + Bl(6n− 2l + 1) + Cl −Dl
)
Tl(x)+
+
(
9
2
n2An − 1
2
C−n + 1
2
Dn
)
Tn(x)+
+
n−1∑
l=1
2
(
Al(4n2 − l2) + Bl (2l − 1)− Cl +Dl
)
Tl(x)+
+ 4n2A0 − C0 +D0
}
(3.2.15)
donde
Ak = m0 +
n−1∑
j=1
mj
(
zj
k + zkj
)
+ (−1)kmn, Bk =
∑n−1
j=1 ıoj
√
1− x2j
(
zj
k − zkj
)
,
Ck = o0 +
n−1∑
j=1
oj
(
zj
k+1 + zk+1j
)
− on(−1)k−2, Dk =
∑n−1
j=1 pj(1− x2j )
(
zj
k + zkj
)
,
para k = 0, . . . , 3n− 1 siendo {1} ∪ {zj , zj}n−1j=1 ∪ {−1} las ra´ıces 2n-e´simas de 1.
Demostracio´n. Recordamos que la expresio´n del polinomio H−3n,3n−1(z) que verifica
las condiciones de interpolacio´n dadas en el Lema 3.2.3, esta´ dada en el Corolario 2.3.6,
H−3n,3n−1(z) =
1
8n3
n−1∑
k=−n
{
1
2
[(
2n−1∑
j=0
ujzj
k
)
k(k + 2n)−
(
2n−1∑
j=0
vjzj
k−1
)
(2n+ 2k − 1) +
(
2n−1∑
j=0
wjzj
k−2
)]
zk−2n
+
[(
2n−1∑
j=0
ujzj
k
)
(4n2 − k2) +
(
2n−1∑
j=0
vjzj
k−1
)
(2k − 1)−
(
2n−1∑
j=0
wjzj
k−2
)]
zk
+
1
2
[(
2n−1∑
j=0
ujzj
k
)
k(k − 2n) +
(
2n−1∑
j=0
vjzj
k−1
)
(2n− 2k + 1) +
(
2n−1∑
j=0
wjzj
k−2
)]
z2n+k
}
.
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Si tenemos en cuenta la informacio´n del Lema 3.2.3 y que, en nuestro caso, λ = 1, que
el factor
∑2n−1
j=0 ujαj
k puede escribirse como m0 +
∑n−1
j=1 mj
(
zj
k + zkj
)
+ (−1)kmn,
que
∑2n−1
j=0 vjαj
k−1 =
∑n−1
j=1 ıoj
√
1− x2j
(
zj
k − zkj
)
,
que
2n−1∑
j=0
wjαj
k−2 = o0 +
n−1∑
j=1
oj
(
zj
k+1 + zk+1j
)
−on(−1)k−2−
n−1∑
j=1
pj(1−x2j )
(
zj
k + zkj
)
,
obtenemos que
H−3n,3n−1 (z) =
1
8n3
n−1∑
k=−n
{
1
2
[m0 + n−1∑
j=1
mj
(
zj
k + zkj
)
+ (−1)kmn
 k(k + 2n)−
−
n−1∑
j=1
ıoj
√
1− x2j
(
zj
k − zkj
) (2n+ 2k − 1)+
+ o0 +
n−1∑
j=1
oj
(
zj
k+1 + zk+1j
)− on(−1)k−2−
−
n−1∑
j=1
pj(1− x2j )
(
zj
k + zkj
) ]
zk−2n+
+
[m0 + n−1∑
j=1
mj
(
zj
k + zkj
)
+ (−1)kmn
 (4n2 − k2)+
+
n−1∑
j=1
ıoj
√
1− x2j
(
zj
k − zkj
) (2k − 1)−
−
o0 + n−1∑
j=1
oj
(
zj
k+1 + zk+1j
)− on(−1)k−2 − n−1∑
j=1
pj(1− x2j )
(
zj
k + zkj
)]zk+
+
1
2
[m0 + n−1∑
j=1
mj
(
zj
k + zkj
)
+ (−1)kmn
 k(k − 2n)+
+
n−1∑
j=1
ıoj
√
1− x2j
(
zj
k − zkj
) (2n− 2k + 1)+
+
(
o0 +
n−1∑
j=1
oj
(
zj
k+1 + zk+1j
)− on(−1)k−2−
−
n−1∑
j=1
pj(1− x2j )
(
zj
k + zkj
))]
z2n+k
}
.
(3.2.16)
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Si llamamos:
Ak = m0 +
∑n−1
j=1 mj
(
zj
k + zkj
)
+ (−1)kmn,
Bk =
∑n−1
j=1 ıoj
√
1− x2j
(
zj
k − zkj
)
,
Ck = o0 +
∑n−1
j=1 oj
(
zj
k+1 + zk+1j
)
− on(−1)k−2,
y Dk =
∑n−1
j=1 pj(1− x2j )
(
zj
k + zkj
)
, para k = −n, . . . , n− 1 podemos escribir (3.2.16)
en la forma
H−3n,3n−1 (z) =
1
8n3
{
n−1∑
k=−n
1
2
[
Akk(k + 2n)− Bk(2n+ 2k − 1) + Ck −Dk
]
zk−2n+
+
n−1∑
k=−n
[
Ak(4n2 − k2) + Bk(2k − 1)− Ck +Dk
]
zk+
+
n−1∑
k=−n
1
2
[
Akk(k − 2n) + Bk(2n− 2k + 1) + Ck −Dk
]
z2n+k
}
.
(3.2.17)
Si hacemos k = l + 2n en el primer sumatorio nos queda
−n−1∑
l=−3n
1
2
[
Al+2n(l + 2n)(l + 4n)− Bl+2n(2n+ 2l + 4n− 1) + Cl+2n −Dl+2n
]
zl
y llamando l = −L, podemos escribirlo como
3n∑
L=n+1
1
2
[
A−L+2n(−L+ 2n)(−L+ 4n)−B−L+2n(6n−2L−1) +C−L+2n−D−L+2n
]
z−L.
Si hacemos k=l en el segundo sumatorio de (3.2.17), obtenemos
n−1∑
l=−n
[
Al(4n2 − l2) + Bl(2l − 1)− Cl +Dl
]
zl
y descomponie´ndolo en dos sumatorios queda
−1∑
l=−n
[
Al(4n2− l2) +Bl(2l− 1)−Cl +Dl
]
zl +
n−1∑
l=0
[
Al(4n2− l2) +Bl(2l− 1)−Cl +Dl
]
zl.
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Haciendo como en el caso anterior l = −L para los valores negativos del ı´ndice l,
obtenemos
n∑
L=1
[
A−L(4n2−L2)+B−L(−2L−1)−C−L+D−L
]
z−L+
n−1∑
l=0
[
Al(4n2−l2)+Bl(2l−1)−Cl+Dl
]
zl.
Por u´ltimo llamando 2n + k = l ⇒ k = l − 2n en el tercer sumatorio de (3.2.17) , nos
queda
3n−1∑
l=n
1
2
[
Al−2n(l − 2n)(l − 4n) + Bl−2n(2n− 2l + 4n+ 1) + Cl−2n −Dl−2n
]
zl.
Tenemos entonces el polinomio expresado en la siguiente forma
H−3n,3n−1 (z) =
1
8n3
{
3n∑
l=n+1
1
2
[
A−l+2n(−l + 2n)(−l + 4n)− B−l+2n(6n− 2l − 1) + C−l+2n −D−l+2n
]
1
zl
+
+
n∑
l=1
[
A−l(4n2 − l2) + B−l(−2l − 1)− C−l +D−l
]
1
zl
+
+
n−1∑
l=0
[
Al(4n2 − l2) + Bl(2l − 1)− Cl +Dl
]
zl+
+
3n−1∑
l=n
1
2
[
Al−2n(l − 2n)(l − 4n) + Bl−2n(6n− 2l + 1) + Cl−2n −Dl−2n
]
zl
}
=
1
8n3
{
1
2
[
A−n(−n)(n)− B−n(−1) + C−n −D−n
]
1
z3n
+
+
3n−1∑
l=n+1
[
1
2
(
A−l+2n(−l + 2n)(−l + 4n)− B−l+2n(6n− 2l − 1) + C−l+2n −D−l+2n
)
1
zl
+
+
1
2
(
Al−2n(l − 2n)(l − 4n) + Bl−2n(6n− 2l + 1) + Cl−2n −Dl−2n
)
zl
]
+
+
[(
A−n3n2 − B−n(2n+ 1)− C−n +D−n
)
1
zn
+
+
1
2
(
A−n(−n)(−3n) + B−n(4n+ 1) + C−n −D−n
)
zn
]
+
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+
n−1∑
l=1
[(
A−l(4n2 − l2)− B−l(2l + 1)− C−l +D−l
)
1
zl
+
+
(
Al(4n2 − l2) + Bl(2l − 1)− Cl +Dl
)
zl
]
+
+A0(4n2)− B0 − C0 +D0
}
.
Es fa´cil comprobar que los coeficientes verifican las siguientes propiedades:
Al = A−l = A−l+2n = Al−2n,
B−l = −Bl, Bl = Bl−2n, B−l+2n = −Bl y Bn = B0 = 0,
Cl = Cl−2n, C−l = C−l+2n,
Dl = D−l = D−l+2n = Dl−2n,
Cl + Bl = C−l − Bl = o0 +
∑n
j=1 oj
(
<(zl+1j ) + <(zl−1j )
)
− on(−1)l−2,
y aplica´ndolas en la expresio´n del polinomio, nos queda,
H−3n,3n−1 (z) =
1
8n3
{
1
2
[
−n2An + C−n −Dn
]
1
z3n
+
+
3n−1∑
l=n+1
[
1
2
(
Al(l − 2n)(l − 4n) + Bl(6n− 2l)− Bl + C−l −Dl
)
1
zl
+
+
1
2
(
Al(l − 2n)(l − 4n) + Bl(6n− 2l) + Bl + Cl −Dl
)
zl
]
+
+
[(
3n2An − C−n +Dn
)
1
zn
+
1
2
(
3n2An + C−n −Dn
)
zn
]
+
+
n−1∑
l=1
[(
Al(4n2 − l2) + Bl(2l) + Bl − C−l +Dl
)
1
zl
+
+
(
Al(4n2 − l2) + Bl(2l)− Bl − Cl +Dl
)
zl
]
+
+A0(4n2)− C0 +D0
}
=
112 Cap´ıtulo 3. Interpolacio´n de Hermite en [−1, 1] con dos derivadas
=
1
8n3
{
1
2
[
−n2An + C−n −Dn
]
1
z3n
+
+
3n−1∑
l=n+1
[
1
2
(
Al(l − 2n)(l − 4n) + Bl(6n− 2l) + Bl + Cl −Dl
)(
1
zl
+ zl
)]
+
+
[(
3n2An − C−n +Dn
)
1
zn
+
1
2
(
3n2An + C−n −Dn
)
zn
]
+
+
n−1∑
l=1
[(
Al(4n2 − l2) + Bl(2l)− Bl − Cl +Dl
)(
1
zl
+ zl
)]
+
+A0(4n2)− C0 +D0
}
.
Si definimos, para x =
z+ 1
z
2 ,
l3n(x) =
H−3n,3n−1 (z) +H−3n,3n−1
(
1
z
)
2
=
1
8n3
1
2
{
1
2
[
−n2An + C−n −Dn
](
1
z3n
+ z3n
)
+
+
3n−1∑
l=n+1
[(
Al(l − 2n)(l − 4n) + Bl(6n− 2l) + Bl + Cl −Dl
)](
1
zl
+ zl
)
+
+
[(
3n2An − C−n +Dn
)
+
1
2
(
3n2An + C−n −Dn
)](
1
zn
+ zn
)
+
+
n−1∑
l=1
2
[(
Al(4n2 − l2) + Bl(2l)− Bl − Cl +Dl
)](
1
zl
+ zl
)
+
+2
(
4n2A0 − C0 +D0
)}
podemos escribirlo como
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l3n(x) =
1
8n3
1
2
{
1
2
[
−n2An + C−n −Dn
]
2T3n(x)+
+
3n−1∑
l=n+1
(
Al(l − 2n)(l − 4n) + Bl(6n− 2l + 1) + Cl −Dl
)
2Tl(x)+
+
(
9
2
n2An − 1
2
C−n + 1
2
Dn
)
2Tn(x)+
+
n−1∑
l=1
2
(
Al(4n2 − l2) + Bl (2l − 1)− Cl +Dl
)
2Tl(x)+
+2
(
4n2A0 − C0 +D0
)}
,
de donde se sigue (3.2.15).
3.2.3. Sistema nodal ampliado de las ra´ıces de Vn
Sean {xj}nj=1 = {cos( (2j−1)pi2n+1 )}nj=1 las ra´ıces del polinomio de Chebyshev de tercera
especie Vn(x) y xn+1 = −1. Sean {mj}nj=0 , {oj}nj=0 y {pj}nj=1 nu´meros reales prefijados.
Queremos encontrar un polinomio de interpolacio´n j3n+1(x) ∈ P3n+1[x] tal que
j3n+1(xj) = mj , j
(1)
3n+1(xj) = oj para j = 1, . . . , n+1 y j
(2)
3n+1(xj) = pj para j = 1, . . . , n.
(3.2.18)
Sean {−1} ∪ {yj , yj}nj=1 las ra´ıces (2n + 1)-e´simas de −1. Podemos ver que las pro-
yecciones ortogonales de los yj sobre la recta real son xj = <(yj) = <(y2n−j+2) y
xn+1 = <(yn+1) = −1 (te´ngase en cuenta que se verifican las relaciones de conjugacio´n
yj = y2n−j+2 para j = 1, . . . , n).
Vamos a transformar el problema, y a resolver el problema transformado.
Lema 3.2.5. El polinomio de Laurent correspondiente, mediante la transformacio´n
x =
z+ 1
z
2 , al j3n+1(x) (definido en (3.2.18)) es
H−2n−1−E[ 2n+1
2
],2n+1+E[ 2n+1−1
2
](z) = H−3n−1,3n+1(z)
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y verifica
H−3n−1,3n+1(yj) = H−3n−1,3n+1(yj) = mj para j = 1, . . . , n y
H−3n−1,3n+1(−1) = mn+1,
H
(1)
−3n−1,3n+1(yj) = ıojyj
√
1− x2j , H (1)−3n−1,3n+1(yj) = −ıojyj
√
1− x2j
para j = 1, . . . , n, y H
(1)
−3n−1,3n+1(−1) = 0,
H
(2)
−3n−1,3n+1(yj) = ojyj
3 − (1− x2j )pjyj2, H (2)−3n−1,3n+1(yj) = ojy3j − (1− x2j )pjy2j
para j = 1, . . . , n, y H
(2)
−3n−1,3n+1(−1) = −on+1.
(3.2.19)
Demostracio´n. Tambie´n en este caso, y por simplicidad, omitimos los sub´ındices de
H−3n−1,3n+1(z) y de j3n+1(x) y escribiremos H (z) y j(x) respectivamente. Si hacemos
H (z) = j(x) con x =
z+ 1
z
2 , entonces uj = H (yj) = mj y u2n−j+2 = H (yj) = j(xj) =
mj para j = 1, . . . , n y un+1 = H (−1) = j(−1) = mn+1.
Realizando ca´lculos ana´logos a los de la demostracio´n del Lema 3.2.1, obtenemos
vj = H (1)(yj) = ıojyj
√
1− x2j ,
v2n−j+2 = H (1)(yj) = −ıojyj
√
1− x2j ,
para j = 1, . . . , n
vn+1 = H (1)(−1) = 0.
Si continuamos el proceso seguido en el Lema citado antes, obtenemos
wj = H (2)(yj) = ojyj3 − pjyj2(1− x2j ),
w2n−j+2 = H (2)(yj) = ojy3j − pjy2j (1− x2j ),
para j = 1, . . . , n
wn+1 = H (2)(−1) = −on+1.
Proposicio´n 3.2.6. Sean {xj}nj=1 = {cos( (2j−1)pi2n+1 )}nj=1 las ra´ıces del polinomio de
Chebyshev de tercera especie Vn(x) y xn+1 = −1. Sean {mj}n+1j=1 , {oj}n+1j=1 y {pj}nj=1
nu´meros reales prefijados.
El polinomio de interpolacio´n tipo Hermite j3n+1(x) ∈ P3n+1[x] tal que
j3n+1(xj) = mj , j
(1)
3n+1(xj) = oj para j = 1, . . . , n+ 1
y
j
(2)
3n+1(xj) = pj para j = 1, . . . , n
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esta´ dado por
j3n+1(x) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
Al(l − 2n− 1)(l − 4n− 2) + Bl(6n− 2l + 4) + Cl −Dl
)
2Tl(x))
]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl)2Tl(x)]+
+A0(2n+ 1)2 − C0 +D0
}
,
(3.2.20)
donde
Ak =
n∑
j=1
mj
(
yj
k + ykj
)
+ (−1)kmn+1, Bk =
∑n
j=1 ıoj
√
1− x2j
(
yj
k − ykj
)
,
Ck =
n∑
j=1
oj
(
yj
k+1 + yk+1j
)
− (−1)k+1on+1, Dk =
∑n
j=1 pj(1− x2j )
(
yj
k + ykj
)
,
para k = 0, . . . , 3n+ 1, y {−1} ∪ {yj , yj}nj=1 son las ra´ıces (2n+ 1)-e´simas de −1.
Demostracio´n. Recordamos que la expresio´n de H−3n−1,3n+1(z) verificando las condi-
ciones de interpolacio´n dadas en el Lema 3.2.5, viene dada en el Corolario 2.3.7:
H−3n−1,3n+1(z) =
1
(2n+ 1)3
×
×
n∑
k=−n
{
−1
2
[(
2n∑
j=0
ujyj
k
)
k(k + 2n+ 1)−
(
2n∑
j=0
vjyj
k−1
)
(2n+ 2k) +
(
2n∑
j=0
wjyj
k−2
)]
zk−2n−1
+
[(
2n∑
j=0
ujyj
k
)(
(2n+ 1)2 − k2)+( 2n∑
j=0
vjyj
k−1
)
(2k − 1)−
(
2n∑
j=0
wjyj
k−2
)]
zk
+
−1
2
[(
2n∑
j=0
ujyj
k
)
k(k − 2n− 1) +
(
2n∑
j=0
vjyj
k−1
)
(2n− 2k + 2) +
(
2n∑
j=0
wjyj
k−2
)]
z2n+1+k
}
.
Si tenemos en cuenta que, en nuestro caso, λ = −1, que el factor ∑2nj=0 ujαjk, an˜adien-
do la informacio´n del lema anterior, puede escribirse como
∑n
j=1mj
(
yj
k + ykj
)
+
(−1)kmn+1,
que
∑2n
j=0 vjαj
k−1 =
∑n
j=1 ıoj
√
1− x2j
(
yj
k − ykj
)
y que
2n∑
j=0
wjαj
k−2 =
n∑
j=1
oj
(
yj
k+1 + yk+1j
)
− (−1)k+1on+1 −
n∑
j=1
pj(1− x2j )
(
yj
k + ykj
)
,
podemos expresar el polinomio en la forma
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H−3n−1,3n+1 (z) =
1
(2n+ 1)3
×
×
n∑
k=−n
{
−1
2
[(
n∑
j=1
mj
(
yj
k + ykj
)
+ (−1)kmn+1
)
k(k + 2n+ 1)−
(
n∑
j=1
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n+ 2k)+
+
(
n∑
j=1
oj
(
yj
k+1 + yk+1j
)
− (−1)k+1on+1 −
n∑
j=1
pj(1− x2j )
(
yj
k + ykj
))]
zk−2n−1+
+
[(
n∑
j=1
mj
(
yj
k + ykj
)
+ (−1)kmn+1
)(
(2n+ 1)2 − k2)+( n∑
j=1
ıoj
√
1− x2j
(
yj
k − ykj
))
(2k − 1)−
−
(
n∑
j=1
oj
(
yj
k+1 + yk+1j
)
− (−1)k+1on+1 −
n∑
j=1
pj(1− x2j )
(
yj
k + ykj
))]
zk+
+
−1
2
[(
n∑
j=1
mj
(
yj
k + ykj
)
+ (−1)kmn+1
)
k(k − 2n− 1) +
(
n∑
j=1
ıoj
√
1− x2j
(
yj
k − ykj
))
(2n− 2k + 2)+
+
(
n∑
j=1
oj
(
yj
k+1 + yk+1j
)
− (−1)k+1on+1 −
n∑
j=1
pj(1− x2j )
(
yj
k + ykj
))]
z2n+1+k
}
.
(3.2.21)
Si llamamos:
Ak =
∑n
j=1mj
(
yj
k + ykj
)
+ (−1)kmn+1,
Bk =
∑n
j=1 ıoj
√
1− x2j
(
yj
k − ykj
)
,
Ck =
∑n
j=1 oj
(
yj
k+1 + yk+1j
)
− (−1)k+1on+1
y Dk =
∑n
j=1 pj(1 − x2j )
(
yj
k + ykj
)
, para k = −n, . . . , n podemos escribir (3.2.21) en
la forma
H−3n−1,3n+1 (z) =
1
(2n+ 1)3
n∑
k=−n
{
−1
2
[
Akk(k + 2n+ 1)− Bk(2n+ 2k) + Ck −Dk
]
zk−2n−1+
+
n∑
k=−n
[
Ak
(
(2n+ 1)2 − k2)+ Bk(2k − 1)− Ck +Dk
]
zk+
+
n∑
k=−n
−1
2
[
Akk(k − 2n− 1) + Bk(2n− 2k + 2) + Ck −Dk
]
z2n+1+k
}
.
(3.2.22)
Si hacemos k − 2n− 1 = l en el primer sumatorio nos queda
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−n−1∑
l=−3n−1
−1
2
[
Al+2n+1(l+2n+1)(l+4n+2)−Bl+2n+1(2n+2l+4n+2)+Cl+2n+1−Dl+2n+1
]
zl
y llamando l = −L, podemos escribirlo como
3n+1∑
L=n+1
−1
2
[
A−L+2n+1(−L+ 2n+ 1)(−L+ 4n+ 2)−
− B−L+2n+1(6n− 2L+ 2) + C−L+2n+1 −D−L+2n+1
]
z−L.
Si hacemos k=l en el segundo sumatorio de (3.2.22), obtenemos
n∑
l=−n
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl
y descomponie´ndolo en dos sumatorios queda
−1∑
l=−n
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl+
+
n∑
l=0
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl.
Haciendo como en el caso anterior l = −L para los valores negativos del ı´ndice l,
obtenemos
n∑
L=1
[
A−L
(
(2n+ 1)2 − L2)+ B−L(−2L− 1)− C−L +D−L]z−L+
+
n∑
l=0
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl.
Por u´ltimo, llamando 2n+ k + 1 = l en el tercer sumatorio de (3.2.22), nos queda
3n+1∑
l=n+1
−1
2
[
Al−2n−1(l−2n−1)(l−4n−2)+Bl−2n−1(6n−2l+4)+Cl−2n−1−Dl−2n−1
]
zl.
Tenemos entonces el polinomio expresado en la siguiente forma
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H−3n−1,3n+1 (z) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
−1
2
[
A−l+2n+1(−l + 2n+ 1)(−l + 4n+ 2)−
− B−l+2n+1(6n− 2l + 2) + C−l+2n+1 −D−l+2n+1
]
1
zl
+
+
n∑
l=1
[
A−l
(
(2n+ 1)2 − l2)+ B−l(−2l − 1)− C−l +D−l
]
1
zl
+
+
n∑
l=0
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl+
+
3n+1∑
l=n+1
−1
2
[
Al−2n−1(l − 2n− 1)(l − 4n− 2)+
+ Bl−2n−1(6n− 2l + 4) + Cl−2n−1 −Dl−2n−1
]
zl
}
y podemos escribir
H−3n−1,3n+1 (z) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
−1
2
(
A−l+2n+1(−l + 2n+ 1)(−l + 4n+ 2)−
− B−l+2n+1(6n− 2l + 2) + C−l+2n+1 −D−l+2n+1
)
1
zl
+
+
−1
2
(
Al−2n−1(l − 2n− 1)(l − 4n− 2)+
+ Bl−2n−1(6n− 2l + 4) + Cl−2n−1 −Dl−2n−1
)
zl
]
+
+
n∑
l=1
[(
A−l
(
(2n+ 1)2 − l2)− B−l(2l + 1)− C−l +D−l
)
1
zl
+
+
(
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
)
zl
]
+
+A0(2n+ 1)2 − B0 − C0 +D0
}
.
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Es fa´cil comprobar que los coeficientes verifican las siguientes propiedades:
Al = A−l = −A−l+2n+1 = −Al−2n−1,
B−l = −Bl, Bl−2n−1 = −Bl, B−l+2n+1 = −B−l y B0 = 0,
Cl−2n−1 = −Cl, C−l+2n+1 = −C−l,
Dl = D−l, D−l+2n+1 = Dl−2n−1 = −Dl,
Cl + Bl = C−l − Bl =
∑n
j=1 oj
(
<(yl+1j ) + <(yl−1j )
)
− (−1)l+1on+1
y aplica´ndolas en la expresio´n del polinomio, nos queda,
H−3n,3n−1 (z) =
1
(2n+ 1)3
×
×
{
3n+1∑
l=n+1
[
−1
2
(
−Al(−l + 2n+ 1)(−l + 4n+ 2)− Bl(6n− 2l + 2)− C−l +Dl
)
1
zl
+
+
−1
2
(
−Al(l − 2n− 1)(l − 4n− 2)− Bl(6n− 2l + 4)− Cl +Dl
)
zl
]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l + 1)− C−l +Dl
)
1
zl
+
+
(
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
)
zl
]
+
+A0(2n+ 1)2 − C0 +D0
}
,
es decir,
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
−1
2
(
−Al(l − 2n− 1)(l − 4n− 2)− Bl(6n− 2l + 3)− Bl − Cl +Dl
)
1
zl
+
+
−1
2
(
−Al(l − 2n− 1)(l − 4n− 2)− Bl(6n− 2l + 3)− Bl − Cl +Dl
)
zl
]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l)− Bl − Cl +Dl
)
1
zl
+
+
(
Al
(
(2n+ 1)2 − l2)+ Bl(2l)− Bl − Cl +Dl
)
zl
]
+
+A0(2n+ 1)2 − C0 +D0
}
.
Si definimos, para x =
z+ 1
z
2 ,
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j3n+1(x) =
H−3n−1,3n+1 (z) +H−3n−1,3n+1
(
1
z
)
2
=
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
Al(l − 2n− 1)(l − 4n− 2)+
+ Bl(6n− 2l + 3) + Bl + Cl −Dl
)(
1
zl
+ zl
)]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l)− Bl − Cl +Dl
)(
1
zl
+ zl
)]
+
+A0(2n+ 1)2 − C0 +D0
}
,
obtenemos (3.2.20).
3.2.4. Sistema nodal ampliado de las ra´ıces de Wn
Sean {xj}nj=1 = {cos( 2jpi2n+1)}nj=1 las ra´ıces del polinomio de Chebyshev de cuarta es-
pecie Wn(x) y x0 = 1. Queremos encontrar un polinomio de interpolacio´n g3n+1(x) ∈
P3n+1[x] tal que
g3n+1(xj) = mj , g
(1)
3n+1(xj) = oj , para j = 0, . . . , n y g
(2)
3n+1(xj) = pj para j = 1, . . . , n,
(3.2.23)
siendo mj , oj y pj valores prefijados. Sean {1} ∪ {zj , zj}nj=1 las ra´ıces (2n + 1)-e´simas
de 1. Podemos ver que las proyecciones ortogonales de los zj sobre la recta real son
x0 = <(z0) = 1, xj = <(zj) = <(z2n−j+1) (te´ngase en cuenta que se verifican las
relaciones de conjugacio´n zj = z2n−j+1 para j = 1, . . . , n).
Aunque el resultado se puede obtener a partir del caso anterior basa´ndose en las rela-
ciones entre los sistemas nodales, hemos optado por seguir el mismo esquema que en los
3 casos anteriores. Por ello vamos a transformar el problema, y a resolver el problema
transformado.
Lema 3.2.7. El polinomio de Laurent correspondiente, mediante la transformacio´n
x =
z+ 1
z
2 , al g3n+1(x) (definido en (3.2.23)) es
H−2n−1−E[ 2n+1
2
],2n+1+E[ 2n+1−1
2
](z) = H−3n−1,3n+1(z)
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y verifica las condiciones de interpolacio´n
H−3n−1,3n+1(zj) = H−3n−1,3n+1(zj) = mj para j = 1, . . . , n
y H−3n−1,3n+1(1) = m0,
H
(1)
−3n−1,3n+1(zj) = ıojzj
√
1− x2j , H (1)−3n−1,3n+1(zj) = −ıojzj
√
1− x2j
para j = 1, . . . , n y H
(1)
−3n−1,3n+1(1) = 0,
H
(2)
−3n−1,3n+1(zj) = ojzj
3 − (1− x2j )pjzj2, H (2)−3n−1,3n+1(zj) = ojz3j − (1− x2j )pjz2j
para j = 1, . . . , n y H
(2)
−3n−1,3n+1(1) = o0.
(3.2.24)
Demostracio´n. Tambie´n en este caso, y por simplicidad, omitimos los sub´ındices de
H−3n−1,3n+1(z) y de g3n+1(x) y escribiremosH (z) y g(x) respectivamente. Si tomamos
H (z) = g(x) con x =
z+ 1
z
2 , entonces uj = H (zj) = mj y u2n−j+1 = H (zj) = g(xj) =
mj para j = 1, . . . , n y m0 = g(1) = u0.
Realizando ca´lculos ana´logos a los realizados en la demostracio´n del Lema 3.2.1, obte-
nemos 
vj = H (1)(zj) = ıojzj
√
1− x2j ,
v2n−j+1 = H (1)(zj) = −ıojzj
√
1− x2j ,
para j = 1, . . . , n,
v0 = H (1)(1) = 0.
Si continuamos el proceso seguido en el Lema citado antes, obtenemos
wj = H (2)(zj) = ojzj3 − pjzj2(1− x2j ),
w2n−j+1 = H (2)(zj) = ojz3j − pjz2j (1− x2j ),
para j = 1, . . . , n,
w0 = H (2)(1) = o0.
Proposicio´n 3.2.8. Sean {xj}nj=1 = {cos( 2jpi2n+1)}nj=1 las ra´ıces del polinomio de Chebys-
hev de cuarta especie Wn(x) y x0 = 1. Sean {mj}nj=0 , {oj}nj=0 y {pj}nj=1 nu´meros reales
prefijados.
El polinomio de interpolacio´n tipo Hermite g3n+1(x) ∈ P3n+1[x] tal que
g3n+1(xj) = mj , g
(1)
3n+1(xj) = oj para j = 0, . . . , n
y
g
(2)
3n+1(xj) = pj para j = 1, . . . , n
esta´ dado por
122 Cap´ıtulo 3. Interpolacio´n de Hermite en [−1, 1] con dos derivadas
g3n+1(x) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
Al(l − 2n− 1)(l − 4n− 2) + Bl(6n− 2l + 4) + Cl −Dl
)
2Tl(x))
]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl)2Tl(x)]+
+A0(2n+ 1)2 − C0 +D0
}
,
(3.2.25)
donde
Ak = m0 +
n∑
j=1
mj
(
zj
k + zkj
)
, Bk =
∑n
j=1 ıoj
√
1− x2j
(
zj
k − zkj
)
,
Ck = o0 +
n∑
j=1
oj
(
zj
k+1 + zk+1j
)
, Dk =
∑n
j=1 pj(1− x2j )
(
zj
k + zkj
)
,
para k = 0, . . . , 3n+ 1, y {1} ∪ {zj , zj}nj=1 son las ra´ıces (2n+ 1)-e´simas de 1.
Demostracio´n. Recordamos que la expresio´n de H−3n−1,3n+1(z) verificando las condi-
ciones de interpolacio´n dadas en el Lema 3.2.7, viene dada en el Corolario 2.3.8
H−3n−1,3n+1(z) = 1(2n+1)3×
×
n∑
k=−n
{
1
2
[(
2n∑
j=0
ujzj
k
)
k(k + 2n+ 1)−
(
2n∑
j=0
vjzj
k−1
)
(2n+ 2k) +
(
2n∑
j=0
wjzj
k−2
)]
zk−2n−1
+
[(
2n∑
j=0
ujzj
k
)(
(2n+ 1)2 − k2)+( 2n∑
j=0
vjzj
k−1
)
(2k − 1)−
(
2n∑
j=0
wjzj
k−2
)]
zk
+
1
2
[(
2n∑
j=0
ujzj
k
)
k(k − 2n− 1) +
(
2n∑
j=0
vjzj
k−1
)
(2n− 2k + 2) +
(
2n∑
j=0
wjzj
k−2
)]
z2n+1+k
}
.
Si tenemos en cuenta que, en nuestro caso, λ = 1, que el factor
∑2n
j=0 ujαj
k, an˜adiendo
la informacio´n del lema anterior, puede escribirse como m0 +
∑n
j=1mj
(
zj
k + zkj
)
,
que
∑2n
j=0 vjαj
k−1 =
∑n
j=1 ıoj
√
1− x2j
(
zj
k − zkj
)
,
que
∑2n
j=0wjαj
k−2 = o0 +
∑n
j=1 oj
(
zj
k+1 + zk+1j
)
−∑nj=1 pj(1− x2j )(zjk + zkj ),
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podemos expresar el polinomio en la forma
H−3n−1,3n+1 (z) =
1
(2n+ 1)3
×
×
n∑
k=−n
{
1
2
[(
m0 +
n∑
j=1
mj
(
zj
k + zkj
))
k(k + 2n+ 1)−
(
n∑
j=1
ıoj
√
1− x2j
(
zj
k − zkj
))
(2n+ 2k)+
+
(
o0 +
n∑
j=1
oj
(
zj
k+1 + zk+1j
)
−
n∑
j=1
pj(1− x2j )
(
zj
k + zkj
))]
zk−2n−1+
+
[(
m0 +
n∑
j=1
mj
(
zj
k + zkj
))(
(2n+ 1)2 − k2)+( n∑
j=1
ıoj
√
1− x2j
(
zj
k − zkj
))
(2k − 1)−
−
(
o0 +
n∑
j=1
oj
(
zj
k+1 + zk+1j
)
−
n∑
j=1
pj(1− x2j )
(
zj
k + zkj
))]
zk+
+
1
2
[(
m0 +
n∑
j=1
mj
(
zj
k + zkj
))
k(k − 2n− 1) +
(
n∑
j=1
ıoj
√
1− x2j
(
zj
k − zkj
))
(2n− 2k + 2)+
+
(
o0 +
n∑
j=1
oj
(
zj
k+1 + zk+1j
)
−
n∑
j=1
pj(1− x2j )
(
zj
k + zkj
))]
z2n+1+k
}
.
(3.2.26)
Si llamamos:
Ak = m0 +
∑n
j=1mj
(
zj
k + zkj
)
,
Bk =
∑n
j=1 ıoj
√
1− x2j
(
zj
k − zkj
)
,
Ck = o0 +
∑n
j=1 oj
(
zj
k+1 + zk+1j
)
y Dk =
∑n
j=1 pj(1 − x2j )
(
zj
k + zkj
)
, para k = −n, . . . , n, podemos escribir (3.2.26) en
la forma
H−3n−1,3n+1 (z) =
1
(2n+ 1)3
n∑
k=−n
{
1
2
[
Akk(k + 2n+ 1)− Bk(2n+ 2k) + Ck −Dk
]
zk−2n−1+
+
n∑
k=−n
[
Ak
(
(2n+ 1)2 − k2)+ Bk(2k − 1)− Ck +Dk
]
zk+
+
n∑
k=−n
1
2
[
Akk(k − 2n− 1) + Bk(2n− 2k + 2) + Ck −Dk
]
z2n+1+k
}
.
(3.2.27)
Si hacemos k − 2n− 1 = l en el primer sumatorio nos queda
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−n−1∑
l=−3n−1
1
2
[
Al+2n+1(l+2n+1)(l+4n+2)−Bl+2n+1(2n+2l+4n+2)+Cl+2n+1−Dl+2n+1
]
zl
y llamando l = −L, podemos escribirlo como
3n+1∑
L=n+1
1
2
[
A−L+2n+1(−L+2n+1)(−L+4n+2)−B−L+2n+1(6n−2L+2)+C−L+2n+1−D−L+2n+1
]
z−L.
Si hacemos k=l en el segundo sumatorio de (3.2.27), obtenemos
n∑
l=−n
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl
y descomponie´ndolo en dos sumatorios
−1∑
l=−n
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl+
+
n∑
l=0
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl.
Haciendo como en el caso anterior l = −L para los valores negativos del ı´ndice l,
obtenemos
n∑
L=1
[
A−L
(
(2n+ 1)2 − L2)+ B−L(−2L− 1)− C−L +D−L]z−L+
+
n∑
l=0
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl.
Por u´ltimo llamando 2n+ k + 1 = l en el tercer sumatorio de (3.2.27), nos queda
3n+1∑
l=n+1
1
2
[
Al−2n−1(l− 2n− 1)(l− 4n− 2) +Bl−2n−1(6n− 2l+ 4) + Cl−2n−1−Dl−2n−1
]
zl.
Tenemos entonces el polinomio expresado en la siguiente forma
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H−3n−1,3n+1 (z) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
1
2
[
A−l+2n+1(−l + 2n+ 1)(−l + 4n+ 2)−
− B−l+2n+1(6n− 2l + 2) + C−l+2n+1 −D−l+2n+1
]
1
zl
+
+
n∑
l=1
[
A−l
(
(2n+ 1)2 − l2)+ B−l(−2l − 1)− C−l +D−l
]
1
zl
+
+
n∑
l=0
[
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
]
zl+
+
3n+1∑
l=n+1
1
2
[
Al−2n−1(l − 2n− 1)(l − 4n− 2) + Bl−2n−1(6n− 2l + 4)+
+ Cl−2n−1 −Dl−2n−1
]
zl
}
,
es decir,
H−3n−1,3n+1 (z) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
A−l+2n+1(−l + 2n+ 1)(−l + 4n+ 2)−
− B−l+2n+1(6n− 2l + 2) + C−l+2n+1 −D−l+2n+1
)
1
zl
+
+
1
2
(
Al−2n−1(l − 2n− 1)(l − 4n− 2) + Bl−2n−1(6n− 2l + 4)+
+ Cl−2n−1 −Dl−2n−1
)
zl
]
+
+
n∑
l=1
[(
A−l
(
(2n+ 1)2 − l2)− B−l(2l + 1)− C−l +D−l
)
1
zl
+
+
(
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
)
zl
]
+
+A0(2n+ 1)2 − B0 − C0 +D0
}
.
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Es fa´cil comprobar que los coeficientes verifican las siguientes propiedades:
Al = A−l = A−l+2n+1 = Al−2n−1,
B−l = −Bl, Bl = Bl−2n−1, B−l+2n+1 = B−l y B0 = 0,
Cl = Cl−2n−1, C−l = C−l+2n+1,
Dl = D−l = D−l+2n+1 = Dl−2n−1,
Cl + Bl = C−l − Bl = o0 +
∑n
j=1 oj
(
<(zk+1j ) + <(zk−1j )
)
y aplica´ndolas en la expresio´n del polinomio, nos queda,
H−3n,3n−1 (z) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
Al(−l + 2n+ 1)(−l + 4n+ 2) + Bl(6n− 2l + 2) + C−l −Dl
)
1
zl
+
+
1
2
(
Al(l − 2n− 1)(l − 4n− 2) + Bl(6n− 2l + 4) + Cl −Dl
)
zl
]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l + 1)− C−l +Dl
)
1
zl
+
+
(
Al
(
(2n+ 1)2 − l2)+ Bl(2l − 1)− Cl +Dl
)
zl
]
+
+A0(2n+ 1)2 − C0 +D0
}
,
es decir,
H−3n,3n−1 (z) =
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
Al(l − 2n− 1)(l − 4n− 2) + Bl(6n− 2l + 3) + Bl + Cl −Dl
)
1
zl
+
+
1
2
(
Al(l − 2n− 1)(l − 4n− 2) + Bl(6n− 2l + 3) + Bl + Cl −Dl
)
zl
]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l)− Bl − Cl +Dl
)
1
zl
+
+
(
Al
(
(2n+ 1)2 − l2)+ Bl(2l)− Bl − Cl +Dl
)
zl
]
+
+A0(2n+ 1)2 − C0 +D0
}
.
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Si definimos, para x =
z+ 1
z
2 ,
g3n+1(x) =
H−3n−1,3n+1 (z) +H−3n−1,3n+1
(
1
z
)
2
=
1
(2n+ 1)3
{
3n+1∑
l=n+1
[
1
2
(
Al(l − 2n− 1)(l − 4n− 2) + Bl(6n− 2l + 3)+
+ Bl + Cl −Dl
)(
1
zl
+ zl
)]
+
+
n∑
l=1
[(
Al
(
(2n+ 1)2 − l2)+ Bl(2l)− Bl − Cl +Dl
)(
1
zl
+ zl
)]
+
+A0(2n+ 1)2 − C0 +D0
}
,
se obtiene (3.2.25).
Observacio´n 3.2.9. Otro problema de intere´s ser´ıa considerar los problemas de Her-
mite con los tres sistemas nodales ampliados, cuyas expresiones expl´ıcitas son un pro-
blema abierto. En la Memoria hemos optado por dar las correspondientes expresiones
barice´ntricas.
3.3. Fo´rmulas barice´ntricas para problemas de Hermite
En esta seccio´n vamos a generalizar los resultados de la seccio´n 1.4 a problemas de
Hermite con derivadas de segundo orden.
3.3.1. Interpolacio´n de Hermite en el sistema nodal relativo a Tn(x)
Como ya hemos indicado por Tn(x) entenderemos el n-e´simo polinomio de Chebyshev
de primera especie. Sean {xj}n−1j=0 = {cos( (2j+1)pi2n )}n−1j=0 las ra´ıces del polinomio Tn(x).
Si tenemos en cuenta que Tn(x) = cos(n arc cosx), observamos que en los nodos xj se
verifica que
sen(n arc cosxj) = sen
(
2j + 1
2
pi
)
= (−1)j ,
cos(n arc cosxj) = cos
(
2j + 1
2
pi
)
= 0,
para j = 0, · · · , n− 1.
El problema que vamos a tratar es el de determinar expresiones para el polinomio de
interpolacio´n de Hermite en relacio´n a tres conjuntos o listas de n+1 nu´meros {mj}nj=0,
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{oj}nj=0 y {pj}nj=0, esto es, determinar el u´nico polinomio de grado menor o igual que
3n− 1 que denotaremos por h3n−1(x) que cumple las condiciones:
h3n−1(xj) = mj , h
(1)
3n−1(xj) = oj y h
(2)
3n−1(xj) = pj para j = 0, · · · , n− 1. (3.3.1)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}n−1j=0 .
Lema 3.3.1. Los polinomios Ej(x) =
(Tn(x))3
(x−xj) , Fj(x) =
(Tn(x))3
(x−xj)2 y Gj(x) =
(Tn(x))3
(x−xj)3 ,
para j = 0, · · · , n− 1, verifican que:
(i) Ej(xi) = 0, E
(1)
j (xi) = 0, ∀i = 0, · · · , n− 1 y
{
E
(2)
j (xi) = 0 ∀i 6= j
E
(2)
j (xj) 6= 0
.
(ii) Fj(xi) = 0,∀i = 0, · · · , n−1,
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
y
{
F
(2)
j (xi) = 0 ∀i 6= j
F
(2)
j (xj) 6= 0
.
(iii)
{
Gj(xi) = 0 ∀i 6= j
Gj(xj) 6= 0 ,
{
G
(1)
j (xi) = 0 ∀i 6= j
G
(1)
j (xj) 6= 0
y
{
G
(2)
j (xi) = 0 ∀i 6= j
G
(2)
j (xj) 6= 0
.
Demostracio´n. Para probar (i) basta tener en cuenta que Ej(x) =
(Tn(x))
3
(x− xj) es un
polinomio que tiene a xj como ra´ız doble y a los dema´s nodos como ra´ıces triples. Por
tanto Ej(x) y sus derivada E
(1)
j (x) y E
(2)
j (x) se anulan en todos los nodos distintos de
xj y adema´s Ej(x) y E
(1)
j (x) se anulan en xj pero E
(2)
j (x) no lo hace.
Para probar (ii) basta tener en cuenta que Fj(x) =
(Tn(x))
3
(x− xj)2 es un polinomio que
tiene a xj como ra´ız simple y que los dema´s nodos son ra´ıces con multiplicidad tres del
mismo.
Para demostrar (iii) te´ngase en cuenta que Gj(x) =
(Tn(x))
3
(x− xj)3 no tiene a xj como ra´ız
y que los dema´s nodos son ra´ıces con multiplicidad tres del mismo.
Lema 3.3.2. En las ra´ıces {xj}n−1j=0 de Tn(x) se verifican las relaciones siguientes:
(i) T (1)n (xj) = (−1)j
n√
1− x2j
para j = 0, · · · , n− 1.
(ii) T (2)n (xj) = (−1)j
nxj
(1− xj2) 32
para j = 0, · · · , n− 1.
(iii) T (3)n (xj) = (−1)j
n(2x2j + n
2x2j + 1− n2)
(1− x2j )5/2
para j = 0, · · · , n− 1.
3.3. Fo´rmulas barice´ntricas para problemas de Hermite 129
Demostracio´n. (i) Si calculamos la derivada de Tn(x), obtenemos
T (1)n (x) =
n sen (n arc cosx)√
1− x2 .
Evaluando en xj y recordando que sen(n arc cosxj) = (−1)j , obtenemos el resultado.
(ii) Si calculamos la derivada segunda de Tn(x), obtenemos
T (2)n (x) = −
n2 cos (n arc cosx)
1− x2 +
nx sen (n arc cosx)
(1− x2)3/2
.
Evaluando en xj y recordando ahora que cos(n arc cosxj) = 0, obtenemos el resultado.
(iii) Si calculamos la derivada tercera de Tn(x), obtenemos
T (3)n (x) = −
sin (n arc cos (x))n3
(1− x2)3/2
− 3 cos (n arc cos (x))n
2x
(1− x2)2 +
3 sin (n arc cos (x))nx2
(1− x2)5/2
+
sin (n arc cos (x))n
(1− x2)3/2
.
Si evaluamos en xj , teniendo en cuenta las consideraciones anteriores, se obtiene el
resultado.
Lema 3.3.3. Sea {xj}n−1j=0 el sistema nodal relativo a las ra´ıces de Tn(x). Si denotamos
por fj(x) a
Tn(x)
x− xj se verifica
(i) fj(xj) = (−1)j n√
1− x2j
.
(ii) f
(1)
j (xj) = (−1)j
nxj
2(1− x2j )3/2
.
(iii) f
(2)
j (xj) = (−1)j
n(2x2j + n
2x2j + 1− n2)
3(1− x2j )5/2
.
Demostracio´n. (i) La indeterminacio´n que resulta al evaluar fj en xj se resuelve apli-
cando la regla de L’Hoˆpital y se obtiene que fj(xj) = T
(1)
n (xj), calculado en el Lema
3.3.2 (i).
(ii)
f
(1)
j (x) =
T
(1)
n (x)(x− xj)− Tn(x)
(x− xj)2 .
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La indeterminacio´n que resulta al evaluar f
(1)
j en xj se resuelve aplicando la regla de
L’Hoˆpital obteniendo que
f
(1)
j (xj) = l´ımx→xj
T
(2)
n (x)(x− xj)
2(x− xj) =
T
(2)
n (xj)
2
,
calculado en el Lema 3.3.2 (ii).
(iii)
f
(2)
j (x) =(
T
(2)
n (x)(x− xj) + T (1)n (x)− T (1)n (x)
)
(x− xj)2 −
(
T
(1)
n (x)(x− xj)− Tn(x)
)
2(x− xj)
(x− xj)4
=
T
(2)
n (x)(x− xj)3 − T (1)n (x)2(x− xj)2 + Tn(x)2(x− xj)
(x− xj)4
=
T
(2)
n (x)(x− xj)2 − 2T (1)n (x)(x− xj) + 2Tn(x)
(x− xj)3
.
Aplicamos la regla de L’Hoˆpital para calcular
f
(2)
j (xj) =
l´ım
x→xj
T
(3)
n (x)(x− xj)2 + T (2)n (x)2(x− xj)− 2T (2)n (x)(x− xj)− 2T (1)n (x) + 2T (1)n (x)
3 (x− xj)2
=
l´ım
x→xj
T
(3)
n (x)(x− xj)2
3 (x− xj)2
=
T
(3)
n (xj)
3
resultado obtenido en el Lema 3.3.2 (iii).
Lema 3.3.4. Los polinomios Ej(x), Fj(x) y Gj(x), para j = 0, · · · , n, introducidos en
el Lema 3.3.1, verifican:
Ej(xj) = 0, E
(1)
j (xj) = 0 y E
(2)
j (xj) =
(−1)j2n3(
1− x2j
)3/2 para j = 0, · · · , n− 1,
Fj(xj) = 0, F
(1)
j (xj) =
(−1)jn3(
1− x2j
)3/2 y F(2)j (xj) = (−1)j3xjn3(
1− x2j
)5/2 para j = 0, · · · , n− 1,
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Gj(xj) =
(−1)jn3(
1− x2j
)3/2 , G(1)j (xj) = (−1)j3xjn3
2
(
1− x2j
)5/2 y
G
(2)
j (xj) = (−1)j
n3(2n2x2j − 2n2 + 7x2j + 2)
2
(
1− x2j
)7/2 para j = 0, · · · , n− 1.
Demostracio´n. Si tenemos en cuenta que Gj(x) = f
3
j (x), Fj(x) = f
2
j (x)Tn(x) y que
Ej(x) = fj(x)T
2
n(x), el enunciado es una consecuencia inmediata de los lemas anteriores.
Proposicio´n 3.3.5. Sea {xj}n−1j=0 el sistema nodal relativo a Tn(x). Los polinomios
fundamentales de interpolacio´n de Hermite Aj(x), Bj(x) y Cj(x) para j = 0, · · · , n−1,
caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, A
(2)
j (xi) = 0, ∀i = 0, · · · n− 1,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , B
(2)
j (xi) = 0, ∀i = 0, · · · n− 1,
Cj(xi) = 0, C
(1)
j (xi) = 0, C
(2)
j (xi) = δi,j , ∀i = 0, · · · n− 1,
esta´n dados por las siguientes expresiones:
Aj(x) = aj
(Tn(x))
3
(x− xj) + bj
(Tn(x))
3
(x− xj)2 + cj
(Tn(x))
3
(x− xj)3 para j = 0, · · · , n− 1, (3.3.2)
donde
aj =
(−1)j
√
1− x2j
(
n2 − 1)
2n3
para j = 0, · · · , n− 1,
bj =
(−1)j+13xj
√
1− x2j
2n3
para j = 0, · · · , n− 1,
cj =
(−1)j
(
1− x2j
)3/2
n3
para j = 0, · · · , n− 1,
Bj(x) = dj
(Tn(x))
3
(x− xj) + ej
(Tn(x))
3
(x− xj)2 para j = 0, · · · , n− 1, (3.3.3)
donde
dj =
(−1)j3xj
√
1− x2j
2n3
para j = 0, · · · , n− 1,
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ej =
(−1)j(1− x2j )3/2
n3
para j = 0, · · · , n− 1,
Cj(x) = kj
(Tn(x))
3
(x− xj) para j = 0, · · · , n− 1, (3.3.4)
donde
kj =
(−1)j
(
1− x2j
)3/2
2n3
para j = 0, · · · , n− 1.
Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma:
Aj(x) = ajEj(x) + bjFj(x) + cjGj(x),
Bj(x) = djEj(x) + ejFj(x),
Cj(x) = kjEj(x).
Comenzaremos por el u´ltimo que es el caso ma´s sencillo. Se trata de ajustar el valor de kj
para que C
(2)
j (xi) = δi,j , ∀i = 0, · · · n− 1. Teniendo en cuenta que C(2)j (x) = kjE(2)j (x)
obtenemos que C
(2)
j (xi) = kjE
2
j (xi) y por el Lema 3.3.4
E
(2)
j (xj) =
(−1)j2n3(
1− x2j
)3/2kj = 1 para j = 0, · · · , n− 1.
Por lo tanto
kj =
(−1)j
(
1− x2j
)3/2
2n3
.
En el caso de Bj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
B
(1)
j (xj) = ejF
(1)
j (xj) = 1,
B
(2)
j (xj) = djE
(2)
j (xj) + ejF
(2)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 3.3.4, para j = 0, · · · , n− 1, tenemos
(−1)jn3(
1− x2j
)3/2 ej = 1,
dj
2n3(
1− x2j
)3/2 + ej 3xjn3(
1− x2j
)5/2 = 0,
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que una vez resuelto nos da
dj =
(−1)j3xj
√
1− x2j
2n3
, ej =
(−1)j(1− x2j )3/2
n3
.
Recordando las expresiones de los polinomios Ej(x) y Fj(x), para j = 0, · · · , n − 1,
termina la demostracio´n de este caso.
En el caso de Aj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
Aj(xj) = cjGj(xj) = 1,
A
(1)
j (xj) = bjF
(1)
j (xj) + cjG
(1)
j (xj) = 0,
A
(2)
j (xj) = ajE
(2)
j (xj) + bjF
(2)
j (xj) + cjG
(2)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 3.3.4, tenemos, para j = 0, · · · , n− 1, el
sistema
cj
(−1)jn3(
1− x2j
)3/2 = 1,
bj
n3(
1− x2j
)3/2 + cj 3xjn3
2
(
1− x2j
)5/2 = 0,
aj
2n3(
1− x2j
)3/2 + bj 3xjn3(
1− x2j
)5/2 + cj
3x2jn3 + 2n2
(
n+ 2x2jn+
(
−1 + x2j
)
n3
)
2
(
1− x2j
)7/2
 = 0.
Resolviendo el sistema obtenemos
aj =
(−1)j
√
1− x2j
(
n2 − 1)
2n3
, bj = −
(−1)j3xj
√
1− x2j
2n3
, cj =
(−1)j
(
1− x2j
)3/2
n3
.
Recordando las expresiones de los polinomios Ej(x), Fj(x) y Gj(x), para j = 0, · · · , n− 1,
termina la demostracio´n.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
Proposicio´n 3.3.6. El polinomio de interpolacio´n de Hermite h3n−1(x) en el sistema
nodal relativo a Tn(x) que interpola las listas {mj}n−1j=0 , {oj}n−1j=0 y {pj}n−1j=0 tiene la
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siguiente representacio´n barice´ntrica
h3n−1(x) =
n−1∑
j=0
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
)
mj +
n−1∑
j=0
(
d˜j
1
(x−xj) + e˜j
1
(x−xj)2
)
oj +
n−1∑
j=0
k˜j
1
(x−xj)pj
n−1∑
j=0
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
) ,
(3.3.5)
con los coeficientes {a˜j}n−1j=0 , {b˜j}n−1j=0 , {c˜j}n−1j=0 , {d˜j}n−1j=0 , {e˜j}n−1j=0 y {k˜j}n−1j=0 dados por
a˜j =
(−1)j
√
1− x2j
(
n2 − 1)
2
, b˜j =
(−1)j+13xj
√
1− x2j
2
, c˜j = (−1)j
(
1− x2j
)3/2
,
d˜j =
(−1)j3xj
√
1− x2j
2
, e˜j = (−1)j(1− x2j )3/2, k˜j =
(−1)j
(
1− x2j
)3/2
2
,
para j = 0, · · · , n− 1.
Demostracio´n. Basta tener en cuenta que
h3n−1(x) =
n−1∑
j=0
(Aj(x)mj + Bj(x)oj + Cj(x)pj) , (3.3.6)
donde Aj(x), Bj(x) y Cj(x) vienen dados por (3.3.2), (3.3.3) y (3.3.4) respectivamente,
y que para la funcio´n constante 1 obtenemos
1 =
n∑
j=0
(
aj
(Tn(x))
3
(x− xj) + bj
(Tn(x))
3
(x− xj)2 + cj
(Tn(x))
3
(x− xj)3
)
(3.3.7)
por lo que dividiendo (3.3.6) entre (3.3.7) y simplificando el factor comu´n (Tn(x))
3,
obtenemos
h3n−1(x) =
n−1∑
j=0
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
)
mj +
n−1∑
j=0
(
dj
1
(x−xj) + ej
1
(x−xj)2
)
oj +
n−1∑
j=0
kj
1
(x−xj)pj
n−1∑
j=0
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
) ,
donde {aj}n−1j=0 , {bj}n−1j=0 , {cj}n−1j=0 , {dj}n−1j=0 , {ej}n−1j=0 y {kj}n−1j=0 esta´n dados por
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aj =
(−1)j
√
1− x2j
(
n2 − 1)
2n3
, bj =
(−1)j+13xj
√
1− x2j
2n3
, cj =
(−1)j
(
1− x2j
)3/2
n3
,
dj =
(−1)j3xj
√
1− x2j
2n3
, ej =
(−1)j(1− x2j )3/2
n3
, kj =
(−1)j
(
1− x2j
)3/2
2n3
,
para j = 0, · · · , n− 1.
Finalmente, eliminando n3, obtenemos (3.3.5).
Ejemplo 3.3.7. Las siguientes gra´ficas utilizan el algoritmo anterior para obtener
el polinomio de interpolacio´n de Hermite relativo a x sen pi2x , de grado 47 y nodos
{cos( (2j+1)pi32 )}15j=0, es decir, las ra´ıces del polinomio T16(x). En la primera de las gra´fi-
cas se consideran valores nulos en todos los nodos para la primera y segunda derivada
de la funcio´n.
-1.0 -0.5 0.5 1.0
-0.2
0.2
0.4
0.6
0.8
1.0
Figura 3.1: Representacio´n 1 de h3n−1(x) relativo a x sen (pi/2x)
En la segunda gra´fica se han considerado los valores de la derivada primera en los nodos
{cos( (2j+1)pi32 )}
E[16/3]
j=0 y cero en el resto de los nodos y la derivada segunda nula en todos
los nodos.
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-1.0 -0.5 0.5 1.0
-0.2
0.2
0.4
0.6
0.8
1.0
Figura 3.2: Representacio´n 2 de h3n−1(x) relativo a x sen (pi/2x)
En la tercera gra´fica se han considerado los valores de las derivadas primera y segunda
en los nodos {cos( (2j+1)pi32 )}
E[16/3]
j=0 y cero en otro caso.
-1.0 -0.5 0.5 1.0
-0.2
0.2
0.4
0.6
0.8
1.0
Figura 3.3: Representacio´n 3 de h3n−1(x) relativo a x sen (pi/2x)
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3.3.2. Interpolacio´n de Hermite en el sistema nodal ampliado relativo
a Un−1(x)
Como ya hemos indicado por Un−1 entenderemos el (n−1)-e´simo polinomio de Chebys-
hev de segunda especie, su sistema nodal ampliado {xj}nj=0 esta´ formado por x0 = 1,
x1, · · · , xn−1, las n−1 ra´ıces de Un−1, y xn = −1. Este conjunto puede describirse como
xj = cos
pij
n con j = 0, · · · , n. El polinomio nodal que recoge estas ra´ıces que denotare-
mos por Nn+1 es el polinomio de grado n+ 1 dado por Nn+1(x) = Un−1(x)(1− x2).
Si tomamos x =
z + z−1
2
, el polinomio Nn+1(x) tiene la siguiente representacio´n
Nn+1(x) =Un−1(x)(1− x2) = z
n − z−n
z − z−1 (1− x
2) =
zn − z−n
z − z−1
(
z − z−1
2ı
)2
=
(zn − z−n)
2ı
(
z − z−1)
2ı
= sen(n arc cosx)
√
1− x2.
(3.3.8)
Observemos que en los nodos xj se verifica que
sen(n arc cosxj) = sen(pij) = 0,
cos(n arc cosxj) = cos(pij) = (−1)j ,
con la ordenacio´n antes descrita (ve´ase Fig.1.2).
El problema que vamos a tratar es el de determinar expresiones para el polinomio de
interpolacio´n de Hermite en relacio´n a tres conjuntos o listas de n+1 nu´meros {mj}nj=0,
{oj}nj=0 y {pj}nj=0, esto es, determinar el u´nico polinomio de grado menor o igual que
3n+ 2 que denotaremos por k3n+2(x) que cumple las condiciones:
k3n+2(xj) = mj , k
(1)
3n+2(xj) = oj y k
(2)
3n+2(xj) = pj para j = 0, · · · , n. (3.3.9)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}nj=0.
Lema 3.3.8. Los polinomios Ej(x) =
(Nn+1(x))3
(x−xj) , Fj(x) =
(Nn+1(x))3
(x−xj)2 y Gj(x) =
(Nn+1(x))3
(x−xj)3 , para j = 0, · · · , n, verifican que:
(i) Ej(xi) = 0, E
(1)
j (xi) = 0,∀i = 0, · · · , n y
{
E
(2)
j (xi) = 0 ∀i 6= j
E
(2)
j (xj) 6= 0
.
(ii) Fj(xi) = 0, ∀i = 0, · · · , n,
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
y
{
F
(2)
j (xi) = 0 ∀i 6= j
F
(2)
j (xj) 6= 0
.
(iii)
{
Gj(xi) = 0 ∀i 6= j
Gj(xj) 6= 0 ,
{
G
(1)
j (xi) = 0 ∀i 6= j
G
(1)
j (xj) 6= 0
y
{
G
(2)
j (xi) = 0 ∀i 6= j
G
(2)
j (xj) 6= 0
.
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Demostracio´n. Es ana´loga a la del Lema 3.3.1.
Lema 3.3.9. En las ra´ıces {xj}nj=0 de Nn+1(x) se verifican las relaciones siguientes:
(i) Nn+1(xj) = 0 para j = 0, · · · , n.
(ii) N
(1)
n+1(xj) = (−1)j+1n para j = 1, · · · , n− 1.
(iii) N
(1)
n+1(1) = −2n y N (1)n+1(−1) = (−1)n+12n.
(iv) N
(2)
n+1(xj) = (−1)j nxj1−xj2 para j = 1, · · · , n− 1.
(v) N
(2)
n+1(1) = −23n
(
1 + 2n2
)
y N
(2)
n+1(−1) = 23(−1)nn
(
1 + 2n2
)
.
Demostracio´n. Los apartados (i), (ii) y (iii) coinciden con los del Lema 1.4.2, luego so´lo
tenemos que demostrar los apartados (iv) y (v).
(iv) Si calculamos la derivada segunda de Nn+1(x), obtenemos
N
(2)
n+1(x) =
− sen (n arc cosx)n
2
√
1− x2 +
cos (n arc cosx)nx
1− x2 −
sen (n arc cosx)x2
(1− x2)3/2
− sen (n arc cosx)√
1− x2
y evaluando en xj , obtenemos N
(2)
n+1(xj) = (−1)j nxj1−xj2 , para j = 1, · · · , n− 1.
(v) Si calculamos, utilizando la regla de L‘Hoˆpital, el l´ımite cuando x tiende a 1 en
la expresio´n de N
(2)
n+1(x) obtenida antes, tenemos que N
(2)
n+1(1) = −23n
(
1 + 2n2
)
. De
forma ana´loga se obtiene que N
(2)
n+1(−1) = 23(−1)nn
(
1 + 2n2
)
.
Lema 3.3.10. Sea {xj}nj=0 el sistema nodal ampliado relativo a las ra´ıces de Un−1(x).
Si denotamos por fj(x) a
Nn+1(x)
x− xj se verifica
(i) fj(xj) = N
(1)
n+1(xj) = (−1)j+1n para j = 1, · · · , n− 1.
(ii) f0(1) = N
(1)
n+1(1) = −2n y fn(−1) = N (1)n+1(−1) = (−1)n+12n.
(iii) f
(1)
j (xj) = (−1)j+1
nxj
2(x2j − 1)
para j = 1, · · · , n− 1.
(iv) f
(1)
0 (1) = −
1
3
n
(
1 + 2n2
)
, f (1)n (−1) = (−1)n
1
3
n
(
1 + 2n2
)
.
(v) f
(2)
j (xj) =
1
3
(−1)1+jn((xj2−1)n2−xj2−2)
(xj−1)2(xj+1)2 .
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(vi) f
(2)
0 (1) =
2
15n(1− n4), f
(2)
n (−1) = (−1)n+1 215n(n4 − 1).
Demostracio´n. Los apartados (i) al (iv), coinciden con los del Lema 1.4.3.
(v) Derivando dos veces la funcio´n fj(x) obtenemos
f
(2)
j (x) =−
sen (n arc cosx)n2√
1− x2 (x− xj)
+
2 cos (n arc cosx)n
(x− xj)2
+
cos (n arc cosx)nx
(1− x2) (x− xj)
− sen (n arc cosx)x
2
(1− x2)3/2 (x− xj)
+
2 sen (n arc cosx)x√
1− x2(x− xj)2
− sen (n arc cosx)√
1− x2 (x− xj)
+
2 sen (n arc cosx)
√
1− x2
(x− xj)3
.
(3.3.10)
La evaluacio´n de la expresio´n anterior en xj conduce a una indeterminacio´n que se
resuelve tras aplicar tres veces la regla de L’Hoˆpital obtenie´ndose el punto (v).
(vi) Para j = 0 resulta f0(x) =
sen(n arc cosx)
√
1−x2
x−1 y su derivada segunda es
f
(2)
j (x) =−
sen (n arc cosx)n2√
1− x2 (x− 1) +
2 cos (n arc cosx)n
(x− 1)2 +
cos (n arc cosx)nx
(1− x2) (x− 1)
− sen (n arc cosx)x
2
(1− x2)3/2 (x− 1)
+
2 sen (n arc cosx)x√
1− x2(x− 1)2
− sen (n arc cosx)√
1− x2 (x− 1) +
2 sen (n arc cosx)
√
1− x2
(x− 1)3 .
La indeterminacio´n a la que lleva la evaluacio´n de la expresio´n anterior en el punto x0,
adecuadamente resuelta, es parte de nuestro apartado. Para j = n se procede de forma
semejante.
Lema 3.3.11. Los polinomios Ej(x), Fj(x) y Gj(x), para j = 0, · · · , n, introducidos
en el Lema 3.3.8, verifican:
Ej(xj) = 0, E
(1)
j (xj) = 0 para j = 0, · · · , n.
E
(2)
j (xj) =

−16n3 para j = 0,
(−1)j+12n3 para j = 1, · · · , n− 1,
(−1)n+116n3 para j = n.
Fj(xj) = 0 para j = 0, · · · , n.
F
(1)
j (xj) =

−8n3 para j = 0,
(−1)j+1n3 para j = 1, · · · , n− 1,
(−1)n+18n3 para j = n.
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F
(2)
j (xj) =

−8n3(1 + 2n2) para j = 0,
(−1)j+13n3xj
x2j−1
para j = 1, · · · , n− 1,
(−1)n8n3(1 + 2n2) para j = n.
Gj(xj) =

−8n3 para j = 0,
(−1)j+1n3 para j = 1, · · · , n− 1,
(−1)n+18n3 para j = n.
G
(1)
j (xj) =

−4n3(1 + 2n2) para j = 0,
(−1)j+13n3xj
2(x2j−1)
para j = 1, · · · , n− 1,
(−1)n4n3(1 + 2n2) para j = n.
G
(2)
j (xj) =

4
15n
3 − 163 n5 − 10415 n7 para j = 0,
(−1)j+1n3(x2j+2n2x2j−2n2−4)
2(1+xj)2(xj−1)2 para j = 1, · · · , n− 1,
(−1)n+1 415n3(26n4 + 20n2 − 1) para j = n.
Demostracio´n. Si tenemos en cuenta que Gj(x) = f
3
j (x), Fj(x) = f
2
j (x)Nn+1(x) y
que Ej(x) = fj(x)N
2
n+1(x), el enunciado es una consecuencia inmediata de los lemas
anteriores.
Proposicio´n 3.3.12. Sea {xj}nj=0 el sistema nodal ampliado de Un−1(x). Los poli-
nomios fundamentales de interpolacio´n de Hermite Aj(x), Bj(x) y Cj(x) para j =
0, · · · , n, caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, A
(2)
j (xi) = 0, ∀i = 0, · · · n,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , B
(2)
j (xi) = 0, ∀i = 0, · · · n,
Cj(xi) = 0, C
(1)
j (xi) = 0, C
(2)
j (xi) = δi,j , ∀i = 0, · · · n,
esta´n dados por las siguientes expresiones:
Aj(x) = aj
(Nn+1(x))
3
(x− xj) + bj
(Nn+1(x))
3
(x− xj)2 + cj
(Nn+1(x))
3
(x− xj)3 para j = 0, · · · , n, (3.3.11)
donde
a0 = − 1
240
8 + 20n2 + 17n4
n3
, aj =
(−1)j
2
n2x2j − 4x2j − n2 − 2(
x4j − 2x2j + 1
)
n3
para j = 1, · · · , n− 1,
an =
(−1)n+1
240
8 + 20n2 + 17n4
n3
,
3.3. Fo´rmulas barice´ntricas para problemas de Hermite 141
b0 =
1
16
1 + 2n2
n3
, bj =
(−1)j
2
3xj
n3(x2j − 1)
para j = 1, · · · , n− 1, bn = (−1)
n+1
16
1 + 2n2
n3
,
c0 = − 1
8n3
, cj =
(−1)j+1
n3
para j = 1, · · · , n− 1, cn = (−1)
n+1
8n3
.
Bj(x) = dj
(Nn+1(x))
3
(x− xj) + ej
(Nn+1(x))
3
(x− xj)2 para j = 0, · · · , n, (3.3.12)
donde
d0 =
1
16
1 + 2n2
n3
, dj =
(−1)j
2
3xj
n3
(
x2j − 1
) para j = 1, · · · , n− 1, dn = (−1)n+1
16
1 + 2n2
n3
,
e0 = − 1
8n3
, ej =
(−1)j+1
n3
para j = 1, · · · , n− 1, en = (−1)
n+1
8n3
,
Cj(x) = kj
(Nn+1(x))
3
(x− xj) para j = 0, · · · , n, (3.3.13)
donde
k0 =
−1
16n3
, kj =
(−1)j+1
2n3
para j = 1, · · · , n− 1 y kn = (−1)
n+1
16n3
.
Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma:
Aj(x) = ajEj(x) + bjFj(x) + cjGj(x)
Bj(x) = djEj(x) + ejFj(x),
Cj(x) = kjEj(x).
Comenzaremos por el u´ltimo que es el caso ma´s sencillo. Se trata de ajustar el valor de
kj para que C
(2)
j (xi) = δi,j , ∀i = 0, · · · n. Teniendo en cuenta que C(2)j (x) = kjE(2)j (x)
obtenemos que C
(2)
j (xi) = kjE
2
j (xi) y por el Lema 3.3.11 obtenemos que
kj =

−1
16n3
para j = 0,
(−1)j+1
2n3
para j = 1, · · · , n− 1,
(−1)n+1
16n3
para j = n.
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En el caso de Bj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
B
(1)
j (xj) = ejF
(1)
j (xj) = 1,
B
(2)
j (xj) = djE
(2)
j (xj) + ejF
(2)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 3.3.11, obtenemos, para j = 0, el sistema
−e08n3 = 1,
−d016n3 − e08n3(1 + 2n2) = 0,
que tiene como solucio´n
d0 =
1
16
1 + 2n2
n3
, e0 = − 1
8n3
.
Para j = 1, · · · , n− 1, tenemos
ej(−1)j+1n3 = 1,
dj(−1)j+12n3 + ej (−1)
j+13n3xj
x2j − 1
= 0,
que una vez resuelto nos da
dj =
(−1)j
2
3xj
n3
(
x2j − 1
) , ej = (−1)j+1
n3
y por u´ltimo, para j = n, el sistema es
en(−1)n+18n3 = 1,
dn(−1)n+116n3 + en(−1)n+18n3(1 + 2n2) = 0,
que tiene como solucio´n
dn =
(−1)n
16
1 + 2n2
n3
, en =
(−1)n+1
8n3
.
Recordando las expresiones de los polinomios Ej(x) y Fj(x), para j = 0, · · · , n, termina
la demostracio´n de este caso.
En el caso de Aj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
Aj(xj) = cjGj(xj) = 1,
A
(1)
j (xj) = bjF
(1)
j (xj) + cjG
(1)
j (xj) = 0,
A
(2)
j (xj) = ajE
(2)
j (xj) + bjF
(2)
j (xj) + cjG
(2)
j (xj) = 0.
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Si utilizamos los valores obtenidos en el Lema 3.3.11, tenemos los sistemas
−c08n3 = 1,
−b08n3 − c04n3(1 + 2n2) = 0,
−a016n3 − b08n3(1 + 2n2) + c0( 4
15
n3 − 16
3
n5 − 104
15
n7) = 0,
para j = 0. Si lo resolvemos, obtenemos que
a0 = − 1
240
8 + 20n2 + 17n4
n3
, b0 =
1
16
1 + 2n2
n3
, c0 = − 1
8n3
.
Para j = 1, · · · , n− 1, el sistema es
cj(−1)j+1n3 = 1,
bj(−1)j+1n3 + cj (−1)
j+13n3xj
2(x2j − 1)
= 0,
aj(−1)j+12n3 + bj (−1)
j+13n3xj
x2j − 1
+ cj
(−1)j+1n3(x2j + 2n2x2j − 2n2 − 4)
2(xj + 1)2(xj − 1)2 = 0.
Resolviendo el sistema obtenemos
aj =
(−1)j
2
n2x2j − 4x2j − n2 − 2(
x4j − 2x2j + 1
)
n3
, bj =
(−1)j
2
3xj
n3
(
x2j − 1
) , cj = (−1)j+1
n3
.
Por u´ltimo tenemos, para j = n
cn(−1)n+18n3 = 1,
bn(−1)n+18n3 + cn(−1)n4n3(1 + 2n2) = 0,
an(−1)n+116n3 + bn(−1)n8n3(1 + 2n2) + cn(−1)n+1 4
15
n3(26n4 + 20n2 − 1) = 0.
Resolviendo el sistema obtenemos
an =
(−1)n+1
240
8 + 20n2 + 17n4
n3
, bn =
(−1)n+1
16
1 + 2n2
n3
, cn =
(−1)n+1
8n3
.
Utilizando las expresiones de los polinomios Ej(x), Fj(x) y Gj(x), para j = 0, · · · , n,
termina la demostracio´n.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
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Proposicio´n 3.3.13. El polinomio de interpolacio´n de Hermite k3n+2(x) en el sistema
nodal ampliado relativo a Un−1(x) que interpola las listas {mj}nj=0, {oj}nj=0 y {pj}nj=0
tiene la siguiente representacio´n barice´ntrica
k3n+2(x) =
n∑
j=0
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
)
mj +
n∑
j=0
(
d˜j
1
(x−xj) + e˜j
1
(x−xj)2
)
oj +
n∑
j=0
k˜j
1
(x−xj)pj
n∑
j=0
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
) ,
(3.3.14)
con los coeficientes {a˜j}nj=0, {b˜j}nj=0, {c˜j}nj=0, {d˜j}nj=0, {e˜j}nj=0 y {k˜j}nj=0 dados por
a˜0 = −8 + 20n
2 + 17n4
240
, a˜j =
(−1)j
2
n2x2j − 4x2j − n2 − 2(
x4j − 2x2j + 1
) para j = 1, · · · , n− 1,
a˜n = (−1)n+1 8 + 20n
2 + 17n4
240
,
b˜0 =
1 + 2n2
16
, b˜j =
(−1)j
2
3xj
(x2j − 1)
para j = 1, · · · , n− 1, b˜n = (−1)n+1 1 + 2n
2
16
,
c˜0 = −1
8
, c˜j = (−1)j+1 para j = 1, · · · , n− 1, c˜n = (−1)
n+1
8
,
d˜0 =
1 + 2n2
16
, d˜j =
(−1)j
2
3xj(
x2j − 1
) para j = 1, · · · , n− 1, d˜n = (−1)n+1 1 + 2n2
16
,
e˜0 = −1
8
, e˜j = (−1)j+1 para j = 1, · · · , n− 1, e˜n = (−1)
n+1
8
,
k˜0 =
−1
16 , k˜j =
(−1)j+1
2 para j = 1, · · · , n− 1 y k˜n = (−1)
n+1
16 .
Demostracio´n. Basta tener en cuenta que
k3n+2(x) =
n∑
j=0
(Aj(x)mj + Bj(x)oj + Cj(x)pj) , (3.3.15)
donde Aj(x), Bj(x) y Cj(x) vienen dados por (3.3.11), (3.3.12) y (3.3.13) respectiva-
mente, y que para la funcio´n constante 1 obtenemos
1 =
n∑
j=0
(
aj
(Nn+1(x))
3
(x− xj) + bj
(Nn+1(x))
3
(x− xj)2 + cj
(Nn+1(x))
3
(x− xj)3
)
, (3.3.16)
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por lo que dividiendo (3.3.15) entre (3.3.16) y simplificando el factor comu´n (Nn+1(x))
3,
obtenemos
k3n+2(x) =
n∑
j=0
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
)
mj +
n∑
j=0
(
dj
1
(x−xj) + ej
1
(x−xj)2
)
oj +
n∑
j=0
kj
1
(x−xj)pj
n∑
j=0
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
) ,
donde los coeficientes {aj}nj=0, {bj}nj=0, {cj}nj=0, {dj}nj=0, {ej}nj=0 y {kj}nj=0 esta´n dados
por
a0 = − 1
240
8 + 20n2 + 17n4
n3
, aj =
(−1)j
2
n2x2j − 4x2j − n2 − 2(
x4j − 2x2j + 1
)
n3
para j = 1, · · · , n− 1,
an =
(−1)n+1
240
8 + 20n2 + 17n4
n3
,
b0 =
1
16
1 + 2n2
n3
, bj =
(−1)j
2
3xj
n3(x2j − 1)
para j = 1, · · · , n− 1, bn = (−1)
n+1
16
1 + 2n2
n3
,
c0 = − 1
8n3
, cj =
(−1)j+1
n3
para j = 1, · · · , n− 1, cn = (−1)
n+1
8n3
,
d0 =
1
16
1 + 2n2
n3
, dj =
(−1)j
2
3xj
n3
(
x2j − 1
) para j = 1, · · · , n− 1, dn = (−1)n+1
16
1 + 2n2
n3
,
e0 = − 1
8n3
, ej =
(−1)j+1
n3
para j = 1, · · · , n− 1, en = (−1)
n+1
8n3
,
k0 =
−1
16n3
, kj =
(−1)j+1
2n3
para j = 1, · · · , n− 1 y kn = (−1)
n+1
16n3
.
Finalmente, simplificando n3, obtenemos (3.3.14).
3.3.3. Interpolacio´n de Hermite en el sistema nodal ampliado relativo
a Wn−1(x)
Como ya hemos indicado, por Wn−1(x) entenderemos el (n − 1)-e´simo polinomio de
Chebyshev de cuarta especie, su sistema nodal ampliado {xj}n−1j=0 esta´ formado por x0 =
1 y x1, · · · , xn−1, las n−1 ra´ıces de Wn−1(x). Este conjunto puede describirse como xj =
cos 2pij2n−1 con j = 0, · · · , n−1 (ve´ase Fig.1.3). El polinomio nodal que recoge estas ra´ıces
que denotaremos por Mn(x) es el polinomio de grado n dado por Mn(x) = Wn−1(x)(1−
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x). Este polinomio tiene una representacio´n de la forma sen
(
(n− 12) arc cosx
)√
1− x,
pues es bien conocido que Wn−1(cos θ) =
sen((n− 1
2
)θ)
sen θ
2
, si x = cos θ, de donde
Mn(x) = Wn−1(x)(1− x) =
sen
((
n− 12
)
arc cosx
)
sen
(
1
2 arc cosx
) (1− x) =
sen
((
n− 12
)
arc cosx
)√
1−x
2
(1− x) =
√
2 sen
((
n− 1
2
)
arc cosx
)√
1− x. (3.3.17)
Observemos que en los nodos {xj}n−1j=0 , se verifica que
sen
((
n− 1
2
)
arc cosxj
)
= sen
((
n− 1
2
)
2pij
2n− 1
)
= sen (pij) = 0,
y
cos
((
n− 1
2
)
arc cosxj
)
= cos
((
n− 1
2
)
2pij
2n− 1
)
= cos (pij) = (−1)j ,
para j = 0, · · · , n− 1.
El problema que vamos a tratar es el de determinar fo´rmulas para el polinomio de
interpolacio´n de Hermite en relacio´n a tres conjuntos o listas de n nu´meros {mj}n−1j=0
{oj}n−1j=0 , y {pj}n−1j=0 , esto es, determinar el u´nico polinomio de grado menor o igual que
3n− 1 que denotaremos por l3n−1(x) que cumple las condiciones:
l3n−1(xj) = mj , l
(1)
3n−1(xj) = oj y l
(2)
3n−1(xj) = pj para j = 0, · · · , n− 1 (3.3.18)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}n−1j=0 .
Lema 3.3.14. Los polinomios Ej(x) =
(Mn(x))3
(x−xj) , Fj(x) =
(Mn(x))3
(x−xj)2 y Gj(x) =
(Mn(x))3
(x−xj)3 ,
para j = 0, · · · , n− 1, verifican que:
(i) Ej(xi) = 0,E
(1)
j (xi) = 0,∀i = 0, · · · , n− 1 y
{
E
(2)
j (xi) = 0 ∀i 6= j
E
(2)
j (xj) 6= 0
.
(ii) Fj(xi) = 0,∀i = 0, · · · , n−1,
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
y
{
F
(2)
j (xi) = 0 ∀i 6= j
F
(2)
j (xj) 6= 0
.
(iii)
{
Gj(xi) = 0 ∀i 6= j
Gj(xj) 6= 0 ,
{
G
(1)
j (xi) = 0 ∀i 6= j
G
(1)
j (xj) 6= 0
y
{
G
(2)
j (xi) = 0 ∀i 6= j
G
(2)
j (xj) 6= 0
.
Demostracio´n. Es ana´loga a la demostracio´n del Lema 3.3.1.
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Lema 3.3.15. En las ra´ıces {xj}n−1j=0 de Mn(x) se verifica:
(i) Mn(xj) = 0 para j = 0, · · · , n− 1.
(ii) M
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1+xj
para j = 1, · · · , n− 1.
(iii) M
(1)
n (1) = −2n+ 1.
(iv) M
(2)
n (xj) =
(−1)j(n− 12)
√
2√
1+xj(1−xj2) para j = 1, · · · , n− 1.
(v) M2n(1) = −23n (2n− 1) (n− 1).
Demostracio´n. Los apartados (i), (ii) y (iii) coinciden con los del Lema 1.4.10, por tanto
so´lo demostraremos los apartados (iv) y (v).
(iv) Si calculamos la derivada segunda de Mn(x), resulta que
M (2)n (x) =−
√
2 sen
((
n− 12
)
arc cosx
) (
n− 12
)2√
1− x
1− x2
−
√
2 cos
((
n− 12
)
arc cosx
) (
n− 12
)√
1− xx
(1− x2)3/2
+
√
2 cos
((
n− 12
)
arc cosx
) (
n− 12
)
√
1− x2√1− x
− 1
4
√
2 sen
((
n− 12
)
arc cosx
)
(1− x)3/2
.
Al evaluar M
(2)
n (x) en xj nos da el resultado.
(v) Aplicando la regla de L’Hoˆpital adecuadamente, obtenemos la expresio´n deseada.
Lema 3.3.16. Sea {xj}n−1j=0 el sistema nodal ampliado relativo a las ra´ıces de Wn−1(x).
Si denotamos por fj(x) a
Mn(x)
x− xj se verifica
(i) fj(xj) = M
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1+xj
para j = 1, · · · , n− 1.
(ii) f0(1) = M
(1)
n (1) = −2n+ 1.
(iii) f
(1)
j (xj) = (−1)j+1
√
2
(
n− 12
)
2(x2j − 1)
√
1 + xj
para j = 1, · · · , n− 1.
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(iv) f
(1)
0 (1) = −
1
3
n
(
1 + 2n2 − 3n).
(v) f
(2)
j (xj) =
1
6
(−1)1+j√2 (2n− 1) (xj2n2 − xj2n− 3xj − n2 + n)
(1 + xj)
5/2(1− xj)2
para
j = 1, · · · , n− 1.
(vi) f
(2)
0 (1) = −
2
15
n5 +
1
3
n4 − 1
3
n2 +
2
15
n.
Demostracio´n. Los apartados (i) al (iv) coinciden con los del Lema 1.4.11.
(v) Si calculamos f
(2)
j (x) obtenemos
f
(2)
j (x) =−
√
2 sen
((
n− 12
)
arc cosx
) (
n− 12
)2√
1− x
(1− x2) (x− a)
−
√
2 cos
((
n− 12
)
arc cosx
) (
n− 12
)√
1− xx
(1− x2)3/2 (x− a)
+
√
2 cos
((
n− 12
)
arc cosx
) (
n− 12
)
√
1− x2√1− x (x− a)
+
2
√
2 cos
((
n− 12
)
arc cosx
) (
n− 12
)√
1− x√
1− x2(x− a)2
− 1
4
√
2 sen
((
n− 12
)
arc cosx
)
(1− x)3/2 (x− a)
+
√
2 sen
((
n− 12
)
arc cosx
)
√
1− x(x− a)2
+
2
√
2 sen
((
n− 12
)
arc cosx
)√
1− x
(x− a)3 .
La evaluacio´n de la expresio´n anterior en xj conduce a una indeterminacio´n que se
resuelve tras aplicar tres veces la regla de L’Hoˆpital obtenie´ndose nuestro resultado.
(vi) La indeterminacio´n a la que lleva la evaluacio´n de f
(2)
0 (x) en el punto 1, adecua-
damente resuelta, nos da el valor buscado.
Lema 3.3.17. Los polinomios Ej(x), Fj(x) y Gj(x), para j = 0, · · · , n−1, introducidos
en el Lema 3.3.14, verifican:
Ej(xj) = 0,E
(1)
j (xj) = 0 para j = 0, · · · , n− 1,
E
(2)
0 (x0) = −2(2n− 1)3, E(2)j (xj) =
(−1)j+1√2(2n− 1)3
2(1 + xj)
3
2
para j = 1, · · · , n− 1,
Fj(xj) = 0 para j = 0, · · · , n− 1,
F
(1)
0 (x0) = −(2n− 1)3, F(1)j (xj) =
(−1)j+1√2(2n− 1)3
4(1 + xj)
3
2
para j = 1, · · · , n− 1,
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F
(2)
0 (x0) = −2n(n−1)(2n−1)3, F(2)j (xj) =
(−1)j+13√2(2n− 1)3
4(xj + 1)
3
2 (x2j − 1)
para j = 1, · · · , n−1,
G0(x0) = −(2n− 1)3, Gj(xj) = (−1)
j+1
√
2(2n− 1)3
4(1 + xj)
3
2
para j = 1, · · · , n− 1,
G
(1)
0 (x0) = −n(n−1)(2n−1)3, G(1)j (xj) =
(−1)j+13√2(2n− 1)3
8(xj + 1)
3
2 (x2j − 1)
para j = 1, · · · , n−1,
G
(2)
0 (x0) = −
n(n− 1)(2n− 1)3(13n2 − 13n− 6)
15
,
G
(2)
j (xj) =
(−1)j+1√2(2n− 1)3[2(x2j − 1)(n2 − n)− 6xj + 3]
8(xj + 1)
7
2 (1− xj)2
para j = 1, · · · , n− 1.
Demostracio´n. Es una consecuencia inmediata de los lemas anteriores.
Proposicio´n 3.3.18. Sea {xj}n−1j=0 el sistema nodal ampliado relativo a las ra´ıces de
Wn−1(x). Los polinomios fundamentales de interpolacio´n de Hermite Aj(x), Bj(x) y
Cj(x) para j = 0, · · · , n− 1, caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, A
(2)
j (xi) = 0, ∀i = 0, · · · n− 1,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , B
(2)
j (xi) = 0, ∀i = 0, · · · n− 1,
Cj(xi) = 0, C
(1)
j (xi) = 0, C
(2)
j (xi) = δi,j , ∀i = 0, · · · n− 1,
esta´n dados por las siguientes expresiones:
Aj(x) =aj
(Mn(x))
3
(x− x0) + bj
(Mn(x))
3
(x− x0)2 + cj
(Mn(x))
3
(x− x0)3 para j = 0, · · · , n− 1,
(3.3.19)
donde
a0 =
1
30
−17n4 + 34n3 − 23n2 + 6n
(2n− 1)3 ,
aj =
(−1)j+1√2 ((n2 − n)(1− xj) + 3)√xj + 1
(2n− 1)3(xj − 1)2
para j = 1, · · · , n− 1,
b0 =
n (n− 1)
(2n− 1)3 , bj =
(−1)j+13√2√xj + 1
(2n− 1)3 (1− xj)
para j = 1, · · · , n− 1,
c0 = − 1
(2n− 1)3 , cj =
(−1)j+12√2(xj + 1)3/2
(2n− 1)3 para j = 1, · · · , n− 1,
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Bj(x) =dj
(Mn(x))
3
(x− xj) + ej
(Mn(x))
3
(x− xj)2 para j = 0, · · · , n− 1, (3.3.20)
donde
d0 =
n(n− 1)
(2n− 1)3 , dj =
(−1)j+13√2√xj + 1
(1− xj) (2n− 1)3
para j = 1, · · · , n− 1,
e0 = − 1
(2n− 1)3 , ej =
(−1)j+12√2(xj + 1)3/2
(2n− 1)3 para j = 1, · · · , n− 1,
Cj(x) = kj
(Mn(x))
3
(x− xj) para j = 0, · · · , n− 1, (3.3.21)
donde
k0 =
−1
2(2n− 1)3 , kj =
(−1)j+1√2(1 + xj) 32
(2n− 1)3 para j = 1, · · · , n− 1.
Demostracio´n. De las condiciones de interpolacio´n se obtiene inmediatamente que po-
demos expresarlos de la siguiente forma:
Aj(x) = ajEj(x) + bjFj(x) + cjGj(x),
Bj(x) = djEj(x) + ejFj(x),
Cj(x) = kjEj(x).
Comenzaremos por el u´ltimo caso. Se trata de ajustar el valor de kj para que C
(2)
j (xi) =
δi,j , ∀i = 0, · · · , n. Teniendo en cuenta que C(2)j (x) = kjE(2)j (x) obtenemos que
C
(2)
j (xi) = kjE
2
j (xi) y por el Lema 3.3.17 obtenemos los valores de kj dados en el
enunciado.
En el caso de Bj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
B
(1)
j (xj) = ejF
(1)
j (xj) = 1,
B
(2)
j (xj) = djE
(2)
j (xj) + ejF
(2)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 3.3.17, obtenemos, para j = 0, el sistema
−e0(2n− 1)3 = 1,
−d02(2n− 1)3 − e02n(n− 1)(2n− 1)3 = 0,
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que tiene como solucio´n
d0 =
n(n− 1)
(2n− 1)3 , e0 = −
1
(2n− 1)3 .
Para j = 1, · · · , n− 1, tenemos
ej
(−1)j+1√2(2n− 1)3
4(1 + xj)
3
2
= 1,
dj
(−1)j+1√2(2n− 1)3
2(1 + xj)
3
2
+ ej
(−1)j+13√2(2n− 1)3
4(xj + 1)
3
2 (x2j − 1)
= 0,
que una vez resuelto nos da
dj =
(−1)j+13√2√xj + 1
(1− xj) (2n− 1)3
, ej =
(−1)j+12√2(xj + 1)3/2
(2n− 1)3 .
Recordando las expresiones de los polinomios Ej(x) y Fj(x), para j = 0, · · · , n − 1,
termina la demostracio´n de este caso.
En el caso de Aj(x) las condiciones de interpolacio´n las podemos expresar como el
sistema
Aj(xj) = cjGj(xj) = 1,
A
(1)
j (xj) = bjF
(1)
j (xj) + cjG
(1)
j (xj) = 0,
A
(2)
j (xj) = ajE
(2)
j (xj) + bjF
(2)
j (xj) + cjG
(2)
j (xj) = 0.
Si utilizamos los valores obtenidos en el Lema 3.3.17, tenemos los sistemas
−c0(2n− 1)3 = 1,
−b0(2n− 1)3 − c0(2n− 1)2n(1− 3n+ 2n2) = 0,
−a02(2n− 1)3 − b02n(n− 1)(2n− 1)3 − c0n(n− 1)(13n
2 − 13n− 6)(2n− 1)3
15
= 0,
para j = 0. Si lo resolvemos, obtenemos que
a0 =
1
30
−17n4 + 34n3 − 23n2 + 6n
(2n− 1)3 ,
b0 =
n (n− 1)
(2n− 1)3 ,
c0 = − 1
(2n− 1)3 .
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Para j = 1, · · · , n− 1, el sistema es
cj
1
4
(−1)j+1√2(2n− 1)3
(xj + 1)
3/2
= 1,
bj + cj
3
2(x2j − 1)
= 0,
aj + bj
3
2(x2j − 1)
+ cj
2(x2j − 1)(n2 − n)− 6xj + 3
4(xj + 1)2(1− xj)2 = 0.
Resolviendo el sistema obtenemos los valores de aj , bj y cj dados en el enunciado.
Recordando las expresiones de los polinomios Ej(x), Fj(x) y Gj(x), para j = 0, · · · , n− 1,
termina la demostracio´n.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
Proposicio´n 3.3.19. El polinomio de interpolacio´n de Hermite l3n−1(x) en los nodos
ampliados de Wn−1(x) que interpola las listas {mj}n−1j=0 , {oj}n−1j=0 y {pj}n−1j=0 , tiene la
siguiente representacio´n barice´ntrica
l3n−1(x) =
n−1∑
j=0
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
)
mj +
n−1∑
j=0
(
d˜j
1
(x−xj) + e˜j
1
(x−xj)2
)
oj +
n−1∑
j=0
k˜j
1
(x−xj)pj
n−1∑
j=0
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
)
(3.3.22)
con los coeficientes {a˜j}n−1j=0 , {b˜j}n−1j=0 , {c˜j}n−1j=0 , {d˜j}n−1j=0 , {e˜j}n−1j=0 y {k˜j}n−1j=0 dados por
a˜0 =
−17n4 + 34n3 − 23n2 + 6n
30
,
a˜j =
(−1)j+1√2 ((n2 − n)(1− xj) + 3)√xj + 1
(xj − 1)2
para j = 1, · · · , n− 1,
b˜0 = n (n− 1), b˜j =
(−1)j+13√2√xj + 1
(1− xj) para j = 1, · · · , n− 1,
c˜0 = −1, c˜j = (−1)j+12
√
2(xj + 1)
3/2 para j = 1, · · · , n− 1,
d˜0 = n(n− 1), d˜j =
(−1)j+13√2√xj + 1
(1− xj) para j = 1, · · · , n− 1,
e˜0 = −1, e˜j = (−1)j+12
√
2(xj + 1)
3/2 para j = 1, · · · , n− 1,
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k˜0 =
−1
2
, k˜j = (−1)j+1
√
2(1 + xj)
3
2 para j = 1, · · · , n− 1.
Demostracio´n. Basta tener en cuenta que
l3n−1(x) =
n−1∑
j=0
(Aj(x)mj + Bj(x)oj + Cj(x)pj) , (3.3.23)
donde Aj(x), Bj(x) y Cj(x) vienen dados por (3.3.19), (3.3.20) y (3.3.21) respectiva-
mente, y que para la funcio´n constante 1 obtenemos
1 =
n−1∑
j=0
(
aj
(Mn(x))
3
(x− xj) + bj
(Mn(x))
3
(x− xj)2 + cj
(Mn(x))
3
(x− xj)3
)
. (3.3.24)
Dividiendo ahora (3.3.23) entre (3.3.24) y simplificando el factor comu´n (Mn(x))
3 ob-
tenemos
l3n−1(x) =
n−1∑
j=0
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
)
mj +
n−1∑
j=0
(
dj
1
(x−xj) + ej
1
(x−xj)2
)
oj +
n−1∑
j=0
kj
1
(x−xj)pj
n−1∑
j=0
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
)
donde {aj}n−1j=0 , {bj}n−1j=0 , {cj}n−1j=0 , {dj}n−1j=0 , {ej}n−1j=0 y {kj}n−1j=0 esta´n dados por
a0 =
1
30
−17n4 + 34n3 − 23n2 + 6n
(2n− 1)3 ,
aj =
(−1)j+1√2 ((n2 − n)(1− xj) + 3)√xj + 1
(2n− 1)3(xj − 1)2
para j = 1, · · · , n− 1,
b0 =
n (n− 1)
(2n− 1)3 , bj =
(−1)j+13√2√xj + 1
(2n− 1)3 (1− xj)
para j = 1, · · · , n− 1,
c0 = − 1
(2n− 1)3 , cj =
(−1)j+12√2(xj + 1)3/2
(2n− 1)3 para j = 1, · · · , n− 1,
d0 =
n(n− 1)
(2n− 1)3 , dj =
(−1)j+13√2√xj + 1
(1− xj) (2n− 1)3
para j = 1, · · · , n− 1,
e0 = − 1
(2n− 1)3 , ej =
(−1)j+12√2(xj + 1)3/2
(2n− 1)3 para j = 1, · · · , n− 1,
k0 =
−1
2(2n− 1)3 , kj =
(−1)j+1√2(1 + xj) 32
(2n− 1)3 para j = 1, · · · , n− 1.
Si tenemos en cuenta que todos los coeficientes anteriores tienen como factor comu´n la
expresio´n 1
(2n−1)3 y la simplificamos, obtenemos (3.3.22).
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3.3.4. Interpolacio´n de Hermite en el sistema nodal ampliado relativo
a Vn−1(x)
Como ya hemos indicado, por Vn−1(x) entenderemos el (n − 1)-e´simo polinomio de
Chebyshev de tercera especie, su sistema nodal ampliado {xj}nj=1 esta´ formado por
x1, · · · , xn−1, las n − 1 ra´ıces de Vn−1(x) y xn = −1. Este conjunto de ra´ıces pue-
de describirse como xj = cos
(2j−1)pi
2n−1 con j = 1, · · · , n (ve´ase Fig. 1.4). El polino-
mio nodal que recoge estas ra´ıces que denotaremos por Sn es el polinomio de gra-
do n dado por Sn(x) = Vn−1(x)(1 + x). Este polinomio tiene una representacio´n
de la forma cos
(
(n− 12) arc cosx
)√
1 + x, pues es bien conocido que Vn−1(cos θ) =
cos((n− 1
2
)θ)
cos θ
2
, si x = cos θ, de donde
Sn(x) = Vn−1(x)(1 + x) =
cos
((
n− 12
)
arc cosx
)
cos
(
1
2 arc cosx
) (1 + x) =
cos
((
n− 12
)
arc cosx
)√
1+x
2
(1 + x) =
√
2 cos
((
n− 1
2
)
arc cosx
)√
1 + x. (3.3.25)
Observemos que en los nodos {xj}nj=1 se verifica
sen
((
n− 1
2
)
arc cosxj
)
= (−1)j+1,
y
cos
((
n− 1
2
)
arc cosxj
)
= 0,
para j = 1, · · · , n.
El problema que vamos a tratar es el de determinar fo´rmulas para el polinomio de
interpolacio´n de Hermite en relacio´n a tres conjuntos o listas de n nu´meros {mj}nj=1
{oj}nj=1, y {pj}nj=1, esto es, determinar el u´nico polinomio de grado menor o igual que
3n− 1 que denotaremos por j3n−1(x) que cumple las condiciones:
j3n−1(xj) = mj , j
(1)
3n−1(xj) = oj y j
(2)
3n−1(xj) = pj para j = 1, · · · , n. (3.3.26)
Comenzaremos determinando una expresio´n para los polinomios fundamentales de la
interpolacio´n de Hermite correspondientes al sistema nodal {xj}nj=1.
Lema 3.3.20. Los polinomios Ej(x) =
(Sn(x))3
(x−xj) , Fj(x) =
(Sn(x))3
(x−xj)2 y Gj(x) =
(Sn(x))3
(x−xj)3 ,
para j = 1, · · · , n, verifican que:
(i) Ej(xi) = 0,E
(1)
j (xi) = 0,∀i = 1, · · · , n y
{
E
(2)
j (xi) = 0 ∀i 6= j
E
(2)
j (xj) 6= 0
.
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(ii) Fj(xi) = 0, ∀i = 1, · · · , n,
{
F
(1)
j (xi) = 0 ∀i 6= j
F
(1)
j (xj) 6= 0
y
{
F
(2)
j (xi) = 0 ∀i 6= j
F
(2)
j (xj) 6= 0
.
(iii)
{
Gj(xi) = 0 ∀i 6= j
Gj(xj) 6= 0 ,
{
G
(1)
j (xi) = 0 ∀i 6= j
G
(1)
j (xj) 6= 0
y
{
G
(2)
j (xi) = 0 ∀i 6= j
G
(2)
j (xj) 6= 0
.
Demostracio´n. Es ana´loga a la demostracio´n del Lema 3.3.1.
Lema 3.3.21. En las ra´ıces {xj}nj=1 de Sn(x) se verifica:
(i) Sn(xj) = 0 para j = 1, · · · , n.
(ii) S
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1−xj para j = 1, · · · , n− 1.
(iii) S
(1)
n (−1) = (−1)n+1(2n− 1).
(iv) S
(2)
n (xj) =
(−1)j+1
2
√
2(2n−1)√1+xj
(1−xj2)3/2
para j = 1, · · · , n− 1.
(v) S2n(−1) = (−1)n 23n (2n− 1) (n− 1).
Demostracio´n. Los apartados (i), (ii) y (iii) coinciden con los del Lema 1.4.18, por tanto
so´lo demostraremos los apartados (iv) y (v).
(iv) Si calculamos la derivada segunda de Sn(x), resulta que
S(2)n (x) =−
√
2 cos
((
n− 12
)
arc cosx
) (
n− 12
)2√
1 + x
1− x2
+
√
2 sen
((
n− 12
)
arc cosx
) (
n− 12
)√
1 + xx
(1− x2)3/2
+
√
2 sen
((
n− 12
)
arc cosx
) (
n− 12
)
√
1− x2√1 + x
− 1
4
√
2 cos
((
n− 12
)
arc cosx
)
(1 + x)3/2
.
Al evaluar S
(2)
n (x) en xj nos da el resultado.
(v) Aplicando la regla de L’Hoˆpital, obtenemos la expresio´n deseada.
Lema 3.3.22. Sea {xj}nj=1 el sistema nodal ampliado relativo a las ra´ıces de Vn−1(x).
Si denotamos por fj(x) a
Sn(x)
x− xj se verifica
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(i) fj(xj) = S
(1)
n (xj) = (−1)j+1
√
2(n− 12)√
1−xj para j = 1, · · · , n− 1.
(ii) fn(−1) = S(1)n (−1) = (−1)n+1(2n− 1).
(iii) f
(1)
j (xj) = (−1)j+1
√
2
(
n− 12
)
2(1− x2j )
√
1− xj
para j = 1, · · · , n− 1.
(iv) f
(1)
n (−1) = (−1)n 1
3
n
(
2n2 − 3n+ 1).
(v) f
(2)
j (xj) =
1
6
(−1)1+j√2 (2n− 1) (xj2n2 − xj2n+ 3xj − n2 + n)
(1− xj)5/2(xj + 1)2
para
j = 1, · · · , n− 1.
(vi) f
(2)
n (−1) = (−1)
n+1
15
n(2n− 1) (n3 − 2n2 − n+ 2)
Demostracio´n. Los apartados (i) al (iv) coinciden con los del Lema 1.4.19.
(v) Si calculamos f
(2)
j (x) obtenemos
f
(2)
j (x) =
2
√
2
√
1 + x cos
((−12 + n) arc cosx)
(x− xj)3 −
√
2 cos
((−12 + n) arc cosx)√
1 + x(x− xj)2
− cos
((−12 + n) arc cosx)
2
√
2(1 + x)3/2(x− xj)
−
√
2
(−12 + n)2√1 + x cos ((−12 + n) arc cosx)
(x− xj) (1− x2)
+
√
2
(−12 + n)x√1 + x sen ((−12 + n) arc cosx)
(x− xj) (1− x2)3/2
− 2
√
2
(−12 + n)√1 + x sen ((−12 + n) arc cosx)
(x− xj)2
√
1− x2
+
√
2
(−12 + n) sen ((−12 + n) arc cosx)√
1 + x(x− xj)
√
1− x2 .
La evaluacio´n de la expresio´n anterior en xj conduce a una indeterminacio´n que se
resuelve tras aplicar tres veces la regla de L’Hoˆpital obtenie´ndose nuestro resultado.
(vi) La indeterminacio´n a la que lleva la evaluacio´n de f
(2)
n (x) en el punto xn, adecua-
damente resuelta, nos da el valor buscado.
Lema 3.3.23. Los polinomios Ej(x), Fj(x) y Gj(x), para j = 1, · · · , n, introducidos
en el Lema 3.3.20, verifican:
Ej(xj) = 0,E
(1)
j (xj) = 0 para j = 1, · · · , n,
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E(2)n (−1) = (−1)n+12(2n−1)3, E(2)j (xj) =
(−1)j+1√2n(2n− 1)3
2(1− xj) 32
para j = 1, · · · , n−1,
Fj(xj) = 0 para j = 1, · · · , n,
F(1)n (−1) = (−1)n+1(2n− 1)3, F(1)j (xj) =
(−1)j+1√2(2n− 1)3
4(1− xj) 32
para j = 1, · · · , n− 1,
F(2)n (−1) = (−1)n2n(n−1)(2n−1)3, F(2)j (xj) =
(−1)j+13√2(2n− 1)3
4(1− xj) 52 (xj + 1)
para j = 1, · · · , n−1,
Gn(−1) = (−1)n+1(2n− 1)3, Gj(xj) = (−1)
j+1
√
2(2n− 1)3
4(1− xj) 32
para j = 1, · · · , n− 1,
G(1)n (−1) = (−1)nn(n−1)(2n−1)3, G(1)j (xj) =
(−1)j3√2(2n− 1)3
8(1− xj) 32 (x2j − 1)
para j = 1, · · · , n−1,
G(2)n (−1) =
(−1)n+1
15
n(n− 1)(2n− 1)3(13n2 − 13n− 6),
G
(2)
j (xj) =
(−1)j+1√2(2n− 1)3[(2n2 − 2n)(x2j − 1) + 6xj + 3]
8(1− xj) 72 (1 + xj)2
para j = 1, · · · , n− 1.
Demostracio´n. Es una consecuencia inmediata de los lemas anteriores.
Proposicio´n 3.3.24. Sea {xj}nj=1 el sistema nodal ampliado relativo a las ra´ıces de
Vn−1(x). Los polinomios fundamentales de interpolacio´n de Hermite Aj(x), Bj(x) y
Cj(x) para j = 1, · · · , n, caracterizados por:
Aj(xi) = δi,j , A
(1)
j (xi) = 0, A
(2)
j (xi) = 0, ∀i = 1, · · · , n,
Bj(xi) = 0, B
(1)
j (xi) = δi,j , B
(2)
j (xi) = 0, ∀i = 1, · · · , n,
Cj(xi) = 0, C
(1)
j (xi) = 0, C
(2)
j (xi) = δi,j , ∀i = 1, · · · , n.
esta´n dados por las siguientes expresiones:
Aj(x) =aj
(Sn(x))
3
(x− x0) + bj
(Sn(x))
3
(x− x0)2 + cj
(Sn(x))
3
(x− x0)3 para j = 1, · · · , n,
(3.3.27)
donde
aj =
(−1)j+1√2 ((n2 − n) (xj + 1) + 3)√1− xj
(xj + 1)
2(2n− 1)3 para j = 1, · · · , n− 1,
an =
(−1)n+1
30
n(n− 1) (17n2 − 17n+ 6)
(2n− 1)3 ,
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bj =
(−1)j3√2√1− xj
(2n− 1)3 (1 + xj)
para j = 1, · · · , n− 1, bn = (−1)
n+1n (n− 1)
(2n− 1)3 ,
cj =
(−1)j+12√2(1− xj)3/2
(2n− 1)3 para j = 1, · · · , n− 1, cn =
(−1)n+1
(2n− 1)3 .
Bj(x) =dj
(Sn(x))
3
(x− xj) + ej
(Sn(x))
3
(x− xj)2 para j = 1, · · · , n, (3.3.28)
donde
dj =
(−1)j3√2√1− xj
(2n− 1)3 (1 + xj)
para j = 1, · · · , n− 1, dn = (−1)
n+1n (n− 1)
(2n− 1)3 ,
ej =
(−1)j+12√2(1− xj)3/2
(2n− 1)3 para j = 1, · · · , n− 1, en =
(−1)n+1
(2n− 1)3 .
Cj(x) = kj
(Sn(x))
3
(x− xj) para j = 1, · · · , n, (3.3.29)
donde
kj =
(−1)j+1√2(1− xj) 32
(2n− 1)3 para j = 1, · · · , n− 1, kn =
(−1)n+1
2(2n− 1)3 .
Demostracio´n. Es ana´loga a la de la Proposicio´n 3.3.18.
Por u´ltimo se tiene la siguiente representacio´n barice´ntrica:
Proposicio´n 3.3.25. El polinomio de interpolacio´n de Hermite j3n−1(x) en los nodos
ampliados de Vn−1 que interpola las listas {mj}nj=1, {oj}nj=1 y {pj}nj=1, tiene la siguiente
representacio´n barice´ntrica
j3n−1(x) =
n∑
j=1
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
)
mj +
n∑
j=1
(
d˜j
1
(x−xj) + e˜j
1
(x−xj)2
)
oj +
n∑
j=1
k˜j
1
(x−xj)pj
n∑
j=1
(
a˜j
1
(x−xj) + b˜j
1
(x−xj)2 + c˜j
1
(x−xj)3
)
(3.3.30)
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con los coeficientes {a˜j}nj=1, {b˜j}nj=1, {c˜j}nj=1, {d˜j}nj=1, {e˜j}nj=0 y {k˜j}nj=1 dados por
a˜j =
(−1)j+1√2 ((n2 − n) (xj + 1) + 3)√1− xj
(xj + 1)
2 para j = 1, · · · , n− 1,
a˜n = (−1)n+1
n(n− 1) (17n2 − 17n+ 6)
30
,
b˜j =
(−1)j3√2√1− xj
(1 + xj)
para j = 1, · · · , n− 1, b˜n = (−1)n+1n (n− 1),
c˜j = (−1)j+12
√
2(1− xj)3/2 para j = 1, · · · , n− 1, c˜n = (−1)n+1.
d˜j =
(−1)j3√2√1− xj
(1 + xj)
para j = 1, · · · , n− 1, d˜n = (−1)n+1n (n− 1).
e˜j = (−1)j+12
√
2(1− xj)3/2 para j = 1, · · · , n− 1, e˜n = (−1)n+1.
k˜j = (−1)j+1
√
2(1− xj) 32 para j = 1, · · · , n− 1, k˜n = (−1)
n+1
2
.
Demostracio´n. Basta tener en cuenta que
j3n−1(x) =
n∑
j=1
(Aj(x)mj + Bj(x)oj + Cj(x)pj) , (3.3.31)
donde Aj(x), Bj(x) y Cj(x) vienen dados por (3.3.27), (3.3.28) y (3.3.29) respectiva-
mente, y que para la funcio´n constante 1 obtenemos
1 =
n∑
j=1
(
aj
(Sn(x))
3
(x− xj) + bj
(Sn(x))
3
(x− xj)2 + cj
(Sn(x))
3
(x− xj)3
)
. (3.3.32)
Dividiendo ahora (3.3.31) entre (3.3.32) y simplificando el factor comu´n (Sn(x))
3 obte-
nemos
j3n−1(x) =
n∑
j=1
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
)
mj +
n∑
j=1
(
dj
1
(x−xj) + ej
1
(x−xj)2
)
oj +
n∑
j=1
kj
1
(x−xj)pj
n∑
j=1
(
aj
1
(x−xj) + bj
1
(x−xj)2 + cj
1
(x−xj)3
) ,
donde {aj}nj=1, {bj}nj=1, {cj}nj=1, {dj}nj=1, {ej}nj=0 y {kj}nj=1 esta´n dados por
aj =
(−1)j+1√2 ((n2 − n) (xj + 1) + 3)√1− xj
(xj + 1)
2(2n− 1)3 para j = 1, · · · , n− 1,
an =
(−1)n+1
30
n(n− 1) (17n2 − 17n+ 6)
(2n− 1)3 ,
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bj =
(−1)j3√2√1− xj
(2n− 1)3 (1 + xj)
para j = 1, · · · , n− 1, bn = (−1)
n+1n (n− 1)
(2n− 1)3 ,
cj =
(−1)j+12√2(1− xj)3/2
(2n− 1)3 para j = 1, · · · , n− 1, cn =
(−1)n+1
(2n− 1)3 ,
dj =
(−1)j3√2√1− xj
(2n− 1)3 (1 + xj)
para j = 1, · · · , n− 1, dn = (−1)
n+1n (n− 1)
(2n− 1)3 ,
ej =
(−1)j+12√2(1− xj)3/2
(2n− 1)3 para j = 1, · · · , n− 1, en =
(−1)n+1
(2n− 1)3 ,
kj =
(−1)j+1√2(1− xj) 32
(2n− 1)3 para j = 1, · · · , n− 1, kn =
(−1)n+1
2(2n− 1)3 .
Finalmente, eliminando (2n− 1)3, se obtiene (3.3.30).
Observacio´n 3.3.26. Queremos destacar, en la misma l´ınea que lo indicado en la
Observacio´n 1.4.7, que
(i) Las fo´rmulas barice´ntricas (3.3.5), (3.3.14), (3.3.22) y (3.3.30 ) obtenidas ante-
riormente para los problemas de Hermite con los correspondientes sistemas no-
dales ampliados resultan una aportacio´n novedosa de esta Memoria.
(ii) Los algoritmos incluyen la solucio´n de mu´ltiples problemas, por ejemplo el de
Hermite-Feje´r o aquellos problemas donde por diversas causas no deseamos utili-
zar valores no nulos para las derivadas de la funcio´n en determinadas zonas.
Cap´ıtulo 4
Estudio de la convergencia de los
interpolantes de Hermite en T
4.1. Introduccio´n
Los polinomios de interpolacio´n son una herramienta de gran utilidad para la resolucio´n
de problemas de matema´tica aplicada; en particular la aproximacio´n de funciones ([21]),
la integracio´n y la derivacio´n nume´ricas de funciones. Para su utilizacio´n es necesario
disponer de algoritmos eficientes para el ca´lculo de los interpolantes. En el caso de la
aproximacio´n de funciones tambie´n es necesario conocer condiciones que garanticen la
convergencia de los interpolantes a la funcio´n a aproximar.
Los tres primeros cap´ıtulos de esta Memoria se han dedicado a la computacio´n de los
polinomios de interpolacio´n de Hermite o de tipo Hermite sobre T y sobre el intervalo
[−1, 1], utilizando una o dos derivadas y sistemas nodales relacionados a trave´s de la
transformacio´n de Szego¨. Por ello dedicamos este cap´ıtulo al estudio de la convergencia.
En primer lugar se estudia la convergencia de los interpolantes cla´sicos de Hermite-Feje´r
sobre T para funciones anal´ıticas sobre discos o anillos conteniendo a T, obteniendo el
orden de la convergencia y las constantes asinto´ticas.
En una segunda etapa se estudian los interpolantes de Hermite-Feje´r generalizados, es
decir, se consideran dos derivadas y se analiza la convergencia para funciones continuas
cuyo mo´dulo de continuidad ω(f, δ) es una o
(
|log δ|−1
)
y para funciones anal´ıticas
en un anillo que contiene a T. Tambie´n analizamos los problemas de interpolacio´n de
Hermite considerando derivadas segundas nulas y el caso de derivadas primeras nulas y
diversas condiciones para las derivadas segundas. En general la interpolacio´n de Hermite
de orden superior en el intervalo acotado ha sido tratada como interpolacio´n de Hermite-
Feje´r y so´lo como interpolacio´n de Hermite para funciones con suficiente regularidad
(vea´se [29], [77], [78] y [54]), resultando nuestro enfoque distinto. Los resultados que
obtenemos son ana´logos a los conocidos para el caso del intervalo cuando las hipo´tesis
son similares.
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4.2. Orden de convergencia de los interpolantes Hermite-
Feje´r cla´sicos en T
Sean {αj}n−1j=0 las ra´ıces n-e´simas de un nu´mero complejo λ de mo´dulo 1. En la sub-
seccio´n 1.2.2 indicamos que el problema cla´sico de interpolacio´n de Hermite en la cir-
cunferencia unidad T con sistema nodal {αj}n−1j=0 se puede plantear como obtener un
polinomio de Laurent H−(n−1),n(z) de Λ−(n−1),n[z] que verifique las condiciones de in-
terpolacio´n:
H−(n−1),n(αj) = uj , y H(1)−(n−1),n(αj) = vj , j = 0, · · · , n− 1, (4.2.1)
donde {uj}n−1j=0 y {uj}n−1j=0 son valores complejos dados. El caso particular en el que vj =
0 para todo j vimos que se denominaba problema de interpolacio´n de Hermite-Feje´r.
Al polinomio de interpolacio´n correspondiente lo denotaremos HF−(n−1),n(z). Cuando
uj = f(αj) , (0 ≤ j ≤ n − 1), para una funcio´n f(z) definida en T, denotaremos por
HF−(n−1),n(f(z), z) al polinomio de interpolacio´n de Hermite-Feje´r correspondiente.
Para estimar el error de interpolacio´n entre f(z) y HF−(n−1),n(f(z), z) consideraremos
su diferencia que denotaremos por:
∆0,n(f(z), z) = f(z)−HF−(n−1),n(f(z), z). (4.2.2)
Es bien conocido que HF−(n−1),n(f(z), z) puede expresarse en te´rminos de los polino-
mios fundamentales de la interpolacio´n de Hermite, Aj(z), como sigue
HF−(n−1),n(f(z), z) =
n−1∑
j=0
f(αj)Aj(z), (4.2.3)
donde Aj(z) esta´ dado por Aj(z) =
αn+1j (z
n − λ)2
zn−1n2λ2(z − αj)2 y se verifica que
|Aj(z)| = 1
n2
|(zn − λ)2|
|(z − αj)2| ≤ 1 en T. (4.2.4)
La expresio´n (4.2.3) puede verse en [31] y la (4.2.4) en [9].
Recordamos que, para una funcio´n continua f(z) definida en T, HF−(n−1),n(f(z), z)
converge a f(z) uniformemente en T, como puede verse en [31].
4.2.1. Orden de convergencia para funciones polino´micas
Teniendo en cuenta el resultado de convergencia y el hecho de que en el caso po-
lino´mico podemos obtener buenas expresiones expl´ıcitas de HF−(n−1),n(f(z), z) y de
∆0,n(f(z), z), vamos a estudiar en esta subseccio´n el orden de convergencia. Para ello
tomaremos como f(z) un polinomio algebraico o un polinomio de Laurent.
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Proposicio´n 4.2.1. Sea k un nu´mero entero positivo. Para n > k se verifican las
siguientes condiciones:
i) HF−(n−1),n(zk, z) =
(
1− k
n
)
zk +
kλ
n
zk−n.
ii) ∆n(z
k, z) =
k
n
zk
(
1− λ
zn
)
iii) HF−(n−1),n(zk, z) converge uniformemente a zk en subconjuntos compactos K de
|z| ≥ 1 con orden de convergencia O(n−1).
iv) HF−(n−1),n(z−k, z) =
(
1− k
n
)
z−k +
k
nλ
z−k+n.
v) ∆n(z
−k, z) =
−k
n
z−k
(
zn
λ
− 1
)
,
vi) HF−(n−1),n(z−k, z) converge uniformemente a z−k en subconjuntos compactos K
de 0 < |z| ≤ 1 con orden de convergencia O(n−1).
Demostracio´n. (i) Basta tener en cuenta que al evaluar en αj el polinomio de Laurent
propuesto
(
1− k
n
)
zk +
kλ
n
zk−n se tiene que
(
n− k
n
)
αkj +
kλ
n
αk−nj =
(
n− k
n
)
αkj +
kλ
nλ
αkj = α
k
j ,
es decir, se cumplen las condiciones de interpolacio´n para la funcio´n. De la misma
forma, cuando evaluamos en αj la derivada correspondiente, obtenemos que(
n− k
n
)
kαk−1j +
kλ
n
(k − n)αk−n−1j =
(
n− k
n
)
kαk−1j +
kλ
nλ
(k − n)αk−1j = 0.
La existencia y unicidad del polinomio de interpolacio´n de Hermite nos garantizan la
igualdad planteada en i).
ii) Es una consecuencia inmediata de i) y de la definicio´n de ∆n(z
k, z).
iii) Te´ngase en cuenta que
|n∆n(zk, z)| = k
∣∣∣∣zk (1− λzn
)∣∣∣∣ ,
donde la u´ltima expresio´n esta´ acotada uniformemente si z ∈ K y n es suficientemente
grande.
iv), v) y vi) pueden probarse procediendo del mismo modo.
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Observacio´n 4.2.2. Las expresiones resultantes para ∆n(z
k, z) y ∆n(z
−k, z), dadas
en la proposicio´n anterior, pueden reescribirse como sigue
∆n(z
k, z) =
1
n
z
(
zn − λ
zn
)
kzk−1 =
1
n
z
(
zn − λ
zn
)
(zk)(1)
y
∆n(z
−k, z) =
1
n
z
(
zn − λ
λ
)
(−k)z−k−1 = 1
n
z
(
zn − λ
λ
)
(z−k)(1).
Corolario 4.2.3. Se verifica:
i) Si p1(z) es un polinomio de Laurent con potencias de z no negativas, es decir,
p1(z) es un polinomio algebraico, entonces
a) ∆n(p1(z), z) =
1
n
z
(
zn − λ
zn
)
p
(1)
1 (z).
b) Si K es un subconjunto compacto de |z| > 1 entonces
l´ım
n→∞ ‖ n∆n(p1(z), z) ‖∞,K= ma´xz∈K |zp
(1)
1 (z)|,
donde ‖ · ‖∞,K es la norma del supremo en K.
c) Si K es un subconjunto compacto de |z| = 1 sin puntos aislados entonces
l´ım
n→∞ ‖ n∆n(p1(z), z) ‖∞,K= 2 ma´xz∈K |p
(1)
1 (z)|.
ii) Si p2(z) es un polinomio de Laurent so´lo con potencias negativas de z entonces
a) ∆n(p2(z), z) =
1
n
z
(
zn − λ
λ
)
p
(1)
2 (z).
b) Si K es un subconjunto compacto de 0 < |z| < 1 entonces
l´ım
n→∞ ‖ n∆n(p2(z), z) ‖∞,K= ma´xz∈K |zp
(1)
2 (z)|.
c) Si K es un subconjunto compacto de |z| = 1 sin puntos aislados entonces
l´ım
n→∞ ‖ n∆n(p2(z), z) ‖∞,K= 2 ma´xz∈K |p
(1)
2 (z)|.
Demostracio´n. i) a) Es una consecuencia inmediata de la observacio´n anterior.
i) b) En primer lugar, te´ngase en cuenta que para cada z ∈ K se verifica que
l´ım
n→∞ |n∆n(p1(z), z)| = |zp
(1)
1 (z)|.
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Por tanto, si ma´x
z∈K
∣∣∣zp(1)1 (z)∣∣∣ se alcanza en z0 ∈ K, entonces, para cada z ∈ K, se verifica
la siguiente relacio´n
l´ım
n→∞ |n∆n(p1(z), z)| = |zp
(1)
1 (z)| ≤ |z0p(1)1 (z0)|.
Por otra parte, para z0 tenemos que l´ım
n→∞ |n∆n(p1(z), z0)| = |z0p
(1)
1 (z0)| y por tanto
obtenemos el resultado deseado.
i) c) Si z0 es un punto donde se alcanza ma´x
z∈K
|p(1)1 (z)| , entonces para cada z ∈ K ⊂ T
se verifica:
|n∆n(p1(z), z)| =
∣∣∣(zn − λ)p(1)1 (z)∣∣∣ ≤ 2 ma´x
z∈K
|p(1)1 (z)| = 2|p(1)1 (z0)|,
lo que implica que
l´ım
n→∞ ‖ n∆n(p1(z), z) ‖∞,K≤ 2 ma´xz∈K |p
(1)
1 (z)|.
Por la continuidad de p
(1)
1 (z), para cada  > 0 existe un entorno de z0, Nz0 , tal que
para z ∈ Nz0 se tiene |p(1)1 (z)| > |p(1)1 (z0)| − . Por otro lado, para n suficientemente
grande, cualquier arco de T contiene puntos z con zn = −λ y por tanto, para algu´n
z ∈ Nz0 ∩ T tal que zn = −λ, tenemos
|n∆n(p1(z), z)| =
∣∣∣ z
zn
(zn − λ)p(1)1 (z)
∣∣∣ = |(zn − λ)| ∣∣∣p(1)1 (z)∣∣∣ > 2(|p(1)1 (z0)| − )
de donde obtenemos que
l´ım
n→∞ ‖ n∆n(p1(z), z) ‖∞,K= 2 ma´xz∈K |p
(1)
1 (z)|.
Para demostrar ii) a), b) y c) se procede de la misma forma.
Proposicio´n 4.2.4. Sea p(z) = p1(z) + p2(z) un polinomio de Laurent con potencias
de z positivas y negativas, p1(z) y p2(z) respectivamente. Se verifica
i) ∆n(p(z), z) =
1
n
z(zn − λ)
(
p
(1)
1 (z)
zn
+
p
(1)
2 (z)
λ
)
.
ii) Si K es un subconjunto compacto de T sin puntos aislados entonces
l´ım
n→∞ ‖ n∆n(p(z), z) ‖∞,K= ma´xz∈K,β∈T
∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))∣∣∣ .
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Demostracio´n. i)
∆n(p(z), z) =∆n(p1(z), z) + ∆n(p2(z), z) =
1
n
z
(
zn − λ
zn
)
p
(1)
1 (z) +
1
n
z
(
zn − λ
λ
)
p
(1)
2 (z) =
1
n
z
λ
zn
(
zn − λ
λ
)
p
(1)
1 (z) +
1
n
z
(
zn − λ
λ
)
p
(1)
2 (z) =
λz
nzn
(
zn − λ
λ
)(
p
(1)
1 (z) +
zn
λ
p
(1)
2 (z)
)
=
1
n
z (zn − λ)
(
p
(1)
1 (z)
zn
+
p
(1)
2 (z)
λ
)
.
ii) Es claro que m = ma´x
z∈K,β∈T
∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))∣∣∣ existe, es positivo y se alcanza
en algu´n punto (z0, β0) ∈ K × T. Adema´s, es claro que(
zn
λ
− 1
)(
p
(1)
1 (z) +
zn
λ
p
(1)
2 (z)
)
puede escribirse como (β − 1)(p(1)1 (z) + βp(1)2 (z)) con β ∈ T.
Por otra parte, como
‖ n∆n(p(z), z) ‖∞,K= ma´x
z∈K⊂T
|λ| |z|
|zn|
∣∣∣∣zn − λλ
∣∣∣∣ ∣∣∣∣p(1)1 (z) + znλ p(1)2 (z)
∣∣∣∣ =
ma´x
z∈K⊂T
∣∣∣∣znλ − 1
∣∣∣∣ ∣∣∣∣p(1)1 (z) + znλ p(1)2 (z)
∣∣∣∣ ≤
ma´x
z∈K,β∈T
∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))∣∣∣ =∣∣∣(β0 − 1)(p(1)1 (z0) + β0p(1)2 (z0))∣∣∣ = m
entonces
l´ım sup
n→∞
‖ n∆n(p(z), z) ‖∞,K≤ m.
A continuacio´n se trata de ver que l´ım
n→∞ ‖ n∆n(p(z), z) ‖∞,K= m.
Por la continuidad de (β − 1)(p(1)1 (z) + βp(1)2 (z)), para cada  > 0 existe un entorno de
(z0, β0), N(z0,β0), tal que para (z, β) ∈ N(z0,β0) se verifica∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))−m∣∣∣ < ,
lo que implica que
m−
∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))∣∣∣ ≤ ∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))−m∣∣∣ < ,
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de donde
m−  <
∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))∣∣∣ ,
lo que implica, en particular, que
m−
∣∣∣(β0 − 1)(p(1)1 (z) + β0p(1)2 (z))∣∣∣ < .
Por otra parte, teniendo en cuenta que para n suficientemente grande cualquier arco
A ⊂ T, con z0 ∈ A, contiene puntos z tales que z
n
λ
= β0, entonces para estos z se tiene
que
|n∆n(p(z), z)| =
∣∣∣∣znλ − 1
∣∣∣∣ ∣∣∣∣p(1)1 (z) + znλ p(1)2 (z)
∣∣∣∣ = ∣∣∣(β0 − 1)(p(1)1 (z) + β0p(1)2 (z))∣∣∣ > m−.
y por tanto
‖ n∆n(p(z), z) ‖∞,K> m− .
Tenemos entonces que
m−  <‖ n∆n(p(z), z) ‖∞,K≤ m,
lo que implica que
l´ım
n→∞ ‖ n∆n(p(z), z) ‖∞,K= m.
Observacio´n 4.2.5. El resultado anterior puede reescribirse como sigue
‖ ∆n(p(z), z) ‖∞,K
ma´x
z∈K,β∈T
∣∣∣(β − 1)(p(1)1 (z) + βp(1)2 (z))∣∣∣
n
,
donde  significa que las sucesiones son equivalentes.
4.2.2. Orden de convergencia para funciones anal´ıticas en un disco
En esta subseccio´n extenderemos los resultados previos a funciones anal´ıticas utilizando
para ello los resultados publicados en [60], [7] y [8]. De hecho, se estudia la norma del
supremo de ∆n(F (z), z), ‖ ∆n(F (z), z) ‖∞,Cρ , para funciones anal´ıticas F en un disco
abierto que contenga a T, a lo largo de una circunferencia Cρ de radio ρ ≥ 1.
Proposicio´n 4.2.6. Sea F (z) una funcio´n anal´ıtica no constante definida en un disco
abierto D(0, R), con R > 1, y sea HF−(n−1),n(F (z), z) su polinomio de interpolacio´n
de Hermite-Feje´r correspondiente a las n ra´ıces de λ. Si Cρ es la circunferencia de
radio ρ, (1 ≤ ρ < R), y ‖ · ‖∞,Cρ es la norma del supremo en Cρ, entonces
l´ım
n→∞ ‖ n∆n(F (z), z) ‖∞,Cρ=
 2 ma´xz∈Cρ
∣∣zF (1)(z)∣∣ , si ρ = 1
ma´x
z∈Cρ
∣∣zF (1)(z)∣∣ , si ρ > 1.
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Demostracio´n. Excluimos el caso constante porque en esa situacio´n tenemos F (z) −
HF−(n−1),n(F (z), z) = 0. As´ı que sea F (z) =
∞∑
k=0
akz
k una funcio´n anal´ıtica no cons-
tante. Teniendo en cuenta que la evaluacio´n de zk+ln en αj es α
k+ln
j = α
k
jα
ln
j = α
k
jλ
l
obtenemos que HF−(n−1),n(zk+ln, z) = λlHF−(n−1),n(zk, z), ya que evaluando en αi se
obtiene que
λl
(
1− k
n
)
αi
k + λlλ
k
n
αi
k−n = λlαki = α
nl
i α
k
i = α
nl+k
i .
Entonces, utilizando la Proposicio´n 4.2.1, podemos escribir
∆n(F (z), z) =F (z)−HF−(n−1),n(F (z), z) =
n−1∑
k=0
akz
k +
∞∑
k=n
akz
k −HF−(n−1),n
(
n−1∑
k=0
akz
k, z
)
−HF−(n−1),n
( ∞∑
k=n
akz
k, z
)
=
∞∑
k=n
akz
k
︸ ︷︷ ︸
(1)
+
n−1∑
k=0
(
k
n
akz
k
)
︸ ︷︷ ︸
(2)
+
n−1∑
k=0
(−kλ
n
akz
−(n−k)
)
︸ ︷︷ ︸
(3)
−
−HF−(n−1),n
( ∞∑
k=n
akz
k, z
)
︸ ︷︷ ︸
(∗)
.
Para calcular (*) tenemos en cuenta que
∞∑
k=n
akz
k =
n−1∑
k=0
(∞∑
l=1
ak+lnz
k+ln
)
. Por lo tanto
HF−(n−1),n
( ∞∑
k=n
akz
k, z
)
=
n−1∑
k=0
HF−(n−1),n
( ∞∑
l=1
ak+lnz
k+ln, z
)
=
n−1∑
k=0
( ∞∑
l=1
HF−(n−1),n
(
ak+lnz
k+ln, z
))
=
n−1∑
k=0
( ∞∑
l=1
λlHF−(n−1),n
(
ak+lnz
k, z
))
=
n−1∑
k=0
( ∞∑
l=1
λlak+ln
[(
1− k
n
)
zk +
λk
n
zk−n
])
=
n−1∑
k=0
( ∞∑
l=1
λlak+ln
)(
n− k
n
)
zk +
n−1∑
k=0
( ∞∑
l=1
λlak+ln
)
λk
n
zk−n.
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Sustituyendo (*) queda
∆n(F (z), z) =
∞∑
k=n
akz
k
︸ ︷︷ ︸
(1)
+
n−1∑
k=0
(
k
n
akz
k
)
︸ ︷︷ ︸
(2)
+
n−1∑
k=0
(−kλ
n
akz
−(n−k)
)
︸ ︷︷ ︸
(3)
+
+
n−1∑
k=0
( ∞∑
l=1
ak+lnλ
l
)
k − n
n
zk︸ ︷︷ ︸
(4)
+
n−1∑
k=0
( ∞∑
l=1
ak+lnλ
l
)
−λk
n
z−(n−k)︸ ︷︷ ︸
(5)
.
Sea z un punto perteneciente a Cρ = {z : |z| = ρ} con ρ ≥ 1 y sea R1 tal que
ρ < R1 < R, siendo l´ım sup
k
√|ak| = 1
R
< 1, lo que implica que |ak| <
(
1
R1
)k
, para k
suficientemente grande.
Veamos a continuacio´n las acotaciones de los sumandos que intervienen en ∆n(F (z), z),
|(1)| =
∣∣∣∣∣
∞∑
k=n
akz
k
∣∣∣∣∣ ≤
∞∑
k=n
|ak| |z|k ≤
∞∑
k=n
(
ρ
R1
)k
=
(
ρ
R1
)n
1− ρ
R1
≤ K1
(
ρ
R1
)n
,
para cierta constante positiva K1 y para n suficientemente grande. Si tomamos R2 < 1
tal que
ρ
R1
< R2, entonces tambie´n se tiene que |(1)| < K1Rn2 , para n suficientemente
grande.
|(2) + (3)| =
∣∣∣∣∣
n−1∑
k=0
k
n
akz
k +
n−1∑
k=0
−kλ
n
akz
−(n−k)
∣∣∣∣∣ =
∣∣∣∣∣
n−1∑
k=0
z
n
kakz
k−1 − λz−n
n−1∑
k=0
z
n
kakz
k−1
∣∣∣∣∣ =∣∣∣∣∣ zn
(
1− λ
zn
) n−1∑
k=0
kakz
k−1
∣∣∣∣∣ =
∣∣∣∣∣ zn
(
1− λ
zn
)(
F (1)(z)−
∞∑
k=n
kakz
k−1
)∣∣∣∣∣ ≤
1
n
∣∣∣∣1− λzn
∣∣∣∣
(
‖zF (1)(z)‖∞,Cρ +
∞∑
k=n
k|ak||z|k
)
≤
1
n
∣∣∣∣1− λzn
∣∣∣∣
(
‖zF (1)(z)‖∞,Cρ +
∞∑
k=n
k
(
ρ
R1
)k)
=
1
n
∣∣∣∣1− λzn
∣∣∣∣
‖zF (1)(z)‖∞,Cρ +
n
(
ρ
R1
)n
1− ρ
R1
+
(
ρ
R1
)n+1
(
1− ρ
R1
)2
 .
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Si R2 es tal que
ρ
R1
< R2 < 1, entonces, para n suficientemente grande, tenemos que
n
(
ρ
R1
)n
< Rn2 y existe una constante K1 tal que se verifica
|(2) + (3)| ≤ 1
n
∣∣∣∣1− λzn
∣∣∣∣
‖zF (1)(z)‖∞,Cρ +
n
(
ρ
R1
)n
1− ρ
R1
+
(
ρ
R1
)n+1
(
1− ρ
R1
)2
 ≤
1
n
ma´x
z∈Cρ
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ +K1Rn2) =
2
n
(
‖zF (1)(z)‖∞,Cρ +K1Rn2
)
, si ρ = 1,
1
n
ma´x
z∈Cρ
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ +K1Rn2) , si ρ > 1,
para n suficientemente grande.
Para los otros sumandos tenemos
|(4)| =
∣∣∣∣∣
n−1∑
k=0
( ∞∑
l=1
ak+lnλ
l
)
k − n
n
zk
∣∣∣∣∣ ≤
n−1∑
k=0
∣∣∣∣∣
∞∑
l=1
ak+lnλ
l
∣∣∣∣∣ ρk ≤
n−1∑
k=0
( ∞∑
l=1
|ak+ln|
)
ρk ≤
n−1∑
k=0
( ∞∑
l=1
(
1
R1
)k+ln)
ρk =
n−1∑
k=0
(
ρ
R1
)k ∞∑
l=1
(
1
Rn1
)l
=
n−1∑
k=0
(
ρ
R1
)k
1
Rn1
1− 1
Rn1
 =
1−
(
ρ
R1
)n
1− ρ
R1

1
Rn1
1− 1
Rn1
 < 1−
(
ρ
R1
)n
1− ρ
R1

1
Rn1
1− 1
R1
 ≤ K3( 1R1
)n
,
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para n suficientemente grande y, finalmente,
|(5)| =
∣∣∣∣∣
n−1∑
k=0
( ∞∑
l=1
ak+lnλ
l
)
−λk
n
z−(n−k)
∣∣∣∣∣ ≤
n−1∑
k=1
∣∣∣∣∣
∞∑
l=1
ak+lnλ
l
∣∣∣∣∣ |−λ| knρk−n <
n−1∑
k=1
ρk
ρn
∞∑
l=1
|ak+ln| ≤ 1
ρn
n−1∑
k=1
ρk
∞∑
l=1
(
1
R1
)k+ln
=
1
ρn
n−1∑
k=1
(
ρ
R1
)k ∞∑
l=1
(
1
R1
)ln
=
1
ρn
1−
(
ρ
R1
)n
1− ρ
R1

1
Rn1
1− 1
Rn1
 < 1ρn
1−
(
ρ
R1
)n
1− ρ
R1

1
Rn1
1− 1
R1
 ≤
K4
1
ρn
(
1
R1
)n
≤ K5
(
1
R1
)n
,
para n suficientemente grande.
Resumiendo las acotaciones obtenidas, tenemos que
i) Si ρ > 1
|(1)|+ |(2) + (3)|+ |(4)|+ |(5)| ≤K1
(
ρ
R1
)n
+
1
n
ma´x
z∈Cρ
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ +K1Rn2)+
+K3
(
1
R1
)n
+K5
(
1
R1
)n
,
de donde
|n∆n(F (z), z)| ≤nK1
(
ρ
R1
)n
+ ma´x
z∈Cρ
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ +K1Rn2)+
+ nK3
(
1
R1
)n
+ nK5
(
1
R1
)n
<
K1R
n
2 + ma´x
z∈Cρ
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ +K1Rn2)+
+ nK3
(
1
R1
)n
+ nK5
(
1
R1
)n
,
por lo tanto, para n suficientemente grande, tenemos
‖ n∆n(F (z), z) ‖∞,Cρ≤K1Rn2 + ma´x
z∈Cρ
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ +K1Rn2)+
+ nK3
(
1
R1
)n
+ nK5
(
1
R1
)n
y entonces
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l´ım
n→∞ ‖ n∆n(F (z), z) ‖∞,Cρ≤ ‖zF
(1)(z)‖∞,Cρ .
ii) Si ρ = 1
|(1)|+ |(2) + (3)|+ |(4)|+ |(5)| ≤K1
(
ρ
R1
)n
+
2
n
(
‖zF (1)(z)‖∞,Cρ +K1Rn2
)
+
+K3
(
1
R1
)n
+K5
(
1
R1
)n
,
entonces, para n suficientemente grande, obtenemos que
‖ n∆n(F (z), z) ‖∞,Cρ≤K1Rn2 + 2
(
‖zF (1)(z)‖∞,Cρ +K1Rn2
)
+
+ nK3
(
1
R1
)n
+ nK5
(
1
R1
)n
,
luego
l´ım
n→∞ ‖ n∆n(F (z), z) ‖∞,Cρ≤ 2‖zF
(1)(z)‖∞,Cρ .
Con el fin de obtener la desigualdad contraria partimos de
|(2) + (3)| − |(1)| − |(4)| − |(5)| ≤ |∆0,n(F (z), z)|.
Para un z ∈ Cρ arbitrario y un n suficientemente grande tenemos que existe K tal que
−K
(
Rn2 + 2
(
1
R1
)n)
≤ −|(1)| − |(4)| − |(5)|.
Como los ceros de F (1)(z) no tienen puntos de acumulacio´n en D(0, R), entonces existe
un arco A(Cρ) ⊂ Cρ tal que F (1)(z) 6= 0, ∀z ∈ A(Cρ).
Por otra parte, como ‖F (1)(z)‖∞,Cρ = sup
z∈Cρ
∣∣F (1)(z)∣∣ > 0, tenemos que, para cada  > 0
tal que ‖zF (1)(z)‖∞,Cρ −  > 0, se verifica que ‖zF (1)(z)‖∞,Cρ −  <
∣∣zF (1)(z)∣∣ para
casi todo z ∈ Cρ 1.
Se distinguen dos casos (ρ > 1 y ρ = 1) y se acota inferiormente a |(2) + (3)|.
i) Si ρ > 1 se verifica que
1
n
∣∣∣∣1− λzn
∣∣∣∣
(∣∣∣zF (1)(z)∣∣∣− ∣∣∣∣∣
∞∑
k=n
kakz
k
∣∣∣∣∣
)
=
∣∣∣ z
n
∣∣∣ ∣∣∣∣1− λzn
∣∣∣∣
(∣∣∣F (1)(z)∣∣∣− ∣∣∣∣∣
∞∑
k=n
kakz
k−1
∣∣∣∣∣
)
≤
|(2) + (3)|, de donde se sigue que
1Podr´ıa haber una cantidad finita de puntos que no lo cumplieran, en cuyo caso, se suprimir´ıan y
se considerar´ıa un nuevo arco contenido en A(Cρ) en el que todos sus puntos cumplen la condicio´n y
al que le seguir´ıamos llamando A(Cρ).
4.2. Orden de convergencia de los interpolantes Hermite-Feje´r cla´sicos en T 173
1
n
∣∣∣∣1− λzn
∣∣∣∣
(
‖zF (1)(z)‖∞,Cρ − −
∣∣∣∣∣
∞∑
k=n
kakz
k
∣∣∣∣∣
)
≤ |(2) + (3)|.
Por otra parte
∣∣∣∣∣
∞∑
k=n
kakz
k
∣∣∣∣∣ ≤
∞∑
k=n
k |ak| |z|k ≤
∞∑
k=n
k
(
ρ
R1
)k
=
n
(
ρ
R1
)n
1− ρ
R1
+
(
ρ
R1
)n+1
(
1− ρ
R1
)2 =
(
ρ
R1
)n n1− ρ
R1
+
ρ
R1
(
1− ρ
R1
)2
 ≤
(
ρ
R1
)n
nD <
E
n
para n suficientemente grande.
Por lo tanto, para n suficientemente grande y z ∈ A(Cρ) tenemos que
1
n
∣∣∣∣1− λzn
∣∣∣∣ (‖zF (1)(z)‖∞,Cρ − − En
)
≤ |(2) + (3)| implica que
1
n
(
1− 1
ρn
)(
‖zF (1)(z)‖∞,Cρ − −
E
n
)
≤ |(2) + (3)|.
Entonces para cada  > 0, si n es suficientemente grande y z ∈ A(Cρ) se tiene que
−K
(
Rn2 + 2
(
1
R1
)n)
+
1
n
(
1− λ
ρn
)(
‖zF (1)‖∞,Cρ − −
E
n
)
<
|∆0,n(F (z), z)| ≤‖ ∆n(F (z), z) ‖∞,Cρ ,
lo que implica que
−K
(
nRn2 + 2n
(
1
R1
)n)
+
(
1− λ
ρn
)(
‖zF (1)(z)‖∞,Cρ − −
E
n
)
<‖ n∆n(F (z), z) ‖∞,Cρ .
Tomando l´ımites cuando n tiende a ∞ tenemos que
‖zF (1)(z)‖∞,Cρ −  ≤ l´ımn→∞ ‖ n∆n(F (z), z) ‖∞,Cρ
y dado que se cumple ∀ > 0 obtenemos
‖zF (1)(z)‖∞,Cρ ≤ l´ımn→∞ ‖ n∆n(F (z), z) ‖∞,Cρ .
ii) Si ρ = 1, llegamos a que para cada  > 0, si n es suficientemente grande y z ∈ A(Cρ)
se tiene que
−K
(
Rn2 + 2
(
1
R1
)n)
+
1
n
|zn − λ|
(
‖zF (1)(z)‖∞,Cρ − −
E
n
)
< |∆0,n(F (z), z)|
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En particular, para cada n suficientemente grande existe zn ∈ A(Cρ) tal que znn = −λ
y por lo tanto,
−K
(
Rn2 + 2
(
1
R1
)n)
+
1
n
2
(
‖zF (1)(z)‖∞,Cρ − −
E
n
)
< ‖∆0,n(F (z), z)‖ ,
lo que implica que
−K
(
nRn2 + 2n
(
1
R1
)n)
+ 2
(
‖zF (1)(z)‖∞,Cρ − −
E
n
)
< ‖n∆0,n(F (z), z)‖ .
Tomando l´ımites cuando n tiende a ∞ y teniendo en cuenta que es va´lido ∀ > 0 se
sigue que
2‖zF (1)(z)‖∞,Cρ ≤ l´ımn→∞ ‖n∆0,n(F (z), z)‖ .
4.2.3. Orden de convergencia para funciones anal´ıticas en una corona
circular
A continuacio´n abordaremos el caso de las funciones anal´ıticas en una corona circular
abierta conteniendo a T. Obtendremos expresiones expl´ıcitas para n∆n(F (z), z) y el
comportamiento asinto´tico de la norma del supremo, es decir, se obtendra´n el orden de
convergencia y la constante asinto´tica.
A lo largo de esta subseccio´n consideraremos una funcio´n F con desarrollo de Laurent
en z = 0 dado por F (z) =
∞∑
k=−∞
akz
k que converja en r < |z| < R con r < 1 y R > 1,
es decir, en una corona circular abierta que contenga a T.
Sea r1 tal que ma´x{r, 1R} < r1 < 1. Como r = l´ım sup n
√|a−n|, tenemos que |a−n| < rn1 ,
para n suficientemente grande; del mismo modo, como R =
1
l´ım sup n
√|an| , tenemos
que |an| < rn1 , para n suficientemente grande.
Para cada n ≥ 2 denotamos por Pn−2(z) =
n−2∑
k=0
akz
k y por P˜n−2(z) =
∞∑
k=n−1
akz
k. De la
misma manera denotamos por Qn−2(z) =
−1∑
k=−(n−2)
akz
k y por Q˜n−2(z) =
−(n−1)∑
k=−∞
akz
k.
Adema´s denotamos por P (z) = Pn−2(z) + P˜n−2(z) y por Q(z) = Qn−2(z) + Q˜n−2(z).
Entonces tenemos la siguiente descomposicio´n de F (z) para cada n ≥ 2
F (z) = P (z) +Q(z) = Pn−2(z) + P˜n−2(z) +Qn−2(z) + Q˜n−2(z).
Utilizando esta notacio´n para la descomposicio´n de F (z) obtenenemos los siguientes
resultados:
4.2. Orden de convergencia de los interpolantes Hermite-Feje´r cla´sicos en T 175
Lema 4.2.7. Para z ∈ T y r2 tal que r1 < r2 < 1 se verifica
i)
∆n
(
P˜n−2(z) + Q˜n−2(z), z
)
= o(rn2 ).
ii)
n∆n (Pn−2(z), z) = z
(
zn − λ
zn
)
P
(1)
n−2(z) = z
(
zn − λ
zn
)
P (1)(z) + o(rn2 ).
iii)
n∆n (Qn−2(z), z) = z
(
zn − λ
λ
)
Q
(1)
n−2(z) = z
(
zn − λ
λ
)
Q(1)(z) + o(rn2 ).
Demostracio´n. i) Si z ∈ T tenemos que
|P˜n−2(z)| =
∣∣∣∣∣
∞∑
k=n−1
akz
k
∣∣∣∣∣ ≤
∞∑
k=n−1
|ak||z|k ≤
∞∑
k=n−1
rk1 =
rn−11
1− r1
y
|Q˜n−2(z)| =
∣∣∣∣∣∣
−(n−1)∑
k=−∞
akz
k
∣∣∣∣∣∣ ≤
−(n−1)∑
k=−∞
|ak||z|k =
∞∑
k=n−1
|a−k| ≤
∞∑
k=n−1
rk1 =
rn−11
1− r1 .
Por otro lado, utilizando (4.2.3) y (4.2.4) obtenemos para z ∈ T
|HF−(n−1),n(P˜n−2(z), z)| =
∣∣∣∣∣∣
n−1∑
j=0
P˜n−2(αj)Aj(z)
∣∣∣∣∣∣ ≤
n−1∑
j=0
∣∣∣P˜n−2(αj)∣∣∣ ≤ n rn−11
1− r1 ,
|HF−(n−1),n(Q˜n−2(z), z)| =
∣∣∣∣∣∣
n−1∑
j=0
Q˜n−2(αj)Aj(z)
∣∣∣∣∣∣ ≤
n−1∑
j=0
∣∣∣Q˜n−2(αj)∣∣∣ ≤ n rn−11
1− r1 .
Entonces, si z ∈ T, podemos escribir∣∣∣∆n (P˜n−2(z) + Q˜n−2(z), z)∣∣∣ =
|P˜n−2(z) + Q˜n−2(z)−HF−(n−1),n(P˜n−2(z), z)−HF−(n−1),n(Q˜n−2(z), z)| ≤
|P˜n−2(z)|+ |Q˜n−2(z)|+ |HF−(n−1),n(P˜n−2(z), z)|+ |HF−(n−1),n(Q˜n−2(z), z)| ≤
2rn−11
1− r1 +
2nrn−11
1− r1 =
2
1− r1 r
n−1
1 (1 + n).
Por lo tanto, si r2 es tal que r1 < r2 < 1, entonces
176 Cap´ıtulo 4. Estudio de la convergencia de los interpolantes de Hermite en T
∣∣∣∆n (P˜n−2(z) + Q˜n−2(z), z)∣∣∣
rn2
≤ 2
1− r1 (n+ 1)
rn−11
rn2
=
2(n+ 1)
(1− r1)r1
(
r1
r2
)n
≤ C(n+ 1)
(
r1
r2
)n
,
que claramente converge a 0.
ii) Para demostrar la primera igualdad, te´ngase en cuenta que
n∆n(Pn−2(z), z) = z
(zn − λ)
zn
P
(1)
n−2(z) = z
(zn − λ)
zn
[
P (1)(z)− P˜ (1)n−2(z)
]
,
por el apartado i) (a) del Corolario 4.2.3.
Adema´s ∣∣∣∣z (zn − λ)zn
∣∣∣∣ = ∣∣∣∣1− λzn
∣∣∣∣ ≤ 1 + |λ||z|n = 2
y
∣∣∣P˜ (1)n−2(z)∣∣∣ =
∣∣∣∣∣
∞∑
k=n−1
kakz
k−1
∣∣∣∣∣ ≤
∞∑
k=n−1
k|ak| ≤
∞∑
k=n−1
krk1 =
(n− 1)rn−11
1− r1 +
rn1
(1− r1)2 .
Luego ∣∣∣∣z (zn − λ)zn P˜ (1)n−2(z)
∣∣∣∣ ≤ 2(n− 1)rn−111− r1 + 2r
n
1
(1− r1)2
y ∣∣∣∣z (zn − λ)zn P˜ (1)n−2(z)
∣∣∣∣
rn2
≤ 2(n− 1)
(1− r1)r1
(
r1
r2
)n
+
2
(1− r1)2
(
r1
r2
)n
converge a 0.
Por lo tanto
n∆n (Pn−2(z), z) = z
(
zn − λ
zn
)
P (1)(z) + o(rn2 ).
iii) Se procede de la misma manera que en ii).
Proposicio´n 4.2.8. En nuestras condiciones se verifica:
i) Para z ∈ T y r2 tal que r1 < r2 < 1
n∆n (F (z), z) = z
(
zn − λ
zn
)
P (1)(z) + z
(
zn − λ
λ
)
Q(1)(z) + o(rn2 ).
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ii) Si K es un subconjunto compacto de T sin puntos aislados entonces
l´ım
n→∞ ‖ n∆n(F (z), z) ‖∞,K= ma´xz∈K,β∈T
∣∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣∣ .
Demostracio´n. i)
n∆n (F (z), z) = n∆n (P (z) +Q(z), z) =
n∆n
(
Pn−2(z) + P˜n−2(z) +Qn−2(z) + Q˜n−2(z), z
)
=
n∆n
(
Pn−2(z) +Qn−2(z), z
)
+ n∆n
(
P˜n−2(z) + Q˜n−2(z), z
)
=
z
(
zn − λ
zn
)
P (1)(z) + o(rn2 ) + z
(
zn − λ
λ
)
Q(1)(z) + o(rn2 ) + o(r
n
2 ) =
z
(
zn − λ
zn
)
P (1)(z) + z
(
zn − λ
λ
)
Q(1)(z) + o(rn2 ).
ii) Sabemos que existe el ma´ximo ma´x
z∈K,β∈T
∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣ = m y se al-
canza en algu´n punto (z0, β0) ∈ K × T.
Teniendo en cuenta i) obtenemos que
n∆n (F (z), z) =
z
(
zn − λ
zn
)
P (1)(z) + z
(
zn − λ
λ
)
Q(1)(z) + o(rn2 ) =
λ
zn−1
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)
+ o(rn2 ).
Adema´s, como para z ∈ K∣∣∣∣ λzn−1
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣ = ∣∣∣∣(znλ − 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣ ,
podemos escribirlo, llamando β = z
n
λ , como
∣∣(β − 1) (P (1)(z) + βQ(1)(z))∣∣ con β ∈ T.
Entonces
‖n∆n (F (z), z)‖∞,K = ma´x
z∈K⊂T
|n∆n (F (z), z)| =
ma´x
z∈K⊂T
∣∣∣∣ λzn−1
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)
+ o(rn2 )
∣∣∣∣ <
ma´x
z∈K⊂T
∣∣∣∣ λzn−1
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣+  ≤
ma´x
z∈K⊂T
∣∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣∣+  = m+ ,
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para n suficientemente grande.
Tomando l´ımites, obtenemos l´ım
n→∞ ‖n∆n (F (z), z)‖∞,K ≤ m.
Veamos ahora la desigualdad contraria.
Como (β − 1)(P (1)(z) + βQ(1)(z)) es continua en (z0, β0), para cada  > 0 existe un
entorno de (z0, β0), N(z0,β0) tal que ∀(z, β) ∈ N(z0,β0) se verifica que∣∣∣(β − 1)(P (1)(z) + βQ(1)(z))−m∣∣∣ < 
y por tanto
m−
∣∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣∣ < 
y en particular, para β = β0 se tiene que
m−
∣∣∣(β0 − 1)(P (1)(z) + β0Q(1)(z))∣∣∣ < .
Por otra parte, para n suficientemente grande, cualquier arco A ⊂ T con z0 ∈ A contiene
puntos z tales que
zn
λ
= β0, es decir, tales que z
n = λβ0. Entonces, para estos puntos
z se tiene que∣∣∣∣ λzn z
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣ = ∣∣∣∣(znλ − 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣ =∣∣∣(β0 − 1)(P (1)(z) + β0Q(1)(z))∣∣∣ > m− .
Por tanto, para n suficientemente grande
m−  <
∣∣∣∣ λzn z
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣ ≤
ma´x
z∈K⊂T
∣∣∣∣ λzn z
(
zn
λ
− 1
)(
P (1)(z) +
zn
λ
Q(1)(z)
)∣∣∣∣ =
‖n∆n (F (z), z)‖∞,K − o(rn2 ).
Tomando l´ımites, obtenemos m ≤ l´ım
n→∞ ‖n∆n (F (z), z)‖∞,K .
4.2.4. Ejemplos Nume´ricos
A continuacio´n presentamos algunos experimentos nume´ricos relativos a los principales
resultados de la subseccio´n anterior.
La Proposicio´n 4.2.8 garantiza, bajo condiciones apropiadas, que:
‖ n∆n(F (z), z) ‖∞,K
ma´x
z∈K,β∈T
∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣ → 1.
4.2. Orden de convergencia de los interpolantes Hermite-Feje´r cla´sicos en T 179
Adema´s, a partir de la demostracio´n del Lema 4.2.7 podemos predecir do´nde se puede
alcanzar este l´ımite. De hecho, cerca de z0, cuando (z0, β0) es el punto donde se alcanza
el ma´ximo ma´x
z∈K,β∈T
∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣, se puede obtener la convergencia.
Un segundo punto de intere´s es conocer cua´ndo el ma´ximo
ma´x
z∈T,β∈T
∣∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣∣
se alcanza en u´nico punto (z0, β0). En esta situacio´n, para un conjunto compacto K tal
que z0 /∈ K:
‖ n∆n(F (z), z) ‖∞,K
ma´x
z∈T,β∈T
∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣ → l < 1.
Hemos desarrollado algunos ejemplos nume´ricos para observar estos feno´menos.
Ejemplo 4.2.9. Sea F (z) = ez + 1z−a con a ∈ (0, 1). Si escribimos F (z) = P (z)+Q(z)
es fa´cil ver que el ma´ximo correspondiente a K = T, ma´x
z∈K,β∈T
∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣
se alcanza en (z0, β0) = (1,−1). Adema´s el valor ma´ximo es 2|P (1)(1) − Q(1)(1)| y se
alcanza en un u´nico punto. Para n = 2p, p = 4, 6, 8, 10, 12, 14 obtenemos el aproximante
de Hermite-Feje´r correspondiente (basado en las ra´ıces n-e´simas de 1), el correspon-
diente error ∆n(F (z), z) y evaluamos el cociente
|n∆n(F (z), z)|
2|P (1)(1)−Q(1)(1)|
en 5000 puntos aleatorios del arco K1 = [e
pi
6
ı, e
pi
2
ı] ⊂ T. Como hemos dicho, el ma´ximo
de los cocientes debe converger a un valor menor que 1. Como una segunda parte del
ejemplo evaluamos los cocientes en 1000 puntos aleatorios del arco K2 = [e
0 ı, e
2pi
n
ı] ⊂
T. Esta segunda sucesio´n debe converger a 1; no´tese que el gran nu´mero de evaluaciones
da una estimacio´n de la norma del supremo.
La siguiente tabla muestra los valores obtenidos para a = 0.5:
p n
ma´ximo detectado en K1
de |n∆n(F (z),z)|
2|P (1)(1)−Q(1)(1)|
ma´ximo detectado en K2
de |n∆n(F (z),z)|
2|P (1)(1)−Q(1)(1)|
4 16 0.356917 0.84386
6 64 0.469928 0.98940
8 256 0.498873 0.99933
10 1024 0.497960 0.99996
12 4096 0.499033 0.99999
14 16384 0.503975 1.
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En la siguiente gra´fica puede observarse co´mo el ma´ximo del error |∆n(F (z), eıx)| co-
rrespondiente a a = .5, n = 16 y x ∈ [0, 2pi] se alcanza en la proximidad de x1 = 0 o
en la de x1 = 2pi y los puntos correspondientes en T esta´n pro´ximos a z = 1.
1 2 3 4 5 6
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Figura 4.1: Error |∆n(F (z), eıx)|
La siguiente tabla muestra los valores obtenidos para a = 0.01:
p n
ma´x detectado en K1 de|n∆n(F (z),z)|
2|P (1)(1)−Q(1)(1)|
ma´x detectado en K2 de|n∆n(F (z),z)|
2|P (1)(1)−Q(1)(1)|
4 16 0.70317 0.95137
6 64 0.76877 0.99684
8 256 0.78367 0.99979
10 1024 0.78741 0.99978
12 4096 0.78826 1.
14 16384 0.78572 1.
Ejemplo 4.2.10. Sea F (z) = cosh z + 1
z− 1
2
. Si escribimos F (z) = P (z) +Q(z) es fa´cil
ver que el ma´ximo
ma´x
z∈T,β∈T
∣∣∣(β − 1)(P (1)(z) + βQ(1)(z))∣∣∣
se alcanza so´lo en (z0, β0) = (1,−1) y el valor ma´ximo es 2|P (1)(1)−Q(1)(1)|.
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Para n = 2p, con p = 2, 4, 6, 8, 10, 12, 14, hemos calculado los interpolantes de Hermite-
Feje´r (correspondientes a las n ra´ıces de λ = 1) y hemos evaluado los cocientes
|n∆n(F (z), z)|
2|P (1)(1)−Q(1)(1)|
en 5000 puntos aleatorios del arco K1 = [e
pi
6
ı, e
pi
2
ı] ⊂ T.
Como hemos dicho, el cociente
‖n∆n(F (z),z)‖∞,K1
2|P (1)(1)−Q(1)(1)| debe converger, cuando n→∞, a un
valor menor que 1.
En segundo lugar, hemos evaluado los cocientes
|n∆n(F (z), z)|
2|P (1)(1)−Q(1)(1)|
en 1000 puntos aleatorios del arco K2 = [e
0 ı, e
pi
n
ı] ⊂ T.
Como hemos indicado, esta segunda sucesio´n
‖n∆n(F (z),z)‖∞,K2
2|P (1)(1)−Q(1)(1)| debe converger a 1.
No´tese que el gran nu´mero de evaluaciones nos dan una estimacio´n de la norma del
supremo.
La siguiente tabla muestra los resultados observados:
p n
ma´x detectado en K1 de|n∆n(F (z),z)|
2|P (1)(1)−Q(1)(1)|
ma´x detectado en K2 de|n∆n(F (z),z)|
2|P (1)(1)−Q(1)(1)|
4 16 0.343587 0.85568
6 64 0.446427 0.98993
8 256 0.476160 0.99934
10 1024 0.48319 0.99992
12 4096 0.485434 0.99999
14 16384 0.478269 1.
A continuacio´n vamos a analizar y utilizar la Proposicio´n 4.2.6. Este resultado y los
detalles de su demostracio´n muestran que para una funcio´n anal´ıtica F (z) y un arco
compacto K de radio ρ > 1 si se verifican las condiciones correspondientes, entonces
‖ n∆n(F (z), z) ‖∞,K
ma´x
z∈K
∣∣zF (1)(z)∣∣ → 1.
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Adema´s, al l´ımite podemos acercarnos por valores mayores o menores que 1 dependiendo
del signo de
∣∣∣∣1− 1zn
∣∣∣∣− 1.
Debemos sen˜alar que, fuera del disco unidad, los algoritmos para la interpolacio´n de
Hermite-Feje´r pueden ser inestables, motivo por el que trabajamos en un compacto
pro´ximo a T.
Ejemplo 4.2.11. Sean F (z) = ez, K el arco [1.005, 1.005eı
pi
4 ], K1 el arco [1.005e
ı pi
16 ,
1.005eı
pi
4 ] y K2 el arco [1.005, 1.005e
ı pi
32 ]. Es fa´cil ver que ma´x
z∈K
∣∣zF (1)(z)∣∣ se alcanza en
1.005. Podemos observar que
‖n∆n(F (z),z)‖∞,K2
ma´x
z∈K|zF (1)(z)|
tiende a 1 y
‖n∆n(F (z),z)‖∞,K1
ma´x
z∈K|zF (1)(z)|
tiende a
un nu´mero l < 1. Para n = 2p, p = 4, 6, 8, 10, 12, 14 obtenemos el aproximante de
Hermite-Feje´r, el error ∆n(F (z), z) correspondiente y calculamos 5000 evaluaciones
del cociente
|n∆n(F (z), z)|
|1.005F (1)(1.005)|
en puntos aleatorios del arco K1. Como hab´ıamos indicado, el ma´ximo de los cocientes
debe converger a un valor menor que 1. Como segunda parte del ejemplo obtenemos 1000
evaluaciones de los cocientes en puntos aleatorios del arco K2 y esta segunda sucesio´n
debe converger a 1. No´tese que el gran nu´mero de evaluaciones nos dan una estimacio´n
de la norma del supremo. La siguiente tabla muestra los resultados obtenidos:
p n
ma´x detectado en K1 de|n∆n(F (z),z)|
|1.005F (1)(1.005)|
ma´x detectado en K2 de|n∆n(F (z),z)|
|1.005F (1)(1.005)|
4 16 1.88649 1.35356
6 64 1.67554 1.72464
8 256 1.25126 1.27855
10 1024 0.9862 1.0064
12 4096 0.980863 1.
14 16384 0.980855 1.
4.3. Convergencia de los interpolantes de Hermite-Feje´r
en T con dos derivadas
A lo largo de esta seccio´n seguimos suponiendo que λ es un nu´mero complejo de mo´du-
lo 1 y que {αj}n−1j=0 son sus ra´ıces n-e´simas. Dada una funcio´n F definida sobre T,
denotamos por H0,n (F (z), z) al polinomio de interpolacio´n en el espacio de Laurent
Λ−n−E[n
2
],n+E[n−1
2
][z] verificando las siguientes condiciones de interpolacio´n:
H0,n (F (z), αj) = f(αj), H
(1)
0,n (F (z), αj) = 0 y H
(2)
0,n (F (z), αj) = 0
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para j = 0, . . . , n− 1.
Teniendo en cuenta que hab´ıamos obtenido la expresio´n del polinomio H0,n (F (z), z),
(Proposicio´n 2.3.3 (i)), estudiaremos en lo que sigue el error de interpolacio´n que de-
notaremos ∆0,n (F (z), z) y que se define como:
∆0,n (F (z), z) = F (z)−H0,n (F (z), z) .
En primer lugar abordamos el caso de las funciones polino´micas F (z) = zk.
4.3.1. Orden de convergencia para funciones polino´micas
Proposicio´n 4.3.1. Si −E[n2 ] ≤ k ≤ E[n−12 ] entonces
(i) ∆0,n
(
zk, z
)
=
z(zk)
(1)
n
[
λ
2 z
−n − 12λzn
]
+
kz(zk)
(1)
n2
[
λ
2 z
−n − 1 + 12λzn
]
(ii) ∆0,n
(
zk, z
)
converge uniformemente a 0 para z ∈ T, cuando n → ∞, y el orden
de convergencia es 1n .
Demostracio´n. (i) Segu´n la Proposicio´n 2.3.3 (i)
H0,n (F (z), z) =
zk
n2
[
λ
2k(k + n)z
−n + n2 − k2 + k2λ(k − n)zn
]
, de donde se sigue (i).
(ii) Basta tener en cuenta (i) y que λ2 z
−n− 12λzn y λ2 z−n−1+ 12λzn esta´n uniformemente
acotadas sobre T.
Es claro que el resultado anterior se puede generalizar a cualquier polinomio de Laurent
como se indica a continuacio´n.
Proposicio´n 4.3.2. Si p(z) es un polinomio de Laurent y n es suficientemente grande
entonces
(i) ∆0,n (p(z), z) =
zp(1)(z)
n
[
λ
2
z−n − 1
2λ
zn
]
+
z
n2
[
p(1)(z) + zp(2)(z)
] [λ
2
z−n − 1 + 1
2λ
zn
]
(ii) ∆0,n (p(z), z) converge uniformemente a 0 para z ∈ T, cuando n→∞, y el orden
de convergencia es 1n .
(iii) Si K es un subconjunto compacto de T sin puntos aislados, entonces
l´ım
n→∞ ‖n∆0,n (p(z), z)‖∞,K = ma´xz∈K
∣∣p(1)(z)∣∣, donde ‖·‖∞,K es la norma del supremo
sobre K.
Demostracio´n. (i) Sea p(z) =
q∑
k=−p
akz
k, entonces
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∆0,n (p(z), z) =
q∑
k=−p
ak∆0,n
(
zk, z
)
y teniendo en cuenta la Proposicio´n 4.3.1 se sigue
que:
∆0,n (p(z), z) =
zp(1)(z)
n
[
λ
2
z−n − 1
2λ
zn
]
+
q∑
k=−p
k2akz
k
n2
[
λ
2
z−n − 1 + 1
2λ
zn
]
=
zp(1)(z)
n
[
λ
2
z−n − 1
2λ
zn
]
+
z
n2
[
p(1)(z) + zp(2)(z)
] [λ
2
z−n − 1 + 1
2λ
zn
]
.
(ii) Es una consecuencia inmediata de (i) y de que∣∣λ
2 z
−n − 12λzn
∣∣ ≤ 1 y ∣∣λ2 z−n − 1 + 12λzn∣∣ ≤ 2, para todo z ∈ T.
(iii) Para cada z ∈ T se verifica que |n∆0,n (p, z)| ≤
∣∣p(1)(z)∣∣+ 2n ∣∣p(1)(z) + zp(2)(z)∣∣. Por
lo tanto ∃P > 0 tal que ‖n∆0,n (p(z), z)‖∞,K ≤
∥∥p(1)(z)∥∥∞,K + Pn y en consecuencia
l´ım sup
n→∞
‖n∆0,n (p(z), z) ‖ ≤
∥∥p(1)(z)∥∥∞,K .
Para probar la otra desigualdad, tenemos en cuenta que, para z ∈ T, se verifica que
λ
2 z
−n − 12λzn = λ2 zn − λ2 zn = 122ı=(λzn). Por lo tanto ma´xz∈T
∣∣λ
2 z
−n − 12λzn
∣∣ = 1 y se
alcanza cuando sen(β − nθ) = ±1, siendo λ = eıβ y z = eıθ.
Del mismo modo se tiene que ma´x
z∈T
∣∣λ
2 z
−n − 1 + 12λzn
∣∣ = 2 y se alcanza cuando
cos(β − nθ) = −1.
Adema´s, si z0 ∈ K es un punto donde se alcanza el ma´x
z∈K
∣∣p(1)(z)∣∣, es decir, si ∥∥p(1)(z)∥∥∞,K
=
∣∣p(1)(z0)∣∣, entonces, por la continuidad de ∣∣p(1)(z)∣∣, podemos asegurar que, para cada
 > 0 existe un entorno de z0, Nz0 , tal que
∣∣p(1)(z)∣∣ > ∣∣p(1)(z0)∣∣− .
Por otra parte, siempre existe algu´n punto z˜ ∈ Nz0 tal que z˜2n = −λ2 y por lo tanto
se cumple que
∣∣λ
2 z˜
−n − 12λ z˜n
∣∣ = 1 y que ∣∣∣λ2 z˜−n − 1 + λ2 z˜n∣∣∣ < 2.
Entonces se verifica que
|n∆0,n (p(z), z˜)| >
∣∣∣p(1)(z˜)∣∣∣− 2
n
∣∣∣p(1)(z˜) + z˜p(2)(z˜)∣∣∣ > ∣∣∣p(1)(z0)∣∣∣−− 2
n
∣∣∣p(1)(z˜) + z˜p(2)(z˜)∣∣∣ ,
lo que implica que∣∣∣p(1)(z0)∣∣∣− − 2
n
∣∣∣p(1)(z˜) + z˜p(2)(z˜)∣∣∣ < ‖n∆0,n (p(z), z)‖∞,K .
Teniendo en cuenta que existe una constante M tal que
∣∣p(1)(z) + zp(2)(z)∣∣ ≤ M para
todo z ∈ K, se verifica que∣∣∣p(1)(z0)∣∣∣− − 2M
n
< ‖n∆0,n (p, z)‖∞,K .
Por lo tanto, tomando l´ımites cuando n tiende a ∞, se sigue que∣∣∣p(1)(z0)∣∣∣−  ≤ l´ım inf
n→∞ ‖n∆0,n (p(z), z)‖∞,K ≤ l´ım supn→∞ ‖n∆0,n (p(z), z)‖∞,K ≤
∣∣∣p(1)(z0)∣∣∣
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y dado que la desigualdad anterior es va´lida para cualquier  > 0, se obtiene que
l´ım
n→∞ ‖n∆0,n (p(z), z)‖∞,K =
∣∣∣p(1)(z0)∣∣∣ .
Con el objeto de obtener una propiedad de acotacio´n del error de interpolacio´n para el
caso de polinomios de Laurent, establecemos en el siguiente Lema una adaptacio´n del
resultado cla´sico de Markov (ve´ase [63]).
Lema 4.3.3. Si p(z) ∈ Λ−r,q[z] y ‖·‖∞ es la norma del supremo en T, entonces se
verifica que
(i)
∥∥p(1)(z)∥∥∞ ≤ (2r + q) ‖p(z)‖∞
(ii)
∥∥p(2)(z)∥∥∞ < [(r + q)2 + 2r(r + q) + r(r + 1)] ‖p(z)‖∞
(iii) Cuando r = E
[
n−1
2
]
y q = E
[
n−1
2
]
se tiene que
∥∥p(1)(z)∥∥∞ < 3n2 ‖p(z)‖∞ y que∥∥p(2)(z)∥∥∞ < 3n2 ‖p(z)‖∞ .
Demostracio´n. Si p(z) ∈ Λ−r,q[z] entonces p(z) = P (z)zr = P (z)z−r con P (z) ∈ Pr+q[z].
Como p(1)(z) = P (1)(z)z−r − rP (z)z−r−1 y p(2)(z) = P (2)(z)z−r − 2rP (1)(z)z−r−1 +
r(r+ 1)P (z)z−r−2, entonces, usando la desigualdad cla´sica de Markov para polinomios
algebraicos, se tiene que:
(i)
∥∥∥p(1)(z)∥∥∥
∞
≤
∥∥∥P (1)(z)∥∥∥
∞
+ r ‖P (z)‖∞ ≤ (r + q) ‖P (z)‖∞ + r ‖P (z)‖∞ =
(2r + q) ‖P (z)‖∞ = (2r + q) ‖p(z)‖∞ .
(ii)
∥∥∥p(2)(z)∥∥∥
∞
≤
∥∥∥P (2)(z)∥∥∥
∞
+ 2r
∥∥∥P (1)(z)∥∥∥
∞
+ r(r + 1) ‖P (z)‖∞ ≤
[(r + q − 1)(r + q) + 2r(r + q) + r(r + 1)] ‖P (z)‖∞ =[
(r + q)2 + (2r − 1)(r + q) + r(r + 1)] ‖P (z)‖∞ <[
(r + q)2 + 2r(r + q) + r(r + 1)
] ‖p(z)‖∞ .
(iii) Es una consecuencia de (i) y (ii).
Proposicio´n 4.3.4. Sea p(z) un polinomio de Laurent tal que p(z) ∈ Λ−E[n−12 ],E[n−12 ][z]
y |p(z)| ≤M, ∀z ∈ T. Entonces se verifica que:
|∆0,n(p(z), z)| ≤ 11M.
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Demostracio´n. De la Proposicio´n 4.3.2 se sigue que para z ∈ T
|∆0,n(p(z), z)| =
∣∣∣∣zp(1)(z)n
(
λ
2
zn − λ
2
zn
)
+
z
n2
(
p(1)(z) + zp(2)(z)
)(λ
2
zn − 1 + λ
2
zn
)∣∣∣∣ ≤∣∣p(1)(z)∣∣
n
+
2
n2
∣∣∣p(1)(z) + zp(2)(z)∣∣∣ ≤ ∣∣p(1)(z)∣∣
n
+
2
n2
∣∣∣p(1)(z)∣∣∣+ 2
n2
∣∣∣p(2)(z)∣∣∣ .
Aplicando el Lema anterior obtenemos que
|∆0,n(p(z), z)| ≤ 1
n
3n
2
M +
2
n2
3
2
nM +
2
n2
3n2M =
3
2
M +
3
n
M + 6M <
3
2
M + 3M + 6M < 11M.
4.3.2. Convergencia para funciones continuas en T
Nos planteamos ahora el estudio de la convergencia del polinomio de interpolacio´n en
el caso de funciones continuas. Para ello necesitamos algunos resultados auxiliares que
indicamos a continuacio´n.
Lema 4.3.5. Sean {αj}n−1j=0 las n ra´ıces de un nu´mero complejo λ de mo´dulo 1. En-
tonces
(i) ma´x
z∈T
∣∣∣∣zn − λz − αj
∣∣∣∣ ≤ n
(ii) Si z ∈ T y z 6= αj se verifica que 1 ≤ arc(z, αj)|z − αj | ≤
pi
2
Demostracio´n. Se reproduce la demostracio´n dada en [9].
(i) Basta tener en cuenta que
zn − λ
z − αj =
n−1∑
k=0
αn−1−kj z
k
(ii) Es claro que |z − αj | ≤ arc(z, αj) lo que implica que 1 ≤ arc(z,αj)|z−αj | .
Por otra parte arc(z, αj) = 2 arc sen
( |z−αj |
2
)
y por la convexidad de la funcio´n arc sen
en [0, 1] tenemos que arc sen a ≤ pi2a, de donde se sigue que 2 arc sen
( |z−αj |
2
)
≤ pi |z−αj |2 .
Por lo tanto arc(z, αj) ≤ pi2 |z − αj |.
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Lema 4.3.6. Sean {αj}n−1j=0 las n ra´ıces de un complejo λ de mo´dulo 1. Sea p ≥ 1
y Hn,p =
∑n
j=1
1
jp el correspondiente armo´nico generalizado. Para cualquier z ∈ T se
verifica que
2 |zn + λ|p n
p
2ppip
(
HE[n2 ],p−1 −
1
2p
)
≤
n−1∑
j=0
|zn − λ|p
|z − αj |p ≤ 2n
p
(
1 +
|zn − λ|p
22p
Hn,p
)
.
(4.3.1)
Demostracio´n. Si z es un punto de T, se reescriben los nodos como sigue:
{αj}n−1j=0 = {α̂j}A(n)j=1
⋃
{α˜j}B(n)j=1 ,
donde α̂j y α˜j son tales que los arcos arc(z, α̂j) ≤ pi en el sentido de las agujas del reloj
y arc(z, α˜j) ≤ pi en el sentido opuesto (vea´se Fig. 4.2). En ambos casos se considera
que los ı´ndices de los nodos crecen al alejarnos de z y se cumple que A(n) +B(n) = n.
Figura 4.2: Reescritura de los nodos
Es claro que
n−1∑
j=0
|zn − λ|p
|z − αj |p =
|zn − λ|p
|z − α̂1|p +
A(n)∑
j=2
|zn − λ|p
|z − α̂j |p +
|zn − λ|p
|z − α˜1|p +
B(n)∑
j=2
|zn − λ|p
|z − α˜j |p .
Aplicando (i) del Lema 4.3.5 se tiene que |z
n−λ|p
|z−α̂1|p ≤ np y
|zn−λ|p
|z−α˜1|p ≤ np.
Aplicando la segunda desigualdad de (ii) del Lema 4.3.5 se tiene, para j ≥ 2, que
1
|z − α̂j |p ≤
pip
2p(arc(z, α̂j)p
≤ pi
p
2p(arc(α̂1, α̂j)p
=
pip
2p
(
2pij
n
)p = np22pjp .
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Por lo tanto
A(n)∑
j=1
|zn − λ|p
|z − α̂j |p ≤n
p + |zn − λ|p n
p
22p
A(n)∑
j=2
1
jp
≤
np + |zn − λ|p n
p
22p
Hn,p = n
p
[
1 +
|zn − λ|p
22p
Hn,p
]
.
Procediendo del mismo modo con los puntos {α˜j} obtenemos una desigualdad similar,
lo que nos permite demostrar la segunda desigualdad de (4.3.1).
Para probar la primera desigualdad de (4.3.1) tenemos en cuenta que segu´n (ii) del
Lema 4.3.5, para j ≥ 2, se cumple que
1
|z − α̂j |p ≥
1
(arc(z, α̂j))
p ≥
1
(arc(α˜1, α̂j))p
≥ 1(
(j + 1)2pin
)p = np2ppip(j + 1)p .
Por lo tanto
A(n)∑
j=1
|zn − λ|p
|z − α̂j |p ≥ |z
n − λ|p
A(n)∑
j=2
np
2ppip(j + 1)p
≥
|zn − λ|p n
p
2ppip
(
HE[n2 ],p
− 1− 1
2p
)
.
Procediendo de la misma forma con los puntos {α˜j} se obtiene una desigualdad ana´loga,
lo que permite probar la primera desigualdad de (4.3.1).
Teniendo en cuenta las expresiones del polinomio de interpolacio´n H0,n (F (z), z) dados
en las Proposiciones 2.4.4 y 2.4.11 para una funcio´n F (z) definida sobre T, podemos
obtener el siguiente resultado.
Proposicio´n 4.3.7. Existe una constante C˜ > 0 tal que para toda funcio´n F definida
y acotada sobre T (F (z) ≤M,∀z ∈ T) y para n suficientemente grande se cumple que:
|H0,n (F (z), z)| ≤MC˜ ln(n).
Demostracio´n. Probaremos en primer lugar el caso en que el sistema nodal tiene un
nu´mero par de puntos que denotaremos por 2n.
Segu´n las Proposiciones 2.4.3 y 2.4.4 se verifica que
H0,2n (F (z), z) =
2n−1∑
j=0
F (αj)Aj(z),
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siendo
Aj(z) =
αj(1− n2)
16λαnj n
3
(
z2n − λ)3
z3n (z − αj) +
3α2j
16λαnj n
3
(
z2n − λ)3
z3n (z − αj)2
+
α3j
8λαnj n
3
(
z2n − λ)3
z3n (z − αj)3
.
Teniendo en cuenta el Lema 4.3.6, para n suficientemente grande se verifica que:
|H0,2n (F (z), z)| ≤M
2n−1∑
j=0
|Aj(z)| ≤M
∣∣1− n2∣∣ ∣∣z2n − λ∣∣2
16n3
2n−1∑
j=0
∣∣z2n − λ∣∣
|z − αj |+
+M
3
16n3
∣∣z2n − λ∣∣ 2n−1∑
j=0
∣∣z2n − λ∣∣2
|z − αj |2
+
M
8n3
2n−1∑
j=0
∣∣z2n − λ∣∣3
|z − αj |3
≤
Mn2
16n3
4 · 4n
(
1 +
∣∣z2n − λ∣∣
22
H2n,1
)
+
+M
3
16n3
2 · 2(2n)2
(
1 +
∣∣z2n − λ∣∣2
24
H2n,2
)
+
+
M
8n3
2(2n)3
(
1 +
∣∣z2n − λ∣∣3
26
H2n,3
)
≤
M
(
1 +
1
2
H2n,1
)
+M
3
n
(
1 +
1
4
H2n,2
)
+ 2M
(
1 +
1
8
H2n,3
)
.
Teniendo en cuenta que H2n,1 = ln(2n) +C + 2n, siendo 2n una sucesio´n convergente
a 0 y C la constante de Euler, y que H2n,2 y H2n,3 son sucesiones acotadas, entonces
se verifica que existen constantes C1, C2 y C3 positivas tales que:
M
[
1 +
1
2
H2n,1 +
3
n
(
1 +
1
4
H2n,2
)
+ 2
(
1 +
1
8
H2n,3
)]
=
M
[
1 +
ln(2n)
2
+
C
2
+
2n
2
+
3
n
(
1 +
1
4
H2n,2
)
+ 2
(
1 +
1
8
H2n,3
)]
≤
M [C1ln(2n) + C2 + C3] ≤MC˜ ln(2n).
Veamos ahora el caso en que el sistema nodal tiene un nu´mero impar de puntos 2n+ 1.
Segu´n las Proposiciones 2.4.10 y 2.4.11 se verifica que
H0,2n+1 (F (z), z) =
2n∑
j=0
F (αj)Aj(z),
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siendo
Aj(z) =
α2j
λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj)3
+
αj
λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj)2
−
(
n2 + n
)
2λαnj (2n+ 1)
3
(
z2n+1 − λ)3
z3n+1 (z − αj) .
Teniendo en cuenta el Lema 4.3.6, para n suficientemente grande se verifica que:
|H0,2n+1 (F (z), z)| ≤M
2n∑
j=0
|Aj(z)| ≤M
∣∣n2 + n∣∣ ∣∣z2n+1 − λ∣∣2
2(2n+ 1)3
2n∑
j=0
∣∣z2n+1 − λ∣∣
|z − αj | +
+
M
(2n+ 1)3
∣∣z2n+1 − λ∣∣ 2n∑
j=0
∣∣z2n+1 − λ∣∣2
|z − αj |2
+
M
(2n+ 1)3
2n∑
j=0
∣∣z2n+1 − λ∣∣3
|z − αj |3
≤
M
∣∣n2 + n∣∣
2(2n+ 1)3
22 2(2n+ 1)
(
1 +
∣∣z2n+1 − λ∣∣
22
H2n+1,1
)
+
+
M
(2n+ 1)3
2 · 2(2n+ 1)2
(
1 +
∣∣z2n+1 − λ∣∣2
24
H2n+1,2
)
+
+
M
(2n+ 1)3
2(2n+ 1)3
(
1 +
∣∣z2n+1 − λ∣∣3
26
H2n+1,3
)
≤
M
(
1 +
1
2
H2n+1,1
)
+M
4
2n+ 1
(
1 +
1
4
H2n+1,2
)
+ 2M
(
1 +
1
8
H2n+1,3
)
.
Teniendo en cuenta que H2n+1,1 = ln(2n + 1) + C + 2n+1, siendo 2n+1 una sucesio´n
convergente a 0 y C la constante de Euler, y que H2n+1,2 y H2n+1,3 son sucesiones
acotadas, entonces se verifica que existen constantes C1, C2 y C3 positivas tales que:
M
[
1 +
1
2
H2n+1,1 +
4
2n+ 1
(
1 +
1
4
H2n+1,2
)
+ 2
(
1 +
1
8
H2n+1,3
)]
=
M
[
1 +
ln(2n+ 1)
2
+
C
2
+
2n+1
2
+
4
2n+ 1
(
1 +
1
4
H2n+1,2
)
+ 2
(
1 +
1
8
H2n+1,3
)]
≤
M [C1 ln(2n+ 1) + C2 + C3] ≤MC˜ ln(2n+ 1).
A continuacio´n presentamos una adaptacio´n del teorema de Jackson (ve´ase [86]) de
aproximacio´n de funciones continuas y 2pi-perio´dicas mediante polinomios trigonome´tri-
cos al caso de funciones definidas en T.
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Lema 4.3.8. Si F es una funcio´n continua en T con mo´dulo de continuidad ω(F, δ)
entonces para cada m natural existe un polinomio de Laurent T (z) ∈ Λ−m,m[z] y una
constante positiva B tal que |F (z)− T (z)| < Bω(F, 2pim ), ∀z ∈ T.
Demostracio´n. Para cada z ∈ T, si z = eıθ, se define f(θ) = F (z). Es decir que f es
continua en [0, 2pi] y 2pi-perio´dica. Si designamos por ω(f, δ) el mo´dulo de continuidad
de f y aplicamos el teorema de Jackson, podemos asegurar que existe una constante
positiva B y que para cada nu´mero natural m existe un polinomio trigonome´trico tm(θ)
tal que |f(θ)− tm(θ)| < B ω(f, 2pim ).
Si definimos para z = eıθ, Tm(z) = tm(θ) y tenemos en cuenta que ω(f, δ) ≤ ω(F, δ) se
sigue el resultado. Obse´rvese que
ω(f, δ) = sup
θ1, θ2 ∈ [0, 2pi]
|θ1 − θ2| ≤ δ
|f(θ1)− f(θ2)| ≤ sup
z1, z2 ∈ T
|z1 − z2| ≤ δ
|f(θ1)− f(θ2)| = ω(F, δ),
ya que si |θ1 − θ2| ≤ δ entonces |z1 − z2| ≤ |θ1 − θ2| ≤ δ.
El resultado dado en la Proposicio´n 4.3.4 puede extenderse al caso de funciones conti-
nuas con mo´dulo de continuidad ω(f, δ) ≤ o
(
|ln(δ)|−1
)
.
Proposicio´n 4.3.9. Sea F ∈ C (T) con mo´dulo de continuidad ω (F, δ) tal que ω (F, δ) ≤
o
(
|ln(δ)|−1
)
. Si |F (z)| ≤M, ∀z ∈ T entonces
|∆0,n(F (z), z)| ≤ 12M.
Demostracio´n. Probaremos el caso en que el sistema nodal tiene un nu´mero par de
puntos. Aplicando el Lema 4.3.8 sabemos que existe una constante positiva B de mo-
do que para cada n natural existe un polinomio pn(z) ∈ Λ−E[n−12 ],E[n−12 ][z] tal que
|F (z)− pn(z)| ≤ Bω (F, δ) ≤ B o
(
|ln (δ)|−1
)
con δ = 2pi
E[n−12 ]
.
Para acotar el error tendremos en cuenta las siguientes relaciones.
|F (z)−H0,n (F (z), z)| =
|F (z)− pn(z) + pn(z)−H0,n (pn(z), z) +H0,n (pn(z), z)−H0,n (F (z), z)| ≤
|F (z)− pn(z)|+ |pn(z)−H0,n (pn(z), z)|+ |H0,n (pn(z), z)−H0,n (F (z), z)| .
Si pn(z) ∈ Λ−E[n−12 ],E[n−12 ][z] y |pn(z)| ≤M, ∀z ∈ T entonces, aplicando la Proposicio´n
4.3.4, tenemos que |pn(z)−H0,n (pn(z), z)| ≤ 11M .
Sabemos tambie´n que
|F (z)− pn(z)| < Bω (F, δ) ≤ B o
(
|ln (δ)|−1
)
.
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Adema´s |H0,n (pn(z), z)−H0,n (F (z), z)| = |H0,n (pn(z)− F (z), z)|, y por la Proposi-
cio´n 4.3.7, |H0,n (pn(z)− F (z), z)| ≤ B o
(
|ln (δ)|−1
)
C˜ ln(n).
Tenemos entonces que:
|∆0,n(F (z), z)| ≤ B o
(
|ln (δ)|−1
)
+ 11M +B o
(
|ln (δ)|−1
)
C˜ ln(n).
Es claro que o
(
|ln (δ)|−1
)
tiende a cero, y por tanto esta´ acotada.
Podemos escribir B o
(
|ln (δ)|−1
)
C˜ ln(n) en la forma
B C˜ ln(n)
o
(
|ln (δ)|−1
)
|ln (δ)|−1 |ln (δ)|
−1 = B C˜ ln(n)n |ln (δ)|−1 ,
ya que n =
o(|ln(δ)|−1)
|ln(δ)|−1 tiende a cero.
Por tanto, teniendo en cuenta que δ = 2pi
E[n−12 ]
, se sigue que
B C˜ ln(n)n
∣∣∣∣ln( 2piE[n−12 ]
)∣∣∣∣−1 = B C˜ ln(n)n 1ln(E[n−12 ])−ln(2pi) = B C˜ n 1ln(E[n−12 ])
ln(n)
− ln(2pi)
ln(n)
,
tiende a cero.
Luego B o
(∣∣∣∣ln( 2piE[n−12 ]
)∣∣∣∣−1
)
C˜ ln(n) tiende a cero, y por tanto, esta´ acotado.
De ello deducimos que |∆0,n(F (z), z)| ≤M + 11M = 12M.
Proposicio´n 4.3.10. Sea F una funcio´n continua sobre T con mo´dulo de continuidad
ω (F, δ) = o
(
|ln(δ)|−1
)
. Entonces H0,n (F (z), z) converge uniformemente a F (z) sobre
T.
Demostracio´n. Para cada  > 0, por el Teorema de Stone-Weierstrass, existe un poli-
nomio de Laurent p(z) tal que |F (z)− p(z)| < .
Aplicando la Proposicio´n anterior a la funcio´n F (z)− p(z) se sigue que
|F (z)− p(z)−H0,n (F (z)− p(z), z)| < 12 .
Adema´s
|F (z)−H0,n (F (z), z)| =
|F (z)−H0,n (F (z), z) +H0,n (p(z), z)− p(z) + p(z)−H0,n (p(z), z)| ≤
|F (z)− p(z)−H0,n (F (z), z) +H0,n (p(z), z)|+ |p(z)−H0,n (F (z), z)| .
Teniendo en cuenta que para n suficientemente grande (por la Proposicio´n 4.3.2)
p(z) −H0,n (p(z), z) tiende a cero, entonces, |p(z)−H0,n (p(z), z)| <  y por lo tanto
|F (z)−H0,n (F (z), z)| < 13 .
Obse´rvese que este resultado es ma´s restrictivo que el resultado cla´sico considerando
una sola derivada (ve´ase [31]).
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4.3.3. Orden de convergencia para funciones anal´ıticas en una corona
circular
De la Proposicio´n 4.3.2 (i) puede deducirse que ∆0,n (p(z), z) no converge para z /∈ T.
Por ello no tiene sentido estudiar la convergencia para el caso de funciones anal´ıticas
en un disco abierto que contenga a T.
Proposicio´n 4.3.11. Sea F (z) una funcio´n anal´ıtica en una corona circular que con-
tiene a T. Se verifica
(i) H0,n (F (z), z) converge a F (z) uniformemente en T.
(ii) El orden de convergencia es 1n .
(iii) Si K es un compacto de T que no contiene puntos aislados, entonces
l´ım
n→∞ ‖n∆0,n (F (z), z) ‖∞,K = ‖F (z)‖∞,K .
Demostracio´n. (i) Sea F (z) =
∞∑
k=−∞
akz
k y supongamos que converge en r < |z| < R
con r < 1 y R > 1, siendo r = l´ım sup n
√|a−n| y R = 1
l´ım sup n
√|an| . Sea r1 tal que
ma´x{r, 1R} < r1 < 1. Entonces |a−n| < rn1 y |an| < rn1 para n suficientemente grande.
Para cada n escribimos F (z) = F˜n(z) +
˜˜
Fn(z) con
F˜n(z) =
n∑
k=−n
akz
k y
˜˜
Fn(z) =
−n−1∑
k=−∞
akz
k +
∞∑
k=n+1
akz
k.
Se verifica que
|F (z)−H0,n (F (z), z)| = ∣∣∣∣F˜n(z)−H0,n (F˜n(z), z)+ ˜˜Fn(z)−H0,n(˜˜Fn(z), z)∣∣∣∣ ≤∣∣∣F˜n(z)−H0,n (F˜n(z), z)∣∣∣+ ∣∣∣∣ ˜˜Fn(z)−H0,n(˜˜Fn(z), z)∣∣∣∣ .
Aplicando la Proposicio´n 4.3.2 tenemos
∆0,n
(
F˜n(z), z
)
=F˜n(z)−H0,n
(
F˜n(z), z
)
=
zF˜
(1)
n (z)
n
(
λ
2
zn − λ
2
zn
)
+
z
n2
(
F˜ (1)n (z) + zF˜
(2)
n (z)
)(λ
2
zn − 1 + λ
2
zn
)
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y que
∣∣∣∆0,n (F˜n(z), z)∣∣∣ tiende a cero uniformemente para z ∈ T y el orden de conver-
gencia es 1n .
Si z ∈ T, entonces∣∣∣∣ ˜˜Fn(z)∣∣∣∣ =
∣∣∣∣∣
−n−1∑
k=−∞
akz
k +
∞∑
k=n+1
akz
k
∣∣∣∣∣ ≤
∣∣∣∣∣
−n−1∑
k=−∞
akz
k
∣∣∣∣∣+
∣∣∣∣∣
∞∑
k=n+1
akz
k
∣∣∣∣∣ ≤
2
∞∑
k=n+1
rk1 =
2rn+11
1− r1 = o
(
rn+12
)
para r1 < r2 < 1.
(4.3.2)
Aplicando la Proposicio´n 4.3.7, suponiendo n par, ∃C˜ > 0 tal que, para n suficiente-
mente grande, se cumple que
H0,n
(˜˜
Fn(z), z
)
≤ 2r
n+1
1
1− r1 C˜ lnn.
Por lo tanto∣∣∣∣∆0,n(˜˜Fn(z), z)∣∣∣∣ ≤ ∣∣∣∣ ˜˜Fn(z)∣∣∣∣+ ∣∣∣∣H0,n(˜˜Fn(z), z)∣∣∣∣ ≤ 2rn+111− r1
(
1 + C˜ lnn
)
que tiende a cero.
(ii) Es consecuencia inmediata de (i).
(iii)
n∆0,n (F (z), z) =n∆0,n
(
F˜n(z), z
)
+ n∆0,n
(˜˜
Fn(z), z
)
=
z
(
F (1)(z)− ˜˜F (1)n (z))(λ2 z−n − 12λzn
)
+
z
n
(
F (1)(z)− ˜˜F (1)n (z) + z [F (2)(z)− ˜˜F (2)n (z)])(λ2 z−n − 1 + 12λzn
)
+
n∆0,n
(˜˜
Fn(z), z
)
.
(4.3.3)
Es fa´cil ver que:∣∣∣∣ ˜˜F (1)n (z)∣∣∣∣ = o (rn+12 ) con r1 < r2 < 1.
En efecto:∣∣∣∣ ˜˜F (1)n (z)∣∣∣∣ =
∣∣∣∣∣
−n−1∑
k=−∞
akkz
k−1 +
∞∑
k=n+1
akkz
k−1
∣∣∣∣∣ ≤
−n−1∑
k=−∞
(−k)r−k1 +
∞∑
k=n+1
krk1 =
2
∞∑
k=n+1
krk1 =
2(n+ 1)
1− r1 r
n+1
1 +
2 rn+21
(1− r1)2
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∣∣∣∣ ˜˜F (2)n (z)∣∣∣∣ = o (rn+12 ) con r1 < r2 < 1.
En efecto:∣∣∣∣ ˜˜F (2)n (z)∣∣∣∣ =
∣∣∣∣∣
−n−1∑
k=−∞
akk(k − 1)zk−2 +
∞∑
k=n+1
akk(k − 1)zk−2
∣∣∣∣∣ ≤
2
∞∑
k=n+1
k2rk1 =
2rn+1
(
1− 2n(r − 1) + n2(r − 1)2 + r)
(1− r)3
Adema´s, aplicando (4.3.2) y la Proposicio´n 4.3.7∣∣∣∣∆0,n(˜˜Fn(z), z)∣∣∣∣ ≤ 1n 2rn+111− r1
(
1 + C˜ lnn
)
.
Entonces, si z ∈ K ⊂ T,
| n∆0,n (F (z), z)| ≤
∣∣∣F (1)(z)∣∣∣+ o (rn+12 )+
1
n
[∣∣∣F (1)(z)∣∣∣+ o (rn+12 )+ ∣∣∣F (2)(z)∣∣∣+ o (rn+12 )]+ o (rn+12 )
y
l´ım
n→∞ ‖n∆0,n (F (z), z) ‖∞,K ≤
∥∥∥F (1)(z)∥∥∥
∞,K
.
Rec´ıprocamente, si z ∈ K ⊂ T, se sigue de (4.3.3) que∣∣∣∣F (1)(z)− ˜˜F (1)n (z)∣∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣−
− 1
n
∣∣∣∣F (1)(z)− ˜˜F (1)n (z) + z [F (2)(z)− ˜˜F (2)n (z)]∣∣∣∣ ∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣−
−
∣∣∣∣∆0,n(˜˜Fn(z), z)∣∣∣∣ ≤ |n∆0,n (F (z), z)| ≤ ‖n∆0,n (F (z), z)‖∞,K ,
∣∣∣F (1)(z)∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− ∣∣∣∣ ˜˜F (1)n (z)∣∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− 1n ∣∣∣F (1)(z)∣∣∣
∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣−
− 1
n
∣∣∣∣ ˜˜F (1)n (z)∣∣∣∣ ∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣− 1n ∣∣∣F (2)(z)∣∣∣
∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣−
− 1
n
∣∣∣∣ ˜˜F (2)n (z)∣∣∣∣ ∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣− ∣∣∣∣∆0,n(˜˜Fn(z), z)∣∣∣∣ ≤ ‖n∆0,n (F (z), z)‖∞,K .
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Teniendo en cuenta que
∣∣∣∣ ˜˜F (1)n (z)∣∣∣∣ = o (rn+12 ) y ∣∣∣∣ ˜˜F (2)n (z)∣∣∣∣ = o (rn+12 ) con r1 < r2 < 1, se
sigue que∣∣∣F (1)(z)∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− o (rn+12 ) ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− 1n ∣∣∣F (1)(z)∣∣∣
∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣−
− 1
n
o
(
rn+12
) ∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣− 1n ∣∣∣F (2)(z)∣∣∣
∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣−
− 1
n
o
(
rn+12
) ∣∣∣∣λ2 zn − 1 + λ2 zn
∣∣∣∣− o (rn+12 ) ≤ ‖n∆0,n (F (z), z)‖∞,K ,
de donde∣∣∣F (1)(z)∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− o (rn+12 ) ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− 2n ∣∣∣F (1)(z)∣∣∣−
− 2
n
o
(
rn+12
)− 2
n
∣∣∣F (2)(z)∣∣∣− 2
n
o
(
rn+12
)− o (rn+12 ) ≤ ‖n∆0,n (F (z), z)‖∞,K .
Como K es compacto, para cada  > 0,∃N tal que ∀n ≥ N y ∀z ∈ K se verifica que
− < − 2
n
∣∣∣F (1)(z)∣∣∣− 2
n
∣∣∣F (2)(z)∣∣∣ .
Por lo tanto, para n suficientemente grande y z ∈ K, se verifica que∣∣∣F (1)(z)∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− o (rn+12 ) ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− − 4no (r2n+12 )− o (rn+12 ) ≤
‖n∆0,n (F (z), z)‖∞,K
y como 0 <
∣∣∣λ2 zn − λ2 zn∣∣∣ < 1 entonces∣∣∣F (1)(z)∣∣∣ ∣∣∣∣λ2 zn − λ2 zn
∣∣∣∣− 2 o (rn+12 )− − 4no (r2n+12 ) ≤ ‖n∆0,n (F (z), z)‖∞,K .
Sea z ∈ K tal que ∥∥F (1)(z)∥∥∞,K = ∣∣F (1)(z0)∣∣.
Entonces, fijado un  > 0, ∃Nz0 tal que ∀z ∈ Nz0 ∩K,
∣∣F (1)(z0)∣∣−  < ∣∣F (1)(z)∣∣.
Por lo tanto ∀z ∈ Nz0 ∩K se verifica[∣∣F (1)(z0)∣∣− ] ∣∣∣λ2 zn − λ2 zn∣∣∣− 2o (rn+12 )− − 4no (r2n+12 ) ≤ ‖n∆0,n (F (z), z)‖∞,K .
Como adema´s ∃zn ∈ Nz0 ∩K tal que
∣∣∣λ2 znn − λ2 znn∣∣∣ = 1, entonces∣∣F (1)(z0)∣∣− − 2o (rn+12 )− − 4no (r2n+12 ) ≤ ‖n∆0,n (F (z), z)‖∞,K
Si tomamos l´ımites cuando n tiende a ∞ se tiene que∣∣F (1)(z0)∣∣ ≤ l´ım
n→∞ ‖n∆0,n (F (z), z)‖∞,K .
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4.4. Convergencia de los interpolantes de Hermite en T
con dos derivadas
A lo largo de esta seccio´n seguimos suponiendo que λ es un nu´mero complejo de mo´du-
lo 1 y que {αj}n−1j=0 son sus ra´ıces n-e´simas. Denotamos por Hn (z) al polinomio de
interpolacio´n en el espacio de Laurent Λ−n−E[n
2
],n+E[n−1
2
][z] verificando las siguientes
condiciones de interpolacio´n:
Hn (αj) = uj , H
(1)
n (αj) = vj y H
(2)
n (αj) = wj (4.4.1)
para j = 0, . . . , n − 1, donde {uj}n−1j=0 , {vj}n−1j=0 y {wj}n−1j=0 son nu´meros complejos pre-
fijados.
En la Proposicio´n 2.3.3 (iv) hemos obtenido una expresio´n del polinomioHn (z) y sabe-
mos que dicho polinomio puede expresarse en te´rminos de los polinomios fundamentales
de la interpolacio´n de Hermite Aj,n(z), Bj,n(z) y Cj,n(z), para j = 0, · · · , n− 1, en la
forma (ve´ase Corolario 2.3.9)
Hn(z) =
n−1∑
j=0
(ujAj,n(z) + vjBj,n(z) + wjCj,n(z)). (4.4.2)
Tambie´n hemos encontrado expresiones expl´ıcitas para los polinomios fundamentales
tanto en el caso en el que n es un nu´mero par (ve´ase la Proposicio´n 2.4.3) como en el
que n es un nu´mero impar (ve´ase la Proposicio´n 2.4.10).
4.4.1. Convergencia de los interpolantes en el caso de funciones con-
tinuas en T
En primer lugar vamos a considerar los polinomios de interpolacio´n correspondientes a
los casos en los que uj = 0 y wj = 0 para todo j o cuando uj = 0 y vj = 0 para todo j.
Si n representa el nu´mero de nodos, denotamos estos polinomios por H1,n(z) y H2,n(z)
respectivamente. A partir de la expresio´n (4.4.2) esta´ claro que
H1,n(z) =
n−1∑
j=0
vjBj,n(z),
donde Bj,n(z) esta´ dado por la expresio´n dada en la Proposicio´n 2.4.3 o por la dada
en la Proposicio´n 2.4.10 dependiendo de si el nu´mero de nodos n es par o impar.
Del mismo modo sabemos que
H2,n(z) =
n−1∑
j=0
wjCj,n(z),
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donde Cj,n(z) esta´ dado por la expresio´n dada en la Proposicio´n 2.4.3 o por la dada
en la Proposicio´n 2.4.10 dependiendo tambie´n de si el nu´mero de nodos n es par o impar.
En lo que sigue, consideraremos una funcio´n F definida en T y Hn(F, z) su corres-
pondiente polinomio de interpolacio´n en el espacio de Laurent Λ−n−E[n
2
],n+E[n−1
2
][z]
verificando
Hn(F, αj) = F (αj), H
(1)
n (F, αj) = vj , H
(2)
n (F, αj) = wj . (4.4.3)
Puesto que Hn(F, z) = H0,n(F, z) +H1,n(z) +H2,n(z), si denotamos el error de inter-
polacio´n por
∆n(F, z) = F (z)−Hn(F, z),
entonces es inmediato que
∆n(F, z) = ∆0,n(F, z)−H1,n(z)−H2,n(z),
donde, siguiendo la notacio´n de la seccio´n anterior, denotamos por ∆0,n (F, z) a F (z)−
H0,n (F, z) .
Los resultados que se presentan a continuacio´n son similares a los obtenidos en la
interpolacio´n de Hermite cla´sica (ve´ase [9]).
Proposicio´n 4.4.1. Sea F una funcio´n continua con mo´dulo de continuidad ω (F, δ) =
o
(
|ln(δ)|−1
)
y sea γn = (vj)
n−1
j=0 .
Si 1 ≤ q ≤ ∞ y ‖ γn ‖q= o(n), entonces H0,n(F, z) +H1,n(z) converge uniformemente
a F en T.
Demostracio´n. Si suponemos que n es par entonces H1,2n(z) =
∑2n−1
j=0 vjBj,2n(z) con
Bj,2n(z) dado en la Proposicio´n 2.4.3. Sean p y q exponentes conjugados.
Si 1 < q <∞ entonces
|H1,2n(z)| ≤
∣∣∣∣∣∣
2n−1∑
j=0
vj
3α2j
16λαnj n
3
(
z2n − λ)3
z3n (z − αj)
∣∣∣∣∣∣+
∣∣∣∣∣∣
2n−1∑
j=0
vj
α3j
8λαnj n
3
(
z2n − λ)3
z3n (z − αj)2
∣∣∣∣∣∣ ≤
‖γ2n‖q
∥∥∥∥∥ 3α2j16λαnj n3
(
z2n − λ)3
z3n (z − αj)
∥∥∥∥∥
p
+ ‖γ2n‖q
∥∥∥∥∥ α3j8λαnj n3
(
z2n − λ)3
z3n (z − αj)2
∥∥∥∥∥
p
=
‖γ2n‖q 3
16n3
|z2n − λ|2
∥∥∥∥z2n − λz − αj
∥∥∥∥
p
+ ‖γ2n‖q 1
8n3
|z2n − λ|
∥∥∥∥∥
(
z2n − λ
z − αj
)2∥∥∥∥∥
p
≤
‖γ2n‖q 3
4n3
2n−1∑
j=0
|z
2n − λ
z − αj |
p
 1p + ‖γ2n‖q 1
4n3
2n−1∑
j=0
|z
2n − λ
z − αj |
2p
 1p .
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Luego, si aplicamos el Lema 4.3.6, tenemos que
‖γ2n‖q 3
4n3
2n−1∑
j=0
|z
2n − λ
z − αj |
p
 1p + ‖γ2n‖q 1
4n3
2n−1∑
j=0
|z
2n − λ
z − αj |
2p
 1p ≤
‖γ2n‖q 3
4n3
(
2(2n)p
[
1 +
|z2n − λ|p
22p
H2n,p
]) 1
p
+
+‖γ2n‖q 1
4n3
(
2(2n)2p
[
1 +
|z2n − λ|2p
24p
H2n,2p
]) 1
p
≤
‖γ2n‖q2
1
p
3
2
1
n2
(
1 +
H2n,p
2p
) 1
p
+ ‖γ2n‖q 2
1
p
n
(
1 +
H2n,2p
22p
) 1
p
.
Deducimos inmediatamente de la hipo´tesis que H1,n(z) converge uniformemente a 0 en
T.
Si q = 1 se tiene que
|H1,2n(z)| ≤ ‖γ2n‖1
∥∥∥∥∥ 3α2j16λαnj n3
(
z2n − λ)3
z3n (z − αj)
∥∥∥∥∥
∞
+ ‖γ2n‖1
∥∥∥∥∥ α3j8λαnj n3
(
z2n − λ)3
z3n (z − αj)2
∥∥∥∥∥
∞
≤
‖γ2n‖1 3
16n3
∥∥∥∥∥
(
z2n − λ)3
(z − αj)
∥∥∥∥∥
∞
+ ‖γ2n‖1 1
8n3
∥∥∥∥∥
(
z2n − λ)3
(z − αj)2
∥∥∥∥∥
∞
=
‖γ2n‖1 3
4n3
∥∥∥∥z2n − λz − αj
∥∥∥∥
∞
+ ‖γ2n‖1 1
4n3
∥∥∥∥∥
(
z2n − λ)2
(z − αj)2
∥∥∥∥∥
∞
.
Si usamos el Lema 4.3.5 obtenemos que
‖γ2n‖1 3
4n3
∥∥∥∥z2n − λz − αj
∥∥∥∥
∞
+ ‖γ2n‖1 1
4n3
∥∥∥∥∥
(
z2n − λ)2
(z − αj)2
∥∥∥∥∥
∞
≤ ‖γ2n‖1
(
3
2n2
+
1
n
)
,
de lo que se deduce que H1,n(z) converge uniformemente a 0 en T.
Finalmente, si q =∞, entonces
|H1,2n(z)| ≤ ‖γ2n‖∞ 3
16n3
∥∥∥∥∥
(
z2n − λ)3
z − αj
∥∥∥∥∥
1
+ ‖γ2n‖∞ 1
8n3
∥∥∥∥∥
(
z2n − λ)3
(z − αj)2
∥∥∥∥∥
1
≤
‖γ2n‖∞ 3
4n3
∥∥∥∥z2n − λz − αj
∥∥∥∥
1
+ ‖γ2n‖∞ 1
4n3
∥∥∥∥∥
(
z2n − λ)2
(z − αj)2
∥∥∥∥∥
1
.
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Si aplicamos el Lema 4.3.6 tenemos
‖γ2n‖∞ 3
4n3
∥∥∥∥z2n − λz − αj
∥∥∥∥
1
+ ‖γ2n‖∞ 1
4n3
∥∥∥∥∥
(
z2n − λ)2
(z − αj)2
∥∥∥∥∥
1
≤
‖γ2n‖∞ 3
n2
(
1 +
|z2n − λ|
22
H2n,1
)
+ ‖γ2n‖∞ 2
n
(
1 +
|z2n − λ|2
24
H2n,2
)
≤
‖γ2n‖∞ 3
n2
(
1 +
H2n,1
2
)
+ ‖γ2n‖∞ 2
n
(
1 +
H2n,2
22
)
,
de lo que se sigue que H1,n(F, z) converge uniformemente a 0 en T.
En cualquiera de los tres casos antes considerados, aplicando la convergencia deH0,n(F, z)
a F vista en la seccio´n anterior, se obtiene el resultado.
Si n es impar, el resultado se obtiene de forma similar.
Observacio´n 4.4.2. No´tese que como consecuencia de la demostracio´n realizada para
q =∞ podemos sen˜alar que si ‖ γn ‖∞≤M1 entonces se verifica que:
|H1,n(z)| ≤ 1
n
M1O(Hn,2) (4.4.4)
Proposicio´n 4.4.3. Sea F una funcio´n continua con mo´dulo de continuidad ω (F, δ) =
o
(
|ln(δ)|−1
)
. Si ωn = (wj)
n−1
j=0 , entonces se verifican las siguientes condiciones:
(i) Si 1 ≤ q < ∞ y ‖ ωn ‖q= o(n2), entonces H0,n(F, z) +H2,n(z) converge unifor-
memente a F en T.
(ii) Si ‖ ωn ‖∞= o(n), entonces H0,n(F, z) +H2,n(z) converge uniformemente a F
en T.
Demostracio´n. Si suponemos que n es par, tenemos que
H2,2n(z) =
2n−1∑
j=0
wj
α3j
16λαnj n
3
(
z2n − λ)3
z3n (z − αj) .
(i) Sean p y q exponentes conjugados. Si 1 < q <∞, entonces
|H2,2n(z)| ≤ ‖ω2n‖q
∥∥∥∥∥ α3j16λαnj n3
(
z2n − λ)3
z3n (z − αj)
∥∥∥∥∥
p
≤
‖ω2n‖q 1
4n3
2n−1∑
j=0
∣∣∣∣z2n − λz − αj
∣∣∣∣p
 1p .
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Si aplicamos el Lema 4.3.6, se tiene que
‖ω2n‖q 1
4n3
2n−1∑
j=0
∣∣∣∣z2n − λz − αj
∣∣∣∣p
 1p ≤ ‖ω2n‖q 2 1p
2n2
(
1 +
|z2n − λ|p
22p
H2n,p
) 1
p
‖ω2n‖q 2
1
p
2n2
(
1 +
H2n,p
2p
) 1
p
.
Entonces, se deduce inmediatamente de la hipo´tesis que, H2,n(z) converge uniforme-
mente a 0 en T.
Ahora bien, si q = 1 entonces
|H2,2n(z)| ≤ ‖ω2n‖1
∥∥∥∥∥ 116n3
(
z2n − λ)3
(z − αj)
∥∥∥∥∥
∞
≤ ‖ω2n‖1 1
4n3
∥∥∥∥z2n − λz − αj
∥∥∥∥
∞
≤ ‖ω2n‖1
2n2
de donde se sigue el resultado.
(ii) Si q =∞ entonces
|H2,2n(z)| ≤
2n−1∑
j=0
|wj | 1
16n3
|z2n − λ|3
|z − αj | ≤ ‖ω2n‖∞
1
16n3
∥∥∥∥(z2n − λ)3z − αj
∥∥∥∥
1
=
‖ω2n‖∞ 1
16n3
|z2n − λ|2
∥∥∥∥z2n − λz − αj
∥∥∥∥
1
≤ ‖ω2n‖∞ 1
4n3
2n−1∑
j=0
∣∣∣∣z2n − λz − αj
∣∣∣∣ .
Aplicando el Lema 4.3.6 se tiene que
‖ω2n‖∞ 1
4n3
2n−1∑
j=0
∣∣∣∣z2n − λz − αj
∣∣∣∣ ≤ ‖ω2n‖∞ 1n2
(
1 +
|z2n − λ|
22
H2n,1
)
≤
‖ω2n‖∞ 1
n2
(1 +
H2n,1
2
).
Por tanto, si ‖ ωn ‖q= o(n), es inmediato que H2,2n(z) converge a 0 uniformemente en
T.
Aplicando la convergencia uniforme de H0,n(F, z) a F , vista en la seccio´n anterior, se
termina la demostracio´n.
Si n es impar, el resultado se obtiene de forma ana´loga.
Observacio´n 4.4.4. No´tese que como consecuencia de la demostracio´n realizada para
q =∞ podemos sen˜alar que si ‖ ωn ‖∞≤M2 entonces se verifica que:
|H2,n(z)| ≤ 1
n2
M2O(Hn,1) (4.4.5)
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Corolario 4.4.5. Sea F una funcio´n continua con mo´dulo de continuidad ω (F, δ) =
o
(
|ln(δ)|−1
)
. Sea Hn(F, z) el polinomio de interpolacio´n definido en (4.4.3). Si γn =
(vj)
n−1
j=0 y ωn = (wj)
n−1
j=0 , entonces se verifican las siguientes condiciones:
(i) Si 1 ≤ q < ∞ y ‖ γn ‖q= o(n), ‖ ωn ‖q= o(n2) entonces Hn(F, z) converge
uniformemente a F en T.
(ii) Si ‖ γn ‖∞= o(n) y ‖ ωn ‖∞= o(n) entonces Hn(F, z) converge uniformemente a
F en T.
Demostracio´n. Es inmediata a partir de las proposiciones anteriores.
4.4.2. Convergencia de los interpolantes en el caso de funciones con
buenas condiciones de regularidad en T
Hasta el momento hemos estudiado la convergencia de los interpolantes de Hermite de
orden 2 bajo condiciones de regularidad muy de´biles. En esta subseccio´n obtendremos
resultados acerca de la velocidad de convergencia de los interpolantes cuando la funcion
interpolada tiene una buena regularidad. Los resultados que obtenemos son bastante
naturales y previsibles si tenemos en cuenta los resultados presentados en [54]. Consi-
deraremos dos importantes tipos de funciones definidas sobre T por medio de series de
potencias:
(i) Las funciones anal´ıticas en una corona circular abierta que contiene a T. En este
caso F (z) =
∞∑
−∞
akz
k siendo |ak| ≤ Kr|k|1 .
(ii) Las funciones F (z) definidas por F (z) =
∞∑
−∞
akz
k siendo |ak| ≤ K 1|k|p , para k 6= 0,
con p ≥ 4. Estas funciones esta´n bien relacionadas con las funciones f(z) tales
que como funcio´n de θ tienen derivada de orden p − 1 de variacio´n acotada.
En particular estas u´ltimas siempre cumplen esta condicio´n, ve´ase [68] para un
enfoque en te´rminos de serie trigonome´trica o el Teorema 7.1 de [88] para una
visio´n en te´rminos de la serie de Chebyshev.
Proposicio´n 4.4.6. Sea F una funcio´n definida sobre T, y sea Hn(F, z) el polinomio
de interpolacio´n definido en (4.4.3). Se verifica entonces que:
(i) Si F (z) es anal´ıtica en una corona circular abierta que contiene a T entonces
Hn(F, z) converge a F sobre T y adema´s lo hace geome´tricamente.
(ii) Si F (z) esta definida por F (z) =
∞∑
−∞
akz
k siendo |ak| ≤ K 1|k|p , para k 6= 0, con
p ≥ 4 entonces Hn(F, z) converge a F sobre T y adema´s lo hace con una velocidad
de convergencia del orden de ln(n)
np−1 . En particular esta afirmacio´n es va´lida cuando
F (eıθ) tiene derivada de orden 3 (p = 4) de variacio´n acotada respecto de θ.
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Demostracio´n. (i) Consideremos que F (z) =
∞∑
−∞
akz
k siendo |ak| ≤ Kr|k|1 , y podemos
descomponer F (z) = F1,n(z) + F2,n(z), donde F1,n(z) recoge las potencias de z entre
−n − E[n2 ] y n + E[n−12 ] y por tanto Hn(F1,n, z) = F1,n(z); adema´s sumando las
correspondientes series geome´trica y aritme´tico geome´tricas resulta que:
|F2,n(z)| =
∣∣∣∣∣∣∣
−n−E[n
2
]−1∑
k=−∞
akz
k +
∞∑
k=n+E[n−1
2
]+1
akz
k
∣∣∣∣∣∣∣ ≤∣∣∣∣∣∣
−n−E[n
2
]−1∑
k=−∞
akz
k
∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∞∑
k=n+E[n−1
2
]+1
akz
k
∣∣∣∣∣∣∣ ≤ 2
∞∑
k=n+E[n−1
2
]+1
|ak| ≤
r
n+E[n−1
2
]+1
1 p0(n)
∣∣∣F (1)2,n(z)∣∣∣ =
∣∣∣∣∣∣∣
−n−E[n
2
]−1∑
k=−∞
kakz
k−1 +
∞∑
k=n+E[n−1
2
]+1
kakz
k−1
∣∣∣∣∣∣∣ ≤
2
∞∑
k=n+E[n−1
2
]+1
k |ak| ≤
r
n+E[n−1
2
]+1
1 p1(n)
∣∣∣F (2)2,n(z)∣∣∣ =
∣∣∣∣∣∣∣
−n−E[n
2
]−1∑
k=−∞
k(k − 1)akzk−2 +
∞∑
k=n+E[n−1
2
]+1
k(k − 1)akzk−2
∣∣∣∣∣∣∣ ≤
2
∞∑
k=n+E[n−1
2
]+1
k(k − 1) |ak| ≤
r
n+E[n−1
2
]+1
1 p2(n)
donde p0, p1 y p2 son polinomios de grado 0, 1 y 2 respectivamente. Para acotar el
polinomio de interpolacio´n de F2,n(z) usaremos (4.4.4) y (4.4.5) teniendo en cuenta que
en nuestra situacio´n
γn = (vj)
n−1
j=0 =
(
F
(1)
2,n(αj)
)n−1
j=0
y por tanto ‖γn‖∞ ≤ r
n+E[n−1
2
]+1
1 p1(n),
ωn = (wj)
n−1
j=0 =
(
F
(2)
2,n(αj)
)n−1
j=0
y por tanto ‖ωn‖∞ ≤ r
n+E[n−1
2
]+1
1 p2(n).
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Obtenemos as´ı que
|H1,n(F2,n, z)| ≤ 1nr
n+E[n−1
2
]+1
1 p1(n)O(Hn,2)
y
|H2,n(F2,n, z)| ≤ 1n2 r
n+E[n−1
2
]+1
1 p2(n)O(Hn,1).
Si aplicamos la Proposicio´n 4.3.7, sabemos que existe C˜ > 0 tal que |H0,n(F2,n, z)| ≤
r
n+E[n−1
2
]+1
1 p0(n)C˜ ln(n)
Si ahora tenemos en cuenta que
|F (z)−Hn(F, z)| = |F1,n(z) + F2,n(z)− (Hn(F1,n, z) +Hn(F2,n, z))| =
|F2,n(z)−Hn(F2,n, z)| ≤ |F2,n(z)|+ |H0,n(F2,n, z)|+ |H1,n(F2,n, z)|+ |H2,n(F2,n, z)|
y aplicamos las acotaciones anteriores, obtenemos
|F2,n(z)−Hn(F2,n, z)| ≤
r
n+E[n−1
2
]+1
1
[
p0(n) + p0(n)C˜ ln(n) +
p1(n)
n
O(Hn,2) +
p2(n)
n2
O(Hn,1)
]
,
con lo que termina la demostracio´n de (i).
(ii) Se procede de forma semejante al apartado anterior.
Los resultados precedentes deben compararse con los sen˜alados en [2] y [88], y creemos
que pueden ser mejorados hasta alcanzar las mismas velocidades de convergencia. En
consecuencia cuando la funcio´n sea suficientemente regular y los datos sean conocidos
estos me´todos pueden ser usados obteniendo ventajas computacionales.
Cap´ıtulo 5
Convergencia de los interpolantes
de Hermite cla´sicos: sistemas
nodales ampliados en [−1, 1] y
feno´meno de Gibbs en T
5.1. Introduccio´n
La primera seccio´n de este cap´ıtulo se dedica al estudio de algunas propiedades de
convergencia de los polinomios de interpolacio´n de Hermite con sistemas nodales de
Chebyshev extendidos, que se han introducido en el cap´ıtulo 1, cuando se aplican
a funciones continuas. Estos resultados han sido recogidos y publicados en [6]. Para
funciones de clase 2 en [−1, 1] se obtienen en [33] resultados de convergencia de los
interpolantes de Hermite para sistemas de Jacobi ampliados.
La interpolacio´n de Hermite-Feje´r en la circunferencia unidad T y en el intervalo acotado
suele plantearse para funciones que son continuas en todo el soporte, existiendo en la
literatura muy pocos resultados para funciones discontinuas [16]. En problemas ana´logos
y bien relacionados s´ı hay una gran cantidad de referencias para la aproximacio´n de
funciones discontinuas por medio de la serie de Fourier y un nu´mero realmente escaso
para el correspondiente problema discretizado de aproximar una funcio´n discontinua
por medio de su polinomio de interpolacio´n trigonome´trico en nodos equiespaciados
(ve´ase [46, 47, 48]). E´ste es el motivo por el que dedicamos la segunda seccio´n de este
cap´ıtulo al estudio del feno´meno de Gibbs en el a´mbito de la interpolacio´n de Hermite-
Feje´r con nodos equiespaciados.
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5.2. Algunos resultados de convergencia en la interpola-
cio´n de Hermite con nodos ampliados en [−1, 1]
En primer lugar consideraremos el sistema nodal extendido relativo a Un−1(x) y estu-
diamos el caso de Hermite-Feje´r.
5.2.1. Sistema nodal extendido relativo a Un−1(x)
Sea f una funcio´n continua en [−1, 1] y sea h2n+1(f, x) el polinomio de interpolacio´n de
Hermite-Feje´r correspondiente a f , que esta´ caracterizado por las siguientes condiciones.
h2n+1(f, xj) = f(xj), h
(1)
2n+1(f, xj) = 0, para j = 0, · · · , n. (5.2.1)
Una expresio´n de h2n+1(f, x) se puede obtener a partir de la Proposicio´n 1.4.6 tomando
mj = f(xj) y pj = 0 para j = 0, · · · , n.
Tambie´n consideramos el polinomio de interpolacio´n del problema quasi-Hermite-Feje´r
relativo a la funcio´n f , h2n−1(f, x) que esta´ caracterizado por
h2n−1(f, xj) = f(xj), para j = 0, · · · , n, h(1)2n−1(f, xj) = 0, para j = 1, · · · , n− 1.
(5.2.2)
En [10] se da una expresio´n u´til de h2n−1(f, x) y se estudia su convergencia. Pues-
to que nuestro objetivo es estudiar la convergencia de h2n+1(f, x), vamos a empezar
relacionando ambos polinomios de interpolacio´n.
Proposicio´n 5.2.1. Sean h2n−1(f, x) y h2n+1(f, x) los polinomios de interpolacio´n
quasi-Hermite-Feje´r y el Hermite-Feje´r satisfaciendo (5.2.2) y (5.2.1), respectivamente.
Entonces se verifica
h2n+1(f, x) = h2n−1(f, x)− h(1)2n−1(f, 1)B0(x)− h(1)2n−1(f,−1)Bn(x), (5.2.3)
donde B0(x) y Bn(x) esta´n dados en la Proposicio´n 1.4.5.
Adema´s, si ‖ · ‖∞ es la norma uniforme en el espacio de las funciones continuas en
[−1, 1], entonces ‖ B0 ‖∞, ‖ Bn ‖∞≤ 1
2n2
.
Demostracio´n. El polinomio h2n+1(f, x)−h2n−1(f, x) ∈ P2n+1[x] satisface las siguientes
condiciones
h2n+1(f, xj)− h2n−1(f, xj) = 0, para j = 0, · · · , n,
h
(1)
2n+1(f, xj)− h(1)2n−1(f, xj) = 0, para j = 1, · · · , n− 1,
h
(1)
2n+1(f,±1)− h(1)2n−1(f,±1) = −h(1)2n−1(f,±1).
Por tanto, aplicando la Proposicio´n 1.4.5 tenemos
h2n+1(f, x)− h2n−1(f, x) = −h(1)2n−1(f, 1)B0(x)− h(1)2n−1(f,−1)Bn(x),
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lo que prueba (5.2.3). Adema´s, a partir de las igualdades
B0(x) = − 1
4n2
sin2(n arc cosx)(x+ 1) y Bn(x) = − 1
4n2
sin2(n arc cosx)(x− 1),
obtenemos que ‖ B0 ‖∞, ‖ Bn ‖∞≤ 1
2n2
.
Proposicio´n 5.2.2. Si f es una funcio´n continua en [−1, 1] y h2n+1(f, x) es el poli-
nomio de interpolacio´n de Hermite-Feje´r verificando (5.2.1), entonces h2n+1(f, x) con-
verge a f(x) uniformemente en [−1, 1].
Demostracio´n. Utilizaremos la transformacio´n de Szego˝ para estudiar el problema co-
rrespondiente en la circunferencia unidad (cf. [86]). Describimos a continuacio´n el pro-
cedimiento seguido.
Sea F(z) una funcio´n continua en la circunferencia unidad T definida como F(z) =
F(z) = f(x) para x = z+z2 y z ∈ T. Ahora, para un ε > 0 dado seleccionamos un
polinomio de Laurent P (z) tal que |F(z)− P (z)| < ε, para todo z ∈ T. Si suponemos
que P ∈ Λ−m,m[z], entonces tomamos n tal que 2n− 1 > m.
Sea HF−(2n−1),2n(P, z) el polinomio de interpolacio´n de Hermite-Feje´r relativo a P (z)
con el sistema nodal {zj}2n−1j=0 constituido por las ra´ıces 2n-e´simas de 1. Este polinomio
esta´ caracterizado por
HF−(2n−1),2n(P, zj) = P (zj), HF
(1)
−(2n−1),2n(P, zj) = 0, j = 0, · · · , 2n− 1.
Consideramos tambie´n el polinomio de interpolacio´n de Hermite-Feje´r correspondiente
a F(z) que denotamos HF−(2n−1),2n(F , z).
De la extensio´n del teorema de Feje´r, (ve´ase [32]), a la circunferencia unidad para
funciones continuas, (ve´ase [31]), sabemos que la sucesio´n HF−(2n−1),2n(F , z) converge
a F(z) en T. Entonces, teniendo en cuenta los resultados sobre orden de convergencia
para polinomios de Laurent dados en [7] , se obtiene la siguiente estimacio´n
l´ım
n→∞ 2n ‖ HF−(2n−1),2n(P, z)− P (z) ‖∞= ma´xβ,z∈T |(β − 1)(P
(1)
1 (z) + βP
(1)
2 (z))| = M,
donde ‖ · ‖∞ denota la norma uniforme en el espacio de la funciones continuas en T
y P (z) = P1(z) + P2(z), donde P1 es el polinomio algebraico que so´lo tiene potencias
no negativas de z, y P2 es el polinomio de Laurent con so´lo potencias negativas de z.
Entonces, para ε > 0 existe un nu´mero natural N tal que para n ≥ N se verifica∣∣∣2n ‖ HF−(2n−1),2n(P, z)− P (z) ‖∞ −M ∣∣∣ < ε
y por tanto ‖ HF−(2n−1),2n(P, z) − P (z) ‖∞<
ε+M
2n
≤ C1
n
para n suficientemente
grande y una constante adecuada C1.
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El teorema de Bernstein para polinomios de Laurent nos lleva a (cf. [63])
‖ HF (1)−(2n−1),2n(P, z)− P (1)(z) ‖∞< 6n ‖ HF−(2n−1),2n(P, z)− P (z) ‖∞< 6C1 = C2
y
‖ HF (2)−(2n−1),2n(P, z)− P (2)(z) ‖∞< 6nC2 = C3n, (5.2.4)
lo que implica que
‖ HF (2)−(2n−1),2n(P, z) ‖∞< C3n+ ‖ P (2)(z) ‖∞< C4n.
Adema´s, mediante el uso de los resultados de convergencia para los polinomios de
interpolacio´n de Hermite-Feje´r tenemos que
‖ HF−(2n−1),2n(F , z)−HF−(2n−1),2n(P, z) ‖∞≤‖ HF−(2n−1),2n(F , z)−F(z) ‖∞ +
‖ F(z)− P (z) ‖∞ + ‖ HF−(2n−1),2n(P, z)− P (z) ‖∞< 3ε
para n suficientemente grande.
Aplicando el teorema de Bernstein de nuevo, tenemos que
‖ HF (2)−(2n−1),2n(F , z)−HF
(2)
−(2n−1),2n(P, z) ‖∞< εC5n2,
lo que implica que ‖ HF (2)−(2n−1),2n(F , z) ‖∞< εC5n2 + C4n.
Utilizando los resultados dados en [10], sabemos que
h2n−1(f, x) = HF−(2n−1),2n(F , z)
y podemos relacionar algunos valores de las derivadas de estos polinomios para obtener
|h(1)2n−1(f,±1)| = |HF (2)−(2n−1),2n(F ,±1)| ≤ εC5n2 + C4n.
La estimacio´n que figura a continuacio´n se cumple para n suficientemente grande. Se
deduce de (5.2.3) y con ella termina la demostracio´n.
|h2n+1(f, x)− f(x)| ≤
|h2n−1(f, x)− f(x)|+ |h(1)2n−1(f, 1)B0(x)|+ |h(1)2n−1(f,−1)Bn(x)| <
ε+
1
n2
(εC5n
2 + C4n) = εC6 +
C7
n
.
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Una demostracio´n alternativa de este resultado puede verse en [73], adema´s determi-
nados resultados sobre la velocidad de convergencia de estos interpolantes puede verse
en [15].
A continuacio´n estudiamos el caso Hermite. Sea f una funcio´n continua en [−1, 1] y
consideremos el polinomio de interpolacio´n de Hermite k2n+1(f, x) caracterizado por
cumplir
k2n+1(f, xj) = f(xj), k
(1)
2n+1(f, xj) = pj , for j = 0, · · · , n. (5.2.5)
Su expresio´n barice´ntrica ha sido dada en la Proposicio´n 1.4.6. Con el fin de analizar
la convergencia descomponemos este problema en los dos problemas siguientes:
(i) Encontrar el polinomio h2n+1(f, x) definido en (5.2.1), que satisface
h2n+1(f, xj) = f(xj), h
(1)
2n+1(f, xj) = 0, for j = 0, · · · , n.
(ii) Encontrar el polinomio kd2n+1(x) que cumple
kd2n+1(xj) = 0, kd
(1)
2n+1(xj) = pj , for j = 0, · · · , n.
Esta´ claro que
k2n+1(f, x) = h2n+1(f, x) + kd2n+1(x). (5.2.6)
A partir de la Proposicio´n 5.2.2 tenemos que la sucesio´n h2n+1(f, x) converge a f
uniformemente en [−1, 1]. Por lo tanto, tenemos que estudiar el comportamiento de
kd2n+1(x).
Proposicio´n 5.2.3. Sea f una funcio´n continua en [−1, 1] y sea k2n+1(f, x) el poli-
nomio de interpolacio´n de Hermite definido en (5.2.5).
Si el conjunto {(pj)n−1j=1 } verifica que ‖ (pj
√
1− x2j )n−1j=1 ‖2= o(n− 1) y {p0}, {pn} son
o(n2), entonces k2n+1(f, x) converge a f(x) uniformemente en [−1, 1].
Demostracio´n. Sea kd2n−1(x) el polinomio de interpolacio´n quasi-Hermite que verifica
kd2n−1(xj) = 0, j = 0, · · · , n, y kd(1)2n−1(xj) = pj , j = 1, · · · , n− 1.
Por un lado, de las condiciones sobre (pj) y utilizando [9], tenemos que kd2n−1(x)
converge a 0, lo que implica que para ε > 0 se verifica que |kd2n−1(x)| < ε, ∀x y n
suficientemente grande.
Por el otro lado, puesto que
kd2n+1(xj)− kd2n−1(xj) = 0, j = 0, · · · , n
kd
(1)
2n+1(xj)− kd(1)2n−1(xj) = 0, j = 1, · · · , n− 1,
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y
kd
(1)
2n+1(1)−kd(1)2n−1(1) = p0−kd(1)2n−1(1), kd(1)2n+1(−1)−kd(1)2n−1(−1) = pn−kd(1)2n−1(−1),
entonces debe ser
kd2n+1(fx) = kd2n−1(x) + [p0 − kd(1)2n−1(−1)]B0(x) + [pn − kd(1)2n−1(1)]Bn(x),
donde B0(x) y Bn(x) esta´n dados en la Proposicio´n 1.4.5.
Utilizando la Proposicio´n 5.2.1 y la desigualdad de Markov para polinomios algebraicos,
(ve´ase [63]), tenemos que
|kd(1)2n−1(−1)B0(x)|, |kd(1)2n−1(1)Bn(x)| < (2n− 1)2ε
1
2n2
< C8ε.
Adema´s, a partir de la hipo´tesis sobre {p0} y {pn} tambie´n tenemos que |p0B0(x)| < ε
y |pnBn(x)| < ε para n suficientemente grande.
Por tanto, |kd2n+1(x)| < ε para todo x y n suficientemente grande, y utilizando (5.2.6)
se termina la demostracio´n.
5.2.2. Sistema nodal extendido relativo a Wn−1(x)
Sea f una funcio´n continua en [−1, 1], y sea r2n−1(f, x) el polinomio de interpolacio´n
de Hermite-Feje´r correspondiente a la funcio´n f . Este polinomio es el u´nico que verifica
las siguientes condiciones
r2n−1(f, xj) = f(xj), r
(1)
2n−1(f, xj) = 0, for j = 0, · · · , n− 1, (5.2.7)
donde x0 = 1 y {xj}n−1j=1 son las ra´ıces de Wn−1(x). De la Proposicio´n 1.4.14 se deduce
una expresio´n de r2n−1(f, x) tomando mj = f(xj) y pj = 0 para j = 0, · · · , n− 1.
Sea r2n−2(f, x) el polinomio de interpolacio´n quasi-Hermite-Feje´r relativo a f . En esta
ocasio´n esta´ determinado por las siguientes condiciones.
r2n−2(f, xj) = f(xj), para j = 0, · · · , n− 1, r(1)2n−2(f, xj) = 0, para j = 1, · · · , n− 1.
(5.2.8)
En [10] puede encontrase una expresio´n u´til de r2n−2(f, x) y algunos resultados sobre
su convergencia. A continuacio´n se describe la relacio´n entre los dos polinomios de
interpolacio´n.
Proposicio´n 5.2.4. Si r2n−2(f, x) y r2n−1(f, x) son los polinomios de interpolacio´n
quasi-Hermite-Feje´r y de Hermite-Feje´r que verifican (5.2.8) y (5.2.7), respectivamente,
entonces
r2n−1(f, x) = r2n−2(f, x)− r(1)2n−2(f, 1)B0(x), (5.2.9)
donde B0(x) es el dado en la Proposicio´n 1.4.14.
Adema´s, ‖ B0 ‖∞≤ 2
(2n− 1)2 .
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Demostracio´n. El polinomio r2n−1(f, x)− r2n−2(f, x) ∈ P2n−1[x] verifica las siguientes
condiciones
r2n−1(f, xj)− r2n−2(f, xj) = 0, for j = 0, · · · , n− 1,
r
(1)
2n−1(f, xj)− r(1)2n−2(f, xj) = 0, for j = 1, · · · , n− 1,
r
(1)
2n−1(f, 1)− r(1)2n−2(f, 1) = −r(1)2n−2(f, 1).
Por tanto, aplicando la Proposicio´n 1.4.14 tenemos
r2n−1(f, x)− r2n−2(f, x) = −r(1)2n−2(f, 1)B0(x),
lo que prueba (5.2.9).
Adema´s, si tenemos en cuenta que B0(x) = − 2
(2n− 1)2 sin
2
(
(n − 1/2) arc cosx
)
, en-
tonces es claro que ‖ B0 ‖∞≤ 2
(2n− 1)2 .
Proposicio´n 5.2.5. Si f es una funcio´n continua en [−1, 1] y r2n−1(f, x) es el po-
linomio de interpolacio´n de Hermite-Feje´r que satisface (5.2.7), entonces r2n−1(f, x)
converge a f(x) uniformemente en [−1, 1].
Demostracio´n. Por medio de la transformacio´n de Szego˝, podemos trasladar nuestro
problema en [−1, 1], a otro en la circunferencia unidad. A continuacio´n describimos el
procedimiento.
Definimos una funcio´n F(z) continua en la circunferencia unidad como F(z) = F(z) =
f(x) para x = z+z2 and z ∈ T. Ahora, dado un ε > 0 arbitrario podemos encontrar un
polinomio de Laurent P (z) tal que |F(z)− P (z)| < ε, para todo z ∈ T.
Si suponemos que P ∈ Λ−m,m[z], entonces tomamos n tal que 2n− 2 > m.
Sea HF−(2n−2),2n−1(P, z) el polinomio de interpolacio´n de Hermite-Feje´r correspondien-
te a P (z) y al sistema nodal formado por las 2n − 1 ra´ıces de 1. Por otra parte, sea
HF−(2n−2),2n−1(F , z) el polinomio de interpolacio´n de Hermite-Feje´r correspondiente a
F(z).
Teniendo en cuenta los resultados sobre el orden de convergencia dados en [7], podemos
afirmar que
l´ım
n→∞(2n−1) ‖ HF−(2n−2),2n−1(P, z)−P (z) ‖∞= ma´xβ,z∈T |(β−1)(P
(1)
1 (z)+βP
(1)
2 (z))| = M,
donde ‖ · ‖∞ denota la norma del supremo en T y P (z) = P1(z) + P2(z), siendo P1 el
polinomio algebraico con so´lo potencias no negativas de z y P2 el polinomio de Laurent
so´lo con potencias negativas de z. Entoces, para ε > 0 existe un nu´mero natural N tal
que para n ≥ N se verifica que
|(2n− 1) ‖ HF−(2n−2),2n−1(P, z)− P (z) ‖∞ −M | < ε
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y por tanto ‖ HF−(2n−2),2n−1(P, z)−P (z) ‖∞<
ε+M
(2n− 1) ≤
D1
n
para n suficientemente
grande y una constante adecuada D1.
Aplicando el teorema de Bernstein para polinomios de Laurent y procediendo como en la
Proposicio´n 5.2.2 tenemos que ‖ HF (2)−(2n−2),2n−1(P, z) ‖∞< D2n. Adema´s, mediante el
uso de la convergencia de los polinomios de interpolacio´n Hermite-Feje´r para funciones
continuas tenemos que
‖ HF−(2n−2),2n−1(F , z)−HF−(2n−2),2n−1(P, z) ‖∞≤
‖ HF−(2n−2),2n−1(F , z)−F(z) ‖∞ + ‖ F(z)− P (z) ‖∞ +
‖ HF−(2n−2),2n−1(P, z)− P (z) ‖∞< 3ε
para n suficientemente grande.
Por lo tanto, usando el teorema de Bernstein obtenemos
‖ HF (2)−(2n−2),2n−1(F , z)−HF
(2)
−(2n−2),2n−1(P, z) ‖∞< εD3n2,
lo que implica ‖ HF (2)−(2n−2),2n−1(F , z) ‖∞< εD3n2 +D2n.
Como consecuencia, y en concordancia con el resultado dado en [10], podemos decir
que
r2n−2(f, x) = HF−(2n−2),2n−1(F , z)
y por tanto
|r(1)2n−2(f, 1)| = |HF (2)−(2n−2),2n−1(F , 1)| ≤ εD3n2 +D2n.
Luego
|r2n−1(f, x)− f(x)| ≤ |r2n−2(f, x)− f(x)|+ |r(1)2n−2(f, 1)B0(x)| <
ε+
2
(2n− 1)2 (εD3n
2 +D2n) < εD4 +
D5
n
,
supuesto que n es grande, lo que prueba la proposicio´n.
A continuacio´n examinamos el caso Hermite. Sea f una funcio´n continua en [−1, 1]
y consideremos el polinomio de interpolacio´n de Hermite s2n−1(f, x), i.e. el u´nico que
verifica
s2n−1(f, xj) = f(xj), s
(1)
2n−1(f, xj) = pj , para j = 0, · · · , n− 1. (5.2.10)
La expresio´n barice´ntrica de s2n−1(f, x) se ha dado en la Proposicio´n 1.4.14. Con el fin
de examinar la convergencia desglosamos este problema en los dos problemas siguientes:
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(i) Encontrar r2n−1(f, x) definido en (5.2.7), satisfaciendo
r2n−1(f, xj) = f(xj), r
(1)
2n−1(f, xj) = 0, para j = 0, · · · , n− 1.
(ii) Encontrar el polinomio sd2n−1(x) satisfaciendo
sd2n−1(xj) = 0, sd
(1)
2n−1(xj) = pj , para j = 0, · · · , n− 1.
Esta´ claro que
s2n−1(f, x) = r2n−1(f, x) + sd2n−1(x). (5.2.11)
A partir de la Proposicio´n 5.2.5 tenemos que la sucesio´n r2n−1(f, x) converge a f unifor-
memente en [−1, 1]. Entonces, tenemos que estudiar el comportamiento de sd2n−1(x).
Proposicio´n 5.2.6. Sea f una funcio´n continua en [−1, 1] y sea s2n−1(f, x) el polino-
mio de interpolacio´n de Hermite que ha sido definido en (5.2.10).
Si el conjunto {(pj)n−1j=1 } verifica que ‖ (pj
√
1− x2j )n−1j=1 ‖2= o(n − 1) y {p0} es o(n2),
entonces s2n−1(f, x) converge a f(x) uniformemente en [−1, 1].
Demostracio´n. Sea sd2n−2(x) el polinomio de interpolacio´n quasi-Hermite que verifica
sd2n−2(xj) = 0, j = 0, · · · , n− 1, y sd(1)2n−2(xj) = pj , j = 1, · · · , n− 1.
De las condiciones impuestas a (pj) y utilizando el Teorema 4.3 de [9] se verifica que
sd2n−2(x) converge a 0, lo que a su vez implica que para cada ε > 0 se verifica que
|sd2n−2(x)| < ε, para todo x y n suficientemente grande.
Adema´s, puesto que
sd2n−1(xj)− sd2n−2(xj) = 0, j = 0, · · · , n− 1
sd
(1)
2n−1(xj)− sd(1)2n−2(xj) = 0, j = 1, · · · , n− 1,
y
sd
(1)
2n−1(1)− sd(1)2n−2(1) = p0 − sd(1)2n−2(1),
entonces debe ser
sd2n−1(fx) = sd2n−2(x) + [p0 − sd(1)2n−1(1)]B0(x),
donde B0(x) es el dado en la Proposicio´n 1.4.13.
Utilizando la Proposicio´n 5.2.4 y la desigualdad de Markov para polinomios algebraicos,
(ve´ase [63]), tenemos que
|sd(1)2n−2(−1)B0(x)| < (2n− 1)2ε
2
(2n− 1)2 = 2ε.
De las hipo´tesis sobre {p0} tenemos tambie´n que |p0B0(x)| < ε para n suficientemente
grande.
Por tanto, |sd2n−1(x)| < ε para todo x y n grande. Utilizando (5.2.11) obtenemos el
resultado.
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5.2.3. Sistema nodal extendido relativo a Vn−1(x)
Proposicio´n 5.2.7. Sea f una funcio´n continua en [−1, 1] y sea t2n−1(f, x) el polino-
mio de interpolacio´n de Hermite caracterizado por las condiciones de interpolacio´n
t2n−1(f,Xj) = f(Xj), t
(1)
2n−1(f,Xj) = pj ,
donde {Xj}nj=1 es el sistema nodal extendido correspondiente a Vn−1(x).
Si el conjunto {(pj)n−1j=1 } verifica que ‖ (pj
√
1− x2j )n−1j=1 ‖2= o(n − 1) y {pn} es o(n2),
entonces t2n−1(f, x) converge a f(x) uniformemente en [−1, 1].
Demostracio´n. Podemos deducir este resultado de la Proposicio´n 5.2.6 haciendo un
cambio de variables similar al utilizado en la Observacio´n 1.4.24. A continuacio´n mos-
tramos un esquema de la demostracio´n.
Tomamos g(x) = f(−x) y consideramos el polinomio de interpolacio´n de Hermite rela-
tivo a g con el sistema nodal extendido correspondiente a Wn−1(x) caracterizado por
verificar s2n−1(g, xn−j) = g(xn−j), s
(1)
2n−1(g, xn−j) = −pj , para j = 0, · · · , n − 1. De la
Proposicio´n 5.2.6 obtenemos que la sucesio´n s2n−1(g, x) converge a g(x) uniformemente
en [−1, 1], y por tanto s2n−1(g,−x) tiende a g(−x). Si utilizamos que
s2n−1(g, xn−j) = g(xn−j) = f(−xn−j) = f(Xj),
s
(1)
2n−1(g, xn−j) = −pj = −t(1)2n−1(f,Xj),
deducimos que s2n−1(g,−x) = t2n−1(f, x). Luego claramente la sucesio´n t2n−1(f, x)
converge a f(x).
Observacio´n 5.2.8. Las Proposiciones 5.2.3, 5.2.6 y 5.2.7 tambie´n son va´lidas si se
cumple alguno de los supuestos para {(pj)n−1j=1 } dados en el Teorema 4.5 de [9].
5.3. Interpolacio´n Hermite-Feje´r en T y feno´meno de Gibbs
En esta seccio´n nos planteamos estudiar el feno´meno de Gibbs en el a´mbito de la
interpolacio´n de Hermite-Feje´r en nodos equiespaciados en T. De forma ma´s precisa
nos plantearemos estudiar:
(i) El comportamiento del polinomio de Laurent de interpolacio´n de Hermite-Feje´r
HF−n,n−1(F (z), z) basado en nodos equiespaciados de T de una funcio´n F (z) =
F1χA1 + · · · + FnχAn , donde Fi(z) son funciones continuas en T y χAi son las
funciones caracter´ısticas de un conjunto de arcos disjuntos cuya unio´n es T. El
resultado fundamental que mostramos es la convergencia uniforme del interpo-
lante a la funcio´n original sobre compactos que no contienen los extremos de los
arcos.
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(ii) Como consecuencia de los resultados anteriores estudiaremos que´ ocurre en las
zonas en que los arcos se unen, obteniendo una especie de feno´meno de Gibbs
pero con una marcada peculiaridad con respecto a los casos conocidos. Una intro-
duccio´n ra´pida al feno´meno de Gibbs en el a´mbito de las series de Fourier puede
encontrarse en [55], una descripcio´n ma´s completa puede verse en [70] y [65].
Para algunos to´picos relativos a este feno´meno en el caso de la interpolacio´n de
Lagrange en el intervalo acotado con nodos de Chebyshev puede consultarse [88].
Algunas referencias de intere´s relativas al feno´meno de Gibbs en la interpolacio´n
de Lagrange trigonome´trica son [46], [47] y [48]. En el campo de la interpolacio´n de
Hermite-Feje´r cabe destacar que se menciona este feno´meno en la introduccio´n de
[67], as´ı como un par de trabajos de intere´s ligados al estudio del comportamiento
local de los interpolantes ([16] y [17]).
5.3.1. El proceso Hermite-Feje´r y las funciones continuas a trozos
En lo sucesivo, A = (a1, a2) ⊂ T representara´ un arco de T con extremos a1 y a2, χA(z)
representara´ a la funcio´n caracter´ıstica de A, esto es, χA(z) = 1 si z es un punto del
arco y χA(z) = 0 si z no es un punto del arco. Sobre T consideraremos, para cada
n, el sistema nodal que forman las n ra´ıces {αj}n−1j=0 de un nu´mero complejo λ ∈ T y
para una funcio´n arbitraria F (z) definida sobre T se define HF−n,n−1(F (z), z) como el
polinomio de Laurent de grados a lo ma´s n para potencias negativas de z y a lo ma´s
n− 1 para potencias positivas que cumple las siguientes condiciones de interpolacio´n:
HF−n,n−1(F (z), αj) = F (αj) y HF (1)−n,n−1(F (z), αj) = 0.
y que tiene la siguiente representacio´n:
HF−n,n−1(F (z), z) =
n−1∑
j=0
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 , (5.3.1)
que puede obtenerse teniendo en cuenta que HF−n,n−1(F (z), z) =
∑n−1
j=0 F (αj)Aj(z),
donde los Aj(z) esta´n dados por (1.2.22).
Proposicio´n 5.3.1. Sea F (z) una funcio´n definida y continua en T, sea A = (a1, a2)
un arco contenido en T.
Si K es un subconjunto compacto de T tal que a1, a2 /∈ K, entonces HF−n,n−1(FχA(z), z)
converge uniformemente a FχA en K.
Demostracio´n. (i) Supongamos que K ⊂ A entonces para cualquier z ∈ T, de acuerdo
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con la representacio´n dada en (5.3.1), podemos escribir:
HF−n,n−1(FχA(z), z) =
n−1∑
j=0
F (αj)χA(αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
n−1∑
j=0
αj∈A
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
n−1∑
j=0
αj∈T
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 −
n−1∑
j=0
αj∈T/A
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
HF−n,n−1(F (z), z)−
n−1∑
j=0
αj∈T/A
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 . (5.3.2)
Teniendo en cuenta que HF−n,n−1(F (z), z) converge uniformemente a F (z) sobre T, la
ecuacio´n (5.3.2) permite asegurar que nuestra tesis se cumplira´ si
n−1∑
j=0
αj∈T/A
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2
converge uniformemente a 0 sobre K. Para obtener este resultado, tenemos en cuenta
que para z ∈ K
∣∣∣∣∣∣∣∣
n−1∑
j=0
αj∈T/A
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2
∣∣∣∣∣∣∣∣ ≤
|zn − λ|2
n2
n−1∑
j=0
αj∈T/A
|F (αj)|
|z − αj |2
≤
4
n2
‖F‖∞
n−1∑
j=0
αj∈T/A
1
|z − αj |2
.
Si llamamos d a la distancia entre K y el conjunto cerrado (T/A) ∪ {a1, a2} entonces
4
n2
‖F‖∞
n−1∑
j=0
αj∈T/A
1
|z − αj |2
≤ 4
n
‖F‖∞
d2
.
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(ii) Supongamos ahora que K ⊂ T/A entonces para cualquier z ∈ K tenemos
|HF−n,n−1(FχA(z), z)| =∣∣∣∣∣∣
n−1∑
j=0
F (αj)χA(αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
n−1∑
j=0
αj∈A
F (αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2
∣∣∣∣∣∣∣∣ ≤
|zn − λ|2
n2
n−1∑
j=0
αj∈A
|F (αj)|
|z − αj |2
≤ 4
n2
‖F‖∞
n−1∑
j=0
αj∈A
1
|z − αj |2
.
Si d es la distancia entre K y el conjunto cerrado A ∪ {a1, a2} entonces
|HF−n,n−1(FχA(z), z)| ≤ 4
n2
‖F‖∞
n
d2
≤ 4
n
‖F‖∞
d2
,
lo que concluye nuestra demostracio´n.
Corolario 5.3.2. Sea {Ai = (ai, ai+1)}pi=1 un conjunto de arcos en T disjuntos tales
que
p⋃
i=1
Ai = T y sea {Fi}pi=1 un conjunto de funciones continuas en T. Si K es un
subconjunto compacto de T tal que ai /∈ K,∀i = 1, · · · , p y F =
n∑
1=1
FiχAi entonces
HF−n,n−1(F (z), z) converge uniformemente a F en K.
Demostracio´n. Por la proposicio´n anterior tenemos que HF−n,n−1(FiχAi(z), z) conver-
ge uniformemente a FiχAi en K,∀i = 1, · · · , p y por tanto la suma se comporta del
mismo modo.
Debemos estudiar ahora que´ ocurre en las cercan´ıas de los puntos que son el origen y
el final de los arcos; a esto dedicaremos la siguiente subseccio´n.
5.3.2. El feno´meno de Gibbs en la interpolacio´n Hermite-Feje´r en T
Comenzaremos esta subseccio´n estudiando el comportamiento del interpolante de Her-
mite-Feje´r para una funcio´n sencilla de las de tipo salto. Este estudio lo extenderemos
posteriormente a funciones arbitrarias que so´lo presenten discontinuidades en un nu´me-
ro finito de puntos y que e´stas adema´s sean discontinuidades de salto. Realmente las
demostraciones mantienen un mismo esquema y la primera facilitara´ la comprensio´n
de la correspondiente al caso ma´s general. Manteniendo la misma notacio´n que en el
caso anterior A = (a1, a2) ⊂ T representara´ un arco de T, con extremos a1 y a2 y
longitud lA, que consideraremos se recorre en sentido antihorario comenzando en a1
y finalizando en a2 y por χA(z) representaremos la funcio´n caracter´ıstica de ese arco.
Cuando n es suficientemente grande nuestro arco tendra´, sin duda, nodos del sistema
nodal {α0, · · · , αn−1} que renombraremos de acuerdo con los siguientes criterios:
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(i) α0 es el nodo que estando en A, esta´ ma´s pro´ximo a a2.
(ii) Los n nodos se numeran en sentido horario a partir de α0, as´ı los u´ltimos nodos
no pertenecera´n a A y quedara´n a partir de a2 en sentido antihorario.
Para estudiar el comportamiento de los interpolantes cerca de a1 y de a2 consideraremos
en la circunferencia los siguientes conjuntos:
a2
In
Jn
J 'n
I 'n
a1
1.0 0.5 0.5 1.0
1.0
0.5
0.5
1.0
Figura 5.1: Regiones determinadas
(i) In = I1,n ∪ I2,n donde:
a) I1,n es el conjunto de los elementos del arco A que pertenecen a los
√
n
primeros arcos contados en sentido horario a partir de α0 (por simplicidad
en la notacio´n mantendremos
√
n y si este valor no es natural consideraremos
que nos referimos a E[
√
n ]).
b) I2,n es el conjunto de puntos de T que caen en la primera mitad del arco que
comienza en α0 se recorre en sentido antihorario y termina en αn−1.
(ii) Definimos Jn como el conjunto de elementos de A que esta´n en los lA
n
2pi − 2
√
n
arcos (o si e´ste no fuera natural su parte entera) que determinados por el sistema
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nodal caen en el arco A a partir de In. Es de destacar que cualquier punto de este
conjunto tiene, al menos,
√
n arcos antes de alcanzar a T/A.
(iii) A partir de a2 pero ahora en sentido antihorario quedan establecidos unos conjun-
tos ana´logos a In y Jn que denotaremos I
′
n y J
′
n, y que se relacionan lo´gicamente
con el arco T/A.
InI 'n
JnJ 'n
0 1 2n 1-αn 2n 3
0.6 0.4 0.2 0.0 0.2 0.4 0.6
α −α−−
− − −
α α α
Figura 5.2: Detalle de regiones
Nuestra idea es estudiar el interpolante HF−n,n−1(χA(z), z) en los conjuntos In y Jn.
En lo que sigue obtendremos simplificaciones significativas en nuestros ca´lculos y ex-
presiones si para describir a z utilizamos la distancia angular entre z y α0 medida como
d
2pi
n
. Es fa´cil ver que entonces z = α0e
−d 2piı
n , as´ı en nuestro caso:
(i) In =
{
z = α0e
− ı2pid
n /d ∈ [−12 ,
√
n ]
}
.
(ii) Si z ∈ Jn =
{
z = α0e
ı2pid
n /d ∈ (√n, lA n2pi −
√
n ]
}
se verifica que d sera´ mayor que√
n, al igual que la distancia angular respecto a a1 medida de la misma forma.
Las relaciones entre ambas variables pueden verse en el siguiente gra´fico.
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d 2 Π
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Figura 5.3: Descripcio´n de z utilizando d
Lema 5.3.3. Sean z ∈ T, λ un complejo tal que |λ| = 1 y αj ∈ T una ra´ız n-e´sima de
λ. Se verifica que
(i)
(zn − λ)2
n2λzn
= − 1
n2
|zn − λ|2,
(ii)
(z − αj)2
αjz
= −|z − αj |2,
(iii)
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
1
n2
|zn − λ|2
|z − αj |2 ,
(iv)
|zn − λ|2
n2
n−1∑
j=0
1
|z − αj |2
= 1.
Demostracio´n. (i)
(zn − λ)2
n2λzn
=
1
n2
(zn − λ)z
n − λ
znλ
=
1
n2
(zn − λ)
(
1
λ
− 1
zn
)
= − 1
n2
|zn − λ|2.
(ii)
(z − αj)2
αjz
= (z − αj)z − αj
αjz
= (z − αj)
(
1
αj
− 1
z
)
= −|z − αj |2.
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(iii) Es inmediato a partir de (i) y (ii).
(iv) Sabemos que 1 = HF−n,n−1(1, z) =
n−1∑
j=0
(zn − λ)2
n2λzn
αjz
(z − αj)2 por lo que basta apli-
car (iii) para obtener el resultado.
Seguidamente, estudiamos la posicio´n del interpolante con respecto a la funcio´n inter-
polada χA(z).
Proposicio´n 5.3.4. En nuestras condiciones se verifica que
0 < HF−n,n−1(χA(z), z) < 1, ∀z ∈ T, z 6= αj .
Demostracio´n. Si z ∈ A,
χA(z)−HF−n,n−1(χA(z), z) = 1−
n−1∑
j=0
αj∈A
χA(αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
1− |z
n − λ|2
n2
n−1∑
j=0
αj∈A
1
|z − αj |2
=
|zn − λ|2
n2
n−1∑
j=0
αj∈T/A
1
|z − αj |2
> 0. (5.3.3)
Teniendo en cuenta adema´s el apartado (iii) del lema anterior, obtenemos que
0 < HF−n,n−1(χA(z), z) < 1
Si z ∈ T/A,
HF−n,n−1(χA(z), z)− χA(z) =
n−1∑
j=0
αj∈A
χA(αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
|zn − λ|2
n2
n−1∑
j=0
αj∈A
1
|z − αj |2
> 0.
Si razonamos como en el caso anterior obtenemos tambie´n que
0 < HF−n,n−1(χA(z), z) < 1.
El resultado anterior nos da una aproximacio´n meramente cualitativa del comporta-
miento del interpolador en los arcos pro´ximos a a2, pero s´ı queda establecido que para
la funcio´n de salto el polinomio de Hermite-Feje´r a la derecha de a2 va siempre por
debajo de la funcio´n y por encima de 0 y a la izquierda de a2 por encima de la funcio´n
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sin alcanzar nunca el 1; un comportamiento radicalmente diferente a los feno´menos de
Gibbs descritos en la literatura en los que el interpolante sobrepasa por arriba a 1 y
por debajo a 0.
Nuestro objetivo es conseguir una descripcio´n cuantitativa del feno´meno.
Para ello tendremos en cuenta que:
(i) Para describir y aproximar las cantidades
1
|z − αj |2 utilizaremos
1
(
_
z − αj )2
, don-
de (
_
z − αj ) es la distancia sobre el menor arco de circunferencia que une z y
αj .
(ii) Teniendo en cuenta que
2
pi
(
_
z − αj ) ≤ |z − αj | ≤ ( _z − αj )
podremos utilizar las siguientes acotaciones:
a) De forma general:
1
(
_
z − αj )2
≤ 1|z − αj |2 ≤
pi2
4
1
(
_
z − αj )2
. (5.3.4)
b) Cuando z y αj esta´n pro´ximos la anterior acotacio´n se puede mejorar. Para
 > 0, si n es suficientemente grande y z y αj distan menos de 2
√
n arcos de
longitud 2pin podemos asegurar que:
1
(
_
z − αj )2
≤ 1|z − αj |2 ≤ (1 + )
1
(
_
z − αj )2
(5.3.5)
ya que el arco siempre ser´ıa menor o igual que 4pi√
n
, cantidad que tiende a 0
y para e´stos la segunda desigualdad de (5.3.5 ) tambie´n es valida.
Los aproximantes que obtendremos esta´n muy ligados con la funcio´n PolyGamma(1, 1+
d) que puede definirse como la derivada segunda del logaritmo neperiano de la funcio´n
Γ y que tiene la siguiente representacio´n:
PolyGamma(1, 1 + d) =
∞∑
`=1
1
(d+ `)2
.
En general, la derivada de orden k + 1 de la funcio´n logaritmo neperiano de la funcio´n
Γ se llama funcio´n PoliGamma y se define como ψk(z) =
dk+1
dzk+1
ln Γ(z), k ∈ N0. Las
funciones PoliGamma tienen la representacio´n:
PolyGamma(k, z) = ψk(z) = (−1)k+1k!
∞∑
m=0
1
(z +m)k+1
, z /∈ Z−0 , k ∈ N.
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Ve´ase [28] y [64].
Proposicio´n 5.3.5. En nuestras condiciones y cuando n es suficientemente grande se
verifican:
(i) HF−n,n−1(χA(z), z) converge uniformemente a χA(z) en Jn ∪ J ′n, esto es cuando
nos alejamos al menos
√
n arcos de a2 y de a1.
(ii) Para z ∈ In, z = α0e− ı2pidn con d ∈ [−12 ,
√
n] el interpolante se comporta como:
1 +
1
4pi2
(zn − λ)2
znλ
(PolyGamma(1, 1 + d))
Adema´s los errores se pueden aproximar por:
a) 1 + 1
4pi2
(zn−λ)2
znλ (PolyGamma(1, 1 + d)) a la izquierda de a2, estando el inter-
polante por encima de 0.
b) − 1
4pi2
(zn−λ)2
znλ (PolyGamma(1, 1 + d)) a la derecha de a2, estando el interpo-
lante por debajo de 1.
Demostracio´n. (i) Si z es un punto arbitrario de Jn, se tiene que
1−HF−n,n−1(χA(z), z) = (z
n − λ)2
n2λzn
n−1∑
j=0
αj∈T/A
αjz
(z − αj)2 =
|zn − λ|2
n2
n−1∑
j=0
αj∈T/A
1
|z − αj |2
,
donde hemos utilizado el Lema 5.3.3 para la u´ltima igualdad. En este caso z dista por
lo menos
√
n arcos del primer nodo de T/A que se encuentra girando en sentido horario,
del siguiente por lo menos
√
n+ 1 arcos y as´ı sucesivamente. Lo mismo ocurre con los
nodos que se encuentra girando en sentido antihorario y por tanto si utilizamos (5.3.4):
1−HF−n,n−1(χA(z), z) ≤ 4
n2
n−1∑
j=0
αj∈T/A
1
|z − αj |2 ≤
8
∞∑
`=0
1
n2
pi2
22
1
(`+
√
n)2
(
2pi
n
)2 = 12
∞∑
`=0
1
(`+
√
n)2
.
Dado que la u´ltima cantidad tiende a 0 cuando n tiende a ∞ podemos asegurar que
1 − HF−n,n−1(χA(z), z) converge uniformemente a 0 en Jn, o lo que es lo mismo
HF−n,n−1(χA(z), z) converge uniformemente a χA(z) en Jn.
Es claro que podemos realizar el mismo ana´lisis en el intervalo J ′n y con el mismo
razonamiento. Asi, utilizando que para un punto arbitrario de J ′n
HF−n,n−1(χA(z), z) = (z
n − λ)2
n2λzn
n−1∑
j=0
αj∈A
αjz
(z − αj)2 ,
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obtenemos que HF−n,n−1(χA(z), z) converge uniformemente a χA(z) = 0 en J ′n.
(ii) Sea ahora z un punto arbitrario de In :
1−HF−n,n−1(χA(z), z) = 1
n2
(zn − λ)2
znλ
n−1∑
j=0
αj∈T/A
αjz
(z − αj)2 =
(zn − λ)2
znλ

`<
√
n∑
`=0
αn−1−`∈T/A
1
n2
αn−1−`z
(z − αn−1−`)2︸ ︷︷ ︸
∗
+
n−1∑
`≥√n
αn−1−`∈T/A
1
n2
αn−1−`z
(z − αn−1−`)2
︸ ︷︷ ︸
∗∗

.
Es fa´cil obtener que ∗∗ es una cantidad que converge a 0 cuando n tiende a infinito ya
que utilizando los mismos razonamientos que hemos realizado para puntos de Jn:∣∣∣∣∣∣∣∣∣
n−1∑
`≥√n
αn−1−`∈T/A
1
n2
αn−1−`z
(z − αn−1−`)2
∣∣∣∣∣∣∣∣∣ ≤ 2
∞∑
`≥√n
1
n2
pi2
22
1
(d+ `)2 (2pi)
2
n2
=
1
8
∞∑
`≥√n
1
(d+ `)2
.
Para estudiar ∗ basta tener en cuenta (5.3.5) para el caso en que z y αj distan menos
de 2
√
n arcos obteniendo:
−
`<
√
n∑
`=0
αn−1−`∈T/A
1
n2
1
(
_
z − αn−1−` )2
≥
`<
√
n∑
`=0
αn−1−`∈T/A
1
n2
αn−1−`z
(z − αn−1−`)2 ≥
≥ −(1 + 1)
`<
√
n∑
`=0
αn−1−`∈T/A
1
n2
1
(
_
z − αn−1−` )2
.
As´ı :
−
`<
√
n+1∑
`=1
1
4pi2
1
(d+ `)2
≥
√
n∑
j=0
αj∈T/A
1
n2
αn−1−`z
(z − αn−1−`)2 ≥ −(1 + 1)
`<
√
n+1∑
`=1
1
4pi2
1
(d+ `)2
,
y teniendo en cuenta que
`<
√
n+1∑`
=1
1
(d+`)2
converge a PolyGamma(1, 1 + d) de forma
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uniforme en d ∈ [−12 ,+∞) concluimos:
− 1
4pi2
(PolyGamma(1, 1 + d)− 2) ≥
√
n∑
j=0
αj∈T/A
1
n2
αn−1−`z
(z − αn−1−`)2 ≥
− 1
4pi2
(1 + 1)(PolyGamma(1, 1 + d)− 2). (5.3.6)
Por tanto 1−HF−n,n−1(χA(z), z) en In puede ser aproximado por
− 1
4pi2
(zn − λ)2
znλ
(PolyGamma(1, 1 + d))
o equivalentemente HF−n,n−1(χA(z), z) se comporta como
1 +
1
4pi2
(zn − λ)2
znλ
(PolyGamma(1, 1 + d)).
Para terminar con nuestro ana´lisis so´lo nos falta conocer que´ ocurre en los puntos
I ′n, esto es, los puntos que distan una distancia angular d de α0 con d ∈ [−
√
n,−12 ].
Procediendo al igual que con los puntos de In obtenemos 1 − HF−n,n−1(χA(z), z) se
parece tanto como deseemos a − (zn−λ)2znλ (PolyGamma(1, 1 + d)) y en definitiva resulta
ahora que HF−n,n−1(χA(z), z) se parece tanto como deseemos a
1 +
1
4pi2
(zn − λ)2
znλ
(PolyGamma(1, 1 + d)).
Afirmaciones ana´logas pueden realizarse en las cercan´ıas de a1.
La siguiente gra´fica representa HF−n,n−1(χA(z), z) donde χA(z) es la funcio´n carac-
ter´ıstica del arco de circunferencia A que comienza en 1 y acaba en ı, para λ = 1 y
n = 256 (z = eıx).
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Figura 5.4: HF−n,n−1(χA(z), z) con n = 256 (z = eıx)
Obse´rvese que
(i) Segu´n se prueba en la proposicio´n en las zonas centrales de los arcos A y T/A el
interpolante y la funcio´n se parecen.
(ii) En las cercan´ıas del salto, en un nu´mero de arcos relativamente pequen˜o parece
haber una oscilacio´n que cualitativamente es como las descritas, aunque en este
caso (n es pequen˜o) la perturbacio´n tiene todav´ıa importancia en zonas alejadas
del punto de discontinuidad.
Las siguiente gra´fica representan HF−n,n−1(χA(z), z) donde χA(z) es la funcio´n carac-
ter´ıstica del arco de circunferencia A que comienza en 1 y acaba en ı, para λ = 1 y
n = 1024 (z = eıx).
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Figura 5.5: HF−n,n−1(χA(z), z) con n = 1024 (z = eıx)
Obse´rvese que
(i) Segu´n se predice en nuestra proposicio´n en las zonas centrales de los arcos A y
T/A el interpolante y la funcio´n se parecen, pero ahora las zonas donde funcio´n
e interpolante se parecen son mucho mayores.
(ii) En las cercan´ıas del salto, en un nu´mero de arcos relativamente pequen˜o parece
haber una oscilacio´n que cualitativamente es como las descritas, aunque en este
caso se ha producido como una compresio´n en la perturbacio´n.
Nuestra proposio´n afirma sin embargo mucho ma´s. La siguiente gra´fica representa si-
multa´neamente las funciones 1+ 1
4pi2
(zn−λ)2
znλ (PolyGamma(1, 1+d)) yHF−n,n−1(χA(z), z)
donde χA(z) es la funcio´n caracter´ıstica del arco de circunferencia A que comienza en
1 y acaba en ı, para λ = 1 pero ahora utilizamos n = 1024 nodos (z = e−ı
2pid
n ), con d
entre 6 y −6.
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Figura 5.6: HF−n,n−1(χA(z), z) y su aproximacio´n con n = 1024 en los seis primeros
arcos
Obse´rvese que:
(i) Segu´n se predice en nuestra proposicio´n ambas funciones deben parecerse. En
nuestra representacio´n son indistinguibles.
(ii) La diferencia entre ambas funciones, que se ha representado en la Figura 5.7,
como se ve es pequen˜a.
(iii) Ahora s´ı tenemos una idea precisa de la oscilacio´n que se produce en las cercan´ıas
de a2. Las oscilaciones tienen el signo que se ha predicho y decrecen segu´n nos
alejamos de a2.
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Figura 5.7: Diferencia entre HF−n,n−1(χA(z), z) y su aproximacio´n con n = 1024 en
los seis primeros arcos
Observacio´n 5.3.6. Las gra´ficas anteriores sugieren que calculemos los ma´ximos de
la oscilacio´n que causa la discontinuidad. Obviamente hay un ma´ximo en cada arco y
estos dependen de n. Sin embargo y teniendo en cuenta que conocemos a que tiende
el error (esto es la oscilacio´n) cuando n tiende a infinito podemos conocer su limite
calculando los valores ma´ximos de
− 1
4pi2
(zn − λ)2
znλ
(PolyGamma(1, 1 + d)).
en cada uno de los arcos.
El factor − 1
4pi2
(zn−λ)2
znλ puede ser expresado en te´rminos de d como sigue si tenemos en
cuenta que z = α0e
−ı 2pid
n :
− 1
4pi2
(zn − λ)2
znλ
= − 1
4pi2
((α0e
−ı 2pid
n )n − λ)2
(α0e
−ı 2pid
n )nλ
= − 1
4pi2
(λe−ı2pid − λ)2
λ2e−ı2pid
=
− 1
4pi2
(e−ı2pid − 1)(1− λe−ı2pid) = 1
4pi2
(2− 2 cos(2pid)),
expresio´n que permite manejar aproximaciones y errores en te´rminos so´lo de d.
La siguiente tabla recoge los valores de d donde se alcanza el error ma´ximo y el valor
ma´ximo; el mecanismo de ca´lculo ha sido el siguiente programa de Mathematica. Se
define la funcio´n f [d] = 1/(4Pi2)((2 − 2Cos[2Pid])PolyGamma[1, 1 + d]) que no es
otra que el error, se encuentran las ra´ıces de su derivada en los 10 primeros arcos
mediante Table[d/.F indRoot[f ′[d], d, k + 0.5], k, 0, 9] y se evalu´a f en dichos puntos.
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Cuadro 5.1: Arco, punto donde se alcanza el ma´ximo error en el arco y valor del ma´ximo en el arco.
Arco d en el que el error es maximo error maximo
1 0.453659 0.0966875
2 1.47536 0.0499796
3 2.48333 0.0335638
4 3.48743, 0.0252404
5 4.48992 0.0202179
6 5.49159 0.0168599
7 6.49278 0.0144574
8 7.49368 0.0126537
9 8.49438 0.0112499
10 9.49494 0.0101263
5.3.3. El caso general
En esta subseccio´n mantendremos la misma notacio´n que en el caso anterior para
el arco de circunferencia A = (a1, a2) ⊂ T, para el sistema nodal {α0, · · · , αn−1} y
para las regiones de intere´s In, Jn, I
′
n y J
′
n. Supondremos adema´s que f(z) y g(z)
son dos funciones continuas sobre T y consideraremos la funcio´n continua a trozos
F (z) = f(z)χA + g(z)χT/A. El problema que queremos estudiar es el de determinar el
comportamiento de HF−n,n−1(F (z), z) en las regiones indicadas.
Proposicio´n 5.3.7. Para cualquier z ∈ T se verifica que:
(i)
HF−n,n−1(F (z), z) =
HF−n,n−1(f(z), z)−
n−1∑
j=0
αj∈T/A
(f(αj)− g(αj))(z
n − λ)2
n2λzn
αjz
(z − αj)2
(ii)
HF−n,n−1(F (z), z) =
HF−n,n−1(g(z), z)−
n−1∑
j=0
αj∈A
(g(αj)− f(αj))(z
n − λ)2
n2λzn
αjz
(z − αj)2
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Demostracio´n. Basta tener en cuenta que
HF−n,n−1(F (z), z) =
n−1∑
j=0
(F (αj))
(zn − λ)2
n2λzn
αjz
(z − αj)2 =
n−1∑
j=0
αj∈A
(f(αj))
(zn − λ)2
n2λzn
αjz
(z − αj)2 +
n−1∑
j=0
αj∈T/A
(g(αj))
(zn − λ)2
n2λzn
αjz
(z − αj)2
y simplificar adecuadamente.
Proposicio´n 5.3.8. En nuestras condiciones se verifica que:
(i) HF−n,n−1(F (z), z) converge uniformemente a f(z) en Jn.
(ii) HF−n,n−1(F (z), z) converge uniformemente a g(z) en J ′n.
Demostracio´n. Demostraremos so´lo el primer apartado. Como HF−n,n−1(f(z), z) con-
verge uniformemente a f(z) sobre T, si tenemos en cuenta la Proposicio´n 5.3.7, bas-
tara´ probar que
n−1∑
j=0
αj∈T/A
(f(αj)− g(αj)) |z
n − λ|2
n2
1
|z − αj |2
converge uniformemente a cero en Jn. Es claro que
∣∣∣∣∣∣∣∣
n−1∑
j=0
αj∈T/A
(f(αj)− g(αj)) |z
n − λ|2
n2
1
|z − αj |2
∣∣∣∣∣∣∣∣ ≤
4 ‖f − g‖∞
n2
n−1∑
j=0
αj∈T/A
1
|z − αj |2 .
Pero, al igual que razonamos en el caso de la funcio´n de salto, en este caso z dista del
primer nodo de T/A que encuentra girando en sentido horario por lo menos
√
n arcos,
del siguiente por lo menos
√
n+ 1 y as´ı sucesivamente. Lo mismo ocurre con los nodos
que se encuentra girando en sentido antihorario y por tanto si utilizamos (5.3.4):
4 ‖f − g‖∞
n2
n−1∑
j=0
αj∈T/A
1
|z − αj |2 ≤
4 ‖f − g‖∞
∞∑
`=0
1
n2
pi2
22
1
(`+
√
n)2
(
2pi
n
)2 = ‖f − g‖∞2
∞∑
`=0
1
(`+
√
n)2
y como la u´ltima cantidad tiende a 0 cuando n tiende a ∞ queda concluida la demos-
tracio´n.
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Proposicio´n 5.3.9. En nuestras condiciones y suponiendo que l´ım
z→a2
f(z) = l1 y que
l´ım
z→a2
g(z) = l2 se verifica que
(i) Si es z un elemento arbitrario de In, z = α0e
− ı2pid
n con d ∈ [−12 ,
√
n], entonces
f(z)−HF−n,n−1(F (z), z) se parece tanto como queramos a
− 1
4pi2
(l1 − l2)(z
n − λ)2
λzn
PolyGamma(1, 1 + d).
(ii) Si es z un elemento arbitrario de I ′n, z = αn−1e
ı2piD
n con D ∈ [−12 ,
√
n], entonces
g(z)−HF−n,n−1(F (z), z) se parece tanto como queramos a
− 1
4pi2
(l2 − l1)(z
n − λ)2
λzn
PolyGamma(1, 1 +D).
Demostracio´n. Utilizando la Proposicio´n 5.3.7 se tiene:
f(z)−HF−n,n−1(F (z), z) =
f(z)−HF−n,n−1(f(z), z) +
n−1∑
j=0
αj∈T/A
(f(αj)− g(αj))(z
n − λ)2
n2λzn
αjz
(z − αj)2︸ ︷︷ ︸
∗
.
Y al igual que en la proposicio´n anterior f(z)−HF−n,n−1(f(z), z) es tan pequen˜o como
deseemos y nuestra afirmacio´n depende del comportamiento de ∗. Dado que f(z)−g(z)
es continua sobre T podemos escribir f(z)− g(z) = l1 − l2 + δ(z) donde δ(z):
(i) es una funcio´n tan pequen˜a como deseemos en las cercan´ıas de a2. Por lo tanto
|δ(z)| < ε en I ′n para n suficientemente grande.
(ii) esta siempre acotada.
Como consecuencia podemos escribir que
∗ =
n−1∑
j=0
αj∈T/A
(l1 − l2 + δ(αj))(z
n − λ)2
n2λzn
αjz
(z − αj)2 =
n−1∑
j=0
αj∈T/A
(l1 − l2)(z
n − λ)2
n2λzn
αjz
(z − αj)2 +
n−1∑
j=0
αj∈T/A
δ(αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2
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y se cumple que ∣∣∣∣∣∣∣∣
n−1∑
j=0
αj∈T/A
δ(αj)
(zn − λ)2
n2λzn
αjz
(z − αj)2
∣∣∣∣∣∣∣∣ ≤
ε
n−1∑
j=0
αj∈I′n
(zn − λ)2
n2λzn
αjz
(z − αj)2 + ‖δ‖∞
n−1∑
j=0
αj∈(T/A)/I′n
(zn − λ)2
n2λzn
αjz
(z − αj)2
cantidades ambas que tienden a 0 cuando n tiende a ∞.
En definitiva ∗ se parece tanto como queramos a
− 1
4pi2
(l1 − l2)(z
n − λ)2
λzn
PolyGamma(1, 1 + d).
La demostracio´n puede ahora repetirse para los valores z que pertenezcan a I ′n y J ′n.
Observacio´n 5.3.10. Las proposiciones anteriores esta´n formuladas de una forma
parecida aunque no igual que las correspondientes al caso de la funcio´n de salto. En
esta formulacio´n es clara la simetr´ıa del feno´meno en los nodos a la izquierda de a2 y
en los nodos a la derecha de a2. Los comentarios realizados sobre las oscilaciones, la
direccio´n en que se producen las mismas, su amplitud y su compresio´n sobre a2 siguen
siendo va´lidos; en particular la tabla sigue teniendo plena validez. Por supuesto las
proposiciones pueden reescribirse de una forma ana´loga para una funcio´n de la forma
F (z) = f1(z)χA1 + · · · + · · · + fr(z)χAr y tambie´n para una funcio´n que sea continua
en T salvo en r puntos donde presenta discontinuidades de salto finito.

Bibliograf´ıa
[1] S. Bahadur, (0; 0, 1) Interpolation on the unit cicle, Int. Journal of Math. Analy-
sis, vol. 5 (29) (2011), 1429-1434.
[2] Z. Battles, Ll. Trefethen, An extension of Matlab to continuous functions
and operators, SIAM J. Sci. Comput. 25 (2004), 1743-1770.
[3] E. Berriochoa, A. Cachafeiro, Algorithms for solving Hermite interpolation
problems using the fast Fourier transform, J. Comput. Appl. Math 235 (2010),
882-894.
[4] E. Berriochoa, A. Cachafeiro, J. D´ıaz, Hermite Interpolation on the Unit
Circle Considering up to the Second Derivative, ISRN Mathematical Analysis, vol.
2014 (2014) Article ID 808519, 10 pages, doi:10.1155/2014/808519.
[5] E. Berriochoa, A. Cachafeiro, J. D´ıaz, J. R. Illa´n, Explicit formulas for
Hermite type interpolation on the circle and applications. Sometido a publicacio´n.
[6] E. Berriochoa, A. Cachafeiro, J. D´ıaz, J. R. Illa´n, Algorithms and conver-
gence for Hermite interpolation based on extended Chebyshev nodal systems, Appl.
Math. Comput. 234 (2014), 223-236.
[7] E. Berriochoa, A. Cachafeiro, J. D´ıaz, E. Mart´ınez, Rate of convergence
of Hermite-Feje´r interpolation on the unit circle, J. Appl. Math. 2013 (2013),
Article ID 407128.
[8] E. Berriochoa, A. Cachafeiro, J. D´ıaz, E. Mart´ınez, Asymptotic constants
for the error of Hermite-Feje´r interpolation on the unit circle, Electronic Notes in
Discrete Mathematics 43 (2013), 397-400.
[9] E. Berriochoa, A. Cachafeiro, J. M. Garc´ıa-Amor, An extension of Feje´r’s
condition for Hermite interpolation, Complex Anal. Oper. Theory 6 (3) (2012),
651-664.
[10] E. Berriochoa, A. Cachafeiro, E. Mart´ınez, Some improvements to the
Hermite-Feje´r interpolation on the circle and bounded interval, Comput. Math.
Appl. 61 (4) (2011), 1228-1240.
235
236 BIBLIOGRAF´IA
[11] E. Berriochoa, A. Cachafeiro, E. Mart´ınez, About measures and nodal sys-
tems for which the Hermite interpolants uniformly converge to continuous funtions
on the circle and interval, Appl. Math. Comput. 218 (9) (2012), 4813-4824.
[12] J-P. Berrut, Baryzentrische Formeln zur trigonometrischen Interpolation (I) Z.
Angew. Math. Phys. 35 (1984), 91-105.
[13] J-P. Berrut, Ll. N. Trefethen, Barycentric Lagrange interpolation, SIAM
Rev. 46 (3) (2004), 501-517.
[14] J-P. Berrut, A. Welscher, Fourier and barycentric formulae for equidistant
Hermite trigonometric interpolation, Appl. Comput. Harmon. Anal. 23 (2007),
307-320.
[15] R. Bojan´ıc, J. Prasad, R. B. Saxena, An upper bound for the rate of conver-
gence of the Hermite-Feje´r process on the extended Chebyshev nodes of the second
kind, J. Approx. Theory 26 (1979), 195-203.
[16] R. Bojan´ıc, F. H. Cheˆng, Estimates for the rate of approximation of functions of
bounded variation by Hermite-Feje´r polynomials, Second Edmonton conference on
approximation theory (Edmonton, Alta., 1982), 5-17, CMS Conf. Proc., 3, Amer.
Math. Soc., Providence, RI, 1983.
[17] R. Bojan´ıc, F. H. Cheˆng, Rate of convergence of Hermite-Feje´r polynomials for
functions with derivatives of bounded variation, Acta Math. Hung. 59 (1-2) (1992),
91-102.
[18] M. J. Cantero, L. Moral, L. Vela´zquez, Measures and para-orthogonal poly-
nomials on the unit circle, East J. Approx. 8 (4) (2002), 287-290.
[19] A. S. Cavaretta, A. Sharma and R. S. Varga, Interpolation in the roots of
unity: An extension of a theorem of Walsh, Resultate Math. 3 (1981), 155-191.
[20] W. Chen, A. Sharma, Lacunary interpolation on some non-uniformly distributed
nodes on the unit circle, Annales Univ. Sci. Budapest., Sect. Comp., 16 (2004),
69-82.
[21] W. Cheney, Introduction to Approximation Theory, Ed. 2, AMS-Chelsea, New
York, 1982.
[22] T. S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach,
New York, 1978.
[23] C. W. Clenshaw, A note on the summation of Chebyshev series, Math. Tables
Aids Comput. 9 (1955), 118-120.
BIBLIOGRAF´IA 237
[24] J. W. Cooley, J. W. Tukey, An algorithm for the machine calculation of com-
plex Fourier series, Math. Comput. 19 (90) (1965), 297-301.
[25] R. M. Corless, N. Fillion, A Graduate Introduction to Numerical Methods,
Springer, 2013.
[26] G. Criscuolo, B. Della Vecchia, G. Mastroianni, Approximation by exten-
ded Hermite-Fe´jer and Hermite Interpolation, Colloquia Mathematica Societatis
J. Bolyai 58, North Holland, 1990.
[27] R. Cruz-Barroso, L. Daruis, P. Gonza´lez-Vera, O. Nj˚astad, Quadratu-
re rules for periodic integrands. Bi-orthogonality and para-orthogonality, Annales
Mathematicae et Informaticae 32 (2005), 5-44.
[28] A. Cuyt, V. Petersen, B. Verdonk, H. Waadeland, W. B. Jones,
C. Bonan-Hamada, Handbook of Continued Fractions for Special Functions,
Springer Science+Business Media B.V., 2008.
[29] S. B. Damelin, H. S. Jung, K. H. Kwon, Convergence of Hermite and Hermite-
Feje´r interpolation of higher order for Freud weights, J. Approx. Theory 113
(2001), no 1, 21-58.
[30] L. Daruis, Sobre polinomios de Szego¨ y fo´rmulas de cuadratura en la circunferen-
cia unidad, Tesis doctoral, Universidad de La Laguna, 2001.
[31] L. Daruis, P. Gonza´lez-Vera, A note on Hermite-Feje´r interpolation for the
unit circle, Appl. Math. Letters 14 (2001), 997-1003.
[32] P. J. Davis, Interpolation and Approximation, Dover Publications, New York,
1975.
[33] B. Della Vecchia, G. Mastroianni, P. Ve´rtesi, Simultaneous approximation
by Hermite interpolation of higher order, Proceedings of the Fifth International
Congress on Computational and Applied Mathematics (Leuven, 1992), J. Comput.
Appl. Math. 50 (1994), no. 1-3, 233-240.
[34] D. F. Elliott, K. R. Rao, Fast transforms: Algorithms, analyses, applications,
Academic Press, New York, 1982.
[35] P. Erdo¨s,P. Ve´rtesi, On the almost everywhere divergence of Lagrange inter-
polation, in: Approximation and Function Spaces (Gdan´sk, 1979), North-Holland,
Amsterdam, (1981), 270-278.
[36] P. Erdo¨s,P. Ve´rtesi, On the almost everywhere divergence of Lagrange interpo-
latory polynomials for arbitrary system of nodes, Acta Math. Acad. Sci. Hungar.
36 (1980), 71-89; correction of some misprints: Acta Math. Acad. Sci. Hungar. 38
(1981), 263.
238 BIBLIOGRAF´IA
[37] G. Faber, U¨ber die Interpolatorische Darstellung stetiger Funktionen , Jber. Deu-
tsch. Math. Verein 23 (1914), 192-210.
[38] L. Feje´r, U¨ber Interpolation, Go¨tt. Nachr (1916), 66-91.
[39] L. Feje´r, Die Abscha¨tzung eines polynoms in einem Intervalle, wwenn Schran-
ken fur seine Werte und ersten Ableitungswerte in einzelnen Punkten des Inter-
valles gegeben sind, und ihre Anwendung auf die Konvergenzfrage hermitescher
Interpolations-reihen, Mathematische Zeitschrift 32 (1930), 426-457.
[40] http://www.fftw.org/.
[41] C. F. Gauss, Nachlass: Theoria interpolationis methodo nova tractata, Werke,
Band 3, 265-327 (Ko¨nigliche Gesellschaft der Wissenschaften, Go¨ttingen, 1866).
[42] T. N. T. Goodman, K. G. Ivanov and A. Sharma, Hermite interpolation in
the roots of unity, J. Approx. Theory 84 (1996), 41-60.
[43] G. Gru¨nwald, On the divergence of Lagrange interpolatory polynomials, Mat.
Fiz. Lapok 42 (1935), 1-22 (en hu´ngaro).
[44] G. Gru¨nwald, U¨ber Divergenzerscheinungen der Lagrangeschen Interpolations-
polynome stetiger Funktionen, Annals of Mathematics 37 (2) (1936), 908-918.
[45] G. Gru¨nwald, On the theory of interpolation, Acta Math. 75 (1943), 219-245.
[46] G. Helmberg, The Gibbs phenomenon for Fourier interpolation, J. Approx.
Theory 78 (1994), no. 1, 41-63.
[47] G. Helmberg, A limit function for equidistant Fourier interpolation, J. Approx.
Theory 81 (1995), no. 3, 389-396.
[48] G. Helmberg, P. Wagner, Manipulating Gibbs’ phenomenon for Fourier inter-
polation, J. Approx. Theory 89 (1997), no. 3, 308-320.
[49] P. Henrici, Essentials of Numerical Analysis with Pocket calculator Demonstra-
tions, Wiley, New York, 1982.
[50] P. Henrici, Barycentric formulas for Interpolating Trigonometric Polynomials
and their Conjugates, Numer. Math. 33 (1979), 225-234.
[51] N. J. Higham, The numerical stability of barycentric Lagrange interpolation, IMA
J. Numer. Anal. 24 (2004), 547-556.
[52] W. B. Jones, O. Nj˚astad, W. J. Thron, Moment theory, orthogonal poly-
nomials, quadrature and continued fractions associated with the unit circle, Bull.
London Math. Soc. 21 (1989), 113-152.
BIBLIOGRAF´IA 239
[53] D. Kincaid, W. Cheney, Numerical Analysis: mathematics of Scientific Compu-
tation, Brooks/Cole Publishing Company, 1991.
[54] R. Kress, On general Hermite trigonometric interpolation, Numer. Math. 20
(1972), 125-138.
[55] F. Marcella´n, L. Casasu´s , A. Zarzo, Ecuaciones diferenciales. Problemas
lineales y aplicaciones, McGraw-Hill, Madrid, 1990.
[56] J. Marcinkiewicz, Interpolating polynomials for absolutely continuous functions,
Wiadom. Mat. 39 (1935), 85-125 (en polaco).
[57] J. Marcinkiewicz, Sur l’interpolation I, Studia Math. 6 (1936), 1-17.
[58] J. Marcinkiewicz, Quelques remarques sur l’interpolation, Acta Litterarum ac
Scientiarum Regiae Universitatis Hungaricae Francisco-Josephine, 8 (1937), 127-
130.
[59] J. Marcinkiewicz, Sur la divergence des polynoˆmes d’interpolation, Acta Lit-
terarum ac Scientiarum Regiae Universitatis Hungaricae Francisco-Josephine, 8
(1937), 131-135.
[60] E. J. Mart´ınez Brey, Problemas de interpolacio´n sobre la circunferencia unidad
y aplicaciones, Tesis Doctoral, Universidad de Vigo, 2012.
[61] J. C. Mason, D. C. Handscomb, Chebyshev Polynomials, Chapman &
Hall/CRC, Boca Raton, 2003.
[62] T. M. Mills, P. Ve´rtesi, An extension of the Gru¨nwald-Marcinkiewicz theorem
to the higher order Hermite-Feje´r interpolation, J. Austral Mathematical Bulletin
63 (2001), 299-320.
[63] G. V. Milovanovic´, D. S. Mitrinovic´, Th. M. Rassias, Topics in polyno-
mials: Extremal problems, inequalities, zeros, World Scientific, Singapore, 1994.
[64] K. B. Oldham, J. Myland, J. Spanier, An Atlas of functions: with Equator,
the atlas function calculator, Springer, New York, 2009.
[65] M. A. Pinsky, Introduccio´n al ana´lisis de Fourier y las ondoletas, Thomson,
Mexico D.F., 2003.
[66] F. Pinte´r, P. Ve´rtesi, A Gru¨nwald-Marcinkiewicz type theorem for Lagrange
interpolation by entire functions of exponential type, Acta Math. Hung. 51 (1988),
239-248.
[67] A. Poghosyan, Fourier formulae for equidistant hermite trigonometric interpo-
lation, Asian-European Journal of Mathematics 4 (1) (2011), 127-144.
240 BIBLIOGRAF´IA
[68] R. C. Rees, S. M. Shah, Cˇ. V. Stanojevic´, Theory and Applications of Fourier
Analysis, Marcel Dekker, New York, 1981.
[69] T. Rivlin, The Chebyshev Polynomials, Pure and Applied Mathematics, John
Wiley & Sons, New York, 1974.
[70] R. Rodr´ıguez del R´ıo, E. Zuazua, Series de Fourier y feno´meno de Gibbs,
2002-06-15 Cubo, Mat. Educ., 5 (2003), no. 2, pp. 185-224.
[71] B. Sadiq, D. Viswanath, Barycentric Hermite interpolation, SIAM J. Sci. Com-
put. 35 (3) (2013), 1254-1270.
[72] H. E. Salzer, New formulas for trigonometric interpolation, J. Math. Phys. 39
(1960), 83-96.
[73] R. B. Saxena, The Hermite-Feje´r process on the Tchebycheff matrix of second
kind, Stud. Sci. Math. Hungar. 9 (1974), 223-232 (1975).
[74] I. J. Schoenberg, On Hermite-Birkhoff interpolation, J. Math. Anal. Appl. 16
(1966), 538-593.
[75] C. Schneider, W. Werner, Hermite interpolation: the barycentric approach,
Computing 46 (1) (1991), 35-51.
[76] J. Stoer, R. Bulirsch, Introduction to Numerical Analysis, 2nd ed., Springer,
New York, 1996.
[77] Ying-guang Shi, On Hermite interpolation, J. Approx. Theory 105 (2000), no.
1, 49-86.
[78] Ying-guang Shi, Convergence of (0,1,2,3) interpolation on an arbitrary system
of nodes, J. Comput. Math. 19 (2001), no. 2, 151-156.
[79] J. Szabados, On Hermite-Feje´r interpolation for the Jacobi abscissa, Acta Math.
Sci. Hungar. 23 (1972), 449-464.
[80] J. Szabados, Optimal order of convergence of Hermite-Feje´r interpolation for
general systems of nodes, Acta Sci. Math. (Szeged) 57 (1-4) (1993), 463-470.
[81] J. Szabados, P. Ve´rtesi, Interpolation of Functions, World Scientific, Singapore,
1990.
[82] J. Szabados, P. Ve´rtesi, A survey on mean convergence of interpolatory pro-
cesses, J. Comput. Appl. Math. 43 (1992), 3-18.
[83] P. Sza´sz, A remark on Hermite-Feje´r interpolation, Osterreich. Akad. Wiss. Math.
Natur. Kl. S.B II 183 (1975), 453-562.
BIBLIOGRAF´IA 241
[84] P. Sza´sz, On quasi-Hermite-Feje´r interpolation, Acta Math. Acad. Sci. Hungar.,
10 (1959), pp. 413-439
[85] P. Sza´sz, The extended Hermite-Feje´r interpolation formula with application to
the theory of generalized almost-step parabolas, Publ. Math. Debrecen 11 (1964),
85-100.
[86] G. Szego˝, Orthogonal Polynomials, Amer. Math. Soc. Coll. Publ., vol. 23, 4a
edicio´n, Amer. Math. Soc., Providence, RI, 1975.
[87] L. N. Trefethen, Six myths of polynomial interpolation and quadrature, Math.
Today (Southend-on-Sea) 47 (4) (2011), 184-188.
[88] L. N. Trefethen, Approximation theory and approximation practice, Society for
Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2013.
[89] P. Tura´n, On Some Open Problems of Approximation Theory, J. Approx. Theory
29 (1980), 23-85.
[90] P. Ve´rtesi, Notes on the Hermite-Feje´r interpolation based on the Jacobi abscis-
sas, Acta Math. Sci. Hungar. 24 (1973), 233-239.
[91] P. Ve´rtesi, Hermite-Feje´r type interpolations. I, Acta Math. Sci. Hungar. 32
(3-4) (1978), 349-369.
[92] P. Ve´rtesi, Hermite-Feje´r type interpolations. II, Acta Math. Sci. Hungar. 33
(3-4) (1979), 333-343.
[93] P. Ve´rtesi, Hermite-Feje´r type interpolations. III, Acta Math. Sci. Hungar. 34
(1-2) (1979), 67-84.
[94] P. Ve´rtesi, Hermite-Feje´r type interpolations. IV (Convergence criteria for Ja-
cobi abscissas), Acta Math. Sci. Hungar. 39 (1-3) (1982), 83-93.
[95] P. Ve´rtesi, Recent results on Hermite-Feje´r interpolation of higher order( uni-
form metric), in: Approximation, Interpolation and Summability (Ramat Aviv,
1990), Israel Math. Conf. Proc. 4, Bar-Ilan Univ., Ramat Gan, (1991), 267-271.
[96] P. Ve´rtesi, Classical (unweighted) and weighted interpolation, in: A Panorama
of Hungarian Mathematics in the Twentieth Century I, Boliay Soc. Math. Stud.
14, Springer, Berlin, 2006, 71-117.
[97] J. L. Walsh, Interpolation and Approximation by rational functions in the com-
plex plane, Amer. Math. Soc. Coll. Publ. 20, Providence, Rhode Island, 1969, 5th
edition.
242 BIBLIOGRAF´IA
[98] M. Webb, L. N. Trefethen, P. Gonnet, Stability of barycentric interpolation
formulas for extrapolation, SIAM J, Sci. Comput. 34 (6) (2012), 3009-3015.
[99] A. Zigmund, Jo´zef Marcinkiewicz, in: J. Marcinkiewicz, Collected Papers, ed. A.
Zigmund, PWN, Warsaw, 1964.
