Let ν be a finite measure on R whose Laplace transform is analytic in a neighborhood of zero. An anyon Lévy process on (R d , dx) is a certain family of noncommuting operators ϕ, ω in the anyon Fock space over L 2 (R d × R, dx ⊗ ν). Here ϕ = ϕ(x) runs over a space of test functions on R d , while ω = ω(x) is interpreted as an operator-valued distribution on R d . Let L 2 (τ ) be the noncommutative L 2 -space generated by the algebra of polynomials in variables ϕ, ω , where τ is the expectation at the vacuum state. We construct noncommutative orthogonal polynomials in L 2 (τ ) of the form f (n) , P n (ω) , where f (n) is a test function on (R d ) n . Using these orthogonal polynomials, we derive a unitary isomorphism U between L 2 (τ ) and an extended anyon Fock space over dx) ) if and only if the measure ν is concentrated at one point, i.e., in the Gaussian/Poisson case. Using the unitary isomorphism U , we realize the operators ϕ, ω as a Jacobi (i.e., three-diagonal) field in F(L 2 (R d , dx) ). We derive a Meixner-type class of anyon Lévy processes for which the respective Jacobi field in F(L 2 (R d , dx)) has a relatively simple structure. Each anyon Lévy process of the Meixner type is characterized by two parameters: λ ∈ R and η ≥ 0. Furthermore, we get the representation ω(x) = ∂ † x + λ∂ † x ∂ x + η∂ † x ∂ x ∂ x + ∂ x . Here ∂ x and ∂ † x are annihilation and creation operators at point x.
Introduction
The classical Meixner class of orthogonal polynomials on the real line consists of five types of polynomials. This class includes Hermite polynomials (orthogonal with respect to Gaussian measure), Charlier polynomials (orthogonal with respect to Poisson measure), and Laguerre polynomials (orthogonal with respect to the gamma measure). The polynomials from the Meixner class are characterized as those orthogonal polynomials (P n (t)) ∞ n=0 which have a generating function of exponential type and their measure of orthogonality, ϑ, has infinite support. The Meixner polynomials are (essentially) characterized by only two parameters: λ ∈ R and η ≥ 0. Having fixed such λ and η, the corresponding system of orthogonal polynomials satisfies
where (with an abuse of notation) t denotes the operator of multiplication by the variable t in L 2 (R, ϑ), ∂ † is a creation (raising) operator: ∂ † P n (t) = P n+1 (t), and ∂ is an annihilation (lowering) operator: ∂P n (t) = nP n−1 (t), see [16, 24] .
The Meixner class is fundamental for infinite dimensional analysis, in particular, for the theory of Lévy processes, see e.g. [1, 21, 22, 27, 28] . Let
be where ϕ ∈ D(R d ). In formula (1.2), we assume that the measure ν on R is finite and satisfies the condition (4.1) below. Note that the measure s −2 ν(ds) on R \ {0} is called the Lévy measure of µ, while ν({0}) describes the Gaussian part of the Lévy process µ (for s = 0, the function under the sign of integral in (1.2) is equal to −(1/2)ϕ 2 (x)). Denote by C P the set of all continuous polynomials on D ′ (R d ), i.e., functions on D ′ (R d ) of the form
⊗i , i = 1, . . . , n, n ∈ N.
(1.
3) The C P is a dense subset of L 2 (D ′ (R d ), µ). Assuming that f (n) = 0 in (1.3), one calls the function in (1.3) a polynomial of order n. We denote by C P n the linear space of all continuous polynomials on D ′ (R d ) of order ≤ n. For each f (n) ∈ D(R d ) ⊗n , we denote by f (n) , P n (ω) the orthogonal projection of the monomial f (n) , ω ⊗n onto C P ⊥ n−1
-the orthogonal compliment of
. We denote by OC P the linear space of orthogonalized continuous polynomials, i.e., the space of finite sums of functions of the form f (n) , P n (ω) and constants. It should be noted that the function f (n) , P n (ω) does not necessarily belong to C P. In fact, as follows from a result of this paper, the equality C P = OC P holds if and only if µ is a Meixner-type Lévy process. The latter means that the measure µ is the infinite dimensional analog of a measure of orthogonality, ϑ, from the classical Meixner class (e.g. Gaussian, Poisson, Gamma). The corresponding orthogonal polynomials f (n) , P n (ω) also have a generating function of exponential type, whose form is quite similar to the one-dimensional case, see [21] . It should be noted that, for a Meixner-type Lévy process µ, the measure ν can be of two types: (i) ν is concentrated at one point (in which case µ is either Gaussian or Poisson); (ii) ν is a certain measure of orthogonality of a Meixner system of polynomials on the real line (µ is e.g. a gamma measure).
Furthermore, an analog of formula (1.1) holds in the infinite dimensional setting. More precisely, for a Lévy process µ and n ∈ N, one can explicitly calculate a measure m (n) on (R d ) n which satisfies
Here Sym n f (n) denotes the usual symmetrization of function f (n) . We define an extended symmetric Fock space over L 2 (R d , dx) as the Hilbert space
where
n , m (n) ) consisting of all symmetric functions from this space. The space F sym (L 2 (R d , dx)) contains the usual symmetric (boson) Fock space F sym (L 2 (R d , dx)) as a subspace. Note that the space F sym (L 2 (R d , dx)) depends on Lévy process µ (equivalently, it depends on measure ν). Then, the mapping
extends by continuity to a unitary operator U : (∂ x f (n) )(x 1 , . . . , x n−1 ) := nf (n) (x, x 1 , . . . , x n−1 ), (1.8) and ∂ † x is the creation operator at point x satisfying 9) see [21] for further details.
Meixner-type polynomials also naturally appear in the noncommutative setting of free probability, see [3, 4, 7, 9, 10, 23] . In particular, one realizes a free Lévy process as a family of (noncommuting) operators ϕ, ω ) ϕ∈D(R d ) in an extended full Fock space over L 2 (R d , dx). Each operator ϕ, ω has a representation (1.7) in which the operators ∂ x and ∂ † x satisfy (∂ x f (n) )(x 1 , . . . , x n−1 ) := [n] 0 f (n) (x, x 1 , . . . , x n−1 ), (1.10) In [11] , noncommutative Lévy processes have been constructed which correspond to anyon statistics, i.e., to q-commutation relations with q being a complex number of modulus 1, see also [17] [18] [19] . In particular, for q = 1 (Canonical Commutation Relations), these Lévy processes are just the classical Lévy processes on (R d , dx); for q = −1 (Canonical Anticommutation Relations), one gets fermion Lévy processes. One of the main aims of the present paper is to show that, in the anyon setting, one also naturally arrives at noncommutative Meixner-type polynomials which have a representation like in (1.7).
In fact, one could have thought that it were hopeless to expect a counterpart of formula (1.7) in the fermion setting. Indeed, if for x, y ∈ R d the operators ∂ x and ∂ y anticommute, i.e., ∂ x ∂ y = −∂ y ∂ x , then ∂ x ∂ x = 0, so that the term η∂ † x ∂ x ∂ x must be equal to zero. However, we do show that, even in the fermion setting, the integral
, the operators ∂ x and ∂ y indeed anticommute. However, this anticommutaion fails on the whole space F as (L 2 (R d , dx)). As a result, the extended antisymmetric Fock space leads to a proper renormalization (rather a nontrivial extension) of the operators ∂ x and ∂ † x . Let us now briefly describe the structure and the main results of the paper. In Section 2, we recall the construction of the anyon Fock space and the anyon commutation relations. In Section 3, we recall the noncommutative Hermite and Charlier polynomials for anyon statistics. We prove, for them, the equality C P = OC P, i.e., the set of noncommutative continuous polynomials coincides with the set of noncommutative orthogonalized continuous polynomials.
In Section 4, we recall the construction of a general Lévy process for anyon statistics as a family of noncommuting operators ϕ, ω ) ϕ∈D(R d ) in the anyon Fock space over
, where ν is a finite measure on R satisfying (4.1). We construct orthogonalized continuous polynomials f (n) , P n (ω) and find their explicit form in the anyon Fock space.
In Section 5, by analogy with (1.4), for each n ∈ N, we find a measure
Here τ (·) is the expectation at the vacuum state, and Sym n is a certain anyon symmetrization operator in
. Next, by analogy with (1.5), we define an
) which possess the corresponding Sym n -symmetry, i.e.,
) depends on the measure ν, defining the Lévy process. If the measure ν is concentrated at one point (Gaussian or Poisson cases), the space F any (L 2 (R d , dx)) coincides with the usual anyon Fock space, discussed in Section 2. Otherwise, i.e., if the measure ν has at least two points in its support, the space F any (L 2 (R d , dx)) contains the usual anyon Fock space as a proper subspace. By analogy with (1.6), we construct a unitary isomorphism U between L 2 (τ ), the noncommutative L 2 -space of the anyon Lévy process, and the extended anyon Fock space F any (L 2 (R d , dx)). Thus, the isomorphism U is nothing else but the decomposition of L 2 (τ ) in orthogonal polynomials. This is the first main result of this paper.
With an abuse of notation, we denote by ϕ, ω the image of the operator of left multiplication by the monomial ϕ, ω in L 2 (τ ) under the unitary U. In Section 6, we derive explicit formulas for the action of the operators ϕ, ω in F any (L 2 (R d , dx)). In particular, these operators form a Jacobi field in F any (L 2 (R d , dx)), i.e., they have a three-diagonal structure, compare with e.g. [5, 6, 13, 14, 20, 21] . This is the second main result of the paper.
We note, in Section 7, that in the anyon setting the equality C P = OC P can only hold in the Gaussian and Poisson cases. We introduce a certain condition on the Jacobi field ϕ, ω
which, in the classical case, is equivalent to the equality C P = OC P. We then explicitly find all Lévy processes, respectively measures ν, for which this condition is satisfied. It appears that this class of anyon Lévy processes consists exactly of those processes for which the measure ν is the same as the measure ν in the Fourier transform (1.2) of a classical Meixner-type Lévy process µ. In particular, either ν is concentrated at one point, or ν is a certain measure of orthogonality of a Meixner system of polynomials on the real line. Hence, we call such anyon Lévy processes Meixner-type. We see that, for these anyon Lévy processes, the Jacobi field ϕ, ω
) takes a much simpler form than in the general case. This is the third main result of the paper.
Finally, in Section 8, we prove the fourth main result: formula (1.7) for the Meixnertype operators ϕ, ω acting in F any (L 2 (R d , dx)). In this formula, the operators ∂ x and ∂ † x are defined as follows:
Among numerous open problems regarding the anyon Meixner-type Lévy processes, let us mention only two:
(i) In the classical and free cases, the generating functions of the Meixner-type orthogonal polynomials are explicitly known and play an important role in the studies of these polynomials. In the anyon case, the form of the generating function is not yet known, even in the Gaussian case. The main difficulty lies in the fact that both the classical and the free Meixner-type polynomials have corresponding systems of orthogonal polynomials on the real line. However, the anyon case is purely infinite dimensional and has no related one-dimensional theory.
(ii) As shown in [1] , in the classical case, the Meixner-type Lévy processes on (R d , dx) are related to renormalized squares of boson white noise. Is it possible to interpret anyon Meixner-type Lévy processes as those related to renormalized squares of anyon white noise?
Anyon Fock space
We start by briefly recalling the construction of the anyon Fock space and standard operators on them, [11] , see also [17] [18] [19] . Let X := R d , let B(X) be the Borel σ-algebra on R d , and let B 0 (X) denote the family of all sets from B(X) which have compact closure. Let m = m(dx) = dx denote the Lebesgue measure on (X, B(X)).
Since the measure m is non-atomic, m
We introduce a strict total order on X as follows, for any x = (x 1 , . . . , x d ), y = (y 1 , . . . , y d ) ∈ X, x = y, we set x < y if for some j ∈ {1, . . . , d}, we have x 1 = y 1 ,. . . , x j−1 = y j−1 and x j < y j . We fix a number q ∈ C with |q| = 1, and define a function Q : X (2) → C as follows:
Note that the function Q is Hermitian:
By analogy with X (2) , we define, for n ≥ 3,
and clearly 
Here S n denotes the group of all permutations of 1, . . . , n and
We can now define a Q-symmetric tensor product ⊛. More precisely, for any m, n ∈ N and any f (m) ∈ H ⊛m and g
). Note that this tensor product is associative. Note also that, for q = 1, ⊛ is the usual symmetric tensor product, while for q = −1, ⊛ is the usual antisymmetric tensor product.
We define an anyon Fock space by
Thus, F Q (H) is the Hilbert space which consists of all sequences
(The inner product in F Q (H) is induced by the norm in this space.) The vector Ω := (1, 0, 0 
Both a + (h) and a − (h) act continuously on F Q fin (H). In fact, for any h ∈ H and f (n) ∈ H ⊛n , we have
The action of the annihilation operator can also be written in the following form: for any h ∈ H and
Let us now discuss the creation and annihilation operators at points of the space X. At least informally, for each x ∈ X, we may consider a delta function at x, denoted by δ x . Then we can heuristically define ∂ † x := a + (δ x ) and ∂ x := a − (δ x ), so that
Thus,
Note that the second formula in (2.8) is a rigorous definition of ∂ x (for m-a.a. x ∈ X), while the first formula in (2.9) is the rigorous definition of the integral X dx h(x)∂ † x . Let B 0 (X n ) denote the space of all complex-valued bounded measurable functions on X n with compact support. Fix any sequence of + and − of length n ≥ 2, and denote it by (♯ 1 , . . . , ♯ n ). It is easy to see that, for any g (n) ∈ B 0 (X n ), the expression
identifies a linear continuous operator on F Q fin (H). Here we used the notation ∂
The creation and annihilation operators satisfy the commutation relations:
10)
Here δ(x, y) is understood as:
Formulas (2.10)-(2.12) make rigorous sense after smearing with (test) functions g (2) ∈ B 0 (X 2 ). Remark 2.1. Note that, for each g (2) ∈ B 0 (X 2 ) which has support in D ⊂ X 2 , the operator X 2 dx dy g (2) (x, y)∂ † y ∂ x is equal to zero. Hence, it does not influence (2.10) that we have not identified the function Q on D.
For a bounded linear operator A in H, we define the differential second quantization of A, denoted by dΓ(A), as a linear continuous operator on F Q fin (H) given by dΓ(A)Ω := 0 and
According to formulas (2.8) and (2.9), we have
From here one easily gets
, where M h is the operator of multiplication by h.
Hermite and Charlier polynomials for anyon statistics
Following [11] , we will now recall the construction of Hermite and Charlier polynomials for anyon statistics.
We denote by C 0 (X → R) the space of all real-valued continuous functions on X with compact support. Let λ ∈ R be a fixed parameter. We consider a family of
The choice λ = 0 corresponds to an anyon Gaussian process, while λ = 0 corresponds to an anyon centered Poisson process. Each operator f, ω acts continuously on F Q fin (H) and is Hermitian in
then, by (2.9), (2.13), (3.1), and (3.2),
which justifies the notation f, ω . Thus, (ω(x)) x∈X is the anyon Gaussian/Poisson white noise. Note that ω(x) is informally treated as an operator-valued distribution. We further denote by C 0 (X) the space of all complex-valued, continuous functions on X with compact support. For f ∈ C 0 (X), we set f, ω := ℜf, ω + i ℑf, ω .
Let P denote the complex unital * -algebra generated by ( f, ω ) f ∈C 0 (X) , i.e., the algebra of noncommutative polynomials in variables f, ω . In particular, elements of P are linear operators acting on F Q fin (H), and for each p ∈ P, p * is the adjoint operator of p in F Q (H). We define a vacuum state on P by
We introduce a scalar product on P by
and define the noncommutative L 2 -space L 2 (τ ) as the completion of the quotient space P/ P with respect to the norm generated by the scalar product (·, ·) L 2 (τ ) . Elements p ∈ P are treated as representatives of the equivalence classes from P/ P, and so P becomes a dense subspace of L 2 (τ ). As shown in [11] , the vacuum vector Ω is cyclic for the family of operators ( f, ω ) f ∈C 0 (X →R) . Furthermore, consider a linear mapping I : P → F Q (H) defined by Ip := pΩ for p ∈ P. Then Ip 1 = Ip 2 if p 1 , p 2 ∈ P are such that p 1 − p 2 ∈ P, and I extends to a unitary operator I : L 2 (τ ) → F Q (H). For each n ∈ Z + := {0, 1, 2, . . . }, we denote by P n the subset of P which consists of all polynomials of degree ≤ n, i.e., the linear span of monomials
⊗n evidently belongs to M P n , and we denote its orthogonal projection onto OP n by
The latter is an anyon analog of an (infinite-dimensional) Hermite polynomial if λ = 0, respectively Charlier polynomial if λ = 0.
Let us consider the topology on C 0 (X) which yields the following notion of convergence: f n → f as n → ∞ means that there exists a set ∆ ∈ B 0 (X) such that supp(f n ) ⊂ ∆ for all n ∈ N and
By linearity and continuity we can extend the mapping
to a mapping
denotes the space of all linear continuous operators on F Q fin (H). We can also identify each f (n) , ω ⊗n with an element of M P n , and denote by f (n) , P n (ω) the orthogonal projection of f (n) , ω ⊗n onto OP n . Then
We denote by C P and OC P the sets of all polynomials of the form
respectively. Here
, and n ∈ N. (C P and OC P stand for continuous polynomials and orthogonalized continuous polynomials, respectively.)
We denote by F fin (C 0 (X)) the linear space of all finite sequences
we define a creation operator J + (h), a neutral operator J 0 (h) and an annihilation operator J − (h) as the linear operators on F fin (C 0 (X)) given by
Since Q is not a continuous function on X 2 , we have to explain why the annihilation operator J − (h) indeed maps F fin (C 0 (X)) into itself. For simplicity of notation, let us prove this fact only in the case d = 1, so that X = R. We note that, for each
Here χ A denotes the indicator function of a set A. Hence, for any n ≥ 2 and k = 1, 2, . . . , n − 1, the complex-valued function
has the following representation:
Here, for a, b ∈ R, a ≥ b, the integral (a,b) g(y) dy is set to be equal to 0. From (3.8) the continuity of the function (3.7) easily follows.
Proposition 3.1. For each h ∈ C 0 (X), the operator of left multiplication by h, ω maps OC P into itself. Furthermore, for each f (n) ∈ C 0 (X n ), we have the following Jacobi-type formula:
Proof. We only need to prove formula (3.9). By [11, Proposition 2.4], we have
Since the function
is symmetric (in the classical sense), we have
Now, formula (3.9) follows from (3.1), (3.5), and (3.10)-(3.12).
Proposition 3.2. We have C P = OC P.
Proof. We denote by F Q fin (C 0 (X)) the subspace of F Q fin (H) that is the image of F fin (C 0 (X)) under the symmetrization operator Sym :
Thus, to prove the proposition, it suffices to show that
In the case where
Hence, the inclusion (3.13) easily follows by induction from Proposition 3.1. In the general case, we proceed as follows. Using [11, Theorem 4.7] , we conclude that f (n) , ω ⊗n Ω can be represented as the symmetrization operator Sym applied to a finite sum of functions of the form
Here g (l+m) ∈ C 0 (X l+m ), the function R 1 (y 1 , . . . , y l ) is a product of (not necessarily all possible) functions of the form Q(y i , y j ) with 1 ≤ i < j ≤ l, and the function R 2 (y 1 , . . . , y l , x 1 , . . . , x m ) is a product of (not necessarily all possible) functions of the form Q(y i , x j ) with 1 ≤ i ≤ l and 1 ≤ j ≤ m. Similarly to (3.7) and (3.8), one can show that each function (3.14) is continuous. From here the inclusion (3.13) follows.
To show the inverse inclusion, F Q fin (C 0 (X)) ⊂ IC P, we note that, by (3.13),
. From here and (3.5) the statement easily follows by induction.
Lévy proceses for anyon statistics and corresponding orthogonal polynomials
Let us now recall the construction of a class of anyon Lévy processes over X = R d , see [11] . Let ν be a probability measure on (R, B(R)). (In fact, we can instead assume that ν is a finite measure. The results below will then require a trivial modification.) We denote by P(R) the linear space of polynomials on R. We assume that P(R) is a dense subset of L 2 (R, ν). Note that the latter assumption is satisfied if, for example,
We extend the function Q by setting
(Note that the value of the function Q does not depend on s 1 and s 2 .) Analogously to (2.3), we define the notion of a Q-symmetric function f (n) on the set
For example, for n = 2, the Q-symmetry means:
and consider the corresponding Q-symmetric Fock space F Q (G), which is constructed by analogy with F Q (H). We denote 1(s) := 1 and id(s) := s for s ∈ R. Thus, 1, id ∈ P(R). For each f ∈ C 0 (X → R), we define an operator
such that each F (k) with k = 0 has the form
where f (i 1 ,i 2 ,...,i k ) ∈ H ⊗k and N ∈ N. Clearly, each operator f, ω maps the linear space F Q fin (H ⊗ P(R)) into itself. In fact, under the assumption (4.1), each F ∈ F Q fin (H ⊗ P(R)) is an analytic vector for each operator f, ω with f ∈ C 0 (X → R), which implies that the operators f, ω are essentially self-adjoint on
Note that, if the measure ν is concentrated at one point, λ ∈ R, then G = H and ( f, ω ) f ∈C 0 (X →R) is just the anyon Gaussian/Poisson process corresponding to the parameter λ.
As shown in [11] , the vacuum vector Ω is cyclic for the family of operators ( f, ω ) f ∈C 0 (X →R) . Hence, we can proceed with a construction of orthogonal polynomials by analogy with Section 3. More precisely, we introduce the vacuum state τ on the complex unital * -algebra P generated by the operators ( f, ω ) f ∈C 0 (X →R) . Then we introduce the corresponding noncommutative L 2 -space L 2 (τ ), which is the closure of P/ P with P being defined as in (3.3). We consider a linear mapping I : P → F Q (G) defined by Ip := pΩ for p ∈ P. Then Ip 1 = Ip 2 for p 1 , p 2 ∈ P, p 1 − p 2 ∈ P, and I extends to a unitary operator I : L 2 (τ ) → F Q (G). Next, we construct spaces M P n of measurable polynomials of order up to n, and spaces OP n of orthogonal polynomials of order n. As a result, we get the orthogonal decomposition L 2 (τ ) = ∞ n=0 OP n . Our next aim is to obtain an explicit form of the subspace IOP n of the Fock space F Q (G). To this end, let us recall the orthogonal decomposition of F Q (G) obtained in [11, Section 7] .
(If the support of ν is finite and consists of N points, we set p k := 0 for k ≥ N.) Hence, (p k ) ∞ k=0 satisfy the recursion formula 
where f (|α|) ∈ H ⊗|α| . For α ∈ Z ∞ +, fin with |α| = 0, we set F α := {cΩ | c ∈ C}. The following proposition is proven in [11, Section 7] . This result is a counterpart of the Nualart-Schoutens decomposition of the L 2 -space of a classical Lévy process [25] , see also [27] .
For each n ∈ Z + , we define
Note that, by (4.4),
Proof. It suffices to prove that, for each n ∈ N,
Lemma 4.3. The space M n consists of all finite sums of elements of the form
Proof. For each π ∈ S k , we define a unitary operator
Here the function Q π is defined by (2.5). Then, by [11] , the operators Ψ π form a unitary representation of the symmetric group S k , and for each π ∈ S k we have Sym k = Sym k Ψ π . Hence, for any permutation π ∈ S k , u (k) ∈ H ⊗k , and any polynomial
In particular, u (k) ∈ H ⊗k . Noting the evident representations
we easily conclude the lemma.
We now finish the proof of (4.5). Let F fin (H ⊗ P(R)) be the linear subspace of the full Fock space over H ⊗ L 2 (R, ν) which consists of finite sums of cΩ (c ∈ C) and elements of the form
Analogously to Section 3, we set
This operator projects F fin (H ⊗ P(R)) onto F Q fin (H ⊗ P(R)). Analogously to formulas (3.10)-(3.12), we have, for each h ∈ C 0 (X) and F ∈ F fin (H ⊗ P(R)),
Here, for each F as in (4.7),
Hence, it follows by induction from Lemma 4.3 and (4.9)-(4.11) that
Since M n is a closed subspace of F Q (G), we therefore get the inclusion IM P n ⊂ M n . On the other hand, it directly follows from the proof of [11, Proposition 6.7] that each element of M n which has form (4.6) belongs to IM P n . Hence, we get the inverse inclusion M n ⊂ IM P n .
Note that, for each h ∈ C 0 (X), 12) where M h is the operator of multiplication by the function h(x) in H and M id is the (restriction to P(R) of the) operator of multiplication by the monomial id(s) = s in L 2 (R, ν). (Note that the operator M id is unbounded in L 2 (R, ν) if the support of measure ν is unbounded, and the second quantization operator has domain F Q fin (H ⊗ P(R)).) In view of the recursion formula (4.3), we get the representation
where A + , A 0 , and A − are the linear operators on P(R) given by
By (4.12) and (4.13),
By (4.2) and (4.14), we get, for each h ∈ C 0 (X),
Proof. Let ♯ = +, 0, −. For each h ∈ C 0 (X), we define an operator N(M h ⊗ A ♯ ) on F fin (H ⊗ P(R)) by setting N(M h ⊗ A ♯ )Ω := 0 and for each n ∈ N,
Proof. Fix any F ∈ F fin (H ⊗ P(R)) of the form
Here, for j = 1, . . . , n,
Then, by (4.18) and (4.19),
Hence,
The proof for A 0 and A − is analogous. Now, the proposition follows directly from the definition of the spaces F (n) , formula (4.9), and Lemma 4.5.
For any h 1 , . . . , h n ∈ C 0 (X), we denote by h 1 ⊗ · · · ⊗ h n , P n (ω) the orthogonal projection of the monomial
Proposition 4.6. We have
Proof. The statement follows from Propositions 4.2 and 4.4 if we note that
is equal to the orthogonal projection of
We will now explicitly calculate the vector I h 1 ⊗ · · · ⊗ h n , P n (ω) , but first we need some preparation. For each n ∈ N, let B 0 (X n ) denote the linear space of all bounded, measurable, complex-valued functions on X n with compact support. We introduce a topology on B 0 (X n ) which yields the following notion of convergence: f n → f as n → ∞ means that there exists a set ∆ ∈ B 0 (X) such that supp(f n ) ⊂ ∆ for all n ∈ N and (3.4) holds. Note that C 0 (X n ) is a topological subspace of B 0 (X n ). We denote by Π(n) the set of all (unordered) partitions of the set {1, . . . , n}. For each partition θ = {θ 1 , . . . , θ l } ∈ Π(n), we set |θ| := l. For each θ ∈ Π(n), we denote by X (n) θ the subset of X n which consists of all (x 1 , . . . , x n ) ∈ X n such that, for all 1 ≤ i < j ≤ n, x i = x j if and only if i and j belong to the same element of the partition θ. Note that the sets X (n) θ with θ ∈ Π(n) form a partition of X n . Note also that, by (2.1),
for the minimal partition θ = {{1}, {2}, . . . , {n}}. For each θ = {θ 1 , . . . , θ l } ∈ Π(n) with
we define, for
Here |θ i | denotes the number of elements in the set θ i , and the function f θ (x 1 , . . . , x l ) is obtained from the function f (n) (y 1 , . . . , y n ) by replacing y i 1 with x 1 for all i 1 ∈ θ 1 , y i 2 with x 2 for all i 2 ∈ θ 2 , and so on. Note that the function f (n) θ : X (l) → C is completely identified by the restriction of the function f (n) : X n → C to the set X (n) θ . For example, let n = 6 and let θ = {θ 1 , θ 2 , θ 3 } ∈ Π(6) be of the form
Theorem 4.7. For each n ∈ N, the mapping
may be extended by linearity and continuity to a mapping
Furthermore, for each f (n) ∈ B 0 (X n ), we have
Proof. Fix any h 1 , . . . , h n ∈ C 0 (X) and set f (n) (x 1 , . . . , x n ) = h 1 (x 1 ) · · · h n (x n ). Then, by Proposition 4.6, formula (4.22) is equivalent to
(4.23) By (4.9) and Lemmma 4.5, formula (4.23) would follow from
Let β = {β 1 , . . . , β k } be an (unordered) partition of {i + 1, i + 2, . . . , n}. Then
where β + := {{i}, β 1 , . . . , β k } is a partition of {i, i + 1, . . . , n}. Furthermore,
where β 0 j is the partition of {i, i + 1, . . . , n} obtained from β by adding i to the set β j , i.e., β 0 j := {β 1 , . . . , β j ∪ {i}, . . . β k }. By (4.25) and (4.26), formula (4.24) follows by induction. Finally, the extension of formula (4.22) to the case of a general f (n) ∈ B 0 (X n ) follows by linearity and approximation.
Isomorphism between L

(τ ) and an extended anyon Fock space
Our next aim will be to calculate the L 2 (τ )-inner product between two orthogonal polynomials, say f (n) , P n (ω) and g (n) , P n (ω) . To this end, we need to introduce the notion of an extended anyon Fock space. So let us fix a sequence c = (c k ) ∞ k=1 such that c 1 = 1 and c k ≥ 0 for k ≥ 2. (Below, we will make a proper choice of this sequence c.) We will now construct an extended anyon Fock space F Q (H, c). Let us fix n ∈ N and a partition θ = {θ 1 , . . . , θ l } ∈ Π(n) satisfying (4.20). We define a measure m
as the push-forward of the measure
where R i θ y = y j for i ∈ θ j . Recalling that the sets X (n) θ with θ ∈ Π(n) form a partition of X n , we define a measure m (n) c on X n such that the restriction of m
c, θ . For example, for n = 2, we get
Let us fix a permutation π ∈ S n and a partition θ = {θ 1 , . . . , θ l } ∈ Π(n) satisfying (4.20). The permutation π maps the partition θ into a new partition
We call this new partition β = {β 1 , . . . , β l }, where the elements of the partition β are enumerated in such a way that max β 1 < max β 2 < · · · < max β l .
(5.1)
Thus, the permutation π ∈ S n identifies a permutation π ∈ S l (dependent on θ) such that
Recall the complex-valued function Q π (x 1 , . . . , x n ) on X (n) defined by (2.5). We will now extend this function to the whole set X n as follows. We fix any θ = {θ 1 , . . . , θ l } ∈ Π(n) satisfying (4.20) and any (x 1 , . . . , x n ) ∈ X (n) θ . We denote by x θ 1 , x θ 2 , . . . , x θ l the elements x i 1 , x i 2 , . . . , x i l with i 1 ∈ θ 1 , i 2 ∈ θ 2 , . . . , i l ∈ θ l , respectively. We set
where the permutation π ∈ S l is as above. Note that, for the partition θ = {1}, {2}, . . . , {n} , the restriction of the function Q π to the set X
Comparing formulas (5.4) and (2.4), we see that the restriction of the function Sym n f (n)
to the set X (n) is equal to Sym n f (n) .
Lemma 5.1. For each n ∈ N, Sym n is an orthogonal projection in the complex Hilbert space
Proof. Note that Sym 1 = 1, so we need to prove the statement for n ≥ 2. Following [11] , let us first briefly recall how one shows that the operator Sym n given by (2.4) is an orthogonal projection in the space L 2 (X n , m ⊗n ). For each π ∈ S n , we define
We then have Ψ * π = Ψ π −1 , which implies Sym * n = Sym n . Furthermore, for each permutation κ ∈ S n , we have
Thus, Sym n is an orthogonal projection. Note that formula (5.6) implies that, for
Now let us consider the linear, bounded operator Sym n in L 2 (X n , m (n) c ). We represent the operator Sym n as
with Ψ π f (n) being defined on X n by the right hand side of formula (5.5) in which the function Q π (x 1 , . . . , x n ) is replaced with Q π (x 1 , . . . , x n ). Let us show that Sym
We fix a permutation π ∈ S n and a partition θ = {θ 1 , . . . , θ l } ∈ Π(n) satisfying (4.20), and let (5.1), (5.2) hold. Further, let κ ∈ S n and let ζ = {ζ 1 , . . . , ζ l } ∈ Π(n) be such that max 10) and
where κ ∈ S l . Then, for each function f (n) : X n → C and (x 1 , . . . , x n ) ∈ X n , we have
Denote y i = x π −1 (i) , or equivalently y π(i) = x i for i = 1, . . . , n. Thus, y π(i) = y π(j) if and only if i and j belong to the same element of the partition θ. Equivalently, y i = y j if and only if i and j belong to the same element of the partition β. Therefore,
where we used the observation that, for each u = 1, . . . , l,
Here κπ is the permutation from S l induced by the permutation κπ ∈ S n and the partition θ. In (5.13), we used the observation that κπ = κ π. Now, substituting (5.12) into (5.11) and using (5.13), we conclude that 14) and hence analogously to (5.7), we get Sym 2 n = Sym n . Next, we note that the measure m (n) c remains invariant under the transformation
Furthermore, as easily seen, the equality
holds for each (x 1 , . . . , x n ) ∈ X n . Hence, for each π ∈ S n , Ψ * π = Ψ π −1 , which implies Sym * n = Sym n .
For n ∈ N, we denote by
c ) that is the image of the orthogonal projection Sym n . Analogously to [11, Proposition 2.5], we easily conclude that
where Ω is the vacuum vector. We define an extended Fock space
We note that, for c = (1, 0, 0 . . . ), we get F Q (H, c) = F Q (H). Otherwise, i.e., if there exists c i > 0 with i ≥ 2, then F Q (H) is a proper subspace of F Q (H, c). Indeed, for each n ≥ 2 and each measurable subset of
c (A) = n! m ⊗n (A). Recalling formula (2.2), we may therefore embed F Q (H) into F Q (H, c) by identifying each function f (n) ∈ H ⊛n with the function from F Q n (H, c) which is equal to f (n) on X (n) , and to 0 otherwise. Evidently, the orthogonal compliment to
For each n ∈ N, let us consider
, and denote
Denote by F Q fin (B 0 (X)) the linear subspace of F Q (H, c) which consists of all finite sequences
We define
Using (5.9) and (5.14), it is easy to show that, for any
Therefore, we can extend ⋄ by linearity to an associative tensor product on F Q fin (B 0 (X)). In particular, for any h 1 , . . . , h n ∈ B 0 (X),
Next, recall the system (p k ) ∞ k=0 of monic orthogonal polynomials in L 2 (R, ν), and recall the recurrence formula (4.3). From now on, we will use the sequence (c k )
where a 0 := 1 and the a k 's for k ∈ N are the coefficients from formula (4.3). We equivalently have: 17) which is a well known fact of the theory of orthogonal polynomials. Note that c = (1, 0, 0, . . . ) if and only if the measure ν is concentrated at one point.
Proof. We first note that it suffices to prove formula (5.18) in the case where
. . , h n ∈ B 0 (X). By Theorem 4.7,
Note that, by Lemma 5.1,
By (5.19) and (5.20), formula (5.18) will follow if we show that, for a fixed ζ ∈ Π(n) with |ζ| = l,
(5.21) So, let us fix a partition ζ = {ζ 1 , . . . , ζ l } ∈ Π(n) and assume that (5.10) holds. Denote k i := |ζ i |, i = 1, . . . , l. We have, by the definition of E ζ f (n) :
Let θ = {θ 1 , . . . , θ l } ∈ Π(n) and assume that (4.20) holds. Let r i := |θ i |, i = 1, . . . , l. We may assume that there exists a permutation π ∈ S l such that
Indeed, otherwise the corresponding term in the sum on the left hand side of formula (5.21) vanishes. Analogously to (5.22), we have
Hence, by (5.17), 24) where the summation is over all permutations π ∈ S l which satisfy (5.23). Let us fix such a permutation π. Then, there exist
Note that, for each permutation π satisfying (5.25) and for (x 1 , . . . ,
Let ζ, θ ∈ Π(n) be such that condition (5.23) is satisfied by some permutation π ∈ S l . That is, the corresponding sequences (k 1 , . . . , k l ) and (r 1 , . . . , r l ) coincide up to a permutation. Denote by S n [ζ, θ] the set of all permutations π ∈ S n which satisfy (5.25) with some permutation π ∈ S l . (Note that the permutation π is then completely identified by π, ζ and θ and automatically satisfies (5.25).) Clearly, if θ and θ ′ are from Π(n) with |θ| = |θ ′ | = l, both satisfying (5.25), and θ = θ ′ , then
Therefore, by the definition of the measure m 
Hence
Thus, formula (5.21) holds.
For each n ∈ N, let
c ), we conclude from Lemma 5.2 that U n can be extended by continuity to a linear continuous operator
Thus, equality (5.18) holds for any
Since the set
is dense in OP n , the image of the operator U n is OP n , and
is a unitary operator. Thus, we have proven the following
, where c k 's are defined by (5.16), or equivalently by (5.17). Then we have a unitary isomorphism
6 Anyon Lévy process as a Jacobi field By Propositions 4.2, 4.4, formula (4.15), and Theorem 5.3, we see that the left multiplication of an n-th order orthogonal polynomial f (n) , P n (ω) by a monomial h, ω should have the form:
with some creation operator J + (h), neutral operator J 0 (h), and annihilation operator J − (h), acting in the extended anyon Fock space F Q (H, c). In other words, the operators h, ω realized in F Q (H, c) have a Jacobi (three-diagonal) form, i.e., they form a Jacobi field. Our next aim is to explicitly calculate the operators J ♯ (h), ♯ = +, 0, −. For each f ∈ B 0 (X), we evidently have representation (4.15), (4.16) for the linear operator h, ω . Analogously to the linear space F fin (C 0 (X)) defined in Section 2, we define the linear space F fin (B 0 (X)). For each h ∈ B 0 (X), we define a creation operator J + (h), a neutral operator J 0 (h), and annihilation operators J − 1 (h), J − 2 (h) acting on F fin (B 0 (X)) as follows (compare with (3.6)). We first set
For each n ∈ N and f (n) ∈ B 0 (X n ), we set: 2) so that J + (h) is a usual free creation operator. Next,
Here, for each θ = {θ 1 , . . . , θ l } ∈ Π(n), the restriction of the function R
Remark 6.3. Let us keep the notation h, ω for the image of the operator of left mul-
Equivalently, this operator is the image of the operator h, ω under the unitary isomorphism U
and
. Proof of Theorem 6.2. By (4.15) and (4.16),
We divide the proof below into several steps.
. From the proof of Theorem 4.7 and (6.2) it follows that
(ii) (J 0 (h) part). By Lemma 4.5, Theorem 4.7, (4.8),(4.16), (6.3) and (6.4), 14) where (4.20) is supposed to hold. Note that, for θ = {θ 1 , . . . , θ l } ∈ Π(n) satisfying (4.20) and k ∈ {1, . . . , l} with |θ k | ≥ 2, we have
(6.15)
Let us fix any i, j ∈ {1, . . . , n} with i < j. Consider the set
which has n − 1 elements. Then any partition ζ = {ζ 1 , . . . , ζ l } ∈ Π(n − 1) identifies a partitionζ = {ζ 1 , . . . ,ζ l } of L i :ζ u := K i ζ u , u = 1, . . . , l, where
Letζ k be the element ofζ which contains j. Set
Thus, we have constructed a partition θ = {θ 1 , . . . , θ l } ∈ Π(n) with l ≤ n − 1. Next, consider an arbitrary partition θ = {θ 1 , . . . , θ l } ∈ Π(n) with l ≤ n − 1. Choose any k ∈ {1, . . . , l} such that |θ k | ≥ 2. In how many ways can we obtain θ from i, j and ζ ∈ Π(n − 1) as above? This number is evidently equal to the number of all choices of i, j ∈ {1, . . . , n} with i < j and i, j ∈ θ k , i.e.,
where j ∈ζ k , or equivalently j − 1 ∈ ζ k . Hence, by (4.20) (6.5), (6.6), (6.14) , and (6.15), we get
where we used (2.7) and (4.21). Hence, by (6.7), (6.8), and (6.17),
Thus, by (6.11), (6.12), (6.13), (6.16), and (6.18), formula (6.9) follows. Formula (6.10) now follows from (5.29) and (6.9).
We will now derive another representation of the action of the operator J
Remark 6.5. The reader is advised to compare formula (6.19) with (2.6).
Proof. Fix any n ≥ 2 and i ∈ {2, . . . , n}. Let a permutation π ∈ S n be given by π(1) = i, π(j) = j − 1 for j = 2, . . . , i, and π(j) = j for j = i + 1, . . . , n. Recall the operator Ψ π defined in the proof of Lemma 5.1. By (5.3) and (6.8), we have, for each (x 1 , . . . , x n ) ∈ X n such that x 1 = x j for j ∈ {2, . . . , n},
Since f ∈ B Q 0 (X n ), by (5.9) and (5.14), 
Hence, by (6.7),
, formula (5.15) holds for each π ∈ S n . Hence, for each π ∈ S n−1 ,
So, the proposition follows from (6.22) and (6.23).
Remark 6.6. For each h ∈ B 0 (X → R), consider the linear bounded operator
The adjoint of this operator is
Let us outline an alternative way to calculate the latter operator. To this end, we note that the restriction of the measure m
to the set
maps OC P into itself. (We used an obvious abuse of notation.) We denote by OBP the set of all polynomials of the form (7.1) with f (k) ∈ B 0 (X k ). For each h ∈ B 0 (X), we preserve the notations J 0 (h) and J − 1 (h) for the linear mappings of OBP into itself that are defined analogously to (7.2):
Consider the following condition.
(C) For each h ∈ C 0 (X), the linear operators J 0 (h) and J − 1 (h) map the set OC P into itself.
Theorem 7.1. Assume that |q| = 1. Assume that either q = −1 or q = −1 and the support of the measure ν does not consist of exactly two points. Then condition (C) is satisfied if and only if there exist constants λ ∈ R and η ≥ 0 such that the coefficients a k , b k in the recursion formula (4.3) are given by
In the latter case, for any h, f 1 , . . . , f n ∈ C 0 (X), we have
Remark 7.2. Note that, if in Theorem 7.1 η = 0, then the measure ν is concentrated at one point, λ, and we get a Hermite/Charlier system of orthogonal polynomials
is a system of orthogonal polynomials from the Meixner class, and so ν is its measure of orthogonality, see e.g. [16] . In this case, we call f (n) , P n (ω) a Meixner-type system of orthogonal polynomials for anyon statistics. Proof of Theorem 7.1. Assume that (7.3) holds. Then, by (6.4) and (6.6), we get R To show that (7.3) is necessary for condition (C) to hold, we proceed as follows. We first assume that the measure ν = δ λ for some λ ∈ R (Guassian/Poisson). Then a k = 0 for all k ∈ N, b 0 = λ, and the values of b k for k ∈ N maybe chosen arbitrarily. Thus, (7. 3) holds in this case with η = 0.
We next assume that the support of the measure ν contains an infinite number of points. Thus, a k > 0 for all k ∈ N.
c -a.e. on the set X (n) θ , where θ = {θ 1 , θ 2 } ∈ Π(n) with θ 1 = {1} and θ 2 = {2, . . . , n}. Then f (n) (x, . . . , x) = 0 for all x ∈ X. In the fermion case, q = −1, the above result remains true for n ≥ 3.
Since the function f (n) is continuous, equality (7.5) holds point-wisely on the open set
Therefore, for all x ∈ X, we get n − 1 + q n f (n) (x, . . . , x) = 0.
Thus, f (n) (x, . . . , x) = 0 if either q = −1 and n ≥ 2, or q = −1 and n ≥ 3.
We now set λ := b 0 . Let us show that, if (C) holds, then b k = λ(k + 1) for all k ∈ Z + . The proof below works for any anyon statisics, however, in the case where q = −1, this proof can be significantly simplified.
Let ε ∈ R be such that b 1 = 2λ + ε. We will now show by induction that
Assume that equality in (7.6) holds for k = 1, . . . , n. Fix any h ∈ C 0 (X) and f (n+2) ∈ C 0 (X n+2 ). We define a function g (n+2) ∈ C 0 (X n+2 ) by g (n+2) (x 1 , . . . , x n+2 ) := f (n+2) (x 1 , . . . , x n+2 ) λh(x 1 ) + h(x 2 )(λ(n + 1) + ε) . (7.7)
Let θ = {θ 1 , θ 2 } ∈ Π(n + 2) with θ 1 = {1}, θ 2 = {2, . . . , n + 2}. By (6.3) and (6.4), we have m = f (n+2) (x 1 , . . . , x n+2 ) λh(x 1 ) + (n + 1)h(x 2 )(λ(n + 1) + ε)/(n + 1) = g (n+2) (x 1 , . . . , x n+2 ).
Since (C) holds, there exists a function u (n+2) ∈ C 0 (X n+2 ) such that . Noting that g (n+2) − u (n+2) ∈ C 0 (X n+2 ), we conclude from Lemma 7.4 that u (n+2) (x, . . . , x) = g (n+2) (x, . . . , x), x ∈ X. (7.9) By (7.7)-(7.9), (J 0 (h)f (n+2) )(x, . . . , x) = λ(n + 2) + ε)h(x)f (n+2) (x, . . . , x) (7.10)
for all x ∈ X. By (6.3), (6.4), and (7.10), we therefore get b n+1 = λ(n + 2) + ε. Thus, (7.6) is proven. Our next aim is to show that ε = 0. We first derive the following analog of Lemma 7.4. θ , where θ = {θ 1 , θ 2 } ∈ Π(5) with θ 1 = {1, 2}, θ 2 = {3, 4, 5}. Then f (5) (x, . . . , x) = 0 for all x ∈ X.
Proof. The proof is similar to that of Lemma 7.4. In fact, from the condition of Lemma 7.5, we get 6 + 4q 10 f (5) (x, . . . , x) = 0, which implies the statement.
By (6.3), (6.4), and (7.6), we have, for m with θ ∈ Π(5) being as in Lemma 7.5, (J 0 (h)f (5) )(x 1 , . . . , x 5 ) = f (5) (x 1 , . . . , x 5 ) h(x 1 )(2λ + ε) + h(x 3 )(3λ + ε) . (7.11) Analogously to derivation of formula (7.10), we conclude from condition (C), Lemma 7.5, and (7.11) that, for all x ∈ X, (J 0 (h)f (5) )(x, . . . , x) = f (5) (x, . . . , x)h(x)(5λ + 2ε). (7.12) On the other hand, by (6.3), (6.4) , and (7.6), we have, for all x ∈ X (J 0 (h)f (5) )(x, . . . , x) = f (5) (x, . . . , x)h(x)(5λ + ε). (7.13) Comparing (7.12) and (7.13), we see that ε must be equal to zero. The proof of the equality a k = ηk(k + 1) for k ∈ N is similar, so we only outline it. Denote η := a 1 /2. Using Lemma 7.4 and formulas (6.5), (6.6), we get the recursive formula a n+1 = 2η + (n + 1)(n + 2) − 2 a n n(n + 1) (7.14)
for n ≥ 2. Choose ε ∈ R so that a 2 = 6η + ε. Then, by (7.14), From (7.15) and (7.16), we get ε = 0. Hence, the recursive formula (7.14) holds for all n ≥ 1. From here the desired equality follows. We finally consider the case where the support of the measure ν consists of l points with l ≥ 2 being finite. In the case where q = −1, we will additionally assume that l ≥ 3. Then a 1 > 0, a 2 > 0, . . . , a l−1 > 0, a i = 0 for i ≥ l. c , analogously to the above, we conclude that formula (7.14) holds for n = 1, 2, . . . , l − 1. In particular, we get a l = a 1 + l(l + 1) − 2 a l−1 (l − 1)l .
Since a 1 > 0 and a l−1 > 0, we therefore get a l > 0, which contradicts the fact that a l = 0. Thus, (C) can not be satisfied.
Corollary 7.6. Let q = 1 (the case of a classical Lévy process). Then C P = OC P if and only if formula (7.3) holds.
Proof. Assume that C P = OC P. Then, for any h ∈ C 0 (X) and f (n) ∈ C 0 (X n ), we have h, ω f (n) , P n (ω) ∈ OC P (7.17) since m({x 1 , . . . , x n−1 }) = 0. This justifies the definition (J − 2 (δ x )f (n) )(x 1 , . . . , x n−1 ) := f (n) (x, x 1 , . . . , x n−1 )
for (x, x 1 , . . . , x n−1 ) ∈ X n such that x = x i for all i = 1, . . . , n − 1. However, formula (8.1) defining ∂ x is given for all (x, x 1 , . . . , x n−1 ) ∈ X n . In the non-classical case, i.e., if q = 1, this definition of ∂ x in F Q fin (B 0 (X)) leads, therefore, to a certain renormalization (or rather a nontrivial extension) of the operator J − 2 (δ x ). For example, in the classical case, q = 1, one can justify the following equality of operators acting in the symmetric Fock space F Q (G):
(recall formulas (4.15), (4.16)). Formula (8.9) is just a realization of formula (8.6) in the space F Q (G). However, if q = 1, then formula (8.9) fails, while formula (8.6) does hold. This actually happens because, for q = 1, Sym F fin (C 0 (X)) ⊂ F fin (C 0 (X)), in particular, Sym n C 0 (X n ) consists of continuous functions, while for q = 1 this is not true.
Proof of Theorem 8.1. We will only prove equality (8.7) as the proof of equality (8.6) is similar and simpler. Note also that formula (8.8) will follow from (8.2)-(8.7).
It suffices to prove that, for any h ∈ B 0 (X),
where g (n) ∈ B Q 0 (X n ) is of the form g (n) = f 1 ⋄ · · · ⋄ f n , with f 1 , . . . , f n ∈ B 0 (X). We have g (n) (x 1 , . . . , x n ) := 1 n! π∈Sn Q π (x 1 , . . . , x n )f π(1) (x 1 ) · · · f π(n) (x n ).
Hence, by (8.5), 
