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a b s t r a c t
Model reduction of port-Hamiltonian systems by means of the Krylov methods is considered, aiming
at port-Hamiltonian structure preservation. It is shown how to employ the Arnoldi method for model
reduction in a particular coordinate system in order to preserve not only a specific number of the Markov
parameters but also the port-Hamiltonian structure for the reduced order model. Furthermore it is
shown how the Lanczos method can be applied in a structure preserving manner to a subclass of port-
Hamiltonian systems which is characterized by an algebraic condition. In fact, for the same subclass of
port-Hamiltonian systems the Arnoldi method and the Lanczos method turn out to be equivalent in the
sense of producing reduced order port-Hamiltonian models with the same transfer function.
© 2010 Elsevier Ltd. All rights reserved.1. Introduction
The port-Hamiltonian approach to modeling and control of
complex physical systems has emerged as a systematic and
unifying framework during the last twenty years; see Ortega, van
der Schaft, Mareels and Maschke (2001); van der Schaft (2000a,b);
van der Schaft and Maschke (1995). The port-Hamiltonian
modeling captures the physical properties of the considered
system including the energy dissipation, stability and passivity
properties as well as the presence of conservation laws. Another
important issue the port-Hamiltonian approach deals with is the
interconnection of the physical systemwith other physical systems
creating the so-called physical network. In real applications the
dimensions of such interconnected port-Hamiltonian state-space
systems rapidly grow both for lumped- and (spatially discretized)
distributed-parameter models. Therefore an important issue
concerns model reduction of these high-dimensional models for
further analysis and control.
I The material in this paper was partially presented at European Control
Conference 2009, 23–26 August 2009, Budapest, Hungary. This paper was
recommended for publication in revised form by Associate Editor Maria Elena
Valcher under the direction of Editor Roberto Tempo.∗ Corresponding author. Tel.: +31 50 3633972.
E-mail addresses: R.Polyuga@rug.nl (R.V. Polyuga),
A.J.van.der.Schaft@math.rug.nl (A. van der Schaft).
1 Tel.: +31 50 3633731x3379.
0005-1098/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.automatica.2010.01.018The goal of this work is to investigate model reduction
methods which preserve the port-Hamiltonian structure, and, as a
consequence, passivity.
In the systems and control literature there are a variety of
methods and techniques used for model reduction serving differ-
ent purposes. Passivity preserving model reduction is considered
in Antoulas (2005b), Ionutiu, Rommes and Antoulas (2008) and
Sorensen (2005). Reduced order models of mechanical systems
preserving the Lagrangian structure of the original system are pre-
sented in Lall, Krysl and Marsden (2003). Standard balancing tech-
niques go back to Moore (1981). Recent applications of balancing
to port-Hamiltonian systems are given in Hartmann (2009), Hart-
mann, Vulcanov and Schütte (in press) and Polyuga and van der
Schaft (2008, in press). For an overview of model reduction tech-
niques we refer the reader to Antoulas (2005a) and Schilders, van
der Vorst and Rommes (2008).
The so-called moment matching methods are an important
class of model reduction methods which are based on the notion
of moment of a transfer function of a linear system Antoulas
(2005a). The idea behind the moment matching approach is to
equalize a specific number of the leading coefficients of the Laurent
series expansion of the transfer function of the full order model
with that of the reduced order model at certain points in the
complex plane. The Partial realization problem is solved when
the expansion is considered around infinity and is of special
interest in this paper. The Padé approximation is a problem of
the moment matching at zero. In the general case, the moment
matching problem is known as rational interpolation. There is a
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lecture notes Van Dooren (1995) as well as Gallivan, Grimme
and Van Dooren (1999), Gragg and Lindquist (1983), Grimme
(1997), Grimme, Gallivan and Van Dooren (1998), Gugercin,
Antoulas and Beattie (2008), Gutknecht (1994), Mehrmann and
Xu (2000), etc., discussing different approaches, drawbacks and
advantages, and numerical issues along with the use of the Arnoldi
and Lanczos procedures which are also of interest in this paper.
Consider a linear, single-input, single-output, continuous-time
systemΣ described by equations of the form{
x˙ = Ax+ bu,
y = cx, (1)
with the state-space vector x(t) ∈ Rn, input u(t) ∈ R, output
y(t) ∈ R, and constant matrices A ∈ Rn×n, b ∈ Rn, c ∈ R1×n.
The transfer function of the system (1) can be approximated by the
finite sum (using expansion around infinity):




where the coefficients cAib are called the first moments at infinity
or the Markov parameters. If k is the dimension of the reduced
order system then the constant M is equal to k − 1 in case of the
Arnoldi and to 2k − 1 in case of the Lanczos procedures. Thus the
Lanczosmethodmatches twice asmanyMarkov parameters as the
Arnoldi method. This expansion shows that matching moments
at infinity will make the behavior of the reduced order model
approximate that of the full order model well for large frequencies
in the frequency domain and for small times in the time domain.
The utility of the Krylov methods comes from the fact that
the projection maps used in these model reduction procedures
can be generated with only inner-products and matrix-vector
multiplications. If Amatrix turns out to be sparse, one can compute
the projection maps relatively cheaply, which is of big advantage
for large-scale dynamical systems, when the order n is greater
than 1000. Moreover, since the computation of moments is quite
often ill-conditioned, the Krylov methods play an important role
again, since they yieldmatching of themoments without explicitly
computing them.
In this paper we concentrate on model reduction of port-
Hamiltonian systems by the Krylov methods (both the Arnoldi
and Lanczos procedures) employing the moment matching at
infinity. We aim at the port-Hamiltonian structure preservation
for the reduced order models which leads to the preservation of
the passivity and stability properties. We show that the Krylov
methods indeed serve this purpose.
In Section 2 we briefly discuss the Arnoldi method and the
Lanczos method as well-knownmoment matching methods. Basic
theory on port-Hamiltonian systems is presented in Section 3,
considering both energy and co-energy variable representations
for port-Hamiltonian systems.
In Section 4 we show how to obtain the reduced order port-
Hamiltonian models using the Arnoldi method employing the
projectionmaps constructed on the basis of the partial reachability
and partial observability subspaces in both energy and co-energy
coordinates. We define a subclass of port-Hamiltonian systems,
characterized by an algebraic condition, for which the Arnoldi
method leads to the same reduced order port-Hamiltonian model
in the sense of sharing the same transfer function, independently
of the subspace that is chosen for the construction of the projection
maps.
In Section 5 we exploit the Lanczos method for structure
preserving model reduction of port-Hamiltonian systems. We
show that under the algebraic condition introduced in Section 4
all the reduced order port-Hamiltonian models obtained in thispaper are equivalent, in the sense of sharing the same transfer
function. As a result the Arnoldi method preserves 2k Markov
parameters for the port-Hamiltonian systems from the described
subclass. Finally, in Section 6 we present a numerical example of a
physical system from this subclass and apply the Arnoldi method
to obtain a reduced order model, illustrating how the Arnoldi
method preserves not only the port-Hamiltonian structure but also
2kMarkov parameters.
2. Moment matching for linear systems
In this section we briefly recall the use of the Krylov methods,
in particular the Arnoldi method and the Lanczos method, in order
to obtain reduced order linear systems preserving the first Markov
parameters.
Definition 1 (Antoulas (2005a)). The quantities h0 = 0, hk =
cAk−1b, k > 0, are the Markov parameters of system (1).
2.1. The Arnoldi method
The idea of the Arnoldi method is to construct a reduced order
model by applying a so-called Galerkin projection VkV Tk , Vk ∈ Rn×k,
to a full order linear system (1). The maps Vk, k = 1, . . . , n, satisfy
the following properties:
(i) V Tk Vk = Ik, i.e., the columns of Vk
are orthonormal,
(ii) span col Vk = span colRk, k = 1, 2, . . . , n,
(2)
where Rk = [b
... Ab
... . . .
... Ak−1b] ∈ Rn×k (which we sometimes
also denote by Rk(A, b)) is the partial reachability matrix of the
system (1).
In a similar way we can construct the projection maps Wk ∈
Rn×k, k = 1, . . . , n, based on the partial observability matrix,
satisfying the following properties:
(i)W TkWk = Ik, i.e., the columns ofWk
are orthonormal,
(ii) span rowsW Tk = span rows Ok,




... . . .
... (cAk−1)T ] ∈ Rn×k is the partial
observability matrix of the system (1).
Remark 2. Vk in (2) can be computed by decomposing the partial
reachability matrix Rk using the QR factorization. Similarly, Wk
in (3) can be constructed using the LQ factorization of the partial
observability matrix Ok. For the details we refer to Antoulas
(2005a); Grimme (1997) and the references therein.
Theorem 3. Let Vk,Wk be matrices satisfying (2) and (3) respec-
tively. Then the kth order systems Σˆ, Σ¯
Σˆ :
{˙ˆx = Aˆxˆ+ bˆu,
yˆ = cˆxˆ, Σ¯ :
{˙¯x = A¯x¯+ b¯u,
y¯ = c¯x¯,
where Aˆ = V Tk AVk, bˆ = V Tk b, cˆ = cVk, A¯ = W Tk AWk, b¯ =
W Tk b, c¯ = cWk, define reduced order systems with the Markov
parameters hˆi, h¯i, i = 1, . . . , k, equal to the first k Markov
parameters hi, i = 1, . . . , k, of the full order systemΣ . Furthermore,
bˆ, c¯T are multiples of the first basis vector (1 0 . . . 0)T .
Proof. The proof for the reduced order system Σˆ can be found
in Antoulas (2005a). The proof for Σ¯ is similar; hence omitted. 
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In order to apply the Lanczos method one has to construct
a reduced order model, by applying a so-called Petrov–Galerkin
projection VkW Tk , Vk,Wk ∈ Rn×k, to the full order linear system
(1). The maps Vk,Wk satisfy property (ii) of (2) and (3). But in this
case Vk,Wk are no longer assumed to be orthonormal but instead
biorthogonal (Antoulas, 2005a):W Tk Vk = Ik.
Theorem 4 (Antoulas (2005a)). Let VkW Tk , Vk,Wk ∈ Rn×k, be a
Petrov–Galerkin projection. Define the reduced order system Σ˜{˙˜x = A˜x˜+ b˜u,
y˜ = c˜x˜,
where A˜ = W Tk AVk, b˜ = W Tk b, c˜ = cVk. Then the Markov pa-
rameters h˜i, i = 1, . . . , 2k, of Σ˜ are equal to the first 2k Markov
parameters hi, i = 1, . . . , 2k, of the full order system Σ . Further-
more, A˜ is tridiagonal and b˜, c˜T are multiples of the first basis vector
(1 0 . . . 0)T .
The proof is based on the construction of the k × k Hankel
matrixHk and its shift σHk showing the equality of the 2kMarkov
parameters. Thus the Lanczos method preserves twice as many
Markov parameters of the full order model as the Arnoldi method.
3. Linear port-Hamiltonian systems
In the linear case, and in the absence of algebraic constraints,
port-Hamiltonian systems take the following form (Polyuga & van
der Schaft, 2008; van der Schaft, 2000a){
x˙ = (J − R)Qx+ bu,
y = bTQx, (4)
with H(x) = 12xTQx the total energy (Hamiltonian), Q = Q T the
energymatrix and R = RT > 0 the dissipationmatrix. The matrices
J = −JT and b specify the interconnection structure. Since J is skew-




TQx = uTy − xTQRQx 6 uTy. Thus if Q > 0 (and
the Hamiltonian is non-negative) any port-Hamiltonian system is
passive (see also Willems (1972) and van der Schaft (2000a)). In
this paper we concentrate on the port-Hamiltonian systems with
Q > 0.
The state variables x ∈ Rn are also called energy variables, since
the total energy H(x) is expressed as a function of these variables.
Furthermore, the variables u ∈ Rm, y ∈ Rm are called power
variables, since their product uTy equals the power supplied to
the system. Physical systems both in the electrical and mechanical
domains can be represented as port-Hamiltonian systems. The
following example shows the port-Hamiltonian representation of
a ladder network in energy coordinates.
Example 1. Consider the linear ladder network in Fig. 1, with
C1, C2, L1, L2, R1, R2 being the capacitances, inductances and resis-
tances of the corresponding capacitors, inductors and resistors re-
spectively and R3 the resistance of the load. The port-Hamiltonian
representation of this physical system is of the form (4) with
J =
0 −1 0 01 0 −1 00 1 0 −1
0 0 1 0
 , R = diag{0, R1, 0, R2 + R3}, (5)
Q = diag{C−11 , L−11 , C−12 , L−12 }, bT = [ 1 0 0 0 ],
while x = [ q1 φ1 q2 φ2 ]T is the state-space vector with
q1, q2 the charges of the capacitors C1, C2 and φ1, φ2 the fluxes ofFig. 1. Ladder network.
the inductors L1, L2 respectively. The input of the system u is given
by the current I from the external current source and the output y
is the voltage over the first capacitor.
We recall from Polyuga and van der Schaft (2008, in press) that
a port-Hamiltonian system (4) in so-called co-energy coordinates
takes the following form{
e˙ = Q (J − R)e+ Qbu,
y = bT e, (6)
which is yet another useful and natural way to look at port-
Hamiltonian modeling, especially in the electrical domain, where
voltages and currents are used as state-space variables rather than
charges and fluxes. The coordinate transformation (Polyuga & van
der Schaft, 2008) between energy x and co-energy e coordinates is
given by the energy matrix Q :
e = Qx. (7)
Example 2 (Continued). The state-space vector e for the ladder
network from Example 1 in the co-energy coordinates is given as
eT = [ UC1 IL1 UC1 IL2 ] with UC1 ,UC2 the voltages over the
capacitors C1, C2 and IL1 , IL2 the currents through the inductors
L1, L2 correspondingly.
4. Reduction of port-Hamiltonian systems by the Arnoldi
method
In this section we want to apply the Arnoldi method to linear
port-Hamiltonian systems.
4.1. Energy coordinates, transforming Q to the identity matrix
Consider a port-Hamiltonian system (4) with A = (J − R)Q ∈
Rn×n, b ∈ Rn, c = bTQ ∈ R1×n,Q > 0. Then there exists
a coordinate transformation S, x = SxI , such that in the new
coordinates
QI = STQS = I. (8)
By defining the transformed systemmatrices as JI = S−1JS−T , RI =
S−1RS−T , bI = S−1b, we obtain the transformed port-Hamiltonian
system{
x˙I = (JI − RI)xI + bIu,
y = bTI xI (9)
with energy H(xI) = 12‖xI‖2.
Theorem 5 (Polyuga and van der Schaft (2009)). Consider a full order
port-Hamiltonian system (9) and construct Vk,Wk satisfying (2), (3)
respectively using the Arnoldi procedure. Then the kth order reduced
systems{˙ˆxI = (JˆI − RˆI)xˆI + bˆIu,
yˆ = cˆI xˆI , (10)
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y¯ = c¯I x¯I , (11)
with the interconnection matrices JˆI , J¯I , bˆI , b¯I , energy matrices QˆI , Q¯I ,
dissipation matrices RˆI , R¯I and output matrices cˆI , c¯I given as
JˆI = V Tk JIVk, RˆI = V Tk RIVk, QˆI = I,
bˆI = V Tk bI , cˆI = bTI Vk,
J¯I = W Tk JIWk, R¯I = W Tk RIWk, Q¯I = I,
b¯I = W Tk bI , c¯I = bTI Wk,
are port-Hamiltonian systems. Furthermore the first k Markov
parameters of the reduced order port-Hamiltonian systems (10) and
(11) and the full order port-Hamiltonian system (9) are equal:
(hˆI)i = (h¯I)i = (hI)i = hi, i = 1, . . . , k,
while bˆI , c¯TI are multiples of the first basis vector (1 0 . . . 0)
T .
Proof. We prove the Theorem for the reduced order model (10);
the proof for the reduced order model (11) is analogous. Clearly JˆI
is skew-symmetric and RˆI is symmetric and positive semidefinite.
Moreover cˆI = bˆTI QˆI . Therefore the reduced order model (10) is
port-Hamiltonian. The equality of the first k Markov parameters
(hˆI)i = (hI)i and the proportionality of bˆI to the first basis vector
followdirectly fromTheorem3. The equality (hI)i = hi is due to the
fact that the Markov parameters are invariant under state-space
coordinate transformations. 
Remark 6. Note that there are many ways to compute the
coordinate transformation S in (8). One of them is by means of the
computationally efficient Cholesky factorization (see Golub and
Van Loan (1996)) of the matrix Q .
4.2. Co-energy coordinates, transforming Q to the identity matrix
The similarity coordinate transformation T ,
e = TeI , (12)
which transforms Q to the identity, can be applied to a port-
Hamiltonian system in co-energy coordinates (6) resulting in the
transformed port-Hamiltonian system{
e˙I = (JI − RI)eI + bIu,
y = bTI eI (13)
with systemmatrices in general different from those in (9). For the
sake of simplicity we keep the notation alike.
Using the projection maps Vk,Wk (which are in general
different from those in energy coordinates) in a similar fashion as
in Theorem 5, we obtain the kth order reduced port-Hamiltonian
system{˙ˆeI = (JˆI − RˆI)eˆI + bˆIu,
yˆ = cˆI eˆI (14)
in case of Vk, and the port-Hamiltonian system{˙¯eI = (J¯I − R¯I)e¯I + b¯Iu,
y¯ = c¯I e¯I (15)
in case of Wk, which both preserve the first k Markov parameters
having bˆI , c¯TI equal to the first basis vector (1 0 . . . 0)
T .4.3. General Q
The partial reachabilitymatrix for the port-Hamiltonian system
in co-energy coordinates (6) is given as
Rk = [Qb
... QFQb
... . . .
... (QF)k−1Qb] ∈ Rn×k, (16)
where F = J − R. We will use this notation throughout the paper.
Having taken the Q matrix to the left side we obtain{
Q−1e˙ = (J − R)e+ bu,
y = bT e. (17)
Theorem 7. Consider a full order port-Hamiltonian system (17) and
construct Vk satisfying (2) using the Arnoldi procedure. Then the kth
order reduced system{
Qˆ−1 ˙ˆe = (Jˆ − Rˆ)eˆ+ bˆu,
yˆ = cˆ eˆ (18)
with the interconnection matrices JˆI , bˆI , energy matrix QˆI , dissipation
matrix RˆI and output matrix cˆI given as
Jˆ = V Tk JVk, Rˆ = V Tk RVk, Fˆ = Jˆ − Rˆ = V Tk FVk,
Qˆ−1 = V Tk Q−1Vk, bˆ = V Tk b, cˆ = bTVk,
is a port-Hamiltonian system. Furthermore the first k Markov
parameters of the reduced order port-Hamiltonian system (18) and
of the full order port-Hamiltonian system (17) are equal:
hˆi = hi, i = 1, . . . , k.
Proof. Firstly, let us show that VkQˆ V Tk Q
−1 is the identity mapping
onRk given in (16), i.e.,
VkQˆ V Tk Q
−1Rk = Rk. (19)
Indeed, having observed that Rk can be decomposed as Rk =
VkU with U upper triangular (for details see Remark 2), we have
VkQˆ V Tk Q
−1Rk = VkQˆ V Tk Q−1VkU = VkQˆ Qˆ−1U = Rk. Secondly, let
us prove that
Qˆ V Tk Q
−1Rk = Rˆk, (20)
where Rˆk is the partial reachability matrix of the reduced order
system (18):
Rˆk = [Qˆ bˆ
... Qˆ Fˆ Qˆ bˆ
... . . .
... (Qˆ Fˆ)k−1Qˆ bˆ].
It follows that
Qˆ V Tk Q
−1Qb = Qˆ V Tk b = Qˆ bˆ,
Qˆ V Tk Q
−1QFQb = Qˆ V Tk FQb
= Qˆ V Tk F(VkQˆ V Tk Q−1(Qb))
= Qˆ (V Tk FVk)Qˆ (V Tk b)
= Qˆ Fˆ Qˆ bˆ,
...
Qˆ V Tk Q
−1(QF)k−1Qb = . . .
= (Qˆ Fˆ)k−1Qˆ bˆ,
using (19) and the induction principle.
Since the Markov parameters (h1 . . . hk) are related to the
partial reachability matrix Rk as (h1 . . . hk) = cRk (see Antoulas
(2005a)), we can use (19) and (20) to prove the equality of the
Markov parameters of the full and reduced order port-Hamiltonian
systems:
(hˆ1 . . . hˆk) = cˆRˆk = cVkQˆ V Tk Q−1Rk = cRk = (h1 . . . hk). 
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The full order models in (4), (6), (9) and (13) share the same
transfer function since Q in (7), S in (8) and T in (12) are
nonsingular coordinate transformations. The following Theorem
shows that the reduced order systems obtained in different
coordinates using the projections maps based on the partial
reachability subspaces are equivalent, in the sense of sharing the
same transfer function.
Theorem 8. The reduced order port-Hamiltonian models obtained
by the Arnoldi method using the projection maps Vk based on the
partial reachability subspaces in energy coordinates (10) and co-
energy coordinates (14) and (18) have the same transfer function.
Proof. First we prove the equivalence of the reduced ordermodels
in (10) and (14). The transfer function of (10) is given as
Gx(s) = bTxVx(sI − V Tx FxVx)−1V Tx bx
= bT S−TVx(sI − V Tx S−1FS−TVx)−1V Tx S−1b
= bT V¯x(sI − V¯ Tx F V¯x)−1V¯ Tx b,
where Vx := Vk, Fx := JI − RI , bx := bI are from (10) in order to
distinguish these matrices from Ve := Vk, Fe := JI − RI , be := bI
from (14), and V¯x := S−TVx. At the same time the transfer function
of (14) is given as
Ge(s) = bTeVe(sI − V Te FeVe)−1V Te be
= bTTVe(sI − V Te T T FTVe)−1V Te T Tb
= bT V¯e(sI − V¯ Te F V¯e)−1V¯ Te b,
where V¯e := TVe. Therefore if the columns of V¯x and V¯e span the
same subspace then the transfer functions Gx(s) and Ge(s) will be
equal. Since
span col Vx = span colRk(Fx, bx)
= span col [bx
... Fxbx
... . . .
... F k−1x bx]
= span col [S−1b ... . . . ... (S−1FS−T )k−1S−1b]
= S−1span col [b ... . . . ... (FQ )k−1b]
= S−1span colRk(FQ , b),
and, similarly,
span col Ve = T T span colRk(FQ , b),
it follows (using Q = S−T S−1,Q = TT T ) that
span col V¯x = S−T span col Vx
= S−T S−1span colRk(FQ , b)
= Q span colRk(FQ , b),
span col V¯e = Q span colRk(FQ , b).
And thus indeed span col V¯x = span col V¯e. Hence Ge(s) = Gx(s),
which shows the equivalence of the reduced order models in (10)
and (14). It is easy to see that the reduced order model in (18) is
obtained using Vk based on the same partial reachability subspace
as V¯x, namely,
span col Vk = span colRk(QF ,Qb)
= Q span colRk(FQ , b).
Therefore (18) is equivalent to the reduced order models in (10)
and (14), which completes the proof. In a similar way it is possible to show the equivalence between
the reduced order port-Hamiltonianmodels (11) and (15) obtained
using the projection maps Wk based on the partial observability
subspaces.
In general, the reduced order models obtained by applying
the Arnoldi method using the partial reachability matrix and
the partial observability matrix are not equivalent. Nevertheless,
under the condition stated in the following Theoremwe can prove
that these reduced ordermodels indeed are equivalent, sharing the
same transfer function.
Theorem 9. The reduced order port-Hamiltonian model (10) ob-
tained using the projection map Vk based on the partial reachability
matrixRk(AI , bI) and the reduced order port-Hamiltonianmodel (11)
obtained using the projectionmapWk based on the partial observabil-
ity matrixRk(ATI , c
T
I ) share the same transfer function if the following
condition is satisfied:
span colRk(FQ , b) = span colRk(F TQ , b). (21)
Proof. The proof is similar to the proof of Theorem 8, hence
omitted. 
Purely undamped port-Hamiltonian systems with R = 0, F = J
and therefore F T = −F , and purely damped port-Hamiltonian
systems with J = 0, F = R and F T = F obviously satisfy condition
(21). For the details on purely undamped and purely damped port-
Hamiltonian systems see Polyuga and van der Schaft (2008, in
press). However, in many other cases condition (21) is satisfied as
well, as shown by the following example.
Example 3 (Continued). Consider system (5) with unit values of
the capacitors C1, C2 and inductors L1, L2, while R1 = R2 = 0.2,
R3 = 0.4. Then
R2(FQ , b) =
1 00 10 0
0 0
 , R3(FQ , b) =
1 0 −10 1 −0.20 0 1
0 0 0
 ,
R2(F TQ , b) =
1 00 −10 0
0 0
 , R3(F TQ , b) =
1 0 −10 −1 0.20 0 1
0 0 0
 .
One can easily see that for i = 2, 3
span colRi(FQ , b) = span colRi(F TQ , b).
An example of a port-Hamiltonian system not satisfying
condition (21) is the following.
Example 4. Consider a four-dimensional port-Hamiltonian sys-
tem with
J =
0 −1 0 01 0 −2 00 2 0 −1
0 0 1 0
 , R =
1 0 0 00 1 1 00 1 1 0








and Q = I . Then
R3(FQ , b) =
0 −1 21 −1 −30 1 −2
0 0 1
 ,
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span colR3(FQ , b) 6= span colR3(F TQ , b).
For this system the transfer functions GV (s),GW (s) of the three-
dimensional reduced order port-Hamiltonian models obtained
using projections maps Vk,Wk are given by the following different
expressions:
GV (s) = s
2 + s+ 0.5
s3 + 2s2 + 5.5s+ 0.5 ,
GW (s) = s
2 + s+ 0.9
s3 + 2s2 + 5.9s+ 0.9 .
5. Reduction of port-Hamiltonian systems by the Lanczos
method
According to Theorem 4 the Lanczos method preserves 2k
Markov parameters of the full order system. On the other hand
the port-Hamiltonian structure in general is not preserved. Indeed,
a reduced order model would take the following form A˜ =
Wk(J − R)QVk, b˜ = Wkb, c˜ = bTQVk, which is in general not
port-Hamiltonian. In this section we show how to construct the
projection maps Vk,Wk in such a way that the Lanczos method
preserves the port-Hamiltonian structure for systems satisfying
a specific condition, which is, in fact, precisely the algebraic
condition given in (21).
Theorem 10. Consider a full order port-Hamiltonian system (4) and
construct Vk satisfying property (ii) of (2) such that V Tk QVk = Ik. Then
the kth order reduced system{˙˜x = (J˜ − R˜)x˜+ b˜u,
y˜ = c˜ x˜ (22)
with the interconnection matrices J˜I , b˜I , energy matrix Q˜I , dissipation
matrix R˜I and output matrix c˜I given as
J˜ = V Tk QJQVk, R˜ = V Tk QRQVk, Q˜ = I,
b˜ = V Tk Qb, c˜ = bTQVk,
is a port-Hamiltonian system reduced by the Lanczos method with
Wk = QVk if condition (21) holds true. Furthermore the first 2k
Markov parameters of the reduced order port-Hamiltonian system
(22) and the full order port-Hamiltonian system (4) are equal:
h˜i = hi, i = 1, . . . , 2k.
Moreover A˜ is tridiagonal and b˜ and c˜T are multiples of the first basis
vector (1 0 . . . 0)T .
Proof. In this case the subspaces spanned by the columns ofVk,Wk
can be represented as follows:
span col Vk = span colRk(FQ , b);
span colWk = span colRk(AT , cT )
= span colRk(QF T ,Qb)
= Q span colRk(F TQ , b),
with Vk,Wk as in Theorem 4. Then condition (21) implies that
span colWk = span col QVk.Fig. 2. n-dimensional ladder network.
Therefore one can choose any Wk such that its columns span the
same subspace as the columns of QVk. In particular, taking Wk
as QVk preserves the port-Hamiltonian structure for the reduced
order model. Preservation of 2k Markov parameters and the fact
that A˜ is tridiagonal and b˜ and c˜T are multiples of the first basis
vector (1 0 . . . 0)T follow directly from Theorem 4, completing
the proof. 
Wecan also apply the Lanczosmethod in co-energy coordinates
and show that the reduced order model in co-energy coordinates
shares the same transfer function with the reduced order model in
(22) following the discussion from the previous section.
Thenext result establishes a relation between the reducedorder
port-Hamiltonian models obtained by both the Arnoldi and the
Lanczos methods provided that condition (21) is satisfied.
Theorem 11. The reduced order port-Hamiltonian model (10) in
energy coordinates obtained by the Arnoldi method and the reduced
order port-Hamiltonian model (22) in energy coordinates obtained
by the Lanczos method share the same transfer function if condition
(21) is satisfied. Furthermore, under condition (21) all the reduced
order port-Hamiltonian models (10), (11), (14), (15), (18), obtained
by the Arnoldimethod, and the reduced order port-Hamiltonianmodel
(22), obtained by the Lanczos method, both in energy and co-energy
coordinates are equivalent, sharing the same transfer function.
Proof. The proof is similar to the proof of Theorem 8, hence
omitted. 
Corollary 12. If (21) is satisfied then a reduced order port-
Hamiltonian model obtained by the Arnoldi method matches 2k
Markov parameters.
Remark 13. Note that the projected systems (10), (11), (14), (15),
(18) and (22) are automatically passive since they inherit the
port-Hamiltonian structure of the full order systems with Qˆ being
positive definite. See also van der Schaft (2000a) and Willems
(1972).
Remark 14. The Arnoldi and Lanczos methods for general asymp-
totically stable linear systems sometimes lead to unstable reduced
order models. One way to overcome this problem is to use implic-
itly restarted Krylovmethods, as discussed in Antoulas (2005a) and
Lehoucq (1995), and the references therein. For port-Hamiltonian
systems with Q > 0 a reduced order port-Hamiltonian model
can loose its asymptotic stability, but can never be unstable. This
follows from the passivity property of the reduced order port-
Hamiltonian systems.
6. Numerical example
Consider the ladder network in Fig. 2, which is an extension of
the ladder network in Example 1.We take the current I as the input
and the voltage over the first capacitorUC1 as the port-Hamiltonian
output. The state variables are as follows: x1 is the charge q1 of C1,
x2 is the flux φ1 of L1, x3 is the charge q2 of C2, x4 is the flux φ2 of L2,
etc.
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A minimal realization of this port-Hamiltonian ladder network












































0 0 0 0 0
]
,
where A = (J − R)Q with R = diag{0, R1, 0, R2, 0, R3 + R4} and
J,Q of the same structure as in (5).
Adding another LC pair to the network (with appropriate
resistors), whichwould correspond to an increase of the dimension
of the model by two, will modify the ABC-model in the following
way. The sub-diagonal of the matrix A will contain additionally
L−1n/2−1, C
−1
n/2. The superdiagonal of A will contain −C−1n/2,−L−1n/2.
Furthermore, the main diagonal of A will have − Rn/2−1Ln/2−1 in the
(n − 2, n − 2) position, zero in the (n − 1, n − 1) position and
− Rn/2+Rn/2+1Ln/2 in the (n, n)position. b and cmatriceswill obtain zeros
in the appropriate positions.
We considered the 100-dimensional full order port-Hamiltonian
networkwith unit values of the capacitorsCi and inductors Li, while
Ri = 0.2, i = 1, . . . , 50, R51 = 0.4. We applied the Arnoldi
method to obtain the reduced order port-Hamiltonian model (10),
as shown in Theorem5. The reduced order systems are constructed
for the orders k = 2 to k = 30 with increments of 2. Evolution of
the relativeH2 andH∞ norms is shown in Fig. 3. As expected, both
H2 andH∞ relative norms decay as the dimension k of a reduced
order system increases. Reduced order systems inherit the port-
Hamiltonian structure, are asymptotically stable and passive.
The Amplitude Bode plots of the full, reduced and error systems
for k = 20 are shown in Fig. 4. The figure exhibits that the H2
and H∞ error norms are accumulated for small frequencies and
that the distance between the frequency responses of the full andFig. 4. Amplitude Bode plots for k = 20.
reduced order systems decays as frequency increases since we
match moments at infinity.
In fact, for the port-Hamiltonian system considered here
condition (21) is satisfied as was already discussed in Example 3.
Indeed, for k = 4 the reduced order matrices are
Aˆ =
0 −1 0 01 −0.2 −1 00 1 0 −1
0 0 1 −0.2
 , bˆ =
100
0






bˆ, cˆT are the multiples of the first unit vector and Aˆ is tridiagonal.
Therefore even though the reduced order port-Hamiltonian model
is obtained using the Arnoldi method as shown in Theorem 5,
it is equivalent to that of the Lanczos method as Theorem 11
explains. Moreover, due to Corollary 12 the reduced order port-
Hamiltonianmodel preserves 2kMarkov parameters which can be
readily checked for this particular case: (h1 . . . h2k) = (1 0
− 1 0.2 1.96 − 0.7920 − 4.7616 2.9363) = (hˆ1 . . . hˆ2k).
7. Epilogue
In this paper we applied the Krylov methods in order to reduce
a full order port-Hamiltonian system to a reduced order system
which inherits the port-Hamiltonian structure. In particular, we
showed how the Arnoldi method, which preserves k Markov
parameters, can be employed for this purpose in energy and co-
energy coordinates using the projection maps constructed both
on the partial reachability and partial observability subspaces. We
showed the equivalence of the reduced order models in the sense
of sharing the same transfer function.
We exploited the Lanczos method, which preserves 2kMarkov
parameters, for structure preserving model reduction of a subclass
of port-Hamiltonian systems, characterized by an algebraic
condition. For this subclass the Lanczos method is proven to
produce a reduced order port-Hamiltonian model which is
equivalent to that of the Arnoldi method. Therefore the Arnoldi
method applied to a port-Hamiltonian system from the subclass
preserves twice asmanyMarkov parameters as it does for a general
linear system.
Bothmethods considered preserve the port-Hamiltonian struc-
ture, implying, among others, the passivity property.
Questions concerning general error bounds for the structure
preserving port-Hamiltonianmodel reductionmethods, numerical
efficiency and the physical realization of the obtained port-
Hamiltonian reduced order models as well as the further
characterization of the subclasses of port-Hamiltonian systems are
currently under investigation.
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