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Abstract
In this paper, we extend a majorization result of Hwang and Pyo [S.-G. Hwang, S.-S. Pyo, Matrix major-
ization via vector majorization, Linear Algebra Appl. 332–334 (2001) 15–21] from the ordinary majorization
ordering to the class of group induced cone orderings induced by non-effective groups. The case of effective
groups is also investigated. A particular attention is paid to positive operators.
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1. Introduction and summary
Majorization ordering is a powerful tool in many branches of pure and applied mathematics.
It has applications in statistics, probability, linear algebra, combinatorics, econometrics, quantum
physics, etc. The book by Marshall and Olkin [15] is an excellent survey of this area (see also
e.g., [1–5,7,8]).
For column vectors x, y ∈ Rn, x is said to majorize y, written y ≺ x, if
k∑
i=1
y[i] 
k∑
i=1
x[i] for k = 1, . . . , n (1)
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with equality if k = n [15, p. 7]. Here x[1]  · · ·  x[n] are the entries of x stated in non-increasing
order. (For y analogously.) We say that an n × n matrix A = (aij ) is non-negative, written A  0,
if aij  0, i, j = 1, . . . , n. An n × n matrix A = (aij ) is said to be doubly stochastic (d.s.), if
aij  0,
∑n
i=1 aij =
∑n
j=1 aij = 1 for j, i = 1, . . . , n. In other words,A is d.s., ifA  0,Ae = e
and ATe = e, where e = (1, . . . , 1)T ∈ Rn [15, p. 19]. The set of all n × n d.s. matrices is denoted
by n.
It is well known (see [5, Theorem II.1.9; 15, Theorems A.4, A.2, B.2; 23]) that for any x, y ∈
Rn,
Ax ≺ x for A ∈ n, (2)
y ≺ x iff y = Ax for some A ∈ n, (3)
y ≺ x iff y ∈ convPnx, (4)
n = convPn. (5)
The last result is Birkhoff’s theorem [15, Theorem A.2]. Here conv(·) stands for “the convex hull
of”, Pn is the group of n × n permutation matrices, and Pnx is the orbit {px : p ∈ Pn}.
Let Mn×m stand for the space of real n × m matrices. We define matrix majorization orderings
as follows (cf. [6,12,15,20]). For n × m matrices X and Y , we write
Y ≺ X if Y = AX for some A ∈ n, (6)
Y ≺d X if Yw ≺ Xw for all w ∈ Rm. (7)
The relations ≺ and ≺d are called strong majorization and directional majorization on Mn×m,
respectively. Remark that vector majorization is a special case of strong majorization.
Using (3) it is readily seen that
Y ≺ X implies Y ≺d X.
Hwang and Pyo [12, Theorem 4] proved that the reverse implication holds if [Y, e][X, e]+  0,
where [X, e] denotes the n × (m + 1) block matrix containing the blocks X and e, and (·)+ stands
for the Moore–Penrose generalized inverse.
In this paper, we develop Hwang and Pyo’s ideas from ordinary majorization to group maj-
orization orderings. Similar problems for weak matrix majorization have been studied in [20].
Given a real linear space V and a group G of linear operators on V , we say that vector y ∈ V is
G-majorized by x ∈ V , in symbols y G x, if
y ∈ conv Gx, (8)
where Gx denotes the G-orbit {gx : g ∈ G} and convGx is the convex hull of Gx [7] (cf. (4)).
The relation G is called group majorization induced by G (in short, G-majorization). (Remind
that the convex hull of a non-empty set S in real linear space is the set of all convex combinations
of elements of S.)
A linear operator L : V → V is said to be G-contractive if
Lx G x for x ∈ V. (9)
The set of all G-contractive operators on V is denoted by (V ,G). It is clear by (8) and (9) that
convG ⊂ (V ,G). The group G is said to have Birkhoff’s property if convG = (V ,G) (cf.
(5)). (See [16] for a discussion of this property for finite reflection groups.) For example, the group
GPn of n × n generalized permutation matrices has Birkhoff’s property, since the convex hull of
GPn is the set of all contractive operators for this group [23, Theorems 4 and 5] (see Examples
2 and 5 for details).
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Let W be a linear space. Denote byL(W, V ) the linear space of all linear operators from W to
V . IfW = V we writeL(V ) instead ofL(W, V ). The action of the groupG onL(W, V ) is given
by X → gX, where X ∈L(W, V ) and g ∈ G. For X, Y ∈L(W, V ), we write (cf. (6) and (7))
Y G X if Y ∈ conv GX, (10)
Y G,d X if Yw G Xw for all w ∈ W. (11)
The aim in this paper is to determine conditions on X, Y and G under which the relation
Y G,d X implies that
Y = LX for some L ∈ (V ,G). (12)
If, in addition, G has Birkhoff’s property, then (12) means that Y G X.
Sections 1 and 2 are expository. Here we repeat the relevant results from [7–10,17–19,22]
without proofs, thus making our exposition self-contained. In what follows, we study our problem
for so-called group-induced cone (GIC) orderings. In Section 2 we present basic properties of
GIC orderings. We also give a characterization of G-contractive operators (see Lemmas 1–3).
New results are collected in Sections 3 and 4. In Theorem 1 we extend Hwang–Pyo’s theorem
[12, Theorem 4] to the class of GIC orderings induced by non-effective groups. A key method
is to use the Moore–Penrose generalized inverse of linear operators. Section 3 is concluded with
Corollaries 1 and 2 illustrating the applicability of the result. Using the permutation group and the
ordinary majorization, in Corollary 1 we recover the mentioned Hwang–Pyo’s theorem. Corollary
2 contains a matrix counterpart of this result related to eigenvalues of real symmetric matrices.
In Section 4 we discuss the problem for effective groups. In Theorem 2 we present a new
condition implying the solvability of the problem. Example 5 illustrates Theorem 2 for absolutely
weak majorization. Finally, we give a list of sufficient conditions in the case of arbitrary (positive
and non-positive) operators.
2. GIC orderings and G-contractive operators
Unless otherwise stated, we consider the general situation of a finite-dimensional real space
V with inner product 〈·, ·〉. Let G be a closed subgroup of the orthogonal group O(V ) act-
ing on V . We say that the group majorization G on V is a group induced cone (GIC) order-
ing [7,8], if there exists a non-empty closed convex cone D ⊂ V satisfying the following two
axioms:
(A1) Gx ∩ D is not empty for each x ∈ V ,
(A2) 〈x, y〉  〈x, gy〉 for x, y ∈ D and g ∈ G.
It is known (see [9, Lemma 4.1, (3.5); 24, Theorem 4.1]) that if G is a finite group then
G is a GIC ordering iff G is a reflection group.
Recall that a finite group G is a reflection group if G is generated by some set of reflections. A
reflection is a linear map on V of the form x → x − 2〈x, r〉r , x ∈ V , where r ∈ V is a vector
with unit length [11].
Under axioms (A1) and (A2), it can be proved that D ∩ Gx is a singleton set for each x ∈ V
[17, p. 14]. Denote by x↓ the only member of the set D ∩ Gx. The algebraic structure (V ,G, (·)↓)
is called a normal decomposition system as defined by Lewis in [13,14].
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Clearly, x↓ = x iff x ∈ D. Furthermore, for any x, y ∈ V ,
y G x iff y↓ G x↓ iff 〈z, y↓〉  〈z, x↓〉 for z ∈ D
iff 〈t, y↓〉  〈t, x↓〉 for t ∈ T , (13)
where T is a generator of D, that is T positively spans D (see [7, p. 15; 21, p. 210]). For this
reason a GIC ordering G restricted to its convex cone D is the cone ordering induced by dual D,
i.e., for any x, y ∈ D,
y G x iff x − y ∈ dual D,
where dual D = {y ∈ V : 〈x, y〉  0, x ∈ D} is the dual cone of D.
We define
MG = {x ∈ V : gx = x for each g ∈ G}.
The subspace MG consists of all minimal points with respect to G [22, p. 109]. If the group G
induces a GIC ordering with the cone D, then MG = D ∩ −D, and MG is the largest linear space
among all linear subspaces of V that are included in D [18, Theorem 3.1]. Therefore, by (13) and
(A1),
y G x implies that x − y is orthogonal to MG. (14)
A set S ⊂ V is said to be G-invariant if gS ⊂ S for each g ∈ G. A closed group G ⊂ O(V ) is
called irreducible if the only G-invariant subspaces in V are V and {0}. G is said to be effective if
MG = {0}. Under (A1) and (A2), the effectiveness of G means that the convex cone D is pointed,
that is D ∩ −D = {0}. By [18, Theorem 3.2],
G is irreducible iff 〈x, y〉 > 0 for x, y ∈ D \ {0}
iff 〈t, u〉  0 for t, u ∈ T \ {0}, (15)
G is effective iff 〈x, y〉  0 for x, y ∈ D iff 〈t, u〉  0 for t, u ∈ T , (16)
where T is a generator of D. The irreducibility implies the effectiveness except the trivial situation
when dim V = 1 and G = {idV }.
We now present some examples illustrating the notions introduced above.
Example 1 [7, p. 16]. Let V = Rn and G = Pn, the group of n × n permutation matrices.
Then the G-majorization G is the (usual) majorization ≺ on Rn defined by (1) (cf. (4) and
(8)). It is known that (A1) and (A2) are met for the cone D = {x ∈ Rn : x1  · · ·  xn}. More-
over, x↓ = (x[1], . . . , x[n])T for x ∈ Rn. The vectors ti = (1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0)T, i = 1, . . . , n,
and tn+1 = −tn constitute a generator of D. Therefore (13) takes the form (1). Notice that G is a
finite reflection group. Since MG = {tn}, G is non-effective.
Example 2 [7, p. 16]. Take V = Rn and G = GPn, the group of n × n generalized permuta-
tion matrices (i.e., matrices with exactly one non-zero entry with modulus 1 in each row and
column). Then the G-majorization G is the absolutely weak majorization ≺aw on Rn defined
by y ≺aw x if ∑ki=1 |y|[i] ∑ki=1 |x|[i], k = 1, . . . , n, where |x| is the vector of moduli of the
entries of x. Axioms (A1) and (A2) hold for the cone D = {x ∈ Rn : x1  · · ·  xn  0}. In
addition, x↓ = (|x|[1], . . . , |x|[n])T for x ∈ Rn. Generator T of D consists of the vectors ti =
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(1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0)T, i = 1, . . . , n. Also, G is a finite reflection group. By (15) and (16), G is
irreducible and effective.
Example 3. Let V = Mn×m, the space of real n × m matrices, and let G = Pn, the group of n ×
n permutation matrices. The action of G on V is given by X → PX for X ∈ Mn×m and P ∈ Pn.
The G-majorization ordering G on V is defined by Y G X if Y ∈ conv GX. It is obvious that
G is the matrix strong majorization ≺ on Mn×m, since conv(GX) = (convPn)X = nX (see
(5) and (6)).However,G is not a GIC ordering.SinceMG is the subspace consisting of then × m
matrices of the block form [α1e, . . . , αme], where α1, . . . , αm ∈ R and e = (1, . . . , 1)T ∈ Rn,
we get dim MG = m. Therefore the group G is neither effective nor irreducible.
Example 4 [7, p. 17]. Take V to be the space Sn of n × n real symmetric matrices. The inner
product for matrices x, y ∈ Sn is given by 〈x, y〉 = tr xy. Let G be the closed group of all linear
operators of the form x → OxOT, x ∈ Sn, where O runs over the orthogonal group On. The
group majorization G is a GIC ordering with the convex cone D = {z ∈ Dn : z11  · · ·  znn},
whereDn is the space of all n × n real diagonal matrices. Then x↓ = diag λ(x) for x ∈ Sn, where
λ(x) denotes the vector of the eigenvalues of x stated in non-increasing order. Generator T of D
is formed by the diagonal matrices ti = diag(1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0), i = 1, . . . , n, and tn+1 = −tn.
By (13), for x, y ∈ Sn, y G x iff λ(y) ≺ λ(x). Here MG = span{tn}, so G is a non-effective
group.
From now on we assume that the G-majorization G is a GIC ordering on V with a closed
convex cone D. We also assume that there exists a generator T of D having the form
T = T1 ∪ T2 ∪ −T2, (17)
where T0 = T1 ∪ T2 = {t1, t2, . . . , tk} is a basis in span D, and T2 = {tl , . . . , tk} (for some 1 
l  k) is a basis in MG (see Examples 1 and 4). (If G is effective, then we put T2 = ∅, so T0 = T ;
cf. Example 2.) Additionally, the vectors
e1 = t1, ei = ti − ti−1, i = 2, . . . , k (18)
are assumed to form an orthogonal basis in span D.
For a given subgroup H of G we denote
C(H) =
⋃
h∈H
hD and C0(H) =
⋃
h∈H
hD0, (19)
where D0 = cone T0, and assume that C(H) and C0(H) are convex cones. Clearly, C(G) = V
by (A1). The assumptions just made will be in force throughout the paper. In fact, it puts no real
restriction on the setting, because GIC orderings of practical interest satisfy the above conditions.
If C0 ⊂ V is a convex cone and a, b ∈ V , we write b C0 a if a − b ∈ C0. A linear operator
L : V → V is said to be C0-positive if LC0 ⊂ C0. It is easily seen that a G-contractive operator
L is C0-positive for each G-invariant convex cone C0. In the sequel, the symbol L∗ denotes the
dual operator of L defined by 〈x, L∗y〉 = 〈Lx, y〉 for all x, y ∈ V .
The following lemmas give characterizations of G-contractive operators in terms of the gener-
ator T of the cone D. These results are immediate corollaries to [19, Theorems 3.1–3.3, Lemma
3.1] for w = tk .
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Lemma 1 [19, Theorem 3.1, Lemma 3.1]. Under the above assumptions, suppose that L : V →
V is a linear operator. The following four statements are mutually equivalent:
Lx G x for x ∈ V (i.e., L is Gcontractive), (20)
L∗x G x for x ∈ V, (21)
Lx G x and L∗x G x for x ∈ C0(G), (22)
Lgt G t and L∗gt G t for g ∈ G and t ∈ T0. (23)
If G is effective then (23) can be equivalently rewritten as
Lgt G tk and L∗gt G tk for g ∈ G and t ∈ T . (24)
In what follows we employ a subgroup H of G with the following special properties:
C(H) = V, (25)
C0(H) is a selfdual convex cone, (26)
cone {e1, . . . , ek} ⊂ C0(H), (27)
htk = tk for any h ∈ H. (28)
The next lemma characterizes G-contractive and C0(H)-positive operators for non-effective
G.
Lemma 2 [19, Theorem 3.3]. Under the assumptions stated before Lemma 1, let G be non-
effective. Assume that (25)–(28) are satisfied. If L : V → V is a C0(H)-positive linear operator,
then the following two statements are equivalent:
Lx G x for x ∈ V (i.e., L is Gcontractive), (29)
Lt = t and L∗t = t for t ∈ T2. (30)
Lemma 3 [19, Theorems 3.2 and 3.3]. Under the assumptions stated before Lemma 1, let G be
effective. Assume that (26)–(28) are satisfied. If L : V → V is a C0(H)-positive linear operator,
then the following three statements are mutually equivalent:
Lx G x for x ∈ C(H), (31)
Ltk G tk and L∗tk G tk, (32)
Ltk C0(H) tk and L∗tk C0(H) tk. (33)
3. Results for non-effective groups
We continue the notation and assumptions of Sections 1 and 2. In particular, we assume that
V and W are finite-dimensional linear spaces, and G is a closed subgroup of O(V ) such that the
G-majorization G is a GIC ordering with cone D possessing properties (17)–(19). Generator T
of the cone D has the decomposition T = T1 ∪ T2 ∪ −T2 as described in (17). Also, we assume
that the convex cones C(H) and C0(H) given by (19) satisfy conditions (25)–(28).
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Additionally, for a subset U = {u1, . . . , up} in T2 and for a linear operator X ∈L(W, V ), we
let W(p) denote W × Rp, the Cartesian product of the linear spaces W and Rp. Let XU stand for
the linear operator from W(p) to V given by
XU(w, ) = Xw + α1u1 + · · · + αpup for w ∈ W and  = (α1, . . . , αp)T ∈ Rp.
For example, if W = Rm and V = Rn and X is interpreted as an n × m matrix then XU is the
n × (m + p) block matrix [X, u1, . . . , up]. If U is the empty set, we put W(p) = W and XU = X.
If W = W1 × W2 (resp. W = W1 + W2, direct sum) and Xi : Wi → V , i = 1, 2, are linear
operators, then the notation [X1, X2] denotes the linear operator defined by w → X1w1 + X2w2
for w = (w1, w2) (resp. w = w1 + w2) with wi ∈ Wi . We denote by R(Z) the range of a linear
operator Z. By Z+ we mean the Moore–Penrose generalized inverse of Z. The symbol IS stands
for the identity operator on a linear space S.
The following theorem extends a result of Hwang and Pyo [12, Theorem 4] from the ordinary
majorization ≺ to GIC orderings induced by non-effective groups. The proof of Theorem 1 is an
extension of the idea of Hwang–Pyo’s proof under the conditions of Lemma 2.
Theorem 1. Under the above notation and the assumptions of Lemma 2, let G be non-effective.
AssumeX, Y : W → V are linear operators such thatY G,d X. If the operatorYUX+U : V → V
is C0(H)-positive for U = T2 \ R(X), then Y = LX for some G-contractive operator L : V →
V. If, in addition, G has Birkhoff’s property, then Y G X.
Proof. Denote r = rank X. There exists a basis {a1, . . . , ar , ar+1, . . . , an} in W such that the
vectors Xai, i = 1, . . . , r, form a basis in R(X). Define W1 = span{a1, . . . , ar} and W2 =
span{ar+1, . . . , an}. Let X1 (resp. Y1) and X2 (resp. Y2) stand for the restrictions of X (resp. Y ) to
W1 and W2, respectively. It is easily seen that R(X2) ⊂ R(X) = R(X1). Because rank X1 = r,
we get X+1 X1 = IW1 [12, Lemma 1]. Hence Y1 = (Y1X+1 )X1.
Denote L = Y1X+1 . We prove that L is G-contractive. It suffices by Lemma 2 to show that
Lt = t and L∗t = t for t ∈ T2, and that L is C0(H)-positive.
Case 1: T2 ⊂ R(X). Fix an arbitrary t ∈ T2. It follows from the assumption Y G,d X that
Y1X
+
1 t = YX+1 t G XX+1 t = X1X+1 t
(use (11) for w = X+1 t). Additionally, X1X+1 t = t, since t ∈ T2 ⊂ R(X1). Therefore Y1X+1 t G
t.But t ∈ MG is a minimal point with respect to G. In consequence,we obtainLt = Y1X+1 t = t,
as desired.
To see that L∗t = t, we use Y G,d X to get Y1X+1 v G X1X+1 v for v ∈ V. It now fol-
lows from (14) that the vector X1X+1 v − Y1X+1 v is orthogonal to MG. Therefore 〈X1X+1 v −
Y1X
+
1 v, t〉 = 0. This gives
〈v, (Y1X+1 )∗t〉 = 〈Y1X+1 v, t〉 = 〈X1X+1 v, t〉 = 〈v,X1X+1 t〉 = 〈v, t〉 for all v ∈ V,
because (X1X+1 )∗ = X1X+1 and X1X+1 t = t. Hence (Y1X+1 )∗t = t, which is what had to be
proved.
We now proceed to show the C0(H)-positivity of L = Y1X+1 . Because R(X2) ⊂ R(X1), there
exists a linear operator Z : W2 → W1 such that X2 = X1Z. We prove that Y2 = Y1Z. To do so,
we show that Y2aj = Y1Zaj for j = r + 1, . . . , n. Namely, substituting w = (IW2 − Z)aj ∈ W
into the inequality Yw G Xw, we obtain
Y (IW2 − Z)aj G X(IW2 − Z)aj .
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Since aj ∈ W2 and Zaj ∈ W1, we get XIW2aj = X2aj = X1Zaj = XZaj . Therefore X(IW2 −
Z)aj = 0. Combining this with the last inequality, we derive Y (IW2 − Z)aj = 0. Hence Y2aj =
Y1Zaj , as claimed.
The inclusion T2 ⊂ R(X) implies U = T2 \ R(X) = ∅, so we have XU = X and YU = Y.
Moreover, by [12, Lemma 2],
L = Y1X+1 = [Y1, Y1Z][X1, X1Z]+ = [Y1, Y2][X1, X2]+ = YX+ = YUX+U . (34)
The operator YUX+U is C0(H)-positive and so is Y1X
+
1 .
Finally, by Lemma 2, the operator L = Y1X+1 is G-contractive. Since Y1 = LX1, we obtain
Y = [Y1, Y2] = [Y1, Y1Z] = L[X1, X1Z] = L[X1, X2] = LX. (35)
This completes the proof of the result in Case 1.
Case 2: T2 ⊂ R(X). Remind that U = T2 \ R(X). It is clear that T2 ⊂ R(XU). It follows from
Y G,d X that Yw + v G Xw + v for w ∈ W and v ∈ MG. Therefore YUwU G XUwU for
wU = (w, α) ∈ W(p), where p is the cardinality of U. Moreover, U˜ = T2 \ R(XU) = ∅ and
therefore (XU)U˜ = XU and (YU )U˜ = YU . Now, applying Case 1 for the operators XU, YU :
W(p) → V, one obtainsYU = LXU for someG-contractive operatorL. In particular, YU (w, 0) =
LXU(w, 0), that is, Yw = LXw for w ∈ W. Thus Y = LX, completing the proof. 
In Theorem 1, we are assuming that the operator YUX+U is C0(H)-positive. The reasons are
as follows. Since Y = LX for L = Y1X+1 = YUX+U (see Case 1), the main idea of the proof of
Theorem 1 is to show that L is G-contractive. For this end, we use Lemma 2 (stated for positive
operators), which is much easier than using Lemma 1. On the other hand, the positivity assumption
in Theorem 1 is not a strong restriction. This is because, in many cases, the positivity of L is a
necessary condition for the required G-contractivity of L. For example, if H = G then the convex
cone C0(H) is G-invariant, since it is H -invariant. In consequence, L is C0(H)-positive if L is
G-contractive. This reasoning applies to the mentioned result of Hwang and Pyo, as well (see
Corollary 1).
Return for a moment to Example 1, where V = Rn and G = Pn, and let W = Rm. Then G
is the ordinary majorization ≺ on Rn. In addition, the group Pn has Birkhoff’s property (see (5)).
Also, T0 = {t1, . . . , tn} and T2 = {tn}. Moreover, Pn is non-effective, because MG = span{tn}
with tn = e = (1, . . . , 1)T . For H = G, we have C(H) = C(G) = Rn and C0(H) = C0(G) =
Rn+. So, the C0(H)-positivity of an n × n matrix L = (lij ) means L  0. In this case, L is G-con-
tractive iff L  0 and
∑n
i=1 lij =
∑n
j=1 lij = 1 for j, i = 1, . . . , n (see Lemma 2). Equivalently,
L is doubly stochastic (see Section 1). Thus Theorem 1 reduces to
Corollary 1 [12, Theorem 4]. For matrices X, Y ∈ Mn×m, if [Y, e][X, e]+  0 and Yw ≺ Xw
for w ∈ Rm, then Y = LX for some d.s. matrix L.
Now, suppose that V = Sn and G = {O(·)OT : O ∈ On} as in Example 4. Set W = Sm. Here
G is a non-effective group, andT0 ={t1, . . . , tn} andT2 = {tn}, where ti = diag(1, . . . , 1, 0, . . . , 0)
with i ones. For H = G we have C(H) = C(G) = Sn and C0(H) = C0(G) = Ln, the Loewner
cone of n × n positive semidefinite matrices. So, C0(H) is the Loewner ordering on Sn, and the
C0(H)-positivity means Ln-positivity.
A linear operator L : Sn → Sn is called doubly stochastic if (a) L is Ln-positive, (b) LIn = In,
and (c) L∗In = In [3, p. 28]. Lemma 2 implies that L is d.s. iff L is G-contractive in the sense
that λ(Lx) ≺ λ(x) for x ∈ Sn (cf. Example 4).
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Theorem 1 gives the following matrix counterpart of Corollary 1.
Corollary 2. For linear operators X, Y : Sm → Sn, if [Y, In][X, In]+ is Ln-positive and
λ(Yw) ≺ λ(Xw) for w ∈ Sm, then Y = LX for some d.s. operator L : Sn → Sn.
For instance, for given matrices P,Q ∈ Mn×m consider the operators X = P(·)P T and Y =
Q(·)QT fromSm toSn. ThenX+ = P+(·)(P+)T,X+Ln ⊂ Lm andYLm ⊂ Ln. For simplicity, we
assume that In ∈ R(X). So, [Y, In][X, In]+ becomes L = YX+ = QP+(·)(QP+)T. Therefore,
by Corollary 2, (34) and (35),
if λ(QwQT) ≺ λ(PwP T) for w ∈ Sm, then λ(QP+v(QP+)T) ≺ λ(v) for v ∈ Sn.
4. Remarks on effective groups
Theorem 1 concerns non-effective groups. The main part of its proof is that the assumptions
Y G,d X, (36)
YX+ is C0(H)positive, and (37)
the basis T2 = {tl , . . . , tk} of MG is included in R(X) (38)
imply the equality
Y = (YX+)X (39)
with the property that
YX+ is a Gcontractive operator. (40)
In general, the above implication cannot be strengthened to effective groups. The reason is
that characterization (30) of G-contractive operators does not work for arbitrary groups. However
some parts of the proof of Theorem 1 are still valid for effective case. Namely, equality (39) is
true under assumption (36) (see (34) and (35)). In this context we are interested in conditions
implying the G-contractivity of L = YX+ for an effective group G. In Theorem 2 we present
condition (42) which is a relaxation of statement (38).
By | · | we denote an operation on linear operators L ∈L(V ) such that |L| is C0(H)-positive
linear operator on V , and
b C0(H) a implies Lb C0(H) |L|a for a ∈ C0(H) and b ∈ V. (41)
Theorem 2. Under the assumptions of Lemma 3, letG be an effective group of the formG = HK,
where H and K are subgroups of G such that H satisfies (26)–(28) and the operation | · | is K-
invariant, i.e., |c1Lc2| = |L| for L ∈L(V ) and c1, c2 ∈ K. Assume X, Y : W → V are linear
operators such that Y G,d X. If the inequalities
|XX+|tk C0(H) tk and |XX+|∗tk C0(H) tk (42)
hold, then YX+ is G-contractive.
Remark 1
(a) By Lemma 3, condition (42) says that |XX+| is G-contractive on C(H).
(b) If the operation | · | preserves symmetry of operators (see Example 5), then (42) reduces to
the condition |XX+|tk C0(H) tk, because XX+ is symmetric, i.e., (XX+)∗ = XX+.
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(c) In particular, if X is non-singular and | · | is unital (i.e. |I | = I, where I is the identity
operator), then (42) is satisfied.
Proof of Theorem 2. It is enough to show (24) for L = YX+ (see Lemma 1).
Since G is effective, we have T0 = T , D0 = D and C0(H) = C(H). We shall prove that
YX+gt G tk for g ∈ G and t ∈ T . In light of (13) we need to prove that
〈z, (YX+gt)↓〉  〈z, tk〉 for z ∈ D. (43)
Fix any z ∈ D. It follows from Y G,d X that YX+gt G XX+gt , which gives
〈z, (YX+gt)↓〉  〈z, (XX+gt)↓〉. (44)
From (A1) we obtain g1(XX+gt)↓ = XX+gt for some g1 = c−11 h1 ∈ G = KH = HK with
h1 ∈ H and c1 ∈ K . But h1 is orthogonal, so h∗1 = h−11 . Moreover, g = ch for some h ∈ H and
c ∈ K . We have ht C0(H) tk , because t C0(H) tk (see (18) and (27)), C0(H) is H -invariant and
(28) holds. Applying (41), (42) and (28), one gets
〈z, (XX+gt)↓〉 = 〈z, g−11 XX+gt〉 = 〈z, h−11 c1XX+cht〉 = 〈h1z, c1XX+cht〉
= 〈h1z, |c1XX+c|ht〉 = 〈h1z, |XX+|ht〉  〈h1z, |XX+|tk〉 (45)
 〈h1z, tk〉 = 〈z, h−11 tk〉 = 〈z, tk〉.
Combining (44) and (45) yields (43), as desired.
We now proceed to verify that (YX+)∗gt G tk . According to (13) we have to show that
〈z, ((YX+)∗gt)↓〉  〈z, tk〉 for z ∈ D. (46)
By (A1), g2((YX+)∗gt)↓ = (YX+)∗gt for some g2 = c2h2 ∈ G with c2 ∈ K and h2 ∈ H . In
consequence, for any z ∈ D we obtain
〈z, ((YX+)∗gt)↓〉 = 〈z, g−12 (YX+)∗gt〉 = 〈YX+g2z, gt〉  〈(YX+g2z)↓, t〉, (47)
the last inequality is due to axioms (A1) and (A2).
On the other hand, the assumption Y G,d X gives YX+g2z G XX+g2z, which, by (13),
implies (YX+g2z)↓ G (XX+g2z)↓, and further
〈(YX+g2z)↓, t〉  〈(XX+g2z)↓, t〉. (48)
By virtue of (A1), we have (XX+g2z)↓ = g˜XX+g2z for some g˜ = h˜c˜ ∈ G = HK with h˜ ∈ H
and c˜ ∈ K . Therefore, using (41) and (28), we derive
〈(XX+g2z)↓, t〉 = 〈g˜XX+g2z, t〉 = 〈h˜c˜XX+c2h2z, t〉
= 〈c˜XX+c2h2z, h˜−1t〉  〈|c˜XX+c2|h2z, h˜−1t〉 (49)
= 〈|XX+|h2z, h˜−1t〉  〈|XX+|h2z, h˜−1tk〉 = 〈|XX+|h2z, tk〉.
The last inequality follows from the facts that t C0(H) tk (see (18) and (27)) and that the cone
C0(H) is H -invariant. In addition, h2z ∈ C0(H) by (19). In consequence, by (42) and (28) we
obtain
〈|XX+|h2z, tk〉 = 〈h2z, |XX+|∗tk〉  〈h2z, tk〉 = 〈z, h−12 tk〉 = 〈z, tk〉. (50)
Finally, we deduce (46) from (47)–(50). This completes the proof of Theorem 2. 
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Example 5. As in Example 2, let V = Rn, G = GPn and W = Rm. Then G is effective and
G is the absolutely weak majorization ≺aw on Rn. We set H = Pn and K = Cn, the group of
n × n orthogonal diagonal matrices (the coordinate sign changes matrices). It can be verified that
G = HK. Also, C0(H) = Rn+ and C0(H) is the entrywise ordering  on Rn.
An n × n matrix L = (lij ) is called absolutely doubly substochastic (in short, a.d.ss.), if∑n
i=1 |lij |  1 and
∑n
j=1 |lij |  1 for j, i = 1, . . . , n. If, in addition, each entry of L is non-
negative then L is said to be doubly substochastic (in short, d.ss.). By a result of Thompson [23,
Theorem 4], the set of all a.d.ss. matrices is the convex hull of the group GPn. In other words,
G has Birkhoff’s property. By |L| we denote the matrix (|lij |). So, L is a.d.ss. iff |L| is d.ss.
Applying Theorem 2 we obtain the conclusion: For matrices X, Y ∈ Mn×m,
if Yw ≺aw Xw for w ∈ Rmand |XX+|e  e (i.e., XX+ is a.d.ss.)
then Y = LX for some a.d.ss. matrix L. (51)
We conclude this section with five separate sufficient conditions on operators X and Y so that
YX+ is G-contractive (see Lemma 1, parts (23) and (24)):
(i) YX+gt G t and (YX+)∗gt G t for t ∈ T0 and g ∈ G.
(ii) XX+gt G t for t ∈ T0 and g ∈ G.
(iii) {gt : g ∈ G} ⊂ R(X) for t ∈ T0.
(iv) YX+gt G tk and (YX+)∗gt G tk for t ∈ T and g ∈ G (if G is effective).
(v) XX+gt G tk for t ∈ T and g ∈ G (if G is effective).
In contrast to Theorem 1 we do not assume that YX+ or XX+ is positive in the above statements.
Certainly, conditions (ii) and (iii) are true for non-singular X (cf. [12, Corollary 6]).
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