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Abstract—So far, there is no polynomial-time list decoding
algorithm (beyond half the minimum distance) for Gabidulin
codes. These codes can be seen as the rank-metric equivalent of
Reed–Solomon codes. In this paper, we provide bounds on the
list size of rank-metric codes in order to understand whether
polynomial-time list decoding is possible or whether it works
only with exponential time complexity. Three bounds on the list
size are proven. The first one is a lower exponential bound for
Gabidulin codes and shows that for these codes no polynomial-
time list decoding beyond the Johnson radius exists. Second, an
exponential upper bound is derived, which holds for any rank-
metric code of length n and minimum rank distance d. The
third bound proves that there exists a rank-metric code over
Fqm of length n ≤ m such that the list size is exponential in
the length for any radius greater than half the minimum rank
distance. This implies that there cannot exist a polynomial upper
bound depending only on n and d similar to the Johnson bound in
Hamming metric. All three rank-metric bounds reveal significant
differences to bounds for codes in Hamming metric.
Index Terms—Rank-metric codes, Gabidulin codes, list decod-
ing, constant-rank codes
I. INTRODUCTION
RANK-METRIC codes lately attract more and more atten-tion due to their possible application to error control in
random linear network coding [3]–[5]. A code in rank metric
can be considered as a set of m × n matrices over a finite
field Fq or equivalently as a set of vectors of length n over an
extension field Fqm of Fq . The rank weight of a word is the
rank of its matrix representation and the rank distance between
two matrices is the rank of their difference.
Gabidulin codes can be seen as the rank metric equivalent
to Reed–Solomon codes and were introduced by Delsarte [6],
Gabidulin [7], and Roth [8]. They can be defined by eval-
uating degree-restricted linearized polynomials, which were
introduced by Ore [9], [10]. Additionally to the definition
as evaluation codes, the similarities between Gabidulin and
Reed–Solomon codes go further. There are several algorithms
for (unique) decoding of Gabidulin codes up to half the
minimum rank distance, which have a famous equivalent for
Reed–Solomon codes: the algorithm by Roth [8] and similarly
by Gabidulin [11] solving a system of equations as the Peter-
son algorithm, a method based on the linearized Euclidean
algorithm [7], Paramonov and Tretjakov’s and Richter and
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Plass’ Berlekamp–Massey-like linearized shift-register syn-
thesis [12]–[15], Loidreau’s Welch–Berlekamp-like algorithm
[16] and many more [17]–[20].
A list decoding algorithm returns the list of all codewords
in distance at most τ from any given word. The idea of list
decoding was introduced by Elias [21] and Wozencraft [22]. In
Hamming metric, the Johnson upper bound [23]–[27] shows
that the size of this list is polynomial in n when τ is less
than the so-called Johnson radius τJ = n −
√
n(n− dH)
for any code of length n and minimum Hamming distance
dH . Although this fact has been known since the 1960s, a
polynomial-time list decoding algorithm for Reed–Solomon
codes up to the Johnson radius was found not earlier than
1999 by Guruswami and Sudan [28] as a generalization of the
Sudan algorithm [29]. Further, in Hamming metric, it can be
shown that there exists a code such that the list size becomes
exponential in n when τ is at least the Johnson radius [30],
[26, Chapter 4]. It is not known whether such an exponential
list beyond the Johnson radius also exists for Reed–Solomon
codes. There are several articles, which show an exponential
behavior of the list size for Reed–Solomon codes only for a
radius rather greater than τJ (see e.g. Justesen and Høholdt
[31] and Ben-Sasson, Kopparty and Radhakrishnan [32]).
However, for Gabidulin codes, so far there exists no
polynomial-time list decoding algorithm and it is not even
known whether it can exist or not. The contributions by
Mahdavifar and Vardy and by Guruswami and Xing provide
list decoding algorithms for special classes of Gabidulin codes
and subcodes of Gabidulin codes [33]–[35].
On the one hand, a lower bound on the maximum list size,
which is exponential in the length n of the code, rules out
the possibility of polynomial-time list decoding since already
writing down the list has exponential complexity. On the other
hand, a polynomial upper bound—as the Johnson bound for
Hamming metric—shows that polynomial-time list decoding
algorithms might exist.
In this contribution, we investigate bounds on list decoding
rank-metric codes in general and Gabidulin codes in particular.
We derive three bounds on the maximum list size when de-
coding rank-metric codes. In spite of the numerous similarities
between Hamming metric and rank metric and even more
between Reed–Solomon and Gabidulin codes, all three bounds
show a strongly different behavior for rank-metric codes. The
first bound is a lower bound for Gabidulin codes of length n
and minimum rank distance d, which proves (for n = m) an
exponential list size if the radius is at least the Johnson radius
τJ = n −
√
n(n− d). The second bound is an exponential
upper bound for any rank-metric code, which provides no
conclusion about polynomial-time list decodability. Finally, the
third bound shows that there exists a rank-metric code over
Fqm of length n ≤ m such that the list size is exponential
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2in the length n when the decoding radius is greater than half
the minimum distance. For these codes, hence, no polynomial-
time list decoding can exist. Moreover, it shows that purely as
a function of the length n and the minimum rank distance d,
there cannot exist a polynomial upper bound for an arbitrary
code similar to the Johnson bound for Hamming metric.
This paper is structured as follows. Section II introduces
notations about finite fields and rank-metric codes. Moreover,
we give some useful lemmas, state the problem and show
connections between constant-rank and constant-dimension
codes. In Section III, the lower bound for list decoding of
Gabidulin codes is derived using the evaluation of linearized
polynomials. Section IV first explains how the list of code-
words is connected to a constant-rank code and provides the
upper bound, which holds for any rank-metric code. Second,
we derive the existence of a rank-metric code with exponential
list size beyond half the minimum distance. Finally, in Sec-
tion V, we interpret the new bounds and explain the differences
between the bounds for Hamming and rank metric.
II. PRELIMINARIES
A. Finite Fields and Subspaces
Let q be a power of a prime, and let us denote by Fq the
finite field of order q and by Fqm its extension field of degree
m. We use Fs×nq to denote the set of all s× n matrices over
Fq and Fnqm = F
1×n
qm for the set of all row vectors of length n
over Fqm . Therefore, Fnq denotes the vector space of dimension
n over Fq . The Grassmannian of dimension r is the set of
all subspaces of Fnq of dimension r ≤ n and is denoted by
Gq(n, r). The cardinality of Gq(n, r) is the so-called Gaussian
binomial, calculated by
∣∣Gq(n, r)∣∣ = [n
r
]
def
=
r−1∏
i=0
qn − qi
qr − qi ,
with the upper and lower bounds (see e.g. [3, Lemma 4])
qr(n−r) ≤
[
n
r
]
≤ 4qr(n−r). (1)
For two subspaces U ,V in Fnq , we denote by U + V the
smallest subspace containing the union of U and V . The
subspace distance between U ,V in Fnq is defined by
dS(U ,V) = dim(U + V)− dim(U ∩ V)
= 2 dim(U + V)− dim(U)− dim(V).
It can be shown that the subspace distance is indeed a metric
(see e.g. [3]).
A subspace code is a non-empty subset of subspaces of Fnq
and has minimum subspace distance dS , when all subspaces in
the code have subspace distance at least dS . The codewords of
a subspace code are therefore subspaces. A constant-dimension
code of dimension r, cardinality M and minimum subspace
distance dS is a subset of Gq(n, r), i.e., it is a special subspace
code and is denoted by CDq(n,M, dS , r).
The maximum cardinality of a constant-dimension code for
fixed parameters n, dS , r is denoted by ASq (n, dS , r).
B. Rank-Metric Codes
For a given basis of Fqm over Fq , there exists a one-to-one
mapping for each vector x ∈ Fnqm on a matrix X ∈ Fm×nq . Let
rk(x) denote the (usual) rank of X over Fq and let Rq(X),
Cq(X) denote the row and column space of X over Fq . The
right kernel of a matrix is denoted by ker(x) = ker(X).
The rank-nullity theorem states that for an m × n matrix, if
dimker(x) = t, then dim Cq(X) = rk(x) = n−t. Throughout
this paper, we use the notation as vector (e.g. from Fnqm )
or matrix (e.g. from Fm×nq ) equivalently, whatever is more
convenient.
The minimum rank distance dR of a block code C is defined
by
dR = min
{
rk(c1 − c2) : c1, c2 ∈ C, c1 6= c2
}
.
Let an (n,M, d)R code C over Fqm denote a code in
rank metric (not necessarily linear) of cardinality M and
minimum rank distance dR = d. Its codewords are in Fnqm
or equivalently represented as matrices in Fm×nq . W.l.o.g. we
assume throughout this paper that n ≤ m. If this is not the
case, we consider the transpose of all matrices such that n ≤ m
holds. We call n the length of such a block code in rank metric
over Fqm .
The cardinality M of an (n,M, d)R code over Fqm with
n ≤ m is restricted by a Singleton-like upper bound (see [6]–
[8]):
M ≤ qmin{n(m−d+1), m(n−d+1)} = qm(n−d+1). (2)
For linear codes of length n ≤ m and dimension k, this implies
that dR ≤ n − k + 1. If the cardinality of a code fulfills (2)
with equality, the code is called a maximum rank distance
(MRD) code. A linear MRD code over Fqm of length n ≤ m,
dimension k and minimum rank distance dR = n − k + 1 is
denoted by MRD[n, k] and has cardinality M = qmk.
A special class of rank-metric codes are constant-rank
codes. Such a CRqm(n,M, d, r) constant-rank code of length
n ≤ m and minimum rank distance dR = d over Fqm is an
(n,M, d)R code in rank metric, where all codewords have the
same rank r. The maximum cardinality of a constant-rank code
for fixed parameters n, dR, r is denoted by ARqm (n, dR, r).
Further, Bτ (a) denotes a ball of radius τ in rank metric
around a word a ∈ Fnqm and Sτ (a) denotes a sphere in rank
metric of radius τ around the word a. The cardinality of Sτ (a)
is the number of m × n matrices in Fq , which have rank
distance exactly τ from a and the cardinality of a ball of radius
τ is the number of m × n matrices in Fq , which have rank
distance less than or equal to τ . Therefore, (see e.g. [36]):
|Bτ (a)| =
τ∑
i=0
|Si(a)| =
τ∑
i=0
[
m
i
] i−1∏
j=0
(qn − qj).
The volumes of Bτ (a) and Sτ (a) are independent of the
choice of their center.
C. Gabidulin Codes
Gabidulin codes [6]–[8] are a special class of MRD codes
and are often considered as the analogs of Reed–Solomon
3codes in rank metric. In order to define Gabidulin codes as
evaluation codes, we give some basic properties of linearized
polynomials [9], [10], [37].
Let us denote the q-power by x[i] = xq
i
for any integer i.
A linearized polynomial over Fqm has the form
f(x) =
df∑
i=0
fix
[i],
with fi ∈ Fqm . If the coefficient fdf 6= 0, we call df def=
degq f(x) the q-degree of f(x). For all α1, α2 ∈ Fq and all
a, b ∈ Fqm , the following holds:
f(α1a+ α2b) = α1f(a) + α2f(b).
The (usual) addition and the non-commutative composition
f(g(x)) (also called symbolic product) convert the set of
linearized polynomials into a non-commutative ring with the
identity element x[0] = x. In the following, all polynomials
are linearized polynomials.
A Gabidulin code can be defined by the evaluation of
degree-restricted linearized polynomials as follows.
Definition 1 (Gabidulin Code, [7]) A linear Gabidulin code
Gab[n, k] over Fqm of length n ≤ m and dimension k ≤ n is
the set of all words, which are the evaluation of a q-degree-
restricted linearized polynomial f(x):
Gab[n, k]
def
=
{
(f(α0) f(α1) . . . f(αn−1)) : degq f(x) < k)
}
,
where the fixed elements α0, α1, . . . , αn−1 ∈ Fqm are linearly
independent over Fq .
It can be shown that Gabidulin codes are MRD codes, i.e.,
dR = n− k + 1 (see (2)).
D. Connections between Constant-Dimension and Constant-
Rank Codes
Gadouleau and Yan showed in [38] connections between
constant-dimension and constant-rank codes. In this subsec-
tion, we recall and generalize some of their results, since we
use them in the next sections for bounding the list size.
The first lemma is a well-known algebraic fact, called rank
decomposition.
Lemma 1 (Rank Decomposition, [39, Theorem 3.13]) Let
a matrix X ∈ Fm×nq of rank r be given. Then, there exist
full rank matrices G ∈ Fr×mq and H ∈ Fr×nq such that
X = GTH. Moreover, Cq(X) = Rq(G) ∈ Gq(m, r) and
Rq(X) = Rq(H) ∈ Gq(n, r).
The next lemma shows a connection between the subspace
distance and the rank distance and is a special case of [38,
Theorem 1]. It plays a non-negligible role in the proof of
our bounds, therefore, we give the proof for two matrices of
same rank and use the subspace distance (in [38], the injection
distance is used).
Lemma 2 (Connection Subspace and Rank Distance, [38])
Let X,Y be two matrices in Fm×nq with rk(X) = rk(Y).
Then:
1
2
dS
(Rq(X),Rq(Y))+ 1
2
dS
(Cq(X), Cq(Y))
≤ dR(X,Y)
≤ min
{
1
2
dS
(Rq(X),Rq(Y)), 1
2
dS
(Cq(X), Cq(Y))}
+ rk(X).
Proof: Let us denote r def= rk(X) = rk(Y). As in
Lemma 1, we decompose X = CTR and Y = DTS, where
C,D ∈ Fr×mq and R,S ∈ Fr×nq and all four matrices have
full rank. Hence, X − Y = (CT | − DT ) · (RT |ST )T . In
general, it is well-known that rk(AB) ≤ min{rk(A), rk(B)}
and rk(AB) ≥ rk(A) + rk(B) − n when A has n columns
and B has n rows. Therefore,
rk(CT | −DT ) + rk(RT |ST )− 2r,
≤ rk(X−Y) = rk ((CT | −DT ) · (RT |ST )T ) (3)
≤ min{rk(CT | −DT ), rk(RT |ST )} .
Let Cq(CT )+Cq(DT ) denote the smallest subspace containing
both column spaces. Then,
rk(CT | −DT )
= dim(Cq(CT ) + Cq(DT ))
= dim(Cq(CT ) + Cq(DT ))
− 1
2
{
dim(Cq(CT )) + dim(Cq(DT ))
}
+
1
2
{
dim(Cq(CT )) + dim(Cq(DT ))
}
=
1
2
dS(Cq(CT ), Cq(DT )) + r
=
1
2
dS(Cq(X), Cq(Y)) + r,
and in the same way
rk(RT |ST ) = 1
2
dS(Rq(X),Rq(Y)) + r.
Inserting this into (3), the statement follows.
Lemma 2 can equivalently be derived from [40, Equa-
tion (4.3)], which also results in (3) and with the same
reformulations for the subspace distance, we also obtain the
result.
For the proof of the upper bound in Theorem 2 (see
Section IV-B), the following upper bound on the maximum
cardinality of a constant-rank code is applied. It shows a rela-
tion between the maximum cardinalities of a (not necessarily
linear) constant-rank and a constant-dimension code.
Proposition 1 (Maximum Cardinality, [38]) For all q and
1 ≤ δ ≤ r ≤ n ≤ m, the maximum cardinality of a
CRqm(n,M, dR = δ + r, r) constant-rank code over Fqm
is upper bounded by the maximum cardinality of a constant-
dimension code as follows:
ARqm (n, dR = δ + r, r) ≤ ASq (n, dS = 2δ, r) .
4However, the connections between constant-dimension and
constant-rank codes are even more far-reaching. The following
proposition shows explicitly how to construct constant-rank
codes out of constant-dimension codes and is a generalization
of [38, Proposition 3] to arbitrary cardinalities (in [38] both
constant-dimension codes used in the construction have the
same cardinality).
Proposition 2 (Construction of a Constant-Rank Code)
Let M be a CDq(m, |M|, dS,M , r) and N be a
CDq(n, |N|, dS,N , r) constant-dimension code with
r ≤ min{n,m} and cardinalities |M| and |N|. Then,
there exists a CRqm(n,MR, dR, r) constant-rank code C
of cardinality MR = min{|M|, |N|} with Cq(C) ⊆ M and
Rq(C) ⊆ N. Furthermore, the minimum rank distance dR of
C is
dR ≥ 1
2
dS,M +
1
2
dS,N ,
and if |M| = |N| additionally:
dR ≤ 1
2
min{dS,M , dS,N}+ r.
Proof: Let Gi ∈ Fr×mq and Hi ∈ Fr×nq for i =
1, . . . ,min{|M|, |N|} be full-rank matrices, whose row spaces
are min{|M|, |N|} codewords (which are subspaces them-
selves) of M and N, respectively.
Let C be a CRqm(n,MR, dR, rR) constant-rank code, de-
fined by the set of codewords Ai = GTi Hi for i = 1, . . . ,MR,
where MR = min{|M|, |N|}. All such codewords Ai are
distinct, since the row spaces of all Gi, respectively Hi, are
different. These codewords Ai are m × n matrices of rank
exactly rR = r since Gi ∈ Fr×mq and Hi ∈ Fr×nq have rank
r. The cardinality is |C| = min{|M|, |N|} and Cq(C) ⊆ M and
Rq(C) ⊆ N by Lemma 1.
The lower bound on the minimum rank distance follows
with Lemma 2 for two different Ai,Aj :
dR ≥ 1
2
dS(Rq(Ai),Rq(Aj)) + 1
2
dS(Cq(Ai), Cq(Aj))
≥ 1
2
dS,N +
1
2
dS,M .
If |M| = |N|, there exist two matrices Ai,Aj such
that dS(Rq(Ai),Rq(Aj)) = dS,N . Then, Lemma 2 gives
dR ≤ dS,N + r. If we choose Ai and Aj such that
dS(Cq(Ai), Cq(Aj)) = dS,M , then dR ≤ dS,M + r and the
statement follows.
E. Constant-Dimension Codes from Lifted MRD Codes
The maximum cardinality of constant-dimension codes and
explicit constructions of codes with high cardinality have
been investigated in several papers, see [3], [4], [41]–[48].
However, for our application, the construction from [4] based
on lifted MRD codes (e.g. Gabidulin codes) is sufficient.
These constant-dimension codes are shown for some explicit
parameters in Lemma 3 and Corollary 1, where the lifting is
defined as follows.
Definition 2 (Lifting of a Matrix or a Code, [4])
Consider the mapping
Fr×(n−r)q → Gq(n, r)
X 7→ I(X) = Rq([Ir X]),
where Ir denotes the r×r identity matrix. The subspace I(X)
is called lifting of the matrix X. If we apply this map on all
code matrices of a block code C, then the constant-dimension
code I(C) is called lifting of C.
Lemma 3 (Lifted MRD Code, [4]) Let d be an even integer,
let n/2 ≥ τ ≥ d/2. Let a linear MRD[τ, τ − d/2 + 1] code
C over Fqn−τ of length τ , minimum rank distance dR = d/2
and cardinality MR be given.
Then, the lifting of the transposed codewords, i.e.,
I(CT ) def= {I(CT ) = Rq([Iτ CT ]) : C ∈ C}
is a CDq(n,MS , dS , τ) constant-dimension code of cardinality
MS = MR = q
(n−τ)(τ−d/2+1), minimum subspace distance
dS = d and lies in the Grassmannian Gq(n, τ).
Proof: Let Ci ∈ F(n−τ)×τq , for i = 1, . . . ,MR, denote
the codewords of C in matrix representation. The dimension
of each subspace I(CTi ) is τ since rk([Iτ CTi ]) = τ for all
i = 1, . . . ,MR. The cardinality of this constant-dimension
code is the same as the cardinality of the MRD code, which
is MR = q(n−τ)(τ−d/2+1). The subspace distance of the
constant-dimension code is two times the rank distance of the
MRD code (see [4, Proposition 4]). The restriction τ ≤ n− τ
has to hold since the length of the MRD code has to be at
most the extension degree of the finite field.
Corollary 1 shows how constant-dimension codes can be
constructed from MRD codes when d is odd.
Corollary 1 (Lifted MRD Codes, Case 2) Let d be an odd
integer and let τ ≥ (d−1)/2+ 1. Then,
• for τ ≤ m − τ and for a linear MRD[τ, τ −
(d−1)/2 + 1] code C over Fqm−τ , the lifting I(CT ) is a
CDq(m,MS , dS = d− 1, τ) constant-dimension code of
cardinality MS = q(m−τ)(τ−
(d−1)/2+1),
• for τ ≤ n − τ , n ≤ m and for a linear MRD[τ, τ −
(d+1)/2 + 1] code C over Fqn−τ , the lifting I(CT )
is a CDq(n,MS , dS = d + 1, τ) constant-dimension
code of cardinality MS = q(n−τ)(τ−
(d+1)/2+1) =
q(n−τ)(τ−(d−1)/2) < q(m−τ)(τ−(d−1)/2+1).
Lifted MRD codes are said to be asymptotically optimal
constant-dimension codes since the ratio of their cardinality
to the upper bounds is a constant [4]. There are constant-
dimension codes of higher cardinality, e.g. the construction
from [43]. However, for our approach, lifted MRD codes are
sufficient, since scalar factors do not change the asymptotic
behavior and since such constant-dimension codes exist for
any τ and d when τ ≤ n− τ .
5F. Problem Statement
We analyze the question of polynomial-time list decodability
of rank-metric codes. Thus, we want to bound the maximum
number of codewords in a ball of radius τ around a received
word r. This number is called the maximum list size ` in
the following. The worst-case complexity of a possible list
decoding algorithm directly depends on `.
Problem 1 (Maximum List Size) Let C be an (n,M, d)R
code over Fqm of length n ≤ m, cardinality M and minimum
rank distance dR = d. Let τ < d. Find lower and upper
bounds on the maximum number of codewords ` in a ball of
rank radius τ around a word r = (r0 r1 . . . rn−1) ∈ Fnqm .
Hence, find a bound on
`
def
= `
(
m,n, d, τ
) def
= max
r∈Fn
qm
{∣∣C ∩ Bτ (r)∣∣}.
When the paramters m,n, d, τ are clear from the context, we
use the short-hand notation ` for the maximum list size. For
an upper bound on `, we have to show that the bound holds
for any received word r, whereas for a lower bound on ` it is
sufficient to show that there exists (at least) one r for which
this bound on the list size is valid.
Moreover, if we restrict C to be a Gabidulin code rather than
an arbitrary rank-metric code, the task becomes more difficult
due to the additional imposed structure of the code.
Let us denote the list of all codewords of an (n,M, d)R
code C in the ball of rank radius τ around a given word r by:
L(C,r) def= C ∩ Bτ (r) (4)
=
{
c1, c2, . . . , c|L| : ci ∈ C and rk(r− ci) ≤ τ, ∀i
}
.
Clearly, the cardinality is |L| def= |L(C, r)| ≤ `.
III. A LOWER BOUND ON THE LIST SIZE OF
GABIDULIN CODES
In this section, we provide a lower bound on the list
size when decoding Gabidulin codes. The proof is based on
the evaluation of linearized polynomials and is inspired by
Justesen and Høholdt’s [31] and Ben-Sasson, Kopparty, and
Radhakrishna’s [32] approaches for bounding the list size of
Reed–Solomon codes.
Theorem 1 (Bound I: Lower Bound on the List Size) Let
the linear Gabidulin code Gab[n, k] over Fqm with n ≤ m
and dR = d = n − k + 1 be given. Let τ < d. Then, there
exists a word r ∈ Fnqm such that the maximum list size `
satisfies
` = `
(
m,n, d, τ
) ≥ ∣∣Gab[n, k] ∩ Sτ (r)∣∣ ≥ [ nn−τ]
(qm)n−τ−k
≥ qmqτ(m+n)−τ2−md, (5)
and for the special case of n = m:
` ≥ qnq2nτ−τ2−nd.
Proof: Since we assume τ < d = n−k+1, also k−1 <
n− τ holds. Let us consider all monic linearized polynomials
of q-degree exactly n− τ whose root spaces have dimension
n− τ and all roots lie in Fqn . There are exactly (see e.g. [49,
Theorem 11.52])
[
n
n−τ
]
such polynomials.
Now, let us consider a subset of these polynomials, denoted
by P: all polynomials where the q-monomials of q-degree
greater than or equal to k have the same coefficients. Due to
the pigeonhole principle, there exist coefficients such that the
number of such polynomials is
|P| ≥
[
n
n−τ
]
(qm)n−τ−k
,
since there are (qm)n−τ−k possibilities to choose the highest
n− τ − (k− 1) coefficients of a monic linearized polynomial
with coefficients Fqm .
Note that the difference of any two polynomials in P
is a linearized polynomial of q-degree strictly less than k
and therefore the evaluation polynomial of a codeword of
Gab[n, k].
Let r be the evaluation of p(x) ∈ P at a basis A =
{α0, α1, . . . , αn−1} of Fqn over Fq:
r = (r0 r1 . . . rn−1) = (p(α0) p(α1) . . . p(αn−1)).
Further, let also q(x) ∈ P , then p(x)− q(x) has q-degree less
than k. Let c denote the evaluation of p(x)−q(x) at A. Then,
r−c is the evaluation of p(x)−p(x)+q(x) = q(x) ∈ P , whose
root space has dimension n− τ and all roots lie in Fqn . Thus,
dimker(r− c) = n− τ and dim Cq(r− c) = rk(r− c) = τ .
Therefore, for any q(x) ∈ P , the evaluation of p(x)− q(x)
is a codeword of Gab[n, k] and has rank distance τ from r.
Hence, ∣∣Gab[n, k] ∩ Sτ (r)∣∣ ≥ |P|.
Using (1), this provides the following lower bound on the
maximum list size:
` ≥ |P| ≥ q
(n−τ)τ
(qm)n−τ−k
≥ qmqτ(m+n)−τ2−md,
and for n = m the special case follows.
This lower bound is valid for any τ < d, but we want
to know, which is the smallest value for τ such that this
expression grows exponentially in n.
For arbitrary n ≤ m, we can rewrite (5) by
` ≥ qm(1−) · qτ(m+n)−τ2−m(d−),
where the first part is exponential in n ≤ m for any 0 ≤  < 1.
The second exponent is positive for
τ ≥ m+ n
2
−
√
(m+ n)2
4
−m(d− ) def= τ∗J .
For n = m, this simplifies to
τ ≥ n−
√
n(n− d+ ) def= τJ .
Therefore, our lower bound (5) shows that the maximum list
size is exponential in n for any τ ≥ τ∗J . For n = m, the
value τJ is basically the Johnson radius for codes in Hamming
metric. Notice that Faure obtained a similar result in [50] by
using probabilistic arguments.
6This reveals a difference between the known limits to
list decoding of Gabidulin and Reed–Solomon codes. For
Reed–Solomon codes, polynomial-time list decoding up to the
Johnson radius can be accomplished by the Guruswami–Sudan
algorithm. However, it is not proven that the Johnson radius
is tight for Reed–Solomon codes, i.e., it is not known if the
list size is polynomial in n between the Johnson radius and
the known exponential lower bounds (see e.g. [31], [32]).
Remark 1 (Alternative Proof) The result of Theorem 1 can
also be obtained by interpreting the decoding list as a
constant-rank code as in Subsection IV-A. For this purpose,
we can use [38, Lemma 2] as follows.
Let C be a Gab[n, n − d + 1] of minimum rank dis-
tance d and B be a Gab[n, d − τ ] code of minimum rank
distance n − d + τ + 1. Let C be defined as in Defini-
tion 1 with the elements α0, α1, . . . , αn−1 ∈ Fqm , which
are linearly independent over Fq , and let B be defined with
α
[n−d+1]
0 , α
[n−d+1]
1 , . . . , α
[n−d+1]
n−1 . The corresponding gener-
ator matrices are denoted by GC and GB.
Then, the direct sum code C⊕ B has the generator matrix
(GTC G
T
B )
T and is a Gab[n, n − τ + 1] code with minimum
rank distance τ .
The rank weight distribution of MRD codes can be found in
[7, Section 3] and therefore the number of codewords of rank
τ in C⊕ B is
Wτ (C⊕ B) =
[
n
τ
]
(qm − 1).
The cardinality of the code B is |B| = qm(d−τ) and therefore,
with the pigeonhole principle, there exists a vector b ∈ B such
that the number of codewords of rank τ in the translated code
C⊕ b is lower bounded by
Wτ (C⊕ b) ≥
[
n
τ
]
(qm − 1)
qm(d−τ)
. (6)
This means the number of codewords of C in rank distance τ
from b is Wτ (C⊕b) and (6) yields the same lower bound on
`
(
m,n, d, τ
)
as Theorem 1.
IV. BOUNDS ON THE LIST SIZE OF ARBITRARY
RANK-METRIC CODES
A. Connection between Constant-Rank Codes and the List Size
Before proving our bounds, let us explain the connection
between the list size for decoding a certain rank-metric code
and the cardinality of a certain constant-rank code. As in (4),
denote the list of codewords for a decoding radius τ < d and
an (n,M, dR = d)R code C by
L(C, r) = {c1, c2, . . . , c|L|} = C ∩ Bτ (r) = τ∑
i=0
(
C ∩ Si(r)
)
,
for some (received) word r ∈ Fnqm . If we consider only the
codewords with rank distance exactly τ from the received
word, i.e., on the sphere Sτ (r):{
c1, c2, . . . , c`
} def
= C ∩ Sτ (r),
we obtain a lower bound on the maximum list size: ` ≥ ` =
|C ∩ Sτ (r)|.
Now, consider a translate of all codewords on the sphere
of radius τ as follows:
L(C, r) def= {r− c1, r− c2, . . . , r− c`}.
This set L(C, r) is a CRqm(n,MR, dR ≥ d, τ) constant-rank
code over Fqm since rk(r − ci) = τ for all i = 1, . . . , ` and
its minimum rank distance is at least d, since
rk(r− ci − r+ cj) = rk(ci − cj) ≥ d, ∀i, j, i 6= j.
The cardinality of this constant-rank code is exactly MR = `.
For τ < d, this constant-rank code is non-linear (or a translate
of a linear code if C is linear), since the rank of its codewords
is τ , but its minimum distance is at least d.
Hence, a translate of the list of all codewords of rank
distance exactly τ from the received word can be interpreted
as a constant-rank code. This interpretation makes it possible
to use bounds on the cardinality of a constant-rank codes to
obtain bounds on the list size ` for decoding rank-metric codes.
B. An Upper Bound on the List Size
In this subsection, we derive an upper bound on the list size
when decoding rank-metric codes. This upper bound holds for
any rank-metric code and any received word.
Theorem 2 (Bound II: Upper Bound on the List Size)
Let b(d−1)/2c ≤ τ < d ≤ n ≤ m. Then, for any (n,M, d)R
code C in rank metric, the maximum list size is upper bounded
as follows:
` = `
(
m,n, d, τ
)
= max
r∈Fn
qm
{∣∣C ∩ Bτ (r)∣∣}
≤ 1 +
τ∑
t=b d−12 c+1
[
n
2t+1−d
][
t
2t+1−d
]
≤ 1 + 4
τ∑
t=b d−12 c+1
q(2t−d+1)(n−t)
≤ 1 + 4 · (τ − ⌊d−12 ⌋ ) · q(2τ−d+1)(n−b(d−1)/2c−1). (7)
Proof: Let {c1, c2, . . . , c`} denote the intersection of the
sphere St(r) in rank metric around r and the code C. As
explained in Section IV-A,
L(C, r) = {r− c1, r− c2, . . . , r− c`}
can be seen as a CRqm(n,MR, dR ≥ d, t) constant-rank code
over Fqm for any word r ∈ Fnqm . Therefore, for any word
r ∈ Fnqm , the cardinality of L
(
C, r
)
can be upper bounded
by the maximum cardinality of a constant-rank code with the
corresponding parameters:
|L(C, r)| = ∣∣C ∩ St(r)∣∣ ≤ ARqm (n, dR ≥ d, t)
≤ ARqm (n, d, t) .
We can upper bound this maximum cardinality by Proposi-
tion 1 with δ = d− t and r = t by the maximum cardinality
of a constant-dimension code:
ARqm (n, d, t) ≤ ASq (n, dS = 2(d− t), t) .
7For upper bounding the cardinality of such a constant-
dimension code, we use the Wang–Xing–Safavi-Naini bound
[41] (often also called anticode bound) and obtain:
ASq (n, dS = 2(d− t), t) ≤
[
n
t−(d−t)+1
][
t
t−(d−t)+1
] . (8)
In the ball of radius b(d−1)/2c around r, there can be at most
one codeword of C and therefore, the contribution to the list
size is at most one. For higher t, we sum up (8) from t =
b(d−1)/2c + 1 up to τ , use the upper bound on the Gaussian
binomial (1) and upper bound the sum.
This upper bound gives (almost) the same upper bound as
we showed in [1, Theorem 2] and it can slightly be improved
if we use better upper bounds on the maximum cardinality of
constant-dimension codes instead of (8) in the derivation, for
example the iterated Johnson bound for constant-dimension
codes [42, Corollary 3]. In this case, we obtain:
` = `
(
m,n, d, τ
) ≤ 1+
τ∑
t=b d−12 c+1
⌊
qn − 1
qt − 1
⌊
qn−1 − 1
qt−1 − 1
⌊
. . .
⌊
qn+d−2t − 1
qd−t − 1
⌋
. . .
⌋⌋⌋
.
However, the Wang–Xing–Safavi-Naini bound provides a nice
closed-form expression and is asymptotically tight. Therefore,
using better upper bounds for constant-dimension codes does
not change the asymptotic behavior of our upper bound.
Unfortunately, our upper bound on the list size of rank-
metric codes is exponential in the length of the code for any
τ > b(d−1)/2c and not polynomial as the Johnson bound for
Hamming metric. However, the lower bound of Section IV-C
shows that any upper bound depending only on the length
n ≤ m and the minimum rank distance d has to be exponential
in (τ−b(d−1)/2c)(n−τ), since there exists a rank-metric code
with such a list size.
C. A Lower Bound on the List Size
In this subsection, we prove the most significant difference
to codes in Hamming metric. We show the existence of a rank-
metric code with exponential list size for any decoding radius
greater than half the minimum distance.
First, we prove the existence of a certain constant-rank code
in the following theorem.
Theorem 3 (Constant-Rank Code) Let b(d−1)/2c+1 ≤ τ <
d ≤ n ≤ m and τ ≤ n − τ . Then, there exists a
CRqm(n,MR, dR ≥ d, τ) constant-rank code over Fqm of
cardinality MR = q(n−τ)(τ−b
(d−1)/2c).
Proof: First, assume d is even. Let us construct
a CDq(m, |M|, d, τ) constant-dimension code M and a
CDq(n, |N|, d, τ) code N by lifting an MRD[τ, τ − d/2 + 1]
code over Fqm−τ of minimum rank distance d/2 and an
MRD[τ, τ−d/2+1] code over Fqn−τ of minimum rank distance
d/2 as in Lemma 3. Then, with Lemma 3:
|N| = q(n−τ)(τ−d/2+1) ≤ |M| = q(m−τ)(τ−d/2+1).
From Proposition 2, we know therefore there exists a
CRqm(n,MR, dR, τ) code of cardinality
MR = min{|N|, |M|} = q(n−τ)(τ−d/2+1) = q(n−τ)(τ−b(d−1)/2c).
For its rank distance, the following holds with Proposition 2:
dR ≥ 1
2
dS,M +
1
2
dS,N = d.
Second, assume d is odd. Let M be a CDq(m, |M|, d−1, τ)
code and N be a CDq(n, |N|, d+1, τ) code, constructed as in
Corollary 1. Then,
|N| = q(n−τ)(τ−(d+1)/2+1) ≤ |M| = q(m−τ)(τ−(d−1)/2+1).
From Proposition 2, we know that there exists a
CRqm(n,MR, dR, τ) code of cardinality
MR = min{|N|, |M|} = |N| = q(n−τ)(τ−(d−1)/2)
= q(n−τ)(τ−b(d−1)/2c).
With Proposition 2, the rank distance dR is lower bounded by:
dR ≥ 1
2
dS,M +
1
2
dS,N =
1
2
(d− 1) + 1
2
(d+ 1) = d.
This constant-rank code can now directly be used to show
the existence of a rank-metric code with exponential list size.
Theorem 4 (Bound III: Lower Bound on the List Size)
Let b(d−1)/2c + 1 ≤ τ < d ≤ n and τ ≤ n − τ . Then, there
exists an (n,M, dR ≥ d)R code C over Fqm of length n ≤ m
and minimum rank distance dR ≥ d, and a word r ∈ Fnqm
such that
` = `
(
m,n, d, τ
) ≥ ∣∣C ∩ Bτ (r)∣∣ ≥ q(n−τ)(τ−b(d−1)/2c). (9)
Proof: Let the CRqm(n,MR, dR ≥ d, τ) constant-rank
code from Theorem 3 consist of the codewords:{
a1,a2, . . . ,a|N|
}
.
This code has cardinality MR = |N| = q(n−τ)(τ−b(d−1)/2c)
(see Theorem 3). Choose r = 0, and hence, rk(r − ai) =
rk(ai) = τ for all i = 1, . . . , |N| since the ai are codewords
of a constant-rank code of rank τ . Moreover, dR(ai,aj) =
rk(ai − aj) ≥ d since the constant-rank code has minimum
rank distance at least d.
Therefore, a1, . . . ,a|N| are codewords of an (n,M, dR ≥
d)R code C over Fqm in rank metric, which all lie on the
sphere of rank radius τ around r = 0 (which is not a codeword
of C).
Hence, there exists an (n,M, dR ≥ d)R code C over Fqm
of length n ≤ m such that ` ≥ |C ∩ Bτ (r)| ≥ |C ∩ Sτ (r)| =
|N| = q(n−τ)(τ−b(d−1)/2c).
Notice that this (n,M, dR ≥ d)R code in rank metric is non-
linear since it has codewords of weight τ < d, but minimum
rank distance at least d.
For constant code rate R = k/n and constant relative
decoding radius τ/n, where τ > b(d−1)/2c, (9) gives
` ≥ qn2(1−τ/n)(τ/n−1/2(1−R)) = qn2·const.
8Therefore, the lower bound for this (n,M, dR ≥ d)R code
is exponential in n ≤ m for any τ > b(d−1)/2c. Hence,
Theorem 4 shows that there exist rank-metric codes, where the
number of codewords in a rank metric ball around the all-zero
word is exponential in n, thereby prohibiting a polynomial-
time list decoding algorithm. However, this does not mean that
this holds for any rank-metric code. In particular, the theorem
does not provide a conclusion if there exists a linear code or
even a Gabidulin code with this list size.
Remark 2 (Non-Zero Received Word) The rank-metric
code C shown in Theorem 4 is clearly not linear.
Instead of choosing r = 0, we can choose for example
r = a1. The codewords of the CRqm(n,MR, dR ≥ d, τ)
constant-rank code from Theorem 3 of cardinality
MR = |N| = q(n−τ)(τ−b(d−1)/2c) are denoted by:{
a1,a2, . . . ,a|N|
}
.
Then, the following set of words{
c1, c2, . . . , c|N|
} def
=
{
a1,a2, . . . ,a|N|
}− a1
def
=
{
0,a1 − a2,a1 − a3, . . . ,a1 − a|N|
}
consists of codewords of an (n,M, dR ≥ d)R code C over Fqm
since dR(ci, cj) = rk(ci − cj) = rk(a1 − ai − a1 + aj) =
rk(aj − ai) ≥ d for i 6= j since ai,aj are codewords of the
constant-rank code of minimum rank distance dR. Moreover,
all codewords ci have rank distance exactly τ from r since
rk(r− ci) = rk(ai) = τ and the same bound on the list size
of C follows as in Theorem 4. This (n,M, dR ≥ d)R rank-
metric code over Fqm is not necessarily linear, but also not
necessarily not linear.
The next corollary shows that the restriction τ ≤ n − τ
does not limit the code rate for which Theorem 4 shows an
exponential behavior of the list size. For the special case of
τ = b(d−1)/2c+1, the condition τ ≤ n− τ is always fulfilled
for even minimum distance since d ≤ n. For odd minimum
d− 1 ≤ n has to hold. Notice that d = n is a trivial code.
Corollary 2 (Special Case τ = b(d−1)/2c+ 1) Let n ≤ m,
τ = b(d−1)/2c + 1 and d ≤ n − 1 when d is odd. Then,
there exists an (n,M, dR ≥ d)R code C and a word r ∈ Fnqm
such that |C ∩ Bτ (r)| ≥ q(n−τ).
This corollary hence shows that for any n ≤ m and any code
rate there exists a rank-metric code of rank distance at least
d whose list size can be exponential in n.
For the special case when d is even, τ = d/2 and n = m,
the minimum rank distance of C is exactly d since the lower
and upper bound on dR in Proposition 2 coincide.
Corollary 3 (Special Case τ = d/2) Let n = m, d be even
and τ = d/2. Then, there exists an (n,M, dR = d)R code C
in rank metric and a word r ∈ Fnqm such that |C ∩ Bτ (r)| ≥
q(n−τ).
Corollary 2 shows that the condition τ ≤ n − τ does
not restrict lists of exponential size to a certain code rate.
However, the following remark shows anyway what happens
if we assume τ > n− τ .
Remark 3 (Case τ > n− τ ) Let b(d−1)/2c + 1 ≤ τ < d ≤
n ≤ m and τ > n − τ . We can apply the same strategy
as before: construct a constant-dimension code and show
the existence of a constant-rank code of certain cardinality.
For simplicity, consider only the case when d is even, the
case of odd d follows immediately. Consider the lifting of a
linear MRD[n − τ, n − τ − d/2 + 1] code C over Fqτ of
minimum rank distance d/2. Now, let us lift I(C), i.e., we
consider [Iτ Ci] with Ci ∈ Fτ×(n−τ)q for all i = 1, . . . , |C|.
In contrast to Lemma 3, we do not transpose the codewords
of the MRD code here. The subspaces defined by this lifting
are a CDq(n,MS , dS = d, τ) constant-dimension code of
cardinality MS = qτ(n−τ−d/2+1).
Then, with the same method as in Theorems 3 and 4 and
a CDq(m, |M|, d, τ) code M and a CDq(n, |N|, d, τ) code N,
there exists an (n,M, dR ≥ d)R code C in rank metric and a
word r ∈ Fnqm such that∣∣C ∩ Bτ (r)∣∣ ≥ qτ(n−τ−d/2+1).
However, the interpretation of this value is not so easy, since
it depends on the concrete values of τ, d and n if the exponent
is positive and if this bound is exponential in n or not.
Moreover, as mention before, we do not need this investigation
for polynomial-time list decodability as Theorem 4 shows
that the list size is lower bounded by q(n−τ) if we choose
τ = b(d−1)/2c+ 1 for codes of any rate, where τ ≤ n− τ is
fulfilled.
The following lemma shows an improvement in the expo-
nent of Theorem 4 for the case τ = d/2 or when m is quite
large compared to n.
Lemma 4 (Bound of Theorem 4 for τ = d/2 or large m)
Let b(d−1)/2c < τ < d < n and τ ≤ n− τ . If either τ = d/2
or m ≥ (n − τ)(2τ − d + 1) + τ + 1, then there exists an
(n,M, dR = d)R code C over Fqm of length n ≤ m and
minimum rank distance d, and a word r ∈ Fnqm such that
` = `
(
m,n, d, τ
) ≥ ∣∣C ∩ Bτ (r)∣∣ ≥ q(n−τ)(2τ−d+1). (10)
Proof: We use [38, Theorem 2], which shows that for
2r ≤ n ≤ m and 1 ≤ δ ≤ r there exists a constant-rank code
of cardinality
ARqm (n, δ + r, r) = A
S
q (n, dS = 2δ, r)
if either δ = r or m ≥ (n− r)(r − d+ 1) + r + 1.
Thus, similar to the proof of Theorem 2, we choose r =
τ and δ = d − τ . Hence, there exists a CRqm(n,MR, d, τ)
constant-rank code of cardinality
MR = A
S
q (n, dS = 2(d− τ), τ) ≥ q(n−τ)(τ−(d−τ)+1)
= q(n−τ)(2τ−d+1),
where we used the cardinality of a constant-dimension code
based on a lifted MRD code (see Lemma 3) as lower bound.
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Fig. 1: List size of codes in rank metric, depending on normalized Bounded Minimum Distance (BMD) decoding radius
τBMD/n = b(d−1)/2c /n and normalized Johnson radius τJ/n = (n−
√
n(n−d))/n and on the normalized minimum distance
δ = d/n.
Analog to Theorem 4, we can use this constant-rank code to
bound the list size.
For the case τ = d/2, this results in Corollary 3. Hence, for
the cases of Lemma 4, the lower bound on the list size (10)
and the upper bound (7) coincide up to a scalar factor and the
upper bound is therefore asymptotically tight.
V. INTERPRETATION AND CONCLUSION
This section interprets the results from the previous sections
and compares them to known bounds on list decoding in
Hamming metric (see e.g. [26, Chapters 4 and 6]).
Theorem 4 shows that there is a code over Fqm of length
n ≤ m of rank distance at least d such that there is a ball of any
radius τ > b(d−1)/2c, which contains a number of codewords
that grows exponentially in the length n. Hence, there exists a
rank-metric code for which no polynomial-time list decoding
algorithm beyond half the minimum distance is possible. This
bound is tight as a function of d and n, since below we can
clearly always decode uniquely. It does not mean that there
exists no rank-metric code with a polynomial list size for a
decoding radius greater than half the minimum distance, but
in order to find a polynomial upper bound, it is necessary to
use further properties of the code in the derivation of such
bounds (linearity or the explicit code structure).
In particular, for Gabidulin codes, there is still an unknown
region between half the minimum distance and the Johnson
radius since we could only prove that the list size can be
exponential beyond the Johnson radius (see Theorem 1). These
decoding regions are shown in Fig. 1, depending on the relative
normalized minimum rank distance δ = d/n.
Further, our lower bound from Theorem 4 shows that there
cannot exist a polynomial upper bound depending only on
n and d similar to the Johnson bound for Hamming metric.
Hence, our upper bound from Theorem 2 differs only by a
scalar factor of two in the exponent from the lower bound
from Theorem 4. A shown in Lemma 4, the upper bound is
even asymptotically tight in some cases.
These results show a surprising difference to codes in
Hamming metric. Any ball in Hamming metric of radius less
than the Johnson radius τJ = n−
√
n(n− d) always contains
a polynomial number of codewords of any code of length
n and minimum Hamming distance d. Moreover, it can be
shown that there exist codes in Hamming metric with an
exponential number of codewords if the radius is at least the
Johnson radius [26], [30]. However, it is not known whether
this bound is also tight for special classes of codes, e.g. Reed–
Solomon codes. This points out another difference between
Gabidulin and Reed–Solomon codes, since for Reed–Solomon
codes the minimum radius for which an exponential list size
is proven is much higher [31], [32] than for Gabidulin codes
(see Theorem 1).
Nevertheless, it is often believed that the Johnson bound is
tight not only for codes in Hamming metric in general, but
also for Reed–Solomon codes. Drawing a parallel conclusion
for Gabidulin codes would mean that the maximum list
size of Gabidulin codes could become exponential directly
beyond half the minimum distance, but this requires additional
research.
For future research, it is interesting to find a bound for
the unknown region when list decoding Gabidulin codes.
However, this seems to be quite difficult since the gap between
the Johnson radius and the known lower exponential bounds
for Reed–Solomon codes seems to translate into the gap
between half the minimum distance and the Johnson radius
for Gabidulin codes and despite numerous publications on this
topic, nobody could close the gap for Reed–Solomon codes.
As a first step, it might be possible to prove something like
Theorem 4 for linear codes in rank metric.
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