Theoretical Study of the Nonlinear Control Algorithms with Continuous and Discrete-Time State Dependent Riccati Equation  by György, Katalin et al.
 Procedia Technology  22 ( 2016 )  582 – 591 
Available online at www.sciencedirect.com
ScienceDirect
2212-0173 © 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the “Petru Maior” University of Tirgu Mures, Faculty of Engineering
doi: 10.1016/j.protcy.2016.01.123 
9th International Conference Interdisciplinarity in Engineering, INTER-ENG 2015, 8-9 October 
2015, Tirgu-Mures, Romania 
Theoretical Study of the Nonlinear Control Algorithms with 
Continuous and Discrete-Time State Dependent Riccati Equation  
Katalin Györgya,*, László Dávida, András Kelemena 
aDepartment of Electrical Engineering, Faculty of Technical and Human Sciences, Sapientia University, Tîrgu Mureú, România  
Abstract 
The State-Dependent Riccati Equation (SDRE) control strategy is one of the most efficient approaches for the nonlinear feedback 
control algorithm by allowing nonlinearities in the system states. This method can be considered as a nonlinear LQR based 
control design, where the system matrices (and the weight matrices) are functions of the states. SDRE–based techniques have 
important properties which make them applicable for different nonlinear systems. In this paper we study some properties of these 
algorithms in order to improve the control efficiency and robustness of nonlinear process control. Also we compare the results of 
applied suboptimal and optimal SDRE control in continuous and discrete time case. 
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1.  Introduction 
The State-Dependent Riccati Equation (SDRE) approach is one of the most successful methods in nowadays 
nonlinear optimal control. It has been used in efficient way to many applied nonlinear control problems as missile 
control, drone control, airplane control, magnetic levitation, etc. [1] [2] [3]. The nonlinear optimal control methods 
usually involve Jacobian linearization of the system model around each operation point. This linear approximation of 
the model may introduce errors, especially if the states are far from the equilibrium point, so in these cases the model 
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based control algorithms can introduce some incompleteness. The SDRE method is a relatively new technique in 
nonlinear optimal control, and it offers flexible design using existing linear control algorithms (for example LQR 
and RHC). The SDRE method can be applied to optimal control of continuous time systems - important for study 
and analysis of the control algorithm - and also for discrete time systems, important for practical implementation of 
the control algorithm. Section 2 presents the continuous time SDRE method. After a short overview of continuous 
state feedback control for LTI and LPV (Linear Parameter Variable) systems [4], this section gives a brief 
presentation also of sub-optimal and optimal forms of the SDRE method. Section 3 presents the SDRE problem, in 
case of discrete time systems. Section 4 demonstrates the utility and applicability of the presented methods. In this 
section we present the implementation of both the sub-optimal and optimal forms of the SDRE method, using two 
simple theoretical systems. 
2. Continuous time SDRE method  
The optimal control theory was formulated for general continuous time systems. The LQR approach is the 
application of this theory for LTI and LPV systems. Thereinafter we present the pure state feedback control theory 
[5][6]. The investigation of a tracking control problem is similar, but in the tracking equation there appear some 
extra nonlinear correction expressions, above the modified state dependent Riccati equation. 
2.1. The state feedback control for LTI continuous systems 
The LQR method was developed first for the time continuous linear systems. The general form of the linear 
mathematical model is formulated as: 
)()()()()( tutBtxtAtx ⋅+⋅= ,   (1) 
where 1)( nxtx ℜ∈ is the n dimensional state vector, 1)( mxtu ℜ∈ is the m dimensional input vector, nxntA ℜ∈)( and 
nxmtB ℜ∈)(
 are time variant matrices. The optimal control can be obtained as the minimization of the cost function 
given by the following relationship: 
[ ] dttutRtutxtQtxtfxFtfxuJ tf
t
TTT
⋅³ ⋅⋅+⋅⋅+⋅⋅=
0
)()()()()()()()()( 2121 ,  (2) 
where nxntQF ℜ∈)(,  are symmetric positive semi-definite weight matrices, and mxmtR ℜ∈)( is a symmetric positive 
definite matrix. If the pair (A(t), B(t)) is controllable, the linear control action is computed from the following 
equation [5][6]: 
( ) ( ) ( ) ( ) )()()(1 txtKtxtPtBtRtu T ⋅−=⋅⋅⋅−= −   (3) 
where P(t) is the Riccati matrix and it can be calculated from the differential Riccati equation: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tQtPtBtRtBtPtPtAtAtPtP TT −⋅⋅⋅⋅+⋅−⋅−= −1 . (4) 
The final condition is: ( ) FtP f = . If the system is LTI, assuming that ∞→tf and Q and R are constant matrices, 
the Riccati matrix is a solution of the following algebraic Riccati equation: 
0QPBRBPPAAP TT =−⋅⋅⋅⋅+⋅−⋅− −1 .  (5) 
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The presented LQR algorithm can be applied only if the system model is LTI. If the system is nonlinear the LQR 
theory is applicable only for the linearized form of the model. The linearization of the system model around an 
operating point may introduce errors which corrupt the dynamic behavior of controlled system [6]. The SDRE 
approach is applicable only for a special form of the nonlinear system model, namely in case of state equations with 
state dependent matrices [1]. Usually this formulation is not unique; the designer has the role to choose the best 
form. 
2.2. The SDRE approach with sub-optimal form of the SDRE method 
One possible approach for solving nonlinear optimal control problems is to use the classical LQR methods with 
substitution of LTI matrices with the state dependent matrices. So for this reason the general continuous SDRE 
method needs the following pseudo-linear form of the nonlinear model: 
( ) ( ) ( ) ( ) )()()()()()( tuxBtxxAtutxgtxftx ⋅+⋅=⋅+= , (6) 
where )()())(( txxAtxf ⋅=  and )())(( xBtxg = . The cost function is with infinite horizon: 
[ ] dttuRtutxQtxuJ TT ⋅³ ⋅⋅+⋅⋅= ∞
0
2
1 )()()()()(
  (7) 
where it is considered that the weight matrices (R and Q) are time invariant only for simplicity of the following 
calculations. As in the case of an LQR design, if the pair (A(x), B(x)) is controllable, the state-feedback control law is 
calculated as: 
( ) ( ) ( ) )()()(1 txxKtxxPxBRxu T ⋅−=⋅⋅⋅−= −   (8) 
Usually the P(x) is the unique solution of the following state dependent algebraic Riccati equation (SDRE): 
0QP(x)B(x)RB(x)P(x)P(x)A(x)xAP(x) TT =−⋅⋅⋅⋅+⋅−⋅− −1)(
 (9) 
The exact solution of the optimal control problem contains also the solution of the above SDRE equations (8,9) as 
part of the general problem, but equation (9) must be completed with extra corrective terms. So the solution of 
SDRE for the system (6) is just suboptimal because there were neglected the derivative terms of the state dependent 
system matrices (A(x) and B(x)) versus state vector. But the SDRE method (equations 8 and 9) remains very 
attractive because it can be solved in real time by many well-known methods like: Potter, Schur or Newton [6]. In 
the following section we present the exact optimal solution of this problem in order to deduce the above mentioned 
corrective terms. 
2.3. Optimal form of the continuous time SDRE control 
The exact optimal form of the SDRE control problem can be obtained based on Hamilton-Jacobi theory [5]. The 
corresponding Hamiltonian expression for the cost function (7) with the state equality constraints (6) is given by: 
( ) ( ) ( )( ))()()()()(,,, 2121 tuxBtxxAtpu(t)Rtux(t)QtxtpuxH TTT ⋅+⋅+⋅⋅+⋅⋅= ,  (10) 
where p(t) is the co-state vector: ( ) ( ) ( )txxPtp ⋅= . The optimal conditions are given by the following Hamilton-
Jacobi equations: 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )txxPxBRtpxBRtutpxBtuR
u
H TTT
⋅⋅⋅−=⋅⋅−==⋅+⋅=
∂
∂
−− 1100 , (11) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )txP(x)xBRxBtxxAtxtxtuxBtxxAtx
p
H T
⋅⋅⋅⋅−⋅==⋅+⋅=
∂
∂
−1)(  ,  (12) 
( ) ( )[ ] ( ) ( )[ ] ( ) )()()()( tptp
x
tuxB
tp
x
txxA
txQtp
x
H 
−=⋅
∂
⋅∂
+⋅
∂
⋅∂
+⋅−=
∂
∂
, (13) 
On the other hand: 
( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ( ) ( )[ ] ( )tp
x
tuxB
tp
x
txxA
txQtxxPtxxPtp
∂
⋅∂
−
∂
⋅∂
−⋅−=⋅+⋅=
)()(
 (14) 
After some mathematical calculation, the modified state dependent Riccati equation results as: 
( ) ( ) ( ) ( )
( ) ( ) ( )[ ] 0)()()()()]([...
...)()()()()( 1
=
∂
⋅∂
−+⋅
∂
⋅∂
−
−−⋅⋅+−−= −
xP
x
tuxB
xPxAxP
x
txxA
QxPxBRxBxPxPxAxAxPxP
T
TT
 (15) 
The equation SDRE (9) and the modified optimal form of SDRE (15) have a similar structure, but in the second one 
there appear some extra terms. These extra terms can be considered as correction expression for the SDRE equation: 
( ) ( ) ( )[ ] )()()]([)()( xP
x
tuxB
xA
x
txxA
xPxE Tc ⋅¹¸
·
©¨
§
∂
⋅∂
+−
∂
⋅∂
+= 
 (16) 
If this expression Ec(x) is zero then equations (9) and (15) are identical, namely the results of both control laws 
coincide. The derivatives from (16) are: 
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  (17) 
where 
x
xA
∂
∂ )(
 and 
x
xB
∂
∂ )(
 are three dimensional tensors, but 
x
txxA
∂
⋅∂ )]()([
and 
x
tuxB
∂
⋅∂ )]()([ terms are two dimensional 
matrices. So the control problem is to solve using efficient numerical methods the nonlinear matrix differential 
equation (15) which contains the above corrective terms. Section 4 contains comparative examples and results using 
this method. 
3. Discrete time SDRE method  
The optimal LQR control theory can be deduced directly for discrete time systems, it can be important for 
practical implementation of these algorithms. Thereinafter the state feedback control algorithm will be presented in 
two cases, with finite and infinite horizons.  
3.1. The state feedback control for discrete time LTI  systems 
The DLQR method was developed for the discrete time linear systems [6]. The general form of the linear 
mathematical model is formulated as: 
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kkkkk uxx ⋅Γ+⋅Φ=+1 ,   (18) 
where 1nxkx ℜ∈ is the n-dimensional discrete time state vector, 1mxku ℜ∈ is the m-dimensional discrete time input 
vector, nxnk ℜ∈Φ and nxmk ℜ∈Γ  are discrete time system matrices.  
The cost function to be minimized is given by the following relationship: 
¦ ⋅⋅+⋅⋅+⋅⋅= −
=
1
02
1
2
1 )()( N
k
kk
T
kkk
T
kN
T
N uRuxQxxFxuJ , (19) 
where N is the horizon. The linear control sequence can be computed as [6]: 
( ) kkkkkTkkkTkkk xKxPPRu ⋅−=⋅Φ⋅⋅ΓΓ⋅⋅Γ+−= +−+ 111 , (20) 
where Pk+1 is the Riccati matrix which can be calculated solving the following discrete time Riccati equation: 
( ) kkTkkkTkkkkTkkkkTkk PPRPQPP ΦΓΓΓ+ΓΦ−+ΦΦ= +−+++ 11111 , (21) 
with the final condition FPN = . If the system is linear and time invariant, assuming that ∞→N and Q and R are 
constant weight matrices, then the Riccati matrix is the unique solution of the following discrete time algebraic 
Riccati equation: 
( ) Φ⋅⋅ΓΓ⋅⋅Γ+⋅Γ⋅⋅Φ−+Φ⋅⋅Φ= − PPRPQPP TTTT 1  (22) 
The presented discrete time LQR algorithm can be applied only if the system model is LTI. This equation can be 
solved using several well known numerical methods, for example by discrete time Potter , Schur, [6] etc. methods.  
3.2. The discrete time sub-optimal SDRE approach 
The general discrete time SDRE method can be applied for the following pseudo-linear form of the nonlinear 
system model: 
( ) ( ) ( ) ( ) kkkkkkkk uxxxuxgxfx ⋅Γ+⋅Φ=⋅+=+1 , (23) 
The cost function is  
¦ ⋅⋅+⋅⋅= ∞
=02
1 )()(
k
k
T
kk
T
k uRuxQxuJ ,  (24) 
where it is considered that the weight matrices R and Q are constants (only for simplicity of the following 
calculations). Similar to the classical LQR design the state-feedback control sequence is calculated as: 
( ) kkkkkTkkkTkk xxKxxxPxxxPxRxu ⋅−=⋅Φ⋅⋅ΓΓ⋅⋅Γ+−= − )()()()()()()()( 1  (25) 
Usually the P(x) matrix is the unique solution of the following discrete time state dependent Riccati equation 
(SDRE): 
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( ) )())()()()()()()()(()()( 1 kkTkkkTkkkkTkk xxPxxxPxRxxPxPxQxP Φ⋅⋅ΓΓ⋅⋅Γ+⋅Γ⋅−⋅Φ+= −  (26) 
The solution of SDRE (26) is only a sub-optimal solution, because there were neglected derivatives of the system 
matrices (Φ(xk) and Γ(xk)) similar to the continuous case [7]. The following section will present the exact solution of 
the discrete time optimal control problem, as a generalization of the above SDRE approach. 
3.3. Optimal form of the discrete time SDRE control 
Optimal solution of the SDRE problem can be obtained using the general form of Hamilton-Jacobi theory [5]. 
The Hamiltonian corresponding to the cost function (24) with the equality constraints (23) is given by [7][8]: 
( ) ( ) ( )( )kkkkTkkTkkTkkkk uxxxpuRuxQxpuxH ⋅Γ+⋅Φ+⋅⋅+⋅⋅= ++ 121211,, .  (27) 
The optimality conditions for the minimization problem are given by the following equations: 
( ) 111 0))((0 +−+ ⋅Γ⋅−==Γ⋅+⋅=∂
∂
kk
T
k
T
k
T
kk
k
pxRuxpuR
u
H
 , (28) 
( ) ( ) ( ) ( ) ( ) ( ) 1111
1
)( +−++
+
⋅Γ⋅⋅Γ−=⋅Γ+⋅Φ=⋅+==
∂
∂
kk
T
kkkkkkkkkkk
k
pxRxxfuxxxuxgxfxx
p
H
,(29) 
[ ] kkTkkkkk
k
ppuxxf
x
xQp
x
H
=⋅⋅Γ+
∂
∂
+⋅=
∂
∂
+1)()( . (30) 
The co-state vector is: 
kkk xxPp ⋅= )( .   (31) 
For simplicity we introduce the notation: kk PxP =)( . From (27) and (29) it results: 
)())()(( 1111 kkkTkk xfPxRxIx ⋅⋅Γ⋅⋅Γ+= −+−+   (32) 
From the (30) and (31) co-state equations and using (32) it results: 
[ ] [ ] )()()()()( 1111 kkkTkkTkkk
k
kkk xfPxRxIPuxxf
x
xQxP ⋅⋅Γ⋅⋅Γ+⋅⋅⋅Γ+
∂
∂
+⋅=⋅
−
+
−
+  (33) 
This regression is a well known equivalent form of discrete optimal control. The comparison with Bellman theory 
based Riccati equation (26), followed by the determination of the extra corrective terms is possible using the 
following mathematical expression YXYIXIYXI ⋅⋅+⋅−=⋅+ −− 11 )()( . In our case )( kxX Γ→ and 
1
1 )( +− ⋅Γ⋅→ kk PxRY . After some relatively simple mathematical calculations, the modified discrete time state 
dependent Riccati equation becomes : 
[ ] ( ) )()()()()()()( 111 1 kkkTkkTkkTkkk
k
k xPxxPxRxIPuxxf
x
QP
k
Φ⋅»¼
º«¬
ª
⋅Γ⋅Γ⋅⋅Γ+⋅Γ+⋅⋅⋅Γ+
∂
∂
+= +
−
+ +
 (34) 
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Introducing the notation: 
[ ] [ ]Tkkkk
k
T
kkk
k
k uxxx
x
uxxf
x
x ⋅Γ+⋅Φ
∂
∂
=⋅Γ+
∂
∂
=Φ )()()()()(*  (35) 
the SDRE equation (26) and the modified SDRE (35) have similar structure. As in the continuous case the discrete 
time corrective term becomes: 
[ ] )()()()()()( * kTkkkk
k
kkd xuxxx
x
xxxE Φ−⋅Γ+⋅Φ
∂
∂
=Φ−Φ=
 (36) 
If this Ed(x) corrective expression is null then the results of both control sequences coincide. 
4. Numerical simulation. Example.  
In this section we present an example - with the corresponding simulation results [9] - to compare the optimal and 
suboptimal form SDRE solutions for both continuous and discrete time systems.  
Consider the following nonlinear continuous system model: 
u
x
x
x
x
x
x
x
uxxx
xxx
»¼
º«¬
ª
+»¼
º«¬
ª
⋅»»¼
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««¬
ª
=»¼
º«¬
ª®¯­
+=
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0
0
1sinsin
2
1
1
1
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2
1
212
211




  (37) 
and the following cost function: 
dtturtxqtxquJ ⋅⋅+⋅+³ ⋅=
∞
))()()(()( 222
0
2
112
1
  (38) 
For suboptimal form of the SDRE, when the Riccati matrix is symmetric, we have to solve the following system 
of equations, where all elements of the Riccati matrix are state dependent:  
2
2
22
1
1222122
2212
1sin
211121121
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1sin
211121112
1
2
12
1sin
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x
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+−−−=
+−−−=
−+−=




  (39) 
If we assume that ∞→tf we have to solve the following algebraic equations, where the unknown elements are 
also state dependent: 
022
0
0
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2
2
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12221
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1sin
2111211
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1sin
2111211
1
2
12
1sin
11
1
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x
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x
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x
  (40) 
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For modified (optimal form) of the SDRE, when the P matrix is not necessarily symmetric, we have to solve the 
following nonlinear differential equations: 
[ ]
[ ]
[ ]
[ ]2212222211222122
12211211222
1
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1sin
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11221222
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−+⋅+⋅−⋅−+−−−=
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
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 (41) 
For the control simulation we tested the following cases: 
• ARE - Suboptimal form of SDRE, equations (40),  
• Differential Riccati equation - suboptimal form of SDRE equations (39), 
• Differential Riccati equation - optimal form of SDRE equations (41). 
We use Ttx ]1010[)( 0 = , and the weight values are r=3, q1 =100 and q2 =10, namely the behavior of the first state 
is more important. For the differential equations (39) and (41) we have to specify the parameters tf=4 and P(tf)=0. 
The state trajectories are shown in Fig. 1, where it can be observed the optimal behavior of x1 (Fig.1.a) in case if we 
use the optimal form of SDRE.  
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Fig.1 Variation of the states x1(t) (a) and x2(t) (b) if r=3 , q1 =100  and q2 =10 (continuous time SDRE method) 
If the weight values are q1 =1 and q2 =100, namely the behavior of the second state is more important, the results 
of simulation are presented in Fig. 2, where also can be observed the optimal behavior of x2 (Fig.2.b) in case if we 
use the optimal form of SDRE.  
Consider now the discrete time form of the same nonlinear system model: 
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 (42) 
The cost function is similar with (38) but in this case it has a discrete time form. Similar to the continuous control 
simulation, we tested the following cases: 
• DARE - Suboptimal form of the discrete time SDRE, 
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• Recursive form of the Riccati equation - suboptimal form of the discrete time SDRE,  
• Recursive form of the Riccati equation - optimal form of discrete time SDRE. 
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Fig.2. Variation of the states x1(t) (a) and x2(t) (b) if r=3, q1 =1 and q2 =100 (continuous time SDRE method) 
The sampling period is fixed at Ts=0.01 sec and the number of iterations it is 400. We use Tx ]1010[0 = , the 
weight values are r=1, q1 =100  and q2 =1, namely the behavior of the first state is more important. The recursive 
form of the Riccati equations needs the horizon value (N=80) and the final value of the Riccati matrix (PN=0). The 
state trajectories are shown in Fig. 3, where we can observe also the optimal behavior of the x1 (Fig.3.a) in case if we 
use the optimal form of discrete time SDRE. 
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Fig.3. The variation of the states x1(t) (a) and x2(t) (b) if r=1, q1 =100 and q2 =1 (discrete time SDRE method) 
If the weight values are q1 =1 and q2 =100, the simulation results are presented in Fig. 4.  
5. Conclusions 
In the paper we presented a theoretical study of the optimal control with continuous time and discrete time SDRE 
methods. In both cases there were analyzed the errors introduced by the fact that the SDRE method extends the 
application of the algebraic Riccati equation only due to its tractability, and not as a rigorous derivation from the 
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original optimization problem. We labeled this approach “suboptimal SDRE”, while the method that uses the exact 
solution of the optimization problem, we called “optimal SDRE”, because it is based on the introduction of 
additional, corrective terms in the Riccati equation that help to improve the optimality of the control problem’s 
solution. For comparison of the optimal and suboptimal forms of the SDRE, a theoretical nonlinear optimal control 
problem has been simulated for continuous and discrete time cases. 
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Fig.4. The variation of the states x1(t) (a) and x2(t) (b) if r=1 and q1 =1 and q2 =100 (discrete time SDRE method) 
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