Basic road network components, such as merging and diverging junctions, contribute much to formation and propagation of traffic congestion. However, in contrast to extensive studies of traffic dynamics on a road link, little is understood for those on a road network. In this study, we provide a comprehensive analysis of asymptotic traffic dynamics arising in diverge-merge networks with two intermediate links with first-order kinematic wave models. In addition, traffic demand at the origin and traffic demand at the destination are constant and maximum, and the proportion of vehicles choosing an intermediate link is constant. First, we examine all possible asymptotic stationary states and the sufficient and necessary conditions for their existence. With an example, we find that non-stationary states can include damped (DPO) and persistent periodic oscillations (PPO), and present an equivalent dynamical system that can be used to distinguish these two types of oscillations. This study can be a springboard for better understanding of traffic dynamics, especially formation and propagation of traffic congestion, on general road networks.
Introduction
Among many networks ubiquitous in our nature and society are transportation networks for conveying passengers and goods. It is not surprising that human's knowledge on networks have been greatly associated with the understanding of transportation networks and the corresponding traveling behaviors on them, since they are closely related to our daily lives and can be experienced by us. For examples, many fundamental properties of networks were first observed from and studied for transportation networks, as illustrated by the Königsberg bridge problem, shortest path problem, traveling salesman problem, and Chinese postman problem (Gibbons, 1985) ; routing behaviors similar to those in transportation networks when coping with congestion effects can be found in other networks (Roughgarden, 2005; Cohen and Horowitz, 1991) . In recent years, there have been extensive studies on statistical properties of various complex networks (Newmann, 2003) , including many transportation networks (Rosvall et al., 2005; Sienkiewicz and Ho lyst, 2005; Kurant and Thiran, 2006; von Ferber et al., 2006) .
In modern metropolitan areas, transportation networks have been characterized by recurrent and non-recurrent traffic congestion due to the insufficient supply of capacity when facing ever-growing travel demand (Nagatani, 2002) . Thus the cause and properties, especially phase transitions, of traffic jams have attracted much attention in recent years (Helbing, 2001) , and many have examined traffic jams caused by instability of traffic flow (Nagel and Paczuski, 1995) . It has been demonstrated that traffic jams can appear spontaneously (Kerner and Rehborn, 1996, 1997; Jin and Zhang, 2003a) or caused by various bottlenecks (Daganzo et al., 1999) . In transportation networks, oscillations in traffic dynamics can also be caused by drivers' route choice behaviors (Schreckenberg, 2002) .
To date, most of studies on traffic dynamics have been focused on the interactions among vehicles and physics of traffic on a road link (Chowdhury et al., 2000; Helbing, 2001; Kerner, 2004) , and little attention has been paid to impacts of network structure on traffic flow dynamics. However, traffic dynamics are arguably dominated by bottlenecks of a transportation network, among which are locations such as merging and diverging junctions. For examples, at merging junctions, multiple upstream traffic streams compete for the capacity of the downstream link, and traffic queues can form on the upstream links when the demand in space from upstream links exceed the supply of the downstream link; at diverging junctions, when a traffic queue forms on one downstream link, traffic to all directions will be blocked after the queue propagates to the upstream link. That is, the formation and propagation of traffic queues are highly related to the structure of road networks, and better understanding of network traffic phenomena can assist planning, management, and control of transportation systems. In addition, the understanding of network vehicular traffic would also improve our understanding of traffic dynamics in other complex networks of information, supply-chain, manufacturing, blood flow, etc. (Albert and Barabási, 2002) , in which merging and diverging junctions are expected to share similar congestion effects.
For an initially empty diverge-merge road network with two intermediate links, referred to as a DM2 network, periodic traffic oscillations were observed after a sufficiently long time even with first-order kinematic wave models and constant boundary conditions including traffic demand at the origin, traffic supply at the destination, and proportions of choosing both routes (Jin, 2003, Chapter 7.3) . The finding that asymptotic periodic oscillations can occur in DM2 networks with constant boundary conditions was also confirmed with Paramics, a commercial traffic simulator based on car-following models (Jin and Zhang, 2005) .
The observation of periodic oscillations is interesting, since, as we know, if we have time-independent boundary conditions, traffic conditions on a road link will converge to stationary states in first-order kinematic wave models (Lighthill and Whitham, 1955; Richards, 1956) .
In this sense, the development of asymptotically non-stationary traffic dynamics on such a simple road network with time-independent boundary conditions is quite counter-intuitive and warrants more detailed explanations. In this paper, we intend to analyze in details asymptotic traffic dynamics with first-order kinematic wave models of network vehicular traffic. In particular, we are interested in the formation process, structure, and condition of different types of asymptotic stationary and non-stationary traffic dynamics. The understanding of these asymptotic traffic dynamics could shed some light on how network topology affects the formation and properties of traffic congestion on general road networks.
The rest of the paper is organized as follows. In Section 2, we introduce first-order kinematic wave models of network vehicular traffic that we use for our analysis and state the main problem. In Section 3, we examine all types of asymptotic stationary states on DM2 networks and the sufficient and necessary conditions for their existence. In Section 4, we demonstrate with an example the existence of two types of asymptotic periodic oscillations in a specific DM2 network, damped and persistent periodic oscillations, and derive an equivalent dynamical system that can be used to distinguish them. In Section 5, we conclude our study and discuss some future studies in this line.
2 First-order kinematic wave models and problem statement In this paper, we study traffic dynamics on a diverge-merge network with two intermediate links, as shown in Figure 1 , where the arrows represent traffic directions, and vehicles entering from link 0 would first diverge and then merge to link 3. Hereafter we call this diverge-merge network with two intermediate links as a DM2 network. As we know, traffic dynamics in a DM2 network could be affected by lengths of all links, traffic flow models on all links, merging and diverging rules, route choice behaviors, and initial and boundary conditions. 
First-order kinematic wave models of network vehicular traffic
The first-order kinematic wave models of network vehicular traffic can be considered as extensions of the Lighthill-Whitham-Richards (LWR) (Lighthill and Whitham, 1955; Richards, 1956) , which can describe macroscopic phenomena in a mathematically tractable manner with shock, rarefaction, and standing waves for either homogeneous or inhomogeneous roads (Jin and Zhang, 2003b ).
The LWR model is based upon a fundamental relation between its density and flow-rate, q = Q(a, ρ), where a(x) stands for road inhomogeneities at location x such as changes in the number of lanes, curvature, and/or free flow speed. For example, a triangular fundamental diagram can be written as follows:
which is shown in Figure 2 (a). When traffic density equals the critical density and q = q max , we call the traffic state as critical (C); when density is below the critical density, we call the state as strictly under-critical (SUC); when density is above the critical density, we call the state as strictly over-critical (SOC). Further, if traffic is not in SOC, it is in UC; if traffic is not in SUC, it is in OC. Therefore, UC includes both SUC and C; OC includes both SOC and C. In transportation engineering, UC state is also called free flow, and OC state congested flow. To extend the LWR model for network vehicular traffic, traffic dynamics on each link is modeled by the LWR model in its discrete form (Daganzo, 1995) . For the DM2 network, we divide links 1 and 2 into M and N cells, respectively, with the length of each cell as
we denote the length of a time-interval by ∆t, with σ = ∆t ∆x
. Here cells are numbered from 1 to M in the traffic direction on link 1 and from 1 to N on link 2. We denote densities of cells on link 1 at time t by ρ 1,m (t) (m = 1, · · · , M) and those on link 2 by ρ 2,n (t) (n = 1, · · · , N). We also have cell boundaries m = 1, · · · , M + 1 and n = 1, · · · , N + 1. The flux through these boundaries during the time interval from t∆t to (t + 1)∆t are q 1,m (t) and q 2,n (t) respectively.
Then from traffic conservation, we have
where q 1,m (t) and q 1,m+1 (t) are in-and out-fluxes of cell m on link 1 from time step t to t + 1, respectively, and q 2,n (t) and q 2,n+1 (t) are those of cell n on link 2. To compute boundary fluxes, we introduce the following local demand and supply functions (Daganzo, 1995; Lebacque, 1996) :
(q max , q), when traffic is SOC;
(q max , q max ), when traffic is C .
The demand and supply functions are shown in Figure 2 (b) as solid and dashed lines respectively. With the supply and demand functions, we can then compute boundary fluxes as follows (Here we use notations given in Table 1): 1. For an internal cell boundary m (1 < m ≤ M) on link 1, we can compute the flux from cell m − 1 to cell m during time interval [t∆t, (t + 1)∆t] as
Similarly, for an internal cell boundary n (1 < n ≤ N) on link 2, we have the flux from cell n − 1 to cell n as q 2,n (t) = min{D 2 (ρ 2,n−1 (t)), S 2 (ρ 2,n (t))}.
2. For the cells around the diverging junction, we have (Papageorgiou, 1990; Daganzo, 1995) 
Here ξ(t) ∈ (0, 1) is the proportion of vehicles taking link 1, and we define γ = ξ 1−ξ and λ = 1/γ.
3. For the cells around the merging junction, we have (Jin and Zhang, 2003c) 
Here we have traffic conservation at the diverging and merging junctions:
Problem statement
In this study, we will study the following simple scenarios. The length of link i is denoted by L i (i = 1, 2). All links are homogeneous; i.e., the fundamental diagram v = V (ρ) is the same at different locations on the same link. Initially, the road network is empty. Traffic supply at the destination is always the capacity of link 3, i.e., C 3 , and traffic demand at the origin is always the capacity of link 0, i.e., C 0 . Further, we assume the proportion of vehicles using link 1 is ξ, which is time-independent. That is, all vehicles have a fixed route when leaving the origin and make no route choice decisions after that.
In these scenarios, drivers do not choose their routes at the diverge based on traffic congestion on two links. Therefore, the road network may be not be in the state of so-called user equilibrium (Wardrop, 1952) . Such non-equilibrium states could occur when drivers are not aware of the existence or traffic conditions of other alternative routes. Further, even if a network is in equilibrium initially, the occurrence of an incident or accident could force it away from equilibrium. For these scenarios, we can see that the type of traffic dynamics and traffic patterns are affected by the capacities of all links, the route choice proportion ξ, and the lengths of links 1 and 2.
In this paper, we are interested in studying the following problem in this study: At the first glance, one would expect all links to reach stationary states after a sufficiently long time, since we have empty initial conditions, constant boundary conditions, and links with limited lengths. However, the interaction between diverging and merging traffic dynamics can actually yield quite interesting asymptotic traffic dynamics, namely, periodic oscillations (Jin, 2003; Jin and Zhang, 2005) . In the following, we present a comprehensive analysis of possible asymptotic traffic dynamics in DM2 networks.
In addition, in this problem, if diverging and merging rules are given, traffic patterns on links 0 and 3 depend on those on links 1 and 2. Thus we hereafter only consider traffic dynamics on links 1 and 2.
Asymptotic stationary states
With the aforementioned first-order kinematic wave model for the DM2 network in Figure   1 , we first examine all possible asymptotic stationary states in the network. In stationary states, traffic states at any point are time-independent, and we can omit t in the traffic flow models in the previous section. Further, from the LWR model we know that, in stationary states on a link, the in-flux and out-flux should be equal to the flux at any point at all time.
That is,
In the DM2 network, we also have (3) and (6) we have
At the merge, from (5) we have u 3 = min{q 1 + q 2 , C 3 } = q 1 + q 2 . Thus u 3 ≤ C 3 . At the diverge, from (4) we have v 0 = min{C 0 ,
Moreover, for the whole network, we have C 0 = v 0 = u 3 ≤ C 3 . Therefore we obtain the following necessary condition for the existence of SUC stationary states on both links 1 and 2:
which implies C 0 < C 1 + C 2 . Note that when C 2 > C 0 , ξ can be as small as 0; when C 1 > C 0 , ξ can be as large as 1.
Further, we can show that (7) is also the sufficient condition for the existence of SUC stationary states on links 1 and 2 by constructing kinematic wave solutions of problem 2.1 with condition (7). At time zero, link 0 is empty with demand of C 0 . Thus a rarefaction wave connecting capacity flow and zero flow develops on link 0 and traveling forward. When the rarefaction wave touches the diverge, traffic demand from link 0 at the diverge keeps increasing, with maximum of C 0 . By applying (4) with condition (7), we can find the arrival rates on links 1 and 2 as u 1 ≤ ξC 0 < C 1 and u 2 ≤ (1 − ξ)C 0 < C 2 .
1 Then on link 1 forms a forward rarefaction wave connecting a SUC state with flow-rate not greater than ξC 0 and zero flow, and on link 2 forms a forward rarefaction wave connecting a SUC state with flow-rate not greater than (1−ξ)C 0 and zero flow. Both rarefaction waves move forward and reach the merge. Since the sum of demands of these two SUC states is not greater than C 0 , which is not greater than the supply of link 3, C 3 . Thus no queue spill-backs form on either link 1 or 4. Eventually, after the capacity flow on link 0 reaches C 0 , links 1 and 2 will reach stationary SUC states with flow-rates of ξC 0 and (1 − ξ)C 0 respectively. Therefore, (7) is indeed the sufficient and necessary condition for the existence of SUC stationary states on both links 1 and 2.
When link 1 is asymptotically stationary at OC or ZS, and link 2 at UC
First, we consider the scenario when link 1 is asymptotically stationary at OC, and link 2 at UC. From (3) and (6) we have
At the merge, from (5) we have q 2 = v 2 = min{q 2 , q 2 C 1 +q 2 C 3 }, and
Therefore, q 1 = C 1 . That is, link 1 is asymptotically stationary at C, not SOC. At the diverge, from (4) we have u 1 = min{ξC 0 , C 1 ,
Therefore, we obtain the following necessary condition for the existence of C stationary state on link 1 and UC stationary state on link 2:
which also implies C 1 < C 0 and C 1 < C 3 . From the derivation of the necessary condition, we find that it is not possible to have SOC stationary state on link 1 and UC stationary state on link 2.
Second, we consider the scenario when link 1 is asymptotically stationary at ZS, and link 2 at UC. From (3) and (6), we have
That is, link 1 is asymptotically stationary at C and cannot be ZS. Therefore, it is not possible to have ZS stationary state on link 1 and UC stationary state on link 2.
Further, we can show that (8) respectively, and there is no queue spill-back at the merge, since
After some time, traffic demand from link 0 at the diverge, with maximum of
. Since then, we can find the arrival rates on links 1 and 2 as u 1 = C 1 and
, there is no queue spill-back at the merge.
Eventually, links 1 and 2 will reach stationary states at critical and UC with flow-rates of
Therefore, (8) 3.3 When link 1 is asymptotically stationary at UC, and link 2 at
OC or ZS
Similarly to the preceding scenario, we can find the following necessary and sufficient condition for the existence of UC stationary state on link 1 and C stationary state on link
which also implies C 2 < C 0 and C 2 < C 3 . In addition, it is not possible to have UC stationary state on link 1 and SOC or ZS stationary state on link 2. Note that when both (8) and (9) are satisfied, we have C stationary states on both links 1 and 2.
When both links 1 and 2 are asymptotically stationary at SOC or ZS
First, we consider the scenario when both links 1 and 2 are asymptotically stationary at SOC. From (3) and (6) we have
and q 2 = C 2 C 1 +C 2 C 3 . At the diverge, from (4) we have u 1 = ξv 0 , and v 0 = min{C 0 ,
Moreover, for the whole network, we have v 0 = u 3 = C 3 . Therefore we obtain the following necessary condition for the existence of SOC stationary states on both links 1 and 2
Second, we consider the scenario when link 1 is asymptotically stationary at SOC, and link 2 at ZS. From (3) we have
At the merge, from (5) we have u 1 = q 1 = v 1 = min{C 1 , (4) we have u 1 = ξv 0 , and v 0 = min{C 0 ,
we find that (10) is the necessary condition for the existence of SOC stationary state on link 1 and ZS stationary state on link 2. Similarly, we can find that (10) is also the necessary condition for the existence of ZS stationary state on link 1 and SOC stationary state on link 2.
Third, we consider the scenario when both links 1 and 2 are asymptotically stationary at ZS. From (3) and (6) we have
C 3 , and
At the diverge, from (4) we have q 1 = u 1 = ξv 0 and v 0 = min{C 0 ,
Moreover, for the whole network, we have
Thus the necessary condition for the existence of ZS stationary states on both links 1 and 2 is included included in (10), except that
Note that when C 3 = C 0 , (10) is included in both (8) and (9). In this case, we have C stationary states on both links 1 and 2. Therefore, it is not possible to have ZS stationary states on both links 1 and 2, and the necessary condition for the existence of SOC or ZS stationary states on both links 1 and 2 is
Further, we can show that (11) is also the sufficient condition for the existence of SOC or ZS stationary states on both links 1 and 2 by constructing kinematic wave solutions of problem 2.1 with condition (11). At time zero, link 0 is empty with demand of C 0 , and a rarefaction wave connecting capacity flow and zero flow develops on link 0 and traveling forward. During a short time after the rarefaction wave touches the diverge, the traffic demand at the merge is very small. That is, D 0 < C 3 < C 1 + C 2 . By applying (4) with condition (7), we can see that both links 1 and 2 are SUC with flow-rates of at most D 0
respectively, and there is no queue spill-back at the merge, since D 1 + D 2 ≤ D 0 < C 3 . After some time, traffic demand from link 0 at the diverge, with maximum of C 0 > C 3 , reaches v 0 = C 3 . Since then, we can find the arrival rates on links 1 and 2 as
. When both states reach the merge, the total demand reaches C 3 , and queues start to form on both links. The downstream states of the shock waves on links 1 and 2 are SOC with flow-rates of
C 3 , respectively. The out flow-rate of link 0 keeps increasing until reaches min{C 0 , C 1 + C 2 } > C 3 , but rarefaction waves on links 1 and 2 will be suppressed by the shock waves, since v 0 > u 3 . After one shock wave reaches the diverge, v 0 immediately becomes C 3 . If both shock waves reach the diverge at the same time, both links reach stationary states. Otherwise, one link reaches stationary state, and the other develops into a zero shock. Therefore, (11) is indeed the sufficient and necessary condition for the existence of SOC or ZS stationary states on both links 1 and 2, and it is not possible to have ZS stationary states on both links 1 and 2.
Discussions
If we include the scenarios when vehicles only take one route; i.e., when ξ = 0 or ξ = 1, we can have the following sufficient and necessary conditions for the existence of asymptotic stationary states. 
2. Links 1 and 2 are asymptotically stationary at C and UC respectively if and only if
3. Links 1 and 2 are asymptotically stationary at UC and C respectively if and only if
4. Both links 1 and 2 are asymptotically stationary at SUC or ZS if and only if
5. Link 1 is empty and link 2 is asymptotically stationary at OC if and only if
Similarly, link 1 is asymptotically stationary at OC and link 2 is empty if and only if
Note that we cannot have the following stationary states: both links 1 and 2 at ZS; one link at UC but not empty, and the other at SOC or ZS. In addition, the analyses in this section are irrelevant to the shape of fundamental diagrams, as long as they are unimodal. with different link capacities, C 0 , C 1 , C 2 , C 3 , and route choice proportion, ξ, we can have the following conclusions:
1. When C 0 ≤ C 3 and C 0 < C 1 + C 2 , the upstream part (link 0) has lower capacity than both the middle (links 1 and 2) and downstream (link 3) parts.
link 1 is asymptotically stationary at UC (q 1 = γC 2 ), and link 2 at C (q 2 = C 2 ); (ii)
), both links are asymptotically stationary at SUC (q 1 = ξC 0 ,
, 1] from (8), link 1 is asymptotically stationary at C (q 1 = C 1 ), and link 2 at UC (q 2 = λC 1 ).
2. When C 1 + C 2 ≤ min{C 0 , C 3 }, the middle part has smallest total capacity. (i) When
), link 1 is asymptotically stationary at SUC (q 1 = γC 2 ), and link 2 at C (q 2 = C 2 ); (ii) When ξ = C 1 C 1 +C 2 , both links 1 and 2 are asymptotically stationary at C
, 1], link 1 is asymptotically stationary at C (q 1 = C 1 ), and link 2 at SUC (q 2 = λC 1 ).
3. When C 3 < C 0 and C 3 < C 1 + C 2 , both the upstream and middle parts have higher capacities than the downstream part. (i) When C 2 < C 3 and ξ ∈ [0, 1 −
is asymptotically stationary at UC (q 1 = γC 2 ), and link 2 at C (q 2 = C 2 ); (ii) When
, one link is asymptotically stationary at SOC, the other at SOC or ZS
, 1], link 1 is asymptotically stationary at C (q 1 = C 1 ), and link 2 at UC (q 2 = λC 1 ); (iv) When C 2 ≥ C 3 and ξ = 0, link 1 is empty (q 1 = 0), and link 2 is asymptotically stationary at OC (q 2 = C 3 ); (v) When C 1 ≥ C 2 and ξ = 1, link 1 is asymptotically stationary at OC (q 1 = C 3 ), and link 2 is empty (q 2 = 0).
We find that for the first two scenarios we can have asymptotic stationary states for ξ ∈ [0, 1]. However, for the third scenario, in which the upstream and middle parts have higher capacities than the downstream part; i.e., C 3 < C 0 and C 3 < C 1 + C 2 , we cannot have asymptotic stationary states for ξ ∈ (max{0, 1−
Then what kind of asymptotic traffic dynamics can occur for these scenarios?
Asymptotic periodic oscillations
In this section, we consider a particular DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 1, 2, 2) and all links are homogeneous with the same lane fundamental diagram in triangular form given in Figure 2 , in which v f > 0 and c j < 0 are free-flow speed and characteristic wave speed at jam density, respectively. Therefore, C i can be considered the number of lanes for link i. This is the original network studied in (Jin, 2003, Section 7. 3). Here we start with this network to show the types of non-stationary traffic dynamics arising in DM2 networks.
For this network, C 3 < C 1 + C 2 = C 0 , C 1 < C 2 = C 3 , and we can have the following asymptotic stationary states from Corollary 3.2: when ξ ∈ [0, 0] = 0, link 1 is always empty (UC), and link 2 is asymptotically stationary at C; when ξ = , 1], link 1 is asymptotically stationary at C, and link 2 at UC. In the following we demonstrate that periodic oscillations can occur for ). In particular, we have damped periodic oscillations (DPO) for ξ ∈ (0, ).
In contrast to the preceding section, all quantities in Table 1 are time-dependent in the following analysis. Moreover, we have the following rules to obtain physical kinematic waves on links 1 and 2 (Holden and Risebro, 1995):
1. There cannot be positive waves on links 1 and 2 near the merge.
2. There cannot be negative waves on links 1 and 2 near the diverge.
Damped periodic oscillations
When ξ ∈ (0, 1 3 ), we assume that traffic on link 0 reaches the diverge at t(0) = 0. At this moment, S 1 (0) = 1, and S 2 (0) = 2. Thus from (4), we have v 0 (0) = min{3,
u 2 (0) = 2, which is capacity flow, and u 1 (0) = 2 ξ 1−ξ = 2γ ∈ (0, 1), which is SUC. Thus rarefaction waves form on both links 1 and 2. When only one traffic stream reaches the merge, no queue forms, since D i (1) = u i (0) ≤ 2 for i = 1, 2. At t(1) = max{L 1 , L 2 }/v f , both streams reach the merge: u 1 (1) = u 1 (0), u 2 (1) = u 2 (0), and the total in-flow at the merge is u 1 (0) + u 2 (0), which is greater than the capacity of link 3. Since traffic from link 1 takes a share of the capacity of link 3, we have v 2 (1) < 2, and a queue forms on link 2. We know that there exists also a queue on link 1, if and only if its out-flow will be v 1 (1) =
That is, when u 1 (0) = 2γ ∈ (0, , 2), respectively.
Hence a forward shock wave with speed v f forms on link 1. At time t(3) = t(2) +
the forward shock wave on link 1 reaches the merge, and traffic states on links 1 and 2 are uniform at u 1 (2) = γv 2 (1) = γ(2 − 2γ) ∈ (0, and u 2 (2), respectively. Thus
Note that the state corresponding to v 2 (3) is still congested, since, otherwise, both links 1 and 2 have free flow near the merge, and we will have forward waves on link 2, which contradicts Rule 1.
2 Note that traffic state on link 1 is UC with flow-rate and demand of u 1 (0) at t(1). For these out-flows to satisfy (5), however, the demand on link 1 at the merge has to be D 1 (1) = 2ξ 1−2ξ ∈ (u 1 (0), 1]. From numerical simulations, we find that there exists a flimsy UC state at the merging junction on link 1, which has flow-rate of D 1 (1) and takes infinitesimal space. We believe that, in (Lebacque and Khoshyaran, 2005) , the failure of identifying such a flimsy state leads to a criticism of the merging model (5). However, the Riemann problem related to the merging model is beyond the scope of this paper.
L 2 −c j , the backward rarefaction wave on link 2 reaches the diverge, and traffic states on links 1 and 2 are uniform at v 1 (3) = γ(2 − 2γ) and v 2 (3) < 2, respectively. We can find that u 2 (4) = v 2 (3) = 2 − γ(2 − 2γ), and u 1 (4) = γu 2 (4) = γ(2 − γ(2 − 2γ)) > v 1 (3) and u 1 (4) < u 1 (0) = 2γ. Thus a forward rarefaction wave forms on link 1. At time t(5) = t(4) +
, the forward rarefaction wave on link 1 reaches the merge, and traffic states on links 1 and 2 are uniform at u 1 (4) = γ(2 − γ(2 − 2γ)) ∈ (0, and u 2 (4) = 2 − γ(2 − 2γ), respectively.
Thus v 1 (5) = u 1 (4) and v 2 (5) = 2 − v 1 (5). Note that the traffic pattern afterwards becomes the same as that after t(1). That is, we obtain periodic oscillations as shown in Figure 3 .
Hereafter we refer to this type of traffic dynamics as DPO1, whose period can be readily computed.
), a queue also forms on link 1, and the formations of corresponding periodic oscillations are discussed in Appendix A. In this case, we have two types of damped periodic oscillations: DPO2a and DPO2b. These types of damped periodic oscillations differ from DPO1 and each other in their formation process and properties. Since the queue on link 1 can also have impacts on the formation and structure of periodic oscillations, the two types of damped periodic oscillations are more complicated. In the following, we prove that all the three types of periodic oscillations damps asymptotically. ), we can have damped periodic oscillations on links 1 and 2, in which lim t→∞ v 1 (t) = lim t→∞ u 1 (t) = 2ξ in free flow regime, and lim t→∞ v 2 (t) = lim t→∞ u 2 (t) = 2(1 − ξ) in congested flow regime.
Proof. From the descriptions of all three periodic oscillations, we can see that the traffic patterns are the same after t(3), t(3), and t(4) for scenarios DPO1, DPO2a, and DPO2b, respectively. That is, if we unify the time frame such that t(3), t(3), and t(4) in scenarios (1) t(2) t(3) t(4) t(5) t(6) t (7) 2ξ 2 3
(a) Link 1 (Thick solid lines: u 1 ; Thick dashed lines: v 1 )
(0) t(1) t(2) t(3) t(4) t(5) t(6) t(7)
2(1 − ξ) DPO1, DPO2a, and DPO2b respectively becomes t(1), then traffic pattern of the initial period from t(1) to t(5) is the same as that from t(3) to t(7) in scenario DPO1, as shown in Figure 3 . The difference is in the initial condition:
in scenario DPO1 when ξ ∈ (0, ], but
in scenarios DPO2a and DPO2b when ξ ∈ (
).
Therefore, we have the following periodic traffic pattern for a period from t(4n − 3) to t(4n+1) (n = 1, 2, · · ·) is as follows. (I) At t(4n−3), out-fluxes on links 1 and 2 are v 1 (4n−3) and v 2 (4n − 3) = 2 − v 1 (4n − 3) respectively, and a backward rarefaction wave forms on link 2. (II) At time t(4n − 2), the backward rarefaction wave on link 2 reaches the diverge, traffic states on links 1 and 2 are uniform at v 1 (4n − 3) and v 2 (4n − 3) = 2 − v 1 (4n − 3). From (4) we have v 0 (4n − 2) = min{3,
). Thus
which is still smaller than 2 3 from Lemma 4.2. From Lemma 4.3, we can prove that u 1 (4n − 2) > v 1 (4n − 3). Thus a forward rarefaction wave forms on link 1. (III) At time t(4n − 1), the rarefaction wave on link 1 reaches the merge, and we have
In Lemma 4.3, we can prove that v 2 (4n − 1) < u 2 (4n − 2). Thus a backward shock wave forms on link 2. (IV) At time t(4n), the shock wave reaches on link 2 the diverge, from (4) we can have
which is still smaller than 2 3 from Lemma 4.2. From Lemma 4.3, we can prove that u 1 (4n) < v 1 (4n − 1). Thus a forward shock wave forms on link 1. (V) At time t(4n + 1), the shock wave on link 1 reaches the merge, and we have
From Lemma 4.3, we can prove that v 2 (4n + 1) > u 2 (4n). Thus a backward rarefaction wave forms on link 2. This finishes a period. Note that traffic states on links 1 and 2 are UC and OC respectively.
From (13d), we have v 1 (4n + 1) = γ 2 v 1 (4n − 3) + 2γ(1 − γ). If we denotev 1 (4n − 3) = v 1 (4n − 3) − 2ξ (n = 1, · · ·), we can get
), we have thatv 1 (4n − 3) is a geometrical series and approaches zero. Therefore lim n→∞ v 1 (4n−3) = 2ξ. From (13), we can have that lim n→∞ v 1 (4n−1) = 2ξ, lim n→∞ u 1 (2n) = 2ξ, and lim n→∞ v 2 (n) = 2 − 2ξ. Therefore,
Lemma 4.2 In the dynamical system (13) with initial conditions (12), u 1 (2n) < 2 3
(n = 1, 2, · · ·).
Proof. From (13), we can have
with initial condition
When ξ ∈ (0, ], and u 1 (2n − 2) > 0. Therefore, u 1 (2n) < 2 3 from (15).
). In this case, we can use the method of induction to show
. First, u 1 (0) = 4 3 γ satisfies the three conditions. If we assume that u 1 (2n − 2) satisfies the conditions, then from (13) we
and when ξ = . Therefore u 1 (2n) is increasing in γ and reaches its maximum, , when ξ = ).
Lemma 4.3 In the dynamical system (13) with initial conditions (12), we have (n = 1, 2, · · ·)
. Then the dynamical system (13) can be re-written aŝ
From (12) we can see thatv 1 (4n − 3) < 0 for ξ ∈ (0, ). Therefore, from the equations above we can see that
These inequalities lead to (16).
Persistent periodic oscillations
When ξ ∈ ( = λ, which is SUC. Thus rarefaction waves form on both links 1 and 2. When only one traffic stream reaches the merge, no queue forms, since D i (1) = u i (0) ≤ 2 for i = 1, 2. At t(1) = max{L 1 , L 2 }/v f , both streams reach the merge: u 1 (1) = u 1 (0), u 2 (1) = u 2 (0), and the total in-flow at the merge is u 1 (0) + u 2 (0), which is greater than the capacity of link 3. Since traffic from link 2 takes a share of the capacity of link 3, we have v 1 (1) < 1, and a queue forms on link 1. We know that there exists also a queue on link 2, if and only if its out-flow will be v 2 (2) =
. That is, when u 2 (0) = λ ∈ (0, ) and λ ∈ (1, , 1), D 1 (3) = 1. Since D 1 (3) + D 2 (3) < S 3 , both links 1 and 2 can send their maximum flows; i.e., v 2 (3) = u 2 (2) = λ(2 −λ), v 1 (3) = 1 > u 2 (3). Thus a backward rarefaction wave forms on link 1, which travels at speed of c j . At time t(4) = t(3) − L 1 c j , the rarefaction wave reaches the diverge:
We can see that u 1 (4) = v 1 (4), u 2 (4) > v 2 (4). A forward rarefaction forms on link 2, and travels at speed of v f . At time t(5) = t(4) +
, the rarefaction wave on link 2 reaches the merge, and we have the same situation at t(1); i.e., u 2 (4) + 1 = λ + 1 > 2, queues are formed on link 1, but not on link 2. Therefore, we have v 2 (5) = u 2 (4) = λ = v 2 (1),
. At the moment, we have u 2 (5) = u 2 (4) = λ = u 2 (1), and u 1 (5) = u 1 (4) = 1 = u 1 (1). This forms a persistent periodic oscillation, referred to as PPO1, whose period is
The traffic pattern is shown in Figure   4 . Note that, since 0.45 ∈ ( 3 7 , 1 2 ), the periodic oscillatory patterns observed in (Jin, 2003; Jin and Zhang, 2005) belong to this case. (1) t (2) t (3) t (4) t (5) t (6) ), a queue also forms on link 2, and the formation of corresponding periodic oscillations are discussed in Appendix B. In this case, we have five types of persistent periodic oscillations: PPO2a1, PPO2a2, PPO2b1, PPO2b2a, and PPO2b2b. These types of persistent periodic oscillations differ from PPO1 and each other in their formation process and conditions in the proportion ξ and lengths of links 1 and 2. Since the queue on link 2 can also have impacts on the formation and structure of periodic oscillations, the five types of persistent periodic oscillations are more complicated.
Discussions
In the preceding two subsections, we obtain three types of damped periodic oscillations and six types of persistent periodic oscillations for a particular DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 1, 2, 2): DPO1, DPO2a, DPO2b, PPO1, PPO2a1, PPO2a2, PPO2b1, PPO2b2a, and
PPO2b2b. For these non-stationary traffic dynamics, we also find their periods and sufficient and necessary conditions with respect to ξ and the (relative) lengths of links 1 and 2. In summary, solutions for the DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 1, 2, 2) are in the following: when ξ = 0, link 1 is empty and link 2 reaches asymptotic SOC stationary state; when , 1], links 1 and 2 reach C and UC stationary states respectively.
From the analysis of DPO and PPO states in the preceding subsections, we can see that link 1 is dominated by SOC state when ξ ∈ (
). We can have the following equivalent dynamical system for both DPO and PPO solutions.
Theorem 4.4 (Equivalent dynamical system) When C 3 < C 0 , C 3 < C 1 + C 2 , C 1 < C 3 , and ξ ∈ (
), traffic dynamics in a DM2 network can be either DPO or PPO states, which share the same dynamic patterns in a period from t(4n − 3) to t(4n + 1) (n = 1, 2, · · ·) as follows. (I) At t(4n − 3), a backward shock wave forms on the congested link 1 due to the limitation of the capacity of link 3, and the out-flux on link 1 is v 1 (4n − 3). At this time, the merge is blocked by high flow on link 2. (II) At t(4n − 2), the shock wave reaches the diverge and generates a forward shock wave on link 2. This reduces in-flux to link 2, and
At this time, the diverge is blocked by the queue on link 1. (III) At t(4n − 1), the shock wave on link 2 reaches the merge and causes a backward rarefaction wave on link 1. This increases out-flux from link 1, and
At this time, the merge is opened by low flow on link 2. (IV) At t(4n), the rarefaction wave on link 1 reaches the diverge and causes a forward rarefaction wave on link 2. This increases in-flux to link 2, and
At this time, the diverge is opened by high flow on link 1. (V) At t(4n + 1), the rarefaction wave on link 2 reaches the merge and causes a backward shock wave on link 2. This reduces out-flux from link 1, and
At this time, the merge is blocked by high flow on link 2 again. This finishes a period.
When link 2 is dominated by congested traffic; i.e., when ξ ∈ (1 −
), we have similar equivalent dynamical system as in (17). We can see that both the merge and diverge act as switches: congested traffic on link 1 or 2 triggers the diverge, and free flow on link 2 or 1 triggers the merge. Here we can have the following test for the type of periodic oscillations for the DM2 network.
Corollary 4.5 (Test for PPO and DPO solutions) For any initial v 1 (1) < C 3 ξ, if the equivalent dynamical system in (17) admit persistent periodic oscillations, then the original problem 2.1 has PPO solutions; if (17) admit damped periodic oscillations, the original problem 2.1 has DPO solutions.
Note that the initial state v 1 (1) has to be smaller than C 3 ξ from the analysis of DPO and PPO solutions of the DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 1, 2, 2).
Here we apply the corollary above to determine the type of periodic oscillations in a DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 1, 2, 2) as follows. For ξ ∈ ( ), link 2 will be dominated by congested traffic. Then this network is the same as a DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 2, 1, 2) and ξ ∈ ( with ξ = 0.7 and v 1 (1) = 0.8C 3 ξ. This is a DPO solution. These results are consistent with those in the preceding subsections. Here we suspect that, if C 1 < C 2 , then we have periodic oscillatory solutions for ξ ∈ (
); if C 1 ≥ C 2 , then we have asymptotic stationary solutions for ξ ∈ (
Conclusion
In this paper, we analyzed asymptotic traffic dynamics on a diverge-merge road network with first-order kinematic wave models. In the network, all links are homogeneous, boundary conditions are time-independent, and the proportion of choosing a route is constant.
First we systematically derived the sufficient and necessary conditions for all possible asymptotic stationary states and found that there exist non-stationary traffic dynamics when the downstream part has smallest capacity and the route choice proportion is in certain intervals.
Then for a specific road network we found three types of damped periodic oscillations (DPO) and six types of persistent periodic oscillations (PPO). Finally we proposed an equivalent discrete dynamical system, from which we can determine whether traffic dynamics in the road network is asymptotically DPO or PPO.
In this study we find that there exist damped and persistent periodic oscillations in a particular DM2 network with (C 0 , C 1 , C 2 , C 3 ) = (3, 1, 2, 2). Can other types of non-stationary traffic dynamics be found in general DM2 networks, e.g., when C 1 > C 3 ? Here the proportion ξ is fixed, but damped and persistent periodic oscillations can be observed for ξ ∈ (0, In this study, we can find that first-order kinematic wave models of traffic flow for links and junctions are quite useful for mathematical analysis of traffic dynamics in a simple road network with two bottlenecks. However, we believe that the counter-intuitive oscillations are actually caused by interactions between the two bottlenecks, or the special network structure, rather than traffic flow models or the triangular fundamental diagrams used. For example, we can show the existence of periodic oscillations with the following diverging and merging rules: at the diverge, all vehicles leave link 0 in the order of First-In-First-Out (FIFO); at the merge, vehicles taking link 1 have absolute priority, and vehicles on link 2 have to wait until all vehicles on link 1 enter link 3. These rules are quite simple, and the diverging rule is close to the reality (Papageorgiou, 1990) , but the merging rule is rather extreme.
With these rules, periodic oscillations always occur in the network for any ξ ∈ (0, 1) and C i (i = 0, · · · , 3), and the traffic pattern is as follows. For ξ ∈ (0, 1), we have vehicles using both links 1 and 2. At the time when vehicles on link 1 reaches the merge, all vehicles on link 2 have to stop and wait until vehicles on link 1 enter link 3. This causes a queue of vehicles on link 2, and the queue keeps growing until it jams the whole link. After that, no vehicles can leave link 0 or enter link 1, due to FIFO on link 0. Therefore, after some time, all vehicles on link 1 will exit. After that, vehicles on link 2 start to accelerate and enter link 3. When all vehicles on link 2 are moving, vehicles on link 0 can again enter link 1. Once vehicles on link 1 reach the merge, vehicles on link 2 have to stop again, and a queue forms on the link. This starts another period, and we obtain periodic oscillations of traffic patterns on the whole network. Although we can always obtain periodic oscillations, the periods of such oscillations should be related to the lengths of links 1 and 2, the capacities of all links, and the route choice proportion, ξ. Therefore, we suspect that network structure, or the interactions among bottlenecks in a road network, can well be a source of traffic oscillations.
Although simulation results with Paramics (Jin and Zhang, 2005) also support the conclusion that asymptotic periodic oscillations could occur in DM2 networks. It'd be interesting to study asymptotic traffic dynamics in DM2 networks with higher-order kinematic wave mod-els, car-following models, and cellular automata models. In the follow-up studies, we will be also interested in traffic dynamics on more complicated road networks, such as a divergemerge network with more than two intermediate links. We will also be interested in road networks with inhomogeneous links and with more complicated fundamental diagrams. Yet another interesting problem is how to avoid such oscillatory traffic dynamics with the help of signal or other control measures. Indeed, this study and the proposed follow-up studies in the near future, which are mainly theoretical investigations, could provide us some insights on the complex traffic dynamics on a road network. In the longer term, we would be interested in verifying whether traffic oscillations caused by network structure could exist in reality and studying possible implications on the design of transportation networks.
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Therefore, D 1 (1) ∈ ( . Note that the shock wave speed on link 2 is c j respectively. Both shock waves travel backward toward the diverge and reach the diverge after L 1 /|s 1 (1)| and L 2 /|c j | respectively. We can have two types of periodic oscillations: DPO2a and DPO2b.
The formation of periodic oscillations of type DPO2a is as follows. When the shock wave on link 2 reaches the diverge first; i.e., when L 2 /|c j | ≤ L 1 /|s 1 (1)|, the traffic state on link 2 is uniform at v 2 (1) = 4 3 (OC), and the upstream and downstream flow-rates on link 1 are 2γ (UC) and (1) t(2) t(3) t(4)t(5) t(6)t (7) 2ξ 2 3
(a) Link 1 (Thick solid lines: u 1 ; Thick dashed lines: v 1 ) (7) 2(1 − ξ) respectively. This state is similar to that at time t(1) in scenario DPO1, and no queue forms on link 1. Therefore, the pattern of traffic dynamics afterwards is the same as in DPO1 after t(3). That is, v 1 (4) = γ. The traffic dynamics is shown in Figure 7 .
(a) Link 1 (Thick solid lines: u 1 ; Thick dashed lines: v 1 ) (6) t (8) 2(1 − ξ) ) and λ ∈ ( , 2), we know that
, and q 1 (1) = 1 > . The shock wave speeds on both links are respectively s 1 (1) = c j and
For different proportion ξ and lengths of links 1 and 2, we can have the following five types of periodic oscillations: PPO2a1, PPO2a2, PPO2b1, PPO2b2a, and PPO2b2b.
), and
, 1).
PPO2a1 If the shock wave on link 1 reaches the diverge first at time t(2), where t(2)−t(1) =
. (II) Then at the diverge we have u 1 (2) = min{3ξ, λ and λ respectively, and its speed is free flow speed v f . At the same time, the distance that the backward traveling shock wave travels is
. After that, both shock waves merge into one, with upstream state of λ,
for the shock wave to reach the merge. (III) At time t(3) = t(2) + t a (2) + t b (2), the shock wave on link 2 reaches the merge. Link 2 is UC with q 2 (3) = , 1], and link 1 is OC with
. Thus, there cannot be any queue on link 2. Since v 2 (3) = . This forms a periodic oscillation, whose
The traffic pattern is shown in Figure 8 .
PPO2a2 If the shock wave on link 2 reaches the diverge first at time t(2), where
. (II) At t(2), there is a shock on link 1 with upstream state 
2(1 − ξ) , and link 2 is uniform with
. At the diverge, we have u 1 (2) = min{3ξ, 1,
, 1) and u 2 (2) = 4/3. Thus, there is no change on link 2, and a forward shock wave forms on link 1 connecting two free flow states of 4/3 λ and 1, and its speed is v f . The forward shock wave and the backward shock wave on link 1 , whose speed is
for the shock wave to reach the diverge. (III) At time t(3) = t(2)+t a (2)+t b (2), we have at the diverge u 1 (3) = min{3ξ, v 1 (1),
and u 2 (3) = 2 3 λ. Thus, there is no change on link 1, and a forward shock wave forms on link 2 that connects , the rarefaction wave reaches the merge, and network condition is the same as that at t(1). Thus, we obtain a periodic oscillation, whose period is T (P P O2a2) = L 2 −s 2 (1)
The traffic pattern is shown in Figure 9 .
PPO2b When ξ ∈ ( ).
PPO2b1 If the shock wave on link 1 reaches the diverge first. (II) At t(2) = t(1) +
, the shock wave on link 1 reaches the diverge, and at the diverge we have u 1 (2) = min{3ξ, . After that, both shock waves merge into one, with upstream state of 2/3λ and downstream state of for the shock wave to reach the merge.
(III) At time t(3) = t(2) + t a (2) + t b (2), the shock wave on link 2 reaches the merge. Link 2 is UC with u 2 (2) = (1) t(2) t(3) t(4) t(5) t (6) t (7) t (8) for the shock wave to reach the merge.
(VII) At time t(7) = t(6)+t a (6)+t b (6), the shock wave on link 2 reaches the merge, and network condition is the same as that at t(3). Thus this forms a periodic oscillation, whose period is T (P P O2b1) =
+ t a (6) + L 2 −ta(6)s 2 (6) s 2 (7)
.
The traffic pattern is shown in Figure 10 .
PPO2b2
We consider the case when the shock wave on link 2 reaches the diverge first. (II)
At t(2) = t(1) + L 2 −s 2 (1)
, traffic on link 1 around the diverge is at u 1 (0) = 1. Thus from (4), we have u 1 (2) = min{3ξ, 1, At the same time, the distance that the backward traveling shock wave travels is λ on link 2. The states are the same as those at time t(4).
This forms a periodic oscillation, with period T (P P O2b2a) = t(8) − t(4) = t a (7) + L 2 −ta(7)s 2 (7) s 2 (7)
The traffic pattern is shown in Figure   11 .
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