





























































































































A Study on Characteristic Selection in the Messages
based on Non-negative Matrix Factorization
Koji Wajima
The media of dissemination (Verbreitungsmedien) have rapidly changed owing to technological
progress, especially in information and communication technologies. Reflecting the changes in
the conditions of technological progress, communication methods and abilities have also changed.
Consequently, portable terminal equipment has advanced from shoulder phones to smartphones.
Currently, online communication that is independent of time and place is increasing. Simultane-
ously, social concerns associated with online communication have been increasing over the last
several years. Information regarding online communication significantly impacts purchasing be-
havior in consumer generated media. For example, inappropriate online behavior leads to “Enjyo”
and “Framing,” causing issues in online media. Therefore, message analysis in the media of dis-
semination is necessary.
In the media of dissemination, two phenomena have been observed in recent years. The first
phenomenon is the increase in opportunities associated with selecting the information of receiver
and the increase in the various distribution modes available. For a receiver, the information of the
unnecessary spread media is not read (ignore). Hence, the transmission efficiency of information
decreases. The second phenomenon is the diversification of the receivers’hobbies. Customization
in terms of the information received is realized through this diversification. Therefore, for a sender,
assuming that the receiver has received and read the transmitted information is difficult.
Consequently, media of dissemination need to work improvement of the message. In this study,
message characteristics were extracted to improve message quality in the media of dissemination.
If the extracted characteristics are superior, then important characteristics are revealed. Therefore,
message characteristics contribute to message distinction. The improvement plan can be separated
with respect to two aspects: the media and the objective variable. Messages transmitted via dif-
ferent types of media differ; thus, the type of media plays a significant role. Therefore, message
evaluation is based on the different types of media. In addition, numerical evaluations are important.
Different media involve various metrics, such as audience ratings. Therefore, message evaluation
is also based on numerical values. In this study, I evaluated message characteristic selection based
on Berlo’s sender-message-channel-receiver (SMCR) model, wherein the evaluation targets were
text messages. Berlo’s SMCR model is a standard communication model that can use online text
messages for applications such as ethology communication, electrical signal communication, and
engineering communication.
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The proposed method comprises extracted, converted, and base-evaluated feature quantities. First,
characteristics were extracted from the message. Note that the evaluation results may change when
a specific characteristic is included in the given message. For example, there may be a paradox
in a sentence or a phrase. In this study, I used multivariate analysis to decompose a message into
additive components. In the case of a component, the paradox of the given sentence is considered.
Therefore, the occurrence of problems decreases. The proposed method uses non-negative matrix
factorization (NMF). In existing research, NMF has demonstrated superiority over other multivari-
ate analysis techniques. In addition, algorithmic expansion and improvement have been realized by
the research community. As a result, NMF is the most suitable algorithm for our purpose. The NMF
base result is the result of the group of co-occurrence ingredients of the quantity of the characteris-
tics. Here, the NMF base was evaluated using methods based on Bateson’s definition of information
and nonlinear regression. Note that the text characteristics have a contribution ratio based on each
NMF base; therefore, characteristics with high contribution are based on the characteristics of the
co-occurrence of the NMF base. The characteristics of the co-occurrence correspond to message
characteristics, and message characteristics that are good for problem solving are required. There-
fore, the result is selecting the appropriate characteristic for the problem of the media.
The proposed method was experimentally evaluated using online text messages. First, I extracted
the feature from the media. Then, I employed feature conversion via NMF. Note that all extracted
characteristics were used in the NMF. Finally, the NMF base was evaluated based on the research
subject. In this study, the evaluation experiment used Japanese text characteristics (surface layer in-
formation, topic, word type, basic vocabulary, semantic attributes, verbal expression, sentence end
expressions, part of speech type, unique expressions, and evaluation expressions). In this experi-
ment, a substantial amount, i.e., 31 types of characteristics and 2,071 dimensions, of characteristic
data from previous studies was considered. In addition, another experiment was conducted using
33 types of characteristics and 2,073 dimensions. The research subject was Japanese text charac-
teristics (including topic, simplified corpora, privacy, and empathy). Several research subjects were
evaluated using the proposed method. High classification performance was observed using the ex-
tracted message characteristics. Furthermore, it was demonstrated via an evaluation experiment that
the proposed method can fit the problems of various media. The results of this experiment will
change the characteristics of the online text message.
The remainder of the manuscript is organized as follows. Section 1 outlines the research and
the research subject. Section 2 describes related work. Section 3 describes the proposed method
for classifying online text messages based on non-NMF. In addition to the classifier, nonlinear
regression, and Bayesian network.
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Sections 4 and 5 describe the proposed method and an evaluation experiment, respectively. Sec-
tion 4 also describes “characteristic selection in the text messages based on differences.” The evalua-
tion experiment of the proposed method comprises the topic of the online community and simplified
corpora of text information. The topic evaluation objects used herein were online communities of
two types of media. The proposed method demonstrates superior results as compared with docu-
ment classification and nonlinear regression methods. The evaluation target for simplified corpora
was the Japanese government’s “Annual Report on the Environment.” The proposed method also
demonstrates superior results as compared with yearly comparison and Bayesian network meth-
ods. Section 5 discusses “characteristic selection in text messages based on nonlinear regression.”
The evaluation experiment of the proposed method consider the privacy of SNS articles and the
empathy of media. The evaluation object for privacy was the SNS article. The proposed method
demonstrated superior results compared to document classification and Bayesian network methods.
The evaluation objects related to empathy were online communities from two types of media and
four different types of media. The proposed method also demonstrated superior results as compared
with the document classification method, multi-base evaluation, and evaluation of different media.
Section 6 presents conclusions and suggestions for future work. I expect that the results of this
study will improve the characteristics of the message. In addition, message characteristics would
strengthen a powerful effect or the influence of the media. In the future, other message types will
be considered relative to other research areas. In addition, owing to this line of research, similarity
problems can be solved in principle if they are converted to a vector space model. Further research
on message characteristics would clarify need message. It is expected that unnecessary media and
messages will be removed. I expect it to contribute to mutual future development. In the future,
additional experiments will be conducted using the proposed method with other message types. In
addition, the extraction of new features will be required for other message types. It is my hope that
the results of this study will contribute to the development of a better information-oriented society.
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ラジオ，テレビの 4つの媒体である．各地に拠点を持つことは，ニュース・ネットワーク [2] 1

























































































図 1.3: D.K.バーロの SMCRモデル [12]
本研究では，優れたメッセージを作成するために 2種類の改善アプローチを行う．まず，伝
統的な伝播メディアであるマス・メディアをオーディエンスの態様から分類した概念に，ゼネ







































































































る”実験 2-1”および”実験 2-2”を述べる．“実験 2-1”では，SNSにおけるプライバシー侵害を評
価する．評価で，プライバシー侵害のメッセージ集合に特有のメッセージ特徴を明らかにす
る “実験 2-2”では，オンラインコミュニティにおける共感を評価する．評価で，共感された














































































































[74]や書き手評価 [75]，文献の判定 [76]がある．“話題 (トピック)の特徴”には，アルゴリズ
ムは，似た語彙の集合である話題を抽出する研究がある [22]．代表的な話題抽出のアルゴリ
ズムには，LSI[77]や LDA[78]がある．本研究の “話題 (トピック)の特徴”を用いた既存研究




























































































は観測行列 Y を基底行列H と係数行列 U の積に分解するアルゴリズムである．観測行列 Y
は観測データ行列である．詳細は，文献 [112]にゆずり，ここでは，概略を述べるに留めるこ
とにする．NMFの簡略化した分解表現を式 (3.1)に示す．
Y ' HU (3.1)
観測行列Yは，N行K列の長方行列である．評価対象となるN個の観測ベクトルを式 (3.2)
に示す．
y1; :::; yN  R0;K (3.2)
ここで，R0;K は，K 次元の非負値ベクトル全体の集合である．評価対象となる観測行
列 Yは，観測ベクトルを並べた行列を表し，Y =[y1; :::; yN ]と表す．NMFでは，観測行列 Y
の次元数K よりも，基底数M を小さく設定することで，特徴量変換が行える．NMFでは，
M < min(K;N)のとき，観測行列 Y を低ランク行列の積で近似することに相当する．基底
行列H の基底数を (m = 1; : : : ;M)とした際のNMFによる観測行列の分解を式 (3.3)に示す．
yn ' Mm=1hmum;n(n = 1; :::; N) (3.3)





































式 (3.5)の係数行列 Uは，の成分 uM;nは文書 nの基底M への重みである．また，基底行





















まず，訓練データである (x1; y1):::(xm; ym)を獲得する．ここで，xiは入力ベクトル，yiは
























e at if yi = ht(xi)
eat if yi 6= ht(xi)
(3.9)
繰り返し処理後，獲得した誤り率 "tと重み更新係数 tを用いて，式 (3.10)で，強分類器で
あるH を獲得する．
H(x) = signfttht(x)g (3.10)
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3.3.2 Random Forests












Kはクラス数，P (Ci)はノード tに分岐するサンプルがクラス iに属する確率である．したがっ



























出力信号 y，ガウス雑音 nとした際のMLPを式 (3.12)に示す [119]．
y = f(x; ) + n (3.12)
式 (3.12)の はMLPのパラメータをすべてまとめたベクトルである．MLPは多層から構
成されている．入力ベクトルを w，重みベクトルを wiとした際の，MLPを式 (3.13)で示す．




vi'(wi  x) (3.13)
式 (3.13)では，第 i番目の隠れ層素子は，非線形関数である '(wi  x)を出力する．wi  x
は入力ベクトル xと重みベクトルwiを用いた内積である．また，'(u)は飽和型関数 (シグモ
イド関数)である．最後の出力素子では，飽和型関数 '(wi  x)の結果を重み viで総和する．
は (wi;    ; wh; vi;    ; vh)であり，ニューラルネットワークのパラメータをすべてまとめた
ベクトルである．ここで，最終出力結果がガウス雑音 nで乱された場合の結果は，入出力特
性は条件付き確率分布である式 (3.14)となる．
p(yjx; ) = cexpf   1
2


















和平均値である．評価指標を図 3.1に示す．適合率，再現率，F-measureを式 (3.15)，式 (3.16)，
式 (3.17)に示す．また，偽陽性率を式 (3.18)に示す．偽陽性率は，陰性サンプル個数に対す
る偽陽性数の割合である．





























(i   i )K(xi; x) + bias (3.19)
k(xi; x) = exp ( k xi   x k2 =22) (3.20)
K(xi; x)は入力 xiを特徴空間へ写像するカーネル関数である．i,i ,biasなどの詳細は文献
[124]などを参照していただきたい．
3.4.2 予測誤差
予測誤差には，MAE(Mean Absolute Error)および RMSE(Root Mean Squared Error)を用い















トワーク (Bayesian Network)を用いる [1][125]．ベイジアンネットワークは，ベイズの定理
(Bayes rule)に基づいたモデルである．ベイジアンネットワークの例を図 3.2に示す．
図 3.2: Bayesian Network
図 3.2の例ではX1が親ノードであり原因，X2やX3が子ノードであり結果である．X2
やX3のように，子ノードは，他の子ノードであるXjの親ノードにもなる．
ここで，事象 P (X1)を原因，事象 P (Xj)が結果である場合，原因によって結果が起きる確





ドをXj とした際，原因 P(Xj)は，親ノードの集合 (xj1;    ; xji )である．したがって，依存
関係は P (Xj jP(Xj))と表すことができる．このため，すべての確率変数の同時確率分布は
式 (3.23)と表すことができる．
P (X1;    ; Xn) =
nY
j=1



























































文の数 1 1文書中の [。][？][！]
の合計頻度
読点 1 1文書中の [、]の頻度
句点 1 1文書中の [。]
文の長さ 1 1文書中の総バイト数
文字種 (頻度) 8 各文字種の出現頻度
文字種 (比率) 8 各文字種の比率
読点間距離 1 文献 [73]
















(Ndv   uTd hv)2 (4.1)
図 4.2: LSI(Latent Semantic Indexing)
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LDAは，文書集合の行列 Nの文書が低ランク行列 と をパラメータとして持つカテゴリ
分布 から生成されると仮定する手法である．全体集合をW，文書数を d = (1;    ; D)，ト
ピックを k = (1;    ;K)とした際の，文書 wdの生成確率を式 (4.2)で示す．また，文書集合





図 4.3: LDA(Latent Dirichlet Allocation)
パラメータ dはトピック分布，パラメータ は単語分布集合である．また，Ndは文書 d

















潜在意味解析 (LSI)[77] 300 文書の重み付き係数 uD






















本研究における意味情報は，表 4.3で示した項番 1の語種，項番 2-4の基本語，項番 5-7意味




項番 特徴量名 次元数 語数 値の定義/付与タグの例 文献/脚注
1 語種 7 6519 和語，漢語，外来語 y,[83]
2 基本語 (1) 2 697 基本語二千に選定 y,[84]
3 基本語 (2) 6 6519 外国語学習基本語彙 y,[84]
4 基本語 (3) 2 424 基本語二千・六千に選定 y,[84]
5 意味分類コード (1) 233 697 体の類抽象的関係 y,[86]
6 意味分類コード (2) 487 6519 (同上) y,[86]
7 意味分類コード (3) 307 424 (同上) y,[86]
8 機能表現 122 29262 O，B-判断 z,[88]
9 文末モダリティ 32 32 可能性，表出 [90]
10 質問文末表現 38 38 質問，回答 [91]
11 IPA品詞 14 - 連体詞，接頭詞，名詞 x,[95]
12 名詞比率 1 - 実数 (算出文献 [94]) [94]
13 MVR 1 - 実数 (算出文献 [94]) [94]
14 固有名詞 4 - 実数 (算出文献 [95]) x,[95]
15 拡張固有表現 132 18075 数値表現 {,[96]
評価極性情報
16 (用言編) 4 5280 ネガ (経験) z,[98]
17 (名詞編) 51 13314 ～になる (状態)客観 z,[99]
感情極性 110250 k,[100]
18 (頻度) 2 - ポジティブ・ネガティブ [13]
19 (比率) 2 - 実数 (算出 [13])
20 (平均値) 1 - 実数 (算出 [13])
21 評価値表現 1 5234 - ,[101]
y『日本語教育のための基本語彙調査』データ https://mmsrv.ninjal.ac.jp/bvjsl84/
z機能表現タグ付与コーパス，日本語評価極性辞書 https://www.cl.ecei.tohoku.ac.jp/index.php
xipadic version 2.7.0ユーザーズマニュアル https://chasen.naist.jp/snapshot/ipadic/ipadic/doc/ipadic-ja.pdf








の欠損行は対象外とした．テキスト情報の等価な文字はNormalization Form KC (NFKC) 15で
正規化を実施した．また，形態素解析では，活用形を標準形に変換し，1文字単語などを削除
する前処理を実施した．観測行列 Y作成は，Pandas16 および Numpy17を用いた．
本研究で話題の特徴量抽出に用いる LSIの次元数や LDAのトピック数では，任意で値の
設定を行う．LSIの Kの最適値は 300から 500の範囲が提案されている [129]．本研究では
K=300を設定した．LDAに関しても同様に K=300を設定した．








12Welcome to Python.org : https://www.python.org
13scikit-learn : https://scikit-learn.org/stable/
14scikit-learn : https://github.com/scikit-learn


















観測行列 Y にNMFを適用した結果，質問記事の各基底の重み付きは係数行列U で表される．
そこで本研究では，目標変数に基づき，係数行列U の行ベクトルにラベル付けする．そして，
ラベル付けに基づき，係数行列 U を 2種類の評価対象の集合に分割する．本研究では，目標
変数は正規分布にしたがうと仮定し，平均値以上を 1，平均値未満を 0としてラベル付けを行
う．そして，対応する係数行列 U の行ベクトルをベクトル集合 L1，L0に分割する．
目標変数の集合X を式 (4.3)に，ラベル付けの方法を式 (4.4)に，ラベル付けに基づく係数
行列 Uの分割の方法を式 (4.5)に示す．式 (4.4)は，xiが平均値以上の場合に 1，平均値未満










N  xi; xi 2 Set 1
Nj=1xj




xi = 1; ui 2 Set L1











算出式を式 (4.6)示す．ラベル付けされたベクトル集合はLjであり，jは 1もしくは 0である．





式 (4.6)における uM;iはベクトル集合 Lj にラベル付けされた行ベクトル uiの基底M への
重みである．式 (4.6)の結果を基にした基底の特性を表す集合を Sとし，本研究の基底M の
評価方法を式 (4.7)に示す．




















図 4.4: 研究背景 (実験 1-1)
19SIPS では，生活者消費行動を S(Sympathize : 共感する)，I(Identify : 確認する)，P(Participate : 参加する)，
S(Share & Spread : 共有・拡散する)とモデル化している．SIPSモデルでは，共感に次ぐ重要な要素は，参加して




“実験 1-1”における評価実験手順の概要を図 4.5に示す．図 4.5の (1)から (4)が，“実験 1-1”
のメッセージ特徴の抽出手順を示すステップである．
図 4.5: 実験 1-1メッセージ特徴抽出手法
図 4.5(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．抽
出する特徴量は既存研究の特徴量を組み合わせた 31個である．また，各特徴量を水平方向に











の閲覧数を図 4.6および図 4.7に示す．図 4.6は，質問記事が投稿されてからの経過日数の散
布図，図 4.7は，閲覧数に対する返信数の散布図である．
























“実験 1-1”ではメッセージ特徴の評価に 3.4.1節の非線形回帰手法である SVRを用いた閲









































最後に，基底 1に対する特徴量の寄与率上位の 10個を表 4.4に示す．
表 4.4: 基底 1の寄与率上位 10個の特徴量
特徴量名 特徴量名
1 固有 (一般) 6 機能 (I-目的)
2 機能 (I-順接仮定) 7 ひらがな (頻度)
3 品詞 (助詞) 8 機能 (I-不可能)
4 意味 (2)(4.112) 9 機能 (I-依頼)
5 機能 (I-様態) 10 機能 (B-自然発生)










分類器 適合率 再現率 F値
　　 AdaBoost 0.45 0.29 0.35
　　 RandomForests 0.44 0.26 0.33
　　MLP 0.00 0.00 0.00
　　 K-NN 0.42 0.37 0.39
表 4.6: オンラインコミュニティ1特徴量選択 (提案手法基底の寄与率)
分類器 適合率 再現率 F値
　　 AdaBoost 0.43 0.23 0.30
　　 RandomForests 0.45 0.29 0.35
　　MLP 0.40 0.04 0.08
　　 K-NN 0.44 0.42 0.43
表 4.7: オンラインコミュニティ1特徴量選択 (単変量特徴量選択)
分類器 適合率 再現率 F値
　　 AdaBoost 0.46 0.28 0.35
　　 RandomForests 0.45 0.28 0.34
　　MLP 0.00 0.00 0.00
　　 K-NN 0.42 0.38 0.40
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表 4.8: オンラインコミュニティ1特徴量選択 (再帰的特徴量削減)
分類器 適合率 再現率 F値
　　 AdaBoost 0.44 0.29 0.35
　　 RandomForests 0.45 0.27 0.34
　　MLP 0.00 0.00 0.00






























SVRの入力特徴選択数が 50-100個前後が最もMAEの精度が良い (図 4.16)．一方で，100











最後に，基底 4に対する特徴量の寄与率上位の 10個を表 4.9に示す．
表 4.9: 基底 4の寄与率上位 10個の特徴量
特徴量名 辞書の単語
1 TOPIC(LDA) 6 意味 (2)(1.353)
2 意味 (2)(2.304) 7 意味 (2)(4.35)
3 意味 (2)(1.304) 8 意味 (2)(1.564)
4 意味 (2)(1.366) 9 意味 (2)(3.133)







分類器 適合率 再現率 F値
　　 AdaBoost 0.89 0.87 0.88
　　 RandomForests 0.87 0.78 0.82
　　MLP 0.92 0.88 0.90
　　 K-NN 0.83 0.75 0.78
表 4.11: オンラインコミュニティ2特徴量選択 (提案手法基底の寄与率)
分類器 適合率 再現率 F値
　　 AdaBoost 0.87 0.83 0.85
　　 RandomForests 0.87 0.82 0.84
　　MLP 0.87 0.87 0.87
　　 K-NN 0.85 0.80 0.83
40
表 4.12: オンラインコミュニティ2特徴量選択 (単変量特徴量選択)
分類器 適合率 再現率 F値
　　 AdaBoost 0.88 0.85 0.87
　　 RandomForests 0.88 0.83 0.85
　　MLP 0.00 0.00 0.00
　　 K-NN 0.87 0.83 0.85
表 4.13: オンラインコミュニティ2特徴量選択 (再帰的特徴量削減)
分類器 適合率 再現率 F値
　　 AdaBoost 0.89 0.86 0.87
　　 RandomForests 0.88 0.84 0.86
　　MLP 0.00 0.00 0.00



























月 18日から，2016年 12月 1日までのノイズを排除した投稿記事 3,527,336件から作成され
ている [132]．辞書のエントリ数は 953,776件であり，複数カテゴリに登録されている重複エ
ントリを除いたエントリ数は 110,866件である．不満買取センターに不満投稿が投稿される
カテゴリと，特徴的な単語の例を表 4.14に示す．単語は，不満カテゴリ辞書の TF-IDF 23 に
おけるスコア上位エントリの名詞である．
































































表 4.15: 交差検証 (オンラインコミュニティ1)
分類器 1 2 3 4 5
AdaBoost 0.54 0.53 0.52 0.54 0.53
RF 0.52 0.54 0.53 0.52 0.52
MLP 0.55 0.55 0.56 0.54 0.55









表 4.16: 交差検証 (オンラインコミュニティ2)
分類器 1 2 3 4 5
AdaBoost 0.86 0.86 0.87 0.87 0.87
RF 0.86 0.85 0.87 0.86 0.87
MLP 0.89 0.88 0.89 0.89 0.90




























特徴量を用いた結果の Precision-recallカーブ，受信者動作特性 (ROC)，AUCの結果を図 4.20，
図 4.21に示す．AUCは，ROCのカーブ下の領域である．
図 4.20: 実験 1-1オンラインコミュニティ
2 Precision-Recallカーブ 図 4.21: 実験 1-1受信者動作特性 (ROC)

































“実験 1-2”のメッセージ特徴抽出手順の概要を図 4.23に示す．図 4.23の (1)から (4)が，“
実験 1-2”のメッセージ特徴抽出手順を示すステップである．
図 4.23: 実験 1-2メッセージ特徴抽出手法
図 4.23(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．
抽出する特徴量は既存研究の特徴量を組み合わせた，31個，各特徴量を水平方向に連結した





































































　　 TOPIC(LDA) 機能表現 (I-推量-高確実性)
　　感情極性 (ポジティブ比率) 拡張固有表現 (鳥類)
　　 TOPIC(LDA) 機能表現 (B-意志)
　　機能表現 (I-不可避) TOPIC(LDA)
　　機能表現 (B-否定) 意味分類 (2)(1.565)
　　機能表現 (I-不許可) 機能表現 (I-理由)
　　機能表現 (I-推量-不確実) 機能表現 (B-勧誘)
　　機能表現 (I-勧誘) 機能表現 (I-判断)





分類手法 適合率 再現率 F-measure
　　 AdaBoost 0.80 0.67 0.73
　　 RandomForests 0.92 0.67 0.78
　　MLP 0.88 0.66 0.76







年度に分けて，分類器による分類を行った結果を評価指標ごとに図 4.25，図 4.26，図 4.27に
示す．
図 4.25: 各年度の Precision
図 4.26: 各年度の Recall
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データ (75%)でモデルを作成し，評価用のデータ (25%)で評価を行った場合の「適合率 -再現
率カーブ」を図 4.28，「受信者動作特性 (ROC)」を図 4.29，AUCを表 4.20に示す．図 4.28は縦
軸が再現率，横軸が適合率である．また，図 4.29は縦軸が再現率，横軸が偽陽性率である．
図 4.28: 実験 1-2 Precision - Recallカーブ








































































































(i   i )K(xi; x) + bias (5.1)
K(xi; x)は入力 xi を特徴空間へ写像するカーネル関数である．本研究では，RBFカーネル
[124]を用いる．RBFカーネルを式 (5.2)に示す．

















また，プライバシーに関しては， 2018年 5月 25日に適用された EUの一般データ保護規
則（General Data Protection Regulation: GDPR）がある．GDPRは，個人データの安全な管理
措置と個人データの越境に関する規制であり，オンライン・サービスも含め，個人データの













を図 5.3に示す．図 5.3の (1)から (4)が，“実験 2-1”のメッセージ特徴抽出手順を示すステッ
プである．








































収集期間 2008年 10月 - 2012年 5月
(但し，一部期間は欠落あり)
収集期間の投稿記事の総数 1,198,426,092件 (約 12億件)




















提案手法の結果である基底 H を SVRで評価した結果を表 5.2および図 5.4に示す．結果，
表 5.2および図 5.4より，最もMAEおよび RMSEの値が大きくなるのは，基底 3の説明変
数を除いて SVRを行った場合である．したがって，最もプライバシー侵害に影響が大きい基
底は基底 3である．同様に，基底 2および基底 9も影響が大きい基底であることが明らかに
なった．
表 5.2: 実験 2-1における基底 Hの評価
MAE RMSE
All 0.8627 1.1470
Remove 0 0.8602 1.1343
Remove 1 0.8388 1.0624
Remove 2 0.8775 1.1613
Remove 3 0.9091 1.1946
Remove 4 0.8506 1.1196
Remove 5 0.8380 1.1075
Remove 6 0.8395 1.0719
Remove 7 0.8493 1.1165
Remove 8 0.8204 1.0683
Remove 9 0.8672 1.1564
図 5.4: 実験 2-1における基底 Hの評価
63
各基底を特徴量の種別ごとにヒートマップを表したものを図 5.5に示す．既存研究の特徴量
は，メルヴィル・デューイの十進分類法 [133]に基づき，表層情報 (Surface Layer Information)，
話題 (TOPIC)，語種 (Word Type)，基本語 (Basic Vocabulary)，意味属性 (Semantic Attributes)，
言語表現 (Verbal Expression)，文末表現 (Sentence End Expression)，品詞 (Pos Type)，固有表現
(Unique Expression)，評価表現 (Evaluation Expression)に分類した．図 5.5の色の濃さは，基
底に対する種別の係数値が大きいことを示している．
図 5.5: 実験 2-1 NMF基底 H
図 5.5から，基底 3は語種，基本語，品詞の寄与率が高い．ここで，最も影響が大きい基底
は基底 3である．提案手法の結果，基底に基づく特徴量の上位 20個を表 5.3に示す．






表 5.3: 実験 2-1における基底 Hの評価
特徴量
意味分類体語彙表意味分類コード (1.12) 品詞特徴量 (副詞)
分類項目一覧表意味分類コード (1.503) 評価値表現辞書
分類項目一覧表意味分類コード (2.503) 単語感情極性対応表 (ネガティブ単語頻度)
分類項目一覧表意味分類コード (3.503) 機能表現タグ (B-否定)
分類項目一覧表基本語 (1) 文字種特徴量 (頻度 -カタカナ)
TOPIC(LSI) 文字種特徴量 (比率 -カタカナ)
日本語教育基本語彙意味分類コード (1461) 機能表現タグ (B-順接限定)
意味分類体語彙表意味分類コード (1.461) LPSW
語種判定 (3) 機能表現タグ (I-否定)
日本語教育基本語彙基本語 (0) 意味分類体語彙表基本語 (*)





表 5.4: 実験 2-1分類器による評価
適合率 再現率 F-measure
Ada Boost 0.88 0.85 0.87
Random Forests 0.90 0.64 0.75
MLP 0.87 0.72 0.78
















No. 基底 2 基底 3 基底 9
1 TOPIC(LSI) 機能表現タグ TOPIC(LSI)
(B-不許可)
2 文字種 意味分類コード (2) 単語感情極性
(比率 -カタカナ) (1.564) (ポジティブ比率)
3 語種判定 (3) - 品詞特徴量 (動詞)
4 固有名詞 (一般) - -
提案手法で評価した基底 3の特徴量の寄与率で因果関係を推定した際は，機能表現タグ (B-
不許可)と，意味分類コード (2)の (1.564)がプライバシー侵害の原因として評価された．機





















































2-2”のメッセージ特徴抽出手順の概要を図 5.7に示す．図 5.7の (1)から (3)が，“実験 2-2”の
メッセージ特徴抽出手順を示すステップである．
図 5.7: 実験 2-2メッセージ特徴抽出手法
図 5.7(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．抽
出する特徴量は既存研究の特徴量を組み合わせた，31個，各特徴量を水平方向に連結した際
















ているAppleサポートコミュニティ[137]に 2008年 10月 1日から 2014年 1月 24日に投稿さ
れた質問記事 10,391件を評価対象に用いる．オンラインコミュニティ2のデータセット 2は
Stack Exchange, Inc. 5が提供している 2018年 9月 2日までに投稿された Stack Exchange Data









量の次元数 Kは，表層情報の次元数 22，アルゴリズムの次元数 600，辞書の次元数 1,449の
















5Stack Exchange: Hot Questions : https://stackexchange.com/


























表 5.6: 実験 2-2における特徴量選択数に基づく文書分類結果 (F-measure Total)
Classifier 50 100 150 200 250 300
　　 AdaBoost 0.88 0.92 0.96 0.97 0.97 0.97
　　 RandomForests 0.85 0.89 0.91 0.93 0.93 0.94
　　MLP 0.90 0.94 0.95 0.95 0.95 0.94
　　 K-NN 0.81 0.86 0.85 0.84 0.85 0.84
表 5.6から，選択基底における分類精度は分類器で異なるが，F-measure基準においては，
100個から 150個で，特徴量選択数は，100個から 150個で，分類精度の増加が収束した．し
たがって，特徴量選択数は 100個から 150個が妥当であると言える．特徴量選択数が 100個の
場合の Precision Recallカーブ，受信者動作特性 (ROC)，AUCを示す．AUCは，ROCのカー
ブ下の領域である．
図 5.10: 実験 2-2 Precision Recallカーブ
図 5.11: 実験 2-2受信者動作特性 (ROC)
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結果を表 5.8に示す．各基底における特徴量の選択数は 100個である．表 5.8中の数値は文書
分類の分類精度である．
表 5.8: MAE基準複数基底評価 (F-measure Total)
Classifier Base 4 Base 5 Base 7 Base 8
　　 AdaBoost 0.92 0.98 0.94 0.82
　　 RandomForests 0.89 0.97 0.91 0.80
　　MLP 0.94 0.98 0.96 0.83
　　 K-NN 0.86 0.90 0.87 0.79



















Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.96 0.94 0.95
　　 Twitter Tweet Data 0.91 0.75 0.82
　　Wikipedia Article 0.80 0.95 0.87
　　 Livedoor News 1.00 0.99 0.99
表 5.10: Classification(Random Forests)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.98 0.99 0.99
　　 Twitter Tweet Data 0.95 0.90 0.92
　　Wikipedia Article 0.91 0.96 0.93
　　 Livedoor News 1.00 1.00 1.00
表 5.11: Classification(Multi-layer Perceptron)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.96 0.99 0.97
　　 Twitter Tweet Data 0.92 0.76 0.83
　　Wikipedia Article 0.81 0.97 0.88




表 5.12: Classification(K-Nearest Neighbors)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.93 0.87 0.90
　　 Twitter Tweet Data 0.80 0.71 0.75
　　Wikipedia Article 0.75 0.91 0.82
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