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Die numerische Untersuchung komplexer Systeme nimmt in der Wissen-
schaft einen zunehmend größeren Raum ein. Neben den rasanten Fortschrit-
ten der Computertechnik ist hierfür auch die verstärkte Entwicklung von
Simulationstechniken und numerischen Algorithmen verantwortlich. Durch
ihren interdisziplinären Charakter weist dabei die Materialwissenschaft ein
besonders breites Spektrum an verwendeten numerischen Methoden auf,
das von der Betrachtung atomarer System über die Kontinuumsmechanik
bis hin zur Berechnung von Phasendiagrammen reicht.
Dieses Buch erläutert die verschiedenen numerischen Verfahren, die in
der Materialwissenschaft zum Einsatz kommen, und vermittelt so die not-
wendigen Grundkenntnisse, um Arbeiten aus der Originalliteratur verstehen
zu können. Es richtet sich an Studenten der Ingenieur- und Naturwissen-
schaften, die über Grundwissen in der Materialwissenschaft verfügen. Vor-
kenntnisse im Bereich der Numerik sind nicht erforderlich, die benötigten
Methoden werden während der Diskussion der einzelnen Verfahren einge-
führt und erläutert. Die einzelnen Techniken werden an Beispielen erläutert
und veranschaulicht.
Die Auswahl der Verfahren erhebt dabei keinen Anspruch auf Vollständig-
keit, bietet jedoch einen Querschnitt über die wichtigsten und am häufigsten
verwendeten Techniken. Wegen ihrer großen Bedeutung in den Ingenieurwis-
senschaften wird dabei die Finite-Element-Methode besonders umfassend
behandelt, wobei darauf geachtet wurde, dass auch komplexere Probleme
wie Material- und geometrische Nichtlinearitäten ausführlich diskutiert wer-
den, da diese in der Praxis von großer Bedeutung sind und in einführenden
Darstellungen häufig nur kurz behandelt werden.
Das Buch ist aus dem Skript zu einer Vorlesung mit gleichem Titel ent-
standen, die seit dem Sommer  jährlich an der Technischen Universität
Braunschweig stattfindet.
Um dem Leser die Orientierung zu erleichtern, sind weiterführende
oder vertiefende Abschnitte in diesem Buch gesondert gekennzeichnet.
Weiterführende Erläuterungen innerhalb eines Abschnitts sind kleiner
und eingerückt gedruckt. Falls ganze Abschnitte weiterführend sind,
sind sie mit dem Symbol  markiert. Diese Abschnitte können grund-
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Die Untersuchung des Werkstoffverhaltens umfasst eine Vielzahl verschie-
denartiger Phänomene, die sich auf ganz unterschiedlichen Längenskalen
abspielen. Das Spektrum reicht von der Betrachtung atomarer Vorgänge
auf einer Längenskala im Nanometerbereich bis hin zu makroskopischen
Vorgängen. Die betrachteten Eigenschaften der Werkstoffe können dabei
beispielsweise mechanisch, elektrisch, thermisch oder optisch sein. Um der-
artige Phänomene erfassen zu können, bedient man sich oft der Technik
der Simulation. Die meisten der in diesem Buch behandelten numerischen
Methoden können auch als Simulationsmethoden betrachtet werden.
Was versteht man unter einer Simulation? Im Rahmen dieses Buches wer-
den wir uns nur mit Simulationen befassen, die sich im Computer abspie-
len; der Begriff der Simulation ist jedoch nicht auf Computersimulationen
beschränkt. Allgemein gesprochen liegt eine Simulation immer dann vor,
wenn ein Prozess mit der Absicht durchgeführt wird, ihn auf einen anderen
Prozess abzubilden, an dessen Studium man eigentlich interessiert ist. Da-
bei werden einige Aspekte des Simulationsprozesses auf die interessierenden
Phänomene abgebildet, andere jedoch nicht.
Als ein Beispiel stelle man sich eine mechanische Simulation des Systems
Erde–Sonne–Mond vor, die aus drei Kugeln im richtigen Maßstab besteht,
die sich mit Hilfe einer mechanischen Vorrichtung umeinander bewegen kön-
nen. Lässt man das System laufen, so kann man beispielsweise studieren,
unter welchen Bedingungen innerhalb des Systems sich eine partielle oder
totale Sonnenfinsternis abspielt, indem man den Schatten der „Mondkugel“
betrachtet. Wir haben hier ein System, dass die Bewegungen des Systems
Erde–Sonne–Mond simuliert. Die Bahnbewegungen und der Mondschatten
sind dabei die Vorgänge, die wir auf die realen, uns eigentlich interessie-
renden Vorgänge abbilden wollen. Andere Dinge, wie etwa die Bewegung
des mechanischen Antriebs des Systems, haben dabei in der Realität keine
direkte Entsprechung.
Grundlage einer jeden Simulation ist ein Modell, das heißt eine idealisier-
te Beschreibung des Systems, das studiert werden soll. Im Beispiel ist dieses
Modell das dreier (mathematisch perfekter) Kugeln, die sich entsprechend
der Gravitationsgesetze umeinander bewegen. Eine Simulation besteht nun
darin, ein weiteres System zu finden, das durch das gleiche Modell beschrie-
ben werden kann, so wie unser mechanisches System der drei Kugeln, das







Die Idealisierung des Systems spielt dabei eine entscheidende Rolle. In
der Abbildung der beiden Systeme auf das Modell werden einige Eigenschaf-
ten vernachlässigt, etwa die mechanische Vorrichtung, die die Modellkugeln
bewegt oder der Einfluss der anderen Planeten im astronomischen System.
Für Computersimulationen gilt prinzipiell genau das gleiche: Natürlich
können wir das System Erde–Sonne-Mond auch im Computer simulieren.
Hierbei vernachlässigen wir dann die Tatsache, dass das reale, astronomi-
sche System ein materielles System ist, und berechnen mit Computerunter-
stützung das Verhalten der idealisierten Himmelskörper. Umgekehrt gibt
es auch in der Computersimulation bestimmte Phänomene, die keine Ent-
sprechung im Modell haben, etwa die Tatsache, dass wir alle berechneten
Zahlen nur mit einer bestimmten Genauigkeit berechnen können, weil der
Computer Zahlen nur mit Hilfe einer endlichen Anzahl von Bits darstellt.
Derartige Idealisierungen werden einem immer dann schmerzlich bewusst,
wenn sich das Computermodell nicht so verhält, wie wir es erwarten, weil
etwa Rundungsfehler oder Speicherplatzprobleme auftreten.
Wie am letzten Satz zu sehen ist, verwendet man in der Praxis die Be-
griffe „Simulation“ und „Modell“ oft mit einer gewissen Ungenauigkeit und
spricht etwa von einem „Computermodell“ eines Systems, obwohl das Mo-
dell ja eigentlich die der Computersimulation und dem realen System ge-
meinsame abstrakte Systembeschreibung ist. Normalerweise sollte aus dem
Zusammenhang immer klar sein, wie der Modell-Begriff zu verstehen ist,
und die scharfe begriﬄiche Unterscheidung spielt keine große Rolle.
Nach diesen eher abstrakten Überlegungen wollen wir uns nun mit der
Simulation von Materialien und Werkstoffen befassen. Die meisten Phä-
nomene in der Materialwissenschaft kommen dadurch zustande, dass eine
Vielzahl von relativ einfachen Systembestandteilen zusammenwirkt, um ein
komplexes Verhalten hervorzurufen. Eine Simulation besteht deshalb meist
aus mehreren Schritten: Zunächst werden die einfachen „Bausteine“ identi-
fiziert und es wird ein Modell für ihr Verhalten aufgestellt. Anschließend
überlegt man, wie diese einfachen Bausteine simuliert werden können. Erst
danach setzt man die Simulationsmodelle der einfachen Bausteine zusam-
men, um das komplexe System zu modellieren, für das man sich eigentlich
interessiert.
Zwei Beispiele sollen dies verdeutlichen. Stellen wir uns ein Stabtrag-
werk vor, das in der Lage sein soll, eine bestimmte Last aufzunehmen, ohne
sich plastisch zu verformen, also eine „klassische“ Ingenieursaufgabe. Unter-
sucht werden soll die Frage, ob das Tragwerk bei gegebenen Abmessungen
aus Aluminium gefertigt werden kann oder nicht. Zur Simulation des Trag-
werks benötigen wir zunächt ein mathematisches Modell. Dieses betrachtet
das Tragwerk als aus idealiserten Stäben bestehend, die sich nur in ihrer






elastisches Materialverhalten tun, bis die Fließgrenze des Materials über-
schritten wird. Das Modell enthält also neben der Darstellung der räumli-
chen Struktur auch eine Darstellung des Materialverhaltens in Form eines
Materialgesetzes. Das Verhalten eines solchen Stabtragwerkes lässt sich nun
mit der Methode der Finiten Elemente simulieren. Hierzu überlegt man sich
zunächst, wie man mit dieser Methode das Verhalten eines einzigen Stabs
(eines Elementes) simulieren kann, anschließend setzt man dann ein Com-
putermodell der gesamten Struktur zusammen, dessen Verhalten studiert
wird.
Häufig spricht man anstelle von Finite-Element-Simulationen von Fini-
te-Element-Berechnungen. Dies ist in gewisser Weise eine Frage des Stand-
punktes. Für einfache Probleme ist die Darstellung des Problems mit der
Finite-Element-Methode eine exakte Entsprechung der mathematischen Be-
schreibung des Problems. In solchen Fällen ist der Begriff der Simulation
eher unangemessen, genauso wie man nicht von Simulation sprechen würde,
wenn man eine mathematische Formel mit einem Taschenrechner berechnet.
Bei komplexeren Fragestellungen ist dies jedoch nicht mehr so klar, weil
dann bei der Berechnung mit der Finite-Element-Methode eine Vielzahl
von Näherungen und Vereinfachungen eingeht. Es ist eine Frage des Ge-
schmacks, ob man in diesem Fall nicht lieber das mathematische Modell
als das eigentliche Modell, und seine Umsetzung mit der Finite-Element-
Methode als Simulation dieses Modells auffassen will.
Betrachten wir nun als zweites Beispiel die plastische Verformung eines
kristallinen Materials auf atomarer Ebene. Zunächst benötigen wir ein Mo-
dell für die Atome und ihr Verhalten. Wir nehmen der Einfachheit halber
an, dass Atome ideale Massenpunkte sind, die sich mit einem bestimmten
Kraftgesetz anziehen oder abstoßen. Eine Computersimulation eines solchen
Systems beruht auf der Technik der Molekulardynamiksimulation, die wir
später ausführlich studieren wollen. An dieser Stelle wollen wir uns damit
begnügen, zu akzeptieren, dass es möglich ist, ein solches Modell idealer
Kugeln im Computer abzubilden. Haben wir uns überlegt, wie wir dies tun
können, so können wir dann daran gehen, das Phänomen plastischer Verfor-
mung zu studieren. Dazu erzeugen wir im Computer ein Modell, das eine
große Anzahl von Atomen enthält, die in einem Kristallgitter mit Gitter-
baufehlern angeordnet sind. Wir bringen nun eine Scherkraft (bzw. die Si-
mulation einer solchen Kraft) auf unser Modell auf und können dann sehen,
wie sich die Versetzungen innerhalb des Modells bewegen.
An diesem zweiten Beispiel sieht man auch, warum in der modernen
Wissenschaft oft davon gesprochen wird, dass die Computersimulation als
gleichberechtigte dritte Grundlage der Wissenschaft neben Theorie und Ex-
periment getreten ist: Das klassische Bild der Wissenschaft besteht darin,







Simulationsmethoden erlauben es jedoch, eine Theorie noch in ganz anderer
Weise zu überprüfen, nämlich indem man das Verhalten einer Simulation
studiert und dieses mit den Vorhersagen der Theorie vergleicht. So könnte
das beschriebene atomistische Modell der Versetzungsbewegung dazu die-
nen, die Theorie zu überprüfen, dass Versetzungen die Träger der plasti-
schen Verformung sind, indem man etwa die im Modell auftretenden Kräfte
und Spannungen studiert.
Die beiden aufgeführten Beispiele verdeutlichen auch den großen Län-
genskalenbereich, auf dem sich Simulationen in der Materialwissenschaft
abspielen. Für die jeweiligen Längenskalen gibt es verschiedene Simulations-
techniken, die den Phänomenen der entsprechenden Skala angepasst sind.
An dieser Stelle soll ein kleiner Überblick über diese Techniken erfolgen.
Wir beginnen auf der kleinsten Längenskala, der der Atome. Die zugrunde
liegende Technik hierbei ist die derMolekulardynamiksimulation, die bereits
oben kurz angesprochen wurde. Die so genannte ab-initio-Molekulardynamik
beschreibt das Verhalten der Atome über ihre Elektronen, die den Gesetzen
der Quantenmechanik gehorchen. Diese Gesetze sind jedoch – insbesondere
wenn man es mit vielen Elektronen zu tun hat – sehr kompliziert und erfor-
dern einen hohen Berechnungsaufwand. Mit den Leistungen heutiger Com-
puter sind deshalb maximal Berechnungen von etwa 1000 Atomen möglich,
was einem Materialwürfel von einigen Nanometern Länge entspricht. Die-
se Technik ist eher in der Festkörperphysik oder in der Chemie als in der
Materialwissenschaft interessant und soll im Rahmen dieses Buches nicht
behandelt werden.
Als nächstes folgt die „klassische“ Molekulardynamik. Dies ist die im obi-
gen Beispiel beschriebene Technik, bei der die Atome als Massenpunkte
angesehen werden, die sich nach den Gesetzen der klassischen Physik ver-
halten. Die entsprechenden Berechnungen hier sind deutlich einfacher als
im Fall der ab-initio-Molekulardynamik, und es wurden bereits Rechnungen
mit einer Anzahl von einer Million simulierter Atome durchgeführt, entspre-
chend einem Würfel von etwa 50 nm Kantenlänge. Mit dieser Technik kann
beispielsweise das Verhalten nanokristalliner Materialien oder metallischer
Gläser auf diesen Längenskalen untersucht werden.
Die folgenden Längenskalen von einigen hundert Nanometern sind be-
reits zu groß, um eine Simulation aller Atome zu erlauben. Eine besonders
wichtige Simulationsmethode auf dieser mesoskopischen Längenskala ist die
der Versetzungssimulation, bei der nicht mehr die Atome, sondern die Ver-
setzungen die grundlegenden Bausteine sind. Das Zusammenspiel von Ver-
setzungen bestimmt das mechanische Verhalten der Materie auf diesen Län-
genskalen. Die Versetzungen werden mathematisch als linienförmige Gebilde
beschrieben, die dem sie umgebenden Kristallgitter ein gewisses Spannungs-







Auf noch größerer Längenskala von einigen Mikrometern und mehr betre-
ten wir das Reich der Körner. Die meisten Materialien sind polykristallin,
das heißt sie setzen sich aus vielen kleinen Bereichen zusammen, zwischen
denen die Kristallordnung nicht übereinstimmt. Die Bildung und Verände-
rung solcher Körner kann mit verschiedenen Techniken beschrieben werden,
beispielsweise mit der Methode der zellulären Automaten oder mit der Mon-
te-Carlo-Methode.
Das mechanische Verhalten eines Polykristalls kann aber auch bereits
kontinuumsmechanisch betrachtet werden. Hierbei beschreiben wir jedes
einzelne Korn als Kontinuum, das ein stark anisotropes Verhalten besitzt,
und betrachten dann das Zusammenspiel dieser Bereiche. Die Kontinuums-
mechanik ist die Domäne der Finite-Element-Methode, die die populärste
Simulationsmethode im Bereich der Ingenieurwissenschaft ist.
Auf makroskopischer Längenskala schließlich ist auch vom Vorhanden-
sein der Körner direkt nichts mehr zu merken. Makroskopische Materialien
sind trotz ihrer polykristallinen Struktur häufig isotrop, weil sich die Ani-
sotropien auf niedrigerer Längenskala herausmitteln. Auch hier ist eine Be-
schreibung mit kontinuumsmechanischen Methoden angemessen und auch
hier spielt die Finite-Element-Simulation eine zentrale Rolle.
Nachdem wir hier von der atomaren zur makroskopischen Längenskala
fortgeschritten sind, wollen wir in diesem Buch umgekehrt vorgehen: Wir
beginnen mit der Finite-Element-Methode und arbeiten uns bis hin zur
Methode der Molekulardynamik vor.
Abschließend sollen noch kurz einige numerische Methoden erwähnt wer-
den, die nicht als Simulationstechniken aufgefasst werden können. Bei der
Untersuchung und Entwicklung von Legierungssystemen spielen Phasendia-
gramme eine wichtige Rolle. Diese können ebenfalls im Computer berechnet
werden, vorausgesetzt es stehen hinreichend viele Messdaten über das Ver-
halten der beteiligten Elemente zur Verfügung. Die zugrunde liegende Nu-
merik ist relativ einfach, dennoch ist die Methode in der Praxis von großer
Bedeutung.
Zu den so genannten heuristischen Verfahren zählt die Technik der Neu-
ronalen Netze. Neuronale Netze sind aus dem Versuch entstanden, das Ver-
halten des menschlichen Gehirns mit dem Computer zu simulieren. Sie sind
insbesondere in der Lage, komplexe Strukturen zu erkennen und zu identi-
fizieren. In der Materialwissenschaft kann man sie etwa anwenden, um aus
experimentell gewonnenen Daten Vorhersagen abzuleiten. Neuronale Netze
sind keine Simulationen – obwohl das Neuronale Netz und das reale Sys-
tem im Idealfall gleiches Verhalten haben, ist es nicht möglich, aus dem
Neuronalen Netz auf das zugrunde liegende Modell zurückzuschließen. Dies







Simulation nicht möglich ist; der Nachteil besteht jedoch darin, dass das
Neuronale Netz nicht wirklich beim Verständnis des Systems weiterhilft.
In der Metallographie spielt der Computer auch eine immer größere Rolle,
weil er die Bildverarbeitung erleichtert. Bei der Untersuchung etwa von
Schliffbildern können mit Bildverarbeitungstechniken die Volumenanteile
verschiedener Phasen bestimmt werden. Auch derartigen Techniken liegen
numerische Verfahren zugrunde.
Im letzten Kapitel werden die verwendeten numerischen Verfahren noch
einmal systematischer aufgearbeitet. Dieses Kapitel kann deshalb zur Orien-
tierung über die verschiedenen Methoden dienen und auch verwendet wer-
den, um zu sehen, in welchen Bereichen welche Methoden benutzt werden.
Im Anhang befindet sich schließlich ein ausführlicher Abschnitt über Vek-
tor- und Tensor-Rechnung, in dem die wichtigsten Konzepte und die in
diesem Buch verwendete Notation eingeführt werden. Ein zweiter Anhang
erläutert kurz die Bedeutung der Mises-Spannung, die bei der Materialplas-
















 Einführung in die Finite-Element-Methode
. Prinzipien und Grundlagen
Zahlreiche physikalische Probleme lassen sich durch partielle Differential-
gleichungen beschreiben. Hierzu zählen alle Probleme der Kontinuumsme-
chanik, aber auch der Strömungsmechanik oder die Berechnung elektrischer
Felder in Materie oder im Vakuum. Derartige Probleme sind dadurch cha-
rakterisiert, dass die Freiheitsgrade, d. h. die Größen, die das Problem be-
schreiben (beispielsweise Spannung, Dehnung, Geschwindigkeit, elektrische
Feldstärke), an jedem Punkt des Raumes, also an unendlich vielen Punk-
ten, definiert sind. Die Eigenschaften des Systems an einem Raumpunkt
hängen von den Werten der Freiheitsgrade an diesem Raumpunkt und an
den unmittelbar benachbarten Raumpunkten ab, und werden deshalb durch
räumliche Ableitungen beschrieben. Es handelt sich demnach um Differen-
tialgleichungen, die partielle Ableitungen der Freiheitsgrade enthalten, wo-
durch der Name „partielle Differentialgleichung“ verständlich wird. Ist das
Problem zeitabhängig, so können zusätzlich auch Ableitungen nach der Zeit
in diesen Gleichungen auftreten.
Zur numerischen Simulation (oder Berechnung) solcher partieller Diffe-
rentialgleichungen ist es notwendig, die unendliche Zahl der Freiheitsgrade
auf eine endliche Zahl von Variablen einzuschränken, da kein Computer eine
unendliche Zahl von Variablen abspeichern kann. Die partielle Differential-
gleichung wird dabei in eine algebraische Gleichung, d. h. eine Matrixglei-
chung, zwischen diesen Freiheitsgraden überführt. Diesen Schritt bezeichnet
man als Diskretisierung der Differentialgleichung.
Die Finite-Element-Methode (FE-Methode) ist eine besonders flexible
Diskretisierungsmethode. Gegenüber anderen Verfahren zur Lösung solcher
Probleme (beispielsweise der Randwert-Methode oder der Methode der fini-
ten Differenzen) hat die FE-Methode den großen Vorteil, dass sie sich für
beliebig komplexe Geometrien eignet.
Um aus den kontinuierlichen Gleichungen (partiellen Differentialgleichun-
gen) einen Satz diskreter, algebraischer Gleichungen zu konstruieren, die
sich mit einem Computer lösen lassen, wird das betrachtete Gebiet in eine
– meist recht große – Anzahl kleiner Teilgebiete geteilt, die eine einfache
 Eine ausführlichere Diskussion des Problems der Diskretisierung findet sich in













Bild .. Das Beispielproblem: Eine Aufhängung
geometrische Form haben, etwa in rechteckige oder quaderförmige Berei-
che. Diese Teilgebiete heißen die Elemente und geben der Methode ihren
Namen. Die gesuchte Lösung wird dann durch eine Funktion angenähert,
die auf jedem der Elemente eine einfache Form hat, also zum Beispiel linear
verläuft. Ist die Anzahl der Elemente groß genug, kann man auf diese Weise
die wahre Lösung sehr gut annähern.
Ein praktischer Vorteil der FE-Methode ist, dass es zahlreiche sehr leis-
tungsfähige Programme gibt, die es dem Benutzer erlauben, einen Großteil
der Arbeit auf den Computer abzuwälzen. Diejenigen Details der Analy-
se, die ohnehin im Computer vorgenommen werden, sollen in diesem Buch
nur so weit behandelt werden, dass der Benutzer nachvollziehen kann, was
eigentlich im Rechner vorgeht, wenn er eine FE-Berechnung durchführt.
Stattdessen werden sich die Betrachtungen auf die komplexeren Probleme
konzentrieren, die bei Simulationen in der Praxis auftreten und die in ande-
ren Darstellungen der FE-Methode oft nur am Rande behandelt werden. Ein
gewisses Verständnis für die Lösungsschritte, die der Computer durchführt,
ist allerdings unerlässlich, vor allem in den Fällen, in denen die Analyse auf
Probleme stößt.
Eine Finite-Element-Analyse eines Problems beinhaltet zahlreiche Schrit-
te, die hier kurz vorgestellt werden sollen, um eine Vorstellung von der
Vorgehensweise zu geben. Als Beispiel betrachten wir die in Bild . darge-
 Ausführlichere mathematische Analysen, die auch auf die der Programmierung
eines FE-Programms zugrunde liegenden Techniken eingehen, finden sich beispiels-






. Prinzipien und Grundlagen
stellte Anordnung: Eine Aufhängung wird mit einem Bolzen belastet. In
der folgenden, schrittweisen Betrachtung des Problems sind die mit . mar-
kierten Punkte solche, die der Computer vollständig übernimmt, die mit ?
markierten Punkte werden vom Benutzer mit Unterstützung des Computers
durchgeführt. ◦ kennzeichnet die Anwendung des jeweiligen Punktes auf das
Beispiel.
. Definition des Problems:
a. Problemgeometrie:
Zunächst muss die Geometrie der zu simulierenden Anordnung
festgelegt werden.
◦ siehe Bild .
b. Aufgebrachte Lasten bzw. Lastgeschichte:
Unter Lastgeschichte versteht man die Definition mehrerer Last-
schritte hintereinander. Der Begriff „Last“ ist dabei sehr allge-
mein zu verstehen, auch eine Wärmequelle oder ein angelegter
elektrischer Strom sind als Last anzusehen.
◦ In der Öffnung des Trägers befindet sich ein Bolzen, der mit
einer Kraft von 30 kN nach unten gedrückt wird. Zur Verein-
fachung wird diese Last durch einen gleichmäßigen Druck auf
die Unterseite der Öffnung ersetzt. Dieser hat dann den Wert:
50MPa = (30 kN/(2 · 0,015m · 0,02m)).
c. Rand- und Anfangsbedingungen:
Hierzu zählen die Festlegung von Einspannungen, von vorgegebe-
nen Temperaturen an bestimmten Punkten des Modells etc. Bei
einer dynamischen Analyse muss als Anfangsbedingung auch die
anfängliche Geschwindigkeit an jedem Punkt des Materials vor-
gegeben werden.
◦ Der Träger ist an einem Ende fest eingespannt.
d. Material-Parameter:
Materialeigenschaften wie Elastizitätsmodul, plastisches Verhal-
ten, Leitfähigkeit etc. müssen bekannt sein und für die Analyse
vorgegeben werden.
◦ Der Träger soll als ideal-plastisch angesehen werden. Sein Elas-
tizitätsmodul beträgt 200GPa, die Fließgrenze liegt bei 180MPa.
. Definition der Fragestellung:
Dies ist der zentrale Punkt einer jeden Computersimulation, der je-
doch oft übersehen wird: Bereits vor der Simulation sollte man sich






 Einführung in die Finite-Element-Methode
darüber klar werden, welches Ziel man mit der Analyse erreichen will.
Je präziser dieses Ziel definiert ist, um so erfolgreicher kann die Analy-
se durchgeführt werden. Selbstverständlich kann man problemlos hüb-
sche Bilder einer Spannungsverteilung erzeugen. Fragestellungen wie
„Wie ist die Spannungsverteilung im Werkstück“ sind meist weniger
sinnvoll als spezifische Fragestellungen der Art „Kann das Werkstück
die vorgegebene Last ertragen“. Auch die Angabe einer gewünschten
Lösungsgenauigkeit ist oft sinnvoll, da alle numerischen Verfahren nur
Näherungslösungen berechnen können.
◦ Die Fragestellung lautet: Kann der Träger die aufgebrachte Last
ertragen, ohne sich plastisch zu verformen?
. Festlegung des Problemtyps:
Probleme können in verschiedener Weise klassifiziert werden. Da ver-
schiedene Problemtypen unterschiedliche Analysetechniken erfordern,
ist eine solche Klassifizierung am Anfang der Analyse notwendig.
a. statisch / dynamisch:
Spielen Massenträgheit und Beschleunigungen eine Rolle? Ist dies
der Fall, so bezeichnet man das Problem als dynamisch, ansons-
ten als statisch. Anders als in der herkömmlichen Begriffsbildung
kann also auch ein statisches Problem zeitabhängig sein.
◦ Das Problem ist statisch.
b. linear / nichtlinear:
Lineare Probleme sind solche, bei denen eine Erhöhung der Last
eine proportionale Erhöhung der Werte der Lösungsvariablen be-
wirkt. Hierzu zählen beispielsweise viele linear-elastische Proble-
me. Mit dem Lösen nichtlinearer Probleme befasst sich Kapitel .
◦ Hier gibt es zwei Möglichkeiten: Zum einen kann eine rein elas-
tische Berechnung durchgeführt werden, bei der am Ende über-
prüft wird, ob alle auftretenden Spannungen kleiner sind als die
Fließspannung. In diesem Fall ist das Problem linear. Die andere
Möglichkeit ist, die Plastizität mit einzubeziehen und am Ende
direkt die plastische Verformung zu betrachten. Diese zweite Va-
riante soll hier gewählt werden.
c. Dimensionalität und Symmetrie:
Zwar sind reale Strukturen immer dreidimensional, doch oft sind
Vereinfachungen möglich, weil ein Problem beispielsweise durch
einen ebenen Spannungs- oder Dehnungszustand beschrieben wer-
den kann oder axialsymmetrisch ist.
◦ Das Problem ist dreidimensional. Es könnte aber prinzipiell










Bild .. Das Beispielproblem: Vernetzung der Aufhängung
man annehmen, dass keine Spannungen oder keine Dehnungen
in der dritten Dimension auftreten.
. ? Netzgenerierung und Elementauswahl:
Der Benutzer muss die Entscheidung treffen, wie das zu simulierende
Volumen in Elemente aufgeteilt wird (Netzgenerierung). Diese Auftei-
lung entscheidet über die Genauigkeit der Lösung, und eine fehlerhafte
Vorgehensweise kann zu Ergebnissen führen, die mit dem realen Ver-
halten des Systems nichts zu tun haben. Es stehen auch verschiedene
Elementtypen zur Verfügung, die unterschiedliche Näherungen erlau-
ben (z.B. linear oder quadratisch). Die detaillierte Netzgenerierung
wird meist von einem so genannten Präprozessor übernommen.
◦ Bild . zeigt das verwendete Netz. Es werden dreidimensionale Ele-
mente mit quadratischer Näherungsfunktion verwendet.
. . Aufstellen des Gleichungssystems:
Durch die Aufteilung in Elemente ist der endliche Satz von Freiheits-
graden zur Lösung des Problems festgelegt. Der Computer generiert
aus den gegebenen Informationen über das Problem die zu lösende
Matrixgleichung.
. . Berechnung der Element-Lasten:
Der Benutzer gibt Lasten geometrisch an, beispielsweise als Flächen-







 Einführung in die Finite-Element-Methode
◦ Die Flächenlast innerhalb der Öffnung muss auf die  Elemente an
der Unterseite der Öffnung verteilt werden.
. . Lösung des Gleichungssystems:
Nachdem das Problem nun in Gleichungsform vorliegt, kann es gelöst
werden. Dieser Schritt macht – vor allem bei nichtlinearen Problemen
– den Großteil des Rechenaufwandes aus.
. . Berechnung abhängiger Größen:
Hierzu zählen etwa Reaktionskräfte.
◦ Die Kraft auf die starre Einspannung der Aufhängung ist eine solche
Reaktionskraft.
. . Ausgabe der Ergebnisse:
FE-Simulationen können eine große Zahl von Freiheitsgraden besitzen.
Die berechneten Werte dieser Freiheitsgrade sowie Werte abhängiger
Größen werden deshalb normalerweise zur weiteren Analyse in einer
Datei abgespeichert.
. ? Auswertung der Ergebnisse:
Zur Auswertung stehen ebenfalls besondere Programme zur Verfü-
gung, die Postprozessoren. Mit ihrer Hilfe kann man sich etwa Span-
nungsverteilungen ansehen oder Kurven aller berechneten Größen er-
zeugen.
◦ Bild . zeigt die Aufhängung nach der Verformung sowie – unter-
legt – die Ausgangsform. Es ist deutlich zu sehen, dass die Verformung
sehr groß ist.
. Überprüfen der Plausibilität und der Netzwahl:
Die berechneten Ergebnisse sollten unbedingt auf ihre Plausibilität
überprüft werden. Dies kann oft dadurch geschehen, dass zunächst
ein vereinfachtes Problem betrachtet und mit einer bekannten Lösung
verglichen wird. Vor allem ist hierbei die Frage zu klären, ob das ver-
wendete Elementnetz angemessen war. Ein zu grobes Netz in Berei-
chen, in denen die Lösungsfunktion stark variiert, kann die Lösung
stark verfälschen, da in diesem Fall die Näherung nicht gut genug ist.
◦ Die starke Verformung des Trägers scheint nicht realistisch. Eine
nähere Betrachtung der Ausgabe zeigt, dass die Analyse nicht bis zu
ihrem Ende durchgeführt wurde. Sie wurde abgebrochen, als erst 90%
der Last aufgebracht war. Eine Untersuchung der Gründe führt zu dem
Schluss, dass das Material in unkontrolliertes Fließen geriet, weil es
als ideal-plastisch angenommen wurde und deshalb bei Überschreiten
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Bild .. Das Beispielproblem: Verformung der Aufhängung
entgegen setzen konnte. Ein realistischeres Materialgesetz müsste die
Verfestigung berücksichtigen.
Die starke Verformung an der Einspannung der Aufhängung führt zu
einer geknickten Berandungslinie der Aufhängung. Dies deutet darauf
hin, dass die Netzdichte an dieser Stelle nicht hoch genug ist, um ein
realistisches Verformungsbild wiederzugeben. Da das Material jedoch
unkontrolliert fließt, ließe sich in diesem Fall auch durch eine starke
Netzverfeinerung keine Abhilfe schaffen – eine Berücksichtigung der
Verfestigung würde dagegen auch dieses Problem lösen, weil sich die
Aufhängung weniger stark verformen würde.
◦ Die verwendete Näherung für die Lastaufbringung erscheint unpro-
blematisch, da die größten plastischen Verformungen nicht an der Öff-
nung auftraten.
. Beantwortung der Fragestellung:
◦ Obwohl die Simulation nicht korrekt beendet wurde, kann die Fra-
gestellung beantwortet werden: Die Aufhängung ist offenbar nicht in
der Lage, die Last ohne plastische Verformung zu ertragen. Bild .
zeigt die plastische Dehnung in senkrechter Richtung als Konturplot.
Es ist deutlich zu sehen, dass die Struktur sich plastisch verformt hat.
Diese kurze Übersicht soll nur einen ersten Eindruck verschaffen. Die














RESTART FILE = n-lug2   STEP 1  INCREMENT 9
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Bild .. Das Beispielproblem: Größe der plastischen Dehnung in der Aufhän-
gung
erläutert. Es ist aber hoffentlich schon hier klar geworden, dass man FE-
Programme nicht als „black boxes“ ansehen sollte, sondern dass ein gewisses
Verständnis der Arbeitsweise dieser Programme notwendig ist, um sinnvolle
und verlässliche Ergebnisse zu erzielen.
. Der Begriff der virtuellen Arbeit
Das so genannte Prinzip der virtuellen Arbeit ist das Herzstück der Finite-
Element-Methode. Seine mathematische Herleitung ist zwar relativ kurz,
verwendet aber einige Konzepte, die nicht ganz leicht zu durchschauen sind.
Wir wollen diese Herleitung deshalb auf die nächsten Abschnitte verschieben
und uns zunächst an einem einfachen Beispiel mit der dem Prinzip zugrunde
liegenden Idee vertraut machen.
Das Prinzip der virtuellen Arbeit in der Mechanik dient dazu, ein System
im Kräftegleichgewicht zu beschreiben. Dieses System ist im Allgemeinen
ein kontinuierliches, d. h. ein Medium, in dem an jedem Punkt Kräfte wir-
ken. Man kann das Prinzip aber auch in einer vereinfachten Form betrachten
und nur eine endliche Zahl von Massenpunkten untersuchen.
Beginnen wir zunächst mit einem einzigen Massenpunkt, den wir uns
als kleine, massive Kugel vorstellen können. Wir befestigen diesen Massen-
punkt zwischen zwei gleichstarken gespannten Federn. Es wird sich eine

















Bild .. Beispielanordnungen zu Veranschaulichung des Prinzips der virtuellen
Arbeit. Erläuterung im Text.
einer Geraden liegen, siehe Bild . a. (Auf welche Weise das Gleichgewicht
erreicht wird, soll uns hier nicht beschäftigen, wir interessieren uns hier nur
für den statischen Gleichgewichtszustand.)
Auf den Massenpunkt wirken die Kräfte beider Federn, weitere Kräfte
wie etwa die Schwerkraft betrachten wir im Moment ebenfalls nicht. Das
Gleichgewicht ist dadurch gekennzeichnet, dass die Summe F aller Kräfte
gleich null ist, also F = F (1) + F (2) = 0, wenn wir die Federkräfte entspre-
chend nummerieren. Der Massenpunkt ist im Gleichgewicht kräftefrei.
Was passiert, wenn wir den Massenpunkt ein wenig aus seiner Ruhela-
ge entlang der Geraden, auf der die Federn sich befinden, auslenken? Eine
der Federn wird gedehnt, die andere gestaucht werden. Bewegen wir den
Massenpunkt um einen endlichen Betrag, so müssen wir Arbeit aufwenden,
um dies zu erreichen, denn die Gleichgewichtslage ist die Lage der minima-
len Energie des Systems. Bewegen wir den Massenpunkt aber nur ein sehr
kleines Stück, so benötigen wir nur eine sehr geringe Kraft, denn im ersten
Moment ist die erforderliche Kraft, gegen die wir anarbeiten müssen, die
Gleichgewichtskraft, die den Wert null hat. Eine sehr kleine Auslenkung
erfolgt also entgegen einer sehr geringen Kraft.
Bezeichnen wir die Auslenkung mit dv, wobei das d andeuten soll, dass
es sich um eine unendlich kleine (infinitesimale) Auslenkung handelt, dann
ist die Arbeit, die wir leisten, dW = Fdv = 0, da die Kraft F selbst null
ist.
Nun ist es immer etwas unanschaulich, mit infinitesimalen Größen wie
dW zu arbeiten. Die Aussage des vorigen Absatzes besagt ja nur, dass dW
null ist, anstatt nur infinitesimal klein zu sein. Um es sich leichter zu machen,






 Einführung in die Finite-Element-Methode
Eine virtuelle Verschiebung ist sozusagen eine infinitesimale Verschiebung,
die man auf endliche Größe gebracht hat. Man stellt sich vor, man kön-
ne eine endliche Verschiebung des Massenpunktes durchführen, bei der die
Kräfte konstant bleiben und sich während der Verschiebung nicht ändern.
Die virtuelle Verschiebung erfolgt immer gegen die momentan anliegende
Kraft, die im Gleichgewicht null ist.
Bezeichnen wir eine solche virtuelle Verschiebung mit δv, so ergibt sich
somit für die Arbeit δW , die von der virtuellen Verschiebung geleistet wird,
δW = Fδv = 0, denn nach wie vor ist F = 0. Wenn wir einen Nicht-Gleich-
gewichtszustand betrachten, so ist F 6= 0, und die virtuelle Arbeit nimmt
einen endlich großen Wert an, je nach Größe der virtuellen Verschiebung δv.
Es ergibt sich also die – zunächst nur für unser einfaches System hergelei-
tete – Aussage: Im Gleichgewicht ist die durch eine virtuelle Verschiebung
geleistete virtuelle Arbeit gleich null.
Betrachtet man sich die Herleitung dieser Aussage genauer, so erkennt
man, dass sie eigentlich vollkommen trivial ist: Wir wissen, dass im Kräf-
tegleichgewicht die Summe aller Kräfte null ist: F = 0. Diese Gleichung
multiplizieren wir mit einer endlichen Größe δv und nennen das Ergebnis
δW . Dann ist offensichtlich δW ebenfalls gleich null. So betrachtet fragt
man sich, wo der Nutzen des Konzeptes der virtuellen Arbeit liegen soll.
In allen Einzelheiten wird dies erst später offenbar werden. Wir wollen
uns zunächst davon überzeugen, dass das Konzept der virtuellen Arbeit
zumindest die mathematische Beschreibung des Gleichgewichts erleichtert.
Hierzu müssen wir ein System von mehreren Massenpunkten ansehen.
Denken wir uns also analog zur obigen Konstruktion eine Anordnung
von mehreren Massenpunkten mi, die durch ein Netzwerk von Federn mit-
einander verbunden sind, wie in Bild .b. In der Gleichgewichtslage ist
jeder einzelne Massenpunkt kräftefrei und es gilt für die Gesamtkraft F i
auf Punkt i nach wie vor F i = 0. Die Kraft ist jetzt ein Vektor, da wir uns
mit der Bewegung der Massenpunkte nicht mehr auf eine Gerade beschrän-
ken wollen.
Eine virtuelle Verschiebung des Punktes i bezeichnen wir mit δvi. Auf-
grund des Kräftegleichgewichts gilt nun die Beziehung δWi = F i · δvi = 0
für jeden Massenpunkt und jede beliebige virtuelle Verschiebung δvi.
Verschieben wir nun mehrere Punkte gleichzeitig, so gilt natürlich auch,
dass die Summe über die virtuellen Arbeiten an den einzelnen Massenpunk-








F i · δvi = 0 für alle δvi. (.)







an allen Punkten in ein Gleichungssystem transferiert, das für beliebige
virtuelle Verschiebungen erfüllt sein muss.
Wollen wir überprüfen, ob unser System im Gleichgewicht ist, so kön-
nen wir dies dadurch testen, dass wir die virtuelle Arbeit berechnen, die
sich für verschiedene virtuelle Verschiebungen ergibt. Befinden wir uns in
d Dimensionen und haben n Massenpunkte, so haben wir n · d Kraftkompo-
nenten, die jede für sich gleich null sein müssen. Wir können die Gleichge-
wichtsbedingung deshalb dadurch überprüfen, dass wir Gleichung (.) für
n · d verschiedene, linear unabhängige virtuelle Verschiebungen testen. Jede
virtuelle Verschiebung „testet“ die Gleichgewichtsbedingung, weshalb man
virtuelle Verschiebungsfunktionen auch als „Testfunktionen“ bezeichnet. Bei
der Wahl der Testfunktionen sind wir dabei vollkommen frei.
Seinen vollen Nutzen entfaltet das Prinzip der virtuellen Arbeit erst beim
Übergang zum Kontinuum. Hier haben wir es mit unendlich vielen Massen-
punkten innerhalb des betrachteten Körpers zu tun, und an jedem dieser
Punkte muss ein Kräftegleichgewicht vorliegen. Die obige Summe wird in
diesem Fall durch ein Integral über das Volumen ersetzt. Es ist klar, dass
man in einem solchen Fall in einer numerischen Berechnung das Kräftegleich-
gewicht nicht an unendlich vielen Punkten überprüfen kann. Das Prinzip der
virtuellen Arbeit mit seinen Testfunktionen erlaubt es aber, die Gleichge-
wichtsbedingung in einfacher Weise für beliebige Teilbereiche des Volumens
zu überprüfen. Dies wollen wir uns in den nächsten Abschnitten genauer
ansehen. Am Prinzip der Vorgehensweise ändert sich dabei jedoch nichts:
Die Gleichgewichtsbedingung wird durch Multiplikation mit einer virtuellen
Verschiebung in eine Gleichung für die virtuelle Arbeit verwandelt, die dann
für beliebige Verschiebungen verschwinden muss.
. Kinematische Grundlagen
Bevor wir uns mit der genauen Herleitung des Prinzips der virtuellen Arbeit
vertraut machen, müssen zunächst einige Begriffe der Kinematik eingeführt
werden.
Unter Kinematik versteht man die Untersuchung der zeitlichen Verände-
rungen eines Systems, ohne dass man sich Gedanken über deren Ursache
machen würde. Für den Fall der Kontinuumsmechanik beschäftigt sich die
Kinematik also mit den Verformungen, Verschiebungen, Dehnungen etc.,
ohne auf die Kräfte einzugehen, die diese bewirken. In diesem Abschnitt bil-
den wir die Begriffe, die wir dann benötigen werden, um die Grundgleichung
 In diesem Buch werden Konzepte der Kontinuumsmechanik nur kurz eingeführt,
ausführliche Darstellungen finden sich beispielsweise in Betten (1993), Bonet und






 Einführung in die Finite-Element-Methode
der FE-Methode aufzustellen.
Bei der Simulation von Kontinuumsproblemen gibt es zwei prinzipiell un-
terschiedliche Standpunkte: Man kann sich entweder die Elemente, in die das
Simulationsvolumen eingeteilt wurde, als aus dem betrachteten Material be-
stehend vorstellen, so dass sich die Elemente mit dem Material mitbewegen.
Diese Betrachtungsweise wird als Lagrange-Ansatz bezeichnet. Stattdessen
kann man sich aber auch vorstellen, dass die Elemente im Raum fixiert
sind und dass das Material durch sie hindurchfließt. Dies ist die Eulersche
Sicht der Dinge. Sie ist besonders in der Strömungsmechanik wichtig, spielt
bei der Modellierung von Festkörpern jedoch eine eher untergeordnete Rol-
le. Gelegentlich werden aber auch plastische Umformvorgänge mit diesem
Ansatz modelliert. Für die folgenden Überlegungen werden wir immer die
Lagrangesche Betrachtungsweise verwenden, uns also mit dem Material mit-
bewegen.
Wir betrachten im Folgenden ein verformtes Materialvolumen. Ein Mate-
rieteilchen, das sich im unverformten Zustand am Ort X befindet, bewegt
sich von diesem aus zu einem neuen Ort x(X, t). Es hat seine Position um
u(x, t) = x(X, t) −X verändert. u heißt dabei der Verschiebungsvektor.
Eine reine Verschiebung von Materie bedeutet noch nicht, dass Kräfte oder
Spannungen im Material auftreten, denn auch eine starre Bewegung des
ganzen Körpers erzeugt Verschiebungen. Deshalb führt man den Begriff der
Dehnung ein. Eine Dehnung liegt dann vor, wenn verschiedene Punkte in-
nerhalb des Materials sich verschieden bewegen, so dass sich der Abstand
zwischen diesen Punkten oder ihre geometrische Anordnung zueinander än-
dert.
Der Begriff der Dehnung sorgt häufig für Verwirrung, weil es verschiedene
Dehnbegriffe gibt, die sich alle leicht unterscheiden. In diesem Abschnitt
sollen die wichtigsten Dehnbegriffe kurz vorgestellt werden. Wir werden uns
dabei zunächst auf den eindimensionalen Fall beschränken.
Prinzipiell könnte man bei der Formulierung aller Gleichungen ganz oh-
ne den Begriff der Dehnung auskommen und sich allein mit dem einfache-
ren Längenverhältnis λ behelfen. Dieses ist dadurch definiert, dass man die
Länge eines infinitesimalen Streckenstücks dx nach der Verformung auf die
Ausgangslänge dX normiert: λ = dx/dX, siehe Bild .. Man sieht, dass
für ein unverformtes Längenelement das Längenverhätnis 1 beträgt. Dies ist
nachteilig, weil sich in der Praxis oft nur Längenänderungen um Bruchteile
eines Prozentes ergeben. Man würde dann mit Zahlen hantieren, die sich
erst an der dritten oder vierten Nachkommastelle signifikant unterscheiden.
Dies ist für numerische Verfahren sicherlich eine gefährliche Vorgehensweise.
Stattdessen definiert man also die Dehnung ε, und zwar derart, dass die
Dehnung null ist, wenn das Längenverhältnis 1 beträgt.













Bild .. Definition der Dehnung. Ein anfängliches Streckenstück dX wird bei
einer Verformung des eindimensionalen Körpers zu einem Streckenstück
dx.
einfach definiert ist als
εnenn = λ− 1 . (.)
Dies ist der vertraute Dehnbegriff, der etwa bei der Durchführung von Zug-
versuchen oft verwendet wird.











Diese Definition lässt sich auf drei Dimensionen verallgemeinern. Hierbei
ist ε dann ein Tensor zweiter Stufe, der symmetrisch sein soll. Man be-













Diese Definition ist jedoch nur für kleine Verschiebungen tauglich. Man kann
nämlich leicht nachrechnen, dass schon eine starre Rotation des Körpers ein
endliches ε ergeben würde, was sich sicher nicht mit unserer Anschauung
für die Dehnung deckt.
 Eine Einführung in die Tensorrechnung und die in diesem Buch verwendeten Kon-






 Einführung in die Finite-Element-Methode
Für endliche Dehnungen, vor allem im Bereich der Metallplastizität, ist
ein anderer Dehnbegriff nützlicher, nämlich die so genannte wahre Dehnung.
Ihre Definition lautet in einer Dimension
εwahr = lnλ . (.)
Man sieht, dass für infinitesimale Dehnungen wahre und Nenndehnung den-
selben Wert haben. Die wahre Dehnung erhält man, wenn man die jeweiligen
Längenänderungen beim Dehnen der Probe nacheinander aufintegriert. Sie
ist deswegen so nützlich, weil eine Auftragung der wahren Dehnung gegen
die wahre Spannung für viele Materialien eine Fließkurve ergibt, die nahezu
unabhängig von der Art der Belastung (Zug, Druck, Torsion) ist [Rösler et
al. (2008)]. Die wahre Dehnung ist immer dann ein guter Dehnbegriff, wenn
elastische Dehnungen klein sind.
Auch dieser Dehnbegriff lässt sich auf drei Dimensionen verallgemeinern;
es ergibt sich jedoch eine Formel, die nicht besonders leicht zu handhaben
ist.
Für die Berechnung des Materialverhaltens ist es oft wichtig, sich die
Änderung der Dehnung, die Dehnrate, anzusehen. Auch dies wollen wir
zunächst für den eindimensionalen Fall tun.
Die Dehnrate gibt an, wie sich die Dehnung mit der Zeit ändert. Bezeich-
nen wir mit v die Geschwindigkeit eines beliebigen Punktes in unserem
Material, so ist die Änderung der Dehnung gleich der räumlichen Ableitung





Man beachte, dass hier die Ableitung nach x steht, also nach der momenta-
nen Koordinate.
Die folgende Überlegung zur Dehnrate ist für das Verständnis der
Grundlagen nicht wichtig. Derartige weiterführende Abschnitte, die
evtl. auch kompliziertere Rechnungen beinhalten, werden in diesem
Buch durch Einrückung gekennzeichnet und in etwas kleinerer Schrift
gedruckt. Sie können ohne weiteres übersprungen werden.






und da im Eindimensionalen λ = dx/dX gilt, sieht man, dass diese
Gleichung erfüllt werden kann, wenn man ε = lnλ wählt. Dies ist ein






. Das Prinzip der virtuellen Arbeit
In mehreren Dimensionen ist diese Beziehung jedoch nicht mehr so einfach














Im Allgemeinen ist es nicht ohne weiteres möglich, diese Dehnrate zu
einer Dehnung aufzuintegrieren, wie es noch im Eindimensionalen der
Fall war, weil die Hauptachsen des Dehnratentensors unabhängig von
denen des starren Körpers rotieren können.
. Das Prinzip der virtuellen Arbeit
Im Folgenden soll die Methode der Finiten Elemente im einzelnen hergelei-
tet werden. Dazu benötigen wir zunächst das Prinzip der virtuellen Arbeit
für das Kontinuum. Dann werden wir sehen, wie man mit seiner Hilfe die
Kontinuumsgleichungen diskretisieren und so einen Satz algebraischer Glei-
chungen erzeugen kann, die sich im Computer lösen lassen.
Betrachten wir ein beliebiges Volumen V eines Materials mit Oberflä-
che S. Wir bezeichnen wirkende Kräfte an der Oberfläche mit t und Volu-
menkräfte innerhalb des Volumens mit f . Verlangen wir, dass das Volumen






f dV = 0 . (.)
Die Variablen t und f hängen dabei jeweils vom Ort x ab, zur Vereinfa-
chung der Schreibweise wird das Ortsargument in dieser Gleichung und im
Folgenden meist weggelassen.
Der Spannungstensor σ ist gegeben durch
t = σ · n , (.)
wobei n der Normalenvektor auf S ist. Einsetzen ergibtZ
S
σ · n dS +
Z
V






 Einführung in die Finite-Element-Methode
Das Oberflächenintegral kann mit dem Gaußschen Satz in ein Volumeninte-
gral umgeformt werdenZ
V
∇ · σ dV +
Z
V
f dV = 0 ,Z
V
(∇ · σ + f) dV = 0 . (.)
∇ ist dabei der in Anhang a. eingeführte Nabla-Operator. Da diese Glei-
chung für jedes beliebige Volumen gelten soll, muss sie punktweise erfüllt
sein, und wir erhalten
∇ · σ + f = 0 . (.)
Anschaulich bedeutet diese Gleichung, dass die äußeren Kräfte die Quellen
der Spannung im Material sind, siehe Anhang a..
Zusätzlich zum Kräftegleichgewicht sollen sich auch alle Drehmomente
ausbalancieren. Diese Forderung lässt sich – mit einiger Rechnung [Betten
(1993), Gross (2001)] – zurückführen auf die Symmetrie des Spannungsten-
sors σ:
σ = σT . (.)
Auf diese Weise haben wir nun mit Gleichung (.) eine partielle Diffe-
rentialgleichung hergeleitet, die für ein Material im Gleichgewicht an jedem
Punkt erfüllt sein muss. Um die Gleichung zu lösen, müssen wir natürlich
die äußeren Kräfte und die Eigenschaften des Materials kennen.
Das Lösen einer solchen partiellen Differentialgleichung ist jedoch eine
schwierige Aufgabe, die nur in den allereinfachsten Fällen analytisch möglich
ist. Deshalb muss man sich mit numerischen Methoden behelfen, zu denen
auch die Finite-Element-Methode gehört.
Eine partielle Differentialgleichung liefert eine Bedingung, die an jedem
Punkt des Raumes erfüllt sein muss, also an (überabzählbar) unendlich vie-
len Punkten. Mit einer solchen Unendlichkeit ist ein Computer natürlich
überfordert. Wir folgen deshalb der Vorgehensweise, die im Abschnitt .
bereits skizziert wurde, und verwenden das Konzept der virtuellen Verschie-
bungen, um die Gleichung zu diskretisieren.
Hierzu multipliziert man die Gleichung zunächst mit einer beliebigen
Funktion δv, der so genannten Variationsfunktion oder Testfunktion. In
 Den Gaußschen Satz kann man sich leicht folgendermaßen merken: Bezeichnet
man die Oberfläche des Volumens mit ∂V , so gilt
R
∂V
( ) · n dS = R
V
∇( ) dV ,
d. h., man transferiert das „Ableitungssymbol“ ∂ einfach in das Innere des Inte-
grals. Anschaulich sagt er aus, dass man die Änderung der Größe im Inneren des







. Das Prinzip der virtuellen Arbeit
Abschnitt . wurde jeder Massenpunkt um einen Betrag δvi verschoben,
hier haben wir es nun mit einem Kontinuum zu tun und verschieben das
Material an jedem Punkt des Raumes um einen Betrag δv(x). Es ergibt
sich damit
(∇ · σ(x) + f(x)) · δv(x) = 0 . (.)
Diese Gleichung integriert man nun über das Volumen V , das diesmal aber
als das Gesamtvolumen des betrachteten Körpers angesehen werden soll:Z
V
(∇ · σ + f) · δv dV = 0 . (.)
Vergleicht man diese Gleichung mit Gleichung (.), so ist zunächst nicht
zu sehen, dass man viel gewonnen hätte, man hat lediglich eine Funktion δv
„eingeschoben“, ähnlich wie in Abschnitt .. Bei der Wahl der Variations-
funktion ist man auch hier völlig frei. Jede Wahl für δv liefert eine eigene
Gleichung. Bei der Finite-Elemente-Methode wählt man einfache Funktio-
nen, die jeweils auf einem kleinen Teilbereich innerhalb des Materials defi-
niert sind und ansonsten verschwinden.
Diese „Testfunktionen“ testen dabei tatsächlich etwas, nämlich ob die Be-
dingung ∇ · σ + f = 0 auf dem Gebiet, auf dem die Testfunktion von null
verschieden ist, insgesamt erfüllt ist. Die Bedingung wird nicht punktweise
an jedem Punkt des Raumes getestet, sondern nur integrativ. Man spricht
deshalb auch von einem schwachen Gleichgewicht. Jede Wahl einer Test-
funktion testet die Bedingung in einer anderen Weise, und je mehr Testfunk-
tionen gewählt werden, desto genauer wird die Bedingung geprüft. Haben
wir N Testfunktionen, so ergibt sich somit aus der Variationsgleichung ein
Satz von N Integralgleichungen. Bild . veranschaulicht die Vorgehenswei-
se. In Abschnitt . wurde gesagt, dass die Aufteilung des untersuchten
Gebietes („Vernetzung“) genügend fein sein muss. Wir sehen hier bereits
einen Grund für diese Bedingung: Ist die Aufteilung nicht fein genug, so
verwenden wir nur wenige Testfunktionen und das schwache Gleichgewicht
wird nur auf wenigen großen Raumgebieten geprüft.
Da es sich bei δv um eine vektorwertige Funktion handelt, die an eine
Kraft multipliziert wird, kann man δv als Verschiebung oder als Geschwin-
digkeit interpretieren; die Größe unter dem Integral wird dann entweder zur
Arbeit oder zur Leistung, die durch δv geleistet wird. Entsprechend spricht
man von virtueller Verschiebung bzw. virtueller Geschwindigkeit und be-
zeichnet die beschriebene Methode als Prinzip der virtuellen Arbeit.






 Einführung in die Finite-Element-Methode
Bild .. Veranschaulichung des Prinzips der virtuellen Arbeit. Das obere Teil-
bild symbolisiert die partielle Differentialgleichung ∇ · σ(x) = −f(x),
die an jedem Punkt des Raumes erfüllt ist. Die Summanden in der Dif-
ferentialgleichung werden jeweils mit einer Testfunktion multipliziert
(mittleres Bild), und es werden anschließend die Integrale über die re-
sultierenden Funktionen verglichen (unteres Bild).
die Kettenregel:
∇ · (σ · δv) = (∇ · σ) · δv + σ ·· (∇⊗δv) .
Setzt man dies in Gleichung (.) ein und verwendet wieder den Gaußschen
Satz, erhält man schließlichZ
S
t · δv dS +
Z
V
f · δv dV =
Z
V
σ ·· (∇⊗δv) dV . (.)
Für den Fall, dass wir δv als Verschiebung betrachten und dass diese Ver-
schiebung klein ist, können wir die virtuelle Dehnung δε = (∇⊗δv +
(∇⊗δv)T )/2 einsetzen. Damit ergibt sichZ
S
t · δv dS +
Z
V
f · δv dV =
Z
V
σ ·· δεdV , (.)
die Grundgleichung für die FE-Methode bei kleinen Verschiebungen. Dabei
ist zu beachten, dass die Spannung σ von den realen Dehnungen abhängt.
Sie enthält also die gesuchte Verschiebung.







Die Größe δε = (∇⊗δv + (∇⊗δv)T )/2 ist nur der symmetrische An-
teil von ∇⊗δv. Da sie mit dem symmetrischen Tensor σ multipliziert
wird und da das Produkt eines symmetrischen und eines antisymme-
trischen Tensors verschwindet, spielt der antisymmetrische Teil von
∇⊗δv keine Rolle.
Bei großen Verschiebungen kann nach Abschnitt . nicht mehr ohne weite-
res mit der Dehnung ε gearbeitet werden. Stattdessen verwendet man die
Dehnrate ε˙. In diesem Fall interpretiert man δv als virtuelle Geschwindig-
keit, und es ergibt sich entsprechendZ
S
t · δv dS +
Z
V
f · δv dV =
Z
V
σ ·· δε˙ dV . (.)
Hierbei haben wir die Definition der Dehnrate aus dem vorigen Abschnitt
verwendet.
. Die Finite-Element-Methode
Bisher haben wir über die Wahl der Testfunktionen δv noch nichts ausge-
sagt. Jede solche Wahl führt auf eine endliche Zahl von Gleichungen. Diese
zu lösen, ist aber immer noch nicht ohne weiteres möglich, denn es han-
delt sich ja nach wie vor um Integralgleichungen, in denen die gesuchten
Verschiebungen des Materials stehen, die eine beliebige Funktion des Ortes
sein können. Auch diese Unendlichkeit von Möglichkeiten müssen wir noch
einschränken, erst dann erhalten wir einen Satz von algebraischen Gleichun-
gen.
Um dies zu tun, ist es am einfachsten, auch die Verschiebungen einzu-
schränken. Dazu wählen wir einen endlichen Satz von Funktionen als Basis,
aus denen die Verschiebungfunktion durch Linearkombination zusammenge-
setzt wird. Diese Basisfunktionen werden als Formfunktionen oder Ansatz-
funktionen bezeichnet. Bezeichnen wir die Formfunktionen als Nn(x), dann





Der Index n nummeriert dabei die Formfunktionen.
Damit haben wir also zwei Funktionensätze auszuwählen, nämlich die
Testfunktionen δv und die Formfunktionen. Die einfachste – aber nicht ein-
zige – Möglichkeit hierfür ist, für die Testfunktionen dieselbe Darstellung










 Einführung in die Finite-Element-Methode
f0
Bild .. Ein an den Enden eingespannter Stab wird mit einer konstanten Linien-
kraft belastet.
Diese so genannte Galerkin-Wahl liegt der Methode der Finiten Elemente
zugrunde.
Die Formfunktionen spielen in der Finite-Element-Methode also eine dop-
pelte Rolle: Zum einen bestimmen sie die Testfunktionen und damit auch, in
welchen Raumgebieten das Kräftegleichgewicht jeweils überprüft wird und
in welcher Weise dies geschieht. Zum anderen dienen die gleichen Funktio-
nen auch noch dazu, die möglichen Verschiebungen zu beschreiben. Es sind
also nur solche Verschiebungen zulässig, die sich über die Formfunktionen
ausdrücken lassen.
.. Ein Beispiel
Bevor wir die Vorgehensweise allgemein betrachten, soll sie an einem ein-
fachen Beispiel erläutert werden. Wir betrachten einen eindimensionalen,
elastischen Stab, der sich entlang der x-Achse von 0 bis 1 erstreckt und an
beiden Enden fest eingespannt ist, siehe Bild .. In Richtung der Stab-
achse wirkt eine konstante Linienkraft f0. Diese Anordnung kann durch
Gleichung (.), ∇ · σ + f = 0, in einer Dimension beschrieben werden.
Nehmen wir an, dass die Verschiebungen klein sind, so gilt




wenn E den Elastizitätsmodul bezeichnet. Setzt man dies in Gleichung (.)






Analytisch lässt sich diese Gleichung leicht lösen. Da die zweite Ableitung
von u(x) eine Konstante ist, ist u(x) ein Polynom zweiter Ordnung, und




(x− x2) , (.)












Bild .. Formfunktionen für das Beispielproblem. Das Intervall [0,1] wird in vier
gleich große Teilintervalle (Elemente) geteilt. Jede der drei Formfunk-
tionen hat an einem Knoten den Wert eins und fällt zum Nachbarkno-
ten hin auf den Wert Null ab.
Als nächstes wollen wir dieses Problem nun mit der Finite-Element-Me-









Eε(x)δε(x) dx ,Z 1
0








Dabei haben wir von der Beziehung σ(x) = Eε(x) Gebrauch gemacht. Der
Einfachheit halber wurden die Funktionsargumente in der zweiten Zeile weg-
gelassen. Wie wir weiter unten noch sehen werden, fällt das Randintegral
aus Gleichung (.) bei geschickter Wahl der Formfunktionen in der Varia-
tionsgleichung weg.
Um diese Gleichung lösen zu können, müssen wir nun die Formfunktionen
auswählen, aus denen wir die Testfunktionen durch Linearkombination zu-
sammensetzen können. Wir machen einen besonders einfachen Ansatz und
wählen drei stückweise lineare Funktionen, die jeweils vomWert null auf den
Wert eins ansteigen und dann wieder auf null abfallen, siehe Bild .. Man
erkennt, dass in den beiden mittleren Intervallen jeweils zwei Formfunktio-
nen von null verschieden sind, in den beiden Randintervallen nur eine. Eine
Formfunktion, die am linken oder rechten Rand nicht verschwindet, brau-
chen wir wegen der Randbedingung nicht einzuführen, wie wir weiter unten
noch diskutieren werden. Aus solchen Formfunktionen können wir Funktio-
nen zusammensetzen, die stückweise linear sind (siehe auch Bild .).
 Auch andere Wahlen sind natürlich möglich. Beispielsweise könnten wir die An-






 Einführung in die Finite-Element-Methode
Wir bezeichnen nun die vier Intervalle, auf denen die Formfunktionen
jeweils linear sind, als Elemente, und die drei Punkte an den Intervallgren-
zen, an denen die Formfunktionen jeweils ihr Maximum haben, als Knoten.
Wir haben also drei Formfunktionen, die jeweils an einem Knoten den Wert
eins und an den anderen Knoten den Wert null haben. Wir nummerieren
die Knoten wie in Bild . und fügen der Vollständigkeit halber auch noch
zwei Randknoten hinzu. Die Koordinaten der Knoten bezeichnen wir mit
xn, wobei xn = n/4 ist. Wir haben dann also folgende drei Formfunktionen:
Nn(x) =
8><>:
(x− xn−1)/(xn − xn−1) für xn−1 < x < xn
(xn+1 − x)/(xn+1 − xn) für xn < x < xn+1
0 sonst
(.)
für n = 1,2,3.





schreiben, wobei die δvn die Werte der jeweiligen Testfunktion an den Kno-
ten sind. Jede Wahl der δvn führt auf eine andere Testfunktion, wobei wir
aber nur drei linear unabhängige Wahlen zu betrachten brauchen, wie wir
weiter unten sehen werden.
Damit können wir nun Gleichung (.) lösen. Wir betrachten zunächst
die linke Seite:Z 1
0



















denn das Integral über eine der Formfunktionen hat den Wert 1/4, wie man
in Bild . sieht.
Die rechte Seite von Gleichung (.) ist etwas komplizierter, da sie Ab-
leitungen der unbekannten Verschiebungsfunktion enthält. Damit man diese
Gleichung auflösen kann, muss man auch für die Verschiebung selbst einen
Ansatz machen. Wie bereits erwähnt, sollen hierfür dieselben Formfunktio-











Hierdurch wird auch deutlich, warum wir keine Formfunktionen gewählt ha-
ben, die bei 0 oder 1 nicht verschwinden, denn diese könnten keinen Beitrag
zu Verschiebungsfunktion liefern, da sie die gegebene Randbedingung nicht
erfüllen.





4 für xn−1 < x < xn
−4 für xn < x < xn+1
0 sonst
. (.)
Setzt man dies unter Verwendung von Gleichung (.) in die rechte Seite






































Da die Ableitungen der Formfunktionen stückweise konstant sind, sind die









8 für n = m
−4 für n = m± 1
0 sonst
. (.)
Setzt man dies in Gleichung (.) ein und fasst Terme mit gleichen um und
δvn zusammen, so ergibt sich für die GrundgleichungZ 1
0














2u1δv1 − u1δv2 − u2δv1 + 2u2δv2
− u2δv3 − u3δv2 + 2u3δv3
´
. (.)
Diese Gleichung muss für beliebige Werte δv1, δv2 und δv3 gelten. Um sie
nach den Unbekannten um aufzulösen, kann man drei linear unabhängige
Kombinationen der δvn wählen, beispielsweise (1,0,0), (0,1,0) und (0,0,1).





























Bild .. Lösung des Beispielproblems aus Bild .. Die exakte Lösung ist mit
einer durchgezogenen, die Finite-Element-Lösung mit einer gestrichel-
ten Linie dargestellt. In diesem Fall ist die Lösung an den Knoten-
punkten exakt, die Interpolation ist es jedoch nicht.
Insgesamt ergeben sich dann drei Gleichungen mit drei Unbekannten, die










Die Matrix, die an den Verschiebungsvektor multipliziert wird, wird dabei
als Steifigkeitsmatrix bezeichnet.







Bild . zeigt die exakte Lösung und die berechnete Näherungsfunktion.
Es ist zu erkennen, dass die Werte der Funktion u(x) an den drei Knoten
exakt identisch sind, der Verlauf der Funktion innerhalb der Elemente ist
jedoch verschieden, da wir lineare Formfunktionen angesetzt haben. Mit
quadratischen Formfunktionen hätten wir in diesem Fall eine exakte Lösung
erzielt, dies ist jedoch nur in diesem Beispiel so, weil die Lösung selbst ein








In den folgenden Abschnitten sollen die für das Beispiel angestellten Über-
legungen verallgemeinert werden.
Wie wir gesehen haben, werden die Formfunktionen so gewählt, dass sie
nur auf einem kleinen Teil des betrachteten Raumes von null verschieden
sind, und dass sie auf diesem Raum eine möglichst einfache Form haben. Das
betrachtete Gesamtvolumen wird hierzu in viele kleine Teilbereiche zerlegt,
die Elemente genannt werden. Bild . (Seite ) zeigte bereits ein einfaches
Beispiel für eine solche Zerlegung.
Um die Form der Formfunktionen zu bestimmen, müssen zusätzlich zu
den Elementen die Knoten festgelegt werden. Knoten befinden sich norma-
lerweise an den Eckpunkten der Elemente, es können aber auch zusätzliche
Knoten an den Elementkanten oder im Innern der Elemente vorhanden
sein, wie wir in Kapitel  noch sehen werden. Die Formfunktionen werden
dann so gewählt, dass ihr Wert an genau einem Knoten von null verschie-
den und an allen anderen Knoten gleich null ist, wie bereits in Bild .
gezeigt wurde. Abhängig von der Position der Knoten auf den Elementen
ergeben sich lineare oder quadratische Formfunktionen; Funktionen höherer
Ordnung kommen in der Praxis nur selten vor (siehe auch die Anmerkung
auf Seite ). Bild . zeigt Beispiele für Formfunktionen auf verschiedenen
Elementen in zwei Dimensionen.
Da die Formfunktionen auf jedem Element nur einen begrenzten (lat.:
finiten) Teil des Gesamtvolumens überdecken, heißt die gesamte Methode
Methode der Finiten Elemente. Betrachten wir noch einmal Gleichung (.)
für die Verschiebung: u(x) =
P
n unNn(x). Wählen wir die Formfunktionen
wie erläutert, so ist un der Wert der Verschiebung am Knoten n.
Die Lösungsfunktion wird also aus lauter einzelnen, einfachen Stücken
zusammengesetzt. Je feiner diese Zerlegung ist, desto besser nähert sich die
berechnete Lösung der wahren Kontinuumslösung an und erreicht diese im
Grenzfall eines unendlich feinen Elementnetzes, sofern die Formulierung der
Formfunktionen und des Problems korrekt ist. Diese Annäherung wird als
Konvergenz bezeichnet. Man sagt also, die Finite-Element-Berechnung kon-
vergiert gegen die Kontinuumslösung. Die Formfunktionen, die in kommer-
zieller FE-Software verwendet werden, sind durch verschiedene Verfahren
daraufhin geprüft worden, dass sie ein solches korrektes Modellierungsver-
halten besitzen und die Konvergenz des Verfahrens erlauben.
Der einfachste Fall liegt vor, wenn die Formfunktionen linear sind. In
diesem Fall ist die Gesamtlösung stückweise stetig differenzierbar. Dies ist
wichtig, weil Unstetigkeiten in den Verschiebungen mit unendlich hohen






 Einführung in die Finite-Element-Methode
Bild .. Beispiele für Formfunktionen in zwei Dimensionen. Oben lineare Funk-
tionen auf einem dreieckigen Element, das Knoten nur an den Elemen-
tecken besitzt, unten quadratische Funktionen auf einem viereckigen
Element, bei dem sich auch auf den Elementkanten Knoten befinden.
Siehe auch Bild ..
Materials Löcher oder Überlappungen gibt.
.. Die Grundgleichung der Finite-Element-Methode
Damit haben wir nun alle Bausteine zusammen, um die Variationsgleichung
in eine algebraische Gleichung umzuformen. Hierzu setzt man die Ansätze
für die Verschiebung und die virtuelle Geschwindigkeit in Gleichung (.)
ein und führt die Integrale aus.
Im einzelnen sieht die Herleitung so aus: Verwenden wir obigen An-
satz für δv, so können wir die Variation der Dehnung δε analog zu
Gleichung (.) entsprechend umformen. Der Übersichtlichkeit halber










Der Gradient der Formfunktion wird dabei in den momentanen Koor-
dinaten berechnet. Wir können ihn aber mit der Kettenregel auch in








den ursprünglichen Koordinaten berechnen. Dazu benötigen wir dann
die partielle Ableitung ∂x/∂X.
Wir schreiben jetzt die virtuelle Arbeit δW zunächst elementweise
auf und verwenden die Formel für die Dehnung. So ergibt sich für




















Die hier vorkommenden Integrale können nun ausgeführt werden, da
alle Terme in ihnen bekannt sind. Dabei muss die Spannung σ(x) über
die Verschiebungen ausgedrückt werden. Damit ergibt sich endlich die
gesuchte algebraische Gleichung.
Bezeichnen wir die einzelnen Beiträge mit F für die internen und R für die
externen Kräfte, so ergibt sich die gesamte virtuelle Arbeit als Summe der




δW e = δv · (F−R) . (.)
δW wird dabei auch als Variation der Arbeit bezeichnet. F undR sind dabei
keine einfachen Vektoren, denn an jedem Knoten des Elementnetzes existiert
ein Kraftvektor. Hat man n Knoten und ein d-dimensionales Problem, so
sind δv, F und R (n ·d)-dimensionale Vektoren. Derartige Vektoren werden
in diesem Buch mit fettgedruckten aufrechten Buchstaben dargestellt.
F hängt dabei von den Verschiebungen un ab, die wir ebenfalls zu einem
Vektor u zusammenfassen können. Insgesamt ergibt sich mit der Beziehung
δW = 0 somit die Grundgleichung der FE-Methode
F(u) = R . (.)
Die Herleitung dieser Gleichung war recht kompliziert, und insbesondere
das Aufintegrieren der einzelnen Anteile zu den Kräften ist eine aufwändige
Aufgabe. Glücklicherweise ist dies jedoch ein Schritt, der sich automatisieren
lässt – der Benutzer eines FE-Programms sollte eigentlich niemals in die
Verlegenheit kommen, die Grundgleichung selbst aufstellen zu müssen.
Ist das betrachtete Problem linear (siehe Abschnitt .), so ist dabei die
Kraft F ein Matrixprodukt aus der so genannten Steifigkeitsmatrix K und
dem Verschiebungsvektor u, wie wir oben bereits im Beispiel gesehen haben:
K · u = R . (.)
Abschließend soll noch einmal die Vorgehensweise bei der Herleitung der






 Einführung in die Finite-Element-Methode
des Kräftegleichgewichts haben wir zunächst eine partielle Differentialglei-
chung hergeleitet. Um diese numerisch behandeln zu können, haben wir die
Gleichung mit einer beliebigen Testfunktion multipliziert und aufintegriert,
so dass wir eine Integralgleichung erhielten, die wir als Prinzip der virtuellen
Arbeit bezeichnet haben. Wählt man einen Satz solcher Testfunktionen, die
wir aus Formfunktionen zusammensetzen, so ergibt sich entsprechend ein
Satz derartiger Integralgleichungen. Jede dieser Gleichungen überprüft da-
bei die Bedingung des Kräftegleichgewichts auf dem Raumgebiet, auf dem
die Testfunktion nicht veschwindet.
Da die Integralgleichungen immer noch beliebige Verschiebungsfunktio-
nen enthielten, haben wir dann die Wahl der möglichen Verschiebungsfunk-
tionen auf einen endlichen Satz von vorgegebenen Funktionen eingeschränkt.
Für diesen Satz haben wir dieselben Formfunktionen gewählt, die somit ei-
ne Doppelrolle in der FE-Methode spielen und auch in der Lage sein müs-
sen, die Lösungsfunktion hinreichend gut zu approximieren. Mit dieser Ein-
schränkung der Lösungsfunktion ließen sich nun die Integrale tatsächlich
lösen, da in ihnen nur noch endlich viele bekannte Funktionen auftauch-
ten. Somit erhielten wir schließlich einen endlichen Satz von algebraischen
Gleichungen, die einer Lösung mit dem Computer zugänglich sind.
.. Interpretation der Grundgleichung
Nachdem wir nun die Grundgleichung der Finite-Element-Methode (.)
hergeleitet haben, müssen wir uns noch über ihre Interpretation Gedanken
machen. Die Grundgleichung besagt, dass die inneren Kräfte F und die
äußeren Kräfte R einander gleich sind; das System ist also im Kräftegleich-
gewicht. Beide Kräfte sind dabei an den Knoten des Finite-Element-Netzes
auszuwerten, und die inneren Kräfte hängen von den Verschiebungen an
den Knotenpunkten ab. Es herrscht also an jedem Knoten des Elementnet-
zes Kräftegleichgewicht.
Interpretiert man die Grundgleichung in dieser Weise, so kann man sich
fragen, warum es überhaupt notwendig war, den komplizierten Weg über das
Integral der virtuellen Arbeit zu gehen. Da sich die Kräfte in einem Material
an jedem Punkt ausgleichen, tun sie dies sicher auch an den Punkten, die
wir als Knotenpunkte identifiziert haben. Die Aussage der Grundgleichung
scheint also völlig trivial zu sein.
Dies ist jedoch nicht der Fall. Die zugrunde liegende Gleichung (.)
ist eine partielle Differentialgleichung, d. h., sie enthält mehrere räumliche
Ableitungen an jedem Punkt des Materials. Um diese Gleichung in eine
Gleichung zu überführen, die wie die Grundgleichung (.) aussieht, ist
es notwendig, sich darüber klar zu werden, wie derartige Ableitungen aus-






. Überblick über die folgenden Kapitel
kennt, so dass man keinen Grenzwert mehr betrachten kann, um den Wert
der Ableitung zu bestimmen. Diese Diskretisierung kann man mit der Fi-
nite-Element-Methode in systematischer Weise durchführen. Auch andere
Möglichkeiten der Diskretisierung, beispielsweise mit so genannten Finiten
Differenzen, sind möglich. Diese werden unter anderem in Abschnitt .
und in den Kapiteln  und  behandelt und in Abschnitt . noch einmal
systematisch betrachtet. Der große Vorteil der Finite-Element-Methode be-
steht darin, dass die Diskretisierung auf beliebig geformten Gebieten auch
mit unregelmäßigen Netzen möglich ist, während andere Methoden meist
auf einfache Netzgeometrien (rechteckig, zylindersymmetrisch usw.) einge-
schränkt sind.
. Überblick über die folgenden Kapitel
In den nächsten Kapiteln sollen die wichtigsten Aspekte der Finite-Element-
Methode dargestellt werden. Kapitel  beschäftigt sich detailliert mit der
Wahl der Elementtypen in einer Simulation und insbesondere mit der Frage-
stellung, welche Vor- und Nachteile die Verwendung verschiedener Element-
typen (beispielsweise linearer oder quadratischer Elemente) hat. Weiterhin
wird eine kurze Einführung in die wichtigsten Aspekte der Netzgenerierung
gegeben.
FE-Simulationen in der Materialwissenschaft verwenden häufig komplexe
Materialgesetze, die dazu führen, dass die durchzuführende Analyse nichtli-
near ist. Kapitel  erläutert das Konzept der Nichtlinearität und stellt einen
Algorithmus zur Lösung eines nichtlinearen Problems im Detail vor. Eine
Alternative zur Lösung der FE-Grundgleichung (.), die sich für dyna-
mische Prozesse eignet, sind so genannte explizite Verfahren, die ebenfalls
kurz erläutert und deren Vor- und Nachteile diskutiert werden.
Im anschließenden Kapitel  wird erläutert, in welcher Weise verschiedene
Materialgesetze in einer FE-Analyse eingesetzt werden können. Als Muster-
beispiel eines solchen Gesetzes wird die Metall-Plastizität nach von Mises
erläutert und an einem einfachen Beispiel ausführlich diskutiert. Dieses Bei-
spiel verdeutlicht zugleich die Vorgehensweise des Lösungsalgorithmus aus
Kapitel .
Nichtlinearitäten sind nicht immer in den verwendeten Materialgesetzen
begründet. Sie können auch geometrischer Natur sein. Kontaktprobleme,
bei denen verschiedene Festkörper sich gegenseitig berühren und Oberflä-
chenkräfte übertragen können, stellen eine Simulation dabei vor besondere












 Wahl der Elemente
Wir haben in Kapitel  gesehen, dass die Formfunktionen auf den Elemen-
ten eine wichtige Rolle spielen, weil die berechnete Lösung aus ihnen zu-
sammengesetzt wird. Welche Formfunktionen auf den Elementen definiert
sind, bestimmt also, welche Lösung überhaupt erzielt werden kann, und eine
ungeschickte Wahl kann zu einer fehlerhaften Lösung führen.
In diesem Kapitel sollen deshalb die wichtigsten Elementtypen und ihre
Eigenschaften vorgestellt werden. Der Begriff Elementtyp bezeichnet dabei
die Geometrie eines Elementes (also beispielsweise dreieckig, quaderförmig,
etc.) sowie die auf dem Element definierten Formfunktionen. Der Einfach-
heit halber werden dabei die meisten Ideen an ein- oder zweidimensionalen
Elementen erläutert.
. Ordnung von Elementen
Wie bereits in Kapitel  erläutert, können die Formfunktionen der Elemente
auf verschiedene Weise gewählt werden. Die Wahl der Formfunktionen ist
dabei nicht beliebig, denn eine inkorrekte Wahl kann dazu führen, dass sich
die berechnete Näherungslösung auch bei einem beliebig feinen Element-
netz nicht der Kontinuumslösung annähert, d. h., dass das Verfahren nicht
konvergiert. So muss beispielsweise sichergestellt werden, dass eine Starr-
Körper-Bewegung des simulierten Körpers durch die Formfunktionen exakt
wiedergegeben werden kann, da eine solche Bewegung ansonsten Scheinspan-
nungen hervorrufen würde. Die im Folgenden diskutierten Formfunktionen
haben die für eine Konvergenz notwendigen Eigenschaften.
In der Praxis sind im Wesentlichen Elemente erster und zweiter Ord-
nung von Bedeutung. In diesem Abschnitt wollen wir die Formfunktionen
verschiedener Elementtypen herleiten und Vor- und Nachteile der Elemente
verschiedener Ordnung betrachten.
.. Formfunktionen
Wie wir im ersten Kapitel gesehen haben, können wir die Verschiebung u(x)
als Summe über die Anteile der einzelnen Formfunktionen schreiben. Ist un






 Wahl der Elemente





Formfunktionen werden nach folgenden Regeln konstruiert:
. Zu jedem Knoten n eines Elementes gehört immer eine Formfunkti-
on Nn(x), die an diesem Knoten den Wert 1 und an allen anderen
Knoten dieses Elements den Wert 0 hat.
. Die Formfunktion auf einem Element ist das Polynom mit der nied-
rigsten möglichen Ordnung, das diese Eigenschaft hat.
Betrachten wir zunächst eindimensionale Elemente. Um die obige Regel
erfüllen zu können, benötigt man für ein eindimensionales Element mit k
Knoten Polynome der Ordnung k − 1, siehe Bild .. Ein einfaches Zwei-
Knoten-Element ist also ein lineares Element, ein Drei-Knoten-Element ist
quadratisch etc.
Betrachten wir ein eindimensionales Element, das sich von −1 bis
+1 auf der x-Achse erstreckt. Hat das Element zwei Knoten an den
beiden Endpunkten, so ist es erster Ordnung. Die Formfunktion für
den linken Knoten hat eine Nullstelle bei +1 und bei −1 den Wert 1,
sie lautet also N1(x) = (1 − x)/2. Entsprechend gilt für die zweite
Formfunktion N2(x) = (1 + x)/2.
Ist das Element zweiter Ordnung, so hat es einen zusätzlichen Kno-
ten in der Elementmitte, also bei x = 0. In diesem Fall hat die Form-
funktion des linken Knotens zwei Nullstellen bei x = 0 und bei x = 1,
also lautet sie N1(x) = x(x − 1)/2. Die Formfunktion des rechten
Knotens ist entsprechend N3(x) = x(x+ 1)/2. Die Formfunktion des
mittleren Knotens hat zwei Nullstellen bei +1 und −1 und ist deshalb
einfach N2(x) = (1+x)(1−x) = 1−x2, also eine umgekehrte Parabel.
Mehrdimensionale Elemente lassen sich durch Kombination derartiger eindi-
mensionaler Funktionen konstruieren. Lineare Elemente haben Knoten nur
an den Eckpunkten, quadratische Elemente haben Knoten auch an den
Mittelpunkten der Kanten und eventuell in der Elementmitte. Bild . zeigt
Beispiele für zweidimensionale Elemente. Bei quaderförmigen Elementen in
drei Dimensionen gibt es auch noch die Möglichkeit, zusätzliche Knoten
auch in den Flächen- und Volumen-Mitten einzuführen.
 Wir beschäftigen uns hier zunächst mit eindimensionalen Elementen, bei denen
die Verschiebung nur in Richtung des Elementes stattfinden kann, wie bereits im
Beispiel in Abschnitt ... Andere eindimensionale Elemente, wie Stab- und Bal-
kenelemente, sind Gegenstand von Abschnitt ..
 Der Begriff des quadratischen Elementes ist zweideutig, weil damit sowohl ein Ele-
ment mit quadratischer Form als auch mit quadratischen Formfunktionen gemeint






. Ordnung von Elementen
Elem. 1 Elem. 2 Elem. 3
a. Lineare Zwei-Knoten-Elemente
Element 1 Element 2
b. Quadratische Drei-Knoten-Ele-
mente
Bild .. Formfunktionen in einer Dimension für Zwei- und Drei-Knoten-Elemen-
te.
Der Unterschied zwischen dem 8-Knoten-Element und dem 9-Knoten-
Element in zwei Dimensionen, siehe Bild ., kann folgendermaßen ver-
standen werden: Um eine beliebige quadratische Funktion in zwei Di-
mensionen darzustellen, muss die Funktion an 9 Stellen bekannt sein.
Ein 9-Knoten-Element kann also jede quadratische Funktion darstel-
len, dem 8-Knoten-Element ist dies jedoch nicht möglich. Betrachtet
man die Formfunktion, die zum Mittelpunktsknoten gehört, so muss
diese nach dem bisher Gesagten zwei Bedingungen erfüllen: Sie muss
am Elementmittelpunkt den Wert 1 und auf den anderen Knoten den
Wert null haben, und sie muss ein Polynom zweiter Ordnung in den
Koordinaten x und y sein. Die einzige Funktion, die diese Eigenschaf-
ten hat, ist ein Produkt aus zwei Parabeln. Diese Funktion verschwin-
det jedoch überall auf dem Rand des Elements. Sie hat deshalb auf
die Verschiebungsfunktion nur innerhalb des Elements einen Einfluss,
kann jedoch keine Verschiebungen zum Nachbarelement transferieren.
Deshalb ist diese Funktion von untergeordneter Bedeutung, so dass
oft auf sie verzichtet werden kann.
In ähnlicher Weise kann man einsehen, dass in drei Dimensionen
nicht nur 27-Knoten-Elemente, sondern auch ein 26-Knoten-Element
und ein 20-Knoten-Element sinnvoll verwendet werden können.
Mit ein wenig Algebra lassen sich die Formfunktionen für all diese Element-
typen konstruieren, indem man die Bedingung ausnutzt, dass die Formfunk-
tionen an den Knoten den Wert 1 oder 0 haben müssen. So ist die Formfunk-
tion eines linearen zweidimensionalen Elementes mit quadratischer Form,
 Der Einfachheit halber sprechen wir hier von linearen Funktionen, wobei gemeint
ist, dass die Abhängigkeit in jeder Koordinatenrichtung linear ist. Genauer müsste
man eigentlich von bilinearen Funktionen sprechen, denn wie man in Bild . b



































































































































d. Formfunktionen des -Knoten-Elements






. Ordnung von Elementen








(1− x)(1− y)u1 + 1
4




(1− x)(1 + y)u3 + 1
4
(1 + x)(1 + y)u4 , (.)
wobei die Knotennummerierung Bild . folgt. Die Formfunktionen für Vier-
Knoten-Elemente mit beliebiger Form lassen sich aus dieser Gleichung durch
eine Koordinatentransformation gewinnen, wie in Abschnitt .. diskutiert
wird. Die Formfunktionen komplizierterer Elemente sehen entsprechend aus;
jedoch werden sie nur selten explizit benötigt.
.. Eigenschaften der Elemente
Welche Eigenschaften kennzeichnen nun die Elemente verschiedener Ord-
nung?
Da die Dehnung über die Ableitung der Verschiebung definiert ist, be-
sitzt die Dehnungsfunktion, die ein Element darstellen kann, jeweils eine
Ordnung weniger als die jeweiligen Formfunktionen. Elemente erster Ord-
nung sind also Elemente konstanter Dehnung und damit auch konstanter
Spannung. Elemente zweiter Ordnung sind entsprechend in der Lage, be-
liebige lineare Dehnungsverläufe wiederzugeben usw. Diese Überlegungen
gelten in einer Dimension. Bei einem zweidimensionalen linearen Element
bleibt bei der Ableitung nach x bzw. y immer noch ein Anteil proportional
zu y bzw. x übrig, da die Formfunktionen ja Produkte aus beiden Koordi-
naten enthalten, siehe Bild .b. Man kann sich jedoch überlegen, dass die
auf diese Weise berechneten, nicht-konstanten Anteile der Dehnung relativ
ungenau sind, so dass die Aussage im Wesentlichen richtig bleibt.
Für alle Problemtypen, bei denen man erwartet, dass die Lösung einen
stetigen und glatten Verlauf hat, sind deshalb Elemente zweiter Ordnung
besser geeignet als Elemente erster Ordnung. Beispiele hierfür sind Proble-
me der Elastizitätstheorie oder Wärmeleitungsprobleme. In einem einfachen
Fall haben wir dies bereits in Abschnitt .. gesehen.
Häufig steht man vor dem Problem, dass die Genauigkeit einer FE-
Simulation erhöht werden soll. Dies kann dadurch geschehen, dass
die Anzahl der Knoten im verwendeten Elementnetz erhöht wird. Ist
ein Elementnetz erster Ordnung gegeben, so lässt sich dieses Netz
auf zwei Arten verfeinern: Jedes Element kann in eine Anzahl kleine-






 Wahl der Elemente
erhöht werden, indem Knoten auf den Elementkanten eingeführt wer-
den. Für Probleme mit mehrfach stetig differenzierbaren Lösungsfunk-
tionen führt die zweite Methode zu einer wesentlich höheren Genauig-
keit als die erste. Prinzipiell könnte man eine solche Verfeinerung im-
mer weitertreiben und Elemente zweiter Ordnung durch solche dritter
oder noch höherer Ordnung ersetzen. Für elastische Probleme ist es
vom Rechenaufwand her tatsächlich effizienter, die Ordnung der Ele-
mente zu erhöhen anstatt das Netz zu verfeinern. Dies findet jedoch
seine Grenzen dadurch, dass die Berechnung der Formfunktionen für
Elemente noch höherer Ordnung entsprechend aufwändiger ist und
dass bei einer komplizierten Geometrie ein feines Netz ohnehin be-
nötigt wird, um die Geometrie abbilden zu können. Elemente mit
höherer als zweiter Ordnung findet man deshalb typischerweise nur in
Forschungs-Programmen, nicht aber in kommerziellen.
Bei vielen Problemen können allerdings Unstetigkeiten in der Spannung oder
der Dehnung auftreten. Derartige Unstetigkeiten gibt es beispielsweise bei
der Verformung ideal-plastischer Materialien. Sie können oft besser durch
Elemente erster Ordnung dargestellt werden, so dass für komplexe plasti-
sche Probleme Elemente erster Ordnung oft besser geeignet sind. Auch bei
Kontaktproblemen (siehe Kapitel ) sind Elemente erster Ordnung oft bes-
ser als solche höherer Ordnung, weil bei Elementen höherer Ordnung die
Verteilung der auf eine Elementkante oder -seite wirkenden Kontaktkraft
auf die Knoten problematisch sein kann.
. Numerische Integration und Integrationspunkte
In Kapitel  haben wir gesehen, dass sich das Integral der virtuellen ArbeitR
V
σ ·· δε dV mit Hilfe der Element-Formfunktionen berechnen lässt. Im
Allgemeinen wird dieses Integral jedoch nicht analytisch gelöst, weil dies
einen zu hohen Rechenaufwand bedeuten würde und für komplexe Materi-
algesetze eventuell auch gar nicht möglich ist. Stattdessen wird das Integral
numerisch berechnet.
Dazu werden innerhalb des Elementes Stützstellen eingeführt, die so ge-
nannten Integrationspunkte. Diese entsprechen nicht den Knoten des Ele-
mentes. Die Dehnung wird dann mit den Formfunktionen an diesen Punkten
berechnet und aus der Materialgleichung wird daraus die Spannung ermit-
telt. Dieses Verfahren ist auch deshalb vorteilhaft, weil bei komplizierten
Materialgesetzen innerhalb des Elementes ja auch Materialparameter ge-
speichert werden müssen, bei einem plastischen Material etwa Daten über
 Mathematisch genauer gesagt, für alle Probleme, denen eine elliptische partielle










Bild .. Näherung eines Integrals mit Hilfe von Stützstellen. Man beachte, dass
die Integrationspunkte nicht äquidistant sein müssen.
die momentane Fließspannung, siehe Abschnitt .. Diese Materialparame-
ter werden nun lokal an den Integrationspunkten gespeichert und auch dort
jeweils aktualisiert, wenn der Materialzustand sich ändert.
Das Integral der virtuellen Arbeit wird durch eine Summe über die Stütz-
stellen p ersetzt:Z
V
σ ·· δεdV →
X
p
σp ·· δεp Vp . (.)
Dabei ist Vp das der jeweiligen Stützstelle zugeordnete Volumen. Das Inte-
gral wird also durch eine Summe über Volumenabschnitte ersetzt. Bild .
veranschaulicht dies in einer Dimension.
Erinnert man sich daran, dass in der Mathematik das Integral als
Grenzwert einer solchen Summe eingeführt wird, so sieht man, dass
dieses Verfahren die naheliegende Art der Diskretisierung ist. Sie ist
genau analog zur Diskretisierung einer Differentiation, bei der ein Dif-
ferentialquotient durch einen Differenzenquotienten ersetzt wird, siehe
Abschnitt ...
.. Vollständige Integration
Wie werden nun die Integrationspunkte gewählt? Die häufigste Wahl ist
das Gauß-Schema, auch vollständige Integration genannt. Hierbei werden
so viele Stützstellen eingeführt, dass die Summe und das Integral für li-
neares Materialverhalten auf einem Element mit quadratischer Form exakt
identisch sind. Bild . zeigt die Lage der Integrationspunkte, die in diesem













Bild .. Lage der Integrationspunkte eines linearen Vier-Knoten-Elementes. Die
Koordinaten der Punkte sind ±1/√3.
Die Bestimmung der Lage und Anzahl der Gaußpunkte funktioniert
dabei so: Unter der Annahme linearen Materialverhaltens kann man
die Spannung über die Dehnung ausdrücken: σ = E ·· ε. Die Deh-
nung ε wird wiederum auf die Knotenverschiebungen zurückgeführt.
Setzt man die Definition der Dehnung ein, so kann man das Inte-
gral über die einzelnen Formfunktionen jeweils exakt ausführen. Es
entsteht ein Ausdruck, der nur noch von den einzelnen Knotenver-
schiebungen abhängt.
Entsprechend verfährt man auch mit der Summe über die Integra-
tionspunkte: Auch hier setzt man die Definition der Dehnung ein und
berechnet die Werte der Formfunktionen an den Stützstellen p.
Fordert man nun die Gleichheit der beiden Ausdrücke für beliebige
Werte der Knotenverschiebungen, so erhält man einen Satz Gleichun-
gen für die Koordinaten der Integrationspunkte, aus dem man die
Lage dieser Punkte bestimmen kann.
Diese Vorgehensweise soll nun am Beispiel eines eindimensionalen
Elementes vorgeführt werden. Für ein Element erster Ordnung ist
die Rechnung einfach, weil die Dehnung als Ableitung der linearen
Verschiebung über dem ganzen Element konstant ist. Deshalb genügt
ein einziger Integrationpunkt für das Element.
Die Formfunktionen eines eindimensionalen Elements zweiter Ord-
nung haben wir bereits im vorigen Abschnitt hergeleitet. Mit ihnen




x(x− 1) + u2(1 + x)(1− x) + u3 1
2
x(1 + x) .















. Numerische Integration und Integrationspunkte
Damit können wir das Integral der virtuellen Arbeit berechnen, wenn
wir lineares Materialverhalten (σ = Eε) annehmen. Es ergibt sichZ 1
−1


















































Dieser Ausdruck soll nun exakt gleich der Energie an den jeweiligen
Integrationspunkten sein, also gleich
P
p ε(p)Eε(p). Auch in diesen




























Wir nehmen nun an, dass die Verwendung von zwei Integrationspunk-
ten ausreicht, um die exakte Gleichheit von Integral und Summe zu
erreichen. Sollte diese Annahme falsch sein, so wird sich dies dadurch
bemerkbar machen, dass wir nicht alle sich ergebenden Gleichungen
zugleich erfüllen können. Aus Symmetriegründen muss bei zwei Inte-
grationspunkten p1 und p2 gelten, dass p1 = −p2. Dies vereinfacht
die Rechnung zusätzlich.
Setzen wir also die beiden Integrationspunkte in die obige Summen-
formel ein, so können wir sie Term für Term mit der Formel verglei-
chen, die wir aus der Integration erhalten haben. Die beiden Formeln
sollen für beliebige Knotenverschiebungen gleich sein, also können wir
aus dem Vergleich der einzelnen Koeffizienten 6 Gleichungen für die
Integrationspunkte erhalten. Aus dem Vergleich der beiden u22-Terme
ergibt sich so
4(p1)
2 + 4(−p1)2 = 8
3








 Wahl der Elemente
Damit haben wir die Lage der beiden Integrationspunkte festgelegt.
Die anderen Gleichungen müssen nun überprüft werden, um zu se-
hen, ob sie ebenfalls erfüllt sind, wenn wir die Integrationspunkte bei
±1/√3 wählen. Dies ist in der Tat der Fall.
Eine allgemeine Rechnung zeigt, dass man in einer Dimension mit
k Gaußpunkten eine Funktion der Ordnung 2k − 1 exakt integrieren
kann.
Die Berechnung der Integrationspunkte für zwei- oder dreidimen-
sionale Elemente funktioniert nach dem gleichen Prinzip. Hier ist die
Rechnung allerdings deutlich aufwändiger, weil die Dehnung nun ein
Tensor ist.
Bei einem mehrdimensionalen Element erster Ordnung ist die Deh-
nung allerdings nicht mehr konstant. Die Formfunktion enthält ja Ter-
me der Art (1− x)(1− y), deren Ableitung nach x bzw. y linear in y
bzw. x ist. Der Ausdruck ε ··E ·· ε ist dann quadratisch in x und y,
und man benötigt entsprechend zwei Gaußpunkte in jeder Richtung,
also insgesamt vier, deren Koordinaten jeweils bei ±1/√3 liegen.
Die Dehnung geht quadratisch in das Integral der virtuellen Ar-
beit ein. In mehr als einer Dimension ist dann der Integrand von
der Ordnung 2k (in einer Dimension, wie eben gezeigt, nur von Ord-
nung 2(k − 1)), so dass man k + 1 Gaußpunkte in jeder Richtung
benötigt.
Für ein lineares Element in 2 Dimensionen mit 4 Knoten benötigt man
zur exakten Integration der Dehnung 4 Gaußpunkte, für ein quadratisches
Element (mit 8 oder 9 Knoten) 9 Gaußpunkte. Als einfache Regel kann
gelten, dass man in jeder Richtung soviele Gaußpunkte benötigt, wie das
Element Knoten auf seinen Kanten hat.
Die Tatsache, dass Spannungen und Dehnungen an den Integrationspunk-
ten berechnet werden, muss bei der Interpretation von FE-Simulationen be-
rücksichtigt werden. Bild . zeigt einen Konturplot der Mises-Spannung
für die Aufhängung aus Abschnitt .. Da das Material ideal-plastisch an-
genommen wurde, kann die Mises-Spannung den Wert der Fließgrenze von
180MPa nicht überschreiten. Trotzdem sind im Konturplot größere Werte
eingezeichnet. Dies liegt daran, dass der Postprozessor versucht, die Span-
nungswerte von den Integrationspunkten zur Oberfläche des Volumens hin
zu extrapolieren. Die dabei berechneten Spannungen sind höher als die Fließ-
grenze. Bei der Interpretation derartiger Konturplots ist also Vorsicht gebo-
ten – für eine quantitative Auswertung ist es notwendig, die Werte direkt
an den Integrationspunkten zu verwenden.
.. Shear locking
Die beschriebene Integrationstechnik mit dem Gauß-Verfahren ist zunächst
die naheliegendste Wahl für eine numerische Integration finiter Elemente.


















Bild .. Konturplot der Mises-Spannung für das Beispielproblem aus Ab-
schnitt .. Die dargestellten Werte der Mises-Spannung überschrei-
ten die Fließgrenze des ideal-plastischen Materials (MPa), weil das
Programm von den Werten an den Integrationspunkten zur Oberfläche
hin extrapoliert. Die Maxima und Minima im Bereich der Einspannung
haben keine physikalische Bedeutung und sind ein reines Artefakt der
Extrapolation.
Die Einschränkung der erlaubten Verschiebungen, die wir mit der Wahl
der Formfunktionen vornehmen, führt dazu, dass eine Finite-Element-Nä-
herungslösung normalerweise eine weniger starke Verschiebung berechnet,
als sie in der realen Struktur vorliegt. Die Elemente besitzen also eine zu
große Steifigkeit. Im Fall einer immer größer werdenden Netzverfeinerung
konvergiert die Lösung zwar schließlich gegen die reale Lösung, aber diese
Konvergenz kann in einigen Fällen sehr langsam sein.
Das Problem der zu großen Steifigkeit tritt insbesondere bei der Untersu-
chung des elastischen Biegeverhaltens auf. Hier kann es zum so genannten
„Shear locking“ kommen, bei dem die Steifigkeit der Elemente viel zu groß
ist. Bild . zeigt ein Beispiel.
Die Ursache für das Shear locking ist einfach zu verstehen, wenn man
sich das Biegeverhalten eines kontinuierlichen rechteckigen Gebiets ansieht.
Unter einer sehr kleinen Biegung sollte das Rechteck sich so verformen,
dass alle Linien oberhalb der neutralen Faser sich verlängern, alle Linien
unterhalb sich verkürzen, siehe Bild .. Die Seitenlinien müssen sich dabei
entsprechend verbiegen. Das Gebiet unterliegt einer reinen Dehnung bzw.






 Wahl der Elemente
Bild .. Finite-Element-Simulation eines elastischen Biegebalkens mit vollstän-
dig integrierten -Knoten-Elementen. Verglichen mit der ebenfalls ein-
gezeichneten Kontinuumslösung reagieren die Elemente wesentlich zu




Bild .. Biegeverhalten eines rechteckigen Gebiets und eines 4-Knoten-Elements
mit vollständiger Integration. Da sich die Seitenlinien des Elementes
nicht biegen können, ändern sich die Winkel zwischen horizontalen und
vertikalen Linien, so dass eine Scheinspannung entsteht.
eine Scherung vor. Letzteres kann man daran erkennen, dass die Winkel zwi-
schen den waagerechten und den senkrechten Linien auch nach der Verfor-
mung rechte Winkel bleiben. Die Biegung eines realen Volumens entspricht
also einer reinen Dehnung.
Betrachten wir nun stattdessen ein 4-Knoten-Element mit vollständiger
Integration. Da die Seiten des Elementes sich nicht krümmen können, ver-
formt sich das Element zu einem Trapez. Horizontale Linien oberhalb der






. Numerische Integration und Integrationspunkte
Bild .. Finite-Element-Simulation eines elastischen Biegebalkens mit reduziert
integrierten -Knoten-Elementen. Verglichen mit der ebenfalls einge-
zeichneten Kontinuumslösung reagieren die Elemente wesentlich zu
weich, die Verformung ist in diesem Beispiel 30% größer als die wah-
re Verformung.
zen sich, so dass wie erwartet eine Dehnung in x-Richtung vorliegt. Aufgrund
der Trapezform ändert sich aber auch die Lage der senkrechten Linien. Ih-
re Länge ändert sich zwar nicht, solange die Verschiebungen klein bleiben,
aber sie schneiden die horizontalen Linien nicht mehr mit einem Winkel von
90◦. Das Element sieht also eine Scherung, die in der realen Struktur nicht
vorhanden ist, und diese zusätzliche Scherung erhöht die Steifigkeit des Ele-
mentes drastisch. Aus diesem Grund spricht man von „Shear locking“ oder
auch von „parasitären Scherspannungen“.
.. Reduzierte Integration
Um das Problem des Shear locking zu umgehen, ist es häufig üblich, die In-
tegrationstechnik zu modifizieren und die so genannte reduzierte Integration
zu verwenden. Bei der reduzierten Integration wird zwar auch das Gauß--
Verfahren verwendet, aber es werden weniger Stützstellen verwendet als für
eine exakte Integration notwendig. Üblicherweise reduziert man die Zahl
der Integrationspunkte in jeder Dimension um eins, verwendet also einen
Integrationspunkt für ein 4-Knoten-Element und 4 Integrationspunkte für
ein 8- oder 9-Knotenelement.
Elemente mit reduzierter Integration leiden nicht unter Shear locking und
sind deshalb bei Biegeproblemen oft vorzuziehen. Sie reagieren meist mit
einer zu starken Verformung, sind also zu weich, siehe Bild .. Ihre Verfor-
mung nähert sich (bei hinreichend feiner Vernetzung) dem korrekten Wert
der Verformung im Allgemeinen von oben an, während Elemente mit voll-
ständiger Integration zu steif reagieren und sich dem Kontinuumsverhalten
meist von unten annähern.
Leider sind Elemente mit reduzierter Integration nicht vollkommen un-
problematisch. Wegen der verringerten Anzahl der Integrationspunkte kann






 Wahl der Elemente
Verformung eines Elements "Hourglassing"
Bild .. Nullmode eines 4-Knoten-Elementes mit reduzierter Integration. Die
gezeigte Verformung ist ohne Energieaufwand möglich, da die resultie-
rende Dehnung in der Elementmitte null ist.
nung an den Integrationspunkten verschwindet. Das Element lässt sich also
verformen, ohne dass hierzu Energie aufgebracht werden müsste. Derartige
Nullmoden treten vor allem bei 4-Knoten-Elementen mit nur einem Integra-
tionspunkt auf. Verwendet man derartige Elemente, so muss dafür gesorgt
werden, dass die Nullmoden des Elementes unterdrückt werden. Bild .
zeigt eine solche Nullmode für ein 4-Knoten-Element und wie sie sich durch
ein Netz aus derartigen Elemente ausbreiten kann. Im Englischen bezeich-
net man diese Moden wegen ihrer Form auch als „hourglass-modes“. Die
Nullmoden sind genau der Grund, warum Elemente mit reduzierter Inte-
gration nicht unter dem Problem des Shear locking leiden: Vergleicht man
Bild . mit Bild ., so erkennt man, dass die Nullmode des 4-Knoten-Ele-
mentes mit reduzierter Integration gerade der Verformung durch Biegung
entspricht. Ein Element mit reduzierter Integration hat also überhaupt kei-
ne Biegesteifigkeit.
Hieraus könnte man zunächst den Schluss ziehen, auch ein solches Ele-
ment eigne sich nicht für die Berechnung von Biegeproblemen. Verwendet
man jedoch mehr als eine Reihe dieser Elemente, so erfordert auch eine rei-
ne Biegung eine Dehnung und Stauchung der Elemente, weil sich hierzu ja
die übereinanderliegenden Elemente entgegengesetzt verformen – Elemente
oberhalb der neutralen Faser werden insgesamt gedehnt, Elemente unter-
halb der neutralen Faser gestaucht.
Das Problem des Shear locking kann alternativ auch dadurch vermieden
werden, dass Elemente höherer Ordnung (eventuell auch mit reduzierter
Integration, um Rechenzeit zu sparen) verwendet werden. Auch die in Ab-
schnitt . diskutierten Elemente mit inkompatiblen Moden besitzen dieses
Problem nicht.
Elemente mit reduzierter Integration bringen einen weiteren Vorteil mit
sich: Da die Zahl der Integrationspunkte deutlich verringert ist, verringert






.  Inkompatible Moden
mit Material-Nichtlinearitäten, bei denen die Lösung der Materialgleichun-
gen einen großen Teil der Rechenzeit verbraucht, können derartige Elemente
eine deutliche Ersparnis erzielen.
.  Inkompatible Moden
Anmerkung: Dieser Abschnitt kann auch übersprungen werden. Darauf weist
das -Symbol hin.
Die so genannten Elemente mit inkompatiblen Moden sind eine weitere
Möglichkeit, das Problem des Shear locking zu umgehen. Sie besitzen zu-
sätzlich zu den Knotenverschiebungen weitere Freiheitsgrade. Die Verschie-
bungsfunktion auf dem Element wird nicht mehr nur durch Interpolation
von den Knoten her bestimmt, sondern zusätzlich durch weitere, interne
Freiheitsgrade. Ähnlich wie bei den Elementen mit reduzierter Integration
haben auch Elemente mit inkompatiblen Moden ein realistischeres Biegever-
halten und sind deshalb manchmal vorteilhaft. Allerdings sind sie aufgrund
der zusätzlichen Freiheitsgrade rechenaufwändiger als die entsprechenden
einfachen Elemente.
An dieser Stelle soll kurz die Idee hinter den Elementen mit inkompati-
blen Moden vorgestellt werden. Normalerweise bestimmen wir die Verschie-
bungsfunktion auf dem Element durch Interpolation der Knotenverschie-
bungen nach Gleichung (.). Wir fügen jetzt weitere Freiheitsgrade hinzu,
die jedoch nur auf diesem Element vorhanden sind, das heißt, wir erweitern








α ist dabei die „zusätzliche Verschiebung“ auf dem Element und Nm ist
die Formfunktion der zusätzlichen Knoten m. Wir können diese zusätzliche
Verschiebung zum Beispiel dadurch einführen, dass wir dem Element weitere
Knoten hinzufügen, die nur zu diesem Element gehören, aber nicht zum
benachbarten Element.
Ein Beispiel in einer Dimension soll die prinzipielle Vorgehensweise ver-
deutlichen: Betrachten wir ein gewöhnliches, lineares 2-Knoten-Element, das
sich von −1 bis +1 erstreckt. Die übliche Interpolation ist dann u(x) =
(1/2)u1(1−x)+(1/2)u2(1+x). Wir fügen jetzt einen weiteren Knoten in der
Elementmitte hinzu, lassen aber die Formfunktionen der beiden Randkno-




u1(1− x) + 1
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 Wahl der Elemente
α ist jetzt der Wert der zusätzlichen Verschiebung am inneren Knoten.
Man beachte, dass die Formfunktionen der Randknoten am inneren Knoten
nicht verschwinden, wie dies üblicherweise der Fall war. Wir haben also kein
quadratisches Element erzeugt, sondern etwas anderes.
Im gezeigten Beispiel verschwindet die zusätzliche Verschiebung auf dem
Rand des Elementes. Dies ist jedoch nicht immer der Fall, insbesondere
in mehreren Dimensionen. Man gibt dann die Stetigkeit der Verschiebung
zwischen den Elementen auf, weil die Verschiebung um die internen Frei-
heitsgrade erweitert wird, die auf benachbarten Elementen nicht gleich sein
müssen. Aus diesem Grund werden diese Elemente auch inkompatibel ge-
nannt.
Verwendet man derartige Elemente, so muss sichergestellt sein, dass die
Inkompatibilität der Elemente nicht zu Problemen bei der Lösung der Fi-
nite-Element-Gleichung führt. Insbesondere ist nicht mehr ohne weiteres
sichergestellt, dass die Lösung bei zunehmender Netzverfeinerung gegen die
Kontinuumslösung konvergiert. Verwendet man kommerzielle Finite-Ele-
ment-Software, so ist dies allerdings kein Problem, da die dort zur Verfü-
gung gestellten Elemente daraufhin überprüft wurden, dass sie ein korrektes
Lösungsverhalten zeigen.
Ein Nachteil der Elemente mit inkompatiblen Moden besteht darin, dass
sie das „Shear locking“ nur dann effizient vermeiden, wenn sie nicht ver-
zerrt sind. In zwei Dimensionen sollten also möglichst rechteckige, in drei
Dimensionen möglichst quaderförmige Elemente verwendet werden. Je stär-
ker die Innenwinkel vom Idealwert 90◦ abweichen, desto schlechter wird das
Lösungsverhalten dieser Elemente.
.  Hybrid-Elemente
Die bisher diskutierten Elementtypen sind auch problematisch, wenn ein
Material inkompressibel ist, also eine Querkontraktionszahl ν von 0,5 hat. In
diesem Fall ist das Volumen jedes Elements konstant. Gewöhnliche Elemente
reagieren in diesem Fall zu steif. Man bezeichnet dies, analog zum Shear
locking, auch als „Volumetric locking“.
Um dies zu verstehen, betrachten wir ein quadratisches -Knoten-Ele-
ment, das an drei der vier Knoten festgehalten wird [Dhondt (2004)]. Da
das Volumen des Elements konstant bleiben muss, kann sich der vierte Kno-
ten nur entlang einer Linie bewegen. Verwendet man Elemente mit vollstän-
diger Integration, so ändert sich jedoch bei dieser Bewegung das Volumen,
das den einzelnen Integrationspunkten zugeordnet wird. Da dies wegen der
Inkompressibilität nicht zulässig ist, kann sich das Element überhaupt nicht






.  Die erweiterte Finite-Element-Methode (XFEM)
Dass eine Simulation mit Volumenkonstanz problematisch ist, lässt sich
auch so verstehen: Der Zustand des Materials ist nicht eindeutig bestimmt,
selbst wenn wir alle Verschiebungen kennen. Wir können nämlich beliebige
hydrostatische Drücke hinzufügen, ohne dass sich die Verschiebungen än-
dern, da das Material ja vollständig inkompressibel ist. Um dies zu tun,
wird die hydrostatische Spannung als unabhängige Variable auf dem Ele-
ment eingeführt. Derartige Elemente, in denen Komponenten der Spannung
als unabhängige Variablen verwendet werden, bezeichnet man als Hybrid-
Elemente.
Man kann nun einwenden, dass dieses Materialverhalten unrealistisch ist,
da ein absolut inkompressibles Material nicht existiert. Die gleiche Proble-
matik tritt jedoch auch auf, wenn das Material nur nahezu inkompressibel
ist, also etwa ν = 0,499 999 gilt. In diesem Fall ist das Problem mathema-
tisch immer noch wohldefiniert, aber eine winzige Änderung der Verschie-
bung hätte eine immense Änderung des Druckes zur Folge. Das Problem
ist dann numerisch nicht mehr handhabbar, weil sehr kleine Fehler in den
Verschiebungen zu gewaltigen Druckänderungen führen würden.
Auf die genaue Formulierung der hybriden Elemente soll hier nicht ein-
gegangen werden. Für die Praxis genügt es zu wissen, dass Spannungen
(beispielsweise der Druck) als zusätzliche, unabhängige Variable eingeführt
werden, die über das Materialgesetz mit den Verschiebungen verknüpft sind.
Ist das Material nur nahezu inkompressibel, so lässt sich das Volumetric
locking auch umgehen, wenn der Druck nicht an jedem Integrationspunkt,
sondern über das Element gemittelt ausgewertet wird. Elemente mit redu-
zierter Integration neigen deshalb weniger zum Volumetric locking, aber
auch sie reagieren oft zu steif bei inkompressibler Verformung. In einigen
Fällen, beispielsweise bei plastischer Verformung, die ja auch volumenerhal-
tend ist, kann man auch Elemente verwenden, die für die Berechnung des
Element-Volumens die reduzierte Integration verwenden, ansonsten aber die
vollständige Integration. Man spricht in diesem Fall von selektiv reduzierter
Integration („selectively reduced integration“).
Tabelle . gibt einen Überblick über die diskutierten Elementtypen und
ihre wichtigsten Eigenschaften. Die Entwicklung neuer Elementtypen mit
besseren Eigenschaften, die die beschriebenen Locking-Probleme vermeiden,
ist immer noch ein Gegenstand aktiver Forschung [Reese (2007)].
.  Die erweiterte Finite-Element-Methode
(XFEM)
Bisher haben wir als Formfunktionen einfache Polynome verwendet. Damit































































































































































































































































































.  Die erweiterte Finite-Element-Methode (XFEM)
In einigen Fällen hat die Verschiebungsfunktion aber einen Verlauf, der
sich durch Polynome nicht gut annähern lässt. Ein Beispiel hierfür ist die
Verschiebung in der Nähe einer Rissspitze.
Nehmen wir an, wir wüssten, dass die Verschiebung einen Anteil besitzt,
der durch eine Funktion ψ(x) beschrieben werden kann. Dann können wir,
zusätzlich zu den Verschiebungen an den Knoten, weitere Freiheitsgrade an
an den Knoten einführen. Wir erweitern die Darstellung der Verschiebung











Dabei bezeichnet I die Menge aller Knoten, I∗ die Menge aller Knoten,
an denen wir die Funktion ψ exakt berücksichtigen wollen, und N∗n einen
Satz von Formfunktionen. Hierfür verwendet man dieselben Formfunktio-
nen wie bei der gewöhnlichen Finite-Element-Methode, es ist aber zulässig,
die Nn und die N∗n unterschiedlich zu wählen, beispielsweise quadratisch
und linear. Der zweite Summand in Gleichung (.) wird als Anreicherungs-
term bezeichnet. Da die gewöhnliche Berechnung der Verschiebung um einen
zusätzlichen Term erweitert wird, spricht man von der erweiterten Finite-
Element-Methode (englisch „extended finite element method“, kurz XFEM).
Man kann leicht zeigen, dass die Funktion ψ auf diese Weise in allen Be-
reichen exakt durch u wiedergegeben werden kann, in denen die N∗n definiert
sind.
Häufig verwendet man die XFEM, um Systeme zu beschreiben, in denen
eine Diskontinuität vorliegt, also beispielsweise ein Riss oder eine Grenze
zwischen zwei Materialien. Bei der üblichen Finite-Element-Methode muss
man in diesem Fall das Netz an die Diskontinuität anpassen, so dass diese
genau auf den Elementkanten liegt (siehe auch Abschnitt .). Verwendet
man dagegen die erweiterte Finite-Element-Methode, so kann man für ψ
beispielsweise ein Sprungfunktion oder eine Funktion mit einem Knick ver-
wenden, so dass der Riss oder die Grenzfläche durch ein Element hindurch-
laufen können. Bild . zeigte in Beispiel für eine Simulation mit einer
Grenzfläche, die durch die Elemente hindurchläuft.
 Diese Gleichung ähnelt in ihrer Form Gleichung (.) für die Elemente mit inkom-
patiblen Moden. Anders als dort sind die zusätzlichen Formfunktionen hier aber
nicht nur auf jeweils ein Element beschränkt; es liegt also keine Inkompatibilität
zwischen benachbarten Elementen vor.
 Die Sprungfunktion ist definiert als
θ(x) =
(
0 für x ≤ 0







 Wahl der Elemente
Bild .. Beispiel einer XFEM-Simulation: Dargestellt ist die Spannung σ22 in
der Umgebung einer würfelförmigen Ausscheidung. Man erkennt, dass
die Spannung an der Grenzfläche einen Sprung besitzt, obwohl diese
innerhalb der Elemente verläuft.
. Zweidimensionale Volumenelemente
Strenggenommen müsste jede Simulation eines realen Materials dreidimen-
sional sein. Oft kann man ein Problem jedoch in seiner Dimension reduzie-
ren, weil die Lösung eine gewisse Symmetrie besitzt, die bereits von vornher-
ein bekannt ist. In solchen Fällen kann man sich mit einer quasi-zweidimen-
sionalen Berechnung begnügen, die eine bedeutende Rechenzeitersparnis ge-
genüber einer dreidimensionalen Simulation bietet. Um dieser Möglichkeit
Rechnung zu tragen, gibt es spezielle Elemente, deren Formulierung der
jeweiligen Symmetrie angepasst ist.
.. Ebener Spannungszustand
Der einfachste Fall einer solchen Symmetrieüberlegung ist der des ebenen
Spannungszustandes. Ist die betrachtete Struktur in der z-Richtung frei und
ist außerdem ihre Ausdehnung in dieser Richtung klein gegen ihre Ausdeh-
nung in den anderen Raumrichtungen, so kann man annehmen, dass sich
ein ebener Spannungszustand ausbilden wird. Dies bedeutet, dass alle Span-







also nur noch drei unabhängige Komponenten, nämlich σxx, σyy und σxy.
Man beachte, dass hieraus nicht folgt, dass es in z-Richtung keine Ver-
schiebung gibt: Aufgrund der Querkontraktion des Materials bei elastischer
und der Volumenkonstanz bei plastischer Verformung wird sich dieses in
z-Richtung verformen, allerdings so, dass die resultierende Spannung ver-
schwindet. Die Verformung in z-Richtung ist also keine unabhängige Varia-
ble des Problems, weil ihr Wert aus der Bedingung der ebenen Spannung
abgeleitet werden kann.
Ebene Spannungselemente tragen dieser Abhängigkeit Rechnung: Es han-
delt sich bei ihnen um zweidimensionale Elemente, bei denen nur die Ver-
schiebungen in der Ebene als Freiheitsgrade berechnet werden.
Ebene Spannungselemente sind nicht als unendlich dünne Elemente an-
zusehen. In der Beschreibung der Geometrie muss der Benutzer dieser Ele-
mente deren Dicke vorgeben, damit die Querkontraktion korrekt berechnet
werden kann.
.. Ebener Dehnungszustand
Dieser Zustand ist ähnlich dem der ebenen Spannung. Hier ist es jedoch so,
dass das Material in z-Richtung keine Dehnung erfahren kann. Dies ist zum
Beispiel der Fall, wenn das Material in dieser Richtung vollständig einge-
spannt ist, aber auch häufig, wenn man ein in einer Richtung ausgedehntes
Bauteil betrachtet.
Einfache ebene Dehnungselemente haben ebenfalls nur zwei unabhängi-
ge Verschiebungsfreiheitsgrade, nämlich die in der betrachteten Ebene. Die
Verschiebung in z-Richtung ist bei ebener Dehnung null.
Aufgrund der Querkontraktion bedeutet das Vorliegen ebener Dehnung
nicht, dass alle Spannungen in dieser Richtung verschwinden.
Einige FE-Programme verfügen auch über so genannte verallgemeinerte
ebene Dehnungselemente. Hierbei wird das gesamte Material immer noch als
zwischen zwei ebenen Platten eingespannt betrachtet, diese Platten können
sich jedoch als ganzes in z-Richtung bewegen. Die Dicke des Materials kann
sich also ändern, aber nur an allen Punkten des Materials um den gleichen
Betrag.
.. Axialsymmetrische Elemente
Die dritte wichtige Klasse von Symmetrien ist die der Axial- oder Zylin-
dersymmetrie. Hierbei wird angenommen, dass die betrachtete Struktur zy-
lindersymmetrisch ist und dies auch während der gesamten Belastungsge-
schichte des Materials bleibt. Ein Zugversuch an einer zylindrischen Probe






 Wahl der Elemente
Bei einfachen axialsymmetrischen Elementen gibt es ebenfalls nur zwei
Freiheitsgrade, nämlich die Verschiebung in axialer und in radialer Richtung.
Eine Dehnung in radialer Richtung hat jetzt eine entsprechende Dehnung
in Umfangsrichtung zur Folge, weil sich mit dem Radius eines Volumenele-
mentes nun auch sein Umfang ändert. Im Fall der Zylindersymmetrie ist
also weder die Spannung noch die Dehnung in Umfangsrichtung null, ihr
Wert lässt sich aber nach wie vor aus den Verschiebungen in Axial- und
Radialrichtung ableiten.
Verallgemeinerte zylindersymmetrische Elemente verfügen zusätzlich über
einen Torsionsfreiheitsgrad: Eine Torsion des Materials wird erlaubt, es wird
jedoch vorgeschrieben, dass der Wert dieser Torsion nicht von der Winkel-
koordinate abhängt.
. Stäbe, Balken, Membranen, und Schalen
Eine weitere Möglichkeit, die Simulation von realen Strukturen zu vereinfa-
chen, liegt dann vor, wenn die betrachteten Strukturen in einer oder zwei
Dimensionen eine sehr geringe Ausdehnung besitzen, ohne dass sie in ihrer
Bewegung gleich auf die entsprechende Ebene reduziert sind. Ist die Struk-
tur im Wesentlichen eindimensional, so kann sie mit Hilfe von Balken oder
Stäben simuliert werden, ist sie im Wesentlichen zweidimensional, so eignen
sich Schalen oder Membranen. Wegen der großen praktischen Bedeutung
dieser Vereinfachungen gibt es eine Vielzahl von Elementformulierungen für
derartige Strukturen. In diesem Abschnitt sollen nur die wichtigsten Typen
kurz vorgestellt werden. Eine ausführliche Diskussion der einzelnen Typen
sollte sich in den Handbüchern der jeweils verwendeten FE-Software finden.
.. Stäbe
Ein Stab ist eine eindimensionale Struktur, die sich auch tatsächlich nur in
ihrer Längsrichtung verformen kann. Ein Stab kann also nur gedehnt oder
gestaucht, aber nicht gebogen oder tordiert werden. Stabelemente haben al-
so keine Torsionsfreiheitsgrade an ihren Knoten. Trotz dieser Einschränkung
sind Stabelemente von großer Bedeutung, weil sich aus ihnen Fachwerkstruk-
turen aufbauen lassen.
Die Formfunktionen eines linearen oder quadratischen Stab-Elementes
haben wir bereits im Abschnitt .. hergeleitet. Da die Elemente eindimen-
sional sind, kann die Dehnung direkt über das Längenverhältnis berechnet








Im Gegensatz zu Stäben können Balken auch in Biegung und Torsion be-
lastet werden. Ein Balken ist dadurch definiert, dass alle Lösungsvariablen
nur von der Koordinate entlang des Balkens abhängig sind, jedoch nicht von
den beiden Koordinaten senkrecht hierzu.
Die genaue Formulierung des Balkenverhaltens hängt von der zugrunde
liegenden Theorie ab: Die Euler-Bernoulli-Theorie geht beispielsweise davon
aus, dass alle Querschnittsflächen, die anfänglich senkrecht zur Balkenachse
sind, ihre Form während der Belastung beibehalten und sich nur senkrecht
zur Balkenachse gegeneinander verschieben können. Komplizierte Theorien,
wie die von Timoshenko, sind insbesondere dann von Bedeutung, wenn die
betrachteten Balken nicht sehr schlank sind.
.. Membranen
Membranen sind gewissermaßen das zweidimensionale Äquivalent zu den
Stäben. Eine Membran ist gekennzeichnet durch eine – beliebig geformte
– Ebene im Raum. Die Membran kann Kräfte nur innerhalb dieser Ebene
übertragen, sie hat jedoch keine Steifigkeit gegenüber Biegung oder Sche-
rung in senkrechter Richtung. Entsprechend ist die Spannung senkrecht zur
Membranebene immer null. Anders als ein ebenes Spannungselement ist
ein Membranelement in seiner Bewegung jedoch nicht auf eine Ebene be-
schränkt; die Membran kann sich beliebig im Raum verformen.
.. Schalen
Schalen sind ebenfalls im Wesentlichen zweidimensionale Strukturen. Im
Gegensatz zu Membranen besitzen sie jedoch eine Steifigkeit in senkrechter
Richtung. Ebenso wie die Balkentheorie ist auch die Theorie der Schalen
sehr komplex und erlaubt verschiedene Stufen der Vereinfachung. Wegen
dieser großen Vielfalt und Komplexität soll hier auf Schalenelemente nicht
näher eingegangen werden.
. Elementformen
Bisher haben wir nur Elemente behandelt, die eine regelmäßige Form be-
saßen, also quadratisch oder würfelförmig waren. In der Praxis muss man
aber oft auch verzerrte Elemente verwenden, also die Quadrate zu Rechte-
cken, Parallelogrammen, Trapezen oder allgemeinen Vierecken verformen,
zum einen, weil die zu vernetzende Struktur eine komplexe Form hat, zum






 Wahl der Elemente
x ξ
Bild .. Abbildung zwischen einem beliebig geformten 4-Knoten-Element und
dem zugehörigen „Master“-Element.
beibehalten können. Wir wollen uns nun kurz Gedanken machen, wie der-
artige Elemente zu behandeln sind.
Darüberhinaus werden auch häufig Dreiecks-Elemente in zwei und Tetra-
eder-Elemente in drei Dimensionen verwendet. Mit diesen wollen wir uns
anschließend kurz befassen.
.. Verzerrte Elemente
Prinzipiell ist die Vorgehensweise bei der Beschreibung eines verformten Ele-
mentes einfach: Wir suchen eine Abbildung, die das verzerrte Element auf
ein entsprechendes „Master“-Element abbildet, das eine regelmäßige Form
hat, siehe Bild .. Bezeichnen wir die Koordinaten auf dem „Master“-
Element mit ξ und die Koordinaten des verformten Elementes mit x, so
benötigen wir also eine Abbildung x = x(ξ). Diese Abbildung zu berech-
nen, ist mathematisch nicht besonders kompliziert, die Umkehrung dieser
Abbildung ist jedoch im Allgemeinen nicht so leicht zu erhalten.
Um die Funktion x(ξ) zu berechnen, werden häufig isoparametrische Ele-
mente verwendet. Ein isoparametrisches Element ist eines, bei dem die Ele-





xnNn(ξ, η) . (.)
Diese naheliegende Wahl hat den Vorteil, dass sich Bewegungen des Elemen-
tes als starrer Körper exakt darstellen lassen, was eine notwendige Bedin-
gung für die Konvergenz des FE-Verfahrens gegen die Kontinuumslösung
ist, wenn man das Elementnetz verfeinert.
Generell gilt, dass regelmäßig geformte Elemente den unregelmäßig ge-
formten vorzuziehen sind. Dies liegt daran, dass wir für die Berechnung
der Dehnungen die Ableitung der Formfunktionen benötigen, deren Berech-













Bild .. Beispiel „verbotener“ Elemente mit überkreuzter Form oder Innenwin-
kel größer als 180◦.
Wir wollen uns dies noch etwas genauer ansehen: Die Dehnungen auf
dem Element erhalten wir als Ableitung der Verschiebungen. Diese Ab-
leitung muss zunächst nach der „wahren“ Ortskoordinate ausgeführt













wobei wir die Jacobi-Matrix J der Abbildung x(ξ) eingeführt haben.
Diese können wir berechnen und dann invertieren, so dass wir partielle







Bei der Berechnung von Volumenintegralen muss zusätzlich berück-
sichtigt werden, dass sich das Volumen des Elementes bei der Abbil-
dung ändern kann. Es muss ein entsprechender Korrekturfaktor detJ
hinzugefügt werden.
Da die Berechnung von Integralen numerisch an den Integrations-
punkten durchgeführt wird, wird auch die Jacobi-Matrix nur an die-
sen Punkten ausgewertet. Es können deshalb numerische Probleme
auftreten, wenn die Jacobi-Matrix über dem Element stark schwankt,
so dass die Berechnung an den Integrationspunkten den wahren Wert
des Integrals nicht mehr korrekt widerspiegelt. Dies ist um so stärker
der Fall, je verzerrter das Element ist. Dies erklärt die Bedingung,
dass die Elemente nicht zu stark verzerrt sein sollen.
Ein noch ernsthafteres Problem ergibt sich, wenn die Jacobi-Ma-
trix nicht mehr invertierbar ist. Dies ist zum Beispiel der Fall, wenn
ein Element eine „überkreuzte Form“ hat wie in Bild . oder wenn
einer der Innenwinkel größer ist als 180◦. In solchen Fällen kann ei-
ne Berechnung nicht mehr durchgeführt werden, und das verwendete







 Wahl der Elemente
.. Dreiecks- und Tetraeder-Elemente
Es ist oft nicht ohne weiteres möglich, komplizierte Geometrien mit Vier-
ecks- oder Hexaeder-Elementen (also verzerrten Quadern) zu vernetzen, so
dass Dreiecks- oder Tetraeder-Elemente verwendet werden müssen, siehe
Abschnitt ..
Prinzipiell werden Dreiecks-Elemente genauso definiert wie Vierecks-Ele-
mente. Auch hier erhalten wir die Formfunktionen auf dem Element, indem
wir Funktionen suchen, die an einem Knoten gleich 1 und an allen anderen
gleich 0 sind, siehe Bild . auf Seite . Ebenso wie bei den Vierecks-
Elementen können wir auch hier Funktionen zweiter Ordnung verwenden,
indem wir Knoten auf der Mitte der Elementkanten einführen. Entsprechen-
des gilt auch in drei Dimensionen für Tetraeder-Elemente.
Generell kann gesagt werden, dass Vierecks-Elemente Dreiecks-Elemen-
ten vorzuziehen sind, da sie ein besseres Lösungsverhalten besitzen. Drei-
ecks-Elemente haben meist eine deutlich zu hohe Steifigkeit, und lineare
Dreiecks-Elemente leiden in besonderem Maße an den oben erläuterten Pro-
blemen des „Shear locking“. Sie sind deshalb besonders in Regionen mit
hohen Spannungen ungünstig.
Dies gilt allerdings nur, solange die Vierecks-Elemente eine möglichst
rechteckige Form besitzen, wie wir bereits im vorigen Abschnitt gesehen ha-
ben. Falls eine Geometrie es erfordern würde, dass die verwendeten Vierecks-
Elemente sehr stark von der Rechteck-Form abweichen, so kann es besser
sein, Dreiecks-Elemente zu verwenden. Generell gilt, dass Vierecks-Elemente
möglichst Innenwinkel zwischen 45◦ und 135◦ besitzen sollten. Das gleiche
gilt entsprechend auch in drei Dimensionen.
Solange man also die Wahl hat, sind Vierecks-Elemente (und entspre-
chend Hexaeder in drei Dimensionen) günstiger und es lohnt sich oft, zu-
sätzlichen Aufwand zu treiben, um die vorliegende Geometrie mit diesen
Elementen zu vernetzen. Dreiecks- oder Tetraeder-Elemente können dabei
in unkritischen Regionen verwendet werden, um die Geometrie vollständig
zu vernetzen. Oft hat man jedoch keine andere Wahl, als die ungünstige-
ren Dreiecks- oder Tetraeder-Elemente zu benutzen, weil ein Präprozessor
sehr komplexe Geometrien nur mit diesen vernetzen kann. In diesem Fall
ist darauf zu achten, dass die Netzfeinheit sehr hoch gewählt wird, damit
die auftretenden Spannungen gut aufgelöst werden können. Bei elastischen









Die Frage der Netzgenerierung ist für den Erfolg einer FE-Simulation von
entscheidender Bedeutung: Da die berechnete Lösungsfunktion auf den Ele-
menten immer linear oder quadratisch ist, die wahre Lösung aber eine sehr
komplizierte Form haben kann, kann eine gute Näherung der wahren Lösung
nur erzielt werden, wenn die Elemente hinreichend klein sind. Eine zu gro-
be Modellierung kann die wahren Verhältnisse nicht wiedergeben. Auf der
anderen Seite ist eine zu feine Modellierung nicht wünschenswert, weil sie
eine Verschwendung von Rechenzeit bedeutet. In diesem Abschnitt wollen
wir die wichtigsten Aspekte der Netzgenerierung diskutieren.
Moderne Finite-Elemente-Software verfügt über leistungsfähige Präpro-
zessoren, die die Netzgenerierung stark vereinfachen. Meist geht man dabei
so vor, dass zunächst die Geometrie der zu modellierenden Struktur definiert
wird, ohne sich bereits auf ihre Zerlegung in Elemente festzulegen.
Zur Erzeugung der Geometrie gibt es zwei verschiedene Ansätze, die „bot-
tom-up“ und „top-down“ genannt werden. Beim „bottom-up“-Ansatz wird
die Struktur aufgebaut, indem zunächst charakteristische Punkte generiert
werden. Diese werden dann mit – evtl. gekrümmten – Linien verbunden,
die dann als Begrenzungslinien für Flächen dienen, aus denen man dann
schließlich eine dreidimensionale Struktur aufbaut. Man sieht schon an die-
ser Beschreibung, dass dieser Ansatz relativ aufwändig sein kann. Auf der
anderen Seite hat er den Vorteil, dass eine solche Zerlegung immer gemacht
werden kann, egal wie kompliziert die Struktur ist.
Beim „top-down“-Zugang geht man umgekehrt vor: Man generiert einfa-
che geometrische Körper, die dann miteinander geschnitten (das heißt von-
einander subtrahiert) oder in anderer Weise verknüpft werden können. Die
Aufhängung aus Bild . ließe sich Beispielsweise durch Verknüpfen eines
Quaders und eines Halb-Zylinders erstellen, die dann mit einem Vollzylinder
geschnitten werden, wobei die Öffnung für den Bolzen generiert wird.
In vielen Fällen besitzen FE-Programme auch eine Schnittstelle zu CAD-
Programmen, so dass eine mit einem CAD-Programm erzeugte Geometrie
direkt übernommen werden kann.
Möchte man verschiedene, geometrisch ähnliche Strukturen modellieren,
so ist es oft sinnvoll, die Geometrie zu parametrisieren, d. h., sie nicht für
ganz bestimmte Abmessungen zu erzeugen, sondern allgemein vorzugeben,
wie die Geometrie von bestimmten Geometrieparametern bestimmt wird.
Wir können uns beispielsweise vorstellen, dass wir die Aufhängung aus
Bild . so parametrisieren, dass ihre Dicke und ihre Höhe variabel sind,
da wir herausfinden wollen, wie groß wir diese beiden Parameter machen






 Wahl der Elemente
würden dann mehrere Aufhängungen mit verschiedenen Abmessungen ge-
nerieren und für jede von ihnen eine FE-Simulation durchführen.
Hat man nun die Geometrie generiert, so gilt es, die Vernetzung zu er-
zeugen. Generell gilt, dass die Elemente genügend klein sein müssen, um
auftretende hohe Gradienten in der Lösung darstellen zu können. Verwen-
det man lineare Elemente, so ist die Verschiebungsfunktion stückweise stetig
differenzierbar. Die Spannung ist dann auf den Elementen jeweils konstant
und macht einen Sprung an den Elementgrenzen. Liegen also hohe Span-
nungsgradienten vor, so muss die Vernetzung hinreichend fein sein, um diese
mit lauter stückweise konstanten Funktionen auflösen zu können. In solchen
Fällen ist es dann vielleicht auch angebracht, quadratische Elemente statt
linearer zu verwenden, wie bereits in Abschnitt .. diskutiert wurde.
Hat man sich ein Bild von der notwendigen Elementdichte innerhalb der
Struktur gemacht, so kann man nun die eigentliche Vernetzung vornehmen.
Es existieren automatische Netzgenerierer, die jede beliebige Struktur ver-
netzen können. Bild . zeigt die Vernetzung einer komplexen Struktur
mit reinen Dreiecks-Elementen sowie mit einem Netz aus Dreiecks- und
Vierecks-Elementen. Derartige automatisch generierte Vernetzungen kom-
plizierter Geometrien verwenden im Allgemeinen Dreiecks- bzw. in drei Di-
mensionen Tetraeder-Elemente, da eine automatische Vernetzung nur mit
Vierecks- oder Hexaeder-Elementen nicht möglich ist.
Da solche Elemente jedoch ein schlechteres Modellierungsverhalten als
Vierecks- oder Quader-Elemente haben, ist es in vielen Fällen sinnvoller,
das Netz nicht vollkommen automatisch generieren zu lassen, sondern sich
selbst am Netzdesign zu beteiligen. Ein besonders günstiger Fall liegt vor,
wenn die betrachtete Struktur – in zwei Dimensionen – als ein verformtes
Viereck angesehen werden kann. In diesem Fall ist es immer möglich, die
Struktur vollständig mit einem Netz aus Vierecks-Elementen zu überziehen.
(In drei Dimensionen gilt entsprechendes.)
Um dies zu erreichen, setzt man auf zwei der vier Berandungslinien so
genannte „Keime“ (engl.: seeds), von denen die Netzlinien ausgehen sollen.
Bild . zeigt ein Beispiel für ein solches Netz.
Ein Vernetzungsprinzip für derartige viereckige Bereiche beruht auf
einer Analogie aus der Physik: Stellt man sich die berandenden Linien
als Metallplatten vor, von denen zwei gegenüberliegende eine Potenti-
aldifferenz haben, so bilden sich Feld- und Äquipotentiallinien in dem
betrachteten Volumen aus, die senkrecht aufeinander stehen und des-
halb gut geeignet sind, um als Grundlage für die Elementdefinition zu















Bild .. Beispiel einer Vernetzung mit einem automatischen Netzgenerator (er-
zeugt mit dem Programm ArgusMesh, mit freundlicher Genehmigung
der Argus Holdings Ltd.). Die oben dargestellte Vernetzung verwendet
ausschließlich Dreiecks-Elemente, die unten dargestellte mischt Drei-
ecks- und Vierecks-Elemente.
a. Setzen der „Keime“ b. Endgültige Vernet-
zung
Bild .. Netzgenerierung mit Hilfe von „Keimen“ auf einem Gebiet, das durch






 Wahl der Elemente
Bild .. Geometrische Methode zur Netzverfeinerung in einer oder zwei Rich-
tungen.
Diese Gleichung muss nun für die Äquipotentiallinien und für die Feld-
linien gelöst werden. Hierzu muss die Gleichung invertiert werden, da
wir ja die Werte der Äquipotentiallinien vorgeben und den zugehöri-
gen Ort suchen wollen. Löst man die entstehende Gleichung, so erhält
man daraus ein Netz von Linien, das dann zur FE-Netzgenerierung
verwendet wird, d. h., jede Linie, die in einem der Keime endet, wird
zur Knotenlinie innerhalb des Netzes.
Diese Methode funktioniert oft sehr gut, lediglich bei stark vor-
springenden Ecken innerhalb des Gebietes liegen die Netzlinien oft
dichter als erwünscht. Durch einige Tricks, z. B. Hinzufügen von „Quell-
termen“ (die wie zusätzliche elektrische Ladungen wirken) kann man
derartige Probleme jedoch umgehen [Thompson (1999)].
Treten nur in einigen Bereichen des simulierten Volumens hohe Gradienten
auf, so ist es sinnvoll, die Netzdichte hier lokal zu erhöhen, d. h. das Netz
zu verfeinern, in anderen Bereichen aber ein gröberes Netz zu verwenden,
um Rechenzeit zu sparen. Hierzu gibt es eine einfache Möglichkeit, indem
Trapez-Elemente verwendet werden, siehe Bild ..
Welche Kriterien muss eine Vernetzung erfüllen, um angemessen zu sein?
Diese Frage lässt sich nicht absolut beantworten, sondern hängt von der ge-
nauen Problemstellung ab. Generell gilt für die Beurteilung des verwendeten
Netzes das „Ästhetik-Kriterium“: Ein Netz, das „gut aussieht“, ist meist auch
ein gutes Netz.
Einige allgemeine Kriterien über Vernetzungen lassen sich dennoch auf-
stellen:
• Netze mit viereckigen bzw. quaderförmigen Elementen sind besser als
solche mit dreieckigen bzw. tetraederförmigen. Da automatische Ver-
netzer aber oft Dreiecks- und Tetraeder-Elemente benötigen, lässt sich
diese Forderung nicht immer erfüllen. In solchen Fällen ist die be-
rechnete Lösung in Bereichen hoher Gradienten besonders genau zu
überprüfen.
• Elemente sollten möglichst regelmäßig geformt sein. Vierecks-Elemen-







Bild .. Beispiel einer inkorrekten Vernetzung: Ein Vier-Knoten-Element
grenzt an zwei Vier-Knoten-Elemente. Der mit ◦ gekennzeichnete Kno-
ten ist „frei“, weil das Element links an dieser Stelle keinen Knoten
besitzt. Abhilfe ist dadurch zu schaffen, dass man die Bewegung des
freien Knotens über eine Zwangsbedingung festlegt.
bei 90◦ liegen, Dreiecks-Elemente, wenn sie möglichst gleichwinklig
sind, siehe Abschnitt ..
• Netze sollten möglichst gleichmäßig sein, d. h., die Größe der Elemen-
te sollte lokal nicht zu stark variieren. Ist eine Netzverfeinerung erfor-
derlich, so sollte diese möglichst graduell vorgenommen werden. Als
Faustregel kann gelten, dass die Flächen benachbarter Elemente glei-
cher Art sich um höchstens einen Faktor 2 unterscheiden sollten.
• Bei der Netzgenerierung ist darauf zu achten, dass keine Knoten „frei“
bleiben, also nur zu einem Element gehören. Einen solchen Fall zeigt
Bild .. Hier ist der markierte Knoten ein Freiheitsgrad der beiden
rechten Elemente, der entsprechende Punkt auf dem linken Element
ist aber durch die Elementfunktion schon festgelegt. Derartige Net-
ze können zu Scheinspannungen führen, die die Lösung vollkommen
untauglich machen.
Endgültig kann eine Vernetzung erst nach Abschluss der Rechnung über-
prüft werden. Treten hohe Gradienten in der Lösungsfunktion auf, so sollte
das Netz in diesem Bereich fein genug sein, um diese auch wiedergeben zu
können. Im Zweifelsfall sollte die Rechnung mit einem neuen Netz wieder-
holt werden, dass an kritischen Stellen verfeinert wurde. Ein Vergleich der












. Was sind Nichtlinearitäten?
In Kapitel  haben wir gesehen, dass sich die Grundgleichung der Finite-Ele-
ment-Methode als Kräftegleichgewicht zwischen innerer und äußerer Kraft
eines Systems schreiben lässt. Dabei wurde gesagt, dass die inneren Kräfte
in vielen Fällen nichtlinear von den Verschiebungen abhängen.
Eine skalare Funktion f(u) heißt linear, wenn sie die Bedingung
f(αu+ βv) = αf(u) + βf(v) (.)
erfüllt, d. h., wenn Addition und skalare Multiplikation mit der Funktionsbil-
dung vertauscht werden dürfen. Für eine vektor- oder tensorwertige Funk-
tion verallgemeinert sich die Definition entsprechend. Im Fall des rein elas-
tischen Materialverhaltens mit kleinen Dehnungen ist der Zusammenhang
zwischen Spannung und Dehnung linear. Für einfache Konstruktionsauf-
gaben genügt die Verwendung einer solchen, einfachen Beziehung; häufig
interessiert man sich jedoch für kompliziertere Fälle. Wir wollen in diesem
Kapitel die wichtigsten Ursachen für das Auftreten von Nichtlinearitäten
kurz betrachten und dann auf die Techniken zur Lösung nichtlinearer Glei-
chungen eingehen.
.. Geometrische Nichtlinearitäten
Geometrische Nichtlinearitäten liegen dann vor, wenn die Ursache der Nicht-
linearität in der Geometrie der betrachteten Anordnung liegt. Ein Beispiel
ist eine Angelrute: Für den Fall kleiner Auslenkungen der Angelrute ist ihr
Verhalten noch linear; werden die Auslenkungen aber groß, so ändert sich
der Winkel zwischen der Spitze der Angelrute und dem daran befestigten
Faden und somit auch ihr Biegeverhalten.
Ähnliches Verhalten liegt vor, wenn sich aufgrund der Verformung einer
Zugprobe ihr Querschnitt signifikant ändert; in diesem Fall hat eine Längen-
änderung dann über die Querschnittsänderung einen zusätzlichen Einfluss
auf die Spannung, der nicht mehr linear ist.
Auch Kontaktprobleme sind nichtlinear: Bei diesen Problemen können
zwei Körper miteinander (oder auch ein Körper mit sich selbst) in Kontakt
geraten, wenn die Verschiebungen der Körper groß genug sind. Hierbei liegt







notwendige Verschiebung erreicht wird, ist eine zusätzliche Kontaktbedin-
gung zu erfüllen.
Geometrische Nichtlinearitäten werden in Kap.  näher behandelt.
.. Material-Nichtlinearitäten
Material-Nichtlinearitäten sind in der Materialwissenschaft natürlich beson-
ders wichtig. Eine Material-Nichtlinearität liegt immer dann vor, wenn Span-
nung und Dehnung nicht proportional zu einander sind. Dies gilt bei plas-
tischer Verformung, wenn die Fließspannung überschritten wird, bei Hy-
perelastizität, bei Materialien wie Beton, die sich unter Zug und Druck
unterschiedlich verhalten und bei vielen anderen mehr. Material-Nichtlinea-
ritäten und ihre Behandlung mit der FE-Methode sind der Gegenstand von
Kapitel .
. Lösung der nichtlinearen Grundgleichung
Wir haben gesehen, dass wir die Grundgleichung der FE-Methode auch im
nichtlinearen Fall als
F(u) = R (.)
schreiben können, wobei R der Vektor der äußeren Kräfte ist, u der Vektor
der Verschiebungen und F eine Funktion, die aus den Verschiebungen die
inneren Kräfte berechnet, also die Verallgemeinerung der Steifigkeitsmatrix
im linearen Fall darstellt.
.. Das Newton-Raphson-Verfahren
Nichtlineare Gleichungen aller Art löst man mit Hilfe von Iterationsverfah-
ren, bei denen eine erste Näherungslösung geraten und diese dann Schritt
für Schritt verbessert wird, bis man hinreichend dicht an einer Lösung ange-
kommen ist. Ein Maß dafür, wie nahe eine Näherungslösung u(i) der wahren
Lösung u ist, gibt das Residuum r(i) der Gleichung, das gegeben ist durch
r(i) = F(u(i))−R , (.)
und das somit gerade angibt, um welchen Betrag die zu lösende Gleichung
noch nicht erfüllt ist. Die Abweichung zwischen momentaner und wahrer
Lösung ist der Fehler e(i):






. Lösung der nichtlinearen Grundgleichung
Im Gegensatz zum Residuum ist der Fehler einer Näherungslösung nicht
bekannt, sonst könnten wir ja sofort aus ihm die wahre Lösung der Gleichung
ermitteln.
Das Lösen von nichtlinearen Gleichungen ist wesentlich schwieriger als
das von linearen. Man behilft sich bei nahezu allen Verfahren damit, dass
man anstelle der nichtlinearen Gleichung eine Folge linearer Gleichungen
löst. Das bekannteste Verfahren dieser Art ist das Newton-Raphson-Verfah-
ren. Wir wollen es zunächst in einer Dimension studieren.
Nehmen wir an, wir suchen die Nullstelle einer Funktion f(u), also Lö-
sungen der Gleichung f(u) = 0 . Als erstes „raten“ wir eine Lösung u(0).
Die Funktion f kann in einer Umgebung dieser Lösung in eine Taylor-Reihe
entwickelt werden:












∆u2 + · · · , (.)
wobei wir ∆u = u− u(0) eingeführt haben.
Brechen wir die Taylor-Reihe nach dem ersten Glied ab, so ist die rechte
Seite linear in ∆u. Wir setzen jetzt die Gleichung gleich null, da wir uns ja













Somit haben wir eine neue Näherungslösung u(1) = u(0) + ∆u gewonnen.
Dies ist noch nicht die endgültige Lösung, da wir die Taylor-Reihe ja nach
dem ersten Glied abgebrochen haben. Mit der neuen Näherung u(1) wieder-
holen wir jetzt das Verfahren solange, bis wir eine genügend gute Lösung
gewonnen haben.
Die Methode hat eine einfache geometrische Interpretation, siehe Bild .:
Wir berechnen die Tangente bei u(0) und folgen ihr, bis wir die u-Achse
treffen. Dieser Punkt ist die neue Näherungslösung. An dieser Stelle bilden
wir erneut die Tangente usw. Man überzeugt sich leicht durch Skizzieren
einiger Funktionen, dass das Verfahren nur dann gut funktioniert, wenn
man nahe genug an der tatsächlichen Nullstelle ist. Insbesondere Maxima
und Minima können die Methode in die Irre leiten, siehe Bild ..
Da iterative Verfahren sich der wahren Lösung schrittweise annähern,
muss bei ihnen untersucht werden, wie schnell diese Annäherung stattfin-
det, d. h., wie schnell der Fehler des Verfahrens abnimmt. Dies bezeichnet
 Falls man einen konstanten Term b auf der rechten Seite hat wie in unserer Grund-
gleichung, so kann man einfach eine neue Funktion f∗(u) = f(u) − b definieren
und dann die Nullstellen dieser Funktion suchen.
 Dieses Problem der ersten Näherung lässt sich durch verfeinerte Algorithmen um-























a. In der Nähe eines Extre-
mums führt die Tangen-







b. Erreicht die Funktion








c. Verläuft die Funktion
dicht entlang des Ziel-
wertes, so kann das Resi-
duum klein sein, obwohl
die Näherungslösung
weit von der wahren Lö-
sung entfernt ist.
Bild .. Probleme des Newton-Verfahrens in der Nähe von Extrema.
man, ebenso wie bei der Annäherung einer mit der FE-Methode berech-
neten Näherung an die Kontinuumslösung (siehe Abschnitt ..), als die
Konvergenz des Verfahrens.
Für den eindimensionalen Newton-Raphson-Algorithmus ist es eine gute
Näherung, die Taylor-Reihe nach dem ersten Glied abzubrechen, sofern der
Startversuch hinreichend nahe an der wahren Lösung liegt. In diesem Fall
ist die Konvergenz quadratisch, d. h., die Anzahl der korrekt berechneten
Stellen der Lösung verdoppelt sich mit jedem Schritt.
Um das Newton-Raphson-Verfahren anzuwenden, muss die erste Ablei-
tung der Funktion berechnet und dann invertiert werden. Dieser Schritt






. Lösung der nichtlinearen Grundgleichung
bei einer mehrdimensionalen Funktion, also einem System von Gleichun-
gen, ist das Berechnen der ersten Ableitung bereits recht aufwändig, und
zusätzlich muss hier in jedem Schritt dann eine lineare Gleichung der Form
K · u = R gelöst werden. Dies wollen wir uns nun für den Fall unserer
Grundgleichung (.) ansehen.
.. Vorgehensweise bei der Lösung der Grundgleichung
In einer nichtlinearen FE-Berechnung geht man im Allgemeinen so vor, dass
man die wirkenden Kräfte nicht in einem Schritt aufbringt, sondern graduell.
Man führt also auch für die Lösung eines statischen Problems eine Zeit-Va-
riable ein und bringt die Last während dieses Zeitintervalls auf. Zur Zeit ta,
am Anfang der Simulation, ist das System lastfrei, zur Zeit te, am Ende
der Simulation, ist die gesamte Last aufgebracht. Die einzelnen Zeitschritte
werden dabei auch als Inkremente bezeichnet. Die Wahl des Zeitintervalls
ist für die Lösung nicht von Bedeutung, solange wir nur statische Probleme
betrachten.
Diese Vorgehensweise hat den Vorteil, dass die Änderung der Verschie-
bung von Schritt zu Schritt klein gehalten werden kann, so dass man davon
ausgehen kann, dass die Lösung zu einem Zeitpunkt t eine einigermaßen
brauchbare Näherung der Lösung zum Zeitpunkt am Ende des nächsten In-
krementes t+∆t darstellt, so dass man das im vorigen Abschnitt beschrie-
bene Problem der Anfangslösung umgehen kann. Die Lösung soll dabei die
Bedingung erfüllen, dass zu jedem Zeitpunkt die Grundgleichung mit hin-
reichender Genauigkeit erfüllt ist.
Wir bezeichnen mit Rt die äußere Kraft zur Zeit t und mit ut die Ver-
schiebungen zu dieser Zeit, also die Lösung der Gleichung Rt = F(ut). Die
innere Kraft F hängt dabei nicht explizit von der Zeit ab. Wir nehmen
an, dass wir eine Lösung der Gleichung zur Zeit t bereits kennen; dies ist
sicherlich richtig für t = 0, wenn noch keine äußeren Kräfte wirken und
deshalb alle Verschiebungen null sind.
Wir wollen nun die Lösung der Gleichung Rt+∆t = F(ut+∆t) mit Hilfe
des Newton-Raphson-Verfahrens aus der bekannten Lösung ut zur Zeit t ge-
winnen. Rt+∆t können wir als bekannt ansehen, da wir die äußeren Kräfte
ja kennen. Wir suchen also ein ∆u , so dass ut+∆u eine Lösung der Grund-







· (F(ut)−Rt+∆t) . (.)
 Sollte sie dies doch tun, weil sich beispielsweise Materialeigenschaften mit der Zeit
ändern, so ändert dies prinzipiell nichts, verkompliziert aber die Notation, weil







Dieses ∆u gibt uns nun eine erste Näherungslösung für ut+∆t, die wir als
u
(1)
t+∆t schreiben. Mit dieser Näherungslösung berechnen wir nun eine erste
Näherung für die inneren Kräfte F(u(1)t+∆t).

Um zu entscheiden, ob die erhaltene Näherungslösung bereits gut genug
ist, berechnen wir das Residuum. Es ist nicht unbedingt einfach, diese Ent-
scheidung zu treffen, meist verlangt man, dass der Betrag des Residuums
(bzw. eine geeignet gewählte Norm) wesentlich kleiner ist als der der auftre-
tenden Kräfte. Eine weitere Lösungskontrolle besteht darin zu verlangen,
dass auch die Korrektur ∆u klein ist. Dies ist deshalb sinnvoll, weil ein klei-
nes Residuum nicht unbedingt einen kleinen Fehler bedeutet. Als Beispiel
hierfür kann man sich eine eindimensionale Funktion vorstellen, deren Null-
stelle gesucht wird und die bei dieser Nullstelle eine sehr niedrige Steigung
hat. In diesem Fall kann man weit von der Lösung entfernt sein, ohne dass
das Residuum groß wäre; die Korrektur ∆u ist in diesem Fall jedoch in
jedem Inkrement groß. Wie die Beispiele in Bild . zeigen, garantiert aber
auch eine kleine Änderung ∆u nicht, dass man tatsächlich in der Nähe der
Lösung ist.
Ist die Näherungslösung gut genug, so ist der Zustand zur Zeit t+∆t be-
kannt und wir können das Verfahren von vorn beginnen. Ist die Näherungs-
lösung noch nicht gut genug, so wird eine zweite Iteration durchgeführt,
wobei F(ut) nun durch F(u(1)t+∆t) ersetzt wird. Dies tut man solange, bis
das gewünschte Genauigkeitskriterium erfüllt ist.
Diese Überlegungen lassen sich folgendermaßen zusammenfassen:
Algorithmus zum Lösen der nichtlinearen Finite-Element-Glei-
chung:
. Sei ut gegeben, das F(ut) = Rt erfüllt.
. Setze i← 1 und u(0)t+∆t ← ut.








Verwende dabei das Materialgesetz, um ∂σ/∂ε an jedem Integrations-
punkt zu berechnen.
 Im Falle nichtlinearen Materialverhaltens kann diese Berechnung durchaus kom-
pliziert sein, da ja beispielsweise entschieden werden muss, welcher Anteil der aus
den Verschiebungen resultierenden Dehnungen elastisch und welcher plastisch ist.
Dies behandeln wir in Kapitel .






. Lösung der nichtlinearen Grundgleichung

















t+∆t ← u(i−1)t+∆t +∆u(i) .
. Berechne F(u(i)t+∆t). Verwende dazu wieder das Materialgesetz σ =
σ(ε, . . .).
. Ist |Rt+∆t − F(u(i)t+∆t)| < Toleranz?
nein: Setze i← i+ 1.
Gehe zu Schritt .
ja: Setze ut+∆t ← u(i)t+∆t.
Setze t← t+∆t.
Gehe zu Schritt .
Bild . veranschaulicht geometrisch, wie die Newton-Raphson-Methode
vorgeht. Der aktuelle Zeitschritt gibt die äußere Last und damit einen Ziel-
wert für die Spannung vor (gestrichelte Linie im Bild). Innerhalb dieses Zeit-
schritts wird die Tangente (Gleichung (.)) berechnet. Es wird eine neue
Korrektur nach Gleichung (.) ermittelt, indem die Tangente vefolgt wird,
bis der Wert der Zielspannung erreicht ist. Mit dem Materialgesetz wird
der tatsächliche Wert der Spannung bei dieser Dehnung bestimmt (vertika-
le Pfeile “Innere Iteration” im Bild). Anschließend wird die Abweichung vom
Sollwert, das Residuum, ausgerechnet. Ist noch keine Konvergenz erreicht,
so wird erneut am momentanen Punkt die Steigung berechnet und das Ver-
fahren beginnt wieder von vorn, solange bis Konvergenz erzielt ist. Danach
wird der nächste Lastschritt aufgebracht und das Verfahren beginnt erneut.
Ein ausführliches Beispiel für die Anwendung dieses Algorithmus wird in
Abschnitt .. gegeben.
Abschließend bleibt noch die Frage zu klären, wie die Intervalle ∆t zu
wählen sind. Moderne FE-Software ist normalerweise in der Lage, dieses au-
tomatisch zu tun. Im Allgemeinen wird dabei zunächst ein relativ großes ∆t
probiert. Werden sehr viele Iterationsschritte benötigt, um zu einer Lösung
für den jeweiligen Zeitschritt zu kommen, so wird ∆t für den nächsten Zeit-
schritt kleiner gewählt. Ist ∆t gar so groß, dass überhaupt keine Konvergenz
erzielt wird (weil die anfängliche Näherung u(0)t+∆t ≈ ut zu schlecht war), so
wird ∆t verkleinert und der Zeitschritt erneut versucht. Umgekehrt wird ∆t
evtl. vergrößert, wenn die Konvergenz in sehr wenigen Schritten erreicht















Bild .. Geometrische Interpretation der Newton-Raphson-Iteration für ein
nichtlineares Materialgesetz.
Normalerweise braucht sich der Benutzer keine Gedanken über die Wahl
der Zeitschritte zu machen. Das Verfahren ist hier nur deshalb kurz erläu-
tert, weil sich aus den Informationen, die das Programm über die Zeitschrit-
te und die Konvergenz zur Verfügung stellt, gute Hinweise darauf ergeben,
wie die Lösung des Problems erzielt wurde und ob dabei Konvergenzproble-
me auftraten. Werden beispielsweise die Inkremente im Verlauf einer Simu-
lation immer kleiner, so gibt es eventuell einen kritischen Zeitpunkt in der
Simulation. Bei dem in Abschnitt . betrachteten Problem der Aufhängung
würde man eine solche Verkleinerung der Zeitschritte beobachten, da keine
Konvergenz mehr erzielt werden kann, sobald die kritische Last erreicht ist,
bei der das Material zu fließen beginnt. Die Inkremente werden deshalb im-
mer weiter verkleinert, wobei der kritische Zeitpunkt nicht erreicht wird, bis
das Programm schließlich mit einer Fehlermeldung abbricht.
..  Weiteres zu den Lösungsalgorithmen
In diesem Abschnitt sollen einige wenige Bemerkungen zu den Lösungsalgo-
rithmen gemacht werden. Prinzipiell braucht sich der Benutzer von FE-Pro-
grammen nicht sehr intensiv mit diesen Fragen zu beschäftigen, da die Be-
rechnungen automatisch erfolgen. Einige Alternativen zu den Standardalgo-
rithmen können jedoch in Problemfällen vom Benutzer ausgewählt werden,
um das Konvergenzverhalten zu verbessern. Diese sowie die Grundlagen der
Matrixinvertierung sollen hier kurz vorgestellt werden.
Das Newton-Raphson-Verfahren ist die populärste Methode, um nicht-















Bild .. Veranschaulichung des modifizierten Newton-Raphson-Verfahrens zur
Nullstellenbestimmung. Die Konvergenz des Verfahrens ist deutlich
langsamer als die des Standard-Verfahrens aus Bild ..
Schritt die Jacobi-Matrix der ersten Ableitung von F berechnet und dann
invertiert werden muss. Dies ist mit Abstand der zeitaufwändigste Schritt
bei der Lösung der Grundgleichung.
Das so genannte modifizierte Newton-Raphson-Verfahren umgeht dieses
Problem zumindest teilweise: Hier wird nicht in jedem Schritt ∂F/∂u berech-
net, sondern es werden mehrere Iterationschritte mit derselben Jacobi-Ma-
trix durchgeführt. Dieses Verfahren verfügt nicht mehr über quadratische,
sondern nur noch über lineare Konvergenz, wie Bild . veranschaulicht.
Dennoch kann es von Vorteil sein, wenn die zu invertierende Matrix sehr
groß ist und sich zwischen den Iterationen nur wenig ändert. Dies ist zum
Beispiel der Fall, wenn Plastizität mit nur kleinen Verschiebungen vorliegt.
Gelegentlich muss natürlich auch in diesem Verfahren die Matrix neu be-
rechnet werden.
Das bei der Diskussion des Newton-Raphson-Algorithmus beschriebene
Problem der schlechten Anfangslösung lässt sich manchmal mit Hilfe eines
so genannten „Linien-Such“-Algorithmus („line search“) umgehen. Hierbei
wird die vom Löser gelieferte Näherungslösung noch mit einem Skalierungs-
faktor multipliziert, der so gewählt wird, dass das Residuum minimiert wird.
Damit kann verhindert werden, dass man sich bei der Iteration zu weit von
der gesuchten Nullstelle entfernt. Näheres zu diesem Verfahren findet sich
in Press et. al. (1995).







ten Ableitung invertiert wird, um die Näherungslösung nach Gleichung (.)
zu erhalten. Hierfür gibt es verschiedene Techniken.
Prinzipiell unterscheidet man direkte und iterative Verfahren. Bei den
direkten Verfahren wird die Methode der Gauß-Elimination verwendet, bei
der die zu invertierende Matrix auf obere Dreiecksform gebracht wird [Press
et. al. (1995)]. Die iterativen Verfahren benutzen, wie der Name nahelegt,
eine iterative Vorgehensweise, d. h., sie berechnen zunehmend bessere Nä-
herungslösungen ∆u. Es gibt also eine weitere, innere Iteration in Schritt 
des oben vorgestellten Algorithmus. Die meisten kommerziellen Programme
verwenden die direkten Verfahren, weil diese sich leichter robust implemen-
tieren lassen, d. h., sie sind für beliebige Matrizen tauglich. Auf iterative
Verfahren wie Relaxationsverfahren, die Mehrgittermethode oder die Me-
thode der konjugierten Gradienten soll hier deshalb nicht näher eingegangen
werden.
Ein wichtiges direktes Lösungsverfahren ist die Bandbreiten-Optimierung
oder „wavefront minimization“. Hierbei wird die zu invertierende Matrix so
umgeordnet, dass alle ihre Einträge möglichst dicht an der Diagonalen lie-
gen. Auf diese Weise ist die Gauß-Elimination besonders effizient durchzu-
führen, weil viele Rechenschritte von vornherein null ergeben müssen. Hier-
zu ist es notwendig, über einen Algorithmus zu verfügen, der die Elemente
in der Struktur so anordnet, dass die „Bandbreite“ der Matrix möglichst
klein ist. Eine Alternative hierzu besteht darin, auszunutzen, dass die zu
invertierende Matrix oft sehr viele Nulleinträge besitzt. Dies ist bei der
Jacobi-Matrix in einer FE-Simulation meist der Fall, da diese nur Freiheits-
grade solcher Knoten aneinander koppelt, die zu einem Element gehören.
Insbesondere bei Problemen mit sehr vielen Freiheitsgraden sind derartige
Algorithmen, so genannte „sparse solver“, von Vorteil.
. Dynamische Probleme und explizite Verfahren
Die Darstellung der Lösungsverfahren in den vorigen Abschnitten zeigt, dass
die Lösung der Finite-Element-Grundgleichung ein schwieriges Problem dar-
stellt. Zumindest bei dynamischen Problemen gibt es eine Alternative zu den
vorgestellten Verfahren, die so genannte explizite Vorgehensweise. Diese soll
in diesem Abschnitt vorgestellt werden, da explizite Verfahren bei vielen
Problemtypen vorteilhaft sind.
.. Dynamische Probleme
Bisher haben wir uns mit Problemen befasst, bei denen Beschleunigungs-
und Trägheitskräfte keine Rolle spielten. Insbesondere bei sehr schnellen






. Dynamische Probleme und explizite Verfahren
die Trägheit des Materials für die korrekte Beschreibung der Verformungs-
vorgänge wichtig. In diesem Fall tritt ein weiterer Term δWdyn zum Integral




%(x)u¨(x) · δv(x) dV , (.)
wobei wir die Dichte % und die Beschleunigung u¨(x) als zweite Ableitung
der Verschiebung nach der Zeit eingeführt haben.
Die Ableitung der Verschiebung nach der Zeit kann man umschreiben
in ein Produkt aus den Formfunktionen (die ihrerseits nicht von der Zeit
abhängen) und der Beschleunigung der Knotenverschiebungen u¨. Dann kann
das Integral wie in Abschnitt .. erläutert gelöst werden. Es ergibt sich
eine Gleichung der Form
δWdyn = −M · u¨ · δv . (.)
Hierbei ist M die so genannte Massenmatrix. Insgesamt erhalten wir dann
als Grundgleichung für die Finite-Element-Methode mit dynamischen Phä-
nomenen
F(ut)−M · u¨t = Rt . (.)
Wie vorher nehmen wir an, dass wir die Lösung dieser Gleichung zur Zeit t
berechnet haben und dass wir nun zur Zeit t + ∆t fortschreiten wollen.
Analog zur bisherigen Vorgehensweise können wir als neue Gleichung
F(ut+∆t)−M · u¨t+∆t = Rt+∆t (.)
schreiben.
Wir müssen uns nun nur noch Gedanken über den neu hinzugekomme-
nen Beschleunigungsterm machen. Dazu müssen wir die zeitliche Ableitung
einer Funktion diskretisieren, da wir u ja nicht zu jedem beliebigen Zeit-







Um diese Ableitung zu diskretisieren, ersetzen wir die infinitesimale Größe
dt durch die kleine Größe ∆t, d. h. wir verwenden an Stelle des Differential-























Bild .. Diskretisierung der ersten Ableitung einer Funktion mit Hilfe des Diffe-
renzenquotienten.
Offensichtlich konvergiert für ∆t → 0 der Differenzenquotient gegen den
Differentialquotient, so dass er eine zulässige Diskretisierung darstellt.
Um die zweite Ableitung zu erhalten, führt man diesen Schritt zweimal
hintereinander aus, und erhält so eine Beziehung für u¨t ausgedrückt durch
u zu verschiedenen Zeitpunkten zuvor.
u¨t =
ut − 2ut−∆t + ut−2∆t
∆t2
. (.)
Um diese Rechnung korrekt durchzuführen, müssen wir beachten, dass
die Definition nach Gleichung (.) nicht die einzig mögliche Diskre-
tisierung ist, siehe auch Abschnitt ... Natürlich muss jede diskre-
tisierte Definition im Grenzwert ∆t → 0 gegen den Differentialquoti-
enten konvergieren. Dennoch ist die Definition nicht eindeutig. Wir
unterscheiden zwischen drei Möglichkeiten, der Rechts-, Links- und
der zentralen Ableitung einer Funktion f(t), die wie folgt definiert


































Es gibt nun verschiedene Möglichkeiten, die Beschleunigung als zweite
Ableitung der Verschiebung zu definieren. Betrachtet man die obige
Gleichung (.), so sieht man, dass es sinnvoll ist, u¨t+∆t nur durch
die Verschiebungen auszudrücken, die zum gleichen oder einem frü-























Bild .. Diskretisierung der zweiten Ableitung einer Funktion mit Hilfe des Dif-
ferenzenquotienten. Die mittlere, vertikale Linie ist ein Maß dafür, wie
stark die Funktion von einer linearen Funktion abweicht. Sie ist deshalb
proportional zur Krümmung und damit zur zweiten Ableitung. In Glei-
chung . wird der Wert der Krümmung bei t für die Berechnung der
zweiten Ableitung bei t+∆t verwendet.
erreichen, indem man u¨t+∆t als linksseitige Ableitung über die Ge-














Damit ergibt sich für die zweite Ableitung zur Zeit t+∆t
u¨t+∆t =
ut+∆t − 2ut + ut−∆t
∆t2
. (.)
Bild . veranschaulicht dies. Setzt man diese Definition der zweiten Ablei-
tung in Gleichung (.) ein, so erhält man eine Gleichung in der Form
F′(ut+∆t,ut,ut−∆t) = Rt+∆t , (.)
wenn man die Beschleunigungsterme in die Funktion F′ einfügt. Da die
bisherigen Verschiebungen bekannt sind, ist dies wieder eine Form der Glei-
chung, die wir mit der Newton-Raphson-Methode in bekannter Weise lösen
können.
.. Explizite Verfahren
Betrachten wir noch einmal Gleichung (.). Anstatt sie wie bisher zur







lösen die Gleichung zunächst nach dem Beschleunigungsterm auf
M · u¨t = F(ut)−Rt . (.)
Im vorigen Abschnitt sind wir nun so vorgegangen, dass wir in diese Glei-
chung (bzw. ihr Gegenstück zur Zeit t+∆t) die Beschleunigung durch die
Verschiebungen zum aktuellen und zu den zwei vorhergehenden Zeitpunk-
ten ausgedrückt haben. Stattdessen kann man aber auch anders vorgehen
und die Beschleunigung zur Zeit t durch die Verschiebungen zur Zeit t+∆t,
t und t−∆t ausdrücken.
Die Beschleunigung muss hierzu als Kombination einer links- und ei-














Es ergibt sich dann für die zweite Ableitung zur Zeit t 
u¨t =
ut+∆t − 2ut + ut−∆t
∆t2
. (.)
Diese Vorgehensweise erscheint zunächst sinnlos: Wir drücken die Beschleu-
nigung über die Verschiebungen zu einem Zeitpunkt aus, zu dem wir sie
noch gar nicht kennen! Was ist damit gewonnen?
Die zweite Ableitung in Gleichung (.) und damit die Verschiebung
zum Zeitpunkt t +∆t tritt in dieser Formel in relativ einfacher Weise auf,
sie wird nämlich lediglich mit der Massenmatrix multipliziert. Tatsächlich
kann man die Massenmatrix oft sogar soweit vereinfachen, dass sie diagonal
ist und sich damit besonders leicht invertieren lässt. Dann erhält man
u¨t =M
−1 · (F(ut)−Rt) , (.)
und wenn man nun die Formel für die Beschleunigung, Gleichung (.),
einsetzt und nach ut+∆t auflöst, ergibt sich
ut+∆t = ∆t
2M−1 · (F(ut)−Rt) + 2ut − ut−∆t . (.)
Mit dieser Formel können wir also direkt eine Vorhersage für die Ver-
schiebungen zur Zeit t+∆t machen, wenn wir die Verschiebungen zur Zeit t
kennen. Wir müssen dazu keine komplizierte nichtlineare Gleichung lösen,
 Obwohl sich Gleichung (.) von Gleichung (.) unterscheidet, sind beide zu-
lässige Diskretisierungen einer zweiten Ableitung, da sie im Grenzfall ∆t → 0 auf






. Dynamische Probleme und explizite Verfahren
ja nicht einmal eine Matrix invertieren (außer der meist trivialen Massenma-
trix). Wir setzen einfach die bekannten Verschiebungen ein und berechnen
die neuen Verschiebungen direkt daraus.
Die neuen Verschiebungen ergeben sich direkt, also explizit aus den al-
ten, während sie im bisher beschriebenen Verfahren nur implizit durch eine
komplizierte Gleichung ausgedrückt waren.
Diese Methode ist so bestechend einfach, dass man sich an dieser Stelle
fragt, warum man dann überhaupt jemals die implizite Technik verwendet.
Die Antwort hierauf ist, dass die Methode zwar einfach, aber auch gefährlich
ist. Da man die Lösung einfach nur von Zeitpunkt zu Zeitpunkt fortschreibt,
wird niemals überprüft, ob zu einem bestimmten Zeitpunkt tatsächlich das
Kräftegleichgewicht erfüllt ist, ob also das Residuum verschwindet. Man
extrapoliert einfach in die Zukunft hinein und überprüft diese Extrapolation
niemals.
Eine mathematische Analyse des Verfahrens zeigt, dass dieses nur konver-
giert, wenn man die Zeitschritte hinreichend klein wählt. Man sagt hierzu,
das Verfahren sei bedingt stabil. Die Berechnung der Größe der erlaubten
Zeitschritte wird von der Finite-Element-Software übernommen. Sie hängt
vor allem von der Größe der Elemente ab; je kleiner diese sind, desto klei-
ner ist auch der erlaubte Zeitschritt. In der Praxis treten Werte von et-
wa 10−4–10−10 s auf. Die Berechnung von Prozessen benötigt entsprechend
Hunderttausende oder viele Millionen von Iterationsschritten. Da die einzel-
nen Schritte aber einfach sind, ist dies unproblematisch. Man sieht jedoch,
dass sich die explizite Methode nicht ohne weiteres für langsame Vorgänge
eignet.
Die mathematische Theorie für explizite Verfahren besagt, dass der
kleinste Zeitschritt von der höchsten Eigenfrequenz ωmax des betrach-
teten Systems abhängig ist. Man kann sich die zugehörige Eigenmode





Die höchste Eigenfrequenz des Systems ist natürlich nicht einfach zu
berechnen. Dankenswerterweise kann man aber zeigen, dass sie nicht
größer werden kann als die höchste Eigenfrequenz eines einzelnen Ele-
ments. Diese ist durch die Zeit gegeben, die eine Schallwelle benötigt,
um das Element zu durchqueren. Verwendet man also anstelle von
ωmax die entsprechende Eigenfrequenz ωElementmax des Elementes mit
der höchsten Eigenfrequenz, so ist man auf der sicheren Seite.
 Dieses Vorgehen bezeichnet man auch als Integration der Bewegungsgleichung,
ähnlich wie bei der Lösung gewöhnlicher Differentialgleichung, mit der wir uns in







Die Zeit ts, die eine Schallwelle benötigt, um das Element zu durch-
queren, ist gegeben durch die Elementgröße L und duch die aktuelle
Schallgeschwindigkeit c, ts = L/c. Die Schallgeschwindigkeit kann ih-
rerseits aus dem Elastizitätsmodul E und der Dichte % als c =
p
E/%
berechnet werden. Man sieht, dass die Größe der Elemente linear ein-
geht, je kleiner also das Element, desto kleiner das erlaubte Zeitinter-
vall.
Die explizite Methode eignet sich vor allem für Prozesse, die mit hohen
Geschwindigkeiten ablaufen. Da keine Iteration durchgeführt wird, die kon-
vergieren müsste, ist sie besonders dann einzusetzen, wenn die gewöhnliche,
implizite Technik auf Schwierigkeiten stößt. Insbesondere hochgradig nichtli-
neare Prozesse mit komplizierten Kontaktbedingungen oder extrem starken
Umformungen eignen sich gut zur Modellierung mit dem expliziten Verfah-
ren. Hierzu zählen beispielsweise Crash- und Umformsimulationen.
.. Betrachtung des Rechenaufwandes
Eine wichtige Frage bei der Beurteilung eines Algorithmus ist die nach dem
notwendigen Rechenaufwand. Man interessiert sich insbesondere dafür, wie
sich der Algorithmus verhält, wenn man die Zahl der Freiheitsgrade (also
in einer FE-Simulation die Zahl der Elemente) vergrößert. Ein Vergleich
der impliziten und der expliziten Methode zeigt, dass der Rechenaufwand
einer expliziten Berechnung mit der Anzahl der Elemente langsamer wächst
als der einer impliziten Berechnung. Dies bedeutet, dass bei sehr großen
Modellen eine explizite Berechnung meist vorteilhaft ist.
Eine Rechenbedarfsvergleich von impliziter und expliziter Methode ist
nicht ganz einfach durchzuführen. Wir wollen hier den Fall betrach-
ten, dass ein gegebenes Finite-Element-Netz mit n Elementen in jeder
Richtung um das Doppelte verfeinert wird. Aus einem dreidimensio-
nalen Element werden also acht Elemente.
Für implizite Verfahren gilt, dass der Rechenaufwand ungefähr
quadratisch mit der Anzahl der Freiheitsgrade steigt. Dies liegt dar-
an, dass die Gauß-Elimination, die bei der Newton-Iteration durchge-
führt ist, dieses Verhalten zeigt. Verwenden wir die oben angegebe-
ne Verfeinerung, so steigt der Rechenaufwand also um einen Faktor
von(23)2 = 64. Man sagt in diesem Fall, der Rechenaufwand sei von
der Ordnung n2 und schreibt dies kurz als O(n2).
Für die explizite Methode gilt, dass der Rechenaufwand direkt pro-
portional zur Anzahl der Freiheitsgrade ist, wie man mit Hilfe von
Gleichung (.) sehen kann. Hinzu kommt bei einer Netzverfeine-
rung, dass sich die Elementlänge halbiert und damit auch das erlaubte
 Genau gesagt ist der Rechenaufwand des Gauß-Verfahrens, beispielsweise mit der
Bandbreiten-Optimierung, proportional zum Quadrat der Anzahl der Freiheitsgra-
de multipliziert mit der Bandbreite, siehe Abschnitt ... Diese ändert sich bei






. Dynamische Probleme und explizite Verfahren
Zeitinkrement. Insgesamt ergibt sich also ein Anstieg von (23)·2 = 16,
also wesentlich günstiger als im impliziten Fall. Der Rechenaufwand
ist in d Dimensionen von der Ordnung O(n·n1/d). Man sieht, dass das
explizite Verfahren für Systeme mit vielen Freiheitsgraden wesentlich
günstiger ist als das implizite.
Auf der anderen Seite haben wir gesehen, dass das erlaubte Zeitinkrement
bei der expliziten Methode stark von der Größe des kleinsten Elementes
abhängt. In einer expliziten Berechnung ist es deshalb sinnvoll, dass alle
Elemente ungefähr die gleiche Ausdehnung haben. Eine lokale Netzverfeine-
rung verlangsamt die gesamte Methode wesentlich stärker, als dies bei einer













Bei der Simulation mit der Methode der Finiten Elemente wird das betrach-
tete Material als kontinuierliches Medium angenommen. Für eine korrekte
Simulation muss daher das Materialverhalten bekannt sein. Da es meist
nicht das Ziel einer FE-Simulation ist, das Verhalten des Materials selbst
etwa aus der Betrachtung der mikroskopischen Eigenschaften abzuleiten,
müssen die Materialeigenschaften als Materialgesetze vorgegeben werden.
Diese Gesetze können ihrerseits aus Simulationsrechnungen mit anderen Me-
thoden oder durch Experimente gewonnen sein.
Das Spektrum an Materialgesetzen, die in einer FE-Simulation verwen-
det werden können, ist weit gefächert. Das einfachste denkbare Modell ist
das der linearen Elastizität, wie es für die meisten Strukturberechnungen
verwendet wird. In der Ingenieurspraxis sind jedoch Strukturen, bei denen
etwa auch das plastische Verhalten relevant ist, von immer größerer Bedeu-
tung, nicht zuletzt aufgrund der Möglichkeit, derartige Strukturen mit Hilfe
der FE-Methode verlässlich zu simulieren. In diesem Kapitel werden deshalb
Plastizitätsmodelle den größten Raum einnehmen. Darüberhinaus werden
wir kurz ein Modell für hyperelastisches Materialverhalten kennenlernen.
Im Bereich plastischen Materialverhaltens gibt es eine Vielzahl von Mo-
dellen. Am wichtigsten ist hier die Verfestigung, also die Änderung der Fließ-
grenze in Abhängigkeit von der Belastungsgeschichte des Materials. Bei ei-
nem solchen Phänomen ist es notwendig, interne Materialparameter an je-
dem Punkt des Materials (d. h. an jedem Integrationspunkt innerhalb jedes
Finiten Elements) zu kennen und entsprechend der Belastungsgeschichte
des Materials anzupassen.
Das Verhalten kann von der Verformungsrate abhängig sein, was insbe-
sondere bei der Betrachtung extrem schneller Prozesse eine Rolle spielt.
Auch das Kriechen von Materialien, also ihre zeitliche Verformung unter
konstanter Last, ist ein Phänomen, bei dem ratenabhängige Verformung
auftritt.
 FE-Berechnungen können auch verwendet werden, um das Verhalten komplexer
Materialien zu berechnen, die aus einfacheren zusammengesetzt sind. Ein Beispiel
hierfür ist die bereits in der Einleitung erwähnte Simulation eines Polykristalls,
bei der das Verhalten der einkristallinen Körner vorgegeben wird, ein anderes Bei-
spiel ist die Simulation von Verbundwerkstoffen. Auch bei derartigen Simulationen







In diesem Kapitel soll es nicht so sehr darum gehen, die volle Breite
möglicher Materialgesetze vorzustellen. Es sollen vielmehr nur einige von
ihnen exemplarisch vorgestellt werden, um die prinzipielle Vorgehensweise
bei der Simulation komplexen Materialverhaltens zu verdeutlichen. Einzel-
heiten über die in kommerziellen FE-Programmen verfügbaren Materialmo-
delle finden sich in den jeweiligen Handbüchern. Dieses Kapitel soll dem
Leser das notwendige Grundwissen vermitteln, um derartige Beschreibun-
gen verstehen zu können.
Die Aufgabe der Berechnung des Materialverhaltens wurde bereits in Ab-
schnitt .. kurz erläutert. Zunächst muss bei der Lösung der Grundglei-
chung mit der Newton-Raphson-Methode die Ableitung der Spannung nach
den Verschiebungen berechnet werden, da diese in den Ausdruck ∂F(u)/∂u
eingeht. Aus dieser Berechnung ergeben sich jeweils Werte für die Verschie-
bungen u, aus denen dann jeweils die inneren Kräfte neu berechnet werden
müssen, die wir oben als F(u(i)t+∆t) bezeichnet haben. Im Fall elastischer Ma-
terialien ist dies leicht, weil die Beziehung zwischen Dehnung und Spannung
linear ist, bei komplizierteren Materialgesetzen ist dies jedoch nicht mehr
so einfach. Hier muss aus den Verschiebungen die Spannung in eventuell
komplizierter Weise berechnet werden.
Innerhalb dieses Kapitels können wir also davon ausgehen, dass an je-
dem Knoten innerhalb des Materials die Verschiebung bekannt ist und dass
damit auch die Dehnung bzw. die Dehnrate an den Integrationspunkten
gegeben sind. Welche Anteile der Dehnung bzw. Dehnrate auf elastische,
plastische oder andere Prozesse entfallen, muss berechnet werden, um dar-
aus die Spannungen und aus diesen wiederum die inneren Kräfte abzuleiten.
Darüberhinaus muss das Materialgesetz jeweils die Ableitung der Spannung
nach den Dehnungen berechnen können, da diese für die Newton-Raphson-
Iteration benötigt wird.
Wir wollen uns nun ansehen, wie diese beiden Aufgaben für verschiedene
Materialgesetze gelöst werden. Die Betrachtungen beziehen sich dabei je-
weils auf einen Integrationspunkt. Dabei betrachten wir zunächst einfaches,
elastisches Materialverhalten und dann plastisches Verhalten. Der Fall der
Plastizität nach von Mises wird dabei exemplarisch in großer Ausführlich-
keit vorgeführt werden, zunächst allgemein und dann an einem einfachen,









Der Fall des rein elastischen Materialverhaltens ist einfach zu behandeln:
Spannungen σ und Dehnungen ε hängen über das Hookesche Gesetz
σ = C ·· ε (.)
miteinander zusammen. Dabei ist C der Elastizitätstensor, ein Tensor .
Stufe.








mit G als Schubmodul, ν als Querkontraktionszahl und p als hydrostati-
schem Druck, siehe Anhang b..
Die Berechnung der Spannung aus den Dehnungen lässt sich also direkt
durchführen.
. Plastizität
Im Gegensatz zu elastischen Verformungen sind plastische Deformationen
irreversibel und nichtlinear, da sie von der Vorgeschichte des Materials ab-
hängen. In diesem Abschnitt betrachten wir die wichtigsten Vertreter der
plastischen Deformation, nämlich die Plastizität nach von Mises sowie ki-
nematische Verfestigung und Anisotropien. Anschließend folgen dann die
ratenabhängige Plastizität und das Kriechen. Eine ausführliche mathemati-
sche Einführung in die Plastizitätstheorie findet sich beispielsweise in Hill
(1950).
Bei plastischer Verformung können sehr große Deformationen auftreten.
In diesem Fall ist es notwendig, zur Beschreibung der Verformung kompli-
ziertere Dehnungsmaße zu verwenden. Dies wird im Zusammenhang mit der
Hyperelastizität auf Seite  diskutiert. Im Folgenden verwenden wir für
die Dehnung die gewohnte Schreibweise ε.
Bei plastischen Materialien sind die elastischen Anteile der Verformung
meist klein. Man kann zeigen, dass sich in diesem Fall die Dehnrate in einen
elastischen und einen plastischen Anteil zerlegen lässt:
ε˙ = ε˙el + ε˙pl . (.)
Diese Zerlegung wird im Folgenden immer verwendet werden. Obwohl die
elastischen Anteile der Dehnung klein sind, sind sie dennoch von großer







.. Isotrope Plastizität nach von Mises
Da die Plastizität volumenerhaltend ist, spielt der hydrostatische Span-
nungszustand keine Rolle, denn er führt zu einer rein elastischen Volumen-
änderung. Man betrachtet deshalb anstelle des Spannungstensors σ häufig
den Spannungsdeviator S (siehe Anhang b), der definiert ist als
S = σ − 1
3
(trσ)I . (.)
Nur dieser Anteil der Spannung hat einen Einfluss auf die plastische Verfor-
mung.
Isotrope Plastizität nach dem Mises-Kriterium liegt vor, wenn es im Span-
nungsraum der Hauptspannungen eine zylinderförmige Fließfläche gibt, die
die hydrostatische Achse umschließt, siehe Bild .. Plastisches Fließen tritt
in diesem Fall auf, wenn der Spannungszustand σ die Fließfläche berührt.
Der Radius des Zylinders ist dabei durch die Fließspannung σF bestimmt.
Entscheidend für das Einsetzen von plastischem Fließen ist also der Abstand
des Spannungszustandes von der hydrostatischen Achse, der – bis auf einen
Normierungsfaktor – gleich der Mises-Spannung σM ist. σM kann dabei




S ·· S . (.)
Ist die Fließspannung σF eine Materialkonstante, die nicht von der Vor-
geschichte des Materials abhängt, so spricht man von ideal-plastischem Ver-
halten. In diesem Fall kann das Material keine Mises-Spannungen größer
als σF ertragen.
Reale Materialien zeigen normalerweise eine Verfestigung, bei der die
Fließspannung mit zunehmender Verformung ansteigt. In diesem Fall ist
σF eine Funktion der bisher aufgebrachten plastischen Verformung, also
der Vorgeschichte des Materials. Dabei ist zu beachten, dass die Fließspan-
nung nicht einfach durch die momentane plastische Dehnung bestimmt ist.
Betrachtet man beispielsweise einen Stab, den man zunächst dehnt und
dann wieder auf seine Ausgangslänge zurückverformt, so ist dessen aktuelle
plastische Dehnung null, es liegt jedoch im Allgemeinen trotzdem Verfesti-
gung vor. Die einfachste Annahme, die man treffen kann, um dies korrekt
wiederzugeben, ist diejenige, dass die Verfestigung nur von der gesamten,
während der Belastungsgeschichte akkumulierten plastischen Verformung
abhängt, nicht aber von den Details des Verformungsweges [Hill (1950)].
Es gibt in diesem einfachsten Fall einen einzigen skalaren Parameter, der










Bild .. Darstellung der Mises-Fließfläche im Raum der Hauptspannungen (σ1,
σ2, σ3). Die Fließfläche ist ein Zylinder, der die hydrostatische Achse
umschließt und dessen Radius – bis auf einen Normierungsfaktor – der
Fließspannung des Materials entspricht.
die gesamte plastische Dehnung charakterisiert, die so genannte plastische
Vergleichsdehnung εpl.
Zur Definition der plastischen Vergleichsdehnung betrachten wir – wie
auch in Kapitel  – eine inkrementelle Formulierung, bei der die Dehnung
zur Zeit t und die Änderung der Dehnung ∆ε innerhalb des nächsten In-
krementes ∆t gegeben sind. Da ε˙ = ∆ε/∆t ist, lässt sich Gleichung (.)
schreiben als
∆ε = ∆εel +∆εpl . (.)
Um das skalare Inkrement der plastischen Vergleichsdehnung ∆εpl aus dem
tensoriellen plastischen Dehnungsinkrement ∆εpl bestimmen zu können, be-
nötigt man eine Beziehung zwischen beiden Größen. Hierzu dient die so
genannte Fließregel.
Um die Fließregel herzuleiten, betrachten wir einen Spannungszustand,
der auf der Fließfläche liegt. Eine Änderung dieses Zustandes kann nur
dann eine plastische Verformung bewirken, wenn der geänderte Span-
nungszustand außerhalb der bisherigen Fließfläche liegt. Liegt der
 Diese Überlegung ist so nur für den Fall eines verfestigenden Materials gültig, da
es bei einem ideal-plastischen Material nicht möglich ist, den Spannungszustand
über die Fließfläche hinaus zu erhöhen. Eine detaillierte Erklärung der Fließregel







neue Spannungszustand innerhalb der bisherigen Fließfläche, so wird
das Material entlastet, da die Mises-Spannung abnimmt, liegt er wei-
terhin auf der bisherigen Fließfläche, ändert sich die Mises-Spannung
nicht, so dass auch keine plastische Verformung stattfindet. Es ist
deshalb plausibel, anzunehmen, dass das Inkrement der plastischen
Dehnung senkrecht auf der Fließfläche steht. Diese Forderung lässt
sich durch die Beziehung




erfüllen. Die partielle Ableitung der Fließspannung nach der Spannung
sorgt dabei dafür, dass ∆εpl senkrecht auf der Fließfläche steht.
Da das Material plastisch fließt, ist die Fließspannung gleich der
Mises-Spannung. Setzt man die Definition der Mises-Spannung aus
Gleichung (.) in Gleichung (.) ein, so kann n direkt über den







Kontrahiert man Gleichung (.) doppelt mit sich selbst, so kann






∆εpl ··∆εpl . (.)
In dieser Darstellung sieht man, dass ∆εpl > 0 gilt, da die doppel-
te Kontraktion eines symmetrischen Tensors niemals negativ werden
kann.
Die gesamte plastische Vergleichsdehnung εpl ergibt sich als Summe über
alle Inkremente ∆εpl. Da diese Inkremente wegen der Form der Fließregel
niemals negativ werden können, wächst εpl monoton. Im Falle des gedehn-
ten und wieder auf seine Ausgangslänge gestauchten Stabes ist εpl demnach
nicht null, sondern besitzt einen endlichen Wert, der auch während der Stau-
chung zunimmt. Auf diese Weise kann also aus dem momentanen Inkrement
der plastischen Dehnung die Vergleichsdehnung bestimmt werden, die dann
verwendet werden kann, um die Verfestigung zu berechnen.
Da die plastische Dehnung volumenerhaltend ist, wird zur Berechnung
der Spannung ähnlich zu Gleichung (.) der deviatorische Anteil der Deh-
nung betrachtet (siehe Anhang b), d. h., es wird der volumenändernde Teil
der Dehnung abgespalten:
e = ε− 1
3
(tr ε)I . (.)
Der subtrahierte Term (1/3)(tr ε)I bewirkt dabei eine rein hydrostatische
Spannung. Da der plastische Anteil der Dehnung rein deviatorisch ist, kön-







Hat man den elastischen Anteil des Dehnungsdeviators eel berechnet, so
kann daraus analog zu Gleichung (.) der Spannungsdeviator abgeleitet
werden:
S = 2Geel . (.)
.. Lösung der Materialgleichung
Nun können wir aus dem bekannten Verzerrungszustand die elastischen und
plastischen Anteile berechnen [HKS (1998a)]. Wir kennen also den Zustand
des Systems zur Zeit t und insbesondere seinen Verformungszustand εt und
dessen elastischen Anteil εelt . Auch die plastische Vergleichsdehnung ε
pl
t zur
Zeit t ist bekannt. Außerdem ist aus der Lösung der Gleichung (.) das
Inkrement zum Verzerrungszustand ∆ε gegeben. Unser Ziel ist nun, hieraus
die elastischen und die plastischen Anteile der Dehnung zur Zeit t+∆t zu
berechnen, aus denen wir dann wiederum die Spannung ermitteln können.
Als erster Schritte erfolgt hierbei die Abspaltung des deviatorischen An-
teils der Dehnung nach Gleichung (.). Aus dem Term −(1/3)(tr ε) kann
der hydrostatische Anteil der Spannung direkt berechnet werden.
Zur Berechnung des Spannungsdeviators verwenden wir Gleichung (.),
in die der elastische Anteil des Dehnungsdeviators eelt+∆t eingeht. Um diesen
aus der bekannten Gesamtdehnung zu berechnen, verwenden wir zunächst
die Fließregel. Damit enthält die Gleichung dann als unbekannte Größen den
Spannungsdeviator und das Inkrement der plastischen Vergleichsdehnung
∆epl. Um den Spannungsdeviator aus der Gleichung zu eliminieren, wird
die Gleichung so umgeformt, dass sie nur noch die Mises-Spannung enthält.
Diese kann dann mit dem Fließgesetz σM = σF (epl) eliminert werden, so
dass eine Gleichung entsteht, die nur noch das Inkrement der plastischen
Vergleichsdehnung enthält.
Im Einzelnen sieht die Rechnung so aus: Der neue Spannungszustand
St+∆t ist durch die elastische Dehnung zu dieser Zeit, eelt+∆t gege-
ben. Diese wiederum ist gleich der gesamten Dehnung, abzüglich des






























wobei wir die Definition der Mises-Spannung σ2M = (3/2)S ·· S ver-
wendet haben. Als letzten Schritt setzt man noch die Fließbedingung
σF (e
pl) = σM ein.





(eelt +∆e) ·· (eelt +∆e)−∆epl
!
− σF (∆epl, eplt ) = 0 .
(.)
Hierbei haben wir σF als Funktion der plastischen Dehnung und ihrer Än-
derung geschrieben. Obwohl die Gleichung kompliziert aussieht, hat sie eine
relativ einfache Interpretation: Der Anteil in Klammern gibt den elastischen
Anteil der deviatorischen Dehnung an. Fließt das Material plastisch, so muss
die daraus resultierende Spannung (die sich im wesentlichen durch Multipli-
zieren mit dem Schubmodul ergibt) gleich der Fließspannung sein. Wegen
der Abhängigkeit von σF von ∆epl handelt es sich im Allgemeinen um ei-
ne nichtlineare Gleichung, die mit dem Newton-Raphson-Verfahren gelöst
werden kann.
Zur Lösung dieser Gleichung benötigt man lediglich noch die Ableitung
der Funktion der Fließspannung σF nach der plastischen Vergleichsdeh-
nung epl. Diese lässt sich leicht bestimmen: Ist ein gesetzmäßiger Zusam-
menhang für die Fließspannung bekannt, so kann die Ableitung hieraus ana-
lytisch berechnet werden; ist die Form der Fließkurve tabellarisch gegeben,
so kann man die Ableitung direkt über die Steigung der linearen Abschnitte
der Fließkurve ermitteln.
Ist die Lösung der Gleichung gefunden, so kann man daraus mit Hilfe der
Fließregel und mit Gleichung (.) das gesamte plastische Dehnungsinkre-
ment ∆epl und den Spannungsdeviator S ermitteln.
Hierfür verwenden wir Gleichung (.) und bringen den Term, der die






= S + 2G∆epln












Dabei haben wir von der Fließregel Gebrach gemacht. Diese Gleichung
enthält jetzt außer S nur noch bekannte Größen, denn die Mises-Span-









Bild .. Beispielanordnung zur Berechnung eines nichtlinearen Problems mit
Plastizität: An einen an einem Ende eingespannten Stab der Länge l
und Querschnittsfläche S wird eine Zugspannung τ angelegt. Der einzi-
ge freie Knoten befindet sich am rechten Ende.
Die so ermittelten Größen werden dann wiederum verwendet, um die inneren
Kräfte zu berechnen und so die Iteration der Grundgleichung fortzusetzen.
In einer Analyse mit einem nichtlinearen Materialgesetz gibt es also im
Allgemeinen drei Iterationsschleifen (siehe Abschnitt .. und Bild .):
Die äußerste Schleife erhöht die Zeit inkrementell von ta nach te. Zu jedem
Zeitschritt gib es eine oder mehrere Iterationen der FE-Grundgleichung mit
dem Newton-Verfahren. Um innerhalb des Newton-Verfahrens die Spannung
an jedem Integrationspunkt zu berechnen, gibt es eine innere Iteration. Dies
ist für den Anwender wichtig zu wissen, falls Probleme bei der Lösung der
Materialgleichung auftreten. In diesem Fall ist es die innere Newton-Ra-
phson-Iteration an einem Integrationspunkt, die nicht konvergiert, so dass
Maßnahmen zur Verbesserung der Konvergenz bei der Formulierung des
Materialgesetzes ansetzen müssen, nicht bei der Steuerung der globalen Ite-
ration.
Es sei hier nochmal auf die Bedeutung des Materialgesetzes hingewie-
sen: Das Materialgesetz wird zunächst benötigt, um die Tangente der Span-
nungs-Dehnungs-Kurve für den momentanen Wert der Dehnung zu berech-
nen. Anschließend wird das Materialgesetz noch verwendet, um vom so er-
haltenen Wert der Dehnung auf die bei dieser Dehnung tatsächlich vorlie-
gende Spannung zurückzuschließen.
.. Ein ausführliches Beispiel
Wir haben nun alle Bausteine beisammen, um die FE-Methode im Detail
an einem – im Prinzip trivialen – Beispiel zu studieren.
Als Beispielproblem betrachten wir einen Stab, den wir als ein einziges
lineares Element mit zwei Knoten betrachten. Das linke Ende des Stabes soll
festliegen, am rechten Ende soll eine Kraft angreifen. In dieser Anordnung
gibt es also nur einen einzigen Freiheitsgrad, nämlich die Lage des rechten
Knotens, an dem die Kraft angreift, siehe Bild ..
Um die Rechnung noch weiter zu vereinfachen, soll die auftretende Ver-







nung berücksichtigt also nicht die Nichtlinearitäten, die dadurch zustande
kommen, dass sich während der Belastung der Querschnitt des Stabes än-
dert.
Den Querschnitt des Stabes bezeichnen wir mit S, seine Länge wählen
wir der Einfachheit halber zu l = 1.
Das Materialgesetz. Dieses soll allerdings nicht völlig trivial sein. Das
Material besitze einen Elastizitätsmodul E. Die Fließgrenze, bei der die
plastische Verformung beginnt, sei σ0, danach soll das Material eine lineare
Verfestigung zeigen. Bei der Formulierung dieser Verfestigung ist ein we-
nig Vorsicht vonnöten: Für die Lösung von Gleichung (.) benötigen wir
die Fließspannung σF als Funktion der plastischen Vergleichsdehnung εpl,
während man normalerweise bei der Angabe einer Spannungs-Dehnungs--
Kurve die Spannung als Funktion der Gesamtdehnung ε aufträgt. (In der
Gleichung im vorigen Abschnitt haben wir nur den deviatorischen Anteil
betrachtet. Mit diesem Unterschied setzen wir uns gleich auseinander.) Wir
setzen für σF an
σF (ε
pl) = σ0 +Aε
pl ,
wobei A eine Materialkonstante ist. Bei gegebener Spannung und Dehnung
erhält man den plastischen Anteil epl der Dehnung, indem man die elastische
Gerade bis zur ε-Achse zurückverfolgt und den Achsabschnitt abliest. Es ist
also
εpl = ε− εel = ε− σ/E .
σ ist als Funktion der plastischen Dehnung bekannt. Wir können also die





Damit erhalten wir für die Form der Fließkurve als Funktion von ε:




Man sieht also, dass sich die Steigung der Spannungs-Dehnungs-Kurve als
Funktion von ε von der unterscheidet, die man erhält, wenn man σF als
Funktion von εpl ausdrückt. Für die meisten Materialien gilt A ¿ E, und
der Unterschied fällt nicht ins Gewicht. Im Rahmen dieses Beispiels wollen







Dehnungsmaße. Als nächstes müssen wir uns Gedanken über die ver-
wendeten Dehnungsmaße machen. Wir gehen von kleinen Dehnungen aus,
so dass eindimensional ε = ∂u/∂x ist. Für die Plastizitätsberechnung benöti-
gen wir den deviatorischen Anteil e der Dehnung. Wir machen uns das Leben
leicht, indem wir die Querkontraktionszahl ν des Materials zu ν = 1/2 wäh-
len. Dann ist das Material inkompressibel und sein Volumen bei elastischer
Verformung konstant. Bei plastischer Verformung nehmen wir ohnehin Volu-
menkonstanz an, so dass überhaupt keine Volumenänderung auftritt. Dann
ist der deviatorische Anteil des Dehnungstensors gleich dem Dehnungstensor
selbst und wir können in allen Gleichungen e = ε setzen. Ebenso überlegt
man sich, dass man in diesem Fall überall den Dehnungstensor durch die
skalare Dehnung ε11 ersetzen kann, wenn man dies nur konsistent tut, da
der Dehnungstensor diagonal ist und ε22 = ε33 = −νε11 ist. Auch der Span-
nungstensor und der Spannungsdeviator sind in diesem Fall identisch.
Aufstellen der Grundgleichung. Wir sind nun in der Lage, die Grund-
gleichung für unser Modellproblem aufzustellen, wobei wir gleich alle Ten-






Die Volumenkraft haben wir hierbei schon als null angesetzt.
Als ersten Schritt müssen wir die Dehnung über die Verschiebungen aus-
drücken. Dies ist leicht, weil die Verschiebungsfunktion u(x) selbst nur von
der Verschiebung u des rechten Knotens abhängt: u(x) = ux. (Da wir es
nur mit einem Knoten zu tun haben, bezeichnen wir dessen Verschiebung
einfach als u.) Die Dehnung ergibt sich als Ableitung der Verschiebungsfunk-
tion zu ε = u, ist also auf dem Element konstant und gleich dem Wert der
Verschiebung des Knotens. Entsprechendes gilt für die Variation, δε = δu.
Wir können nun δu in der Integralgleichung ausklammern und die Volu-
men- bzw. Oberflächenintegrale ausführen. Zur Vereinfachung nehmen wir
an, dass wir nicht die aufgebrachte Kraft, sondern die Spannung τ am rech-
ten Knoten vorgeben, dann ergibt sich direkt
σ(ε) = τ ,
wie man es auch offensichtlich erwartet. Die Grundgleichung der FE-Metho-
de für das Beispiel lautet dann
f(u) = τ − σ(u) = 0 .
Bevor wir fortfahren können, müssen wir noch eine Aussage über die auf-







nachzuahmen, werden wir die Spannung in zwei gleichgroßen Schritten auf-
bringen, zunächst eine Spannung τ1, und dann τ2 = 2τ1. Außerdem geben
wir die Fließgrenze des Materials als σ0 = (3/2)τ1 vor. Im Folgenden wer-
den wir wie im Kapitel  den unteren Index verwenden, um den Zeitschritt
zu kennzeichnen, ein oberer Index gibt die Nummer einer Näherungslösung
innerhalb des Zeitschritts an.
Exakte Lösung. Bevor wir das Problem mit der FE-Methode lösen, wol-
len wir zunächst die exakte Lösung berechnen.
Nach Aufbringen der Spannung τ1 ist die Fließgrenze des Materials noch
nicht erreicht, also ist ε1 = τ1/E.
Am Ende von Zeitschritt  ist die Gesamtdehnung ε gegeben als Summe
aus elastischer und plastischer Dehnung:









Der erste Iterationsschritt. Nun soll aber – endlich – die FE-Methode
zu ihrem Recht kommen. Wir verwenden den Algorithmus aus Abschnitt
... Für den ersten Zeitschritt ist f(u1) = σ(u1)− τ1. Für die Newton-Ra-
phson-Iteration benötigen wir die Ableitung von σ(u) nach u, und zwar an
der Stelle u = 0, dem momentanen Wert von u. Hier sind wir im elastischen




Man sieht, dass an dieser Stelle das Materialgesetz eingeht, denn es wird ja
die Ableitung der Spannung nach der Verschiebung benötigt.











(σ(u0)− τ1) = 1
E
τ1 .
Diese Korrektur wird zum aktuellen Wert der Verschiebung u0 hinzuad-
diert, und es ergibt sich u(1)1 = ∆u
(1)
1 = τ1/E. Dies ist, wie man sieht,
bereits die korrekte Lösung für diesen Zeitschritt. Es bleibt zu sehen, wie
die FE-Methode dies erkennt.
Dazu wird nun das Materialgesetz verwendet, um den elastischen und
plastischen Anteil der Verformung zu bestimmen. Zunächst wird angenom-
men, die gesamte Verformung sei elastisch. Aus der Verschiebung u(1)1 ergibt
sich eine Spannung von τ1, die kleiner als die Fließspannung von 3τ1/2 ist.







Die berechnete Spannung σ(1)1 wird nun verwendet, um das Residuum
der Gleichung zu berechnen, also die Abweichung der momentanen von der
Zielspannung. Diese ist jedoch null, so dass der erste Schritt konvergiert hat.
Der zweite Schritt. Im zweiten Schritt wird die Spannung nun auf den
Wert 2τ1 gesteigert, der größer als die Fließspannung ist.
Zunächst wird wieder die Ableitung der Spannung nach der Dehnung am
aktuellen Wert der Dehnung berechnet. Da wir immer noch im elastischen
Bereich sind, ist dieser Wert wie eben gleich E. Es ergibt sich also für die






(2τ1 − σ(u1)) = τ1
E
und damit für die Verschiebung selbst
u
(1)






Im Gegensatz zum ersten Schritt sind wir hier noch nicht bei der exakten
Lösung angekommen.
Auch in diesem Schritt wird zunächst überprüft, ob die Fließgrenze mit
der angenommenen Verschiebung bzw. der sich daraus ergebenden Span-
nung überschritten wird. Dies ist nun tatsächlich der Fall. Es muss nun also
der plastische Anteil der Verschiebung bestimmt werden. Hierzu verwenden
wir Gleichung (.), die sich in diesem Fall (wegen der Eindimensionalität
und der Volumenkonstanz) zu
E(εel1 +∆ε
(1)
2 −∆εpl)− (σ0 +Aεpl) = 0
vereinfacht. Dabei haben wir die Beziehung E = 2(1 + ν)G = 3G verwen-
det. Auch hier wird die einfache Interpretation der Gleichung deutlich: Die
Spannung durch elastische Deformation muss gleich der Fließspannung sein.
Da bisher noch keine plastische Verformung vorliegt, ist εpl = ∆εpl. Es ist
εel1 +∆ε
(1)
2 gleich der momentanen gesamten Dehnung, also 2τ1/E. Die Ma-
terialgleichung kann nun für ∆εpl gelöst werden. Für den vorliegenden Fall
linearer Verfestigung kann man dies direkt tun, ansonsten ist an dieser Stel-






Daraus berechnet sich nun die Spannung
σ
(1)















2 − 2τ1 =
−E
A+ E
(2τ1 − σ0) .
Das Residuum ist noch nicht null, sondern deutlich größer. Es ist also
eine weitere Iteration vonnöten.
Zweite Iteration des zweiten Schrittes. Hierzu ist nun wieder die
Ableitung der Spannung nach der Verschiebung beim momentanen Wert











Wie man sieht, spielt an dieser Stelle die oben erläuterte Unterscheidung
zwischen Spannung als Funktion von plastischer oder von gesamter Dehnung
eine Rolle.






















Dies ist bereits die korrekte Lösung. Für das FE-Verfahren ist aber zunächst
wieder die plastische Verformung zu berechnen, bevor dies erkannt werden








´− `σ0 +A(εpl,(1)2 +∆εpl)´ = 0 .
Setzt man alle bekannten Variablen ein, so ergibt sich schließlich








wenn man den Wert der Fließgrenze σ0 = (3/2)τ1 einsetzt.
Addiert man dies zu vorherigen plastischen Verformung εpl,(1)2 , so ergibt







Hieraus ergibt sich eine Spannung von 2τ1, und somit ist das Residuum







Bild .. Verschiebung der Fließfläche eines ideal-plastischen Materials bei ki-
nematischer Verfestigung. Die Fließfläche wird um den Verschiebungs-
tensor α im Spannungsraum verschoben. Bei zusätzlicher Verfestigung
würde sich außerdem der Radius der Fließfläche ändern.
..  Kinematische Verfestigung
Im Falle mehrachsiger oder zyklischer Belastung ist die Annahme einfacher
isotroper Plastizität oft nicht mehr gerechtfertigt. Das bekannteste Beispiel
für ein solches Phänomen ist der Bauschinger-Effekt : Belastet man eine Pro-
be zunächst unter Zug und dann unter Druck, so ist die Fließspannung für
die Druckbelastung geringer als ohne vorige Zugbelastung. Die Fließfläche
des Materials verschiebt sich als Ganzes in Richtung der Zugbelastung.
Mathematisch können wir eine derartige Verschiebung der Fließfläche
einfach erfassen: Die Gleichung für die Fließfläche σF (εpl, . . .) = σM wird –
für den Fall einer Mises-Fließfläche – durch die Gleichung
σF (ε




(S −αdev) ·· (S −αdev) (.)
ersetzt. Dabei gibt α die kinematische Verschiebung der Spannung an und
αdev ist deren deviatorischen Anteil. Die Fließfläche wird also als Ganzes im
Spannungsraum um den Tensor α verschoben, wie in Bild . dargestellt.
Dabei spielt die Verschiebung in Richtung der Zylinderachse keine Rolle,
weshalb in Gleichung (.) nur der deviatorische Anteil von α eingeht.
Zur Simulation eines solchen Verhaltens benötigen wir eine Gleichung







Gleichung für die plastische Vergleichsdehnung aus dem vorigen Abschnitt
gelöst werden.
Ein einfaches Modell ist Zieglers Verfestigungsgesetz [Jirasek und Bazant
(2001)], das für den Fall eines Materials mit linearer kinematischer Verfesti-






wobei σF die Fließspannung ist. C ist eine Konstante, die die Stärke der ki-
nematischen Verfestigung beschreibt. Kompliziertere Modelle sind natürlich
ebenfalls möglich.
..  Andere Plastizitätsmodelle
Bisher haben wir angenommen, dass Plastizität nach dem Mises-Kriteri-
um vorliegt, dass also die Fließfläche ein Zylinder um die hydrostatische
Achse ist, der im Fall kinematischer Verfestigung eventuell verschoben ist.
Materialien können aber auch anisotropes plastisches Verhalten zeigen, so
dass die Fließfläche kein Zylinder mehr ist. In diesem Fall ist auch die Be-
schreibung der Fließfläche im Hauptspannungsraum nicht mehr unbedingt
sinnvoll, stattdessen beschreibt man die Fließfläche im sechsdimensionalen
Spannungsraum, d. h. als Funktion der sechs unabhängigen Komponenten
des Spannungstensors σ.
Eine beliebige Fließfläche lässt sich durch eine Funktion f(σ) beschrei-
ben, indem man f(σ) = const fordert. Im Fall des von-Mises-Kriteriums
war f(σ) = σM , und die Konstante wurde durch die Fließspannung σF
gegeben. Eine Verallgemeinerung der Mises-Definition für den Fall anisotro-




F (σy − σz)2 +G(σz − σx)2 +H(σx − σy)2
+2Lτ2yz + 2Mτ2zx + 2Nτ2xy (.)
definiert ist, wobei F , G, H, L, M und N Materialkonstanten sind.
Andere mögliche Formen der Fließfläche sind beispielsweise durch das
Tresca-Kriterium oder durch komplexere Materialgesetze wie das Drucker-
Prager-Modell gegeben. In jedem Fall ist aber die Fließfläche durch eine
Funktion der Spannung definiert, und plastisches Fließen tritt ein wenn der
Wert der Spannungsfunktion, die die Fließfläche charakterisiert, die Fließ-







Für die Berechnung des Anteils der plastischen Verformung wird, wie
wir oben gesehen haben, eine Fließregel, d. h. ein Zusammenhang zwi-
schen dem Tensor der plastischen Dehnung und der skalaren plasti-
schen Vergleichsdehnung, benötigt, siehe Gleichung (.). Analog zu
dieser Gleichung gilt




Die Berechnung der plastischen Vergleichsdehnung erfolgt dann genau
wie oben beschrieben.
..  Ratenabhängige Plastizität und Kriechen
Die hier diskutierte Methode ist auch geeignet, um eine Ratenabhängigkeit
der Plastizität zu berücksichtigen. In diesem Fall ist dann σF eine Funktion
der momentanen Rate, die sich einfach als ∆epl/∆t schreiben lässt. Am
Lösungsverfahren ändert sich dabei nichts.
Die Ratenabhängigkeit kann dabei entweder tabellarisch vorgegeben sein
oder mit Hilfe von Materialgesetzen, die angeben, wie sich die Fließkurve
des Materials bei verschiedenen Verformungsraten verhält.
Kriechen liegt vor, wenn ein Material auf eine Last nicht nur mit einer un-
mittelbaren Verformung reagiert, sondern wenn es sich unter dieser Last im
Laufe der Zeit immer weiter verformt. Kriechen ist also, anders als einfache
Plastizität, nicht durch einen Zusammenhang zwischen Spannung und Deh-
nung, sondern durch einen Zusammenhang zwischen Spannung und Dehn-
geschwindigkeit gekennzeichnet. Für den Fall einachsiger Belastung können
wir also schreiben ε˙ = ε˙(σ).
Kriechen ist ein sehr komplexes Materialverhalten, und es existiert eine
Vielzahl von Kriechgesetzen, um das Verhalten verschiedener Materialien







wobei A, σ0 und n Materialkonstanten sind, die im Allgemeinen durch Ver-
gleiche mit experimentellen Kurven gewonnen werden. Ein typischer Wert
für den Kriechexponenten von Metallen ist n ≈ 4. Dieses Kriechgesetz wird
als Norton-Kriechen bezeichnet.
Ähnlich wie bei den Plastizitätsberechnungen wird für den Fall mehr-
achsiger Beanspruchung ein Zusammenhang zwischen der skalaren
Dehnrate und dem Dehnratentensor benötigt. Dieser Zusammenhang
ist genau analog zu Gleichung (.).
Auf den ersten Blick mag es verwirrend sein, dass wir auch für die
Berechnung des Kriechverhaltens mit Gleichung (.) arbeiten, da







nur die Verformung eingeht. Dies ist jedoch unproblematisch: Da wir
ohnehin mit diskreten Zeitschritten arbeiten, ist der Zusammenhang
zwischen beiden einfach durch ∆epl = e˙pl∆t gegeben, wobei ∆t die
Größe des aktuellen Zeitschrittes bezeichnet.
Zur Lösung der Gleichung (.) benötigt man noch die Ableitung
der Spannung nach der skalaren Vergleichsdehnung bzw. der Dehnra-
te. Diese ist für den Fall des Norton-Kriechens natürlich besonders
einfach zu ermitteln.
Im Falle komplizierterer Kriechgesetze hat man bei einigen FE-Pro-
grammen die Möglichkeit, ein Kriechgesetz selbst zu programmieren.
Der Benutzer muss in diesem Fall ein Programm zur Verfügung stel-
len, das aus den gegebenen Werten von Mises-Spannung, Zeitschritt,
etc. das Verformungsinkrement ∆epl und die Ableitung der Spannung
nach der Vergleichsdehnung (oder umgekehrt die Ableitung der Dehn-
rate nach der Spannung) berechnet. Mit solchen Programmen lassen
sich auch komplizierteste Kriechgesetze implementieren.
.  Hyperelastizität
Als ein weiteres Beispiel für komplexes Materialverhalten soll hier kurz die
Hyperelastizität vorgestellt werden. Hyperelastische Materialien verformen
sich zwar elastisch, d. h., das Material kehrt wieder in seinen Ausgangszu-
stand zurück, sobald die aufgebrachten Kräfte wieder entfernt werden, sie
sind jedoch nicht linearelastisch.
Hyperelastische Materialien lassen sich dadurch charakterisieren, dass es






Hierbei sind σ und ε Spannung und Dehnung des Materials.
 Der Deformationsgradient
Aufgrund der starken Verformung des Materials wird für hyperelastische Ma-
terialgesetze oft ein besonderes Dehnungsmaß eingeführt. Betrachten wir ein
Materieteilchen, das sich von seiner anfänglichen Position X zu einer neuen






Die Volumenänderung J an einem Punkt ist dann gerade die Determinante














Bild .. Beispielanordnung zur Erläuterung des Deformationsgradienten und
des Cauchy-Green-Dehnungs-Tensors. Ein Material wird entlang der
drei Raumrichtungen gestreckt.
Cauchy-Green-Dehnungs-Tensor B nun als
B =
F · F T
J2/3
.
B enthält wegen des Normierungsfaktors J2/3 dabei nur den deviatorischen
Anteil der Verformung, wie wir gleich an einem Beispiel sehen werden.
Um diese Begriffe anschaulicher zu machen, betrachten wir ein Material,
dass entlang der drei Raumrichtungen gleichmäßig gedehnt wird, also in
Richtung i von der Ausgangslänge li auf die Länge li +∆li, wie in Bild .






Der Tensor des Deformationsgradienten hat in diesem Fall Diagonalform,





λi ist dabei das Längenverhältnis in i-Richtung, wie es analog auch in Ab-
schnitt . eingeführt wurde.













Man erkennt, dass der Cauchy-Green-Dehnungs-Tensor für ein unverzerrtes
(λi = 0) oder für ein isotrop verformtes (λ1 = λ2 = λ3) Material gleich dem
Einheitstensor ist. Anders als der Dehnungsdeviator ist er nicht spurfrei.
Für ein isotropes hyperelastisches Material definiert man die Energiedich-
te als Funktion der Volumenänderung und der beiden ersten Invarianten des
Cauchy-Green-Dehnungs-Tensors, IB und IIB . Hierfür gibt es verschiedene
Möglichkeiten, von denen hier nur die allereinfachste vorgestellt werden soll.
Hierbei nimmt man an, dass das Potential linear in den beiden Invarianten
und quadratisch in der Volumenänderung ist, also
U = A(IB − 3) +B(IIB − 3) + C(J − 1)2 .
Dabei sind A, B und C Materialkonstanten. Man zieht jeweils eine Kon-
stante (1 oder 3) von den Invarianten ab, damit das Potential im Fall des
unverformten Materials den Wert 0 hat.
Für die Lösung der Materialgleichung benötigt man nun die Spannung
als Funktion des Potentials. Wie oben angegeben erhält man die Spannung
als Ableitung des Potentials nach der Dehnung; um das Potential in der
eingeführten Form verwenden zu können, muss man also noch einen Zu-
sammenhang zwischen dem Dehnungstensor ε und dem Cauchy-Green-Deh-
nungstensor B herleiten. Auf diese Rechnung wollen wir hier verzichten.
. Thermische Analysen
Bisher haben wir uns auf mechanische Analysen beschränkt, also auf die Be-
trachtung von Spannungen und Dehnungen. Wie in der Einleitung bereits
bemerkt wurde, eignet sich die Finite-Element-Methode für die Diskretisie-
rung beliebiger Kontinuumsprobleme, und damit auch für die Analyse von
Temperaturfeldern, auf die in diesem Abschnitt kurz eingegangen werden
soll.
.. Rein thermische Analysen
Eine rein thermische Analyse liegt dann vor, wenn wir uns nur für die Tem-
peratur als Freiheitsgrad interessieren. Mechanische Spannungen, die durch
die Wärmeausdehnung erzeugt werden, werden also nicht berücksichtigt.
Die Gleichungen für Wärmeleitungsprobleme haben eine einfache Form.
Bezeichnen wir mit T (x) das Temperaturfeld, mit k(x) die Wärmeleitfähig-
keit und mit q(x) den Wärmestrom, so lauten die Gleichungen











Dabei sind c die Wärmekapazität und % die Dichte des Materials.
Der Einfachheit halber wollen wir im Folgenden die Variationsgleichung
nur für den stationären Fall betrachten, d. h. also für den Fall, dass keine
Zeitabhängigkeit vorliegt.
Bezeichnet Q(x) vorhandene Wärmequellen im Innern des Materials und
QS(x) Wärmequellen auf der Materialoberfläche S, so lautet die Variations-








k(∇T ) · (∇δT ) dV . (.)
Dabei ist δT die virtuelle Temperatur. Diese Gleichung ist analog zu Glei-
chung (.), es gibt einen Oberflächenterm für die an der Oberfläche ge-
leistete Arbeit und einen Volumenterm für die Quellterme im Innern auf
der einen Seite und einen Term, der die Variation der Temperatur enthält
auf der anderen. Dieser Term ist allerdings einfacher als der entsprechende
Term für das mechanische Problem. Dort stand ja
R
V
σ ··δεdV . Im allerein-
fachsten Fall der kleinen Verschiebung und des linearen Materialgesetzes
können wir dies umformen zuZ
V
Eε ·· δεdV =
Z
V
E(∇⊗u) ·· (∇⊗δv) dV , (.)
was dem entsprechenden Term für die Temperatur schon ähnlicher sieht,
allerdings dadurch komplizierter ist, dass die Verschiebung u ein Vektor ist.
Die Vorgehensweise für die Berechnung ist jetzt genau dieselbe wie bisher
für die mechanische Analyse.
In Gleichung (.) muss man allerdings beachten, dass normalerweise die
Wärmeleitfähigkeit selbst von der Temperatur abhängt. Wir haben es dann
mit einem nichtlinearen Problem zu tun, das analog zur Berechnung nichtli-
nearen Materialverhaltens ist, wobei der Wärmefluss q(x, T ) der Spannung
σ(x, ε) entspricht. Genau wie oben erläutert geht die Berechnung dann so
vor, dass eine Korrektur zur Temperatur mit dem Newton-Raphson-Algo-
rithmus berechnet und der tatsächliche Wärmefluss daraus ermittelt wird.
Dieser muss dann an jedem Punkt gleich dem von Außen aufgebrachten
Wärmefluss sein.
Die der Wärmeleitung zugrunde liegende Differentialgleichung taucht
in gleicher Form auch in anderen physikalischen Problemstellungen
auf, beispielsweise bei der Berechnung elektrischer Potentiale oder bei
Diffusionsproblemen und bei bestimmten Formen von Flüssigkeits-








.. Gekoppelte thermisch-mechanische Analysen
Gekoppelte thermisch-mechanische Analysen stellen ein besonders schwie-
riger Problem dar. Eine Kopplung kann auf mehrere Arten erfolgen: Zum
einen erzeugt eine Temperaturveränderung wegen der Wärmeausdehnung
des Materials eine zusätzliche Dehnung, zum andern erzeugt umgekehrt ei-
ne plastische Umformung Wärme und ruft damit eine Temperaturerhöhung
hervor. Schließlich sind auch viele Materialeigenschaften temperaturabhän-
gig.
Wie die thermische Ausdehnung in eine Finite-Element-Analyse ein-
bezogen werden kann, betrachten wir kurz für elastisches Material-
verhalten in einer Dimension. Ist ε die Dehnung, εth die thermische
Dehnung und εel die elastische Dehnung, so gilt (mit Elastizitätsmo-
dul E) σ = Eεel = E(ε − εth). Ist die Temperatur und damit auch
die thermische Dehnung bekannt, so kann der Term Eεth ausgeklam-
mert und in Gleichung . auf die andere Seite gebracht werden. Die
thermische Dehnung wirkt also wie eine zusätzliche Kraft.
In einigen Fällen kann man die Analyse entkoppeln. Interessiert man sich
beispielsweise für die elastischen Spannungen, die durch eine Temperaturän-
derung in einem Material hervorgerufen werden, so gibt es (nahezu) keine
Rückwirkung der Verformung auf die sich ausbildende Temperaturvertei-
lung. In diesem Fall kann man erst die sich ausbildende Temperaturvertei-
lung berechnen und diese dann als Anfangsbedingung in einer mechanischen
Analyse verwenden.
Ein umgekehrter Fall liegt bei extrem schnellen plastischen Prozessen
vor. Hier hat die Verformungswärme praktisch keine Zeit, sich durch das
Material auszubreiten. Lokal ändert sich zwar die Temperatur, aber der
Wert der Temperatur ergibt sich direkt aus der plastischen Verformung, die
Temperatur ist also kein unabhängiger Freiheitsgrad. Eine solche Analyse
nennt man adiabatisch.
In vielen Fällen muss jedoch die vollständige Kopplung zwischen Tempe-
ratur und mechanischem Verhalten berücksichtigt werden. Für die Berech-
nung werden dann zunächst zusätzliche Materialdaten benötigt, nämlich die
Wärmekapazität, die Wärmeleitfähigkeit und der Wärmeausdehnungskoef-
fizient. Die verwendeten Elemente müssen zusätzlich zu den Verschiebungs-
freiheitsgraden auch noch Temperaturfreiheitsgrade besitzen.
Einer plastischen Verformung εpl entspricht eine Energie σ ·· ε. Ein An-
teil η dieser Energie wird in Wärme umgewandelt, der Rest wird beispiels-
weise für das Erzeugen oder Bewegen von Versetzungen im Material ver-
braucht und geht nicht weiter in die Analyse ein. Der Wert von η ist ein
Materialparameter (als Taylor-Quinney-Parameter bezeichnet), der in der
Praxis allerdings schwierig zu messen ist. Für duktile Metalle liegt η etwa







Der resultierende Wärmefluss Qpl ist gegeben durch
Qpl = ησ ·· ε˙ . (.)
Dieser Wärmefluss ist eine Funktion der Dehnung und der Dehnrate und
auch der Temperatur. Für die Iteration mit dem Newton-Raphson-Verfah-
ren benötigen wir die Ableitung dieses Wärmeflusses nach der Temperatur
und nach der Dehnung sowie die Ableitung der Spannung nach der Tempe-
ratur. Prinzipiell liegt hier aber nichts Neues vor, das bisherige Verfahren
wird nur erweitert. Auf die genaue Form der Ableitungen soll hier deshalb












. Einfache geometrische Nichtlinearitäten
Den Fall einfacher geometrischer Nichtlinearitäten haben wir bereits kurz im
Kapitel .. behandelt. Derartige Nichtlinearitäten liegen unter anderem
dann vor, wenn die auftretenden Verformungen nicht mehr als klein angese-
hen werden können. Für die Finite-Element-Simulation bedeutet dies, dass
alle berechneten Größen bei einem Iterationsschritt auf die aktuelle Geo-
metrie bezogen werden müssen. Sind dagegen alle Verschiebungen klein,
so können wir uns bei der Berechnung von Dehnungen etc. direkt auf die
Ausgangsgeometrie beziehen.
Der Unterschied ist hier genau derselbe, den wir im Abschnitt . zwi-
schen der Nenndehnung und der wahren Dehnung kennengelernt haben:
Auch dort wurde die Veränderung in der Geometrie des Körpers entweder
auf die aktuelle oder auf die anfängliche Geometrie bezogen.
Geometrische Nichtlinearitäten liegen also vor, wann immer die Dehnun-
gen so groß werden, dass sich ein signifikanter Unterschied zwischen der
wahren Dehnung und der Nenndehnung ergibt. Die bei einer Verformung
auftretende Querschnittsänderung bewirkt einen ähnlichen Unterschied zwi-
schen der Nennspannung als angelegter Kraft pro Ausgangsfläche und der
wahren Spannung, die als Kraft pro momentane Fläche gegeben ist.
Die Behandlung derartiger Nichtlinearitäten ist in vielen Fällen ohne
größere Probleme möglich. Bei der mathematischen Formulierung der Glei-
chungen muss berücksichtigt werden, dass man in diesen Fällen nicht mehr
mit der Dehnung, sondern mit der Dehnrate und bei großen Verformungen
mit dem Deformationsgradienten (siehe Abschnitt .) arbeiten sollte.
Ein wichtiges praktisches Problem besteht darin, dass sich die Elemente
bei großen Verformungen, wie sie bei der plastischen Umformung oder bei
hyperelastischen Materialien auftreten, eventuell stark verzerren. Dies kann
zu Schwierigkeiten bei der Konvergenz des Finite-Element-Verfahrens füh-
ren, wie wir in Abschnitt . gesehen haben. In derartigen Fällen kann es
nützlich sein, die Netzgeometrie so zu verändern, dass nicht das Ausgangs-
netz möglichst regelmäßig geformt ist, sondern dass sich das Netz während
der Belastung immer mehr einer regelmäßigen Form annähert.
 Der Fall eines sich anisotrop verhaltenden Materials mit großen Deformationen








Geometrische Nichtlinearität liegt auch vor, wenn sich die Belastungsrich-
tung aufgrund der Verformung ändert. Ein Beispiel hierfür ist die Angelrute:
Die an der Spitze der Angelrute angreifende Last verbiegt diese, so dass sich
der Winkel zwischen Faden und Angelrute und damit deren Biegeverhalten
ändert. Die Rute wird zunehmend stärker auf Zug belastet und setzt einer
weiteren Verformung deshalb einen größeren Widerstand entgegen, als man
nach der linearen Theorie erwarten würde.
Ein ernsthafteres Problem tritt auf, wenn die Nichtlinearität aufgrund
einer sprunghaften, unstetigen Änderung des Verhaltens der untersuchten
Struktur zustande kommt. Ein Beispiel ist die Belastung einer nach oben
gebogenen Metallplatte: Bringt man auf die obere Seite der Platte eine Last
auf, so wird die Platte bei einem kritischen Lastwert ihre Durchbiegung
sprunghaft ändern und nach unten durchknicken. Dabei kommt es nicht
darauf an, ob die Verschiebungen beim Durchbiegen als klein angesehen
werden können. Eine solche unstetige Änderung des Verhaltens stellt eine
große Herausforderung an die Konvergenz eines Iterationsverfahrens dar.
In derartigen Fällen sind bei der Simulation oft besondere Maßnahmen zu
treffen, um Konvergenz zu erzielen. Beispielsweise kann eine dynamische
Analyse durchgeführt werden, bei der die Trägheitskräfte der auftretenden
Beschleunigung entgegenwirken und die Analyse so stabilisieren.
. Kontakt
Kontaktprobleme sind von großem Interesse für die Simulation realer Pro-
zesse: Kontakt tritt beispielsweise bei Umformprozessen auf, bei allen Vor-
gängen, bei denen Reibung eine Rolle spielt, oder auch als eine besondere
Form von Randbedingung, wenn etwa die Verformung eines Körpers durch
einen anderen behindert wird. Eine detaillierte Einführung in die Kontakt-
modellierung findet sich in Wriggers (2006).
Die Simulation von Kontaktproblemen ist mit besonderen Schwierigkei-
ten behaftet. Dies liegt daran, dass derartige Probleme extrem unstetig
sind. Betrachten wir etwa den Kontakt zwischen einem starren und einem
verformbaren Körper, so springt die auf den verformbaren Körper wirkende
Kontaktkraft vom Wert null auf einen endlichen Wert, sobald die Körper
sich berühren.
Darüberhinaus haben wir es mit einem komplizierten Fall von Zwangs-
bedingungen zu tun, weil die Zwangsbedingung in Form einer Ungleichung
vorliegt: der Abstand zwischen den Körpern kann an jedem Punkte nur
größer oder gleich null sein.
Wir wollen uns in diesem Abschnitt dem Problem der Kontaktsimulation


























Bild .. Geometrie des Kontaktproblems in zwei und drei Dimensionen.
grund stehen. Anschließend werden wir untersuchen, wie ein Kontaktalgo-
rithmus aussehen könnte. Am Ende steht dann die Einbeziehung von Reib-
kräften.
.. Modellierung des Kontakts
In einer Finite-Element-Simulation definiert man diejenigen Oberflächen als
Kontaktflächen, von denen man erwartet, dass sie miteinander in Berührung
treten können. Meist definiert man den Kontakt paarweise, das heißt, man
definiert je zwei derartige Flächen als Kontaktflächenpaar. Für alle so defi-
nierten Paare muss das Programm nun die Kontaktbedingungen berücksich-
tigen. Im Folgenden beschränken wir uns auf die Betrachtung eines einzigen
Kontaktpaares, da der Fall mehrerer Kontaktpaare keine wesentlichen neuen
Schwierigkeiten mit sich bringt.
Um eine Kontaktmodellierung durchführen zu können, brauchen wir eine
Methode, mit der wir feststellen können, ob Kontakt vorliegt. Hierzu be-
rechnet man an jedem Knoten der einen Kontaktfläche S1 den minimalen
Abstand zur anderen Kontaktfläche S2, siehe Bild .. Ist dieser Abstand h
null, so liegt Kontakt vor, ist er größer als null, so haben wir keinen Kontakt,
und ist er kleiner als null, so liegt eine Durchdringung der beiden Körper
vor, und die Kontaktbedingung ist verletzt.
Um den Abstand zu berechnen, benötigen wir einen Algorithmus, der
denjenigen Punkt einer Fläche findet, die einem gegebenem zweiten
Punkt am nächsten liegt. Mit einem solchen Algorithmus lässt sich
also zu einem gegebenen Knoten mit Koordinate x1 auf der Kontakt-
fläche S1 derjenige Punkt x2 auf der Fläche S2 finden, der dem Punkt
x1 am nächsten liegt, siehe Bild .. Der Normalenvektor n auf der







der Abstand h zwischen den beiden Punkten ist dann gegeben durch
die Beziehung
nh = x2 − x1 .
Wir betrachten diese Berechnung hier kurz in drei Dimensionen.
Die zweidimensionale Fläche S2 im dreidimensionalen Raum lässt sich
durch eine Funktion x2(s, t) beschreiben, wobei s und t Parameter
sind. Wir suchen also diejenigen Werte s∗ und t∗, für die gilt, dass
x1−x2(s∗, t∗) senkrecht auf der Fläche x2 steht. Dies ist genau dann
der Fall, wenn das Skalarprodukt von x1−x2(s∗, t∗)mit der Tangente
am Punkt x2(s∗, t∗) verschwindet:
(x1 − x2(s∗, t∗)) · ∂x2(s, t)
∂s
|x2 = 0
(x1 − x2(s∗, t∗)) · ∂x2(s, t)
∂t
|x2 = 0
Für eine gegebene Funktion x2(s, t) ist dies ein nichtlineares Glei-
chungssystem für s∗ und t∗, das beispielsweise mit dem Newton-Ver-
fahren gelöst werden kann.
Die Kontaktbedingung lässt sich nun so formulieren, dass für jeden Knoten
auf der Fläche S1 der Abstand h ≥ 0 sein muss, und dass eine Kontaktkraft
nur dann vorliegen darf, wenn h = 0 ist.
Verfährt man in dieser Weise, so ist die Behandlung der Flächen S1 und
S2 unsymmetrisch, da nur der Abstand zwischen den Knoten auf S1 und
der Fläche S2 bestimmt wird. Eine solche Vorgehensweise nennt man einen
„Master-Slave-Algorithmus“. S1 ist hierbei die „Slave“-Fläche und S2 die
„Master“-Fläche. Die Formulierung bedeutet nämlich, dass niemals geprüft
wird, ob ein Knoten von S2 die Fläche S1 durchdringt.
Im Allgemeinen ist es sinnvoll, dass die Slave-Fläche S1 deutlich feiner
vernetzt ist als die Fläche S2, weil dann die Durchdringung nur sehr gering
sein kann. Bild . zeigt dies an einem Beispiel. Ansonsten kann man so vor-
gehen, dass man abwechselnd jede der beiden Flächen einmal zum „Master“
und einmal zum „Slave“ macht, wie ebenfalls im Bild gezeigt wird. Auch bei
dieser Vorgehensweise kommt es allerdings zu Fehlern durch die Diskretisie-
rung der Kontaktflächen. Außerdem verdoppelt sich natürlich den Rechen-
aufwand. Generell gilt, dass bei der Kontakt-Modellierung nahezu immer
Diskretisierungsfehler auftreten. Durch hinreichend feine Vernetzung kön-
nen diese allerdings soweit abgemildert werden, dass die Lösung akzeptabel
ist.
 Diese Funktion ergibt sich aus den Formfunktionen, wenn wir isoparametrische









b. Master-Fläche Hammer c. Symmetrischer Master-
Slave
Bild .. Master-Slave-Algorithmus am Beispiel eines Hammers, der von oben
auf ein Werkstück schlägt. Verwendet man nur eine der beiden Flächen
als Master, so ergeben sich Durchdringungen der Materialien; bei ei-
ner symmetrischen Wahl gibt es zwar keine Durchdringungen, dafür
entsteht eine Lücke an der Ecke des Hammers.
.. Kontaktalgorithmen
Wir können nun anfangen, uns über den Kontaktalgorithmus selbst Gedan-
ken zu machen. Wir wollen hierbei zunächst annehmen, dass zwischen den
Körpern keine Reibung vorliegt, so dass der Kontakt nur die Bewegung in
Normalenrichtung einschränkt.
Betrachten wir wieder einen bestimmten Knoten n1 auf S1 mit Koordi-
nate x1. Wir nehmen an, dass anfänglich nirgendwo ein Kontakt zwischen
den Flächen vorliegt und dass Knoten n1 der erste Knoten ist, der mit S2
in Berührung kommen wird. Während der Berechnung der Verformung än-
dert sich die Koordinate des Knotens und der Fläche S2 ständig, und wir
berechnen nach jeder Iteration erneut den Abstand h zur Kontaktfläche.
Irgendwann wird dann der Zeitpunkt erreicht sein, wo die Verformung der
beiden Körper dazu führt, dass sich ein negativer Wert für den Abstand h
ergibt, so dass Knoten n1 die Fläche S2 durchdrungen hat. Damit ist die
Kontaktbedingung verletzt und wir müssen nun eine Kontaktberechnung
durchführen, um die Kontaktbedingung h ≥ 0 zu erfüllen.
Da eine Durchdringung der beiden Körper vorliegt, können wir anneh-
men, dass der Abstand h korrekterweise den Wert 0 haben muss, denn wäre
h > 0, so hätte die Iteration dies ja korrekt berechnet, da dann noch gar
kein Kontakt vorgelegen hätte. Wir sind also sicher, dass Knoten n1 tat-
sächlich in Kontakt mit Fläche S2 steht. Mit dieser Argumentation haben
wir nun dafür gesorgt, dass wir anstelle der Ungleichung h ≥ 0 eine echte
Gleichung h = 0 vorliegen haben, die wir nun in der nachfolgenden Iteration
berücksichtigen müssen.







und Tangentialkomponente entlang der Fläche S2:
x1 = hn+ gt , (.)
wenn wir in zwei Dimensionen sind. In drei Dimensionen gibt es entspre-
chend zwei Tangentialkomponenten. In der nachfolgenden Iteration muss
nun die Zwangsbedingung h = 0 berücksichtigt werden; die Bewegung in
Tangentialrichtung ist frei, da keine Reibung vorliegt. Wie man dies genau
tut, wird weiter unten erläutert werden.
Die folgende Iteration ist also eine Kontaktiteration, bei der der Ein-
fluss der neu hinzugekommenen Zwangsbedingung berücksichtigt wird. Mög-
licherweise ergibt sich während dieser Iteration, dass nun auch an einer
weiteren Stelle eine Kontaktbedingung erfüllt wird, dann wird auch diese
Zwangsbedingung hinzugenommen. Dies wird solange getan, bis Stabilität
erreicht wird, bis also kein Knoten mehr seinen Kontaktzustand ändert. An-
schließend folgt nun eine „normale“ Iteration, um die Grundgleichung mit
den gegebenen Kontakt-Zwangsbedingungen zu lösen, solange bis Konver-
genz erreicht wird.
Mit dieser Vorgehensweise können wir also das Herstellen von Kontakt
feststellen und berücksichtigen. Bisher haben wir jedoch nicht berücksich-
tigt, dass sich der Kontakt zwischen zwei Flächen ja auch wieder lösen kann.
Hiermit wollen wir uns als nächstes beschäftigen.
Das Prinzip des „Knotenlösens“ ist recht einfach: Wir berechnen nach
der Iteration die Normalkraft auf den im Kontakt befindlichen Knoten n1.
Solange Kontakt vorliegt, wird der Knoten mit einer endlichen Kraft an-
gepresst werden. Ein Lösen des Knotens würde bedeuten, dass er sich von
der Kontaktfläche S2 entfernt. Da er dies aufgrund der Zwangsbedingung
h = 0 nicht kann, erfährt der Knoten nun eine negative Normalkraft, also
eine Kraft, die versucht, ihn von der Fläche S2 zu entfernen. Der Kontaktal-
gorithmus muss also lediglich alle Normalkräfte berechnen und prüfen, ob
eine von ihnen ihr Vorzeichen wechselt. Ist dies der Fall, so muss die Kon-
taktbedingung am Knoten gelöst werden, das heißt, die nächste Iteration
wird nun ohne die Zwangsbedingung h = 0 durchgeführt.
Abschließend sei hier der Kontaktalgorithmus noch einmal in Kürze zu-
sammengefasst:
. Führe Iteration mit momentanem Kontaktstatus aus.
. Falls Durchdringung vorliegt, füge die Zwangsbedingung hinzu.
. Falls an einem Kontaktknoten eine negative Kontaktkraft vorliegt,
entferne die Zwangsbedingung.
. Falls Kontaktänderung vorliegt, gehe zu Schritt .
. Prüfe, ob die Grundgleichung für den aktuellen Zeitschritt erfüllt ist.







. Falls ja, beginne das nächste Inkrement.
Man beachte bei der Beschreibung des Algorithmus, dass während jedes
Interationsschrittes der Wechsel der Kontaktbedingungen überprüft wird,
nicht nur während des ersten Iterationsschrittes.
Berücksichtigung von Zwangsbedingungen
In diesem Abschnitt wollen wir uns kurz ansehen, wie man eine Zwangsbe-
dingung der Form h = 0 in einer Finite-Element-Berechnung berücksichtigt.
Hierzu gibt es zwei Möglichkeiten, die Methode der Lagrangeschen Multipli-
katoren und die „Penalty“-Methode. Die beiden Methoden sind dabei nicht
auf Kontaktzwangsbedingungen beschränkt, sondern können für beliebige
Zwangsbedingungen verwendet werden, solange diese die Form einer Glei-
chung haben.
Zwangsbedingungen in Form einer Ungleichung sind nur schwer direkt
zu berücksichtigen. Bei derartigen Zwangsbedingungen geht man deshalb
normalerweise so vor, wie wir es gerade gesehen haben, und verwandelt die
Ungleichung in eine Gleichung, indem man eine zusätzliche Prüfbedingung
einführt.
Beide Methoden beruhen auf dem Prinzip, das Integral der virtuellen Ar-
beit um einen Term zu erweitern, der die Zwangsbedingung berücksichtigt.
Als erstes wollen wir uns die Methode der Lagrangeschen Multiplika-
toren ansehen, die den Vorteil hat, die Zwangsbedingung exakt be-
rücksichtigen zu können. Nehmen wir an, wir kennen die korrekte
Gleichung für die Arbeit W , deren Variation δW verschwindet, wie
wir es in Kapitel  gesehen haben. Wir wollen nun also die Gleichung
δW (u) = 0 und eine Zwangsbedingung für einen bestimmten Frei-
heitsgrad ui der Form u∗ = ui simultan erfüllen. Hierbei ist u∗ der
festgelegte Wert der Verschiebung; im Fall der Kontaktbedingung ist
ui die Verschiebung in Normalrichtung zur Kontaktfläche.
Wir können nun die beiden Gleichungen zu einer Gleichung zusam-
menfassen, indem wir eine zusätzliche Variable λ einführen, den so
genannten Lagrangeschen Multiplikator. Dazu bringen wir die Zwangs-
bedingung in die Form ui−u∗ = 0 und multiplizieren diese Gleichung
mit λ. Wir erhalten dann einen Term der Form
W ′ = λ(ui − u∗) ,
von dem wir schon wissen, dass er null sein muss. Dieser zusätzliche
Ausdruck hat die Dimension einer Arbeit, wenn wir λ als eine Kraft
interpretieren. Wir betrachten jetzt die virtuelle Arbeit, die eine Va-
riation δλ dieser Kraft leisten würde, wir bilden also
δW ′ = δλ(ui − u∗) = 0 .
Die virtuelle Arbeit δW ′ verschwindet dabei für beliebiges δλ genau







W ′ zur Arbeit W hinzu und führen λ als neue Variable ein. Damit
haben wir die Zwangsbedingung direkt in das Integral der virtuellen
Arbeit eingebaut, allerdings um den Preis, dass wir eine neue Variable
zum Problem hinzugefügt haben.
Wir wollen uns dies noch etwas genauer ansehen: Für den Fall





schreiben, mit K als Steifigkeitsmatrix und R als Reaktionskraft. Aus
der Variation ergibt sich dann die Gleichung Ku−R = 0. Wir fügen
nun den Lagrangeschen Term hinzu und variieren dann:
δ(W +W ′) = δuTKu− δuTR+ λδui + δλ(ui − u∗) .
Wählen wir die Variation δu zu null, so erhalten wir wieder die Zwangs-
bedingung ui − u∗ = 0. Wählen wir umgekehrt δλ zu null, so ergibt
sich entsprechend
δuTKu− δuTR+ λδui = 0 ,
also die Gleichung für das Kräftegleichgewicht mit einem zusätzlichen
Kraftterm am Knoten i. λ ist deshalb gerade die Reaktionkraft an
dem Knoten, dessen Verschiebung wir festgelegt haben.
Die „Penalty“-Methode berücksichtigt die Zwangsbedingung, ohne
eine zusätzliche Variable hinzuzufügen. Dafür tut sie dies nicht exakt,
sondern nur näherungsweise. Die Idee dabei ist, eine Verletzung der
Zwangsbedingung zu bestrafen (deshalb „penalty“), indem man sie
mit einer hohen Energie versieht. Man erweitert die Arbeit um einen
Term
W ′ = α(ui − u∗)2 ,
wobei α die Größe der „Energiestrafe“ bestimmt. Weichen ui und u∗
voneinander ab, so ergibt sich wegen des Quadrats an der Differenz
immer ein positiver Beitrag der Energie, so dass derartige Abweichun-
gen unterdrückt werden. Eine gewisse Verletzung der Zwangsbedin-
gung ist erlaubt, vorausgesetzt, die damit verbundene Energievermin-
derung kompensiert den „Strafterm“. Der Vorteil der Methode besteht
darin, dass keine zusätzlichen Variablen eingeführt werden, ihr Nach-
teil ist, dass die Zwangsbedingung nicht exakt gilt und dass man sich
Gedanken über die Größe des Strafparameters α machen muss. Man
kann diesen nicht zu groß wählen, da man dann bei der Lösung der
Matrixgleichungen mit Matrizen rechnen muss, bei denen ein Term we-
sentlich größer ist als die anderen, was zu numerischen Schwierigkeiten
führen würde. Kommerzielle Finite-Element-Programme, die mit der
Penalty-Methode arbeiten, verwenden spezielle Techniken, um α in
einem vernünftigen Bereich zu wählen.
.. Reibung
Befinden sich zwei Körper in Kontakt, so können zwischen ihnen Reibungs-






. Risswachstum und Materialversagen
Coulombschen Modell proportional zum Anpressdruck. Zwischen den bei-
den Körpern kann eine tangentiale Spannung τ übertragen werden, solange
der Wert dieser Spannung kleiner oder gleich einem kritischen Wert ist:
τ ≤ µp , (.)
wobei µ der Reibkoeffizient und p der Anpressdruck ist. In diesem Fall liegt
keine Relativbewegung der beiden Flächen gegeneinander vor. Überschreitet
die Spannung den kritischen Wert, so können die beiden Flächen gegenein-
ander abgleiten.
Aufgrund der Unstetigkeit des Verhaltens der Verschiebungen kann die
Berücksichtigung von Reibungskräften zu zusätzlichen Konvergenzproble-
men führen.
Genau wie bei der Kontaktbedingung kann auch diese Ungleichung
wieder mit einer Prüfbedingung implementiert werden, d. h., bei Über-
schreiten der kritischen Spannung wird die Zwangsbedingung der ge-
meinsamen Bewegung beider Oberflächen fallengelassen; die Span-
nung entspricht dabei wieder einem Lagrangeschen Multiplikator. Al-
ternativ dazu kann man auch eine minimale elastische Verschiebung
der beiden Flächen gegeneinander erlauben, was die Berechnung ver-
einfacht und einem „Penalty“-Zugang entspricht.
In drei Dimensionen ist die Spannung in der Kontaktebene ein




2 ≤ µp ,
wenn man die beiden Spannungskomponenten in der Ebene mit τ1
und τ2 bezeichnet.
Im Fall von drei Dimensionen gibt es auch die Möglichkeit, dass der
Reibkoeffizient selbst von der Richtung abhängt, also anisotrop ist. In
diesem Fall muss man die Spannung in das entsprechende Koordina-
tensystem transformieren und die Reibung in den einzelnen Kompo-
nentenrichtungen berechnen.
. Risswachstum und Materialversagen
Mit den Methoden, die wir bisher kennengelernt haben, können wir keine
Prozesse beschreiben, bei denen sich der Zusammenhalt eines Materials än-
dert. Um Prozesse wie das Wachstum von Rissen oder das Versagen von Ma-
terialien unter bestimmten Bedingungen beschreiben zu können, brauchen
wir Techniken, in denen sich die Geometrie eines Finite-Element-Modells in
grundlegender Weise ändern kann. Risse können auch mit der erweiterten








..  Stationäre Risse
Bevor wir uns mit dem Problem des Risswachstums auseinandersetzen, wol-
len wir zunächst kurz untersuchen, wie stationäre Risse mit der Finite-
Element-Methode behandelt werden können. Wir betrachten hierzu eine
Konfiguration, bei der ein Riss vorhanden ist und sich die Länge des Risses
während der Simulation nicht ändert.
In der Kontinuumsmechanik erwartet man, dass die Spannung und Deh-
nung singulär werden, sich also dem Wert Unendlich annähert, je näher
man der Rissspitze kommt. Für linear-elastisches Materialverhalten erwar-
tet man beispielsweise eine Singularität der Form ε ∼ r−1/2. Eine solche
Dehnungsverteilung lässt sich simulieren, indem man Elemente mit quadra-
tischen Formfunktionen (siehe Kapitel ) verwendet, bei denen man einige
Knoten zusammenfallen lässt.
Für die Untersuchung von Rissen bedient man sich häufig des so genann-
ten J-Integrals, das eine Aussage über die Energiefreisetzung macht, die
sich durch eine virtuelle Rissverlängerung ergeben würde [Gross (2001)].
Die Auswertung des J-Integrals entlang eines Pfades ist kein Bestandteil
der Simulation selbst, da das Integral vollständig durch die vorliegenden
Spannungen und Dehnungen bestimmt ist. Um J-Integrale zu berechnen,
bedient man sich deshalb eines Postprozessors, der den Wert des Integrals
für vorgegebene Pfade aus den Spannungen berechnen kann.
..  Materialversagen
Unter hohen Belastungen versagen reale Materialien, das heißt, sie sind nicht
mehr in der Lage, die aufgebrachten Spannungen zu ertragen. In diesem Fall
entsteht ein Riss, der schließlich zum Bruch des Materials führen kann.
Für die Modellierung derartiger Probleme gibt es zwei Möglichkeiten:
Zum einen kann das Materialgesetz der Elemente so geändert werden, dass
die Spannungs-Dehnungs-Kurve auf den Wert null abfällt, wenn eine kriti-
sche Spannung oder Dehnung überschritten wird. Das Material kann dann
keine Spannungen mehr übertragen, das heißt, seine Steifigkeit sinkt auf den
Wert null. Ein Element, das in dieser Weise versagt, verformt sich unter wei-
terer Belastung beliebig stark. Effektiv bedeutet dies, dass das Element aus
der Simulation gelöscht wurde. Man kann sich leicht vorstellen, dass man
mit einer Reihe solcher Elemente einen Riss simulieren kann, der sich durch
das Material fortpflanzt. Da das Material dieser Elemente aus der Simula-
tion verschwindet, sollten diese so gewählt werden, dass das Volumen der
versagenden Elemente klein ist gegen das Gesamtvolumen des Materials.
 Eine solche Fragestellung ist nicht notwendigerweise nichtlinear, soll aber trotz-






. Risswachstum und Materialversagen
Bild .. Modellierung des Risswachstums durch Trennen von Knoten, die an-
fänglich zusammenfallen.
Derartige Versagenselemente haben jedoch einen Nachteil: Da ihre Span-
nungs-Dehnungs-Kurve bei Überschreiten des kritischen Wertes auf null ab-
fällt, ist die Iteration mit dem Newton-Raphson-Verfahren mit Konvergenz-
problemen behaftet: Eine geringe Erhöhung der Spannung führt zu einer
drastischen Veränderung der Dehnung, und das Verhalten der Gesamtstruk-
tur ändert sich zum Versagenszeitpunkt schlagartig. Aus diesem Grund ver-
wendet man derartige Versagenselemente bevorzugt in expliziten Program-
men, bei denen Konvergenzprobleme keine Rolle spielen.
Die andere Möglichkeit, Versagen und damit Risswachstum zu modellie-
ren, eignet sich auch für implizite Verfahren. Hier erfolgt die Trennung des
Materials nicht durch Herauslöschen von Elementen, sondern durch Auftren-
nung entlang einer Knotenlinie, siehe Bild .. Am Anfang der Simulation
sind die Knoten noch miteinander verbunden, doch bei Überschreiten eines
bestimmten Risskriteriums werden die Knoten voneinander gelöst, so dass
der Riss um einen Knoten fortschreitet.
Die Lösung der beiden Knoten voneinander sollte dabei nicht schlagartig
erfolgen, da sonst starke Nichtlinearitäten auftreten können, die bei der ite-
rativen Lösung Probleme bereiten. Stattdessen wird die Kraft zwischen den
sich lösenden Knoten in mehreren Schritten vom aktuellen Wert auf den
Wert null abgesenkt. Man kann sich vorstellen, dass sich zwischen den Kno-
ten eine Art Feder befindet, deren Federkonstante sich verringert, bis die
Knoten vollständig entkoppeln. Da dieser Mechanismus in der Realität keine
wirkliche Entsprechung hat, muss die genaue Vorgehensweise beim „Herun-
terfahren“ der Federkonstante durch Probieren ermittelt werden. Wichtig
ist hierbei vor allem, dass dieser Schritt hinreichend schnell geschieht.
Zur Steuerung der Materialauftrennung stehen verschiedene Risskriterien
zur Verfügung. Zunächst kann das Risswachstum rein zeitgesteuert erfolgen,
es wird also die Rissgeschwindigkeit vorgegeben. Dies ist vor allem bei der
Untersuchung stationärer Rissausbreitungsprozesse sinnvoll.
Eine weitere Möglichkeit ist das Spannungskriterium: Ähnlich wie bei
den Versagenselementen wird hier der Riss dann fortgepflanzt, wenn die
Spannung an den aufzutrennenden Elementen einen kritischen Wert über-
schreitet. Ein solches Kriterium spiegelt die Verhältnisse beim Sprödbruch







Das dritte Risskriterien eignet sich für duktile Risse, also für die Simula-
tion von Metallen. Hierbei wird der Öffnungswinkel des Risses als Kriterium
herangezogen, der Riss pflanzt sich also fort, wenn er sich vor der aktuellen
Rissspitze um einen bestimmten Betrag aufgeweitet hat. Dieses Kriterium
trägt den Namen „crack opening displacement“, kurz COD.
Prinzipiell sind natürlich noch weitere, komplexere Risskriterien denkbar.
Die Phänomene bei der Ausbreitung von Rissen in realen Materialien sind
jedoch so komplex, dass die Aufstellung realistischer Risskriterien überaus
schwierig ist.
Die Simulation sich ausbreitender Risse erfordert die Möglichkeit, das
Material entlang einer Knotenlinie aufzutrennen. Prinzipiell wäre es mög-
lich, diese Auftrennung vollständig vom Programm steuern zu lassen, d. h.,
der Algorithmus entscheidet vollkommen selbständig, in welcher Richtung
sich der Riss als nächstes ausbreitet, je nachdem, an welchem Knoten das
Risskriterium als nächstes erfüllt ist. Eine solche Simulation ist jedoch mit
sehr hohem Aufwand verbunden, weil das Risskriterium an allen Punkten
des Materials geprüft werden müsste und weil dann, bei Ausbreitung des
Risses, eine Umnummerierung der Knoten erfolgen müsste, was wiederum
zusätzlichen Rechenaufwand für den Lösungsalgorithmus des Gauß-Verfah-
rens mit sich ziehen würde. Meistens muss deshalb der Benutzer bereits



















In diesem Kapitel wollen wir uns mit der Simulationstechnik der zellulä-
ren Automaten auseinandersetzen. Anders als die Finite-Element-Methode
sind zelluläre Automaten nicht ein bestimmtes Verfahren, um Gleichungen
zu diskretisieren und zu lösen. Sie stellen vielmehr ein sehr allgemeines und
mächtiges Simulationswerkzeug dar, mit dem nicht nur physikalische Vor-
gänge modelliert werden können, sondern auch chemische, biologische oder
gar soziologische [Gerhardt und Schuster (1995), Weimar (1998)].
Ein zellulärer Automat ist eine Anordnung von einfachen Bausteinen,
den Zellen, die zum einen durch ihren Zustand und zum anderen durch
ihre Wechselwirkung mit anderen Zellen definiert sind. Man startet den zel-
lulären Automaten, indem man alle Zellen in einen – in geeigneter Weise
gewählten – Startzustand versetzt und dann die Regeln für die Wechselwir-
kung der einzelnen Zellen untereinander anwendet, um zu sehen, wie sich
der Automat weiterentwickelt. Wie dies im einzelnen funktioniert, versteht
man am besten an einem Beispiel.
.. Ein einfacher zellulärer Automat
Ein inzwischen schon klassischer zellulärer Automat ist Conways Game of
life. Dieser einfache Automat stellt ein extrem simples Modell für ein einfa-
ches biologisches System dar, das aber überraschend komplexe Strukturen
entwickeln kann.
Game of life ist ein zweidimensionaler zellulärer Automat mit quadrati-
scher Gitterstruktur. Man teilt also die Ebene in lauter kleine Quadrate ein,
die regelmäßig aneinander grenzen. Jedes dieser Quadrate ist eine Zelle des
zellulären Automaten. Eine solche Zelle kann in genau einem von zwei Zu-
ständen existieren, nämlich besetzt oder unbesetzt. Eine besetzte Zelle soll
im Modell das Vorhandensein eines Lebewesens darstellen, eine unbesetzte
Zelle dessen Abwesenheit.
Die Regeln für die Entwicklung des zellulären Automaten sind sehr ein-
fach. Die Entwicklung erfolgt in Zeitschritten. Zu jedem Zeitschritt wird
jede Zelle des Automaten daraufhin untersucht, wieviele ihrer acht Nach-











Bild .. Verschiedene Konfigurationen im Game of life. Der „Blinker“ oszilliert
zwischen zwei Konfigurationen, das „Quadrat“ bleibt stabil. Der „Glei-
ter“ bewegt sich in vier Zeitschritten um eine Einheit nach rechts un-
ten.
• Ist die Zelle besetzt, so bleibt sie auch im nächsten Zeitschritt besetzt,
wenn sie zwei oder drei besetzte Nachbarzellen hat.
• Ist die Zelle unbesetzt, so wird sie im nächsten Zeitschritt besetzt,
wenn sie genau drei besetzte Nachbarzellen hat.
Wir können die Regeln in einfacher Weise interpretieren: Die Lebewesen, die
wir simulieren wollen, haben eine optimale Bevölkerungsdichte, die erreicht
ist, wenn eine Zelle genau drei Nachbarn hat. In diesem Fall ist eine Vermeh-
rung möglich. Hat die Zelle zwei Nachbarn, so sind die Lebensbedingungen
zum Überleben noch hinreichend, aber nicht mehr zur Fortpflanzung. Bei
weniger als zwei Nachbarn ist die Bevölkerungsdichte zu gering, bei mehr
als drei Nachbarn zu groß.
Es ist wichtig zu beachten, dass die Berechnung und die Entscheidung
über den Zustand im nächsten Zeitschritt in allen Zellen gleichzeitig erfol-
gen, ansonsten ergäbe sich ein völlig anderes Verhalten des Automaten.
Trotz seiner überaus einfachen Regeln erzeugt das Game of life kompli-
zierte Strukturen und zeigt in vielen Fällen ein überraschend komplexes
Verhalten. Bild . zeigt einige Konfigurationen des Systems. Von beson-
derem Interesse ist dabei der „Gleiter“, eine Struktur, die sich durch das
Gitter fortbewegt. Es existiert auch eine so genannte „Gleiterkanone“, die
fortwährend neue Gleiter emittiert, die sich von ihr wegbewegen, wobei sie






. Definition eines zellulären Automaten
zurückkehrt. 
. Definition eines zellulären Automaten
Anhand des obigen Beispiels können wir nun die notwendigen Bestandteile
einer allgemeinen Definition eines zellulären Automaten zusammenstellen.
. Geometrie: Zunächst ist die Geometrie des zugrunde liegenden Git-
ters festzulegen. Dieses kann ein-, zwei- oder dreidimensional sein und
– in mehr als einer Dimension – verschiedene Kristallstrukturen anneh-
men, also beispielsweise hexagonal, quadratisch, einfach kubisch oder
kubisch flächenzentriert sein. Da man bei der Simulation auf endliche
Systeme beschränkt ist, muss man sich zusätzlich Gedanken über die
Randbedingungen machen. Hier gibt es zum einen die Möglichkeit, das
Gebiet an seinen Rändern einfach abzuschneiden, zum anderen kön-
nen so genannte periodische Randbedingungen gewählt werden, bei
denen man jeweils gegenüberliegende Ränder miteinander „verklebt“,
wie Bild . veranschaulicht. In einer Dimension entsteht dabei eine
ringförmige Struktur, in zwei Dimensionen ein Torus und in drei Di-
mensionen ein sich in die vierte Dimension krümmender Hypertorus,
den man sich anschaulich nicht mehr vorstellen kann.
Beim Game of life haben wir ein zweidimensionales, quadratisches
Gitter verwendet. Über die Randbedingungen hatten wir im vorigen
Abschnitt noch nichts ausgesagt, sondern implizit angenommen, dass
die Simulationsebene größer ist als alle auftretenden Strukturen.
. Nachbarschaft: Als Nachbarn bezeichnet man in der Theorie der
zellulären Automaten all diejenigen Zellen, die die gerade betrachte-
te Zelle im nächsten Zeitschritt beeinflussen können. Beim Game of
life hatten wir es mit einer Neun-Zellen-Nachbarschaft zu tun. Jede
Zelle hatte acht andere Zellen, deren Zustand sie beeinflussen konn-
te, aber auch der eigene Zustand der Zelle ging ja in die Regeln mit
ein, so dass sich insgesamt neun Nachbarn ergeben. In zwei Dimen-
sionen wählt man oft auch nur die vier nächsten Nachbarn aus, hat
also eine Fünfer-Nachbarschaft. In drei Dimensionen ist die Wahlfrei-
heit größer: Das Analogon zur Fünfer-Nachbarschaft ist hier die Sie-
bener-Nachbarschaft, man kann auch noch alle Zellen hinzuzählen,
 Ein Programmpaket, mit dem man selbst dieses Spiel ausprobieren kann, ist im
Internet frei verfügbar [Creutz].








Bild .. Periodische Randbedingungen eines zellulären Automaten in einer und
zwei Dimensionen. Gegenüberliegende begrenzende Kanten werden mit-
einander identifiziert, so dass in einer Dimension ein Ring und in zwei
Dimensionen ein Torus entstehen.
die mit der betrachteten Zelle eine Kante gemeinsam haben, was ei-
ne Neunzehner-Nachbarschaft ergibt, oder sogar alle, die nur eine ge-
meinsame Ecke besitzen, wodurch sich siebenundzwanzig Nachbarn
ergeben. Prinzipiell sind auch noch weiter gefasste oder asymmetri-
sche Nachbarschaften möglich.
. Zustände: Weiterhin müssen die möglichen Zustände der Zellen fest-
gelegt werden. Im Game of life gab es nur zwei Zustände, die wir
als 0 oder 1 schreiben können. Im Allgemeinen charakterisiert man
den Zustand einer Zelle durch eine oder mehrere Zahlen, so dass auch
deutlich kompliziertere Zustandbeschreibungen möglich sind.
Die theoretischen Informatiker schreiben vor, dass der Zustand
durch eine einzige natürliche Zahl gekennzeichnet werden soll,
weil ihnen das theoretische Untersuchungen vereinfacht. Auf
den ersten Blick sieht dies wie eine ernsthafte Einschränkung
aus, dies ist jedoch tatsächlich nicht der Fall, weil sich beliebig
viele Zahlen immer zu einer einzigen kombinieren lassen.
Wollen wir beispielsweise den Zustand unserer Zellen durch
zwei rationale Zahlen charakterisieren, so können wir folgen-
dermaßen vorgehen: In einem Computer wird eine rationale
 Physikalische Theorien verwenden meist reelle Zahlen zur Beschreibung von Phä-
nomenen. Derartige Zahlen sind jedoch prinzipiell nicht auf einem Computer dar-







. Definition eines zellulären Automaten
Zahl durch eine bestimmte Abfolge von Nullen und Einsen dar-
gestellt. Oft wird beispielsweise eine Genauigkeit von 64 bit
(8 Byte) verwendet. Wir können die Bitfolge der beiden Zah-
len, die wir verwenden wollen, einfach hintereinander schreiben
und dann das Ergebnis als natürliche Zahl interpretieren, die
nun einen Wert zwischen 0 und 2128 − 1 besitzt. Rechnungen
mit den reellen Zahlen lassen sich dann auf Rechnungen mit die-
ser natürlichen Zahl zurückführen. In der Praxis tut man dies
natürlich nicht wirklich, sondern begnügt sich mit dem Wissen,
dass es prinzipiell möglich ist.
. Zeitentwicklung: Entscheidend ist schließlich die Festlegung des Zeit-
entwicklungsverhaltens des Automatens, d. h. der Regeln, wie aus dem
Zustand „jetzt“ der Zustand „gleich“ ermittelt werden soll. Wie be-
reits oben erläutert ist es dabei wichtig, die Regeln gleichzeitig für
alle Zellen anzuwenden, nicht nacheinander. Im Game of life gab es
nur zwei einfache Regeln, aber bei komplexeren Simulationen können
auch die Regeln entsprechend komplex werden. Meist sind die Regeln
für das Verhalten des Automaten jedoch relativ einfach und werden
aus dem „lokalen Verständnis“ der zugrunde liegenden Vorgänge ab-
geleitet. Wie man sieht, ist der zelluläre Automat ein gutes Beispiel
für die in der Einführung beschriebene Vorgehensweise, bei der ein
komplexes System aus einfachen Bausteinen zusammengesetzt wird.
Bei echten zellulären Automaten sind die Regeln für die Zeitentwick-
lung deterministisch, d. h., das Verhalten des Systems ist eindeutig
festgelegt, wenn man seinen Anfangszustand kennt. Verallgemeiner-
te, stochastische zelluläre Automaten werden wir weiter unten kurz
behandeln.
Was lässt sich nun mit einem solchen zellulären Automaten berechnen?
Die einfache Antwort hierauf lautet: Alles! Genauer gesagt wurde in der
theoretischen Informatik bewiesen, dass jedes beliebige Problem, dass sich
überhaupt in irgendeiner Weise berechnen lässt, mit einem geeigneten zel-
lulären Automaten berechnet werden kann.
Hierzu muss gezeigt werden, dass ein zellulärer Automat ein Spezial-
fall eines so genannten Universellen Computers ist, der oft auch als
Turing-Maschine bezeichnet wird. Tatsächlich ist selbst das einfache
Game of life bereits in der Lage, als Universeller Computer zu dienen
[Berlekamp et. al. (1982)].
Leider gibt es jedoch Berechnungen, die auch mit einem solchen
Universellen Computer nicht durchführbar sind. Näheres hierzu findet
sich in den Büchern von Hofstadter (1985) und Penrose (1989).
Zelluläre Automaten wurden von John von Neumann und Stanis-
lav Ulam eingeführt, um allgemeine Fragen der theoretischen Infor-







nach einer Maschine, die in der Lage ist, sich selbst zu reproduzieren.
Um diese Frage – zumindest abstrakt – zu beantworten, dachte von
Neumann sich die zellulären Automaten aus. Es gelang ihm, einen
zellulären Automaten zu konstruieren, der sich selbst immer wieder
kopiert und so reproduziert.
Diese eher theoretischen Erwägungen sind für materialwissenschaftliche Si-
mulationen nicht allzu hilfreich. Bei der Simulation physikalischer Systeme
bietet es sich an, die räumliche Struktur des zellulären Automaten auch als
tatsächliche räumliche Struktur des gerade untersuchten Systems aufzufas-
sen. Jede Zelle des Automaten stellt dann einen bestimmten Raumbereich
dar, der verschiedene Zustände annehmen kann. Dies kann beispielsweise
ein Kristall mit einer bestimmten Orientierung sein.
Die Zeitentwicklungsregeln lassen sich oft aus der Kenntnis zugrunde
liegender Differentialgleichungen ableiten. Ein einfaches Beispiel ist ein ein-
dimensionaler zellulärer Automat, der einen Diffusionsvorgang modellieren
soll. Jede Zelle n ist durch den Wert ihrer Konzentration un gekennzeichnet.







Dabei ist k die Diffusionskonstante und t die Zeit. Hieraus lässt sich eine
mögliche Regel für den zellulären Automaten ableiten: Der Zustand un wird
in jedem Zeitschritt der Länge ∆t um den Wert ∆u verändert, wobei gilt:
∆u = −k 2un − un−1 − un+1
4∆x2
∆t . (.)
Dabei ist ∆x der räumliche Abstand zweier Zellen. Die hierzu erforderliche
Rechnung entspricht der Herleitung der Diskretisierung der zweiten Zeitab-
leitung aus Abschnitt ...
Zelluläre Automaten sind jedoch nicht auf Regeln beschränkt, die sich in
einfacher Weise aus Differentialgleichungen ableiten lassen. Die verwendeten
Regeln können beispielsweise auch bestimmte Entscheidungen in Form von
wenn-dann-Kriterien enthalten.
. Simulation der Rekristallisation
Die Vorgehensweise bei der Simulation mit einem zellulären Automaten
soll nun kurz am Beispiel der Rekristallisation verdeutlicht werden. Dass
zelluläre Automaten für derartige Simulationen besonders häufig eingesetzt
werden, ist auch der Grund, warum sie im Abschnitt über mesoskopische
Systeme beschrieben werden. Die Darstellung der Simulation orientiert sich






. Simulation der Rekristallisation
.. Erholung und Rekristallisation
Zunächst soll der Vorgang der Rekristallisation kurz beschrieben werden.
Dabei sollen nur die für die Simulation wichtigen Punkte zur Sprache kom-
men.
Werden Metalle stark kaltverformt, so kommt es zur Multiplikation von
Versetzungen (siehe Kapitel ), die sich dann gegenseitig behindern und so
die weitere Verformung erschweren (Kaltverfestigung). Erwärmt man das
Metall, können sich zwei verschiedene Prozesse abspielen.
Aufgrund der Temperaturerhöhung ist die Versetzungsbewegung erleich-
tert. Versetzungen können sich umordnen und dabei eine energetisch günsti-
gere Anordnung einnehmen oder sich annihilieren, so dass die gespeicherte
Energie wieder sinkt. Diesen Vorgang bezeichnet man als Erholung.
Bei der Rekristallisation bildet sich ein neues Gefüge. Kristallisationskei-
me wachsen auf Kosten der kaltverfestigten Bereiche. Die treibende Kraft
für dieses Wachstum ist die in den Versetzungen der verfestigten Bereiche
gespeicherte Energie. Weiterhin hängt die Rekristallisationsgeschwindigkeit
noch von der Mobilität der Grenzfläche ab.
.. Beschreibung der Simulation
Die Definition eines zellulären Automaten zur Simulation der Rekristalli-
sation beinhaltet eine große Freiheit, abhängig davon, welche Prozesse im
einzelnen berücksichtigt werden sollen.
Für die Geometrie verwendet man quadratische bzw. kubische Gitter mit
den oben dargestellten Möglichkeiten für die Nachbarschaften. Im einfachs-
ten Fall hat jede Zelle nur zwei mögliche Zustände, nämlich verformt und
rekristallisiert. Zusätzlich ist jede rekristallisierte Zelle durch einen Zahlen-
wert gekennzeichnet, der die Kristallorientierung darstellt.
Im einfachsten Modell beginnt man mit einer Anzahl zufällig verteilter
rekristallisierter Zellen (den Keimen), während sich der gesamte Rest des
Gitters im verformten Zustand befindet. In jedem Zeitschritt rekristallisie-
ren alle Zellen, die an eine bereits rekristallisierte Zelle grenzen und noch
im verformten Zustand sind. Sie nehmen dann auch die Orientierung der
jeweiligen rekristallisierten Zelle an.
Dieses sehr simple Modell liefert bereits relativ gute Resultate für die
Zeitentwicklung des rekristalliserten Anteils. Ein Problem des Modells be-
steht in der Form der sich entwickelnden rekristallisierten Bereiche: Auf-
grund der zugrundeliegenden kubischen Gitterstruktur entwickeln sich aus
den Keimen – je nach Wahl der Nachbarschaft – im Wesentlichen kubi-
sche Bereiche mit verschiedenen Orientierungen. Dieses Problem lässt sich







Bild .. Mit einem zellulären Automaten simuliertes Gefüge nach der Rekristal-
lisation, aus [Kaps (1997)].
Nachbarschaft lösen [Kaps (1997)]. Dabei wird in jedem Zeitschritt eine Sie-
bener-Nachbarschaft verwendet, d. h., es werden aus der Neuner-Nachbar-
schaft jeweils zwei diagonal gegenüberliegende Eckpunkte entfernt. Nach
jedem Zeitschritt wird dann die Orientierung der Nachbarschaft verändert.
Diese Technik führt zu realistischeren Kornformen.
Eine genauere Simulation kann zusätzlich noch die Erholung mit ein-
beziehen. Hierzu wird für jede Zelle eine weitere Variable eingeführt, die
Versetzungsdichte. In allen verformten Zellen liegt diese anfänglich über ei-
nem Schwellwert, verringert sich aber in jedem Zeitschritt abhängig von der
Temperatur (die in unserem Modell ein äußerer Parameter ist). Sinkt die
Versetzungsdichte einer Zelle unter den Schwellwert, so kann sie nicht mehr
rekristallisieren, weil die treibende Kraft zu klein ist.
Schließlich kann auch noch die Wachstumsgeschwindigkeit berücksichtigt
werden, die ja ebenfalls von der Versetzungsdichte abhängt. Je nach Verset-
zungsdichte der unrekristallisierten Bereiche wachsen die rekristallisierten
Bereiche unterschiedlich schnell.
Derartige komplexere Modelle sind in der Lage, das experimentell ge-
messene Rekristallisationsverhalten gut wiederzugeben. Bild . zeigt ein
simuliertes, rekristallisiertes Gefüge.
Man sieht an diesen Modellbeschreibungen bereits, dass man bei der De-






. Probabilistische zelluläre Automaten
dem, welche Aspekte des realen Verhaltens man in welcher Weise beschreibt.
Diese große Freiheit ist eine Stärke der Technik der zellulären Automaten,
birgt jedoch auch eine gewisse Gefahr, da die Versuchung besteht, das Mo-
dell solange abzuändern, bis sich eine Übereinstimmung mit experimentellen
Daten ergibt. Wie jedes physikalische Modell hat auch ein zellulärer Auto-
mat nur dann einen Wert, wenn man aus ihm Vorhersagen ableiten kann, die
nicht bereits während der Definition des Modells zur Validierung verwendet
wurden.
Beim Vergleich von Computermodellen mit der Realität ist es sinn-
voll, zwischen den Begriffen “Validierung” und “Verifikation” zu un-
terscheiden. Ein Modell wird validiert, indem man überprüft, dass
es tatsächlich die Anforderungen erfüllt, die beim Design des Modells
vorgegeben wurden. Um das Modell zu verifizieren, muss man mit dem
Model eine neue, unabhängige Vorhersage machen und diese ebenfalls
überprüfen. Die Verifikation ist also eine stärkere Forderung als die
Validierung. Ohne Verifikation kann man niemals sicher sein, dass das
Modell tatsächlich irgendeine Vorhersagekraft hat und nicht einfach
nur so lange modifiziert wurde, bis es die vorher bekannten Vorgaben
erfüllt.
. Probabilistische zelluläre Automaten
Bei der Definition der zellulären Automaten wurde darauf hingewiesen, dass
es sich bei ihnen um deterministische Systeme handelt. Diese Bedingung
kann jedoch abgeschwächt werden und ein Zufallselement in das Zeitent-
wicklungsverhalten eingebracht werden. Hierbei gibt es zum einen die Mög-
lichkeit, nicht alle Zellen gleichzeitig in einem Zeitschritt zu behandeln, son-
dern immer nur eine zufällig ausgewählte. Eine zweite Möglichkeit besteht
darin, das Zeitentwicklungsverhalten selbst von einer Zufallszahl abhängig
zu machen.
Ein Beispiel hierfür ist eine Simulation des dendritischen Wachstums,
wie man es beispielsweise beim Wachstum von Kristallen vorfindet, siehe
Bild .. Hierbei handelt es sich eigentlich schon um ein Beispiel für Mon-
te-Carlo-Verfahren, wie wir sie im nächsten Kapitel kennenlernen werden.
Das zweidimensionale Modell verwendet ein quadratisches oder hexagonales
Gitter mit abgeschnittenen Rändern. Man beginnt mit einer einzigen besetz-
ten Zelle in der Mitte des Volumens, die sich nicht mehr verändern kann.
Eine weitere Zelle wird am Rand des Volumens in den besetzten Zustand
versetzt. Dieses Teilchen (d. h. der Zustand “besetzt”) bewegt sich nun im
nächsten Zeitschritt auf eine zufällig gewählte Nachbarposition. Die Bewe-
gung erfolgt solange, bis das Teilchen eine Position erreicht, bei der es dem







Bild .. Simulation des Dendritenwachstums mit einem probabilistischen zel-
lulären Automaten (mit freundlicher Genehmigung von D. W. Bullok,
UIUC Dept. of Computer Science). Die Struktur des Dendriten spiegelt
die zugrunde liegende quadratische Gitterstruktur wider.
selbst ebenfalls unbeweglich, und unser Kristall ist um ein Teilchen größer
geworden. Anschließend wird ein neues Teilchen von Außen eingebracht,
das wieder zufällig umherirrt, bis es auf den Kristall in der Mitte trifft. Im
Laufe der Simulation ergibt sich eine dendritische Struktur, die allerdings
die zugrundeliegende Gittersymmetrie deutlich widerspiegelt.
Ein derartiges Modell, bei dem besetzte Zustände durch das Gitter wan-
dern, bezeichnet man auch als Gittergas-Modell , weil der umherwandernde
besetzte Zustand sich wie ein Teilchen in einem Gas verhält. Derartige Mo-
delle werden bevorzugt in der Strömungsmechanik eingesetzt.
Bei den probabilistischen Automaten bleibt die Frage zu klären, wie ein
Computeralgorithmus eine zufällige Auswahl treffen soll. Mit diesem Pro-









Als Monte-Carlo-Methoden bezeichnet man alle Algorithmen, bei denen
ein zufälliges Element – meist in der Form von vom Computer generier-
ten Pseudo-Zufallszahlen, siehe Abschnitt . – in die Berechnung eingeht.
Ein einfaches Beispiel für einen solchen Algorithmus haben wir bereits im
vorigen Kapitel im Abschnitt über probabilistische zelluläre Automaten ken-
nengelernt. In diesem Kapitel wollen wir uns, ausgehend von einfachen Bei-
spielen, intensiver mit den Monte-Carlo-Verfahren vertraut machen. Details
über die statistische Auswertung derartiger Simulationen finden sich in Ka-
pitel . Binder und Heermann (1997) sowie Landau und Binder (2000)
geben eine ausführliche Einführung in dieses Gebiet. In Abschnitt . wird
die Anwendung des Monte-Carlo-Verfahrens auf atomare Systeme disku-
tiert.
.. Monte-Carlo-Integration
Monte-Carlo-Verfahren können beispielsweise verwendet werden, um Inte-
grale zu lösen. Als Beispiel betrachten wir einen Monte-Carlo-Algorithmus
zur Berechnung der Fläche eines Viertelkreises mit Radius 1, also die Zahl
pi/4.
Hierzu erzeugen wir jeweils ein Paar von Zufallszahlen x, y aus dem
Intervall [0,1]. Wir berechnen dann den Abstand r des zufällig gewählten
Punktes vom Ursprung mit diesen beiden Koordinaten: r2 = x2 + y2. Ist
der Abstand r größer als 1, so liegt der Punkt außerhalb des Kreises, ist
er kleiner als eins, so liegt er innerhalb. Wir wiederholen dies für n zufällig
gewählte Punkte und zählen den Anteil m all der Punkte, die innerhalb des
Kreises liegen. Dann ist m/n ein Schätzwert für die Fläche des Viertelkrei-
ses, da die Fläche des Quadrates mit Kantenlänge 1 gerade 1 beträgt.
Dieses simple Verfahren ist sicher nicht das geeignetste, um die Flä-
che eines Kreises numerisch zu berechnen. Wir werden jedoch weiter
unten sehen, dass die Berechnung komplizierter Integrale in vielen Di-
mensionen mit der Monte-Carlo-Methode relativ einfach durchgeführt
 Der Name der Verfahren rührt von der Stadt Monte Carlo her, in der zufällige







werden kann, während andere Methoden problematischer sind. Derar-
tige Integrale treten bei thermodynamischen Berechnungen häufig auf,
siehe Abschnitt ... Bevor wir uns damit näher beschäftigen, wollen
wir zunächst einige andere einfache Anwendungen kennenlernen.
In der modernen Zahlentheorie spielt die Berechnung großer Prim-
zahlen eine wichtige Rolle, unter anderem für Algorithmen zur Ver-
schlüsselung. Die Untersuchung einer Zahl darauf, ob sie prim ist,
ist jedoch mit einem sehr großen Rechenaufwand verbunden, da alle
denkbaren Teiler untersucht werden müssen. Häufig behilft man sich
auch hier mit Monte-Carlo-Verfahren, bei denen eine Zahl auf ihre
Teilbarkeit durch zufällig gewählte Teiler überprüft wird. Derartige
Verfahren können natürlich niemals eine vollständige Sicherheit erge-
ben; mit geeigneten Methoden kann man aber Aussagen treffen, die
eine extrem hohe Wahrscheinlichkeit besitzen, korrekt zu sein.
.. Zufällige Teilchenbewegung
Betrachten wir als Beispiel für eine zufällige Teilchenbewegung einen Be-
trunkenen, der sich durch den New Yorker Stadtteil Manhattan bewegt.
(Manhattan ist für derartige Überlegungen ein beliebter Ort, da die Stra-
ßen dort in einem regelmäßigen, rechteckigen Gitter angeordnet sind.) An
jeder Kreuzung entscheidet er zufällig, in welche Richtung er sich nun wei-
ter fortbewegen will, wobei er eventuell auch den Weg zurückgeht, den er
gerade gekommen ist. Eine derartige Bewegung bezeichnet man als Random
walk.
Ein Computermodell dieser Bewegung kann leicht programmiert werden,
wobei wir Randeffekte wie den Atlantischen Ozean außer Acht lassen wollen.
Der Algorithmus hierzu sieht sehr einfach aus:
. Setze den Startort auf die Koordinaten (0,0).
. Wähle eine ganze Zufallszahl zwischen 1 und 4.
. Gehe je nach Zufallszahl einen Schritt nach Norden, Süden, Osten
oder Westen. (D.h., erhöhe oder verringere die x- oder y-Koordinate
um 1).
. Gehe zu Schritt .
Führt man die Berechnung mit diesem Modell durch, so stellt man fest,
dass sich der Betrunkene im Laufe der Zeit langsam immer weiter von sei-
nem Ausgangsort entfernt. Bezeichnet man seinen Abstand zum Ursprung
mit d und die vergangene Zeit mit t, so gilt – gemittelt über eine große
Anzahl von Untersuchungen – d2 ∼ t. Wichtig hierbei ist, dass eine Mit-
telung über viele Zufallsbewegungen durchgeführt wird; im Einzelfall kann
das Verhalten zufällig stark abweichen, so wie man im Einzelfall zufällig






. Simulation thermodynamischer Systeme
Das betrachtete Modell ist nicht nur für die Bewegung alkoholisierter
Personen geeignet, sondern auch für die Untersuchung von Diffusionsvor-
gängen. Das Modell des Dendritenwachstums, das wir uns in Abschnitt .
angesehen haben, ist ein Beispiel für eine solche Simulation. Bei derartigen
Diffusionsvorgängen ist die Brownsche Molekularbewegung für die Bewe-
gung verantwortlich: Ein in Lösung befindliches Teilchen wird von allen
Seiten von Molekülen angestoßen, aber aufgrund zufälliger Fluktuationen
nicht immer von allen Seiten gleich stark. Derartige Fluktuationen führen
dann zu einem zufälligen Umherwandern.
Die Random-walk-Simulation unterscheidet sich auf den ersten Blick deut-
lich von der oben erläuterten Monte-Carlo-Integration: Dort hatten wir
einen Zufallsalgorithmus verwendet, um ein deterministisches Problem zu
lösen, während wir hier den Zufallsalgorithmus verwenden, um ein Problem
zu lösen, das tatsächlich eine Zufallskomponente beinhaltet.
Dies ist jedoch nur auf den ersten Blick richtig. Tatsächlich interessiert
man sich bei der Modellierung zufälliger Prozesse normalerweise nicht für die
Vorgänge im einzelnen, sondern für die Statistik der Vorgänge, das heißt für
die Wahrscheinlichkeit, mit der bestimmte Prozesse ablaufen. Diese Größen
selbst sind jedoch keineswegs zufällig, sondern vollkommen determiniert. So
ist ein einzelner Münzwurf ein zufälliges Ereignis, die Wahrscheinlichkeit,
beim Wurf „Kopf“ zu erhalten, ist jedoch eine determinierte Größe, nämlich
1/2. Will man Fragen beantworten wie etwa „Mit welcher Wahrscheinlichkeit
werde ich zweimal hintereinander ‚Kopf‘ werfen?“, so lässt sich diese Frage
mit einer Simulation beantworten, obwohl es in diesem Fall sicher einfacher
ist, die Antwort mit Hilfe der Wahrscheinlichkeitstheorie zu 1/2 · 1/2 = 1/4
zu berechnen. Gerade bei der Simulation thermodynamischer Probleme, die
ebenfalls einen stochastischen Charakter aufweisen, ist diese Unterscheidung
wichtig.
. Simulation thermodynamischer Systeme
.. Ein Schnellkurs in Thermodynamik
Monte-Carlo-Verfahren werden besonders häufig bei der Simulation ther-
modynamischer Probleme eingesetzt. In diesem Abschnitt sollen die für uns
wichtigsten Begriffe aus der Thermodynamik kurz eingeführt werden. Eine
physikalisch orientierte Einführung findet sich in Feynman et al. (1963) oder
Reif (1985).
Glücklicherweise beruht die Thermodynamik auf einem einzigen, einfa-
chen Prinzip: Betrachten wir ein System, das in thermischem Kontakt mit
seiner Umwelt steht und im thermodynamischen Gleichgewicht ist, aber







Z1,Z2, . . . befinden können. Zu jedem Zustand Zi gehört eine Energie Ei.
Aufgrund thermischer Fluktuationen wird das System im Laufe der Zeit
verschiedene Zustände annehmen. Die Wahrscheinlichkeit P(Zi) dafür, dass








Dabei bezeichnet T die Temperatur und kB die so genannte Boltzmann-
Konstante, kB = 1,381 · 10−23 J/K. Die Proportionalitätskonstante ist da-
durch zu ermitteln, dass die Wahrscheinlichkeit, dass sich das System in
irgendeinem Zustand befindet, eins sein muss.
Betrachten wir als Beispiel eine Ansammlung von Teilchen im Schwe-
refeld, beispielsweise die Atome (bzw. Moleküle) der Erdatmosphäre. Der
Einfachheit halber nehmen wir an, die ganze Atmosphäre befände sich bei
einheitlicher Temperatur, so dass die kinetische Energie der Atome von der
Höhe unabhängig ist und deshalb in die Gleichung nicht eingeht. Die Ener-
gie e eines Atoms der Masse m ist gegeben durch e = mgh. Damit ergibt









wobei C eine Normierungskonstante ist, die so gewählt wird, dass die Ge-
samtwahrscheinlichkeit, das Atom irgendwo anzutreffen, gerade gleich 1 ist,
also C =
R
exp(−mgh/kBT ) dh. Die Wahrscheinlichkeit, ein Atom anzutref-
fen, entspricht gerade der Dichte der Atome in der jeweiligen Höhe. Die
Dichte der Atmosphäre nimmt also exponentiell mit der Höhe ab, ein Ge-
setz, das als barometrische Höhenformel bezeichnet wird. Dies wird in der
Tat auch beobachtet; da die Atmosphäre jedoch nicht isotherm ist, folgt die
Abnahme nicht exakt dem angegebenen Gesetz, eine Komplikation, mit der
wir uns nicht weiter befassen wollen.
.. Das Ising-Modell
Das Ising-Modell ist ein beliebtes Spielzeug-Modell in der Thermodynamik
[Reif (1985)]. Nahezu alle thermodynamischen Effekte lassen sich an die-
sem Modell erklären. In den folgenden Abschnitten wollen wir uns dieses
Modell ansehen und untersuchen, wie man es mit Monte-Carlo-Methoden
simulieren kann.
Das Ising-Modell ist ein sehr einfaches Modell für das ferromagnetische






. Simulation thermodynamischer Systeme
a. T klein b. T groß
Bild .. Das Ising-Modell bei zwei verschiedenen Temperaturen. Bei niedriger
Temperatur sind die meisten Spins gleichgerichtet, bei hoher Tempera-
tur sind die Spins ungeordnet.
„Elementarmagneten“, die als Spins bezeichnet werden. Diese Elementarma-
gnete können sich nur in zwei Weisen ausrichten, nämlich entweder mit dem
Nordpol nach oben oder nach unten; andere Orientierungen der Elementar-
magneten werden nicht zugelassen.
Diese Einschränkung der Spins wirkt zunächst sehr willkürlich. In der
Quantenmechanik kann jedoch bewiesen werden, dass die Magnetisie-
rung eines einzelnen Atoms tatsächlich nur eine endliche Anzahl von
verschiedenen Orientierungen annehmen kann, im einfachsten Fall 2.
Wir übernehmen dies einfach als Annahme, ohne uns um die quanten-
mechanische Erklärung dieses Phänomens zu kümmern.
Da wir ein Modell des Ferromagnetismus konstruieren wollen, nehmen wir
an, dass gleichgerichtete Spins eine geringere Energie haben als entgegen-
gesetzte Spins. Im Zustand niedrigster Energie (bei Temperatur null) sind
dann alle Spins entweder nach oben oder nach unten ausgerichtet. Bezeich-
nen wir die Werte si der Spins einfach mit −1 und +1, so ist die Energie
eines Spinpaares Eij = −Jsisj , wobei J die Stärke der Kopplung zwischen
den Spins bezeichnet. Der Einfachheit halber nehmen wir auch noch an, dass
nur nächste Nachbarn überhaupt eine Wechselwirkung miteinander haben.
Darüberhinaus beschränken wir uns auf ein zweidimensionales Modell mit
einem quadratischen Gitter.
Zusammengefasst sieht unser Modell also so aus: Wir haben ein quadra-
tisches Gitter, bei dem an jeder Gitterposition ein Spin sitzt, der den Wert
+1 oder −1 annehmen kann. Benachbarte Spins wechselwirken miteinander,













wobei die Summe über alle Paare von benachbarten Spins durchzuführen
ist.
Das System hat also die niedrigste Energie, wenn alle Spins gleichgerich-
tet sind, und die höchste Energie, wenn die Spins abwechselnd nach oben
und unten zeigen wie bei einem Schachbrettmuster.
.. Thermodynamik des Ising-Modells
Die Untersuchung des thermodynamischen Verhaltens des Ising-Modells
füllt ganze Bücher. Wir wollen uns hier auf einige, wenige Punkte beschrän-
ken, die wir benötigen, um uns mit der Simulation des Modells beschäftigen
zu können. Die wichtigste Variable zur makroskopischen Beschreibung des
Systems ist dabei die Magnetisierung . Setzen wir der Einfachheit halber
die Magnetisierung eines einzelnen Spins auf einen Wert von ±1, so ist die
Magnetisierung gegeben durch die Summe über alle Spinwerte.
Das Ising-Modell verfügt über zwei Zustände mit niedrigster Energie, die
Grundzustände. Im einen sind alle Spins nach oben ausgerichtet, im anderen
nach unten. Haben wirN Spins, so ist die Magnetisierung entweder+N oder
−N .
Nach dem oben gesagten sind die beiden Grundzustände die wahrschein-
lichsten Zustände, in denen wir das System antreffen werden, unabhängig
von seiner Temperatur. Man sollte also erwarten, dass man das System meist
in diesem Zustand antreffen wird. Dies ist jedoch nicht der Fall. Zwar ist
der Grundzustand von allen Zuständen der wahrscheinlichste, doch gibt es
nur zwei Grundzustände, aber eine Vielzahl von anderen Zuständen, näm-
lich insgesamt 2N . Der Grundzustand ist der wahrscheinlichste Mikrozu-
stand, bei dem wir also die Werte aller Spins vorgeben. Er ist aber nicht
der wahrscheinlichste Makrozustand, wobei wir unter einem Makrozustand
einen Zustand verstehen, bei dem wir nur über das ganze System gemittelte
Größen betrachten. Betrachten wir als makroskopische Größe beispielsweise
wieder die Magnetisierung. Es gibt nur einen Mikrozustand, bei dem die-
se den Wert +N annimmt, nämlich den Grundzustand. Zur Magnetisierung
N−2, bei der also ein Spin nach unten zeigt, gibt es dagegen schon N Mikro-
zustände. Der Grundzustand ist wahrscheinlicher als jeder einzelne dieser
Mikrozustände, aber je nach Höhe der Temperatur kann der Makrozustand







. Simulation thermodynamischer Systeme
a. T sehr klein b. T klein
c. T = Tc d. T groß
Bild .. Simulation des Ising-Modells bei verschiedenen Temperaturen. Die Hel-
ligkeit codiert die Spinausrichtung. Bei niedrigen Temperaturen ist die
Tendenz der Spins sich gleichzurichten groß, bei höheren Temperatu-
ren dominiert die Entropie das Verhalten. Erzeugt mit dem Programm
Javalab (http://www.pha.jhu.edu/˜javalab).
mit der niedrigeren Magnetisierung wahrscheinlicher sein, wenn nämlich für
die Wahrscheinlichkeiten P(M = N) < P(M = N − 2) ·N gilt.
Eine der interssantesten Eigenschaften des Ising-Modells ist, dass es
einen Phasenübergang besitzt, siehe Bild .. Unterhalb einer kriti-
schen Temperatur Tc, der Curie-Temperatur, verhält es sich wie ein
Ferromagnet, d. h. die Spins haben die Tendenz, eine Magnetisierung
zu erzeugen, wenn ein beliebig kleines äußeres Magnetfeld angelegt
wird. Oberhalb der kritischen Temperatur dagegen verhält sich das
System paramagnetisch, die Magnetisierung ist im Mittel null.
Auch Verallgemeinerungen des Ising-Modells, so genannte Potts-







Zustände der Spins, die dann zyklisch in verschiedene Richtungen zei-
gen. Beispielsweise zeigen die Spinzustände im -Zustands-Potts-Mo-
dell nach oben, rechts, unten und links. Die Energie zweier benach-
barter Spins ist um so größer, je größer der Winkel zwischen ihnen
ist, d. h., auch hier haben die Spins die Tendenz, sich parallel zuein-
ander anzuordnen. Derartige Modell besitzen natürlich eine größere
Anwendungsbreite als das einfache Ising-Modell.
.. Der Metropolis-Algorithmus
Nun wollen wir uns aber endlich mit der Simulation des Modells beschäf-
tigen. Wir wollen also das Verhalten des Modells statistisch untersuchen,
indem wir eine große Anzahl möglicher Konfigurationen der Spins auswer-
ten, ganz ähnlich, wie wir es beim Modell des Random walk gemacht haben.
Hatten wir uns dort für die Entfernung vom Ursprung als Funktion der Zeit
interessiert, so ist beim Ising-Modell beispielsweise der mittlere Wert der
Magnetisierung eine interessante Variable.
Jeder einzelne Random walk war vom vorherigen vollkommen unabhän-
gig – wir haben das Teilchen einfach wieder in den Koordinatenursprung
gesetzt und die Simulation von vorn begonnen.
Beim Ising-Modell ist dies jedoch nicht so einfach. Prinzipiell können wir
natürlich beliebig viele, unabhängige Spin-Konfigurationen „auswürfeln“, in-
dem wir einfach jeden Spin mit einer Wahrscheinlichkeit von jeweils 0,5 zu
+1 oder −1 setzen. Damit erzeugen wir jedoch keine Verteilung gemäß Glei-
chung (.). Wir könnten, um dies zu korrigieren, die Energie jeder dieser
Konfigurationen messen und einen Satz von Konfigurationen so auswählen,
dass dieser Satz die korrekte Wahrscheinlichkeitsverteilung besitzt. An die-
sem Satz von Konfigurationen könnten wir dann die Messungen vornehmen,
die uns interessieren. Da wir die einzelnen Spins unabhängig voneinander be-
stimmt haben, ist die Energie einer auf diese Weise erzeugten Konfiguration
typischerweise jedoch relativ hoch. Wir müssten also eine Vielzahl von er-
zeugten Konfigurationen verwerfen, damit die verwendeten Konfigurationen
die korrekte Wahrscheinlichkeitsverteilung besitzen. Diese Vorgehensweise
ist demnach nicht empfehlenswert.
Offensichtlich wäre es besser, wir würden die Konfigurationen gleich ent-
sprechend ihrer Wahrscheinlichkeit generieren. Ein Verfahren, das dies tut,
bezeichnet man als Importance sampling , d. h. als nach Wichtigkeit gewich-
tete Stichprobe. Dies lässt sich dadurch erreichen, dass man eine Konfigu-
ration aus der vorherigen erzeugt, und zwar in einer Weise, die sicherstellt,
dass sich die Wahrscheinlichkeit der erzeugten Konfigurationen der des ther-
modynamischen Gleichgewichts annähert.






. Simulation thermodynamischer Systeme
als Beispiel noch einmal ein Atom in der Erdatmosphäre. Wir wollen die
mittlere potentielle Energie 〈E〉 eines solchen Atoms berechnen. 〈E〉 ist das
Integral über die potentielle Energie auf einer bestimmten Höhe, multipli-
ziert mit der Wahrscheinlichkeit nach Gleichung (.), dass das Atom sich




mghP(h) dh . (.)
Wir wollen diese Größe mit einem Monte-Carlo-Verfahren berechnen. Eine
einfache Möglichkeit besteht darin, eine Zufallszahl h zwischen 0m und z. B.
50 000m zu wählen, wobei h die Höhe des Atoms angeben soll (dabei neh-
men wir näherungsweise an, dass sich keine Atome oberhalb von 50 000m
befinden). Wir könnten dann jeweils die potentielle Energie mgh berechnen
und schließlich jeden Wert mit der zugehörigen Wahrscheinlichkeit multipli-
zieren. Der Nachteil dieser Methode ist jedoch, dass wir eine große Zahl von
Messungen in einem Gebiet durchführen würden, in dem sich das Teilchen
nur mit sehr kleiner Wahrscheinlichkeit aufhält. So führen wir die Hälfte al-
ler Messungen bei Punkten mit h > 25 000m durch, diese Messungen tragen
wegen der geringen Wahrscheinlichkeit aber nur sehr wenig zum Gesamter-
gebnis bei. Mathematisch gesprochen nähern wir die mittlere Energie aus









mghiP(hi) mit hi gleichverteilt zwi-schen 0m und 50 000m. (.)
Ein Verfahren mit Importance sampling lässt sich durch eine simulierte
Teilchenbewegung finden. Wir beginnen dazu mit einer beliebigen Teilchen-
position h0. Anschließend ändern wir die Teilchenhöhe h um einen beliebi-
gen Betrag ∆h. Um die korrekte Wahrscheinlichkeitsverteilung zu erreichen,
messen wir nun die Energiedifferenz mg∆h. Hat sich die Energie verringert,
so setzen wir h1 = h0 + ∆h. Hat sich die Energie erhöht, so setzen wir
h1 = h0 +∆h nur mit einer Wahrscheinlichkeit exp(−mg∆h/kBT ), ansons-
ten setzen wir h1 = h0. Anschließend berechnen wir mgh1, um die mittlere
Energie zu ermitteln und setzen das Verfahren fort, indem wir nun h2 aus
h1 auf die gleiche Weise ermitteln. Diese Vorgehensweise stellt sicher, dass
die hi die richtige Wahrscheinlichkeitsverteilung besitzen. Dabei haben wir
 Dabei ist es wichtig, dass h1 = h0 gesetzt wird, wenn man die Änderung verwor-
















mghi , hi verteilt nach P(h). (.)
Ein Vergleich von Gleichung (.) mit Gleichung (.) zeigt, dass der ent-
scheidende Unterschied in der Art liegt, wie wir die hi ermittelt haben.
Verwendet man Importance sampling, so liegt ein Großteil der Werte hi in
den Bereichen, in denen die Wahrscheinlichkeit hoch ist, so dass sich eine
bessere Mittelung ergibt.
Das gerade beschriebene Verfahren heisst Metropolis-Algorithmus. Für
das Ising-Modell vollzieht dieser Algorithmus sich durch ständige Wieder-
holung der folgenden Schritte:
. Wähle zufällig einen Spin i aus.
. Wähle zufällig einen neuen Wert für den Zustand des Spins, si → +1
oder −1.
. Berechne die Energieänderung ∆E = Eneu − Ealt, die sich durch die
Änderung ergeben würde.
. Verringert sich die Energie, so wird der neueWert des Spins akzeptiert,
erhöht sich die Energie, so akzeptiere die Änderung nur mit einer
Wahrscheinlichkeit exp(−∆E/kBT ), ansonsten bleibt der Wert des
Spins unverändert.
Eine Änderung, die die Energie verringert, wird also in jedem Fall angenom-
men, eine Änderung, die die Energie erhöht, jedoch nur mit einer gewissen
Wahrscheinlichkeit, siehe Bild .. Der Boltzmann-Faktor exp(−∆E/kBT )
sorgt dabei gerade dafür, dass sich eine korrekte Verteilung der Wahrschein-
lichkeiten einstellt. In der Praxis führt man den vierten Schritt dadurch aus,
dass man eine Zufallszahl zwischen null und eins erzeugt und die Änderung
akzeptiert, wenn diese Zahl kleiner ist als der Boltzmann-Faktor.
Wir können nun also eine Simulation des Ising-Modells durchführen, wo-
bei wir den Metropolis-Algorithmus als Herzstück verwenden. Als Startkon-
figuration wählen wir eine zufällige Anordnung der Spins und lassen dann
den Metropolis-Algorithmus laufen. Da die Startverteilung nicht aus der kor-
rekten Wahrscheinlichkeitsverteilung gezogen wurde, müssen wir zunächst
eine Weile warten, bevor wir Messungen am System durchführen. Mit ei-
ner absolut zufälligen Verteilung starten wir sozusagen bei unendlich hoher
Temperatur; Messungen dürfen wir aber erst dann vornehmen, wenn sich
das System auf die Solltemperatur T eingestellt hat. Man sagt, dass System
muss equilibriert , also in den Gleichgewichtszustand gebracht werden.
















Bild .. Ein Metropolis-Schritt im Ising-Modell. Ein Vorschlag für einen neuen
Wert des Spins wird nur mit einer gewissen Wahrscheinlichkeit ange-
nommen, abhängig von der Energieänderung. Die Konstante J wurde
in diesem Beispiel gleich 1 gesetzt.
Auch beim Durchführen der Messungen am System müssen wir vorsich-
tig sein. Haben wir n Metropolis-Schritte durchgeführt, so haben wir auch
n Konfigurationen der Spins erzeugt. Diese sind jedoch statistisch nicht un-
abhängig, da sich ja in jedem Schritt nur ein Spin überhaupt ändert. Wir
dürfen bei der statistischen Auswertung also nicht so rechnen, als hätten
wir n unabhängige Stichproben. Dauert es k Schritte, bis eine neue Kon-
figuration wirklich als unabhängig angesehen werden kann, so ist die Zahl
der unabhängigen Stichproben tatsächlich nur n/k. Wir werden uns in Ka-
pitel  über Molekulardynamik-Methoden intensiver mit diesem Problem
beschäftigen.
Das gleiche Verfahren kann für die Simulation anderer thermodynami-
scher Systeme verwendet werden. Hierbei muss sichergestellt werden, dass
der zufällige Wert der neuen Variable aus einer korrekten Gleichverteilung
gezogen wird, da diese Variable ja nicht immer so einfach wie beim Ising-
Modell ist, in dem sie nur zwei Zustände annehmen kann.
..  Der Metropolis-Algorithmus im Detail
Im vorigen Abschnitt haben wir den Metropolis-Algorithmus am Beispiel
des Ising-Modells kennengelernt. In diesem Abschnitt wollen wir die Theorie
des Algorithmus für beliebige thermodynamische Systeme betrachten.
Wir haben oben gesehen, dass sich der Zustand Zi eines Systems nach
der Boltzmann-Gleichung (.) einstellt. Wir haben also eine Wahrschein-
lichkeitsverteilung der Zustände, die wir als P(Z) bezeichnen können, und
P(Zi) ist die Wahrscheinlichkeit des Zustandes Zi.







des Ising-Modells haben wir endlich viele mögliche Zustände, so dass gilt: X
i
P(Zi) = 1 .
Wollen wir nun den Mittelwert einer beobachtbaren Größe, wie etwa der






Algorithmen nach Art des Metropolis-Algorithmus bezeichnet man als
Markov-Prozesse und die entstehende Abfolge von Konfigurationen als Mar-
kov-Kette. Ein solcher Prozess ist dadurch gekennzeichnet, dass er die Wahr-
scheinlichkeitW(Zi → Zj) festlegt, um von einem Zustand in einen anderen
zu gelangen.
Ein Markov-Prozess muss zwei Voraussetzungen erfüllen, um die korrekte
Wahrscheinlichkeitsverteilung nach dem Boltzmann-Gesetz zu erzeugen:
. Es muss prinzipiell möglich sein, von jedem Zustand in jeden anderen
zu gelangen. Dies kann über beliebig viele Zwischenschritte geschehen.
Man bezeichnet diese Eigenschaft als Ergodizität. Der Metropolis-Algo-
rithmus für das Ising-Modell ist ergodisch, wie man sich leicht überle-
gen kann. Diese Voraussetzung ist notwendig, damit wir alle möglichen
Zustände in die Markov-Kette einbeziehen können, egal von welchem
Zustand aus wir starten.
. Die Wahrscheinlichkeit, zum Zustand Zi zu gelangen, muss gerade
gleich der Wahrscheinlichkeit des Zustandes Zi nach dem Boltzmann-
Gesetz sein. In Formeln heißt dasX
j
P(Zj)W(Zj → Zi) = P(Zi) . (.)
 Oft liegen überabzählbar unendlich viele mögliche Zustände vor, weil die Frei-
heitsgrade unseres Systems beliebige reelle Werte annehmen können. Dies war
beispielsweise bei dem betrachteten Atom in der Atmosphäre der Fall, bei dem
die Höhe eine beliebige reelle Zahl ist. In diesem Fall muss man die Summe über
alle Zustände durch ein Integral ersetzen wie in Gleichung (.):
R P(Z) dZ = 1.
In diesem Fall ist P(Z) nicht mehr die Wahrscheinlichkeit, das System im Zu-
stand Z anzutreffen, denn die Wahrscheinlichkeit dafür, eine reelle Zahl exakt
zu treffen ist immer null. P(Z) ist vielmehr die Wahrscheinlichkeitsdichte, d. h.,
P(Z) dZ gibt die Wahrscheinlichkeit an, das System in einem Intervall dZ um
den Zustand Z anzutreffen. Der Mittelwert 〈M〉 einer Größe M ist dann gegeben
durch 〈M〉 = R P(Z)M(Z) dZ. Prinzipiell ändert sich in diesem Fall nichts, ledig-
lich die zugrunde liegende mathematische Theorie wird komplizierter, so dass wir
uns im Folgenden auf den einfachen Fall endlich vieler Systemzustände beschrän-
ken wollen. Dies erklärt die Aussage aus Abschnitt .., dass bei der Simulation






. Simulation thermodynamischer Systeme
Dabei steht auf der linken Seite die Wahrscheinlichkeit der jeweiligen
Ausgangszustände Zj multipliziert mit der Übergangswahrscheinlich-
keit. Diese Forderung, die man als Stationärität bezeichnet, sorgt ge-
rade für die korrekte Boltzmann-Verteilung. (In der Praxis verwendet
man oft eine etwas stärkere Forderung, das so genannte „detaillierte
Gleichgewicht“.)
In der statistischen Physik wird nun bewiesen, dass ein stationärer und
ergodischer Markov-Prozess nach genügend langer Simulationszeit immer
die Gleichgewichtsverteilung erreichen wird.
Wir haben oben bereits gesehen, dass aufeinanderfolgende Konfiguratio-
nen in der Markov-Kette nicht unabhängig voneinander sind. Die Zeit, die
das System braucht, um einen alten Zustand zu „vergessen“ und einen neuen,
statistisch unabhängigen Zustand zu erreichen, bezeichnet man als Autokor-
relationszeit. Dies ist sowohl die Zeit, die das System benötigt, um von ei-
nem beliebigen Anfangszustand in den Gleichgewichtszustand zu gelangen,
als auch die Zeit, die zwischen zwei unabhängigen Gleichgewichtskonfigura-
tionen vergeht.
Autokorrelationszeiten für verschiedene Algorithmen zu messen, ist ein
wichtiges Problem bei der Simulation thermodynamischer Systeme. Nur
wenn wir die Autokorrelationszeit des Algorithmus kennen, können wir wis-
sen, wann wir mit der Messung beginnen dürfen und in welchen Zeitabstän-
den wir Messungen sinnvoll durchführen können. In Abschnitt . werden
wir uns näher mit diesem Problem auseinandersetzen.
Wir haben weiter oben den Metropolis-Algorithmus für das Ising-Modell
in einfacher Weise definiert, indem wir immer nur einen Spin verändert und
die Energieänderung untersucht haben. Dies lässt sich verallgemeinern: Wir
können auch eine Änderung beliebig vieler Spins gleichzeitig in Betracht
ziehen und dann mit Hilfe des Boltzmann-Faktors der Energieänderung ent-
scheiden, ob wir die neue Konfiguration akzeptieren oder verwerfen wollen.
Eine derartige simultane Veränderung ist oft vorteilhaft, wenn man die Men-
ge der gleichzeitig zu verändernden Spins geschickt wählt. Die Autokorre-
lationszeit eines solchen Algorithmus, den man Cluster-Algorithmus nennt,
liegt um ein Vielfaches niedriger als die des einfachen Metropolis-Verfahrens.
Man kann leicht einsehen, dass eine solche Vorgehensweise beim Ising-Mo-
dell vorteilhaft sein kann. Dazu betrachten wir eine Konfiguration bei sehr
niedriger Temperatur, wie in Bild . a. Es ist in dieser Konfiguration sehr
unwahrscheinlich, einen Spin umzuklappen, weil die Akzeptanzrate dafür
sehr klein ist. Es wird deshalb extrem selten vorkommen, dass das System
von einer Konfiguration, in der die meisten Spins nach oben zeigen, in eine
wechselt, in der die Spins bevorzugt nach unten gerichtet sind. Beide Kon-







korrekten Mittelwert der Magnetisierung zu kommen – der ohne äußeres
Magnetfeld aus Symmetriegründen null sein muss – braucht der Algorith-
mus sehr lange. Ein Verfahren, das eine große Zahl Spins gleichzeitig als
Block umklappt, kann wesentlich schneller sein. Näheres dazu findet sich
in Frenkel und Smit (1996) oder Bäker (1995).
Abschließend wollen wir noch einen anderen Algorithmus kennenlernen,
den so genanntenWärmebad-Algorithmus. Auch hierbei wählt man zunächst
einen Spin zufällig aus. Man betrachtet nun alle anderen Spins als fixiert
und nur diesen einen als variabel. Die Energie dieses Spins im Zustand +1
sei e+, die Energie im Zustand −1 sei e−. Dann wählt man den Wert +1 mit
Wahrscheinlichkeit exp(e+/kBT )/Z und den Wert −1 mit Wahrscheinlich-
keit exp(e−/kBT )/Z, wobei Z = exp(e−/kBT )+exp(e+/kBT ) eine Normie-
rungskonstante ist. Man kümmert sich also gar nicht um den alten Wert des
Spins. Anschaulich kann man sich vorstellen, man hätte alle anderen Spins
„eingefroren“ und würde den gerade betrachteten Spin in Kontakt mit einem
Wärmebad der Temperatur T bringen, so dass sich sein Wert entsprechend
der Boltzmann-Verteilung einstellt. Von dieser Vorstellung bezieht der Wär-
mebad-Algorithmus auch seinen Namen.
. Simulation der Rekristallisation
Im vorigen Kapitel hatten wir uns angeschaut, wie sich Rekristallisations-
vorgänge mit zellulären Automaten simulieren lassen. In diesem Abschnitt
wollen wir einen Monte-Carlo-Algorithmus auf das gleiche Problem anwen-
den. Weitere Beispiele für Monte-Carlo-Algorithmen finden sich in den Ab-
schnitten ., . und ...
Gittergeometrie und Nachbarschaften definieren wir genau wie beim zel-
lulären Automaten, d. h., wir haben ein kubisches oder quadratisches Gitter.
Jeder Gitterpunkt kann in einem von endlich vielen Zuständen existieren,
die seine mögliche Orientierung beschreiben.
In einem Monte-Carlo-Algorithmus nach Art des Metropolis-Verfahrens
wird nun zufällig ein Gitterplatz ausgewählt und für die Orientierung an
diesem Gitterplatz ein zufälliger neuer Wert angenommen. Dann wird die
Energie-Änderung berechnet. Die Energiefunktion wird dabei so gewählt,
dass sich die Gesamtenergie auf jeden Fall verringert, wenn sich der Git-
terpunkt gleichartig zu einem benachbarten, bereits rekristalliserten Gitter-
punkt ausrichtet, so dass sich ein rekristallisierter Bereich leicht ausbreiten
kann.
Problematisch an einer Monte-Carlo-Simulation ist, dass sich ein rekris-
tallisierter Bereich auch wieder zurückbilden kann, auch wenn hierfür Ener-







ten. Auch die unterschiedliche Geschwindigkeit des Korngrenzenwachstums
aufgrund unterschiedlicher Versetzungsdichten lässt sich nur schwer in das
Modell implementieren.
Man sieht bereits an diesem einfachen Fall, dass die Wahl eines korrekten
Modells nicht immer leicht ist, weil man von vornherein nicht immer sehen
kann, welche Vor- und Nachteile sich bei der Simulation mit verschiedenen
Modellen ergeben.
. Zufallszahlen
Computer sind deterministische Maschinen, die genau das tun, was wir ih-
nen auftragen. Sie führen alle Berechnungen nach den Algorithmen durch,
mit denen sie programmiert wurden, und zwar – hoffentlich – fehlerfrei. Für
Zufälle ist offensichtlich kein Platz vorhanden.
Dennoch haben wir in diesem Kapitel immer wieder davon gesprochen,
in einem Algorithmus eine Zufallszahl zu verwenden. Echte Zufallszahlen
kann ein Computer jedoch nicht erzeugen. Stattdessen verwendet man so
genannte Pseudo-Zufallszahlen.
Pseudo-Zufallszahlen sind Zahlen, die zwar nach einem Algorithmus er-
zeugt werden, die aber absolut zufällig wirken. Dies bedeutet, dass es ohne
Kenntnis des Algorithmus unmöglich sein sollte, diese Zufallszahlen von ech-
ten Zufallszahlen zu unterscheiden. Nahezu alle höheren Programmierspra-
chen verfügen über entsprechende Zufallszahlen-Generatoren. Vor einigen
Jahren erregte die Beobachtung großes Aufsehen, dass die Verwendung ei-
nes Standard-Zufallszahlen-Generators für das Ising-Modell zu fehlerhaften
Ergebnissen führte. Führt man Monte-Carlo-Simulationen in großem Maß-
stab durch, so sollte man deshalb eine gewisse Vorsicht bei der Wahl des
Generators walten lassen.
Betrachten wir als Beispiel für Zufallszahlen folgende Zahlenfolge im
Bereich der Ziffern 0–9: 2, 0, 3, 0, 4, 8, 1, 5, 4, 2, 4, 7, 8, 6, 8, 2, . . .
Auf den ersten Blick sieht die Folge tatsächlich zufällig aus. Man kann
in der Tat mit dieser Folge (in ihrer Verlängerung auf einige Millionen
Einträge) nahezu jeden bekannten mathematischen Test auf Zufällig-
keit durchführen, also etwa die relative Häufigkeit der Ziffern testen,
Korrelationen zwischen aufeinanderfolgenden Ziffern suchen etc. Alle
diese Tests ergeben, dass die Folge zufällig ist. Dennoch ist sie das
nicht, sie ist einfach dadurch entstanden, dass die Zahl pi in Dezimal-
darstellung aufgeschrieben und von jeder Ziffer 1 abgezogen wurde.
Dieses einfache Beispiel zeigt schon, dass es eigentlich unmöglich
ist, eine echte Zufallsfolge von einer mit einem Algorithmus erzeugten
zu unterscheiden, wenn der Algorithmus nur gut genug gewählt ist.
Tatsächlich wäre die Verwendung eines Zufallszahlengenerators auf
der Basis einer Zahl wie pi eine hervorragende Wahl. Leider ist die







zu sein, denn bei der Simulation großer Modelle mit demMonte-Carlo-
Verfahren benötigt man viele Millionen Zufallszahlen pro Sekunde.
Zufallszahlengeneratoren beruhen meist auf demselben Prinzip: Es
wird mit einem bestimmten Anfangswert (einem „Seed“) gestartet,
und aus diesem wird nach einem geeigneten Verfahren eine neue Zahl
erzeugt, die wir als erste Zufallszahl verwenden. Brauchen wir eine
weitere Zufallszahl, so wenden wir das Verfahren auf die zuletzt er-
zeugte Zufallszahl erneut an. Ein einfacher Zufallszahlengenerator ist
der „Generator 16 807“ [Stauffer (1999)]. Man startet mit einer belie-
bigen ungeraden Zahl R und erzeugt aus dieser eine neue Zahl durch
R← R∗16 807. Die so erhaltenen Zahlen werden natürlich immer grö-
ßer, doch da Computer nur mit einer endlichen Anzahl von Speicher-
stellen für die Zahl R rechnen, ist irgendwann Schluss: Verwendet man
32-bit-Zahlen, so werden Zahlen, die größer sind als 232 einfach vorn
abgeschnitten. Dieser Zufallszahlengenerator liefert recht brauchbare
Ergebnisse.
Benötigt man reelle Zufallszahlen im Intervall [0,1], wie beispiels-
weise im Metropolis-Algorithmus, so teilt man die Zahl R einfach
durch 232.
Zufallszahlengeneratoren wie „16 807“ haben eine Periodizität: Da
nur 232 verschiedene mögliche Werte zur Verfügung stehen, kommt
man spätestens nach dieser Anzahl Schritten wieder bei der Ausgangs-
zahl an und dieselbe Folge begint von Neuem. Nun ist 232 ≈ 4,2 · 109
keine kleine Zahl, aber bei einer Ising-Modell-Simulation mit einer
Million Spins gelangt man schon nach 4200 Schritten wieder an den
Anfang zurück. Aus diesem Grund gibt es kompliziertere Generato-
ren, die eine größere Periodenlänge besitzen oder die neue Zufallszahl
aus einer Kombination mehrerer Zahlen der Folge erzeugen.
In der Praxis sollte man immer zwei Fragen beantworten: Ist die
Periodenlänge des verwendeten Zufallszahlengenerators größer als die
Anzahl der Zufallszahlen, die während einer Simulation benötigt wer-
den? Ändern sich die Simulationsergebnisse, wenn ich einen anderen
Zufallszahlengenerator verwende? Es war diese zweite Untersuchung,
die zu der oben erwähnten Entdeckung führte, dass bei der Simula-
tion des Ising-Modells Standard-Generatoren nicht immer verwendet
werden können. Ein kurzer Überblick über dieses Problem findet sich
in Coddington (1993) und eine mögliche Lösung in Lüscher (1993).









Das Verformungsverhalten der meisten Metalle wird wesentlich von der Be-
wegung ihrer Versetzungen bestimmt. Aus diesem Grund wurde eine spe-
zielle Simulationstechnik entwickelt, die auf dieses Problem zugeschnitten
ist. Ausführliche Diskussionen dieser Technik finden sich in Klimanek und
Seefeldt (1999) und Raabe (1998).
.. Versetzungen und Verformung
Das Verständnis des plastischen Verhaltens von Materialien ist von großer
praktischer Bedeutung. Viele Bauteile müssen so ausgelegt werden, dass sie
sich auch bei Maximalbelastung nicht plastisch verformen, wie etwa unser
Träger in Abschnitt .. Versteht man die Ursachen des plastischen Ver-
haltens, so kann es gelingen, Materialien zu entwickeln, die eine höhere
Fließspannung besitzen und so stärkere Belastungen ertragen können.
Nachdem Anfang des Jahrhunderts die Kristallstruktur der Materie er-
kannt worden war, hatte man zunächst große Schwierigkeiten, das plastische
Verhalten zu verstehen. Um einen idealen Kristall plastisch zu verformen,
muss man eine Hälfte des Kristalls gegen die andere verschieben. Dazu müs-
sen alle Atome entlang einer Ebene um einen bestimmten Betrag verschoben
Abscherungslinie,
,
Bild .. Abscherung eines idealen Kristalls. Zur Abscherung müssen alle Atome
im oberen Kristallbereich simultan bewegt werden. Zur Verdeutlichung
des Abscherprozesses sind die Atome der unverformten Struktur ab-







werden, siehe Bild .. Die hierzu erforderliche Arbeit lässt sich leicht ab-
schätzen, und man erhält – je nach genauer Modellannahme – einen Wert
von σF ≈ G/5 für die Fließspannung, wobei G der Schubmodul ist. Dieser
Wert ist jedoch um Größenordnungen zu hoch.
Orowan, Polanyi und Taylor erkannten  unabhängig voneinander,
dass sich die Plastizität verstehen lässt, wenn man annimmt, dass jedes Ma-
terial spezielle Gitterbaufehler enthält, die Versetzungen. Bei Versetzungen
handelt es sich um linienförmige Gitterbaufehler, d. h., der Kristall sieht
überall aus wie ein idealer Kristall, außer in der Umgebung der Verset-
zungslinie. Bild . zeigt die zwei Grundtypen von Versetzungen, nämlich
die Stufen- und die Schraubenversetzung, sowie einen Versetzungsring.
Versetzungen werden durch ihren Burgersvektor charakterisiert. Hierzu
geht man in einem idealen Kristall einen geschlossenen Pfad, beispielsweise
eine rechteckige Schleife mit Kantenlängen n und m. Geht man nun den
gleichen Pfad um eine Versetzung herum, so gelangt man nicht wieder an
seinen Ausgangspunkt. Der zusätzliche Schritt, den man gehen müsste, um
wieder an den Ausgangspunkt zurückzugelangen, ist gerade der Burgersvek-
tor. Bei einer Stufenversetzung liegt er senkrecht zu Versetzungslinie, bei
einer Schraubenversetzung parallel dazu.
Die Abscherung eines Kristalls wird durch eine Versetzung erleichtert,
weil der Kristall in der Umgebung der Versetzung bereits eine Vorverfor-
mung besitzt. Die Versetzung kann deshalb leicht durch den Kristall hin-
durchwandern. Da sich im Wesentlichen nur die Atome entlang der Verset-
zungslinie bewegen müssen, um den Kristall abzuscheren, müssen wir nicht
mehr eine ganze Atomebene bewegen. Versetzungen sind also die Träger der
plastischen Verformung. Wir wollen uns in diesem Kapitel nur insoweit mit
der Physik der Versetzungen befassen, wie wir dies für eine Simulation des
Versetzungsverhaltens benötigen. Eine ausführliche Darstellung findet sich
in Rösler et al. (2008).
.. Spannungsfelder von Versetzungen
Eine Versetzung verformt den Kristall in ihrer Umgebung, da sich die Ato-
me nicht auf den Positionen befinden, die sie in einem idealen Kristall in-
nehätten. Wir wollen für die Versetzungssimulation die Lage der einzelnen
Atome nicht berücksichtigen; tut man dies, so bewegt man sich im Bereich
der Molekulardynamik-Simulationen, die wir im nächsten Kapitel behan-
deln werden. Vielmehr wollen wir eine Versetzung als eine eindimensionale
Störung eines kontinuierlichen, elastischen Mediums behandeln. In dieser
Betrachtungsweise erzeugt die Versetzung ein Spannungs- und Dehnungs-







Bild .. Eine Stufen- und eine Schraubenversetzung sowie ein Versetzungsring.
Die Stufenversetzung kann man sich als durch Einschieben einer zusätz-
lichen Atomlage entstanden vorstellen, die Schraubenversetzung durch
Verschieben entlang einer Schnittlinie. Der Versetzungsring hat, ab-
hängig vom Ort, Stufen-, Schrauben- oder gemischten Charakter. Aus







erzeugt beispielsweise eine Druckspannung in dem Bereich der eingeschobe-
nen Halbebene und eine Zugspannung auf der gegenüberliegenden Seite der
Versetzungslinie.
Das elastische Medium, in dem sich die Versetzung bewegt, ist jedoch
im Allgemeinen anisotrop, da wir uns nun innerhalb eines einzelnen Korns
des Materials befinden. Trotz dieser Komplikation ist es möglich, das Span-
nungsfeld um eine Versetzung zu berechnen.
Versetzungen wechselwirken miteinander, da sich ihre Spannungsfelder
gegenseitig überlagern. Zwei Stufenversetzungen auf derselben Ebene, die
beide eine zusätzliche Atomlage in der oberen Kristallhälfte besitzen (gleich-
namige Versetzungen), stoßen sich ab, zwei entgegengesetzte Versetzungen
ziehen sich an und können sich sogar annihilieren, d. h., die zusätzlichen
Halbebenen in der oberen und in der unteren Kristallhälfte vereinigen sich
zu einer ganzen Ebene, so dass beide Versetzungen verschwinden. Derartige
Kräfte müssen wir natürlich bei unserer Versetzungssimulation berücksich-
tigen.
. Simulation von Versetzungen
.. Modellierung der Versetzungen
Versetzungen sind eindimensionale Defekte, d. h., sie sind linienförmig. Die
Position einer Versetzung ist also gegeben durch eine beliebig gekrümmte
Linie im Raum. Eine derartige Versetzungslinie können wir natürlich nicht
in aller Allgemeinheit modellieren, da wir dazu unendlich viele Punkte ab-
speichern müssten. Bisher haben wir zur Problemmodellierung den ganzen
Raum diskretisiert und jedem Punkt des diskretisierten Raumes (beispiels-
weise den Elementen der FE-Methode oder den Zellen eines zellulären Auto-
maten) die Freiheitsgrade zugewiesen, die das Problem beschreiben. Diese
Methode ist für die Versetzungssimulation nicht sinnvoll, da der größte Teil
des Raumes nicht von Versetzungen erfüllt ist. Stattdessen bietet es sich an,
die Versetzungen selbst zu diskretisieren. Wir denken uns also die Verset-
zungslinie aus lauter kleinen geraden Versetzungssegmenten zusammenge-
setzt. Jede Versetzung wird dazu in eine Anzahl Stützstellen xi aufgeteilt,
und es wird angenommen, dass die Versetzungslinie zwischen den Stützstel-
len gerade verläuft. Bild . veranschaulicht dies.
Da wir Versetzungen als eindimensionale Störungen eines kontinuierli-
chen elastischen Mediums betrachten, hat eine Versetzungssimulation zu-
nächst keine echte Längenskala. Um physikalische Effekte korrekt simulieren
 Genau genommen ist die Lage der Versetzungslinie nicht beliebig, weil ein ato-
mares Kristallgitter zugrunde liegt, doch dieses befindet sich auf einer kleineren











Bild .. Diskretisierung einer Versetzungslinie durch stückweise gerade Segmen-
te
zu können, muss man sich jedoch Gedanken über die Länge der einzelnen
Segmente machen, wenn man etwa die Wechselwirkung mit Teilchen und
Ausscheidungen innerhalb des Kristalls berücksichtigt, so dass Effekte wie
der Orowan-Mechanismus oder eine Frank-Reed-Quelle (siehe z. B. Rösler
et al. (2008) für eine Erläuterung dieser Mechanismen) wiedergegeben wer-
den können. Typischerweise wählt man die Längen der Segmente in der
Größenordnung von einigen wenigen bis einigen Dutzend Burgersvektoren.
Weiterhin müssen Zeit- und Längenskala so aufeinander abgestimmt wer-
den, dass die Geschwindigkeit der Versetzungssegmente in einem sinnvollen
Bereich liegt. Wählt man die Zeitschritte zu groß, so könnten Versetzungen
sich durchdringen, ohne miteinander zu wechselwirken.
Für die einzelnen Versetzungssegmente gibt es weiterhin die Möglichkeit,
diese entweder gerade und parallel zu den Kristallachsen zu wählen, so dass
jedes Segment entweder einer reinen Linien- oder Schraubenversetzung ent-
spricht, oder aber beliebige Orientierungen zuzulassen.
.. Die Bewegungsgleichung
Als nächstes müssen wir daran gehen, eine Bewegungsgleichung für die Ver-
setzungssegmente aufzustellen. Diese Gleichung ist nichts weiter als das
Kräftegleichgewicht, das an jedem Punkt im Innern des Materials gelten
muss:
F i(x1, x˙1, x¨1, . . . ,xi, x˙i, x¨i, . . . , t) = 0 . (.)
Hierbei kennzeichnet xi die Stützstelle des jeweiligen Versetzungssegments.
Die Kraft F i an jedem Versetzungssegment ist also null. Die Kraft hängt
dabei wegen der Wechselwirkung von der Lage aller anderen Versetzungs-
segmente ab. Wir wollen uns als nächstes ansehen, welche Kräfte überhaupt
auf Versetzungen wirken können, und uns anschließend mit der Lösung der
Gleichung beschäftigen.
.. Kräfte auf Versetzungen
Externe Kraft. Plastische Verformung kann nur stattfinden, wenn eine







dieses geschert wird. Diese externe Kraft setzt die Versetzungsbewegung in
Gang, selbst wenn keine Wechselwirkung zwischen Versetzungen vorliegt.
Für ein gerades Versetzungssegment mit Linienvektor l und Burgersvektor
b ist sie gegeben durch F = (σ · b)× l.
Peierls-Kraft. Um die Versetzung durch den Kristall zu bewegen, müs-
sen wir diesen verzerren. Selbst in einem ansonsten perfekten Kristall mit
nur einer Versetzung muss demnach eine gewisse Kraft aufgebracht werden,
damit die Versetzung sich bewegen kann. Diese Rückhaltekraft wird Peierls--
Kraft genannt. Sie ist für einen bestimmten Kristall und einen festgelegten
Versetzungstyp eine Konstante.
Betrachten wir nur diese beiden Kräfte, so sehen wir, dass es zur plasti-
schen Verformung kommt, sobald die externe Kraft die Peierls-Kraft über-
schreitet. Wir können anhand dieser beiden Kraft-Terme jedoch noch nichts
über die Geschwindigkeit der Versetzungsbewegung aussagen, da beide Ter-
me rein statisch sind.
Reibungskraft. Versetzungen bewegen sich nicht reibungsfrei durch den
Kristall, sondern erfahren eine Reibungskraft, die ihre Bewegung behindert.
Diese Reibungskraft kommt zum einen durch die Wechselwirkung mit Git-
terschwingungen zustande, zum anderen beruht sie auf einer Wechselwir-
kung mit dem Elektronengas.
Die Wechselwirkung mit dem Elektronengas kann man sich leicht an-
schaulich machen, weil die Versetzung die Atome in ihrer Umgebung aus der
idealen Lage verzerrt, so dass sich die Elektronendichte in der Umgebung
der Versetzungslinie ändert. Um die Versetzung zu bewegen, muss demnach
das Elektronengas mitbewegt werden, was zu einer geschwindigkeitsabhän-
gigen Kraft führt, die wie eine Reibungskraft wirkt. Die sich bewegende
Versetzungslinie gibt Energie an das Elektronengas ab.
Beide Wechselwirkungen ergeben eine Kraft der Form FR = −Bx˙.
Trägheitskraft. Hat man eine Versetzung einmal in Gang gebracht, so
hat sie eine gewisse Tendenz, durch den Kristall weiterzulaufen, d. h., sie ver-
fügt über eine Trägheit, als wäre sie ein Teilchen mit einer Masse m. Diese
Trägheit führt zu einer Kraft F T = mx¨. In den meisten Fällen ist diese Träg-
heitskraft jedoch klein. Wir wollen sie bei der Betrachtung der Lösung der
Bewegungsgleichung deshalb nicht weiter einbeziehen. Berücksichtigt man
die Trägheitskraft, so entsteht eine Differentialgleichung zweiter Ordnung,
da ja nun zweite Ableitungen des Ortes der Stützstellen, d. h. die Beschleu-
nigung der Stützstellen, auftauchen. Mit der Lösung derartiger Gleichungen






. Simulation von Versetzungen
ix
xi-1 xi+1
Bild .. Zur Berechnung der Linienenergie in einer Versetzung an einer Stütz-
stelle wird die scharfe Kante an dieser Stelle rechnerisch durch ein ge-
krümmtes Segment ersetzt.
Wechselwirkungskraft. Wie bereits erläutert, können Versetzungen mit-
einander wechselwirken, da sie einander anziehen oder abstoßen. Auch zwei
verschiedene Segmente derselben Versetzung können eine Kraft aufeinander
ausüben. Die Berechnung dieser Kräfte ist der komplizierteste Teil bei der
Versetzungssimulation. Hierbei müssen die jeweiligen Burgersvektoren und
die Lage der wechselwirkenden Versetzungssegmente korrekt berücksichtigt
werden.
Das Spannungsfeld um eine unendlich ausgedehnte gerade Versetzungs-
linie durch den Koordinatenursprung ist bekannt [Rösler et al. (2008)], für
die Simulation muss jedoch das Spannungsfeld eines endlichen Segments
mit beliebiger Lage innerhalb des Simulationsvolumens bestimmt werden.
Diese Rechnung ist relativ aufwändig. Mohles et al. (1999) diskutiert die
resultierende Spannungsformel für den Fall von zwei Dimensionen, in Raa-
be (1998) wird der allgemeine Fall erläutert. Unter Verwendung einer sol-
chen Formel kann die Wechselwirkungskraft zwischen zwei beliebigen Ver-
setzungssegmenten berechnet werden, sofern beide Segmente nicht zu nahe
beieinander liegen.
Die Wechselwirkung eines Segments mit den unmittelbar anschließenden
Segmenten derselben Versetzung kann nicht auf diese Weise berechnet wer-
den, denn die benachbarten Segmente sind zu dicht beieinander, als dass
die Annahme eines elastischen kontinuierlichen Mediums noch gültig wä-
re. Aus diesem Grund wird hierfür das Spannungsfeld eines gekrümmten
Segments verwendet, das sich ergibt, wenn man den Berührungspunkt zwi-
schen beiden Segmenten durch eine gekrümmte Linie von der Länge eines
Burgersvektors ersetzt, wie in Bild . dargestellt.
Annihilation und andere Effekte. Schließlich müssen wir noch berück-
sichtigen, dass Versetzungen, die einander zu nahe kommen, sich annihilie-
ren können, wenn sie entgegengesetzt gerichtet sind. Dies kann in einer
Simulation einfach dadurch berücksichtigt werden, dass man jeweils testet,
ob sich die Versetzungen nahe genug gekommen sind, dass eine solche Re-













Bild .. Annihilation zweier Versetzungssegmente. Zwei entgegengesetzt orien-
tierte Segmente der Versetzungen 1 und 2 ziehen sich an und annihilie-
ren sich. Die Segmente sind entgegengesetzt orientiert, denn sie haben
denselben Burgersvektor b, aber entgegengesetzte Linienvektoren t. Die
beiden entstehenden Versetzungen sind mit a und b bezeichnet.
mente dann aus der Simulation entfernt. Da hierbei keine Lücken in einer
Versetzungslinie entstehen dürfen, werden die beiden reagierenden Verset-
zungslinien miteinander verbunden, siehe Bild ..
 Wechselwirkung mit Leerstellen. Versetzungen können auch mit
Leerstellen im Kristall wechselwirken. Dieser Effekt ist zum Beispiel für das
Klettern von Versetzungen verantwortlich: Hierbei wandert eine Leerstel-
le an das untere Ende einer von oben eingeschobenen Atomebene (bei der
Stufenversetzung), so dass sich diese lokal um eine Atomposition nach oben
bewegt. Umgekehrt kann sich eine Versetzung auch nach unten bewegen und
dabei Leerstellen erzeugen, indem sie Atome aus dem umliegenden Kristall-
gitter abzieht. Will man diese Effekte in die Simulation mit einbeziehen,
so muss man lokal die Dichte der Leerstellen als zusätzliche Variable in die
Simulation einbeziehen.
In diesem Fall agiert dann die Versetzungslinie als Quelle oder Senke
von Leerstellen. Zusätzlich muss berücksichtigt werden, dass die Leerstellen
durch den Kristall diffundieren und so lokale Dichteschwankungen ausglei-
chen, die von den Versetzungen hervorgerufen werden. In diesem Fall müssen
wir also zusätzlich zur Bewegungsgleichung der Versetzungen auch noch ei-
ne Diffusionsgleichung für die Leerstellen lösen, wobei beide Gleichungen






. Lösen der Bewegungsgleichung
. Lösen der Bewegungsgleichung
Wie löst man nun die Bewegungsgleichung (.)? Wir wollen hier annehmen,
dass die Trägheitskräfte keine Rolle spielen, so dass die Bewegungsgleichung
für ein Segment xi geschrieben werden kann als
∂xi
∂t
= f i(t,x1, . . . ,xN ) . (.)
Dies bedeutet, dass die Geschwindigkeit des Segments nicht von den Ge-
schwindigkeiten der anderen Segmente abhängt, wohl aber von deren Ko-
ordinaten. Die Funktion f i beinhaltet dabei – je nach Simulation – die
verschiedenen Kraftterme aus der obigen Bewegungsgleichung. Den Fall der
Bewegungsgleichung mit zweiten Ableitungen wollen wir hier nicht behan-
deln; dies wird im Kapitel über Molekulardynamik-Simulationen geschehen.
Die Form der Gleichung (.) suggeriert bereits ein Lösungsverfahren,
analog zur Lösung der expliziten Finite-Element-Bewegungsgleichung aus
Abschnitt ..: Wählt man genügend kleine Zeitschritte∆t, so kann man zu
jeder Zeit t eine Korrektur ∆xi auf die Koordinate xti zur Zeit t aufbringen:
∆xi = f i(t,x
t
1, . . . ,x
t
N )∆t . (.)
Dieses simple Korrektur-Verfahren wird als Euler-Verfahren bezeichnet.
Wir können das Verfahren auch anders interpretieren. Dazu entwickeln















∆t2 + · · · . (.)
Die erste Ableitung von xi ist dabei gerade die Funktion f i. Gleichung (.)
entspricht also genau dieser Taylor-Reihe, wenn wir sie nach dem ersten
Glied abbrechen. Dies bedeutet aber auch, dass das Verfahren nicht sehr
genau ist; der Fehler des Verfahrens ist proportional zu ∆t2, was man oft
auch als O(∆t2) schreibt. Das Verfahren ist deshalb ein Verfahren erster
Ordnung , weil nur der Term erster Ordnung in ∆t korrekt berücksichtigt
wird.
Der Grund für die Ungenauigkeit liegt darin, dass wir die Ableitung von
xi nur zur Zeit t auswerten und dann in die Zukunft extrapolieren. Es wäre
wesentlich besser, wir würden die Ableitung in der Mitte des Zeitschrittes,
also zur Zeit t+∆t/2 verwenden, um die Extrapolation vorzunehmen. Die-
se Idee führt auf folgende Gleichungen, die simultan für alle xi berechnet
werden müssen:

















Bild .. Veranschaulichung des Euler- und Runge-Kutta-Verfahrens zum Lösen
von Differentialgleichungen in einer Dimension. Eine eindimensionale
gewöhnliche Differentialgleichung kann als Kurvenschar dargestellt wer-
den; jede Kurve entspricht einem anderen Wert der Anfangsbedingung.
Beim Euler-Verfahren wird direkt mit Hilfe der Steigung am gegenwär-
tigen Punkt extrapoliert. Beim Runge-Kutta-Verfahren wird erst zum
Mittelpunkt des Intervalls interpoliert, dort die Ableitung berechnet












xt+∆t = xt +∆x′ +O(∆t3) .
Dabei sind x und f (N · d)-dimensionale Vektoren, wenn wir N Verset-
zungssegmente in d Dimensionen betrachten. Bild . veranschaulicht die
Vorgehensweise. Es wird also erst der Wert von x in der Mitte des Intervalls
∆t abgeschätzt, dann an dieser Stelle der Kraftterm f berechnet, und die-
ser wird dann verwendet, um die tatsächliche Korrektur zu berechnen. Der
Fehler des Verfahrens ist dann, wie in der Gleichung angedeutet, von der
Ordnung ∆t3. Man beachte, dass diese Technik nicht dasselbe ist, als würde
man einfach die Schrittweite ∆t halbieren. Dieses Verfahren bezeichnet man
als Runge-Kutta-Verfahren zweiter Ordnung . In der Praxis verwendet man
meist ein noch weiter verfeinertes Schema, das Runge-Kutta-Verfahren vier-
ter Ordnung, auf das wir hier aber nicht näher eingehen wollen. Einzelheiten
zu diesem und zu anderen Lösungsverfahren für gewöhnliche Differentialglei-
chungen finden sich in Press et. al. (1995). Im nächsten Kapitel werden wir






. Versetzungswechselwirkung mit Hindernisfeldern
. Versetzungswechselwirkung mit
Hindernisfeldern
Als ein Beispiel betrachten wir die Wechselwirkung einer Versetzung mit
einem Hindernisfeld, wie es bei der Teilchenhärtung entsteht [Mohles (2001),
Mohles et al. (1999)]. Wir nehmen an, dass eine Versetzung im Innern eines
Teilchens eine Kraft überwinden muss, um sich fortzubewegen, während das
Teilchen ansonsten keinen Einfluss hat. Eine realistische Teilchenanordnung
lässt sich durch eine zufällige Packung von Kugeln mit unterschiedlichen
Radien erzeugen. Es wird eine einzige, geradlinige Versetzung in das System
eingebracht. Das System wird in Richtung der Versetzungslinie periodisch
fortgesetzt, d. h., man stellt sich vor, die am rechten Rand heraustretende
Versetzung tritt am linken Rand wieder ein.
Nun wird eine Scherkraft aufgebracht. Ist diese klein, aber größer als die
Peierls-Kraft im ungestörten Kristall, so wird sich die Versetzung bewegen,
bis sie vom Hindernisfeld aufgehalten wird, siehe Bild .. Vergrößert man
nun die Scherkraft, so bewegt sich die Versetzung weiter, bis sie erneut
„festsitzt“. Wird ein kritischer Wert der Scherkraft überschritten, so gibt
es keine stabile Ruhelage der Versetzung mehr und diese läuft durch den
Kristall hindurch, wobei eventuell Versetzungssegmente um die Hindernis-
se zurückbleiben. Dies ist der Orowan-Mechanismus: Eine Versetzung kann
ein Hindernis überwinden, indem es sich um dieses „herumbiegt“ und dabei
eine ringförmige Versetzung zurücklässt. Dieser Vorgang wird begünstigt,
je größer das Hindernis ist, weil die Erzeugung einer gekrümmten Verset-
zungslinie Energie benötigt. Das Beispiel aus Bild . zeigt eine Simulation,
bei der eine Versetzung ein Hindernisfeld aus relativ großen (überalterten)










Bild .. Bewegung einer Versetzung durch ein Hindernisfeld. Da die Hindernis-
teilchen in dieser Anordnung relativ groß sind („Überalterung“), können
sie mit dem Orowan-Mechanismus umgangen werden. Dabei bleibt ein
Versetzungsring um die Hindernisse zurück. R ist der mittlere Radius
der Teilchen, b ist der Burgersvektor der Versetzung. Mit freundlicher
Genehmigung von V. Mohles. Eine ausführliche Beschreibung findet

















. Idee der Molekulardynamik-Simulation
Prinzipiell sollte es möglich sein, das Verhalten von Materialien in funda-
mentaler Weise aus den Grundgesetzen der Physik abzuleiten. Die funda-
mentalen Bausteine der Materie sind die Atome; eine Simulation der ato-
maren Vorgänge in einem Material sollte also prinzipiell in der Lage sein,
all seine Eigenschaften wiederzugeben. Diese einfache Idee liegt der Moleku-
lardynamik-Simulation zugrunde. Mit dieser Methode wollen wir uns nun
befassen. Bevor wir die Methode im einzelnen studieren, wollen wir uns zu-
nächst mit zwei prinzipiellen Problemen des Verfahrens auseinandersetzen.
Ausführliche Erläuterungen der Molekulardynamik finden sich in Buehler
(2008), Rapaport (1995) und Frenkel und Smit (1996).
.. Prinzipielle Schwierigkeiten
Quantenmechanik. Atome sind komplexe Gebilde, bestehend aus einem
Atomkern, der von einer „Elektronenwolke“ umgeben ist, die für die meisten
physikalischen und chemischen Eigenschaften der Atome verantwortlich ist.
Elektronen verhalten sich jedoch nicht nach den Gesetzen der klassischen
Physik, sondern nach denen der Quantenmechanik . Die Eigenschaften der
Elektronenwolke eines einzigen Atomes zu berechnen, ist bereits ein relativ
komplexes Problem, das in den meisten Fällen nur numerisch gelöst wer-
den kann, obwohl es Näherungsverfahren gibt, die für viele Fälle brauchbar
sind. Molekulardynamik-Simulationen, die basierend auf den Gesetzen der
Quantenmechanik das Verhalten mehrerer Atome berechnen (so genannte
„ab initio“-Simulationen), sind inzwischen möglich geworden; sie erfordern
jedoch selbst für eine relativ kleine Anzahl von Atomen enorme Rechenzei-
ten auf Hochleistungscomputern.
Glücklicherweise ist es in vielen Fällen gar nicht nötig, das Verhalten
der Atome quantenmechanisch zu beschreiben. Oft ist es eine gute Nä-
herung, die Atome als Massenpunkte zu behandeln, die sich gegenseitig
nach einem bestimmten Kraftgesetz beeinflussen. Wir haben es dann mit
 Der Begriff „Molekulardynamik“ wird in zwei verschiedenen Weisen verwendet.
Zum einen bezeichnet er die hier beschriebene Simulationsmethode, zum ande-
ren wird er in der Chemie auch dazu verwendet, die tatsächlichen dynamischen








„klassischen“ Molekulardynamik-Simulationen zu tun. Obwohl diese deut-
lich einfacher sind als die „ab initio“-Rechnungen, führt diese Methode zu
einem neuen Problem: Wir benötigen realistische Gesetze, um die Kräfte
zwischen den Atomen zu beschreiben. Diese Gesetze zu ermitteln, ist eines
der schwierigsten Probleme der Molekulardynamik. Wir werden uns später
ausführlicher mit dieser Fragestellung befassen. Hier sei nur festgehalten,
dass aufgrund der beschriebenen Problematik „klassische“ Molekulardyna-
mik-Simulationen immer nur näherungsweise gültig sind.
Das Skalenproblem. Die Materialwissenschaft befasst sich typischerwei-
se mit Strukturen im makroskopischen oder zumindest mesoskopischen Län-
genbereich. Die größten typischen Strukturen in einem Metall, die Körner,
haben Längen von der Größenordnung einiger Mikro- bis Millimeter. Atome
hingegen sind wesentlich kleiner. Um ein Gefühl für die Größenordnungen
zu bekommen, wollen wir die Anzahl der Atome in einem Korn der Länge
1µm abschätzen: Die Größenordnung des Abstandes zwischen zwei Atomen
in einem Kristall liegt bei etwa 1Å = 0,1 nm, so dass wir in jeder Rich-
tung unseres Kornes 1µm/0,1 nm = 104 Atome vorliegen, insgesamt also
(104)3 = 1012 Atome in einem einzigen, eher kleinen Korn. Heutige Moleku-
lardynamik-Simulationen rechnen maximal mit etwa 1 Milliarde Atomen,
also um einen Faktor 1000 weniger Atome, als in einem einzigen Korn vor-
liegen.
Das Problem erschwert sich weiter, wenn wir auch die vorliegenden Zeit-
skalen mit in Betracht ziehen: Ein typischer Berechnungsschritt in einer
Molekulardynamik-Simulation ist von der Größenordnung 10−14 s. In der
Materialwissenschaft interessieren wir uns allerdings eher für Zeitskalen im
Millisekunden- oder Sekundenbereich, manchmal auch im Bereich von Stun-
den oder gar Jahren.
Man könnte die Hoffnung hegen, dass die rapiden Fortschritte der
Computertechnologie in einigen Jahren hinreichend leistungsfähige
Computer zur Verfügung stellen werden. Um diese Möglichkeit ab-
zuschätzen, wollen wir die Computerleistung betrachten, die benötigt
würde, um eine Zeitspanne von einer Millisekunde in unserem mikro-
metergroßen Korn zu berechnen. Hierzu müssen wir 1011 Zeitschrit-
te für 1012 Atome berechnen. Nehmen wir weiter an, dass wir für
einen solchen Berechnungsschritt 10 Fließkomma-Operationen (flop)
pro Atom benötigen, so ergibt sich eine Gesamtzahl von 1024 flop. Die
schnellsten heutigen Computer erreichen etwa 1012 flop/s („Teraflop-
Rechner“), und würden damit also etwa 1012 s oder etwa 30000 Jahre
zur Durchführung einer solchen Berechnung benötigen. Selbst wenn
die Prozessorentwicklung mit derselben Geschwindigkeit wie bisher
fortschreitet und sich die Rechengeschwindigkeit alle zehn Jahre et-
wa verzehnfacht, so wird es immer noch etwa 50 Jahre dauern, bis die






. Aufbau einer Molekulardynamik-Simulation
Wir sehen also, dass Molekulardynamik-Simulationen in ihrer Anwendung
beschränkt sind: Sie eignen sich für eher kleine Strukturen im Nanometer-
bereich und für kurze Zeitspannen von einigen Nanosekunden Dauer. Wir
werden später sehen, dass die Situation in vielen Fällen etwas günstiger ist
als hier beschrieben, aber die prinzipielle Beschränkung der Molekulardyna-
mik-Simulationen ändert sich hierdurch nicht wesentlich.
. Aufbau einer Molekulardynamik-Simulation
Als einfachstes Beispiel einer Simulation wollen wir die Simulation eines
Massenpunkts betrachten, der sich in einem Kraftfeld bewegt. Dies könn-
te beispielsweise die Erde im Schwerefeld der Sonne sein, auch wenn wir
uns damit etwas von der molekularen Größenskala entfernen. Da wir uns
auf nicht-quantenmechanische Berechnungen beschränken wollen, sind die
Bewegungsgesetze in beiden Fällen dieselben.









wobei m die Masse der Erde, M die Sonnenmasse, G die Gravitationskon-
stante und r der Abstandsvektor zwischen Erde und Sonne ist. d2r/dt2 ist
die Beschleunigung des Teilchens.
Diese Bewegungsgleichung lässt sich – mit einigem Aufwand – analytisch
lösen [Newton (1713), Kuypers (1997)]. Hierzu muss man noch die Anfangs-
bedingungen vorgeben, d. h. Ort und Geschwindigkeit zum Startzeitpunkt.
Als Lösung erhält man elliptische, parabolische oder hyperbelförmige Bahn-
kurven, je nachdem, ob die kinetische Energie des Teilchens zum Startzeit-
punkt kleiner, gleich oder größer als der Betrag der potentiellen Energie
ist.
Um die Bewegung des Teilchens zu simulieren, muss wie üblich die Zeit
diskretisiert werden, d. h., das infinitesimale Zeitinkrement dt wird durch
ein endliches, aber kleines Inkrement ∆t ersetzt. Aus den gegebenen Koor-
dinaten zur Zeit t können dann die neuen Orte und Geschwindigkeiten zur
Zeit t+∆t berechnet werden. Diesen Schritt bezeichnet man als Integration
der Bewegungsgleichungen.
. Integration der Bewegungsgleichungen
Hauptaufgabe des Algorithmus ist es, die Veränderung des Ortes r des Teil-
chens vorherzusagen. Hierzu nehmen wir an, das wir den Ort zur Zeit t







müssen natürlich auch die Geschwindigkeit v und die Kraft f bekannt sein.
Prinzipiell ähnelt die Rechnung derjenigen im Abschnitt ., doch hier ha-
ben wir es nun mit Gleichungen zu tun, die eine zweite Ableitung beinhalten,
so dass die Vorgehensweise leicht modifiziert werden muss. Hinzu kommt,
dass bei einer Molekulardynamik-Simulation die Berechnung der Kräfte der
rechenaufwändigste Schritt ist. Das Runge-Kutta-Verfahren benötigt eine
zusätzliche Kraftberechnung in der Mitte des Zeitschrittes und ist deshalb
ungünstiger als andere Verfahren.
.. Noch einmal das Euler-Verfahren
Die einfachste Methode, diese Berechnung durchzuführen, beruht auf einer
Taylor-Entwicklung für den Ort und die Geschwindigkeit, die wir nach dem
ersten Glied abbrechen:
r(t+∆t) = r(t) + r˙(t)∆t = r(t) + v(t)∆t .





Dieses Verfahren ist wieder ein Euler-Verfahren. Ob dieses Verfahren, zu-
mindest für hinreichend kleine Zeitschritte ∆t, eine genügend gute Nähe-
rungslösung berechnen kann, wollen wir zunächst experimentell mit Hilfe
eines Computerprogramms untersuchen.
Bild . zeigt eine typische Bahnkurve (Trajektorie) wie sie von einem
Programm mittels des Euler-Verfahrens berechnet wurde. Wie wir deutlich
sehen, bewegt sich das Teilchen nicht, wie erwartet, auf einer elliptischen
Bahn, obwohl es dies aufgrund seines Anfangszustandes tun müsste. (Mögli-
che Bahnen des Massenpunktes sind Kegelschnitte, also Ellipsen, Parabeln
und Hyperbeln.) Vielmehr bewegt es sich rasch von der Zentralmasse fort
und verschwindet ins Unendliche.
Schauen wir uns die Gesamtenergie des Teilchens an, indem wir die kine-
tische Energie Ek = (1/2)mv2 und die potentielle Energie Ep = −mMG/r
addieren (Bild .), so sehen wir, dass diese sich rapide erhöht, obwohl wir
in der Realität eine Erhaltung der Energie erwarten würden. Wir sehen
auch, dass eine Verkleinerung des Zeitschrittes an diesem Problem nichts
ändert, obwohl es entsprechend länger dauert, bis sich die Energie um einen
bestimmten Betrag erhöht.
Das Euler-Verfahren ist offenbar keine gute Methode, um die Bewegungs-
gleichung zu integrieren. Es ist unbedingt instabil , d. h., die Abweichung der
 Dieses Gleichungssystem zeigt beispielhaft, dass jede Differentialgleichung zweiter






































Bild .. Energie des Teilchens im Schwerefeld, simuliert mit dem Euler-Verfah-








berechneten von der tatsächlichen Bahnkurve wächst über alle Grenzen, un-
abhängig vom Wert des Zeitschrittes ∆t oder von den Anfangsbedingungen.
Ein guter Algorithmus sollte hingegen zumindest bedingt stabil sein, also für
hinreichend kleine Werte des Zeitschrittes die Bahnkurve auch über einen
längeren Zeitraum gut approximieren. Dies hatten wir bereits bei den expli-
ziten Finite-Element-Verfahren (Abschnitt .) gesehen, die auch bedingt
stabil waren.
Bevor wir versuchen, einen solchen Algorithmus zu entwickeln, wollen
wir die Gründe der Instabilität des Euler-Verfahrens etwas näher un-
tersuchen. Wir werden sehen, dass sich bereits kleinste Fehler in der
Bahnkurve im Laufe der Rechnung über alle Grenzen hinweg verstär-
ken werden. Da sich solche Fehler wegen der verwendeten Näherungen
und wegen Rundungsfehlern im Computer nie ganz vermeiden lassen,
ist der Algorithmus instabil.
Seien r und v die wahre Position und Geschwindigkeit des Teil-
chens und r′ und v′ die tatsächlich vom Computer berechneten Werte,
die von den wahren Werten abweichen können. Die Differenz zwischen





Wie entwickeln sich nun die Fehler während der Integration der Be-
wegungsgleichungen? Schreiben wir die Grundgleichungen des Euler-
Verfahrens für die wahren und die tatsächlichen Größen auf und sub-
trahieren die Gleichungen voneinander, so erhalten wir mit g = MG
er(t+∆t) = er(t) + ev(t)∆t und















Nehmen wir an, dass der Fehler in der Ortskoordinate des Teilchens
klein ist (andernfalls ist unsere Berechnung ohnehin schon geschei-
tert), so können wir eine Taylor-Entwicklung vornehmen:
1/(er(t) + r(t))
2 ≈ 1/r(t)2 − 2er(t)/r(t)3 + · · · .
Setzen wir dies in die Fehlergleichung ein, so erhalten wir
ev(t+∆t) ≈ ev(t) + 2g∆ter(t) .
Aufgrund der verwendeten Näherung sind die Gleichungen für er und















Eine solche Matrix wird den Betrag eines beliebigen Vektors, auf den






. Integration der Bewegungsgleichungen
Eigenwert λ hat, dessen Betrag größer als 1 ist. In diesem Fall ist der
Algorithmus instabil. Um die Eigenwerte der Matrix zu berechnen,
betrachten wir die charakteristische Gleichung
(1− λ)2 − 2g∆t2 = 0 ,




Wir sehen also, dass die Matrix unabhängig vom Wert von ∆t einen
Eigenwert hat, dessen Betrag größer als 1 ist, so dass der Algorithmus
unbedingt instabil ist.
.. Der Verlet-Algorithmus
Ein offensichtliches Problem des Euler-Verfahrens ist die Tatsache, dass wir
die Taylor-Reihe bereits nach dem ersten Glied abgebrochen haben. Wie kön-
nen wir es besser machen? Ein verbesserter Algorithmus sollte zumindest
für genügend kleine Zeitschritte stabil sein. Darüberhinaus ist es sinnvoll,
wenn der Algorithmus auch symmetrisch ist, d. h., dass das Teilchen sei-
ne Bahnkurve exakt zurückverfolgt, wenn man die Teilchengeschwindigkeit
umkehrt.
Um diesen neuen Algorithmus zu bekommen, benutzen wir zwei Taylor-
Entwicklungen:

















Diese beiden Gleichungen können wir nun einfach addieren, und die Fehler
dritter Ordnung heben sich heraus, ebenso die Geschwindigkeitsterme:
r(t+∆t) + r(t−∆t) = 2r(t) + f(t)
m
∆t2 +O(∆t4)




Dies ist der so genannte Verlet-Algorithmus, der eine der meistverwendeten
Methoden in der Molekulardynamik ist, um die Bewegungsgleichungen zu
integrieren. Da der Fehlerterm von Ordnung O(∆t4) ist, ist der Algorithmus
selbst dritter Ordnung.
Darüberhinaus fällt auf, dass der Algorithmus die Geschwindigkeit selbst







r(t − ∆t) steckt. Wir können die Geschwindigkeit aber ohne weiteres als
diskretisierte Ableitung der Ortskoordinate darstellen (siehe auch Abschnit-





Wie sieht nun das Ergebnis des Verlet-Algorithmus für unseren Massen-
punkt aus? Bild . zeigt, dass das Teilchen wie gefordert auf einer Ellipse
umläuft. (Alle Parameter sind identisch zu denen in Bild ..) Entsprechend
ist auch die Energie über der Zeit praktisch konstant. Der Verlet-Algorith-
mus ist bedingt instabil, d. h., er wird instabil, wenn der Zeitschritt ∆t einen
kritischen Wert überschreitet. Eine Stabilitätsanalyse für diesen Algorith-
mus ist etwas schwieriger, da es sich um ein Zwei-Schritt-Verfahren handelt.
Bei der Simulation einer Vielzahl von Atomen ist eine derartige Analyse in
jedem Fall undurchführbar, und man stellt die Stabilität des Algorithmus
dadurch sicher, dass man die Zeitentwicklung der Energie kontrolliert, wie
wir dies für das Euler-Verfahren gesehen haben.
In der Literatur findet man anstelle des Verlet-Algorithmus häufig
auch andere, ähnliche Methoden, wie z. B. den so genannten Leapfrog-
Algorithmus. Was die Integration der Bahnkurve angeht, sind diese
zum Verlet-Algorithmus äquivalent; sie unterscheiden sich lediglich
darin, wie jeweils die Geschwindigkeit berechnet wird. Dies kann für
eine genaue Energie-Betrachtung relevant sein, soll uns hier aber nicht
weiter interessieren [Mazur (1997)]. Ein etwas anderes, häufig verwen-
detes Schema sind die so genannten Predictor-Corrector-Verfahren,
die den Runge-Kutta-Methoden aus dem vorigen Kapitel ähneln.
Die bisherige Vorgehensweise lässt allerdings die Frage aufkommen,
ob es nicht prinzipiell sinnvoll wäre, einen noch besseren Algorithmus
als den Verlet-Algorithmus zu verwenden. Mit der beschriebenen Me-
thode ließe sich natürlich auch ein Algorithmus vierter, fünfter oder
beliebig hoher Ordnung generieren, der dann eine wesentlich genauere
Berechnung der Trajektorien (mit entsprechend größeren Zeitschrit-
ten) erlauben würde. Bei der Berechnung gewöhnlicher Differential-
gleichungen in anderem Zusammenhang werden solche Algorithmen
höherer Ordnung tatsächlich oft verwendet, im Bereich der Moleku-
lardynamik-Simulation jedoch nicht.
Der Grund hierfür liegt darin, dass wir es in der Molekulardyna-
mik-Simulation mit einem System sehr vieler Atome zu tun haben.
Zwischen diesen finden häufige Kollisionen statt, die das Gesamtsys-
tem zu einem chaotischen System machen. Dies bedeutet, dass sich
winzige Abweichungen der Trajektorien exponentiell verstärken. Dies
ist auch in der realen Welt oft der Fall: Bei einem Billard-Spiel ist es
beispielsweise relativ einfach, das Ergebnis einer Kollision der Kugeln
mit hoher Genauigkeit vorherzusagen, bei einer Reihe von mehreren
Kollisionen wird dies immer schwieriger, und die Vorhersagbarkeit er-




















-2,0 -1,5 -1,0 -0,5 0,0 0,5 1,0 1,5 2,0
Bild .. Bahnkurve des Teilchens mit dem Verlet-Algorithmus. Das Teilchen
verlässt die kreisförmige Bahnkurve auch bei mehreren Umläufen nicht.
thermische Schwankungen der Atome der Billardkugeln so sehr ver-
stärken, dass der Stoßverlauf nicht mehr vorhersagbar ist. Ähnlich ist
es auch in unserer Molekulardynamik-Simulation: Rundungsfehler bei
der Berechnung werden sich nach nur wenigen Kollisionen so sehr auf-
schaukeln, dass die berechneten Trajektorien von den tatsächlichen
sehr stark abweichen. Dieses Problem lässt sich durch Verwendung
von Algorithmen höherer Ordnung zwar leicht abmildern, aber nicht
umgehen.
Bedeuten diese Betrachtungen nicht aber, dass ein Molekulardyna-
mik-Algorithmus prinzipiell unfähig ist, das Verhalten eines Systems
vorherzusagen? Und wenn das so ist, ist dann nicht die gesamte Me-
thode der Molekulardynamik in Frage gestellt? Dies ist tatsächlich ein
ernsthaftes Problem, das sich bisher einer rigorosen mathematischen
Analyse entzogen hat. Es ist aber zunächst festzuhalten, dass wir bei
einer Molekulardynamik-Simulation ja nicht an der exakten Verfol-
gung der Trajektorien bestimmter Atome interessiert sind. Vielmehr
versuchen wir mit Hilfe der Simulation, statistische Eigenschaften des







keine entscheidende Rolle spielt. Darüberhinaus geht man davon aus,
dass die Komplexität des Systems tatsächlich so groß ist, dass es im-
mer ein reales System gibt, dessen Trajektorien denen des simulierten
Systems immer beliebig nahekommen, auch wenn dieses System nie-
mals genau mit dem Simulierten übereinstimmt.
Diese Fragestellungen sind interessante Probleme der theoretischen
Thermodynamik, mit denen wir uns jedoch nicht weiter befassen kön-
nen. Wir halten hier nur fest, dass die theoretische Untermauerung
der Methode der Molekulardynamik tatsächlich auf etwas wackligen
Beinen steht. Vom Standpunkt des Praktikers aus können wir jedoch
sagen, dass diese Methode so viele erfolgreiche Ergebnisse vorzuweisen
hat, so dass wir davon ausgehen können, dass sie in der Tat korrek-
te Ergebnisse liefert, auch wenn die theoretische Begründung hierfür
nicht völlig geklärt ist.
.. Wechselwirkung mehrerer Teilchen
Wir haben nun gesehen, wie mit Hilfe des Verlet-Algorithmus die Bahnkur-
ve eines Teilchens berechnet werden kann. In der Molekulardynamik haben
wir es natürlich nicht nur mit einem, sondern mit einer Vielzahl von Teil-
chen zu tun, die nicht mit einem festen Kraftfeld wechselwirken, sondern
miteinander.
An der prinzipiellen Vorgehensweise ändert sich hierdurch nichts. Bei der
Berechnung der Kräfte auf jedes Atom müssen nun natürlich alle Kräfte ad-
diert werden, die die anderen Atome auf dieses ausüben. Darüberhinaus
muss die Berechnung aller Positionsänderungen der Atome simultan erfol-
gen, d. h., alle Kräfte müssen jeweils mit den Atomkoordinaten zur Zeit t
berechnet werden. Mit der Wahl des Wechselwirkungsgesetzes werden wir
uns weiter unten ausführlich befassen.
. Anfangszustand
Am Anfang der Simulation ist es natürlich notwendig, den Atomen Start-
positionen und Startgeschwindigkeiten zuzuweisen. Für die Startpositionen
wählt man meist eine periodische Anordnung, also zum Beispiel dichteste
Kugelpackung oder auch ein einfaches quadratisches Gitter. Simuliert man
in einem Temperaturbereich, in dem die Substanz flüssig oder gar gasför-
mig ist, so ist die Wahl der Anfangskonfiguration nicht von entscheidender
Bedeutung, da sich schnell eine gute Durchmischung ergibt.
Anders ist dies bei der Simulation von Festkörpern. Hierbei ist es wichtig,
die Anfangspositionen der Atome mit größerer Sorgfalt zu wählen. Sinnvol-
lerweise ordnet man die Atome in der Kristallstruktur an, in der das System
auch tatsächlich auskristallisiert. Eventuell kann man die anfängliche Konfi-







versehen, wenn man deren Effekte studieren will.
Die Wahl der anfänglichen Geschwindigkeiten ist meist sehr einfach. Im
Gleichgewichtszustand sind die Geschwindigkeiten nach der so genannten
Maxwell-Verteilung verteilt (siehe beispielsweise Feynman et al. (1963) oder
Reif (1985) für eine Erläuterung dieser Verteilung); es ist jedoch normaler-
weise nicht notwendig, sich die Mühe zu machen, diese Verteilung anfänglich
zu erzeugen, da sie sich innerhalb kurzer Zeit von selbst einstellt. Im Allge-
meinen weist man jedem Atom einen zufälligen Geschwindigkeitsvektor zu,
wobei die Raumrichtung der Geschwindigkeiten isotrop ist und der Betrag
frei zwischen null und einem Maximalwert gewählt wird. Danach wird diese
Verteilung noch in folgender Weise verändert:
Der Gesamtimpuls aller Atome sollte null sein, so dass sich die betrach-
tete Substanz nicht als Ganzes in irgendeine Richtung bewegt. Dies errei-
chen wir, indem wir die Geschwindigkeitskomponenten jedes Atoms korri-
gieren. Sei dazu Vx =
P
i vix die Summe aller Atomgeschwindigkeiten in
x-Richtung. Wir wollen die Geschwindigkeiten so verändern, dass für die




ix = 0. Dazu ziehen wir bei je-
dem der N Atome von der x-Komponente der Geschwindigkeit einen Betrag
Vx/N ab:
v′ix = vix − Vx/N . (.)
Mit den y- und z-Komponenten verfahren wir genauso. Damit haben wir
das angestrebte Ziel erreicht.
Die anfänglichen Geschwindigkeiten entscheiden auch über die anfängli-
che kinetische Energie des Systems und damit, nach den Regeln der Statisti-










wobei d die Dimension des Systems und N die Zahl der Atome angeben. kB
ist dabei die Boltzmann-Konstante. Wollen wir dem System eine bestimm-
te Anfangstemperatur Ta zuweisen, so müssen wir die Geschwindigkeiten
wieder entsprechend verändern, diesmal indem wir sie mit einem Korrek-
turfaktor (anstelle eines Summanden) versehen. Wir multiplizieren also al-
le Geschwindigkeitskomponenten mit
p
Ta/T . Diese Skalierung beeinflusst
glücklicherweise die vorherige Veränderung der Geschwindigkeiten zur Im-
pulskorrektur nicht.
Auf diese Weise sind Orte und Geschwindigkeiten der Atome am Anfang
der Simulation festgelegt. Es handelt sich hierbei jedoch nicht um einen Zu-







Bild .. Periodische Randbedingungen
Grund ist es nötig, eine gewisse Simulationszeit abzuwarten, in der sich das
System in diesen Gleichgewichtszustand bewegt, genau wie bei den Mon-
te-Carlo-Methoden aus Kapitel . Dieses Abwarten nennt man auch hier
„Equilibrieren“ des Systems, siehe auch Abschnitt ..
. Periodische Randbedingungen
Die meisten Molekulardynamik-Simulationen verwenden einige tausend oder
zehntausend Atome. Dies ist eine eher geringe Anzahl, wenn man bedenkt,
dass 1000 Atome lediglich einem Würfel mit einer Kantenlänge von 10 Ato-
men entsprechen. Das Verhalten solch kleiner Systeme wird normalerweise
von Oberflächeneffekten bestimmt, und obwohl das Studium derartiger ato-
marer Cluster ein interessantes Gebiet ist, sind wir doch zumeist mehr an
den Volumeneigenschaften eines Systems interessiert. Wir benötigen des-
halb eine Methode, die dafür sorgt, dass sich alle Atome unseres Systems so
verhalten, als befänden sie sich im Innern des betrachteten Körpers, oder
mit anderen Worten ein Verfahren, um die freien Oberflächen des Systems
zu eliminieren. Hierzu dienen die periodischen Randbedingungen, die wir
bereits in Abschnitt . kennengelernt haben.
Nehmen wir an, die betrachteten Atome bilden einen repräsentativen
Ausschnitt aus unserem Gesamtsystem. Wir können uns dann vorstellen,
dass wir ein wesentlich größeres System aus ihnen zusammenfügen können,
indem wir Kopien des aktuellen Systems aneinanderfügen, ähnlich wie wir







haben dann eine periodische Struktur, die aus lauter identischen Zellen zu-
sammengesetzt ist, wobei sich die Atome in jeder Zelle an übereinstimmen-
den Positionen befinden. Sobald ein Atom eine bestimmte Zelle verlässt und
in eine benachbarte eintritt, tritt ein weiteres Atom an genau der entspre-
chenden Stelle in die gerade betrachtete Zelle ein. Die Anzahl der Atome in
jeder Zelle ist also konstant.
Wenn wir ein Computerprogramm schreiben, das periodische Randbedin-
gungen verwendet, so wollen wir natürlich nicht die Positionen der Atome in
allen Bild-Zellen berechnen, sondern nur die in einer einzigen Zelle. Sobald
eine Koordinate eines Teilchens einen Wert annimmt, der es aus der Zelle
herausführen würde, addieren oder subtrahieren wir die Länge der Gesamt-
zelle zu dieser Koordinate, so dass das Teilchen an der gegenüberliegenden
Seite wieder in die Zelle eintritt.
Aber wie steht es mit der Berechnung der Kräfte? Prinzipiell müssen wir
für jedes Atom die Kraft berechnen, die von allen Atomen in der Zelle und
von allen Bildatomen auf dieses ausgeübt werden, also eine unendliche An-
zahl von Kräften. Tatsächlich ist dies jedoch nicht nötig, da wir in der Pra-
xis meist nur kurzreichweitige Kräfte betrachten. Wählen wir die Zell-Länge
größer als das Doppelte der Reichweite der interatomaren Kräfte, so brau-
chen wir nur die Kräfte zu betrachten, die von dem jeweils dichtesten Ex-
emplar eines Atoms ausgeübt werden, alle weiter entfernten Kopien können
unberücksichtigt bleiben. Die ist die so genannte minimum-image-Konventi-
on. Kräfte von Atomen in benachbarten Zellen müssen jedoch nach wie vor
berücksichtigt werden; auch in diesem Fall kann dies durch eine Addition
oder Subtraktion bei den jeweiligen Ortskoordinaten geschehen.
Periodische Randbedingungen sind also in der Lage, Oberflächeneffekte
zu eliminieren, da sich jedes Atom so verhält, als wäre es von unendlich
vielen anderen umgeben. Auf der anderen Seite führen sie eine künstliche
Periodizität in das System ein. In der Praxis hat sich gezeigt, dass diese
künstliche Periodizität auf die meisten System-Eigenschaften keinen nen-
nenswerten Einfluss hat, vor allem, wenn man sich auf das Studium von
kurzlebigen Effekten in kleinen Systemen beschränkt. Im Zweifelsfall kann
es jedoch angebracht sein, das Verhalten des Systems als Funktion der An-
zahl der Atome (und damit der Zellgröße) zu studieren, um solche Effekte
abzuschätzen.
Drei der hauptsächlichen Effekte der periodischen Randbedingungen
sollen im Folgenden kurz skizziert werden:
Ein wichtiges Problem ist die Frage der Erhaltungsgrößen. Es ist
leicht einzusehen, dass eine Simulation mit periodischen Randbedin-
gungen die Masse und die Energie erhält, da die Anzahl der Teil-
chen konstant ist und da am System keine äußeren Kräfte Arbeit







der Thermodynamik üblich, wo zumeist mit starren Wänden gearbei-
tet wird, die die Impulserhaltung verletzen. Die Simulation wird je-
doch den Drehimpuls nicht erhalten: Ein Teilchen, das den Behälter
auf einer Seite verlässt, um auf der anderen wieder in ihn einzutre-
ten, ändert seinen Drehimpuls unstetig in Bezug auf einen beliebigen
Punkt innerhalb des Volumens. Normalerweise mitteln sich Drehim-
pulsschwankungen jedoch heraus, und der Gesamtdrehimpuls des Sys-
tems schwankt um einen konstanten Mittelwert.
Zum zweiten können periodische Randbedingungen eine künstliche
Spannung in ein System einbringen, wenn sie nicht mit großer Sorgfalt
gewählt werden. Betrachten wir als Beispiel ein System aus 1000 Ato-
men in einem einfachen kubischen Gitter mit Gleichgewichtsabstand
1Å. Die Atome würden sich also in einem Kristall mit Kantenlänge
10Å anordnen. Wählen wir für die Kantenlänge des periodischen Vo-
lumens einen anderen Wert, so führen wir eine künstliche Dehnung
in das System ein, da nicht mehr alle Atome den korrekten Gleichge-
wichtsabstand voneinander einhalten können. Es ist deshalb sehr wich-
tig, das periodische Volumen korrekt zu wählen. Eine andere Möglich-
keit besteht darin, nicht das Volumen, sondern den Druck des Systems
vorzugeben und das Volumen als freie Variable zu betrachten; wir wer-
den in Abschnitt .. sehen, wie sich eine solche Vorgehensweise in
einer Molekulardynamik-Simulation ermöglichen lässt.
Schließlich können periodische Randbedingungen auch zu Proble-
men führen, wenn energieerzeugende Prozesse simuliert werden. In
einem realen System kann die Energie abgeleitet werden, bei periodi-
schen Randbedingungen dagegen bleibt sie innerhalb des Systems.
. Atompotentiale
Die korrekte Wahl des Kraftgesetzes zwischen den Atomen des Systems
ist ein schwieriges Problem. Prinzipiell sollte hierzu die Quantenmechanik
herangezogen werden, doch in der Praxis ist dies wegen der großen damit
verbundenen Komplexität oft nicht möglich. Klassische Atompotentiale wer-
den deshalb oft auf heuristische Weise entwickelt.
.. Das Lennard-Jones-Potential
Das Lennard-Jones-Potential ist das meistverbreitete und wohl auch ein-











siehe Bild .. Hier ist σ der Atomabstand, bei dem das Potential verschwin-
























Bild .. Beispiele für Atompotentiale. Die durchgezogene Linie zeigt ein Morse-
Potential mit Parametern D = 0,5, α = 5, r0 = 2, die gestrichelte ein
Lennard-Jones-Potential mit σ = 2 und 4ε = 2.
anziehenden Teils des Potentials wurde gewählt, weil das van-der-Waals-
Potential zwischen zwei Atomen mit der sechsten Potenz des Abstandes
variiert, während es für die Wahl des Exponenten 12 im abstoßenden Teil
keinen besonderen Grund gibt. Diese Wahl hat allerdings den Vorteil, das sie
Rechenzeit erspart, da dieser Anteil der Energie nun einfach durch Quadrie-
ren des anziehenden Teils gewonnen werden kann. Das Kraftgesetz erhält
man aus der potentiellen Energie durch Ableiten nach r. Der Gleichgewichts-
abstand zwischen zwei Atomen ergibt sich, indem wir die Kraft gleich null
setzen, zu 21/6σ.
Obwohl die potentielle Energie mit zunehmendem Abstand sehr rasch ge-
gen null geht, verschwindet sie niemals völlig. Für eine Molekulardynamik-
Simulation ist dies ungünstig, da wir auf diese Weise Kräfte zwischen allen
Atomen des Systems zu berechnen haben, von denen der Großteil jedoch
keinen nennenswerten Beitrag leistet. Im Allgemeinen wird das Lennard--






(σ/r)12 − (σ/r)6´ für r < ra
0 für r ≥ ra
. (.)







Mit dieser Wahl haben wir nun allerdings ein unstetiges Potential, so
dass keine exakte Energieerhaltung mehr vorliegt, denn eine kleine Verschie-
bung zweier Atome, deren Abstand geringfügig oberhalb von ra liegt, führt
zu einer plötzlichen Änderung der potentiellen Energie, ohne dass zur Ver-
schiebung eine Kraft notwendig wäre. Dies ist oft unerwünscht, zumal die
Überprüfung der Energieerhaltung ein wichtiger Test für die Korrektheit






(σ/r)12 − (σ/r)6´− ULJ(ra) für r < ra
0 für r ≥ ra
. (.)
Für die Berechnung des Lennard-Jones-Potentials im Computer muss
die Größe (σ/r) in die sechste und zwölfte Potenz erhoben werden.
Eine solche Berechnung ist im Allgemeinen aufwändiger als eine Reihe
von Multiplikationen. Es bietet sich beim Schreiben eines Programms
deshalb an, die Berechnung schrittweise vorzunehmen und zunächst
(σσ)/(rr) zu berechnen und dann daraus die sechste und die zwölfte
Potenz von σ/r durch mehrfaches Multiplizieren zu bestimmen.
Insbesondere bei größeren Simulationen können derartige Effizienz-
betrachtungen eine bedeutende Zeitersparnis bewirken. Bei der Ent-
wicklung eines neuen Programms sollten solche Überlegungen jedoch
zunächst in den Hintergrund treten, bis das Programm hinreichend ge-
testet ist. Anschließend können dann Verbesserungen eingeführt wer-
den, die der Effizienz dienen.
.. Das Morse-Potential





`− 2α(r − r0)´− 2 exp `− α(r − r0)´” , (.)
siehe Bild .. Hierbei ist r0 der Gleichgewichtsabstand, D die Energie im
Gleichgewicht und α ein Parameter, der die Form des Potentials festlegt.
Gegenüber dem Lennard-Jones-Potential hat das Morse-Potential den
Nachteil, dass für seine Berechnung zwei Exponential-Funktionen ausgewer-
tet werden müssen. Diese Rechnung ist aufwändiger als das einfache Po-
tenzieren des Lennard-Jones-Potentials. Ähnlich wie das Lennard-Jones-Po-
tential kann auch das Morse-Potential durch Abschneiden und Verschieben
modifiziert werden, um eine endliche Reichweite des Potentials zu erhalten.
.. Kompliziertere Potentiale
Bisher haben wir einfache radialsymmetrische Zweikörperpotentiale betrach-
tet. Diese können jedoch keine komplexen Bindungsverhältnisse beschrei-







die eine gerichtete Struktur besitzen, so dass die Kraft nicht mehr radial-
symmetrisch ist. Auch bei der Betrachtung von Festkörpern sind derartig
einfache Potentiale oft nicht ausreichend. Es ist leicht einzusehen, dass derar-
tige Potentiale grundsätzlich zu einer möglichst dichten Packung der Atome
führen. Nicht alle Substanzen kristallisieren jedoch in der kubisch flächen-
zentrierten oder hexagonal dichtest gepackten Gitterstruktur aus. Auch wei-
tere Eigenschaften von Festkörpern werden durch Zweikörperpotentiale oft
nicht richtig beschrieben, beispielsweise die Zusammenhänge zwischen den
elastischen Konstanten.
Für solche Substanzen sind deshalb einfache Zweikörperpotentiale nicht
ausreichend, und man führt kompliziertere Potentialterme ein, die beispiels-
weise die mittlere Teilchendichte in der Umgebung des betrachteten Teil-
chens in die Potentialberechnung mit einbeziehen.
In diesem Abschnitt soll kurz ein relativ komplexes Potential, das so
genannte Glue model , beschrieben werden, das in solchen Fällen ver-
wendet werden kann. Ein Zweikörperpotential ist nach wie vor ein
Bestandteil des Modells. Zu diesem Potential wird jedoch ein weite-
rer Term hinzugefügt, der von der Anzahl der Nachbarn des gerade





U(rij) +G(ni) . (.)
Der erste Term ist hierbei das gewöhnliche Paarpotential (mit rij =
|ri − rj |), hinzu kommt der Term G(ni), bei dem G eine zu bestim-
mende Funktion ist und ni die Anzahl der Nachbarn des Atoms be-
schreibt. (Die genaue Methode, ni festzulegen, ist für uns hier nicht
von Belang.)
Dieses Modell wurde bisher für einige Atomsorten, beispielsweise
Nickel, Gold und Blei, ausgiebig studiert und liefert sehr genaue Er-
gebnisse für viele Materialeigenschaften dieser Metalle. Die korrekte
Bestimmung des Potentiales ist dabei jedoch ein Problem, da wir es
nun mit einer Vielzahl freier Parameter zu tun haben. Die Simulation
von Gold in diesem Modell verwendete zum Beispiel 36 freie Para-
meter, also eine immense Anzahl verglichen mit den zwei Parame-
tern des Lennard-Jones-Potentials. Die Verwendung solcher Modelle
ist deshalb mit einem erheblichen Aufwand verbunden.
.. Die Wahl des Potentials
Für die korrekte Auswahl eines Potentials ist es zunächst erforderlich, sich
über das Ziel der Simulation klar zu werden. Welche Effekte sollen betrach-
tet, welche können vernachlässigt werden? In einfachen Fällen oder in Simu-
lationen, die eher prinzipielle Antworten als quantitativ korrekte Ergebnisse







Als Gleichgewichtsabstand wählt man dabei den tatsächlich gemessenen
Abstand. Hierbei ist etwas Vorsicht geboten. Der Gleichgewichtsabstand r0
des Paarpotentials (beispielsweise 21/6σ für das Lennard-Jones-Potential)
ist nicht der Gleichgewichtsabstand in einem Kristall aus sehr vielen Ato-
men, da ja auch die übernächsten Nachbarn noch eine gewisse Anziehungs-
kraft ausüben. Es ist deshalb energetisch günstiger, die nächsten Nachbarn
etwas dichter als mit Abstand r0 zu setzen, weil dann die Energie zwischen
übernächsten und noch weiter entfernten Nachbarn verringert wird.
Als zweite experimentelle Größe steht beispielsweise der Elastizitätsmo-
dul zur Verfügung. Die Kraft auf ein Atom entspricht der negativen Ab-
leitung des Potentials. Bei einer kleinen Auslenkung eines Atoms aus der
Gleichgewichtslage ist die rücktreibende Kraft proportional zur Auslenkung,
es ergibt sich also ein lineares Kraftgesetz. Diese rücktreibende Kraft kann
mit dem Elastizitätsmodul in Beziehung gesetzt werden. Allerdings haben
reale Einkristalle einen Elastizitätsmodul, der von der Richtung abhängt.
Mit einem einfachen Zweikörperpotential gelingt die korrekte Modellierung
des anisotropen elastischen Verhaltens von Metallen deshalb nicht. Um die
Stärke des Potentials festzulegen, kann man alternativ auch die Schmelzwär-
me heranziehen, die ein Maß für die Größe der Energie im Minimum ist.
. Techniken der Programmierung
.. Die Zellmethode
Der Hauptteil der Rechenzeit eines Molekulardynamik-Programms wird bei
der Berechnung der Kräfte zwischen den Atomen verbraucht. Prinzipiell ist
die Reichweite der Kräfte zwischen den Atomen unendlich groß, so dass
wir die Kräfte zwischen allen Paaren von Atomen berechnen müssten. Der
Rechenaufwand steigt also mit der Anzahl N der Atome wie O(N2). Wie
wir gesehen haben, ist es jedoch vorteilhaft, die Potentiale in der Reichweite
zu begrenzen, so dass sich Atome mit einem Abstand r > ra nicht mehr
anziehen. In einer Simulation mit vielen Atomen trifft diese Bedingung auf
die meisten Atompaare zu, so dass die Simulation prinzipiell einen Aufwand
O(N) besitzt. Um dies auszunutzen, ist es deshalb notwendig, eine Methode
zu finden, die auf die überflüssige Betrachtung solcher Atompaare verzichtet,
deren Abstand deutlich größer ist als die Potentialreichweite.
Eine Möglichkeit, dies zu erreichen, ist die so genannte Zellmethode. Hier-
bei wird das Volumen in Zellen eingeteilt, deren Kantenlänge die Länge ra
überschreitet, siehe Bild .. In diesem Fall kann es nur Wechselwirkungen






. Techniken der Programmierung
befinden. In unserem Programm müssen wir nun zu jeder Zeit die Infor-
mation darüber besitzen, welche Atome in welcher Zelle sind. Die Kraft-
berechnung betrachtet dann Zelle für Zelle und in jeder Zelle alle Atome
nacheinander. Eine detaillierte Beschreibung dieser und anderer nützlicher
Programmiertechniken findet sich in Rapaport (1995).
..  Parallelisierung
Die Möglichkeiten der Molekulardynamik-Simulation sind durch die verfüg-
bare Computerleistung begrenzt. Komplizierte Potentiale und große Syste-
me stellen hohe Anforderungen an die Rechenleistung. Eine Möglichkeit,
sehr große Simulationen durchzuführen, ist die Parallelisierung, auch als
verteiltes Rechnen bezeichnet.
Hierbei wird das zu lösende Problem auf mehreren Computern bzw. Pro-
zessoren gleichzeitig bearbeitet, wobei jeder einen Teil des Gesamtproblems
behandelt. Ähnlich wie bei der Zellmethode wird das Volumen in Teilbe-
reiche aufgeteilt. Jeder Teilbereich wird nun einem Prozessor zugeteilt, der
die dort notwendigen Berechnungen durchführt. Die einzelnen Prozessoren
müssen dabei miteinander kommunizieren, um Daten auszutauschen, etwa
wenn ein Atom den Bereich eines Prozessors verlässt und den eines anderen
betritt, aber auch um Wechselwirkungen zwischen Atomen berechnen zu
können, die zu verschiedenen Prozessoren gehören.
Je nach Art des verwendeten Parallelrechners stellen sich dabei unter-
schiedliche Anforderungen an den Programmierer. Es gibt Parallelrechner,
bei denen alle Prozessoren zu jeder Zeit exakt dieselben Befehle ausfüh-
ren müssen („single instruction, multiple data“, SIMD), und andere, bei de-
nen sie zwar dasselbe Programm ausführen, aber abhängig von den Daten
Bild .. Zellmethode: Das Simulationsvolumen wird in Zellen mit einer Kanten-
länge eingeteilt, die größer als die Reichweite des Potentials ist. Nur








verschiedene Programmzweige durchlaufen können („multiple instruction,
multiple data“, MIMD). Bei einigen Systemen gibt es einen gemeinsamen
Speicher, auf den alle Prozessoren zugreifen, bei anderen hat jeder Prozes-
sor seinen eigenen Speicher, so dass die Prozessoren untereinander Daten
versenden müssen. Darüberhinaus ist es für den Programmierer wichtig zu
wissen, welche Operationen besonders zeitkritisch sind: Ist die Kommuni-
kation besonders langsam, so wird man sich bemühen, möglichst wenige
Kommunikationsschritte durchzuführen, sind Speicherzugriffe langsam, so
wird man diese minimieren, indem man etwa Zwischenspeicher (Caches)
verwendet.
Man sieht bereits, dass die Erstellung eines parallelen Programms den Be-
nutzer zwingt, sich stärker mit der Architektur des verwendeten Rechners
zu beschäftigen. Immerhin beginnen sich in den letzten Jahren Standards
herauszukristallisieren, so dass einmal geschriebene parallele Programme
auf verschiedenen Architekturen lauffähig sind, beispielsweise der MPI-Stan-
dard [MPI Standard].
Generell sollte man bei der Überlegung, ob ein Programm parallelisiert
werden soll, nicht nur die Zeitersparnis berechnen, die ein parallelisierter
Programmlauf gegenüber einem gewöhnlichen Lauf erbringt, sondern vor al-
lem auch die Zeit, die das Parallelisieren des Programms selbst verbraucht,
denn diese Zeit könnte man mit der einfachen Programmversion ja bereits
für Produktionsläufe nutzen. Deshalb lohnt sich die Parallelisierung meist
nur für sehr große Rechnungen, bei denen die Zahl der Atome in der Grö-







 Messungen an atomaren Systemen
. Monte-Carlo-Methoden für atomare
Simulationen
In Kapitel  haben wir die Monte-Carlo-Methode und den Metropolis-Al-
gorithmus kennengelernt. Auch für die Simulation atomarer Systeme eignet
sich dieses Verfahren, wenn auch mit Einschränkungen.
Anstatt die Bewegungsgleichungen der Atome zu lösen, geht man bei der
Monte-Carlo-Methode so vor, dass man zufällig ein Atom aus dem System
auswählt und seine Position zufällig um einen kleinen Betrag verschiebt. Die
Energieänderung ∆E, die sich durch diese Verschiebung ergibt, wird berech-
net. Die Positionsänderung wird immer akzeptiert, wenn die Energie sich
verringert hat, ansonsten nur mit der Wahrscheinlichkeit exp(−∆E/kBT ).
Die Vorgehensweise ist also analog zur Simulation des Ising-Modells in Ab-
schnitt ...
Im Vergleich zur Molekulardynamik-Simulation ergeben sich einige Un-
terschiede. Der wichtigste ist der, dass die Monte-Carlo-Simulation keine
Aussagen über die Dynamik des Systems macht: Die Geschwindigkeit der
Atome kommt in dem beschriebenen Algorithmus überhaupt nicht vor und
die Bewegungen werden rein zufällig durchgeführt. Das Monte-Carlo-Ver-
fahren eignet sich zudem nur, um Aussagen über das System im thermi-
schen Gleichgewicht zu machen, nicht aber, um etwas über die Dynamik
des Systems (beispielsweise seine Transport-Eigenschaften) zu erfahren. Im
Gegensatz dazu kann eine Molekulardynamik-Simulation auch etwas über
Systeme aussagen, die sich nicht im thermischen Gleichgewicht befinden; in
diesem Fall ist jedoch der Anfangszustand des Systems mit großer Vorsicht
zu wählen.
Die Monte-Carlo-Technik ist im Allgemeinen leichter zu implementie-
ren als eine Molekulardynamik-Simulation, da kein Lösungsalgorith-
mus für die Bewegungsgleichungen programmiert werden muss. An-
stelle der Kräfte auf die Atome muss nur deren potentielle Energie
berechnet werden, was insbesondere bei komplizierteren Wechselwir-
kungen oft einfacher ist, da die Energie eine skalare Größe ist. Der
scheinbare Nachteil der Monte-Carlo-Methode, dass die durchgeführ-
ten Atombewegungen unphysikalisch sind, kann auch zum Vorteil wer-
den, nämlich immer dann, wenn die Dynamik des Systems langsam
ist, so dass es lange dauert, bis das System von einem Gleichgewichts-






 Messungen an atomaren Systemen
Beispiel dann der Fall, wenn Diffusionsvorgänge eine Rolle spielen:
Es dauert eine lange Zeitspanne, bis ein Teilchen durch das Simula-
tionsvolumen an einen weit entfernten Platz diffundiert ist (nämlich
eine Zeitspanne proportional zum Quadrat der Entfernung, siehe Ab-
schnitt ..). In diesen Fällen kann man den Monte-Carlo-Algorith-
mus so erweitern, das von Zeit zu Zeit probehalber zwei Atome an
beliebigen Orten miteinander vertauscht werden. Eine solcher Erwei-
terung senkt die Simulationszeit erheblich. (Eine solche Simulation
kann dabei natürlich nicht zur Untersuchung des Diffusionsprozesses
selbst dienen, da dieser Prozess ja nicht physikalisch korrekt abgebil-
det wird.)
Ein weiterer Vorteil der Monte-Carlo-Methode ist, dass diese das
System bei einer bestimmten Temperatur simuliert, im Gegensatz zur
herkömmlichen Molekulardynamik-Methode, bei der die Gesamtener-
gie des Systems festgelegt wird, nicht aber die Temperatur. Wir wer-
den weiter unten allerdings noch sehen, dass sich auch Molekulardy-
namik-Simulationen bei konstanter Temperatur durchführen lassen.
. Statistische Auswertung
Ähnlich wie die Monte-Carlo-Methode aus Kapitel  erzeugt auch die Mole-
kulardynamik eine Vielzahl von Konfigurationen des betrachteten Systems,
und genau wie dort müssen wir uns auch hier über die Messung von Va-
riablen Gedanken machen, da direkt aufeinander folgende Systemzustände
miteinander korreliert sind. In diesem Abschnitt wollen wir diese Problema-
tik etwas intensiver untersuchen.
Nehmen wir an, wir interessieren uns für den Wert einer Größe M in
unserem System. Führen wir eine Stichprobe mit n Messungen Mi durch,






Der Begriff der Standardabweichung ist ein bisschen komplizierter. Wir neh-
men an, dass die statistische Größe, die wir messen, eine Gaußverteilung
besitzt. Diese Annahme ist nach dem zentralen Grenzwertsatz immer dann
gerechtfertigt, wenn man eine Größe betrachtet, die sich als Summe sehr
vieler, unabhängiger zufälliger Prozesse ergibt.
Wir können uns nun einerseits für die Standardabweichung von M inter-




¸− 〈M〉2´ . (.)
Dies ist die Standardabweichung der Verteilung, d. h., bei einer beliebigen
Messung der Größe M erwarten wir einen Wert von M ±σ mit einer Wahr-







behält die Standardabweichung der Verteilung einen endlichen Wert, solan-
ge die Größe M einer statistischen Schwankung unterliegt.
Damit verbunden ist eine andere Standardabweichung, nämlich die Stan-
dardabweichung des Mittelwerts selbst. Diese sagt etwas darüber aus, wie
wahrscheinlich es ist, dass der von uns gemessene Mittelwert 〈M〉 gleich
dem wahren Mittelwert ist. Diese Standardabweichung muss gegen null ge-










¸− 〈M〉2´ . (.)
Wollen wir die Güte unserer Simulation beurteilen, so ist es diese Größe, die
wir betrachten müssen. Wie man sieht, ist σ(〈M〉) umgekehrt proportional
zur Wurzel der Anzahl der Messungen, eine Verdopplung der Messgenauig-
keit bedeutet also eine Vervierfachung der Anzahl notwendiger Messungen.
Leider haben wir bei der Molekulardynamik-Simulation, genau wie bei
der Monte-Carlo-Methode, ein zusätzliches Problem, denn aufeinanderfol-
gende Konfigurationen des Systems sind nicht statistich unabhängig, da sie
auseinander hervorgehen. Es dauert eine gewisse Zeit, bis das System seinen
alten Zustand „vergisst“. Aus diesem Grund müssen wir nach der Initialisie-
rung des Systems eine Weile warten, bevor wir eine Messung vornehmen
(Equilibrierung), und auch zwischen den Messungen müssen wir eine genü-
gend lange Zeit verstreichen lassen, bis der neue Zustand des Systems vom
alten unabhängig ist.
Eine genaue Messung dieser so genannten Autokorrelationszeit (siehe
auch Abschnitt ..) ist problematisch. Als praktisches Verfahren hat sich
deshalb, vor allem in der Molekulardynamik, die Technik der Blockmittel
durchgesetzt.
Nehmen wir an, es dauere τ Schritte, bis eine neue Konfiguration un-
abhängig von der alten ist. Wir haben dann effektiv n/τ unabhängige
Messungen durchgeführt, wobei die Autokorrelationszeit τ unbekannt
ist, aber ermittelt werden muss, um eine Aussage über die Standard-
abweichung von Messgrößen machen zu können.
Die Standardabweichung des Mittelwerts 〈M〉 für die gesamte Mes-
sung ist dann gegeben durch




Nun teilt man den durchgeführten Simulationslauf aus n Messungen
in eine Anzahl von Blöcken der Größe b, so dass sich nb = n/b Blöcke
 In der Statistik bevorzugt man zumeist eine etwas andere Definition der Standard-
abweichung, nämlich σ2n−1 = nσ
2/(n − 1). Dieser Unterschied ist für große n






 Messungen an atomaren Systemen
ergeben. Wir messen den Mittelwert der Größe M zunächst einmal
auf jedem Block für sich genommen und bezeichnen diesen Mittelwert
auf Block k mit 〈M〉k. Dann führen wir eine statistische Analyse mit
diesen Mittelwerten durch.
Der Mittelwert der Mittelwerte
P
k 〈M〉k ist gleich dem gesamten
Mittelwert 〈M〉. Je größer die Blöcke werden, desto dichter rücken die
Blockmittelwerte an den gesamten Mittelwert 〈M〉 heran. Die Varianz
















Diese letzten Gleichungen gelten nur, wenn die Blocklänge größer als
die Korrelationszeit τ ist. Sind die Blöcke zu klein, so ist die Stan-
dardabweichung der Blockmittel kleiner, da die einzelnen Messwerte
auf den Blöcken ja noch miteinander korreliert sind.
Man geht also so vor, dass man die Messung in zunehmend größere
Blöcke aufteilt und jeweils die Größe σ2(〈M〉k)/nb bestimmt. Diese
Größe strebt von unten gegen einen konstanten Wert, der dann ein
Maß für die tatsächliche Standardabweichung ist. Die Blockgröße b,
bei der dieser konstante Wert erreicht ist, entspricht etwa der Größe
von τ .
.  Messung ausgewählter Größen
Natürlich wollen wir unser atomares System nicht nur simulieren, sondern
am simulierten System auch physikalische Größen messen. Für Größen wie
etwa die kinetische oder potentielle Energie ist dies einfach, doch oft sind
auch kompliziertere Größen von Interesse, die in diesem Abschnitt kurz
diskutiert werden sollen.
..  Druck
Eine wichtige Systemvariable ist der Druck. Für einen Behälter mit festen
Wänden ist der Druck durch den Impulsübertrag der auf die Wände stoßen-
den Atome gegeben. Da wir jedoch häufig mit periodischen Randbedingun-
gen arbeiten, können wir einen solchen Impulsübertrag nicht messen. Eine
Möglichkeit der Druckmessung besteht darin, fiktive Wände in das System
einzuführen und den Impulsübertrag zu messen, den die Atome auf diese
Wände ausüben würden. Dies ist jedoch nachteilig, weil immer nur ein ge-
ringer Teil der Atome zu jeder Zeit auf die fiktive Wand trifft, so dass wir






.  Messung ausgewählter Größen
Zur Hilfe kommt hier die Thermodynamik, die den Virialsatz zur Verfü-
gung stellt. Dieser sagt aus, dass sich der Druck in einem System über die
kinetische Energie des Systems und über das so genannte Virial ausdrücken
lässt:


















rij · f ij
+
, (.)
wobei sich die zweite Gleichung aus der ersten ergibt, wenn nur Zweikörper-
kräfte im System vorliegen. Hierbei sind p der Druck, V das Volumen, n die
Anzahl der Atome und T die Temperatur. ri ist die Ortskoordinate von Teil-
chen i, f i die auf dieses Teilchen wirkende Gesamtkraft. rij ist der Abstand
zwischen den Atomen i und j, f ij die Kraft zwischen ihnen und Ekin die
kinetische Energie der Atome. Für den Fall, dass es keine Kräfte zwischen
den Atomen gibt, reduziert sich die Gleichung auf das vertraute Gasgesetz
pV = nkBT , wenn man Gleichung (.) verwendet. Für eine Druckmessung
müssen wir also das Virial berechnen und dann daraus den Druck ermit-
teln. Die Gleichung gilt allerdings nur im Mittel, das heißt, entweder muss
das System genügend viele Atome enthalten, um eine solche Mittelung zu
ermöglichen, oder man muss ein zeitliches Mittel bilden.
Eine ähnliche Beziehung ermöglicht auch die Messung der Spannung im
















wobei vi die Geschwindigkeit von Atom i ist.
..  Strukturfunktionen
Molekulardynamik-Simulationen geben Aufschluss über die räumliche An-
ordnung der Atome. Simuliert man eine Flüssigkeit, so ist man oft daran
interessiert, in wieweit die Atome eine bestimmte Nahordnung besitzen; in
einem Festkörper gibt es sogar eine Fernordnung, d. h., die Kenntnis der
Positionen von Atomen an einem Ort erlaubt genaue Rückschlüsse auf die
Atompositionen an einem weit entfernten Ort.
Zur Untersuchung der Atomordnung dient die so genannte Strukturfunk-






 Messungen an atomaren Systemen
Maß dafür, wieviele Atome sich im Mittel in einer bestimmten Entfernung
eines festgelegten Atoms befinden. Sie wird auf diejenige Anzahl normiert,
die man erwarten würde, wenn das System ein ideales Gas wäre, in dem die
Atome überhaupt nicht miteinander wechselwirken.
Um die Beschreibung etwas zu vereinfachen, nehmen wir an, dass wir
nur eine Atomsorte vorliegen haben und dass unsere Simulation homo-
gen und isotrop ist. Sei % = n/V die Dichte der Atome. Dann erwarten
wir in einem idealen Gas %V ′ Atome in einem Volumen der Größe V ′.
Betrachten wir nun eine Kugelschale mit Dicke ∆r im Abstand r von
einem Atom i, deren Volumen V (r,∆r) = 4pir2∆r beträgt. Im sta-
tistischen Mittel und für ein ideales Gas erwarten wir für die Zahl
Ni(r,∆r) der Atome in dieser Kugelschale N idi (r,∆r) = %Vi(r,∆r).
Summiert man dies über alle Atome i, so ergibt sich entsprechendD
N id(r,∆r)
E
= %V (r,∆r) .
Die tatsächliche Zahl der Atome N(r,∆r) weicht hiervon ab, und die
Abweichung wird gerade durch die Strukturfunktion g(r) beschrieben,






Ein Wert der Strukturfunktion von 1 sagt also, dass sich genauso viele
Atome im Abstand r befinden, wie man es statistisch erwartet, ist g(r)
größer als dies, so sind es entsprechend mehr Atome. Die Betrachtung
von g(r) sagt also direkt etwas über eventuell vorhandene Fernord-
nungen aus, denn falls g(r) für r → ∞ nicht gegen 1 geht, so liegt
eine Fernordnung vor. Ist r kleiner als der nächste-Nachbar-Abstand
der Atome, so ist g(r) null.
Zur Messung von g(r) in einem Computerexperiment wird die Grö-
ße der Intervalle ∆r endlich gewählt, und es wird dann g(r) histogram-
matisch ausgewertet.
..  Diffusionskoeffizienten
Diffusionskoeffizienten können leicht ausgewertet werden, wenn man sich
ins Gedächtnis ruft, dass der Teilchenabstand d(t) von seiner anfänglichen
Position sich verhält wie d(t)2 ∼ t (siehe Abschnitt ..). Der Diffusions-








definiert werden. Man speichert also die anfänglichen Teilchenpositionen







.  Konstanter Druck und konstante Temperatur
..  Korrelationsfunktionen
Komplexe Messungen beinhalten oft die Messung von Korrelationsfunktio-
nen. Diese sagen etwas darüber aus, inwieweit der Wert einer Größe zu
einer Zeit t + t′ vom Wert einer Größe zu einer früheren Zeit t bestimmt
wird. Betrachten wir als Beispiel die Korrelation der Geschwindigkeiten v
der Atome zu verschiedenen Zeiten, d. h. die Autokorrelationsfunktion der







wobei die Mittelung über alle Teilchen und über die Zeit t vorgenommen wer-
den soll. Der Verlauf der Autokorrelationsfunktion der Geschwindigkeit gibt
Aufschluss über die auf das Atom wirkenden Kräfte. Ist das Atom kräftefrei,
so ist die Geschwindigkeit konstant, und auch die Autokorrelationsfunktion
hat einen konstanten Wert. Wirken jedoch Kräfte auf das Atom, so wird
sich seine Geschwindigkeit mit der Zeit mehr und mehr ändern, so dass die
Autokorrelationsfunktion gegen Null geht.
Korrelationsfunktionen geben auch Aufschluss darüber, wann das Sys-
tem einen statistisch unabhängigen, neuen Zustand angenommen hat, ein
Problem, mit dem wir uns in Abschnitt . beschäftigt haben.
.  Konstanter Druck und konstante Temperatur
Die Molekulardynamik-Methode, wie wir sie bisher kennengelernt haben,
verwendet ein konstantes Simulationsvolumen bei einer konstanten Ener-
gie. Wir führen damit die Simulation eines perfekt von der Umwelt abge-
schlossenen Systems durch. Oft interessiert man sich stattdessen jedoch für
eine Simulation bei konstantem Druck oder bei konstanter Temperatur. Es
gibt verschiedene Möglichkeiten, dies zu erreichen, von denen wir hier die
wichtigsten kurz beschreiben wollen.
..  Konstanter Druck
In Abschnitt . haben wir gesehen, wie der Druck in einer Molekulardy-
namik-Simulation gemessen werden kann. Wir wollen uns nun überlegen,
wie sich der Druck in einem System konstant halten lässt.
Dazu ist es zunächst wichtig zu verstehen, was genau unter einer Simu-
lation bei konstantem Druck zu verstehen ist. Setzt man ein thermodyna-
misches System einem konstanten äußeren Druck Π aus, so bedeutet dies
nicht, dass der momentane Druck p des Systems, der nach Gleichung (.)
berechnet wird, ebenfalls immer konstant ist. Stattdessen wird dieser mo-






 Messungen an atomaren Systemen
unterliegen. Entsprechend wird auch das Volumen des Systems nicht immer
konstant sein. Stellt man sich den Druck anschaulich als die Kraft vor, die
die Atome des Systems auf die Behälterwände ausüben, so ist leicht ein-
zusehen, dass die Zahl der Atome, die zu jeder Zeit auf die Wand treffen,
zufälligen Schwankungen unterliegt, und somit unterliegt auch der Druck
einer zufälligen Schwankung. Diese wird immer geringer, je größer die Zahl
der Atome wird, so dass man in der Realität von derartigen Schwankun-
gen nichts bemerkt. In einer Molekulardynamik-Simulation, wo wir es aber
nicht mit etwa 1023, sondern nur mit einigen Tausend Atomen zu tun haben,
müssen wir dies jedoch berücksichtigen.
Wir müssen unser System also so regeln, dass es sein Volumen verändern
kann, wobei das Volumen aber im Mittel gerade dem Volumen entsprechen
soll, bei dem der momentane Systemdruck p gleich dem von Außen ange-
legten Druck Π ist. Ist der Systemdruck größer, so soll sich das System
ausdehnen, ist er kleiner, so soll es sich zusammenziehen.
Um die Ausdehnung oder Schrumpfung des Systems zu simulieren, kön-
nen wir einfach alle Atome um einen bestimmten Betrag voneinander ent-
fernen oder aufeinander zubewegen. Dies lässt sich dadurch erreichen, dass
wir alle Atomkoordinaten r mit einem Skalierungsfaktor multiplizieren. Da
die Geschwindigkeiten die Ableitungen der Koordinaten sind, müssen wir
auch diese multiplizieren.
Um hierbei nicht die Übersicht zu verlieren, gehen wir dabei folgender-
maßen vor: Wir führen eine zusätzliche Variable V ein, die das Volumen
des Systems beschreiben soll. Dabei ist V so gewählt, dass am Anfang der
Simulation V = 1 gilt; V wird also in Einheiten des Ausgangsvolumens
gemessen. Verändert sich das Volumen, so skalieren die Koordinaten und
Geschwindigkeiten gemäß
ri ← V 1/3ri und vi ← V 1/3vi .
Wir betrachten nun die skalierten Koordinaten als die wahren Koordinaten
der Atome, schreiben also
rwahri = V
1/3ri und vwahri = V
1/3vi . (.)
Um die Multiplikationen nicht jedesmal explizit durchführen zu müssen,
verwenden wir intern weiterhin die unskalierten Variablen r und v. Die
Bewegungsgleichung lautet demnach
mV 1/3r¨i = f i . (.)
Wir müssen uns nun Gedanken darüber machen, wie wir es erreichen wollen,
dass der Druck kontant bleibt. Dazu erlauben wir dem Volumen V , sich zu






.  Konstanter Druck und konstante Temperatur
V . Wie oben gesagt soll V größer werden, wenn der momentane Druck des
Systems zu hoch ist und kleiner, wenn er zu niedrig ist. Wir führen also
einen Term ein, der die Abweichung des Druckes vom Sollwert misst (siehe
Gleichung (.)):




















rij · f ij −Π . (.)
Dabei haben wir die Skalierung für die Geschwindigkeiten und die Orte ver-
wendet. Die Abweichung ∆p betrachten wir als „Kraft“, die auf das Volumen
wirkt. Das Volumen ändert sich also gemäß einer Bewegungsgleichung
∆p =MV V¨ , (.)
wobei MV einer Masse entspricht, die man sich als die Masse eines Kolbens
vorstellen kann, der das Systemvolumen regelt. Der Wert von MV hat phy-
sikalisch keine Bedeutung, da wir die zusätzliche Variable ja nur eingeführt
haben, um den Druck einzuführen; in der Simulation regeltMV , wie schnell
das System auf Druckschwankungen reagiert.
Die Bewegungsgleichung der Atome verändert sich ebenfalls, da die zwei-
te Ableitung der wahren Ortskoordinate auch einen Term enthält, der vom









Die zusätzliche hinzugekommene Systemvariable V und ihre Geschwindig-
keit V˙ werden genauso behandelt wie die Atomkoordinaten und -geschwin-
digkeiten, d. h., auch für sie wird die Bewegungsgleichung integriert, bei-
spielsweise mit dem Verlet-Algorithmus.
..  Konstante Temperatur
Auch ein System konstanter Temperatur lässt sich auf ganz ähnliche Weise
simulieren wie eines bei konstantem Druck. Auch hier gibt es eine vorgegebe-
ne Temperatur Θ und eine momentane Systemtemperatur T = 2Ekin/3NkB
(siehe Gleichung (.)). Die Temperaturdifferenz ist
















 Messungen an atomaren Systemen
Analog zur Simulation bei konstantem Druck führen wir eine Variable s ein,
deren Bewegungsgleichung von der Temperaturdifferenz gesteuert wird. In








Die Begründung für die Form dieser Gleichung wird weiter unten disku-
tiert werden. Zunächst einmal machen wir uns keine Gedanken über die








Nehmen wir an, anfänglich sei die Variable s gleich 1 und ihre Zeitableitung
sei null. Ist nun ∆T negativ, d. h., ist die kinetische Energie des Systems
kleiner als es die vorgegebene Temperatur Θ vorschreibt, so ergibt sich ein
negatives s¨ und damit auch eine negative Geschwindigkeit s˙. Da der Term
mit s˙ negativ in die Bewegungsgleichung für die Atome eingeht, werden diese
folglich beschleunigt. Umgekehrt führt ein Überschreiten des vorgeschriebe-
nen Wertes der kinetischen Energie zu einer positiven Beschleunigung von s
und damit im Endeffekt zu einer Verringerung der Atomgeschwindigkeiten.
Die anschauliche Bedeutung von s ist etwas schwieriger zu verstehen
als die der Variablen V im vorigen Abschnitt. Im Endeffekt skaliert
s die Geschwindigkeiten um, so dass wir die Geschwindigkeit v er-
halten, indem wir v = sr˙ berechnen. So wie bei der Simulation mit
konstantem Druck die Ortskoordinaten umskaliert wurden, wird hier
die Zeitkoordinate umskaliert. Ein fester Zeitschritt in der Simulati-
onszeit (der „virtuellen“ Zeit) entspricht also nicht immer einem festen
realen Zeitschritt.
Die Herleitung der obigen Bewegungsgleichungen kann mit dieser
Vorgabe analog zur Herleitung im vorigen Abschnitt durchgeführt wer-
den. Damit ergeben sich Bewegungsgleichungen allerdings zunächst
in der virtuellen Zeit. Diese müssen dann noch in die reale Zeit um-
gerechnet werden, da man das System ja in realer Zeit beschreiben
möchte. Es ist dieser Umrechnungsschritt, der diese Technik etwas
komplizierter macht als es die Simulation bei konstantem Druck war.
Die Umrechnung ist auch verantwortlich für den zusätzlichen Term in
der Bewegungsgleichung (.) für s¨. Eine ausführliche – allerdings
etwas mathematische – Herleitung findet sich in Frenkel und Smit
(1996).
. Plastizität von Nanokristallen
Als ein Beispiel für eine Molekulardynamik-Simulation wollen wir eine Si-






. Plastizität von Nanokristallen
(1999)]. Es handelt sich hierbei um eine dreidimensionale Simulation mit
etwa 105 Metall-Atomen, beispielsweise Kupfer . Die Atome werden anfäng-
lich in einer nanokristallinen Struktur angeordnet, d. h., es werden mehrere
Körner erzeugt, innerhalb derer die Atome jeweils eine zufällig orientierte
Einkristallstruktur haben. Zusätzlich werden in die Anfangskonfiguration
noch Versetzungen eingebracht. Als Wechselwirkungspotential wird ein so
genanntes Effektives-Medium-Potential verwendet, dass zusätzlich zu einem
Zweikörperterm auch noch die Dichte in der Umgebung eines Atoms mit ein-
bezieht, ähnlich wie in Abschnitt .. beschrieben.
Untersucht werden soll das plastische Verhalten des Systems. Hierzu muss
das System verformt werden. Dies ist insofern problematisch, als man die
periodischen Randbedingungen nicht aufgeben möchte, um keine Oberflä-
cheneffekte ins Spiel zu bringen.
Um dieses Problem zu lösen, wird ähnlich vorgegangen wie in Abschnitt
..: Die Ortskoordinaten des Systems werden in jedem Zeitschritt re-
skaliert. In diesem Fall allerdings nicht alle Ortskoordinaten, sondern nur
die z-Koordinate. Diese wird am Ende jedes Zeitschritts mit einem Faktor
multipliziert, der geringfügig größer ist als eins, so dass sich das System in
z-Richtung langsam ausdehnt. Dies entspricht also einer konstanten Deh-
nung der Probe.
Natürlich muss nun berücksichtigt werden, dass sich das System entspre-
chend in x- und y-Richtung zusammenziehen wird, da die plastische Ver-
formung ja volumenerhaltend ist. Dies könnte analog zur Simulation bei
konstantem Druck durch Einführen von zusätzlichen Systemvariablen ge-
schehen. In dieser Arbeit wurde jedoch anders vorgegangen, nämlich mit
einer Monte-Carlo-Methode: In regelmäßigen Abständen wurde die Ausdeh-
nung des Systems in Querrichtung um einen zufällig gewählten Betrag re-
skaliert und die resultierende Energieänderung berechnet. Die Reskalierung
wurde dann mit einem Metropolis-Schritt akzeptiert oder verworfen.
Bild . zeigt die Verformung einer beispielhaften Konfiguration. Durch
Messung der Spannung innerhalb des Systems konnte eine Spannungs-Deh-
nungs-Kurve aufgenommen werden. Derartige Kurven wurden dann mehr-
fach für verschiedene mittlere Korngrößen aufgenommen und gemittelt. Auf
diese Weise gelang die Untersuchung der Fließspannung des Systems in Ab-
hängigkeit der Korngröße. Dabei ergab sich, dass die Festigkeit des Systems
abnimmt, wenn die Korngröße einen bestimmten Wert unterschreitet (inver-
se Hall-Patch-Beziehung), siehe Bild .. Zu beachten sind hierbei jedoch
die relativ hohen Dehnraten im Bereich von ε˙ = 5 · 108 s−1. Diese verdeutli-
chen noch einmal das Skalenproblem, das wir in Abschnitt .. kennenge-
lernt haben: Eine Molekulardynamik eignet sich für kurze Zeitspannen, d. h.,







 Messungen an atomaren Systemen
a. Verformung 0% b. Verformung 5%
c. Verformung 7,5% d. Verformung 10%
Bild .. Simulation der Verformung einer Kupferprobe mit der Molekulardyna-
mik-Methode. Das System wurde schrittweise in z-Richtung gedehnt,
gezeigt sind die Atomanordnungen bei 0, 5, 7,5 und 10% Verformung.
Der Pfeil markiert eine Versetzung. Die Temperatur betrug 300K, die
Dehnrate lag bei ε˙ = 5 · 108 s−1. Atome, die nicht in einer kubisch flä-
chenzentrierten Struktur liegen, sind grau markiert. Entnommen aus






. Plastizität von Nanokristallen





















Bild .. Spannungs-Dehnungs-Kurven für nanokristallines Kupfer. Die Kurven
wurden durch Auswertung verschiedener Simulationen mit verschie-
denen mittleren Korngrößen ermittelt. Mit freundlicher Genehmigung




















 Berechnung von Phasendiagrammen
. Einführung
Phasendiagramme geben Aufschluss über wichtige Eigenschaften von Legie-
rungssystemen und sind deshalb in der Materialwissenschaft von entschei-
dender Bedeutung. Der Phasenübergang zwischen der kubisch flächenzen-
trierten und der kubisch raumzentrierten Struktur des Eisens ermöglicht bei-
spielsweise erst die große Vielfalt verschiedener Stähle. Die Phasendiagram-
me von komplexen Legierungssystemen vorhersagen zu können, ist deswegen
überaus wünschenswert. In diesem Kapitel wollen wir die Prinzipien bei der
numerischen Berechnung von Phasendiagrammen näher untersuchen. Die
Darstellung orientiert sich dabei an Saunders und Miodownik (1998).
.. Die freie Enthalpie
Eine wichtige Größe in der Thermodynamik ist die Entropie. Für sie sind
verschiedene Definitionen möglich, von denen sich für unsere Zwecke eine
Definition über die Wahrscheinlichkeit eines Zustandes am besten eignet.
Danach ist die Entropie S eines Makrozustandes Z (also eines Zustandes,
der nur durch die Werte der makroskopischen Zustandsgrößen wie Energie,
Temperatur, Druck, Volumen etc. gekennzeichnet ist, siehe Abschnitt ..)
direkt durch die Wahrscheinlichkeit P(Z) gegeben, dass sich das System in
diesem Zustand befindet:
S = kB lnP(Z) . (.)
Dabei ist kB die Boltzmann-Konstante. Die Entropie ist also um so grö-
ßer, je wahrscheinlicher der jeweilige Zustand ist. Die Wahrscheinlichkeit ei-
nes Makrozustandes Z ergibt sich dabei als Summe der Wahrscheinlichkeit
P(Zi) derjenigen Mikrozustände Zi, die zu diesem Makrozustand führen:







Eine zentrale Aussage der Thermodynamik sind ihre zwei Hauptsätze:
 Eine Einführung in die Thermodynamik gibt beispielsweise Reif (1985).
 In Kapitel .. wurde das Boltzmann-Gesetz als das grundlegende Gesetz der






 Berechnung von Phasendiagrammen
Erster Hauptsatz: Die (innere) Energie U eines abgeschlossenen Systems
ist konstant.
Zweiter Hauptsatz: Die Entropie S eines abgeschlossenen Systems nimmt
im Gleichgewichtszustand ihren Maximalwert an.
Unter einem abgeschlossenen System verstehen wir dabei ein System mit
konstantem Volumen, das weder Teilchen noch Wärme mit der Umgebung
austauschen kann.
In der Praxis hat man es meist mit Systemen zu tun, die im thermischen
Kontakt mit der Umgebung stehen und die einem konstanten Druck aus-
gesetzt sind. Diese beiden Randbedingungen führen dazu, dass die Innere
Energie des Systems nun nicht mehr konstant ist.
Leistet das System Arbeit gegen den Druck p, indem es sich um einen Be-
trag ∆V ausdehnt, so ergibt sich für die Änderung ∆U der inneren Energie
∆U = −p∆V . Aus diesem Grund führt man eine neue Größe H = U + pV
ein, die Enthalpie genannt wird. In einem System unter konstantem Druck,
aber ohne Wärmeaustausch, ist H konstant, während U sich ändern kann.
Erlaubt man auch den Wärmeaustausch mit der Umgebung, so müssen
wir von der Enthalpie übergehen zur freien Enthalpie G, die definiert ist als
G = H − TS = U + pV − TS . (.)
Die freie Enthalpie ist nun aber nicht konstant, denn sie enthält ja die
Entropie als Term, die im Gleichgewicht maximal wird. Aus diesem Grund
ist im thermodynamischen Gleichgewicht die freie Enthalpie minimal, da
die Entropie negativ eingeht.
Ein System unter konstantem Druck und konstanter Temperatur ist also
genau dann im Gleichgewicht, wenn seine freie Enthalpie minimal ist. Da
Systeme, die sich nicht im Gleichgewicht befinden, die Tendenz haben, in
den Gleichgewichtszustand überzugehen, bedeutet dies, dass ein Prozess
nur dann stattfinden kann, wenn sich die freie Enthalpie verringert oder
konstant bleibt.
In der Thermodynamik definiert man noch eine weitere Größe, die
freie Energie F = U − TS. Diese macht eine Aussage über Systeme
bei konstantem Volumen und konstanter Temperatur. Den Zusam-
menhang zwischen den vier Größen U , H, G, und F kann man sich
an Hand folgenden kleinen Schemas merken:














Dieses sagt also aus, dass die Größe U eine Aussage über das Sys-
tem ohne Wärmeaustausch mit der Umgebung (konstante Entropie)
und bei konstantem Volumen macht, etc. Eine Transformation erfolgt
dabei über die beiden diagonalen Pfeilterme, wobei die Pfeilrichtung
etwas über das Vorzeichen aussagt. Es ergeben sich also Beziehungen
der Art F = U − TS, G = F + pV , etc. Das Diagramm lässt sich üb-
rigens mit Hilfe des Satzes „good physicists have studied under very
fine teachers“ merken.
Solange man nur Festkörper und Flüssigkeiten bei üblichen Drücken
betrachtet, ändert sich das Volumen des Systems typischerweise nur
wenig. Beiträge des Terms pV können deshalb in guter Näherung igno-
riert werden, und es ist egal, ob man mit F oder G arbeitet. Im
Folgenden werden wir G verwenden, aber Terme der Art p∆V nicht
berücksichtigen.
Phasendiagramme machen eine Aussage über die Phasenanteile eines Sys-
tems im Gleichgewicht. Die Berechnung von Phasendiagrammen bei kon-
stantem Druck lässt sich somit auf die Berechnung von freien Enthalpien
zurückführen. Dies soll nun näher untersucht werden.
.. Mischungsenthalpie
Betrachten wir ein System aus zwei Komponenten A und B. Wir nehmen
an, dass beide Komponenten perfekt ineinander löslich sind und dass wir das
System bei einer Temperatur unterhalb seines Schmelzpunktes betrachten.
Wir haben nA Atome der Sorte A und nB Atome der Sorte B, insgesamt
also N = nA + nB . Die Anzahl der Möglichkeiten, diese Atome im Kris-
tall anzuordnen, ist N !/(nA!nB !). Mit Gleichung (.) ergibt sich für die
Entropie





= kB (lnN !− lnnA!− lnnB !)
≈ kB(N lnN − nA lnnA − nB lnnB) (mit lnN ! ≈ N lnN)










 In Gleichung (.) wurde nicht mit der Zahl der Möglichkeiten, sondern mit der
Wahrscheinlichkeit gearbeitet. Der Unterschied zwischen beiden ergibt jedoch nur






















Bild .. Plot der Funktion −(xA lnxA + xB lnxB) mit xB = 1 − xA, die die
Mischungsentropie angibt, siehe Gleichung (.).
= −kBN(xA lnxA + xB lnxB) , (.)
wobei xA = nA/N und xB = nB/N die relativen Anteile der Komponen-
ten sind und in der zweiten Zeile die Stirlingsche Formel lnN ! ≈ N lnN
verwendet wurde. Bild . zeigt die Funktion −(xA lnxA+ xB lnxB). Wie
man sieht, ist die Mischungsentropie am größten, wenn xA = xB = 1/2 ist.
Für die Berechnung thermodynamischer Phasen benötigen wir nicht die
Mischungsentropie, sondern die freie Enthalpie der Mischung, die gegeben
ist durch
∆Gmisch = −T∆Smisch = NkBT (xA lnxA + xB lnxB), (.)
Da die freie Enthalpie eines Systems proportional zur Anzahl der enthal-
tenen Atome ist, rechnen wir im Folgenden immer mit der auf ein Mol
normierten freien Enthalpie ∆G. Dabei wird in allen Formeln die Boltz-
mann-Konstante durch die allgemeine Gaskonstante R ersetzt.
Die Gleichung lässt sich auch für mehr als zwei Komponenten verallge-










. Einfache binäre Systeme
. Einfache binäre Systeme
Die Mischungsenthalpie aus Gleichung (.) bewirkt, dass es eine Tendenz
zur Mischung von verschiedenen Atomsorten gibt. Hat man also zwei Atom-
sorten, deren Wechselwirkungsenergie EAB untereinander sich nicht von der
Wechselwirkung der Atomsorten mit sich selbst (EAA und EBB) unterschei-
det, so führt die Mischungsenthalpie dazu, dass die beiden Atomsorten sich
bei jeder Konzentration miteinander mischen.
In der Realität gibt es jedoch häufig Systeme, bei denen dies nicht der
Fall ist. Hier hängt also die Energie von der Atomsorte ab, d. h., es ist
EAA 6= EAB 6= EBB . Diesen Fall wollen wir nun betrachten.
Wir nehmen an, dass die Energie des Systems durch Nächste-Nachbar-
Wechselwirkungen bestimmt ist. z sei die Koordinationszahl, also die Zahl














Nz (xAEAA + xBEBB + xAxB(2EAB − EAA − EBB)) , (.)
wobei die zweite Zeile aus der ersten folgt, wenn man xA = 1−xB verwendet.
Die Energie von NxA Teilchen ist gerade (1/2)NzxAEAA und entsprechend
für Teilchensorte B. Die beiden ersten Terme entsprechen also den Energien
der reinen Systeme. Es gibt demnach einen Energieüberschuss
1
2
NzxAxB(2EAB − EAA − EBB) , (.)
der als zusätzlicher Term in die freie Enthalpie der Mischung eingeht. Wie
man sieht, ist der Zusatzterm null, wenn die Energieterme identisch sind
(EAA = EBB = EAB).
Insgesamt ergibt sich also eine freie Mischungsenthalpie der Form
∆Gmisch = RT (xA lnxA + xB lnxB) + xAxBΩAB , (.)
wobei wir die Abkürzung ΩAB = NAzxAxB(2EAB−EAA−EBB)/2 für den
Wechselwirkungsterm eingeführt haben. ΩAB ist ebenso wie die Mischungs-
enthalpie auf ein Mol, also NA = 6,022 · 1023 Atome, bezogen.
Bei der Herleitung von Gleichung (.) haben wir vereinfacht ange-
nommen, dass nur Nächste-Nachbar-Wechselwirkungen zwischen den






 Berechnung von Phasendiagrammen
auch in diesem Fall diese Annahme eine starke Vereinfachung der Rea-
lität. Dies bedeutet, dass für realistischere Berechnungen der Ener-











ΩνAB(xA − xB)ν , (.)
wobei ΩAAB und Ω
B
AB Wechselwirkungsterme sind, die die nichtlineare
Abhängigkeit der Energie von den Konzentrationen beschreiben.
. Berechnung binärer Systeme
In diesem Abschnitt wollen wir uns ansehen, wie man die bisher gewonnenen
Erkenntnisse verwenden kann, um die Phasendiagramme binären Systemer
zu berechnen.
.. System mit einer kristallographischen Phase
Wir betrachten also zwei Substanzen A und B, die zunächst einmal beide in
der gleichen Phase vorliegen, beispielsweise in der gleichen Kristallstruktur.
Im Idealfall, also ohne Wechselwirkung (ΩAB = 0), gilt Gleichung (.),
so dass sich beide Atomsorten beliebig miteinander mischen können. Die
Mischungsenthalpie ist dabei nach Bild . am kleinsten, wenn von beiden
Atomsorten gleich viele Atome vorliegen.
Ist die Wechselwirkungsenergie anziehend (ΩAB < 0), so ändert sich
nichts an diesem Bild. Nach wie vor sind beide Phasen in beliebigen Kon-
zentrationen miteinander mischbar, und die Enthalpie der Mischung ist bei
gleichen Atomanteilen am niedrigsten, siehe Bild ..
Interessanter ist dagegen der Fall einer positiven Wechselwirkungsener-
gie (ΩAB > 0), also einer Abstoßung der beiden Atomsorten. In diesem Fall
gibt es zwei einander entgegenstehende Effekte, nämlich die Verringerung
an freier Enthalpie durch die Zunahme der Mischungsentropie und die Erhö-
hung der freien Enthalpie durch die Wechselwirkungsenergie. Bild . zeigt
diesen Fall. Wie man sieht, hängt die resultierende Kurve von der Tempe-
ratur ab, da mit zunehmender Temperatur die Mischungsentropie immer
wichtiger wird. Unterhalb einer bestimmten Grenztemperatur hat die resul-
tierende Kurve nicht mehr ein, sondern zwei Minima. In diesem Fall kann
das System seine Mischungsenthalpie verringern, indem es zwei Phasen aus-
bildet, siehe Bild .. Eine Phase ist dabei reich an A-Atomen, die andere



























Bild .. Freie Enthalpie der Mischung eines binären Systems für anziehende
Wechselwirkung der beiden Komponenten bei einer Temperatur von
T = 900K. Die anziehende Wechselwirkung Ω hat einen Wert von
−12 000 J.
und x2 führt zu einem solchen Gemisch zweier Phasen mit unterschiedli-
chen Mengenanteilen. Sinkt die Konzentration an B-Atomen unter x1, so
bildet sich nur die A-reiche Phase aus, steigt sie über x2, so gibt es nur die
B-reiche Phase.
Aus Bild . kann man nun direkt das Phasendiagramm beider Substan-
zen ableiten, wie in Bild . dargestellt. Dazu untersucht man die Kurve
der freien Enthalpie bei verschiedenen Temperaturen. Hat diese nur ein Mi-
nimum, so liegt vollständige Mischbarkeit vor, hat sie zwei Minima, so gibt
es ein Zwei-Phasen-Gebiet. Wie man sieht, ergibt sich ein System mit einer
Mischungslücke, bei dem bei niedrigen Temperaturen zwei getrennte Phasen
vorliegen.
Entscheidend hierbei ist nun die Tatsache, dass zur Berechnung des Pha-
sendiagrammes die Kenntnis des Parameters ΩAB ausreicht. Das Phasendia-
gramm kann berechnet werden, indem man die Minima der Freien-Enthal-
pie-Kurven für verschiedene Temperaturen hieraus bestimmt. Diese Aufga-
be kann ohne weiteres einem Computer übertragen werden. Zum Auffinden
des Minimums der Kurve eignet sich beispielsweise ein Newton-Raphson-
Verfahren, wie es in Abschnitt .. beschrieben wurde. Wir werden uns






















































Bild .. Freie Enthalpie der Mischung eines binären Systems für abstoßende
Wechselwirkung der beiden Komponenten. Dargestellt sind die beiden
Anteile der Mischungsenthalpie bei einer Temperatur von T = 900K
sowie die resultierende Mischungsenthalpie bei verschiedenen Tempera-































Bild .. Freie Enthalpie der Mischung des binären Systems aus Abbildung .
bei einer Temperatur von 900K. Durch Separation zweier Phasen
kann das System seine freie Enthalpie verringern.
.. System mit zwei unterschiedlichen Phasen
Als nächstes betrachten wir den Fall eines binären Systems, das in flüssi-
ger und fester Phase vorliegen kann. In diesem Fall ist nicht nur die reine
Mischungsenthalpie nach Gleichung (.) relevant, sondern auch die Ent-
halpie-Terme der Ausgangssubstanzen, denn schon für die reine Substanz A
oder B ist die freie Enthalpie der beiden Aggregatzustände ja unterschied-
lich.
Aus diesem Grund müssen wir also die freie Enthalpie der reinen Sub-
stanzen mit berücksichtigen, wie sie in Gleichung (.) auftauchte. Für die
Berechnung des Phasendiagramms gehen wir nun so vor, dass wir zwei Kur-
ven der freien Enthalpie berechnen, eine für das System im flüssigen und
eine für das System im festen Zustand. Aus diesen beiden Kurven können
wir dann ähnlich wie im vorigen Abschnitt das Phasendiagramm ableiten.





































































Bild .. Konstruktion des Phasendiagramms eines binären Systems aus Abbil-







. Berechnung binärer Systeme
Dabei ist GAfest die freie Enthalpie eines Mols reiner A-Atome im festen
Zustand; die anderen Bezugsenthalpien sind entsprechend zu verstehen.
Da man den Nullpunkt der Energie und der Entropie eines Systems im
Prinzip frei wählen kann, kann man für jede der beiden Substanzen eine
der beiden freien Enthalpien zu null wählen, also beispielsweise GAfest = 0
setzen. GAfl liegt dann natürlich fest, denn dies entspricht dann ja gerade der
Schmelzenthalpie des Systems bei der betrachteten Temperatur. Genauso
kann man auch GBfest zu null wählen.
Bild . zeigt die Kurve der freien Enthalpie für ein System mit ab-
stoßender Wechselwirkung im flüssigen und im festen Zustand und einer
Temperatur von 1523K. Die beiden Komponenten sind dabei trotz der Ab-
stoßung im flüssigen und festen Zustand noch beliebig miteinander misch-
bar, da die Abstoßungsenergie relativ klein ist. Die gewählten Parameter
entsprechen dabei näherungsweise dem System Cu-Ni. Die freie Enthalpie
GAfl ist dabei positiv, reines A würde bei der gewählten Temperatur also im
festen Zustand vorliegen. Entsprechend läge reines B im flüssigen Zustand
vor.
Wie man sieht, besitzen die beiden Kurven der freien Enthalpie Minima
bei unterschiedlichen Konzentrationen der Substanz B. Die eingezeichne-
te Tangente an beide Kurven zeigt den Bereich, in dem das System seine
freie Enthalpie durch Phasenseparation verringern kann, ganz analog zu
Bild .. Ist die Konzentration der B-Atome kleiner als etwa 52,5%, so
liegt ein fester Mischkristall vor, ist sie größer als etwa 66%, so ist das
System flüssig. Zur Konstruktion des Phasendiagramms können diese bei-
den Punkte verwendet werden. Eine Berechnung bei anderen Temperaturen
ermöglicht es, den gesamten Verlauf der Solidus- und Liquidus-Linien zu be-
rechnen, ähnlich wie in Bild ..
Die Wahl des festen Zustandes als Referenzzustand war dabei rein will-
kürlich. Man kann sich deshalb fragen, ob sich ein identisches Bild ergeben
hätte, wenn man den flüssigen Bereich als Referenzzustand gewählt hätte.
Bild . zeigt alle vier Verläufe der freien Enthalpie. Wie man sieht, un-
terscheiden sich die Kurvenverläufe zwar, die Tangenten liegen jedoch bei
gleichen Werten der Konzentration.
Bild . zeigt verschiedene Phasendiagramme, die sich entsprechend obi-
ger Rechnung bei unterschiedlichen Kombinationen der Wechselwirkungs-
energie im flüssigen und festen Zustand ergeben. Man erkennt, je nach






















































Bild .. Freie Enthalpie der Mischung eines binären Systems für den flüssigen
und festen Zustand. Reines A wäre fest, reines B wäre flüssig. Durch
Phasenseparation kann das System seine freie Enthalpie verringern.
Der untere Graph zeigt eine Ausschnittvergrößerung im Bereich des
Minimums; der Bereich, in dem eine Phasenseparation die freie Ent-
halpie minimiert, ist durch zwei gestrichelte Linien gekennzeichnet.
Das System wurde bei einer Temperatur von 1523K berechnet. Die
freie Enthalpie der reinen Flüssigkeiten beträgt GAfl = 2000 J und
GBfl = −1500 J, die Wechselwirkungsenergien betragen ΩfestAB = 12 240 J




















































Bild .. Freie Enthalpie der Mischung eines binären Systems für den flüssigen
und festen Zustand. Alle Parameter sind identisch zu Bild .. Als
Referenzzustände wurden einmal die flüssigen und einmal die festen
Zustände gewählt. Der Bereich der Phasenseparation, der sich durch






 Berechnung von Phasendiagrammen
Bild .. Phasendiagramme eines binären Systems für verschiedene Werte der
Wechselwirkungsenergie im flüssigen und festen Zustand (Ωsol und
Ωliq). Entnommen aus Saunders und Miodownik (1998), Fig. . mit
freundlicher Genehmigung des Verlags.
.. Numerische Berechnung binärer Phasendiagramme
Wir wollen uns nun mit der Frage befassen, auf welche Weise ein Algorith-
mus nach dem beschriebenen Verfahren das Phasendiagramm eines binären
Systems bestimmen kann. Wir betrachten dazu wieder das im vorigen Ab-
schnitt eingeführte System A-B bei einer Temperatur von 1523K. Wie wir
gesehen haben, müssen wir die Tangente an die Kurven der freien Enthal-
pien Gfest und Gfl finden, die zu einer Minimierung der freien Enthalpie
führt.
Ein graphisches Verfahren hierzu zeigt Bild .. Wir wählen eine beliebi-
ge Startkonzentration für den Anteil der Substanz B im System, die jedoch
innerhalb des Zwei-Phasengebietes liegen soll. Dies lässt sich beispielswei-
se erreichen, indem man die Konzentration des Punktes wählt, an dem die






. Berechnung binärer Systeme
wir während der gesamten Rechnung konstant.
Um die Phasenanteile korrekt zu berechnen, benötigen wir das Hebel-
gesetz für Phasendiagramme [Rösler et al. (2008)]. Es sagt aus, dass in
einem Gemisch zweier Phasen die Mengenanteile N fest und Nfl der bei-
den Phasen der Gleichung N fest = (xB − xflB)/(xfestB − xflB) bzw. Nfl =
(xB − xfestB )/(xflB − xfestB ) genügen. Es ergibt sich aus der Tatsache, dass die
Gesamtkonzentration immer gleich xB sein muss.
Wir starten nun mit einer beliebigen Konzentration von B in der festen
Phase xfestB . Diesen Anteil halten wir während des ersten Berechnungsschrit-
tes ebenfalls konstant. Wir wählen dann eine beliebige Konzentration für
den Anteil von B in der flüssigen Phase xflB . Wir variieren nun den Massen-
anteil xflB der flüssigen Phase und damit auch deren Konzentration, und zwar
so lange, bis die Linie von xfestB nach xflB tangential an der Kurve Gfl liegt,
siehe Bild . a. Dann haben wir die freie Enthalpie minimiert, allerdings
unter der Nebenbedingung, dass wir xfestB konstant gehalten haben.
Als nächstes kehren wir deshalb die Vorgehensweise um, d. h., wir halten
nun den Anteil xflB fest und variieren den Anteil der festen Phase xfestB . Auch
dies tun wir solange, bis die Verbindungslinie eine Tangente an die Kurve
Gfest bildet. Danach variieren wir wieder den Anteil an der flüssigen Phase
usw. Das Verfahren kann abgebrochen werden, wenn die Änderungen hin-
reichend klein sind, d. h., wenn die Konzentration am Minimum hinreichend
genau bestimmt ist.
Bisher haben wir das Verfahren graphisch beschrieben. Es lässt sich aber
auch direkt numerisch implementieren. Dazu schreiben wir im ersten Schritt
die gesamte freie Enthalpie Ggesamt des Systems als Funktion der Konzen-
tration xflB , während wir xfestB und xB festhalten:









Variieren wir xflB solange, bis die Verbindungslinie tangential an der Kurve
Gfl liegt, so bedeutet dies, dass wir Ggesamt minimieren. Wir suchen also eine
Lösung der Gleichung dGgesamt/dxflB = 0. Da wir Ggesamt analytisch kennen,
können wir die Ableitung dieser Funktion berechnen. Wir suchen also die
Nullstelle einer bekannten Funktion, was sich mit einem Newton-Raphson--
Verfahren erreichen lässt, siehe Abschnitt ... Haben wir das Minimum














































b. Zweiter Schritt der Iteration
Bild .. Bestimmung der Tangente an die beiden Kurven Gfl und Gfest. Nähe-








Wir haben bisher nur binäre Systeme betrachtet. Verallgemeinern wir obi-
ge Überlegungen für mehr als zwei Teilchensorten, so ergibt sich für die






















xixjxkLijk + · · · . (.)
Dabei haben wir einen Term für die Wechselwirkung zwischen drei Atom-
sorten hinzugefügt, die Punkte deuten an, dass es prinzipiell auch weitere
Terme geben kann, die von der Konzentration von vier oder mehr Teilchen-
sorten abhängen.
In der Praxis ist es jedoch so, dass derartige höhere Terme nur eine
untergeordnete Rolle spielen. Dies bedeutet, dass die Kenntnis der Wech-
selwirkungsterme für zwei und drei Komponenten ausreicht, um Aussagen
über die freie Enthalpie von Systemen mit mehr Komponenten zu machen.
Verfügt man also über die Phasendiagramme aller dreikomponentigen Sys-
teme, so kann man daraus auch Phasendiagramme von Systemen mit mehr
als drei Komponenten ableiten. Dies ist das Grundprinzip der Berechnung
von Phasendiagrammen.
Als vereinfachtes Beispiel betrachten wir ein ternäres System, dessen Ei-
genschaften wir näherungsweise aus den Eigenschaften des binären Systems
herleiten wollen, obwohl die Terme Lijk in der Realität meist noch nicht
vernachlässigt werdne können. In diesem Fall ergibt sich also für den Ener-
gieterm der freien Enthalpie
GEmisch = xaxBΩAB + xBxCΩBC + xAxCΩAC . (.)
Ganz ähnlich wie am Ende von Abschnitt . können wir komple-





















Derartige komplexere Wechselwirkungen werden als nicht-regulär be-
zeichnet.
Wir haben bisher den Fall betrachtet, dass sich die einzelnen Atom-
sorten im Kristallgitter frei anordnen können. Dies ist jedoch oftmals
nicht der Fall. In vielen Legierungen nehmen einige Legierungselemen-






 Berechnung von Phasendiagrammen
interstitiell, also auf den Zwischengitterplätzen, anordnen. Prominen-
testes Beispiel hierfür ist das System Fe-C. Da gewissermaßen zwei
inenander geschachtelte Gitter vorliegen, spricht man von Untergit-
tern.
In diesem Fall muss man bei der Berechnung der Mischungsentro-
pie etwas anders vorgehen als in Gleichung (.), da nun nicht mehr
alle Plätze für alle Atome zu Verfügung stehen. Hat man ein System
aus Komponenten A und B, die sich auf den Plätzen des einen Unter-
gitters anordnen, und entsprechend Atome C und D auf dem anderen
Untergitter, so muss die Mischungsentropie für die beiden Untergit-
ter gesondert berechnet werden. Man definiert also entsprechend die
Untergitter-Konzentrationen als yA = nA/N1, wobei nA die Zahl der
A-Atome und N1 die Zahl der Gitterplätze auf dem Untergitter 1 ist.
Für den Fall der Untergitter ist auch die Berücksichtigung von
Leerstellen von Bedeutung, denn auch diese tragen ja zur Entropie bei.
Die Untergitter-Konzentration der Leerstellen definiert man analog
zur Untergitter-Konzentration einer Atomsorte.
Die Berechnung komplexer Phasendiagramme erfolgt prinzipiell wie in Ab-
schnitt .. für den binären Fall beschrieben. Hat man mehr als zwei
Phasen, so muss man jedoch entsprechend das Minimum einer Funktion
mit mehreren Variablen suchen. Hierbei tritt das Problem auf, dass sich die
Berechnung eventuell in lokalen Minima „verfängt“, dass also das gefundene
Minimum nicht dem globalen Minimum entspricht. Das berechnete Gleich-
gewicht ist dann nicht stabil, sondern entspricht einer metastabilen Phase.
Dieses Problem ist identisch zur Bestimmung der optimalen Gewichte in
einem Neuronalen Netz (Kapitel ) oder zur Bestimmung des Grundzu-
standes eines thermodynamischen Systems mit der Monte-Carlo-Methode
(Kapitel ). In Abschnitt .. wird auf derartige Minimierungsprobleme
näher eingegangen.
. Eingabegrößen
Wie wir gesehen haben, steht und fällt die Berechnung von Phasendiagram-
men mit der Vorgabe korrekter Eingabegrößen. Bei kommerziellen Program-
men zur Phasendiagramm-Berechnung sind deshalb die Datenbanken der
zugrunde liegenden Element-Eigenschaften der aufwändigste (und teuerste)
Teil. Die experimentelle Bestimmung dieser Daten soll hier nicht im Detail
erläutert werden. Im Folgenden werden lediglich einige Hinweise gegeben.
Zu den Eingabedaten gehören zunächst die freien Enthalpien der rei-
nen Substanzen in den einzelnen Phasen. Diese können beispielsweise
aus Schmelz- und anderen Phasenumwandlungsenergien oder durch
Messungen der Wärmekapazität ermittelt werden. Die freie Energie
der reinen Substanz wird normalerweise in Form einer temperaturab-







bestimmt werden. Dies hat den Vorteil, dass eine Interpolation oder
gar Extrapolation zu beliebigen Temperaturen möglich ist.
Wechselwirkungsenergien zwischen zwei Atomsorten lassen sich ei-
nerseits aus gemessenen Phasendiagrammen für die jeweiligen binären
Systeme ableiten, sie können aber auch etwa durch Dampfdruckmes-
sungen bestimmt werden. Hierzu präpariert man ein System A–B mit
einem geringen Anteil an B. Der Dampfdruck von B, also die Zahl
der Atome, die sich in der Gasphase über dem System befinden, ist
in einem wechselwirkungsfreien System proportional zu xB . Ist die
Wechselwirkung anziehend (ΩAB < 0), so werden weniger B-Atome
in die Gasphase übergehen als im wechselwirkungsfreien Fall; ist die













Künstliche Neuronale Netze sind Algorithmen, die der Arbeitsweise des
menschlichen Gehirns nachempfunden sind. Die Nervenzellen des Gehirns,
die Neuronen, die über verschiedene Verbindungen (Axonen, Dendriten)
miteinander verbunden sind, werden durch künstliche Strukturen model-
liert. Meistens handelt es sich bei dieser Modellierung um eine reine Soft-
ware-Modellierung, d. h., ein Computer wird so programmiert, dass er sich
wie ein künstliches Neuronales Netz verhält. In diesem Kapitel wollen wir
uns nicht mit den biologischen und kognitionswissenschaftlichen Grundla-
gen befassen, sondern die Neuronalen Netze als Algorithmen kennenlernen.
Wer sich für die Vorgänge im menschlichen Gehirn interessiert, sei auf Hof-
stadter (1985) und Penrose (1989) verwiesen. Einführungen in Neuronale
Netze finden sich in Aleksander und Morton (1990) und Braspenning et al.
(1995).
Neuronale Netze sind flexible Algorithmen, die sich dadurch auszeichnen,
dass sie in der Lage sind, etwas zu lernen. Ein typisches Problem, das mit
einem Neuronalen Netz gelöst werden kann, ist ein Mustererkennungspro-
blem, beispielsweise die Entzifferung von handgeschriebenen Worten (die
auch für ein natürliches Neuronales Netz durchaus schwierig sein kann).
Das Interessante an Neuronalen Netzen ist nun, dass man die Regeln, nach
denen sie funktionieren sollen, nicht explizit zu kennen braucht. Man muss
also einem Neuronalen Netz zur Handschrifterkennung keinen Algorithmus
mitgeben, der genau erklärt, wann welcher Buchstabe vorliegt. Vielmehr
trainiert man das Netz mit Hilfe zahlreicher Beispiele mit bekanntem Er-
gebnis. Sind genügend viele repräsentative Beispiele gelernt worden, so kann
das Netz dann auch Buchstaben erkennen, die denen, mit denen es trainiert
wurde, nur ähnlich sind.
Diese Beschreibung verdeutlicht bereits, dass der Programmierer des Neu-
ronalen Netzes selbst nicht weiß, wie das Netz die ihm übertragene Aufgabe
löst. Im Gegensatz zur üblichen, algorithmischen Vorgehensweise zur Pro-
blemlösung bleibt das eigentliche Lösungsverfahren im Dunkeln. Diese Ei-
genschaft ist gleichzeitig die Stärke und Schwäche Neuronaler Netze. Sie ist
vorteilhaft, weil in vielen Fällen genaue Regeln gar nicht aufgestellt werden
können, aber sie kann auch von Nachteil sein, weil man niemals sicher sein







Haben wir beispielsweise unser Neuronales Netz mit Trainingsbuchstaben
angelernt, aber leider als Muster für den Buchstaben „N“ nur solche verwen-
det, die auf liniertem Papier gedruckt waren, so hat das Netz womöglich
gar nicht gelernt, den Buchstaben „N“ selbst von anderen zu unterscheiden,
sondern assoziiert mit dem Ergebnis „N“ einfach nur das Vorhandensein von
liniertem Papier.
In diesem Kapitel wollen wir kurz die Theorie der Neuronalen Netze




Ein Neuronales Netz besteht, wie bereits gesagt, aus einzelnen Einheiten,
den künstlichen Neuronen, die wir auch als fundamentale Recheneinheiten
betrachten können.
Ein solches Neuron ist zu einer einfachen Datenverarbeitung in der La-
ge: Es verfügt über einen oder mehrere Eingänge, die entweder von der
Außenwelt oder von anderen Neuronen kommen. Diese sind mit Gewichten
versehen, die etwas darüber aussagen, wie stark der Wert an den Eingängen
das Neuron beeinflussen kann. Nehmen wir an, unser Neuron verfüge über
zwei Eingänge, von denen es die Werte i1 und i2 erhält. Die Gewichte an
den beiden Eingängen seien w1 und w2. Dann berechnet das Neuron die
Summe der gewichteten Eingangswerte w1i1 + w2i2.
Es hängt nun von der genauen Art des Neurons ab, was es mit die-
sem Eingabewert tut. Im einfachsten Fall des binären Neurons vergleicht
es die Summe der Eingangswerte mit einem konstanten, internen Wert, der
Schwellwert s heißt. Es ergibt sich die Aktivierung a des Neurons
a =
(
1 wenn w1i1 + w2i2 ≥ s
0 wenn w1i1 + w2i2 < s
. (.)
Im Fall von mehr als zwei Eingängen verallgemeinert sich diese Gleichung
in offensichtlicher Weise.
Das binäre Neuron hat also nur zwei mögliche Aktivierungen, nämlich 0
oder 1. Bild . zeigt ein Neuronales Netz mit nur einem verarbeitenden
Neuron, dessen Gewichte und Schwellenwerte so gewählt sind, dass das Neu-
ron wie ein logisches Und-Gatter funktioniert, es gibt also nur dann eine 1
aus, wenn beide Eingabewerte 1 sind.
Für kompliziertere Neuronale Netze verwendet man anstelle der binären















Bild .. Neuron, das einem Und-Gatter entspricht. Nur wenn beide Eingabe-
werte 1 sind, wird eine 1 ausgegeben.
Die Aktivierung a berechnet sich dann als Summe der gewichteten Eingaben




wiii + s . (.)
Die Ausgabe o des Neurons ist nun allerdings nicht einfach gleich seiner
Aktivierung. In diesem Fall wäre das Neuron nämlich in seinem Verhalten
linear, was die Funktionsmöglichkeiten des Neuronalen Netzes stark ein-
schränken würde. Man schleust also den Wert a noch durch eine Funktion,
die den schwellenartigen Charakter des binären Neurons annähert, etwa die
Funktion




die in Bild . dargestellt ist. o ist dabei die Ausgabe des Neurons.
Unser Und-Gatter können wir nun nicht mehr so konfigurieren, dass es
nur zwei Zustände annimmt. Wählt man aber für die Gewichte w1 und w2
beispielsweise den Wert 5 und für den Schwellwert den Wert −7, so ergibt
sich bei Eingabe (0,0) eine Aktivierung von −7 und damit eine Ausgabe
von 1/(1+exp 7) = 0,0009. Entsprechend ergibt sich bei Eingabe (1,0) oder
(0,1) eine Ausgabe von 0,12 und bei Eingabe von (1,1) eine Ausgabe von
0,95.
Bisher scheint die Wahl von kontinuierlichen Werten für die Ausgabe
des Neurons und die Einführung einer Ausgabefunktion nur eine unnötige
Verkomplizierung. Sie wird jedoch wichtig, wenn wir uns mit der Frage des
Lernens eines Neuronalen Netzes befassen. Darüberhinaus ist man oft auch


















Bild .. Darstellung der Funktion 1/(1 + exp(−x)), die als Aktivierungsfunkti-
on verwendet wird.
.. Das Feed-Forward-Netzwerk
Bisher haben wir nur ein einziges Neuron betrachtet. Ein künstliches Neu-
ronales Netz kann jedoch aus vielen Tausend solcher Neuronen bestehen.
Wir müssen uns deshalb Gedanken darüber machen, wie wir die Neuronen
zu einem Netzwerk zusammenschalten wollen.
Die wahrscheinlich populärste Wahl ist das so genannte Feed-Forward-
Netzwerk. Es erhält seinen Namen daher, dass die Information in ihm nur
in eine Richtung laufen kann.
Das Feed-Forward-Netzwerk besteht aus mehreren Ebenen, die hinterein-
andergeschaltet sind, siehe Bild .. Am Anfang steht eine Eingabeebene.
Diese besteht aus Einheiten, deren Werte von Außen vorgegeben werden.
Beispielsweise können diese Einheiten den Bildpunkten eines digitalisierten
Bildes entsprechen, das vom Neuronalen Netz verarbeitet werden soll.
Die Eingabeeinheiten sind mit den Neuronen der ersten Verarbeitungs-
schicht verbunden. Dies bedeutet, dass, nachdem die Eingabeeinheiten von
Außen auf ihre Werte eingestellt wurden, die Neuronen der ersten Verarbei-
tungsschicht die Eingabewerte übernehmen und mit den jeweiligen Verbin-
dungsgewichten multiplizieren, um daraus ihre momentane Aktivierung zu
bestimmen. Diese wird dann jeweils mit der Funktion f verarbeitet und er-
gibt den Ausgabewert des Neurons. Alle diese Ausgabewerte dienen nun als
Eingaben für die nächste Schicht des Netzwerks, bei dem nun die gleichen
Verarbeitungsschritte ablaufen.
Am Ende des Netzwerkes steht die Ausgabeschicht: Die letzten Knoten
reichen ihre Werte nicht als neue Eingabewerte an eine weitere Schicht wei-




















Eingabe Schicht 1 Schicht 2 Schicht n-1 Schicht n
Bild .. Architektur des Feed-Forward-Netzes. Verbindungen existieren immer
nur von einer Schicht zur nächsten. Am Anfang steht die Eingabe-
schicht, am Ende die Ausgabeschicht. Aus Gründen der Übersichtlich-
keit sind nur einige Verbindungen eingezeichnet, tatsächlich ist jeder
Knoten einer Schicht mit jedem der nächsten Schicht verbunden.
stabenerkennung kann es hier beispielsweise 26 Neuronen geben, von denen
jedes einen Buchstaben repräsentiert. Legt man dem Netz nun ein Bild eines
Buchstaben vor, indem man dieses digitalisiert und auf die Eingangsschicht
überträgt, so sollte in der Ausgabeschicht ein Neuron einen Ausgabewert na-
he bei eins aufweisen, alle anderen einen Wert nahe null. Wie gut dies erfüllt
ist, gibt einen Hinweis auf die Sicherheit, mit der das Neuronale Netz den
eingegebenen Buchstaben identifiziert hat – bei Zweideutigkeiten kann es
beispielsweise vorkommen, dass zwei Neuronen mäßig stark aktiviert sind,
beispielsweise die Neuronen für die Buchstaben „O“ und „D“.
.. Lernen
Im vorigen Abschnitt haben wir beschrieben, wie ein Feed-Forward-Netz-
werk funktioniert, wenn wir ihm ein Eingabemuster vorlegen. Aber wie kön-
nen wir das Netzwerk trainieren, um ihm mitzuteilen, welche Muster es wie
identifizieren soll?
Hierzu dient der so genannte Backpropagation-Algorithmus. Der Name
„Backpropagation“ deutet darauf hin, dass man sich dem Problem rückwärts
nähert, und dies ist in der Tat der Fall. Es werden nämlich, von der Ausga-







bis sich das gewünschte Verhalten ergibt.
Wir beginnen mit einem Netzwerk, in dem alle Gewichte und Schwellwer-
te zufällig gewählte Werte besitzen. Diesem Netzwerk präsentieren wir nun
unser erstes Lernbeispiel. Die Ausgabe des Netzwerks wird sich sicherlich
nicht mit der Ausgabe decken, die wir eigentlich erhalten wollen. Numerieren
wir die Neuronen der Ausgabeschicht mit j, so können wir an jedem Neuron
die Abweichung der Ausgabe oj vom Sollwert tj (für „target“) betrachten.
Diese Abweichung ist also tj − oj .
Wir könnten diese Abweichung direkt als Maß für die Korrektur nehmen,
die wir an den Gewichten dieses Neurons vornehmen wollen. Es ist jedoch
sinnvoll, hauptsächlich die Gewichte derjenigen Neuronen zu korrigieren, bei
denen eine leichte Veränderung der Gewichte eine starke Verbesserung der
Ausgabe erzielen kann. Hier kommt nun die Funktion f(aj) ins Spiel. Eine
leichte Veränderung der Aktivierung aj bewirkt eine umso stärkere Ände-
rung der Ausgabe oj , je größer der Wert der Ableitung f ′(aj) = df(aj)/daj
ist. Betrachtet man Bild ., so sieht man, dass dies gerade bei Aktivie-
rungen mit Werten um null der Fall ist.
Wir definieren also den Fehler ej als die Abweichung der Ausgabe vom
Zielwert, multipliziert mit der Ableitung der Funktion f :
ej = (tj − oj)f ′(aj) . (.)
Wir müssen nun diesen Fehler verwenden, um die Gewichte des Neurons j
so zu verändern, dass der Fehler sich verringert. Dazu bezeichnen wir mit
wij das Gewicht von einem Neuron i auf der nächst-inneren Schicht hin zum
Neuron j, das wir gerade betrachten. Dieses Gewicht wollen wir verändern,
und zwar zum einen um so stärker, je größer der Fehler am Neuron ist, zum
andern aber auch abhängig davon, wie stark der Beitrag der Ausgabe oi des
Neurons i zur Aktivierung oj ist. Damit ergibt sich für die Korrektur ∆wij
des Gewichts
∆wij = ηejoi , (.)
wobei η eine Konstante ist, die die Lernrate beschreibt, also steuert, wie
stark die jeweils vorgenommene Anpassung ist. Sinnvolle Werte für η sind
etwa im Bereich 0,3, ein zu großer Wert führt dazu, dass das Netz früher
Gelerntes wieder leicht „vergisst“.
Wir haben nun die Gewichte von der vorletzten zur letzten Schicht ange-
passt. Dies war möglich, weil wir den Fehler der Ausgabe der letzten Schicht
bestimmen konnten. Wie können wir aber einen Fehler für ein Neuron in
der inneren Schicht bestimmen, an dem wir nicht mehr die Ausgabe mit
dem Soll vergleichen können? An dieser Stelle kommt nun die Backpropa-








Betrachten wir wieder Neuron i in der vorletzten Schicht. Es trägt zum
Fehler ej von Neuron j bei, und zwar entsprechend dem Gewicht wij . Wir
können also umgekehrt sagen, dass der Fehler ej einen Beitrag von wijej
zum Fehler am Neuron i leistet. Da Neuron i aber nicht nur mit einem
Neuron in der letzten Schicht verbunden ist, müssen wir über alle diese






f ′(ai) , (.)
wenn wir auch hier wieder den Ableitungsterm hinzunehmen. Wir kennen
nun den Fehler am Neuron i und können diesen verwenden, um die Gewichte
zwischen diesem Neuron und den Neuronen der vorvorletzten Schicht nach
Gleichung (.) zu verändern.
Zusammengefasst geht man also so vor: Man präsentiert dem Netzwerk
ein erstes Trainingsmuster und berechnet die resultierende Ausgabe. Dann
berechnet man den Fehler auf der Ausgabeschicht und verändert die Ge-
wichte zwischen der Ausgabeschicht und der vorletzten Schicht nach Glei-
chung (.). Man berechnet dann den Fehler der ersten inneren Schicht
mit Gleichung (.), wobei man bereits die neuen, veränderten Gewichte
verwendet. So geht man Schicht um Schicht zurück, bis man bei der ersten
Schicht angekommen ist. Nun sind alle Gewichte verändert worden, und
man kann das nächste Trainingsmuster präsentieren.
.. Training
Wir wissen nun, wie man ein Neuronales Netz mit einem einzigen Muster
trainieren kann. Damit das Netz aber eine Aufgabe, wie etwa eine Musterer-
kennung, lernen kann, ist ein einziges Trainingsmuster nicht genug. Vielmehr
braucht man eine Vielzahl von Mustern, die man dem Netz nacheinander
präsentiert. Die Erfahrung zeigt, dass eine relativ große Anzahl von Trai-
ningsmustern benötigt wird, um ein erfolgreiches Lernen zu ermöglichen.
In der Praxis ist es sinnvoll, von den zur Verfügung stehenden Mustern
einen zufällig gewählten Teil auszusondern, der später zur Verifikation dient.
Mit den übrigen Mustern wird das Netz trainiert, wobei jedes Muster dem
Netz zunächst einmal präsentiert wird. Ein vollständiger Lernzyklus ist ab-
geschlossen, wenn jedes Muster einmal präsentiert wurde. Da das Netz aber
nach jedem Trainingsschritt die Gewichtsfunktionen neu angepasst hat, ist
es möglich, dass die zuerst gezeigten Muster bereits wieder vergessen wur-
den. Deshalb ist es meist erforderlich, mehrere Lernzyklen zu durchlaufen,








Verändert das Netz seine Gewichte nur noch sehr wenig, kann das Prä-
sentieren der Trainingsmuster beendet werden. Hat man Verifikationsmuster
als Testmuster ausgesondert, so können diese nun verwendet werden, um zu
überprüfen, ob das Netz seine Aufgabe tatsächlich zufriedenstellend löst. Ist
dies nicht der Fall, so ist es vermutlich notwendig, mehr Trainingsmuster zu
verwenden oder die Architektur des Netzes zu verändern. Ohne derartige
Verifikationsmuster ist es sehr schwierig, zu entscheiden, ob das Netz seine
Aufgabe tatsächlich gelernt hat, oder ob es nur die Trainingsmuster selbst
erkennen kann.
Die Testmuster können es dabei erleichtern, den Zeitpunkt zu bestim-
men, wann der Lernprozess beendet werden soll. Trainiert man das Netz
nämlich zu lange, so werden zwar die Trainingsmuster schließlich optimal
gelernt, aber andere Muster werden durch das Netz nicht mehr so gut wie-
dergegeben wie mit einem weniger lange trainierten Netz. Das Netz lernt
sozusagen die Trainingsmuster so gut, dass es nicht mehr in der Lage ist,
von diesen abweichende Muster noch gut zu identifizieren. Dieses Phäno-
men wird als „Overtraining“ bezeichnet. Man kann es umgehen, indem man
den Lernvorgang beendet, sobald sich die Erkennung der Testmuster wieder
verschlechtert.
Das Ziel des Backpropagation-Algorithmus besteht, wie wir gesehen
haben, darin, die Fehlerfunktion des Neuronalen Netzwerkes zu mi-
nimieren. Da es sich um eine Funktion in einem Raum mit vielen
Dimensionen handelt, ist dies ein Problem, bei dem viele Schwierig-
keiten auftreten können. Das beschriebene Verfahren versucht, diese
Minimierung schrittweise durchuführen, indem es der Ableitung der
Fehlerfunktion (also deren Gradienten) folgt. Ein solches Gradienten-
verfahren kann in Schwierigkeiten geraten, wenn lokale Minima vor-
liegen, in denen es gefangen wird. Ist die Lernrate sehr klein, so ist
es schwierig, aus derartigen Minima wieder auszubrechen. Ist auf der
anderen Seite die Lernrate zu hoch, so wird ein Minimum, das zwar
tief, aber nicht sehr ausgedehnt ist, nur mit Mühe gefunden. In Ab-
schnitt .. werden Minimierungsprobleme weiter diskutiert.
. Ein Anwendungsbeispiel
Neuronale Netze können in der Materialwissenschaft in verschiedener Weise
verwendet werden. Als Beispiel sei hier die Modellierung des Kriechverhal-
tens von Aluminium erwähnt [Harders (1997)].
Ausgehend von einem Parametersatz, bei dem für verschiedene Tempera-
turen und Spannungen die Kriechraten in Reinstaluminium gemessen wur-
den, sollte ein Neuronales Netz entwickelt werden, das in der Lage ist, zwi-
schen diesen Daten zu interpolieren und evtl. auch eine Extrapolation vor-



































Bild .. Kriechgeschwindigkeit als Funktion von angelegter Spannung und
Temperatur. Eingezeichnet sind die Messpunkte, die Vorhersage eines
physikalischen Modells (gestrichelte Linie) und die Vorhersage mit ei-
nem Neuronalen Netz (durchgezogene Linie). Entnommen aus Harders
(1997) mit freundlicher Genehmigung des Autors.
Aufgabe darstellt.
Bild . zeigt die aufgenommenen Messpunkte. Für dieses Problem kann
auch ein physikalisches Modell gefunden werden, das die Messdaten be-
schreibt; die von diesem Modell gelieferten Kurven sind ebenfalls in die
Graphik mit eingezeichnet. Die Untersuchung soll dazu dienen zu überprü-
fen, ob ein Neuronales Netz in der Lage ist, eine ähnlich gute Beschreibung
der Messdaten zu finden, da sich für komplexere Probleme oft keine physi-
kalischen Modelle mehr finden lassen.
Das verwendete Neuronale Netz verfügt über zwei Eingabe-Neuronen,
die die (geeignet normierten) Eingabewerte Spannung und Temperatur auf-
nehmen, über 35 Neuronen auf der Zwischenschicht sowie über ein Ausga-
beneuron. Die von diesem Neuronalen Netz gelieferten Kurven zur Daten-
beschreibung sind ebenfalls in Bild . eingezeichnet. Man sieht, dass die
Beschreibung der Daten durch das Neuronale Netz gut gelingt und dass
auch eine zufriedenstellende Übereinstimmung mit dem physikalischen Mo-
dell erzielt werden kann. Auch die Extrapolation durch das Modell, die im
Bild allerdings nicht dargestellt ist, ist hinreichend gut, dennoch ist eine
solche Extrapolation mit einem Neuronalen Netz grundsätzlich gefährlich,
denn natürlich gibt es immer verschiedene Möglichkeiten, die gegebenen
Datenpunkte konsistent zu extrapolieren, und das Neuronale Netz verfügt











 Bildbearbeitung und -analyse
. Einführung
Die Untersuchung von Werkstoffen mit optischen Methoden hat in der Ma-
terialwissenschaft große Bedeutung. Gefügebilder von Metallen geben bei-
spielsweise Aufschluss über die im Werkstoff vorhandenen Phasen und ihre
Verteilung und erlauben so weitgehende Rückschlüsse auf Vorgänge, die im
Werkstoff stattgefunden haben. Die Untersuchung derartiger Bilder erfolgt
zunächst mit dem Auge; zur quantitativen Analyse ist es jedoch notwendig,
über genau definierte Verfahren zu verfügen, um etwa Flächenanteile von
Gefügestrukturen bestimmen zu können.
Derartige Verfahren beruhen auf vergleichsweise einfachen Berechnungen,
mit denen wir uns in diesem Kapitel beschäftigen wollen [Mehlo (1983)].
Zunächst soll dazu definiert werden, was überhaupt unter einem Bild zu
verstehen ist; anschließend sollen zunächst Methoden der Bildbearbeitung
vorgestellt werden und schließlich Verfahren der Bildanalyse.
. Was ist ein Bild?
Um ein Bild mit numerischen Methoden bearbeiten zu können, müssen wir
zuerst eine mathematische Definition eines Bildes finden, die dieses als An-
sammlung von Zahlen beschreibt.
Zunächst einmal ist klar, dass Bilder normalerweise zweidimensionale
Strukturen sind, da wir unsere Umwelt als zweidimensionales Abbild auf
der Netzhaut wahrnehmen. Betrachten wir der Einfachheit halber nicht far-
bige Bilder, so können wir diese als eine Verteilung von Grauwerten (oder
Graustufen) über einer Fläche darstellen. Ordnen wir der Farbe Schwarz
den Wert 0 und der Farbe Weiß den Wert 1 zu, so ist ein Grauwert-Bild
also dadurch gegeben, dass wir jedem Punkt der Bildfläche einen Wert zwi-
schen null und eins zuordnen, es handelt sich also um eine zweidimensionale
Funktion mit Werten zwischen null und eins.
Wie bei nahezu allen numerischen Verfahren, mit denen wir uns bisher
beschäftigt haben, können wir mit einer solchen Funktion, die an jedem
Punkt der Bildfläche definiert ist, nicht viel anfangen. Die Funktion muss
hierzu diskretisiert werden, d. h., anstelle der gesamten Bildfläche mit ihren
unendlich vielen Punkten stellen wir das Bild dadurch dar, dass wir seine






 Bildbearbeitung und -analyse
der Bildverarbeitung Pixel genannt werden. Dies ist beispielsweise auch die
Darstellung, die ein Schwarz-Weiß-Bildschirm verwendet: Er hat endlich
viele, flächenhafte Bildpunkte, von denen jeder einen anderen Wert hat.
Ein typischer Wert für die Anzahl dieser Bildpunkte in einem digitalisierten
Bild (die Auflösung des Bildes) ist etwa 512× 512 Punkte.
Unser Bild ist also durch eine meist rechteckige Anordnung von Pixeln
beschrieben, wobei jeder Pixel über eine Graustufe verfügt. Auch die Grau-
stufen können wir in einem Computer nicht mit beliebigen reellen Zahlen
beschreiben, da bereits eine einzige reelle Zahl unendlich viel Speicherplatz
benötigen würde. Stattdessen erfolgt die Darstellung mit einer Zahl, die aus
endlich vielen Bytes besteht. In der Praxis beschränkt man sich meist auf
ein Byte, was 256 Grautöne zulässt, oder, hauptsächlich bei der Bearbei-
tung von Fotografien, auf 2 Bytes, also 65536 Graustufen. Diese Einschrän-
kung sorgt dafür, dass sich der Speicherplatzbedarf des Bildes in Grenzen
hält, was wichtig ist, da Bilder aufgrund der meist hohen Anzahl von Pi-
xeln sehr speicherintensiv sind. Ein einziges Bild mit 256 Graustufen und
512 × 512 Punkten benötigt beispielsweise bereits einen Speicherplatz von
8 × 512 × 512 bit = 256 kByte, wenn man keine Verfahren zur Bildkompri-
mierung verwendet.
Zusammenfassend kann also ein (rechteckiges) Grauwert-Bild als einem×
n-Matrix mit ganzzahligen Einträgen zwischen 0 und 255 definiert werden:
Bildfunktion: f(x, y) ∈ [0,1, . . . ,255],
x ∈ [0,1, . . . ,m], y ∈ [0,1, . . . , n] .
Die Definition von Farbbildern ist ähnlich, aber etwas komplizierter.
Dazu wird die Tatsache verwendet, dass sich (nahezu) jede Farbe aus
einem Satz von Grundfarben zusammensetzen lässt, beispielsweise aus
den Grundfarben Rot, Grün, Blau (bei so genannter additiver Farb-
mischung). Zur Beschreibung eines farbigen Pixels gibt man also an,
wie groß die Beimischung der jeweiligen Grundfarbe ist. Beispielsweise
beschreibt (255,0,0) einen roten Punkt, (255,255,0) einen gelben.
Ein alternatives Verfahren zur Beschreibung verwendet das so ge-
nannte CMYK -Schema, bei dem die Farbe durch vier Zahlen beschrie-
ben wird, nämlich die Werte der drei Grundfarben Cyan, Magenta und
Gelb, sowohl durch einen Kontrastwert, der etwas über die Schwär-
zung aussagt. Dieses Schema hat Vorteile, weil viele Farbdrucker ih-
re Mischungen aus diesen Grundtönen zusammensetzen. Die Verwen-
dung einer zusätzlichen Schwärzung scheint dabei zunächst überflüs-
sig zu sein, weil die Mischung von Cyan, Magenta und Gelb selbst
bereits Schwarz ergibt. Es ist jedoch technisch günstiger, zusätzlich
noch Schwarz als eigene Druckfarbe zu verwenden, da dies das Dru-
cken vereinfacht.
An der Definition des Bildes ändert sich also nicht viel, die Funk-








Nachdem nun geklärt ist, was wir mathematisch unter einem Bild verste-
hen wollen, können wir daran gehen, Bildbearbeitungsmethoden zu betrach-
ten. Die meisten dieser Bearbeitungsmethoden können als Filter bezeichnet
werden, weil sie das Bildsignal ganz ähnlich verändern, wie dies etwa ein
elektronisches Filterelement mit einem elektronischen Signal tut.
Ein Filter kann als eine Funktion betrachten werden, die die Bildfunktion
f(x, y) in eine neue Bildfunktion überführt.
.. Lokale Filter
Unter so genannten lokalen Filtern versteht man solche, deren Wirkung auf
einen Bildpunkt nur vom Wert dieses Bildpunktes abhängt, nicht aber von
dem anderer Bildpunkte. Da das Ergebnis des Filterprozesses wieder ein
Grauwertbild sein soll, ist ein lokaler Filter also lediglich eine Abbildung
des Grauwert-Intervalls auf sich selbst. Ein lokaler Filter kann also als eine
einfache eindimensionale Funktion dargestellt werden, siehe Bild .
Derartige Filteroperationen können in der Bildbearbeitung trotz ihrer
Einfachheit sehr nützlich sein, vor allem zur Vorbereitung von Analysepro-
zessen. Soll beispielsweise ein Gefügebild analysiert werden, in dem wenige,
dunkle Teilchen in eine Matrix aus hellen Teilchen eingebettet sind, so kann
ein einfacher lokaler Filter aus dem Grauwertbild ein Schwarz-Weiß-Bild
erzeugen, indem alle Punkte mit Grauwert unterhalb eines Schwellenwer-
tes den Wert 0 für Schwarz, alle Punkte mit einem höheren Grauwert den
Wert 1 erhalten, siehe Bild . a. Das so entstandene binäre Bild kann nun
leicht auf die Flächenanteile der beiden Phasen hin untersucht werden.
Ähnlich kann vorgegangen werde, wenn die interessierende Phase bei-
spielsweise von Grauwerten im mittleren Bereich der Grauskala gekennzeich-
net ist, siehe Bild .b. Bild . c zeigt die Anwendung eines Grauwertfil-
ters auf ein Gefügebild.
.. Nicht-lokale Filter
Viele der wichtigsten Funktionen der Bildbearbeitung lassen sich jedoch
nicht durch lokale Filter erreichen, da sie von der Struktur des Bildes ab-
hängen. Hierzu zählen beispielsweise die Kontrastverstärkung, also die Erhö-
hung der Bildschärfe an den Grenzen zwischen zwei Bereichen unterschied-


















b. Filter mittlere Grau-
werte
c. Anwendung eines Grauwertfilters auf ein Gefügebild
Bild .. Beispiel für lokale Grauwertfilter. Die Grauwertstufen des Ausgangsbil-
des werden auf neue Grauwertstufen abgebildet. (a) Filter zur Separa-
tion von hellen und dunklen Bereichen. (b) Filter zur Separation von
Bereichen mittlerer Graustufe. (c) Beispiel für die Anwendung eines
Separationsfilters auf ein Gefügebild einer Nickelbasis-Legierung. Im
rechten Bild ist die verwendete Kurve für die Grauwertfilterung mit















Bild .. Beispielhafter Verlauf der Graustufen zwischen zwei Bereichen unter-
schiedlicher Graustufe. Der Übergang zwischen beiden Bereichen ist
fließend und kann mit einem Kontrastschärfungsverfahren schärfer
gemacht werden. Um zu detektieren, ob ein Punkt wie p1 links oder
rechts der Mitte ist, wird sein Graustufenwert mit dem Mittelwert der
Graustufen des Untersuchungsintervalls (gekennzeichnet durch einen
Kreis) verglichen.
Kontrastschärfung
Ähnlich wie die vorgestellten lokalen Filter dient auch die Kontrastschärfung
häufig als erster Schritt in einer quantitativen Bildanalyse. Sie kann aber
auch für den menschlichen Bildbetrachter hilfreich sein, um Einzelheiten
einer Struktur besser erkennen zu können.
Der Einfachheit halber soll hier die Kontrastschärfung in einer Dimension
dargestellt werden, also entlang einer Linie. Bild . stellt einen beispielhaf-
ten Verlauf der Grauwerte in einem Bild dar; auf der linken Seite befindet
sich ein dunkler, auf der rechten ein heller Bereich. Der Übergang zwischen
den beiden Bereichen ist jedoch nicht scharf, sondern fließend, und soll in
einem Kontrastschärfungsverfahren schärfer gemacht werden.
Prinzipiell ist die Vorgehensweise relativ einfach: Es ist die Mitte des
Übergangsbereiches aufzusuchen, und alle Punkte links davon sollten auf
den niedrigen Grauwert, alle rechts davon auf den hohen Grauwert gesetzt
werden. Hierzu wird zunächst ein Bereich von beispielsweise  Pixeln Breite
an der zu schärfenden Stelle über das Bild gelegt, wie in Bild . dargestellt.
Der dunkelste und der hellste Grauwert in diesem Bereich (Schwarzwert und
Weißwert) werden festgestellt und der Mittelwert der Graustufe innerhalb
des Bereichs ermittelt.
Der Mittelpunkt des Übergangsbereiches kann zum Beispiel dadurch ge-
kennzeichnet werden, dass in ihm die Graustufenfunktion – als reelle Funk-
tion betrachtet – einen Wendepunkt hat. Links von diesem Wendepunkt






 Bildbearbeitung und -analyse
Ableitung der Grauwertfunktion ist auf der linken Seite positiv, auf der rech-
ten Seite negativ. In den Abschnitten .., . und . haben wir bereits




−2f(x) + f(x−∆x) + f(x+∆x)
∆x2
. (.)
Wie man aus dieser Formel sieht, ist die zweite Ableitung genau dann posi-
tiv, wenn der Wert der Funktion am Ort x kleiner ist als der Mittelwert der
Funktion, wobei wir den Gitterabstand ∆x einfach zu 1 setzen können. An-
stelle des Mittelwerts der beiden benachbarten Punkte verwenden wir hier
den Mittelwert innerhalb des Untersuchungsintervalls. Man vergleicht also
die Graustufe des Punktes in der Mitte des betrachteten Bereichs mit dem
Mittelwert aller Graustufen. Ist der Grauwert kleiner, so gehen wir davon
aus, dass die Funktion konkav ist, und wir noch auf der dunkleren Seite
sind. In diesem Fall ersetzen wir den Funktionswert an dieser Stelle durch
den Schwarzwert. Ist der Grauwert größer als der Mittelwert, so wird der
Grauwert des mittleren Punktes entsprechend durch den Weißwert ersetzt.
Das genaue Ergebnis der Kontrastschärfung hängt dabei von der Größe
des Untersuchungsbereichs ab. Dieser Bereich sollte größer sein als der Über-
gangsbereich der Grauwertfunktion, damit ein korrekter Mittelwert und
richtige Schwarz- und Weißwerte ermittelt werden.
Mit diesem Autodelineations-Verfahren lässt sich die Kontrasterhöhung
in einer Dimension durchführen. In zwei Dimensionen wird entsprechend
eine zweidimensionale Fläche (beispielsweise ein Quadrat der Kantenlänge
3 oder 5) zur Mittelung verwendet.
Rauschunterdrückung
Im Gegensatz zur Kontrastschärfung, für die ein einfaches Verfahren angege-
ben werden kann, ist die Rauschunterdrückung komplizierter. Ein universell
gültiges Rauschunterdrückungsverfahren existiert nicht, da die Frage, was
Rauschen für ein Bild bedeutet, von der Interpretation des Bildes abhängt.
Ein weißer Punkt inmitten einer größeren schwarzen Fläche kann durch
Rauschen entstanden sein, er kann aber genauso gut wichtige Informatio-
nen über ein an dieser Stelle befindliches kleines Teilchen enthalten.
Rauschen selbst kann als ein lokaler Filter mit einer Zufallskomponente
betrachtet werden: Dieser verändert also einige Bildpunkte zufällig, indem er
ihren Grauwert verschiebt. Erfolgt die Verschiebung dabei um einen kleinen
Betrag, so ist der neue Grauwert dem alten noch ähnlich; es ist aber auch








Bild .. Anwendung eines 3 × 3-Mittelungsfilters auf einen Ausschnitt aus
Bild . c. Man erkennt, dass das Rauschen unterdrückt wird, wobei
gleichzeitig der Kontrast schwächer wird.
Die Rauschunterdrückung soll nun den angewandten lokalen „Rauschfil-
ter“ in seiner Wirkung rückgängig machen. Da man nicht weiß, an welcher
Stelle das Rauschen gewirkt hat, ist dies im Allgemeinen nicht fehlerfrei
möglich.
Aus der zufälligen Komponente des Rauschens und seinem lokalen Cha-
rakter wird deutlich, dass die durch das Rauschen hervorgerufene Änderung
der Bildstruktur dadurch identifiziert werden kann, dass einzelne Pixel mit
ihrer Umgebung verglichen werden. Rauschfilter beruhen meist darauf, ein
geeignetes Mittelungsverfahren anzuwenden, um die lokalen „Ausreißer“ aus-
zulöschen.
Ein einfaches Rauschunterdrückungsverfahren beruht tatsächlich auf ei-
ner simplen Mittelwertbildung: Der Grauwert jedes Pixels wird durch den
mittleren Grauwert aller Punkte in einem Quadrat ersetzt, dessen Mittel-
punkt dieses Pixel ist. Ein 3 × 3-Quadrat mittelt dabei über einen kleinen
Bereich, aber auch größere Mittelungsbereiche sind möglich. Bild . zeigt
ein Beispiel. Man erkennt aber sofort, dass dieses Verfahren den Nachteil
hat, Bildkontraste stark zu schwächen.
Ein ähnliches Verfahren ist die Medianfilterung . Auch hierbei wird ein
Quadrat um den aktuelle Bildpunkt gelegt. Der Wert des Pixels wird nun
aber nicht durch den Mittelwert aller Punkte im Quadrat ersetzt, sondern
durch den so genannten Medianwert : Dieser ergibt sich dadurch, dass man
die neun Werte (bei einem 3 × 3-Quadrat) der Größe nach sortiert und
den mittleren Wert dieser Reihe nimmt. Auf diese Weise werden einzelne
„Ausreißer“ korrigiert, Kontraste bleiben aber weitgehend erhalten.






 Bildbearbeitung und -analyse
Bild .. Anwendung eines Monte-Carlo-Verfahrens zur Rauschunterdrückung
auf einen Ausschnitt aus Bild . c. Das Verfahren unterdrückt das
Rauschen und glättet die Strukturen, allerdings können kleinere Struk-
turen dabei verloren gehen.
ebenfalls möglich. Häufig verwendet man beispielsweise eine lokale
Fourier-Analyse, um Rauschen zu unterdrücken, indem man hochfre-
quente Anteile des Signals unterdrückt, ähnlich wie dies ein Tiefpass
in der Elektronik tut.
Ein besonders interessantes Verfahren beruht auf den Monte-Carlo-
Methoden aus Kapitel , siehe [Winkler (1995)]. Um dieses zu erläu-
tern, verwenden wir ein vereinfachtes Bildmodell, bei dem nur zwei
Graustufen existieren, nämlich 0 (Schwarz) und 1 (Weiß). Rauschen
wird in diesem Fall dadurch gekennzeichnet sein, dass in großen Berei-
chen der einen Graustufe einzelne Punkte der anderen Stufe auftreten.
Man kann nun die einzelnen Pixel als Spins in einem Ising-Modell
ansehen, siehe Abschnitt ... Bei tiefen Temperaturen hat das Ising-
Modell die Eigenschaft, Spins gleichzurichten, so dass einzelne Spins,
die den umgebenden Spins entgegengesetzt gerichtet sind, umgedreht
werden; Grenzlinien zwischen zwei Gebieten mit entgegengesetzten
Spins werden jedoch weniger stark beeinflusst. Das Unterdrückungs-
verfahren beginnt nun bei einer moderaten Temperatur, führt einige
Monte-Carlo-Schritte durch, und senkt die Temperatur dann langsam
ab. Auf diese Weise können Rauschanteile auch dann unterdrückt wer-
den, wenn sie mehrere nebeneinander liegende Bildpunkte verändert
haben. Die Wahl der Temperaturkurven ist jedoch nicht unproblema-
tisch, da bei zu langem Halten bei hoher Temperatur auch Grenzlinien
zwischen zwei Bereichen von Korrekturen betroffen werden. Bild .
zeigt ein einfaches Beispiel.
Die Verallgemeinerung des Modells auf mehr als zwei Graustufen
ist ebenfalls möglich, man hat es dann nicht mehr mit einem Ising-,








Die quantitative Bildanalyse verwendet meist verschiedene Filterfunktionen,
um das Problem auf ein einfacheres Problem zurückzuführen. Wir haben in
Abschnitt .. gesehen, dass ein einfacher lokaler Filter ein Graustufenbild
in ein einfaches Schwarz-Weiß-Bild überführen kann, wenn man sich etwa
für die Unterscheidung zwischen dunklen und hellen Teilchen in einem Bild
interessiert. Dieses einfache binäre Bild, das nur noch zwei Graustufen be-
sitzt, kann nun beispielsweise auf den Flächenanteil der einen Teilchensorte
hin untersucht werden.
Hat man es mit Teilchen zu tun, die alle ähnliche Graustufen haben
(etwa mit einem einphasigen Gefüge in einem Metall), so kann man eine
Flächenanalyse der Teilchen nicht mit diesem Verfahren durchführen, weil es
keinen klaren Schwellwert für die Graustufen gibt. In diesem Fall kann man
stattdessen zunächst einmal die Grenzen zwischen den einzelnen Bereichen
suchen, analog zum oben beschriebenen Kontrastschärfungsverfahren, diese
Grenzen aber dann mit einer extremen im Bild selbst nicht vorkommenden
Graustufe (0 oder 255) versehen. Auf diese Weise lassen sich die Teilchen
separieren und sind damit einer Analyse zugänglich.
Eine andere Möglichkeit, Objekte zu definieren, sind spezielle Such-
verfahren. Dazu wird beispielsweise auf einer Zeile des Bildes das Bild
von einer Seite zur anderen abgetastet und der Beginn eines Objek-
tes detektiert, wenn der Grauwert stark vom mittleren Grauwert des
Bildes abweicht. (Auch hierbei können natürlich noch Filter zwischen-
geschaltet werden, um dies zu vereinfachen.) Dann wird ausgehend
von dem gefundenen Berandungspunkt die Berandung des Objektes
als Grenzlinie zwischen den unterschiedlichen Graustufenbereichen ge-
sucht.
Ein weiteres, häufig verwendetes Verfahren beruht auf der Linear-
analyse. Hierzu werden waagerechte und senkrechte Linien über das
Bild gezogen und die Verteilung von Graustufen (beispielsweise mit
Histogrammen) wird entlang dieser Linien gemessen. Dies hat den Vor-
teil, dass man es nur mit eindimensionalen „Bildern“ für die Analyse
zu tun hat. Eine Auswertung der sich so ergebenden Sehnenlängen er-
laubt dann ebenfalls Rückschlüsse auf Größen wie die Volumenanteile
verschiedener Phasen. Die Linearanalyse ist ein klassisches Verfahren
der Metallographie, das sich auch manuell an Fotografien durchführen
lässt, und ist deshalb immer noch sehr verbreitet.
Wie man sieht, gibt es eine Vielzahl von Möglichkeiten, Grauwertbilder
zu bearbeiten und zu analysieren. Die im einzelnen verwendeten Techniken
hängen stark von der Problemstellung und der zur Bildanalyse verwendeten




















 Übersicht über verwendete numerische
Verfahren
In den bisherigen Kapiteln haben wir uns auf die Anwendung numerischer
Verfahren in bestimmten Simulationstechniken, wie etwa der Finite-Ele-
ment-Methode konzentriert. Die benötigten Methoden wurden dabei „nach
Bedarf“ eingeführt. In diesem Kapitel wollen wir die verwendeten Techniken
kurz Revue passieren lassen und systematisieren. Dabei werden wir insbe-
sondere auf die Frage der Diskretisierung intensiver eingehen. Um die Orien-
tierung zu erleichtern, verweisen Randziffern auf die jeweiligen Abschnitte,
in denen das erwähnte Material behandelt wurde.
. Diskretisierung
.. Das Kontinuum
Physikalische Größen werden meist als reelle Zahlen angenommen, und die
in der Physik häufig verwendeten Felder sind reelle Funktionen, die an je-
dem Punkt des betrachteten Raumes definiert sind, also an einer (sogar
überabzählbar) unendlich großen Menge von Punkten, auch Kontinuum ge-
nannt.
Kein Computer ist in der Lage, mit derartigen Unendlichkeiten zu han-
tieren und eine derartige Funktion abzuspeichern. Glücklicherweise ist dies
jedoch auch nicht nötig, denn es ist genauso unmöglich, physikalische Mes-
sungen an einer unendlichen Zahl von Punkten durchzuführen, d. h., auch
experimentelle Messungen sind darauf beschränkt, eine Größe an einigen
ausgewählten Raumpunkten zu messen oder, was meist häufiger vorkommt,
den Wert dieser Größe über einen kleinen Raumbereich zu mitteln.
Betrachten wir als Beispiel ein Temperaturfeld, so können wir dieses et-
wa mit einem Thermometer zu messen versuchen. Da dieses eine endliche
Größe hat und über eine endliche Wärmekapazität verfügt, messen wir die
Temperatur nicht an einem infinitesimal kleinen Raumpunkt (an dem sie
 Algebraische Programme können zwar mit Funktionen rechnen und beispielsweise
deren Ableitungen in geschlossener Form bestimmen, ohne auf eine Diskretisie-
rung zurückgreifen zu müssen. Derartige analytische Lösungen von Gleichungen
lassen sich jedoch nur in den seltensten Fällen erzielen und sind deshalb für unsere







ohnehin nicht definiert wäre), sondern über einen kleinen Raumbereich ge-
mittelt, dessen Größe von der Größe der Messspitze unseres Thermometers
abhängt.
Auch in der Kontinuumsmechanik wird dies deutlich: Wir nehmen dort
an, dass Größen wie Spannungen und Dehnungen Tensorfelder im Kontinu-
um sind, doch in Wahrheit wissen wir, dass dies nur näherungsweise der
Fall ist und dass die Materie aus Atomen besteht.
Es ist also nicht nur für einen Computer nicht möglich, mit kontinu-
ierlichen Feldern zu rechnen, sondern diese entziehen sich auch der physi-
kalischen Messung. Sie sind eher als theoretische Gebilde oder als Modell
anzusehen.
.. Einfache Diskretisierung
Da kontinuierliche Größen also nicht handhabbar sind, müssen wir ein Ver-
fahren entwickeln, um diese durch eine endliche Anzahl von Größen zu erset-
zen. Hierzu bedient man sich der Diskretisierung, also des Übergangs von
einer reellen zu einer abzählbaren abhängigen Variable der betrachteten
Funktion.
Hierzu ersetzen wir den kontinuierlichen Raum durch ein abzählbares→
→
→
Punktgitter. In einer Dimension ersetzen wir also die Variable x ∈ R durch
n∆x mit n ∈ Z und ∆x als Abstand zwischen zwei Gitterpunkten. R kenn-
zeichnet dabei den Raum der reellen, Z den der ganzen (positiven und nega-
tiven) Zahlen. Hierbei haben wir der Einfachheit halber ein reguläres Gitter
angenommen.
Das Ganze verallgemeinert sich in offensichtlicher Weise auf den Fall von
d Dimensionen: Die Variable x ∈ Rd wird ersetzt durch n∆x mit n ∈ Zd.
Wir haben es hier immer noch mit unendlich vielen Variablen zu tun.
Da sich die physikalischen Systeme, die wir modellieren, aber niemals bis
ins Unendliche erstrecken, können wir uns auf einen endlichen Raumbereich
beschränken, in dem sich dann auch nur endlich viele Gitterpunkte befinden.
Prinzipiell kann man nach dem gleichen Schema auch kompliziertere Dis-
kretisierungen vornehmen, bei denen die Gitterpunkte etwa unregelmäßige
Abstände voneinander haben. Für derartige Diskretisierungen ist dann die
Methode der Finiten Elemente besonders geeignet, die es erlaubt, die zu dis-→
kretisierenden Gleichungen auch für derartige Fälle einfach zu generieren.
Bisher haben wir uns nur mit kontinuierlichen Ortsvariablen beschäftigt,→..
→..
→.
alles bisher gesagte gilt aber genauso, wenn wir die Zeit als Variable betrach-
ten. Auch hier können wir eine zeitabhängige Funktion f(t) weder an allen
möglichen Zeitpunkten messen, noch im Rechner speichern, so dass auch







.. Diskretisierung von Ableitungen
Zum Lösen der Modellgleichungen genügt es nicht, die in diesen Gleichun-
gen auftretenden Funktionen zu diskretisieren. Auch Operationen mit diesen
Funktionen müssen in korrekter Weise vom Kontinuum auf das Gitter trans-
formiert werden. Dies betrifft vor allem solche Operationen, die nicht nur
einen einzelnen Punkt, sondern dessen Umgebung betreffen, wie etwa die
Differentiation oder die Integration. Da man diese Prozesse in der Mathe-
matik dadurch eingeführt hat, dass man einen Grenzwert bildet, bei dem
eine Länge gegen null geht, kann man diese Definition als Grundlage zur
Diskretisierung verwenden, wie wir nun im einzelnen sehen werden.
Finite Differenzen
Die Ableitung f ′(x) einer Funktion f(x) ist definiert als Differentialquotient









Gitters mit Gitterabstand ∆x ist denkbar einfach: Wir ignorieren lediglich
die Grenzwertbildung. Der Einfachheit halber bezeichnen wir die Gitterko-





Wir bilden also statt des Diferentialquotienten den Differenzenquotient, d. h.
die Differenz zwischen den Funktionswerten an zwei benachbarten Punkten
und teilen diese durch ihren Abstand. Offensichtlich geht diese Definition
gegen die Kontinuumsdefinition, wenn man ∆x gegen null gehen lässt.
Dennoch ist die Definition nicht eindeutig. Wir unterscheiden zwischen
drei Möglichkeiten, der Rechts-, Links- und der zentralen Ableitung einer













Für differenzierbare Funktionen gehen alle diese Definition im Grenzwert
wieder gegen die Kontinuumsdefinition, aber auf dem Gitter gilt dies eben








Dies gilt insbesondere, wenn man höhere Ableitungen betrachtet. Die
zweite Ableitung von f(x) sollte sich durch Bilden der Ableitung der Ablei-
tung ergeben, wie im Kontinuum auch. Es gibt nun aber neun Möglichkeiten,
die eben eingeführten verschiedenen Varianten der Ableitung hintereinander-
zuschalten, von denen zwar einige, aber nicht alle auf das gleiche Ergebnis
führen.
Bildet man die zweite Ableitung etwa durch zweimaliges Hintereinander-
ausführen der linksseitigen Ableitung, so ergibt sich
f ′′(x) =
f ′(x)l − f ′(x−∆x)l
∆x
=
f(x)− 2f(x−∆x) + f(x− 2∆x)
∆x2
, (.)
also ein unsymmetrischer Ausdruck, der nur die Punkte auf der „linken“
Seite von x verwendet.
Verwendet man dagegen eine links- und eine rechtsseitige Ableitung, so
ergibt sich ein symmetrischer Ausdruck:
f ′′(x) =
f ′(x)r − f ′(x−∆x)r
∆x
=
f(x+∆x)− 2f(x) + f(x−∆x)
∆x2
. (.)
An dieser Stelle sei angemerkt, dass man bei einer zeitabhängigen Funktion
in der Praxis oft etwas kompliziertere Definitionen verwendet als die über
eine zweifache linksseitige oder symmetrische Ableitung. Diese Definitionen
haben den Vorteil, dass sie etwas schneller gegen den Grenzwert konver-
gieren, wenn man das Zeitinkrement ∆t gegen null gehen lässt. Da wir an
dieser Stelle aber nur das Prinzip verdeutlichen wollen, beschränken wir uns
auf die einfachste Variante.
. Integrationsverfahren
.. Gauß-Integration
Das Verfahren der Gauß-Integration ist das Integral-Äquivalent zur Diskre-→.
tisierung von Ableitungen. So wie wir diskretisierte Ableitungen definiert
haben, indem wir den Grenzübergang dx → 0 nicht durchgeführt haben,
können wir auch für die Integration vorgehen. Das Integral einer Funktion
f(x) zwischen den Grenzen a und b ist definiert durch eine Zerlegung der
Funktion in stückweise konstante Segmente der Breite ∆x:Z b
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Die Diskretisierung erfolgt nun also dadurch, dass wir die Funktion nur an
endlich vielen Stützstellen auswerten.
In dieser Definition haben wir dabei die Stützstellen jeweils in der Mitte
der Intervalle gewählt. Ähnlich wie bei der Definition der diskretisierten
Ableitung gibt es aber auch bei der Diskretisierung eines Integrals eine
Wahlfreiheit, da die Stützstellen genau so gut an jedem anderen Punkt
innerhalb des jeweiligen Intervalls∆x gewählt werden könnte. JedeWahl der
Stützstellenposition konvergiert zwar im Grenzfall ∆x→ 0 gegen denselben
Wert, solange die Intervallbreite endlich ist, hängt der Wert des Integrals
jedoch von der Wahl der Stützstelle ab. In Abschnitt . musste deshalb
die Position der Stützstelle bei der Integration eines Elementes mit einer
Vorschrift festgelegt werden.
.. Monte-Carlo-Integration
Als weiteres Integrationsverfahren haben wir die Monte-Carlo-Integration →..
kennengelernt. Hierbei wurde der Wert des Integranden an zufällig ausge-
wählten Punkten ausgewertet.
Für die Berechnung von hochdimensionalen Integralen, wie sie in der →..
Thermodynamik auftreten, war dabei das importance sampling wichtig, bei
dem die einzelnen Messpunkte entsprechend ihrer Wahrscheinlichkeit aus-
gewählt wurden. Dies gewährleistet, dass auch eine relativ geringe Zahl von
Messpunkten bereits eine gute Näherung ergibt.
. Gleichungslöser
.. Lösen einfacher Gleichungen
Schließlich haben wir uns auch mit verschiedenen Techniken zur Lösung von
Gleichungen befasst.
Das Newton-Raphson-Verfahren dient zum Lösen von nichtlinearen Glei- →..
→..
→..
chungen, sowohl in einer als auch in mehreren Dimensionen. Das Verfahren
geht iterativ vor, d. h., eine anfängliche Näherungslösung wird schrittweise
verbessert. Es verfügt über eine sehr gute Konvergenz, wenn der Startwert
dicht genug an der tatsächlichen Lösung liegt. Seine Verallgemeinerung auf
mehrere Dimensionen erfordert die Lösung einer Matrix-Gleichung der Form
A · u = b.
Mit der Lösung von Matrixgleichungen dieser Art haben wir uns nur →..
kurz befasst. Prinzipiell können sie immer durch Gauß-Elimination gelöst








Das Lösen einer Gleichung der Form A · u = b ist äquivalent zur Mini-
mierung (oder Maximierung) einer skalaren Funktion E(u):
A · u = b⇐⇒ E(u) = 1
2
uT ·A · u− uT · b = min . (.)
Davon kann man sich leicht überzeugen, indem man die erste Ableitung von
E(u) berechnet und gleich null setzt.
Diese Äquivalenz bedeutet, dass jeder Gleichungslöser auch als Minimie-
rungsverfahren und umgekehrt jedes Minimierungsverfahren auch als Glei-
chungslöser eingesetzt werden kann. Dies gilt prinzipiell auch dann noch,
wenn die betrachtete Gleichung (bzw. zu minimierende Funktion) nicht
mehr linear ist. Bild . erläutert ein eindimensionales Beispiel für den
Zusammenhang zwischen der Minimierung einer Funktion und Finden der
Nullstelle ihrer Ableitung.
Minimierungsprobleme zählen zu den häufigsten und den schwierigsten
Problemen der Numerik. Wir sind derartigen Problemen beispielsweise beim
Training Neuronaler Netze begegnet, aber auch die Berechnung des Grund-→..
zustands eines thermodynamischen Systems (bei dem ja die Energie mini-→..
miert wird) ist ein solches Problem.
Die Hauptschwierigkeit beim effizienten Lösen von Minimierungsproble-
men liegt darin, dass man ein globales Minimum sucht, aber nicht in der
Lage ist, den gesamten Parameterraum nach diesem Minimum abzusuchen.
Meist bedient man sich iterativer Verfahren, bei denen man versucht, die
Lösung schrittweise zu verbessern, beispielsweise indem man in Richtung
des Gradienten der Funktion fortschreitet. In diesem Fall kann man leicht
in lokalen Minima „gefangen“ werden oder ein sehr enges „Tal“ mit steilen
„Wänden“ in einem Schritt überspringen, ohne das dort befindliche Mini-
mum zu bemerken. Bild . verdeutlicht dies in einer Dimension.
Ein einfaches Gradientenverfahren haben wir bei den Neuronalen Netzen
kennengelernt, wo wir jeweils in Richtung des Gradienten der Fehlerfunktion
fortgeschritten sind.
Interessanterweise gibt es bei den Minimierungsproblemen einen Fall,
bei dem ein numerischer Algorithmus durch ein materialphysikalisches
Phänomen motiviert wird, das so genannte Simulated annealing). Ein
sehr langsam abgekühltes Material wird sich schließlich bei Tempera-
tur 0K im Grundzustand befinden, bei dem seine Energie minimiert
ist. Ähnlich kann man nun auch bei der Minimierung einer Funktion
vorgehen, indem man das System mit der Monte-Carlo-Methode als
thermodynamisches System auffasst und seine Temperatur langsam
absenkt. Die Zufälligkeit der Bewegungen sorgt dafür, dass lokale Mi-
nima verlassen werden können; durch das schrittweise Absenken der
Temperatur wird die Tendenz des Systems, sich in ein Minimum zu
begeben, immer größer. Näheres zu diesem und anderen Minimierungs-

























Bild .. Darstellung einer Funktion E(u) und ihrer Ableitung E′(u). Das Fin-
den des absoluten Minimums der Funktion ist gleichbedeutend mit
dem Auffinden der entsprechenden Nullstelle der Ableitung. Im oberen
Bild ist eingezeichnet, in welchen Bereichen ein einfaches Gradien-
tenabstiegsverfahren welches Minimum auffinden kann. Das absolute
Minimum wird nur gefunden, wenn der Startwert hinreichend nahe
am Minimum ist, ansonsten findet der Algorithmus lediglich eines der
Nebenminima. Verwendet man einen Newton-Raphson-Algorithmus,
um die Nullstellen der Ableitung zu finden, so ergibt sich ein ähnliches
Bild. Auch hier wird die Nullstelle nur gefunden, wenn der Startwert
hinreichend dicht an der gesuchten Nullstelle liegt. (Im Bereich der lo-
kalen Extrema der Funktion ist kein Einzugsbereich eingezeichnet, da












= F (x(t), t, . . .) (.)
bezeichnen wir als Bewegungsgleichungen. x(t) kennzeichnet hier beispiels-
weise die Ortskoordinate eines Teilchens, die sich mit der Zeit t ändert. Wir
betrachten also eine diskretisierte Zeitvariable, aber zur Zeit keine diskre-
tisierte Ortsvariable. Wir nehmen außerdem an, dass wir eine Lösung der
Gleichung zu einem Startzeitpunkt t = 0 kennen.
Zur Lösung einer solchen Gleichung müssen wir die Ableitung auf der
linken Seite diskretisieren. Wir haben nun verschiedene Möglichkeiten, dies
zu tun, je nachdem, welche Ableitung wir verwenden.
Nehmen wir die linksseitige Ableitung und verschieben die Zeit um ∆t,
so können wir die Gleichung schreiben als
x(t+∆t)− x(t)
∆t
= F (x(t+∆t), t+∆t, . . .) . (.)
Die rechte Seite der Gleichung enthält hier also den Wert der Funktion x(t)
zum Zeitpunkt t + ∆t, zu dem wir ihn nicht kennen. x(t + ∆t) geht also
auf beiden Seiten der Gleichung ein, so dass diese – je nach Komplexität
der Funktion F – nicht ohne weiteres gelöst werden kann. Dieses Verfahren→..
nennt man implizite Integration, weil die gesuchte Lösungsvariable zwar im-
plizit durch die Gleichung bestimmt ist, aber nicht direkt aus ihr abgelesen
werden kann.




= F (x(t), t, . . .) , (.)
und diese Gleichung können wir direkt nach x(t + ∆t) auflösen, so dass
sich ein explizites Verfahren ergibt. Zur Lösung der Gleichung müssen wir→.
nur x(t) für t = 0 einsetzen und in ∆t-Schritten fortschreiten. Hierbei ist
allerdings Vorsicht geboten, denn diese Vorgehensweise liefert nur dann eine
korrekte Lösung, wenn die Zeitschritte ∆t nicht zu groß sind.→.
Bei den gewöhnlichen Differentialgleichungen haben wir uns nur mit ex-
pliziten Verfahren befasst. Alle diese Verfahren beruhen auf einer Taylor--
Entwicklung der betrachteten Funktion x(t) nach der Zeit, wobei die Art,
wie die Taylor-Reihe abgebrochen wird, über die Güte des Verfahrens ent-
scheidet.







→.. ersten Glied ab und ist so erster Ordnung. Bessere Verfahren verwenden
mehrere Punkte der Funktion und erzielen so eine Lösungsgenauigkeit höhe-
rer Ordnung. Der Runge-Kutta-Algorithmus erreichte dies, indem die Funk- →.
tion an einem Zwischenpunkt t + ∆t/2 ausgewertet wurde, der Verlet-Al- →..
gorithmus, indem er die Lösung zu zwei vergangenen Zeitpunkten verwen-
dete. Den verlet-Algorithmus haben wir dabei für eine Bewegungsgleichung
. Ordnung formuliert, in die also neben der Geschwindigkeit des Teilchens
auch seine Beschleunigung eingeht.
.. Lösen partieller Differentialgleichungen
Die Diskretisierung und Lösung partieller Differentialgleichung ist die Domä-
ne der Finite-Element-Methode, mit der wir uns intensiv auseinandergesetzt →
haben. Hierbei wurde die grundlegende partielle Differentialgleichung in ei-
ne Variationsgleichung überführt und diese dann duch Einschränken des
zulässigen Funktionsraumes und Auswertung der Variationsbedingung mit-
tels Testfunktionen in einen – meist nichtlineare – algebraische Gleichung
überführt.
Das Diskretisierungsverfahren für Ableitungen, das oben beschrieben wur-
de, lässt sich auch für partielle Differentialgleichungen verwenden. So ergibt








in eine entsprechende, diskretisierte Gleichung überführen:
∆u = k
2un − un−1 − un+1
∆x2
∆t . (.)
In Abschnitt .. haben wir gesehen, dass in einem einfachen Beispiel
die Diskretisierung mit der Finite-Element-Methode auf dieselbe Gleichung
führte.
In mehreren Dimensionen sieht die Gleichung entsprechend aus, aller-
dings ist es dabei nicht ohne Probleme möglich, unregelmäßige Gitter zur
Diskretisierung zu verwenden.
 Der Einfachheit halber nehmen wir an, dass die Funktion F keine Ableitungen von





















a Vektoren und Tensoren
a. Was ist ein Tensor?
a.. Skalare
Unter einem Skalar versteht man eine physikalische Größe, zu deren Cha-
rakterisierung eine einzige reelle Zahl genügt. Hierzu zählen also Dinge wie
die Masse eines Körpers oder seine Temperatur. Für Skalare gelten die üb-
lichen Rechenregeln für reelle Zahlen, wie man sie aus der Schule kennt. Im
Hinblick auf die Rechenregeln für Vektoren und Tensoren, mit denen wir
uns gleich beschäftigen werden, ist vor allem wichtig, dass die Summe und
das Produkt zweier Skalare wieder einen Skalar ergeben.
Variiert eine skalare Größe von Ort zu Ort, so spricht man von einem
Skalarfeld. Ein Beispiel wäre wieder die Temperatur, die an verschiedenen
Punkten im Raum unterschiedliche Werte annehmen kann. Mit Feldern aller
Art werden wir uns etwas später beschäftigen.
a.. Vektoren
Ein Vektor ist im Gegensatz zu einem Skalar eine gerichtete Größe. Ein
Vektor hat also eine Länge und eine Richtung. Im Zweidimensionalen ist
ein Vektor durch zwei reelle Zahlen gekennzeichnet, im Dreidimensionalen
durch drei Zahlen. In diesem Buch werden Vektoren durch fettgedruckte
Buchstaben symbolisiert, beispielsweise x für den Ortsvektor.
Ein physikalisches Beispiel für einen Vektor ist die Geschwindigkeit ei-
nes Gegenstands. Um die Geschwindigkeit vollständig anzugeben, genügt es
eben nicht, zu sagen, wie schnell man fährt, sondern es ist auch notwendig
zu sagen wohin.
Entscheidend beim Umgang mit Vektoren ist die Tatsache, dass ein Vek-
tor selbst eine eindeutige physikalische Größe ist, dass dies aber nicht für
die Zahlenwerte gilt, die ihn kennzeichnen. Diese Zahlenwerte hängen näm-
lich davon ab, in welchem Koordinatensystem wir den Vektor beschreiben.
Fahre ich etwa mit einer Geschwindigkeit von 100 km/h nach Norden, so
lässt sich diese Geschwindigkeit in einem Koordinatensystem, das aus der












a Vektoren und Tensoren
darstellen. In einem anderen Koordinatensystem, das hierzu um 45◦ gedreht







wie man mit Hilfe des Satzes des Pythagoras nachrechnen kann. Hierbei
haben wir den gedrehten Vektor durch einen Strich markiert, um ihn vom
ungedrehten zu unterscheiden. Diese Unterscheidung bezieht sich aber nur
auf die Darstellung des Vektors, der Vektor selbst ist derselbe, egal in wel-
chem Koordinatensystem er ausgedrückt wird. Diese Tatsache, dass näm-
lich die physikalischen Gesetze nicht davon abhängen dürfen, in welchem
Bezugssystem wir sie untersuchen, ist eine der fundamentalen Annahmen
der Physik.
Welche Regeln gelten nun für das Rechnen mit Vektoren? Zunächst ein-
mal ist es oft notwendig, die einzelnen Komponenten eines Vektors zu be-
trachten. Diese kennzeichnet man durch einen Index, die Komponenten von
v sind also v1 und v2 oder allgemeiner vi. Der Index i läuft dabei von 1 bis
d, wenn wir uns in d Dimensionen befinden. Vektoren werden als Spalten-
vektoren geschrieben, wie wir es ja oben schon gesehen haben.
Vektoren kann man mit Skalaren multiplizieren, indem man die einzelnen
Komponenten des Vektors mit dem Skalar multipliziert. Geometrisch bedeu-
tet dies, dass der Vektor um den skalaren Faktor gedehnt (oder gestaucht)
wird.
Auch addieren kann man sie problemlos, nämlich ebenfalls komponenten-
weise:
(v +w)i = vi + wi . (a.)
Geometrisch interpretiert werden die Vektoren dabei einfach aneinanderge-
fügt, wie man es etwa aus der Kräfteaddition kennt.
Man könnte nun versucht sein, auch die Multiplikation zweier Vektoren
komponentenweise zu definieren:
(v ·w)i = vi · wi falsch!
Dies ist jedoch nicht sinnvoll, weil die so definierte Größe keine geometri-
sche Bedeutung besitzt. Vor allem wäre nach dieser Definition das Ergebnis
einer solchen Multiplikation vom Koordinatensystem abhängig, in dem wir
die Vektoren definiert haben. Dies bedeutet aber, dass physikalische Größen
niemals durch diese Art der Multiplikation beschrieben werden können.
Gibt es also keine Möglichkeit, ein Produkt zweier Vektoren zu definie-










Bild a.. Veranschaulichung des Skalarproduktes zweier Vektoren.
Die erste Multiplikationsvorschrift für Vektoren ähnelt sehr dem obigen
Definitionsversuch. Allerdings ist das Ergebnis des Multiplikation kein neuer





vi · wi . (a.)
Es werden also ebenfalls die Vektoren komponentenweise multipliziert, die
einzelnen Produkte dann aber zu einer Zahl aufsummiert. Die so entstande-
ne Größe ist nun wieder vom Koordinatensystem unabhängig. Sie lässt sich
auch geometrisch interpretieren: Das Skalarprodukt zweier Vektoren ist die
Länge des Vektors, den man erhält, wenn man den einen Vektor auf den
anderen projiziert und dann noch mit der Länge des anderen Vektors multi-
pliziert, siehe Bild a.. Bezeichnet |v| die Länge eines Vektors, so kann man
das Skalarprodukt auch wie folgt berechnen:
(v ·w) = |v| · |w| · cosα , (a.)
wobei α der von den beiden Vektoren eingeschlossene Winkel ist. Man sieht
hieran, dass zwei Vektoren genau dann senkrecht aufeinander stehen, wenn
ihr Skalarprodukt null ist; in diesem Fall ist nämlich der eingeschlossene
Winkel gerade 90◦.
Die eben eingeführte Länge eines Vektors lässt sich auch über das Ska-
larprodukt berechnen, sie ist nämlich
|v|2 = v · v . (a.)
Das zweite Produkt, das man zwischen zwei Vektoren definieren kann,
ist das Kreuzprodukt ×. Dieses hat die Besonderheit, dass es nur zwischen
dreidimensionalen Vektoren definiert werden kann:
v ×w =














Bild a.. Veranschaulichung des Kreuzproduktes zweier Vektoren: Der Ergebnis-
vektor steht senkrecht auf den beiden Ausgangsvektoren.
Diese merkwürdig anmutende Definition hat aber auch eine anschauliche
Bedeutung: Das Kreuzprodukt zweier Vektoren ist ein Vektor, der auf bei-
den senkrecht steht und dessen Länge gleich der Fläche ist, die von beiden
Vektoren eingeschlossen wird, siehe Bild a.. Im weiteren Verlauf werden
wir das Kreuzprodukt nicht sehr häufig verwenden.
Das Kreuzprodukt zweier Vektoren ist kein ganz gewöhnlicher Vek-
tor, sondern ein so genannter Axialvektor : Der entstandene Vektor
verhält sich unter Spiegelung am Koordinatenursprung nicht so, wie
man es erwarten würde. Spiegelt man alle Vektoren in Bild a. am
Koordinatenursprung, so wird der Vektoren v in −v überführt, d. h.,
wenn v im alten Koordinatensystem die Komponenten v1, v2 und v3
besitzt, so sind sie im neuen Koordinatensystem −v1, −v2 und −v3.
Ähnliches gilt für den Vektor w. Berechnet man jedoch das Kreuzpro-
dukt beider Vektoren, so ändern sich seine Komponenten nicht. Diese
Tatsache hat für uns in Folgenden allerdings keine Bedeutung und sei
hier nur der Vollständigkeit halber erwähnt.
a.. Tensoren
Was ist nun mit der dritten Produkt-Definition für Vektoren? Die erste hat
auf einen Skalar geführt, eine Größe mit null Indices, die zweite auf einen
Vektor, eine Größe mit einem Index. Es liegt also relativ nahe, eine weitere
Definition zu versuchen, die zu einer Größe mit zwei Indices führt:
(v⊗w)ij = viwj . (a.)
Die so entstehende Größe hat zwei Indices und wird Tensor genannt, in
diesem Fall Tensor zweiter Stufe, wegen der zwei Indices. (Später werden
uns auch noch Tensoren mit vier Indices begegnen, die dann entsprechend
Tensoren vierter Stufe heißen.) Eine unmittelbare geometrische Bedeutung
hat dieses Produkt, das Tensorprodukt, der beiden Vektoren jedoch nicht.







a. Was ist ein Tensor?
Ein Tensor ist also ein Gebilde mit zwei Indices, d. h., in drei Dimensionen
benötigt man neun Zahlen, um den Tensor zu beschreiben.
Um die anschauliche Bedeutung eines Tensors zu verstehen, betrachten
wir wieder eine Multiplikation. Multipliziert man einen Tensor mit einem
Vektor, so bekommt man einen neuen Vektor, nämlich durch eine Art er-
weitertes Skalarprodukt:




Man erhält dabei die jeweilige neue Vektorkomponente, indem man das
Skalarprodukt der entsprechenden Zeile der Matrix mit dem Vektor bildet,
also nach der Regel „Zeilenvektor mal Spaltenvektor“.
Dieses Produkt ist linear, denn es erfüllt die Beziehung
T · (αv + βw) = αT · v + βT ·w . (a.)
Ein Tensor überführt also einen Vektor linear in einen anderen, d. h.,
anschaulich können wir einen Tensor als ein Gebilde auffassen, in das man
einen Vektor hineinsteckt, um einen anderen Vektor herauszubekommen.
Beispielsweise kann man eine Rotation durch einen Tensor darstellen. Ro-
tiert man einen Vektor v um die z-Achse mit einem Winkel α, so lässt sich
diese Rotation wie folgt darstellen:
v′ = R · v =






Im Fall der Rotation ist der Tensor R einheitenlos, da er einen Vektor in
einen gleichartigen Vektor überführt. Oft haben Tensoren aber auch Ein-
heiten. Ein bekanntes Beispiel ist etwa das Trägheitsmoment eines starren
Körpers, ein Tensor, der die Winkelgeschwindigkeit in den Drehimpuls über-
führt. Dieser Tensor hat die Einheit kgm2.
In vielen Fällen werden Tensoren auch als Matrizen bezeichnet. Mathe-
matisch korrekt ist es eigentlich nur, die Darstellung eines Tensors durch ein
quadratisches Zahlenschema „Matrix“ zu nennen; solche feinen Unterschiede
wollen wir hier aber nicht machen.
a.. Tensoroperationen
Im Folgenden sollen die wichtigsten Operationen, die man mit Tensoren
durchführen kann, kurz vorgestellt werden.
 Wie man sieht, kann man nicht jeden Tensor als Tensorprodukt zweier Vektoren






a Vektoren und Tensoren
Transponieren. Das Transponieren ist eine Operation, die auf einen Ten-
sor angewandt wird. Das Transponierte eines Tensors erhalten wir, wenn wir
Zeilen und Spalten vertauschen, ihn also an seiner Diagonale spiegeln. In
Komponentenschreibweise bedeutet dies das Vertauschen der Indices:
(T T )ij = Tji . (a.)
Eine wichtige Beziehung gilt für das Transponierte eines Produktes, nämlich
(R · T )T = T T ·RT . (a.)
Ein Tensor, der gleich seinem Transponierten ist, für den also Tij = tji
gilt, heißt symmetrisch.





Sie ist also nichts weiter als die Summe der Diagonalelemente. Eine wichti-
ge Eigenschaft der Spur ist, dass man im Innern einer Spur auftauchende
Tensoren zyklisch vertauschen darf:
tr (A ·B ·C) = tr (B ·C ·A) = tr (C ·A ·B) . (a.)
Addition und skalare Multiplikation. Natürlich kann man Tensoren
auch addieren und mit Skalaren multiplizieren, indem man dies jeweils kom-
ponentenweise tut. Dies haben wir oben bereits angewandt, als wir die Linea-
rität der Multiplikation eines Tensors mit einem Vektor betrachtet haben.
Es gilt also
(A+B)ij = Aij +Bij und (a.)
(λA)ij = λAij . (a.)
Tensorprodukte. Ähnlich wie bei den Vektoren gibt es auch mehrere
Tensorprodukte.
Das bekannteste Produkt zweier Tensoren ist das Matrixprodukt




das sehr ähnlich zum Produkt eines Tensors mit einem Vektor ist. Auch
hier gilt die Regel „Zeilenvektor mal Spaltenvektor“. Beide Produkte entste-






a. Was ist ein Tensor?














Alle diese Produkte folgen demselben Schema:




Man sagt zu dieser Operation deshalb auch allgemein, man habe einen „In-
dex kontrahiert“, denn das „Endprodukt“ der Operation hat zwei Indices
weniger als die Ausgangsprodukte.
Eine solche Operation des Kontrahierens kann man immer dann durch-
führen, wenn man genügend Indices zur Verfügung hat, also auch schon mit
einem einzigen Tensor. Es ergibt sich dann die oben eingeführte Spur eines
Tensors.
Um sich Schreibarbeit zu sparen, lässt man bei Kontraktionen von Indi-
ces oft das Summenzeichen weg. Da bei einer Kontraktion ein Index immer
doppelt vorkommt, ist allein dadurch schon klar, dass über diesen Index sum-
miert werden soll. Die Spur eines Tensors schreibt man also so vereinfacht
als Tii, das Produkt zweier Tensoren als RijTjk. Diese doppelt auftreten-
den Indices nennt man auch gern stumme Indices, weil sie im Endergebnis
der Operation nicht mehr auftauchen. Das Weglassen der Summenzeichen
wurde zuerst von Einstein systematisch betrieben, als er seine Allgemeine
Relativitätstheorie entwickelte. Ihm zu Ehren spricht man deshalb auch
von Einsteinscher Summenkonvention. Im Folgenden wollen wir diese Kon-
vention verwenden, wann immer die Summation eindeutig ist.
Bisher haben wir nur einfache Kontraktionen betrachtet. Hat man zwei
Tensoren zur Verfügung, so kann man auch doppelt kontrahieren. Hierfür
gibt es zwei Möglichkeiten:
R ·· T = RijTji = tr (R · T ) und (a.)
R : T = RijTij = tr (R · T T ) . (a.)
 Wer einmal die zahlreichen Indices in einer typischen Formel dieser Theorie gese-






a Vektoren und Tensoren
Beide Operationen können wir, wie angegeben, auch mit Hilfe bereits be-
kannter Tensoroperationen darstellen. Hier multipliziert man also die ein-
zelnen Komponenten miteinander und summiert dann über alles. Da zwei
Kontraktionen vorliegen, werden die Produkte auch durch zwei Punkte ge-
kennzeichnet.
Einheitstensor. Ein wichtiger Tensor ist der Einheitstensor I:
I =
0@1 0 00 1 0
0 0 1
1A , (a.)
der häufig auch als so genanntes Kronecker-Symbol
δnm =
(
1 für n = m
0 für n 6= m (a.)
geschrieben wird.
Invarianz von Tensoroperationen. Ähnlich wie bei unserer Definition
von Vektorprodukten muss man sich auch bei allen Definitionen für Tenso-
roperationen davon überzeugen, dass sie vom Koordinatensystem unabhän-
gig sind und somit physikalische Größen beschreiben können. Hierzu ist es
notwendig zu wissen, wie eine Rotation auf einen Tensor wirkt. Ist R eine
Rotationsmatrix (oder Rotationstensor), so transformiert sie den Tensor T
in einen rotierten Tensor T ′ nach der Formel
T ′ = RT · T ·R . (a.)
Mit dieser Regel überzeugt man sich leicht, dass Transponieren und Spur-
bilden gültige Operationen sind. Dabei muss man verwenden, dass für die
Rotationsmatrix RT ·R = I ist, wobei I der Einheitstensor oder die Ein-
heitsmatrix ist, d. h. ein Tensor mit Einsen auf der Diagonalen und Nullen an
allen anderen Stellen. Da die doppelten Kontraktionen sich aus derartigen
Operationen zusammensetzen lassen, sind auch diese zulässige Operationen.
a.. Tensoren höherer Stufe
Tensoren zweiter Stufe sind Gebilde mit zwei Indices. Entsprechend lassen
sich auch Tensoren höherer Stufe definieren, die dann über mehr Indices
verfügen.
Betrachten wir zunächst Tensoren dritter Stufe. Wir können einen solchen






a. Was ist ein Tensor?
fallen zwei beim Kontrahieren weg und das Ergebnis ist ein Tensor zweiter
Stufe:
(D · v)ij = Dijkvk . (a.)
Oder wir multiplizieren ihn mit einem Tensor zweiter Stufe T
(D · T )ijl = DijkTkl . (a.)
Mit einem Tensor zweiter Stufe können wir auch zweimal kontrahieren:
(D ·· T )i = DijkTkj und (a.)
(D : T )i = DijkTjk . (a.)
Das Schema ist bei all diesen Operationen immer dasselbe: Man schreibt
die zu multiplizierenden Objekte nebeneinander und setzt soviele Indices
gleich, wie das Produktzeichen Punkte enthält. (Dies gilt auch für das oben
eingeführte Tensorprodukt ⊗, denn da dieses keine Punkte enthält, wird
auch kein Index kontrahiert.) Dabei werden immer diejenigen Indices ge-
nommen, die in der Mitte stehen, also die rechten Indices des linken und
die linken Indices des rechten Tensors.
Tensoren dritter Stufe spielen in der Mechanik nur eine untergeordne-
te Rolle. Lediglich ein Vertreter hat eine gewisse Daseinsberechtigung,
da sich mit seiner Hilfe das Kreuzprodukt zweier Vektoren in Tensor-
schreibweise darstellen lässt. Dieser Tensor E ist wie folgt definiert
Eijk =
8><>:
+1 wenn (i, j, k) = (1,2,3) oder (2,3,1) oder (3,1,2)
−1 wenn (i, j, k) = (1,3,2) oder (3,1,2) oder (2,1,3)
0 wenn zwei Indices gleich sind
.
Dieser etwas seltsam anmutende Tensor trägt den beeindruckenden
Namen „total antisymmetrischer Pseudoeinheitstensor dritter Stufe“
oder einfach Epsilontensor. Mit seiner Hilfe lässt sich das Kreuzpro-
dukt schreiben als
(v ×w)i = Eijkvjwk .
In der Praxis wird dieser Tensor allerdings recht selten verwendet.
Interessanter sind Tensoren vierter Stufe. Mit ihnen rechnet man genau,
wie man es nach dem Vorstehenden erwarten sollte. Wichtig ist vor allem
die zweifache Kontraktion eines Tensors vierter mit einem Tensor zweiter
Stufe, bei der wieder ein Tensor zweiter Stufe herauskommt. So sind in
der Elastizitätstheorie die Spannungen σ und die Dehnungen ε über den
Elastizitätstensor C verknüpft:






a Vektoren und Tensoren
Für das Verständnis von Tensoren ist es wichtig, zwischen ihrer Stufe und
ihrer Dimension zu unterscheiden: Die Stufe eines Tensors gibt an, über
wieviele Indices er verfügt, die Dimension sagt, welche Werte diese Indices
annehmen können. So hat der Elastizitätstensor 4 Indices, von denen jeder
die Werte 1, 2 oder 3 annehmen kann, wenn wir dreidimensionale Kontinu-
umsmechanik betreiben, aber nur die Werte 1 oder 2 in zwei Dimensionen.
a.. Eigenwerte und Eigenvektoren
Tensoren zweiter Stufe besitzen so genannte Eigenvektoren. Ihre Definition
ist einfach. Gilt
Tv = λv , (a.)
so heißt v ein Eigenvektor von T zum Eigenwert λ. Anschaulich bedeutet
diese Gleichung, dass der Tensor die Richtung seines Eigenvektors nicht
verändert, sondern nur seine Länge. Der Eigenvektor „merkt“ also gar nicht,
dass er gerade mit einem Tensor multipliziert wurde und nicht nur mit einem
Skalar.
Wir können es den Mathematikern überlassen zu beweisen, dass ein d-di-
mensionaler Tensor immer über genau d Eigenwerte und Eigenvektoren ver-
fügt. Zur Berechnung der Eigenwerte dient die Determinante des Tensors.
Die Determinante ist eine skalare Größe, die einen Tensor charakterisiert.
Mit ihrer allgemeinen Definition wollen wir uns hier ebenfalls nicht aufhal-







= T11T22 − T12T21 , (a.)
det
0@T11 T12 T13T21 T22 T23
T31 T32 T33
1A = T11T22T33 + T12T23T31 + T13T21T32
− T11T23T32 − T12T21T33 − T13T22T31 .
(a.)
Man kann sich diese Definitionen merken als det =↘ − ↙ bzw. det =↘
+ ↘ + ↘ − ↙ − ↙ − ↙. (Diese einfache Regel gilt allerdings nicht in
mehr als drei Dimensionen).
Was hat nun die Determinante mit den Eigenwerten zu tun? Man kann
die Eigenwerte eines Tensors berechnen, indem man die Gleichung






a. Was ist ein Tensor?
löst, wobei I der Einheitstensor ist. Man zieht also λ von der Diagonalen
des Tensors ab und berechnet dann die Determinante, die man gleich null
setzt.
Auf diese Weise entsteht eine quadratische oder kubische Gleichung in λ,
charakteristische Gleichung genannt, die nun gelöst werden muss. Danach
kann man die Eigenvektoren mit Gleichung (a.) direkt ausrechnen.
Leider sind die so berechneten Eigenwerte im Allgemeinen komplexe Zah-
len und damit als physikalische Größen untauglich. Dies gilt allerdings nicht
für den Fall eines symmetrischen Tensors, für den also T T = T gilt. Sym-
metrische Tensoren haben immer reelle Eigenwerte, und die zugehörigen
Eigenvektoren stehen alle senkrecht aufeinander.
Dies bedeutet, dass jeder symmetrische Tensor benutzt werden kann,
um ein spezielles Koordinatensystem zu definieren, das nämlich gerade aus
diesen Eigenvektoren besteht. In diesem Koordinatensystem hat der Tensor
dann die einfache Form
T =
0@λ1 0 00 λ2 0
0 0 λ3
1A , (a.)
er ist also in diesem Koordinatensystem diagonal, so dass Rechnungen mit
diesem Tensor besonders einfach werden. Das Koordinatensystem der Eigen-
vektoren heißt auch Hauptachsensystem. Begibt man sich in dieses Koordi-
natensystem, so sagt man oft, man habe „auf Hauptachsen transformiert“.
Ein symmetrischer Tensor ist durch Angabe seiner Eigenwerte und Eigen-
vektoren vollständig festgelegt. Dies kann man leicht einsehen, wenn man
sich überlegt, wieviele Zahlen man zur Festlegung eines solchen Tensors
wissen muss: In einem beliebigen Koordinatensystem benötigt man sechs
Zahlen, um den Tensor zu charakterisieren. Kennen wir die Eigenwerte, so
sind dies drei Zahlen. Der erste der Eigenvektoren wird durch zwei weitere
Zahlen festgelegt, denn da die Länge des Eigenvektors nicht festliegt, kön-
nen wir diese immer als 1 wählen und so die dritte Komponente festlegen.
Der zweite Eigenvektor muss nun senkrecht auf diesem ersten stehen, d. h.,
die Ebene, in der er liegen darf, ist schon bestimmt, und es genügt eine
einzige Zahl, nämlich die Angabe eines Winkels, um festzulegen, wo in die-
ser Ebene er sich befindet, da auch seine Länge zu 1 gewählt werden kann.
Damit haben wir bereits alle sechs Zahlen aufgebraucht, und es bleibt keine
mehr übrig, um den dritten Eigenvektor zu bestimmen. Dies ist aber auch
nicht notwendig, da er ja auf den beiden anderen senkrecht stehen muss und
ebenfalls Einheitslänge hat, so dass er vollständig bestimmt ist.






a Vektoren und Tensoren
a.. Tensorinvarianten
Tensoren lassen sich durch die Angabe ihrer Eigenvektoren und Eigenwerte
bestimmen, wie wir oben gesehen haben. Die Darstellung der Eigenvektoren
ändert sich dabei, wenn man von einem Koordinatensystem in ein anderes
übergeht, die Eigenwerte sind jedoch in allen Koordinatensystemen diesel-
ben. Sie sind also so genannte Invarianten, genauso wie das Skalarprodukt
zweier Vektoren oder die Länge eines Vektors.
Man kann Tensoren jedoch auch auf andere Weise durch Invarianten cha-
rakterisieren, also durch skalare Größen, die nicht vom Koordinatensystem
abhängen. Diese Tensorinvarianten spielen in der Mechanik eine wichtige
Rolle.
Diese Invarianten IT , IIT und IIIT eines Tensors T erhält man durch
verschiedene Operationen, die uns bereits bekannt sind:





(trT )2 − trT 2´ = λ1λ2 + λ2λ3 + λ3λ1 , (a.)
IIIT = detT = λ1λ2λ3 . (a.)
Wie man sieht, kann man die Invarianten auch direkt über die Eigenwerte
erhalten.
a. Vektor- und Tensorfelder
Bisher haben wir uns mit einzelnen Skalaren, Vektoren und Tensoren be-
schäftigt. Oft ist es jedoch so, dass eine physikalische Größe durch einen
Skalar, Vektor oder Tensor an jedem Punkt des Raumes definiert ist. In die-
sem Fall spricht man von einem Feld. Ein Skalarfeld ist beispielsweise die
Temperatur T (x), die von Punkt zu Punkt variieren kann, ein Vektorfeld
ist das Geschwindigkeitsfeld in einer Flüssigkeit v(x), das angibt, welche
Geschwindigkeit die Flüssigkeitsteilchen an jedem Punkt besitzen. Beispie-
le für ein Tensorfeld sind schließlich die Dehnung ε(x) oder die Spannung
σ(x).
Derartige Größen habe die Eigenschaft, dass man ihre Ableitungen nach
den verschiedenen Raumrichtungen betrachten kann. DerGradient∇f eines














a. Vektor- und Tensorfelder
∇, auch „Nabla“-Operator genannt, ist also ein „Vektor“, dessen Komponen-
ten Ableitungsoperatoren sind. Anschaulich ist der Gradient eines Skalar-
feldes ein Vektorfeld, das an jedem Punkt immer in Richtung der größten
Steigung des Skalarfeldes zeigt.
Entsprechend lässt sich dieser Vektor-Operator auch mit einem Vektor-




(∇ · v) = ∂vi
∂xi
(Summenkonvention beachten!) (a.)
Die erste dieser beiden Operationen nennt man den Gradienten des Vek-
torfeldes, die zweite die Divergenz. Man beachte dabei, dass bei der Gra-
dientendefinition der zuerst stehende Index unter dem „Bruchstrich“ steht.
Die Divergenz hat wieder eine anschauliche Bedeutung, sie gibt nämlich die
Quellstärke des Vektorfeldes an. Für das Geschwindigkeitsfeld einer inkom-
pressiblen Flüssigkeit beispielsweise ist diese Quellstärke überall null, da alle
Teilchen, die in ein Volumen hineinfließen, dort auch wieder herauskommen
müssen.
Der Gradient eines Vektorfeldes ist etwas schwieriger vorstellbar, da es
sich bei ihm ja schon um ein Tensorfeld handelt. Man kann ihn am ehesten
verstehen, wenn man ihn auf einen weiteren Vektor anwendet, also die Größe
(∇v(x)) ·u betrachtet. Dieser Vektor misst die Änderung des Vektorfeldes
v, wenn wir vom Punkt x in Richtung u fortschreiten.
Anstelle des Nabla-Operators schreibt man die Ableitung nach x oft auch




= (∇⊗v) . (a.)
Schließlich können wir den Nabla-Operator auch auf Tensorfelder anwenden.
Auch hier gibt es wieder die verschiedenen Möglichkeiten:
(∇⊗T )ijk = ∂Tjk
∂xi
und (a.)
(∇ · T )i = ∂Tij
∂xi
(Summenkonvention beachten!) (a.)
Hierbei haben wir das Tensorprodukt ⊗ zwischen einem Vektor und ei-
nem Tensor gebildet, das in naheliegender Weise definiert ist.
Ähnlich zu den hier erläuterten Ableitungen nach der Ortskoordinate x




















b Was ist die Mises-Spannung?
b. Der Begriff der Mises-Spannung
In diesem Anhang wollen wir die für die Metallplastizität wichtige Mises--
Spannung (siehe Abschnitt ..) mathematisch herleiten und näher erläu-
tern.
Am Anfang der Überlegungen steht die Tatsache, dass plastische Vorgän-
ge volumenerhaltend sind. Dies kann man sich aus den Versetzungsbewegun-
gen überlegen oder auch einfach experimentell feststellen. Es können also
nur diejenigen Anteile der Spannung, die nicht zu einer Änderung des Mate-
rialvolumens führen, das Material plastisch verformen. Die Mises-Spannung
ist eine skalare Größe, die die Größe der Spannungsanteile, die das Volumen
unverändert lassen, charakterisiert, und eignet sich deshalb zur Beschrei-
bung plastischer Vorgänge.
Der Spannungstensor σ gibt die Normal- sowie die Scherspannungen an
jedem Punkt an. Es gilt
σ =
0@σx τxy τxzτxy σy τyz
τxz τyz σz
1A . (b.)
Betrachtet man ein Material mit Elastizitätsmodul E und Querkontrakti-
onszahl ν, und rechnet man für kleine Verschiebungen aus, welche Volumen-






(σx + σy + σz) = −1− 2ν
E
3p . (b.)
Dabei ist p der hydrostatische Druck, der also für die Volumenänderung
sorgt. Um den nicht-volumenändernden Anteil der Spannung zu erhalten,
muss der Druckterm vom Spannungstensor abgespalten werden:
S = σ + pI ,
p = −1
3
(σx + σy + σz) . (b.)
Für den neu definierten Tensor S gilt nun, dass die Summe seine Diagonal-
elemente verschwindet (trS = 0); der hydrostatische Druck dieses Tensors







b Was ist die Mises-Spannung?
Hydrostatische ,
Achse
Bild b.. Hydrostatische und Mises-Spannung
Zur Vereinfachung der weiteren Rechnung betrachten wir die Spannungs-
zustände im Folgenden im Hauptachsensystem des Spannungstensors σ,
siehe Anhang a... In diesem System hat der Spannungstensor die Form
σH =
0@σ1 0 00 σ2 0
0 0 σ3
1A . (b.)
Die σi sind dabei die drei Hauptspannungen (die Eigenwerte), und im neuen
Koordinatensystem ist der Spannungstensor diagonal – es gibt also drei
senkrecht aufeinander stehende Richtungen, in denen keine Torsion herrscht.
Unter den Spannungen in diesen drei Richtungen sind die maximale und die
minimale Spannung des Systems. Jeder Spannungszustand kann durch einen
Punkt in diesem Spannungsraum gekennzeichnet werden.
In diesem Hauptachsensystem liegt ein rein hydrostatischer Spannungs-
zustand, bei dem ja σ1 = σ2 = σ3 sein muss, auf der Raumdiagonalen,
siehe Bild b.. Da die Mises-Spannung die Abweichung von der hydrosta-
tischen Spannung messen soll, kann man sie über den kürzesten Abstand
eines Punktes im Spannungsraum von dieser Achse definieren. Punkte glei-
cher Mises-Spannung bilden einen Zylinder um die hydrostatische Achse,
wie im Bild eingezeichnet.
 Die Mises-Spannungs ist dabei nicht genau gleich diesem Abstand, sondern nur zu















Bild b.. Ebener Spannungszustand. Rp ist die eindimensionale Fließspannung.
Die Mises-Spannung ist also eine skalare Größe, die ausdrückt, wie weit
ein Spannungszustand von einem rein hydrostatischen Zustand entfernt ist.
Sie erscheint deshalb geeignet, um als Bezugsspannung für die Berechnung
plastischer Vorgänge zu dienen. Diese Annahme wird durch Experimente
bestätigt.
Für den ebenen Spannungszustand, bei dem σ3 gleich null ist, wird der
Mises-Zylinder zu einer Ellipse. Diese ist im System der Achsen σ1 und
σ2 um 45◦ gekippt. Die Schnittpunkte mit den Achsen geben dabei gerade
die Größe der unter einachsiger Belastung ermittelten Fließspannungen an,
siehe Bild b..





(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2 . (b.)
Der Normierungsfaktor wurde dabei so gewählt, dass die Mises-Spannung im
Fall einer einachsigen Belastung gleich der Spannung selbst ist, damit man
aus einem Zugversuch gemessene Kurven nicht umrechnen muss. Deshalb
ist die Mises-Spannung nicht gleich dem Abstand von der hydrostatischen






b Was ist die Mises-Spannung?
b. Herleitung der Mises-Spannung
In diesem Abschnitt soll Gleichung (b.) hergeleitet werden. Wir tun dies da-
durch, dass wir eine Koordinatentransformation vom System der Hauptach-
sen in ein System durchführen, dass auf Zylinderkoordinaten beruht, wobei
die Zylinderachse gerade die hydrostatische Achse ist. In diesem neuen Sys-
tem entspricht die Mises-Spannung dann – bis auf einen Normierungsfaktor
– der Radialkoordinate.
Im Folgenden benutzen wir statt σi als Koordinaten einfach x, y und
z.
Als erstes rotieren wir das Koordinatensystem so, dass die z-Achse














Die neue z-Achse entspricht jetzt dem hydrostatischen Druck.











Nun drücken wir diese Koordinaten wirder durch die alten Koordi-
naten x, y und z aus. Offensichtlich ist zz = 1√
3
(x+ y + z).

















(x− y)2 + (y − z)2 + (z − x)2´
Diese neue Radial-Koordinate entspricht nun – bis auf einen Normie-








Die Mises-Spannung kann auch in besonders einfacher Weise über die in An-
hang a.. eingeführten Invarianten des Spannungstensors definiert werden.
Dies soll in diesem Abschnitt kurz diskutiert werden.
Aus der Tensor-Theorie weiß man, dass man zu jedem diagonalen
Tensor (bzw. überhaupt zu jedem symmetrischen Tensor) drei Inva-
rianten definieren kann, deren Kenntnis im Wesentlichen äquivalent
zur Kenntnis der Eigenwerte ist. Diese sind:
Iσ = σ1 + σ2 + σ3 ,
IIσ = σ1σ2 + σ2σ3 + σ3σ1 ,
IIIσ = σ1σ2σ3 .
Diese drei Invarianten lassen sich natürlich auch über die Ausgangs-
spannungen ausdrücken; in diesem Fall bekommt man dann noch ent-
sprechende Terme mit den Scherspannungen τxy etc. hinzu.
Da die Invarianten so formuliert wurden, dass sie vollständig sym-
metrisch gegen Vertauschung der Hauptspannungskomponenten σi
sind, kann man zwar die Werte der Hauptspannungen aus ihnen be-
rechnen, nicht aber die Zuordnung dieser Spannungen zu den drei Ko-
ordinatenrichtungen. Dies ist jedoch unerheblich, weil man die Haupt-
spannungen ohnehin immer der Größe nach anordnet.
Wie kann man nun die Invarianten im Spannungsraum veranschau-
lichen? Oder, anders gefragt, wenn man aus den Invarianten die Haupt-
spannungen zurückbekommen kann, so müssen doch die Invarianten
ein – wenn auch merkwürdiges – Koordinatensystem bilden.
Die Spannungsinvariante Iσ ist leicht zu veranschaulichen: Eine
Fläche mit konstantem Wert von Iσ ist einfach eine Ebene, die senk-
recht auf der Raumdiagonalen (1,1,1) steht, so dass Iσ (bis auf einen
Faktor 1/3) dem hydrostatischen Druck entspricht.
Die Spannungsinvarianten IIσ und IIIσ sind nicht ganz so an-
schaulich – bei ihnen handelt es sich um gekrümmte Flächen im Raum.
Bild b. stellt alle drei Hyperflächen zur Veranschaulichung im Span-
nungsraum dar.
Da die Mises-Spannung vom hydrostatischen Druck unabhängig
ist, wird sie nicht über die Invarianten des Spannungstensors, sondern
über die des Spannungsdeviators S ausgedrückt. Die erste Invariante
des Spannungsdeviators ist offensichtlich gleich null. Für die zweite





(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2
´
, (b.)
wenn wir die Invariante über die Hauptspannungen (also die Eigen-
werte des Spannungstensors) ausdrücken. Bis auf einen Normierungs-







































1 2 3 =3
1 2 3 =3
1 2+ 2 3+ 3 1 =3
Bild b.. Invarianten des Spannungstensors. Dargestellt sind drei Flächen mit ei-




























Bild b.. Spannungsinvarianten des Deviators, dargestellt im Raum der Haupt-
spannungen des Spannungstensors. Eingezeichnet sind Flächen konstan-







Schließlich bleibt noch die Rolle der Invarianten
IIIσ′ = (σ1 − p)(σ2 − p)(σ3 − p) (b.)
zu klären. Dies tun wir einfach graphisch, indem wir zusätzlich zum
Mises-Zylinder noch eine Fläche einzeichnen, bei der I3 konstant ist
(Bild b.). Eine direkte anschauliche Bedeutung der Invarianten ist
nicht zu erkennen, es ist aber offensichtlich, dass die Invariante dazu
verwendet werden könnte, die Winkel-Variable festzulegen: Verschie-
dene Werte der Invarianten führen zu verschieden großen Segmenten
der gekrümmten Flächen. Auch hier ist die Festlegung nicht eindeutig
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– partielle, , , siehe auch
Finite-Element-Methode,
Finite-Differenzen-Methode
Differentialquotient, , , 
Differentiation, 
Differenzenquotient, , 
Diffusion, , , , 
Diffusionsgleichung, 
Diffusionskoeffizient, 
Dimension eines Tensors, 
Dimensionalität, 
Diskretisierung, , , –
– der Integration, , 
– der Zeit, , 
– des Raumes, 
– – mit Finiten Elementen, 
– von Ableitungen, , , ,

– von Bildern, 
Divergenz, 
Drehimpuls, 





Dreiecks-Element, , , 
Druck
– hydrostatischer, , 





















Elastizität, , , 
– isotrope, 
Elastizitätsmodul, , , , 
Elastizitätstensor, 
Elektronengas
– Wechselwirkung mit Versetzun-
gen, 
Elektronenwolke, 
Element, , , , –
– -typ, 
– Auswahl, , –
– axialsymmetrisch, 
– Balken-, 
– ebener Dehnungszustand, 
– ebener Spannungszustand, 
– Eigenschaften, 
– Formfunktion, siehe Formfunk-
tion
– Hybrid-Formulierung, –
– Inkompatible Moden, –




– Membran-, , 
– Schalen-, , 
– Stab-, 
– Steifigkeit, , 
– Versagen, 
– verzerrt, –, 



















– und periodische Randbedingun-
gen, 
Erholung, 








explizite FE-Methode, siehe Finite-
Element-Methode, explizit
explizite Verfahren, , , 







– eines Iterationsverfahrens, 
– im Backpropagation-Algorith-
mus, 
– im Euler-Verfahren, , 
Feld, 
Fernordnung, 




– zur Bildanalyse, 






– explizit, , 
– – Zeitinkrement, , 
– für dynamische Probleme,
–
– für thermische Probleme, 
– Grundgleichung, 







– – für dynamische Probleme, 
– – Lösungsalgorithmus, –
– implizit, 
– Konvergenz, –, , ,
, , , 
– Konvergenz gegen Kontinuums-
lösung, , , , , 
– Rechenaufwand, , , 
– Zwangsbedingungen, 
Fließbedingung, 
Fließfläche, , , 
Fließgrenze, , , –, 
Fließkurve, , , , , 
Fließregel, 




– thermische, , 
Formfunktion, –, –, , ,




Freie Enthalpie, –, , ,
, , 
– eines binären Systems, , 
– Mischung, , 
G
Galerkin-Wahl, 
Game of life, 
Gauß-Elimination, , , 
Gauß-Integration, , 





– einer Versetzung, 
– und Dehnrate, 
– und Temperatur, 


























Graustufe, , , 













































– unbedingte, , 
– von Lösungsverfahren, , 
Integration, 
– Bewegungsgleichungen, , ,

– numerisch, –, 
– reduzierte, –
– – hourglassing, 










– kritische Temperatur, 
– Phasenübergang, 



















Klettern von Versetzungen, 
Knickproblem, 
Knoten, , , , 













Kontaktkraft, , , 






Kontinuumsmechanik, , , ,
, 
Kontraktion eines Index, , 
Kontrastschärfung, , 
Konturplot, 
Konvergenz, , , , , , ,
–, , , , ,






Kräftegleichgewicht, , , 
– von Versetzungen, 
Kraftgesetz für Molekulardynamik,
, –
Kreisfläche, Berechnung mit Mon-
te-Carlo-Verfahren, 
Kreuzprodukt, , 

































Links-Ableitung, , , 
Lösen von Gleichungen, 
Lokale Filter, 
M
Magnetisierung, , , , 
Makrozustand, , 



















































Mittelung, , , , 
Mittelwert, , , 
Modell
– Begriff, 
Molekulardynamik, , , –,






– Druck, , –
– Größenordnung, 
– klassisch, , 














– Temperatur, , , –
– Zellmethode, 
Monte-Carlo-Verfahren, , ,




– zur Integration, 
– zur Rauschunterdrückung, 
Morse-Potential, , 
MPI-Standard, 
multiple instruction, multiple data,

Multiplikation
– von Tensoren, , 










Netzgenerierung, , –, 
– bottom-up, 
– mit seeds, 
– top-down, 
Netzverfeinerung, , , , , 
– Rechenaufwand, 
Neuron, , 





– Schwellwert, , , 






– Training, , –
Newton-Raphson-Verfahren, –,
, , , , 
– Anfangslösung, , 
– bei Versagenselementen, 
– Beispiel, 
– geometrische Interpretation, ,

– in einer Dimension, 
– in mehreren Dimensionen, 
– Iteration, 





– Geometrische, –, –
– Gleichungslösung, –, siehe
auch Newton-Raphson-
Verfahren







































– – Eingabegrößen, 
– eines binären Systems, 
– Hebelgesetz, 
– mit Mischungslücke, 
Phasenseparation, , 
Phasenübergang, 
Pixel, , , 
plastische Vergleichsdehnung, ,
, 
Plastizität, , , , , 
– anisotrope, 
– Drucker-Prager-Modell, 
– eines idealen Kristalls, 
– ideal-plastisch, , , , 








– Verfestigung, , , 
– Versetzungen, , 






Präprozessor, , , 
Predictor-Corrector-Verfahren, 
Primzahlenberechnung, 









Quadrat, im Game of life, 
Quantenmechanik, , , 
quantitative Bildanalyse, –
Quellstärke, 




– eines zellulären Automaten,
, 
– periodische, , , –,










– als Filter, 
Rauschunterdrückung, 
– durch Fourier-Analyse, 





– bei reduzierter Integration, 




– in der Molekulardynamik, 
Rechts-Ableitung, , 
reduzierte Integration, siehe Inte-
gration, reduzierte





– auf Versetzungen, 
Rekristallisation, –, 
– Simulation mit Monte-Carlo-
Verfahren, 





















– Darstellung durch einen Ten-
sor, , 
– starre, 






– bei periodischen Randbedingun-
gen, 
Scherspannungen






– eines Neurons, , , 
shape-Funktion, siehe Formfunkti-
on












– in atomaren Simulationen, 
Spannungs-Dehnungs-Kurve, siehe
Fließkurve
Spannungsdeviator, , , ,

Spannungsgradient, 








– eines Tensors, , 
Stabelement, 
Stabilität
– von Lösungsverfahren, , ,

Standardabweichung, , 
– des Mittelwerts, 
– einer Verteilung, 
Starr-Körper-Bewegung, 
Startzustand




Statistik, , , , –
Steifigkeitsmatrix, , , , 














– im Ising-Modell, , , 
– in atomaren Simulationen, ,
–
– in der Statistischen Mechanik,
, , 
– in einer Finite-Element-Simula-
tion, , 
– kritische, 




















– Produkt, , 
– Spur, , 
– Stufe, , , 
– symmetrischer, , 
– Transponieren, 
ternäres System, –
Testfunktion, , –, , siehe
auch Formfunktion
Tetraeder-Element, , , 
thermische Ausdehnung, 






– bei konstantem Druck, 




– Grundzustand, , , 
– Innere Energie, 
– mehrkomponentig, –







Trägheitskraft, , , , siehe
auch Beschleunigung
– von Versetzungen, 
Trägheitsmoment, 


















– überabzählbar, , , 
Universeller Computer, 
Unstetigkeit
– bei Knickproblemen, 
– bei Kontaktproblemen, 
– in der Dehnung, 
– in der Spannung, 







Variationsgleichung, , , ,
, siehe auch Finite-Ele-
ment-Methode, Grundglei-






Verfestigung, siehe Plastizität, Ver-
festigung



















– virtuelle, , siehe virtuelle
Verschiebung
Verschiebungsfunktion, , , ,

Verschiebungsvektor, 
Versetzung, , –, 
– Annihilation, , , 
– Bewegungsgleichung, 






– Spannungsfeld, , 
– Trägheitskraft, 
– und Hindernisfeld, 
– und Leerstellen, 








Vierecks-Element, , , 
Virial, 
Virialsatz, 
virtuelle Arbeit, , , , , 
– Prinzip, –, –, 
– – für Wärmeleitungsprobleme,

– Zwangsbedingungen, –
virtuelle Geschwindigkeit, , ,

virtuelle Temperatur, 
virtuelle Verschiebung, , , ,
, 
virtuelle Zeit, 
vollständige Integration, siehe Inte-
gration, vollständige
Volumen
– eines atomaren Systems, –
– – Bewegungsgleichung, 
– eines Elementes, , 
Volumenänderung, 
Volumenelement, , 
Volumenkonstanz, , , , ,
, 










– eines Makrozustandes, , 
– eines Zustandes, 
Wahrscheinlichkeitsdichte, 
Wahrscheinlichkeitsverteilung, 





– der Energie, 
– eines zellulären Automaten,

Zeitinkrement, siehe auch Inkre-
ment






Zeitschritt, siehe auch Inkrement
– eines zellulären Automaten,

– im Euler-Verfahren, 
Zelle, 
– Zustand, , 
Zellulärer Automat, , –
– als Universeller Computer, 
– Definition, 
– Diffusionssimulation, 



















– und Ising-Modell, 
Zustand
– von Thermodynamischen Syste-
men, 








Zweiter Hauptsatz der Thermody-
namik, 
Zwischengitterplatz, 
Zylindersymmetrie, 

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