Kinematically redundant manipulators, by de nition, possess an in nite number of generalized inverse control strategies for solving the Jacobian equation. These control strategies are not, in general, repeatable in the sense that closed trajectories for the end e ector do not result in closed trajectories in the joint space. The Lie Bracket Condition (LBC) can be used to check for the possibility of integral surfaces, also called stable surfaces, which de ne regions of repeatable behavior. However, the LBC is only a necessary condition. In this work, a necessary and su cient condition for the existence of stable surfaces is used to illustrate that such surfaces are much rarer than previously thought.
I. Introduction
Kinematically redundant manipulators are robotic systems which possess more degrees of freedom than are required to perform a speci ed task. For single arm manipulators the task is usually speci ed as a location or path for the end e ector. A manipulator can be described by its kinematic equation x = f( ) (1) where x 2 IR m represents the workspace position and/or orientation of the end e ector and 2 IR n represents the manipulator's joint con guration. Thus m < n by de nition for redundant manipulators. The Jacobian equation relates the joint velocities to the end e ector velocities and, for the positional component, is obtained by di erentiating (1) , resulting in _ x = J _ : (2) Due to the extra degrees of freedom, redundant manipulators possess an in nite number of local control schemes of the form _ = G _ x (3) where JG = I (except at singularities of J or possibly G) in order to satisfy the constraint of a given end e ector velocity. A popular local control scheme is pseudoinverse control due to its desirable minimum norm property.
A generalized inverse control like the one given in (3) may not be repeatable in the sense that closed trajectories in the workspace may not be mapped to closed trajectories in the joint space. Pseudoinverse control is no exception as Klein and Huang 3] have shown. When a cyclic task is performed using a nonrepeatable control, the joint angles of the manipulator do not necessarily return to their initial position. In other words, generalized inverse control of kinematically redundant manipulators may produce a drift in joint space when a cyclic task is performed in the workspace. This may pose a problem since the manipulator's behavior would be hard to predict without prior analysis. By using a repeatable control the setup time for a manipulator can be reduced for cyclic tasks since one would only need to check one cycle to see if the manipulator functioned as desired. 
An inverse G is said to satisfy the LBC if the Lie bracket of any two columns of G is in the column space of G. A necessary and su cient condition for a control strategy to be
repeatable on an open singularity-free region of the joint space is that the LBC hold on this region. For the special case of the pseudoinverse one need only apply the LBC to J T which greatly simpli es the computations required (see Appendix A). The LBC also gives necessary conditions for what are called stable surfaces, which are de ned as m-dimensional hypersurfaces in the joint space on which the control strategy exhibits repeatable behavior.
When a manipulator starts initially on a stable surface, the manipulator will continue to remain on this surface except possibly when encountering a singular con guration. An example is given in 9] where the stable surfaces for the pseudoinverse solution of the absolute joint angles of a three-link planar manipulator are calculated. It is important to note that the LBC is a necessary but not su cient condition for testing whether or not a surface is a stable surface. A surface which satis es the LBC but which is not necessarily a stable surface will be called a candidate surface. An example illustrating the signi cance of this distinction is presented in the following section.
The remainder of this paper is organized in the following manner: Section II discusses a necessary and su cient condition for a candidate surface to be a stable surface for planar three-link manipulators 8]. Some of the di culties with identifying such surfaces are illustrated. In particular, it is shown that a commonly analyzed manipulator which had previously been thought to possess stable surfaces does not in fact have any such surfaces. In Section III the LBC is used to de ne a class of repeatable solutions. After a class of repeatable solutions is found, a technique for determining the member of this class which is nearest to a desired inverse in an integral norm sense is presented. Section IV then illustrates this design technique with a speci c example. Simulation results are then presented in Section V with conclusions appearing in Section VI.
II. Stable Surfaces
As pointed out in 8] and 9], even if the LBC is satis ed for a given surface, the surface is not necessarily a stable surface. For planar three-link manipulators there is a simple su ciency condition for stable surface candidates. If using a control strategy that has the form of (3), the LBC speci es that a candidate surface must satisfy the equation
where G = g 1 g 2 ] and n G is a null vector of G T . It can be easily shown (see Appendix B) that (5) is equivalent to n G r n G = 0 (6) which is the curl condition used in 3]. Thus for planar three-link manipulators candidate surfaces must satisfy s( ) = n G r n G = 0. For the special case where G is the pseudoinverse, a candidate surface must satisfy s( ) = n J r n J = 0 where n J is a vector in the null space of J.
Now suppose that this manipulator has a stable surface S and that this surface is described by the equation s( ) = 0. If the manipulator is on the interior of this surface S then for any speci ed end e ector trajectory the following must hold:
Using the fact that _ = G _ x one obtains r T s G _ x = 0:
Since this is true for all _ x r T s G = 0 T : (9) If the manipulator is not in a singular con guration then (9) implies that rs( s ) and n G ( s ) are proportional for all s on the interior of S. Thus, (9) provides a necessary and su cient condition for identifying a stable surface for planar three-link manipulators 8].
As an illustration of this necessary and su cient condition consider the planar manipulator depicted in Fig. 1 
A simple calculation shows that the necessary condition for a stable surface described by (6) results in s( ) = n J r n J = cos 3 ? cos 2 = 0:
This condition is satis ed on the surfaces
and 2 = ? 3 :
Applying the condition described by (9) , the gradient of s( ) on the rst surface is proportional to the null vector n J while on the second surface it is actually perpendicular to n J .
Thus (14) describes a stable surface but the surface described by (15), while satisfying the LBC, is still not a stable surface.
In fact, the existence of stable surfaces is not as common as previously thought. In the literature 9] stable surfaces have been used to explain the convergence of a cyclic task to a repeatable solution. It was claimed that as a manipulator approaches a stable surface that the drift in the joint angles approaches zero. However, it will be shown through an example that convergence to a repeatable solution does not imply that the manipulator has a stable surface. This will be done by applying the LBC and (9) to the planar three-link revolute manipulator shown in Fig. 2 Now in order for this manipulator to possess a stable surface, (9) must be satis ed which can only occur when either n J and rs are proportional or rs = 0. By comparing the rst element of (18) with (19) it is easily seen that the rst case can only occur when sin 3 
If this is true then from (17) it can be seen that sin 2 is also zero so that the manipulator is in a singular con guration. Now consider the case where rs = 0. One A geometrical interpretation of the constraints imposed by the LBC illustrates why one should intuitively consider stable surfaces to be the exception rather than the rule. For a stable surface to exist, all of the hypersurfaces de ned by the constraint equations obtained from the LBC must all intersect on the same hypersurface of appropriate dimension. While one can construct an in nite number of such examples, they are typically highly restricted cases of a general manipulator. For example, consider the generalization of the planar 3R manipulator in 9] to a general n-link planar manipulator described in absolute angles. By applying (9) one can show that stable surfaces will only exist under the restriction that there are at most two distinct link lengths. On such surfaces there will only be two distinct joint values. Physically this means that all but two of the joints are frozen so that in e ect all such manipulators behave as planar two-link manipulators. Note that for all practical purposes one could never even manufacture such a manipulator since the link lengths could never be guaranteed to be exactly equal.
III. A Class of Repeatable Inverses
The previous section has shown that one cannot rely on the existence of stable surfaces to achieve repeatability. An alternative, which is illustrated in this section, is to derive a it is easy to verify that
is a null vector of G T . The rst step in designing an optimal repeatable inverse is to determine the vector functions w which characterize the set of repeatable inverses. This can be done by determining all of the w that satisfy the di erential equations given by n T G g i ; g j ] = 0 1 i < j m:
For three-link planar manipulators this set of equations can be simpli ed by using the equivalent form n G r n G = 0:
Equation (24), or (25) where applicable, determines a class of admissible w so that for any w in this class the corresponding inverse G r is repeatable.
There are in nitely many such repeatable inverses so that it is possible to optimize which greatly simpli es the computations.
In practice, solving for closed form analytical solutions to a set of partial di erential equations such as (24) may be a virtually impossible task. In order to nd the nearest optimal repeatable control for more complicated manipulators it is necessary to develop a method which does not rely on solving complicated di erential equations. By using the known geometrical properties of repeatable inverses, it is possible to generate a subset of analytic solutions to these di erential equations by utilizing gradient functions. While this technique has the advantage of avoiding complicated equations, its disadvantage is that it only optimizes over a subset of repeatable inverses. In order to apply this technique a di erent characterization of the repeatable control strategies, which does not explicitly require the solution of equations resulting from the LBC, is necessary. This method relies on characterizing the vectors which are at every value orthogonal to the joint trajectories determined by the control strategy. These vectors are given by the null space of the transpose of the generalized inverse, which for essentially all repeatable generalized inverses are determined by gradient functions 8]. Thus these repeatable strategies can be obtained by inverting the square matrix
where v is a gradient function which characterizes the repeatable generalized inverse. In other words, inverses obtained in this manner are automatically guaranteed to satisfy the LBC given by (24) without explicitly solving the associated di erential equations. As shown by Baker and Wampler, these inverse correspond to inverse kinematic functions 2].
Note that J v is super cially of the same form as an augmented or extended Jacobian.
Clearly if one can identify an appropriate number of additional kinematic constraints that correspond to the desired use of the redundancy, augmenting the Jacobian with these equations is the method of choice for resolving the redundancy and automatically guaranteeing a repeatable solution 7] . Likewise, if the desired additional constraint is strictly a function of , Baillieul 1] has shown how one can construct an optimal v. However, it is important to point out that the technique presented here is distinct from both the augmented and extended Jacobian techniques since there may be no physically meaningful function of that describes the desired optimization criterion. In particular the proposed technique is able to handle more general optimization criteria such as the minimum joint velocity norm solution obtained using the pseudoinverse, which will be used as an illustrative example in the remainder of this work.
The repeatable inverses described by (30) are calculated at nonsingular con gurations by taking the rst m columns of
where once again G d is some desired (but typically not repeatable) generalized inverse.
Thus any repeatable strategy has the form
where v is a gradient function. From equation (32) it follows that w r ? w d is given by
The values of which result inn J ( ) v( ) = 0, but correspond to nonsingular con gurations of the Jacobian, are called algorithmic singularities. These singularities, which were rst noted by Baillieul 1] in the case of the extended Jacobian, cause (33) to take on in nite values. The cost function, corresponding to (26), on a simply-connected singularity-free subset of the joint space is thus given by One should be careful to select the gradient functions to be linearly independent from the row space of the Jacobian since failure to do so will result in a singular augmented Jacobian.
Secondly it should be noted that all multiples of an augmenting vector result in the same control. Thus choosing an optimal augmenting vector becomes a constrained optimization problem in which each augmenting vector is normalized. Such a normalization can be done for example by requiring that P N i=1 a 2 i = 1. Combining equations (34) and (35) yields
which is a criterion function of the coe cients a i . Since the augmenting vectors have been normalized (36) represents an (N ? 1)-dimensional optimization that will typically be performed numerically to obtain the desired coe cients of v. While this may require a signi cant amount of computation it is important to note that it is all o -line calculation.
One can also generalize the above technique to higher degrees of redundancy. In this case the augmented Jacobian has the form
where V is a matrix of n ? m gradient vectors. Equation (33) generalizes to
whereN is a matrix whose columns form an orthonormal basis for the null space of J.
The optimization still requires the numerical integration of (36) except that one must now calculate a matrix norm in place of the vector norm. Clearly, this may result in a considerable computational burden, however, once again it is all o -line calculation.
IV. An Example
In order to illustrate the ideas in the previous sections, a speci c example will be pre- 
One can easily show that this simple manipulator possesses no stable surfaces when using 
Testing the necessary condition for a stable surface, one obtainŝ n J r n J = ?1=2 (42) thus proving that there are no stable surfaces. Therefore no strategy that relies on convergence to a stable surface can be applied when a minimum norm solution is desired.
However, the technique presented in Section III can be applied to achieve repeatable solutions and still retain some of the minimum norm properties of the pseudoinverse solution. 
which is bounded by 1/2 thus insuring that the criterion function is well-de ned. Therefore 
It can be easily shown that if C 1 is nonzero the optimal choice for k is k = C 2 ?
When C 1 = 0 the optimal choice for k breaks down into two special cases, namely k = 0 and k = 1. This will occur, for example, when the joint limits are symmetric, i.e. when a = ?b, which is summarized in Table 1 . Note that for this case when 0 < b < =2 the inverse G di ers from the pseudoinverse only in the rst column while for =2 < b < the di erence is only in the second column. This clearly illustrates the e ect that the speci ed end e ector trajectory has on the di erence between the repeatable solution and the minimum norm solution.
It is important to note that the optimal inverse need not be unique as is illustrated in Table 1 for the cases b = =2 and b = where any value of k will result in an optimal solution. For this particular example, k gives a parameterization of the optimal solutions in terms of (48) and (49) as k varies over IR. In such cases where the optimal is not unique it is possible to use some additional criterion to choose a speci c solution. One possibility is to choose the optimal solution which is the least computationally expensive to implement so that for this particular example the solution k = 0 is selected to simplify the computation of (48) and (49).
It is also possible to do the optimization in a di erent way. The criterion function C(k) can be rewritten as (59)
Note that in nite values of k are allowable and that this in fact does correspond to an inverse which is given by the limit of equations (48) and (49) To get a more geometrical understanding, note that from equations (48) 
where the dependence on the parameter k is made explicit. Note that from (59) it follows that at the center point of a closed interval a; b] of length less than , the optimal inverse is exactly the pseudoinverse. So for such intervals the nearest optimal repeatable inverse matches the pseudoinverse exactly at the interval's center. This optimization can be performed graphically by using the three dimensional plot shown in Fig. 4 . In particular, for
V. Simulation Results
In order to illustrate the example in Section IV, this section presents simulation results for the manipulator depicted in Fig. 3 , commanded to follow the ten square end e ector trajectories shown in Fig. 5 . For each square trajectory the manipulator's initial con guration is set to the origin of the joint space which corresponds to the point (x; y) = (1; 0) in the workspace. The joint space trajectories obtained using pseudoinverse control are shown in Fig. 6 . As expected, pseudoinverse control produces a drift in the joint space which results in a set of joint trajectories which spiral along the ber corresponding to the point (1; 0) in the workspace. In Fig. 7 the same end e ector trajectories and initial conditions are used while applying a nearest optimal repeatable control with k = 0, which is designed to exactly match the pseudoinverse at the origin of the joint space. The surface corresponding to the value k = 0 and the initial condition (d 1 ; d 2 ; 3 ) = (0; 0; 0) can be clearly seen in this gure. In Fig. 8 the pseudoinverse trajectory corresponding to the end e ector trajectory denoted by ABCDE is shown relative to this integral surface. Note that the pseudoinverse trajectory initially lies on this stable surface, as designed, but starts to diverge as the end e ector leaves point C. It is at this point that the global repeatability requirement forces the repeatable inverse to abandon the optimal pseudoinverse solution.
It is clear from Fig. 8 that the constraint of repeatability will restrict the region in which the repeatable inverse can accurately approximate the optimal pseudoinverse solution. However, as shown in the previous section, one does have the ability to select the point at which the approximation is exact by setting the value of k and the manipulator con guration appropriately. This is illustrated in Fig. 9 where two di erent repeatable controls are compared to the desired pseudoinverse solution. One of the repeatable controls is that which is used in Figs. 7 and 8 , i.e. with k = 0 and an initial con guration corresponding to 3 = 0 which matches the pseudoinverse at the origin of joint space. The other repeatable control is designed to match the pseudoinverse at the con guration which corresponds to 3 = ?5 =4, denoted by G in the gures, which occurs near the end of the trajectory and requires that k = ? tan(?5 =4) = 1. Obviously, the performance of these two inverses is quite di erent and, due to the harsh constraint of repeatability, they only approximate the desired optimal behavior of the pseudoinverse in their respective design regions. This is more clearly illustrated in Fig. 10 which in e ect plots the con guration of the manipulator, since any joint value uniquely identi es the con guration, along the speci ed end e ector trajectory. It is easy to see from this gure that the k = 0 repeatable inverse solution exactly matches the performance of the pseudoinverse trajectory up to the point F and that the k = 1 repeatable inverse exactly matches the pseudoinverse at the design point G and provides a reasonable approximation to the pseudoinverse solution in the region from D to A. It is important to note that despite the fact that the k = 1 inverse con guration and the pseudoinverse con guration match at H, this does not imply that the inverses match at this point. This fact is clearly illustrated in Fig. 11 where it can be seen that the joint velocity norm for the k = 1 solution is considerably higher than the norm of the pseudoinverse solution at the point H. Fig. 11 also illustrates an important point concerning the \optimal" nature of the pseudoinverse solution, namely that it is optimal over all possible solutions for a given manipulator con guration. Thus the apparently anomalous behavior observed near E where the norm of the k = 0 solution is smaller than the norm of the pseudoinverse solution is not unexpected since the con gurations are not identical (see Fig. 10 ). A pointwise comparison of the joint velocity norm between the k = 0 solution and the pseudoinverse solution is given in Fig. 12 for identical con gurations corresponding to the k = 0 joint space trajectory in Fig. 9 . This gure illustrates the penalty, in terms of increased solution norm, incurred by requiring repeatability. It also illustrates the profound e ect that the direction of the speci c commanded end e ector velocity has on the di erence between the two solution norms. This accounts for the exact match between the pseudoinverse solution and the k = 0 solution in the region A to C despite the fact that these two inverses are actually quite di erent in the region from B to C.
VI. Conclusions
It has been shown that one cannot rely on the existence of stable surfaces to guarantee repeatable performance for a desired generalized inverse control. The LBC alone, by virtue of the fact that it is only a necessary condition, can only identify candidate surfaces, many of which are not stable surfaces. Likewise, convergence to a particular joint space trajectory for a given end e ector trajectory does not imply the existence of a stable surface. The constraint of repeatability for all end e ector trajectories and all initial conditions, which is characterized by foliations of stable surfaces, signi cantly restricts the choice of available generalized inverse controls. However, it has been shown that it is possible to approximate the behavior of any desirable optimal inverse in a speci ed region by determining the repeatable inverse that is closest to the desired inverse. This results in a control which takes advantage of the available redundancy to locally optimize some desirable performance criterion in the speci ed region of the workspace while also satisfying the extremely restrictive global constraint of repeatability. Proof: Since J is nonsingular on , J + is given by J T (JJ T ) ?1 . The result then follows directly from the proposition.
QED
A proof similar to the one shown above is given in 5] which appeared while this paper was in review.
Appendix B Proof of the Equivalence of the LBC and the Curl Condition for IR 3 For planar three-link manipulators the LBC can be written in terms of a curl condition.
While the LBC utilizes the column space of the inverse G, the simpler curl condition, which is given by (6) Fig. 1 Geometry of a planar three-link manipulator whose rst joint is prismatic and whose last two joint are revolute and of unit link length. The rotary joints are described in terms of absolute angles. Fig. 2 Geometry of a planar three-link manipulator whose joints are all revolute and of unit link length. The joint angles are described in terms of relative angles. Fig. 3 Geometry of a planar three-link manipulator whose rst two joints are prismatic and whose last joint is revolute and of unit link length. Fig. 4 A 3D plot of the matrix norm of the di erence between the pseudoinverse and the nearest repeatable inverse as a function of 3 and k for the manipulator depicted in Fig. 3 . Fig. 5 The end e ector paths used in the simulation of the manipulator depicted in Fig. 3 . Each path starts and ends at (x; y) = (1; 0). Fig. 6 Three orthogonal views of the ten joint space trajectories obtained when using pseudoinverse control on the manipulator in Fig. 3 to follow the end e ector trajectories shown in Fig. 4 . In all cases the initial joint con guration corresponds to the origin. The spiral represents the ber of the initial end e ector position so that all points on this spiral correspond to the point (x; y) = (1; 0) in the workspace. Note the drift in each trajectory. Fig. 7 Three orthogonal views of the ten joint space trajectories obtained when using a repeatable control on the manipulator in Fig. 3 to follow the end e ector trajectories shown in Fig. 5 . The repeatable inverse corresponds to k = 0 and each trajectory has its initial joint con guration at the origin. Once again the spiral represents the points in the joint space corresponding to the point (x; y) = (1; 0) in the workspace. Note that each trajectory returns to the initial starting con guration (d 1 ; d 2 ; 3 ) = (0; 0; 0). These trajectories clearly show the surface determined by the initial condition and k value of the repeatable inverse. Fig. 8 A 3D view of one of the joint space trajectories corresponding to pseudoinverse control and the surface representing the repeatable control for the manipulator in Fig. 3 with k = 0 and initial con guration (d 1 ; d 2 ; 3 ) = (0; 0; 0). Note that the pseudoinverse trajectory initially starts out on the surface but later the two diverge. In order for a trajectory to be repeatable it must stay on the surface. At the point where the pseudoinverse trajectory diverges from the surface the repeatable control can no longer satisfy staying close to the pseudoinverse while maintaining the repeatability requirement. Fig. 9 Three orthogonal views of one joint space trajectory obtained using pseudoinverse control and two trajectories obtained using repeatable controls corresponding to k = 0 and k = 1 for the manipulator shown in Fig. 3 . The repeatable trajectories start on the pseudoinverse trajectory at the values 3 = 0 and ?5 =4 respectively and illustrate the ability to design a repeatable control that approximates a desired control for a speci ed region of the workspace. Fig. 10 A plot of 3 , which together with the end e ector position uniquely identi es the con guration of the manipulator shown in Fig. 3 , as a function of the position of the end e ector in the workspace for the trajectory used in Fig. 9 . Point F identi es the con guration at which the repeatable inverse corresponding to k = 0 diverges from the desired optimal pseudoinverse solution. Point G is the point at which the repeatable inverse corresponding to k = 1 was designed to exactly match the pseudoinverse solution. Point H identi es a point at which the con gurations for both the pseudoinverse solution and the repeatable solution match, but whose inverses di er. Fig. 11 A plot of the joint velocity norm as a function of the position of the end e ector in the workspace for the trajectory used in Fig. 9 . The repeatable inverse corresponding to k = 0, which was designed to approximate the optimal minimum norm behavior of the pseudoinverse in the initial region of the trajectory, exactly matches its behavior until the point F. The repeatable inverse corresponding to k = 1 was designed to approximate the pseudoinverse near point G. Note the di erence in the solutions at the point H despite the fact that the con gurations are identical (see Fig. 10 ). This is due to the fact that the repeatable inverse was not designed to match the pseudoinverse at this point. Fig. 12 A plot of the norm of the di erence between the joint velocities obtained using the repeatable control with k = 0 and the pseudoinverse control as a function of the position of the end e ector in the workspace for the trajectory used in Fig. 9 is given by the solid line. The pseudoinverse control is calculated for the manipulator con guration obtained as a result of the selected repeatable control.
A plot of kwk 2 k _ xk 2 along the same end e ector trajectory, given by the dashed curve, represents the norm of the worst case di erence between the joint velocities of the repeatable (k = 0) and pseudoinverse strategies for all trajectories passing through the joint values with an end e ector velocity of k _ xk 2 = 0:04.
