This work analyzes energy demand in a High-Tech greenhouse and its characterization, with the objective of building and evaluating classification models based on Bayesian networks. The utility of these models resides in their capacity of perceiving relations among variables in the greenhouse by identifying probabilistic dependences between them and their ability to make predictions without the need of observing all the variables present in the model. In this way they provide a useful tool for an energetic control system design. In this paper the acquisition data system used in order to collect the dataset studied is described. The energy demand distribution is analyzed and different discretization techniques are applied to reduce its dimensionality, paying particular attention to their impact on the classification model's performance. A comparison between the different classification models applied is performed.
Introduction
Greenhouses are production systems characterized by the intensive and efficient use of primary resources [1] . This involves the implementation of specific cultural techniques in climate-controlled environments created in light structures with transparent covers, the majority of which are plastic films. Despite the mechanical factors that are characteristic of buildings exposed to the weather, the design of these structures is based on the need for an optimum energy balance that provides the internal climatic conditions required for crop development [2] . This crop growth is primarily determined by climate and the amount of water and fertilizers applied through irrigation. Therefore, greenhouses are ideal for farming because they allow one to optimize these physical parameters via the photosynthesis process in order to enhance biomass production. This optimization requires energy consumption, depending on the crop's physiological requirements and, additionally, depending on the production patterns adopted for yield quantity and timing [3] .
The warm climate, which exists in various locations around the world, is characterized by low annual precipitation and consequently high solar radiation availability [4] . This solar radiation availability for photosynthesis, together with warm summers and mild temperatures in winter, means greenhouses in these regions perform well, in general terms, provided that crop water requirements are met by local underground resources and by using optimized irrigation systems. In these zones, low thermal loads are required during the winter to reach optimal temperatures inside the greenhouse; this is thanks to the confinement effect, resulting from the decrease in air exchange with the outside environment, and to the low transparency to far infrared radiation (emitted by the crop, the soil, and the inner greenhouse elements) and high transparency to sunlight [5] . During the summer, especially in the Mediterranean and tropical areas where the inside temperature can exceed the recommended maximum threshold levels, indoor conditions can be controlled by passive means such as the use of natural ventilation [6] . Nonetheless, these averaged climatic conditions and 2 Mathematical Problems in Engineering strategies are the result of a dynamic interaction between the greenhouse structures and the varying daily values of outdoor temperature, solar irradiance, relative humidity, and wind velocity. In spite of the overall good performance shown above, it is possible that in a relevant number of hours over the year, active measures are required to maintain crop growth and increase greenhouse productivity [7] [8] [9] . In addition to this, the passive and eventually active climate control strategies must address both demands: heating and cooling, introducing an added complexity factor to the system's selection and operation [10] . In addition, a relevant quantity of energy in the form of electricity must also be considered for climate control in greenhouses [11] . Besides the eventual use of electrically driven heat pumps or chillers, the elements required for heat distribution inside the greenhouse are water and air pumps, as well as fans and motors for roof-windows. Also, irrigation pumps are fed by electricity and, as in the case of heat pumps, the corresponding energy load presents a climate dependent pattern because of the relationship between the evapotranspiration process and the inside and outside variables [4] .
In this line, the energy demands can be identified as follows: related to indoor climate control (ventilation, heating system, humidification, dehumidification, . . .), related to irrigation, related to fertilization, related to CO 2 enrichment, and associated with the use of computers and devices for measuring and control, for lighting, and for the systems supporting harvest and postharvest tasks. The first two demands must be considered basic given that they are related to the physiological needs of the crops. Both demands are determined by an elementary process of mass and heat transfer involving the plants, the air inside, the cladding surfaces, and the meteorological variables. As a result of the corresponding balances, a certain amount of energy must be added or extracted to fulfil the established temperature or humidity set points [1] . Consequently, the electricity demand is directly related to climate [12] . A precise knowledge of this amount, either on an instantaneous or on an accumulated basis, is key to greenhouse energy demand prediction [2] . Accordingly, in order to formally characterize the energy demand of all the available elements within a High-Tech greenhouse, a model based on Bayesian networks is proposed.
Bayesian networks (BNs) are widely accepted as a reasoning technique for making predictions in many different research fields [13] [14] [15] . BNs have many applications; for example, they have been used in context of estimation [16, 17] , control systems [13] , and prediction [18] . In the context of control systems applied in greenhouses they have been proven to be useful for the temperature control problem [19] . This paper proposes an energy demand prediction method based on a BN classifier. The greenhouse energy demand is considered as the target class and the BN classifier is learnt from an historical dataset of observations of the identified contributing factors together with its associated energy demand [13] . Prediction can be performed by applying Bayes rule to compute the probability of target class given the particular instance of contributing factors, and the class label with highest posterior probability is the predictive result [18] . Besides, the learned BN classifier models show complex relationships among contributing factors. This paper presents promising ideas and results about the combination of Bayesian networks and energy demands prediction applied in greenhouses. The main objective is to obtain and validate a model, based on Bayesian networks, of energy demand in the greenhouse. The paper is organized as follows: in Section 2 the subject of research from this investigation and the method to be used for the study are presented. Then, the analysis of electric power and the obtained Bayesian network system are discussed in Section 3 including simulation results. Finally, conclusions and future work are given in Section 4.
Materials and Methods

Greenhouse Environment and Acquisition Data System.
The system subject of research in this paper is a greenhouse multispan "Parral type, " with a surface area of 877 m 2 , oriented to the N-S direction. The facilities are placed on the experimental station of Cajamar Foundation, "Las Palmerillas, " at the municipal term of "El Ejido, " in Almeria, at the S-E of Spain [20] . The greenhouse has lateral and cenital ventilations powered through motors AC independent, aerothermo, heating system by hot water pipes fed with biomass, an enriched system of CO 2 created by the biomass burning, shade nets, and systems of feeding for water and nutrients. It is equipped with a measure equipment of 52 variables and is designed to develop identification tests and to implement strategies of climate control, fertigation, and electric power (Figure 1 ). In Table 1 the variables measured and the model of the sensors used are detailed [21] . 
Bayesian Networks for Energy Demand Characterization.
The advantages of using BNs [22] mainly are their ability to reason under uncertainty, along with the combination of a graphical representation based on sound mathematics (i.e., probability theory). The graphical representation of a BN provides a representation of the relations between variables in the model, which is accessible and can be easily interpreted. The strength of these relations is measured using conditional probability distributions. Thus, a BN provides a white box model with the ability of propagating (applying probabilistic reasoning) the impact that the available information (i.e., evidence) has on the other model variables modifying their states. Formally, a BN can be defined as follows.
consists of the following:
, where each node represents one of the variables in V and a set L of directed links among them; (ii) a set P of conditional probability distributions, ( | ( )), of each variable given their parents set ( ) in the directed acyclic graph .
From the set P of conditional probability distributions, the joint probability distribution can be obtained by applying the chain's rule:
Classifiers Based on Bayesian Networks. A Bayesian classifier can be considered as a particular case of a Bayesian network, where there is a variable that accomplishes the class role and the other variables are considered attributes. The network's structure depends basically on the kind of classifier [22] . Once the structure is learned, the conditional probability distributions ( | ( )) are estimated from data applying Laplace's rule of succession as
where () is the number of rows in the data containing a given observation for and ( ) for its parents and | | is the number of possible values of . The classification process consists in identifying to which category of a set of categories C = { 1 , 2 , . . . , } a new object o = ( 1 , 2 , . . . , ), characterized by individual observations of a set of features (or attributes) A = { 1 , 2 , . . . , }, belongs. In the probabilistic case, this task can be performed in an accurate way by applying Bayes' theorem. However, working with a joint probability distribution is often unmanageable and it is appealed to simple models based on factorization of the mentioned distribution. Due to this fact and in order to study greenhouse energy demand, three paradigms based on Bayesian networks will be applied: Naïve Bayes (NB), Tree Augmented Naïve Bayes (TAN), and KDependence Bayesian (KDB). These models are characterized by the following. (i) Naïve Bayes. On this model, the conditional probability of the class is estimated, assuming that all the attributes are conditionally independent once the value of the class is given (see Figure 2 (a)). This assumption translates into the following factorization:
Then, when classifying, the maximum a posteriori (MAP) hypothesis is used:
(ii) Tree Augmented Naïve Bayes (TAN). Tree Augmented Naïve Bayes [23] relaxes the conditional independence assumption of NB. It does so through an expansion of NB graphical structure (see Figure 2 (b)), in which each attribute has as parents set the class variable and, at most, another attribute variable. This is achieved by learning a maximum weight spanning tree [24] based on conditional mutual information between two attributes given the class value. Thus, the structure returned corresponds to a NB augmented with this tree [23] . In this way TAN achieves a compromise between complexity and precision.
(iii) K-Dependence Bayesian. This model is based on the idea of k-dependence estimators, introduced in [25] . According to this, the probability of each attribute is conditioned by the class and as most other attributes (see Figure 2 (c)). This structure can be learned performing a heuristic search applying 2 algorithm [26] . Modifying the value of (i.e., the maximum number of parents that an attribute can have) more dense graphical structures can be obtained. The advantage of KDB with respect to TAN is its flexibility. As TAN sets to one the maximum number of attributes that a variable can have as a parent, in addition to the class, the dependences that can be modelled between each attributes group are restricted. 
Results and Discussion
Analysis of the Distribution of Energy Demand in the
Greenhouse. This analysis aims to study the distribution of energy demand in the greenhouse, collected in the dataset, to apply different discretization techniques and to observe their impact on the characterization of the distribution of energy demand when it is modeled by means of classifiers based in Bayesian networks. To analyze the energy demand in the system, data measured at intervals of 1 minute have been used, taken in the period between the months of October 2013 and May 2014. This set has 330, 232 instances. The maximum power consumption from the main integrated systems is described in Table 2 . Table 3 lists the variables used in the initial dataset, units, and associated measurement range. In order to quantitatively describe the set of observations about energy demand in the greenhouse, a five-number summary is used: sample minimum (0 KW), first quartile (0.056 KW), median (0.066 KW), third quartile (0.111 KW), and sample maximum (4.3 KW). The mean energy demand is 0.241 KW with a typical deviation of 0.583 KW. In this case, the energy demand distribution is asymmetric and has a positive skewness as the histogram (see Figure 3 (a)), computed from the observations in the dataset, shows. For the system under study the sun is the main energy source. In consequence we wonder if there is a significant energy demand difference between diurnal and nocturnal periods. According to the criteria established by the Andalusian Energy Agency [27] , the diurnal period ranges from sunrise (7:00 h) to sunset (20:00 h), whilst the rest of time slots in a 24-hour period (i.e., from 00:00 h to 6:59 h and from 20:01 h to 23:59 h) correspond to the nocturnal period.
The dataset under study contains 192, 826 observations that correspond to the diurnal period. The distribution of energy demand during this period is described by the following five-number summary plus mean and standard deviation: sample minimum (0 KW), first quartile (0.051 KW), Table 4 provides a comparison of the sets of observations considered in the analysis of the energy demand in the greenhouse. It can be observed that there are some little differences between diurnal and nocturnal periods of energy demand. Therefore, from now on we do not make any distinction between diurnal and nocturnal periods. The basic electronic equipment (see Section 2.1) installed in the greenhouse introduces a latent electric power which transforms into noise in the data when we are trying to characterize the energy demand as a BN classifier. Thus, observations corresponding to an energy demand less than 0.111 KW (that stems from the basic electronic equipment) are removed from the initial dataset avoiding discontinuities inside a day (i.e., inside a given day cannot be discontinuities in the observations once a starting time point is set). Thus, 75, 581 observations of the initial set are kept. The energy demand distribution for observations greater than or equal to this latent energy demand threshold (see Figure 3(d) ) has sample minimum (0.111 KW), first quartile (0.169 KW), median (0.269 KW), third quartile (1.45 KW), sample maximum (4.3 KW), mean (0.779 KW), and standard deviation (0.989 KW). The consequences of doing this filtering are as follows: (i) there is a substantial reduction in the number of observations being considered, (ii) the skewness of the distribution is preserved, and (iii) energy demand peaks become visible. All of them can be an aid during energy demand characterization needed to build the BN classifier.
Discretization of the Distribution of Energy Demand in the
Greenhouse. The discretization process allows replacing the real distribution of data by a blend of uniform distributions. This process also reduces the data dimensionality, transforming the data rank into a subset of discrete values or subranks. Some reasons to discretize are as follows: restrictions on the type of variables (i.e., categories or nominal) that a classification algorithm can handle, the improvement of computation time by reducing the number of partitions to be evaluated, and noise reduction in the data by reducing the set of values.
Usually a distinction is made between supervised discretization methods (i.e., based on entropy [28] ) and unsupervised methods (i.e., discretization by equal-width or equal-frequency [29] ). This distinction is based on whether they employ or not class information when locating the intervals. Without any doubt when we face a particular problem (to its dataset), selection of the discretization method has a straight influence on further classification tasks (classification rate, area under a receiver operating characteristic curve, etc.).
In the case of the energy demand in the greenhouse, the variable which we want to discretize is also the class variable. For this reason, only not supervised discretization methods are suitable. Basically, these methods try to divide the rank of observed data in intervals (usually, the number of intervals ranges from 5 to 20).
Discretization by Intervals of Equal-Width
. This is the simplest method for data discretization [29] , which splits the variable range in intervals (where is a parameter provided by the user). If the observed variable takes values in the range between min and max , the width of the intervals is computed as follows:
The intervals high extremes will be min + ⋅ , where = 1, 2, . . . , −1. Usually, the number of intervals is set between 5 and 10, although its optimal value depends on the size of the dataset, among other factors.
In order to discretize energy demand of the greenhouse by equal-width, the number of intervals has been set equal to 4 trying to characterize the energy demand peaks shown in Figure 3 Figure 4(a) shows the histogram for the distribution of energy demand observations after its discretization in 4 equal-width intervals. Note that the "shape" of original distribution is roughly kept. [29] first sorts the values of the variable that is going to be discretized and 
Discretization by Intervals of Equal-Frequency. This unsupervised discretization technique
Discretization by Open Intervals.
In situations where same-size intervals are not suitable, different-size intervals or open intervals can be used instead. Intervals are chosen in a way that the central points coincide with real-observed data. Thus, clustering error is mitigated in subsequent mathematical analysis. However, interval boundaries do not have to coincide with observed data.
In order to characterize energy demand in the greenhouse by open intervals, we have chosen as central points the peaks of energy demand that shows the distribution in Figure 3 (d) and the interval boundaries as a compromise between separability of observations and energy demand of the active systems in the greenhouse (see Table 2 ). With these assumptions the resulting intervals are bin1 = [0.111, 0.9], bin2 = (0.9, 2.01], bin3 = (2.01, 3.25] , and bin4 = (3.25, 4.3]. Figure 5 shows the histogram obtained. After applying discretization the "shape" of original distribution is roughly kept.
Classification of Energy Demand in the Greenhouse.
The objective in this paper is to characterize the greenhouse's energy demand applying BN classifiers. The discretization of energy demand made in Section 3.2 serves as basis for setting the different "tags" that are assigned to the class variable "energy consumption. " Therefore, depending on the applied discretization, the intervals identified as class labels are used. Notice that as was previously mentioned discretization has a direct impact on classification results. So the next challenge is to select, from the discretization techniques applied, the one that allows the best classification of energy demand with available dataset. This is achieved in a twostage process. First, for each discretization of the class and for each BN classifier type (i.e., NB, TAN, and KDB2), a model is learned (see Section 2.2) using stratified tenfold cross validation and the dependence structure learned is validated ad hoc by two experts in the field. Second, the classification accuracy of the models is evaluated using the proportion of correctly classified instances. Table 5 shows the classification rates for the different discretization techniques and BN classifiers learned. KDB2 with open intervals discretization gives the best classification rate (97.77%), which is slightly better than provided by equal-width discretization (97.41%).
Results suggest that dependences between attributes are important because the classification rate increases as more dependences are considered in the BN classifier and that if the discretization technique preserves the asymmetry of the original distribution of energy demand (i.e., equal-width and open intervals discretization), then better classification results are obtained. Misclassification of observations is due to the skewness of the original distribution and to the large number of observations for very low energy demand values. Discretization by open intervals corrects partially this problem by increasing the separability of observations with respect to equal-width discretization. Figure 6 shows the learned structure of KDB2 Bayesian classifier for initial dataset discretized by open intervals ( = 4). It is worth noticing that the temperature inside the greenhouse (inside temperature) influences the operation of the manipulable variables pump heating and cenital ventilation (which is also related to lateral ventilation), as one of the objectives in a greenhouse is to keep the temperature under control. In this sense, the month and hour influence outside temperature and radiation, as expected by domain experts. Now, let us study the behaviour and use of the KDependence Bayesian classifier for predicting the energy demand in the greenhouse. The intervals used as class labels are those identified when the energy demand was discretized by open intervals. We are interested in knowing the effect that a dependences increase has on the classification of energy demand but keeping a balance between complexity and classification accuracy. Thus, we evaluate the classification accuracy of the model on each of the values of the class using three evaluation measures: true positive (TP) or recall rate, the proportion of observations which are correctly classified; false positive (FP) rate, the proportion of observations that were incorrectly classified in the class; and precision, the proportion of observations which truly belong to a given class among those classified in the class. Table 6 shows the values of these measures for the KDB2 classifier. KDB2 behaves bad in the energy demand interval (2.01, 3.25] , providing the worst TP rate and precision. Perhaps this is due to a more complex interaction between systems of the greenhouse in this energy demand range that is not learned by the model.
As example, to show how the KDB2 classifier works, the real energy demand in the greenhouse during December 2, 2014, discretized applying the open intervals identified in Section 3.2.3, is depicted at the top of Figure 7 . Data from sensors are used as evidences and sent to the Bayesian network that propagates them in order to obtain the state of the class variable (i.e., the interval of energy demand) reaching the maximum a posteriori probability value. The predicted energy demand computed, in this way, by KDB2 classifier is depicted at the middle of Figure 7 . An explanation for the differences between predicted and real energy demand around 9:00 and 19:00 is that they are due to the fact that, in the interval (2.010, 3.25] , where the errors reside, the KDB2 classifier returns the worst TP rate and precision. Also, they can be due to an overestimation induced from the use of less informative variables. This fact can be partially corrected making a redesign of the model by deleting those less informative variables. Doing this, we reduce the model's complexity and partially correct some overestimation (note that errors due to the discretization schema applied cannot be eliminated). BN classifier have a direct relationship: the more the dependencies included in the model, the greater its complexity. The idea is to find a balance between complexity and classification accuracy, removing some of the initial variables. In order to decide which are the most relevant attributes, information gain ratio [30] has been used, which measures the relevance of an attribute with respect to the class. The process is as follows. First the attributes included in the KDB2 classifier are ranked using the information gain ratio (values near 1 are preferred); then those attributes with an information gain ration less than or equal to 0.01 are removed. Finally a new KDB2 classifier is learned on the selected attributes and the classification accuracy of the model is evaluated. Table 7 shows the attributes ranked using their information gain ratio values. The attributes removed are wind speed and outside relative humidity, because they have an information gain ration less than 0.01. Figure 8 shows the structure of the new KDB2 classifier learned. This new model achieves a classification rate of 97.94%. KDB2 as a predictor, in the same way as in previous case. The energy demand predicted is depicted at the bottom of 
Redesign of the Energy
Conclusions
The paper analyzes energy demand in a greenhouse and its characterization with the objective of building and evaluating classification models based on Bayesian networks: NB, TAN, and KDB. These models have the ability to extract from data, and depict graphically, relations among variables that can be easily understood. One advantage of a BN classifier is that it can provide an answer when receiving as input a partial set of observations of the variables included in the model. In future studies, the models learned can be used inside an energetic control system for the optimization of energy demand. The energy demand distribution in a greenhouse is analyzed and different discretization techniques are applied to reduce its dimensionality, paying particular attention to their impact in the classification model's performance. The classification accuracy of the models serves as basis for model selection. KDB2 has obtained the best evaluation and its behaviour as predictor and generalization capacity are tested on real energy demand data extracted from the greenhouse during a day that is not included in the training dataset. In order to find a balance in KDB2 between complexity and classification accuracy, some of the initial variables are removed using information gain ratio. The simplified KDB2 model shows better classification performance, being contrasted on the same real energy demand data. In both cases, misclassification errors suggest that interactions between greenhouse's systems deserve a deeper study from the point of view of energy demand characterization. The analysis of energy demand in the greenhouse, the discretization techniques applied, and the BN classifiers allow characterizing energy demand and make predictions based on observations with more than acceptable classification rates. The method used in this paper can be used in greenhouses of any geographical area. In future we plan to use BN classifiers as additional technique to control energy demand in the greenhouse. Furthermore, tests will be done in order to eliminate internal variables.
