The Generalized Gibbs Sampler (GGS) is a recently proposed Markov chain Monte Carlo (MCMC) technique that is particularly useful for sampling from distributions defined on spaces in which the dimension varies from point to point or in which points are not easily defined in terms of co-ordinates. Such spaces arise in problems involving model selection and model averaging and in a number of interesting problems in computational biology. Such problems have hitherto been the domain of the Reversible-jump Sampler, but the method described here, which generalizes the well-known conventional Gibbs Sampler, provides an alternative that is easy to implement and often highly efficient.
The Generalized Gibbs Sampler (GGS) is a recently proposed Markov chain Monte Carlo (MCMC) technique that is particularly useful for sampling from distributions defined on spaces in which the dimension varies from point to point or in which points are not easily defined in terms of co-ordinates. Such spaces arise in problems involving model selection and model averaging and in a number of interesting problems in computational biology. Such problems have hitherto been the domain of the Reversible-jump Sampler, but the method described here, which generalizes the well-known conventional Gibbs Sampler, provides an alternative that is easy to implement and often highly efficient.
The GGS provides a very general framework for MCMC simulation. Not only the conventional Gibbs Sampler, but also a variety of other well known samplers emerge as special cases. These include the Metropolis-Hastings sampler, the Reversible-jump Sampler and the Slice Sampler. We also present a new special case of the GGS, called the Neighborhood Sampler (NS), which does not conform to any of the other existing MCMC frameworks. We illustrate use of the GGS and the NS with a number of examples. In particular, we use the NS to sample from a discrete state space represented as a graph in which nodes have varying degree. Finally, we introduce a technique for improving convergence and mixing between sub-spaces of different dimension.
Markov Samplers
MCMC is a technique for approximately sampling from a target distribution with pdf f . Almost any distribution can be sampled via MCMC, and often it is the only technique capable of generating a sample from a given distribution. There are numerous types of MCMC sampler, but the two most frequently encountered in practice are the Metropolis-Hastings algorithm [13, 5] and the Gibbs sampler [3, 2] . Another sampler, which is distinct from these and gaining in importance, is the slice sampler [14] . The slice sampler is often the most efficient MCMC method for sampling from one-dimensional distributions, and it is used as the standard technique for sampling from a general distribution in a one-dimensional sub-space in the popular MCMC software package BUGS (available at http://www.mrc-bsu.cam.ac.uk/bugs/).
The Discrete Case
All of the above-mentioned MCMC algorithms can be described within a framework that we call the Generalized Gibbs Sampler (GGS), although we have also called it the Generalized Markov Sampler [8] . The authors have used the GGS to develop highly efficient new samplers for a range of problems arising in computational biology [6, 7, 8, 9, 10, 11] .
Consider a Markov chain {(X n , Y n ), n = 0, 1, 2, . . .} on the set X × Y , where X is the target set and Y is an auxiliary set. For the sake of simplicity, we initially assume that both X and Y are finite. We extend the GGS to the general case in Section 1.2. Let f (x) be the target pdf, defined on X . Each transition of the Markov chain consists of two parts. The first is (x,ỹ) → (x, y), according to a transition matrix Q; the second is (x, y) → (x , y ), according to a transition matrix R. In other words, the transition matrix P of the Markov chain is given by the product Q R. Both steps are illustrated in Figure 1 , and further explained below.
Each transition of the Markov chain consists of two steps: the Q-step, followed by the R-step.
The first step, the Q-step, only changes the y-coordinate, but leaves the xcoordinate as it is. In particular, Q is of the form Q((x,ỹ), (x, y)) = Q x (ỹ, y), where Q x is a transition matrix on Y . Let q x be a stationary distribution for Q x , assuming that this exists.
The second step, the R-step, is determined by (a) the stationary distribution q x and (b) a partition of the set X × Y . Specifically, we define for each point (x, y) a set R(x, y) containing (x, y) such that if (x , y ) ∈ R(x, y) then R(x , y ) = R(x, y); see Figure 1 , where the shaded area indicates the neighborhood set of (x, y). The crucial step is now to define the transition matrix R as
where c(x, y) is a normalisation constant. Note that c(x , y ) = c(x, y) if (x , y ) ∈ R(x, y). The distribution
is trivially stationary with respect to Q, and satisfies detailed balance with respect to R, and hence is a stationary distribution with respect to the Markov chain. It will also be the limiting distribution, provided that the chain is ergodic. In particular, by ignoring the y-coordinate, we see that the limiting pdf of X n is the required target f (x). This leads to the following algorithm:
Starting with an arbitrary (X 0 , Y 0 ), perform the following steps iteratively:
Denoting R − (x, y) = R(x, y) \ {(x, y)}, the sampler can be generalized further (without disturbing detailed balance) by redefining R as:
(2) where s is any symmetric function such that the quantities above are indeed probabilities.
GGS in a General Space
In order to relax the requirement that X and Y be finite, one must first specify the reference measure φ with respect to which the target density f is defined, and the reference measures ψ x with respect to which the densities Q x and q x are defined. Moreover, one must specify reference measures η r with respect to which the density R[(x, y), (x , y )] will be defined for each set r = R(x, y). It will be necessary to make the following assumption:
Assumption: There exists a measure ζ for the set R = {R(x, y) : (x, y) ∈ X × Y } such that the measure φ(dx)ψ x (dy) has a finite density g(x, y) with respect to the measure ζ(dr)η r (dx, dy).
We can now define
where again c(x, y) is a normalisation constant. More generally, we can define:
where s is any symmetric function such that R is indeed a pdf.
Note that if X and Y are finite, then all of the above measures may be assumed to be counting measures. Moreover, in that case ζ always exists (it, too, is a counting measure) and g(x, y) = 1.
Special cases
The GGS framework makes it possible to obtain many different samplers in a simple and unified manner; we give the slice sampler as an example. Other instances of the GCS include (see [8] ) the Metropolis-Hastings sampler, the Gibbs sampler and the Reversible-jump sampler [4] . Here, we also introduce a new sampler -the Neighborhood sampler -and use it to sample from a discrete space represented as a graph.
Slice Sampler
The slice sampler [14] has numerous variants, all of which can be conveniently described within the GGS framework. Here we discuss a fairly general form of the slice sampler. Suppose we wish to generate samples from the pdf
where b is a known or unknown constant, and the {f k } are known positive functions -not necessarily densities. We employ Algorithm 1.1, where at the Q-step we generate, for a given
where |A | means the measure of set A : the cardinality in the discrete case, or the area/volume in the continuous case. In other words, in the R-step, given
x and y, we draw X uniformly from the set {x :
This gives the following slice sampler, in which N is a predetermined number of iterations:
Algorithm 2.1 (Slice Sampler) Let f (x) be of the form (4).
4. If t = N stop. Otherwise set t = t + 1 and repeat from step 2.
Suppose we want to generate a sample from the target pdf
using the slice sampler with f 1 (x) = x/(1 + x) and f 2 (x) = e −x . Suppose that at iteration t, X t−1 = z, and u 1 and u 2 are generated in step 2. In step 3, X t is drawn uniformly from the set {x :
5 samples generated via the slice sampler, along with the true pdf f (x). We see that the two are in close agreement. 
The Neighborhood Sampler
The Neighborhood Sampler (NS) is a new instance of the GGS that resembles the slice sampler and in certain cases corresponds to it. The NS can be used to sample from a target distribution f on some measure space (X , Σ, µ) consisting of a target space X with σ-algebra Σ and measure µ. The aim of the NS to reduce sampling from a complicated distribution function f to sampling from uniform distributions over local neighborhoods. To construct a NS, we must first assign a unique neighborhood N x to each element x ∈ X . These neighborhoods must satisfy the following three conditions:
1. x ∈ N x for all x ∈ X , 2. 0 < µ(N x ) < ∞ for all x ∈ X , and 3. y ∈ N x iff x ∈ N y for all x, y ∈ X .
In what follows we use the notation N (x) synonymously with N x to avoid placing subscripts on subscripts.
To sample from an arbitrary distribution having density f with respect to µ, the NS consists of the following steps performed iteratively, starting with an arbitrary element x 0 and with t = 0:
Algorithm 2.2 (Neighborhood Sampler)
Given the current state X t = x:
Set k = 1 and iterate the following steps until
a) Optionally reduce H so that it excludes Z k while still containing x. b) Generate Z k+1 ∼ U(H) and set k := k + 1.
The reduction in Step 4a) must be done so that H(x , y, z 1 , . . . , z k ) = H(x, y, z 1 , . . . , z k ) for all x ∈ H(x, y, z 1 , . . . , z k ), where the notation H(x, y, z 1 , . . . , z k ) indicates the neighborhood obtained by reducing N y in such a way as to include x and exclude z 1 , . . . , z k . The details of this reduction depend on the specific application. We give some examples below.
If we do not implement the reduction of H in Step 4a), then the Q-step in this algorithm consists of selecting the pair (Y, U) in Steps 1 and 2. The R-step consists of uniform sampling of the subset of H for which f (z)/µ[N (z)] U in Steps 3 to 5. If we do implement the reduction of H, then the Q-step consists of selecting (Y, U, Z 1 , . . . , Z k ) in Steps 1 to 4 and the R-step consists of accepting Z k with probability 1 in Step 5.
It is not difficult to show that if µ(N x ) is constant for all x, then the denominators in Steps 2 and 4 above can be replaced by 1. With N x = X for all x, the NS reduces to the variant of the slice sampler described in Section 2.1 with m = 1. If X is R n with Lebesbue measure and N x is a hypercube of side s for all x ∈ X , then the NS reduces to a variant of the slice sampler described in [14] . In this case, H is reduced to a smaller hyper-rectangle with Z k as a corner in Step 4a). Another interesting case is obtained if we suppose that X is a discrete space represented by a connected graph in which nodes represent states and edges represent allowed transitions. Let µ be counting measure and let N x consist of x and all of its neighbors, that is, all nodes adjacent to x. Then U is chosen between 0 and f (x)/|N x | at step 2. The optional reduction of H in step 4a can be achieved by simply excluding Z k . The fact that previously rejected elements are excluded from being chosen a second time at Step 4a) should in principle make the neighborhood sampler faster than a random walk sampler with a uniform proposal function on the same neighborhoods, since the amount of computation is otherwise comparable.
Resequencing
Resequencing is the practice of determining the sequence of a biological molecule -usually DNA -by assembling short sub-sequences using related sequences that are already known to aid the assembly. For example, sequencing of some part of the genome of an individual human can be achieved by assembling short sub-sequences using the corresponding part of the already sequenced reference genome to guide the assembly. Similarly, parts of the genomes of other species can be assembled with reference to known genomes of related species. The problem of resequencing is important because modern high-throughput sequencing technologies determine only very short subsequences, or reads. For example, the technology known as Sequencing By Hybridization (SBH) determines the subsequence content of an unknown DNA by identifying all probes of a given length (often around 10 nucleotides) that bind to it [1] . More recently, a number of groups have developed fast, highthroughput technologies that use short reads [12, 16] . The use of sequences known to be similar can greatly facilitate the assembly process. We propose the following idealized model of resequencing. Suppose that we have a known sequence S of length L as shown in Figure 3 . Suppose further that we model the generation of the unknown sequence x as the result of independent transitions at each base, with a known transition matrix M . Finally, suppose that we know all contiguous sub-sequences of length k contained in the unknown sequence. Let the set of such sub-sequences be denoted D. The target space X here thus consists of all sequences of length L with precisely the same set of length k sub-sequences. The posterior distribution on this space, given the sub-sequences, is the restriction to X of the distribution over all sequences of length L defined by the transition matrix. That is:
To avoid having to estimate the transition matrix M , we can specify a prior probability distribution for each row of the transition matrix. Here we use a Dirichlet distribution:
for each row i, with α = 0.001. Integrating over M ij for i, j = 1, . . . , 4 results in the target distribution:
where C ij = C ij (x) is the number of positions at which sequence S has character i and sequence x has character j. We sample from the distribution using the NS for a discrete space described above. Let the nodes of the graph be all sequences that have the same set of length k sub-sequences. The edges of the graph connect sequences that are related by transformations of the following form:
1. Transpositions: Sequences of the form y 1 z 1 y 2 z 2 y 3 z 1 y 4 z 2 y 5 where z 1 and z 2 are length k − 1 subsequences and y 1 , y 2 , y 3 , y 4 and y 5 are sequences of any length can be transposed by swapping the sequences y 2 and y 4 . Sequences of the form y 1 z 1 y 2 z 1 y 4 z 1 y 5 can also be transposed by swapping the sequences y 2 and y 4 . 2. Rotations: Sequences of the form z 1 y 1 z 2 y 2 z 1 where z 1 and z 2 are length k − 1 subsequences and y 1 and y 2 are subsequences of any length can be rotated by forming the sequence z 2 y 2 z 1 y 1 z 2 .
Some subtlety is required here: the sub-sequences labelled y may be null sequences, and in fact the sequences labelled z may even overlap. It has been shown [15] that sequences related by these transformations have the same set of length k subsequences and that graphs formed as described above are connected. Note that rotations are only possible if the sequence begins and ends with the same k − 1 characters. Here we consider only sequences that do not begin and end with the same sub-sequence, so that we need only consider transpositions. Hence the neighborhood N x of a sequence x consists of x plus all sequences that can be obtained from x by transpositions. We implemented the NS for discrete spaces for this problem and tested it on a known human DNA sequence of length 4009 nucleotides containing an exon of the breast cancer associated BRCA1 gene (specifically locus 38,496,578-38,500,586 of the March 2006 assembly of human chromosome 17). We also obtained a known sequence of the chimpanzee genome of the same length, aligned to this section of BRCA1 without any insertions or deletions. The human sequence was used as the reference and the chimpanzee sequence was treated as unknown. Figure 4 shows the log-likelihood values for 400 iterations of the algorithm, showing rapid convergence to a single sequence which on inspection turns out to be identical to the known chimpanzee sequence. Note, however, that the sampler spends many iterations at a nearly optimal sequence, only making the final transposition at iteration 1170. It is not clear whether it is possible for this sampler to become stuck in a local mode for infeasible lengths of time. However, one possible way to improve mixing would be to expand each neighborhood N x to include sequences that can be obtained from x by two successive transpositions.
Discussion
The GGS provides a general framework within which all of the commonly used MCMC samplers can be described. This generality raises the interesting possibility of theoretically determining the sampler within this framework with optimal convergence and/or mixing rate for a specific distribution or family of distributions. The GGS also supplies a framework within which new samplers can be generated by exploring various possibilities for the sets R(x, y) and other parameters. The Neighborhood Sampler is an example of a new sampler generated in this manner.
To conclude this paper, we describe a technique that we recently developed to improve the convergence and mixing rate of the genome segmentation sampler that we described in [11] . The technique is based on the fact that typical trans-dimensional sampling (that is, sampling of spaces in which the dimension varies from point to point) involves conditional sampling of sets R(x, y) in which the dimension of the x component varies by at most one. In other words, each set R(x, y) can be subdivided naturally into a set R 1 (x, y) in which all x components have dimension k, say, and a set R 2 (x, y) in which all x components have dimension k + 1.
We can now define a symmetric function s as follows. Let s[(x, y), (x , y )] = 0 if (x, y) and (x , y ) are both in R 1 (x, y) or both in R 2 (x, y). Otherwise, let f (z)q z (w) then the probability of transition to R 2 (x, y), obtained by summing 2 over R 2 (x, y), in one. Similarly, if (x, y) ∈ R 1 (x, y) and f (z)q z (w) then the probability of transition to R 1 (x, y) is one. The probability of a change in dimension is therefore high.
