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Abstract 
We prove an equivalence transformation between the correlation measure functions of 
the causally-unbiased quantum gravity space and the causally-biased standard space. 
The theory of quantum gravity fuses the dynamic (nonfixed) causal structure of general 
relativity and the quantum uncertainty of quantum mechanics. In a quantum gravity 
space, the events are causally nonseparable and all time bias vanishes, which makes it no 
possible to use the standard causally-biased entropy and the correlation measure func-
tions. Since a corrected causally-unbiased entropy function leads to an undefined, ob-
scure mathematical structure, in our approach the correction is made in the data repre-
sentation of the causally-unbiased space. We prove that the standard causally-biased en-
tropy function with a data correction can be used to identify correlations in dynamic 
causal structures. As a corollary, all mathematical properties of the causally-biased cor-
relation measure functions are preserved in the causally-unbiased space. The equivalence 
transformation allows us to measure correlations in a quantum gravity space with the 
stable, well-defined mathematical background and apparatus of the causally-biased func-
tions of quantum Shannon theory. 
 
Keywords: quantum gravity; causal structures; quantum gravity information process-
ing; quantum information; quantum Shannon theory. 
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1  Introduction 
The theory of quantum gravity (QG) fuses the dynamic (nonfixed) causal structure of general 
relativity (GR) and the quantum uncertainty of quantum mechanics (QM) [1–33]. Quantum 
gravity information processing (QGIP) proposes a framework to perform quantum information 
processing and quantum computations [34–66] in a causally-unbiased space-time structure. The 
theory of QGIP allows us to build quantum gravity computers that are not just equipped with 
the power of quantum computations but also operating on a dynamic causal structure [4]. 
While in our causally-biased standard space-time structure the background time has an in-
terpretable meaning, in a quantum gravity environment, the processes and events are causally 
nonseparable and the background time and the time steps have no interpretable meaning.  
In particular, to handle the entropy function and correlation measures in a causally-unbiased 
structure, the entropy function of the standard causally-biased space has been redefined [5]. The 
definition of causally-unbiased entropy has in fact resulted from a correction to the causally-
biased definition of entropy function. Precisely, this correction is justified by the fact that in a 
causally-unbiased structure, the immediate past has no interpretable meaning and has been 
demonstrated through the so-called causaloid framework [5]. On the other hand, this correction 
in the definition of causally-unbiased entropy function has raised several questions regarding the 
mathematical structure and properties of the causally-unbiased entropic function. Particularly, 
the mathematical background of the corrected entropy function approach is undefined and ob-
scure, which does not allow us to answer the question of which mathematical properties of caus-
ally-biased entropy hold for causally-unbiased entropy. The corrected entropy function does not 
provide a stable ground to construct further well-defined correlation measure functions based on 
it.  
In this work, we propose a different approach to identify entropic measures in the causally-
unbiased quantum gravity space such that all mathematical properties of the causally-biased 
entropy function are completely preserved. In comparison with the correction of the entropy 
function, in our approach, the correction is made in the data representation of the causally-
unbiased space. As a convenient result, the standard causally-biased entropy function can be 
used to measure probabilistic correlations in the quantum gravity space such that all the 
mathematical properties of the causally-biased functions are preserved. The results are also ex-
tended to the corresponding correlation measure functions of quantum Shannon theory. 
We prove an equivalence transformation between the correlation measure functions of the 
causally-unbiased quantum gravity space and the causally-biased standard space. Based on the 
data correction of the equivalence transformation, all mathematical properties of the standard 
correlation measures are preserved in the causally-unbiased quantum gravity space. Using Min-
kowski diagrams and the framework of Lorentz transformations [6-8], we represent the data cor-
rection and the equivalence transformation between the quantum gravity space and the standard 
space. The information propagation between distant parties is modeled via abstract light pulses, 
while the events of the Minkowski space represents correlated data between the parties.  
 3
In the causally-unbiased quantum gravity space, all time information of all events vanishes, 
which does not allow the interpretation of any causal connection between the events. In particu-
lar, we show that our equivalence transformation can project the events of the causally-unbiased 
quantum gravity space onto the causally-biased standard space, with interpretable time bias and 
causal connection between them.  
This paper is organized as follows. In Section 2, some preliminary findings are summarized. 
Section 3 discusses the data representation correction and provides the proof equivalence trans-
formation. Section 4 proposes the correlation measure functions for a quantum gravity space. 
Finally, Section 5 concludes the results. Supplementary information is included in the Appendix. 
 
2  Preliminaries 
2.1   Terms and Notations  
In this section, we summarize the basic terms of the manuscript based on the notations of [5]. 
 
2.1.1   Data 
A piece of data d  results from a measurement  , which is identified in a space-time structure 
via  
( ), ,x xd x yj= ,                                                 (1) 
where x  is a space-time coordination (elementary region of the space) where the measurement is 
made in the space, xj  refers to the information pertinent to a choice of  , and xy  denotes the 
outcome of  . 
 
2.1.2   Measurement information 
The elementary region xR  is the set of all possible data id , where the space-time information is 
ix x=  for i"  (measurement information for elementary region x ), 
( ), , .i
i i
i
x i
x x
i x x
x x
R d
x yj
" =
" =
=
=

                                            (2) 
A composite region C  is a set of i  elementary regions allowing the definition of measurement 
information CR  for the elementary regions of C  as 
C
C x
x
R R
Î
= 

.                                                 (3) 
Then, let V  refer to a set of all possible CR  measurement information from all elementary re-
gions x  as  
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x
x
V R
"
=  ,                                                  (4) 
where xR  is the measurement information for an elementary region x .  
 
2.1.3   Procedure 
Let xF  refer to the procedure in region x , which identifies the set of all distinct choices of 
measurement for the elementary region x  as  
( )
,
, ,
x x
x x x
y
F x y
j
j
"
=  .                                         (5) 
Using C , CF  can be identified as 
C
C x
x
F F
Î
= 

.                                                (6) 
 
2.1.4   Measurement 
Let xY  refer to the outcome set for a region x , which identifies the set of all distinct outcomes 
of a measurement   for x ,  
( ), ,
x
x x x
y
Y x yj
"
=  ,                                          (7) 
where  
x x xY F RÍ Í .                                              (8) 
For a composite region C , CY  is evaluated as 
C
C x
x
Y Y
Î
= 

,                                               (9) 
where 
C C CY F RÍ Í .                                            (10) 
 
2.1.5   Reference region 
The reference region Ax  is an arbitrary region in the space, and defines AF , AY  as 
( )
( )
,
, , ,
, , .
A A
x xA A
A A
xA
A A x x
y
A A x x
y
F x y
Y x y
j
j
j
"
"
=
=

                                    (11) 
 
2.1.6   Region of interest  
The region of interest Bx  is a region of the space with respect to the reference region A and 
defines BF , BY  as 
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( )
( )
,
, , ,
, , .
B B
x xB B
B B
xB
B B x x
y
B B x x
y
F x y
Y x y
j
j
j
"
"
=
=

                                     (12) 
 
2.1.7   Event  
For an elementary region x , an event E  is identified via a measurement-procedure pair 
{ }
( ) ( )
,
: ,
, , , , , .
x x x
x x
x x x x
y y
E F Y
x y x y
j
j j
" "
ì üï ïï ï= í ýï ïï ïï ïî þ
                                (13) 
 
2.1.8   Reference event  
The reference event A  is defined by the reference elementary region Ax  via the outcome-
measurement pair ,A AF Y ,  
{ }: ,A AA F Y .                                             (14) 
 
2.1.9   Event of interest  
The event of interest B  is defined via the region of interest Bx  as  
{ }: , iB BB F Y ,                                             (15) 
where iBY  denotes a set of outcomes corresponding to BF .  
 
2.1.10   Entropy  
Let the term  -space refer to the causally-biased standard space-time structure, and  -space 
to the quantum gravity (causally-unbiased) space.  
 
2.1.10.1   Standard space 
In the causally-biased  -space, the reference event { }: ,A AA F Y Î   belongs to an immediate 
past region, A Bt t< , and the event of interest is defined via { }: , iB BB F Y Î  . The ( )ip ⋅  
probability function in the  -space is yielded as 
( ) ( )Pr ,ii B B Ap B Y F D= ,                                      (16) 
where AD  refers to sufficient data from the past space-time region A Î  .  
Specifically, from (16), the ( )H B  entropy function in the  -space is yielded as  
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( )
( ) ( )
2
2
log
Pr , log Pr , .
i i
i
i i
B B A B B A
i
H B p p
Y F D Y F D
= -
= -
å
å
  
                 (17) 
 
2.1.10.2   Quantum gravity space 
In the  -space all time bias vanishes, therefore the { }: ,A AA F Y¢ ¢ Î  reference system is 
from an arbitrary region of the  -space. Let { }: , iB BB F Y¢ ¢ Î  be the event of interest in 
the  -space, and let ( )H ⋅  refer to the  -space entropy function, respectively.  
Then, the ( )H B  entropy relative to event A Î  is as  
( ) 2logi i
i
H B p p= -å   ,                                   (18) 
where ip
  is  
( ) ( )Pr , ,ii B A A Bp B Y Y F F¢ ¢ ¢ ¢= ,                                   (19) 
from which   
( ) ( ) ( )2Pr , , log Pr , ,i iB A A B B A A B
i
H B Y Y F F Y Y F F¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢= -å .                (20) 
 
2.2   Minkowski Diagram 
The M Minkowski diagram is a space-time diagram that represents events and sequences of 
events in the space-time [6–8].  
In particular, a 2d =  dimensional M -diagram has two coordinates: the x  coordinate identifies 
the location information of events, while the ct -axis characterizes the time information multi-
plied by c. In our representation, c is a constant that refers to the speed of light in the  -
space (e.g., speed of information propagation in the  -space).  
Particularly, an event E  in the a space-time   (frame) is identified via ( ),E EE x ct= . Let 
, , ,x y z t  be the coordinates of the four-dimensional space-time  .  
Then let  
( ) ( ), , , ,r ct x y z ctº .                                             (21) 
Under a Lorentz transformation for frames ¢  , 
2 2 2 2,s c t r= -                                                 (22) 
2 2 2 2,r x y z= + +                                              (23) 
one finds 
2 2s s ¢= ,                                                     (24) 
from which the separation of the space-time via 2s  is as 
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2
0 : time-like separation
0 : light-like separation .
0 : space-like separation
s
ìï >ïïï= =íïï<ïïî
                                       (25) 
For 2 0s ³ , causal connection is possible between the events. On the other hand, for 2 0s < , 
the spatial separation of the events is greater than the distance light can travel between the 
events. A light signal emitted from the origin ( )0, 0x ct= =  defines a light cone; the time-like 
separated events are within the light cone, the light-like separated events are on the cone, while 
the space-like separated events are outside the light cone.  
Assuming events ( )
1 11
,E EE r ct=
  and ( )
2 22
,E EE r ct=
 , 
1 2
2
E E
s  is also a Lorentz invariant,  
( )
1 2 1 21 2
22 2
E E E EE E
s c t t r r= - - -  .                                 (26) 
  
2.2.1   Space-like separation 
If ( )
1 11
,E EE r ct=
  and ( )
2 22
,E EE r ct=
  are space-like separated, the events cannot be connected 
by a light signal [6–7]; thus, there is no causal connection between 1E  and 2E , 
1 2
2 0
E E
s <  and  
( )
1 2 1 2E E E E
x x c t t- > - .                                       (27) 
In this case, it is possible to find a Lorentz transformation to a frame ¢ , where ( )
1 11
,E EE x t¢ ¢=  
and ( )
2 22
,E EE x t¢ ¢=  are happening simultaneously, 1 2E Et t¢ ¢= , as 
( ) ( ) ( )
1 2 1 2 1 2
2
E E E E E Ec t t c t t x xc
k æ öW ÷ç¢ ¢- = - - - ÷ç ÷ç ÷è ø ,                           (28) 
where 0 c£ W < ,  
0 1c£ W < ,                                                (29) 
while  
( )21 1 ck æ ö÷ç= - W ÷ç ÷è ø                                              (30) 
is a scaling parameter; thus,  
( )1 2
1 2
E E
E E
c t t
x x
c c
-
-W = < .                                            (31) 
Specifically, for space-like-separated events there exists a Lorentz transformation such that the 
causal order of the events is reversed.  
 
2.2.2   Time-like separation 
If ( )
1 11
,E EE r ct=
  and ( )
2 22
,E EE r ct=
  are time-like-separated, the events can be connected by 
a light signal, 
1 2
2 0
E E
s >  [6–7]; thus, there can be a causal connection between 1E  and 2E ,  
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( )
1 2 1 2E E E E
x x c t t- < - .                                         (32) 
Particularly, in this case there exists no Lorentz transformation to ¢ , where ( )
1 11
,E EE x t¢ ¢=  
and ( )
2 22
,E EE x t¢ ¢=  are happening simultaneously since it would require faster-than-light speed 
(e.g., faster-than-light information flowing),  
( )1 2
1 2
E E
E E
c t t
x x
c c
-
-W = > ,                                             (33) 
from which follows that the causal direction cannot be changed.  
On the other hand, as  
( ) ( )( )
1 2 1 2 1 2
,E E E E E Ex x x x t tk¢ ¢- = - -W -                             (34) 
there exists the frame ¢  where ( )
1 11
,E EE x t¢ ¢=  and ( )2 22 ,E EE x t¢ ¢=  are happening at the same 
place, i.e., 
1 2E E
x x¢ ¢= .  
 
2.2.3   Light-like separation 
For the light-like-separated ( )
1 11
,E EE r ct=
  and ( )
2 22
,E EE r ct=
 , the events are connected via 
a lightline; therefore, a causal connection is possible, in this case 
1 2
2 0
E E
s = ,  
( )
1 2 1 2E E E E
x x c t t- = -                                             (35) 
( )1 2
1 2
E E
E E
c t t
x x
c c
-
-W = = ;                                              (36) 
thus, 
( ) ( ) ( )( )
1 2 1 2 1 2
2
E E E E E Ec t t c t t x xk¢ ¢- = - - - .                            (37) 
 
2.2.4   Scaling 
Let the frames  , ¢  with 0 1c£ W < , and let 0t t ¢= = ; then ct ¢ -axis of ¢  is determined 
via [6–7]  
( )0x x tk¢ = = - W ,                                          (38) 
or equivalently, 
1
c
ct xW= .                                                    (39) 
The x ¢ -axis of ¢  is defined via  
( )20 c xt tk W¢ = = - ,                                               (40) 
or equivalently,  
cx c
ct W= .                                                     (41) 
The Lorentz transformation ¢   changes the scale of the axes.  
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Defining a length unit by 2 1s = -  leads to a hyperbola with all length 2 1s = -  for all points, 
as 
( )22 1x ct= + ,                                                (42) 
such that 0t =  cuts x -axis at 1x = .  
Since 2s  is a Lorentz invariant [7-8],  
( )22 1x ct¢ ¢= + .                                                (43) 
 
2.2.5   Causality  
Let  ( )0, 0O OO x ct= = =  and ( ),A AA x ct=  be an event pair in the causally-biased  -space, 
such that O Act ct< . The line between events O  and A  has a gradient  
,A O
A O
x
ct
x x
ct ct
D
D
-
-
¶ =
=                                                  (44) 
which characterizes the causal connection between O  and A  as  
1 :  and  causally-connected,     
1 :  and  causally not connected.
O A
O A
ì£ïï¶ = íï>ïî
                      (45) 
In particular, for 1¶ = , the events can be connected via a lightline, which, from a communica-
tion theory perspective, refers to the information flow between O and A.  
Fig. 1 illustrates the M -diagram, 2d = , with causally connected events O and A in the   -
space. The observer O  is in the origin, the lightline OL  refers to the light pulse emitted from 
O . The L  light ray travels along the x-axis toward the positive values of x. 
 
 
 
Figure 1. Causally connected events O and A, with gradient 1¶ = .  
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2.2.6   Local systems, event coordinator, flags 
In the further parts, events A  and B  refer to correlated local systems of two parties, Alice and 
Bob.  
The information flowing is modeled via flags (lightlines) L . In a causally-biased structure, an 
ecO  event coordinator sends flags to the local parties: flag 1L  to A  and flag 2L  to B . Alice and 
Bob reveal their local systems as they receive flags 1L , 2L  from ecO . In a causally-biased struc-
ture, ecO  is causally connected to A  via 1L , and to B  via 2L . 
In a causally-unbiased structure, the background time has no interpretable meaning; therefore, 
the flags of an ecO ¢  cannot coordinate the revealing process of the local systems A , B .  
The ecO , ecO ¢  event coordinators are in the origin of the  -space and the  -space, respec-
tively,  
( )0, 0
ec ecec O O
O x ct= = =                                         (46) 
and  
( )0, 0
ec ecec O O
O x ct¢ ¢ ¢= = = .                                        (47) 
Modeling the information propagation via abstract light pulses in the  -space also allows us 
to build up an arbitrary quantum gravity function that constitutes a program,  , as 
( ), ix n¢ = ,                                                (48) 
where x ¢ Î  is an elementary region of the  -space and n  labels the corresponding flag 
beam, while i  refers to the input such that for i 1= , a light pulse is emitted [3]. Specifically, 
the  -space is normalized throughout; therefore, it is modeled via a not curved background.  
 
3   Correlation Measure Equivalence 
3.1   Correction of Data Representation 
Proposition 1. An x ¢  elementary region of the  -space can be transformed onto the  -
space via x xh ¢= , where ( )21 1h b= - , where b , 0 1b£ <  is the strength of the  -
space relative to the  -space strength 0b = .  
 
The causally-biased standard  -space provides a reference frame with axes x  and ct . The 
causally-unbiased  -space is defined via the scaled axes x ¢  and ct ¢ , with origin 
( )0,O x ct¢ = = .                                             (49) 
The angle difference of the axes { },x x ¢ , { },ct ct ¢  is q , where  
0 45q£ <  .                                               (50) 
The q  angle is determined via  
( )tanb q= ,                                                (51) 
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where b  refers to the strength of the  -space relative to the  -space strength,  
0 1b£ < ,                                                 (52) 
while the strength parameter of the  -space is fixed to zero,  
0b = .                                                    (53) 
Particularly, since in the  -space the background time has no interpretable meaning, 0ct ¢ = ; 
that is, all events of the  -space are projected onto the x ¢ -axis of the  -space frame.  
Let E  refer to a reference event in the  -space,  
( ),E EE x ct= Î  .                                           (54) 
In the  -space, event E  is identified with a location parameter, ,E Ex x¢ ¹  and a vanishing 
time coefficient 0Ect ¢ = ,  
( ), 0E EE x ct¢ ¢ ¢= = Î .                                      (55) 
Without loss of generality, at a given  -space strength b , the Ex ¢  elementary region in the 
 -space in the function of Ex ¢  of   can be expressed as 
Ex
Ex h¢ = ,                                                  (56) 
where  
2
1
1 b
h
-
= ,                                                 (57) 
while 
 0Ect ¢ = .                                                   (58) 
Let scalel
  be the unit scale of the axes of { },x ct¢ ¢  of the  -space and scalel   the unit scale of 
the axes of { },x ct  of the  -space.  
In particular, the axes of the  -space with respect to the  -space are scaled as 
scale scalel lg=  ,                                              (59)   
where g  is the scaling parameter evaluated as 
2
2
1
1
b
bg
+
-= .                                                  (60) 
The frames of the causally-biased standard  -space and the causally-unbiased  -space are 
depicted in Fig. 2. The  -space is normalized and illustrated via a noncurved background, 
with origin ( )0, 0O x ct¢ = = = .  
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Figure 2. The causally-biased standard  -space provides a reference frame with axes x  and 
ct . The causally-unbiased  -space is defined via the scaled axes x ¢  and ct ¢  with origin  
( )0, 0O x ct¢ = = = . The difference of the frame axes is 0 45q£ <  , where q  is determined 
via the b  strength parameter of the quantum gravity space, 0 1b£ < , as ( )tanb q=  
( 0b =  for the  -space). A given  -space event, ( ), 0E EE x ct¢ ¢ ¢= = Î  is identified 
with different parameters in the  -space, ( ),E EE x ct= Î  . 
 
3.2   Equivalence Transformation for Correlation Measuring  
Theorem 1 (Mathematical equivalence of   correlation measuring). Let ( ):gf A B  be an 
 -space correlation measure function, and let ( ):gf A B  be the  -space correlation meas-
ure between reference event { }: ,A AA F Y  and event of interest { }: , iB BB F Y , where g refers to 
the correlation type. The h -transformation yields the equivalence ( ) ( ), : :g gf A B f A Bh =  , 
for g" . 
 
Proof. 
Let us identify events A  and B  in the causally-biased space-time  , A Bt t< , 
0B At t t= - >  by the measurement/outcome pairs (in particular, event A  refers to Alice’s 
correlated local system, while B  refers to Bob’s correlated local system), as 
{ }: ,A AA F Y                                                  (61) 
and 
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{ }: , iB BB F Y ,                                                  (62) 
where  
( )
,
, ,
A A
A A
A A x x
y
F x y
j
j
"
=  ,                                         (63) 
( ), ,
A A
A
A A x x
y
Y x yj
"
=  ,                                            (64) 
while 
( )
,
, ,
B B
B B
B B x x
y
F x y
j
j
"
=  ,                                          (65) 
( ), ,
B B
B
i
B B x x
y
Y x yj
"
=  .                                           (66) 
The ip
  probability of an outcome iBY  of event B with respect to the measurement BF  and 
event A within the  -space can be evaluated as 
( ) ( )Pr , ,ii B A A Bp B Y Y F F= .                                      (67) 
Specifically, let us evaluate ( )ip B  in the  -space. Since 0A Bt t¢ ¢= = , 0t ¢ = , 
{ }: ,A AA F Y¢ ¢ ,                                                  (68) 
and 
{ }: , iB BB F Y¢ ¢ ,                                                  (69) 
where  
( )
,
, ,
A A
x xA A
A A x x
y
F x y
j
j
¢ ¢
¢ ¢
"
¢ ¢=  ,                                        (70) 
( ), ,
A A
xA
A A x x
y
Y x yj
¢
¢ ¢
"
¢ ¢=  ,                                          (71) 
while 
( )
,
, ,
B B
x xB B
B B x x
y
F x y
j
j
¢ ¢
¢ ¢
"
¢ ¢=  ,                                        (72) 
( ), ,
B B
xB
i
B B x x
y
Y x yj
¢
¢ ¢
"
¢ ¢=  .                                         (73) 
Let Ax ¢  and Bx ¢  be the elementary regions of A and B in the  -space, with origin  
( )0,O x ct¢ = = .                                              (74) 
At a given b  strength of the  -space relative to the standard space strength 0b = , 
0 1b£ < , the elementary region transformation from the  -space to the  -space is 
A Ax xh ¢=                                                    (75) 
and 
B Bx xh ¢= ,                                                  (76) 
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which yields the Ax , Bx  coordinate information of A and B in the  -space. Since Ax ¢  and Bx ¢  
are on the x ¢ -axis of the  -space, parameter b  can be expressed via the angle q  of { },x x ¢ , 
{ },ct ct ¢  of M , and M ¢ , 0 45q£ <  , via (51).  
From the inverse Lorentz transformation, the time difference of events A and B in  , 
A Bt t tD = -  can be written as 
x
c
t hb ¢DD = ,                                               (77) 
where x ¢D  is the location difference of the elementary regions of events A and B in the  -
space,  
( )
1
1 .
B A
B A
x x
x x
x x
h
h
¢D = D
¢ ¢= -
= -
                                        (78) 
Without loss of generality, in the function of tD  and x ¢D , the following relation holds for the 
strength parameter b : 
( )
( )
2
2
2 2
2
1
t
x
cbb
D
- ¢D
= .                                             (79) 
The transformation is depicted for various strength b  via x ¢D  in Fig. 3. Notation x ¢D  refers 
to the location difference of A and B in the  -space, ( )0,O x ct¢ = = , while xD  is the loca-
tion difference of the same events, A and B, in the  -space, x xh ¢D = D .  
 
 
Figure 3. The  -space distance xD  between A and B in the function of x ¢D , at 
0.25, 0.5, 0.75, 0.9b = , ( )0,O x ct¢ = = . At 0b = , x x ¢D = D .  
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Let ( )0, 0
ec ecec O O
O x ct= = =  refer to an  -space event coordinator in the origin of M  of the 
 -space, which is causally connected with A via a lightline 1L  and also causally connected with 
B via lightline 2L  in the  -space. Practically, ecO  sends a flag via 1L  toward A, and a flag via 
2L  to B, respectively. When Alice receives the flag, she reveals her system A; and when Bob 
receives it, he reveals his system B.  
In the  -space, the time information of all events vanishes; therefore,  
0
ecO A B
t t t¢ ¢ ¢= = = .                                             (80) 
Thus,   
( ) { }0, 0 0,
ec ecec O O
O x ct O x ct¢ ¢ ¢ ¢= = = = = = ,                       (81) 
and  
( ), 0A AA x t¢ ¢= = Î ,                                         (82) 
( ), 0B BB x t¢ ¢= = Î .                                         (83) 
Specifically, since the  -space event coordinator ecO ¢  is in the origin of M ¢ , ecO ¢  is causally 
not connected with A and B, and there are no existing flags between O ¢  and A  and B . Conse-
quently, in the  -space, ecO ¢  cannot coordinate the events; therefore, A and B are happening 
simultaneously at 0A Bt t¢ ¢= = . 
The data transformation between the  -space and the  -space is summarized in Fig. 4. The 
transformation parameter between frames of   and   is ( )21 1h b= - , where 0 1b£ <  
is the strength coefficient of the  -space. The  -space has no interpretable background 
time; 0
ecO A B
t t t¢ ¢ ¢= = = . The axes are scaled via ( ) ( )2 21 1g b b= + - , scale scalel lg=  , 
( ) ( )0, 0 0,
ec ecec O O
O x ct O x ct¢ ¢ ¢ ¢= = = = = = . 
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Figure 4. Data representation transformation between the causally-unbiased  -space (M ¢ ) 
with strength coefficient b , 0 1b£ < , and the causally-biased  -space (M ) with reference 
strength 0b = . Alice and Bob own their local correlated systems A and B. The  -space pro-
vides a reference frame with axes x  and ct . In the  -space, events A and B are defined by 
elementary regions Ax  and Bx , and the events are happening at time At  and Bt , A Bt t< . An 
event coordinator, ( )0, 0
ec ecec O O
O x ct= = = , sends flags (light beams) to Alice (A) and Bob 
(B). When a given party receives the flag, she or he reveals her or his correlated local system. 
Event A  is causally connected with ecO  via flag 1L , and event B  is causally connected with O  
via flag 2L . In the  -space, all time bias vanishes, 0ecO A Bt t t¢ ¢ ¢= = = , 
( ) ( )0, 0 0,
ec ecec O O
O x ct O x ct¢ ¢ ¢ ¢= = = = = = , ( ), 0AA x ¢= , ( ), 0AB x ¢= . The events in the 
 -space are causally not connected with the event coordinator ecO ¢ ; thus, there is no exists 
flag (light beam) that connects them. At a given b , ( )tanb q= , 0 45q£ <  , the  -space 
elementary regions of A and B are A Ax x h¢ = , B Bx x h¢ = , where ( )21 1h b= - . The axes 
are scaled via scale scalel lg=  , ( ) ( )2 21 1g b b= + - . 
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The entropy function for the h -transformed  -space is derived as follows. Let ,ip h  refer to 
the probability with the h -transformed A Ax xh ¢ = , B Bx xh ¢ =  elementary regions. Then, the 
,
ip
h  probability of an outcome iBY ¢  of event B with respect to measurement BF ¢  and event A 
is evaluated as 
( ) ( ), ,, , , ,Pr , ,ii B A A Bp B Y Y F Fh h h h h¢ ¢ ¢ ¢= ,                                    (84) 
where 
( )
( )
,
,
,
, ,
, , ,
A A
x xA A
A A
x xA A
A A x x
y
A x x
y
F x y
x y
h h
h h h
j
j
h j
j
¢ ¢
¢ ¢
"
"
¢ ¢=
=

                                       (85) 
( )
( )
, , ,
, , ,
A A
xA
A A
xA
A A x x
y
A x x
y
Y x y
x y
h
h h hh j
j
¢
¢ ¢
"
"
¢ ¢=
=

                                          (86) 
and 
( )
( )
,
,
,
, ,
, , ,
B B
x xB B
B B
x xB B
B B x x
y
B x x
y
F x y
x y
h h
h h h
j
j
h j
j
¢ ¢
¢ ¢
"
"
¢ ¢=
=

                                      (87) 
( )
( )
, , ,
, , .
B B
xB
B B
xB
i
B B x x
y
B x x
y
Y x y
x y
h
h h hh j
j
¢
¢
¢ ¢
"
"
¢=
=

                                         (88) 
Particularly, ( ),ip Bh  can be expressed via ( )ip B  of   using the h -transformed Ax ¢  and Bx ¢  
of  . This connection allows us to construct the ( ),gf h ⋅  correlation measure functions of the 
 -space with h -transformed arguments, leading to identical mathematical structures as the 
( ):gf A B   -space correlation measure functions; thus without loss of generality, 
( ) ( ),i ip ph ⋅ = ⋅  .                                             (89) 
Too see it, let ( )gf ⋅  identify the entropy function, ( ) ( )gf H⋅ = ⋅ . Then let ( )H ⋅ , ( ),H h ⋅  
refer to the  -space function and the  -space entropy function with h -transformed argu-
ments, respectively.  
Let ( )H B  be the entropy of B relative to A, A Bt t<  in  , as  
( ) 2logi i
i
H B p p= -å   ,                                      (90) 
where ip
  is given in (67); thus, 
( ) ( ) ( )2Pr , , log Pr , ,i iB A A B B A A B
i
H B Y Y F F Y Y F F= -å                     (91) 
 18
and 
( ), , ,2logi i
i
H B p ph h h= -å   ,                                  (92) 
while ,ip
h  is given in (84).  
Without loss of generality, ( ),H Bh  is evaluated as 
( ) ( ) ( )
( ) ( )
( ) ( )
, , ,
, , , , 2 , , , ,
, ,
Pr , , log Pr , ,
, , , , ,
Pr
, , , , ,
B B A A
x xB A
A A B B
x x B xA A B
i i
B A A B B A A B
i
B x x A x x
y y
A x x B x x
y x y
H B Y Y F F Y Y F F
x y x y
x y x y
h h
h h h
h
h h h h h h h h
h h h h
h h h h
j jh
h j h j
h j h j
¢ ¢
¢ ¢ ¢
¢ ¢
¢ ¢ ¢ ¢
" "
¢ ¢ ¢ ¢
¢" "
¢ ¢ ¢ ¢ ¢ ¢= -
æ ö÷ç ÷ç ¢ ¢ ÷ç ÷ç ÷ç ÷= - ç ÷÷çç ¢ ¢ççççè ø
å
 
 

( ) ( )
( ) ( )
( ) ( )
( )
2
, ,
,
, , , , ,
log Pr
, , , , ,
, , , , ,
Pr
, , ,
B B A A
x xB A
A A B B
x x x xA A B B
B B A A
B A
A A
A A
i
B x x A x x
y y
A x x B x x
y y
B x x A x x
y y
A x x
y
x y x y
x y x y
x y x y
x y
h h
h h h h
h h h h
h h h h
j j
j
h j h j
h j h j
j j
j
¢ ¢
¢ ¢ ¢ ¢
¢ ¢ ¢ ¢
" "
¢ ¢ ¢ ¢
" "
" "
"
÷÷÷÷÷
æ ö÷ç ÷ç ¢ ¢ ÷ç ÷ç ÷ç ÷⋅ ç ÷÷ç ÷ç ÷¢ ¢ç ÷ç ÷ç ÷çè ø
= -
å
 
 
 
 ( )
( ) ( )
( ) ( )
( ) ( )
( )
,
2
, ,
2
, ,
, , , , ,
log Pr
, , , , ,
Pr , , log Pr , ,
.
B B
B B
B B A A
B A
A A B B
A A B B
i
B x x
y
B x x A x x
y y
A x x B x x
y y
i i
B A A B B A A B
i
x y
x y x y
x y x y
Y Y F F Y Y F F
H B
j
j j
j
j j
j j
"
" "
" "
æ ö÷ç ÷ç ÷ç ÷ç ÷ç ÷ç ÷÷ç ÷ç ÷ç ÷ç ÷è ø
æ ö÷ç ÷ç ÷ç ÷ç ÷ç ÷⋅ ç ÷÷ç ÷ç ÷ç ÷ç ÷è ø
= -
=
å
å

 
 
         (93) 
In particular, function ( ),H Bh , with the h -transformed Ax ¢  and Bx ¢  arguments of the  -
space is defined by same mathematical background as ( )H B  with inputs Ax  and Bx  from the 
 -space. As a corollary, the entropy calculations in the  -space can be performed via the 
mathematical properties of ( )H ⋅  of the  -space.  
Since for g" , ip  is a fundament of the ( )gf ⋅  correlation measure of the  -space, it follows 
that 
( ) ( ),g gf fh ⋅ = ⋅  , for g" .                                      (94) 
■ 
 
3.3   Extension of Composite Regions 
Lemma 1. The h -transformation extends the sets of elementary regions.  
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Proof. 
Let C ¢ Î   be a composite region in  , and let CR ¢  be the union of all sets of xR ¢  meas-
urement information for the Cx ¢¢ Î   elementary regions and 
C
C x
x
R R
¢
¢ ¢
¢Î
= 

.                                             (95) 
Let C Î   be a composite region in  , while xR  refers to the measurement information for 
the elementary region Cx Î  ; then  
C
C x
x
R R
Î
= 

.                                              (96) 
Then let V ¢  for the  -space be defined as 
x
x
V R ¢
¢"
¢ =  ,                                               (97) 
and let V  for the  -space be defined as 
x
x
V R
"
=  .                                                (98) 
For any nonzero h , x xh ¢D = D , the composite region C ¢  is extended onto C ; thus, 
C CR R¢ ¹ .                                                (99) 
Let xF ¢  refer to a procedure in a region Cx ¢¢ Î  ,  
C
C x
x
F F
¢
¢ ¢
¢Î
= 

.                                            (100) 
For any nonzero h , the functions are reevaluated for C  as 
C
C x
x
F F h
h
¢
¢ Î
= 

.                                          (101) 
Let xY ¢  refer to the outcome set for a region Cx ¢¢ Î  ,  
C
C x
x
Y Y
¢
¢ ¢
¢Î
= 

;                                           (102) 
then, for any nonzero h , the CY  set for Cx Î   is 
C
C x
x
Y Y
h ¢Î
= 

.                                            (103) 
Recall that for the composite region C ¢ , 
C C CY F R¢ ¢ ¢Í Í Î ,                                     (104) 
and for the extended composite region C ,  
C C CY F RÍ Í Î  .                                     (105) 
Specifically, putting the pieces together, the corresponding relations of the sets are as 
,C CR R ¢Ê                                               (106) 
and 
,
.
C C
C C
F F
Y Y
¢
¢
Ê
Ê                                                (107) 
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Particularly, for any nonzero h , the relation of the sets of the  -space and  -space is as 
     C C C C C CY Y F F R R¢ ¢ ¢Í Í Í Í Í .                                  (108) 
The CR ¢ Î  with C ¢ , at any nonzero h , leads to CR Î  , with the exposed composite re-
gion C , as illustrated in Fig. 5.  
 
CRCR ¢
V ¢
 
V  
Figure 5. The result of the elementary region transformation. The region CR ¢  of the  -space 
is transformed into the region CR  in the  -space via a nonzero h .  
■ 
 
4  Correlation Measure Functions 
Theorem 2. The ( ),gf h ⋅  functions determine the correlations in the  -space through the 
causally-biased functions of the  -space for g" .  
 
Proof. 
Let A and B, { }: ,A AA F Y¢ ¢ Î , { }: , iB BB F Y ¢¢ Î , with  -space relation A Bt t< , and 
 -space relation 0A Bt t¢ ¢= = , refer to the input and output of an AB  noisy process in the 
 -space, respectively.  
Based on Theorem 1, the correlation measures are evaluated as follows.   
Let corresponding probabilities of the h -transformed  -space be referred as 
( ) ( ),, , , , ,Pr , ,jj A B B Ap A Y Y F Fh h h h h¢ ¢ ¢ ¢= ,                                 (109) 
( ) ( ), ,, , , ,Pr , ,ii B A A Bp B Y Y F Fh h h h h¢ ¢ ¢ ¢= ,                                 (110) 
and 
( ) ( ),, ,, , , , , , ,, Pr , , , ,i ji j A B A B A Bp A B Y Y Y Y F Fh h h h h h h¢ ¢ ¢ ¢ ¢ ¢= .                       (111) 
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In particular, using (109), (110), and (111), the ( ), :I A Bh  mutual information between the 
h -transformed arguments of A and B is expressed via entropy ( ),H Bh , and the conditional 
entropy ( ),H B Ah  as 
( ) ( ) ( )
( ) ( ) ( ) ( )( )
( ) ( )
( )
,
,
,
, , ,
, , ,
2 , 2 ,
,
,,
, , , , 2 , , , ,
, ,
, , , , , ,
,
:
log , log
Pr , , log Pr , ,
Pr , , , ,
i
i j
p A
i i i j p A B
i i j
ji
B A A B A B B A
i
i j
A B A B A B
i j
I A B H B H B A
p B p B p A B
Y Y F F Y Y F F
Y Y Y Y F F
h
h
h h h
h h h
h h h h h h h h
h h h h h h
¢¢
¢ ¢
= -
æ ö÷ç ÷ç= - - ÷ç ÷÷çè ø
¢ ¢ ¢ ¢ ¢ ¢= -
¢ ¢ ¢ ¢-
å å
å


  
  
( )
( )
,
, , , ,
, ,
, , , , , ,
Pr , ,
2 Pr , , , ,
log .
j
A B B A
i j
A B A B A B
Y Y F F
Y Y Y Y F F
h h h h
h h h h h h
¢
¢ ¢
¢ ¢ ¢
¢ ¢ ¢ ¢
æ ö÷ç ÷ç ÷ç ÷÷çè øå
     (112) 
The ( ), :A Bhc  Holevo quantity with the h -transformed arguments of A and B is evaluated 
via (109), (110), and (111) as 
( ) ( )( ), , , , ,: ,AB i i i AB i
i i
A B p ph h h h hc r ræ æ öö÷÷ç ç ÷÷= -ç ç ÷÷ç ç ÷÷ç çè è øøå å     S S           (113) 
where ,i
hr  is as 
1
,,
0
,
n
i k k k
k
p x xhhr
-
=
= å                                       (114) 
and ( )⋅S  is the quantum entropy expressed for a density matrix r  as 
( ) ( )( )logTrr r r= -S .                                       (115) 
The ( ), :cohI A Bh  coherent information is expressed via ( ),H h ⋅  as 
( ) ( )
( ) ( )( )
( ) ( )( )
,
,
,
,
, , , ,
, ,
, , , , , ,
, ,
,
, 2 ,
,
Pr , ,, ,
, , , , , , 2 Pr , , , ,
,
:
, log
Pr , , , , log
j
i j
i
B A A B
i j
A B A B A B
coh
p B
i j p A B
i j
Y Y F Fi j
A B A B A B Y Y Y Y F F
i j
I A B H A B
p A B
Y Y Y Y F F
h
h
h h h h
h h h h h h
h h
h
h h h h h h
¢
¢ ¢
¢ ¢ ¢¢ ¢
¢ ¢ ¢ ¢
= -
æ ö÷ç ÷ç= - ÷ç ÷÷çè ø
æ ö÷ç ÷¢ ¢ ¢ ¢ç= - ÷ç ÷çè ø
å
å


 

.÷
  (116) 
Particularly, from the derivation of the correlation measure quantities ( ),I h ⋅ , ( ),hc ⋅ , 
( ),cohI h ⋅  of the  -space, it follows that  
( ) ( ), : :I A B I A Bh =  ,                                     (117) 
( ) ( ), : :A B A Bhc c=  ,                                     (118) 
and 
( ) ( ), : :coh cohI A B I A Bh =  ,                                    (119) 
where ( )I ⋅ , ( )c ⋅ , ( )cohI ⋅  stand for the  -space mutual information, Holevo information and 
coherent information, respectively. 
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Let ( ), ABC h   refer to the classical capacity of AB  with the h -transformed arguments of 
the  -space, the ( ), ABC h   Holevo capacity of AB  with the h -transformed arguments of 
the  -space, the ( ), ABP h   private classical capacity of AB  with the h -transformed 
arguments of the  -space, and the ( ), ABQ h   quantum capacity of AB  with the h -
transformed arguments of the  -space, respectively.  
Without loss of generality, from (117), (118), and (119), it follows that the capacity measures of 
AB  in the  -space are evaluated via the  -space functions as  
( ) ( ), ,AB ABC Ch =                                        (120) 
  ( ) ( ), ,AB ABC Ch =                                          (121) 
( ) ( ), ,AB ABP Ph =                                         (122) 
( ) ( ), ,AB ABQ Qh =                                         (123) 
where ( ),ABC    ( ),ABC    ( ),ABP   ( )ABQ   refer to the capacities of AB  in the 
 -space.  
Specifically, the results can be extended to arbitrary correlation measure functions via ( ),p h ⋅ , 
the relation ( ) ( ),g gf fh ⋅ = ⋅  , for g" , from (94) is straightforwardly follows. 
■ 
  
5  Conclusions 
In the quantum gravity space, the causal structure is dynamic and all time information vanishes, 
which makes it no possible to utilize the causally-biased correlation measure functions. Since the 
correction of the causally-unbiased entropy function has led to an obscure mathematical struc-
ture, we introduced a data representation correction, which makes it possible to apply the caus-
ally-biased functions in a causally-unbiased structure. The equivalence transformation uses a 
correction in the data representation of the causally-unbiased quantum gravity space, which has 
a consequence that all mathematical properties of the causally-biased entropy function are pre-
served in the causally-unbiased space. The proposed transformation allows us to calculate corre-
lations in the quantum gravity space with the stable mathematical background and apparatus of 
the causally-biased correlation measure functions. We demonstrated the results through the 
causally-unbiased probability, entropy and correlation measure functions.  
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Supplemental Information 
 
S.1  Notations 
The notations of the manuscript are summarized in Table S.1. 
 
Table S.1. The summary of the notations.  
Notation Description 
  Quantum gravity (causally-unbiased) space-time 
structure. 
  Standard (causally-biased) space-time structure. 
  Measurement. 
d  
Data, ( ), ,x xd x yj= , where x  is a space-time co-
ordination (elementary region of the space), xj  
refers to the information pertinent to a choice of 
measurement  , while xy  denotes the outcome of 
 .    
x  An elementary region in a space. 
xj  An information pertinent to a choice of measure-ment  , for an elementary region x  of a space. 
xy  
Outcome of measurement  , for an elementary 
region x  of a space. 
x ¢  An elementary region in the  -space. 
Ax  Reference region in the  -space. 
Bx  
Region of interest, region of the  -space with re-
spect to the reference region A. 
Ax ¢  Reference region in the  -space. 
Bx ¢  
Region of interest, region of the  -space with 
respect to the reference region A. 
xR  
Measurement information for elementary region x  
in the  -space. 
C  Composite region, a set of i  elementary regions in the  -space. 
CR  
Measurement information for the elementary re-
gions of composite region C  in the  -space,  
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C
C x
x
R R
Î
= 

. 
V  
Set of all possible CR  measurement information 
from all elementary regions x  in the  -space,  
x
x
V R
"
=  , 
where xR  is the measurement information for an 
elementary region x .  
xF  
A procedure in region x  for the  -space, which 
identifies the set of all distinct choices of ,x xyj  for 
the elementary region x  as  
( )
,
, ,
x x
x x x
y
F x y
j
j
"
=  . 
CF  
A procedure for composite region C  in the  -
space, 
C
C x
x
F F
Î
= 

. 
xY  
Outcome set for a region x  in the  -space, identi-
fies the set of all distinct outcomes of a measure-
ment   for x , evaluated as  
( ), ,
x
x x x
y
Y x yj
"
=  , 
where x x xY F RÍ Í .                                   
CY  
Outcome set for a composite region C  in the  -
space, evaluated as 
C
C x
x
Y Y
Î
= 

, 
where C C CY F RÍ Í . 
xR ¢  
Measurement information for elementary region x ¢  
in the  -space. 
C ¢  Composite region, a set of i  elementary regions in the  -space. 
CR ¢  
Measurement information for the elementary re-
gions of composite region C ¢  in the  -space,  
C
C x
x
R R
¢
¢ ¢
¢Î
= 

. 
V ¢  Set of all possible CR ¢  measurement information 
from all elementary regions x ¢  in the  -space,  
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x
x
V R ¢
¢"
¢ =  , 
where xR ¢  is the measurement information for an 
elementary region x ¢ .  
xF ¢  
A procedure in region x ¢  for the  -space, which 
identifies the set of all distinct choices of ,x xyj ¢ ¢  for 
the elementary region x ¢  as  
( )
,
, ,
x x
x x x
y
F x y
j
j
¢ ¢
¢ ¢ ¢
"
¢=  . 
CF ¢  
A procedure for composite region C ¢  in the  -
space, 
C
C x
x
F F
¢
¢ ¢
¢Î
= 

. 
xY ¢  
Outcome set for a region x ¢  in the  -space, iden-
tifies the set of all distinct outcomes of a measure-
ment   for x ¢ , evaluated as  
( ), ,
x
x x x
y
Y x yj
¢
¢ ¢ ¢
"
¢=  , 
where x x xY F R¢ ¢ ¢Í Í .                                   
CY ¢  
Outcome set for a composite region C ¢  in the  -
space, evaluated as 
C
C x
x
Y Y
¢
¢ ¢
¢Î
= 

, 
where C C CY F R¢ ¢ ¢Í Í . 
E  
Event, identified via an measurement-procedure 
pair 
{ }
( ) ( )
,
: ,
, , , , , .
x x x
x x
x x x x
y y
E F Y
x y x y
j
j j
" "
ì üï ïï ï= í ýï ïï ïï ïî þ
   
A  
Reference event, defined by the reference elemen-
tary region Ax  via the outcome-measurement pair 
,A AF Y ,  
{ }: ,A AA F Y . 
B  
Event of interest, defined via the region of interest 
Bx  as  
{ }: , iB BB F Y , 
where iBY  denotes a set of outcomes corresponding 
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to BF . 
( )H ⋅   -space entropy function. 
( )H ⋅   -space entropy function. 
( )ip ⋅  
 -space probability function, 
( ) ( )Pr ,ii B B Ap B Y F D= , 
where AD  refers to sufficient data from the past 
space-time region A Î  . 
ip
  
 -space probability function, 
( ) ( )Pr , ,ii B A A Bp B Y Y F F= . 
M   Minkowski diagram. 
( ),E EE x ct=  
Event on the Minkowski diagram, x  identifies the 
location information of events, the ct -axis charac-
terizes the time information multiplied by c. 
c 
Constant, refers to the speed of light in the  -
space (e.g., speed of information propagation in the 
 -space). 
2s  
Lorentz parameter, 2 2 2 2,s c t r= -   where 
2 2 2 2,r x y z= + + where , , ,x y z t  the coordinates 
of the four-dimensional standard space-time  . 
1 2
2
E E
s  ( )1 2 1 21 2
22 2
E E E EE E
s c t t r r= - - -  , for events 
( )
1 11
,E EE r ct=
 , and ( )
2 22
, .E EE r ct=
  
k  
Scaling parameter,  
( )21 1 ck æ ö÷ç= - W ÷ç ÷è ø , 
where ( )1 2
1 2
E E
E E
c t t
x x
c
-
-W = , where ( )1 11 ,E EE x t= , and 
( )
2 22
, .E EE x t=  
¶  
Gradient between two events on the Minkowski 
diagram, x
ct
D
D¶ = .  
L  Lightpulse, flag.  
A , B  
Correlated local systems of two parties, Alice and 
Bob. 
ecO  
Event coordinator entity in the  -space, fixed onto 
the origin, 
{ }0, 0
ec ecec O O
O x ct= = = . 
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ecO ¢  
Event coordinator entity in the  -space, fixed 
onto the origin, 
{ }0, 0
ec ecec O O
O x ct¢ ¢ ¢= = = . 
  
Quantum gravity function, constitutes a program 
 , as ( ), ix n = , where x  is an elementary re-
gion of the  -space, n  labels the corresponding 
flag beam, while i  refers to the input such that for 
i 1=  a light pulse is emitted. 
x  
An elementary region in the  -space, evaluated via  
x xh ¢= , where x ¢  is an elementary region in the 
 -space, ( )21 1h b= - , where b , 0 1b£ <  
is the strength of the  -space relative to the  -
space strength 0b = . 
b  Strength of the  -space relative to the  -space 
strength 0b = . 
b  Strength parameter of the  -space, 0b = . 
h  
Conversion parameter between the elementary re-
gions of the  -space and  -space, 
( )21 1h b= - . 
q  
Difference of the axes { },x x ¢ , { },ct ct ¢  of the  -
space, and  -space, 0 45q£ <  , ( )tanb q= . 
scalel
  
Unit scale of the axes of { },x ct¢ ¢  of the  -space, 
scale scalel lg=  , 
where g  is the scaling parameter evaluated as 
2
2
1
1
b
bg
+
-= , 
and scalel
  is the unit scale of the axes of { },x ct  of 
the  -space.      
{ }: ,A AA F Y  
Measurement/outcome pair of Alice in the  -space, 
( )
,
, ,
A A
A A
A A x x
y
F x y
j
j
"
=  ,                   
( ), ,
A A
A
A A x x
y
Y x yj
"
=  . 
{ }: , iB BB F Y  
Measurement/outcome pair of Bob in the  -space, 
( )
,
, ,
B B
B B
B B x x
y
F x y
j
j
"
=  ,                   
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( ), ,
B B
B
i
B B x x
y
Y x yj
"
=  . 
tD  
The time difference of events A and B in the  -
space, evaluated as 
x
t
c
hb ¢DD = , 
where  
( )
1
1 .
B A
B A
x x
x x
x x
h
h
¢D = D
¢ ¢= -
= -
 
1L  Flag, causally connects A  and ecO  in the  -space. 
2L  Flag, causally connects B  and ecO  in the  -space. 
,
ip
h  
Probability function evaluated via the h -
transformed  -space elementary regions,  
A Ax xh ¢ = , B Bx xh ¢ = ,  
( ) ( ), ,, , , ,Pr , ,ii B A A Bp B Y Y F Fh h h h h¢ ¢ ¢ ¢= . 
( ),gf h ⋅  
Correlation measure functions of the  -space, 
with h -transformed  -space elementary regions, 
where g identifies the correlation type. 
( )gf ⋅  Correlation measure functions of the  -space, where g identifies the correlation type. 
g Correlation type index. 
( ),H h ⋅  The  -space entropy function with h -
transformed arguments. 
V  
Set of all xR ,  
x
x
V R
"
=  . 
C ¢  A composite region in the  - space. 
C Î   A composite region in the  -space. 
( ),I h ⋅  Mutual information with h -transformed arguments 
of the  - space. 
( ),hc ⋅  Holevo quantity with the h -transformed arguments 
of the  - space. 
( ),cohI h ⋅  Coherent information with the h -transformed ar-guments of the  - space. 
( ),ABC    Classical capacity of quantum channel AB  in the  -space. 
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( ),ABC    Holevo capacity of quantum channel AB  in the  -space. 
( ),ABP   Private classical capacity of quantum channel AB  in the  -space. 
( )ABQ   Quantum capacity of quantum channel AB  in the  -space. 
( ), ABC h   Classical capacity of AB  in the h -transformed  -space. 
( ), ABC h   Holevo capacity of AB  in the h -transformed  -space. 
( ), ABP h   Private classical capacity of AB  in the h -transformed  -space. 
( ), ABQ h   Quantum capacity of AB  in the h -transformed  -space. 
 
 
S.2  Abbreviations 
QG     Quantum Gravity 
GR   General Relativity 
QM   Quantum Mechanics 
QGIP   Quantum Gravity Information Processing 
S-space  Standard space-time with causally-biased structure 
QG-space  Quantum gravity space with nonfixed causal structure
  
 
 
