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a b s t r a c t
The zero-divisor graph of a commutative ring R is the graph whose vertices consist of the
nonzero zero-divisors of R such that distinct vertices x and y are adjacent if and only if xy =
0. In this paper, a decomposition theorem is provided to describe weakly central-vertex
complete graphs of radius 1. This characterization is then applied to the class of zero-divisor
graphs of commutative rings. For finite commutative rings whose zero-divisor graphs are
not isomorphic to that of Z4[X]/(X2), it is shown that weak central-vertex completeness is
equivalent to the annihilator condition. Furthermore, a schema for describing zero-divisor
graphs of radius 1 is provided.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let R be a commutative ring with 1 6= 0, and define Z(R) = {x ∈ R | xy = 0 for some 0 6= y ∈ R} to be the set
of zero-divisors of R. The zero-divisor graph of R is the (undirected) graph 0(R) whose vertices consist of the nonzero zero-
divisors of R such that distinct vertices x and y are adjacent if and only if xy = 0. In particular, zero-divisor graphs are simple
(i.e., without loops or multiple edges). The idea of a zero-divisor graph was introduced in [1], where the author was mainly
interested in colorings. The interplay between ring-theoretic and graph-theoretic properties was studied in [2], and this
approach has since become increasingly popular.
The fields of graph theory and ring theory both benefit from the study of zero-divisor graphs. For example, knowledge of
algebraic structure of rings can innovate new ideas for studying graphs. Similarly, after translating algebraic properties of
rings into graph-theoretic language, difficult problems in ring theory might be more easily solved by using techniques from
graph theory. Motivated by questions about rings, purely graph-theoretic results are established in this paper, and are then
applied to the class of zero-divisor graphs. The upshot is a graph-theoretic characterization (in terms of neighborhoods) of
a certain ring-theoretic property, as well as some perspective on zero-divisor graphs of radius 1 (e.g., zero-divisor graphs
of local artinian rings). As an application, a ring-theoretic problem that seems rather unmanageable when restricted to
methods from ring theory is solved using a straightforward graph-theoretic argument (see Theorem 4.10).
There are several investigations involving properties held by neighborhoods of vertices in zero-divisor graphs. For
example, ringswith complemented zero-divisor graphs (that is, for every vertex v in0(R) there exists a vertexw adjacent to
v such that no vertex of0(R) is adjacent to both v andw) are described in [3, Corollary 3.10 and Theorem 3.14]. Rings having
zero-divisor graphs comprised of vertices with unique complements have also been classified, and it is known which zero-
divisor graphs have the property that every vertex is either an end or is adjacent to an end ([4, Theorem 2.5 and Theorem
4.3]). A description of rings whose zero-divisor graphs are uniquely determined by neighborhoods (that is, distinct vertices
have distinct neighborhoods) is provided in [5, Theorem 2.5]. The following investigation is focused on the existence of
vertices having some prescribed neighborhood.
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Let 0 be a simple (undirected) graph with vertex set V(0). Recall that the neighborhood of a vertex v is the set
N(v) = {w ∈ V(0) | w is adjacent to v}. Given any nonempty subset V ⊆ V(0), let N(V ) denote the set of all vertices that
are adjacent to every element of V , i.e., N(V ) = ∩v∈V N(v). If V = {v1, . . . , vn}, then we will write N(V ) = N(v1, . . . , vn).
Given any nonempty subsets V ,W ⊆ V(0), it is straightforward to check that W ⊆ N(V ) if and only if V ⊆ N(W ).
Extending to all subsets of V(0), it is natural to adopt the convention N(∅) = V(0).
A vertex v ∈ V(0) is central to a subset V ⊆ V(0) whenever v ∈ N(V ). Suppose that P is a set of subsets of V(0).
Then 0 is called central-vertex complete on P if for all ∅ 6= V ∈ P such that N(V ) 6= ∅, there exists a v ∈ V(0) such that
N(v) = N(V ). If 0 is central-vertex complete on the set of all subsets of V(0), then it is said to be central-vertex complete.
Central-vertex completeness was studied in [4,6] (the definition is slightly different, but is shown to be equivalent in
[7, Theorem 3.3]) as an invariant of zero-divisor graphs of complete rings of quotientswithout nonzero nilpotents.
Let R be a commutative ring. Given any nonempty subset S ⊆ R, define ann(S) = {r ∈ R | rs = 0 for all s ∈ S}. If
S = {s1, . . . , sn}, then we will write ann(S) = ann(s1, . . . , sn). Similar to the equality N(∅) = V(0), it is natural to declare
ann(∅) = R. As in [8], we will say that R has the annihilator condition, or (a.c.), if for every finite subset S ⊆ R there exists an
r ∈ R such that ann(r) = ann(S). It is a routine exercise to show that any ring Rwithout nonzero nilpotents has (a.c.) if and
only if 0(R) is central-vertex complete on the set of all finite subsets ofV(0(R)). However, if R has nonzero nilpotents, then
Rmay have (a.c.) even if 0(R) is not central-vertex complete on the set of all finite subsets of V(0(R)) (e.g., let R = Z25). It
is the search for a graph invariant that is more generally reflected by the annihilator condition which motivates the main
topic in this paper.
A simple graph 0 is weakly central-vertex complete, or w.c.v.-complete, if for all ∅ 6= V ⊆ V(0) such that N(V ) 6= ∅,
there exists a v ∈ V(0) such that N(v) \ V = N(V ) \ {v}. Note that the empty graph and the graph consisting of a single
vertex are trivially w.c.v.-complete. More generally, it is straightforward to check that complete graphs are w.c.v.-complete.
Given any simple graph, it is clear that the equality N(v) \ V = N(V ) \ {v} holds whenever N(v) = N(V ). Therefore, every
central-vertex complete graph is w.c.v.-complete. The converse is false (e.g., consider any complete graph on at least three
vertices).
In Section 2, w.c.v.-complete graphs of radius 1 are characterized (see Theorem 2.6). This is accomplished by examining
the connected components of the subgraph of0 induced byV(0)\C, where a vertex belongs toC if and only if it is adjacent
to every vertex of 0 besides itself. Incomplete graphs of radius 1 that are w.c.v.-complete are described as having at least
two such components, all of which are w.c.v.-complete, and such that either there exists a component having precisely
one vertex, or at most one component has more than two vertices and every component has radius 1. In Section 3, the
investigation is specialized to zero-divisor graphs of radius 1. It is observed that the connected components of the subgraph
induced byV(0(R))\C having at least two vertices are unions of cosets of ann(Z(R)) (see Proposition 3.2). The implications
of this result are used in conjunction with the findings of Section 2 to deduce that0(Z4[X]/(X2)) is the only w.c.v.-complete
zero-divisor graph of radius 1 such that every connected component of the subgraph induced byV(0(R))\C has more than
one vertex (see Corollary 3.7). In Section 4, it is shown that any ring whose zero-divisor graph is w.c.v.-complete of radius 1
and not isomorphic to 0(Z4[X]/(X2))will necessarily have (a.c.) (see Corollary 4.4). The fact that finite rings are direct sums
of local rings is then used to show that any finite ring has (a.c.) if and only if its zero-divisor graph is w.c.v.-complete and
not isomorphic to 0(Z4[X]/(X2)). In conclusion, the main results of this paper are applied to a ring having sixty-four zero-
divisors. A lucid representation of its zero-divisor graph is constructed in Example 4.9, and a purely geometric argument is
provided in Theorem 4.10 to show that the given ring has (a.c.).
Throughout, all ringswill be commutative ringswith nonzero identity, Rwill always be such a ring, and0will be a simple
(undirected) graph. If V ⊆ V(0), then (abusing notation) the subgraph of 0 induced by V will be denoted by 0(V ). If the set
of vertices of a graph 0 can be partitioned into a pair of nonempty disjoint sets A and B such that two vertices are adjacent
if and only if one belongs to A and the other belongs to B, then 0 is called complete bipartite. In this case, we will write
0 ' K |A|,|B|. Any complete graph on n vertices will be denoted by K n. Any ring having a unique maximal ideal is called local.
The rings of rational numbers, integers, and integers modulo n will be denoted by Q, Z, and Zn, respectively, and N will be
the set of natural numbers.
2. The underlying graph theory
The main result of this section is Theorem 2.6, which characterizes w.c.v.-complete graphs of radius 1. Propositions 2.3
and 2.5 establishes the necessity of the distinguishing features of these graphs. The following definitions illuminate the
composition of graphs having radius 1.
A path from p1 to pk is any (ordered) set {p1, . . . , pk} of distinct vertices such that pi is adjacent to pi+1 for each
i ∈ {1, . . . , k − 1} (we shall permit the path consisting of a single vertex). A graph is called connected if any two of its
vertices constitute the first and last elements of some path. Define the set C(0) = {v ∈ V(0) | v ∈ N(V(0) \ {v})}. If 0
has at least two vertices and C(0) 6= ∅, then we say that 0 has radius 1. Clearly every graph having radius 1 is connected. If
0 has radius 1, then the set C(0) is called the center of 0. When there is no risk of confusion, the center of a graph of radius
1 will be denoted by C.
If v ∈ V(0) \ C, then define Gv = {w ∈ V(0)| there exists a path P ⊆ V(0) from v to w such that P ∩ C = ∅}. It is
straightforward to check that the relation∼ defined on V(0) \ C by v ∼ w if and only ifw ∈ Gv is an equivalence relation.
In particular,w ∈ Gv if and only if Gw = Gv .
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Define the set G(0) = {Gv | v ∈ V(0) \ C}. Observe that {0(G) | G ∈ G(0)} is the set of connected components of the
subgraph induced byV(0)\C.When there is no risk of confusion,G(0)will be denoted byG. Note thatV(0) = (∪G∈G G)∪C.
Also, |G| = 0 if and only if 0 is a complete graph. Furthermore, if v ∈ V(0) \ C then C ⊆ N(v) ⊆ Gv ∪ C. In particular, if
v ∈ V(0) \ C and V ⊆ G for some G ∈ G \ {Gv}, then(
N(v) \ V ) ∩ G = N(v) ∩ G = ∅ = N(V ) ∩ Gv = (N(V ) \ {v}) ∩ Gv.
These facts are used freely throughout the rest of this paper.
Suppose that 0 is a graph of radius 1 and V ⊆ G for some G ∈ G. If N(V ) ∩ G = ∅ and N(v) \ V = N(V ) \ {v} for some
v ∈ V(0), then it must be the case that N(v) ∩ G ⊆ V . The following three results are motivated by this observation and
the desire to characterize 0(G)when 0 is w.c.v.-complete.
Lemma 2.1. Suppose that 0 is a nonempty simple connected graph such that for all V ⊆ V(0) with N(V ) = ∅, there exists a
v ∈ V(0) such that N(v) ⊆ V . If x, y ∈ V(0) are vertices such that N(x, y) = ∅, then z ∈ N(V(0) \ {z}) for some z ∈ {x, y}.
Proof. The result holds when 0 consists of a single vertex (indeed, N(∅) = V(0)). Suppose that |V(0)| ≥ 2. Since 0 is
connected, N(v) 6= ∅ for all v ∈ V(0). Therefore, suppose that x 6= y and N(x, y) = ∅. Choose an e1 ∈ V(0) such that
N(e1) ⊆ {x, y}. Note that N(e1) 6= {x, y} since N(x, y) = ∅. Therefore, either N(e1) = {x} or N(e1) = {y}. Without loss of
generality, assume that N(e1) = {x}.
To the contrary, suppose that z 6∈ N(V(0)\{z}) for all z ∈ {x, y}. Then there exists aw ∈ V(0)withw 6= x and x 6∈ N(w).
Note that N(e1, w) = N(e1) ∩ N(w) = {x} ∩ N(w) = ∅. Hence there exists an e2 ∈ V(0) such that N(e2) ⊆ {e1, w}. An
argument parallel with that of the previous paragraph implies that either N(e2) = {e1} or N(e2) = {w}. It remains to show
that both of these equalities yield contradictions.
Suppose that N(e2) = {e1}. Since N(e1) = {x}, it follows that e2 = x. Thus N(x) = {e1} and N(e1) = {x}. However, by the
choice of w, it is clear that w 6∈ {e1, x}. Then there does not exist any path from w to x. This contradicts the connectedness
of 0, and therefore N(e2) 6= {e1}.
Suppose thatN(e2) = {w}. Observe thatN(e1, e2) = N(e1)∩N(e2) = {x}∩{w} = ∅. Then there exists an e3 ∈ V(0) such
that N(e3) ⊆ {e1, e2}. It follows that either N(e3) = {e1} or N(e3) = {e2}. If N(e3) = {e1}, then e3 = x since N(e1) = {x}.
Thus N(x) = {e1} and N(e1) = {x}. As in the previous paragraph, this contradicts connectedness. If N(e3) = {e2}, then a
similar argument shows that N(w) = {e2} and N(e2) = {w}. This contradicts connectedness since the choice of w implies
that x 6∈ {e2, w}.
Each scenario has been shown to be impossible. Therefore the contradictory assumption cannot hold. That is, z ∈
N(V(0) \ {z}) for some z ∈ {x, y}. 
Lemma 2.2. Suppose that 0 is a nonempty simple connected graph such that for all V ⊆ V(0) with N(V ) = ∅, there exists a
v ∈ V(0) such that N(v) ⊆ V . Then there exists a z ∈ V(0) such that z ∈ N(V(0) \ {z}).
Proof. Let v ∈ V(0). If v ∈ N(V(0) \ {v}) then the result holds by letting z = v. Suppose that v 6∈ N(V(0) \ {v}). Then
there exists a w ∈ V(0) with w 6= v and v 6∈ N(w). Define S = {V ⊆ V(0) | 0(V ) is complete and w ∈ V }. Then S 6= ∅
since {w} ∈ S. If S is partially ordered by inclusion, then every chain in S is bounded in S by its union. Therefore, Zorn’s
lemma shows that S has a maximal element V .
Suppose that N(V(0) \ V ) 6= ∅. Choose a z ∈ N(V(0) \ V ). Then z ∈ V since 0 is simple. But 0(V ) is complete, and it
follows that z ∈ N(V(0) \ {z}).
Suppose that N(V(0) \ V ) = ∅. Note that N(V ) = ∅ by maximality. By hypothesis, there exist vertices x and y such that
N(x) ⊆ V(0) \ V and N(y) ⊆ V . Then N(x, y) = N(x) ∩ N(y) ⊆ (V(0) \ V ) ∩ V = ∅. Therefore, the result follows by
Lemma 2.1. 
Part (2) of the following proposition shows that the converse to Lemma 2.2 holds whenever 0 is w.c.v.-complete.
Therefore, if 0 is a w.c.v.-complete graph having at least two vertices, then the hypothesis of Lemma 2.2 is equivalent to the
more natural condition of having radius 1.
Proposition 2.3. Let 0 be a connected w.c.v.-complete graph having at least two vertices.
(1) If 0 has radius 1, then |G| 6= 1.
(2) 0 has radius 1 if and only if for all V ⊆ V(0) with N(V ) = ∅, there exists a v ∈ V(0) such that N(v) ⊆ V .
Proof. Suppose that 0 is complete. Then |G| = 0 6= 1, and N(V ) = ∅ if and only if V = V(0). In this case, both (1) and (2)
hold. Henceforth, assume that 0 is not complete.
Assume that 0 has radius 1, and suppose that |G| = 1. Let G = {G}, and ∅ 6= V ⊆ G. Clearly N(V ) 6= ∅ since C ⊆ N(V ).
Then there exists a v ∈ V(0) such that N(v) \ V = N(V ) \ {v}.
It can be assumed that v ∈ G. To see this, suppose that v ∈ C. Ifw ∈ V , then N(w) \V ⊆ V(0) \V = (N(v) \V )∪{v} =(
N(V ) \ {v}) ∪ {v} = N(V ) = N(V ) \ {w}. The reverse inclusion is obvious because w ∈ V . Since V ⊆ G, this shows that
N(w) \ V = N(V ) \ {w} for somew ∈ G. If v 6∈ C, then v ∈ V(0) \ C = G. Therefore, assume that v ∈ G.
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If N(V ) ∩ G = ∅, then N(v) ∩ G ⊆ V . Therefore, since ∅ 6= V ⊆ G was chosen arbitrarily, the hypothesis of Lemma 2.2
is satisfied by 0(G) (the case V = ∅ need not be considered since N(∅) ∩ G = G 6= ∅). Thus z ∈ N(V(0(G)) \ {z}) for some
z ∈ G. Clearly z ∈ N(C). Therefore, z ∈ N(V(0) \ {z}). But this implies that z ∈ C, a contradiction. Hence |G| 6= 1, proving
(1).
Note that the sufficiency portion of (2) is an immediate consequence of Lemma 2.2. Conversely, suppose that0 has radius
1. Let V ⊆ V(0) with N(V ) = ∅. Then it is evident that C ⊆ V . Let c ∈ C and defineW = V \ {c}. Note thatW 6= ∅ since
otherwise N(V ) = N(c) = V(0) \ {c} 6= ∅ (0 has at least two vertices). Also, c ∈ N(W ) and N(W ) ∩ (V(0) \ {c}) =
N(W ) ∩ N(c) = N(V ) = ∅. Hence N(W ) = {c} 6= ∅. Then there exists a v ∈ V(0) such that N(v) \W = N(W ) \ {v}. But
W ⊆ V , and therefore N(v) \ V ⊆ N(v) \W = N(W ) \ {v} = {c} \ {v} ⊆ {c}. Since c ∈ V , it follows that N(v) ⊆ V . 
While the previous result is concerned with the structure of w.c.v.-complete graphs of radius 1, Proposition 2.5 deals
with the cardinalities of connected components of the subgraph induced by V(0) \ C. At the outset, we must establish the
following lemma.
Lemma 2.4. Let 0 be a connected graph with at least three vertices. Then there exists a v ∈ V(0) such that N(w) \ {v} 6= ∅ for
allw ∈ V(0).
Proof. Since 0 is connected with more than one vertex, it follows that N(v) 6= ∅ for all v ∈ V(0). Suppose that |N(v)| > 1
for all v ∈ V(0). Let v ∈ V(0). Ifw ∈ V(0), then |N(w)| > 1, and hence N(w) \ {v} 6= ∅.
It remains to prove the result under the assumption that there exists a v ∈ V(0) such that |N(v)| = 1. Letw ∈ V(0). If
v 6∈ N(w), then N(w) \ {v} = N(w) 6= ∅. Suppose that v ∈ N(w). Since |V(0)| ≥ 3, there exists an x ∈ V(0) \ {v,w}. Let
{x = p1, . . . , pk = w} be a path. If pk−1 = v, then the conditions x 6= v and |N(v)| = 1 imply that k > 2 and pk−2 = w = pk.
This contradicts that vertices in a path are distinct. Thus pk−1 ∈ N(w) \ {v}. Therefore, if |N(v)| = 1 then v has the desired
property. 
Proposition 2.5. Let 0 be a simple graph having radius 1. Assume that |G| ≥ 2, and that |G| ≥ 2 for all G ∈ G. If 0 is w.c.v.-
complete, then |G| = 2 for all but possibly one G ∈ G.
Proof. Suppose thatH ∈ Gwith |H| ≥ 3. To the contrary, assume that |F | ≥ 3 for some F ∈ G\{H}. Then0(H) and0(F) are
connectedwith at least three vertices. By Lemma 2.4, there exist vertices h ∈ H and f ∈ F such that (N(h′)\{h})∩H 6= ∅ and(
N(f ′)\{f })∩F 6= ∅ for all h′ ∈ H and f ′ ∈ F . In particular, (N(h′)\{h, f })∩H 6= ∅ and (N(f ′)\{h, f })∩F 6= ∅ for all h′ ∈ H
and f ′ ∈ F , since H 6= F implies that f 6∈ N(h′) and h 6∈ N(f ′). Clearly N(v) \ {h, f } = N(v)whenever Gv ∈ G \ {H, F}. Since
|G| ≥ 2 for all G ∈ G, it follows that (N(v) \ {h, f })∩ Gv 6= ∅ for all v ∈ V(0) \C. But if v ∈ C, then (N(v) \ {h, f })∩ G 6= ∅
for all G ∈ G. Therefore, if v is any vertex of 0, then there exists a G ∈ G such that (N(v) \ {h, f }) ∩ G 6= ∅.
Note that N(h, f ) = C 6= ∅ since H 6= F . Hence, if v is any vertex of 0, then (N(h, f ) \ {v}) ∩ G ⊆ C ∩ G = ∅ for all
G ∈ G. Thus N(v) \ {h, f } 6= N(h, f ) \ {v} for all v ∈ V(0) by the above argument. In particular, 0 is not w.c.v.-complete.
Therefore, if 0 is w.c.v.-complete and |H| ≥ 3, then |G| ≤ 2 for all G ∈ G \ {H}. The desired result follows since |G| ≥ 2 for
all G ∈ G. 
Let 0 be any simple connected graph. If |V(0)| ≤ 2, then clearly 0 ' K |V(0)|. This observation is assumed without
reference in the following argument. It is time to prove the main theorem of this section.
Theorem 2.6. Let 0 be a simple graph having radius 1. Then 0 is w.c.v.-complete if and only if either 0 is complete, or the
following criteria are satisfied: |G| ≥ 2, 0(G) is w.c.v.-complete for all G ∈ G, and either
(1) 0(G) ' K 1 for some G ∈ G, or
(2) 0(G) ' K 2 for all but possibly one element of G, and 0(G) has radius 1 for all G ∈ G.
Proof. Suppose that 0 is w.c.v.-complete, but not complete. Then |G| ≥ 2 by Proposition 2.3(1). Let G ∈ G. To show that
0(G) is w.c.v.-complete, let ∅ 6= V ⊆ G such that N(V ) ∩ G 6= ∅. Since 0 is w.c.v.-complete, there exists a v ∈ V(0) such
that N(v) \ V = N(V ) \ {v}.
Observe that v ∈ G. To see this, note that (N(v) \ V ) ∩ H = (N(V ) \ {v}) ∩ H ⊆ N(V ) ∩ H = ∅ for all H ∈ G \ {G}.
But clearly ∅ 6= H = (N(w) \ V ) ∩ H whenever w ∈ C and H ∈ G \ {G}. Hence v 6∈ C. Therefore, if v 6∈ G then(
N(v) \ V ) ∩ G = N(v) ∩ G = ∅ 6= N(V ) ∩ G = (N(V ) \ {v}) ∩ G. This contradicts that N(v) \ V = N(V ) \ {v}. Thus v ∈ G.
In particular,
(
N(v) \ V ) ∩ G = (N(V ) \ {v}) ∩ G for some v ∈ G. Hence 0(G) is w.c.v.-complete.
Assume that (1) fails. Then |G| ≥ 2 for allG ∈ G. Therefore, |G| = 2 for all but possibly one element ofG by Proposition 2.5.
To show that (2) holds, it remains to verify that 0(G) has radius 1 for all G ∈ G.
Let G ∈ G. Suppose that V ⊆ G with N(V ) ∩ G = ∅. Then N(V ) = C 6= ∅. Since 0 is w.c.v.-complete, there exists a
v ∈ V(0) such that N(v) \ V = N(V ) \ {v}. Then (N(v) \ V ) ∩ G ⊆ N(V ) ∩ G = ∅. Thus N(v) ∩ G ⊆ V . Moreover, the
containment v ∈ G holds. To see this, note that (N(v) \ V ) ∩ H = (N(V ) \ {v}) ∩ H ⊆ N(V ) ∩ H = ∅ for all H ∈ G \ {G}.
But clearly ∅ 6= H = (N(w) \ V ) ∩ H wheneverw ∈ C and H ∈ G \ {G}. Hence v 6∈ C. Also, since every element of G has at
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(a) 01 . (b) 02 .
Fig. 1. The graph 01 is w.c.v.-complete. The graph 02 is not w.c.v.-complete since it is an incomplete graph that fails criteria (1) and (2) of Theorem 2.6.
least two elements, it follows that
(
N(w) \ V ) ∩ Gw = N(w) ∩ Gw 6= ∅ for allw ∈ V(0) \ (C ∪ G). Thus v ∈ G. This shows
that the hypothesis of Lemma 2.2 is satisfied by 0(G), and therefore 0(G) has radius 1. Hence, if (1) fails then (2) holds.
Conversely, if 0 is complete then it is w.c.v.-complete. Suppose that 0 is not complete, |G| ≥ 2, and 0(G) is w.c.v.-
complete for all G ∈ G. Let ∅ 6= V ⊆ V(0) such that N(V ) 6= ∅. If V ⊆ C, then N(v) \ V = V(0) \ (V ∪ {v}) = N(V ) \ {v}
for any v ∈ C. Henceforth, assume that V 6⊆ C. In particular, assume that G ∈ G such that V ∩ G 6= ∅.
Case 1: Suppose that V ∩ H 6= ∅ for some H ∈ G \ {G}. Then N(V ) ⊆ (C ∪ G) ∩ (C ∪ H) = C. Thus N(V ) = C \ V . If
(1) holds, then N(g) \ V = C \ V = N(V ), where {g} ∈ G. It is clear that g 6∈ N(g) \ V , and hence N(g) \ V = N(V ) \ {g}.
If (2) holds, then either |G| = 2 or |H| = 2. Without loss of generality, assume that G = {x, y} and x ∈ V . Then
N(y) \ V = (C ∪ {x}) \ V = C \ V = N(V ). Since y 6∈ N(y) \ V , it follows that N(y) \ V = N(V ) \ {y}.
Case 2: Suppose that V ∩ H = ∅ for all H ∈ G \ {G}. Then V \ G ⊆ C, and thus N(V ∩ G) ∩ G ⊆ G ⊆ N(V \ G). Hence
N(V ∩ G) ∩ G = (N(V ∩ G) ∩ G) ∩ N(V \ G) = (N(V ∩ G) ∩ N(V \ G)) ∩ G = N(V ) ∩ G.
Case 2a: Assume that N(V ) ∩ G 6= ∅. Then N(V ∩ G) ∩ G 6= ∅. Since 0(G) is w.c.v.-complete, there exists a v ∈ G such
that
(
N(v) \ V )∩G = (N(v) \ (V ∩G))∩G = (N(V ∩G) \ {v})∩G, where the first equality is a consequence of elementary
set-algebra. Note that C ⊆ N(v) ⊆ C ∪ G since v ∈ G. It follows that N(v) \ V =
((
N(v) \ V ) ∩ G) ∪ (C \ V ). Also,
V ∩ G 6= ∅ implies that N(V ) ⊆ C ∪ G. Moreover, C \ V ⊆ N(V ) \ {v} since v 6∈ C. From these observations, it follows that
N(V ) \ {v} =
((
N(V ) \ {v}) ∩ G) ∪ (C \ V ). Hence
N(v) \ V =
((
N(v) \ V ) ∩ G) ∪ (C \ V )
=
((
N(V ∩ G) \ {v}) ∩ G) ∪ (C \ V )
=
((
N(V ∩ G) ∩ G) \ {v}) ∪ (C \ V )
=
((
N(V ) ∩ G) \ {v}) ∪ (C \ V )
=
((
N(V ) \ {v}) ∩ G) ∪ (C \ V )
= N(V ) \ {v},
where the second equality holds by the choice of v, and the fourth equality holds by the observation made in the previous
paragraph. The third and fifth equalities are consequences of elementary set-algebra.
Case 2b: Then the containment N(V ) ⊆ C ∪ G implies N(V ) = C \ V . Assume that either (1) or (2) holds. If (1) holds,
then N(g) \ V = C \ V = N(V ), where {g} ∈ G. Since g 6∈ N(g) \ V , it follows that N(g) \ V = N(V ) \ {g}. Suppose that (1)
fails. Then (2) holds. Hence |G| ≥ 2 and 0(G) has radius 1. Since N(V ∩ G) ∩ G = N(V ) ∩ G = ∅, Proposition 2.3(2) shows
that there exists a v ∈ G such that N(v) ∩ G ⊆ V ∩ G. In particular, N(v) ∩ G ⊆ V . Hence N(v) \ V = C \ V = N(V ). Since
v 6∈ N(v) \ V , it follows that N(v) \ V = N(V ) \ {v}. Therefore, 0 is w.c.v.-complete. 
Example 2.7. Consider the graphs 01 and 02 given in Fig. 1. Both graphs have radius 1. Furthermore, G(0n) = {Gn,Hn},
where 0(Gn) ' K 2,2 for each n ∈ {1, 2}, 0(H1) ' K 1, and 0(H2) ' K 2. In particular, 0(G) is w.c.v.-complete for all
G ∈ G(0n) (n ∈ {1, 2}). Since 0(H1) ' K 1, Theorem 2.6 shows that 01 is w.c.v.-complete. On the other hand, |G2|, |H2| ≥ 2
and 0(G2) does not have radius 1. Therefore, Theorem 2.6 implies that 02 is not w.c.v.-complete. More explicitly, observe
that if V ⊆ G2 consists of two adjacent vertices, then N(V ) \ {v} = C \ {v} 6= N(v) \ V for all v ∈ V(02).
3. A pathology in the class of zero-divisor graphs
In this section, it will be shown that there are precisely three commutative rings having a w.c.v-complete zero-divisor
graph of radius 1 that satisfies (2) of Theorem 2.6 (see Corollary 3.7). Each of the three corresponding zero-divisor graphs is
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isomorphic to the graph in Fig. 2. Throughout, it will be assumed that 0(R) has radius 1 and is not complete. Moreover, we
shall write A = ann(Z(R)), and the sets G(0(R)) and C(0(R)) will always be denoted by G and C, respectively. Recall that
any element of G is of the form Gr = {s ∈ V(0(R)) | there exists a path P ⊆ V(0(R)) from r to s such that P ∩ C = ∅}.
Suppose that 0(R) has radius 1. By [2, Theorem 2.5], either Z(R) = ann(t) for some t ∈ R or R ∼= Z2 ⊕ D where D is an
integral domain. As noted in [9, Remark 2.4], if 0 = 0(Z2 ⊕ D) where D is an integral domain, then 0 is a star-graph (that
is, either 0 ' K 2 or |G| = 1 for all G ∈ G). Therefore, if |G| ≥ 2 for some G ∈ G, then A 6= {0}. In this case, the equality
C = A \ {0} holds. To see this, let c ∈ C. Then c 6= 0. Clearly c ∈ ann(Z(R) \ {c}). If a ∈ A \ {0}, then c 6= c + a and
a(c+ a) = ac+ a2 = 0. Hence c+ a ∈ Z(R) \ {c}, and therefore c2 = c2+ ca = c(c+ a) = 0. Thus c ∈ A \ {0}. This verifies
that C ⊆ A \ {0}. The reverse inclusion is obvious, giving the desired equality.
Lemma 3.1. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. If |G| ≥ 2 for some G ∈ G,
then A 6= {0}, C = A \ {0}, and Z(R) \ A 6= ∅.
Proof. The above comments show that A 6= {0} andC = A\{0}. Since0(R) is not complete, it follows that Z(R)\A 6= ∅. 
The following proposition shows that the connected components of V(0(R)) \ C having at least two elements are
composed of cosets of A (cf. Fig. 3).
Proposition 3.2. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. Let r ∈ V(0(R)) \ C. If
|Gr | ≥ 2 then Gr = ∪s∈Gr (s+ A).
Proof. Clearly Gr ⊆ ∪s∈Gr (s + A). For the reverse inclusion, it suffices to show that s + A ⊆ Gr for all s ∈ Gr . Let s ∈ Gr ,
and choose any a ∈ A. Notice that s + a 6∈ A since A is an ideal and s 6∈ A. In particular, s + a 6∈ C ∪ {0} by Lemma 3.1.
Since |Gr | ≥ 2, there exists a g ∈ Gr such that s ∈ N(g). If g = s + a, then s + a ∈ Gr . Suppose that g 6= s + a. Then the
equalities g(s+ a) = gs+ ga = 0 show that s+ a ∈ N(g). Therefore, the set {s, g, s+ a} contains a path from s to s+ a. But
{s, g, s+ a} ∩ C = ∅, and hence s+ a ∈ Gs. Since s ∈ Gr implies Gs = Gr , it follows that s+ a ∈ Gr . Thus s+ A ⊆ Gr . 
Corollary 3.3. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. Let G ∈ G(0(R)). If |G| ≥ 2
then |C| + 1 divides |G|, and G is the union of |G|/(|C| + 1) distinct cosets of A. In particular, if |G| is prime then |G| = |C| + 1.
Proof. Note that A = C ∪ {0} by Lemma 3.1. Therefore, the desired result is an immediate consequence of Proposition 3.2.
Note that the ‘‘in particular’’ statement holds since A 6= {0} implies that |C| 6= 0. 
If 0 is w.c.v.-complete of radius 1 and |G| ≥ 2 for all G ∈ G, then Theorem 2.6 allows for possibly one element of G
to have cardinality greater than 2. Theorem 3.5 shows that such elements do not exist in the class of zero-divisor graphs.
Corollary 3.7 goes on to show that, in fact, there exists a unique w.c.v.-complete zero-divisor graph that satisfies |G| ≥ 2
(and hence |G| = 2) for all G ∈ G. The following lemma establishes some multiplicative properties of R that can be deduced
from the structure of 0(R).
Lemma 3.4. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. Let r, s ∈ V(0(R)) \ C. If
Gr 6= Gs and |Gr |, |Gs| ≥ 2, then rs ∈ C.
Proof. Since |Gr |, |Gs| ≥ 2, there exist elements x ∈ Gr \ {r} and y ∈ Gs \ {s} which satisfy the equalities xr = 0 = ys.
Then the set P = {r, x, rs, y, s} contains the vertices of a path from r to s. Since Gr 6= Gs, it follows that P ∩ C 6= ∅. But
{r, x, y, s} ⊆ Gr ∪ Gs ⊆ V(0(R)) \ C, and therefore rs ∈ C. 
Theorem 3.5. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. If 0(R) is w.c.v.-complete
and |G| ≥ 2 for all G ∈ G, then |G| = 2 for all G ∈ G.
Proof. Note that |G| ≥ 2 by Theorem 2.6. Moreover, 0(R) satisfies condition (2) of Theorem 2.6. In particular, |G| = 2 for
some G ∈ G. By Corollary 3.3, it follows that |C| = 1. Say C = {c}. Then A = {0, c} by Lemma 3.1. Therefore, the result will
follow if every G ∈ G is a coset of A.
Let G ∈ G. Suppose that {α1, α1 + c}, {α2, α2 + c}, and {β, β + c} are distinct cosets of A which are contained in G.
Since |G| ≥ 2, there exists an H ∈ G \ {G}. Since |G| > 2, Theorem 2.6(2) implies that |H| = 2. Say H = {h, h + c}.
Observe that {α1h, (α1 + c)h, α2h, βh} = {c} by Lemma 3.4. Hence {α1 − β, (α1 + c) − β, α2 − β} ⊆ ann(h). Also,
{α1 − β, (α1 + c) − β, α2 − β} ∩ A = ∅ since α1 + A, α2 + A, and β + A are distinct. But ann(h) ⊆ A ∪ H , and thus
{α1 − β, (α1 + c)− β, α2 − β} ⊆ H . This is a contradiction since |H| = 2 and α1, α1 + c , and α2 are distinct. Thus G does
not contain three distinct cosets of A. By Proposition 3.2, it follows that G is a union of either one or two distinct cosets of A.
Suppose that G = {α, α+c}∪{β, β+c} ∈ Gwith {α, α+c} 6= {β, β+c}. The connectedness of0(G) forces the equality
αβ = 0. LetH ∈ G\{G}. As in the previous paragraph, |H| = 2 andα−β ∈ H . SayH = {h, h+c}. Thusα ∈ {β+h, β+h+c}.
Then α(α + c) = αh = c 6= 0. Also, the equalities 0 = αβ = β2 + hβ = β2 + c imply that β(β + c) = β2 = −c 6= 0.
This shows that the radius of 0(G) is not 1. This is a contradiction since 0(R) satisfies (2) of Theorem 2.6. Therefore, every
element of G is a coset of A. Thus |G| = 2 for all G ∈ G. 
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Fig. 2. 0(Z4[X]/(X2)).
Suppose that |Z(R)| < ∞ and A 6= {0}. Then R is a finite local ring, and the cardinality of Z(R) is a prime-power. Since
these facts are well-known, we shall give an outline of a proof. To see that R is finite, observe that if 0 6= a ∈ A then the
canonical R-module epimorphism R → Ra has kernel Z(R). Hence |R| = |Ra| · |Z(R)| ≤ |Z(R)|2 < ∞. Thus R is a direct
product of local rings ([10, Theorem 16.3(4)]), and is therefore local since A 6= {0}. IfM is the maximal ideal of R, then there
exists an N ∈ N such that MN = {0} ([10, Theorem 16.3(3)]). In particular, Z(R) = M . Since Mn/Mn+1 is an R/M-vector
space for each n ∈ {1, . . . ,N − 1}, it follows that |Z(R)| = |M| =∏N−1n=1 |Mn/Mn+1| is a prime-power.
Theorem 3.6. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. If 0(R) is w.c.v.-complete
and |G| ≥ 2 for all G ∈ G, then |G| = 3.
Proof. By Theorem 2.6, it is given that |G| ≥ 2. Observe that A 6= {0} by Lemma 3.1. Theorem 3.5 shows that |G| = 2 for all
G ∈ G, and thus |C| = 1 by Corollary 3.3. Therefore, if |G| = 2 then |Z(R)| = 6. This contradicts that |Z(R)| is a prime-power,
and hence |G| ≥ 3.
Suppose that |G| ≥ 4. Choose distinct elements Gα , Gβ , Gθ1 , and Gθ2 of G, and let C = {c}. Then (α − β)θi = αθi − βθi =
c − c = 0 by Lemma 3.4 (i = 1, 2). Since every path from θ1 to θ2 has a nontrivial intersection with C, it follows that
α − β ∈ C. Hence α ∈ β + A. Then α ∈ Gβ by Proposition 3.2. This implies Gα = Gβ , a contradiction. Therefore, |G| ≤ 3,
and the proof is complete. 
The next result shows that the graph in Fig. 2 is the only incomplete zero-divisor graph of radius 1 that is w.c.v.-complete
and does not satisfy (1) of Theorem 2.6.
Corollary 3.7. Suppose that R is a commutative ring such that 0(R) has radius 1 and is not complete. If |G| ≥ 2 for all G ∈ G,
then the following are equivalent:
(1) 0(R) is w.c.v.-complete.
(2) 0(R) ' 0(Z4[X]/(X2)).
(3) R ∼= Q for some Q ∈ {Z4[X]/(X2),Z2[X, Y ]/(X2, Y 2),Z4[X, Y ]/(X2, Y 2, XY − 2, 2X, 2Y )}.
Proof. To prove (1) implies (2), suppose that 0(R) is w.c.v.-complete. By Theorems 3.5 and 3.6, it follows that |G| = 2 for
all G ∈ G, and |G| = 3. Thus |C| = 1 by Corollary 3.3. Therefore, 0(R) ' 0(Z4[X]/(X2)) (see Fig. 2).
In view of Fig. 2, 0(Z4[X]/(X2)) is w.c.v.-complete by Theorem 2.6. Hence (2) implies (1). The equivalence of (2) and (3)
can be found in [11, Fig. 7]. 
4. The ring-theoretic translation
In this section, it is proved that any finite ring has (a.c.) if and only if its zero-divisor graph is w.c.v.-complete and is
not isomorphic to 0(Z4[X]/(X2)) (see Theorem 4.7). Moreover,it is shown that any ring whose zero-divisor graph is w.c.v.-
complete of radius 1 and is not isomorphic to 0(Z4[X]/(X2)) will necessarily have (a.c.) (see Corollary 4.4). This section is
closed with an example which uses all of the main results of this paper to show that a particular ring has (a.c.).
Recall that if ann(Z(R)) 6= {0} thenC = ann(Z(R))\{0} (see the comments prior to Lemma3.1). Also, if∅ 6= V ⊆ V(0(R))
and r ∈ R, then r ∈ N(V ) if and only if r ∈ ann(V ) \ (V ∪ {0}).
Lemma 4.1. Let R be a commutative ring such that ann(Z(R)) 6= {0}. Suppose that x, y ∈ V(0(R)) \C satisfy N(x, y) \C 6= ∅.
Also, assume that x 6= y + c for all c ∈ C (equivalently, y 6= x + c for all c ∈ C), and that z ∈ V(0(R)) satisfies
N(z) \ {x, y} = N(x, y) \ {z}. If either x2 6= 0 or xy 6= 0, then the following hold:
(1) zx 6= 0.
(2) Let c ∈ C. If z = y+ c, then y2 = zy 6= 0.
(3) z2 6= 0.
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Proof. Let c ∈ C andw ∈ N(x, y) \ C. To proceed, it will be established that x+ c , y+ c , and x+ w are vertices of 0(R). If
x+w = 0 then x2 = x(x+w) = 0 = y(x+w) = yx, a contradiction. Thus x+w 6= 0. Furthermore, {x, y} ∩C = ∅ implies
{x + c, y + c} ∩ {0} = ∅. The comments prior to Lemma 3.1 imply that c ∈ ann(Z(R)) \ {0}. Since rings are distributive, it
follows that c ∈ ann(x+ c, y+ c, x+ w). Therefore, {x+ c, y+ c, x+ w} ⊆ V(0(R)).
(1): Suppose that zx = 0. Assume that x2 6= 0. If z = x+c , then 0 = zx = (x+c)x = x2, a contradiction. Now assume that
xy 6= 0. If z = x+c , then zw = xw+cw = 0. Thus z(x+w) = zx+zw = 0. Also, y 6= x+w since xy 6= 0 and x2 = (x+c)x =
zx = 0.Moreover, z = x+c 6= x+w sincew 6∈ C. The first paragraph of this proof shows that x+w ∈ V(0(R)), and hence x+
w ∈ N(z)\{x, y} = N(x, y)\{z}. Then xy = (x+w)y = 0, a contradiction. Therefore, if either x2 6= 0 or xy 6= 0, then z 6= x+c.
But then x+c ∈ N(z)\{x, y} = N(x, y)\{z}. This implies that x2 = x(x+c) = 0 = y(x+c) = xy, a contradiction. Thus zx 6= 0.
(2): Suppose that z = y + c and zy = 0. Note that w 6= z since (1) shows that zx 6= 0. Hence w ∈ N(x, y) \ {z} =
N(z) \ {x, y}. Thus z(y + w) = zy + zw = 0. In particular, x 6= y + w by (1). Also, z = y + c 6= y + w since w 6∈ C.
But (y + w)x = yx = (y + c)x = zx 6= 0 (in particular, y + w 6= 0), and therefore y + w ∈ (N(z) \ {x, y}) \ N(x, y), a
contradiction. This shows that zy 6= 0 whenever z = y+ c; that is, y2 = (y+ c)y = zy 6= 0 whenever z = y+ c.
(3): Suppose that z2 = 0. If y = z + c , then z = y + (−c) and zy = 0, contradicting (2). Hence y 6= z + c. If
z + c = 0, then zx = (−c)x = 0. If z + c = x, then zx = z2 + zc = 0. Since zx 6= 0, it follows that z + c 6∈ {0, x}.
Thus z + c ∈ N(z) \ {x, y} = N(x, y) \ {z}, and hence zx = (z + c)x = 0. This contradicts (1), and therefore z2 6= 0. 
Proposition 4.2. Let R be a commutative ring such that ann(Z(R)) 6= {0}. Suppose that x, y ∈ V(0(R)) satisfy N(x, y)\C 6= ∅.
If 0(R) is w.c.v.-complete, then there exists a t ∈ R such that ann(t) = ann(x, y).
Proof. If x ∈ C (y ∈ C) then the result will follow by setting t = y (t = x). Let c ∈ C. If x = y + c , then it suffices to let
t = x. Henceforth, assume that {x, y} ∩ C = ∅ and x 6= y + c for all c ∈ C (equivalently, y 6= x + c for all c ∈ C). Then
{x+ c, y+ c}∩{0, x, y} = ∅. Since0(R) is w.c.v.-complete, there exists a z ∈ V(0(R)) such that N(z)\{x, y} = N(x, y)\{z}.
It remains to show that the desired equality holds by letting t = z.
Case 1: Suppose that x2 = y2 = xy = 0. Then {x+ c, y+ c} ⊆ N(x, y). Therefore, the equality N(x, y)\{z} = N(z)\{x, y}
implies that either {x + c, y + c} ⊆ N(z) or z ∈ {x + c, y + c}. Either way, it follows that zx = zy = 0. Hence
(z + c)x = (z + c)y = 0. Therefore, either z + c ∈ N(z) or z + c ∈ {0, x, y} (clearly z + c 6= z). Either way, z2 = 0.
The previous paragraph establishes the equalities zx = zy = z2 = 0. If r ∈ ann(x, y), then either r ∈ N(z) or
r ∈ {0, x, y, z}. Either way, r ∈ ann(z). Thus ann(x, y) ⊆ ann(z). A symmetric argument verifies the reverse inclusion.
Therefore, ann(z) = ann(x, y).
Case 2: By symmetry, the desired equality will hold when y2 6= 0 if it can be proved when assuming x2 6= 0. Therefore,
without loss of generality, suppose that either x2 6= 0 or xy 6= 0.
If z = y+ c , then y 6∈ ann(x, y) ∪ ann(z) by Lemma 4.1(2). If z 6= y+ c , then y+ c ∈ N(z) \ {x, y} = N(x, y) \ {z} if and
only if xy = 0 = y2 (recall that y+ c 6∈ {0, x, y}). It follows that y ∈ ann(z) if and only if y ∈ ann(x, y).
Let 0 6= r ∈ ann(x, y) with r 6= y. Note that r 6= x since otherwise x2 = 0 = xy. Also, r 6= z by Lemma 4.1(1). Then
r ∈ N(x, y) \ {z} = N(z) \ {x, y}, and thus r ∈ ann(z). Since 0 ∈ ann(z), this shows that ann(x, y) ⊆ ann(z).
Let 0 6= r ∈ ann(z)with r 6= y. Then r 6= z by Lemma 4.1(3). Also, r 6= x by Lemma 4.1(1). Therefore, r ∈ N(z) \ {x, y} =
N(x, y) \ {z}. Thus r ∈ ann(x, y). Since 0 ∈ ann(x, y), this verifies that ann(z) ⊆ ann(x, y). Hence ann(z) = ann(x, y). 
Theorem 4.3. Suppose that R is a commutative ring such that ann(Z(R)) 6= {0} and 0(R) 6' 0(Z4[X]/(X2)). If 0(R) is w.c.v.-
complete, then R has (a.c.).
Proof. Let {x, y} ⊆ R. Suppose that x ∈ ann(Z(R)). If y = 0 then ann(x) = ann(x, y). If y 6= 0 then ann(y) = ann(x, y).
By symmetry, a similar result holds if y ∈ ann(Z(R)). If ann(x, y) = {0}, then ann(1) = ann(x, y). Therefore, assume that
{x, y} ⊆ R \ ann(Z(R)) and ann(x, y) 6= {0}. In particular, {x, y} ⊆ V(0(R)) and N(x, y) 6= ∅. Moreover, 0(R) has radius 1
since ann(Z(R)) 6= {0}, and is not complete since {x, y} ⊆ V(0(R)) \ ann(Z(R)) and ann(Z(R)) = C ∪ {0}.
If N(x, y) \ C 6= ∅, then Proposition 4.2 shows that there exists a t ∈ R such that ann(t) = ann(x, y). Suppose that
N(x, y) \ C = ∅. It follows that ann(x, y) ⊆ C ∪ {0, x, y}. Assume that x ∈ ann(x, y), and let c ∈ C. Clearly x+ c 6= x. Also,
x + c 6= 0 since otherwise x = −c ∈ C ⊆ ann(Z(R)). Similarly, x + c 6∈ C. Then x + c ∈ ann(x, y) \ (C ∪ {0, x}), and
thus y = x+ c . Hence ann(y) = ann(x, y). A symmetric argument shows that ann(x) = ann(x, y)whenever y ∈ ann(x, y).
Therefore, assume that ann(x, y)∩{x, y} = ∅. Then ann(x, y) = C ∪{0}. Since 0(R) 6' 0(Z4[X]/(X2)), Corollary 3.7 implies
that |G| < 2 for some G ∈ G. That is, there exists a g ∈ V(0(R)) such that {g} ∈ G. Then N(g) = C. Note that g2 6= 0 since
otherwise g + c ∈ N(g) \ C for any c ∈ C. Thus ann(g) = C ∪ {0} = ann(x, y).
The above argument shows that, for all S ⊆ Rwith |S| ≤ 2, there exists a t ∈ R such that ann(t) = ann(S). By induction,
the result holds for any finite set S ⊆ R. That is, R has (a.c.). 
Suppose that R = ∏i∈I Ri has (a.c.). Define pii : R → Ri and ιi : Ri → R to be the usual projection and injection maps.
Let j ∈ I and suppose that S ⊆ Rj. Then it is straightforward to check that ann(pij(t)) = ann(S), where t ∈ R is any element
such that ann(t) = ann(ιj(S)). Conversely, suppose that Ri has (a.c.) for all i ∈ I . Let S ⊆ R. Then ann(t) = ann(S), where t
is any element such that ann(pii(t)) = ann(pii(S)) for all i ∈ I . Therefore, R has (a.c.) if and only if Ri has (a.c.) for all i ∈ I .
Corollary 4.4. Suppose that R is a commutative ring such that 0(R) has radius 1 and 0(R) 6' 0(Z4[X]/(X2)). If 0(R) is w.c.v.-
complete, then R has (a.c.).
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Proof. If ann(Z(R)) 6= {0} then the result holds by Theorem 4.3. Suppose that ann(Z(R)) = {0}. Then R ∼= Z2 ⊕ D for some
integral domain D ([2, Theorem 2.5]). But if S is a subset of any integral domain, then ann(S) ∈ {ann(0), ann(1)}. Hence Z2
and D both have (a.c.). Thus R has (a.c.) by the above comments. 
Lemma 4.5. Let R be a finite commutative ring. If R has (a.c.), then 0(R) is w.c.v.-complete.
Proof. Let ∅ 6= V ⊆ V(0(R)) such that N(V ) 6= ∅. Since |V | < ∞, there exists a t ∈ R such that ann(t) = ann(V ).
Note that ann(V ) 6= R since ∅ 6= V ⊆ Z(R) \ {0}, and ann(V ) 6= {0} since N(V ) 6= ∅. It follows that t ∈ V(0(R)). Then
N(t) \ V = ann(t) \ (V ∪ {0, t}) = ann(V ) \ (V ∪ {0, t}) = N(V ) \ {t}. Hence 0(R) is w.c.v.-complete. 
Lemma 4.6. Suppose that n > 1 and R1, . . . , Rn are nonzero finite commutative rings. Let R = R1 ⊕ · · · ⊕ Rn. Then R has (a.c.)
if and only if 0(R) is w.c.v.-complete.
Proof. If R has (a.c.), then 0(R) is w.c.v.-complete by Lemma 4.5. Conversely, suppose that 0(R) is w.c.v.-complete. Let
Rj ∈ {R1, . . . , Rn}, and define Q = ⊕{Ri | i ∈ {1, . . . , n} \ {j}}. Then (up to isomorphism) R = Rj ⊕ Q . Let S ⊆ Rj. Clearly
ann(S) = ann(S \ {0}). If ann(S) = {0}, then ann(S) = ann(1). Therefore, assume that 0 6∈ S and ann(S) \ {0} 6= ∅. Then
S × {1} ⊆ V (0(R)), and ∅ 6= (ann(S) \ {0}) × {0} ⊆ N(S × {1}). Since 0(R) is w.c.v.-complete, there exists an element
(t, q) ∈ V(0(R)) such that N((t, q)) \ (S × {1}) = N(S × {1}) \ {(t, q)}.
If q = 0, then (0, 1) ∈ N((t, q)) \ (S × {1}) since 0 6∈ S. But (0, 1) 6∈ N(S × {1}), contradicting the choice of (t, q).
Therefore, q 6= 0.
Suppose that 0 6= x ∈ ann(S). Then (x, 0) ∈ N(S × {1}) \ {(t, q)} ⊆ N((t, q)). Hence x ∈ ann(t). Since 0 ∈ ann(t), this
shows that ann(S) ⊆ ann(t). A similar argument verifies the reverse inclusion, and thus ann(t) = ann(S). Therefore, Rj has
(a.c.). Since Rj was an arbitrary summand of R, this shows that Ri has (a.c.) for all i ∈ {1, . . . , n}. By the comments prior to
Corollary 4.4, it follows that R has (a.c.). 
Suppose that R is a commutative ring such that 0(R) ' 0(Z4[X]/(X2)) (cf. Corollary 3.7). Let r and s be any distinct
nonadjacent vertices of 0(R) (see Fig. 2). If C = {c}, then ann(r, s) = {0, c} 6= ann(t) for all t ∈ R. Therefore, R does not
have (a.c.).
Theorem 4.7. Let R be a finite commutative ring. Then R has (a.c.) if and only if 0(R) is w.c.v.-complete and 0(R) 6'
0(Z4[X]/(X2)).
Proof. Suppose that R has (a.c.). Then 0(R) is w.c.v.-complete by Lemma 4.5, and 0(R) 6' 0(Z4[X]/(X2)) by the above
comments. Conversely, suppose that0(R) isw.c.v.-complete and0(R) 6' 0(Z4[X]/(X2)). SinceR is finite, there exist nonzero
local rings R1, . . . , Rn such that R = R1⊕· · ·⊕Rn ([10, Theorem 16.3(4)]). If n > 1, then Lemma 4.6 shows that R has (a.c.). If
n = 1, then R is a finite local ring, and thus ann(Z(R)) 6= {0} ([12, Theorem 80]). Therefore, R has (a.c.) by Theorem 4.3. 
Theorem 4.3 and Corollary 4.4 are valid for infinite rings. Notice that the sufficiency portion of Lemma 4.6 easily extends
to (infinite) direct products of infinite rings. However, the following question remains open.
Question 4.8. To what extent does Theorem 4.7 generalize to infinite rings?
Let R be a commutative ring, and suppose that A = ann(Z(R)) 6= {0}. Observe that any two distinct vertices r and s of 0(R)
are adjacent if and only if (r + a)(s + b) = 0 for all a, b ∈ A. Thus, given any r ∈ V(0(R)) \ C, it follows that 0(r + A) is
either complete or totally disconnected. Moreover, 0(r + A) is complete if and only if r2 = 0.
Define the coset representation of 0(R) to be the graph having
V = {C} ∪ {r + A | r ∈ V(0(R)) \ C}
as its vertex-set, such that distinct vertices U and V are adjacent if and only if some element of U is adjacent (in 0(R)) to
some element of V (equivalently, every element of U is adjacent to every element of V ). Furthermore, any element U ∈ V is
solid if and only if 0(U) is complete, and is hollow if and only if 0(U) is totally disconnected (where 0(U) is the subgraph of
0(R) induced by U). Note thatV is a partition ofV(0(R)). Also, if the cardinality of A is known, then 0(R) is easily recovered
from its coset representation.
To conclude this paper, the main results from each section are applied to an example involving a ring whose zero-
divisor graph has 63 vertices. The zero-divisor graph of this ring is described in Example 4.9 via its coset representation.
Theorem 4.10 uses this description to show that the given ring has (a.c.).
Example 4.9. Consider the ring
R = Z2[W , X, Y , Z]/(X2, Y 2,WX,WY , XY , XZ,W 2 − X, Z2 − X).
Let w = W , x = X , y = Y , and z = Z . Set A = ann(Z(R)). Note that A 6= {0} since x ∈ A. The coset representation of 0(R)
is provided in Fig. 3. To verify, let U and V be any vertices of the graph in Fig. 3, other than the one labeled by C. Then U is
labeled with r + A and V is labeled with s+ A for some r, s ∈ Z(R). Observe that zr 6= 0 6= zs, and thus r, s ∈ V(0(R)) \C.
1130 J.D. LaGrange / Journal of Pure and Applied Algebra 214 (2010) 1121–1130
Fig. 3. The coset representation of 0(R).
Also, if r 6= s then z(r − s) 6= 0. In this case, r − s 6∈ A. That is, r + A 6= s + A. Therefore, the eight vertices given in Fig. 3
are distinct vertices of the coset representation of 0(R). In particular, there are at least eight distinct cosets of A contained
in Z(R). Also, it is straightforward to check that Z(R) is a Z2-vector space which is generated by the set
{wkxlymzn | k, l,m and n are nonnegative integers} \ {0, 1} = {w, x, y, z, wz, yz}.
These elements are linearly independent, and thus |Z(R)| = 26 = 64. Moreover, xr = (wz)r = (yz)r = 0 for all
r ∈ {w, x, y, z, wz, yz}, and hence |A| ≥ 23 = 8. Then there are at most 64/8 = 8 distinct cosets of A contained in
Z(R). It now follows that there are precisely eight distinct cosets of A contained in Z(R). That is, the coset representation
of 0(R) has eight vertices. This shows that the vertices given in Fig. 3 constitute the complete set of vertices of the coset
representation of 0(R). It is straightforward to verify the relations between these vertices, and hence the graph in Fig. 3 is
the coset representation of 0(R).
Theorem 4.10. Let R be the ring defined above. Then 0(R) is w.c.v.-complete. In particular,R has (a.c.).
Proof. Notice that 0(R) 6' 0(Z4[X]/(X2)) since |V(0(R))| > 7. Therefore, the ‘‘in particular’’ statement will follow by
Theorem 4.7 once it is proved that 0(R) is w.c.v.-complete. Since |Gz | = 1, Theorem 2.6 shows that it is sufficient to prove
that 0(G) is w.c.v.-complete for all G ∈ G(0(R)).
In view of Fig. 3, the elements of G(0(R)) can be described as follows: Gy = (w+ A)∪ (y+ A)∪
(
(w+ y)+ A), Gw+z =
(w+z)+A,Gw+y+z = (w+y+z)+A, andGt = {t} for all t ∈ (z+A)∪
(
(y+z)+A). If t ∈ (z+A)∪((y+z)+A)∪{w+z, w+y+z},
then 0(Gt) is complete, and is therefore w.c.v.-complete. It remains to verify that 0(Gy) is w.c.v.-complete. But 0(Gy) has
radius 1 with C(0(Gy)) = y + A, and |G| = 1 for every G ∈ G(0(Gy)). In particular, 0(G) is w.c.v.-complete for all
G ∈ G(0(Gy)). Therefore, 0(Gy) is w.c.v.-complete by Theorem 2.6. 
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