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Abstract
Hierarchical classiﬁcation is critical to knowledge management and exploration, as
in gene function prediction and document categorization. In hierarchical classiﬁca-
tion, an input is classiﬁed according to a structured hierarchy. In a situation as such,
the central issue is how to eﬀectively utilize the inter-class relationship to improve
the generalization performance of ﬂat classiﬁcation ignoring such dependency. In this
article, we propose a novel large margin method through constraints characterizing
a multi-path hierarchy, where class membership can be non-exclusive. The proposed
method permits a treatment of various losses for hierarchical classiﬁcation. For imple-
mentation, we focus on the symmetric diﬀerence loss and two large margin classiﬁers:
support vector machines and ψ-learning. Finally, theoretical and numerical analyses
are conducted, in addition to an application to gene function prediction. They sug-
gest that the proposed method achieves the desired objective and outperforms strong
competitors in the literature.
Key words: Directed acyclic graph, Functional genomics, Generalization, Structured learning, Tun-
ing
1 Introduction
In knowledge management, categorizing documents into a predeﬁned hierarchy, known as
hierarchical classiﬁcation, is critical to knowledge exploration. For instance, in gene function
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1prediction, functions of genes are often organized by a gene function annotation system such
as MIPS (Mewes et al., 2002), which deﬁnes a hierarchy with lower level categories being
more detailed while upper level categories being more general. Furthermore, a gene can be
classiﬁed into one or more classes non-exclusively according to the prespeciﬁed hierarchy.
The central issue to be addressed is how to eﬀectively utilize the inter-class relationship to
improve the generalization performance of ﬂat classiﬁcation ignoring such dependency.
In the literature, conventional approaches have been applied to hierarchal classiﬁcation,
including the nearest neighbor method (Yang and Liu, 1999), Naive Bayes (Lewis, 1998),
boosting (Schapire, Singer and Singhal, 1998), and support vector machines (Joachims,
1998). As argued in Cai and Hoﬀman (2004), these methods have not taken into account the
inter-class relationship. Therefore, recent eﬀort has been centered at incorporating hierarchy
into classiﬁcation, c.f., Cai and Hoﬀman (2004), Rousu et al. (2006), Cesa-Bianchi, Gen-
tile and Zaniboni (2006), Shahbaba and Neal (2007), among others. Despite the progress,
problems remain with regard to how to utilize a hierarchical structure without loss of infor-
mation. In this article, we shall develop a large margin classiﬁer to achieve the objective of
eﬀectively incorporating the hierarchical structure for higher classiﬁcation performance.
This article concerns multi-path hierarchical classiﬁcation, where class membership can
be non-exclusive, that is, one input can be assigned to more than one class. Here each class
is represented by a node in a directed acyclic graph (DAG), and the inter-class relationship
is represented by directed paths, where a directed path from node u to node v indicates that
an input must be assigned to class u if it is assigned to class v. Speciﬁcally, we introduce
a novel large margin method through constraints describing path connectivity as well as a
hierarchy-induced decision rule for classiﬁcation. The advantage of this proposed method is
two-fold: ﬁrst, it eﬀectively captures the hierarchical structure through simple constraints;
second, it can deal with DAG permitting each node to have multiple parents, which diﬀers
from most existing hierarchical classiﬁcation methods designed for tree only.
2The proposed method is implemented for the symmetric diﬀerence loss with support
vector machine (SVM, Cortes and Vapnik, 1995) and ψ-learning (Shen, et al., 2003) through
quadratic programming and diﬀerence convex programming. The operating characteristics
of the proposed method are examined in simulations, and we show that it outperforms several
strong competitors. Moreover, rates of convergence of the proposed method are quantiﬁed
in terms of the generalization error, which provides an insight into hierarchical classiﬁcation.
Indeed, incorporating the hierarchy into classiﬁcation improves a large margin classiﬁer’s
generalization performance, owing to the fact that the hierarchical structure described by
the constraints reduces the size of the underlying parameter space. With regard to the
hierarchy, a deep one tends to lead to high improvement, especially when its depth increases
with the sample size, whereas a short one speciﬁes an weak inter-class relationship, hence
that its improvement is expected to be small.
This article is organized in seven sections. Section 2 formulates the problem of hierar-
chal classiﬁcation and Section 3 introduces the proposed large margin classiﬁcation method.
Section 4 presents some numerical examples, together with an application to gene function
prediction. Section 5 develops a statistical learning theory. Section 6 contains a discussion,
followed by technical proofs in the Appendices.
2 Hierarchical classiﬁcation
In hierarchical classiﬁcation, input X = (X(1),...,X(p)) ∈ X ⊆ Rp is a vector of p variables,
and class Y = (Y(1),...,Y(K)) is coded as {−1,1}K with Y(j) = ±1 indicating if X belongs
to class j. A hierarchy is deﬁned by a DAG with nodes 0,1,...,K, where nodes 1,...,K
correspond to classes 1,...,K, and node 0 is the root corresponding to the union of classes
1,...,K. The dependency among all classes is described by the paths in DAG, connecting
the root to any non-root node. A decision function vector f = (f1,...,fK) ∈ F =
 K
j=1Fj
3is introduced with fj ∈ Fj representing class j; j = 1,...,K, in addition to a classiﬁcation
rule: Sgn(f(X)) ≡ (sign(f1(X)),...,sign(fK(X))).
Before proceeding, we introduce some notations to be used. Given node j, denoted
by par(j), chi(j) sib(j), anc(j) its parent(s) (immediate ancestors), its children (immedi-
ate oﬀsprings), its siblings (nodes sharing the same parent with node j), and its ancestors
(immediate or remote). Note that par(j), chi(j) and sib(j) are allowed to have multiple
elements, or empty in absence of parents, children or siblings for node j. Moreover, when
each par(j) contains at most one node, the hierarchy becomes a tree.
2.1 Hierarchical structure for classiﬁcation
One salient aspect of hierarchical classiﬁcation is that the prespeciﬁed hierarchy imposes
constraints on f and thus needs to be built into classiﬁcation. Through suitable constraints,
the hierarchical structure can be fully taken into account.
A multi-path hierarchical structure is one kind of hierarchy requiring that input x must
be assigned to class par(j) if it is assigned to class j. This assures that a path, possibly
multiple paths, can be constructed from anc(j) to j within the hierarchy. Mathematically,
it is equivalent to enforcing constraints
sign(fk(x)) − sign(fj(x)) ≥ 0, for all k ∈ par(j) and x ∈ X, (1)
implying that sign(fk(x)) = 1 for all k ∈ anc(j) if sign(fj(x)) = 1, whereas no constraint
is imposed on anc(j) if sign(fj(x)) = −1. Note that (1) is enforced only on X as opposed
to the entire Rp. Moreover, (1) permits x to be classiﬁed to multiple classes, which diﬀers
from the conventional classiﬁcation where class membership of x is exclusive.
42.2 Generalization error and hierarchical structure
For hierarchical classiﬁcation, the generalization error is used to measure a classiﬁer’s gen-
eralization performance. The generalization error for a decision function vector f is
GE(f) = El(Y,f(X)), (2)
where loss l measures accuracy of predicting outcome of Y by classiﬁer Sgn(f(X)).
Unlike in multi-class classiﬁcation, loss l in (2) may take various forms, depending on
the cost of misclassiﬁcation with respect to the hierarchy. For a tree, there have been
proposed three types of losses. They are the 0-1 loss l0−1(Y,f(X)) = I(Y  = Sgn(f(X))),
the symmetric diﬀerence loss (Tsochantaridis et al., 2005) l∆(Y,f(X)) = K−1  K
j=1 I(Y(j)  =
sign(fj(X))), and the H-loss (Cesa-Bianchi et al., 2004) lH(Y,f(X)) =
 K
j=1 cjI
 
Y(j)  =
sign(fj(X)) & Y(k) = sign(fk(X)), ∀ k ∈ anc(j)
 
. For the H-loss, two common choices of
cj’s have been suggested:
cj = K
−1|subtree(j)|; j = 1,...,K, (3)
or c0 = 1 and cj = cpar(j)/|sib(j)|; j = 1,...,K, (4)
where subtree(j) is the subtree rooted by j and |   | is the size of a tree.
By comparison, l0−1 penalizes path disagreements, whereas l∆ penalizes disagreements
at each node and lH penalizes disagreements of nodes while tolerating subsequent errors
of oﬀsprings. In other words, l0−1 focuses on complete correctness of predicting the entire
path(s), whereas l∆ and LH discriminate partial correctness from complete correctness. In
many real applications such as gene function prediction, a partially correct prediction is
usually preferable than a completely wrong one, and so are l∆ and LH. In addition, lH
modiﬁes l∆ by incorporating the hierarchical structure into the loss function, as claimed
5in Cesa-Bianchi et al. (2004). However, this modiﬁcation becomes unnecessary when the
hierarchical structure has already been fully captured through constraints (1). Moreover,
the deﬁnition of l∆ can be straightforwardly extended to a DAG, but such an extension for
lH remains unclear. Based on the forgoing discussion, we will focus our attention on l∆ in
implementation subsequently.
2.3 Decision rule with respect to hierarchy
In multi-path hierarchical classiﬁcation, the decision rule is important as well. Here we adopt
a top-down decision rule (Cesa-Biahchi, Conconi and Gentile, 2004) induced by the hierarchy,
that is, X is assigned to class j if sign( ˆ fj) = 1 and sign( ˆ fk) = 1 for all k ∈ anc(j); and it is not
otherwise. This is performed by classifying each node from the top to bottom of the hierarchy
sequentially, while the order of siblings does not matter. Note that classifying X to none of
the classes in the hierarchy is permitted, which occurs when all sign( ˆ fj) = −1. This is sensible
in applications such as gene function prediction where some genes are unannotated by any of
known function classes. Furthermore, it is worthy of pointing out that simply applying the
top-down decision rule is inadequate. However, when (1) is enforced through appropriate
constraints, the top-down rule oﬀers an eﬀective way of incorporating the hierarchal structure
into classiﬁcation, and hence that better classiﬁcation performance can be realized.
3 Proposed method
3.1 Large margin classiﬁcation
In general l(Y,f(X)) is nonconvex, and hence that minimizing (2) becomes diﬃcult if not
intractable. For this reason, it is often replaced by a surrogate loss L(Y,f(X)), especially so
in multi-class classiﬁcation. In hierarchical classiﬁcation, we say that loss L is a margin loss
if L(Y,f(X)) can be written as L(Y  f(X)) with Y f(X) = (Y(1)f1(X),...,Y(K)fK(X)) the
6componentwise product, and is large margin if L(z) is non-increasing with respect to each
component of z ≡ (z1,...,zK).
In implementation, we only consider l∆(Y,f(X)) = K−1  K
j=1 I(Y(j)  = sign(fj(X)))
for our target gene function discovery where partial correctness of prediction is of interest,
although the formulation is also applicable to other losses as well. For l∆, it is natural to
employ a margin loss L∆(Y,f(X)) = K−1  K
j=1 V (Y(j)fj(X)) deﬁned by a binary margin
loss V ( ). Binary margin losses include, among others, the hinge loss V (z) = (1 − z)+ for
SVM with its variants V (z) = (1 −z)
q
+ for q > 1; c.f., Lin (2002); the ψ-losses V (z) = ψ(z),
with ψ(z) = 1 − sign(z) if z ≥ 1 or z < 0, and 2(1 − z) otherwise, c.f., Shen, et al.
(2003), the logistic loss V (z) = log(1 + e−z), c.f., Zhu and Hastie (2005); the ρ-hinge loss
V (z) = (ρ−z)+ for nu-SVM (Sch¨ olkopf et al., 2000) with ρ > 0 being optimized; the sigmoid
loss V (z) = 1 − tanh(cz); c.f., Mason, et al. (2000).
As discussed in Section 2.1, f must satisfy (1) so that the hierarchical structure can be in-
corporated. However, (1) deﬁnes nonlinear constraints that are diﬃcult to treat numerically.
We therefore invoke linear constraints:
fpar(j)(x) − fj(x) ≥ 0, ∀ x ∈ X, (5)
which imply (1) and are easier to work with in constrained optimization. Note that the
linear constraints enforced at all values of x may be inﬁnite. We therefore approximate them
through ﬁnite constraints for computation. Toward this end, we sample ˜ xt; t = 1,    ,m,
from X and impose (5) over these points. Here the speciﬁc form of the sampling distribution
is irrelevant as long as it covers X.
In light of the aforementioned discussion, we propose a cost function for large margin
7hierarchical classiﬁcation:
min
f
C
n  
i=1
L∆(yi,f(xi)) + J(f), (6)
subject to fpar(j)(˜ xt) − fj(˜ xt) ≥ 0;t = 1,...,m;j = 1,...,K, (7)
where {zi = (xi,yi)}n
i=1 are the training sample and C > 0 is a regularization parameter.
Subject to (7), minimizing (6) with respect to f ∈ F, the candidate function space, yields
our estimated ˆ f, and thus the classiﬁcation rule.
In linear classiﬁcation, f is linearized in that each fj(x) = xTwj +bj represents a hyper-
plane with wj ∈ Rp and bj ∈ R1. In nonlinear classiﬁcation, a kernel K( , ), mapping from
Rp×Rp to R1, is used for a ﬂexible representation: fj(x) = (K(x,x1),...,K(x,xn))Taj +bj
with aj ∈ Rn, where the reproducing kernel Hilbert spaces (RKHS) plays an important role;
c.f., Gu (2000). For this reason, this is also referred as to kernel learning.
The penalty J(f) is often related to the so called geometric separation margin, which
can be deﬁned when a speciﬁc form of L( , ) is given. When L∆ is used, we deﬁne J(f)
to be the reciprocal of the geometric margin of various form in the componentwise additive
form. For instance, in linear learning with fj(x) = wT
j x + bj, J(f) = (2K)−1  K
j=1 wj 2,
where     is a L2-norm; in nonlinear learning with fj(x) = (K(x,x1),...,K(x,xn))Taj +bj,
J(f) = (2K)−1 K
j=1aT
j Kaj with K = (K(xi,xi′))n
i,i′=1.
The values of m and ˜ xt’s control the precision of the approximation of (7) to (5). Roughly,
larger m yields better approximation at cost of an increased computational burden. For
generating ˜ xt’s, it is trivial when X is discrete. When X is continuous, one may apply the
convex hull scheme as in Shen, Shi and Wong (1999) by ﬁrst generating the convex hull
deﬁned by the sample points x1,...,xn and then placing uniformed spaced points inside
the convex hull. As for the choice of m, we recommend m to be n, which yields adequate
approximations as showed in Section 4.3.
8As a technical remark, in the linear case, (5) can be substituted by
wpar(j) = wj; bpar(j) − bj ≥ 0, (8)
based on the fact that (8) is equivalent to (5) when X is unbounded. However, this is no
longer true when X is bounded as in many real applications, where (8) may impose more
constraints than necessary for the hierarchical structure, and thus impede the classiﬁcation
performance. This aspect is illustrated numerically in Section 4. In the nonlinear case, it is
unclear how to extend such a formulation.
3.2 Implementation
In this section, we implement (6) and (7) with the hinge loss V (z) = (1 − z)+ and the ψ
loss V (z) = ψ(z), respectively. For the hinge loss, (6) subject to (7) is solved through its
dual form and quadratic programming (QP). For the nonconvex ψ-loss, we develop a method
based on diﬀerence convex (DC) programming (An and Tao, 1997), which was previously
employed in Liu, Shen and Wong (2005) for supervised ψ-learning.
For simplicity, denote by s(f) the cost function in (6) with V (z) = ψ(z). Key to DC
programming is decomposing s(f) into a diﬀerence of two convex functions. Based on the de-
composition, iterative upper convex approximations are constructed by replacing the second
convex function with its tangent hyperplane. Minimizing the upper convex approximations
yields a sequence of solutions converging to a stationary point, possibly an ǫ-global mini-
mizer. We now construct the convex decomposition of s(f) = s1(f) − s2(f), with
s1(f) =
C
K
nl  
i=1
K  
j=1
ψ1(yijfj(xi)) + J(f) and
s2(f) =
C
K
nl  
i=1
K  
j=1
ψ2(yijfj(xi)),
9where ψ1 = 2(1 − z)+ and ψ2 = 2(−z)+. Here ψ1 and ψ2 are obtained through a convex
decomposition of ψ = ψ1 − ψ2 as displayed in Figure 1.
Figure 1 about here
With these decompositions, we treat the nonconvex minimization (6) by solving a se-
quence of quadratic problems iteratively. In step k + 1, we solve
min
f
s1(f) −  w,∇s2(ˆ f
(k)) K
subject to fpar(j)(xi) − fj(xi) ≥ 0; ∀i,j, (9)
where   ,  K is the inner product with respect to kernel K and ∇s2(ˆ f(k)) is a gradient vector
of s2(f) at the k-th step solution ˆ w(k), deﬁned as the sum of partial derivatives of s2 over
each observation, with ∇ψ2(z) = 0 if z > 0 and ∇ψ2(z) = −2 otherwise. Note that
s1(f) −  w − w(k),∇s2(ˆ f(k)) K is a convex upper bound of s(f) following the convexity of
s2(f(k)).
The detailed algorithm is given as follows.
Algorithm 1: (Sequential quadratic programming)
Step 1. (Initialization) Set initial ˆ f(0) to be the solution of minf s1(f). Specify precision
tolerance level ǫ > 0.
Step 2. (Iteration) At iteration k + 1, compute ˆ f(k+1) by solving (9).
Step 3. (Stopping rule) Terminate when |s(ˆ f(k+1)) − s(ˆ f(k))| ≤ ǫ.
Then the estimate ˆ f is the best solution among ˆ f(k); k = 0,1,   .
The convergence of Algorithm 1 is guaranteed by the nonincreasing property of the
upper envelops of s(f) with respect to iteration. The speed of convergence of Algorithm 1
is superlinear, following the same proof as in Theorem 3 of Liu, Shen and Wong (2005) for
ψ-learning. This means that the number of iterations required for Algorithm 1 to achieve
the precision ǫ is o(log(1/ǫ)). As a technical remark, we note that an ε-global minimizer
10can be obtained when Algorithm 1 is combined with the branch-and-bound method, as in
Liu, Shen and Wong (2005). For a computational consideration, we shall not seek the exact
global minimizer in here. Based on numerical experiments of An and Tao (1997), and Liu,
Shen and Wong (2005), such a DC algorithm as in Algorithm 1 usually leads to a good
local solution even when it is not global. This is evident from the DC decomposition where
s2 can be thought of correcting the bias due to convexity imposed by s1 that is the cost
function of HSVM.
4 Numerical examples
This section examines eﬀectiveness of the proposed hierarchical classiﬁers through two simu-
lated examples and one real application to gene function prediction. The proposed classiﬁers
with the hinge loss and ψ-loss, denoted as HSVM and HPSI, are compared against ﬂat SVM
(FlatSVM; solving (6) without constraint (7)) ignoring the hierarchical structure, parallel
SVM (ParSVM; solving (6) with respect to constraint (8)) requiring classiﬁcation functions
to be parallel as well as Hoﬀman’s structured SVM (HoﬀSVM; Cai and Hoﬀman, 2004) that
uses a hierarchical representation of classiﬁcation functions. The top-down decision rule in
Section 2.3 is applied to all classiﬁcation functions to yield the ﬁnal hierarchical classiﬁers.
A classiﬁer’s generalization performance is measured by the test error averaged over 100
simulation replications, approximating the generalization error deﬁned in (2). The test error
can be written as
TE(f) =
1
#{test set}
 
test set
l(Yi,Sgn(f(Xi))),
where l is an evaluation loss with four speciﬁc forms: l0−1, l∆, lH with cj’s deﬁned in (3)
and lH with cj’s deﬁned in (4). The corresponding test errors are denoted by TE0−1, TE∆,
TEsub and TEsib, respectively. Note that our focus here is TE∆ as discussed in Section 2.2,
although the other three losses are used as an evaluation reference.
11For comparison, we use FlatSVM as a baseline. For a simulated example where the Bayes
rule is available, the amount of improvement of a classiﬁer over FlatSVM is deﬁned as the
percent of improvement in terms of the Bayesian regret
(TE(FlatSV M) − Bayes) − (TE( ) − Bayes)
TE(FlatSV M) − Bayes
,
where TE can be TE0−1, TE∆, TEsub or TEsib, and Bayes denotes the corresponding
Bayes error. The Bayes error is the ideal optimal performance and serves as a benchmark
for comparison. For real application of gene function prediction where the Bayes rule is
unavailable, the amount of improvement is deﬁned as
TE(FlatSV M) − TE( )
TE(FlatSV M)
,
which may underestimate the actual percentage of improvement over FlatSVM.
All numerical analyses are conducted in R2.1.1 for FlatSVM, ParSVM, HoﬀSVM, HSVM
and HPSI. In linear learning, K(x,y) =  x,y ; in Gaussian kernel learning, K(x,y) =
exp(− x−y 2/(2σ2)), where σ is set to be the median distance between positive and negative
classes to reduce computational cost of tuning σ2, c.f., Jaakkola, Diekhans and Haussler
(1999).
4.1 Simulated examples
Example 1: A random sample, (Yi1,...,Yi8,Xi1,...,Xi10); i = 1,    ,1000, is sampled
independently: Xij ∼ U(−1,1); j = 1,2, Xij ∼ N(0,1); j = 3,...,10, Yi1 = 2I(Xi1 ≥ 0)−1,
Yi2 = 2I(Xi1 < 0)−1 and Yij = −1; j = 3,...,8. Secondly, 10% of the sample are chosen at
random and Yi1 and Yi2’s are ﬂipped to generate the nonseparable case. Thirdly, randomly
select 4/5 of the sample with Yi1 = 1 and Xi1 ≥ 0, 4/5 of that with Yi1 = 1 and Xi1 ≥ 0,
4/5 of that with Yi2 = 1 and Xi1 ≤ 0, 4/5 of that with Yi2 = 1 and Xi1 ≤ 0, and set their
12Yi3’s-Yi6’s to be 1, respectively. Finally, set Yi7 = I(Yi3 = Yi4 = 1, 2Xi1 + Xi2 − 1 ≥ 0) and
Yi8 = I(Yi5 = Yi6 = 1, 2Xi1 − Xi2 + 1 ≤ 0). This yields the ﬁrst simulated example deﬁned
by a DAG with multiple parents, in which 100 and 900 instances are used for training and
testing.
Example 2: A random sample, (Yi1,...,Yi10,Xi1,...,Xi10); i = 1,    ,1000, is sampled
independently: Xij ∼ U(−1,1); j = 1,2, Xij ∼ N(0,1); j = 3,...,10, Yij = 2I(Xi1 ≥
−1 + 2j/11) − 1; j = 1,...,10. Secondly, randomly choose 10% of the sample with Yij = 1
and Yi,j+1 = −1, and change their Yi,j+1’s 1 to generate the nonseparable case; j = 1,...,9.
This yields the second simulated example deﬁned a deep tree, in which 100 and 900 instances
are used for training and testing.
Figure 2 displays the hierarchical structures involved in Examples 1 and 2. Note that
both the examples are multi-path since labeling is permitted for multiple classes, and the
hierarchy in Example 1 is not tree, where nodes 7 and 8 have multiple parents.
Figure 2 about here
To eliminate dependency of each hierarchical method on tuning parameter C, the test
errors are minimized over 61 grid points {10−3+k/10; k = 0,...,60} through a grid search,
and are averaged over 100 simulation replications. The results are summarized in Table 1,
with the smallest test errors over the four competing classiﬁers boldfaced.
Table 1 about here
Evidently, HSVM and HPSI outperform FlatSVM and HoﬀSVM under all evaluation
metrics and in both the linear and Gaussian cases. Interestingly, ParSVM yields the best
performance in Example 2 when the true classiﬁcation functions are parallel, but the worst
performance in Example 1 when they are otherwise. HPSI performs better than HSVM in
almost all the cases including Example 2 with Gaussian kernel where the improvement can be
seen in the fourth decimal, and signiﬁcantly better in some cases. Note that HoﬀSVM and the
13H-loss are deﬁned only for trees, and are not directly applicable to Example 1. In Example
2, the test errors TE0−1 and TEsib become identical and so are the corresponding l0−1 and
lH, because the weights cj = 1 for all j in (4) for the hierarchy deﬁned in Figure 2. More
speciﬁcally, the amounts of improvement of HSVM and HPSI over FlatSVM range from 2.9%
to 63.1%, whereas those of HoﬀSVM and ParSVM over FlatSVM are from −91.4% to 28.8%
and from −18.3% to 73.3%, respectively. This suggests that the structural representations
of HoﬀSVM and ParSVM can impede the classiﬁcation performance, whereas HSVM and
HPSI improve over FlatSVM with the help of the hierarchical structure.
4.2 Application to gene function prediction
At present, almost half of the genes of yeast S. cerevisiae have not been annotated by a gene
function annotation system MIPS, although the gene expression proﬁles are available for the
entire genome. Therefore, predicting functional categories for unannotated genes is a central
problem in biological research.
The gene function prediction problem can be cast into the framework of multi-path hier-
archical classiﬁcation, with a hierarchy deﬁned by MIPS. Along a path, we extract general
and speciﬁc information about one gene according to which functional category that it be-
longs to from the top to bottom of the hierarchy. This is achieved by using the information
of known gene functions and their expression proﬁles. This is feasible because genes tend to
have similar biological functions when they share similar expression proﬁles, c.f., Eisen et al.
(1998). In this process, many genes are allowed to be annotated by multiple functional cat-
egories in MIPS. For instance, the gene YBL022C is annotated by three diﬀerent functional
categories: “TRANSCRIPTION”, “PROTEIN FATE (folding modiﬁcation destination)”
and “SUBCELLULAR LOCALIZATION” at the highest level.
This section applies the proposed method to predict gene functions through expression
data in Hughes et al. (2000), which are composed of expression proﬁles of a total of 6316
14genes gathered from 300 microarray experiments for the yeast. In particular, we discriminate
gene functional categories within two branches of the MIPS hierarchy, consisting of two
functional classes at the highest level: “CELL CYCLE AND DNA PROCESSING” and
“TRANSCRIPTION” and their corresponding oﬀsprings, see Figure 4 for description. Given
these two branches, only 23 functional categories that annotate 1103 genes according to MIPS
as of May, 2003.
Figure 4 about here
Before we apply HSVM and HPSI to predict gene functions, we evaluate their perfor-
mances based on repeated experiments. Speciﬁcally, we sample 303 genes from 1103 genes
at random for training and use the remaining 800 genes for testing. This process is repeated
over 100 times and the test errors under diﬀerent evaluation losses are averaged over 100
replications, as described in Section 4.2. The results are summarized in Table 2. Again,
HSVM and HPSI outperform FlatSVM, ParSVM and HoﬀSVM, under all the evaluation
metrics, in both linear and Gaussian kernel cases. The amount of improvement of HSVM
or HPSI over FlatSVM ranges from 0.3% to 10.4%. By comparison, ParSVM and HoﬀSVM
perform worse than FlatSVM in almost all the cases, and HPSI performs nearly the same as
HSVM in linear case and is signiﬁcantly better than HSVM in nonlinear case.
The amounts of improvements of HSVM and HPSI in here are not as large as those in
the simulated examples. This may be due to the high dimensionality p = 300 and relatively
small sample size n = 303. In such a situation, the hierarchy provides only a limited amount
of information. This aspect has been also noticed in the literature; c.f., Cai and Hoﬀman
(2004), and Shahbaba and Neal (2007). However, in contrast to the published results for
other high-dimension hierarchical problems (e.g., Rousu et al., 2006, and Cai and Hoﬀman,
2004), the above improvements are considered to be signiﬁcant.
Table 2 about here
15Next we apply the trained HPSI to our data as of May, 2003 to predict unknown gene
functional categories that were not annotated by this version of MIPS. Our predicted gene
functions will be cross-validated by a newer version of MIPS as of January, 2008, where more
than 50% additional genes have been annotated by this newer version of MIPS, providing a
good way to evaluate ﬁndings of our proposed method, c.f., Xiao and Pan (2005). Speciﬁ-
cally, we construct HPSI classiﬁer from the training set with 303 genes where HPSI yields
the smallest error rate among the previous 100 simulations, and predict the unknown gene
functions. Then we use most conﬁdent predictions for cross-validation, where the conﬁdence
is deﬁned by the estimated conditional probability obtained through Wang, Shen and Liu
(2008). The result is summarized in Table 3. Among the ten most conﬁdent predications,
according to the newer version of MIPS, three are validated to be perfectly correct (+), two
can not be veriﬁed (-) due to unknown gene functional categories in the 2008 version of MIPS,
three are veriﬁed to one 1-level parent node (P1) and two are veriﬁed to one 2-level parent
node (P2). Note that (P1) and (P2) are considered to be partially correct. For example,
the 2008 version of MIPS indicates that gene YOR039W has annotated “G1/S transition of
mitotic cell cycle”, whereas it is predicted to be annotated by “mitotic cell cycle and cell
cycle control” (030301), which is the 2-level parent node of “G1/S transition of mitotic cell
cycle”. In this case, the general hierarchical structure is correctly predicted whereas the
detailed ones are missed. Overall, these ten predictions are conﬁrmed by the new biological
discovery given in the 2008 version of MIPS.
Table 3 about here
4.3 Sensitivity study
We now perform a sensitivity study to investigate the performance of HSVM and HPSI
relative to the number of support points m. For illustration, we only report the result
of HSVM. The study is conducted in Example 1, where m is set to be 0,50,100,150,200.
16Figure 3 indicates that the test error of HSVM, measured by l∆ as a function of m, decreases
as m increases in the linear and Gaussian kernel cases, indicating that an increase in m
may improve the classiﬁcation performance. However, the amount of improvement becomes
negligible when m exceeds a certain level of thresholding, say 50. The other losses show the
similar pattern as in Figure 3 and thus are omitted here.
Figure 3 about here
Next we perform a sensitivity study to investigate the degree of approximation of {f ∈
F : f satisﬁes (7)} to {f ∈ F : f satisﬁes (5)} with respect to m and p. The approximation
accuracy is quantiﬁed by the proportion of inconsistent predictions on a test set, that is,
#{x ∈ {test set} : f(x) does not satisfy (1)}/#{test set}. The study is conducted for the
linear HSVM on the gene example in Section 4.2, with and without the top-down decision
rule, where m = 303,600 and p = 30,100,300. For the cases when p < 300, a prescreening
procedure is applied for variable selection, as in Guyon, Weston and Vapnik (2002), and
optimal C is determined by minimizing TE∆.
Table 4 displays the averaged proportion of inconsistent prediction as well as correspond-
ing averaged TE∆ over 100 independent replicates. Evidently, the proportions of inconsis-
tent predictions are about 18% and 0%, with and without the top-down decision rule, when
m = 303 and p = 300, implying an adequate approximation accuracy of (7). The proportions
of inconsistent prediction decrease when p becomes smaller or m becomes larger. Intuitively,
this is sensible because (7) enforces the hierarchical structure well when m is relative large
comparing with p, but it may require a signiﬁcantly increased computational cost. There-
fore, we recommend to choose a moderate size of m, and employ the top-down decision rule
to enforce the ﬁnal prediction to be consistent with the hierarchy.
Table 4 about here
175 Statistical learning theory
This section quantiﬁes the asymptotic behavior of the generalization accuracy of the proposed
classiﬁer ˆ f deﬁned by (6) and (7). The generalization accuracy is measured by the Bayesian
regret e(ˆ f,¯ f) = GE(ˆ f) − GE(¯ f) ≥ 0 with ¯ f = ( ¯ f1,    , ¯ fK) and ¯ fj(x) = sign(P(Y(j) =
1|X = x) − 1/2), which is the diﬀerence between the actual performance of ˆ f and the ideal
performance of the Bayes rule ¯ f = ( ¯ f1,..., ¯ fK), with GE(f) = El∆(Y,f(X)).
5.1 Asymptotic theory for large margin hierarchical classiﬁers
Bounds for e(ˆ f,¯ f) will be derived in terms of complexity of the class of candidate decision
functions deﬁned by sample constraints   F = {f : f ∈ F with f satisfying (7)}, n, m, K( , )
and tuning parameter λ = (nC)−1.
Corollary 1 Under the assumptions of Theorem 1 in Appendix A,
e(ˆ f,¯ f) = Op
 
δ
2α
n
 
, Ee(ˆ f,¯ f) = O
 
δ
2α
n
 
,
provided that n(λJ∗)2−min(β,1) is bounded away from 0, where δ2
n = min(1, max(ǫ2
n,2sn) +
4T(T + 1)(n + 1)−1), and ǫ2
n, sn, α, β, J∗ and T are deﬁned in Appendix A.
Corollary 1 indicates that the imposed hierarchical constraints (5) play a key role in
hierarchical classiﬁcation because they may reduce the capacity of the candidate function
class ¯ F = {f : f ∈ F with f satisfying (5)} ⊂   F. As a result, better generalization accuracy
can be realized than its ﬂat counterpart, which is in contrast to Theorem 1 for multi-class
large margin classiﬁcation in Shen and Wang (2007). More speciﬁcally, the rate δ2α
n becomes
faster when the entropy of ¯ F gets smaller, especially so when the number of levels of the
involved hierarchy gets larger, c.f., Lemma 2.
185.2 Theoretical examples
We now apply Corollary 1 to one linear and one nonlinear learning examples to obtain the
generalization error rates of HSVM and HPSI, as measured by the Bayesian regret e(f,¯ f).
In either case, we will demonstrate that HSVM and HPSI outperform their ﬂat counterparts
FlatSVM and FlatPSI, when suﬃcient structural information is provided by the hierarchy.
Technical details are deferred to Appendix C.
Linear learning: Consider linear classiﬁcation where X = (X(1),X(2)) is sampled in-
dependently according to U(−1,1). Given X, label Y(j) is 1 if X(1) > −1 + 2j/(K + 1)
and −1 otherwise; j = 1,...,K. This deﬁnes a tree hierarchy: 1 → 2 → ... → K. Then
for j = 1,...,9, 10% of the sample with Yij = 1 and Yi,j+1 = −1 are randomly chosen
and their Yi,j+1’s are changed to 1 to generate a nonseparable situation. Here F consists
of linear decision functions of the form f(x) = (f1(x),...,fK(x)) with fj(x) = bj + xTwj
for wj ∈ R2 and x = (x(1),x(2)) ∈ R2. The Bayes rule is ¯ f(x) = ( ¯ f1(x),..., ¯ fK(x)) with
¯ fj(x) = sign(x(1) +1−2j/(K +1)), yielding a sequence of vertical lines as the classiﬁcation
boundary for diﬀerent classes.
An application of Corollary 1 yields that the convergence rates of HSVM and HPSI are
O
 
(min(K,n1/2)n−1 logn)1/2 
and O
 
min(K,n1/2)(n−1 logn)
 
respectively, while the con-
vergence rates of FlatSVM and FlatPSI are O
 
(Kn−1 logn)1/2 
and O(Kn−1 logn) respec-
tively, where K comes from the fact that the metric entropy of F is K times as large as that
of F1. These rates are slower than those of HSVM and HPSI when K > O(n1/2).
Nonlinear learning: Consider, in the preceding case, kernel learning with a diﬀer-
ent candidate decision function space deﬁned by the Gaussian kernel. By the representa-
tion theorem of RKHS, c.f., Wahba (1990), it is convenient to embed a ﬁnite-dimensional
Gaussian kernel representation into an inﬁnite-dimensional space F = {x ∈ R2 : f(x) =
(f1(x),...,fK(x)) with fj(x) = bj + wT
j φ(x) = bj +
 ∞
l=0 wj,lφl(x) : wj ∈ R∞}, and
 φ(x),φ(z)  = K(x,z) = exp(− x − z 2/(2σ2
n)) with σ2
n to be speciﬁed.
19An application of Corollary 1 yields that the convergence rate of HSVM is Ee(ˆ f,¯ f) =
O
 
max(min(K,n2/9)n−1(τ2σ2
n + logn + σ−2
n )3,Kτ−1)
 
, yielding O
 
min(K,n2/9)n−1/7 
with
τ ∼ n1/7 when σ2
n is ﬁxed, and O
 
min(K,n2/9)n−1/4 
with τ ∼ σ−2
n ∼ n1/4. Similarly, the
convergence rate of HPSI is Ee(ˆ f,¯ f) = O
 
max(min(K,n2/9)n−1(log(nτ2σ2
n)+σ−2
n )3,Kτ−1)
 
= O
 
min(K,n2/9)n−1(logn)3 
with τ ∼ n(logn)−3 when σ2
n is ﬁxed, or τ ∼ n(logn)−3 and
σ−2
n ∼ logn. In contrast, the convergence rates of FlatSVM with ﬁxed or optimally chosen
σ2
n and FlatPSI to be O
 
Kn−1/7 
, O
 
Kn−1/4 
and O(Kn−1(logn)3), respectively. Again,
the rates are slower than those of HSVM with ﬁxed or optimally chosen σ2
n and HPSI when
K > O(n2/9).
6 Discussion
This article proposed a novel large margin method for the symmetric diﬀerence loss in the
hierarchical classiﬁcation. In contrast to existing hierarchical methods, the proposed method
integrates the hierarchical structure into classiﬁcation through simple constraints, leading to
better classiﬁcation accuracy than its ﬂat counterparts. Both theoretical and numerical
analyses suggest that the generalization error of the proposed method becomes smaller than
its ﬂat counterpart due to the built-in hierarchical structure. The utility of the method
is illustrated on an application to gene function prediction, where the proposed method
successfully predicts the function categories of various genes that have not been annotated
in the original data.
Appendix A: Theorem and Technical Assumptions
Let ¯ F = {f : f ∈ F with f satisfying (5)} ⊂   F, eL(f,¯ f) = E(L∆(f,Z) − L∆(¯ f,Z)) with
L∆(f,Z) = K−1  K
j=1V (Y(j)fj(X)) the surrogate loss used in (6) and L( ) any margin loss.
The following assumptions are made.
Assumption A. (Approximation error) For some positive sequence such that sn → 0 as
20n → ∞, there exists f∗ ∈ ¯ F such that eL(f∗,¯ f) ≤ sn.
Assumption A is analogous to that in Shen et al. (2003), and ensures that the Bayes rule
¯ f is well approximated by ¯ F.
Next, we deﬁne a truncated LT
∆(f,Z) = K−1  K
j=1 V T(Y(j)fj(X)) with
V
T(Y(j)fj(X)) =

 
 
V (Y(j)fj(X)) if V (Y(j)fj(X)) ≤ T,
T otherwise,
for any f ∈   F and some truncation constant T such that maxj{V (Y(j) ¯ fj(X)),V (Y(j)f∗
j (X))}
≤ T; ∀j almost surely, and eLT(f,f∗) = E(LT
∆(f,Z) − L∆(f∗,Z)).
Assumption B. (Conversion formula) There exist constants 0 < α ≤ ∞, β ≥ 0, a1 > 0
and a2 > 0 such that for any suﬃciently small δ > 0,
sup
{f∈ e F: eLT (f,¯ f)≤δ}
e(f,¯ f) ≤ a1δ
α, (10)
sup
{f∈ e F: eLT (f,¯ f)≤δ}
Var(L
T
∆(f,Z) − L∆(¯ f,Z)) ≤ a2δ
β. (11)
Assumptions B describes local smoothness of e(f,¯ f) and Var(LT
∆(f,Z)−L∆(¯ f,Z)) within
a neighborhood of f∗. The exponents α and β depend on the joint distribution of (X,Y).
Moreover, (11) is implied by the low noise assumption, c.f., Shen and Wang (2006).
Next, we deﬁne the L2-metric entropy with bracketing that measures the cardinality of
¯ F. Given any ǫ > 0, denote {(fl
r,fu
r )}R
r=1 as an ǫ-bracketing function set of ¯ F if for any
f ∈ ¯ F, there exists an r such that fl
r ≤ f ≤ fu
r and  fl
r − fu
r  2 ≤ ǫ;r = 1,    ,R, where the
inequality sign is componentwise. Then the L2-metric entropy with bracketing HB(ǫ, ¯ F) is
deﬁned as the logarithm of the cardinality of the smallest ǫ-bracketing function set of ¯ F.
Let ¯ FL(t) = {LT
∆(f,z) − L∆(f∗,z) : f ∈ ¯ F(t)} with ¯ F(t) = {f ∈ ¯ F : J(f) ≤ J∗t},
J(f) =
1
2 f 2
K =
1
2K
 K
j=1 fj 2
K and J∗ = max(J(f∗),1).
21Assumption C. (Metric entropy) For some constants ai > 0;i = 3,...,5 and ǫn > 0,
sup
t≥2
φ(ǫn,t) ≤ a5n
1/2, (12)
where φ(ǫ,t) =
  a
1/2
3 Dβ/2
a4D H
1/2
B (w, ¯ FL(t))dw/D, and D = D(ǫ,λ,t) = min(ǫ2+λ(t/2−1)J∗,1).
Assumption D. (Smoothness) There exist some constants a6 > 0, a7 > 0 and δ0 > 0,
such that for any j = 1,...,K, fj ∈ Fj and 0 < δ ≤ δ0,
sup
 fj K≤a6
 ∇δfj 1 ≤ a7,
where  ∇δfj 1 = δ−1  p
r=1 E
 
|fj(X + δ1r) − fj(X)|
 
and 1r is a vector of length k with all
elements being 0 but the r-th element being 1.
Assumption D requires that fj;j = 1,...,K satisfy a Lipschitz condition. This is usually
met when F is a RKHS according to the representer theorem (Kimeldorf and Wahba, 1971),
which includes RKHS deﬁned by linear, polynomial, Gaussian and spline kernels and so on.
Theorem 1 Under Assumptions A-D, for ˆ f deﬁned in (6) and (7), there exist constants
a8 > 0 and a9 > 0 such that
P
 
e(ˆ f,¯ f) ≥ a1δ
2α
n
 
≤ 3.5exp(−a8n(λJ
∗)
2−min(β,1)) + a9n
−1, (13)
provided that m ≥ (2a
−1
4 nǫ−2
n max1≤i,j≤n  xi − xj 1)p and λ−1 ≥ 2δ−2
n J∗, where δ2
n = min(1,
max(ǫ2
n,2sn) + 4T(T + 1)(n + 1)−1).
Remarks: Theorem 1 and Corollary 1 continue to hold when the L2-metric entropy
in Assumption C is replaced by a uniform entropy, c.f., Theorem 1 of Shen and Wang
(2007). Here the uniform entropy is deﬁned as HU(w, ¯ FL(t)) = supQ HB,Q(w, ¯ FL(t)), where
HB,Q(w, ¯ FL(t)) is a L2-metric entropy with  g 2 = (
 
g2dQ)1/2. The proof requires a slight
22modiﬁcation, and the constant 3.5 on the right hand side of (13) becomes 1 + (20(1 −
(32a8n(λJ∗)2−min(β,1))−1)−1)1/2.
Appendix B: Technical Proofs
Lemma 1 A global minimizer of El∆(Y,f(X)) over all possible f’s is ¯ f.
Proof of Lemma 1: For l∆, note that the global minimizer of El∆(Y,Sgn(f(X))) =
K−1  K
j=1 EI(Y(j)  = sign(fj(X))) is identical to that of EI(Y(j)  = sign(fj(X))) for each j.
It can be shown as in Lin (2002) that the global minimizer is ¯ fj(x) = sign(P(Y(j) = 1|X =
x) − 1/2), satisfying (1).
Proof of Theorem 1: It follows from the deﬁnition of ˆ f and LT
∆ ≤ L∆ that
P(eLT(ˆ f,¯ f) ≥ δ
2
n) ≤ P(max
j,r
| ˆ fj(X + δ1r) −ˆ fj(X)| ≥ nδ)+
P
∗
 
sup
{f∈ e Fn,eLT (f,¯ f)≥δ2
n}
n
−1
n  
i=1
(  L∆(f
∗,Zi) −   L
T
∆(f,Zi)) ≥ 0
 
≤ P(max
j,r
| ˆ fj(X + δ1r) − ˆ fj(X)| ≥ nδ) + P(X / ∈ Ω)+
P
∗
 
sup
{f∈ e Fn,eLT (f,¯ f)≥δ2
n}
n
−1
n  
i=1
(  L∆(f
∗,Zi) −   L
T
∆(f,Zi)) ≥ 0,X ∈ Ω
 
,
(14)
where P ∗ denotes the outer probability measure on Ω, Ω is the convex hull spanned by
X1,...,Xn,   Fn = {f ∈   F : maxj,r |fj(X + δ1r) − fj(X)| ≤ nδ}, n−1  n
i=1   L∆(f,Zi) is the
penalized cost function to be minimized with   L∆(f,Zi) = L∆(f,Zi)+λJ(f), and   LT
∆(f,Zi) =
LT
∆(f,Zi) + λJ(f). We will proceed to bound the three terms in (14) separately.
To bound P(maxj,r | ˆ fj(X + δ1r) −ˆ fj(X)| ≥ nδ), note that
 K
j=1EJ( ˆ fj) is bounded by
some constant, c.f., Lemma 5 of Wang and Shen (2007). This, together with Assumption
D, implies that there exists a constant a7 > 0 such that E
 K
j=1  ∇ ˆ fj 1 ≤ a7, implying that
E maxj,r δ−1| ˆ fj(X + δ1r) − ˆ fj(X)| ≤ a7. By Markov’s inequality, P(maxj,r | ˆ fj(X + δ1r) −
ˆ fj(X)| ≥ nδ) ≤ a7/n.
23To bound P(X / ∈ Ω), we ﬁrst consider the one-dimensional case, where Ω becomes an
interval [mini Xi,maxi Xi]. Then P(X / ∈ Ω) = 2/(n + 1) by noting that X,X1,...,Xn are
i.i.d. samples from the distribution of X. Next, suppose that the dimension is greater than
1. Note that Ω =
 p
l=1[mini Xil,maxi Xil], implying that P(X / ∈ Ω) = 1 − P(X ∈ Ω) =
1 − (1 − 2/(n + 1))p ≤ 2p/(n + 1).
Finally, we bound the third term in (14) by applying Theorem 1 of Shen and Wang (2007).
Here it suﬃces to verify Assumptions A-C in Shen and Wang (2007). First, Assumptions
A-B are satisﬁed by replacing ǫ there by ǫ + 4T(T + 1)/(n + 1),
|eLT(f,¯ f) − ˜ eLT(f,¯ f)| ≤ 4T/(n + 1) and
|Var
Ω
(L
T
∆(f,Z) − L∆(¯ f,Z)) − Var(L
T
∆(f,Z) − L∆( ¯ f,Z))| ≤ 4T
2/(n + 1),
where ˜ eLT(f,¯ f) = EΩ(LT
∆(f,Z))−EΩ(LT
∆(¯ f,Z)), and EΩ and VarΩ are taken with respect to
X ∈ Ω. Next, Assumption C is satisﬁed for ¯ F by Assumption C in Appendix A. It remains
to show that the entropy inequality (12) also holds for   Fn or   F through the relationship
between   F and ¯ F. Note that the support points ˜ xt are uniformly spaced inside the convex
hull Ω and a4m1/p ≥ 2nǫ−2
n maxi,j  xi − xj 1. For any point x ∈ Ω, there exists a support
point ˜ xt such that  x − ˜ xt 1 ≤ a4ǫ2
n/2n, implying that |fj(x) − fj(˜ xt)| ≤ a4ǫ2
n/2 and
fpar(j)(x) − fj(x) ≥ fpar(j)(˜ xt) − fj(˜ xt) − |fpar(j)(x) − fpar(j)(˜ xt)| − |fj(x) − fj(˜ xt)| ≥ −a4ǫ
2
n,
for all j. Therefore, ¯ F ⊂   F ⊂ {f : fj ∈ Fj,fpar(j)(x) − fj(x) ≥ −a4ǫ2
n, ∀j}, and hence
HB(w, ¯ F) ≤ HB(w,   F) ≤ HB(w,{f : fj ∈ Fj,fpar(j)(x) − fj(x) ≥ −a4ǫ
2
n, ∀j}) = HB(w, ¯ F),
for all w ≥ a4ǫ2
n, where   FL(t) = {LT
∆(f,z) − L∆(f∗,z) : f ∈   F(t)}, implying HB(w, ¯ F) =
24HB(w,   F). Similarly, HB(w, ¯ FL(t)) = HB(w,   FL(t)) for all w ≥ a4ǫ2
n with   FL(t) = {LT
∆(f,z)
−L∆(f∗,z) : f ∈   F,J(f) ≤ t}. Then the entropy inequality for   FL(t) follows from (12). The
result then follows.
Appendix C: Veriﬁcation of Assumptions in Section 5.2
Linear learning: We now verify Assumptions A-D for HSVM and HPSI. Assumptions A
and B are met for HSVM according to Lemma 3 of Shen and Wang (2007) with f∗ =
arginff∈F EL∆(f,Z), α = 1/2 and β = 1 for HSVM, and f∗
j = n(x(1) + 1 − 2j/(K + 1)),
α = 1 and β = 1 for HPSI. For Assumption C, it follows from Lemma 3 of Wang and
Shen (2007) and Lemma 2(a) that HB(ǫ, ¯ FL(t)) ≤ O(min(K,(1/ǫ)1/2)log(1/ǫ)). Easily,
supt≥2 φ(ǫn,t) ≤ O
 
(min(K,(1/ǫ2
n)1/2)log(1/ǫ2
n))1/2/ǫn
 
in (12). Solving (12) yields ǫ2
n =
min(K,n1/2)n−1 logn when λJ∗ ∼ ǫ2
n. Assumption D is satisﬁed for the linear kernel.
Kernel learning: We now verify Assumptions A-D for HSVM and HPSI, respectively.
HSVM: For Assumption A, let f∗
j = 1 − (1 + exp(τ(x(1) + 1 − 2j/(K + 1))))−1, then
it can be veriﬁed that eL(f∗,¯ f) = O(Kτ−1) and J(f∗) = O(Keτ2σ2
n). Assumption B is
met for HSVM with α = β = 1 by Lemmas 6 and 7 of Shen and Wang (2007). For
Assumption C, it follows from Lemma 7 of Wang and Shen (2007) and Lemma 2(b) that
HB(ǫ, ¯ FL(t)) ≤ O(min(K,(1/ǫ)2/9)(log((J∗t)1/2/ǫ) + σ−2
n )3). Plugging it into (12), we have
supt≥2 φ(ǫn,t) ≤ O
 
(min(K,(1/ǫ2
n)2/9)(log((J∗)1/2/ǫ2
n) + σ−2
n )3)1/2/ǫn
 
. Solving (12) yields
ǫ2
n = min(K,n2/9)n−1(log((J∗n/K)1/2) + σ−2
n )3 when λJ∗ ∼ ǫ2
n. Assumption D is satisﬁed
with the Gaussian kernel, c.f., Smola, Sch¨ okopf and M¨ uller (1998).
HPSI: For Assumption A, let f∗
j = τ(x(1) + 1 − 2j/(K + 1)) with τ > 0 to be speciﬁed,
then it can be veriﬁed that eL(f∗,¯ f) = O(Kτ−1) and J(f∗) = O(Kτ2σ2
n). Assumption B
is met with α = β = 1 by Theorem 3.1 of Liu and Shen (2006). For Assumption C, as
in the HSVM case, solving (12) yields ǫ2
n = min(K,n2/9)n−1(log((J∗n/K)1/2) + σ−2
n )3 when
λJ∗ ∼ ǫ2
n. Assumption D is met with the Gaussian kernel.
25Lemma 2 In the example in Section 5.2, assume that the hierarchy is a nested sequence
1 → 2 → ... → K and F1(t) = ... = FK(t) with Fj(t) = {fj ∈ Fj :  fj 2
K ≤ J∗t}; j =
1...,K.
(a) If F1(t) is deﬁned by polynomial kernel of order m, i.e., K(x,z) = (1 + xTz)m, then the
L2 ǫ-bracketing entropy of ¯ F(t) is
HB(ǫ, ¯ F(t)) ≺ K
 
HB(ǫ,F1(t)) −
1
2
(m
2 + 3m)logK
 
,
where u ≺ v means u/v is bound by some constant.
(b) If F1(t) is deﬁned by Gaussian kernel, then the L2 ǫ-bracketing entropy of ¯ F(t) is
HB(ǫ, ¯ F(t)) ≺ K
 
HB(ǫ,F1(t)) −
1
2
(M
2 + 3M)logK
 
,
where M is the minimal integer greater than 3log(T/ǫ) + 160log2/σ2 + 5.
Proof of Lemma 2: (a) Polynomial kernel: For any f ∈ ¯ F(t), constraints (5) imply that
f1 ≥ f2 ≥ ... ≥ fK. Without loss of generality, we assume that sets {x : f1(x) < 0} and
{x : fK(x) > 0} are not empty. Otherwise, set f1(x) = x(1) + 1 and fK(x) = x(1) − 1.
Choose points u1,...,uS from {x : f1(x) < 0} and v1,...,vS from {x : fK(x) > 0}
with S = (m2 + 3m)/2. By construction, there exist distinct wsj such that fj(wsj) = 0;
j = 1,...,K. This is because fj(x) is continuous in x, and fj(us) < 0 and fj(vs) > 0 for
all j and s. Next we permute each row of W = (wsj)S×K to obtain the permuted   W. Note
that each   W corresponds to an f in F(t) in that the j-th column of   W uniquely determines
fj(x) = 0 because fj(x) is a polynomial having no more than S unknown coeﬃcients.
On the other hand, only W corresponds to an f in ¯ F(t) given the constraints deﬁned by
the hierarchy. Therefore, an f in ¯ F(t) corresponds to (K!)S f’s in F(t). This implies that
HB(ǫ, ¯ F(t)) ≺ log(eHB(ǫ,F(t))/(K!)S) ≺ HB(ǫ,F(t))−S log(K!) ≺ K(HB(ǫ,F1(t))−S logK).
26(b) Gaussian kernel: As showed in Zhou (2002), for any f ∈ F1(t), there exists a polynomial
function g of order M such that  g − f K ≤ ǫ. Therefore, the L2 ǫ-bracketing entropy of
¯ F(t) with Gaussian kernel can be bounded by that of ¯ F(t) with polynomial kernel of order
M. The result then follows from (a).
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30Table 1: Averaged test errors as well as estimated standard errors (in parenthesis) of HSVM,
HPSI, HoﬀSVM, ParSVM and FlatSVM, over 100 pairs of training and testing samples, in
Examples 1 and 2. The smallest test error in each row is boldfaced. Here TE0−1, TE∆,
TEsub and TEsib are diﬀerent generalization error rates, Bayes is the Bayes error and Impro.
is the amount of improvement.
Metric FlatSVM HoﬀSVM ParSVM HSVM HPSI Bayes
Example 1: Linear
TE0−1 .760(.0062) − .790(.0055) .617(.0052) .598(.0059) 53/125
Impro. − − 8.9% 42.6% 48.2% −
TE∆ .176(.0016) − .186(.0012) .153(.0015) .147(.0012) 243/2000
Impro. − − -18.3% 42.2% 53.2% −
Example 1: Gaussian
TE0−1 .797(.0054) − − .718(.0048) .713(.0048) 53/125
Impro. − − − 21.2% 22.5% −
TE∆ .221(.0029) − − .204(.0023) .203(.0024) 243/2000
Impro. − − − 17.1% 18.1% −
Example 2: Linear
TE0−1 .685(.0081) .613(.0010) .363(.0049) .414(.0121) .409(.0121) 9/110
Impro. − 11.9% 53.4% 44.9% 45.8% −
TE∆ .116(.0032) .085(.0022) .037(.0005) .049(.0026) .048(.0026) 9/1100
Impro. − 28.8% 73.3% 62.1% 63.1% −
TEsub .351(.0061) .316(.0022) .197(.0033) .229(.0077) .228(.0075) 9/220
Impro. − 11.3% 43.3% 39.3% 39.7% −
TEsib .685(.0081) .613(.0010) .363(.0049) .414(.0121) .409(.0121) 9/110
Impro. − 11.9% 53.4% 44.9% 45.8% −
Example 2: Gaussian
TE0−1 .828(.0022) .822(.0013) − .806(.0022) .806(.0021) 9/110
Impro. − 0.8% − 2.9% 2.9% −
TE∆ .169(.0015) .316(.0035) − .157(.0012) .157(.0012) 9/1100
Impro. − -91.4% − 7.5% 7.5% −
TEsub .503(.0025) .576(.0067) − .485(.0019) .485(.0018) 9/220
Impro. − -15.8% − 3.9% 3.9% −
TEsib .828(.0022) .822(.0013) − .806(.0022) .806(.0021) 9/110
Impro. − 0.8% − 2.9% 2.9% −
31Table 2: Averaged test errors as well as estimated standard errors (in parenthesis) of HSVM,
HPSI, HoﬀSVM, ParSVM and FlatSVM, over 100 pairs of training and testing samples, in
the gene prediction example. The smallest test error in each row is boldfaced. Here TE0−1,
TE∆, TEsub and TEsib are diﬀerent generalization error rates, and Impro. is the amount of
improvement.
Metric FlatSVM ParSVM HoﬀSVM HSVM HPSI
Linear
TE0−1 .979(.0030) .972(.0019) .989(.0010) .956(.0042) .958(.0005)
Impro. − 0.7% -1.0% 2.3% 2.1%
TE∆ .187(.0006) .307(.0014) .288(.0007) .181(.0006) .182(.0005)
Impro. − -64.2% -54.0% 3.2% 2.7%
TEsub .626(.0018) .665(.0017) .693(.0014) .601(.0018) .596(.0009)
Impro. − -6.2% -10.7% 4.0% 4.8%
TEsib .628(.0018) .688(.0017) .738(.0013) .603(.0018) .600(.0010)
Impro. − -9.6% -17.5% 4.0% 4.5%
Gaussian
TE0−1 .986(.0019) − .990(.0017) .946(.0017) .883(.0016)
Impro. − − -0.4% 4.1% 10.4%
TE∆ .167(.0003) − .329(.0032) .165(.0005) .161(.0005)
Impro. − − -97.0% 1.2% 3.6%
TEsub .625(.0016) − .708(.0035) .623(.0024) .608(.0008)
Impro. − − -13.3% 0.3% 2.7%
TEsib .622(.0025) − .742(.0033) .620(.0016) .611(.0010)
Impro. − − -19.3% 0.3% 1.8%
Table 3: Veriﬁcation of top 10 gene predictions made by HPSI using the 2008 version of
MIPS, where corresponding nodes are given in parenthesis.
Gene Predicted function category Veriﬁed
YDR013W DNA synthesis and replication (030103) +
YDR279W DNA synthesis and replication (030103) +
YGL015C cell cycle (0303) −
YML118W-a mitotic cell cycle and cell cycle control (030301) P2
YOR039W mitotic cell cycle and cell cycle control (030301) P2
YLR445W mRNA synthesis (040501) −
YNL023C mRNA synthesis (040501) P1
YPR009W mRNA synthesis (040501) P1
YML069W mRNA synthesis (040501) +
YPL007C mRNA synthesis (040501) P1
32Table 4: Averaged proportion of inconsistent predictions and test errors TE∆ on test set as
well as estimated standard errors (in parenthesis).
m = 300 m = 300 m = 300 m = 600
p = 30 p = 100 p = 303 p = 303
Without top-down rule
Proportion 2.5E-4(7.9E-5) 2.3E-2(9.1E-4) 1.8E-1(2.6E-3) 9.1E-2(1.3E-3)
TE∆ .196(.0004) .192(.0003) .190(.0004) .184(.0004)
With top-down rule
Proportion 0 0 0 0
TE∆ .196(.0004) .191(.0003) .181(.0006) .179(.0004)
Figure 1: Plot of ψ, ψ1 and ψ2 for the DC decomposition of ψ = ψ1 − ψ2. Solid, dotted and
dashed lines represent ψ, ψ1 and ψ2, respectively.
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33Figure 2: The left panel displays the hierarchical structures in Example 1 and the right panel
displays the hierarchical structures in Example 2.
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Figure 3: Sensitivity study for various values of m in Example 1.
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34Figure 4: Hierarchical structure in gene function prediction example, where the number
inside each circle stands for the function class within its parent class. To identify the exact
function class for each node, we need to combine all numbers from its ancestors at the ﬁrst
level to itself. For example, the grey node stands for function class 03010501, which is “DNA
repair” according to MIPS.
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