Abstract For color images in a complex background, we cannot be able to detect faces quickly. So we put forward an algorithm, which is based on skin color feature and the improved AdaBoost algorithm. First, through the skin color detection to excluding large amounts of complex background of non-face, after that define the face candidate regions. Besides, when the image is darkness, we will increase the light treatment, afterwards use AdaBoost algorithm to detect the human face, to improve the accurate rate of face detection system and reduce the error rate. In addition, based on the AdaBoost algorithm of former research ,we add new Haar features and modify the weight of its update method, so under the condition of the less weak classifier, the AdaBoost algorithm's training speed much faster, and to prevent the excessive distribution in the process of the training. The experimental results show the proposed method has great improvement for face detection.
Introduction
In recent years, along with the rapid development of computers' speed, which makes the image processing technology has been widely applied in many fields, including intelligent monitoring, security trading, human-computer interaction and so on. Face detection [1] [2] is an significant branch in pattern recognition, its means to find out all faces in the picture. In [3] , according to a priori knowledge that the human face can be similar to an ellipse, using the generalized Hough transform to extract the elliptical shape information, then we can achieve the face detection. In [4] ， it established the face Mosaic model and relatively complete knowledge base, using the knowledge base put forward the fast face detection method. These methods can better cope with the variety environmental, and has a higher precision. But this kind of method usually needs to be done with the huge sample training and learning, how to complete high-speed and effective training, reduce the great amount of calculation, and increase the efficiency of the face detection, which are the urgent demand problem. In [5] , put forward an Adaboost face detection algorithm based on the skin color features, In [6] , combining with skin color detection and the improved Adaboost algorithm. Though, these methods have fast detection speed, its testing environment needs higher requirements, such as the simple background, good lighting, and so on, the imperfection of the face feature extraction is another weakness, which could not finish the high detection precision.
According to the above problem, this paper combines with the knowledge-based methods and the statistical analysis method. The first step is the pretreatment of the light, and color, put forward new Haar features and improved Adaboost algorithm. Through pretreatment of color and image enhancement, we can reduce the amount of calculations of face detection, new Haar features and the improved Adaboost algorithm can reduce the training time, and increase the accuracy of face detection. So it can overcome the defect of above methods, and complete higher efficiency and higher precision face detection. In this paper, the structure is as follows. Section 2 introduces the Adaboost algorithm. Section 3 introduces the improved Adaboost algorithm. Section 4 is the experiment, which verify the high speed of skin color processing and the efficiency and accuracy of the improved algorithm. Section 5 is a conclusion. 
2.The algorithm of face detection

AdaBoost algorithm
AdaBoost algorithm is a boosting algorithm, which has the ability of applicability. The main idea is that according to the same training set, we should train different weak classifier, then form a stronger final classifier (strong classifier) by putting these weak classifier together. The algorithm is achieved by changing the data distribution, and the weights of each sample are determined by the accuracy of training set of each sample and the overall classification of last time. Then training the classifier whose weight had been modified, and combining the trained classifiers, finally we will get the decision classifier.
Adaboost algorithm's steps are as follows, Set n training samples are ③Select the best weak classifier t h (with minimum error rate) ④According to the optimal weak classifier, adjusting the weights 
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Advantage and disadvantage of AdaBoost
AdaBoost face detection is a method based on integral image, cascaded detectors and AdaBoost algorithm [7] . AdaBoost don't need to know all the lower limit of the error probability of weak learning machine, but according to the classification situation of the current weak machine learning, to produce a right value. When using AdaBoost technology for learning, training error rate is a role of monotonic decline, in this way, as long as the basic properties of weak learning machine can be better than immediately speculation, and cycle enough time, then the error rate of final classifier can also be lower than any value, the conclusion has been proved in [8] . Experimental results show the efficiency of AdaBoost similar to the traditional Boost technology, but there is not any requirement for the lower limit of the error classification of weak learning machine, which can improve its usefulness.
Although Aadboost's detection rate is high, the training time of the whole system is surprised.
According to [9] , the system will spent weeks on training, and the iteration update weights coefficient of original Adaboost algorithm is fixed, for the different categories of samples, we can not process differently, which will give some training difficult samples high weight, and make the distribution of sample weight distortion and excessive allocation, finally lead to decrease the detectability of algorithm. Therefore, it is necessary to improve the original training algorithm, accelerate training time of the classifier and remove the phenomenon of excessive distribution of some samples.
Improved Haar features and Adaboost algorithm
Haar features
Viola, etc. put forward a kind of framework based on Boosted cascade of simple features to detect objects [10] . In 2002, Lienhart and Maydt [11] extended the Haar features. Figure 1 shows the commonly Haar features, its eigenvalue is the sum of black pixel gray value minus the sum of white pixel gray value. Haar features are mainly divided into edge feature, line features, point features and diagonal features.
Figure 1 Haar features 3.2 Haar features' improvement
Due to the particularity of distribution of facial features, human eyes, nose and forehead become the most important part in face, however, the gray value of human eye and nose is low, and the grey value of forehead is high. According to the feature of existing Haar features, this paper puts forward two kinds of new Haar features, as is shown in figure 2 . According to original Adaboost algorithm, after each round of training, the weight of the sample will be changed, the training samples of failure will be given greater weight, then make the algorithm focused on samples of incorrect classification [12] , when there are some samples that are difficult to practice, the algorithm will assign these difficulties' sample a high weight, which makes the sample weight distortion and excessive distribution. Because of the increasing times of training, it may undermine or missing the accurate classification rules, resulting decline in the algorithm's ability. In order to avoid the excessive distribution phenomenon in the process of training, this
Experiments
In this paper, we used MIT face repository to train samples, true samples' number is 1,439 and false samples' is 4,381. Extracting 300 samples for the classifiers to detect samples. Test environment is dual core 2.2 GHz CPU, 4 GB of memory, Windows 7 operating system, the platform is VS2010 with Opencv programming, part of the test results are shown in the figures. Figure 3 and figure 4 don't use skin color detection, figure 5 and figure 6 use skin color detection. Table 1 is the comparison of the detection rate, table 2 is the detection rate and false detection rate.
The experimental results show that skin color detection can not only reduce the detection error rate but also speed up the detection, comparing this paper's algorithm with the original algorithm, the detection rate and error detection rate had improved. 
Conclusion
In this paper, we improve Haar features and AdaBoost algorithm. Take advantage of skin color detection to settle the face region, and the new Haar features to improve the accuracy. Aiming at the traditional AdaBoost algorithm's excessive distribution, we introduce new the method of weight updating, which improves training efficiency, reduce the error detection rate. The experiment results show that this method has a good effect on face detection.
