Abstract-Spiking neuron models are used in a multitude of tasks ranging from understanding neural behavior at its most basic level to neuroprosthetics. Parameter estimation of a single neuron model, such that the model's output matches that of a biological neuron is an extremely important task. Hand tuning of parameters to obtain such behaviors is a difficult and time consuming process. This is further complicated when the neuron is instantiated in silicon (an attractive medium in which to implement these models) as fabrication imperfections make the task of parameter configuration more complex. In this paper we show two methods to automate the configuration of a silicon (hardware) neuron's parameters. First, we show how a Maximum Likelihood method can be applied to a leaky integrate and fire silicon neuron with spike induced currents to fit the neuron's output to desired spike times. We then show how a distance based method which approximates the negative log likelihood of the lognormal distribution can also be used to tune the neuron's parameters. We conclude that the distance based method is better suited for parameter configuration of silicon neurons due to its superior optimization speed.
I. INTRODUCTION
O VER 100 years ago, Lapicque [1] introduced the Integrate and Fire neuron model. Since then, multiple neuron models have evolved, finding uses in tasks ranging from understanding information processing in the brain [2] , providing greater understanding of the mechanoreceptive afferent fibers [3] as well as the neural coding of sound [4] , to designing the next generation of neuroprosthetics [5] , bipedal locomotion controllers [6] and image recognition systems [7] . The scientific question to be answered, or the engineering task at hand, dictates the choice of neuron model to be used. If the aim is to understand the neuron at the most basic level then models such as the Hodgkin-Huxely [8] and Morris-Lecar [9] models should be used. These models incorporate the dynamics of voltage-gated ion channels within the neuron's membrane, using complicated sets of equations, to explicitly account for the spike generation mechanism of the neuron. Such models provide insights into how neurons operate at their most fundamental level.
The biological accuracy of the above models comes at the cost of implementation efficiency (i.e., the number of FLOPS necessary to implement the model in software [10] or the circuit complexity and silicon real-estate to implement the model in hardware [11] ), and large parameter spaces. It is possible to trade biological accuracy for efficiency by emulating the function of the neuron without attempting to accurately represent the biological mechanism of the neuron [12] . For example, Izhikevich [13] proposed a model which is able to reproduce almost all modes of cortical spiking in an exceptionally compact manner. The model is, however, a mathematical fit of a neuron's dynamics and consequently does not provide any biological insights to be made through its parameters. Alternatively, models can be based around the Leaky Integrate and Fire (LIF) neuron proposed by Lapicque [1] . These models achieve efficiency by disregarding the spike generation process whilst maintaining subthreshold dynamics [14] . Furthermore, direct parallels can be made between the model's parameters and the properties of a biological neuron.
Although the basic LIF neuron has very few spiking modalities, it is easily extended to include a rich repertoire of spiking modalities by the introduction of spike-induced currents [15] . The work reported in this paper makes use of this style of neuron; however it should be mentioned that spike induced currents alone are not capable of allowing for all known modes of spiking. If behaviors such as bursting with adaptation or anode-break spiking-the phenomena where some neurons spike after the removal of a hyperpolarizing current, that has been applied for an extended period without any injection of a depolarizing current-are desired then a variable threshold could be added [16] .
An important task for both neuroscientists and engineers is determining the best way to estimate the parameters of a spiking neuron model such that it outputs a specified behavior. Much work has been done on configuration methods for use with software neuron models (see Fig. 1 ) [17] - [21] ; however it is often desirable to implement these neural models in silicon 1 as it allows for high density, low power, realtime networks of spiking neurons to be instantiated. This further complicates the parameter estimation process as transistor mismatch, fabrication irregularities, non-ideal current sources and transistor noise will result in the in silico instantiation of the model not being identical to the simulated system. Consequently, the parameters which [17] . The Noisy Leaky Integrate and Fire neuron model. An input current and Gaussian noise is injected into a leaky integrator. When the integrated membrane potential exceeds a threshold then the neuron emits a spike, the membrane potential is reset and a spike induced current is generated.
worked in simulation will not necessarily work in hardware. Methods to automate this mapping are an area of active research. Neftci et al. [22] developed a method to map software parameters to silicon neurons using only the neuron's firing rate as the optimization metric. However this method proved to be inaccurate for single neurons and was better suited for mapping the parameters of neural populations where the errors associated with individual neurons average out. Bruederle et al. [23] use the neurons' state variables to design the mapping algorithm. However in an integrated circuit containing multiple neurons, it is unlikely that there is access to the state variables of every neuron on the chip. Consequently circuit simulations, as in the case of Bruederle et al., need to be used to design the mapping. Simulations cannot exactly predict the imperfections and irregularities which will affect the fabricated neurons. Like the method used by Neftci et al., simulation based mapping methods are thus better suited for neural populations where errors average out. However, we are interested in setting the parameters of a hardware neuron such that it exhibits a specified behavior. A method is either needed to accurately map the parameters of a software neuron (whose parameters have already been optimized such that it exhibits the correct firing times) to a hardware neuron, or to estimate the parameters of the hardware neuron directly. Saïghi et al. [24] use a voltage clamp method to calibrate the channel conductances of a silicon Hodgkin-Huxley model. Using this technique they are able to calibrate the silicon neuron's parameters such that it exhibits spiking behaviors (fast and slow spiking modalities) qualitatively similar to those observed in a biological neuron. However, the patch clamp method does not allow for neural parameters to be found such that the neuron's spike times match those of a desired action potential pattern. Furthermore, this method requires knowledge of the internal dynamics of both the silicon neuron being configured and the biological neuron being mimicked.
In the remainder of the paper we demonstrate two optimization methods-the Maximum Likelihood method and Time Ratio Distance method-which can be used to directly find the parameters of a silicon neuron such that it outputs a specified spike pattern. Both the Maximum Likelihood method and Time Ratio Distance methods require only the spike outputs of the neuron being optimized. Consequently these methods are compatible with any integrate and fire based neuromorphic hardware systems which have spike outputs.
II. THE OPTIMIZATION PROBLEM
Given a set of spike times, , we wish to build a neural model which can accurately predict them. The first step of this process is choosing a model which can capture all the necessary spiking modalities. For instance, if bursting is required then the model must provide mechanisms to allow for this-e.g., through the inclusion of spike induced currents. For the work presented in this paper, the Noisy Leaky Integrate and Fire (NLIF) model with spike induced currents, described in Section III, is used. Now that a model structure has been chosen the next step is to find the parameters of the model such that it is able to accurately predict the desired spike times. The higher the cardinality of , the slower the optimization process. For efficient parameter tuning, assumptions, such as setting , in (4), should be made to reduce the free parameters of the model. Furthermore, if it is available, existing knowledge of the neuron to be emulated should be utilized. If for example, the biological neuron being modeled contained an NR2B glutameric NMDA channel then the time constant of the model's spike induced current could be set to 500 ms [19] .
In order to perform the optimization, a metric or cost function, that describes the model's performance is needed. Cost functions for spiking neurons can roughly be placed into two main classes: distance measures and likelihood measures. Distance based measures have the advantage that they are computationally efficient; however most of these measures, such as those in [25] - [27] , add free parameters to the optimization process (for example the spike distance measure of Victor and Purpura [25] requires 3 additional parameters: the cost of adding a spike, the cost of removing a spike and the cost of moving a spike). Furthermore, these metrics do not guarantee a global minimum [19] .
An alternative method is to compute the likelihood of a spike train occurring given a model and its parameters. If the th interspike interval starts at and ends at , then the conditional probability density of an action potential occurring during this interval can be defined as (1) This is also the likelihood of a spike occurring at time during the th interspike interval. The likelihood for the entire spike train can then be written using the chain rule from probability as (2) If the logarithm of this is taken then the negative log-likelihood of the entire spike train can be written as (3) Paninski et al. [17] showed how the likelihood of a spike train generated using the NLIF neuron could be calculated if the noise in the membrane potential is Gaussian. Furthermore, they showed that the negative log-likelihood was concave in shape. Consequently, the negative log likelihood has a unique minimum allowing for conventional optimization techniques to be used. Likelihood based cost functions also have the advantage in that they do not add any additional parameters to the optimization process. In the section that follows we review the basic theory of the Maximum Likelihood method developed by [17] and then test the method for use with silicon neurons by configuring the in silico NLIF neuron for bursting. Some of this work (specifically the Maximum Likelihood method) has previously been published in [28] . Next we show how the negative log likelihood can be approximated using the Time Ratio Distance metric, developed by Mihalaş et al. [21] . This is a distance based metric that approximates the negative log likelihood of the lognormal distribution. This cost function does not introduce any free parameters to the optimization process and combines the efficiency of distance based methods with the functionality of likelihood based methods [21] .
III. THE NOISY LEAKY INTEGRATE AND FIRE NEURON
The dynamics of Noisy Leaky Integrate and Fire (NLIF) Neuron with spike induced currents used in this work are as follows: (4) where is the neuron's membrane potential, is the leak conductance, the membrane capacitance, the extra cellular potential, is the external stimulus current applied to the neuron, is a spike induced current and is noise. can be an input signal projected onto a linear filter, however in this paper we consider a simpler case where it is simply a constant. The noise term, , consists of all noise sources intrinsic to the silicon instantiation of the NLIF (such as thermal and flicker noise) as well any noise injected into the neuron's membrane (see Section IV). The implementation of the spike induced current, , differed for the Maximum Likelihood algorithm and the Time Ratio Distance algorithm. Details of are given below. When reaches the neuron's threshold, , then a spike occurs and the neuron resets according to (5) The addition of spike induced currents ensures that the NLIF neuron is able to assume many different firing modalities. If more complicated behaviors were required, the NLIF could easily be extended by adding a filter to transform an input stimulus to a current [5] , [17] or by introducing a variable threshold to allow for anode break spiking or both adaptation and bursting [16] .
A. Spike Induced Current Generation
Two different methods of generating the spike induced current, , were used in this work. For the Maximum Likelihood experiment, the current is described by (6) where is a postspike current waveform of fixed amplitude and shape. The value of depends only on the time since the last spike and the sum includes terms back to -the first observed spike.
is constructed using raised cosine basis functions with a logarithmic stretching of time given by [17] ( 7) where is the time since the last spike, the spacing between the raised cosine peaks and the centers of the basis vectors. The basis functions are combined to form as follows:
Only two basis functions were used as they are sufficient to cause bursting in the NLIF neuron; however, the number of basis functions can be arbitrary large. For the Time Ratio Distance algorithm a slightly simpler current generation method was used where (9) where is an excitatory current and is an inhibitory current. These currents were generated as follows [16] : (10) where is the current's time constant. When a spike occurs at time the currents are updated according to (11) where and are the times immediately before and after a spike, describes the history dependence of the current on its value before a spike, and describes the independent component of the current's update. For example if then is independent of its final value during the previous interspike interval.
B. Hardware Implementation
The circuity for the in silico NLIF neuron was based on that by Tenore et al. [29] and implemented in a 0.5 m process. A leakage channel was added using a switched-capacitor circuit for an easily controllable channel conductance given by (12) where is the channel conductance, is the capacitor value and is the switching frequency. To ensure maximum flexibility and allow for spike induced currents of any shape and time scale, the spike induced currents are generated off chip using a Mathworks (Mathworks, Natick, MA) Real-Time PC (xPC). A National Instruments PCI6040e DAQ card was used to convert the current profiles to analogue voltages for interfacing with the NLIF chip.
IV. MAXIMUM LIKELIHOOD ESTIMATION
Given a set of spike times we wish to find the parameters which cause the NLIF neuron to spike at the desired times (to reduce the parameter space we held and the parameters for the shape of the raised cosine basis constant and set ). Paninski et al. [17] made use of the fact that the NLIF neuron's subthreshold dynamics were linear to develop a likelihood function of the neuron firing at the correct times. It was proven that the negative log-likelihood function is concave and consequently has a unique minimum which allows for traditional optimization techniques to be used. This is presented in depth in [17] and so only a very brief overview of the necessary equations are given here.
The NLIF model's noiseless membrane potential can be analytically solved to be (13) where denotes convolution. The above has linear dynamics, consequently, when noise is added to the process [see (4) ] then the membrane assumes the distribution of the noise. The noise term can be written as (14) where is Gaussian white noise injected into the membrane and is a result of all noise processes inherent to the silicon neuron. Setting such that (15) then (16) and the membrane potential assumes a Gaussian probability density which we denote as . Equation (13) is the mean of the distribution and its covariance can be calculated to be (17) On a given interspike interval the set (18) describes the set of all possible paths that the membrane potential may take such that an action potential occurs at time . The likelihood that the neuron spikes at time given that there was a spike at time is the probability of the event which is given by (19) When a spike occurs then the membrane potential resets to . The noise contribution by is independent between interspike intervals. The system is thus a first-order nonhomogeneous Markov process and the likelihood of the entire spike train can be written as the multiplication of the conditional probabilities for each individual spike in the train [30] .
(20)
A. Computation
An efficient method is needed to calculate the likelihoods given in (20) . Paninski et al. used the fact that the probability evolution of the membrane potential from to satisfies the Fokker-Planck equation [17] , [31] to compute the likelihoods. This is a partial differential equation not easily solved in hardware. Instead, we calculate the likelihood equation using Monte Carlo methods as follows: Let be the probability of the membrane potential being below threshold for a given voltage path and time. Then is the probability that the neuron has not yet spiked at time , given that the last spike was at time . Thus is the cumulative distribution of the spike occurring at time . Therefore (21) is the conditional probability density of a spike at time . Now if we discretize the interspike interval into bins each of width then for any bin we can calculate (22) where is the number of iterations that have yet to spike by bin and is the total number of iterations used in the Monte Carlo simulation. Using this we can then define (23) which is the likelihood of a spike occurring in bin . The loglikelihood is computed by taking the logarithm of (23) and the log likelihood for the entire spike train is obtained by adding the individual log-likelihoods together as shown in (25) .
B. Configuring the NLIF Neuron for Bursting
The ML algorithm was tested by using it to find parameters to cause the neuron to burst at predetermined intervals. First the neuron's parameters were hand tuned to find a spiking pattern of interest-in this case a rhythmic bursting pattern. The interspike intervals (ISI's) of the burst were recorded and the following parameters were optimized . The initial values of and were set to zero and the remaining Fig. 2 . Recreated from [21] using the in silico NLIF neuron. The solid line is the First Passage Time Probability Density (Likelihood) of the NLIF firing computed with Monte Carlo simulations (30 000 iterations). The dashed line is the best fit of a normal probability distribution and the dot-dashed line is the best fit of a lognormal probability distribution. It is easily seen that the lognormal distribution approximates the likelihood much better than the normal distribution.
parameters were randomly assigned to fall on either the high or low boundary of their normal operating range. This range was chosen such that all transistors were kept in their desired operating modes as determined through schematic simulation. This ensured that the initial condition resulted in the neuron spiking at a rate far away from that observed in the desired bursting pattern and with no spike induced currents. The number of simulations per Monte Carlo trial was set to 100 and the simplex based MATLAB (Mathworks, Natick, MA) algorithm fminsearch was used to traverse the parameter space.
To ensure that the log likelihood function is smooth, and contains no local minima due to insufficient Monte Carlo simulations, the envelope of the likelihood calculated from the Monte Carlo simulations was used. This allowed a relatively small number of trials to be used, substantially speeding up the algorithm. To help convergence, a coarse to fine optimization strategy was implemented where both the width of the time bins and variance of the noise decreased as the optimization progressed.
V. SPIKE TIME RATIO DISTANCE (TRD) OPTIMIZATION
The Maximum Likelihood method discussed in the previous section is very slow to compute due to the large number of iterations needed to compute the likelihood. It has been observed in biological neurons, that the likelihood of the neuron firing at a given time closely follows the lognormal distribution [32] - [35] . Fig. 2 shows the likelihood of the NLIF neuron computed over 30 000 Monte Carlos simulations along with the best fit normal distribution and lognormal distribution. It can be seen that, like in biology, the lognormal distribution closely approximates the NLIF's likelihood. Massive time savings could be made if the likelihood of the neuron is assumed to follow the lognormal distribution. Mihalaş et al. [21] took advantage of this fact in designing a cost function for use with the Mihalas-Niebur neuron [16] whose likelihood also closely resembles a lognormal distribution. They investigated various approximations of the negative log-likelihood and developed a very efficient, distance based metric called the Time Ratio Distance (TRD) metric which combines the efficiency of distance based metrics with the power of the likelihood based metric. By designing the TRD cost function to mimic the likelihood function in the ML method, it is expected to have no local minima; however there is no guarantee of this. The TRD approximates the negative log likelihood of the lognormal distribution to the second order and is defined as follows: (24) where is the desired spike time and the actual spike. For details of the derivation of this function see [21] . The negative log likelihood of a spike train is then calculated by using the TRD approximation in (25) as follows: (25) 
A. Configuring the NLIF Neuron for Bursting
To test the TRD method a very similar experiment to that used to test the Maximum Likelihood algorithm was conducted. Again the neuron's parameters were hand tuned so that the model exhibits a rhythmic bursting pattern. The ISI's of the burst were recorded and used as the target ISI's. In this experiment the parameters were optimized. The initial values of and were all set to zero and the remaining parameters were randomly assigned to fall on either the high or low boundary of their normal operating range. This range was chosen such that all transistors were kept in their desired operating modes as determined through schematic simulation. This ensured that the initial condition resulted in the neuron spiking at a rate far away from that observed in the desired bursting pattern and with no spike induced currents As discussed in Section II, where possible, existing knowledge of the neuron to be modeled should be taken into consideration. The synaptic time constants are often known and so the time constants of the spike induced currents were not added as free parameters to the model. The time constant of the excitatory spike induced current, , was set to 10 ms and the time constant of the inhibitory spike induced current, , was set to 50 ms.
As shown in (4), the silicon neuron is intrinsically noisy. Consequently, there is a chance that parameters which on average are a good solution for the model may appear as a bad solution. Similarly, there is a chance that parameters which on average are a bad solution for the model may appear as a good solution. Two steps were taken to avoid the noise induced local minima in the optimization process. Firstly, each ISI was simulated 5 times and the average ISI was used to calculate the TRD. Secondly, a stochastic simplex based optimization algorithm called SIMPSA (Simplex-Simulated Annealing) was used. This algorithm is described in Cardoso et al. [36] and can be downloaded from http://biomath.ugent.be/brecht/downloads.html. The stochasticity of the algorithm allows it to escape local minima. 
VI. RESULTS

A. Maximum Likelihood
The results of the Maximum Likelihood parameter estimation are shown in Fig. 3 . The desired spike times are shown in the top row and the predicted spike times are shown below where each row represents a new trial. It can be seen that the predicted spike times match the desired spike times almost identically and on average (i.e., across all 10 trials) the predicted spike trains are within 4% of the desired spike trains Fig. 4(a) shows a set of Monte Carlo simulations recorded towards the end of the optimization process. The density of the dots can be interpreted as the probability of the membrane potential assuming that value at a particular time. Note the increase in variance of probability over time as predicted by (17) and the collapsing of the probability when the neuron is reset. The targeted interspike intervals are labeled 1,2,3 and 4 in the figure and the likelihood of spiking during these intervals is shown in Fig. 4(b) . Fig. 5 shows a histogram of the interspike intervals recorded from the optimized neuron over 100s. The peaks labeled and correspond to the targeted interspike intervals demarcated 1,2,3 and 4 in Fig. 4(a) and can be considered to be the mean values of the optimized interspike intervals. The variance around the peaks is a result of the noise inherent to the system. ISIs 1-3 are all very similar in length (27, 25 and 31 ms, respectively), consequently the jitter in the system results in a time overlap of ISI 2 and 3 with ISI 1. This results in the peak labeled 1 having a much higher spike count than any of the other peaks.
B. Time Ratio Distance
The results of the Time Ratio Distance parameter estimation are shown in Fig. 6 . The top row of the raster plot shows the desired spike times. The predicted spike times for each of the repeated trials are shown below this. The variability across trials for the predicted spike trains is a result of noise within the system. Once again the predicted spike times closely match the desired spike times and on average (i.e., across all 10 trials) the predicted spike trains are within 3% of the desired spike trains. 4 ) correspond to means of the predicted interspike intervals. These numbers correspond to the targeted interspike intervals (1,2,3,4) shown in Fig. 4(a) . The inset shows the detail around ISI 3 .
VII. DISCUSSION
The results show that both the Maximum Likelihood and Time Ratio Distance parameter estimation methods work with a silicon neuron. The optimized ISIs were within 4% and 3% (maximum error) of the desired ISIs for the ML method and TRD method respectively. This figure was limited by the time resolution of our system which was 1 ms. If a faster data acquisition system was used then smaller time bins could have been used and the error reduced. The Time Ratio Distance was substantially quicker (over an order of magnitude) than the Maximum Likelihood method as only 5 simulations of a spike train were needed to test a parameter set as opposed to 100 as in the ML case. Furthermore, the TRD method converged in significantly fewer iterations of the optimization process than the ML method. The speed up would be further enhanced if a lower noise system were used so that averaging of the ISIs for the TRD method was not necessary (or inversely a greater relative speed up would occur if more simulations were generated to build a more accurate likelihood for the ML method).
Which is the best method for parameter estimation? The TRD method is susceptible to local minima in high noise scenarios. If the TRD measure were to be applied in such situations then it is necessary to simulate the predicted spike train multiple times in order to get an accurate average of the ISIs. This can slow the TRD algorithm substantially so that its speed increase over the ML method is not so apparent. In such a situation it may be more beneficial to use the ML method (if the noise can be approximated as Gaussian) as Paninski et al. [17] have shown that there is only a single global minimum for the negative log likelihood (In such a scenario the TRD method could be used, with limited averaging, to provide a quick estimate of initial conditions for the ML algorithm. The ML algorithm could then be used to find the optimal parameters).
In other situations the TRD method is preferable, not only because of its computational efficiency but because it is more flexible. The Maximum Likelihood method requires a neuron with linear dynamics and the log-concavity of its likelihood has only been proven for the case where the noise is Gaussian. Many neurons, however, have more complex dynamics exhibiting behaviors such as saturation and adaptation. Successful emulation of these neurons will require more complex models that can account for such spiking phenomenologies. Maximum Likelihood methods are not guaranteed to work in such cases; however the TRD approach can still be successfully applied [21] . Both ML and TRD are however better suited for the parameter estimation of silicon neurons than distance based measures such as the point process transformation [25] , squared integral measure [26] or the coincidence factor [27] which have been found to have multiple local minima and therefore very rarely converge to the correct solution [21] . Furthermore, these distance measures complicate the parameter estimation process through the introduction of free parameters.
If a software implementation of the desired model exists then it may be possible to directly map its parameters to the silicon neuron to obtain the desired result. This; however, would require that the transistors making up the silicon neuron need to be individually characterized. This is extremely time consuming and most likely impossible for integrated circuits containing multiple neurons where only the spike outputs are available. A better approach would be to use software defined parameters as an educated initial condition for the ML or TRD algorithms thereby aiding convergence of the algorithm.
VIII. CONCLUSION
An in silico neuron which utilizes Maximum Likelihood or Time Ratio Distances to set its action potential times has been designed. The maximum likelihood algorithm developed by Paninski et al. and the Time Ratio Distance algorithm developed by Mihalaş et al. were both successfully used to tune the parameters of the chip to allow for bursting. The Time Ratio Distance is significantly faster than the Maximum Likelihood method and is thus preferable for the parameter estimation of in silico spiking neurons.
