We study the Sobolev regularity on the sphere S d of the uncentered fractional Hardy-Littlewood maximal operator M β at the endpoint p = 1, when acting on polar data. We first
In recent years, motivated by applications to potential theory, there have been considerable efforts to understand what kind of properties these maximal functions have, given some condition on the initial data. We call this topic regularity theory of maximal operators. The first result in this direction was due to Kinnunen who, in his seminal paper [14] , studied the action of the Hardy-Littlewood maximal operator in W 1,p (R d ) for p > 1. He concluded that M :
is bounded for p > 1, using as a main tool the inequality ∇M f ≤ M (|∇f |).
(1.1)
This work paved the way to several contributions of many researchers in this topic and its relations with other areas, see for instance [1, 4, 5, 7, 10, 12, 13, 15, 23, 24, 25] The most important open problem in this field is the W 1,1 -problem.
Question 1. Let f ∈ W 1,1 (R d ). Does it hold that M f is weakly differentiable and ∇M f 1 d ∇f 1 ?.
The most significant difficulty here is that the Hardy-Littlewood maximal operators are not bounded in L 1 (R d ), so inequality (1.1) is not enough to conclude. This problem has been settled affirmatively only in dimension d = 1. In the uncentered case by Tanaka [26] and with sharp constant C 1 = 1 by Aldaz and Perez-Lazaro [2] . In the centered case it was proved by Kurka [17] . The sharp constant in the centered case is an open problem. In dimension d > 1, Question 1 is generally open, having been settled affirmatively only in the radial case by Luiro [20] . This recent result inspired the study the regularity theory of maximal functions in higher dimensions when restricted to radial data. For instance, in [6] the analogue of this result for some centered kernels is proved.
1.2. The Hardy-Littlewood maximal operator on S d . We now move our discussion to consider maximal operators acting on functions defined on the sphere S d ⊂ R d+1 . Let us establish the basic notation to be used in this context. We let d(ζ, η) denote the geodesic distance between two points ζ, η ∈ S d . Let B(ζ, r) ⊂ S d be the open geodesic ball of center ζ ∈ S d and radius π ≥ r > 0, that is
and let B(ζ, r) be the corresponding closed ball. Let M denote the uncentered Hardy-Littlewood maximal operator on the sphere S d , that is, for f ∈ L 1 (S d ),
where σ = σ d denotes the usual surface measure on the sphere S d . The centered version M would be defined with centered geodesic balls. Fix e = (1, 0, 0, . . . , 0) ∈ R d+1 to be our north pole. We say that a function f :
This is the analogue, in the spherical setting, of a radial function in the euclidean setting. We call the subset of W 1,1 (S d ) of polar functions as W 1,1 pol (S d ). The radial functions of W 1,1 (R d ) are labeled as W 1,1 rad (R d ). For the basic notions about Sobolev spaces in S d we refer the reader to [11] . In this context, the natural analogue of the W 1,1 -problem is the following. 
By taking β = 0 we plainly recover the classical one. We write M β as the uncentered fractional Hardy-Littlewood maximal operator. Such fractional maximal operators have applications in potential theory and partial differential equations. Its study in this field was initiated in [16] for p > 1.
It can be proved that M β :
is bounded for p > 1, but at the endpoint p = 1 it is unbounded. We define q = d d−β . Then, the natural question posed by Carneiro and Madrid in [8] is the following. The progress in this problem (for general β) is restricted to the uncentered case. In that case it has been settled affirmatively only in dimension d = 1, according to the already mentioned work [8] , and in the radial case [21] . For β ≥ 1, Question 3 has been settled affirmatively in every dimension due to an smoothing property in Okboth centered and uncentered cases (see [8] ). The other cases remain open problems.
Moving our discussion to S d we define the uncentered fractional Hardy-Littlewood operator for f ∈ L 1 (S d ):
We propose here the analogue of the previous question in this setting. As far as we are concerned there is no previous result in the direction of this problem. Let us notice that, for the case β ≥ 1 of this question, it is not enough the argument in [8] , in fact, by imitating their arguments we get, for all nonnegative f ∈ W 1,1 (S d ) and almost every ξ ∈ S d , the inequality
Therefore, by the Sobolev embedding we get
But since, differing with the euclidean case, we cannot avoid f 1 in this last expression (consider, for instance, f being a positive constant), Question 4 cannot be answered directly in this case, and remains an open problem.
Concerning to the polar case, the difficulties that Carneiro and the author faced in [6] also appear (in different ways) when dealing with this question. Our first theorem is to get the analogue of the main result of [21] in this context. We go further in the methods already developed in [6] in order to adapt the proof of [21] . We get the following.
Notice that case β = 0 corresponds to [6, Theorem 2].
1.4. Continuity of maximal operators in Sobolev spaces. Observation (1.1) was better understood after the work of Luiro, who in his work [18] reproved the pointwise inequality (1.1) by getting the identity
where M f (x) = Bx |f |. This observation also holds for the uncentered Hardy-Littlewood maximal function and it was used in [18] in order to prove that the map
His method was later extended to a more general context in [19] . The endpoint case p = 1 remains an open problem, it has been settled affirmatively for the uncentered Hardy-Littlewood maximal operator only for d = 1 [9] . In the centered case, the problem is currently open even for d = 1. Recently, there has been some progress in the continuity problem when dealing with the fractional Hardy-Littlewood maximal operator. First, it was proved by Madrid [22] that the map
After that, Beltrán and Madrid in [3] proved that for β ≥ 1,
They also proved the analogous result for M β . Assuming the boundedness ∇M β f q β ∇f 1 for every f ∈ W 1,1 (R), the centered case has been settled affirmatively for d = 1 in [3] . In higher dimensions they also proved the continuity of the map
Moving our discussion to S d , we notice that for β ≥ 1, using inequality (1.2) the proof of [3] can be adapted to this case.
Concerning the polar case, our second result is the following.
The proof of this fact use different ideas that the ones contained in [3] . Our approach seems to be quite general, and we discuss some other applications of it. It is possible, in fact, to prove [3, Theorem 1.2] by using our methods (see Section 4) . Moreover, we prove that under the assumption of a local boundedness conjecture we can conclude the centered version of Theorem 2 for both the S d and the R d contexts (see Subsection 4.2 and Theorem 20) . Applications for some of the maximal functions discussed in [4] are expected, but not proved here.
A word on notation. In what follows we write
there are other parameters of dependence, they will also be indicated. The characteristic function of a generic set H is denoted by χ H .
Proof of Theorem 1
Recall that σ denotes the usual surface measure on the sphere S d . We denote by κ d = σ(S d ) = 2π (d+1)/2 /Γ((d + 1)/2) the total surface area of S d . With a slight abuse of notation, we shall also write
Throughout this section we assume, without loss of generality, that f is real-valued and nonnegative.
2.1.
Preliminaries. If f ∈ L 1 (S d ) we may modify it in a set of measure zero so that Lebesgue differentiation holds everywhere, that is
Let us assume that is the case. For f ∈ L 1 (S d ) and ξ ∈ S d let us define the set B β ξ as the set of closed balls that realize the supremum in the definition of the maximal function (including possibly the ball of radius zero since we are assuming (2.2), notice that this case is possible only in the poles of the function), that is
Observe that B β ξ is non-empty. Recalling that e = (1, 0, 0, . . . , 0) ∈ R d+1 , for ξ ∈ S d we write
We are mostly interested in the case where |∇ M β f (ξ)| = 0 and that can only happen in the case were ξ ∈ ∂B r (ζ) for every B r (ζ) ∈ B β ξ (otherwise we would have that ξ is a local minimum of M β f ). In the case where f is polar we can conclude that ξ,ζ and e belong to the same great circle of S d , and that e is not between ξ and ζ. Otherwise we may rotate the ball B(ζ, r) with respect to the north pole e in order to get e, the new center and ξ in the same great circle. The crucial observation is that in this context we would have ξ ∈ int(B(ζ, r)), reaching a contradiction. We first state an adaptation to the sphere setup of [3, Lemma 2.1]. The proof is a straightforward adaptation, we omit it.
Here we state the fractional version of [6, Lemma 5], the proof is similar, we omit it.
Then
In our case of interest, when f is polar, we can prove that M β f is polar and locally Lipschitz outside the poles, so Lemma 4 holds almost everywhere. The proof of this fact relies on the continuity of f outside the poles, that implies that near every point the radius of the maximal function is bounded below. We explain this further in Section 3 (Proposition 16). Now a comment about the weakly differentiability. In [6, Lemma 13], Carneiro and the author stated the equivalence between g polar being weakly differentiable in S d \{e, −e} and g being weakly differentiable in (0, π). Moreover, we stated that if that is the case and g is locally integrable in the poles then g is weakly differentiable in the sphere. This result, Sobolev embedding and the previous remark imply that M β f is weakly differentiable in S d when f ∈ W 1,1 pol (S d ).
Lipschitz case.
We assume now that our f ∈ W 1,1 (S d ) is a polar Lipschitz function. For the corresponding function with domain in (0, π), that is f (θ) := f (θ(ξ)), we also use f . We then have
Estimates for large radii -preliminary lemmas.
Lemma 5. Let ξ ∈ S d \ {e, −e} and let B(ζ, r) ∈ B β ξ , with ζ in the half great circle determined by e, ξ and −e. Assume that 0 ≤ θ(ζ) < θ(ξ), that ξ ∈ ∂B(ζ, r) and that M β f is differentiable at ξ. Then
η| is the unit vector, tangent to η, in the direction of the geodesic that goes from η to ζ. In particular,
Proof. Let S be the great circle determined by e and ξ. For small h ∈ R we consider a rotation R h of angle h in this circle (in the direction from ξ to e) leaving the orthogonal complement in R d+1 invariant, and write ζ − h := R h (ζ). We proceed in a similar way to [6, Lemma 9] . The idea is to look at the following quantity
In principle we do not know that the limit above exists. We shall prove that it in fact exists using the right-hand side of (2.3). Once this is established, the left-hand side of (2.3) tells us that this limit must be zero, since the numerator is always nonnegative regardless of the sign of h. First we know that 
f .
(2.6)
We conclude combining (2.3),(2.4) (2.5) and (2.6).
2.2.2.
Estimates from [6] . We also need other estimates that we used in the proof of [6, Lemma 12], we recall them here. Let us define
Lemma 6. There exists some universal constant ρ > 0 such that for every ball B(ζ, r) ∈ B(e, ρ) we have:
Proof. This is (3.21) in [6, Lemma 12].
Lemma 7. There exists an universal constant ρ > 0 such that for every ball B(ζ, r) ∈ B(e, r), we have:
Proof. This is (3.22) 
Proof. From Lemma 5 we have
In the case ζ = e, estimate (2.7) follows directly from (2.8) and [6, Lemma 11] (this is just the smoothness of the function tσ ′ (t) σ(t) near 0). From now on we assume that ζ = e. From Lemma 4 we also know that
with S(η) = (η · v(ξ, e))ξ − (η · ξ)v(ξ, e). The idea is to compare the identities (2.8) and (2.9) in order to bound ∇ M β f (ξ) = ∇ M β f (ξ)(−v(ξ, e)) . To do so, we write the right-hand side of (2.9) as a sum of three terms, one being comparable to ∇ M β f (ξ) , the second one being small, and the third one being close to the right-hand side of (2.8) in a suitable sense. We start by writing
We then have
(2.10)
By Lemma 6 we have
So, we have
(2.11)
Also, by Lemma 7 we have:
where the last equality is obtained by comparing identities (2.8), (2.9) and (2.10). So, combining (2.11), (2.12) and (2.13), we get
And finally
This concludes the proof of the lemma.
2.2.4.
Estimates for small radii. We also need another estimate, similar to the one obtained in [21,
Given a ball B = B(ζ, r) we define 2B = B(ζ, 2r). We use this elementary estimate, its verification is left to the interested reader: where in the first integral we consider the one dimensional function corresponding to g.
We also need the following proposition. We say that B(ζ, r) ⊂ S d is a best ball for M β f , if there exists ξ ∈ B(ζ, r) with M β f = r β B(ζ,r) f .
Proposition 10. Suppose that 0 < β < d, f ∈ L 1 (S d ), B 1 := B(ζ 1 , r 1 ) and B 2 = B(ζ 2 , r 2 ) are best balls for M β f such that B 2 ⊂ B(ζ 1 , cr 1 ) with c > 1, then we have that:
Proof. The proof is analogous to the proof of [21, Proposition 2.11], by using the fact that 1 c,d σ(r1) σ(cr1) .
Proof. We know by Lemma 5 that:
Let us define a := θ(ζ) − r, b := θ(ζ) + r and
in an analogous way to [21, Lemma 2.10] . We conclude using that |∇f (η)| χ E (η) = |f ′ (θ(η))| χ A (θ(η)) for η ∈ E, Proposition 9 and the fact that rσ ′ (r) σ(r) is bounded.
Proof of Theorem 1-Lipschitz case.
We are now in position to move on to the proof of Theorem 1 when our initial datum f is a Lipschitz function. In this case we also have M β f Lipschitz.
For each ξ ∈ S d \ {e, −e} let us choose a ball B ξ := B(ζ ξ , r ξ ) ∈ B β ξ with r ξ minimal and, subject to this condition, with ζ ξ in the half great circle connecting e, ξ, −e in a way that w(ζ ξ ) = min{d(e, ζ ξ ), d(−e, ζ ξ )} is minimal. If there are two potential choices for ζ ξ we choose the one with 0 ≤ θ(ζ ξ ) ≤ θ(ξ).
Proof of Theorem 1, Lipschitz case. First let us observe that by Lemma 4 we have:
where we use the fact that qβ = d(q − 1) and that r d σ(r) is bounded. So we need to bound the integral term. This is done in four steps.
Step 1: Let us observe that we can restrict our attention to small balls. Define the set R c = ξ ∈ S d : ξ ∈ S d and r ξ ≥ c .We find that
Step 2: Let us define W d = {ξ ∈ S d ; r ξ ≤ w(ξ) 4 }. We show that we can restrict our attention to ξ ∈ S d \ W d . For this, we use Lemma 11. For every ξ ∈ W d we define:
Step 3 (Bounding the integral on G + d ). For G + d we proceed as follows.
Note that θ(η) ≥ θ(ξ) in this case. So, as in Step 1 of the proof of [6, Theorem 2, Lipschitz case] we get
and conclude that
Step 4 (Bounding the integral on G − d ) . We now bound the integral over G − d using Lemma 8. If ξ ∈ G − d we then have 
a.e. as j → ∞ Proof. By Lemma 12 we can assume that the functions f and f j are nonnegative. We consider the set E ⊂ [0, π] that consists in the points θ(ξ) were M β f, M β f j are all differentiable at ξ. By We can conclude, in a similar way, the following proposition. 
This concludes the proof of the theorem in the general case.
We need, in the next section, one implication of the proof of Theorem 1, it is a local version of that theorem and it follows by the same arguments, the verification is left to the interested reader: 
Proof of Theorem 2
In this section we choose B(ζ, r) = B ξ ∈ B β ξ with maximal radius, in case of two possibilities we choose the one with the center closer to e. We also define the analogous for every f j . Given Lemma 12, we may assume that f and f j are nonnegative. Also, we assume that f and f j are continuous in S d \ {e, −e}. Given a compact K ⊂ S d with e, −e / ∈ K we define d K := d({e, −e}, K).
3.1.
Convergence inside a compact set far from the poles. Let us prove first an useful proposition.
Proposition 16. If f ∈ W 1,1 (S d ) is polar we have that, for every compact K ∈ S d with d K > 0, there exists ρ K,f > 0, such that r ξ > ρ K,f for every ξ ∈ K.
Proof. Let us define K 1 = ξ ∈ K; r ξ ≥ dK 4 and K 2 = ξ ∈ K; r ξ < dK 4 . We can see that
for every ξ ∈ K 2 . Let us define
we know N < ∞ by the continuity of f in that set. We can assume that N > 0 (because if not, we have that K 2 is empty and the proposition follows directly). We can see that
for ξ ∈ K 2 , but we also know that
so, in particular, we have that
Taking ρ K,f < min{c, dK 4 } the proposition follows.
Lemma 17. If f j → f in W 1,1 pol (S d ) and d K > 0, we have that there exists ρ := ρ(K, f, (f j ) j∈N ) > 0 such that for every j big enough we have r ξ,j > ρ for all ξ ∈ K.
Proof. Since f j → f in W 1,1 pol (S d ) and d K > 0, we can conclude that f j → f uniformly in K. In particular for j big enough N f,K ∼ N fj ,K and f 1 ∼ f j 1 , so the lemma follows by the proof of Proposition 16.
Using this result we can prove the following key proposition.
Proof. Given Proposition 17, as in computation (2.14) we have that, for j big enough and almost every ξ ∈ K:
Since the last term is uniformly bounded (given that ∇f j 1 → ∇f 1 and ρ > 0) by the Dominated convergence theorem and Lemma 13 we conclude.
3.2.
Smallness outside the compact. The next proposition implies the required control outside our compact K.
Given ε > 0, there exists K compact with d K > 0 such that for j big enough we have 
where l is a constant to be defined later (notice that K depends on l), we have then:
for j big enough. We write B(e, 2(2l + 1)d K ) ∪ B(−e, 2(2l + 1)d K ) =: Ω K (l). Let us define E 1 = {ξ ∈ K c ; r ξ ≥ ld K } and E 2 = {ξ ∈ K c ; r ξ < ld K }, when we replace r ξ by r ξ,j we call the subsets E j 1 and E j 2 . Let us see that, as in computation (2.14), 
and then taking ε 1 small and l big enough we get the required bound related to f . The bounds related with f j when j is big enough are obtained analogously using that ∇f 1 ∼ ∇f j 1 , and then we can choose a compact K such that the result holds.
Proof of Theorem 2.
Proof of Theorem 2. Follows directly by combining Propositions 18 and 19.
In a similar way we can conclude the following conjectural result.
Theorem 20. Let 0 < β < d and q = d d−β . Assume that a suitable analogue of Corollary 15 holds for the centered fractional Hardy-Littlewood operator in S d . Then the map f → |∇M β f | is
Continuity for radial functions in R d
As already discussed in Subsection 1.4, the method developed in the previous section allows to obtain analogous results in the euclidean case. We briefly discuss these implications in this section. Theorem 21. Let 0 < β < 1 and q = d d−β . We have that the map f → |∇ M β f | is continuous from W 1,1 rad (R d ) to L q (R d ).
In order to conclude this theorem we need two local boundedness results, the first one in a neighborhood of 0 and the second one in a neighborhood of ∞. 
The proof of the following proposition is analogous to the proof of Proposition 18, using the pointwise convergence in this case [3, Lemma 2.4]. We omit it. |∇ M β f | q < ε. This is done as in Proposition 19 using Lemma 22. Also, as is done in [3, Proposition 4.10], we conclude that there exist 0 < b < ∞, with a < b, such that, for j big enough
We notice that in this step we need Lemma 23. Thus, combining these observations with Proposition 24, we conclude the proof.
4.2.
Centered case. We present here our conjectural result concerning the centered Hardy-Littlewood fractional maximal operator, the proof is analogous to the proof of Theorem 21, we omit it. Notice that our assumptions are stronger that just assuming the boundedness of the map, they are not direct implications of this. In the uncentered case, for instance, they were consequences of the proof of the boundedness. We expect these results (Lemma 22 and Lemma 23 for the centered case) to be consequences of a suitable proof of the boundedness for radial functions in the centered case.
