Abstract-In honor of the sixtieth anniversary of the Kraft inequality, we present variations motivated by the study of reversible-variable-length codes. Reversible-variable-length codes or fix-free codes are prefix condition codes that are instantaneous when decoded in either the forward and backward direction. They have been investigated for joint source-channel coding and have been applied within the video standards H.263+ and MPEG-4. They are also interesting for problems in information retrieval such as searching for patterns directly in compressed text. We provide a low-complexity heuristic to produce fix-free codes. The design of optimal or minimum-redundancy reversiblevariable-length codes has been a longstanding open problem. We offer the first solution both to this problem and to a variation in which all codewords are also required to be palindromes.
I. INTRODUCTION
Since the publication 60 years ago of the Master's thesis of Leon G. Kraft [1] , the Kraft inequality has been one of the most familiar and fundamental topics in information theory. Kraft provided a necessary and sufficient condition for the existence of a prefix condition code for a given set of codeword lengths, and the result was later extended by McMillan [2] to uniquely decodable codes. Kraft and that any set of natural numbers h, l2' ... , In satisfying (1) corresponds to the codeword lengths of some instantaneous code over a D-ary code alphabet. Because of this theorem, the expression E~=I D-1i is sometimes called the "Kraft sum" or "characteristic sum" of the natural numbers h, l2' ... , In. In the case of a binary code alphabet, it is well known that for any set of probabilities PI ~ P2 ~ ... ~ Pn, the lengths h :::; h :::;
. . . :::; In of codewords of an optimal or minimum-redundancy code, i.e., one that minimizes E~=I Pili, must have Kraft sum 1. When D > 2, this condition on optimal prefix condition codes no longer holds. For example, when D = 4 and n = 5, the lengths of the optimal prefix condition code are h = h = l3 = 1, l4 = l5 = 2, and this code has Kraft sum 0.875. In the case where D > n, an optimal prefix condition code has Kraft sum n / D, and this can be arbitrarily close to zero for appropriate choices of D and n. Nevertheless, a careful study of the Huffman algorithm [3] can be used to characterize the codeword lengths of optimal prefix condition codes for any choice of D and n.
The situation is different for reversible-variable-length or fix-free codes, where no codeword is permitted to be the prefix or suffix of any other. These codes have been considered in the communications literature (see, e.g., [4] - [8] ) and have been incorporated into the video standards H.263+ and MPEG-4 because of their potential for improving error resilience. Fix-free codes have possible applications to problems in information retrieval involving the searching and indexing of compressed text. The question of how to design optimal reversible-variable-length codes was posed in the computer science literature in [9] and [10] and was recently restated in the survey article [11] . In a companion paper [12] , we proposed the first solution to this problem. We also briefly mentioned the variation of the problem in which each codeword is required to be a palindrome. These "symmetric" fixfree codes were discussed in [4] - [7] , and [5] indicated that they might be better suited for joint source-channel coding than "asymmetric" fix-free codes. In this paper, our focus will be on binary symmetric fix-free codes. For both variations of the problem, the following result from [12] is a general approach to characterizing optimal codes from any class C of codes including one-to-one or nonsingular codes [13, pp. 105-106], i.e., codes that represent each source symbol by a different codeword but are not necessarily uniquely decodable.
Theorem 1 ([12})
: Suppose (h, l2' ... , In) is the sequence of codeword lengths corresponding to a code from class C. Let (l~, l;, ... , l~) be a sequence of natural numbers for which i Ll~ > Llj for each i E {I, ... , n}. (2) j=1 j=1
Then (l~, l;, ... , l~) need not be considered as the potential codeword lengths of an optimal code from class C .
The preceding theorem applies to D-ary code alphabets and can be easily extended to coding problems in which for each symbol there is a positive cost Cj of transmitting code symbol j (see, e.g., [14] , [15] ). Following the terminology introduced in [12] , length sequences (h, l2' ... , In) is said to dominate (l~, l;, ... , l~) if (2) is satisfied, and a dominant sequence for the class C of codes refers to the length sequence of a code in C that is not dominated by that of another code in C. The papers [16] - [20] consider the number of dominant sequences for prefix condition codes over binary code alphabets, or equivalently, the number of length sequences that satisfy (1) with equality assuming h ~ l2 ~ ••• ~ In. Gilbert [18] was the first to point out that the number of dominant sequences in this case grows roughly as 0.148(1.791)n. As we will see, for small values of n there are many fewer dominant sequences among symmetric fix-free codes over binary code alphabets.
II. ON SYMMETRIC FIX-FREE CODES
To begin our study of symmetric fix-free codes, we prove a necessary and a sufficient condition for their existence. Our analysis was influenced by the probabilistic approach taken by Ye and Yeung [21] in their study of reversible-variablelength codes, but the ensuing conditions are less complex in the symmetric case. We begin with the following simple observations which apply to D-ary code alphabets. By a symmetric argument it follows that if 0"1 is a suffix of 0"2 then 0"1 is a prefix of 0"2.
• Lemma 3: Let 0"1 be a palindrome of length h, and let N be the number of palindromes of length l2 ~ h that have 0"1 as a prefix. Then
Proof: When h = h, 0"1 is the only string of length l2 that has itself as a prefix. When h < l2' we have seen in the previous lemma that if 0"1 is a prefix of palindrome 0"2 with length l2' then 0"1 is also a suffix of 0"2. If l2 = 2h -1 or l2 = 2h, then there is exactly one string that has 0"1 both as a prefix and as a suffix. If l2 ~ 2h + 1, then the first h symbols and the last h symbols of 0"2 are given and the remaining l2 -2h symbols also form a palindrome. There are DLo.5(12-2 h +1)J such palindromes over a D-ary code alphabet.
If h < l2 < 2h -1, then the requirement for 0"1 to be both a prefix and suffix of 0"2 constrains the middle 2h -l2 symbols of 0"2 as follows:
since 0"1 is a palindrome. Therefore if the first 2h -l2 symbols of 0"1 are themselves a palindrome, then there is exactly one palindrome of length l2 which has 0"1 as a prefix; otherwise, there is no such palindrome.
• Lemma 4: Let l and ). be positive integers for which l < ). < 2l -1, and let Nl,A represent the number of palindromes of length ). that have a palindrome of length l as a prefix. Then
Proof: There are four cases to consider: • We next adapt the randomized algorithm of [21] to construct a collection of palindromes with length sequence (h, l2' ... , In). We assume throughout that h :S l2 :S ... :S In. The idea is to choose for each i E {1, 2, ... , n} a palindrome of length li at random among the set of DLo.5(li+ 1 )J palindromes of that length. There are therefore DL-i5,n LO.5(li+1)J choices for the set of n palindromes. Once the selection of this collection has been made, we observe whether or not the n palindromes satisfy the prefix condition; if they do, then Lemma 2 implies that they simultaneously satisfy the suffix condition. Let Pn denote the probability of constructing a symmetric fix-free code with length sequence (h, l2' ... , In); i.e., Pn is the number of symmetric fix-free codes with that length sequence divided by DL-i5,n LO.5(li+ 1 )J • Hence, Pn is positive if and only if there exists as least one symmetric fix-free code with the desired length sequence. Following [21] , we derive a lower and an upper bound on Pn, and these respectively lead to the sufficient and necessary conditions on the existence of symmetric reversible-variablelength codes.
Proof The proof is by induction on n. For the base case, we have PI = 1. For the inductive step, suppose that the result is true for n E {1, ... , k -1} and consider the case n = k. Assume that we have randomly chosen palindromes 0"1, 0"2, ... , O"m-1, m E {2, ... , k} with the desired lengths. By definition, Pk-l is the probability that {0"1, 0"2, ... , O"k-I} constitutes a symmetric fix-free code. Observe that if Pk-l = 0, then it is impossible for {0"1, 0"2, ... , O"k-I} to be a fix-free code, and so Pk = O. Notice that the upper bound trivially holds and the lower bound hold because at least one of the terms in the product for Pk-l had to be zero. Therefore by combining (3) with our inductive hypothesis we obtain the desired bounds on Pk.
• To convert Lemma 5 into a sufficient and a necessary condition for the existence of symmetric fix-free codes, we introduce the following notation from [12] : let the length vector < A~l, A~2 , ... ,A~m > (with Al < A2 < ... < Am and L-~1 ni = n) describe a code with ni codewords of Prool There are initially at most DLo.5(Ak+1)J palindromes of length Ak available for use as codewords. The earlier discussion indicates when some of these palindromes become infeasible as codewords through the earlier selection of shorter codewords. The analysis of Lemma 5 extends to this reformulation.
• The preceding result can be strengthened in certain ways. For example, each codeword consisting of the repetition of a single code symbol can each be used only once even though it is a palindrome at every length. Therefore another constraint on the feasibility of the length vector < A~l, A~2 , ... ,A~m > is the requirement that for every subset S of {I, 2, ... , m}
Similarly, over a binary code alphabet the words 0101 ... 010 and 1010 ... 101 can each also be chosen only once although each one is initially available in all odd length palindromes except for those consisting of a single code symbol. It is possible to refine (4) to account for arbitrarily many palindrome patterns at the expense of making the expressions more complex.
III. ON THE CONSTRUCTION OF FIX-FREE CODES
As we mentioned in [12] , there are two approaches to finding minimum-redundancy codes. The first one that we will discuss here applies to a given set of probabilities and requires passing through a search space of partial length vectors, i.e., vectors which specify the shortest codeword lengths of a possible minimum-redundancy code. Each partial length vector is either eliminated when it determined that it cannot have an extension corresponding to an optimal code, or it is enlarged in an attempt to improve upon the current best code.
We will illustrate this approach with an example set of probabilities for the English alphabet considered in [4] , [7] , and [12] , and described in Table I . The symmetric fix-free codes we discuss are over a binary code alphabet. The entropy of this source is 4.120913862 bits per symbol. Table II summarizes properties of the symmetric fix-free codes for this source provided in [4] , [7] , and [12] . There was no attempt in [12] to find an optimal symmetric reversible-variable-length code; the code provided there was listed to illustrate a length vector which dominates those of the symmetric fix-free codes of [4] and [7] . In the study of full length vectors, it is convenient to work with the functions Si = 'Ej=iPj, i E {I, 2, ... , n}, and we list these values in Table III for the probabilities of Table I We will initialize our search for the optimal symmetric fixfree code with the code from [12] , which uses 4.52415202 bits per symbol on average. We begin with 2 Lo . 5 (l+1)J binary palindromes of length l.
In the appendix we will demonstrate that there are only two better symmetric fix-free codes for our source than the one provided in [12] As with the design of asymmetric fix-free codes, there appears to be a tension between attempting to match the codeword lengths to the ideal of -10g2 Pi, i E {I, 2, ... , n}, and the desirability of codes with relatively large Kraft sum.
As the preceding example illustrates, it is not difficult to use the properties of symmetric reversible-variable-length codes described in the preceding section to construct minimumredundancy symmetric fix-free codes. In general, the idea is to try to select long codewords in a greedy manner once the shortest codewords have been chosen. We observe from the codes listed above for the English alphabet example that for this source it is advantageous to eliminate the 00 codeword from the first code, because it leads to the addition of codewords 000, 00100, 001100, 0010100, 0011100, and 00111100 and hence reduces the number of very long codewords.
It appears to be feasible to generate all dominant sequences and their corresponding codes for at least moderate sizes of n and to store and use these findings. Unlike asymmetric fix-free codes where some codes have Kraft sum 1, each symmetric fix-free code can be expanded to create a larger symmetric fix-free code. Each dominant length vector for a code with n words appears to be the partial length vector for a dominant length vector among the symmetric fix-free codes with n + 1 codewords. New dominant length vectors arise when it becomes worthwhile to discard a short codeword in favor of fewer very long ones. In Table IV we list the number of dominant sequences for Huffman and symmetric fix-free codes over binary code alphabets for n E {2, 3, ... , 18}.
We also indicate the minimum Kraft sum among the dominant symmetric fix-free codes; in future work we intend to look more carefully at the Kraft sum and redundancy of the codes used to encode sources with equiprobable symbols. Given that there are so few dominant sequences among the symmetric fixfree codes, it is straightforward to test which one is best for a given probability vector. In Table V we specify the dominant length vectors for symmetric reversible-variable-length codes We observe that just as we replaced the 00 codeword of the code with length vector < 21,33,42,53,63,74,83,95,102 > with some palindromes which have 00 as a prefix to transform the code into one with length vector < 34,42,54,64,76,84,92 >, for each n E {5, ... , 18}, every length vector of a minimum-redundancy symmetric fix-free code can be achieved through a sequence of transformations starting with the code {O, 11, 101, 1001, ... , 1O···01} where the next code in the sequence is the current one except that a short codeword has been "exchanged" for a collection of others which have it as a prefix. This sequence of transformations is not always unique. For example, the code corresponding to the length vector < 
