Abstract. Classical approaches for supporting tutoring services face several limitations for ill-defined domains. To overcome these limitations, we argue for the utilization of hybrid approaches for supporting tutoring services. In this paper, we describe a hybrid model that combines an expert system, the modeltracing paradigm, and a data mining approach in an ITS for learning to operate a robotic arm. The result is tutoring services that exceed what was possible to offer with each individual approach for this domain.
Introduction
Domains where classical approaches for building intelligent tutoring systems (ITS) are not applicable or do not work well have been termed "ill-defined domains" [1] . For these domains, classical approaches for supporting tutoring services face several limitations. An example is model-tracing [2] , which consists in comparing a predefined task model with learners' solutions. Designing a task model by hand can be very hard and time-consuming for ill-defined domains. A second approach is constraint-based modelling [3] . Although, it is effective for some ill-defined domains, it cannot support tutoring services such as suggesting next problem-solving steps to learners, writing constraints can be difficult and time consuming, and a huge number of constraints can be required [1] . A third approach is to integrate an expert system in an ITS to generate expert solutions or for comparing learner solutions with ideal solutions [1] . Expert systems are appropriate for many ill-defined domains. But not all of them can explain their reasoning to learners. Therefore, we here argue for the use of hybrid approaches for ill-defined domains. The idea is to combine advantages of different approaches to avoid their limitations. move the arm from a given configuration to a goal configuration. It is a difficult task since operators do not have a direct view of the scene of operation on the space station and must rely on cameras mounted on the manipulator and at strategic places in the environment where it operates. To move the arm, an operator must select at every moment the best cameras for viewing the scene of operation, select and perform joint rotations for moving the arm, and avoid dangerous situations. The task of moving the arm is ill-defined because even if there are some general rules for moving the arm, there are no clear strategies for choosing joints rotations [6] .
To support tutoring services in CanadarmTutor, we have initially applied the "expert system approach" by integrating a special path-planner which is based on a probabilistic roadmap approach [4] . The path-planner can automatically generate correct arm's moves avoiding obstacles, consistent with the best available camera views to achieve a given goal [4] . But, the generated paths are not always realistic or easy to follow, as they are not based on human experience, and they do not cover aspects of the task such as how to select/adjust cameras. Also, it cannot support tutoring services such as estimating knowledge of learners as there is no knowledge or skills representation.
To overcome these limitations, we applied the "model-tracing approach" [5] . To do so, we used a custom cognitive model, which is designed for taking into account aspects of spatial reasoning. With this cognitive model, we modelled the main steps for moving the arm as a set of rules with declarative knowledge. This modeling permits CanadarmTutor to automatically evaluate a learner's spatial representations and skills during arm manipulation, and generate personalized feed-back (see [5] for details). Although the task model specified by hand provided a fine cognitive assessment of a learner's knowledge for the main steps of the manipulation task, it does not go into finer details such as how to select joint rotations for moving Canadarm2. The reason is that at this level of details, it is very difficult to define a task model for generating the joint rotations that a human would execute.
To avoid this limitation, we developed a novel approach for supporting tutoring services for ITS [6] . It consists of recording user solutions for a task and then to apply a custom data mining algorithm for automatically extracting part of solutions that occur frequently. The idea is that even if there is a huge number of possibilities for a task and no clear strategies for finding solutions, there may be some parts of solutions that appear frequently and can be used for supporting tutoring services such as suggesting next problem-solving steps. We have applied this approach in CanadarmTutor and obtained what we call "partial task models". This successfully allows CanadarmTutor to offer tutoring services such as suggesting joint rotations for moving the arm. Recently we have extended this approach by annotating user solutions with contextual information (skills required to perform the solution, success, expertise level, etc.), so that partial task models contain this information [6] . This is a very useful feature, as it allows for example to discover frequent parts of solutions that are common to experts possessing a particular skill, and that have completed the exercise successfully. This is used in CanadarmTutor to evaluate learner profiles based on the solution paths that they follow [6] . Although learning partial task models from user solutions in CanadarmTutor allows providing useful help to learners at the level of joint manipulations -which was impossible to achieve with the cognitive model or the path-planner [6] , one problem is that no help can be offered to learners if part of a solution path was previously unexplored by other users.
We therefore took the decision to combine the three approaches in a hybrid model in CanadarmTutor. Because of space limitation, we only describe its main features, here. First, when a learner clicks on "what I should do next?" during an exercise, CanadarmTutor offers advices on the general procedure for moving the arm thanks to the cognitive model and suggest joint rotations based on the partial task models. If no help can be offered with the partial task model for the current task, a path is generated with the path planner and presented to the learner.
Second, the skills from the cognitive model are now used to annotate the recorded solutions taken as input by the data mining algorithm. Therefore partial task models now include skills from the cognitive model. CanadarnTutor uses this new information to assess skills of the cognitive model by looking at the solution path followed by the learner according to the partial task model. For example, if a learner follows several patterns demonstrated by people with a particular skill, CanadarmTutor will raise its confidence that the learner possesses the skill.
Other tutoring services offered thanks to the hybrid model are generating exercises tailored to the learner (cognitive model), generating demonstration (cognitive model + path planner + partial task models), offering proactive help about camera selection (cognitive model) and letting the learner explore freely the domain knowledge (cognitive model + partial task model). We have performed a preliminary experimentation with the hybrid model and users have been very satisfied.
In conclusion, the tutoring services now offered in CanadarmTutor with the hybrid approach greatly exceed what was possible to offer with each individual approach for the ill-defined task of the robotic arm manipulation. Note that we did not just put together tutoring services provided by the three approaches. Rather, we have integrated each one with each other to provide coherent and rich tutoring services.
