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ABSTRACT
DNA-based capture-mark-recapture techniques are commonly used to monitor wildlife
populations. Analyzing all collected samples can be cost prohibitive for studies of highdensity populations; therefore, subsampling is frequently used to offset genetic analysis
costs yet obtain reliable population abundance estimates. Because model selection and
parameter estimation depend on sample size, choosing an appropriate subsampling
procedure is a critical part of study design. Monitoring high-density populations at large
scales can be logistically challenging and may require estimating population density at
small scales and extrapolating to larger areas. Density estimates must be precise and
robust to closure violations common to small-scale studies. I used DNA-based capture
data for an American black bear (Ursus americanus) population in Great Smoky
Mountains National Park, Tennessee to investigate the effects of subsampling on model
selection by incrementally reducing the number of samples selected for DNA analysis,
and subsequently comparing model selection results and model-averaged estimates to
results based on the full dataset. I also evaluated a spatially explicit mark-recapture
method for estimating density for a study area located in contiguous black bear habitat. I
assessed population closure and compared density estimates from a conventional
abundance conversion method with estimates from the spatially explicit method. My
results indicated high subsampling intensities (e.g., 1 sample/site/week) can achieve
adequate capture probabilities and reliable population abundance estimates (i.e., CV
≤20%) given the sample site density and number of sampling periods in this study.
However, capture probabilities associated with lower subsampling intensities were
v

inadequate for reliable model selection and produced substantially biased estimates of
abundance. Population closure was violated in my study and likely caused positively
biased density estimates compared with estimates obtained from the spatially explicit
method. Based on the full dataset, reliable and cost-effective density estimates needed to
monitor populations at larger scales are possible using spatially explicit methods to
estimate population density.
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I. INTRODUCTION
General Problem Statement
DNA-based sampling techniques used to estimate abundance of brown bear (Ursus
arctos) and black bear (Ursus americanus) populations have become increasingly
common (Woods et al. 1999, Mowat and Strobeck 2000, Poole et al. 2001, Boersen et al.
2003, Dobey et al. 2005, Dreher et al 2007, Kendall et al. 2009, Tredick and Vaughan
2009). The popularity of this method has stimulated a number of researchers to
investigate the impacts of study design and sampling strategy on the bias and precision of
population estimates (Boulanger and McLellan 2001; Boulanger et al. 2002; Boulanger et
al. 2004a, b; Boulanger et al. 2006; Tredick et al. 2007; Settlage et al. 2008; Dreher et al.
2009). In a meta-analysis of 7 DNA-based grizzly bear capture-mark-recapture (CMR)
studies, Boulanger et al. (2002) examined how study design influenced population
closure, capture probability, and accuracy of population estimates. They found that
greater densities of sample site resulted in greater recapture rates and improved power to
detect heterogeneity variation in capture probabilities (Boulanger et al. 2002). However,
logistical constraints typically limit the number of sites that can be sampled. Thus,
reducing the overall sampling area often is necessary to obtain a sufficient density of
sample sites, which can increase the likelihood of violating the assumption of geographic
closure (Boulanger et al. 2002). When geographic closure is violated, naïve population
estimates correspond to the superpopulation of animals, which includes animals that
permanently reside in the sampling grid and animals that are temporarily exposed to
sample sites but reside outside the sampling grid (Kendall 1999). Additionally, grizzly
bears located near the edge of a sampling grid have lower encounter rates, which
1

introduces heterogeneity bias in capture rates that can negatively bias population
estimates and can reduce precision (Boulanger and McLellan 2001, Boulanger et al.
2004b). To reduce such biases, large areas should be sampled to minimize the effects of
closure violations and sample-site densities should be high to increase recapture rates and
reduce heterogeneity bias (Mowat and Strobeck 2000, Boulanger et al. 2002, Boulanger
et al. 2004a, b).
A counter-intuitive problem, common for studies of black bears in the
southeastern USA, can be the collection of too many samples for which analysis of all
samples may be cost prohibitive (e.g., 1,926 samples [Thompson 2003]; 1,372 samples
[Settlage 2008]; 5,446 samples[ Tredick and Vaughan 2009]). An additional
complication is that, in situations where black bear densities are high, it may not be
possible to obtain sufficient capture probabilities with sample sizes equivalent to those
commonly analyzed in grizzly bear studies. This has motivated researchers to consider
alternative sampling strategies to reduce DNA analysis costs and still produce reliable
population estimates. One alternative is to only analyze a subsample of collected hair
samples. Several studies have investigated the effects of subsampling on population
estimation for black bears (Tredick et al. 2007, Settlage et al. 2008, Dreher et al. 2009).
Those studies have shown that reducing the number of samples results in reduced capture
probabilities and less reliable population estimates. However, those results were based
on parameter estimates from models selected using the model selection procedure in
Program CAPTURE (Rexstad and Burnham 1992), a procedure that often performs
poorly and can result in incorrect model selection and unreliable population estimates
(Menkens and Anderson 1988, Stanley and Burnham 1998b). With the development of
2

likelihood-based estimators for the 8 models described by Otis et al. (1978) within a
generalized linear modeling framework (Program MARK; White and Burnham 1999,
Cooch 2001), a unified model selection procedure using Akaike’s information criterion
(AIC) is now available. Furthermore, a more robust model averaging approach to
parameter estimation based on AIC values can be used to incorporate model selection
uncertainty into parameter estimates and estimates of precision (Buckland et al. 1997,
Burnham and Anderson 2002).
Population density is a more relevant biological parameter than abundance and is
central to most population management decisions (Caughley and Sinclair 1994). Closedpopulation abundance estimates often are converted to density by dividing an estimate by
the area the trappable population occupies known as the effective sampling area. This
area often is defined by the addition of a buffer strip to the sampling grid to account for
geographic closure violation caused by animals with home ranges on the edge of the
sampling grid that are not entirely encompassed. A number of methods have been
developed to estimate the buffer strip width (e.g., estimating the width directly from the
capture locations of individuals using a nested subgrid design [Otis et al. 1978]; using
radio telemetry to estimate home-range size and setting the boundary strip equal to the
radius of a home range [Dice 1938]). However, the nested subgrid approach requires a
large sampling area and a substantial number of recaptures, which are likely unattainable
for black bear studies (Wilson and Anderson 1985, Parmenter et al. 2003). The buffer
strip method using homerange radius may underestimate the effects of closure violation,
resulting in positively biased density estimates (Dreher et al. 2009). Alternative methods
have been proposed for dealing with these edge effects, such as radio-telemetry based
3

weights of residency (White and Shenk 2001) and core population correction (Boulanger
and McLellan 2001). However, estimates of weights can be positively biased when the
sample of collared animals is biased towards animals captured on the sampling grid
(Mowat et al. 2005) and the core correction method may not be robust to temporary
movement of animals across the sample grid boundary (Boulanger and McLellan 2001).
Borchers and Efford (2008) developed a spatially explicit capture-recapture
method within a maximum likelihood framework that treats density as an explicit
parameter, allows flexibility in model construction similar to modern closed-population
CMR methods, and permits the use of information-theoretic procedures for model
selection. Data collected from passive proximity detectors (e.g., hair snares or camera
traps), where individuals can be detected multiple times within a sampling period and
multiple individuals can be detected at a single sample site, can be accommodated with
this method (Efford et al. 2008). This method takes into account the spatial extent of the
sampling process, thereby circumventing the difficulties associated with defining an
effective sampling area to convert abundance estimates to density (Borchers and Efford
2008).

Justification
Sample size is fundamentally important to obtain reliable population estimates based on
CMR data because a sufficient number of animals captures and recaptures are needed to
detect patterns of variation in capture probabilities (Otis et al. 1978, White et al. 1982).
Determining what constitutes an adequate sample size is difficult because sample size
depends on the true size of the population and capture probabilities specific to the
4

sampling design. Otis et al. (1978) suggest capture probabilities ≥0.20 should produce
sample sizes adequate for obtaining reliable estimates of abundance for population sizes
>200. Although previous studies have shown that reducing the number of hair samples
selected for DNA analysis through subsampling can result in reduced capture
probabilities and less reliable population estimates for black bears (Tredick et al. 2007,
Settlage et al. 2008, Dreher et al. 2009), the effects of subsampling on AIC-based model
selection and model averaging has not been established. Therefore, given the importance
of model selection for valid statistical inference, determining how subsampling
influences uncertainty in model selection and multimodel inference is crucial. This
information is essential to provide a data analysis framework for DNA-based population
studies of black bears.
Settlage et al. (2008) concluded that regional estimates for black bears in the
southern Appalachian Mountains would not be practical because a high sample site
density (>1 site/2.5 km2) would be required to achieve adequate capture probabilities.
Because obtaining regional abundance estimates for high-density populations can be
logistically challenging, Settlage et al. (2008) suggested that establishing several smaller
study areas and extrapolating density estimates to a larger region may be more feasible.
Clearly, accurate density estimates for the smaller study areas are essential to produce
reliable regional estimates in this manner. Because closure violations often are more
pronounced when sampling areas are small relative to home ranges, density estimates
based on conventional abundance conversion methods likely would be biased. The
spatially explicit capture-recapture method proposed by Borchers and Efford (2008) and
its extension to proximity type detectors (Efford et al. 2008) show considerable promise
5

to estimate density directly from spatially structured CMR data. However, this is a new
technique and has yet to be thoroughly tested with empirical data. Therefore, research is
needed to evaluate the performance of the spatially-explicit method for DNA-based
population studies of black bears.

Objectives and Hypotheses
The focus of my study was to determine the effects of subsampling on model selection
and model averaging to estimate population abundance and to evaluate the spatially
explicit method to estimate population density for a black bear population in Great
Smoky Mountains National Park. The specific objectives of my study were to:
1. determine how capture probabilities are affected by subsampling and how those
effects influence model selection and model-averaged abundance estimates, and
2. evaluate performance of the spatially explicit capture-recapture method to
estimate population density.
My research hypotheses were:
1. capture probabilities lower than recommended levels (i.e., <0.20) will result in
model selection bias and unreliable model-averaged abundance estimates, and
2. conventional density estimates would be higher compared with spatially explicit
capture-recapture estimates because of lack of geographic closure and
underestimated effective sampling area.

6

II. STUDY AREA
Great Smoky Mountains National Park is located in the Appalachian Mountains along the
Tennessee and North Carolina border. This 2,056-km2 National Park is bordered by the
Cherokee National Forest in Tennessee and Nantahala and Pisgah national forests in
North Carolina. Private land borders most of the Tennessee portion of Great Smoky
Mountains National Park, much of which was developed. The study area was
approximately 200 km2 and was located in the northwest portion of Great Smoky
Mountains National Park in Tennessee (Fig. 1). The study area was characterized by
rugged, mountainous terrain with closed canopy forests in the form of mixed hardwoods.
Access was limited by a few developed roads and a network of maintained foot trails.
The Great Smoky Mountains are part of the Unaka Mountain Range of the Blue
Ridge Province within the southern division of the Appalachian Highlands (Fenneman
1938). The area is characterized by rugged topography with steep ridges extending
outward from main ridges that are separated by narrow valleys created by fast-flowing
streams (King and Stupka 1950). The main crest is oriented northeast to southwest and
connects the highest peaks within Great Smoky Mountains National Park for 113 km
(Golden 1974). Elevations within Great Smoky Mountains National Park range from 270
m where Abrams Creek enters the Little Tennessee River to 2,024 m at Clingman’s
Dome. Elevations within my study area ranged from 318 m to 1,658 m.
Microclimatic conditions in the Great Smoky Mountains vary widely due to the
substantial variation in elevation, aspect, and slope (Shanks 1954). In general, the
climate of the area is classified as mesothermal per-humid or warm-temperate rain forest
(Thornthwaite 1948). Average annual precipitation ranged from 140 cm at lower
7

elevations to 230 cm at higher elevations (Stephens 1969). Weather during the summer
sampling period was typically hot and humid with frequent afternoon thunderstorms.
Average high and low temperatures from June through August were 30.5ºC and 15ºC,
respectively. Monthly average rainfall during summer was 13.7 cm.
The Great Smoky Mountains exhibit the greatest diversity of eastern forests in
North America (Whittaker 1956). Forest communities ranged from mixed hardwoods at
low elevations to spruce (Picea rubens)-fir (Abies fraseri) at high elevations (King and
Stupka 1950). Over 1,300 flowering plants, including 130 tree species, have been
recorded and over 2,000 fungi, 330 mosses, 230 lichens, and 32 fern species have been
identified (King and Stupka 1950, Stupka 1960). Mixed and cove hardwoods, composed
of oaks (Quercus spp.), tulip poplar (Liriodendron tulipifera), red maple (Acer rubrum),
sweetgum (Liquidambar styraciflua), yellow buckeye (Aesculus flava), and dogwood
(Cornus florida), were the primary vegetation types within the study area. Rhododendron
(Rhododendron maxima), mountain laurel (Kalmia latifolia), and huckleberry
(Gaylussacia spp.) constituted the majority of the understory vegetation.
Pivorun et al. (2009) reviewed 71 species of mammals that occurred in Great
Smoky Mountains National Park of which 4 were extirpated, 2 were reintroduced, and 4
were non-native. Over 200 species of birds, 30 species of reptiles, 39 species of
amphibians, 80 species of fish, and a great variety of insects and other invertebrates have
been recorded (King and Stupka 1950).
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III. METHODS
General Approach
Hair samples collected at baited, barbed-wire enclosures can be used to determine
individual identities and record capture histories for CMR analysis (Woods et al. 1999).
The DNA sampling technique is based on the use of microsatellite molecular markers to
obtain unique, multilocus genotypes of individual animals. Unlike physical marking
techniques (e.g., ear tags), which can be lost, DNA is a permanent mark. Detections of a
particular genotype are treated as captures or recaptures and can be used to build capture
histories for individuals identified during a study period. Those capture histories can then
be used within a CMR framework to estimate population parameters. I used genotypes
obtained from hair samples collected in 2003 (Settlage 2005, Settlage et al. 2008) to
identify black bears, construct individual capture histories, and conduct CMR analyses to
estimate population abundance and density.

Field Sampling
To meet logistical constraints and to ensure that all bears would have opportunities to be
sampled, Settlage et al. (2008) circumscribed an arc, with a radius equivalent to an
average female home range (1,635 m), around each of 65 hair-capture sites and randomly
placed those sites within incrementally smaller study areas until a sample site distribution
with no sampling gaps was achieved (i.e., all sites located within average home-range
radius of ≥1 F bear). That distribution yielded a density of 1 site/2.5 km2 within a 196km2 study area and resulted in an average of 2.71 sites within a typical annual home
range of female black bears in Great Smoky Mountains National Park (8.4 km2; Beeman
9

1975, Garshelis 1978, Quigley 1982, Carr 1983). Hair-capture sites consisted of a single
strand of barbed wire, placed 40–50 cm above ground, enclosing an area approximately 5

x 5 m. Each site was baited with a small amount of bakery products (e.g., sweetrolls,
donuts) and a scent (raspberry extract; Mother Murphy’s Laboratories, Greensboro, NC)
was used to attract bears inside the enclosure. All sites were checked for hair samples
and rebaited once every 7 days for 10 weeks from 9 June to 15 August 2003. To ensure
sufficient DNA for sequence analysis, only samples with ≥5 hairs were collected. Those
samples were each placed in individually labeled coin envelopes and stored in calcium
sulfate desiccant (Drie-rite®, W. A. Hammond Drierite Company Ltd., Xenia, OH) at
room temperature. To prevent contamination with future hair samples, a cigarette lighter
was used to burn any remaining hair from the barbs after sample collection.

Microsatellite Analysis
Sample Selection.––Settlage et al. (2008) chose 25 random samples per sampling
period (i.e., 1 week) for DNA analysis (hereafter original dataset), with each sample
coming from a different site within a sampling period. Those hair samples were sent to
the Leetown Science Center, a U.S. Geological Survey facility in Kearneysville, WV, for
microsatellite DNA sequencing (see Settlage [2005] for DNA analysis details). To obtain
a dataset where 1 sample from each site with collected samples is selected for DNA
analysis, I randomly selected a hair sample from each site that previously did not have a
sample selected (hereafter secondary dataset) and combined that dataset with the original
dataset (hereafter full dataset).
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DNA Extraction.––I visually inspected selected hair samples for attached hair
roots, clipped approximately 0.5 cm of each hair root, and placed all roots into a 1.5-ml
centrifuge tube. I extracted DNA from the hair roots using the InstaGene Matrix (BioRad Laboratories, Hercules, CA). Specifically, follicles were incubated in the InstaGene
Matrix in the presence of Proteinase K at 65ºC overnight. This mixture was boiled (100º
C) for 8–10 minutes, followed by centrifugation at 10,000–12,000 rpm. The resulting
supernatant was used in polymerase chain reactions (PCR). All DNA analyses for the
secondary dataset were performed at the Landscape Genetics Laboratory at the
University of Tennessee, Knoxville, TN.

Microsatellite and Sex Marker Amplification.––I amplified specific
microsatellite loci and a region of the amelogenin gene from extracted hair samples using
microsatellite primers G1A, G1D, G10B, G10C, G10L, G10M, G10P, and G10X
(Paetkau and Strobeck 1994, Paetkau et al. 1995) for individual identification and using
amelogenin marker primers SE47 and SE48 for sex identification (Ennis and Gallagher
1994). Each PCR reaction consisted of 2 µl of genomic DNA extract and a master mix
consisting of buffer, MgCL2, dNTPs, primer (forward primer fluorescently labeled with
FAM, NED, PET, or VIC; Applied Biosystems [ABI], Foster City, CA), Taq polymerase
(ABI), and deionized water to achieve the final volume of 10 µl. The amplification cycle
consisted of an initial denaturing at 94º C for 2 minutes followed by 35 cycles of 94º C
denaturing for 30 seconds, 56º C annealing (60º C for SE47 and SE48) for 30 seconds,
and 72º C extension for 1 minute. Cycling culminated with a 5-minute extension at 72º
C.
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Fragment Analysis.––Generally, I multiplexed microsatellite loci by mixing 1 µl
of PCR product for 4 loci, each labeled with a different fluorescent dye, and then added 1

µl of that solution to 11 µl of deionized formamide and 0.5 µl of the internal size standard
GENESCAN-500 (ABI). For the sex marker I added 2 µl of PCR product to 10 µl of
deionized formamide and 0.5 µl of the size standard. I identified microsatellite loci and
the sex marker by their characteristic molecular mass and attached fluorescent label. The
size standard contained DNA fragments fluorescently labeled with the dye
phosphoramidite LIZ (orange). PCR product/size standard/formamide mixtures were
heat-denatured at 95º C for 5 minutes. That mixture was subjected to capillary
electrophoresis on an ABI PRISM 3100 Genetic Analyzer (i.e., automated sequencer) at
the Molecular Biology Resource Facility, University of Tennessee, Knoxville, TN.
Fluorescently labeled DNA fragments were analyzed and genotype data were generated
using Genescan software (ABI). I scored, binned, and outputted allelic (and genotypic)
designations for each hair sample using GENOTYPER v. 2.0 (ABI).

Microsatellite Genotyping Quality Control
DNA-based sampling methods satisfy the marker permanence assumption, but present 2
sources of potential errors associated with correctly recording an animal’s identity
(Paetkau 2003). First, markers with low variability can result in a lack of power to
differentiate individuals, thus causing the number of animals identified to be biased low,
artificially inflating the number of recaptures of those identified (the shadow effect; Mills
et al. 2000). Second, errors associated with assigning different genotypes to samples
from the same individual (e.g., false alleles and allelic dropout) result in identifying an
12

excess of unique individuals (Taberlet et al. 1996, Bonin et al. 2004). When power to
differentiate is low and genotyping errors are present and unaccounted for or assumed to
be absent, population abundance estimates from CMR analyses can be biased (Waits and
Leberg 2000, Mills et al. 2000, Creel et al. 2003). To reduce the potential for errors and
ensure accurate and robust assignment of unique identification, I deployed a rigorous and
comprehensive quality control approach: 1) genotyping error prevention through
assessment of sample quality; 2) genotyping error detection and correction; 3) evaluation
of marker variability and power to differentiate between individual multilocus genotypes;
and 4) assessment of error checking protocol.

Assessment of Sample Quality.––Genotyping error rate is inversely related to
sample quality, thus the best way to reduce error rate is to exclude low-quality samples
(Paetkau 2003). I used a 2-step approach to identify low-quality samples. First, I only
considered samples with ≥5 guard hair roots or ≥10 underfur roots to be viable candidates
for microsatellite analysis. Second, during the first pass of sequencing I assessed sample
quality based on the number of single-locus genotypes obtained or evidence of mixed
samples. I considered samples that failed to produce genotypes at ≥4 loci as poor quality
and removed them from further analysis. Additionally, I considered samples with singlelocus genotypes containing ≥3 alleles as mixed samples and removed those as well.
Because of time and resource limitations, analysis of additional samples was not
attempted for sites where the initial sample failed the first pass of sequencing.

Detection of Genotyping Errors.––I used a multi-step approach to check the
secondary dataset for genotyping errors (Paetkau 2003). I searched the combined
original and secondary datasets for pairs with identical multilocus genotypes and pairs
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that mismatched at 1 or 2 alleles (hereafter 1MM pairs and 2MM pairs, respectively)
using Excel Microsatellite Toolkit (Park 2001). Samples with matching genotypes were
assigned a unique bear identification code (ID) and were considered separate captures of
the same individual. I then examined each 1MM and 2MM pair for evidence of
inconsistencies potentially caused by human error (e.g., mislabeled centrifuge tubes or
loading samples out of sequence), presence of false alleles, or allelic dropout. The
specific loci that caused the mismatch were reamplified and resequenced up to 2 times to
determine a consensus genotype based on 2 matching amplifications. Samples with
multilocus genotypes that matched after correction of a false 1MM or 2MM were then
assigned the same bear ID. If the resulting amplifications failed to match, those samples
were considered to represent different individuals and unique genotypes were assigned.
Genotypes that were not represented by multiple samples were reamplified, resequenced,
and assigned a unique ID contingent on matching replicated genotypes.

Assessment of Marker Variability and Power.––One of assumptions of markrecapture studies based on DNA sampling is that the suite of genetic markers contains
sufficient variability so that each individual can be uniquely identified if the genotype is
correct (Lukacs and Burnham 2005). Therefore, it is important to quantify the ability of
the genetic markers to differentiate between different individuals. Paetkau (2003)
demonstrated that slight changes in marker variability can have a large effect on the
power to differentiate individuals. I assessed marker variability by calculating the mean
expected heterozygosity (HE) across all loci:
r

Hˆ E = ∑ hˆ j / r ,
j =1
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where r is the number of loci and ĥ is the mean expected heterozygosity for a single
locus (Nei 1987) and comparing that value to recommended HE values of 0.75 or 0.83
(for 6- or 5-locus systems, respectively) for populations where the number of individuals
identified is between 200 and 400 animals (Paetkau 2003).
To assess the power of the marker system used to differentiate individuals, I
calculated the probability that 2 full siblings randomly drawn from a population will have
the same multilocus genotype (PIsibs, Taberlet and Luikart 1999). The PIsibs estimator
represents a conservative upper limit of the probability of observing identical genotypes
among individuals within a population (Taberlet and Luikart 1999, Waits et al. 2001):
PI sibs = 0.25 + 0.5∑ pi2 + 0.5


(

)

( ∑ p )  − ( 0.25∑ p ) ,
2 2
i

4
i

where pi is the frequency of the ith allele and assumes random sampling of individuals
and independence of alleles at each locus. Calculation of PIsibs is based on the
assumptions of random sampling, independence among alleles within and between loci,
and no shared ancestry. Therefore, I tested for linkage disequilibrium (lack of allele
independence) and conformity to Hardy-Weinberg equilibrium (random sampling) in
Program GENEPOP (version 3.4; Raymond and Rousset 1995) using the Dunn-Sidak
method (Sokal and Rohlf 1995) to control the experimentwise error rate at α = 0.05;
critical values for individual comparisons were based on α = 1 - (1 - 0.05)1/k, where k is
the number of individual comparisons.

Assessment of Error Checking Protocol.––Ascertaining that all errors in a
genetic dataset are detected is difficult to accomplish because the true number of errors is
unknown. To assess the ability of my error checking protocol to detect errors in the
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secondary dataset, I reanalyzed a subset of known genotypes from the original dataset.
When variable marker systems are used, a match in multilocus genotypes observed in
multiple samples can be considered strong evidence that the common genotype is free
from genotyping errors (Paetkau 2003). I selected genotypes that were represented by ≥1
sample for protocol assessment to ensure accuracy of the original genotype. I tabulated
the number and types of errors that occurred, separating errors that would have been
detected by my error checking protocol from those that would not have been detected and
subsequently remained in the dataset.

Sex Marker Quality Control
To ensure accurate assignment of gender, I used information from live-captured
individuals with complete genotypes (K. Settlage, University of Tennessee, unpublished
data) that matched genotypes from my study and a multi-step process for genotypes of
unknown gender. For individuals with genotypes that matched those from live-captured
bears, gender was assigned based on the live-capture data. For gender identification of
individuals that were only identified from hair samples, I selected the highest-quality
DNA sample, based on sequencing performance, for an individual if >1 sample was
available or the only sample available for individuals identified from a single sample.
Each selected sample was amplified and sequenced up to 3 times until a consensus
gender genotype was obtained. I evaluated the effectiveness of the protocol for assigning
gender based solely on DNA by analyzing DNA samples for bears of known sex (i.e.,
live-captured individuals) and comparing those gender assignments with gender data
obtained from live-capture data.
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Population Abundance Estimation
Identifying and accounting for variations in capture probabilities have been central
challenges to closed population CMR studies. A number of approaches have been
developed to relax the equal catchability assumption by incorporating 3 types of
variation: 1) time variation; 2) behavioral response; and 3) individual heterogeneity of
capture probabilities (Zippin 1956, Otis et al. 1978, Chao 1987, Huggins 1989, Pledger
2000). Additionally, implementation of a generalized modeling approach to CMR
analysis and model selection procedures into software packages allow testing of
hypotheses regarding variation in capture probabilities (Cooch 2001). Detection of black
bears using DNA-based sampling can affect capture probabilities in different ways.
Therefore, the primary objective of model development was to develop an a priori model
set, independently of the sample data, to account for types of capture probability variation
based on bear biology and behavior.
Heterogeneous capture probabilities can be caused by sex- and age-specific
differences in home ranges, location of individuals in relation to the sampling area,
behavioral differences unrelated to previous capture, and physical differences that may
affect detectability at sample sites. DNA-based sampling methods can be used to
determine the sex of individual bears. However, age and body size data can not be
obtained from DNA sampling. Pledger (2000) developed likelihood-based estimators
that model heterogeneous capture probabilities caused by unobservable factors as coming
from a specified number of different capture probability distributions (e.g., 2-, 3-, …, nmixture distributions). For a 2-mixture model, 3 additional parameters are estimated: the
mean capture probability of the first mixture distribution ( p A ), the mean capture
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probability of the second mixture distribution ( pB ), and the probability an animal comes
from the first mixture distribution ( π A ). I used mixture models to account for
unidentifiable sources of heterogeneity in my capture data and, using sex as a grouping
covariate, modeled sex-specific capture probabilities and mixture distributions.
Traditional closed population models designed to account for behavioral
responses to capture are statistically equivalent to removal models developed by Moran
(1951) and Zippin (1956, 1958), are entirely based on the information obtained from
initial captures, and assume the number of unmarked animals is counted and recorded
correctly at each sampling occasion (White et al. 1982). However, DNA-based sampling
for black bears using baited sites likely violates the assumption of accurately recording
the number of unmarked animals at each sampling occasion as initial encounters can go
undetected because of subsampling or bears avoiding the barbed wire. Therefore, I
developed an alternative strategy to model behavioral effects based on the expectation
that average capture probabilities change non-linearly over time in the presence of a
behavioral response (White et al. 1982). Specifically, I applied an inverse-squared
transformation to a linear time trend to model a non-linear change in capture probability
(hereafter non-linear time-trend model).
Using the full closed-population with heterogeneity data type in Program MARK
(White and Burnham 1999), I developed a set of 12 closed population models for the full
dataset to account for different factors known to influence black bear capture
probabilities and generate population estimates. Specifically, I considered models with
no variation in capture probabilities, time-specific variation, sex-specific capture
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probabilities because of larger home ranges of males compared with females (Garshelis
1978, Quigley 1982, Carr 1983), and a non-linear time-trend because of the use of food
baits. Because unidentified sources of heterogeneity likely were present in my data, I
constructed models with 2 mixtures and different combinations of sex and behavioral
effects. I used the Akaike Information Criterion with a second-order correction for small
sample sizes (AICc; Burnham and Anderson 2002) to determine which models had the
most support. The model with the lowest AICc was considered the most parsimonious,
optimizing a balance between model fit and simplicity. To evaluate the importance of
factors influencing variation in capture probabilities, I used AICc weights of evidence (wi)
to calculate evidence ratios (Ei,j) as Ei , j = wi / w j to contrast the support of a candidate

model containing an effect with the support for an equivalent model without the effect.
Stanley and Burnham (1998a) found that confidence interval coverage on estimates of N
from closed population studies was poor when model uncertainty was not incorporated
into computation of confidence intervals. Therefore, I model averaged parameter
estimates using AICc weights and calculated unconditional variance estimates to account
for model selection uncertainty (Buckland et al. 1997, Burnham and Anderson 2002). I
obtained a pooled abundance and variance estimate for males and females using the delta
method (Powell 2007). Because abundance estimates are seldom asymptotically normal,
I assumed estimates followed a log-normal distribution and calculated a log-based 95%
confidence interval as:

 M t +1 + ( fˆ0 / C ), M t +1 + ( fˆ0 × C ) 


where
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fˆ0 = Nˆ − M t +1

1/2
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ˆ 2  
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(White et al. 2001). Additionally, I calculated the mean model-averaged capture
probabilities ( p ) based on the 2 mixture distributions as p = π A p A + (1 − π A ) pB and the
coefficient of variation ( CV ( p ) ) as:
CV ( p ) =  π A (1 − π A ) • p A − pB  / p ,
where π A is the probability that an animal has capture probability p A and (1− π A ) is the
probability than an animal has capture probability pB (Carothers 1973). I used the
coefficient of variation of p as an index of the amount of heterogeneity present in the
data with higher CV ( p ) values indicating a greater degree of heterogeneity.

Effects of Subsampling on Model Selection and Multimodel Inference
I used sensitivity analysis to evaluate the effects of subsampling on model selection and
model-averaging. I created a master dataset, which contained an entry for each sample
site within a given week from which ≥1 hair sample was collected and submitted for
DNA analysis. Associated with each entry were a sample site number, the week in which
the site was checked, a week-specific site index code, and a bear ID number if a sample
from that site produced a reliable genotype. That dataset contained information needed to
construct capture histories for each bear identified. Because genotyping success rates are
study-specific and influence sample sizes, it was important to account for that so
subsampling effects could be isolated. Therefore, I incorporated genotyping success rate
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into simulations by including all sites with collected hair samples, whether or not those
sites produced reliable genotypes, into the master dataset. I used SAS® statistical
software (SAS Institute, Cary, NC) to generate random subsets from the master dataset
and to convert those subsets into properly formatted input files for population analysis.
I examined subsampling intensity by starting with the full dataset and reducing it
by increments of 5 samples per week. The maximum number of samples (given only 1
sample/site) available in a given week was 50, which resulted in 9 subsets ranging from
45 to 5 subsamples/week. I replicated each of the random subsets 100 times to account
for variability caused by the random sampling of the master dataset. I used the R (R
Development Core Team 2007) statistical software package RMark (Laake and Rexstad
2008) to construct the same a priori set of models used in the analysis of the full dataset
to generate population estimates for each replicate in Program MARK.
For each replicate, I summarized the number of individuals captured (Mt+1), total
number of captures, and number of Mt+1 which were only captured once. I used AICc to
determine the best-fitting model and derive model weights (wi) for model averaging
parameter estimates. I used the model-averaged and model-specific parameter estimates
to calculate unconditional variances, standard errors, and variation in parameter estimates
across all models for each replicate. I averaged Mt+1, number of captures, number of Mt+1
that were only captured once, p , and CV ( p ) across all 100 replicates for each
subsampling level and compared them with the full dataset. Occasionally, replicates
resulted in capture history matrices that caused instability in parameter estimation for one
or more of the candidate models and produced model-averaged abundance estimates that
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were orders of magnitude greater than the estimate based on the full dataset. Because
those estimates could greatly influence patterns of interest, I used the harmonic mean of
model-averaged abundance estimates to quantify the central tendency of each
subsampling level.
I evaluated bias of abundance estimates for each subsampling level by calculating
percent relative bias ( PRBi =

(( Nˆ − Nˆ ) / Nˆ ) ×100 ) for the harmonic means of modeli

F

F

averaged estimates ( Nˆ i ) from each level relative to the estimate of the full dataset ( Nˆ F ).
Additionally, I determined the number of replicates within each level that produced an
estimate that was within the upper and lower bounds of the 95% log-based confidence
interval for the full dataset. To evaluate the effect of subsampling on model selection, I
examined the distribution of the best-fitting models across subsampling levels. For each
replicate, I also calculated the percentage of the variance of model-averaged abundance
estimates that could be attributed to variability of estimates among competing models and
averaged that percentage across all replicates for each subsampling level.

Population Density Estimation
General Approach.––I estimated population density for males and females using
the spatially explicit capture-recapture method proposed by Borchers and Efford (2008)
and compared those results with estimates obtained using the conventional method of
dividing population abundance by the effective sampling area (Dice 1938). Because
density can be biased when a population is not closed to movement in and out of the
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study area, I evaluated closure using 2 separate tests to determine if such movements
affected the density estimate based on the conventional method.

Conventional Density Estimation.––I estimated the effective sampling area
separately for males and females by adding a buffer area (Dice 1938) to the sampling grid
equal to the radius of the average summer home range for male and female black bears in
Great Smoky Mountains National Park. Average summer home range sizes were 14.7
km2 for males and 3.6 km2 for females (Garshelis 1978, Quigley 1982, Carr 1983).
These home ranges resulted in buffer widths of 2.16 km and 1.08 km and effective study
areas of 238 km2 and 145 km2 for males and females, respectively. To estimate density, I
divided the model-averaged abundance estimate for males and females by those study
area estimates.

Spatially-Explicit Density Estimation.––The spatially-explicit method for density
estimation uses a probability model for capture data that explicitly incorporates the
spatial component of the sampling process (i.e., the location of each detection) within a
maximum likelihood framework. That probability model is comprised of 2 submodels: 1
for the distribution of animals exposed to the sampling grid and 1 for the detection
process. The detection submodel describes the probability of detection of an animal,
given the location of its home range in relation to the sample sites. The form of the
detection submodel and associated parameters is dependent on the chosen detection
function. Additional types of variation in the detection process (e.g., time variation,
behavioral response, and individual heterogeneity) can be modeled similar to closed
population models. Because this method is likelihood based, AICc can be used for model
selection and model averaging.
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Sample sites for this study were randomly located in contiguous bear habitat, did
not correspond to a discrete unit of habitat, and likely did not contain the home-range
centers of all animals potentially exposed to the sampling grid. In such instances, the
home-range centers that occur within the effective sampling area may be considered a
Poisson-distributed sample from a superpopulation of home-range centers extending
beyond the sampling grid. Therefore, I chose a spatial Poisson process, rather than a
binomial, to model the distribution of bears exposed to the sampling grid (Borchers and
Efford 2008). I considered both the halfnormal and hazard rate detection functions to
model the spatial detection process (Efford et al. 2008). The parameters for the
halfnormal function are the probability of capture when the home-range center of an
animal coincides with a sample site (g0) and a spatial scale parameter (σ), whereas the
hazard rate function incorporates an additional parameter (b), which affects the shape of
the distribution. To account for additional types of variation, I developed an a priori set
of 8 models to estimate sex-specific g0 and σ for both detection functions, as a function of
a non-linear time trend, additive effects of sex and a non-linear time trend, and constant
among sexes and across time. For the hazard rate functions, I modeled b separately for
males and females when g0 and σ were modeled as sex-specific. Sex-specific density
parameterizations were incorporated into all candidate models. I used AICc to identify
the most parsimonious models and to calculate model-averaged parameter estimates and
unconditional variances based on AICc weights.

Population Closure.––Population closure is a fundamentally important
assumption to closed-population models and is often overlooked or poorly addressed in
population studies. Violations of this assumption typically increase the number of
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marked animals, negatively bias capture probabilities, and inflate estimates of abundance,
which can result in biased estimates of density obtained by conventional methods (Otis et
al. 1978). Whereas demographic closure can be minimized in studies of black bears by
timing the sampling to avoid periods of recruitment and low survival, geographic closure
is more difficult to accomplish. Sampling for my study took place during the summer, at
a time when black bear survival is high, recruitment is zero, and populations can be
considered demographically closed. However, the sampling area was within a larger area
of contiguous bear habitat so geographic closure could not be assumed. Although a
number of statistical tests for closure have been developed, they often suffer from low
power, are sensitive to unequal capture probabilities, and provide no insight into the
biological causes of closure violation when used independently (Otis et al. 1978, Stanley
and Burnham 1999). Thus, I used multiple closure tests to determine the degree and
types of geographic closure for the full dataset.
To test for geographic closure in the presence of time variation, I used a timespecific closure test developed by Stanley and Burnham (1999; Program CloseTest;
Stanley and Richards 2005). Built on the approach of Pollock et al. (1974), this method
uses an open Jolly-Seber model (JS), a JS model constrained to allow recruitment but not
mortality (NM), a JS model constrained to allow mortality but not recruitment (NR), and
a time-varying, closed-population model (Mt) to test for permanent and temporary
movement in and out of the study area during the sampling period. Tests for additions to
the population are based on comparisons of NR versus JS and Mt versus NM, whereas the
tests for losses from the population include NM versus JS and Mt versus NR; statistical
significance of the tests suggests additions or losses, respectively. Based on simulations,
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Stanley and Burnham (1999) concluded that the test was most sensitive to permanent
emigration, moderately sensitive to permanent and temporary immigrations, and least
sensitive to temporary emigration.
The Pradel (1996) model uses a temporal symmetry approach and reverse time
modeling to estimate apparent survival rate ( φ ), recruitment rate (f), and recapture
probability (p) from CMR data. When a population is demographically closed, changes
in φ represent fidelity to the sampling area and changes in f represent permanent
immigration or addition of individuals to the sampling area. By evaluating the goodnessof-fit for models that constrain φ and f to emulate the approach of Stanley and Burnham
(1999) and model sex- and time-specific effects for φ , f, and p, Pradel models can be
used to test for closure and identify potential types of closure violation (Boulanger and
McLellan 2001). A common shortcoming of many closure tests is the inability to assess
closure in the presence of behavioral variation in capture probabilities. Because Pradel
models do not estimate initial capture probabilities, behavioral effects cannot be
incorporated using the conventional model structure. To test for closure in the presence
of a behavioral response, I imposed an inverse-squared transformation to a linear time
trend and fitted that trend to p to model a non-linearly increasing recapture rate.
Additionally, I tested for sex-based differences and time variation in fidelity and addition
rates.
Using the Pradel survival and recruitment data type in Program MARK, I
developed a set of 12 a priori Pradel models to account for different types of closure
violation. As an initial assessment of population closure similar to Stanley and Burnham
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(1999), I considered 4 models where p varied by time for all models and both φ and f
were constant (i.e., JS), φ was constant and f was fixed to 0 (i.e., NR), φ was fixed to 1
and f was constant (i.e., NM), and φ was fixed to 1 and f was fixed to 0 (Mt). I also
constructed models where φ , f, and p were constant, varied by time, and varied by time
and sex interactions. I also considered several different combinations of sex-specific
effects and time trends.
Because there is no definitive goodness-of-fit test for Pradel models in MARK, I
used the goodness-of-fit test in program RELEASE, which is based on the CormackJolly-Seber (CJS) model, to test model fit of the recapture portion of the encounter
histories (Burnham et al. 1987, Boulanger 2002). Additionally, I assessed goodness-offit using a variance inflation factor, ĉ , by dividing model deviance by the mean deviance
based on a parametric bootstrap for the CJS model that assumes any lack of fit is from
recaptures of previously marked animals (1,000 simulations; White et al. 2001).
Alternatively, I estimated ĉ by dividing the observed model deviance by the deviance
degrees of freedom and then dividing that number by the mean ĉ from the bootstrap
procedure (White et al. 2001). I used AICc values that incorporated ĉ (QAICc) to
determine which models had the most support. I considered the model with the lowest
QAICc as the most parsimonious and models with ∆QAICc values less than 2 as being
supported. Using the QAICc weights, I calculated model-averaged parameter estimates
and unconditional variances.
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IV. RESULTS
Hair Collection
Field personnel collected 1,372 hair samples from 9 June to 15 August 2003. Samples
were collected from all but 1 of the 65 hair-capture sites. The number of sites per week
with ≥1 samples ranged from 35 to 50 with a mean of 41 (SE = 2.1; Fig. 2). The number
of samples collected from each site ranged from 1 to 27 with a mean of 3.2 (SE = 2.6;
Fig. 2) and the number collected during each week ranged from 103 to 253 with a mean
of 137 (SE = 15.1; Fig. 2).

Microsatellite Analysis, Gender Analysis, and Quality Control
Settlage et al. (2008) submitted a single sample from 250 site/week combinations for
DNA analysis, which yielded 204 (82%) multilocus genotypes identifying 129 individual
bears. A search of the remaining hair samples resulted in 160 additional site/week
combinations with ≥1 sample available for DNA analysis. Physical inspection of
samples from those sites resulted in 153 samples with a sufficient number of hair roots
for DNA analysis. Of the 153 samples, 59 samples failed to produce genotypes at ≥4 loci
so I excluded those samples. Ten additional samples failed to produce complete
multilocus genotypes following reamplification and resequencing of missing loci after
initial sequencing. Once error checking was completed and genotypes were verified, 84
additional captures, including 16 new individuals, were added to the original dataset.
Those new captures resulted in a combined total of 288 captures of 145 individual bears.
For the 8 loci used for microsatellite analysis, the average number of alleles per
locus was 7.5 (SE = 2.0; Table 1), expected overall heterozygosity was 0.755 (SE =
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0.034; Table 1), and overall heterozygosity was 0.732 (SE = 0.013; Table 1). The
probability that 2 full siblings shared the same single-locus genotypes ranged from 0.335
to 0.540 (Table 1). The overall PIsibs was 5.54 x 10-4, corresponding to a 1 in 1,805
chance that a bear shared its multilocus genotype with another bear (Table 1). Using the
Dunn-Sidak method to control the experimentwise error rate, none of the loci violated
Hardy-Weinberg expectations (α = 0.005) and none of the associations among 28 pairs of
loci exhibited linkage disequilibrium (α = 0.002).
I selected 22 genotypes represented by multiple hair samples from the original
dataset to evaluate the efficacy of my error checking protocol. Of the 176 loci pairs of
original and replicated genotypes analyzed, 4 errors were detected. Those errors included
2 cases of allelic dropout, 1 case of a false allele, and 1 error caused by sample
mishandling. Based on the nature of the errors, all would have been detected by the error
checking protocol I used. Thus, the probability that genotyping errors were present in the
full dataset was negligible. All DNA-based gender assignments for live-captured bears
matched gender assignments obtained from capture data. Six individuals lacked
sufficient DNA after microsatellite sequencing to obtain gender assignments resulting in
a total of 139 individuals for the full dataset.

Population Abundance
A total of 139 bears (81 F:58 M) were captured 258 times (of the 282 capture records,
multiple within-period captures of an individual were pooled into a single capture record)
across 10 sampling periods with 78 bears (51 F:27 M) only captured once during the 10
sampling periods (Table 2). The most parsimonious model (Model 1, wi = 0.597; Table
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4) was one in which the probability of coming from a mixture differed by sex (β = -1.08,

SE = 0.52, 95% CI = -2.10‒-0.06) and capture probabilities differed by mixture (β = 2.04, SE = 0.33, 95% CI = -2.68‒-1.41) and changed non-linearly over time (β = -0.65,
SE = 0.28, 95% CI = -1.20‒-0.10). Models 2, 5, and 7, which accounted for individual
heterogeneity by modeling capture probabilities as a 2-mixture distribution (β = -1.97, SE
= 0.31, 95% CI = -2.57‒-1.37 [same parameter estimates for each model]), had high AICc
weights of evidence ratios compared with similar models without mixtures (E2,11 =
85,709, E5,12 = 75,401, E7,13 = 88,749). Thus, those models were more parsimonious than
non-mixture models (Table 4). Models 1 and 4 incorporated sex-specific mixture
proportions (β = -1.08, SE = 0.52, 95% CI = -2.10‒-0.06) and provided a better fit to the
data than equivalent models without that effect (E1,2 = 3.34 and E4,5 = 3.32).
Additionally, models 1, 2, and 3, where capture probabilities varied non-linearly over
time (β = -0.65, SE = 0.28, 95% CI = -1.20‒-0.10), were more parsimonious than
comparable models where probabilities did not vary over time (E1,4 = 7.19, E2,5 = 7.16,
E3,6 = 7.36).
The model-averaged abundance estimates for females and males were

Nˆ = 164 (SE = 39.16, 95% CI = 115‒281) and Nˆ = 100 (SE = 21.60, 95% CI = 75‒167),
respectively, and the pooled estimate for males and females was Nˆ = 264 (SE = 54.34,
95% CI = 194‒422) with a coefficient of variation of 20.6% (Table 3). Mean capture
probabilities averaged over 10 weeks were lower for females ( pˆ Favg = 0.09 ) than males
( pˆ M avg = 0.12 ) with both sexes exhibiting the lowest probabilities during the first
sampling period ( pˆ F1 = 0.06 and pˆ M1 = 0.08 ; Fig. 3). There was a substantial difference
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between the average per-week capture probabilities of each mixture for both females
( pˆ AF = 0.05 , SE = 0.02 and pˆ BF = 0.30 , SE = 0.05) and males ( pˆ AM = 0.05 , SE = 0.03
and pˆ BM = 0.30 , SE = 0.05) (Fig. 4). Those differences, combined with highly skewed
probabilities of an individual coming from mixture A versus mixture B
( π AF = 0.88 vs π BF = 0.12 and π AM = 0.74 vs π BM = 0.26 ), resulted in a relatively high
coefficient of variation of mixture capture probabilities for both sexes

( )

( )

( CV pˆ F = 0.97 and CV pˆ M = 0.90 [averaged over the 10 sample periods]; Fig. 5) and
indicated that the degree of heterogeneity in capture probabilities was higher for females
than males.

Subsampling, Model Selection, and Multimodel Inference
As the number of samples increased, the number of unique bears identified, total
captures, and total recaptures increased (Fig. 6). The number of bears captured only once
also increased as more samples were selected per week. However, of all identified bears
the percentage that was only detected once decreased (Fig. 7). Mean model-averaged
capture probabilities (Fig. 8) and coefficients of variation of those capture probabilities
were greater at higher subsampling intensities for both males and females (Fig. 9). Mean
model-averaged estimates of abundance declined as the number of samples decreased
(Fig. 10). At higher subsampling levels, percent relative bias was small and slightly
increased as subsampling intensities decreased, but began to rapidly increase from
intermediate to low subsampling levels (Fig. 11). Similarly, the number of replicates that
produced estimates within the confidence limits derived from the full dataset decreased as
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subsampling intensity decreased. However, the rate of decrease was greater at higher
subsampling levels (Fig. 12). When sample sizes were large, models with greater
complexity (i.e., Pledger heterogeneity models) were predominantly selected as top
models, whereas small sample sizes typically supported less parameterized models (i.e.,
non-heterogeneity models; Fig. 13). The complexity of top models varied most at the
intermediate subsampling levels indicating a greater degree of variability of capture
information among those replicates compared with other subsampling levels (Fig. 13).
The percentage of variation in model-averaged abundance estimates attributed to
variability of estimates among competing models also was highest for intermediate levels
(Fig. 14).

Population Density and Closure
Density estimates varied depending on the estimation method used. The density
estimates based on the conventional abundance conversion method were 1.13 bears/km2
(SE = 0.27) for females and 0.42 bears/km2 (SE = 0.09) for males. Model-averaged
density estimates calculated in Program Density were 0.60 bears/km2 (SE = 0.12) for
females and 0.32 bears/km2 (SE = 0.05) for males. The most supported model was a
hazard rate model, which represented >86% of the model weights, and modeled variation
in the detection function parameters g0 and σ as non-linear time trends plus an additive
sex effect and b as sex-specific (Model 1, Table 5). No other models had ∆AICc values

≤2.
Population closure was violated ( χ 2 = 40.71 , df = 15, P < 0.001) based on the
closure test of Stanley and Burnham (1999). All component tests, except Mt versus NM,
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were rejected (all P < 0.050). The goodness-of-fit tests from program RELEASE
suggested that Pradel model assumptions were not violated for females (χ2 = 26.08, df =
29, P = 0.621), males (χ2 = 14.34, df = 21, P = 0.854), or both sexes combined (χ2 =
40.41, df = 50, P = 0.831). The observed deviance of the CJS global model was 357.52
compared with a mean deviance of 288.83 based on 1,000 bootstrapping simulations,
resulting in an estimate of cˆ = 1.238 . The alternative method, which was based on ĉ
calculated from the CJS model output (model deviance/deviance df = 7.15) divided by
the mean ĉ generated from the bootstrapping simulations, produced an estimate
of cˆ = 1.300 . White et al. (2001) suggested the observed deviance divided by the mean of
the bootstraps is preferred when there are few releases. Therefore, I used a conservative
estimate of cˆ = 1.300 to obtain QAICc values for assessing which models were most
supported. Of the 4 models that emulated the Stanley and Burnham (1999) approach, the
most supported was the Jolly-Seber model parameterization (Model 6, Table 6) and was
>13 QAICc units smaller than the next model, suggesting that the population was not
closed to movement in or out of the study area. Models incorporating sex and non-linear
time trends generally outperformed the Stanley and Burnham models. The most
supported model included a sex-specific recapture rate with a non-linear time trend and
constant rates of losses and additions (Model 1, Table 6). Models containing a trend
effect for p and sex-specific additions and losses and a trend effect for p and constant
additions and losses also were supported (Models 2 and 3, ∆QAICc ≤ 2; Table 6).
Model-averaged estimates of fidelity and additions were φ = 0.854 (SE = 0.044) and f =
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0.116 (SE = 0.039) for females and φ = 0.888 (SE = 0.038) and f = 0.103 (SE = 0.034)
for males.
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V. DISCUSSION
Abundance Estimation
A central challenge to estimating population abundance using capture-mark-recapture
methods is accounting for types of variation in the detection probability of animals. My
analysis of the full dataset identified 2 main types of variation in capture probabilities.
There was a strong presence of unidentified heterogeneity in capture probabilities that
may have been caused by age-, size-, behavior-, or location-related differences among
individuals. For instance, when geographic closure is violated by temporary movement
on and off of the sampling grid, bears with home-range centers near the grid edge are
exposed to fewer sites than bears with their entire home ranges located within the grid,
which likely lowers capture probabilities for edge bears and contributes to heterogeneity
in capture probabilities. This may have been the case for my study because the sampling
grid was located in contiguous bear habitat. Moreover, despite a high density of sample
sites (1 site/2.5 km2), the spatial distribution of those sites resulted in some areas of the
sampling grid with few sites. Bears with small home ranges (e.g., females) may have had
little opportunity to encounter sample sites in such areas, effectively increasing the extent
of grid edge within the home range. The potential for a greater edge effect for females
may partially explain the higher degree of heterogeneity ( CV ( p ) ) detected for females
compared with males. Although mixture models account for unidentified heterogeneity
and improve abundance estimates, those models require large sample sizes to achieve
adequate capture probabilities, which may be cost-prohibitive for DNA-based CMR
studies.
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Support for models incorporating a non-linear time trend in capture probabilities
and the positive relationship between that trend and capture probabilities indicated a
positive behavioral response to capture. Clearly, the use of food baits and the
noninvasive nature of the sampling process increase the likelihood of a positive trap
response and may result in bears becoming habituated to sample sites. For hair capture
studies on grizzly bears, behavioral responses have been reduced to negligible levels by
moving sites between sampling periods, using scent lures composed of fish oil and rotten
cattle blood, and using different secondary scent lures each period (Boulanger et al. 2006,
Kendall et al. 2008, Kendall et al. 2009). The use of fish oil and blood lures as the
primary attractant precludes a behavioral response in areas where carrion comprises a
substantial proportion of diets because it takes advantage of the natural foraging behavior
of grizzly bears. However, this may not be the case for black bear populations where
animal matter constitutes a low percentage of diets and primarily consists of invertebrates
(Eagle and Pelton 1983). Additionally, the use of only scent lures may reduce behavioral
responses in black bear studies, but can result in low capture probabilities and unreliable
abundance estimates.
AIC-based model selection and model-averaging using AICc weights provide a
robust approach to parameter estimation by recognizing that >1 model may fit the data
and incorporating model selection uncertainty into parameter estimates and associated
variances. However, this method of model selection and parameter estimation depends
on formulation of a biologically plausible set of candidate models. Based on knowledge
of black bear ecology and understanding of DNA-based CMR techniques, the a priori
model set accounted for biologically relevant types of variation in capture probabilities
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and should be capable of producing reliable abundance estimates given adequate capture
probabilities.
Previous live-capture studies of the black bear population in Great Smoky
Mountains National Park have suggested approximately 200 animals within the study
area, a population size for which Otis et al. (1978) recommended a capture probability

≥0.20 be achieved to obtain reliable estimates. My desired level of precision (CV ≤ 20%)
for the model-averaged population estimate pooled across sexes was achieved (CV =
20.6%) with lower capture probabilities ( pˆ Favg = 0.09 and pˆ M avg = 0.12 ) based on the full
dataset, which represented a subsample of all collected hair samples. Thus, capture
probabilities <0.20 may be sufficient to obtain reliable abundance estimates for
populations >200.

Effects of Subsampling
Although previous studies have investigated the effects of subsampling on the reliability
of abundance estimates based on models selected by Program CAPTURE (Settlage et al.
2008), my study is the first to examine the relationship between subsampling and AICbased model selection and the effects of that relationship on model-averaged estimates of
abundance. My analysis of the full dataset revealed several types of variation in capture
probabilities (i.e., unidentified heterogeneity, sex-specific heterogeneity, and a behavioral
effect). However, decreased capture probabilities associated with lower subsampling
intensities substantially influenced model selection results and model-averaged
abundance estimates. Using the distribution of the most supported models across the 100
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replicates for each subsampling level as an index of model selection uncertainty, I found
that uncertainty was greatest for intermediate subsampling levels (i.e., 20 and 25
samples/week) resulting in model-averaged estimates that were, on average, biased by
>25% compared with estimates based on the full dataset. Model selection was more
consistent at low subsampling intensities compared with intermediate levels. However,
low capture probabilities at those subsampling intensities only supported simple models
and resulted in model-averaged estimates with the greatest bias (≥40%).
Obtaining reliable estimates for black bears can be challenging because some
types of variations in capture probabilities cannot be eliminated by study design.
Heterogeneity can be particularly difficult to address because of the large sample sizes
needed to achieve capture probabilities capable of detecting heterogeneity. My
sensitivity analyses suggest that subsampling of collected hair samples (1
sample/site/sampling period) can achieve capture probabilities (i.e., ≥0.09) capable of
consistently detecting variations in capture probabilities and producing robust estimates
of population abundance for population sizes similar to that of my study population.
However, those capture probabilities are sufficient only when the spatial coverage of
sample sites ensures all animals in the population have an ample opportunity to be
sampled. My study achieved this by establishing 10 weekly sampling periods and a high
sample site density of 1 site/2.5 km2.

Density Estimation
Based on results from Program CloseTest and the Pradel analysis, the closure assumption
was violated. Because the study area was located in contiguous black bear habitat and
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lacked impermeable boundaries, bears were able to freely move on and off the sampling
grid. Support for Pradel models with sex-specific fidelity and additions suggested that
females were more likely to violate geographic closure than males. This is in contrast to
patterns observed for grizzly bears in northern British Columbia, Canada (Boulanger and
McLellan 2001) and may have been caused by insufficient spatial coverage of sample
sites relative to the small summer home ranges of females.
Density estimates based on calculations of effective sampling areas were greater
than the spatially explicit estimates from Program DENSITY. Because of the lack of
population closure, estimates of density based on abundance conversion likely were
biased due to underestimation of the effective study area size. Tredick and Vaughan
(2009) also observed bias in density estimates for black bears on Pocosin Lakes National
Wildlife Refuge in North Carolina and attributed this bias to lack of geographic closure.
The spatially explicit method avoids the difficulty of defining an effective sampling area
and estimates density directly from the capture data (Borchers and Efford 2008, Efford et
al. 2008). My results indicate this may be particularly important for study areas that are
not discrete units of occupied habitat, as was the case in my study. Performance of
spatially explicit estimators requires a sufficient number of recaptures to model the extent
of animal movements on the sampling grid (Efford et al. 2008). Noninvasive sampling
using hair snares is well suited to meeting such recapture requirements because sampling
often results in multiple captures of individuals within the same sampling periods. This
information is lost with closed population models because captures within sampling
periods are pooled into a single capture. Program DENSITY produced precise estimates
(CV = 20% and 16% for females and males, respectively) based on the full dataset.
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Because the full dataset represents a subsample of all collected samples, my results from
the DENSITY analysis suggest that the capture probabilities achieved at this level of
subsampling can produce reliable estimates of density when geographic closure is
violated.
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VI. MANAGEMENT AND RESEARCH IMPLICATIONS
For high-density populations, selecting a subsample from the pool of hair samples
available for DNA analysis is a feasible alternative to costly and time-consuming analysis
of all samples. Determining an appropriate level of subsampling is important because
adequate capture probabilities are critical to model selection and producing reliable
abundance estimates. My study demonstrated that adequate capture probabilities (≥0.09)
and reliable estimates of abundance (CV ≤ 20%) can be achieved and multiple types of
variation in capture probabilities can be detected with subsampled datasets for highdensity black bear populations, given a population size of >250, high sample site density
(1 site/2.5 km2), and approximately 10 sampling periods.
Study designs that further reduce the effects of variations in capture probabilities
may produce reliable estimates with smaller sample sizes and lower capture probabilities
(Otis et al. 1982). For example, sampling large areas relative to home-range sizes and
moving sites between sampling periods to improve spatial coverage have been shown to
reduce heterogeneity for grizzly bears (Boulanger et al. 2002, Boulanger et al. 2006).
However, for studies that require greater sample site densities (e.g., American black bear)
and more sample periods, those approaches may be logistically difficult to implement. A
study design that evenly distributes fewer sites over a larger area to reduce edge effects
and moves sites only 1 or 2 times, rather than every sampling period, may be a more costeffective approach to reduce heterogeneity. A possible solution to account for
differences in capture probabilities because of age, size, or behavior would be to reduce
the correlation between capture and recapture events by using a second, independent
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sampling method such as hunter harvest (Dreher et al. 2007) or placing barbed-wire on
rub trees (Boulanger et al. 2008). To reduce the effects of a behavioral response, a more
robust approach may be to use food baits to achieve adequate capture probabilities, but
move sites during the study period and alternate secondary scent lures to ensure a novel
attractiveness for sites during each sampling period that would reduce the chances
habituating bears to sample sites (Boulanger et al. 2006, Kendall et al. 2008, Kendall et
al. 2009).
Sensitivity analyses can be useful to determine if capture probabilities obtained at
a certain level of subsampling are adequate for robust model selection and parameter
estimation. By resampling the data using a large number (>100) of replicates at
incrementally lower subsampling levels and comparing model selection and modelaveraging results, valuable inference can be gained about subsampling intensities
required to achieve adequate capture probabilities to produce robust estimates of
abundance.
Regional population estimates for high-density black bear populations are
logistically and financially challenging because of the extensive sampling effort required
to obtain reliable estimates. Converting population abundances estimated from smaller,
discrete units of occupied habitat to population densities and extrapolating those densities
to larger areas is a practical alternative (Poole et al. 2001, Mowat et al. 2005). However,
sampled populations seldom occur in discrete habitat patches and resulting density
estimates often are biased because geographic closure is violated and the effective
sampling area is underestimated. The spatially explicit capture-recapture method offers
an effective alternative to estimate density directly from capture data. Spatially explicit
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density estimation based on the sampling design of my study produced reliable and costeffective estimates of population density that may be extrapolated to larger scales for
regional population monitoring.
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Table 1. Heterozygosities and probability of identity estimates for black bears in Great
Smoky Mountains National Park, Tennessee, 2003 ( n = 145 ).

Locus
G1A
G10B
G10C
G1D
G10L
G10M
G10X
G10P

Number of
alleles
6
4
9
8
8
6
9
10

Overall

7.5 (2.0)

a

Expected
Heterozygosity
0.771
0.535
0.738
0.811
0.817
0.808
0.731
0.829
0.755 (0.034)

b

a

Average number of alleles (SE).
Mean expected heterozygosity (SE).
c Mean observed heterozygosity (SE).
d Product of locus-specific probabilities of identity.
b
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Observed
heterozygosity
0.750
0.517
0.715
0.779
0.821
0.790
0.690
0.789
0.732 (0.013)

c

Probability of
identity
(siblings)
0.387
0.540
0.408
0.362
0.357
0.361
0.415
0.335
-4 d

5.54 x 10

Table 2. Capture-recapture summary statistics to determine abundance of black bears in Great Smoky Mountains National Park,
Tennessee, 2003.
Females
No. of bears caught (n i )

1
9

2
10

3
22

Number of captures
4
5
6
16
15
14

No. marked bears in population (M i )

0

9

18

35

45

53

60

67

72

74

No. of new bears caught (u i )

9

9

17

10

8

7

7

5

2

7

Capture frequencies (f i )

51

17

4

6

2

1

0

0

0

0

Males
No. of bears caught (n i )

7

12

10

12

13

14

12

11

16

14

No. marked bears in population (M i )

0

7

18

26

33

38

40

43

47

53

No. of new bears caught (u i )

7

11

8

7

5

2

3

4

6

5

27

13

9

6

2

0

1

0

0

0

Capture frequencies (f i )

53

7
15

8
14

9
9

10
13

Table 3. Number of individual bears identified and model-averaged estimates of black bear abundance in Great Smoky Mountains
National Park, Tennessee, 2003.
95 % log-based CI
Parameter

Mt+1

Population
abundance

Female
Male
Pooled

81
58
139

164
100
264

SE
39.16
21.60
54.34

CV (%)
23.9
21.5
20.6
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LCL

UCL

115
75
194

281
167
422

Table 4. Model selection results to estimate population abundance of black bears in Great Smoky Mountains National Park,
Tennessee, 2003.
Model no.

Model parametersa

1

Mh(2)e; π(sex), p (mix+T)

2

Mh(2); π(.),p (mix+T)

3

Model typeb

c

Kd

∆AICc

wi

w+

354.92

0.00

0.597

0.597

7

330.35

357.34

2.41

0.179

0.775

6

334.78

Mh(2); π(sex),p (sex*mix+T)

358.44

3.52

0.103

0.878

9

329.82

4

Mh(2); π(sex),p (mix)

358.87

3.95

0.083

0.961

6

336.32

5

Mh(2); π(.),p (mix)

361.29

6.37

0.025

0.986

5

340.76

6

Mh(2); π(sex),p (sex*mix)

362.39

7.47

0.014

1.000

8

335.80

7

Mh(2); π(.),p (mix+time)

371.05

16.12

0.000

1.000

14

332.25

8

p (sex+T)

376.12

21.19

0.000

1.000

5

355.58

9

p (sex)

379.83

24.90

0.000

1.000

4

361.31

10

p (T)

[Mb]

380.05

25.13

0.000

1.000

4

361.53

11

p (.)

[Mo]

383.75

28.83

0.000

1.000

3

367.25

12

p (t)

[Mt]

393.84

38.91

0.000

1.000

12

359.12

[Mbh]

[Mh]
[Mth]

AICc

a

Deviance

Model parameters were modeled as contant (.), sex-specific (sex), mixture-specific (mix), functions of a non-linear time trend (T), fully time varying (t), and additive (different intercept, sampe slope)
and interacting (different intercepts, different slopes) terms.
b
indicates equivalent Otis et al. (1978) model.
c

Accumulated w i.
Number of model parameters including interecepts.
e
Indicates a model with 2 mixture distributions.
d
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Table 5. Model selection results to estimate population density of black bears in Great Smoky Mountains National Park, Tennessee,
2003.

Model no. Model parametersa

AICc

∆AICc

wi

w+

b

Kc

-2log(L)

1

HZd; g 0 (sex+T),σ(sex+T),b (sex)e

2248.42

0.00

0.862

0.862

10

2226.70

2

HZ; g 0 (sex),σ(sex),b (sex)

2252.08

3.66

0.138

1.000

8

2234.98

3

HZ; g 0 (.),σ(.),b (.)

2290.15

41.73

0.000

1.000

5

2279.70

4

HZ; g 0 (T),σ(T),b (.)

2300.77

52.35

0.000

1.000

7

2285.91

5

HN; g 0 (sex+T),σ(sex+T)

2333.53

85.11

0.000

1.000

8

2316.43

6

HN; g 0 (T),σ(T)

2343.03

94.61

0.000

1.000

6

2330.39

7
8

HN; g 0 (sex),σ(sex)
HN; g 0 (.),σ(.)

2410.70
2429.18

162.27
180.76

0.000
0.000

1.000
1.000

6

2398.06
2420.88

a

4

Model parameters were modeled as contant (.), sex-specific (sex), functions of a non-linear time trend (T), fully time varying (t), and additive (different intercept, sampe slope) terms.
Accumulated w i.
c
Number of model parameters including interecepts.
b

d
e

Indicates hazard rate (HZ) or halfnormal (HN) detection function.
Model parameters include capture probability at homerange center (g 0 ), spatial scale (σ) and shape of hazard rate function (b ).
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Table 6. Model selection results of Pradel analysis for testing population closure assumption to estimate abundance of black bears in
Great Smoky Mountains National Park, Tennessee, 2003.
a

c

QAICc w i

969.00

0.00

0.398

0.398

5

245.27

1246.39

ϕ(sex),p (T),f (sex)

970.10

1.10

0.229

0.627

6

244.28

1245.10

3

ϕ(.),p (T),f (.)

970.34

1.34

0.203

0.830

4

248.69

1250.84

4

ϕ(sex),p (T+sex),f (sex)

971.16

2.16

0.135

0.966

7

243.22

1243.72

5

ϕ(.),p (.),f (.)

973.91

4.91

0.034

1.000

3

254.32

1258.16

6

ϕ(.),p (t),f (.)

986.01

17.01

0.000

1.000

12

247.24

1248.95

7

ϕ(sex),p (t),f (sex)

986.10

17.10

0.000

1.000

14

242.88

1243.28

8

ϕ(.),p (t),f (0)

999.89

30.89

0.000

1.000

12

261.13

1267.01

9

ϕ(1),p (t),f (.)

1003.86

34.86

0.000

1.000

12

265.09

1272.16

10

ϕ(1),p (t),f (0)

1008.18

39.17

0.000

1.000

12

269.41

1277.77

11

ϕ(t),p (t),f (t)

1016.32

47.32

0.000

1.000

28

239.74

1239.20

12

ϕ(t*sex),p (t*sex),f (t*sex)

1076.95

107.95

0.000

1.000

56

219.70

1213.15

Model parameters

1

ϕ(.),p (T+sex),f (.)

2

QAICc

b

∆QAICc

Model no.

a

QAICc w i+

K

QDeviance

-2log(L)

Model parameters were modeled as contant (.), sex-specific (sex), functions of a non-linear time trend (T), fully time varying (t), fixed (1 or 0) and additive (different intercept, sampe slope) and interacting
(different intercepts, different slopes) terms.
b
Accumulated w i.
c
Number of model parameters including interecepts.
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FIGURES
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Fig 1. Study area to estimate black bear population abundance and density, Great Smoky Mountains
National Park, Tennessee, 2003.
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Fig 2. Summary of black bear hair sample collection, Great Smoky Mountains National
Park, 2003. A. Number of sites with collected hair samples. B. Number of collected
hair samples/period. C. Number of collected hair samples/site.
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Fig 3. Mean capture probabilities for 10 sample periods (full dataset) to estimate
abundance of black bears in Great Smoky Mountains National Park, Tennessee, 2003.
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Fig 4. Mixture-specific capture probabilities for 10 sample periods (full dataset) to
estimate black bear abundance in Great Smoky Mountains National Park, Tennessee,
2003.
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Fig 5. Coefficients of variation of capture probabilities for 10 sample periods (full
dataset) to estimate black bear abundance in Great Smoky Mountains National Park,
Tennessee, 2003.
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Fig 6. Relationship between subsampling level and initial and total captures to estimate
black bear abundance in Great Smoky Mountains National Park, Tennessee, 2003.
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Fig 7. Relationship between subsampling level and percentage of individuals captured
only once to estimate black bear abundance in Great Smoky Mountains National Park,
Tennessee, 2003.
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Fig 8. Relationship between subsampling level and mean model-averaged capture
probabilities for black bears in Great Smoky Mountains National Park, Tennessee, 2003.
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Fig 9. Relationship between subsampling level and coefficients of variation of mean
model-averaged capture probabilities for black bears in Great Smoky Mountains National
Park, Tennessee, 2003.
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Fig 10. Relationship between subsampling level and mean model-averaged abundance
estimates for black bears in Great Smoky Mountains National Park, Tennessee, 2003.
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Fig 11. Relationship between subsampling level and percent bias of mean modelaveraged abundance estimates relative to the full dataset estimate for black bears in Great
Smoky Mountains National Park, Tennessee, 2003.
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Fig 12. Relationship between subsampling level and the percentage of replicate datasets
with model-averaged estimates of abundance within the log-based 95% CI of the full
dataset for black bears in Great Smoky Mountains National Park, Tennessee, 2003.
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Fig 13. Number of best-fitting closed population models for 3 subsampling levels to
estimate black bear abundance in Great Smoky Mountains National Park, Tennessee,
2003.
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Fig 14. Relationship between subsampling level and the mean percent of variation in
model-averaged abundance estimates attributed to variability of estimates among
competing models for black bears in Great Smoky Mountains National Park, Tennessee,
2003.
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