Abstract. Let S = {p1, .
Introduction
Let S be a finite non-empty set of primes. For any non-zero integer y, let
be the prime factorization of |y|, where p runs over the set of all prime numbers.
The S-part of y is defined by and Győry proved in [BEG18] that if f ∈ Z[X] is a polynomial of degree n ≥ 1 without multiple roots, then for any δ > 0 and any x ∈ Z with f (x) = 0 one has [f (x)] S ≪ f,S,δ |f (x)| (1/n)+δ .
Furthermore, the exponent 1/n is the best possible, in the sense that there exist infinitely many primes p and infinitely many x ∈ Z such that f (x) = 0 and [f (x)] {p} ≫ f,p |f (x)| 1/n .
If ε ∈ (0, 1/n), then the set of integers x such that
is infinite as soon as f has a root in Z p for some p ∈ S. More precisely, the following result for the asymptotic rate of the quantity N (f, S, ε, B) := #{x ∈ Z : |x| ≤ B, 0 < |f (x)| ε ≤ [f (x)] S } as B → ∞ holds.
Theorem A ([BEG18, Theorem 2.3]). Let f (X) ∈ Z[X] be a polynomial of degree n ≥ 1 without multiple roots, let S be a finite set of primes, and let S ′ ⊆ S be the subset of all p ∈ S such that f has a root in Z p . Suppose that s ′ := #S ′ ≥ 1.
Then, for any ε ∈ (0, 1/n) one has N (f, S, ε, B) ≍ f,S,ε B 1−nε (log B) s ′ −1 as B → ∞.
Such result of Bugeaud, Evertse and Győry is where the motivation for the present paper is to be found.
The first main result of this paper appears already (in a slightly less general formulation) in the author's master's thesis [Mor18] , and it says that under the assumptions of theorem A an exact asymptotics for N (f, S, ε, B) as B → ∞ is possible if and only if s ′ ≥ 2.
Theorem I. Let f (X) ∈ Z[X] be a polynomial of degree n ≥ 1, and let ε ∈ (0, 1/n). Also, let S be a finite set of primes, and let S ′ ⊆ S be the subset of all p ∈ S such that f has a root in Z p . Suppose that f does not have multiple roots in Z p for any p ∈ S ′ . We denote s ′ := #S ′ . If s ′ ≥ 2, then there exists a constant C(f, S, ε) > 0 such that N (f, S, ε, B) ∼ C(f, S, ε) · B 1−nε (log B) s ′ −1 as B → ∞.
If s ′ = 1, then N (f, S, ε, B) ≍ f,S,ε B 1−nε as B → ∞, but an exact asymptotics is not possible.
Going through the proof of theorem A in [BEG18] , it is not difficult to realize that the polynomial factor and the logarithmic factor in the asymptotic rate of where R p (f ) denotes the largest multiplicity of a root of f in Z p .
The rate in (1.2) suggests that, in order to get an elementary asymptotic rate for N (f, S, ε, B) as B → ∞ when #S ′ ≥ 2, we need to require that the value R p (f ) be the same for all p ∈ S ′ , in which case we say that S is f -balanced. The asymptotic rate of N (f, S, ε, B) as B → ∞ under this condition is a special case of our second main result.
For f , S and S ′ as above, we introduce the notation
and for any p ∈ S,
The f -normalized S-part of a non-zero integer y is defined by
The second main result of this paper, the proof of which is given in section 4 below, concerns the asymptotic rate of the quantity
be a polynomial of degree n ≥ 1. Let S be a finite set of primes, and let S ′ ⊆ S be the subset of all p ∈ S such that f has a root in
Definitions (1.1) and (1.4) agree precisely when S is f -balanced, in which case theorem II provides the asymptotic rate of N (f, S, ε, B) as B → ∞. The condition of S being f -balanced is trivially satisfied when s ′ = 1 (which yields (1.2)) or when f has no multiple roots (which recovers theorem A). Another remarkable case is when for all the primes p in S ′ one has that p splits completely in a splitting field K of f over Q and that deg(f mod p) = deg f . Since in this case K embeds in Q p for all p ∈ S ′ , all the roots of f in C p are Q p -rational, hence in Z p (because of the condition on the degree of the reduction of f modulo p), for all p ∈ S ′ . Theorem II implies, therefore, the following corollary.
Corollary. Let f (X) ∈ Z[X] be a polynomial of degree n ≥ 1 with splitting field K over Q and leading coefficient c f , let S be a finite set of primes, and let S ′ ⊆ S be the subset of all p ∈ S such that f has a root in Z p . Suppose that s ′ := #S ′ ≥ 1 and that all p ∈ S ′ split completely in K and do not divide c f .
Then, for any ε ∈ (0, R(f )/n) one has
where R(f ) denotes the largest multiplicity of a root of f in K.
In the proofs of theorems I and II, we make use of two main technical tools.
The first one is a formula, which we derive in section 2, for the Igusa local zeta functions of univariate polynomials. Such formula is, in fact, a special case of a formula given by Igusa in [Igu00] (last formula of page 123). However, in the case of univariate polynomials lots of technicalities can be avoided, and a fairly explicit formula can be obtained by direct computation.
The second tool is a careful asymptotic analysis of power sums indexed over sets of the form
where Σ = {q 1 , . . . , q s } is a non-empty Q-multiplicatively independent subset of R >1 (i.e. {log q 1 , . . . , log q s } is a Q-linearly independent subset of R >0 ). Section 3 is dedicated to the development of such tool. Modulo the omission, for the sake of brevity, of a few elementary details, the treatment is the same that can be found in sections 2.1 − 2.3 of the author's master's thesis [Mor18] .
The techniques in this paper can be adapted to the similar problems considered in [BEG18] in the context of decomposable forms. This leads to significant improvements on the corresponding results in [BEG18] . We will present our results on decomposable forms in a subsequent paper.
Igusa local zeta functions of univariate polynomials
Let f ∈ Z p [X] be a polynomial of degree n ≥ 1. We denote by µ p the Haar probability measure on Z p (cf. [Kob84] ). The Igusa local zeta function of f is the holomorphic function on the right half plane defined by
We know from [Igu00, Theorem 8.2.1] that ζ f,p has a meromorphic continuation to the whole complex plane as rational function of t = p −s . In this section, we recover, by direct computation, an explicit version of the formula given by
Igusa in the proof of the above mention result.
For any k ∈ Z ≥0 , we denote
so that we get the identity
Let us first consider the case in which f has no roots in Z p . Since the polynomial function f : Z p → Z p is continuous, so is also the composition |f | p :
. This implies that the image of |f | p is compact. On the other hand, since f has no zeros in Z p , the image of |f | p is also contained in the discrete subset p Z ≤0 , hence finite. We can then consider the maximum value of v p (f (x)) for x ranging Z p . Denoting such value by u p (f ), we get the identity
on the right half s-plane, which provides a holomorphic continuation of ζ f,p to C as a polynomial in t = p −s .
Suppose now that f has roots in Z p . Let α 1 , . . . , α l (l ≥ 1) be the list of distinct roots of f in Z p , of multiplicities r 1 , . . . , r l respectively. Then we have the factorization
Consistently with the introduction, we denote R p (f ) := max i r i . Moreover, we introduce the quantities λ p (f ) and a p (f ) in the following definition.
be a polynomial factorizing as in (2.2).
(1) We define the quantity λ p (f ) to be the smallest non-negative integer λ such that (a) |α i − α j | p ≥ p −λ for all i, j ∈ {1, . . . , l} with i = j, and
. . , l} and all y ∈ Z p with |y| p < p −λ .
(2) The quantity a p (f ) is defined by
Now, let us denote
Note that the sets W 1 , . . . , W l are pairwise disjoint, for if there existed x ∈
This leads to the identity
where
If x ∈ W i , then we have x = α i + y for some y ∈ W and thus
by definition of λ p (f ) (and W ).
It follows that
(
For the integral over W ′ , it is enough to note that for any x ∈ W ′ one has
Putting everything together, we arrive to the identity
on the right half s-plane, where
. This provides the desired meromorphic continuation of ζ f,p to C as a rational function of t = p −s .
By (2.1) and the identity principle, we get that
for all complex t not in the set of poles
(here ζ r i denotes a primitive r i -th root of unity).
The following proposition (cf. [FS09, Theorem IV.9]) is an immediate consequence of (2.3).
(c) in the case all the roots of f in Z p are simple, one has
Proof. Taking coefficients in (2.3), we see that for all k ≥ a p (f ) + 1 one has
All the three claims follow immediately.
Power sums over N Σ
Let Σ = {q 1 , . . . , q s } be a non-empty Q-multiplicatively independent subset of R >1 . For each h ∈ N Σ (cf. (1.5)), the numbers v q 1 (h), . . . , v qs (h) ∈ Z ≥0 are uniquely determined by the writing h = q
In this section, we study the asymptotic behaviour as L → ∞ of power sums of the form
where α ∈ R >0 .
If Σ = {q} for some q ∈ R >1 , then these two sums are given, for all L ∈ R ≥1 , by the geometric sums
respectively.
Note that lim inf
but the sequences that realize the first lim inf (e.g. L m = q m−1/m ) are exactly the sequences which realize the second lim sup and, conversely, the sequences that realize the second lim inf (e.g. L m = q m ) are exactly the sequences which realize the first lim sup.
We prove the following proposition for future purposes.
Proposition 3.1. For any q ∈ R >1 and any α, α ′ ∈ R >0 , one has
Proof. From (3.2) and (3.3), we get
From the surjectivity of the map
The function L is convex, so it has a unique stationary point u * ∈ R, at which L assumes its global minimum over R. A straightforward computation shows that
Let us now move to the case Σ = {q 1 , . . . , q s }, with s ≥ 2. In this case, we want to show that the sums (3.1) admit exact asymptotics as L → ∞.
Definition 3.2. Let Σ = {q 1 , . . . , q s } be a Q-multiplicatively independent subset of R >1 , with s ≥ 2. For any β ∈ R >1 , t ∈ Z ≥0 , we define
If β = e, then we drop the superscript.
The following lemma is the key result in the proof of the claimed exact asymptotics.
Lemma 3.3. Let Σ = {q 1 , . . . , q s } be a Q-multiplicatively independent subset of R >1 , with s ≥ 2. Then, there exists a constant c(Σ) ∈ R >0 such that for any
Proof. For any t ∈ Z ≥0 , we can write
From [Eve92, Theorem 1], it follows that there exist constants c ′ (Σ), c ′′ (Σ) ∈ R >0 such that for any β ∈ R >1 one has
as t → ∞. The claim follows then with c(Σ) := c ′ (Σ) · s.
For any β > 1, the regions M β t (t ∈ Z ≥0 ) give rise to a partition
according to which we may split the power sums (3.1). The partition (3.4) becomes finer and finer as β → 1 + . The idea is then to estimate the summands, on each M β t (Σ), from below (resp. above) with the minimum (resp. the maximum) value they assume on M β t (Σ) (note that the ratio between these two values tends to 1 as β → 1 + ). Combined with lemma 3.3, this provides lower and upper bounds on the sums (3.1), from which we deduce the asymptotic rates of the sums (3.1)
as L → ∞. The existence of the desired exact asymptotics can then be proved by taking the limit β → 1 + .
The above paragraph describes the strategy for the proof of proposition 3.5 below. The following elementary lemma from discrete calculus is going to be necessary as well.
Proof. Both claims can be easily proved by induction on r, making use of the (discrete) summation by parts formula.
Proposition 3.5. Let Σ = {q 1 , . . . , q s } be a Q-multiplicatively independent subset of R >1 , with s ≥ 2. For any α ∈ R >0 , one has
where c(Σ) is the constant from lemma 3.3.
Proof.
(a) Estimating every h ∈ N Σ such that log β h ∈ M β t (Σ) (for any t ∈ Z ≥0 ) with β t from below and with β t+1 from above, lemma 3.4(a)
from which it follows that lim sup
Similarly, one has
and thus lim inf
(b) The proof follows exactly the same lines as (a), using 3.4(b) in place of
3.4(a).
In the rest of this section, we give an application of propositions 3.1 and 3.5.
Proposition 3.7 below is an important intermediate step in the proofs of theorems I and II.
Let f ∈ R[X] be a polynomial of degree n ≥ 1. For any B, M ∈ R >0 , we introduce the notation
Let also γ ∈ R >0 , σ ∈ R <0 , ε ∈ (0, −1/(σn)), and let Σ = {q 1 , . . . , q s } (s ≥ 1) be a Q-multiplicative independent subset of R >1 . Propositions 3.1 and 3.5, together with a careful use of the polynomial growth, provide a precise description of the asymptotic behaviour of the quantity
as B → ∞, where µ ∞ denotes the Lebesgue measure on R.
In the case Σ = {q}, we introduce the following auxiliary notation.
Definition 3.6. For any n ∈ Z ≥1 , σ ∈ R <0 , q ∈ R >1 , ε ∈ (0, −1/(σn)), we denote
Proposition 3.7. Let f ∈ R[X] be a polynomial of degree n ≥ 1 and leading coefficient c f . Let also γ ∈ R >0 , σ ∈ R <0 , ε ∈ (0, −1/(σn)), and let Σ = {q 1 , . . . , q s } (s ≥ 1) be a Q-multiplicative independent subset of R >1 .
(a) If Σ = {q}, then one has
as B → ∞, where c(Σ) is the constant from lemma 3.3.
Proof. For any δ ∈ (0, 1/2) there exists B δ > 1 such that for all x ∈ R with |x| ≥ B δ one has
It follows that for any δ ∈ (0, 1/2) one has
On the other hand, one has lim inf
by proposition 3.1, and
when s ≥ 2, by proposition 3.5.
Both claims (a) and (b) follow now by taking the limit δ → 0 + .
Proof of theorem II
Let f ∈ Z[X] be a polynomial of degree n ≥ 1, let S be a finite non-empty set of primes, and let S ′ ⊆ S be the subset of all p in S such that f has a root in Z p .
The numbers r p,S (f ) (p ∈ S) are defined as in (1.3). Let also ε ∈ (0, R S ′ (f )/n) and γ, B ∈ R >0 . Adjusting an idea from [Liu15] , we interpret the set of integers
x with |x| ≤ B and 0 < |f (x)| ε ≤ γ · [f (x)] f,S as the set of integer points in the
For any h ∈ N S , let A h (f, S, ε, B, γ) ⊆ A(f, S, ε, B, γ) be the subset of all
These sets are all pluri-rectangles, because of the decomposition
Denoting by µ := v µ v (v running over all places of Q) the product measure on R × Z, we get thus
For any h ∈ N S , we can write
follows from (4.1) that A h (f, S, ε, B, γ) = ∅ unless h 0 is a divisor of
This gives us the disjoint union decomposition
Furthermore, we see from (4.2) that for any h 0 ∈ N S\S ′ , h ′ ∈ N S ′ one has
where we denote
From (4.3) and (4.4), we finally get
The asymptotic rate of µ(A(f, S, ε, B, γ)) as B → ∞ is obtained by combining the results from sections 2 and 3.
Proposition 4.1. Let f ∈ Z[X] be a polynomial of degree n ≥ 1, let S be a finite non-empty set of primes, and let S ′ ⊆ S be the subset of all p in S such that f has a root in Z p . Suppose that s ′ := #S ′ ≥ 1. Then, for any ε ∈ (0, R S ′ (f )/n) and any γ ∈ R >0 one has
with implied constants independent of γ.
Proof. Because of the above discussion, we may assume S = S ′ without loss of generality. From proposition 2.2 (points (a) and (b)), it follows that there exist constants C > 0 and h * ∈ N S such that
Note that the rule
Together with (4.5), this tells us that
Similarly, the fact that the rule h → ξ f (h) 1/R S (f ) yields a bijection N S → N S , together with (4.6), give us
The claim follows now directly from proposition 3.7.
In order to deduce theorem II from proposition 4.1, what is left to show is that the difference
is negligible with respect to µ(A(f, S, ε, B, γ)) as B → ∞. In fact, in a similar fashion to the proof of [Liu15, Proposition 1.4.6], we show that (4.7) is bounded from above by a power of log B as B → ∞.
For any a ∈ R and any λ, B, M ∈ R >0 , one has
Proof. Note that the set V f (B, M ) can be written as a disjoint union of N ≤ n+1
≤ 2(n + 1).
Proposition 4.3. Let f ∈ Z[X] be a polynomial of degree n ≥ 1, let S be a finite set of primes, and let S ′ denote the subset of all p ∈ S such that f has a root in Z p . Denote the cardinality of S ′ by s ′ . Then, one has
with implied constant independent of ε and γ.
Proof. Let K be a splitting field of f over Q and let
be the factorization of f in K[X], where c ∈ Z =0 denotes the leading coefficient of f and α 1 , . . . , α n are the (not necessarily distinct) roots of f in K.
Let now p ∈ S, and let p be a prime of K above p. Since K is Galois over Q, the ramification index e(p/p) does not depend on the particular choice of p, so we can denote it by e p without creating any confusion. We also denote by α pj the image of α j under the embedding K ֒→ K p , for any j ∈ {1, . . . , n}. Recall that if ̟ is a local uniformizer parameter for K p , then one has |̟| p = p 1/ep (cf.
[Neu99]).
Let us fix h ∈ N S for the moment, and let J 0 denote the set of all pairs (p, j)
with p ∈ S and j ∈ {1, . . . , n}. Moreover, we denote by K h (B) the subset of all tuples k ∈ Z J 0 such that the set
is non-empty.
We get then the disjoint union of non-empty sets
.
. For some indexes 1 = j 1 < · · · < j t ≤ n, one has
For all l ∈ {1, . . . , t − 1} we have then
This shows that the components
of k are univocally determined by α p1 , . . . , α pn . On the other hand, from the condition
we see that k pσp(jt) , hence the whole k, is univocally determined by α p1 , . . . , α pn as well.
and thus
Let now k ∈ K h (B). For each J ⊆ J 0 , we consider the subset V h (k, J ; B) of A h (f, S, ε, B, γ) defined by the inequalities
the inclusion-exclusion principle yields
If the set V h (k, J ; B) is non-empty, then it is of the form
Together with the Chinese remainder theorem, this implies that for some α ∈ {0, . . . , h − 1} one has
From lemma 4.2, it follows then that
which, combined with (4.8) and (4.9), gives us
In this case we get, therefore, the bound
where σ 0 (H S (f )) denotes the number of (positive) divisors of H S (f ).
Let us now suppose that s ′ := #S ′ ≥ 1, and let C > 0 be a constant such that |f (x)| ≤ C(1 + |x|) n for all x ∈ R. Clearly, Z ∩ A h (f, S, ε, B, γ) = ∅ for all h ∈ N S with h > C(1 + B) n . Moreover, for any h 0 ∈ N S with h 0 |H S (f ), one has
Summing over the (positive) divisors of H S (f ), we get then
On the other hand, using the obvious bound
which concludes the proof.
For γ = 1, proposition 4.3 tells us that
which, combined with proposition 4.1, proves theorem II.
Remark 4.4. Note that (4.10) also holds when S ′ = ∅, in which case it tells us that N (f, S, ε, B) = O f,S,ε (1) as B → ∞. However, this is trivial, because from section 2 we know that if
, and there are only finitely many integer x for which this can be true. This of course implies that if S ′ = ∅ then for all B big enough (depending on f, S, ε) one has
Proof of theorem I
To the setting of the previous section, we add now the assumption that f has no multiple roots in Z p for any p ∈ S ′ . Since the set S is in this case trivially f -balanced, theorem II tells us that as long as s ′ := #S ′ ≥ 1 one has
The goal of this section is to show that the limit
exists if and only if s ′ ≥ 2, which is the content of theorem I.
By proposition 2.2(c), we have that for all p for which f has a root in Z p one has
with a p (f ) as in definition 2.1(2), and thus
as B → ∞, for all γ ∈ R >0 , If S = S ′ = {p}, then this, together with proposition 4.3, implies that
as B → ∞. By proposition 3.7(a), we get thus lim inf
which shows that the limit (5.1) does not exist (cf. definition 3.6).
In the case S S ′ = {p}, proposition 4.3 tells us similarly that
The non-existence of the limit (5.1) can proved in this case by working out the analogues of the results in section 3 that led to the proof of the non-existence of the limit (5.1) in the case S = S ′ = {p}. However, the oscillation is now more complicated to describe, and the actual (quite tedious) computation is not too enlightening. For this reason, we prefer to omit it.
Let us now suppose s ′ ≥ 2. Then, by proposition 4.3, we have 
which concludes the proof of theorem I.
Remark 5.1. If f ∈ Z[X] is a polynomial of degree n ≥ 2 and discriminant ∆(f ) = 0, then for all p ∈ S ′ one can replace a p (f ) with v p (∆(f )) in the above formula for C(f, S, ε). Indeed, it is an immediate consequence of [Ste91, Theorem 2] that µ(U p k (f ))p k = µ(U p vp(∆(f ))+1 (f ))p vp(∆(f ))+1 for all k ≥ v p (∆(f )) + 1. Under the additional assumption that the leading coefficient of f be invertible in Z p , an easy application of Krasner's lemma tells us that a p (f ) ≤ v p (∆(f )).
To see this, let K p be a splitting field of f over Q p and let α 1 , . . . , α n ∈ O Kp be the roots of f in K p , with α 1 , . . . , α l ∈ Z p and α l+1 , . . . , α n ∈ Z p for some l ∈ {1, . . . , n − 2} ∪ {n}. If l = n, then one has
where the last inequality follows immediately from the definition of λ p (f ).
Suppose now that l ≤ n − 2, and let g(X) := (X − α l+1 ) . . . (X − α n ). If x ∈ Z p and i ∈ {l + 1, . . . , n}, then by Krasner's lemma there exists j ∈ {l + 1, . . . , n} Finally, in the case 2 ≤ l ≤ n − 2 we get a p (f ) = lλ p (f ) + u p (g)
