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AN APPROXIMATE FUNCTIONAL EQUATION FOR THE RIEMANN
ZETA FUNCTION WITH EXPONENTIALLY DECAYING ERROR
YOCHAY JERBY
Abstract. It is known by a formula of Hasse-Sondow that the Riemann zeta function
is given, for any s = σ + it ∈ C, by ∑∞n=0 A˜(n, s) where
A˜(n, s) :=
1
2n+1(1− 21−s)
n∑
k=0
(
n
k
)
(−1)k
(k + 1)s
.
We prove the following approximate functional equation for the Hasse-Sondow presenta-
tion: For |t| = pixy and 2y 6= (2N − 1)pi then
ζ(s) =
∑
n≤x
A˜(n, s) +
χ(s)
2s−1 − 1
∑
k≤y
(2k − 1)s−1
+O (e−ω(x,y)t) ,
where 0 < ω(x, y) is a certain transcendental number determined by x and y. A central
feature of our new approximate functional equation is that its error term is of exponen-
tial rate of decay. The proof is based on a study, via saddle point techniques, of the
asymptotic properties of the function
A˜(u, s) :=
1
2u+1(1− 21−s)Γ(s)
∫ ∞
0
(
e−w
(
1− e−w)u)ws−1dw,
and integrals related to it.
1. Introduction
The classical approximate functional equation for the Riemann zeta function was proved
by Hardy and Littlewood in the series of works [7, 8, 9]. Let A(n, s) := n−s and s = σ+ it
with 0 ≤ σ ≤ 1. The theorem states that the following holds
ζ(s) =
∑
n≤x
A(n, s) + χ(s)
(∑
k≤y
ks−1
)
+O
(
x−σ + x
1
2
−σy−
1
2
)
, (1)
when x, y ≥ 1 are such that |t| = 2pixy and
χ(s) := 2spis−1sin
(pis
2
)
Γ(1− s) (2)
is the function appearing in the functional equation ζ(s) = χ(s)ζ(1− s). An asymptotic
expansion for the error term in (1), is further described by the celebrated Riemann-Siegel
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formula, published in 1932 by C. L. Siegel, based on original manuscripts of Riemann, see
[18] and also [3, 11, 20].
In 1994, Sondow proved, via Euler’s transformation of series, that the Riemann zeta
function can be expressed as
ζ(s) :=
∞∑
n=0
A˜(n, s) (3)
where
A˜(n, s) :=
1
2n+1(1− 21−s)
n∑
k=0
(
n
k
)
(−1)k
(k + 1)s
, . (4)
for any s ∈ C, see [17]. Formula (3) also appears in the appendix to a work by Hasse from
1930, where he proved results of similar nature, see [10]. In the appendix, Hasse attributes
the conjecture of formula (3) to Knopp. In this work we prove the following analog of the
classical approximate functional equation, for the Hasse-Sondow representation of zeta:
Theorem A. For x, y ≥ 1 such that |t| = pixy and 2y 6= (2N − 1)pi the following holds
ζ(s) =
∑
n≤x
A˜(n, s) +
χ(s)
2s−1 − 1
(∑
k≤y
(2k − 1)s−1
)
+O
(
e−ω(x,y)t
)
, (5)
where ω(x, y) > 0 is a given transcendental number, uniquely determined by x and y.
A central feature of our new approximate functional equation (5) is that its error term,
O
(
e−ω(x,y)t
)
, is of exponential rate of decay, in contrast to the fractional power rate of
decay in the classical case. In particular, the main term of our new equation (5) gives an
approximation of ζ(s) which surpasses the level of accuracy of the asymptotic Riemann-
Siegel formula, expanded to any order. The exact definition of ω(x, y) is given below.
The proof of Theorem A, as the proof of the classical approximate functional equation,
(1), in [7], utilizes the Euler-Maclaurin summation formula of order one which states that
N∑
n=M
A(n, s) =
∫ N
M
A(u, s)du+
∫ N
M
ψ(u)
(
∂
∂u
A(u, s)
)
du+
1
2
[A(M, s) + A(N, s)] , (6)
where A(u, s) is a continuous function in the u-variable and
ψ(u) := u− [u]− 1
2
. (7)
In the classical Hardy-Littlewood case1 of (1), the function A(u, s) = u−s is readily taken.
However, in our case of the Hasse-Sondow presentation, the required interpolating function
1 Hardy and Littlewood gave two proofs of the approximate functional equation (1). The ”first proof”
is based on real analysis and the Eular-Maclaurin summation formula and is presented in [7, 9] while the
”second proof” is based on complex analysis and contour integration and appears in [8]. The Riemann-
Siegel formula is obtained by further applying saddle point techniques to the integrals of [8]. In our case,
AN APPROX. FUN. EQU. WITH EXPONENTIALLY DECAYING ERROR 3
turns to be
A˜(u, s) :=
1
2u+1(1− 21−s)Γ(s)
∫ ∞
0
(
e−w
(
1− e−w)u)ws−1dw. (8)
Let us note that A˜(u, s) is related to, Φ∗u(z, s, a), the generalized Hurwitz-Lerch zeta
function of Goyal and Laddha, via
A˜(u, s) =
Φ∗−u(1, s, 1)
2u+1(1− 21−s) , (9)
see [6]. In Section 2, we include a self-contained derivation of (8) from the corresponding
Nørlund-Rice integral, see [5].
Applying the Euler-Maclaurin formula (6) to A˜(u, s), gives
ζ(s)−
∑
n≤x
A˜(u, s) =
∫ ∞
x
A˜(u, s)du+
∫ ∞
x
ψ(u)
(
∂
∂u
A˜(u, s)
)
du+
1
2
A˜(x, s). (10)
The proof of Theorem A, thus, relies on the asymptotic saddle-point approximation of
the three integrals appearing in the right hand side of (10). That is:
(1) The function A˜(x, s) itself. It is shown that A˜(u, s) = O
(
e−ω(x,y)t
)
in Corollary
2.3.
(2) The integral I˜1(x, s) :=
∫∞
x
A˜(u, s)du. It is shown that
I˜1(x, s) :=
χ(s)
2s−1 − 1
(∑
k≤y
(2k − 1)s−1
)
+O
(
e−ω(x,y)t
)
(11)
in Theorem 3.1. The main sum in (11) arises from pole contributions.
(3) The integral I˜2(x, s) :=
∫∞
x
ψ(u)
(
∂
∂u
A˜(u, s)
)
du. In Theorem 4.1 it is shown that
also A˜(u, s) = O
(
e−ω(x,y)t
)
.
A key feature is that the saddle points of all three integrals (1)-(3) are shown to be
given as the solutions of the following transcendental equation
ew − α · iw − 1 = 0. (12)
The solutions
wk(α) = xk(α) + yk(α) · i (13)
of formula (5), the interpolating function A˜(u, s), of the Euler-Mclaurain summation itself, is represented
by an integral whose asymptotic analysis requires application of the saddle-point technique. Therefore,
although our starting point is the Euler-Mclaurain formula (as in the ”first proof” of [7]), the proof of
Theorem A eventually involves a combination the various methods.
4 YOCHAY JERBY
can be ordered by k ∈ Z according to the value of yk(α). Moreover, the main contribution
for the asymptotic behavior of the integrals is shown to come from the k(α)-th saddle
point, which is the saddle point whose |xk(α)(α)| value is minimal. Finally, the exponential
decay rate of Theorem A is given, in Corollary 2.3, as follows
ω(x, y) := −α · log
∣∣∣∣1− e−wk(α)(α)2
∣∣∣∣+ θk(α)(α)− pi2 , (14)
where
α = α(x, y) :=
t
x
=
1
piy
, (15)
and wk(α) := rk(α)e
iθk(α) is the polar presentation of the k(α)-th saddle-point. In partic-
ular, the reason for excluding the case 2y 6= (2N − 1)pi in Theorem A is that these are
the degenerate values for which ω(x, y) = 0.
The rest of the work is organized as follows: In Section 2 we review the definition of
A˜(u, s) and study its asymptotic properties. The integral I˜1(x, s) is investigated in Section
3. The integral I˜2(x, s) is considered in section 4 together with the conclusion of the proof
of the main theorem. In Section 5 we present concluding remarks.
2. The Function A˜(u, s) and its Asymptotic Properties
Recall that the n-th difference of a continuous function f(u) is given by the sum
Dn[f ] :=
n∑
k=0
(
n
k
)
(−1)kf(k). (16)
For instance, the n-th coefficient of the Hasse-Sondow presentation (4), could be written
as
A˜(n, s) =
Dn[A(v + 1, s)]
2n+1(1− 21−s) , (17)
where A(v, s) = v−s.
In general, one observes that n-th differences satisfy the following trivial ”naive” bound
|Dn[f ]| ≤ 2n max
0≤k≤n
|f(k)|, (18)
which implies, assuming that f(u) is bounded, that Dn[f ] = O(2
n). In the mid 1960’s,
the study of asymptotic properties of n-th differences, Dn[f ], was found to be of central
importance for various questions in algorithm analysis related to the works of De Bruijn,
Knuth and Rice, see for instance Section 5.2.2 and 6.3 of [12]. As a result, various saddle-
point techniques and countour integration methods were developed and applied for the
study of such asymptotics. In particular, one of the central phenomena, observed by
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the algorithm analysis community, is that n-differences actually tend to exhibit asymp-
totic behavior that is essentially slower than O(2n), a phenomena known as exponential
cancellation, see [5].
As mentioned in the introduction, in order to apply analytic methods for the investiga-
tion of the asymptotic behavior of Dn[f ], a continuous function, interpolating the values
of Dn[f ] is required. In general, such a function is given via the Nørlund-Rice integral as
follows: If f(v) is an analytic function in a domain containing 0 < Re(s), one has
Resv=kf(v)
n!
v(v − 1)...(v − n) = (−1)
n−k
(
n
k
)
f(k), (19)
for 0 ≤ k ≤ n. Note that
n!
v(v − 1)...(v − n) = (−1)
k−1B(n+ 1,−v), (20)
where B(z, w) is the beta function. Hence, the n-th difference could be expressed in terms
of the following Nørlund-Rice integral formula
Dn[f ] =
1
2pii
∫
C
B(n+ 1,−v)f(v)dv (21)
where C is a contour of integration encircling [0, n], avoiding integral values between zero
and n. Moreover, under mild conditions, the Nørlund-Rice integral further simplifies, and
takes the following form
Dn[f ] :=
1
2pii
∫ c+i∞
c−i∞
B(n+ 1,−v)f(v)dv, (22)
for c < 0. In our case we have:
Proposition 2.1. For s = σ + it with σ > 1 − u the required interpolating function of
(17) is given by
A˜(u, s) :=
1
2u+1(1− 21−s)Γ(s)
∫ ∞
0
(
e−w
(
1− e−w)u)ws−1dw. (23)
Proof. In view of the above, we can express
Dn[A(v + 1, s)] :=
1
2pii
∫ c+i∞
c−i∞
B(n+ 1,−v)(v + 1)−sdv. (24)
From the definition of the beta function
B(z, w) =
∫ 1
0
tz−1(1− t)w−1dt, (25)
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for Re(z), Re(w) > 0, it follows that
Dn[A(v + 1, s)] =
1
2pii
∫ c+i∞
c−i∞
B(n+ 1,−v)(v + 1)−sdv =
=
1
2pii
∫ c+i∞
c−i∞
(∫ 1
0
tn(1− t)−(v+1)dt
)
(v + 1)−sdv =
=
∫ 1
0
tn
(
1
2pii
∫ c+i∞
c−i∞
(1− t)−(v+1)(v + 1)−sdv
)
dt. (26)
Consider the function
G(t, s) :=
1
2pii
∫ c+i∞
c−i∞
t−v(v + 1)−sdv, (27)
which is, by definition, the inverse Mellin transform of (v+ 1)−s. On the other hand, note
that
∫ 1
0
(
ln(t)s−1
)
tvdt =
[
z = ln(t)
dz = dt
t
]
= −eipis
∫ ∞
0
zs−1e−(z+1)udu =
=
[
w = (v + 1)z
dw = (v + 1)dz
]
= −eipis(v + 1)−s
∫ ∞
0
ws−1e−wdw = −eipisΓ(s)(v + 1)−s. (28)
Hence, for Re(s) > 0, we have
G(t, s) :=
{
− ln(t)s−1·t
epiisΓ(s)
0 ≤ t ≤ 1
0 1 < t
(29)
In particular, taking c > −1, equation (26) could be written as
Dn[A(v + 1, s)] =
∫ 1
0
(
G(1− t, s)
1− t
)
tndt =
= − 1
eipisΓ(s)
∫ 1
0
(
ln(1− t)s−1) tndt = − 1
eipisΓ(s)
∫ 1
0
(1− t)n (ln(t)s−1) dt =
=
[
w = ln(t)
dw = dt
t
]
= − 1
eipisΓ(s)
∫ 0
−∞
(ew(1− ew)n)ws−1dw =
=
1
Γ(s)
∫ ∞
0
(
e−w
(
1− e−w)n)ws−1dw, (30)
as required. 
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Proposition 2.1 enables us to apply saddle-point techniques2 in order to describe the
asymptotic behvior of A˜(u, s). We refer the reader to [1, 2] for standard references on the
subject. First, we are interested in the asymptotic behavior of the 1-parametric family of
integrals
I(σ, t;α) :=
∫ ∞
0
e−w
(
1− e−w)αtws−1dw, (31)
as t→∞. Note that for s = σ + it and u = α · t equation (23) can be written as
A˜(u, s) :=
I(σ, t;α)
2u+1(1− 21−s)Γ(s) (32)
Let us express
I(σ, t;α) :=
∫ ∞
0
g(σ,w)etf(w;α)dw (33)
where the two functions are given by
g(σ,w) := e−wwσ−1 ; f(w;α) := α · ln (1− e−w) + i · ln(w). (34)
When expressed in such a form, the saddle point technique implies that the asymptotic
properties of the integrals I(σ, t;α) are determined by the location of saddle points of
f(w;α) in the complex plane, that is, the by the location of the solutions of the transcen-
dental equation
∂f
∂w
(w;α) =
α · e−w
1− e−w +
i
w
= 0. (35)
Note that the solutions of (35) are equivalent to the solutions of
ew − α · iw − 1 = 0, (36)
excluding the trivial solution at w = 0. Set w = x+ yi and express (36) as the system of
two equations
Hα1 (x, y) := e
xcos(y) + αy − 1 = 0 ; Hα2 (x, y) := exsin(y)− αx = 0. (37)
Figure 1 illustrates the solutions of (37) in the region −2 ≤ x ≤ 2 and −20 ≤ y ≤ 20 for
α = 1
pi
. In particular, the saddle points appear at the intersection of the two curves:
2The asymptotics of
∑n
k=1
(
n
k
) (−1)k
ks (a variant of our Dn[(A(v + 1, s)]) was studied by Flajolet and
Sedgewick via the Rice method for No¨rlund-Rice integrals, in [5]. It was shown in [5] that for fixed
s = σ + it ∈ C non-integer, and n arbitrarly large, one has
n∑
k=1
(
n
k
)
(−1)k
ks
=
1
2pii
∫ 1
2+i∞
1
2−i∞
B(u+ 1,−v)v−sdv = O ((log(u)σ) .
In our case, we are concerned with the asymptotics of Dn[A(v+1, s)] when n is proportional to t = Im(s),
for which classical saddle-point methods applied to (23) are adequate.
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Figure 1. Solutions of Hα1 (x, y) = 0 (brown) and H
α
2 (x, y) = 0 (blue) for
−2 ≤ x ≤ 2,−20 ≤ y ≤ 20 and α = 1
pi
.
We order the solutions wk(α) = xk(α) + yk(α)i, with k ∈ Z, according to the value of
yk(α). As a convention we set w0(α) = 0 even though it is a solution only of (36) and not
of (35). As a direct application of the saddle point technique, we have:
Proposition 2.2. The following holds
|I(σ, t;α)| ∼
∣∣∣∣∣
√
2pi
t|f ′′(wk(α)(α);α)| · e
−wk(α)(α) (1− e−wk(α)(α))αtwk(α)(α)σ+it−1
∣∣∣∣∣, (38)
where for N > 1 and α ∈
(
2
(2N+1)pi
, 2
(2N−1)pi
)
k(α) :=
{
N |xN | < |xN+1|
N + 1 otherwise
(39)
and k(α) = 1 for α ∈ ( 2
pi
,∞).
Proposition 2.2 expresses the fact that the main contribution to the asymptotic behavior
of |I(σ, t;α| is determined by the saddle point wk(α) with |xk(α)| minimal and yk(α) > 0,
which is the k(α)-th saddle point. For instance, k(α) = 2 for α = 1
pi
, as seen in Fig. 1.
In order to further describe of the general position of the required saddle points, let
us consider the graphs of Hαi (x, y), for i = 1, 2, as the value of x varies. Starting with
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x << 0 the two graphs are essentially linear. As the value of x grows, the exponent and
trigonometric factors begin to contribute, as illustrated in the following Fig. 2:
Figure 2. Graphs of Hα1 (x0, y) (brown) and H
α
2 (x0, y) (blue) for 0 ≤ y ≤
20 with α = 1
pi
and x0 = −10(a),−0.92(b), 0.68(c), 1.38(d), 10(e).
Assume α ∈
(
2
(2N+1)pi
, 2
(2N−1)pi
)
, as in Proposition 2.2. From the above observation, we
see that saddle points below the
[
N
2
]
-th point are to occur around intersections of local
maxima of Hα1 (x, y) with the axis which, in turn, correspond to local maxima of cos(y).
That is, we have yk(α) ≈ 2kpi for k < N2 .
For the higher saddle points, the parity of N needs to be considered. For N = 2M
even, we have
yM(α) ≈
(
2M − 1
4
)
pi ; yM+1(α) ≈
(
2M + 5
4
)
pi. (40)
While for N = 2M + 1 odd, we have yM+1(α) =
(
2M + 3
2
)
pi. In both cases, yk(α) ≈
(2k − 1)pi for k > M + 1, as the saddle points above the (M + 1)-th point are to occur
around intersection of the local minima of Hα1 (x, y) with the axis, corresponding to local
minima of cos(y) (as seen in Fig. 2). Note also that by direct substitution, for α = 2
(2N−1)pi ,
we have
wN (α) = (2N − 1)pii. (41)
It should be remarked that approximations of xk(α) can be obtained via the Lagrange
inversion formula (see, for instance, 2.2 of [2]), by evaluating the solution of the equation
Hα1 (x, y˜k(α)) = 0, where y˜k(α) is the approximated value of yk(α) discussed above. In
particular, the growth of xk is O(log(k)) as k →∞. The following result could be viewed
as a manifestation of the ”exponential cancellation” phenomena for A˜(u, s).:
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Corollary 2.3. For s = σ + it and u = α · t the following holds
A˜(u, s) = O
(
e−ω(α)t
)
, (42)
where
ω(α) := −α · log
∣∣∣∣1− e−wk(α)(α)2
∣∣∣∣+ θk(α)(α)− pi2 , (43)
and wk(α) := rk(α)e
iθk(α) is the polar presentation of the k(α)-th saddle-point.
Proof. By (32) and Proposition 2.2
|A˜(u, s)| = O
(√
2pi
t|f ′′(wk(α)(α);α)| ·
e−wk(α)(α)
2(1− 21−s)Γ(s)
(
1− e−wk(α)(α)
2
)αt
wk(α)(α)
σ+it−1
)
=
= O
(√
1
t
·
(
1− e−wk(α)(α)
2
)αt
wk(α)(α)
σ+it−1
Γ(σ + it)
)
=
= O
((
1− e−wk(α)(α)
2
)αt(
wk(α)(α)
σ + it
)σ+it)
, (44)
where in the second step we use Γ(σ + it) = O
(
(σ + it)σ+it−
1
2
)
, which follows from
Stirling’s formula. 
In particular, in the setting of Theorem A of the introduction, where |t| = 2pixy, we set
ω(x, y) := ω(α), (45)
with α = 1
2piy
.
Let us conclude this section by noting that, for a given α > 0, the solutions wk(α) can
be evaluated numerically to any level of percision. For instance, by the Luck and Stevens
formula, see [13, 14]. For instance, for α = 1
pi
, we have for the leading saddle point
w2 (α) ≈ 0.68154 + 9.31481i, (46)
and hence ω(α) ≈ 0.017728. The following Fig.3 illustrates Corollary 2.3 in this case:
Figure 3. Graphs of −ω(α)t (brown) and log
(
A˜(α · t, 0.05 + it)
)
(blue)
for α = 1
pi
, ω(α) = 0.017728 and 0 ≤ y ≤ 500.
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3. The Asymptotics for the Integral of A˜(u, s)
In this section we consider the asymptotic behavior of the integral
I˜1(x, s) :=
∫ ∞
x
A˜(u, s)du. (47)
We have:
Theorem 3.1. Let s = σ + it, x = α · t and N ∈ N. In α ∈
[
2
(N+1)pi
, 2
Npi
]
the following
holds
I˜1(x, s) :=
χ(s)
2s−1 − 1
(
N∑
k=1
(2k − 1)s−1
)
+O
(
e−ω(α)t
)
. (48)
Proof. Integrating (23) we obtain
I˜1(x, s) =
1
2(1− 21−s)Γ(s)
∫ ∞
x
(∫ ∞
0
e−w
(
1− e−w
2
)u
ws−1dw
)
du =
=
1
2(1− 21−s)Γ(s)
∫ ∞
0
e−w
(∫ ∞
x
(
1− e−w
2
)u
du
)
ws−1dw =
=
1
2(1− 21−s)Γ(s)
∫ ∞
0
e−w
(
1−e−w
2
)x
ln
(
1−e−w
2
)
ws−1dw. (49)
As in (34), let us set
g(σ,w) := e−wwσ−1 ; f(w;α) := α · ln (1− e−w) + i · ln(w), (50)
and
h(w) := ln
(
1− e−w
2
)
. (51)
For α ∈ R let us set consider the 1-parametric family of integrals:
I˜1(t, σ;α) :=
1
2(1− 21−s)Γ(s)
∫ ∞
0
g(σ,w)
h(w)
etf(w;α)dw. (52)
The integrand of I˜1(t, σ;α) admits poles
3 at (2k−1)pii, for k ∈ Z, coming from the zeros of
h(w). In particular, the saddle point technique requires us to deform the original contour
of integration [0,∞), to a new contour, Cα ⊂ C, passing through the main contributing
saddle point. Considering Cα as a continuous 1-parametric family, the contour Cα is
required to cross the first N poles. Figure 3 shows a schematic illustration:
3 Historically, the asymptotic evaluation of integrals with poles was first studied in relation to the
investigation of propagation of radio waves over a plane earth, see [19]. The question attracted the
attention of mathematicians such as Van der Werden [21] and H. Weyl [22]. We refer the reader also to
the book by Felsen and Marcuvitz [4] which contains a detailed discussion on saddle-point techniques in
the case of poles and branches.
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Figure 4. Cα ⊂ C with singularities (blue) and saddle points (purple\green).
By Cauchy’s theorem we have∫ ∞
0
g(σ,w)
h(w)
etf(w;α)dw =
∫
Cα
g(σ,w)
h(w)
etf(w;α)dw +
N∑
k=1
Res
(
g(σ,w)
h(w)
etf(w;α); (2k − 1)pii
)
(53)
In particular, each pole contributes the following residue
Res
(
g(σ,w)
h(w)
etf(w;α); (2k − 1)pii
)
=
= −2pii ·Res
(
1
h(w)
; (2k − 1)pii
)
· g(σ, (2k − 1)pii)etf((2k−1)pii;α) =
= −2pii · (−2) · e−pii
(
1− e−pii
2
)u
((2k − 1)pii)s−1 = 4(2k − 1)s−1pise−piis2 . (54)
The functional equation implies χ(s) = (χ(1− s))−1. Hence, one can express
χ(z) =
2s−1pis
cos
(
spi
2
)
Γ(s)
. (55)
Clearly,
1
cos
(
spi
2
) = 2e−piis2 +O (e− 3pis2 ) . (56)
Hence,
1
2(1− 21−s)Γ(s)Res
(
g(σ,w)
h(w)
etf(w;α); (2k − 1)pii
)
=
=
4(2k − 1)s−1pise−piis2
2(1− 21−s)Γ(s) =
χ(s)
2s−1 − 1
(
(2k − 1)s−1 +O
(
e−
3pis
2
))
. (57)
Finally, the main saddle point contributing to the integral over Cα is the k(α)-th, as
required. 
AN APPROX. FUN. EQU. WITH EXPONENTIALLY DECAYING ERROR 13
4. The Asymptotics for the Integral of ψ(u)
(
∂
∂u
A˜(u, s)
)
In this section we consider the asymptotic behavior of the integral
I˜2(x, s) :=
∫ ∞
x
ψ(u)
(
∂
∂u
A˜(u, s)
)
du, (58)
where ψ(u) := u− [u]− 1
2
. We have:
Theorem 4.1. Let s = σ + it and x = α · t. Then the following holds
I˜2(x, s) := O
(
e−ω(α)t
)
. (59)
Proof. As in the classical proof of Hardy and Littlewood in [7], consider the Fourier series
expansion of ψ(u), which is given by
ψ(u) = −
∞∑
n=1
1
npi
sin(2npiu). (60)
Hence, we have
I˜2(x, s) := −
∞∑
n=1
1
npi
I˜n2 (x, s), (61)
where
I˜n2 (x, s) :=
∫ ∞
x
sin(2npiu)
(
∂
∂u
A˜(u, s)
)
du. (62)
Let us express
2iI˜n2 (x, s) = J˜
+
n (x, s) + J˜
−
n (x, s). (63)
where
J˜±n (x, s) :=
∫ ∞
x
e±2npiiu
(
∂
∂u
A˜(u, s)
)
du. (64)
Expanding, we have
J˜±n (x, s) =
∫ ∞
x
e±2npiiu
(
∂
∂u
A˜(u, s)
)
du =
=
1
2(1− 21−s)
∫ ∞
x
e±2npiiu
(
∂
∂u
[
1
Γ(s)
∫ ∞
0
e−w
(
1− e−w
2
)u
ws−1dw
])
du =
=
1
2(1− 21−s)Γ(s)
∫ ∞
0
(∫ ∞
x
∂
∂u
[(
1− e−w
2
)u]
e±2npiiudu
)
e−wws−1dw =
=
1
2(1− 21−s)Γ(s)
∫ ∞
0
(∫ ∞
x
(
1− e−w
2
)u
e±2npiiudu
)
ln
(
1− e−w
2
)
e−wws−1dw =
=
1
2(1− 21−s)Γ(s)
∫ ∞
0
 ln
(
1−e−w
2
)
.
(
1−e−w
2
)x
e−w±2npiix
ln
(
1−e−w
2
)± 2npii
ws−1dw (65)
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For s = σ + it and u = α · t with t→∞ set
J˜±n (σ, t;α) =
k˜±n (σ, t;α)
2x+1(1− 21−s)Γ(s) , (66)
where
k˜±n (σ, t;α) :=
∫ ∞
0
g˜±n (σ,w)e
tf˜±n (w;α)dw, (67)
with
g˜±n (σ,w) :=
ln
(
1−e−w
2
)
e−wwσ−1
ln
(
1−e−w
2
)
±2npii ; f˜
±
n (w;α) := α · ln (1− e−w) + i · (ln(w)± 2n) . (68)
On the one hand, the integrand, in this case, has no poles since, as for n 6= 0, there are
no solutions of
ln
(
1− e−w
2
)
= ±2npii, (69)
for the principle branch of the complex logarithm (in contrast to the case of I˜1(x, s) of the
previous Section 3). On the other hand, note that for k ∈ Z, the integrand does admit
branch cuts, starting at 2kpii and extending to infinity from the left. However, these
branch cuts do not contribute to the asymptotic behavior of J˜±n (σ, t;α), since it is not
necessary to cross the cuts when deforming [0,∞) to the saddle-point contour. Figure 4
shows a schematic illustration of the saddle point contour, avoiding crossing of the branch
cuts.
Figure 5. Integration contour with branch cuts (red) and saddle points (purple\green).
Hence, only saddle points contribute to the asymptotic properties of the integral k˜±n (σ, t, α).
The saddle points are given by the solutions of
∂f˜±n
∂w
(w;α) =
α · e−w
1− e−w +
i
w
= 0. (70)
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which is similar to the saddle-point equation (35) of Section 2. We, hence, have
J˜±n (x, s) = O
√ 2pi
t|f ′′(wk(α);α)|
ln
(
1−e−wk(α)(α)
2
)(
1−e−wk(α)(α)
2
)x
e−wk(α)(α)±2npiix
2(1− 21−s)(ln
(
1−e−wk(α)(α)
2
)
± 2npii)Γ(s)
wk(α)(α)
s−1
 =
= O
(
1
n · Γ(s)
√
1
t
(
1− e−wk(α)(α)
2
)x
e−wk(α)(α)wk(α)(α)s−1
)
= O
(
e−ω(α)t
n
)
. (71)
By definition, also I˜n2 (x, s) = O
(
e−ω(α)t
n
)
. Hence, by (61) we have
I˜2(x, s) = O
( ∞∑
n=1
e−ω(α)t
n2
)
= O
(
e−ω(α)t
)
, (72)
as required. 
5. Summary and Concluding Remarks
In this work we have proved a new approximate functional equation, whose error term
is of exponentional rate of decay (5). Our proof, as the proof of Hardy and Littelwood in
the classical case [7], relied on the Euler-Maclaurain formula (6). However, it is interesting
to draw a few distinctions and similarities between the two settings.
First, let us note that, in the classical case, a direct application of the Euler-Maclaurin
formula, as in the proof of Theorem A, does not lead to a proof of the full exceptional
functional equation (1). Instead, this approach, in the classical case, leads only to the
so-called ”simplest approximate functional equation”4 which states
ζ(s) =
∑
n≤x
n−s +
x1−s
s− 1 +O(x
−σ), (73)
for |t| ≤ pix, see Lemma 2 of [7]. In fact, the main bulk of [7], as well as [9], involves the
development of ingenious analytic methods to extend the proof of the ”simple” equation
to a proof of the full classical approximate functional equation (1).
Concretely, as mentioned in the introduction, in the classical case, one applies the Euler-
Maclaurain formula (6) to the function A(u, s) = u−s. As a result, the corresponding first
integral, in this case, is given by
I1(x, s) =
∫ ∞
x
A(u, s)du = − x
1−s
1− s (74)
4 See Theorem 4.11 of [20] and Theorem 1.8 of [11]
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in the domain σ > 1. In particular, the summation formula can be written in the following
form
ζ(s)−
∑
n≤x
A(u, s) = − x
1−s
1− s + I2(x, s) +O(x
−s), (75)
where
I2(x, s) :=
∫ ∞
x
ψ(u)
(
∂
∂u
A(u, s)
)
du. (76)
Note that (75) still holds, by analytic continuation, for σ > −2. The proof of the ”simple
approximate equation” is thus based on showing that
I2(x, s) = O(x
−s), (77)
when |t| ≤ pix. However, complications arise when considering the values in the range
pix ≤ |t|. In this case, the difference between the value of ζ(s) and the [x]-th partial sum
of the series
D(x, s) := ζ(s)−
∑
n≤x
A(u, s) (78)
starts to largely deviate from the first integral I1(x, s) = −x1−s1−s . Hence, the power of the
full (classical) approximate functional equation is required.
In contrast, in the Hasse-Sondow setting our Theorem 4.1 shows that the analog second
integral is of exponential rate of decay
I˜2(x, s) = O(e
−ω(x,y)), (79)
with |t| = pixy for any y ≥ 1. Correspondingly, Theorem 3.1 shows that the first integral
I˜1(x, s) :=
χ(s)
2s−1 − 1
(
N∑
k=1
(2k − 1)s−1
)
+O
(
e−ω(x,y)t
)
(80)
serves as an approximation of
D˜(x, s) := ζ(s)−
∑
n≤x
A˜(u, s), (81)
for any value of x. In particular, this sensitivity to the values of x, comes from the
contribution of the added poles of the integrand, as seen in the proof of Theorem 3.1.
These unique features of the Hasse-Sondow setting, enable us to actually obtain the proof
of Theorem A, which is a full approximate functional equation, along the lines of the proof
of the ”simple approximate functional equation”, in the classical case. However, with the
trade-off that more involved saddle-point techniques are required to be applied.
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