Reducing labeling costs in supervised learning is a critical issue in many practical machine learning applications. In this paper, we consider positive-confidence (Pconf ) classification, the problem of training a binary classifier only from positive data equipped with confidence. Pconf classification can be regarded as a discriminative extension of one-class classification (which is aimed at "describing" the positive class), with ability to tune hyper-parameters for "classifying" positive and negative samples. Pconf classification is also related to positive-unlabeled (PU) classification (which uses hard-labeled positive data and unlabeled data), allowing us to avoid estimating the class priors, which is a critical bottleneck in typical PU classification methods. For the Pconf classification problem, we provide a simple empirical risk minimization framework and give a formulation for linear-in-parameter models that can be implemented easily and computationally efficiently. We also theoretically establish the consistency and generalization error bounds for Pconf classification, and demonstrate the practical usefulness of the proposed method through experiments.
Introduction
Machine learning with big labeled data has been highly successful in applications such as image recognition, speech recognition, recommendation, and machine translation. However, in many other real-world problems including robotics, disaster resilience, medical diagnosis, and bioinformatics, massive labeled data cannot be easily collected typically. For this reason, machine learning from weak supervision has been actively explored recently, including semisupervised classification (Chapelle et al., 2006; Sakai et al., 2017) , one-class classification (Chandola et al., 2009; Khan and Madden, 2009; Scholkopf et al., 2001; Tax and Duin, 2004; Hido et al., 2008; Smola et al., 2009) , positive-unlabeled (PU) classification (Elkan and Noto, 2008; Natarajan et al., 2013; du Plessis et al., 2015; Niu et al., 2016) , label-proportion classification (Quadrianto et al., 2008; Yu et al., 2013) , unlabeled-unlabeled classification (du Plessis et al., 2013) , and complementary-label classification (Ishida et al., 2017) .
In this paper, we consider a novel setting of classification from weak supervision called positive-confidence (Pconf ) classification, which is aimed at training a binary classifier only from positive data equipped with confidence, without negative data. Such a Pconf classification scenario is conceivable in various real-world problems. For example, in purchase prediction, we can easily collect customer data from our own company (positive samples), but not from rival companies (negative samples); in default prediction, it is not easy to collect default samples (in the negative class) due to their rareness and privacy. In these applications, as long as positive-confidence data can be collected, Pconf classification allows us to obtain a classifier that discriminates between positive and negative samples.
Pconf classification is related to one-class classification, which is aimed at "describing" the positive class typically from hard-labeled positive samples without confidence. Due to the descriptive nature of one-class classification, there is no systematic way to tune hyperparameters to "classify" positive and negative samples, which is a critical limitation as a binary classification method. On the other hand, Pconf classification is aimed at constructing a discriminative classifier and thus hyper-parameters can be objectively chosen to discriminate between positive and negative samples.
Pconf classification is also related to PU classification, which uses hard-labeled positive data and unlabeled data for constructing a binary classifier. A practical advantage of our Pconf classification method over typical PU classification methods is that our method does not involve estimation of the class-prior probability, which is required in standard PU classification methods, but is known to be highly challenging in practice (Scott and Blanchard, 2009; Blanchard et al., 2010; Menon et al., 2015; .
In this paper, we propose a simple empirical risk minimization framework for Pconf classification and theoretically establish the consistency and generalization error bounds for Pconf classification. We then provide a practical formulation to Pconf classification for linear-in-parameter models (such as Gaussian kernel models), which can be implemented easily and computationally efficiently. Finally, we experimentally demonstrate its practical usefulness.
Problem Formulation
In this section, we formulate our Pconf classification problem.
Suppose that a pair of d-dimensional pattern x ∈ R d and its class label y ∈ {+1, −1} follows an unknown probability distribution with density p(x, y). Our goal is to train a binary classifier g(x) : R d → R so that the classification risk R(g) is minimized:
where E p(x,y) denotes the expectation over p(x, y), and (z) is a loss function that typically takes a large value when margin z is small. Since p(x, y) is unknown, the ordinary empirical risk minimization approach (Vapnik, 1998) replaces the expectation by the average over training samples drawn independently from p(x, y). However, in the Pconf classification scenario, we are only given positive samples equipped with confidence:
where x i is a positive pattern drawn independently from p(x|y = +1) and r i is the positive confidence given by r i = p(y = +1|x i ).
Since we have no access to negative data in the Pconf classification scenario, we cannot directly employ the standard empirical risk minimization approach. In the next section, we show how the classification risk can be estimated only from positive-confidence data.
Pconf Classification
In this section, we propose an empirical risk minimization framework for Pconf classification and derive the estimation error bound of the proposed method. Finally we give examples of practical implementations.
Empirical Risk Minimization Framework
Let π + = p(y = +1) and r(x) = p(y = +1|x), and let E + denote the expectation over p(x|y = +1). Then the following theorem holds, which forms a basis of our approach:
Theorem 1. The classification risk (1) can be expressed as
Proof. The classification risk (1) can be expressed and decomposed as
where π − = p(y = −1) and E − denotes the expectation over p(x|y = −1). Since
Then the second term in (3) can be expressed as
which concludes the proof.
(2) does not include the expectation over negative samples, but only includes the expectation over positive samples and their confidence values. Furthermore, when (2) is minimized with respect to g, unknown π + is a proportional constant and thus can be safely ignored. Based on this, we propose the following empirical risk minimization formulation for Pconf classification:
It might be tempting to propose a similar empirical formulation as the following:
(5) means that we weigh the positive loss with positive-confidence r i and the negative loss with negative-confidence 1 − r i . This is quite natural and may look straightforward at a glance. However, if we simply consider the population version of the objective function of (5), we have
which is not equivalent to the classification risk R(g) defined by (1). Thus, our empirical risk minimization formulation of (4) is different from naive confidence-weighted classification of (5).
Theoretical Analysis
Here we derive the estimation error bound of the proposed method.
To begin with, let G be our function class for empirical risk minimization. Assume there are C g > 0 such that sup g∈G g ∞ ≤ C g as well as C > 0 such that sup |z|≤Cg (z) ≤ C .
The existence of C can be guaranteed for all reasonable given a reasonable G in the sense that C g exists. As usual (Mohri et al., 2012) , assume (z) is Lipschitz continuous for all |z| ≤ C g with a (not necessarily optimal) Lipschitz constant L . Denote by R(g) the objective function of (4), which is unbiased in estimating R(g) in (1) according to Theorem 1. Subsequently, let g * = arg min g∈G R(g) be the true risk minimizer, andĝ = arg min g∈G R(g) be the empirical risk minimizer, respectively. The estimation error is defined as R(ĝ)−R(g * ), and we are going to bound it from above.
In Theorem 1, (1 − r(x))/r(x) was playing inside the expectation, for a fact that
In order to derive any error bound based on statistical learning theory, we should ensure that r(x) could never be too close to zero. To this end, assume there is C r > 0 such that r(x) ≥ C r almost surely. We may trim r(x) and then analyze the bounded but biased version of R(g) alternatively. For simplicity, only the unbiased version is involved after assuming C r exists.
Lemma 2. For any δ > 0, the following uniform deviation bound holds with probability at least 1 − δ (over repeated sampling of data for evaluating R(g)):
where R n (G) is the Rademacher complexity of G for X of size n drawn from p(x | y = +1). 1
Lemma 2 guarantees that with high probability R(g) concentrates around R(g) for all g ∈ G, and the degree of such concentration is controlled by R n (G). Based on this lemma, we are able to establish the estimation error bound.
Theorem 3. For any δ > 0, with probability at least 1 − δ (over repeated sampling of data for trainingĝ), we have
Theorem 3 guarantees learning with (4) is consistent: n → ∞ always means R(ĝ) → R(g * ). Consider linear-in-parameter models defined by
is a feature map, and C w > 0 and C φ > 0 are constants (Schölkopf and Smola, 2001) 
where O p denotes the order in probability. This order is already the optimal parametric rate and cannot be improved without additional strong assumptions on p(x, y), and G jointly. Additionally, if is strictly convex we haveĝ → g * , and if the aforementioned G is used
. At first glance, learning with (5) is numerically more stable; however, it is generally inconsistent, especially when g is linear-in-parameter and is strictly convex. Denote by R (g) the objective function of (5), which is unbiased to R (g) = E + E p(y|x) [ (yg(x) )] rather than R(g). By the same technique for proving (7) and (8), it is not difficult to show that with probability at least 1 − δ,
and hence
where g * = arg min g∈G R (g),ĝ = arg min g∈G R (g).
As a result, when the strict convexity of R (g) and R (g) is also met, we haveĝ → g * . This demonstrates the inconsistency of learning with (5), since R (g) = R(g) which leads to g * = g * given any reasonable G.
Practical Implementation
As a classifier g, let us consider a linear-in-parameter model:
where denotes the transpose, φ(x) is a vector of basis functions, and α is a parameter vector. Then from (4), the 2 -regularized empirical risk minimization is formulated as
where λ is a non-negative constant and R is a positive semi-definite matrix. In practice, we can use any loss functions such as squared loss S (z) = (z − 1) 2 , hinge loss H (z) = max(0, 1 − z), and ramp loss R (z) = min(1, max(0, 1 − z)). In the experiments in Section 4, we used the logistic loss L (z) = log(1 + e −z ), which yields,
The above objective function is continuous and differentiable, and therefore optimization can be efficiently performed, for example, by a quasi-Newton method.
Experiments
In this section, we numerically illustrate the behavior of the proposed method on synthetic datasets for linear models, and experimentally demonstrate the usefulness of the proposed method on benchmark datasets for neural network models.
Synthetic Experiments with Linear Models
Setup: We used two-dimensional Gaussian distributions with mean µ + = [0, 0] and µ − ∈ R 2 and identity covariance for p(x|y = +1) and p(x|y = −1), respectively. 1,000 positive samples and 1,000 negative samples were generated independently from each distribution. In this toy experiment, positive confidence r(x) was analytically computed from the two Gaussian densities and given to each positive sample. We compared our proposed method in (4) with the weighted classification method in (5) and fully-supervised method based on the empirical version of (1). Note that the proposed method and the weighted method only use Pconf data, while the fully-supervised method uses both positive and negative samples.
In all 3 methods, linear-in-input model g(x) = α x + b and the logistic loss L (z) = log(1 + e −z ) were commonly used and Adam (Kingma and Ba, 2015) with 5,000 iterations and mini-batch size 100 was used for optimization. For the purpose of clear comparison of the risk, we did not use regularization in this toy experiment. Table 1 : Comparison of the proposed Pconf classification with weighted classification and fully-supervised classification, with varying degrees of overlap between the positive and negative distributions. We report the mean and standard deviation of the classification accuracy over 10 trials. Best and equivalent methods based on the 5% t-test are shown in bold, excluding the fully supervised method whose setting is different from the other two methods. standard deviation of the classification accuracy, with the 5% t-test excluding the fullysupervised method. The results show that the proposed Pconf method is significantly better than the baseline weighted method in most cases. The performance of the weighted method drops severely as the positive and negative distributions have less overlap, because the outer expectation in (6) would become distant from p(x), which makes the estimator more biased. It is also interesting to see that the proposed is comparable to the supervised method that can access samples in both classes, up to when µ − = [3.0, 3.0] . As we separate µ − from µ + , the accuracy of the Pconf method first gradually increases, however starts to decrease after µ − = [3.0, 3.0] and the standard deviation tends to increase. The former increase in accuracy can be explained by the fact that the two classes are easier to separate with less overlap.
The latter decrease in accuracy can be explained by the fact that we are using only a small amount of negative information contained in positive confidence-r(x i ) is almost equal to one for most of the positive samples when the positive and negative distributions have less overlap.
From the histograms of Figure 2 , we can understand how Pconf classification works well even with a small amount of negative confidence (r is close to one for most samples), e.g., in the case of µ − = [3.0, 3.0] . However, if the negative confidence becomes even more rare, it becomes difficult as we can see in µ − = [3.5, 3.5] or [4.0, 4.0] . Although this is a current limitation of the proposed method, this does not actually cause a big problem in more realistic experiments as demonstrated in Section 4.2, probably because real datasets have much more complicated distributions than the simple Gaussian distributions, and hence we can expect that the positive-confidence will not be too concentrated on the value of one in practice.
Analysis of unreliable positive confidence: In the above toy experiment, we assumed that true positive confidence r(x) = p(y = +1|x) is exactly accessible, but this can be unrealistic in practice. To investigate the influence of noise in positive confidence, we conducted experiments with noisy positive confidence.
As noisy positive confidence, we used probabilistic output of a linear logistic regression classifier trained from a set of m positive and m negative samples for m ∈ {1000, 500, 100}. As m becomes smaller, the logistic regression classifier becomes less accurate and thus positive confidence values contain more noise. Note that these 2m samples were used only for generating noisy positive confidence. The L2 regularization coefficient for the probabilistic classifier was fixed to 10 −3 .
Each experiment was conducted 10 times, and we reported the mean and standard deviation of the classification accuracy with the 5% t-test in Table 2 . As expected, the performance starts to deteriorate as the confidence becomes more noisy (i.e., as m becomes smaller), but the proposed method still works reasonably well with noisy positive confidence.
Benchmark Experiments with Neural Network Models
Next, we compare our proposed method with two benchmark datasets for neural network models.
Fashion-MNIST
Setup: The Fashion-MNIST dataset 2 consists of 70,000 examples where each sample is a 28 × 28 gray-scale image (therefore input dimension is 784), associated with a label from 10 fashion item classes: T-shirt/top, trouser, pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot. We standardized the data samples to have zero mean and unit variance.
First, we chose 2 fashion items for the positive and negative classes. The binary dataset was then divided into four sub-datasets: a training set, a validation set, a test set, and a dataset for learning a probabilistic classifier to estimate positive confidence. Note that we ask labelers for positive confidence values in real-world Pconf classification, but we obtained positive confidence values through a probabilistic classifier here.
We compared our proposed Pconf classification (4) with weighted classification (5) and fully-supervised classification based on the empirical version of (1). We used the logistic loss for all methods.
We used a fully connected three-hidden-layer neural network (d−100−100−100−1) with rectified linear units (ReLU) (Nair and Hinton, 2010) as the activation functions, and weight decay candidates were chosen from {10 −7 , 10 −4 , 10 −1 }. Adam (Kingma and Ba, 2015) was again used for optimization with 1,200 iterations and mini-batch size 100.
To select hyper-parameters with validation data, we used the zero-one loss versions of (4) and (5) for Pconf classification and weighted classification, respectively, since no negative samples were available in the validation process and thus we could not directly use the classification accuracy. Note that the classification accuracy was directly used for hyperparameter tuning of the fully-supervised method, which is extremely advantageous.
We used logistic regression with the same network architecture as a probabilistic classifier to generate positive confidence. However, instead of weight decay, we used dropout (Srivastava et al., 2014) with rate 50% after each fully-connected layers. Furthermore, we rounded up positive confidence less than 1% to equal 1% to stabilize the optimization process.
Results:
The results are reported in Table 3 , with the mean and standard deviation of the classification accuracy over 10 trials.
The table shows that, in most cases, Pconf classification is comparable to the fullysupervised case, and outperforms the weighted classification baseline.
More specifically, the proposed method was significantly better than baseline method when the fully-supervised method had higher accuracy, often close to 100%, which suggests there are less overlap between the positive and negative class. On the other hand, the proposed method was comparable with or underperformed weighted baseline method when fully-supervised method had a relatively lower accuracy, which suggests more overlap. These results are consistent with our experiments in Section 4.1.
CIFAR-10
Setup: The CIFAR-10 dataset 3 consists of 10 classes, with 5,000 images in each class. Each image is given in a 32 × 32 × 3 RGB format. We chose "airplane" as the positive class and one of the other classes as the negative class in order to construct a dataset for binary classification. As the neural network, we used the following architecture:
• Convolution layer (3 in-channels, 18 out-channels, kernel size 5).
• Max-pooling (kernel size 2, stride 2).
• Convolution layer (18 in-channels, 48 out-channels, kernel size 5).
• Fully-connected (800 units) with ReLU.
• Fully-connected (400 units) with ReLU.
• Fully-connected (1 unit).
For the probabilistic classifier, the same architecture was used except dropout with rate 50% was added after the first two fully-connected layers. Other details such as the loss function, weight-decay, validation, and optimization follow the same setup as the Fashion-MNIST experiments.
Results:
The results are reported in Table 4 , with the mean and standard deviation of the classification accuracy over 5 trials. In many cases, the Pconf method is either comparable to or outperforms the weighted baseline method. Table 3 : Mean and standard deviation of the classification accuracy over 10 trials for the Fashion-MNIST dataset with fully-connected three hidden-layer neural networks. The proposed Pconf classification was compared with the baseline weighted classification method and fully-supervised method, with different choices for positive and negative classes. The best and equivalent methods are shown in bold, based on the 5% t-test, excluding the fullysupervised method.
Positive vs. Negative
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Conclusion
We proposed a novel problem setting and algorithm for binary classification from positiveconfidence, which is the case where we only have positive samples equipped with positiveconfidence. We showed that an unbiased estimator of the classification risk can be obtained under this weakly-supervised problem. Theoretically, we proved the estimation error bounds, and experimentally demonstrated the usefulness of our algorithm.
A Proofs
A.1 Proof of Lemma 2
By assumption, it holds almost surely that
due to the existence of C , the change of R(g) will be no more than (C + C /C r )/n if some x i is replaced with x i . Consider a single direction of the uniform deviation: sup g∈G R(g) − R(g). Note that the change of sup g∈G R(g) − R(g) shares the same upper bound with the change of R(g), and McDiarmid's inequality (McDiarmid, 1989) implies that Pr sup g∈G R(g) − R(g) − E X sup g∈G R(g) − R(g) ≥ ≤ exp − 2 2 n (C + C /C r ) 2 , or equivalently, with probability at least 1 − δ/2, sup g∈G R(g) − R(g) ≤ E X sup g∈G R(g) − R(g) + C + C C r ln(2/δ) 2n .
Since R(g) is unbiased, it is routine to show that (Mohri et al., 2012 )
which proves this direction. The other direction sup g∈G R(g) − R(g) can be proven similarly.
A.2 Proof of Theorem 3
Based on Lemma 2, the estimation error bound (8) 
