Truth discovery methods aim to identify which piece of information is trustworthy from multi-sourced data. Most existing truth discovery methods, however, are designed for structured data and fail to meet the strong need to extract trustworthy information from raw text data. More specifically, existing methods ignore the semantic information of text answers, i.e., answers may contain multiple factors, the word usages may be diverse, and the answers may be partially correct. In addition, ubiquitous long-tail phenomenon exists in the tasks, i.e., most users provide only a few answers and only a few users provide plenty of answers, which causes the user reliability estimation for small users to be unreasonable. To tackle these challenges, we propose a Graph Convolutional Network (GCN) based truth discovery model to automatically discover trustworthy information from text data. Firstly, Smooth Inverse Frequency (SIF) is utilized to learn real-valued vector representations for answers. Then, we construct undirected graph with these vectors to capture the structural information of answers. Finally, the GCN is utilized to store and update the reliability of these answers, and sums up all the feature vectors of all neighboring answers to improve the accuracy and efficiency of truth discovery. Different from traditional methods, we use vectors to store the reliability of answers which have higher representation capability compared with real numbers, and network is utilized to capture complex relationships among answers rather than simplified functions. The experiment results on real datasets show that though text data structures are complex, our model can still find reliable answers compared with retrieval-based and state-of-the-art truth discovery methods.
I. INTRODUCTION
The era of big data has arrived, the amount of information on the Internet has grown rapidly, and massive data can be provided by different online platforms (i.e., Yahoo Answers). Due to the openness and multi-source of the Internet, errors or even conflicts may exist in tremendous information. Therefore, how to get reliable information from low-quality multi-sourced data is a challenging problem.
A variety of methods have been proposed to estimate the source reliability and infer trustworthy information from noisy generated data [1] - [18] . Though yielding good performance, there are some drawbacks in traditional truth
The associate editor coordinating the review of this article and approving it for publication was Hong-Mei Zhang. discovery methods. First, traditional methods estimate user reliability based on plenty of claims users provided, but online users with very few claims are common in applications. Long-tail phenomena brings obstacles to the task of information trustworthiness estimation from numerous text answers. In other words, traditional methods relying on users' numerous observations for reliability estimation are not applicable to text data truth discovery. Second, previous works in truth discovery make a common assumption that the source-claim relational dependency can be represented by certain simplified functions (i.e., linear, quadratic, binomial). This assumption can easily lead to suboptimal truth discovery results because neither the answer credibility nor the source reliability is unknown a priori. Thus, how to model the answer credibility without any assumption on the prior knowledge of the source-claim relational dependency distribution is a challenging problem. Third, traditional methods fail to fully use the structural information of answers but discover truth separately. In other words, tradition methods fail to fuse information from large number of observations. For some answers like ''People will feel cold, sometimes they will feel exhausted.'', ''The symptoms of flu are fever and freezing.'', and ''Maybe chills, cough and fatigue.''. These answers are all partially correct, which contain different semantic factors that a truth answer should contain. Thus, it makes more sense to sum up the whole answers' semantic information before truth discovery, and make full use of the structural information of answers.
More specifically, most existing truth discovery methods are designed for structure data, which fail to be directly applied to unstructured and noisy text data. This significantly narrows the application domain of these truth discovery methods, as a large ratio of the multi-sourced data are text. Actually, there are several unique characteristics of natural language that hinder the existing truth discovery methods from being successfully applied to text data. On one hand, the answers to a question may be complex, so it is usually hard for a given answer to cover all the factors. For a question like ''What are the symptoms of flu?'', the answer contains fever, chills, cough, nasal symptom, etc. If a user provides two factors of the correct factors, the existing truth discovery methods may determine this answer to be completely wrong and assign a low reliability to this user. On the other hand, answers provided by online users may convey a very similar meaning with different expressions. For example, users may use words such as tired or exhausted to describe the symptom of fatigue, but existing truth discovery methods may treat them as totally two different words, and ignore the semantic similarity of them. Thus, how to identify partially correct answers and model semantic information of text answers is critical for the task of truth discovery from text data.
In this paper, we propose a GCN based model that fits for the challenges to infer trustworthy information from text data. Different from traditional methods, we incorporate semantic meanings into the truth discovery procedure, and propose that reliability can be learned from numerous answers by constructing a graph for each question. It can effectively detect trustworthy information from conflicting claims without any assumption on the prior knowledge of the source-claim relational dependency distribution. In particular, the layer-wise convolutional operation is utilized to encode structure information of the whole answers, and the complex source-claim relational dependency is learned by the layer-wise linear model through the above training process. We apply the proposed method and various baseline methods on real world datasets. Existing approaches, fail to provide trustworthy answers from unstructured and noisy text data. In contrast, the proposed method can successfully detect trustworthy answers by learning complex relationships among answers. The major contributions of this paper are:
• To the best of our knowledge, we are among the first to construct graph and develop neural network for solving truth discovery problem.
• The structural information of all answers is treated as latent background knowledge, each answer sums up all the semantic information of all neighboring answers, and can be stored to help find more credible answers.
• The proposed model can accurately capture the answer reliability without casting it to some over-simplified functions compared with traditional truth discovery methods.
• We test proposed model on real world text datasets, and the results clearly demonstrate the advantages to illustrate the challenges in text data truth discovery tasks.
II. RELATED WORK A. TRUTH DISCOVERY FROM STRUCTURED DATA
Truth discovery aims to extract trustworthy information from conflicting multi-sourced data. Various methods have been proposed based on the principle that the sources providing trustworthy information more often will be assigned higher reliabilities, and the information that is supported by reliable sources will be regarded as truth [19] . These truth discovery methods can be roughly divided into the following four categories: iterative methods [5]- [7] , in which the truth computation step and source reliability estimation step are iteratively conducted until convergence; optimization based methods [8] - [11] , in which a distance function will be defined to measure the difference between the information provided by sources and the identified truth; probabilistic graphical model based methods [12] - [14] , which assumes that observations are generated based on the two parameters corresponding truth and source reliability, expectation maximization is widely used to infer the latent variables; neural network based methods [15] - [18] , in which neural network is applied to accurately estimate the source-claim relational dependency function, which may be very complex.
B. TRUTH DISCOVERY FROM TEXT DATA
For truth discovery from text data, some researchers simplified the problem and only judged whether the text data is true. Popat et al. constructed the ''source-language-style'' vectors as inputs, and converted the truth discovery problem into 0/1 classification problem. Logistic regression was utilized to deal with this classification problem [20] . Broelemann et al. used the hidden layer of restricted boltzmann machine to learn the probability distribution of latent truth. Due to the characteristic of the restricted boltzmann machine, this method focus only on the data with binary attributes [21] , Marshall et al. used the fully connected neural network to learn the relationship between the source reliability and the claim credibility. This method also simplified the users' answers to be true or false [18] . Some researchers focused on unstructured text data, and transformed the raw text data to structured categorical data. Dong et al. proposed a confidence-aware source reliability estimation approach, which performed truth discovery based on the SVO triples extracted from webpages in the process of knowledge base construction [22] . Wang et al. transformed twitter text data to structured data, and find trustworthy tweets [23] , [24] . However, these methods neglect the natural language characteristics of the text data, which leads to a suboptimal truth discovery results. Li et al. proposed a method to verify trustworthy statements utilizing web sources [25] , [26] . However, the task of this paper is different from ours. We assume that the external supporting information is not required, and the truth discovery is an unsupervised process.
To the best of our knowledge, [27] is the first work that considers text information into truth discovery. The method was designed to capture various expertise levels on different topics, and proposed a fine-grained truth discovery model. There are also existing methods that focus on the truth discovery from unstructured data. Ma et al. proposed a probabilistic graphical model to identify the correct drug side-effects without any supervision [28] . Zhang et al. incorporated semantic meanings into the truth discovery procedure, and proposed a method to identify trustworthy medical diagnoses from crowdsourcing users [29] . Unfortunately, it can only handle single word answers, and cannot be applied in most text truth discovery situations. Li et al. combined the keywords extracted from the answers of specific question into multiple interpretable factors, and used the method based on probabilistic graphical model to perform truth discovery to find trustworthy answers [30] .
C. RELATED PROBLEM
The task of this paper is related to the Collaborative Question Answering (CQA) problem. Some researchers transformed this problem into classification or ranking problem. However, these methods require high-quality training data and useful features to train the model which is usually not available [31] , [32] . Another group of researches transformed this problem into an expert finding problem. These methods infer the credibility of answers based on the answer providers, and require external information [33] , [34] . Apparently, the setting and solutions of CQA is different from this paper.
Another problem related to this paper is answer selection which aims to choose suitable answers from candidate sentences. Traditional methods in this field was mainly based on lexical features [35] , [36] . Later, neural network methods were proposed which transformed the sentence into vector space, and compared questions and answers in vector space [37] . However, these methods are all supervised. The model proposed in this paper is different from these methods as it is unsupervised.
III. PROBLEM STATEMENT
In this paper, we consider a general truth discovery problem for text data. Before introducing the model, we first define the problem as follows. Given a question q, a set of answers A = {a i |i = 1, 2, . . . , M }, where M denotes the number of answers for this question. These answers can be complex and partially correct. The purpose of this paper is to find highly-trustworthy answers for this question. The model proposed in this paper is applicable to find reliable answers from numerous complex answers for each question. Different from traditional methods, the idea of this paper is to embed a truth answer only based on the answer space for each question. So, in the truth discovery process, the only thing we used is the semantic information of answers. the user information is not essential.
IV. FRAMEWORK A. OVERVIEW
When performing truth discovery for text data, semantic correlations among answers should be taken into consideration. Making full use of semantic information of natural language is of vital importance, so that reliabilities of answers can be accurately estimated. However, traditional methods treat the whole answer as an integrated unit even it may be partially correct. To tackle such challenge, we construct undirected graph of answers to find trustworthy answers.
In this paper, we first learn vector representation for each answer by SIF [38] . Then we construct undirected graph such that the answers which share partial similar sematic information will be connected with each other. Based on the above ideas, the GCN is utilized to perform truth discovery. The layer-wise convolution operation fuse semantic information of these answers, such that each answer can obtain sematic information from neighbors. Then, the answer reliability can be learned by neural network without any assumption on the prior knowledge of the source-claim relational dependency distribution. At last, the identified truth vector for each question is generated by stacking-multiple convolutional layers based on the hypothesis of truth discovery. The overall of proposed model is depicted in Fig. 1 .
B. VECTOR REPRESENTATION LEARNING
In our modelWhen perfoming truth discovery from text data, making full use of semantic information of natural language is of vital importance. For this reason, we learn real-valued vector representations x i (i = 1, 2, ..., M ) for answers a i (i = 1, 2, ...M ) by SIF [38] to vectorize semantic information of answers. SIF computes the weighted average of the word vectors in answers, and then removes the projections of the average vectors on their first singular vector. It is a simple and unsupervised approach for sentence embedding based on the discourse vectors in the random walk model for generating text [39] . It is confirmed that SIF achieves significantly better performance than baselines on various textual tasks, and can even beat sophisticated supervised methods such as some RNN and LSTM models. The outline of SIF is summarized in Algorithm 1. 
Algorithm 1 SIF
Input: Word embeddings v t , a set of answers A, parameter ρ and estimated probabilities p(t) Output: Answer embeddings
Form a matrix X whose columns are x i , and let u be its first singular vector for answers in A do
First, define the weight λ t for each word t as
where p(t) is the (estimated) word frequency, ρ(10 −4 ≤ ρ ≤ 10 −3 ) is a parameter. A wide range of the parameter ρ can achieve close-to-best results, and an even wider range can achieve significant improvement over unweighted average. Then, the embedding of answer a i is
where |a i | denotes the number of words in answer a i , v t is the word embedding of t. Finally, form a matrix X whose columns are x i , the final answer embeddings are obtained by subtracting the projection of their first principal component. Let u be its first singular vector, the x i is update as
Let X ∈ R M ×K be the matrix of all answer vectors whose rows are x i , where K denotes the dimension of answer vectors. We think that the relationships and semantic information among answers can be learned on the basis of the sentenceembedding-learning algorithm SIF.
C. TRUTH DISCOVERY
In our model, we encode the structural information and the semantic information of answers, GCN model f (·) is used to perform truth discovery on an unsupervised target. Conditioning f (·) of the graph will allow the model to distribute gradient information from unsupervised loss designed for text data truth discovery. Finally, vector representation of identified truth answer is obtained based on the assumption of truth discovery.
1) CONSTRUCT UNDIRECTED GRAPH
In this step, we construct undirected graph
, and a degree matrix D ii = j A ij . The answers are set as nodes of graph. Based on the assumption that connected nodes share the similar semantic information, when the similarity s x i , x j between two answer vectors x i and x j is greater than the threshold α (0 ≤ α ≤ 1), the two nodes v i and v j are connected, s x i , x j is defined as the normalized cosine similarity between two answer vectors
where s x i , x j ∈ [0, 1], s x i , x j = 0 means two answers a i and a j are complete different, and s x i , x j = 1 means two answers a i and a j are most similar. Such text answers are contributed by non-expert online users, and errors or even conflicts may exist in the data. In general, most users will supply partial correct answers or at least a part of semantic factors to this question. Only few users will provide answers which have no relationship with question or just some randomly spelled words (i.e., ''I don't know'', ''dhfkjljk''). We need to remove these noisy answers before truth discovery. Because these answers have no meaning semantic information, and is completely different other answers. In the graph, the degrees of such nodes are usually small. According to this principle, we construct the subgraph G = (V , E ) from G by setting the threshold β(β > 0) of the degree. The node in the graph will be retained only if the degree of which is larger than β. Therefore, we compress the scale of the problem, reduce the running time, and effectively improve the convergence speed and accuracy of truth discovery. X ∈ R M ×K stands for the matrix of reserved answer vectors for this question, M denotes the number of reserved answers, A ∈ R M ×M and D ii = j A ij stands for the adjacency matrix and degree matrix of graph G .
2) TRUTH DISCOVERY BY GCN
Inspired from [40] , we adapt flexible model f (X , A ) for efficient text data truth discovery by the answer vectors matrix X and adjacency matrix A of the graph G . In this way, it will be powerful in truth discovery where the adjacency matrix A contains information of answers relations not present in the X .
For our model, we consider a two-layer GCN for unsupervised discovering trustworthy answers and consider the following simple form of layer-wise propagation rule
where W (0) and W (1) are weight matrices for two neural network layers, which can be considered to store answer reliability information of answers. In traditional methods, the answer reliability is represented by a real number and is treated as a weight in computing the information credibility. Differently, we vectorize the answer reliability and treat it as weight matrix in evaluating the credibility of answers. σ (·) is a non-linear activation function (i.e., ReLU). Z denotes the output matrix on the basis of the semantic information X , reliability information W (0), W (1), and structural information A . Although this model is already quite powerful, two limitations need to be addressed. First, multiplication with A means that, for every node, we sum up all the feature vectors of all neighboring nodes but not the node itself. We solve this problem by enforcing self-loops in the graph, and simply add the identity matrix to A . Second, A is typically not normalized, therefore the multiplication with A will completely change the scale of the feature vectors. We fix this by normalizing A as D − 1 2 A D − 1 2 such that all rows sum to one gets rid of this problem.
Combining these two tricks, we essentially arrive at the propagation rule introduced as
whereÃ = A + I N , W (0) ∈ R K ×H is an input-to-hidden weight matrix for a hidden layer with H nodes, W (1) ∈ R H ×K is a hidden-to-output matrix. Multiplication withÃ means that, for every node, we sum up all the semantic information of all neighboring nodes with the node itself.
For text data truth discovery problem, based on the hypothesis: 1) the reliable answers to the question should be as close as possible to the observations provided by each online user; 2) the higher the quality of the user, the more similar answers to the question will be provided [41] , the loss function of model is
the objective of the problem is the sum of distance from identified truth vector to the whole candidate answers reaches the minimum. Where θ are all parameters in the model, d(θ;Z , x i ) represents the normalized cosine distance between identified truth vectorZ and candidate answers
Z is the mean of Z which is regarded as identified truth
The weights W (0) and W (1) of neural network are trained using gradient decent. For our model, we perform batch gradient using the full notes in G for every iteration. For sparse representation of A , the memory requirement is linear in the number of edges O(|E |), the computation complexity is liner in the number of graph edges O(|E |K 2 H ).
3) TRUSTWORTHY-AWARE ANSWER SCORING
In our method, we propose a straightforward scoring mechanism to evaluate the trustworthiness score of each answer. Given the identified truth vectorZ , the score of each answer is defined as cosine similarity between identified truth and the answer:
At this point, the model gets rank of the answers based on the scores, and output trustworthy answers.
V. EXPERIMENTS
In this section, we present the results of the experiments to validate the effectiveness of proposed model. We first introduce the dataset, then present and analyze the experimental results. We also discuss the influence of different parameters on the results.
A. IMPLEMENTATION
In practice, we make use of TensorFlow for an efficient GPU-based implementation of proposed model using sparse-dense matrix multiplications. The experiment is conducted on a PC with Intel(R) Xeon(R) CPU E5-2630 (192.00G RAM) and Nvidia Tesla GPU P40×2.
B. DATASET
We use public datasets Short Answer Scoring and Automated Essay Scoring to demonstrate the effectiveness of the proposed model. 
1) SHORT ANSWER SCORING
This dataset from Kaggle's competition: The Hewlett Foundation (Short Answer Scoring). There are four subjects Science, English, English language arts and Biology in the dataset. Each subdataset was generated from a question. The answers are written by students primarily in Grade 10, and scored by teachers. In this paper, we use large number of answers only to perform truth discovery, the user information is not used in the process of truth discovery. The scores are utilized to evaluate truth discovery results.
2) AUTOMATED ESSAY SCORING
This dataset from Kaggle's competition: The Hewlett Foundation (Automated Essay Scoring). Answers were generated from a single prompt. Selected answers range from an average length of 150 to 550 words per response. Some of the answers are dependent upon source information and others are not. All responses were written by students ranging in grade levels from Grade 7 to Grade 10. All answers were hand graded. Similar to Short Answer Scoring, only semantic information of the whole answers is utilized to perform truth discovery.
Different from traditional truth discovery methods, we find trustworthy answers based on the answer space mining and semantic information fusion rather than the reliability estimation for each user. The user information is not essential in the proposed method. Each question runs independently based on the undirected graph built by answers, and then we embed truth based on the loss we designed in this paper. Moreover, each question in the datasets consists multiple correct answers, partial correct answers and untrustworthy answers. The datasets used in this section are consistent with the truth discovery scenario we proposed in this paper. The statistics of these datasets are shown in Table 1 .
C. EXPERIMENT PROTOCOLS 1) BASELINE METHODS
We compare the proposed model with retrieval-based answer selection approach and state-of-the-art truth discovery methods.
Retrieval-Based Answer Selection Approach: the vectors of question and corresponding answers are extracted. Answers are ranked according to the similarities between the question vector and corresponding answer vectors. With SIF as vector representation for answers and questions, it is specifically SIF Similarity.
CRH [10] : To the best of our knowledge, CRH is regarded as relatively optimal traditional truth discovery framework in recent years, which can handle both categorical and continuous data. We also use SIF to extract semantic information of answers. Note that since the origin CRH method is not applicable to the text data, we also transform the answers to vectors, and use the distance function proposed in this paper to measure the similarities among text answers.
NN [18]:
This method develops a multi-layer neural network model to solve the truth discovery problem in social sensing without any assumption on the prior knowledge of the source-claim relational dependency distribution. It should be pointed that this method can only handle truth discovery problem with binary attributes. We use SIF vectors as representations of all answers to be fed to feed forward neural network, and assign the loss of this paper in order to make it applicable to general text data truth discovery problem.
2) EVALUATION METRICS
We returned the average score of Top-N (N is set as 10, 30, 50, 80, 100, 200 in this paper) trustworthy answers from different methods of corresponding dataset.
D. PERFORMANCE COMPARISON
The results are shown in Fig.2 and Fig.3 . As one can see, the proposed model consistently outperforms all the baseline methods including retrieval-based approach and state-of-theart truth discovery methods for all datasets. In other words, the proposed model demonstrates its great advantages on text data truth discovery. We analyzed the reasons for the superior performance of this model compared with retrieval-based approach and state-of-the-art truth discovery methods as follows:
Compared with retrieval-based approach (SIF Similarity), which ranks the answers merely based on the semantic similarity between the question and answers. However, a question itself may not cover all the semantics that should be covered in reliable answers. Therefore, retrieval-based method only discovers relevant answers rather than trustworthy answers.
Compared with state-of-the-art truth discovery method CRH, although this method aims to capture user reliability, the performance is not satisfied. It assumes the relationship between source reliability and answer credibility can be represented by simplified functions. This assumption leads to suboptimal text truth discovery results because the exact relational dependency between source and claim is often unknown a priori. In addition, representation capability of real number as source reliability is limited when there are large numbers of sources but few observations, and long-tail phenomenon makes it difficult to estimate the reliability of users.
Compared with state-of-the-art truth discovery method NN, this method fails to make full use of the structural information of the whole answers, and ignores the importance of semantic information fusion among user answers, leading a suboptimal results of truth discovery. At the same time, some outliers affect the accuracy of the method. In fact, most answers are partially correct and contain partial key factors of the correct answers. The convolution operation allows these answers to share key factors with each other, but NN fails to do this. Different from baseline methods, proposed method uses a GCN based model to learn the complex relationship and predicts the reliable answers. First, we vectorize the answer reliability, and use a component to store and update it. Compared with using real number to represent the answer reliability, vector has a higher representation capability. Second, a part of the outliers are removed before the process of truth discovery, which improves the accuracy of experimental results. Third, the filter parameters are typically shared over all answers in the graph so as to capture information of the graph structure and get semantic information from similar answers. Fourth, a two-layer neural network model is able to accurately capture the complex relationship answers rather than certain simplified functions.
E. PARAMETER SETTING
We conducted a series of experiments to analyze the effect of parameters on the results of truth discovery from text data including α, β, and learning rate. 
1) THRESHOLD α AND β
In the process of constructing graph, thresholds α and β are introduced to determine whether two answer nodes are connected, and whether a node should be reserved. We experimentally test the sensitivity of α and β. We try threshold α from 0.3 to 0.7, β from 0 to 500. Due to space limitation, we only show the results of Top-10 and Top-100 on dataset Essay 1 as Fig.4 . The results on other datasets follow the same tendency. As we can see, with the change of α and β, the general trend of the Top-N increases first and then decreases. Finally, model getts the relatively optimal results near α ∈ [0.55, 0.65], β ∈ [200, 300]. The results show that parameters α and β play a key role in the proposed model. Meanwhile, we observe that parameter α can balance the information used with answer features or structural information of the graph.
2) LEARNING RATE
We try learning rates from 0.00001 to 0.1. As is shown in Fig. 5 , we find that learning rate has limited effects on the results of the model except 0.00001. 0.001 is considered to be a relatively optimal setting of learning rate.
F. CASE STUDY 1) REMOVE OUTLIERS IN GRAPH
As is shown in Fig.6 (a) , we randomly select 100 answers to the same question from the dataset Short Answer Scoring, and construct an undirected graph G. Among these answers, the scores of 17 answers are 0, 34 answers are 1, 35 answers are 2, and 14 answers are 3. It is easy to observed that most nodes with lower degrees in the graph are scored as 0 or 1. These answers are considered untrustworthy answers, which is completely helpless for the process of truth discovery. In other words, it can be regarded as outliers and removed. Fig.6 (b) shows the undirected graph G . It can be seen that our strategy can retain most of the partial correct answers and all the top answers, and remove most of the untrustworthy answers, therefore improve the accuracy and efficiency of the truth discovery with GCN.
We really admit that there are cases that the number of the real answers is smaller than that of noisy answers, and the performance of proposed method will relatively unsatisfied in such condition. But even the number of wrong answers is large, as online users provide their answers on the platform independently, so the probability of many wrong answers or noisy answers which are similar to each other is relatively small, the degrees of such noisy nodes are still small. So, there is large probability that the truth answers will be retained, and the noisy answers will be removed in this condition.
2) REAL PROBLEM ANALYSIS
To better evidence the analysis above, we give a case study on a question in the dataset Short Answer Grading 1.0 [42] . The information of the case study is shown in Table 2 . Fig.7 (a) shows the undirected graph G constructed by proposed method. (The answers' real-valued vector representations are learned by SIF, and cosine similarity threshold α is set to 0.3). As one can see, the SIF method can effectively extract semantic information of the answers, and the similar answers are connected with each other. At the same time, the correct answers usually share the same semantic information and key factors such as ''variable'', ''location'', ''memory'', and ''stored'', but the wrong answers are different from each other, so the reliable answers in graph G ususlly have a large degree, and unreliable answers have a small degree or exist as isolated points. Fig.7 (b) shows one-layer GCN learning for truth discovery with adjacency matrix A, degree matrix D and answer vectors X of graph G. First, each node sums up all the neighboring answer vectors with itself. Every node produces a new embedding which combines the semantic information of similar answers from all users. Taking answer x 1 for example, the process of graph convolution allows it to obtain the semantic information from answers x 2 , x 3 , and x 5 . In this way, the truth answer vector will be generated from the answers which contains semantic information of neighbors. Moreover, W stores and updates the reliability of each answer based on the assumption of truth discovery, and finally finds the correct answer.
VI. CONCLUSION
Recently, truth discovery has shown its effectiveness in structured data. However, existing methods all suffer on unstructured text data, due to the semantic ambiguity of natural languages and the complexity of text answers. To tackle these challenges, in this paper, we propose a GCN based model that uses graph of answers as input and outputs the rank of answers based on the identified truth answer vector. Specifically, the model extracts semantic information of answers by SIF, and then encodes the graph structure based on the layer-wise convolution operation. At last, the complex answer relational dependency is learned by the neural network model through the training process based on the assumption of truth discovery. The results presented in this paper are critical to the area of text data truth discovery as we lay out a concrete foundation for exploring the neural network based approaches to address the truth discovery challenges in crowdsourcing applications, including but not limited to data annotation, online education, and stock prediction.
Experimental results show that the proposed method achieves the best performance compared to baselines, which is due to the fact that the proposed method can successfully capture the semantic meaning of text data and encode the structure information of the whole answers. Moreover, we show that a neural network approach can learn the complex relational dependency better than the previous truth discovery methods.
The model finds trustworthy answers based on the general principle of truth discovery. Although this assumption to be established for most scenarios, it will lose effectiveness for some complex situations such as the number of the real answers is much smaller than that of wrong answers or the number of answers to each question is not enough. As for future work, on one hand, we attempt to generate a stronger optimization formulation which can deal with more complex scenarios. On the other hand, a network with fewer parameters can be proposed to solve the semantic fusion and reliability estimation at the same time in the truth discovery process.
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