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A REMARK ON NORM INFLATION WITH GENERAL
INITIAL DATA FOR THE CUBIC NONLINEAR
SCHRO¨DINGER EQUATIONS IN NEGATIVE SOBOLEV
SPACES
TADAHIRO OH
Abstract. In this note, we consider the ill-posedness issue for the cubic
nonlinear Schro¨dinger equation. In particular, we prove norm inflation
based at every initial condition in negative Sobolev spaces below or at
the scaling critical regularity.
1. Introduction
We consider the cubic nonlinear Schro¨dinger equation (NLS):{
i∂tu−∆u± |u|
2u = 0
u|t=0 = u0,
(x, t) ∈ M× R, (1.1)
where M = Rd or Td with T = R/Z. The equation (1.1) appears in vari-
ous physical settings: nonlinear optics, fluids, plasmas, and quantum field
theory, and has been studied extensively from both theoretical and applied
points of view. See [28, 9, 29] for a general review on the subject.
Our main goal in this paper is to study the ill-posedness issue of (1.1) in
negative Sobolev spaces. We first recall the following scaling invariance for
(1.1); if u(x, t) is a solution to (1.1) on Rd, then uλ(x, t) := λ−1u(λ−1x, λ−2t)
is also a solution to (1.1) on Rd with scaled initial data. Associated to this
scaling invariance, we have the critical Sobolev regularity given by scrit :=
d
2 − 1. While there is no scaling symmetry in the periodic setting, the
heuristics provided by the scaling argument also plays an important role. It
is commonly conjectured that an evolution equation is well-posed in Hs for
s > scrit, while it is ill-posed for s < scrit. In fact, we have a good well-
posedness theory [17, 30, 10, 4, 19, 31] of (1.1) for s ≥ scrit, at least locally
in time, with the exception of the d = 1 case. See Remark 1.5 below for a
brief discussion on the situation when d = 1.
On the other hand, (1.1) is known to be ill-posed on both Rd and Td
when s < scrit. When d = 1, it is also ill-posed at the critical regularity
s = scrit = −
1
2 . More precisely, we have the following norm inflation; given
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any ε > 0, there exist a solution u to (1.1) on M and t ∈ (0, ε) such that
‖u(0)‖Hs(M) < ε and ‖u(t)‖Hs(M) > ε
−1. (1.2)
See [15, 8, 27, 21]. This is a stronger notion of ill-posedness than the failure
of continuity of the solution map at 0; given any ε > 0, there exist a solution
u to (1.1) and t ∈ (0, ε) such that
‖u(0) − u0‖Hs(M) < ε and ‖u(t)‖Hs(M) & 1,
where u0 = 0. Note that (the failure of) continuity at u0 can be discussed
for any u0 ∈ Hs(M). In a similar manner, we can discuss norm inflation
based at any u0 ∈ H
s(M). This is precisely our goal in this paper.
Theorem 1.1. Given d ∈ N, let M = Rd or Td. Suppose that s ∈ R
satisfies either (i) s ≤ −12 when d = 1 or (ii) s < 0 when d ≥ 2. Fix
u0 ∈ H
s(M). Then, given any ε > 0, there exist a global solution uε to
(1.1) on M and t ∈ (0, ε) such that
‖uε(0)− u0‖Hs(M) < ε and ‖uε(t)‖Hs(M) > ε
−1. (1.3)
When u0 = 0, Theorem 1.1 is reduced to the usual norm inflation (based
at the zero function) stated in (1.2). As a corollary to Theorem 1.1, we
obtain the following discontinuity of the solution map.
Corollary 1.2. Let (s, d) be as in Theorem 1.1. Then, for any T > 0, the
solution map Φ : u0 ∈ H
s(M) 7→ u ∈ C([−T, T ];Hs(M)) to the cubic NLS
(1.1) is discontinuous everywhere in Hs(M).
Norm inflation based at general initial data was first studied in a recent
paper by Xia [32] in the context of the nonlinear wave equations on T3. The
argument in [32] is based on the (dispersionless) ODE approach in the spirit
of Christ-Colliander-Tao [15] and Burq-Tzvetkov [6].
We prove Theorem 1.1 by a Fourier analytic approach. Recently,
Iwabuchi-Ogawa [20] developed a method for proving ill-posedness of evo-
lution equations, exploiting high-to-low energy transfer in the first Picard
iterate. This method is built upon the previous work by Bejenaru-Tao [1]
and is developed further to cope with a wider class of equations, utilizing
modulation spaces. See Kishimoto [21] for a norm inflation result on (1.1)
via this method. In the following, we implement a refinement of the argu-
ment in [20, 21] and prove Theorem 1.1.
In [20, 21], the (scaled) modulation space M2,1 and its algebra property
played an important role. In the proof of Theorem 1.1, we simply use the
Wiener algebra FL1(M) as a replacement. Given M = Rd or Td, let M̂
denote the Pontryagin dual of M, i.e.
M̂ =
{
R
d if M = Rd,
Z
d if M = Td.
(1.4)
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When M̂ = Zd, we endow it with the counting measure. We then define the
Fourier-Lebesgue space FLp(M) by the norm:
‖f‖FLp(M) =
∥∥f̂∥∥
Lp(M)
.
In particular, FL1(M) corresponds to the Wiener algebra. By the algebra
property, it is easy to see that (1.1) is analytically locally well-posed in
FL1(M).
Another key ingredient in [20, 21] is the power series expansion of a solu-
tion u to (1.1) with u|t=0 = u0:
u =
∞∑
j=0
Ξj(u0),
where Ξj(u0) denotes homogeneous multilinear terms (in u0) of degree 2j+1.
In [20, 21], Ξj was defined by a recursive relation of the form:
Ξj(u0) =
∑
j1+j2+j3=j
j1,j2,j3≥1
I[Ξj1(u0),Ξj2(u0),Ξj3(u0)], (1.5)
where I is the trilinear Duhamel integral operator defined in (2.1). Then,
nonlinear estimates were proved inductively. In the following, we instead
define Ξj directly via the power series expansion indexed by trees. This al-
lows us to establish nonlinear estimates without an induction. See Section 2.
Such a power series expansion indexed by trees is more suitable in handling
an expression such as Ξj(u0 + φ)−Ξj(φ), which is the main new ingredient
for showing norm inflation based at a general initial condition u0.
When d ≥ 3, we have scrit > 0 and thus Theorem 1.1 leaves a gap
(0, scrit).
1 In this case, one needs to exploit low-to-high energy transfer
to prove an analogue of Theorem 1.1 for s ∈ (0, scrit). By employing the
ODE approach as in [15, 27], we plan to address this issue in a forthcoming
work.
We conclude this introduction by several remarks.
Remark 1.3. We point out that Theorem 1.1 also holds on a general irra-
tional torus Tdα =
∏d
j=1(R/αjZ), αj > 0. This is due to the fact that the
proof of Theorem 1.1 does not use any fine arithmetic property of frequency
interactions. Indeed, we only use the following trivial estimate:∣∣|ξ|2 − |ξ1|2 + |ξ2|2 − |ξ3|2∣∣ . N2
for ξ = ξ1 − ξ2 + ξ3 with |ξj | . N , j = 1, 2, 3. See (3.18) below.
1In view of the mass conservation, (1.3) can not hold for s = 0. Moreover, when
scrit > 0, we do not have norm inflation at s = scrit in view of the well-posedness in the
scaling critical spaces.
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Remark 1.4. In Theorem 1.1, we only considered the cubic nonlinearity
for simplicity of the presentation. Our method is elementary and can be
applied to other power-type nonlinearities.
We can also consider norm inflation based at general initial data for the
cubic fractional NLS:
i∂tu+ (−∆
2)αu± |u|2u = 0.
In [11], Choffrut-Pocovnicu recently applied the argument in [20, 21] and
proved norm inflation (1.2) (at the zero function) for the cubic half-wave
equation (i.e. α = 12) on R and T when s < 0. By adapting the proof of
Theorem 1.1, we can extend this result in [11] to norm inflation based at
general initial data as in Theorem 1.1.
Remark 1.5. The equation (1.1) is also invariant under the Galilean sym-
metry. This symmetry preserves the L2-norm of solutions, giving rise to
another critical regularity s∞crit := 0. In particular, this critical regularity
plays an important role when d = 1. While (1.1) is globally well-posed in
L2(R) [30], it is known to be ‘mildly ill-posed’ below L2(R) in the sense of
the failure of local uniform continuity in negative Sobolev spaces [22, 13].
On T, the contrast between s ≥ 0 and s < 0 is more drastic. On the
one hand, (1.1) is globally well-posed in L2(T) [4]. On the other hand,
it is ill-posed in negative Sobolev spaces. Christ-Colliander-Tao [14] and
Molinet [25] showed discontinuity of the solution map in negative Sobolev
spaces. Moreover, Guo-Oh [18] proved non-existence of solutions for (1.1)
with initial data lying strictly in a negative Sobolev space.
As an alternative model to (1.1) in low regularity setting on Td, we have
the following Wick ordered cubic NLS:
i∂tu−∆u±
(
|u|2 − 2
´
Td
|u|2dx
)
u = 0. (1.6)
This equation is gauge equivalent to (1.1) in L2(Td), while it behaves better
than (1.1) outside L2(Td). See [26] for more discussion on this issue. By
slightly modifying the argument, Theorem 1.1 also holds for (1.6) on Td.
See Remark 3.6.
Lastly, we point out that the well-posedness issue of (1.1) on R and of
(1.6) on T in Hs for −12 < s < 0 is widely open. See [23, 16, 24, 18] for
partial results on this problem.
Remark 1.6. Given initial data below a scaling critical regularity scrit, it
is often possible to suitably randomize initial data and construct solutions
in a probabilistic manner. See [5, 6, 2, 3]. Such probabilistic well-posedness
results do not yield (deterministic) continuous dependence in Hs with s <
scrit.
2 In particular, norm inflation based at general data such as Theorem
1.1 does not contradict these probabilistic results.
It is worthwhile to note that these probabilistic constructions of solutions
yield mild continuous dependence in a smoother regularity. Given u0 ∈ H
s
2See also [7] for the notion of probabilistic continuous dependence.
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with s < scrit, the argument in [5, 6, 2, 3] allows us to randomize u0 and
construct a set Σu0 of full probability such that, given any ω ∈ Σu0 , there
exists a random solution uω of the form uω = S(t)uω0 + v
ω, where S(t)uω0 is
the linear solution with the randomized initial data uω0 and v
ω denotes the
random nonlinear part belonging to a smoother space; vω(t) ∈ Hσ for some
σ ≥ scrit. Moreover, there exists ε0 > 0 such that if a deterministic function
w0 satisfies
‖uω0 − w0‖Hσ < ε0 (1.7)
for some ω ∈ Σu0 , then there exists a solution w with w|t=0 = w0, satisfying
‖uω(t)−w(t)‖Hσ . ‖u
ω
0 − w0‖Hσ , (1.8)
for t ∈ [−Tω, Tω]. Namely, we have some kind of continuous dependence in
this probabilistic setting, but in a smoother regularity. Note that this mild
continuous dependence (1.8) does not contradict Theorem 1.1 since they are
in different regularity regimes: s < scrit ≤ σ. In particular, (1.7) is much
more restrictive than the first estimate in (1.3).
The defocusing/focusing nature of the equation does not play any role.
Hence, we assume that it is defocusing (with the + sign in (1.1)) in the
following. Moreover, in view of the time reversibility of the equation, we
only consider positive times.
2. Preliminary analysis
In this section, we first discuss the local well-posedness of (1.1) in the
Wiener algebra FL1. Then, we express solutions in power series in terms of
initial data, where the summation ranges over all finite ternary trees. We
then establish basic nonlinear estimates on the multilinear terms arising in
the power series expansion.
2.1. Power series expansion indexed by trees. We define the Duhamel
integral operator I by
I[u1, u2, u3](t) := i
ˆ t
0
S(t− t′)[u1(t
′)u2(t′)u3(t
′)]dt′, (2.1)
where S(t) = e−it∆ is the linear Schro¨dinger propagator. When all the
three arguments u1, u2, and u3 are identical, we use the following shorthand
notation:
I3[u] := I[u, u, u]. (2.2)
We say that u is a solution to (1.1) with u|t=0 = u0 if u satisfies the following
Duhamel formulation:
u(t) = S(t)u0 + I
3[u](t). (2.3)
We first state the local well-posedness of (1.1) in the Wiener algebra FL1.
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Lemma 2.1. The cubic NLS (1.1) is locally well-posed in the Wiener algebra
FL1. More precisely, given u0 ∈ FL
1, there exist T ∼ ‖u0‖
−2
FL1
> 0 and a
unique solution u ∈ C([−T, T ];FL1) satisfying (2.3).
In view of the unitarity of S(t) in FL1 and the algebra property of FL1,
Lemma 2.1 follows from a standard fixed point argument. We omit details.
Let φ ∈ FL1. Then, (the proof of) Lemma 2.1 guarantees the convergence
of the following Picard iteration scheme:
P0(φ) = S(t)φ and Pj(φ) = S(t)φ+ I
3[Pj−1(φ)], j ∈ N, (2.4)
at least for short times. It follows from (2.2) and (2.4) that Pj consists of
multilinear terms of degrees at most 3j (in φ). In the following, we discuss
a more general recursive scheme and express a solution in a power series
indexed by trees. Christ [12] implemented such a power series expansion
of solutions to the Wick ordered cubic NLS (1.6) on T in a low regularity
setting. Since we work only with smooth functions, our presentation is much
simpler.
We introduce the following notion of (ternary) trees. As in [12], our trees
refer to a particular subclass of usual trees with the following properties:
Definition 2.2. (i) Given a partially ordered set T with partial order ≤,
we say that b ∈ T with b ≤ a and b 6= a is a child of a ∈ T , if b ≤ c ≤ a
implies either c = a or c = b. If the latter condition holds, we also say that
a is the parent of b.
(ii) A tree T is a finite partially ordered set, satisfying the following prop-
erties:
• Let a1, a2, a3, a4 ∈ T . If a4 ≤ a2 ≤ a1 and a4 ≤ a3 ≤ a1, then we
have a2 ≤ a3 or a3 ≤ a2,
• A node a ∈ T is called terminal, if it has no child. A non-terminal
node a ∈ T is a node with exactly three children,
• There exists a maximal element r ∈ T (called the root node) such
that a ≤ r for all a ∈ T ,
• T consists of the disjoint union of T 0 and T ∞, where T 0 and T ∞
denote the collections of non-terminal nodes and terminal nodes,
respectively.
Note that the number |T | of nodes in a tree T is 3j+1 for some j ∈ N∪{0},
where |T 0| = j and |T ∞| = 2j + 1. Let us denote the collection of trees in
the jth generation (i.e. with j parental nodes) by T(j), i.e.
T(j) :=
{
T : T is a tree with |T | = 3j + 1
}
.
Then, we have the following exponential bound on the number #T(j) of
trees in the jth generation.
Lemma 2.3. Let T(j) be as above. Then, there exists C0 > 0 such that
#T(j) ≤ Cj0 (2.5)
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for all j ∈ N ∪ {0}.
This lemma is a basic fact about ternary trees. We present the proof for
the sake of completeness.
Proof. Clearly, we have #T(0) = #T(1) = 1. We now consider j ≥ 2. From
Definition 2.2, we have the following identity:
#T(j) =
∑
j1+j2+j3=j−1
j1,j2,j3≥0
#T(j1) ·#T(j2) ·#T(j3). (2.6)
Assume the following stronger estimate:
#T(k) ≤
Ck0
(1 + k)2
(2.7)
for all k ≤ j−1. Then, from (2.6) and (2.7) with 3max(j1+1, j2+1, j3+1) ≥
j + 1, we have
#T(j) ≤
∑
j1+j2+j3=j−1
j1,j2,j3≥0
Cj10
(1 + j1)2
Cj20
(1 + j2)2
Cj30
(1 + j3)2
≤ 32
(∑
k≥0
1
(1 + k)2
)2
·
Cj−10
(1 + j)2
≤
Cj0
(1 + j)2
, (2.8)
where the last inequality holds by choosing C0 = 3
2
(∑
k≥0
1
(1+k)2
)2
< ∞.
This proves (2.7) for k = j. By induction, (2.7) holds for all j ∈ N ∪ {0},
yielding (2.5) for all j ∈ N ∪ {0}. 
Remark 2.4. In [21], a similar counting argument is needed to control the
number of terms appearing in the recursive definition (1.5) of Ξj.
Next, we express the solution u constructed in Lemma 2.1 in a power
series indexed by trees. Fix φ ∈ FL1. Given a tree T ∈ T(j), j ∈ N ∪ {0},
we associate a multilinear3 operator (in φ) by the following rules:
• Replace a non-terminal node “ ” by the Duhamel integral operator
I defined in (2.1) with its three children as arguments u1, u2, and
u3,
• Replace a terminal node “ ” by the linear solution S(t)φ.
In the following, we denote this mapping from
⋃∞
j=0T(j) to D
′(M×[−T, T ])
by Ψφ.
For example, Ψφ maps the trivial tree “ ”, consisting only of the root node
to the linear solution S(t)φ. Namely, we have Ψφ( ) = S(t)φ. Similarly, we
3By a multilinear operator, we mean an operator which is linear or conjugate linear
with respect to each argument, i.e. linear over real numbers.
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have
Ψφ( ) = I
3[S(t)φ] (2.9)
Ψφ
( )
= I[I3[S(t)φ], S(t)φ, S(t)φ],
where I3 is as in (2.2). In view of the algebra property of FL1 along with
the continuity and unitarity of S(t), we have Ψφ(T ) ∈ C([−T, T ];FL
1) for
any tree T , provided φ ∈ FL1. Note that, if T ∈ T(j), then Ψφ(T ) is
(2j + 1)-linear in φ. Lastly, we define Ξj by
Ξj(φ) :=
∑
T ∈T(j)
Ψφ(T ). (2.10)
Now, let us extend the definition of Ψφ by adding the following rules for
another kind of terminal node “ ”:
• Replace a star-shaped terminal node “ ” by the solution u,
• Extend the definition of Ψφ to formal sums of trees by imposing
linearity.
Then, the Duhamel formulation (2.3) can be represented by
= + (2.11)
By recursively applying (2.11) and eliminating the occurrence of “ ” from
younger trees, we have
= + +
= + + +
= + + + +
= · · · = + + + + + · · · (2.12)
This iterative scheme leads, under Ψφ, to the following (formal) power series
expansion of the solution u to (1.1) with u|t=0 = φ ∈ FL
1:
u =
∞∑
j=0
Ξj(φ) =
∞∑
j=0
∑
T ∈T(j)
Ψφ(T )
= Ψφ( ) + Ψφ( ) + Ψφ
( )
+Ψφ
( )
+Ψφ
( )
+ · · · .
It is easy to see that the above power series converges (absolutely) in
C([−T, T ];FL1) and the first equality holds as long as T = T (‖φ‖FL1) ∼
‖φ‖−2
FL1
> 0 is sufficiently small. This follows from Lemma 2.5 below along
with Lemma 2.3. See also [12, Proposition 6.4.2].
Given a tree T ∈ T(j), label its terminal nodes by a1, . . . , a2j+1 (say, by
moving from left to right in the planar graphical representation of the tree).
Given functions φ1, . . . , φ2j+1 ∈ FL
1, we also define Ψ(T ;φ1, . . . , φ2j+1) by
the following rules:
• Replace a non-terminal node a ∈ T 0 by the Duhamel integral oper-
ator I with its three children as arguments u1, u2, and u3,
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• Replace terminal nodes ak ∈ T
∞ by the linear solutions S(t)φk,
k = 1, . . . , 2j + 1.
In particular, we have Ψφ(T ) = Ψ(T ;φ, . . . , φ).
2.2. Basic multilinear estimates. In this subsection, we state basic mul-
tilinear estimates on Ξj. These will be used in establishing H
s-estimates on
Ξj(u0 + φ) in Section 3.
Lemma 2.5. There exists C > 0 such that
‖Ξj(φ)(t)‖FL1 ≤ C
jtj‖φ‖2j+1
FL1
, (2.13)
‖Ξj(φ)(t)‖FL∞ ≤ C
jtj‖φ‖2j−1
FL1
‖φ‖2L2 (2.14)
for all φ ∈ FL1(M) and all j ∈ N.
Proof. Given T ∈ T(j), Ψφ(T ) contains j = |T
0| (partially) iterated time
integrations over a subset of [0, t]j . Then, from the unitarity of S(t) in FL1
and L2 and Young’s inequality, we have
‖Ψφ(T )(t)‖FL1 . t
j‖φ‖2j+1
FL1
, (2.15)
‖Ψφ(T )(t)‖FL∞ . t
j‖φ‖2j−1
FL1
‖φ‖2L2 . (2.16)
Hence, the desired estimates (2.13) and (2.14) follow from (2.15) and (2.16)
with (2.10) and Lemma 2.3. 
Lemma 2.6. There exists C > 0 such that
‖Ξj(u0 + φ)(t)− Ξj(φ)(t)‖FLp ≤ C
jtj‖u0‖FLp
(
‖u0‖
2j
FL1
+ ‖φ‖2j
FL1
)
(2.17)
for all u0 ∈ FL
p(M)∩FL1(M) with 1 ≤ p ≤ ∞, φ ∈ FL1(M), and j ∈ N.
Proof. From (2.10) and the multilinearity of Ψφ(T ) in φ, we have
Ξj(t;u0 + φ)− Ξj(φ) =
∑
T ∈T(j)
(
Ψu0+φ(T )−Ψφ(T )
)
=
∑
T ∈T(j)
∑
φ1,...,φ2j+1
Ψ(T ;φ1, . . . , φ2j+1). (2.18)
Here, the second summation in φ1, . . . , φ2j+1 takes over all possible combi-
nations of φk = u0 or φk = φ with at least one occurrence of u0. Note that
we have ∣∣∣∣ ∑
φ1,...,φ2j+1
1
∣∣∣∣ ≤ 22j+1. (2.19)
As in the proof of Lemma 2.5, given T ∈ T(j), there are j = |T 0| time
integrations in Ψ(T ;φ1, . . . , φ2j+1) over a subset of [0, t]
j . Then, from the
unitarity of S(t) in FLp and FL1 and Young’s inequality, we have
‖Ψ(T ;φ1, . . . , φ2j+1)(t)‖FLp . t
j‖φk∗‖FLp
2j+1∏
k=1
k 6=k∗
‖φk‖FL1 . (2.20)
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Then, the desired estimate (2.17) follows from (2.18), (2.19), (2.20), and
Lemma 2.3. 
3. Proof of Theorem 1.1
In this section, we present the proof of Theorem 1.1. We first reduce
Theorem 1.1 to the following proposition. Given M = Rd or Td, we use
S(M) to denote the class of Schwartz functions if M = Rd and the class of
C∞-functions if M = Td.
Proposition 3.1. Let (s, d) be as in Theorem 1.1. Fix u0 ∈ S(M). Then,
given any n ∈ N, there exist a global solution un to (1.1) and tn ∈
(
0, 1
n
)
such that
‖un(0) − u0‖Hs(M) <
1
n
and ‖un(tn)‖Hs(M) > n. (3.1)
We first prove Theorem 1.1, assuming Proposition 3.1. Given u0 ∈ H
s,
let {u0,k}k∈N ⊂ S(M) be a sequence of smooth functions converging to u0
in Hs, satisfying
‖u0,k − u0‖Hs(M) <
1
k
. (3.2)
It follows from Proposition 3.1 that, for each k ∈ N, there exists a sequence
{uk,n}n∈N of global solutions to (1.1) such that
‖uk,n(0)− u0,k‖Hs(M) <
1
n
and ‖uk,n(tn)‖Hs(M) > n (3.3)
for all n ∈ N. Now, given ε > 0, set uε = un,n for some n ≥ 2ε
−1. Then,
(1.3) follows from (3.2) and (3.3). This proves Theorem 1.1.
The remaining part of this paper is devoted to the proof of Proposition
3.1. In the following, we fix u0 ∈ S(M) and may suppress the dependence
of various constants on u0.
3.1. Multilinear estimates. In this subsection, we establish elementary,
yet important multilinear estimates in the relevant Sobolev Hs-norm. In
particular, Proposition 3.4 provides a lower bound on the trilinear term
Ξ1(φn) for appropriately chosen functions φn.
Given n ∈ N, fix N = N(n) ≫ 1 (to be chosen later). We define φn by
setting
φ̂n(ξ) = R
{
1Ne1+QA(ξ) + 12Ne1+QA(ξ)
}
, (3.4)
where QA =
[
− A2 ,
A
2
)d
, e1 = (1, 0, . . . , 0), R = R(N) ≥ 1, and A = A(N)≫
1, satisfying
RAd ≫ ‖u0‖FL1 , and A≪ N, (3.5)
are to be chosen later. Note that we have
‖φn‖Hs ∼ RA
d
2N s and ‖φn‖FL1 ∼ RA
d, (3.6)
for any s ∈ R. Lastly, set
u0,n = u0 + φn. (3.7)
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Let un be the corresponding solution to (1.1) with un|t=0 = u0,n. Lemmas
2.3 and 2.5 with (3.6) guarantee the convergence of the following power
series expansion:
un =
∞∑
j=0
Ξj(u0,n) =
∞∑
j=0
Ξj(u0 + φn), (3.8)
on [−T, T ], as long as
T . (‖u0‖FL1 +RA
d)−2 ∼ (RAd)−2,
where the last equivalence follows from (3.5). Our main goal is to show that
un satisfies (3.1) by estimating each of Ξj(u0,n) in (3.8).
We now state the nonlinear estimates. Keep in mind that implicit con-
stants in Lemmas 3.2 and 3.3 depend on (various norms of) u0.
Lemma 3.2. Let φn and u0,n be as in (3.4) and (3.7). Let s < 0. Then,
the following estimates hold:
‖u0,n − u0‖Hs . RA
d
2N s, (3.9)
‖Ξ0(u0,n)‖Hs . 1 +RA
d
2N s, (3.10)
‖Ξ1(u0,n)(t)− Ξ1(φn)(t)‖Hs . t‖u0‖L2R
2A2d. (3.11)
Proof. Noting that φn = u0,n − u0, the first two estimates (3.9) and (3.10)
follow from (3.6) and the unitarity of S(t). Since s < 0, it follows from
Lemma 2.6 (with p = 2) with (3.6) and (3.5) that
‖Ξ1(u0,n)(t)− Ξ1(φn)(t)‖Hs . t‖u0‖L2
(
‖u0‖
2
FL1 + ‖φn‖
2
FL1
)
. t‖u0‖L2(1 +R
2A2d)
. t‖u0‖L2R
2A2d.
This proves (3.11). 
Lemma 3.3. Let φn and u0,n be as in (3.4) and (3.7). Let s < 0. Then,
there exists C > 0 such that
‖Ξj(u0,n)(t)‖Hs ≤ C
jtj(RAd)2j
{
Rf(A) + ‖u0‖L2
}
(3.12)
for any j ∈ N, where f(A) is given by
f(A) =

1, if s < −d2 ,
(logA)
1
2 , if s = −d2 ,
A
d
2
+s if s > −d2 .
(3.13)
Proof. From (3.4), we see that supp φ̂n consists of two disjoint cubes of
volume ∼ Ad. Given T ∈ T(j), Ψφ(T ) is basically a (2j + 1)-fold product
of S(t)φ and its complex conjugate under some integral operator in time.
12 TADAHIRO OH
Hence, the spatial support of F [Ψφ(T )] consists of (at most) 2
2j+1 cubes of
volume ∼ Ad. Then, from (2.10) and Lemma 2.3, we have∣∣ suppF [Ξj(φn)]∣∣ ≤ CjAd ≤ c|CjQA|
for some c, C > 0. Since s < 0, 〈ξ〉s is a decreasing function in |ξ|. Hence,
we obtain
‖〈ξ〉s‖L2
ξ
(suppF [Ξj(φn)])
≤ ‖〈ξ〉s‖L2
ξ
(cCjQA)
.

1, if s < −d2 ,
Cj(logA)
1
2 , if s = −d2 ,
CjA
d
2
+s if s > −d2 .
(3.14)
By Lemma 2.5 with (3.6) and (3.14), we have
‖Ξj(φn)(t)‖Hs ≤ ‖〈ξ〉
s‖L2
ξ
(suppF [Ξj(φn)])‖Ξj(φn)(t)‖FL∞
≤ Cjtj(RAd)2jRf(A).
On the other hand, by Lemma 2.6 with (3.6) and (3.5), we have
‖Ξj(u0 + φn)(t)− Ξj(φn)(t)‖Hs ≤ ‖Ξj(u0 + φn)(t)− Ξj(φn)(t)‖L2
≤ Cjtj‖u0‖L2
(
‖u0‖
2j
FL1
+ ‖φn‖
2j
FL1
)
. Cjtj‖u0‖L2(RA
d)2j . (3.15)
Therefore, (3.12) follows from (3.14) and (3.15). 
Next, we state a crucial proposition, establishing a lower bound on Ξ1(φn).
This proposition played an important role in establishing the norm inflation
at the zero initial condition in [21] and will also play an important role in
establishing norm inflation based at general initial data. The proof in [21]
exploits the high-to-low energy transfer mechanism in Ξ1(φn). We include
the proof for readers’ convenience.
Proposition 3.4. Let φn be as in (3.4) and s < 0. Then, for 0 < t≪ N
−2,
we have
‖Ξ1(φn)(t)‖Hs & tR
3A2d · f(A), (3.16)
where f(A) is the function defined in (3.13).
First, recall the following simple lemma on the convolution of character-
istic functions of cubes.
Lemma 3.5. Let d ≥ 1. Then, there exists cd such that
1a+QA ∗ 1b+QA(ξ) ≥ cdA
d1a+b+QA(ξ)
for all a, b, ξ ∈ M̂ and A ≥ 1. Here, M̂ denotes the Pontryagin dual of M
defined in (1.4).
We now present the proof of Proposition 3.4.
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Proof of Proposition 3.4. From (2.10) with (2.9), we have
Ξ1(φn)(t) = i
ˆ t
0
S(t− t′)[S(t′)φnS(t′)φnS(t
′)φn]dt
′.
Taking the Fourier transform, we have
F
[
Ξ1(φn)(t)
]
(ξ) = iei|ξ|
2t
ˆ
ξ=ξ1−ξ2+ξ3
ˆ t
0
e−it
′(|ξ|2−|ξ1|2+|ξ2|2−|ξ3|2)dt′
φ̂n(ξ1)φ̂n(ξ2)φ̂n(ξ3)dξ1dξ2. (3.17)
From (3.4), we have |ξj | . N for ξj ∈ supp φ̂n. Then, with ξ = ξ1 − ξ2 + ξ3,
we have
|t′(|ξ|2 − |ξ1|
2 + |ξ2|
2 − |ξ3|
2)| ≪ 1 (3.18)
for 0 < t′ ≪ N−2. Under the same condition, we have
Re
ˆ t
0
e−it
′(|ξ|2−|ξ1|2+|ξ2|2−|ξ3|2)dt′ ≥
1
2
t. (3.19)
Hence, it follows from (3.17), (3.19), and Lemma 3.5 with (3.4) that
|F
[
Ξ1(φn)(t)
]
(ξ)| & tR3A2d · 1QA(ξ). (3.20)
Lastly, noting that ‖〈ξ〉s‖L2
ξ
(QA)
∼ f(A), we obtain (3.16). 
3.2. Proof of Proposition 3.1. In this subsection, we prove Proposition
3.1. We claim that it suffices to show that, given n ∈ N, the following
properties hold:
(i) RA
d
2N s ≪ 1
n
,
(ii) TR2A2d ≪ 1,
(iii) TR3A2d · f(A)≫ n,
(iv) TR3A2d · f(A)≫ T 2R5A4d · f(A),
(v) T ≪ N−2,
(vi) (3.5) and Rf(A)≫ ‖u0‖L2
for some A,R, T , and N , depending on n. Here, f(A) is as in (3.13). As
before, implicit constants may depend on (fixed) u0 ∈ S(M).
We first show how these conditions (i)-(v) imply Proposition 3.1. The first
condition (i) together with Lemma 3.2 verifies the first estimate in (3.1).
From (3.6) and (3.7) with (3.5), we have
‖u0,n‖FL1 ∼ RA
d.
Then, the second condition (ii) with Lemma 2.1 guarantees local existence of
the solution un on [−T, T ] with un|t=0 = u0,n and Lemmas 2.3 and 2.5 yield
the convergence of the power series expansion (3.8) in C([−T, T ];FL1).
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Assuming the second condition (ii) and (vi), Lemma 3.3 yields∥∥∥∥ ∞∑
j=2
Ξj(u0,n)(T )
∥∥∥∥
Hs
. T 2R4A4d
{
Rf(A) + ‖u0‖L2
}
∼ T 2R5A4d · f(A). (3.21)
Then, assuming the conditions (ii), (iii), (iv), (v), and (vi), it follows from
Lemma 3.2, Proposition 3.4, and (3.21) with the power series (3.8) and (3.5)
that
‖un(T )‖Hs ≥ ‖Ξ1(φn)(T )‖Hs − ‖Ξ0(u0,n)‖Hs
− ‖Ξ1(u0,n)(T )− Ξ1(φn)(T )‖Hs −
∥∥∥∥ ∞∑
j=2
Ξj(u0,n)(T )
∥∥∥∥
Hs
& TR3A2d · f(A)− (1 +RA
d
2N s)
− TR2A2d‖u0‖L2 − T
2R5A4d · f(A)
∼ TR3A2d · f(A)≫ n.
This verifies the second estimate in (3.1) at time tn := T . Lastly, by choosing
N = N(n) sufficiently large, the condition (v) guarantees that tn ∈ (0,
1
n
).
This completes the proof of Proposition 3.1.
Therefore, it remains to verify the conditions (i)-(vi). We divide the
argument into the following three cases: (1) s < −d2 , (2) s = −
d
2 , and (3)
−d2 < s < 0. Note that the last case is relevant only for d ≥ 2. Given n ∈ N,
we first choose appropriate A,R, and T in terms of N . Then, we choose
N = N(n) ≫ 1 so that all the conditions (i)-(vi) are satisfied. Note that
the condition (iv) in fact follows from the condition (ii), and thus we only
verify the condition (i), (ii), (iii), (v), and (vi) in the following.
• Case 1: s < −d2 . In this case, we set
A = N
1
d
(1−δ), R = N2δ, and T = N−2−3δ , (3.22)
where δ > 0 is sufficiently small such that s < −12 −
3
2δ. The conditions (v)
and (vi) are trivially satisfied for N ≫ 1. By choosing N = N(n) sufficiently
large, we have
RA
d
2N s = N s+
1
2
+ 3
2
δ ≪ 1
n
,
TR2A2d = N−δ ≪ 1,
TR3A2d = N δ ≫ n,
verifying the conditions (i), (ii), and (iii), respectively.
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• Case 2: s = −d2 . In this case, we set
A =
N
1
d
(logN)
1
16d
, R = 1, and T =
1
N2(logN)
1
8
. (3.23)
As before, the conditions (v) and (vi) are trivially satisfied for N ≫ 1. By
choosing N = N(n) sufficiently large, we have
RA
d
2N−
d
2 = N
1
2
(1−d)(logN)−
1
32 ≪ 1
n
,
TR2A2d = (logN)−
1
4 ≪ 1,
TR3A2d(logA)
1
2 ∼ (logN)−
1
4
(
logN − 116 log logN
) 1
2 ∼ (logN)
1
4 ≫ n,
verifying the conditions (i), (ii), and (iii), respectively.
• Case 3: −d2 < s < 0. Recall that this case is relevant only for d ≥ 2.
We set
A = N
2
d
−δ, R = N−1−s+
d
2
δ−θ, and T = N−2+2s+dδ+θ, (3.24)
where δ ≫ θ > 0 are sufficiently small such that
−2s > dδ + θ and − sδ > 2θ. (3.25)
It follows from (3.24) and (3.25) that the conditions (v) and (vi) are satisfied
for N ≫ 1. Moreover, by choosing N = N(n) sufficiently large, we have
RA
d
2N s = N−θ ≪ 1
n
,
TR2A2d = N−θ ≪ 1,
TR3A2d · A
d
2
+s = N (
−d+2
d
)s−2θ−sδ ≥ N−2θ−sδ ≫ n,
verifying the conditions (i), (ii), and (iii), respectively.
Remark 3.6. In the following, we briefly discuss necessary modifications in
proving Theorem 1.1 for the Wick ordered NLS (1.6) on Td. We first define
the Duhamel integral operator I˜ adapted to the renormalized nonlinearity
in (1.6) by setting
I˜[u1, u2, u3](t) = i
ˆ t
0
S(t− t′)N [u1(t
′), u2(t
′), u3(t
′)]dt′,
where N is a trilinear operator given by
F
(
N [f1, f2, f3]
)
(ξ) =
∑
ξ=ξ1−ξ2+ξ3
ξ 6=ξ1,ξ3
f̂1(ξ1)f̂2(ξ2)f̂3(ξ3)
− f̂1(ξ)f̂2(ξ)f̂3(ξ). (3.26)
Then, one can go through Section 2 by replacing I with I˜. In particular,
Lemmas 2.5 and 2.6 hold with I˜ in place of I. This essentially follows from
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the following simple observation:∣∣F(N [f1, f2, f3])(ξ)∣∣ ≤ ∑
ξ=ξ1−ξ2+ξ3
|f̂1(ξ1)||f̂2(ξ2)||f̂3(ξ3)|.
As a consequence, Lemmas 3.2 and 3.3 also hold with I˜ in place of I.
Lastly, let us consider Proposition 3.4 in this case. Let φn be as in (3.4),
where R = R(N) and A = A(N) are as in (3.22), (3.23), or (3.24) with
N ≫ 1. In particular, we have 1 ≪ A ≪ N . Then, it follows from (3.26)
and (3.4) that
F
(
N [φn, φn, φn]
)
(ξ) =
∑
ξ=ξ1−ξ2+ξ3
φ̂n(ξ1)φ̂n(ξ2)φ̂n(ξ3) = F
(
|φn|
2φn
)
(ξ)
for ξ ∈ QA. Hence, (3.20) holds. As a result, Proposition 3.4 also holds for
I˜. The discussion in Subsection 3.2 holds without any change.
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