Irrational Linear Forms in Prime Variables  by Parsell, Scott T.
Journal of Number Theory 97, 144–156 (2002)
doi:10.1006/jnth.2002.2807
1
002
# 2
AllIrrational Linear Forms in PrimeVariables
Scott T. Parsell1
Department of Mathematics, The Pennsylvania State University, McAllister Building,
University Park, Pennsylvania, 16802
E-mail: parsell@alum.mit.edu
Communicated by R.C. Vaughan
Received October 9, 2001
We apply a recent reﬁnement of the Hardy–Littlewood method to obtain an
asymptotic lower bound for the number of solutions of a linear diophantine
inequality in three prime variables. Using the same ideas, we are able to show that a
linear form in two primes closely approximates almost all real numbers lying in a
suitably discrete set. # 2002 Elsevier Science (USA)
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Hardy–Littlewood method.1. INTRODUCTION
Suppose that F is a form with real coefﬁcients, not all in rational ratio.
When F is diagonal and indeﬁnite, a version of the Hardy–Littlewood
method developed by Davenport and Heilbronn [6] allows one to
demonstrate that the values of F at integral points are dense in the real
line, provided that the number of variables is sufﬁciently large in terms of
the degree. A quite different method of Margulis [9] in fact establishes such a
conclusion for arbitrary indeﬁnite quadratic forms in three variables, and
work of Schmidt [12] allows one to consider non-diagonal forms of odd
degree. The Davenport–Heilbronn method seeks to exploit the irrationality
of F to show that the relevant product of exponential sums has its only
substantial peak near the origin, and one typically achieves this by
restricting the main parameter to a sequence determined by the denomi-
nators occurring in the continued fraction expansion of one of the coefﬁcient
ratios. While this approach is often sufﬁcient to demonstrate that there are
inﬁnitely many solutions x to an inequality of the shape jFðxÞ  mjoZ; one
drawback is that it does not yield the expected estimate for the number of
solutions lying in a box unless the box size happens to coincide with an
element of the sequence mentioned above. In particular, the method doesSupported by a National Science Foundation Postdoctoral Fellowship (DMS-0102068).
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IRRATIONAL LINEAR FORMS IN PRIME VARIABLES 145not give estimates that are valid for all sufﬁciently large boxes, as one
normally desires.
When the form F is deﬁnite, its values will not be dense, but one may
instead hope to establish that the gaps between its values tend to zero near
inﬁnity. The type of strategy described above, however, would yield at best
the conclusion that there exist arbitrarily small gaps between values. To
recover control of the limiting process, one often imposes a hypothesis that
certain coefﬁcient ratios are algebraic (or badly approximable). Then,
without restricting the parameter governing the box size, one can show that
abnormally large exponential sums would lead to rational approximations
that are incompatible with such a hypothesis, except possibly on a set of
very small measure. This restriction to algebraic coefﬁcients, while
undesirable, has in fact been imposed in a number of papers dealing not
only with the topic at hand [4, 7] but also with systems of diophantine
inequalities [3, 5, 11].
A recent innovation of Bentkus and Go¨tze [2] provides a remedy for both
types of defects mentioned above. One of the main results of [2] deals with
gaps between values of positive-deﬁnite quadratic forms, and further
development of these ideas by Freeman [8] yields asymptotic estimates for
the number of solutions of inequalities involving indeﬁnite forms. We seek
here to apply this new method to provide similar conclusions concerning the
values of irrational linear forms at prime arguments. As with the
conventional version of Goldbach’s problem, one can make interesting
statements about both binary and ternary forms.
Our ﬁrst result deals with indeﬁnite forms in three primes. Let NðX ; ZÞ
denote the number of solutions of the inequality
jl1p1 þ l2p2 þ l3p3  mjoZ ð1Þ
in primes p1; p2; p3 not exceeding X : The following theorem provides the
expected lower bound for NðX ; ZÞ:
Theorem 1. Suppose that l1; l2; and l3 are non-zero real numbers, not
all of the same sign, and not all in rational ratio. Then given any Z > 0 and
m 2 R; there is a number X0 ¼ X0ðk; m; ZÞ such that for X5X0 one has
NðX ; ZÞ  ZX 2ðlog X Þ3;
where the implicit constant depends at most on k:
We mention that Vaughan [13] has already shown that there are inﬁnitely
many solutions to (1), and in fact it is a simple matter to obtain such a result
with Z replaced by a negative power of log X ; where X ¼ maxðp1; p2; p3Þ:
Vaughan’s paper in fact demonstrates using zero-density estimates and a
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function X1=10ðlog X Þ20: Results of this type are not obtainable by the
Bentkus–Go¨tze–Freeman method, and it has been pointed out by A. Baker
(see [14, Exercise 11.4]) that such improvements are in fact impossible in the
situation of Theorem 1. That is, for any explicit function ZðXÞ tending to 0;
there are choices of the li; and arbitrarily large X ; for which inequality (1)
becomes insoluble when Z is replaced by ZðXÞ: Thus, one is forced to choose
between a result that quantiﬁes the rate of decay and one that captures the
asymptotic density of solutions.
We now formulate a statement concerning positive binary forms in two
primes. Given a set of positive real numbers Z; we say thatZ is Z-spaced if
every two distinct elements ofZ differ by at least Z:Write EðX ;Z; ZÞ for the
set of all z 2Z \ ½1;X  for which the inequality
jl1p1 þ l2p2  zjoZ ð2Þ
has no solution in primes p1; p2; and let EðX ; ZÞ denote the supremum of
jEðX ;Z; ZÞj over all Z-spaced setsZ: The following result may be viewed as
an approximation to the conjecture that the gaps between the values of
l1p1 þ l2p2 tend to zero near inﬁnity.
Theorem 2. Suppose that l1 and l2 are positive real numbers with l1=l2
irrational, and fix e > 0: Then there is a function FðXÞ; depending at most on k
and e; such that FðXÞ ¼ oðX Þ as X !1 and
EðX ; ZÞ4Z2e FðX Þ
for every Z with 0oZo1:
In fact, if Rðz; ZÞ denotes the number of solutions of (2), then our methods
may be adapted to give the expected lower bound Rðz; ZÞ  Zzðlog zÞ2 for
almost all z in a given Z-spaced set. The conclusion of Theorem 2 should be
compared with the superior bound of Z2X 2=3þe obtained by Bru¨dern et al.
[4] in the special case where l1=l2 is algebraic. In that case, one can
potentially obtain non-trivial information when Z is nearly as small as
X1=3; since the cardinality of Z \ ½1;X  may then be nearly as large
as X 4=3: In the more general situation of Theorem 2, however, Z must be
taken somewhat larger than FðXÞ=X ; and we have no information about
the rate at which this function approaches zero.
We recall for comparison that Montgomery and Vaughan [10] have
obtained a bound of the form X 1d for the exceptional set in the binary
Goldbach problem, and that this bound improves to X 1=2þe under the
Generalized Riemann Hypothesis (GRH). Furthermore, it is noted in [4]
that the bound in the algebraic case of Theorem 2 can be replaced by
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that GRH would have no consequences so far as the general version of
Theorem 2 is concerned. The weakness of our bound therefore appears to
result mainly from issues in diophantine approximation rather than from
poor information about primes in arithmetic progressions.
In light of the prime number theorem, it is convenient to consider the
weighted exponential sum
f ðaÞ ¼ f ða; XÞ ¼
X
p4X
eðapÞ log p: ð3Þ
Our success depends primarily on being able to establish a non-trivial
estimate for the product f ðl1aÞf ðl2aÞ when l1=l2 is irrational and a lies in
the region away from the origin but bounded above by a carefully deﬁned
function tending (perhaps very slowly) to inﬁnity. Section 2 is devoted to
establishing such a result and also to providing suitable estimates for f ðaÞ in
mean value. The proofs of Theorems 1 and 2 then follow with little difﬁculty
in Sections 3 and 4, respectively.
2. ESTIMATES FOR THE EXPONENTIAL SUM OVER PRIMES
We start with a lemma expressing the general philosophy that large
exponential sums yield good rational approximations to the coefﬁcients.
Lemma 1. Suppose that j f ðaÞj5X=A; where A4log X : Then there exist
coprime integers q and a satisfying
q  A2 and jqa aj  A2X1:
Proof. We may clearly suppose that a 2 ½0; 1Þ; for then the result extends
to all real a by periodicity after adding a suitable multiple of q to a: Deﬁne a
set of major arcs M to be the union of the intervals
Mðq; aÞ ¼ fa 2 ½0; 1Þ : jqa aj4LX1g ð4Þ
with ðq; aÞ ¼ 1 and 04a4q4L; where L ¼ ðlog XÞB and B is a sufﬁciently
large constant. By Theorem 3.1 of Vaughan [14], one has
f ðaÞ  ðlog XÞ4ðXq1=2 þ X 4=5 þ X 1=2q1=2Þ ð5Þ
whenever jqa aj4q1 and ðq; aÞ ¼ 1: If aeM; then we may use Dirichlet’s
Theorem to obtain coprime integers q and a satisfying
Loq4XL1 and jqa aj4LX1;
SCOTT T. PARSELL148so on taking B512; we see from (5) that
f ðaÞ  Xðlog XÞ2: ð6Þ
Now suppose instead that a 2 Mðq; aÞ  M: Then it follows easily from [14,
Lemma 3.1] that
f ðaÞ ¼ mðqÞ
fðqÞvða a=qÞ þ OðX expðC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log X
p
ÞÞ ð7Þ
for some constant C; where
vðbÞ ¼
Z X
1
eðbuÞ du: ð8Þ
The bound
vðbÞ  Xð1þ jbjX Þ1 ð9Þ
is immediate, and we also recall that
fðqÞ5q
Y
p4q
1 1
p
 
 q
log 2q
;
by Mertens’ theorem. Therefore, one has
f ðaÞ  X log 2q
qþ jqa ajX ð10Þ
whenever a 2 Mðq; aÞ  M; since the expression on the right-hand side of
(10) then dominates the error term in (7). On combining (6) and (10), we ﬁnd
that for any a 2 ½0; 1Þ; there exist coprime integers q and a for which
f ðaÞ  Xðlog XÞ2 þ
X log 2q
qþ jqa ajX :
Thus if j f ðaÞj5X=A; where A4log X ; we see that
A1  log 2q
qþ jqa ajX :
It follows immediately that q  A1þe and hence also that jqa aj 
A1þeX1 for any e > 0: ]
We note that a version of Lemma 1, with an additional power of log X in
the two bounds, would follow directly from (5) without incorporating major
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purposes, as the proof of the following lemma exploits the case where A is a
constant, and the result that q is then also bounded by a constant is crucial
to the argument.
Lemma 2. Suppose that B and T are fixed positive numbers, and write
IðXÞ for the interval ½LX1;T ; where L ¼ ðlog XÞB: Then whenever l1=l2 is
an irrational number, one has
lim
X!1
sup
jaj2IðX Þ
j f ðl1aÞf ðl2aÞj
X 2
¼ 0:
Proof. If the statement is false, then we can ﬁnd e > 0 and sequences of
real numbers fXng and fang; with Xn !1 and janj 2 IðXnÞ; such that
j f ðlian; XnÞj5eXn ði ¼ 1; 2Þ
for each n: Thus by applying Lemma 1 with A ¼ 1=e; we obtain a sequence
of integral 4-tuples ðq1n; a1n; q2n; a2nÞ with
ðqin; ainÞ ¼ 1; qin  1; and jqinlian  ainj  X1n ði ¼ 1; 2Þ; ð11Þ
where the implicit constants of course depend on e: It follows that there
are only ﬁnitely many distinct choices, depending on e; T ; l1 and l2; for the
4-tuple ðq1n; a1n; q2n; a2nÞ; and hence there is a 4-tuple ðq1; a1; q2; a2Þ that
occurs for inﬁnitely many n: Moreover, since each an lies in the compact
interval ½T ;T ; there is a subsequence S of these latter n along which an
converges to a limit, say a0: If a0 ¼ 0; then for sufﬁciently large n we have
janj4ð2q1jl1jÞ1 and hence (11) implies that a1 ¼ 0: But then an  X1n for
large n; which is impossible since janj 2 IðXnÞ: Hence we must have a0a0;
so on letting n !1 through S; we see from (11) that
qilia0 ¼ ai ði ¼ 1; 2Þ;
and thus l1=l2 ¼ a1q2=ða2q1Þ; contradicting the hypothesis that l1=l2 is
irrational. ]
Before proceeding to the proofs of our theorems, we record an optimal
mean value estimate for f ðaÞ:
Lemma 3. Whenever s > 2; one has
Z 1
0
j f ðaÞjs da X s1:
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has
Z 1
0
j f ðaÞj2 da X log X : ð12Þ
We now consider a Hardy–Littlewood dissection as in the proof of
Lemma 1. Deﬁne M as in (4), and put m ¼ ½0; 1Þ=M: Write s ¼ 2þ d;
where d > 0; and set B ¼ 4=dþ 8: Then by (5) and the argument leading
to (6), one has
sup
a2m
j f ðaÞj  Xðlog XÞ2=d;
which in combination with (12) gives
Z
m
j f ðaÞjs da sup
a2m
j f ðaÞj
 dZ 1
0
j f ðaÞj2 da X s1ðlog XÞ1:
Moreover, by (10), one has
Z
M
j f ðaÞjs da X s
X
q4L
ðlog 2qÞsq1s
Z 1
0
db
ð1þ bX Þs  X
s1;
and the lemma follows. ]
Of course, it is immediate from (12) that the mean value considered in
Lemma 3 is bounded by X s1 log X ; but such a result does not sufﬁce in our
situation because of the lack of quantitative information available in
Lemma 2.
3. INDEFINITE TERNARY FORMS
Given the estimates of the previous section, the proof of Theorem 1 is
essentially a routine exercise. Before starting the analysis, we make some
simplifying reductions. First of all, by relabeling variables, we may clearly
suppose that l1=l2 is irrational. If l1=l2 > 0; then both l1=l3 and l2=l3
must be negative, and at least one of these must be irrational. Thus by
further relabeling, we may suppose that l1=l2 is irrational and negative.
Additionally, we may replace each li by li and m by m if necessary to
ensure that l3 > 0; and we may suppose after possibly one more switch that
l1 > 0 and l2o0: Finally, after dividing both sides of (1) by minðl1; jl2j; l3Þ;
we may assume that for each i one has jlij51:
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We adopt the notation fiðaÞ ¼ f ðliaÞ; where f ðaÞ is as in (3), and we
introduce the kernel
KðaÞ ¼ Kða; ZÞ ¼ sin pZa
pa
 2
: ð13Þ
A simple calculation (see for example [1, Lemma 14.1]) reveals that
KˆðtÞ ¼
Z 1
1
KðaÞeðatÞ da ¼ maxð0; Z jtjÞ; ð14Þ
and we note also the obvious bound
KðaÞ  minðZ2; jaj2Þ: ð15Þ
When B  R; we deﬁne the integral
IBðX ; ZÞ ¼
Z
B
f1ðaÞf2ðaÞf3ðaÞeðamÞKðaÞ da:
Then in view of (14) we have
IRðX ; ZÞ ¼
X
p1;p2;p34X
Kˆðl1p1 þ l2p2 þ l3p3  mÞ log p1 log p2 log p3
4Zðlog XÞ3NðX ; ZÞ:
In order to prove Theorem 1, it therefore sufﬁces to establish the estimate
IRðX ; ZÞ  Z2X 2; ð16Þ
where the implicit constant depends at most on k:
Write L ¼ ðlog XÞB; and deﬁne the major arc to be the interval
M ¼ fa: jaj4LX1g: ð17Þ
We ﬁrst obtain a lower bound for IMðX ; ZÞ: When a 2 M; one has by (7)
that
f ðaÞ ¼ vðaÞ þOðX expðC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log X
p
ÞÞ;
where vðaÞ is as in (8). Let us write viðaÞ ¼ vðliaÞ: Since measðMÞ  LX1;
it follows easily that
IMðX ; ZÞ ¼
Z
M
v1ðaÞv2ðaÞv3ðaÞeðamÞKðaÞ daþ OðX 2 expðC1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log X
p
ÞÞ:
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IMðX ; ZÞ ¼ JðX ; ZÞ þ OðX 2ðlog X Þ2BÞ;
where
JðX ; ZÞ ¼
Z 1
1
Z
½1;X 3
eððl1u1 þ l2u2 þ l3u3  mÞaÞKðaÞ du da:
Now on interchanging the order of integration, we see that
JðX ; ZÞ ¼
Z
½1;X 3
Kˆðl1u1 þ l2u2 þ l3u3  mÞ du: ð18Þ
Let U denote the set of ðu1; u2Þ for which
X=24l1u142X=3 and X=44jl2ju24X=3:
If X is taken large enough so that jmj4X=12; then for any ðu1; u2Þ 2 U ;
we have X=124l1u1 þ l2u2  m4X=2: Hence for each point in U there is
an interval Vðu1; u2Þ for u3; of length Z=l3 and contained in ½1;X ; on which
the integrand in (18) is at least Z=2: It follows that JðX ; ZÞ  Z2X 2 and
therefore
IMðX ; ZÞ  Z2X 2: ð19Þ
We divide the remaining region into minor and trivial arcs as follows. In
view of Lemma 2, we can ﬁnd a non-decreasing sequence of positive
numbers Xm; tending to inﬁnity, such that
sup
LX14jaj4m
j f1ðaÞf2ðaÞj4m1X 2;
whenever X > Xm: Now deﬁne the function TðX Þ by taking TðX Þ ¼ m
when XmoX4Xmþ1; and write
m ¼ fa : LX1ojaj4TðX Þg
and
t ¼ fa : jaj > TðXÞg:
We seek to demonstrate that the contribution from each of these regions is
oðX 2Þ: First of all, we have by (15) and the trivial inequality xyz4x3 þ
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ItðX ; ZÞ 
X
n>TðXÞ
n2
Z n
n1
j fiðaÞj3 da
for some index i: Thus, after a change of variable, it follows from Lemma 3
and periodicity that
ItðX ; ZÞ  X
2
TðXÞ; ð20Þ
and this bound is indeed oðX 2Þ since TðX Þ ! 1: For the minor arcs, the
trivial inequality x3y3z44x10 þ y10 þ z10 yields
ImðX ; ZÞ  sup
a2m
j f1ðaÞf2ðaÞj1=4
Z
m
j fiðaÞj5=2KðaÞ da
for some index i: But by construction we have
sup
a2m
j f1ðaÞf2ðaÞj ¼ oðX 2Þ;
so on making a change of variable and applying Lemma 3 and (15) as in the
treatment of t; we ﬁnd that
ImðX ; ZÞ ¼ oðX 2Þ: ð21Þ
Theorem 1 now follows immediately on collecting (19)–(21).
4. POSITIVE DEFINITE BINARY FORMS
The analytic set-up used to establish Theorem 2 is slightly different from
that of the previous section, but the analysis itself requires essentially the
same techniques. Let Z 2 ð0; 1Þ; let Z be an Z-spaced set of real numbers,
and write Rðz; ZÞ for the number of solutions of inequality (2) in primes p1
and p2: We may again suppose after suitable rescaling that l151 and l251;
since the set cZ is obviously cZ-spaced. Let X be a positive real number,
sufﬁciently large in terms of k; and deﬁne the set
En ¼ EnðX ;Z; ZÞ ¼ fz 2 ðX=2;X  \Z: Rðz; ZÞ ¼ 0g:
We introduce the exponential sum
HðaÞ ¼
X
z2En
eðazÞ;
SCOTT T. PARSELL154and let KðaÞ be as in (13). As in Section 3, it follows from (14) that the
integral
Z 1
1
f1ðaÞf2ðaÞeðazÞKðaÞ da
is zero unless inequality (2) has a solution. We therefore have
Z 1
1
f1ðaÞf2ðaÞHðaÞKðaÞ da ¼ 0; ð22Þ
and this relation provides the starting point for our analysis.
We use the exact same deﬁnitions of M; m; and t as in Section 3 to analyze
the various contributions to this integral. We shall also ﬁnd it convenient to
write mn ¼ m [ t: By following the analysis of the previous section, one sees
immediately that
Z
M
f1ðaÞf2ðaÞHðaÞKðaÞ da ¼
X
z2En
ðJðz; X ; ZÞ þ OðXðlog XÞBÞÞ;
where
Jðz; X ; ZÞ ¼
Z X
1
Z X
1
Kˆðl1u1 þ l2u2  zÞ du1 du2:
Whenever z 2 ðX=2;X  and l1u 2 ½z=4; z=2; there is a corresponding
interval of length Z=l2 for u2; contained in ½1;X ; on which the integrand
above is at least Z=2: Hence Jðz; X ; ZÞ  Z2z; and
Z
M
f1ðaÞf2ðaÞHðaÞKðaÞ da Z2XY ;
where we have written Y ¼ cardðEnÞ: By (22) and the Cauchy–Schwarz
inequality, we may conclude that
Z2XY 
Z
mn
f1ðaÞf2ðaÞHðaÞKðaÞ da

 J1=21 J1=22 ; ð23Þ
where
J1 ¼
Z
mn
j f1ðaÞf2ðaÞj2KðaÞ da
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J2 ¼
Z 1
1
jHðaÞj2KðaÞ da:
Now ﬁx e 2 ð0; 1Þ: By (15), we have KðaÞ  Z1ea1e; so on considering
separately the sets m and t and making use of Lemmas 2 and 3 as in the
argument at the end of Section 3, we ﬁnd that
Z1þeJ1 ¼ oðX 3Þ; ð24Þ
where the implicit function depends at most on e and k:Moreover, in view of
the spacing condition on Z; we have by (14) that
J2 ¼
X
z1;z22En
Kˆðz1  z2Þ ¼ ZY :
Substituting this into (23) gives
Z2XY  ðJ1ZYÞ1=2;
and thus (24) yields
Z2þeY  Z1þeJ1X2 ¼ oðX Þ:
The bound for EðX ; ZÞ claimed in Theorem 2 now follows by summing over
dyadic intervals.
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