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Zusammenfassung
Die Arbeit untersucht die theoretischen Grundlagen zweier exakter Verfahren (Vollwel-
lenverfahren) fu¨r den rechnergestu¨tzten elektromagnetischen Entwurf konformer Grup-
penantennen und berechnet darauf aufbauend einige typische Anordnungen von Anten-
nenelementen auf gekru¨mmten Fla¨chen.
Vor dem Hintergrund der zur Verfu¨gung stehenden elektromagnetischen Modellierungs-
verfahren werden die konformen Gruppenantennen in zwei Klassen unterteilt. Als Un-
terscheidungsmerkmal dient dabei die Verfu¨gbarkeit von analytischen modalen Lo¨sungen
des elektromagnetischen Randwertproblems, welches durch die geometrische Form der
Tra¨gerstruktur gegeben ist. Existiert eine solche analytische Lo¨sung, so ist es mo¨glich,
ein numerisch sehr effizientes teilanalytisches Verfahren zu entwerfen. Im anderen Fall
muß eine allgemeine vollnumerische Methode herangezogen werden, die keine Annahmen
bezu¨glich der Form der Tra¨gerstruktur macht. Dementsprechend behandelt die Arbeit
zwei verschiedene Methoden.
Der erste Teil der Arbeit bescha¨ftigt sich mit einem Verfahren fu¨r Sektorgruppen von
wellenleitergespeisten Aperturstrahlern auf metallischen Kreiszylindern. Konzentrische
Schichten homogener Materialien ko¨nnen sowohl außerhalb des Metallzylinders, als auch
innerhalb der speisenden Wellenleiter angeordnet sein. Das Modellierungsverfahren be-
ruht auf der Aufstellung von verallgemeinerten Streumatrizen durch Anwendung eines
”
Mode-Matching“ (MM) Verfahrens. Die im Hinblick auf die Anwendung der Gruppen-
antenne wichtige Diagrammsynthese bei gerichteter Abstrahlung wird ebenfalls behan-
delt. Es wird ein invertives mathematisches Syntheseverfahren vorgestellt. Aufgrund des
Vollwellenansatzes werden dabei implizit sa¨mtliche physikalischen Effekte beru¨cksichtigt.
Hierauf aufbauend wird eine Software entwickelt, deren Einsatzmo¨glichkeiten nicht nur
auf das Abstrahlverhalten (Diagrammsynthese) einer Antennenkonfiguration beschra¨nkt
sind, sondern es ko¨nnen auch Anpassung, Elementverkopplung und anhand einer zylin-
drischen Wellentransformation Streueigenschaften (RCS bzw. SW) untersucht werden.
Im zweiten Teil der Arbeit werden die theoretischen Grundlagen eines vollnumerischen
Hybridverfahrens fu¨r den Entwurf von wellenleitergespeisten Aperturstrahlern in belie-
big gekru¨mmten metallischen Oberfla¨chen vorgestellt. Zur Modellierung der metallischen
Oberfla¨chen wird eine Randintegralgleichungsmethode — die
”
Boundary Element Me-
thod“ (BEM) — herangezogen. Es wird eine magnetische Feldintegralgleichung (MFIE)
aufgestellt und mit einer Momentenmethode (MoM) numerisch gelo¨st. Die Formulierung
der klassischen BEM wird hier so erweitert, daß metallische Oberfla¨chen mit kleinen
lokalen Kru¨mmungsradien numerisch effizient modelliert werden ko¨nnen. Die Apertu-
ren werden durch eine neuartige Kombination der Integralgleichungsmethode mit einem
”
Mode-Matching“ (MM) Verfahren in die Formulierung eingebunden. Diese kombinier-
te Methode kann als hybride BEM/MM bezeichnet werden, die zur Untersuchung von
Abstrahl-, Verkopplungs- und Streuproblemen unter Beru¨cksichtigung der gesamten An-
tennenanordnung inklusive der beliebig geformten Tra¨gerstruktur eingesetzt werden kann.
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This work deals with the theoretical principles of two exact methods (full-wave methods)
for the electromagnetic computer-aided design of conformal array antennas. Typical confi-
gurations of antenna elements on curved surfaces are investigated based on these methods.
With respect to the available electromagnetic modelling methods conformal array anten-
nas are divided into two classes. The distinction is drawn depending on the existence of
analytical modal solutions of the boundary value problem given by the carrier structure.
In case of the existence of an analytical solution it is possible to develop a very efficient
partly analytical modelling method. Otherwise, a general fully numerical method has to
be applied, which does not make any assumptions about the carrier structure. Thus, two
different methods are presented.
The first part of this work deals with a method for sector arrays of waveguide-fed aperture
elements on circular metal cylinders. Concentric layers of homogeneous materials may be
placed both outside the metal cylinder and inside the feeding waveguides. The modelling
method is based on the use of generalized scattering matrices, which are set up by a
“mode-matching“ (MM) technique. A pattern synthesis method, which is essential with
respect to the application of the array antenna, is also presented. It is based on an invertive
mathematical approach and due to the modelling by a full-wave method all physical effects
introduced by the antenna configuration are implicitly taken into account. The software,
which has been developed based on this approach, can be used for investigations on
radiation properties (pattern synthesis), as well as element matching, mutual coupling
and — using a cylindrical wave transformation — scattering (RCS or SW).
The second part of this work presents the basics of a fully numerical hybrid method for the
design of waveguide-fed aperture elements embedded into arbitrarily shaped metal sur-
faces. The metal surfaces are modelled by a boundary integral method called “boundary
element method“ (BEM). A magnetic field integral equation (MFIE) is set up and solved
numerically by a method of moments (MoM). Surfaces with small radii of curvature are
efficiently modelled by an extension of the classical formulation of the BEM. The aper-
tures are included in this formulation by a novel combination of the integral equation
method with a “mode-matching“ (MM) technique. This combination can be called
”
hy-
brid BEM/MM“ and may be applied to the investigation of radiation, mutual coupling
and scattering problems taking into account the complete antenna configuration including
the arbitrarily shaped carrier structure.
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Kapitel 1
Einleitung und U¨berblick
1.1 Konforme Gruppenantennen
Das Prinzip der technischen Nutzung ungefu¨hrter elektromagnetischer Wellen zur draht-
losen Nachrichtenu¨bertragung wurde zuerst 1901 von Marconi1 mit seinem historischen
Experiment der ersten Funku¨bertragung u¨ber den Atlantik demonstriert und kommt heu-
te wie selbstversta¨ndlich in vielen Bereichen des o¨ffentlichen Lebens zum Einsatz.
Betroffen von dieser Entwicklung ist aber nicht nur die U¨bertragung von Information,
sondern auch deren Gewinnung, z.B. mittels moderner Radarsysteme, ohne die eine Re-
gelung des zunehmenden Reise- und Transportverkehrs ha¨ufig nicht mehr mo¨glich wa¨re.
Das technische Radarprinzip geht wiederum zuru¨ck auf Hu¨lsmeyer2, der 1903 seine er-
sten Experimente zur Detektion von Schiffen anhand der Reflektion von Radiowellen
durchfu¨hrte und 1904 in mehreren La¨ndern ein Patent fu¨r sein
”
Radar-Telemobiloskop“
erhielt.
Unverzichtbarer Bestandteil eines jeden drahtlosen U¨bertragungssystems sind Antennen3.
Antennen dienen zur Umsetzung zwischen leitungsgefu¨hrten und sich frei ausbreitenden
elektromagnetischen Wellen. Wesentlich bei dieser Umsetzung ist, daß sie mo¨glichst effi-
zient durchgefu¨hrt wird. In einigen Fa¨llen wird von der Antenne zudem eine vorgegebene
Richtwirkung, d.h. eine ra¨umliche Filterfunktion, verlangt, die auch die Polarisation der
sich frei ausbreitenden Wellen mit einschließen kann. Diese ra¨umliche Filterung ist beson-
ders in der Radartechnik und beim Betrieb von Richtfunksystemen von großer Bedeutung.
Aus historischer Sicht wurden Antennen erstmals von Hertz4 1888 fu¨r seine Experimente
zum Nachweis der von Maxwell5 theoretisch vorhergesagten Existenz elektromagnetischer
1Guglielmo Marconi, italienischer Physiker, 1874 – 1934
2Christian Hu¨lsmeyer, deutscher Ingenieur, 1881 – 1957
3Eine interessante Abhandlung zum historischen Wortstamm ist in [1] zu finden.
4Heinrich Hertz, deutscher Physiker, 1857 – 1894
5James Clerk Maxwell, schottischer Physiker, 1831 – 1879
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Wellen eingesetzt.
In technischen Anwendungen kann es no¨tig sein, die Abstrahl- und Empfangsrichtung
einer Antenne sta¨ndig zu a¨ndern. Die bis vor einigen Jahren dazu ausschließlich verwen-
deten mechanisch schwenkenden Anordnungen, sind in vielen Fa¨llen wegen ihrer Mas-
sentra¨gheit den Anforderungen moderner Systeme bezu¨glich der Geschwindigkeit der
Blickrichtungsa¨nderung nicht mehr gewachsen. Hier sind Antennen mit elektronischer
Strahlschwenkung gefragt. Diese setzen sich aus vielen kleinen Einzelantennen zusam-
men, die alle miteinander verschaltet sind und werden deshalb auch als Gruppenantennen
bezeichnet. U¨ber die Art und Weise der Zusammenschaltung kann die Blickrichtung der
Gruppenantenne gesteuert werden.
Bei den ersten Gruppenantennen handelte es sich ausschließlich um planare Anordnun-
gen mit einem eingeschra¨nkten Blickwinkelbereich, der typischerweise nicht mehr als 60◦
von deren Fla¨chennormalen abweichen durfte. Diese Einschra¨nkung ist fu¨r viele Syste-
me nicht akzeptabel, und so wurden andere Grundformen gewa¨hlt, die eine Erweiterung
des Blickwinkelbereichs zuließen. Die einfachste dieser Grundformen solcher nicht ebenen
Gruppenantennen ist der Kreiszylinder. Basisstationen moderner Mobilfunksysteme nut-
zen z.B. solche Antennen um durch eine adaptive ra¨umliche Filterung (adaptive Antennen
oder
”
Smart Antennas“ [2, 3, 4]) die Qualita¨t der Verbindung mit einem Teilnehmer zu
erho¨hen oder nach dem
”
Space Devision Multiple Access“ (SDMA) Verfahren im gleichen
Augenblick und im gleichen Frequenzband mit mehreren Teilnehmern zu kommunizieren,
deren Signale aber aus unterschiedlichen Richtungen empfangen werden. Der Fachbegriff
fu¨r diese Eigenschaft solcher Antennen ist
”
Very Large Field of View“ (VLFV). Antennen
mit VLFV werden auch auf zuku¨nftigen Flugzeugen mit vektoriellem Antrieb beno¨tigt,
mit dem es mo¨glich ist, die Flugachse von der La¨ngsachse des Flugzeugs zu entkoppeln,
vgl. Abb. 1-1.
Abbildung 1-1: Lockheed Martins
”
Joint Strike Fighter“ (JSF) [5].
Die Notwendigkeit eine nicht ebene Gruppenantenne zu konstruieren, kann aber nicht
nur aus elektromagnetischen Gesichtspunkten gegeben sein, sondern es kann auch no¨tig
sein, die Antenne einer vorgegebenen nicht ebenen Oberfla¨che anzupassen. In diesem Fall
spricht man von einer konformen Gruppenantenne. Der Begriff
”
konform“ wird hier ent-
sprechend seiner praktischen Bedeutung in der englischen Sprache verwendet. In diesem
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Sinne bedeutet
”
to conform“ laut [6]
”
entsprechen“ bzw.
”
sich anpassen“. Eine Begriffs-
definition fu¨r solche Antennen ist z.B. in [7] zu finden:
conformal antenna. An antenna (an array) which conforms to a surface
whose shape is determined by considerations other than electromagnetic, for
example, aerodynamic or hydrodynamic. Syn: conformal array.6
Die Benutzung des Begriffs
”
konform“ ist nicht eindeutig festgelegt und nicht nur auf
kontinuierlich gekru¨mmte Oberfla¨chen beschra¨nkt. Eine Antenne auf einer ebenen oder
facettierten Oberfla¨che ist laut obiger Definition eigentlich auch eine konforme Antenne.
Um Mißversta¨ndnissen vorzubeugen, sei deshalb an dieser Stelle erwa¨hnt, daß im Rahmen
der vorliegenden Arbeit mit diesem Begriff allgemein solche Antennen bezeichnet werden,
die nicht eben sind.
(a) (b) (c)
Abbildung 1-2: (a) Konforme Gruppenantenne hergestellt von Alcatel Espace fu¨r die LEO
Plattform [8]; (b) METEOSAT mit kreiszylindrischer Gruppenantenne [8]; (c) Durch eine
”
Smart Skin“ Antenne ersetzte Spitze eines Seitenleitwerks einer F-18 SRA (Dreyden
Flight Research Center) [9].
Die Mo¨glichkeit, eine Gruppenantenne einer vorgegebenen, gekru¨mmten Oberfla¨che an-
zupassen, ero¨ffnet eine große Anzahl von Anwendungsgebieten, wozu auch der zuvor
erwa¨hnte Entwurf von Antennen mit erweitertem Sichtbereich (VLFV) za¨hlt. Einige Rea-
lisierungsbeispiele sind in Abb. 1-2 zu sehen. Wie obiger Definition bereits entnommen
werden kann, ko¨nnen so Antennen konstruiert werden, welche die aerodynamischen Ei-
genschaften von Oberfla¨chen, z.B. auf Flugzeugen, nicht mehr sto¨ren. Die Notwendigkeit,
solche Antennen unter einer komplexen und evtl. sto¨renden Schutzhu¨lle (Radom) un-
terzubringen, entfa¨llt damit ebenfalls. Der Raumbedarf einer konventionellen Antenne
6konforme Antenne. Eine Antenne (eine Gruppenantenne), die sich einer Oberfla¨che anpaßt, deren
Form von anderen als elektromagnetischen Erwa¨gungen, z.B. aerodynamischen oder hydrodynamischen,
bestimmt wird. Syn: konforme Gruppenantenne.
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ist zudem meist gro¨ßer, als der einer konformen Antenne. Weiterhin ist es mo¨glich, ei-
ne konforme Antenne so in eine Oberfla¨che zu integrieren, daß die Antenne selbst auch
mechanische Kra¨fte aufnehmen kann. Dies ist besonders fu¨r Antennen auf Flugzeugen
vorteilhaft, weil dort normalerweise fu¨r jede Antenne ein O¨ffnung in der Flugzeughaut
vorgesehen wird, die aber zusa¨tzlich mechanisch versta¨rkt werden muß, was zu einem un-
erwu¨nschten Gewichtszuwachs fu¨hrt. Solche Antennen werden auch
”
strukturintegrierte
Antennen“ genannt. Der Begriff
”
Smart Skin“ ist in diesem Zusammenhang auch gela¨ufig
(z.B. Abb. 1-2c).
Fu¨r spezielle, hauptsa¨chlich milita¨rische Anwendungsfa¨lle ist es wichtig, die direkte Ru¨ck-
streuung elektromagnetischer Wellen, also den monostatischen Radar Ru¨ckstreuquer-
schnitt (engl. Radar Cross Section: RCS), von Flugzeugen, Schiffen oder Fahrzeugen so
gering wie mo¨glich zu halten. Planare Gruppenantennen leisten aber einen signifikanten
Beitrag zum RCS der Tra¨gerplattform. Konforme Antennen dagegen weisen diesbezu¨glich
deutlich vorteilhaftere Eigenschaften auf.
Die Integration einer Antenne in eine Oberfla¨che kann zudem aber auch aus a¨sthetischen
Gru¨nden gefordert werden. Ein typisches Beispiel dafu¨r sind Antennen auf Autos fu¨r
z.B. Radio, Mobilfunk, GPS usw., die in das Dach oder in andere Teile der Karosserie
integriert werden.
All diesen positiven Eigenschaften und Anwendungsmo¨glichkeiten konformer Gruppen-
antennen steht der komplexe elektromagnetische Entwurf gegenu¨ber. Bei planaren Grup-
penantennen ko¨nnen in erster Na¨herung Gruppenfaktor und Elementfaktor voneinander
entkoppelt betrachtet werden. Dieser Ansatz fu¨hrt aber nicht immer zu optimalen Er-
gebnissen, da der Gruppenfaktor die Elementverkopplung und die Endeffekte der Gruppe
nicht beru¨cksichtigt. Bei konformen Gruppenantennen treten diese Effekte aber noch viel
sta¨rker auf, da dort im Extremfall wirklich jedes Element eine andere Umgebung sieht
und im Allgemeinen keine Symmetrie vorausgesetzt werden kann. Diese Tatsache wirkt
sich direkt auf die Rechenzeit beim rechnergestu¨tzten Entwurf konformer Gruppenanten-
nen aus. Der hohe Anspruch an die zur Verfu¨gung stehenden Rechenressourcen und das
fundamentale Problem, daß die mo¨gliche Anzahl von Oberfla¨chenformen fu¨r konforme
Antennen unendlich groß ist, fu¨hren dazu, daß es fu¨r konforme Gruppenantennen keine
einzelne
”
optimale“ Modellierungsmethode gibt, und die verfu¨gbaren Entwurfsvorschrif-
ten in Antennenhandbu¨chern beschra¨nkt sind auf wenige spezielle Fa¨lle. Das bedeutet,
daß fu¨r jeden Typ von konformen Gruppenantennen im Detail entschieden werden muß,
welches Modellierungsverfahren mit den gro¨ßten Erfolgsaussichten fu¨r den elektromag-
netischen Entwurf eingesetzt werden kann. Die Anwendungsmo¨glichkeiten des dann auf
Basis dieser Entscheidung entwickelten Entwurfsverfahrens sind meist auf wenige Fa¨lle
begrenzt.
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1.2 Rechnergestu¨tzter elektromagnetischer Entwurf
Im Bereich der elektromagnetischen Modellierung (engl. Computational Electromagne-
tics: CEM) wurden in den letzten Jahrzehnten eine Vielzahl verschiedener — im nume-
rischen Sinne — exakter Berechnungsverfahren (Vollwellenverfahren) entwickelt, die sich
hauptsa¨chlich bezu¨glich des Anwendungsbereichs unterscheiden. In Tab. 1-1 wurden die
gela¨ufigsten Verfahren zusammengestellt (dieses ohne Anspruch auf Vollsta¨ndigkeit, da
von jeder Methode eine große Anzahl von Variationen und Kombinationen mit anderen
Methoden existieren) und entsprechend der Anwendungsgebiete gruppiert.
Exakte CEM-Verfahren
Geometri-
sche Ein-
schra¨nkung
Verfahren fu¨r allgemeine Geometrien (vollnumeri-
sche Verfahren)
Verfahren fu¨r
spezielle Geo-
metrien (teil-
analytische
Verfahren)
Rechenvo-
lumen
”
endlich“, inhomogen beliebige Aus-
dehnung,
homogene
Untervolumen
beliebige Aus-
dehnung, homo-
gene Untervolu-
men
Zeit-/
Frequenz-
bereich
Zeitb. Zeitb. Zeitb. Frq.-b. Frq.-b. Frq.-b. Frq.-b. Frq.-b.
Bezeich-
nung
FDTD TLM FIM FEM MAS BIM/
BEM
GF-
MoM
MM
Tabelle 1-1: Exakte CEM-Verfahren (ohne Anspruch auf Vollsta¨ndigkeit).
Die aufgefu¨hrten Verfahren lassen sich zuna¨chst in zwei große Gruppen unterteilen. Die
eine Gruppe beinhaltet die rigorosen oder vollnumerischen Verfahren, die auf jede Geome-
trie anwendbar sind und die andere die Verfahren, welche die Existenz modaler Lo¨sungen
der Maxwellschen Gleichungen in analytischer Form fu¨r die grundlegende Geometrie der
zu modellierenden Anordnung von vorneherein ausnutzen. Modale Lo¨sungen in analyti-
scher Form sind fu¨r folgende Geometrien in der Literatur (z.B. [10, 11, 12]) zu finden:
• planar
• kreiszylindrisch
• elliptisch zylindrisch
• spha¨risch
• konisch
In den entsprechenden Koordinatensystemen ko¨nnen Berandungen, die mit den Koordi-
natenfla¨chen zusammenfallen, bei der Bestimmung der Moden ebenfalls beru¨cksichtigt
werden. Modellierungsverfahren, bei deren Entwicklung diese modalen Lo¨sungen ausge-
nutzt werden ko¨nnen, werden daher im Rahmen der hier vorliegenden Arbeit als teilana-
lytische Verfahren bezeichnet.
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Zu den vollnumerischen Verfahren, welche insbesondere wegen der heutzutage zur Ver-
fu¨gung stehenden, leistungsfa¨higen Rechensysteme ha¨ufig eingesetzt werden, za¨hlen die
Methode der Finiten Differenzen im Zeitbereich (FDTD, z.B. [13, 14, 15, 16, 17, 18]), die
damit eng verwandten Verfahren
”
transmission line matrix method“ (TLM, z.B. [19, 20,
21, 22, 23]) und Finite-Integrations-Methode (FIM, z.B. [24, 25, 26]), sowie die Methode
der Finiten Elemente (FEM, z.B. [27, 28, 29, 30]).
Diese Verfahren zeichnen sich dadurch aus, daß mit ihnen Strukturen mit lokalen Inho-
mogenita¨ten besonders genau modelliert werden ko¨nnen. So existieren z.B. sehr genaue
Nachbildungen des menschlichen Kopfes mit Beru¨cksichtigung der unterschiedlichen Ge-
webearten. Bis vor einigen Jahren za¨hlte zu den Schwa¨chen dieser Verfahren, daß bei der
Modellierung im elektromagnetischen Sinne offener Abstrahl- oder Einkopplungsproble-
me ku¨nstliche absorbierende Randbedingungen angesetzt werden mu¨ssen. Doch seit der
Einfu¨hrung der
”
perfectly matched layer“ Randbedingung (PML, z.B. [31, 32, 33, 34])
kann dieses Problem als gelo¨st betrachtet werden. U¨brig bleibt als eigentlicher Schwach-
punkt die Notwendigkeit einer dreidimensionalen Volumendiskretisierung und der sich
daraus ergebende Rechen- und Speicheraufwand.
In der vorliegenden Arbeit sollen jedoch keine lokal inhomogenen Strukturen betrach-
tet werden. Der Schwerpunkt liegt vielmehr auf der Untersuchung des Abstrahl- und
Ru¨ckstreuverhaltens von konformen Gruppenantennen, wo hauptsa¨chlich metallische An-
ordnungen, evtl. in Kombination mit lokal homogenen Abschnitten dielektrischer Mate-
rialien, eine Rolle spielen. Zur Modellierung solcher Strukturen bieten sich die u¨brigen in
Tab. 1-1 aufgefu¨hrten Verfahren an, da diese bei der Modellierung an den Oberfla¨chen ho-
mogener Volumen ansetzen. Dementsprechend mu¨ssen dafu¨r nur zweidimensionale Ober-
fla¨chendiskretisierungen erstellt werden (z.B. Abb. 1-3). Eine dreidimensionale Volumen-
diskretisierung ist nicht erforderlich.
Abbildung 1-3: Beispiel eines metallischen Streuobjekts, dessen Oberfla¨che mit Dreiecken
approximiert wurde.
Bei den beiden in Tab. 1-1 noch verbleibenden vollnumerischen Verfahren handelt es sich
um die
”
Method of Auxiliary Sources“ (MAS, z.B. [35, 36, 37, 38]) und die
”
Boundary
Element Method“ bzw.
”
Boundary Integration Method“ (BEM bzw. BIM, siehe Kapitel
3). Die MAS ist eine noch nicht allzu verbreitete Methode, deren Schwachpunkt in der
großen Anzahl von problemspezifischen Parametern liegt, die bei jeder Feldsimulation
vom Anwender erneut zu wa¨hlen sind. Eine Automatisierung der Einstellung der Para-
meter scheint zurzeit nur sehr schwer mo¨glich, weshalb diese Methode nur von einem
erfahrenen Anwender richtig eingesetzt werden kann. Die BEM/BIM-Verfahren weisen
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dieses Problem nicht auf. Ihr Hauptnachteil liegt vielmehr in der Erfordernis der Lo¨sung
eines großen und dicht besetzten linearen Gleichungssystems. Bei komplexen, d.h. elek-
tromagnetisch sehr großen oder kompliziert aufgebauten Anordnungen, verhindern ha¨ufig
der Speicherplatzbedarf fu¨r die Matrix des Gleichungssystems und die Rechenzeit fu¨r die
Lo¨sung desselben eine erfolgreiche Anwendung dieser Verfahren. Dieses Problem wurde
schon sehr fru¨h erkannt und es wurden dafu¨r zahlreiche Lo¨sungsansa¨tze entwickelt (siehe
Kapitel 3.3.4).
Zu den teilanalytischen Verfahren za¨hlen die Momentenmethode unter Beru¨cksichtigung
von problemspezifischen Greenschen Funktionen (GF-MoM) und das
”
Mode-Matching“
(MM) Verfahren. Die GF-MoM kommt besonders ha¨ufig zum Einsatz bei der Modellie-
rung von Mikrostreifenantennen auf geschichteten planaren oder kreiszylindrischen und
in einigen wenigen Fa¨llen auch spha¨rischen oder konischen Substraten. In der Regel wird
mit dieser Methode die Stromverteilung auf den Metallisierungen der eigentlichen An-
tennen und der Leitungen mit einer Momentenmethode (MoM, z.B. [39]) unter Verwen-
dung einer Greenschen Funktion berechnet, welche die Eigenschaften der geschichteten
planaren [40, 41, 42, 43, 44, 45], kreiszylindrischen [46, 47, 12, 48, 49, 50], spha¨rischen
[12, 51, 52, 53, 54] oder konischen [12, 51, 55] Tra¨gerstruktur beru¨cksichtigt. Bei der Be-
stimmung der Greenschen Funktion wird meistens davon ausgegangen, daß die planaren
Schichten unendlich ausgedehnt sind bzw. der Zylinder oder Konus unendlich lang ist.
Die Effekte, die sich durch die in der Realita¨t unvermeidliche endliche Ausdehnung dieser
Schichten ergeben, werden bei der mathematischen Bestimmung der Greenschen Funktion
in der Regel vernachla¨ssigt, obwohl dies nicht immer gu¨ltig ist (siehe z.B. [56, 57, 58]).
Das MM-Verfahren wird meist zur Modellierung von Hohlleiternetzwerken, Hornanten-
nen oder einfachen Aperturstrahlern eingesetzt. Es basiert auf der Entwicklung elektro-
magnetischer Felder innerhalb von Teilvolumen mit definierter Berandung in Reihen von
Modenfunktionen und deren Verkopplung an den Grenzfla¨chen der Teilvolumen unter-
einander (siehe Kapitel 2).
Die in der CEM heutzutage zu lo¨senden Probleme sind meist so komplex, daß sie mit
der Anwendung eines einzelnen Berechnungsverfahrens nicht mehr auskommen. Deshalb
werden immer mehr sog. Hybridverfahren entwickelt, die zwei oder mehr grundlegende
Ansa¨tze kombinieren. Meist versucht man dabei das Berechnungsvolumen in mehrere
Untervolumen zu unterteilen, das Feldproblem in jedem Bereich separat zu lo¨sen und
die Lo¨sungen spa¨ter u¨ber die Grenzschichten zu verknu¨pfen bzw. zu u¨berlagern. Ein
solches Hybridverfahren fu¨r beliebig gekru¨mmte Oberfla¨chen soll auch hier in Kapitel 3
untersucht werden.
Eine U¨bersicht u¨ber die zurzeit erha¨ltlichen verschiedenen kommerziellen Softwarepakete,
die zur exakten Analyse spezieller Antennen eingesetzt werden ko¨nnen, ist in Anhang A
aufgefu¨hrt.
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1.3 Aufgabenstellung und Gliederung der Arbeit
Zurzeit existiert eine Reihe von kommerziellen Softwarepaketen, mit welchen spezielle
Antennenanordnungen modelliert werden ko¨nnen. Die Modellierung konformer Gruppen-
antennen ist abha¨ngig von der jeweiligen Anordnung mit einigen dieser Programmen
ebenfalls mo¨glich. Diese Programme benutzen dann normalerweise ein vollnumerisches
Verfahren, welches aber nicht fu¨r die Modellierung konformer Gruppenantennen opti-
miert wurde. Softwarepakete, welche auf einem teilanalytischen Verfahren basieren und
somit besonders gut fu¨r die Modellierung konformer Antennen auf der entsprechenden
speziellen Tra¨gergeometrie einsetzbar wa¨ren, sind u¨berhaupt nicht erha¨ltlich. Dies gilt
ebenfalls fu¨r Programme, welche einen Hybridansatz verwenden, der fu¨r die effiziente
Modellierung konformer Antennen auf beliebig gekru¨mmten Oberfla¨chen eigentlich am
besten geeignet wa¨re. Aus diesem Mangel ergibt sich die Notwendigkeit der Entwicklung
von Modellierungsverfahren speziell fu¨r konforme Gruppenantennen und der Erstellung
entsprechender Software.
Gegenstand dieser Arbeit ist daher die Entwicklung von — im numerischen Sinne —
exakten Verfahren (Vollwellenverfahren) fu¨r den rechnergestu¨tzten elektromagnetischen
Entwurf konformer Gruppenantennen mit spezieller und allgemeiner Geometrie, sowie
— darauf aufbauend — die Berechnung elektromagnetischer Parameter einiger typischer
Anordnungen von Antennenelementen auf gekru¨mmten Fla¨chen. Da sowohl Gruppenan-
tennen auf speziell geformten, als auch auf beliebig gekru¨mmten Oberfla¨chen, betrachtet
werden sollen, erfolgt keine Beschra¨nkung auf lediglich ein Verfahren, sondern es soll je
ein teilanalytisches und ein vollnumerisches Verfahren im Zusammenhang mit einer spe-
ziellen Aufgabenstellung entwickelt werden. Dementsprechend ist die vorliegende Arbeit
zweigeteilt. Gemeinsam haben beide Teile, daß Gruppen von Aperturantennen betrach-
tet werden. Die Form der Tra¨geroberfla¨che, in welche die Aperturen eingebettet sind, ist
das eigentliche Unterscheidungsmerkmal. Einerseits werden kreiszylindrische Oberfla¨chen
und andererseits beliebig geformte Oberfla¨chen betrachtet.
In Kapitel 2 wird ein teilanalytisches Verfahren im Rahmen einer Untersuchung ent-
wickelt, die sich mit Sektorgruppen — bestehend aus keilhohlleitergespeisten axialen
Schlitzaperturen in metallischen Kreiszylindern — unter Beru¨cksichtigung von homoge-
nen konzentrischen Schichten bescha¨ftigt. Mit diesem Verfahren soll es mo¨glich sein, unter
Beru¨cksichtigung aller physikalischer Effekte, den Einfluß der Kru¨mmung der Gruppen-
antenne im Zusammenhang mit der Diagrammformung zu untersuchen. Daher widmet
sich ein Teil des Kapitels der Diagrammsynthese. Bei der Entwicklung eines elektromag-
netischen Modellierungsverfahrens wird ausgenutzt, daß alle Grenzschichten in der kreis-
zylindrischen Geometrie mit Koordinatenfla¨chen des zylindrischen Koordinatensystems
zusammenfallen. Deshalb wird hier ein
”
Mode-Matching“ (MM) Verfahren angewandt,
das auf einer Entwicklung der elektromagnetischen Felder in Reihen von Kreiszylinder-
moden im Frequenzbereich basiert. Mit dem entwickelten Verfahren ko¨nnen realistische
Untersuchungen von Antennen- und Streuproblemen durchgefu¨hrt werden.
Ein vollnumerisches Hybridverfahren wird in Kapitel 3 zur Modellierung von Apertu-
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ren in beliebig gekru¨mmten metallischen Oberfla¨chen untersucht. Hier muß ein rigoroses
numerisches Verfahren angesetzt werden, da nahezu keine Information u¨ber die Ober-
fla¨chenform vorausgesetzt werden kann. Zur Modellierung der metallischen Oberfla¨chen
wird eine Randintegralgleichungsmethode — die
”
Boundary Element Method“ (BEM)
— herangezogen. Die Lo¨sung der Integralgleichung im Frequenzbereich basiert auf der
Momentenmethode (MoM). Als Greensche Funktion wird die des freien Raumes ver-
wendet. Die Formulierung der klassischen BEM wird hier so erweitert, daß metallische
Oberfla¨chen mit kleinen lokalen Kru¨mmungsradien numerisch effizient modelliert werden
ko¨nnen. Die Aperturen werden durch eine Kombination der Integralgleichungsmethode
mit einem
”
Mode-Matching“ (MM) Verfahren in die Formulierung eingebunden. Diese
neuartige Methode kann als hybride BEM/MM bezeichnet werden.
Kapitel 2 und Kapitel 3 weisen eine a¨hnliche Gliederung auf. Nach einer ausfu¨hrlichen
Beschreibung der theoretischen Grundlagen der jeweiligen Modellierungsmethode wird
genauer auf kritische numerischen Punkte eingegangen. Dem folgt eine kurze Beschrei-
bung der auf Basis der vorgestellten Theorien entwickelten Rechnerprogramme. Abschlie-
ßend wird die Validierung dieser Programme anhand von analytischen Ergebnissen oder
Meßwerten zusammen mit einigen numerischen Beispielen dargestellt.
Die Arbeit schließt mit einer kurzen Zusammenfassung und einem Ausblick in Kapitel 4.
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Kapitel 2
Kreiszylindrisch konforme
Sektorgruppen von Aperturstrahlern
— Modellierung mit einem
Mode-Matching Verfahren und
Diagrammsynthese
2.1 Motivation und thematische Einordnung
2.1.1 Einordnung und Originalita¨t der Modellierungsmethode
In diesem Kapitel soll ein Modellierungsverfahren entwickelt werden, mit dem die Eigen-
schaften von Gruppen von Aperturstrahlern in metallischen Kreiszylindern unter Beru¨ck-
sichtigung von konzentrischen Mantelschichten untersucht werden ko¨nnen. Eine solche
Anordnung kann in einzelne homogene Untervolumen zerlegt werden. Innerhalb der Un-
tervolumen ko¨nnen die elektromagnetischen Felder in Reihen von Moden mit zuna¨chst
unbekannten Amplituden entwickelt werden. Die Reihendarstellungen werden dann an
den Beru¨hrungsfla¨chen zwischen aneinander grenzenden Untervolumen numerisch ver-
koppelt, so daß schließlich eine Lo¨sung des Feldproblems fu¨r die gesamte Anordnung
erzeugt wird. Das numerische Verfahren, welches zur Bestimmung der Verkopplung der
modalen Entwicklungen innerhalb den einzelnen Volumen u¨ber ihre gemeinsamen Grenz-
fla¨chen angewandt wird, wird als
”
Mode-Matching“ bezeichnet [59], [60, Kapitel 8].
Von Interesse sind hier vor allem die Antenneneigenschaften, die durch die kreiszylindri-
sche Kru¨mmung beeinflußt werden und von den Eigenschaften planarer Gruppenantennen
abweichen. Das im Folgenden entwickelte numerische Modell einer kreiszylindrisch kon-
formen Gruppenantenne beschra¨nkt sich daher auch auf die Betrachtung der azimutalen
Ebene. Es werden lediglich Antennenelemente in dieser Ebene beru¨cksichtigt. Bezogen
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auf die axiale Richtung werden a¨hnliche Antenneneigenschaften wie im planaren Fall er-
wartet. Der planare Fall wurde aber bereits erscho¨pfend abgehandelt (z.B. [61, 62, 63])
und soll deshalb hier nicht mehr untersucht werden. Daher wird hier eine Geometrie
betrachtet, die in axialer Richtung unendlich ausgedehnt ist. Die einzelnen Aperturen
werden dabei zu axialen Schlitzen (vgl. Abb. 2-1).
In realen Anordnungen wu¨rden die Aperturen in dem Metallzylinder durch Rechteck-
hohlleiter gespeist, die bei einer unendlichen Ausdehnung in axialer Richtung zu zwei
parallelen Platten degenerieren wu¨rden. Eine solche Anordnung wurde bereits in [64]
in einem anderen Zusammenhang untersucht. Das Problem bei der Modellierung einer
derartigen Struktur ist die numerische Verkopplung der Felder außerhalb des Zylinders
mit denen im Inneren der Wellenleiter. Fu¨r den Außenraum ist es sinnvoll, einen Sepa-
rationsansatz zur Lo¨sung der Helmholtz-Gleichung in Zylinderkoordinaten zu machen,
wa¨hrend fu¨r den Innenraum ein Ansatz in kartesischen Koordinaten besser geeignet ist.
Bei einem modalen Lo¨sungsansatz fu¨r beide Feldbereiche fu¨hren die tangentialen Rand-
bedingungen in den Aperturen zu Mode-Matching Integralen, die nur numerisch lo¨sbar
sind. Im Falle eines großen Zylinderradius kann allerdings die Kru¨mmung der Aperturen
vernachla¨ssigt werden [65, 66]. Zur Vermeidung einer numerischen Integration bei einem
kleinen Kru¨mmungsradius ist es daher sinnvoll keine parallelen Platten zu betrachten,
sondern — wie in Abb. 2-1 dargestellt — Keilwellenleiter. Innerhalb dieser kann genau
wie im Außenraum ein Separationsansatz in Zylinderkoordinaten gemachte werden, so
daß die zuvor erwa¨hnten Mode-Matching Integrale analytisch berechenbar sind.
Abbildung 2-1: Abschnitt eines unendlich langen Kreiszylinders mit axialen Schlitzen,
welche von Keilwellenleitern gespeist werden.
Von besonderem Interesse sind die Eigenschaften von Gruppenantennen endlicher Aus-
dehnung, wie sie in der Realita¨t auch vorkommen. Die zu unendlich ausgedehnten, pla-
naren, periodischen Gruppenantennen a¨quivalente konforme Anordnung ist die azimutal
a¨quidistant, voll belegte, kreiszylindrisch konforme Gruppenantenne, wo zur Modellie-
rung die sog.
”
radialen“ Floquet Moden als Gegenstu¨ck zu den planaren Floquet Mo-
den [67, 61, 62] eingefu¨hrt wurden. In beiden Fa¨llen wird allgemein der Ansatz unter
Verwendung von Floquet Moden auch
”
Unit Cell“ Ansatz genannt. In [68, 69, 70] wur-
den zuna¨chst die radialen Floquet Moden fu¨r den zweidimensionalen Fall und dann in
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[71, 72] fu¨r den dreidimensionalen Fall eingefu¨hrt. Endeffekte der konformen Gruppen-
antenne ko¨nnen damit allerdings nicht beru¨cksichtigt werden. Der andere Extremfall, die
Verkopplung von lediglich zwei einzelnen Aperturen in einem Metallzylinder wurde in
[73, 66] untersucht. Die hier betrachtete Anordnung besteht daher aus einer Sektorgrup-
pe, a¨quivalent einer großen aber endlichen Gruppenantenne im planaren Fall.
In realen Anordnungen wu¨rden Gruppenantennen auf metallischen Zylindern immer mit
einer Schutzschicht (Radom) versehen, um z.B. die Antenne vor Umwelteinflu¨ssen zu
schu¨tzen oder aus aerodynamischen Gru¨nden die Aperturen zu verschließen. Der Einfluß
einer solchen Schutzschicht auf die Eigenschaften der konformen Antenne kann gravie-
rend sein, wie z.B. die Untersuchungen in [74] fu¨r den Fall einer einzelnen dielektrischen
Schicht, bzw. in [75] fu¨r den Fall mehrerer Schichten zeigen. Daher wurde eine Mo¨glichkeit,
die Einflu¨sse mehrerer konzentrischer Mantelschichten zu untersuchen, in dem entwickel-
ten Modell vorgesehen.
Die im Folgenden vorgestellte Theorie ist eine Weiterentwicklung eines numerischen Mo-
dells welches in [76] beschrieben wurde. Dieses Modell na¨hert Sektorgruppen von Apertu-
rantennen auf Kreiszylindern durch eine große Apertur an, die den gesamten mit Anten-
nenelementen belegten azimutalen Sektor u¨berdeckt und von einem großen generischen
(keine metallischen Wa¨nde) Keilwellenleiter gespeist wird. Die Weiterentwicklung be-
steht in der Einfu¨hrung von diskreten Aperturen, die von metallischen Keilwellenleitern
gespeist werden. Konzentrische Schichten mit unterschiedlichen elektromagnetischen Ei-
genschaften ko¨nnen außerhalb des Metallzylinders und innerhalb der Wellenleiter beru¨ck-
sichtigt werden [77]. Es ko¨nnen nicht nur die Antenneneigenschaften einer solchen An-
ordnung untersucht werden, sondern es ist auch mo¨glich, die Struktur als Streuobjekt zu
betrachten [78]. Dies wurde in [79, 80] fu¨r a¨hnliche Strukturen ebenfalls durchgefu¨hrt.
Dort wurde die Ru¨ckstreuung von einem hohlen Metallzylinder endlicher Dicke mit ei-
nem axialen Schlitz berechnet. Die dafu¨r entwickelte Modellierungsmethode ist mit der
hier angewandten vergleichbar. Zur Charakterisierung der Ru¨ckstreuung von dreidimen-
sionalen Objekten mit endlicher Ausdehnung wird der Radar Ru¨ckstreuquerschnitt (engl.
Radar Cross Section: RCS) berechnet. Bei zweidimensionalen Problemen, wie dies hier
der Fall ist, wird anstelle des RCS die Streubreite (engl. Scattering Width: SW) bestimmt
[11].
Im Rahmen dieses Kapitels werden axiale Schlitzantennen in metallischen Kreiszylindern
betrachtet. Es sei an dieser Stelle kurz auf die Arbeit [81] verwiesen, in der eine Antenne
mit axialer Schlitzapertur in einem elliptischen Zylinder ebenfalls mit einem
”
Mode-
Matching“ Verfahren modelliert wurde. In [82] wurde eine axiale Schlitzantenne in einem
zur Ha¨lfte in einer leitenden Ebene versenkten Kreiszylinder behandelt.
2.1.2 Diagrammsynthese
Ein wesentliches Ziel beim Entwurf einer Antenne ist die Realisierung eines vorgegebenen
Antennendiagramms. Antennen, die ein unvera¨nderliches Diagramm besitzen sollen, wer-
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den meistens mechanisch oder unter Verwendung eines ebenfalls unvera¨nderlichen Spei-
senetzwerks so ausgelegt, daß sie das gewu¨nschte Diagramm aufweisen. Mit elektronisch
gesteuerten Gruppenantennen hingegen, ko¨nnen diverse verschiedene Diagramme erzeugt
werden. Dazu mu¨ssen die komplexen Wichtungskoeffizienten der Einzelantennen so be-
stimmt werden, daß die Gesamtanordnung das jeweils gewu¨nschte Antennendiagramm
produziert. Verfahren, die diese Aufgabenstellung zu lo¨sen versuchen, werden allgemein
als Diagrammsyntheseverfahren bezeichnet.
Diagrammsyntheseverfahren
physikalische Verfahren mathematische Verfahren
projektive Verfahren invertive Verfahren adaptive Verfahren
Ortsbereich Ortsbereich Orts-Frequenz- Ortsbereich Orts-Frequenz-
bereich bereich
Tabelle 2-1: Unterteilungsmo¨glichkeit fu¨r Diagrammsyntheseverfahren.
Die verschiedenen Ansa¨tze zur Diagrammsynthese ko¨nnen entsprechend Tab. 2-1 einge-
ordnet werden. Generell lassen sich die Verfahren in zwei große Gruppen aufteilen [76].
Die physikalischen Verfahren nutzen das Huygens’sche oder A¨quivalenzprinzip aus. Dabei
wird ein vorgegebenes Antennendiagramm einer Fernfeld/Nahfeld-Transformation unter-
zogen. Dies kann z.B. dadurch geschehen, daß das vorgegebene Fernfeld in ein Reihe
von Zylindermoden oder spha¨rischen Moden zerlegt wird, deren radiale Abha¨ngigkeit be-
kannt ist. Das berechnete Nahfeld auf der Antennenapertur kann dann an den Stellen, an
denen sich die Antennenelemente befinden, abgetastet werden und aus diesen Abtastwer-
ten die Anregungen der Einzelantennen bestimmt werden. Wegen der Fernfeld/Nahfeld-
Transformation werden diese Verfahren auch als projektive Verfahren bezeichnet.
Die mathematischen Verfahren basieren auf einer linearen U¨berlagerung der mit den
Wichtungskoeffizienten skalierten Diagramme der Einzelantennen. Bei den Diagrammen
kann es sich entweder in erster Na¨herung um die isolierten Diagramme handeln oder aber
um die eingebetteten, die bereits den Einfluß der Gruppenumgebung enthalten. Die Su-
perposition der Einzeldiagramme kann dann mit dem vorgegebenen Diagramm verglichen
werden. Dabei wird in der Regel ein Gleichungssystem zur Bestimmung der unbekann-
ten Wichtungskoeffizienten aufgestellt, welches entweder durch eine Matrixinversion oder
durch ein adaptives Verfahren gelo¨st wird. In der Regel werden mehr Gleichungen auf-
gestellt, als Koeffizienten zur Verfu¨gung stehen. Die Inversion der Systemmatrix fu¨hrt
daher zu einer Lo¨sung des u¨berbestimmten Problems im Sinne der kleinsten mittleren
Fehlerquadrate (LMS). Bei sehr großen und unsymmetrischen Problemen ist der Einsatz
eines adaptiven Verfahrens sinnvoll.
Es gibt prinzipiell zwei Mo¨glichkeiten das Gleichungssystem aufzustellen. Der Vergleich
der Diagramme kann entweder im Orts- oder im Orts-Frequenzbereich durchgefu¨hrt wer-
den. Bei einem Vergleich im Ortsbereich wird die lineare U¨berlagerung der Einzeldia-
gramme an einer Reihe von ra¨umlichen Positionen ausgewertet und dort gleich dem
gewu¨nschten Gruppendiagramm gesetzt. Um einen Vergleich im Orts-Frequenzbereich
durchzufu¨hren, mu¨ssen das vorgegebene Diagramm und die Einzeldiagramme in modalen
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Reihendarstellungen vorliegen. So ko¨nnen die einzelnen Koeffizienten der Moden mitein-
ander verglichen werden.
Im Allgemeinen gilt, daß nicht jedes Diagramm mit jeder Antenne synthetisiert wer-
den kann. Daher ist es bei der Definition des fu¨r eine Diagrammsynthese vorgegebe-
nen Diagramms sinnvoll, die physikalischen Eigenschaften der zur Verfu¨gung stehenden
Gruppenantenne zu beachten. Es sollten nur solche Diagramme vorgegeben werden, die
mit der zu Verfu¨gung stehenden Antenne aus physikalischer Sicht auch realisiert werden
ko¨nnen. Eine Diagrammsynthese, die dieses Prinzip beachtet, wird auch
”
Referenzdia-
grammsynthese“ [83] genannt. Das im Rahmen der hier entwickelten Theorie angesetzte
Diagrammsyntheseverfahren ist eine invertive mathematische Referenzdiagrammsynthese
im Orts-Frequenzbereich.
2.2 Theorie
2.2.1 Beschreibung der Antennengeometrie und der prinzipiel-
len Vorgehensweise bei deren elektromagnetischer Model-
lierung
Eine Anordnung mit einem Querschnitt entsprechend Abb. 2-2 wird betrachtet, deren
Grenzfla¨chen in Koordinatenfla¨chen [84] des kreiszylindrischen Koordinatensystems (ρ,
ϕ, z) liegen. Die Geometrie ist unabha¨ngig von der z-Koordinate und somit in z-Richtung
unendlich ausgedehnt. Im Einzelnen besteht die Anordnung aus einem kreisrunden, ideal
elektrisch leitenden (engl. perfectly electrical conducting: PEC) Zylinder mit dem Radius
ρc und NApt axialen, schlitzfo¨rmigen Aperturen an den azimutalen Positionen ϕc,n, n ∈
{1, . . . , NApt}, verteilt u¨ber den azimutalen Sektor ϕt. Die schlitzfo¨rmigen Aperturen
werden aus dem Inneren des Zylinders heraus durch wiederum ideal elektrisch leitende
(PEC) Keilwellenleiter mit den azimutalen O¨ffnungswinkeln ϕa,n gespeist. Sowohl im
Inneren der Wellenleiter als auch außerhalb des Metallzylinders ko¨nnen konzentrische
Schichten homogenen und isotropen Materials angeordnet sein. Es wird angenommen,
daß die radiale Schichtung innerhalb der Wellenleiter in allen Wellenleitern identisch
ist. Dies ist zwar prinzipiell nicht no¨tig, vereinfacht aber die folgenden theoretischen
Formulierungen. Die Schichten werden von innen nach außen unter Verwendung des Index
i durchnummeriert, i ∈ {1, . . . , imax}. i = 1 bezeichnet die innerste Schicht innerhalb der
Wellenleiter, die auch die Gerade ρ = 0 entha¨lt. Die Schicht i = imax ist der Außenraum
mit dem unendlich weit entfernten Punkt. Die einzelnen Schichten werden charakterisiert
durch die ihnen zugeordneten relativen Dielektrizita¨tszahlen εr,i und Permeabilita¨ten µr,i.
Die beschriebene Anordnung kann sowohl als Gruppenantenne als auch als Streuobjekt
betrachtet werden. Die Anregung der Struktur geschieht bei der Betrachtung als Antenne
durch auswa¨rts laufende Wellen in den innersten Schichten der Wellenleiter und bei der
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Abbildung 2-2: Querschnitt des kreiszylindrischen Aufbaus.
Betrachtung als Streuobjekt durch in der azimutalen Ebene von außen einfallende ebene
TEM-Wellen.
Zur elektromagnetischen Modellierung werden die Felder innerhalb jedes homogenen Un-
tervolumens in Reihen von zylindrischen Modenfunktionen mit zuna¨chst unbekannten
Amplituden entwickelt. Fu¨r jede Grenzschicht zwischen zwei benachbarten Volumen wird
eine verallgemeinerte Streumatrix aufgestellt, welche die gegenseitige Abha¨ngigkeit der
Amplituden der Reihenentwicklungen in beiden Volumen wiedergibt. Die Streumatrizen
aller Grenzschichten werden entsprechend der jeweils betrachteten Anordnung kaskadiert
und zu zwei globalen Streumatrizen (eine fu¨r die TM- und eine fu¨r die TE-Anteile des
Feldes) zusammengefaßt. Von außen einfallende ebene TEM-Wellen werden durch die An-
wendung einer zylindrischen Wellentransformation und einer daraus resultierenden Er-
weiterung der globalen Streumatrizen in die Formulierung eingefu¨hrt. Das abgestrahlte
bzw. gestreute Fernfeld ergibt sich aus dem U¨bergang ρ → ∞ im Argument der zy-
lindrischen Funktionen in der Reihenentwicklung fu¨r den Außenraum der gesamten An-
ordnung. Die theoretischen Abhandlungen schließen mit der Vorstellung eines Verfahrens
zur Bestimmung der Anregungskoeffizienten der einzelnen Antennen, um ein gewu¨nschtes
Gruppendiagramm zu erzeugen.
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2.2.2 Mathematische Beschreibung der elektromagnetischen Fel-
der
2.2.2.1 Allgemeine Lo¨sung des Feldproblems in einem homogenen Volumen
durch Einfu¨hrung von Vektorpotentialen
Die Grenzfla¨chen der homogenen und isotropen Volumen ko¨nnen durch Abschnitte von
Koordinatenfla¨chen des Zylinderkoordinatensystems beschrieben werden. Dabei handelt
es sich im Einzelnen um die azimutalen Grenzfla¨chen zwischen zwei Schichten und um
die metallischen, radial verlaufenden Begrenzungen innerhalb der Wellenleiter. Fu¨r die
elektromagnetischen Felder in derart berandeten homogenen und isotropen Volumen exi-
stiert eine Darstellung anhand einer mathematischen Reihenentwicklung [10]. Als Ent-
wicklungsfunktionen werden hier Zylinderfunktionen [85] beno¨tigt.
Unter der Voraussetzung, daß ein eingeschwungener Zustand und eine harmonische Zeit-
abha¨ngigkeit aller Felder vorliegt und daß ein lineares, homogenes, isotropes und quel-
lenfreies Volumen mit der Dielektrizita¨tszahl ε und der Permeabilita¨t µ betrachtet wird,
ko¨nnen das elektrische und das magnetische Feld (E und H) an einem Punkt x innerhalb
dieses Volumens allgemein als eine U¨berlagerung von Beitra¨gen des elektrischen und des
magnetischen Vektorpotentials (F und A) beschrieben werden. Dazu wird eine Formu-
lierung mit komplexen Gro¨ßen herangezogen, wobei die harmonische Zeitabha¨ngigkeit
durch den Faktor ejωt beschrieben wird, der sich aber in allen Gleichungen herausku¨rzt
und deshalb nicht extra angefu¨hrt wird.
E(x) = −∇× F (x)− jωµA(x) + 1
jωε
∇ (∇ · A(x)) (2-1)
H(x) = ∇× A(x)− jωεF (x) + 1
jωµ
∇ (∇ · F (x)) (2-2)
Dabei ist es ausreichend fu¨r F und A folgende Form zu wa¨hlen:
A(x) = cˆ · A(x) (2-3)
F (x) = cˆ · F (x) (2-4)
wobei cˆ ein beliebiger aber konstanter Einheitsvektor ist und A(x) und F (x) Lo¨sungen
der skalaren Wellengleichung bzw. Helmholtz-Gleichung sind.
∇2A(x) + k2A(x) = 0 (2-5)
∇2F (x) + k2F (x) = 0 (2-6)
k ist die Wellenzahl in dem jeweiligen Volumen.
2.2.2.2 Spezielle Lo¨sung des Feldproblems in einem homogenen Volumen
unter Beru¨cksichtigung der Randbedingungen
Im hier betrachteten Fall und unter Beru¨cksichtigung des zugrunde liegenden zylindri-
schen Koordinatensystems ist es sinnvoll, fu¨r cˆ den Einheitsvektor zˆ zu wa¨hlen. Durch
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diese Wahl ergeben sich aus A = zˆ ·A und F = 0 bzw. F = zˆ · F und A = 0 elektromag-
netische TM- bzw. TE-Feldanteile bezu¨glich der z-Richtung.
Innerhalb des Volumens (n, i) werden die Vektorpotentiale somit in folgende Reihen ent-
wickelt:
An,i(x) = k
−1
i ·
∞∑
m=−∞
[
H
(+)
n,i,mH
(2)
νn,im
(kiρ) +H
(−)
n,i,mH
(1)
νn,im
(kiρ)
]
· hTMn,i (m,ϕ) , ρ > 0
(2-7)
Fn,i(x) = k
−1
i ·
∞∑
m=−∞
[
E
(+)
n,i,mH
(2)
νn,im
(kiρ) + E
(−)
n,i,mH
(1)
νn,im
(kiρ)
]
· hTEn,i(m,ϕ) , ρ > 0
(2-8)
In dieser Formulierung sind H(1)νn,im(.) und H
(2)
νn,im
(.) die Hankel Funktionen erster und
zweiter Art der Ordnung νn,im. Die Hankel Funktionen zweiter Art repra¨sentieren wegen
der Wahl der Beschreibung der harmonischen Zeitabha¨ngigkeit der Felder mit e+jωt ra-
dial auslaufende und die Hankel Funktionen erster Art radial einlaufende Wellen. Wu¨rde
die Zeitabha¨ngigkeit mit e−jωt beschrieben, so wa¨re die Zuordnung zwischen den Han-
kel Funktionen und den radialen Ausbreitungsrichtungen genau umgekehrt. Dementspre-
chend sind die komplexen Amplituden H
(+)
n,i,m und E
(+)
n,i,m den auslaufenden Wellen und
H
(−)
n,i,m und E
(−)
n,i,m den einlaufenden Wellen zugeordnet. Der Index n ist nur fu¨r die Schich-
ten innerhalb der Wellenleiter relevant. Außerhalb des Metallzylinders wird er einheit-
lich auf n = 1 gesetzt. Die Definitionen der harmonischen Funktionen hTMn,i (m,ϕ) und
hTEn,i(m,ϕ) und des skalaren Faktors νn,i ha¨ngen davon ab, fu¨r welches Volumen die Glei-
chungen (2-7) und (2-8) aufgestellt werden. Sie mu¨ssen so gewa¨hlt werden, daß die Rand-
bedingungen fu¨r die elektromagnetischen Felder auf den radial verlaufenden metallischen
Begrenzungsfla¨chen der Volumen von vorneherein erfu¨llt werden.
hTMn,i (m,ϕ) :=


{
sin(νn,im(ϕ+
ϕa,n
2
− ϕc,n)) : m ≥ 1
0 : sonst
}
; νn,i =
2pi
2ϕa,n
: n-ter Wellenleiter
ejmϕ ; νn,i = 1 : a¨ußere Schichten
(2-9)
hTEn,i(m,ϕ) :=


{
cos(νn,im(ϕ+
ϕa,n
2
− ϕc,n)) : m ≥ 0
0 : sonst
}
; νn,i =
2pi
2ϕa,n
: n-ter Wellenleiter
ejmϕ ; νn,i = 1 : a¨ußere Schichten
(2-10)
Bei der Aufstellung der Gleichungen (2-7) und (2-8) wurde vorausgesetzt, daß nur die
Ebene z = 0 betrachtet wird und nur Wellentypen beru¨cksichtigt werden, die sich in
radialer Richtung ausbreiten (kz = 0, d.h. kρ = k). Daher liegt in diesem Fall keine
z-Abha¨ngigkeit der Felder vor.
Die Gerade ρ = 0 ist in der Formulierung (2-7) und (2-8) ausgenommen. Wa¨re dies
nicht der Fall, so du¨rften die Felder fu¨r die innerste Schicht mit i = 1 nicht in Reihen
von Hankel Funktionen, sondern mu¨ßten in Reihen von Bessel Funktionen erster Art
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entwickelt werden. Die Hankel Funktionen werden fu¨r ρ → 0 na¨mlich singula¨r. Dieses
Verhalten zeigen die Bessel Funktionen erster Art nicht. Dadurch, daß hier aber auch
fu¨r diese Schicht Hankel Funktionen verwendet werden, werden in dieser Schicht radial
einwa¨rts laufende Wellen numerisch absorbiert und nicht reflektiert. Auf diese Art und
Weise wird eine optimal angepaßte Einspeisung in den Wellenleiter simuliert.
Unter Verwendung der Gleichungen (2-1) und (2-2) werden aus den Entwicklungen der
Vektorpotentiale in (2-7) und (2-8) Reihendarstellungen fu¨r die elektromagnetischen Fel-
der in den einzelnen Schichten gewonnen.
Radial transversale Komponenten des TM-Anteils:
En,i,z(ρ, ϕ) = −jηi
∞∑
m=−∞
[
H
(+)
n,i,mH
(2)
νn,im
(kiρ) +H
(−)
n,i,mH
(1)
νn,im
(kiρ)
]
· hTMn,i (m,ϕ)
(2-11)
ηiHn,i,ϕ(ρ, ϕ) = −ηi
∞∑
m=−∞
[
H
(+)
n,i,mH
(2)
′
νn,im
(kiρ) +H
(−)
n,i,mH
(1)
′
νn,im
(kiρ)
]
· hTMn,i (m,ϕ)
(2-12)
Radial transversale Komponenten des TE-Anteils:
En,i,ϕ(ρ, ϕ) =
∞∑
m=−∞
[
E
(+)
n,i,mH
(2)
′
νn,im
(kiρ) + E
(−)
n,i,mH
(1)
′
νn,im
(kiρ)
]
· hTEn,i(m,ϕ) (2-13)
ηiHn,i,z(ρ, ϕ) = −j
∞∑
m=−∞
[
E
(+)
n,i,mH
(2)
νn,im
(kiρ) + E
(−)
n,i,mH
(1)
νn,im
(kiρ)
]
· hTEn,i(m,ϕ)
(2-14)
ηi =
√
µi/εi ist der richtungsunabha¨ngige Feldwellenwiderstand in der i-ten Schicht.
Den Gleichungen (2-11) – (2-14) kann entnommen werden, daß die einzelnen Feldkom-
ponenten in der Ebene z = 0 jeweils ausschließlich nur mit einem der beiden Vektor-
potentiale verknu¨pft sind. Dementsprechend kann fu¨r die betrachtete Anordnung bei
polarisationsreiner Anregung in dieser Ebene keine Kreuzpolarisation auftreten.
Fu¨r die numerische Auswertung der Summen in den Gleichungen (2-11) – (2-14) ko¨nnen
nicht alle Terme von m = −∞ bis m = +∞ beru¨cksichtigt werden. Untere und obere
Grenzen mmin,i und mmax,i mu¨ssen abha¨ngig vom Entwicklungsvolumen i bestimmt wer-
den. Innerhalb der Keilwellenleiter werden die unteren Grenzen durch die Gleichungen
(2-9) und (2-10) abha¨ngig vom Wellentyp bestimmt. Die oberen Grenzen ko¨nnen durch
eine Abscha¨tzung basierend auf den graduellen Grenzfrequenzen der Moden in solchen
Wellenleitern gefunden werden [10, S. 208ff]. Die oberen Grenzen fu¨r die Entwicklungen
in den Schichten außerhalb des Metallzylinders werden auf die gleiche Art und Weise
gefunden. Fu¨r die unteren Grenzen gilt in diesem Fall dann mmin,i = −mmax,i.
mmax,i >
∼
{
bkiρi,i+1ϕa,n
pi
c : innerhalb Wellenleiter
bkiρi,i+1c : außerhalb Metallzylinder (2-15)
20 KAPITEL 2. KREISZYLINDRISCH KONFORME SEKTORGRUPPEN
ρi,i+1 ist der Radius der Grenzschicht zwischen der i-ten und der (i+1)-ten Schicht. Eine
Ausnahme stellt die a¨ußerste Schicht außerhalb des Metallzylinders dar. Dort wird fu¨r
die Abscha¨tzung ρi,i+1 = ρi−1,i gesetzt.
Wird die Anordnung in Abb. 2-2 als Antennenstruktur betrachtet, so repra¨sentieren die
hohlleitergespeisten Aperturen Einzelantennen in einer kreiszylindrisch konformen Grup-
penantenne. Die Einzelantennen werden dabei durch radial auslaufende Wellen in den
innersten Schichten der Wellenleiter (i = 1) angeregt. Die Anregungskoeffizienten der
Einzelantennen sind somit die komplexen Amplituden dieser Wellen H
(+)
n,1,m und E
(+)
n,1,m.
In diesem Fall existieren im Außenraum der gesamten Anordnung nur radial auslaufende
Wellen. Die komplexen Amplituden der einlaufenden Wellen haben dort den Wert 0.
2.2.2.3 Ebene Wellen im zylindrischen Koordinatensystem
Die Anordnung (Abb. 2-2) kann aber auch als Streuobjekt fu¨r ebene TEM-Wellen be-
trachtet werden, die sich parallel zur Ebene z = 0 ausbreiten. Bezu¨glich der Polarisation
der einfallenden Welle ko¨nnen zwei Standardfa¨lle unterschieden werden. Die einfallen-
de Welle ist entweder in z-Richtung polarisiert oder sie ist in der Richtung senkrecht
zur z-Richtung und ihrer Ausbreitungsrichtung kˆ polarisiert. Im zweiten Fall ist das
magnetische Feld dann in z-Richtung polarisiert. Eine beliebige Polarisation kann als
Superposition dieser beiden Standardfa¨lle betrachtet werden.
E-Feld z-polarisiert:
EE(ρ, ϕ) = EE0 · zˆ · e−jk·ρ(ρ,ϕ) (2-16)
ηHE(ρ, ϕ) = kˆ × EE (2-17)
H-Feld z-polarisiert:
ηHH(ρ, ϕ) = EH0 · zˆ · e−jk·ρ(ρ,ϕ) (2-18)
EH(ρ, ϕ) = ηHH × kˆ (2-19)
In dieser Formulierung sind EE0 und E
H
0 die komplexen Amplituden der einfallenden
Wellen. k ist der Wellenzahlvektor oder Ausbreitungsvektor der ebenen Wellen. Er liegt
in der Ebene z = 0 und kann fu¨r den Fall, daß die einfallende Welle aus der azimutalen
Richtung ϕ0 auf den Ursprung zula¨uft, dargestellt werden als
k = −k · ρˆ(ϕ0) (2-20)
Um die hier beschriebenen ebenen Wellen als Anregung der betrachteten Anordnung
beru¨cksichtigen zu ko¨nnen, werden auf die Gleichungen (2-16) – (2-19) zylindrische Wel-
lentransformationen [10] angewandt, was zu Reihendarstellungen mit Besselfunktionen
erster Art fu¨hrt.
EE(ρ, ϕ) = EE0 · zˆ ·
∞∑
m=−∞
jme−jmϕ0Jm(kρ)e
jmϕ (2-21)
ηHH(ρ, ϕ) = EH0 · zˆ ·
∞∑
m=−∞
jme−jmϕ0Jm(kρ)e
jmϕ (2-22)
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2.2.3 Modale Netzwerkformulierung
Sowohl bei der Betrachtung der Struktur aus Abb. 2-2 als Antennenanordnung, als auch
als Streuobjekt, ist, zur Berechnung der jeweils charakterisierenden Gro¨ßen, der Zusam-
menhang der elektromagnetischen Felder innerhalb der innersten Schichten der Wellen-
leiter und außerhalb der gesamten Struktur von Interesse. Da mit den Gleichungen (2-11)
– (2-14) modale Reihendarstellungen fu¨r die Felder in jeder Schicht existieren, kann die-
ser Zusammenhang durch globale, verallgemeinerte Streumatrizen, welche die innere und
a¨ußere Bezugsebene (BE) entsprechend Abb. 2-3 verknu¨pfen, hergestellt werden. Laut
den Gleichungen (2-11) – (2-14) sind die einzelnen radial transversalen Feldkomponen-
ten jeweils ausschließlich nur von einem der beiden Vektorpotentiale (2-7) oder (2-8)
abha¨ngig. Daher gibt es fu¨r die gesamte Anordnung auch zwei globale Streumatrizen. Die
Streumatrix STM beschreibt die Zusammenha¨nge fu¨r die TM-Felder und die Streumatrix
STE beschreibt sie entsprechend fu¨r die TE-Anteile.
i n n e r e  B E
ä u ß e r e  B E ~ e j m j
~ s i n ( n n , 1 m j ) ,c o s ( n n , 1 m j )
T MS T ES,
Abbildung 2-3: Globale, verallgemeinerte Streumatrizen (BE: Bezugsebene).
Die globalen Streumatrizen werden durch eine Kaskadierung von hintereinandergeschal-
teten lokalen Streumatrizen erzeugt. Die lokalen Streumatrizen beschreiben dabei immer
den Zusammenhang der modalen Amplituden der Reihendarstellungen der Felder auf den
beiden Seiten einer Grenzschicht zwischen zwei Entwicklungsvolumen. Bestimmt werden
diese lokalen Streumatrizen durch die Formulierung der Grenzbedingungen an der jeweils
betrachteten Grenzschicht und der Anwendung eines Mode-Matching Verfahrens.
Bei der Aufstellung der lokalen Streumatrizen ko¨nnen zwei Fa¨lle unterschieden werden.
An Grenzschichten, an denen sich die radiale Berandung der Volumen nicht sprunghaft
a¨ndert, so wie es bei Grenzschichten innerhalb der Wellenleiter und außerhalb des Metall-
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zylinders der Fall ist, ergeben sich fu¨r jeden Wellentyp — TM oder TE— und jede modale
Ordnung m lokale 2× 2 Matrizen. D.h. es verkoppeln dort nur Moden gleicher Ordnung
und gleichen Wellentyps. An der Grenzschicht, welche die Oberfla¨che des Metallzylinders
und die Wellenleiteraperturen entha¨lt, sind die beiden lokalen Streumatrizen allerdings
voll besetzt. Hier verkoppeln alle modalen Ordnungen eines Feldtyps untereinander.
2.2.3.1 Lokale Streumatrizen an radial stetig berandeten U¨berga¨ngen
G r e n z f l ä c h e :  ( n ,  i ,  i + 1 )
i n n e r e  B E
ä u ß e r e  B E
T E
iin
T M
iin
S
S
1,,
1,,
+
+
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,/ + inEH
)(
,/ - inEH
)(
1,/ - +inEH
)(
1,/ + +inEH
Abbildung 2-4: Grenzschicht mit radial stetiger Berandung. (In den Vektoren H
(+)
n,i , E
(+)
n,i ,
H
(−)
n,i usw. sind die modalen Amplituden aller in einer Richtung laufender Moden eines
Feldtyps in einer Schicht zusammengefaßt. Z.B. H
(+)
n,i = (H
(+)
n,i,mmin,i , . . . , H
(+)
n,i,mmax,i)
T .)
Zur Berechnung der lokalen Streumatrizen fu¨r wie in Abb. 2-4 dargestellte Grenzschich-
ten mit radialen Berandungen, die sich nicht sprunghaft an der Grenzschicht a¨ndern,
werden zuna¨chst fu¨r die TM- und TE-Feldanteile die Grenzbedingungen formuliert und
die Reihenentwicklungen (2-11) – (2-14) eingesetzt.
TM-Anteil:
En,i,z(ρi,i+1, ϕ) = En,i+1,z(ρi,i+1, ϕ)
⇔ ηi
mmax,i∑
m=mmin,i
[
H
(+)
n,i,mH
(2)
νn,im
(kiρi,i+1) +H
(−)
n,i,mH
(1)
νn,im
(kiρi,i+1)
]
· hTMn,i (m,ϕ) =
ηi+1
mmax,i+1∑
m=mmin,i+1
[
H
(+)
n,i+1,mH
(2)
νn,i+1m
(ki+1ρi,i+1) +H
(−)
n,i+1,mH
(1)
νn,i+1m
(ki+1ρi,i+1)
]
· hTMn,i+1(m,ϕ)
(2-23)
Hn,i,ϕ(ρi,i+1, ϕ) = Hn,i+1,ϕ(ρi,i+1, ϕ)
⇔
mmax,i∑
m=mmin,i
[
H
(+)
n,i,mH
(2)
′
νn,im
(kiρi,i+1) +H
(−)
n,i,mH
(1)
′
νn,im
(kiρi,i+1)
]
· hTMn,i (m,ϕ) =
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mmax,i+1∑
m=mmin,i+1
[
H
(+)
n,i+1,mH
(2)
′
νn,i+1m
(ki+1ρi,i+1) +H
(−)
n,i+1,mH
(1)
′
νn,i+1m
(ki+1ρi,i+1)
]
· hTMn,i+1(m,ϕ)
(2-24)
TE-Anteil:
En,i,ϕ(ρi,i+1, ϕ) = En,i+1,ϕ(ρi,i+1, ϕ)
⇔
mmax,i∑
m=mmin,i
[
E
(+)
n,i,mH
(2)
′
νn,im
(kiρi,i+1) + E
(−)
n,i,mH
(1)
′
νn,im
(kiρi,i+1)
]
· hTEn,i(m,ϕ) =
mmax,i+1∑
m=mmin,i+1
[
E
(+)
n,i+1,mH
(2)
′
νn,i+1m
(ki+1ρi,i+1) + E
(−)
n,i+1,mH
(1)
′
νn,i+1m
(ki+1ρi,i+1)
]
· hTEn,i+1(m,ϕ)
(2-25)
Hn,i,z(ρi,i+1, ϕ) = Hn,i+1,z(ρi,i+1, ϕ)
⇔ η−1i
mmax,i∑
m=mmin,i
[
E
(+)
n,i,mH
(2)
νn,im
(kiρi,i+1) + E
(−)
n,i,mH
(1)
νn,im
(kiρi,i+1)
]
· hTEn,i(m,ϕ) =
η−1i+1
mmax,i+1∑
m=mmin,i+1
[
E
(+)
n,i+1,mH
(2)
νn,i+1m
(ki+1ρi,i+1) + E
(−)
n,i+1,mH
(1)
νn,i+1m
(ki+1ρi,i+1)
]
· hTEn,i+1(m,ϕ)
(2-26)
In diesen Gleichungen gilt wegen der Kontinuita¨t der radialen Berandung der Volumen
an der Grenzschicht:
hTMn,i (m,ϕ) = h
TM
n,i+1(m,ϕ) (2-27)
hTEn,i(m,ϕ) = h
TE
n,i+1(m,ϕ) (2-28)
νn,i = νn,i+1 (2-29)
Deshalb und wegen der Orthogonalita¨t der harmonischen Funktionen h ko¨nnen die Glei-
chungen (2-23) – (2-26) bezogen auf die Summation u¨ber m elementweise ausgewertet
werden. Die Gleichungen werden dann so umformuliert, daß die auf die Grenzschicht
zulaufenden Anteile auf den rechten Seiten auftauchen und die von der Grenzschicht ab-
laufenden Anteile auf den linken Seiten stehen. Weiterhin werden die Gleichungen zu den
einzelnen Feldanteilen zusammengefaßt und in Matrizenschreibweise formuliert.
 ηiH(1)νn,im(kiρi,i+1) −ηi+1H(2)νn,i+1m(ki+1ρi,i+1)
H(1)
′
νn,im
(kiρi,i+1) −H(2)
′
νn,i+1m
(ki+1ρi,i+1)

 ·
(
H
(−)
n,i,m
H
(+)
n,i+1,m
)
=

 −ηiH(2)νn,im(kiρi,i+1) ηi+1H(1)νn,i+1m(ki+1ρi,i+1)
−H(2)′νn,im(kiρi,i+1) H(1)
′
νn,i+1m
(ki+1ρi,i+1)

 ·
(
H
(+)
n,i,m
H
(−)
n,i+1,m
)
(2-30)

 η−1i H(1)νn,im(kiρi,i+1) −η−1i+1H(2)νn,i+1m(ki+1ρi,i+1)
H(1)
′
νn,im
(kiρi,i+1) −H(2)
′
νn,i+1m
(ki+1ρi,i+1)

 ·
(
E
(−)
n,i,m
E
(+)
n,i+1,m
)
=

 −η−1i H(2)νn,im(kiρi,i+1) η−1i+1H(1)νn,i+1m(ki+1ρi,i+1)
−H(2)′νn,im(kiρi,i+1) H(1)
′
νn,i+1m
(ki+1ρi,i+1)

 ·
(
E
(+)
n,i,m
E
(−)
n,i+1,m
)
(2-31)
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Die lokalen Streumatrizen fu¨r eine Ordnung m der TM- und TE-Moden erha¨lt man
dann durch Multiplikation der Gleichungen (2-30) und (2-31) jeweils mit den invertierten
Matrizen ihrer linken Seiten.
STM
n,i,i+1,m
=

 ηiH(1)νn,im(kiρi,i+1) −ηi+1H(2)νn,i+1m(ki+1ρi,i+1)
H(1)
′
νn,im
(kiρi,i+1) −H(2)
′
νn,i+1m
(ki+1ρi,i+1)

−1 ·

 −ηiH(2)νn,im(kiρi,i+1) ηi+1H(1)νn,i+1m(ki+1ρi,i+1)
−H(2)′νn,im(kiρi,i+1) H(1)
′
νn,i+1m
(ki+1ρi,i+1)

 (2-32)
STE
n,i,i+1,m
=

 η−1i H(1)νn,im(kiρi,i+1) −η−1i+1H(2)νn,i+1m(ki+1ρi,i+1)
H(1)
′
νn,im
(kiρi,i+1) −H(2)
′
νn,i+1m
(ki+1ρi,i+1)

−1 ·

 −η−1i H(2)νn,im(kiρi,i+1) η−1i+1H(1)νn,i+1m(ki+1ρi,i+1)
−H(2)′νn,im(kiρi,i+1) H(1)
′
νn,i+1m
(ki+1ρi,i+1)

 (2-33)
Die Gleichungen (2-32) und (2-33) ko¨nnen schließlich analytisch ausgewertet werden, um
bei einer numerischen Simulation Rechenzeit zu sparen.
Diese lokalen Streumatrizen fu¨r einen Feldtyp und eine Ordnung m werden schließlich zu
zwei lokalen Streumatrizen STM
n,i,i+1
und STE
n,i,i+1
fu¨r alle an einer Grenzschicht beru¨cksich-
tigten Moden zusammengefaßt.
(
H
(−)
n,i
H
(+)
n,i+1
)
= STM
n,i,i+1
·
(
H
(+)
n,i
H
(−)
n,i+1
)
(2-34)
(
E
(−)
n,i
E
(+)
n,i+1
)
= STE
n,i,i+1
·
(
E
(+)
n,i
E
(−)
n,i+1
)
(2-35)
wobei die UntervektorenH/E
(+)/(−)
n,i/i+1 entsprechend der Beschriftung von Abb. 2-4 definiert
sind und
STM/TE
n,i,i+1
=

 STM/TEn,i,i+1(1, 1) STM/TEn,i,i+1(1, 2)
STM/TE
n,i,i+1
(2, 1) STM/TE
n,i,i+1
(2, 2)

 (2-36)
mit
STM/TE
n,i,i+1
(u, v) =


S
TM/TE
n,i,i+1,mmin(u, v) 0 · · · 0
0 S
TM/TE
n,i,i+1,mmin+1(u, v)
. . .
...
...
. . . . . . 0
0 · · · 0 STM/TEn,i,i+1,mmax(u, v)


mit u, v ∈ {1, 2} (2-37)
Die Elemente STMn,i,i+1,m(u, v) bzw. S
TE
n,i,i+1,m(u, v) der Untermatrizen S
TM
n,i,i+1
(u, v) bzw.
STE
n,i,i+1
(u, v) ergeben sich aus den Elementen der Matrizen STM
n,i,i+1,m
und STE
n,i,i+1,m
nach
der analytischen Auswertung der Gleichungen (2-32) und (2-33).
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In dem Fall, daß die Anzahl der beru¨cksichtigten Moden auf beiden Seiten der Grenz-
schicht identisch ist, sind die Untermatrizen STM
n,i,i+1
(u, v) und STE
n,i,i+1
(u, v), wie in (2-37)
dargestellt, quadratische Diagonalmatrizen. Anderenfalls sind diese nicht mehr quadra-
tisch und es treten einige Spalten oder Zeilen auf, deren Komponenten alle den Wert 0
haben.
2.2.3.2 Lokale Streumatrizen an radial diskontinuierlichen U¨berga¨ngen
ä u ß e r e
B E
i n n e r e
B E
T M
iiS 1, + T E iiS 1, +
)(
1,1/ - +iEH
)(
1,1/ + +iEH)(/ -iEH
)(/ +iEH
r c
Abbildung 2-5: Grenzschicht mit radial unstetiger Berandung. (In den Vektoren H
(+)
i ,
E
(+)
i , H
(−)
i und E
(−)
i sind die modalen Amplituden aller in einer Richtung laufender
Moden eines Feldtyps in den a¨ußersten Schichten aller Wellenleiter zusammengefaßt.
Z.B. H
(+)
i = (H
(+)
1,i
T
, . . . , H
(+)
NApt,i
T
)T . Die Vektoren H
(+)
1,i+1, E
(+)
1,i+1 usw. sind entsprechend
der Vektoren in Abb. 2-4 mit n = 1 definiert.)
Zur Berechnung der lokalen Streumatrizen fu¨r die Grenzschicht, welche, wie in Abb. 2-
5 dargestellt, die Oberfla¨che des Metallzylinders und die Wellenleiteraperturen entha¨lt,
werden zuna¨chst wieder fu¨r die radial transversalen Komponenten der TM- und TE-
Feldanteile die Grenzbedingungen aufgestellt und die Reihenentwicklungen (2-11) – (2-14)
eingesetzt.
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TM-Anteil:
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
· En,i,z(ρc, ϕ) = E1,i+1,z(ρc, ϕ) (2-38)
⇔ ηi ·
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
·
mmax,i∑
m=1
[
H
(+)
n,i,mH
(2)
νn,im
(kiρc) +H
(−)
n,i,mH
(1)
νn,im
(kiρc)
]
·
sin
(
νn,im
(
ϕ+
ϕa,n
2
− ϕc,n
))
= ηi+1 ·
mmax,i+1∑
m=mmin,i+1
[
H
(+)
1,i+1,mH
(2)
m (ki+1ρc) +H
(−)
1,i+1,mH
(1)
m (ki+1ρc)
]
ejmϕ
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
·Hn,i,ϕ(ρc, ϕ) = H1,i+1,ϕ(ρc, ϕ) ·
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
(2-39)
⇔
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
·
mmax,i∑
m=1
[
H
(+)
n,i,mH
(2)
′
νn,im
(kiρc) +H
(−)
n,i,mH
(1)
′
νn,im
(kiρc)
]
·
sin
(
νn,im
(
ϕ+
ϕa,n
2
− ϕc,n
))
=
mmax,i+1∑
m=mmin,i+1
[
H
(+)
1,i+1,mH
(2)
m
′
(ki+1ρc) +H
(−)
1,i+1,mH
(1)
m
′
(ki+1ρc)
]
ejmϕ ·
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
TE-Anteil:
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
· En,i,ϕ(ρc, ϕ) = E1,i+1,ϕ(ρc, ϕ) (2-40)
⇔
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
·
mmax,i∑
m=0
[
E
(+)
n,i,mH
(2)
′
νn,im
(kiρc) + E
(−)
n,i,mH
(1)
′
νn,im
(kiρc)
]
·
cos
(
νn,im
(
ϕ+
ϕa,n
2
− ϕc,n
))
=
mmax,i+1∑
m=mmin,i+1
[
E
(+)
1,i+1,mH
(2)
m
′
(ki+1ρc) + E
(−)
1,i+1,mH
(1)
m
′
(ki+1ρc)
]
ejmϕ
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
·Hn,i,z(ρc, ϕ) = H1,i+1,z(ρc, ϕ) ·
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
(2-41)
⇔ η−1i ·
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
·
mmax,i∑
m=0
[
E
(+)
n,i,mH
(2)
νn,im
(kiρc) + E
(−)
n,i,mH
(1)
νn,im
(kiρc)
]
·
cos
(
νn,im
(
ϕ+
ϕa,n
2
− ϕc,n
))
= η−1i+1 ·
mmax,i+1∑
m=mmin,i+1
[
E
(+)
1,i+1,mH
(2)
m (ki+1ρc) + E
(−)
1,i+1,mH
(1)
m (ki+1ρc)
]
ejmϕ ·
NApt∑
n=1
rect
(
ϕ− ϕc,n
ϕa,n
)
Die in der Formulierung verwendeten Rechteckimpuls Funktionen sind definiert als rect(x)
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:= Heaviside(x + 1
2
) − Heaviside(x − 1
2
). Durch ihre Verwendung werden die zur Grenz-
schicht tangentialen elektrischen Feldkomponenten innerhalb der Aperturen auf beiden
Seiten der Grenzschicht gleichgesetzt und auf dem Metallzylinder auf den Wert 0 gezwun-
gen. Die magnetischen Feldkomponenten werden nur innerhalb der Aperturen aneinander
angepaßt. Auf dem Metallzylinder ko¨nnen diese einen anderen Betrag als 0 haben und
dort einen elektrischen Oberfla¨chenstrom erzeugen. Da in den Gleichungen (2-39) und
(2-41) die Rechteckfunktionen auf beiden Seiten angesetzt wurden und somit die tangen-
tialen magnetischen Feldkomponenten nur innerhalb der Aperturen gleichgesetzt werden,
repra¨sentiert jede dieser beiden Gleichung bereits NApt einzelne Gleichungen.
Um den direkten Zusammenhang der Amplituden der ein- und auslaufenden Wellen be-
stimmen zu ko¨nnen, werden die Gleichungen (2-38) – (2-41) in zwei Gleichungssysteme
u¨berfu¨hrt. Dies geschieht durch die Anwendung einer Integraltransformation, wobei —
genauso wie bei den Grenzschichten mit radial stetiger Berandung — die Orthogonalita¨ts-
eigenschaften der verwendeten harmonischen Funktionen ausgenutzt werden. Auf beide
Seiten der Gleichungen (2-38) und (2-40) wird die Transformation
∫ pi
−pi(.) · e−jm˜ϕ dϕ,
m˜ ∈ {mmin,i+1, . . . , mmax,i+1} angewandt. Dadurch entstehen entsprechend des Werte-
bereichs von m in der (i+1)-ten Schicht 2mmax,i+1+1 Gleichungen. Die Transformation
von (2-38) fu¨hrt zu den Gleichungen
2pi ·
[
H
(+)
1,i+1,m˜ηi+1H
(2)
m˜ (ki+1ρc) +H
(−)
1,i+1,m˜ηi+1H
(1)
m˜ (ki+1ρc)
]
= j
NApt∑
n=1
ϕa,n
2
·
mmax,i∑
m=1
[
j−msi
(
ϕa,n
2
(m˜+ νn,im)
)
− jmsi
(
ϕa,n
2
(m˜− νn,im)
)]
·
[
H
(+)
n,i,mηiH
(2)
νn,im
(kiρc) +H
(−)
n,i,mηiH
(1)
νn,im
(kiρc)
]
· e−jmϕc,n ,
m˜ ∈ {mmin,i+1, . . . , mmax,i+1} (2-42)
und die Transformation von (2-40) ergibt die Gleichungen
2pi ·
[
E
(+)
1,i+1,m˜H
(2)
m˜
′
(ki+1ρc) + E
(−)
1,i+1,m˜H
(1)
m˜
′
(ki+1ρc)
]
=
NApt∑
n=1
ϕa,n
2
·
mmax,i∑
m=0
[
j−msi
(
ϕa,n
2
(m˜+ νn,im)
)
+ jmsi
(
ϕa,n
2
(m˜− νn,im)
)]
·
[
E
(+)
n,i,mH
(2)
′
νn,im
(kiρc) + E
(−)
n,i,mH
(1)
′
νn,im
(kiρc)
]
· e−jmϕc,n ,
m˜ ∈ {mmin,i+1, . . . , mmax,i+1}. (2-43)
Die verwendeten si-Funktionen sind definiert als si(x) := sin(x)/x.
Wie oben bereits erwa¨hnt, repra¨sentieren die Gleichungen (2-39) und (2-41) jeweils NApt
einzelne Gleichungen. Auf jede dieser Gleichungen wird auch hier eine Integraltransfor-
mation angewandt. Im Falle von (2-39) ist das
∫ pi
−pi(.) · sin(νn,im˜(ϕ+ ϕa,n2 − ϕc,n)) dϕ mit
n ∈ {1, . . . , NApt} und m˜ ∈ {1, . . . , mmax,i}. Damit ergeben sich die NApt · mmax,i
Gleichungen:
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j
mmax,i+1∑
m=mmin,i+1
[
j−m˜si
(
ϕa,n
2
(νn,im˜−m)
)
− jm˜si
(
ϕa,n
2
(νn,im˜+m)
)]
·
[
H
(+)
1,i+1,mH
(2)
m
′
(ki+1ρc) +H
(−)
1,i+1,mH
(1)
m
′
(ki+1ρc)
]
· ejmϕc,n
= H
(+)
n,i,m˜H
(2)
′
νn,im˜
(kiρc) +H
(−)
n,i,m˜H
(1)
′
νn,im˜
(kiρc) ,
n ∈ {1, . . . , NApt} , m˜ ∈ {1, . . . , mmax,i} (2-44)
Die auf die Gleichung (2-41) angewandte Integraltransformation ist
∫ pi
−pi(.) · cos(νn,im˜(ϕ+
ϕa,n
2
−ϕc,n)) dϕ mit n ∈ {1, . . . , NApt} und m˜ ∈ {0, . . . , mmax,i}. Diese Transformation
fu¨hrt zu den folgenden NApt · (mmax,i + 1) Gleichungen.
mmax,i+1∑
m=mmin,i+1
[
j−m˜si
(
ϕa,n
2
(νn,im˜−m)
)
+ jm˜si
(
ϕa,n
2
(νn,im˜+m)
)]
·
[
E
(+)
1,i+1,mη
−1
i+1H
(2)
m (ki+1ρc) + E
(−)
1,i+1,mη
−1
i+1H
(1)
m (ki+1ρc)
]
· ejmϕc,n
= (1 + δ0m˜) ·
[
E
(+)
n,i,m˜η
−1
i H
(2)
νn,im˜
(kiρc) + E
(−)
n,i,m˜η
−1
i H
(1)
νn,im˜
(kiρc)
]
,
n ∈ {1, . . . , NApt} , m˜ ∈ {0, . . . , mmax,i} (2-45)
δij ist das Kronecker-Symbol, welches definiert ist als δij :=
{
1 fu¨r i = j
0 sonst
.
Im na¨chsten Schritt werden die Gleichungssysteme (2-42) – (2-45) wieder so umformuliert,
daß alle Amplituden der auf die Grenzschicht zulaufenden Moden auf den rechten Seiten
stehen und alle Amplituden der von der Grenzschicht ablaufenden Moden auf den linken
Seiten auftauchen. Diese Gleichungssysteme werden dann in Matrizenschreibweise wie in
(2-30) und (2-31) formuliert. Durch die Multiplikation der Matrizengleichungen mit den
invertierten Matrizen ihrer linken Seiten ergibt sich die folgende Streumatrixformulierung:
(
H
(−)
i
H
(+)
1,i+1
)
= STM
i,i+1
·
(
H
(+)
i
H
(−)
1,i+1
)
(2-46)
(
E
(−)
i
E
(+)
1,i+1
)
= STE
i,i+1
·
(
E
(+)
i
E
(−)
1,i+1
)
(2-47)
mit
STM
i,i+1
=
(
LTM
)−1 ·RTM (2-48)
STE
i,i+1
=
(
LTE
)−1 ·RTE (2-49)
wobei z.B. nach (2-42) und (2-44)
LTM =
(
LTM
1,1
LTM
1,2
LTM
2,1
LTM
2,2
)
(2-50)
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mit den im Folgenden angegebenen Untermatrizen LTM
1,1
und LTM
1,2
aus (2-44) und LTM
2,1
und
LTM
2,2
aus (2-42).
LTM
1,1
= diag
(
H
(1)
′
ν1,i·1(kiρc),
m˜
→. . ., H(1)
′
ν1,immax,i
(kiρc),
n
→. . .
H
(1)
′
νNApt,i·1
(kiρc),
m˜
→. . ., H(1)
′
νNApt,immax,i
(kiρc)
)
(2-51)
LTM
1,2
=


LTM1,2 (1, 1,mmin,i+1)
m
→. . . LTM1,2 (1, 1,mmax,i+1)
...↓m˜
...
LTM1,2 (1,mmax,i,mmin,i+1)
m
→. . . LTM1,2 (1,mmax,i,mmax,i+1)
LTM1,2 (2, 1,mmin,i+1)
m
→. . . LTM1,2 (2, 1,mmax,i+1)
...↓m˜
...
LTM1,2 (2,mmax,i,mmin,i+1)
m
→. . . LTM1,2 (2,mmax,i,mmax,i+1)
...↓n
...
LTM1,2 (NApt, 1,mmin,i+1)
m
→. . . LTM1,2 (NApt, 1,mmax,i+1)
...↓m˜
...
LTM1,2 (NApt,mmax,i,mmin,i+1)
m
→. . . LTM1,2 (NApt,mmax,i,mmax,i+1)


,
LTM1,2 (n, m˜,m) = −j ·
[
j−m˜si
(
ϕa,n
2
(νn,im˜−m)
)
− jm˜si
(
ϕa,n
2
(νn,im˜+m)
)]
·
H(2)m
′
(ki+1ρc) · ejmϕc,n (2-52)
LTM
2,1
=


LTM2,1 (1, 1,mmin,i+1)
m˜
→. . . LTM2,1 (1, 1,mmax,i+1)
...↓m
...
LTM2,1 (1,mmax,i,mmin,i+1)
m˜
→. . . LTM2,1 (1,mmax,i,mmax,i+1)
LTM2,1 (2, 1,mmin,i+1)
m˜
→. . . LTM2,1 (2, 1,mmax,i+1)
...↓m
...
LTM2,1 (2,mmax,i,mmin,i+1)
m˜
→. . . LTM2,1 (2,mmax,i,mmax,i+1)
...↓n
...
LTM2,1 (NApt, 1,mmin,i+1)
m˜
→. . . LTM2,1 (NApt, 1,mmax,i+1)
...↓m
...
LTM2,1 (NApt,mmax,i,mmin,i+1)
m˜
→. . . LTM2,1 (NApt,mmax,i,mmax,i+1)


T
,
LTM2,1 (n,m, m˜) = jηi
ϕa,n
2
·
[
j−msi
(
ϕa,n
2
(m˜+ νn,im)
)
− jmsi
(
ϕa,n
2
(m˜− νn,im)
)]
·
H(1)νn,im(kiρc) · e−jmϕc,n (2-53)
LTM
2,2
= −2pi · ηi+1 · diag
(
H(2)mmin,i+1(ki+1ρc),
m˜
→. . ., H(2)mmax,i+1(ki+1ρc)
)
(2-54)
Die restlichen drei Matrizen RTM, LTE und RTE, die zur Berechnung der lokalen Streuma-
trizen notwendig sind, sind a¨hnlich aufgebaut, wie die hier angegebene Matrix LTM. Sie
sind im Anhang B aufgefu¨hrt.
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2.2.3.3 Globale Streumatrizen
Die globalen Streumatrizen STM und STE, die jeweils alle Moden der beiden Wellen-
typen innerhalb der innersten Schichten der Wellenleiter und außerhalb der gesamten
zylindrischen Anordnung zueinander in Relation setzen, werden durch die Kaskadierung
der lokalen Streumatrizen entsprechend des geschichteten Aufbaus der Gesamtanordnung
nach Abb. 2-2 bestimmt.
S 1 , i - 1 , iT M  b z w .  T ES 1 , i - 2 , i - 1T M  b z w .  T ES 1 , 1 , 2T M  b z w .  T E
S 1 , i + 1 , i + 2T M  b z w .  T E S 1 , i    - 1 , iT M  b z w .  T Em a x m a x
S 2 , i - 1 , iT M  b z w .  T ES 2 , i - 2 , i - 1T M  b z w .  T ES 2 , 1 , 2T M  b z w .  T E
S N   , i - 1 , iT M  b z w .  T EA p tS N   , i - 2 , i - 1T M  b z w .  T EA p tS N   , 1 , 2T M  b z w .  T EA p t
S i , i + 1T M  b z w .  T E
W e l l e n l e i t e r A p e r t u r e n /M e t a l l z y l i n d e r S c h i c h t e n  a u ß e r h a l b
Abbildung 2-6: Netzwerk-Ersatzschaltbild.
Abb. 2-6 zeigt ein Netzwerk-Ersatzschaltbild der geschichteten Anordnung, in dem je-
de Grenzschicht entsprechend ihrer Position durch eine Streumatrix repra¨sentiert wird.
In einem ersten Schritt werden jeweils die Streumatrizen der Grenzschichten innerhalb
der Wellenleiter und außerhalb des Metallzylinders zu u¨bergeordneten Streumatrizen zu-
sammengefaßt. Dies geschieht in einem iterativen Prozeß, in dem jeweils zwei verbundene
Streumatrizen zu einer neuen Streumatrix kombiniert werden. Da an diesen Schichten nur
Moden gleicher Ordnung und Typs untereinander verkoppeln, ko¨nnen die Grenzschich-
ten fu¨r jede Mode mit einer 2 × 2 Streumatrix beschrieben werden. Die Kombination
zweier Streumatrizen an diesen Schichten la¨ßt sich also auf die Verkettung zweier 2-Tore
zuru¨ckfu¨hren. Die u¨bergeordnete Streumatrix S der Verkettung zweier 2× 2 Streumatri-
zen S ′ und S ′′ ist
S =

 S ′11 + S′12·S′′11·S′211−S′22·S′′11 S′12·S′′121−S′′11·S′22
S′′
21
·S′
21
1−S′
22
·S′′
11
S ′′22 +
S′′
21
·S′
22
·S′′
12
1−S′′
11
·S′
22

 (2-55)
Die u¨bergeordneten Streumatrizen fu¨r die Schichten innerhalb der einzelnen Wellenleiter
werden dann in einem zweiten Schritt zu zwei großen Matrizen zusammengefaßt, die den
Zusammenhang aller Wellen eines Typs in den innersten Schichten und in den a¨ußer-
sten Schichten aller Wellenleiter zusammen beschreiben. Auf diese Weise entsteht das
Netzwerk-Ersatzschaltbild in Abb. 2-7.
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W e l l e n l e i t e r
S W LT M  b z w .  T E S S AT M  b z w .  T ES A p tT M  b z w .  T E
A p e r t u r e n /
M e t a l l z y l i n d e r
S c h i c h t e n
a u ß e r h a l b
Abbildung 2-7: Netzwerk-Ersatzschaltbild mit zusammengefaßten Schichten innerhalb der
Wellenleiter und außerhalb des Metallzylinders.
Im letzten Schritt werden schließlich jeweils die drei Streumatrizen STM
WL
, STM
Apt
und STM
SA
bzw. STE
WL
, STE
Apt
und STE
SA
aus Abb. 2-7 zu den globalen Streumatrizen STM und STE zu-
sammengefaßt. Diese Berechnung kann nun nicht mehr modenweise durchgefu¨hrt werden,
sondern es muß mit den Untermatrizen der einzelnen Streumatrizen gerechnet werden.
S
11
= S
WL,11
+ S
WL,12
·
[
S
Apt,12
· S
SA,11
·
(
E − S
Apt,22
· S
SA,11
)−1 · S
Apt,21
+ S
Apt,11
]
·{
E − S
WL,22
·
[
S
Apt,12
· S
SA,11
·
(
E − S
Apt,22
· S
SA,11
)−1 · S
Apt,21
+ S
Apt,11
]}−1
·
S
WL,21
(2-56)
S
12
= S
WL,12
·
{
E −
[
S
Apt,12
· S
SA,11
·
(
E − S
Apt,22
· S
SA,11
)−1 · S
Apt,21
+ S
Apt,11
]
·
S
WL,22
}−1
· S
Apt,12
·
[
E + S
SA,11
·
(
E − S
Apt,22
· S
SA,11
)−1 · S
Apt,22
]
· S
SA,12
(2-57)
S
21
= S
SA,21
·
{
E −
[
S
Apt,21
· S
WL,22
·
(
E − S
Apt,11
· S
WL,22
)−1 · S
Apt,12
+ S
Apt,22
]
·
S
SA,11
}−1
· S
Apt,21
·
[
E + S
WL,22
·
(
E − S
Apt,11
· S
WL,22
)−1 · S
Apt,11
]
· S
WL,21
(2-58)
S
22
= S
SA,22
+ S
SA,21
·
[
S
Apt,21
· S
WL,22
·
(
E − S
Apt,11
· S
WL,22
)−1 · S
Apt,12
+ S
Apt,22
]
·{
E − S
SA,11
·
[
S
Apt,21
· S
WL,22
·
(
E − S
Apt,11
· S
WL,22
)−1 · S
Apt,12
+ S
Apt,22
]}−1
·
S
SA,12
(2-59)
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2.2.4 Einfallende ebene Wellen
Eine von außen auf die untersuchte Anordnung nach Abb. 2-2 in der Ebene z = 0 aus
der azimutalen Richtung ϕ0 einfallende ebene TEM-Welle la¨ßt sich anhand einer Reihen-
entwicklung nach Bessel Funktionen erster Art darstellen. In (2-21) und (2-22) wurden
lediglich die zwei Standardpolarisationen betrachtet, da sich eine beliebige Polarisation
in diese beiden Fa¨lle zerlegen la¨ßt.
Anhand der entwickelten Theorie ist es mo¨glich zu berechnen, welche radial einlaufenden
Moden eine einfallende ebene Welle in den innersten Schichten der Wellenleiter hervorruft,
d.h. was die einzelnen Antennenelemente empfangen, und wie das von der gesamten
Struktur gestreute Feld im Außenraum aussieht. Die in (2-56) – (2-59) gegebenen globalen
Streumatrizen beschreiben den Zusammenhang zwischen radial aus- und einlaufenden
Wellen in diesen beiden Feldbereichen. Die in Bessel Funktionen entwickelten einfallenden
ebenen Wellen sind allerdings keine reinen radial aus- oder einlaufenden Wellen. Bezogen
auf die azimutale Richtung ϕ0 stellen sie radial einlaufende Wellen dar und bezogen auf die
Richtung ϕ0+pi radial auslaufende Wellen. In den Richtungen zwischen ϕ0 und ϕ0+pi sind
beide Anteile vorhanden. Das an der Gesamtstruktur gestreute Feld besteht allerdings nur
aus auslaufenden Wellen. Deshalb ist es sinnvoll bei der Anregung mit einfallenden ebenen
Wellen das elektromagnetische Feld in der Schicht i = imax nach Bessel Funktionen erster
Art und Hankel Funktionen zweiter Art zu entwickeln. Damit ist eine vollsta¨ndige Basis
fu¨r eine Entwicklung in Zylinderfunktionen gegeben, denn jeweils zwei der Funktionen
H(1)m (.), H
(2)
m (.), Jm(.) und Ym(.) sind voneinander linear unabha¨ngig. Ym(.) ist die Bessel
Funktion zweiter Art oder Weber Funktion.
Radial transversale Komponenten des TM-Anteils:
E1,imax,z(ρ, ϕ) = −jηimax
∞∑
m=−∞
[
H˜
(+)
1,imax,mH
(2)
m (kimaxρ) + H˜
(∓)
1,imax,mJm(kimaxρ)
]
· ejmϕ
(2-60)
ηimaxH1,imax,ϕ(ρ, ϕ) = −ηimax
∞∑
m=−∞
[
H˜
(+)
1,imax,mH
(2)
m
′
(kimaxρ) + H˜
(∓)
1,imax,mJm
′(kimaxρ)
]
· ejmϕ
(2-61)
Radial transversale Komponenten des TE-Anteils:
E1,imax,ϕ(ρ, ϕ) =
∞∑
m=−∞
[
E˜
(+)
1,imax,mH
(2)
m
′
(kimaxρ) + E˜
(∓)
1,imax,mJm
′(kimaxρ)
]
· ejmϕ
(2-62)
ηimaxH1,imax,z(ρ, ϕ) = −j
∞∑
m=−∞
[
E˜
(+)
1,imax,mH
(2)
m (kimaxρ) + E˜
(∓)
1,imax,mJm(kimaxρ)
]
· ejmϕ
(2-63)
Die Amplituden der Bessel Funktionen H˜
(∓)
1,imax,m und E˜
(∓)
1,imax,m in den obigen Reihenent-
wicklungen sind direkt durch einen Koeffizientenvergleich mit den Entwicklungen fu¨r die
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ebenen Wellen (2-21) und (2-22) gegeben.
H˜
(∓)
1,imax,m = E
E
0 · η−1imax · jm+1 · e−jmϕ0 (2-64)
E˜
(∓)
1,imax,m = E
H
0 · jm+1 · e−jmϕ0 (2-65)
Die einfallende Welle mit z-polarisiertem elektrischen Feld regt somit ausschließlich die
TM-Anteile der Reihenentwicklungen an und die Welle mit z-polarisiertem magnetischen
Feld ausschließlich die TE-Anteile.
Die Amplituden der Hankel Funktionen H˜
(+)
1,imax,m und E˜
(+)
1,imax,m in (2-60) – (2-63) ergeben
sich durch die Streuung an der untersuchten Geometrie. Zur Berechnung dieser Amplitu-
den ist ein Zusammenhang der Darstellung der Felder in der Schicht i = imax zum einen
mit Hankel Funktionen erster und zweiter Art nach (2-11) – (2-14) und zum anderen mit
Hankel Funktionen zweiter Art und Bessel Funktionen nach (2-60) – (2-63) herzustellen.
Dieser Zusammenhang kann durch zwei weitere Streumatrizen ausgedru¨ckt werden, die
dann mit den beiden globalen Streumatrizen nach (2-56) – (2-59) kaskadiert werden.
Zur Berechnung dieser lokalen Streumatrizen wird eine fiktive Grenzschicht mit dem
Radius ρf ≥ ρimax−1,imax eingefu¨hrt, an der die tangentialen Feldkomponenten der beiden
Darstellungen gleichgesetzt werden. Unter Zuhilfenahme der Wronski-Determinanten und
der rekursiven Definition der Ableitung der zylindrischen Funktionen aus [85] lassen sich
daraus die lokalen Streumatrizen bestimmen. Diese verknu¨pfen wegen der identischen
Beschreibung der ϕ-Abha¨ngigkeit in beiden Formulierungen nur Wellen gleicher Ordnung
m und Typs. (
H
(−)
1,imax,m
H˜
(+)
1,imax,m
)
=
(
0 1
2
1 −1
2
)
·
(
H
(+)
1,imax,m
H˜
(∓)
1,imax,m
)
(2-66)
(
E
(−)
1,imax,m
E˜
(+)
1,imax,m
)
=
(
0 1
2
1 −1
2
)
·
(
E
(+)
1,imax,m
E˜
(∓)
1,imax,m
)
(2-67)
Wegen der einfachen Struktur der lokalen Streumatrizen gestaltet sich die Berechnung
der globalen Streumatrizen S˜
TM
und S˜
TE
, welche die Beziehung der Felder im Außenraum
der Anordnung — beschrieben durch (2-60) – (2-63) — zu den Feldern in den innersten
Schichten der Wellenleiter — beschrieben durch (2-11) – (2-14) — herstellt, auch sehr
einfach. Die Kaskadierung der globalen Streumatrizen STM und STE nach (2-56) – (2-59)
mit den hier bestimmten lokalen Streumatrizen ergibt
S˜
TM/TE
=

 STM/TE11 12 · STM/TE12
STM/TE
21
1
2
·
(
STM/TE
22
− E
)

 (2-68)
Anhand von Gleichung (2-68) wird deutlich, daß sich durch die Darstellung der Felder
im Außenraum anhand von (2-60) – (2-63) im Falle der Betrachtung der Anordnung als
Sendeantenne nichts a¨ndert. Die fu¨r diesen Fall relevanten Untermatrizen S˜
TM/TE
11
und
S˜
TM/TE
21
der globalen Streumatrizen S˜
TM
und S˜
TE
sind unvera¨ndert geblieben. Nur fu¨r den
Fall einer Anregung von außen ergeben sich vera¨nderte Untermatrizen.
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2.2.5 Fernfeld
Eine Anregung der untersuchten Struktur, entweder durch auswa¨rts laufende Wellen in-
nerhalb der innersten Schichten der Wellenleiter im Antennenfall oder durch einfallende
ebene TEM-Wellen aus dem Außenraum im Streufall, erzeugt im Außenraum auswa¨rts
laufende Wellen mit den Amplituden H
(+)
1,imax,m und E
(+)
1,imax,m nach (2-11) – (2-14). Im
Antennenfall ergibt sich daraus das Antennendiagramm bzw. das abgestrahlte Feld und
im Fall der Betrachtung als Streuobjekt das gestreute Feld bzw. die Streubreite (SW). In
beiden Fa¨llen ist von Interesse, wie der Verlauf dieses Feldes — normalerweise des elek-
trischen Feldes — in großem Abstand von der Anordnung aussieht (Fernfeld). Um diesen
Verlauf zu bestimmen ist die radiale Abha¨ngigkeit der Feldverteilung fu¨r den U¨bergang
ρ→∞ zu betrachten. Im Einzelnen ist dies das Verhalten der Hankel Funktionen zweiter
Art und ihrer Ableitung fu¨r große Argumente nach [85].
E1,imax,z(ρ→∞, ϕ) ∼
mmax,imax∑
m=mmin,imax
jm · ηimax ·H(+)1,imax,m · ejmϕ (2-69)
E1,imax,ϕ(ρ→∞, ϕ) ∼
mmax,imax∑
m=mmin,imax
jm · E(+)1,imax,m · ejmϕ (2-70)
2.2.6 Diagrammsyntheseverfahren
2.2.6.1 Invertives mathematisches Diagrammsyntheseverfahren im Orts-Fre-
quenzbereich
Die in den Kapiteln 2.2.2 – 2.2.5 entwickelte elektromagnetische Modellierungsmethode
fu¨r keilwellenleitergespeiste Gruppen von Aperturantennen eingebettet in metallischen
Kreiszylindern unter Beru¨cksichtigung von homogenen, isotropen, konzentrischen Schich-
ten, ist im physikalischen Sinne exakt. Sa¨mtliche Effekte wie Reflexion, Streuung, Beu-
gung und Elementverkopplung sind implizit in der Modellierungsmethode enthalten. Bis-
her ist es allerdings nur mo¨glich, anhand einer vorgegebenen Anregung η1H
(+)
n,1,m bzw.
E
(+)
n,1,m der einzelnen Antennenelemente das abgestrahlte Fernfeld der gesamten Anord-
nung mittels (2-69) und (2-70) zu berechnen. Wobei sich die Amplituden der auslaufenden
Wellen ergeben aus
H
(+)
1,imax = S
TM
21
·H(+)1 (2-71)
E
(+)
1,imax = S
TE
21
· E(+)1 (2-72)
In der Praxis tritt allerdings meist die umgekehrte Fragestellung auf, wie die Anten-
nenelemente anzuregen sind, damit die Gruppenantenne ein gewu¨nschtes Diagramm ab-
strahlt. Verfahren, die eine Lo¨sung dieser Aufgabenstellung anstreben, werden allgemein
”
Diagrammsyntheseverfahren“ genannt. Unter den Diagrammsyntheseverfahren existie-
ren laut Tab. 2-1 diverse Ansa¨tze. Der hier verfolgte Ansatz kann dementsprechend als
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invertives mathematisches Verfahren im Orts-Frequenzbereich bezeichnet werden und
nutzt die im Rahmen der elektromagnetischen Modellierung eingefu¨hrte Repra¨sentati-
on der elektromagnetischen Felder im Fernfeld der Antennenstruktur durch eine Rei-
he von Zylinderfunktionen, wie in (2-69) und (2-70), aus. Diese Darstellung entspricht
bezogen auf die azimutale ϕ-Richtung einer Fourierreihe mit den Fourierkoeffizienten
jm · ηimax ·H(+)1,imax,m bzw. jm · E(+)1,imax,m. Ein in der Ebene z = 0 gewu¨nschtes Antennen-
diagramm E ′1,imax,z(ρ → ∞, ϕ, z = 0) bzw. E ′1,imax,ϕ(ρ → ∞, ϕ, z = 0) kann bezu¨glich
der azimutalen Variablen ϕ einer Fouriertransformation unterzogen werden und somit
die gewu¨nschten Werte der Fourierkoeffizienten jm · ηimax ·H ′(+)1,imax,m bzw. jm · E ′(+)1,imax,m
in (2-69) und (2-70) bestimmt werden.
jm · ηimax ·H ′(+)1,imax,m =
1
2pi
pi∫
−pi
E ′1,imax,z(ρ→∞, ϕ, z = 0) · e−jmϕ dϕ (2-73)
jm · E ′(+)1,imax,m =
1
2pi
pi∫
−pi
E ′1,imax,ϕ(ρ→∞, ϕ, z = 0) · e−jmϕ dϕ (2-74)
An dieser Stelle ist es aber noch nicht sicher, ob die so bestimmten gewu¨nschten Am-
plituden der auslaufenden Zylindermoden u¨berhaupt von einer betrachteten Antennen-
konfiguration erzeugt werden ko¨nnen. Dazu mu¨ssen erst die Anregungskoeffizienten der
einzelnen Antennenelemente berechnet werden, die das gewu¨nschte Diagramm bzw. seine
Fourierkoeffizienten am besten erzeugen. Die Amplituden der Fernfeldmoden in (2-69)
und (2-70) ergeben sich rechnerisch durch die Multiplikation der Amplituden der Anre-
gungen mit den S
21
Untermatrizen (2-58) der globalen Streumatrizen (2-56) – (2-59) fu¨r
den TM- bzw. den TE-Feldanteil, wie schon in (2-71) bzw. (2-72) angegeben. Die An-
regungen, welche die gewu¨nschten Amplituden der Fernfeldmoden am besten erzeugen,
ergeben sich somit aus der Umkehroperation.
H
(+)
1 = (S
TM
21
)−1 ·H ′(+)1,imax (2-75)
E
(+)
1 = (S
TE
21
)−1 · E ′(+)1,imax (2-76)
Die Matrizen (STM
21
)−1 und (STE
21
)−1 sind die Pseudoinversen der Untermatrizen STM
21
und
STE
21
, da diese in der Regel keine quadratischen Matrizen sind. Insofern werden anhand
der Gleichungen (2-75) bzw. (2-76) die Gewichte bestimmt, die das gewu¨nschte Fernfeld
im Sinne der kleinsten mittleren Fehlerquadrate (LMS) am besten erzeugen. Das von den
so berechneten Anregungen tatsa¨chlich erzeugte Fernfeld ergibt sich dann schließlich aus
(2-71), (2-72) und (2-69), (2-70).
2.2.6.2 Referenzdiagrammsynthese
Wie bereits erwa¨hnt, ist es nicht mo¨glich mit jeder Antennenkonfiguration jedes gewu¨nsch-
te Antennendiagramm zu erzeugen. Das gewu¨nschte Diagramm sollte daher so gewa¨hlt
werden, daß es prinzipiell mit der zur Verfu¨gung stehenden Antennenanordnung auch syn-
thetisiert werden kann. Ein solches zu synthetisierendes Diagramm, welches von vornehe-
rein schon die physikalischen Einschra¨nkungen der Antenne beru¨cksichtigt, wird allgemein
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”
Referenzdiagramm“ genannt [83]. Eine Diagrammsynthese, die ein Referenzdiagramm
verwendet, heißt dementsprechend auch
”
Referenzdiagrammsynthese“.
R e f e r e n z -
a n t e n n e
( g e n e r i s c h )
u n t e r s u c h t e
A n t e n n e
1
2
34
5
Referenzdiagramm
synthetisiertes Diagramm
tj
tj
Abbildung 2-8: Prinzip der Referenzdiagrammsynthese.
Eine schematische Darstellung, der hier angewandten Referenzdiagrammsynthese ist in
Abb. 2-8 zu sehen. Das Referenzdiagramm wird dadurch erzeugt, daß eine vereinfachte
generische Antennenanordnung ©1 betrachtet wird, die a¨hnliche Eigenschaften wie die
zu untersuchende Antenne besitzt. Diese Eigenschaften sind im Wesentlichen der azi-
mutale O¨ffnungswinkel ϕt u¨ber den die Antennenelemente verteilt sind und die Summe
m′′max =
∑NApt
n=1 mmax,1 der radial auslaufenden Moden in den innersten Schichten der ein-
zelnen Keilwellenleiter, die als Anregungen zur Verfu¨gung stehen. Mit der Anzahl der
zur Verfu¨gung stehenden Moden wird das Referenzdiagramm erzeugt©2 . Dabei sind zwei
Mo¨glichkeiten vorgesehen. Das Referenzdiagramm kann entweder a) nur u¨ber dem azi-
mutalen O¨ffnungswinkel ϕt der Antennengruppe definiert werden oder aber b) u¨ber dem
gesamten Zylinder. Im Fall a) wird das Feld im azimutalen Sektor |ϕ| ≤ ϕt/2 zuna¨chst
als Summe von Koeffizienten mal dem Faktor e
j 2pi
ϕt
m′′ϕ
dargestellt.
E ′1,imax,z(ρ→∞, ϕ, z = 0) = ηimax ·
m′′max∑
m′′=−m′′max
H ′′
(+)
1,imax,m′′ · ej
2pi
ϕt
m′′ϕ
(2-77)
E ′1,imax,ϕ(ρ→∞, ϕ, z = 0) =
m′′max∑
m′′=−m′′max
E ′′
(+)
1,imax,m′′ · ej
2pi
ϕt
m′′ϕ
(2-78)
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Die Koeffizienten fu¨r die Reihendarstellung mit ejmϕ ergeben sich daraus zu
H ′
(+)
1,imax,m = j
−m ·
m′′max∑
m′′=−m′′max
H ′′
(+)
1,imax,m′′ · si
(
ϕt
2
(m− 2pi
ϕt
m′′)
)
(2-79)
E ′
(+)
1,imax,m = j
−m ·
m′′max∑
m′′=−m′′max
E ′′
(+)
1,imax,m′′ · si
(
ϕt
2
(m− 2pi
ϕt
m′′)
)
(2-80)
m ∈ {mmin,imax , . . . , mmax,imax}
Im Fall b) gilt in der Regel m′′max ≤ mmax,imax . Die Koeffizienten H ′(+)1,imax,m bzw. E ′(+)1,imax,m
mit m > m′′max werden alle zu 0 gesetzt.
Das Referenzdiagramm wird dann als Fernfeld der realen Antennenanordnung vorge-
schrieben ©3 , woraus dann mit Hilfe von (2-75) und (2-76) die Anregungen bestimmt
werden, die das Referenzdiagramm im Sinne des LMS Fehlers am besten anna¨hern ©4 .
Schließlich wird mit (2-71), (2-72) und (2-69), (2-70) das wirklich erzeugte Antennendia-
gramm berechnet ©5 .
2.3 Anmerkungen zu speziellen numerischen Proble-
men und deren Lo¨sungen
Basierend auf der in Kapitel 2.2 eingefu¨hrten Theorie wurden numerische Verfahren ent-
wickelt und Rechnerprogramme in der MATLAB Programmiersprache erstellt. Die spe-
ziellen Eigenschaften dieser Programmiersprache mu¨ssen bei der Entwicklung von effizi-
enten Algorithmen von vorneherein beru¨cksichtigt werden. Die Anmerkungen in diesem
Kapitel beziehen sich hauptsa¨chlich auf diese speziellen Eigenschaften, von denen die
bedeutendste diejenige ist, daß es sich bei der MATLAB Programmiersprache um eine
Interpretersprache handelt, so daß die Verwendung von ha¨ufig zu durchlaufenden Schlei-
fen mo¨glichst zu vermeiden ist.
2.3.1 Effizientes Aufstellen der lokalen Streumatrizen
Die lokalen Streumatrizen fu¨r die verschiedenen Typen von Grenzschichten, welche in
den Gleichungen (2-36) und (2-48) bzw. (2-49) gegeben sind, werden aufgestellt unter der
Verwendung von Hankel Funktionen erster und zweiter Art mit reeller Ordnung ν · m.
Dabei ist m eine ganze Zahl, die alle Werte im Intervall [0; mmax] oder [−mmax; mmax]
annehmen kann, wa¨hrend das Argument konstant bleibt. Die Hankel Funktionen erge-
ben sich aus den Bessel Funktionen erster und zweiter Art (siehe [85]). Die numerische
Berechnung der Bessel Funktionen ist sehr rechenzeitintensiv. Das Berechnungsverfahren
basiert auf einem rekursiven Algorithmus, der zur Bestimmung der n-ten Ordnung auch
alle Ordnungen von 0 bis (n− 1) berechnet. Diese Eigenschaft kann ausgenutzt werden,
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indem man nicht die Werte fu¨r jede Ordnung einzeln bestimmen la¨ßt, sondern alle Ord-
nungen direkt zusammen. Weiterhin ergeben sich die negativen Ordnungen durch eine
einfache Beziehung aus den entsprechenden positiven [85], so daß diese nicht mehr extra
berechnet werden mu¨ssen.
Die Untermatrizen aus denen die lokalen Streumatrizen fu¨r die radial diskontinuierlichen
U¨berga¨nge bestimmt werden, weisen eine sehr komplexe Struktur auf, wie z.B. in (2-
50) – (2-54) zu sehen ist. Die Verwendung eines Algorithmus zum Fu¨llen dieser Matrizen
basierend auf verschachtelten Schleifen liegt wegen der Analogie zur theoretischen Formu-
lierung nahe. Wie aber in der Einfu¨hrung zu diesem Kapitel erwa¨hnt, handelt es sich bei
der Programmiersprache, die zur Erstellung der Software zu dem hier behandelten Thema
verwendet wurde, um eine Interpretersprache. Daher ist die Verwendung von Schleifen
mo¨glichst zu vermeiden. Eine Formulierung in Form von Matrizen- und Vektoroperatio-
nen fu¨hrt dagegen zu einem sehr effizienten Algorithmus. Auch ko¨nnen einzelne Matrizen
und Vektoren zur Berechnung der Untermatrizen in (2-50) so gewa¨hlt werden, daß sie
mehrmals verwendet werden ko¨nnen und so Rechenzeit gespart wird.
2.3.2 Vermeidung der direkten Inversion von Matrizen
Zur Berechnung der globalen Streumatrizen anhand der Formeln in den Gleichungen (2-
56) – (2-59) werden an unterschiedlichen Stellen die Inversen einzelner Untermatrizen
verwendet. In diesem Zusammenhang ist es nicht empfehlenswert die Inversen explizit zu
bestimmen und dann in der Formulierung zu gebrauchen. Die Inversion einer Matrix wird
mit wachsender Dimension sehr Rechenzeit- und Speicherintensiv. Wird die Inverse an
sich nicht weiterverwendet, sondern ist es nur no¨tig z.B. das Produkt einer invertierten
Matrix mit einer zweiten Matrix zu bestimmen, so ist die Verwendung des MATLAB
Operators
”
\“ vorteilhafter, da somit das Produkt durch Gauss-Elimination bestimmt
wird, ohne die Inverse selbst zu berechnen.
A = B−1 · C
ineffizient: A = D · C , D = B−1
effizient: A = B\C
Falls, wie es in (2-56) – (2-59) ha¨ufig der Fall ist, die Matrix B in diesem Beispiel keine
quadratische Matrix ist, existiert keine exakt Inverse. In diesem Fall ist eine approxi-
mative Inverse zu berechnen, was bei der Verwendung des
”
\“ Operators automatisch
durchgefu¨hrt wird. Es handelt sich dann um eine Approximation von B−1 im Sinne der
kleinsten mittleren Fehlerquadrate (LMS).
Das im Kapitel 2.2.6 vorgestellte invertive Diagrammsyntheseverfahren basiert auf der
Verwendung der approximativen Inversen der S
21
Untermatrizen der globalen Streuma-
trizen. Die Berechnung von S−1
21
durch eine Matrixinversion kann vermieden werden, denn
anhand einer Umformulierung von (2-58) kann sie direkt und stabiler berechnet werden.
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S−1
21
= S−1
WL,21
·
{
S−1
Apt,21
·
(
E − S
Apt,22
· S
SA,11
)
−
S
WL,22
·
[
S
Apt,11
· S−1
Apt,21
·
(
E − S
Apt,22
· S
SA,11
)
+ S
Apt,12
· S
SA,11
] }
· S−1
SA,21
(2-81)
2.4 Programmbeschreibung
Numerische Verfahren wurden auf Grundlage der beschriebenen Theorie entwickelt und
eine Software unter Verwendung der MATLAB Programmiersprache erstellt. Mit dieser
Software sind realistische numerische Untersuchen an Antennenstrukturen entsprechend
Abb. 2-2 mo¨glich (z.B. [77, 78]), wobei die Auswirkungen der Oberfla¨chenkru¨mmung, Beu-
gung, Streuung, Elementverkopplung und Elementeigenschaften in der mathematischen
Formulierung implizit enthalten sind. Sowohl Abstrahl- als auch Ru¨ckstreueigenschaften
ko¨nnen untersucht werden. In den folgenden Abschnitten soll die entwickelte Software
vorgestellt und ihre Eigenschaften dargestellt werden.
Die grundlegende Theorie ist im Rahmen dieser Arbeit entwickelt worden fu¨r eine belie-
bige Verteilung aller Antennenelemente u¨ber dem azimutalen Antennensektor ϕt, wobei
alle Antennenelemente unterschiedlich sein ko¨nnen. Bei der Entwicklung der numerischen
Verfahren wurde allerdings nur eine gleichma¨ßige Verteilung einer ungeraden Anzahl iden-
tischer Elemente beru¨cksichtigt. Der Antennensektor liegt immer symmetrisch zur Rich-
tung ϕ = 0, so daß die Antennenelemente auch immer symmetrisch bezu¨glich dieser
Richtung verteilt sind.
Alle Beispiele in diesem Kapitel beziehen sich auf die im Folgenden definierte Gruppenan-
tenne. Diese ist eine kreiszylindrisch konforme Sektorgruppe, bestehend aus 33 identischen
Keilwellenleitero¨ffnungen, die u¨ber einen azimutalen Sektor von ϕ′t = 270
◦ (gemessen vom
Mittelpunkt des ersten bis zum Mittelpunkt des 33sten Elements) im λ/2 Abstand ver-
teilt sind. Die azimutale Breite der einzelnen Wellenleitero¨ffnungen wurde so gewa¨hlt,
daß nur die Grundmoden TE0 darin ausbreitungsfa¨hig sind.
2.4.1 Eingabeparameter
Die entwickelte Software beno¨tigt die in den Tabellen 2-2 und 2-3 aufgefu¨hrten Einga-
beparameter. Es gibt zwei Gruppen von Parametern: Parameter, welche die Geometrie
beschreiben und Parameter, mit denen bestimmt wird, welche Berechnungen auf Basis
der definierten Geometrie durchzufu¨hren sind.
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Parameter Beschreibung
Radien Radius des Metallzylinders und Radien aller U¨berga¨nge
zwischen homogenen Schichten innerhalb und außerhalb
des Metallzylinders in Vielfachen der Wellenla¨nge im Va-
kuum
Materialkonstanten Relative Dielektrizita¨tszahlen und Permeabilita¨ten aller
Schichten
azimutaler Aperturwin-
kel
Gesamter azimutaler Winkel ϕt u¨ber den sich die Gruppe
erstreckt
Anzahl der Elemente Die gesamte Anzahl der Elemente ist NApt. (immer unge-
rade)
relativer Aperturfaktor Der Winkel ϕt/NApt kann gro¨ßer oder gleich den azimutalen
O¨ffnungswinkeln ϕa der einzelnen Aperturen sein.
Tabelle 2-2: Geometrische Eingabeparameter.
2.4.2 Typen von Antennendiagrammen bei der Diagrammsyn-
these
Eine Referenzdiagrammsynthese entsprechend Kapitel 2.2.6 basiert auf der Verwendung
von Elementdiagrammen, einem Referenzdiagramm und einem synthetisierten Gruppen-
diagramm. Beispiele dieser Diagrammtypen sollen hier vorgestellt werden.
Das von einem Antennenelement, welches in eine Gruppenantenne eingebettet ist, er-
zeugte Diagramm unterscheidet sich von dem Diagramm eines isolierten Elements, wie
auch das Beispiel in Abb. 2-9 verdeutlicht. Das Diagramm des eingebetteten Elements ist
dasjenige, welches fu¨r eine Diagrammsynthese herangezogen werden muß. Dies braucht
aber im Rahmen der hier entwickelten Formulierung nicht zusa¨tzlich beachtet zu werden,
da der Einfluß der Gruppenumgebung bereits implizit beru¨cksichtigt wird.
Das Referenzdiagramm ist das ideale Diagramm, welches von denen mit einer Referenz-
diagrammsynthese berechneten Elementanregungen mo¨glichst gut rekonstruiert werden
soll. Seine Eigenschaften — Keulenbreite, Nebenzipfelda¨mpfung, Hauptkeulenrichtung
usw. — mu¨ssen so gewa¨hlt werden, daß die Erzeugung eines solchen Diagramms mit der
jeweils betrachteten Antennenanordnung physikalisch u¨berhaut mo¨glich ist. Es sind zwei
Mo¨glichkeiten vorgesehen, das Referenzdiagramm vorzugeben. Es kann u¨ber dem gesam-
ten Umfang des Zylinders oder aber nur u¨ber dem Antennensektor vorgegeben werden.
Beispiele fu¨r diesen beiden Fa¨lle sind in Abb. 2-10 zu sehen.
2.4.3 Vorgesehene Referenzdiagramme
Die hier beschriebene Software wurde hauptsa¨chlich zur Untersuchung von Antennenan-
ordnungen fu¨r typische Radaranwendungen entwickelt. Insofern handelt es sich bei den
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Parameter Beschreibung
Synthese/Streuung Soll eine Diagrammsynthese durchgefu¨hrt oder die Streu-
ung ebener Wellen berechnet werden?
Ausdehnung des Refe-
renzdiagramms
Das Referenzdiagramm kann nur u¨ber dem azimutalen Sek-
tor, in dem die Aperturen verteilt sind, vorgegeben werden
oder aber u¨ber dem gesamten Umfang des Zylinders.
Referenzdiagramm Eines der folgenden Diagramme: Tchebyscheff, Taylor,
Bayliss, Rechteck, Dreieck, sin(x)/x, Na¨herung an ebene
Welle
Richtung der Hauptkeule Azimutale Richtung der Hauptkeule
Phasenkompensation Verwendung numerischer Verzo¨gerungsleitungen zur Dia-
grammsynthese mit erho¨hter Bandbreite
Neue/alte Anregungen Neue Anregungen ko¨nnen berechnet oder alte nochmals an-
gewendet werden.
Streubreite (SW) Die mono- oder bistatische Streubreite kann im Fall einer
einfallenden ebenen Welle berechnet werden.
Tabelle 2-3: Simulationsparameter.
vorgesehenen Referenzdiagrammen hauptsa¨chlich um solche, die in der Radartechnik re-
levant sind.
Alle fu¨r eine Referenzdiagrammsynthese vorgesehenen Diagrammtypen sind in den Tabel-
len 2-4 und 2-5 aufgefu¨hrt. Die Parameter, die vom Benutzer modifiziert werden ko¨nnen,
sind ebenfalls angegeben.
Die physikalischen Referenzdiagramme werden erzeugt unter Beru¨cksichtigung der Ei-
genschaften der jeweils betrachteten Gruppenantenne (Tab. 2-4), wa¨hrend die idealen
Referenzdiagramme vollsta¨ndig vom Benutzer parametrisiert werden ko¨nnen (Tab. 2-5).
2.4.4 Kompensation des Einfluß der Signalbandbreite — nume-
rische Verzo¨gerungsleitungen
Obwohl das mit einer Antenne zu u¨bertragende Signal in der Regel eine bestimmte Band-
breite hat, wird die Diagrammsynthese meist nur fu¨r eine Frequenz — dabei handelt es
sich normalerweise um die Mittenfrequenz des Signals — durchgefu¨hrt. Die berechneten
Anregungen werden dann aber u¨ber der gesamten Signalbandbreite angewandt.
Die Effekte, die bei der Verwendung von berechneten Anregungen bei einer anderen
Frequenz als der Synthesefrequenz auftreten, ko¨nnen mit der entwickelten Software un-
tersucht werden. Die Anregungen ko¨nnen gespeichert und spa¨ter zusammen mit einem
vera¨nderten Satz von Parametern benutzt werden.
Es besteht die Mo¨glichkeit anhand einer Phasenkompensation (numerische Verzo¨gerungs-
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Abbildung 2-9: Elementdiagramme und Amplituden der Moden innerhalb der Wellen-
leiter fu¨r ein isoliertes Element (a) und fu¨r das zentrale Element einer Gruppe von 33
Elementen (b).
leitungen) den Einfluß der Signalbandbreite zu reduzieren. Diese geschieht dadurch, daß
die Phase der berechneten Gewichte auf eine Ebene, die tangential zum Metallzylinder
und senkrecht zur Richtung der Hauptkeule liegt, bezogen wird. Ein Beispiel fu¨r die
Verformung des Antennendiagramms aufgrund einer Abweichung der Frequenz von der
Synthesefrequenz mit und ohne Phasenkompensation ist in Abb. 2-11a,b gegeben.
Die zu beobachtende Verbreiterung der Hauptkeule aufgrund einer Frequenza¨nderung
kann durch die Phasenkompensation sehr gut verhindert werden. Die bei ho¨heren Fre-
quenzen wegen eines Elementabstandes von mehr als λ/2 entstehenden sog.
”
grating
lobes“ ko¨nnen allerdings auf diese Art und Weise nicht unterdru¨ckt werden. Theoretische
Untersuchungen haben gezeigt, daß eine Mo¨glichkeit auch dieses Problem zu umgehen
darin besteht, den Elementabstand von λ/2 nicht bei der Mittenfrequenz des Signals
festzulegen, sondern bei der zu erwartenden maximalen Frequenz. Das Verhalten des
Antennendiagramms in einem solchen Fall ist in Abb. 2-11c dargestellt.
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Abbildung 2-10: Referenzdiagrammsynthese mit Sektor- und Omni-Referenzdiagramm.
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Abbildung 2-11: Auswirkung der Signalbandbreite auf das Gruppendiagramm (a: ohne
Phasenkompensation, Elementabstand λ/2|10GHz; b: mit Phasenkompensation, Elementab-
stand λ/2|10GHz; c: mit Phasenkompensation, Elementabstand λ/2|11GHz).
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Diagramm-
bezeichnung
Parameter Beispiel Syntheseergebnis
Tchebyscheff
Nebenzipfelda¨mp-
fung
−180°      −90°       0°        90°      180°
−60
−50
−40
−30
−20
−10
0
φ
−180°      −90°       0°        90°      180°
−60
−50
−40
−30
−20
−10
0
φ
Taylor
Nebenzipfelda¨mp-
fung, Nummer der
Nebenzipfel mit
nahezu gleichem
Niveau −180°      −90°       0°        90°      180°−60
−50
−40
−30
−20
−10
0
φ
−180°      −90°       0°        90°      180°
−60
−50
−40
−30
−20
−10
0
φ
Bayliss
Nebenzipfelda¨mp-
fung, Nummer der
Nebenzipfel mit
nahezu gleichem
Niveau −180°      −90°       0°        90°      180°−60
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−40
−30
−20
−10
0
φ
−180°      −90°       0°        90°      180°
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−20
−10
0
φ
sin(x)/x
Keulenbreite (Op-
tional kann die mi-
nimale Keulenbrei-
te automatisch be-
stimmt werden.)
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Tabelle 2-4: Physikalische Referenzdiagramme (|Eϕ|/|Eϕ|max [dB]).
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Diagramm-
bezeichnung
Parameter Beispiel Syntheseergebnis
Rechteck
Nebenzipfelda¨mp-
fung, Keulenbreite
−180°      −90°       0°        90°      180°
−60
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−40
−30
−20
−10
0
φ
−180°      −90°       0°        90°      180°
−60
−50
−40
−30
−20
−10
0
φ
Dreieck
Nebenzipfelda¨mp-
fung, Keulenbreite
−180°      −90°       0°        90°      180°
−60
−50
−40
−30
−20
−10
0
φ
−180°      −90°       0°        90°      180°
−60
−50
−40
−30
−20
−10
0
φ
Tabelle 2-5: Ideale Referenzdiagramme (|Eϕ|/|Eϕ|max [dB]).
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2.5 Validierung anhand von Meßergebnissen
Im Verlauf des Kapitels 2 wurde ein numerisches Verfahren zur elektromagnetischen Mo-
dellierung von speziellen kreiszylindrisch konformen Gruppenantennen entwickelt. Der
Nachweis, daß mit diesem Verfahren die elektromagnetischen Eigenschaften einer realen
Antennenanordnung nachgebildet werden ko¨nnen, soll an dieser Stelle erbracht werden.
Messungen an der in Abb. 2-12 dargestellten Gruppenantenne wurden dazu herangezogen.
Die Antenne besteht aus einer Gruppe von 5 × 13 Rechteckaperturen, die von Hohlleitern
gleichen Querschnitts gespeist werden. Bei den Hohlleitern handelt es sich um Standard
X-Band Hohlleiter (R100) mit einer — bezogen auf die kreiszylindrische Geometrie —
axialen Ho¨he von 22,86 mm und einer azimutalen Breite von 10,16 mm. Die Aperturen
sind in eine metallische Oberfla¨che mit kreiszylindrischer Sektorform eingebettet. Die
metallische Oberfla¨che geht an den azimutalen Enden des kreiszylindrischen Sektors in
kurze planare Abschnitte u¨ber, die in der unten abgebildeten Aufnahme (Abb. 2-12) mit
einer weißen Schutzfolie beklebt sind. Der Radius des Zylinders betra¨gt 699 mm und die
Mittelpunktabsta¨nde der Aperturen in axialer und azimutaler Richtung sind 42 mm und
32,533 mm.
Der kreiszylindrische Teil der Oberfla¨che kann, z.B. fu¨r Untersuchungen des Einfluß eines
Radoms, mit einer dielektrischen Schicht bedeckt werden. Messungen haben allerdings
gezeigt, daß die endliche Ausdehnung einer solchen Schicht starke Auswirkungen auf das
Antennendiagramm hat. Da endliche azimutale Schichten in dem entwickelten numeri-
schen Verfahren nicht vorgesehen sind, werden diese im Rahmen der Validierung auch
nicht beru¨cksichtigt.
Abbildung 2-12: Kreiszylindrische Gruppenantenne bestehend aus 5 × 13 Rechteckaper-
turen gespeist von Standard X-Band Hohlleitern. (Realisiert von TNO-FEL, Den Haag,
NL.)
Die Antennendiagramme von eingebetteten und von isolierten Elementen wurden bei
einer Frequenz von f = 10 GHz gemessen und mit Simulationsergebnissen verglichen.
Die Diagramme der isolierten Elemente wurden gemessen, indem die restlichen Elemente
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mit leitender Klebefolie verschlossen wurden. Unter Verwendung dieser Methode wurden
zwei Fa¨lle untersucht. In einem ersten Schritt wurde nur die mittlere Spalte offen gelassen
und in einem weiteren Schritt nur das zentrale Element.
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Abbildung 2-13: Vergleich von gemessenen und numerisch berechneten Elementdiagram-
men der in Abb. 2-12 dargestellten konformen Gruppenantenne bei f = 10 GHz.
Die geometrischen Eigenschaften der vermessenen Antenne wurden bestmo¨glich mit der
entwickelten Software nachgebildet. Allerdings konnten nicht alle Eigenschaften repro-
duziert werden. So bestand die vermessene Antenne nicht aus einem geschlossenen Me-
tallzylinder, sondern nur aus einem Sektor, der an seinen azimutalen Enden mit ebenen
Fla¨chenstu¨cken abgeschlossen wurde. Zudem waren Wellenleitertypen und Aperturen der
vermessenen Antenne nicht die gleichen, wie sie in der Software vorgesehen waren. Die
vermessene Antenne besaß Rechteckaperturen endlicher Ho¨he, welche von Rechteckhohl-
leitern gleichen Profils gespeist wurden. Simuliert werden konnten aber lediglich axial
unendlich ausgedehnte Schlitzaperturen mit dahinter liegenden Keilwellenleitern (vgl.
Abb. 2-1 auf S. 12). Die Polarisation des elektrischen Feldsta¨rkevektors der dominan-
ten Moden in diesen beiden Wellenleitertypen war zwar identisch (horizontal), jedoch
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waren die Ausbreitungseigenschaften der Moden unterschiedlich und somit auch deren
Ankopplung an den Feldbereich außerhalb des Metallzylinders.
Trotzdem ist eine generelle U¨bereinstimmung der gemessenen Diagramme mit den nume-
risch berechneten zu beobachten. In Abb. 2-13 sind mehrere Vergleiche dargestellt. Die
gemessenen Diagramme des mittleren Elements der isolierten mittleren Spalte und des
isolierten zentralen Elements sind nahezu identisch. Dieses Verhalten entspricht den Er-
wartungen, weshalb bei der Entwicklung der numerischen Modellierungsmethode lediglich
die azimutale Ebene z = 0 betrachtet wurde.
2.6 Zusammenfassung des 2. Kapitels
Im Kapitel 2 wurde eine Modellierungsmethode fu¨r konforme Gruppenantennen auf me-
tallischen Kreiszylindern behandelt. Die Antennenelemente bestanden aus axialen Schlit-
zen, die von dahinterliegenden Keilwellenleitern gespeist wurden. Konzentrische Schichten
homogenen Materials konnten innerhalb der Wellenleiter, als auch außerhalb des Metall-
zylinders angeordnet sein. Da davon ausgegangen wurde, daß eine Gruppenantenne auf
einem Zylinder, bezogen auf die axiale Dimension, a¨hnliche elektromagnetische Eigen-
schaften aufweist, wie eine entsprechende planare Gruppe, wurde hier lediglich eine Ebene
senkrecht zur Zylinderachse betrachtet. Die achsiale Dimension wurde vernachla¨ssigt.
Zur elektromagnetischen Modellierung wurden die Felder in allen homogenen Untervolu-
men in Reihen von Zylindermoden entwickelt. Mit einem
”
Mode-Matching“ (MM) Ver-
fahren wurden verallegmeinerte Streumatrizen aufgestellt, die den Zusammenhang zwi-
schen den Moden innerhalb der innersten Schichten der Hohlleiter und den Moden im
Außenraum der gesamten Anordnung beschrieben. Anhand dieser Streumatrizen sind
realistische numerische Untersuchungen (Vollwellenmethode) von Antennen- und Streu-
problemen auf Grundlage der beschriebenen Geometrie mo¨glich.
Fu¨r Antennenuntersuchungen stellen die in den innersten Schichten der Wellenleiter radi-
al auslaufenden Moden die Anregungen der Einzelelemente dar. Zur Bestimmung dieser
Anregungen, so daß die Gruppenantenne ein vorgegebenes Antennendiagramm erzeugt,
wurde ein Diagrammsyntheseverfahren vorgestellt, welches als mathematisches, inverti-
ves Verfahren im Orts-Frequenzbereich bezeichnet werden kann. Das Syntheseverfahren
basiert auf der Verwendung von Referenzdiagrammen (Referenzdiagrammsynthese).
Die Streuung einer ebenen Welle an der beschriebenen Geometrie kann durch eine Ent-
wicklung der ebenen Welle in Zylinderfunktionen und eine Erweiterung der verallgemei-
nerten Streumatrizen untersucht werden.
Mit dem vorgestellten Verfahren sind nun realistische Untersuchungen von kreiszylin-
drisch konformen Gruppenantennen unter Beru¨cksichtigung sa¨mtlicher physikalischer Ef-
fekte, wie Reflexion, Streuung, Beugung und Elementverkopplung mo¨glich.
Kapitel 3
Hybrides BEM/MM-Verfahren fu¨r
Aperturstrahler in beliebig
gekru¨mmten metallischen
Oberfla¨chen
3.1 Motivation und thematische Einordnung
3.1.1 Beliebig gekru¨mmte metallische Oberfla¨chen
Im Kapitel 2 wurden die theoretischen Grundlagen der Modellierung von Aperturgruppen
behandelt, die zu einem Kreiszylinder konform waren. Das im Folgenden vorgestellte Ver-
fahren wurde speziell zur Modellierung von Gruppenantennen auf beliebig gekru¨mmten
Oberfla¨chen entwickelt. Die kreiszylindrische Geometrie geho¨rt zu den wenigen Geometri-
en fu¨r die modale Lo¨sungen der Helmholtz-Gleichung unter Beru¨cksichtigung der Rand-
bedingungen in analytischer Form existieren (siehe z.B. [10, 11]). Daher ko¨nnen fu¨r solche
Geometrien sehr effiziente Modellierungsverfahren entwickelt werden. Anhand von nume-
rischen oder experimentellen Untersuchungen an Anordnungen auf solchen kanonischen
Strukturen ko¨nnen viele Erfahrungen u¨ber das Verhalten von konformen Gruppenanten-
nen gesammelt werden. In der Realita¨t treten aber ha¨ufig auch andere Konfigurationen
auf, deren Eigenschaften sich anhand von Vergleichen mit kanonischen Anordnungen
nicht mehr erkla¨ren lassen. Daher ist es no¨tig auch fu¨r Antennen auf beliebig geformten
Oberfla¨chen exakte Modellierungsverfahren zur Verfu¨gung zu haben. Zur Modellierung
beliebig gekru¨mmter Oberfla¨chen kann allerdings ein modaler Ansatz nicht verwendet
werden, sondern es mu¨ssen allgemeinere Methoden benutzt werden.
Die hier betrachteten Oberfla¨chen ko¨nnen zwar beliebig geformt sein, ihre Materialeigen-
schaften sind aber nicht beliebig. Es werden ausschließlich ideal elektrisch leitende (engl.
perfectly electrical conducting: PEC) Oberfla¨chen betrachtet. Diese Einschra¨nkung la¨ßt
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sich hauptsa¨chlich durch die zurzeit zur Verfu¨gung stehenden Mo¨glichkeiten zur Her-
stellung konformer Gruppenantennen auf zweifach gekru¨mmten Oberfla¨chen begru¨nden.
Die folgenden Abschnitte bescha¨ftigen sich mit diesen Herstellungsmo¨glichkeiten und den
Vorteilen metallischer Tra¨gerstrukturen.
Als Antennenelemente in einer konformen Anordnung, werden ha¨ufig Mikrostreifenanten-
nen gegenu¨ber anderen Strahlerelementen bevorzugt. Dieser Typ von Antennenelementen
besteht aus einem in Streifenleitungstechnik aufgebauten, meist rechtwinkligen Resona-
tor mit guten Abstrahleigenschaften. Solche Antennen wurden bereits in den Jahren um
1950 vorgeschlagen [86, 87]. Die Mo¨glichkeit diese Elemente an eine gekru¨mmte Ober-
fla¨che anzupassen wurde dort ebenfalls schon erwa¨hnt. In den unza¨hligen Publikationen,
die sich seitdem mit diesen Elementen bescha¨ftigten, sind die meist aufgeza¨hlten Vorteile
dieser Antennentypen [88, 89, 90, 40, 91]:
• geringes Gewicht
• geringe Bautiefe
• einfache und kostengu¨nstige Herstellung
• Das Strahlerelement kann zusammen mit dem Speisenetzwerk und weiteren HF-
Komponenten auf einem Substrat monolithisch integriert werden.
• Mo¨glichkeit der Modifikation des Antennen- und Netzwerkverhaltens durch einfache
A¨nderung der Resonatorform
• breites Antennendiagramm als Voraussetzung fu¨r den Einsatz in einer Gruppenan-
tenne mit elektronischer Strahlschwenkung
• einfache Anpassung des Strahlers an eine gekru¨mmte Oberfla¨che
Der letzte Punkt in dieser Aufza¨hlung ist allerdings in der Praxis nicht immer zutreffend.
Das liegt an dem u¨blichen Herstellungsprozeß fu¨r gedruckte Antennen. Diese werden
normalerweise mit einem photolithographischen A¨tzverfahren [92] auf einem planaren
Substrat hergestellt. Ist eine Anpassung an eine eindimensional gekru¨mmte Oberfla¨che
gewu¨nscht, so wird das planare Substrat nach dem A¨tzen in der entsprechenden Richtung
gebogen. Eine Anpassung an eine zweidimensional gekru¨mmte Oberfla¨che durch einfaches
Biegen ist normalerweise nicht mo¨glich.
Solange es sich um einfache Mikrostreifenelemente wie einlagige direkt- oder koaxialge-
speiste Antennen auf du¨nnen Substraten handelt, ist die nachtra¨gliche Anpassung an
eine eindimensional gekru¨mmte Oberfla¨che bis zu einem minimalen Kru¨mmungsradius
mo¨glich (vgl. Abb. 3-1). Antennen mit komplexerem Aufbau ko¨nnen nach der planaren
Herstellung nicht mehr ohne Probleme gebogen werden. Dies kann der Fall sein, wenn es
z.B. zur Erho¨hung der Bandbreite no¨tig ist, mehrere Substratschichten miteinander zu
verkleben, wie bei den sog.
”
stacked patches“ [94], die aus zwei u¨bereinander angeordne-
ten, verkoppelten Resonatoren bestehen oder den Streifenleitungsantennen mit elektro-
magnetisch verkoppelter Einspeisung [95, 96] bzw. aperturgekoppelter Einspeisung [97]
oder wenn Antennen auf einem sehr dicken Substrat hergestellt werden. In diesen Fa¨llen
ist nur eine Facettierung von planaren Abschnitten, wie in dem Beispiel in Abb. 3-2, zur
Approximation der gekru¨mmten Oberfla¨che mo¨glich.
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(a) (b)
Abbildung 3-1: Konforme Mikrostreifenantennen auf eindimensional gekru¨mmten Ober-
fla¨chen.(a): monolithische Speisung [49], (b): Koaxialspeisung [93].
Soll eine Gruppenantenne konform auf einer zweidimensional gekru¨mmten Oberfla¨che
angebracht werden, so ist dies mit einfachen Mitteln, selbst bei der Verwendung von
unkompliziert aufgebauten Mirkostreifenelementen, nicht mo¨glich. Das Biegen des An-
tennensubstrats in zwei Richtungen ist nicht praktikabel. Zwar wa¨re auch hier ein facet-
tierter Aufbau mo¨glich, aber dies wu¨rde nur zu einer quasikonformen Antenne fu¨hren,
die evtl. vorhandenen aerodynamischen Randbedingungen nur durch ein zusa¨tzliches Ra-
dom genu¨gen wu¨rde. Der Einfluß eines nicht zur Strahleroberfla¨che konformen Radoms
ist wiederum sehr schwierig vorauszusagen, sollte aber im Idealfall in den gesamten An-
tennenentwurf mit einbezogen werden. Denn wie die experimentellen Untersuchungen
in [98] zeigen, kann selbst der Einfluß eines planaren Radoms auf das Diagramm eines
einzelnen planaren Streifenleitungselements gravierend sein. Technologien, um Mikrost-
Abbildung 3-2: Quasikonforme, facettierte Gruppenantenne mit
”
stacked patches“ als An-
tennenelemente [93].
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reifenelemente konform auf eine doppelt gekru¨mmte Oberfla¨che aufzubringen existieren
zwar, sind aber sehr kostenintensiv. Eine Mo¨glichkeit besteht z.B. darin, Antennensub-
strat und Streifenleitungsresonator auf eine Tra¨gerstruktur aufzudampfen.
Aus diesen Gru¨nden, wird in der vorliegenden Arbeit eine andere Konfiguration bevor-
zugt. Hier werden konforme Antennengruppen betrachtet, deren Antennenelemente in
gekru¨mmte metallische Oberfla¨chen eingebettet sind. Ein Beispiel ist in Abb. 3-3 dar-
gestellt. Die Formgebung gestaltet sich in diesem Fall sehr einfach und es lassen sich
beliebige Geometrien realisieren.
Abbildung 3-3: Konforme Gruppenantenne mit konischer, metallischer Tra¨gerstruktur
und
”
cavity backed patches“ als Antennenelementen [93].
Ein weiterer Vorteil einer metallischen Tra¨gerstruktur ist, daß diese so konstruiert werden
kann, daß sie auch mechanische Kra¨fte aufnehmen und weiterleiten kann. Diese Eigen-
schaft kommt dem
”
Smart Skin“ Konzept sehr entgegen. Zum Anbringen einer Antenne
auf einem Flugzeug muß eine O¨ffnung in dessen Außenhaut vorgesehen werden. Da die
Hu¨lle eines Flugzeuges teilweise sehr große mechanische Kra¨fte aufnehmen muß, muß
jede O¨ffnung zusa¨tzlich versta¨rkt werden, um die Kra¨fte darum herum zu leiten. Eine
in eine solche O¨ffnung eingesetzte Antenne wird dann keinen mechanischen Belastungen
ausgesetzt. Antenne und Versta¨rkung erho¨hen allerdings das Gewicht des Flugzeuges.
Das
”
Smart Skin“ Konzept besagt nun, daß eine Antenne, welche selbst die mechani-
schen Kra¨fte der Flugzeughaut aufnehmen ko¨nnte, so daß keine zusa¨tzliche Versta¨rkung
der O¨ffnung mehr notwendig wa¨re, ein geringeres Gewicht, als die Kombination Antenne
plus mechanischer Versta¨rkung der O¨ffnung habe.
3.1.2 Rechteckige Aperturstrahler als Antennenelemente
Als Modellierungsmethode fu¨r in beliebig gekru¨mmte metallische Oberfla¨chen eingebet-
tete Antennenelemente wurde eine Kombination zweier Standardverfahren herangezogen.
Der Einfluß der metallischen Oberfla¨chen wird mit einer
”
Boundary Element Method“
(BEM) nachgebildet. Was die eingebetteten Antennenelemente angeht, so wird davon
ausgegangen, daß sich deren Oberfla¨chenfelder in einen Satz von orthogonalen Eigenfunk-
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tionen oder Moden zerlegen lassen. Diese modale Darstellung wird mit der BEM anhand
einer
”
Mode-Matching“ (MM) Technik verkoppelt. Das gesamte numerische Verfahren
kann somit als hybride BEM/MM bezeichnet werden.
Die hier betrachteten Antennenelemente sind rechteckige Aperturstrahler, die von Hohl-
leitern gleichen Querschnitts gespeist werden. Eine modale Beschreibung der Apertur-
feldverteilung dieser Elemente ist mit den Hohlleitermoden in analytischer Form gege-
ben. Andere Aperturformen sollen hier zwar nicht betrachtet werden, jedoch ist die im
Rahmen dieser Arbeit entwickelte Theorie auch auf sie u¨bertragbar, da zuna¨chst eine
allgemeine Formulierung hergeleitet wird, die dann spa¨ter nur auf Rechteckaperturen an-
gewandt wird. Die Moden in kreisrunden oder elliptischen Aperturen liegen ebenfalls in
analytischer Form vor, die von beliebig geformten Aperturen, ko¨nnen numerisch bestimmt
werden. Dazu kann z.B. eine zweidimensionale Finite Elemente Methode (FEM), wie un-
ter anderem in [29, 30] beschrieben, herangezogen werden oder eine Randintegralgleichung
aufgestellt und mit einer Momentenmethode (MoM) gelo¨st werden [99, 100, 101, 102].
Die numerische Bestimmung der Hohlleitermoden kann auch im Fall von runden oder
elliptischen Hohlleitern no¨tig sein, da fu¨r die hier vorgestellte hybride BEM/MM die Be-
randung der Aperturen stu¨ckweise linear approximiert wird. Die Moden der Hohlleiter
mit diskretisierter Berandung weichen leicht von denen der urspru¨nglichen, krummlinig
berandeten ab. Werden die Moden numerisch bestimmt, kann eine solche approximierte
Berandung dabei beru¨cksichtigt werden.
Aperturstrahler zeichnen sich durch eine große Bedeutung fu¨r diverse praktische Anwen-
dungsfa¨lle aus. Ha¨ufig ist es notwendig, konforme Gruppen in Strukturen zu integriert,
die extremen mechanischen Belastungen ausgesetzt sind, wie z.B. auf Flugzeugen, Rake-
ten oder Satelliten. In solchen Fa¨llen werden immer noch
”
einfache“ Aperturstrahler, wie
offene Hohlleiter und Hornantennen, den Mirkostreifenleitungsantennen vorgezogen. So
erfu¨llen z.B. die meisten Mikrostreifenleitungssubstrate nicht die Anforderungen fu¨r einen
Weltraumeinsatz und sind den mechanischen Belastungen auf der Außenseite einer Flug-
zeughaut nicht gewachsen. Hinzu kommt, daß Aperturstrahlergruppen mittlerweile auch
in sehr leichter Bauform, z.B. aus metallisiertem Kunststoff oder Kohlefaser, hergestellt
werden ko¨nnen1.
Komplexere Antennenelemente, wie die schon erwa¨hnten
”
cavity backed patches“, werden
hier nicht betrachtet. Doch auch bei ihnen ist es mo¨glich, die Aperturfelder in Reihen
von Moden zu entwickeln und ihr Verhalten so mit dem hier vorgestellten Verfahren in
einer Gruppenumgebung zu simulieren. Mit der kommerziellen Software
”
CST Microwave
StudioTM“ ([103, 104], Anhang A) wa¨re es z.B. mo¨glich solche Moden in den Aperturen
von
”
cavity backed patches“ zu bestimmen. Anhand dieser Aperturmoden ko¨nnte dann
das Verhalten dieser komplexen Antennenelemente in der konformen Gruppenumgebung
mit der hybriden BEM/MM untersucht werden.
1Z.B.: Composite Optics, Inc., San Diego, CA (http://www.coi-world.com)
54 KAPITEL 3. APERTURSTRAHLER IN GEKRU¨MMTEN PEC-OBERFLA¨CHEN
3.1.3 Einordnung und Originalita¨t der Modellierungsmethode
Das Prinzip des in dem folgenden Kapitel 3.2 vorgestellten hybriden BEM/MM-Verfahrens
soll anhand von Abb. 3-4 verdeutlicht werden. Das in Form eines Oberfla¨chenintegrals
formulierte Randwertproblem auf der metallischen Oberfla¨che der Tra¨gerstruktur wird
mit einer
”
Boundary Element Method“ gelo¨st und die modalen Reihenentwicklungen der
Felder in den Hohlleitern werden an deren Aperturen mit der BEM-Formulierung u¨ber
ein
”
Mode-Matching“ Verfahren verkoppelt.
P E C - K ö r p e r :  B E M
H o h l l e i t e r :  M o d e n
A p e r t u r e n :  M M
V e r k o p p l u n g :  B E M / M M
Abbildung 3-4: Zum Prinzip der hybriden BEM/MM.
Mit der BEM wird der elektrische Fla¨chenstrom auf der metallischen Oberfla¨che nume-
risch bestimmt. Dazu wird die Oberfla¨che mit Dreiecken approximiert und der gesuch-
te Oberfla¨chenstrom in eine Reihe von lokal begrenzten Formfunktionen mit zuna¨chst
unbekannten Amplituden entwickelt. Dadurch wird das kontinuierliche Problem der Be-
stimmung des Fla¨chenstroms in ein diskretes Problem der Bestimmung der Amplituden
der Entwicklungsfunktionen u¨berfu¨hrt. Zur Bestimmung der Amplituden wird ein Glei-
chungssystem aufgestellt und gelo¨st.
Aperturen in den metallischen Oberfla¨chen werden durch eine Erweiterung des BEM-
Gleichungssystems behandelt. Dazu werden die Aperturfelder in Reihen von Moden mit
zu bestimmenden Amplituden entwickelt. Diese Moden werden in der BEM-Formulierung
a¨hnlich wie die Entwicklungsfunktionen des Oberfla¨chenstromes beru¨cksichtigt. Da mit
den Amplituden der Moden neue Unbekannte eingefu¨hrt wurden, mu¨ssen zusa¨tzliche
Gleichungen aufgestellt werden. Dafu¨r wird ein MM-Verfahren verwendet, welches die
Orthogonalita¨tseigenschaften der Moden ausnutzt.
Die Originalita¨t der Modellierungsmethode liegt in der Weiterentwicklung der BEM und
der Verknu¨pfung der BEM mit dem MM-Verfahren, um wellenleitergespeiste Aperturen
in den ansonsten geschlossenen metallischen Oberfla¨chen beru¨cksichtigen zu ko¨nnen.
Die in [105, 106] beschriebene BEM benutzt zur Approximation der Fla¨chenstro¨me auf
einer mit einem Dreiecksgitter angena¨herten Oberfla¨che entweder puls- oder pyrami-
denfo¨rmige Entwicklungsfunktionen (vgl. Kapitel 3.2.1.4, Abb. 3-11). Die pulsfo¨rmigen
Entwicklungsfunktionen haben den Nachteil, daß auf einem vorgegebenen Gitter sehr
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viele davon angesetzt werden mu¨ssen. Auf dem gleichen Gitter ist die Anzahl der py-
ramidenfo¨rmigen Funktionen zwar ungefa¨hr nur halb so groß, allerdings kann mit die-
sen Funktionen der Einfluß scharfer Kanten nicht erfaßt werden. Um die Vorteile beider
Funktionentypen zu kombinieren und dabei ihre nachteiligen Eigenschaften zu vermeiden,
wurde die BEM in der vorliegenden Arbeit dahingehend erweitert, daß eine geschickte
Kombination der beiden herko¨mmlichen Funktionentypen zusammen mit einem neuarti-
gen Typ auf einem vorgegebenen Dreiecksgitter eingesetzt wurde (siehe Kapitel 3.2.1.4).
Die Erweiterung der BEM fu¨r geschlossenen Oberfla¨chen auf eine hybride BEM/MM fu¨r
Oberfla¨chen mit wellenleitergespeisten Aperturen ist in der hier vorgestellten Form (siehe
Kapitel 3.2.2) ga¨nzlich neuartig.
3.1.3.1 Begriffliche Abgrenzung zwischen BEM und BIM
In der Literatur wird neben dem Begriff
”
Boundary Element Method“ (BEM) auch ha¨ufig
der Begriff
”
Boundary Integral Method“ (BIM) gebraucht, da beide Verfahren zu a¨hnli-
chen und teilweise sogar identischen Formulierungen fu¨hren. Die folgende Gegenu¨berstel-
lung der Eigenschaften beider Ansa¨tze ist in Tab. 3-1 zusammengefaßt.
BEM BIM
Verfahren zur Lo¨sung einer Differential-
gleichung (Die Differentialgleichung wird
aber mit der
”
Strategie des gewichte-
ten Residuums“ in eine Randintegralglei-
chung u¨berfu¨hrt.)
Verfahren zur Lo¨sung einer Randintegral-
gleichung
metallische und nicht metallische Ober-
fla¨chen
urspru¨nglich nur metallische Oberfla¨chen
tangentiale und normale Feldkomponen-
ten
nur tangentiale Feldkomponenten
Lo¨sung der Randintegralgleichung mit
einem Kollokationsverfahren (Spezialfall
der MoM)
Lo¨sung der Randintegralgleichung mit der
Momentenmethode (MoM)
Tabelle 3-1: Gegenu¨berstellung der Eigenschaften von BEM und BIM.
Laut [106] liegt der Unterschied zwischen diesen beiden Methoden in ihrem urspru¨ngli-
chen Ansatz. Die BIM wurde entwickelt, um eine Integraldarstellung elektromagnetischer
Randwertprobleme zu lo¨sen, wa¨hrend die BEM eine auf der
”
Strategie des gewichteten
Residuums“ aufbauende, allgemeine Lo¨sung der differentiellen Formulierung ist, die aber
wiederum auch auf eine zu lo¨sende Randintegralgleichung fu¨hrt. Die BEM wurde ganz
allgemein fu¨r beliebige Randbedingungen entwickelt und kann als mathematische Verall-
gemeinerung der BIM betrachtet werden, die in der Anfangsphase der Entwicklung nur
fu¨r ideal leitende Oberfla¨chen aufgestellt wurde.
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Beide Ansa¨tze fu¨hren also zu Randintegralgleichungen, wobei in der BIM-Formulierung
in der Regel keine zu den betrachteten Oberfla¨chen normalen Feldkomponenten auftau-
chen, in der BEM aber sehr wohl. Die BIM beinhaltet eine Lo¨sung der Integralgleichung
anhand einer Momentenmethode (MoM). Dazu ist zu sagen, daß die MoM speziell zur
Lo¨sung solcher Integralgleichungen entwickelt wurde. Die BEM als Lo¨sung einer Diffe-
rentialgleichung unter Beru¨cksichtigung der Randbedingungen fu¨hrt ebenfalls auf eine
Integralgleichung, die aber mit einem Kollokationsverfahren gelo¨st wird. Das Kollokati-
onsverfahren kann aber wiederum als Spezialfall der MoM betrachtet werden.
3.1.3.2 Andere Modellierungsansa¨tze in der Literatur
Neben der hier entwickelten hybriden BEM/MM-Methode existieren eine Anzahl anderer
Ansa¨tze zur Modellierung von in metallische Oberfla¨chen eingebetteten Antennenelemen-
ten. Einer dieser Ansa¨tze ist unter dem Namen
”
Finite Element - Boundary Integral“
(FE-BI) Methode bekannt [30]. Es handelt sich dabei ebenfalls um eine hybride Metho-
de. Die metallischen Oberfla¨chen werden mit einer BIM und die in O¨ffnungen sitzenden
komplexen Antennenelemente mit einer FEM modelliert. An den Aperturen werden die
beiden Formulierungen u¨ber die tangentialen Kontinuita¨tsbedingungen der elektroma-
gnetischen Feldkomponenten verkoppelt. Das elektromagnetische Problem wird hier in
beiden Feldbereichen — Außenraum der gesamten Anordnung und Volumen des Einzel-
strahlers — zusammen gelo¨st und fu¨hrt somit zu einer großen Anzahl von Unbekannten.
Die in der vorliegenden Arbeit vorgestellte Methode la¨ßt eine Aufspaltung des gesamten
Problems in mehrere Teilbereiche zu, die separat gelo¨st werden und spa¨ter verkoppelt
werden ko¨nnen.
Ein weiterer Ansatz, der ebenfalls auf diesem Prinzip aufbaut, wurde in [107, 108] vor-
gestellt. Die dort angewandet Methode kann als hybride BIM/MM bezeichnet werden.
Sie verwendet das Kirchhoff-Huygens Prinzip [109] und wurde urspru¨nglich entwickelt
zur Modellierung von Hornantennen. Der Innenraum des Horns wurde mit einem Mode-
Matching Verfahren und die a¨ußere Struktur mit einer BIM-Lo¨sung einer elektrischen
Feldintegralgleichung (EFIE) modelliert. Beide Raumbereiche wurden an der Apertur
des Horns mit einem Mode-Matching Ansatz verkoppelt. Aufgrund des verwendeten
Kirchhoff-Huygens Prinzips mußte dazu die Apertur genauso wie der Rest der a¨ußeren
Oberfla¨che des Horns diskretisiert und auf ihr elektrische und magnetische Oberfla¨chen-
stro¨me zugelassen werden. Das gleiche Verfahren wurde in [107] angewandt zur Bestim-
mung von verallgemeinerten Streumatrizen von n-Toren in Hohlleitertechnik und in [110]
zur Modellierung von Lufteinla¨ssen von Flugzeugtriebwerken. In der hier vorliegenden
Arbeit wurde das Kirchhoff-Huygens Prinzip nicht angewandt, sondern die Moden der
Aperturen direkt als Entwicklungsfunktionen der Oberfla¨chenfelder auf dem betrachteten
Ko¨rper eingesetzt.
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3.1.3.3 Weitere Einsatzmo¨glichkeiten der hybriden BEM/MM
Die in der vorliegenden Arbeit entwickelte hybride BEM/MM-Methode kann nicht nur zur
Modellierung
”
offener“ Probleme, d.h. Probleme bei denen der Feldbereich den unendlich
fernen Punkt entha¨lt, herangezogen werden, sondern auch zur Modellierung geschlossener
Anordnungen. Eine derartige Anordnung wa¨re z.B. ein Hohlleiternetzwerk mit diversen
Hohlleitertoren. In einem solchen Fall wu¨rde die metallische Tra¨gerstruktur, in welche die
Hohlleitertore (Aperturen) eingebettet sind (siehe z.B. Abb. 3-4), den gesamten Außen-
raum des Netzwerks ausfu¨llen. Eine solche Anordnung wird auch in Kapitel 3.5.2.1 zu
Validierungszwecken herangezogen.
Es ko¨nnte mit der BEM/MM bezu¨glich der Hohlleitertore des Netzwerks eine Streu-
matrix berechnet werden. Wu¨rde die Ausdehnung des Netzwerks die zur numerischen
Simulation zur Verfu¨gung stehenden Rechnerkapazita¨ten u¨bersteigen, so wa¨re es weiter-
hin mo¨glich das Netzwerk in mehrere Abschnitte zu unterteilen, die Streumatrizen der
einzelnen Abschnitte zu berechnen und diese dann anschließend zu kaskadieren. Fu¨r die
von dem Netzwerk gespeiste Antennenstruktur entsprechend Abb. 3-4 kann ebenfalls eine
Streumatrix bestimmt und schließlich wiederum mit der des Speisenetzwerks kaskadiert
werden. Auf diese Art und Weise wa¨re es mo¨glich Antenne und Speisenetzwerk zusammen
zu simulieren.
Die Berechnung der Streumatrizen komplexer Hohlleiterspeisenetzwerke kann aber auch
mit anderen Verfahren durchgefu¨hrt (z.B. [107, 111]) und nur die Verkopplung u¨ber die
konforme Gruppenumgebung mit der BEM/MM erfaßt werden.
Die hier beschriebene Unterteilung eines großen Problems in mehrere kleinere hat zudem
den Vorteil, daß bei Modifikationen in einem Teilbereich nicht das gesamte Problem
erneut gelo¨st werden muß, sondern nur das entsprechende Teilproblem. Dies kann zu einer
deutlichen Beschleunigung von Optimierungszyklen komplexer Anordnungen fu¨hren.
3.2 Theorie
3.2.1 Modellierung ideal leitender Ko¨rper mit der
”
Boundary
Element Method“
In diesem Kapitel soll eine Modellierungsmethode entwickelt werden, mit welcher der Ein-
fluß der Tra¨gerstruktur einer konformen Antenne auf ihre Antennen- und Netzwerkeigen-
schaften nachgebildet werden kann. Betrachtet werden ausschließlich metallische Tra¨ger-
strukturen, die aber beliebig geformt sein ko¨nnen. Es wird davon ausgegangen, daß die
metallischen Oberfla¨chen als ideal elektrisch leitend (engl. perfectly electrical conducting:
PEC) betrachtet werden ko¨nnen und es sich dabei im mathematischen Sinne um geschlos-
sene Oberfla¨chen handelt. Die im Folgenden beschriebene Modellierungsmethode lo¨st das
elektromagnetische Randwertproblem auf solchen PEC-Ko¨rpern mit einer erweiterten,
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direkten
”
Boundary Element Method“ (BEM) [112, 105, 106]. Das Adjektiv
”
direkt“
bedeutet in diesem Zusammenhang, daß eine Randintegralformulierung gewa¨hlt wurde,
welche die gesuchten elektrischen und magnetischen Feldkomponenten selbst entha¨lt und
keine Zwischengro¨ßen, wie Skalar- oder Vektorpotentiale, die in einem zusa¨tzlichen Schritt
in die eigentlich gesuchten Gro¨ßen umgerechnet werden mu¨ssen.
Es wird eine magnetische Feldintegralgleichung (MFIE) zur Berechnung der elektrischen
Oberfla¨chenstro¨me aufgestellt und durch die Anwendungen einer Kollokationsmethode
[113, 105, 106] aufgelo¨st. Bei dieser Methode handelt es sich um eine Momentenmethode
(MoM) [39], die als Testfunktionen dreidimensionale Dirac Delta-Funktionen verwendet.
Zuna¨chst wird davon ausgegangen, daß die Oberfla¨chenstro¨me von Quellen außerhalb des
Ko¨rpers induziert werden. Diese Konstellation entspricht einem typischen Streuproblem,
wie es z.B. bei RCS-Untersuchungen vorkommt. Analytische und experimentelle Ergeb-
nisse solcher Untersuchungen sollen dann auch zur Validierung der entwickelten Methode
herangezogen werden. In einem spa¨teren Kapitel werden die a¨ußeren Quellen des Feldes
durch die eigentlichen eingebetteten Antennenelemente ersetzt. Die Antennenelemente
werden dann anhand ihre Oberfla¨chenfelder beschrieben und durch eine Erweiterung der
Feldintegralgleichung in die Formulierung mit einbezogen. Diese erweiterte Formulierung
wird hier als hybride
”
Boundary Element Method/Mode-Matching“ (BEM/MM) Metho-
de bezeichnet.
3.2.1.1 Prinzip der
”
Boundary Element Method“
Mit der BEM werden die elektromagnetischen Feldkomponenten auf den Grenzfla¨chen
zwischen homogenen Volumen berechnet, die dort aufgrund von im Raum verteilten Quel-
len erzeugt werden. Sind alle Quellen und alle Feldkomponenten auf allen Oberfla¨chen
bekannt, so ist das elektromagnetische Feld in jedem beliebigen Raumpunkt durch An-
wendung des A¨quivalenzprinzips gegeben. In dem Beispiel in Abb. 3-5a setzt sich das
Feld an einem Punkt xo, außerhalb eines homogenen Ko¨rpers, aus einem direkten Bei-
trag der Quelle I0 und einem indirekten Beitrag von einem Oberfla¨chenintegral u¨ber die
Feldkomponenten auf der Außenseite des Randes Γ des homogenen Ko¨rpers zusammen.
Innerhalb des Ko¨rper muß nur der Einfluß der Feldkomponenten auf der Innenseite von
Γ beru¨cksichtigt werden.
Die Oberfla¨chenfelder sind aber normalerweise nicht von vorneherein bekannt. Zur nu-
merischen Berechnung dieser Felder wird, wie in Abb. 3-5b angedeutet, Γ diskretisiert
und die Oberfla¨chenfelder auf beiden Seiten von Γ in Reihen von bekannten Funktio-
nen entwickelt, welche auf der diskretisierten Oberfla¨che Γ′ definiert sind. Diese haben
zuna¨chst noch unbekannte Amplituden. In der hier zum Einsatz kommenden Variante der
BEM handelt es sich bei den Entwicklungsfunktionen um sog.
”
subdomain“ Funktionen,
deren Werte nur lokal auf eng begrenzten Abschnitten der Oberfla¨che von dem Wert 0
verschieden sind. Zur Bestimmung der unbekannten Amplituden der Entwicklungsfunk-
tionen wird ein Gleichungssystem dadurch aufgestellt, daß der Beobachtungspunkt xo
bzw. xi sukzessive auf alle Entwicklungsfunktionen gelegt wird. Dort wird dann jedesmal
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Abbildung 3-5: Prinzip der BEM.
das Oberfla¨chenintegral zur Bestimmung des elektromagnetischen Feldes an den Punkten
xo bzw. xi ausgewertet, wodurch eine Gleichung des Gleichungssystems entsteht. Schließ-
lich werden noch die Grenzbedingungen auf Γ′ angewandt, was normalerweise zu einer
Reduktion der Anzahl der Unbekannten fu¨hrt. Das resultierende Gleichungssystem wird
aufgelo¨st und man erha¨lt eine Approximation fu¨r die Oberfla¨chenfelder auf Γ′.
Anhand der numerisch bestimmten Oberfla¨chenfelder ko¨nnnen dann die Felder an den
Punkten außerhalb und innerhalb des Ko¨rpers entsprechend Abb. 3-5c berechnet werden.
3.2.1.2 Aufstellung der Integralgleichung
Der erste Schritt des BEM-Verfahrens besteht in der Aufstellung eines mathematischen
Ausdrucks, mit dem die elektromagnetische Feldverteilung an einem Beobachtungspunkt
innerhalb eines Volumens anhand eines Oberfla¨chenintegrals u¨ber die Feldkomponenten
auf der Berandung des Volumens berechnet werden kann. Dabei muß es auch mo¨glich
sein, den Beobachtungspunkt auf den Rand selbst zu legen. Die ausfu¨hrliche Herleitung
der Integralgleichung kann z.B. in [105] nachgelesen werden und soll deshalb hier nur
skizziert werden.
Im Einzelnen bescha¨ftigt sich dieses Kapitel mit der Entwicklung einer ra¨umlichen ma-
gnetischen Randintegralgleichung im Frequenzbereich fu¨r einen Raumbereich mit ideal
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elektrisch leitender (PEC) Berandung. Ganz allgemein sollen zuna¨chst die Integralglei-
chungen fu¨r ein beliebig berandetes Volumen aufgestellt und dann fu¨r den Fall eines
PEC-Randes vereinfacht werden.
Betrachtet wird ein lineares, homogenes und isotropes Volumen Ω mit der relativen Di-
elektrizita¨tszahl εr und der relativen Permeabilita¨t µr. Ω ist ein einfach geschlossenes
Volumen mit dem Rand Γ. Der Normalenvektor von Γ zeigt in den Außenraum von Ω. Ω
entha¨lt keine Raumladungsdichten ρ, kann aber eingepra¨gte elektrische Stromdichten I0
enthalten, die als Quellen des elektromagnetischen Feldes fungieren. Dies Beschreibung
trifft sowohl fu¨r das Innere des Ko¨rpers in Abb. 3-6 zu, als auch fu¨r dessen Außenraum.
Es wird davon ausgegangen, daß ein eingeschwungener Zustand mit einer harmonischen
Zeitabha¨ngigkeit der Felder vorliegt. Eine solche Zeitabha¨ngigkeit la¨ßt sich in einer For-
mulierung unter Verwendung von komplexen Gro¨ßen mit dem Faktor ejωt beschreiben.
Dieser Faktor ku¨rzt sich in allen folgenden Gleichungen heraus und wird deshalb nicht
extra angefu¨hrt.
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Abbildung 3-6: Homogene Volumen und Quellen.
Die Maxwellschen Gleichungen, aufgestellt fu¨r das Volumen Ω, lauten
∇× E + jωµH = 0 (3-1)
∇×H − jωεE = I0 (3-2)
∇ · E = 0 , ε 6= ε(x) , ρ = 0 (3-3)
∇ ·H = 0 , µ 6= µ(x) (3-4)
Durch erneute Anwendung der Rotation auf die Gleichungen (3-1) und (3-2) und an-
schließende Kombination mit den urspru¨nglichen Gleichungen, ergeben sich zwei ent-
koppelte Differentialgleichungen fu¨r das elektrische und fu¨r das magnetische Feld. Diese
entsprechen wegen (3-3) und (3-4) den vektoriellen Helmholtz-Gleichungen.
∇× (∇× E)− ω2µεE = −jωµI0 (3-5)
∇× (∇×H)− ω2µε︸ ︷︷ ︸
k2
H = ∇× I0 (3-6)
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Durch Anwendung der
”
Strategie eines gewichteten Residuums“ [112, 105] auf die beiden
Differenzialgleichungen (3-5) und (3-6), werden Volumenintegrale aufgestellt. Dabei wird
davon ausgegangen, daß die beiden Gleichungen im Volumen Ω nur approximativ bis auf
die restlichen Fehler Re und Rh — die Residuen — erfu¨llt werden ko¨nnen. Deren mit einer
Funktion Φ gewichteter Mittelwert soll dann innerhalb des Volumens Ω verschwinden.∫∫∫
Ω
Re · Φ dΩ =
∫∫∫
Ω
(
∇× (∇× E)− k2E + jωµI0
)
· Φ dΩ != 0 (3-7)∫∫∫
Ω
Rh · Φ dΩ =
∫∫∫
Ω
(
∇× (∇×H)− k2H −∇× I0
)
· Φ dΩ != 0 (3-8)
Fu¨r die folgenden Entwicklungen ist es sinnvoll die Gewichtsfunktion Φ = Φ ·c zu wa¨hlen,
wobei c ein beliebiger aber konstanter Vektor ist. Fu¨r c gilt damit ∇×c = 0 und ∇·c = 0.
Durch Anwendung des vektoriellen zweiten Greenschen Satzes, auch Strattonscher Satz
genannt, des Gauß’schen Satzes und einiger Vektoridentita¨ten [12] wird ein Teil der Vo-
lumenintegrale in (3-7) und (3-8) in Oberfla¨chenintegrale umgeformt. Die verwendeten
Identita¨ten und Sa¨tze sind im Anhang C zusammengefaßt.∫∫∫
Ω
E · (∆Φ + k2Φ) dΩ = ©
∫∫
Γ
(nˆ× E)×∇Φ− jωµ(nˆ×H)Φ + (nˆ · E)∇Φ dΓ
+
∫∫∫
Ω
jωµI0Φ dΩ (3-9)∫∫∫
Ω
H · (∆Φ + k2Φ) dΩ = ©
∫∫
Γ
(nˆ×H)×∇Φ + jωε(nˆ× E)Φ + (nˆ ·H)∇Φ dΓ
+
∫∫∫
Ω
I0 ×∇Φ dΩ (3-10)
Die beiden verbleibenden Volumenintegrale u¨ber die noch unbekannten Feldsta¨rken E und
H werden eliminiert, indem man die dreidimensionale Dirac Delta-Funktion einfu¨hrt.
∆Φ + k2Φ = −δ(x− xi) (3-11)
Daraus ergibt sich fu¨r die komplexe skalare Amplitude der Gewichtsfunktion
Φ =
1
4pi|x− xi|
· e−jk|x−xi| (3-12)
Fu¨r den Fall, daß der Beobachtungspunkt xi nicht auf der Oberfla¨che Γ liegt, wird mit
dieser Wahl aus (3-9) und (3-10)
E(xi) = ©
∫∫
Γ
jωµ(nˆ×H)Φ− (nˆ× E)×∇Φ− (nˆ · E)∇Φ dΓ
−
∫∫∫
Ω
jωµI0Φ dΩ , xi ∈ Ω/Γ (3-13)
H(xi) = −©
∫∫
Γ
jωε(nˆ× E)Φ + (nˆ×H)×∇Φ + (nˆ ·H)∇Φ dΓ
+
∫∫∫
Ω
I0 ×∇Φ dΩ , xi ∈ Ω/Γ (3-14)
Das BEM-Verfahren sieht aber vor, den Beobachtungspunkt xi auf den Rand Γ zu legen.
Die Kerne der obigen Randintegrale werden fu¨r x→ xi singula¨r. Daher ist eine gesonderte
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Betrachtung fu¨r diesen Fall no¨tig. Laut [105, 114] fu¨hren die zu Φ proportionalen Antei-
le in den Randintegralen zu sog. schwachen Singularita¨ten, die uneigentlich integrierbar
sind. Die zu ∇Φ proportionalen Anteile dagegen stellen sog. starke Singularita¨ten dar.
Demzufolge existieren diese Teile der Integrale nur als Cauchy-Hauptwerte, wobei der
Punkt x = xi ausgenommen und in einer Grenzwertbetrachtung separat behandelt wer-
den muß. Das Ergebnis dieser Betrachtung fu¨hrt zu einem multiplikativen Faktor Ωi/(4pi)
auf den linken Seiten der Gleichungen (3-13) und (3-14).
Ωi
4pi
E(xi) = −−−©
∫∫
Γ
jωµ(nˆ×H)Φ− (nˆ× E)×∇Φ− (nˆ · E)∇Φ dΓ
−
∫∫∫
Ω
jωµI0Φ dΩ , xi ∈ Ω (3-15)
Ωi
4pi
H(xi) = −−−−©
∫∫
Γ
jωε(nˆ× E)Φ + (nˆ×H)×∇Φ + (nˆ ·H)∇Φ dΓ
+
∫∫∫
Ω
I0 ×∇Φ dΩ , xi ∈ Ω (3-16)
In dieser Formulierung ist Ωi der Raumwinkel, unter dem man vom Beobachtungspunkt
xi aus in das Volumen Ω schauen kann. Befindet sich xi innerhalb von Ω aber nicht auf
dem Rand Γ, so ist Ωi = 4pi. Befindet sich der Punkt xi auf dem Rand Γ, so gilt allgemein
Ωi < 4pi. Ist z.B. der Rand an dem Punkt x = xi glatt, so ist Ωi = 2pi.
Die beiden somit hergeleiteten verkoppelten Integralgleichungen (3-15) und (3-16) sind
Fredholmsche Integralgleichungen zweiter Art [114]. Sie bilden die Grundlage der BEM.
Gleichung (3-15) wird als elektrische Feldintegralgleichung (EFIE) und Gleichung (3-16)
als magnetische Feldintegralgleichung (MFIE) bezeichnet.
Im Folgenden sollen nur ideal elektrisch leitende (PEC) Ko¨rper wie in Abb. 3-7 betrachtet
werden. Dazu formuliert man die Gleichungen (3-15) und (3-16) fu¨r den Außenraum Ω
des Ko¨rpers, wobei die Randbedingungen nˆ × E = 0 und nˆ · H = 0 auf Γ zu beachten
sind.
EFIE fu¨r PEC-Oberfla¨che:
Ωi
4pi
E(xi) = −−−©
∫∫
Γ
jωµ(nˆ(x)×H(x)) · Φ(x− xi)
−(nˆ(x) · E(x)) · ∇xΦ(x− xi) dΓ
−
∫∫∫
Ω
jωµI0(x) · Φ(x− xi) dΩ , xi ∈ Ω (3-17)
MFIE fu¨r PEC-Oberfla¨che:
Ωi
4pi
H(xi) = −−−−©
∫∫
Γ
(nˆ(x)×H(x))×∇xΦ(x− xi) dΓ
+
∫∫∫
Ω
I0(x)×∇xΦ(x− xi) dΩ , xi ∈ Ω (3-18)
Wegen der Wichtigkeit dieser beiden Feldintegralgleichungen fu¨r die folgenden Ausfu¨hrun-
gen, wurden zur Verdeutlichung die Abha¨ngigkeiten der einzelnen Gro¨ßen von den Orts-
variablen x und xi explizit aufgefu¨hrt. Insbesondere ist mit ∇x angegeben, daß der Nabla
Operator auf die Koordinaten x wirkt und nicht auf xi.
3.2. THEORIE 63
W G
I 0P E C - K ö r p e rn
^
Abbildung 3-7: Geschlossener PEC-Ko¨rper und Quellen des elektromagnetischen Feldes.
Die beiden Randintegralgleichungen (3-17) und (3-18) sind im Gegensatz zu (3-15) und (3-
16) nicht mehr verkoppelt. Zur Lo¨sung des Randwertproblems reicht es also aus, eine der
beiden Integralgleichungen zu lo¨sen. Die MFIE eignet sich besonders gut zur Behandlung
von großen, geschlossenen Ko¨rpern mit kontinuierlich gekru¨mmter Oberfla¨che. Mit der
EFIE ko¨nnen dagegen Ko¨rper mit einem gegen 0 strebendem Volumen, z.B. infinitesimal
dicke Schichten, behandelt werden [113, 60]. In der hier hergeleiteten Form bietet es
sich an, die MFIE (3-18) zur numerischen Lo¨sung des Randwertproblems heranzuziehen,
da darin lediglich die tangentialen magnetischen Feldkomponenten, d.h. die elektrischen
Oberfla¨chenstro¨me, als Unbekannte vorkommen. Die direkte numerische Lo¨sung der EFIE
(3-17), wie sie hier hergeleitet wurde, ist nicht sinnvoll, da das normale elektrische Feld
als weitere Unbekannte auch zu bestimmen wa¨re. Dieses Vorgehen wu¨rde zu einem im
numerischen Sinne gro¨ßeren Problem fu¨hren als die Lo¨sung der MFIE.
Zwar ko¨nnen die normalen elektrischen Feldkomponenten in (3-17) durch Anwendung
des Kontinuita¨tsgesetzes durch die tangentialen magnetischen Felder ausgedru¨ckt wer-
den, jedoch entstehen dadurch erschwerende Einschra¨nkungen bei der Wahl der Entwick-
lungsfunktionen fu¨r die Oberfla¨chenstro¨me im Rahmen des weiteren Vorgehens nach dem
BEM-Prinzip. Das normale elektrische Feld auf einer PEC-Oberfla¨che ergibt sich aus dem
tangentialen magnetischen Feld entsprechend
nˆ · E = −ρf
ε
=
1
jωε
∇f · (nˆ×H) (3-19)
wobei der normale Einheitsvektor nˆ entsprechend Abb. 3-7 gewa¨hlt wurde, ρf die Ober-
fla¨chenladungsdichte und
”
∇f ·“ die Oberfla¨chendivergenz ist. Die daraus resultierende
Formulierung der EFIE entspricht der sog.
”
Mixed Potential Integral Equation“ (MPIE),
wie sie bereits in [115] angewendet wurde. Die zur Lo¨sung der MPIE zu wa¨hlenden Ent-
wicklungsfunktionen mu¨ssen wegen (3-19) nicht nur die Oberfla¨chstromverteilung, son-
dern auch die Oberfla¨chenladungsverteilung auf dem PEC-Ko¨rper richtig repra¨sentieren
[116]. Die hier im Folgenden eingefu¨hrten Entwicklungsfunktionen wa¨ren somit fu¨r diese
Formulierung nicht brauchbar. Bei einer Lo¨sung der EFIE (3-17) wu¨rde dieses Kriteri-
um allerdings keine Rolle spielen, da die Oberfla¨chenladungsverteilung separat durch den
zum normalen elektrischen Feld proportionalen Term behandelt wu¨rde. Wie aber oben
bereits erwa¨hnt, vergro¨ßert sich dadurch die Anzahl der Unbekannten unno¨tig.
Aus diesen Gru¨nden wird im Folgenden eine numerische Lo¨sung der MFIE (3-18) unter
Verwendung des BEM-Prinzips angestrebt.
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3.2.1.3 Oberfla¨chendiskretisierung
Nach dem BEM-Prinzip (Kapitel 3.2.1.1) soll nun eine numerische Lo¨sung der MFIE
(3-18) fu¨r PEC-Oberfla¨chen entwickelt werden. Dieses Lo¨sungsverfahren entspricht einer
Kollokationsmethode, d.h. der U¨berfu¨hrung der Randintegralgleichung in ein lineares
Gleichungssystem durch Auswertung derselben an einzelnen ausgezeichneten Punkten
[113, 105, 106]. Dazu ist es zuna¨chst no¨tig, eine numerische Darstellung der Oberfla¨che Γ
des betrachteten Ko¨rpers zu finden. Wesentlich fu¨r die Anwendung der BEM ist dabei nur,
daß die dreidimensionale Oberfla¨che aus einzelnen, sich beru¨hrenden Fla¨chenabschnitten
zusammengesetzt wird. Die diskretisierte Oberfla¨che Γ′ muß wieder einen geschlossenen
Ko¨rper bilden.
Die einfachsten Fla¨chenabschnitte, mit denen ein dreidimensionaler Ko¨rper approximiert
werden kann, sind lineare, planare Dreiecke. Zwar kann mit Elementen ho¨herer Ordnung
eine genauere Approximation gekru¨mmter Oberfla¨chen erzeugt werden, jedoch wird die
spa¨tere numerische Behandlung solcher Fla¨chen und der darauf definierten Entwicklungs-
funktionen sehr kompliziert. Dazu kommt, daß die eigentliche Erzeugung einer Ober-
fla¨chenapproximation von realen Ko¨rpern eine sehr komplexe Aufgabe ist. Die meisten
rechnergestu¨tzten Zeichenprogramme ko¨nnen eine Oberfla¨che in einem Datenformat aus-
geben, das eine Dreieckesapproximation der Oberfla¨che beschreibt. Die Erfahrung hat
aber gezeigt, daß diese Approximation in vielen Fa¨llen keine sehr guten Dreiecksgitter
liefert. Meistens treten lokale Fehler auf, die eine direkte Nutzung der erzeugten Dis-
kretisierung nicht erlauben. Vor einer Benutzung des Gitters fu¨r eine BEM-Simulation,
muß dieses kontrolliert und bei Bedarf nachbearbeitet werden. Typische Fehler in sol-
chen Gittern und Nachbearbeitungsverfahren werden na¨her in Kapitel 3.3.1 behandelt.
Da die meisten Zeichenprogramme schon große Schwierigkeiten bei der Erzeugung ein-
facher Dreiecksgitter haben, wird hier auf eine Diskretisierung mit noch komplizierteren
Fla¨chensegmenten nicht eingegangen. Ein Beispiel einer Diskretisierung mit linearen, pla-
naren Dreiecken ist in Abb. 3-8 dargestellt.
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Abbildung 3-8: Oberfla¨chendiskretisierung mit linearen, planaren Dreiecken und Defini-
tion der lokalen Koordinatensysteme (tˆ
∆
, τˆ∆, nˆ∆) und (tˆ
κ
, τˆκ, nˆκ).
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Das Dreiecksgitter wird durch eine Anzahl von Knoten xκ beschrieben, wobei jeweils
drei Knoten ein Dreieck bilden. Wie in Abb. 3-8 angedeutet, ist auf jedem Dreieck ein
lokales Koordinatensystem definiert. Die Einheitsvektoren (tˆ
∆
, τˆ∆, nˆ∆) bilden in dieser
Reihenfolge ein Rechtssystem. tˆ
∆
und τˆ∆ sind zu der Dreiecksoberfla¨che parallel und nˆ∆
ist senkrecht dazu. nˆ∆ zeigt in das Innere des Ko¨rpers (In Abb. 3-8 ist −nˆ∆ dargestellt.).
Die Richtung von nˆ∆ wird durch die Reihenfolge der Referenzierung der Knoten, welche
die Eckpunkte des Dreiecks darstellen, im
”
Rechtsschraubensinn“ festgelegt. Der Ein-
heitsvektor tˆ
∆
wird parallel zu der Kante gewa¨hlt, die sich zwischen dem ersten und dem
zweiten Knoten aufspannt. τˆ∆ ergibt sich aus den beiden anderen Einheitsvektoren.
nˆ∆ :=
(x2 − x1)× (x3 − x1)
|(x2 − x1)× (x3 − x1)|
(3-20)
tˆ
∆
:=
x2 − x1
|x2 − x1|
(3-21)
τˆ∆ = nˆ∆ × tˆ∆ (3-22)
Fu¨r die folgenden Ausfu¨hrungen ist es weiterhin notwendig, auch auf jedem Knoten xκ ein
lokales Koordinatensystem (tˆ
κ
, τˆκ, nˆκ) zu definieren. Es hat sich als sinnvoll erwiesen, den
Normalenvektor nˆκ als Summe der Normalenvektoren aller den Knoten xκ beinhaltenden
Dreiecke zu bestimmen. Sind einmal in dieser Summe mehrere Dreiecksnormalenvektoren
identisch, so wird nur einer davon beru¨cksichtigt. Die Richtung von tˆ
κ
ist bis auf die
Bedingung, daß sie senkrecht zu der Richtung von nˆκ sein muß, willku¨rlich. Sie wurde
hier entsprechend (3-24) definiert. τˆ κ ergibt sich wieder aus den beiden anderen Einheits-
vektoren.
nˆκ :=
∑
xκ∈∆
nˆ∆∣∣∣∣∣ ∑xκ∈∆ nˆ
∆
∣∣∣∣∣
, alle nˆ∆ verschieden (3-23)
tˆ
κ
:=


xˆ : nˆκ = zˆ
−xˆ : nˆκ = −zˆ
nˆκ×zˆ
|nˆκ×zˆ|
: sonst
(3-24)
τˆκ = nˆκ × tˆκ (3-25)
Bei der Erstellung einer Oberfla¨chendiskretisierung mu¨ssen eine Reihe von Richtlinien
beachtet werden, die noch na¨her im Kapitel 3.3.1 behandelt werden sollen. Bezu¨glich
der Feinheit der Diskretisierung ist darauf zu achten, daß das Gitter zwei grundlegende
Bedingungen erfu¨llt. Zum einen muß das Gitter die Oberfla¨chengeometrie hinreichend
genau wiedergeben, d.h. an Stellen der Oberfla¨che mit starker Kru¨mmung muß normaler-
weise feiner diskretisiert werden als auf schwach gekru¨mmten Abschnitten. Zum anderen
du¨rfen die Seitenla¨ngen der einzelnen Dreiecke einen gewissen Bruchteil der Wellenla¨nge
nicht u¨berschreiten. Diese zweite Anforderung ist darauf zuru¨ckzufu¨hren, daß auf dem
Dreiecksgitter spa¨ter die lokalen Entwicklungsfunktionen fu¨r die Oberfla¨chenfelder de-
finiert werden. Diese Entwicklungsfunktionen erstrecken sich nur u¨ber wenige zusam-
menha¨ngende Dreiecke. Das Feld wird von diesen Funktionen also ra¨umlich
”
abgetastet“.
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Daher ist in diesem Zusammenhang das Abtasttheorem zu beachten. Hier ist allerdings
eine Abtastperiode von λ/2 normalerweise nicht ausreichend. Als obere Grenze kann ei-
ne Abtastperiode von λ/6 angesehen werden, die in [117] fu¨r die Diskretisierung von
Ko¨rpern mit stetig differenzierbaren Oberfla¨chen anhand von numerischen Experimenten
ermittelt wurde, zumal dort die Oberfla¨chen mit quadratischen Viereckselementen diskre-
tisiert und die Oberfla¨chenstro¨me mit quadratischen Funktionen approximiert wurden.
Wegen der Verwendung von Oberfla¨chenelementen und Entwicklungsfunktionen ho¨herer
Ordnung als dies hier der Fall ist (quadratisch im Gegensatz zu linear und konstant),
sollte die hier benutzte Abtastperiode den angegebenen Wert von λ/6 mo¨glichst noch
unterschreiten. Auf Oberfla¨chenabschnitten mit einem im Vergleich zur Wellenla¨nge sehr
kleinen Kru¨mmungsradius empfiehlt sich allerdings eine noch feinere Diskretisierung. Dies
gilt insbesondere in der Umgebung von scharfen Kanten. So wurde beispielsweise das in
Abb. 3-9 dargestellte Dreiecksgitter einer Wu¨rfeloberfla¨che mit einer feineren Diskretisie-
rung entlang der Kanten erstellt.
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Abbildung 3-9: Beispiel einer Oberfla¨chendiskretisierung mit einem feineren Gitter ent-
lang der scharfen Kanten.
In der MFIE (3-18) steht der Raumwinkel Ωi unter dem ein Beobachter an der Position
xi das Volumen Ω sieht auf der linken Seite als multiplikativer Faktor. Ωi muß nun
anhand der diskretisierten Oberfla¨che Γ′ fu¨r jeden relevanten Punkt xi auf Γ
′ bestimmt
werden. Wie in einem spa¨teren Abschnitt noch deutlich werden wird, sind die fu¨r die hier
angewandte Kollokationsmethode relevanten Punkte die Schwerpunkte der Dreiecke und
die Knoten des Dreiecksgitters. In den Schwerpunkten ist Ωi = 2pi, da dort Γ
′ planar
ist. Auf den Knoten muß der Raumwinkel anhand der angrenzenden Dreiecke berechnet
werden. Er ergibt sich aus der Summe der Fla¨cheninhalte der spha¨rischen Dreiecke [84],
die, wie in Abb. 3-10 angedeutet, vom negativen Normalenvektor im Knoten xi und den
angrenzenden Dreiecken im Einheitsabstand aufgespannt werden.
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Abbildung 3-10: Spha¨risches Dreieck zur Berechnung des Raumwinkels Ωi auf den Knoten
des Dreiecksgitters.
3.2.1.4 Approximation der Oberfla¨chenfelder
Die zu lo¨sende Randintegralgleichung (3-18) entha¨lt als unbekannte Gro¨ßen die zur Ober-
fla¨che Γ tangentialen magnetischen Feldkomponenten nˆ × H. Eine numerische Lo¨sung
kann gefunden werden, indem diese kontinuierliche Gro¨ße mit einer diskreten Darstel-
lung approximiert wird. Dadurch wird das Problem des Auffindens einer komplexen,
kontinuierlichen, dreidimensionalen, vektoriellen Funktion u¨berfu¨hrt in das Problem der
Bestimmung eines Satzes von diskreten Werten. Dies geschieht durch eine Entwicklung
des magnetischen Feldes auf der diskretisierten Oberfla¨che Γ′ in eine Reihe von bekannten
Formfunktionen mit zuna¨chst unbekannten Amplituden.
Bei der Wahl der Entwicklungsfunktionen gibt es zuna¨chst zwei prinzipielle Mo¨glichkeiten.
Es ist zu unterscheiden zwischen
”
entire-domain“ und
”
subsectional“ bzw.
”
subdomain“
Funktionen [113, 60]. Die
”
entire-domain“ Funktionen sind auf dem gesamten Wertebe-
reich der Ortsvariablen in der zu lo¨senden Integralgleichung definiert. Im Falle der hier
betrachteten Integralgleichungen (3-17) und (3-18) wa¨re das die Variable x. Beispiele fu¨r
solche
”
entire-domain“ Funktionen sind die Moden in Rechteck- oder Rundhohlleitern
oder die Entwicklung des Oberfla¨chenstromes auf einer rechteckigen Mikrostreifenan-
tenne in sinusfo¨rmige Funktionen wie in [43]. Gro¨ßter Nachteile dieser
”
entire-domain“
Funktionen ist, daß starke lokale Variationen des Stromes damit nur schwer nachgebildet
werden ko¨nnen. So sind sie z.B. gut geeignet fu¨r aperturgespeiste Mikrostreifenantennen,
fu¨r monolithisch oder koaxial gespeiste Antennen liefern sie keine guten Resultate. Dazu
ist es auch no¨tig, die Oberfla¨che, auf der die Funktionen zu definieren sind, in analyti-
scher Form darstellen zu ko¨nnen. Hier sollen aber ganz beliebige Oberfla¨chen behandelt
werden, die in numerischer Form durch eine Diskretisierung beschrieben werden. Insofern
scheiden die
”
entire-domain“ Formfunktionen fu¨r den hier betrachteten Fall aus.
Die
”
subsectional“ bzw.
”
subdomain“ Formfunktionen sind nur auf einem lokal begrenz-
ten Bereich der betrachteten Oberfla¨che definiert. Mit ihnen ist es mo¨glich Feldverla¨ufe
auf solchen Oberfla¨chen zu approximieren, die nur in numerischer Form vorliegen. Hinzu
kommt, daß auch starke Variationen der Felder, wie sie in der Umgebung von Abschnit-
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ten mit kleinen Kru¨mmungsradien vorkommen, angena¨hert werden ko¨nnen. Bezogen auf
die hier benutzte Oberfla¨chendiskretisierung mit Dreiecken bedeutet dies, daß sich je-
de Entwicklungsfunktion nur u¨ber ein Dreieck oder wenige zusammenha¨ngende Dreiecke
erstreckt. Insofern wird hier folgende Entwicklung mit
”
subdomain“ Formfunktionen an-
gesetzt.
H(x) ≈
N∑
n=1
αtn · htn(x) + ατn · hτn(x) , x ∈ Γ′ (3-26)
mit
htn(x) = tˆ
′
(x) · hn(x)
hτn(x) = τˆ
′(x) · hn(x)
tˆ
′
und τˆ ′ sind tangentiale Einheitsvektoren auf der diskretisierten Oberfla¨che Γ′. Fu¨r jede
dieser beiden tangentialen Richtungen existiert ein Satz von Koeffizienten αtn und α
τ
n mit
n ∈ {1, . . . , N}. Die skalare Formfunktion hn(x) ist fu¨r beide Richtungen identisch.
”
Subdomain“ Formfunktionen auf einem Dreiecksgitter lassen sich wiederum in zwei
Gruppen unterteilen [116]. Die eine Gruppe von u¨blichen Formfunktionen sind die sog.
vektoriellen oder kantenorientierten Funktionen, die jeweils einer Kante eines Diskretisie-
rungsgitters zugeordnet sind. Diese sollen hier aber nicht betrachtet werden, da sie sich
fu¨r eine Verwendung im Zusammenhang mit einer Kollokationsmethode nicht eignen.
Beispiele der im Rahmen der vorliegenden Arbeit eingesetzten Formfunktionen sind in
Abb. 3-11 dargestellt. Es handelt sich dabei um sog. skalare oder knotenorientierte Form-
funktionen, die jeweils einem ausgezeichneten Punkt auf der Oberfla¨che Γ′ zugeordnet
sind. In jedem dieser Punkte gibt es zwei tangentiale Richtungen, denen wiederum je-
weils eine Formfunktion zugeordnet wird. An einem ausgezeichneten Punkt nimmt nur
die jeweilige Funktion bezogen auf eine der beiden tangentialen Richtungen einen Wert
an, der von 0 verschieden ist. Alle anderen Funktionen verschwinden an diesem Punkt.
Diese Eigenschaft wird spa¨ter zur Aufstellung eines Gleichungssystems zur Bestimmung
der bisher noch unbekannten Amplituden αtn und α
τ
n der Entwicklungsfunktionen ausge-
nutzt. Dazu wird die Randintegralgleichung an den ausgezeichneten Punkten ausgewertet
und mit einem der beiden dort definierten tangentialen Vektoren tˆ
′
oder τˆ ′ multipliziert,
was zu einer Gleichung des Gleichungssystems fu¨hrt. Daher werden die ausgezeichneten
Punkte auch Kollokationspunkte genannt. Die Kollokationspunkte werden im Folgenden
mit x′n bezeichnet.
Alle in Abb. 3-11 dargestellten Typen von Entwicklungsfunktionen kommen hier zum
Einsatz. Bei den meisten Simulationen wird eine Kombination aller Funktionen einge-
setzt. Sie werden abha¨ngig von den jeweiligen lokalen geometrischen Eigenschaften der
Oberfla¨che benutzt. Dabei werden vorrangig die stu¨ckweise linearen Entwicklungsfunktio-
nen gebraucht. Die Interpolation der Feldverteilung ist besser und die Anzahl der no¨tigen
Funktionen und somit auch die Anzahl der Unbekannten ist geringer als bei einer Inter-
polation mit konstanten Funktionen. Ihr Einsatz ist allerdings auf ebene oder schwach
gekru¨mmte Abschnitte begrenzt. Der Grund dafu¨r liegt in der problematischen Auswert-
barkeit der Randintegralgleichung an den Kollokationspunkten der pyramidenfo¨rmigen
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Abbildung 3-11: Skalare Formfunktionen hn(x).
Entwicklungsfunktionen, falls diese auf Oberfla¨chenabschnitten mit starker Kru¨mmung
definiert sind. Mit diesem Thema bescha¨ftigt sich das Kapitel 3.3.2 na¨her. An schar-
fen Kanten und auf Abschnitten mit starker Kru¨mmung muß mit konstanten Funktio-
nen interpoliert werden. Die gemischten Funktionen dienen als Bindeglied zwischen den
stu¨ckweise linearen und den konstanten Funktionen. Im Folgenden sollen die einzelnen
Funktionen nun na¨her beschrieben werden.
Die in Bezug auf ihre mathematische Darstellung einfachste Formfunktion ist die sog.
konstante bzw. pulsfo¨rmige Formfunktion [105, 118]. Sie ist einer der beiden tangentialen
Richtungen im Schwerpunkt eines Dreiecks zugeordnet. Auf einem Dreieck mit konstanter
Entwicklungsfunktion gibt es somit also zwei solcher Funktionen. Auf diesem Dreieck hat
ihr Betrag konstant den Wert 1 und auf allen anderen Dreiecken den Wert 0. Ihre vek-
torielle Richtung entspricht einer der auf dem jeweiligen Dreieck definierten tangentialen
Richtungen tˆ
∆
oder τˆ∆ entsprechend (3-21) und (3-22).
Die stu¨ckweise linearen bzw. pyramidenfo¨rmigen Formfunktionen [105, 118, 116] sind kei-
nem einzelnen Dreieck zugeordnet, sondern einem Knoten des Dreiecksgitters und dort
wiederum einer tangential Richtung tˆ
κ
oder τˆκ entsprechend (3-24) und (3-25). Auf dem
zentralen Knoten haben sie den Betrag 1, der zu allen benachbarten Knoten linear auf
den Wert 0 abfa¨llt. Im Kollokationspunkt fa¨llt ihre vektorielle Richtung mit den dort
definierten tangentialen Richtungen zusammen. Auf den zugeho¨rigen Dreiecken, muß die
Richtung der Formfunktion aber erst noch bestimmt werden. Dazu wurden zwei Verfahren
entwickelt. Das eine Verfahren kann als Rotationsverfahren und das andere als Projek-
tionsverfahren bezeichnet werden. Beide Verfahren fu¨hren zu Transformationsmatrizen
T , die durch Multiplikation einen im Kollokationspunkt an die Oberfla¨che tangentialen
Vektor in einen auf einem anliegenden Dreieck tangentialen Vektor umrechnen. Das Pro-
jektionsverfahren fu¨hrt zu geringfu¨gig besseren Ergebnisse und wird somit normalerweise
bevorzugt. Beide Verfahren werden im Anhang D beschrieben.
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Die beiden bisher vorgestellten Typen von Entwicklungsfunktionen werden zusammen auf
der gleichen Oberfla¨che verwendet, jeder Typ an den fu¨r ihn geeigneten Stellen. Die py-
ramidenfo¨rmigen Funktionen werden auf ebenen und schwach gekru¨mmten Abschnitten
eingesetzt und die pulsfo¨rmigen Funktionen an Kanten und auf Abschnitten mit star-
ker Kru¨mmung. Als Bindeglied zwischen diesen beiden Standardtypen wurde ein neuer
Typ eingefu¨hrt [119, 120]. Dieser dritte Typ von Entwicklungsfunktionen wird hier als
gemischte Formfunktion bezeichnet. Er besteht aus einem konstanten Anteil, der genauso
definiert ist wie eine konstante Formfunktion und einem oder mehreren stu¨ckweise linea-
ren Anteilen. Der Kollokationspunkt befindet sich im Schwerpunkt des Dreiecks, auf dem
der konstante Anteil definiert ist. Die vektorielle Richtung der Entwicklungsfunktion ent-
spricht auf dem konstanten Anteil der Richtung einer konstanten Formfunktion, d.h. tˆ
∆
oder τˆ∆. Die Richtungen auf den zugeho¨rigen linearen Anteilen werden durch Anwendung
der Transformationsmatrix T bestimmt.
Die gemischte Interpolation der Oberfla¨chenfelder mit den drei vorgestellten Funktionen-
typen vermeidet nicht nur die numerischen Schwierigkeiten, die bei der ausschließlichen
Verwendung von stu¨ckweise linearen Formfunktionen entstehen wu¨rden (siehe Kapitel
3.3.2), sondern sie ist auch robuster in Bezug auf die Qualita¨t des zugrundegelegten Drei-
ecksgitters. Eine Interpolation der Oberfla¨chenfelder auf einem geschlossenen Ko¨rper,
ausschließlich mit pyramidenfo¨rmigen Funktionen, setzt voraus, daß das Dreiecksgitter
konsistent ist, d.h., daß sich an jede Seite eines Dreiecks eine Seite eines benachbarten
Dreiecks anschließt. Diese Bedingung wird allerdings bei der Erstellung von Dreiecksgit-
tern ha¨ufig verletzt und es ist sehr aufwendig diese Gitter zu
”
reparieren“. Die gemischte
Interpolation kann an dieser Stelle konstante Formfunktionen einsetzen. Eine Nachbe-
arbeitung des Gitters ist nicht no¨tig. Als Beispiel ist in Abb. 3-12 eine gemischten In-
terpolation auf der Oberfla¨che eines Wu¨rfels dargestellt. Die Farbkodierung der Dreiecke
entspricht denen in Abb. 3-11. An den Kanten des Wu¨rfels wurden konstante und auf den
Seitenfla¨chen stu¨ckweise lineare Entwicklungsfunktionen verwendet. Das Dreiecksgitter
ist an den Kanten nicht konsistent. Zur Erstellung einer solchen gemischten Interpolation
wurde ein spezieller Algorithmus entwickelt, der na¨her in Kapitel 3.4.3 vorgestellt wird.
3.2.1.5 Aufstellung des Gleichungssystems
Eine numerische Lo¨sung der MFIE (3-18) wird nach wie vor angestrebt. Hierzu wurde
eine Diskretisierung der Oberfla¨che Γ mit linearen und planaren Dreiecken entwickelt. Die
zu der diskretisierten Oberfla¨che Γ′ tangentialen magnetischen Feldkomponenten wurden
durch eine Reihentwicklung (3-26) mit vektoriellen
”
subdomain“ Funktionen und vorerst
unbekannten Koeffizienten angena¨hert. Diese Koeffizienten αtn und α
τ
n in der Entwick-
lung sollen nun durch die Anwendung eines Kollokationsverfahrens bestimmt werden.
Dazu wird zuna¨chst eine Na¨herungsausdruck der exakten MFIE erzeugt, indem die Rei-
henentwicklung fu¨r das tangential Magnetfeld auf Basis der diskretisierten Oberfla¨che
eingesetzt wird.
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Abbildung 3-12: Beispiel einer gemischten Interpolation auf einem nicht-konsistenten
Dreiecksgitter.
Ωi
4pi
H(xi) = −−−−©
∫∫
Γ
(nˆ(x)×H(x))×∇xΦ(x− xi) dΓ +H0(xi)
≈ −
N∑
n=1
[
αtn · −−
∫∫
Γ′n
(
nˆ′(x)× tˆ′(x) · hn(x)
)
×∇xΦ(x− xi) dΓ′n +
ατn · −−
∫∫
Γ′n
(nˆ′(x)× τˆ ′(x) · hn(x))×∇xΦ(x− xi) dΓ′n
]
+H0(xi)
≈ −
N∑
n=1
[
αtn ·
M(n)∑
m=1
(
T
nm
· τˆ ′(x′n)
)
×−−
∫∫
Γ′nm
hn(x) · ∇xΦ(x− xi) dΓ′nm −
ατn ·
M(n)∑
m=1
(
T
nm
· tˆ′(x′n)
)
×−−
∫∫
Γ′nm
hn(x) · ∇xΦ(x− xi) dΓ′nm
]
+ H0(xi) (3-27)
H0 steht hier fu¨r den Quellterm, T nm ist eine der beiden in Anhang D vorgestellten Trans-
formationsmatrizen, die einen tangentialen Vektor im n-ten Kollokationspunkt tˆ
′
(x′n)
oder τˆ ′(x′n) auf ein gerade betrachtetes Dreieck Γ
′
nm abbildet. Mit dem Index m wer-
den die Dreiecke durchnummeriert, auf denen die n-te Entwicklungsfunktion definiert ist,
m ∈ {1, . . . , M(n)}.
Pro Kollokationspunkt werden nun zwei Gleichungen des Gleichungssystems zur Bestim-
mung der Koeffizienten αtn und α
τ
n dadurch aufgestellt, daß die Approximation der MFIE
(3-27) an dem betrachteten Kollokationspunkt x′n0 ausgewertet und mit den an dieser
Stelle tangentialen Einheitsvektoren tˆ
′
(x′n0) bzw. τˆ
′(x′n0) multipliziert wird.
72 KAPITEL 3. APERTURSTRAHLER IN GEKRU¨MMTEN PEC-OBERFLA¨CHEN
H0(x
′
n0
) · tˆ′(x′n0) ≈
N∑
n=1
[
αtn · tˆ
′
(x′n0) ·
M(n)∑
m=1
(
T
nm
· τˆ ′(x′n)
)
×−−
∫∫
Γ′nm
hn(x) · ∇xΦ(x− x′n0) dΓ′nm −
ατn · tˆ
′
(x′n0) ·
M(n)∑
m=1
(
T
nm
· tˆ′(x′n)
)
×−−
∫∫
Γ′nm
hn(x) · ∇xΦ(x− x′n0) dΓ′nm +
αtn · δnn0
Ωi
4pi
]
(3-28)
H0(x
′
n0
) · τˆ ′(x′n0) ≈
N∑
n=1
[
αtn · τˆ ′(x′n0) ·
M(n)∑
m=1
(
T
nm
· τˆ ′(x′n)
)
×−−
∫∫
Γ′nm
hn(x) · ∇xΦ(x− x′n0) dΓ′nm −
ατn · τˆ ′(x′n0) ·
M(n)∑
m=1
(
T
nm
· tˆ′(x′n)
)
×−−
∫∫
Γ′nm
hn(x) · ∇xΦ(x− x′n0) dΓ′nm +
ατn · δnn0
Ωi
4pi
]
(3-29)
So wird ein quadratisches Gleichungssystem aufgestellt, welches eindeutig lo¨sbar ist. Die
Struktur dieses Gleichungssystems sieht folgendermaßen aus:


αtn
↘
αtn
ατn
↘
αtn
αtn
↘
ατn
ατn
↘
ατn


·


αt1
...
αtN
ατ1
...
ατN


=


H0(x
′
1) · tˆ
′
(x′1)
...
H0(x
′
N) · tˆ
′
(x′N)
H0(x
′
1) · τˆ ′(x′1)
...
H0(x
′
N) · τˆ ′(x′N)


(3-30)
3.2.1.6 Streufeld
Nach der Lo¨sung des Gleichungssystems ist eine Approximation des zur diskretisierten
Oberfla¨che Γ′ tangentialen Magnetfeldes bekannt, welches von einer Quelle, repra¨sen-
tiert durch den Term H0, erzeugt wurde. Eine Approximation des magnetischen Feldes
an einem beliebigen Punkt außerhalb des betrachteten Ko¨rpers kann dann anhand von
Gleichung (3-27) gewonnen werden.
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3.2.2 Modellierung von wellenleitergespeisten Aperturen in ide-
al leitenden Ko¨rpern durch Erweiterung der
”
Boundary
Element Method“ mit einem
”
Mode-Matching“ Verfah-
ren
Die Systemmatrix des Gleichungssystems (3-30) repra¨sentiert die Verkopplung aller auf
einer diskretisierten, geschlossenen PEC-Oberfla¨che definierten Approximationsfunktio-
nen des tangentialen magnetischen Felds untereinander. Jedes Element der Matrix be-
schreibt das magnetische Feld am Kollokationspunkt einer Entwicklungsfunktion und in
deren Richtung, welches von einer anderen Entwicklungsfunktion mit Einheitsamplitu-
de erzeugt wird. Die rechte Seite des Gleichungssystems leistet einen weiteren Beitrag
an den Kollokationspunkten in den entsprechenden Richtungen. Das Gleichungssystem
beschreibt somit die approximative Lo¨sung eines Randwertproblems, welches sich als
Zwischenschritt bei der Lo¨sung eines Streuproblems ergibt.
In diesem Kapitel soll nun die entwickelte Formulierung derart erweitert werden, daß da-
mit nicht nur elektromagnetische Randwertprobleme auf PEC-Ko¨rpern behandelt werden
ko¨nnen, deren Oberfla¨chen vollsta¨ndig geschlossen sind, sondern auch solche auf PEC-
Ko¨rpern mit lokalen O¨ffnungen bzw. Aperturen [121, 122]. Diese Aperturen sollen aus
dem Inneren der Ko¨rper heraus mit Wellenleitern gespeist werden, deren Querschnitte
den Formen der Aperturen entsprechen. Die Wellenleiter werden so betrachtet, als wa¨ren
sie im Inneren des Ko¨rpers ideal reflexionsfrei abgeschlossen.
Die Feldverteilung in den Aperturen wird, genauso wie das tangentiale Magnetfeld auf den
PEC-Oberfla¨chen, durch eine Reihendarstellung approximiert. Als Entwicklungsfunktio-
nen werden dazu die Moden der Wellenleiter benutzt, welche die Aperturen speisen. Im
Falle einer externen Anregung, wie noch in (3-30), mu¨ssen nur in die Aperturen einlau-
fende Moden beru¨cksichtigt werden.
Die Amplituden dieser einlaufenden Moden werden zusammen mit den Amplituden der
Entwicklungsfunktionen des tangentialen Magnetfeldes auf der PEC-Oberfla¨che durch ei-
ne Erweiterung des Gleichungssystems (3-30) bestimmt. Die MFIE-Formulierung wird
dazu so ausgebaut (siehe Kapitel 3.2.2.1), daß mit ihr nicht nur der Beitrag zum Ma-
gnetfeld an einem Beobachtungspunkt, welcher von den Entwicklungsfunktionen auf den
PEC-Oberfla¨chen geleistet wird, erfaßt werden kann, sondern auch der Beitrag der Mo-
den in den Aperturen. Dadurch werden mit den Amplituden der Moden neue Unbekann-
te in das System eingefu¨hrt. Eine entsprechende Anzahl neuer Gleichungen ko¨nnen mit
der Kollokationsmethode allerdings nicht aufgestellt werden. Die Kollokationsmethode
basiert na¨mlich auf der Auswertung der MFIE an eindeutigen Punkten, wo nur eine ein-
zelne Entwicklungsfunktion von 0 verschieden ist. Dies bedeutet, daß die Positionierung
eines Kollokationspunktes auf einer Apertur nicht mo¨glich ist. Die Moden in den Aper-
turen sind zwar bezogen auf eine Integration u¨ber die Apertur orthogonal zueinander, an
einem einzelnen Punkt auf der Apertur trifft dies aber nicht zu. Diese
”
integrale Ortho-
gonalita¨t“ kann somit nicht unter Verwendung einer Kollokationsmethode zur Erzeugung
neuer Gleichungen ausgenutzt werden. Allerdings durch die Anwendung eines
”
Mode-
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Matching“ Verfahrens, welches eben von dieser
”
integralen Orthogonalita¨t“ Gebrauch
macht, ko¨nnen weitere Gleichungen aufgestellt werden (siehe Kapitel 3.2.2.2). Dadurch
ergibt sich fu¨r jede Mode in jeder Apertur eine neue Gleichung.
Werden ausschließlich einlaufende Moden betrachtet, so entspricht die erweiterte Formu-
lierung wieder der approximativen Lo¨sung eines Streuproblems, diesmal jedoch bezogen
auf einen PEC-Ko¨rper mit passiven, wellenleitergespeisten Aperturen. Zur Untersuchung
der Antennen- und Netzwerkeigenschaften einer solchen Anordnung, ist die externe Quel-
le durch auslaufende Moden in den Aperturen zu ersetzen. Eine Streumatrix, welche die
gegenseitige Verkopplung aller Moden in allen Aperturen beschreibt, kann dann mit die-
ser Formulierung bestimmt werden. Eine Spalte einer solchen Streumatrix wird dadurch
berechnet, daß die Amplituden aller einlaufenden Moden auf Grund einer einzelnen an-
regenden Mode bestimmt werden. Die u¨brigen Spalten der Matrix ergeben sich durch die
sukzessive Anregung mit den restlichen Moden.
3.2.2.1 Erweiterung der MFIE
P E C - K ö r p e r  m i t  A p e r t u r e n
W e l l e n l e i t e r
G A p t
G P E C
Abbildung 3-13: PEC-Oberfla¨che mit diversen Aperturen.
Es wird eine Anordnung nach Abb. 3-13 betrachtet. Die Oberfla¨che Γ des Ko¨rpers ist
teilweise ideal leitend, entha¨lt aber auch diverse Aperturen. Auf den ideal leitenden Ab-
schnitten mu¨ssen die tangentialen elektrischen Feldkomponenten und das normale ma-
gnetischen Feld verschwinden. In den Aperturen ko¨nnen dagegen alle Feldkomponenten
existieren. Somit ist die MFIE nach (3-18) nicht mehr ausreichend zur Beschreibung des
Randwertproblems. Die allgemeinere Version nach (3-16) muß hier herangezogen wer-
den. Die geschlossene Oberfla¨che Γ, u¨ber die dort integriert wird, wird in zwei Bereiche
aufgeteilt.
Γ = ΓPEC + ΓApt
= ΓPEC +
A∑
a=1
ΓApta (3-31)
ΓApta ist die Oberfla¨che der a-ten Apertur, a ∈ {1, . . . , A}. Diese Aufspaltung wird auch
in Gleichung (3-16) eingefu¨hrt.
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Ωi
4pi
H(xi) = −−−
∫∫
ΓPEC
(nˆ×H)×∇Φ dΓ + H0(xi)
−
A∑
a=1
∫∫
ΓApta
jωε(nˆ× E)Φ + (nˆ×H)×∇Φ + (nˆ ·H)∇Φ dΓ ,
xi ∈ ΓPEC (3-32)
Die linke Seite und die ersten beiden Terme der rechten Seite in (3-32) entsprechen der
Formulierung fu¨r PEC-Oberfla¨chen (3-18) und fu¨hren zu einer approximativen Formu-
lierung wie in (3-28) und (3-29), wobei der Beobachtungspunkt xi in (3-32) nur auf die
Kollokationspunkte x′n der diskretisierten PEC-Oberfla¨che gelegt wird.
Das elektrische und magnetische Feld im dritten Term der rechten Seite von (3-32) werden
in Reihen von Modenfunktionen E
(−)
a,b und H
(−)
a,b mit zuna¨chst unbekannten Amplituden
βa,b entwickelt, wobei ”
(-)“ bedeutet, daß es sich ausschließlich um in die Aperturen
einlaufende Wellen handelt.
E(x) ≈
B(a)∑
b=1
βa,b · E(−)a,b (x) , x ∈ ΓApta (3-33)
H(x) ≈
B(a)∑
b=1
βa,b ·H(−)a,b (x) , x ∈ ΓApta (3-34)
Der Index b gibt hier die Nummer der Mode in der a-ten Apertur an. Die maximale
Anzahl von beru¨cksichtigten Moden in der a-ten Apertur ist B(a).
Dies fu¨hrt zu einer Erweiterung der Gleichungen (3-28) und (3-29) fu¨r den Fall von PEC-
Ko¨rpern mit Aperturen:
H0(x
′
n0
) · tˆ′(x′n0) ≈
N∑
n=1
[
αtn · (. . .) + ατn · (. . .)
]
−
A∑
a=1
B(a)∑
b=1
βa,b · tˆ′(x′n0) ·
∫∫
ΓApta
jωε(nˆ(x)× E(−)a,b (x))Φ(x− x′n0)
+ (nˆ(x)×H(−)a,b (x))×∇Φ(x− x′n0)
+ (nˆ(x) ·H(−)a,b (x))∇Φ(x− x′n0) dΓ
(3-35)
H0(x
′
n0
) · τˆ ′(x′n0) ≈
N∑
n=1
[
αtn · (. . .) + ατn · (. . .)
]
−
A∑
a=1
B(a)∑
b=1
βa,b · τˆ ′(x′n0) ·
∫∫
ΓApta
jωε(nˆ(x)× E(−)a,b (x))Φ(x− x′n0)
+ (nˆ(x)×H(−)a,b (x))×∇Φ(x− x′n0)
+ (nˆ(x) ·H(−)a,b (x))∇Φ(x− x′n0) dΓ
(3-36)
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Das anregende magnetische Feld H0 kann von einer externen Quelle erzeugt werden, oder
von einer auslaufenden Mode. Im letzteren Fall ergibt sich H0 aus
H0(x
′
n0
) = −
∫∫
ΓApta0
jωε(nˆ(x)× E(+)a0,b0(x))Φ(x− x′n0)
+(nˆ(x)×H (+)a0,b0(x))×∇Φ(x− x′n0)
+(nˆ(x) ·H(+)a0,b0(x))∇Φ(x− x′n0) dΓ (3-37)
Die Indizes a0 und b0 bezeichnen die Nummer der auslaufenden Mode in der anregenden
Apertur. Der Hochindex
”
(+)“ macht deutlich, daß es sich bei der Feldverteilung in der
Apertur um die einer auslaufenden Mode handelt.
Der Beobachtungspunkt x′n0 in den Gleichungen (3-35) und (3-36) wird ausschließlich
auf die Kollokationspunkte der Entwicklungsfunktionen auf der diskretisierten Ober-
fla¨che ΓPEC
′
gelegt. Der Rand einer Apertur stellt eine Unterbrechung der metallischen
Oberfla¨che dar. Deshalb mu¨ssen an diesen Stellen besondere Maßnahmen bezu¨glich der
Oberfla¨chendiskretisierung und der Wahl der Entwicklungsfunktionen getroffen werden.
Es wird erwartet, daß die Oberfla¨chenfelder in der Umgebung einer Apertur ra¨umlich
stark variieren. Daher ist dort eine feinere Diskretisierung vorzusehen als auf unkriti-
schen Fla¨chenabschnitten. Weiterhin ist es nicht mo¨glich, entlang eines solchen Randes
pyramidenfo¨rmige Entwicklungsfunktionen fu¨r die Approximation der Oberfla¨chenfelder
zu benutzen. Wu¨rden solche Funktionen dort eingesetzt, so mu¨ßten halbe oder zumindest
unvollsta¨ndige Funktionen gebraucht werden, und es wu¨rden einige Kollokationspunkte
auf den Ra¨ndern der Aperturen liegen. Dies wu¨rde nach Kapitel 3.3.2 zu numerischen
Problemen fu¨hren. Deshalb du¨rfen entlang der Aperturra¨nder nur pulsfo¨rmige Entwick-
lungsfunktionen gebraucht werden (vgl. Abb. 3-14).
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Abbildung 3-14: Oberfla¨chendiskretisierung und Entwicklungsfunktionen in der Umgebung
einer Apertur.
3.2.2.2 Mode-Matching
Durch den Einbezug von Aperturen und den darin definierten Moden mit den Ampli-
tuden βa,b wurden neue Unbekannte in das numerisch approximierte Randwertproblem
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eingefu¨hrt. Die diskrete MFIE-Formulierung (3-35) und (3-36) kann nur in den Kolloka-
tionspunkten auf dem Oberfla¨cheanteil ΓPEC eindeutig ausgewertet werden. Die Moden-
funktionen in den Aperturen sind fu¨r eine Formulierung im Rahmen einer Kollokations-
methode nicht geeignet. Die Orthogonalita¨t dieser Funktionen ist na¨mlich ein integrales
Kriterium und gilt nicht lokal [123]. Daher wird hier ein
”
Mode-Matching“ (MM) Ver-
fahren angewandt [60], mit dem fu¨r jede neu eingefu¨hrte Unbekannte genau eine neue
Gleichung aufgestellt wird. Die MM-Methode nutzt die Orthogonalita¨t der Moden aus.
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Abbildung 3-15: Zerlegung des magnetischen Feldes auf der Innen- und der Außenseite
der a-ten Apertur.
Betrachtet wird die a-te Apertur, wie in Abb. 3-15 dargestellt. Es wird davon ausgegan-
gen, daß von allen Aperturen nur eine einzige Apertur a0 eine auslaufende Mode mit der
Nummer b0 entha¨lt, welche die gesamte Struktur anregt. Die magnetischen Felder auf der
Innen- und der Außenseite der a-ten Apertur werden in alle beitragenden Anteile zerlegt.
H ina = δaa0 ·H(+)a,b0 +
B(a)∑
b=1
βa,b ·H(−)a,b (3-38)
Houta = δaa0 ·H(+)a,b0 + ~HPEC + ~H
(−)
Apt/a +
~H
(+)
Apt/a (3-39)
Das Magnetfeld auf der Innenseite H ina wird komplett durch die Wellenleitermoden be-
schrieben. Dort existieren eine Anzahl von einlaufenden Moden und, falls der Wert von a
gleich dem Wert von a0 ist, auch eine anregende Mode. Die Feldverteilung der anregenden
Mode ist eingepra¨gt und tra¨gt somit auch zum Feld Houta auf der Außenseite der Apertur
bei. Dort stammen die u¨brigen Beitra¨ge von der restlichen Struktur. ~HPEC ist das ma-
gnetische Feld, welches von den Oberfla¨chenstro¨men auf dem PEC-Ko¨rper in der a-ten
Apertur erzeugt wird. ~H
(−)
Apt/a und ~H
(+)
Apt/a sind die Beitra¨ge, die von den Moden anderer
Aperturen außer der a-ten erzeugt werden. Das Symbol
”
→“ deutet an, daß es sich bei
dieser Gro¨ße nicht um das direkt an dieser Stelle berechnete Feld handelt, sondern um
einen indirekten Beitrag einer an einer anderen ra¨umlichen Position definierten Gro¨ße.
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Der Beitrag ~HPEC auf der Außenseite der a-ten Apertur ergibt sich analog zu den Glei-
chungen (3-28) und (3-29) und die Anteile ~H
(−)
Apt/a und ~H
(+)
Apt/a entsprechend der zweiten
Terme auf den rechten Seiten von (3-35) und (3-36).
~HPEC(xa) =
N∑
n=1
[
αtn ·
M(n)∑
m=1
(
T
nm
· τˆ ′(x′n)
)
×
∫∫
Γ′nm
hn(x) · ∇xΦ(x− xa) dΓ′nm −
ατn ·
M(n)∑
m=1
(
T
nm
· tˆ′(x′n)
)
×
∫∫
Γ′nm
hn(x) · ∇xΦ(x− xa) dΓ′nm
]
(3-40)
~H
(−)
Apt/a(xa) = −
A∑
a′=1, a′ 6=a
B(a′)∑
b=1
βa′,b ·
∫∫
ΓApt
a′
jωε(nˆ(x)× E(−)a′,b(x))Φ(x− xa)
+ (nˆ(x)×H(−)a′,b(x))×∇Φ(x− xa)
+ (nˆ(x) ·H(−)a′,b(x))∇Φ(x− xa) dΓ
(3-41)
~H
(+)
Apt/a(xa) = −(1− δaa0) ·
∫∫
ΓApta0
jωε(nˆ(x)× E(+)a0,b0(x))Φ(x− xa)
+ (nˆ(x)×H(+)a0,b0(x))×∇Φ(x− xa)
+ (nˆ(x) ·H(+)a0,b0(x))∇Φ(x− xa) dΓ
(3-42)
Fu¨r jede einlaufende Mode bzw. jede Amplitude βa,b wird eine Gleichung zur Erweiterung
des Gleichungssystems durch Ausnutzung der Orthogonalita¨tseigenschaften der Moden
[123] aufgestellt. Die Magnetfelder auf beiden Seiten einer Apertur mu¨ssen identisch sein.
Deshalb gilt H ina = H
out
a . Diese Gleichung wird mit einer der konjugiert komplexen Mo-
denfunktion multipliziert und u¨ber die entsprechende Apertur integriert [60].
H ina (xa) = H
out
a (xa) , xa ∈ Γa
⇒
∫∫
Γa
H ina (xa) ·H(−)a,b
∗
(xa) dΓ =
∫∫
Γa
Houta (xa) ·H(−)a,b
∗
(xa) dΓ (3-43)
Nach dem Einsetzen der in (3-38) und (3-39) gegebenen Definitionen von H ina und H
out
a
und einem der Anschaulichkeit dienendem Umstellen der Anteile erha¨lt man die gesuchte
MM-Gleichung.∫∫
Γa
~HPEC ·H(−)a,b
∗
dΓ− βa,b ·
∫∫
Γa
H
(−)
a,b ·H(−)a,b
∗
dΓ +
∫∫
Γa
~H
(−)
Apt/a ·H(−)a,b
∗
dΓ
= −
∫∫
Γa
~H
(+)
Apt/a ·H(−)a,b
∗
dΓ (3-44)
In dieser Formulierung wurde im zweiten Term der linken Seite bereits die Orthogonalita¨t
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der Moden ausgenutzt. Es gilt na¨mlich
∫∫
Γa

B(a)∑
b′=1
βa,b′ ·H(−)a,b′

 ·H(−)a,b ∗ dΓ = βa,b ·
∫∫
Γa
H
(−)
a,b ·H(−)a,b
∗
dΓ (3-45)
3.2.2.3 Gleichungssystem
Die in (3-35) und (3-36) gegebene Erweiterung der MFIE zusammen mit den MM-
Gleichungen (3-44) fu¨hren zu einer Erweiterung des urspru¨nglichen Gleichungssystems
(3-30) mit der folgenden schematischen Darstellung:


αtn
↘
αtn
ατn
↘
αtn
βa,b
↘
αtn
αtn
↘
ατn
ατn
↘
ατn
βa,b
↘
ατn
αtn
↘
βa,b
ατn
↘
βa,b
βa,b
↘
βa,b


·


αt1
...
αtN
ατ1
...
ατN
β1,1
...
β1,B(1)
β2,1
...
βA,B(A)


=


H0(x
′
1) · tˆ
′
(x′1)
...
H0(x
′
N) · tˆ
′
(x′N)
H0(x
′
1) · τˆ ′(x′1)
...
H0(x
′
N) · τˆ ′(x′N)
− ∫∫Γ1 H0(x) ·H(−)1,1 ∗(x) dΓ
...
− ∫∫ΓA H0(x) ·H(−)A,B(A)∗(x) dΓ


(3-46)
Das anregende Magnetfeld H0 kann hier entweder das Feld einer externen Quelle sein, so
wie dies noch in Kapitel 3.2.1 der Fall war, oder das Magnetfeld, welches von einer aus-
laufenden Mode erzeugt wird. In diesem Fall ist H0 im BEM-Teil des Gleichungssystems
durch (3-37) und im MM-Teil durch ~H
(+)
Apt/a aus Gleichung (3-42) gegeben.
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3.3 Beschreibung spezieller numerischer Probleme und
deren Lo¨sungen
Bei der Umsetzung der im Kapitel 3.2 entwickelten Theorie in ein Rechnerprogramm sind
eine Reihe kritischer numerischer Aspekte zu beachten. Die wichtigsten davon sollen hier
zusammen mit den zugeho¨rigen Lo¨sungsverfahren aufgefu¨hrt werden.
3.3.1 Oberfla¨chendiskretisierung
Der erst Schritt bei einer numerischen Feldsimulation besteht in der Erzeugung der Geo-
metriedaten als Grundlage fu¨r die weiteren Schritte. Die hier verwendeten Geometrie-
daten beschreiben eine Gitter aus planaren Dreiecken mit geraden Seiten. Auf diesem
Dreiecksgitter werden spa¨ter die Entwicklungsfunktionen fu¨r die tangentialen magneti-
schen Feldkomponenten definiert. Das Gitter muß folgenden Anspru¨chen genu¨gen:
a) Die Nachbildung der Oberfla¨chengeometrie muß hinreichend genau sein.
b) Das Gitter muß eindeutig sein, d.h. es du¨rfen keine sich u¨berlappende Dreiecke
auftreten.
c) Das Gitter muß — bis auf die Aperturen — geschlossen sein, d.h. es du¨rfen z.B.
keine Dreiecke fehlen.
d) Die Fla¨chennormalen aller Dreiecke mu¨ssen in das Innere des Ko¨rpers zeigen.
e) Benachbarte Kollokationspunkte du¨rfen nicht mehr als einen bestimmten Bruchteil
einer Wellenla¨nge auseinander liegen.
f) Das Gitter sollte mo¨glichst gleichma¨ßig sein, d.h. es sollten mo¨glichst gleichschenk-
lige Dreiecke verwendet werden, und die Fla¨chen der Dreiecke sollten alle die gleiche
Gro¨ßenordnung besitzen.
Zur Erzeugung solcher Dreiecksgitter wurden zwei Verfahren erarbeitet. Fu¨r das erste
Verfahren wurde eine Software erstellt, mit der Dreiecksapproximationen diverser ana-
lytisch beschreibbarer Oberfla¨chenabschnitte erzeugt werden ko¨nnen, die dann zu einem
komplexen Objekt zusammengesetzt werden. Zwar ko¨nnen damit nur Dreiecksgitter der
Oberfla¨chen relativ einfacher Ko¨rper erzeugt werden, dafu¨r sind aber die generierten
Gitter fehlerfrei und kontrollierbar. Die Software wird noch na¨her in Kapitel 3.4.2 be-
schrieben.
Ein anderes Verfahren benutzt die kommerzielle CAD Software Rhinocerus©R von Ro-
bert McNeel & Associates zur Erzeugung der dreidimensionalen Strukturen. Diese Soft-
ware verwendet zur internen Darstellung der Objekte sog. NURBS (non-uniform ratio-
nal B-splines), mit denen komplexe Oberfla¨chenverla¨ufe immer noch exakt beschrieben
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werden ko¨nnen. Die Oberfla¨chen ko¨nnen mit Dreiecken approximiert und in Dateiform
ausgegeben werden. Eine Filtersoftware wurde entwickelt, um das Ausgabeformat von
Rhinocerus©R in das hier beno¨tigte Dateiformat umzusetzen. Auf diese Art und Weise
wurde auch das in Abb. 1-3 beispielhaft dargestellte Dreiecksgitter erzeugt. Der kritische
Punkt bei dieser Vorgehensweise ist die nicht immer ausreichend gute Qualita¨t der von
Rhinocerus©R gelieferten Dreiecksgitter. Daher wurde ein Nachbearbeitungsverfahren ent-
wickelt, mit dem die Gu¨te der Gitter kontrolliert und lokale Fehler ausgebessert werden
ko¨nnen. Die von diesem Verfahren erkannten und damit
”
reparierbaren“ Fehler sind:
a) Dreiecke mit einzelnen Seiten deren La¨nge 0 oder nahezu 0 ist.
b) Identische oder nahezu identische Dreiecke.
c) Dreiecke mit zu großen Seitenla¨ngen.
d) Die Normalenvektoren der Dreiecke zeigen nicht alle in der Innere des Ko¨rpers.
e) Lu¨cken im Dreiecksgitter, bzw. einzelne Dreiecke fehlen.
Mit dem entwickelten Nachbearbeitungsverfahren ist es mo¨glich die Fehler a) bis d) zu
korrigieren. Beim Auftreten von Fehler e) muß ein neuer Versuch unternommen wer-
den ein Gitter mit der CAD Software zu erzeugen. Die Gittergenerierung wird somit zu
einem iterativen Prozeß, bei dem es wichtig ist, die Qualita¨t der Gitter sta¨ndig durch
Sichtkontrolle zu u¨berpru¨fen.
3.3.2 Berechnung der Kopplungsintegrale
Jedes Element der Systemmatrix des Gleichungssystems (3-46) ist das Ergebnis einer
Integration. Die einzelnen Typen von auftretenden Integralen lassen sich anhand der
Struktur der Systemmatrix in vier Gruppen aufteilen, die im Folgenden einzeln betrachtet
werden sollen.
BEM:
MM:


PEC→ PEC Apt.→ PEC
PEC→ Apt. Apt.→ Apt.


3.3.2.1 BEM: PEC → PEC
Die Integrale, welche fu¨r diesen Teil der Systemmatrix berechnet werden mu¨ssen, be-
schreiben anschaulich das Magnetfeld an einem Beobachtungspunkt x0, welches dort von
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einer Entwicklungsfunktion oder einem Teil einer Entwicklungsfunktion des tangentialen
magnetischen Feldes auf der diskretisierten Oberfla¨che ΓPEC
′
erzeugt wird.
Die drei hier benutzten Arten von Entwicklungsfunktionen — pulsfo¨rmige, pyramidenfo¨r-
mige und gemischte — lassen sich durch Kombination zweier Grundformen, die jeweils im-
mer nur auf einem Dreieck von 0 verschieden sind, zusammensetzen. Die eine Grundform
wird beschrieben durch die skalare Formfunktion hΠ(x), welche der skalaren Formfunkti-
on einer pulsfo¨rmigen Entwicklungsfunktion entspricht. Die andere Grundform besitzt die
skalare Formfunktion h∆(x), welche ein Teil einer pyramidenfo¨rmigen Entwicklungsfunk-
tion ist. h∆(x) hat auf zwei Knoten eines Dreiecks den Wert 0, steigt von diesen Knoten
aus in Richtung auf den dritten linear an und erreicht dort den Wert 1. Unter Verwen-
dung dieser beiden grundsa¨tzlichen skalaren Formfunktionen ergeben sich aus (3-28) und
(3-29) zwei Typen von Integralen:
IΠ(x0) = −−
∫∫
ΓΠ
hΠ(x) · ∇xΦ(x− x0) dΓΠ (3-47)
I∆(x0) = −−
∫∫
Γ∆
h∆(x) · ∇xΦ(x− x0) dΓ∆ (3-48)
Bei der Berechnung dieser Integrale muß grundsa¨tzlich unterschieden werden zwischen
dem Fall x0 6∈ ΓΠ bzw. Γ∆ und dem Fall x0 ∈ ΓΠ bzw. Γ∆. Im ersten Fall werden die
Cauchy-Hauptwert-Integrale zu normalen Integralen, da der Kern keine Singularita¨t in-
nerhalb der Integrationsdoma¨ne aufweist. Die Integrale lassen sich dann durch numerische
Quadratur bestimmen. Eine Mo¨glichkeit dazu besteht in der verschachtelten Anwendung
einer eindimensionalen Gauss-Legendre-Quadratur, wie sie z.B. in [124, 125] zu finden
ist. Dafu¨r wird die Dreiecksoberfla¨che und die darauf definierte skalare Formfunktion mit
zwei lokalen sog. baryzentrischen oder Simplex-Koordinaten beschrieben [105, 106]. Eine
elegantere Methode ist die Berechnung mit einer zweidimensionalen Gauss-Quadratur auf
der Dreiecksoberfla¨che. Ein guter U¨berblick u¨ber die bislang bekannten Gauss-Quadratur
Regeln fu¨r Dreiecke ist in [126] und [127] zu finden. Von den dort erwa¨hnten Literaturstel-
len ist besonders [128] zu empfehlen. Dort werden symmetrische Regeln mit Abtastpunk-
ten und Gewichten bis zur Ordnung 20 angegeben. Um diese Regeln benutzen zu ko¨nnen,
ist es allerdings notwendig, die Dreiecksoberfla¨che und die Entwicklungsfunktionen unter
Verwendung von drei Simplex-Koordinaten [27] zu beschreiben.
In dem Fall x0 ∈ ΓΠ bzw. Γ∆ entha¨lt die Integrationsdoma¨ne eine starke Singularita¨t
[105, 114]. Um die Integrale in diesem Fall noch exakt berechnen zu ko¨nnen, mu¨ssen
abha¨ngig von der Entwicklungsfunktion und der Position des Beobachtungspunktes auf
ΓΠ bzw. Γ∆ Maßnahmen ergriffen werden.
Beim Integral IΠ in Gleichung (3-47) kann fu¨r x0 ∈ ΓΠ nur der Fall auftreten, daß der
Beobachtungspunkt auf dem Kollokationspunkt der Entwicklungsfunktion liegt. Der Kol-
lokationspunkt einer pulsfo¨rmigen Entwicklungsfunktion ist der Schwerpunkt des jewei-
ligen Dreiecks. Bei dieser Integration kann die Symmetrie des Kerns ausgenutzt werden.
Denn
∇xΦ(r) = −
(
1
r2
+ j
k
r
)
· rˆ · e
−jkr
4pi
, r = x− x0 (3-49)
3.3. SPEZIELLE NUMERISCHE PROBLEME UND LO¨SUNGEN 83
ist eine punktsymmetrische Funktion. Wird das Integral IΠ in vier Teilintegrale u¨ber
die Fla¨chen Γ1, . . . , Γ4 entsprechend Abb. 3-16 unterteilt, so verschwindet aus Symme-
triegru¨nden das Teilintegral u¨ber Γ4 und die Integrale u¨ber die restlichen Fla¨chen sind
regula¨re Integrale, die sich wieder numerisch mit einer Gauss-Quadratur berechnen lassen
[105, 106].
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Abbildung 3-16: Symmetrische Unterteilung der Dreiecksfla¨che ΓΠ bezu¨glich des Schwer-
punkts in vier Teilfla¨chen.
Der Beobachtungspunkt in I∆ in Gleichung (3-48) liegt im Fall x0 ∈ Γ∆ auf einem der
drei Eckpunkte des Dreiecks. Abha¨ngig von den drei mo¨glichen Formfunktionen mu¨ssen
zwei Fa¨lle unterschieden werden. Liegt der Beobachtungspunkt auf einer Ecke, an der die
Formfunktion verschwindet, so entha¨lt der Kern des Integrals eine hebbare Singularita¨t an
dieser Ecke. Liegt der Beobachtungspunkt dagegen auf der Ecke, an der die Formfunktion
ihr Maximum erreicht, entha¨lt der Kern eine echte Singularita¨t der Ordnung ∼ r−1.
Zuna¨chst soll der Fall betrachtet werden, daß der Beobachtungspunkt auf einer Ecke des
Dreiecks liegt, an der die skalare Formfunktion h∆ verschwindet. Ohne Beschra¨nkung
der Allgemeinheit wird angenommen, daß dies die Ecke mit dem Ortsvektor x2 entspre-
chend Abb. 3-17 ist. Dann kann die Singularita¨t im Integral I∆ durch die in Abb. 3-17
veranschaulichte, nichtlineare Koordinatentransformation [105, 106] weggeku¨rzt werden.
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Abbildung 3-17: Nichtlineare Koordinatentransformation.
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Die beiden Transformationsschritte fu¨hren zu folgenden Formulierungen, wobei die Fla¨che
des Dreiecks mit A∆ bezeichnet wird:
T1:
x(u′, v′) = x1 + (x2 − x1) · u′ + (x3 − x1) · v′ ; u′, v′ ∈ [0, 1] ; u′ + v′ ≤ 1
T2:
u′ = u
v′ = (1− u) · v
⇒ x(u, v) = x1 + (x2 − x1) · u+ (x3 − x1) · (1− u) · v ; u, v ∈ [0, 1]
⇒ I∆(x2) = 2A∆ ·
1∫
0
1∫
0
h∆ (x(u, v)) · ∇xΦ (x(u, v)− x2) · (1− u) du dv
mit
h∆ (x(u, v)) = (1− u) · v ; u, v ∈ [0, 1]
und
x(u, v)− x2 = [(x3 − x1) · v − (x2 − x1)]︸ ︷︷ ︸
r′(v)
·(1− u)
⇒ ∇xΦ (x(u, v)− x2) = −
[
1
|r′(v)|3 · (1− u)2 + j
k
|r′(v)|2 · (1− u)
]
r′(v) · e
−jk·|r′(v)|·(1−u)
4pi
Daraus ergibt sich schließlich eine Formulierung fu¨r I∆ mit einem regula¨ren Kern, so daß
die Integration wieder numerisch mit einer Gauß-Quadratur ausgefu¨hrt werden kann.
I∆(x2) =
2A∆
4pi
·
1∫
0
1∫
0
[ −1
|r′(v)|3 − j
k · (1− u)
|r′(v)|2
]
· v · r′(v) · e−jk·|r′(v)|·(1−u) du dv
(3-50)
Nun soll der kompliziertere Fall betrachtet werden, daß der Beobachtungspunkt auf der
Ecke eines Dreiecks liegt, auf der auch die Formfunktion maximal wird. I∆ entha¨lt jetzt
eine echte Singularita¨t und das Integral u¨ber nur einen Teil einer Formfunktion existiert
nicht mehr. Betrachtet man allerdings die Summe aller Integrale u¨ber die einzelnen Drei-
ecke auf denen eine stu¨ckweise lineare Formfunktion definiert ist, so heben sich die sin-
gula¨ren Beitra¨ge der einzelnen Integrale entsprechend des Cauchy-Hauptwertes auf. Wie
die folgenden Ausfu¨hrungen zeigen werden, gilt dies aber auch nur fu¨r den Fall, daß alle
Dreiecke in einer Ebene liegen, anderenfalls ko¨nnen sich die Beitra¨ge nicht auslo¨schen.
Diese Eigenschaft ist der Grund, warum in Kapitel 3.2.1.4 eine Kombination von kon-
stanten, stu¨ckweise linearen und gemischten Entwicklungsfunktionen zur Approximation
der magnetischen Oberfla¨chenfelder eingefu¨hrt wurde. Um das letztendlich zu lo¨sende
Gleichungssystem so klein wie mo¨glich zu halten und eine mo¨glichst gute Approximation
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der Feldverteilung zu erzielen, wird angestrebt mo¨glichst nur pyramidenfo¨rmige Form-
funktionen auf einem diskretisierten Ko¨rper zu verwenden. Nur an Stellen mit starker
Kru¨mmung und an scharfen Kanten werden die pulsfo¨rmigen und gemischten Funktio-
nen eingesetzt.
Fu¨r die folgenden Ausfu¨hrungen soll nun — wieder ohne Beschra¨nkung der Allgemeinheit
— eine Konfiguration wie in Abb. 3-18 betrachtet werden.
1x
2x
3x
B e o b a c h t u n g s p u n k t
Abbildung 3-18: Dreieck mit einem Teil einer stu¨ckweise linearen Formfunktion und Be-
obachtungspunkt.
Der Kern des Integrals I∆ entha¨lt jetzt eine starke Singularita¨t, die auf den statischen
Anteil der Greenschen Funktion des freien Raumes Φ0 zuru¨ckzufu¨hren ist. Daher bietet
es sich an, diesen Anteil aus dem Integral zu extrahieren und separat zu behandeln.
I∆(x2) =
∫∫
Γ∆
h∆(x) ·
[
∇xΦ(x− x2)−∇xΦ0(x− x2)
]
dΓ∆︸ ︷︷ ︸
I∆reg(x2)
+−−
∫∫
Γ∆
h∆(x) · ∇xΦ0(x− x2) dΓ∆︸ ︷︷ ︸
I∆sng(x2)
(3-51)
mit
Φ0(x− x2) =
1
4pi|x− x2|
(3-52)
Der regula¨re Anteil I∆reg in Gleichung (3-51) la¨ßt sich nach Anwendung der nichtlinearen
Koordinatentransformation aus Abb. 3-17 wieder numerisch berechnen. Die Koordina-
tentransformation fu¨hrt zu folgender Darstellung:
I∆reg(x2) =
2A∆
4pi
·
1∫
0
1∫
0
{[ −1
|r′(v)|3 · (1− u) − j
k
|r′(v)|2
]
· e−jk·|r′(v)|·(1−u)
+
1
|r′(v)|3 · (1− u)
}
· u · r′(v) du dv (3-53)
wobei die skalare Formfunktion entsprechend Abb. 3-18 durch
h∆(x(u, v)) = u (3-54)
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beschrieben wurde.
Der Kern von I∆reg in Gleichung (3-53) entha¨lt keine Singularita¨t mehr. Die einzelnen
Anteile fu¨r sich sind aber singula¨r, und daher muß fu¨r
”
u→ 1“ eine Grenzwertbetrachtung
durchgefu¨hrt werden.
lim
u→1
u
|r′(v)|3 · (1− u) −
u
|r′(v)|3 · (1− u) · e
−jk·|r′(v)|·(1−u) = j
k
|r′(v)|2 (3-55)
Insofern verschwindet der Kern von I∆reg fu¨r ”
u→ 1“.
Der singula¨re Anteil I∆sng in Gleichung (3-51) kann analytisch mit Hilfe von leicht modifi-
zierten Ergebnissen aus [129] bestimmt werden. Das Resultat der Anpassungen wird hier
lediglich angegeben und kann mit Hilfe von [130, 131] nachvollzogen werden:
Zuna¨chst wird ein lokales Koordinatensystem mit den Einheitsvektoren uˆ und vˆ entspre-
chend Abb. 3-19 in der Ebene des Dreiecks definiert. In dieser Ebene liegen auch die
Einheitsvektoren sˆi und mˆi mit i ∈ {1, 2, 3}, die parallel bzw. senkrecht zu den Seiten
des Dreiecks sind.
3x
1x
2x
2m
3m
1m
3s
2s
1s
v
u
M a x .  v o n  h D ,
B e o b a c h t u n g s p u n k t
Abbildung 3-19: Lokales Koordinatensystem und Einheitsvektoren in der Dreiecksebene.
Mit diesen Definitionen ergibt sich fu¨r I∆sng aus [129, Gl. (40)]:
I∆sng =
1
4pi
{
3∑
i=1
mˆi·
◦
f 2i (3-56)
+
1
vˆ · (x2 − x3)
[
mˆ1 · |x3 − x2| · (vˆ · sˆ1)− mˆ3 · |x2 − x1| · (vˆ · sˆ3)
]}
mit
◦
f 21 → ∞
◦
f 22 = ln
( |x2 − x1|+ (x1 − x2) · sˆ2
|x3 − x2|+ (x3 − x2) · sˆ2
)
◦
f 23 → ∞
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Die beiden singula¨ren Beitra¨ge
◦
f 21 und
◦
f 23 stammen von zwei Linienintegralen u¨ber die
Seiten des Dreiecks, die auch den Beobachtungspunkt enthalten. Sie leisten einen Beitrag
zum Ergebnis in den Richtungen mˆ1 und mˆ3. Liegen die beiden benachbarten Dreiecke, die
auch jeweils eine dieser Seiten beinhalten, in der gleichen Ebene wie das hier betrachtete
Dreieck, so heben sich die singula¨ren Anteile der Integrale u¨ber die einzelnen Dreiecke
auf. Daher brauchen diese Beitra¨ge numerisch erst gar nicht berechnet werden.
Die Gleichung (40) in [129] beinhaltet auch einen zur Dreiecksoberfla¨che normalen Anteil,
der in (3-56) vernachla¨ssigt wurde. Denn in [129] wird nicht nur der Cauchy-Hauptwert
des Integrals I∆sng bestimmt, der bei der Integration den singula¨ren Punkt ausla¨ßt, sondern
es wird u¨ber die gesamte Dreiecksfla¨che integriert. Dieser normale Beitrag muß hier nicht
mehr beru¨cksichtigt werden. Dies ist bereits bei der Herleitung der BEM-Gleichungen
(3-15) und (3-16) geschehen, wodurch der multiplikative Faktor Ωi/(4pi) entstanden ist.
Die Extraktion der statischen Greenschen Funktion Φ0 nach Gleichung (3-51) ist zwar nur
wirklich no¨tig, falls der Beobachtungspunkt auf einer Ecke eines Dreiecks liegt, auf dem
auch die Formfunktion von 0 verschieden ist, fu¨r Beobachtungspunkte auf den anderen
Ecken oder in der unmittelbaren Umgebung des Dreiecks kann dies aber auch vorteilhaft
sein, um die numerische Integration zu vereinfachen. Dies gilt auch fu¨r Integrale vom Typ
IΠ. Fu¨r sa¨mtliche Fa¨lle finden sich Hinweise zu den Lo¨sungen der statischen Integrale in
[129, 130].
3.3.2.2 BEM: Apt. → PEC
Anhand der Integrale u¨ber die Aperturfla¨chen in (3-35) und (3-36) wird das magnetische
Feld an allen Kollokationspunkten auf der PEC-Oberfla¨che bestimmt, welches von den in
Moden zerlegten Aperturfeldern erzeugt wird. Im Rahmen der eingefu¨hrten gemischten
Approximation der tangentialen magnetischen Feldkomponenten auf der PEC-Oberfla¨che,
werden am Rand einer Apertur nur pulsfo¨rmige Entwicklungsfunktionen verwendet und
somit gibt es keinen Kollokationspunkt direkt auf dem Rand einer Apertur. Daher enthal-
ten die Kerne dieser Integrale keine Singularita¨ten und die Integrale ko¨nnen alle numerisch
durch eine verschachtelte eindimensionale Gauss-Legendre-Quadratur berechnet werden.
3.3.2.3 MM: PEC → Apt.
Die zum Fu¨llen der Untermatrix
”
MM: PEC→ Apt.“ zu lo¨senden Integrale ergeben sich
aus dem ersten Term der linken Seite von (3-44) und aus Gleichung (3-40). Sie beschreiben
jeweils die Verkopplung eines Teils einer Entwicklungsfunktion mit einer einlaufenden
Mode in einer Apertur und haben folgende allgemeine Form:
IMM =
∫∫
Γa
[
tˆ∆ ×
∫∫
Γ∆
h(x) · ∇xΦ(x− xa) dΓ∆
]
·H(−)a,b
∗
(xa) dΓa
=
∫∫
Γa
tˆ∆ ·
[∫∫
Γ∆
h(x) · ∇xΦ(x− xa) dΓ∆ ×H(−)a,b
∗
(xa)
]
dΓa (3-57)
88 KAPITEL 3. APERTURSTRAHLER IN GEKRU¨MMTEN PEC-OBERFLA¨CHEN
tˆ∆ ist ein tangentialer Einheitsvektor zur Dreiecksoberfla¨che Γ∆, auf der die Formfunktion
h definiert ist. H
(−)
a,b
∗
ist die konjugiert komplexe b-te einlaufende Mode in der a-ten
Apertur mit der Fla¨che Γa. Im Rahmen dieser Arbeit werden nur rechteckige Aperturen
mit den in Abb. 3-20 dargestellten geometrischen Abmessungen betrachtet.
l a
y
x
l b
Abbildung 3-20: Zur Definition der geometrischen Abmessungen der rechteckigen Aper-
turen.
Abha¨ngig von der Position des Dreiecks Γ∆ entha¨lt der Kern des inneren Integrals in
(3-57) eine starke Singularita¨t. Wie in Abb. 3-21 dargestellt, tritt dieser Fall auf, wenn
das Dreieck auf dem Rand der Apertur liegt.
k r i t i s c h e  D r e i e c k e
u n k r i t i s c h e s  D r e i e c ka - t e  A p e r t u r  ( G a )
G P E C '
Abbildung 3-21: Kritische und unkritische Dreiecke in Bezug auf die a-te Apertur.
Das Vierfachintegral in (3-57) wird numerisch folgendermaßen berechnet: Das inner Inte-
gral u¨ber die Fla¨che der Entwicklungsfunktion Γ∆ wird fu¨r jeden Beobachtungspunkt xa
auf der Aperturfla¨che Γa ausgewertet. Anschließend wird u¨ber die Beobachtungspunkte
auf der Apertur numerisch integriert. Solange der Beobachtungspunkt auf der Apertur
nicht zu nahe an der Kante der Entwicklungsfunktion liegt, sind keine besonderen Maß-
nahmen notwendig. Erst unterhalb eines gewissen Abstandes wird die innere numerische
Integration kritisch. Der Kern des inneren Integrals ist stark singula¨r und im Falle ei-
nes Beobachtungspunktes auf der Kante der Entwicklungsfunktion numerisch gar nicht
mehr integrierbar. Daher ist dieser Fall zu vermeiden. Der Wert des inneren Integrals
verha¨lt sich in diesem Fall wie eine logarithmische Singularita¨t entsprechend [129], die
aber numerisch nicht mehr auswertbar ist. Das a¨ußere Integral existiert jedoch. Fu¨r eine
numerische Integration ist somit der Fall zu vermeiden, daß der Beobachtungspunkt xa
auf die Kante der Entwicklungsfunktion gelegt wird. Dies kann durch eine Substitution
vom folgenden Typ im a¨ußeren Fla¨chenintegral erreicht werden, die in Abb. 3-22 auch
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grafisch dargestellt ist.
b∫
a
f(x) dx =
b∫
a
f(w(y)) · w′(y) dy , (3-58)
w(a) = a, w(b) = b, w′(a) = w′(b) = 0
a b
a
b
y
w
(y)
a b
0
y
w
’(y
)
Abbildung 3-22: Substitution.
In dem hier betrachteten a¨ußeren Doppelintegral wurde dementsprechend die nachste-
hende Substitution eingefu¨hrt:
la∫
0
lb∫
0
f(x, y) dy dx
=
la∫
0
lb∫
0
f
(
la − la
2
[
cos
(
pi
la
x′
)
+ 1
]
, lb − lb
2
[
cos
(
pi
lb
y′
)
+ 1
])
·
pi
2
sin
(
pi
la
x′
)
· pi
2
sin
(
pi
lb
y′
)
dy′ dx′ (3-59)
Unter der Voraussetzung, daß f an den Integrationsgrenzen nicht sta¨rker divergiert als
c · ln(x), c = konst. fu¨r x→ 0, verschwindet der Kern des Integrals auf der rechten Seite
von (3-59) an diesen Grenzen.
lim
x→0
c · ln(x) · sin(x) = 0 (3-60)
Durch Verwendung obiger Substitution (3-59) in der a¨ußeren Integration ist es zwar
nicht mehr no¨tig, bei der numerischen Auswertung, den Beobachtungspunkt xa auf einen
Rand der Apertur zu legen, allerdings trotzdem immer noch sehr nahe an den Rand.
Dies fu¨hrt zu Schwierigkeiten bei der numerischen Ausfu¨hrung der inneren Integration
u¨ber die Grundfla¨che der Entwicklungsfunktion Γ∆, da der Kern dieses Integrals selbst
nach Extraktion der starken Singularita¨t, wie schon bei (3-51) angewandt, immer noch
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ein extrem scharfes Maximum entha¨lt. Dieses scharfe Maximum liegt an der Stelle der
Entwicklungsfunktion, die dem Beobachtungspunkt am na¨chsten ist. Das ist immer eine
Position auf einem Rand der Entwicklungsfunktion. Daher bietet es sich an, wie in Abb.
3-23 angedeutet, das innere Integral u¨ber die Entwicklungsfunktion in zwei Teile aufzu-
spalten und die obige Substitution (3-59) auf beide Teilintegrale anzuwenden. Auf diese
Art und Weise wird die Quasisingularita¨t unterdru¨ckt.
a - t e  A p e r t u r  ( G a )
ax
u n g ü n s t i g e r  I n t e g r a t i o n s w e g g ü n s t i g e r  I n t e g r a t i o n s w e g
' 'DG' DG
G P E C '
Abbildung 3-23: Aufteilung des kritischen inneren Integrals in zwei Teilintegrale und
gu¨nstiger Integrationsweg fu¨r die a¨ußere Integration.
Weiterhin hat es sich als numerisch stabiler erwiesen, in der a¨ußeren Integration u¨ber die
Aperturfla¨che Γa einen Integrationsweg zu wa¨hlen (vgl. Abb. 3-23), der auf die kritische
Seite der Entwicklungsfunktion zula¨uft und nicht parallel daran vorbeifu¨hrt.
3.3.2.4 MM: Apt. → Apt.
Diese Untermatrix beschreibt die direkte Verkopplung der einlaufenden Moden aller Aper-
turen untereinander und ist folgendermaßen strukturiert:
Apt.→ Apt. :


MM
11
MM
12
· · · MM
1A
MM
21
MM
22
· · · MM
2A
...
...
. . .
...
MM
A1
MM
A2
· · · MM
AA

 (3-61)
Die Untermatrizen MM
aa′
beschreiben dabei jeweils die direkte Verkopplung aller ein-
laufenden Moden von zwei Aperturen. Die Untermatrizen MM
aa
in der Hauptdiagonalen
von (3-61) sind reine Diagonalmatrizen, deren Elemente sich aus dem zweiten Term der
linken Seite von Gleichung (3-44) ergeben. Diese Integrale ko¨nnen fu¨r die hier ausschließ-
lich betrachteten rechteckigen Aperturen mit den in Abb. 3-20 definierten Abmessungen
3.3. SPEZIELLE NUMERISCHE PROBLEME UND LO¨SUNGEN 91
analytisch gelo¨st werden.
∫∫
Γa
H
(−)
a,b ·H(−)a,b
∗
dΓ =


pi2
4
(
m2 lb
la
+ n2 la
lb
)
:TMmn
lalb
4ω2µ2
0
{
|kz|2
[(
mpi
la
)2
(1 + δ0n) +
(
npi
lb
)2
(1 + δ0m)
]
+
[(
mpi
la
)2
+
(
npi
lb
)2]2
(1 + δ0m)(1 + δ0n)
}


:TEmn
(3-62)
Die Untermatrizen MM
aa′
außerhalb der Hauptdiagonalen in (3-61) repra¨sentieren je-
weils die Verkopplung der Moden von zwei ra¨umlich getrennten Aperturen. Die Elemente
dieser Untermatrizen werden von dem dritten Term der linken Seite von (3-44) und von
Gleichung (3-41) gebildet. A¨hnliche Integrale sind auch zum Aufstellen der rechte Seite
von (3-44) unter Verwendung von Gleichung (3-42) zu berechnen. Diese Integrale sind
im numerischen Sinne unproblematisch, da die beiden Aperturen immer einen gewissen
ra¨umlichen Abstand voneinander haben. Sie ko¨nnen wieder durch eine verschachtelte
Gauss-Legendre-Quadratur berechnet werden.
3.3.2.5 Anmerkung zur Extraktion der statischen Greenschen Funktion
Im Fall der sog. Selbstverkopplung, d.h. im Fall der Verkopplung einer Entwicklungs-
funktion mit sich selbst, oder im Fall der Verkopplung von zwei sich u¨berlappenden
Entwicklungsfunktionen, enthalten die Kopplungsintegrale starke oder schwache Singula-
rita¨ten. Dies bedeutet, daß die Kerne der zu lo¨senden Integrale ra¨umlich stark variieren,
was zu Konvergenzschwierigkeiten bei der numerischen Integration fu¨hren kann. Diese
starke Variation des Integralkerns ist in den beiden oben genannten Fa¨llen besonders kri-
tisch, tritt aber auch auf, wenn der Beobachtungspunkt in unmittelbarer Nachbarschaft
der Fla¨che liegt, u¨ber die integriert wird. Die starken Variationen sind hauptsa¨chlich auf
den statischen Anteil der Greenschen Funktion des freien Raumes Φ0 zuru¨ckzufu¨hren.
Insofern ist es sinnvoll — wie an entsprechender Stelle bereits erwa¨hnt — diesen Anteil
nicht nur in dem absolut no¨tigen Fall in Gleichung (3-51) zu extrahieren, sonder auch
in den Fa¨llen, wo der Beobachtungspunkt noch nahe an der Integrationsfla¨che liegt. Das
Integral u¨ber den statischen Anteil, kann in allen Fa¨llen, aufbauend auf den Ergebnissen
in [129], analytisch berechnet werden.
Muß ein solches Integral mit einem Beobachtungspunkt in sehr großem Abstand be-
stimmt werden, wie es z.B. bei der Berechnung des Streufeldes, das von einer schon
bekannten Oberfla¨chenfeldverteilung erzeugt wird, vorkommt, so hat die Erfahrung ge-
zeigt, daß in diesem Fall der statische Anteil nicht extrahiert werden darf. Einerseits reicht
die Rechengenauigkeit nicht aus, um die exakte gegenseitige Auslo¨schung des analytisch
berechneten Teilintegrals u¨ber den statischen Anteil mit dem numerisch berechneten Inte-
gral zu gewa¨hrleisten, und andererseits ist die Extraktion des statischen Anteils fu¨r große
Entfernungen im numerischen Sinne gar nicht notwendig und wu¨rde daher nur unno¨tig
Rechenzeit kosten.
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3.3.3 Integrale zur Aufstellung der rechten Seite des Gleichungs-
systems
Prinzipiell sind zwei Mo¨glichkeiten der elektromagnetischen Anregung und somit auch
der Aufstellung der rechten Seite des Gleichungssystems (3-46) vorgesehen. Entweder
kann das eingepra¨gte Feld H0 durch eine externe Quelle gegeben sein oder durch eine
vorgegebene auslaufende Mode in einer Apertur.
Im ersten Fall muß das magnetische Feld der externen Quelle auf jedem Punkt der Ober-
fla¨che der betrachteten Struktur bekannt sein, dann kann der obere BEM-Teil der rechten
Seite von (3-46) direkt durch einfache Vektormultiplikation und der untere MM-Teil durch
eine unkritische numerische Quadratur bestimmt werden.
Im zweiten Fall ist das anregende Magnetfeld H0 im BEM-Anteil von Gleichung (3-46)
durch (3-37) und im MM-Anteil durch ~H
(+)
Apt/a aus Gleichung (3-42) gegeben. Bezogen auf
die Typen der zu lo¨senden Integrale, entspricht dann die rechte Seite des Gleichungssy-
stems einer Spalte des rechten Teils der Systemmatrix (BEM: Apt.→ PEC, MM: Apt.→
Apt., s. Kapitel 3.3.2). Lediglich die Mode-Matching Integrale u¨ber die speisende Aper-
tur, entsprechend der Untermatrizen MM
aa
in der Diagonalen von (3-61), werden nicht
beno¨tigt. Dieser Anteil der rechten Seite besitzt daher nur Nulleintra¨ge.
3.3.4 Lo¨sungsverfahren fu¨r große lineare Gleichungssysteme
Das Gleichungssystem (3-46) muß zur Bestimmung der Amplituden αtn und α
τ
n der Ent-
wicklungsfunktionen fu¨r das tangentiale Magnetfeld auf der metallischen Tra¨gerstruktur
und der Amplituden βab der Moden in den Aperturen gelo¨st werden. Die Elemente der
Systemmatrix sind alle komplexe Zahlen, die mit der ho¨chsten zur Verfu¨gung stehen-
den Genauigkeit gespeichert werden sollten. Die Dimension der Systemmatrix wird in
Abha¨ngigkeit von der Gro¨ße der betrachteten Geometrie, sehr schnell so groß, daß eine
direkte Lo¨sung des Gleichungssystems, z.B. durch Anwendung einer LU-Zerlegung oder
der Berechnung der inversen Systemmatrix, nicht mehr durchfu¨hrbar ist. Dies gilt so-
wohl in Bezug auf den Rechenzeitaufwand, als auch in Bezug auf den zur Verfu¨gung
stehenden Hauptspeicher. Denn fu¨r eine LU-Zerlegung ist normalerweise ein zusa¨tzlicher
tempora¨rer Arbeitsbereich im Hauptspeicher zur Verfu¨gung zu stellen, welcher der Ha¨lfte
des Speicherbedarfs der Systemmatrix entspricht.
Darum werden zur numerischen Lo¨sung solcher großen Gleichungssysteme iterative Lo¨ser
eingesetzt, die keine Inverse oder LU-Zerlegung der Systemmatrix bestimmen, sondern
nur eine spezielle Lo¨sung fu¨r eine rechte Seite des Gleichungssystems berechnen. Der
im Rahmen dieser Arbeit eingesetzte iterative Gleichungssystemlo¨ser basiert auf dem
sog.
”
Complex Bi-Conjugate Gradient“ (CBCG) Algorithmus [132], [133]2, mit dem sich
komplexe und unsymmetrische Gleichungssysteme lo¨sen lassen. Mit diesem Verfahren
2Die Beschreibung des von [132] u¨bernommenen CBCG-Algorithmus ist dort fehlerhaft.
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wurden Systeme bis zur Dimension von ungefa¨hr 11.000 Gleichungen auf einem Rechner
mit 2GB Hauptspeicher gelo¨st.
Wa¨hrend jedes Iterationsschritts des CBCG-Algorithmus muß eine Multiplikation der
Systemmatrix mit einem Vektor und eine Multiplikation der Hermiteschen Matrix zur
Systemmatrix mit einem Vektor durchgefu¨hrt werden. Die Routine zur iterativen Lo¨sung
des Gleichungssystems wurde in der Programmiersprache FORTRAN 90 umgesetzt. In
FORTRAN werden aller Matrizen spaltenweise in einem zusammenha¨ngenden Bereich im
Rechenspeicher abgelegt, d.h. am Anfang des Bereichs liegt die erste Spalte der Matrix,
dann die zweite usw.. Diese Art und Weise der Speicherung muß bei der Durchfu¨hrung
einer effizienten Matrix/Vektormultiplikation unbedingt beru¨cksichtigt werden3, insbe-
sondere, falls die Dimensionen der Matrix sehr groß werden ko¨nnen. Wird das Ergebnis,
wie in Gleichung (3-63), anhand der Standardformulierung elementweise berechnet, so
wird nie auf zusammenha¨ngende Bereiche im Speicher zugegriffen und die Rechenzeit fu¨r
die Multiplikation wird sehr lang. Bei einer Formulierung entsprechend Gleichung (3-64)
oder Gleichung (3-65) fu¨r die Multiplikation mit der Hermiteschen Matrix zur System-
matrix, werden immer zusammenha¨ngende Blo¨cke im Speicher referenziert, was zu einem
signifikantnen Geschwindigkeitszuwachs fu¨hrt.
y = A · x , A: M×N Matrix, spaltenweise gespeichert
⇔ y =


N∑
n=1
A(1, n) · x(n)
N∑
n=1
A(2, n) · x(n)
...
N∑
n=1
A(M,n) · x(n)


, ineffizient (3-63)
⇔ y =
N∑
n=1
x(n) ·


A(1, n)
A(2, n)
...
A(M,n)

 , effizient (3-64)
y′ = AH · x′ , A: M×N Matrix, spaltenweise gespeichert
⇔ y′ =


N∑
n=1
A∗(n, 1) · x′(n)
N∑
n=1
A∗(n, 2) · x′(n)
...
N∑
n=1
A∗(n,M) · x′(n)


(3-65)
Die einzelnen Elemente in Gleichung (3-65) ko¨nnen in FORTRAN 90 sehr effizient mit der
Standardfunktion DOTPRODUCT fu¨r die Vektor/Vektormultiplikation berechnet werden.
3Die in dem verwendeten FORTRAN 90 Compiler zur Verfu¨gung stehende Standardfunktion MATMUL
beachtet diese Art der Speicherung anscheinend nicht.
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Fu¨r den Fall, daß die monostatische Ru¨ckstreuung ebener Wellen zu betrachten ist, exi-
stiert eine Mo¨glichkeit, die Lo¨sung des Gleichungssystems, dessen rechte Seite nun durch
die einfallende ebene Welle gegeben ist, zu beschleunigen. Die Ru¨ckstreuung wird nor-
malerweise fu¨r eine Reihe von Einfallswinkeln berechnet, die sich nach ihrer Gro¨ße mo-
noton ordnen lassen. Geht man nun davon aus, daß sich die Oberfla¨chenfeldverteilung
auf dem Streuobjekt bei einer geringfu¨gigen A¨nderung des Einfallswinkels ebenfalls nur
geringfu¨gig a¨ndert, so kann eine Scha¨tzung der Feldverteilung fu¨r einen bestimmten Ein-
fallswinkel aus den zuvor fu¨r andere Winkel berechneten Feldverteilungen extrapoliert
und als Startvektor fu¨r die iterative Lo¨sung des Gleichungssystems angesetzt werden.
Nachteil einer iterativen Lo¨sung ist, daß fu¨r jede rechte Seite das Gleichungssystem erneut
gelo¨st werden muß. Deshalb wurden eine große Anzahl von Verfahren entwickelt, um
diese iterative Lo¨sung effizienter zu gestalten. Die in den nachstehenden Paragraphen
diskutierten Verfahren sollen einen U¨berblick u¨ber den in der Literatur vero¨ffentlichten
Stand der Arbeiten auf diesem Gebiet geben, kamen im Rahmen der vorliegenden Arbeit
aber nicht zum Einsatz.
Zuna¨chst soll auf ein Verfahren, welches in [134] vorgestellt wurde, hingewiesen werden.
Es handelt sich dabei um eine simultane Lo¨sung fu¨r mehrere rechte Seiten zugleich.
Untersucht wurde dieser Ansatz allerdings nur in Bezug auf monostatische Ru¨ckstreuung
ebener Wellen, schien fu¨r diesen Fall aber gute Ergebnisse zu liefern.
Die iterative Lo¨sung des Gleichungssystems kann weiterhin noch beschleunigt werden,
durch die Benutzung eines sog.
”
Preconditioners“. Dabei handelt es sich um eine appro-
ximative Inverse der Systemmatrix, mit der beide Seiten des Gleichungssystems norma-
lerweise von links multipliziert werden.
A · x = y
⇔ A˜−1 · A · x = A˜−1 · y
Hier ist A˜
−1
die approximative Inverse der Systemmatrix A. Die Kondition der Matrix
(A˜
−1 · A) ist besser als die von A, weshalb sich die Anzahl der Schritte zur iterativen
Lo¨sung des Gleichungssystems reduziert. Wa¨hrend die Matrix A voll besetzt ist, ist die
Matrix A˜ du¨nn besetzt und entha¨lt in der Regel nur die signifikanten Elemente von
A. Die Inversion von A˜ gestaltet sich deshalb auch relativ unproblematisch. Bezu¨glich
der Wahl von A˜ gibt es eine Reihe von verschiedenen Ansa¨tzen. Die in der Praxis am
ha¨ufigsten eingesetzten
”
Preconditioner“-Matrizen A˜ sind reine Diagonalmatrizen oder
Block-Diagonalmatrizen (z.B. [30, 135, 136]). Dazu werden nur die Elemente von A in
A˜ u¨bernommen, welche die Verkopplung von Entwicklungsfunktionen in unmittelbarer
Nachbarschaft repra¨sentieren.
Ein anderer Ansatz besteht darin, eine mo¨glichst du¨nn besetzte Systemmatrix zu erzeugen
und basiert auf der Verwendung von sog.
”
Wavelets“ bzw. der
”
Wavelet-Transformation“
[137, 138]. Die wo¨rtliche U¨bersetzung von
”
Wavelets“ lautet
”
kleine Wellen“. Gemeint
sind damit ra¨umlich begrenzte Wellenpakete mit denen, a¨hnlich der Fourier-Transfomation,
eine Funktion durch eine endliche Reihenentwicklung approximiert werden kann. Die
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”
Wavelets“ an sich werden dem jeweiligen Problem entsprechend konstruiert. Die
”
Wavelet-
Transformation“ eignet sich hervorragend zur Kompression von Daten und wird z.B. auch
in der Bildkomprimierung eingesetzt. Das zu lo¨sende Gleichungssystem mit der norma-
lerweise voll besetzt Systemmatrix, die auch als Bild betrachtet werden kann, wird einer
solchen
”
Wavelet-Transformation“ unterzogen, was zu einem neuen System mit einer
Matrix mit einigen wenigen vom Betrag her großen Elementen und vielen sehr kleinen
Elementen fu¨hrt. Die Eintra¨ge mit kleinen Betra¨gen ko¨nnen unterhalb einer gewissen
Grenze vernachla¨ssigt werden, so daß eine du¨nn besetzte Matrix entsteht. Das trans-
formierte System kann dann mit speziellen Verfahren fu¨r Gleichungssysteme mit du¨nn
besetzten Systemmatrizen gelo¨st werden. Der Ergebnisvektor muß dann schließlich noch
der inversen Transformation unterzogen werden.
A · x = y
→ W · A ·W T︸ ︷︷ ︸
A′
·W · x︸ ︷︷ ︸
x′
= W · y︸ ︷︷ ︸
y′
, W T ·W = E , da W orthogonal
⇔ A′′ · x′ = y′ , A′′: ausgedu¨nnte Matrix A′
→ x ≈ W T · x′
Laut [138] la¨ßt sich auf diese Weise zwar die Kondition des Gleichungssystems nicht signi-
fikant verbessern, allerdings wird so der Speicheraufwand reduziert. Bessere Ergebnisse
lassen sich erzielen, wenn die
”
Wavelets“ nicht zur Komprimierung der Systemmatrix
eingesetzt werden, nachdem diese aufgestellt wurde, sondern schon wa¨hrend dessen und
zwar als Entwicklungsfunktionen fu¨r die Oberfla¨chenfelder. Dies bedeutet allerdings eine
Ausrichtung der Software-Entwicklung von Anfang an auf die Verwendung von
”
Wave-
lets“.
Wird es no¨tig, noch gro¨ßere Systeme zu behandeln empfiehlt sich die Verwendung einer
”
Fast Multipole Method“ (FMM) [139] oder fu¨r ganz große Probleme einer
”
Multi-Level
Fast Multipole Method“ (MLFMM) [140]. Diese Verfahren formulieren die Aufstellung
der Systemmatrix und die im Rahmen einer iterativen Gleichungssystemlo¨sung in jedem
Iterationsschritt no¨tige Matrix/Vektormultiplikation so um, daß die Matrix nicht mehr
komplett exakt berechnet und auch nicht mehr komplett im Rechenspeicher gehalten wer-
den muß. Außerdem sind diese Verfahren hervorragend fu¨r eine Parallelisierung geeignet
[136, 141].
3.4 Programmbeschreibung
Basierend auf den beschriebenen theoretischen Grundlagen und unter Beru¨cksichtigung
der verschiedenen numerischen Aspekte wurde eine Analysesoftware entwickelt, welche
in diesem Kapitel u¨bersichtsweise vorgestellt werden soll. Sa¨mtliche Routinen, bis auf
diejenigen zur grafischen Ausgabe der Zwischen- und Endergebnisse, wurden in der Pro-
grammiersprache
”
FORTRAN 90“ erstellt. FORTRAN wurde speziell fu¨r die effiziente
Umsetzung aufwendiger numerischer Verfahren entwickelt und besitzt im Vergleich zu an-
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deren Programmiersprachen diesbezu¨glich diverse Vorteile, insbesondere wenn mit großen
Datenmengen gerechnet werden muß [142]. FORTRAN 90 ist eine Weiterentwicklung der
Programmiersprache
”
FORTRAN 77“, wobei die nu¨tzlichsten Erweiterungen die dynami-
sche Speicherverwaltung und die Mo¨glichkeit des objektorientierten Programmierens sind
[143]. Die Routinen zur grafischen Darstellung der Zwischen- und Endergebnisse wurden
in der MATLAB Programmiersprache erstellt.
In den folgenden Abschnitten sollen zuna¨chst die wichtigsten Elemente der entwickelten
Analysesoftware anhand der einzelnen Schritte, die bei einer typischen Feldsimulation
durchlaufen werden mu¨ssen, vorgestellt werden. Die Grundlagen nahezu aller Elemente
der Software wurden in vorstehenden Kapiteln bereits angesprochen. Bei den noch nicht
beschriebenen Elementen handelt es sich um solche, die keine ausgearbeitete theoretische
Grundlage besitzen und auf einem mehr heuristischen Ansatz aufbauen. Diese Elemente
sollen daher hier abgehandelt werden, da es in diesem Kapitel in erster Linie um die
Umsetzung der theoretischen Verfahren in Rechnerprogramme geht.
3.4.1 U¨berblick u¨ber die Analysesoftware
Zur Durchfu¨hrung einer typischen Feldsimulation sind die unten aufgefu¨hrten Schritte
notwendig. Diese lassen sich nach dem typischen Maschinenprinzip — Eingabe, Verar-
beitung, Ausgabe — in die drei Gruppen unterteilen: A. Gittergenerierung, B. Feld-
berechnung und C. Auswertung. Die Aufgaben in den Gruppen A und C werden von
verschiedenen Softwareprogrammen abgedeckt, wa¨hrend die Schritte in der Gruppe B
von einem einzelnen Programm mit einer großen Anzahl von Unterroutinen abgearbeitet
werden. Der Datenaustausch zwischen den einzelnen Gruppen basiert auf der Erzeugung
und Verarbeitung von Dateien. Die in den einzelnen Schritten verarbeiteten und generier-
ten Dateitypen werden in dem folgenden Ablaufplan durch die Benutzung einer anderen
Schriftart gekennzeichnet, z.B. Dateityp. Sehr rechenzeitintensive Abschnitte sind durch
die Verwendung einer kursiven Schrift markiert und die Schreibweise
”
→ Dateityp“ und
”
Dateityp →“ stehen fu¨r das Erzeugen bzw. das Einlesen von Dateien.
A. Gittergenerierung
↓ ↓
1. Gittergenerierung
(a) Kommerzielle CAD Software, s. Kapitel 3.3.1
i. Konvertierung des Datenformats
ii. Automatische Kontrolle und evtl. Reparatur des Gitters
oder
(b) CAD Tool fu¨r einfache Objekte, s. Kapitel 3.4.2
→ Knoten- und Dreiecksdateien
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B. Feldberechnung
↓ ↓
Knoten- und Dreiecksdateien, Parameterdatei →
2. Automatische Kontrolle der Seitenla¨ngen der Dreiecke und evtl. Verfeinerung des
Gitters durch Einfu¨gen von neuen Knoten auf den Mittelpunkten zu langer Seiten
→ modifizierte Knoten- und Dreiecksdateien
3. Zuordnung Dreiecke ↔ Entwicklungsfunktionen (stu¨ckweise linear, konstant, ge-
mischt), s. Kapitel 3.4.3
→ Entwicklungsfunktionendateien
4. Bestimmung der lokalen tangentialen Einheitsvektoren tˆ und τˆ an allen Kollokati-
onspunkten, s. Kapitel 3.2.1.3
→ Koordinatensystemdateien
5. Bestimmung der Raumwinkel Ωi an allen Kollokationspunkten, s. Kapitel 3.2.1.3
6. Fu¨llen der einzelnen Anteile der Systemmatrix, s. Kapitel 3.3.2
7. Berechnung der Anregung (rechte Seite des Gleichungssystems), s. Kapitel 3.3.3
(a) externe Quelle, z.B. Dipol
oder
(b) eingepra¨gte auslaufende Mode in einer Apertur
8. Lo¨sung des Gleichungssystems, s. Kapitel 3.3.4
→ Oberfla¨chenfelddateien
9. Weiterverarbeitung der Lo¨sung, z.B.
(a) Streufeld
(b) Streuparameter
→ Ergebnisdateien
C. Auswertung
↓ ↓
modifizierte Knoten- und Dreiecksdateien, Entwicklungsfunktionendateien,
Koordinatensystemdateien, Oberfla¨chenfelddateien, Ergebnisdateien →
10. Grafische Ausgabe
Die Schritte 1. – 5. sind wenig rechenzeitintensiv. Eine gute Qualita¨t der Ergebnisse die-
ser Schritte ist allerdings essentiell fu¨r die folgenden numerischen Berechnungen. Deshalb
empfiehlt sich im Anschluß an diese Schritte jeweils eine Sichtkontrolle der Zwischener-
gebnisse durchzufu¨hren. Das anschließende Aufstellen und insbesondere das Lo¨sen des
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Gleichungssystems sind sehr aufwendig, insbesondere wenn das Gleichungssystem meh-
rere Male fu¨r verschiedene rechte Seiten gelo¨st werden muß. Diese Schritte ko¨nnen aber
ohne Benutzerintervention automatisiert ablaufen. Die anschließende Auswertung der Si-
mulationsergebnisse erfolgt entsprechend dem jeweiligen Bedarf.
3.4.2 Rechnerprogramm zur kontrollierten Erstellung von Ober-
fla¨chengittern einfacher Objekte
Die Oberfla¨chendiskretisierung von dreidimensionalen Objekten anhand von Dreiecksgit-
tern wurde in dieser Arbeit bereits an mehreren Stellen angesprochen (Kapitel 3.2.1.3 und
Kapitel 3.3.1). Die Dreiecksgitter bilden die Grundlage fu¨r die eigentliche Feldsimulation,
wie auch aus dem Ablaufplan in Kapitel 3.4.1 hervorgeht.
Mu¨ssen die Oberfla¨chen komplexer Objekte mit Dreiecken approximiert werden, so ist
es sinnvoll dazu eine kommerzielle Software einzusetzen. Zwar ko¨nnen die so erzeugten
Dreiecksgitter diverse Fehler enthalten und die Kontrolle u¨ber die Qualita¨t des Gitters
ist nicht immer ausreichend, aber die Eigenentwicklung einer solchen komplexen Software
wa¨re zu aufwendig. Eine Reihe typischer Fehler in solchen Dreiecksgittern kann zudem
mit dem in Kapitel 3.3.1 angesprochenem Nachbearbeitungsverfahren
”
repariert“ werden.
Fu¨r Oberfla¨chen, die sich aus relativ einfachen Abschnitten zusammensetzen lassen, ist
die Erzeugung von Dreiecksgittern weniger aufwendig, wobei die Qualita¨t der erzeug-
ten Gitter kontrollierbar ist. Deshalb wurde ein einfaches Rechnerprogramm entwickelt,
mit dem die in Abb. 3-24 beispielhaft dargestellten Grundobjekte erzeugt und beliebig
kombiniert werden ko¨nnen. Die Eingabe erfolgt dateigesteuert. Als Ausgabe werden zwei
Dateien erzeugt. Die eine beschreibt alle Knoten und die andere alle Dreiecke auf den
diskretisierten Oberfla¨chen durch Referenzierung der Knoten. Die Normalenvektoren der
Dreiecksfla¨chen werden durch die Reihenfolge der Referenzierung der Knoten festgelegt.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Abbildung 3-24:Mo¨glichkeiten des Rechnerprogramms zur Gittererzeugung (a – h: Grund-
objekte, teilweise mit feinerem Gitter entlang der Ra¨nder; i: Biegen von Objekten).
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3.4.3 Verfahren zur Festlegung der Verteilung der Entwicklungs-
funktionen auf einem gegebenen Oberfla¨chengitter
In Schritt 3 des Ablaufplans einer typischen Feldsimulation, die in Kapitel 3.4.1 be-
schrieben wurde, werden auf den Knoten und Dreiecken, die eine Diskretisierung einer
metallischen Oberfla¨che beschreiben, die verschiedenen Entwicklungsfunktionen fu¨r das
tangentiale magnetische Feld definiert. Der dazu entwickelte heuristische Algorithmus soll
hier vorgestellt werden.
Die Knoten und Dreiecke, welche die Oberfla¨che beschreiben, sind in zwei einfach verket-
teten Listen vert geo und tri geo gespeichert. Jedes Element der Liste vert geo entha¨lt
drei reelle Zahlen, welche die kartesischen Koordinaten eines Knotens angeben. Jedes Ele-
ment der Liste tri geo besteht aus drei Zeigern auf Elemente in der vert geo-Liste. Die
so referenzierten Knoten bilden ein Dreieck. Die Reihenfolge der Referenzierung gibt die
Richtung des Normalenvektors des Dreiecks entsprechend des
”
Rechtsschraubensinns“an.
Als Grundlage zur Entwicklung eines effizienten Algorithmus fu¨r das Fu¨llen der Ver-
kopplungsmatrizen, werden die Elemente der Listen vert geo und tri geo in neue Listen
einsortiert. Anhand dieser Listen wird die Zuordnung zwischen Knoten und Dreiecken und
den unterschiedlichen Typen von Entwicklungsfunktionen nach Abb. 3-11 hergestellt. Bei
diesen neuen Listen handelt es sich um die Folgenden:
tri con : Dreiecke auf denen konstante Entwicklungsfunktionen definiert sind.
tri mix : Dreiecke auf denen der konstante Anteil einer gemischten Entwicklungs-
funktion definiert ist.
tri lin : Dreiecke auf denen ein Anteil einer stu¨ckweise linearen Entwicklungs-
funktion oder ein linearer Anteil einer gemischten Entwicklungsfunktion
definiert ist.
vert lin : Knoten, die als Kollokationspunkte stu¨ckweise linearer Entwicklungs-
funktionen dienen.
vert rest: Alle restlichen Knoten.
link mix : Jedes Element dieser Liste entha¨lt einen Zeiger auf ein Element der Liste
tri mix und einen Zeiger auf ein Element der Liste tri lin. Damit wird
festgelegt, daß sich ein linearer Anteil einer gemischten Entwicklungs-
funktion, die durch das Element der tri mix-Liste gegeben ist, auf das
referenzierte Dreieck der tri lin-Liste ausdehnt.
Auf Grundlage des im Folgenden schematisch beschriebenen, teilweise iterativen Algorith-
mus wurde eine Routine erstellt, die ausgehend von den Listen vert geo und tri geo,
die nur die diskretisierte Oberfla¨che an sich beschreiben, die obigen Listen, mit denen
eine Oberfla¨chenfeldapproximation beschrieben wird, automatisch erzeugt. Ein Beispiel
fu¨r die sich daraus ergebende Verteilung der Entwicklungsfunktionen auf einem Ko¨rper
ist in Abb. 3-12 dargestellt.
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1. tri geo → tri con
• Dreiecke mit mindestens einer Seite ohne Nachbardreieck.
• Dreiecke mit zu großem Winkel zwischen ihrem Normalenvektor und dem eines
Nachbardreiecks, d.h. Dreiecke entlang scharfer Kanten.
2. tri geo → tri mix
Dreiecke mit mindestens einer Seite gemeinsam mit einem Dreieck in tri con-Liste.
3. tri geo → tri mix
Dreiecke mit mindestens zwei Seiten gemeinsammit Dreiecken die bereits in tri mix-
Liste stehen.
4. tri geo → tri con
Dreiecke mit allen Seiten gemeinsam mit Dreiecken in tri con- oder tri mix-
Listen.
5. tri mix → tri con
Dreiecke mit allen Seiten gemeinsam mit Dreiecken in tri con- oder tri mix-
Listen.
6. A¨nderungen in den Dreieckslisten wa¨hrend der Schritte 2. – 5.?
Ja: zuru¨ck zu Schritt 2.
Nein: weiter mit Schritt 7.
7. tri geo → tri lin
Alle restlichen Dreiecke.
8. vert geo → vert lin
Knoten, die nicht in den Listen tri con und tri mix referenziert werden.
9. vert geo → vert rest
Alle restlichen Knoten.
10. link mix: tri lin ↔ tri mix
Verbindung zwischen Dreiecken in tri lin-Liste und in tri mix-Liste, die eine
gemeinsame Seite aufweisen.
11. link mix: tri lin ↔ tri mix
Weitere Verbindung eines Dreiecks aus tri lin-Liste, das einen Knoten entha¨lt,
der noch in keiner existierenden Verbindung in der link mix-Liste gebraucht wird
und nicht in der vert lin-Liste referenziert wird. Es wird eine neue Verbindung
aufgestellt, zu dem Dreieck aus der tri mix-Liste, das auch diesen Knoten entha¨lt
und dessen Schwerpunkt mo¨glichst nahe an dem Schwerpunkt des betrachteten
Dreiecks aus der tri lin-Liste liegt.
12. link mix: tri lin ↔ tri mix
Verbindung zwischen Dreiecken aus tri lin-Liste und aus tri mix-List, die nur
einen Knoten gemeinsam haben und deren Schwerpunkte mo¨glichst nahe beieinan-
der liegen.
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3.5 Validierung
Die auf Basis der im Kapitel 3.2 vorgestellten theoretischen Grundlagen entwickelte nu-
merische Software wurde anhand von diversen analytischen Berechnungsergebnissen und
Messungen validiert. Analytische Lo¨sungen existieren nur fu¨r eine geringe Anzahl von
einfachen Problemen, fu¨r komplexere Probleme mu¨ssen Messungen herangezogen werden,
um Referenzergebnisse zu generieren. Das entwickelte numerische Verfahren kombiniert
die
”
Boundary Element Method“ mit einem
”
Mode-Matching“ Verfahren. Mit der BEM
werden geschlossene metallische Oberfla¨chen modelliert. Durch die Erweiterung der BEM
mit dem MM-Verfahren, wird die Mo¨glichkeit geschaffen, wellenleitergespeiste Aperturen
in den metallischen Oberfla¨chen zu beru¨cksichtigen. Die aufeinander aufbauenden Module
der entwickelten Software wurden an schrittweise komplexeren Problemen getestet:
• BEM: ausschließlich konstante oder ausschließlich stu¨ckweise lineare Entwicklungs-
funktionen
• BEM: gemischte Approximation der Oberfla¨chenfelder
• BEM/MM: eine Apertur in einer metallischen Oberfla¨che
• BEM/MM: zwei Aperturen in einer metallischen Oberfla¨che
• BEM/MM: Abstrahlung von einer Apertur in einer planaren Umgebung
• BEM/MM: Abstrahlung von einer Apertur in einer gekru¨mmten Umgebung
• BEM/MM: Abstrahlung von drei Aperturen in einer gekru¨mmten Umgebung
3.5.1 BEM
Unter Verwendung der BEM kann das Streuverhalten beliebiger, ideal leitender Ko¨rper
numerisch berechnet werden. Bezu¨glich der Approximation der Oberfla¨chenfelder sind
drei Mo¨glichkeiten vorgesehen. Entweder es werden ausschließlich konstante oder stu¨ck-
weise lineare Entwicklungsfunktionen dazu verwendet, oder es wird eine gemischte Appro-
ximation anhand einer Kombination der drei in Abb. 3-11 dargestellten Formfunktionen
erstellt. Konstante Entwicklungsfunktionen ko¨nnen auf beliebig geformten Oberfla¨chen
eingesetzt werden. Da aber auf einem gegebenen Dreiecksgitter auf jedem Dreieck eine
solche Funktion angesetzt werden muß, wird die Anzahl der verwendeten Funktionen und
somit auch die Anzahl der Unbekannten sehr schnell sehr groß. Die stu¨ckweise linearen
Entwicklungsfunktionen werden den Knoten des Dreiecksgitters zugeordnet, weshalb nur
ungefa¨hr die Ha¨lfte an Entwicklungsfunktionen no¨tig ist. Allerdings du¨rfen die Ober-
fla¨chen dann keine Kanten enthalten, und die lokalen Kru¨mmungsradien du¨rfen nicht zu
klein werden. Sollen auf einem Ko¨rper, der diese Bedingungen nicht erfu¨llt, mo¨glichst
wenige Entwicklungsfunktionen angesetzt werden, wird eine gemischte Approximation
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verwendet. Dazu werden stu¨ckweise lineare Funktionen auf schwach gekru¨mmten Ober-
fla¨chenabschnitten benutzt, und entlang von Kanten und an Stellen mit einem kleinen
Kru¨mmungsradius werden konstante und gemischte Funktionen eingesetzt.
Den Fall der ausschließlichen Verwendung eines Entwicklungsfunktionentyps wird im fol-
genden Kapitel 3.5.1.1 und der Fall einer gemischten Approximation im Kapitel 3.5.1.2
behandelt.
3.5.1.1 Vergleich mit analytischen Ergebnissen
Betrachtet wird eine ebene elektromagnetische Welle, die sich in einem kartesischen Ko-
ordinatensystem bei der Frequenz f in positiver z-Richtung ausbreitet und in x-Richtung
polarisiert ist. In dieses Feld wird in den Ursprung des Koordinatensystems eine ideal
leitende Kugel mit dem Radius ρ eingebracht.
Die sich daraufhin auf der Kugel einstellenden Oberfla¨chenstro¨me, ko¨nnen analytisch
durch eine Reihenentwicklung der Felder mit spha¨rischen Wellenfunktionen nach [10,
11, 144] berechnet werden. Diese Reihenentwicklung wird auch als
”
MIE-Reihe“ [145]
bezeichnet und soll hier als Referenzlo¨sung verwendet werden.
Die Oberfla¨chenstro¨me werden ebenfalls mit der entwickelten numerischen Software be-
rechnet. Dazu werden auf einem Dreiecksgitter, a¨hnlich dem in Abb. 3-24h dargestellten,
einmal ausschließlich konstante Entwicklungsfunktionen und einmal nur stu¨ckweise li-
neare Funktionen verwendet. Zur numerische Berechnung der in Abb. 3-25 dargestellten
Ergebnisse fu¨r eine Kugel vom Radius ρ = 2.25 cm bei der Frequenz f = 10 GHz wurden
1000 pulsfo¨rmige bzw. 504 pyramidenfo¨rmige Entwicklungsfunktionen angesetzt.
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Abbildung 3-25: Numerisch und analytisch berechneter Betrag der ϑ-Komponenten des
Oberfla¨chenstroms auf PEC-Kugel, induziert von aus negativer z-Richtung einfallender,
x-polarisierter Welle (ρ = 2.25 cm, f = 10 GHz).
Beide BEM-Berechnungen liefern im Vergleich zur Referenzlo¨sung zufriedenstellende Er-
gebnisse. Die stu¨ckweise linearen Funktionen erzeugen einen gleichma¨ßigeren Lo¨sungsver-
lauf als die konstanten, welche allerdings in manchen Fa¨llen starke o¨rtliche Variationen
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besser wiedergeben ko¨nnen. Dies liegt aber hauptsa¨chlich an der gro¨ßeren Anzahl von
Entwicklungsfunktionen.
3.5.1.2 Vergleich mit Meßergebnissen
Zum Testen der gemischten Interpolation der Oberfla¨chenfelder wurden quasi-monostati-
sche Ru¨ckstreumessungen unter anderem an einem spindelfo¨rmigen, metallischen Objekt
bei der Frequenz f=14 GHz durchgefu¨hrt und mit Simulationsrechnungen verglichen. Die
diskretisierte Oberfla¨che des Streuobjekts ist in Abb. 3-26a zusammen mit der darauf
definierten, entsprechend Abb. 3-11 farblich kodierten, Verteilung der drei verschiedenen
Typen von Entwicklungsfunktionen dargestellt.
Abb. 3-26b zeigt die berechneten Oberfla¨chenstro¨me, welche sich aufgrund einer einfal-
lenden ebenen Welle mit der angedeuteten Einfallsrichtung und Polarisation einstellen.
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Abbildung 3-26: (a) Oberfla¨chendiskretisierung und Verteilung der Entwicklungsfunktio-
nen; (b) Betrag des berechneten Oberfla¨chenstroms bei f=14 GHz auf Streuobjekt fu¨r die
angedeutete Richtung und Polarisation der einfallenden ebenen Welle.
Die Gegenu¨berstellung der quasi-monostatischen Ru¨ckstreuungsmessungen und der Si-
mulationsergebnisse im Winkelbereich 0◦ – 90◦ ist in Abb. 3-27 dargestellt.
Die Ru¨ckstreuung vieler verschiedener Objekte wurde berechnet und mit Messungen ver-
glichen. Diese Untersuchungen haben gezeigt, daß die Qualita¨t der Berechnungen generell
gut ist, solange keine extrem scharfen Kanten betrachtet werden mu¨ssen. Sehr scharfe
Kanten sind immer noch schwierig mit der entwickelten Software handzuhaben.
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Abbildung 3-27: Vertikale Komponente der Quasi-monostatischen Ru¨ckstreuung bei ver-
tikal polarisierter Anregung.
3.5.2 BEM/MM
Mit der im Rahmen dieser Arbeit entwickelten hybriden BEM/MM ko¨nnen beliebig
geformte metallische Ko¨rper mit eingebetteten, wellenleitergespeisten Rechteckapertu-
ren modelliert werden. Diese Erweiterung der BEM soll im Folgenden validiert werden.
Zuna¨chst sollen einfache Testfa¨lle konstruiert werden, fu¨r welche auch eine eindeutige
analytische Lo¨sung existiert. Damit wird zuerst die Erweiterung auf eine und dann auf
zwei Aperturen getestet. Muß nur eine Apertur beru¨cksichtigt werden, so besteht die
rechte untere Teilmatrix
”
βa,b → βa,b“ der Systemmatrix in Gleichung (3-46) auf Seite 79
nur aus einer Diagonalmatrix, welche die Selbstverkopplung der Moden in der Apertur
— gegeben durch den zweiten Term auf der linken Seite von Gleichung (3-44) — als
Diagonalelemente entha¨lt. Mu¨ssen mehrere Aperturen beru¨cksichtigt werden, so entha¨lt
die
”
βa,b → βa,b“ Untermatrix auch den dritten Term der linken Seite von (3-44). Dieser
beschreibt die direkte Verkopplung verschiedener Aperturen untereinander.
Zum Testen der Software anhand komplexerer Konfigurationen werden schließlich wieder
Messergebnisse herangezogen. Ein Vergleich mit Ergebnissen einer kommerziellen Soft-
ware wird ebenfalls durchgefu¨hrt.
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3.5.2.1 Vergleich mit analytischen Ergebnissen
Als Testobjekt, fu¨r das eine einfache analytische Lo¨sung existiert, wird ein mit seiner TE10
Grundmode angeregter Standard X-Band Rechteckhohlleiter betrachtet. Die Oberfla¨chen-
stromverteilung auf dessen Innenwa¨nden kann einerseits analytisch anhand der Eigen-
schaften der Hohlleitermoden und andererseits numerisch mit dem BEM/MM-Verfahren
berechnet werden. Es werden zwei Fa¨lle betrachtet. Zuerst wird ein kurzgeschlossener
Hohlleiter behandelt (vgl. Abb. 3-28a). Durch die Definition einer Bezugsebene innerhalb
des Hohlleiters wird dieses Problem zu einem Testfall fu¨r eine Anordnung mit nur ei-
ner Apertur. Anschließend wird ein unendlich langer Hohlleiter betrachtet, wobei, wie in
Abb. 3-28b angedeutet, an zwei ra¨umlich getrennten Positionen Bezugsebenen eingefu¨hrt
werden. Somit handelt es sich hierbei um ein Problem mit zwei Aperturen, was fu¨r die
BEM/MM-Methode den komplizierteren Fall darstellt.
B E B E B E
T E 1 0 T E 1 0
(a) (b)
Abbildung 3-28: La¨ngsschnitt durch einen kurzgeschlossenen (a) und einen unendlich
langen (b) Rechteckhohlleiter mit angedeuteten Bezugsebenen (BE). Die hier zu Validie-
rungszwecken betrachteten Abschnitte sind schraffiert.
Bei einer Frequenz von f=10 GHz wurde die Oberfla¨chenstromverteilung auf den In-
nenwa¨nden des kurzgeschlossenen Hohlleiters numerisch mit dem BEM/MM-Verfahren
und analytisch berechnet. Das Ergebnis der numerischen Simulation ist in Abb. 3-29a zu
sehen. Die in Abb. 3-29b dargestellten analytisch berechneten Oberfla¨chenstro¨me ergeben
sich aus der Superposition zweier entgegengesetzt laufender TE10 Wellen.
Numerisch und analytisch berechnete Oberfla¨chenstromverteilungen auf den Innenwa¨nden
des unendlich langen Hohlleiters mit zwei Bezugsebenen sind in Abb. 3-30 gegenu¨berge-
stellt.
In beiden Fa¨llen ist eine gute U¨bereinstimmung der numerischen und der analytischen
Ergebnisse zu erkennen. Allerdings werden auch hier die gro¨ßten Abweichungen an den
Kanten der Wellenleiter festgestellt.
3.5.2.2 Vergleich mit Meßergebnissen
Die bisherigen Testfa¨lle fu¨r die entwickelte hybride BEM/MM dienten hauptsa¨chlich zur
Validierung der Berechnung der Oberfla¨chenstromverteilung auf metallischen Ko¨rpern
mit eingebetteten Rechteckaperturen, bei modaler Speisung der einzelnen Aperturen. Ist
aber nach dem abgestrahlten Feld z.B. einer Antennenanordnung gefragt, so muß nach
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Abbildung 3-29: Oberfla¨chenstrom auf den Innenwa¨nden eines kurzgeschlossenen Recht-
eckhohlleiters: Testfall mit einer Apertur. (a: BEM/MM, b: analytisch berechnet)
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Abbildung 3-30: Oberfla¨chenstrom auf den Innenwa¨nden eines unendlich langen Recht-
eckhohlleiters: Testfall mit zwei Aperturen. (a: BEM/MM, b: analytisch berechnet)
108 KAPITEL 3. APERTURSTRAHLER IN GEKRU¨MMTEN PEC-OBERFLA¨CHEN
der Bestimmung der Oberfla¨chenstro¨me, basierend darauf, das abgestrahlte Feld berech-
net werden. Dies geschieht durch die Anwendung von Gleichung (3-32) auf die numeri-
schen Zwischenergebnisse.
Das hier vorgestellte numerische Verfahren ist zur Modellierung von beliebig gekru¨mmten
Ko¨rpern entwickelt worden. Der Einfluß der Kru¨mmung einer metallischen Oberfla¨che,
in die eine Apertur eingebettet wurde, auf das von dieser Apertur abgestrahlte Feld wird
in den folgenden Testbeispielen deutlich.
Zuerst wird eine Apertur in einer ebenen Metallplatte betrachtet. Die fu¨r die Messungen
benutzte Anordnung ist in Abb. 3-31 zusammen mit der fu¨r die numerischen Rechnun-
gen erstellten Oberfla¨chendiskretisierung dargestellt. Die Apertur besitzt den Querschnitt
eines Standard X-Band Rechteckhohlleiters, mit dem diese auch gespeist wird.
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Abbildung 3-31: Rechteckapertur in ebener Metallplatte (80×80×8 mm3); Oberfla¨chen-
diskretisierung.
Bei der Frequenz f=10 GHz wurden die Oberfla¨chenstro¨me, die von der TE10 Grundmode
des speisenden Rechteckhohlleiters auf der metallischen Platte erzeugt werden, numerisch
berechnet. Diese sind zusammen mit einem Vergleich des gemessenen und des berechneten
abgestrahlten Feldes in Abb. 3-32 dargestellt. Verglichen wurden die Felder nach Betrag
und Phase in zwei zueinander senkrechten Schnittebenen ϕ=0◦ und ϕ=90◦.
Weiterhin wurde eine Apertur in einer zylindrisch gekru¨mmten Metallplatte, die ab-
gewickelt die gleichen Dimensionen wie die der ebenen Platte ha¨tte, untersucht (siehe
Abb. 3-33).
Auch in diesem Fall wurden zuerst die Oberfla¨chenstro¨me auf der Metalloberfla¨che berech-
net und davon ausgehend das abgestrahlte Feld in zwei Schnittebenen. Das abgestrahlte
Feld wurde ebenfalls gemessen. Oberfla¨chenstromverteilung und Gegenu¨berstellung der
Felder sind in Abb. 3-34 dargestellt.
Der Vergleich zwischen berechneten und gemessenen Diagrammen zeigt eine gro¨ßtenteils
gute U¨bereinstimmung. Lediglich fu¨r gro¨ßere Werte des Winkels ϑ wird der Vergleich
schlechter. Zum einen wird in diesem Bereich der Einfluß des Meßaufbaus, der in Abb. 3-
33 zu sehen ist, zunehmends gro¨ßer und zum anderen haben die Kanten der Metallplatten
in diesem Winkelbereich einen signifikanten Einfluß. Die Auswirkungen scharfer Kanten
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Abbildung 3-32: Numerisch berechnete Oberfla¨chenstro¨me und Gegenu¨berstellung des be-
rechneten und gemessenen abgestrahlten Feldes in den beiden Hauptschnittebenen bei
f=10 GHz nach Betrag und Phase.
ko¨nnen mit der entwickelten Methode aber nicht absolut exakt erfaßt werden. Aus diesen
Gru¨nden sind die Abweichungen in diesem Winkelbereich erwartungsgema¨ß.
Der Einfluß der Kru¨mmung der Metallplatte wird hauptsa¨chlich in Richtung der Kru¨m-
mung — das ist der Schnitt mit ϕ=90◦ — deutlich. Die ebene Platte bewirkt eine sta¨rker
Fokussierung des Feldes als die gekru¨mmte, und die Kanten haben einen gro¨ßeren Einfluß,
wodurch die Welligkeit des Diagramms zu erkla¨ren ist.
3.5.2.3 Vergleich mit numerischen Ergebnissen einer kommerziellen Software
Die Zielsetzung fu¨r das Kapitel 3 bestand in der Entwicklung eines Verfahrens zur nume-
rischen Simulation konformer Gruppen von Aperturstrahlern auf beliebig gekru¨mmten
Oberfla¨chen. In den bisher vorgestellten Testbeispielen wurde maximal ein Aperturstrah-
ler behandelt. Ein Test fu¨r mehrere Aperturen wird im Folgenden vorgestellt.
Es wurde anhand einer kleinen Gruppe, bestehend aus drei Elementen, untersucht, wel-
chen Einfluß die Gruppenumgebung auf das abgestrahlte Fernfeld einer Apertur hat. Die
Geometrie der untersuchten Anordnung wurde, um keine weitere Geometrie einzufu¨hren
zu mu¨ssen, an die in Kapitel 2.5 beschriebene kreiszylindrisch konforme Gruppenantenne
angelehnt. Verglichen wurden die mit der hier entwickelten hybriden BEM/MM berech-
neten Daten mit Simulationsergebnissen der kommerziellen Software
”
CST Microwave
StudioTM“ (siehe auch Anhang A). Die den jeweiligen Berechnungen zugrundeliegenden
Geometrien sind in Abb. 3-35 dargestellt. Die Fla¨che, welche die Aperturen entha¨lt, weist
lediglich eine geringe Kru¨mmung auf. Es sei aber darauf hingewiesen, daß das BEM/MM-
Verfahren durchaus zur Modellierung von stark gekru¨mmten Oberfla¨chen geeignet ist.
110 KAPITEL 3. APERTURSTRAHLER IN GEKRU¨MMTEN PEC-OBERFLA¨CHEN
−0.04
−0.02
0
0.02
0.04
−0.02
0
0.02
−0.02
−0.01
0
y [m]x [m]
z 
[m
]
Abbildung 3-33: Rechteckapertur in zylindrisch gekru¨mmter Metallplatte; Oberfla¨chendis-
kretisierung.
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Abbildung 3-34: Numerisch berechnete Oberfla¨chenstro¨me und Gegenu¨berstellung des be-
rechneten und gemessenen abgestrahlten Feldes in den beiden Hauptschnittebenen bei
f=10 GHz nach Betrag und Phase.
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Beispiele dafu¨r wurden bereits in den Kapiteln 3.5.1 und 3.5.2.2 behandelt. Außerdem
weist die endliche Tra¨gerstruktur der hier betrachteten Gruppenantenne diverse Kanten
und Ecken auf, die ebenfalls modelliert wurden.
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Abbildung 3-35: Repra¨sentation der Geometrie fu¨r die hybride BEM/MM (a) und fu¨r
”
CST Microwave StudioTM“ (b).
Zuna¨chst wurde das abgestrahlte Feld des isolierten Mittelelements (die beiden anderen
Aperturen wurden metallisch verschlossen) mit beiden Verfahren berechnet. Anschließend
wurden in einer erneuten Simulation auch die beiden anderen Aperturen beru¨cksichtigt.
Die mit der hybriden BEM/MM berechneten Oberfla¨chenstro¨me fu¨r den Fall von drei
Aperturen sind zusammen mit einer Gegenu¨berstellung der Felder fu¨r die beiden be-
schriebenen Fa¨lle in Abb. 3-36 zu sehen.
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Abbildung 3-36: Anregung Mittelelement: Numerisch berechnete Oberfla¨chenstro¨me und
Gegenu¨berstellung der berechneten abgestrahlten Felder bei f=10 GHz in den zwei Haupt-
schnittebenen. (a): isoliertes Element und (b): Element in passiver Gruppenumgebung.
Die Feldverla¨ufe stimmen fu¨r beide Anordnungen im Bereich −100◦ ≤ ϑ ≤ +100◦ gut
u¨berein. Außerhalb dieses Bereichs treten starke Abweichungen auf. Dies ko¨nnte einerseits
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durch die Repra¨sentation der Geometrie hinter der gekru¨mmten Frontplatte (vgl. Abb. 3-
35) und andererseits durch die unterschiedliche Art und Weise, mit der das abgestrahlte
Feld von der hybriden BEM/MM und von
”
CST Microwave StudioTM“ berechnet wird,
erkla¨rt werden. Auch wirkt sich in dem hinteren Winkelbereich der Einfluß der Kanten
der Frontplatte, a¨hnlich wie in den Testfa¨llen in Kapitel 3.5.2.2, sehr stark aus. Scharfe
Kanten stellen aber immer noch ein Problem fu¨r die hier entwickelte Methode dar.
Ein weiterer Testfall besteht in der Anregung eines Randelements in der Gruppenanord-
nung. In Abb. 3-37 sind die mit der hybriden BEM/MM berechneten Oberfla¨chenstro¨me
zusammen mit dem Vergleich der abgestrahlten Felder dargestellt.
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Abbildung 3-37: Anregung linkes Element: Numerisch berechnete Oberfla¨chenstro¨me und
Gegenu¨berstellung der berechneten abgestrahlten Felder bei f=10 GHz in den zwei Haupt-
schnittebenen.
Auch bei dieser Art der Anregung ist wieder eine gute U¨bereinstimmung der Feldverla¨ufe
im Winkelbereich −100◦ ≤ ϑ ≤ +100◦ zu beobachten. Außerhalb dieses Bereichs treten
a¨hnliche Abweichungen wie bei der Anregung des Mittelelements auf.
3.6 Numerisches Beispiel
Abschließend soll noch eine numerische Untersuchung einer zweidimensionalen Gruppen-
antenne vorgestellt werden. Die in Abb. 3-38 dargestellte Geometrie ist wieder an diejenige
der in Kapitel 2.5 beschriebenen kreiszylindrisch konformen Gruppenantenne angelehnt.
Ein Abschnitt dieser Antenne aus 3× 3 Aperturen wird hier betrachtet.
Der Einfluß der Gruppenumgebung auf das Diagramm des mittleren Elements soll hier
3.6. NUMERISCHES BEISPIEL 113
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
−10
0
x 10−3
y [m]
x [m]
z 
[m
]
Abbildung 3-38: Geometrie der untersuchten zweidimensionalen Gruppenantenne.
dargestellt werden. Dazu wird dessen eingebettetes Elementdiagrammmit dem Diagramm
des mittleren Elements der 3-elementigen Gruppe nach Abb. 3-35 verglichen. Die hier
betrachtete 9-elementige Gruppe entspricht na¨mlich der durch zwei Zeilen erweiterten
Anordnung aus Kapitel 3.5.2.3.
Die Diagramme in den beiden Hauptschnittebenen φ = 0◦ und φ = 90◦ werden verglichen.
Wie Abb. 3-39 zu entnehmen ist, hat die Erweiterung der Gruppe auf das Diagramm fu¨r
φ = 0◦ nahezu keinen Einfluß. In dieser Richtung ergeben sich in der Geometrie der
Gruppenantenne auch keine gravierenden A¨nderungen. In der Richtung φ = 90◦ bzw.
der y-Richtung wird bei der Erweiterung der 3-elementigen Gruppe auf die 9-elementige
Gruppe die Antennenfla¨che vergro¨ßert und es werden diverse Kanten eingefu¨hrt. Dies
spiegelt sich auch in dem Antennendiagramm fu¨r diese Richtung wieder. Aufgrund der
vergro¨ßerten Fla¨che wird die abgestrahlte Leistung etwas sta¨rker fokussiert und die gro¨ße-
re Anzahl von Kanten bewirkt eine leichte Welligkeit.
Im Verlauf der Berechnung des abgestrahlten Feldes einer Apertur werden zwangsla¨ufig
auch die Amplituden der einlaufenden Moden in allen Aperturen bestimmt. Daraus ergibt
sich eine Spalte einer Streumatrix, welche die Verkopplung aller Aperturen untereinander
beschreibt. Die restlichen Spalten der Streumatrix werden durch Anregung der verblei-
benden Aperturen berechnet. Auf diese Art und Weise wurde die in Abb. 3-40b grafisch
dargestellte Streumatrix fu¨r die hier betrachtete 9-elementige Gruppe aufgestellt. Da-
bei wurde die Symmetrie der Anordnung ausgenutzt. Es wurden lediglich die Aperturen
mit den Nummern 5, 6, 7 und 8 (vgl. Abb. 3-40a) angeregt. Die restlichen Koeffizienten
ergeben sich aus Symmetriebetrachtungen.
Der Struktur der Streumatrix kann entnommen werden, daß die Elementverkopplung in
x-Richtung deutlich sta¨rker ist, als die in y-Richtung (z.B. |S21| > |S41|). Dies entspricht
der Erwartung, wenn man in erster Na¨herung die einzelnen Aperturen wie entlang der
y-Richtung ausgerichtete magnetische Dipole betrachtet. Zwei magnetische Dipole ver-
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Abbildung 3-39: Anregung des zentralen Elements: Numerisch berechnete Oberfla¨chen-
stro¨me und Gegenu¨berstellung der berechneten abgestrahlten Felder der 9-elementigen
Gruppe bei f=10 GHz in den zwei Hauptschnittebenen mit denen der 3-elementigen Grup-
pe aus Abb. 3-35.
koppeln bei einer Ausrichtung senkrecht zu ihrer Verbindungslinie sta¨rker untereinander,
als bei einer Ausrichtung parallel dazu. Diese in der Streumatrix zu erkennende Ten-
denz la¨ßt sich auch den Ergebnissen in [63, 146, 147] entnehmen. Dort wurde jeweils
die Verkopplung von hohlleitergespeisten Rechteckaperturen in unendlich ausgedehnten
metallischen Ebenen untersucht.
3.7 Zusammenfassung des 3. Kapitels
Im Kapitel 3 wurde eine Modellierungsmethode fu¨r wellenleitergespeiste Aperturstrahler
in beliebig gekru¨mmten metallischen Oberfla¨chen behandelt. Es wurden Aperturen und
Wellenleiter mit rechteckigem Querschnitt betrachtet. Die entwickelte Theorie ist aber
auch auf andere Querschnittsformen u¨bertragbar.
Das Modellierungsverfahren kann als hybride
”
Boundary Element Method/Mode-Mat-
ching“ (BEM/MM) Methode bezeichnet werden. Der Einfluß der metallischen Ober-
fla¨chen wurde durch die BEM erfaßt. Die elektromagnetische Feldverteilung in den Aper-
turen wurde durch eine Reihenentwicklung mit Hohlleitermoden approximiert. Die Aper-
turfelder wurden dann anhand eines MM-Verfahrens mit den durch die BEM beschriebe-
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Abbildung 3-40: (a): Nummerierung der Aperturen. (b): Grafische Darstellung der Streu-
matrix.
nen Oberfla¨chenstro¨men auf dem Metall verkoppelt.
Die vorgestellte Methode kann sowohl zur Untersuchung von Antennenproblemen, als
auch zur Untersuchung von mono- und bistatischen Streuproblemen genutzt werden.
Die Lo¨sung numerisch kritischer Teilprobleme, die im Verlauf der Entwicklung einer auf
der beschriebenen Theorie aufbauenden Software auftreten, wurden ausfu¨hrlich behan-
delt. Zahlreiche Testfa¨lle zur Validierung der entstandenen Analysesoftware wurden vor-
gestellt.
116 KAPITEL 3. APERTURSTRAHLER IN GEKRU¨MMTEN PEC-OBERFLA¨CHEN
Kapitel 4
Zusammenfassung und Ausblick
4.1 Zusammenfassung
Die Idee der
”
konformen Gruppenantenne“ entstand in den Jahren um 1950. Die ersten
wissenschaftlich fundierten Arbeiten, welche sich mit Teilaspekten aus diesem Themenbe-
reich auseinandersetzten, wurden aber erst in dem darauffolgenden Jahrzehnt vero¨ffent-
licht. Die vorteilhaften Eigenschaften dieser Art von Antennen — insbesondere der große
Schwenkbereich (VLFV), die aerodynamisch neutrale Integration in Oberfla¨chen ohne
Verwendung eines sto¨renden Radoms, der geringe Raumbedarf, das geringe Gewicht, der
vorteilhafte RCS und die mechanische Strukturintegration (Smart Skin) — wurden da-
mit bereits sehr fru¨h erkannt. Dennoch nimmt die Anzahl der potentiellen Einsatzgebiete
weiterhin zu. Im Gegensatz dazu steht der erschwerte elektromagnetische Entwurf dieser
nicht ebenen Gruppenantennen, weshalb die Lo¨sung der damit verbundenen Probleme
nach wie vor Gegenstand zahlreicher Forschungsvorhaben ist.
Die vorliegende Arbeit stellt einen Beitrag zu zentralen kritischen Problembereichen dar,
die sich bei der Entwicklung von rechnergestu¨tzten Entwurfs- und Analyseverfahren fu¨r
relevante konforme Gruppenantennen ergeben. Vor dem Hintergrund der zurzeit zur
Verfu¨gung stehenden elektromagnetischen Modellierungsverfahren, wurden die konformen
Gruppenantennen bezu¨glich der Form ihrer Tra¨gerstruktur in zwei Klassen unterteilt. Als
Unterscheidungsmerkmal diente dabei die Verfu¨gbarkeit von analytischen modalen Lo¨sun-
gen des elektromagnetischen Randwertproblems, welches durch Teile der Tra¨gerstruktur
gegeben ist. Existiert eine solche analytische Lo¨sung, so ist es mo¨glich, diese im Rahmen
der Entwicklung eines Modellierungsverfahrens auszunutzen und somit ein numerisch
sehr effizientes teilanalytisches Verfahren zu entwerfen. Nachteilig bei diesem Vorgehen
ist allerdings, daß dabei ein Verfahren entsteht, welches ausschließlich auf eine spezielle
Geometrie anwendbar ist. Liegt keine modale Lo¨sung des Randwertproblems vor, so muß
eine allgemeine Methode herangezogen werden, die keine Annahmen bezu¨glich der Form
der Tra¨gerstruktur macht. Der große Vorteil eines solchen vollnumerischen Verfahrens
besteht darin, daß damit nahezu beliebig geformte Tra¨gerstrukturen behandelt werden
ko¨nnen. Diese Flexibilita¨t muß jedoch mit einem stark erho¨hten numerischen Aufwand
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erkauft werden.
Derzeitig besteht ein Mangel an kommerziell erha¨ltlicher Software, welche in der Lage
wa¨re konforme Gruppenantennen besonders effizient zu modellieren. Aus diesem Grunde
wurde in der vorliegenden Arbeit fu¨r beide der zuvor erwa¨hnten Klassen von konformen
Gruppenantennen jeweils ein Verfahren entwickelt. Beide Verfahren beschra¨nken sich auf
hohlleitergespeiste Aperturen, eingebettet in nicht ebene metallische Oberfla¨chen.
Nach einer Einfu¨hrung in die Thematik der elektromagnetischen Modellierung konfor-
mer Antennen im Kapitel 1 wird im Kapitel 2 ein teilanalytisches Verfahren beschrieben,
mit dem sich Sektorgruppen von hohlleitergespeisten Schlitzaperturen in metallischen
Kreiszylindern modellieren lassen. Konzentrische Schichten unterschiedlicher Materiali-
en ko¨nnen außerhalb des Metallzylinders und innerhalb der Wellenleiter beru¨cksichtigt
werden. Die Ausfu¨hrungen in diesem Kapitel besitzen folgende Schwerpunkte:
• die feldtheoretische Modellierung zur Analyse der Antennenstruktur sowie
• die Diagrammsynthese und das Verhalten der Antennenstruktur als Streuobjekt im
ebenen Wellenfeld
Die feldtheoretische Beschreibung der Antennenstruktur basiert auf einer modalen Ent-
wicklung der Felder innerhalb homogener Volumen in Reihen von Zylinderfunktionen.
Anhand einer Formulierung unter Verwendung von verallgemeinerten Streumatrizen, die
durch lokale Anwendung eines
”
Mode-Matching“ (MM) Verfahrens aufgestellt werden,
werden die Zusammenha¨nge zwischen den Moden außerhalb der gesamten Anordnung
und an den Einspeisepositionen innerhalb der Wellenleiter hergestellt. Das abgestrahlte
Fernfeld der Gruppenantenne ergibt sich aus den Moden im Außenraum.
Die im Zusammenhang mit dem Antennenentwurf im Hinblick auf die Anwendung der
Antenne wichtige Diagrammsynthese bei gerichteter Abstrahlung wird ebenfalls behan-
delt. Es wird ein invertives mathematisches Syntheseverfahren vorgestellt, welches auf
der Inversion von Teilen der modalen Streumatrizen basiert. Die Syntheseaufgabe wird
damit im Sinne des kleinsten mittleren quadratischen (LMS) Fehlers gelo¨st. Weiterhin
kann anhand einer zylindrischen Wellentransformation auch die Streuung ebener Wellen
an einer Antennenanordnung untersucht werden.
Im Vergleich zu anderen Arbeiten, die sich ebenfalls mit Aperturstrahlern, welche in me-
tallische Kreiszylinder eingebettet sind, bescha¨ftigen, weist die hier vorgestellte Arbeit
diverse Unterschiede und Erweiterungen auf. Es werden hier keine Rechteckaperturen
betrachtet, die auch von Rechteckhohlleitern gespeist werden, sondern keilwellenleiterge-
speiste, axial schlitzfo¨rmige Aperturen. Die Betrachtung dieser vereinfachten Geometrie
ist ausreichend, um realistische Untersuchungen der Auswirkungen der eindimensiona-
len Kru¨mmung durchfu¨hren zu ko¨nnen. Vorteilhaft an dieser Geometrie ist, daß sich
die mathematische Lo¨sung des Randwertproblems sehr effizient in ein Rechnerprogramm
umsetzen la¨ßt. Des weiteren ko¨nnen hier kreiszylindrische Sektorgruppen, wie sie fu¨r
viele Anwendungsfa¨lle relevant sind, betrachtet werden, wo mit den meisten anderen
Ansa¨tzen lediglich vollbelegte und gleichma¨ßig verteilte Gruppen auf Kreiszylindern be-
handelt werden ko¨nnen. Konzentrische Schichten homogener Materialien ko¨nnen inner-
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halb der Wellenleiter und außerhalb des Metallzylinders angeordnet werden. Dies kann zur
Untersuchung von dielektrisch beschwerten Aperturen und von konformen Radomanord-
nungen genutzt werden. Die Einsatzmo¨glichkeiten der entwickelten Software beschra¨nken
sich nicht nur auf das Abstrahlverhalten einer Antennenkonfiguration sondern es ko¨nnen
auch Anpassung, Elementverkopplung und Streueigenschaften (RCS bzw. SW) unter-
sucht werden. Eine Diagrammsynthese unter Beru¨cksichtigung sa¨mtlicher physikalischer
Effekte wie Einzelelementeigenschaften, Elementverkopplung, Streuung und Beugung ist
ebenfalls mo¨glich.
Im Gegensatz zu dem teilanalytischen Modellierungsverfahren, welches in Kapitel 2 be-
handelt wurde, wird in Kapitel 3 ein rein numerisches Verfahren zur Analyse von Gruppen
von hohlleitergespeisten Rechteckaperturen in beliebig gekru¨mmten metallischen Ober-
fla¨chen vorgestellt. Hier liegen die Schwerpunkte auf
• der feldtheoretischen Modellierung zur Analyse der Antennenstruktur sowie
• der Lo¨sung kritischer numerischer Probleme bei der Entwicklung einer Analysesoft-
ware und
• der problemangepaßten Diskretisierung der Oberfla¨che beliebiger dreidimensionaler
Objekte
Als Modellierungsmethode fu¨r die Antennenstruktur wird eine neuartige Kombination
zweier Verfahren vorgestellt. Es handelt sich dabei um ein hybrides
”
Boundary Element
Method/Mode-Matching“ (BEM/MM) Verfahren. Mit der BEM wird die Oberfla¨chen-
stromverteilung auf metallischen Ko¨rpern durch die numerische Lo¨sung einer magneti-
schen Feldintegralgleichung (MFIE) bestimmt. Dazu wird die Oberfla¨che des Ko¨rpers
mit einfachen Dreiecken diskretisiert und die Oberfla¨chenstromverteilung mit einer Kom-
bination von pulsfo¨rmigen, pyramidenfo¨rmigen und gemischten Entwicklungsfunktionen
approximiert. Die zuna¨chst unbekannten Amplituden dieser Entwicklungsfunktionen wer-
den durch die Lo¨sung eines Gleichungssystems, welches sich aus der Anwendung einer
Kollokationsmethode auf die MFIE ergibt, bestimmt. Allein mit der BEM lassen sich
schon Streuprobleme unter Beru¨cksichtigung komplexer metallischer Ko¨rper lo¨sen.
Hohlleitergespeiste Aperturen in den metallischen Ko¨rpern werden in die Formulierung
mit einbezogen, indem die BEMmit einem
”
Mode-Matching“ (MM) Verfahren kombiniert
und erweitert wird. Die Felder in den Aperturen werden dazu in Reihen von Hohlleiter-
moden entwickelt, deren Amplituden durch die Lo¨sung des mit dem MM-Verfahren er-
weiterten Gleichungssystems bestimmt werden. Das hybride BEM/MM-Verfahren eignet
sich zur Behandlung von Abstrahl-, Verkopplungs- und Streuproblemen.
Ein großer Teil des Kapitels 3 widmet sich den kritischen numerischen Problemen, die
bei der Aufstellung und der Lo¨sung des Gleichungssystems entstehen. Die Elemente der
Systemmatrix ergeben sich aus Kopplungsintegralen, deren Kerne in mehreren Fa¨llen
schwache oder starke Singularita¨ten enthalten. Eine vollsta¨ndige Zusammenstellung der
numerischen Verfahren zur Behandlung aller mo¨glichen kritischen Fa¨lle wird in dieser
Arbeit erstmalig angegeben. Die damit aufgestellten Gleichungssysteme ko¨nnen sehr groß
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werden, mu¨ssen aber trotzdem gelo¨st werden. Diverse numerische Lo¨sungsstrategien fu¨r
sehr große Gleichungssysteme werden beschrieben.
Es existieren diverse Unterschiede zwischen der hier im Kapitel 3 beschriebenen Arbeit in
Relation zu anderen Verfahren, welche in der Literatur zu finden sind. Zuna¨chst wurde die
Standardformulierung der auf einem Kollokationsverfahren aufbauenden BEM speziell fu¨r
stark gekru¨mmte Oberfla¨chen erweitert. Dazu wurde eine neuartige Approximation der
Oberfla¨chenstromverteilung entwickelt, welche pyramidenfo¨rmige und pulsfo¨rmige Ent-
wicklungsfunktionen abha¨ngig vom lokalen Kru¨mmungsradius verwendet. Ein neuer Typ
von Entwicklungsfunktionen — die gemischten Entwicklungsfunktionen — wurde zu die-
sem Zweck eingefu¨hrt. Mit der Kombination dieser drei Funktionentypen la¨ßt sich eine
bezu¨glich des Speicheraufwands effiziente Approximation einer Oberfla¨chenstromvertei-
lung erstellen, welche sogar auf nicht konsistenten Dreiecksgittern einsetzbar ist. Durch
die Verkopplung der BEM mit einem MM-Verfahren zur Behandlung von wellenleiterge-
speisten Aperturen in den metallischen Oberfla¨chen ko¨nnen beliebig geformte konforme
Gruppenantennen realistisch modelliert werden. Zudem macht dieser Ansatz eine Zerle-
gung eines — im numerischen Sinne — großen Problems (z.B. Aperturgruppe inklusive
Hohlleiterspeisenetzwerk) in mehrere Teilprobleme mo¨glich. Diese Teilprobleme ko¨nnen
separat gelo¨st und spa¨ter wieder u¨ber ihre Schnittstellen — die Aperturen — miteinan-
der verknu¨pft werden. Neuartig bei diesem hybriden BEM/MM-Ansatz ist die direkte
Verwendung der Hohlleitermoden als weiteren Typ von Entwicklungsfunktionen in der
BEM-Formulierung.
Mit den beiden hier speziell fu¨r konforme Gruppenantennen entwickelten Vollwellenver-
fahren stehen nun zwei sich gegenseitig erga¨nzende Softwarewerkzeuge zur Verfu¨gung, mit
denen realistische Untersuchungen solcher Antennen sowohl mit komplexer kreiszylindri-
scher, als auch mit beliebig gekru¨mmter Tra¨gergeometrie durchgefu¨hrt werden ko¨nnen.
4.2 Ausblick
Eine Entwicklung von rechnergestu¨tzten elektromagnetischen Modellierungsmethoden,
wie sie in dieser Arbeit vorgestellt wurde, kann eigentlich nie als wirklich abgeschlossen
betrachtet werden. Das Potential fu¨r Verbesserungen und Erweiterungen ist nahezu un-
endlich groß. Zum einen ko¨nnen die Modellierungsverfahren an sich verbessert oder die
numerische Effizienz der Rechnerprogramme erho¨ht werden, zum anderen gibt es unza¨hli-
ge Mo¨glichkeiten die Methoden fu¨r Spezialfa¨lle zu erweitern oder mit anderen Ansa¨tzen
zu verkoppeln — Stichwort
”
Hybridmethoden“.
Konkret geplant sind Arbeiten zur Verwendung der entwickelten MM-Software fu¨r kon-
forme Gruppenantennen auf Kreiszylindern als Kern einer Optimierungsroutine und zur
Erho¨hung der Genauigkeit der vorgestellten hybriden BEM/MM-Methode fu¨r Gruppen
auf beliebig gekru¨mmten Oberfla¨chen. Dazu soll die auf einer Kollokationsmethode basie-
rende BEM durch eine BIM ersetzt werden, die zur Lo¨sung der Randintegralgleichung ein
Galerkin Verfahren auf Basis sog.
”
Rao-Wilton-Glisson“ (RWG) Entwicklungsfunktionen
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[115] benutzt (Die Behandlung der kritischen singula¨ren Anteile in den Kopplungsinte-
gralen der BIM la¨ßt sich — durch einer Zerlegung der RWG-Funktionen in Anteile der
hier benutzten stu¨ckweise linearen Funktionen — auf die in Kapitel 3.3.2.1 vorgestellten
analytischen Lo¨sungsverfahren zuru¨ckfu¨hren.).
Vorstellbar wa¨re auch die Erweiterung auf elektromagnetisch große Strukturen durch den
Einsatz einer
”
Multi-Level Fast Multipole Method“ (MLFMM) und die Verkopplung mit
einer auf der physikalischen Optik (PO) beruhenden Methode.
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Anhang A
Kommerzielle Softwarepakete
Liste der zurzeit erha¨ltlichen kommerziellen Softwarepakete, die sich zur elektromagneti-
schen Analyse spezieller Antennen eignen (ohne Anspruch auf Vollsta¨ndigkeit):
Grundle-
gende
Methode
Produktbezeich-
nung
Hersteller
FDTD CELIA Virtual Science Limited, Hazlebury, Main Road,
Birdham, Chichester, West Sussex, PO20 7BY, UK
(http://www.virtual-science.co.uk)
FDTD CONCERTO Vector Fields, Inc., 1700 N. Farnsworth Ave., Au-
rora, IL 60505 (http://www.vectorfields.com)
FDTD EMPIRE IMST GmbH, Carl-Friedrich-Gauss-Str. 2, 47475
Kamp-Lintfort, Germany (http://www.imst.de)
FDTD EZ-FDTD bzw.
EZ-EMC
EMS-PLUS, PO Box 71884, Durham, NC 27722-
1884, USA (http://www.ems-plus.com)
FDTD FIDELITY Zeland Software, Inc., 48890 Milmont Drive
- Suite 105D, Fremont, CA 94538, USA
(http://www.zeland.com) oder
Bay Technology, 1711 Trout Gulch Road, Aptos,
CA 95003, USA (http://www.bay-technology.com)
FDTD JMAG-Studio The Japan Reserch Institute, Ltd., Engineering
Technology Division, 16, Ichiban-cho, Chiyoda-ku,
Tokyo 102-0082, Japan (http://www.jri.co.jp/pro-
eng/jmag/e/jmg)
FDTD SEMCAD Schmid & Partner Engineering AG, Zeug-
hausstrasse 43, 8004 Zurich, Switzerland
(http://www.semcad.com)
FDTD XFDTD Remcom Inc., 315 South Allen Street, Sui-
te 222, State College, PA 16801, USA
(http://www.xfdtd.com)
I
II ANHANG A. KOMMERZIELLE SOFTWAREPAKETE
Grundle-
gende
Methode
Produktbezeich-
nung
Hersteller
TLM MEFiSTo-3D Pro Faustus Scientific Corporation, 2187 Oak Bay Ave-
nue, Suite 213, Victoria, BC, V8R 1G1, CANADA
(http://www.faustcorp.com)
TLM Micro-Stripes Flomerics Ltd., Corporate Headquarters, 81 Bridge
Road, Hampton Court, Surrey KT8 9HH, UK
(http://www.micro-stripes.com)
FIM CST Microwave
Studio
CST - Computer Simulation Technology, Bad
Nauheimer Str. 19, 64289 Darmstadt, Germany
(http://www.cst.de)
FEM Ansoft HFSS Ansoft Corporate Headquarters, Four Station Squa-
re, Suite 200, Pittsburgh, PA 15219-1119, USA
(http://www.ansoft.com)
FEM FullWave Infolytica Corporation, 300 Le´o Pasiseau, Sui-
te 2222, Montre´al, Que´bec H2W 2P4, Canada
(http://www.infolytica.qc.ca)
FEM HFWorks 5115 Trans-Island Ave., Suite 239,
Montre´al, Que´bec, H3W 2Z9, Canada
(http://www.electromagneticworks.com)
FEM MAZE bzw.
AMAZE
Field Precision, PO Box 13595, Albuquerque, New
Mexico 87192, USA (http://www.fieldp.com)
FEM PAM-CEM ESI Group, 6, rue Hamelin, BP 2008-16, 75761 Paris
Cedex 16, FRANCE (http://www.esi-group.com)
FEM JMAG-Studio s.o.
BIM/PO/
UTD
FEKO EMSS, PO Box 1354, Stellenbosch, 7599, South Af-
rica
BIM/BEM ACCUFIELD2000 FUJITSU LIMITED, Simulation Development
Dept., 1-1-4 Kamikodanaka, Nakahara, Kawasaki,
211-8588 Japan (http://www.accufield.com)
BIM/BEM CONCEPT II Technische Universita¨t Hamburg-Harburg, Depart-
ment of Theoretical Electrical Engineering, Har-
burger Schlossstrasse 20, 21079 Hamburg, Germany
(http://www.tu-harburg.de/ tebr/)
BIM EMC2000 EADS Matra Systems & Information, Toulouse Ce-
dex, France (http://emc2000.matrasi-tls.fr)
BEM faraday Integrated Engineering Software, 220 - 1821 Wel-
lington Avenue, Winnipeg, Canada, R3H 0G4
(http://www.Integratedsoft.com)
III
Grundle-
gende
Methode
Produktbezeich-
nung
Hersteller
BIM/GF-
MoM
IE3D Zeland Software, Inc., 48890 Milmont Drive
- Suite 105D, Fremont, CA 94538, USA
(http://www.zeland.com) oder
Bay Technology, 1711 Trout Gulch Road, Aptos,
CA 95003 (http://www.bay-technology.com)
BIM/UTD/
FDFD
GEMACS Advanced Electromagnetics, 4516 Stockbridge Ave
NW, Albuquerque, New Mexico 87120, USA
(http://www.gemacs.com)
MoM/UTD SuperNEC Pointing Software (Pty) Ltd., PO Box
76579, Wendywood, 2144 South Africa
(http://www.supernec.com)
MM/FEM/
MoM/
FDTD
WASP-NET Microwave Innovation Group, Att.: Dr. Jill Arndt,
Fahrenheitstr. 1, 28359 Bremen (http://www.mig-
germany.com)
GF-MoM
kreiszylin-
drisch
Clementine (nicht
mehr erha¨ltlich)
Ansoft Corporate Headquarters, Four Station Squa-
re, Suite 200, Pittsburgh, PA 15219-1119, USA
(http://www.ansoft.com)
”
GF-
MoM“
planar
EM3DS MEM Research, via Mincio,5, 65010 Spoltore PE,
ITALY (http://www.memresearch.com)
GF-MoM
planar
EMPOWER/ML Eagleware Corporation, 635 Pinnacle Court Nor-
cross, GA 30071 USA (http://www.eagleware.com)
GF-MoM
planar
Ensemble Ansoft Corporate Headquarters, Four Station Squa-
re, Suite 200, Pittsburgh, PA 15219-1119, USA
(http://www.ansoft.com)
GF-MoM
planar
LINMIC+/N
(Modul:
SFPMIC)
AC Microwave GmbH, Kackertstr. 16-18, 52072 Aa-
chen, Germany (http://www.linmic.com)
GF-MoM
planar
Microwave Office Applied Wave Research, Inc., 1960 E. Grand Ave-
nue, Suite 430, El Segundo, CA 90245, USA
(http://www.mwoffice.com)
GF-MoM
planar
Momentum Agilent EEsof, Santa Rosa, CA, USA
(http://eesof.tm.agilent.com/index.html)
GF-MoM
planar
Sonnet em Suite Sonnet, 1020 Seventh North St., Suite 210, Liver-
pool, NY 13088, USA (http://www.sonnetusa.com)
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Anhang B
Lokale Streumatrizen fu¨r U¨berga¨nge
mit radial diskontinuierlicher
Berandung
Im Kapitel 2.2.3.2 werden die verallgemeinerten Streumatrizen STM
i,i+1
und STE
i,i+1
fu¨r dieje-
nige Grenzschicht in der zylindrischen Antennenanordnung aus Abb. 2-2 bestimmt, welche
die Oberfla¨che des Metallzylinders und die Aperturen der Wellenleiter entha¨lt. Die Mo-
den der Reihenentwicklungen der Felder auf beiden Seiten dieser Grenzschicht werden
entsprechend der hier nochmals angegebenen Gleichungen (2-46) und (2-47) miteinander
u¨ber die Streumatrizen verknpu¨ft.(
H
(−)
i
H
(+)
1,i+1
)
= STM
i,i+1
·
(
H
(+)
i
H
(−)
1,i+1
)
(B-1)
(
E
(−)
i
E
(+)
1,i+1
)
= STE
i,i+1
·
(
E
(+)
i
E
(−)
1,i+1
)
(B-2)
mit
STM
i,i+1
=
(
LTM
)−1 ·RTM (B-3)
STE
i,i+1
=
(
LTE
)−1 ·RTE (B-4)
Die Matrix LTM wurde bereits in Kapitel 2.2.3.2 angegeben. Die restlichen drei Matrizen
RTM, LTE und LTM werden hier aufgefu¨hrt:
RTM =
(
RTM
1,1
RTM
1,2
RTM
2,1
RTM
2,2
)
(B-5)
Die Untermatrizen RTM
1,1
und RTM
1,2
ergeben sich aus (2-44) und die Untermatrizen RTM
2,1
und
RTM
2,2
aus (2-42).
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RTM
1,1
= −diag
(
H
(2)
′
ν1,i·1(kiρc),
m˜
→. . ., H(2)
′
ν1,immax,i
(kiρc),
n
→. . .
H
(2)
′
νNApt,i·1
(kiρc),
m˜
→. . ., H(2)
′
νNApt,immax,i
(kiρc)
)
(B-6)
RTM
1,2
=


RTM1,2 (1, 1,mmin,i+1)
m
→. . . RTM1,2 (1, 1,mmax,i+1)
...↓m˜
...
RTM1,2 (1,mmax,i,mmin,i+1)
m
→. . . RTM1,2 (1,mmax,i,mmax,i+1)
RTM1,2 (2, 1,mmin,i+1)
m
→. . . RTM1,2 (2, 1,mmax,i+1)
...↓m˜
...
RTM1,2 (2,mmax,i,mmin,i+1)
m
→. . . RTM1,2 (2,mmax,i,mmax,i+1)
...↓n
...
RTM1,2 (NApt, 1,mmin,i+1)
m
→. . . RTM1,2 (NApt, 1,mmax,i+1)
...↓m˜
...
RTM1,2 (NApt,mmax,i,mmin,i+1)
m
→. . . RTM1,2 (NApt,mmax,i,mmax,i+1)


,
RTM1,2 (n, m˜,m) = j ·
[
j−m˜si
(
ϕa,n
2
(νn,im˜−m)
)
− jm˜si
(
ϕa,n
2
(νn,im˜+m)
)]
·
H(1)m
′
(ki+1ρc) · ejmϕc,n (B-7)
RTM
2,1
=


RTM2,1 (1, 1,mmin,i+1)
m˜
→. . . RTM2,1 (1, 1,mmax,i+1)
...↓m
...
RTM2,1 (1,mmax,i,mmin,i+1)
m˜
→. . . RTM2,1 (1,mmax,i,mmax,i+1)
RTM2,1 (2, 1,mmin,i+1)
m˜
→. . . RTM2,1 (2, 1,mmax,i+1)
...↓m
...
RTM2,1 (2,mmax,i,mmin,i+1)
m˜
→. . . RTM2,1 (2,mmax,i,mmax,i+1)
...↓n
...
RTM2,1 (NApt, 1,mmin,i+1)
m˜
→. . . RTM2,1 (NApt, 1,mmax,i+1)
...↓m
...
RTM2,1 (NApt,mmax,i,mmin,i+1)
m˜
→. . . RTM2,1 (NApt,mmax,i,mmax,i+1)


T
,
RTM2,1 (n,m, m˜) = −jηi
ϕa,n
2
·
[
j−msi
(
ϕa,n
2
(m˜+ νn,im)
)
− jmsi
(
ϕa,n
2
(m˜− νn,im)
)]
·
H(2)νn,im(kiρc) · e−jmϕc,n (B-8)
RTM
2,2
= 2pi · ηi+1 · diag
(
H(1)mmin,i+1(ki+1ρc),
m˜
→. . ., H(1)mmax,i+1(ki+1ρc)
)
(B-9)
Die Matrizen zur Berechnung von STE
i,i+1
werden aus den Gleichungen (2-43) und (2-45)
entwickelt.
LTE =
(
LTE
1,1
LTE
1,2
LTE
2,1
LTE
2,2
)
(B-10)
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RTE =
(
RTE
1,1
RTE
1,2
RTE
2,1
RTE
2,2
)
(B-11)
LTE
1,1
, LTE
1,2
, RTE
1,1
und RTE
1,2
werden anhand von (2-45) und LTE
2,1
, LTE
2,2
, RTE
2,1
und RTE
2,2
anhand
von (2-43) bestimmt.
LTE
1,1
= η−1i · diag
(
2 · H(1)0 (kiρc), H(1)ν1,i·1(kiρc),
m˜
→. . ., H(1)ν1,immax,i(kiρc),
n
→. . . (B-12)
2 · H(1)0 (kiρc), H(1)νNApt,i·1(kiρc),
m˜
→. . ., H(1)νNApt,immax,i
(kiρc)
)
LTE
1,2
=


LTE1,2(1, 0,mmin,i+1)
m
→. . . LTE1,2(1, 0,mmax,i+1)
...↓m˜
...
LTE1,2(1,mmax,i,mmin,i+1)
m
→. . . LTE1,2(1,mmax,i,mmax,i+1)
LTE1,2(2, 0,mmin,i+1)
m
→. . . LTE1,2(2, 0,mmax,i+1)
...↓m˜
...
LTE1,2(2,mmax,i,mmin,i+1)
m
→. . . LTE1,2(2,mmax,i,mmax,i+1)
...↓n
...
LTE1,2(NApt, 0,mmin,i+1)
m
→. . . LTE1,2(NApt, 0,mmax,i+1)
...↓m˜
...
LTE1,2(NApt,mmax,i,mmin,i+1)
m
→. . . LTE1,2(NApt,mmax,i,mmax,i+1)


,
LTE1,2(n, m˜,m) = −η−1i+1 ·
[
j−m˜si
(
ϕa,n
2
(νn,im˜−m)
)
+ jm˜si
(
ϕa,n
2
(νn,im˜+m)
)]
·
H(2)m (ki+1ρc) · ejmϕc,n (B-13)
LTE
2,1
=


LTE2,1(1, 0,mmin,i+1)
m˜
→. . . LTE2,1(1, 0,mmax,i+1)
...↓m
...
LTE2,1(1,mmax,i,mmin,i+1)
m˜
→. . . LTE2,1(1,mmax,i,mmax,i+1)
LTE2,1(2, 0,mmin,i+1)
m˜
→. . . LTE2,1(2, 0,mmax,i+1)
...↓m
...
LTE2,1(2,mmax,i,mmin,i+1)
m˜
→. . . LTE2,1(2,mmax,i,mmax,i+1)
...↓n
...
LTE2,1(NApt, 0,mmin,i+1)
m˜
→. . . LTE2,1(NApt, 0,mmax,i+1)
...↓m
...
LTE2,1(NApt,mmax,i,mmin,i+1)
m˜
→. . . LTE2,1(NApt,mmax,i,mmax,i+1)


T
,
LTE2,1(n,m, m˜) =
ϕa,n
2
·
[
j−msi
(
ϕa,n
2
(m˜+ νn,im)
)
+ jmsi
(
ϕa,n
2
(m˜− νn,im)
)]
·
H(1)
′
νn,im
(kiρc) · e−jmϕc,n (B-14)
LTE
2,2
= −2pi · diag
(
H(2)
′
mmin,i+1
(ki+1ρc),
m˜
→. . ., H(2)
′
mmax,i+1
(ki+1ρc)
)
(B-15)
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RTE
1,1
= −η−1i · diag
(
2 · H(2)0 (kiρc), H(2)ν1,i·1(kiρc),
m˜
→. . ., H(2)ν1,immax,i(kiρc),
n
→. . . (B-16)
2 · H(2)0 (kiρc), H(2)νNApt,i·1(kiρc),
m˜
→. . ., H(2)νNApt,immax,i
(kiρc)
)
RTE
1,2
=


RTE1,2(1, 0,mmin,i+1)
m
→. . . RTE1,2(1, 0,mmax,i+1)
...↓m˜
...
RTE1,2(1,mmax,i,mmin,i+1)
m
→. . . RTE1,2(1,mmax,i,mmax,i+1)
RTE1,2(2, 0,mmin,i+1)
m
→. . . RTE1,2(2, 0,mmax,i+1)
...↓m˜
...
RTE1,2(2,mmax,i,mmin,i+1)
m
→. . . RTE1,2(2,mmax,i,mmax,i+1)
...↓n
...
RTE1,2(NApt, 0,mmin,i+1)
m
→. . . RTE1,2(NApt, 0,mmax,i+1)
...↓m˜
...
RTE1,2(NApt,mmax,i,mmin,i+1)
m
→. . . RTE1,2(NApt,mmax,i,mmax,i+1)


,
RTE1,2(n, m˜,m) = η
−1
i+1 ·
[
j−m˜si
(
ϕa,n
2
(νn,im˜−m)
)
+ jm˜si
(
ϕa,n
2
(νn,im˜+m)
)]
·
H(1)m (ki+1ρc) · ejmϕc,n (B-17)
RTE
2,1
=


RTE2,1(1, 0,mmin,i+1)
m˜
→. . . RTE2,1(1, 0,mmax,i+1)
...↓m
...
RTE2,1(1,mmax,i,mmin,i+1)
m˜
→. . . RTE2,1(1,mmax,i,mmax,i+1)
RTE2,1(2, 0,mmin,i+1)
m˜
→. . . RTE2,1(2, 0,mmax,i+1)
...↓m
...
RTE2,1(2,mmax,i,mmin,i+1)
m˜
→. . . RTE2,1(2,mmax,i,mmax,i+1)
...↓n
...
RTE2,1(NApt, 0,mmin,i+1)
m˜
→. . . RTE2,1(NApt, 0,mmax,i+1)
...↓m
...
RTE2,1(NApt,mmax,i,mmin,i+1)
m˜
→. . . RTE2,1(NApt,mmax,i,mmax,i+1)


T
,
RTE2,1(n,m, m˜) = −
ϕa,n
2
·
[
j−msi
(
ϕa,n
2
(m˜+ νn,im)
)
+ jmsi
(
ϕa,n
2
(m˜− νn,im)
)]
·
H(2)
′
νn,im
(kiρc) · e−jmϕc,n (B-18)
RTE
2,2
= 2pi · diag
(
H(1)
′
mmin,i+1
(ki+1ρc),
m˜
→. . ., H(1)
′
mmax,i+1
(ki+1ρc)
)
(B-19)
Anhang C
Mathematische Formeln
C.1 Vektoridentita¨ten
∇ · (ab) = a∇ · b+ b · ∇a (C-1)
∇× (ab) = a∇× b− b×∇a (C-2)
∇ · (a× b) = b · (∇× a)− a · (∇× b) (C-3)
∇× (∇× a) = ∇(∇ · a)−∆a (C-4)
C.2 Integralsa¨tze
Gauß’scher Satz bzw. Divergenzsatz
∫∫∫
V
∇ · F dV = ©
∫∫
δV
nˆ · F d δV (C-5)
Vektorieller zweiter Greenscher Satz bzw. zweiter Strattonscher Satz
∫∫∫
V
F 1 · ∇ ×∇× F 2 − F 2 · ∇ ×∇× F 1 dV
= ©
∫∫
δV
nˆ · (F 2 ×∇× F 1 − F 1 ×∇× F 2) d δV (C-6)
nˆ ist der nach außen gerichtete normale Einheitsvektor der geschlossenen Oberfla¨che δV
des Volumens V .
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Anhang D
Transformationsmatrizen
Im Kapitel 3.2.1.4 werden diverse Entwicklungsfunktionen fu¨r das tangentiale Magnet-
feld auf einer, mit einem Dreiecksgitter approximierten, Oberfla¨che definiert. In diesem
Zusammenhang wird eine Transformation eines Vektors, der in einem lokalen Koordi-
natensystem (tˆ
κ
, τˆκ, nˆκ) auf einem Knoten eines Dreiecks definiert ist, in das auf der
Dreiecksfla¨che definierte Koordinatensystem (tˆ
∆
, τˆ∆, nˆ∆), beno¨tigt. Zur Bestimmung ei-
ner entsprechenden Transformationsmatrix, mit welcher der zu transformierende Vektor
zu multiplizieren ist, wurden zwei Methoden entwickelt. Diese sollen hier vorgestellt wer-
den.
D.1 Rotationsverfahren
Das Rotationsverfahren beruht auf einer Drehung eines Vektors, der in einer Ebene mit
dem Normalenvektor nˆκ liegt, in eine andere Ebene mit dem Normalenvektor nˆ∆, wie in
Abb. D-1 dargestellt.
Dn 
kn 
D- m 
km 
r 
Abbildung D-1: Vektoren zur Definition der Transformationsmatrix anhand einer Rota-
tion.
Dazu wird zuna¨chst eine Rotationsachse rˆ bestimmt, die in beiden Ebenen liegt. Dann
wird in jeder Ebene ein weiterer Vektor mˆκ bzw. mˆ∆ berechnet, der senkrecht zur Ro-
tationsachse ist. Ein beliebiger Vektor in der Ebene mit dem Normalenvektor nˆκ wird
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bezu¨glich des lokalen Koordinatensystems (rˆ, mˆκ, nˆκ) in seine Komponenten zerlegt. Der
gedrehte Vektor ergibt sich aus diesen Komponenten multipliziert mit den Richtungen (rˆ,
mˆ∆, nˆ∆). Diese Operationen lassen sich zu einer Transformationsmatrix T zusammenfas-
sen, mit der ein zu drehender Vektor nur multipliziert werden muß.
T (nˆκ, nˆ∆) =
(
rˆ, mˆ∆, nˆ∆
)
· (rˆ, mˆκ, nˆκ)T (D-1)
mit
rˆ =
nˆκ × nˆ∆
|nˆκ × nˆ∆|
mˆκ = nˆκ × rˆ
mˆ∆ = nˆ∆ × rˆ
D.2 Projektionsverfahren
Das zweite Verfahren projiziert einen Vektor, der in einer Ebene mit dem Normalenvektor
nˆκ liegt, in eine Ebene mit dem Normalenvektor nˆ∆. Das Verfahren soll anhand von
Abb. D-2 erkla¨rt werden. Ein an einem Knoten tangentialer Einheitsvektor xˆκtg spannt
mit dem dortigen Normalenvektor eine Ebene ²κ auf. Diese Ebene bildet mit der Ebene
²∆ eines anliegenden Dreiecks eine Schnittgerade mit dem Richtungsvektor xˆ∆tg, welcher
dem auf das Dreieck projizierten Tangentialvektor xˆκtg entspricht.
²κ : xκ = n · nˆκ + t · xˆκtg | · nˆ∆
xκ · nˆ∆ = n ·
(
nˆκ · nˆ∆
)
+ t ·
(
xˆκtg · nˆ∆
)
!
= 0
⇒ xˆ∆tg =
(nˆκ · nˆ∆) · xˆκtg − (xˆκtg · nˆ∆) · nˆκ√
(nˆκ · nˆ∆)2 + (xˆκtg · nˆ∆)2
(D-2)
kn -
D- n 
k
t gx 
kn -
k
t gx 
D
t gx 
ke
Abbildung D-2: Zur Erkla¨rung des Projektionsverfahrens zur Bestimmung der Transfor-
mationsmatrix.
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Der Vektor xˆκtg kann in die Komponenten xˆ
κ
tg · rˆ und xˆκtg · mˆκ zerlegt werden. rˆ und mˆκ
sind wieder wie in (D-1) definiert. Anhand dieser Zerlegung und anhand von Gleichung
(D-2) la¨ßt sich wieder eine Transformationsmatrix definieren:
T (nˆκ, nˆ∆, xˆκtg) =
1√
(nˆκ · nˆ∆)2 +
(
(xˆκtg · mˆκ) · (mˆκ · nˆ∆)
)2 ·
(
(nˆκ · nˆ∆) · rˆ, (nˆκ · nˆ∆) · mˆκ,−(mˆκ · nˆ∆) · nˆκ
)
·
(rˆ, mˆκ, mˆκ)T (D-3)
mit
rˆ =
nˆκ × nˆ∆
|nˆκ × nˆ∆|
mˆκ = nˆκ × rˆ
Der Nachteil dieser Transformationsmatrix ist, daß sie nicht nur von den beiden Nor-
malenvektoren abha¨ngt, sondern auch noch von dem Vektor, der von der einen in die
andere Ebene projiziert werden soll. Die physikalische Repra¨sentation des Stromes, der
u¨ber eine gekru¨mmte Oberfla¨che fließt, ist bei der Projektionsmethode allerdings besser
als bei Rotationsmethode. Daher wird sie in dieser Arbeit bei numerischen Berechnungen
hauptsa¨chlich angewandt.
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