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A subgraph H of a graph G is isometric if the distance between any pair of ver- 
tices in H is the same as that in G. A graph is bridged if it contains no isometric 
cycles of length greater than three (roughly, each cycle of length greater than three 
has a shortcut). It is proved that every nontrivial bridged graph has a pair of 
adjacent vertices U, u, with u adjacent to everything to which u is adjacent. (This 
resu!t was conjectured by P. Hell, and independently raised as a question, though in 
a different form, by R. E. Jamison.) From this, it follows that every bridged graph G 
has a vertex u such that G-U is an isometric subgraph, and hence also bridged. 
The latter is a result of Farber. It is also proved that a connected graph is bridged if 
and only if every isometric subgraph is a cop-win graph, as defined by Nowakowski 
and Winkler. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
All graphs in this paper are assumed to be finite. A subgraph H of a 
graph G is isometric if the distance between any pair of vertices in H is the 
same as that in G. A graph is bridged if it contains no isometric cycles of 
length greater than three (roughly, each cycle of length greater than three 
has a shortcut). Clearly, any isometric subgraph must be induced. Thus, 
the bridged graphs generalize the chordal graphs, i.e., the graphs which 
contain no induced cycles of length greater than three. Investigations into 
abstract notions of convexity in graphs led to the study of bridged graphs 
[24, 6, lo]. Some results of those investigations will be used in this paper. 
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Bridged graphs have many nice structural properties. For example, they 
have a characteristic elimination scheme [2]; cf. Corollary 2.4, Section 2. 
The class of cop-win graphs was introduced by Nowakowski and 
Winkler [S], who considered a game of a cop and a robber played on the 
vertices of a graph. The cop begins the game by selecting a vertex to 
occupy, and then the robber does likewise. They then move alternately, 
with the rule being that a player at vertex v can either remain at v or move 
to any vertex adjacent to v. The cop wins when the cop and robber occupy 
the same vertex. A graph is cop-win if the cop has a winning strategy. One 
might suspect that connected bridged graphs are cop-win, since, intuitively 
speaking, the existence of shortcuts across cycles should prevent the robber 
from running rings around the cop. We will show, among other results, 
that a connected graph is bridged if and only if every isometric subgraph is 
cop-win. 
2. THE RESULTS 
Given a graph G and a subset K of the vertices, we let M[K] denote the 
closed neighborhood of K, i.e., the set of vertices which are equal or adjacent 
to some vertex in K. The main result of the paper can now be stated. 
THEOREM 2.1. Every nontrivial component of a bridged graph contains a 
pair of vertices u, v with N[u] & N[v]. 
We postpone the proof until Section 3. We note that this result was con- 
jectured by P. Hell [S], and that R. E. Jamison [7] independently raised it 
as a question, though in a different form. 
For a subset K of vertices, let G-K denote the graph obtained from G 
by deleting the vertices in K. 
COROLLARY 2.2. Let G be a bridged graph. Then there is a vertex u such 
that G - u is an isometric subgraph of G. 
ProoJ: The result is trivial if G consists of isolated vertices. Otherwise 
apply Theorem 2.1 to get a pair of vertices satisfying N[u] & N[v]. Then in 
any shortest path P of G which uses u, but does not terminate in u, we can 
replace u by v. Thus, G - u is an isometric subgraph of G. 1 
COROLLARY 2.3 (Farber [2]). Let G be a bridged graph. Then there is a 
vertex u such that G-u is bridged. 
Proof: Let u be any vertex as described in Corollary 2.2. We then note 
that C is an isometric cycle of G - u only if C is an isometric cycle of G. 1 
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From Theorem 2.1 and [2, Theorem 41, we can deduce another 
interesting result. First we mention some definitions and notation. A vertex 
u of a graph G is universal if u is adjacent to every other vertex of G. The 
diameter of G is the maximum distance between two vertices of G. For a 
given linear ordering, vr, v? ,..., v,, of the vertices of G, we let Gi denote the 
subgraph induced by (v,, vi+ r,..., v,l, and let Ni[vi] denote N[v,] n 
(Vi, vi, l,..‘, v,}. 
Note that if H is an induced subgraph of a graph G and H has diameter 
2, then H is an isometric subgraph of G. Consequently, bridged graphs 
have no induced cycles of length 4 or 5. 
COROLLARY 2.4. Let G be a graph with no induced cycles of length 4 or 5. 
Then the following are equivalent: 
(i) G is bridged. 
(ii) The vertices of G can be linearly ordered, v, , v~,..., v,, so that 
N,, 1 [vi] induces a connected graph, for each i < n. 
(iii) The vertices of G can be linearly ordered, vl, vz,..., v,, so that 
N,, , [vi] induces a graph of diameter at most 2, for each i < n. 
(iv) The vertices of G can be linearly ordered, vl, vz,..., v,, so that 
Ni, 1 [vi] induces either a graph with a universal vertex or the null graph, for 
each i < n. 
(v) The vertices of G can be linearly ordered, vl, v~,..., v,, so that 
Gi+ 1 is an isometric subgraph of Gi, for each i < n. 
Proof The equivalence of (i) and (ii) is established in Theorem 4 of 
[2]. The implications (iv) implies (iii), (iii) implies (ii), and (iii) implies (v) 
are trivial. 
Let G be a connected bridged graph. The proof of Corollary 2.3 ensures 
that if N[u] c N[v], then G-U is bridged. By repeatedly applying 
Theorem 2.1, we deduce that (i) implies (iv). 
To complete the proof, it suffices to show that (v) implies (ii). Suppose 
G,, , is an isometric subgraph of Gi, but Ni+ I [vi] does not induce a con- 
nected subgraph. Choose two vertices, say x and y, lying in different com- 
ponents of that subgraph. Since G,+, is isometric, there is some u in Gi+ r 
adjacent to both x and y. Since u $ Nj+ 1 [vi], it follows that v,xuyv, is an 
induced 4-cycle, contradicting the hypothesis. 1 
R. E. Jamison [7] independently proved that condition (iv) implies con- 
dition (i). 
We note that if the hypothesis that G has no induced cycles of length 4 
or 5 is dropped, then no two of the conditions of this corollary are 
equivalent. We also note that, for a bridged graph G, the orderings given in 
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conditions (iii) and (v) are identical, but there can be orderings satisfying 
condition (ii) which do not satisfy condition (iii), and orderings satisfying 
condition (iii) which do not satisfy condition (iv). For example, if 
P = u1 u2 . . v,, n 3 4, is a path of length n - 1, and G is formed by adding a 
universal vertex vO, then the ordering vO, vl,..., v, satisfies condition (ii) but 
not condition (iii). By a similar argument, if G is a bridged graph of 
diameter 2 with no universal vertex, then the graph G + uO, where vO is 
universal, has an ordering satisfying condition (iii) but not condition (iv). 
Figure 1 is an example of such a graph G. 
We now turn our attention to cop-win graphs. Nowakowski and 
Winkler [8] gave a complete characterization of these graphs, including 
infinite cop-win graphs. When restricted to finite graphs, that result can be 
stated as 
THEOREM 2.5 (Nowakowski and Winkler [S]). A graph G is cop-win if 
and only if the vertices of G can be linearly ordered, vl, v~,..., v,, so that, for 
each i<n, there is a j> i such that N,[vj] E Ni[vi]. 
Since bridged graphs have no induced cycles of length 4 or 5, the follow- 
ing relationship between bridged graphs and cop-win graphs is an 
immediate consequence of Theorem 2.5 and Corollary 2.4, parts (i) and 
(iv). 
COROLLARY 2.6. A connected graph G is bridged if and only if G is 
cop-win and has no induced cycles of length 4 or 5. 
Since isometric subgraphs of bridged graphs are bridged, this corollary 
can be restated as follows. 
COROLLARY 2.7. A connected graph G is bridged if and only if every 
isometric subgraph of G (including G itself) is cop-win. 
FIGURE 1 
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An analogous result holds for chordal graphs. Recall that induced sub- 
graphs of chordal graphs are chordal and that every chordal graph has a 
vertex v for which N[v] induces a complete graph (u is called simplicial). 
COROLLARY 2.8. A connected graph G is chordal if and only if every 
induced subgrnph of G is cop-win. 
It is interesting to compare Corollaries 2.6 and 2.7 with a recent result of 
Bandelt [ 11. Let us for the moment call a graph bridged bipartite if it is a 
bipartite graph which contains no isometric cycles of length greater than 
four. A graph is modular if, for any three vertices, X, y, z, there exists a 
vertex w which lies on a shortest path between any two of x, y and Z. 
THEOREM 2.9 (Bandelt [ 11). Let G be a connected graph. Then the 
following conditions are equivalent: 
(i) G is bridged bipartite. 
(ii) G is modular and has no included cycles of length 6. 
(iii) Every isometric subgraph of G is modular. 
3. THE PROOF OF THE MAIN THEOREM 
We now tackle the proof of Theorem 2.1 using a variety of lemmas 
previously proved for bridged graphs. For brevity, we say that a cycle is 
bridgeless if it is an isometric cycle of length greater than three. (In the con- 
text of bridged graphs, a bridge of a cycle C is a shortest path in the 
underlying graph joining two vertices of C which is shorter than both paths 
in C between those vertices.) For a graph G, we call a subset K of the ver- 
tices geodesically convex (g-convex) if K contains all vertices on shortest 
paths of G joining pairs of vertices of K. The following result provides a 
convexity characterization of bridged graphs. 
THEOREM 3.1 (Farber and Jamison [4], Soltan and Chepoi [9]). A graph 
G is bridged if and only if, for every g-convex set K, the set N[K] is 
g-convex. 
LEMMA 3.2 (Farber [Z] ). Let K be a g-convex set in a bridged graph G 
and let S be a subset of N[K]\K inducing a complete graph. Then there 
exists a p E K with S c N[p]. 
LEMMA 3.3 (Farber [2]). Let C= y,y, ... y,y, be a minimum length 
bridgeless cycle of a graph G. Assume C is of length at least 6. Then for 
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each x E N[ yi- 1] n N[ yi+ 1] (subscripts module k + 1 ), the cycle 
C,=YoYl...Yi-1XYi+1 . . y,y, is a bridgeless cycle of G. 
LEMMA 3.4 (Farber [2]). Zf G is a bridged graph but G - ZI is not bridged, 
then G - v contains a minimum length bridgeless cycle in N[v]. 
It is interesting how important geodesic convexity is in our proof of 
Theorem 2.1. To prove Theorem 2.1 we prove the following stronger result. 
THEOREM 3.5. Let G = (V, E) be a connected bridged graph and let K be 
a proper g-convex subset of V satisfying N[K] = V. Then there is a vertex 
v E K and a vertex u $ K such that N[u] s N[v]. 
Before proving this, we use it to establish Theorem 2.1. 
Proof of Theorem 2.1. In a nontrivial connected bridged graph 
G = (V, E), it is easy to find a g-convex set K satisfying N[K] = V and 
K # V by recursively applying Theorem 3.1 to a g-convex set consisting of a 
single vertex. Thus, the existence of u and v follows from Theorem 3.5. 1 
For Xc V, let G[X] denote the subgraph of G induced by X. 
Proof of Theorem 3.5. We prove this by induction on 1 VI. The case 
1 VI 6 2 is trivial. Suppose the result holds for all bridged graphs with fewer 
than 1 VI vertices. Let K satisfy the hypothesis. Then G[K] is bridged. If K 
is not a singleton, then the induction hypothesis, together with 
Theorem 3.1, implies there exists a pair s, r E K such that N[s] n KE 
N[r] n K. Thus K\s is g-convex in G - s, since distances between vertices of 
k”\s are unchanged by the deletion of s. Moreover, G[K\s] is bridged, 
since it is isometric (but G-s need not be bridged). We consider three 
cases. 
Case 1. IKl = 1. Trivial, since for K= {v}, N[v] = V. 
Case 2. IKI # 1, N[K‘\s] # V. Let x E I/\N[K\s]. Then x #s, since G 
connected and K g-convex implies G[K] is connected. We will show that 
N[x] s N[s]. Assume WE N[x]\N[s]. Then w$ K since x+! N[K‘\s]. 
Hence (w, x) being an edge joining vertices of N[K]\K forces there to exist 
a PE K such that w, XE N[p], by Lemma 3.2. Thus either p =s (and so 
w E N[s]) or p #s (and so x E N[fls]). Both yield contradictions, proving 
N[x] c N[s]. 
Case 3. 1 KI # 1, N[K\s] = V. If we assume G - s is bridged, the result is 
proven as follows. Let N’[X] denote the closed neighborhood of X in 
G-s. By induction, there exists a vertex v EK\S and a vertex u$ K such 
that N’[u] E N’[v]. Thus either N[u] E N[v], as desired, or (s, U) E E, but 
(s, v) 4 E. The latter possibility implies sun is a shortest path in G with 
s, v E K and u # K, and thus contradicts the g-convexity of 1% 
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Thus we need only show that G-s is bridged. Assume that G-s is not 
bridged. Then G--s has a minimum length bridgeless cycle in iV[s], by 
Lemma 3.4. Choose one of these, say C = vOvl v2 . . . vkvO, which maximizes 
the intersection with K. Since G is bridged, C is of length at least 6. Since 
GCK\sl is bridged, C&K. Observe that Cn Kc N[r], since 
Cn KG N[s]. Also, N[C\K] n KEN[s], since C\KsN[s] and K is g- 
convex. Thus N[C\K] n Kc N[r]. 
Now suppose C n K # a. Since Cg K, we may assume that u1 E K and 
vz $ K. If v3 E K, then the g-convexity of K would force (ul, v3) E E, con- 
tradicting the assumption that C is bridgeless. By our choice of C and 
Lemma 3.3, we deduce N[ul] n N[v3] n (F&Y) = @. By assumption, there 
exists a u~N[v~] n (J&Y). Consequently, vI fr fu, and (v,, v,), (r, v,), 
and (u, vl) are not edges. On the other hand, rv1v2v3ur is a 5-cycle. Since G 
has no induced cycles of length 4 or 5, we deduce that (u, uz) is an edge, 
and hence vlv~u is a shortest path in G with vl, u E K and v2 # K, con- 
tradicting the g-convexity of K. 
We need only consider C n K= @ to finish the proof. Observe that 
N[vi] n N[u,] n (K\s) = @ for v, and vi at distance greater than 2 in C, 
since C is isometric in G -s. Thus N[vi] n N[v,] n (K\s) = @ for ui and v, 
at distance at least 2 in C, by Lemma 3.3 and our choice of C. We deduce 
that there are four consecutive vertices, say ul, v2, v3, v4, of C which are 
not adjacent to r. We claim that N[vl] n N[vz] n (&Js) # a. Indeed, let 
u,~N[u~] n (K/s) for i= 1, 2. If u1 #u,, then rulv,vzuzr is a 5-cycle. Since 
(r, vl) and (r, u2) are not edges, yet G has no induced cycles of length 4 or 
5, we deduce that either (u,, v2) or (u2, vl) is an edge. By symmetry, 
Nhl n Nv41 n (qs) Z lzr. Let 2.4 E NvJ n N&l n WV) and 
U’ E iV[u3] n N[v4] n (K\s). Then either u = U’ or ruv2v3u’r is a 5-cycle. As 
above, we conclude that either (u, vg) or (u’, v2) is an edge. In any case, we 
find a pair vi, vj of distance at least 2 from each other in C with 
N[ui] n N[vj] n (x\s) # @, which is a contradiction. 1 
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