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The timetabling problems are well known complicated constraint satisfaction problems. A new 
real-world course timetabling problem is described in this study. The difficulty in approximating to 
an optimal solution in a reasonable time increases for the large problem instances regardless of the 
algorithm used. An incremental strategy that aims to relieve this difficulty to some extent com-
bined with a memetic algorithm (MA) is investigated for solving the new timetabling problem. 
The incremental MA is a multistage approach that enlarges the size of the candidate solutions by 
adding a selected subset of unscheduled course meetings at a stage.  Then a solution for all the 
course meetings at hand is searched. The initial results show that the incremental MA is promising.  
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1.  Introduction 
The high-school graduates in Turkey enter a country-wide Student Selection Examination (OSS), 
in order to get admitted to a higher education program at a university. The Student Selection and 
Placement Center (OSYM) has been providing a centralized system for a fair access and place-
ment of students to higher education programs, since 1974. Currently, OSYM administers OSS 
and the students are placed into the higher education programs according to their OSS score and 
set of choices. OSS is arranged every year. Less than 40% of the applicants can continue their edu-
cation in an undergraduate degree program. This situation causes a high-level competition among 
students. For this reason, there are many private OSS preparation schools in Turkey established as 
a support mechanism for the candidates. Such schools opening more branches started to deal with 
the difficult problem of scheduling the course meetings properly subject to a set of constraints. 
In this paper, a new course timetabling problem is introduced; University Exam (OSS) Prepa-
ration School Timetabling Problem (PSTP). The timetabling problems are NP complete [9] real-
world problems. A comprehensive survey on timetabling can be found in [5] particularly discuss-
ing the MAs. Course timetabling problems (CTPs) are a subset of timetabling problems that re-
quire an optimal arrangement of resources for the employees (e.g., teachers), employers (e.g., 
school administration) and students at an educational institution subject to a set of constraints. 
There are two types of constraints in timetabling: hard, and soft. Hard constraint violations repre-
sent highly undesirable situations, while soft constraints are less essential preferences. The con-
straints can be categorized further for the practical timetabling. Ozcan provides the detailed de-
scriptions of these categories in [18]. The university and high-school course timetabling problems 
are the subsets of CTPs that are commonly dealt with by numerous researchers. There is a variety 
of approaches used for solving such problems having different types of constraints. In general, the 
high-school course timetabling differs from the university course timetabling. Besides the set of 
constraints, the timetable for a student at a high-school has less empty time-slots as compared to a 
student at a university. PSTPs form another subset of course timetabling problems that are similar 
to the high-school timetabling problems.  
Initially, Alkan realized PSTP while studying the university course timetabling (UCT). The 
idea of using violation directed mutation operators for timetabling is tested by Ross et. al. ([23], 
[24]). Alkan and Ozcan introduced a violation directed hierarchical hill climbing method (VDHC) 
in [3] for solving the UCT problem. Ozcan extended the study and suggested a heuristic template 
for designing a set of operators in [19]. A set of genetic operators and self-adjusting hill-climbers based on this template have been already experimented within the Memetic Algorithm (MAs) for 
solving different timetabling problems in [17], [18] and [20]. The VDHC methods within the MAs 
that managed multiple constraint based hill climbers turned out to be successful in timetabling. In 
this study, an incremental MA is proposed for solving PSTPs. The performance of the incremental 
MA is compared to the conventional one both using the VDHC on real PSTP instances, each re-
quiring a large set of course meetings to be scheduled.  
2.  Preliminaries 
2.1.  Related Work on High-school Course Timetabling Problem 
Abramson [1] uses simulated annealing for course timetabling and proposes a simple parallel algo-
rithm. Colorni et. al. [7] compares various meta-heuristics based on GA, SA and TS using an Ital-
ian high-school data. Their results indicate that GAs combined with local search is promising. 
Herz  [13] utilizes tabu search for obtaining course schedules.  Erben et al. [8] generate a weekly 
timetable for a heavily constraint problem instance using Genetic Algorithms with intelligent op-
erators and binary encoding as a representation. Schaerf [25] tests tabu search for high-school 
course timetabling on different school data using a tool with an interactive interface. Paechter et al. 
[22] extend the evolutionary approach for solving Napier University timetabling problem. The tool 
that is developed allows users to visualize violated objectives and modify the objectives during a 
run. Abramson et al. [2] compare different cooling schedules used in simulated annealing for 
course timetabling. Filho et al. [11] consider a timetabling problem as a clustering problem and 
applies a modified version of GA, named as constructive genetic algorithm for solving timetabling 
problems of public schools in Brazil. 
2.2.  University Exam Preparation School Timetabling Problem (PSTP) 
OSS is a single stage exam having two parts, in which two aptitudes of the entering candidates are 
assessed: verbal and quantitative. Computing the score of a candidate’s exam requires some trans-
formations of the raw result by taking into account the grade-point average of the student at 
school, the difficulty level of each question that is determined statistically, etc. After the transfor-
mations are applied, three different composite score types can be computed: verbal, quantitative 
and equally weighted OSS scores. One of these scores is used in the selection of those candidates 
who will be considered for the placement to the undergraduate programs. Each department at a 
Turkish university admits students according to a specific OSS score type. For example, a com-
puter engineering department accepts students based on their quantitative OSS scores. Hence, the 
students aim to maximize one of those OSS score types to get admitted to a department according 
to their wish at a university by correctly answering the relevant questions. The private preparation 
schools (PPSs) acts as a support mechanism for the students that will enter the OSS.  A student can 
be admitted to a PPS at any time during its high-school education. The high-school education has 
been extended from 3 to 4 years in Turkey.  
In a PPS having several branches at different locations, there are teachers that circulate around 
these branches and registered students where each student attends a set of courses at a specific 
branch. A student gets prepared to maximize one of the either scores; verbal, quantitative or 
equally-weighted. A division indicates the score type that a student aims to collect during OSS.  
The curriculum of a verbal second-grade (year) high-school student in a PPS differs from that of a 
verbal or quantitative third-grade high-school student. Hence, the set of courses offered for each 
student differs according to its division and the grade. At a branch, depending on the number of 
registered students, several sections might be arranged to cover them all. Depending on the high-
school, the classes might be held before noon, in the afternoon or during the whole day. Moreover, 
some OSS applicants are high-school graduates. Consequently, PPSs have to arrange course meet-
ings accordingly. For example, eight different sections might be required for all quantitative sec-
ond-grade high-school students. Some of these sections might require the courses to be scheduled 
in the morning and some of them in the afternoon during the weekdays. So, all grades are further 
divided into grade sections. The third-year high-school students that are in the quantitative division must take mathematics, natural sciences and Turkish language courses. All the students that are in 
the verbal or equally weighted divisions must take some courses in social sciences such as geogra-
phy and history as well as mathematics and Turkish language courses. But, the number and length 
of the meetings that must be assigned to the grade sections (of different divisions) can differ. For 
example, a student in a grade section of an equally weighted division must attend four meetings of 
the geography course, whereas a grade section of a verbal division must attend six meetings of the 
geography course. Each grade section groups a set of course sections that a student must attend. A 
course section denotes a set of meetings for a course.  
In a University Exam Preparation School Timetabling Problem (PSTP), an optimal assignment 
of all events that are the course-section meetings to p periods in a timetable of d days by t time-
slots per day is searched. This assignment is subject to a set of constraints. If the total number of 
course meetings is M, then the search space size becomes M
 p. The traditional approaches might 
fail to obtain an optimal solution. An assignment in a PSTP is an ordered pair (x,y), where x∈E (set 
of course-section meetings), y∈T (domain, set of periods). The interpretation of this assignment in 
terms of PSTP is: “Course section meeting x starts at time y”. Most of the teachers in a PPS are 
part time teachers having preferences that are treated as hard constraints. There might be inexperi-
enced teachers who are organized to enter some courses together with the experienced teachers. 
Each teacher is assigned to a course section beforehand. A teacher can take responsibility of more 
than one course-section.  Some of these course sections might be held in different branches. Hard 
constraints are as follows: 
C1.  Each meeting of a course section should be assigned to a period in a different day  
C2.  Meetings in a grade section cannot overlap 
C3.  Meetings of a teacher cannot overlap  
C4.  A teacher can prefer certain days and/or periods  
C5.  The administration can prefer certain  days and/or periods for some course meetings  
C6.  Each grade section excludes some periods from before or afternoon  
C7.  Some course meetings can be scheduled at the same time for some grade sections  
C8.  More than one teacher can be assigned to a section of a course  
Soft constraints are as follows: 
C9.  There shouldn’t be an interleave of more than some given number periods between the meet-
ings of a teacher in each day so that a teacher would not wait too long for its next meeting 
C10.  There is a minimum and a maximum load per day for teachers   
Solving the PSTP requires the generation of a feasible timetable containing a collection of as-
signments one per course section meeting with the minimum number of constraint violations. A 
few number of C5, C7 and C8 constraints appear among all constraints in a problem. 
3.  An Incremental Strategy and Memetic Algorithms for PSTPs 
Memetic Algorithms (MAs) represent a set of hybrid algorithms that combine Genetic Algorithms 
(GAs), advocated by Holland [14] and local search. An individual (chromosome) in a GA repre-
sents a candidate solution for a given problem. Each gene that composes an individual receives an 
allele value from a set of values. For example, in a binary representation, a gene gets an allele 
value from the set {0,1}. In an iterative cycle, a randomly generated population of individuals 
evolves towards an optimal solution by undergoing a set of genetic operators, namely crossover, 
mutation and selection. In a conventional MA, a hill climbing method is applied after the mutation. 
The GAs and MAs are successfully used in solving a set of difficult search and optimization prob-
lems, including the real-world timetabling problems ([3], [12], [15], [16], [19]-[22]). In most of the 
meta-heuristic approaches, as the problem size increases, the speed might become an issue. A rea-
sonable amount of time should be spent on obtaining a reasonable schedule for the timetabling of 
large problem instances. That's why Carter uses a divide and conquer approach in solving such 
problems [6]. The traditional approaches such as integer programming are suggested for solving 
sufficiently small problem instances during the conquering step. Weare [26] and Burke and Newall 
[4] showed the potential in applying a multistage approach for solving timetabling problems.  Most of the approaches for timetabling can be converted into a multistage one based on a strat-
egy that somehow selects and handles a subset of events at each stage. Three different types of 
such strategies can be identified. In the first type, the stages can be arranged such that the approach 
is applied only to a selected subset of events. Once a satisfactory solution is obtained based on 
some criteria only for these events subject to the constraints, the assignment for each event is 
fixed. Then the next subset is processed as shown in Figure 1(a). As a second type of strategy, the 
approach can be applied to the union of an unprocessed subset indicating some unscheduled events 
and a subset of some previously processed events as illustrated in Figure 1(b). Still some scheduled 
events are fixed in this strategy and they are not processed further by the approach. Both of these 
strategies are evaluated in [26] and [4]. They do not seem to be that promising for most of the 
common real-world timetabling problems such as nurse rostering, or course timetabling. Whenever 
a solution to a subset is fixed, the approach is disallowed for exploring some part of the search 
landscape, which might contain a promising area. A third extreme strategy is utilized in this study. 
No assignment of events is fixed.  At each stage, a subset of unscheduled events is incrementally 
added to be processed by the approach along with the previously processed subset of events as in 
Figure 1(c). The aim of this study is to inquire whether such an incremental multistage approach 
can provide a better performance as compared to its single stage version. 
 
 
Figure 1. Possible ways to arrange stages in a multistage approach for timetabling  
As an incremental multistage approach, an MA is used for solving PSTPs as illustrated in 
Figure 2. At each stage, a subset of new (unscheduled) events is selected using some criteria. Un-
scheduled events for the selected subset of events are randomly generated within a population of 
candidate solutions. This population is exposed to the traditional MA operators. Whenever some 
stage termination criteria are satisfied, then another subset of new events is chosen. This process is 
repeated until all events are scheduled and some additional termination criteria are satisfied. After 
the first pass, each individual in the initial population is a partial solution and has a small size. At 
each stage, the size of individuals incrementally grows as the new subset of events is added for 
optimization. In this way, no portion of the search landscape is ignored.  
 
Repeat  
Select a group (subset) of new events based on some criteria 
Generate random assignments for the new events in all individuals  
Repeat 
  Apply Crossover, Mutation and then Hill Climbing 
Until stage termination criteria1 are satisfied 
Until all events are scheduled and termination criteria2 are satisfied 
  
Figure 2. Pseudo-code for an incremental Memetic Algorithm for timetabling 
An individual contains all course (section) meetings to be scheduled and its physical imple-
mentation reflects the same logical arrangement in Figure 3. A gene corresponds to a course sec-
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Subset X  Subset Y  Subset Z 
Stage 1 
Subset X  Subset Y  Subset Z 
Stage 2  Stage 3 
Stage 1  Stage 2 
Subset X  Subset Y  Subset Z 
Stage 1  Stage 2  Stage 3 tion in the representation used. All course section meetings are generated randomly without any 
clash for all individuals within the initial population. Similarly, the traditional mutation randomly 
reschedules the meetings in a course section with no clash using a probability of 
1/no_of_course_sections. By this way, C1 is satisfied at all times. Two crossover operators are 
implemented forming two new individuals. Modified one-point crossover (m1PTX) swaps parts of 
selected individuals at a selected point. As a crossover point, one of the start points of the grade 
sections is randomly chosen. Modified uniform crossover (mUX) exchanges course meetings in 
each grade section as a whole with a probability of 1/2.  
 
 
 
 
Figure 3. The logical organization of the course (section) meetings in a PSTP and the representa-
tion used in the MAs 
For C7, the course sections that should be scheduled to the same periods have just a single 
gene in the representation pointed by them. Similarly, each course section that will be taught by 
more than one teacher has a single gene pointed by the related teachers for C8. The relevant viola-
tions are detected by using the list of each teacher and course section assignments. No assignment, 
out of the restricted domain of each course meeting due to C4-C6 is allowed during the evolution. 
The MAs utilize a set of constraint based hill climbers for C2, C3 and C9, C10.  Each hill climber 
attempts to remove the violations due to a constraint by random rescheduling. A limited number of 
possibilities are tested and the best one is accepted. The hill climber for C2 is applied after all ge-
netic operators. A similar mechanism, called the violation directed hierarchical hill climbing 
(VDHC) as described in [3] and [17] is used to manage the hill climbers for C3, C9 and C10. More 
details on the VDHC can be found in [19].  At each step, the number of violations due to a con-
straint type is computed and a hill climber is randomly selected using a tournament strategy (with a 
tour size of 2) based on this information. Each hill climber aims to correct the violations of the re-
lated constraint type. Then the selected hill climber is applied to a group of course meetings. The 
VDHC makes a hierarchical traversal over the groups of course meetings based on the static or-
ganization of events (Figure 3) until there is no improvement or a maximum number of steps is 
exceeded. The fitness function is a weighted sum of the number of all constraint violations. Each 
conflict counts as one violation in C2 and C3, while the number of violations is the total deviation 
from the limits for C9 and C10. For example, if a teacher has a load of 1 in a day and the minimum 
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 C.S. Meeting1   C.S. MeetingM load is per day is 3; this generates a violation of 2. In the incremental MA, all grade sections re-
ceive an additional selected course section simultaneously at a stage. The course section with the 
largest number of meetings in each grade is added.  In case of equality, a random choice is made. 
The MA at a stage terminates whenever all hard constraints (C1-C8) are satisfied by an individual 
in the population or a maximum number of steps is exceeded. 
4.  Experiments 
All runs are repeated fifty times. Pentium IV 3 GHz. Windows machines having 2 Gb memories 
are used during the experiments. Success rate (s.r.) indicates the ratio of successful runs, achieving 
the expected fitness to the total number of runs. A real data obtained from Final Dershanesi, a pri-
vate PPS is used during the experiments. This data is divided into smaller pieces and mixed to per-
form the initial experiments as summarized in Table 1. Even these small problem instances are 
difficult enough, necessitating the application of a nontraditional approach. Each problem instance 
requires an optimal schedule to be generated for more than 1100 course meetings. There are 8 days 
and 12 hours per day in the timetable. For most of the courses, one hour is required for each meet-
ing. The students in a grade section attend 45 to 48 course meetings. Each course section requires 
2 to 8 course meetings. The interleave in C9 is fixed as one. The minimum and maximum load of a 
teacher imposed by C10 is set to 2 and 6 hours per day, respectively.  
Table 1. The characteristics of the experimental data set, where minl and maxl denote the mini-
mum and maximum total load of the teachers for a given problem, respectively 
label  No. of 
Meetings 
No. of 
Branches 
No. of 
Divisions 
No. of 
Grades 
Grade 
Sections 
Course 
Sections 
No. of 
Teachers  minl maxl 
fd1 1107  1  3  1  30  374  41  5  46 
fd2 1128  2  4  3  30  322  49  6  40 
fd3 1131  2  4  3  30  322  50  8  42 
fd4 1163  2  3  2  30  342  42  6  46 
fd5 1166  2  3  2  30  342  42  8  41 
fd6 1187  1  4  3  30  290  48  3  46 
 
The incremental MA is compared to the conventional MA that attempts to schedule all course 
meetings simultaneously. For a fair comparison between the approaches, the experiments are ter-
minated if the execution time exceeds 600 CPU seconds or the expected global optimum is 
achieved. If there are no constraint violations, 0 fitness value is expected. Equal weights are used 
within the fitness function. Tournament strategy is used to choose individuals for crossover with a 
tour size of four. Crossover is applied to the individuals with a probability of 0.5. As a replacement 
strategy, the best two individuals in a generation are passed to the next one. The rest of the popula-
tion is generated using the genetic operators. Some preliminary experiments are performed using 
the multistage MA. Population size of 16 and 32 are compared. The results show that a small 
population is a slightly better choice. It is also observed that the crossover mUX is slightly better 
than m1PTX on average. For this reason, mUX is chosen as the crossover and a population size of 
16 is used during the further experiments. The rest of the settings are kept the same. The compari-
son of the MAs is presented in Table 2. The incremental approach performs better than the conven-
tional MA almost in all cases. For none of the problem instances all constraints are resolved, ex-
cept fd5. The success rate for the incremental MA on fd5 is 0.62, while it is 0.48 for the conven-
tional MA. For fd2, the incremental MA achieves the same quality solution as the conventional 
one by visiting less number of states on average. 
Table 2. Comparison of the MAs, where viol., gen. denote violations and generations, respectively. 
Incremental MA    Conventional MA 
label 
best  avr. viol.  std.  avr. gen.  std.  best  avr. viol.  std.  avr. gen.  std. fd1  19  28.7  5.4 1323.3  5.4    39  52.1  8.4 1264.0  34.1 
fd2 2  4.3  1.9 1152.0  20.7   2  5.4  3.1 1301.4  36.7 
fd3 7  12.8  3.0 1165.1  28.6    12  19.1  4.2 1292.9  17.8 
fd4  27  48.4  8.0 1204.0  25.6    49  69.2  9.3 1213.3  34.9 
fd5  0  0.6 1.0  888.4 339.9    0  0.9  1.1  1030.8 472.8 
fd6 2  9.7  3.9 1128.0  34.1      11  19.8  5.0 1285.9  21.5 
 
5.  Conclusions 
A new course timetabling problem is presented in this paper: University Exam Preparation School 
Timetabling Problem (PSTP). The search space is extremely immense even for a small PSTP in-
stance. A set of such problem instances is provided, each requiring an optimal schedule for more 
than 1100 course meetings subject to a set of hard and soft constraints.  An incremental strategy is 
presented to convert a single stage approach into a multistage approach for timetabling. In order to 
obtain a good solution in a reasonable amount of time for a PSTP instance, a memetic algorithm 
based on such a strategy is proposed. For this purpose, additional to the incremental approach, the 
population size is kept small within the MA. The comparison between the incremental MA and its 
conventional version shows that the incremental one achieves better results. Both MAs use the 
same operators, including the VDHC; a heuristic that decides the most appropriate hill climber to 
apply whenever necessary from a set of constraint based hill climbers.  
In a PSTP, the search landscape is highly multimodal and immense due to the number of 
course meetings to be scheduled and the constraints to be satisfied. It is likely that an approach for 
solving this problem might get stuck at a local optimum and the individuals might become alike 
(premature convergence). It seems that this is what happens in case the conventional MA is util-
ized with a small population. The premature convergence is overcome by the incremental approach 
to a degree, since the approach acts as a diversity mechanism by introducing additional courses at 
each stage. Additionally, the burden of solving a large problem is alleviated by growing the prob-
lem size gradually at each stage and starting the search from a better point. The proposed incre-
mental strategy is a universal strategy that can be adapted easily by the existing approaches for 
timetabling. Moreover, different mechanisms for the subset selection and the termination criteria at 
each stage can be investigated.  
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