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L’extraction de la sémantique d’une image est un processus qui nécessite une analyse pro-
fonde du contenu de l’image. Elle se réfère à leur interprétation à partir d’un point de vue
humain. Dans ce dernier cas, la sémantique d’une image pourrait être générique (par exemple
un véhicule) ou spécifique (par exemple une bicyclette). Elle consiste à extraire une séman-
tique simple ou multiple de l’image afin de faciliter sa récupération. Ces objectifs indiquent
clairement que l’extraction de la sémantique n’est pas un nouveau domaine de recherche.
Cette thèse traite d’une approche d’annotation collaborative et de recherche d’images basée
sur les sémantiques émergentes. Il aborde d’une part, la façon dont les annotateurs pourraient
décrire et représenter le contenu des images en se basant sur les informations visuelles, et
d’autre part comment la recherche des images pourrait être considérablement améliorée grâce
aux récentes techniques, notamment le clustering et la recommandation. Pour atteindre ces
objectifs, l’exploitation des outils de description implicite du contenu des images, des inter-
actions des annotateurs qui décrivent la sémantique des images et celles des utilisateurs qui
utilisent la sémantique produite pour rechercher les images seraient indispensables.
Dans cette thèse, nous nous sommes penchés vers les outils du Web Sémantique, notamment
les ontologies pour décrire les images de façon structurée. L’ontologie permet de représenter
les objets présents dans une image ainsi que les relations entre ces objets (les scènes d’image).
Autrement dit, elle permet de représenter de façon formelle les différents types d’objets et leurs
relations. L’ontologie code la structure relationnelle des concepts que l’on peut utiliser pour
décrire et raisonner. Cela la rend éminemment adaptée à de nombreux problèmes comme la
description sémantique des images qui nécessite une connaissance préalable et une capacité
descriptive et normative.
La contribution de cette thèse est focalisée sur trois points essentiels : La représentation
sémantique, l’annotation sémantique collaborative et la recherche sémantique des images.
• La représentation sémantique permet de proposer un outil capable de représenter la séman-
tique des images. Pour capturer la sémantique des images, nous avons proposé une ontologie
d’application dérivée d’une ontologie générique.
• L’annotation sémantique collaborative que nous proposons consiste à faire émerger la séman-
tique des images à partir des sémantiques proposées par une communauté d’annotateurs.
• La recherche sémantique permet de rechercher les images avec les sémantiques fournies par
l’annotation sémantique collaborative. Elle est basée sur deux techniques : le clustering et la
recommandation. Le clustering permet de regrouper les images similaires à la requête d’uti-
lisateur et la recommandation a pour objectif de proposer des sémantiques aux utilisateurs
en se basant sur leurs profils statiques et dynamiques. Elle est composée de trois étapes à
savoir : la formation de la communauté des utilisateurs, l’acquisition des profils d’utilisateurs
ix
xet la classification des profils d’utilisateurs avec l’algèbre de Galois. Des expérimentations
ont été menées pour valider les différentes approches proposées dans ce travail.
Mots-clés : Annotation, collaboration, Images, Recommandations, Annotateurs, Ontologie,
Sémantiques Émergentes.
Abstract
The extraction of images semantic is a process that requires deep analysis of the image
content. It refers to their interpretation from a human point of view. In this lastest case, the
image semantic may be generic (e.g., a vehicle) or specific (e.g., a bicycle). It consists in ex-
tracting single or multiple images semantic in order to facilitate its retrieval. These objectives
clearly show that the extraction of semantic is not a new research field.
This thesis deals with the semantic collaborative annotation of images and their retrieval.
Firstly, it discusses how annotators could describe and represent images content based on vi-
sual information, and secondly how images retrieval could be greatly improved thank to latest
techniques, such as clustering and recommendation. To achieve these purposes, the use of
implicit image content description tools, interactions of annotators that describe the semantics
of images and those of users that use generated semantics to retrieve the images, would be
essential.
In this thesis, we focus our research on the use of Semantic Web tools, in particular ontolo-
gies to produce structured descriptions of images. Ontology is used to represent image objects
and the relationships between these objects. In other words, it allows to formally represent the
different types of objects and their relationships. Ontology encodes the relational structure of
concepts that can be used to describe and reason. This makes them eminently adapted to
many problems such as semantic description of images that requires prior knowledge as well
as descriptive and normative capacity.
The contribution of this thesis is focused on three main points : semantic representation,
collaborative semantic annotation and semantic retrieval of images.
• Semantic representation allows to offer a tool for the capturing semantics of images. To
capture the semantics of images, we propose an application ontology derived from a generic
ontology.
• Collaborative semantic annotation that we define, provides emergent semantics through the
fusion of semantics proposed by the annotators.
• Semantic retrieval allows to look for images with semantics provided by collaborative se-
mantic annotation. It is based on clustering and recommendation. Clustering is used to
group similar images corresponding to the user’s query and recommendation aims to pro-
pose semantics to users based on their profiles. It consists of three steps : creation of users
community, acquiring of user profiles and classification of user profiles with Galois algebra.
Experiments were conducted to validate the approaches proposed in this work.
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Introduction
Dans ce chapitre, nous introduisons la thèse à travers trois points principaux. Le chapitre présente
dans un premier temps le contexte général et la problématique de la thèse. Dans un deuxième temps,
nous énumérons les points saillants, c’est-à-dire les objectifs et les contributions autour desquels nos
travaux sont menés et dans un troisième temps, nous donnerons l’organisation du manuscrit.
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2 CHAPITRE 1. INTRODUCTION
1.1/ Contexte général et problématique
De nos jours, le développement de l’internet et des réseaux sociaux génèrent un volume sans
cesse croissant d’images acquises à travers des dispositifs de capture comme par exemple les
appareils photo, les caméras numériques et les webcams. Ces dispositifs augmentent considéra-
blement le besoin de gérer les images, raison pour laquelle les systèmes de recherche d’images
par le contenu (CBIR) ont développé des techniques qui facilitent la recherche d’images de
grandes collections.
Traditionnellement, les images sont recherchées grâce aux mesures de similarité calculées
sur les caractéristiques physiques [1], [2], [3] connues sous le nom de caractéristiques de bas
niveau telles que la couleur, la texture, la forme, etc. Le principe est le suivant. Les images de
la base de données sont au préalable décrites avec des caractéristiques de bas niveau extraites
automatiquement de leur contenu. La requête image et les images de la base de données sont
considérées comme un ensemble de vecteurs de caractéristiques de bas niveau. La pertinence
entre la requête image et les images des bases de données est déterminée en fonction de leur
similarité calculée sur les caractéristiques extraites.
Les mesures de similarité peuvent être locales ou globales. Les mesures de similarité calculées
à base des caractéristiques globales décrivent l’image entière tandis que les mesures de simi-
larité calculées à base des caractéristiques locales décrivent les objets ou les régions d’images
qui sont généralement obtenues après la segmentation des images. La figure 1.1 présente les
deux caractéristiques (globales et locales). Comme nous pouvons le constater, les deux images
de cette figure présentent la manière dont les caractéristiques peuvent être extraites. Dans
(a), les caractéristiques sont extraites de la totalité de l’image alors que dans (b), l’image est
segmentée en plusieurs régions et de chaque région, des caractéristiques locales peuvent être
extraites. Les mesures de similarité à base de ces caractéristiques (locales et globales) sont
déterminées via plusieurs méthodes parmi lesquelles on peut citer les histogrammes de textures
et les histogrammes de couleurs.
De nos jours, la sémantique devient prépondérante dans les systèmes de recherche d’images
basé sur le contenu. De plus en plus d’applications tentent de manipuler les concepts capables
d’interpréter les images du point de vue humain en proposant des méthodes de description de
haut niveau pour faciliter la recherche des images. Or, les mesures de similarité calculées sur
les caractéristiques n’impliquent qu’une forme de sémantique. Elles rendent compte de certains
aspects de la sémantique de l’image, c’est-à-dire de la sémantique induite. Mais la sémantique
d’une image est rarement évidente. La sémantique induite par la similarité ne correspond pas
avec le concept de haut niveau. Par exemple la dominance d’une couleur peut laisser supposer
la présence d’une verdure dans une image mais cela ne représente pas la description sémantique
de l’image.
Le problème de fossé sémantique se pose. Le fossé sémantique est l’écart entre les limites
relatives des descriptions réalisées par les caractéristiques de bas niveau et les concepts de
haut niveau. C’est le manque de coïncidence entre l’information que l’on peut extraire à partir
des caractéristiques visuelles et l’interprétation qu’ont ces mêmes données pour un utilisateur
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Figure 1.1 – Les caractéristiques globales et locales
dans une situation donnée. Réduire cet écart sémantique est naturel pour un être humain,
il est loin d’être évident à la machine. Une solution pour résoudre ce problème est le retour
de pertinence. Il s’agit de mettre l’utilisateur dans la boucle de recherche en lui permettant
de signaler au système les images pertinentes parmi les images trouvées par les mesures de
caractéristiques physiques. Malgré l’intervention humaine dans les systèmes de recherche par
le contenu, la capture de la sémantique des images n’est pas garantie et par conséquent, le
problème du fossé sémantique persiste.
Pour capturer la sémantique des images, des approches d’annotation d’images sont propo-
sées. L’annotation est définie comme le processus qui consiste à décrire et à caractériser les
images en leur associant des labels. Elle constitue une manière possible d’associer aux images
des informations, représentées par les caractéristiques de bas niveau ou de haut niveau. Plu-
sieurs approches d’annotation sont proposées parmi lesquelles nous pouvons citer l’annotation
manuelle et l’annotation automatique.
• L’annotation manuelle est une approche qui permet aux humains de décrire les images avec
du texte ou des mots-clés [4], [5], [6]. Cette approche est confrontée à plusieurs problèmes liés
à la description des images. Une description textuelle des images est une opération longue,
coûteuse et difficile à élaborer car l’information est manuellement attachée par l’utilisateur.
Elle ne décrit pas fidèlement le contenu de l’image parce qu’elle se fait à partir des termes,
de la légende ou du texte qui entoure l’image. Une description textuelle nécessite plusieurs
intermédiaires et surtout de gros moyens. Il faut en effet créer une nomenclature permettant
de décrire l’ensemble des images et sélectionner pour chaque image un ensemble de mots-
clés. Une description textuelle suppose à la fois une connaissance suffisante de la part de
l’annotateur pour représenter correctement le contenu d’une image en un ensemble de mots-
clés et de la part de l’utilisateur pour traduire une question, qui peut être plus ou moins
précise, en un ensemble de mots-clés. Un mot-clé annotant une image peut avoir plusieurs
significations. Par exemple, avocat peut désigner à la fois un arbre ou un métier. De plus,
le contenu d’une image peut être décrit par un ensemble de mots-clés plus ou moins précis
parce que le même mot-clé peut désigner plusieurs objets : rivière ou étendue d′eau sont
différentes manières de décrire un même objet dans une image.
• Une autre manière de décrire les images est l’annotation automatique [7], [8], [9]. Elle est
basée sur des algorithmes de classification. L’objectif est de regrouper les images sur la
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Figure 1.2 – Limites de description d’images (1)
base de caractéristiques physiques dans des classes qui représentent une forme de séman-
tique. Plusieurs approches d’annotation d’images peuvent être distinguées parmi lesquelles
nous pouvons citer : l’annotation mono-classe, l’annotation multi-classes et l’annotation
contextuelle. L’annotation mono-classe est une classification binaire des images basée sur
des méthodes linéaires comme par exemple le k plus proches voisins,le SVM, etc. L’anno-
tation multi-classes est une classification basée sur plusieurs classes qui utilisent (ou non)
des échantillons d’apprentissage. Elle est basée sur des méthodes probabilistes comme par
exemple les classificateurs bayésiens. L’annotation contextuelle utilise des contextes textuels
ou des méta-données couplés avec des caractéristiques de contenu visuel pour définir la
sémantique des images.
Ces approches ne parviennent pas à mieux capturer la sémantique de haut niveau associée
à une image. Les annotations ne sont souvent ni suffisantes, ni assez précises pour décrire le
contenu des images. Pour illustrer le fait que les annotations existantes ne parviennent pas
à représenter la sémantique des images et que l’utilisation des mots-clés donne bien souvent
des résultats qui ne reflètent pas les besoins exprimés dans les requêtes, considérons l’exemple
d’un internaute qui recherche Jaguar. Le résultat peut être une voiture ou un animal comme
le montre la figure 1.2. Prenons également un autre exemple où l’internaute veut rechercher
des images dans lesquelles il veut voir apparaître devant une maison, un chien assis sous
un arbre. La figure 1.3 présente un résultat possible retourné par un système de recherche
d’images. Ce résultat montre que le système extrait les images ayant au moins un mot-clé de
la requête parce qu’il n’arrive pas à interpréter la requête de l’utilisateur qui veut des images
de chiens assis sous un arbre devant une maison. Le système ne se préoccupe pas de la
sémantique des images parce que cette sémantique est inexistante comme le montre la figure .
Comme nous pouvons le constater avec les deux exemple précités, la sémantique des images
proposée ne représente pas fidèlement les différents objets présents dans une image et les rela-
tions qui existent entre ces objets. L’utilisateur est certes contraint à l’accès à des collections
images similaires qui partagent quelques attributs ; cependant, il est regrettable de représenter
les images et de ne pas utiliser les relations sémantiques entre concepts pour présenter les
relations entre les objets présents dans l’image.
La problématique générale de cette thèse est l’annotation sémantique des images du point
de vue humain. Qui dit annoter une image du point de vue humain, dit qu’il faut décrire non
seulement les objets présents dans une image, mais également les relations qui existent entre
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Figure 1.3 – Limites de description d’images (2)
ces objets. Il s’agit en effet de définir des modèles et des outils de description fidèle du contenu
des images. Pour décrire la sémantique des images, le cadre méthodologique des systèmes de
recherche d’images par le contenu doit évoluer profondément pour tirer parti des nouvelles
possibilités offertes par les technologies du Web Sémantique.
Récemment, plusieurs travaux se sont intéressés à l’utilisation des avancées scientifiques
dans le domaine de l’intelligence artificielle pour capturer la sémantique des images. Les outils
sémantiques les plus connus sont : les graphes aussi appelés hiérarchies de concepts (ou onto-
logies légères) et les ontologies lourdes [10], [11], [12],[13]. Ces outils permettent d’identifier
et de représenter les concepts et leurs relations et offrent une compréhension commune, struc-
turée et partagée d’un domaine ou d’une tâche, qui peut être utilisée pour la communication
entre les personnes et les machines. D’une part, les premiers outils sémantiques introduits dans
les CBIR sont les graphes RDF (Resource Description Framework) qui sont des hiérarchies
de concepts. Ils permettent de représenter les objets présents dans une image et les relations
hiérarchiques qui existent entre ces objets. Il est caractérisé par est un ensemble de triplets
Sujet, Prédicat, Objet où le Sujet représente la ressource à décrire, le Prédicat représente
un type de propriété applicable à cette ressource et Objet représente une donnée ou une autre
ressource : c’est la valeur de la propriété. Malgré leur performance, les graphes RDF sont li-
mités à la description des objets et de leurs relations hiérarchiques, c’est-à-dire des relations
de type Est− un aussi appelées relations de spécification / généralisation. Les graphes ne
permettent pas de représenter les relations spatiales entre les objets (scènes d’images) comme
par exemple un homme sur un cheval ce qui ne règle pas le problème du fossé sémantique.
D’autre part, pour représenter la sémantique des images, les ontologies lourdes sont proposées
dans la littérature. Elles permettent de décrire de façon formelle les objets et les relations qui
6 CHAPITRE 1. INTRODUCTION
existent entre les objets (hiérarchiques et spatiales) du point de vue humain et peuvent être
interprétées par l’homme et par la machine. L’apport significatif des ontologies lourdes résout
le problème de la sémantique des images.
Dans la littérature, une autre approche d’annotation fournit une alternative pour une des-
cription fidèle de la sémantique d’images : l’annotation collaborative. Elle s’entend en fait par
la description collective des images où tâche (description d’images) et but (déduction de la des-
cription la plus représentative) sont communs. C’est une approche qui permet aux annotateurs
d’une communauté de décrire d’une part les mêmes images et de fusionner les descriptions in-
dividuelles pour obtenir la description qui représente mieux l’image [14], [15] et [16] et d’autre
part de faire coopérer une communauté d’annotateurs pour décrire une collection d’images.
Dans ce dernier cas, la collection d’images est partitionnée selon le nombre d’annotateurs et
chaque annotateur annote une partition donnée. L’annotation collaborative peut engager ou
non une communication régulière entre les annotateurs et une connaissance précise de la pro-
gression de l’annotation.
L’idée principale de cette thèse est l’émergence de la sémantique des images à travers une
approche d’annotation collaborative. L’émergence de la sémantique d’images est une réponse
au problème de la subjectivité auquel les annotations sont confrontées lorsqu’elles sont réali-
sées par un annotateur parce que bien que les ontologies lourdes soient utiles pour réaliser des
annotations sémantiques, structurées et significatives des images, les sémantiques peuvent être
subjectives pour la simple raison que les annotateurs n’ont pas souvent la même perception
de la même image. La pertinence de ces sémantiques peut être remise en cause parce qu’une
image reçoit plusieurs interprétations et l’interprétation fournie par un annotateur peut être er-
ronée, imprécise ou insuffisante. L’émergence de la sémantique d’images à travers l’annotation
collaborative va permettre d’avoir un consensus par l’alignement ou la fusion des différentes
sémantiques proposées.
1.2/ Objectifs et contributions
Dans cette thèse, nous proposons une approche d’annotation collaborative et de recherche
d’images basée sur la sémantique émergente pour définir un cadre sémantique d’annotation et
de recherche d’images. L’objectif de l’approche est de capturer la sémantique émergente des
images à partir d’un ensemble de descriptions proposées par une communauté d’annotateurs
et d’exploiter les relations entre ces descriptions pour fournir des réponses pertinentes aux
requêtes d’utilisateurs. L’approche Emergsem prend en compte les propriétés suivantes :
• Un modèle de description qui va au-delà de l’annotation traditionnelle basée sur les mots-
clés. Dans cette partie, deux niveaux d’ontologies sont proposés : une ontologie générique et
une ontologie d’application. L’ontologie générique est composée d’un méta concept abstrait
de haut niveau qui contient tous les concepts pouvant décrire les images quel que soit
le domaine auquel elles appartiennent et d’un descripteur sémantique qui contient un ou
plusieurs concepts (abstrait et concrets) et des relations et une ontologie d’application dérivée
de l’ontologie générique pour décrire la sémantique des images d’un domaine bien précis.
C’est une ontologie personnalisée dans laquelle on peut créer autant de concepts abstraits
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de base qui peuvent à leur tour contenir un ou plusieurs concepts (abstraits ou concrets) et
des relations reliant les concepts.
• Une approche d’annotation sémantique collaborative qui est hybride et se situe entre l’anno-
tation manuelle et l’annotation automatique. Une telle description nécessite une analyse du
contenu des images, correspondant à leur interprétation du point de vue humain. Pour décrire
la sémantique des images, un dictionnaire lexical sera proposé aux annotateurs. Dans cette
approche, nous n’allons pas nous arrêter seulement à la description sémantique d’images,
mais nous allons mettre en place un processus d’émergence des sémantiques d’images vers
la sémantique la plus représentative : la sémantique émergente. Pour cela, il faut un groupe
ou une communauté d’annotateurs qui proposent la description sémantique des images.
• Une recherche d’images basée sur la sémantique et qui ne se limite pas aux résultats obtenus
grâce à la comparaison des requêtes avec la base de données, mais qui exploite les relations
sémantiques entre le résultat de la requête et les autres images de la base de données. Le
but, c’est de proposer aux utilisateurs dans un premier temps des clusters d’images perti-
nentes formés à partir du voisinage du résultat des requêtes. Dans un deuxième temps, nous
proposons la recommandation. Son objectif est de proposer des sémantiques aux utilisateurs
en se basant sur leurs profils (statiques et dynamiques). Elle est basée sur l’acquisition des
profils d’utilisateurs, la classification des profils qui permet de regrouper des profils en des
groupes selon leur similarité (basée sur l’algèbre de Galois) et la génération de la liste des
recommandations.
1.3/ Organisation du manuscrit
Le reste de ce document est organisé comme suit :
• Le chapitre 2 présente l’état de l’art. Il décrit la représentation d’images, les techniques
d’annotation et de recherche d’images et les systèmes de recommandation.
• Le chapitre 3 présente la synthèse de notre travail. Il est constitué de deux couches princi-
pales : la problématique générale et les contributions.
• Le chapitre 4 présente la technique d’annotation sémantique collaborative. Il est composé
de la représentation sémantique et de l’annotation sémantique collaborative des images.
• Le chapitre 5 présente notre approche de recherche d’images. Il contient deux grandes sec-
tions : la recherche d’images basée sur le clustering et la recommandation des sémantiques.
• Le chapitre 6 présente l’expérimentation. La première partie décrit l’implémentation
d’Emergsem et la deuxième partie présente les résultats de validation.
• Le chapitre 7 conclut notre travail et dresse quelques perspectives de recherche en liaison
avec le sujet traité.
• Le chapitre 8 présente les annexes. Elle décrit les ontologies implémentées, quelques outils




Les systèmes de recherche d’images ont accordé une attention particulière à deux techniques prin-
cipales : les techniques d’annotation et les techniques de recherche. Dans ce chapitre, nous présentons
dans un premier temps la représentation des images par les caractéristiques de bas niveau et de haut
niveau. Nous étudions dans la deuxième partie de ce chapitre les techniques d’annotation existantes
(manuelle, semi-automatique, automatique et collaborative) sans oublier les méthodes qui sont utilisées.
La troisième partie du chapitre est consacrée aux techniques de recherche et la quatrième partie à une
approche de gestion d’informations qui consiste à effectuer des recommandations d’informations basées
sur les préférences des utilisateurs.
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2.1/ Introduction
La recherche d’images par le contenu (en anglais : Content Based Image Retrieval-
CBIR) est une technique permettant de rechercher des images à partir de leurs caractéris-
tiques visuelles. Avant de pouvoir rechercher les images, il faut d’abord les extraire leurs carac-
téristiques. L’extraction des caractéristiques contenues dans une image s’appelle la description
structurelle. Celle-ci peut prendre la forme d’une image ou de toute structure de données
permettant une description des entités contenues dans l’image. Essentiellement, l’analyse de
l’image fait appel à la segmentation où l’on va tenter d’associer à chaque région de l’image
un label en s’appuyant sur l’information portée et la distribution spatiale. Les images sont
classiquement décrites comme rendant compte de leurs caractéristiques de bas niveau telles
que la texture, couleur, forme, etc. Un cas typique d’utilisation des caractéristiques de bas ni-
veau est la recherche d’images visuellement similaires à un exemple donné en requête (image).
Cette technique s’oppose à la recherche d’images par des mots-clés, qui fut historiquement
proposée par les moteurs de recherche où les images sont retrouvées en utilisant le texte qui
les accompagne plutôt que le contenu de l’image elle-même. 1.
Dans ce chapitre, nous présentons les techniques de représentation d’images, les techniques
d’annotation, les techniques de recherche et les techniques de recommandation.
2.2/ Représentation des images
Dans cette section, nous présentons la représentation des images. La représentation d’une
image consiste à décrire une image via des descripteurs (ou caractéristiques). Deux types
de représentation sont détaillés dans cette section : la représentation par les caractéristiques
physiques (les caractéristiques de bas niveau) et la représentation par les caractéristiques sé-
mantiques (les caractéristiques de haut niveau).
2.2.1/ Représentation physique
Une approche traditionnelle pour rechercher les images est de les représenter avec des
caractéristiques de bas niveau (voir les articles [17], [18], [19], [20]) : il s’agit de la représentation
physique des images. Les caractéristiques physiques sont la base des systèmes de recherche
d’images par le contenu. Les caractéristiques extraites de l’image entière sont appelées des
caractéristiques globales et les caractéristiques obtenues à partir d’une région de l’image sont
appelées des caractéristiques locales. Ces dernières caractéristiques (locales) se sont avérées
plus proche de la perception et sont basées sur la segmentation des images en des régions [21]
et [22].
Les systèmes de recherche d’images basés sur les caractéristiques de bas niveau permettent
aux utilisateurs de représenter leurs besoins par une ébauche de la forme, du contour de la
couleur, de la texture des images qu’ils recherchent ou par la proposition d’une image similaire
aux images qu’ils recherchent. L’image peut être fournie par l’utilisateur ou choisie dans une
base de données image.
Nous avons quatre caractéristiques de bas niveau : la couleur, la texture, la forme et la
1. http ://fr.wikipedia.org/wiki/Recherche_d’image_par_le_contenu
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Figure 2.1 – Un exemple d’espace couleur
localisation spatiale comme le présentent Ying Liu et al. dans [23].
2.2.1.1/ La couleur
Les couleurs sont l’une des caractéristiques les plus utilisées dans les systèmes de recherche
d’images par le contenu. Elles sont riches en information et très utilisées pour la représentation
des images. Elles forment une partie significative de la vision humaine. La perception de la
couleur dans une image par l’être humain est un processus complexe et subjectif [24]. En effet,
cette donnée varie considérablement avec l’orientation des surfaces, la caméra et l’illumination
(positions et longueur d’onde des sources lumineuses), par exemple. Il est possible de représenter
la couleur dans différents espaces à savoir RGB, HVS, LAB, etc. Le plus répandu est sans aucun
doute l’espace R, V, B (RGB en anglais) qui code la couleur d’un pixel sur un vecteur en trois
dimensions : rouge, vert, bleu. La figure 2.1 est un exemple d’espace couleur utilisé pour décrire
les images.
2.2.1.2/ La texture
La texture est la seconde caractéristique visuelle largement utilisée dans la recherche d’image
par le contenu. Elle permet de combler un vide que la couleur est incapable de faire, notamment
lorsque les distributions de couleurs sont très proches. La texture est généralement définie
comme la répétition d’un motif créant une image visuellement homogène. Elle peut être vue
comme un ensemble de pixels spatialement agencés, créant ainsi une région homogène. Dans
les travaux consacrés aux caractéristiques de bas niveau, la texture joue un rôle très important
parce qu’elle fournit des informations importantes dans la classification des images puisqu’elle
décrit le contenu de nombreuses images comme par exemple la peau des fruits, des arbres, des
briques et le tissu, etc. Par conséquent, la texture est un élément important dans la définition
de sémantique de haut niveau. De nombreux approches et modèles sont proposés dans [25]
pour la caractérisation de la texture. Parmi les méthodes les plus connues, nous pouvons citer :
• les méthodes statistiques basées sur les évaluations quantitatives de la distribution du niveau
de gris. Elles sont focalisées sur l’étude des relations entre un pixel et ses voisins et sont
utilisées pour caractériser des structures sans une régularité apparente.
• les méthodes fréquentielles concernent les propriétés fréquentielles et s’appuient sur la trans-
formée de Fourrier [26], [27], le filtre de Gabor [28] et [29], les ondelettes [30] et [31]
• les méthodes géométriques permettent de décrire une forme à l’aide de propriétés statistiques
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Figure 2.2 – Quelques exemples de textures
[32]. Elles représentent les propriétés spatiales de la distribution des pixels dans l’image.
La figure 2.2 présente quelques exemple de textures utilisées pour décrire les images.
2.2.1.3/ La forme
La forme permet d’extraire des caractéristiques particulièrement robustes et discriminantes.
Nous les appellerons caractéristiques d’objets car elles présupposent une segmentation de
l’image et manipulent donc des informations liées aux objets réels. Au même titre que la
texture, la forme est une caractéristique complémentaire de la couleur. Les systèmes de re-
cherche d’images par le contenu se sont focalisés sur l’extraction d’attributs géométriques ces
dernières années. Deux méthodes ont été proposées pour représenter les formes : les descrip-
teurs basés sur les régions et les descripteurs basés sur les contours (frontières). Les descripteurs
basés sur les régions sont utilisés pour caractériser l’intégralité de la forme d’une région et les
descripteurs basés sur les frontières se focalisent sur les contours des formes [24]. Les formes
sont beaucoup utiles dans certains domaines tels que dans les objets fabriqués par l’homme.
Les formes sont difficilement applicables sur des images en couleur utilisées dans la plupart des
documents. Néanmoins, elles ont prouvé leur efficacité dans certains systèmes de recherche
d’images comme le montrent les travaux menés dans [33] et dans [34]. La figure 2.3 présente
quelques exemple de formes utilisées pour décrire les images.
2.2.1.4/ La localisation spatiale
Outre les caractéristiques précitées, il est également possible de considérer l’organisation
spatiale des différentes primitives comme une description en tant que telle. Il est évident qu’une
telle description constitue un niveau intermédiaire entre les caractéristiques de bas niveau brutes
et l’interprétation des images, et que ce niveau peut se révéler très expressif. Ainsi, lorsqu’un
utilisateur recherche une image représentant un objet complexe, par exemple une voiture, la
reconnaissance de chacune de ses parties (roues, carrosserie...) est une étape indispensable. La
localisation spatiale n’est rien d’autre que la position des régions dans l’image. La position des
régions est définie par rapport à la région du centre de l’image. Elle est généralement représentée
par des expressions comme Supérieur, Inférieur, Gauche, Bas etc. Plusieurs approches utilisent
la localisation spatiale. Nous pouvons citer les travaux de Manjunath et al. dans [35], les
travaux de Song et al. dans [36] et les travaux de Mojsilovic et al. dans [37].
En résumé, nous pouvons dire que les caractéristiques de bas niveau de l’image peuvent être
soit extraites de la totalité de l’image ou des régions de l’image. La plupart des systèmes actuels
sont focalisés sur les régions d’images parce que les recherches basées sur les caractéristiques
globales de l’image sont relativement simples mais les recherches basées sur les régions sont
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Figure 2.3 – Quelques exemples de formes
efficaces car elles sont plus proches de la perception humaine. 2
2.2.2/ Segmentation des images
Afin de localiser automatiquement les objets dans les images, les chercheurs ont d’abord
proposé la segmentation des images en plusieurs régions. De manière générale, segmenter une
image consiste à délimiter dans l’image des plages régulières ou cohérentes, c’est-à-dire des
régions dans lesquelles les informations de l’image suivent un modèle d’organisation : zones
relativement homogènes en intensité, en texture ou en couleur, zones relativement planes, lisses
(de variations lentes), etc. De nombreux systèmes d’interprétation d’images s’appuient sur la
segmentation des images en des régions, qui permet d’extraire des constituants élémentaires,
ou primitives, qui serviront de base pour l’identification ou la reconstruction des images [38].
De nombreuses techniques de segmentation des images sont proposées dans la littérature.
Les algorithmes de segmentation se basent généralement sur les caractéristiques de bas niveau.
Ces techniques fonctionnent bien pour les images contenant uniquement des zones de couleur
homogènes, tels que les méthodes de classification directes dans l’espace de couleur comme le
présentent les travaux menés dans [39], [40] et [41].
Nous avons trois types de techniques de segmentation : la segmentation basée sur les
régions, la segmentation basée sur les contours et la segmentation basée sur la classification
ou le seuillage 3.
2.2.2.1/ Segmentation basée sur les régions
Les algorithmes de type décomposition/fusion exploitent les caractéristiques propres de
chaque région (surface, intensité lumineuse, colorimétrie, texture, etc.). On cherche des couples
de régions candidates à une fusion et on les note en fonction de l’impact que cette fusion aurait
sur l’apparence générale de l’image. On fusionne alors les couples de régions les mieux notés, et
on réitère jusqu’à ce que les caractéristiques de l’image remplissent une condition prédéfinie :
nombre de régions, luminosité, contraste ou texture, ou alors jusqu’à ce que les meilleures
notes attribuées aux couples de régions atteignent un certain seuil.
Les algorithmes de croissance de régions partent d’un premier ensemble de régions qui
peuvent être calculées automatiquement (par exemple, les minima de l’image), ou fournies
par un utilisateur de manière interactive. Les régions grandissent ensuite par incorporation des
pixels les plus similaires suivant un critère donné, comme par exemple la différence entre le
niveau de gris du pixel considéré et le niveau de gris moyen de la région.
2. http ://glotin.univ-tln.fr/MCBIR/Segmentation_images_ principes.pdf
3. http ://fr.wikipedia.org/wiki/Segmentation_d’image
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Les algorithmes fondés sur une modélisation statistique conjointe des régions et des niveaux
de gris reposent sur la minimisation d’une fonction de vraisemblance. Cette fonction prend
simultanément en compte la vraisemblance de l’appartenance du pixel à une région considérant
son niveau de gris, et les régions auxquelles appartiennent les pixels voisins. Cette fonction
effectue un compromis entre la fidélité à l’image initiale et la régularité des régions segmentées.
2.2.2.2/ Segmentation basée sur le contour
Cette approche cherche à exploiter le fait qu’il existe une transition détectable entre deux
régions connexes. Les méthodes les plus anciennes utilisent des opérateurs de traitement
d’images, tels que le filtre de Canny, pour mettre en évidence les pixels qui semblent apparte-
nir à un contour. On peut aussi faire intervenir des modèles déformables à l’aide de courbes
paramétriques (courbe de Bézier, spline...) ou de polygones (par exemple algorithme à bulle).
Pour commencer le processus, on recherche les points remarquables de l’image, tels que
les points à l’intersection de trois segments au moins. De tels points sont appelés des graines
(seeds en anglais). L’intérêt principal des méthodes de segmentation selon l’approche frontières
est de minimiser le nombre d’opérations nécessaires en cas d’itération du processus sur des sé-
ries d’images peu différentes les unes des autres (cas des images vidéo notamment). En effet,
une fois que les contours des régions aient été trouvés dans la première image, l’application du
modèle déformable à l’image suivante est plus efficace que de tout recalculer, si la différence
entre les images est peu importante.
2.2.2.3/ Segmentation basée sur la classification ou le seuillage
Le seuillage a pour objectif de segmenter une image en plusieurs classes via des histo-
grammes. On suppose donc que l’information associée à l’image permet à elle seule la segmen-
tation, i.e. qu’une classe est caractérisée par sa distribution de niveaux de gris. A chaque pic
de l’histogramme est associée une classe. Il existe de très nombreuses méthodes de seuillage.
La plupart de ces méthodes s’appliquent correctement si l’histogramme contient réellement
des pics séparés. De plus, ces méthodes ont été développées pour traiter le cas particulier de
la segmentation en deux classes (i.e. passage à une image binaire) et leur généralité face aux
cas multi-classes n’est que très rarement garantie.
Si de nombreuses méthodes de segmentation ont vu le jour, il ne faut pas oublier qu’elles
restent extrêmement limitées lorsqu’elles s’appuient sur des descriptions de type couleur ou
texture. En effet, ces dernières sont trop sensibles aux conditions de prise de vue et à d’autres
artefacts. En outre, de telles méthodes restent limitées pour extraire des objets du monde 3D,
souvent composés de différentes parties, avec pour chacune des descriptions de bas niveau très
différentes.
2.2.3/ Réduction du fossé sémantique
Les CBIR permettent d’annoter et de recherche les images en se basant sur les caractéris-
tiques citées ci-dessus. Bien qu’ils soient performants, ils souffrent aussi d’un problème. Les
interprétations que les utilisateurs ont d’une image n’est pas la même que la compréhension
de la machine. Il y a un écart significatif entre la perception de haut niveau et l’interprétation
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des images par les utilisateurs et les descriptions de bas niveau. Cet écart est appelé fossé
sémantique. Combler ce fossé sémantique est naturel pour un être humain, mais loin d’être
évidente à la machine ([42]). Smeulders et al. dans [43] donne la définition suivante : le fossé
sémantique est le manque de coïncidence entre l’information que l’on peut extraire à partir des
données visuelles et l’interprétation qu’ont ces mêmes données pour un utilisateur dans une
situation donnée. La façon dont les objets et les concepts exprimés par le langage naturel sont
stockés en mémoire est moins claire que cela pouvait l’être pour un humain. Par conséquent,
l’imitation est inaccessible. Le cerveau humain est capable de reconnaître presque instanta-
nément un grand nombre d’objets, et de les écrire en langue avec peu d’effort pour un être
humain. À ce jour, de telles possibilités incroyables pourraient ne pas être atteintes par des
machines. Pour réduire ce fossé sémantique, il faut que les machines soient dotées des outils
leur permettant de raisonner comme les hommes.
Pour réduire le fossé sémantique entre la perception de haut niveau et l’interprétation des
images par les utilisateurs, il y a une tendance actuelle qui consiste à utiliser des concepts et
des outils sémantiques pour décrire et traiter les images parce que la représentation sémantique
des images nécessite une analyse du contenu de l’image. Elle correspond à l’interprétation de
l’image d’un point de vue humain. Plusieurs outils sémantiques existants peuvent être utilisés
pour décrire les caractéristiques globales ou locales d’images.
La notion de sémantique a été largement utilisée par les chercheurs pour désigner les pro-
cessus de description ou de représentation des objets dans un langage naturel qui peut être
à la fois interprété par l’humain et la machine. Pour représenter cette sémantique, le Web
Sémantique propose plusieurs outils dans la littérature. Parmi ces outils, nous pouvons citer les
ontologies légères ou les ontologies lourdes. Une ontologie légère, aussi appelée hiérarchie de
concepts, est composée de concepts liés par des relations de spécialisation ou de généralisation
(les relations de type Est − un sont utilisées pour représenter les relations entre les objets)
tandis qu’une ontologie lourde est composée de concepts liés par des relations plus complexes.
2.2.4/ Représentation sémantique
Le Web Sémantique est un mouvement collaboratif mené par le World Wide Web Consor-
tium (W3C) qui favorise des méthodes communes pour échanger des données. Il est définit
comme le Web de données qui peuvent être traitées directement et indirectement par des ma-
chines pour aider les utilisateurs à créer de nouvelles connaissances. Il vise à aider l’émergence
de nouvelles connaissances en s’appuyant sur les connaissances déjà présentes sur Internet
[44]. Son but principal est de permettre aux utilisateurs de trouver, de partager et de combiner
l’information plus facilement 4. Les humains sont capables d’utiliser le web pour effectuer des
tâches telles que trouver le mot Paris pour réserver un livre à la bibliothèque, trouver un plan
et réserver son billet de transport. Cependant, les machines ne peuvent pas accomplir toutes
ces tâches sans aucune intervention humaine.
Comme prévu initialement, le Web Sémantique est un système qui permet aux machines de
4. http ://fr.wikipedia.org/wiki/Web_sémantique
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Figure 2.4 – Architecture du Web sémantique. Source : [45]
comprendre et de répondre aux demandes complexes de l’homme en fonction du sens de leurs
demandes. C’est une approche qui permet à l’information d’être lisible par les humains et par
les machines. Cela permet d’effectuer des travaux fastidieux et répétitifs dans le domaine de la
recherche d’information par des machines [46]. Une telle compréhension exige que les sources
d’information pertinentes soient sémantiquement structurées au préalable. Pour y parvenir, des
outils sont mis à la disposition des utilisateurs comme le présente l’architecture de la figure
2.4.
2.2.4.1/ Niveau syntaxique
• URI- Uniform Resource Identifier (Identifiant Uniforme de Ressource), est une courte chaîne
de caractères identifiant une ressource sur un réseau, et dont la syntaxe respecte une norme
d’Internet mise en place pour le World Wide Web. Les URI sont la technologie de base
du World Wide Web car tous les hyperliens du web sont exprimés sous forme d’URI. Un
URL (Uniform Resource Locator) est un URI qui, outre le fait qu’il identifie une ressource
sur un réseau, fournit les moyens d’agir sur une ressource ou d’obtenir une représentation
de la ressource en décrivant son mode d’accès primaire (emplacement) sur le réseau. Par
exemple, l’URL http ://www.wikipedia.org/ est un URI qui identifie une ressource (page
d’accueil Wikipédia) et implique qu’une représentation de cette ressource (une page HTML
en caractères encodés) peut être obtenue via le protocole HTTP depuis un réseau hôte
appelé www.wikipedia.org 5. Un URN (Uniform Resource Name) est un URI qui identifie
une ressource par son nom dans un espace de noms. Un URN peut être employé pour
parler d’une ressource sans que cela préjuge de son emplacement ou de la manière de la
référencer. Par exemple l’URN urn :isbn :0-395-36341-1 est un URI qui, étant un numéro de
5. http ://www.wikipedia.org/wiki/Uniform_Ressource_Identifier
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l’International Standard Book Number (ISBN), permet de faire référence à un livre, mais ne
suggère ni où, ni comment en obtenir une copie réelle.
• IRI-Internationalized Resource Identifier (Identificateur de ressource internationalisé) est un
type d’adresse informatique prenant en compte les divers alphabets utilisés dans les diffé-
rentes langues du monde. Les adresses IRI sont une norme généralisant et internationalisant
les adresses URI (Uniform Resource Identifier) qui sont elles-mêmes un sur-ensemble des
plus connus URL utilisés pour les adresses Web 6.
• XML - L’Extensible Markup Language (langage de balisage extensible en français) est un
langage informatique de balisage générique qui dérive du SGML. Cette syntaxe est dite «
extensible » car elle permet de définir différents espaces de noms, c’est-à-dire des langages
avec chacun leur vocabulaire et leur grammaire, comme XHTML, XSLT, RSS, SVG. . . Elle
est reconnaissable par son usage des chevrons (< >) encadrant les balises. L’objectif initial
est de faciliter l’échange automatisé de contenus complexes entre systèmes d’informations
hétérogènes. XML fournit une syntaxe élémentaire, pour la structure du contenu dans les
documents, mais il ne décrit pas la sémantique du document 7.
2.2.4.2/ Niveau sémantique
• RDF- Resource Description Framework est un graphe du Web Sémantique. Un document
structuré en RDF est un ensemble de triplets. Un triplet RDF est une association : Sujet,
Prédicat, Objet. Le Sujet représente la ressource à décrire, le Prédicat représente un
type de propriété applicable à cette ressource et Objet représente une donnée ou une autre
ressource : c’est la valeur de la propriété. Un graphe RDF contient des concepts abstraits
(classes) et des concepts concrets (sous-classes). En les parcourant de la racine aux feuilles,
on découvre nettement la notion de spécialisation et dans l’autre sens, la notion de géné-
ralisation. Les objectifs du graphe RDF sont multiples [47]. Parmi ceux-ci, nous pouvons
citer la manipulation et classification des méta-données, afin de fournir des informations
sur les ressources du web et les systèmes qui les utilisent. Il permet de faire avec l’infor-
mation traitable par machine ce que le web a fait pour l’hypertexte, en permettant aux
informations d’être manipulées en dehors de l’environnement particulier dans lequel elles ont
été créées, éventuellement à l’échelle d’Internet. Il favorise l’optimisation de la coopération
entre les applications, en permettant de combiner les données de plusieurs applications pour
générer de nouvelles informations. Un modèle basé sur RDF peut être représenté à travers
plusieurs syntaxes d’échanges, par exemple, RDF/XML, N3, Turtle, et RDFa. RDF est une
norme fondamentale du Web Sémantique. C’est un modèle de graphe destiné à décrire les
ressources et leurs méta-données, de façon à permettre leur traitement automatique. Dans
un graphe RDF, tous les termes sont organisés en une structure hiérarchique. Ce type de
structure est souvent désigné comme un arbre, avec un tronc, des branches principales et de
petites branches hors des branches principales. RDF est affichée comme un arbre, un arbre
à l’envers, avec plusieurs petites branches pour les termes spécifiques.
6. http ://fr.wikipedia.org/wiki/Internationalized_Resource_Identifier
7. http ://fr.wikipedia.org/wiki/Extensible_Markup_Language
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• RDF Schema ou RDFS est un langage extensible de représentation des connaissances. Il
appartient à la famille des langages du Web Sémantique publiés par le W3C. RDFS fournit
des éléments de bases pour la définition des ontologies. Avec ces ressources structurées avec
RDFS dans une base de données spécialement conçue pour le stockage et la récupération
de données RDF, il est possible d’utiliser le langage de requête SPARQL pour les atteindre à
travers le web. RDFS étend le RDF et son vocabulaire pour pouvoir structurer les propriétés
et les classes au sein d’une ressource décrite en RDF 8.
• SPARQL- SPARQL Protocol And RDF Query Language est un langage de requête et un
protocole qui permet de rechercher, d’ajouter, de modifier ou de supprimer des données
RDF disponibles à travers Internet. SPARQL est l’équivalent de SQL car comme on accède
aux données d’une base de données via SQL, SPARQL permet d’accéder aux données du
web. Cela signifie qu’en théorie, on pourrait accéder à toutes les données du web avec ce
standard. L’ambition du W3C est d’offrir une interopérabilité non seulement au niveau des
services, comme avec les services web, mais aussi au niveau des données structurées ou non
qui sont disponibles à travers l’Internet 9.
• RIF- Rule Interchange Format est une couche de règle logique. RIF permet d’échanger des
règles entre plusieurs langages de règles. Rappelons qu’une règle est un moyen simple pour
représenter une connaissance, et est une simplification radicale de logique du premier ordre
pour lequel il est relativement facile à mettre en œuvre des moteurs d’inférence qui peuvent
traiter les conditions et déduire de bonnes conclusions.
• Ontologie : une ontologie est une approche formelle, la spécification explicite d’une concep-
tualisation partagée [48]. Formelle reflète le fait que l’ontologie est lisible par machine et
permet de raisonner sur son contenu à partir de l’humain et la machine. Explicite signifie que
le type de concepts utilisés et les contraintes sur leur utilisation sont explicitement définis.
Partagée se réfère à la connaissance commune, énoncée dans l’ontologie. Conceptualisation
se réfère au modèle obtenu en faisant abstraction de certains phénomènes qui existent dans
le monde réel en identifiant les concepts pertinents de ces phénomènes. Une ontologie est
composée de concepts et des relations entre les concepts. Les concepts dans les ontologies
sont divisés en deux parties : les concepts abstraits et les concepts concrets [49]. Un concept
abstrait décrit la scène d’une image, tandis que le concept concret correspond à des objets
spécifiques à une image. Un concept abstrait est composé d’un ou de plusieurs concepts
concrets. Exemple : le concept Nature qui contient Ciel et Forêt. Ciel et Forêt sont
des concepts concrets de Nature qui est à son tour un concept abstrait. Différents types
d’ontologies peuvent être utilisés dans les systèmes de récupération des images. Nous avons
en général quatre types d’ontologies. Les ontologies peuvent être classifiées en fonction de
deux dimensions : leur niveau de détail et leur niveau de dépendance par rapport à une tâche
particulière, un point de vue. Plus précisément Guarino [50] propose une classification des
ontologies selon leurs niveaux de généralité.
– Les ontologies de haut niveau : Les ontologies de haut niveau (top-level ontologies) dé-
8. http ://www.wikipedia.org/wiki/RDF_Schema
9. http ://fr.wikipedia.org/wiki/SPARQL
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Figure 2.5 – Différents types d’ontologies
crivent les concepts très généraux comme l’espace, le temps, la matière, les objets, les
événements, les actions, etc., qui sont indépendants d’un problème ou d’un domaine d’ap-
plication particulier.
– Les ontologies de domaine et de tâche : Les ontologies de domaine (domaine ontologies) et
les ontologies de tâche (task ontologies) décrivent, respectivement, le vocabulaire lié à un
domaine générique (comme la médecine, ou les automobiles) ou une tâche ou une activité
générique (comme le diagnostic ou la vente), en spécialisant les concepts présentés dans
les ontologies de hauts niveaux. Elles donnent une représentation formelle des concepts du
domaine étudié ainsi que des différentes relations qui lient ces derniers ; elle ne contient
pas les concepts pédagogiques, narratifs et structurels.
– Les ontologies d’application : Les ontologies d’application (application ontologies) dé-
crivent des concepts dépendant à la fois d’un domaine et d’une tâche particulière, qui
sont souvent des spécialisations des deux ontologies relatives. Ces concepts correspondent
souvent aux rôles joués par des entités de domaine tout en exécutant une certaine activité,
comme l’unité remplaçable ou le composant disponible. La figure 2.5 représente les diffé-
rents types d’ontologies selon leur degré de dépendance vis-à-vis d’une tâche particulière
ou d’un point de vue. Les flèches représentent des relations de spécialisation.
• Les langages : les langages utilisées sont généralement des langages déclaratifs, et presque
toujours des généralisations de langages fondés sur la logique du premier ordre ([51] et [52])
ou la logique de description. Ils permettent l’encodage des connaissances sur des domaines
spécifiques et contiennent souvent les règles de raisonnement qui supportent le traitement de
ces connaissances [53]. RDFS est considéré comme un langage primitif de l’ontologie dans le
Web Sémantique supportant la définition de classes (concepts), de ressources et des proprié-
tés, et déterminant des relations de sous-classes et de sous-propriétés [53]. Plus complet et
complexe que RDFS, OWL est une famille de langages de représentation des connaissances
pour définir les ontologies. Basé sur les logiques de description, OWL (Ontology Web Lan-
guage) enrichit les possibilités de description et de raisonnement offerts par RDF Schema.
Par exemple, OWL permet d’exprimer des contraintes d’équivalence de classes, de cardinali-
tés, de restriction de valeurs, etc. RDFS peut en effet être vu comme un moyen de définir de
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simples taxonomies, tandis qu’OWL permet d’exprimer des connaissances plus expressives à
travers les logiques de description et les ontologies [54]. Le langage OWL peut être employé
pour permettre la représentation explicite des concepts et des relations entre les concepts.
La conception d’OWL a été influencée par une variété des paradigmes de représentation de
connaissance, par des langages d’ontologie existants et par des langages du Web. Une des
influences les plus importantes sur la conception d’OWL est la spécification formelle des lan-
gages de LD (Logiques de Description). Il y a trois sous-langages d’OWL : OWL Lite, OWL
DL et OWL Full. OWL Lite est le sous-langage d’OWL plus simple syntaxiquement. Il est
adapté pour les cas où seule une hiérarchie de classes simples et des contraintes simples sont
nécessaires. OWL DL est beaucoup plus expressive qu’OWL-Lite. Afin de rendre décidable
OWL, certaines restrictions ont été introduites sur l’utilisation des concepts OWL. OWL-DL
est basé sur logiques de description (d’où le suffixe DL). Les logiques de description sont un
fragment décidable de la logique de premier ordre et sont donc ouverts au raisonnement au-
tomatisé [55]. OWL Full est le sous-langage d’OWL le plus expressive. Contrairement à OWL
Lite et OWL DL, il est très expressif. OWL Lite et OWL DL sont des logiques de description
fondamentalement très expressives avec une syntaxe de RDF. OWL Full fournit une inté-
gration plus complète de RDF. Les ontologies basées sur les logiques de description peuvent
être exploitées par des outils de raisonnement puissants afin de faciliter l’arrangement des
ressources du Web [53].
2.3/ Annotation d’images
L’annotation d’images consiste en la description des images. La description des images
est basée soit sur les caractéristiques physiques ou sémantiques. Les techniques d’annotation
d’images sont réparties en trois catégories. On distingue l’annotation manuelle, l’annotation
automatique et l’annotation semi-automatique. Les outils utilisés pour l’annotation des images
sont groupés en trois catégories : les caractéristiques physiques, les mots-clés et les outils
du Web Sémantique (les ontologies légères et les ontologies lourdes). Les caractéristiques
physiques permettent de décrire les images grâce à des caractéristiques appelées de bas niveau
telles que la couleur, la texture, la forme, la localisation spatiales, etc. Les mots-clés comme
nous venons de le mentionner un peu plus haut permettent de représenter les différentes régions
d’une image. Le plus souvent, une annotation basée sur les mots-clés est une concaténation
des différents termes représentant le contenu et /ou le contexte des images. Contrairement
aux caractéristiques de bas niveau, les mots-clés sont classés dans la catégorie des outils de
description sémantiques de l’image parce qu’ils permettent de la sémantique d’une région de
l’image. Les ontologies permettent de représenter non seulement les objets présents dans une
image, mais aussi les relations qui existent entre ces objets.
Cette section présente dans un premier temps les différentes techniques d’annotation :
les techniques manuelles, les techniques automatiques et les techniques semi-automatiques.
Dans un deuxième temps, elle présente deux nouvelles approches d’annotation : approches
collaboratives et approches sémantiques.
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2.3.1/ Les techniques d’annotation
La description des images se fait grâce à des techniques d’annotation. Cette section sera
consacrée à ces techniques d’annotation. Trois techniques d’annotation sont proposées dans la
littérature : l’annotation manuelle, l’annotation automatique et l’annotation semi-automatique.
2.3.1.1/ Annotation manuelle
L’annotation manuelle d’images consiste à faire annoter des bases d’images par un ou
plusieurs annotateurs. Lors d’une annotation manuelle, l’annotateur assigne une description
à chaque image en fonction de sa perception. Plusieurs systèmes d’annotation manuelle des
images ont été présentés dans la littérature [56], [57] et [58].
L’annotation des images basée sur les mots-clés est un processus qui permet de décrire
les images avec des termes dans le but de faciliter leur récupération. Agosti et al. dans [59]
et Bradley dans [60] ont fourni une étude exhaustive sur les contours et la complexité des
annotations.
Un mot-clé est un mot associé à une image qui, une fois indexé, permet d’identifier l’image
dans une base de données. Il permet de faire une description textuelle du contenu des images.
Comme tous les autres descripteurs, les mots-clés permettent d’une part de décrire les images,
et d’autre part d’accéder aux images par des requêtes textuelles. Comparativement aux des-
cripteurs de bas niveau (couleur, texture, forme, etc.), les mots-clés sont considérés comme des
descripteurs efficaces. Grâce aux mots-clés, l’annotation, la récupération et même la comparai-
son des images deviennent possible. Plusieurs approches se sont focalisées sur la description et
la récupération des images via les mots-clés. Les premiers systèmes apparus dans les années 90
sont basés sur le texte [4], [5], [6]. Ces derniers adoptent une approche qui consiste à décrire
le contenu visuel sous forme textuelle. Les mots-clés utilisés servent d’index pour accéder aux
données visuelles associées. L’avantage de cette approche est qu’elle permet de consulter les
bases de données en utilisant les langages d’interrogation standard, par exemple SQL. Plusieurs
approches sont basées sur la description du contenu visuel des images ([61], [62], [12], [63]),
[64], [65], [66], [67], [68], [69] et [70].
Une autre méthode consiste à combiner le contenu visuel et le contenu textuel. Contraire-
ment au contenu visuel décrit par les mots-clés, le contenu textuel représente l’ensemble des
attributs spécifiques aux images, à savoir : les titres, les légendes, les commentaires, etc. qui
entourent l’image. La combinaison du contenu visuel et textuel a été proposé par plusieurs
chercheurs parmi lesquels nous pouvons citer Jin et al. dans [71], Gao et al. dans [72] et
Ameesh et al. dans [73]. Jin et al. ont réalisé l’annotation des images en utilisant un modèle de
langage cohérent parce que les mots-clés seuls seraient indépendants. Pour eux, il y a nécessité
de prendre en compte d’autres informations comme les textes qui entourent les images, afin de
produire une bonne description de l’image. Nous avons également les annotations à plusieurs
niveaux proposées dans [72] qui visent non seulement à identifier les objets spécifiques dans
une image, mais intègrent également les concepts pour regrouper des éléments similaires. Par
exemple Ameesh et al. proposent que l’image d’un bureau peut être annotée non seulement
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Figure 2.6 – Processus d’annotation manuelle
avec les éléments de l’image, comme un écran d’ordinateur et tapis de souris, mais aussi le
bureau et l’intérieur du bureau.
Généralement, le processus de l’annotation manuelle comporte l’annotateur (ou les anno-
tateurs) qui décrit l’image, l’image à décrire et les descripteurs fournis pour mener à bien la
description comme le montre la figure 2.6.
2.3.1.2/ Annotation automatique
L’annotation automatique est un processus qui consiste à faire annoter les images par un
système d’annotation. Le processus d’annotation automatique a généralement lieu lorsqu’une
ou plusieurs nouvelles images sont ajoutées dans la base de données [74] et [75]. Le système
utilise automatiquement chaque nouvelle image comme une requête et effectue une recherche
d’images par le contenu. Pour un nombre n d’images similaires à une requête, les caracté-
ristiques ayant servi à l’annotation de chacune d’elles (et classés par leur fréquence) sont
analysées. Une liste de caractéristiques des images similaires à la nouvelle image est fournie
et attribuée à la nouvelle image. La nouvelle image est ainsi annotée (bien que virtuellement
et sans confirmation). Plusieurs travaux ont été déjà menés dans le domaine de l’annotation
automatique. Parmi ces travaux, nous pouvons citer les méthodes proposées dans [74], [75],
[76] et [77]. La figure 2.7 présente le processus d’annotation automatique.
Les annotations de nouvelles images seront faites à partir de cet échantillon. Les sections
suivantes décrivent les méthodes d’annotation automatique d’images.
• La méthode basée sur la classification : elle permet de créer un très grand nombre de classes
auxquelles les images sont associées [78], [7], [8], [9]. Elle permet de faire la description
des caractéristiques des images sous forme de vecteurs ([79], [80] et [81]). Les images sont
représentées par des vecteurs de leurs caractéristiques. Les graphes sont souvent utilisés par
classer les images. Les vecteurs et les mots-clés des images sont représentés comme des
nœuds d’un graphe G = (V, E), où V est l’ensemble de tous les nœuds et E l’ensemble de
tous arêtes comme le confirme les travaux menés dans [82] et dans [83]. La plus part des
CBIR sont construits sur le modèle d’espace vectoriel. Le corpus d’images et de requête sont
représenté comme des vecteurs de caractéristiques dans un espace vectoriel à n dimensions.
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Figure 2.7 – Processus d’annotation automatique
[84].
Soit W l’ensemble des nœuds représentant des mots-clés uniques w utilisés pour toutes
les images de la collection, F l’ensemble de nœuds représentant tous les vecteurs de carac-
téristiques extraites de toutes les images et I l’ensemble de tous les nœuds représentant les
images dans la collection. Les sommets du graphe de l’image peuvent être définis comme
V = I ∪ F ∪ W . La relation entre les images et leurs vecteurs caractéristiques peut être
codée dans le graphe par une paire d’arêtes (in, fj) et (fj , in) reliant les nœuds d’image in
et leurs vecteurs caractéristiques fj . De la même manière, les relations entre les images et
leurs mots-clés sont codées par une paire de d’arêtes (in, wj) et (wj , in). Supposons main-
tenant que la fonction dist (fi, fj) retourne une valeur réelle positive qui mesure la distance
entre deux vecteurs de caractéristiques. Cette fonction peut être la distance euclidienne ou
toute autre distance métrique sur des vecteurs de caractéristiques. Grâce à cette fonction,
les k plus proches voisins de chaque vecteur caractéristique fi sont sélectionnés, et une paire
d’arêtes (fi, fk), (fk, fi) pour tous les k plus proches voisins est utilisé pour désigner leur
similitude dans le graphe. De même, une fonction dist (wi, wj) ou sim (wi, wj) renvoyant
un nombre réel positif, retourne la distance entre deux mots-clés [85].
La méthode basée sur les graphes permet de représenter chaque image par un graphe. De
façon concrète, considérons un ensemble α de n images α= I1, I2, . . . , In. Chaque image
est décrite par un ensemble de caractéristiques { f1, f2, . . . , fm } et une liste de mots-clés
W= w1, w2, . . . , wk. Une image peut alors être décrite par le vecteur I1 = { f1, f2, ..., fm,
Wi}. Si une nouvelle image Ix (Ix = { f1, f2, . . . , fn}) non étiquetée est introduite dans
ce système, le système trouvera un modèle capable de lui affecter des étiquettes. Autrement
dit, l’image passe d’une représentation Ix = {f1, f2, . . . , fn} à une représentation Ix = {f1,
f2, . . . , fn, Wk} [79], [80] et [85].
Typiquement, l’image est d’abord analysée par l’extraction de vecteurs de caractéristiques,
et les mots pour l’apprentissage de l’annotation sont utilisés avec des techniques d’appren-
tissage automatique pour pouvoir être capable d’affecter automatiquement des annotations
à de nouvelles images. Les premières méthodes dans le domaine apprenaient les corrélations
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entre les descripteurs d’images et les annotations, puis des techniques utilisant des méthodes
issues de la traduction automatique ont vu le jour, permettant de faire une traduction entre
le vocabulaire textuel, et ce qu’on considérait comme un vocabulaire visuel, où chaque mot
serait un groupe de régions similaires, obtenues par regroupement (clustering). La classifi-
cation est basée sur l’apprentissage. L’apprentissage est un processus visant à améliorer les
performances d’un système en se basant sur ses expériences passées. Trois grandes familles
de techniques d’apprentissage sont répertoriées [86] :
– L’apprentissage supervisé est une technique d’apprentissage automatique qui produit de
façon automatique une classification en se basant sur des exemples existants. L’apprentis-
sage supervisé est possible grâce à certains classificateurs. C’est le cas, par exemple, des
Machines à Vecteurs Supports SVM [87], des forêts aléatoires [88], de l’algorithme des k
plus proches voisins (notés KPPV, ou KNN en anglais), et des classificateurs Bayésiens.
Les SVM et les forêts aléatoires sont réputés pour être performants en présence d’un grand
nombre de variables. Par contre, l’utilisation des SVM devient difficile à utiliser lorsque
le nombre d’observations de la base d’apprentissage est important. Concernant les KNN,
la procédure de classification est lourde car chaque image requête est comparée (sur la
base de ses caractéristiques) à toutes les images stockées. Par contre cette méthode a
l’avantage de ne pas nécessiter d’apprentissage : c’est l’échantillon qui constitue le mo-
dèle. Enfin, les classificateurs Bayésiens, quant à eux, sont sensibles à la dimensionnalité
des données. Par contre, ils sont efficaces avec beaucoup de données d’apprentissage. Les
classificateurs Bayésiens sont adaptés à la résolution de problèmes en présence de données
manquantes, contrairement aux SVM [89]. D’autres techniques d’apprentissage telles que
le réseau de neurones sont également utilisés pour l’apprentissage de concepts. Dans [90]
les auteurs choisissent 11 catégories de concepts : brique, nuage, fourrure, herbe, glace,
route, rocher, sable, la peau, l’arbre et de l’eau. Ensuite, une grande quantité de don-
nées d’apprentissage est introduite dans le classificateur de réseau neuronal pour établir
le lien entre les caractéristiques de bas niveau de l’image et sa sémantique (catégorie
d’étiquettes).
– L’apprentissage non supervisé (parfois dénommé « clustering »)est une méthode d’appren-
tissage automatique. Il s’agit pour d’une technique qui permet de diviser un groupe hété-
rogène de données, en sous-groupes de manière à ce que les données considérées comme
les plus similaires soient associées au sein d’un groupe homogène et qu’au contraire les
données considérées comme différentes se retrouvent dans d’autres groupes distincts. 10.
Pendant la phase de l’apprentissage non supervisé c’est le système qui doit déterminer ses
sorties en fonction des similarités détectées entres les différentes entrées (règle d’auto or-
ganisation) [91]. Contrairement à l’apprentissage supervisé, l’apprentissage non supervisé
permet de regrouper un ensemble de données d’image de façon à maximiser la similarité au
sein des clusters et de minimiser la similitude entre les différents groupes. Chaque groupe
résultant est associé à une étiquette de classe et les images dans une même grappe sont
10. http ://fr.wikipedia.org/wiki/Apprentissage_non_supervisé
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censés être semblables les uns aux autres.
– L’apprentissage par renforcement. C’est un apprentissage qui nécessite un superviseur qui
dit à l’agent quelle action est correcte dans telle situation [92]. Dans l’apprentissage par
renforcement, l’agent interagit avec l’environnement qui lui donne un retour quantitatif
sur les valeurs de ses actions. L’objectif de l’apprentissage par renforcement est alors de
générer à partir d’expériences (état courant, action, état suivant) une politique maximisant
le rendement au cours d’une période donnée.
• La méthode probabiliste : elle permet de représenter les images par un vecteur caractéris-
tique à n-dimensions. Ces vecteurs sont calculés grâce à des fonctions mathématiques ou
des algorithmes. Un bon choix de caractéristiques pertinentes est indispensable pour at-
teindre un grand pouvoir de discrimination [79]. La méthode probabiliste est souvent dédiée
à l’annotation d’images partiellement annotées, c’est-à-dire que des images ne possédant pas
le nombre maximal de mots-clés. Lorsqu’une image est partiellement annotée, les mots-clés
manquants sont considérés comme des valeurs manquantes. La méthode probabiliste est une
méthode qui permet de calculer la distribution des mots-clés à une image [93], [94], [95].
Cette distribution représente une prédiction des mots-clés manquants d’une image. Pour
chaque annotation manquante, le mot-clé du vocabulaire ayant la plus grande probabilité
est retenu, si cette probabilité atteint un certain seuil [96]. Chaque image est annotée par
les mots-clés ayant les plus grandes probabilités. C’est le cas de Jin et al. [71] qui proposent
un modèle de langage pour annoter des images qui estime la probabilité d’un ensemble de
mots-clés. L’ensemble de mots-clés ayant la plus grande probabilité est associé à l’image, si
cette probabilité dépasse un certain seuil.
D’autres travaux d’annotation automatique des images du web ont été proposé par cer-
tains chercheurs. C’est l’exemple de Wen et al. dans [97] et de Feng et al. dans [98]. C’est
une technique qui facilite la recherche d’images grâce aux informations complémentaires dis-
ponibles sur le web comme par exemple, l’URL du fichier image qui a souvent une structure
hiérarchique claire, y compris des informations sur l’image comme la catégorie de l’image. Dans
cette technique, les documents HTML sont également pris en compte parce qu’ils contiennent
des informations utiles sur le titre de l’image, le texte descriptif qui entoure l’image, des hy-
perliens, etc. Plusieurs outils basés sur la description textuelle comme par exemple Google et
AltaVista sont proposés pour rechercher des images sur le web. Bien que ces approches aident
à trouver de nombreuses images pertinentes, la précision de récupération est faible, car elles
ne peuvent pas confirmer si les images extraites contiennent vraiment les concepts de la re-
quête. Les utilisateurs doivent parcourir toute la liste pour trouver les images désirées. C’est
un processus de longue haleine parce que les résultats renvoyés sont des collections d’images.
Pour améliorer les performances de ces approches, les chercheurs ont tenté de fusionner
l’information textuelle et le contenu visuel de l’image. C’est le but des travaux menés dans [98]
qui combinent les descriptions textuelles (HTML) et les caractéristiques visuelles de l’image.
Pour mener à bien l’annotation automatique, ils ont développé deux classificateurs indépen-
dants. Le premier est basé sur le texte et le deuxième est basé sur les caractéristiques visuelles.
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L’expérimentation a été faite sur un ensemble prédéfini de 15 concepts. Les résultats obtenus
démontrent la performance substantielle du système. Toutefois, en raison de l’imprécision de
l’extraction des informations textuelles, les performances de certains concepts ne sont pas sa-
tisfaisantes.
D’autres propositions ont été faites dans [99] et dans [100]. MSRA (Microsoft Research
Asia) a pour objectif de regrouper les résultats de recherche des moteurs de recherche classique
d’images Web, de sorte que les utilisateurs retrouvent rapidement les images. Tout d’abord, un
algorithme de segmentation basé sur la vision intelligente est conçu pour segmenter une page
web en blocs. Dans le bloc contenant l’image, les informations textuelles et les informations
sur les liens d’une image peut être extraite de façon précise. Ensuite, un graphe de l’image
est réalisé en utilisant des techniques d’analyse des liens entre les blocs. Ainsi, pour chaque
image, on obtient trois types de représentations, la représentation visuelle basée sur les ca-
ractéristiques physiques, la représentation sémantique basée sur les caractéristiques textuelles
et la représentation graphique. Les images de chaque catégorie sont ensuite réorganisées en
fonction de leurs caractéristiques visuelles. La plupart de ces méthodes ont en commun le fait
qu’elles nécessitent un échantillon d’apprentissage.
2.3.1.3/ Annotation semi-automatique
L’annotation semi-automatique résulte de la combinaison des deux annotations précédentes.
Elle consiste à générer l’annotation des images à partir de l’annotation manuelle et de l’an-
notation automatique [101]. En général, les méthodes semi-automatiques consistent à faire
intervenir l’utilisateur pour valider les décisions du système [102] et [11]. Cette collaboration
peut se réaliser dans les deux sens : soit c’est l’humain qui vérifient et valide les annotations
réalisées par la machine ou soit, c’est la machine qui achève le processus d’annotation entamé
par l’humain. Les techniques d’annotation semi-automatique se basent généralement sur le
retour de pertinence. Une variété d’interfaces d’utilisateur pour la recherche d’images et de
retour de pertinence est utilisée pour la méthode d’annotation semi-automatique [75]. Géné-
ralement, une telle interface utilisateur comprend trois parties : l’interface de soumission de
requêtes (soit une requête par des mots-clés, soit une requête d’images, ou une combinaison
des deux), le navigateur d’images, et l’interface de retour de pertinence. Un scénario utilisa-
teur typique est le suivant : lorsque de l’utilisateur soumet une requête, le système renvoie des
résultats de recherche comme une liste de classement des images en fonction de leur similarité
avec la requête soumise. Les images ayant une similarité supérieure ont des rangs plus élevés
que celle ayant de faible similarité. Le navigateur d’image peut être une fenêtre déroulante des
images, une fenêtre paginée. L’utilisateur peut parcourir les images dans le navigateur et utiliser
l’interface de confirmation pour soumettre ses jugements de pertinence. Le système retourne
de façon itérative les résultats de récupération raffinés basés sur le feedback de l’utilisateur et
affiche les résultats dans le navigateur. Ce processus est illustré dans la figure 2.8.
Le retour de pertinence permet d’afficher les images plus pertinentes aux premiers rangs et
offre à l’utilisateur plus de chance de les voir, de les confirmer, et donc de les annoter. Deux
cas sont à prendre en compte à ce stade [75], [11]. Dans le premier cas, il n’y a pas d’images
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Figure 2.8 – Architecture de l’annotation semi-automatique
dans le système ayant été annotés avec les mots-clés de la requête soumise. Dans le second
cas, certaines images sont déjà annotées avec les mots-clés correspondants à la requête. Dans
le premier cas, le système retourne seulement une liste d’images au hasard car aucun mot-clé
n’est matché et aucune image pertinente pour cette requête ne peut être trouvée. Dans le
second cas, les images annotées avec les mots-clés de la requête sont récupérées et affichées
à l’utilisateur. Il revient ensuite à l’utilisateur d’indiquer les images qui sont pertinentes. Pour
chacune de ces images pertinentes, si l’image n’a pas encore été annotée avec tous les mots-clés
de la requête, l’image est annotée avec les mots-clés avec un poids initial de 1. Si l’image a déjà
été annotée avec un des mots-clés présents dans la requête, le poids de ce mot-clé pour cette
image est augmenté de 1. Pour chacune des images non pertinentes, le poids de ce mot-clé
est réduit d’un quart (1/4) de son poids d’origine. Si le poids devient très faible (par exemple
inférieure à 1), le mot-clé est retiré de l’annotation de l’image. Le résultat est un ensemble de
mots-clés et de leurs poids associés à chaque image et stockés dans une base de données.
2.3.2/ Autres approches d’annotation
Comme nous venons de l’observer, chacune de ces trois techniques présentées ci-dessus
est réalisée de façon individuelle et avec des descripteurs tels que les caractéristiques de bas
niveau et les mots-clés. Récemment, de nouvelles approches d’annotation ont vu le jour. Elle
consiste à intégrer d’une part la sémantique et d’autre part la collaboration dans le système
de d’annotation. Dans cette section, nous présentons l’approche d’annotation basée sur la
collaboration et l’approche basée sur la sémantique.
2.3.2.1/ Approches collaboratives
Certaines approches se sont penchées sur la collaboration. L’annotation collaborative
consiste en la proposition de la description d’une image par plusieurs annotateurs comme
l’expliquent les travaux menés dans [103], [15], [14], [104] et [105]. Elle peut être réalisée soit
par l’utilisation des mots-clés. Généralement, plusieurs annotateurs procèdent à l’annotation
de la même image et le système se charge d’en déduire la description la plus pertinente de
l’image. Dans [14], un jeu est proposé aux internautes. L’exemple le plus connu est ESP Game.
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La règle du jeu est la suivante : deux utilisateurs, connectés en même temps, se voient proposer
par le système la même image. Chacun propose des mots-clés pour annoter cette image. Le
système ne propose pas de vocabulaire. Une fois que les deux utilisateurs sont d’accord sur un
mot-clé, ce mot-clé est validé, et les deux utilisateurs gagnent des points. Une autre image leur
est alors proposée, et ainsi de suite. Quand un utilisateur atteint un certain nombre de points
en une semaine, il se voit offrir un cadeau. Wang et al. quant à eux, ont proposé Image Webs
dans [15]. C’est une approche qui privilégie la collaboration entre les annotateurs. Elle prend
en compte plusieurs annotateurs et leur permet de partager non seulement les images annotées
mais également des annotations (réalisées avec des mots-clés). Grâce à cette approche, les
annotateurs décrivent les différentes régions des images par des mots-clés. Le système Image
Webs relie l’ensemble des régions d’images contenant les mots-clés du même objet pour for-
mer un graphe. Ces graphes représentent les relations entre les images en fonction de leur
contenu visuel partagé. L’approche [16] propose un système d’annotation collaboratif basé sur
un serveur qui peut simplement être accessible via un navigateur Web. Cela permet de te-
nir des statistiques d’annotation et évite la distribution de grandes collections d’images aux
utilisateurs. L’approche a pour objectif de simplifier et d’accélérer le processus d’annotation
autant que possible, tout en maintenant en même temps les options de configuration et de
personnalisation pour permettre différents styles d’annotation et préférences d’utilisateurs. Les
utilisateurs pourront utiliser différents style d’annotation, comme par exemple, l’affichage et
l’annotation de quelques images par page ; l’annotation d’images avec un seul terme avant de
passer à l’annotation avec plusieurs termes simultanément, etc. Afin de maximiser la commo-
dité et l’efficacité utilisateur, chaque utilisateur a alors la possibilité de personnaliser le nombre,
la taille et la disposition des images affichées par page, et sélectionner un ou plusieurs concepts
pour annoter à la fois. Dans [106], l’approche d’annotation collaborative d’image proposée per-
met aux utilisateurs de créer des balises qui fournissent un contexte hiérarchique permettant
de définir les relations entre ces concepts. L’approche fournit également une technique visant
à établir la crédibilité des utilisateurs qui annotent les images. C’est une technique qui permet
de calculer la véracité et la fiabilité d’une déclaration particulière. Une approche similaire a
été proposée par Kavasidis et al dans [104]. Ils proposent un environnement collaboratif d’an-
notation des séquences de vidéo par des mots-clés. L’environnement permet aux annotateurs
de partager leurs propres annotations avec d’autres, accélérant ainsi donc le processus de gé-
nération des annotations. L’environnement dispose d’une interface qui permet au annotateurs
d’annoter les séquences de vidéo et de partager les annotations avec d’autres annotateurs.
L’objectif de cette approche est de soulager une grande partie de l’effort des annotateurs et
d’accroître la qualité des annotations. Dans [105] par exemple, il est question de faire annoter
les images par deux communautés de personnes : les experts et les amateurs. L’objectif est
de réaliser une évaluation pour explorer l’influence entre les deux communautés qui ont dif-
férents niveaux d’appréciation. Pour cela, l’outil SeviAnno a été proposé. Il est basé sur une
combinaison de normes de méta-données et des technologies Web 2.0 dans le domaine de
la gestion du patrimoine culturel. Chaque région des images d’une vidéo peut être annotée,
y compris les objets, les événements, les temps, les lieux, etc. La conception et la mise en
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œuvre de l’outil, répond au transfert de connaissances entre experts du domaine et amateurs.
Les experts et les amateurs collaborent sur les annotations des images pour gérer et partager
des connaissances spécifiques du domaine. Les informations sur celui qui a annoté une image
sont affichées à toute la communauté. Barthelmess et al. dans [107] présentent une nouvelle
méthode d’annotation collaborative d’images. C’est une approche d’annotation d’images par
un réseau de personnes. Il consiste à l’extraction des méta-données à partir de conversations
entre des groupes de personnes discutant entre eux sur une image donnée. L’approche explore
comment le langage peut aider dans l’annotation d’images. L’approche comprend trois étapes :
la détection d’un ensemble d’étiquettes significatives qui peuvent être associées à chaque image
par la variété et la richesse du langage employé par les utilisateurs lorsque ceux-ci se mettent
à parler de leurs photos, la reconnaissance de la sémantique de ces termes par les interactions
entre groupe et la propagation des étiquettes. C’est une approche qui explore une technique
de fusion multimodale pour récupérer l’orthographe et la prononciation des termes redondants
dans le discours et l’écriture.
2.3.2.2/ Approches sémantiques
Un enjeu actuel du Web Sémantique est de définir des techniques permettant de représenter
les sémantiques des images et de pouvoir les utiliser pour recherches ces images comme le
précisent [12],[13]. Dans cette section, nous présentons les approches sémantiques basées sur
les ontologies légères et les ontologies lourdes.
• Les ontologies légères. Plusieurs travaux ont été consacrés à l’utilisation des graphes RDF.
Dans [108] les auteurs ont proposé un classificateur hiérarchique sémantique basé sur Word-
Net pour intégrer les connaissances à priori sur les relations interclasses dans l’apprentissage
des apparences. Dans le même esprit, ils ont proposé «ImageNET» [109], une hiérarchie de
concepts à grande échelle des images construites sur l’épine dorsale de la structure WordNet.
Naphade et al. ont proposé dans [110] une méthode qui vise à concevoir une taxonomie avec
une couverture de près de 1 000 concepts pour la récupération des vidéos. Sivic et al. ont
proposé dans [111], la descriptions textuelles des images grâce au graphe RDF. Dans cette
méthode, un graphe de représentation connaissances visuelles est utilisé. Le graphe fournit
un modèle graphique servant à la connaissance préalable pour représenter la diversité des
motifs visuels. Certains chercheurs comme [110] ont préféré utiliser une hiérarchie multi-
couche fondée sur des éléments visuels. D’autres par ailleurs ont proposé une méthode qui
combine les caractéristiques visuelles et textuelles comme par exemple [77] et [112] pour
construire des hiérarchies. Von-Wun Soo et al. [113] ont proposé une méthode d’annotation
et d’indexation basée sur les graphes RDF. Dans cette approche, un analyseur (Case-Based
Learning (CBL)) est utilisé. Il permet de convertir d’une part les mots-clés proposés sous
forme d’un graphe RDF, et d’autre part convertir les requêtes écrites avec un langage naturel
en requêtes capable d’indexer les graphes RDF (SPARQL). Les images sont récupérées en
faisant correspondre les descriptions sémantiques et structurelles de la requête de l’utilisateur
avec celles des métadonnées qui décrivent les images. N. Maguesh et al. [114] ont présenté
également une approche de description des caractéristiques visuelles basée sur le graphe
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RDF et qui rejoint l’approche de Soo et al., ce qui permet de rechercher les images grâce
au langage SPARQL. SPARQL est un langage de requête et un protocole qui permettra de
rechercher, d’ajouter, de modifier ou de supprimer des données RDF disponibles à travers
Internet. SPARQL est l’équivalent de SQL car comme en SQL, on accède aux données d’une
base de données via ce langage de requête alors qu’avec SPARQL, on accède aux données
du Web des données. Cela signifie qu’en théorie, on pourrait accéder à toutes les données
du Web avec ce standard.
L’ambition du W3C est d’offrir une interopérabilité non pas seulement au niveau des ser-
vices, mais aussi au niveau des données structurées ou non. SPARQL est considéré comme
l’une des technologies clés du Web Sémantique. Il est adapté à la structure spécifique des
graphes RDF et s’appuie sur les triplets qui les constituent. En cela, il est différent du clas-
sique SQL (langage de requête qui est adapté aux bases de données de type relationnelles),
mais s’en inspire clairement dans sa syntaxe et ses fonctionnalités.
• Les ontologies lourdes. L’utilisation des ontologies a pour objectif la modélisation des
connaissances dans un domaine donné comme le précises travaux menés dans [10] et [11].
Les ontologies sont employées comme une forme de représentation de la connaissance d’un
monde ou d’une certaine partie du monde. Concrètement, dans le contexte du Web Sé-
mantique, les ontologies sont utilisées pour modéliser des ressources du web à partir de
représentations conceptuelles des domaines concernés et de faire des inférences. Une fois
construite et acceptée, une ontologie doit traduire un consensus explicite et certain niveau
de partage des aspects essentiels pour permettre l’exploitation des ressources par différentes
applications d’une part. D’autre part, la formalisation, autre facette des ontologies, est né-
cessaire pour qu’il soit possible de faire des raisonnements automatiques afin de décharger
les utilisateurs d’une partie de leur tâche d’exploitation et de combinaison des ressources
du Web. En résumé, les ontologies sont utilisées pour fournir le vocabulaire et la structure
des méta-données associées aux ressources annotées, ou comme représentations pivot pour
l’intégration de sources de données hétérogènes [53].
Comme dans les approches existantes, la gestion sémantique des images grâce aux ontolo-
gies se base généralement sur deux techniques : l’annotation et la recherche. La première
technique permet de décrire formellement les images. La deuxième technique favorise la
recherche sémantique des images. Pour mener à bien la gestion sémantique des images,
l’extraction de la sémantique est primordiale. La tâche d’extraction sémantique peut être
considérée comme une tâche de catégorisation, de classification, de reconnaissance et de
compréhension. De la proposition faite par Biederman et al. [115], nous pouvons tirer trois
types de contextes réels pour l’annotation d’une scène d’image : le contexte sémantique qui
tient compte de la probabilité qu’un concept soit présent dans une scène (par exemple, rue a
une forte probabilité de coexister avec bâtiment dans la même scène), le contexte spatial qui
exprime les relations spatiales des concepts (par exemple, le ciel est généralement au-dessus
des herbes dans une scène) et le contexte d’échelle qui tient compte de la taille de l’objet
(un humain devrait occuper une petite région dans une scène où figure un bâtiment).
Un nombre considérable d’ontologies multimédias a été proposé, qui tente de définir une
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norme pour la description du contenu des images [116], [117], [11], [118], [119], [120],
[121], [122], [123] et [124]. D’autres domaines ont été proposés pour permettre une inter-
prétation sémantique et un raisonnement sur les descriptions extraites [125] et [126]. Dans
[127] par exemple, Avril Styrman crée des métadonnées et des systèmes qui les interprètent
afin de faciliter la recherche des images pour un utilisateur moyen. L’objectif principal du
processus est de créer une ontologie appropriée pour l’exposition des photos des évènements
organisés au sein des universités. Wang et al. dans [128] ont utilisé une ontologie multimo-
dale pour l’annotation et la recherche des images d’animaux. Le travail effectué dans [129]
se concentre sur l’annotation automatique des images. C’est un processus de création d’un
modèle qui attribue automatiquement des termes aux images. L’objectif principal de cette
approche est d’évaluer si l’information sous-jacente contenue dans une ontologie (créée à
partir d’un vocabulaire de termes) peut être effectivement utilisée conjointement avec les
informations visuelles extraites (des images) afin de produire des annotations plus précises.
Saathoff et al. dans [1], Styrman et al. dans [127] et Jair et al. dans [130] ont également
proposé une architecture pour l’annotation automatique des contenus images.
Pour améliorer la récupération des images, d’autres approches ont essayé de procéder à une
combinaison de techniques comme la segmentation des images en régions et l’annotation
des régions segmentées. C’est le cas de Wang et al. dans [128], de Ning Ruan dans [131]
et de H. Jair et al. dans [130]. Les approches proposées dans [131] et [130] consistent à
annoter les régions d’images grâces aux ontologies à la seule différence que dans [130], les
images sont d’abord segmentées en régions alors que dans [131], les régions homogènes sont
récupérées grâce à un algorithme non supervisé.
Comme nous pouvons le constater, plusieurs travaux existants ont été orientés vers la des-
cription sémantique des images. Pour cela, des ontologies ont été proposées. Les travaux menés
dans [132] proposent une ontologie spécifique aux objets comme le montre la figure 2.9.
L’ontologie développée dans ces travaux représente les caractéristiques visuelles des objets
de l’image par une description symbolique permettant une interprétation de haut niveau. Les
chercheurs ont appliqué des algorithmes de segmentation non supervisée pour extraire les ré-
gions de l’image d’une part, et d’autre part d’autres algorithmes permettant le passage entre
une description symbolique et une analyse de bas niveau de l’image. Les caractéristiques mo-
délisées sont la luminosité (exprimée par cinq paramètres) et la distribution des couleurs dans
la gamme vert-rouge et bleu-jaune (sept paramètres), la position de la région dans l’image :
horizontale et verticale (trois paramètres par orientation), la taille de l’objet (trois paramètres)
et la forme de l’objet (trois paramètres).
L’approche présentée dans [132] permet de décrire les caractéristiques de bas niveau.
D’autres approches similaires sont proposées. Les images prises en compte dans cette approche
sont des images satellitaires. La détection des objets se fait en effectuant la correspondance
entre les objets de l’image avec les concepts de l’ontologie. L’algorithme développé recherche
l’objet extrait de l’image dans l’ontologie en comparant ses descripteurs de bas niveau avec
ceux des différents concepts de l’ontologie. Une fois cette comparaison faite, le système affiche
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Figure 2.9 – Ontologie d’objets
le score de similarité avec chaque concept de l’ontologie.
L’annotation structurée des images a été l’un des principaux objectifs du travail mené dans
[130]. Les auteurs de cet article ont d’abord procédé à l’organisation hiérarchique d’un vocabu-
laire. La hiérarchie et le vocabulaire d’annotation ont été définis manuellement par les auteurs
après avoir analysé attentivement les images. Il faut noter que l’ontologie est proposée pour
l’annotation et la représentation une collection de photos prises une agence de voyage.
L’approche présentée dans [130] n’est pas basée sur une ontologie lourde, mais une hiérar-
chie de concepts (ontologie légère). La hiérarchie de concept est principalement constituée des
relations de type ”est-un” entre les concepts.
2.4/ Recherche d’images
La recherche d’une image est un processus qui consiste à retrouver une image dans une base
de données grâce à ces descripteurs. Ce processus est intimement lié au processus d’annotation
des images. Ainsi, une image, un ensemble de mots-clés, de noms, de phrases nominales sont
mappés pour retrouver des images comme le confirment les travaux menés dans [133], [134],
[135]. Dans la littérature, nous pouvons distinguer trois types de recherche d’images[136]
comme le montre la figure 2.10.
• La recherche globale permet d’afficher une collection d’images respectant une mesure de
similarité entre les caractéristiques de la requête image et les caractéristiques de chaque image
du corpus. La recherche globale est composée de deux étapes : l’identification des groupes
d’images grâce aux index pour déterminer les images qui sont susceptibles d’appartenir à
l’ensemble des résultats, l’identification des images candidates qui vérifient la mesure de
similarité.
• La recherche basée sur les sous-images consiste à comparer une requête image à toutes les
régions d’image stockées dans la base de données, quelles que soient la taille de la requête
image et celle des régions. La recherche basée sur les sous-images permet de considérer
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Figure 2.10 – Techniques de recherche d’images
chaque région d’image comme une image. Chaque image est représentée par un descripteur
multi-niveau stockant les descripteurs des régions d’images. Chaque région pouvant être
considérée comme une image à part entière.
• La recherche locale consiste à retrouver des images ayant une région similaire, la région étant
composée d’objets. La recherche locale est un peu similaire à la recherche globale, excepté
qu’au lieu d’accéder à toutes les régions, on accède une seule région. Elle est basée sur
une méthode d’appariement des caractéristiques des images. Lorsque la région sélectionnée
par l’utilisateur est composée de plusieurs parties d’image, la requête est décomposée en
sous-requêtes, une sous-requête par partie. L’algorithme s’applique donc à chaque région,
créant plusieurs ensembles de résultats d’identificateurs de l’image. L’identificateur d’une
image apparait dans le résultat lorsque la distance entre les caractéristiques de l’image et de
la requête respecte un seuil.
Les systèmes de recherche d’images utilisent généralement deux techniques : la technique
syntaxique et la technique sémantique.
2.4.1/ La technique syntaxique
La technique syntaxique d’une image repose soit sur l’analyse lexicale, soit l’analyse syn-
taxique du contenu des images. Elle consiste à déterminer automatiquement les termes repré-
sentatifs du contenu des images. Ces termes sont ensuite pondérés et leurs pouvoirs discri-
minants sont extraits. Deux paramètres sont pris en compte dans l’annotation classique : le
langage de représentation et le pouvoir discriminant.
2.4.1.1/ Le langage de représentation
Le langage de représentation des images contient l’ensemble des termes susceptibles d’être
retenus pour représenter les images. Ce langage peut être une sélection de termes choisis
dans le contenu des images ou bien il peut être constitué a priori ; on parle alors de langage
contrôlé. Un vocabulaire contrôlé, un glossaire, une hiérarchie informelle ou un thésaurus peut
être utilisé. Cependant, l’utilisation d’un thésaurus pour l’indexation n’a pas donné de bons
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résultats dans les expérimentations réalisées dans [137], [72], [111] et [138].
2.4.1.2/ Le pouvoir discriminant
Le pouvoir discriminant des termes est ensuite calculé. Un terme apparaissant dans peu
d’images est très pertinent pour décrire le contenu de l’image s’il permet de discriminer les
images entre elles. De plus, la fréquence d’un terme à l’intérieur de l’image permet de révéler
l’importance de ce terme. Ce terme décrit a priori le contenu informationnel de l’image [137],
[72], [139], [140] et [141]. Il est souvent déterminé par la formule tf.idf. La recherche classique
repose donc généralement sur des mesures statistiques portant sur l’apparition des mots-clés
dans les images. Une nouvelle génération de méthodes vise à prendre en compte les concepts
plutôt que les mots-clés.
2.4.2/ La technique sémantique
La technique sémantique repose sur une nouvelle intuition selon laquelle la sémantique des
mots-clés qui composent les images, dépend des relations conceptuelles entre les objets aux-
quels elles font référence plutôt que des relations linguistiques et contextuelles trouvées dans
leur contenu [137]. La technique sémantique repose alors sur l’utilisation d’ontologies modéli-
sant la conceptualisation des objets.
Une hiérarchie de concepts est un ensemble de concepts ordonnés (des concepts abstraits
aux concepts concrets) généralement reliés par des propriétés de type Est-Un. Rappelons qu’un
concept est en effet défini à partir d’un ou plusieurs termes représentant les variantes lexicales
que peuvent prendre les termes. Une hiérarchie de concepts permet de représenter les objets
appartenant au même domaine comme par exemple le domaine animal, le domaine humain,
etc.
La technique d’indexation des images basée sur les hiérarchies de concepts consiste à re-
chercher une image grâce aux concepts et/ou aux instances des concepts ou encore grâce aux
hiérarchies. Plusieurs approches utilisant des hiérarchies de concepts sont proposées dans la
littérature. L’approche proposée dans [48] permet de comprendre les exigences précises des uti-
lisateurs afin de répondre à leurs besoins. Les utilisateurs proposent certaines propriétés dans
leur requête comme par exemple les concepts par lesquels ils sont intéressés. L’approche per-
met d’exploiter des associations entre les concepts sélectionnés par l’utilisateur. Les concepts
associés et leurs propriétés sont combinés sous forme de descripteur pour décrire les besoins
de l’utilisateur. Cette approche a été utilisée dans [58], [61], [117], [142] et [118]. Elle permet
de choisir les concepts représentant au mieux l’image.
La technique basée sur les ontologies repose alors sur l’utilisation de la sémantique des
images. Elle n’est donc possible que par l’existence et l’utilisation de ressources décrivant ex-
plicitement l’information correspondant aux images [12] et [143]. La démarche orientée Web
sémantique a donc un double objectif : annoter les images avec des ontologies mais aussi uti-
liser ces mêmes ontologies pour les récupérer.
Dans la littérature, plusieurs types d’ontologies sont utilisés dans le cadre de la recherche
des images. WordNet est une ontologie souvent utilisée [144],[145], [146] et [108]. La rai-
son principale qui motive son utilisation est qu’elle a pour objectif de représenter la langue
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naturelle. Les approches présentées dans [144] et [145] visent à déterminer des parties des
ontologies aussi appelées « régions » permettant de rechercher un ensemble d’images. Ces
approches sont similaires à la méthode présentée dans [147] et consistent à créer un réseau
sémantique pour chaque image [137]. D’autres méthodes de recherche, au contraire, s’appuient
non pas sur des régions mais sur des ontologies de domaine, ce qui permet de mieux spécifier
le langage recherche. Dans ces approches, une ontologie entière est utilisée pour rechercher les
images. L’approche proposée dans [148] est un exemple de ce type de recherche des images.
D’autres approches basées sur des ontologies visent à représenter l’ensemble des métadonnées
qui peuvent être associées aux images. Ces ontologies sont formelles et permettent de mettre en
place des inférences à partir de leurs axiomes. Les approches de recherches d’images proposées
dans [149] et RetrievOnto [127] sont toutes basées sur l’utilisation d’ontologie. SemRetriev est
l’environnement de recherche des images fourni par Popescu et al. dans [149] et RetrievOnto
proposé par Styrman et al. dans [127]. La différence entre les deux environnements est que
RetrievOnto utilise une hiérarchie de termes extraite de WordNet tandis que SemRetriev se
base sur une ontologie dédiée aux images.
2.5/ Système de recommandation
Le terme Système de recommandation décrit généralement un système qui produit des
recommandations individualisées, et a pour effet de guider l’utilisateur de façon personnalisée
aux articles intéressants ou utiles, dans un grand espace d’options possibles [150]. Ces systèmes
suscitent l’intérêt des chercheurs en raison des difficiles questions en suspens [151]. C’est la
raison pour laquelle plusieurs applications ont vu le jour dans le but d’aider les utilisateurs
[152].
2.5.1/ Utilisation des systèmes de recommandation
Les systèmes de recommandation ont été identifiés comme étant les moyens d’aider les
individus d’une communauté à trouver les informations ou des produits qui sont les plus sus-
ceptibles d’être intéressants pour eux ou pertinent à leurs besoins (voir [153] et [154]). Ils
permettent également de prédire les préférences d’un utilisateur particulier, ou l’identification
d’un ensemble de N éléments qui seraient utiles pour certains utilisateurs [155].
Dans un système de recommandation, les préférences de l’utilisateur sont représentées sous
des formes diverses, ce qui peut impliquer une ou plusieurs variables. Lorsque les préférences et
les besoins des utilisateurs sont représentés par une variable, le système est mono-critère. En
particulier, dans les systèmes où les recommandations sont basées sur les opinions des autres,
il est crucial d’intégrer plusieurs critères qui influent sur les opinions des utilisateurs. Les re-
commandations produites par bon nombre de ces systèmes sont basées sur plusieurs critères.
2.5.2/ Les approches de systèmes de recommandation
Les systèmes de recommandation sont généralement classés en plusieurs catégories en fonc-
tion de leur approche à la recommandation.
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2.5.2.1/ L’approche personnalisée et non personnalisée
L’approche personnalisée consiste à recommander des objets sur la base du comportement
passé de l’utilisateur. Dans cette approche, les préférences de chaque utilisateur sont prises
en compte ainsi qu’un certain nombre d’actions ou de décision effectuées par l’utilisateur qui
permettent de prédire de nouveaux produits susceptible de l’intéresser.
L’approche la plus simple est l’approche non personnalisée. Les recommandations sont soit
sélectionnées manuellement par le commerçant en ligne, basé sur la popularité des articles
(notes moyennes, les données de ventes, des visites au total) ou les recommandations peuvent
être les produits les plus nouveaux. L’avantage de cette méthode est qu’elle est facile à réaliser,
les données sont faciles à recueillir. Toutefois, les recommandations de ce système sont les
mêmes pour tous les utilisateurs et la personnalisation manque et peut ne pas plaire à tout le
monde [155].
2.5.2.2/ L’approche démographique
La deuxième approche est basée sur la recommandation démographique. Les données dé-
mographiques peuvent être utilisées pour identifier le type d’utilisateurs qui aiment un certain
objet. Cela permet de créer des stéréotypes. Par exemple, la présentation des informations sur
l’âge, le sexe, l’éducation, etc. de personnes qui notent certains restaurants. Avec ces données,
on peut apprendre le genre de personne qui aime un certain restaurant, ou tout autre type de
produit [156].
L’avantage de l’approche démographique est que les évaluations des items de l’utilisateur ne
sont pas utilisées, ainsi les nouveaux utilisateurs peuvent obtenir des recommandations avant
de noté n’importe quel article. Des connaissances sur les produits et leurs caractéristiques ne
sont pas nécessaires, donc la technique est indépendante du domaine.
L’inconvénient est que la collecte des données requises amène à des questions de vie privée
[157]. La classification démographique est également trop brute pour les recommandations hau-
tement personnalisés. Par exemple, toutes les femmes employées âgées de 20 ans ne jouissent
des mêmes films [158]. Et les clients ayant des opinions différentes avec d’autres clients. Les
recommandations pour eux sont très difficiles à trouver et ils provoquent aussi des recom-
mandations incompatibles pour leurs utilisateurs corrélées, ce problème est appelé problème de
moutons gris et est discuté dans [159]. Un autre défi réside dans la difficulté de modifier un
profil créé sur un client une fois qu’il change d’opinion [160].
2.5.2.3/ L’approche collaborative
L’approche collaborative est largement utilisée dans les systèmes de recommandation. Elle
est destinée à filtrer des informations, la sélection de la bonne information à partir d’une collec-
tion de grande taille. La collaboration couvre le fait que l’information qui est utilisée pour filtrer
la collection est alimentée par tous les utilisateurs du système. Par exemple si l’utilisateur actif
aime A et B, l’approche compare ensuite les préférences des utilisateurs actifs aux préférences
des autres utilisateurs et trouve les utilisateurs ayant des préférences similaires.
L’avantage de l’approche collaborative est qu’elle se comporte comme l’approche démo-
graphique car aucune connaissance n’est nécessaire sur les produits. Elle est également in-
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dépendante du domaine. Les techniques de filtrage collaboratif sont en mesure de faire des
recommandations ”en dehors de la boîte” parce qu’ils regardent à l’extérieur des préférences
de l’utilisateur individuel [150]. Le principal avantage de l’approche est qu’elle utilise peu de
mémoire et de temps d’exécution.
Il y a encore plusieurs inconvénients, comme la taille de l’ensemble de données influe sur la
qualité des recommandations. Et quand il y a de nouveaux utilisateurs et de nouveaux produits
ne comportant aucune qualification, l’approche n’est pas en mesure de donner une recomman-
dation, car elle n’est pas en mesure d’identifier les utilisateurs ayant la même préférence (voir
[159], [159] et [160]).
2.5.2.4/ L’approche basée sur le contenu
L’approche basée sur le contenu est une approche qui se base sur les qualités et propriétés
intrinsèques de l’objet lui-même et en les corrélant avec les préférences et intérêts de l’utilisa-
teur. Ce type de système va donc extraire un certain nombre de caractéristiques et attributs
propres à un contenu, afin de pouvoir recommander à l’utilisateur des contenus additionnels
possédant des propriétés similaires. Cette méthode crée un profil pour chaque objet ou contenu,
c’est-à-dire un ensemble d’attributs/propriétés qui caractérisent l’objet.
La recherche sur les systèmes de recommandation basés sur le contenu prend place à l’in-
tersection de différents domaines de recherche en informatique, notamment la Recherche d’In-
formation (RI) et l’Intelligence Artificielle ([161]). En Recherche d’Information, il est considéré
que les internautes voulant des recommandations sont engagés dans un processus de recherche
d’information. Le processus principal réalisé par un système de recommandation basé sur le
contenu consiste à faire correspondre les attributs d’un profil utilisateur (où les préférences
et intérêts sont stockés) avec les attributs des items, dans le but de recommander à l’utilisa-
teur de nouveaux objets intéressants. L’utilisateur exprime un besoin ponctuel en donnant une
requête (habituellement une liste de mots-clés). Dans les systèmes de filtrage d’information,
le besoin est représenté par le profil de l’utilisateur. Les items à recommander peuvent être
très différents, en fonction du nombre et du type des attributs utilisés pour les décrire. Les
systèmes de recommandation basés sur le contenu recommandent des objets similaires aux
objets préférés par les utilisateurs par le passé. Ils comparent les utilisateurs entre eux sur la
base de leurs évaluations passées pour créer les communautés, et chaque utilisateur reçoit les
documents jugés intéressants par sa communauté ([162]).
2.5.2.5/ L’approche hybride
Les dernières approches sont les approches hybrides. Le but c’est de combiner plusieurs
approches pour affiner les recommandations. Elles combinent généralement les systèmes de
recommandation basés sur le contenu et les systèmes collaboratifs. Les systèmes hybrides sont
généralement utilisés lorsqu’il est question de prendre en compte plusieurs critères. Il permet
d’affiner les recommandations.
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2.6/ Conclusion
Nous venons de présenter un état de l’art sur les techniques d’annotation d’images, les
techniques de recherche d’images et les techniques de recommandation.
Les techniques d’annotation aussi diverses que variées permettent de décrire les images avec
des caractéristiques de bas niveau ou des caractéristiques de haut niveau. Les techniques d’an-
notation automatique permettent d’annoter les images par une machine. Elles sont basées sur
l’extraction automatique des caractéristiques physiques des images et elles sont relativement
rapides et pas chères. Elles ne facilitent pas la compréhension des images d’où l’introduction de
la description manuelle des images. L’annotation manuelle des images consiste à associer des
mots-clés aux images. Cependant, annoter manuellement est un processus très long et coûteux
parce qu’elles nécessitent beaucoup de moyens. L’annotation manuelle augmente la précision
et baisse la productivité tandis que l’annotation automatique baisse la précision et augmente
la productivité. Afin de faire un compromis entre ces deux tâches, leur combinaison est de-
venue nécessaire, d’où l’annotation semi-automatique. L’annotation semi-automatique, moins
coûteuse que l’annotation manuelle et plus lente que l’annotation automatique permet aussi
d’obtenir des résultats satisfaisants. Mais vu que les mots-clés ne parviennent pas représenter la
sémantique des images du point de vue humain, les outils du Web Sémantique et notamment
les ontologies légères et les ontologies lourdes viennent remédier à cette insuffisance.
Deux techniques de recherche d’images sont présentées dans cet état de l’art : la tech-
nique syntaxique et la technique sémantique. La technique syntaxique permet de rechercher
les images avec des mots-clés tandis que la technique sémantique est basée sur l’utilisation
des outils du Web Sémantique. La technique syntaxique permet d’accéder à une collection
d’images à partir d’un (des) index proposés par l’utilisateur. Les images partageant un ou plu-
sieurs index s’affichent et l’utilisateur sélectionne celles qui lui conviennent tandis qu’avec la
technique sémantique, seule l’image recherchée par la sémantique est affichée. En résumé, la
technique syntaxique se rapporte à la généralisation tandis que la technique sémantique n’est
rien d’autre que la spécification.
En dernier, nous avons présenté un état de l’art sur les systèmes de recommandation qui
permettent de faire des propositions aux utilisateurs en se basant sur leurs préférences. De nos
jours, ces systèmes sont de plus en plus intégrés dans des systèmes de recherche pour accélérer
la recherche. Les systèmes de recommandation se basent généralement sur plusieurs techniques
comme nous venons de l’énumérer ci-dessus. Chacune des techniques a ses avantages et ses
inconvénients. L’approche démographique n’utilise pas la préférence de chaque utilisateur mais
sur la préférence d’un groupe d’individus. L’approche collaborative n’exploite pas ou ne de-
mande aucune connaissance sur les contenus. L’approche basée sur le contenu n’a pas besoin
d’une large communauté d’utilisateurs pour pouvoir effectuer des recommandations. Une liste
de recommandations peut être générée même s’il n’y a qu’un seul utilisateur. L’approche per-
sonnalisée requière une étude approfondie des utilisateurs de leurs préférences pour effectuer
des recommandations ciblées. Les méthodes hybrides sont de plus en plus utilisées, car elles
permettent de résoudre des problèmes comme la rareté qu’on retrouve dans une approche de
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recommandation uniquement collaborative. D’autre part, si par exemple on considère 2 utili-
sateurs avec les mêmes goûts mais qui n’ont pas évalué ou raté des objets en commun, un
filtrage collaboratif pur ne les considérera pas comme similaires ou voisins.

3
Synthèse : Aperçu général
d’Emergsem
Ce chapitre est une synthèse des approches que nous proposons dans cette thèse. La première partie
de ce chapitre définit quelques concepts. La deuxième partie présente la problématique générale suivie
des différentes propositions que nous avons faites pour améliorer l’annotation et la recherche des images
à travers le système Emergsem. La troisième partie présente Emergsem. Emergsem est constitué de
trois couches. La première couche décrit la représentation sémantique des images, la deuxième couche
présente l’annotation collaborative et l’émergence de la sémantique des images et la troisième partie
couche présente la recherche d’images basée sur le clustering et la recommandation. La quatrième partie
de ce chapitre présente brièvement la phase expérimentale.
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3.1/ Définition et concepts
Annotation collaborative des images : La collaboration s’entend en fait par une situation
de travail collectif où tâches et buts sont communs. Chacun des membres du groupe travaille
ainsi sur les mêmes points. Il s’agit en effet de fusionner les contributions individuelles (sur
une tâche précise) d’un groupe d’individus. La responsabilité est donc ici collective. Ce mode
de travail collectif engage par conséquent une communication régulière entre les membres
du groupe et une connaissance précise de la progression de l’action collective (Wikipédia est
exemple de site de description collaboratif). Partant de cette définition, nous pouvons dire
que l’annotation collaborative des images est une technique qui consiste en la description du
contenu des images de façon collaborative par un groupe d’annotateurs. Les annotateurs dis-
posant des mêmes outils d’annotation proposent une description sémantique des images qui
leur sont proposées.
La recherche d’images par le contenu : Elle consiste, après analyse de tous les pixels ou
d’une partie réduite (masque), de transformer l’information des pixels en un autre type d’in-
formation de telle sorte que la recherche d’images (à l’identique, ou de même catégorie) soit
facilitée (en termes informatiques, taille compacte, vitesse, tout en conservant une sémantique
proche de l’utilisateur). Les premiers systèmes d’indexation des images ont utilisé la couleur,
plus tard l’analyse des couleurs par histogramme s’est à la fois améliorée et diversifiée. Plusieurs
modèles de représentations des couleurs ont été utilisés, des raffinements de l’histogramme glo-
bal primitif ont été introduits 1.
Descripteur d’images : Le descripteur d’une image est la représentation des caractéris-
tiques visuelles de l’images. Les caractéristiques visuelles permettent généralement de mieux
rendre compte de certaines propriétés visuelles de l’image, utilisées pour des traitements ul-
térieurs entrant dans le cadre d’applications telles que la détection d’objets ou la recherche
d’images par le contenu 2. On distingue usuellement les caractéristiques globales qui sont calcu-
lées sur toute l’image et les caractéristiques locales qui sont calculées autour de points d’intérêt.
On peut aussi parler des caractéristiques semi-locales quand celles-ci sont extraites dans des
zones restreintes de l’image, résultant d’une segmentation de l’image en région ou simplement
selon une grille arbitraire. Outre ces descripteurs qui sont calculés sur les images ou les ré-
gions d’images (les descripteurs physiques), il existe également les descripteurs sémantiques
qui visent à mieux capturer la sémantique d’une image. Les descripteurs sémantiques seront
présentés plus en détail dans la suite de la thèse.
Ontologie : Une ontologie est une spécification formelle et explicite d’une conceptualisa-
tion partagée. Formelle reflète le fait que l’ontologie est lisible par la machine et permet de
raisonner sur son contenu à partir de l’humain et la machine. Explicite signifie que le type de
concepts utilisés et les contraintes sur leur utilisation sont explicitement définis. Partagée se
réfère à la connaissance commune, énoncée dans l’ontologie. Conceptualisation se réfère au
modèle obtenu en faisant abstraction de certains phénomènes qui existent dans le monde réel
en identifiant les concepts pertinents de ces phénomènes [48].
1. http ://fr.wikipedia.org/wiki/Indexation_automatique_de_documents
2. http ://fr.wikipedia.org/wiki/Extraction_de_caractéristique_en_vision_par_ordinateur
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Figure 3.1 – Les couches d’Emergsem
3.2/ Problématique générale
Malgré les apports considérables des systèmes existants dans les CBIR, nous retenons le que
fossé sémantique reste un sujet préoccupant parce que d’une part, les caractéristiques de bas
niveau comme le retour de pertinence ne parviennent pas à capturer la sémantique des images,
et d’autre part, les approches d’annotation qui ont été proposées pour remédier au problème ne
sont en mesure de décrire la sémantiques d’une image en tenant compte des différents objets
qu’elle contient et les relations qui existent entre ces objets.
Dans ce travail, le sujet central est donc la proposition d’une nouvelle technique pour
représenter et rechercher les images par leurs sémantiques. Emergsem est le système que
nous proposons. Dans Emergsem, nous présentons une approche d’annotation sémantique
collaborative et une approche de recherche sémantique d’images. Dans l’approche d’annotation
sémantique collaborative, chaque annotateur utilise une ontologie et un dictionnaire lexical pour
décrire le contenu sémantique des images. L’ontologie est utilisée pour identifier et décrire les
objets contenus dans les images et les relations entre ces objets. Les descriptions fournies par les
annotateurs sont combinés par un processus d’émergence sémantique qui utilise des descriptions
fortement corrélés pour créer l’annotation finale d’une image. Dans l’approche de recherche
sémantique d’images, deux méthodes sont utilisées : le clustering et la recommandation. Le
clustering permet de regrouper les images similaires à la requête de l’utilisateur. Il est basé sur
l’extraction des sémantiques les plus représentatives à partir d’une requête de de mots-clés, sur
l’extraction des sémantiques voisines aux sémantiques les plus représentatives et sur un cluster
de sémantiques qui permet d’afficher les images les plus pertinentes. La recommandation quant
à elle, repose sur une classification des profils d’utilisateurs par l’algèbre de Galois pour proposer
des sémantiques. Deux types de profils sont utilisés : profils statiques et dynamiques.
Emergsem a les caractéristiques suivantes :
1.) la représentation sémantique des images pour décrire les images ;
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Figure 3.2 – Schéma de l’ontologie générique
2.) l’annotation sémantique collaborative pour faire émerger la sémantique des images ;
3.) la recherche d’images basée sur le clustering et la recommandation des sémantiques et
l’expérimentation.
Le but de ces approches proposées est d’améliorer la récupération des images. La figure 3.1
présente l’architecture du system Emergsem.
3.3/ Description des couches d’Emergsem
Dans cette section, nous présentons les différentes couches de l’approche Emergsem.
Quatre couches sont décrites : la représentation sémantique des images, l’annotation séman-
tique collaborative et émergence des sémantiques, la recherche d’images basée sur le clustering
et la recommandation et enfin l’expérimentation.
3.3.1/ Représentation sémantique d’images
La représentation sémantique des images est basée sur la description des images via les
descripteurs sémantiques. Un descripteur sémantique a pour vocation de fournir une description
d’images proche de la perception humaine dans un seul but, réduire le fossé sémantique. Qui dit
fournir une description d’images proche de la perception humaine dit représenter non seulement
le sens des différents objets présents dans les images, mais également les relations qui existent
entre les objets. Par conséquent, un descripteur sémantique doit être en mesure de décrire les
régions d’images et les liens qu’il y a entre ces régions dans un langage à la fois compréhensible
par la machine que par les humains. Dans cette thèse, la représentation sémantique des images
s’appuie sur plusieurs niveaux d’ontologie. Nous distinguons deux niveaux : une ontologie
générique, regroupant un grand nombre de concepts communs et une ontologie d’application.
• Une ontologie générique d’images est une ontologie qui décrit des ensembles de domaines
d’images. Une ontologie générique comporte plusieurs concepts généraux devant permettre
de définir les principales distinctions entre n’importe quelles entités et des relations générales
permettant, par exemple de représenter le fait qu’un concept est composé d’autres concepts.
Elle est capable de générer des ontologies d’application qui à leur tour permettent de re-
présenter les sémantiques d’images. L’ontologie générique est composée d’un méta concept
abstrait Image et des concepts abstraits de base. Le méta concept abstrait est un concept
de haut niveau qui décrit toutes les images quel que soit leurs domaines. Il est connu sous
le nom d’ancêtre et permet la définition des concepts abstraits de base. Les concepts abs-
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Figure 3.3 – Schéma de l’ontologie d’application
trait de base sont des concepts qui décrivent des entités globales d’images, c’est-à-dire que
chacun des concepts abstraits de base englobe un domaine bien vaste de la représentation
des images comme par exemple le domaineMédical. L’ontologie générique définit aussi une
relation ”Contient” qui permet de lier les concepts abstraits de base au méta concept abs-
trait Image. La relation Contient introduit les propriétés générales de l’image représentées
par les concepts abstraits de base dans l’ancêtre Image. Contient est une relation pour
signifier que tous les concepts abstraits de base sont contenus dans l’ancêtre Image comme
le montre la figure 3.2. L’ontologie générique a donc pour vocation de générer autant d’on-
tologies adaptées à la description des images d’un domaine spécifique par la proposition des
concepts et des relations qui décrivent ces domaines.
• L’ontologie d’application quant à elle est une ontologie dérivée de l’ontologie générique. Le
principe de dérivation de l’ontologie d’application est basé sur la spécification des concepts
abstraits de base et la proposition de sous concepts abstraits et concrets ainsi que des
relations. La personnalisation est faite dans un but précis : décrire des images appartenant
à des domaines bien spécifiques (Exemple : domaine médical). Les concepts abstraits d’un
domaine d’images (représenté par un concept abstrait de base) définissent chacun un sous
domaine de ce domaine. Par exemple pour le concept abstrait de base décrivant le domaine
médical, un sous concept abstrait pourrait décrire uniquement les images IRM . Les concepts
concrets du sous domaine pourront être aussi proposés. Ces concepts décrivent un objet ou
une région précise. Ils sont la spécialisation des sous domaines représentés par les concepts
abstraits. Un concept concret du sous concept IRM pourrait être consacré uniquement à
la description des os du pied. Nous avons également proposé des relations pour relier les
concepts : la relation Decrit et la relation Est − un. La relation Decrit est une relation
qui peut être vue comme la relation Propriété− de. Elle permet de relier les sous concepts
abstraits aux concepts abstraits de base parce que les sous concepts sont des ”protiétés de”
concepts de base, d’où la relation Decrit (Exemple : Les images médicales décrivent les
images IRM, c’est-à-dire Médical Decrit IRM). Cette relation peut relier également deux
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Figure 3.4 – Sémantique : une ontologie d’application instanciée
concepts abstraits (l’un étant le père et l’autre le fils). La relation Est−un est une relation
de spécification qui permet désigner une information précise attribuée à un concept. Est−un
relie les concepts abstraits aux concepts concrets (Exemple : Les images du pied sont des
images d’IRM, alors Pied Est − un IRM). La figure 3.3 présente un schéma d’ontologie
d’application. L’ontologie d’application est composée d’un méta concept abstrait Image qui
représente toutes les images, d’un concept abstrait de base qui représente uniquement les
images médicales représenté par le concept ”Medical” et relié au méta concept abstrait par
la relation ”Contient”. Elle est également composée d’un concept abstrait et d’un concept
concret. Le concept abstrait représente les images ”IRM” et relié au concept abstrait de
base par la relation ”Decrit” et le concept concret ”Pied” qui représente les os du pied. Il
est relié au concept abstrait ”IRM” par la relation ”Est− un”.
La représentation finale est l’ontologie d’application instanciée. Elle est constituée de méta
concept abstrait et des concepts abstraits de base provenant de l’ontologie générique, des
concepts abstraits et des concepts concrets introduits dans la phase de dérivation et au niveau
des feuilles de l’arbre ontologique (des concepts concrets) des instances, c’est-à-dire des mots-
clés associés au concepts concrets. La figure 3.4 présente une ontologie d’application instanciée.
3.3.2/ Annotation sémantique collaborative et émergence des sé-
mantiques
L’annotation sémantique collaborative est la deuxième contribution. Rappelons que dans
la section précédente, nous avons proposé une représentation sémantique des images grâce à
une ontologie d’application instanciée par association de mots-clés. L’annotation sémantique
collaborative est un processus qui consiste à faire décrire les images par une communauté
d’annotateurs. Il permet de recueillir des opinions diverses sur la sémantique d’une image et de
les faire converger vers une seule sémantique. Mais pourquoi une annotation collaborative ? La
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Figure 3.5 – Ontologie d’application proposée aux annotateurs
sémantique obtenue par un seul annotateur ne pourrait-elle pas être la bonne ? C’est à cette
question que nous allons répondre.
Bien que les ontologies soient utiles pour réaliser une description sémantique, structurée et
significative des images, les annotateurs n’ont pas souvent la même perception des images et
par conséquent, les sémantiques associées aux images peuvent être différentes d’un annotateur
à un autre. Comme nous venons de le rappeler un peu plus haut, la pertinence de ces séman-
tiques reste fort subjective parce qu’elles peuvent ne pas être en adéquation avec le contenu
des images. Une image reçoit plusieurs interprétations et les annotations, même si elles sont
sémantiques pourraient être remise en cause parce que l’interprétation peut être erronée ou
imprécise ou encore insuffisante. Prenons l’exemple l’image de la figure 3.6 décrite par cinq
utilisateurs avec une ontologie. Le but de la description est que chaque annotateur fournisse la
sémantique de l’image en instanciant les concepts concrets d’une ontologie d’application avec
des mots-clés d’un dictionnaire lexical. Une ontologie d’application a été mise à la disposition
des annotateurs. Dans cette ontologie d’application, un concept abstrait de base ”Acteur”
décrivant les acteurs d’une image. Acteur est composé d’un concept abstrait ”Etre” et de
quatre concepts concrets ”Animal”, ”Meuble”, ”Objet” et ”Outil” comme le montre la fi-
gure 3.5.
Et l’image de la figure 3.6 est l’image proposée aux annotateurs.
Les mots-clés proposés sont présentés dans la table 3.1. Nous remarquons deux problèmes
majeurs : la divergence des points de vue sur les mêmes objets et l’insuffisance des descriptions
faites par certains annotateurs comme le montre la colonne 5 du tableau pour l’annotateur 4
et les colonnes 4 et 5 de tableau pour l’annotateur 5 qui sont restées vides. La raison pourrait
être que les objets ne sont pas perçus par ces annotateurs ou bien qu’ils ne savent pas à quoi
ils correspondent.
Dans cette section nous proposons l’émergence des sémantiques associées à une image vers
une sémantique résultante par une annotation sémantique collaborative basée sur une com-
munauté d’annotateurs. L’annotation collaborative consiste en la proposition de la description
d’une image par plusieurs annotateurs. Des approches se sont penchées sur la collaboration
comme nous l’avons évoqué et décrit dans l’état de l’art. Ces approches se basent sur des
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mots-clés. Généralement, plusieurs annotateurs procèdent à l’annotation de la même image et
le système se charge d’en déduire la description la plus pertinente de l’image. Nous pouvons
citer en guise d’exemple, les sites d’annotation collaboratifs comme Wikipédia et des frame-
works de description collaborative des images qui sollicite un public plus ou moins large.
L’annotation collaborative que nous proposons est basée sur une communauté d’annota-
teurs. Chaque annotateur de la communauté propose une représentation sémantique de la
même image. Différents points de vue seront ainsi exprimés dans les annotations. Pour que les
annotateurs puissent exprimer leurs points de vue, un dictionnaire lexical est proposé. Word-
Net est le dictionnaire lexical proposé. L’ontologie est instanciée par chaque annotateur avec
des mots-clés provenant du dictionnaire lexical. Une fois que les différents points de vue sont
exprimés par chaque annotateur à travers les sémantiques proposées, nous procédons ensuite à
l’émergence de toutes les sémantiques. L’émergence consiste en effet à faire converger toutes
les sémantiques proposées vers la sémantique la plus représentative comme le montre la figure
3.7.
Le principe est le suivant. Chaque annotateur propose une sémantique de la même image
Annotateurs Concepts concrets
N o Animal Meuble Outil Objet
1 Chien Table Ordinateur Souris
2 Chien Bureau Téléphone Bouteille
3 Kangourou Bureau Ordinateur Souris
4 Chien Bureau Ordinateur - - -
5 Loup Table - - - - - -
Table 3.1 – Liste des instances proposées
en instanciant les concepts concrets de l’ontologie d’application grâce aux mots-clés provenant
de WordNet. Ces mots-clés sont proposés via une interface d’annotation reliée aux concepts
concrets de l’ontologie d’application. Une fois les mots-clés proposés (les sémantiques géné-
rées), nous précédons ensuite à la détermination de la sémantique la plus représentative à
partir de toutes les sémantiques proposées, c’est-à-dire, la détermination de l’instance la plus
pertinente parmi les instances de chaque concept concret des sémantiques. Ces instances (per-
tinentes) seront ensuite mappées dans l’ontologie d’application pour donner la sémantique
émergente. Pour déterminer la sémantique émergente, nous avons introduit dans le système
une fonction appelée femerg. La fonction femerg permet d’évaluer les instances proposées dans
Figure 3.6 – Image proposée
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Figure 3.7 – Émergence de la sémantique
chaque concept concret des sémantiques. La fonction femerg combine deux techniques d’éva-
luation : la fréquence et le poids. La fréquence permet de déterminer les instances les plus
fréquentes pendant le processus de description des images et le poids permet de détermi-
ner la position des instances par rapport à la position des autres instances proposées par un
annotateur (le rang qu’elles occupent pendant l’annotation).
3.3.3/ Recherche d’images basée sur le clustering et la recomman-
dation
La recherche d’images est une technique qui permet de retrouver les images avec des des-
cripteurs. Pour rechercher les images, les systèmes de recherche comparent les descripteurs
fournis dans la requête aux descripteurs ayant servi à annoter les images. La première tech-
nique de recherche est basée sur la similarité des caractéristiques physiques des images. Les
utilisateurs proposent une requête image. Le système calcule la similarité entre les caractéris-
tiques physiques de la requête image et les caractéristiques physiques des images de la base, puis
sélectionne les meilleures images. C’est une technique qui utilise la relation d’image à image.
Comme les techniques basées sur la similarité entre les caractéristiques physiques ne par-
viennent pas à satisfaire les attentes des utilisateurs, la technique syntaxique est proposée.
La technique syntaxique est basée sur la relation de mots − clés à image. Elle consiste à
comparer les mots-clés proposés dans la requête aux mots-clés décrivant les images. Mais vu
les limites liées à l’utilisation de la technique syntaxique, comme nous l’avons annoncé dans
la problématique générale, les recherches basées sur la sémantique des images sont proposées.
La démarche orientée vers les sémantiques permet de rechercher les images à partir des res-
sources permettant d’extraire les concepts et les propriétés. La recherche sémantique repose sur
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Figure 3.8 – Les couches de l’approche de recherche d’images
l’intuition suivant laquelle la sémantique des images dépend des relations conceptuelles entre
les objets auxquels elles font référence plutôt que des relations linguistiques et contextuelles
trouvées dans leur contenu. Partant de ce fait, la recherche sémantique d’une image ne serait
possible que par l’existence et l’utilisation de ressources décrivant explicitement l’information
correspondant aux objets.
Dans cette section, nous présentons une technique de recherche d’images basée sur le
clustering et la recommandation. Elle est composée de quatre couches : l’extraction des sé-
mantiques représentatives, l’extraction des sémantiques voisines, le clustering des images et la
recommandation comme le montre la figure 3.8.
3.3.3.1/ Extraction des sémantiques représentatives
L’extraction des sémantiques représentatives permet d’afficher les sémantiques les plus
proches de la requête de mots-clés proposée par l’utilisateur. Le principe d’extraction des
sémantique représentatives est le suivant. L’utilisateur propose des mots-clés. Les sémantiques
représentatives sont extraites grâce à une mesure de similarité qui compare le vecteur des
Figure 3.9 – Extraction des sémantiques représentatives
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Figure 3.10 – Extraction des sémantiques voisines
mots-clés proposés au vecteur des instances de chaque sémantique du corpus. Les similarités
des vecteurs des sémantiques du corpus par rapport au vecteurs de mots-clés sont affichés. Un
seuil est fixé et seules les sémantiques qui respectent ce seuil deviennent les sémantiques les
plus représentatives de la requête de l’utilisateur comme le montre la figure 3.10.
3.3.3.2/ Extraction des sémantiques voisines
Une fois les sémantiques les plus représentatives sont obtenues, le système procède ensuite
à l’extraction des sémantiques voisines de chaque sémantique représentative. L’extraction des
sémantiques voisines est basée sur la même technique que celle utilisée pour extraire les séman-
tiques représentatives à la seule différence que cette fois-ci, ce sont les sémantiques représen-
tatives qui sont comparées aux sémantiques du corpus. L’objectif est de créer des ensembles
des sémantiques voisines à partir des sémantiques les plus représentatives de la requête de
l’utilisateur comme le montre la figure 3.10.
3.3.3.3/ Clustering
Le clustering est une technique de regroupement d’un ensemble d’objets de telle sorte que
les objets du même cluster (groupe) soient plus proches les uns des autres que ceux des autres
groupes. Dans les systèmes de recherches d’images par le contenu, le clustering permet de grou-
per les images similaires. Cette similarité peut être mesurée par la comparaison des descripteurs
physiques ou sémantiques des images. Dans notre travail, nous proposons une technique de
recherche d’images basée sur le cluster d’images. Le but est de grouper les images afin de
permettre aux utilisateurs de disposer d’une collection d’images similaires. Contrairement au
système CBIR, qui propose des clusters d’images de toute la collection d’une base de données à
l’utilisateur, nous proposons des clusters d’images basés non pas sur la requête de l’utilisateur,
mais sur les sémantiques voisines obtenues. La technique de clustering est composée méthodes :
la formation des groupes de sémantiques au sein de chaque ensemble de sémantique voisines
et la formation des clusters de sémantiques.
La première méthode est la formation des groupes de sémantiques similaires au sein de
chaque ensemble de sémantiques voisines. Ces groupes de sémantiques voisines sont obtenus
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Figure 3.11 – La recommandation
grâce à la comparaison de la granularité des sémantiques. La granularité est une mesure qui
permet de déterminer la similarité de la structure des ontologies ayant servi à décrire les séman-
tiques. L’objectif est de grouper les sémantiques au sein de chaque ensemble de sémantiques
voisines en comparant leur granularité
La deuxième méthode est la formation des clusters de sémantiques. Elle permet d’évaluer
la similarité entre les différents groupes de sémantiques pour observer les différences entre les
regroupements. Elle est basé sur la matrice de confusion et la fonction de correspondance. La
matrice de confusion est utilisée pour comparer deux groupes de sémantiques appartenant à
deux ensembles et la fonction de correspondance permet de vérifier si un groupe de séman-
tique appartenant à un ensemble de sémantiques voisines est similaire à un autre groupe de
sémantiques se trouvant dans un autre ensemble. Les images décrites par les sémantiques du
cluster de sémantiques sont proposées à l’utilisateur. La figure présente deux ensembles de
sémantiques voisines contenant chacun des groupes de sémantiques similaires et un cluster des
sémantiques les plus pertinentes.
3.3.3.4/ Recommandation
Les systèmes de recommandation sont une forme spécifique de filtrage de l’information vi-
sant à présenter les éléments qui sont susceptibles d’intéresser l’utilisateur. Généralement, un
système de recommandation permet de comparer le profil d’un utilisateur à certaines carac-
téristiques de référence, et cherche à prédire le comportement d’un utilisateur 3. Le système
de recommandation que nous proposons vise à recommander des sémantiques aux utilisateurs
en leur suggérant des sémantiques basées leurs préférences. Ceci sous-entend que l’historique
des sémantiques préférées par les utilisateurs doit être pris en compte. Le système de recom-
mandation que nous proposons est basé sur trois points essentiels : l’acquisition des profils des
utilisateurs, la classification des profils et la génération des listes de recommandation comme
le montre la figure 3.11.
L’acquisition des profils est une technique qui consisté à stocker les profils de la com-
3. http ://fr.wikipedia.org/wiki/Système_de_recommandation
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Figure 3.12 – Architecture d’Emergsem
munauté d’utilisateurs. Lorsqu’un utilisateur s’inscrit, il fournit des informations nécessaires
à son identification (identifiant, email, mot de passe, etc.). Ces informations représentent les
informations statiques de l’utilisateur. Statiques parce que ces informations sont fournies une
seule fois (même si elles peuvent être modifiées) et n’ont aucune influences sur le système de
recherche d’images. Lorsqu’un utilisateur sélectionne une image dans le cluster d’images, la
sémantique associée à l’image sélectionnée est également stockée. C’est la préférence de l’utili-
sateur, son profil dynamique. Dynamique parce que la préférence de l’utilisateur peut changer,
c’est-à-dire peut varier d’une recherche à une autre.
La classification des profils est une techniques qui permet de regrouper les profils similaires.
Elle est basée sur les profils dynamiques que les utilisateurs ont en commun. Pour créer les
groupes de profils dynamiques, nous avons utilisé l’algèbre de Galois. L’algèbre de Galois per-
met de regrouper les objets de manière exhaustive dans les classes, appelé ”concept formel”,
en utilisant leurs propriétés partagées. Il est généralement basé sur une matrice booléenne,
appelé contexte de la matrice et noté C, dont les lignes représentent un ensemble d’objets O
qu’on veut décrire et en colonnes, un ensemble d’attributs A que ces objets ont ou n’ont pas.
Lorsque les groupes de profils dynamiques sont constitués, un ou plusieurs d’entre eux
peuvent être recommandés aux utilisateurs. Étant donné qu’un profil dynamique peut appar-
tenir à deux groupes, la génération des recommandations permet d’éliminer les doublons et de
faire des recommandations personnalisées aux utilisateurs.
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3.3.4/ Expérimentation
Nous avons mené un certain nombre d’expérimentations pour évaluer la pertinence des
approches que nous avons proposées. Dans un premier temps, nous avons implémenté
Emergsem. Dans un deuxième temps, nous avons évalué les résultats de nos expérimen-
tations. L’implémentation du système Emergsem est rendu possible grâce à la modélisa-
tion d’une ontologie d’application sous Protégé que nous avons intégrée dans le prototype
que nous avons développé. La première phase d’expérimentation a porté sur les techniques
d’annotations d’images. Elle compare les résultats des techniques d’annotation classiques aux
résultats d’Emergsem d’une part, et d’autre part l’influence de la recommandation sur le
système de recherche d’images. La deuxième phase d’expérimentation compare les résultats





Ce chapitre définit une nouvelle approche d’annotation d’images. Elle se base sur deux principaux
concepts : la sémantique et la collaboration. La sémantique des images est obtenue grâce à une ontologie
et un dictionnaire lexical qui permettent aux annotateurs de décrire les images. Dans cette approche,
la description sémantique n’est pas faite par un seul annotateur, mais de façon collaborative, c’est-à-
dire par une communauté d’annotateurs. L’architecture utilisée est constituée de deux couches : une
couche de génération des sémantiques et une couche d’émergence des sémantiques. Les composantes
des différentes couches sont décrites dans ce chapitre et les différents processus permettant la génération
et l’émergence des sémantiques sont expliqués.
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4.1/ Introduction
L’annotation d’images a une longue histoire de recherche, et sans surprise, les perspec-
tives de recherche et d’interprétations de ce qu’est une annotation sont censées être variables,
comme nous venons de le préciser dans l’état de l’art. L’annotation d’une image est un proces-
sus de descriptions des différents objets présents dans cette image. Elle constitue une manière
possible de donner un sens à une image ou d’associer aux images des informations, représentées
par les caractéristiques de bas ou de haut niveau [163].
Ce chapitre sera consacrée à une forme d’annotation des images : il s’agit de l’annotation
sémantique collaborative. Pour décrire la sémantique des images, nous orientons nos travaux
vers l’utilisation des ontologies parce qu’elles présentent des avantages considérables. Les on-
tologies fournissent un cadre formel qui peut contenir des définitions formelles [116] et [117].
Elles peuvent être directement traitées par une machine et peuvent permettre en même temps
d’extraire des connaissances implicites par inférence automatique (voir [61] et[117]).
Rappelons qu’une ontologie est une spécification formelle et explicite d’une conceptualisa-
tion partagée. Ainsi, une ontologie permet de capturer la connaissance pertinente d’un domaine,
de donner une compréhension commune de cette connaissance du domaine, de déterminer le
vocabulaire reconnu de ce domaine, et de donner la définition explicite du vocabulaire (termes)
et les relations entre ces vocabulaires dans des modèles formels à différents niveaux.
Dans notre démarche, plusieurs sémantiques peuvent être attribuées à une image. Les sé-
mantiques réelles seront les sémantiques effectivement acceptées par les annotateurs. Pour
composer une telle sémantique, il faut notamment des processus d’organisation et de sélection
des informations les plus pertinentes.
Mais en réalité, c’est quoi une annotation sémantique collaborative ? La réponse à cette
question nous amène à faire la lumière d’une part sur ce qu’est l’annotation sémantique, et
d’autre part sur ce qu’est la collaboration.
4.2/ Définitions et concepts de base
Cette section a pour objectif de définir les concepts de base liés à l’approche d’annotation
sémantique collaborative que nous proposons. Nous définissons dans un premier temps ce qu’est
l’annotation sémantique et dans un deuxième temps la notion de la collaboration.
4.2.1/ Annotation sémantique
Amardeih et al. dans [164] définissent l’annotation sémantique, comme une représentation
formelle d’un contenu, exprimée à l’aide des concepts, des relations et des instances décrits
dans une ontologie, et reliée à la ressource documentaire. Elle se réfère à l’interprétation des
images à partir de la perception humaine. Partant de ce constat, nous pouvons dire que la
sémantique d’une image consiste à représenter non seulement des objets qu’elle contient, mais
aussi les relations qui existent entre ces différents objets (les scènes d’image). Deux enjeux
majeurs sont à considérer : la prise en compte du contenu mais également du contexte. Cela
pose donc un problème capital. Le problème de la traduction de ce que l’œil humain perçoit
dans un langage compréhensible par la machine. Il s’agit donc de l’extraction d’une sémantique
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Figure 4.1 – Le travail collaboratif (Source :[165])
simple ou multiple de l’image entière, ou l’extraction de la sémantique des différents objets
d’une image. Une telle analyse doit intégrer une notion de syntaxe qui est considérée comme
régissant le domaine d’intérêt de sorte que l’explication la plus probable des objets observés
puisse être trouvée.
L’idée générale est que la reconnaissance d’un objet ou d’un événement exige que l’on rap-
porte les représentations symboliques vaguement définies par des concepts à des cas concrets
de l’objet référencé. Cela est mieux abordé dans une structure hiérarchique en associant diffé-
rentes parties de l’image à chaque niveau de la hiérarchie selon des règles bien précises. Ainsi
les règles syntaxiques peuvent être utilisées pour conduire à la reconnaissance des objets ou des
événements, basée sur la détection des composants individuels correspondant aux caractéris-
tiques détectées dans le temps et l’espace. L’analyse visuelle revient alors à l’analyse d’un flux
d’objets présents dans l’image pour en trouver l’interprétation la plus probable afin d’établir
une correspondance entre descriptions symboliques et numériques de l’information. Partant
de ce fait, l’utilisation des ontologies pour l’annotation des images est devenue une voie très
explorée comme nous venons de le montrer dans les sections précédentes. Les images ne seront
donc plus représentées par un ensemble de mots-clés, mais par leur sémantique. Une différence
importante entre l’utilisation des mots-clés et l’utilisation d’une ontologie est qu’avec les mots-
clés, l’information visuelle est intrinsèquement plus ambiguë et sémantiquement pauvre. Les
règles qui sous-tendent la définition des concepts tels que les scènes et les événements observés
sont encore difficiles à interpréter avec les mots-clés comme le langage naturel par un système
informatique.
4.2.2/ La collaboration
La distinction entre le travail coopératif et le travail collaboratif peut s’effectuer en différen-
ciant les relations existantes entre les membres du groupe (obligation ou liberté), la responsabi-
lité engagée ou non de chacun par rapport aux actions (responsabilité déléguée au coordinateur
ou constamment partagée), la capacité de chacun à influer sur la définition et la succession
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Figure 4.2 – Le travail coopératif (Source :[165])
des actions permettant d’atteindre l’objectif assigné au groupe.
Le travail collaboratif ne relève pas d’une répartition a priori des rôles. La collaboration
s’entend en fait par une situation de travail collectif où tâches et buts sont communs. Chacun
des membres du groupe travaille ainsi sur les mêmes points. Il va en effet plutôt s’agir ici de
fusionner les contributions individuelles dans l’action. La responsabilité est donc ici collective
et incombe au groupe en tant que totalité. Ce mode de travail collectif engage par conséquent
une communication régulière entre les membres du groupe et une connaissance précise de la
progression de l’action collective [166]. Les interactions interpersonnelles sont donc perma-
nentes afin d’assurer une cohérence globale, condition nécessaire de l’efficience de l’action et
donc de l’atteinte de l’objectif fixé.
Le travail coopératif, par contre, peut être défini comme une organisation collective du tra-
vail dans laquelle la tâche à satisfaire est fragmentée en sous-tâches. Il est un travail de groupe
hiérarchiquement organisé et planifié impliquant des délais et un partage des tâches selon une
coordination précise. Chaque intervenant sait ainsi ce qu’il doit faire dès le début et commu-
nique, échange ou partage des éléments uniquement pour arriver à son objectif individuel. A
la fin, le travail de chacun est réuni pour créer un objet unique de travail. En d’autres termes,
c’est la succession progressive et coordonnée des actions de chacun qui aboutit au résultat
escompté.
En résumé, nous pouvons dire que le travail coopératif permet de partitionner un travail
W en w1, w2,..., wn et d’attribuer chaque wi à chaque participant tandis que le travail colla-
boratif consiste à soumettre la même tâche W à chaque participant avec les mêmes consignes.
Ceux-ci appliquent les mêmes consignes à la tâche qui leur est confiée pour obtenir le résultat
escompté. Le travail collaboratif est la méthode que nous utiliserons. Puisque les annotateurs
ont chacun une interprétation des images et qu’il y a une forte chance qu’une image ne soit pas
interprétée de la même façon, il est indispensable que les images soient soumises à un groupe
d’annotateurs avec tous les moyens nécessaires. Les annotateurs auront donc pour mission
d’attribuer des sémantiques aux images qui leur sont confiées tout en décrivant intégralement
ce qu’ils perçoivent, c’est-à-dire les objets présents dans l’image, les relations entre les objets,
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Figure 4.3 – Représentation des images
l’évènement décrits par l’image, etc.
4.3/ Représentation des images dans Emergsem
Cette section a pour objectif de présenter dans un premier temps la représentation des images
à travers les descripteurs physiques et sémantiques. Dans un deuxième temps, nous allons
nous focaliser sur la description sémantique des images basée sur une ontologie générique, une
ontologie d’application dérivée de l’ontologie générique et un dictionnaire lexical pour attribuer
des mots-clés aux concepts de l’ontologie. Dans un troisième temps, nous allons détailler le
processus d’instanciation de l’ontologie.
4.3.1/ Descripteurs d’images
Une image peut être représentée par les descripteurs physiques ou par les descripteur sé-
mantiques comme le montre la figure 4.3.
Plusieurs techniques utilisant le Descripteur Physique se basent généralement sur les
caractéristiques de bas niveau des images telles que la couleur, la forme, la texture, etc. Ces
techniques permettent de décrire les régions d’image manuellement, automatiquement ou de
façon semi-automatique comme nous l’avons présenté dans l’état de l’art.
Le Descripteur Sémantique quant à lui permet de fournir une description identique à la
perception humaine afin de faciliter la rechercher des images. Il permet de décrire les images
au niveau sémantique, c’est-à-dire au niveau de jugement que l’humain porte en regardant les
images dans un but bien précis : la réduction du fossé sémantique. Rappelons que le fossé
sémantique est l’écart qu’il y a entre l’interprétation du point de vue des humains (le haut
niveau) et la description des machines (le bas niveau). Nous en avons pour preuve qu’à notre
connaissance, nous voyons qu’une tache verte observée dans une image correspond à de la vé-
gétation, ce que l’ordinateur ne peut savoir. Pour mener à bien la description de la sémantique
d’une image, il faut rechercher des moyens pour connecter (lier) la connaissance sémantique
à l’image. Pour atteindre ces objectifs, deux techniques de description sémantique des images
sont proposées : la description globale et la description locale. La description sémantique glo-
bale consiste à proposer une sémantique de l’image entière sans détailler de façon implicite
les différents objets qu’elles contiennent comme par exemple une image de sport, une image
de manifestation ou encore une image de plage. Les expériences ont montré l’inefficacité de
la sémantique globale parce qu’elle ressemble beaucoup à la description des images avec des
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mots-clés. Contrairement à la description sémantique globale, la description sémantique lo-
cale consiste à décrire la sémantique des images grâce à la représentation des objets qu’elles
contiennent et aussi des relations qui existent entre ces objets. C’est une technique un peu plus
complexe que la première mais les résultats sont bien meilleurs. Qui dit décrire les objets et les
relations entre les objets, dit qu’il faut représenter les objets et les relations dans un langage
compréhensible par la machine. Pour atteindre ces objectifs, plusieurs outils sont proposés dans
la littérature pour représenter la sémantique des images. Parmi ceux-ci, nous pouvons citer les
outils du Web Sémantique et notamment les ontologies. L’utilisation des ontologies dans le do-
maine de la récupération d’images est généralement axée sur plusieurs objectifs parmi lesquels
nous pouvons citer :
• Ontologie pour la description visuelle : où les ontologies sont utilisées pour représenter les
différents types de relations entre les caractéristiques de l’image tels que les régions [118] ;
• Ontologie pour la description des connaissances : les ontologies sont utilisées pour modéliser
les concepts (objets) et les relations entre eux. Typiquement, ce sont les approches qui
utilisent un raisonnement sur les concepts ou des informations contextuelles. Ces approches
abordent le plus souvent le problème de l’interprétation des images [138] ;
• Ontologie pour le mapping sémantique : les ontologies sont utilisées pour aider à la mise en
correspondance entre les caractéristiques visuelles et le niveau sémantique.
Tout ceci contribue généralement à améliorer la recherche d’images en y intégrant les
connaissances de base. La connaissance intégrée peut aider dans diverses tâches du processus
de recherche d’images : allant de l’analyse d’image, à l’enrichissement d’annotation, en passant
par le mapping des caractéristiques visuelles dans les concepts sémantique.
4.3.2/ Ontologie générique
Une ontologie est une spécification qui rend compte d’une conceptualisation. Ce qui veut
signifier que l’on y définit des concepts et des relations pour que l’ontologie soit par la suite
utilisée dans un artefact informatique dont on veut spécifier le comportement.
Nous proposons une ontologie générique pour la description sémantique des images. Comme
le montre la figure 4.4, l’ontologie est constituée d’un méta concept abstrait Image et d’un
descripteur sémantique relié au méta concept abstrait.
4.3.2.1/ Méta concept abstrait Image
Le méta concept abstrait Image est un concept de très haut niveau qui contient tous
les concepts pouvant décrire les images quelque soit leurs domaines, comme par exemple les
concepts décrivant les images dans le domaine médical, dans le domaine aéronautique, etc. Il
est en quelque sorte l’ancêtre de tous les concepts.
4.3.2.2/ Descripteur sémantique
Le descripteur sémantique contient un ou plusieurs concepts abstraits, un ou plusieurs
concepts concrets et des relations. Ceci se traduit par le fait que le ou les concepts proposés
sont des entités du méta concept abstrait Image. Le but du descripteur sémantique est de
permettre la définition d’autres concepts (abstraits et concrets) et des relations entre ces
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Figure 4.4 – L’ontologie générique
concepts.
• Un concept abstrait est un concept qui ne peut pas être instancié, c’est-à-dire un concept
auquel on ne peut affecter aucune instance décrivant un objet réel, mais qui peut conte-
nir d’autres concepts abstraits ou concrets capables de décrire les images. C’est en
quelque sorte des concepts génériques. Prenons un exemple palpable : lorsqu’on nous
demande de donner le nom d’un engin, la première question que nous posons est :
”Quel type d′engin?”. Cette question cache plusieurs réponses. S’agit-il d’un engin ma-
ritime, spatial, terrestre, etc. Et s’il s’agissait d’un engin terrestre, une nouvelle question se
pose : ”Est − ce une voiture ou une moto?” Nous comprenons donc qu’il serait un peu
”vague” de répondre simplement par ”Citroen DS3” à la question qui est posée sans de-
mander le type d’engin. ”Engin” est alors un concept abstrait qui contient d’autres concepts
abstraits ”Engin spatial”, ”Engin maritime” et ”Engin terrestre”. ”Engin terrestre”
contient à son tour d’autres concepts ”V oiture” et ”Moto”.
• A la différence du concept abstrait qui ne peut pas être instancié, le concept concret est
un concept qui peut recevoir des instances qui décrivent les objets. C’est un concept re-
lié à un concept abstrait qui permet de décrire de façon précise un objet réel. Exemple :
”Citroen DS3” est une ”V oiture”. ”V oiture” est un concept concret relié au concept
abstrait ”Engin terrestre”.
• Une relation est un mot ou groupe de mots qui précise le lien qui existe entre deux concepts.
Elle se définit par les concepts qu’elle relie. Ces concepts constituent la signature sémantique
de la relation. Une relation se définit en outre par un contenu sémantique intrinsèque articu-
lant les deux concepts. Les relations traduisent les associations (pertinentes) existant entre les
concepts. Ces relations incluent les associations suivantes : sous−classe de (généralisation-
spécialisation), partie de (agrégation ou composition) ; Associé à, Instance de, etc. Les
relations (aussi connues comme les propriétés) entre les objets dans une ontologie précisent
comment les objets sont liés entre eux. Elles peuvent également inclure les relations spatiales
comme par exemple : à côté de, touche, éloigné de, disjoint, etc. entre différence entre les
62 CHAPITRE 4. ANNOTATION SÉMANTIQUE COLLABORATIVE D’IMAGES
Figure 4.5 – Concepts et relations de l’ontologie générique
objets. Les relations spatiales entre les objets d’une image sont très importantes. La dis-
position spatiale des objets fournit des informations pour les tâches de reconnaissance et
d’interprétation, en particulier lorsque les objets sont intégrés dans un environnement com-
plexe. Les êtres humains font un usage intensif des relations spatiales pour décrire, détecter
et reconnaître des objets. Elles permettent de résoudre l’ambiguïté entre les objets ayant une
apparence similaire. Prenons encore notre exemple à propos des engins. Dans le paragraphe
décrivant les concepts concrets, nous avons dit que V oiture Est un Engin terrestre. Le
groupe de mots ”Est un” représente une relation qui relie donc le concept concret V oiture
au concept abstrait Engin terrestre. Trois relations de base ont été proposées dans l’on-
tologie générique : Contient, Decrit et Est − un. La première relation Contient est une
relation qui relie les concepts abstraits de base au méta concept abstrait Image parce que
Image est le concept abstrait de haut niveau contient tous les concepts pouvant décrire les
images. Tous les concepts abstraits de base seront systématiquement reliés à l’ancêtre Image
par le relation Contient. La deuxième relation Decrit relie un concept abstrait de base à
un sous concept abstrait. Cette relation est aussi valable pour deux concepts abstraits (un
des deux concepts étant le fils de l’autre) même si aucun d’eux n’est un concept de base.
La troisième relation Est− un quant à elle relie un concept abstrait à un concept concret.
Tous les concepts concrets seront donc reliés à un concept abstrait par cette relation.
Soient deux concepts abstraits de base Ci et Cj représentant respectivement deux
entités globales des domaines i et j, Ci,1 et Ci,2 deux sous-concepts abstraits de Ci et Ci,1,1,
Ci,2,1 respectivement deux concepts concrets de Ci,1 et de Ci,2. Tous les concepts abstraits
de base seront reliés au méta concept abstrait par la relation Contient, les sous-concepts des
concepts abstraits de base seront reliés aux concepts abstraits de base par la relation Decrit
et les concepts concrets seront reliés aux concepts abstraits par la relation Est − un comme
le montre la figure 4.5.
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Figure 4.6 – Ontologie d’application proposée
4.3.3/ Ontologie d’application
Une ontologie d’application est une ontologie personnalisée pour décrire les images d’un
domaine précis. Elle consiste à définir (nommer) les concepts de l’ontologie générique afin de
l’adapter à un besoin spécifique. On peut donc créer autant de concepts abstraits de base
qui peuvent à leur tour contenir un ou plusieurs concepts (abstraits et concrets). L’ontologie
générique a donc pour vocation de générer autant d’ontologies d’application, c’est-à-dire des
ontologies capables de décrire toute sorte d’images dans n’importe quel domaine comme par
exemple le domaine de la médecine, de l’armée, de l’agriculture, etc.
En nous basant sur l’ontologie générique, nous avons proposé une ontologie d’application
capable de décrire les images. Nous avons proposé quatre types de concepts de base : un
concept temporaire, un concept évènementiel, un concept environnemental et un concept
décrivant les acteurs.
• Le concept évènementiel permet de comprendre et de décrire les évènements véhiculés dans
une image comme par exemple les évènements organisés (la célébration d’un mariage, un
pique-nique, etc.) ou des évènements imprévus (un accident, une tempête, etc.)
• Le concept environnemental qui permet de décrire l’environnement dans lequel les scènes
d’images se produisent. Il peut s’agir de l’emplacement ou se déroule une scène (une place,
une végétation ou un espace).
• Le concept représentant les acteurs est un concept qui décrit tous les acteurs qui interviennent
64 CHAPITRE 4. ANNOTATION SÉMANTIQUE COLLABORATIVE D’IMAGES
Figure 4.7 – Ontologie d’application et sa traduction en OWL
dans une image. Nous pouvons citer les êtres (les humains, les animaux, les oiseaux et les
insectes), les objets (les véhicules, les matériels, les outils de travail, etc.) et les constructions
(toutes les infrastructures immobilières, routières, etc.).
• Le concept temporaire est un concept qui décrit le moment du déroulement des scènes
d’image (le matin, la nuit, etc.).
La figure 4.6 est une personnalisation possible de l’ontologie générique. L’exemple que nous
proposons contient quatre concepts : Temps, Environement, Evènement et Acteur. Les
quatre concepts sont reliés au concept ancêtre Image par la relation Contient. Ceci indique
que ces classes sont contenues dans l’ancêtre Image.
4.3.4/ Description de l’ontologie d’application
La figure 4.7 présente le modèle de l’ontologie d’application générée à partir de l’ontologie
générique et l’extrait de sa traduction en OWL. Dans cette section, nous allons procéder à la
description des concepts et des relations de l’ontologie d’application.
4.3.4.1/ Les concepts
Les concepts correspondent aux abstractions pertinentes d’un segment de la réalité (le
domaine du problème) retenus en fonction des objectifs qu’on se donne et de l’application
envisagée pour l’ontologie.
• La classe Acteur : le concept Acteur est un concept qui décrit les acteurs qui interviennent
dans les images. Elle est un sous-concept du méta concept abstrait Image. Le concept
Acteur a des sous-concepts Etre, Construction et Objet qui décrivent respectivement
tous les êtres vivants, tous les ouvrages humains ainsi que tous les objets sans exception
(voir 4.1).
• La classe Objet : le concept Objet est un concept qui décrit les objets qui apparaissent
dans les images (les engins, les matériaux, les ordinateurs, etc. ). Il est un sous-concept du
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Composantes Concept Auteur
Acteur est un concept qui permet
Description de décrire tous les acteurs qui interviennent
dans l’image. Acteur est un sous-concept
de l’ancêtre Image
Sous− concepts Objet Etre Construction
Commentaire Acteur est un concept abstrait
Table 4.1 – Descripteur du concept Acteur
concept Acteur (voir 4.2).
Composantes Concept Objet
Objet est un concept qui permet
Description de décrire les objets qui apparaissent
dans les images. Objet est un sous-concept
du concept Acteur
Sous− concepts Pas de sous-concept
Commentaire Objet est un concept concret
Table 4.2 – Descripteur du concept Objet
• Le concept Construction : le concept Construction est un concept qui décrit les infra-
structures qui apparaissent dans les images (les maisons, les tours, les ponts, les musées, les
monuments, etc.). Il est un sous-concept du concept Acteur (voir 4.3).
Composantes Concept Construction
Construction est un concept qui permet de décrire
Description toutes les infrastructures qui apparaissent
dans les images. Construction est un
sous-concept du concept Acteur
Sous− concepts Pas de sous-concept
Commentaire Construction est un concept concret
Table 4.3 – Descripteur du concept Construction
• Le concept Etre : le concept Etre est un concept qui décrit les êtres qui apparaissent dans
les images. Il est un sous-concept du concept Acteur (voir 4.4).
• Le concept Humain : le concept Humain est un concept qui décrit les humains qui ap-
paraissent dans les images. Grâce à ce concept, non seulement les hommes peuvent être
représentés individuellement ainsi que les groupes d’hommes et les couple d’hommes, mais
aussi les différentes parties du corps humain tel que le visage, la tête et les mains d’homme.
Elle est un sous-concept du concept Etre (voir 4.5).
• Le concept Animal : le concept Animal permet de représenter tous les animaux sans
exception. Le concept Animal comme la plus part des autres concepts, peut être qualifié de
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Composantes Concept Etre
Etre est un concept qui permet de décrire tous
Description les être qui apparaissent dans une image.
C’est un sous-concept du concept Acteur
de l’ancêtre Image
Sous− concepts Humain, Animal, Oiseau, Insecte
Commentaire Etre est un concept abstrait
Table 4.4 – Descripteur du concept Etre
Composantes Concept Humain
Humain est un concept qui permet de décrire
Description tous les être humains qui apparaissent
dans les images. Humain est un
sous-concept du concept Etre
Sous− concepts Pas de sous-concept
Commentaire Humain est un concept concret
Table 4.5 – Descripteur du concept Humain
concepts générique des animaux parce qu’il prend en compte la description de toute sorte
d’animaux (marins, terrestres, etc.) qui apparaissent dans les images. Il est un sous-concept
du concept Etre (voir 4.6).
Composantes Concept Animal
Animal est un concept qui permet de décrire
Description tous les animaux qu’on peut retrouver
dans les images. Animal est un
sous-concept du concept Etre
Sous− concepts Pas de sous-concept
Commentaire Animal est un concept concret
Table 4.6 – Descripteur du concept Animal
• Le concept Oiseau : le concept Oiseau est un concept qui décrit les oiseaux qui apparaissent
dans les images. Il est un sous-concept du concept Etre (voir 4.7).
Composantes Concept Oiseau
Oiseau est un concept qui permet de décrire
Description tous les oiseaux qu’on peut retrouver
dans les images. Oiseau est un
sous-concept du concept Etre
Sous− concepts Pas de sous-concept
Commentaire Oiseau est un concept concret
Table 4.7 – Descripteur du concept Oiseau
• Le concept Insecte : le concept Insecte est un concept qui décrit les insectes qui appa-
raissent dans les images. Il est un sous-concept du concept Etre (voir 4.8).
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Composantes Concept Insecte
Insecte est un concept qui permet de décrire
Description tous les insectes qu’on peut retrouver
dans les images. Insecte est un
sous-concept du concept Etre
Sous− concepts Pas de sous-concept
Commentaire Insecte est un concept concret
Table 4.8 – Descripteur du concept Insecte
• Le concept Environnement : le concept Environnement est un concept qui décrit l’en-
vironnement où se déroulent les scènes d’images. Il est un sous-concept du méta concept
abstrait Image (voir 4.9).
Composantes Concept Environnement
Environnement est un concept qui permet
Description de décrire l’environnement dans lequel les
acteur de l’image interviennent. Environnement
est un sous-concept de l’ancêtre Image
Sous− concepts Vegetation, Espace, Place
Commentaire Environnement est un concept abstrait
Table 4.9 – Descripteur du concept Environnement
• Le concept Temps : le concept Temps est un concept qui décrit le moment où se déroulent
les scènes d’images (le matin, le soir, la nuit, etc.). Il est un sous-concept du méta concept
abstrait Image (voir 4.10).
Composantes Concept Temps
Temps est un concept qui permet de décrire
Description la période au cours duquel les acteurs
interviennent dans une image. Temps
est un sous-concept de l’ancêtre Image
Sous− concepts Pas de sous-concept
Commentaire Temps est un concept concret
Table 4.10 – Descripteur du concept Temps
• Le concept Espace : le concept Espace est un concept qui décrit l’espace (les nuages, les
astres, le ciel, etc.). Il est une sous-concept du concept Environnement (voir 4.11).
• Le concept V egetation : le concept V egetation est un concept qui décrit les végétations qui
apparaissent dans les images (une prairie, un jardin, etc.). Il est un sous-concept du concept
Environnement (voir 4.12).
• Le concept Place : le concept Place est un concept qui décrit les emplacements qui appa-
raissent dans les images (un parking, un square, une place publique, etc.). Il est un sous-
concept du concept Environnement (voir 4.13).
• Le concept Evenement : le concept Evenement est un concept qui décrit les évènements
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Composantes Concept Espace
Espace est un concept qui permet
Description de décrire l’espace dans lequel les
acteur de l’image interviennent. Espace
est un sous-concept d’Environnement
Sous− concepts Pas de sous-concept
Commentaire Espace est un concept concret
Table 4.11 – Descripteur du concept Espace
Composantes Concept V egetation
V egetation est un concept qui permet
Description de décrire la végétation. C’est un
sous-concept du concept Environnement
Sous− concepts Pas de sous-concept
Commentaire Vegetation est un concept concret
Table 4.12 – Descripteur du concept V egetation
Composantes Concept P lace
P lace est un concept qui permet
Description de décrire les emplacements. C’est un
sous-concept du concept Environnement
Sous− concepts Pas de sous-concept
Commentaire Place est un concept concret
Table 4.13 – Descripteur du concept Place
qui se déroulent dans les images. Il est une sous-concept du méta concept abstrait Image
(voir 4.14).
Composantes Concept Evenement
Evenement est un concept qui permet
Description de décrire les évènements. C’est un
sous-concept de l’ancêtre Image
Sous− concepts Organise, Inattendu
Commentaire Evenement est un concept abstrait
Table 4.14 – Descripteur du concept Evenement
• Le concept Organise : le concept Organise est un concept qui décrit les évènements
organisés qui apparaissent dans les images (Une promenade, un baptême, un mariage, etc.).
Il est un sous-concept du concept Evenement (voir 4.15).
• Le concept Inattendu : le concept Inattendu est un concept qui décrit les évènements
inattendus qui apparaissent dans les images. Il peut s’agir de tempête, d’incendie, d’accident,
d’un séisme, etc. Il est un sous-concept du concept Evenement (voir 4.16).
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Composantes Concept Organise
Organise est un concept qui permet de décrire
Description les évènements organisés. C’est un
sous-concept du concept Evenement
Sous− concepts Pas de sous concept
Commentaire Organise est un concept concret
Table 4.15 – Descripteur du concept Organise
Composantes Concept Inattendu
Inattendu est un concept qui permet de décrire
Description les évènements inattendu. C’est un
sous-concept du concept Evenement
Sous− concepts Pas de sous concept
Commentaire Inattendu est un concept concret
Table 4.16 – Descripteur du concept Inattendu
4.3.4.2/ Les relations hiérarchiques
Les tableaux présentés ci-dessous décrivent les relations (propriétés) de l’ontologie d’appli-
cation.
• La propriété Contient : Contient relie Image aux classes Environnement, Evenement,
Acteur et Temps. La formalisation de cette propriété est présenté dans le tableau 4.17.
Composantes Relation Contient
Contient est une relation qui relie Image aux concepts de base :
Description Image Contient Acteur, Image Contient Evenement,
Image Contient Environnement, Image Contient Temps
Inverse de la relation Est− contenu− dans permet de lire la relation
dans le sens opposé (Acteur Est− contenu− dans Image)
Commentaire Contient est une relation qui relie l’ancêtre Image
aux principaux concepts abstrait (concepts de base)
Table 4.17 – Descripteur de la relation Contient
• La propriétéDecrit :Decrit relie Acteur à la classe Etre. La formalisation de cette propriété
est présenté dans le tableau 4.18.
Composantes Relation Décrit
Decrit est une relation qui relie les concepts abstraits entre eux :
Description Exemple : Acteur (concept abstrait) Décrit un Etre (concept Abstrait)
Inverse de la relation Est− décrit− dans permet de lire la relation dans le sens opposé
Exemple : Etre Est− décrit− dans Acteur
Commentaire Décrit est une relation qui relie les concepts abstraits entre eux
Table 4.18 – Descripteur de la relation Décrit
70 CHAPITRE 4. ANNOTATION SÉMANTIQUE COLLABORATIVE D’IMAGES
• La propriété Est−un : EstUn relie Etre aux classesHumain, Animal, Oiseau et Insecte.
La formalisation de cette propriété est présenté dans le tableau 4.19. Dans cet exemple, nous
avons décrit deux relations (entre Etre et Humain et entre Etre et Animal).
Composantes Relation Est− un
Est− un est une relation qui relie les concepts abstraits
aux concepts concrets. Exemple : Evenement Est− un
Organise, Evenement Est− un Inattendu Acteur Est− un
Construction, Acteur Est− un Objets, Environnement
Description Est− un Vegetation, Environnement Est− un
Place, Environnement Est− un Espace, Etre Est− un
Humain, Etre Est− un Animal, Etre Est− un
Oiseau, Etre Est− un Insecte
Est− un permet de lire la relation dans
Inverse de la relation le sens opposé. C’est une relation équivalente
à la première relation : Humain Est− un Etre
Commentaire Est-un est une relation qui relie les concepts
abstraits aux concepts concrets
Table 4.19 – Descripteur de la relation Est-un
4.3.4.3/ Les relations spatiales
Les relations spatiales sont des relations qui relient les concepts concrets entre eux. A la
différence des relations hiérarchiques, les relations spatiales permettent de représenter les rela-
tions qui existent entre les objets d’une image comme le montre la figure 4.8.
Trois concepts sont représentés dans cette figure : Un concept abstrait Acteur et deux
concepts concrets Objet et Construction qui sont des sous-concepts du concept abstrait
Acteur. Les concepts concrets sont reliés par la relation spatiale Est− garée−Dans repré-
sentée par le rectangle coloré en gris.
Pour définir les relations spatiales, nous allons nous inspirer des précédents travaux sur la
proposition des relations spatiales entre les objets présents dans une image. Dans ces travaux les
auteurs ont examiné les relations spatiales reconnues par les utilisateurs lorsque les utilisateurs
Figure 4.8 – Exemple d’une relation spatiale
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Figure 4.9 – Modèle des relations spatiales cognitives
regardent les images. Trois relations cognitives sont extraites : ”Partie− de”, ”Connecté” et
”Déconnecté”. ”Connecté” si les objets de l’image sont accolés, ”Déconnecté” si les objets
sont distants et ”Partie − de” si les objets font partie d’autres objets ou s’ils s’entremêlent
comme le montre la Figure 4.9.
La disposition des objets de toutes les images respecte ces trois relations spatiales. Dans
chacune de ces trois relations, des verbes, des mots-clés et des groupes de mots-clés décrivant
les relations seront enregistrés. Par exemple, ”Connecté” pourrait contenir toucher, tenir,
saluer, Réparer, Sur, Dans etc. Partie − de pourrait contenir associer, composer − de,
etc. et la relation Déconnecté pourrait contenir éloigner, rapprocher, loin de, enseigner,
sous, Près de etc. comme le montre la table 4.20.
Partie-de Connecté Déconnecté
Composer − de, Insérer Tenir, Saluer Rapprocher,Distancer
Se− déplacer − dans Sur,Dans Eloigner de, Près de
Dans,Conduire Soulever, Embrasser Loin de, Proche de
Asseoir, Au milieu de Scier,Réparer A côté de,Au− dessus de
Nager dans Acoller, Relier Derrière, Devant
Table 4.20 – Exemple de description d’une image
La figure 4.10 est un exemple de description des concepts et des relations spatiales. Elle
présente une image que nous avons décrite avec les concepts (abstraits et concrets) et les re-
lations (hiérarchiques et spatiales). L’inverse des relations peut être décrit. La section suivant
présente le processus d’instanciation des concepts et des relations.
4.3.5/ Instanciation de l’ontologie d’application
L’instanciation de l’ontologie d’application consiste à instancier les concepts concrets et
les relations spatiales. Les sous-sections suivantes présentent respectivement l’instanciation des
concepts concrets et l’instanciation des relations spatiales.
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Figure 4.10 – Description d’une image
4.3.5.1/ Instanciation des concepts concrets
L’annotation sémantique que nous proposons passe inévitablement par le processus d’ins-
tanciation de l’ontologie. L’instanciation des ontologies est un processus par lequel l’utilisateur
attribue des instances (décrivant les régions d’images) aux concepts de l’ontologie via une
interface comme le montre la figure 4.11. La proposition d’une interface d’instanciation a pour
objectif de faciliter l’attribution des mots-clés.
Comme nous pouvons le constater sur cette image, nous avons des menus déroulants direc-
tement liés aux concepts de l’ontologie et permettant de choisir les instances qui représentent
les différentes régions de l’image. Les utilisateurs proposent des mots-clés qui décrivent les
régions de l’image qu’ils souhaitent annoter. Dans l’exemple de la figure 4.11, l’utilisateur a
Figure 4.11 – Interface de proposition des instances
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Figure 4.12 – Mapping des instances avec les concepts d’ontologie
proposé un certain nombre de mots-clés. Dans le concept V egetation, l’utilisateur propose
Herbes, dans le concept Objet, il choisit Fusil comme instance, etc. Seuls les concepts
représentatifs des régions d’une l’image sont instanciés. Lorsque l’annotateur valide sa descrip-
tion, les instances sont sauvegardées dans l’ontologie, c’est le mapping des instances avec les
concepts de l’ontologie.
4.3.5.2/ Instanciation des relations spatiales
L’instanciation des relations spatiales consiste à proposer entre deux concepts concrets
un mot ou un groupe de mots qui décrit la relation qui existe entre eux. Entre deux
concepts concrets de l’ontologie d’application, des trois relations spatiales cognitives PartieDe,
Connecté et Déconnecté. Chacune de ces relations spatiales cognitives contient des verbes,
des mots-clés et même des groupes de mots-clés qui décrivent les liens qui existent entre les
objets d’une image.
Pour proposer une relation, les utilisateurs choisissent une relation spatiale cognitive qui
convient au type de relations (Partie − de, Connecté ou Déconnecté) qu’ils souhaitent dé-
crire. Une fois que la relation cognitive est choisie, une liste de mots-clés, de groupe de mots-clés
ou de verbes lui sont proposés. Le tableau représenté sur la table 4.20 présente un exemple
d’ensemble de mots-clés, de groupe de mots-clés ou de verbes mappés dans les trois relations
spatiales cognitives. L’instanciation des relation spatiales se fait également via une interface
comme le montre la figure 4.13.
La description fournie et stockée dans l’ontologie représente la sémantique de l’image qui
servira à indexer l’image. La sémantique des images est enregistrée dans des fichiers de format
xml.
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Figure 4.13 – Interface de proposition des relations spatiales
4.4/ Annotation collaborative
Cette section est consacrée à un processus d’annotation d’images basé sur la collaboration.
Le processus consiste à faire annoter une image par une communauté d’annotateurs. Il consiste
à l’instanciation des concepts concrets de l’ontologie d’application par des termes qui décrivent
les régions de l’image. Dans l’approche que nous proposons, l’annotation sémantique ne sera
pas faite par un seul annotateur, mais par une communauté d’annotateurs. La figure 4.15
représente le processus de l’annotation sémantique collaborative. Trois étapes se distinguent
dans cette architecture : la formation de la communauté d’annotateurs, la génération des
sémantiques et l’émergence des sémantiques.
4.4.1/ La communauté d’annotateurs
Dans le processus d’annotation collaborative, la formation des communautés d’annotateurs
(qui ont pour mission de produire les annotations) s’avère indispensable. Elle devient désormais
possible grâce à Internet et au développement des sites collaboratifs comme mentionné dans
[74]. Plusieurs études ont souligné l’importance de la formation des communautés et de leurs
impacts sur les performances des systèmes collaboratifs. Une communauté met en relation un
groupe d’individus qui possède des caractéristiques communes. Deux expressions se dégagent
cette définition :groupe d′individus et caractéristiques communes. Ceci signifie qu’avant
Figure 4.14 – Communauté d’annotateurs
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Figure 4.15 – Annotation sémantique collaborative
tout, une communauté est tout d’abord un ensemble de d’individus (supérieur ou égal à 2)
qui s’associent dans un but bien précis. Si ces individus sont différents, ils ne pourront donc
pas faire partie d’un même corps, ils ne pourront pas s’associer ; raison pour laquelle il faut
absolument qu’ils aient des caractéristiques en commun. Les avantages recherchés ont pu va-
rier au cours du temps et les communautés ont connu maintes transformations au fur et à
mesure de l’évolution des technologies, des mentalités et des sociétés humaines. La formation
des communautés se base généralement sur le lien social que les internautes ont en commun.
Ce lien peut être défini par un certain nombre de critères comme par exemple la préférence
des internautes, leur rôle dans un système, les informations de leur profil, la tâche qui leur est
confiée ou qu’ils auraient choisi, etc.
Dans notre système, la communauté d’annotateurs est un groupe d’internautes dédiés à la
description des images. Le lien que les internautes auront en commun est la mission qui leur
est confiée : l′annotation comme le montre la figure 4.14.
La communauté d’annotateurs i se compose donc de n internautes, tel que i = { i1, i2, ..., in
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}, où chaque annotateur peut être considéré comme un nœud unique dans un réseau social.
Elle permet de déterminer non seulement les interactions directes entre les différents acteurs
mais aussi les contributions apportées par chacun d’eux à une tâche bien précise.
Pour mener à bien le processus d’annotation collaborative des images, un dictionnaire lexical
est mis à la disposition de la communauté d’annotateurs. Ce dictionnaire permet aux annota-
teurs de la communauté de proposer de façon collaborative des mots-clés décrivant les régions
d’images qu’ils souhaiteraient annoter.
4.4.2/ Dictionnaire lexical
Un dictionnaire lexical est un vocabulaire contrôlé dans lequel les mots sont catégorisés.
Les dictionnaires lexicaux aussi appelés thésauri 1 contiennent que des termes, sous la forme
de noms communs ou de groupes nominaux. Les termes figurant dans un dictionnaire lexical
sont censés être représentatifs de certains domaines et les termes sont liés entre eux par des
relations. On considère classiquement trois types de relations possibles :
1.) La relation ”générique/spécifique” est une relation d’ordre : elle fournit la structure
globale du dictionnaire mais ne le contraint pas pour autant à être représentable sous la forme
d’un unique arbre : il n’y a pas nécessairement unicité du terme le plus général ;
2.) La relation de ”synonymie” est symétrique et relie deux termes pouvant être échangés
l’un avec l’autre ;
3.) La relation ”terme associé” associe deux termes du même champ sémantique sans
être pour autant synonymes : elle sert à étendre une requête à des termes sémantiquement
proches.
L’avantage de l’utilisation d’un dictionnaire lexical est qu’il contient des mots-clés prédéfinis
et groupés par domaine et hiérarchiquement classés. Il permet aux utilisateurs de parcourir les
hiérarchies et de sélectionner les mots-clés qui conviennent. La proposition d’un dictionnaire
aux annotateurs leur permet de ne pas proposer des instances qui n’ont rien à voir avec le
contenu des images, même si cela n’évite pas que l’on assiste parfois à l’attribution des mots-
clés qui n’ont rien à voir avec les objets concernés. Un autre avantage est que le dictionnaire
lexical permet de gagner du temps pendant la phase d’annotation des images.
WordNet est le dictionnaire lexical que nous utilisons dans ce travail. Il aura pour but
de permettre aux utilisateurs de proposer des mots-clés. WordNet est développé à l’université
de Princeton. Sa conception est inspirée par les théories psycholinguistiques actuelles sur la
mémoire lexicale humaine (c’est-à-dire sur l’organisation de termes par des relations linguis-
tiques ou sémantiques). WordNet associe des racines de mots (mots simples ou composés) à
des ensembles de synonymes qui représentent leurs sens sous-jacents, et inversement, chaque
ensemble de synonymes est lié aux racines de mots dont ils représentent le sens. Plus préci-
sément, un ensemble de synonymes est composé de ces racines de mots synonymes. Chaque
racine de mot peut avoir différents sens dans différents contextes, et peut donc appartenir
à plusieurs ensembles de synonymes. Un ensemble de synonymes représente un seul sens et
est donc unique. Deux ensembles de synonymes différents peuvent n’être composés que d’une
1. http ://www.lattice.cnrs.fr/sites/itellier/poly_info_ling/linguistique007.html
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unique et même racine de mot (dans chacun de ces deux ensembles, une seule racine de mot
est connue pour le sens représenté). Cependant, deux ensembles de synonymes ne partagent
jamais le même identificateur de sens (un numéro d’identification interne à WordNet), ce
qui en assure l’unicité. Les ensembles de synonymes sont liés par quelques relations lexicales
(exemple l’antonymie) et diverses relations sémantiques 2. La relation sémantique servant de
critère pour l’agrégation d’un groupe de concepts définira le type de l’ontologie. WordNet ré-
pertorie ainsi une grande variété de relations sémantiques permettant d’organiser le sens des
mots (et donc par extension les mots eux-mêmes) en des systèmes de catégories qu’on peut
consulter de manière cohérente et uniforme. On pourra ainsi interroger le système quant aux
hyperonymes d’un mot particulier. À partir par exemple du sens le plus commun du mot car
(correspondant au synset 1. car, auto...) la relation d’hyperonymie définit un arbre de concepts
de plus en plus généraux 3.
4.4.3/ Génération des sémantiques
La génération des sémantiques d’une image est un processus d’instanciation des concepts
et des relations spatiales de l’ontologie par une communauté d’annotateurs. Puisque les an-
notateurs ont chacun une interprétation des images et qu’une image ne peut être interprétée
de la même façon (comme nous l’avons précisé un peu plus haut), il est indispensable que les
images soient soumises à un groupe d’annotateurs. Il s’agit donc de mettre les images à la
disposition des annotateurs avec tous les moyens nécessaires afin que ceux-ci les annotent et
que le système en déduise les sémantiques résultantes des différentes annotations grâce à la
technique de sélection des instances.
La technique de sélection des instances et des relations spatiales est utilisée pour classer
les instances de chaque concept de l’ontologie et les relations spatiales selon leur pondéra-
tion. L’objectif est de déterminer la sémantique la plus représentative d’une image donnée.
Rappelons-nous que le nombre de sémantique proposées à une image est égal au nombre d’an-
notateurs qui instancient les concepts et les relations spatiales de l’ontologie. Soit O l’ontologie
et n le nombre de sémantiques obtenues. S(O,n) est l’ensemble de sémantiques générées telles
que S(O,n) = {S(O,1), S(O,2), ..., S(O,n)}. La figure 4.16 illustre la génération des sémantiques.
Sur cette figure, nous avons donné l’exemple de trois sémantiques générées par trois annota-
teurs.
4.4.4/ Émergence des sémantiques
L’émergence de la sémantique des images consiste à faire converger toutes les annotations
produites par les annotateurs vers une et une seule annotation. Il s’agit en d’autre terme de
la résultante de toutes les sémantiques produite pour la même image. Dans le système que
nous avons mis en place, l’annotation d’une image passe par l’instanciation des concepts de
l’ontologie. Ce qui nous fait obtenir à la fin de la phase d’annotation, plusieurs sémantiques
pour une image. Le nombre de sémantiques obtenues pour image donnée est égal au nombre
d’annotateurs ayant fourni la description de l’image. Autrement dit, chaque concept de l’onto-
2. http ://www.phmartin.info/PhD/thesephmartin.2.TravailRealise.pdf
3. http ://fr.wikipedia.org/wiki/WordNet
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Figure 4.16 – Génération des sémantiques
logie peut contenir plusieurs instances identiques ou non à la fin de l’annotation d’une image.
On a des instances identiques si les différents annotateurs attribuent le même mot-clé au même
objet de l’image. Dans le cas contraire, cela signifie que le même objet est différemment décrit
par les annotateurs, idem pour les relations spatiales. Les sémantiques proposées par les anno-
tateurs sont évaluées par la fonction d’évaluation que nous avons mise en place à cet effet, ce
qui permet d’extraire les instances et les relations spatiales les plus représentatives. Rappelons
au passage qu’une sémantique émergente regroupe des instances et des relations émergentes.
Cette sémantique peut évoluer dans le temps si et seulement si les instances et les relations
spatiales évoluent. La sémantique émergente, c’est-à-dire la sémantique la plus représentative
devient systématiquement la sémantique réelle de l’image.
Pour une image i, nous évaluons l’ensemble des sémantiques Si proposées en nous basant
sur les instances et les relations spatiales. Les relations hiérarchiques ne sont pas évaluées parce
que c’est la même ontologie d’application qui est mise à la disposition de tous les annotateurs.
Les instances et les relations spatiales entre les concepts sont évaluées par une technique que
nous avons mise en place pour déterminer les instances et les relations spatiales les plus repré-
sentatives. Il s’agit de la technique basée sur la fonction femerg que nous présentons dans la
section suivante.
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Figure 4.17 – Calcul des poids
4.4.4.1/ La fonction d’évaluation femerg
L’évaluation des instances permet de ressortir les instances les plus représentatives. Cette
étape permet d’en déduire une étude statistique des termes proposés pour une image. La
pondération est une composante très importante dans le processus de recherche d’information.
Elle est souvent calculée à partir des considérations et interprétations statistiques. Le calcul
de la pertinence d’un terme dépend des poids attribués aux termes représentant l’image [167].
La fréquence est l’approche que nous utiliserons. A cette mesure va s’ajouter la moyenne
des poids correspondant à la position à laquelle se trouve le terme concerné. Un poids est
attribué aux termes selon l’ordre du choix. L’avantage de cette méthode est qu’elle considère
que l’ordre du choix des termes joue un rôle très important parce que le terme placé en premier
devra avoir une évaluation plus importante qu’un terme vers la fin de la liste des termes.
Dans notre approche, la moyenne des poids correspondant à la position à laquelle se trouve le
terme concerné est ajoutée à la mesure de la fréquence. Une fois les sémantiques proposées
par les annotateurs, le système procède à l’évaluation des instances mappées dans chaque
sémantique. Le but de cette évaluation est d’obtenir les instances les plus utilisées pour chaque
concept lors de l’annotation. La fonction femerg est déterminée grâce à la combinaison de la
fréquence et de la pondération des instances des sémantiques proposées par la communauté.
femerg = Frqi ∗ Pdsi, avec
Frqi, la fréquence du terme i, Pdsi : le poids du terme i.
• La fréquence des instances : Notre approche consiste en la pondération des instances
contenues dans des concepts identiques des différents sens proposés. La pondération des
sémantiques dépend de la pondération des instances représentant chaque concept de
l’ontologie. Elle est généralement basée sur la fréquence d’apparition des instances [167].
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La fréquence du terme i est donnée par le rapport entre le nombre d’occurrence(s) de i
(Ni) et le nombre total d’occurrences (Σ(N)) comme le présente la formule suivante :
Frqi = Ni∑(N)
• Le poids des instances : Même si la fréquence (moyenne ou faible) d’une instance qui
apparaît souvent dans une image est susceptible d’être plus importante que celle qui
se produit rarement, des expériences ont montré que ce n’est pas toujours vérifié. Pour
améliorer l’évaluation des instances, nous avons ajouté à la fréquence, la moyenne du poids
correspondant à la position des instances. Un poids est donné aux instances suivant l’ordre
de leur choix. L’avantage de cette méthode est qu’elle considère que l’ordre du choix des
instances joue un rôle très important parce que l’instance placée en premier devra avoir une
évaluation plus importante qu’une instance vers la fin de la liste. Le poids du terme i est
calculé par :
Pdsi = (Nb−(Rki−1))Nb , où
Nb est le nombre maximum de concepts qui pourrait être instancié par un annotateur et
Rki la position de l’instance pendant l’annotation.
Considérons une ontologie ayant douze concepts ”instanciables” et au maximum neuf(9)
concepts instanciés pour une image donnée comme le montre le tableau de la figure 4.17.
La fonction femerg s’applique aussi aux relations spatiales proposées pour déterminer les
relations les plus représentatives entre deux concepts concrets. Dans la pratique, les concepts
de l’ontologie sont proposés deux à deux aux annotateurs. Les annotateurs proposent des
relations en choisissant le type de relation cognitive adapté aux deux concepts (Connecté,
Déonnecté ou Partie − de). Une liste de mots-clés, de groupes de mots-clés ou des verbes
leur est proposée compte tenu de la relation cognitive choisie.
Les annotateurs proposent des relations dans le sens des concepts que leur sont proposés
et également dans le sens inverse. Une fois le tableau obtenu, on pourra donc appliquer la
fonction femerg pour déterminer les relations les plus pertinentes. La figure 4.18 présente la
proposition des relations spatiales. Le tableau a.) présente un extrait de la liste des relations
mappées dans les relations cognitives et le tableau b.) l’instanciation des relations spatiales.
4.4.4.2/ La sémantique émergente
La sémantique émergente n’est rien d’autre que la sémantique la plus représentative
obtenue grâce à la fonction émergente femerg qui combine la fréquence et le poids des
instances et des relations spatiales proposées. La figure 4.19 présente le tableau de l’évaluation
des instances et le tableau d’évaluation des relations spatiales proposées pour une image par
les annotateurs.
De chaque concept de l’ontologie, émerge une instance ω parmi les instances proposées
par les annotateurs pour une image donnée. Et des paires de relations spatiales (relation
avec son inverse) émerge une paire de relations µ pour relier les objets. Les instances et les
relations émergées et mappées dans l’ontologie donnent la sémantique émergente de l’image.
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a.) Relations mappées dans les relations cognitives
b.) Instanciation des relations spatiales
Figure 4.18 – Proposition des relations spatiales
L’évaluation commence dès la proposition de la première sémantique et se termine lorsque le
dernier annotateur actif valide sa sémantique. Au fur et à mesure que les sémantiques sont
proposées par les annotateurs, une sémantique émergente s’obtient. La sémantique émergente
initialement obtenue peut évoluer compte tenu de nouvelles sémantiques proposées par de
nouveaux annotateurs. Il peut arriver que tous les annotateurs ne proposent pas les mêmes
instances pour un concept donné (idem pour les relations). Dans ce cas, une notification est
envoyée à chaque annotateur avec la liste des différentes instances. Les annotateurs pourront
donc choisir une instance parmi la liste qui leur est fournie par le système.
La figure 4.20 en est une illustration. Elle représente trois sémantiques
Sémantique 1, Sémantique 2 et Sémantique 3 qui émergent vers une sémantique la
Sémantique émergente.
4.5/ Conclusion
Dans ce chapitre, nous avons présenté la représentation d’images à travers les descripteurs
sémantiques. Deux descripteurs sémantiques sont proposés : une ontologie générique et
une ontologie d’application. L’ontologie d’application est dérivée de l’ontologie générique et
est composée de concepts génériques ou abstraits provenant de l’ontologie générique qui
contiennent d’autres concepts qui peuvent être abstraits ou concrets. Aux concepts concrets
ou concepts de spécialisation sont attachées des instances (termes) décrivant les régions ou
les objets présents dans une image. Les concepts (abstraits ou concrets) sont reliés entre
eux par des relations qui représentent le lien qui existe entre les objets de l’image. Grâce à
l’ontologie d’application et à un dictionnaire lexical, une communauté d’annotateurs décrit
la sémantique des images. Les différentes sémantiques proposées par chaque membre de la
communauté sont matchées grâce à une fonction femerg qui combine la fréquence et le poids
des instances. Cette fonction permet de faire émerger les différentes sémantiques vers une et
une seule sémantique, la sémantique émergente qui va annoter l’image.
Ce chapitre permet de fournir les sémantiques dont le but est de substituer à une image un
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(a) Tableau d’évaluation des instances
(b) Tableau d’évaluation des relations spatiales
Figure 4.19 – Évaluation des instances et des relations spatiales
représentant (ou descripteur) sémantique compréhensible par l’humain que par les machines,
moins encombrant qui la caractérise le mieux possible et de ne travailler que sur ce modèle
lors de la recherche. Cela permettra une meilleure organisation des données.
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Figure 4.20 – Émergence des sémantiques

5
Recherche sémantique d’images :
Une approche basée sur le
clustering et la recommandation
Dans ce chapitre, nous présentons une approche de recherche sémantique d’images. L’approche se
base sur deux techniques : le clustering des images et la recommandation des sémantiques. Le clustering
permet de regrouper les sémantiques similaires aux requêtes des utilisateurs et la recommandation a
pour objectif de proposer des sémantiques aux utilisateurs en se basant sur leurs préférences.
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5.1/ Introduction
Les recherches d’images sont généralement axées sur deux techniques : la recherche sé-
quentielle d’un ensemble d’images dans le cas où l’utilisateur n’a vraiment pas une idée de ce
qu’il veut et la recherche d’images basée sur la description du contenu, lorsque l’utilisateur
sait exactement ce qu’il veut. Mais vu les difficultés auxquelles étaient confrontés les utilisa-
teurs, les chercheurs ont fait évoluer les techniques de recherche d’images. Comme difficulté,
nous pouvons citer le fossé sémantique. Rappelons que le fossé est l’écart significatif entre la
perception de haut niveau et l’interprétation des images par les utilisateurs et les descriptions
de bas niveau. Une des attentes des utilisateurs dans le domaine de la recherche d’images se
situe au niveau de la sémantique des images. Ces derniers temps, plusieurs études consacrées
aux systèmes de recherche d’images par le contenu (Content-Based Image Retrieval Systems)
s’appuient sur l’utilisation de la sémantique de l’image comme nous l’avons décrit dans le
chapitre précédent.
5.2/ Aperçu général et caractéristiques
Dans le cadre de l’approche Emergsem, nous proposons une technique de recherche
d’images basée sur la sémantique et la recommandation. La technique qui s’appuie sur des
descripteurs sémantiques représentés par l’ontologie d’application que nous avons développée
dans le chapitre précédent et qui est constituée de concepts génériques et d’instanciations de
ces concepts.
La principale différence entre les CBIR et la proposition que nous faisons se résume en deux
principaux points. Le premier point réside dans le fait que notre approche étend la technique
de recherche sur le voisinage des images retrouvées grâce aux informations de la requête. Dans
un CBIR typique, la requête de l’utilisateur est comparée aux images du corpus pour déter-
miner un ensemble d’images pertinentes qui sont retournées à l’utilisateur. Le résultat initial
de la recherche peut être amélioré par un processus de feedback (retour de pertinence) qui
s’appuie sur l’utilisateur pour affiner la précision de la recherche. Un système CBIR contourne
l’étape du voisinage et transmet directement les résultats triés aux utilisateurs et ne prend
pas en compte les liens de similarité entre les images sélectionnées par la comparaison de la
requête initiale aux images de la collection. Notre technique récupère les sémantiques voi-
sines de chaque sémantique représentative de la requête de l’utilisateur au lieu d’un ensemble
d’images commandées : les images voisines des images représentatives sont sélectionnées selon
une mesure de similarité, regroupées et renvoyées à l’utilisateur. Ceci nous permet de créer des
clusters d’images les plus pertinentes. De cette façon, les relations entre les images récupérées
sont prises en considération par les clusters. Le deuxième point réside dans le fait que les CBIR
n’arrivent pas à faire des recommandations d’images aux internautes parce que les préférences
des internautes ne sont pas stockées. Dans Emergsem, nous intégrons une approche de re-
commandation des images. L’objectif est de stocker les préférences des utilisateurs, c’est-à-dire
les sémantiques utilisées pour rechercher les images. Des recommandations pourront être ainsi
faites aux utilisateurs en se basant sur leurs préférences.
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Figure 5.1 – Recherche sémantique d’images dans Emergsem
Emergem s’appuie sur : (1) les descripteurs sémantiques pour rechercher les images, (2)
une recherche de liens de voisinage entre les images en vue de créer des clusters pour une re-
cherche plus précise et plus pertinente et (3) sur une phase de recommandation des sémantiques
aux utilisateurs qui permet de proposer des sémantiques aux utilisateurs en se basant sur leurs
préférence. Les contributions majeures de notre approche sont présentées dans l’architecture
illustrée sur la figure 5.1.
• L’idée centrale de la sémantique est d’identifier les objets ou acteurs composant une image
ainsi que les relations complexes entre les objets. De nos jours, la recherche d’images basée
sur la sémantique est introduite dans des systèmes de recherche des images parce que les
expériences ont montré que la performance des résultats de recherche dépend de la qualité
et de la consistance des sémantiques associées à chaque image (voir [168], [169]). Comme
nous l’avons déjà souligné précédemment, la technique de recherche dans Emergsem est
basée sur la sémantique des images, c’est-à-dire qu’elle repose sur une prise en compte des
relations conceptuelles entre les objets constituant de l’image. Rappelons que la sémantique
d’une image est une description de l’image obtenue grâce à une ontologie d’application. Elle
est en effet le résultat du processus d’instanciation de concepts et des relations de l’ontologie
d’application avec des mots-clés ou des termes. La figure 5.2 présente la sémantique d’une
image (l’ontologie d’application avec quelques concepts concrets instanciés) composée de
concepts génériques tels que le concept Humain est instancié par Homme et Enfant, le
concept Animal par Chien, le concept Construction par Appartement, le concept Place par
Parking, Vegetation par Arbre, Espace par Nuage, Organise par Promenade etc.
• L’approche de recherche sémantique basée sur le clustering est constituée de deux étapes. La
première étape présente l’extraction des sémantiques représentatives de la requête de l’utili-
sateur et la deuxième étape permet d’extraire les sémantiques voisines de chaque sémantique
représentative. L’extraction des sémantiques représentatives est basée sur la similarité entre
la requête de mots-clés de l’utilisateur et les instances des sémantiques du corpus. L’extrac-
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Figure 5.2 – Sémantique d’image
tion des sémantiques voisines quant à elle est composée de trois niveaux. Le premier niveau
est la sélection du voisinage des sémantiques représentatives. La sélection du voisinage est
basée sur la comparaison des vecteurs d’instances des sémantiques du corpus. Le deuxième
niveau est la formation des groupes de sémantiques au sein de chaque ensemble de voisinage.
Elle est basée sur la granularité des sémantiques. Le troisième niveau est la génération des
clusters de sémantique. La génération des clusters d’images consiste à l’appariement des
groupes formés au sein de chaque ensemble voisinage pour déterminer les groupes de sé-
mantiques les plus pertinentes. L’appariement est basé sur la matrice de confusion, le conflit
et la fonction de correspondance.
• L’approche de recommandation a pour objectif de recommander des sémantiques aux utilisa-
teurs en se basant sur leurs préférences, c’est-à-dire les sémantiques utilisées pour rechercher
des images. Cela sous-entend que pour qu’il y ait recommandations personnalisées, il faut
impérativement que les différentes sémantiques utilisées par les utilisateurs soient stockées.
L’approche de recommandation comprend trois parties. La première partie est consacrée à
l’acquisition des profils des utilisateurs. Deux profils se distinguent : les profils statiques et
les profils dynamiques qui sont détaillés un peu plus bas dans la section de recommandation
des sémantiques. La deuxième partie est la classification des profils utilisateurs. Elle permet
en quelque sorte de regrouper dans des petits groupes des profils (statiques et dynamiques)
similaires. Le regroupement est basé sur l’algèbre de Galois qui permet de classifier les pro-
fils d’utilisateurs de façon exhaustive. La troisième partie est la génération de la liste des
recommandations qui sera adressée aux utilisateurs selon leurs préférences.
5.3/ Recherche d’images basée sur le clustering
La recherche sémantique d’une image est une approche qui permet de rechercher les images
non seulement avec les mots-clés qui décrivent leurs régions respectives, mais également avec
les relations entre les régions d’images. C’est une techniques qui a pour but de cibler l’image
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recherchée en se basant sur la requête de l’utilisateur. L’avantage de cette technique est qu’elle
peut être utilisée pour rechercher les images similaire via la comparaison de leur sémantiques
respectives. Plus les sémantiques sont proches, plus proches aussi sont les images qu’elles dé-
crivent. Les recherches sémantique d’images sont généralement axées sur les méthodes d’ap-
pariement des sémantiques d’images. Pour rechercher une image, les utilisateurs proposent
généralement des requêtes décrivant les images qu’ils souhaitent rechercher. Les informations
de la requête sont comparées avec les informations stockées dans des bases de données grâce
à des techniques d’appariement. Ces techniques se basent sur des mesures de similarité.
Nous présentons d’abord la notation que nous allons adoptée dans ce chapitre. Nous rap-
pelons ensuite les mesures de similarité. Enfin, nous présentons la définition.
5.3.1/ Notation et définition
• Sem = {Si} l’ensemble des sémantiques du corpus ;
• C(Si) l’ensemble des concepts de Si ;
• Inst(Si) l’ensemble des instances de Si ;
• R(Si) = {(ci, cj) | ci ∈ C et cj ∈ C} l’ensemble des relations entre les concepts ci et cj
• Sr = {Sr(n) | Sr ∈ Sem} l’ensemble des sémantiques résultat ;
• ej = {S(ej)v | Sejv ∈ Sem} l’ensemble des sémantiques voisines de Sr ;
• G(l) = {G(l)1 , G(l)2 , ..., G(l)ej } l’ensemble des l groupes de ej ensembles de sémantiques
voisines.
• λ(l,k)p,q =| G(l)p ∩G(k)q | le nombre de sémantiques communes aux groupes G(l)p et G(l)q .
5.3.2/ Exemple d’illustration
Pour illustrer nos discussions dans le reste du chapitre, nous allons utiliser un exemple
comprenant un corpus Sem de 10 sémantiques S1 ,S2, S3, S4, S5, S6, S7, S8, S9 et S10 dont
les instances sont représentées dans la table 5.1 et d’une requête utilisateur kRq représentée
par un ensemble de 4 mots-clés kRq = {Chien, Chasseur, Fusil, Forêt}.
Sem Instances des Sémantiques Si)
S1 {Chien, Forê, t Chasseur, Fusil, Gibier, Tente, Soir}
S2 {Arbre, Chien, Chasseur, Forêt, Fusil, Matinée}
S3 {Forêt, Chasseur, Fusil, Gibier, Chien, Feu}
S4 {Cabane, Forêt, Chasseur, Fusil, Montagne, Après−midi}
S5 {Aigle, Rivière, Chasseur, Fusil, Chien, Maison, Forêt}
S6 {Chien, Brousse, Chasseur, Bâton, Forêt}
S7 {Perdrix, Arbres, Chasseur, Fusil, Brousse, Gibecière}
S8 {Chien, Maison, Prairie, Etang, Gourde}
S9 {Gardien, Arbres, Maison, Sac}
S10 {Femme, Calebasse, Prairie, F leuve, Enfant}
Table 5.1 – Sémantiques du corpus
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5.3.3/ Mesures de similarité
Différent types de mesures peuvent être utilisés pour définir la similarité d’images. Dans
les approches traditionnelles (classiques) de recherche d’images, une requête et les images du
corpus sont représentées par des vecteurs de caractéristiques physiques. Les images du corpus
sont classées ou trier par ordre de pertinence (similarité) selon une distance définie par les
caractéristiques physiques.
Dans les approches de recherche d’informations textuelles, la requête utilisateur et les do-
cuments sont typiquement représentés par des vecteurs de mots-clés. Le but du traitement de
requête est de sélectionner les documents d’une collection contenant les termes de la requête.
La similarité sémantique est fréquemment utilisée en tant que mesure de ressemblance entre
deux documents. Il s’agit de comparer les textes issus d’un corpus dans une optique de classi-
fication (regrouper tous les documents relatifs à une thématique particulière), ou de recherche
d’information (dans ce cas, un document vectorisé est constitué par l’ensemble de mots-clé
et est comparé par mesure de cosinus de l’angle avec des vecteurs correspondant à tous les
documents présents dans le corpus. On évalue ainsi lesquels sont les plus proches) 1.
Dans nos travaux, le calcul de similarité entre deux sémantiques d’images se base sur deux
niveaux de caractéristiques. D’une part, nous prenons en compte les termes du vocabulaire
utilisé dans les instances de l’ontologie d’application pour définir (1) des vecteurs de caracté-
ristiques et (2) des mesures ou distances (exemple : fréquence/entropie, mesure de cosinus)
pour définir les sémantiques les plus proches d’une sémantique donnée. D’autre part, nous
prenons en compte la structure et la hiérarchie entre concepts de l’ontologie d’application pour
comparer niveau par niveau les éléments les éléments d’instanciation de deux sémantiques.
Comme dans la recherche textuelle de documents, le calcul de mesure de similarité sé-
mantique dans Emergsem est basé sur les vecteurs de caractéristiques construits à partir
d’ensemble de termes qui peuvent être des mots-clés ou des groupes de mots-clés liés par des
relations. Par exemple dans Wordnet, les éléments sont représentés par des synset qui défi-
nissent des groupes de mots-clés liés par synonymie ou autres relations.
SemV (S) Label m1 m2 m3 ..... mn
V w1 w2 w3 ..... wn
Table 5.2 – Table de vecteurs
Définition : Les instances du corpus Sem_Instances = ∪Si∈Sem Inst(Si) où Si est une
sémantique d’image et Inst(Si) est l’ensemble des mots-clés ou instances de la sémantique
Si. Un vecteur de caractéristiques sémantiques est représenté par SemV (S) comme le montre
la table 5.2 où Label représente une instance dont les valeurs mi ∈ Sem_Instances et
n =| Sem_Instances | représente le nombre total de termes (mots-clés) dans toutes les ins-
tances du corpus d’images Sem. wi est la fréquence (le poids) du label dans le vecteur. Elle
est égale à 1 si le mot-clé mi ∈ Inst(Si) apparait dans l’instanciation de la sémantique Si.
Les algorithmes de formation des vecteurs sémantiques qui comparer d’une part les mots-clés
1. http ://fr.wikipedia.org/wiki/Similaritécosinus
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de la requête aux instances du corpus et d’autre part les instances des sémantiques avec les
instances du corpus sont présentés dans 5.1.
Algorithme 5.1 Algorithme de formation de vecteurs de caractéristiques sémantiques
Soit kRq les mots-clés d’une requête Rq
1: for i := 1 to n ; n =| Sem_Instances | do
2: if SemV (Rq).Label[i] ∈ kRq then
3: SemV (Rq).V [i]← 1
4: else
SemV (Rq).V [i]← 0
5: end if
6: end for
a.) Vecteur de caractéristiques sémantiques d’une requête
1: for i := 1 to n ; n =| Sem_Instances | do
2: if SemV (Rq).Label[i] ∈ kRq then
3: SemV (Si).V [i]← 1
4: else
SemV (Si).V [i]← 0
5: end if
6: end for
b.) Vecteur de caractéristiques sémantiques d’une sémantique
La représentation du vecteur des mots-clés (voir 5.1) de la requête utilisateur est présenté
dans la table 5.3. Dans cette table, tous les labels de l’union des instances du corpus et leur
valeur ne pourrons pas être représentés. Pour retrouver les labels remplacés par les pointillés,
il faut se référer à l’union des instances du corpus ordonnées par ordre alphabétique Ins = {
Aigle, Après − midi, Arbre, Bâton, Brousse, Cabane, Calebasse, Chasseur, Chien,
Enfant, Etang, Femme, Feu, F leuve, Forêt, Fusil, Gardien, Gibecière, Gibier, Gourde,
Maison, Matinée, Montagne, Perdrix, Prairie, Rivière, Sac, Soir, Tente }. Chacune
de leur valeur équivaut à 0.
Label Aigle ... Chasseur Chien ... Fleuve Forêt Fusil ... Soir Tente
V 0 ... 1 1 ... 0 1 1 ... 0 0
Table 5.3 – Représentation du vecteur des mots-clés de la requête
Nous proposons également la représentation du vecteur d’une sémantique du corpus : la
sémantique S1 comme le montre la table 5.4
Label Aigle ... Chasseur Chien ... Fleuve Forêt Fusil ... Soir Tente
V 0 ... 1 1 ... 0 1 1 ... 1 1
Table 5.4 – Représentation du vecteur d’une sémantique (S1)
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Figure 5.3 – Étapes de la recherche sémantique d’images
Dans le reste de la section, nous décrirons les différentes étapes de la recherche sémantique
d’images comme le montre figure 5.3. Dans un premier temps, nous présenterons l’extraction
des sémantiques représentative. Nous décrirons ensuite l’extraction des sémantiques voisines
de chaque sémantique résultat. La formation des groupes de sémantiques similaires au sein
de chaque ensemble de sémantiques voisines sera la troisième étape et en dernier la formation
des clusters de sémantiques pertinentes.
5.3.4/ Extraction des sémantiques représentatives
La détermination des sémantiques représentatives se fait se fait de deux méthodes :
• Par appariement des mots-clés de la requête et les instances des sémantiques du corpus.
Pour cela, on associe un poids (une fréquence) à chaque sémantique du corpus. Le poids
(une fréquence) représentant le nombre de fois qu’un mot-clé de la requête utilisateur est
trouvé dans les instances de la sémantique. Il est une valeur comprise entre 0 et 1. Il est égal
à 1 lorsque tous les mots-clés sont présents dans les instances d’une sémantique. La table
?? présente un algorithme pour le calcul des poids entre une requête et les sémantiques
du corpus. Prenons l’exemple de section 5.3.2 pour illustrer l’extraction des sémantiques
représentatives. Les mots-clés de la requête de l’utilisateur sont représentés dans la première
colonne de la table 5.5 et le corpus d’images dans la deuxième colonne de la table. Le résultat
de l’algorithme est un ensemble de poids respectifs correspondant à une comparaison des
mots-clés de la requête aux instances des sémantiques du corpus (voir la troisième colonne
de la table).
• Par définition de mesures de similarité entre les mots-clés de la requête de l’utilisateur et les
instances des sémantiques du corpus. Plusieurs méthodes peuvent être utilisées pour définir
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la similarité entre deux sémantiques d’images Si et Sj ou entre une sémantique Si et une
requête Rq comme l’algorithme 5.6. Le tableau présente quelques mesures de similarité qui
permet de calculer la similarité entre les termes de la requête et les sémantiques du corpus
où la valeur termei,k représente la valeur de SemV (Si).V [k].
Algorithme 5.2 Algorithme de calcul de similarité par appariement
Soit Si ∈ Sem ⇒ Sem étant l′ensemble des sémantiques du corpus
Soit C(Si) l′ensemble des concepts de Si
Soit qij , qij est un instance de Si
Soit Inst(Si) les instances de Si, Inst(Si) = {qij | ∃ cij ∈ C et kRq instance de cij}
Soit t le compteur des mots− clés identiques
1: for Si ∈ Sem do
2: for x ∈ kRq do
3: for qij ∈ Inst(Si) do
4: if x = qij then




9: P (Si) ← t/ | kRq |
10: t ← 0
11: end for
Mots− clés Instances des Sémantiques (Si) P (Si)
Inst(S1) = {Chien Forêt Chasseur Fusil Gibier Tente Soir} 1, 00
Inst(S2) = {Arbre Chien Chasseur Forêt Fusil Matinée} 1, 00
Inst(S3) = {Forêt Chasseur Fusil Gibier Chien Feu} 1, 00
Chasseur Inst(S4) = {Cabane Forêt Chasseur Fusil Montagne Après−midi} 0, 75
Fusil Inst(S5) = {Aigle Rivière Chasseur Fusil Chien Maison Forêt} 1, 00
Chien Inst(S6) = {Chien Brousse Chasseur Bâton Forêt} 0, 75
Forêt Inst(S7) = {Perdrix Arbres Chasseur Fusil Brousse Gibecière} 0, 50
Inst(S8) = {Chien Maison Prairie Etang Gourde} 0, 25
Inst(S9) = {Gardien Arbres Maison Sac} 0, 00
Inst(S10) = {Femme Calebasse Prairie F leuve Enfant} 0, 00
Table 5.5 – Similarité par appariement
La table 5.7 présente des calculs de similarité entre une requête Rq et des sémantiques
d’images représentées par vecteurs de caractéristiques sémantiques. Quatre mesures de
similarité sont utilisées : Dice, Cosinus, Appariement, appelée Appar et Overlap. Les quatre
dernières lignes de la table correspondent aux résultats des calculs de similarité. On constate
que les méthodes de calcul de similarité basées sur Dice et sur Cosinus donnent des résultats
presque similaires, de même que la méthode basée sur Overlap et Appar.
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Méthodes Mesures de similarité
































Minkowski Similarité(Si, Sj) = r
√∑t
k=1 (termeik − termejk)r
Table 5.6 – Quelques mesures de similarité extraites de [170]
Dans les deux méthodes, les sémantiques pertinentes de la requête sont déterminées par
rapport à un seuil α en dessous duquel les sémantiques ne pourront pas être considérées
comme des sémantiques représentatives. Dans l’exemple de la table 5.7, nous considérons
trois valeurs de seuil :
1. Si α = 1 nous remarquons que pour les mesures de similarité Dice et Cosinus ne donnent
aucune sémantique pertinente. Les mesures de similarité Overlap et Appart retiennent
les sémantiques S1, S2, S3 et S5 comme le montre la figure 5.8. Ces deux mesures
effectuent une recherche exacte sur l’ensemble des mots-clés fournis dans la requête. Les
sémantiques obtenues contiennent tous les mots-clés de la requête. Notez que dans le
cas de Overlap, si la valeur minimum (voir 5.7) correspond au nombre de mots-clés, la
recherche correspond à une recherche exacte. En revanche, si le minimum correspond au
nombre d’instance de la sémantique Si, alors, bien que la valeur de similarité soit égale
à 1, tous les mots-clés de la requête Rq n’ont pas de correspondance avec les instances
de la sémantique Si. Par exemple si on considère une sémantique S′6 dont les instances
sont Inst(S′6) = {Forêt, Chien, Chasseur}, la similarité Overlap(S′6, Rq) = 1.
2. Si α = 0, les toutes sémantiques du corpus sont sélectionnées.
3. Si α est une valeur quelconque, comme par exemple la moyenne des similarités :
(a) Si α la moyenne des similarités de Dice est prise en compte pour déterminer les
sémantiques représentatives, soit α =
∑10
i=1 SimDice(Si, Rq)
10 = 0, 49, seules les sé-
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Labels S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 kRq
Aigle 0 0 0 0 1 0 0 0 1 0 0
Après−midi 0 0 0 1 0 0 0 0 0 0 0
Arbre 0 1 0 0 0 0 1 0 1 0 0
Bâton 0 0 0 0 0 1 0 0 0 0 0
Brousse 0 0 0 0 0 1 1 0 0 0 0
Cabane 0 0 0 1 0 0 0 0 0 0 0
Calebasse 0 0 0 0 0 0 0 0 0 1 0
Chasseur 1 1 1 1 1 1 1 0 0 0 1
Chien 1 1 1 0 1 1 0 1 0 0 1
Enfant 0 0 0 0 0 0 0 0 0 1 0
Etang 0 0 0 0 0 0 0 1 0 0 0
Femme 0 0 0 0 0 0 0 0 0 1 0
Feu 0 0 1 0 0 0 0 0 0 0 0
Fleuve 0 0 0 0 0 0 0 0 0 1 0
Forêt 1 1 1 1 1 1 0 0 0 0 1
Fusil 1 1 1 1 1 0 1 0 0 0 1
Gardien 0 0 0 0 0 0 0 0 1 0 0
Gibecière 0 0 0 0 0 0 1 0 0 0 0
Gibier 1 0 1 0 0 0 0 0 0 0 0
Gourde 0 0 0 0 0 0 0 1 0 0 0
Maison 0 0 0 0 1 0 0 1 1 0 0
Matinée 0 1 0 0 0 0 0 0 0 0 0
Montagne 0 0 0 1 0 0 0 0 0 0 0
Perdrix 0 0 0 0 0 0 1 0 0 0 0
Prairie 0 0 0 0 0 0 0 1 0 1 0
Rivière 0 0 0 0 1 0 0 0 0 0 0
Sac 0 0 0 0 0 0 0 0 1 0 0
Soir 1 0 0 0 0 0 0 0 0 0 0
Tente 1 0 0 0 0 0 0 0 0 0 0
Dice(Rq, Si) 0, 72 0, 80 0, 80 0, 60 0, 72 0, 66 0, 40 0, 22 0 0 −
Cosinus(Rq, Si) 0, 75 0, 82 0, 82 0, 61 0, 75 0, 67 0, 41 0, 22 0 0 −
Overlap(Rq, Si) 1 1 1 0, 75 1 0, 75 0, 50 0, 25 0 0 −
Appar(Rq, Si) 1 1 1 0, 75 1 0, 75 0, 50 0, 25 0 0 −
Table 5.7 – Présentation des vecteurs de caractéristiques et calcul des similarités
mantiques S1, S2, S3, S4, S5 et S6 comme le montre la figure 5.8.
(b) Si α la moyenne des similarités de Cosinus est prise en compte pour déterminer
les sémantiques représentatives, soit α =
∑10
i=1 SimCosinus(Si, Rq)
10 = 0, 50, seules les
sémantiques S1, S2, S3, S4, S5 et S6.
(c) Si α la moyenne des similarités de Overlap est prise en compte pour déterminer
les sémantiques représentatives, soit α =
∑10
i=1 SimOverlap(Si, Rq)
10 = 0, 62, seules les
sémantiques S1, S2, S3, S4, S5 et S6.
(d) Si α la moyenne des similarités d’Appart est prise en compte pour déterminer les
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sémantiques représentatives, soit α =
∑10
i=1 SimAppart(Si, Rq)
10 = 0, 62, seules les
sémantiques S1, S2, S3, S4, S5 et S6.
(e) Si α la moyenne des similarités de toutes les quatre méthodes est
prise en compte pour déterminer les sémantiques représentatives, soit
α =
∑40
i=1(SimDice(Si, Rq), SimCosinus(Si, Rq), SimOverlap(Si, Rq), SimAppart(Si, Rq))
40 =
0, 56, seules les sémantiques S1, S2, S3, S4, S5 et S6.
Seuil Méthodes de Similarité Résultats
(Rq, α = 1) Overlap, Appart {S1, S2, S3, S5}
(Rq, α = 0) Overlap, Appart, Dice, Cosinus {S1, S2, ..., S10}
(Rq, α = Moy(Sim)) Overlap, Appart, Dice, Cosinus {S1, S2, S3, S4, S5, S6}
Table 5.8 – Sémantiques résultat selon les seuil α
Cette étape nous a permis d’extraire les sémantiques représentative de la requête de l’utilisa-
teur. L’objectif que nous nous sommes fixés est d’étendre la recherche à toutes les collections
d’images du corpus. Ceci nous amène donc à créer des clusters de sémantiques autour de
chacune des sémantiques représentatives. L’étape suivante va donc consister à réaliser des
clusterings en nous basant sur le voisinage de chaque sémantique résultats.
5.3.5/ Extraction des sémantiques voisines
L’extraction des sémantiques représentatives est essentiellement basée sur la comparaison
des mots-clés de la requête utilisateur avec les instances du corpus. Ceci sous-entend que
lorsque l’instance d’une sémantique n’est pas proposée, cette instance ne participe pas à l’ex-
traction des sémantiques représentatives parce que seuls les mots-clés proposés dans la requête
sont recherchés. L’extraction des sémantiques voisines va prendre en compte toutes les ins-
tances de chacune des sémantiques représentatives. Le but est de comparer les sémantiques
représentatives avec toutes les sémantiques du corpus afin de déterminer leur voisinage comme
le montre la figure 5.4.
.
5.3.5.1/ Rappel sur le clustering
L’objectif est de trouver des groupes d’images au sein d’un ensemble d’images. Les groupes
d’images recherchés, communément appelés clusters, forment des ensembles homogènes
d’images partageant des caractéristiques communes. Pour réaliser le clustering, on fait gé-
néralement appel à la notion de similarité entre les images parce qu’il est question d’évaluer
à quelle point deux images sont similaires (ou dissimilaires) pour les regrouper ou les séparer.
La mesure de comparaison peut être faite sur les caractéristiques physiques de l’image ou sur
les caractéristiques sémantiques.
Il existe plusieurs techniques de clustering parmi lesquelles nous pouvons citer les méthodes
basées sur les distances, les techniques basées sur une grille, les techniques probabilistes et
les méthodes techniques. La technique basée sur les distances se focalise sur la distance entre
les caractéristiques des images. Lorsque deux images sont proches suivant cette distance, ils
doivent être groupés ensemble dans un même cluster. Les techniques basées sur une grille se
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Figure 5.4 – Correspondance d’instances
basent sur la discrétisation de l’espace des données. L’espace est décomposé en un ensemble de
cellule pour construire l’unité de la grille. L’objectif est de réduire l’explosion combinatoire des
techniques basée sur la densité qui fait suite à l’augmentation du nombre d’objets. Les tech-
niques probabilistes permettent d’estimer les paramètres de la loi de probabilité pour définir un
modèle de mélange de lois pour représenter les différents clusters. Les techniques hiérarchiques
permettent d’explorer des images à plusieurs niveaux de granularité. Elles sont basées sur la
construction d’une hiérarchie de clusters, c’est-à-dire un arbre de clusters ou chaque nœud
contient ses clusters fils, et les nœuds frères partitionne les données contenues dans leur
parent.
Les techniques de clustering sont groupées dans deux approches : les approches supervi-
sées et les approches non supervisées. L’approche supervisée est une technique d’apprentissage
automatique où l’on cherche à produire automatiquement des règles à partir d’une base de
données d’apprentissage contenant des « exemples » (en général des cas déjà traités et vali-
dés) 2. L’objectif de l’approche supervisée est principalement de définir des règles permettant
de classer des images dans des classes à partir de variables qualitatives ou quantitatives carac-
térisant ces images. Dans l’approche non supervisée il y a en entrée un ensemble de données
collectées. Ensuite le programme traite ces données comme des variables aléatoires et construit
un modèle de « densités jointes » pour cet ensemble de données. L’approche non supervisée
est une méthode d’apprentissage automatique. Il s’agit pour un logiciel de diviser un groupe
hétérogène de données, en sous-groupes de manière à ce que les données considérées comme
les plus similaires soient associées au sein d’un groupe homogène et qu’au contraire les données
2. http ://fr.wikipedia.org/wiki/Apprentissage_supervisé
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Figure 5.5 – Voisinage d’une sémantique
considérées comme différentes se retrouvent dans d’autres groupes distincts.
Le but de ces approches est de construire une partition d’un ensemble en des groupes
données homogènes. Les objets de données au sein d’un groupe devraient être similaires, tan-
dis que les objets de données affectés à différents groupes devraient être différents de façon
significative. Une bonne méthode de regroupement permet de garantir une grande similarité
intra-groupes et une faible similarité inter-groupes. La qualité d’un clustering dépend donc de
la mesure de similarité.
Comme les opérations algébriques simples peuvent permettre d’obtenir une mesure de simi-
larité, sans perte de généralité, nous allons utiliser la similarité cosinus pour créer des ensembles
de sémantiques voisines au sémantiques résultat comme le montre la figure 5.5.
5.3.5.2/ Voisinage de sémantiques
L’extraction des sémantiques voisines est une étape de la technique de recherche d’images
que nous proposons. Cette opération a pour but de rechercher les sémantiques voisines de
chaque sémantique résultat. Pour déterminer les voisinages des sémantiques résultat, nous
allons utiliser la similarité cosinus entre sémantiques.
Le calcul des similarités cosinus est fait entre le vecteur de chaque sémantique résultat
SemV (Sr) et le vecteur de chacune des sémantiques du corpus SemV (Si). La détermination
des vecteurs est détaillée un peu plus haut (voir l’algorithme (b) de la table 5.1). Les similarités
sémantiques entre les SemV (Si) et les SemV (Sr) sont calculées et un seuil de similarité ϕ
est défini pour sélectionner les sémantiques les plus proches de chaque SemV (Sr). En dessous
de ce seuil, la sémantique ne pourra donc pas être considérée comme voisine de la sémantique
résultat. Le tableau 5.9 présente une liste de similarités sémantiques calculées par rapport à la
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sémantique résultat S1. Dans cet exemple, le seuil ϕ est déterminé par rapport à la moyenne











Table 5.9 – Exemple de similarité cosinus
5.3.6/ Formation de groupes de sémantiques : Granularité
L’extraction des sémantiques voisines est essentiellement basée sur la comparaison des ins-
tances des sémantiques, ce qui ne prend pas en compte toutes les caractéristiques de l’ontologie
d’application comme les relations entre les objets (concepts). Pour former les groupes de sé-
mantiques au sein de chaque ensemble de sémantiques voisines, nous allons prendre la structure
de l’ontologie d’application en compte.
La technique de granularité locale a pour but de comparer la structure des sémantiques
(graphe) afin de générer des groupes G(l) de sémantiques similaires au sein de chaque en-
semble tels que G(l) = {G(l)1 , G(l)2 , ..., G(l)t }. Elle consiste à déterminer les concepts des
sémantiques voisines Sejv au sein de chaque ensemble ej . C’est une technique qui permet de
ne pas simplement se limiter à la comparaison des instances parce que même si les concepts
peuvent ne pas avoir les mêmes instances, ils peuvent être identiques comme le montre la
figure 5.6. Les deux flèches indiquent la similarité entre les concepts mais les instances qu’ils
portent décrivent des objets différents.
5.3.6.1/ Similarité sémantique par structure hiérarchique
Plusieurs études ont été consacrées aux mesures de similarité entres des structures
hiérarchiques. Ces études sont généralement axées sur une approche qui compare les arêtes des
graphes. L’approche consiste à estimer la distance (la longueur des arêtes) entre les nœuds qui
correspondent aux concepts qu’on veut comparer. La distance peut être mesurée par la dis-
tance géométrique entre les nœuds représentant des concepts. Nous pouvons citer entre autres :
• Les travaux de Budanitsky et al. dans [171] et les travaux de Fellbaum et al. dans [172].
Les mesures proposées utilisent la densité du réseau local (le nombre de liaisons de fils qui
s’étend à partir d’un nœud parent), la profondeur d’un nœud dans la hiérarchie, le type de
lien, etc ;
• Les travaux basés sur les mesures utilisant une ressource lexicale, comme WordNet. Ces
mesures s’appuient souvent sur la structure d’un graphe orienté. Elles exploitent les vecteurs
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Figure 5.6 – Granularité locale
de cooccurrences entre les mots-clés contenus dans chaque concept. Plus précisément, dans
une première étape, un espace de mots de taille P est constitué en prenant l’ensemble des
mots significatifs utilisés pour définir l’ensemble des synsets de WordNet. Ensuite, chaque
concepts ci est représenté par un vecteur −−→ciwi de taille P , où chaque ième élément de ce
vecteur représente le nombre d’occurrence du ième mot de l’espace des mots de la définition
de ci. La similarité sémantique entre les concepts ci et cj est mesurée en utilisant la similarité
cosinus entre −−→ciwi et −−→cjwj .
• Les travaux basés sur les mesures de l’emplacement d’un concept dans un groupe de nœuds
sont également proposés dans la littérature. Ces mesures sont basées sur la granularité locale
d’un concept et la spécificité commune des concepts concrets. La granularité est déterminée
par le rapport entre la profondeur de ce concept dans une hiérarchie et la profondeur de la
hiérarchie. La technique basée sur la spécificité commune est une mesure de l’information
partagée entre deux concepts 3.
Dans notre approche, nous optons pour la granularité des sémantiques. Elle consiste en effet
à comparer la structure des sémantiques. La structure de chaque sémantique est parcourue et
les relations entre les nœuds (concepts) sont extraites. Les structures seront parcourues grâce
à un algorithme de parcours de graphe.
5.3.6.2/ Rappel du parcours de graphes
Un graphe c’est une structure de données, tout comme les tableaux. En effet, c’est une
structure de données composée de nœuds inter-connectés entre eux par des arêtes. Chaque
nœud contient une ou plusieurs données de n’importe quel type. Il existe deux façons classiques
de représenter un graphe g = (S,A) : par un ensemble de listes d’adjacences, ou par une
matrice d’adjacence. La représentation par listes d’adjacence est souvent préférée, car elle
fournit un moyen peu encombrant de représenter les graphes peu denses. Cette représentation
3. http ://www.ncbi.nlm.nih.gov/pmc/articles/PMC2655943/
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est dans notre technique. Elle consiste en un tableau tab de | S | listes, une pour chaque
sommet de S. Pour chaque u de S, la liste d’adjacence tab[u] est une liste chainée des
sommets v tel qu’il existe un arc (u, v). Autrement dit, tab[u] est constituée de tous les
sommets adjacents de u dans G. Les sommets de chaque liste d’adjacence sont en général
des chaines selon un ordre arbitraire.
Il existe deux types principaux de parcours de graphes : le parcours en largeur et le parcours
en profondeur.
• Le parcours en largeur est l’un des algorithmes de parcours les plus simple sur un graphe,
et la base de nombreux algorithmes importants sur les graphes. Étant donné un graphe
g = (S, A) et un sommet origine s, le parcours en largeur emprunte systématiquement
les arcs G pour "découvrir" tous les sommets accessibles depuis s. Il calcule la distance (le
plus petit nombre d’arcs) entre s et tous les sommets accessibles. Il construit également
une "arborescence en largeur" de racine s, qui contient tous les sommets accessibles depuis
s. Pour tout sommet v accessible depuis s, le chemin reliant s a v dans l’arborescence en
largeur correspond à un "plus court chemin" de s vers v dans G, autrement dit un chemin
contenant le plus petit nombre d’arc. L’algorithme de parcours en largeur tient son nom au
fait qu’il découvre d’abord tous les sommets situés a une distances k de s avant de découvrir
tous les sommets situes a une distance k + 1 de s.
• Le parcours en profondeur est, comme son nom l’indique, de descendre plus "profondément"
dans le graphe chaque fois que c’est possible. Lors d’un parcours en profondeur, les arcs sont
explores à partir du sommet s découvert le plus récemment et dont on n’a pas encore explore
tous les arcs incidents. Lorsque tous les arcs de s ont été explores, l’algorithme "revient en
arrière" pour explorer les arcs qui partent du sommet a partir duquel s a été découvert. Ce
processus se répète jusqu’à ce que tous les sommets accessibles a partir du sommet origine
initial aient été découverts. S’il reste des sommets non découverts, on en choisit un qui servira
de nouvelle origine, et le parcours reprend à partir de cette origine. Le processus complet
est répète jusqu’à ce que tous les sommets aient été découverts. Contrairement au parcours
en largeur, pour lequel le sous-graphe de liaison forme une arborescence, le sous-graphe de
liaison obtenu par un parcours en profondeur peut être compose de plusieurs arborescences,
car le parcours peut être répété à partir de plusieurs origines 4.
Dans le cadre de notre travail, nous avons choisi le parcours en profondeur. Le principe est
le suivant. L’algorithme parcourt les graphes gi et détermine les nœuds des graphes. Dans
notre approche, tous les concepts sont liés par des relations. Cela s’explique par le fait que la
présence d’une relation témoigne l’existence de deux concepts. Lorsque l’algorithme retrouve
un concept (nœud), il parcourt les concepts reliés à ce concept. Le poids pi de la relation
R(Si) = {(ci, cj)} entre ci et cj du graphe Gi obtenu par la sémantique Si est égal à 1 si les
deux concepts ci et cj sont liés. Si un concept cj du graphe n’est pas relié à ci alors son poids
pi est égal à 0. Les pi de chaque graphe sont stockés dans des tableaux à double entrées,
4. http ://users.polytech.unice.fr/ buffa/cours/java/internetEssi96_97/PROJETS/mangel/index.html
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possédant en ligne comme en colonne les labels des concepts des graphes. La similarité entre
deux graphes va consister à calculer le produit scalaire du poids des relations divisé par la





ni et nj les occurrences de relations égales à 1 entre les graphes gi et gj .
L’algorithme 5.3 est un algorithme de parcours des graphes en profondeur.
Lorsque la similarité entre les deux graphes est égale à 1, alors ces deux graphes sont
Algorithme 5.3 Algorithme de parcours des graphes en profondeur : ParcoursGraphe
Soit G le graphe g = (X, U)
Soit x : sommet
Soit λ(x) = {y ∈ X; (x, y) ∈ U}, U l′ensemble des arcs
Soit V isite[] tableau de sommet visité
Soit tab la table des poids
1: y ← sommet ; y est une variable
2: tab[] ← 1
3: V isite[] ← x
4: for (y ∈ λ(x)) do




similaires et peuvent appartenir au même groupe. Dans le cas contraire, ils ne peuvent pas
appartenir au même groupe.
Soit g1, g2 et g3 représentant respectivement trois graphes des sémantiques S1, S2 et S3
comme le montre la figure 5.7.
La similarité donne entre g1 et g2 donne Sim(g1, g2) = 8(16/2) = 1, la similarité entre g1,
g3 donne Sim(g1, g3) = 4(12/2) = 0, 66 et la similarité entre g2, g3 donne Sim(g2, g3) =
4
(12/2) = 0, 66. Rappelons que pour que deux sémantique Si, Sj se retrouvent dans le même
groupe, il faut qu’elle est la même granularité, c’est-à-dire que la similarité de leurs graphes
respectifs soit égale à 1. Si nous considérons l’exemple de nos trois sémantiques S1, S2 et S3,
nous constatons que les graphes g1 et g2 des sémantiques S1 et S2 ont une similarité égale
à 1, alors ces deux sémantiques appartiendrons au même groupe au sein de l’ensemble des
sémantiques voisines.
La formation des groupes de sémantiques Gi au sein d’un ensemble de sémantiques voisines
a pour objectif de regrouper les sémantiques qui partage la même granularité locale. La figure
5.8 est un exemple de formation de groupe de sémantiques.
Nous introduisons ensuite une méthode pour déterminer les groupes de sémantiques
les plus pertinentes. Déterminer les groupes de sémantiques pertinentes revient à définir
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Figure 5.7 – Exemple de trois graphes et les poids des relations des concepts
un seuil en dessous duquel certaines sémantiques ne pourrons pas être prises en compte.
Dans notre démarche, la pertinence des groupes de sémantiques sera obtenue grâce à la
matrice de confusion.
5.3.6.3/ Matrice de confusion
La matrice de confusion, dans la terminologie de l’apprentissage supervisé, est un
outil servant à mesurer la qualité d’un système de classification. Chaque colonne de
la matrice représente le nombre d’occurrences d’une classe estimée, tandis que chaque
ligne représente le nombre d’occurrences d’une classe réelle (ou de référence). Les
Figure 5.8 – Formation des groupes de sémantiques
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Figure 5.9 – Les deux ensembles et leurs groupes respectifs
données utilisées pour chacun de ces groupes doivent être différentes 5. La matrice
de confusion permet de se rendre compte de la répartition des sémantiques dans les
ensembles de sémantiques voisines. Elle permet d’observer si les sémantiques d’un
groupe d’un ensemble de sémantiques voisines ont été regroupées de manière similaire
dans les autres ensembles de sémantiques voisines ou au contraire ont été réparties dans
plusieurs groupes et dans quelle proportion. La matrice de confusion revient à comparer
deux couples de groupes de sémantiques pour évaluer leur similarité et leur différence.
Dans notre travail, nous appliquons la matrice de confusion pour comparer les
ensembles de sémantiques voisines à travers les groupes de sémantiques de chaque
ensemble. Cette technique est inspirée des travaux menés dans [173] et [174]. La
technique utilisée est basée sur une méthode collaborative appelée clustering collaboratif
qui a pour objectif de raffiner mutuellement et de façon itérative plusieurs résultats de
clustering pour obtenir des clusters plus fiables. L’avantage du clustering collaboratif
est qu’il permet de comparer non seulement les objets entre eux, mais également les
groupes auxquels ces objets appartiennent. La méthode utilise la matrice de confusion
pour chaque couple de groupes d’objets provenant de deux ensembles d’objets. La
matrice de confusion est une approche non supervisée. Pour mener à bien le clustering,
nous sommes amenés à former à regrouper les sémantiques au sein de chaque ensemble
de sémantiques voisines selon leurs granularité comme le montre la section précédente.
Les groupes de sémantiques obtenus dans chaque ensemble de sémantiques voisines
sont étiquetés comme le montre la figure 5.9).
La matrice de confusion δ entre deux groupes Gi et Gj de sémantiques est
déterminée par :
5. http ://fr.wikipedia.org/wiki/Matrice_de_confusion
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La figure 5.10 présente deux ensembles de sémantiques voisines avec les groupes et le
tableau du calcul de la matrice de confusion (e1 et e2) représente les deux ensembles de
sémantiques voisines). La matrice que confusion compare deux groupes de sémantiques
de deux ensembles de sémantiques voisines. Pour se faire deux matrices de confusion
sont déterminées. Comme les ensembles de sémantiques voisines n’ont, d’une part, pas
forcément le même nombre de groupes de sémantiques, et que d’autre part, le coefficient
de la matrice sont normalisés par la taille des groupes de sémantiques d’un des deux en-
sembles, on obtient λ(i, j) , λ(j, i) ([174]), ce qui oblige à calculer la matrice de confusion
dans les deux sens λ(i, j) et λ(j, i) pour pouvoir comparer les deux résultats. La similarité
peut donc être déterminée en utilisant les deux matrices. La similarité S est calculée par :
S(G(i)k , G
(j)





La similarité entre les groupes ne prend en compte que l’intersection entre les deux
groupes considérés sans prendre en compte la répartition des sémantiques dans les autres
groupes. Pour prendre en compte cette répartition, la similarité entre deux groupes est
définie telle que :
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G21 1, 321626 1, 091778
G22 2, 068632 2, 183556
G23 2, 585790 0, 114924
G24 0, 402234 4, 137264 0, 172386
G25 5, 114118 0, 057462










G11 1, 882300 1, 072911 1, 637401
G12 0, 583513 0, 715274 0, 056469 1, 769362
G13 1, 656424 1, 882300 0, 847035 1, 411725
b.) Similarité entre le groupe G2k et l’ensemble e1 (S(G2k, e1))
Table 5.10 – Calcul de similarité entres les groupes de sémantiques
5.3.6.4/ Détermination de conflit entre les groupes
Si deux groupe ne sont pas en accord, il y a donc conflit. La détermination du conflit




k , ej)) <
1 où µ est un coefficient de conflit qui est par défaut égal à 1, ce qui signifie que les
groupes de sémantiques G(i)k ne peuvent pas être exactement retrouvés dans l’ensemble
des sémantiques voisines ej. Cela ne veut pas dire que tous les éléments du groupe
d’un ensemble seraient absents dans un autre ensemble. Lorsque les sémantiques d’un
ensemble sont distinctes d’un groupe à un autre et d’un ensemble à un autre, on peut
parler de conflit généralisé dans ces conditions, soit les images recherchées par l’utilisa-
teur ne se trouvent pas dans la base ou la requête de l’utilisateur est à revoir. L’utilisateur
doit reformuler sa requête. Les cellules colorées en gris du tableau de la figure 5.11 pré-
sente la liste des conflits entre les groupes de sémantiques (voir les cellules colorées en
noir).
La détermination des conflits permet d’éliminer les sémantiques les moins pertinentes.
Il s’agit des sémantiques ayant de très faible taux de similarité. Pour extraire les séman-
tiques les plus pertinentes, nous avons introduit la fonction de correspondance.






G21 1, 321626 1, 091778
G22 2, 068632 2, 183556
G23 2, 585790 0, 114924
G24 0, 402234 4, 137264 0, 172386
G25 5, 114118 0, 057462










G11 1, 882300 1, 072911 1, 637401
G12 0, 583513 0, 715274 0, 056469 1, 769362
G13 1, 656424 1, 882300 0, 847035 1, 411725
b.) Conflit entre le groupe G2k et l’ensemble e1 (Cf(G2k, e1))
Table 5.11 – Liste des conflits entre les groupes
5.3.6.5/ Fonction de correspondance
La fonction de correspondance est une étape qui consiste à associer à un groupe de
sémantique appartenant à un ensemble donné, un autre groupe qui lui est similaire dans
un autre ensemble de sémantiques voisines. Il s’agit de la mise en correspondance d’un
groupe de sémantiques G(i)k d’un ensemble de sémantiques voisines ei avec son groupe
le plus similaire dans un autre ensemble ej. La mise en correspondance est déterminée
par la fonction f :








avec arg max est la valeur maximale de S(G(i)k , G
(j)
l ) pour une valeur de G
(i)
l .
Les tableaux de la figure 5.12 présente le calcul de la similarité entre les groupes de
sémantiques de deux ensembles de sémantiques voisines. Les valeurs qui seront retenues
(arg max) sont les similarités se trouvant dans les colonnes colorées en noires. Le pre-
mier tableau présente le calcul de f(G(1)k , e2) et le deuxième tableau présente le calcul
de f(G(2)k , e1).
La correspondance entre les deux ensembles de sémantiques voisines donne les dia-
grammes de la figure 5.11. Comme nous pouvons le remarquer dans la figure 5.11 qui
présente les correspondances, tous les groupes de sémantiques G(i)k de l’ensemble de sé-
mantiques voisines e1 n’ont pas de correspondance avec les groupes de sémantiques G(2)1
et G(2)4 de l’ensemble de sémantiques voisines e2. Par ailleurs, chacun des groupes de
sémantiques de l’ensemble e2 ont une correspondance avec les groupes de sémantiques
de l’ensemble e1. Grâce à la fonction de correspondance, il est possible d’identifier si






G21 1, 321626 1, 091778
G22 2, 068632 2, 183556
G23 2, 585790 0, 114924
G24 0, 402234 4, 137264 0, 172386
G25 5, 114118 0, 057462










G11 1, 882300 1, 072911 1, 637401
G12 0, 583513 0, 715274 0, 056469 1, 769362
G13 1, 656424 1, 882300 0, 847035 1, 411725
b.) Correspondance entre le groupe G2k et l’ensemble e1 (f(G2k, e1))
Table 5.12 – Calcul de la fonction de correspondance f
un groupe de sémantiques d’un ensemble est accord avec un ensemble de sémantiques
voisines.
5.3.7/ Cluster d’images
L’étape suivante consiste à proposer les groupes d’images à l’utilisateur, c’est-à-dire
le cluster qui répond le mieux aux besoins de l’utilisateur. Proposer un cluster d’images
revient à proposer un cluster des sémantiques similaires. La proposition de ce cluster passe
par l’élimination des conflits. Voyons ici conflit comme un groupe de sémantiques d’un
ensemble donné qui n’a aucune correspondance dans un autre ensemble. Cela signifie que
Figure 5.11 – Correspondance des groupes les plus similaires
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Figure 5.12 – Clusters de sémantiques
nous prendrons uniquement en compte dans le cluster tous les groupes de sémantiques
sauf les conflits. La formation du cluster revient à rechercher l’intersection entre les deux
fonctions f(G(1)k , e2) et f(G
(2)
k , e1). Les groupes les plus similaires sont donc représentés
par σ = f(G(1)k , e2) ∩ f(G(2)k , e1). La figure 5.12 présente les clusters obtenus grâce
à l’intersection entre les deux fonctions de correspondance. Les images représentées par
ces sémantiques seront affichées à l’utilisateur.
5.3.8/ Résumé
Le système de recherche d’images que nous avons proposé est basé sur une technique
qui permet aux utilisateurs de disposer d’une collection d’images similaires à partir d’une
requête de mots-clés et de relations. La technique combine trois techniques. La première
technique permet d’extraire les sémantiques les plus représentatives de la requête de
mots-clés de l’utilisateur. La deuxième technique permet de rechercher les sémantiques
voisines à chaque sémantique représentative grâce à la spécificité commune. La troisième
technique est le clustering. Le clustering est divisé en trois parties. La première partie
est l’extraction des ensembles de sémantiques voisines. Elle est basée sur la similarité
cosinus. La deuxième partie est le regroupement des sémantiques semblables au sein de
chaque ensemble de sémantiques voisines. Elle est basée sur la granularité locale. La
troisième partie est consacrée à la détermination des clusters des sémantiques les plus
pertinentes. Deux méthodes sont utilisées pour former le cluster de sémantiques : la
matrice de confusion et la fonction de correspondance.
Une fois les clusters d’images obtenus, ils sont proposés à l’utilisateur. Celui-ci n’a
qu’à sélectionner l’image qui répond mieux à ses besoins. L’étape suivante consiste à
mémoriser les sémantiques préférées par les utilisateurs dans le but de leur faire des
recommandations personnalisées plus tard. La section suivante présente l’approche de
recommandation des sémantiques.
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5.4/ Recommandation de sémantiques
Dans cette section, nous présentons les différentes étapes de la technique de recom-
mandation des sémantiques que nous avons mise en place.
5.4.1/ Introduction
Le système recommandations de sémantique permet de faire des recommandations de
sémantiques personnalisées en se basant les préférences des utilisateurs. Ceci sous-entend
que l’historique des recherches menées par les utilisateurs doit être pris en compte. Afin
de mener à bien la recommandation des sémantiques, nos travaux se sont focalisés sur
les profils des utilisateurs. Nous en avons deux : les profils dynamiques et les profils sta-
tiques. Le profils statiques et dynamiques sont détaillés dans les sections qui vont suivre.
Ce chapitre est consacré à notre dernière approche : le système de recommandation des
sémantiques. Il s’agit notamment de l’intégration d’un système de recommandation au
sein d’un système de recherche sémantique des images.
Un système de recommandation est intégré dans Emergsem pour effectuer des re-
commandations personnalisées de sémantiques aux utilisateurs, tout en s’adaptant en
permanence au besoin en information de chacun. L’approche proposée dans [175] semble
la mieux adaptée à notre système. C’est une approche qui pondère un ensemble de
concepts des ontologies de domaine. Cet ensemble est obtenu en collectant les concepts
choisis par les utilisateurs pour la recherche des articles. Grâce à cette technique, les
préférences des utilisateurs seront déterminées par le système et par conséquent, des re-
commandations personnalisées pourront être adressées à chaque utilisateur. Pour mettre
en place cette technique dans Emergsem, la gestion des profils des utilisateurs est pri-
mordiale, ce qui permet de choisir les informations qu’il faut recommander. Ce que nous
retenons des précédents travaux, c’est que la comparaison entre les profils donne lieu
à la formation de regroupements d’utilisateurs proches les uns des autres, des regrou-
pements qu’on appelle généralement ”communautés” (voir [176] et [151]). Alors, on
peut dire que la notion de communauté est un des facteurs clés dans un système de
recommandation. Cependant, nous observons que le positionnement des utilisateurs est
une tâche particulièrement difficile. On peut citer deux difficultés dans le positionnement
d’utilisateurs : l’absence de valeur pour un ou plusieurs critères, et l’existence de valeur
douteuse. Ces problèmes s’aggravent dans les systèmes de recommandation existants où
les communautés sont produites comme une étape de calcul intermédiaire pour générer
des recommandations (voir [154] et[176]). La formation de la communauté des utilisa-
teurs est le but visé par certaines approches pour faciliter la tâche de positionnement
[177] et à terme de produire de meilleures recommandations.
5.4.2/ Recommandation des sémantiques
La figure 5.13 présente l’architecture de l’approche de recommandation des séman-
tiques. Elle se compose des étapes suivantes, qui sont détaillées dans les sections ci-
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Figure 5.13 – Approche de recommandation
dessous :
• L’acquisition des profils est une étape qui consiste à extraire les profils des utilisateurs
(les profils statiques et les profils dynamiques) ;
• La classification des profils est une étape qui permet de grouper les profils selon
leur ressemblance. Pour la classification des profils, nous utilisons l’algèbre de Galois.
L’avantage de l’utilisation de l’algèbre de Galois est qu’il permet de faire un groupage
exhaustif.
• La génération de la liste des recommandations est une étape qui permet de mettre les
sémantiques recommandées à la disposition des utilisateurs.
5.4.3/ Acquisition des profils
L’acquisition des profils est une étape de la recommandation qui permet d’extraire
les informations concernant les utilisateurs. Elle a pour but de prendre connaissance des
différentes interaction des utilisateurs avec le système et surtout de se faire une idée
de leurs préférences. Son objectif c’est de faciliter le regroupement ou la classification
des profils d’utilisateurs afin d’effectuer des recommandations ciblées à la communauté
d’utilisateurs. Pour cela, il faut constituer une communauté d’utilisateurs.
5.4.3.1/ Formation de la communauté d’utilisateurs
Les systèmes collaboratifs se basent généralement la formation de communautés pour
accomplir des tâches complexes. La collaboration a une influence sur la capacité qu’a
un système de tirer parti des actions collectives de personnes. Comprendre l’impact de
la conception, de la structure organisationnelle et de la dynamique peut aider à fournir
une meilleure gestion des systèmes complexes. La formation de communauté est un type
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de dynamique organisationnelle qui est affecté par la structure du réseau. Au cours des
dernières années, deux tendances interdisciplinaires sont apparues et ont un grand impact
sur l’étude des organisations : la modélisation informatique basée sur les internautes et
l’étude de la structure et de la dynamique des réseaux complexes. La modélisation infor-
matique des internautes a touché de nombreuses disciplines, notamment la physique, la
chimie, la biologie, l’écologie, les sciences sociales, la médecine et l’informatique. L’im-
pact des structures complexes de réseaux sur la compréhension du comportement des
systèmes est tout aussi diversifié.
Dans Emergsem, nous ferons mention de la modélisation des internautes. Le travail
présenté ici se concentre sur la formation de communautés des internautes. Pour former
notre communauté d’internautes, nous avons choisi un modèle de système motivé par des
travaux antérieurs de formation de communautés. Le modèle fournit un environnement
de formation de communauté où la communauté se forme spontanément de manière to-
talement décentralisée. Il facilite la formation d’une communauté d’internautes par leur
intégration dans un réseau social. Le but de cette formation est de produire des tâches
partagées. Les internautes de la communauté sont intégrés dans un réseau social qui
limite l’ensemble des communautés possibles d’internautes : en particulier, pour qu’un
internaute soit dans une communauté, il doit avoir un lien social avec au moins un autre
internaute de la communauté.
Lorsque les internautes s’inscrivent, ils fournissent des informations personnelles sui-
vant des paramètres prédéfinis dans le système d’informations. Parmi ces renseignements,
on retrouve bien souvent des informations relatives à l’identité des internautes (nom, pré-
nom, année de naissance, etc.), des informations relatives à la profession, à la situation
géographique et bien souvent des informations concernant les préférences des internautes.
De toutes ces informations, une ou plusieurs informations sont utilisées pour grouper les
internautes.
Nous constatons que les communautés dans la plupart des systèmes sont générale-
ment formées sur un seul critère, par exemple les évaluations d’internautes. Cependant,
il existe plusieurs critères sur lesquels la formation de communautés pourrait s’appuyer.
Dans ce cas précis, si on crée un espace de communautés pour chacun de ces critères,
les utilisateurs sont évidemment associés très différemment les uns aux autres selon le
critère choisi. Dans ce contexte de variété de critères, la question du choix du critère
pour former les communautés se pose. Nous pensons qu’il est réducteur de regrouper
les utilisateurs sur un seul critère : l’action des internautes. Pour se faire une idée sur
l’action des internautes, il faut absolument connaître les informations personnelles des
utilisateurs auxquelles ces actions seront associées.
Dans Emergsem deux profils d’internautes se distinguent : les profils statiques et les
profils dynamiques.
• Les profils statiques représentent toute donnée personnelle des utilisateurs. Il peut y
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Figure 5.14 – Formation de la communauté des utilisateurs
être définies les informations personnelles des utilisateurs comme par exemple sa si-
tuation professionnelle. Cette partie ne nécessite pas de grands moyens puisque les
utilisateurs, avant d’utiliser le système sont amenés à créer un compte et par consé-
quent à fournir ces informations. Ce n’est qu’après cette étape qu’ils pourront disposer
d’un compte et bénéficier des services du système.
• Les profils dynamiques viennent en deuxième position. Ils sont constitués des données
qui représentent les besoins, les intérêts et les buts de l’utilisateur. Autrement dit
les préférences des utilisateurs. Cette partie sera construite par le système suite aux
interactions des utilisateurs avec le système, c’est pourquoi on l’appelle aussi le modèle
actif. Pour y arriver, le système a besoin notamment de collecter les données relatives
aux choix sémantiques de chaque utilisateur. L’analyse de ces données permet ensuite
de construire le modèle utilisateur qui va être utilisé par le système pour recommander
les sémantiques jugées pertinentes à chaque utilisateur.
La communauté se compose de n utilisateurs et peut être représentée par CUn =
{U1(Statique, Dynamique), U2(Statique, Dynamique), . . ., Un(Statique, Dynamique)}, où chaque
utilisateur peut être considéré comme un nœud unique dans un réseau social comme le
montre la figure 5.14.
L’acquisition des profiles d’utilisateurs intervient après la phase de recherche des
images, c’est-à-dire après que les profils statiques et les profils dynamiques soient dis-
ponibles dans le système comme le montre la figure 5.15. La disponibilité des profils
statiques révèle que les utilisateurs se sont inscrits (les utilisateurs ont fourni des infor-
mations de connexion) et la présence des profils dynamique montre que des sémantiques
ont été utilisées pour rechercher des images dans le système. Les profils statiques et les
profils dynamiques de tous les utilisateurs sont récupérés.
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Figure 5.15 – Acquisition des profils d’utilisateurs
La section suivante présente la méthode de classification qui nous avons utilisée pour
classifier les profils des utilisateurs.
5.4.4/ Classification des profils : Algèbre et treillis de Galois
La classification est une technique de regroupement d’informations similaire relevant
de l’apprentissage (supervisé ou non supervisé). Plusieurs techniques sont proposées dans
la littérature. Quelques unes sont présentées dans la chapitre 2.
La classification des profils d’utilisateurs est une étape du système de recommanda-
tion qui à pour objectif de regrouper les profils similaires au sein d’une même classe pour
faciliter la recommandation des sémantiques. Rappelons que la recommandation des sé-
mantiques aux utilisateurs se fait par rapport aux deux profils (statiques et dynamiques).
Le système identifie les profils dynamiques (les sémantiques utilisées par l’utilisateur)
associés à chaque profil statiques et recommande ces profils dynamiques aux utilisateurs
toutes les fois qu’ils souhaitent rechercher une nouvelle image. Si les profils recommandés
répondent à leurs besoins, les utilisateurs les utiliseront pour obtenir systématiquement
les images, dans le cas contraire, ils devront suivre les différentes phases de recherche
d’une image (présentées un peu plus haut dans ce chapitre). Ce que nous allons apprendre
de la classification des profils est que la comparaison entre les profils de la communauté
d’utilisateurs conduit à la formation de groupes de profils proches. Donc nous pouvons
dire que la notion de communauté est un facteur clé dans un système de recommanda-
tion pour produire des recommandations généralisées ou ciblées [177].
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Il est clair que le positionnement des utilisateurs dans le système dépend de façon
cruciale de leur profils dynamiques. Les profils dynamiques de chaque utilisateur reflètent
les différentes interactions du l’utilisateur avec le système et évoluent à chaque fois que
celui-ci recherche une image.
Dans cette thèse, nous avons choisi l’algèbre de Galois pour classifier les profils d’uti-
lisateurs.
5.4.4.1/ Algèbre de Galois
L’algèbre de Galois est une méthode incrémentale de construction du treillis de
concepts. L’algèbre de Galois présente en effet un énorme avantage : dès que l’on dé-
montre une propriété relative à une structure donnée (un groupe, par exemple), on peut
utiliser cette propriété sans la redémontrer chaque fois que l’on reconnaît cette structure
(groupe de nombres, de fonctions, de vecteurs, etc.). Galois a ainsi ouvert la voie à une
mathématique économe en démonstrations et unificatrice (les structures ne dépendent
plus des objets, mais des relations entre les objets). Les structures, présentes dans tous
les domaines des mathématiques, offrent une lisibilité sous la forme d’une nouvelle grille
de classification 6. L’utilisation de l’algèbre de Galois va permettre de regrouper les profils
similaires afin de pouvoir faire des recommandations ciblées comme le montre l’image
5.16. L’image présente six (6) utilisateurs (U1, U2, U3, U4, U5, U6) avec l’historique des
sémantiques (S1, S2, S3, S4, S5) et les groupes de profils formés.
L’algèbre de Galois se base sur l’analyse de concepts formels [178], [179], [180], [181]
et [182]. Un treillis de Galois peut regrouper, les objets de manière exhaustive dans les
classes, appelé ”concept formel”, en utilisant leurs propriétés partagées. Un treillis est
généralement basé sur une matrice booléenne, appelé contexte de la matrice et noté C,
dont les lignes représentent un ensemble d’objets O qu’on veut décrire et en colonnes,
un ensemble d’attributs A que ces objets ont ou n’ont pas. Le principe est le suivant.
La possession de l’attribut a ∈ A par l’objet o ∈ O prouve qu’il existe une relation I
entre eux : aIo. Le triplet K = (O,A, I) est appelé contexte formel. A l’ensemble
X ⊂ O est l’ensemble des attributs possédés par tous les objets X et est donné par
la fonction : f(X) = {a ∈ A | ∀o ∈ X, oIa}. Inversement l’ensemble Y ⊂ A est
l’ensemble des objets possédés par tous les attributs Y et est donné par la fonction :
g(Y ) = {o ∈ O | ∀a ∈ Y, oIa}. Le couple (f, g) est appelé ”Connexion de Galois”.
Un concept formel est alors défini par tout couple C = (X, Y ) ⊂ (O ∗ A), tel que
les objets de X soient les seuls à posséder tous les attributs de Y , en d’autres termes
(X ∗ Y ) forme, à deux permutations près de O et de A, un rectangle maximal dans C,
c’est-à-dire que f(X) = Y et g(Y ) = X.
Considérons la table 5.13 pour illustrer cette cette approche. La table présente une
description des profils de quatre utilisateurs. Cette description est basée sur un extrait
de la liste des sémantiques choisies par les utilisateurs.
6. http ://www.pourlascience.fr/ewb_pages/a/article-l-algebre-apres-galois-28891.php
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Légende : S → Sémantique, U → Utilisateur
Figure 5.16 – Apport de l’algèbre de Galois dans Emergsem
Profils Dynamiques Profils Statiques
Sémantiques Utilisateur 1 Utilisateur 2 Utilisateur 3 Utilisateur 4
Sémantique 1 x x
Sémantique 2 x x




Sémantique 7 x x
Table 5.13 – Table de contexte
Soit l’ensemble X = {Sémantique 2, Sémantique 3} donne un concept car
f(X) = {Utilisateur 2, Utilisateur 3} = Y et g(Y ) = X, et ce concept formel
est donc ({Sémantique 2, Sémantique 3}, {Utilisateur 2, Utilisateur 3}) comme
le montre la figure de la table 5.14.
Lorsque nous considérons l’ensemble X ′ = {Sémantique 1, Sémantique 4}, nous
constatons qu’il ne donne pas un concept formel car f(X ′) = {Utilisateur 4} = Y ′
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Profils Dynamiques Profils Statiques
Sémantiques Utilisateur 1 Utilisateur 2 Utilisateur 3 Utilisateur 4
Sémantique 1 x x
Sémantique 2 ⇒ ⇐ x x




Sémantique 7 x x
Table 5.14 – Formation ce concept formel
et g(Y ′) = {Sémantique 1, Sémantique 4, Sémantique 7}, mais par contre ce der-
nier ensemble, lui, donne le concept {Sémantique 1, Sémantique 4, Sémantique 7},
{Utilisateur 4} comme le montre la table 5.15.
Profils Dynamiques Profils Statiques
Sémantiques Utilisateur 1 Utilisateur 2 Utilisateur 3 Utilisateur 4
Sémantique 1 ⇒ x x
Sémantique 2 x x
Sémantique 3 x x x
Sémantique 4 ⇒ x
Sémantique 5 x
Sémantique 6 x
Sémantique 7 x x
(a) f(X ′) = f(Sémantique 1, Sémantique 4) = {Utilisateur 4} = Y ′
Profils Dynamiques Profils Statiques
Sémantiques Utilisateur 1 Utilisateur 2 Utilisateur 3 Utilisateur 4
Sémantique 1 x ⇐ x
Sémantique 2 x x
Sémantique 3 x x x
Sémantique 4 ⇐ x
Sémantique 5 x
Sémantique 6 x
Sémantique 7 x ⇐ x
(b) g(Y ′) = {Sémantique 1, Sémantique 4, Sémantique 7}
Table 5.15 – (a) , (b) : Absence de concept formel
5.4.4.2/ Treillis de Galois
Un treillis de Galois permet de regrouper des objets en classes, appelées ”concepts”,
en utilisant leur propriétés partagées. La figure 5.17 est le treillis réalisé grâce au tableau
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Figure 5.17 – Treillis de Galois
de contexte 5.13.
En lisant le treillis de Galois du bas vers le haut, nous distinguons plusieurs concepts.
Il s’agit des notamment des profils statiques auxquels un certain nombre de profils
dynamiques pourront être recommandés. Le premier concept { Sémantique 3 }, {
Utilisateur 1, Utilisateur 2, Utilisateur 3 } montre que l’objet ”Sémantique 3”
pourra être recommandé à la fois aux attributs ”Utilisateur 1”, ”Utilisateur 2” et
”Utilisateur 3”. De même, les attributs ”Utilisateur 2”, ”Utilisateur 4” peut se voir
recommander l’objet ”Sémantique 3”, les attributs ”Utilisateur 2”, ”Utilisateur 3”
se voient recommander les objets ”Sémantiques 2”, ”Sémantiques 3” et les attributs
”Utilisateur 1”, ”Utilisateur 4” se voient recommander l’objet ”Sémantique 1”, etc.
L’un des avantages de la classification sur la base de treillis de Galois est que pour
une table de contexte formel donné, le réseau résultant est unique et exhaustif. Cette
classification nous permettra de trouver tous les groupes de profils statiques en relation
avec les groupes de profils dynamiques et de les représenter de manière similaire.
5.4.5/ Génération de la liste des recommandations
La génération de la liste des recommandations est un processus par lequel des re-
commandations de sémantiques sont adressées de façon personnalisée aux utilisateurs.
Lorsque les groupes sont constitués, un ou plusieurs groupes de sémantiques peuvent
être recommandées aux utilisateurs. On peut avoir une ou plusieurs sémantiques appar-
tenant à des groupes différentes comme par exemple la Sémantique 3 qui peut être
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recommandée aux utilisateurs Utilisateur 1, Utilisateur 2 et Utilisateur 3 et un peu
plus haut du treillis, les sémantiques Sémantique 2 et Sémantique 3 sont recomman-
dées aux utilisateurs Utilisateur 2 et Utilisateur 3. La liste de recommandations est
constituée de sorte que la même sémantique ne soit pas doublement recommandée à un
utilisateur au même moment. Une fois les doublons éliminés, les sémantiques peuvent
être recommandées aux utilisateurs auxquels elles sont associées. Mais une question se
pose. Suffit-il qu’un utilisateur choisisse une sémantique pour rechercher une image pour
que cette sémantique lui soit recommandée ? Si tel est le cas, des recommandations se
feraient à chaque fois que les utilisateurs auront choisi une sémantique. Pour affiner les
recommandations, nous proposons un coefficient de recommandation.
5.4.5.1/ Le coefficient de recommandation
Le coefficient de recommandation est un coefficient qui permet d’évaluer les profils
dynamiques. Il consiste à comparer les occurrences de chaque profil dynamique associé à
un utilisateur donné à la moyenne des occurrences de ce même profil dynamique associé
aux utilisateurs de la communauté. L’objectif, c’est de recommander les profils dyna-
miques les plus fréquents. Cela sous-entend qu’un travail préliminaire est nécessaire : il
s’agit d’une part de la classification des profils dynamiques (l’algèbre de Galois nous aide
à réaliser cette classification), et d’autre part le calcul des moyennes des occurrences de
chaque profil dynamique. Le tableau 5.16 présente les occurrences de profils dynamiques
et le calcul de leur moyenne.
Le calcul des coefficients de recommandation se fait par le rapport entre les oc-
Utilisateurs U1 U2 U3 U4 U5 U6 Moyenne
Sémantique 1 08 07 06 06 02 01 5,000
Sémantique 2 06 10 07 08 13 06 8,500
Sémantique 3 08 09 11 07 05 10 8,333
Sémantique 4 06 04 07 09 02 09 6,167
Table 5.16 – Occurrences des profils dynamiques
currences du profil dynamique (sémantique) de chaque utilisateur et la moyenne des
occurrences du profil dynamique du groupe auquel appartient chaque utilisateur. Si le
coefficient d’une occurrence du profil dynamique est supérieur ou égal à 1, cette séman-
tique peut être recommandée à l’utilisateur. Dans le cas contraire, elle ne pourra donc
pas être recommandée à l’utilisateur. Cette méthode nous permet de faire des recom-
mandations basées sur les préférences réelles des utilisateurs et non sur les choix des
utilisateurs. Il ne suffit donc pas qu’un utilisateur choisisse une sémantique pour se voir
recommander cette sémantique. La recommandation dépend de l’instant t où l’utilisa-
teur recherche une image avec une sémantique. L’utilisateur qui se voit recommander
une sémantique à un instant t1 peut ne pas se voir recommander la même sémantique
à un instant t2. Le contraire est aussi possible. Autrement dit, ce n’est pas parce qu’il
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ne se voir pas recommander une sémantique à un instant t1 (après avoir utilisé cette
sémantique pour rechercher une image) qu’il ne se verra pas recommander cette sé-
mantique quelques jours après. Au fur et à mesure qu’il choisira cette sémantique, son
coefficient de correspondance pourrait s’améliorer. Cette méthode permet aussi d’avoir
une idée précise sur le comportement des utilisateurs. La figure 5.17 donne un aperçu du
calcul du coefficient de correspondance. Les cellules du tableau colorées en noir sont celle
qui représentent les coefficients qui respectent le critère de correspondance (coefficient
≥ 1). La Sémantique 1 ne sera donc plus recommandée à tous les utilisateurs l’ayant
choisi. Elle sera recommandée aux utilisateurs U1, U2, U3 et U4. La Sémantique 2 sera
recommandée aux utilisateurs U2 et U5, la Sémantique 3 recommandée aux utilisateurs
U2, U3 et U6 et la Sémantique 4 au utilisateurs U3, U4 et U6.
Utilisateurs U1 U2 U3 U4 U5 U6
Sémantique 1 1,600 1,400 1,200 1,200 0, 400 0, 200
Sémantique 2 0, 700 1,176 0, 824 0, 941 1,529 0, 824
Sémantique 3 0, 960 1,080 1,320 0, 840 0, 600 1,200
Sémantique 4 0, 973 0, 649 1,135 1,459 0, 324 1,459
Table 5.17 – Tableau de calcul des coefficients de recommandation
5.4.6/ Résumé
Dans cette section, nous avons proposé une approche de recommandation basée sur
quatre point essentiels. Le premier point est la formation de la communauté d’utilisateurs
qui permet de représenter les utilisateurs au sein du système. Le deuxième point est
l’acquisition des profils des utilisateurs. Deux profils se distinguent : les profils statiques
et les profils dynamiques. Le troisième point est la classification des profils. Les profils
sont regroupés grâce à l’algèbre de Galois. Le dernier point est la génération des listes
de recommandations qui permet d’adresser des recommandations personnalisées aux
utilisateurs.
5.5/ Conclusion
Nous venons de présenter dans ce chapitre une technique de recherche sémantique
d’images basée sur le clustering et la recommandation. La recherche d’images basée sur
le clustering comporte trois étapes. La première étape est l’extraction des sémantiques
représentatives de la requête de l’utilisateur. Elle permet de calculer la similarité entre
les vecteurs des caractéristiques sémantiques de la requête et des sémantiques du corpus
en comparant les mots-clés de la requête aux instances des sémantiques du corpus. Pour
cela, deux méthodes générales sont proposées : la méthode basée sur l’appariement et
la méthode basée sur les mesures de similarité comme nous les avons présentés dans la
section 5.3.4. Le but de l’extraction des sémantiques représentatives est d’extraire du
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corpus les sémantiques qui répondent mieux à la requête de l’utilisateur. La deuxième
étape est l’extraction des sémantiques voisines de chaque sémantique représentative.
L’extraction du voisinage de chaque sémantique représentative est basée sur la compa-
raison des vecteurs des caractéristiques des instances des sémantiques. La mesure de
similarité cosinus est utilisée dans ce cas. La troisième étape est la formation des clusters
de sémantiques. Le clustering des sémantiques repose sur deux méthodes, la formation
des groupes de sémantiques au sein de chaque sémantique voisine basée sur la granu-
larité et sur la matrice de confusion. Ceci permet de fournir à l’utilisateur des clusters
des sémantiques les plus pertinentes. La recommandation des sémantiques quant à elle
comporte trois étapes. La première partie de la recommandation est l’acquisition des
profils d’utilisateurs. Deux types de profils sont distingués : les profils statiques et les
profils dynamiques. Dans la deuxième partie, la classification des profils, les profils sont
regroupés en des groupes similaires grâce à l’algèbre de Galois. Le but est de proposer des
recommandations personnalisées à chaque utilisateur. La dernière partie est la génération




Ce chapitre présente le prototype de l’application que nous avons développée afin de concrétiser les
idées présentées dans le cadre du système Emergsem et par la suite les résultats de l’évaluation des
techniques proposées.
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6.1/ Introduction
Dans ce chapitre, nous présentons dans un premier temps l’architecture du prototype du
système Emergsem. Elle est composée de la création de l’ontologie d’application qui permet
d’annoter les images, de l’implémentation du système à travers l’interface de l’annotation
collaborative, l’interface d’instances des sémantiques proposées, l’interface d’évaluation des
instances et l’interface de recherche et enfin du stockage des données. La deuxième partie
décrit l’évaluation des résultats obtenus. Elle est basée sur la comparaison d’une part les
résultats entre Emergsem et deux approches basées sur les techniques classiques que nous
avons développées dans le cadre de notre expérimentation, et d’autre part les résultats entre
Emergsem et deux approches existantes.
6.2/ Architecture du prototype
L’architecture du prototype que nous proposons est composée de deux parties : l’implé-
mentation de l’ontologie d’application sous Protege et le système Emergsem. La figure 6.1
présente l’architecture du prototype.
Figure 6.1 – Architecture du prototype
6.2.1/ Création de l’ontologie d’application sous Protégé
Dans notre système, l’ontologie est créée grâce au logiciel Protégé. Protégé est un logiciel
qui a été créé à l’université Stanford et est très populaire dans le domaine du Web sémantique
et au niveau de la recherche en informatique. Il est gratuit et son code source est publié sous
une licence libre (la Mozilla Public License). La plateforme Protégé est un éditeur d’ontologies
basé sur Java. Une ontologie, en informatique, est un ensemble structuré de savoirs dans un
domaine de connaissance particulier. Protégé offre 2 approches pour développer une ontologie :
l’éditeur Protégé-OWL permet de construire des ontologies pour le web sémantique et l’édi-
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Figure 6.2 – Processus de description de l’ontologie sous Protégé
teur Protégé-Frames permet de construire et peupler des bases de connaissances basées sur des
frames. Protégé permet d’utiliser le langage OWL, qui est le langage informatique utilisé pour
modéliser des ontologies. OWL est un dialecte XML qui étend RDFS. Il permet un fonction-
nement en mode client/serveur avec une gestion des droits ajustables en fonction des profils
souhaités. Protégé est surtout utilisé dans le domaine de la recherche médicale, biologique ou
informatique, notamment pour le cas de modélisations conceptuelles de connaissances biomé-
dicales. Néanmoins tout domaine de connaissance peut-être modélisé à l’aide de Protégé. Les
fonctionnalités de Protégé peuvent être étendues grâce à une architecture en plugin et à l’aide
de l’API Java fournie. Ce qui permet, en outre, de générer automatiquement du code Java 1.
Protégé peut lire et sauvegarder des ontologies dans la plupart des formats d’ontologies : RDF,
RDFS, OWL, etc. 2.
Grâce au logiciel Protégé, nous avons décrit notre ontologie d’application et le sauvegarder
sous le format OWL. La figure 6.2 présente le processus de description de l’ontologie d’appli-
cation.
La figure 6.3 présente la représentation de l’ontologie d’application avec Protege.
Pour réaliser notre expérimentation, l’ontologie que nous avons créée contient quatre
concepts abstrait de base (Acteur, Environnement, Evenement et Temps). Chacun de ces
concepts contient des concepts abstraits et/ou des concepts concrets comme le montre la fi-
gure 6.3. Les relations entre les concepts sont aussi créées mais le déploiement du modèle de
l’ontologie ne permet pas d’afficher les relations. Les relations sont bien visible dans la repré-
1. https ://www.projet-plume.org/fiche/protege
2. http ://fr.wikipedia.org/wiki/Protégé_(logiciel)
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Figure 6.3 – Modèle de l’ontologie
sentation sous le format xml comme le montre la figure 6.4. Dans cette figure, nous présentons
la relation Contient entre le méta concept abstrait thing et les quatre concepts abstraits de
base.
Une fois créée, l’ontologie d’application est intégrée dans le système que nous avons mis en
place et pourra donc être utilisée pour annoter les images.
6.2.2/ Implémentation du système Emergsem
Emergem est le système que nous avons mis en place sous l’environnement V isual Studio.
Il est développé sous le langage C (C Sharp). Le langage C (C Sharp) est un langage objet
créé spécialement pour le framework Microsoft .NET. L’équipe qui a créé ce langage a été
dirigée par Anders Hejlsberg, un informaticien danois qui avait également été à l’origine de la
conception du langage Delphi pour la société Borland (évolution objet du langage Pascal). Le
Framework .NET est un environnement d’exécution (CLR Common Language Runtime) ainsi
qu’une bibliothèque de classes (plus de 2000 classes). L’environnement d’exécution (CLR) de
.NET est une machine virtuelle comparable à celle de Java. Le runtime fournit des services
aux programmes qui s’exécutent sous son contrôle : chargement/exécution, isolation des pro-
grammes, vérification des types, conversion code intermédiaire (IL) vers code natif, accès aux
métadonnées (informations sur le code contenu dans les assemblages .NET), vérification des
accès mémoire (évite les accès en dehors de la zone allouée au programme), gestion de la
mémoire (Garbage Collector), gestion des exceptions, adaptation aux caractéristiques natio-
nales (langue, représentation des nombres), compatibilité avec les DLL et modules COM qui
sont en code natif (code non managé). Les classes .NET peuvent être utilisées par tous les
langages prenant en charge l’architecture .NET. Les langages .NET doivent satisfaire certaines
spécifications : utiliser les mêmes types CTS (Common Type System), les compilateurs doivent
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Figure 6.4 – Relation entre les concepts
générer un même code intermédiaire appelé MSIL (Microsoft Intermediate Language). Le MSIL
(contenu dans un fichier .exe) est pris en charge par le runtime .NET qui le fait tout d’abord
compiler par le JIT compiler (Just In Time Compiler). La compilation en code natif a lieu
seulement au moment de l’utilisation du programme .NET.
Définir un langage .NET revient a fournir un compilateur qui peut générer du langage
MSIL. Les spécifications .NET sont publiques (Common Language Specifications) et n’importe
quel éditeur de logiciel peut donc concevoir un langage/un compilateur .NET. Plusieurs com-
pilateurs sont actuellement disponibles : C++.NET (version Managée de C++), VB.NET, C,
Delphi, J Lors du développement d’applications .NET, la compilation du code source produit
du langage MSIL contenu dans un fichier .exe. Lors de la demande d’exécution du fichier .exe,
le système d’exploitation reconnaît que l’application n’est pas en code natif. Le langage IL est
alors pris en charge par le moteur d’exécution du framework .NET qui en assure la compilation
et le contrôle de l’exécution. Un des points importants étant que le runtime .NET gère la récu-
pération de mémoire allouée dans le tas (garbage collector), à l’instar de la machine virtuelle
Java 3.
6.2.2.1/ Les profils d’annotateurs et d’utilisateurs
Les profils d’annotateurs et/ou d’utilisateurs sont des informations que les annotateurs et les
utilisateurs fournissent lorsqu’ils s’inscrivent. Les annotateurs et les utilisateurs sont identifiés
par ces informations dans le système. Cela pourrait être des informations personnelles ou des
informations de connexion. Pour bénéficier des service du système Emergsem (annotation ou
recherche d’images), les annotateurs comme les utilisateurs fournissent des informations les
concernant via un formulaire comme le montre la figure 6.5.
6.2.2.2/ Annotation des images
Une fois que les annotateurs sont inscrits, nous leur proposons une interface d’annotation
collaborative. Cette interface permet à la communauté d’annotateurs de décrire les images en
instanciant les concepts de l’ontologie. Chaque menu déroulant est relié au concepts concrets
de l’ontologie. Les menus déroulant sont au préalable remplis par les termes du dictionnaire
3. http ://perso-laris.univ-angers.fr/c˜ottenceau/PolyCsharpCottenceau2012EI4.pdf
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Figure 6.5 – Formulaire d’enregistrement des annotateurs et des utilisateurs
lexical. La même image est mise à la disposition de tous les annotateurs et ces derniers déroulent
les menus déroulants pour proposer des termes décrivant les régions de l’image proposée.
Lorsqu’une image ne contient pas un objet, le menu déroulant de ce concept n’est pas instancié
comme par exemple le menu déroulant des évènement imprévus (voir la figure 6.6). Grâce à
cette interface, la communauté d’annotateurs peut annoter toutes les images qui lui seront
proposées.
Lorsque les termes sont proposés, la deuxième étape est proposition des relations spatiales.
Pour proposer les relations spatiales, une petite interface est proposée aux annotateurs
6.2.2.3/ Interface d’instances des sémantiques proposées
La figure 6.7 présente les sémantiques proposées. La première colonne du tableau de la
figure présente la liste des annotateurs ayant fourni une sémantique de l’image affichée. Les
autres colonnes détaillent les instances de la sémantique proposée par chacun des annotateurs.
Figure 6.6 – Annotation collaborative des images
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Figure 6.7 – Un aperçu des instances des sémantiques proposées
6.2.2.4/ Interface d’évaluation des instances
L’interface des évaluations des instances permet de déterminer les instances les
plus représentatifs. Comme nous l’avons détaillé dans le chapitre 4 en sa section
Emergence des sémantiques, cette évaluation est basée sur la fonction femerg qui tient
compte de la fréquence et du poids des instances (voir la figure 6.8). S’il arrivait que deux
instances du même concept aient la même évaluation, nous comparons le poids de chacune
d’elles et l’instance ayant le poids le plus élevé est retenu pour la sémantique émergente.
6.2.2.5/ Interface de recherche
Dans le système Emergsem, lorsqu’un utilisateur propose une requête de mots-clés (si
les sémantiques recommandées ne répondent pas à ses attentes), un cluster d’images lui est
proposé comme le montre la figure 6.9 qui présente un cluster de 28 images similaires à la
requête de l’utilisateur.
L’utilisateur pourra donc sélectionner l’image qu’il recherche. La sémantique de l’image
est reliée à l’utilisateur et stockée dans une base de données, ce qui permettra de faire des
Figure 6.8 – Un extrait d’évaluation des instances
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Figure 6.9 – Interface de recherche
recommandations à l’utilisateur plus tard.
Lorsque l’image recherchée par un utilisateur avait déjà fait l’objet de recherche par le même
utilisateur, la sémantique de l’image est recommandée à l’utilisateur. L’utilisateur peut donc
sélectionner la sémantique pour afficher l’image. Dans ce cas précis, l’utilisateur ne se voit pas
afficher un cluster d’images, mais l’image décrite par la sémantique recommandée.
6.2.3/ Stockage des informations
Dans Emergsem, le stockage des profils d’utilisateurs et d’annotateurs se fait grâce à
une ontologie comme se fit le cas avec la description des images. Cette ontologie stockant les
informations telles que les profils d’annotateurs et d’utilisateurs est composée de quatre niveaux
de concepts. Le premier niveau est la racine Thing que nous appelons l’ancêtre. Le deuxième
niveau contient un seul concept profiles qui est relié à la racine par une relation Contient.
Le concept profiles est un concept abstrait et permet de décrire tous les profils d’utilisateurs
et les profils d’annotateurs. Il possède deux concepts au troisième niveau. Il s’agit du concept
concret Dynamiques qui décrit les profils dynamiques d’utilisateurs et du concept abstrait
Statiques qui permet de décrire les profils statiques des annotateurs comme des utilisateurs.
Ces deux concepts sont reliés au concept profils par la relation Possède et dont l’inverse est
la relation Est − possédé − par. Le concept Statiques est composé de 5 concepts concrets
Nom, Prenom, Adresse, Pseudo, Mot_de_passe qui décrivent respectivement le nom, le
prénom, l’adresse, le pseudonyme et le mot de passe des utilisateurs comme des annotateurs.
La figure 6.10 présente l’ontologie de stockage des profils d’annotateurs et d’utilisateurs.
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Figure 6.10 – Ontologie de stockage des profils d’annotateurs et d’utilisateurs
6.3/ Évaluation des résultats
Les expérimentations portent dans un premier temps sur les systèmes d’annotation classique
d’images. Dans un deuxième temps nous allons comparer les systèmes d’annotation existants
et à notre système Emergsem. Nos expérimentations sont faites sur une collection de 60.000
images provenant de la base de données COREL 4. Le choix de cette base de données est
motivé par le fait que les approches auxquelles nous voulons comparer Emergsem l’ont utili-
sée et les résultats obtenus sont disponibles. Nos expérimentations sont réalisées grâce à une
communauté de 89 annotateurs et d’une communauté de 135 utilisateurs.
Au départ, nous avons fait émerger la sémantique des images grâce à la fonction femerg
basée uniquement sur la fréquence des mots-clés et des relations spatiales. Mais après le pro-
cessus d’annotation, nous avons mené un sondage auprès de la communauté d’annotateurs (89
membres au total) via la plateforme Sondage Online qui est une plateforme de création et
d’évaluation de sondages comme le montre la figure 6.11.
Il en ressort que 91, 91 % des annotateurs ont avoué qu’ils ont d’abord pris soin de proposer
les instances des objets qui leur paraissaient plus évidents avant de se consacrer aux objets les
moins évidents, contre 08, 09 % comme le montre le graphe de la figure 6.12. Pourcentage 1
représente le pourcentage d’annotateurs qui ont confirmé avoir annoté les objets qui maîtrisent
le mieux avant de se pencher sur les autres et Pourcentage 2 représente les annotateurs qui
ont instancié les objets et les relations spatiales de façon aléatoire.
Cette révélation nous a poussés à repenser la fonction d’évaluation en y ajoutant le poids
des instances, c’est-à-dire le rang occupé par chacune d’elles lors de l’annotation.
Pour évaluer la performance de notre approche, nous sommes amenés à développer deux
applications basées sur les techniques classiques d’annotation : manuelle et automatique. Nous
4. https ://sites.google.com/site/dctresearch/Home/content-based-image-retrieval
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Figure 6.11 – Plateforme de sondage
avons ensuite comparé l’annotation sémantique collaborative aux deux autres techniques d’an-
notation : l’annotation manuelle et l’annotation automatique que nous avons développées.
6.3.1/ Comparaison d’Emergsem avec deux approches classiques
Deux systèmes d’annotation classique sont développés dans le cadre de notre expérimenta-
tion : un système d’annotation manuelle et un système d’annotation automatique.
6.3.1.1/ Annotation manuelle
Nous avons mis en place un système d’annotation manuelle qui permet d’annoter les images.
Ce système comporte deux interfaces importantes : une interface de description d’images
Figure 6.12 – Tableau du sondage
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Figure 6.13 – Interface d’annotation manuelle
où les annotateurs proposent des termes (mots-clés) qui décrivent les objets ou les régions
d’images et une interface de recherche qui permet aux utilisateurs de proposer des mots-clés
ou des groupes de mots-clés pour retrouver les images. Comme nous pouvons le constater sur
la figure de l’interface d’annotation 6.13, seules les régions d’images sont décrites avec les
mots-clés. L’interface de la figure 6.14 présente l’affichage des plusieurs images annotées avec
des mots-clés. L’ensemble des mots-clés décrivant les régions d’une image représente l’image.
Avec l’utilisation des mots-clés, les utilisateurs mettent beaucoup de temps pour retrouver les
images parce que l’indexation se base sur la généralisation, c’est-à-dire que toutes les images
qui auront en commun un des mots-clés proposés dans la requête seront affichées. Il revient
donc à l’utilisateur de parcourir les images affichées pour déterminer l’image qui répond à ses
attentes.
Figure 6.14 – Extrait de description d’images
134 CHAPITRE 6. EXPÉRIMENTATION
Figure 6.15 – Interface d’annotation automatique
6.3.1.2/ Annotation automatique
Le système d’annotation automatique que nous proposons est une système basé sur l’ap-
prentissage non supervisé et la classification des images via le vecteur de leurs caractéristiques.
Deux vecteurs sont utilisés dans le cadre de notre expérimentation : l’histogramme de couleur
(RGB) et l’histogramme de texture. Lorsqu’une image est proposée, le système extrait ces
caractéristiques et les compare aux caractéristiques des images déjà annotées et stockées dans
des classes. Si les caractéristiques de l’image sont similaires aux caractéristiques des images
d’une classe, l’image est affectée à cette classe. Dans le cas contraire, une nouvelle classe est
créée. La figure 6.15 l’interface d’annotation automatique des images. La recherche d’image
se fait également de la même manière, c’est-à-dire que lorsqu’une requête image est proposée,
seules les classes auxquelles l’image appartient sont affichées à l’utilisateur comme le montre
la figure 6.16.
Nous avons évalué le temps mis pour annoter les images, le temps mis pour rechercher
les images et le taux d’acception des résultats des requêtes proposées par les internautes. Le
tableau de la figure 6.1 présente les résultats obtenus.
Les résultats obtenus montrent que l’annotation collaborative prend plus de temps que
Paramètre Annotation Annotation Annotation
de Comparaison Automatique Collaborative Manuelle
Durée moyenne d’annotation(secondes) 6, 31 251, 60 199, 81
Durée moyenne de recherche (secondes) 378, 23 195, 41 217, 57
Taux de satisfaction (%) 49, 03 98, 39 67, 23
Table 6.1 – Moyenne des durées de recherche d’images
l’annotation manuelle et l’annotation automatique. Ceci est dû au fait que les sémantiques ob-
tenues grâce à l’annotation collaborative sont des sémantiques qui se forment progressivement.
Les sémantiques fournies par chaque annotateur ne sont pas des sémantiques définitives des
images mais contribuent à l’émergence de la vraie sémantique des images, alors que dans le
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Figure 6.16 – Affichage des résultats de la recherche
cadre où l’annotation est produite par un seul annotateur, les descriptions obtenues deviennent
immédiatement les descriptions des images. C’est la raison pour laquelle le temps mis pour
fournir la sémantique des images par l’annotation manuelle est largement inférieur au temps
mis par l’annotation collaborative, ce qui justifie la différence de 81, 79 secondes entre les
deux techniques d’annotations. Mais en comparant l’annotation automatique aux deux autres
annotations (manuelle et collaborative), nous remarquons que la moyenne des temps mis pour
décrire les images est très inférieure à la moyenne des temps mis par l’annotation manuelle
et l’annotation collaborative, soit une moyenne de 06, 31 secondes pour l’annotation auto-
matique, une moyenne de 251, 6 secondes pour l’annotation collaborative et une moyenne de
199, 81 secondes pour l’annotation manuelle comme le montre le graphe de la figure 6.17
Les annotations produites sont ensuite soumises à une communauté d’utilisateurs (135 uti-
lisateurs au total). Les utilisateurs se sont servis de ces annotations pour rechercher les images.
La moyenne des durées de recherche est calculée et présentée dans la tableau de la figure 6.1.
Le temps mis par le système basé sur l’annotation automatique est pratiquement le double du
temps mis par le système basé sur l’annotation manuelle et le temps mis par le système basé
sur l’annotation manuelle est supérieur au temps mis par le système basé sur l’annotation col-
laborative. Cette différence est due au fait que les descripteurs physiques utilisés pour annoter
les images dans système d’annotation automatique ne parviennent pas à représenter les images
du point de vue des humains et que les descripteurs textuelles, malgré qu’ils parviennent à re-
présenter les régions d’images n’arrivent pas à rendre fidèlement compte de la sémantique des
images. Le système de recherche basé sur l’annotation manuelle et automatique permettent
d’afficher une collection d’images qui ont une ou plusieurs caractéristiques en commun. Les
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Figure 6.17 – Graphe des durées d’annotation
utilisateurs sont donc contraints à parcourir la collection afin de retrouver l’image qui répond
à leur besoin. Ceci leur fait perdre énormément de temps. La figure 6.19 présente le graphe de
cette évaluation.
Le taux d’acception se mesure par rapport à la satisfaction des utilisateurs. Il permet de
déterminer si l’image recherchée répond aux attentes de l’utilisateur ou pas. D’après les résul-
tats que nous avons obtenus, 67, 23 % des utilisateurs ayant utilisé les descriptions résultant de
l’annotation manuelle sont satisfaits, 49, 03 % sont satisfaits après avoir utilisé les descriptions
obtenues grâce à l’annotation automatique et 98, 39 % pour les utilisateurs ayant utilisé les
descriptions provenant de l’annotation collaborative.
En résumé, nous pouvons dire que malgré que l’annotation collaborative requière plus de
temps que l’annotation manuelle et l’annotation automatique, elle nous donne des résultats
très satisfaisants. Les descriptions obtenues sont généralement acceptées par les utilisateurs
parce qu’elles sont fournies par une communauté d’annotateurs via des outils sémantiques.
Figure 6.18 – Graphe des durées de recherche
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Figure 6.19 – Graphe des taux de satisfaction
6.3.1.3/ Recherche d’images
La technique de recherche d’images que nous avons présentée permet non seulement de re-
chercher les images, mais aussi effectue des recommandations de sémantiques aux utilisateurs.
La technique de recherche d’images et la technique de recommandation des sémantiques sont
indissociables dans le système Emergsem. La communauté d’utilisateurs utilise les séman-
tiques pour retrouver les images via le système de recherche et le système de recommandation
se base sur les sémantiques ayant servi à indexer des images pour effectuer des recomman-
dations aux utilisateurs. Cette techniques facilite la récupération des images parce que les
internautes peuvent visualiser plusieurs images similaires grâce la même requête puis que les
images sont reliées entre elles. Dans la méthode que nous proposons, les internautes ont la
possibilité de fournir des instances ou des termes pour rechercher les images.
Comparativement aux résultats obtenus avec les techniques traditionnelles, nous avons
remarqué que l’annotation sémantique collaborative donne des résultats bien meilleurs. Les
images du cluster sont sémantiquement similaires les unes des autres. L’utilisateur pourra donc
facilement retrouver l’image ou les images qui répondent à ses attentes. La figure 6.2 présente
un résultat de cluster d’images obtenu suite à la requête de mots-clés d’un utilisateur qui
souhaiterait obtenir des images de groupe de personnes se déplaçant dans une pirogue.
Nous avons également évalué le temps mis par les internautes pour retrouver les images. Il
s’agit du temps mis avant et après la recommandation des sémantiques. Les résultats de ces
expérimentations sont présentés dans le tableau 6.3.
Le test est fait sur une vingtaine d’images recherchées par les utilisateurs. Les résultats
que nous avons obtenus ont montré que les graphes suivent pratiquement la même allure. Au
temps T0 aucune recherche d’image n’a encore enregistrée. Au temps T0+1, les utilisateurs ont
recherché des images en fournissant des description avec une moyenne de 5, 344.10−2 heure,
soit 3, 2064 minutes. Au temps T0 + 2 nous remarquons que le temps mis pour indexer les
images au temps T0 + 1 est pratiquement divisé par 20. Ces résultats justifient le fait que les
utilisateurs n’ont plus fourni les descriptions des images, mais ces descriptions leur ont été
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Table 6.2 – Quelques exemples de clusters d’images
Images T0 T0+1 T0+2 T0+3 T0+4
Image 1 0, 0500 0, 0650 0, 0041 0, 0033 0, 0032
Image 2 0, 0497 0, 0417 0, 0027 0, 0029 0, 0033
Image 3 0, 0602 0, 0672 0, 0028 0, 0031 0, 0030
Image 4 0, 0475 0, 0375 0, 0032 0, 0032 0, 0029
Image 5 0, 0595 0, 0550 0, 0042 0, 0032 0, 0033
Image 6 0, 0520 0, 0520 0, 00351 0, 0033 0, 0029
Image 7 0, 0652 0, 0652 0, 0034 0, 0030 0, 0031
Image 8 0, 0478 0, 0388 0, 0029 0, 0029 0, 0032
Image 9 0, 0655 0, 0550 0, 0042 0, 0032 0, 0033
Image 10 0, 0652 0, 0520 0, 0035 0, 0033 0, 0029
Image 11 0, 0472 0, 0652 0, 0024 0, 0031 0, 0031
Image 12 0, 0488 0, 0388 0, 0029 0, 0030 0, 0032
Image 13 0, 0575 0, 0550 0, 0042 0, 0032 0, 0033
Image 14 0, 0592 0, 0520 0, 0035 0, 0033 0, 0030
Image 15 0, 0652 0, 0652 0, 0034 0, 0030 0, 0030
Image 16 0, 0578 0, 0550 0, 0042 0, 0032 0, 0033
Image 17 0, 0656 0, 0620 0, 0035 0, 0033 0, 0029
Image 18 0, 0672 0, 0652 0, 0034 0, 0030 0, 0031
Image 19 0, 0478 0, 0388 0, 0029 0, 0029 0, 0032
Image 20 0, 0662 0, 0672 0, 0028 0, 0031 0, 0030
Table 6.3 – Durées de recherche d’images
proposées par le système de recommandation. La figure 6.20 présente le graphe résultant de
ces expérimentations.
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Figure 6.20 – Graphe de comparaison des durées de recherche d’images
6.3.2/ Comparaison d’Emergsem avec CLUE et SIMPLIcity
Les dernières expérimentations que nous avons menées sur la recherche nous ont permis
de comparer notre approche à d’autres approches existantes. La première approche est une
approche de clustering basées sur la recherche d’images avec des caractéristiques physiques
(CLUE) dans [183]. C’est une approche de recherche d’images basée sur des clusters d’images
par apprentissage non supervisé. La deuxième approche est SIMPLIcity [?] qui utilise les mé-
thodes de classification sémantiques basée sur les ondelettes pour l’extraction des caractéris-
tiques des images. La comparaison va porter la précision. le rappel n’a pas été calculé, car la
base de données est grande et il est difficile d’estimer le nombre total d’images dans une ca-
tégorie, même approximativement. Dans l’avenir, nous allons développer une base de données
de test partageable à grande échelle pour évaluer le rappel. Rappelons que la précision est le
nombre d’images pertinentes retrouvées rapporté au nombre d’images total proposé pour une
requête donnée. quand un utilisateur interroge le corpus, il souhaite que les images proposées
en réponse à son interrogation correspondent à son attente. Toutes les images retournées su-
perflus ou non pertinents constituent du bruit. Si elle est élevée, cela signifie que peu d’images
inutiles sont proposés par le système et que ce dernier peut être considéré comme ”précis” 5.
Pour comparer les approches, la moyenne des valeurs de précision est calculée. Nous pré-
sentons dans 6.21 quelques résultats des clusters obtenus. Dans les approches de CLUE et de
SIMPLIcity, une requête image est fournie. Ce sont les images en haut à gauche de chaque
cluster. Dans Emergsem, l’image obtenue par la sémantique représentative est également
placée en haut et à gauche des clusters. Sous chaque cluster est indiqué les résultats des
5. http ://fr.wikipedia.org/wiki/Précision_et_rappel
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deux recherches effectuées. Le premier résultat (8 images sur 11 si nous considérons le pre-
mier groupe de clusters de CLUE) est le résultat obtenus après la proposition de la requête
image et le deuxième résultat (19 sur 25) est le nombre d’images obtenus après le retour de
pertinence. Avec Emergsem, nous avons un cluster définitif. Nous n’y appliquons plus une
recherche basée sur le retour de pertinence. Dans la suite des expérimentations, seuls les ré-
sultats obtenus après le retour de pertinence sur CLUE et SIMPLIcity seront comparés aux
résultats des culsters d’Emergsem. Les recherches sont menées sur plusieurs requêtes mais
nous consignons seulement deux catégories d’images : une image de nourriture et une image
de monuments historiques. Pour chacune des clusters d’images, la moyenne de la précision est
calculée. Dans le tableau de la figure 6.21, nous allons tenir compte des images des derniers
résultats de clusters de CLUE et de SIMPLIcity.
Le graphe 6.22 présente la moyenne des précisions des trois approches. Les résultats de
la comparaison des approches CLUE et SIMPLIcity sont consigné dans le travail mené dans
[183]. Les précisions moyennes globales sont déterminées, soit 0,538 pour CLUE et 0,477 pour
SIMPLIcity, alors que nous avons calculé la précision moyenne globale d’Emergsem, nous
avons constaté qu’elle est égale à 0,82. Ceci est dû au fait que dans les approches de CLUE et
de SIMPLIcity, les classifications se font sur les caractéristiques extraites des images qui ont au
préalable été grisées. Qui dit griser dit qu’il y a perte d’informations. Ceci a fait que certains
résultats obtenus n’ont aucune relation avec l’image de la requête, tandis qu’avec Emergsem,
la classification se faite sur les sémantiques attribuées aux images et non sur les caractéristiques
physiques des images. C’est la raison pour laquelle Emergsem est mieux que les deux autres
approches.
6.4/ Conclusion
Les résultats que nous avons obtenus ont montré d’une part que l’annotation sémantique
collaborative répond aux besoins de description complète des images, ce qui améliore par la
suite leur recherche. Nos résultats de recherche d’images sont très encourageants parce que
le la technique de recherche que nous proposons tient compte des relations sémantiques qui
existent entre les images pour proposer des clusters pertinents aux utilisateurs. Bien qu’il existe
un compromis entre la complexité et la performance, l’annotation sémantique collaborative est
un choix viables quand la performance est recherchée.
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Figure 6.21 – Comparaison des résultats entre Emergsem avec Clue et SIMPLIcity
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Figure 6.22 – Graphe de comparaison des approches
7
Conclusion et perspectives
Dans ce chapitre, nous résumons dans un premier temps la problématique et les propositions faites
dans cette thèse, et dans un deuxième temps les principales perspectives de recherche et de développe-
ment identifiées à partir des résultats de cette thèse.
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7.1/ Conclusion
Cette thèse a pour but la constitution d’un système d’annotation et de recherche d’images
basé sur la sémantique : le système Emergsem. Les travaux qui y sont menés visent à résoudre
les problèmes auxquels les approches existantes sont confrontées : la capture de la sémantique
des images du point de vue humain afin de réduire le fossé sémantique.
Pour réduire ce fossé, nous sommes amenés dans cette thèse à fournir une définition précise
et rigoureuse de la sémantique des images du point de vue humain. A travers Emergsem,
nous avons focalisé nos efforts sur la mise en place d’un système capable de capturer et de
faire émerger la sémantique des images. Ce système a permis de (1) représenter les images du
point de vue humain par des outils capables de représenter non seulement les objets présents
dans une image, mais également les relations qui existent entre ces objets dans un langage
compris par la machine et par les humains et de (2) rechercher les images via à leur sémantique.
Emergsem se base sur deux approches fondamentales :
• L’émergence de la sémantique des images est rendue possible grâce à une technique d’an-
notation sémantique collaborative. L’annotation collaborative consiste à faire annoter une
images par un groupe d’annotateurs où chaque membre du groupe propose une description
sémantique de la même image grâce à un descripteur sémantique et un vocabulaire lexical.
L’annotation sémantique collaborative est composée de trois étapes principales :
– La représentation sémantique des images est la première étape. Dans cette thèse, nous
avons proposé une ontologie à deux niveaux pour capturer la sémantique d’une image. Le
premier niveau est une ontologie générique constituée d’un méta concept abstrait Image
et d’un descripteur sémantique. Le méta concept abstrait est un concept de très haut
niveau qui contient tous les concepts pouvant décrire les images quelque soit le domaine
auquel elles appartiennent. Le descripteur sémantique quant à lui contient un ou plusieurs
concepts (abstrait et concrets) et des relations. Le deuxième niveau est une ontologie
d’application dérivée de l’ontologie générique pour décrire la sémantique des images d’un
domaine bien précis. C’est une ontologie personnalisée dans laquelle on peut créer autant
de concepts abstraits de base qui peuvent à leur tour contenir un ou plusieurs concepts
(abstraits ou concrets) et des relations reliant les concepts.
– L’annotation collaborative est la deuxième étape au cours de laquelle une image est dé-
crite par une communauté d’annotateurs où chaque annotateur de la communauté propose
une sémantique de l’image grâce à une ontologie d’application et un dictionnaire lexical
(WordNet). Cette étape est basée sur l’instanciation des concepts de l’ontologie d’ap-
plication par les termes du dictionnaire lexical. Chaque annotateur de la communauté
propose (ou attache) un terme ou mot-clé décrivant une région d’image aux concepts
concrets de l’ontologie d’application. Les annotateurs proposent également des relations
entre les concepts concrets. Le nombre de sémantiques obtenues pour une image est égal
au nombre d’annotateurs ayant décrit l’image.
– La génération de la sémantique représentative est la troisième étape qui consiste à faire
converger les sémantiques proposées par les annotateur vers une seule sémantique : la
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sémantique émergente. Le principe est le suivant. Une fois les sémantiques proposées par
les annotateurs, nous procédons à la comparaison des instances et des relations proposées
dans le but de déterminer pour chaque concept et chaque relation de l’ontologie, les
mots-clés les mieux utilisées par les annotateurs. La comparaison est réalisée grâce à la
fonction femerg qui combine la fréquence et le poids des instances des sémantiques. Les
termes pertinents sont mappés dans l’ontologie d’application pour donner la sémantique
émergente qui servira à annoter définitivement l’image.
• La recherche sémantique d’images est réalisée grâce aux descripteurs sémantiques associés
à celles-ci. Elle est composée de quatre étapes principales :
– L’extraction des sémantiques représentatives est la première étape. Le principe est le sui-
vant. Lorsque la requête de mots-clés est proposée par l’utilisateur, nous procédons à
l’extraction des sémantiques qui répondent mieux aux mots-clés de la requête. L’extrac-
tion des sémantiques représentative se base sur deux méthodes : l’appariement et les
mesures de similarité. L’appariement permet de comparer les mots-clés aux instances des
sémantiques du corpus. Le but est de calculer le poids (la fréquence) de ces mots-clés dans
chaque sémantique du corpus. Pour cela nous avons proposé un algorithme qui calcule les
poids. Par ailleurs, nous avons utilisé plusieurs mesures pour calculer la similarité entre
les mots-clés et les instances des sémantiques. L’utilisation des mesures nous a amenés à
considérer deux vecteurs de caractéristiques sémantiques : un vecteur de caractéristiques
sémantiques des mots-clés et un vecteur de caractéristiques sémantiques des instances.
Certaines mesures effectuent une recherche exacte sur l’ensemble des mots-clés fournis
dans la requête, ce qui permet d’afficher les sémantiques qui contiennent tous les mots-
clés de la requête. D’autres mesures par contre ne tiennent pas compte de la comparaison
exacte mais de tous les éléments des vecteurs de caractéristiques sémantiques. Dans les
deux cas, un seuil est défini. Toutes les sémantiques ayant une similarité en dessous de
ce seuil ne sont pas considérées comme des sémantiques représentatives de la requête de
l’utilisateur.
– L’extraction des sémantiques voisines est la deuxième étape. Elle permet de déterminer les
sémantiques voisines de chaque sémantique représentative. L’extraction des sémantiques
voisines est proposée parce que nous avons décidé d’étendre la recherche d’images à toute
la collection d’images. Le principe d’extraction du voisinage des sémantiques représen-
tatives est le suivant. Une fois que les sémantiques représentatives sont obtenues, nous
procédons à la comparaisons du vecteur de caractéristiques sémantiques de chaque séman-
tique représentative aux vecteurs de caractéristiques sémantiques des autres sémantiques
du corpus. La comparaison est basée sur la similarité cosinus des vecteurs de caractéris-
tiques sémantiques des instances. Chaque voisinage des sémantiques représentatives est
constitué grâce à une seuil.
– Le clustering d’images est la troisième étape de recherche sémantique d’images. Il permet
de proposer des groupes de sémantiques pertinentes aux utilisateurs. Pour former les
clusters d’images, nous avons dans un premier temps procédé à la formation des groupes
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de sémantiques au sein des sémantiques voisines. La formation des groupes de sémantiques
est basée sur la granularité, c’est-à-dire, la comparaison des structures de sémantiques
ayant servi à annoter les images. Pour cela, nous avons proposé une technique basée sur
le parcours en profondeur des structures (graphes) et qui compare les arcs (relation entre
deux nœuds). La technique permet d’obtenir la signature des structures de sémantiques
du corpus. Les structures ayant la même même signature sont groupées ensemble. Dans
un deuxième temps, nous formons les clusters des sémantiques pertinentes en calculant la
matrice de confusion des groupes obtenus grâce à la signature des structures. La matrice
de confusion permet de rechercher dans les différents ensembles de sémantiques voisines,
les groupes de sémantiques qui sont similaires.
– La recommandation des sémantiques est la quatrième étape. Elle permet de proposer
des sémantiques aux utilisateurs en se basant sur leurs préférences. Elle est composée de
trois niveaux. Le premier niveau est l’acquisition des profils d’utilisateurs. Deux profils se
distinguent : les profils statiques qui représentent les informations personnelles des utilisa-
teurs et les profils dynamiques qui représentent les préférences des utilisateurs, c’est-à-dire
les sémantiques qu’ils utilisent pour rechercher les images. Le deuxième niveau est la clas-
sification des profils. Elle est basée sur l’algèbre de Galois. L’algèbre de Galois est une
approche qui permet de regrouper les profils selon sur similarités. Il utilise sur la table
des contextes où chaque élément est un couple de profils (statique, dynamique). Chaque
couple doit être un couple complet selon les relations liant les profils statiques aux profils
dynamiques. Cela signifie que les deux propriétés : f(X) qui associe aux profils statiques,
les profils dynamiques Y communs à tous les profils statiques et g(Y ) qui associe aux
profils dynamiques, les profils statiques X communs à tous les profils dynamiques sont
tel que f(X) = Y et g(Y ) = X. Le diagramme de Hasse associé à l’algèbre de Galois
présente des groupes de profils similaires. Il représente une relation de généralisation /
spécialisation entre groupes de profils. Le troisième niveau est la génération des liste de
recommandations. Une fois les groupes de profils similaires constitués, la génération per-
met d’éliminer les doublons et de ne pas recommander plusieurs fois la même sémantique
aux utilisateurs au même moment.
La phase de l’expérimentation nous a permis d’implémenter l’approche Emergsem. Nous
avons comparé les résultats que nous avons obtenus d’une part avec les résultats obtenus via
deux autres approches classiques que nous avons implémentées, et d’autre part avec les résultats
de deux autres approches de recherches d’images. Nous avons constaté que nos résultats
sont très encourageants comme le montre la table 6.22. Comme nous pouvons également le
constater dans les résultats, la recommandation des sémantiques a joué un rôle très important
dans la performance d’Emergsem parce qu’elle a permis de diminuer de façon considérable le
temps mis pour rechercher les images.
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7.2/ Perspectives
Selon les résultats obtenus, nos conditions de faisabilité intégrant la collaboration dans le
processus d’annotation des images se révèle bénéfique aux systèmes récupération des images.
Elle a permis d’avoir des annotations plus précises. Par ailleurs, malgré l’apport du système
recommandation qui accélère la recherche des images, nous remarquons que l’annotation col-
laborative requiert beaucoup de ressources humaines et par conséquent beaucoup de temps. A
l’issue de cette thèse, nous envisageons que :
• l’intégration d’une technique de propagation des annotations rendrait le processus d’anno-
tation moins complexe. Ceci aura pour but de propager les annotations d’images à d’autres
images ayant des objets en commun. Au lieu d’annoter toutes les images d’une collection,
certaines images témoins pourront être répertoriées et annotées de façon collaborative.
• la prise en compte de l’avis des utilisateurs qui utilisent les descripteurs sémantiques pour
rechercher les images serait indispensable pour améliorer la sémantique des images grâce au
retour de pertinence. Jusqu’ici, seul le point de vue de la communauté d’annotateurs est pris
en compte dans la description des images.
• la proposition d’un traitement automatique des ontologies qui prend en compte les relations
spatiales pour aider à la formation des clusters de sémantiques pourrait permettre d’affiner




Dans ce chapitre nous présentons les annexes relatives à notre travail. Dans un premier temps,
nous présentons les ontologies développées, dans un deuxième temps quelques outils de construction
annexe présente quelques codes d’interface et la troisième annexe compare l’utilisation d’une ontologie
à l’utilisation d’un modèle relationnel pour stocker la description des images.
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Dans ce rapport, nous avons choisi de décrire les concepts et les relations avec le langage
OWL - Ontology Web Language. Les concepts sont appelés classes et les relations propriétés
dans Langage OWL. Une classe fournit un mécanisme d’abstraction pour le regroupement des
ressources ayant des caractéristiques similaires tandis que les propriétés relient les classes. Ici
nous utilisons OWL qui est un des langages utilisés par le Web Sémantique pour interpréter
les ontologies.













<owl :Ontology rdf :about=""/>
<rdfs :Class rdf :ID="Acteur"/>
<rdfs :Class rdf :ID="Vegetation">
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<rdfs :subClassOf>
<rdfs :Class rdf :ID="Environnement"/>
</rdfs :subClassOf>
</rdfs :Class>
<rdfs :Class rdf :ID="Construction">
<rdfs :subClassOf rdf :resource="Acteur"/>
</rdfs :Class>
<rdfs :Class rdf :ID="Animal">
<rdfs :subClassOf>
<rdfs :Class rdf :ID="Etre"/>
</rdfs :subClassOf>
</rdfs :Class>
<rdfs :Class rdf :ID="Inattendu">
<rdfs :subClassOf>
<rdfs :Class rdf :ID="Evenement"/>
</rdfs :subClassOf>
</rdfs :Class>
<rdfs :Class rdf :ID="Temps"/>
<rdfs :Class rdf :ID="Place">
<rdfs :subClassOf rdf :resource="Environnement"/>
</rdfs :Class>
<rdfs :Class rdf :ID="Organise">
<rdfs :subClassOf rdf :resource="Evenement"/>
</rdfs :Class>
<rdfs :Class rdf :ID="Insecte">
<rdfs :subClassOf>
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<rdfs :Class rdf :about="Etre"/>
</rdfs :subClassOf>
</rdfs :Class>
<rdfs :Class rdf :ID="Objet">
<rdfs :subClassOf rdf :resource="Acteur"/>
</rdfs :Class>
<rdfs :Class rdf :ID="Oiseau">
<rdfs :subClassOf>
<rdfs :Class rdf :about="Etre"/>
</rdfs :subClassOf>
</rdfs :Class>
<rdfs :Class rdf :ID="Humain">
<rdfs :subClassOf>
<rdfs :Class rdf :about="Etre"/>
</rdfs :subClassOf>
</rdfs :Class>
<rdfs :Class rdf :ID="Espace">
<rdfs :subClassOf rdf :resource="Environnement"/>
</rdfs :Class>
<rdfs :Class rdf :about="Etre">
<rdfs :subClassOf rdf :resource="Acteur"/>
</rdfs :Class>
<owl :ObjectProperty rdf :ID="Decrit">
<rdfs :range rdf :resource="Etre"/>
<rdfs :domain rdf :resource="Acteur"/>
<owl :inverseOf>
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<owl :ObjectProperty rdf :ID="EstDecritDans"/>
</owl :inverseOf>
</owl :ObjectProperty>
<owl :ObjectProperty rdf :ID="Contient">
<rdfs :domain>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Acteur"/>
<rdfs :Class rdf :about="Environnement"/>
<rdfs :Class rdf :about="Evenement"/>





<owl :ObjectProperty rdf :ID="EstContenuDans"/>
</owl :inverseOf>
</owl :ObjectProperty>
<owl :ObjectProperty rdf :about="EstContenuDans">
<owl :inverseOf rdf :resource="Contient"/>
</owl :ObjectProperty>
<owl :ObjectProperty rdf :about="EstDecritDans">
<rdfs :range rdf :resource="Acteur"/>
<rdfs :domain rdf :resource="Etre"/>
<owl :inverseOf rdf :resource="Decrit"/>
</owl :ObjectProperty>
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<owl :SymmetricProperty rdf :ID="EstUn1">
<rdfs :domain rdf :resource="Environnement"/>
<owl :inverseOf rdf :resource="EstUn1"/>
<rdfs :range>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Espace"/>
<rdfs :Class rdf :about="Place"/>




<rdf :type rdf :resource="http ://www.w3.org/2002/07/owlObjectProperty"/>
</owl :SymmetricProperty>
<owl :SymmetricProperty rdf :ID="EstUn2">
<owl :inverseOf rdf :resource="EstUn2"/>
<rdfs :range>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Inattendu"/>




<rdfs :domain rdf :resource="Evenement"/>
<rdf :type rdf :resource="http ://www.w3.org/2002/07/owlObjectProperty"/>
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</owl :SymmetricProperty>
<owl :SymmetricProperty rdf :ID="EstUn3">
<rdfs :range>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Animal"/>
<rdfs :Class rdf :about="Humain"/>
<rdfs :Class rdf :about="Insecte"/>




<rdf :type rdf :resource="http ://www.w3.org/2002/07/owlObjectProperty"/>
<owl :inverseOf rdf :resource="EstUn3"/>
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</rdf :RDF>
8.1.2/ Ontologie des profiles
< !DOCTYPE rdf :RDF [
< !ENTITY owl "http ://www.w3.org/2002/07/owl" >
< !ENTITY swrl "http ://www.w3.org/2003/11/swrl" >
< !ENTITY swrlb "http ://www.w3.org/2003/11/swrlb" >
< !ENTITY xsd "http ://www.w3.org/2001/XMLSchema" >
< !ENTITY rdfs "http ://www.w3.org/2000/01/rdf-schema" >
< !ENTITY rdf "http ://www.w3.org/1999/02/22-rdf-syntax-ns" >
< !ENTITY protege "http ://protege.stanford.edu/plugins/owl/protege" >
< !ENTITY xsp "http ://www.owl-ontologies.com/2005/08/07/xsp.owl" >
]>










<owl :Ontology rdf :about=""/>
<rdfs :Class rdf :ID="Adresse">
<rdfs :subClassOf rdf :resource="Statiques"/>
</rdfs :Class>
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<IdInternaute rdf :ID="Annot1”/ >< owl : ObjectPropertyrdf : ID = ”Contient” >
<owl :inverseOf rdf :resource="Est-contenu-dans"/>
<rdfs :range rdf :resource="Profiles"/>
</owl :ObjectProperty>
<Nom rdf :ID="Durand"/>
<rdfs :Class rdf :ID="Dynamiques">
<rdfs :subClassOf rdf :resource="Profiles"/>
</rdfs :Class>
<owl :ObjectProperty rdf :ID="Est">
<rdfs :domain rdf :resource="Profiles"/>
<owl :inverseOf rdf :resource="Est-dans"/>
<rdfs :range>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Dynamiques"/>





<owl :ObjectProperty rdf :ID="Est-contenu-dans">
<owl :inverseOf rdf :resource="Contient"/>
<rdfs :range rdf :resource="Profiles"/>
</owl :ObjectProperty>
<owl :ObjectProperty rdf :ID="Est-dans">
<rdfs :domain>
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<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Dynamiques"/>




<owl :inverseOf rdf :resource="Est"/>
<rdfs :range rdf :resource="Profiles"/>
</owl :ObjectProperty>
<owl :ObjectProperty rdf :ID="Est-possede">
<rdfs :domain>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Adresse"/>
<rdfs :Class rdf :about="IdInternaute"/>
<rdfs :Class rdf :about="Motdepasse”/ >< rdfs : Classrdf : about = ”Nom”/ >
<rdfs :Class rdf :about="Prenom"/>




<owl :inverseOf rdf :resource="Poss232 ;de"/>
<rdfs :range rdf :resource="Statiques"/>
</owl :ObjectProperty>
<rdfs :Class rdf :ID="IdInternaute">
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<rdfs :subClassOf rdf :resource="Statiques"/>
</rdfs :Class>
<rdfs :Class rdf :ID="Motdepasse” >< rdfs : subClassOfrdf : resource = ”Statiques”/ >
</rdfs :Class>
<rdfs :Class rdf :ID="Nom">
<rdfs :subClassOf rdf :resource="Statiques"/>
</rdfs :Class>
<Motdepasserdf : ID = ”Passeword12”/ >< Pseudordf : ID = ”Peter12”/ >
<Prenom rdf :ID="Pierre"/>
<owl :ObjectProperty rdf :ID="Poss232 ;de">
<rdfs :domain rdf :resource="Statiques"/>
<owl :inverseOf rdf :resource="Est-possede"/>
<rdfs :range>
<owl :Class>
<owl :unionOf rdf :parseType="Collection">
<rdfs :Class rdf :about="Adresse"/>
<rdfs :Class rdf :about="Motdepasse”/ >< rdfs : Classrdf : about = ”Nom”/ >
<rdfs :Class rdf :about="Prenom"/>





<rdfs :Class rdf :ID="Prenom">
<rdfs :subClassOf rdf :resource="Statiques"/>
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</rdfs :Class>
<rdfs :Class rdf :ID="Profiles"/>
<rdfs :Class rdf :ID="Pseudo">
<rdfs :subClassOf rdf :resource="Statiques"/>
</rdfs :Class>
<Adresse rdf :ID="Rue_des_Moutons_21000_Dijon"/>
<Dynamiques rdf :ID="Semantique1”/ >< rdfs : Classrdf : ID = ”Statiques” >
<rdfs :subClassOf rdf :resource="Profiles"/>
</rdfs :Class>
</rdf :RDF>
8.2/ Quelques outils de construction d’ontologie
Pour construire les ontologies, plusieurs outils sont proposés dans la littérature :
• Ontolingua : Ontolingua est un serveur d’édition d’ontologies. Il utilise des classes, des rela-
tions, des fonctions, des instances et des axiomes pour décrire une ontologie. Une relation
peut contenir des propriétés nécessaires (contraintes) ou nécessaires et suffisantes qui défi-
nissent la relation. En plus le serveur Ontolingua offre la possibilité d’intégrer les ontologies
Ontolingua, ce qui permet la construction modulaire des ontologies.
• OntoSaurus : OntoSaurus de l’Information Science Institute de l’Université de Southern
California est composé de deux modules : un serveur utilisant LOOM comme langage de
représentation des connaissances, et un serveur de navigation créant dynamiquement des
pages HTML qui affichent la hiérarchie de l’ontologie ; le serveur utilise des formulaires
HTML pour permettre à l’usager d’éditer l’ontologie.
• WebOnto : WebOnto du Knowledge Media Institute de l’Open University, est une application
Web pour naviguer et développer collaborativement les ontologies. Il supporte la navigation
collaborative, la création et l’édition d’ontologies sur le Web. Les ontologies WebOnto sont
implémentées dans le langage OCML. WebOnto distingue quatre types d’ontologies : onto-
logie de domaine, ontologie de tâche, ontologie de méthode, et ontologie d’application.
• OilEd : OilEd (Oil Editor) est un éditeur d’ontologies utilisant le formalisme OIL. Il est
essentiellement dédié à la construction de petites ontologies dont on peut ensuite tester la
cohérence à l’aide de FACT, un moteur d’inférences bâti sur OIL.
• Protégé : est une interface modulaire permettant l’édition, la visualisation, le contrôle d’on-
tologie, l’extraction d’ontologies à partir de sources textuelles, et la fusion semi-automatique
d’ontologies. Le modèle de connaissances sous-jacent à protégé 2000 est issu du modèle des
frames et contient des classes, des propriétés et des valeurs des propriétés et contraintes, ainsi
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que des instances des classes et des propriétés. Il autorise la définition de méta-classes, dont
les instances sont des classes, ce qui permet de créer son propre modèle de connaissances
avant de bâtir une ontologie.
• ODE et WebOde : L’outil ODE (Ontology Design Environment) permet de construire des
ontologies au niveau connaissance, comme le préconise la méthodologie METHONTOLOGY.
L’utilisateur construit son ontologie dans un modèle de type frame, en spécifiant les concepts
du domaine, les termes associés, les attributs et leurs valeurs, les relations de subsomption.
• OntoEdit : OntoEdit (Ontology Editor) est également un environnement de construction
d’ontologies indépendant de tout formalisme. Il permet l’édition des hiérarchies de concepts
et de relations et l’expression d’axiomes algébriques portant sur les relations, et de propriétés
telles que la généricité d’un concept. Des outils graphiques dédiés à la visualisation d’ontolo-
gies sont inclus dans l’environnement. OntoEdit intègre un serveur destiné à l’édition d’une
ontologie par plusieurs utilisateurs. Un contrôle de la cohérence de l’ontologie est assuré à
travers la gestion des ordres d’édition.
Annexe B
8.3/ Extrait du code d’enregistrement des annotations
Cette sous-section présente quelques codes de l’application que nous avons développée.
L’application est développé sous le langage c-sharp.
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Annexe C
8.4/ Extrait du dictionnaire lexical
Cette annexe présente quelques parties du dictionnaire lexical que nous avons mis à la
disposition de la communauté d’annotateurs pour l’annotation sémantique collaborative des
images.
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1- Exploiting Semantic Indexing Images for Emergence Recommendation Semantics
System in International Conference on Systems and Networks Communications (ICSNC),
Italie, October 2013.
2- Collaborative Semantic Annotation Images : Ontology-Based Model in Signal
Image Processing : An International Journal (SIPIJ) Vol.4, No.6, December 2013.
3- Contributions of Semantic Web Tools to Relational Models in International Jour-
nal of Computer Theory And Engineering (IJCTE), Vol.6, No.3, June 2014.
4- Emergsem : Semantic Emergent And Recommendation System For Image Retrie-
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Résumé :
L’extraction de la sémantique d’une image est un processus qui nécessite une analyse profonde du contenu de
l’image. Elle se réfère à leur interprétation à partir d’un point de vue humain. Dans ce dernier cas, la sémantique d’une
image pourrait être générique (par exemple un véhicule) ou spécifique (par exemple une bicyclette). Elle consiste
à extraire une sémantique simple ou multiple de l’image afin de faciliter sa récupération. Ces objectifs indiquent
clairement que l’extraction de la sémantique n’est pas un nouveau domaine de recherche.
Cette thèse traite de l’annotation sémantique collaborative des images et de leur récupération. Il aborde d’une part,
la façon dont les annotateurs pourraient décrire et représenter le contenu des images en se basant sur les informations
visuelles, et d’autre part comment la récupération des images pourrait être considérablement améliorée grâce aux
récentes technologies, notamment les systèmes de recommandation. Pour atteindre ces objectifs, l’exploitation des
outils de description implicite du contenu des images, des interactions des annotateurs qui décrivent la sémantique des
images et celles des utilisateurs qui utilisent la sémantique produite pour récupérer les images seraient indispensables.
Dans cette thèse, nous nous sommes penchés vers les outils du Web Sémantique, notamment les ontologies pour
décrire les images de façon structurée. L’ontologie permet de représenter les objets présents dans une image ainsi
que les relations entre ces objets (les scènes d’image). Autrement dit, elle permet de représenter de façon formelle les
différents types d’objets et leurs relations. Les ontologies codent la structure relationnelle des concepts que l’on peut
utiliser pour décrire et raisonner. Cela les rend éminemment adaptées à de nombreux problèmes comme la description
sémantique des images qui nécessite une connaissance préalable et une capacité descriptive et normative.
La contribution de cette thèse est focalisée sur trois points essentiels: La Représentation Sémantique d’Images,
l’Annotation Sémantique Collaborative d’Images et la Recherche Sémantique d’Images.
• La Représentation Sémantique permet de proposer un outils capable de représenter la sémantique des images.
Pour capturer la sémantique des images, nous avons proposer une ontologie d’application dérivée d’une ontologie
générique.
• L’Annotation Sémantique Collaborative d’Images que nous proposons consiste à faire émerger la sémantique des
images à partir des sémantiques proposées par une communauté d’annotateurs.
• La Recherche Sémantique d’Images permet de rechercher les images avec les sémantiques fournies par l’annotation
sémantique collaborative. Elle est basée sur deux techniques: le clustering et la recommandation. Le clustering
permet de regrouper les images similaires à la requête d’utilisateur et la recommandation a pour objectif de
proposer des sémantiques aux utilisateurs en se basant sur leurs profils statiques et dynamiques. Elle est composée
de trois étapes à savoir: la formation de la communauté des utilisateurs, l’acquisition des profils d’utilisateurs et la
classification des profils d’utilisateurs avec l’algèbre de Galois.
Des expérimentations ont été menées pour valider les différentes approches proposées dans ce travail.
Mots-clés : Annotation, collaboration, Images, Recommandations, Annotateurs, Sémantique, Émergence, Onto-
logie
