Keywords: information processing, computational biology, theoretical models, neurophysiology, functional 23 neuroimaging 24 25 Abstract 27 Every stimulus or task activates multiple areas in the mammalian cortex. These distributed activations can be 28 measured with functional magnetic resonance imaging (fMRI), which has the best spatial resolution among 29 the non-invasive brain imaging methods. Unfortunately, the relation between the fMRI activations and 30 distributed cortical processing has remained unclear, both because the coupling between neural and fMRI 31 activations has remained poorly understood and because fMRI voxels are too large to directly sense the 32 local neural events. To get an idea of the local processing given the macroscopic data, we need models to 33 simulate the neural activity and to provide output that can be compared to fMRI data. 34
Figure 1 about here 88
We first look into existing literature linking simulations with fMRI data at different levels of description. To aid 89 transition from the global network approach to higher resolution biomimetic networks, we then review recent 90 evidence for the linkage between glutamate release and the BOLD signal. We also consider the input-output 91 relation of biological neurons, suggesting that dendrites retune the glutamate signals, which may partly 92 explain the discrepancies between BOLD and spiking responses. Finally, we draw a blueprint for bridging the 93 gap between neural models and fMRI experiments, concluding with a case study on primary visual cortex, to 94 qualitatively illustrate some of the discussed issues. In this article, we prefer to use the concept of data 95 processing, instead of information processing, because neurons do not receive only structured information 96 but many types of input, including noise. 97 98 Biomimetic modeling requires balancing between modeling power and model 99 complexity 100 Below, we divide biomimetic neural models into three categories according to the size of the computational 101 unit. Macroscopic models comprise computational nodes approximately corresponding to functional areas, 102 with typically less than a hundred computational neural units covering the whole brain. Mesoscopic models 103 5 parcel functional or anatomical areas into explicit neuron-like subunits, and comprise from hundreds to 104 hundreds of thousands of computational units. Detailed models try to include as many details as possible 105 from the real life networks, and no single model of this type has yet tried to simulate any full-size mammalian 106 cortex. 107
Biomimetic fMRI simulation is different from the more traditional conceptual, neurovascular and functional 108 modeling (Fig 2) . Conceptual modeling (e.g. in (Goodale and Westwood for the temporal variations in cerebral blood volume, whose increase non-linearly attenuates the positive 119 BOLD signal. However, they contain no explicit model of neural function, and provide no access to neural or 120 network level parameters. These models are commonly applied in conjunction with the temporal design of 121 the experiment, to estimate BOLD signal changes related to a task or stimulus. 122
In one form of functional modelling, referred to as computational fMRI by Friston and Dolan (2010), the brain 123 response to sensory input or cognitive task is associated with mathematical modelling. These formulations 124 contain hidden variables which are either directly predicting the BOLD response without fitting, or are fitted to 125 the relative strength of BOLD response. Such computational models can provide insight into particular brain viewed as another family of functional models. The functional models cannot simulate systems that were not 132 targeted in the first place, and thus are hard to generalize outside their scope. 133
The most widely used biomimetic BOLD models have targeted macroscopic networks, and in particular the 134 connectivity between discrete nodes. They typically assume a set of active nodes, which correspond 135 approximately to functional areas in the brain, as well as particular connectivity between the nodes. The 136 BOLD data comes from a cluster of fMRI voxels whose activation is averaged, increasing the signal-to-noise 137 ratio. 138
The most prominent macroscopic network model is Dynamic Causal Modeling (DCM, (Friston et al. 2003), 139 where fMRI time series are extracted from regions of interest, and explicit hypotheses of causal interactions 140 are tested between the time series from those regions. However, the need for an explicit hypothesis is a 141 significant limitation because the direction of interaction, connectivity or even areas involved in a particular 142 task may be difficult to predict. Later development of DCM allowed for competition between few candidate 143 causal interaction models, which were tested with Bayesian inference (Penny et al. 2004 MRI, matches the functional resting state connectivity. They found that whereas structural connectivity 159 predicted functional connectivity, the functional data was a poor predictor of the structural connectivity. In 160 particular, some areas with no measured structural connectivity showed strong functional connectivity. The 161 same approach was replicated in a network simulation exploring impact of lesions in network connectivity 162 (Alstott et al. 2009 ). Lesions close to cortical midline, frontal cortex and the temporoparietal junction were 163 most disruptive. Instead, lesions close to primary sensory cortices seemed to have mainly local effects. 164
Interestingly, lesions could induce a decrease or increase of connectivity in seemingly unrelated parts of the 165 network, suggesting that analysis of the clinical consequences of cortical lesion might benefit from such 166 modelling in the future. The second unanswered question is that if we want to understand how cerebral cortex processes data, we 200 need to have a model capable of similar data processing. While the models described above have many 201 ingredients of physiology, none of them yet replicates cerebral functions in detail, nor has shown (or even 202 aimed to show) any general purpose cortex-like data processing capabilities. While it is possible to include 203 large amounts of details in a simulation (Traub et al. 2005) , with concomitant increasing needs in computing 204 power (Migliore et al. 2006) , it is apparent that this approach provides limited benefits. We gain little by 205 attempting to construct a model with maximally detailed biological realism, because we cannot yet efficiently 206 compute such a model at a large scale. In addition, we do not know all the details of the target system. Such 207 a model would thus have a large number of unknown parameters, affecting the model performance and 208 biasing our interpretation. Hence the second question becomes: which pieces of cortical structures and 209 functionality are essential for information processing, and how to efficiently capture them in a model? 210
We suggest that adding dendritic compartments to the mesoscopic models with discrete model neurons is a 211 necessary next step for answering both questions. a complementary view). The glutamate is sensed by the astrocytes, whose extensions touch local vascular 243 smooth muscle and mediate the neurovascular coupling. The fact that vascular response may be triggered 244 primarily by excitatory synaptic signalling is of importance for designing a successful computational model to 245 predict and interpret the BOLD signal. 246
Neural input tuning may be different from output tuning -consequences for modelling the BOLD 247
response 248
The core element of any network-level data processing model of the brain is the signal transfer function 249 within one neuron. In most computational models, this transfer function is a simple linear, nonlinear, or 250 thresholded function of the summed input (reviewed e.g. in (Rolls and Deco 2002) . However, recent data 251 suggests that the transfer function between neural input and output may be much more complex, and 252 actually relate to the structure of the neuron. Furthermore, inputs arriving to various parts of the dendritic tree 253 could be integrated quite differently. Constructing biomimetic neural networks to simulate BOLD signals 282 In the following, we will concentrate on outlining the building blocks for a mesoscopic model of cortical 283 functions. The same principle can be applied to more detailed or more abstract networks by increasing the 284 biological realism and detail, or by generalizing some features to more abstract representations of larger 285 units, respectively, 286
To simulate fMRI signals with a neural network, we need to implement a parallel experiment that can be 287 conducted with both fMRI and a modelled neural network in silico, with the same experimental design ( observed fMRI BOLD signals. We will next discuss each of these steps and use the visual cortex as a 294 representative and well characterized hierarchical data processing system to elucidate selections that could 295 be made at each stage. Finally, we will review an example on bridging spiking output of neurons and 296 measured BOLD signals in V1. 297 . 317 is the spiking current, which makes Eq. (1) unstable at membrane potentials close to the threshold V T . When 318 that threshold is crossed, spike generation is enabled. The slope factor Δ T determines the voltage 319 dependence of the spiking current. Conceptually, a spike is triggered at the time at which the voltage 320 equation diverges towards infinity, after which the membrane potential is instantly reset to a hyperpolarized 321 value , where it is clamped for a refractory period. Compared to the simple RC-circuit behaviour of the original 322 IF neuron, the spike-generating nonlinearity ψ(V) provides a better phenomenological description of the 323 membrane potential dynamics preceding the action potential. 324
While basic spiking models can reproduce selected properties of neuronal output reasonably well, they 325 generally consider a neuron as a single point-like isopotential compartment (i.e. without dendrites). These 326 basic models can be extended into circuits with a number of isopotential compartments, connected to each 327 other with resistances. This way, details of a neuron's morphology as well as spatially inhomogeneous 328 distributions of ion channels can be implemented to any degree of detail (models with various levels of detail 329 13 are compared e.g. by Herz et al. (2006) . In our example model, the computational efficiency was a key 330 limiting factor, and thus we chose to use only 6 compartments to model the cable properties of dendrites in 331 pyramidal cells at the expense of compromising detail of data processing within individual cells. 332
The network structure and synaptic interactions 333
The next step is to define a map of neural connections within the investigated region, were it the whole brain, 334 a defined hierarchical system, or a single area. These connections can be classified into two major types: i) 335
Connections between different types of neurons, such as inhibitory and excitatory ones. 
Network interactions 358
All excitatory interactions in neural network simulations need to be accompanied with inhibition, both to avoid 359 saturating the excitatory activation, and because inhibition apparently modulates all processing of the 360 network (Isaacson and Scanziani 2011). In addition, the brain network is very code efficient. In theory, to 361 reach maximal capacity in information transmission, the network should be composed of mutually 362 independent neurons, with similar response probability profiles (Shannon 1948) . Correspondingly, correlation 363 between neurons reduce information which is available in a neural network (reviewed in(Averbeck et al. 364
2006), and thus some kind of mechanism capable of modifying correlated firing would be justified. Such 365 mechanism can be implemented with a particular relation between excitation and inhibition (King et nature. The number of neurons is reduced in the model (e.g. in the reviewed example below it is about 377 74×10 3 ), and the structure of the system simplified, including only parts which are considered necessary to 378 replicate the modeled behavior. 379
Comparison between simulated neural network responses and fMRI signals 380
When comparing neural and BOLD signals, we need to acknowledge the limitations of the fMRI method. 381
These include larger measurement unit size than in invasive recordings, a low temporal resolution, and the 382 indirect hemodynamic signal with its non-linear association to neural activity. In addition, BOLD signal has no 383 absolute baseline, but is dependent both on the level of resting state activity and blood flow. These The detailed spatial distribution of the BOLD signal is strongly affected by the data acquisition sequence. 399
Most fMRI studies are conducted with gradient echo echo-planar imaging, which provides the best signal-to-400 noise ratio. Unfortunately, the strongest gradient-echo signal emerge not from the parenchyma or 401 microvasculature in the cortex, but from the cortical surface, which houses the superficial veins (Mandeville 402 and Marota 1999; Zhao et al. 2006) , as depicted in Figure 6 In our work we have discarded the temporal behaviour of fMRI data, and concentrate on the spatial 411 distribution of the data, after modeling the BOLD signal changes with standard methods. 412
Once in possession of both the simulated neural response and the BOLD signal, we can assess the 413 discrepancies between these outcomes, and adjust model parameters iteratively when necessary. Unlike the 414 16 neural field modelling, studied in, e.g., ( properties of BOLD and spike response stem from the differences between neuronal input and output. 446 Figure 7c shows the BOLD response to a wedge-shaped grating stimulus in area V1 of a representative 447 subject. There was moderate individual variability in the data, suggesting somewhat variable parameters 448 across subjects. After exhaustive search of V1-extrastriate as well as excitatory-inhibitory connection 449 strengths within V1, the model provided an excellent correspondence to the neural and fMRI data (Fig 7d) . 450 Importantly, the total error was significantly lower for the network with compartmental neurons than for the 451 one constructed from point-like neurons, in which the spread of the estimated BOLD signal was always 452 accompanied with spread of the spike response. In particular, it was not possible to retain spike-frequency 453 down-modulation close to stimulus representation, as the monkey data suggests, and simultaneously follow 454 the widely spread BOLD response modulation. 455
The simulation was applied to a stationary, fixed-shape grating stimulus. This was considered an ideal 456 contrast stimulus, and was represented by spike generators at cortical locations corresponding to the 457 primary retinotopic representation of the stimulus. Locations beyond this region were stimulated with much 458 lower rate. When applying more complex stimuli, such as natural images, they would first need to be 459 
