In this paper, we establish smoothness of moments of the solutions of discrete coagulation-diffusion systems. As key assumptions, we suppose that the coagulation coefficients grow at most sub-linearly and that the diffusion coefficients converge towards a strictly positive limit (those conditions also imply the existence of global weak solutions and the absence of gelation).
Introduction
In this paper we consider discrete coagulation systems with spatial diffusion. Coagulation models appear in a wide range of applications ranging from chemistry (e.g. the formation of polymers) over physics (aerosols, raindrops, smoke, sprays), astronomy (the formation of galaxies) to biology (haematology, animal grouping), see e.g. the surveys [9, 17, 7] and the references therein.
Following the pioneering works of Smoluchowski (see [22, 23] ), we shall denote by c i := c i (t, x) ∈ R + the concentration of polymers or clusters of mass/size i ∈ N * at time t and position x. Here, we consider a smooth bounded domain Ω of R N in which the clusters are confined via homogeneous Neumann conditions (in applications, we of course have N ≤ 3). Moreover, for any positive time T , we denote by Ω T the set [0, T ] × Ω.
We assume that the concentrations c i satisfy the following infinite (for all i ∈ N * := N\{0}) set of reaction-diffusion equations with homogeneous Neumann boundary conditions:
on Ω,
where d i > 0 are strictly positive diffusion coefficients, ν(x) denotes the outward unit normal vector at point x ∈ ∂Ω and c in i are given initial data, which are typically assumed nonnegative.
The coagulation terms Q i (c) depend on the whole sequence of concentrations c = (c i ) i∈N * and can be written as the difference between a gain term Q 
Here, the nonnegative parameters a i,j represent the coagulation coefficients of clusters of size i merging with clusters of size j, which are symmetric: a i,j = a j,i . In this work, we consider the case in which the coagulation coefficients additionally satisfy the following asymptotic behaviour:
The conditions (3) are sufficient to provide the existence of global L 1 -weak solutions (with nonnegative concentrations) to system (1)-(2) (for which the below estimate (8) on the mass holds), when suitable nonnegative initial data are considered, see [16] .
Thanks to the symmetry assumption on the coagulation coefficients, we can write (at a formal level) the following weak formulation of the coagulation operator: For any testsequence (ϕ i ) i∈N * , we have
In the sequel, we shall systematically denote for any k ∈ R + by
the moment of order k of the sequence of concentrations (c i ) i∈N * and, similarly, the moment of order k of the initial concentrations by
By taking ϕ i = i in (4), we see that (still at a formal level) the conservation of the total mass contained in all clusters/polymers holds, that is,
It is a well-known phenomenon for coagulation models, called gelation, that the formal conservation of the total mass (7) will not hold for solutions of coagulation models with sufficiently growing coagulation coefficients a i,j (already for space homogeneous models): When approximating the first order moment ρ 1 (t, x) as the cut-off limit lim K→∞ ∞ i=1 min{i, K}c i , then the weak formulation (4) for the test-sequence ϕ i = min{i, K} shows that the map t → ∞ i=1 min{i, K}c i is non-increasing in time, and Fatou's lemma only implies that the total mass is non-increasing in time (for space homogeneous and space inhomogeneous coagulation with homogeneous Neumann boundary conditions models alike). The conservation law (7) can become a strict inequality for solutions of (1) with sufficiently growing coagulation coefficients, but we still get a natural uniform-in-time bound in L ∞ (R + ; L 1 (Ω)) of the total mass ρ 1 , namely
A standard way to prove the existence of weak solutions to system (1)- (2) satisfying (8) is to consider a sequence of truncated systems for which we can prove existence of smooth solutions. Then, using some compactness arguments, one extracts a solution of the limiting system (1)- (2), again see for instance [16] . In this work, for any n ∈ N * , we define c n = (c n 1 , . . . , c n n ) as the solution of the truncated problem:
where
This is now a finite system of reaction-diffusion equations with finite sums in the r.h.s, for which the existence and uniqueness of nonnegative, global and smooth solutions is classical (see for example Proposition 2.1 and Lemma 2.2 of [24] , or [6] ). Notice that for any sequence (ϕ i ) i∈N * , we have
so that we get (this time rigorously)
If we manage to extract a limit from (c n ), Fatou's Lemma then yields (8) for the limiting concentration.
Before proceeding further, let us introduce a precise definition of weak solution, following [16] .
• c i is a mild solution to the i-th equation in (1) , that is
and e diA1t is the C 0 -semigroup generated by
The following result, which is a direct application of [16, Theorem 3] , states that we can obtain weak solution of (1)-(2) from the truncated systems (9)- (10) . We also refer to [24] and [25] .
Let Ω be a smooth bounded domain of R N . Assume that the coagulation coefficients satisfy (3) and that all diffusion coefficients are strictly positive, i.e.
n n ) be the solution of the truncated system of size n (9)- (10) .
Then, there exists a sequence c = (c i ) i∈N * such that, up to extraction
and c is a weak solution to (1)-(2) in the sense of Definition 1.1.
Our first proposition states that if the diffusion rates of clusters of different sizes are sufficiently close to each others, the natural uniform L 1 -bound (8) can be extended to L p (with p > 1 depending on the closeness of the diffusion rates). To be more precise about this closeness hypothesis, let us first introduce Definition 1.3. For m > 0 and q ∈]1, +∞[, we define K m,q > 0 as the best (i.e. the smallest) constant independent of T > 0 in the parabolic regularity estimate
where v is the unique solution of the heat equation with constant diffusion coefficient m, homogeneous Neumann boundary conditions and zero initial data:
The existence of a such a constant K m,q < ∞ independent of the time T > 0 is explicitly stated in [15] provided that ∂Ω ∈ C 2+α , α > 0.
Next, we present the 
Then, provided that for the Hölder conjugate p ′ of p holds the condition
there exists a weak solution of the coagulation system (1)- (2) such that the mass ρ 1 lies in L p (Ω T ) for any finite time T > 0.
Remark 1.5. Note that the above estimate was already proven in [3] in the particular case p = 2, even without assuming (13) . In fact, the Hilbert space case p = 2 allows to prove the explicit bound K m,2 ≤ 1 (see Lemma 4.3) , which leads to
and hypothesis (13) is automatically satisfied for p = 2 for all 0 < δ ≤ D < ∞ and T > 0 (hence its absence in [3] ). Note that this global L 2 -bound together with assumptions (3) also ensures that no gelation can occur, so that the conservation law (7) rigorously holds for any weak solution, see [3] .
Moreover, the strict inequality in (14) has been further exploited in [4] by proving a continuous upper bound of the best constant K m,p ′ on p ′ ≤ 2. Therefore, for all 0 < δ ≤ D < ∞, there exists a sufficiently small 0 < ε = ε(δ, D) ≪ 1 such that (14) can be slightly improved to
, and this allows to prove a correspondingly improved a priori estimate in L 2+ε (Ω T ). Proposition 1.4 can be improved in the case when the diffusion coefficients (d i ) i∈N * constitute a sequence converging towards a strictly positive limit. Note that such an assumption is not so far from the assumption that the sequence (d i ) i∈N * is bounded above and below (by a strictly positive constant), which is used in Proposition 1.4 (or also in [3] ), since one expects on physical grounds that the sequence (d i ) i∈N * is decreasing; that is, that larger clusters diffuse less. Under this assumption and provided that the coagulation coefficients are strictly sublinear (see the precise assumption in Proposition 1.6 below) we can show that L p norms of moments ρ k are propagated for any k ∈ N * , p ∈]1, ∞[.
Let Ω be a smooth bounded domain of R N . Assume that the coagulation coefficients satisfy for a constant C > 0 and all
and that (d i ) i∈N is a sequence of strictly positive real numbers which converges toward a strictly positive limit. Assume that (for some k ∈ N * ) the initial moment ρ Remark 1.7. Notice that hypothesis (15) on the coagulation coefficients implies the assumption (3), which in return yields existence of global weak solutions. In the existing literature, sublinear assumptions on the coagulation coefficients are often found under the form:
Our motive for using assumption (15) rather than assumption (16) is mainly that it allows for slightly shorter computations, without any loss of generality since (16) implies (15) with γ = α + β. Finally, we point out that Proposition 1.6 could be extended to the case where a finite number of diffusion coefficients d i are equal to 0 (see Remark 3.7).
Results in the same spirit about propagation of moments have been obtained recently in [20] and [21] , where the system (1)- (2) and its continuous counterpart are studied on the whole space R N . Assuming (12) and a finite total increase of variation for (d i ), together with a control on the growth of the coagulation coefficients (also involving the diffusion rates) such as
and the finiteness of some of the initial moments (in different norms), bounds are obtained which look like
where l depends on the degree of the initial moments assumed to be finite.
The statement of our result is therefore close to that of [21] (our requirement on the diffusion rate is however more stringent), but the proof is completly different, so that the exact conditions required on initial data are also different. Note that the limit case a i,j = i+j is still open (absence of gelation for this coagulation coefficient is conjectured in general, but is proven only when there is no diffusion).
Although in the present work, L p estimates for moments are only shown for p < ∞ (whereas p = ∞ can be obtained in [21] ), the use of parabolic inequalities for the heat equation enables to recover this case (and also higher order derivatives).
Indeed, the estimates obtained in Proposition 1.6 can be improved if the initial data are assumed to be smooth enough. This leads to our main Theorem, namely: Theorem 1.8. Let Ω be a smooth bounded domain of R N . Assume that the coagulation coefficients satisfy (15) and that (d i ) i∈N is a sequence of strictly positive real numbers which converges toward a strictly positive limit.
Assume that the initial data c in i ≥ 0 are of class C ∞ (Ω), compatible with the boundary conditions, and that for all k ∈ N * the initial moments ρ in k are of class C ∞ (Ω). Then, there exist a unique smooth solution to (1)-(2) such that each (c i ) is nonnegative, of class C ∞ (Ω T ) for any finite time T > 0, and such that the moments ρ k are also of class
Remark 1.9. The C ∞ regularity down to time 0 requires of course the C ∞ hypothesis on the initial data. However, it can be seen in the various steps of the proof (see Section 4) that propagation of regularity in intermediate Sobolev spaces holds under suitable (less stringent) assumptions on the initial data.
Since each c i is solution of a heat equation subject to a r.h.s. that can be controlled once all moments are bounded in L p (Ω T ), p < +∞, we can in fact show the creation of regularity for strictly positive times. For example, under the assumption that ρ in k ∈ L p (Ω) for all p < +∞ and all k ∈ N * , we can prove that the concentrations c i are of class C ∞ (]0, T ] ×Ω). Also, as will be made clear in Section 4, C ∞ regularity is not needed to ensure uniqueness. As shown in [12] , uniqueness holds as soon as ρ 2 ∈ L ∞ , so that starting from initial data leading to an estimate for ρ 2 in a Sobolev space embedded in L ∞ , uniqueness can already be obtained.
Finally, we point out that assumption (15) is not far from optimal, since it is known that gelation can occur as soon as a i,j = i α j β + i β j α with α + β > 1 (see [10] ) and gelation is not compatible with the conclusion of Proposition 1.6 or Theorem 1.8.
Our paper is organized as follows. In Section 2, we recall some lemmas existing in the literature and called duality lemmas. We also introduce modified versions of those lemmas, that are later used in Section 3 to prove the propagation of moments in L p (Ω T ), p < +∞ (Propositions 1.4 and 1.6). In Section 4, we extend these results to prove C ∞ regularity for the concentrations and the moments (Theorem 1.8). Finally, a short Appendix is devoted to technical lemmas which are useful to make the proof of some duality lemmas rigorous.
Duality estimates
We start by recalling some a priori estimates based on duality arguments from [4] . These estimates are key ingredients of the present work. In this section, functions said to be weak solutions ought to be understood as solutions of the equation obtained by multiplying by a test function and integrating by parts. Remember also that K m,q is defined in Definition 
then, there exist constants C 0 > 0 and C > 0 (depending on Ω, a, b, q, T ) such that for any f ∈ L q (Ω), the (unique, weak) solution v of the backward parabolic system with L
is not explicitly mentioned in Lemma 2.2 of [4] , but is a direct consequence of its proof, in particular of the estimates
, which are explicitly mentioned there.
Remark 2.3. The fact that the above mentioned function v exists (and is unique) is (in particular for q < 2) not obvious because M is not assumed to be continuous (or at least VMO). In the Appendix (Proposition 4.2), we give a proof of the existence and uniqueness of v for the sake of completeness.
Lemma 2.1 is used to prove the following duality lemma, which is Proposition 1.1 of [4] .
Proposition 2.4. Let Ω be a smooth bounded subset of R N and consider a function
then, there exists a constant C > 0 (depending on Ω, a, b, p, T ) such that for any u 0 ∈ L p (Ω), any weak solution u of the parabolic system (in divergence form)
In the sequel we will need a generalized version of Proposition 2.4, which is an adaptation of Theorem 3.1 in [8] (where only the case p = 2 is treated).
then, there exists a constant
belongs to L p (Ω T ), with the estimate:
Proof. Let ϕ be a nonnegative smooth function on Ω T and v be the (unique, weak) solution (cf. Prop. 4.2) of the dual problem
Notice that the functionṽ defined byṽ(t) = v(T − t) satisfies a standard, forward in time, reaction-diffusion equation
which ensure thatṽ, and therefore v, are nonnegative. Multiplying (19) by the solution v of the dual problem and integrating on Ω T , we end up with
Moreover, the rescaled function w = e µ1t v satisfies
Thus, provided that hypothesis (18) is satisfied, we can apply Lemma 2.1 to w and get (after noticing that |v| ≤ |w|)
where the term e µ1T is absorbed in the constants. Returning to (20) , we finally obtain
for all nonnegative smooth functions ϕ, and the statement of Proposition 2.5 follows by duality.
We finish this section with another variant of the duality lemma, in which L p r.h.s. can be treated. 
Then, there exists a constant C (depending on Ω, a, b, p, ε, T ) such that for any u 0 ∈ L p (Ω), and any nonnegative u ∈ L p (Ω T ) satisfying (weakly)
the following estimate holds:
Remark 2.7. We stress the fact that Proposition 2.6 above requires a priori that the function u lies in L p (Ω T ). As a consequence, we shall not be able to directly apply this result to weak solutions of (1)-(2), but only to solutions of an approximate (truncated) system (such as (10)), for which we have a priori regularity estimates.
Proof. We consider v the solution (whose existence and uniqueness is once again given by Proposition 4.2 of the Appendix) of the dual problem
Again multiplying (22) by v and integrating on Ω T , we end up with
Moreover thanks to (21), we can apply Lemma 2.1 to the above dual problem and get that
Next, returning to (23), we can bound each term of the r.h.s. using several times Young's inequality (sometimes using a parameter η > 0): For the first term, we get
while for the second one,
and finally for the last one,
Putting everything together, we end up with
and by taking η > 0 small enough, we get the announced estimate.
Propagation of moments in L p norms
This Section is devoted to the proof of propagation in L p (Ω T ) (p < +∞) of moments ρ k . We begin with Proposition 1.4 and the propagation of the total mass ρ 1 , when the closeness hypothesis (13) on the diffusion coefficients is satisfied.
Proof of Proposition 1.4. For n ∈ N * , we consider the solution c n = (c n 1 , . . . , c n n ) of (9)-(10), for which the existence and uniqueness of nonnegative, global and smooth solutions is classical (see for example Proposition 2.1 and Lemma 2.2 of [24] , or [6] ). Summing up the equations (9) for each i, we get
which rewrites, when
, where C does not depend on n. By Proposition 1.2 (or respectively [16, Theorem 3]), we get a weak solution c = (c i ) i∈N * of (1)- (2) defined by (up to extraction)
and thanks to Fatou's Lemma, we see that
. Remark 3.1. In fact Proposition 1.4 would be valid for any weak solution to (1)-(2) such that
Indeed, one can then prove that
holds weakly, and one can then directly apply Proposition 2.4 to (24).
The proof of Proposition 1.6 is a bit more involved but still based on the same idea. The outline of the proof is the following: First, we get L ∞ (Ω T ) bounds for each concentration c i and for any finite time T . Thus, it is sufficient to prove propagation in L p spaces for tail moments, in which we only consider concentrations c i for i larger than some index I. Because we assumed that the d i converge (when i → ∞) towards a strictly positive real number, the closeness hypothesis (13) will always be satisfied for the coefficients (d i ) i≥I when I is large enough. This allows us to use a similar argument as in Proposition 1.4 to prove the propagation in L p (Ω T ) of the mass and then of all higher order moments.
Proof of Proposition 1.6. As for Proposition 1.4, the rigorous way to prove Proposition 1.6 is to get all the needed estimates on the solutions of the truncated problems (9)-(10) and then pass to the limit (when n → ∞). However for a clearer exposition of the different arguments, we first derive (sometimes formally) estimates on the whole system (1)-(2) and then explain how to pass to the limit in the corresponding estimates on the truncated system. We begin with Lemma 3.2. Let Ω be a smooth bounded domain of R N . Assume that the coagulation coefficients satisfy (3) and that d i > 0 for all i ∈ N * . Assume also that each c
We consider a global weak nonnegative solution of (1)-(2) (nonnegative meaning here that c i ≥ 0 for all i ∈ N * ). Then, the concentration c i lies in L ∞ (Ω T ) for each integer i ∈ N * and any positive time T > 0.
(c) = 0, the maximum principle for the heat equation yields that c 1 ∈ L ∞ (Ω T ). Then, we observe that for all i ≥ 2,
Since the coagulation gain term Q The proof of Lemma 3.2 shows sufficient conditions under which each c i is bounded on Ω T , but explicit bounds computed in this way would grow very fast with i. Thus, there is little hope of obtaining a result on ρ 1 by directly using this method. However, the knowledge that any finite truncation of ρ 1 lies in L ∞ (Ω T ) enables us to prove another result of propagation of L p norms for the mass ρ 1 , where the assumption (13) is removed and replaced by the assumption of convergence of the diffusion coefficients d i towards a strictly positive limit. Since (d i ) converges toward a positive limit, there exist a positive integer I for all p
We then consider
Note that thanks to Lemma 3.2, it is enough to prove that ρ I 1 ∈ L p (Ω T ) in order to conclude the proof of Lemma 3.3. We therefore compute (remember that a i,j = a j,i )
Next, by using assumption (15) , and more precisely that
Thus, we obtain 
and we can conclude using Proposition 2.5.
Remark 3.4. Note that aside from symmetry, the above proof only requires the estimate a i,j ≤ C i j, which is a much weaker restriction on the coagulation coefficients than the "sublinear" assumption (15). However, "strictly superlinear" coagulation is known to produce gelation already in the spatially homogeneous case. Nonetheless, it is known for the homogeneous case that adding sufficiently strong fragmentation in the model can prevent gelation even with "superlinear" coagulation. Similar results in presence of diffusion, together with generalisations of some results of this paper to models including fragmentation will be discussed in [2] .
Continuation of the proof of Proposition 1.6. We shall now prove the propagation of L p , (p < +∞) regularity for moments of higher order. This is done still under the assumption that the diffusion coefficients d i converge towards a strictly positive limit.
We first introduce
The proof of propagation for moments of higher order involves the a priori estimate established in Proposition 2.6. Therefore the results of Proposition 1.6 (for k > 1) only apply to such solutions, which are constructed as a limit of solutions of a truncated system. For a clearer exposition of the proof, we first perform the computations formally and then show afterwards how to conclude rigorously through the use of the truncated systems (9)- (10) .
We proceed by induction and assume that (for some integer k), ρ l ∈ L p (Ω T ), for all p < +∞ and every l ≤ k − 1. Note that Lemma 3.3 ensures that the induction hypothesis holds for k = 2. For any I ∈ N * (using (15)), we have
In the special case k = 2, this yields (using γ ≤ 1)
Moreover, we can split the moment of order 1 + γ between a finite part that we already control and a tail, and then bound the latter using Hölder's inequality:
Therefore, we end up with
and the last term in the r.h.s. of (27) lies in L p (Ω T ) for every p < +∞ thanks to Lemma 3.2 and Lemma 3.3. Thus, taking I large enough, inequality (27) and Proposition 2.6 formally yield a (computable) bound for ρ I 2 (and therefore ρ 2 ) in L p (Ω T ), for all p < +∞.
Next, returning to the general case of moments of order k > 2, we estimate (26) as
where we used γ ≤ 1. Again, we can split the moment of order k − 1 + γ between a finite part that we already control and a tail, and then bound the latter using Hölder's inequality:
and the last two terms in the r.h.s. of (28) lie in L p (Ω T ) for every p < +∞ thanks to Lemma 3.2, Lemma 3.3 and the induction hypothesis. Thus, taking I large enough, inequality (28) and Proposition 2.6 would yield a (computable) bound for ρ
, for all p < +∞, except that Proposition 2.6 also requires to a priori know that ρ I k ∈ L p (Ω T ), which is not the case at this point.
In order to make the proof rigorous, we need to apply Proposition 2.6 to smooth solutions obtained by truncating the original system. Therefore, for an integer n > I, we consider c n = (c n i , . . . , c n n ) the solution of (9)-(10) and define
We then perform the same computations as previously, taking into account the truncation in the coagulation kernel (10) . We get for the second order moment (and n > I)
1+ε + 4Cρ
1 , where ε = 1 − γ > 0 and A n 1 and B n,I 1 only depend on the approximating first order moment ρ n 1 and on a finite number of approximate concentrations c n i , for i < I. Since this time we know that ρ n,I 2 ∈ L p (Ω T ), we can apply Proposition 2.6 and get the estimate
where the constant C does not depend on n. In order to complete the proof, we still have to show that A n 1 and B n,I 1 can be bounded in L p norms uniformly-in-n. Prior to that, we consider also the approximation of any general moments of order k > 2. By estimating as in the computation leading to (28), we obtain for the truncated moments of order k > 2 k ∈ L p (Ω T ), we can again apply Proposition 2.6 and estimate
where the constant C does not depend on n. So we again have to prove that A is uniformly-in-n bounded in L ∞ (Ω T )), we get that ρ n,I 1 (and also ρ n 1 ) is uniformly-in-n bounded in any L p norm, p < +∞, thanks to Lemma 3.3 and Proposition 2.5 (one just needs to repeat the computations in the proof of Lemma 3.3 with ρ n,I 1 a bit the hypothesis, but to apply the above proof we still need to assume that initial moment of lower order ρ in l , l < k, are in some space L q (Ω) with q > p depending of the magnitude of the coagulation. For instance, if we want to get for some fixed p that ρ 2 ∈ L p (Ω T ) with the method of Proposition 1.6, we need to assume that ρ 
Propagation of Sobolev norms for moments
In this Section, we show how the results of Proposition 1.6 can be improved in order to get higher regularity as stated in Theorem 1.8. We also explain how the obtained regularity in fact implies uniqueness.
Proof of Theorem 1.8. We consider a solution provided by Proposition 1.6, for which we already know that we have propagation of moments in L p spaces. Remembering (1), we want to use the properties of the heat equation to get additional regularity, and to do so we first need to estimate the coagulation term. This is the content of the following lemma.
Lemma 4.1. Let Ω be a smooth bounded domain of R N and s ∈ N. Assume that (c i ) i∈N * is a sequence of positive functions defined on Ω T such that
Then, assuming (2) and (15), the following estimates hold:
Proof. Remembering (2) and using the sublinearity of the coagulation coefficients (15)
We now use the algebra property of p<+∞ W s,p (Ω T ). More precisely, by combining CauchySchwarz's inequality and Leibnitz's formula, the following estimate holds:
where C(s) is a constant depending only on s. Therefore,
Using (31), we get
where C(s, p, k) depends on the quantities sup j≥1 j l c j W s,2p (ΩT ) for l ∈ N, but not on i. We then show that (for any k ∈ N)
Indeed, by symmetry, we know that (denoting by [m] the integer part of m)
This implies that sup
and Lemma 4.1 is proven.
Continuation of the proof of Theorem 1.8. Now, we can show that under the hypothesis of Theorem 1.8, the concentrations (c i ) considered in Proposition 1.6 satisfy
We shall prove (33) by induction on s. The case s = 0 is a direct consequence of Proposition 1.6. Then, if for some s ∈ N,
we see that Lemma 4.1 yields the estimate
Remembering that i k c i satisfies
on Ω, and using the regularising properties of the heat equation (they can be used uniformly w.r.t. i since the diffusion rates d i are bounded above and below by strictly positive constants), we get the estimate
This concludes the proof of (33). Notice that we also get W s,p estimates for polynomial moments of any order, because
The C ∞ regularity announced in Theorem 1.8 is now a straightforward consequence of Sobolev embeddings (note that while Ω is assumed to be smooth, Ω T = Ω×]0, T [ will be only of Lipschitz regularity, but this is enough to apply the required Sobolev embeddings (see for instance [1] )). The uniqueness of such a smooth solution is given by a straightforward extension of [12, Theorem 1.4 ] to the case of bounded smooth domains with Neumann boundary conditions (the uniqueness Theorem of [12] is stated when the spatial domain is R N ), where it is proven that there cannot exist more than one weak solution to (1)-(2) satisfying ρ 2 ∈ L ∞ (Ω T ), as soon as the coagulation coefficients satisfy a i,j ≤ Cij, which is implied by (15) .
Note that with the change of time variable τ = T − t, the above dual problem becomes a forward heat equation with homogeneous initial data:
In the case of parabolic equations in divergence form, i.e. when
it is well known that the strict ellipticity property
guarantees the existence of weak solutions even if A is only in L ∞ , see e.g. [14] . However, we are here interested in parabolic equations in non-divergence form, i.e.
and we recall that when A(t, x) = (a i,j (t, x)) i,j is not smooth, the two formulations (35) and (36) are not equivalent. Unfortunately, the existence theory for parabolic equations with discontinuous coefficients is much less developed in the non-divergence case (36) than in the divergence case (35), and some additional assumptions on A (that is, stronger than strict ellipticity) are needed.
One class of available results for parabolic equations in non-divergence form assumes coefficients which are VMO in at least sufficiently many of the time/space variables, see e.g. [13, 11] for references which consider f ∈ L q (Ω T ) with 1 < q < 2. In [18] , equation (36) is treated as a perturbation of the standard heat equation
and existence of a unique weak solution is then proven under the so called Cordes condition 1≤i,j≤N a 2 i,j + 1
which in some sense measures how far A is from the identity matrix and explicitly involves the dimension N . The equation appearing in (34) is less general than the one treated in [18] , since we only consider matrices A of the form a i,j (t, x) = δ i,j M (t, x), but unfortunately assumption (37) may not be satisfied. We can however adapt the techniques of [18] to get a proof of existence (and uniqueness) under our assumptions on M . The main idea consists in considering ∂ t − M ∆ x as a perturbation of ∂ t − m ∆ x (instead of ∂ t − ∆ x ), where m can be seen as a mean value of M . This is the content of the following: 
Proof. We first rewrite the equation as a perturbation of a heat equation with constant diffusion coefficient:
where m = a+b 2 . Then we introduce the space
and the operator F defined on Z q , which associates to each v ∈ Z q the unique solution We now show that F is a contraction on Z q , · Z q m , which will yield the existence of a unique fixed point by the contraction mapping Theorem. For any v, w ∈ Z q , we have
so that remembering Definition 1.3,
Thus, thanks to m = a+b 2 and assumption (17), F is a contraction. Note that in the Hilbert space case q = 2, it is easily possible (see e.g. [19] ) to obtain an explicit bound on K m,2 , namely K m,2 ≤ 1, which shows that assumption (17) is always satisfied for q = 2 (and hence for q sufficiently close to 2, see Remark 1.5). This is the content of the following Lemma 4.3. For all m > 0, we have K m,2 ≤ 1, see e.g. [19] . We now show that ΩT ∂ t v ∆ x v ≤ 0. Integrating by parts and using the Neumann boundary conditions and the homogeneous initial data, we see indeed that
Therefore, we obtain
so that K m,2 ≤ 1.
