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The paper treats several aspects of the truncated matricial [α, β]-Hausdorff
type moment problems. It is shown that each [α, β]-Hausdorff moment se-
quence has a particular intrinsic structure. More precisely, each element of
this sequence varies within a closed bounded matricial interval. The case
that the corresponding moment coincides with one of the endpoints of the
interval plays a particular important role. This leads to distinguished molec-
ular solutions of the truncated matricial [α, β]-Hausdorff moment problem,
which satisfy some extremality properties. The proofs are mainly of algebraic
character. The use of the parallel sum of matrices is an essential tool in the
proofs.
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1. Introduction
The starting point of this paper was a question connected to matricial versions of the
truncated power moment problem on a compact interval [α, β] of the real axis. In joint
work with A. E. Choque Rivero and Yu. M. Dyukarev (see [8, 9]), the first and second
authors could extend the characterizations of solvability of this moment problem, which
were given in the scalar case by M. G. Krein [26] (see also Krein/Nudelman [27, Ch. III])
to the matrix case. In the case that q ∈ N, n ∈ N, and (sj)2n−1j=0 is a sequence of com-
plex q × q matrices for which the moment problem in question is solvable, in their joint
paper [13] with Yu. M. Dyukarev the authors constructed a concrete molecular solution
(,i. e., a discrete non-negative Hermitian q × q measure concentrated on finitely many
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points of the interval [α, β]) of the moment problem. The motivation for this paper
was to find an explicit molecular solution for the case of a given sequence (sj)2nj=0 of
prescribed moments. A closer look at our method used in [13] shows that the realization
of our aim can be reached by a thorough study of the structure of finite [α, β]-Hausdorff
non-negative definite sequences of complex q × q matrices (see Definition 4.2). The
key information comes from Theorem 4.10, which says that if m ∈ N and if (sj)mj=0
is an [α, β]-Hausdorff non-negative definite sequence, then we can always find a com-
plex q × q matrix sm+1 such that the sequence (sj)m+1j=0 is [α, β]-Hausdorff non-negative
definite. We are even able to describe all complex q × q matrices sm+1 which can be
chosen to realize this aim. More precisely, the set of all these matrices sm+1 turns out
to be a closed matricial interval of complex q × q matrices. As well the left and right
endpoint as the midpoint of this interval play (as clearly expected) a distinguished role
(see Section 10). The main part of this paper is concerned with the investigation of the
structure of [α, β]-Hausdorff non-negative definite sequences of complex q × q matrices
and the study of the above mentioned extension problem for such sequences. These
results lead us to interesting new insights concerning a whole family of particular molec-
ular solutions of the matrix version of the truncated [α, β]-Hausdorff moment problem.
In particular, we guess that the choice of the endpoints of the interval exactly leads to
those extremal molecular solutions which were studied by M. G. Krein [26] (see also
Krein/Nudelman [27, Ch. III, §5]). M. G. Krein found them via the lower and upper
principal representation of the given moment sequence (see Section 12).
A more careful view shows that the situation is in some sense similar as in the case of
non-negative definite sequences from Cq×q (see [16]) or p× q Schur sequences (see [17]).
If n ∈ N and if (Cj)nj=0 is a sequence of one of the just mentioned types, then, for
each m ∈ {1, 2, . . . , n}, the matrix Cm belongs to a matrix ball the parameters of which
depend on the sequence (Cj)
m−1
j=0 . Having in mind the geometry of a matrix ball, we see
that there are two types of distinguished points, namely the center of the matrix ball
at the one hand and its boundary points on the other hand. The q × q non-negative
definite sequences or p× q Schur sequences which are starting from some index consist
only of the centers of the matrix balls in question occupy an extremal position in the set
of all sequences of the considered types. Similar things can be said about those sequences
which contain an element of the boundary of the relevant matrix ball. A similar situation
will be met for [α, β]-Hausdorff non-negative definite sequences. This will be discussed
in detail in Section 10.
The study of moment spaces was initiated by C. Carathéodory [4,5] in the context of
the trigonometric moment problem. The approach of Carathéodory was based on the
theory of convexity. O. Toeplitz [34] observed that the results of Carathéodory can be
reformulated in terms of non-negative Hermitian Toeplitz matrices. This view was then
generally accepted and is also the basis for the approach in the matrix case in [16,17].
In the study of the moment space connected with the [α, β]-Hausdorff moment prob-
lem, the theory of convexity played an important role from the very beginning. These
developments were strongly influenced by M. G. Krein’s landmark paper [26], which
essentially determined the further direction of research reflected in the monographs Kar-
lin/Shapley [23], Karlin/Studden [24], and Krein/Nudelman [27]. It should be mentioned
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that Skibinsky [31, 32] considered probability measures on [0, 1] and observed that the
(n+1)-th moment of such measures can vary within a closed bounded interval of the real
axis. The work of Skibinsky was also an important source of inspiration for the theory
of canonical moments, which was worked out by Dette/Studden [10]
2. On the matrix version of the truncated [α, β]-Hausdorff
moment problem
In order to formulate the moment problem, we are going to study, we first give some
notation. Let C, R, N0, and N be the set of all complex numbers, the set of all real
numbers, the set of all non-negative integers, and the set of all positive integers, resp.
For every choice of κ, τ ∈ R ∪ {−∞,∞}, let Zκ,τ be the set of all integers ℓ for which
κ ≤ ℓ ≤ τ holds. Throughout this paper, let p and q be positive integers. If X is a
non-empty set, then X p×q stands for the set of all p× q matrices each entry of which
belongs to X , and X p is short for X p×1. We will write Cq×qH , Cq×q≥ , and Cq×q> for the set
of all Hermitian complex q × q matrices, the set of all non-negative Hermitian complex
q × q matrices, and the set of all positive Hermitian complex q × q matrices, resp. If
A and B are complex q × q matrices, then A ≥ B or B ≤ A (resp. A > B or B < A)
means that A and B are Hermitian and A−B is non-negative Hermitian (resp. positive
Hermitian).
Let (Ω,A) be a measurable space. Each countably additive mapping whose domain
is A and whose values belong to Cq×q≥ is called a non-negative Hermitian q × q measure
on (Ω,A). For the integration theory with respect to non-negative Hermitian measures,
we refer to Kats [25] and Rosenberg [30]. If µ = [µjk]
q
j,k=1 is a non-negative Hermi-
tian measure on (Ω,A), then each entry function µjk is a complex measure on (Ω,A).
In particular, µ11, µ22, . . . , µqq are finite non-negative real-valued measures. For each
H ∈ Cq×q≥ , the inequality H ≤ (trH)Iq holds true. Hence, each entry function µjk is ab-
solutely continuous with respect to the so-called trace measure τ :=
∑q
j=1 µjj of µ, i. e.,
for each M ∈ A which satisfies τ(M) = 0, it follows µ(M) = 0q×q. The Radon-Nikodym
derivatives dµjk/dτ are thus well defined up to sets of zero τ -measure. Obviously, the
matrix-valued function µ′τ := [dµjk/dτ ]
q
j,k=1 is A-measurable and integrable with respect
to τ . The matrix-valued function µ′τ is said to be the trace derivative of µ. If ν is a non-
negative real-valued measure on A, then let the class of all A-measurable p× q matrix-
valued functions Φ = [φjk]j=1,...,p
k=1,...,q
on Ω such that each φjk is integrable with respect to ν
be denoted by [L1(Ω,A, ν;C)]p×q. An ordered pair (Φ,Ψ) consisting of an A-measurable
p× q matrix-valued function Φ on Ω and an A-measurable r × q matrix-valued function
Ψ on Ω is said to be integrable with respect to a non-negative Hermitian measure µ on
(Ω,A) if Φµ′τΨ∗ belongs to [L1(Ω,A, τ ;C)]p×r, where τ is the trace measure of µ. In this
case, the integral of (Φ,Ψ) with respect to µ is defined by∫
Ω
ΦdµΨ∗ :=
∫
Ω
Φµ′τΨ
∗dτ
and for any M ∈ A, the pair (1MΦ, 1MΨ) is integrable with respect to µ, where 1M
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is the indicator function of the set M . Then the integral of (Φ,Ψ) with respect to µ
over M is defined by
∫
M ΦdµΨ
∗ :=
∫
Ω(1MΦ)µ
′
τ (1MΨ)
∗dτ . An A-measurable complex-
valued function f on Ω is said to be integrable with respect to a non-negative Hermitian
measure µ on (Ω,A) if the pair (fIq, Iq) is integrable with respect to µ. In this case the
integral of f with respect to µ is defined by∫
Ω
fdµ :=
∫
Ω
(fIq)dµI
∗
q
and for any M ∈ A, the function 1Mf is integrable with respect to µ. Then the integral
of f with respect to µ over M is defined by
∫
M fdµ :=
∫
M (fIq)dµI
∗
q . We denote by
L1(Ω,A, µ;C) the set of all A-measurable complex-valued functions f on Ω which are
integrable with respect to a non-negative Hermitian measure µ on (Ω,A).
Let BR (resp. BC) be the σ-algebra of all Borel subsets of R (resp. C). For all
Ω ∈ BR \ {∅}, let BΩ be the σ-algebra of all Borel subsets of Ω and let Mq≥(Ω) be the
set of all non-negative Hermitian q × q measures on (Ω,BΩ). For all κ ∈ N0 ∪ {∞}, let
Mq≥,κ(Ω) be the set of all σ ∈Mq≥(Ω) such that for each j ∈ Z0,κ the function fj : Ω→ C
defined by fj(x) := xj belongs to L1(Ω,BΩ, σ;C). If σ ∈Mq≥,κ(Ω), then let
s
[σ]
j :=
∫
Ω
xjσ(dx) (2.1)
for all j ∈ Z0,κ. Obviously, Mq≥(Ω) ⊆ Mq≥,k(Ω) ⊆ Mq≥,k+1(Ω) ⊆ Mq≥,∞(Ω) holds true
for every choice of Ω ∈ BR \ {∅} and k ∈ N0. Furthermore, if Ω is a non-empty bounded
Borel subset of R, then one can easily see that Mq≥(Ω) =Mq≥,∞(Ω). In particular, for
all α ∈ R and β ∈ (α,∞) we have
Mq≥([α, β]) =Mq≥,∞([α, β]). (2.2)
Let Mq,mol≥ (Ω) be the set of all σ ∈ Mq≥(Ω) for which there exists a finite subset
B of Ω satisfying σ(Ω \ B) = 0q×q. The elements of Mq,mol≥ (Ω) are called molecular .
Obviously, Mq,mol≥ (Ω) is the set of all σ ∈ Mq≥(Ω) for which there exist an m ∈ N and
sequences (ξℓ)mℓ=0 and (Mℓ)
m
ℓ=0 from Ω and C
q×q
≥ such that σ =
∑m
ℓ=1 δξℓMℓ, where δξℓ
is the Dirac measure on BΩ with unit mass at ξℓ, ℓ ∈ Z1,m. In particular, we have
Mq,mol≥ (Ω) ⊆Mq≥,∞(Ω).
The following matricial moment problem lies in the background of our considerations:
M[Ω; (sj)κj=0, =] Let Ω ∈ BR\{∅} and let (sj)κj=0 be a sequence from Cq×q. Parametrize
the set Mq≥[Ω; (sj)κj=0,=] of all σ ∈Mq≥,κ(Ω) such that s[σ]j = sj for all j ∈ Z0,κ.
In this paper, we often use the procedure of reflecting measures on the real axis. For
this reason, we introduce some terminology. Let R : R → R be defined by x 7→ −x.
Then R is a continuous involution of R and consequently BR-BR-measurable. In view of
Ω ∈ BR\{∅}, the set Ω∨ := R−1(Ω) belongs toBR\{∅} and the mapping RΩ := RstrΩR
is BΩ-BΩ∨ -measurable, whereas the mapping RΩ∨ := RstrΩ∨ R is BΩ∨ -BΩ-measurable.
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Moreover RΩ ◦ RΩ∨ = IdΩ and RΩ∨ ◦ RΩ = IdΩ∨. For each σ ∈ Mq≥(Ω), we denote by
σ∨ the image measure of σ with respect to RΩ, i. e., for B ∈ BΩ∨ , we have
σ∨(B) := σ
(
R−1Ω (B)
)
. (2.3)
By construction then σ∨ ∈ Mq≥(Ω∨). If κ ∈ N0 ∪ {∞} and if σ ∈ Mq≥,κ(Ω) then it is
easily checked that σ∨ ∈Mq≥,κ(Ω∨) and that s[σ
∨]
j = (−1)js[σ]j for all j ∈ Z0,κ.
Using the preceding considerations we get the following result:
Remark 2.1. Let Ω ∈ BR \ {∅}, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence from
C
q×q. Let Ω∨ := {x ∈ R : − x ∈ Ω} and let rj := (−1)jsj for all j ∈ Z0,κ. Then
Ω∨ ∈ BR \{∅} and, using the notation introduced in (2.3), we getMq≥[Ω∨; (rj)κj=0,=] =
{σ∨ : σ ∈Mq≥[Ω; (sj)κj=0,=]}.
The discussions of this paper are mostly concentrated on the case that the set Ω is a
bounded and closed interval of the real axis. Such moment problems are called to be of
Hausdorff-type. The following special case of Remark 2.1 is of particular interest for us.
Remark 2.2. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a
sequence from Cq×q. Let rj := (−1)jsj for all j ∈ Z0,κ. ThenMq≥[[−β,−α]; (rj)κj=0,=] =
{σ∨ : σ ∈Mq≥[[α, β]; (sj)κj=0,=]}.
The solvability of the truncated matricial [α, β]-Hausdorff-type moment problem can
be characterized as follows:
Theorem 2.3 ( [8, Theorem 1.2]). Let α ∈ R, let β ∈ (α,∞), let n ∈ N, and let
(sj)
2n−1
j=0 be a sequence from C
q×q. Then Mq≥[[α, β]; (sj)2n−1j=0 ,=] 6= ∅ if and only if the
block Hankel matrices
[−αsj+k + sj+k+1]n−1j,k=0 and [βsj+k − sj+k+1]n−1j,k=0 (2.4)
are both non-negative Hermitian.
Theorem 2.4 ( [9, Theorem 1.3]). Let α ∈ R, let β ∈ (α,∞), let n ∈ N, and let (sj)2nj=0
be a sequence from Cq×q. Then Mq≥[[α, β]; (sj)2nj=0,=] 6= ∅ if and only if the block Hankel
matrices
[sj+k]
n
j,k=0 and [−αβsj+k + (α+ β)sj+k+1 − sj+k+2]n−1j,k=0 (2.5)
are both non-negative Hermitian.
In the scalar case q = 1, Theorems 2.3 and 2.4 are due to M. G. Krein [26] (see
also [27, Ch. III]). The approach of M. G. Krein is essentially based on the use of the
theory of convexity along the lines applied by C. Carathéodory [4,5] in the context of the
trigonometric moment problem. The proofs of Theorems 2.3 and 2.4 given in [8,9], resp.,
are rather complicated and not constructive. They are based on Potapov’s method
of fundamental matrix inequalities and an extensive explicit solving procedure of the
corresponding system of these inequalities in the non-degenerate case. Indeed, if the
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block Hankel matrices in (2.4) and (2.5) are both positive Hermitian, then [8, Corol-
lary 6.13] and [9, Corollary 6.15] show that Problem M[[α, β]; (sj)
2n−1
j=0 , =] and Prob-
lem M[[α, β]; (sj)2nj=0, =] have solutions. In the proofs of [8, Theorem 1.2] and [9, The-
orem 1.3] a perturbation argument for the construction of a sequence of corresponding
approximating non-degenerate problems is used and then a matricial version of the Helly-
Prokhorov Theorem (see [18, Satz 9] or [12, Lemma 2.2.1]) is applied.
3. On Hankel non-negative definite sequences
In this section, we summarize essential properties on two classes of sequences of complex
q × q matrices which are a main tool for the investigations of this paper. This material
is mainly taken from [14,19].
Definition 3.1. Let n ∈ N0 and let (sj)2nj=0 be a sequence from Cq×q. Let Hn :=
[sj+k]
n
j,k=0. Then (sj)
2n
j=0 is called Hankel non-negative definite (resp. Hankel positive
definite) if Hn ∈ C(n+1)q×(n+1)q≥ (resp. C(n+1)q×(n+1)q> ). We denote by H≥q,2n (resp. H>q,2n)
the set of all Hankel non-negative definite (resp. Hankel positive definite) sequences
(sj)2nj=0 from C
q×q.
Definition 3.2. (a) Let n ∈ N0 and let (sj)2nj=0 be a sequence from Cq×q. Then (sj)2nj=0
is called Hankel non-negative definite extendable (resp. Hankel positive definite
extendable) if there exist matrices s2n+1 and s2n+2 from Cq×q such that (sj)2n+2j=0 ∈
H≥q,2n+2 (resp. (sj)2n+2j=0 ∈ H>q,2n+2).
(b) Let n ∈ N0 and let (sj)2n+1j=0 be a sequence from Cq×q. Then (sj)2n+1j=0 is called
Hankel non-negative definite extendable (resp. Hankel positive definite extendable)
if there exists a matrix s2n+2 from Cq×q such that (sj)2n+2j=0 ∈ H≥q,2n+2 (resp.
(sj)
2n+2
j=0 ∈ H>q,2n+2).
If m ∈ N0, then the notation H≥,eq,m (resp. H>,eq,m) stands for the set of all sequences
(sj)mj=0 from C
q×q which are Hankel non-negative definite extendable (resp. Hankel pos-
itive definite extendable).
The importance of the class H≥,eq,m in the context of moment problems is caused by the
following observation:
Theorem 3.3 (see [14, Theorem 4.17]). Let m ∈ N0 and let (sj)mj=0 be a sequence from
C
q×q. Then Mq≥[R; (sj)mj=0,=] 6= ∅ if and only if (sj)mj=0 ∈ H≥,eq,m.
Now we are going to indicate some essential features of the structure of Hankel non-
negative definite sequences. First we introduce some matrices which occupy a key role
in the sequel. For each matrix A ∈ Cp×q, we denote by A† its Moore-Penrose inverse.
This means that A† is the unique matrix X from Cq×p which satisfies the four equations
AXA = A, XAX = X, (AX)∗ = AX, and (XA)∗ = XA. For every choice of n ∈ N
and A1, A2, . . . , An ∈ Cp×q, let col(Aj)nj=1 := [A∗1, A∗2, . . . , A∗n]∗ and let row(Aj)nj=1 :=
[A1, A2, . . . , An]. The null matrix which belongs to Cp×q is denoted by 0p×q, whereas Ip
is the identity matrix belonging to Cp×p.
6
3. On Hankel non-negative definite sequences
Notation 3.4. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence from Cp×q.
(a) Let Hn := [sj+k]
n
j,k=0 for all n ∈ N0 with 2n ≤ κ, let Kn := [sj+k+1]nj,k=0 for all
n ∈ N0 with 2n+1 ≤ κ, and let Gn := [sj+k+2]nj,k=0 for all n ∈ N0 with 2n+2 ≤ κ.
(b) Let yℓ,m := col(sj)mj=ℓ and zℓ,m := row(sj)
m
j=ℓ for all ℓ,m ∈ N0 with ℓ ≤ m ≤ κ.
(c) Let Θ0 := 0p×q and, for all n ∈ N with 2n − 1 ≤ κ, let Θn := zn,2n−1H†n−1yn,2n−1.
Furthermore, for all n ∈ N0 with 2n ≤ κ, let Ln := s2n −Θn.
(d) Let M0 := 0p×q, and, for all n ∈ N with 2n ≤ κ, let Mn := zn,2n−1H†n−1yn+1,2n.
If we build the matrices introduced in Notation 3.4 from an other given sequence, e. g.
(tj)κj=0, then this is indicated by a superscript 〈t〉, i. e. H〈t〉n := [tj+k]nj,k=0, etc.
Remark 3.5. Let n ∈ N and let (sj)2nj=0 be a sequence from Cq×q. Then the block Hankel
matrix Hn admits the block partition
Hn =
[
Hn−1 yn,2n−1
zn,2n−1 s2n
]
. (3.1)
Let R(A) := {Ax : x ∈ Cq} and N (A) := {x ∈ Cq : Ax = 0p×1} be the column space
and the null space of a matrix A ∈ Cp×q.
Remark 3.6. Let n ∈ N and let (sj)2nj=0 be a sequence from Cq×q. Then:
(a) (sj)2nj=0 ∈ H≥q,2n if and only if (sj)2n−2j=0 ∈ H≥q,2n−2, Ln ∈ Cq×q≥ , R(yn,2n−1) ⊆ Hn−1,
and s2n+1 ∈ Cq×qH .
(b) (sj)2nj=0 ∈ H>q,2n if and only if (sj)2n−2j=0 ∈ H>q,2n−2, Ln ∈ Cq×q> , and s2n+1 ∈ Cq×qH .
Proof. Taking into account (3.1), this is a consequence of Lemma A.12.
A sequence (sj)∞j=0 from C
q×q is called Hankel non-negative definite (resp. Hankel
positive definite) if (sj)2nj=0 ∈ H≥q,2n (resp. (sj)2nj=0 ∈ H>q,2n) for all n ∈ N0. We denote
by H≥q,∞ (resp. H>q,∞) the set of all Hankel non-negative definite (resp. Hankel positive
definite) sequences (sj)∞j=0 from C
q×q.
Remark 3.7. Let κ ∈ N0 ∪ {∞}. Then:
(a) If (sj)2κj=0 ∈ H≥q,2κ, then sj ∈ Cq×qH for all j ∈ Z0,2κ and s2k ∈ Cq×q≥ for all k ∈ Z0,κ.
(b) If (sj)2κj=0 ∈ H>q,2κ, then sj ∈ Cq×qH for all j ∈ Z0,2κ and s2k ∈ Cq×q> for all k ∈ Z0,κ.
Lemma 3.8. Let n ∈ N and let (sj)2n−1j=0 be a sequence from Cq×qH . Then:
(a) If (sj)
2n−2
j=0 ∈ H≥q,2n−2, then Θn ∈ Cq×q≥ .
(b) If (sj)
2n−2
j=0 ∈ H>q,2n−2 and n ≥ 2, then Θn ∈ Cq×q> .
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Proof. (a) This follows immediately from Remarks A.10 and A.2.
(b) Now suppose that (sj)
2n−2
j=0 ∈ H>q,2n−2 and n ≥ 2. Then Hn−1 is positive Hermitian.
In particular, H−1n−1 is positive Hermitian. From Remark 3.7(b) we obtain s2n−2 ∈ Cq×q> .
In particular, det s2n−2 6= 0. Because of n ≥ 2, the matrix s2n−2 is a block in yn,2n−1.
Thus, rank yn,2n−1 = q. Hence, Θn ∈ Cq×q> follows from Remark A.2.
Remark 3.9. Let n ∈ N0. Then H≥,eq,2n ⊆ H≥q,2n and, in the case n ∈ N, furthermore
H≥,eq,2n 6= H≥q,2n.
For all n ∈ N0 let
Jq,n := diag
(
(−1)jIq
)n
j=0
.
Remark 3.10. Let n ∈ N0. Then J∗q,n = Jq,n and J2q,n = I(n+1)q. In particular, Jq,n is
unitary.
Lemma 3.11. Let n ∈ N0 and let (sj)2nj=0 be a sequence from Cq×q. Let the sequence
(rj)2nj=0 be given by rj := (−1)jsj. Then:
(a) Let H
〈s〉
n := [sj+k]
n
j,k=0 and H
〈r〉
n := [rj+k]
n
j,k=0. Then H
〈r〉
n = J∗q,nH
〈s〉
n Jq,n.
(b) (sj)2nj=0 ∈ H≥q,2n if and only if (rj)2nj=0 ∈ H≥q,2n.
(c) (sj)2nj=0 ∈ H>q,2n if and only if (rj)2nj=0 ∈ H>q,2n.
Proof. Part (a) follows by direct computation. Parts (b) and (c) follow from (a).
Lemma 3.12. Let m ∈ N0 and let (sj)mj=0 be a sequence from Cq×q. Let the sequence
(rj)mj=0 be given by rj := (−1)jsj. Then (sj)mj=0 ∈ H≥,eq,m if and only if (rj)mj=0 ∈ H≥,eq,m.
Proof. Use Lemma 3.11(b).
Now we turn our attention to a subclass of Hankel non-negative definite sequences,
which plays a central role in the sequel. If n ∈ N0 and if (sj)2nj=0 ∈ H≥q,2n, then (sj)2nj=0 is
called Hankel completely degenerate if Ln = 0q×q, where Ln is given in Notation 3.4(c).
We denote by H≥,cdq,2n the set of all sequences (sj)2nj=0 ∈ H≥q,2n which are Hankel completely
degenerate. If n ∈ N0, then a sequence (sj)∞j=0 ∈ H≥q,∞ is said to be Hankel completely
degenerate of order n if (sj)2nj=0 ∈ H≥,cdq,2n . A sequence (sj)∞j=0 ∈ H≥q,∞ is called Hankel
completely degenerate if there exists an n ∈ N0 such that (sj)∞j=0 is Hankel completely
degenerate of order n.
4. On [α, β]-Hausdorff non-negative definite sequences from
Cq×q
Against to the background of Theorems 2.3 and 2.4 now we are going to introduce one
of the central notions of this paper. Before doing this, we introduce some notation.
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Notation 4.1. Let α, β ∈ C, let κ ∈ N∪ {∞}, and let (sj)κj=0 be a sequence from Cq×q.
Then let the sequences (( sα )j)
κ−1
j=0 and ((sβ)j)
κ−1
j=0 be given by
( sα )j := −αsj + sj+1 and (sβ)j := βsj − sj+1 for each j ∈ Z0,κ−1.
Furthermore, if κ ≥ 2, then let (( sα β)j)κ−2j=0 be defined by
( sα β)j := −αβsj + (α+ β)sj+1 − sj+2 for all j ∈ Z0,κ−2.
When using the sequences from Notation 4.1, we write ( Hα )n, (Hβ)n, ( Hα β)n, etc.
Definition 4.2. Let α ∈ R, let β ∈ (α,∞), and let n ∈ N0.
(a) Let (sj)
2n+1
j=0 be a sequence from C
q×q. Then (sj)2n+1j=0 is called [α, β]-Hausdorff
non-negative definite (resp. [α, β]-Hausdorff positive definite) if both sequences
(( sα )j)
2n
j=0 and ((sβ)j)
2n
j=0 are Hankel non-negative definite (resp. Hankel positive
definite).
(b) Let (sj)2nj=0 be a sequence from C
q×q. Then (sj)2nj=0 is called [α, β]-Hausdorff non-
negative definite (resp. [α, β]-Hausdorff positive definite) if (sj)2nj=0 and, in the
case n ≥ 1, moreover (( sα β)j)2(n−1)j=0 is Hankel non-negative definite (resp. Hankel
positive definite).
If m ∈ N0, then the symbol F≥q,m,α,β (resp. F>q,m,α,β) stands for the set of all
[α, β]-Hausdorff non-negative definite (resp. [α, β]-Hausdorff positive definite) sequences
(sj)mj=0 from C
q×q.
In view of Definition 4.2, now Theorems 2.3 and 2.4 can be summarized and reformu-
lated as follows:
Theorem 4.3. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Then Mq≥[[α, β]; (sj)mj=0,=] 6= ∅ if and only if (sj)mj=0 ∈ F≥q,m,α,β.
Definition 4.4. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Then (sj)mj=0 is called [α, β]-Hausdorff non-negative definite extendable (resp.
[α, β]-Hausdorff positive definite extendable) if there exists a matrix sm+1 ∈ Cq×q such
that (sj)
m+1
j=0 is [α, β]-Hausdorff non-negative definite (resp. [α, β]-Hausdorff positive def-
inite). We denote by F≥,eq,m,α,β (resp. F>,eq,m,α,β) the set of all [α, β]-Hausdorff non-negative
definite extendable (resp. [α, β]-Hausdorff positive definite extendable) sequences (sj)mj=0
from Cq×q.
Using Theorem 4.3, we derive now several algebraic results on the matrix sequences
introduced in Definitions 4.2 and 4.4, resp.
Proposition 4.5. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then (sj)ℓj=0 ∈ F≥q,ℓ,α,β for all ℓ ∈ Z0,m.
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Proof. In view of Theorem 4.3 we have Mq≥[[α, β]; (sj)mj=0,=] 6= ∅. Let ℓ ∈ Z0,m. Then
Mq≥[[α, β]; (sj)mj=0,=] ⊆Mq≥[[α, β]; (sj)ℓj=0,=]. Hence Mq≥[[α, β]; (sj)ℓj=0,=] 6= ∅. Thus,
again applying Theorem 4.3, we get (sj)ℓj=0 ∈ F≥q,ℓ,α,β.
Corollary 4.6. Let α ∈ R, β ∈ (α,∞), and m ∈ N0. Then F≥,eq,m,α,β ⊆ F≥q,m,α,β.
Proof. Use Proposition 4.5.
Proposition 4.5 leads us to the following notions:
Definition 4.7. Let α ∈ R, let β ∈ (α,∞), and let (sj)∞j=0 be a sequence from Cq×q.
Then (sj)∞j=0 is called [α, β]-Hausdorff non-negative definite (resp. [α, β]-Hausdorff pos-
itive definite) if for all m ∈ N0 the sequence (sj)mj=0 is [α, β]-Hausdorff non-negative
definite (resp. [α, β]-Hausdorff positive definite). The notation F≥q,∞,α,β (resp. F>q,∞,α,β)
stands for set of all [α, β]-Hausdorff non-negative definite (resp. [α, β]-Hausdorff positive
definite) sequences (sj)∞j=0 from C
q×q.
Lemma 4.8. Let α ∈ R, let β ∈ (α,∞), and let σ ∈ Mq≥([α, β]). Then σ ∈
Mq≥,∞([α, β]) and the sequence (s[σ]j )∞j=0 given via (2.1) belongs to F≥q,∞,α,β.
Proof. By the choice of σ we have σ ∈ ⋂∞m=0Mq≥,m([α, β]). Thus, Theorem 4.3 implies
(s[σ]j )
m
j=0 ∈ F≥q,m,α,β for each m ∈ N0. Hence (s[σ]j )∞j=0 ∈ F≥q,∞,α,β.
Proposition 4.9. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then there is a sequence (sj)∞j=m+1 from C
q×q such that (sj)∞j=0 ∈ F≥q,∞,α,β.
Proof. In view of Theorem 4.3 we have Mq≥[[α, β]; (sj)mj=0,=] 6= ∅. Let σ ∈
Mq≥[[α, β]; (sj)mj=0,=]. In view of Lemma 4.8, we have then σ ∈ Mq≥,∞([α, β]),
(s[σ]j )
∞
j=0 ∈ F≥q,∞,α,β, and (s[σ]j )mj=0 = (sj)mj=0.
Theorem 4.10. Let α ∈ R, let β ∈ (α,∞), and let m ∈ N0. Then F≥,eq,m,α,β = F≥q,m,α,β.
Proof. Combine Corollary 4.6 and Propositions 4.9 and 4.5.
Comparing Theorem 4.10 with Remark 3.9, we see that both statements are completely
different. Against to the background of Theorems 4.3 and 3.3 we can now immediately
see the reason for this phenomenon, namely, in view of (2.2), we have Mq≥([α, β]) =
Mq≥,∞([α, β]), whereas on the other hand it can be easily checked that, for each k ∈ N,
the proper inclusion Mq≥,k+1(R) ⊂Mq≥,k(R) is satisfied.
In view of Lemma 4.8, we will consider the following problem:
P[[α, β]; (sj)mj=0, =] Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Describe the set
P
[
[α, β]; (sj)
m
j=0
]
:=
{∫
[α,β]
xm+1σ(dx) : σ ∈Mq≥
[
[α, β]; (sj)
m
j=0,=
]}
. (4.1)
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Proposition 4.11. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Then P[[α, β]; (sj)mj=0] 6= ∅ if and only if (sj)mj=0 ∈ F≥q,m,α,β. In this case,
P[[α, β]; (sj)mj=0] = {sm+1 ∈ Cq×q : (sj)m+1j=0 ∈ F≥q,m+1,α,β}.
Proof. Let P := P[[α, β]; (sj)mj=0]. First Assume P 6= ∅. Let s ∈ P. Then
there is a σ ∈ Mq≥[[α, β]; (sj)mj=0,=] such that
∫
[α,β] x
m+1σ(dx) = s. In particular,
Mq≥[[α, β]; (sj)mj=0,=] 6= ∅. Thus, (sj)mj=0 ∈ F≥q,m,α,β according to Theorem 4.3. Further-
more, setting sm+1 := s, we have σ ∈Mq≥[[α, β]; (sj)m+1j=0 ,=]. Again, Theorem 4.3 yields
(sj)
m+1
j=0 ∈ F≥q,m+1,α,β.
Now suppose that (sj)mj=0 ∈ F≥q,m,α,β. Then Mq≥[[α, β]; (sj)mj=0,=] 6= ∅ by
virtue of Theorem 4.3. Let σ ∈ Mq≥[[α, β]; (sj)mj=0,=]. In view of Lemma 4.8,
then
∫
[α,β] x
m+1σ(dx) ∈ P follows. In particular, P 6= ∅. Finally, we con-
sider an arbitrary sm+1 ∈ Cq×q with (sj)m+1j=0 ∈ F≥q,m+1,α,β. Using Theorem 4.3,
we get Mq≥[[α, β]; (sj)m+1j=0 ,=] 6= ∅. Let σ ∈ Mq≥[[α, β]; (sj)m+1j=0 ,=]. Then σ ∈
Mq≥[[α, β]; (sj)mj=0,=] and sm+1 =
∫
[α,β] x
m+1σ(dx). Consequently, sm+1 ∈ P.
Proposition 4.11 leads us to the problem of describing the set {sm+1 ∈ Cq×q : (sj)m+1j=0 ∈
F≥q,m+1,α,β}.
Remark 4.12. Let α, β ∈ C, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be a sequence from Cp×q.
Then
(β − α)sj = ( sα )j + (sβ)j , and (β − α)sj+1 = β( sα )j + α(sβ)j ,
for all j ∈ Z0,κ−1. Furthermore, if κ ≥ 2, then
( sα β)j = −α(sβ)j + (sβ)j+1 =
(
(sβ)α
)
j
, ( sα β)j = β( sα )j − ( sα )j+1 =
(
( sα )β
)
j
,
and (β − α)sj+2 = β2( sα )j + α2(sβ)j − (β − α)( sα β)j for all j ∈ Z0,κ−2.
Remark 4.13. Let α, β ∈ C, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be a sequence from Cp×q.
Then ( Hα )n = −αHn + Kn and (Hβ)n = βHn − Kn for all n ∈ N0 with 2n + 1 ≤ κ.
Furthermore, if κ ≥ 2, then ( Hα β)n = −αβHn + (α + β)Kn − Gn for all n ∈ N0 with
2n+ 2 ≤ κ.
Using Remark 4.13, we obtain:
Remark 4.14. Let α, β ∈ C, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be a sequence from Cp×q.
Then (β − α)Hn = ( Hα )n + (Hβ)n and (β − α)Kn = β( Hα )n + α(Hβ)n for all n ∈ N0
with 2n+ 1 ≤ κ. Furthermore, if κ ≥ 2, then
( Hα β)n = −α(Hβ)n + (Kβ)n =
(
(Hβ)α
)
n
,
( Hα β)n = β( Hα )n − ( Kα )n =
(
( Hα )β
)
n
,
and (β − α)Gn = β2( Hα )n + α2(Hβ)n − (β − α)( Hα β)n for all n ∈ N0 with 2n+ 2 ≤ κ.
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Lemma 4.15. Let α ∈ R, let β ∈ (α,∞), let n ∈ N0, and let (sj)2n+1j=0 be a sequence
from Cq×q. If (sj)2n+1j=0 ∈ F≥q,2n+1,α,β (resp. (sj)2n+1j=0 ∈ F>q,2n+1,α,β), then (sj)2nj=0 ∈ H≥q,2n
(resp. (sj)2nj=0 ∈ H>q,2n).
Proof. By virtue of Remark 4.14, we have Hn = (β − α)−1[( Hα )n + (Hβ)n]. In view of
Definition 4.2(a) and Definition 3.1, the assertions follow.
Lemma 4.16. Let α ∈ R and β ∈ (α,∞). Then F≥q,∞,α,β ⊆ H≥q,∞ and F>q,∞,α,β ⊆ H>q,∞.
Proof. This follows in view of Definition 4.7 from Lemma 4.15.
Lemma 4.17. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β. Then
sj ∈ Cq×qH for all j ∈ Z0,m and s2k ∈ Cq×q≥ for all k ∈ N0 with 2k ≤ m.
Proof. In the case m = 2n with some n ∈ N0, the assertion follows from Definition 4.2
and Remark 3.7(a).
Now suppose that m = 2n + 1 for some n ∈ N0. By virtue of Lemma 4.15, then
(sj)2nj=0 ∈ H≥q,2n. According to Remark 3.7(a), we obtain sj ∈ Cq×qH for all j ∈ Z0,2n and
s2k ∈ Cq×q≥ for all k ∈ Z0,n. In view of Definition 4.2(a), furthermore (( sα )j)2nj=0 ∈ H≥q,2n.
Because of Remark 3.7(a), in particular ( sα )2n ∈ Cq×qH . Since the matrix s2n+1 admits
the representation s2n+1 = ( sα )2n+αs2n, we see that s2n+1 ∈ Cq×qH holds true as well.
Lemma 4.18. Let κ ∈ N0 ∪ {∞}, let (sj)κj=0 be a sequence from Cp×q, and let the
sequence (rj)κj=0 be given by rj := (−1)jsj. Then H〈r〉n = Jp,nHnJq,n for all n ∈ N0 with
2n ≤ κ and K〈r〉n = −Jp,nKnJq,n for all n ∈ N0 with 2n + 1 ≤ κ and G〈r〉n = Jp,nGnJq,n
for all n ∈ N0 with 2n + 2 ≤ κ.
Proof. Apply Lemma 3.11(a).
Lemma 4.19. Let κ ∈ N0 ∪ {∞}, let (sj)κj=0 be a sequence from Cp×q, and let the
sequence (rj)κj=0 be given by rj := (−1)jsj. Then:
(a) Θ〈r〉n = Θn for all n ∈ N0 with 2n− 1 ≤ κ.
(b) M
〈r〉
n = −Mn and L〈r〉n = Ln for all n ∈ N0 with 2n ≤ κ.
Proof. In view of Notation 3.4, we have Θ〈r〉0 = 0p×q = Θ0 and M
〈r〉
0 = 0p×q = −M0.
Suppose that n ∈ N with 2n − 1 ≤ κ. We have z〈r〉n,2n−1 = (−1)nzn,2n−1Jq,n−1 and
y
〈r〉
n,2n−1 = (−1)nJp,n−1yn,2n−1. Lemma 4.18 and Remarks 3.10 and A.9 yield (H〈r〉n−1)† =
(Jp,n−1Hn−1Jq,n−1)† = Jq,n−1(Hn−1)†Jp,n−1. In view of Remark 3.10, we obtain Θ
〈r〉
n =
(−1)2nzn,2n−1H†n−1yn,2n−1 = Θn.
Now suppose that n ∈ N with 2n ≤ κ. We have then furthermore
y
〈r〉
n+1,2n = (−1)n+1Jp,n−1yn+1,2n. Using Remark 3.10, we obtain M 〈r〉n =
(−1)2n+1zn,2n−1H†n−1yn+1,2n = −Mn. The rest follows from (a).
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Lemma 4.20. Let α, β ∈ C, let m ∈ N, and let (sj)mj=0 be a sequence from Cp×q. Let
the sequence (rj)mj=0 be given by rj := (−1)jsj.
(a) Let m = 2n+ 1 with some n ∈ N0. Then
−(−β)H〈r〉n +K〈r〉n = J∗p,n(Hβ)nJq,n and (−α)H〈r〉n −K〈r〉n = J∗p,n( Hα )nJq,n.
(b) Let m = 2n with some n ∈ N. Then
−(−β)(−α)H〈r〉n−1 + [(−β) + (−α)]K〈r〉n−1 −G〈r〉n−1 = J∗p,n−1( Hα β)n−1Jq,n−1.
Proof. (a) According to Lemma 4.18 and Remark 3.10, we have H〈r〉n = J∗p,nHnJq,n
and K〈r〉n = −J∗p,nKnJq,n. Hence, −(−β)H〈r〉n + K〈r〉n = βJ∗p,nHnJq,n − J∗p,nKnJq,n =
J∗p,n(Hβ)nJq,n and, analogously, (−α)H〈r〉n −K〈r〉n = J∗p,n( Hα )nJq,n.
(b) According to Lemma 4.18 and Remark 3.10, we have H〈r〉n−1 = J
∗
p,n−1Hn−1Jq,n−1,
K
〈r〉
n−1 = −J∗p,n−1Kn−1Jq,n−1, and G〈r〉n−1 = J∗p,n−1Gn−1Jq,n−1. Hence,
− (−β)(−α)H〈r〉n−1 + [(−β) + (−α)]K〈r〉n−1 −G〈r〉n−1
= −βαJ∗p,n−1Hn−1Jq,n−1 + (β + α)J∗p,n−1Kn−1Jq,n−1 − J∗p,n−1Gn−1Jq,n−1
= J∗p,n−1( Hα β)n−1Jq,n−1.
The following technical result is useful for our further purposes.
Lemma 4.21. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Let the sequence (rj)mj=0 be given by rj := (−1)jsj. Then:
(a) (sj)mj=0 ∈ F≥q,m,α,β if and only if (rj)mj=0 ∈ F≥q,m,−β,−α.
(b) (sj)mj=0 ∈ F>q,m,α,β if and only if (rj)mj=0 ∈ F>q,m,−β,−α.
(c) (sj)mj=0 ∈ F≥,eq,m,α,β if and only if (rj)mj=0 ∈ F≥,eq,m,−β,−α.
(d) (sj)mj=0 ∈ F>,eq,m,α,β if and only if (rj)mj=0 ∈ F>,eq,m,−β,−α.
Proof. (a) The case m = 0 is trivial. Assume that m = 2n + 1 with some n ∈ N0. If
(sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β, then {( Hα )n, (Hβ)n} ⊆ C(n+1)q×(n+1)q≥ . Hence, {−(−β)H〈r〉n +
K
〈r〉
n , (−α)H〈r〉n −K〈r〉n } ⊆ C(n+1)q×(n+1)q≥ follows from Lemma 4.20(a). Thus, (rj)2n+1j=0 ∈
F≥q,2n+1,−β,−α. If (rj)2n+1j=0 ∈ F≥q,2n+1,−β,−α, then, in view of (sj)2n+1j=0 = ((−1)jrj)2n+1j=0 ,
we get from the already proved implication that (sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β. Assume that
m = 2n with some n ∈ N. If (sj)2nj=0 ∈ F≥q,2n,α,β, then the matrices Hn and ( Hα β)n−1
are non-negative Hermitian. From H〈r〉n = J∗q,nHnJq,n and Lemma 4.20(b) we see that
the matrices H〈r〉n and −(−β)(−α)H〈r〉n−1 + [(−β) + (−α)]K〈r〉n−1 −G〈r〉n−1 are non-negative
Hermitian. Hence, (rj)2nj=0 ∈ F≥q,2n,−β,−α. If (rj)2nj=0 ∈ F≥q,2n,−β,−α, then, by (sj)2nj=0 =
((−1)jrj)2nj=0, we get from the already proved implication that (sj)2nj=0 ∈ F≥q,2n,α,β.
(b) This can be proved analogously to (a) using detJq,n 6= 0.
(c)–(d) The assertions of (c) and (d) follow immediately from (a) and (b), resp.
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5. On the canonical CD-measure associated with a sequence
belonging to F≥q,2n−1,α,β
In our joint paper [13] with Yu. M. Dyukarev, we constructed explicitly a molecular solu-
tion of Problem M[[α, β]; (sj)
2n−1
j=0 , =]. Now we are looking for an appropriate modifica-
tion of our method used in [13], which allows us to handle Problem M[[α, β]; (sj)2nj=0, =]
in a similar way as in [13]. First we sketch some essential features of our construction
of a distinguished molecular solution of M[[α, β]; (sj)
2n−1
j=0 , =] in [13].
Theorem 5.1. Let n ∈ N and let (sj)2n−1j=0 ∈ H≥,eq,2n−1. Then:
(a) There is a unique sequence (sk)∞k=2n from C
q×q such that (sj)∞j=0 is a Hankel
completely degenerate Hankel non-negative definite sequence of order n.
(b) The set Mq≥[R; (sj)∞j=0,=] contains exactly one element σn.
(c) The measure σn is molecular.
Proof. From [14, Proposition 2.38] we get (a). In view of (a) the assertions of (b) and (c)
follow from parts (a) and (b) of Proposition 4.9 in [14], resp.
If n ∈ N and if (sj)2n−1j=0 ∈ H≥,eq,2n−1, then the measure σn given via Theorem 5.1(b)
is called the Hankel completely degenerate non-negative Hermitian measure (short CD-
measure) associated with (sj)
2n−1
j=0 . (For additional information, we refer to [14, Chs. 4
and 5].) In [13], we found a molecular solution for Problem M[[α, β]; (sj)
2n−1
j=0 , =] in the
case of a sequence (sj)
2n−1
j=0 ∈ F≥q,2n−1,α,β. This will be explained now in more detail.
Theorem 5.2. Let α ∈ R, let β ∈ (α,∞), let n ∈ N, and let (sj)2n−1j=0 ∈ F≥q,2n−1,α,β.
Then (sj)
2n−1
j=0 ∈ H≥,eq,2n−1. Moreover, the CD-measure σn associated with (sj)2n−1j=0 fulfills
σn(R \ [α, β]) = 0q×q and the measure σ2n−1 := RstrB[α,β] σn is molecular and satisfies
σ2n−1 ∈Mq≥[[α, β]; (sj)2n−1j=0 ,=].
Proof. Because of [13, Lemma 2.21], the sequence (sj)
2n−1
j=0 belongs to H≥,eq,2n−1. In view
of (sj)
2n−1
j=0 ∈ F≥q,2n−1,α,β, we see from formulas (1.2) and (1.3) in [13] that in [13, The-
orem 1.1] we can particularly choose Ω = [α, β]. Then from [13, Proof of Theorem 1.1,
p. 921] we see that σn(R \ [α, β]) = 0q×q. From Theorem 5.1(c) we see that σn is
molecular. In view of σn(R \ [α, β]) = 0q×q and Theorem 5.1(b), we obtain the rest.
Proposition 5.3. Let α ∈ R, let β ∈ (α,∞), let n ∈ N0, and let (sj)2nj=0 ∈ F≥,eq,2n,α,β.
Further, let s2n+1 ∈ Cq×q be such that (sj)2n+1j=0 ∈ F≥q,2n+1,α,β. Then σ2n+1 given in
Theorem 5.2 belongs to Mq≥[[α, β]; (sj)2nj=0,=] ∩Mq,mol≥ ([α, β]).
Proof. Use Theorem 5.2.
Corollary 5.4. Let α ∈ R, let β ∈ (α,∞), let n ∈ N0, and let (sj)2nj=0 ∈ F≥,eq,2n,α,β. Then
Mq≥[[α, β]; (sj)2nj=0,=] ∩Mq,mol≥ ([α, β]) 6= ∅.
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Proof. In view of Definition 4.4, we have {s2n+1 ∈ Cq×q : (sj)2n+1j=0 ∈ F≥q,2n+1,α,β} 6= ∅.
Now the assertion follows from Proposition 5.3.
In the situation of Proposition 5.3, we see that each matrix s2n+1 ∈ Cq×q such that
(sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β generates a molecular solution of Problem M[[α, β]; (sj)2nj=0, =].
In order to get more information about this family of molecular measures, we are led to
the problem of describing the set {s2n+1 ∈ Cq×q : (sj)2n+1j=0 ∈ F≥q,2n+1,α,β}. This problem
is of purely algebraic nature as well as our method to handle it. We will carefully study
the intrinsic structure of finite [α, β]-Hausdorff non-negative definite sequences. More
precisely, if m ∈ N and if (sj)mj=0 ∈ F≥q,m,α,β, then we will show in Section 10 that,
for each k ∈ Z1,m, the matrix sk belongs to some matrix interval [ak−1, bk−1], where
ak−1 and bk−1 will be explicitly computed in terms of the sequence (sj)k−1j=0 . Particular
attention is drawn to the case that sk coincides with one of the interval ends ak−1 or
bk−1.
6. On Hankel non-negative definite extendable sequences
The class of [α, β]-Hausdorff non-negative definite sequences stands in the center of this
paper. If we look back at Definition 4.2, where we have introduced it, then we see
immediately that such a sequence is determined by the interplay of two Hankel non-
negative definite sequences. Hence, our further considerations will be mainly based on
the theory of Hankel non-negative definite sequences as well as the theory of Hankel non-
negative definite extendable sequences. For this reason, in this section we sketch some
features of this theory, which turn out to be important for our further considerations.
Lemma 6.1 ( [22, Lemma 3.1(a)–(d)]). Let κ ∈ N0∪{∞} and let (sj)κj=0 ∈ H≥,eq,κ . Then:
(a) sj ∈ Cq×qH for all j ∈ Z0,κ and s2k ∈ Cq×q≥ for all k ∈ N0 with 2k ≤ κ.
(b)
⋃κ
j=2kR(sj) ⊆ R(s2k) and N (s2k) ⊆
⋂κ
j=2kN (sj) for all k ∈ N0 with 2k ≤ κ.
Lemma 6.2 (cf. [14, Lemma 2.7]). Let n ∈ N. Then
H≥,eq,2n =
{
(sj)
2n
j=0 ∈ H≥q,2n : R(yn+1,2n) ⊆ R(Hn−1)
}
.
Remark 6.3. For each n ∈ N0 we see from [14, Proposition 2.24] that H>,eq,2n = H>q,2n.
Proposition 6.4 (cf. [14, Proposition 2.13]). Let n ∈ N. Then
H≥,eq,2n =
{
(sj)
2n
j=0 ∈ H≥q,2n : N (Ln−1) ⊆ N (Ln)
}
.
Proposition 6.4 indicates an essential difference between the set H≥,eq,2n and the set of
finite non-negative definite sequences from Cq×q. Proposition 6.4 tells us that there is an
inclusion of the null spaces of the consecutive associated Schur complements introduced
in Notation 3.4(c), whereas [16, Lemma 6] shows that the corresponding consecutive
Schur complements associated with a (Toeplitz-)non-negative definite sequence from
C
q×q are even decreasing with respect to the Löwener semi-ordering in the set Cq×qH .
Clearly, this implies the inclusion for the corresponding null spaces.
15
7. Algebraic approach to Proposition 4.5 on the sections of [α, β]-Hausdorff
non-negative definite sequences
Lemma 6.5 (cf. [14, Lemma 2.16]). Let n ∈ N0 and let (sj)2n+1j=0 be a sequence from
C
q×q. Then (sj)2n+1j=0 ∈ H≥,eq,2n+1 if and only if (sj)2nj=0 ∈ H≥q,2n, s∗2n+1 = s2n+1, and
R(yn+1,2n+1) ⊆ R(Hn).
Remark 6.6. Let n ∈ N0 and let (sj)2n+1j=0 be a sequence from Cq×q. Then from [14,
Proposition 2.24] we see that (sj)
2n+1
j=0 ∈ H>,eq,2n+1 if and only if (sj)2nj=0 ∈ H>q,2n and
s∗2n+1 = s2n+1.
Proposition 6.7 (cf. [14, Proposition 2.22(a)]). Let n ∈ N0 and let (sj)2n+1j=0 ∈ H≥,eq,2n+1.
Then {
s2n+2 ∈ Cq×q : (sj)2n+2j=0 ∈ H≥q,2n+2
}
=
{
X ∈ Cq×qH : X ≥ Θn+1
}
.
Proposition 6.8. Let n ∈ N0 and let (sj)2n+1j=0 ∈ H>,eq,2n+1. Then{
s2n+2 ∈ Cq×q : (sj)2n+2j=0 ∈ H>q,2n+2
}
=
{
X ∈ Cq×qH : X > Θn+1
}
.
Proof. This follows from Remark 6.6 and [14, Proposition 2.24].
We denote by Dp×q,κ the set of all sequences (sj)κj=0 from Cp×q which fulfill⋃κ
j=0R(sj) ⊆ R(s0) and N (s0) ⊆
⋂κ
j=0N (sj).
Proposition 6.9 ( [22, Proposition 4.24]). Let m ∈ N0. Then H≥,eq,m ⊆ Dq×q,m.
7. Algebraic approach to Proposition 4.5 on the sections of
[α, β]-Hausdorff non-negative definite sequences
A main theme of our following considerations is to gain more insights into the intrinsic
structure of [α, β]-Hausdorff non-negative definite sequences. Such sequences are charac-
terized by a particular interplay between some Hankel non-negative definite sequences.
More precisely, we have to organize the interplay between several non-negative Hermi-
tian block Hankel matrices. The difficulty of the situation results from the fact that
the block Hankel matrix of step n is not a principle submatrix of the block Hankel ma-
trix of stage n + 1. It will turn out (see Lemma 7.2) that the parallel sum of matrices
(see Appendix B) will be the essential tool to overcome this difficulty.
The construction of a purely algebraic approach to Proposition 4.5 stands in the
center of this section. Our proof of Proposition 4.5 above is based on Theorem 4.3,
which gives a characterization of the solvability of the truncated [α, β]-Hausdorff moment
problem. Since Proposition 4.5 is a statement of purely algebraic character, for our
further purposes it is advantageous to have an independent algebraic proof as well.
The key instrument of our purely algebraic approach to Theorem 4.10 is to find con-
venient expressions for the relevant block Hankel matrices in terms of parallel sums of
matrices and applying Lemma B.2. For every choice of complex p× q matrices A and
B, let A±B be the parallel sum of A and B, i. e., let
A±B := A(A+B)†B.
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Remark 7.1. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence from Cp×q. For each
n ∈ N0 with 2n ≤ κ, then the block Hankel matrix Hn admits the block representations
Hn = row(yk,k+n)nk=0 and Hn = col(zj,j+n)
n
j=0.
For all n ∈ N, let ∆q,n :=
[ Inq
0q×nq
]
and ∇q,n :=
[ 0q×nq
Inq
]
.
In [33, proof of Lemma 2.5], the following result (formulated for the square case p = q)
was already proved. Now we give an alternative proof.
Lemma 7.2. Let n ∈ N and let (sj)2n+1j=0 be a sequence from Cp×q such that
R(yn+1,2n+1) ⊆ R(Hn) and N (Hn) ⊆ N (zn,2n+1). (7.1)
For every choice of complex numbers α and β with α 6= β, then
( Hα β)n−1 = (β − α)∆∗p,n
[
( Hα )n ± (Hβ)n
]
∆q,n.
Proof. Using Remark 4.14, we see that
( Hα )n ± (Hβ)n = ( Hα )n
[
( Hα )n + (Hβ)n
]†
(Hβ)n =
1
β − α( Hα )nH
†
n(Hβ)n. (7.2)
Setting Y := row(yk,k+n)nk=1 and Z := col(zj,j+n)
n
j=1, from Remark 7.1 we see that Hn
and Kn can be represented via
Hn = [y0,n, Y ], Hn =
[
z0,n
Z
]
, Kn = [Y, yn+1,2n+1], and Kn =
[
Z
zn+1,2n+1
]
.
Thus, (7.1) implies R(Kn) ⊆ R(Hn) and N (Hn) ⊆ N (Kn). Consequently, Remarks A.5
and A.6 provide us HnH†nKn = Kn and KnH†nHn = Kn. Hence, in view of Remark 4.13,
we get then
( Hα )nH
†
n(Hβ)n = (−αHn +Kn)H†n(βHn −Kn)
= −αβHnH†nHn + αHnH†nKn + βKnH†nHn −KnH†nKn
= −αβHn + (α+ β)Kn −KnH†nKn. (7.3)
Obviously, ∆∗p,nKn = Z = ∇∗p,nHn and Kn∆q,n = Y = Hn∇q,n and, consequently,
∆∗p,nKnH
†
nKn∆q,n = ∇∗p,nHnH†nHn∇q,n = ∇∗p,nHn∇q,n = Gn−1. (7.4)
Furthermore, Remark 3.5 yields ∆∗p,nHn∆q,n = Hn−1 and ∆∗p,nKn∆q,n = Kn−1. Using
the last two equations, (7.4), (7.3), and (7.2), we get then
( Hα β)n−1 = −αβHn−1 + (α+ β)Kn−1 −Gn−1
= ∆∗p,n
[
−αβHn + (α+ β)Kn −KnH†nKn
]
∆q,n
= ∆∗p,n( Hα )nH
†
n(Hβ)n∆q,n = (β − α)∆∗p,n
[
( Hα )n ± (Hβ)n
]
∆q,n.
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Remark 7.3. Let κ ∈ N0∪{∞} and let (sj)κj=0 be a sequence from Cp×q. For each n ∈ N
with 2n ≤ κ, then the block Hankel matrix Hn admits the block representations
Hn =
[
Hn−1 yn,2n−1
zn,2n−1 s2n
]
, Hn =
[
y0,n Kn−1
sn zn+1,2n
]
,
Hn =
[
z0,n−1 sn
Kn−1 yn+1,2n
]
, and Hn =
[
s0 z1,n
y1,n Gn−1
]
.
Lemma 7.4. Let n ∈ N0 and let (sj)2n+2j=0 be a sequence from Cp×q. For every choice of
α and β in C, then
(β − α)( Hα )n = (∇p,n+1 − α∆p,n+1)∗Hn+1(∇q,n+1 − α∆q,n+1) + ( Hα β)n (7.5)
and
(β − α)(Hβ)n = (β∆p,n+1 −∇p,n+1)∗Hn+1(β∆q,n+1 −∇q,n+1) + ( Hα β)n. (7.6)
Proof. Using Remark 7.3, we conclude ∆∗p,n+1Hn+1∆q,n+1 = Hn, ∆∗p,n+1Hn+1∇q,n+1 =
Kn, ∇∗p,n+1Hn+1∆q,n+1 = Kn, and ∇∗p,n+1Hn+1∇q,n+1 = Gn. For each α ∈ C and each
β ∈ C, this implies (7.5) and (7.6).
Lemma 7.5. Let α ∈ R, β ∈ (α,∞), and n ∈ N0. Then F≥q,2n+1,α,β ⊆ H≥,eq,2n+1.
Proof. This can be seen from [13, Lemma 2.21].
Remark 7.6. Let α ∈ R, let β ∈ (α,∞), and let n ∈ N0. Then, we see from Lemma 7.5
and Proposition 6.9 that F≥q,2n+1,α,β ⊆ Dq×q,2n+1.
Proposition 7.7. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Then:
(a) If (sj)mj=0 ∈ F≥q,m,α,β, then (sj)ℓj=0 ∈ F≥q,ℓ,α,β for each ℓ ∈ Z0,m.
(b) If (sj)mj=0 ∈ F>q,m,α,β, then (sj)ℓj=0 ∈ F>q,ℓ,α,β for each ℓ ∈ Z0,m.
Proof. The case m = 0 is trivial. Assume that m ≥ 1 and (sj)mj=0 ∈ F≥q,m,α,β (resp.
(sj)mj=0 ∈ F>q,m,α,β). It is sufficient to prove that (sj)m−1j=0 belongs to F≥q,m−1,α,β (resp.
F>q,m−1,α,β).
First we suppose that there is an integer n ∈ N0 such that m = 2n + 1. Then
Lemma 4.15 yields that the matrix Hn is non-negative Hermitian (resp. positive Her-
mitian). If n = 0, then (sj)2nj=0 ∈ F≥q,2n,α,β (resp. (sj)2nj=0 ∈ F>q,2n,α,β) immediately
follows from Definition 4.2. Now we assume that n ≥ 1. In view of Lemma 4.17,
we have s∗j = sj for all j ∈ Z0,2n+1. The combination of Lemmata 7.5 and 6.5 pro-
vides us R(yn+1,2n+1) ⊆ R(Hn) and N (Hn) = N (H∗n) = R(Hn)⊥ ⊆ R(yn+1,2n+1)⊥ =
N (y∗n+1,2n+1) = N (zn+1,2n+1). From Lemma 7.2 we get then
( Hα β)n−1 = (β − α)∆∗q,n
[
( Hα )n ± (Hβ)n
]
∆q,n. (7.7)
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Because of (sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β (resp. (sj)2n+1j=0 ∈ F>q,2n+1,α,β), Definition 4.2(a) shows
that the matrices ( Hα )n and (Hβ)n are both non-negative Hermitian (resp. positive
Hermitian). Thus, Lemma B.2 (resp. Remark B.1) implies that the matrix ( Hα )n±(Hβ)n
is non-negative Hermitian (resp. positive Hermitian) as well. Because of β − α > 0
and rank∆q,n = nq, then (7.7) und Remark A.2 yield that the matrix ( Hα β)n−1 is non-
negative Hermitian (resp. positive Hermitian). Consequently, in view of Definition 4.2(b),
we see that (sj)2nj=0 belongs to F≥q,2n,α,β (resp. F≥q,2n,α,β).
It remains to consider the case that m = 2n holds true with some n ∈ N. By virtue of
(sj)2nj=0 ∈ F≥q,2n,α,β (resp. (sj)2nj=0 ∈ F>q,2n,α,β) and Definition 4.2(b), the matrix ( Hα β)n−1
is non-negative Hermitian (resp. positive Hermitian). Lemma 7.4 and β > α yield
( Hα )n−1 ≥ (β−α)−1( Hα β)n−1 and (Hβ)n−1 ≥ (β−α)−1( Hα β)n−1. Hence, the matrices
( Hα )n−1 and (Hβ)n−1 are both non-negative Hermitian (resp. positive Hermitian). Thus,
Definition 4.2(a) implies (sj)
2n−1
j=0 ∈ F≥q,2n−1,α,β (resp. (sj)2n−1j=0 ∈ F>q,2n−1,α,β).
Corollary 7.8. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a
sequence from Cq×q. Then:
(a) If (sj)κj=0 ∈ F≥q,κ,α,β, then Ln ∈ Cq×q≥ for all n ∈ N0 with 2n ≤ κ, furthermore
{( Lα )n, (Lβ)n} ⊆ Cq×q≥ for all n ∈ N0 with 2n+ 1 ≤ κ, and ( Lα β)n ∈ Cq×q≥ for all
n ∈ N0 with 2n+ 2 ≤ κ.
(b) If (sj)κj=0 ∈ F>q,κ,α,β, then Ln ∈ Cq×q> for all n ∈ N0 with 2n ≤ κ, furthermore
{( Lα )n, (Lβ)n} ⊆ Cq×q> for all n ∈ N0 with 2n+ 1 ≤ κ, and ( Lα β)n ∈ Cq×q> for all
n ∈ N0 with 2n+ 2 ≤ κ.
Proof. Use Proposition 7.7, Definitions 4.2 and 4.7, and Remark 3.6.
Corollary 7.9. Let α ∈ R, let β ∈ (α,∞), and let m ∈ N0. Then F≥,eq,m,α,β ⊆ F≥q,m,α,β
and F>,eq,m,α,β ⊆ F>q,m,α,β.
Proof. Use Proposition 7.7.
Proposition 7.10. Let α ∈ R, let β ∈ (α,∞), and let m ∈ N0. Then F≥q,m,α,β ⊆ H≥,eq,m
and F>q,m,α,β ⊆ H>,eq,m.
Proof. We first show F≥q,m,α,β ⊆ H≥,eq,m. Because of H≥,eq,0 = H≥q,0, the case m = 0 is trivial.
If m = 2n+ 1 for some n ∈ N0, then Lemma 7.5 yields the assertion.
Now let m = 2n with some n ∈ N. We consider an arbitrary sequence (sj)2nj=0 ∈
F≥q,2n,α,β. Then Definition 4.2(b) and Remark 7.3 provide us (sj)2nj=0 ∈ H≥q,2n and
{( Hα β)n−1, Gn−1} ⊆ Cnq×nq≥ . Thus, Remark A.1 yields R(Gn−1 + ( Hα β)n−1) =
R(Gn−1)+R(( Hα β)n−1). According to Proposition 7.7(a), the sequence (sj)2n−1j=0 belongs
to F≥q,2n−1,α,β. Consequently, Definition 4.2(a) yields {( Hα )n−1, (Hβ)n−1} ⊆ Cnq×nq≥ .
Hence, using Remark A.1 again, we conclude R(( Hα )n−1 + (Hβ)n−1) = R(( Hα )n−1) +
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R((Hβ)n−1). Since Remark 4.14 shows that Hn−1 = 1β−α [( Hα )n−1 + (Hβ)n−1] and
Gn−1 + ( Hα β)n−1 =
1
β−α [β
2( Hα )n−1 + α
2(Hβ)n−1], we get then
R(Gn−1) ⊆ R(Gn−1) +R
(
( Hα β)n−1
)
= R
(
β2( Hα )n−1 + α
2(Hβ)n−1
)
⊆ R
(
β2( Hα )n−1
)
+R
(
α2(Hβ)n−1
)
⊆ R
(
( Hα )n−1
)
+R
(
(Hβ)n−1
)
= R(Hn−1).
Taking into account that yn+1,2n is the last nq × q block column of Gn−1, we infer
R(yn+1,2n) ⊆ R(Hn−1). Thus, Lemma 6.2 yields (sj)2nj=0 ∈ H≥,eq,2n.
Now we show F>q,m,α,β ⊆ H>,eq,m. If m = 2n with some n ∈ N0, this follows from
Remark 6.3 and Definition 4.2(b). If m = 2n + 1 with some n ∈ N0, this follows from
Remark 6.6 in view Lemmata 4.15 and 4.17.
8. On Stieltjes non-negative definite sequences
In this section, we discuss two dual classes of finite sequences of complex q × q matrices
which turn out to be intimately connected with the class F≥q,m,α,β. The first and second
types of this classes will be associated with the left endpoint α and the right endpoint β
of the interval [α, β], resp. These classes were already studied by the authors in earlier
work (see [14, 20, 21]). First we consider the class of sequences connected with the left
endpoint α of [α, β].
Definition 8.1. Let α ∈ R and let n ∈ N0.
(a) Let (sj)
2n+1
j=0 be a sequence from C
q×q. Then (sj)2n+1j=0 is called [α,∞)-Stieltjes non-
negative definite (resp. [α,∞)-Stieltjes positive definite) if both sequences (sj)2nj=0
and (( sα )j)
2n
j=0 are Hankel non-negative definite (resp. Hankel positive definite).
(b) Let (sj)2nj=0 be a sequence from C
q×q. Then (sj)2nj=0 is called [α,∞)-Stieltjes non-
negative definite (resp. [α,∞)-Stieltjes positive definite) if (sj)2nj=0 and, in the case
n ≥ 1, also (( sα )j)2(n−1)j=0 is Hankel non-negative definite (resp. Hankel positive
definite).
If m ∈ N0, then, K≥q,m,α (resp. K>q,m,α) stands for the set of all [α,∞)-Stieltjes non-
negative definite (resp. [α,∞)-Stieltjes positive definite) sequences (sj)mj=0 from Cq×q.
Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence from Cq×q. Then (sj)mj=0 is
called [α,∞)-Stieltjes non-negative definite extendable (resp. [α,∞)-Stieltjes positive def-
inite extendable) if there exists a matrix sm+1 ∈ Cq×q such that (sj)m+1j=0 ∈ K≥q,m+1,α (resp.
(sj)
m+1
j=0 ∈ K>q,m+1,α). We denote by K≥,eq,m,α (resp. K>,eq,m,α) the set of all [α,∞)-Stieltjes
non-negative definite extendable (resp. [α,∞)-Stieltjes positive definite extendable) se-
quences (sj)mj=0 from C
q×q. The importance of the class K≥,eq,m,α in the context of moment
problems is caused by the following observation:
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Theorem 8.2 ( [13, Theorem 1.3]). Let α ∈ R, m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Then Mq≥[[α,∞); (sj)mj=0,=] 6= ∅ if and only if (sj)mj=0 ∈ K≥,eq,m,α.
Lemma 8.3 ( [20, Lemma 2.9(a)–(b)]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈
K≥q,m,α. Then sj ∈ Cq×qH for all j ∈ Z0,m and s2k ∈ Cq×q≥ for all k ∈ N0 with 2k ≤ m.
Furthermore, ( sα )j ∈ Cq×qH for all j ∈ Z0,m−1 and ( sα )2k ∈ Cq×q≥ for all k ∈ N0 with
2k + 1 ≤ m.
Remark 8.4. Let α ∈ R and let m ∈ N0. Then K≥,eq,m,α ⊆ K≥q,m,α and, in the case m ∈ N,
furthermore K≥,eq,m,α 6= K≥q,m,α.
Remark 8.5. Let α ∈ R, let m ∈ N, and let (sj)mj=0 ∈ K≥q,m,α. Then (sj)ℓj=0 ∈ K≥,eq,ℓ,α for
all ℓ ∈ Z0,m−1.
Remark 8.6. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥,eq,m,α (resp. K>q,m,α). Then
(sj)ℓj=0 ∈ K≥,eq,ℓ,α (resp. K>q,ℓ,α) for all ℓ ∈ Z0,κ.
Let α ∈ R. A sequence (sj)∞j=0 from Cq×q is called [α,∞)-Stieltjes non-negative definite
(resp. [α,∞)-Stieltjes positive definite) if (sj)mj=0 ∈ K≥q,m,α (resp. (sj)mj=0 ∈ K>q,m,α) for
all m ∈ N0. We denote by K≥q,∞,α (resp. K>q,∞,α) the set of all [α,∞)-Stieltjes non-
negative definite (resp. [α,∞)-Stieltjes positive definite) sequences (sj)∞j=0 from Cq×q.
Furthermore, let K≥,eq,∞,α := K≥q,∞,α and let K>,eq,∞,α := K>q,∞,α.
Lemma 8.7. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥q,κ,α. Then Ln ∈ Cq×q≥
for all n ∈ N0 with 2n ≤ κ, and ( Lα )n ∈ Cq×q≥ for all n ∈ N0 with 2n + 1 ≤ κ.
Proof. Combine Definition 8.1, Remarks 8.5 and 8.4, and Remark 3.6(a).
Proposition 8.8 ( [20, Proposition 2.19]). Let α ∈ R. Then:
(a) Let n ∈ N0 and let (sj)2n+1j=0 ∈ K≥,eq,2n+1,α, then
R(L0) ⊇ R(( Lα )0) ⊇ R(L1) ⊇ R(( Lα )1) ⊇ · · · ⊇ R(Ln) ⊇ R(( Lα )n)
and
N (L0) ⊆ N (( Lα )0) ⊆ N (L1) ⊆ N (( Lα )1) ⊆ · · · ⊆ N (Ln) ⊆ N (( Lα )n).
(b) Let n ∈ N and let (sj)2nj=0 ∈ K≥,eq,2n,α, then
R(L0) ⊇ R(( Lα )0) ⊇ R(L1) ⊇ R(( Lα )1) ⊇ · · · ⊇ R
(
( Lα )n−1
)
⊇ R(Ln)
and
N (L0) ⊆ N (( Lα )0) ⊆ N (L1) ⊆ N (( Lα )1) ⊆ · · · ⊆ N
(
( Lα )n−1
)
⊆ N (Ln).
Now we consider the constructions connected with the right endpoint β of the interval
[α, β].
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Definition 8.9. Let β ∈ R and let n ∈ N0.
(a) Let (sj)
2n+1
j=0 be a sequence from C
q×q. Then (sj)2n+1j=0 is called (−∞, β]-Stieltjes
non-negative definite (resp. (−∞, β]-Stieltjes positive definite) if both sequences
(sj)2nj=0 and ((sβ)j)
2n
j=0 are Hankel non-negative definite (resp. Hankel positive def-
inite).
(b) Let (sj)2nj=0 be a sequence from C
q×q. Then (sj)2nj=0 is called (−∞, β]-Stieltjes
non-negative definite (resp. (−∞, β]-Stieltjes positive definite) if (sj)2nj=0 and, in
the case n ≥ 1, also ((sβ)j)2(n−1)j=0 is Hankel non-negative definite (resp. Hankel
positive definite).
If m ∈ N0, then L≥q,m,β (resp. L>q,m,β) stands for the set of all (−∞, β]-Stieltjes non-
negative definite (resp. (−∞, β]-Stieltjes positive definite) sequences (sj)mj=0 from Cq×q.
Let β ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence from Cq×q. Then (sj)mj=0 is called
(−∞, β]-Stieltjes non-negative definite extendable (resp. (−∞, β]-Stieltjes positive defi-
nite extendable) if there exists a matrix sm+1 ∈ Cq×q such that (sj)m+1j=0 ∈ L≥q,m+1,β (resp.
(sj)
m+1
j=0 ∈ L>q,m+1,β). We denote by L≥,eq,m,β (resp. L>,eq,m,β) the set of all (−∞, β]-Stieltjes
non-negative definite extendable (resp. (−∞, β]-Stieltjes positive definite extendable)
sequences (sj)mj=0 from C
q×q.
A sequence (sj)∞j=0 from C
q×q is called (−∞, β]-Stieltjes non-negative definite (resp.
(−∞, β]-Stieltjes positive definite) if (sj)mj=0 ∈ L≥q,m,β (resp. (sj)mj=0 ∈ L>q,m,β) for all
m ∈ N0. We denote by L≥q,∞,β (resp. L>q,∞,β) the set of all (−∞, β]-Stieltjes non-negative
definite (resp. (−∞, β]-Stieltjes positive definite) sequences (sj)∞j=0 from Cq×q. Further-
more, let L≥,eq,∞,β := L≥q,∞,β and let L>,eq,∞,β := L>q,∞,β.
Lemma 8.10. Let β ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence from Cq×q. Let the
sequence (rj)mj=0 be given by rj := (−1)jsj. Then:
(a) (sj)mj=0 ∈ L≥q,m,β if and only if (rj)mj=0 ∈ K≥q,m,−β.
(b) (sj)mj=0 ∈ L≥,eq,m,β if and only if (rj)mj=0 ∈ K≥,eq,m,−β.
(c) (sj)mj=0 ∈ L>q,m,β if and only if (rj)mj=0 ∈ K>q,m,−β.
(d) (sj)mj=0 ∈ L>,eq,m,β if and only if (rj)mj=0 ∈ K>,eq,m,−β.
Proof. This can be verified analogously to the proof of Lemma 4.21.
The importance of the class L≥,eq,m,β in the context of moment problems is caused by
the following observation:
Theorem 8.11. Let β ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence from Cq×q. Then
Mq≥[(−∞, β]; (sj)mj=0,=] 6= ∅ if and only if (sj)mj=0 ∈ L≥,eq,m,β.
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Proof. Combine Lemma 8.10(b), Theorem 8.2, and Remark 2.1.
Remark 8.12. Let β ∈ R and let m ∈ N0. Then L≥,eq,m,β ⊆ L≥q,m,β and, in the case m ∈ N,
furthermore L≥,eq,m,β 6= L≥q,m,β.
Remark 8.13. Let β ∈ R, let m ∈ N, and let (sj)mj=0 ∈ L≥q,m,β. Then (sj)ℓj=0 ∈ L≥,eq,ℓ,β for
all ℓ ∈ Z0,m−1.
Remark 8.14. Let β ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ L≥,eq,m,β (resp. L>q,m,β). Then
(sj)ℓj=0 ∈ L≥,eq,ℓ,β (resp. L>q,ℓ,β) for all ℓ ∈ Z0,m.
Remark 8.15. Let β ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ L≥q,κ,β. In view of
Definition 8.9, Remarks 8.13 and 8.12, and Remark 3.6(a), then Ln ∈ Cq×q≥ for all
n ∈ N0 with 2n ≤ κ, and (Lβ)n ∈ Cq×q≥ for all n ∈ N0 with 2n + 1 ≤ κ.
Remark 8.16. For each n ∈ N, it is readily checked that
K≥,eq,2n−1,α =
{
(sj)
2n−1
j=0 ∈ H≥,eq,2n−1 : (( sα )j)2(n−1)j=0 ∈ H≥q,2(n−1)
}
,
L≥,eq,2n−1,β =
{
(sj)
2n−1
j=0 ∈ H≥,eq,2n−1 : ((sβ)j)2(n−1)j=0 ∈ H≥q,2(n−1)
}
,
K≥,eq,2n,α =
{
(sj)
2n
j=0 ∈ H≥q,2n : (( sα )j)2n−1j=0 ∈ H≥,eq,2n−1
}
,
L≥,eq,2n,β =
{
(sj)
2n
j=0 ∈ H≥q,2n : ((sβ)j)2n−1j=0 ∈ H≥,eq,2n−1
}
.
Proposition 8.17. Let α, β ∈ R and let n ∈ N. Then:
(a) K≥,eq,2n−1,α = {(sj)2n−1j=0 ∈ K≥q,2n−1,α : N (Ln−1) ⊆ N (( Lα )n−1)}.
(b) L≥,eq,2n−1,β = {(sj)2n−1j=0 ∈ L≥q,2n−1,β : N (Ln−1) ⊆ N ((Lβ)n−1)}.
(c) K≥,eq,2n,α = {(sj)2nj=0 ∈ K≥q,2n,α : N (( Lα )n−1) ⊆ N (Ln)}.
(d) L≥,eq,2n,β = {(sj)2nj=0 ∈ L≥q,2n,β : N ((Lβ)n−1) ⊆ N (Ln)}.
Proof. Parts (a) and (c) are proved in [13, Lemmata 4.15 and 4.16].
(b) Let rj := (−1)jsj for all j ∈ Z0,2n−1. Then sj := (−1)jrj for each j ∈ Z0,2n−1. First
we assume (sj)
2n−1
j=0 ∈ L≥,eq,2n−1,β. Lemma 8.10(b) provides us then (rj)2n−1j=0 ∈ K≥,eq,2n−1,−β.
Thus, part (a) shows (rj)
2n−1
j=0 ∈ K≥q,2n−1,−β and
N (L〈r〉n−1) ⊆ N
(
(−βL〈r〉)n−1
)
. (8.1)
In particular, Lemma 8.10(a) implies
(sj)
2n−1
j=0 ∈ L≥q,2n−1,β. (8.2)
Taking into account that
( r−β )j = −(−β)(−1)jsj + (−1)j+1sj+1 = (−1)j(βsj − sj+1) = (−1)j(sβ)j (8.3)
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holds true for each j ∈ Z0,2n−1, Lemma 4.19(b) implies (−βL〈r〉)n−1 = (Lβ)n−1. Since
Lemma 4.19(b) also yields L〈r〉n−1 = Ln−1, from (8.1) we get then
N (Ln−1) ⊆ N
(
(Lβ)n−1
)
. (8.4)
Conversely, now suppose that (8.2) and (8.4) are valid. Because of (8.2) and
Lemma 8.10(a), then (rj)
2n−1
j=0 belongs to K≥q,2n−1,−β. From Lemma 4.19(b) we get
again L〈r〉n−1 = Ln−1 and, in view of (8.3), the equation ( L
〈r〉−β )n−1 = (Lβ)n−1 as well.
Thus, (8.4) implies (8.1). Consequently, part (a) yields (rj)
2n−1
j=0 ∈ K≥,eq,2n−1,−β. Hence,
Lemma 8.10(b) shows that (sj)
2n−1
j=0 ∈ L≥,eq,2n−1,β.
(d) Analogously, as part (b) can be proved by virtue of part (a), part (d) can be
checked using part (c).
If M is a non-empty subset of Cq, then let M⊥ be the set of all x ∈ Cq which fulfill
〈x, y〉E = 0 for each y ∈M, where 〈·, ·〉E is the Euclidean inner product in Cq.
Proposition 8.18. Let α, β ∈ R and let n ∈ N. Then:
(a) K≥,eq,2n−1,α = {(sj)2n−1j=0 ∈ K≥q,2n−1,α : R(( Lα )n−1) ⊆ R(Ln−1)}.
(b) L≥,eq,2n−1,β = {(sj)2n−1j=0 ∈ L≥q,2n−1,β : R((Lβ)n−1) ⊆ R(Ln−1)}.
(c) K≥,eq,2n,α = {(sj)2nj=0 ∈ K≥q,2n,α : R(Ln) ⊆ R(( Lα )n−1)}.
(d) L≥,eq,2n,β = {(sj)2nj=0 ∈ L≥q,2n,β : R(Ln) ⊆ R((Lβ)n−1)}.
Proof. In view of the Definition of the set K≥q,2n−1,α and Lemma 8.7, we see that, for
each (sj)
2n−1
j=0 ∈ K≥q,2n−1,α, the matrices Ln−1 and ( Lα )n−1 are both non-negative Her-
mitian. Thus, N (Ln−1) = N (L∗n−1) = R(Ln−1)⊥ and N (( Lα )n−1) = N (( Lα )∗n−1) =
R(( Lα )n−1)⊥. Consequently, the application of Proposition 8.17 completes the proof of
(a). Parts (b), (c), and (d) can be checked analogously.
Now we are going to study several aspects of the interplay between those four Hankel
non-negative definite sequences which determine the sections of an [α, β]-Hausdorff non-
negative definite sequence. In particular, we derive formulas connecting the matrices
which were introduced in parts (c) and (d) of Notation 3.4 for each of the sequences
(sj)κj=0, (( sα )j)
κ−1
j=0 , ((sβ)j)
κ−1
j=0 , and (( sα β)j)
κ−2
j=0 . These formulas play an important role in
the proof of Theorem 10.14, which is of central importance for our further considerations.
Lemma 8.19. Let α, β ∈ R and let n ∈ N. Then:
(a) If (sj)2nj=0 ∈ K≥q,2n,α, then
Ln = ( sα )2n−1 − ( Mα )n−1 − ( Lα )n−1L†n−1(s2n−1 −Mn−1).
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(b) If (sj)2nj=0 ∈ L≥q,2n,β, then
Ln = −
[
(sβ)2n−1 − (Mβ)n−1
]
+ (Lβ)n−1L
†
n−1(s2n−1 −Mn−1).
Proof. A proof of part (a) is given in [20, Proposition 6.4]. To prove part (b), we consider
an arbitrary sequence (sj)2nj=0 ∈ L≥q,2n,β. Setting rj := (−1)jsj for all j ∈ Z0,2n, we see
from Lemma 8.10(a) that (rj)2nj=0 belongs to K≥q,2n,−β. Because of part (a), we have then
L〈r〉n = −(−β)r2n−1 + r2n − ( M 〈r〉−β )n−1 − ( L〈r〉−β )n−1(L〈r〉n−1)†(r2n−1 −M 〈r〉n−1). (8.5)
Obviously, r2n−1 = −s2n−1 and r2n = s2n. Lemma 4.19 yields L〈r〉ℓ = Lℓ for ℓ ∈ {n−1, n}
and M 〈r〉n−1 = −Mn−1. Taking into account that (8.3) holds true for all j ∈ Z0,2n−1, from
Lemma 4.19 we also get ( M 〈r〉−β )n−1 = −(Mβ)n−1 and ( L〈r〉−β )n−1 = (Lβ)n−1. Thus,
in view of (8.5), the proof is complete.
Lemma 8.20. Let α, β ∈ R and let n ∈ N. Then:
(a) If (sj)
2n−1
j=0 ∈ K≥,eq,2n−1,α, then
Θn = αs2n−1 + ( Mα )n−1 + ( Lα )n−1L
†
n−1(s2n−1 −Mn−1). (8.6)
(b) If (sj)
2n−1
j=0 ∈ L≥,eq,2n−1,β, then
Θn = βs2n−1 −
[
(Mβ)n−1 + (Lβ)n−1L
†
n−1(s2n−1 −Mn−1)
]
.
Proof. First we suppose that (sj)
2n−1
j=0 ∈ K≥,eq,2n−1,α. Then there is an s2n ∈ Cq×q such that
(sj)2nj=0 ∈ K≥q,2n,α. Using Lemma 8.19(a), the equation Θn = s2n − Ln, and the equation
( sα )2n−1 = −αs2n−1 + s2n, we get (8.6). Part (a) is proved. In view of Lemma 8.19(b),
part (b) can be checked analogously.
Lemma 8.21. Let α, β ∈ R and let n ∈ N. Then:
(a) If (sj)
2n+1
j=0 ∈ K≥q,2n+1,α, then
( Lα )n = s2n+1 −Mn − Ln
(
αIq +
[
( Lα )n−1
]†[
( sα )2n−1 − ( Mα )n−1
])
.
(b) If (sj)
2n+1
j=0 ∈ L≥q,2n+1,β, then
(Lβ)n = −(s2n+1 −Mn) + Ln
(
βIq +
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
])
. (8.7)
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Proof. Part (a) is proved in [20, Proposition 6.5]. In order to check part (b), we consider
an arbitrary sequence (sj)
2n+1
j=0 ∈ L≥q,2n+1,β. Let rj := (−1)jsj for each j ∈ Z0,2n+1.
According to Lemma 8.10(a), the sequence (rj)
2n+1
j=0 belongs to K≥q,2n+1,−β. Thus, part (a)
provides us
( L〈r〉−β )n = r2n+1 −M 〈r〉n − L〈r〉n
(
(−β)Iq + ( L〈r〉−β )n−1
[
( r−β )2n−1 − ( M 〈r〉−β )n−1
])
.
(8.8)
Obviously, r2n+1 = −s2n+1 and, by (8.3), furthermore ( r−β )2n−1 = −(sβ)2n−1.
Lemma 4.19 yields M 〈r〉n = −Mn and L〈r〉n = Ln. Since (8.3) holds true for all
j ∈ Z0,2n, Lemma 4.19 also shows that ( L〈r〉−β )ℓ = (Lβ)ℓ for ℓ ∈ {n − 1, n} and that
( M 〈r〉−β )n−1 = −(Mβ)n−1. Thus, (8.7) follows from (8.8).
Lemma 8.22. Let α, β ∈ R and let n ∈ N. Then:
(a) If (sj)2nj=0 ∈ K≥,eq,2n,α, then
( Θα )n = −αs2n +Mn + Ln
(
αIq +
[
( Lα )n−1
]†[
( sα )2n−1 − ( Mα )n−1
])
. (8.9)
(b) If (sj)2nj=0 ∈ L≥,eq,2n,β, then
(Θβ)n = βs2n −
[
Mn + Ln
(
βIq +
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
])]
. (8.10)
Proof. Choose a matrix s2n+1 ∈ Cq×q such that (sj)2n+1j=0 belongs to K≥q,2n+1,α (resp.
L≥q,2n+1,β) and apply Lemma 8.21.
Lemma 8.23. Let α, β ∈ R and let κ ∈ N ∪ {∞}. Then:
(a) If (sj)κj=0 ∈ K≥q,κ,α, then (( sα )j)mj=0 ∈ K≥q,m,α for all m ∈ Z0,κ−1.
(b) If (sj)κj=0 ∈ L≥q,κ,β, then ((sβ)j)mj=0 ∈ L≥q,m,β for all m ∈ Z0,κ−1.
Proof. (a) In view of Remarks 8.5 and 8.4, part (a) is proved in [21, Proposition 5.1].
(b) Use Lemma 8.10 and part (a).
The following result gives us a first impression of the interplay between F≥q,m,α,β and
the classes studied in this section.
Proposition 8.24. Let α ∈ R, let β ∈ (α,∞), and let n ∈ N0. Then F≥q,2n+1,α,β =
K≥q,2n+1,α ∩ L≥q,2n+1,β.
Proof. Let (sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β. Then Definition 4.2(a) shows that
{(( sα )j)2nj=0, ((sβ)j)2nj=0} ⊆ H≥q,2n. Moreover, from Lemma 4.15 we know that
(sj)2nj=0 ∈ H≥q,2n. Hence, (sj)2n+1j=0 belongs to K≥q,2n+1,α ∩ L≥q,2n+1,β.
Conversely, now assume that (sj)
2n+1
j=0 belongs to K≥q,2n+1,α ∩ L≥q,2n+1,β. Then the
definitions of the sets K≥q,2n+1,α and L≥q,2n+1,β in combination with Definition 4.2(a) yield
immediately (sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β.
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In this section we investigate interrelations between the set F≥q,m,α,β on the one hand
and the intersection K≥,eq,m,α ∩ L≥,eq,m,β on the other hand.
Proposition 9.1. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then:
(a) {(( sα )j)κ−1j=0 , ((sβ)j)κ−1j−0} ⊆ F≥q,κ−1,α,β.
(b) If κ ≥ 2, then (( sα β)j)κ−2j=0 ∈ F≥q,κ−2,α,β.
Proof. (a) First we consider the case that κ = 2n + 1 with some n ∈ N0. Then Defini-
tion 4.2(a) yields {( Hα )n, (Hβ)n} ⊆ C(n+1)q×(n+1)q≥ . If n = 0, then (a) is proved. As-
sume n ≥ 1. Then Proposition 7.7(a) provides us (sj)2nj=0 ∈ F≥q,2n,α,β and, consequently,
( Hα β)n−1 ∈ Cnq×nq≥ . From Remark 4.14 we have ( Hα β)n−1 = (α(Hβ))n−1 = ((αH)β)n−1.
Thus, ((sβ)j)
2n
j=0 ∈ K≥q,2n,α and (( sα )j)2nj=0 ∈ L≥q,2n,β. Applying Lemma 8.23(a)
to ((sβ)j)
2n
j=0, from Remark 4.12 we get (( sα β)j)
2n−1
j=0 ∈ K≥q,2n−1,α. In particular,
−α( Hα β)n−1 + ( Kα β)n−1 ∈ Cnq×nq≥ . Taking into account that Remark 4.12 shows that
−α( sα β)j+( sα β)j+1 = −αβ( sα )j+(α+β)( sα )j+1−( sα )j+2 holds true for all j ∈ Z0,2n−2,
then −αβ( Hα )n−1+ (α+ β)( Kα )n−1− ( Gα )n−1 ∈ Cnq×nq≥ and (( sα )j)2nj=0 ∈ F≥q,2n,α,β fol-
low. Applying Lemma 8.23(b) to the sequence (( sα )j)
2n
j=0, we obtain from Remark 4.12
that (( sα β)j)
2n−1
j=0 belongs to L≥q,2n−1,β. In particular, β( Hα β)n−1 − ( Kα β)n−1 ∈ Cnq×nq≥ .
Since Remark 4.12 yields β( sα β)j − ( sα β)j+1 = −αβ(sβ)j + (α+ β)(sβ)j+1− (sβ)j+2 for
all j ∈ Z0,2n−2, we conclude then −αβ(Hβ)n−1 + (α + β)(Kβ)n−1 − (Gβ)n−1 ∈ Cnq×nq≥
and ((sβ)j)
2n
j=0 ∈ F≥q,2n,α,β and, because of Remark 4.12, furthermore (( sα β)j)2n−1j=0 ∈
F≥q,2n−1,α,β.
Now we consider the case that κ = 2n with some n ∈ N. Then the matrices Hn and
( Hα β)n−1 are both non-negative Hermitian. Proposition 7.7(a) provides us (sj)
2n−1
j=0 ∈
F≥q,2n−1,α,β. Hence, {( Hα )n−1(Hβ)n−1} ∈ Cnq×nq≥ . Thus, (sj)2nj=0 ∈ K≥q,2n,α ∩L≥q,2n,β. Ap-
plying Lemma 8.23(a) to (sj)2nj=0, we infer (( sα )j)
2n−1
j=0 ∈ K≥q,2n−1,α. Thus, −α( Hα )n−1 +
( Kα )n−1 ∈ Cnq×nq≥ . Since Remark 4.14 shows that β( Hα )n−1 − ( Kα )n−1 = ( Hα β)n−1 is
valid, from Definition 4.2(a) we get (( sα )j)
2n−1
j=0 ∈ F≥q,2n−1,α,β. Lemma 8.23(b) provides
us (sβ)
2n−1
j=0 ∈ L≥q,2n−1,β. Consequently, the matrix β(Hβ)n−1 − (Kβ)n−1 is non-negative
Hermitian. Since Remark 4.14 shows that −α(Hβ)n−1 + (Kβ)n−1 = ( Hα β)n−1 holds
true, then Definition 4.2(a) shows that ((sβ)j)
2n−1
j=0 ∈ F≥q,2n−1,α,β.
(b) In view of Remark 4.12, this follows by applying part (a) to one of the sequences
(( sα )j)
κ−1
j=0 or ((sβ)j)
κ−1
j=0 which, according to part (a), belong to F≥q,κ−1,α,β.
Obviously, F≥q,0,α,β = K≥,eq,0,α ∩L≥,eq,0,β and F≥q,0,α,β = K≥q,0,α ∩ L≥q,0,β for all α, β ∈ R with
α < β.
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Proposition 9.2. Let α ∈ R and let β ∈ (α,∞). Then F≥q,m,α,β ⊆ K≥,eq,m,α ∩ L≥,eq,m,β for
all m ∈ N0.
Proof. The case m = 0 is trivial. Let m ∈ N and let (sj)mj=0 ∈ F≥q,m,α,β.
We consider now the case thatm = 2n+1 with some n ∈ N0. From Lemma 7.5 we know
that (sj)
2n+1
j=0 ∈ H≥,eq,2n+1. Furthermore, Definition 4.2(a) yields {(( sα )j)2nj=0, ((sβ)j)2nj=0} ⊆
H≥q,2n. Thus, Remark 8.16 shows that (sj)2n+1j=0 belongs to K≥,eq,2n+1,α ∩ L≥,eq,2n+1,β.
It remains to consider the case that m = 2n with some n ∈ N. Since (sj)2nj=0 be-
longs to F≥q,2n,α,β, from Definition 4.2(b) we have (sj)2nj=0 ∈ H≥q,2n. Proposition 9.1(a)
yields {(( sα )j)2n−1j=0 , ((sβ)j)2n−1j=0 } ⊆ F≥q,2n−1,α,β. Consequently, Lemma 7.5 provides us
{(( sα )j)2n−1j=0 , ((sβ)j)2n−1j=0 } ⊆ H≥,eq,2n−1. Hence, Remark 8.16 yields that (sj)2nj=0 belongs to
K≥,eq,2n,α ∩ L≥,eq,2n,β.
Alternative proof of Proposition 9.2. Let (sj)mj=0 ∈ F≥q,m,α,β. In view of Theorem 4.3,
then Mq≥[[α, β]; (sj)mj=0,=] 6= ∅. Defining σ[α] : B[α,∞) → Cq×q by σ[α](B) := σ(B ∩
[α, β]) and σ[β] : B(−∞,β] → Cq×q by σ[β](C) := σ(C ∩ [α, β]), we immediately see σ[α] ∈
Mq≥[[α,∞); (sj)mj=0,=] and σ[β] ∈ Mq≥[(−∞, β]; (sj)mj=0,=], resp. Thus, Theorems 8.2
and 8.11 provide (sj)mj=0 ∈ K≥,eq,m,α and (sj)mj=0 ∈ L≥,eq,m,β.
Proposition 9.3. Let α ∈ R, let β ∈ (α,∞), and let n ∈ N0. Then F≥q,2n+1,α,β =
K≥,eq,2n+1,α ∩ L≥,eq,2n+1,β.
Proof. In view of Definition 4.2(a), Remark 8.16 provides us K≥,eq,2n+1,α ∩ L≥,eq,2n+1,β ⊆
F≥q,2n+1,α,β. Thus, the application of Proposition 9.2 completes the proof.
In view of Proposition 9.2, the following example shows that F≥1,2,α,β is a proper subset
of K≥,e1,2,α ∩ L≥,e1,2,β if α and β are real numbers such that α < β.
Example 1. Let α ∈ R, let β ∈ (α,∞), and let
s0 := 4, s1 := 2(α + β), and s2 := (α+ β)
2 + 3(β − α)2.
Then H1 =
[ 2 0
α+β
√
3(β−α)
][ 2 0
α+β
√
3(β−α)
]∗
is positive Hermitian and L1 = 3(β − α),
( Hα )0 = ( Lα )0 = 2(β − α), and (Hβ)0 = (Lβ)0 = 2(β − α) are positive. Thus, parts (c)
and (d) of Proposition 8.17 show that (sj)2j=0 belongs to K≥,e1,2,α∩L≥,e1,2,β. However, taking
into account that ( Hα β)0 = −2(β − α)2 is negative, we see that (sj)2j=0 /∈ F≥1,2,α,β.
10. On the structure of [α, β]-Hausdorff non-negative definite
sequences
In this section, we discuss essential aspects of the structure of the elements of the set
F≥q,m,α,β. In particular, we will see that each element of such a sequence varies within a
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closed matricial subinterval of Cq×qH the endpoints of which are completely determined
by the preceding elements of the sequence. First we introduce two types of matricial
intervals:
Let A,B ∈ Cq×qH . Then we set
[A,B] := {X ∈ Cq×qH : A ≤ X ≤ B} and (A,B) := {X ∈ Cq×qH : A < X < B}.
The matrix A (resp. B) is called the matricial left (resp. right) endpoint of [A,B] or
(A,B). The matrix C := 12(A+ B) (resp. D := B − A) is called the matricial midpoint
(resp. length) of [A,B] or (A,B).
The following result indicates that closed and open matricial intervals are intimately
related to closed and open matricial matrix balls.
Lemma 10.1. Let A,B ∈ Cq×qH and let D := B −A. Then:
(a) [A,B] 6= ∅ if and only if D ∈ Cq×q≥ . In this case,
[A,B] =
{
A+
√
DK
√
D : K ∈ [0q×q, Iq]
}
.
(b) (A,B) 6= ∅ if and only if D ∈ Cq×q> . In this case,
(A,B) =
{
A+
√
DK
√
D : K ∈ (0q×q, Iq)
}
.
Proof. (a) If [A,B] 6= ∅, then there exists a matrix X ∈ Cq×qH with A ≤ X ≤ B.
In particular, A ≤ B, i. e., D ∈ Cq×q≥ . Conversely, assume D ∈ Cq×q≥ . Obviously,
[0q×q, Iq] 6= ∅. Let K ∈ [0q×q, Iq]. Then X := A+
√
DK
√
D is Hermitian. By virtue of
Remark A.2, furthermore X − A = √DK√D ≥ 0q×q and B − X = D −
√
DK
√
D =√
D(Iq − K)
√
D ≥ 0q×q. Hence, X ∈ [A,B]. In particular, [A,B] 6= ∅. Now let
X ∈ [A,B]. In view of Remark A.8, then K := √D†(X − A)√D† is Hermitian and we
have
0q×q ≤ X −A ≤ B −A = D. (10.1)
Hence, R(X−A) ⊆ R(D) and N (D) ⊆ N (X−A) by virtue of Remark A.11. According
to Remark A.10, thusR(X−A) ⊆ R(√D) andN (√D) ⊆ N (X−A). Using Remarks A.5
and A.6, we obtain then
√
DK
√
D = X − A. Hence, X = A + √DK√D. With
Remark A.2, we conclude from (10.1) that 0q×q ≤ K ≤
√
D
†
D
√
D
†
. Using Remarks A.8
and A.3 and Proposition A.4, we have
√
D
†
D
√
D
†
=
√
D
†√
D
√
D
√
D
†
=
√
D
√
D
†√
D
√
D
†
=
√
D
√
D
†
= PR(√D) ≤ Iq.
Thus, 0q×q ≤ K ≤ Iq, i. e., K ∈ [0q×q, Iq].
(b) Since every positive Hermitian matrix is invertible, this can be shown more easy
in a similar manner.
From Lemma 10.1 we conclude the following result:
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Remark 10.2. Let A,B ∈ Cq×qH and let C := 12(A+B) and D := B −A. Then:
(a) If [A,B] 6= ∅, then {A,C,B} ⊆ {A+ ηD : η ∈ [0, 1]} ⊆ [A,B].
(b) If (A,B) 6= ∅, then C ∈ {A+ ηD : η ∈ (0, 1)} ⊆ (A,B).
Now we are going to introduce those sequences of matrices which will be needed to
describe that sequences of matricial intervals which turn out to be associated with an
[α, β]-Hausdorff non-negative definite sequence:
Definition 10.3. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
For all k ∈ N0 with 2k ≤ κ, let
a2k := αs2k + ( Θα )k and b2k := βs2k − (Θβ)k.
For all k ∈ N0 with 2k + 1 ≤ κ, let
a2k+1 := Θk+1 and b2k+1 := −αβs2k + (α+ β)s2k+1 − ( Θα β)k.
Then the sequences (aj)κj=0 and (bj)
κ
j=0 are called the sequence of left matricial interval
endpoints associated with (sj)κj=0 and [α, β] and the sequence of right matricial interval
endpoints associated with (sj)κj=0 and [α, β], resp.
Remark 10.4. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then a0 = αs0 and b0 = βs0. If κ ≥ 1, further a1 = s1s†0s1 and b1 = −αβs0+ (α+ β)s1.
Remark 10.5. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Because of Definition 10.3, Notation 3.4, and Remarks 4.17 and A.7, then {aj , bj} ⊆ Cq×qH
for all j ∈ Z0,κ.
Definition 10.6. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then the sequences (Aj)κj=0 and (Bj)
κ
j=1 given with a−1 := 0q×q by
Aj := sj − aj−1 and Bj := bj−1 − sj
are called the sequence of lower Schur complements associated with (sj)κj=0 and [α, β]
and the sequence of upper Schur complements associated with (sj)κj=0 and [α, β], resp.
Taking into account that Proposition 10.15(a) will show bj−1 − aj−1 ∈ Cq×q≥ , the
matrices Aj and Bj introduced in Definition 10.6 determine the position of the matrix
sj in the interval [aj−1, bj−1].
Remark 10.7. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then A0 = s0. If κ ≥ 1, then furthermore A1 = ( sα )0 and B1 = (sβ)0. If κ ≥ 2, then
moreover B2 = ( sα β)0.
Remark 10.8. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then A2n = Ln for all n ∈ N0 with 2n ≤ κ and A2n+1 = ( Lα )n for all n ∈ N0
with 2n + 1 ≤ κ. Furthermore, B2n+1 = (Lβ)n for all n ∈ N0 with 2n + 1 ≤ κ and
B2n+2 = ( Lα β)n for all n ∈ N0 with 2n+ 2 ≤ κ.
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From Remark 10.8 and Notation 3.4(c) we see now that the matrices introduced
in Definition 10.6 are indeed Schur complements in block Hankel matrices which are
responsible for the property of belonging to the set F≥q,m,α,β. For this reason, we had
chosen the terminology introduced in Definition 10.6. In the sequel, we investigate the
interplay between the ranges of two consecutive elements of the sequence of matrices
introduced in Definition 10.6.
Lemma 10.9. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a
sequence from Cq×q.
(a) If (sj)κj=0 ∈ F≥q,κ,α,β, then Aj ∈ Cq×q≥ for all j ∈ Z0,κ and Bj ∈ Cq×q≥ for all
j ∈ Z1,κ.
(b) If (sj)κj=0 ∈ F>q,κ,α,β, then Aj ∈ Cq×q> for all j ∈ Z0,κ and Bj ∈ Cq×q> for all
j ∈ Z1,κ.
Proof. Use Remark 10.8 and Corollary 7.8.
In the sequel, we need detailed information on the interplay between the ranges of
consecutive elements of the sequences of lower and upper Schur complements associated
with an [α, β]-Hausdorff non-negative definite sequence. The next result gives us a first
impression on this theme.
Lemma 10.10. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then R(Aj) +R(Bj) ⊆ R(Aj−1) ∩R(Bj−1) for each j ∈ Z2,κ.
Proof. Suppose κ ≥ 2. We consider an arbitrary n ∈ N with 2n ≤ κ. In view of
Proposition 7.7(a), we have (sj)2nj=0 ∈ F≥q,2n,α,β. Thus, Proposition 9.2 yields (sj)2nj=0 ∈
K≥,eq,2n,α ∩ L≥,eq,2n,β. Hence, using Proposition 8.18, we get
R(Ln) ⊆ R
(
( Lα )n−1
)
∩R
(
(Lβ)n−1
)
. (10.2)
Proposition 9.1(a) provide us {(( sα )j)2n−1j=0 , ((sβ)j)2n−1j=0 } ⊆ F≥q,2n−1,α,β. Hence, from
Proposition 9.2 we conclude ((sβ)j)
2n−1
j=0 ∈ K≥,eq,2n−1,α and (( sα )j)2n−1j=0 ∈ L≥,eq,2n−1,β. Us-
ing Remark 4.12 and Proposition 8.18, we infer then
R
(
( Lα β)n−1
)
⊆ R
(
( Lα )n−1
)
∩R
(
(Lβ)n−1
)
. (10.3)
From (10.2), (10.3), and Remark 10.8 we get R(A2n)+R(B2n) ⊆ R(A2n−1)∩R(B2n−1).
Now we consider an arbitrary n ∈ N with 2n + 1 ≤ κ. Then Proposition 7.7(a)
shows that (sj)
2n+1
j=0 belongs to F≥q,2n+1,α,β. According to Proposition 9.2, this implies
(sj)
2n+1
j=0 ∈ K≥,eq,2n+1,α ∩ L≥,eq,2n+1,β. Thus, from Proposition 8.18 we obtain
R(( Lα )n) ∪R
(
(Lβ)n
)
⊆ R(Ln). (10.4)
Proposition 9.1(a) yields {(( sα )j)2nj=0, ((sβ)j)2nj=0} ⊆ F≥q,2n,α,β. Consequently, Proposi-
tion 9.2 provides us (( sα )j)
2n
j=0 ∈ L≥,eq,2n−1,β and ((sβ)j)2nj=0 ∈ K≥,eq,2n,α. Taking into account
31
10. On the structure of [α, β]-Hausdorff non-negative definite sequences
Remark 4.12, then Proposition 8.18 shows that R(( Lα )n) ∪ R((Lβ)n) ⊆ R(( Lα β)n−1).
Therefore, in view of (10.4) and Remark 10.8, we get then the inclusion R(A2n+1) +
R(B2n+1) ⊆ R(A2n) ∩R(B2n).
Corollary 10.19 will show, that in the situation of Lemma 10.10 we even have the
equality R(Aj) +R(Bj) = R(Aj−1) ∩R(Bj−1) for all j ∈ Z2,κ.
Definition 10.11. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then the sequences (cj)κj=0 and (dj)
κ
j=0 given by
cj :=
1
2
(aj + bj) and dj := bj − aj
are called the sequence of matricial interval midpoints associated with (sj)κj=0 and [α, β]
and the sequence of matricial interval lengths associated with (sj)κj=0 and [α, β], resp.
Remark 10.12. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
If m ∈ Z0,κ, then it is easily checked that (dj)mj=0 is the sequence of matricial interval
lengths associated with (sj)mj=0 and [α, β]. Obviously, d0 = (β − α)s0. If κ ≥ 1, then
d1 = −αβs0 + (α + β)s1 − s1s†0s1 and Definitions 10.11 and 10.6 also show that dj =
Aj+1 +Bj+1 for all j ∈ Z0,κ−1.
Remark 10.13. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Because of Definition 10.12 and Remark 10.5, then {cj , dj} ⊆ Cq×qH for all j ∈ Z0,κ.
The next result is of fundamental importance for our further considerations. Again
we make essential use of the parallel sum of matrices:
Theorem 10.14. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then d0 = (β−α)A0. If κ ≥ 1, then dk = (β−α)(Ak ±Bk) and dk = (β−α)(Bk ±Ak)
for all k ∈ Z1,κ.
Proof. In view of Notation 3.4(c) and Definition 10.6, we have s0 = L0 = A0 and,
consequently, d0 = b0 − a0 = (β − α)s0. Assume κ ≥ 1. According to Lemma 10.9(a),
we know that {Ak, Bk} ⊆ Cq×q≥ for each k ∈ Z1,κ. Thus, Lemmata B.2 and B.3 provide
us Ak ±Bk = Bk ±Ak for each k ∈ Z1,κ. From Remark 10.12 we see that
(β − α)(Ak ±Bk) = (β − α)Ak(Ak +Bk)†Bk = Ak
(
1
β − αdk−1
)†
Bk (10.5)
is valid for each k ∈ Z1,κ. Using Proposition 7.7(a) and Remark 7.6, we conclude that
(sj)1j=0 belongs to Dq×q,1. Hence, Remarks A.5 and A.6 yield s0s†0s1 = s1 and s1s†0s0 = s1.
Taking into account (10.5) and Remarks 10.8 and 10.12, we obtain then
(β − α)(A1 ±B1) = A1
(
1
β − αd0
)†
B1 = [( Lα )0]s
†
0
[
(Lβ)0
]
= [( sα )0]s
†
0
[
(sβ)0
]
= (−αs0 + s1)s†0(βs0 − s1) = −αβs0s†0s0 + αs0s†0s1 + βs1s†0s0 − s1s†0s1 = d1.
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In the cases κ = 0 and κ = 1, the proof is complete. Now suppose κ ≥ 2. We assume
that m ∈ Z2,κ and that
dj = (β − α)(Aj ±Bj) for each j ∈ Z0,m−1. (10.6)
Since the matrices Am−1 and Bm−1 are both non-negative Hermitian, from Lemma B.2
and Proposition B.5 we get
(Am−1 ±Bm−1)† = PRm−1(A†m−1 +B†m−1)PRm−1 (10.7)
where Rm−1 := R(Am−1) ∩ R(Bm−1). By virtue of Lemma 10.10, we infer R(Am) +
R(Bm) ⊆ Rm−1 and, consequently, PRm−1Am = Am and PRm−1Bm = Bm. Since the
matrices PRm−1 and Am are Hermitian, then AmPRm−1 = Am also holds true. Using
(10.5), (10.6), and (10.7), it follows
(β − α)(Am ±Bm) = Am
(
1
β − αdm−1
)†
Bm = Am(Am−1 ±Bm−1)†Bm
= AmPRm−1(A
†
m−1 +B
†
m−1)PRm−1Bm
= Am(A
†
m−1 +B
†
m−1)Bm = AmA
†
m−1Bm +AmB
†
m−1Bm.
(10.8)
First we consider now the case that m = 2n with some positive integer n. Then from
(10.8) and Remark 10.8 we obtain
(β − α)(A2n ±B2n) = Ln
[
( Lα )n−1
]†
( Lα β)n−1 + Ln
[
(Lβ)n−1
]†
( Lα β)n−1. (10.9)
According to Proposition 7.7(a), the sequence (sj)2nj=0 belongs to F≥q,2n,α,β. Thus, Propo-
sition 9.2 yields (sj)2nj=0 ∈ K≥,eq,2n,α ∩ L≥,eq,2n,β. Hence, Lemma 8.22 shows that (8.9) and
(8.10) are true. This implies
d2n = b2n − a2n = βs2n − (Θβ)n − [αs2n + ( Θα )n]
= βLn + Ln
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
]
− αLn − Ln
[
( Lα )n−1
]†[
( sα )2n−1 − ( Mα )n−1
]
. (10.10)
Since (sj)2nj=0 belongs to K≥,eq,2n,α∩L≥,eq,2n,β, we get from Proposition 8.17 that N (( Lα )n−1)∪
N ((Lβ)n−1) ⊆ N (Ln). Consequently, Remark A.6 shows that
Ln
[
( Lα )n−1
]†
( Lα )n−1 = Ln and Ln
[
(Lβ)n−1
]†
(Lβ)n−1 = Ln. (10.11)
Remark 4.12 and Notation 3.4 yield
( Lα β)0 = ( sα β)0 = β( sα )0 − ( sα )1 = β( Lα )0 − ( sα )1 + ( Mα )0 (10.12)
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and
( Lα β)0 = ( sα β)0 = −α(sβ)0 + (sβ)1 = −α(Lβ)0 + (sβ)1 − (Mβ)0. (10.13)
Using (10.11) for n = 1, from (10.12) and (10.13) we obtain then L1( Lα )
†
0( Lα β)0 =
L1( Lα )
†
0[( Mα )0 − ( sα )1] + βL1 and L1(Lβ)†0( Lα β)0 = L1(Lβ)†0[(sβ)1 − (Mβ)0] − αL1.
This implies
L1( Lα )
†
0( Lα β)0 + L1(Lβ)
†
0( Lα β)0
= L1( Lα )
†
0[( Mα )0 − ( sα )1] + βL1 + L1(Lβ)†0
[
(sβ)1 − (Mβ)0
]
− αL1. (10.14)
Comparing (10.9) and (10.10) for n = 1 with (10.14), we conclude d2 = (β−α)(A2±B2).
Now we suppose that n ≥ 2. From Proposition 7.7(a) we know that (sj)2n−1j=0 be-
longs to F≥q,2n−1,α,β. Hence, Proposition 9.1(a) implies {(( sα )j)2n−2j=0 , ((sβ)j)2n−2j=0 } ⊆
F≥q,2n−2,α,β. Consequently, because of Proposition 9.2, we have (( sα )j)2n−2j=0 ∈ L≥,eq,2n−2,β
and ((sβ)j)
2n−2
j=0 ∈ K≥,eq,2n−2,α. In view Remark 4.12, the application of Lemma 8.22(b) to
the sequences (( sα )j)
2n−2
j=0 and of Lemma 8.22(a) to the sequences ((sβ)j)
2n−2
j=0 provides
us
((αΘ)β)n−1
= β( sα )2n−2 −
[
( Mα )n−1 + ( Lα )n−1
(
βIq + ((αL)β)
†
n−2[((αs)β)2n−3 − ((αM)β)n−2]
)]
= β( sα )2n−2 −
[
( Mα )n−1 + ( Lα )n−1
(
βIq + ( Lα β)
†
n−2
[
( sα β)2n−3 − ( Mα β)n−2
])]
and, analogously,
(
(Θβ)α
)
n−1 = −α(sβ)2n−2 + (Mβ)n−1
+ (Lβ)n−1
(
αIq + ( Lα β)
†
n−2
[
( sα β)2n−3 − ( Mα β)n−2
])
.
By virtue of Remark 4.12, we get
( Lα β)n−1 = ((αL)β)n−1 = β( sα )2n−2 − ( sα )2n−1 − ((αΘ)β)n−1
= ( Mα )n−1 − ( sα )2n−1 + ( Lα )n−1
(
βIq + ( Lα β)
†
n−2
[
( sα β)2n−3 − ( Mα β)n−2
])
and, analogously,
( Lα β)n−1 = (sβ)2n−1 − (Mβ)n−1 − (Lβ)n−1
(
αIq + ( Lα β)
†
n−2
[
( sα β)2n−3 − ( Mα β)n−2
])
.
Using (10.11), we conclude then
Ln
[
( Lα )n−1
]†
( Lα β)n−1 = Ln
[
( Lα )n−1
]†[
( Mα )n−1 − ( sα )2n−1
]
+ Ln
(
βIq + ( Lα β)
†
n−2
[
( sα β)2n−3 − ( Mα β)n−2
])
34
10. On the structure of [α, β]-Hausdorff non-negative definite sequences
and
Ln
[
(Lβ)n−1
]†
( Lα β)n−1 = Ln
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
]
− Ln
(
αIq + ( Lα β)
†
n−2
[
( sα β)2n−3 − ( Mα β)n−2
])
.
This implies
Ln
[
( Lα )n−1
]†
( Lα β)n−1 + Ln
[
(Lβ)n−1
]†
( Lα β)n−1
= Ln
[
( Lα )n−1
]†[
( Mα )n−1 − ( sα )2n−1
]
+ βLn
+ Ln
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
]
− αLn.
Comparing the foregoing equation with (10.9) and (10.10), we see that the equation
d2n = (β − α)(A2n ±B2n) holds true.
It remains to consider the case that m = 2n + 1 with some n ∈ N. Because of
Remark 10.8 and (10.8), we have
(β − α)(A2n+1 ±B2n+1) = ( Lα )nL†n(Lβ)n + ( Lα )n( Lα β)†n−1(Lβ)n. (10.15)
From Proposition 7.7(a) we know that (sj)
2n+1
j=0 belongs to F≥q,2n+1,α,β. Proposition 9.1(a)
shows that (( sα )j)
2n
j=0 ∈ F≥q,2n,α,β. Consequently, Proposition 9.2 yields (( sα )j)2nj=0 ∈
L≥,eq,2n,β. Using Remark 4.12 and applying Lemma 8.22(b) to the sequence (( sα )j)2nj=0, we
get
β( sα )2n − ( Θα β)n = β( sα )2n − ((αΘ)β)n
= ( Mα )n + ( Lα )n
(
βIq + ((αL)β)
†
n−1[((αs)β)2n−1 − ((αM)β)n−1]
)
= ( Mα )n + ( Lα )n
(
βIq + ( Lα β)
†
n−1
[
( sα β)2n−1 − ( Mα β)n−1
])
.
(10.16)
Since (sj)
2n+1
j=0 belongs to F≥q,2n+1,α,β, we see from Proposition 9.2 that (sj)2n+1j=0 ∈
K≥,eq,2n+1,α is valid. Thus, Lemma 8.20(a) provides us
αs2n+1 −Θn+1 = −( Mα )n − ( Lα )nL†n(s2n+1 −Mn). (10.17)
In view of Definitions 10.11 and 10.3, (10.16), and (10.17), we conclude
d2n+1 = b2n+1 − a2n+1 = −αβs2n + (α+ β)s2n+1 − ( Θα β)n −Θn+1
= β( sα )2n − ( Θα β)n + αs2n+1 −Θn+1
= ( Lα )n
(
βIq + ( Lα β)
†
n−1
[
( sα β)2n−1 − ( Mα β)n−1
])
− ( Lα )nL†n(s2n+1 −Mn).
(10.18)
According to Proposition 7.7(a), the sequence (sj)2nj=0 belongs to F≥q,2n,α,β. Consequently,
Proposition 9.2 shows that (sj)2nj=0 ∈ L≥,eq,2n,β. Therefore, because of Lemma 8.22(b),
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equation (8.10) holds true. By virtue of Notation 3.4(c) and (8.10), we have then
(Lβ)n = (sβ)2n − (Θβ)n
= −s2n+1 +Mn + Ln
(
βIq +
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
])
. (10.19)
Since (sj)
2n+1
j=0 belongs to K≥,eq,2n+1,α, we see from Proposition 8.17(a) that N (Ln) ⊆
N (( Lα )n). Hence, Remark A.6 shows that ( Lα )nL†nLn = ( Lα )n. Thus, because of
(10.19), we obtain
( Lα )nL
†
n(Lβ)n
= −( Lα )nL†n(s2n+1 −Mn) + ( Lα )n
(
βIq +
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
])
. (10.20)
Taking (sj)2nj=0 ∈ F≥q,2n,α,β and Proposition 9.1(a) into account, we get ((sβ)j)2n−1j=0 ∈
F≥q,2n−1,α,β. By virtue of Proposition 9.2, this implies ((sβ)j)2n−1j=0 ∈ K≥,eq,2n−1,α. Applying
Lemma 8.20(a) to the sequence ((sβ)j)
2n−1
j=0 and using Remark 4.12, we infer
(Θβ)n = α(sβ)2n−1 + (α(Mβ))n−1 + (α(Lβ))n−1
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
]
= α(sβ)2n−1 + ( Mα β)n−1 + ( Lα β)n−1
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
]
.
In view of Notation 3.4(c) and Remark 4.12, then
(Lβ)n = (sβ)2n − (Θβ)n
= ( sα β)2n−1 − ( Mα β)n−1 − ( Lα β)n−1
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
] (10.21)
follows. Since (( sα )j)
2n
j=0 ∈ L≥,eq,2n,β is true, Proposition 8.17(d) yields N (((αL)β)n−1) ⊆
N (( Lα )n). Since Remark 4.12 shows that ((αL)β)n−1 = ( Lα β)n−1, then Remark A.6
yields ( Lα )n( Lα β)
†
n−1( Lα β)n−1 = ( Lα )n. Consequently, from (10.21) we obtain
( Lα )n( Lα β)
†
n−1(Lβ)n
= ( Lα )n( Lα β)
†
n−1
[
( sα β)2n−1 − ( Mα β)n−1
]
− ( Lα )n
[
(Lβ)n−1
]†[
(sβ)2n−1 − (Mβ)n−1
]
.
(10.22)
Combining (10.20) and (10.22), we conclude
( Lα )nL
†
n(Lβ)n + ( Lα )n( Lα β)
†
n−1(Lβ)n
= −( Lα )nL†n(s2n+1 −Mn) + β( Lα )n + ( Lα )n( Lα β)†n−1
[
( sα β)2n−1 − ( Mα β)n−1
]
.
(10.23)
Comparing (10.23) with (10.18) and (10.15), we get d2n+1 = (β−α)(A2n+1±B2n+1).
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The following result contains an important property of the interval lengths introduced
in Definition 10.11:
Proposition 10.15. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a
sequence from Cq×q. Then:
(a) If (sj)κj=0 ∈ F≥q,κ,α,β, then dj ∈ Cq×q≥ for each j ∈ Z0,κ.
(b) If (sj)κj=0 ∈ F>q,κ,α,β, then dj ∈ Cq×q> for each j ∈ Z0,κ.
Proof. Use Theorem 10.14, Lemmata 10.9 and B.2, and Remark B.1.
Observe that Proposition 10.15 is the reason that (dj)κj=0 is said to be the sequence
of matricial interval lengths associated with (sj)κj=0 and [α, β].
Proposition 10.16. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)m+1j=0 be a
sequence from Cq×q. Then:
(a) If (sj)
m+1
j=0 ∈ F≥q,m+1,α,β, then sm+1 ∈ [am, bm].
(b) If (sj)
m+1
j=0 ∈ F>q,m+1,α,β, then sm+1 ∈ (am, bm).
Proof. Suppose (sj)mj=0 ∈ F≥q,m,α,β. According to Remark 10.5, we have a∗m = am and
b∗m = bm. Proposition 7.10 provides us (sj)mj=0 ∈ H≥,eq,m. From (sj)m+1j=0 ∈ F≥q,m+1,α,β and
Lemma 4.17 we know that s∗m+1 = sm+1. Since (sj)
m+1
j=0 ∈ F≥q,m+1,α,β and Lemma 10.9(a)
show that {Am+1, Bm+1} ⊆ Cq×q≥ holds true, in view of Definition 10.6, then (a) follows.
If (sj)mj=0 even belongs to F>q,m,α,β, Lemma 10.9(b) shows that Am+1 and Bm+1 are
positive Hermitian. In view of Definition 10.6, then (b) follows.
Corollary 10.17. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a
sequence from Cq×q. Then:
(a) If (sj)κj=0 ∈ F≥q,κ,α,β,then,
αs2k ≤ a2k ≤ c2k ≤ b2k ≤ βs2k (10.24)
for all k ∈ N with 2k ≤ κ, and
0q×q ≤ a2k+1 ≤ c2k+1 ≤ b2k+1 ≤ −αβs2k + (α+ β)s2k+1 (10.25)
for all k ∈ N with 2k + 1 ≤ κ.
(b) If (sj)κj=0 ∈ F>q,κ,α,β,then,
αs2k < a2k < c2k < b2k < βs2k (10.26)
for all k ∈ Z2,∞ with 2k ≤ κ, and
0q×q < a2k+1 < c2k+1 < b2k+1 < −αβs2k + (α+ β)s2k+1 (10.27)
for all k ∈ Z2,∞ with 2k + 1 ≤ κ.
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Proof. Suppose (sj)κj=0 ∈ F≥q,κ,α,β (resp. (sj)κj=0 ∈ F>q,κ,α,β). In view of Lemma 4.17 and
Remarks 10.5 and 10.13, all the matrices involved are Hermitian. We consider a number
k ∈ N (resp. k ∈ Z2,∞).
First assume that 2k ≤ κ. Because of Proposition 10.15, then d2k is non-negative
Hermitian (resp. positive Hermitian). Since c2k − a2k = 12d2k and b2k − c2k = 12d2k,
by virtue of Definition 10.11, the two inner inequalities in (10.24) (resp. (10.26)) fol-
low. According to Proposition 7.7, we have (sj)
2k−1
j=0 ∈ F≥q,2k−1,α,β (resp. (sj)2k−1j=0 ∈
F>q,2k−1,α,β). In view of Definition 4.2(a), hence {(( sα )j)2k−2j=0 , ((sβ)j)2k−2j=0 } ⊆ H≥q,2k−2
(resp. {(( sα )j)2k−2j=0 , ((sβ)j)2k−2j=0 } ⊆ H>q,2k−2). Since the matrices ( sα )2k−1 and (sβ)2k−1
are, according to Lemma 4.17 and Notation 4.1, both Hermitian, we see from Lemma 3.8
that ( Θα )k and (Θβ)k are both non-negative Hermitian (resp. positive Hermitian). Con-
sequently, the two outer inequalities in (10.24) (resp. (10.26)) can be seen from Defini-
tion 10.3.
Now assume that 2k + 1 ≤ κ. Because of Proposition 10.15, then d2k+1 is non-
negative Hermitian (resp. positive Hermitian). Since c2k+1 − a2k+1 = 12d2k+1 and
b2k+1 − c2k+1 = 12d2k+1 by virtue of Definition 10.11, the two inner inequalities in
(10.25) (resp. (10.27)) follow. According to Proposition 7.7, we have (sj)2kj=0 ∈ F≥q,2k,α,β
(resp. (sj)2kj=0 ∈ F>q,2k,α,β). In view of Definition 4.2(b), hence (sj)2kj=0 ∈ H≥q,2k and
(( sα β)j)
2k−2
j=0 ∈ H≥q,2k−2 (resp. (sj)2kj=0 ∈ H>q,2k and (( sα β)j)2k−2j=0 ∈ H>q,2k−2). Since the
matrices s2k+1 and ( sα β)2k−1 are, according to Lemma 4.17 and Notation 4.1, both Her-
mitian, we see from Lemma 3.8 that Θk+1 and ( Θα β)k are both non-negative Hermitian
(resp. positive Hermitian). Consequently, the two outer inequalities in (10.25) (resp.
(10.27)) can be seen from Definition 10.3.
Proposition 10.18. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈
F≥q,κ,α,β. Then R(d0) = R(A0) and N (d0) = N (A0). If κ ≥ 1, then
R(dj) = R(Aj) ∩R(Bj) and N (dj) = N (Aj) +N (Bj) (10.28)
hold true for all j ∈ Z1,κ and
R(dj) = R(Aj+1) +R(Bj+1) and N (dj) = N (Aj+1) ∩N (Bj+1) (10.29)
are fulfilled for all j ∈ Z0,κ−1.
Proof. Because of α < β and Theorem 10.14, we have R(d0) = R(A0) and N (d0) =
N (A0). Assume now κ ≥ 1. Then Lemma 10.9(a) provides us {Aj , Bj} ⊆ Cq×q≥ for
all j ∈ Z1,κ. Using Theorem 10.14, Lemmata B.2 and B.4, and α < β, we get (10.28)
for all j ∈ Z1,κ. By virtue of Remarks 10.12 and A.1, we also obtain (10.29) for each
j ∈ Z0,κ−1.
The following result improves Lemma 10.10.
Corollary 10.19. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then R(Aj)+R(Bj) = R(Aj−1)∩R(Bj−1) and N (Aj−1)+N (Bj−1) = N (Aj)∩N (Bj)
for all j ∈ Z2,κ
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Proof. This is a direct consequence of Proposition 10.18.
Corollary 10.20. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
Then R(dj) ⊆ R(dj−1), N (dj−1) ⊆ N (dj), R(Aj) ⊆ R(Aj−1), and N (Aj−1) ⊆ N (Aj)
for all j ∈ Z1,κ. Furthermore, if κ ≥ 2, then R(Bj) ⊆ R(Bj−1) and N (Bj−1) ⊆ N (Bj)
for each j ∈ Z2,κ.
Proof. Proposition 10.18 provides us R(dj) = R(Aj) ∩ R(Bj) ⊆ R(Aj) + R(Bj) =
R(dj−1) for all j ∈ Z1,κ andR(Aj) ⊆ R(Aj)+R(Bj) = R(dj−1) = R(Aj−1)∩R(Bj−1) ⊆
R(Aj−1) as well as R(Bj) ⊆ R(dj−1) ⊆ R(Bj−1) for all j ∈ Z2,κ. Proposition 10.18,
Remark 10.12, and Definition 10.6 also yield R(A1) ⊆ R(A1) + R(B1) = R(d0) =
R(s0) = R(A0). The asserted inclusions for the null spaces follow analogously.
Corollary 10.21. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ F≥q,κ,α,β.
For all j ∈ Z1,κ, then
dj = (β − α)Ajd†j−1Bj and dj = (β − α)Bjd†j−1Aj.
Proof. In view of (B.1), this is a consequence of Theorem 10.14 and Remark 10.12.
Now we are going to investigate the sequence of matricial interval lengths (dj)κj=0
associated with a sequence (sj)κj=0 ∈ F≥q,κ,α,β. Using Theorem 10.14 and the arithmetics
of the parallel sum of matrices, we derive a formula connecting two consecutive interval
lengths dj+1 and dj :
Proposition 10.22. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈
F≥q,κ,α,β. For all j ∈ Z0,κ−1, then
dj+1 =
β − α
4
dj − (β − α)(sj+1 − cj)d†j(sj+1 − cj).
Proof. We consider an arbitrary j ∈ Z0,κ−1. According to Lemma 10.9(a), the matrices
Aj+1 and Bj+1 are both non-negative Hermitian. In view of Lemmata B.2 and B.6,
then (Aj+1 + Bj+1) − 4(Aj+1 ± Bj+1) = (Aj+1 − Bj+1)(Aj+1 + Bj+1)†(Aj+1 − Bj+1).
Using Remark 10.12 and Theorem 10.14, we get (β − α)dj − 4dj+1 = (β − α)(Aj+1 −
Bj+1)d
†
j(Aj+1 −Bj+1). Since 2(sj+1− cj) = Aj+1 −Bj+1 holds true, we obtain 4dj+1 =
(β − α)dj − 4(β − α)(sj+1 − cj)d†j(sj+1 − cj).
Proposition 10.22 leads us now to an important monotonicity property for the sequence
of interval lengths. Moreover, the extremal role of the midpoint of the interval in this
context will be clear.
Proposition 10.23. Let α ∈ R, let β ∈ (α,∞), let κ ∈ N∪ {∞}, let (sj)κj=0 ∈ F≥q,κ,α,β,
and let m ∈ Z1,κ. Then dm ≤ β−α4 dm−1. Furthermore, dm = β−α4 dm−1 if and only if
sm = cm−1.
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Proof. The matrices dm−1 and dm are both non-negative Hermitian according to Propo-
sition 10.15. Let D := β−α4 dm−1 − dm. Because of Proposition 10.22, we have
D = (β − α)(sm − cm−1)d†m−1(sm − cm−1). Since the matrices sm and cm−1 are both
Hermitian by virtue of Lemma 4.17 and Remark 10.13, hence
D = (β − α)(sm − cm−1)∗d†m−1(sm − cm−1). (10.30)
According to Remark A.10, the matrix d†m−1 is non-negative Hermitian. In view of
β > α, then D ∈ Cq×q≥ follows.
Now assume D = 0q×q. Because of β > α and d
†
m−1 ∈ Cq×q≥ , we obtain from
(10.30) then
√
d
†
m−1(sm − cm−1) = 0q×q. In particular, dm−1d†m−1(sm − cm−1) = 0q×q.
In view of Definitions 10.11 and 10.6, we get sm − cm−1 = 12(Am − Bm). Hence,
R(sm − cm−1) ⊆ R(Am) + R(Bm). Since R(Am) + R(Bm) = R(dm−1) by virtue of
Proposition 10.18, we have R(sm − cm−1) ⊆ R(dm−1). Using Remark A.5, we obtain
sm − cm−1 = dm−1d†m−1(sm − cm−1) and hence sm − cm−1 = 0q×q.
Conversely, if sm = cm−1, then D = 0q×q follows from (10.30).
We turn our the attention to an interesting subclass of [α, β]-Hausdorff non-negative
definite sequences:
Definition 10.24. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0 and let (sj)mj=0 ∈ F≥q,m,α,β.
Then (sj)mj=0 is called [α, β]-Hausdorff completely degenerate if dm = 0q×q, where dm
is given in Definition 10.11. We denote by F≥,cdq,m,α,β the set of all sequences (sj)mj=0 ∈
F≥q,m,α,β which are [α, β]-Hausdorff completely degenerate.
Definition 10.25. Let α ∈ R, let β ∈ (α,∞), and let (sj)∞j=0 ∈ F≥q,∞,α,β.
(a) Let m ∈ N0. Then (sj)∞j=0 is called [α, β]-Hausdorff completely degenerate of order
m if (sj)mj=0 ∈ F≥,cdq,m,α,β.
(b) The sequence (sj)∞j=0 is called [α, β]-Hausdorff completely degenerate if there exists
an m ∈ N0 such that (sj)∞j=0 is Hankel completely degenerate of order m.
We denote by F≥,cdq,∞,α,β the set of all sequences (sj)∞j=0 ∈ F≥q,∞,α,β which are
[α, β]-Hausdorff completely degenerate.
Lemma 10.26. Let α ∈ R, let β ∈ (α,∞), let m ∈ N, and let (sj)mj=0 ∈ F≥q,m,α,β. Then
(sj)mj=0 is [α, β]-Hausdorff completely degenerate if and only if R(Am)∩R(Bm) = {0q×1}.
Proof. Use Proposition 10.18.
Lemma 10.27. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)∞j=0 ∈ F≥q,∞,α,β be
[α, β]-Hausdorff completely degenerate of order m. Then:
(a) If m = 2n with some n ∈ N0, then (sj)∞j=0 is Hankel completely degenerate of
order n + 1 and the sequences (( sα )j)
∞
j=0, ((sβ)j)
∞
j=0, and (( sα β)j)
∞
j=0 are Hankel
completely degenerate of order n.
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(b) If m = 2n + 1 with some n ∈ N0, then (( sα β)j)∞j=0 is Hankel completely degen-
erate of order n and the sequences (sj)∞j=0, (( sα )j)
∞
j=0, and ((sβ)j)
∞
j=0 are Hankel
completely degenerate of order n+ 1.
Proof. First observe that the sequences (sj)∞j=0, (( sα )j)
∞
j=0, ((sβ)j)
∞
j=0, and (( sα β)j)
∞
j=0
belong toH≥q,∞ by virtue of Lemma 4.16 and Proposition 9.1. In view of Definitions 10.25
and 10.24, we have dm = 0q×q. According to Proposition 10.18, we get R(Am+1) +
R(Bm+1) = {0q×1}. In particular, R(Am+1) = {0q×1} and R(Bm+1) = {0q×1}. Using
Corollary 10.20, this implies R(Am+2) = {0q×1} and R(Bm+2) = {0q×1}. Thus, each of
the matrices Am+1, Bm+1, Am+2, and Bm+2 is the zero matrix 0q×q.
(a) In this situation each of the matrices A2n+1, B2n+1, A2n+2, and B2n+2 is the zero
matrix 0q×q. In view of Remark 10.8, hence ( Lα )n = 0q×q, (Lβ)n = 0q×q, Ln+1 = 0q×q,
and ( Lα β)n = 0q×q.
(b) In this situation each of the matrices A2n+2, B2n+2, A2n+3, and B2n+3 is the zero
matrix 0q×q. In view of Remark 10.8, hence Ln+1 = 0q×q, ( Lα β)n = 0q×q, ( Lα )n+1 =
0q×q, and (Lβ)n+1 = 0q×q.
Lemma 10.28. Let α ∈ R and let β ∈ (α,∞). Then F≥,cdq,∞,α,β ⊆ H≥,cdq,∞ .
Proof. This is a direct consequence of Lemma 10.27.
Lemma 10.29. Let α ∈ R, let β ∈ (α,∞), let (sj)∞j=0 ∈ F≥q,∞,α,β, and let m ∈
N0. If (sj)∞j=0 is [α, β]-Hausdorff completely degenerate of order m, then (sj)
∞
j=0 is
[α, β]-Hausdorff completely degenerate of order ℓ for all ℓ ∈ Zm,∞.
Proof. This can be seen from Corollary 10.20
Proposition 10.30. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)∞j=0 ∈ F≥q,∞,α,β
be [α, β]-Hausdorff completely degenerate of order m. Then sj = cj−1 = aj−1 = bj−1 for
all j ∈ Zm+1,∞.
Proof. Let ℓ ∈ Zm,∞. In view of Lemma 10.29 and Definitions 10.25 and 10.24, then dℓ =
0q×q. Because of Definition 10.11, hence aℓ = bℓ and thus cℓ = aℓ. In particular, [aℓ, bℓ] =
{cℓ}. According to Definition 4.7, furthermore (sj)ℓ+1j=0 ∈ F≥q,ℓ+1,α,β. Proposition 10.16(a)
yields then sℓ+1 ∈ [aℓ, bℓ]. Since [aℓ, bℓ] = {cℓ}, this implies sℓ+1 = cℓ.
Proposition 10.31. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥,cdq,m,α,β.
Then there exists a unique sequence (sj)∞j=m+1 from C
q×q such that (sj)∞j=0 ∈ F≥q,∞,α,β.
Proof. Combine Propositions 4.9 and 10.30.
Proposition 10.31 leads us to the following notion:
Definition 10.32. Let α ∈ R, let β ∈ (α,∞), letm ∈ N0, and let (sj)mj=0 ∈ F≥,cdq,m,α,β. Let
(sj)∞j=m+1 be the unique sequence from C
q×q such that (sj)∞j=0 ∈ F≥q,∞,α,β. Then (sj)∞j=0
is called the [α, β]-Hausdorff completely degenerate sequence associated with (sj)mj=0.
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The considerations of this section lead us to a further interesting subclass of F≥q,∞,α,β:
Definition 10.33. Let α ∈ R, let β ∈ (α,∞), and let (sj)∞j=0 ∈ F≥q,∞,α,β. If m ∈ N is
such that sj = cj−1 for all j ∈ Zm,∞, where cj−1 is given by Definition 10.11, then (sj)∞j=0
is called [α, β]-Hausdorff central of order m. If there exists an ℓ ∈ N such that (sj)∞j=0 is
[α, β]-Hausdorff central of order ℓ, then (sj)∞j=0 is simply called [α, β]-Hausdorff central.
Remark 10.34. Let α ∈ R, let β ∈ (α,∞), let (sj)∞j=0 ∈ F≥q,∞,α,β, and let m ∈ N. If
(sj)∞j=0 is [α, β]-Hausdorff central of order m, then (sj)
∞
j=0 is [α, β]-Hausdorff central of
order ℓ for all ℓ ∈ Zm,∞.
Proposition 10.35. Let α ∈ R, let β ∈ (α,∞), let m ∈ N, and let (sj)∞j=0 ∈ F≥q,∞,α,β.
Then (sj)∞j=0 is [α, β]-Hausdorff central of order m if and only if dℓ =
β−α
4 dℓ−1 for all
ℓ ∈ Zm,∞.
Proof. This is a direct consequence of Proposition 10.23.
A closer look at Propositions 10.23 and 10.35 shows that the role of the central se-
quences in the context of [α, β]-Hausdorff non-negative definite sequences is comparable
with the role of the central sequences in the context of non-negative definite sequences
from Cq×q or of the central sequences of p× q Schur sequences. On the one side we
see that starting from some index the interval lengths are maximal with respect to the
Löwner semi-ordering in the set Cq×qH . On the other side [16, Lemma 6] and [17, Lemma 7]
indicate that the semi-radii of the corresponding matrix balls are maximal with respect
to the Löwner semi-ordering in the set Cq×qH as well for central non-negative definite
sequences from Cq×q as for central p× q Schur sequences, resp.
In view of Definition 10.33, we obtain from Proposition 10.30 the following result:
Remark 10.36. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)∞j=0 ∈ F≥q,∞,α,β
be [α, β]-Hausdorff completely degenerate of order m. Then (sj)∞j=0 is [α, β]-Hausdorff
central of order m+ 1.
Lemma 10.37. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥,cdq,m,α,β.
Then the [α, β]-Hausdorff completely degenerate sequence associated with (sj)mj=0 is
[α, β]-Hausdorff completely degenerate of order m and [α, β]-Hausdorff central of order
m+ 1.
Proof. The [α, β]-Hausdorff completely degenerate sequence (sj)∞j=0 associated to (sj)
m
j=0
belongs to F≥q,∞,α,β by definition and fulfills (sj)mj=0 ∈ F≥,cdq,m,α,β. In view of Defini-
tion 10.25(a), hence (sj)∞j=0 is [α, β]-Hausdorff completely degenerate of order m. Ac-
cording to Remark 10.36, then (sj)∞j=0 is [α, β]-Hausdorff central of order m+ 1.
From Lemmata 10.37 and 10.27 we obtain the following result:
Remark 10.38. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥,cdq,m,α,β. Then
the [α, β]-Hausdorff completely degenerate sequence associated with (sj)mj=0 is Hankel
completely degenerate of order n+1, where n is the unique number from N0 withm = 2n
or m = 2n + 1.
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Section 10 has some points of touch with the paper Dette/Studden [11], where the
moment space of a matrix measure σ ∈Mq≥([0, 1]) is studied and where it is assumed that
the corresponding block Hankel matrices are non-singular. The strategy used in [11] is
mainly based on using convexity techniques and constructing canonical representations
for the points of the moment space as this was done in the classical scalar case by
M. G. Krein [26] (see also Krein/Nudelman [27, Ch. 3]). An important tool used in [11]
is given by a matricial generalization of the theory of classical canonical moments (see
the monograph Dette/Studden [10]).
11. On the problem of [α, β]-Hausdorff non-negative definite
extension
Let m ∈ N0 and let (sj)mj=0 ∈ F≥q,m,α,β. Then against to the background of Proposi-
tion 10.16 we will be able to describe the set {sm+1 ∈ Cq×q : (sj)m+1j=0 ∈ F≥q,m+1,α,β}.
Lemma 11.1. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 be a sequence
from Cq×q. Then:
(a) If (sj)mj=0 ∈ F≥q,m,α,β, then [am, bm] 6= ∅ and (sj)m+1j=0 ∈ F≥q,m+1,α,β for all sm+1 ∈
[am, bm].
(b) If (sj)mj=0 ∈ F>q,m,α,β, then (am, bm) 6= ∅ and (sj)m+1j=0 ∈ F>q,m+1,α,β for all sm+1 ∈
(am, bm).
Proof. Assume (sj)mj=0 ∈ F≥q,m,α,β (resp. (sj)mj=0 ∈ F>q,m,α,β). From Proposition 10.15
we know that dm it non-negative Hermitian (resp. positive Hermitian). In view of
Definition 10.11, Lemma 10.1 yields then [am, bm] 6= ∅ (resp. (am, bm) 6= ∅). Propo-
sition 7.10 provides us (sj)mj=0 ∈ H≥,eq,m (resp. (sj)mj=0 ∈ H>,eq,m). We consider an arbitrary
sm+1 ∈ [am, bm] (resp. sm+1 ∈ (am, bm)). Then sm+1 ∈ Cq×qH and am ≤ sm+1 ≤ bm
(resp. am < sm+1 < bm).
First we discuss the case m = 0. In view of Remark 10.4 and Notation 4.1, then
( Hα )0 and (Hβ)0 are both non-negative Hermitian (resp. positive Hermitian). Thus,
(sj)1j=0 ∈ F≥q,1,α,β (resp. (sj)1j=0 ∈ F>q,1,α,β) follows from Definition 4.2(a).
Now let m = 1. Then Remark 10.4 and Notation 4.1 yield Θ1 ≤ s2 and ( Hα β)0 ∈ Cq×q≥
(resp. Θ1 < s2 and ( Hα β)0 ∈ Cq×q> ). Since (sj)1j=0 belongs to H≥,eq,1 (resp. H>,eq,1 ), then
we see from Propositions 6.7 and 6.8 that (sj)2j=0 belongs to H≥q,2, (resp. H>q,2) i. e., the
matrix H1 is non-negative Hermitian (resp. positive Hermitian). Thus, Definition 4.2(b)
shows that (sj)2j=0 ∈ F≥q,2,α,β (resp. (sj)2j=0 ∈ F>q,2,α,β).
Now we consider the case that m = 2n is valid where n is some positive integer. Ac-
cording to a2n ≤ s2n+1 ≤ b2n (resp. a2n < s2n+1 < b2n), Definition 10.3 and Notation 4.1,
then
( Θα )n ≤ ( sα )2n, (Θβ)n ≤ (sβ)2n (resp. ( Θα )n < ( sα )2n, (Θβ)n < (sβ)2n). (11.1)
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Because of Proposition 9.1(a) and Proposition 7.10, we have {(( sα )j)2n−1j=0 , ((sβ)j)2n−1j=0 } ⊆
F≥q,2n−1,α,β ⊆ H≥,eq,2n−1. For (sj)2nj=0 ∈ F>q,2n,α,β, we obtain (sj)2n−1j=0 ∈ F>q,2n−1,α,β by virtue
of Proposition 7.7(b) and {( sα )2n−1, (sβ)2n−1} ⊆ Cq×qH according to Lemma 4.17. Be-
cause of Definition 4.2(a) and Remark 6.6, thus {(( sα )j)2n−1j=0 , ((sβ)j)2n−1j=0 } ⊆ H>,eq,2n−1
if (sj)2nj=0 ∈ F>q,2n,α,β. Using (11.1) and Propositions 6.7 and 6.8, we conclude
{(( sα )j)2nj=0, ((sβ)j)2nj=0} ⊆ H≥q,2n (resp. {(( sα )j)2nj=0, ((sβ)j)2nj=0} ⊆ H>q,2n). Hence, Defi-
nition 4.2(a) implies (sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β (resp. (sj)2n+1j=0 ∈ F>q,2n+1,α,β).
Finally, we consider now the case that there is a positive integer n such that m =
2n+ 1. From a2n+1 ≤ s2n+2 ≤ b2n+1 (resp. a2n+1 < s2n+2 < b2n+1), Definition 10.3 and
Notation 4.1 we get then
Θn+1 ≤ s2n+2, ( Θα β)n ≤ ( sα β)2n (resp. Θn+1 < s2n+2, ( Θα β)n < ( sα β)2n). (11.2)
From (sj)
2n+1
j=0 ∈ F≥q,2n+1,α,β (resp. (sj)2n+1j=0 ∈ F>q,2n+1,α,β) and Proposition 7.10 we get
(sj)
2n+1
j=0 ∈ H≥,eq,2n+1 (resp. (sj)2n+1j=0 ∈ H>,eq,2n+1). In view of Proposition 9.1(b) and Propo-
sition 7.10, we have (( sα β)j)
2n−1
j=0 ∈ F≥q,2n−1,α,β ⊆ H≥,eq,2n−1. For (sj)2n+1j=0 ∈ F>q,2n+1,α,β,
we obtain (sj)2nj=0 ∈ F>q,2n,α,β by virtue of Proposition 7.7(b) and ( sα β)2n−1 ∈ Cq×qH ac-
cording to Lemma 4.17 and Notation 4.1. Because of Definition 4.2(b) and Remark 6.6,
thus (( sα β)j)
2n−1
j=0 ∈ H>,eq,2n−1 if (sj)2n+1j=0 ∈ F>q,2n+1,α,β. Taking into account (11.2) and
Propositions 6.7 and 6.8, we infer then (sj)
2n+2
j=0 ∈ H≥q,2n+2 and (( sα β)j)2nj=0 ∈ H≥q,2n (resp.
(sj)
2n+2
j=0 ∈ H>q,2n+2 and (( sα β)j)2nj=0 ∈ H>q,2n). Because of Definition 4.2(b), we conclude
(sj)
2n+2
j=0 ∈ F≥q,2n+2,α,β (resp. (sj)2n+2j=0 ∈ F>q,2n+2,α,β).
Theorem 11.2. Let m ∈ N0 and let (sj)mj=0 be a sequence from Cq×q. Then:
(a) If (sj)mj=0 ∈ F≥q,m,α,β, then [am, bm] 6= ∅ and{
sm+1 ∈ Cq×q : (sj)m+1j=0 ∈ F≥q,m+1,α,β
}
= [am, bm].
(b) If (sj)mj=0 ∈ F>q,m,α,β, then (am, bm) 6= ∅ and{
sm+1 ∈ Cq×q : (sj)m+1j=0 ∈ F>q,m+1,α,β
}
= (am, bm).
Proof. Combine Lemma 11.1 and Proposition 10.16.
A closer look at the proof of Theorem 11.2 shows that we now immediately obtain
purely algebraic proofs of some statements formulated in Section 4, which were proved
there using results on moment problems. This concerns Theorem 4.3, Proposition 4.5,
Corollary 4.6, Proposition 4.9, and Theorem 4.10.
Theorem 11.3. Let α ∈ R, β ∈ (α,∞), and m ∈ N0. Then F>,eq,m,α,β = F>q,m,α,β.
Proof. Combine Corollary 7.9 and Theorem 11.2(b).
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Proposition 11.4. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, let (sj)mj=0 ∈ F≥q,m,α,β, and
let sm+1 ∈ {am, bm}. Then (sj)m+1j=0 ∈ F≥,cdq,m+1,α,β.
Proof. From Theorem 11.2(a) and Remark 10.2(a) we obtain (sj)
m+1
j=0 ∈ F≥q,m+1,α,β . In
view of Definition 10.6, we have furthermoreAm+1 = 0q×q or Bm+1 = 0q×q. In particular,
R(Am+1) ∩R(Bm+1) = {0q×1}. Thus, Lemma 10.26 yields (sj)m+1j=0 ∈ F≥,cdq,m+1,α,β.
In view of Propositions 10.31, 11.4, and 10.30, the following notions seem to be natural:
Definition 11.5. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β. Let
the sequence (sj)∞j=m+1 be recursively defined by sj := aj−1 (resp. sj := bj−1). Then
(sj)∞j=0 is called the lower (resp. upper) [α, β]-Hausdorff completely degenerate sequence
associated with (sj)mj=0.
Proposition 11.6. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then the lower (resp. upper) [α, β]-Hausdorff completely degenerate sequence associated
with (sj)mj=0 belongs to F≥q,∞,α,β and is [α, β]-Hausdorff completely degenerate of order
m+ 1 as well as [α, β]-Hausdorff central of order m+ 2.
Proof. Denote by (sj)∞j=0 the lower (resp. upper) [α, β]-Hausdorff completely degenerate
sequence associated with (sj)mj=0. In view of Definition 4.7 and Remark 10.2(a), we
conclude (sj)∞j=0 ∈ F≥q,∞,α,β by successive application of Theorem 11.2(a). According
to Definition 11.5 and Proposition 11.4, furthermore (sj)
m+1
j=0 ∈ F≥,cdq,m+1,α,β. In view of
Definition 10.25(a), thus (sj)∞j=0 is [α, β]-Hausdorff completely degenerate of order m+1.
By virtue of Remark 10.36, then (sj)∞j=0 is [α, β]-Hausdorff central of order m+ 2.
From Proposition 11.6 and Lemma 10.27 we obtain the following result:
Remark 11.7. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β. Then
the lower as well as the upper [α, β]-Hausdorff completely degenerate sequence associated
with (sj)mj=0 is Hankel completely degenerate of order n+1, where n is the unique number
from N0 with m = 2n − 1 or m = 2n.
Lemma 11.8. Let α ∈ R, let β ∈ (α,∞), let n ∈ N, and let (sj)2n−1j=0 ∈ F≥q,2n−1,α,β.
Then the lower [α, β]-Hausdorff completely degenerate sequence associated with (sj)
2n−1
j=0
is Hankel completely degenerate of order n.
Proof. Denote by (sj)∞j=0 the lower [α, β]-Hausdorff completely degenerate sequence as-
sociated with (sj)
2n−1
j=0 . According to Proposition 11.6, then (sj)
∞
j=0 ∈ F≥q,∞,α,β. In
particular, (sj)∞j=0 ∈ H≥q,∞ by virtue of Lemma 4.16. In view of Definition 11.5, we
have furthermore s2n = a2n−1. Thus, s2n = Θn according to Definition 10.3. From
Notation 3.4(c) we see then Ln = 0q×q.
Definition 11.9. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Let the sequence (sj)∞j=m+1 be recursively defined by sj := cj−1, where cj−1 is given by
Definition 10.11. Then (sj)∞j=0 is called the [α, β]-Hausdorff central sequence associated
with (sj)mj=0.
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Proposition 11.10. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then the [α, β]-Hausdorff central sequence associated with (sj)mj=0 is [α, β]-Hausdorff
non-negative definite and [α, β]-Hausdorff central of order m+ 1.
Proof. Denote by (sj)∞j=0 the [α, β]-Hausdorff central sequence associated with (sj)
m
j=0.
In view of Definition 4.7 and Remark 10.2(a), we conclude (sj)∞j=0 ∈ F≥q,∞,α,β by suc-
cessive application of Theorem 11.2(a). By virtue of Definitions 11.9 and 10.33, then
(sj)∞j=0 is [α, β]-Hausdorff central of order m+ 1.
Proposition 11.11. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F>q,m,α,β.
Then the [α, β]-Hausdorff central sequence associated with (sj)mj=0 is [α, β]-Hausdorff
positive definite.
Proof. In view of Definition 4.7 and Remark 10.2(b), we conclude by successive appli-
cation of Theorem 11.2(b), that the [α, β]-Hausdorff central sequence associated with
(sj)mj=0 belongs to F>q,∞,α,β.
Proposition 11.12. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F>q,m,α,β.
Then there exists a sequence (sj)∞j=m+1 of complex q × q matrices such that (sj)∞j=0 ∈
F>q,∞,α,β.
Proof. Use Proposition 11.11.
12. Applications to the moment problem M[[α, β]; (sj)
m
j=0, =]
In this section, we discuss first applications of the preceding investigations on the struc-
ture of matricial [α, β]-Hausdorff non-negative definite sequences. The following state-
ment concretizes Proposition 4.11.
Theorem 12.1. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β. Then
P[[α, β]; (sj)mj=0] given by (4.1) admits the representation P[[α, β]; (sj)mj=0] = [am, bm]
where am and bm are given in Definition 10.3.
Proof. Combine Proposition 4.11 and Theorem 11.2(a).
Theorem 12.2. Let α ∈ R, let β ∈ (α,∞), and let (sj)∞j=0 be a sequence from Cq×q.
Then Mq≥[[α, β]; (sj)∞j=0,=] 6= ∅ if and only if (sj)∞j=0 ∈ F≥q,∞,α,β. In this case, the set
Mq≥[[α, β]; (sj)∞j=0,=] contains exactly one element.
Proof. In view of a matricial version of the Helly-Prohorov Theorem (see, e. g. [18, Satz 9,
Bemerkung 2]), it is readily checked that Mq≥[[α, β]; (sj)∞j=0,=] 6= ∅ if and only if
Mq≥[[α, β]; (sj)mj=0,=] 6= ∅ for all m ∈ N0. (The essential idea of this argumentation
is originated in [1, proof of Theorem 2.1.1]). In view of Definition 4.7, then the as-
serted equivalence follows using Theorem 4.3. Since the interval [α, β] is bounded, it is
a well-known fact that the setMq≥[[α, β]; (sj)∞j=0,=] contains at most one element. This
completes the proof.
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Now we turn our attention to the special molecular solutions of truncated matricial
[α, β]-Hausdorff moment problems, which were constructed in Section 5 (see Theorem 5.2
and Proposition 5.3).
Proposition 12.3. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then:
(a) The lower (resp. upper) [α, β]-Hausdorff completely degenerate sequence (sj)
∞
j=0
(resp. (sj)∞j=0) associated to (sj)
m
j=0 belongs to F≥,cdq,∞,α,β.
(b) The set Mq≥[[α, β]; (sj)∞j=0,=] contains exactly one element σm and the set
Mq≥[[α, β]; (sj)∞j=0,=] contains exactly one element σm.
Proof. (a) Use Proposition 11.6.
(b) In view of (a), this follows from Theorem 12.2.
Definition 12.4. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then the non-negative Hermitian q × q measure σm (resp. σm) is called the lower (resp.
upper) CD-measure associated with (sj)mj=0 and [α, β].
Proposition 12.5. Let α ∈ R, let β ∈ (α,∞), let n ∈ N, and let (sj)2n−1j=0 ∈ F≥q,2n−1,α,β.
Then:
(a) Denote by σ2n−1 the lower CD-measure associated with (sj)
2n−1
j=0 and [α, β]. Then
(sj)
2n−1
j=0 ∈ H≥,eq,2n−1 and σ2n−1 is the restriction onto B[α,β] of the CD-measure σn
associated with (sj)
2n−1
j=0 .
(b) Denote by σ2n−1 the upper CD-measure associated with (sj)2n−1j=0 and [α, β]. Let
s2n := b2n−1 and let s2n+1 := b2n. Then (sj)2n+1j=0 ∈ H≥,eq,2n+1 and σ2n−1 is the
restriction onto B[α,β] of the CD-measure σn+1 associated with (sj)
2n+1
j=0 .
Proof. (a) In view of Lemma 7.5, we have (sj)
2n−1
j=0 ∈ H≥,eq,2n−1. Denote by (sj)∞j=0 the
lower [α, β]-Hausdorff completely degenerate sequence associated with (sj)
2n−1
j=0 . Ac-
cording to Lemma 11.8, then (sj)∞j=0 is Hankel completely degenerate of order n. By
virtue of Theorem 5.1, thus (sj)∞j=2n coincides with the unique sequence from Theo-
rem 5.1(a) and therefore Mq≥[R; (sj)∞j=0,=] = {σn}. By definition, σ2n−1 belongs to
Mq≥[[α, β]; (sj)∞j=0,=]. Then, µ : BR → Cq×q≥ defined by µ(B) := σ2n−1(B ∩ [α, β]) be-
longs toMq≥[R; (sj)∞j=0,=]. Consequently, µ = σn. Since the restriction of µ onto B[α,β]
is σ2n−1, the proof of part (a) is complete.
(b) Applying Proposition 11.4 twice, we see that (sj)
2n+1
j=0 belongs to F≥,cdq,2n+1,α,β. De-
note by (sj)∞j=0 the upper [α, β]-Hausdorff completely degenerate sequence associated
with (sj)
2n+1
j=0 . In view of Definition 11.5, the sequence (sj)
∞
j=0 coincides with the up-
per [α, β]-Hausdorff completely degenerate sequence associated with (sj)
2n−1
j=0 . Hence,
{σ2n−1} =Mq≥[[α, β]; (sj)∞j=0,=] by definition. In view of (sj)2n+1j=0 ∈ F≥,cdq,2n+1,α,β, Propo-
sition 10.30 yields sj = aj−1 for all j ∈ Z2n+2,∞. According to Definition 11.5, then
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(sj)∞j=0 is the lower [α, β]-Hausdorff completely degenerate sequence associated with
(sj)
2n+1
j=0 . By definition, then {σ2n+1} = Mq≥[[α, β]; (sj)∞j=0,=]. Hence, σ2n−1 = σ2n+1.
The application of part (a) to the sequence (sj)
2n+1
j=0 completes the proof.
Lemma 12.6. Let α ∈ R, let β ∈ (α,∞), let n ∈ N0, and let (sj)2nj=0 ∈ F≥q,2n,α,β. Then:
(a) Denote by σ2n the lower CD-measure associated with (sj)
2n
j=0 and [α, β] and let
s2n+1 := a2n. Then (sj)
2n+1
j=0 ∈ H≥,eq,2n+1 and σ2n is the restriction onto B[α,β] of
the CD-measure σn+1 associated with (sj)
2n+1
j=0 .
(b) Denote by σ2n the upper CD-measure associated with (sj)2nj=0 and [α, β] and let
s2n+1 := b2n. Then (sj)
2n+1
j=0 ∈ H≥,eq,2n+1 and σ2n is the restriction onto B[α,β] of
the CD-measure σn+1 associated with (sj)
2n+1
j=0 .
Proof. (a) From Proposition 11.4 we see that (sj)
2n+1
j=0 belongs to F≥q,2n+1,α,β. In view
of Definition 11.5, the lower [α, β]-Hausdorff completely degenerate sequence (sj)∞j=0
associated with (sj)2nj=0 coincides with the lower [α, β]-Hausdorff completely degenerate
sequence associated with (sj)
2n+1
j=0 . Hence, σ2n is the lower CD-measure σ2n+1 associated
with (sj)
2n+1
j=0 and [α, β]. The application of Proposition 12.5(a) to the sequence (sj)
2n+1
j=0
completes the proof of (a).
(b) From Proposition 11.4 we see that (sj)
2n+1
j=0 belongs to F≥,cdq,2n+1,α,β. Denote
by (sj)∞j=0 the upper [α, β]-Hausdorff completely degenerate sequence associated with
(sj)
2n+1
j=0 . In view of Definition 11.5, then (sj)
∞
j=0 is the upper [α, β]-Hausdorff completely
degenerate sequence associated with (sj)2nj=0. Hence, {σ2n} = Mq≥[[α, β]; (sj)∞j=0,=] by
definition. In view of (sj)
2n+1
j=0 ∈ F≥,cdq,2n+1,α,β, Proposition 10.30 yields sj = aj−1 for all
j ∈ Z2n+2,∞. According to Definition 11.5, then (sj)∞j=0 is the lower [α, β]-Hausdorff
completely degenerate sequence associated with (sj)
2n+1
j=0 . By definition, then {σ2n+1} =
Mq≥[[α, β]; (sj)∞j=0,=]. Hence, σ2n = σ2n+1. The application of Proposition 12.5(a) to
the sequence (sj)
2n+1
j=0 completes the proof of part (b).
Corollary 12.7. Let α ∈ R, let β ∈ (α,∞), let m ∈ N0, and let (sj)mj=0 ∈ F≥q,m,α,β.
Then {σm, σm} ⊆ Mq≥[[α, β]; (sj)mj=0,=] ∩Mq,mol≥ ([α, β])
Proof. Combine Propositions 12.5 and 12.6 with Theorem 5.1(c).
Now we want to add some comments concerning the case q = 1. Let (sj)mj=0 ∈
F≥1,m,α,β. Then it can be expected that the lower (resp. upper) CD-measure σm (resp.
σm) associated with (sj)mj=0 and [α, β] coincides with the lower (resp. upper) principal
solution constructed by M. G. Krein in [26] in [27, Ch. III]. Furthermore, the other
molecular solutions obtained in Proposition 5.3 should be canonical solutions in the
terminology of M. G. Krein. The case of a sequence (sj)mj=0 ∈ F>q,m,α,β deserves particular
attention. In this case, the theory of orthogonal matrix polynomials can be effectively
applied and promises to produce a whole collection of useful explicit formulas. This
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will be confirmed by the strategy used by M. G. Krein [26] (see also [27, Ch. III]).
It should be mentioned that first steps in this direction are already contained in the
papers [6,7] by A. E. Choque Rivero, where the resolvent matrices for the non-degenerate
truncated [α, β]-Hausdorff moment problem were expressed in terms of orthogonal matrix
polynomials and moreover multiplicative decompositions of these resolvent matrices were
derived. We will handle this theme in separate work.
A. Some facts from matrix theory
Remark A.1. Let n ∈ N and let (Aj)nj=0 be a sequence of non-negative Hermitian complex
q × q matrices. Then R(∑nj=1Aj)) =∑nj=1R(Aj) and N (∑nj=1Aj) = ⋂nj=1N (Aj).
Remark A.2. If A ∈ Cq×q≥ and if X ∈ Cq×p, then X∗AX ∈ Cp×p≥ . If A ∈ Cq×q> and if
X ∈ Cq×p with rankX = p, then X∗AX ∈ Cp×p> .
Denote by PU the matrix associated with the orthogonal projection in the Euclidean
space Cq onto a linear subspace U .
Remark A.3. Let U be a linear subspace of Cq, then PU ∈ Cq×qH and 0q×q ≤ PU ≤ Iq.
For the convenience of the reader, we state some well-known and some special results
on Moore-Penrose inverses of matrices (see e. g., Rao/Mitra [29] or [12]Section 1). If
A ∈ Cp×q, then (by definition) the Moore-Penrose inverse A† of A is the unique matrix
A† ∈ Cq×p which satisfies the four equations
AA†A = A, A†AA† = A†, (AA†)∗ = AA†, and (A†A)∗ = A†A.
Proposition A.4 (see, e. g. [12]Theorem 1.1.1). If A ∈ Cp×q then a matrix X ∈ Cq×p
is the Moore-Penrose inverse of A if and only if AX = PR(A) and XA = PR(X).
Remark A.5. Let A ∈ Cp×q and B ∈ Cp×r. ThenR(B) ⊆ R(A) if and only if AA†B = B.
Remark A.6. Let A ∈ Cp×q and B ∈ Cn×q. Then N (A) ⊆ N (B) if and only if BA†A =
B.
Remark A.7. (A∗)† = (A†)∗ for each A ∈ Cp×q.
Remark A.8. Let A ∈ Cq×qH . Then A† ∈ Cq×qH and A†A = AA†.
Remark A.9. Let A ∈ Cp×q. If U ∈ Cn×p fulfills U∗U = Ip and if V ∈ Cq×r is such that
V V ∗ = Iq, then (UAV )† = V ∗A†U∗.
Remark A.10. Let A ∈ Cq×q≥ . Then A† ∈ Cq×q≥ and
√
A† =
√
A
†
. Furthermore, R(√A) =
R(A) and N (√A) = N (A).
Remark A.11. Let A,B ∈ Cq×qH with 0q×q ≤ A ≤ B. Then R(A) ⊆ R(B) and N (B) ⊆
N (A).
Lemma A.12 ( [2, 15]). Let M =
[
A B
C D
]
be the block representation of a complex
(p + q)× (p+ q) matrix M with p× p block A. Then:
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(a) M is non-negative Hermitian if and only if A and D−CA†B are both non-negative
Hermitian, R(B) ⊆ R(A), and C = B∗.
(b) M is positive Hermitian if and only if A and D−CA†B are both positive Hermitian
and C = B∗.
B. Parallel sum of matrices
For every choice of complex p× q matrices A and B, the parallel sum A ± B of A and
B is defined by
A±B := A(A+B)†B. (B.1)
Furthermore, let Pp×q be the set of all pairs (A,B) ∈ Cp×q × Cp×q such that R(A) ⊆
R(A+B) and N (A+B) ⊆ N (A) hold true.
Let A and B be non-singular matrices from Cq×q such that det(A + B) 6= 0 and
det(A−1 +B−1) 6= 0. Then (A,B) ∈ Pq×q and A±B = (A−1 +B−1)−1.
Remark B.1. If A,B ∈ Cq×q> , then (A,B) ∈ Pq×q and A±B ∈ Cq×q> .
Lemma B.2 ( [3, Lemma 4]). If A,B ∈ Cq×q≥ , then (A,B) ∈ Pq×q and A±B ∈ Cq×q≥ .
Lemma B.3 ( [28, Theorem 2.2(a)]). If (A,B) ∈ Pp×q, then (B,A) ∈ Pp×q and A±B =
B ±A.
Lemma B.4 ( [28, Theorem 2.2(f)]). If (A,B) ∈ Pp×q, then R(A±B) = R(A)∩R(B)
and N (A±B) = N (A) +N (B).
Proposition B.5 ( [28, Theorem 2.2(g)]). If (A,B) ∈ Pq×q, then (A ± B)† =
PR(A∗)∩R(B∗)(A† +B†)PR(A)∩R(B).
Lemma B.6. If (A,B) ∈ Pp×q, then (A+B)− 4(A±B) = (A−B)(A+B)†(A−B).
Proof. Let (A,B) ∈ Pp×q and let C := A+B. In view of Lemma B.3, we get
(A±B)C†(A±B) = AC†A±AC†B ±BC†A+BC†B = AC†A+BC†B ± 2(A±B).
Hence,
(A+B)−(A−B)(A+B)†(A−B) = (A+B)C†(A+B)−(A−B)C†(A−B) = 4(A±B).
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