We consider a Bayesian decision problem in which an agent must draw inferences about multiple unobserved variables. This problem appears in different economic settings, for instance in the theory of agency. Assume that both observed and unobserved variables are ordered. We say that the inference process (Bayesian updating) is monotone if higher observations imply higher posterior probabilities. When the parameter space is totally ordered, monotone Bayesian updating is characterized by the monotone likelihood ratio property. We show here that this can be extended to the case in which the parameter space is partially ordered, by defining a generalized monotone likelihood ratio property. However, when the parameter space is multidimensional and endowed with its componentwise order, Bayesian updating is monotone only in trivial cases. MCS2000 Subject classification: 62C10, 91B06, 91A35.
Introduction
In situations with imperfect or incomplete information, economic agents make inferences about the unobserved variables based on the variables they observe. In many interesting cases, both the unobserved and the observed variables have a natural order. In this context, the fact that the inference process is monotonic has interesting economic consequences. For instance, in pure moral hazard agency problems it implies that the wage schedule for the agent is monotonic in the observed output (see, e.g., Dutta and Radner, 1994; Laffont and Martimort, 2002) .
This inference problem was explicitly considered by Whitt (1979) . Whitt considers the following simple set up: the observed variable takes values in a real interval X, and the unobserved variable takes finitely many values in a real interval Θ. He assumes that the densities of x conditional on θ satisfy the monotone likelihood ratio property. He then shows that observing a higher value of x allows to infer stochastically higher values of θ, in the sense of stochastic dominance: this is what we call Monotone Bayesian Updating. (Actually, Whitt shows a stronger result: the density of the posterior of θ given x satisfies the monotone likelihood ratio property, which implies stochastic dominance. See Appendix A.) Milgrom (1981) generalized Whitt's result to the case in which both X and Θ are real intervals, and showed that the posterior is monotone in the sense of stochastic dominance if, and only if, the conditional density of x given θ satisfies the monotone likelihood ratio property.
We consider here this monotonicity problem in the case in which both observed and unobserved variables are only partially (as opposed to totally) ordered. We find a condition, which we call the Generalized Monotone Likelihood Ratio Property, which is, in this more general case, necessary and sufficient for Monotone Bayesian Updating. This is our positive result.
Next, we consider the case in which the parameter space Θ is multivariate (each of the components being totally ordered), and the ordering of those variables is partial because of its componentwise nature: if θ = (θ 1 , θ 2 , . . . , θ m ) and θ = (θ 1 , θ 2 , . . . , θ m ) are vectors of unobserved variables, then we say that θ ≤ θ if, for each i (1 ≤ i ≤ m), θ i ≤ θ i . This is the case most common in applications, in which Θ is a subset of R m , endowed with its componentwise order. Then we show that Bayesian Updating can only be monotone in trivial cases. This is our negative result.
Actually, our triviality result (Theorem 4) is much more general: it holds both for finite and (countably) infinite products, and the component spaces need not be totally ordered. This triviality result is at the root of the problems that, for instance, have encountered economists who have studied multitask agency problems, in which things become much simpler if they are able to introduce a total ordering in the agent's actions (see, for instance, Laffont and Martimort, 2002, chapter 5) .
Notice, however, that in auction theory the fact that there are several unobserved variables does not create a problem, because they are totally ordered via the agent's utility function (see, for instance, Milgrom and Weber, 1982) .
The paper is organized as follows. In Section 2 we describe the framework, and provide the main definitions. In Section 3 we show the equivalence between monotone updating and the generalized monotone likelihood ratio property. In Section 4 we consider the multivariate case, and show that the generalized monotone likelihood ratio property (and hence monotonicity of Bayesian updating) will only be satisfied in trivial cases. In an appendix we consider the relation between the monotone likelihood ratio property and stochastic dominance of the observed variables, and show that the implications that hold in the totally ordered case cannot be generalized to partial orders.
Framework
We consider an inference problem in which some unobserved variables (parameters) θ ∈ Θ stochastically influence (via a family of conditional distributions) the behavior of some observed variables (outcomes or observations) x ∈ X. The agent has a prior probability, µ, over the parameters and, given the observations and her knowledge of the stochastic relationship between parameters and outcomes, she updates µ to a posterior probability ν.
For the notation, terminology, and definitions used in the paper, we have followed as closely as possible Aliprantis and Border (1999) .
If Y is a topological space, we say that an order defined on it is closed, if its graph {(y, y ) ∈ Y × Y : y ≤ y } is closed in the product topology.
Let (Y i , ≤ i ) be ordered spaces, for i ∈ I (I = ∅), and let Y = × i∈I Y i be the product. We define the product (or componentwise) order on Y by: y ≤ y ⇔ ∀i ∈ I, y i ≤ i y i . If, for all i ∈ I, ≤ i is closed, so is the product order.
We impose throughout the paper the following assumptions:
Assumptions: 1. The parameter set Θ and the outcome set X are partially ordered.
2. The parameter set Θ and the outcome set X are complete and separable metrizable spaces, endowed with their respective Borel σ-algebras.
3. All the distributions on X conditional on the parameters θ ∈ Θ are absolutely continuous with respect to a given σ-finite Borel measure on X.
4. There is a version f (x|θ) of the densities of the conditional distributions with respect to the measure referred to above, such that, for all x ∈ X and θ ∈ Θ, f (x|θ) > 0.
The second and third assumptions are standard in the field of Bayesian updating. The last one we impose for convenience, since it makes the proofs much easier to write.
With these assumptions, one may show (e.g., Shiryayev, 1984) that, given a prior probability µ over Θ, the posterior probability of a measurable set A ⊂ Θ given an observation x ∈ X is given by:
We are interested in formalizing the relationship that leads to the posterior probability from the prior probability and the observations, by means of the Bayesian updating map. We denote by P(Θ) the set of all Borel probability measures on Θ.
Definition 1. The Bayesian updating map, B : P(Θ) × X → P(Θ), associates with each prior probability µ ∈ P(Θ), and each observation x ∈ X, the posterior probability B(µ, x) defined via formula 1 above.
Given two distributions µ and ν in P(Θ), we say that µ is stochastically dominated by ν, and denote it µ ν, if the expectation of any measurable increasing function with respect to µ is smaller than its expectation with respect to ν, whenever both expectations are well defined.
Given θ ∈ Θ, we define the upper interval generated by θ as i(θ) = { θ : θ ≤ θ }, and the lower interval generated by θ as d(θ) = { θ : θ ≤ θ }. If θ ≤ θ , the order interval generated by those variables, written [θ, θ ] , is defined by [θ, θ ] .
an increasing set contains all elements that are higher than any given element in it.
A standard approximation argument (e.g., Lehmann, 1955) shows that µ ν if, and only if, µ(A) ≤ ν(A) for any measurable increasing set A ⊂ Θ.
Both these definitions of stochastic dominance convey the idea that ν attaches more probability to higher values than µ does.
We are now ready to state our definition of monotone updating, where we want to formalize the idea that higher observations yield stochastically higher posterior probabilities.
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Definition 2. We say that the conditional distributions satisfy Monotone Bayesian Updating if, for all µ ∈ P(Θ) and for all x,
Note that the definition we use is different from the "increasing posteriors" requirement in Van Zandt and Vives (2003) , since in that paper the prior probability (our µ here) is fixed.
A seemingly natural requirement for monotonicity of Bayesian updating is that the mapping from parameters to distributions over outcomes be monotone, when we order the latter with stochastic dominance. When Θ is totally ordered, this condition is necessary, but not sufficient. In the multivariate case, the condition is neither necessary nor sufficient (see Appendix A).
In the next section, we consider necessary and sufficient conditions for monotonicity of the Bayesian updating map, in terms of the conditional distributions induced on X by the parameters.
Monotone Bayesian Updating and Likelihood Ratios
Whenever Bayesian updating is monotone, that is x ≤ x implies that the posterior corresponding to x is stochastically smaller than the posterior corresponding to x , Milgrom (1981) uses the terminology that the signal x is more favorable than the signal x.
As we mentioned before, Milgrom (1981) extended the results of Whitt (1979) , by showing the exact relationship between monotonicity of Bayesian updating and the Monotone Likelihood Ratio Property, in the case in which the parameters (and the observations, though this is irrelevant) are realvalued.
The monotone likelihood ratio property, introduced by Karlin and Rubin (1956) , is nowadays familiar to economists mainly due to its application to agency problems pioneered by Milgrom (1981) .
Definition 3. Given x ∈ X, and given θ, θ ∈ Θ, we define the likelihood ratio between θ and θ corresponding to x by
This ratio is well defined because of the assumption of strict positivity of the densities.
Definition 4. Assume that Θ is totally ordered. We say that the Monotone Likelihood Ratio Property (MLRP) holds if, given x ≤ x and θ ≤ θ , we have that
Or, in terms of the likelihood ratios,
Theorem 1 (Milgrom) . Assume Θ is totally ordered. Then monotone Bayesian updating is equivalent to the monotone likelihood ratio property.
The concept of monotone likelihood ratio has been extended to the multivariate case in the statistics literature (Eaton, 1982; Shaked and Shanthikumar, 1994) , where they use a slightly weaker definition than the one we give below, which corresponds to the affiliation inequality for measures with densities defined by Milgrom and Weber (1982) , and is widely used in the economics literature.
Recall that a partially ordered set Y is a lattice if, for any y, y ∈ Y , there exist y ∨ y . = sup {y, y } (the least upper bound of the two elements) and y ∧ y . = inf {y, y } (the greatest lower bound of the two elements). Naturally, any totally ordered space is a lattice, but so is a space Y which is the product of totally ordered spaces, endowed with the corresponding product (componentwise) order: for example, both R 2 and its unit square, [0, 1] 2 , are lattices.
Definition 5. Assume that both Θ and X are lattices with respect to their respective partial orders. We say that the Multivariate Monotone Likelihood Ratio Property (MMLRP) holds if, for any θ, θ ∈ Θ and x, x ∈ X, we have that
Whenever Θ and X are totally ordered, the definition of MMLRP reduces to the one of MLRP given above. But in the multivariate case things are different. We will first show by means of an example that, in this case, neither MMLRP implies Monotone Bayesian Updating, nor does Monotone Bayesian Updating imply MMLRP. Example 1. Let X = {0, 1}, with the total order given by 0 < 1. Let
with the corresponding product (partial) order. Let q ij denote the conditional probability of 1 given θ = (i, j). Let also p ij be the prior probability of (i, j) ∈ Θ.
Monotonicity of Bayesian updating is equivalent to the four inequalities:
q 00 ≤ p 00 q 00 + p 01 q 01 + p 10 q 10 + p 11 q 11 ≤ q 11 p 00 + p 10 p 01 + p 11 (p 01 q 01 + p 11 q 11 ) ≥ p 00 q 00 + p 10 q 10 p 00 + p 01 p 10 + p 11 (p 10 q 10 + p 11 q 11 ) ≥ p 00 q 00 + p 01 q 01
Now MMLRP translates in this context to the following inequalities:
q 01 q 10 ≤ q 00 q 11 q 01 q 10 + q 00 + q 11 ≤ q 00 q 11 + q 01 + q 10 q 00 ≤ q 01 , q 00 ≤ q 10 , q 01 ≤ q 11 , q 10 ≤ q 11
Operating with these inequalities, it can be shown that they may only be satisfied if either [q 00 = q 01 , q 10 = q 11 ] or [q 00 = q 10 , q 01 = q 11 ].
2
Let us assume first that q 00 = q 01 = 1/3, q 10 = q 11 = 2/3, so MMLRP is satisfied. It is clear from the inequalities we have written that the first two inequalities defining monotonicity of Bayesian updating will always be satisfied by a system of conditional probabilities that satisfies MMLRP. But the last two inequalities need not be satisfied for all priors. For instance, if we take p 00 = p 11 = 0 and p 01 = p 10 = 1 2 , then the third inequality is violated. (We can also reach the same violation with a prior with full support: if p 00 = p 11 = ε and p 01 = p 10 = 1 2 − ε, then the third inequality is violated provided ε < 1/4.)
This shows that MMLRP does not necessarily imply Monotone Bayesian Updating.
Let now q 00 = 1/5, q 01 = q 10 = 2/5, q 11 = 3/5. As we have seen above, this collection of conditional densities does not satisfy MMLRP, but one can verify that it does satisfy the inequalities defining monotonicity of Bayesian updating, no matter what the initial prior is. (Alternatively, one can apply Theorems 2 and 4 below to show that this is true.) So Monotone Bayesian Updating does not imply MMLRP.
This example shows that we need something different from the multivariate monotone likelihood ratio property to guarantee monotonicity of Bayesian updating in the multidimensional case. The following definition is a different generalization of the univariate monotone likelihood ratio property, which we will show is precisely what is needed in order to characterize Monotone Bayesian Updating. Note that the definition does not require the spaces X or Θ to be lattices, but just to be partially ordered.
Definition 6. Assume that X and Θ are partially ordered spaces. We say that the conditional distributions satisfy the Generalized Monotone Likelihood Ratio Property (GMLRP) if, whenever x ≤ x and θ θ, the following holds
This definition reduces to the Monotone Likelihood Ratio Property whenever Θ is totally ordered.
The following theorem validates our claim that the definition made generalizes the totally ordered case.
Theorem 2. Monotone Bayesian Updating is satisfied if and only if the Generalized Monotone Likelihood Ratio Property holds.
Proof: We first show that Monotone Bayesian Updating implies the Generalized Monotone Likelihood Ratio Property.
Let x ≤ x and θ θ, so that θ / ∈ i(θ ). By hypothesis, for all µ ∈ P(Θ),
δ θ . Given the assumption of strict positivity of the densities, we have
which is what we wanted to prove. We now show that the Generalized Monotone Likelihood Ratio Property implies Monotone Bayesian Updating.
Let x ≤ x be elements of X, and let µ ∈ P(Θ). Let A be an increasing and measurable subset of Θ. We must show that B(µ, x)(A) ≤ B(µ, x )(A).
If θ ∈ A and θ ∈ Θ \ A, then θ θ, so by hypothesis
Integrating the inequality first over θ ∈ A and next over θ ∈ Θ\A, we obtain
Since densities are assumed to be strictly positive, we may divide through by the product of Θ f (x|θ) µ(dθ) and Θ f (x |θ) µ(dθ). So taking into account the expression (equation 1) that characterizes the Bayesian updating map, we get
And since B(µ, x)(Θ \ A) = 1 − B(µ, x)(A), it follows that
which concludes the proof.
Corollary 1. Assume that Bayesian updating is monotone. Let x ≤ x , and suppose that θ, θ ∈ Θ are such that both θ θ and θ θ hold. Then the corresponding likelihood ratios are equal:
So we have found the right characterization of monotone Bayesian updating in the case in which Θ is partially ordered. We want to specialize this further now to the case in which this partial order is a componentwise order.
The multidimensional case
We now define what we mean by the multidimensional case. Since the product of countably many Polish spaces is Polish (e.g., Aliprantis and Border, 1999, Corollary 3.27), our assumptions are still satisfied. Definition 7. Let N be a (finite or infinite) countable index set of cardinality larger than 2. For i ∈ N , let Θ i be a complete and separable metrizable space, and assume further that Θ i is partially ordered. Let Θ = × i∈N Θ i , and endow it with the product order and topology. We then say that Θ is multidimensional.
Definition 8. Let Θ be multidimensional. For each i ∈ N , let A i ⊂ Θ i be a nondegenerate order interval: there exist a i , a i ∈ Θ i with a i < i a i , such that
We then say that A is a (nondegenerate) order rectangle of Θ.
Definition 9. Let A ⊂ Θ. Let M A ⊂ A be the set of extrema of A: it contains the maximum point it it exists, the minimum point if it exists, and is empty if neither exists.
A nondegenerate order rectangle as defined in Definition 8 has a maximum point a . = (a i ) i∈N , and a minimum point a . = (a i ) i∈N ; therefore, in this case M A = {a, a}. Lemma 1. Assume Bayesian updating is monotone. Let Θ be multidimensional, and let A be a nondegenerate order rectangle of Θ. Then, given x ≤ x and a, a ∈ A \ M A , we have equality of the corresponding likelihood ratios:
Points of E are order-extreme points (and so are a and a, which are not in E). Suppose first that a, a ∈ E, a = a . We claim that the equality of the likelihood ratios corresponding to a and a holds. If a a and a a, then this equality is a consequence of Corollary 1. Otherwise, assume without loss of generality that a < a . Since a = a, there is j ∈ N such that a j = a j = a j . On the other hand, since a = a, there is k ∈ N such that a k = a k = a k . Let now a ∈ E be given by
Then we have that a k = a k = a k < a k = a k , so a a and a a . We also have a j = a j = a j > a j = a j , so a a and a a . A double application of Corollary 1 leads us to conclude that the equality of the likelihood ratios is satisfied for a and a in E, as we claimed.
Let now a ∈ A \ M A . Since a = a, there is j ∈ N such that a j > a j . On the other hand, since a = a, there is k ∈ N such that a k < a k . If k = j, then let a ∈ E be given by
In this way, both a a and a a hold. Finally, if k = j, then since #N ≥ 2 there is p ∈ N \ {j}. If now a p = a p , then let a ∈ E be defined as above. If, on the other hand, a p = a p , then let a ∈ E be given by
Again, in both cases we have that, by construction, a a and a a. Concluding, if a ∈ A \ M A , there is always a ∈ E such that a a and a a. Corollary 1 shows then that the equality of the likelihood ratios is satisfied for a and a . The fact proven above that the likelihood ratios are equal for all points of E concludes the proof.
The next theorem covers the case when the parameter space is the product of intervals more general than the order intervals we have defined. For example, when Θ is an open rectangle of R n , the entire space, or the product of semiclosed real intervals.
Theorem 3. Assume Bayesian updating is monotone. Let Θ be multidimensional. Assume further that there exists a sequence of nondegenerate order rectangles, (A n ) n∈N , such that, for all n ∈ N, A n ⊂ A n+1 and, additionally, Θ = ∪ n∈N A n . Then, given x ≤ x and θ, θ ∈ Θ \ M Θ , we have equality of the corresponding likelihood ratios (i.e., equation 2 is satisfied).
Proof: There is m ∈ N such that θ, θ ∈ A m . If, for all n ≥ m, θ ∈ M An , then we must have θ ∈ M Θ . And the same is true for θ . Therefore, we may assume that θ, θ ∈ A m \ M Am , and apply Lemma 1.
The next result holds for general multidimensional parameter spaces, with the condition that the components are lattices.
Theorem 4. Assume Bayesian updating is monotone. Let Θ be multidimensional, and assume further that, for each i ∈ N , Θ i is a lattice. Then, given x ≤ x and θ, θ ∈ Θ \ M Θ , we have equality of the corresponding likelihood ratios (i.e., equation 2 is satisfied).
Proof: If both θ θ and θ θ hold, then apply Corollary 1. Otherwise, assume without loss of generality that θ ≤ θ .
We claim that there are θ ∈ Θ and j ∈ N such that θ j θ j . If this were not the case, then θ would be the minimum element, contradicting the fact that θ / ∈ M Θ . Since Θ j is a lattice, there exists s = θ j ∧ θ j ∈ Θ j . Note that s < j θ j .
Analogously, there are θ ∈ Θ and k ∈ N such that θ k θ k . Otherwise, θ would be the maximum of Θ. Since Θ k is a lattice, there exists t = θ k ∨θ k ∈ Θ k . Note that t > k θ k .
For i ∈ N , define
So we can apply Lemma 1.
The equality of the likelihood ratios corresponding to all points of Θ \ M Θ implies that the posterior probabilities cannot differ, as long as M Θ (which can be empty) has zero mass under the prior probability.
Theorem 5. Assume that the order of Θ is closed. Let µ be any prior probability which places zero mass on the set M Θ . Assume that the likelihood ratios between x and x are equal for all points in Θ \ M Θ . Then the posteriors that correspond to x and x are equal: B(µ, x) = B(µ, x ).
Proof: We claim first that, for all A ⊂ Θ increasing and measurable, B(µ, x)(A) = B(µ, x )(A). Let A be any such set. Let M Θ equal {θ} if it exists, and be empty otherwise. Analogously, let M Θ equal {θ} if it exists, and be empty otherwise. If either A = M Θ or A = Θ \ M Θ , then the prior is zero and therefore so are all the posteriors. So we may assume that A is neither of these sets.
Let θ ∈ Θ \ A and θ ∈ A be such that θ, θ / ∈ M Θ . Then by hypothesis
Following the same procedure used in the second part of the proof of Theorem 2, we obtain B(µ, x)(A) = B(µ, x )(A).
Since this holds for all increasing sets, it follows that both B(µ, x) B(µ, x ) and B(µ, x ) B(µ, x) hold. Now the fact that the order in Θ is closed implies that the stochastic dominance ordering is antisymmetric (see Kamae et al., 1977) . Therefore, we conclude that B(µ, x) = B(µ, x ).
Let us finally discuss a couple of examples that will help clarify the reason for the triviality result. Note that we show examples which are the worst possible scenario in order to illustrate our results, because they consist of 2×2 grids in which there is no requirement on the maximum and the minimum, only on the cross values.
Example 2. Consider again example 1 we discussed in Section 3: Θ = {(0, 0), (0, 1), (1, 0), (1, 1)}, and X = {0, 1}.
The conditional probability of 1 given θ = (i, j) is q ij , and p ij is the prior probability of (i, j). Consider the prior probability given by p 01 = p 10 = 1 2 (the others are zero). Then the two middle equations we wrote characterizing monotonicity of Bayesian updating imply that q 01 = q 10 . This is the translation of the triviality result to our four-point grid.
Example 3. We consider here a two-dimensional bandit problem. The outcome space is X = {0, 1} (success or failure). The problem consists of a 2-step sampling procedure. The bandit has two states, 1 and 2. In state 1, the bandit may have two possible probabilities of success, θ 11 or θ 12 (θ 11 < θ 12 ), unknown to the player. In state 2, the bandit may have two possible probabilities of success, θ 21 or θ 22 (θ 21 < θ 22 ), unknown to the player.
Each time the bandit is activated, with probability 1/2 Nature decides which of the two states, 1 or 2, is going to be active. Then, a sampling from X is obtained with the corresponding true probability.
Then monotone updating requires that 
Conclusions
Milgrom applied monotone Bayesian updating to agency problems, and referred to the case of a posterior distribution induced by a certain signal being stochastically higher than the one induced by a different signal as "good news". We have just shown that in the multitask principal-agent problem, when the actions chosen by the agent are multidimensional, the principal cannot infer "good news" from the fact that a signal is higher than another one. We should first point out the limitations of our triviality results. On the positive side, we have characterized monotone Bayesian updating for the case in which the parameter space Θ is partially ordered, by showing that it is equivalent to the generalized monotone likelihood ratio property. Notice that the triviality result obtains when the partial order in Θ is actually a product order, so the further away the order in Θ is from a product order, the less trivial will the monotonicity of Bayesian updating be.
Even if we are in the multivariate case, a way of overcoming the triviality result would be to restrict the probability distributions on Θ to some subclass Σ ⊂ P(Θ). But we have found no natural restrictions that are able to break the implication: monotone Bayesian updating implies the generalized monotone likelihood ratio property.
Let us also observe that our approach allows for multiple observations, rather than a unique one. This amounts to a redefinition of the sampling space X. The reason this works is that we have only used the fact that X is partially ordered, no other properties of this order are relevant.
A Appendix: Monotone Bayesian Updating and stochastic dominance in X For any parameter θ ∈ Θ, let Φ(θ) ∈ P(X) denote the probability distribution induced by θ on the outcome space X. Suppose that θ ≤ θ . In the unidimensional case, Whitt (1979) showed that the monotone likelihood ratio property (MLRP) implies stochastic dominance: Φ(θ) Φ(θ ). This result is also shown in many economics textbooks (e.g., Krishna, 2002) . Since in this case MLRP is equivalent to Monotone Bayesian Updating, we can conclude that the latter property implies stochastic dominance between the induced conditional distributions on X. Now, statisticians have proved an extension of this result to the multidimensional case, by resorting to the multivariate monotone likelihood ratio property (MMLRP) we have defined in Section 3. The following theorem can be found in the survey by Eaton (1982) , and also in Shaked and Shanthikumar (1994) . (Note that the hypothesis here is slightly stronger than in those papers, because of our different definition of MMLRP.) Theorem 6 (Preston, Holley, Kemperman, Edwards). Suppose that X is the product of finitely many (Borel) subsets of the real line, endowed with the componentwise order (in particular, X is a lattice with respect to this or-der), and that Θ is a lattice. Assume that all distributions Φ(θ) θ∈Θ induced by the different parameters θ ∈ Θ are absolutely continuous with respect to a σ-finite product measure on X, and that their respective densities f (x|θ) satisfy the multivariate monotone likelihood ratio property (MMLRP). Then θ ≤ θ implies that Φ(θ) is stochastically dominated by Φ(θ ). Now, in view of Theorem 2, example 1 shows that neither MMLRP implies GMLRP nor the opposite implication does hold. So the previous result cannot be used to show how monotonicity of Bayesian updating relates with stochastic dominance of the conditional distributions on X.
The next example (adapted from Lehmann, 1955) shows that, whenever X is multivariate, Monotone Bayesian Updating does not necessarily imply stochastic dominance of the conditional distributions. (And easy unidimensional examples show that the fact that conditional distributions are related by stochastic dominance does not necessarily imply that Bayesian updating is monotone.) Example 4. Let X = R 2 with its natural (componentwise) order. Let Θ = {0, 1} be totally ordered by 0 < 1. Note that, since Θ is totally ordered, MLRP and GMLRP are equivalent.
