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We investigate the first-order transition in the spin-1 two-dimensional Blume-Capel model in square lat-
tices by revisiting the transfer-matrix method. With large strip widths increased up to the size of 18 sites, we
construct the detailed phase coexistence curve which shows excellent quantitative agreement with the recent ad-
vanced Monte Carlo results. In the deep first-order area, we observe the exponential system-size scaling of the
spectral gap of the transfer matrix from which linearly increasing interfacial tension is deduced with decreasing
temperature. We find that the first-order signature at low temperatures is strongly pronounced with much sup-
pressed finite-size influence in the examined thermodynamic properties of entropy, non-zero spin population,
and specific heat. It turns out that the jump at the transition becomes increasingly sharp as it goes deep into the
first-order area, which is in contrast to the Wang-Landau results where finite-size smoothing gets more severe at
lower temperatures.
I. INTRODUCTION
The Blume-Capel (BC) model [1–4] is one of the funda-
mental models of the tricritical phenomena that have been
observed in a variety of systems [5] ranging from multi-
component fluids and ferrimagnets to 3He-4He mixtures [6],
and ultracold quantum gases [7]. The spin-1 BC model is de-
scribed by the Ising Hamiltonian with a crystal field causing
spin anisotropy which is written as
H = −J
∑
〈i,j〉
sisj + ∆
∑
i
s2i − h
∑
i
si, (1)
where spin si at site i can take a value of 1, −1, or 0, and
J and ∆ denote the strengths of the ferromagnetic coupling
and crystal field, respectively. The summation
∑
〈i,j〉 runs
over all pairs of nearest-neighbor spins. At zero magnetic
field h = 0, the ferromagnetic BC model typically exhibits
a tricritical point connecting the first-order transitions occur-
ring in the lower (higher) temperature (crystal field) area and
the second-order transitions occurring on the other side of the
phase diagram.
The transfer matrix method was one of the earliest numer-
ical tools used to explore the phase diagram of the ferromag-
netic spin-1 BC model in two dimensions (2D). Beale’s sem-
inar work on the 2D BC model [8] provided the first trans-
fer matrix calculations in square lattices for the estimation of
a few second- and first-order transition points, the tricritical
point, and the tricritical eigenvalue exponents. Later, Xavier
et al. [9] considered the helical boundary conditions to cal-
culate the conformal anomaly at the tricritical point with the
estimation of the phase boundary. The nature of the phase
transitions in the 2D BC model has been extensively exam-
ined also with various other numerical methods which include
the Monte Carlo renormalization group [10, 11], histogram
method [12, 13], Wang-Landau sampling [14–19], simulated
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tempering [20], tensor renormalization group [21], replica-
exchange Monte Carlo [22], and quite recently parallel mul-
ticanonical simulations [23]. While we focus on the pure BC
model in this work, the effects of randomness have been also
extensively studied [16, 17, 24–29], where, for instance, the
phase diagram was found to be shifted in presence of bond
randomness at low temperatures [17]. These large numerical
efforts now establish a much more solid picture of the phase
diagram and the verification of the conjectured exact Ising tri-
critical exponents [30–33] of the 2D BC model, providing an
excellent testbed for new numerical methods and strategies
such as the machine learning [34] to be applied to a tricritical
system.
Probably the most recent addition to the phase diagram of
the pure 2D BC model in square lattices is the first-order tran-
sition curve in the low temperature area which was obtained
in high resolution by the two-parameter Wang-Landau (WL)
sampling [19], simulated tempering [20], and multicanonical
(MUCA) calculations [23]. Prior to these advanced Monte
Carlo (MC) methods being employed, the available dataset
of transition points at low temperatures was mainly from the
early transfer matrix (TM) calculations [8]. It turned out that
the transition points predicted by the TM at low tempera-
tures clearly deviate from the recent WL and MUCA esti-
mates [19, 23]. However, this discrepancy may not imply a
true numerical incapability of the TM method in describing
the first-order transitions, considered quite limited computa-
tional capacity and algorithms available at the time of the pre-
vious TM work.
The TM method has a clear advantage over the usual MC
methods in the first-order transitions. It is an exact and deter-
ministic method providing straightforward numerics to com-
pute the free energy of a given strip system. It is free from the
impenetrable energy barrier issue avoiding which is an impor-
tant goal of the advanced MC methods such as MUCA [35–
39], WL [40, 41], and tempering [20, 42, 43] methods. How-
ever, because finding the largest eigenvalues required in the
TM method is poorly scalable with the strip size, it heavily
relies on the efficiency of the matrix algorithm and compu-
tational capacity. Thus, given that much increased computing
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2power and more efficient Krylov subspace algorithms are now
available for the eigenproblems, it is a proper time to update
the TM calculations to reconsider its practical applicability in
the first-order area by direct comparison with the recent MC
results.
In this paper, we construct the detailed phase coexistence
curve and investigate the thermodynamic properties in the
first-order area of the 2D BC model in square lattices by revis-
iting the transfer matrix method. An infinite-long strip system
is considered with finite width increased up to the size of 18
lattice sites. The transition points are determined in two ways.
We first re-examine the finite-size-scaling analysis to correct
the data of Ref. [8], and then we search for the spectral cross-
ing of the transfer matrix [9] to find the discontinuous change
of the metastable phases in the low temperature area. The re-
sulting first-order transition points show excellent agreement
with the estimates of the recent WL simulations by Kwak et
al. [19] and MUCA simulations by Zierenberg et al. [23], and
our transfer matrix calculations also provide an extended ac-
cess to even lower temperature area.
We find that the interfacial tension at the phase coexistence
linearly increases as it goes deeper into the first-order area.
This leads to the rapid development of a kink in the free en-
ergy as the strip width increases, providing a pronounced sig-
nature of the first-order transition in the thermodynamic prop-
erties. We find that finite-size influence is very much sup-
pressed in the observed jumps in the entropy, nonzero spin
density, and specific heat, which is compared with the finite-
size smoothing found in the previous Wang-Landau results at
low temperatures.
The rest of the paper is organized as follows. In Section II,
the numerical procedures of the transfer matrix method are
briefly described. In Section III, our determination of the
phase coexistence curve is presented. In Section IV, the first-
order signature in the thermodynamical quantities is presented
and their finite-size effects are compared with the Wang-
Landau calculations. Conclusions are given in Section V.
II. TRANSFER MATRIX METHOD
We consider 2D regular lattices of a L×M strip geometry
composed of M coupled chains of L sites. Under the periodic
boundary conditions, the Hamiltonian can be rewritten in a
symmetric form as
H =
M∑
j=1
[
1
2
Vj +Wj,j+1 + 1
2
Vj+1
]
, (2)
where the intra- and inter-chain parts V andW are
Vj =
L∑
i=1
−Jsi,jsi+1,j + ∆s2i,j − hsi,j , (3)
Wj,j+1 =
L∑
i=1
−Jsi,jsi,j+1 . (4)
The partition function is written accordingly as
Z =
∑
{s}
M∏
j=1
e−
β
2 Vje−βWj,j+1e−
β
2 Vj+1 ≡ Tr[TM ], (5)
where β ≡ 1/T is inverse temperature. The transfer matrixT
can be further decomposed into a product of sparse matrices
(for instance, see Refs. [44, 45]) as
T =
L∏
i=1
exp[−β
2
ai,i+1] exp[−βbi] exp[−β
2
ci,i+1]. (6)
where a, b, and c are given as
ai,i+1 = −Jσ′iσ′i+1 + (∆σ′i − h)σ′i, (7)
bi = −Jσ′iσi, (8)
ci,i+1 = −Jσiσi+1 + (∆σi − h)σi (9)
for the component 〈σ′1 · · ·σ′L|T|σ1 · · ·σL〉. The periodic
boundary conditions are imposed so that σL+1 = σ1 and
σ′L+1 = σ
′
1.
In the limit of infinite M , the largest eigenvalues of the
transfer matrix T essentially determine the properties of sys-
tems. The free energy density fL can be evaluated in terms of
the largest eigenvalue λ1 as
fL(T,∆, h) = −T
L
lnλ1(T,∆, h). (10)
We calculate thermodynamic quantities through its numerical
derivatives. The entropy density sL ≡ −∂fL∂T
∣∣
∆,h
, non-zero
spin population density qL ≡ 〈s2〉 =
(
∂fL
∂∆
)
T,h
, specific heat
cL ≡ −T
(
∂2f
∂T 2
)
∆,h
are computed by using the higher-order
finite difference method with the step size of 10−8 in the five-
point stencil. In all calculations, the ferromagnetic coupling
J is set to be unity.
In the transfer matrix analysis, the phase transitions are
indicated by the asymptotic degeneracy between the largest
eigenvalues of the transfer matrix. The correlation length
ξL ≡ 1/ ln(λ1/λ2) diverges at the critical point, which is sig-
naled by the degeneracy between the two largest eigenvalues
λ1 and λ2. In a tricritical system, it is known that the third
largest eigenvalue λ3 also plays an important role at the tricrit-
ical point and the first-order transition points where the three
largest eigenvalues are degenerate [8, 9, 46–50]. The quantity
ξ˜L = 1/ ln(λ1/λ3) was proposed primarily to capture this de-
generacy [46–49]. This quantity has been often called as the
second correlation [47, 48] or persistence length [8, 49] which
was interpreted as a length scaling of a domain of the disor-
dered phase along the infinite strip whose the scaling behavior
is related to the surface tension at the interface [46].
We consider the strip width up to the size of L = 18 sites
which corresponds to the transfer matrix of the size 3L × 3L
where 318 = 387420489. In the previous TM calculations, the
systems were examined up to L = 10 with the periodic bound
conditions [8] and L = 14 with the helical boundary con-
ditions [9]. While full diagonalization is prohibited for such
3large matrix, we obtain the cluster of the largest five eigenval-
ues by using the thick-restart Lanczos method [51, 52] which
we have implemented with 64-bit integers to handle a large
state index. The restarting scheme can systematically find a
few largest eigenvalues by keeping a block of orthogonal ba-
sis vectors which is iterated by restarting the Lanczos pro-
cesses until a desired number of eigenvalues are converged
(for details, see Ref. [52]). We keep 15 basis vectors to have
five largest eigenvalues converged. Of these, the larger three
are used for our analysis while the smaller two are just ver-
ified to be well separated from the larger three by a finite
gap. Employing such restarting scheme allows much more
efficient and reliable numerics than the simple power or Lanc-
zos method when targeting nearly degenerate multiple eigen-
values which are precisely expected in the first-order transi-
tions.
In the largest case of L = 18, it takes about 30 minutes to
get one set of eigenvalues when 16 threads of dual Xeon E5
2.8 GHz are used for the OpenMP parallelization in the sparse
matrix-vector multiplication. Comparing with the huge time
cost required for the two-parameter Wang-Landau density of
states [19], the transfer matrix is very competitive in terms of
overall cost in computational time because the different areas
of the phase diagram are searched over in parallel with a com-
puting cluster.
III. IDENTIFYING THE FIRST-ORDER TRANSITION
POINTS
In this section, we present the determination of transition
points from our TM calculations and show the comparison
with the previous TM results [8, 9] and MC estimations of
the WL [19] and MUCA [23] simulations (see Fig. 1 and Ta-
ble I). The finite-size-scaling analysis of the correlation length
is revisited to examine the difference found between the early
TM calculation [8] and the recent MC estimates of the first-
order transition points. At low temperatures, the spectrum of
the largest eigenvalues, providing so-called “free energy lev-
els” [53], is investigated to characterize the signature of the
first-order transitions.
A. finite-size-scaling analysis of correlation length
Let us begin with a brief review of the finite-size-scaling
analysis of the correlation length to determine the critical
points. The finite-size-scaling ansatz for the correlation length
is typically written in the temperature axis as ξL ≈ LQ(tLyt)
where the scaling variable t ≡ (T − Tc)/Tc indicates devia-
tion from the critical line, and Q is a universal function. One
can write the similar finite-size scaling ansatz for ∆ as well
when approaching the critical line in the T − ∆ plane along
the ∆ axis at fixed T . Following the work by Beale [8] done
near the tricritical point, we choose to go along the ∆ axis at
given T , and then the critical point ∆c(T ) can be determined
by finding a universal crossing point of the curves of ξL/L
plotted for different L’s if the strip width L is large enough.
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FIG. 1. Phase diagram of the 2D Blume-Capel model near the tri-
critical point. The phase coexistence curve in the first-order area of
T ≤ 0.5 is determined by the vanishing gap between the largest
eigenvalues, and otherwise are the points determined by the finite-
size-scaling analysis of correlation length. The error bars are not
given because they are smaller than the symbol size (see Table I).
The previous estimates of the transition points using the transfer ma-
trix method [8, 9] (empty symbols) are given for comparison. The
dotted line is guided by the dataset of the recent Wang-Landau [19]
and multicanonical [23] simulations and the exact point of the bound-
ary at T = 0 given as ∆ = z/2 = 2 where the coordination number
z = 4.
However, in practice, for finite systems with small strip
widths accessible in the TM calculations, the crossing does
not occur exactly at a single common point because of the
strong finite-size correction. This has been commonly dealt
with by performing the power-law extrapolation to locate the
critical point in the thermodynamic limit (for instance, see
Refs. [54–62]). At a given T , the crossing point ∆L,L′ can be
determined between the two curves of different strip widths L
and L′ by solving
ξL(∆L,L′)/L = ξL′(∆L,L′)/L
′. (11)
The sequence of ∆L,L′ asymptotically approaches ∆∞ which
becomes the critical point ∆c in the limit of infinite L and
L′. The convergence has been well studied for several choices
of L and L′ in the previous works [54–59]. Following the
derivation in Ref. [54] and the review in Ref. [59], the finite-
size correction can be written as
ξL(∆c) = A0L(1 +A1L
−w + · · · ), (12)
dξL
d∆
∣∣∣
∆c
= B0L
1+y(1 +B1L
−w + · · · ), (13)
which is used to expand Eq. (11) around ∆c up to the leading
order, linearizing an equation for ∆L,L′ . For the particular
choice of L′ = L + 1, the convergence of ∆L ≡ ∆L,L+1 is
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FIG. 2. Finite-size-scaling analysis of correlation length. Attempts to locate transitions points from the crossing of the scaled correlation length
ξL/L are demonstrated at the selected temperatures of T = 0.7 [(a)-(c)] in the second-order area, T = 0.55 [(d)-(f)] and T = 0.42 [(g)-(i)] in
the first-order area. The crossing point between the curves of L and L+ 1 is denoted by ∆L, and ∆∞ is given by its power-law extrapolation
to the limit of infinite L (see Table I).
then shown to be the power-law type as
∆L −∆c ∝ L−ω˜ (14)
where ω˜ = w+ y [54, 57, 59]. The extrapolation for ∆∞ can
be performed for every three data points [61], which can also
be done iteratively [55, 60]. Our dataset of ∆∞ is the estimate
averaged over the possible set of the three-point extrapolations
with one point is fixed at ∆L=17, and the uncertainty is spec-
ified by their maximal deviation.
This finite-size-scaling analysis of correlation length as-
sumes the criticality of phase transition, and in principle, it is
not applicable to the first-order phase transitions where such
ansatz does not hold. However, in practice with small sys-
tems, finding the crossing point has been often applied to the
area near the tricritical point where the first-order signature
is weak [8, 46]. Here, we examine the temperature range
of the applicability of such finite-size-scaling of correlation
length, which includes the re-tests of the transition points at
T = 0.5 and 0.55 that indicated the particular difference be-
tween the previous TM calculations [8] and the recent MC
estimates [19, 23].
Figure 2 presents the difference in the finite-size scaling
behavior of the scaled correlation length ξL/L between the
second- and first-order transitions. At T = 0.7 where the
second-order transition occurs, the finite-size correction ap-
pears as the power-law convergence of the crossing point ∆L
with the exponent ω˜ close to unity. We have observed that ω˜
increases with T in the examined critical area: for instance,
ω˜ ≈ 2.7 is measured at T = 1.0. Also, the value of ξL/L
converges to a finite value as hypothesized in the finite-size
scaling ansatz. On the other hand, in the first-order transi-
tions, as shown for the example cases of T = 0.55 and 0.42 in
Fig. 2, the scaled correlation length ξL/L eventually diverges
in the thermodynamic limit, which becomes more evident as
T gets lowered to go deeper into the first-order area.
While the finite-size scaling ansatz is certainly not usable
in the first-order transitions, the same extrapolation strategy
with crossings between the curves of adjacent L’s still pro-
vides a reasonable estimate of the transition point in prac-
tice unless it is too far from the tricritical point. We obtain
∆∞ = 1.97950(3) at T = 0.55 and ∆∞ = 1.98786(1) at
T = 0.50 which correct the previous TM estimate [8] of 1.99
and 1.992, respectively, and now are precisely on the curve of
the WL [19] and MUCA [23] data (see Fig. 1).
This is because of the rapid growth of ξL indicating the van-
ishing gap between the eigenvalues, leading to the crossing
points increasingly getting closer to the point of divergence as
the strip width increases (see Fig. 2(g)). However, at the fur-
ther lower temperatures, it becomes practically hard to locate
the crossing point ∆L as already implied in the marginally
successful case of T = 0.42. Thus, we estimate the first-order
transition points directly from the vanishing gap of the eigen-
value spectrum, which extends the accessible area to much
lower temperatures as we demonstrate in the followings.
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FIG. 3. Free energy levels and spectral gap across the first-order tran-
sition. The lowest three free energy levels fi ≡ − lnλi correspond-
ing to λ1 > λ2 > λ3 are plotted at T = 0.4 for (a) L = 12 and (b)
L = 18 around the determined transition point ∆∗ = 1.99681357.
The free energy levels are multiplied by 103, and an offset is given
for optimal visualization. The data points are computed in the step
size of 10−8 in ∆ near ∆∗. In (c), the gap between f1 and f3 is
examined with increasing L to characterize the avoided crossing at
∆∗.
B. free-energy-level spectrum
The free energy level can be defined as fi = − lnλi which
is useful to examine how the equilibrium and metastable
phases change across the first-order phase transition. In the
tricritical Ising-like systems [8, 9, 46, 50], the coexistence
of two ordered and one disordered phases can be illustrated
by the abrupt spectral change of the largest eigenvalues and
thereby the free energy levels. While this spectral feature
has been demonstrated in the 2D lattice gases [46, 50], to our
knowledge, the anticipated exponential system-size scaling of
degeneracy has not been explicitly shown in the ferromagnetic
2D BC model.
Figure 3 displays the behavior of the lowest three free en-
ergy levels at T = 0.4 calculated as a function of ∆ where
the abrupt change the equilibrium free energy of the lowest
one is clearly indicated at ∆ = ∆∗. For the disordered phase
at ∆ > ∆∗, the single ground level is far from the other two
while at ∆ < ∆∗, the lowest levels are doubly degenerate as
two ordered phases coexist. The free energy level change at
∆ = ∆∗ gets increasingly sharp as L increases, allowing an
accurate determination of the first-order transition point.
The free energy level crossing looks evident at L = 18, but
the gap is always finite in finite-size systems. Such avoided
crossing can be characterized by the system-size scaling of the
difference between f1 and f3 shown in Fig. 3(c). It turns out
that the gap at ∆∗ exponentially decreases with increasing L.
This indicates that although the gap does not become strictly
zero for the strip widths examined, a kink in the free energy
develops exponentially with increasing strip widths, causing
an increasingly sharp jump in the thermodynamic quantities
that we will show in the next section.
Finding such ∆∗ giving the minimum gap can determine
the first-order transition point. The exponentially vanishing
gap is equivalent to the divergence in the correlation and per-
sistence lengths ξ and ξ˜, and therefore ∆∞ previously deter-
mined from the crossing points of ξ/L should be consistent
with the location of ∆∗. The same strategy of searching for
the minimum gap was used in Ref. [9] to locate the first-order
transition points. Our data of ∆∗ show excellent agreement
with the transition points determined in the recent MC stud-
ies [19, 20, 23].
At low temperatures, it turns out that finding ∆∗ at the min-
imum gap does not depend much on strip width L as shown
in the example case of T = 0.4 in Fig. 3(c). For T ≤ 0.4, we
find that the value of ∆∗ does not change within the order of
10−8 for L’s examined. This provides a straightforward de-
termination of the phase coexistence curve, which is certainly
advantageous over the Wang-Landau approach that requires
very careful mixing-field analysis [19]. Above T = 0.4, weak
system-size dependence does appear, where the extrapolation
is performed to determine the transition point in the large
L limit. The full quantitative comparison between different
methods is listed in Table I.
C. interfacial tension and tricritical point
In the calculations of the free energy levels, we have shown
that the gap between f1 and f3 exponentially decreases as
the strip width L increases. In terms of the length scale de-
fined previously, this is directly translated into the exponential
system-size scaling of the persistence length ξ˜∗. It is known
that the asymptotic behavior of the persistence length is re-
lated to the interfacial tension between the domains of the
phases at the coexistence (see Refs. [46, 53] and references
therein) of the first-order transition. This is formally written
as
ξ˜∗L ∼ L exp(βσL), (15)
where σ is the interfacial tension.
Along the phase coexistence curve indicated by the peak
value of ξ˜∗L or the minimum gap between the free energy lev-
els, we present the temperature dependence of the interfacial
tension in Fig. 4(a) which is deuced from the exponential in-
creasing behavior of ξ˜∗L as exemplified Fig. 4(b). It shows that
the resulting interfacial tension σ diminishes as temperature
approaches the tricritical point which is near T = 0.6. This
is verified by the finite-size-scaling analysis revisited for the
tricritical point shown in Fig. 4(c) although the finite-size cor-
rection is still relevant for the strip widths examined. Our esti-
mate of tricritical point [Ttc,∆tc] = [0.60858(5), 1.96582(1)]
6TABLE I. Dataset of the transition points. Listed are the estimates of ∆∞ from the finite-size-scaling analysis of correlation length and
∆∗ from the free energy level spectrum analysis. The data given without the extrapolation uncertainty are the cases that do not show any
system-size dependence within the order of 10−8 for the larger strip widths with L > 14. The datasets from the previous transfer-matrix (TM)
calculations [8, 9], the Wang-Landau (WL) sampling [19], simulated tempering (ST) [20] and the multicanonical (MUCA) simulations [23]
are given for direct comparison. The data for Ref. [9] are extracted graphically from the phase diagram.
T ∆∞ ∆∗ TM [8] TM [9] WL [19] ST [20] MUCA [23]
0.20 1.99999080
0.22 1.99997468
0.24 1.99994049
0.26 1.99987615
0.28 1.99976577
0.30 1.99958972 1.99960(1)
0.32 1.99932488 1.99933(1)
0.34 1.99894498 1.99895(1)
0.35 1.99870292
0.36 1.99842103 1.99842(1)
0.38 1.99772164 1.99772(1)
0.40 1.99681357 1.99681(1) 1.9968 1.99683(2)
0.42 1.9956617(4) 1.99566194 1.99566(1)
0.44 1.994232(5) 1.9942306(1) 1.99423(1)
0.45 1.993397(1) 1.9933985(1)
0.46 1.992479(1) 1.9924828(1) 1.99248(1)
0.48 1.99036(1) 1.990380(1) 1.99038(1)
0.50 1.98786(1) 1.98788(1) 1.992 1.98789(1) 1.987889(5)
0.52 1.98490(2) 1.98496(1)
0.54 1.98142(2) 1.98157(1)
0.55 1.97950(3) 1.97967(1) 1.99
0.56 1.97744(3) 1.97766(1)
0.57 1.97528(4)
0.572 1.9752
0.58 1.97308(4) 1.97323(1)
0.588 1.9712
0.59 1.97072(5) 1.97080(1)
0.60 1.96820(3) 1.96817(1) 1.96825(1) 1.968174(3)
0.602 1.9675
0.606 1.9665
0.61 1.96539(1) 1.9655 1.9655 1.96550(1)
0.62 1.9628(1) 1.962 1.96270(1)
0.63 1.9596(2) 1.95980(5)
0.64 1.9565(1) 1.9565(1)
0.65 1.9533(1) 1.95 1.9534(1) 1.95273(1)
0.656 1.95
0.66 1.9498(1) 1.9501(1)
0.67 1.9461(5)
0.68 1.9421(5)
0.69 1.9379(5)
0.70 1.9336(4) 1.92 1.93296(2)
0.80 1.8789(2) 1.87 1.87879(3)
0.90 1.8029(1) 1.80280(6)
1.00 1.7027(1) 1.70258(7)
is in very good agreement with the previous estimates of the
other numerical studies [8, 9, 11–14, 19].
An interesting feature observed in the interfacial tension is
that it increases linearly as it goes away from the tricritical
point. The larger σ implies that the length scaling diverges
faster in increasing strip widths. Not only that it explains the
sharp determination of ∆∗ with relatively smallL’s, but it also
suggests that a discontinuous signature in a thermodynamic
quantity would get more pronounced even in small systems as
it goes deeper in the first-order area because of the increased
rate of the divergence developing a kink in the free energy.
IV. THERMODYNAMIC PROPERTIES: COMPARISON
WITH THE WANG-LANDAU RESULTS
In this section, we show the consequence of the increasing
interfacial tension on the finite-size signature of the first-order
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FIG. 4. Interfacial tension along the phase coexistence curve. (a) In-
terfacial tension σ obtained as a function of temperature. The value
is decreased below 0.01 at T = 0.6 near the tricritical temperature
Ttc. (b) Tests for the exponential scaling behavior of the maximum
persistence length, ξ˜∗L ∼ L exp(βσL). (c) Determination of the tri-
critical point by revising the finite-size-scaling analysis [8]. The inset
indicates the crossing points TL extrapolating to Ttc = 0.60858(5)
leading to ∆tc = 1.96582(1).
transitions in the thermodynamic quantities. For the entropy,
non-zero spin density and specific heat, we present how the
discontinuity appears along the phase coexistence curve and
compare their finite-size influence with the previous Wang-
Landau results [19] in the vicinity of the first-order transition
points.
In Ref. [19], the two-parameter WL algorithm was imple-
mented in the standard way to produce the joint density of
states (JDOS) for the exact energy level structure of the 2D
BC model with full spectral resolution. The WL method is a
very efficient tool to access the first-order transitions, but there
are some known issues. The error of the WL estimator tends
to saturate [63–66], and no rigorous proof exists for conver-
gence in the standard algorithm. The possible issues with the
non-integer energy and the multi-range approach have been
also pointed out (for instance, see the discussion in Ref. [39]),
although this was not the case for the one-range implemen-
tation with integer energies in Ref. [19]. The most relevant
issue here is the tremendous computational time cost of the
two-parameter algorithm, severely limiting the accessible size
of a system. The one with 48 × 48 lattices [19] is currently
the largest calculation for the 2D BC model within the two-
parameter scheme. The TM calculation only deals with a
small width of the strip geometry which, however, is infinite
0.0
0.2
0.4
0.6
0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65
(a)
∆ = 1.999
1.998
1.997
1.994
1.99
1.98
1.97
0.2
0.3
0.4
0.54 0.55 0.56
T∗ = 0.5488(5)
∆ = 1.98
(b)
0.08
0.10
0.12
0.14
0.16
0.4428 0.4429
T∗ = 0.442873(1)
∆ = 1.994
(c)
s(
T
)
WL (48× 48)
s(
T
)
T
L = 12
L = 13
L = 14
L = 15
L = 16
L = 17
L = 18
T
FIG. 5. Entropy density jump at the first-order transition. (a) The
entropy density s(T ) is plotted as a function of temperature T at a
given crystal field ∆ in the system with the strip width L = 18. The
previous Wang-Landau data in 48 × 48 lattices [19] (dotted lines)
are given for comparison. The determination of the transition point
T ∗ by the crossing point of s(T ) is shown at (b) ∆ = 1.98 and (c)
∆ = 1.994.
in one direction. Therefore, it may be interesting to compare
the appearances of finite-size effects between the present TM
calculations and previous WL results [19] on the thermody-
namic quantities that are the most readily obtainable from the
available WL JDOS.
A. entropy density
Very sharp jumps are identified in the entropy density s(T )
shown in Fig. 5(a) at the transitions in the system withL = 18.
The entropy follows the different curves in the ordered and
disorder phases, and it turns out that the two curves become
closer to each other as it approaches the zero-temperature
point of ∆ = 2. The entropy difference at the jump accord-
ingly decreases with increasing ∆ as it goes deeper into the
first-order area. From the Clausius-Clapeyron relation, this
suggest the slope of the phase consistence curve decreases,
which is consistent with the obtained phase diagram in Fig. 1.
While the sharp jump observed provides the evidence of the
first-order phase transition, the transition point can be more
systematically determined in the test of different strip widths.
We find that there exists a well-defined crossing point in the
entropy curves of different L’s (see Figs. 5(b) and (c)), and the
change around the crossing point gets systematically sharper
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FIG. 6. Jump of the nonzero spin density at the first-order transi-
tion. (a) The population density of nonzero spins ρ(T ) is plotted as a
function of temperature T at a given ∆. The previous Wang-Landau
results [19] (dotted lines) are given for comparison. In (b) and (c),
the transition points T ∗ is determined at the crossing point as done
similarly with the entropy density s(T ) in Fig. 5.
as L increases, verifying that the transition occurs at the cross-
ing point in the thermodynamic limit. The resulting transition
points T ∗ = 0.5488(5) and 0.442873(1) found in the exam-
ple cases shown at ∆ = 1.98 and 1.994, respectively, fall
perfectly on the phase coexistence curve in Fig. 1.
Remarkably at low temperatures, Fig. 5(a) shows that the
TM method outperforms the previous WL calculations [19]
in revealing the discrete jumps in the entropy at the first order
transitions (see Fig. 5(a)). In case of the WL data, it seems that
the entropy change at the transition occurs more gradually at
the higher ∆, which makes the jump harder to be identified.
In contrast, in the TM calculations, the jump gets sharper as
the transition temperature decreases, demonstrating its acces-
sibility to the deep first-order area of the phase diagram.
B. non-zero spin population density
The sharp jumps are evident also in the nonzero spin density
ρ = 〈s2〉 as shown in Fig. 6(a). The change in ρ at the jump
monotonically increases with increasing ∆. We observe that
the nonzero spin population right after the transition becomes
increasingly more depleted as the transition temperature de-
creases at the higher ∆. While the drop to the finite density
of ρ was suggested in the previous WL [19] and the simulated
tempering (ST) simulations [20], our TM calculations clarify
the systematic behavior of the drop in ρ in the wide range of
the first-order transition line.
The comparison with the recent WL and ST calculations
for the non-zero spin density emphasizes again the remark-
ably small finite-size influence observed in the present TM
calculations at the deep first-order area. As seen in the test
of the entropy, the nonzero spin density also shows that ρ of
the WL calculations loses its sharpness quickly as it goes to
the higher ∆ (lower T ), implying that finite-size effects get
stronger. On the contrary, in the TM results, the drop gets
sharper as it goes into the first-order area, indicating much
suppressed finite-size influence at low temperatures.
The determination of the transition point can be easily done
by locating the crossing point in the test of different strip
widths as shown in Figs. 6(b) and (c). It should be noted that
the value of ρ at the crossing point is not universal in the TM
calculation as opposed to the value of 2/3 identified in the
ST and WL calculations in the isotropic square lattices. This
difference is probably due to the setting of the infinite strip
geometry imposed in the TM method. Although, in the di-
rect comparison with the curve from the WL data shown in
Fig. 6(a), the crossing points are indeed found between the
TM and WL curves at ρ ' 2/3. This demonstrates that the
drops in the TM curves of L = 18 are already sharp enough
very close to the true first-order transition points despite the
system being still finite.
C. divergence of the specific heat
Finally, we examine the finite-size influence on the diver-
gence in the specific heat c(T ) calculated by the TM method.
Figure 7 presents the TM calculations of c(T ) at ∆ = 1.994
showing very clear divergence at the pseudo-transition point
T ∗ = 0.4428725(5) which is in excellent agreement with the
estimates from the entropy and nonzero spin density jumps.
The peak height grows exponentially with increasing strip
width L, which is consistent with the exponentially sharp-
ened kink of the free energy indicated in Fig. 3. In compari-
son with the previous WL calculations [19], the feature of the
divergence and jump is certainly clearer in the TM calcula-
tions, and the Schottky-like hump discussed in the previous
WL calculations is well separable without any issue of reso-
lution even in the smallest strip width considered.
All of the thermodynamic quantities that we have exam-
ined consistently demonstrate very clear signature of the dis-
continuity in the first-order transitions. Although our largest
strip width is limited to L = 18 for the strip width, we
find that the influence of the finite-size effects gets more sup-
pressed as it goes deeper into the first-order area, which indi-
cates a clear advantage over the previous two-parameter WL
approach where the finite-size influence becomes more pro-
nounced as it goes to the lower temperatures.
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FIG. 7. Specific heat at the fixed crystal field ∆ = 1.994. (a) The
divergence accompanied with the jump of the specific heat c(T ) is
found at the transition point. The finite-size behavior is compared
with the previous Wang-Landau results [19] for 24×24 and 48×48
lattices. In (b) and (c), the peak value c∗L of the specific heat is shown
to diverge exponentially with increasing strip with L.
V. CONCLUSIONS
We have demonstrated the applicability of the transfer ma-
trix method to the study of the first-order transitions in the
2D Blume-Capel model in square lattices. With strip widths
increased up to the size of 18 sites, we have successfully de-
termined the phase coexistence curve by analyzing the abrupt
change in the eigenvalue spectrum of the transfer matrix and
also by examining the previous finite-size-scaling analysis
of the correlation length. The first-order transition points
now obtained with much higher accuracy show excellent
agreement with the Wang-Landau [19] and simulated temper-
ing [20] calculations and particularly with the recent highly
accurate multicanonical results by Zierenberg, et al. [23]. Our
transfer matrix calculations have also extended the accessible
area to further lower temperatures of the first-order transition.
In the direct comparison of the thermodynamic properties
with the previous Wang-Landau results [19], we have found
that the finite-size influence is much more suppressed in the
transfer matrix calculations for the first-order transitions. The
transfer matrix calculations of entropy, non-zero spin popu-
lation, and specific heat show increasingly sharp jumps as
the crystal field increases, which contrasts with the Wang-
Landau results where the change around the first order tran-
sition points becomes rather smoother as it goes deeper into
the first-order area.
The transfer matrix method provides an exact evaluation of
the partition function and free energy in the whole range of pa-
rameters. Despite the fact that it requires a model-specific for-
mulation for efficient numerics, the accessibility to the first-
order transition area certainly benefits from the exact and de-
terministic nature of the transfer matrix. We argue that the
transfer matrix method can be an excellent complementary
tool to corroborate the recent development of Monte-Carlo
methods on the first-order transitions. We have found that it
actually outperforms the previous Wang-Landau results in re-
vealing the discontinuous jumps of thermodynamic quantities
in the 2D Blume-Capel model in square lattices.
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