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Abstract 
There is considerable increase in residential solar grid connected installations with many 
advantages offered by solar energy. As  more solar panels are connected to grid, the Solar 
Inverter between solar panels and grid have to perform at optimum levels. Modern Inverters 
consist of DC-DC Converter and DC-AC Inverter. One problem associated with Inverter design 
is voltage fluctuation, this defect lies in the DC-DC converter Maximum power tracking (MPPT) 
algorithms responsible for extracting maximum power from the solar panels. The defect is due to 
large sampling number required for conventional MPPT algorithm. This thesis has proposed a 
new MPPT algorithm based on Mamdani Fuzzy logic. In research we use 5 parameter one diode 
model for solar cell modelling. The P-V/I-V characteristics curve is generated. The P-V 
characteristics curves sectioned and input membership and output membership functions is 
created. And unique fuzzy rules is used to optimize fuzzy controller output. Mamdani Fuzzy 
logic algorithm is compared to traditional PI controller hill climbing method. When small 
sampling number is used hill climbing method response is slow and good at tracking.  When big 
sampling number is used hill climbing method response is fast and not good at tracking. The 
voltage also fluctuates when sampling number is big. Fuzzy logic provides a compromised 
solution with best response time and moderate tracking accuracy compared to  hill climbing 
method. Fuzzy Logic based DC-DC converter together with PLL and Recursive Discrete Fourier 
Transform (RDFT) DC-AC inverter synchronization algorithm is employed and simulated in 
matlab. The MPPT simulation is conducted for a realistic 2.5KW solar panels in a 8 x 2 Matrix. 
In addition the MPPT algorithm is analyzed to see if it performs under power quality and voltage 
level tolerance of utility grid requirements. The Fuzzy Logic MPPT is excellent at tracking 
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power. When temperature is fixed and irradiance is varied, the maximum tracking error is 5.2% 
in all scenarios with one exception. When irradiance is fixed and temperature varied, the 
maximum tracking error is 1.98%. Furthermore the Fuzzy Logic MPPT meets the power quality 
and voltage level tolerance requirements of utility grid for irradiance over 600 W/m
2
. Power 
quality and voltage level tolerance requirements for irradiance under 600 W/m
2
 is not critical as 
this is outside twilight conditions. Out of all the Synchronization algorithm identified in this 
Thesis, RDFT achieves synchronization very quickly and in addition it suppresses harmonics and 
noise. The possibility of future study to extend MPPT is also briefly discussed. The extension of 
future study is using Takagi-Sugeno fuzzy logic. Takagi-Sugeno uses more sophisticated 
inference and rule evaluation mathematics. 
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Chapter 1  
1.1 Background 
Literature Review shows that PV cells generate DC voltage. However, this is only somewhat DC 
due to fluctuating environmental conditions that affect the solar cells. The environmental 
conditions that affect I-V characteristics are solar irradiance (W/m2) and ambient temperature 
(°C) as discussed earlier. Partial shading is also a factor that affects the output of the solar cell. 
The simulation on partial shading suggests an overall reduction in power output (Ramabadran & 
Mathur 2009). For large array scale PV system, the research also shows partial shading affects I-
V characteristic curve causing multiple maximum power point peaks (Patel & Agarwal 2008). 
The four methods used to deploy MPPT (P&O, Hill Climbing, incremental conductance 
and fuzzy logic) were discussed in the literature review. All four methods assume the use of only 
single maximum power point peak in the P-V characteristics curve. Therefore none of these 
methods investigated are compatible with partial shading effects because partial shading 
produces multiple maximum power point peaks. Because of this reason, combined with rarity of 
partial shading effects on site, the proposed research shall only consider ambient temperature and 
solar irradiance as the significant environmental parameters affecting the solar cell power output. 
The literature review points that P&O, Hill Climbing, incremental conductance method 
all suffer from oscillations around maximum power point for larger sampling time and slow 
response for smaller sampling time. In contrast, fuzzy logic based controller offer faster 
response, less fluctuation in rapidly changing environmental conditions and high accuracy 
(Kargarnejad, Taherbaneh & Kashefi 2013). Thus, fuzzy logic will be used as the optimal 
candidate for extracting maximum power for this research. 
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1.2 Research Motivation and Research Gaps 
The literature review shows that popular maximum power point tracking is performed using Hill 
climbing methods. However the major defect of Hill climbing algorithm is voltage fluctuation. 
By using fuzzy logic instead of Hill climbing method, the voltage fluctuation can be eliminated. 
This is the motivation behind using Fuzzy Logic as MPTT in my proposed research. Furthermore 
there is a knowledge gap in the literature where fuzzy Logic based MPPT has not been tested for 
a realistic 2.5KW residential solar grid connected inverter. In this context, the research question 
is formulated as “How can we model the effect of ambient temperature, solar irradiance and  
inverter equipment on requirements of a residential solar inverter connected power grid using 
fuzzy logic MPPT.”  The primal model for research question is shown in Figure 1. 
Four papers in literature (Kargarnejad, Taherbaneh & Kashefi 2013; Salmi et al. 2012; 
Sera, Teodorescu & Rodriguez 2007; Sinha, Mekala & Samantaray 2010) shows I-V 
characteristics of solar cell obtained from one diode model based methods. Two cited papers 
(Kargarnejad, Taherbaneh & Kashefi 2013; Sinha, Mekala & Samantaray 2010) use one diode 
model to study I-V characteristics but also extend their scope to study maximum power point 
tracking. Maximum power point tracking (MPPT) is an algorithm that extracts maximum power 
from the solar cells in its electric power delivery to the load (or customer). Like the cited papers, 
my proposed research will study I-V characteristics of solar cell using one diode model, extend 
their scope to study maximum power point tracking using fuzzy logic.  
The second stage of inverter is the synchronization stage. Traditionally, finite impulse 
response (FIR) digital filter is utilized. By varying the weight and filter taps any frequency 
response is realized to model an phase locked loop. Compared to archaic analogue filters, FIR 
digital filter has far better if not close to perfect linear phase response (Patil & Tandel 2016). 
However, FIR require higher order or high number of coefficients. While traditionally FIR is 
used, in the current scenario IIR digital filter is popular as outlined in this paper (Patil & Tandel 
2016). IIR filter based phase locked loop is implemented in this paper (Gaeddert 2013). More 
specifically, digital filter is based on 2
nd
 order direct II form IIR filter using complex 
mathematics for phase locked loop modelling. There are no other literature in this area. 
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Evaluating gaps in literature suggest using trigonometry instead of complex mathematics. 
Furthermore, Direct I IIR filter is used instead of direct II IIR filter. The advantage of using 
trigonometry is simpler software programs. The possible advantage of using direct form I IIR 
filter is output of PLL tracks grid voltage in less cycles. 
 
Figure 1 Primal model for research question 
 
1.3 Significance of the proposed Research 
As mentioned in previous sections, the major and common defects of P&O, Hill 
Climbing and incremental conductance MPPT approach is oscillations in the  output. In contrast, 
using fuzzy logic based MPPT can overcome this defect and develop following refined questions 
relating to the general research question posed previously: 
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 Whether DC link voltages generated by fuzzy logic based MPPT converter will be usable 
on the next stage (DC-AC Inverter) without compromising grid voltage tolerance 
requirements. 
 Whether DC fuzzy logic based MPPT converter will work in wide range of temperature 
at fixed irradiance. 
 Whether DC fuzzy logic based MPPT converter will work in wide range of irradiance at 
fixed temperature. 
1.4 Aim and Scope of the Research 
Aims of this research are: 
 To model Solar panels source using 5 parameter one diode model solar cell. This is a 
method of modelling solar cell by means of representing an equivalent solar cell 
electrical circuit diagram by 5 variables. The solar cell model is combined to form an 
solar panel model. 
 To model DC-DC converter using fuzzy logic MPPT to see that fuzzy logic algorithm is 
compatible with utility grid voltage and frequency requirements. 
 To generate MPPT curves that shows accurate power tracking using fuzzy algorithm to 
improve the efficiency of Solar inverter. 
 To model various synchronism to grid filter algorithms to see the presence of ripples, 
noise and how long it takes to synchronize output to grid. 
In addition, this thesis extends the study to DC-AC Inverter model for completeness. The 
DC-AC Inverter topologies are not re-designed instead grid connected model is addressed by 
scrutinizing digital filters used for synchronization of DC-AC converter. Zero crossing design 
strategy, presented in literature review, is not beneficial for further investigation as it has issues 
with sensitivity and harmonics. There is a technique of zero crossing detector which addresses 
the above issues using complicated hardware (Amanci 2010), However, this is too advanced to 
apply it in a simulation study of this scope. Another option is Kalman filtering strategy, but this 
too uses complicated Kalman mathematics concepts and goes beyond the scope of this thesis. In 
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addition, Kalman filtering, presented in literature, is known to achieve synchronism within 6 
cycles, which is very difficult to improve using similar Kalman mathematics. Thus the two types 
of filter, examined in this thesis, are phase locked loop (PLL) and Fourier Transform filter. PLL 
is used for its popularity and Fourier Transform filter is examined as an alternative with potential 
benefits in areas such as harmonics and noise suppression and fast synchronization times. Thus 
the additional questions posed is: 
 What are the benefits of synchronizing algorithm used (PLL and Fourier Transform) and  
their synchronizing times in the subsequent DC-AC stage. 
1.5 Methodology and Approach 
A 5 parameter, one diode model solar cell is utilized for this research. A specific solar panel is 
selected and I-V characteristic curves is obtained in matlab. P-V curve is obtained by multiplying 
current and voltage (product of current and voltage is power) and R-V characteristic curve is 
obtained by dividing voltage by current (dividing voltage by current gives resistance). 
The duty cycle of MPPT is found by analysing the impedance matching model and 
implementing a fuzzy logic based DC-DC converter algorithm. When input resistance is equal to 
load resistance then maximum power transfer occurs from source to load. The more power 
transfer occurs more efficient the DC-DC converter is. Mamdani fuzzy logic mathematics is 
employed with 2 inputs and 1 output. The output is obviously the duty cycle while the inputs are 
Error and Change in Error. The crisp output is the duty cycle feeding the DC-DC converter 
MOSFET. From the literature, the H-bridge DC-AC inverter achieves synchronization by 
employing DSP to switch the  gate of four H-bridge MOSFETS. The switching signal is 
produced by employing a digital filtering based synchronization using conventional  phase 
locked loop and Fourier series. In addition the phase locked loop filter is analyzed for filter phase 
detector based on both complex mathematics and phase subtraction. The Fourier series filter is 
based on RDFT algorithm is also employed which works fast but produces ripples. The ripples 
are filtered out using moving average filter. 
  
 20    
1.6 Output of the thesis 
The output of the thesis is to analyse the performance of fuzzy logic algorithm based DC-DC 
converter. The first purpose is to see performance of fuzzy logic algorithm is tested to see its 
suitability with utility grid power quality and voltage tolerance requirements. The second 
purpose is to see performance of fuzzy logic algorithm is tested to if its good at tracking input 
power from solar panels. Because the MPPT tracking error is very good within specified design 
range, with tracking error less than 2%. The tracking is also considerably better for tracking error 
less than 30 deg C. The thesis will also output a tracking error graph with 9 arbitrary points, 
comprising of solar irradiance (W/m2) and temperature (°C), which show that the fuzzy logic 
controller is capable of tracking power at high accuracy. The third purpose of this thesis is to see 
if output voltage to grid voltage synchronization takes form as Direct 1/Direct II IIR and RDFT 
filter. The analysis shows that  out of all filters RDFT achieves synchronization very quickly. 
1.7 Structure of the thesis 
The structure of thesis is 6 chapters. This is the first chapter. The second chapter is the Literature 
review. This chapter explores literature in depth including Introduction of Solar Energy, PV cell 
technology, Single phase inverter, Characteristics of solar cell, Sizing the inverters, and 
Installing and commissioning. The third chapter is Research questions. Chapter 3 (Research 
Questions) states: The research problem, The research aims and The hypotheses. Chapter 3 
discusses design analysis of proposed research on DC-DC power converters for solar PV system. 
Along with this the design of Solar PV system, design of Traditional PI based controller and 
design of proposed fuzzy logic based controller. The shortcomings of existing MPPT algorithms 
under partial shedding conditions is analysed in chapter 3. Chapter 4 (Methodology) explains 
how the research was done and why it was done this way. Chapter 4 models the proposed 
simulation model for PI controller hill climbing method MPPT and fuzzy logic MPPT. 
Explanation of why the fuzzy logic is adopted, how the membership functions are set is 
presented. Explanation of why buck boost DC-DC converter is used, in PV system is covered. 
Chapter 4 also presents model for phase locked loop and RDFT filter based synchronization 
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techniques. Chapter 5 (results and discussion) specifies results and how it was prepared for 
analysis. Furthermore in chapter 5 it explains each particular result by describing the behaviour 
of each graph and table to show how the data addresses the research question. Chapter 6 
addresses by presenting statements about main findings, related to research questions and 
statements about the significance of what is discovered. Chapter 6 ends by presenting Takagi-
sugeno fuzzy logic MPPT for future work  
1.8 Conclusion of Chapter 
Background of this chapter highlights key literature review including PV cell generating 
technology and single phase inverter technology and design methods and limitations. Research in 
this thesis looks at research motivation behind using DC-DC fuzzy logic MPPT. This is the 
central focus of this thesis. In addition to central research another area of the research looks at 
DC-AC synchronization algorithms. The significance of this research is that the fuzzy logic 
algorithm overcomes the defect of traditional PI controller based algorithms. The thesis points to 
fuzzy logic MPPT producing excellent power tracking and proving suitability under utility grid 
voltage and frequency tolerance. 
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Chapter 2: Literature Review 
2.1 Introduction to Solar Energy 
Growth for the worldwide demand in energy is well-established. This combined with the present 
scarcity risks and volatile prices of conventional fossil fuel pose an opportunity for alternative 
energy sources. Solar energy has potential to siege this opportunity as it exhibits fast growth 
around the world. Even among other renewable energy sources it is the most secure and 
sustainable (Philibert 2011). US Energy Information Administration (EIA) reports (International 
Energy Statistics  2014) World Annual Solar Electricity Net generation in 2012 at 58 Billion 
Kilowatt-hours compared to less 1 Billion Kilowatt-hours for any year before year 2000. EIA 
also reports a significant rise in annual generation of solar electricity in Australia in 2012 
compared to its pre-millennial figures. 
Photovoltaic (PV) technology is the most promising solar energy technology to date; one 
of the reasons is because of its versatility in delivering electricity to consumers. It is configured 
as on-grid, off-grid (stand-alone) or hybrid systems (Tiwari 2010). In addition, PV generation 
can be Centralized Generation (CG) or Distributed Generation (DG). CG has a larger capacity, 
connected to the grid, usually, constructed away from the load centers and closer to where solar 
energy is most available.  However, there is high capital cost associated with CG particularly to 
build infrastructure and erect transmission lines. In contrast, DG has a smaller capacity, can be 
on-grid or off-grid, is closer to load centers and can be installed on existing infrastructure 
(Environment 2010). Despite the high capital cost linked even with CG, sunlight is free and 
unlimited which makes PV an ideal alternative source of energy.  
The first silicon PV cell battery capable of powering a radio transmitter was developed by 
the Bell Labs scientist in 1954 (Perlin 2003). Since then, the research & development and 
commercialization of PV technology has led to a proliferation in its use. In the energy sector, 
both residential and utility-scale PV generators have been constructed. Currently, one of the 
largest PV projects in the world is the construction of Topaz Solar Farm in California. When 
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completed his utility-scale power plant will supply the grid with a power capacity of 550MW 
(Topaz Solar Farms 2014). Similar large-scale utility projects (exceeding 100MW) are being 
constructed in other countries and other parts of United States (List of photovoltaic power station  
2014). Nevertheless, the residential scale solar system is much smaller and more common than 
utility scale solar. The study (Latheef 2006) states that most residential PV systems are between 
1-5KW. Other case studies presented in literature (Stapleton 2012) show that residential solar 
does not exceed more than 10KW. As indicated by these literatures ('Aldi Group Case Study'  ; 
'Henderson Group Case Study'), there are many projects with more than 10KW PV system. 
However, these types of installations are commercial developments and not residential ones  
Solar energy along with wind and biomass are the alternative energy sources to 
conventional fossil fuel. Solar energy is still more reliable than wind and more sustainable than 
biomass (Philibert 2011). Another area of focus with renewable energy is association with low 
global warming emissions. There are no direct global warming emissions associated with 
generating electricity from solar energy. Nevertheless, there are emissions associated with other 
stages of the solar life-cycle. The other stages are manufacturing, materials transportation, 
installation, maintenance, and decommissioning and dismantlement (Environmental Impacts of 
Solar Power  2013). Impact of overall solar energy global emissions and other environmental 
impacts (mainly due to utility scale solar) is identified by (Environmental Impacts of Solar 
Power  2013) which is beyond the scope of this study. Renewable solar can be broken down 
further to three areas: PV, CSP (concentrated solar power) and Solar Heating. Even among these, 
PV energy exhibits the highest annual growth rate in terms of capacity (Renewable Global Status 
Report  2014). The following section covers device physics and manufacturing methods of 
different PV technology. 
2.2 PV Cell Technology 
Mono Crystalline and Poly-Crystalline PV Technology 
Mono-crystalline and Poly-crystalline are the most commercially used PV cell technologies in 
the market. When monocrystalline/polycrystalline PV cells are exposed to tiny packets of light 
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energy called photons, electrons are dislodged which causes current to flow in the one way 
membrane called a PN-junction. (Blakers 2013).  
Extrinsic semi-conductors consists of doped intrinsic semi-conductor. Intrinsic semi-
conductor material can be an element or an alloy. Few examples are Silicon, Germanium and 
Gallium Arsenide. They exhibit high resistivity due to a limited number of charge carriers (free 
electrons and holes) present in their structure. Another property of intrinsic semi-conductor is 
that it has equal numbers of free electrons and holes.  
An n-type or p-type extrinsic semi-conductor is formed by choosing a correct dopant for 
a given intrinsic semiconductor. In n-type extrinsic semi-conductors, even a small amount of 
energy will see electrons donated to the conduction band of the semiconductor. Hence, electrons 
are the majority charge carriers in the n-type semiconductor. In p-type semi-conductors, a small 
amount of energy will reject electrons from the valence band leaving free holes. Hence, holes are 
the majority charge carriers in the p-type semiconductor (Tiwari 2010). 
PV cell consists of p-type and n-type semi-conductors formed in the junction. The 
electrons in a PV cell flow in one direction from p-type to n-type (Hence conventional current 
flows in the opposite direction). Base crystal can be grown using either p-type or n-type doping. 
Usually, the emitter of most commercial crystalline silicon-based PV cell is n-type. While the 
base (or substrate) is a p-type silicon because p-type has better metallurgical crystalline 
properties (The Buried Emitter Solar Cell  2014). Thus, on most commercial crystalline PV cells, 
the sunlight (photons) passes from the n-type layer (see Figure 2). Furthermore, the emitter layer 
is thinner than the diffusion length (L) of minority carriers. So that the minority carriers (holes) 
do not recombine with majority carriers (electrons) before the electrons cross the PN-junction.   
Electronic grade silicon (EGS) is the primary ingredient in manufacturing both mono-crystalline 
and poly-crystalline base crystals. EGS is highly pure silicon with a multi-crystalline structure 
made from melting sand (SiO2) with other materials in the furnace (Sze 2012).  
Poly-crystalline silicon crystals are created by molten EGS (Electronic Grade Silicon) in 
a block cast and allowing it to cool to form multiple crystals in random orientations. Because of 
this relatively simple method, Poly-crystalline PV cells are popular and inexpensive (Stapleton 
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2012). On the other hand, monocrystalline cells are created using more complicated methods. 
The Czochralski technique is one such method. This technique requires pulling a single seed 
crystal template dipped in molten EGS from a rotating crucible heated by a furnace (Sze 2012). 
Because of the complicated manufacturing process, mono-crystalline cell is more expensive than 
poly-crystalline. However, mono-crystalline cell offers better efficiency compared to all other 
technologies (Stapleton 2012). 
 
 
 
  
 
 
 
Figure 2 A typical structure of crystalline silicon cell (Zenman) 
 
When crystalline silicon solidifies into an ingot, it is sawn into wafers. With much 
energy is used, and material wasted, the sawing process is not an efficient one; (Labouret 2010). 
Ribbon silicon is a close variant of polycrystalline technology where the silicon is less wasted. A 
ribbon is formed by melting a polycrystalline silicon. Current commercial panel efficiencies of 
Ribbon Silicon made by Evergreen solar Inc. is between 13-14%, while their laboratory research 
has recorded cell efficiency of up to 17.8% (Kim et al. 2003). 
Classic crystalline silicon offer better efficiencies than ribbon silicon. The top of the 
range mono-crystalline residential solar module offers panels efficiency of 21.5% (SunPower X-
Series Solar Panels  2013). Datasheet of efficient Poly-crystalline modules shows typical panel 
efficiencies between 14.3% to 16.3% (HSL 72  2012; Kyocera KD325GH-4FB 2013  2013). 
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Thin film Photovoltaic technologies 
There is also much research and interest on other types of technology; while mono-crystalline 
and polycrystalline silicon PV cell still drives the majority of the commercial market. 
Amorphous Silicon is non-crystalline thin film technology which has matured in recent 
times. Amorphous Silicon exhibits a random crystalline structure with dangling chemical bonds 
occupied by Hydrogen. The chemical used is silane and hydrogen (SiH4/H2) to introduce 
hydrogen into its structure (Veneri 2011). An offshoot of Amorphous Silicon technology is the 
Micro-crystalline technology. Micro-crystalline technology is formed by using a higher ratio of 
hydrogen (H2) to Silane (SiH4) (McEvoy, Castaner & Markvart 2013).  
Both micro-crystalline and amorphous silicon cannot be adapted to a PN-junction 
structure as with the classic crystalline silicon cell because the diffusion length (L) of minority 
carriers in this type of materials is very small (Veneri 2011). This problem can be countered by 
introducing an intrinsic (undoped) layer between p and n layer to form a new PIN-junction 
(Zenman). A Hetero-junction cell is formed by arranging two different materials in a PN-
junction. Hetero-Junction thin film technology has emerged as a viable alternative to amorphous 
silicon with materials like CdS-CdTe, CdS-CuInSe2(CIS) and CdS-CuInGaSe2 (CIGS) (Reddy 
2010). Figure 2.2 shows CIGS cell. 
Both micro-crystalline and amorphous silicon cannot be adapted to a PN-junction 
structure as with the classic crystalline silicon cell because the diffusion length (L) of minority 
carriers in this type of materials is very small. What happens is that minority carriers in extrinsic 
(doped) semiconductor (in n-type and p-type) will easily recombine with majority carriers, 
before reaching the depletion zone, producing zero net current (Veneri 2011).  
This problem can be countered by introducing an intrinsic (undoped) layer between p and 
n layer to form a new PIN-junction. If the i-layer is chosen to be thick compared to the p and n 
layer, a built-in electric field can extend over the whole i-layer and encourage the separation of 
charges generating electricity (Zenman). Figure 3 shows a typical structure of an amorphous pin 
junction. According to (Green et al. 2012) typical efficiency for Amorphous Silicon and  Micro-
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crystalline cell is 10.1% (Note: These figures are cell and sub-module efficiencies and not 
module/panel efficiencies). 
In figure 2 SnO2 is a TCO (Transparent Conductive Oxide) layer which acts as a medium 
for light to pass through and as a conductor for generated current from the cell. While  ZnO layer 
acts as an ohmic contact between metal (Al or Ag) and the n-type semiconductor. 
 
 
 
 
 
 
 
 
 
 
A Hetero-junction cell is formed by arranging two different materials in a PN-junction. 
Hetero-Junction thin film technology has emerged as a viable alternative to amorphous silicon 
with materials like CdS-CdTe, CdS-CuInSe2(CIS) and CdS-CuInGaSe2 (CIGS) (Reddy 2010). 
CdTe (Cadmium Telluride) is doped as either p-type or n-type and has ideal band gap energy for 
solar energy conversion. However for practical fabrication reasons a CdS-CdTe based junction is 
formed by pairing p-type CdTe with n-type CdS (Cadmium Sulfide) (Durose, Edwards & 
Halliday 1999). Figure 4 shows a typical structure of CdS-CdTe cell: 
Figure 3 A typical structure of Amorphous\micro-crystalline silicon cell (PIN 
junction) (Zenman) 
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Light 
Figure 4 A typical structure a hetero-junction CdS-CdTe cell (Durose, Edwards & Halliday 1999) 
 
The CdS-CdTe solar cell is produced by depositing a thin n-type CdS layer on a 
conductive glass substrate (this is called “superstrate configuration”). After depositing a thin n-
type CdS layer, a p-type layer is deposited, followed by deposition of a back contact made of 
metal (Uddin 2013). The glass is coated with TCO (Transparent Conductive Oxide) as a medium 
for light to pass through and as a conductor for generated current from the cell. The cell is then 
treated for a short time at 450 deg C with a compound that causes partial crystallization (Uddin 
2013).  
In 2014 CdS-CdTe technology manufactured by First Solar set a world record 17% 
efficiency for cadmium-telluride (CdTe) PV module (First Solar Sets Thin-Film Module 
Efficiency World Record of 17.0 Percent  2014). CdS-CuInSe2 (CIS) and CdS-CuInGaSe2 
(CIGS) are the other two viable hetero-junction thin film solar cells. CIS absorbs almost all the 
photons from the sunlight. However, Indium used in CIS is a very rare element. By replacing a 
portion of Indium with Gallium (about 10 to 20%) CIGS is produced  (Haberlin 2012). Taiwan 
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Semiconductor Manufacturing Company (TCMC), one of the world’s leading companies in 
semiconductor technologies has produced a high-efficiency CIGS panels with panel efficiency 
up to 14.7% (TS CIGS SERIES  2014). This efficiency is comparable with poly-crystalline 
silicon technology. Although, CIGS technology does not still come close to mono-crystalline 
silicon in terms of efficiency, CIGS has additional benefits in terms of lower cost and potential 
advantage of fabricating cells in a flexible substrate. Flexible substrate finds application in many 
areas other than grid-connected rooftop PV including consumer electronics, building and 
aerospace (Efstathiadis 2013). Figure 5 shows a typical structure of CIGS cell. Compared to 
CdTe, CIGS is grown in “substrate configuration”. Substrate configuration requires an additional 
glass layer to protect the cell. Nonetheless, there is practical benefit in fabricating cell this way, 
namely improving the CIGS cell efficiency. This structure is also significant in improving the 
efficiency in multi-junction cells by incorporating the full solar spectrum (Romeo et al. 2004).  
 
Figure 5 A typical structure of a hetero-junction CIGS cell 
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Multi Junction Photovoltaic technologies   
Multi-junction cells are created by stacking single PN/PIN junction on top of each other. 
By using different PN/PIN junctions, with different band gap energy EG in multi-junction 
configuration, a wider spectrum of solar radiation can be utilized to create more efficient cells 
(Rosenwaks 2012). Because two or more PIN junction is in series, the same current will flow on 
all junctions (Uddin 2013). However, with more junctions added the voltage gets multiplied. 
Current mismatch in the junction is avoided by selecting material with similar properties. If 
current mismatch is unavoidable, current of the solar device will be limited to the junction with 
lowest current. Materials from III to V group semiconductors is best suited for multi-junction 
cells. 
Tandem cells are double junction multi-junction cells. Tandem cells are “mechanically” 
stacked on top of one another. The upper cells absorb the portion of the solar spectrum that it can 
efficiently convert. The rest of the spectrum filters to the bottom cell. By utilizing the full solar 
spectrum, the cell can convert sunlight into electricity with greater efficiency (Reddy 2010). 
Electrically insulating the top junction from the bottom junction avoids the problem of the 
current mismatch discussed before. Optical coupler is used as an insulation (which allows 
sunlight to pass but not the generated electricity). Because of the optical coupler, the tandem cell 
uses two terminals or four terminals. Two terminal forms one equivalent cell connected in series 
and four terminal forms two individual cells (Haberlin 2012). A triple cell can also be realized by 
stacking three cells in the same generic structure as the tandem cells. For example, Uni-Solar 
uses amorphous silicon alloy (a:Si) with varying additives to create its triple cells. The current 
module efficiency for this type of solar cell is 10.4% (Green et al. 2012). Figure 6 below shows 
generic structure for a tandem cell based on amorphous silicon: 
Another type of a multi-junction cell is the “monolithically stacked” cell grown in a 
substrate with multiple cells separated by a tunnel junction. When PV cells are monolithically in 
series then part of the top cell interacts with p part of the bottom cell to create an NP-junction 
opposed to the PN-junction required by the structure. In a monolithic structure the tunnel 
junction is introduced to correct this problem (Deng, Hegedus & Schiff 2011). Heavily doped 
n++ and p++ semiconductors forms a tunnel junction which prevents a PN-junction forming 
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between the cells and allow low ohmic path for the generated current to flow. In addition to 
tunnel junction, monolithically staked multi-junction cells also have following layers deposited 
at interface (between layers): Window layer and Back Surface Field layer. 
 
 
 
 
 
 
 
 
 
 
 
 
These layers are deposited to passivate the surfaces states at the interface to reduce 
recombination of majority and minority carriers (Friedman, Kurtz & Olson 2011). 
Monolithically stacked structure does not require an optical coupler. 
Research into monolithic multi-junction devices have consisted of elements from the III 
and V columns of the Periodic table, such as gallium indium phosphate (GaInP), gallium indium 
arsenide (GaInAs), and germanium (Ge). This architecture can also be transferred to other solar 
cell technologies such as CIGS, silicon, organic molecules, and other materials (Multijunction 
III-V Photovoltaics Research).  
Figure 6 A typical structure of a “mechanically stacked” Amorphous Silicon (a:Si) tandem cell 
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Efficiency of solar cells increase are number of junctions are increased and also increase 
by using a higher degree of sunlight concentrating optics. However, using concentrating optics is 
not straightforward, it requires tracking equipment and more land area, therefore, current use of 
concentrating optics is limited to utility/commercial scale installations. As a third-generation 
solar technology, multi-junction cell technology is still in its infancy. It has not penetrated the 
large terrestrial market (dominated by conventional crystalline silicon cells due to their relatively 
low cost) (Multijunction III-V Photovoltaics Research). Spectrolab is a company that 
manufactures solar modules for space applications. Spectrolab has reported a measured 
laboratory efficiency of 3-junction GaInP/GaInAs/Ge multi-junction cell at 41.6% at 484 sun 
concentration (AMD1.5  25 deg C) (King et al. 2012).  
Other Photovoltaic technologies   
Organic photovoltaic (OPV) is a third generation PV cell technology and have now reached 
laboratory cell efficiency of 10% (Green et al. 2012). The device physics of OPV is quite 
different to conventional inorganic semiconductor. Instead of p-type and n-type semiconductor 
junction, it uses organic materials as Acceptor and Donor layers in an interface. These organic 
layers can be chemically tailored to optimize the OPV cell design.  
Under illumination of Donor layer, if incident photon energy absorbed matches the 
optical band gap energy Eg of the material, the electron is rejected from a higher energy level 
orbital to lower energy level orbital of the molecule. As a result a hole is left behind on higher 
energy level orbital. In inorganic semiconductors, this allows electron to form a free carrier. 
However, this does not happen here; the hole and electron in the two orbitals stay as tightly 
bounded pair called an “Exciton”. If an Acceptor layer comes to a Donor layer in an interface, 
the difference in the affinity of electron and ionization energy between the two layers, (by 
Marcus theory) will separate the Exciton into an electron and a hole. In the presence of chemical 
potential created by anode and cathode of the solar cell terminals, the electron and hole will 
move in the opposite direction to generate electricity (O'Neil & Sun 2011). 
There are two main classes of Organic Solar cell: Conjugated Polymer and Small 
molecule. They use different combination of organic materials as Donors and Acceptor layers in 
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different structures and these structures as being investigated in research laboratories like IMEC 
and Mitsubishi Chemicals. Organic solar cell is still its infancy, but it has potential to take a 
niche market with low manufacturing cost, abundant materials and use of flexible substrates 
(Organic Photovoltaics Research). 
Dye-Sensitised Solar Cell (DSSC) is another emerging technology. It is showing rapid 
progress since its inception approximately two decades ago (Haberlin 2012). DSSC has reached 
cell efficiency of over 10% (Green et al. 2012). It can be fabricated as transparent modules with 
many colours especially suited to BIPV (Building Integrated Photovoltaics) (Stapleton 2012). 
Dye used in DSSC can be either organic or inorganic. When inorganic dye is used, it is, usually, 
ruthenium metal based dyes. Example of top performing ruthenium dyes are coded as N3 and  N-
719 (Grätzel 2005). 
Inorganic dyes-sensitised cells work on a different device chemistry. Titanium dioxide 
(Ti02) is soaked in the dye to form a wide band gap material. When the sunlight illuminates the 
dye, electrons get excited from the ground state to a higher state. Oxidation takes place with the 
excited electron in the dye molecule gets injected into the conduction band of the Ti02.The 
electron in the Ti02 is pushed towards the first electrode (Anode) through the PV cell circuit to 
the opposite electrode (Cathode) where the electron recombines with electrolyte in a reduction 
reaction with an aid from the catalyst. The electrolyte used in DSSC is usually a liquid like 
iodide/tri-iodide redox couple (Grätzel 2005; Hara & Mori 2011). Figure 7 shows a typical 
structure of an Inorganic DSSC: 
  
 34    
 
Figure 7 A typical structure of an Inorganic Dye-Sensitized Solar Cell (DSSC) 
 
2.3 Single phase Inverters  
Background 
Photovoltaic modules do not produce AC voltage required by the grid. On the other hand, DC 
performance of solar cells is affected by changing environmental conditions like ambient 
temperature (deg C) and solar irradiance (W/m2) (Altas & Sharaf 2008). These conditions in turn 
are affected by other indirect conditions like time of day, clouds, shading and wind. Therefore, 
for dc load like batteries and inverters the PV module requires DC voltage regulator. 
It can be seen from above that between power generation and power consumption a third 
system is required to regulate output voltage. This intermediate device is called BOS (Balance of 
System) (Balance of System). Therefore, BOS includes devices like wires, switches, power 
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conditioners like dc-dc converters and inverters, meters, chargers and batteries. This study will 
focus on Inverter in a distributed grid-connected system. 
An inverter’s main purpose is to convert a DC into a regulated AC voltage required by 
the grid. It consists of DC-DC converter and a DC-AC inverter. In a distributed grid-connected 
system, there are two types of systems: Commercial and Residential as previously discussed in 
Introduction. Both these systems generate enough excess power that can be exported to the grid. 
Fig 8 shows Diagram of Typical Grid connected PV system with all components Figure 9 shows 
a diagram of a single phase customer exporting PV power to the utility grid. 
 
Figure 8 Diagram of Typical Grid connected PV system with all components (Alternative-Energy-Tutorials 2018) 
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Figure 9 Diagram of a single phase customer exporting Gross/Net PV power to utility (Dalitz & Cutler 2013) 
 
The purpose of grid-connected inverter is (Stapleton 2012): 
 Synchronizing inverter output frequency to the grid system frequency.  
 Converting DC voltage from PV array to a sinusoidal AC voltage. 
 Operating safety and protection of devices of inverter and grid (including islanding 
detection and protection). 
 Deploying Maximum Power Point Tracking (MPPT) so that inverter delivers maximum 
power from PV array to the load (contributing to highest inverter efficiency). 
Combined Gross and Net meter records electrical energy in kWh consumed by the loads 
within the property where the meter is connected. Distribution supplier monitor these meter to 
retail energy sales to customer. Net metering describes a metering arrangement where all 
electricity is exported to grid. Gross metering describes a metering arrangement where excess 
electricity is exported to grid through an second meter. There are two types of electricity in 
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interest to distribution supplier: feed in electricity to grid and customer consumption provided 
from grid. The distribution supplier sets the feed in tariff and consumption tariff. 
Microgrid 
A microgrid refers to distributed energy resources (DER) and loads that are either grid connected 
or operate in “islanded” mode (ABB 2018). In grid connected mode, inverter is connected with 
utility grid network and excess power is sent to utility grid produced by resident or commercial 
property. Scope of this thesis is limited to residential connected grid. In “islanded” mode, 
inverter is connected in an independent network isolated from utility grid. 
Distributed energy resources (DER) refers to small scaled DG located close to end user 
rather than power utility. Examples of popular DER installed include: PV modules, wind 
generators, battery storage, batteries in EVs and HEVs discharged back to grid, biomass 
generators, diesel/oil generators, fuel cells and small hydro scheme turbine generators (AEMC 
2018). 
The benefits of microgrid on utility, consumer and environment is: 
 Microgrids utilize DER which leads to less greenhouse gas emissions on environment.  
 Micro grids utilize energy sources close to end user. Hence, long transmission line losses 
are minimized And heat losses that might otherwise be wasted is harnessed through a 
combined heat and power system. 
 Microgrid provide resilience power source and backup for critical facilities during grid 
blackouts and failures. 
 Microgrids consist of both energy generation and energy storage devices close to the load 
thus have greater flexibility in managing supply and demand. 
Due to cost effectiveness and safety issues related with testing and commissioning 
physical microgrid power systems, In Hardware-in-loop (HIL), DER devices are interfaced to a 
Real Time Simulator (RTS) where the physical system is modelled to test the actual system (DER) 
operation (RTDS-Technologies 2018) using low voltage/current signals exchanged by sensors.  
Power Hardware-in-loop (PHIL) is an extension of HIL where power required by DER devices is 
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also taken into considered to model physical system on top of low voltage/current signals 
exchanged by sensors. The power required by DER devices is detected through power amplifier 
(Opal-RT-Technologies 2018). RTS models the physical utility grid. The PHIL model is as 
shown in figure 10 below (Opal-RT-Technologies 2018). Controller Hardware-in-loop (CHIL) is 
an variant of HIL where voltage/current signals exchanged by sensors and RTS is interfaced with 
controller. Physical DER devices are modelled in Controller. CHIL offers even more cost 
effective and safe method to testing and commissioning microgrid than PHIL. In comparison 
PHIL model is more reliable. 
 
Figure 10 Model of Power Hardware in loop (PHIL) 
 
Photovoltaic Modules and Array 
Photovoltaic cells combine to create PV module, and PV modules combine in a matrix to form a 
PV array. PV array consist of PV modules in series/parallel arrangement. A PV module has 3 
important ratings: voltage, current and power. In series arrangement, usually the current rating is 
matched among the PV modules. In parallel arrangement, usually the voltage rating is matched 
among the PV modules. The sum of individual power ratings of modules determines the total 
power delivered from the array. Figure 11 shows PV array in a 4 x 2 matrix (2 parallel lots of 4 
panels in series) connected to inverter. Various combination of series/parallel modules is 
possible to dictate current, voltage and power delivered to the load. Fuses are designed to open 
circuits due to over-currents to prevent further damage to PV system if fuse were not present. 
This is normally housed in a passed through box. Fuse is a sacrificial device, a blown fuse is 
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replace by a new one. The internal elements of a fuse reacts to an over-current condition by 
melting. Current versus time characteristics of a fuse determines how fast a fuse melts over a 
sustained over current. Current rating of a fuse determines the current versus time characteristics 
of a fuse. The rating of a fuse is thus estimated by nominal current and an addition of a 25% 
buffer. This ensures that the fuse does not melt at nominal current. If a 10A nominal current 
flows then an addition of 25% safety margin result in 10A x 1.25 = 12.5A. Thus a 13A fuse is 
recommended (nearest size up). The voltage rating of the selected fuse is also important, which 
must be greater than or equal to the circuit voltage. 
Pass 
Through Box
DC 
Disconnect
Inverter
4 X 2 Matrix
Solar Array
To 
AC Grid
 
Figure 11 PV array in a 4 x 2 matrix connected to inverter 
 
PV system has safety DC disconnect that allows the DC current, after the pass through 
box, to be interrupted before reaching the inverter. If the open circuit voltage of the solar array is 
800V and a safety margin of 15% is applied which results in 800V x 1.15 = 920V. Thus a 1000V 
insulated voltage and 1000V operational voltage rated DC disconnect switch is recommended 
(nearest size up). The operational voltage is the voltage at which the switch is designed 
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(CivicSolar 2018a) (SolDistribution 2016).  The insulated voltage is the voltage at which the 
switch is tested at laboratory. Furthermore, short circuit current and nominal current through 
switch in addition with the safety margin of 25% gives the computed short circuit current and 
nominal current result (CivicSolar 2018a) (SolDistribution 2016). For recommended sizing, 
maximum rated current of switch and rated current of switch must be equal to or higher than the 
computed short circuit current result and nominal current result respectively. The 25% safety 
margin and 15% safety margin is rule of thumb used by engineers. Both DC disconnect switch 
and fuse used in PV system is DC rated. Furthermore, fuses are re-wire able or resettable high 
rupturing capacity (HRC) fuse. 
The cable run utilized from solar array to inverter produces voltage drop in cable under 
load condition. Voltage drop depends on current through the cable and the internal resistance of 
the conductor. Internal resistance of the conductor depends on the cross sectional  area of the 
conductor. Higher the cross sectional area of the conductor, lower the voltage drop. Voltage drop 
is a key factor in grid connected PV systems. Higher voltage drop means lower voltage available 
to the load (Stapleton 2012). National code AS5033-2014 enforce maximum 3% voltage drop 
from solar array to inverter. 
CCC (Current carrying capacity) of conductor is another crucial factor in grid connected 
PV system. If actual current flowing through conductor exceeds CCC then the conductor yields 
damage. CCC is determined by core element type, core cross sectional area, insulation rating of 
conductor, highest insulation temperature/location and ambient temperature (Stapleton 2012). 
Cable should be selected such the nominal current flowing through the conductor times 1.25 is 
less than or equal to CCC as per AS5033:2014. 
Batteries 
There is also an option of utilizing a battery in a grid connected PV system. The cheapest option 
would be to turn off the export circuit and charge deep cycle battery. Batteries offer advantage of 
increasing self-consumption and provide secondary backup during grid failure. Deep cycle 
batteries are capable of cycling i.e. discharging and charging many times. The C-rate is a 
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measure of the rate at which a battery is being charged or discharged. 1C charges in 1hour, 2C 
charges in 30 minutes and so forth (Matters 2018).  
 Type of deep cycle batteries are AGM Batteries, Sealed Lead Acid Batteries, Flooded 
Lead Acid Batteries, Gel Batteries and Lithium-ion Batteries (Matters 2018). AGM and Lithium-
ion  are the most popular types of deep cycle batteries in the market. The AGM battery 
(Absorbent Glass Mat) is arranged in porous fiberglass mats which contain electrolytes. AGM 
battery is fully sealed and thus easier to transport. AGM battery don’t need to been topped with 
water. AGM battery can accept large charge currents because of low internal resistance (Matters 
2018). In Lithium batteries lithium ion flows from one electrode to another, the direction 
depending on whether charging or discharging. They can handle up to 8 times as many charge 
cycles as AGM battery, can discharge very close to 100% of their capacity, and have a very high 
C-rate. 
Connectors and Cables 
In 2008 National Electrical Code (US standard) required solar panel connectors to lock together 
and then separate again using a tool. As a result Multi-Contact produced M4 connector and Tyco 
produced Solarlok PV4 connector a shown in figure 12 below.  
 
Figure 12 Picture of M4 connectors (left) and Solarlok PV4 connectors (right) 
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The male and female connectors can be separated by force but it requires a special 
unlocking tool taylor made for M4 or Solarlok PV4 requirements. In series connection, male 
connectors in plugged in with female connector. The male connector will join directly into the 
female connector. For parallel connection, male is connected with male and female with female 
with a tertiary multi-branch connector. The positive terminal of the solar panel is usually male 
and negative terminal is usually female. 
When two or more panels are connected in series, extension cables bring power to 
wherever electrical equipment is located (usually through a fuse  and a DC disconnect switch). 
Extension cables can also be adapted to series parallel Solar Array matrix. The length of MC4 
cable can vary up to 100 feet.  The  cabling sizes range from 2.5mm
2
 to 10mm
2
 and connector 
pin is 4mm diameter (Arizona 2018). M4 connectors are rated for (Arizona 2018): 
30 amps max (the connector itself) 
1,000 volts max 
-40 degrees C to +90 degrees C  
Tyco Solarlok PV4-S cabling sizes range from 2.5mm2 to 6mm2. PV4-S connectors are rated for 
(CivicSolar 2018b) 
40 amps max (the connector itself) 
1,500 volts max 
-40 degrees C to +115 degrees C  
PV Junction Box   
A PV array with pass through box is shown in representative diagram above. However, in 
practical situation a junction box is used instead of pass through box. The junction box contains 
string fuses, string diodes and sometimes isolators (DC disconnect switch). Surge arrestors are 
also often installed in PV junction box to short excess voltage to ground. In larger installations 
string monitoring unit is also combined in junction box to detect string failures. The string fusses 
used in junction box are used against DC over current and miniature style (Earthscan 2013). 
Whenever short circuit or shading occurs in strings, string diode prevents currents from flowing 
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in reverse direction and damaging the inverter. String diode blocking voltages is selected to be 
twice the open circuit voltage of PV string at STC (Earthscan 2013). Junction box is rated 
Protection class II and IP54. Protection class II is  protected by at least two layers of insulation 
between the current carrying conductor and any metallic contact to the user. IP 54 protection 
signifies cover of junction box secures it from water spray and dust ingress. 
Synchronizing Single phase Inverter to Grid  
Electric grids are complex and dynamic systems. Grid variables like frequency and voltage 
fluctuate depending on connection/disconnection of load, faults, lightning strikes, 
connection/disconnection of PV and other power generators, disturbance caused by harmonic 
currents and user/consumer operation errors. Thus, grid variables are continuously monitored by 
the grid-inverter interface. Furthermore, grid codes implemented in inverter are enforced by 
utilities, for example, voltage and frequency are required to operate within limits. Therefore, 
Inverters trip and disconnect power when these type of grid variables go beyond the limits 
(Teodorescu 2011). 
In this context, Synchronization means that output voltage and frequency from the 
Inverter work in unison with the reference voltage and frequency of the utility grid. There are 
four basic control methods of synchronizing single phase inverter output to grid (Amanci 2010; 
Teodorescu 2011): 
 Zero crossing detection 
 Fourier Analysis Based Filter 
 Phase Locked Loop (PLL) 
 Kalman filtering 
Zero crossing detection 
Zero-crossing control method detects the instance when the grid voltage crosses the zero axis. It 
is achieved by using a comparator to detect changes in polarity of the grid voltage. Then the 
inverter output signal is reset at the zero crossing instance of the grid voltage, so that the inverter 
output voltage signal locks on and is synchronized to the grid voltage signal (Azrik et al. 2012; 
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Teodorescu 2011). Zero crossing method is not popular nowadays because of its sensitivity to 
harmonics and noise (Amanci 2010). 
Fourier Analysis Based Filter 
This filter works by frequency selective band pass filtering using Fourier series. Fourier series is 
a mathematical technique used for analysis and synthesis of a signal. With Fourier series, any 
signal can be broken down into a sum of cosine/sine functions of multiples of the fundamental 
frequency of a given signal. According to (Teodorescu 2011) a signal v(t) can be expressed as: 
𝑣(𝑡) = 𝑎0 + ∑ (𝑎𝑛 cos(nωt) + 𝑏𝑛 sin(nωt))
∞
𝑛=1
         (2.1)  
With coefficients calculated as: 
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1
𝑇
∫ 𝑣(𝑡) 𝑑𝑡
𝑇
0
             (2.2) 
𝑎𝑛 = 2
1
𝑇
∫ 𝑣(𝑡) 𝑐𝑜𝑠 (𝑛𝜔𝑡) 𝑑𝑡
𝑇
0
             (2.3) 
𝑏𝑛 = 2
1
𝑇
∫ 𝑣(𝑡) 𝑠𝑖𝑛 (𝑛𝜔𝑡) 𝑑𝑡
𝑇
0
                (2.4)   
Using the above mathematics, a Fourier series based band pass filter can be created to 
extract the fundamental frequency of output voltage Voutput (which is also the synchronized 
voltage to the grid).  
𝑉𝑜𝑡𝑝𝑢𝑡 = (𝑎1 cos(ωt) + 𝑏1 sin(ωt))       (2.5)  
Therefore the filter design is based on the above equation where 𝜔 = 2𝜋𝑓. Nevertheless 
discrete versions of Fourier series like DFT (Discrete Fourier transform) are well known to be 
faster (as they process fewer amounts of data). However as pointed in literature (Hostetter 1980), 
DFT can also be awkward and complicated to implement. For example DFT algorithm uses a 
large number of, computationally burdensome, complex multiplication operations for a larger N 
number of samples (equally spaced in the time domain) (Teodorescu 2011). For the above 
reasons, modified Recursive Discrete Fourier transform (RDFT) filter (McGrath, Holmes & 
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Galloway 2005)  is used which is a variant of DFT. This modified filter also addresses the 
problem of phase error between the output of the inverter and the grid voltage by using extra 
compensation algorithms.  
Phase Locked Loop  
The basic concept of Phase Locked Loop (PLL) was first developed in 1920s and 1930s. It was 
first used mainly for radio reception. Since then it has been used in a variety of electrical and 
electronic applications (Guo, Wu & Gu 2011). Nowadays PLL is the most popular method used 
in synchronizing inverter output signal to the grid frequency. Figure 2.6 shows a basic diagram 
of PLL used in synchronization. The PLL is a non-linear negative feedback control. The phase of 
the grid voltage is detected and compared to the phase of the input signal. Intuitively, during the 
phase lock, the Error on the comparison of the two signals is zero or minimal. In a conventional 
PLL design, analog multiplier is implemented as a phase detector. Example of PLL is shown in 
figure 13 below. 
 
Figure 13 Block Diagram of Conventional PLL used in Synchronization 
 
It is because of when two signals are multiplied, the amplitude of the signal is 
proportional to the difference in phase between the two signals (Kruger 2012). When phase lock 
is not achieved, it produces significant Error. The average of the Error (or the dc component of 
the Error) is computed using the Loop. The Loop filter uses either a low-pass filter or a PI 
controller to do this (Teodorescu 2011).Then the Voltage Controlled Oscillator (VCO) generates 
  
 46    
output voltage shifted away from the central frequency proportional to the DC component of the 
Error signal. The negative feedback mechanism ensures error is zero or minimal thus achieving 
synchronization.  
It is suggested that modern VCO used in PLL consists of control voltage to control 
current (V2I) and current-controlled ring oscillator (CCO) (Fischette 2004; Saxena 2004). These 
circuits are quite complex and incorporated as integrated circuits in the design of a VCO. 
However, grid-connected inverters used DSP (Digital Signal Processor) chip to implement VCO 
and other PLL functionality. 
The basic PLL control structure discussed above is excellent in tracking frequency by 
locking the phases of the inverter output to the grid. However, the drawback of the basic PLL is 
its slow response as reported in (Teodorescu 2011). In control systems theory, the slow response 
causes large settling time. The basic PLL detects the phase difference of the input and output by 
multiplying the two signals in PD (Phase detector) which decompose to low frequency (50Hz) 
and high frequency (100Hz) terms. During phase lock, the mathematical equations show that 
oscillatory component (50HZ) of the low-frequency term disappears leaving only the DC 
component of the low-frequency term. However during phase lock, both oscillatory (100Hz) and 
DC component of high-frequency term remains. Ideally the high-frequency component (100Hz) 
is filtered out by low pass filter (inside the Loop Filter) leaving only DC component of the 
signal. However, practically as the frequencies are so close (0Hz and 100Hz) and with typical 
cutoff frequency of 21.3Hz as reported in (Teodorescu 2011) results in larger settling time.  
A different approach of phase-locked loop design eliminates the problem of larger 
settling time. If PD (Phase Detector) would multiply input and output signals in such a way as to 
decompose only the DC component of the low frequency (50 Hz) term. The solution to this is 
realized (Teodorescu 2011) as PLL PD based on Quadrature signal generation and Park 
transformation (see figure 14): 
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Figure 14 Block Diagram of SRF-PLL with Quadrature Signal Generator and Park transformation 
 
The above structure is also referred to as SRF-PLL (Synchronous reference frame- phase 
locked loop) (Silva et al. 2004). QGS (Quadrature Signal Generator) splits input signal into real 
(in-phase) and imaginary (90° phase shifted) signal,  which then feeds it into Park transformation 
block. The Park transformation converts stationary reference frames Vα and Vβ into synchronous 
rotating reference frame  Vd and Vq. (Zhong 2013). Accordingly, in Park transformation, the Vq 
is given by the following equation in terms of input voltage (Vrms) and difference between input 
phase (ϴ) and the output (grid) phase (ϴ’): 
𝑉𝑞 = 𝑉𝑟𝑚𝑠sin(𝛳 − 𝛳
′)        (2.6) 
The loop filter is implemented using the PI controller. The final stage combines ω 
(central frequency) with an integrator to produce a synchronized output to the grid. The 
generation of quadrature signal component is implemented in single phase inverters in variety of 
ways like Hilbert transformation, Inverse Park transformation, SOGI (Second-Order Generalized 
Integrator) and transport delay (Silva et al. 2004; Zhong 2013). Transport delay phase locked 
loop is implemented by forcing some delay in the input signal to bring a phase shift of 90° thus 
creating an in-phase signal and an orthogonal signal. TD-PLL (transport delay Phase locked 
loop) produces fast response when grid frequency is stable. Its major drawback comes when the 
grid frequency shows some variations. In this case, it produces phase detection error. (Elrayyah, 
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Sozer & Elbuluk 2013) have proposed a method by using a variant of transport delay to 
minimize phase detection error and make it more robust against grid frequency variations.  
Direct Hilbert transformation based Phase Detector is rare for PLL Synchronization 
applications. It is approximated using the FIR (Finite Impulse Response) filter (Silva et al. 2004). 
Low order FIR filters are sensitive to harmonics while high order filters have slow response 
(Silva et al. 2004). Furthermore, these filters are susceptible to input disturbances and frequency 
fluctuations. Therefore, they are not widely accepted in the industry (Monfared & Golestan 
2012). 
Among all the different PLL control strategies, Inverse Park transformation PLL is 
identified as one of the most popular and advanced topology (Monfared & Golestan 2012; Silva 
et al. 2004; Teodorescu 2011). This topology is adaptive against frequency variations and robust 
against disturbances. However, it has been identified with difficulties in tuning control 
parameters (Monfared & Golestan 2012). 
Another equally robust method against frequency variations and disturbances is the 
SOGI-PLL (Second-Order Generalized Integrator PLL). It works by filtering the signal so that it 
only contains the fundamental frequency (50Hz) before the signal feeds into the Park 
transformation block. It uses two integrators in a feedback loop to generate quadrature signals 
(Zhong 2013). This topology too has difficulties in tuning control parameters (Monfared & 
Golestan 2012). 
A filter added before a phase detector can be used to reject a given range of frequencies 
and allow only the 50Hz frequency to pass. The frequencies rejected include noise and unwanted 
frequency variations. A clever way to do this is using Adaptive filtering that utilizes output and 
other internal parameters in the control loop to cancel noise and unwanted frequencies 
(Teodorescu 2011). Enhanced PLL is another terminology for Adaptive filtering technique. 
Figure 15 shows a block diagram of an Enhanced PLL. Adaptive filter design is a niche field, 
and the above problem is solved using mathematical optimization problem. The filter algorithm 
is realized into a control loop as shown in figure 16. 
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Figure 15 Block Diagram of Enhanced PLL with Adaptive Filter 
 
Figure 16 Control Loop of Enhanced PLL with Adaptive Filter (Zhong 2012) 
 
Some parts of PLL control topologies discussed in this section incorporates as a set of 
program instruction in a DSP. The sensors and ADC (Analogue to Digital Converter) measure 
and convert analogue signals into digital ones. The PWM from the DSP drives the DC-DC 
converter and inverter MOSFETs to control the PV Inverter output signal. 
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Kalman Filtering 
Kalman filter is a good alternative for synchronizing inverter output to the grid. The Kalman 
filter uses set of mathematical equations that provide a means to estimate the state of a process, 
in a way that minimizes the mean of the squared error. This technique creates a state space model 
and then using Kalman algorithm to describe a solution to a recursive mathematical problem. A 
predict update and correct update is provided in the algorithm (Welch & Bishop 2006). The 
Kalman filtering, in grid synchronization application, uses variables like phase, frequency and 
quadrature signals Vα and Vβ. The Linear Kalman Filter (LKF) is a variant of Extended Kalman 
Filter (EKF). Because of the computational burden required with EKF, LKF has been used  for 
inverter-grid Synchronization application. Figure 17 shows the LKF algorithm (Castillo, 
Gonzalez & Rodriguez Rivas 2013). 
 
Figure 17 Algorithm for Operation of Linear Kalman Filter (Adapted from (Welch & Bishop 2006) ) 
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The state variables used in the synchronization application are phase, frequency and noise 
x1(k), x2(k) and x3(k)) (Castillo, Gonzalez & Rodriguez Rivas 2013). Thus, the algorithm 
continually updates the state variables until the discrepancy between predicted state variables and 
actual variables is zero, thus achieving synchronism. A comparison study done between Park 
transformation based PLL and Kaman filter shows that Kalman filter has a faster response time 
than the  Park transformation based PLL. Kalman filter is capable of tracking the grid voltage 
within six cycles (Castillo, Gonzalez & Rodriguez Rivas 2013). 
DC to DC Converter 
DC-DC converter devices are employed to regulate DC voltages and convert them from one 
level to another level before it can be further conditioned by the DC to AC converter (Inverter). 
The linear regulator can be used to step down but not step up the voltage. Furthermore, linear 
voltage cannot be controlled by an external control circuit which rules it out for a MPPT feature 
of a grid-connected PV. The classical DC-DC switching converter has three schemes: buck 
converter for step down, boost converter for step up and the buck/boost converter capable of both 
step down and step up. There are other complicated topologies; however, all are invariably 
derived from buck, boost or buck-boost converter (Ang & Olivia 2011). Therefore, the review 
will be limited to these three. 
Buck Converter 
Figure 18 is a diagram of buck converter circuit which is capable of stepping down the voltage 
from one level to another.  
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Figure 18 Circuit diagram of a Buck converter (Coates 2014c) 
 
Many applications use MOSFET as a switch. It is capable of switching at a higher 
frequency than a common Bipolar junction transistor (BJT). Metal–Oxide–Semiconductor Field-
Effect Transistor (MOSFET) is a three terminal device. The third terminal is called a gate that is 
used to switch the device on and off. The switching pulses are generated by an external control 
circuit.  When pulses are high, the MOSFET conducts and current from the supply circulates 
around the circuit including in the load. This circulating current allows inductor (L) to store 
energy and also charges the capacitor (C). When the pulses are low, the MOSFET does not 
conduct. However the current still circulates around the circuit and in the load due to the release 
of energy previously stored in inductor and capacitor. The diode allows the current to circulate in 
the circuit when MOSFET is switched off (Coates 2014c). The inductor and capacitor also form 
an equivalent low pass filter to smooth the fluctuating input voltage into a steady output voltage 
(Ang & Olivia 2011). 
The output voltage (Vout) of a buck converter depends on the supply voltage (Vin) and the 
duty cycle (D) of switching pulses applied to the gate of the MOSFET. Thus, the duty cycle in 
continuous current mode is given by: 
𝐷𝑢𝑡𝑦 𝐶𝑦𝑐𝑙𝑒 (𝐷)  =  
𝑉𝑜𝑢𝑡
𝑉𝑖𝑛
             (2.7) 
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Boost Converter 
Figure 19 is a diagram of boost converter circuit which is capable of stepping up the voltage 
from one level to another. 
 
Figure 19 Circuit diagram of a Boost converter (Coates 2014a) 
 
When pulses are high for the first time, the MOSFET conducts and the current from the 
supply goes through the inductor (this current stores energy in the inductor) and shorts to ground. 
When the pulses are low, MOSFET is turned off and supply current circulates to the whole 
circuit including the load and the capacitor. The voltage seen by the load and the capacitor is 
supply voltage plus voltage of inductor (inductor releases energy in the form of back EMF when 
MOSFET suddenly turns off). It charges the capacitor to a higher voltage that is supply voltage 
plus inductor voltage. When pulses are high for the second time, the MOSFET conducts, and the 
current from the supply goes through it and shorts to the ground. However, the charged capacitor 
continues to supply the load at supply voltage plus inductor voltage level at this time. This higher 
steady voltage contributes to a step up function by this device (Coates 2014a). 
The duty cycle of Boost Converter in continuous current mode is given by: 
𝐷𝑢𝑡𝑦 𝐶𝑦𝑐𝑙𝑒 (𝐷) = 1 − 
𝑉𝑖𝑛
𝑉𝑜𝑢𝑡
            (2.8) 
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Buck-Boost Converter 
Figure 20 is a diagram of buck-boost converter circuit which is capable of stepping up and 
stepping down the voltage from one level to another. 
 
Figure 20 Circuit diagram of a Buck-Boost converter (Coates 2014b) 
 
The buck-boost is formed by cascading the buck and boost circuits discussed earlier. By 
turning Tr2 (Transistor 2) off and switching Tr1 (Transistor 1) the voltage can be stepped down. 
By turning Tr1 (Transistor 1) continually on and switching Tr2 (Transistor 2), the voltage can be 
stepped up (Coates 2014b). There is also a single transistor version of buck-boost found in 
literature (Ang & Olivia 2011; Kazimierczuk 2008). However, this has the undesirable effect of 
inverting the output voltage polarity and also an awkward duty cycle ratio equation. 
DC to AC Inverter 
Figure 21 is a diagram of full H-bridge single phase DC to AC inverter. 
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Figure 21 Circuit diagram of a Single phase H-bridge DC to AC Inverter (Aryal et al. 2016) 
 
The output of the DC bus from DC-DC converter network (seen on the previous section) 
is connected to a single phase inverter network. A large DC-link capacitor (shown in the 
diagram) separates the two networks. It is done to decouple the effects of one network from 
another (Salcone & Bond 2009) and to provide voltage stability to the grid in case of sudden 
voltage drop in the input network. Q1, Q2, Q3 and Q4 are three terminal switching devices with 
a gate (usually a MOSFET or an IGBT). The gate is switched using a Pulse-Width Modulation 
(PWM) signal generated from an external control circuit. Bipolar modulation is a common PWM 
method for generating a sine wave. The PWM signal for the gate is produced by comparing a 
triangle wave signal with a reference sinusoidal signal having same period as the desired sine 
wave signal across the terminals L and N (Zhong 2012). Figure 22 shows the Sinusoidal PWM 
(SPWM) method. 
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Figure 22 Bipolar Sinusoidal Pulse-width Modulation (Azuan 2007) 
 
The operation of the inverter is carried as follows: Q1 and Q4 pair is switched ON at the 
same time as per upper pulses in Figure 2.15 (b) and Q2 and Q3 pair is switched ON at the same 
time as per lower pulses in Figure 2.15 (b) (Zhong 2012). The switching of the transistors will 
replicate the signal pattern of gate on nodes A and B of the inverter. The subtraction of signal on 
node A from the signal on node B results in a single signal (Vab) with dual polarity shown in 
Figure 2.15 (c). This signal (Vab) is filtered using a low-pass LC filter to construct the desired 
sinusoidal signal across L and N (Figure 2.14). The single phase AC inverter voltage is given by 
(when switching device is an  enhancement MOSFET (Karady & Holbert 2013))  : 
𝑉𝐿𝑁  =  
𝑉𝑠𝑖𝑛𝑒
𝑉𝑡𝑟𝑖
𝑉𝐷𝐶                (2.9) 
Where,  
Vsine is the peak voltage of reference sinusoidal 
Vtri is the peak voltage of the carrier 
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VDC is amplitude of input DC Voltage 
VLN is amplitude of output AC Voltage 
2.4 Characteristics of Solar Cell and Modules 
One Diode Model 
When illuminated, the solar cell operates in such a way that Iph (photocurrent) flows from n-type 
to p-type. However, the cell also has properties of P-N junction diode which enables some of the 
generated current to flow from p-type to n-type as ID (diode current). The diode current is the 
function of Is (saturation current). Thus, the total current is given by (Haberlin 2012): 
𝐼 = 𝐼𝑝ℎ − 𝐼𝐷 = 𝐼𝑝ℎ − 𝐼𝑆 (exp(
𝑞𝑉
𝑁𝐾𝑇
) − 1)           (2.10) 
This equation can be further developed by addition of parasitic resistances of the PV cell 
so that the equivalent circuit of one diode model as shown in Figure 23. 
 
Figure 23 One diode model of PV Cell (Salmi et al. 2012) 
  
The one diode model current equation is: 
𝐼 = 𝐼𝑝ℎ − 𝐼𝑠 (exp
𝑞(𝑉+𝑅𝑠 𝐼)
𝑁𝐾𝑇
− 1) − 
(𝑉+𝑅𝑠 𝐼)
𝑅𝑠ℎ
           (2.11)  
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Where, 
q is the electron charge, V is voltage across the PV cell, K is the Boltzmann’s constant, T is the 
junction temperature of the cell, N is the ideality factor of diode, Rsh is the shunt resistance of 
cell, Rs is the series resistance of cell, Iph is the photocurrent, IS is the reverse saturation current 
of diode. 
Effect of Temperature and Irradiance on solar cell 
The photocurrent depends on both temperature and irradiance as given in equation below (Salmi 
et al. 2012): 
𝐼𝑝ℎ = [𝐼𝑠𝑐 + 𝐾𝑖(𝑇 − 298)]df
𝛽
𝑅𝑠ℎ
            (2.12) 
Where, 
Ki is the cells short-circuit current temperature coefficient in A/deg C, T is the junction 
temperature of the cell (Kelvin) and β is solar irradiance in W/m2, ISC is the short-circuit current 
of the PV cell. 
The ambient temperature has effect on the junction temperature of cell. 
T = Tambient + (NOCT-20)β/80            (2.13) 
Where, β is solar irradiance in W/m2 
T is the junction temperature of the cell 
Tambient is ambient air temperature 
NOCT is normal operating cell temperature 
The reverse saturation current of the diode depends on the temperature as given in equation 
below (Salmi et al. 2012): 
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𝐼𝑆 (𝑇) = 𝐼𝑅𝑆 (
𝑇
𝑇𝑛𝑜𝑚
)
3
exp [(
𝑇
𝑇𝑛𝑜𝑚
− 1)
𝐸𝑔
𝑁.𝑉𝑡
]             (2.14) 
Where, 
IRS is the reverse saturation current of the diode at nominal temperature, Tnom is the nominal 
temperature of the diode, Eg is the band gap energy of the semiconductor. Vt is the thermal 
voltage. N is the ideality factor of diode, T is the junction temperature of the cell,, IS(T) is the 
reverse saturation current of the diode at temperature T.  
Where, 
Vt = KT/q               (2.15) 
Furthermore, the reverse saturation current IRS of the diode at nominal temperature is 
given by (Said et al. 2012): 
𝐼𝑅𝑆 = (𝐼𝑆𝐶)/ ([exp(
𝑞𝑉𝑂𝐶
𝑁𝐾𝑇𝑛𝑜𝑚 
) − 1])            (2.16) 
Where, 
Isc is the short circuit current of the solar cell, Voc is the open circuit voltage of the solar cell, N is 
the ideality factor of the diode, q is the electron charge, K is the Boltzmann’s constant and Tnom 
is the nominal (reference) temperature of the diode. 
I-V/P-V Characteristics 
The I-V (current-voltage) characteristic curve, shown in Figure 2.17, represents the 
combinations of current and voltage at which the PV module/string/array operates if the solar 
irradiance and temperature is held constant (Guide To Interpreting I-V Curve Measurements of 
PV Arrays  2010). Figure 24 shows a plot of the second curve (power-voltage) using the data 
from the first plot by using equation   P = VI:  
The power delivered by the solar panel is at maximum when I-V is operating at the knee 
point coordinates Imp and Vmp. The more rectangular the coordinates are, the more maximum 
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power is produced. Solar grid connected inverters make use of this information and attempt to 
operate at knee point coordinates to deliver the maximum accessible power to the grid. The 
equation below shows the fill factor of the solar module and measures the “rectangularness” of 
the I-V curve (Haberlin 2012): 
𝐹𝑖𝑙𝑙 𝐹𝑎𝑐𝑡𝑜𝑟 𝐹𝐹 =  
𝑃𝑚𝑎𝑥
𝑉𝑜𝑐.𝐼𝑆𝐶
            (2.17) 
 
 
Figure 24 I-V and P-V Characteristic Curves (Guide To Interpreting I-V Curve Measurements of PV Arrays  2010) 
 
Figure 25 shows that the capacity to deliver more power increase with an increase in 
solar irradiance. The effect of increasing temperature is more interesting. The open circuit 
voltage decreases and the short circuit current increases slightly effectively decreasing the 
capacity to deliver more power.  
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Figure 25 I-V Curve for increasing solar irradiance (Brunton et al. 2009) 
 
Maximum Power Point Tracking 
By deploying power point tracking at knee point of the I-V curve, the maximum power can be 
extracted from the solar module. It is reported that there are many ways to achieve this (Esram & 
Chapman 2007). This study will only cover the most widely used methods using switching 
converters.  
Voltage feedback 
The open circuit voltage is detected using a sensor and compared to an reference voltage to 
generate a voltage feedback control signal to allow this scheme to achieve good tracking. The 
voltage feedback algorithm is based on observing data from solar panel I-V curves (Tofoli, de Castro 
Pereira & de Paula 2015). This is an archaic method and simulation shows that the power tracking 
error of this method is high. To overcome this drawback, traditionally current feedback method is 
proposed which is discussed in next section. 
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Current feedback 
The short circuit current is detected using a sensor and compared to an reference current to 
generate a current feedback control signal to allow this scheme to achieve excellent tracking. The 
improved current feedback scheme offers better performance than P & O method, however this 
improved technique requires additional irradiance and temperature sensors (Karanjkar et al. 
2013). 
Perturb and Observe (P&O)/Hill climbing Method 
The Perturb and Observe (P&O) controller makes adjustments in operating voltage until power 
does not increase. Thus the optimal voltage required to deliver peak power can be found. The 
optimal voltage found from P&O is used to calculate duty cycle of the DC-DC converter which 
is switched to deliver maximum power (Nedumgatt et al. 2011). Hill climbing method uses the 
same strategy as P&O, only that the P&O perturbs the duty cycle and hill climbing method 
perturbs the terminal voltage. The larger perturbations causes oscillations. While with smaller 
perturbations, the response becomes slow degrading the efficiency of MPPT, due to rapidly 
changing atmospheric conditions, such as broken clouds (Subudhi & Pradhan 2013).  
Incremental Conductance Method 
In the incremental conductance method, the inverter output voltage is adjusted according to duty 
cycle of DC-DC converter based on the equation of incremental conductance and a maximum 
power point conductance of the PV module. The current sampled conductance minus previous 
sampled conductance (∂I/∂V) (also called incremental conductance) is computed using voltage 
and current measured from sensors. The equations for this method are stated in Table 1 together 
with an update in duty ratio per sampling cycle (Lokanadham & Bhaskar 2012).  
This algorithm has a similar problem as P&O and Hill climbing method i.e. there is a 
tradeoff between oscillations and speed depending on the size of the sampling (Murtaza et al. 
2013). 
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Table 1 Basic Algorithm table for Incremental Conductance Method 
State in Curve State in Equation Duty ratio Update 
Left of MPP ∂I / ∂V < -I / V D + ∆D 
Right of MPP ∂I / ∂V > -I / V D -  ∆D 
At MPP ∂I / ∂V = -I / V D (∆D = 0) 
 
Fuzzy Logic  
In recent times, many papers published show PWM switching duty ratio computed using 
Mamdani fuzzy logic. The advantage of fuzzy logic is that it handles imprecise input data, works 
with vague mathematical models and controls non-linear systems (Esram & Chapman 2007). 
The proposed fuzzy controller in literature (Patcharaprakiti, Premrudeepreechacharn & 
Sriuthaisiriwong 2005) uses two inputs and one output. The inputs are error (dp/dv) and change 
in error ∆(dp/dv), the output is the duty cycle D. The input and output membership function 
required for fuzzy mathematical model is fed into the fuzzy controller. This way the fuzzy 
controller is used to regulate the output voltage at optimal duty (maximum power) in the 
presence of changing environmental conditions like solar irradiance and temperature. The fuzzy 
controller uses fuzzy rules to determine the output duty cycle D from inputs: error (dp/dv) and 
change in error (dp/dv). The 5 X 5 matrix is used  as fuzzy rules based on its mathematical model 
shown in Table 2 (Algazar et al. 2012). 
Table 2 Example of Fuzzy Rule table for Duty Cycle D (Algazar et al. 2012) 
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In this example all three membership functions error (E), change in error (CE) and Duty 
(D) have 5 members: Negative Big (NB), Negative Small (NS), Zero (ZE), Positive Small (PS) 
and Positive Big (PB). The membership functions use members defined by triangle, trapezoid or 
another type of distribution. Thus, the effectiveness of the fuzzy controller depends largely on 
the skill of the designer in crafting the mathematical model and membership functions (Esram & 
Chapman 2007). Figure 26 shows a triangle membership function.  
 
Figure 26 Example of Fuzzy Logic Membership function (Esram & Chapman 2007) 
 
Neural Network 
Input and output variables are obtained to train neural network. A three or four layer network is 
used to reach MPPT voltage. This paper (Sedaghati et al. 2012) uses error back propagation 
method to train network. Weight of neurons on different layers are acquired combined with 
relational equations and P-V/I-V characteristic curves. The inputs of the neural network is 
Temperature and Irradiance, and output is MPPT Voltage. MPPT voltage and other variables are 
used to compute duty cycle. This method is fast and accurate, however formulation of neuron 
network poses a problem because of its complexity. 
Distributed MPPT  
PV systems are affected by dirt, shadows and leaves. This will result in less power generated by 
PV affecting I-V and P-V characteristic curves. Shading also differs in different panels, hence 
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resulting in different characteristic curve for different panels [reference A]. Thus, there is a need 
for DC-DC converter MPPT dedicated to each panel and a single DC-AC converter. A dedicated 
MPPT for each panels is called Distributed Maximum Power Point Tracking (DMPPT). 
Companies claim DMPPT claim extra 25% energy generation capacity (Solórzano‐Moral et al. 
2015). Figure 27 below shows  P-V curve during partial shading of panels and arrays. 
 
 
The global maximum peak needs to be tracked by DMPPT. The global maximum peak is 
very close to maximum power point during unshaded conditions. In partially shaded conditions 
there are multiple peaks, therefore commonly discussed MPPT techniques won’t work. Modern 
MPPT technique for tracking multiple peaks curves requires advanced methods such as particle 
swarm optimization method, direct search algorithms and direct search algorithms which are 
beyond the scope of this study (K Gupta 2017). 
 
Figure 27 Power Curve for Solar array and panels during partial shading (Earthscan 
2013) 
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2.5 Sizing the Inverter 
Residential Solar connected inverter is single phase and usually smaller ratings (less than or 
equal to 5kW). For bigger installations it is generally integrated into 3 phase grid. Sometimes 3 
single phase inverters is used and integrated into 3 phase grid. In this scenario, it is important to 
balance  the 3 phases equally to grid with same kW ratings. For maximum cost effectiveness and 
maximum energy transfer of PV to grid it is necessary to select most optimum PV system 
components. Hence, inverter rated capacity (Pinv) is matched with PV maximum rated capacity 
(Ppv-pk) for best PV system performance (Faranda et al. 2015). Ideally, the inverter is selected 
such that the two ratings are matched. However, due to other variables like climate conditions 
(temperature and irradiance), variations in Standard  Test Condition (STC), wind blowing, solar 
panel tilt angle and so forth, the matching of the two PV components does not produce optimum 
performance (Faranda et al. 2015). The output inverter nominal AC voltage that can feed the grid 
without cutting out of ambient temperature of 25 deg C is Pinv-ac. As per explanation in this 
literature (Earthscan 2013), the following power range can be specified as design range: 
0.8 x Ppv-pk  <  Pinv-ac  <  1.2 x Ppv-pk             (2.18) 
recommended Pinv-ac  =  1.1 x Ppv-pk             (2.19) 
Irradiance levels in Australia and other countries with similar latitude  is higher than 
1000W/m
2
 for several hours. The PV array-PV inverter system generates more power than 
nominal AC inverter output. Thus in this circumstance inverter can be undersized. Similar sizing 
option is used in high altitude places because lower convection reduces the cooling (Earthscan 
2013). 
As with power sizing above, voltage sizing is equally important in optimum performance 
of PV system. The magnitude of voltage in series for each panel add to form total magnitude of 
voltage in the array. The operational range of the inverter must be matched with the MPPT 
voltage range of the inverter. The typical I-V curves in figure 28 shows operational range of 
inverter and  MPPT voltage range of the inverter. The typical I-V curves are shown in figure 28 
for range of temperatures (Earthscan 2013): -10 deg C, 25 deg C, 70 deg C. 
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Figure 28 The typical I-V curves for range of temperatures (Earthscan 2013) 
 
The open circuit voltage of the array at specified temperature is selected such that it is 
less than or equal to maximum DC voltage input voltage of the inverter. The specified 
temperature is the coolest ambient temperature that the array is subjected to. The minimum and 
maximum number of panels that the PV array consist of is determined as follows: 
if  Tamb < TSTC, 
Voc (amb) = Voc (STC)  +  [(Tamb – TSTC) x ∆V]          (2.20) 
if Tamb > TSTC, 
Voc (amb) = Voc (STC)   -  [(Tamb - TSTC ) x ∆V]          (2.21) 
max  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑝𝑎𝑛𝑒𝑙𝑠 =
Vmax (INV)
Voc (amb)
         (2.22) 
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In warmer months, panels in roof heats up to 70 deg C. This number represents the temperature 
for MPPT in the following calculation.  
VMPPT(@70 deg C) = VMPPT (STC)  -  [70  – TSTC) x ∆V]          (2.23) 
min  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑝𝑎𝑛𝑒𝑙𝑠 =
VMPPT (INV)min
VMPPT (@70 deg C)
        (2.24) 
     
Final important parameter is sizing the current. The same magnitude of current flows 
through panels in each string. Addition of current in each string gives the total current feeding 
the inverter from the PV array. The total current from the array is selected so that the it is less 
than or equal to the maximum inverter current rating. 
2.6 Installing and Commissioning 
The installation of grid connected inverter is tested according to AS4777 in Australia. Functions 
like wiring rules, installing of Photovoltaic arrays, lighting protection and selection of cables are 
enforced by other Australian standards. In addition to these standards, local utility enforces other 
guidelines. A licensed electrician is authorized to perform all low voltage duties: >120V DC or  
>50VAC (Clean-Energy-Council 2013) . Supervisor signs up the work or the electrician who 
performs installation signs up the work. Supervisor includes setting  the work in initial phase, 
mid-point checkup and performing system testing and commissioning. PV array in roof 
installations do not have PV array open circuit voltages greater than 600V (Clean-Energy-
Council 2013). PV array are usually installed in tilt to allow self-cleaning during rain. All roof 
mounted array must use corrosion free materials for long duty life. Roof penetrations and sealed 
and waterproofed. Panels arrays are installed with adequate clearance space for cleaning up of 
debris and leaves. Solar panels is attached to the PV array either by mounting holes or via 
clamps. Metallic parts of the array is earthed and conduits for cabling are UV rated. The AC and 
DC cabling of inverter is segregated as per Australian standard AS3000 (Clean-Energy-Council 
2013). 
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2.7 Conclusion of Chapter 
In this chapter the role of PV technology in solar energy is discussed. PV cell technology and its 
role in reducing emissions is also discussed. The physics of solar cell technology is presented in 
crystalline silicon technology, thin film technology, multi-junction technology and other PV 
technologies. Furthermore, the implementation of DC-DC converter and DC-AC converter is 
analyzed in moderate detail. Sizing, installation and commissioning of single phase converter is 
also discussed in moderate detail.  Because this thesis deals with solar energy sources solar cell 
PI- and IV characteristic is thoroughly presented. 
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Chapter 3: Research Questions 
3.1 Research Focus 
Environmental conditions affect the solar cells output, generating variable I-V and P-V 
characteristic curves for PV array. Fluctuating environmental conditions that affect I-V and P-V 
characteristics are solar irradiance (W/m2) and ambient temperature (°C). The power (P), voltage 
(V) and current (C) operating point depend on PV array characteristic curves and resistance seen 
by the PV array.  
For simple applications without DC-D-DC MPPT converter, the load resistance dictates 
the operating point. For grid connected inverter application with DC-DC MPPT converter stage, 
the duty cycle combined with load resistance dictates the power, voltage and current maximum 
point. The proposed design topology for DC-DC converter is Buck Boost converter with 
maximum power point tracking (MPPT). The, maximum power transfer in a grid connected PV 
system is dictated by the duty cycle control for  the DC-DC converter. The duty of the Buck 
Boost converter steps up or steps down the voltage level adjusting the maximum power transfer 
operating point for variable environmental conditions. Scope of the proposed DC-DC converter 
research is limited to MPPT algorithms and associated s-domain control system representation of 
Buck Boost converter topology. As per the recommended inverter power sizing equation 2.19 the 
inverter is rated 2.75kW (2.5kW x 1.1). The load resistance seen by PV array is 100 ohms. The 
grid on resistance of 50 ohms is combined with DC-AC inverter LC filter characteristic 
impedance of 50 ohms to produce 100 ohms.  
The subsequent stage to DC-DC converter is the DC-AC inverter. The purpose of DC-AC 
inverter is to convert DC voltage into AC voltage, synchronize and regulate to utility grid 
voltage/frequency requirements. The proposed design zone for DC-AC inverter research is 
limited to synchronization algorithms. Synchronization algorithms is implemented based on H-
bridge MOSFET DC-AC inverter in presence of PWM controlled linear voltage regulator. The 
hardware realization of H-bridge MOSFET DC-AC inverter and PWM controlled linear voltage 
  
 71    
regulator is beyond the scope of this research. The proposed PV array uses Kyocera KC200GT 
panels arranged in 8 x 2 matrix rated at 2.5kW at Standard Test Conditions (25 deg C and 
1000W/m
2
). The open circuit voltage is 232V at STC. To generate PV array characteristic curves 
representing Kyocera KC200GT panel, a 5 parameter one diode model is used. The 5 parameters 
of the one diode model is extracted from this paper (Lineykin, Averbukh & Kuperman 2012). 
Before presenting the fuzzy logic based MPPT, a traditional Proportional-Integral (PI) 
Controller based MPPT is proposed. The reference voltage to the control loop and duty cycle of 
DC-DC converter MOSFET dictates maximum power point of the PV converter system. Hence 
forcing the PV system to operate in the MPPT zone. The reference voltage and the duty cycle 
corresponding to maximum power point is generated by using the Hill climbing algorithm (Hill 
climbing algorithm implemented in association with traditional PI controller is described in 
Methodology). P&O algorithm is also popular and can be used with traditional PI controller. 
However, P&O algorithm is only slight variation from Hill climbing method and offers same the 
same strengths and drawbacks. For this reason P&O algorithm is not utilized in this thesis.   
The feature of this thesis is the analysis of fuzzy logic based MPPT. In Fuzzy logic 
algorithm data is  represented in a way that is  not “precise”, but in a way which depends on 
degree of truth. The fuzzy logic controller has uses two inputs and one output for MPPT 
application. The two inputs are: error (dP/dV) and change in error ∆(dP/dV). The output is the 
duty cycle control for the DC-DC converter. In  hardware realization, the inputs is calculated 
using the sensed PV array voltage and current sensors. Study in this thesis is limited to 
simulations where the V array voltage and current operating point is extracted from I-V/P-V 
curves. For visualization the partial hardware model of fuzzy logic base controller is depicted in 
figure 29.  
The fuzzy logic controller then fuzzifies the inputs, processes data in the inference engine 
using fuzzy rules and de-fuzzifies the output to compute the duty cycle. Fuzzifaction involves 
creating membership function for each input and the output. This type of controller deployed is 
called the Mamdani fuzzy logic controller. Fuzzy rules is evaluated for two antecedents of the 
two inputs. 
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Figure 29 Partial Hardware model of fuzzy logic base controller 
 
Antecedents for each rule is also generated and fuzzy operator is used to obtain a single number 
called truth value. Truth value is applied to the output membership function to generate a rule 
membership function. Rule membership function is further processed to generate an output fuzzy 
set. In De-fuzzification, the output fuzzy set is converted into a real number using the center of 
gravity technique. This real number is the final output and the duty cycle. The effectiveness of 
the fuzzy controller depends largely on the skill of the designer in crafting the mathematical 
model and membership functions. Literature review points that the fuzzy logic is reputed for 
generating output at a quicker response time than traditional PI based hill climbing algorithm. 
The two methods used in this research to deploy conventional MPPT are Traditional PI 
controller based on hill climbing algorithm and Fuzzy logic algorithm. As discussed in Literature 
review both methods assume the use of only single maximum power point peak in the P-V 
characteristics curve which determines the ideal operating point. Conventional MPPT cannot be 
used for partial shading conditions because variables shading is known to cause multiple 
maximum power point peaks as depicted in figure 27 of literature review. Modern MPPT 
technique for tracking global maximum point among multiple peaks curves requires advanced 
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methods such as GMPPT using equilibration algorithm, Particle Swarm Optimization (PSO) 
method, and direct search algorithm. GMPPT proposes an extension to the conventional hill-
climbing method or P&O method. The proposed algorithm has been developed such that it tracks 
GMPP under any operating condition under two stages : 
 A global search with a large perturbation size 
 Local peak search using Equilibration algorithm 
 
The second method is the PSO method which uses centralised controller to control 
voltage of each module. In this approach, each module voltage keeps an updating memory of its 
own best position and uses this information to update its next position. The iterations continue 
until all voltage converge to positions corresponding to the global maximum. The third method 
for partial shading conditions in this paper (K Gupta 2017) is the dividing rectangles search 
method. Dividing Rectangles, is a non-derivative, sampling optimization algorithm. Dividing 
Rectangles is a subdividing algorithm that samples points in a given domain and then improves 
the search domain at each iteration based on the function values at the sampled points. It will 
always find the global maximum of a function within a given domain (adsb85 2012).  
US states have enforced law on growing tress that would bring shading on neighbour’s 
properties. In many locations, where no such regulation sis passed, communication and 
compromise between neighbours stop making changes that would affect shading on neighbour’s 
properties. Because of this reason, combined with rarity of partial shading effects on residential 
grid connected PV site, the proposed research shall only consider ambient temperature and solar 
irradiance as the significant environmental parameters affecting the solar cell power output. The 
literature review points that P&O, Hill Climbing, incremental conductance method all suffer 
from oscillations around maximum power point for larger sampling time and slow response for 
smaller sampling time. In contrast, fuzzy logic based controller offer faster response, less 
fluctuation in rapidly changing environmental conditions and high accuracy (Kargarnejad, 
Taherbaneh & Kashefi 2013). Thus, the feature of this thesis use fuzzy logic as optimal 
algorithm for extracting maximum power from PV. 
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The literature review shows that popular MPPT is performed using Hill climbing 
methods and P&O method (slight variation of hill climbing method). In this thesis traditional PI 
controller based hill climbing method is also implemented so that strengths of fuzzy logic 
algorithm MPPT can be compared and analysed. Literature review shows that the major defect of 
Hill climbing algorithm is voltage fluctuation for larger sampling iterations and slow response 
for smaller sampling interactions. By using fuzzy logic algorithm instead of Hill climbing 
method, MPPT tracking response is faster and accuracy is superior. This is the motivation behind 
using Fuzzy Logic as MPTT in this  research. Furthermore there is a knowledge gap in the 
literature where fuzzy Logic based MPPT has not been tested for a realistic 2.5 kW PV array 
connected grid.  
A survey of this literature points to simulations only performed for solar cell and grid 
disconnected modules. These papers in literature (Kargarnejad, Taherbaneh & Kashefi 2013; 
Salmi et al. 2012; Sera, Teodorescu & Rodriguez 2007; Sinha, Mekala & Samantaray 2010) 
shows I-V characteristics of solar cell obtained from one diode model based methods. Two cited 
papers (Kargarnejad, Taherbaneh & Kashefi 2013; Sinha, Mekala & Samantaray 2010) use one 
diode model to study I-V characteristics but also extend their scope to study maximum power 
point tracking in grid connected system. Like the cited papers, my proposed research will study 
I-V characteristics of solar cell using one diode model, but also extend their scope to study 
maximum power point tracking using fuzzy logic in grid connected system. Both studied 
literature conduct analysis for single solar panel. Study has detected gap in literature and hence 
analysis in this thesis will be done for a realistic residential  connection with 2.5kW rating and 
PV array of multiple solar panels arranged in 8 x 2 matrix. Another area of research that has been 
explored is to see fuzzy logic based MPPT algorithm is suitable for voltage and frequency 
tolerance as per utility grid requirement. Thus, MPPT algorithms studied in this thesis is 
analysed such that it is tested as per utility grid requirement. This analysis is performed in 
presence of PWM controlled linear voltage regulator as explained earlier. The PWM controlled 
linear voltage regulator is not implemented as hardware, nonetheless the PWM duty cycle is 
considered and analysed such than output of inverter functions within tolerance level. Based on 
this discussion DC link voltages generated by fuzzy logic algorithm and hill climbing based 
MPPT converter is analysed to see whether it will be usable on the next stage (DC-AC Inverter) 
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without compromising grid voltage tolerance requirements. In relation to MPPT analysis the 
following aims of the  research questions are posed for clarification: 
 Establish if fuzzy logic algorithm and hill climbing algorithm based MPPT will work in 
wide range of temperature at fixed irradiance. 
 Establish if fuzzy logic algorithm and hill climbing algorithm based MPPT will work in 
wide range of irradiance at fixed temperature. 
 Establish if DC link voltages generated by fuzzy logic algorithm and hill climbing 
algorithm based MPPT converter will be usable on the next stage (DC-AC Inverter) 
without compromising grid voltage/frequency tolerance requirements. 
In addition to fuzzy logic algorithm, various synchronization algorithm are analysed which 
allow the output of inverter to be in synch with the grid. In this thesis the algorithms of 
synchronization come under two topologies: PLL filter and RDFT filter. The other two filter 
outlined in Literature review are zero crossing detector and Kalman algorithm.  
Traditional Zero crossing detector uses hardware. The hardware is a comparator implemented 
using an op-amp with a positive feedback. This op-amp configuration produces an output that 
feeds a hardware to reset the inverter so that output is in sync with grid. The drawback of zero 
crossing detector is it produces impulse noise so the purely hardware based detector is obsolete. 
Impulse noise can be eliminated in zero crossing detector if its uses modern hardware-firmware 
hybrid approach as demonstrated in this paper (Amanci 2010). Because of complexity and cost 
of hybrid design, zero cross detector is not analyzed in this thesis.  Linear Kalman filter is used 
to produce processed signals synchronized to the grid. Kalman filter uses algorithms based on 
state space models. A state space model is built around set of state variable made up of matrices. 
Linear Kalman filter used is state evolution (predicting next output sequence from current 
sequence) and measurement processes. Linear Kalman filter is good at rejecting measurement 
noise however in this type of filter there is compromise between noise rejection and transient 
response (Cardoso et al. 2008).  
Because of problems with above synchronization methods a RDFT filter is chosen. 
RDFT filter based synchronization method is known to have excellent transient response i.e. 
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catches grid phase very quickly. The implementation of RDFT filter in this research will also 
point to other benefits or drawbacks. This gap will contribute to significance of research in area 
of synchronization topologies. RDFT filter is a variant of Fourier series based filter. A Fourier 
series based filter is based on Fourier series mathematics frequency selective bandpass filtering. 
Modified RDFT filter addresses the problem of phase error between the output of the inverter 
and the grid voltage by using extra compensation algorithms. Conventional PLL consists of 
Phase detector, loop filter and a VCO (Voltage Control Oscillator) with negative feedback. The 
phase detector is where grid reference is compared to output of the inverter. Convectional PLL is 
analyzed based on phase detector based on two types: complex mathematic and phase 
subtraction. Furthermore, complex mathematics and phase subtraction methods are implemented 
to model PLL for both direct I and direct II Infinite impulse response (IIR) type filters. A 
comparison of performances of conventional PLL and RDFT filter is also performed.    
The MPPT algorithms of DC-DC converter stage and the synchronization algorithm of 
DC-AC stage are analysed in this paper. The feature of this study will implement fuzzy logic 
based MPPT algorithm where most of the research and analysis is performed. In this context, the 
research question is formulated as “How can we model the effect of ambient temperature, solar 
irradiance and  inverter equipment on requirements of a residential solar inverter connected 
power grid using fuzzy logic MPPT.”  The primal model for research question is shown in 
Figure 1.  
The output of inverter is connected to single phase of grid. For three grid connected PV 
systems the single phase inverter output is connected in three phase grids in tandem such the 
electricity injected to three phase grid is balanced. 
3.2 Conclusion of Chapter 
Research focusses on DC-DC converter based MPPT and synchronization algorithms. 
MPPT is accomplished through varying duty cycle of a Buck Boost DC-DC converter topology. 
MPPT and synchronization is simulated separately, in presence of PWM controlled voltage 
regulator. The hardware realization of H-bridge MOSFET DC-DC inverter and PWM controlled 
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voltage regulator is outside the scope of this thesis. The research looks to establish whether fuzzy 
logic and traditional PI controller hill climbing algorithm works under fixed conditions. The 
research will find limitations and strengths of algorithms in grid connected solar inverter 
application. In addition to fuzzy logic algorithm, various synchronization algorithm are analysed 
which allow the output of inverter to be in synch with the grid. In this thesis the algorithms of 
synchronization come under two topologies: PLL filter and RDFT filter. Simulation will find out 
how quickly the output of the PLL tracks the grid. 
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Chapter 4: Methodology 
4.1 Overview 
The first step to implement MPPT is to obtain I-V characteristic curves for different irradiance 
and temperature. This research will utilize 5 parameter, one diode model solar cell equations 
presented in chapter 2. The unknown 5 parameters are obtained. Kyocera KC200GT is selected 
as the solar panel of choice. Once I-V characteristic curves are obtained, P-V curve is obtained 
by multiplying current and voltage (product of current and voltage is power) and R-V 
characteristic curve is obtained by dividing voltage by current ( dividing voltage by current gives 
resistance). The second step to implement MPPT is to derive duty cycle in terms of input 
resistance and load resistance. The numerical value of input resistance is found from R-V 
characteristic curve simulation. The numerical value of load resistance is the grid on resistance 
which is equal to 50 ohms. The duty cycle of MPPT is found by analysing the impedance 
matching model. The theory behind impedance matching model is that when input resistance is 
equal to load resistance them maximum power transfer occurs from source to load. The primary 
impedance matching equation is presented as equation 4.7. This equation is based on a DC-DC 
converter shown is Figure 30.  
The duty cycle of the DC-DC converter MOSFET is varied to adjust the power flow. The 
third step to implement MPPT. There are two algorithms analysed in this thesis  One algorithm is 
the application of fuzzy logic mathematics. This is the heart of the research. This fuzzy logic 
MPPT is based on Mamdani fuzzy logic mathematics with 2 inputs and 1 output. The output is 
obviously the duty cycle while the inputs are Error and Change in Error. The crisp input Error 
and change in Error is obtained from I-V/P-V/R-V curves. Then the inputs are fuzzified, then go 
through fuzzy logic process called Inference engine. 
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Figure 30 Diagram of a conventional Buck-Boost Converter 
 
Then the output is de-fuzzified into crisp output. The crisp output is the duty cycle 
feeding the DC-DC converter MOSFET. Another algorithm that is compared to fuzzy logic 
based mathematics is PI controller based Hill climbing method. The maximum power point 
voltage is tracked for maximum power transfer through the DC-DC converter stage. The output 
of DC-DC converter tracks the input to PI controller reference voltage. The hill climbing method 
perturbs the voltage of PV array until maximum power transfer occurs. In physical hardware 
application, the inputs are voltage and current of PV array, the output is duty cycle. This thesis is 
only limited to simulations. In simulation model the DC-DC converter Buck Boost stage is 
represented by the s-domain transfer function.  
After the DC-DC converter stage, an H-bridge inverter model is applied to obtain the AC 
signal that feeds into the utility grid. H-bridge inverter is used because it is the only single phase 
switching inverter (other switching inverters are simply variants of this topology). From the 
literature, the H-bridge inverter achieves synchronization by employing DSP to switch and vary 
duty cycle of the  gate of four H-bridge MOSFETS. The switching signal is produced by 
employing a digital filtering based synchronization using conventional  phase locked loop and 
Fourier series. The phase locked loop filter is used because it is mid-way between complexity 
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and ease of implementation. Fourier series filter is used because of its ability to synchronize 
signals in quick cycles and supress harmonics. Both phase locked loop and Fourier series filters 
are applied using IIR (Infinite Impulse Response) filters. The advantage of IIR filters over FIR 
filters is that IIR filter works fasters and require fewer coefficients. IIR filter consists of two 
forms, Direct form I and Direct form II. Both these forms are applied to phase locked loop based 
filter. In addition the phase locked loop filter is analyzed for filter phase detector based on both 
complex mathematics and phase subtraction. The Fourier series filter is based on RDFT 
algorithm which works fast but produces ripples. The ripples are filtered out using moving 
average filter. 
4.2 Simulation 
4.2.1 Simulation of I-V/P-V/R-V Characteristics 
The following 4 equations are used for simulation (Ross Jr 1980; Salmi et al. 2012): 
𝑇 = 𝑇𝑎𝑚𝑏 + (𝑁𝑂𝐶𝑇 − 20)]
𝛽
800
            (4.1)  
𝐼𝑝ℎ = [𝐼𝑠𝑐 + 𝐾𝑖(𝑇 − 298)]
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            (4.2)   
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𝑅𝑠ℎ
)                            (4.4)  
β (solar irradiance) and Tamb (ambient temperature) are respectively given  in W/m
2
 and 
°C input by the user. All other remaining parameters (exception of variables V and I) is already 
known or available in literature/datasheets for a given solar panel brand (Kyocera KC200GT is 
chosen for this thesis). This leaves two unknown variables: V (voltage supplied by the solar 
array) and I (current supplied by the solar array). Using Equation 4.4 and unknown variables V 
and I, a plot is generated in Matlab permitting a software representation of solar panel V-I 
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characteristics curve. Equation 4.4 is an extension of the common solar cell equation (Salmi et al. 
2012). Additional parameters used in Equation 4.4 are: Nm (total cells in a panel), Ns (number of 
series panel in a solar array) and Np (number of parallel levels in a solar array). Extending from 
solar cell equation to solar array equation permits a full software representation of V-I 
characteristics for any residential solar configuration. Matlab creates V and I vectors for further 
software analysis. Multiplying V vector with I vector gives P (power) vector. Dividing V vector 
by I vector gives R (resistance) vector. Thus all the characteristics curves (V-I/P-I/R-I) are 
created. 
4.2.2 DC-DC Converter and equivalent resistance matching 
model 
The chosen DC-DC converter is the conventional Buck-Boost shown in figure 30. The choice of 
conventional Buck-Boost converter over the variant Buck-Boost is because the duty cycle of 
conventional buck boost converter is represented by single equation. This enables 
implementation of symmetrical duty cycle membership function for fuzzy logic controller and 
decreases design complexity. In contrast the variant Buck-Boost converter requires two 
equations to represent its duty cycle. 
The duty cycle of conventional Buck-Boost Converter in continuous current mode is given by: 
𝐷𝑢𝑡𝑦 𝐶𝑦𝑐𝑙𝑒 (𝐷) =
𝑉𝑜𝑢𝑡
𝑉𝑜𝑢𝑡−𝑉𝑖𝑛
             (4.5) 
The ratio of DC currents and voltages are related by: 
𝐼𝑜𝑢𝑡
𝐼𝑖𝑛
=
𝑉𝑖𝑛
𝑉𝑜𝑢𝑡
               (4.6)  
         
The duty cycle of the DC-DC converter will be varied in such a way as to match the 
equivalent load resistance seen by the solar panels so that solar panel operates in maximum 
power region of P-I curve. Figure 31 shows the equivalent resistance seen by the solar panels. 
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Figure 31 Diagram of an Equivalent resistance circuit seen by the Solar panels 
 
With the aid of Figure 31 and  rearranging terms in equation 4.5 and 4.6, the duty cycle 
of the Buck-Boost Converter is also given by (Ortiz-Rivera 2008): 
𝐷𝑢𝑡𝑦 𝐶𝑦𝑐𝑙𝑒 (𝐷) =
√𝑅𝐿𝑜𝑎𝑑
√𝑅𝐿𝑜𝑎𝑑+√𝑅𝑒𝑞𝑢𝑖𝑣
            (4.7)  
This is an extremely useful equation when it comes to designing the duty cycle 
membership function for a fuzzy controller. 
4.2.3 PI controller based Hill climbing method 
PI controller is used in control system such that the output of the DC-DC converter follows the 
reference voltage. The output of the DC-DC converter is compared with reference voltage to 
create error. The proportional part of the controller amplifies the error. The integral part of the 
controller alters the signal such that output is increased or decreased depending on error. If error 
signal is low then voltage is increased, if error signal is high error is decreased to regulate output 
of DC-DC converter. This way the output of DC-DC converter always follows the reference 
voltage set by Hill climbing algorithm. The PI controller-controlled system diagram is shown 
below: 
out
out
load
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R 
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−
+
Vout
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Figure 32 Diagram of PI controller-controlled system diagram (Adapted from (Duong et al. 2017)) 
 
The function G(s) is s-domain input output related transfer function of DC-DC Buck 
Boost converter. The transfer function is given by: 
𝐺(𝑠) =
(1−𝐷)𝐷
𝐿𝐶 𝑠2+(
𝐿
𝑅𝐿𝑜𝑎𝑑
)𝑠+(1−𝐷) 
             (4.8) 
The parameters inductance (L) and capacitance (C) in figure 30 are calculated as 2.5 mH 
and 100uF. The resistance (RLOAD) in figure 30 is calculated as 100 ohms. The load resistance 
consists of 50 ohms for LC filter and 50 ohms for on grid resistance. With the new parameters, 
the transfer function is given by: 
𝐺(𝑠) =
(1−𝐷)𝐷
0.00000025 𝑠2+0.000025 𝑠+(1−𝐷) 
            (4.9) 
For irradiances from 400 W/m
2
 to 1000 W/m
2
 and temperature of 25 deg C, the duty 
cycle for maximum power transfer ranges from 0.64 to0.75. The duty D is adjusted in equation 
4.9 for maximum and minimum duty cycle ranges. The maximum and minimum duty cycle 
ranges is obtained by finding maximum point voltage during maximum power transfer maxima 
in P-V and I-V curves. The next step is to tune the PI controller-controlled loop to find 
parameters kp and ki. We use the Ziegler’s Nicholson method in Simulink to do this. Before 
tuning, it’s important to know there are three systems: damped, underdamped or critically 
damped. Underdamped systems are the most practically used. They reach the desired steady state 
with limited overshoot. Even though there is overshoot in overdamped tuning, there is sufficient 
damping to bring the system to the desired steady state. Critically damped systems are good 
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theoretically but are not possible to achieve in practical use. Critically damped is aimed for 
perfect condition, in practical use it always results in either overdamped or underdamped system. 
Underdamped system is free of oscillation but does not reach desired steady state. Thus 
overdamped system tuning is optimum which is done according to Ziegler’s Nicholson method:  
Ziegler’s Nicholson method 
 Reduce the integrator gain to 0. 
 Increase Kp from 0 to some critical value at which sustained oscillations occur and output 
is equal to voltage reference.  
 Proportional gain is fixed while integral parameter ki is increased. 
The control loop is drawn in Simulink as per figure 32. The scope measures the step input 
and output waveforms. 
In the next step the Hill climbing algorithm is implemented in matlab. In this algorithm the 
present voltage and present current of PV array is sensed. Present power is calculated and 
previous power is stored in element of vector. Similarly, previous voltage is stored and present 
voltage is perturbed. If change in power is positive then voltage perturbation is increased, if 
change in power is negative then voltage perturbation is decreased. This way the present voltage 
is always driven to maximum power point. This voltage is the reference voltage to PI controller 
control loop. The duty cycle corresponding to reference voltage is used for control of DC-DC 
converter.  
4.2.4 Fuzzy logic controller 
The preferred method of switching the duty cycle of the MOSFET is a specialised DSP 
hardware. Instruction in DSP will use fuzzy logic controller which is represented in and is 
simulated with a matlab program. Thus the output of the fuzzy logic controller is D (duty cycle). 
The Mamdami fuzzy controller deployed is shown in Figure 33. The fuzzy logic controller 
consists of fuzzification, Inference and De-fuzzification. The inference is where fuzzy rules is 
set. 
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Figure 33 General diagram of a Mamdani fuzzy controller 
 
Fuzzification 
The fuzzy logic controller is used to track the output voltage due to the changing environmental 
conditions like radiation and temperature. The fuzzy controller will do this by varying the PWM 
duty cycle of the DC-DC converter. Thus the proposed inverter will have 2 inputs and one 
output. The inputs will be error (dp/dv) and change in error ∆(dp/dv)  and the output will be the 
duty cycle D of the inverter.  
The membership functions of each input is created in fuzzification part. These 
membership functions are built from the crisp input data available from P-V characteristic curve 
simulation in Matlab. The typical shape of P-V curve for a given temperature and solar 
irradiance is shown in Figure 34. This type of curve is generated for different temperature and 
solar irradiance under maximum power point tracking limits (limits:430 – 1000 W/m2, Ns 
selected for maximum solar panel Voc rating of 600V, centered at T=25°C, Ns-8 Np =2). 
The curves are then sectioned into four zones as shown in figure 34 and slope dP/dV 
computed for each zone. The maximum numerical value of each slope is selected for sections 1, 
3 and 4. For section 2, the numerical slope of 0 is selected. These sections are created for each 
error membership functions. The maximum numerical values for each section is presented in 
Table 3: 
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Figure 34 Typical P-V curve with sections 
 
Table 3 The maximum numerical values of error (dP/dV) for each section 
Section 1 Section 2 Section 3 Section 4 
17 0 -19 -80 
Positive (P) Zero (Z) Negative Small (NS) Negative Big (NB) 
 
From the above figure, the input membership functions for error are constructed in Figure 
35 and Figure 36: The second input membership function is for change in error (dP/dV(k+1) – 
dP/dV(k)). The membership function constructed with percentage change in error is shown in 
Figure 4.6. This is created by dividing into 5 convenient membership function: PB, PS, Zero, NS 
and NB. 
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Figure 35 Fuzzy Input Membership function error (dP/dV) 
 
 
Figure 36 Fuzzy Input Membership function: change in error (∆dP/dV) 
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The final membership function is constructed for output (Duty cycle), centered at 25°C 
for β limits 400-1000W/m2 the duty cycle is computed using equation 4.7. The combined on grid 
impedance and LC filter characteristic impedance is 100 ohms. The equivalent resistance for 
given conditions for maximum power is retrieved from P-V/R-V curves. The Table 4 
summarizes parameters for the fuzzy controller design: 
Table 4 Duty ratio Calculation for output membership function 
Radiation  
Input Voltage (V) Rin (Ω) Duty Ratio 
DC Link 
Output 
Voltage (V) 
(W/m
2
) 
1000 168 11.25 0.75 501 
900 173 12.85 0.74 483 
800 178 14.86 0.72 458 
700 182 17.27 0.71 438 
600 186 20.52 0.69 411 
500 190 25.13 0.67 379 
480 191 26.35 0.66 372 
460 192 27.68 0.66 365 
440 193 29.13 0.65 358 
420 193 30.41 0.64 350 
The duty ratios (0.65-0.75) are expanded to 0.61-0.79 by tuning and sectioned into 5 output 
membership functions as shown in Table 5: 
Table 5 Duty cycle membership function numerical values 
Section 1 Section 2 Section 3 Section 4 Section 5 
0.61 0.66 0.71 0.075 0.79 
Lower (L) 
Lower Middle 
(LM) 
Middle (M) 
Upper Middle 
(UM) 
Upper (U) 
 
  
 89    
The output duty membership function is shown in Figure 37:  
Figure 37 Duty cycle membership function 
Mamdani Inference engine 
In the proposed research, Mamdani fuzzy controller will be deployed as shown earlier in figure 
33. This controller has the Inference engine where the number of rules will be evaluated for two 
antecedents (of two inputs). The fuzzy rule used here is presented in table 6. If a given rule has 
antecedents, the fuzzy operator (AND combined with root sum square) is used to obtain a single 
number (called truth value) for each rule. This single number (truth value) is applied to the 
output membership function to generate a rule membership function. 
  
Then scaling is used to correlate rule membership function with truth value. The scaling 
does not lose mathematical information compared to clipping (clipping is another technique 
commonly used). The final step in the Mamdani Inference engine is aggregation, which is a 
process of unification of output of all rules. All the membership function of all the rule 
consequents previously scaled is combined into a single output fuzzy set. 
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Table 6 Table describing Fuzzy Rules 
 
The error (dp/dv) in table 6 influences direction (denoted by sign) and how quickly the 
optimum point is moving (denoted by magnitude) in P-V curve shown in figure 34.. The change 
in error ∆(dp/dv) influences whether optimum point is accelerating or de accelerating. 
De-fuzzification 
This is the last step of the fuzzy inference system. Fuzzy inference helps us evaluate the rules, 
but the final output has to be a crisp number converted from output fuzzy set. The centroid de-
fuzzification finds a point representing a center of gravity of fuzzy set A on interval [a,b] as 
shown on Figure 38. 
Mathematically, COG (Centre of Gravity) can be expressed as: 



b
a
b
a
dxxuA
xdxxuA
COG
)(
)(
                                                                                                         (4.10) 
                 
∆Error=> 
dP/dV 
NB NS Zero PS PB 
NB Upper Upper Upper Middle Middle 
NS Upper Upper Upper Middle Middle 
Lower 
Middle 
Zero Upper Upper middle Middle 
Lower 
Middle 
Lower 
Positive Middle Lower Middle Lower Middle Lower Lower 
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      uA 
 
     a               b       X   
Figure 38 Centre of Gravity of output fuzzy set A over interval [a,b] 
          
4.2.5 DC to AC Inverter 
A typical DC-AC consists of MOSFET H-bridge deployed with Sinusoidal PWM controlled by a 
control circuit. An LC low pass filter  will remove the high frequency component  from the 
waveform. The DSP is deployed as  a control circuit. A software digital PLL filter is developed 
in a DSP architecture to accomplish synchronism with grid signal. The method of development 
of IIR (Infinite Impulse Response) digital PLL filter is discussed in this section. Four variations 
of the filter are compared. 
Direct form II Infinite Impulse Response filter based on complex mathematics 
The control loop of this method is shown in Figure 39. F(s) comprises of a low pass filter 
and a VCO (voltage controlled oscillator). The conjugate and argument with multiplier forms the 
phase detector. The close loop phase transfer function of PLL is given by second order 
differential equation as shown in equation 4.9: 
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Figure 39 Control diagram of Phase Locked Loop based on complex mathematics 
 
𝐻𝛳(𝑠) =
ø′(s)
ø(s)
 =
Kp s+(
Kp
Ti
)
𝑠2+Kp s+(
Kp
Ti
)
          (4.11) 
The above s-domain transfer function is converted to digital domain (z-domain) using bilinear 
transformation. The z domain transfer function is shown in equation 4.12: 
𝐻(𝑧) =
b0 + b1 z-1 + b2 z--2
1 + a1 z-1+ a2 z--2
                                             (4.12) 
Where, b0, b1, b2, a1 and a2 are coefficients of z domain transfer function. The above 
form in equation 4.12 is realized as a direct form II IIR digital filter as shown in Figure 40. The Matlab 
program is based on above IIR filter orientation. The Z
-1
 represents 1 sampling time delay. 
Therefore the filter is programmed so that v0 is pushed to v1 and v1 is pushed to v2 for each 
progressive sample. 
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Figure 40 Direct form II IIR digital filter 
 
Direct form I Infinite Impulse Response filter based on complex mathematics  
The above form in equation 4.12 is realized as a direct form I IIR digital filter shown in Figure 41: 
 
Figure 41 Direct form I IIR digital filter 
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The Matlab program is based on above IIR filter orientation. The Z
-1
 represents 1 
sampling time delay. Therefore the filter is programmed so that Ø’ is pushed to v1 and v1 is 
pushed to v2 each progressive sample. Further ∆Ø is pushed to x1 and x1 is pushed to x2 each 
progressive sample. 
Direct form I IIR filter based on phase subtraction 
The control loop of  this method is shown in Figure 42. 
 
Figure 42 Control diagram of phase locked loop based on phase subtraction 
 
The output phase is subtracted from the input phase to get phase error by inverse trigonometric 
functions. This method uses the same Direct I IIR filter is used as shown on figure 41.  
Direct form I Infinite Impulse Response filter based on Recursive Discrete 
Fourier Transform  
Equation 4.13 is called the Recursive Discrete Fourier Transform filter and is used to estimate 
the spectral content of signal v(t). The kth harmonic term is given by (Lee & Cha 2017): 
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vk (n) = vk (n − 1) + [ v(n) −  v(n − Ts) ] exp (− j2πk (n − 1) / Ts)       (4.13) 
Expanding the exponential term exp (-jx)  = cos (x) - j sin (x) and for first nth term in sequence: 
vk (n) = vk (n − 1) + {[ v(n) −  v(n − Ts) ] x [cos (j2πk -(n − 1) / Ts)  +  j  sin ( j2πk -(n − 1) / 
Ts)]}                                                (4.14) 
For k=1, n=1;  
v k(1) = v (1) cos(j2π/N( - (n − 1)))  -  v(n - N) cos (j2π/ N (-(n − 1)))  +  v (1) sin (j2π/ N(-(n − 
1)) -  v(n  - N) sin (j2π/ N (-(n − 1)))                                                                              (4.15)                  
-u(-n-1) is transformed into z domain (1/1-z
-1
) which is implemented on –v(n-N) results in 
control loop of  this method shown in Figure 43: 
 
Figure 43 Control diagram of Recursive Discrete Fourier Transform filter 
 
Where, 
V[N] is input signal to filter 
V’[N] is output signal from filter 
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N is sample index 
Ts is Total number of samples 
 
The output signal v’[N] synchronizes with input signal v[N]. The delay element z-1 in the 
above diagram means an IIR filter is used to transform the discrete transfer function 1/(1-z
-1
).  
The output may produce ripples which is dealt by smoothing the signal using a moving average 
filter. 
4.3 Conclusion of Chapter 
Equations 4.1 to 4.4 is important in matlab to produce I-V/P-V/R-V solar characteristic curves. 
The methodology covers design solutions for PI controller based hill climbing method and, PLL 
and RDFT synchronization methods. PI controller based hill climbing method involves a 
traditional PI controller which parameters are tuned in a closed loop control using Ziegler’s 
Nicholson method. The reference voltage is regulated using hill climbing voltage perturbation 
technique to achieve MPPT. The methodology for fuzzy logic algorithm is to begin 
implementation a fuzzy logic controller. The solar characteristics curves and the duty cycle 
equation of DC-DC Buck Boost converter empirical model is adapted in fuzzy logic controller. 
With 2 input membership functions and 1 output membership function, when input is fed the 
adjusted output is the duty cycle. Two generic synchronization design methods are discussed in 
this chapter: PLL and RDFT. The PLL is simulated by creating a mathematical operational 
control  loop. The RDFT is designed using Fourier series mathematics.  
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Chapter 5:  Results and Discussion 
5.1 PI controller based hill climbing method 
PI Controller is tuned using Ziegler’s Nicholson method. The Simulink tuning yields results as 
follows: Kp = 1.5; Ki =10. The step response (yellow) is shown in figure 44 below: 
 
Figure 44 Unit step response of PI controller based method 
 
5.2 DC-DC Fuzzy Logic converter 
Before the MPPT and synchronization algorithms are discussed, the analysis of choice between 
DC-DC boost converter and DC-DC buck boost converter is presented. The duty cycle versus 
dP/dV curve is shown in figure 45 for both DC-DC Buck Boost (blue) and DC-DC Buck Boost 
(red): 
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Figure 45 Duty cycle vs dP/dV for DC-DC Buck Boost (Blue) and DC-DC Boost (Red) 
 
DC-DC Buck boost topology (blue) is more linear than DC-DC Boost stage (red). Thus DC-DC 
Buck boost topology is chosen. Table 7 and Table 8 for hill climbing method is shown below. 
Table 7 Tracking Error (%) for various Temperature and Irradiance with  hill climbing  MPPT for small sampling 
tine 
0.00
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D
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dP/dV 
DC-DC Buck Boost and DC-DC Boost 
curves 
Curves 
Irradiance 
(W/m
2
) 
Temp Pout (W) 
Pmax 
Error (%) (theoretical 
(W)) 
1 746 39 1847 1847 0.0 
2 781 37 1939 1939 0.0 
3 600 44 1496 1496 0.0 
4 901 35 2184 2184 0.0 
5 946 41 2168 2168 0.0 
6 776 21 2134 2134 0.0 
7 850 25 2330 2332 0.1 
8 1000 32 2395 2395 0.0 
9 455 38 1220 1220 0.0 
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Figure 46 and Figure 47 shows Power Transfer Curve for arbitrary points. This shows 
that the PI controller hill climbing MPPT is excellent at tracking. For 1 out of 9 arbitrary points 
with small sampling sequence the error for this method is 0.1%. For rest of the arbitrary points 
for a small sampling sequence the error is 0.0%. For all arbitrary points with larger sampling 
sequence the error ranges from 0.0 to 4.2% 
Table 8 Tracking Error (%) for various Temperature and Irradiance with  hill climbing  MPPT for larger sampling 
time 
Curves 
Irradiance 
(W/m
2
) 
Temp Pout (W) 
Pmax 
Error (%) (theoretical 
(W)) 
1 746 39 1772 1847 4.2 
2 781 37 1868 1939 3.8 
3 600 44 1443 1496 3.7 
4 901 35 2177 2184 0.3 
5 946 41 2163 2168 0.2 
6 776 21 2129 2134 0.2 
7 850 25 2227 2332 4.7 
8 1000 32 2392 2395 0.1 
9 455 38 1220 1220 0.0 
 
 
 
 
 
Figure 46 Power Transfer Curve for PI controller hill climbing MPPT with small sampling sequence (blue curve 
superimposed into red curve) 
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Figure 47  Power Transfer Curve for PI controller hill climbing MPPT with larger sampling sequence (blue curve is 
actual power,; red curve  is theoretical power) 
 
Table 9 shows Power Transfer Curve for arbitrary points. This shows that the fuzzy MPPT is 
excellent at tracking. 
Tables 10 to 19 show Error for different irradiances at fixed temperature ranging from 
0
°
C to 45
°
C. The error never exceeds 10%. Table 20 shows simulation results for Fuzzy Logic 
MPPT fixed at 1000 W/m
2 
for a range of temperatures. The error never exceeds by 1.98%. 
Figure 48 shows Power Transfer Curve for arbitrary points. This shows that the Fuzzy logic 
MPPT is excellent at tracking. For all arbitrary points the error ranges from 0.0 to 5.5%. 
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Table 9 Tracking Error (%) for various Temperature and Irradiance with  fuzzy MPPT 
NaN – indicates Not a Number (Simulation error) 
 
 
Figure 48 Power Transfer Curve for Fuzzy Logic MPPT for arbitrary point 
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Curves 
Curves 
Irradiance 
(W/m
2
) 
Temp Pout (W) 
Pmax 
(theoretical 
(W)) 
Error (%) 
1 746 39 1843 1847 0.2 
2 781 37 1926 1939 0.7 
 3 600 44 1494 1496 0.1 
4 901 35 2165 2184 0.9 
5 946 41 2168 2168 0.0 
6 776 21 2110 2134 1.1 
7 850 25 2204 2332 5.5 
8 1000 32 2376 2395 0.8 
9 455 38 NaN 1220 N/A 
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Table 10 Simulation Results for Fuzzy Logic MPPT fixed at 0°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2903 2918 0.5 
900 2679 2700 0.8 
800 2431 2464 1.3 
700 2199 2210 0.5 
600 1915 1937 1.1 
500 NaN 1647 N/A 
400 NaN 1339 N/A 
300 NaN 1013 N/A 
200 NaN 672 N/A 
100 NaN 319 N/A 
NaN – indicates Not a Number (Simulation error) 
 
The solar panels are simulated with 8 X 2 series parallel matrix Kyocera KC200GT panels (using 
IV/PV/RV curves from 5 parameter one diode model). The power rating of the solar panels are 
approximately 2.5 KW, a real residential scale single phase solar grid connected network. After 
the estimation of voltage, current, and resistance, the fuzzy logic controller is applied as 
described in Chapter 4. The inputs of the fuzzy logic controllers consist of error and change in 
error and output as duty cycle. The power transferred from solar panel to grid is calculated and 
shown in table 9. 
The 9 arbitrary points, comprising of solar irradiance (W/m2) and temperature (°C), show 
that the fuzzy logic controller is capable of tracking power at high accuracy. The absolute 
tracking error is between 0.4% - 1.4%. The result is excellent when compared to fuzzy logic 
model used in this paper (Algazar et al. 2012), where absolute tracking error ranges from 1.2% - 
6.2%. The formula for calculating Error in column 6 of Tables 7-9 is given by:  
𝐸𝑟𝑟𝑜𝑟 =
Pmax − Pout
Pout
  100%       (5.1) 
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Table 11 Simulation Results for Fuzzy Logic MPPT fixed at 5°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2808 2836 1.0 
900 2616 2626 0.4 
800 2364 2398 1.4 
700 2149 2151 0.1 
600 1880 1887 0.4 
500 NaN 1605 N/A 
400 NaN 1305 N/A 
300 NaN 988 N/A 
200 NaN 656 N/A 
100 NaN 312 N/A 
 
 
Table 12 Simulation Results for Fuzzy Logic MPPT fixed at 10°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2738 2754 0.6 
900 2531 2551 0.8 
800 2305 2331 1.1 
700 2082 2093 0.5 
600 1820 1837 0.9 
500 NaN 1563 N/A 
400 NaN 1271 N/A 
300 NaN 963 N/A 
200 NaN 639 N/A 
100 NaN 304 N/A 
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Table 13 Simulation Results for Fuzzy Logic MPPT fixed at 15°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2657 2672 0.6 
900 2462 2477 0.6 
800 2215 2265 2.2 
700 2025 2035 0.5 
600 1784 1786 0.1 
500 NaN 1521 N/A 
400 NaN 1237 N/A 
300 NaN 937 N/A 
200 NaN 622 N/A 
100 NaN 296 N/A 
 
 
Table 14 Simulation Results for Fuzzy Logic MPPT fixed at 20°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2562 2590 1.1 
900 2372 2403 1.3 
800 2151 2199 2.2 
700 1958 1976 0.9 
600 1734 1736 0.1 
500 NaN 1479 N/A 
400 NaN 1204 N/A 
300 NaN 913 N/A 
200 NaN 606 N/A 
100 NaN 289 N/A 
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Table 15 Simulation Results for Fuzzy Logic MPPT fixed at 25°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2508 2509 0.0 
900 2306 2330 1.0 
800 2119 2133 0.7 
700 1912 1918 0.3 
600 1684 1686 0.1 
500 NaN 1437 N/A 
400 NaN 1385 N/A 
300 NaN 1332 N/A 
200 NaN 1279 N/A 
100 NaN 1225 N/A 
 
 
 
Table 16 Simulation Results for Fuzzy Logic MPPT fixed at 30°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2421 2428 0.3 
900 2202 2256 2.4 
800 2062 2067 0.2 
700 1857 1860 0.2 
600 1627 1636 0.6 
500 NaN 1395 N/A 
400 NaN 1137 N/A 
300 NaN 862 N/A 
200 NaN 573 N/A 
100 NaN 273 N/A 
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Table 17 Simulation Results for Fuzzy Logic MPPT fixed at 35°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2315 2347 1.4 
900 2153 2183 1.4 
800 1990 2001 0.5 
700 1788 1802 0.8 
600 1581 1586 0.3 
500 NaN 1353 N/A 
400 NaN 1103 N/A 
300 NaN 836 N/A 
200 NaN 556 N/A 
100 NaN 265 N/A 
 
 
Table 18 Simulation Results for Fuzzy Logic MPPT fixed at 40°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2248 2266 0.8 
900 2092 2110 0.9 
800 1835 1936 5.2 
700 1741 1745 0.2 
600 1529 1536 0.4 
500 1265 1311 N/A 
400 NaN 1070 N/A 
300 NaN 811 N/A 
200 NaN 540 N/A 
100 NaN 257 N/A 
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Table 19 Simulation Results for Fuzzy Logic MPPT fixed at 45°C 
Irradiance  
Pout (W) 
Pmax 
Error (%) 
(W/m
2
) 
(theoretical 
(W)) 
1000 2179 2186 0.3 
900 NaN 2037 N/A 
800 1863 1870 0.4 
700 1671 1687 0.9 
600 1333 1487 10.0 
500 NaN 1270 N/A 
400 NaN 1036 N/A 
300 NaN 787 N/A 
200 NaN 523 N/A 
100 NaN 250 N/A 
 
Table 20 Simulation Results for Fuzzy Logic MPPT fixed at 1000 W/m2 
 
Temperature 
Pout (W) 
Pmax 
Error (%) 
(deg C) 
(theoretical 
(W)) 
50 2066 2107 1.98 
45 2166 2186 0.92 
40 2244 2266 0.98 
35 2322 2347 1.08 
30 2407 2428 0.87 
25 2507 2509 0.08 
20 2585 2590 0.19 
15 2650 2672 0.83 
10 2746 2754 0.29 
5 2815 2837 0.78 
0 2888 2918 1.04 
-5 2977 3000 0.77 
-10 3088 3083 -0.16 
-15 3148 3166 0.57 
-20 3236 3249 0.40 
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The results in table 10 to 19 show that MPPT tracking is very good within specified 
design range 600 W/m
2
 to 1000 W/m
2
. However the fuzzy logic is not able to cope with low 
irradiance conditions producing a simulation error NAN (Not a Number). This is because the 
solar dP/dV curve is very flat at low irradiance conditions and not close to empirical fuzzy 
membership models used in the matlab program. The results in Table 20 show that MPPT 
tracking is very good within specified design range with tracking error less than 2%. The 
tracking is considerably better for tracking error less than 30 deg C. Table 21 shows Output 
Voltage predicted by fuzzy model. The linear voltage control algorithm is used for voltage DC-
AC Inverter for analysis purposes. If distortion-free PWM maximum duty cycle of 0.55 is 
applied, then considering  the minimum output voltages of 411V, then grid voltage of 226V is 
achievable for irradiance at 600W/m
2
,  which is well within voltage tolerance of 230V(+10%, -
6%) with Australian Standard AS60038 and the maximum duty cycle of 0.55. Thus it is safe to 
say that DC-DC Converter fuzzy logic is compatible with linear voltage control algorithm based 
on DC-AC Inverter during irradiances of over 600W/m
2
. 
Table 21  Output Voltage predicted by fuzzy model 
 
 
 
 
 
 
 
 
Irradiance 
Input 
Voltage Rin Duty 
Output 
Voltage 
(rms) 
1000 167 11.25 0.75 500 
900 180 11.54 0.73 482 
800 183 11.85 0.72 459 
700 186 12.17 0.70 436 
600 184 12.50 0.69 411 
500 NaN 12.85 NaN N/A 
480 NaN 13.21 NaN N/A 
460 NaN 13.59 NaN N/A 
440 NaN 13.99 NaN N/A 
420 NaN 14.42 NaN N/A 
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5.3 DC-AC Inverter Synchronization 
Direct form II Infinite Impulse Response filter based on complex mathematics 
The result for the simulation is shown in Figure 49: 
 
Figure 49 Amplitude vs No of cycles for a Direct form II IIR filter phase locked loop 
 
The simulation shows amplitude in the y axis and number of cycles in the x axis. The differences between 
direct I form and direct II form is discussed below. 
Direct form I Infinite Impulse Response filter based on complex mathematics 
The result for the simulation is shown in Figure 50. The Direct form II takes 9 cycles to reach 
synchronism while the Direct form I also takes 9 cycles to reach synchronism. However, Direct II form 
causes overflow of variable v0 which has to be accurate up to 8-9 decimal places which means a long 
double variable representation is needed requiring larger memory when applied to an embedded 
hardware/firmware. In turn, the Direct I filter accuracy is up to 3-6 decimal places which means float data 
representation is enough requiring smaller flash memory in an embedded hardware/firmware. 
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Figure 50 Amplitude vs No of cycles for a Direct form I IIR filter phase locked loop 
 
Direct form I Infinite Impulse Response filter based on phase subtraction 
The result for the simulation is shown in Figure 51: 
 
Figure 51 Amplitude vs No of cycles for a Direct form I IIR filter based on phase subtraction 
 
  
 111   
Phase subtraction is a more elegant method and synchronization of phases happens in 4.5 cycles. Refer to 
Methodology for phase subtraction. This is the quickest responsive filter among PLL based methods. 
Direct form I IIR filter based on Recursive Discrete Fourier Transform  
The results for the simulation are shown in Figure 52. The RDFT filter is capable of tracking  grid 
signals in less than 1 cycle. However there are ripples observed even with a moving average filter in 
Figure 52. However this won’t be significant issue in firmware implementation because SPWM method 
combined with LC filter will smooth out the output signal. One advantage of RDFT is that it will filter out 
other harmonics other than fundamental. The degree of how much it will filter is out of the scope of this 
Thesis. 
 
Figure 52 Amplitude vs No of cycles for RDFT filter 
 
5.4 Conclusion of chapter 
In this chapter the results are preserved in tables and figure format. The choice of DC-DC 
converter is Buck boost rather than Boost converter topology. This is because for Buck boost 
topology, the relationship of duty cycle to error is more linear. The hill climbing MPPT is tested 
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for large sampling number and small sampling number. Small sampling results number if applied 
to DSP results in slow response but very good tracking. Selecting larger sampling number results 
in fast response but poor tracking performance. The focus of this paper is fuzzy logic based 
MPPT. Hill climbing MPPT performance is compared to fuzzy logic MPPT performance. Fuzzy 
logic is a compromise between fast response and good tracking. Of all the synchronization 
method explored in this thesis RDFT tracks grid signal most quickly however it yields more 
noise and ripples than PLL based synchronization topologies. 
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Chapter 6: Conclusion 
6.1 Significance of Study and Conclusion 
This research seeks to develop a model of transmitting electrical power from solar panels to the 
grid, by simulating electrical models for PV source, DC-DC converter and DC-AC inverter. In 
this thesis, the PV source was modelled by 5 parameter diode model, DC-DC converter MPPT is 
modelled by PI controller hill climbing method and fuzzy logic, and DC-AC inverter 
synchronization by PLL and RDFT based filter. All simulations are performed in Matlab. The 
modelling of this system assumes the following topologies: 
 Buck-Boost Converter used as DC-DC converter  
 H-Bridge SPWM used as DC-AC Inverter topology with linear voltage control as the AC 
regulator  
The reason buck boost topology is used because the input resistance versus error curve is 
more linear than boost topology. The hill climbing MPPT is tested for large sampling number 
and small sampling number. Small sampling results number if applied to DSP results in slow 
response but very good tracking. Selecting larger sampling number results in fast response but 
poor tracking performance. The focus of this paper is fuzzy logic base MPPT. Hill climbing 
MPPT performance is compared to fuzzy logic MPPT performance. Many fuzzy logic based DC-
DC converter MPPT simulations have been carried in literature without the implications of 
utility grid requirements. The significance of this study is  that this model takes into account of 
grid power quality and grid voltage tolerance by simulating a realistic 2.5KW residential solar 
panel. The results produce output voltage at the dc link at different irradiance and temperature. 
This dc link voltage information  is invaluable in designing and observing limitations posed by 
grid tied inverters based on fuzzy logic algorithm. The PV source 5 parameter diode model is 
used as part of the DC-DC MPPT converter simulations. The preliminary simulation shows that 
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fuzzy logic is very good at maximum power point within a narrow range of high irradiance 
design. However, for relatively low irradiance approaching evening or morning conditions,  the 
fuzzy logic based converter has the following features: 
 Maximum power point tracking works in a narrow range of irradiance conditions (at 
fixed temperature). 
 Maximum power point tracking works in a wide range of temperature (at fixed irradiance 
conditions). 
 Maximum power point tracking is extremely accurate in most scenarios. 
 Output voltage meets grid requirements of harmonic power quality and voltage tolerance 
during most of the daylight conditions (1 hour after dawn and 1 hour before dusk). 
The second stage of the simulations utilizes different variants of DC-AC inverter 
synchronization methods. Out of the four variants in this study, RDFT based filter achieves 
synchronization in less than 1 cycle. In addition to this, RDFT is capable of filtering higher 
harmonic components and noise. The degree of its ability to suppress harmonics is suitable for 
future study. In future study, the output signal of filter can be separated by its  harmonic 
components to determine its Total Harmonic Distortion (THD) index using Fourier series 
mathematics. Another drawback of RDFT filter is that it produces ripples in the signal despite 
using moving average smoothing filter. However this may not be significant problem in future 
study where the filter is used in firmware in conjunction with hardware in a  SPWM H-bridge 
topology. Nonetheless, the significance of this filter is its ability to quickly synchronize to the 
grid signal compared with RDFT filter presented in (McGrath, Holmes & Galloway 2005) where 
simulation and experiment take 4 cycles to synchronize. 
The other 3 variants use IIR filter based on PLL. With Direct form II filter and Direct I 
filter based on complex mathematics, synchronism is achieved within 9 cycles. If trigonometry is 
used, instead of complex mathematics, synchronism is achieved in 4.5 cycles. Unlike RDFT 
filter, PLL produces no ripples. It is safe to conclude that RDFT filter has made new inroads in 
its suitability with ongoing research resulting in good performance. 
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6.2 Future Work 
The future work is based on above research work premise. The future work can employ Takagi-
Sugeno type rule evaluation. An optimal Takagi-Sugeno Fuzzy logic Controller can be realized 
and compared to the conventional design. Empirical model for creating the Fuzzy logic 
Controller can be extracted from a PV module model under varying solar radiation, temperature 
and load conditions.  
 
The Takagi-Sugeno Fuzzy Controller consists of Fuzzification, Inference, and De-
fuzzification unit. In Fuzzification, the input and output membership function is created from 
crisp input from I-V/P-V characteristics curve. Sugeno inference  is similar to Mamdani except 
that sugeno uses modified rule consequent. Sugeno type rule evaluation is shown in figure 
below: 
 
 
Figure 53 Sugeno style rule evaluation (Kusiak 2004) 
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Rule membership function is further processed to generate an output fuzzy set. In De-
fuzzification, the output fuzzy set is converted into a real number using the weigted average 
technique instead of centre of gravity technique. The output membership function of Takagi-
sugeno consists of multiple singletons instead of trapezoid/tringle sets used in Mamdani fuzzy 
logic. 
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Appendix 1 Matlab code for Direct form I IIR 
filter based on phase substraction 
 
close all 
clear variables 
clc 
  
format long e; 
grid_phase_offset = 0;% initial grid phase offsset 
%grid_frequency = 50;%grid frequency 
shi = 0.707;% critial damping ratio 
%ts = 0.016;%ettling time of 0.080s 4cycles for 50Hz grid system 
grid_radians = 0.314; 
pll_radians = 0; %initial pll radians 
phi = 0; 
phi_pll = 0; 
Wn = 0.01; 
Kp = 2*shi*Wn; 
Ti = 2*(shi/Wn); 
Ha=tf([0 Kp Kp/Ti],[1 Kp Kp/Ti]);%anlog s domain transfer function 
  
[numd,dend] = bilinear([Kp Kp/Ti],[1 Kp Kp/Ti],0.25)% bilinear transfromation 
into digital  z domain with sampling time of 0.005s 
%numd = ceil(numd);%round to whole number (however dont round if control 
parameters are changed) 
%dend = ceil(dend); 
  
% coeffieients for digital IIR filter 
b0 = numd(1); 
b1 = numd(2); 
b2 = numd(3); 
%a0 = dend(1); 
%a1 = dend(2); 
%a2 = dend(3); 
  
  
a0=1; 
a1=2; 
a2=-1; 
x0=0; 
x1=0; 
x3=0; 
v0=0; 
v1=0; 
v3=0; 
k=1; 
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for t=0:1:200 
  
   grid_real(k) = cos(phi);%real component 
   grid_imag(k) = sin(phi);%imaginary component 
   m = cos(phi);%real component 
   n = sin(phi);%imaginary component 
     
   phi = phi + (0.314); 
   grid(k) = complex(grid_real(k),grid_imag(k));%comlex number 
     
   pll_real(k) = cos(phi_pll(k));%real component 
   pll_imag(k) = sin(phi_pll(k));%imaginary component 
   pll(k) =  pll_real(k) + pll_imag(k)*i;%comlex number 
 
%phase_error(k) =  atan2((m+o),(n-p)); 
% phase_error(k) = angle(grid(k)) -   angle(pll(k)) ;%phase detector computed 
phase error 
%phase_error(k) = angle(grid(k)*conj(pll(k))); 
phase_error(k) = phi - phi_pll(k); 
%phase_error(k) = atan2(grid_imag(k),grid_real(k)) -  
atan2(pll_imag(k),pll_real(k)) ; 
  
    x2=x1; 
    x1=x0; 
    v2=v1; 
    v1 = v0; 
    x0 = phase_error(k); 
    v0 = x0*b0 + x1*b1 + x2*b2 + v1*a1 + v2*a2; 
    k = k + 1; %increment vector index 
    phi_pll(k) = v0; 
end 
  
N = 0:1:200; 
cycle = N/20 
  
hold on; 
plot(cycle,grid_real,'Linewidth',3) 
  
plot(cycle,pll_real,'r','Linewidth',3); 
  
xlabel('Number of Cycles'); 
  
hold off; 
  
 
 
 
 
  
 127   
Appendix 2 Matlab code for Fuzzy Logic MPPT 
Converter 
% At this stage duty membership function is only optimized to Ns=8 Np = 2 
T=25 
% duty membership centred at 730W/m2 
% irradiance mppt 460-1000W/m2 
%with load impedance of 100 ohms with stretched(tuned) output(duty) fuzzy 
membership 
%function with new modified new fuzzy rules 22/9/2015 
%may not give duty less than 0.68 because of dP/DV error in fuzzy is too 
%low but alright should work for radiations greter than 580-600W/m2 
%final duty gives final duty for all 10 loops in cosideration with lowest 
%change in error 
close all 
clear variables 
clc 
syms i; 
syms v; 
% kyocera KC200GT 
Rs = 0.00485; 
Rsh = 3.6; 
N = 1.05; 
ki = 0.000388; 
Isc = 8.2; 
NOCT = 47; 
Irs = 0.00000000105; 
Rload = 100;% (50 +50) surge impedance load and filter Zo  
Tamb = 45; 
B = 500; 
Eg = 1.22; 
q = 0.000000000000000000160217657; 
K = 0.000000000000000000000013806488; 
n=1; 
m=1; 
Ns = 8;%series panel 
Np = 2;%no. parallell with Ns in series 
T = Tamb + (NOCT-20).*(B/800) + 273;% Tcell during ambient temp in Kelvins 
%simulations 
%T=298;%use this for cell temperatures 
Tref = 298;  %Tcell reference always is 298K or 25C 
  
  
Iph = (Isc + ki*(T - 298))*B/1000; 
  
  
Is = Irs*((T/Tref).^3)*exp(((T/Tref)-1)*q*Eg/(N*K*T)); 
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fh = @(V,I) (I + Np*Is*(exp((V/(Ns*54) +(Rs*I))*q/(N*K*T)) - 1) - Np*Iph + 
((V/(Ns*54) + Rs*I)/Rsh));%fh for ezplot I-V curve 
  
v = solve( Np*Is*(exp((v/(Ns*54) +(Rs*0))*q/(N*K*T)) - 1) - Np*Iph + 
(((v/(Ns*54) + Rs*0)/Rsh)),v); %solve Voc max when current is zero 
Vocmax = double(v);%Voc max in double number format 
  
  
H=ezplot(fh,[0 40 0 10]);set(H,'LineWidth',4);%ezplot I-V curve 
title('B = 1000W/m2  Tamb = 0 deg');%plot title 
grid on; 
Vocmax_new = ceil(Vocmax);%round up to nearest whole number 
  
V_vector = [0:1:Vocmax_new]; 
  
for j=1:1:length(V_vector) 
    ivalue = solve(i + Np*Is*(exp((V_vector(j)/(Ns*54) +(Rs*i))*q/(N*K*T)) - 
1) - Np*Iph + ((V_vector(j)/(Ns*54) + Rs*i)/Rsh),i); 
    I_vector(j)= double(ivalue); 
     
end     
%new = solve(i + Is*(exp((34/54 +(Rs*i))*q/(N*K*T)) - 1) - Iph + ((34/54 + 
%Rs*i)/Rsh),i);%worksmaxP 
  
  
P_vector = V_vector.*I_vector; 
R_vector =  V_vector./I_vector; 
hold on;%hold two plots on same figure 
plot(V_vector,R_vector,'Linewidth',4); 
plot(V_vector,P_vector,'Linewidth',4); 
axis([0 Vocmax_new 0 100]); 
title('B = 1000W/m2  Tamb = 60 deg');%plot title 
grid on; 
hold off; 
  
for m=1:1:10 
  
  
  
  
if (n==1) 
     
     
    ind1 = 100; %corresponds to initial 100V 
    V1 = V_vector(ind1); 
    I1 = I_vector(ind1); 
    error_number(m) = (V1.*I1-0)/(V1-0); 
    error_num(m) = ceil(error_number(m)*10)/10; 
    change_error_num(m) = (error_num(m) - 0)*100/97;%error percentage 
80+17(NB+posetive) 
    change_error_num(m) = ceil(change_error_num(m)); 
    Vnew(m) = V_vector(ind1); 
    Inew(m) = I_vector(ind1); 
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else % need to modify following else if code for non initail conditions from   
  
    check1 = outputduty(m-1) 
    Reqv = ((sqrt(Rload)/outputduty(m-1)) - sqrt(Rload)).^2; 
    check2 = Reqv 
    tmp = abs(R_vector-Reqv); 
    [idx2 idx2] = min(tmp);%get vector index idx when Reqv crosses I-V curve 
  
    Vnew(m) = V_vector(idx2); 
    Inew(m) = I_vector(idx2); 
    error_number(m) = ((Vnew(m).*Inew(m))-(Vnew(m-1).*Inew(m-1)))/(Vnew(m)-
Vnew(m-1)); 
    error_num(m) = ceil(error_number(m)*10)/10 
    change_error_num(m) = (error_num(m) - error_num(m-1))*100/97;%error 
percentage 
    change_error_num(m) = ceil(change_error_num(m)) 
    
end 
  
  
  
[maxP,ind] = max(P_vector);%maimum power and maximum indices 
maxV = V_vector(ind);%voltage at max power 
maxI  = I_vector(ind); 
maxR = R_vector(ind); 
%deriving error(slope pf P_V curve) using manual plot 
Zeromax = maxV; 
NBmax = maxV + (Vocmax_new-maxV)/2; 
NSmax = ceil((maxV + NBmax)/2); 
Posetivemax = Zeromax - (Vocmax_new - Zeromax); 
Coordinate1 = maxV - (NSmax - maxV); 
  
len = length(V_vector); 
Zeroslope = 0; 
NBslope = (P_vector(len)-P_vector(len-2))/(V_vector(len)-V_vector(len-2)); 
NBslope = (ceil(NBslope*10)/10); 
  
Poseslope = (P_vector(3)-P_vector(1))/(V_vector(3)-V_vector(1)); 
Poseslope = (ceil(Poseslope*10)/10); 
  
ind_NS = (NSmax) + 1; 
NSslope = (P_vector(ind_NS + 1)- P_vector(ind_NS - 1))/(V_vector(ind_NS+1) - 
V_vector(ind_NS-1)); 
NSslope = (ceil(NSslope*10)/10); 
  
w = [-80:0.1:17];%Error membership x axis range (plus extend axis range 5 
units both directions) 
  
%error(dP/dV) membership function 
%trapmf is trapezoid membership function 
%trimf is triangle membership function 
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%nb -62 ns -10 zero 0 posetive 9 
  
Negbig_error = trimf(w,[-80 -80 -19]); 
Negsmall_error = trimf(w,[-80 -19 0]); 
Zero_error = trimf(w,[-19 0 17]); 
Pose_error = trimf(w,[0 17 17]); 
  
Error_mem = [Negbig_error;Negsmall_error;Zero_error;Pose_error]; 
plot(w,Error_mem,'Linewidth',4); 
  
  
x = [-100-3:0.1:100+3];%change in error x axis range -100% to 100% (extend 
range by 3% each direction) 
% change in error(E(k) - E(k-1)) membership function 
Negbig_change = trapmf(x,[-103 -103 -80 -40]); 
Negsmall_change = trimf(x,[-80 -40 0]); 
Zero_change = trimf(x,[-40 0 40]); 
Posesmall_change = trimf(x,[0 40 80]); 
Posebig_change = trapmf(x,[40 80 103 103]); 
  
Changeoferror_mem = 
[Negbig_change;Negsmall_change;Zero_change;Posesmall_change;Posebig_change]; 
  
plot(x,Changeoferror_mem,'Linewidth',4)% temporarily under comment 
  
y = [0.61:0.001:0.79];%duty cycle x axis range 
%duty cycle membeship function 
lower = trimf(y,[0.61 0.61 0.66]); 
lower_middle = trimf(y,[0.61 0.66 0.71]); 
middle = trimf(y,[0.68 0.71 0.75]); 
upper_middle = trimf(y,[0.71 0.75 0.79]); 
upper = trimf(y,[0.73 0.79 0.79]); 
  
duty_mem = [lower;lower_middle;middle;upper_middle;upper]; 
%plot(y,duty_mem,'Linewidth',4); 
  
%use variables: error_num and change_error_num as assigned numerical 
%variables 
  
%numerical antecedants for error membership functions 
  
%cannot use find here because error num has an accuracy of 0.1 compared with 
%whole integer for change error num! 
ant1(m) = Negbig_error(round(((80 + error_num(m))/0.1) + 1));% ant1 = 
Negbig_error(index@error_num) 
ant2(m) = Negsmall_error(round(((80 + error_num(m))/0.1) + 1)); 
ant3(m) = Zero_error(round(((80 + error_num(m))/0.1) + 1)); 
ant4(m) = Pose_error(round(((80 + error_num(m))/0.1) + 1)); 
  
  
%numerical antecedants for change in error membership functions 
  
ant5(m) = Negbig_change(find(x == change_error_num(m))); 
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ant6(m)= Negsmall_change(find(x == change_error_num(m))); 
ant7(m) = Zero_change(find(x == change_error_num(m))); 
ant8(m) = Posesmall_change(find(x == change_error_num(m))); 
ant9(m) = Posebig_change(find(x == change_error_num(m))); 
  
%applying fuzzy rules from fuzzy table using 'and' operator('min' operator) 
%and using root sum square as output combination 
lower_num(m) = sqrt((min(ant4(m),ant8(m))).^2 + (min(ant4(m),ant9(m))).^2 + 
(min(ant3(m),ant9(m))).^2); 
lower_middle_num(m) = sqrt((min(ant2(m),ant9(m))).^2 + 
(min(ant4(m),ant6(m))).^2 + (min(ant4(m),ant7(m))).^2 + 
(min(ant3(m),ant8(m))).^2); 
middle_num(m) = sqrt((min(ant1(m),ant8(m))).^2 + (min(ant1(m),ant9(m))).^2 + 
(min(ant2(m),ant8(m))).^2 + (min(ant3(m),ant7(m))).^2 + 
(min(ant4(m),ant5(m))).^2); 
upper_middle_num(m) = sqrt((min(ant2(m),ant7(m))).^2 + 
(min(ant3(m),ant6(m))).^2 ); 
upper_num(m) = sqrt((min(ant1(m),ant5(m))).^2 + (min(ant1(m),ant6(m))).^2 + 
(min(ant1(m),ant7(m))).^2 +(min(ant2(m),ant5(m))).^2 + 
(min(ant2(m),ant6(m))).^2 + (min(ant3(m),ant5(m))).^2 ); 
  
consequent1 = lower.*lower_num(m); 
consequent2 = lower_middle.*lower_middle_num(m); 
consequent3 = middle.*middle_num(m); 
consequent4 = upper_middle.*upper_middle_num(m); 
consequent5 = upper.*upper_num(m); 
  
  
output_mf = 
max([consequent1;consequent2;consequent3;consequent4;consequent5]); 
  
  
outputduty(m) = sum(output_mf.*y)/sum(output_mf)%defuzzification by fuzzy 
centroid 
  
n=2;%set non initial conditions flag after first sampling cycle 
  
end 
[min,min_index_error_chnage] = min(abs(change_error_num)); 
outputduty 
  
finalduty = outputduty(min_index_error_chnage)%duty for min change in error 
in all loops 
Vnewfinal 
Inewfinal  
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