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Abstract
The internal structure and physical properties of cilia are well known. The relevant 
hydrodynamics is also well known. But the mechanism behind the coordinated activity of the 
dynein molecular motors is not known. Based on experimental observations, it has been 
concluded that this mechanism cannot be due to control from the cell. The possible mechanism 
has to be self-organized and the trigger for motor activation/deactivation has to be something 
related to the geometry of the ciliary axoneme. This thesis critically evaluates the most widely 
cited models at present and suggests an alternative model for how the cilia beat.
From the literature we obtained wave forms of ciliary beating at different instants in the beat 
cycle. These instants were digitized and interpolated. From this data, we were able to calculate 
the hydrodynamic force distribution (external force distribution) on the cilia and the translational
and rotational velocities of the cell body. Once the hydrodynamic force distribution is obtained, 
we calculate the internal force distribution in the cilium using an equation we derived. Once this 
was known, we were able to calculate parameters of the ciliary axoneme such as the dynamic 
stiffness. The stiffness is the ratio of the first Fourier modes of the internal force distribution and 
the relative sliding between the doublet microtubules that form the axoneme. We found that the 
first mode was the dominant one and is the one we used for calculations. We were also able to 
calculate the energy involved in formation and propagation of the wave that produces the ciliary 
beating.
We discovered that the dynamic stiffness varies along the length of a cilium. We determined 
that in the central region of the cilium, the stiffness is almost purely imaginary which means that 
the sliding velocity follows the internal force generation in that region rather than sliding. We 
also found that in Fourier space, the flexural rigidity (κ=EI where E is Young’s modulus and I is 
the area moment of inertia) has to have an imaginary part in order to give reasonably good fits. 
Our hypothesis is that this imaginary part in Fourier space is due to internal viscosity of bending.
Biologists have previously reported this internal viscosity of bending.
Our hypothesis is that the wave forms at the base proximal region of the cilium until its 
mechanical energy becomes a maximum and then the wave propagates down the length of the 
cilium. The mechanical energy is defined as the sum of the strain energy (the negative of the 
work done by internal forces) and the potential energy stored due to the external axial 
compressive force on the cilium. We found that during wave formation, the energy of the quarter 
wave formed (the maximum potential energy mentioned earlier) is almost the same for various 
data sets of the same organism irrespective of the external viscosity of the medium or the ATP 
concentration available to the cilium. Unless the external viscosity is really high, this energy 
does not change as the wave propagates down the length of the cilium. If the external viscosity is
really high, the energy provided by ATP to the motors is not sufficient to counter the energy 
dissipated due to external viscous forces and this shows up as an attenuation of the wave form as 
it travels down the length of the cilium. This model suggests that the self-organized ciliary 
beating of the axoneme can be explained by the collective properties of the ATP-fed motors and 
the compliant viscoelastic elements of the longitudinal and bending springs of the longitudinally 
differentiated cilium in interaction with the dissipative environment. Our model also shows that 
the dynamic stiffness will be a function of the viscosity of the medium the cilium is immersed in.
Our calculations of the dynamic stiffness support this idea. This is something which we believe 
has not been predicted by any other model. Our model also explains parameters of the ciliary 
beating such as the beating frequency, wavelength and wave amplitude.
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1Chapter 1
Introduction
Introduction to cilia: In eukaryotic cells,  cilia and eukaryotic flagella are names given to the 
same hair-like organelles of about 200-nm diameter and 5 to 30,000 µm (and rarely even more) 
in length (Pitnick et al., 1995). They are flexible structures which bend in regular beating 
patterns. They perform various important functions in many organisms at the microscopic level. 
They propel a cell or move fluid near a cell surface, which is the primary interest in this thesis. 
They also have sensory functions. In mammals, for instance, they play a role in the sensors for 
light, sound, balance, smell, taste, etc. (Wolfrum and Schmitt, 2000; Satir and Christensen, 
2008).
Cilia are also needed for breaking the left-right symmetry during embryological 
development in many vertebrate species. The vortical motion of the nodal cilia of embryos of 
these organisms creates a leftward flow or “nodal flow” near the embryo which is responsible for
breaking left-right symmetry (Essner et al., 2002). Cells in the respiratory tract use cilia to get rid
of debris (Enuka et al., 2012).
The ciliary beating is also used to generate the propulsive thrust for the motion of single cells 
such as the swimming of sperm towards the egg (Fawcett, 1981), swimming of single-celled 
protozoa (Laybourn-Parry, 1984), movement of the fertilized egg to the uterus (Lyons et al., 
2006), etc.
The ciliary axoneme: The inner core of cilia consists of a cytoskeletal structure which is called 
the axoneme. The structure and working mechanism of the axoneme is essentially the same 
2across all eukaryotic kingdoms of living organisms that have cilia as in animals, fungi, and plants
as a virtue of the fact that the last common ancestor of all eukaryotes had a cilium. The 
characteristic architecture of the axoneme is based on a cylindrical arrangement of elastic, but 
inextensible filaments called microtubules. There are nine pairs of doublet microtubules arranged
around a pair of singlet microtubules called the central pair. This is the so-called classical 9+2 
axoneme. There are some cells which have an axoneme where the central pair is missing (Satir et
al., 2010). The 9+2 axoneme is shown in figure 1.1.
This is the cross-sectional view of the axoneme when viewed from the basal end of the 
cilium. There are radial spokes between the central pair and the surrounding nine doublet 
microtubules. These help in maintaining the shape and structural integrity of the axoneme. There 
are also dynein molecular motors that extend from a doublet microtubule to the adjacent one in 
the clock-wise direction. The dynein molecular motors convert the chemical energy in ATP into 
mechanical work. So, the dynein motors produce relative motion between adjacent doublet 
microtubules. There are also nexins and other spring-like structures connecting adjacent 
microtubules (shown in figure 1.2). They convert the relative sliding motion between adjacent 
doublet microtubules produced by the dynein motors into bending of the cilium (Lindemann and 
Lesich, 2010).
3Fig 1.1  A, EM micrograph through a demembranated ciliary axoneme of Chlamydomonas (bar=100 nm). B, 
structural components of the axoneme and assembly mutations. DMT = doublet  microtubule. N = normal 
direction. B = binormal direction. T = tangent direction. T⃗=N⃗×B⃗ . Viewed from the basal end  (modified
from Mitchell, 2000).
A
B
4Figure 1.2 (viewed from the basal end) (Hilfinger, 2005)
5Problem and motivation for research: The bending of the cilium in different directions is 
produced by the switching of the motor activity from one side of the cilium to another. During a 
principal or negative curvature bend, the dynein motors on the doublets 6-9 become active and 
walk on the adjacent higher numbered doublet towards the basal end of the cilium. During the 
recovery positive curvature bend, the dynein motors on the opposite side become active and the 
dynein motors on the doublets 2-5 walk on the adjacent higher number doublet towards the basal 
end of the cilium. Here, by walk, I mean the process by which the head of the dynein motor 
attaches to the adjacent doublet microtubule, exerts a force on it and then lets go.
The regular oscillatory beating patterns of the cilia cannot be controlled by bio-chemical 
signals from the cell body since such signals would be too slow. Also, demembranated cilia also 
exhibit regular oscillatory patterns (Gibbons and Gibbons, 1972). The central pair cannot be 
directing the motor activity as even cilia lacking the central pair demonstrate the steady periodic 
beating pattern. The ciliary axoneme seems to be dynamically unstable. Currently the cilium is 
described as a self-organized beating system (SOBS) which means that there is nothing external 
regulating the ciliary beating. The geometry and properties of the axoneme itself determines the 
beating pattern (Riedel-Kruse et al., 2007;  Camalet and Jülicher, 2000; Hilfinger, 2005). 
This much is known about the axoneme. But, the exact mechanism that coordinates the 
dynein motor activity along the length of the cilium to produce the propagating ciliary bend 
patterns is not clear. Many possible mechanisms for this self organized co-ordinated beating of 
cilia has been proposed. The purpose of this thesis is to evaluate current models and if these 
prove inadequate suggest an alternate mechanism.
Method of analysis: The forces and energies involved in the ciliary beating can be calculated 
6from the shape of the ciliary wave forms over the beat period and the equation relating this to the
internal force generated in the cilium (derived from moment balance for a small section of the 
cilium). We choose a cilium with constant thickness along its length. This is so that we might 
anticipate a constant flexural rigidity along the entire length of the cilium. The ATP concentration
is also maintained at a constant level along the length of the cilium, which has been made 
possible by demembranating the cilium. Once the forces and energies involved were found, they 
were analyzed to see if the analysis supported any of the current models. 
Results: We found the analysis did not support any of the current models. We found that the 
wave starts propagating when the mechanical energy of the forming wave reaches a maximum. 
This value is the same even when parameters like viscosity and [ATP] are varied. This energy is 
also the same as the wave propagates down the length of the cilium unless the external viscosity 
is too high. This is the basis for the new model that we propose for ciliary beating.
Some of the previous models fall into three categories : 
i) curvature controlled (Brokaw, 2002);
ii) transverse displacement controlled(e.g. Lindemann’s geometric clutch model)  
(Lindemann, 2002);
iii) shear displacement (sliding) controlled ( e.g. Riedel-Kruse model) (Riedel-Kruse et 
al., 2007).
All of these proposed models have their shortcomings and we propose a new extremal 
compliance model that can explain the spontaneous self-organized beating without requiring 
external controls.
7Summary of following chapters:
1) Chapter 2: Literature survey and discussion of previous models proposed in the literature.
The various models suggested for the control mechanism for the coordinated dynein 
motor activity leading to the steady periodic ciliary beat are discussed and the 
shortcomings of each are described. The positive contributions of modelers are also 
discussed.
2) Chapter 3: This chapter has two sections. The first section deals with the hydrodynamic 
calculations for the sea urchin embryo data sets. In this case, the cell head is a sphere and 
the cell is not near a boundary. The calculations for this are based on the Higdon (Higdon,
1979) paper. The second section deals with the hydrodynamic calculations for the sea 
urchin sperm and the Ciona sperm data sets. The Ciona sperm is near a plate whereas the 
sea urchin sperm isn’t. The cell heads in these cases are conical rather than spherical. The
hydrodynamic calculations are done in an approximate sense using appropriate 
singularities and their image systems. The hydrodynamic calculations are necessary 
because from that we get the internal force distribution in the cilium.
3) Chapter 4: In this chapter, we get an expression for the internally generated force in the 
axoneme and use this to analyze the applicability of the various models for the self 
-organized beating of the axoneme. The results of the analysis are detailed. The questions 
which require further investigation are detailed.
4) Chapter 5: In this chapter, we present an alternate model for the self-organized, steady 
beating of the ciliary axoneme. This alternative model is consistent with the 
determination of ciliary parameters and the determination of forces and energies.
5) Chapter 6: This chapter summarizes the thesis and suggests further calculations which 
can be the basis for future work.
86) Appendix A: The fitting routines used for curve fitting the wave forms in space and time 
and to find the special and temporal derivatives are described here. The fitting in time is 
done using a periodic spline as detailed in the chapter since the ciliary beat patterns are 
periodic. In some cases, we also used Fourier series to do the fitting in time. The fitting in
space was done using piece-wise continuous polynomials where the continuity of the 
function values and its derivatives up to a specified order are satisfied exactly at the 
edges of each segment and a functional is minimized so that the curve is smoothed out.
9Chapter 2
Literature Survey and Previous Models
Studies have been conducted on ciliary motion for about a century starting with the 
biologist Sir James Gray in the first half of the 20th
 
 century, with significant contributions from 
the physicist Sir G. I. Taylor (Taylor, 1952) two decades later and further contributions from the 
applied mathematician Sir James Lighthill later in the century on the fluid mechanics of ciliary 
beating. Machin in 1958 (Machin, 1958) deduced that there must be motors generating active 
forces along the ciliary axoneme. He also pointed out the fact that the internal force generated in 
the axoneme can be deduced from knowledge of the dynamic flagellar wave form. Peter Satir in 
1965 (Satir, 1965) showed how the sliding between the microtubules translates into bending of 
the axoneme. Brokaw in 1967 (Brokaw, 1967) determined that the beating frequency was 
dependent on the ATP concentration through the Michaelis-Menton equation, a fact that we make
use of in chapter 5. 
Curvature control mechanism for dynein activity: Brokaw in 1971 (Brokaw, 1971) 
proposed that the dynein motor activity was regulated by the curvature. He inferred that if active 
sliding occurs between ciliary microtubules as suggested in the mechanism for muscular 
contraction, sliding in one direction produces positive curvature and sliding in the other direction
produces negative curvature. So, he came to the conclusion that if the sliding process is activated
by bending, a wave propagates down the length of the cilium giving rise to the observed beating 
pattern. He also concludes that the active bending moment generated by the motors which 
counters the viscous bending moments could be the result of a simple relationship between the 
curvature at a point on the cilium and the internal moment generated at that point.  According to 
10
the curvature control model, when the curvature reaches a certain value it deactivates the active 
motors and makes the motors on the opposite side active. There is a time delay between reaching
the critical curvature and the switching of motor activity. This idea has been picked up again in 
the 2014 paper by Mukundan et al. (Mukundan et al., 2014) which claims that it is possible that 
dynein activity can be regulated by curvature. But, oscillations can be produced even when there 
is minimal curvature and that goes against this model. There is also an experimental work, 
performed on echinoderm spermatozoa, which showed that when curvature was reduced by 
applying an external fluid flow in the direction of bend propagation, the oscillation continued 
with the same frequency. (Woolley, 2009). We have noticed in our analysis of the Ciona data sets
that the curvature changes when the external viscosity or the flexural rigidity are changed. 
Geometric Clutch Model (Transverse Deformation Model):  This model is based upon the
idea that the probability that the dynein motors on a doublet microtubule will attach to the 
binding site on the adjacent doublet microtubule depends on the inter-doublet distance between 
those two doublets. As the adjacent microtubules get closer to each other, the binding probability 
was proposed to increase and vice-versa. When the cilium is straight and immobile, this 
probability is very small. A bend in the cilium stretches the nexin links between adjacent 
microtubule doublets and this produces a force that is transverse to the bend. This t-force 
squeezes certain doublets towards each other. This is proposed to raise the probability for dynein 
attachment between these doublets. When the dynein motor attaches to the binding site on the 
adjacent doublet, it translocates on the adjacent doublet and produces a longitudinal force which 
acts on both doublets involved. This longitudinal force actively bends the axoneme and generates
a t-force that tries to separate the doublets. When this force grows sufficiently large, the dynein 
11
motors detach from their binding sites on the adjacent doublet. This switches the motor activity. 
However, his prediction was monotonically decreasing with distance between doublets whereas 
it has been inferred that the actual distribution has a local maximum. However, Lindemann’s 
prediction that the doublet microtubules spread apart in bends has been observed (Lindemann 
and Mitchell, 2007). 
Sliding controlled mechanism for dynein activity: Several theories have been put forward
in the past for describing the dynamics of axonemes. According to sliding-control theories, the 
collective activity of motors or, more specifically, the interdoublet force per unit length of the 
axoneme depends on the relative sliding (including its rate of change) of doublets. Other theories
hypothesize that the interdoublet force also depends on the curvature of the axoneme and the 
variation in the interdoublet lateral distance caused by the stretching of the nexins. A basis for the
sliding-control theories is the experimental observation on single molecular motors (mostly 
kinesin, although there are also some data available for cytoplasmic dyneins whose behavior may
be similar to axonemal dyneins) that the rate of sliding of a motor is a function of the resisting 
force (referred to in the literature as the load). To predict the collective behavior of many motors,
it is also necessary to predict the fraction of the motors that are exerting the force at a given 
instant. Therefore, the single motor behavior must be coupled with the kinetics of the attachment 
and detachment of the motors to a neighbor doublet. A sliding-controlled theory, referred to as 
the load-dependent detachment model, hypothesizes that the rate of detachment of the motor 
from the doublet that is sliding away from the base is lower than the one that is sliding towards 
the base so that on average more motors are attached on the doublet sliding away from the 
doublet.
12
 A systematic investigation of various theories was undertaken by Riedel-Kruse et al. (Riedel-
Kruse et al., 2007). These investigators derived expressions for the interdoublet force density as 
implied by various theories and then compared their predictions to the observed beating of a bull 
sperm. They reached the conclusion that the observed beating of the sperm is consistent with the 
predictions of the load-dependent detachment model. This study is very well cited and the 
impression one gets from the reading of the subsequent studies is that this question is generally 
considered as resolved.  In reaching their conclusion, however, Riedel-Kruse et al. made a 
number of approximations that were questionable (to us at least). These include: (i) Assuming 
that the linearized equations of the axoneme dynamics, which are strictly valid for small 
perturbations from a straight axoneme, are applicable even when the amplitude of the wave is not
small – as is the case in most ciliary beating; (ii) Assuming that the bending modulus of the 
sperm is constant along the entire length of the axoneme. The bull sperms are significantly 
tapered, with their cilium diameter varying roughly by an order of magnitude from its base near 
the cell body to the tip, and one would have expected therefore the bending modulus to vary 
significantly as a function of position on the cilium; (iii) Assuming that the resistance force 
theory for determining the hydrodynamic force density is accurate. The authors were, of course, 
aware of each of these approximations, but argued that their main conclusion should be valid 
regardless. It should be noted that there are several parameters involved in the full model that 
include the dynamics of both the axoneme and of the base that connects the doublets to the cell 
body – all these parameters were determined by comparing the actual beat pattern with that 
obtained by combining the models for both systems. An alternate method which directly 
compares the interdoublet force to the local sliding would have been more convincing in 
13
establishing the axoneme dynamics and in providing direct test of various theories as it would 
have involved fewer parameters required for fitting theory predictions to data. Although we don’t
agree with the Riedel-Kruse model, we do use the Fourier mode analysis which they used.
The above three models are the ones most recently cited by physicists. But, historically 
there have been other models:
The switch point hypothesis: Switch points are the instants at which the bending in the proximal 
region of the cilium changes direction. Since for the cilium, bending is due to relative sliding 
between adjacent microtubules, this is the same as the instants in which the sliding changes 
direction. Within the proximal region of the cilium, not all nine arrays of dynein motors can be 
active at the same time. The motors on one side of the axoneme are active at an instant while the 
ones on the opposite side are inactive. This implies that at a switch point, dynein activity 
switches from microtubule doublets on one side of the axoneme to the other side. Also, 
according to the switch point hypothesis, the two switch points in a beat cycle have different 
chemical sensitivities. The switch points appear to coincide with the bend propagation. The 
switch points seem to coincide with the leading and trailing edges of inter-bend segments. They 
correspond to the traveling switch points (Woolley, 2009). This model does not explain why the 
switching of beating direction occurs (Woolley, 2009).
Basal elastic recoil: The essential idea of this model is that the reversal of sliding direction is 
initiated by the unloading of elastic elements at the base of the cilium, which are in series with 
the microtubule doublets. Elastic deformation results from interdoublet sliding and could be 
either the result of uniformly linear shear in the basal body or a reduction of shear accompanying
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bending of the basal body. It has been noted that the basal body is not necessary for initiation of 
the wave forms (Woolley, 2009).
Central pair as “distributor”: The finding that led to this model was that in the cases when the 
central pair of singlets or the radial spokes were absent from the cilia of mutant strains of 
Chlamydomonas reinhardtii, the cilia were immotile. This led to the assumption that the role of 
the central pair together with the radial spokes was to regulate dynein activity. It was also 
discovered that the central pair rotates. It was postulated that this rotation led to the switching of 
activity from one side of the axoneme to the other. It has to be noted that some mutations can 
restore motility to the cilia even in cases where the axoneme lacks the central pair and/or the 
radial spokes. There are organisms in which the axoneme lacks the central pair and yet the cilia 
are motile (Woolley, 2009).
Dynein cross-bridge cycle: The dynein cross-bridge cycle consists of the cycle of the dynein 
attachment to the microtubule doublets, followed by the power stroke and the dynein 
detachment. This model proposes that the ciliary beat is an outcome of the dynein cross-bridge 
cycle. In each ciliary beat, each dynein is proposed to undergo one cross-bridge cycle. The 
dyneins in the cilia do not act all at the same time, but in sequence. There are modifications of 
this model in which each dynein undergoes more than one cross-bridge cycle in one beat cycle of
the cilia (Lindemann and Lesich, 2010). This model predicts a beat that is too shallow when 
compared with what is seen in nature. There have been more proposals which replace the one 
beat with multiple cycles. These are discussed elsewhere in this chapter.
Self-deformation through propulsive thrust: This model arose out of observations of the flagella 
of quail spermatozoon. Two dimensional waves are initiated at some point on the distal 
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flagellum. The bends form a meandering shape and the initiation site moves in the proximal 
direction. This movement is due to the propulsive thrust due to bend propagation. So, the 
initiation of ciliary bending is assumed to have the same origin. But, even when bend 
propagation was inhibited by high viscosity, oscillations were noted which disproves this 
hypothesis (Woolley, 2009).  Our model (explained in chapter 5) predicts that in high viscosity 
cases the wave is initiated in the proximal region, begins to propagate down the length of the 
cilium, but is then attenuated and this is what is observed.
Sliding direction controlled model: In this model, dynein force generation ceases when the 
resistance offered by the nexins brings the sliding velocity to zero. Passive sliding against 
direction of force generation inhibits the attachment of the dynein stalks. Passive sliding in the 
direction of active sliding triggers active sliding (Woolley, 2009). It has been noted that when the
external viscosity is very large, the sliding can be in the direction opposite to that predicted by 
this model.
Self-oscillation property of cilia: Machin in 1958 (Machin, 1958) approached theoretically the 
problem as to whether the cilium has active, moment generating elements along its length or 
whether the cilium is a passive elastic element which just propagates the wave which is 
generated actively at the base (proximal end) by the cell body. Based on the theory of vibrating 
beams, he gets an expression for the force on an element of the cilium due to passive elastic 
bending of the cilium and based on resistive force theory for a cylinder in a Stokes flow (low 
Reynolds number flow), he gets an expression for the viscous force on the same element. Using 
the fact that inertial forces are negligible, he matches the two forces. He solves the resulting 
partial differential equation to get an expression for the wave form along the length of the cilium.
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The generated wave forms attenuate rapidly. From this, he concludes that there should be active 
elements along the length of the cilium in order to produce the ciliary beat patterns seen in 
nature. He also postulates that the active elements in the cilium are activated by local bending. 
But, he also makes the assumption that the cell body is necessary for the wave formation which 
is not borne out by later experimental observations. Brokaw, in his 1975 paper (Brokaw, 1975), 
notes that isolated, demembranated flagella supplied with ATP shows bending, oscillation and 
coordinated wave propagation along the length of the cilium. This shows that the cell body is not
necessary for ciliary beating (Machin, 1958; Brokaw, 1975). It has been noted that the beating 
frequency does not depend on natural modes of vibration of the beam as predicted by this model.
However, when the cilium is starting to beat the cilium might vibrate according to natural modes 
of the beam.
Excitable Dynein Model: In this model, there are so-called hysteresis curves for the “on” and 
“off” states of the dynein motors which depend on x, the distance between the dynein arm and its
attachment site. The hysteresis curves for the two sides are mirror images of each other. The 
force generated by the dynein motors is considered to be a cubic polynomial function of x. The 
corresponding potential energy function has two local minima separated by a local maximum. 
The local maximum is close to one of the local minima. Initially, the motors on one side are 
active and the potential energy is at one of the minima (which is a stable position). A perturbation
which makes it go over the adjacent maximum (an unstable position) causes “active sliding” in 
the forward direction. This transition of a dynein to a force-generating state is called dynein 
excitation. Once the maximum is crossed, the dynein activity moves inexorably to the next 
minimum(stable position) in the potential energy curve. Just before reaching there, the dynein 
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activity switches so that the dyneins on the opposite side are now active. The process now 
reverses in the opposite direction. The potential energy function for one side is a mirror image of 
the potential energy function for the opposite side (Murase, 1991). This model does not say 
anything about how the wave forms at the base.
Note on “internal viscosity”: In addition to the external viscous fluid force acting on the cilium, 
there are also internal viscous forces and moments acting on the ciliary axoneme. There is an 
internal viscous bending moment generated which is directly proportional to ∂C
∂ t
. There can 
also be a term which produces a moment distribution term which has a derivative proportional to 
the time derivative of the tangent angle ∂Ψ
∂ t
. There is also a term which acts the same as the 
external fluid viscosity. So, in effect, it will be as though we replace the external viscosity 
coefficient η with η+ηint . (Brokaw, 1972 ; Brokaw, 1971).
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Chapter 3
Hydrodynamic Calculations
In this chapter we deal with the problem of finding the hydrodynamic force distribution 
on the cilium (flagellum). This is an important quantity since this decides the inter-doublet force 
which is critical for analyzing the ciliary beat. We will deal with this derivation in chapter 4.
a)  Sea Urchin Embryo:
The sea urchin embryo has a spherical cell body and a single long, slender cilium. The 
data we have for the sea urchin is from Mogami et al. (Mogami et al., 1993). The analysis in this 
section is based on Higdon (Higdon, 1979) with some modifications (see section after equation 
3.16). The cell is freely swimming and is not near a boundary. The flow has a very low Reynold's
number of about 0.05 and can be classified as Stokes flow. The flow can be modeled by putting 
singularities on the surfaces. But, this leads to an integral equation involving two variables and is
therefore difficult to solve. From slender body theory, we can replace the singularities on the 
surface of the cilium with a distribution of singularities along the center line of the cilium. The 
translational velocity of the cilium can be matched by a distribution of stokeslets and source 
doublets whereas the rotational velocity can be matched by rotlets. Here, the rotational velocity 
is negligible. So, we do not need rotlets on the center line of the cilium. The spherical cell body 
can be modeled by a stokeslet and source doublet at its center to match the translational velocity 
and a rotlet to match its rotational velocity. We can satisfy the no-slip condition on the surface of 
the sphere by using an image system due to the stokeslet distribution along the center line of the 
cilium. This image system cancels out the velocity on the sphere due to the distribution of 
stokeslets along the cilium. 
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The velocity field due to a stokeslet of strength f⃗  located at X⃗  in a fluid of viscosity μ is 
given by 
u j( x⃗ )=
1
8πμ
S jk ( x⃗ , X⃗ ) f k ( X⃗ ) (3.1)
 Here, S jk ( x⃗ , X⃗ ) is the free-space Green's function for Stokes' equations and is given by
S jk ( x⃗ , X⃗ )=
δ jk
r
+
(x j−X j )(xk−X k )
r3
(3.2)
where r=|⃗x−X⃗ | . The preceding expression gives the velocity field in an unbounded fluid 
due to a point force f⃗ located at X⃗ . In this chapter, we use the word stokeslet to denote a 
point force acting on the fluid. For the case of the flow field due to a stokeslet in the presence of 
a sphere, we can use the corresponding Green's function for the flow external to a sphere located 
at the origin which is given in Higdon (Higdon, 1979). The corresponding Green's function is 
denoted by G jk ( x⃗ , X⃗ ) and is given by 
G jk ( x⃗ , X⃗ )=S jk ( x⃗ , X⃗ )+S jk
* ( x⃗ , X⃗ ) (3.3)
where S jk
* ( x⃗ , X⃗ ) is the Green's function due to the images of the stokeslet in the sphere. The 
velocity at x⃗  due to a stokeslet of strength f⃗ located at X⃗ in a fluid of viscosity μ in the
presence of a sphere with its center at the origin is then given by 
u j( x⃗ )=
1
8πμ
G jk( x⃗ , X⃗ ) f k ( X⃗ ) (3.4)
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There are forces and moments acting on the sphere due to the flow generated by the stokeslet. 
The force F⃗  and moment M⃗  on the sphere due to the radial component of the stokeslet
f⃗ r  is given by 
F⃗=(−32 A∣X⃗ ∣+ 12 A
3
∣X⃗∣3) f⃗ r , M⃗= 0⃗ (3.5)
where A is the radius of the sphere. The force F⃗ and moment M⃗  on the sphere due to the 
transverse component of the stokeslet f⃗ t  is given by
F⃗=(−34 A∣X⃗ ∣−14 A
3
∣ X⃗∣3) f⃗ t , M⃗=− A
3
∣X⃗ ∣3
X⃗× f⃗ t (3.6)
As mentioned earlier, the cilium can be modeled by a distribution of stokeslets and source 
dipoles along its center line. The flow field due to a source dipole of strength d⃗  located at
X⃗  is given by 
u j( x⃗ )=
1
4π
D jk ( x⃗ , X⃗ )d k ( X⃗ ) (3.7)
where 
D jk ( x⃗ , X⃗ )=−
δ jk
r3
+
3(x j−X j)(xk−X k )
r5
(3.8)
where r=∣⃗x− X⃗∣ . The flow induced by these singularities should be approximately constant 
around a cross-section of the cilium. For that, we have 
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d⃗=− a
2
4μ
f⃗ ⊥ (3.9)
where f⃗ ⊥ is the vector component of f⃗ perpendicular to the center line of the cilium. 
We now look at the velocity generated due to the singularities in a small segment of the cilium of
length δ s . We define a local coordinate system (X L , Y L , Z L )  where the X L axis is 
parallel to the center line of the cilium at the center of the segment and the origin is at the center 
of the segment. The velocity field in the local coordinate system due to the stokeslets and dipoles
in this segment is given by:
u j
L( x⃗ L)= ∫
∣X L∣≤δ s2
[S jk (x⃗ L , X⃗ L ) f kL ( X⃗ L )8πμ +D jk ( x⃗L , X⃗ L ) d k
L ( X⃗ L)
4 π ]d X L (3.10)
Here, we have d⃗=− a
2
4μ
f⃗ ⊥ (from 3.9). In this local coordinate system, we have
d⃗ L=− a
2
4μ
[ f⃗ L− f⃗ L⋅T̂ L T̂ L] (3.11)
where T̂ L is the tangent vector to the center line of the cilium at the center of the segment in 
the local coordinate system and is equal to (1,0,0).  So, in tensor notation, we have
d k
L=− a
2
4μ [ f k
L− f l
LT l
LT k
L ]=− a
2
4μ
f l
L [δkl−T lLT kL ] (3.12)
So, we can rewrite the above expression for the velocity due to the small segment in the local 
coordinate system as 
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u j
L( x⃗ L)= ∫
∣X L∣≤δ s2
[S jk (x⃗ L , X⃗ L ) f kL ( X⃗ L )8πμ − a216 πμ D jk (x⃗ L , X⃗ L) f lL ( X⃗ L){δkl−T lL T kL }]d X L
= 1
8πμ ∫
∣X L∣≤δ s
2
[S jl ( x⃗L , X⃗ L )−a22 D jk (x⃗ L , X⃗ L ){δkl−T lL T kL }] f lL ( X⃗ L )dX L
(3.13)
We assume that in this small segment f⃗ L does not change much and can be taken to be a 
constant. Then, we get
u j
L ( x⃗ L)= 1
8πμ
f l
L ∫
∣X L∣≤δ s
2
[S jl (x⃗ L , X⃗ L )−a22 D jk (x⃗ L , X⃗ L){δkl−T lLT kL }]dX L (3.14)
Let us define 
K jl
L= 1
8πμ∫[S jl (x⃗ L , X⃗ L )−a
2
2
D jk (x⃗ L , X⃗ L){δkl−T lLT kL }]dX L (3.15)
 Then, we have 
u j
L ( x⃗L )= f k
L [K jkL (x⃗ L− X⃗ L )]X⃗ L=(−δ s2 ,0,0)
X⃗ L=(δ s2 ,0,0) (3.16)
The expressions for the elements of the tensor K jk
L are given in Higdon (Higdon, 1979). The 
reference does not give the expressions for the case when
yL−Y L=0& z L−Z L=0& x L−X L≠0 . In that case, we have 
K 11
L = 1
8πμ [2SGN (X
L− xL) log (∣xL−X L∣)] .
K 12
L =0
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K 13
L =0
K 21
L =0
K 22
L = 1
8πμ [SGN (X L− xL) log (|x L−X L|)+ a22 SGN ( xL−X L )2( x L−X L)2 ]
K 23
L =0
K 31
L =0
K 32
L =0
K 33
L =K22
L
In the above expressions, SGN is the signum function defined by
SGN(x)=1 if x>0;
SGN(x)=0 if x=0 &
SGN(x) = -1 if x<0.
We now choose a coordinate system with the origin at the center of the sphere and the X axis 
parallel to the line through the nodes of the traveling wave. Let the center line of the cilium in 
this global coordinate system (in the cell-body reference frame) be described by the vector 
function r⃗ (s) . In that case, the tangent at any point on the center line of the cilium is given by
T̂ (s)=d r⃗
ds (3.17)
The normal vector N^ (s)  at the same point is obtained by rotating T̂ (s) in the counter 
clockwise direction by 90°. The binormal vector at that point is defined by 
24
B^(s )=T^ (s)× N^ (s) (3.18)
The rotation tensor Θ jk is defined as 
Θ1k(s)=T k (s ) ,Θ2k=N k (s ) ,Θ3k=Bk (s ) (3.19)
Let us now find the velocity field due to the singularities (stokeslets and dipoles) on the cilium 
and the image system of these stokeslets in the sphere. The velocity field in this case is given by
u j( x⃗ )=∫
0
L [G jk ( x⃗ , X⃗ (s )) f k (s)8πμ +D jk ( x⃗ , X⃗ (s ))d k (s)4 π ]ds (3.20)
The cilium is split into N equal length segments of length δ s= L
N
. Let the arclength at the 
center of the nth segment be sn. So, the integral expression for the velocity field can be re-written 
as 
u j( x⃗ )=∑
n=1
N { f k (sn)8πμ ∫sn−δ s2
sn+
δ s
2
G jk ( x⃗ , X⃗ (s))ds+
dk (sn)
4π ∫
sn−
δ s
2
s n+
δ s
2
D jk ( x⃗ , X⃗ (s))ds} (3.21)
We have G jk ( x⃗ , X⃗ )=S jk ( x⃗ , X⃗ )+S jk
* ( x⃗ , X⃗ ) (from 3.3).
Let 
H jk ( x⃗ , X⃗ (sn))=
1
8πμ ∫
sn−
δ s
2
sn+
δ s
2
S jk
* ( x⃗ , X⃗ (s ))ds (3.22)
So, we get
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u j( x⃗ )=∑
n=1
N { f k (sn)8πμ ∫sn−δ s2
sn+
δ s
2
S jk ( x⃗ , X⃗ (s))ds+
d k (sn)
4π ∫
s n−
δ s
2
sn+
δ s
2
D jk( x⃗ , X⃗ (s ))ds}+∑n=1N H jk ( x⃗ , X⃗ (sn)) f k (sn) (3.23)
The remaining two integrals are the same as we evaluated earlier, but this time it is in the global 
coordinate system. We have the expressions for the results of the integral in the coordinate 
system that is local for each segment on the cilium. The velocity induced at x⃗ due to the nth 
segment on the cilium is K jk( x⃗ , X⃗ (sn)) f k (sn) where
K jk( x⃗ , X⃗ (sn))=Θij (sn)Θlk (sn) [K ilL ( x⃗L , X⃗ L )]X⃗ L=(−δ s2 , 0,0)
X⃗ L=(δ s2 , 0,0) (3.24)
So, the velocity induced at x⃗ due to the singularities and images is
u j( x⃗ )=∑
n=1
N
[{K jk ( x⃗ , X⃗ (sn))+H jk ( x⃗ , X⃗ (sn))} f k (sn)] (3.25)
At any point on the cilium, we know the tangent angle Ψ(s) in the body-reference frame. So, 
in the body-reference frame, the position of of a point on the center line of the cilium is given by
r⃗ (s , t)= r⃗ (0)+∫
0
s
T̂ (s ' , t)ds ' (3.26)
where
T̂ (s ' , t)=(cos(Ψ (s ' , t)) ,sin (Ψ(s ' , t)) ,0) (3.27)
So,
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r⃗ (s , t)= r⃗ (0)+∫
0
s
(cos(Ψ (s ' , t )) ,sin (Ψ(s ' , t)) , 0)ds ' (3.28)
So, the velocity at a point on the cilium in the cell-body reference frame is
v⃗ (s , t)=d r⃗
dt
=∫
0
s ∂Ψ(s ' , t)
∂ t
(−sin(Ψ(s ' , t )) ,cos (Ψ(s ' , t)) ,0)ds ' (3.29)
Using this expression, we can say that in the body reference frame, the velocity at the mid-point 
of the nth segment on the cilium is
v⃗ (sn , t)=
d r⃗
dt
=∫
0
s n ∂Ψ(s ' , t)
∂ t
(−sin(Ψ (s ' , t)) ,cos (Ψ(s ' , t)) ,0)ds ' (3.30)
So, we can calculate the velocities at the mid-point of each segment in the cilium in the cell-body
reference frame. The velocities in the lab reference frame are given by 
u⃗=U⃗ 0+Ω⃗× r⃗+ v⃗ (3.31)
where U⃗ 0 is the translational velocity of the cell body in the lab reference frame and Ω⃗ is 
the rotational velocity of the cell body in the lab reference frame. v⃗ is the velocity in the cell-
body reference frame.
In this discretized version of the problem, we have 3N+6 unknowns which are the components of
the stokeslets in each segment f⃗ (sn) plus the components of the translational and rotational 
velocities of the cell body. We know the 3N  components of the velocities at the center of each 
segment in the cell-body reference frame. The velocity at the center of each segment in the 
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cilium in the lab reference frame is denoted by u⃗ which is the contribution due to singularities 
on the cilium and their images plus the velocities contributed by the stokeslet, dipole and rotlet at
the center of the cell-body sphere. The velocity field due to these singularities at the center of the
cell body (of radius A) is given by 
uH j( x⃗ )=
3
4
A(S jk− A23 D jk)U 0k+ A
3 ϵ jkl xl
|⃗x|3
Ωk (3.32)
where S j k=S j k ( x⃗ , 0⃗ ) and D j k=D j k ( x⃗ , 0⃗ )
So, the total velocity at a point x⃗ is
∑
n=1
N
[{K jk ( x⃗ , X⃗ (sn))+H jk ( x⃗ , X⃗ (sn))} f k (sn)]+ 34 A(S jk− A
2
3
D jk)U 0k+ A
3 ϵ jkl x l
∣⃗x∣3
Ωk (3.33)
So, the velocity at the center of the mth segment of the cilium is
∑
n=1
N
[{K jk ( X⃗ (sm) , X⃗ (sn))+H jk (X⃗ (sm) , X⃗ (sn))} f k (sn)]+ 34 A(S jk− A
2
3
D jk)U 0k+ A
3 ϵ jkl X l(sm)
∣X⃗ (sm)∣
3 Ωk (3.34)
When n=m, the values of ρ=a and r=√(δ s2 )2+a2 are used to find the components of the 
tensor K jk
L  in the local co-ordinate system.  
The total velocity at the center of the mth segment of the cilium is also given by
v j( sm)+U 0 j+X l(sm)Ωk ϵ jkl (from 3.31).
So, we have 
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∑
n=1
N
[{K jk ( X⃗ (sm) , X⃗ (sn))+H jk (X⃗ (sm) , X⃗ (sn))} f k (sn)]+ 34 A(S jk− A
2
3
D jk)U 0k+ A
3 ϵ jkl X l(sm)
∣X⃗ (sm)∣
3 Ωk
= v j(sm)+U 0 j+X l(sm)Ωk ϵ jkl
(3.35)
Rearranging the terms, we get
∑
n=1
N
[{K jk ( X⃗ (sm) , X⃗ (sn))+H jk (X⃗ (sm) , X⃗ (sn))} f k (sn)]+[−δ jk+ 34 A(S jk− A23 D jk)]U 0 k +
( A
3
∣( X⃗ (sm))∣
3−1)ϵ jkl X l( sm)Ωk=v j(sm)
(3.36)
So, here we have 3N equations in 3N+6 unknowns. To solve for the unknowns, we need 6 more 
equations. These are provided by the conditions that the total force and moment on the organism 
be zero. The condition that the total force is zero is the same as the condition that the total 
stokeslet strength be zero. A stokeslet F⃗ at position X⃗  in the vicinity of the sphere  can be 
written as 
F k=F j
X j X k
X l X l
+(F k−F j X j X kX l X l ) (3.37)
The first term is the radial component and the second one is the transverse component. So, the 
total force on the cell due to the stokeslet and its image system is
F k (1+CT )+F j(X j X kX l X l )(C R−CT ) (3.38)
where C R=−
3
2
A
∣⃗X∣
+ 1
2
A3
∣X⃗∣3
, CT=−
3
4
A
∣⃗X∣
−1
4
A3
∣X⃗∣3
. So, the condition that the total stokeslet
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strength be zero can be written as 
∑
n=1
N [ f k (sn) (1+CT (sn))+ f j(sn) X j X kX l X l (C R(sn)−CT (sn))]δ s+6πμ AU 0k=0 (3.39)
The above can be re-written as 
∑
n=1
N [(1+CT (sn))δ jk+ X j X kX l X l (C R(sn)−CT (sn))] f j (sn)δ s+6 πμ AU 0 j δ jk=0 (3.40)
The moment about the center of the sphere due to a stokeslet of strength F⃗ located at the point
X⃗ and its images is
ϵijk X j F k(1− A
3
∣X⃗∣
3) (3.41)
The moment about the origin due to the rotation of the sphere is 8πμ A3Ω⃗ .
So, the moment balance for the entire organism gives  us
∑
n=1
N [ϵijk X j f k (sn)(1− A3∣⃗X∣3)]δ s+8πμ A3Ωi=0 (3.42)
The above can be rewritten as 
∑
n=1
N [ϵijk X j f k (sn)(1− A3|X⃗|3)]δ s+8πμ A3δi kΩk=0 (3.43)
The additional 6 equations obtained from the moment and force balance gives us the 3N+6 
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equations necessary to solve for the 3N+6 unknowns.
Let the vector with the unknowns be
F=[ f 1x f 1y f 1 z f 2x f 2 y f 2z ⋯ f N x f N y f N z U 0x U 0 y U 0z Ωx Ωy Ωz ]
T (3.44)
So, the 3N+6 unknown equations can be written in matrix notation as 
U F=b (3.45)
I am now introducing some conventions which I also use in appendix A. If V be a vector, then by
V i : j , I mean a sub-vector of V obtained by taking its elements from the ith element to the jth 
element. Similarly, if M be a matrix, then by M i : j , k : l I mean the matrix obtained by taking the 
elements of M from the ith row to the jth row and from the kth column to the lth column.
So, we have
U 3(m−1)+1: 3m , 3(n−1)+1 : 3n=K ( X⃗ ( sm) , X⃗ (sn))+H ( X⃗ (sm) , X⃗ (sn)) (3.46)
where K and H are the matrix representations of the tensors K jk and H jk and
1≤m≤N ,1≤n≤N .
U 3(m−1)+1: 3m , 3N+1 : 3N+3=−I +
3
4
A(S− A23 D) (3.47)
where
S jk=
δ jk
r
+
X j(sm)X k (sm)
r3
where r=|X⃗ (sm)| (3.48)
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D jk=−
δ jk
r3
+3
X j (sm)X k (sm)
r5
where r=|X⃗ (sm)| (3.49)
and 1≤m≤N .
U 3(m−1)+1: 3m , 3N+4: 3N+6=( A
3
∣( X⃗ (sm))∣
3−1)[ 0 X 3(sm) −X 2(sm)−X 3(sm) 0 X 1(sm)X 2(sm) −X 1(sm) 0 ] (3.50)
where 1≤m≤N .
U 3N+1 : 3N+3,3 (n−1)+1: 3n={(1+CT (sn))[1 0 00 1 00 0 1 ]+(C R(sn)−CT( sn))[X 1(sn)X 2(sn)X 3(sn)][X 1(sn) X 2(sn) X 3(sn)]}δ s (3.51)
where 1≤n≤N .
U 3N+1 : 3N+3,3 N+1 : 3n+3=6πμ A I (3.52)
where 1≤n≤N .
U 3N+4 :3N+6,3(n−1)+1 :3n=(1− A
3
∣⃗X (sn)∣
3)[ 0 −X 3(sn) X 2(sn)X 3(sn) 0 −X 1(sn)−X 2(sn) X 1(sn) 0 ]δ s (3.53)
where 1≤n≤N .
U 3N+ 4 :3N+6,3N +4: 3N+6=8πμ A
3 I (3.54)
All the other unspecified elements of U are zero.
32
b=[v x (s1) v y (s1) v z( x1) v x(s2) v y(s2) vz( s2) ⋯ v x( sN) v y (sN ) v z(s N) 0 0 0 0 0 0 ]
T (3.55)
Now, by using the relation F=U−1b we can find the stokeslet distribution on the cilium and 
also the translational and rotational velocities of the cell body. Once we know the stokeslet 
distribution on the cilium, that gives us the hydrodynamic force distribution on the cilium.
b) Sea-urchin sperm and Ciona sperm:
The method described in this section was used to analyze the cilia of sea-urchin sperm and 
Ciona sperm data sets. Both of them have a conical head and a relatively long cilium. For the 
Ciona sperm data set the sperm is swimming at a distance of 5 microns from a plate (which is 
taken to be an infinite wall for the purpose of the calculations). On the other hand the sea-urchin 
sperm is freely swimming and is not near a plate. The hydrodynamic calculations we discuss 
here are for when the organism is swimming near a plate. We can use the same calculations for 
the case of the sea-urchin sperm which is not near a plate by taking the distance of the organism 
from the plate to be a large enough number so as to virtually eliminate the effect of the plate. The
conical shape of the head is approximated in the calculations by a set of three spheres of differing
radii. The Reynolds number of the flow is small and therefore classified as a typical case of 
Stokes flow. As in the case of the sea-urchin embryo, the flow induced by the sperm can also be 
modeled (at least approximately) by a set of singularities. As in the case of the sea-urchin 
embryo the cilium is modeled by a distribution of singularities along its center line. Each sphere 
is modeled by a stokeslet, a source doublet and a rotlet placed at its center. Since the cell is in the
vicinity of a wall, we also use an image system for the above mentioned singularities in order to 
satisfy the no-slip condition on the surface of the wall. No-slip conditions need to be satisfied on 
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the surfaces of the spheres too. 
The velocity field due to a stokeslet in an infinite unbounded fluid was given in the 
previous section. The corresponding Green’s function is denoted by S ( x⃗ , X⃗ ) . In this section, 
we deal with a semi-infinite fluid bounded by an infinite plate. Therefore, the stokeslets used to 
model the cilium and the singularities inside the spheres comprising the cell head must be 
supplemented by their images in the wall to account for the no-slip condition at the wall. The 
velocity field due to a rotlet of strength L⃗  located at X⃗ in a fluid of viscosity μ is given by
ui ( x⃗ )=
1
8πμ
C i m ( x⃗ , X⃗ )Lm( X⃗ ) (3.56)
Here, C i m ( x⃗ , X⃗ ) is the free-space Green’s function for the rotlet and is given by
C i m ( x⃗ , X⃗ )=ϵiml
(x l−X l )
r3
(3.57)
where r=|x⃗−X⃗| .  Physically, this is the velocity field due to a point torque L⃗  located at
X⃗ in an unbounded fluid. To account for the wall, we need to take into account the images of 
the above two singularities in the wall.
Let us analyze first the case of flow due to a stokeslet in the vicinity of an infinite wall. 
The stokeslet is at a distance of h away from the wall. Let n^  be the unit vector normal to the 
wall plane in the direction towards the fluid. Let the position vector for the stokeslet location be
X⃗ . The image system of the stokeslet will be located at a position given by X⃗*= X⃗−2h n^ . 
We need to find the velocity field due to a stokeslet in the vicinity of the wall. This is given by 
the superposition of the velocity fields due to the stokeslet and the singularities which constitute 
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the image system of the stokeslet in the wall.
The image system of the stokeslet in an infinite wall consists of a stokeslet, stokeslet 
doublets and source doublets located at the image point. The velocity field induced at a point
x⃗  due to a stokeslet in the vicinity of the wall as described above is given by Blake and 
Chwang (Blake and Chwang, 1974):
ui ( x⃗ )=
F j
8πμ
[(δi jr + r i r jr3 )−(δijR +R iR jR3 )+2h (δ jαδα k−δ j3δ3k){h( δi kR3−3 R iRkR5 )+δi3 RkR3−δi k R3R3−δ3k RiR3+3 RiR3RkR5 }] (3.58)
where α=1,2 , r⃗= x⃗−X⃗ , R⃗= x⃗− X⃗* , r=|r⃗|  and R=|R⃗| . Note that the 3-direction
is along the unit normal n^ .
Similarly, let us consider the case of a rotlet in the vicinity of a wall. 
The image system for a rotlet in the wall consists of a rotlet, a stresslet and a source 
doublet. The velocity field due to the rotlet of strength L⃗ is given by : 
ui ( x⃗ )=
L j
8πμ [ ϵi j k rkr3 −ϵi j k RkR3 +2hϵk j3(δi kR3−3R iRkR5 )+6ϵk j3 RiR kR3R5 ] (3.59)
(Blake and Chwang, 1974)
where r⃗= x⃗−X⃗ , R⃗= x⃗− X⃗* , r=|r⃗|  and R=|R⃗| . Again, the 3-direction is along the 
unit normal n^ .
The velocity field due to a source doublet of strength d⃗  located at X⃗  is given by 
u j( x⃗ )=
1
4 π
D jk ( x⃗ , X⃗ )d k ( X⃗ )  where D jk ( x⃗ , X⃗ )=−
δ jk
r3
+
3(x j−X j)(xk−X k )
r5
(from 3.7 & 
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3.8) where r=|x⃗−X⃗| .
The stokeslet and rotlet at the center of each sphere  is given by Faxen’s Laws:
F⃗=6πμ A[U⃗−(1+ A26 ∇ 2)u⃗ ' ] (3.60)
L⃗=8 πμ A3[Ω⃗−12 ω⃗ '] (3.61)
[ http://en.wikipedia.org/wiki/Fax%C3%A9n's_law]
Here u⃗ ' is the velocity at the center of the sphere due to all the singularities except the 
ones at the center of that sphere. U⃗ is the velocity of the center of the sphere. Note that this 
velocity can have contributions from both the translational velocity and rotational velocity of the 
cell body. Also, ω⃗ ' is the vorticity at the center of the sphere due to all the singularities except 
the ones at the center of that sphere. Ω⃗  is the rotational velocity of the sphere (the same as 
rotational velocity of the cell body). 
The vorticity due to a singularity and its images can be found by taking the curl of the 
corresponding Green’s function. Similarly, the Laplacian due to a singularity and its images can 
be found by taking the Laplacian of the corresponding Green’s function.
The source-doublet distribution along the center line of the cilium is given by
d⃗=− a
2
4μ
⃗f ⊥ (from 3.9) where a is the radius of the cilium and ⃗f ⊥  is the vector component 
of  the stokeslet distribution f⃗  that is normal to the cilium. The source doublet at the center of 
each sphere is related to the stokeslet at the center of the sphere by the relation 
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d⃗=− A
2
6μ
F⃗ (3.62)
where A is the radius of the sphere and F⃗  is the stokeslet at the center of the sphere. 
The total force and the total torque on the cell must be zero because of negligible inertia 
in the low Reynolds number flows.
Let the Green’s function for the stokeslet be S i j ( x⃗ , X⃗ )  and let the image of the 
stokeslet in the wall be denoted by S*i j ( x⃗ , X⃗ ) . Similarly, let the Green’s function for the rotlet 
be Ci j( x⃗ , X⃗ )  and the corresponding image flow be given by C*i j ( x⃗ , X⃗ ) . The Green’s 
function for the source doublet will be denoted by Di j ( x⃗ , X⃗ ) . 
The coordinate system is chosen such that the origin is the center of the first sphere (the 
one closest to the cilium) , the x3  axis is normal to the wall and the x1 axis is parallel to the 
line joining the centers of the spheres. Let the radii of the spheres, be A1,  A2 and  A3. Then, the 
positions of the centers of the sphere are given by:
P⃗1=(0,0,0); P⃗2=(−A1−A2 ,0,0); P⃗
3=(−A1−2 A2−A3 ,0,0) .
Let the stokelset, rotlet and source doublet at the center of the ith sphere be F⃗i  , L⃗i  and d⃗ i .
Let G j k ( x⃗ , X⃗ )=S j k ( x⃗ , X⃗ )+S j k* ( x⃗ , X⃗ ) .
Let Τ jk ( x⃗ , X⃗ )=C jk ( x⃗ , X⃗ )+C jk* ( x⃗ , X⃗ ) .
The velocity field at a point x⃗ due to all the singularities is given by:
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u j ( x⃗)=∫
0
L
[G j k ( x⃗ , X⃗ (s)) f k(s)8 πμ +D j k ( x⃗ , X⃗ (s)) dk (s)4 π ]ds+∑i=1
3
G jk( x⃗ , P⃗i)
Fk
i
8πμ
+∑
i=1
3
T jk( x⃗ , P⃗i)
Lk
i
8πμ
+∑
i=1
3
D jk( x⃗ , P⃗i)
dk
i
4 π
(3.63)
The integral in the above expression is the contribution to the velocity field due to the 
singularities on the cilium and their image systems.
To evaluate the integral in the above expression, we divide the cilium into N segments 
each of length δs and assume that in that interval, the cilium is straight and in that small interval, 
the stokeslet distribution strength f⃗  and the source doublet distribution strength d⃗ are 
constant.   So, we get
∫
0
L
[G j k ( x⃗ , X⃗ (s)) f k (s)8πμ +D j k ( x⃗ , X⃗ (s)) dk (s)4π ]ds
=∑
n=1
N [ f k (sn)8 πμ ∫sn−δ s2
sn+
δ s
2
G j k ( x⃗ , X⃗ (s))ds+
dk (sn)
4π ∫
sn−
δ s
2
sn+
δ s
2
D j k ( x⃗ , X⃗ (s))ds] (3.64)
Using the reasoning followed for the sea-urchin embryo case, we get the above expression to be 
equal to 
∑
n=1
N { f k (sn)8πμ ∫sn−δ s2
sn+
δ s
2
S jk ( x⃗ , X⃗ (s))ds+
d k (sn)
4π ∫
sn−
δ s
2
sn+
δ s
2
D jk ( x⃗ , X⃗ (s))ds}+∑n=1N H jk ( x⃗ , X⃗ (sn)) f k (sn) (3.65)
where
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H jk ( x⃗ , X⃗ (sn))=
1
8πμ ∫
sn−
δ s
2
sn+
δ s
2
S jk
* ( x⃗ , X⃗ (s ))ds (3.66)
The expression ∑
n=1
N { f k (sn)8πμ ∫sn−δ s2
sn+
δ s
2
S jk ( x⃗ , X⃗ (s))ds+
d k (sn)
4π ∫
sn−
δ s
2
sn+
δ s
2
D jk ( x⃗ , X⃗ (s))ds}  is the same 
as in the case of the sea-urchin sperm and can be expressed as ∑
n=1
N
[K jk ( x⃗ , X⃗ (sn)) f k (sn)]  
where the tensor values of Kjk are exactly the same expressions used in the section on sea-urchin 
embryo.
The tensor values of Hjk are different because the Green’s function for the image of the 
stokeslet in the wall is different from the Green’s function for the image of the stokeslet in a 
sphere (which was what we used for the sea-urchin embryo case). 
So, the contribution to the velocity field due to the singularities on the center line of the 
cilium can be written as ∑
n=1
N
[{K jk ( x⃗ , X⃗ (sn))+H jk ( x⃗ , X⃗ (sn))} f k (sn)] .
Now, let us find the contribution to the velocity field due to the singularities at the centers
of the spheres and their image systems. Remember that we have a stokeslet, rotlet and source 
doublet at the center of each sphere of strengths F⃗i L⃗i and d⃗ i respectively. So, the contribution 
to the velocity field due to the ith sphere will be 
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uH j
i ( x⃗ )= 1
8 πμ
G j k ( x⃗ , P⃗ i)Fki + 18πμ T j k ( x⃗ , P⃗
i)Lki + 14 π D j k ( x⃗ , P⃗
i)dki (3.67)
where P⃗i  is the position vector of the center of the sphere.
Using the result that d⃗ i=−
A i
2
6μ
F⃗i  where Ai is the radius of the sphere, we get
uH j
i ( x⃗ )= 1
8 πμ [G j k ( x⃗ , P⃗i)− Ai
2
3
D j k ( x⃗ , P⃗i)]F ki + 18 πμ T j k ( x⃗ , P⃗i)Lki (3.68)
So, the total velocity field due to all the singularities is given by :
u j ( x⃗)=∑
n=1
N
[{K jk ( x⃗ , X⃗ (sn))+H jk ( x⃗ , X⃗ (sn))} f k (sn)]+∑
1
3
u H j
i ( x⃗)
=∑
n=1
N
[{K jk ( x⃗ , X⃗ (sn))+H jk ( x⃗ , X⃗ (sn))} f k (sn)]+∑
i=1
3 [ 18πμ {G j k ( x⃗ , P⃗i)− Ai23 D j k ( x⃗ , P⃗i)}F ki + 18πμ T j k ( x⃗ , P⃗ i)Lki ]
(3.69)
So, the velocity at the center of the mth segment of the cilium is given by
u j( X⃗ (sm))=∑
n=1
N
[{K jk( X⃗ (sm) , X⃗ (sn))+H jk ( X⃗ (sm) , X⃗ (sn))}f k (sn)]
+∑
i=1
3 [ 18πμ {G j k ( X⃗ (sm) , P⃗i)− Ai23 D j k ( X⃗ (sm) , P⃗ i)}F ki + 18πμ T j k ( X⃗ (sm) , P⃗i)Lki ]
(3.70)
Similar to the case of the sea-urchin embryo ,we take that  when n=m , we set  values of
ρ=a and r=√(δ s2 )2+a2 to find the components of the tensor K jkL  in the local co-
ordinate system. 
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As derived in the section on sea-urchin embryo, the velocity in the cell-body reference 
frame of a point on the center line of the cilium is given by
v⃗ (s , t)=∫
0
s ∂Ψ(s ' , t)
∂ t
(−sin (Ψ(s ' , t)) , cos(Ψ (s ' ,t )) ,0)ds ' (from 3.29).
So, the velocity in the cell-body reference frame of the mid-point of the nth segment of the
cilium is given by v⃗ (sn , t )=∫
0
s n ∂Ψ(s ' , t)
∂ t
(−sin(Ψ(s ' , t)) ,cos (Ψ (s ' , t)) ,0)ds ' (from 3.30).
 The relation between the velocity u⃗  in the lab-reference frame and the velocity v⃗  
in the cell-body reference frame of a point with position vector r⃗  is given by
u⃗=U⃗ +Ω⃗× r⃗ + v⃗  where U⃗ is the translational velocity of the cell body in the lab-reference 
frame and Ω⃗ is the rotational velocity of the cell body in the lab-reference frame.
Matching the two expressions for the velocity of the mid-point of the mth segment on the 
cilium, we get 
v j (sm)+U j+X l (sm)Ωkϵ j k l=∑
n=1
N
[{K jk( X⃗ (sm) , X⃗ (sn))+H jk ( X⃗ (sm) , X⃗ (sn))}f k (sn)]
+∑
i=1
3 [ 18πμ {G j k ( X⃗ (sm) , P⃗ i)− A i23 D j k ( X⃗ (sm) , P⃗ i)}F ki + 18πμ T j k ( X⃗ (sm) , P⃗i)Lki ]
(3.71)
Rearranging the terms, we get 
v j (sm)=∑
n=1
N
[{K jk ( X⃗ (sm) , X⃗ (sn))+H jk (X⃗ (sm) , X⃗ (sn))}f k (sn)]
+∑
i=1
3 [ 18πμ {G j k ( X⃗ (sm) , P⃗i)− Ai23 D j k ( X⃗ (sm) , P⃗ i)}Fki + 18πμT j k ( X⃗ (sm) , P⃗i)Lki ]−U j−X l (sm)ϵ j klΩk
(3.72)
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The above expression constitutes 3N equations. But, the unknowns are 3N + 24. So, we 
need more equations. The total force and total torque on the cell has to be zero due to the low 
Reynolds number nature of the flow. This gives us another 6 equations. These equations are 
given below:
∑
n=1
N
f k (sn)δ s+∑
i=1
3
Fk
i=0 (3.73)
∑
n=1
N
ϵk lm X l (sn) f m(sn)δ s+∑
i=1
3
Lk
i+∑
i=1
3
ϵklm Pl
iFm
i =0 (3.74)
 We also have Faxen’s first law which relates the stokeslet at the center of each sphere with the 
velocity of the center of the corresponding sphere and the velocity field at the center due to non-
singular contributions. We also have Faxen’s second law which relates the rotlet at the center of 
each sphere with the angular velocity of the sphere and the vorticity field at the center due to the 
non-singular contributions. This gives us another 18 equations. So, we now have 3N + 24 
equations. Note that applying Faxen’s laws ensures that the no-slip condition on the surface of 
each sphere is also satisfied.
To use Faxen’s laws for the αth sphere, we need to get expressions for the velocity field at 
the center of the sphere due to all singularities which are not at the center of the sphere and its 
curl (for the vorticity) and its Laplacian.
The expression for the velocity field due to all singularities which are not at the center of the αth 
sphere is given by:
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u ' j ( x⃗ )=
∑
n=1
N
[{K jk ( x⃗ , X⃗ (sn))+H jk ( x⃗ , X⃗ (sn))} f k (sn)]
+ ∑
i=1 , i≠α
3 [ 18πμ {S j k ( x⃗ , P⃗ i)− Ai23 D j k ( x⃗ , P⃗ i)}F ki + 18πμ C j k ( x⃗ , P⃗ i)Lki ]
+∑
i=1
3
[ 18πμ S j k* ( x⃗ , P⃗ i)F ki + 18πμ C j k* ( x⃗ , P⃗ i)Lki ]
(3.75)
Its Laplacian is given by
∇⃗2 u ' j ( x⃗ )=
∑
n=1
N
[{∇⃗ 2 K jk ( x⃗ , X⃗ (sn))+∇⃗2 H jk ( x⃗ , X⃗ (sn))} f k (sn)]
+ ∑
i=1 , i≠α
3 [ 18πμ {∇⃗ 2 S j k ( x⃗ , P⃗ i)− Ai23 ∇⃗2 D j k ( x⃗ , P⃗ i)}F ki + 18πμ ∇⃗ 2C j k ( x⃗ , P⃗i) Lki ]
+∑
i=1
3
[ 18πμ ∇⃗2 S j k* ( x⃗ , P⃗ i)F ki + 18 πμ ∇⃗2 C j k* ( x⃗ , P⃗ i) Lki ]
(3.76)
Its curl is given by
(∇⃗×u⃗ ' )m=ϵl j m ∂∂ x l
u ' j ( x⃗)=
∑
n=1
N
[{ϵl j m ∂∂ x l K jk ( x⃗ , X⃗ (sn))+ϵl j m ∂∂ x l H jk ( x⃗ , X⃗ (sn))} f k (sn)]
+ ∑
i=1 , i≠α
3 [ 18πμ {ϵl j m ∂∂ x l S j k ( x⃗ , P⃗ i)− Ai
2
3
ϵl j m
∂
∂ x l
D j k ( x⃗ , P⃗ i)}F ki + 18πμ ϵl j m ∂∂ x l C j k ( x⃗ , P⃗ i)Lki ]
+∑
i=1
3
[ 18πμ ϵl j m ∂∂ x l S j k* ( x⃗ , P⃗ i) F ki + 18πμ ϵl j m ∂∂ x l C j k* ( x⃗ , P⃗ i) Lki ]
(3.77)
So, Faxen’s first law applied to the  αth sphere is
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F j
α
6 πμ Aα
=U j+ϵ j k lΩkPl
α−u ' j( P⃗α)− Aα
2
6
∇⃗2u ' j ( P⃗α) (3.78)
Substituting for the expressions for the velocity at the center of the sphere, we get
F j
α
6π mu Aα
=U j+ϵ j k lΩkP l
α
−∑
n=1
N
[{K jk( P⃗α , X⃗ (sn))+H jk (P⃗α , X⃗ (sn))}f k(sn)]
− ∑
i=1 ,i≠α
3 [ 18πμ {S j k ( P⃗α , P⃗ i)− A i
2
3
D j k ( P⃗α , P⃗i)}F ki + 18πμC j k (P⃗α , P⃗i)Lki ]
−∑
i=1
3
[ 18πμ S j k* ( P⃗α , P⃗i)F ki + 18πμ C j k* ( P⃗α , P⃗i) Lki ]
−
Aα
2
6 ∑n=1
N
[{∇⃗2 K jk ( P⃗α , X⃗ (sn))+∇⃗2 H jk (P⃗α , X⃗ (sn))}f k (sn)]
− Aα
2
6 ∑i=1, i≠α
3 [ 18πμ {∇⃗ 2S j k (P⃗α , P⃗i)− A i23 ∇⃗2D j k (P⃗α , P⃗i )}F ki+ 18 πμ ∇⃗2C j k (P⃗α , P⃗i )Lki ]
−
Aα
2
6 ∑i=1
3
[ 18πμ ∇⃗ 2S j k* (P⃗α , P⃗i)Fki+ 18 πμ ∇⃗2C j k* (P⃗α , P⃗i)Lki ]
(3.79)
Faxen’s second law applied to the αth sphere is
Lm
α
8πμ Aα
3 =Ωm−
1
2
(∇⃗×u⃗ ' )m (3.80)
Substituting the expression for the vorticity at the center of the sphere, we get
44
Lm
α
8πμ Aα
3 =
Ωm−
1
2∑n=1
N
[{ϵl jm ∂∂ x l K jk( P⃗α , X⃗ (sn))+ϵl jm ∂∂ x l H jk (P⃗α , X⃗ (sn))}f k (sn)]
−1
2 ∑i=1 ,i≠α
3 [ 18πμ {ϵl jm ∂∂ xl S j k ( P⃗α , P⃗i)− A i
2
3
ϵl jm
∂
∂ xl
D j k ( P⃗α , P⃗i)}Fki + 18πμ ϵl jm ∂∂ x l C j k (P⃗α , P⃗i)Lki ]
−1
2∑i=1
3
[ 18πμ ϵl jm ∂∂ x l S j k* (P⃗α , P⃗i)Fki + 18πμ ϵl jm ∂∂ x l C j k* ( P⃗α , P⃗i)Lki ]
(3.81)
So, now we have 3N+24 unknowns and 3N+24 equations. So, we can solve for the unknowns. 
In this way, we can find the stokeslet distribution on the center line of the cilium, the stokeslets 
and rotlets at the center of each sphere and the translational and rotational velocities of the cell 
body in the lab-reference frame.
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Chapter 4 
Fourier mode analysis of ciliary beating 
a) Introduction 
The problem of understanding mechanism responsible for producing steady beat in cilia of 
eukaryotic cells has been a source of numerous investigations over the last several decades, and 
yet it remains unsolved even as considerable information has been gathered over the detailed 
structure of cilia. The principal organelle of a cilium, known as axoneme, consists of nine 
microtubule doublets surrounding a pair of singlet microtubules in the center. Attached to each 
doublet are periodically-spaced dynein protein motors that use energy released from the ATP 
hydrolysis to exert force on the neighboring doublet causing relative sliding among the doublets, 
with the doublet on which the force is being exerted tending to slide away from the cell body. 
This tendency is partially resisted by the passive structure of the axoneme, which consists of 
nexins that are attached to each pair of the adjacent doublets and radial spokes that connect the 
doublets to the central pair. Resulting effect of these active and passive forces, together with the 
fact that each doublet is attached to the cell body, which constrains the relative sliding at one end 
of the axoneme, causes a bend in the cilium. The question that is not yet well answered is how 
the whole assembly works collectively to produce a steady beat. Is the dynamics of this system 
such that a small, arbitrary perturbation to a straight axoneme will grow to produce steady 
oscillations, and, if so, how do the properties of the beat – frequency, amplitude, and shape – 
depend on the axoneme properties? 
The purpose of the present study is to reexamine the problem of axoneme dynamics. We 
have carried out detailed analyses of the data on Ciona and sea urchin sperms and sea urchin 
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embryos beating provided by Brokaw (Brokaw, 1996; Brokaw, 1999) and Mogami (Mogami, 
1993). The cilia in these systems have nearly constant diameter so that their bending modulus is 
potentially nearly constant along the length of the cilia. Furthermore, the membrane surrounding 
the axoneme was removed and ATP was added to the fluid medium surrounding the axoneme in 
these experiments. This removes the possibility of uneven distribution of ATP along the length 
of cilia. Brokaw presented extensive data that included detailed images of the cilia shape for 
various ATP concentrations and fluid viscosity. He also presented additional data on frequency 
and amplitude (but not the shape) on even greater set of conditions which can provide additional 
tests of the model for axoneme dynamics.  
Our analysis shows that the inter-doublet force is well correlated with the sliding in the 
central (approximately middle half) region of the axoneme. In this region, however, the force 
mainly depends on the rate of sliding and not the magnitude of sliding in contrast with the 
prediction of the load-dependent detachment model which predicts a phase difference between 
the oscillating inter-doublet forces and sliding. Since the phase difference is small, this region is 
not suitable for creating waves (as shown later in the text). It appears rather that this region is 
responsible mostly for propagating waves that must be created elsewhere. The inter-doublet 
force in the region near the base on the other hand shows a phase difference that is consistent 
with growing (spatially as well as temporally) an arbitrary disturbance. In other words, our 
analysis suggests that the waves are mostly created in the proximal region and simply propagated 
down the length of the axoneme. If this is indeed true, then there must be structural difference 
between the two regions. Evidence that this may be true was found in a recent study that has 
shown that the axoneme structure in the proximal region is different from that in the central 
region – but admittedly more needs to be investigated to reach definitive conclusions. Finally, 
47 
 
the distal region – near the tip of the axoneme – also appears to have a different behavior than 
the central region, but this most likely is due to the fact that the number density of protein motors 
decreases in the distal region. 
b) Method  
Please refer to appendix A for the methods we used for curve fitting and the interpolation 
routine used for wave interpolation. 
The first step in the analysis is to determine the distribution of the force exerted by the 
fluid along the length of a beating cilium. This hydrodynamic force density produces a bending 
moment that must be balanced internally by axoneme bending moment and the internal moments 
generated by interdoublet forces and this provides a method for estimating the interdoublet force. 
The cilium shape as a function of time also provides us with the estimates of interdoublet sliding 
and curvature that are needed to test theories of axoneme dynamics. We begin with the 
description of the method used for determining the fluid force distribution. 
  We neglected the inertial terms in the equations of motion. The Reynolds number of the 
flow is given by 𝑅𝑅𝑅𝑅 = 𝜌𝜌𝜌𝜌𝜌𝜌2/𝜇𝜇, where 𝜌𝜌 is the frequency of the beat, 𝜌𝜌 is the length of the cilium, 
and 𝜌𝜌 and 𝜇𝜇 are, respectively, the density and viscosity of the fluid. For a typical experiment that 
we have analyzed, with 𝜈𝜈 = 30 Hz and 𝜌𝜌 = 40 𝜇𝜇m,  𝑅𝑅𝑅𝑅 is approximately 0.05, justifying thereby 
the neglect of inertia. As mentioned in the Introduction to this chapter, we analyzed 11 different 
cases for which the images of a beating cilium at several time instants (typically 8-10) over a 
steady beat cycle have been reported in the literature. The images were digitized to determine 
tangent angle 𝜓𝜓 as a function of the arc length 𝑠𝑠 along the length of the cilium and time t. These 
data were next smoothened by using polynomial splines in 𝑠𝑠 and Fourier series and periodic 
splines in t (see Appendix A for details). The smoothened data were subsequently used to 
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estimate 𝜓𝜓  for intermediate times and for determining the temporal and spatial derivatives of 𝜓𝜓. 
Figure 4.1 shows an example of 𝜓𝜓 as a function of s and t. The open circles represent the data 
obtained by digitizing the figures reported in the literature while the solid lines represent 
smoothed/interpolated data. The shape of the cilium in a reference-frame fitted in the cell body 
was evaluated using 
𝒙𝒙(𝑠𝑠, 𝑡𝑡) = 𝑥𝑥𝑩𝑩 + ∫ �𝑐𝑐𝑐𝑐𝑠𝑠𝜓𝜓(𝑠𝑠′, 𝑡𝑡)𝒆𝒆𝒙𝒙 + 𝑠𝑠𝑠𝑠𝑠𝑠𝜓𝜓(𝑠𝑠′, 𝑡𝑡)𝒆𝒆𝒚𝒚�𝑠𝑠0 𝑑𝑑𝑠𝑠′       (4.1) 
where 𝑥𝑥𝑩𝑩 denotes the position vector of the base at which the cilium is connected to the cell 
body, and 𝒆𝒆𝒙𝒙 and 𝒆𝒆𝒚𝒚 are the unit vectors along the x- and y-axes which form the plane of beating. 
The cell body orientation is along  -𝒆𝒆𝒙𝒙. The above expression differentiated with t gives the 
velocity of the cilium in the cell-body reference frame. The velocity in the laboratory-fixed 
reference frame is then given by 
𝒗𝒗(𝑠𝑠, 𝑡𝑡) = 𝑼𝑼(𝑡𝑡) + 𝛀𝛀(t) × 𝒙𝒙 + ∫ �𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�−𝑠𝑠𝑠𝑠𝑠𝑠𝜓𝜓(𝑠𝑠′, 𝑡𝑡)𝒆𝒆𝒙𝒙 + 𝑐𝑐𝑐𝑐𝑠𝑠𝜓𝜓(𝑠𝑠′, 𝑡𝑡)𝒆𝒆𝒚𝒚��𝑠𝑠0 𝑑𝑑𝑠𝑠′   (4.2) 
where 𝑼𝑼(𝑡𝑡) and 𝛀𝛀(t) are, respectively, the translational and rotational velocities of the cell. Since 
these quantities were not reported, we must solve for them by requiring that the total drag force 
and torque exerted by the fluid on the cilium and cell body must be zero. 
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Figure 4.1. The tangent angle 𝜓𝜓 (in radians) as a function of the arc length s along the length of a 
cilium at various times during a beat. The open circles represent the data (digitized from Brokaw, 
1996) and the solid lines represent the fit.  
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Since the diameter 2𝑏𝑏 of the cilium (about 240 nm) is much smaller than its length 𝜌𝜌 
(about 40 𝜇𝜇m), the velocity induced by the cilium was expressed using the slender body theory 
according to which the surface distribution of force on the cilium can be approximated by a line 
distribution of Stokeslet and source dipole along the cilium. The velocity induced by the cilium 
is therefore expressed as given by 
𝑢𝑢𝑖𝑖
𝑐𝑐(𝒙𝒙) = 1
8𝜋𝜋𝜋𝜋
∫ ℱ𝑗𝑗(𝑠𝑠′) �1 + 𝑏𝑏24 ∇2� �𝛿𝛿𝑖𝑖𝑖𝑖|𝒚𝒚| + 𝑦𝑦𝑖𝑖𝑦𝑦𝑖𝑖|𝒚𝒚|3 �𝐿𝐿0 𝑑𝑑𝑠𝑠′       (4.3) 
where  𝑦𝑦𝑖𝑖 = 𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖′(𝑠𝑠′) is the vector connecting a point 𝑥𝑥𝑖𝑖 in the fluid and 𝑥𝑥𝑖𝑖′ located at the arc 
length 𝑠𝑠′ along the axis of the axoneme,  ℱ𝑗𝑗(𝑠𝑠′) is the hydrodynamic force per unit length of the 
axoneme, and ∇2 is a 2-dimensional Laplacian in the plane normal to the axoneme at s’.  
The cell body was modeled as an assemblage of spheres. For Ciona sperm data analysis, we used 
the fact that the head is considerably nonspherical and tapered by treating it as a triplet of joined 
spheres of diameters 2.2, 1.7, and 1.2 𝜇𝜇m. (This assembly of three spheres may be compared 
with the actual conical head that is 4.8 𝜇𝜇m long and has maximum width of 1.54 𝜇𝜇m.). The sea 
urchin sperm head is slightly smaller with dimensions of 4.2 𝜇𝜇m and 1.36 𝜇𝜇m and was modeled 
by, once again, a triplet of spheres with diameters 1.6, 1.4, and 1 𝜇𝜇m. The sea urchin embryo 
head, on the other hand, is nearly spherical and was modeled as a single sphere of diameter 7 
𝜇𝜇m.  
The velocity induced by the head was expressed by one of two methods. For the case of 
freely swimming sea urchin embryo, we used the image system of a point force near a sphere as 
given by Higdon (Higdon, 1979). This image system has the advantage that the no-slip condition 
on the sphere is satisfied exactly. For other cases, for which we modeled the head by a triplet of 
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spheres, we approximated the velocity induced by each head as that due to a combination of 
point force, torque, and source dipole at the center of each sphere. The no-slip condition on the 
surface of the spheres was satisfied in the integral sense through Faxen’s “laws” 
(http://en.wikipedia.org/wiki/Fax%C3%A9n's_law). Since the overall dimensions of the head are 
much smaller than the length of the cilium for sperms, this approximate treatment of the 
boundary conditions at the surface of the cell body should be adequate.  
In the large majority of the cases that we analyzed, a wall was present and the cell 
executed beats in a plane parallel to the wall. The effect of the wall on the flow was accounted 
for by the method of images. Expressions given by Ozarkar and Sangani (Ozarkar and Sangani, 
2008) for the image systems for a point Stokeslet or rotlet near a wall were used for this purpose.  
The line distribution of Stokelet and source dipole was discretized using 40 elements along the 
cilium length to approximate the integral by a sum, and the system of equations resulting from 
the application of the no-slip condition on the surface of the cilium and head (120 for the three 
components of the Stokeslet along the cilium length plus 18 force and torque components of the 
triplet of spheres (in the case of sperms) and six components of the overall translational and 
rotational velocities) were solved to determine all the unknowns and hence the velocity field and 
force distribution. This analysis was carried out for 30 time instants over a beat. 
The next step is the application of the internal moment balance to determine the moment 
generated by the interdoublet forces. The external force due to fluid resistance at cross-section s 
perpendicular to the cilium axis is obtained by integrating the force distribution 
𝐹𝐹𝑗𝑗
𝑐𝑐(𝑠𝑠) = ∫ ℱ𝑗𝑗(𝑠𝑠′)𝑑𝑑𝑠𝑠′𝐿𝐿𝑠𝑠 ≡ 𝐹𝐹𝑠𝑠𝑠𝑠𝑗𝑗 + 𝐹𝐹𝜕𝜕𝑡𝑡𝑗𝑗         (4.4) 
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where  𝑠𝑠𝑗𝑗  and 𝑡𝑡𝑗𝑗 are, respectively, unit normal (in the plane of the beat) and tangent vectors to the 
axoneme and 𝐹𝐹𝑠𝑠 and 𝐹𝐹𝜕𝜕 are, respectively, the shear and tangential components of the force at s 
due to flow. Now, as shown by Riedel-Kruse et al. (Riedel-Kruse et al., 2007), the nine doublet 
system can be replaced by an equivalent two doublet system in the case of a planar beat with an 
interdoublet force 𝑓𝑓 per unit length (refer to Fig. 4.2). The distance a between the two doublets is 
equal to 184 nm. Let us now consider moment balance on an element of length ds of this system. 
The shear forces acting on the two ends of this element produce a moment equal to  𝐹𝐹𝑠𝑠𝑑𝑑𝑠𝑠. We 
shall assume that the bending of the axoneme produces a moment that can be expressed in terms 
of an equivalent bending modulus 𝜅𝜅. The net moment due to bending is then given by 𝜅𝜅[𝐶𝐶(𝑠𝑠 +
𝑑𝑑𝑠𝑠) − 𝐶𝐶(𝑠𝑠)], where 𝐶𝐶(𝑠𝑠) is the curvature of the axoneme at s. The interdoublet forces cause the 
tensions in the doublet to vary. This produces a net moment of 𝑎𝑎𝑓𝑓𝑑𝑑𝑠𝑠. Since the net moment on 
the differential element 𝑑𝑑𝑠𝑠 must vanish, we obtain 
𝑎𝑎𝑓𝑓 = −𝐹𝐹𝑠𝑠 − 𝜅𝜅 𝜕𝜕𝜕𝜕𝜕𝜕𝑠𝑠           (4.5) 
This equation allows one to estimate the inter-doublet force provided that the bending modulus 𝜅𝜅 
is known since the curvature C can be estimated from the shape of the cilium and the shear force 
𝐹𝐹𝑠𝑠 can be determined from the hydrodynamic analysis. Almost all models hypothesize that 𝑎𝑎𝑓𝑓 is 
a function of the inter-doublet sliding, which can be evaluated from the data on tangent angle 
using 𝜓𝜓 using 
∆(𝑠𝑠, 𝑡𝑡) = ∆𝐵𝐵(𝑡𝑡) + 𝑎𝑎 ∫ 𝐶𝐶𝑑𝑑𝑠𝑠𝑠𝑠0 = ∆𝐵𝐵(𝑡𝑡) + 𝑎𝑎[𝜓𝜓(𝑠𝑠, 𝑡𝑡) − 𝜓𝜓(0, 𝑡𝑡)] ≡ ∆𝐵𝐵(𝑡𝑡) + ∆′(𝑠𝑠, 𝑡𝑡)   (4.6) 
where ∆𝐵𝐵(𝑡𝑡) accounts for the possibility of inter-doublet sliding within the basal connection. 
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It should be noted that the so-called sperm equation used by Riedel-Kruse et al. to analyze the 
beat data is obtained by taking the second derivative of the moment balance equation (4.5) where 
further approximations are made. Differentiating (4.5) twice with s, and assuming that 𝜓𝜓 is 
small, we obtain 
𝜕𝜕2(𝑎𝑎𝑎𝑎)
𝜕𝜕𝑠𝑠2
= 𝜕𝜕ℱ𝑦𝑦
𝜕𝜕𝑠𝑠
− 𝜅𝜅
𝜕𝜕4𝜕𝜕
𝜕𝜕𝑠𝑠4
           (4.7) 
 
In deriving the above expression we have neglected terms of 𝑂𝑂(𝜓𝜓2). Further, if we assume that 
the hydrodynamic force density at s is simply proportional to the velocity cilium at that point 
(this is referred to in the literature as the constant resistivity approximation), i.e., if we assume 
that ℱ𝑦𝑦 = −𝜁𝜁⊥𝑣𝑣𝑦𝑦, where 𝜁𝜁⊥is a constant, then we obtain 
 
𝜕𝜕ℱ𝑦𝑦
𝜕𝜕𝑠𝑠
= −𝜁𝜁⊥ 〈Ω + 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 〉           (4.8) 
where  Ω is the magnitude of the rotational velocity, which is aligned in the direction normal to 
the plane of the beat.  Finally, if we assume the validity of a linear relation between the inter-
doublet force and sliding as suggested by the sliding-control theories, i.e., if we assume that  
𝑓𝑓 = 𝜒𝜒Δ            (4.9) 
with  𝜒𝜒 referred to as the dynamic stiffness of the interdoublet assembly, then we obtain the so-
called sperm equation 
𝜁𝜁⊥ 〈Ω + 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 〉 + 𝜒𝜒𝑎𝑎2   𝜕𝜕2𝜕𝜕𝜕𝜕𝑠𝑠2 + 𝜅𝜅 𝜕𝜕4𝜕𝜕𝜕𝜕𝑠𝑠4 = 0        (4.10) 
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The above equation is in agreement with the sperm equation used by Riedel-Kruse et al.(Riedel-
Kruse et al., 2007) except for the term involving the rotational velocity, which, in principle, can 
be removed by redefining 𝜓𝜓 to account for pure rotational motion. 
c) Results. 
We shall discuss in more detail the analysis of one representative set of data. This 
corresponds to Ciona sperm swimming in a plane parallel to a wall that is approximately 5 𝜇𝜇m 
away (Figure 1d in Brokaw, 1996). The viscosity of the surrounding fluid (mostly water) is 1.35 
cP -- slightly greater than that of pure water. The ATP concentration in the fluid is 2 mM. The 
sperm beats regularly with frequency 𝜈𝜈 = 37.5 Hz. The data for 𝜓𝜓 for this case were shown in 
Fig. 4.1. Since the dynamic stiffness is expected to be a function of frequency, it is most 
convenient to work in terms of Fourier components of various quantities defined via expressions 
such as 
Δ(𝑠𝑠, 𝑡𝑡) = ∑ ∆𝑛𝑛∞𝑛𝑛=−∞ exp (2𝜋𝜋𝑠𝑠𝜈𝜈𝑠𝑠𝑡𝑡)         (4.11) 
with  ∆𝑛𝑛= (∆𝑐𝑐𝑛𝑛 − 𝑠𝑠∆𝑠𝑠𝑛𝑛)/2 and ∆−𝑛𝑛= (∆𝑐𝑐𝑛𝑛 + 𝑠𝑠∆𝑠𝑠𝑛𝑛)/2 for 𝑠𝑠 > 𝑐𝑐. Note that this expression is 
equivalent to  
 
Δ(𝑠𝑠, 𝑡𝑡) = Δ0 + ∑ ∆𝑐𝑐𝑛𝑛∞𝑛𝑛=1 cos(2𝜋𝜋𝜈𝜈𝑠𝑠𝑡𝑡) + ∆𝑠𝑠𝑛𝑛 sin(2𝜋𝜋𝜈𝜈𝑠𝑠𝑡𝑡)      (4.12) 
∆𝑐𝑐1 and ∆𝑠𝑠1will be referred to the 𝑠𝑠 = 1 Fourier components of sliding. The same notation will 
be used for other quantities. We calculated the Fourier coefficients up to |𝑠𝑠| = 3. Most of the 
analysis, however, was done for the dominant mode |𝑠𝑠| = 1 as was done Riedel-Kruse et al. 
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(Riedel-Kruse et al., 2007). Figure 4.2 shows the computed Fourier coefficient of few of the key 
quantities. 𝑠𝑠 = 2 and 3 Fourier modes of sliding are magnified by a factor of 5. Since these 
modes are significantly smaller than the n=1 modes, most of our discussion will be limited to the 
n=1 modes.   
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Figure 4.2. (a) Fourier modes of Δ′/𝑎𝑎 as functions of 𝑠𝑠/𝜌𝜌. The solids lines correspond to the 𝑠𝑠 =1 mode. Open circles and stars correspond to 𝑠𝑠 = 2 and 3 modes after multiplying each by a 
factor of five. (b) n=1 Fourier modes of 𝜌𝜌2𝜕𝜕𝐶𝐶/𝜕𝜕𝑠𝑠. (c) n=1 Fourier modes of the shear force 𝐹𝐹𝑠𝑠 
(non-dimensionalized by 4𝜋𝜋𝜇𝜇𝜈𝜈𝜌𝜌2) on cilium cross-section at 𝑠𝑠. 
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To determine the interdoublet force we need an estimate of the bending modulus 𝜅𝜅. 
Several different estimates for this quantity have been reported in the literature. Howard 
(Howard, 2001) estimated it to equal 900 pN. 𝜇𝜇m2  for a sea urchin cilium (in a relaxed state 
with ADP and vanadate). Xu et al. (Xu et al., 2012) determined both the stiffness and the 
bending modulus from the data on a bent Chlamydomonas cilium under a steady applied force. 
Their analysis gave 𝜅𝜅 = 238 pN. 𝜇𝜇m2. Riedel-Kruse et al. (Riedel-Kruse et al., 2007) treated 𝜅𝜅 
as a fit parameter in their analysis of a beating bull sperm, and obtained  𝜅𝜅 = 1700 pN. 𝜇𝜇m2. 
Finally, it should be noted that all these analyses assumed that the bending modulus is 
independent of frequency. In other words, the bending moment in the axoneme, which is a 
composite beam consisting of nine doublets and all its other components (central pair of 
microtubules, nexins, radial spokes etc.), depends on the instantaneous value of its curvature C.  
This assumption is not justified for the high frequencies typical of the sperm beats (see chapter 5 
for evidence of the frequency dependence). Another possible complication is that the bending 
modulus of an axoneme that is actively beating may be different from the one in which the 
motors are relaxed. We shall therefore also consider the possibility that the bending modulus is 
not a simple constant. 
Figure 4.3 shows the first Fourier modes of  𝑎𝑎𝑓𝑓 as functions of 𝑠𝑠 derived from the 
computed values of the shear force and taking 𝜅𝜅 = 238 pN. 𝜇𝜇m2, a value given by Xu et al. Let 
us also assume that the inter-doublet force is only a function of sliding, and that the relation 
between the two is linear with a complex frequency-dependent dynamic stiffness, i.e. that (9) 
applies with 𝜒𝜒 = 𝜒𝜒𝑅𝑅(𝜔𝜔) + 𝑠𝑠𝜒𝜒𝐼𝐼(𝜔𝜔) -- with 𝜔𝜔 = 2𝜋𝜋𝜌𝜌 being the frequency corresponding to the 
𝑠𝑠 = 1 mode. The data for the first Fourier modes (𝑎𝑎𝑓𝑓)𝑐𝑐1 and (𝑎𝑎𝑓𝑓)𝑠𝑠1 may be used to determine 
the real and imaginary parts of the dynamic stiffness and the first Fourier modes of the sliding 
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within the base, Δ𝐵𝐵  (a total of four parameters and eighty data points). The solid and dashed 
lines in Fig. 4.3 are the results of this fit whereas the open circles and stars are the computed 
values of the 𝑠𝑠 = 1  Fourier modes of af derived from the hydrodynamic analysis (cf. (5)). This 
yields 𝜒𝜒𝑅𝑅 = 269 pN/𝜇𝜇m2  and 𝜒𝜒𝐼𝐼 = 531 pN/𝜇𝜇m2  . We note that the fit, however, is not 
satisfactory. The 𝑅𝑅2 of the fit is only 0.75 .  Using 𝜅𝜅 = 1700 pN. 𝜇𝜇m2, an estimate obtained by 
Rielde-Kruse et al. , yields an even poor fit, with 𝑅𝑅2 = 0.65.  
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Figure 4.3. n=1 Fourier modes of the computed values (open circles and stars) of the internal 
moment af assuming that the bending modulus equals 238 pN. 𝜇𝜇m2 as reported by Xu et al. (Xu 
et al., 2012). The lines represent fits based on a sliding-control theory. 
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The fit does not improve much for other assumed values of the bending modulus. Even the best 
fit, obtained by setting = 0 , yields 𝑅𝑅2 of the fit to only equal 0.89. For this best possible fit we 
obtained 𝜒𝜒𝑅𝑅 = −63 pN/𝜇𝜇m2  and 𝜒𝜒𝐼𝐼 = 520 pN/𝜇𝜇m2 .  
In Fig. 4.4 we have plotted the amplitude of the first Fourier mode of af against the 
amplitude of the first mode of sliding. Since it is possible to have same sliding amplitude at more 
than one point on the axoneme, such a plot provides a more stringent test of the relation such as 
(9) for the axonemal dynamics. The solid lines in Fig. 4.4 represent the linear relation (9) with 
the dynamic stiffness 𝜒𝜒 and Δ0  determined by first fitting the data for the hydrodynamic force 𝐹𝐹𝑠𝑠 
according to (5) for a selected value of the bending modulus. It is clear that the linear relation 
does not hold for the computed values of these two quantities irrespective of the value we choose 
for the bending modulus.   
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Figure 4.4. Amplitude of the first Fourier modes of 𝑎𝑎𝑓𝑓 (i.e. plotted against the amplitude of the 
first Fourier mode of sliding. The solid lines correspond to assuming 𝑓𝑓 = 𝜒𝜒Δ with constant 
dynamic stiffness 𝜒𝜒. (a) 𝜅𝜅 = 0; (b) 𝜅𝜅 = 238 𝑝𝑝𝑝𝑝/𝜇𝜇m2. 
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The fit is not good even if we allow the bending modulus to be an additional fit parameter 
or if one assumes the linear relation that allows the interdoublet force to also depend on the 
curvature as given by 𝑓𝑓 = 𝜒𝜒Δ + 𝐴𝐴𝐶𝐶, with two additional parameters for the real and imaginary 
parts of 𝐴𝐴. We therefore concluded that it is unlikely to have a simple, linear relation that will 
hold for the entire length of the cilium and decided instead to focus on the middle half of the 
axoneme where 𝑑𝑑𝐶𝐶/𝑑𝑑𝑠𝑠 is relatively small and the uncertainty regarding the actual value of the 
bending modulus is likely to be minimal. This is also the region where the error due to the 
approximate treatment of the sperm head in determining the hydrodynamic force distribution and 
the end effect errors in using the slender body theory are expected to be minimal.  
Figure 4.5 shows the results of a linear fit between the inter-doublet force and sliding 
after discarding ten points near the base and the distal end out of a total of forty points. These fits 
were made for two cases separately: (i) the bending modulus was assumed to be purely elastic 
(𝜅𝜅 is real); (ii) the bending modulus is allowed to be complex with the viscous part to be 
determined by fitting. Once the basal sliding, dynamic stiffness, and the viscous part of the 
bending modulus are fitted (a total of five parameters) using the individual cosine and sine 
modes of (5), we determine the amplitudes of sliding and inter-doublet force. Figure 4.5 shows 
the results plotted for three cases. In all three cases the actual fitted data for 𝑠𝑠 = 1 modes 
of 𝑎𝑎𝑓𝑓versus s showed excellent fits – with 𝑅𝑅2 better than 0.99 in all the cases. However, the 
results replotted in terms of amplitudes showed significant variation. We see that the case (c), in 
which the dissipative component of the bending modulus is set to zero, does not show a 
satisfactory linear fit. The case (b), in which we allowed the dissipative component to be nonzero 
but the real part chosen to equal the literature value as given by Xu et al.(Xu et al. 2012), shows 
improved behavior, but not entirely satisfactory. We see that we may have essentially same |∆1| 
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at two different positions on the cilium, but their |(𝑎𝑎𝑓𝑓)1| are significantly different. The best 
agreement is observed only when the real part of the bending modulus is very small and the 
dissipative part is nonzero. It is interesting that the estimates of the imaginary parts of the 
dynamic stiffness and the bending modulus obtained by fitting for two different values of 𝜅𝜅𝑅𝑅 in 
(a) and (b) are essentially the same  (𝜅𝜅𝐼𝐼 = 160 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 and 𝜒𝜒𝐼𝐼 = 750 𝑝𝑝𝑝𝑝/𝜇𝜇m2). The real part 
of the dynamic stiffness on the other hand is sensitive to the chosen value of 𝜅𝜅𝑅𝑅 (𝜒𝜒𝑅𝑅 =
−56 𝑝𝑝𝑝𝑝/𝜇𝜇m2 for 𝜅𝜅𝑅𝑅 = 12 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 and 𝜒𝜒𝑅𝑅 = 184 𝑝𝑝𝑝𝑝/𝜇𝜇m2 for 𝜅𝜅𝑅𝑅 = 238 𝑝𝑝𝑝𝑝. 𝜇𝜇m2).  
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Figure 4.5. Amplitude of the n=1 mode of af versus that of sliding in the central region of a 
cilium. In (a) and (b) the bending modulus is allowed to have a dissipative component 𝜅𝜅𝐼𝐼 which 
was determined by fitting the data while in (c) the bending modulus is purely elastic. (a) 𝜅𝜅𝑅𝑅 =12 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 and 𝜅𝜅𝐼𝐼 = 156 𝑝𝑝𝑝𝑝. 𝜇𝜇m2; (b) 𝜅𝜅𝑅𝑅 = 237 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 and 𝜅𝜅𝐼𝐼 = 156 𝑝𝑝𝑝𝑝. 𝜇𝜇m2; (c) 𝜅𝜅𝑅𝑅 =12 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 and 𝜅𝜅𝐼𝐼 = 0. 
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Estimate of the bending modulus 𝜅𝜅𝑅𝑅 (12 𝑝𝑝𝑝𝑝. 𝜇𝜇m2) that yields excellent fit in the central 
region is much smaller than the values reported in the literature. It is even smaller than the 
bending modulus of a single microtubule, whose value according to Gittes et al. (Gittes et al., 
1993) is 23 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 (in the presence of protein tau which stabilizes microtubules). As a 
compromise, we therefore chose somewhat arbitrarily an intermediate value, 𝜅𝜅𝑅𝑅 = 100 𝑝𝑝𝑝𝑝. 𝜇𝜇m2,  
in our subsequent calculations. As noted earlier, the 𝑅𝑅2 of the fit for n=1 Fourier modes as 
functions of s is better than 0.99 for a wide range of values of 𝜅𝜅𝑅𝑅 and so this should not affect 
our main conclusions. 
Having determined Δ0 through the analysis of the central region we now return to the 
analysis for the entire length of the cilium and consider the possibility that the dynamic stiffness 
of the axoneme is not constant along the entire length of the cilium. If we assume that the 
complex bending modulus is constant throughout, then 𝑠𝑠 = 1 Fourier modes of 𝑎𝑎𝑓𝑓 determined 
using (5) as functions of s may be used to estimate the real and imaginary parts of the dynamic 
stiffness as functions of s. The results are shown in Fig. 4.6.  
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Figure 4.6. Estimates of the real (open circles) and imaginary (stars) parts of the dynamic 
stiffness along the length of the cilium. These estimates are obtained assuming that the bulk 
modulus (𝜅𝜅𝑅𝑅 = 100 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 and  𝜅𝜅𝐼𝐼 = 156 𝑝𝑝𝑝𝑝. 𝜇𝜇m2) is constant throughout the length of the 
cilium. 
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We note that the dynamic stiffness is essentially constant in the central region with the 
real part of the dynamic stiffness being very small. The magnitude of the dynamic stiffness is 
seen to decrease with increasing s near the cilium distal end. It is known that the number density 
of motors decreases in the distal region (Bui et al., 2012) and therefore it is not too surprising if 
the active components of the dynamic stiffness decrease near the distal end. What is more 
surprising is the behavior in the proximal region, i.e., the region near the cell body.  We see that 
as we approach the cell body, the real part of 𝜒𝜒𝑅𝑅 begins to increase. This behavior is quite robust 
in that it is also observed in all the other cases we examined. We concluded therefore that, just as 
in the case of distal region, the structure of the axoneme in the proximal region must be different 
from that in the central region.  
A detailed examination of the structures of the axoneme in the proximal and central 
region has been carried out recently by Bui et al. (Bui et al., 2012) for Chlamydomonas axoneme. 
Some of the important findings of these authors are as follows: (i) Dynein b (DHC5) is missing 
in all the doublets in the proximal region whereas it is present in all except for one (9th doublet) 
in the central region. The doublets are numbered such that 1-2 and 6 are in the plane of bending. 
(ii) Dynein d (DHC2) which are present in all the doublets in the central region are possibly 
partially replaced by DHC11 in the proximal region. (iii) Dynein e (DHCS), which is present in 
doublets 2-9 in the central region is possibly partially replaced by DHC3 and DHC4 in the 
proximal region. (iv) Dyenin a (DHC5) in the doublet 1 of the proximal region has polarity that 
is opposite from that in the central region. If their findings for Chlamydomonas also apply to 
Ciona axoneme then we should expect that both 𝜒𝜒 and 𝜅𝜅 may be different in the two regions. 
One may speculate why Nature might have designed the two parts of the axoneme differently or 
why the two parts may have evolved differently by examining the response of a straight axoneme 
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to small disturbances which satisfy (10).  Let  𝜕𝜕𝜓𝜓/𝜕𝜕𝑡𝑡 + Ω(𝑡𝑡) ≡ 𝜕𝜕𝜓𝜓∗/𝜕𝜕𝑡𝑡  and consider the 
disturbance given by 
𝜓𝜓∗ = exp (𝑝𝑝𝑡𝑡 − 𝑠𝑠𝑖𝑖𝑠𝑠)           (4.13) 
The straight axoneme will be unstable to small perturbations in its shape if 𝑅𝑅𝑅𝑅(𝑝𝑝) > 0 for some 
real values of 𝑖𝑖. Alternatively, we may consider the propagation of a steady wave down the 
length of the axoneme for which 𝑝𝑝 is purely imaginary, say 𝑝𝑝 = 𝑠𝑠𝜔𝜔, and the wave number 𝑖𝑖 may 
be complex. Substituting (13) into (10) yields the dispersion relation 
𝜁𝜁⊥𝑝𝑝 = 𝜒𝜒𝑎𝑎2𝑖𝑖2 − 𝜅𝜅𝑖𝑖4           (4.14) 
This suggests that an initial disturbance with 𝑖𝑖2 < 𝑅𝑅𝑅𝑅(𝜒𝜒𝑎𝑎2/𝜅𝜅)  will grow with time. This 
condition is satisfied when the real part of the dynamic stiffness is positive. In other words, for a 
small arbitrary disturbance to the shape of the straight axoneme to grow, and possibly lead to a 
sustained oscillation, a necessary condition is that the real part of the dynamic stiffness be 
positive. This, however, is not required for the entire length of the axoneme. Most of the length 
of the axoneme may simply be used to propagate a wave. For a wave to propagate (𝑝𝑝 = 𝑠𝑠𝜔𝜔) 
without attenuation, it is important that both 𝜒𝜒  and 𝜅𝜅  be purely imaginary. The situation in the 
central region is close to this ideal situation since our analysis of the data showed that the real 
parts of both these quantities are small compared with the imaginary parts. This suggests that the 
proximal region structure is appropriate for creating and growing waves whereas the central 
region is appropriate for propagating waves. 
The proximal region is very small and hence we do not have adequate data to determine 
the properties in this region. We are not sure how the transition in the structure happens or what 
is the length of the proximal region. Figure 4.7 shows an attempt at fitting the data for six points 
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near the base. Since the sliding at the base Δ0 is already determined from the analysis of the 
central region, we used three adjustable parameters (𝜒𝜒𝐼𝐼 , 𝜅𝜅𝐼𝐼 ,  and  𝜒𝜒𝑅𝑅  ) to fit the data. This 
yielded  𝜒𝜒𝐼𝐼 = 842 𝑝𝑝𝑝𝑝/𝜇𝜇m2, 𝜅𝜅𝐼𝐼 = 163 𝑝𝑝𝑝𝑝. 𝜇𝜇m2 , and 𝜒𝜒𝑅𝑅 = 314 𝑝𝑝𝑝𝑝/𝜇𝜇m2.  The imaginary 
components of the dynamic stiffness and bending modulus are comparable to the estimates we 
obtained (𝜒𝜒𝐼𝐼 = 751 𝑝𝑝𝑝𝑝/𝜇𝜇m2, 𝜅𝜅𝐼𝐼 = 160 𝑝𝑝𝑝𝑝. 𝜇𝜇m2) in the central region. The main difference is 
that in the proximal region 𝜒𝜒𝑅𝑅 is positive. This is consistent with our observation that the 
proximal region has properties that are suitable for creating and growing waves.  
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Figure 4.7. n=1 Fourier modes of the internal moment af in the region near the cell body. The 
circles and stars are computed values while the lines are the fits based on a sliding-controlled 
theory with constant properties (both obtained assuming that 𝜅𝜅𝑅𝑅 = 100 𝑝𝑝𝑝𝑝. 𝜇𝜇m2). 
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d) Sliding at the base. 
Our fitting of the data in the central region for the n=1 Fourier modes of af gave Δ𝐵𝐵,𝑐𝑐1/
𝑎𝑎 = 0.27 and Δ𝐵𝐵,𝑠𝑠1/𝑎𝑎 = −0.35. Here, the subscript B stands for the basal, c and s for the cosine 
and sine components, and 1 for the Fourier mode. Riedel-Kruse et al. assumed a model for the 
basal connection according to which the difference in the tension of the doublets at the base 
caused the relative sliding at the base and furthermore that the two are linearly related through a 
complex basal compliance, 𝐶𝐶𝐵𝐵: 
Δ𝐵𝐵(𝑡𝑡) = 𝐶𝐶𝐵𝐵 ∫ 𝑓𝑓(𝑠𝑠, 𝑡𝑡)𝑑𝑑𝑠𝑠𝐿𝐿0           (4.15) 
Our analyses for various cases did not produce a meaningful model for 𝐶𝐶𝐵𝐵. There is, of 
course, slight uncertainty in estimating 𝑎𝑎𝑓𝑓 in the proximal region (and elsewhere) because of the 
uncertainty in the bending modulus, but the scatter in the values of C obtained was too large and 
appeared to be relatively insensitive to the chosen value of the bending modulus. On the other 
hand, we found a good correlation between the basal sliding estimated from fitting the data in the 
central region and the rotational velocity Ω that was obtained as part of the hydrodynamic 
problem which required the total force and torque on the head-cilium assembly to vanish. This 
correlation is 
𝑑𝑑(Δ𝐵𝐵/𝑎𝑎)
𝑑𝑑𝜕𝜕
= −Ω(𝑡𝑡)           (4.16) 
Thus, Fourier components of the basal sliding may be alternatively estimated from the Fourier 
components of the rotational velocity. For the case we are discussing in detail (corresponding to 
Fig. 1d in Brokaw) this correlation yields Δ𝐵𝐵,𝑐𝑐1/𝑎𝑎 = 0.27 and Δ𝐵𝐵,𝑠𝑠1/𝑎𝑎 = −0.05. The cosine 
component is in excellent agreement with the fitted value while the sine component in this 
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particular case is too small compared to its value obtained by fitting. The difference, however, is 
relatively small compared to the overall variations in sliding as can be seen in Fig. 4.7 where we 
have plotted 𝑠𝑠 = 1 Fourier components of Δ∗ defined by  
Δ𝑐𝑐1
∗ = Δ𝑐𝑐1′ + Δ𝐵𝐵,𝑐𝑐1 − aΩ𝑠𝑠12𝜋𝜋𝜋𝜋  and Δ𝑠𝑠1∗ = Δ𝑠𝑠1′ + Δ𝐵𝐵,𝑠𝑠1 + aΩ𝑐𝑐12𝜋𝜋𝜋𝜋        (4.17) 
Note that the Fourier coefficients of Δ∗ would be essentially the same as the Fourier 
coefficients of the external sliding Δ′(𝑠𝑠, 𝑡𝑡) ≡ 𝑎𝑎[𝜓𝜓(𝑠𝑠, 𝑡𝑡) − 𝜓𝜓(0, 𝑡𝑡)] is the correlation given by (16) 
were to strictly apply. Since Δ′ vanishes at 𝑠𝑠 = 0, the Fourier coefficients of Δ∗ must also vanish 
there if the correlation given by (16) is satisfied. We see that this is indeed the case in Fig. 4.8.  
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Figure 4.8. n=1 Fourier components (open circles and stars) of the modified external sliding Δ∗ 
and its amplitude (solid line). All lines should pass through origin if the correlation (16) holds. 
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For the seven cases of the Ciona sperm reported by Brokaw (details to be discussed later) 
the mean squared difference in n=1 Fourier components of Δ𝐵𝐵/𝑎𝑎 estimated using the fitting in 
the central region and by using (16) was found to be 0.036. This may be compared with the mean 
of the square of the basal sliding which equaled 0.13. Note that both these numbers are small 
compared to the actual variations in the sliding along the length of the cilium (cf. Fig. 4.7). 
It is not clear to us why (16) appears to hold well. The fact that this correlation is reasonably 
accurate may be useful, however, in computations of trajectory of swimming sperms as one need 
not specify the equation governing the basal dynamics (e.g., (15)). 
As a side note, we mention that Riedel-Kruse et al. obtained sliding within the base to be of 
O(160 nm), or roughly, Δ0/𝑎𝑎 ~𝑂𝑂(1). Their estimates are significantly greater than the ones we 
obtained which are O (50 nm). The basal connection in bull sperm is different from that in Ciona 
sperms and so it is possible that the two systems may be quite different. As mentioned earlier, 
however, the so-called sperm equation given by Riedel-Kruse et al. differs from (10) in that it 
does not contain the angular velocity. The boundary conditions these authors cited also did not 
contain the angular velocity, or the conditions of force and torque balances on the head-cilium 
assembly. It may be worthwhile therefore to reexamine their data. 
e) Review of the sliding-controlled or load-dependent detachment model 
Before we discuss the results for all the cases we examined, it is useful to review a theory 
for the active forces generated by the motors. For planar beating of a cilium, it is sufficient to 
model the axoneme as consisting of two equivalent doublets with the motors on each exerting 
force on the other as was done by Riedel-Kruse et al. The inter-doublet force 𝑓𝑓 per unit length of 
the axoneme is given by 
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𝑓𝑓 = 𝜌𝜌[𝑝𝑝+𝐹𝐹+ − 𝑝𝑝−𝐹𝐹−]         (4.18) 
where 𝜌𝜌 is the number of motors per unit length of the axoneme, the superscripts + and – refer to 
the two doublets (also to be referred to as the upper and lower doublets) with plus being the one 
on which the net force per unit length is 𝑓𝑓 --- the net force on the lower doublet being – 𝑓𝑓, and 
𝑝𝑝+ represents the fraction of the motors on the lower doublet exerting the active force 𝐹𝐹+on the 
upper doublet at a given instant. For the sake of simplicity, we shall focus presently only on the 
contributions of the motors to the force on the axoneme; the contribution from nexins and other 
passive components of the axoneme will be added separately later. The first term on the right-
hand side of (18) corresponds to the force on the upper doublet due to the motors on the lower 
one while the second term represents the reaction force on the motors attached to the upper 
doublet when they exert an active force on the lower one. The theory assumes first-order kinetics 
for the attachment and detachment of the motors: 
𝑑𝑑𝑝𝑝+
𝑑𝑑𝜕𝜕
= 𝑖𝑖𝑜𝑜𝑛𝑛(1 − 𝑝𝑝+) − 𝑖𝑖𝑜𝑜𝑎𝑎𝑎𝑎+ 𝑝𝑝+         (4.19) 
Axonemal dyneins are difficult to isolate and therefore there are no available data on the kinetics 
of attachment and detachment of dyneins on doublets unlike single motor kinesins which have 
been studied extensively. Gennerich (Gennerich, 2007) has studied behavior of single 
cytoplasmic dyneins whose behavior may be expected to be comparable to the axonemal 
dyneins. This author found that the average time over which a motor remains unbound depends 
on the ATP concentration. For example, the frequency (proportional to 𝑖𝑖𝑜𝑜𝑛𝑛 ) over which the 
dynein remains unbounded increases from about 30 𝑠𝑠−1 at ATP concentration of 1 mM to about 
60 𝑠𝑠−1 at ATP concentration of 10 mM. The average time over which the dynein remains 
attached (and hence exerts a force) on the other hand is independent of the ATP concentration 
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but depends on the external force applied on it. He showed that his data for the frequency of 
unbinding (proportional to 𝑖𝑖𝑜𝑜𝑎𝑎𝑎𝑎 ) as a function of the external force (load) can be fitted by means 
of an exponential curve. The detachment rate is therefore modeled as load-dependent as given by 
𝑖𝑖𝑜𝑜𝑎𝑎𝑎𝑎 = 𝑖𝑖𝑜𝑜 exp(𝐹𝐹𝐿𝐿 𝐹𝐹𝑐𝑐⁄  )          (4.20) 
where 𝑖𝑖𝑜𝑜 and 𝐹𝐹𝑐𝑐 are constants. A single motor under the influence of a steady small external 
force (𝐹𝐹𝐿𝐿 𝐹𝐹𝑐𝑐⁄ ≪ 1 ) can then be shown to slide with an average velocity 𝑣𝑣 as given by 
𝐹𝐹𝐿𝐿 = 𝐹𝐹′(𝑣𝑣0 − 𝑣𝑣)          (4.21) 
where 𝑣𝑣0 = 𝑙𝑙 𝜏𝜏⁄ , 𝐹𝐹′ = 𝐹𝐹𝑐𝑐 (𝑣𝑣0⁄ 𝜏𝜏𝑖𝑖𝑜𝑜𝑛𝑛), and 𝜏𝜏 = (𝑖𝑖𝑜𝑜𝑛𝑛 + 𝑖𝑖𝑜𝑜)−1. Here, 𝑙𝑙 is the average distance the 
motor slides when it is bound and undergoes configuration change due to ATP hydrolysis. The 
fraction of the time a single motor is bound in the absence of external load is given by ?̅?𝑝 = 𝜏𝜏𝑖𝑖𝑜𝑜𝑛𝑛. 
In the absence of an external force a dynein motor will slide with an average velocity 𝑣𝑣0 that will 
increase with ATP concentration because of the increase in 𝑖𝑖𝑜𝑜𝑛𝑛 and the motor will stall 
(provided that the linear approximation is valid) when the external force equals 𝐹𝐹′𝑣𝑣0.  
Let us now return to the problem of predicting the collective behavior of motors in an 
axoneme. We shall take the force exerted by the individual motors on the doublets to be same, 
i.e., we shall take  𝐹𝐹+ = 𝐹𝐹− = 𝐹𝐹0. We deduce the load on the motors on each side from their 
relative sliding. The motors on the upper doublet are sliding with velocity Δ̇ while those on the 
lower doublet are sliding by −Δ̇. We therefore take 
𝐹𝐹𝐿𝐿
± = 𝐹𝐹′(𝑣𝑣0 ∓ Δ̇ ) and  𝑖𝑖𝑜𝑜𝑎𝑎𝑎𝑎± = 𝑖𝑖𝑜𝑜[1 + (𝐹𝐹′/𝐹𝐹𝑐𝑐)(𝑣𝑣0  ∓ Δ̇ )]     (4.22) 
Substituting for the detachment rates in the kinetic expressions (cf. (4.19)) for the motors on the 
two doublets we obtain  
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𝑑𝑑𝜕𝜕
� (𝑝𝑝+ − 𝑝𝑝−) = 2𝑖𝑖𝑜𝑜 �𝐹𝐹′𝐹𝐹𝑐𝑐� 𝑝𝑝 �Δ̇         (4.23) 
Therefore for an axoneme undergoing small sinusoidal oscillations with frequency 𝜔𝜔 one obtains 
for dynamic stiffness 
𝜒𝜒 = Ω 𝑖𝑖𝑖𝑖+𝑖𝑖2𝜏𝜏
1+𝑖𝑖2𝜏𝜏2
− 𝑖𝑖𝑁𝑁 − 𝑠𝑠𝜔𝜔𝛾𝛾𝑁𝑁          (4.24) 
with Ω = 2ρF0kop �τF′/Fc.  In writing the above expression we have added the contribution 
from passive elements (such as nexins) which are assumed to behave like a viscoelastic solid. 
This expression has been given earlier by Camalet and Jülicher (Camalet and Jülicher, 2000). 
Riedel-Kruse et al. derived a slightly different expression, with an additional term − 2ρp�F′𝑠𝑠𝜔𝜔 
added to the right-hand side of the above expression. This extra term arises if 𝐹𝐹± is not taken to 
be equal to 𝐹𝐹0 but instead assumed to depend on the sliding velocity. We believe that this double 
counts the effect of the load on the sliding velocity. Finally, it should be noted that the 
dependence of Ω on the combination of kinetic constants is through the product kop �τ, which can 
also be expressed as 𝑖𝑖𝑜𝑜𝑖𝑖𝑜𝑜𝑛𝑛 (𝑖𝑖𝑜𝑜+𝑖𝑖𝑜𝑜𝑛𝑛)2⁄ . This quantity goes through a maximum of 1/4 for 
𝑖𝑖𝑜𝑜 = 𝑖𝑖𝑜𝑜𝑛𝑛 and behaves as 𝑖𝑖𝑜𝑜𝑛𝑛/𝑖𝑖𝑜𝑜 as 𝑖𝑖𝑜𝑜𝑛𝑛/𝑖𝑖𝑜𝑜 → 0. Since the constant 𝑖𝑖𝑜𝑜𝑛𝑛 depends on ATP 
concentration, Ω vanishes in the limit of vanishing ATP concentration, as one would expect. 
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f) Results for various cases 
 
Table 4.1. Summary of the analyses in the central region. 
Case ATP 
conc 
(mM) 
Viscosity 
(cP) 
𝜔𝜔 (𝑠𝑠−1) Fourier mode 
(n) 
𝜒𝜒𝐼𝐼/𝑠𝑠𝜔𝜔 
(𝑝𝑝𝑝𝑝. 𝑠𝑠/
𝜇𝜇𝜇𝜇2) 
𝜒𝜒𝑅𝑅 
(𝑝𝑝𝑝𝑝/
𝜇𝜇𝜇𝜇2) 
𝜅𝜅𝐼𝐼/(𝑠𝑠𝜔𝜔) (𝑝𝑝𝑝𝑝. 𝜇𝜇𝜇𝜇2) 𝐸𝐸  
1 2 8.5 195 1 9.2 44 0.41 0.080 Ciona 
2 2 4.7 187 1 9.7 23 1.67 0.018 Ciona 
3 2 1.35 236 1 3.1 49 0.59 0.012 Ciona 
4 0.1 1.35 92 1 4.2 46 0.76 0.018 Ciona 
5 0.067 1.35 72 1 3.8 6.1 -0.04 0.037 Ciona 
    3 2.7 496 1.14 0.168 Ciona 
6 0.012 1.35 12 1 4.8 -11 0.78 0.527 Ciona 
7 2 8.5 193 1 11.1 137 1.08 0.068 Ciona 
    2 10.8 793 1.14 0.330  
    3 8.4 -1819 1.90 0.507  
8  1.35 128 1 3.5 -22 -1.0 0.061 Sea 
urchin 
9  1.35 66 1 5.1 62 1.80 0.098  
10  1.35 67 1 0.9 173 -.01 0.504  
11  1.35 65 1 4.01 123 0.64 0.493  
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We analyzed in detail 11 cases for which the detailed images of the beat are available in 
the literature. The results of the analyses for various cases are summarized in Table 1. First seven 
cases are for Ciona sperm – four (Cases 4-6) that examine the effect of varying ATP when the 
viscosity of the fluid is held constant and four (Cases 1-3 & 7) in which the ATP concentration 
was held constant and the viscosity varied (by adding methyl cellulose).  
Most of the results presented are for 𝑠𝑠 = 1 Fourier modes as the magnitudes of the higher modes 
of sliding were too small to be statistically significant. The mean relative error was evaluated for 
each Fourier mode using 
𝐸𝐸 = 1
𝑁𝑁
 ∑ abs(|𝑎𝑎|𝑖𝑖−|𝜒𝜒||Δ𝑖𝑖|)|𝜒𝜒||Δ𝑖𝑖|𝑁𝑁𝑖𝑖=1          (4.25) 
 
summation being taken over the twenty points along the length of the cilium for each Fourier 
mode. The relative error is high for Cases 10 and 11 and therefore the values of dynamic 
stiffness obtained for these cases may not be statistically significant.  
In all the cases analyzed, the magnitude of the real part of the dynamic stiffness is much 
smaller and statistically insignificant compared with the magnitude of the imaginary part. In 
other words, interdoublet force primarily depends on the sliding velocity. (Note that the results 
for the imaginary part of the dynamic stiffness presented in Table 1 are scaled by frequency that 
is typically O (100).)  We note that the frequency varies significantly with the ATP 
concentration, ranging from about 12 𝑠𝑠−1 at the ATP concentration of 0.012 mM to 236 𝑠𝑠−1 for 
ATP concentration 2 mM. We see a variation of only 70 𝑝𝑝𝑝𝑝/𝜇𝜇𝜇𝜇2in 𝜒𝜒𝑅𝑅 as the frequency varies 
from 12 𝑠𝑠−1 (Case 6) to 236 𝑠𝑠−1 (Case 3). If the contribution from the passive elements of 
axoneme, such as nexins, is assumed to be nearly independent of frequency, then this variation in 
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𝜒𝜒𝑅𝑅 must arise from the motor activity. According to the load-dependent detachment model, the 
contribution from the motor activity to the real part of the dynamic stiffness is proportional to 
𝜏𝜏𝜔𝜔2/(1 + 𝜔𝜔2𝜏𝜏2) while the imaginary part is proportional to 𝜔𝜔/(1 + 𝜔𝜔2𝜏𝜏2).  We see that 𝜒𝜒𝐼𝐼/𝜔𝜔 
varies in a relatively small range (from about 4.8 to 3.1 𝑝𝑝𝑝𝑝/(𝜇𝜇𝜇𝜇2. 𝑠𝑠)) as 𝜔𝜔 varies from 12 to 236 
𝑠𝑠−1 suggesting thereby that the contribution from the factor 1 + 𝜔𝜔2𝜏𝜏2 is insignificant in this 
frequency range, or in other words, that 𝜔𝜔𝜏𝜏 must be small compared with unity even for 
frequency as high as 236 𝑠𝑠−1. Equating 𝜒𝜒𝑅𝑅/𝜒𝜒𝐼𝐼 at the largest frequency (Case 3) to 𝜔𝜔𝜏𝜏 yields 
𝜔𝜔𝜏𝜏 ≈ 0.1  or 𝜏𝜏 ≈ 0.5 ms. Since the kinetic rate constants for cytoplasmic dyneins are of O 
(50 𝑠𝑠−1),  and 𝜏𝜏 = (𝑖𝑖𝑜𝑜𝑛𝑛 + 𝑖𝑖𝑜𝑜𝑎𝑎𝑎𝑎)−1, if one were to assume the rate constants for axonemal 
dyneins to be similar order of magnitude, then the above estimate of 𝜏𝜏  seems highly improbable.  
Next, we discuss results obtained for higher Fourier modes which are generally unreliable 
as the magnitude of these modes for Δ/𝑎𝑎  is typically very small, of O (0.05), and the relative 
errors E are not small. The best correlation was obtained for Case 5 and the 𝑠𝑠 = 3 mode. We see 
a slight reduction in 𝜒𝜒𝐼𝐼/𝑠𝑠𝜔𝜔 for this case. According to the load-dependent detachment model, the 
reduction should be roughly by a factor of (1 + 𝜔𝜔2𝜏𝜏2)/(1 + 9 𝜔𝜔2𝜏𝜏2) or about 8 per cent if we 
take 𝜔𝜔𝜏𝜏 ≈ 0.1. On the other hand, we see a significant increase in 𝜒𝜒𝑅𝑅 . This is consistent with the 
load-dependent detachment model according to which the real part of the dynamic stiffness is 
approximately proportional to 𝜔𝜔2 and therefore about 9 times for the n=3 mode than for the n=1 
mode. The comparison with the values obtained (6.1 versus 496) is probably not meaningful 
because of the uncertainty due to contribution from the passive part and due to relatively high E. 
Similarly, a good qualitative observation is seen for Case 7 for which the results are given for 
three Fourier modes (notice, however, that the relative error is large). We see a relatively small 
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change in 𝜒𝜒𝐼𝐼/𝑠𝑠𝜔𝜔 and significant variations in 𝜒𝜒𝑅𝑅 although its negative value for 𝑠𝑠 = 3 mode and 
also high E suggests that this result is unreliable. 
While the results for the higher Fourier modes are generally unreliable for drawing any 
conclusion regarding the validity of the load-dependent model, they are useful in providing some 
indication of possible nonlinearity in the inter-doublet force-sliding relation. For example, if that 
relationship had been 𝑓𝑓 = 𝜒𝜒Δ + 𝛽𝛽Δ2 then the result for 𝑠𝑠 = 2 mode would be impacted by a 
nonzero 𝛽𝛽. The range over which the 𝑠𝑠 = 1 mode of |Δ|/𝑎𝑎 varies is significantly different 
among various cases for some it varies between 0.3 to 0.6 and for other it varies from about 0.7 
to 1.2. One would have noticed the contribution from nonzero 𝛽𝛽 to impact the values of various 
Fourier modes of dynamic stiffness. However, we did not see any statistically significant 
variation and this suggest that the linear relation between 𝑓𝑓 and Δ is most likely valid for the 
range of values of Δ encountered in all the cases (which includes Δ/𝑎𝑎 as high as 1.5).  
The imaginary part of the bending stiffness divided by frequency is found to be reasonably 
constant among various cases and its value appears to be of the order of 1 𝑝𝑝𝑝𝑝. 𝜇𝜇𝜇𝜇2/𝑠𝑠. 
The results for cases 1-3 show the effect of change in viscosity of the fluid. According to 
the load-dependent detachment model, the dynamic stiffness must be independent of the 
viscosity as Ω in (24) depends only on the rate constants and basic properties of single motor. 
While we see statistically insignificant variation as the viscosity is varied from 4.7 cP to 8.5 cP 
(Cases 1 and 2) we see a significantly lower value for Case 3 for which the viscosity was 1.35 
cP. It is not clear if this suggests that the constant 𝐹𝐹′ (cf. (21)) should be treated as a function of 
the viscosity. We also note the value 𝜒𝜒𝐼𝐼/𝜔𝜔=3 𝑝𝑝𝑝𝑝. 𝑠𝑠/𝜇𝜇𝜇𝜇2 obtained for Case 3 at ATP 
concentration of 2 mM is lower than the values obtained even for smaller ATP concentrations 
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(Case 4 and 5). Thus, it is likely that this particular estimate may not be statistically significant. 
Since we have unfortunately only one beat data for each individual case, the dependence of 𝜒𝜒𝐼𝐼 on 
the viscosity may not be ascertained with confidence, but see Chapter 5. 
It is interesting to compare the results we obtained here with those for bull sperms 
reported by Riedel-Kruse et al. These investigators obtained the estimates of 𝜒𝜒𝐼𝐼/𝜔𝜔 in the range 
5.3-7.9 𝑝𝑝𝑝𝑝. 𝑠𝑠/𝜇𝜇𝜇𝜇2. Thus, their values are comparable to the ones we obtained in the present 
study. On the other hand, their estimates for the real part of the dynamic stiffness are 
significantly different – in the range of 1480-1630 𝑝𝑝𝑝𝑝/𝜇𝜇𝜇𝜇2, much higher than the values we 
obtained. Of course, they used a much higher value for the real part of the bending modulus – 
about two orders of magnitude higher than we used – and this has direct effect on the estimates 
for 𝜒𝜒𝑅𝑅. However, as we showed the data we analyzed would show extremely poor fit had we 
chosen higher values of the real part of bending modulus. Finally, the basal sliding estimates for 
Δ0/𝑎𝑎 were close to 1in the results presented by Riedel-Kruse et al., significantly greater than 
(about 0.4 ) what we obtained.  
g) Conclusions 
We have shown that the dynamic stiffness of the axoneme is not uniform along the length 
of the cilium. In the central region, the dynamic stiffness is close to a purely imaginary quantity, 
meaning that the inter-doublet force is nearly proportional to the relative sliding motion of the 
doublets. This region appears to have main function of propagating waves – the motors on the 
axoneme primarily supply power to overcome dissipation. The region proximal to the cell body 
on the other hand appears to have a function of creating and growing waves. The real and 
imaginary parts of dynamic stiffness are comparable and both positive. The distal region near the 
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cilium end appears to have variable dynamic stiffness and may arise from the fact that the 
number density of the motors decrease near the cilium end. We have also found that the bending 
modulus must be considered as a complex quantity. The imaginary part of the modulus was 
found to be approximately proportional to the frequency. It was also found that the so-called 
sliding at the base is correlated to the angular velocity of the sperm. 
The results were presented for the components of dynamic stiffness in the central region. 
These results do not appear to follow the sliding controlled or load-dependent detachment model. 
The main difference is that the real part of the dynamic stiffness is essentially zero in the central 
region whereas the model predicts the real and imaginary parts to have comparable magnitudes.  
One of the drawbacks of the present analysis is that it analyzes very limited set of data. For each 
ATP concentration and viscosity we essentially have one detailed set of beat images. As a result 
how various dynamic properties of cilia vary with the change in ATP concentration or viscosity 
could not be determined with certainty in a statistically significant sense. A case in point is the 
study of the effect of viscosity where we could not ascertain definite trend. Brokaw has given 
results for various overall quantities (e.g. wavelength, frequency, amplitude) averaged over many 
individual beats and now that we have determined what are the important quantities that dictate 
such overall quantities we could use that set of data more detailed analysis and develop an 
appropriate model. This will be done in the next chapter. 
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Chapter 5 
A model to explain the constant energy of ciliary waves 
Cilia or eukaryotic flagella are slender minute organelles responsible for moving the 
immersing fluid relative to a cell and sensing the environment. These 200-nm-diameter “hairs” 
are driven by thousands of tiny motors along their length to facilitate traveling waves of bending. 
They are energized along their length to overcome the energy dissipation required to move the 
surrounding fluid. Their core structure is nine doublet microtubules (DMTs) arranged around a 
central-pair. In planar beating, motors walk toward where the cilium is attached to the cell body. 
In so doing, they bend the elastic cilium; then motors on the other side bend it in the opposite 
direction. Together they form a self-organized mechanical oscillator.   Failure of models to be 
consistent with the data has resulted in lack of consensus on how cilia beat. Models have not 
taken into account the longitudinal differentiation of the cilium and all consequences of a 
compliant mechanism.  
a) Introduction 
Our conviction is that cilia have an underlying spontaneous beating mechanism that has 
become overlaid by biochemical fine tuning (Satir et al., 2008).  Their behavior in our view is 
temporal changes in the physical parameters of the system, either locally, or globally. The 
overlay of dynamic electro-chemical controls enable chemotaxis and phototaxis (Josef et al., 
2005a, 2005b, 2006). Another example is calcium regulation of the constant magnitude of 
curvature of the cilium that the propagating wave travels along. In this paper we call this the 
prestress of the axoneme to emphasize the analogy to a rod or beam. Changing one physical 
parameter, namely the prestress with [Ca++] in the organism Chlamydomonas, changes its beating 
from a ciliary to flagellar beat (Eschel and Brokaw, 1987).  Our conviction is that the underlying 
87 
 
beating is a purely motor-driven mechanical system that makes use of the collective properties of 
the ATP-fed motors and the compliant viscoelastic elements of the longitudinal and bending 
springs of the longitudinally differentiated cilium. In interaction with the dissipative 
environment, this mechanical system produces spontaneous constant-frequency beating.  Our 
goal here is to find what may be understood about ciliary beating from analysis of the physical 
aspects.  
b) Background on cilia 
Howell (Howell, 2001) states “compliant mechanisms offer . . .  better solutions to many 
mechanical-design problems,” particularly “to transfer or transform motion, force or energy.” 
“[Compliant mechanisms] gain their mobility from the deflection of flexible members”. A key 
characteristic of many compliant systems is the storage of energy by bending for use later. What 
better example than nature’s evolved cilium? In Figure 5.1A we show definitions of terms 
associated with analysis of a Ciona sperm cilium, which is the main experimental model 
discussed here. Fig. 5.1B displays a basal view of a Chlamydomonas cilium cross section, and 
Fig 5.1C provides a short longitudinal section of one doublet microtubule, DMT. A segment of a 
longitudinal model is shown in Fig. 5.1D. Its two curves represent the sides of the elastic 
axoneme that defines the structure of the DMTs, as suggested by Brokaw (Brokaw, 1971). Since 
the DMT filaments are nonextensible, all bending must be accommodated by longitudinal shear. 
The base is at the left end. Motors slide the DMTs of one side relative to the other, to propagate a 
traveling wave along the curves of Fig. 5.1D (demonstrated by Satir (Satir, 1965)). An arbitrary 
point on the curves can be specified by the arc length s, defined as the distance along the curve of 
the point from the base. The angle ψ is the counterclockwise angle between the tangent line at 
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the point, and a reference line, taken as the horizontal line in Figure 5.1D. The value of the 
tangent angle ψ is a convenient single-valued function of the arc length s.  
  Suppose the bending wave is such that the lower group of DMTs in Fig 5.1B slides 
toward the base. Let the bending plane be as indicated in Figure 5.1B (defined as the plane 
containing the vertical line in Fig. 5.1B and the axis of the axoneme) the axis is perpendicular to 
the plane of Fig. 5.1B. Then, the top curve of Fig. 5.1D has to move to the right, relative to the 
bottom curve. But the dynein motors can only walk on the adjacent DMT towards the base. 
Fitting the cross-section displayed in Figure 5.1B between the two sides of the axoneme of 
Figure 5.1D, it is seen that the motors pointing upward on the left of Fig 5.1B attached to the 6-9 
DMTs (1-4 Ciona numbering) of the bottom curve must walk toward the base on the upper 
DMTs rightward propagating a wave of negative curvature. During this part of the cycle, there 
will be a shearing force per length f(s,t) on the lower group pointing toward the base, and an 
oppositely directed force of the same magnitude acting on the upper group.   
If the wave is required to have a positive curvature, then motors pointing downward on 
the right of Fig 5.1B attached to the 2- 5 DMTs (6-9 Ciona DMT) of the upper group must be 
active. Define the slide Δ(s, t) to be the relative displacement of the upper group relative to the 
lower group. Then 
 Δ(s, t) = Δ0(t) + a(ψ(s, t) −  ψ(0, t))                                                                               (5.1) 
 where Δ0(t) is the sliding at the base (determined to be zero in the case of the Ciona 
sperm cilium), a is the distance between the two sides described above and ψ(s, t) is the tangent 
angle shown in Fig 5.1D.  Since a averages about 180 nm, and ψ is always less than 1.65 
radians, the total amount slid is always less than 300 nm and that is divided between four sets of 
motors lying between five  DMTs, so the sliding of adjacent DMTs is generally less than 75 nm. 
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We know from Mitchell (Mitchell, 2003) that the structure which synthesizes ATP along the 
cilium in Chlamydomonas switches side so that the ATP synthesis always orients to the same 
side of the bent cilium next to the active motors.   
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Fig. 5.1. The geometry of cilia and their traveling waves.  
A. Drawing of a sperm cilium with definitions of λ wavelength; A amplitude; ψ tangent angle; 
and θ twice ψmax. Note that the wavelength λ is the distance along the arc of the cilium between 
repetitions of the same waveform and not the shorter distance in real space. 
 B. Cross-section, DMT = doublet microtubule, as viewed from the base (Gibbons, 1961). The 
two little “arms” coming out from each DMT with Chlamydomonas (Ciona or mammalian) 
numbering (Lin et al., 2012) are the dynein motors that walk on the adjacent DMT. The bending 
plane is the plane containing the direction N and the direction perpendicular to the page. The 
walk on the adjacent DMT is always to the base, i.e., towards the viewer in Fig. 5.1B.  The result 
of the walk is that the DMT to which the motor is attached (referred to as the “A” microtubule 
slide feels a force acting towards the base.  
C. Longitudinal section of one DMT. 
 D. Depicting the top DMTs (Fig 5.1B) by a single curve and the bottom DMTs similarly. The 
black vertical line at the right represents the location of the tip of the cilium. The task of the 
motors is to slide either the top or bottom DMTs outward, (i.e., toward the base) relative to the 
other DMTs. In the Introduction of chapter is a discussion of the motor motion necessary to 
achieve a bending wave traveling to the right. The tangent angle ψ is positive CCW. The DMT 
sliding, Δ, is the distance that the upper DMT slides to the right ahead of the lower DMT. The 
hydrodynamic force is the force exerted by the fluid on the cilium. The tangent angle is directed 
away from the base and the normal is defined as in the direction 90˚ CCW from the tangent.  
E. The formation of the proximal wave. At the base sliding on the inside of the bend is more 
rightward, while in the propagating wave after the new wave is formed at the base the sliding is 
rightward on the outside of bends. 
93 
 
F. A wave in 8.5 mPa·s external viscosity propagating from left to right. The prestress (linear 
function of s) has been subtracted and then the mean (a space average) of the remainder is 
subtracted. Calculated from Fig 1A of Brokaw (Brokaw, 1996). 
 G. A wave in 1.35 mPa·s external viscosity propagating from left to right. Calculated from Fig 
1D of Brokaw (Brokaw, 1996) and shown at the same scale as in F.  
H.  Steady-state in a limit cycle. How the limit cycle ellipse is reached from (0,0) is not our 
concern here. 
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The above applies to the propagating wave, but the forming wave proximal to the base is 
different as shown in Fig 5.1E. In this case the geometry of forming the wave requires the inner 
DMT to move more rightward in order to curve upward with increased amount slid as one 
progresses away from the base. Once the wave is formed and moving rightward, then rightward 
sliding must again occur on the outer side of the bend all the way to the newly forming wave. It 
is not immediately obvious, but motors seem likely to be associated with a specific curvature. 
How this is possible given the observations will be discussed later.  
As has been shown (Eschel and Brokaw, 1987) these waves propagate down an arc of 
constant curvature.  Subtraction of this curvature makes it possible to visualize the traveling 
wave easily as in Fig 5.1F (8.5 mPa·s external viscosity, prestress curvature -0.033 μm-1) and Fig 
5.1G (1.35 mPa·s, -0.014 μm-1). For ciliary rather than flagellar mode beating, the prestress 
curvature is about -0.22 μm-1 for Chlamydomonas. These figures are drawn on  the same scale to 
show clearly the decreased amplitude and attenuation of waves at the higher external viscosity. 
In these figures, the corrected tangent angle is plotted vs. the location s of the point along the arc 
length. The various wave forms seen from left to right represent increasing time progression. 
Note the relatively triangular rather than sinusoidal nature of the wave indicating approximate 
constant curvature between switches in curvature. 
Oscillating systems have a limit cycle, Fig 5.1H, (ψ vs. ∂ψ/∂t or vs vs. ∂vs/∂t, where vs 
is the relative sliding velocity of DMT at any point on a cilium). Here we concentrate on the 
steady-state beating, i.e., going around the loop, where there must be a nonlinearity, which 
we identify, controlling the maximum wave amplitude.  
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A key principle of dynein motors, or any constant power or stepping motor, is that the force 
it creates is proportional to the load it experiences. Of course the velocity of sliding it creates 
will be proportionally slower if the load is higher. Over the physiologically relevant range of 
sliding velocities the amount of work per ATP is constant and there is one step per ATP 
(Howard, 2001).  
The total mechanical energy (V) of a compliant mechanical system consists of the strain 
energy (E) due to buckling (the negative of the work done by the internal forces) and the 
potential energy (U) of external forces namely the axial compression due to the hydrodynamics 
of moving in an immersing fluid and the activity of the motors (Jones, 2006) (negative of work 
done by external forces).  The hydrodynamic axial compression comes from the fact that the 
flexible axoneme pushes on the cell, and hence must be compressed along the length of each 
wave reducing the total mechanical energy. While the motors act as an external force shaping 
the geometry of the cilium they also contribute to the flexure rigidity of the structure because of 
their attachment to the structure. All the energy of the motors becomes dissipated in moving the 
immersing fluid and into changing the shape of the cilium.  
Because of its importance let us first consider the wave formed adjacent to the cell body. 
In the interest of initial insight rather than being too concerned with exactness let us assume 
flagellar beating (zero curvature prestress) and that the force on the cell body provided by the 
beating is constant during the beat cycle.  Further assume the effect of hydrodynamics along the 
cilium in a wave is negligible relative to the accumulated axial forces at the ends of the wave due 
to compression of the wave by the cell body force and the distal cilium and the activity of motors 
on the adacent propagating wave pulling  on one side of the cilium. These over simplifications 
lead to the governing equation  
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axial2( ) sin 0pb fs
ψκ ν ψ∂ + =
∂
         (5.2) 
 where  κpb(ν) is the beating-frequency (ν ) dependent flexure rigidity in the basal 
region of the axoneme and faxial is axial compression force (directed into the cell body in the 
longitudinal direction) (Timoshenko, 1936). Further if one makes the unwarrented 
assumption that the tangent angles are small then the wavelength λ (distance between two 
successive maxima along the arc lengh of the bent cilium) in the basal region would give 
axial
( )
2 pb
f
κ ν
λ π≈            (5.3) 
 The motors are thought to be the main contributor to the compressive force, but the 
hydrodynamic axial compression is known to be important as its alteration results in 
dramatically different ciliary beating patterns.  At sufficient length of the forming wave only 
a small additional force will drive the wave amplitude to its maximum energy. This equation 
form may be more familiar as that for a simple undamped pendulum where s, arc length, has 
been substituted for t, time. The tangent angle of the ciliary wave changes along the cilium in 
the same way as the angle of the pendulum changes from the vertical. Since the wavelength of 
the wave maps to the period of the pendulum, the constancy of the newly formed quarter 
wavelength of this basal wave is expected for any particular set of conditions. 
The data for this paper is primarily based on the work of Brokaw (Brokaw, 1996) on 
Ciona sperm. We  have  applied hydrodynamic analysis to his measured beating patterns to 
reveal the forces and energies along the cilium during a beat cycle. Further we calculated the 
dynamic elastic parameters of the Ciona sperm axoneme along the cilium and the results suggest 
that there are no effective springs in the basal region.  Following this the relationship of the 
internal forces to DMT sliding along the cilium, what determines the beating frequency and 
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wavelength and the shape of the beat, how the cilium stores a specific energy in its formed wave 
and why the motors activity switches side are discussed. In summary, we show its self-
organized beating is a consequence of only the properties of its ATP-fed motors, elasticity of 
the bending axoneme and its springs, its longitudinally differentiated structure and its 
interaction with the viscous medium.  
Previously it was thought that the switching motor activity from one side to the other 
during ciliary beating was controlled by the sliding of the microtubules, the direction of sliding, a 
bend limiting threshold curvature of the cilium, the central pair, basal elastic recoil, a threshold 
transverse force, or self-deformation through propulsive thrust (Woolley, 2009; Brokaw, 2009; 
Lindemann, 2010). This new model takes into account the internal force that precedes the sliding 
velocity by about a millisecond. The direction of motor walking appears to switch at about zero 
ciliary curvature. The resulting oscillation is another example of self-organized biological 
behavior. Knowledge of the mechanism of spontaneous ciliary beating should facilitate 
understanding ciliary controls.  
c) RESULTS OF ANALYSIS AND DISCUSSION 
i) Consequences of the Michaelis-Menton relationship between beating frequency 
and [ATP] 
An old result (Brokaw, 1967) is that under constant viscosity conditions the beating 
frequency is determined in the basal region primarily by [ATP] (Fig. 5.2A). Each ATP molecule 
results in a single step of each motor and the rate of activation of these motors or stepping rate 
increases with the amount of ATP with the relation:  
max[ ]stepping rate
[ ]M
V ATP
K ATP
=
+
         (5.4) 
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 Here, Vmax is the maximum stepping rate and KM is the Michaelis constant (the value of [ATP] 
for which the stepping rate is half maximum). Now, Fig 5.2A shows that the beating frequency is 
directly proportional to the net stepping rate. Also, the stepping rate is proportional to the 
number of motors times the rate of activation of these motors. This implies that only the 
activation of the motors, specifically the constant number of steps they make to form a wave, 
determines the stored energy in the wave and their rate of stepping sets the beating 
frequency. This further implies that if you remove half the motors, for example, all the outer 
dynein motors in Brokaw (Brokaw, 1999) the beating frequency will be reduced by half as 
observed. Our hypothesis is that one-quarter of the beating period is the time it takes for the 
forming basal wave to reach its maximum mechanical energy. Since the cilium is bent or buckled 
the forming basal wave is unstable at this instant and the relative sliding velocity at the leading 
edge of the wave has gone to zero, the wave starts to propagate and a new stable wave with 
opposite curvature is formed at the base. The motors turn these events into a temporal oscillation 
by providing the energy to continuously repeat the process.    
99 
 
 
 
A 
B 
C 
100 
 
Fig 5.2.  Beating frequency and [ATP]. 
A: Graph of ν-1  vs. [ATP]-1 (data from Brokaw, 1996 at constant viscosity). If the stepping rate 
V and beat frequency ν  are assumed proportional, i.e., ν = cV, then the Michaelis-Menton 
relation can be rewritten  
ν-1  =  (Km /c)(1/(Vmax [ATP]) + 1/cVmax        (5.2.1) 
and predicts a linear relation between ν-1 and [ATP]-1, supported by the graph, with Km /c = 0.53 
mM and cVmax = 45 Hz.  
B. The beating frequency ν is ∝ (external viscosity)-0.15. Since energy is constant, the power P is 
∝ ν varies only slightly with viscosity. 
C.  Dependence of ν on ciliary stiffness, where stiffness is measured by λ/θ2 (Brokaw, 1999) at 
constant λ; the data fits the power law ν ∝ (stiffness)-0.16. See the discussion in the legend of Fig. 
5.3B for verification that stiffness can be measured by λ/θ2.  
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According to this “pendulum-like” model the quarter wavelength of the newly formed 
basal wave is expected to be relatively constant and it is. Although the wavelength varies over a 
10% range longer wavelengths are associated with lower bend amplitudes, which result in less 
steps per length, so the constancy in the same number steps is very high and hence the energy 
in this basal quarter-wave is, as we will see, very constant even when [ATP] varies over a 16-
fold range.   For
axial
( )
2 pb
f
κ ν
λ π≈ (from 5.3) to be relatively constant requires the ratio of 
axial
( )pb
f
κ ν
 to be relatively constant over the experimental range. This comes about because 
( )pbκ ν and faxial trend in the same direction with changes in [ATP], namely at low [ATP], 
which produces low beating frequency, both of the parameters are low and increase with 
higher beating frequency.  Further given the uniformity of motors and ATP (set by experiment) 
distribution along the cilium the traveling wave should maintain this same wave energy to near 
the cilium’s tip except at extreme external viscosities.  
ii) Dependence  of the beating frequency on load 
The beating frequency ν is only weakly dependent on ciliary stiffness, as 
ν ~ (stiffness)-0.16, (Fig 5.2B); an increase of 5 fold in stiffness only results in a 35% drop in 
beating frequency. Also, it is only modestly affected by the external viscosity η, as ν~η-0.15, (Fig 
5.2C). This weak load dependence of sliding, which argues against load-dependent models, is 
consistent with dynein motors that have load-independent, [ATP]-requiring forward stepping and 
load-dependent non-ATP-requiring backward stepping (Gennerich et al., 2007). These motors 
output approximately the same energy with each powerstroke. Not too surprisingly there is some 
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slight decrease in power with load because the motor has a flexible attachment with the DMTs 
and hence depending on the load will not be able to move the same distance in the same time.  
iii) Effect of springs in the non-basal region 
Apart from the basal region, there are longitudinal springs which store energy of 
bending and stiffen the cilium. The strain energy E in a ciliary half-wave arises from 
stretching-compression in the bend, modeled by longitudinal springs, and from the bent 
elastic cilium. Both effects result from the sliding of the DMTs. An inexact but useful 
approximation for the strain energy E in the bend is  
                                 E ≈ 4κb ψmax2/λ + (1/2)ks a2ψmax2       (5.5) 
Here, ψmax is the maximum wave amplitude of the tangent angle (see Fig 5.1A), a is the 
diameter of the axoneme, while ks and κb are respectively the dynamic spring constant of the 
springs and the dynamic elastic flexural rigidity of the bending axoneme. The expression for 
the first term assumes that the magnitude of the curvature of the wave is constant all along its 
length. It can be derived from general expressions for the strain bending energy (Jones, 
2006). This is consistent with the constant curvature approximation for ciliary shape. The 
section-length of the bend is chosen as λ/2. 
The expression for the second term assumes that the length of cilium that contributes 
to the longitudinal-pulled spring energy is constant independent of the wavelength. Since 
there is no sliding at the base in Ciona, the sliding ( )a sψ∆ = , when ψ(0) is small. To justify 
the second term consider the simple model of two groups of sliding DMTs (Fig 5.1D) the 
unpulled springs extend from one side to the other and then are pulled laterally by the sliding 
which is maximally of the same order as their unextended length. To a first approximation 
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for small angles the extension will be 2ψ∝ . Assuming a Hookian spring with its energy 
proportional to the extension squared, the contribution of the energy at small tangent angles 
will be insignificant.  What matters is how long a region has the maximum extension as a 
function of wavelength. Due to the changes in shape the longer the wavelength the smaller is 
this fraction and to a reasonable approximation assuming a constant contributing length is 
reasonable for the applicable range of ψ from 1.4 to 1.65 radians. Hence the energy due to 
pulling the springs would be  
(1/2)ks Δ2  = (1/2)ks a2ψmax2         (5.6) 
 In addition for our pendulum-analog equation, the flexure rigidity, κb, is substantially 
increased due to the large stiffening effect of the springs. The degree of stiffening depends 
on the magnitude of ψ so κb(ν, ψ).  
d) Further analysis of experiments with varying [ATP] and determination of spring 
constants and the frequency-dependent flexure rigidity of the axoneme 
The Ciona sperm cilium was chosen for its simplicity of a uniform diameter with the 
possibility of constant parameters along its length and length sufficient to analyze a traveling 
wave. Brokaw (Brokaw, 1996) removed the cell membrane blocking the potential for cell 
body initiated responses, making possible controlled and constant [ATP] along its length. He 
published both tangent angle analysis of a few ciliary beats and the accumulated properties 
on hundreds of beat cycles under conditions of varying external viscosity and [ATP].  
With the external viscosity kept constant the [ATP] is varied in Figure 5.3B markedly 
changing the beating frequency. As discussed in the figure legend of Fig. 5.3A, Eq. (5.3.6), 
(see legend caption of Fig. 5.3), claims a linear dependence of ν  with respect to vp2, if E is 
constant, and it is. Hence, E does not vary with the [ATP] or beating frequency from 15 to 
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over 40 Hz.  Further noteworthy is that while, not as constant as the strain energies, E, the 
power of an individual wave, P, is relatively constant, only weakly depending on the external 
viscosity at constant [ATP] (Fig 5.2B). This follows from the fact that P = Eν, together with 
the observation that the graph in Fig. 5.2C displays little viscosity dependence for v. 
 From hydrodynamics analysis  of four individual waves that are given in Fig 3 & 4 of 
Brokaw (Brokaw, 1996) using interpolation we can accurately calculate the propagation 
velocities they move in time and determine the distribution of forces and energies along their 
length and energies of dissipations (discussed further below). One result is that the set energy 
of a half-wave is about 950±14 pNμm (standard error of the mean for n = 4), remarkably 
constant (~3% standard deviation) within a range from 1.35 to 4.7 mPa s viscosity and a 
range of [ATP] from 0.067 to 2 mM, confirming the above finding. Since this was based on 
the energies for the entire length it extends the constancy of the energy of the traveling wave 
in a cilium almost to its tip. Knowing the value of the strain energy for the finally formed 
wave at the base and the initial propagating wave makes it possible to determine for both 
regions the relative elastic coefficients of potentially both the longitudinal springs and the 
flexure rigidity of the elastic axoneme.   
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Fig. 5.3.  Results from analysis of experiments with varying [ATP]. 
We derive and give supporting data for a relation between the wave propagation 
velocity, vp, and the beat frequency, ν. To begin, note that the beating frequency ν appears in 
the relation for the power Pr released by the wave in a half-wavelength section, via  
Pr = Eν           (5.3.1) 
Also, the wave propagation velocity vp is related to the dissipated power Pd due to the 
retarding force of the fluid on the section, via 
 Pd = ζvp2           (5.3.2)  
Here, ζ is the frictional coefficient giving the retarding force F on the bend, from F = 
ζvp.  (The relation Pd = ζvp2   follows from the fact that the dissipated power in the bend is Pd 
= Fvp.) For reference the velocity of the cell is related to the propagation velocity by a 
geometrical term, namely  
2
2c p
Av vπ
λ
 ≈  
 
         (5.3.3) 
(Taylor, 1952), assuming the cilium radius <<  λ, the wavelength as is the case. 
But in the steady state, the power released Pr equals the power dissipated Pd. Equating 
the two expressions for power in the previous two paragraphs yields the wave velocity – 
frequency relation: 
                                                      vp2 = (E/ζ)ν       (5.3.4)                                                                       
Note that the friction coefficient ζ is proportional to the bend-length L = λ/2, as well 
as to the viscosity, while the viscosity is length-independent. Hence, 
 ζ = gLηtotal            (5.3.5) 
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where ηtotal is the total viscosity and g is a dimensionless constant depending only on 
geometry.  In this case L is nearly constant for the relevant forming wave.  The viscosity can 
be written as ηtotal = η  + ηint, where η is the external (or “hydrodynamic”) viscosity and ηint 
is the contribution to the viscosity due to the internal friction in the cilium. This yields an 
alternative form for the velocity-frequency relation:  
                                              ν/vp2  = (gL/E)(η + ηint)      (5.3.6)                                                         
A. From eqn (5.3.4), if E/ζ is constant as proposed here then vp2 plotted against ν should be a 
constant as observed.  
B. Given θ = 2ψmax and as discussed in the text  
E ≈ κb  (ν) ⋅ θ2 /λ  +  kS ⋅a2 (θ/2)2 /2 then  
  λ/θ2  = [κb  (ν) + kS ⋅ λa2/8]/(E)        (5.3.7) 
 The plot shows λ/θ2 for the first wave after the basal wave as a function of beating frequency. 
The two terms in the expression for λ/θ2 match the two components of the graph of Fig. 5.3C. 
C. The same as in B, but for the basal wave. The springs are modeled by a spring constant, ks, 
and the axoneme bending by κb = κ0 + κv⋅ν.  The graph is fitted by the relation κb = (0.588 + 
0.0126 ν) in units of μm ·E (ν, frequency in Hz).  
D. A single longitudinal spring constant term, 0.071·8E/a2 N/m (a=distance between two sides 
of the axoneme), has been subtracted from the curve of A yielding (0.588 + 0.0362 ν) μm ·E 
(frequency in Hz). E = 950±14 pNμm. Data from Brokaw (Brokaw, 1996) (calculations for 
figure performed by Li, Xin). 
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Probably the primary elasticity will be the DMTs that run the length of the cilium, 
except for near the tip. Elastic parameters were obtained relative to the half-wave energy E. 
Fig 5.3B shows λ/θ2 versus beating frequency ν, for the first wave formed after the basal 
region, (with θ = 2ψmax). The graph shows at least two components.  
Fig. 5.3C shows the same plot for the basal wave; that there is only one component 
shows that there is no effect of springs in the basal region, as we anticipated in our earlier 
discussion. Fig 5.3D shows the data of Fig. 5.3B with the longitudinal spring-dependent term 
subtracted, using a single constant for the spring coefficient. Since the elastic properties of 
the axoneme as determined by the DMTs are likely the same in the basal base and central 
regions (on the basis of electron microscopy), the same constant was assumed for both 
regions. This assumption is supported by the fact that data in Fig. 5.3C shows a linear 
dependence of λ/θ2 on ν with a coefficient of determination R2 > 0.99 (R2 =1 corresponds to 
a perfect linear fit). The longitudinal spring constant in the central region appears to be 
independent ofν. The lack of basal springs decreases the stiffness such that the curvatures 
can be much higher than in the central region, as observed by Brokaw (Brokaw, 1999). (Note 
that the equation for E predicts higher curvature if the stiffness constants are decreased.) 
As expected, the axonemal bending has marked beat-frequency dependence in both 
regions. The frequency dependence is less in the basal region, perhaps because there are 
fewer motors in this region (Bui et al., 2011) and it is not stiffened by springs. This 
dependence of the elasticity on s is probably an important design feature. Using our E 
estimate and making a correction of 0.8 for the overestimate of the constant-curvature model, 
κb is estimated to be about 450 pNμm2 for the Ciona sperm cilium. This compares to 190 
pNμm2 measured for the sand dollar sperm cilium (Ishijima and Hiramoto, 1994) and 238 
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pNμm2 (Xu et al., 2012) for Chlamydomonas cilia.  
The spring constant of the central region may be estimated assuming 180 nm for the 
distance between the two sides of the axoneme, as 17 mN/m. This compares to the range of 
2.0 mN/m per 1 μm of cilium (Minoura et al., 1999 for measurements of six Chlamydomonas 
axonemes). This is equivalent to 8.5 μm of a cilium being the effective contributing portion 
of each cilium, a reasonable estimate. These results argue against any model that attempts to 
explain beating without accounting for the uniqueness of the basal region. 
e) Experiments with varying external viscosity 
In another data set of Brokaw (Brokaw, 1996) the external viscosity is varied between 
1.35 and 8.5 mPa·s (Fig 5.4A). This plot is of ν/vp2 with [ATP] constant along the length of 
the Ciona, with varying external viscosity. In this data set, if E is assumed constant, then Eq. 
(5.3.6) of legend of Fig 5.3 requires that ν/vp2 should be linear with respect to the external 
viscosity η, and it is. This data shows that E does not vary with the external viscosity and it 
also gives a good estimate (2.38 ± 0.48) mPa s for the internal viscosityηint.  
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Fig 5.4. Results from experiments with varying external viscosity. 
A.  See eqn. (5.3.6) in legend of Fig 5.3A.   In a data set in which the external viscosity 
is varied, but [ATP] is kept constant, if E is assumed constant then ν/vp2 should be 
linear with respect to  (ηint + η) as shown here. Data from Brokaw, 1996. 
B. Beating Fourier mode analysis (Riedel-Kruse et al., 2007) of ciliary beating.  The figure 
shows the real and imaginery parts of χ as a function of s, from the base at 0 to the tip at L. 
Knowing the tangent angle as a function of the arc length at successive intervals describes 
ciliary motions relative to the cell body.  Taking advantage of the  low Reynolds number ( <1 
) and slender body hydrodynamic theory the tangent angle data such as shown in Fig 5.1D 
was used to calculate the ciliary motion relative to the fluid and hence the hydrodynamic 
forces. The active and passive internal forces in a cilium are balanced by the restoring torque 
of axonemal elasticity and by hydrodynamic forces. We interpolated the waves in time to 
more accurately calculate velocities and hence forces. See the text for details.  
C. Absolute value of bending torque versus the sliding velocity or sliding.  
D. χI/ω is ∝ (ηint + η).  
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Since the variable [ATP] and viscosity data sets have a common member this means 
that approximately the same E for wave propagation holds no matter the external viscosity or 
the beating frequency. However, in the viscosity case, as already pointed out the beating 
frequency at constant [ATP] varies slightly by itself with the external viscosity (Fig 5.2C), so 
the degree of energy constancy is likely less in this case. 
Further evidence for the specialization of the base relative to the central region comes 
from hydrodynamic analysis leading to the distribution along the cilium of the relationship of 
force moment per length and sliding (Fig 5.4B). As shown by experiment, (e.g., Riedel-
Kruse et al., 2007) the axonemal dynamics is dominated by the fundamental mode, so that the 
time dependence of the shearing force per length f(s,t) (discussed earlier in the Background 
section) can be written as  
𝑓𝑓(𝑠𝑠, 𝑡𝑡) =  𝑓𝑓(𝑠𝑠) exp(2𝜋𝜋𝜋𝜋𝜋𝜋𝑡𝑡) + 𝑓𝑓∗(𝑠𝑠) exp(−2𝜋𝜋𝜋𝜋𝜋𝜋𝑡𝑡)       (5.7) 
where f(s,t) is real, but 𝑓𝑓(𝑠𝑠) is complex. The time dependence of the slide ∆ and that of the 
total shearing force 𝐹𝐹�(𝑠𝑠, 𝑡𝑡) on the bend section of half wavelength can be written similarly. The 
response coefficient χ, defined by  
𝑓𝑓 = 𝜒𝜒Δ�             (5.8) 
 characterizes the force response to the sliding motion.  
In Fig 5.4B, is shown the real and imaginery parts of χ as a function of s, from the base at 0 to 
the tip at L. The phase between the force density moment af and sliding is determined by the 
relationship between the real and imaginery parts, such that in the central region, where the 
imaginery part is positive and much larger than the small negative real part, the phase is about 
10-20 degrees ahead of the sliding velocity. The deviation from the central region at the tip and 
the base can be accounted for by local differentiation of these regions (Bui et al., 2012) and 
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confirms our measurements of  the flexure rigidities between near the base and the central 
region. The phase shift of base relative to the central region is possibly due to the absence of 
longitudinal springs near the base and  how the base region is driven.  
 
Force-velocity relationship 
The relationship between the absolute value of the force moment per length and the 
sliding velocity or position is shown in Fig 5.4C. In other cases with less external viscosity, the 
maximum af is less but also shows a linear curve. The implication is that neither af or ∆ (the 
sliding) control the wave amplitude. It turns out that 𝑓𝑓 = 𝜒𝜒𝐼𝐼
𝜔𝜔
∆̇  , where ω is the angular beating 
frequency, χI /ω is proportional to (ηint + η), the internal plus external viscosities as seen in 
Fig 5.4D. Note the two independent estimates of ηint are quite similar. The proportionality of 
χI /ω  with (ηint + η), is expected since the dissipative force F ∝ (ηint + η) vp (see legend to 
Fig 5.4), the motor force is proportional to the dissipative force, and away from the base the 
DMT sliding velocity is proportional to the propagation velocity vp times the curvature for 
the propagating wave.  This result argues against any models that do not involve the external 
viscosity.  Now 
2 ( , ) /( , ) ( , )( , ) ( , )
L
ir
h
s
C s ts C s taf s t n F s t ds
s t s
κ ωκ ν ∂∂
≅ − − − ⋅
∂ ∂ ∂ ∫
      (5.9) 
where C  (is the curvature,  ∂ψ/∂s, where ψ is the tangent angle, CCW positive ), κ(s,ν) is the 
dynamic flexure rigidity of the restoring torque due to the axonemal viscoelasticity, which varies 
with s and ν, 
s
∂
∂
represents the derivative with s, nj  is the unit normal to the filament in the plane 
of the beating, L is the cilium length, Fj   is the hydrodynamic force per unit length upward, 
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which is approximately proportional to the exterior viscosity, and af(s,t) (f(s) is the internal shear 
force per length toward the right of the upper DMTs relative to the bottom (Fig 5.1C)) is the 
active and passive internal moment/length due to springs and motors as a function of s, and time 
and a is distance within the axoneme between the two sides. Compared to Camalet and Jülicher 
(Camalet and Jülicher, 2000) we have added the dependence of the flexure rigidity on s and ν 
and an important term to take into account the viscoelasticity of the cilium. Since all the 
quantities except for f can be determined from tangent angle data and hydrodynamic analysis, we 
can determine  f along the cilium.  
f) Consequences of a compliant mechanism and the termination of the base growing wave 
which sets the beating frequency 
When the push to expand the bend stops the wave with that bend travels outward and 
a new bend of opposite sign forms at the base. Hence, a wave of alternating signs of curvature 
travels outward. The cut-off of the trailing edge of the basal forming wave form sets ν. This can 
be understood by how its maximum in mechanical energy is reached. A maximum is reached 
when the differential in the rising mechanical energy goes to zero, i.e.  
dV/dt = dE/dt +dU/dt = 0          (5.10) 
 After the basal wave gets sufficiently long if the change in strain energy (dE) of the growing 
wave becomes equal to the change in the potential energy (dU) due to external forces (Fig. 5.5A) 
compressing the wave then dV becomes zero and the mechanical energy of the wave is 
maximum. At the point that dV becomes zero any further elongation of the wave destabilizes the 
basal wave as dV becomes negative. This instability, the bias of the local shear at the basal end 
of the wave to bend the cilium in the opposite direction and the immediate strong stability of  a 
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new wave formed at the basal end insures formation of an oppositely directed wave at the base 
(Fig. 5.5A).   
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Fig 5.5. The force-velocity relationship for the basal wave.  
A. To model the sliding velocity vs force of dynein-like motors, the dotted curves are  plots 
of  
Vstepping(F) = a k+[1 -  exp(∆G+Fa)/kbT)]       (5.5.1) 
 where ∆G is the Gibbs free energy for making a step, k+ is the forward jump rate, F is the 
force counter to the forward motion of the mors in the direction of active motors, a is the 
step distance, and kbT is thermal energy, for each side individually (Phillips et al., 2008). 
In between these limits the hypothesized sliding-velocity cycle is plotted versus force 
counter to the dyneins along the cilium for the basal wave. In time, the net dynein force 
sweeps rapidly from one extreme end of its range to the other and back. Cycle is drawn 
for a low (lower force and higher sliding velocity) and high external viscosity. 
 B. DMT sliding velocity from Fig 1A  of Brokaw (Brokaw, 1996) at s=6/50L, in the 
base proximal region The temporal interval between dots is constant. No evidence of 
effect of springs. 
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This simple picture has to actually be more complicated because the different DMTs will 
experience different “axial” forces such that the outer side of the forming wave will be most 
compressed and hence will reach maximum mechanical energy first. At the boundary of the first 
propagating wave and the forming wave the buckling of the propaging wave at the base proximal 
end will release the active motor connections of the proximal cilium. Because there are no 
springs to hold the axoneme together at the edge there is no immediate transfer of activity to the 
other side as occurs later when there are springs. Once the region wih springs is reached the 
opposite side’s motors have the potential to  become attached once dV has gone to zero and this 
atachment can trigger further attachment along the entire newly formed wave. 
As expected the relative sliding velocities at the edges of the wave are zero, as seen in Fig 
5.5B, which shows the relationship between sliding velocity and af is for the ciliary beating 
shown in Fig 5.1F. In this basal region since  there are little effective longitudinal springs the 
motor switching is clearly at zero differential sliding velocity. There is a torsional spring 
constant at the base when the external viscosity is high (for example 16nNμm/radian for the 
beating shown in Fig 5.1F, storing energy of ≈0.56 nNμm at 8.5 mPa s) which is then utilized to 
drive the newly active motors in the right direction.  
Relative zero sliding velocity means the sliding velocity on both sides is the  same, but 
not necessarily zero. Note that bending requires there to be a difference in rate of sliding along a 
cilium, i.e. a constant velocity component of sliding can exist over a region without causing 
bending. There are conditions, particularly when there is attentuation of the wave when the 
sliding velocity gets out of phase with the curvature and under extreme conditions even the 
direction of sliding can fail to be correlated with the curvature (Brokaw, 1993). Waves are 
propagated through these regions where the sliding is in the reverse direction relative to 
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curvature; however, the phasing relative to curvature is maintained if one considers that there is a 
constant bias in the sliding due to the uniform sliding down the length. The phase between the 
driving force, af, the dynein activity, and the sliding velocity is always such that even for 
attenuated waves af always slightly precedes the sliding velocity. 
g) Dynamics of the formation of the basal wave 
The velocity of the leading edge of the basal wave is observed to increase linearly with 
time. Hence, the length of the constant-curvature growing region of the basal wave increases 
quadratically with time so the rate of change in the strain energy of the growing wave increases 
linearly in time. This is possible because the increased length of the region with motor activity 
can contribute to the wave formation. However, with large angles the increase is much slower. 
However, while the decrease in mechanical energy caused by the axial compression at small 
angles increases approximately to the sixth power with time, so the rate of change in the 
compression energy wave increases with the fifth power in time, eventually at the largest angles 
it increases only linearly with time.  The sixth power comes from the fact that the compression 
energy is proportional to the wavelength times the tangent angle squared, which is proportional 
to the wavelength and wavelength, as mentioned above increases quadratically with time. The 
compression of the growing proxmal half wave comes from four sources, pushing the cell body, 
being pushed by the rest of the cilium, hydrodynamics along the bend and the activity of the 
motors (see Fig  5.6).  
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Fig 5.6. Compliant curve of a bent axoneme showing the compressive forces. 
Two of these are the faxial  on both ends of the half-wave proximal to the cell body. Since the total 
force is zero on any section of the cilium due to lack of inertia at low Reynolds number, the  
distal axial force, axial DF

, exerted on the distal end, sd, of the growing potential half wave will be 
ˆ
d
L
p hs
e f ds− ⋅ ∫

which will result in its contribution to the external potential energy U when 
multiplied by (sd-smc)(1-cos(ψmin)), where sd, smc, and sp are respectively the distal, middle wave 
and proximal s’s; hf is the hydrodynamic force per length, ˆpe is a unit vector along the prestress 
line, and  L is the length of the cilium. The basal axial force axial PF

 exerted on the cilium due to 
the cell body will be
0
ˆ
L
p he f ds+ ⋅ ∫

 which will result in its contribution to the external potential 
energy when multiplied by (smc –sp)(1-cos(ψmax)). The third contribution will come from the 
hydrodynamic forces along the cilium 
0 0
dT s
hf vdsdt⋅∫ ∫
  ,  where v�⃗  is the local velocity in the 
laboratory reference frame.  Since v�⃗  is near the relatively slow moving cell, this contribution is  
probably small.  The main contribution that compresses the basal axoneme is like the af from the 
neighboring distal wave pulling the outer side of the bend and compressing the inner side. 
The total mechanical energy in the growing wave 
(internal energy) (external energy)growV E U= +        (5.6.1) 
2
0 0
( ) ( ) (1 cos )
l l
grow Ab axialV C s ds f dsκ ν ψ= − −∫ ∫        (5.6.2) 
where l is the growing length of the forming bend 
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faxial is the net positive compressive force on two ends of the bend due to the dissipation of 
energy in pushing the cell forward and pushing the fluid backward, 
C(s) is the curvature along the arc length s 
ψ is the tangent angle 
κAb(ν) is the frequency dependent flexure rigidity of the axoneme in  the basal region. 
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Since the axial compression increases more rapidly than the strain energy of the basal 
wave, the wave’s total mechanical energy is determined mostly by the strain energy. That the 
final strain energies are observed to be quite constant (Fig 5.3A and 5.4A) for different situations 
has already been discussed.  However, the axial compression controls the timing and extent of 
bending. As a consequence, the precision of the beating frequency is understandable and 
accounts for the amazingly stable (a quality factor, Q, of greater than 80 [Q is the ratio of the 
stable frequency divided by the standard deviation of its variation]) beating frequency in 
Chlamydomonas as observed for long periods of time under conditions of constant 
temperature and [ATP] (Adulrattananuwat, 2010).  
While the specialness of the forming wave region has been emphasized it is important to 
understand that a wave can also formed in the central region if the 5-μm-long base-proximal 
region is held (Brokaw, 1994). Note that eventually the travelling wave is the same, as a 
traveling wave has its own characteristic independent of its origin. However, the initiating wave 
is different.  It takes a much longer length of cilium to get the wave started, probably because the 
possible curvature is much less. The beating frequency is somewhat reduced. Nevertheless it is 
clear that the phasing between the real and imaginary components of χ is such that oscillation 
happens spontaneously. The advantage of the special base forming region is that it improves the 
efficiency of the wave propagation as it goes to the most effective high amplitude wave almost 
immediately (recall that thrust is proportional to amplitude squared). 
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h) Movement of the distal edge of both the basal and propagating waves 
 At the distal propagating edge of the half-wave front where the relative sliding velocity is 
zero (Fig. 5.7A), ahead of the wavefront the active motors face a steady high counter force while 
the motors behind the wavefront are pushed (Fig 5.7B) which promotes these motors to take 
over. Since the beating frequency has already been set, the continuing velocity of propagation of 
the bend is set by the wavelength. The propagating wavefront is in a steady state where dV is 
close to zero and there is a large shear which causes the cilium to bend up ahead and presumably 
the motor activity switches side at the same time. There need not be a particular controlling 
threshold shear parameter, as shear is observed to be much lower for the distally propagating 
wave then for the forming basal wave. However, the high shear may be faciliating the switching 
of the motor side as suggested by Lindemann (Lindemann, 2010). If the central pair of 
microtubules rotate in a system, they may also facilate the motor switching as the central pair 
changes the side it faces near the half-wave front (Mitchell, 2003).   
As discussed the activity of the motors  switches sides when their relative velocity goes to zero, 
however, one might wonder why the motor activity does not switch earlier as soon as the 
opposite sides motors could be faciliated by the stored energy in the bend. One possibility is that 
due to the transerve force investigated by Lindemann and Mitchell (Lindemann and Mitchell, 
2007), which splays the DMT apart in the bend (diameter of 208 nm versus only 160 nm in the 
straight part) makes it difficult for the motors to reach the neighbouring DMT if many dyneins 
are not already attached. The active set of motors has probably pulled DMTs they are walking on 
together by their activity as suggested by Lindemann (Lindemann, 2004). The system only 
becomes vulnerable to motor side switching when the DMTs on the inactive side are pressed 
together by the positive local transverse force when the cilium becomes straight (see Fig 5.7A) 
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and in which the active motors face a heavy load and the potentially active motors are being 
pushed by the shear force produced by the stored strain energy of the springs and bent axoneme.  
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Fig 5.7. The force-sliding relationship for the propagating wave. 
A.  Shows on the left the transition between opposite ciliary curvatures and the hypothesized 
transition of motor activity at the leading edge of propagating waves. The wave edge is traveling 
to the right and motors of the upper set of DMTs on the right face a maximum spring load 
against their motion, symbolized by the single tilted spring. On the other hand the motors on the 
lower set of DMTs on the left are being pushed by the springs. The DMTs have been brought 
together by the local transverse force that occurs due to the pulling of the springs and in the 
absence of a global transverse force. These motors take over as the wave moves to the right since 
they have the easier task. This transition has not previously occurred because the DMT in the 
bends are splayed apart as shown on the right.  
B. Hypothesized sliding-velocity cycle versus dynein force along the cilium for the propagating 
wave. Cycle is drawn for a low (lower force and higher sliding velocity) and high external 
viscosity.  
C.  Shows the importance of the springs to energy storage in the cilium for the first propagating 
wave.  
D. DMT sliding velocity from Fig 1A of Brokaw (Brokaw, 1996) at s=16/50L, note the effect of 
the springs which store a large fraction of the strain energy. Note the difference in the scale 
relative to Fig 5.5B and therefore the much lower sliding velocities in this case for the same 
cilium in the central rather than the basal region. 
E. (left) Sliding velocity as a function of time during a beating cycle and space, with the base at 
zero. (right) The af (normal) moment or torque per length. It is approximately in phase with the 
sliding velocity. 
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Fig 5.7B is a model for the propagating wave again showing the consequences of having 
two different sized loads.  In Fig 5.7D, is an actual trace in the more central region of ciliary 
beating shown in Fig 5.1F which shows the additional effect of the springs (Fig. 5.7C). While the 
role of the dynein motors is somewhat obscured by the effect of the spring, if you assume that 
without the springs the motors act as in Fig 5.5B then the effect of the springs can be imagined as 
indicated. In the second and fourth quadrants the springs are pushing the motors forward 
increasing their velocity while in the first and third quadrants they are adding to their load 
decreasing their velocity.  
The choice of phasing of the active and passive force moment with respect to the sliding 
is nearly ideal for providing maximum push for the traveling wave. The springs make this 
phasing possible and as noted store a large portion of the energy (Fig 5.7C). No use of external 
controls is required during the beating cycle. Possibly not coincidentally, since the switch in 
motor dominance also occurs when the sign of curvature changes (except for the forming wave 
at the base), any curvature correlated facilitation would be particularly effective. For example in 
the case of Chlamydomonas the rotation of the central pair makes it possible for more ATP to be 
available to the dominant active side (Mitchell, 2003) and potentially it could inhibit motor 
activity on the opposite side. Note that it is the bend propagation that drives the central pair 
rotation (Mitchell and Nakatsugawa, 2004). How well the sliding velocities and  the motor 
activity are synchronized can be seen from Fig 5.6E&F.  
i) The energy of the traveling wave, its wavelength and shape 
Although the wavelength of the propagated wave differs from basal wave due to the 
addition of longitudinal springs that significantly stiffen the cilium, the same energy in the 
wave is maintained in most circumstances. Assuming the density of motors and  [ATP] is 
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uniform along most of the ciliary length, then the time these motors spend in supporting the 
wave is inversely proportional to the propagation velocity which is proportional to the 
wavelength. This is however perfectly compensated for by the fact that the number of motors 
contributing is directly proportional to the wavelength. Consequently the energy input into a 
traveling wave remains constant in the absence of attentation of the wave.   
The half-wavelength determined by the compliant mechanism is set by its boundaries 
when dV = 0 for the wave. Ignoring the hydrodynamic forces along the proximal wave by 
only considering the forces at the ends of the wave and assuming a low amplitude to the 
wave, λ ∝ (κdb(ν, ψ)/faxial)1/2 , where κdb is the frequency-dependent distal flexure rigidity 
strengthened by the springs. Hence whenever κdb(ν, ψ) or faxial change the wavelength and 
traveling velocity of the wave will change. For slowly beating cilia, the axial compression is 
low and the wavelength is large, for highly viscous swimming media the axial compression is 
quite high so the wavelength is short as observed. The propagating wavelength is set 
continually by having to be the maximum mechanical energy wave obtainable for the motors, 
the beating frequency and the external load.  An approximate equation for the wavelength 
(modified from Timoshenko, 1935) that takes into account large tangent angles is: 
(5.11) 
   
j) Conclusions 
All the dependencies of wavelengths and amplitudes of the tangent angles for the 
different sets of data studied are consistent with our model. Thus self-organizing ciliary beating 
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can be explained by the collective properties of the ATP-fed motors and the compliant 
viscoelastic elements of the longitudinal and bending springs of the longitudinally differentiated 
cilium in interaction with the dissipative environment. The motors switch side dominance when 
the bend reaches maximum mechanical potential energy and bend instability. It will be 
interesting to see what modifications cilia with different beat patterns and tapering have made in 
terms of mechanism. In other cilia unlike with Ciona sperm cilium, there may be sliding at the 
base, there may be springs in the proximal region, the diameter may not be uniform along its 
length, the wave may go from tip to base instead of from base to tip, or the wave may be able to 
go both ways. Also interesting will be how temporal control of the described physical and 
chemical parameters of beating enables their diverse behavior as in phototaxis, chemotaxis and 
the avoidance of obstacles. 
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Chapter 6
Summary and Future Work
a) Summary of results and conclusions
We have analyzed ciliary beating data of Ciona sperm (Brokaw, 1996), sea urchin sperm 
(Brokaw, 1999) and sea urchin embryo (Mogami, 1993). The data was given as figures showing 
the tangent angle (Ψ) vs. the arc length (s). This data was digitized and the resulting numbers 
were used to find the positions and velocities of points on the cilium. The low Reynolds number 
nature of the flow means that the non-linear Navier-Stokes equations can be replaced by the 
easier to solve linear Stokes equation as the governing equation.  For the sea urchin embryo data,
the method detailed in Higdon (Higdon, 1979) was used to find the hydrodynamic force 
distribution on its cilium. For the sea urchin sperm and Ciona sperm data sets, a similar method 
employing different sets of singularities and their images were employed to find the 
hydrodynamic force distribution on the cilia. In Stokes flow, all inertial forces are negligible. 
Using this fact and imposing the requirement of moment balance to a small segment of the 
cilium, we were able to derive a governing equation of ciliary beating which gives the internal 
force distribution in the cilium once the hydrodynamic force distribution on the cilium and the 
curvature of points on the cilium were found. The hydrodynamic force distribution on the cilium 
was found in the preceding step (from the velocities of points on the cilium). The curvature of 
points on the cilium can be found trivially from the shape of the cilium.
Once the internal force distribution in the cilium is found, from that we can deduce various 
properties of the ciliary axoneme. It is known now that the ciliary axoneme has molecular motors
distributed along its length which generates active sliding forces between the microtubules in the 
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axoneme (King, 2000). It also has passive spring like structures which provides attachment 
between adjacent microtubules and along with the radial spokes connecting the microtubule 
doublets to the central pair of singlets, they maintain the structural integrity of the ciliary 
axoneme and convert the relative sliding motion generated by the dynein motors into bending of 
the axoneme (Riedel-Kruse et al., 2007). This is something which has been known for a few 
decades. It has also been deduced that this ciliary beating has to be self organized and cannot be 
the result of a controlling mechanism. It has been shown that the cilia beats even when it is 
separated from the cell body (Brokaw, 1961). What was not known was how the dynein motor 
activity is initiated and switches from one side of the axoneme to the opposite side. Various 
models have been proposed for this. Our attempt is to suggest an alternative simple model for 
this.
Our analysis shows that there is a linear dependence between the internal force distribution 
and the sliding between the microtubules (in Fourier space) at least in the central region of the 
axoneme. The phase difference between the internal force distribution and the sliding is pretty 
close to 90 degrees in this region which implies that the force depends more on the sliding 
velocity rather than the sliding itself. Please note that the first Fourier mode is the dominant term 
in the calculations and is the one used. 
Various values of the flexural rigidity κ have been reported in the literature. But, these have 
not been calculated for a beating cilium. For the high frequency beatings that we see, the flexural
rigidity is most probably a function of the beat frequency as demonstrated in chapter 5 of this 
thesis.
When we analyze the data for the entire length of the cilium, we do not get data that look 
136
like a simple linear relationship when we plot amplitude of internal force vs. amplitude of 
sliding. We didn’t get anything like a linear relationship even when we put κ as a fit parameter. 
Or when we assumed that the inter-doublet force f also depends on the curvature C. So, this 
seems to suggest that the physical properties of the cilium are not uniform along its entire length,
as shown in chapters 4 and 5 of this thesis. So, we discarded data points near the proximal and 
distal ends and then tried to see if the remaining data shows a linear fit between f and the sliding 
Δ. Though the fit is much better than before, it still does not seem satisfactory. So, we gave κ a 
complex part which corresponds to a dissipative term which corresponds to an internal viscosity 
(Brokaw, 1972). This gives a better linear fit even when use a real part that is to be equal to the 
literature value but which still does not seem satisfactory. But, when we took the real part of κ to 
be very small, we got an excellent linear fit. It is noteworthy that the imaginary part of κ which is
obtained by fitting does not seem to depend on the value we choose for the real part of κ. The 
stiffness χ is defined by the linear relationship ~f =χ~Δ in Fourier space between the first 
modes of f and Δ.  The imaginary part of the stiffness χ (which was a fitting parameter too) also 
seemed insensitive to the real part of κ. The real part of χ on the other hand is sensitive to the 
value of the real part of κ. 
Since we now know that the physical properties of the cilium are not uniform along its 
length, we take into consideration the possibility that the stiffness χ is not constant along the 
length of the cilium. On the assumption that the complex κ is the same throughout the length of 
the cilium, we find that χ is essentially constant in the central region and its real part is much 
smaller than the imaginary part. Near the distal end of the cilium, the magnitude of χ seems to 
decrease. We find that near the base, the real part of χ starts to increase. We also used the sperm 
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equation to analyze a small amplitude disturbance that is given to a cilium that is stationary. We 
find that for this disturbance to grow, the real part of χ has to be positive. This condition is 
satisfied at the base. For a wave to propagate without attenuation, we find that both χ and κ have 
to be purely imaginary. This condition is satisfied in the central region of the cilium. This 
indicates that the wave is normally created and grows at the base and the central region just 
propagates the wave. We find that there is a good correlation between the basal sliding and the 
rotational velocity of the cell body Ω obtained from hydrodynamic calculations. This correlation 
could be used in computations of trajectories of cells swimming using motile cilia.
We also notice that frequency varies significantly with concentration of ATP (as seen in 
chapter 5 of this thesis). The rate of activation of the dynein motors increases with the 
concentration of ATP (a consequence of the Michaelis-Menton relationship). Beating frequency 
is directly proportional to the net stepping rate. So, the frequency depends on the ATP 
concentration.
Inspection of higher Fourier modes seem to suggest that the linear relationship between the 
first mode of f and first mode of Δ is most likely valid in Fourier space. 
Our results do not seem to support the sliding controlled or load dependent detachment 
model of Riedel-kruse et al. (2007). The time constant τ we found is significantly smaller than 
what the Riedel-Kruse model predicts. Also, we got the result that the stiffness χ depends on the 
viscosity which does not agree with the Riedel-Kruse model.
We hypothesize that it takes one quarter of the beating period for the forming wave at the 
base to reach maximum mechanical energy and then it propagates down the length of the cilium 
and a new new wave with opposite curvature forms at the base. The motors provide the energy to
138
drive this process. We postulate that this energy is always the same and it is maintained the same 
as the wave propagates down the length of the cilium unless the external viscosity is too high, in 
which case we see noticeable attenuation of the wave. Our calculations predict that there should 
be a linear dependence of the frequency ν on v p
2  where v p  is the wave propagation velocity
if the energy E of the wave is a constant. The analysis of data shows a linear dependence 
confirming that E is a constant. This supports our hypothesis. We also see that the power of an 
individual wave is also relatively constant, only weakly depending on the external viscosity at 
constant [ATP]. 
Our calculations confirm the observation that there are no springs in the proximal region 
near the base. We also find that the longitudinal spring constant in the central region of the cilium
seems to be independent of ν unlike the flexural rigidity.
The axonemal bending has a marked beat-frequency dependence since the flexural rigidity 
and stiffness depend on the beat frequency. 
The calculated value we got for the flexural rigidity in the base proximal region is about 
twice the values reported in the literature and the linear spring constant we calculated for the 
central region is about the same (refer to chapter 5 of this thesis).
The constancy of energy should lead to the result that ν/ vp
2 is a linear function of the 
external viscosity and we see that it is so. So, E does not depend on the external viscosity. The 
linear relationship also enables us to calculate the value of the internal viscosity ηint .
We also get a linear dependence of 
χ I
ω on the external viscosity η. This was expected 
from our calculations and also gives the new result that the stiffness of the cilium depends on the 
external viscosity. This is a result which has not been predicted from earlier models in the 
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literature. 
Our model also explains the frequency, ν. It just depends on the time taken by the basal 
forming wave to attain that particular value of the maximum mechanical energy at which the 
wave starts to propagate down the length of the cilium.
Conclusions: We found that the model proposed by Riedel-Kruse et al. (Riedel-Kruse et al., 
2007) is not supported by our analysis of the data. We described an alternative model for the 
ciliary beating. In this model, the wave starts forming at the base till the maximum mechanical 
energy is reached and then it starts to propagate down the length of the cilium. This energy is 
maintained in the wave as it propagates down the length of the cilium (unless external viscosity 
is too high) due to energy input by the ATP molecules along the length of the cilium.
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b) Future proposed studies
The work we have done can be extended by performing calculations for the case when the 
cell is in a background flow instead of a stationary fluid. The hydrodynamic forces in this case 
will be different. But, once the hydrodynamic forces are known, the procedure for finding the 
internal force distribution in the cilium will be the same as the one we discussed earlier in the 
thesis. 
Experiments have been performed in which the cell is in a fluid which is experiencing sound
vibrations. How these may be analyzed is the main motivation for this suggestion for future 
work.
To illustrate the idea, I detail the method for finding the hydrodynamic forces on the cilium 
in the case when the cell head is a spherical one and the cell is freely swimming and is not near a 
plate. The procedure is a modified version of the method we used earlier in chapter 3 of this 
thesis which was from Higdon (Higdon, 1979). 
The Green’s function for a stokeslet in the presence of the spherical cell head is the same as 
the one given by Higdon. As detailed in that paper, we use slender body theory for the cilium and
use a distribution of stokeslets and source-doublets along the center line of the cilium. 
The total velocity at any point is the sum of the velocities provided by the stokeslets and 
source-doublets on the center line of the cilium plus the velocity field due to the image of those 
stokeslets in the sphere plus the velocity field due to the stokeslet, source-doublet and rotlet at 
the center of the sphere plus the velocity field due to the background flow.
The fluid under consideration has a viscosity μ. 
The velocity field due to the singularities along the center line of the cilium (stokeslet 
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distribution f⃗ and doublet distribution d⃗ ) and their images is given by 
u j ( x⃗)=∫
0
L
[G j k ( x⃗ , X⃗ (s)) f k (s)8πμ +D j k ( x⃗ , X⃗ (s)) dk(s)4π ]ds (6.1)
(Refer to equations 3.2, 3.3, 3.4, 3.7, 3.8 and 3.20).
Dividing the cilium into N segments, we get 
u j ( x⃗)=∑
n=1
N
{[K j k ( x⃗ , X⃗ (sn))+H j k ( x⃗ , X⃗ (sn))] f k (sn)} (6.2)
(Refer to equations 3.21 – 3.25).
where the tensor forms of K j k and H j k are the same as given in chapter 3 part (a) of the 
thesis.
The stokeslet at the center of the spherical cell head (of radius A) is given by 6πμ A(U⃗ 0− u⃗∞)
where U⃗ 0 is the translational velocity of the spherical cell head and u⃗
∞  is the background 
flow, evaluated at the sphere center. 
The rotlet at the center of the spherical cell head is given by 8πμ A3(Ω⃗0−Ω⃗∞ ) where Ω⃗0 is 
the angular velocity of the spherical cell body and Ω⃗∞ is the angular velocity of the 
background flow, evaluated at the center of the cell head.
So, the velocity field due to the stokeslet, source doublet and rotlet at the center of the 
spherical cell head is given by
uH j ( x⃗ )=
3
4(S j k ( x⃗ , 0⃗ )− A
2
3
D j k ( x⃗ , 0⃗ ))(U 0k−uk∞)+ A
3 ϵj k l x l
|x⃗|3
(Ω0k−Ω
∞
k) (6.3)
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(Refer to equation 3.32).
So, the velocity field is given by
u j ( x⃗)=∑
n=1
N
{[K j k ( x⃗ , X⃗ (sn))+H j k ( x⃗ , X⃗ ( sn))] f k ( sn)}+uH j ( x⃗)+u j∞ ( x⃗) (6.4)
So, the velocity field at the center of the mth segment of the cilium is given by
u j ( X⃗ (sm))=∑
n=1
N
{[K j k ( X⃗ (sm) , X⃗ (sn))+H j k ( X⃗ (sm), X⃗ (sn))] f k (sn)}+uH j( X⃗ (sm))+u j∞( X⃗ (sm)) (6.5)
The total force on the organism due to a stokeslet of strength F⃗  at X⃗  and its images is 
given by F k (1+CT )+F j( X jX kX l X l )(C R−CT ) where CR=−32 A|X⃗|+ 12 A
3
|X⃗|3
 and
CT=−
3
4
A
|X⃗|
−1
4
A3
|X⃗|3
.
The condition that the net force on the cell body is zero can be re-written as
∑
n=1
N [ f k (sn)(1+CT (sn ))+f j (sn) X j XkX lX l (CR(sn)−CT (sn))]δ sn+6 πμ A (U0k−uk∞)=0 (6.6)
  
The moment about the center of the sphere due to a stokeslet of strength F⃗ at the point X⃗
and its images is given by ϵi j k X jFk(1− A3|X⃗|3) .
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The condition that the net torque on the cell be zero can be re-written as 
∑
n=1
N [ϵi j k X j f k (sn)(1− A3|X⃗|3)]δ sn+8πμ A3 (Ω0i−Ω∞i )=0 (6.7)
The velocity at any point on the cilium in the cell body-reference frame is given by
v⃗ (s )=∫
0
s
∂Ψ
∂ t (−sinΨ ( s ' ) ,cosΨ ( s ' ))ds ' (6.8)
 The corresponding velocity in the lab reference frame is given by v j (s )+U0 j+ϵ j k lΩ0k X l ( s) .  
Using this expression for the velocity at the center of the mth  segment of the cilium, we get 
v j (sm)=∑
n=1
N
{[K j k ( X⃗ (sm) , X⃗ (sn))+H j k ( X⃗ (sm) , X⃗ (sn))] f k (sn)}+uH j( X⃗ (sm))+u j∞( X⃗ (sm))−U 0 j
−ϵj klΩ0k X l (s)
(6.9)
In this manner, we have 3N+6 unknown and 3N+6 equations. We can use this to determine the 
hydrodynamic force distribution on the cilium and use that to find the internal force distribution 
in the ciliary axoneme in the same manner we outlined earlier in the thesis.
The above method can be modified and used for the cases when the cell head is pivoted or 
clamped. If it is pivoted, then the net force is not zero and the translational velocity is zero. If it 
is clamped, then net force and torque are not zero and the translational and rotational velocities 
of the cell body are zero. For the motivation for this, please refer to Ishijima, 1994. In it, the 
echinoderm sperm flagellum was held with its proximal region sucked into a micropipette in 
order to hold the base rigidly and a stream of medium was applied in different directions.
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Appendix A
Curve Fitting in Space & Time and Wave Interpolation
a) Justification and need for higher derivatives of space and time
The equation for finding the inter-doublet force is 
af =−κR
∂2Ψ
∂ s2
−
κ I
ω
∂3 Ψ
∂ t ∂ s2
−N^ (s)⋅∫
s
L
f⃗ h(s ' )ds ' (A.1)
 where f is the inter-doublet force due to active elements like motors and passive elements like 
nexins and other spring like structures. Ψ is the tangent angle or the angle the tangent makes with
the horizontal. κR  is the real part of flexural rigidity of the cilium. κ I  is the imaginary part 
or the viscoelastic component of the flexural rigidity. ω is the angular frequency of beating.
N^ ( s)  is the normal vector at s. a is the diameter of the axoneme. f⃗ h(s)  is the 
hydrodynamic force distribution on the cilium as a function of the arclength s. L is the total 
length of the cilium. We sometimes refer to f as the active force even though there are 
contributions due to passive elements too. The equation for finding the inter-doublet force will be
derived in chapter 4.  From this equation, it is clear that we need to find the second derivatives in
space. The piece-wise continuous polynomials of degree four are required here to give smooth 
and continuous values for the second order derivative in space. Similarly, we use periodic 
smoothing quartic splines for fitting in time and for obtaining the time derivative to obtain 
velocities. This takes advantage of the fact that the ciliary beating is periodic in time.
b) Curve Fitting
i) Periodic Spline For Fitting in Time:
We use a periodic smoothing spline for fitting in time as the beating of the cilium is 
145
periodic in time. The algorithm used is a modification of the method used in KOBZA & 
ŽENČÁK, 1997 with the alteration that the spline interpolates the actual value at one 
point in each knot rather than the average value over a knot. Also some equations in this 
section are based on equations in KOBZA, 1994. 
Here, I will detail the method used to arrive at the smoothing quartic spline representation
to the raw data.         
We have the set of instants {ti, 0 ≤ i ≤ n , i€W} and the corresponding values of the 
physical quantity of interest {gi, 0 ≤ i ≤ n , i€W} at those instants. We also have the set of 
nodes {xi, 0≤i≤n+1,i€W}. The nodes are defined by:
x0=t 0, xn+1=tn
x i=
(t i−1+t i )
2
when1≤i≤n
 The instants lie within the nodes so that
a=x0≤t0< x1<t 1<x2<...<t n−1<x n< tn≤xn+ 1=b . The problem at hand is to find a 
function S(x) such that S x0=S xn1 with S(x) in each knot [ x i , x i+1] being a 
polynomial of fourth degree and satisfying continuity conditions of the function and its 
derivatives up to order three at the nodes at the boundary between adjacent knots and 
satisfying certain smoothing conditions. 
For an interpolating quartic spline, we have:-
1) S x ∈C 3[ x0, xn1] (Continuity conditions of the spline function and its derivatives).
2) S(x) is a polynomial of degree 4 on each knot [ x i , x i1] with 0≤i≤n ,i∈W .
3) S (t i)=g i ,0≤i≤n , i∈W .
We use the so called m,M representation in which the spline in each knot [ x i , x i1] is 
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expressed in terms of mi ,mi+1 , M i ,M i+1 where the m's are the first derivatives of the 
spline at x i and x i+1 and the M's are the second derivatives of the spline at x i and
x i+1 .
In the knot [ x i , x i1] , we have the expressions
S t i=g i , S '  x i=mi , S
' ' x i=M i ,
S ' x i1=mi1 , S
' ' x i1=M i1
. 
We use the notation h i=x i1−x i , d i=
t i− x i
hi
, q=
x−x i
h i
.
The function S(x) in the knot [ x i , x i1] can be written as 
S x =g ih imiq−d i
1
2
hi
2 M iq
2−d i
2hi [ mi1−mi−
1
3
hiM i12M i]q
3−d i
3
hi [
1
4
hiM i1M i−
1
2
mi1−mi]q
4−d i
4
(A.2)
The first derivative S'(x) in the knot [ x i , x i+1] is given by:
S ' (x)=mi+M i hiq+[3(mi+1−mi)−hi(2M i+M i+1)]q
2+[h i(M i+1+M i)−2(mi+1−mi)]q
3 (A.3)
The second derivative S”(x) in the knot [ x i , x i+1] is given by:
S ' ' (x )=M i+2[3mi+1−mihi −(2Mi+M i+1)]q+3[(M i+1+M i )−2 mi+1−mihi ]q2 (A.4)
The third derivative S'''(x) in the knot [ x i , x i+1] is given by:
S ' ' ' (x )= 1
hi [2{3 mi+1−mih i −(2M i+M i+1)}+6{(M i+1+M i )−2 mi+1−mihi }q ] (A.5)
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The spline function and its derivatives up to order 3 have to be continuous at all
x i ,1≤i≤n , i∈N .
The continuity condition of the spline at the node xi is given by the equation
g i−1+mi−1hi−1(1−d i−1)+
1
2
M i−1hi−1
2 (1−d i−12 )+hi−1[(mi−mi−1)−13 hi−1 (2 M i−1+M i)](1−d i−13 )
+h i−1[14 hi−1(M i+M i−1)−12 (mi−mi−1)](1−d i−14 )=g i−mihi d i−12 M ihi2d i2
−hi [(mi+1−mi )−13 hi (2 M i+M i+1)]d i3−hi [14 hi (M i+1+M i )−12 (mi+1−mi)]d i4
(A.6)
The terms in the above equation A.6 can be re-arranged to get an equation of the form
a imi−1b imic imi1AiM i−1Bi M iC i M i1=g i−g i−1 ,1≤i≤n ,n∈N (A.7)
 where
a i=hi−1(1−d i−12 )[12 (1+d i−12 )−d i−1]
b i=h i d i [1−d i2+ 12 d i3]+hi−1[(1−d i−13 )−12 (1−d i−14 )]
c i=hid i
3(1−12 d i)
Ai=hi−1
2 [12 (1−d i−12 )−23 (1−d i−13 )+ 14 (1−d i−14 )]
Bi=hi−1
2 [−13 (1−d i−13 )+ 14 (1−d i−14 )]+hi2d i2[12−23 d i+ 14 d i2]
C i=hi
2d i
3[−13+ 14 d i]
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The continuity conditions for the first and second derivatives of the spline S(x) at x i
are contained implicitly in the m,M representation of the spline.
The continuity condition of the third derivative of the spline at the node xi is given by the 
equation
1
hi [2{3mi+1−mihi −(2M i+M i+1)}]=
1
hi−1 [2{3mi−mi−1h i−1 −(2M i−1+M i )}+6{(M i+M i−1)−2 mi−mi−1hi−1 }]
(A.8)
The above equation A.8 can be re-written as
r i
2mi−1+(1−ri2)mi−mi+1+
1
3
hi r i M i−1+
2
3
r i (h i−1+hi )M i+
1
3
r ihi−1 M i+1=0 (A.9)
where r i=
hi
hi−1
,1≤i≤n , i∈N .
The continuity conditions for the spline and its third derivative gives us 2n equations 
whereas there are 2n+4 unknown parameters (the m and M values). To solve for the 
unknown parameters, we need four more equations. This is provided for by the 
periodicity conditions.
Since the spline is periodic, we have g0=gn ,m0=mn+1 , M 0=M n+1 . The periodicity 
condition for the first and second derivatives reduce the number of unknowns to 2n+2. 
So, to solve for the unknown parameters, we should get two more equations. The third 
and fourth derivatives of S(x) at x0 and xn+1 should be the same. These periodicity 
conditions give us the additional two equations.
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The periodicity condition for the third derivative is
S ' ' ' (x0)=S
' ' ' ( xn+1)
1
h0 [6 m1−m0h0 −2 (2M 0+M 1)]
= 1
hn [6mn+1−mnhn −2(2M n+M n+1)+6 (M n+1+M n)−12 mn+1−mnhn ]
(A.10)
The above equation A.10 can be re-written to give 
m1−m0−c
2 (mn−mn+1)−
1
3 [h0 (M 1+2 M 0)+c
2hn(M n+2M n+1)]=0 (A.11)
where c=
h0
hn
.
The expression for the fourth derivative of the quartic spline is
S (4)(x )= 6
hi
3 [hi (M i+1+M i )−2 (mi+1−mi )] (A.12)
The periodicity condition for the fourth derivative is therefore
S (4 )(x0)=S
(4)(x n+1)
6
h0
3 [h0 (M 1+M 0)−2(m1−m0)]= 6hn3
[hn (M n+1+M n)−2 (mn+1−mn)] (A.13)
The preceding equation A.13 can be re-written to give
2m0−2m1−2c
3 (mn−mn+ 1)+h0 (M 0+M 1)−c3hn(M n+M n+1)=0 (A.14)
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So, the equations that have to be solved to get the unknown parameters
m1,m2 ,⋯,mn+1 , M 1, M 2,⋯, M n+1 are:
a1mn+1+b1m1+c1m2+A1M n+1+B1 M 1+C1 M 2=g1−gn (from A.7)
a imi−1+bimi+cimi+1+Ai M i−1+Bi M i+C i M i+1=g i−g i−1 ,2≤i≤n , i∈N (from A.7)
r 1
2mn+1+(1−r12)m1−m2+
1
3
h1 r1 M n+1+
2
3
r 1(h0+h1)M 1+
1
3
h0 r1 M 2=0  (from A.9)
r i
2mi−1+(1−r i2)mi−mi+ 1+
1
3
hi ri M i−1+
2
3
r i (h i−1+hi )M i+
1
3
r ihi−1 M i+1=0,2≤i≤n , i∈N
(from A.9)
m1−mn+1−c
2 (mn−mn+1)−
1
3 [h0(M 1+2M n+1)+c
2hn(M n+2 M n+1)]=0 (from A.11)
2 mn+1−2 m1−2c
3(mn−mn+1)+h0(M n+1+M 1)−c3hn (M n+M n+1)=0 (from A.14)
where r i=
hi
hi−1
and c=
h0
hn
.
So, we have 2n+2 unknowns and 2n+2 equations.
The above set of equations can be written in matrix form as 
[A1 A2A3 A4][ mM ]=[B1B2] p (A.15)
Here p is the vector of interpolated values(i.e. the gi values).
Where
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A1=[
b1 c1    a1
a2 b2 c2    
 a3 b3 c3   
  ⋱ ⋱ ⋱  
   an bn cn
] . A1∈Rnx (n+1) (A.16)
A2=[
B1 C1    A1
A2 B2 C2    
 A3 B3 C3   
  ⋱ ⋱ ⋱  
   An Bn Cn
] . A2∈Rnx (n+1) (A.17)
A3=[
1−r1
2 −1    r1
2
r2
2 1−r 2
2 −1    
 r 3
2 1−r3
2 −1   
  ⋱ ⋱ ⋱  
   r n
2 1−rn
2 −1
1    −c2 c2−1
−2    −2c3 2 (1+c3)
] . A3∈R(n+2 )x (n+1) (A.18)
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A4=[
2
3
r 1(h0+h1)
1
3
h0r 1    
1
3
h1 r1
1
3
h2r 2
2
3
r 2(h1+h2)
1
3
h1 r 2    
 1
3
h3r 3
2
3
r 3(h2+h3)
1
3
h2 r 3   
  ⋱ ⋱ ⋱  
   13 hn r n
2
3 rn (hn−1+hn)
1
3 hn−1 rn
−1
3
h0    −
1
3
c2hn −
2
3 (h0+c
2hn)
h0    −c
3hn h0−c
3hn
]
A4∈R
(n+2 )x (n+1)
(A.19)
All the unspecified elements of the above four matrices are zero. The above four matrices
are diagonally dominant.
B1=[ 1    −1−1 1     −1 1     ⋱ ⋱  
   −1 1
] B1∈Rnx n (A.20)
All the unspecified elements of the above matrix are zero.
 B2=[0] . B2∈R
(n+2) xn (A.21)
 This is a zero matrix.
We now define the matrix
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S=[A1 A2A3 A4]
−1
[B1B2] (A.22)
So, we have
[mM ]=S p (A.23)
Let us define the functional
J 1=∫
a
b
[ f ' ' (x )]2dx (A.24)
This functional is a measure of the smoothness.
Let E1=∑
i=0
n
wi (g i−p i )
2 where the w's are weights. This is a measure of the 
interpolation. In this, g1, g 2,⋯, gn are the values of the un-smoothed function at
t 1,t 2,⋯ ,t n . p1, p2,⋯, pn are the values of the smoothed spline at t 1,t 2,⋯ ,t n . In 
effect, what we do is we find the p values and draw a spline interpolating those values.
To get the periodic smoothing spline, we define the functional J 2= J 1+αE1 and 
minimize it. α is the smoothing parameter.
J 1[S ]=∫
a
b
[S ' ' ( x)]2dx=∑
i=0
n
∫
x i
x i+1
[S ' ' ( x)]2dx (A.25)
We have the expression 
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S ' ' (x )=M i+2[3mi+1−mihi −(2Mi+M i+1)]q+3[(M i+1+M i )−2 mi+1−mihi ]q2 (from A.4).
This gives us the expression
J 1[S ]=∑
i=0
n
[ 6
5hi
mi
2+ 6
5hi
mi+1
2 +
2h i
15
M i
2+
2hi
15
M i+1
2 +2(− 6
5hi
mimi+1+
1
10
mi M i+
1
10
mi M i+ 1−
1
10
mi+ 1M i
− 1
10
mi+1 M i+1−
hi
30
M i M i+1 ) ]
(A.26)
The above equation A.26 can be written in matrix form as 
J 1[S ]=[mT M T ][G1 G 2G 2T G 4][ mM ] (A.27)
Here, m=[m1 m2 ⋯ mn+1 ]
T
∈Rn+1 , M=[M 1 M 2 ⋯ M n+1 ]
T
∈Rn+1 .
G 1=[
6
5h0
+ 6
5h1
− 6
5h1
  − 6
5h0
−
6
5h1
6
5h1
+
6
5h2
−
6
5h2
  
 ⋱ ⋱ ⋱  
  − 6
5hn−1
6
5hn−1
+ 6
5hn
− 6
5hn
− 6
5h0
  − 6
5hn
6
5hn
+ 6
5h0
]
G1∈R
(n+1) x(n+1)
(A.28)
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G2=[
0 1
10
  − 1
10
− 1
10
0 1
10
  
 ⋱ ⋱ ⋱  
  − 1
10
0 1
10
1
10
  − 1
10
0
] G 2∈R(n+1 )x (n+1) (A.29)
 
G4=[
2 (h0+h1)
15
−
h1
30
  −
h0
30
−
h1
30
2 (h1+h2)
15
−
h2
30
  
 ⋱ ⋱ ⋱  
  −
hn−1
30
2 (hn−1+hn)
15
−
hn
30
−
h0
30
  −
hn
30
2 (hn+h0)
15
]
G 4∈R
(n+1)x (n+1)
(A.30)
All the unspecified elements of the above three matrices are zero.
Let us denote
G=[G1 G 2G2T G 4] (A.31)
We have J 1[S ]=[ mM ]
T
G[ mM ] (from A.27).
We also have [mM ]=S p (from A.23).
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So,
J 1[S ]=p
T STG S p (A.32)
J 2[S ]=J 2( p)=p
T STG S p+α(g−p)T D1(g− p) (A.33)
 where D1=diag [w1 w2 ⋯ wn ] .
We want to minimize the above functional. For that, we have
∂ J 2
∂ p
=0 (A.34)
∂ J 2
∂ p
=2 STG S p−2αD1( g− p) (A.35)
So, 2 STG S p−2αD1( g− p)=0 (from A.34 and A.35).
(S TG S+α D1) p=αD1 g (from above)
p=α (STG S+αD1)
−1D1 g (A.36)
Once we have p, we can find the parameters m1,m2,⋯, mn+1 , M 1, M 2,⋯, M n+1 using 
[mM ]=S p (from A.23).
So, we have determined the quartic smoothing spline representation of the data. This 
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method performs smoothing in time and enables us to find time derivatives
ii) Piecewise continuous polynomials for fitting in space:
To use a spline for fitting, we need to know the boundary conditions of the function at the
two ends of the domain of interest. When we need to do fitting in space (i.e. Fitting with 
the arclength as the independent variable), we do not know these boundary conditions a 
priori. So, a decision was taken to use a method that does not need the user to specify 
these boundary conditions. Like spline fitting, we use piecewise continuous polynomials 
but instead of using one polynomial for a knot consisting of just two adjacent points as 
done for splines, we use a knot consisting of more than two adjacent successive points. 
Some equations in this section are taken from KOBZA & ŽENČÁK, 1997.
The general algorithm for doing the fitting in space is given below:
N → number of data points
Ns → number of segments (number of piece-wise continuous polynomials used)
np → degree of the polynomials used for fitting
So, number of unknowns = Ns(np+1). These are the coefficients for the polynomials.
d → highest order of derivative whose continuity is maintained at the nodes between 
adjacent segments. We always use d = np – 1. But this need not be the case.
So, number of continuity conditions = (N s−1)(d +1) .
number of interpolation conditions = N.
The continuity conditions are satisfied exactly. The interpolation conditions are not 
satisfied exactly.
We choose values such that the number of unknowns ~ ½ (number of equations).
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So, we have:
N s(np+1 )≤
1
2 [N +(N s−1)(d +1)] .
We solve for the number of segments getting
N s≤
N−d−1
2n p−d+1
.
So, 
N s=[ N−d−12n p−d +1 ] (A.37)
In this expression (A.37) the square brackets denotes the integer part of the quantity 
inside the square brackets. (Note: In some cases we have had to assign a different value 
since the above expression gave a number less than 2).
The continuity conditions at the knots at the boundaries between adjacent segments is of 
the form
 D C =0
where C is a vector with the coefficients of the polynomials in a yet undetermined order 
and D is a matrix.
We want fewer continuity equations than the unknowns.
So, (N s−1)(d +1)<N s(n p+1)
N s (d+1)− (d+1 )<N s (n p+1)
or N s (np−d )+(d +1)>0 .
Since we necessarily have np > d , the above expression is true. So, we always have fewer
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continuity equations than the unknowns.
We have (Ns-1)(d+1) continuity conditions. So, we can determine (Ns-1)(d+1) of the 
unknown polynomial coefficients in terms of the remaining unknown coefficients.
So, number of independent variables
= N s (np+1 )−(N s−1)(d+1)
= N s (np+1 )−N s (d+1)+d+1
= N s (np−d )+d +1
= (N s−1)(n p−d )+n p+1 .
We take all the polynomial coefficients in the first segment as independent variables. We 
take the first (np-d) coefficients of the remaining (Ns-1) segments as the remaining 
independent variables. The remaining coefficients are dependent variables
We have continuity conditions of the form
D C = 0 (A.38)
DC=D*C*+ D̄ C̄ (A.39)
C̄  → vector with independent variables
C* → vector with dependent variables.
D*C*=−D̄C̄
or 
C*=−(D*)−1 D̄C̄ (A.40)
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We need to do some smoothing on the data available. This is achieved by minimizing the 
functional
J 2= J 1+αE1 (A.41)
where J 1=∫
a
b
[ f ' ' (x )]2dx and E1=∑
i=1
N
(y i−p i )
2 . Here yi are the actual values and pi 
are the smoothed approximations to them. α is a smoothing parameter.
The minimizing is done by using 
∂ J 2
∂ C̄
=0 .  From this, we can find all the independent 
variables and then we can also find the dependent variables. In this way, we can 
determine all the coefficients of the piece-wise continuous polynomials used in fitting to 
the data.
Now, we need to decide how many data points to put in each segment. 
Let n=[ NN s ] where again the square brackets denote the integral part of the number 
inside them.
The first Ns-1 segments have n points on them whereas the last segment has N-(Ns-1)n 
points on it.
Now, we have to come up with the values of the x-variable at the edges of each segment. 
We denote the set of these values by X.
We have 
X 1= x1 .
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X r=
x(r−1)n+ x(r−1) n+1
2
 where 2≤r≤N s .
X N s+1= xN .
We denote the polynomial in the rth segment by
P r( x)=∑
k=1
n p+1
ak
r ( x−X r)
n p+1− k (A.42)
We have the vectors
C̄=[a11 a21⋯an p+11 a12 a22⋯an p−d2 ⋯⋯⋯a1N s a2N s⋯an p−dN s ]
T
(A.43)
C*=[an p−d+12 an p−d+22 ⋯anp+12 an p−d+13 ⋯anp+13 ⋯⋯⋯an p−d+1N s ⋯an p+1N s ]
T
(A.44)
The boundary conditions between the rth and the (r+1)th segments are 
∑
k=1
n p+1
ak
r (X r+1−X r )
n p+1− k= an p+1
r+1
∑
k=1
n p
ak
r (n p+1−k ) (X r+1−X r )
n p−k= 1! an p
r+1
∑
k=1
n p−1
ak
r (n p+1−k ) (n p−k ) (X r+1−X r )
n p− k−1= 2! anp−1
r+1
…..............................................................................................................
…..............................................................................................................
∑
k=1
n p+1−d
ak
r (n p+1−k ) (n p−k )⋯(n p+2−d−k ) (X r+1−X r )
n p+1−d−k= d! an p+ 1−d
r+1
(A.45)
Now, we derive the relevant matrices.
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The continuity equations in A.45 can be written in matrix form as
r=1
[
(X 2−X 1)
n p (X 2−X 1)
n p−1 ⋯ (X 2−X 1) 0!
n p!
(n p−1)!
(X 2−X 1)
n p−1 (n p−1)!
(n p−2)!
(X 2−X 1)
n p−2 ⋯ 1! 0
n p!
(n p−2)!
(X 2−X 1)
n p−2 (n p−1)!
(n p−3)!
(X 2−X 1)
n p−3 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
n p!
(n p−d )!
(X 2−X 1)
n p− d (n p−1)!
(n p−1−d )!
(X 2−X 1)
n p−1−d ⋯ 0 0
][
a1
1
a2
1
a3
1
a4
1
⋮
⋮
⋮
an p
1
an p+1
1
]=[
0! an p+1
2
1! an p
2
2! anp−1
2
3! an p−2
2
⋮
⋮
⋮
(d-1)! an p+2−d
2
d! an p+1−d
2
]
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[
0 0 ⋯ 0 0 0!
0 0 ⋯ 0 1! 0
0 0 ⋯ 2! 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
d! 0 ⋯ 0 0 0
][
an p−d+1
2
an p−d+2
2
an p−d+3
2
an p−d+4
2
⋮
⋮
⋮
anp
2
an p+1
2
]
= [
(X 2−X 1)
n p (X 2−X 1)
n p−1 ⋯ (X 2−X 1) 0!
np!
(n p−1)!
(X 2−X 1)
n p−1 (n p−1)!
(n p−2)!
(X 2−X 1)
n p−2 ⋯ 1! 0
n p!
(n p−2)!
(X 2−X 1)
n p−2 (n p−1)!
(n p−3)!
(X 2−X 1)
n p−3 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
n p!
(n p−d )!
(X 2−X 1)
n p−d (np−1)!
(n p−1−d )!
(X 2−X 1)
n p−1−d ⋯ 0 0
][
a1
1
a2
1
a3
1
a4
1
⋮
⋮
⋮
an p
1
an p+1
1
]
(A.46)
2  ≤  r  ≤Ns
[
(X r+1−X r)
n p (X r+1−X r)
np−1 ⋯ (X r+1−X r) 0!
n p!
(n p−1)!
(X r+1−X r)
np−1 (n p−1)!
(np−2)!
(X r+1−X r)
np−2 ⋯ 1! 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
n p!
(n p−d )!
(X r+1−X r)
n p−d (n p−1)!
(n p−1−d )!
(X r+1−X r)
n p−1−d ⋯ 0 0 ][
a1
r
a2
r
⋮
⋮
an p
r
an p+1
r
]=[
an p+1
r+1
1! an p
r+1
2! anp−1
r+1
⋮
(d−1)! an p+ 2−d
r+1
d ! an p+1−d
r+1
]
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[
(X r+1−X r)
n p (X r+1−X r)
n p−1 ⋯ (X r+1−X r)
d+1
n p!
(np−1)!
(X r+1−X r)
n p−1 (n p−1)!
(n p−2)!
(X r+1−X r)
np−2 ⋯
(d+1)!
d!
(X r+1−X r)
d
⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮
np!
(n p−d )!
(X r+1−X r)
np−d (n p−1)!
(n p−1−d )!
(X r+1−X r)
n p−1−d ⋯
(d+1)!
1!
(X r+1−X r)
][ a1
r
a2
r
⋮
⋮
an p−1−d
r
an p−d
r
]
+ [ (X r+1−X r)
d (X r+1−X r)
d−1 ⋯ (X r+1−X r) 0!
d !
(d−1)!
(X r+1−X r)
d−1 (d−1)!
(d−2)!
(X r+1−X r)
d−2 ⋯ 1! 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
d ! 0 ⋯ 0 0
][an p−d+1
r
an p−d+2
r
⋮
⋮
an p+1
r ]= [
0!an p+1
r+1
1!an p
r+1
2!an p−1
r+1
⋮
⋮
d !anp+1−d
r+1
]
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[ (X r+1−X r)
d (X r+1−X r)
d−1 ⋯ (X r+1−X r) 0! 0 0 ⋯ 0 −0!
d !
(d−1)!
(X r+1−X r)
d−1 (d−1)!
(d−2)!
(X r+1−X r)
d−2 ⋯ 1! 0 0 0 ⋯ −1! 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
d ! 0 ⋯ 0 0 −d ! 0 ⋯ 0 0
][
an p−d +1
r
an p−d+2
r
⋮
an p+1
r
an p−d +1
r+1
⋮
an p+1
r+1
]
=−[
(X r+1−X r)
n p (X r+1−X r)
n p−1 ⋯ (X r+1−X r)
d+2 (X r+1−X r)
d+1
n p!
(np−1)!
(X r+1−X r)
n p−1 (np−1)!
(n p−2)!
(X r+1−X r)
np−2 ⋯
(d+2)!
(d +1)!
(X r+1−X r)
d+1 (d+1)!
d !
(X r+1−X r)
d
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
np!
(n p−d )!
(X r+1−X r)
np−d (n p−1)!
(n p−1−d )!
(X r+1−X r)
n p−1−d ⋯
(d+2)!
2!
(X r+1−X r)
2 (d+1)!
1!
(X r+1−X r)
]
[
a1
r
a2
r
⋮
⋮
an p−1−d
r
an p−d
r
]
(A.47)
r=1
[
(X 2−X 1)
np (X 2−X 1)
n p−1 ⋯ (X 2−X 1) 0!
n p!
(np−1)!
(X 2−X 1)
np−1 (n p−1)!
(n p−2)!
(X 2−X 1)
n p−2 ⋯ 1! 0
n p!
(n p−2)!
(X 2−X 1)
np−2 (n p−1)!
(n p−3)!
(X 2−X 1)
n p−3 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
n p!
(n p−d )!
(X 2−X 1)
n p−d (n p−1)!
(np−1−d )!
(X 2−X 1)
n p−1−d ⋯ 0 0
][ a11a21a31⋮⋮an p1an p+11 ]=[ 0 0 ⋯ 0 0!0 0 ⋯ 1! 0⋮ ⋮ ⋮ ⋮ ⋮⋮ ⋮ ⋮ ⋮ ⋮d ! 0 ⋯ 0 0 ][an p+1−d2an p+2−d2 ⋮⋮an p+12 ]
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[ 0 0 ⋯ 0 0!0 0 ⋯ 1! 0⋮ ⋮ ⋮ ⋮ ⋮⋮ ⋮ ⋮ ⋮ ⋮
d ! 0 ⋯ 0 0
][an p+1−d
2
an p+2−d
2
⋮
an p+1
2 ]=
−[
−(X 2−X 1)
n p −(X 2−X 1)
n p−1 ⋯ −(X 2−X 1) −0!
−
n p!
(np−1)!
(X 2−X 1)
n p−1 −
(np−1)!
(n p−2)!
(X 2−X 1)
np−2 ⋯ −1! 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
−
np!
(n p−d )!
(X 2−X 1)
n p−d −
(np−1)!
(n p−1−d )!
(X 2−X 1)
n p−1−d ⋯ 0 0 ][
a1
1
a2
1
⋮
⋮
an p
1
an p+1
1
]
(A.48)
2  ≤  r  ≤Ns-1
[
(X r+1−X r)
n p (X r+1−X r)
n p−1 ⋯ (X r+1−X r) 0!
n p!
(np−1)!
(X r+1−X r)
n p−1 (np−1)!
(n p−2)!
(X r+1−X r)
n p−2 ⋯ 1! 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
np!
(n p−d )!
(X r+1−X r)
n p−d (np−1)!
(n p−1−d )!
(X r+1−X r)
n p−1−d ⋯ 0 0 ][
a1
r
a2
r
⋮
⋮
an p
r
an p+1
r
]=[ 0!an p+1
r+1
1!an p
r+1
⋮
⋮
⋮
d!an p+1−d
r+1 ]
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[
(X r+1−X r)
n p (X r+1−X r)
n p−1 ⋯ (X r+1−X r)
d+1
n p!
(np−1)!
(X r+1−X r)
n p−1 (n p−1)!
(n p−2)!
(X r+1−X r)
np−2 ⋯
(d+1)!
d!
(X r+1−X r)
d
⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮
np!
(n p−d )!
(X r+1−X r)
np−d (n p−1)!
(n p−1−d )!
(X r+1−X r)
n p−1−d ⋯
(d+1)!
1!
(X r+1−X r)
][ a1
r
a2
r
⋮
⋮
an p−1−d
r
an p−d
r
]+
[ (X r+ 1−X r)
d (X r+1−X r)
d−1 ⋯ (X r+1−X r) 0!
d !
(d−1)!
(X r+1−X r)
d−1 (d−1)!
(d−2)!
(X r+1−X r)
d−2 ⋯ 1! 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
d! 0 ⋯ 0 0
][an p−d +1
r
an p−d+ 2
r
⋮
⋮
an p
r ]=
[0 0 ⋯ 0 0!0 0 ⋯ 1! 0⋮ ⋮ ⋮ ⋮ ⋮⋮ ⋮ ⋮ ⋮ ⋮
d ! 0 ⋯ 0 0
][an p+1−d
r+1
anp+2−d
r+1
⋮
anp+1
r+1 ]
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[ (X r+1−X r)
d (X r+1−X r)
d−1 ⋯ 0 0! 0 0 ⋯ 0 −0!
d!
(d−1)!
(X r+1−X r)
d−1 (d−1)!
(d−2)!
(X r+1−X r)
d−2 ⋯ 1! 0 0 0 ⋯ −1! 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
d ! 0 ⋯ 0 0 −d ! 0 ⋯ 0 0
][
an p−d+1
r
⋮
an p+1
r
an p−d+1
r+1
⋮
an p+1
r+1
]=
−[
(X r+1−X r)
n p (X r+1−X r)
n p−1 ⋯ (X r+1−X r)
d+1
n p!
(np−1)!
(X r+1−X r)
n p−1 (n p−1)!
(np−2)!
(X r+ 1−X r )
np−2 ⋯
(d+1)!
d!
(X r+1−X r)
d
⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮
n p!
(n p−d )!
(X r+1−X r)
np−d (n p−1)!
(n p−1−d )!
(X r+1−X r)
n p−d−1 ⋯
(d+1)!
1!
(X r+1−X r)
][ a1
r
a2
r
⋮
⋮
an p−d−1
r
an p−d
r
]
(A.49)
From the matrices in the previous section, we can get the matrices D* and D̄ .
I am now introducing a new notation for convenience. Let M be a matrix. Now, by the notation 
Mi:j,k:l  , I mean a sub-matrix of M got by taking the ith to the jth rows of M and the kth to the lth 
columns of M.
Note that D* is a (Ns-1)(d+1)x(Ns-1)(d+1) square matrix. D̄ is a (Ns-1)(d+1)x[(Ns-1)(np-d)+ 
np+1] matrix.
From the previous matrices, we can specify the elements of D* to be:
D1 :(d+1) ,1 :(d+1)
* =[
0 0 ⋯ 0 0 0!
0 0 ⋯ 0 1! 0
0 0 ⋯ 2! 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
d ! 0 ⋯ 0 0 0
] (A.50)
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For 2≤r≤Ns -1, we have:
D(r−1)(d+1)+ 1: r (d+1) ,(r−2 )(d+1)+1 :(r−1)(d+1)
* =[
(X r+ 1−X r)
d (X r+1−X r)
d−1 ⋯ 0 0 0!
d !
(d−1)!
(X r+1−X r)
d−1 (d−1)!
(d−2)!
(X r+1−X r)
d−2 ⋯ 0 1! 0
d !
(d−2)!
(X r+1−X r)
d−2 (d−1)!
(d−3)!
(X r+1−X r)
d−3 ⋯ 2! 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
d! 0 ⋯ 0 0 0
] (A.51)
D(r−1)(d+1)+ 1: r (d+1) ,(r−1)(d+1)+1: r (d+1)
* =[
0 0 ⋯ 0 0 −0!
0 0 ⋯ 0 −1! 0
0 0 ⋯ −2! 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
−d ! 0 ⋯ 0 0 0
] (A.52)
All the other unspecified elements of D* are zero.
Similarly, we can specify the elements of D̄ to be :
D̄1 :(d+1) ,1 :(n p+1 )=[
−(X 2−X 1)
n p −(X 2−X 1)
np−1 ⋯ −(X 2−X 1) −0!
−
np!
(n p−1)!
(X 2−X 1)
n p−1 −
(n p−1)!
(np−2)!
(X 2−X 1)
n p−2 ⋯ −1! 0
⋮ ⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮ ⋮
−
n p!
(n p−d )!
(X 2−X 1)
n p−d −
(n p−1)!
(np−1−d )!
(X 2−X 1)
np−1−d ⋯ 0 0 ] (A.53)
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For 2≤r≤Ns-1 , we have:
D̄(r−1)(d+1)+1 :r (d+1 ), np+1+(r−2 )(n p−d )+1:n p+1+(r−1)(n p−d )=
[
(X r+1−X r)
n p (X r+1−X r)
n p−1 ⋯ (X r+1−X r)
d+1
n p!
(np−1)!
(X r+1−X r)
n p−1 (n p−1)!
(n p−2)!
(X r+1−X r)
np−2 ⋯
(d+1)!
d!
(X r+1−X r)
d
⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮
np!
(n p−d )!
(X r+1−X r)
np−d (n p−1)!
(n p−1−d )!
(X r+1−X r)
n p−1−d ⋯
(d+1)!
1!
(X r+1−X r)
] (A.54)
All the other unspecified elements of D̄ are zero.
Now, let us derive the equations for the smoothing. As mentioned earlier, it is done by 
minimizing the functional  J 2= J 1+αE1 where J 1=∫
a
b
[ f ' ' (x )]2dx , E1=∑
i=1
N
(y i−p i )
2  
and α is the smoothing parameter. 
J 1=∫
a
b
[ f ' ' (x )]2dx=∑
r=1
N s
∫
X r
X r+1
[ f ' ' (x )]2dx (A.55)
In [Xr,Xr+1], we have
f (x )=∑
k=1
n p+ 1
ak
r (x−X r )
n p+1−k (from A.42).
f ' ' (x )=∑
k=1
n p−1
P2
n p+1− k ak
r (x−X r )
np−1− k where P r
n = n!
(n−r )! (A.56)
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[ f ' ' (x )]2=∑
k=1
n p−1
∑
l=1
n p−1
P2
n p+1−k P2
n p+1−l ak
r al
r (x−X r)
2n p−2−k−l (A.57)
∫
X r
X r+1
[ f ' ' ( x)]2dx=∑
k=1
n p−1
∑
l=1
n p−1
P2
n p+1−k P2
n p+1−l ak
r al
r (X r+1−X r)
2n p−1−k−l
2n p−1−k−l
=∑
k=1
np−1
∑
l=1
np−1
ak
r al
rT kl
r (A.58)
where the matrix T r is given by
T kl
r = P2
np+1−k P2
n p+1−l (X r+1−X r )
2n p−1−k−l
2n p−1−k−l
if k⩽n p−1 and l⩽n p−1 (A.59)
 Otherwise, T kl
r =0 . Note that T r is a symmetric matrix.
So, we can write, 
J 1=∑
r=1
N s
arT r arT (A.60)
We have C*=−(D*)−1 D̄C̄ (from A.40)
Let 
N=−(D *)−1 D̄ (A.61)
So, we have 
C*=N C̄ (A.62)
We have J 1=∑
r=1
N s
arT r arT (from A.60). This can be re-written in the form
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J 1=C¯
T Α C¯+C¯T ΒC*+C*TΓ C¯+C *T ΔC*=C¯T Α C¯+C¯T ΒN C¯+C¯T N TΓ C¯+C¯T N T Δ N C¯
= C¯T (Α+ΒN +N T Γ+N T ΔN )C¯
(A.63)
where Α ,Β ,Γ ,Δ are matrices whose values will be specified later.
Let 
U 1=Α+Β N +N
T Γ+N TΔ N (A.64)
So, 
J 1=C̄
TU 1 C̄ (A.65)
Let N 1=(N s−1)(d +1) . This is the number of dependent variables.
Let N 2=N s(n p−d )+d+1 . This is the number of independent variables.
We have E1=∑
i=1
N
(y i−p i )
2 . 
As mentioned earlier, n=[ NN s ] where the square bracket denotes the integral part function. 
The first (Ns-1) segments have n data points each. The last segment has N-(Ns-1)n data points on 
it.
E1=∑
i=1
N
y i
2−2∑
i=1
N
yi p i+∑
i=1
N
p i
2 (A.66)
Let
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E1
1=∑
i=1
N
y i
2 (A.67)
Let
E1
2=∑
i=1
N
yi pi=∑
r=1
N s−1
∑
i=(r−1)n+1
nr
y i pi+ ∑
i=(N s−1)n+1
N
yi pi (A.68)
E1
2=∑
r=1
N s−1
∑
i=(r−1)n+1
rn
∑
k=1
np+1
y i (x i−X r )
n p+1− k ak
r+ ∑
i=(N s−1)n+1
N
∑
k=1
n p+1
y i (x i−X N s )
n p+1−k ak
N s
= Κ̄ C̄+Κ*C*= (Κ̄+Κ* N )C̄
(A.69)
where Κ̄ ,Κ* are row vectors whose values will be specified later.
Let
E1
3=∑
i=1
N
pi
2 (A.70)
E1
3=∑
r=1
N s−1
∑
i=(r−1 )n+1
rn
∑
k=1
n p+1
∑
l=1
n p+1
ak
r a l
r (x i−X r)
2n p+2−k−l+ ∑
i=(N s−1 )n+1
N
∑
k=1
n p+1
∑
l=1
n p+1
ak
N sa l
N s (x i−X N s)
2n p+ 2−k−l
= C̄ T Ψ C̄+c̄TΦC *+C*T χ C̄+C*TΩC*
= C̄ T Ψ C̄+c̄TΦ N C̄+C̄T N T χ C̄+C̄T N TΩN C̄
= C̄ T(Ψ+ΦN +N T χ+N TΩN )C̄
(A.71)
where Ψ ,Φ , χ ,Ω are matrices whose values will be specified later.
Let
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U 2=Ψ+ΦN +N
T χ+N TΩN (A.72)
So, we have
E1
3=C̄T U 2C̄ (A.73)
So, 
J 2=C̄
T U 1 C̄+α(∑i=1
N
y i
2−2 (Κ̄+Κ* N )C̄+C̄TU 2 C̄ ) (A.74)
Let us now derive the elements of the matrices Α ,Β ,Γ ,Δ .
Remember that the matrices T r are given by:
T kl
r = P2
np+1−k P2
n p+1−l (X r+1−X r )
2n p−1−k−l
2n p−1−k−l
where P r
n = n!
(n−r )! when
k⩽n p−1 and l⩽n p−1 .
T kl
r =0 otherwise. Also note that T r is a symmetric matrix.
r=1
Α1 :n p+1,1:n p+1=T
1 (A.75)
2≤r≤Ns 
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Αn p+1+(r−2)(n p−d )+1 :n p+1+(r−1)(n p−d ) ,n p+1+(r−2)(n p−d )+1 :n p+1+(r−1)(n p−d )=T 1:n p−d ,1 :np− d
r
Βn p+1+(r−2)(n p−d )+1 :n p+1+(r−1)(n p−d ) ,(r−2)(d+1)+1: (r−1)(d+1)=T 1 :n p−d , n p−d+1 :np+1
r
Γ(r−2)(d+ 1)+1 :(r−1 )(d+1) ,n p+1+(r−2)(n p−d )+1 : n p+1+(r−1)(n p−d )=T n p−d+1 :n p+1,1 :n p−d
r
Δ(r−2)(d+ 1)+1 :(r−1 )(d+1) ,(r−2 )(d+1)+1:(r−1)(d+1)=T n p−d+1 :n p+1,n p−d +1: n p+1
r
(A.76)
All the unspecified elements of the matrices Α ,Β ,Γ ,Δ are zero. Note that the matrices
Α&Δ are symmetric. Also note that ΒT=Γ .
Now, let us find the vectors Κ̄ ,Κ* .
Again I use the notation that X j : k denotes a sub-vector of X got by taking elements from the 
jth element to the kth element of X.
Let us define the vector V r by
r<Ns
V k
r= ∑
i=(r−1)n+1
rn
yi (x i−X r )
n p+1−k (A.77)
r=Ns
V k
N s= ∑
i=(N s−1) n+1
N
y i (x i−X N s)
n p+1−k (A.78)
r=1
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Κ̄1:n p+ 1=V
1 (A.79)
2≤r≤Ns
Κ̄n p+1+(r−2)(n p−d )+1 :np+1+(r−1)(n p−d )=V 1:n p−d
r (A.80)
Κ*(r−2)(d+1)+1 :(r−1 )(d+1)=V n p−d +1:n p+1
r (A.81)
Now, let us find the elements of the matrices Ψ ,Φ , χ ,Ω .
Let us define the matrices M r by
1≤r<Ns
M kl
r = ∑
i=(r−1)n+1
rn
(x i−X r )
2n p+2−k−l where 1≤k≤n p+1&1≤l≤n p+1 (A.82)
r=Ns
M kl
N s= ∑
i=(N s−1)n+1
N
(x i−X N s)
2n p+ 2−k−l where 1≤k≤n p+1 &1≤l≤n p+1 (A.83)
Note that the matrices M r are symmetric.
r=1
Ψ1 :np+1,1:np+1=M
1 (A.84)
2≤r≤Ns
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Ψn p+1+(r−2)(n p−d )+1 :n p+1 :(r−1)(n p−d ) ,n p+ 1+(r−2)(n p−d )+1 :n p+1 :(r−1 )(n p−d )=M 1 :n p−d , 1:n p−d
r (A.85)
Φn p+1+(r−2)(n p−d )+1 :n p+1+(r−1)(np−d ) ,(r−2)(d+ 1)+1 :(r−1 )(d+1)=M 1:n p−d , n p−d+1 :n p+1
r (A.86)
χ(r−2)(d+1)+1: (r−1)(d+1) , n p+1+(r−2)(n p−d )+1 :n p+1+(r−1)(np−d )=M n p−d+1 :n p+1,1:n p−d
r (A.87)
Ω(r−2)(d+1)+1 :(r−1)(d+1) ,(r−2)(d+1)+1 :(r−1)(d+1)=M n p−d+1 :n p+1, n p−d+1 :np+1
r (A.88)
All the unspecified elements of the matrices Ψ ,Φ , χ ,Ω are zero. Note that the matrices
Ψ&Ω are symmetric. Also note that ΦT=χ .
We have 
U 1=Α+Β N +N
T Γ+N TΔ N (A.89)
and
U 2=Ψ+ΦN +N
T χ+N TΩN (A.90)
 
 Note that the matrices U 1&U 2 are also symmetric.
We have 
J 2=C̄
T U 1 C̄+α(∑i=1
N
y i
2−2 (Κ̄+Κ* N )C̄+C̄TU 2 C̄ ) (A.91)
178
We have to minimize this functional. This is done by using the equation
∂ J 2
∂ C̄
=0 (A.92)
∂ J 2
∂ C̄
=2U 1C̄−2α (Κ̄+Κ
* N )T+2αU 2 C̄ (A.93)
Solving for C̄ , we get
(U 1+αU 2)C̄=α (Κ̄+Κ
* N )T (A.94)
Let 
Z=U1+αU 2 (A.95)
So, we get 
C̄=α Z−1(Κ̄+Κ* N )T (A.96)
We also have C*=N C̄ (from A.62).
In this way, we have found out all the coefficients of the piece-wise continuous polynomials used
for fitting. This method enables us to perform smoothing in the arclength s and gives us space 
derivatives.
c) Wave Interpolation:
We do not have sufficient frames in one beat period to do the fitting in time. If we try to 
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do a periodic spline fitting without sufficient number of instants(i.e. frames), we get 
wrong values for the time derivatives and hence the velocities. Hence we use the fact that
a wave propagates down the length of the cilium and use the wave propagation to get 
higher resolution in time(i.e. more instants in the beat cycle) and then do a periodic spline
fitting in time.  So, we need to get more instants in the beat cycle, i.e. we need to do some
interpolation on the data in time to get data at instants that are intermediate to the ones in 
the raw data file.
 For this, the first thing we have to do is to find the propagation velocity of the wave as a 
function of the arclength. 
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A sample raw data  figure is shown below. Each curve represents one instant in the beat 
cycle.
Figure A.1
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If you look at the above graph, we see that there is a downward trend for the tangent angle 
values. This is due to the pre-stress. Pre-stress is essentially the shape of the cilium when there is 
no load on it. The amount of pre-stress is regulated by the concentration of calcium ions. So, the 
beating of the cilium can be treated as a wave propagating down a pre-stressed cilium. So, to find
the propagation velocity, we first remove the pre-stress. The pre-stress of the cilium is a function 
of the arclength and is found at each arclength by taking the time average of the tangent angles 
over one beat period at that arclength. We find that the pre-stress as a function of the arclength is 
almost linear and for calculations, we proceed with a linear pre-stress.
Removing the pre-stress from the raw data shown above gives us the figure A.2
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Figure A.2
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Again, in the above figure A.2, we see that the data is shifted up or down depending on the 
instantaneous phase at the base. We need to remove that effect too. This is done by taking the 
average of each of the curves in the figure A.2 above over the length of the cilium for each 
instant. Once this is done, we get the figure A.3
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Figure A.3
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We can use the above figure now to find the propagation velocity of the wave down the length of
the cilium.
In order to find the propagation velocity, we find the roots of each of the curves in the figure 
above(i.e., the arclength at which each curve passes through the line y=0). We look at two 
successive instants in the above figure at a time to find the propagation velocity.  Two of the 
successive instants for the above data set is shown in the figure below:
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Figure A.4
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In the above figure, the curve with circles is one instant and the curve with the triangles is the 
next instant. The green squares are the locations of the roots of the first instant in the above 
figure and the red squares are the locations of the roots of the second instant in the above figure. 
We use this information to find the propagation velocity. For example, if the a root of the first 
instant is at s1 and at the next instant the same root has advanced to s2, we take
v(s1+s22 )= s2−s1δ t (A.97)
where δt is the time interval between the successive instants shown in the above figure. We do 
the same for the other roots in the above figure. This process is repeated for all pairs of 
successive instants in the data set. In this way, we get the values of the propagation velocity at 
various values of the arclength. Now, using the piece-wise continuous polynomial for fitting in 
space(described in the previous section), we get the propagation velocity as a function of the 
arclength along the length of the cilium. The propagation velocity function for the above data set 
is given in the following figure:
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Figure A.5
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In the above figure, the circles denote the calculated velocities at various arclengths and the fitted
line shows the propagation velocity as a function of the arclength. 
Now that we have the propagation velocity as a function of the arclength, we can proceed to the 
next step, which is the calculation of the tangent angles as a function of arclength at new instants 
which are intermediate to instants in the raw data set. For this, we use the data with the pre-stress
and mean removed, calculate the data at an intermediate instant and then add the mean and pre-
stress to it to get the values of tangent angles at intermediate instants.
I am denoting the number of intermediate instants we want in between any pair of successive 
instants to be nint . Let the time co-ordinate corresponding to the two successive instants be
T 1 &T 2 . So, the jth intermediate  instant between those two instants is given by
t j=
(n int+1− j )T 1+ j T 2
n int+1
(A.98)
 At instant T 1 , let the tangent angle with pre-stress and mean removed be given by Ψ1(s)
and at instant T 2 by Ψ2(s ) . At instant T 2 , let us take points  with arclength
s1, s2, s3,⋯, sn on the cilium. So, the corresponding tangent angles with pre-stress and mean 
removed will be Ψ2(s1) ,Ψ2(s2) ,Ψ2(s3) ,⋯ ,Ψ2(sn) . We move these points backward in time 
to instant T 1 to do the interpolation. This is done in an iterative fashion. For example, at 
instant T 2 , let us consider the point at arclength si ,1≤i≤n , i∈N . Let δ t=
T 1−T 2
10
.  
So, we can move si backwards in time by steps of δ t to find the arclength of that point at 
instant T 1 . We make 10 such steps. So, the values of s after r steps is given by
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si
r=s i
r−1+v p(si
r−1)δ t (A.99)
 where si
r is the new value of si at the rth step. In this way, at the end of the ten steps, we get 
a new value of s given by si , back=si
10 . If si , back is negative, it is discarded. But, if the new 
value of s is non-negative, we use it to get the tangent angle at the intermediate instant t j . The
tangent angle with pre-stress and mean removed at t j is got by 
Ψ j=
(n int+1− j)Ψ1(si , back)+ jΨ2(s i)
nint+1
(A.100)
Now, we have to find the corresponding value of the arclength. This is again done in a 10 step 
iterative procedure similar to the one used to obtain si , back with δ t=
(t j−T 1)
10
. This step is 
repeated for all the points with arclengths s1, s2, s3,⋯, sn at instant T 2 . 
Now, we move the curve at instant T 1 forward in time to instant T 2 to do the interpolation. 
At instant T 1 , let us take points on the cilium with arclengths s1, s2, s3,⋯, sm . The 
corresponding tangent angles with pre-stress and mean removed will be
Ψ1(s1) ,Ψ1(s2) ,Ψ1(s3) ,⋯ ,Ψ1(sm) .We move these points forward in time to instant T 2 to 
do the interpolation. This is again done in an iterative fashion similar to the procedure done 
above while moving backwards in time. So, at instant T 1 , let us consider the point at 
arclength si ,1≤i≤m, i∈N . Let δ t=
T 2−T 1
10
. We now move si forwards in time by 
191
steps of δ t to find the arclength of that point at instant T 2 . Again, we make 10 such steps. 
The values of s after r steps is given by si
r=s i
r−1+v p(si
r−1)δ t where si
r is the new value of
si at the rth step. In this way, at the end of the ten steps, we get a new value of s given by
si , forward=si
10 . If si , forward is greater than the length of the cilium, it is discarded.  But, if the 
new value of s is not greater than the length of the cilium, we use it to get the tangent angle with 
pre-stress and mean removed at the intermediate instant t j . The tangent angle with pre-stress 
and mean removed at t j is got by 
Ψ j=
(n int+1− j)Ψ1(si)+ jΨ2(s i , forward)
nint+1
(A.101)
 We now have to find the corresponding value of the arclength. This is again done in a 10 step 
iterative procedure similar to the one used to obtain si , forward with δ t=
(t j−T 2)
10
. This step is
repeated for all the points with arclengths s1, s2, s3,⋯, sm at instant T 1 .  In this manner, we 
get sets of arclengths and tangent angles with pre-stress and mean removed for intermediate 
instants. We just add the mean and pre-stress back to the tangent angle with pre-stress and mean 
removed at an intermediate instant to get the tangent angles at  that intermediate instant.  
The figure below shows the curves for the intermediate instants calculated for two successive 
instants. In this, we are just putting two intermediate instants between adjacent instants in the 
raw data.
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Figure A.6
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In the above figure, the circles are for one instant, the crosses for the next instant and the 
triangles are for the intermediate instants. As can be seen, the interpolation gives pretty good 
results. 
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