Computational phantoms are commonly used in internal radiation dosimetry to assess the amount and distribution pattern of energy deposited in various parts of the human body from different internal radiation sources. Radiation dose assessments are commonly performed on predetermined reference computational phantoms while the argument for individualized patientspecific radiation dosimetry exists. This study aims to evaluate the influence of body habitus on internal dosimetry and to quantify the uncertainties in dose estimation correlated with the use of fixed reference models. The 5-year-old IT'IS male phantom was modified to match target anthropometric parameters, including body weight, body height and sitting height/stature ratio (SSR), determined from reference databases, thus enabling the creation of 125 5-year-old habitus-dependent male phantoms with 10th, 25th, 50th, 75th and 90th percentile body morphometries. We evaluated the absorbed fractions and the mean absorbed dose to the target region per unit cumulative activity in the source region (S-values) of F-18 in 46 source regions for the generated 125 anthropomorphic 5-year-old hybrid male phantoms using the Monte Carlo N-Particle eXtended general purpose Monte Carlo transport
code and calculated the absorbed dose and effective dose of five 18 F-labelled radiotracers for children of various habitus. For most organs, the S-value of F-18 presents stronger statistical correlations with body weight, standing height and sitting height than BMI and SSR. The self-absorbed fraction and self-absorbed S-values of F-18 and the absorbed dose and effective dose of 18 F-labelled radiotracers present with the strongest statistical correlations with body weight. For 18 F-Amino acids, 18 F-Brain receptor substances, 18 F-FDG, 18 F-L-DOPA and 18 F-FBPA, the mean absolute effective dose differences between phantoms of different habitus and fixed reference models are 11.4%, 11.3%, 10.8%, 13.3% and 11.4%, respectively. Total body weight, standing height and sitting height have considerable effects on human internal dosimetry. Radiation dose calculations for individual subjects using the most closely matched habitus-dependent computational phantom should be considered as an alternative to improve the accuracy of the estimates.
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Introduction
Positron emission tomography (PET) is an extremely useful imaging modality for clinical diagnosis, staging, treatment and monitoring of various diseases as it enables the detection and characterization of disease in its early stage and provides valuable diagnostic information, which is not easily obtained using conventional imaging techniques. However, the exposure of patients to ionizing radiation during hybrid imaging examinations (e.g. PET/CT, PET/MRI) is a cause for concern because of the risks of radiation-induced stochastic effects associated with medical radiation procedures, especially for the peadiatric population. At the same absolute level of radiation dose, children may experience higher cancer risks from ionizing radiation than adults (Robbins 2008) and have a longer post-irradiation life period for the emergence of deleterious stochastic effects compared to adults (Steinert et al 2003) . The accurate assessment of radiation dose delivered to the paediatric population involving the use of diag nostic hybrid imaging techniques is of paramount importance in clinical practice owing to the increased radiation dose compared to single-modelity imaging (Fahey et al 2016) . The effective dose for a typical whole-body 18 F-FDG PET-CT scan was estimated to be about 14-32 mSv for reference adult male patients with an induced cancer risk between 0.2% and 0.5% (Huang et al 2009) .
Computational phantoms are commonly integrated within dedicated Monte Carlo programs that simulate radiation transport inside the human body to determine the patterns of radiationtissue interactions and to calculate the absorbed radiation dose in the human body from a variety of different medical radiation sources (Zaidi 1999) . The reliability of Monte Carlo calculations is closely linked to the adopted computational model which reflects the physical characteristics (elemental composition and mass density, etc) and anatomical features (shape, volume and size of the body and internal organs) of the human body. Depending on their construction methodology, computational models can be divided into three main categories (Zaidi and Xu 2007) . The so-called stylized phantoms which employ simple equation-based mathematical functions to describe idealized arrangements of body organs constitute the first generation of computational phantoms. The second generation of computational phantoms are voxel phantoms which use digital matrices segmented from computed tomography or magnetic resonance imaging data of humans. The more realistic new-generation of hybrid computational phantoms employ surface-representation methodology by combining the two aforementioned modelling approaches. A total of 38 stylized phantoms, 85 voxel phantoms and 287 hybrid phantoms were reported within in the past 50 years since the development of the first phantom in the 1960s (Xu 2014) . In traditional medical radiation dosimetry and radiation protection, absorbed doses to fixed age-dependent reference phantoms are assigned to individual patients. Stabin and Siegel (2003) reported S-values of 800 radionuclides for the adult male and female as well as paediatric subjects at different ages using the MIRD stylized phantoms. Xie et al (2013) and Xie and Zaidi (2014) evaluated the internal dose from positron-emitting radionuclides and radiotracers in the peadiatric population using the University of Florida-National Cancer Institute (UF-NCI) phantom series (Lee et al 2005 (Lee et al , 2006 (Lee et al , 2007 . In most studies reported in the literature, the estimation of absorbed dose to patients from radiotracers are performed using pre-calculated dosimetric data for predefined computational phantoms specified in the ICRP reports (ICRP 1987 (ICRP , 1998 (ICRP , 2008 , MIRDOSE (Stabin 1996) or OLINDA (Stabin et al 2005) packages. With the development of high performance computing, modelling methodology and advanced simulation tools, a paradigm change for the question whether we should continue using a limited number of predefined reference phantoms to represent a population of individuals for internal dosimetry and radiation protection is becoming evident (Zaidi and Xu 2007 , Xu and Eckerman 2009 , Xu 2014 . To answer this question, a comparison of internal radiation doses delivered to computational phantoms of varying body habitus and fixed reference phantoms is highly desired.
New generation hybrid computational phantoms provide a more realistic representation of the anatomical structures of the human body and are more suitable for deformation. For instance, Lee et al developed the UF-NCI hybrid phantom series where the total body and internal organs of the produced hybrid phantoms were adjusted to match the reference values of the ICRP publication 89 (Lee et al 2005 (Lee et al , 2006 (Lee et al , 2007 . More recently, the Virtual Population (ViP) phantom library was developed at the IT'IS Foundation for non-ionizing radiation dosimetry applications (Christ et al 2010 , Gosselin et al 2014 . This library represents a series of surface-based anatomical models created by segmenting more than 300 tissues and organs from whole body MR images of volunteers, ranging from the newborn, paediatric, adult to elderly subjects, including an obese and pregnant woman. Physics-based morphing techniques were employed to change the posture and change BMI or individual organ weight, enabling a broader range of applications and safety scenarios (Lloyd et al 2016) .
By adopting a remodelling methodology, a hybrid computational phantom library of the peadiatric population of different body morphometries was recently developed by our group (Xie et al 2017) . The choice of parameters to investigate was motivated by the fact that the body height, weight and BMI were reported to have statistical correlations with some organs in autopsy studies (de la Grandmaison et al 2001 , Sheikhazadi et al 2010 , Molina and DiMaio 2015 . In this work, we assess the influence of body habitus on internal radiation dose using the developed 5-year-old anthropometric male phantom library of different body weight, body height and sitting height/stature ratio (SSR). A total of 125 habitus-dependent computational phantoms with 10th, 25th, 50th, 75th and 90th body morphometries were used in Monte Carlo simulations-based calculations of the absorbed fractions (AFs) and S-values of F-18 in 46 source regions. Thereafter, the absorbed dose and effective dose of five 18 F-labelled radiotracers were evaluated. Dose comparisons were then performed between habitus-dependent phantoms of different anthropometric measurements and the predefined phantoms according to the ICRP reference data. 
Materials and methods

Construction of computational phantoms with different body habitus
The targeted anthropometric parameters, including 10th, 25th, 50th, 75th and 90th percentiles of body weight, body height and SSR for the 5-year-old male, were obtained from the National Health and Nutrition Examination Surveys (NHANES) dataset (Frisancho 2008 , McDowell et al 2008 . In these anthropometric parameters, total body weight, body height and BMI represent general indicators for the size of a patient and characterize the percentage of body fat. With the determined body weight and BMI, the standing height, which limits the variability in both sitting height and leg length can be calculated. The sitting height is given by the product of standing height and SSR while the leg length is calculated by subtracting sitting height from standing height. The sitting height and leg length are used as starting points for phantom remodelling. The paediatric models at different age of the IT'IS phantom series (Gosselin et al 2014) were used as anchor phantoms for the generation of new hybrid models of the paediatric population at corresponding ages. To generate the 5-year-old male phantoms, the 5-year-old female Roberta model (V3.0) was used as anchor phantom and deformed using the Visualization Toolkit (VTK) (Xie et al 2017) . Sex-specific organs were replaced by scaling the corresponding organs of the 14 years-old adolescent model (Charlie). An in house developed C++ program was used to perform the phantom construction according to targeted anthropometric parameters. The deformation process includes three main steps. In the first step, the anchor phantom is divided into torso and leg parts where these two parts are uniformly scaled to match the targeted sitting height and leg length. Once the sitting height and leg length have been adjusted to achieve the target values, the new torso and leg models are merged into a new voxel model with the desired SSR and standing height. In the next step, the new voxel model is automatically reconstructed into a polygon mesh model using VTK, and then subsequently modified to match the targeted body weight and BMI. The aimed body weight is achieved by scaling the mesh model in two dimensions, which involves iterating between estimating the total body mass and adjusting the scaling factors for internal organs and body contour. The organ mass is calculated as the product of the organ volumes and their corresponding densities for the paediatric population of various ages. The total body weight is determined as the sum of masses of all identified organs and residual tissues, where the organ density is obtained from the ICRP 89 report (ICRP 2002) . The final step consists in voxelizing the remodelled mesh model into a voxel model. More detailed information about the conceptual design of the library of computational models is given in Xie et al (2017) . 
Monte Carlo simulations
The 125 generated computational phantoms of the 5-year-old male are used as input to the MCNPX Monte Carlo code (Pelowitz 2005) to simulate the transport and interaction of the emitted radiation. A uniform voxel dimension of 2 × 2 × 3 mm 3 was set for all voxel phantoms to minimize the differences across different models. The number of voxels of each identified organ/region is calculated and multiplied by the voxel volume and corresponding tissue density to yield the organ/region mass. The chemical composition of each organ is obtained from the ICRP report 89 (ICRP 2002) . Uniformly distributed F-18 is simulated in 46 identified organs for the 125 constructed computational models. The decay scheme of F-18 was obtained from the Health Physics Society electronic resource (HPS 2012). AFs and S-values of the considered radionuclides are calculated for all source-target pairs of the 125 models. In all simulations, a total of 1.0 × 10 7 primary particle histories were generated resulting in a statistical uncertainty in terms of coefficient of variation (COV) of less than 2% in most of the cases.
The calculated S-values of F-18 were used to estimate the absorbed dose and effective dose of 18 F-labelled radiotracers for the 5-year-old male phantoms of different habitus. The investigated radiotracers include 18 F-FDG (2-[ 18 F]Fluoro-2-deoxy-D-glucose) to study glucose metabolism (Reivich et al 1985) , 18 F-Amino acids to study protein synthesis (Huang and McConathy 2013) , 18 F-Brain receptor substances for molecular imaging of cerebral receptors (Huang and McConathy 2013) , 18 F-L-dopa (6-[ 18 F]Fluoro-L-dopa) to study dopamine metabolism and dopaminergic function (Oehme et al 2011) and 18 F-FBPA (4-borono-2-18 Ffluoro-L-phenylalanine) to predict the effect of boron neutron capture therapy (Yoshimoto et al 2013) . The biokinetic data of these radiotracers were obtained from the supplemental material of the ICRP reports (ICRP 2008 (ICRP , 1998 . 
Dosimetry calculations
The absorbed dose is the most relevant dosimetric quantity in radiation biology, clinical radiology, and radiological protection. It is defined as the mean energy imparted to the target tissue per unit mass. In the medical internal radiation dose (MIRD) formalism (Bolch et al 2009) , the radiation absorbed dose D (r T , T D ) delivered to target tissue r T from source organ r S is given
is the S-value describing the equivalent dose rate in the target organ per unit activity in the source organ. Ã (r S , T D ) is the cumulative activity in the source organ over the dose-integration period T D , E i is the individual energy of the ith radiation, Y i is the yield of the ith radiation per nuclear transformation and M(r T ) is the mass of the target organ. φ(r T ← r S , E i ) is the absorbed fraction given by E d /E i , where E d refers to the deposited energy in the target tissue of the ith radiation emitted from source.
The effective dose is linked to biological risks and relates the absorbed dose to biological effects of radiation by assessing the combined detriments from stochastic effects to all organs. The effective dose is calculated as
, E is the effective dose, w T and w R are the tissue weighting factor for organ T reflecting its relative radiation sensitivity and the radiation weighting factor for radiation type R reflecting the linear energy transfer of radiation, respectively.
is the contribution of radiation R to the total absorbed dose (ICRP 2007).
Parameterization analysis
The effective dose and correlation with body habitus for the corresponding phantom were parameterized using a 2D polynomial function of 10 terms and a least-squares fit for a more convenient presentation of the results The body habitus results were normalized to improve numerical precision (Li et al 2013) . For the 125 samples of effective dose/body habitus combinations, mean values and standard deviations (SDs) of weight, height and SSR were calculated. They were then used for data normalization while each variable is subtracted by the mean value and divided by the SD. Three normalized measures for the body habitus were adopted:
Each fit of effective dose/body habitus combination resulted in 10 coefficients of a 2D polynomial function. Figure 1 shows the constructed 5-year-old male phantoms with 10th and 90th weight, 10th and 90th body height, 10th and 90th SSR, and phantom with 50th weight, 50th body height, 50th SSR, respectively. Visual inspection revealed that the constructed peadiatric phantoms are appropriate and realistic. The organ masses of the 125 used computational phantoms of the 5-year-old male are calculated and compared with the reference ICRP data at the same age in figure 2 . The organ masses of the constructed phantoms and ICRP reference data are comparable and follow a similar trend across different organs/tissues. The average difference of organ masses between the developed model and the ICRP reference data is about 11%.
Results
Organ masses of 5-year-old paediatric phantoms
AFs and S-values for F-18
The AFs and S-values for F-18 were calculated for 125 computational phantoms where 46 identified organs were adopted as both source and target organs. Figure 3 shows the correlation between self-AFs of F-18 for the kidney and body weight, standing height and SSR for the 5-years-old male phantom series with statistical parameters of average values, median values, max values and min values. The Pearson correlation coefficients for the relationship between body weight, body height, BMI, SSR and sitting height and self-AF values of F-18 for representative organs are summarized in table 1. The correlation coefficients between organ self-AFs of F-18 and body weight and BMI vary within the range 0.825-0.988 and 0.608-0.968, respectively. Figure 4 shows the calculated self-absorbed S-values of F-18 for the brain, liver, lung, spleen, thymus, thyroid, heart wall, kidney and adrenal of the habitus-dependent 5-years-old male phantoms with different habitus. The estimated mean self-absorbed S-values are in agreement with those reported by Stabin and Siegel (Stabin and Siegel 2003) and Xie et al (2013) . The difference of self-absorbed S-values of F-18 between habitus-dependent phantoms and the MIRD reference phantom (Stabin and Siegel 2003) vary between −19.1% and 5.5%, while the selfabsorbed S-values of F-18 between habitus-dependent phantoms and the predetermined phantom corresponding to the ICRP reference data vary between −16.4% and 5.2% (Xie et al 2013) . Figure 5 presents the correlation of self-absorbed S-values of F-18 for the liver with body weight, standing height and SSR for the constructed phantoms. Pearson correlation coefficients for the relationship between body habitus and self-absorbed S-values of F-18 for representative organs are summarized in table 2. For most organs, the self-absorbed S-value present strong negative correlations with body weight and BMI and weak correlations with height and SSR. Figure 6 shows the correlation between cross-absorbed S-values of F-18 for the spleen irradiating the stomach with body weight, standing height and SSR. Pearson correlation coefficients for the relationship between body habitus and cross-absorbed S-values of F-18 for representative organ pairs are summarized in table 3. The cross-absorbed S-values for the total body irradiating other organs decrease with increasing body weight.
Absorbed and effective doses for 18 F-labelled radiotracers
The absorbed doses to 46 target organs from five 18 F-labelled radiotracers were calculated for the 125 considered computational phantoms. Figure 7 compares the absorbed dose of 18 F-FDG for representative internal organs of the constructed phantoms between the results of the ICRP 106 (ICRP 2008) for the MIRD phantom and those reported by Xie and Zaidi (2014) for the UF-NCI phantom. There is good agreement between the absorbed doses reported in these three works. The mean relative difference of the absorbed dose of 18 F-FDG between the constructed phantoms and the MIRD phantom for representative organs are −1.3 ± 19%. It is equal to −8.1 ± 5.2% between the constructed phantoms and the UF-NCI phantom. Figure 8 presents the correlation between the absorbed dose of 18 F-FDG in the liver and body weight, standing height and SSR for the constructed 5-years-old male phantom. Pearson correlation coefficients for the relationship between body habitus and absorbed dose of 18 F-FDG and 18 F-FBPA for different organs of the used phantoms are shown in table 4. Figure 9 shows the correlations between the effective dose of 18 F-FDG for the 5-years-old male phantoms and body weight, standing height and SSR. The estimated absorbed dose and effective dose commonly decreases when the total body weight increases. F-L-DOPA and 18 F-FBPA between the constructed 5-years-old male phantoms and the predetermined phantom corresponding to the ICRP reference data (Xie et al 2013) are illustrated in figure 10 . The coefficients of polynomial functions resulting from the fitting procedure of the effective dose of 18 F-Amino acids, 18 F-Brain receptor substances, 18 F-FDG, 18 F-L-DOPA and 18 F-FBPA are presented in table 7, which also lists the differences (0.04%-0.12% on average, 7.07% maximum) between the originally calculated effective dose values and the results computed using the parameterization algorithm for the same setting of body weight, height and SSR.
Discussion
The constructed computational phantoms represent a comprehensive anthropometric phantom series of the 5-year-old male of different habitus. For the same organ, the mean organ mass of the developed models is slightly higher than the corresponding ICRP reference organ mass because the US peadiatric population as reported in the NHANES study has a higher average body weight and BMI compared to the ICRP reference children of the same age.
F-18 is the most widely used positron-emitting radionuclide used in preclinical research and clinical setting. It can be employed as a substitute for hydrogen or fluorine in the molecule of interest to produce molecular imaging probes for PET imaging. In this work, we calculated AFs of F-18 and the absorbed and effective doses of five 18 F-labelled radiotracers in 125 5-year-old computational male phantoms covering statistical distributions of body morphometry of the 5-year-old North-American child. In these 125 computational phantoms, the self-AFs of F-18 of most organs increase with total body weight and BMI. In contrast, the self-absorbed S-values of F-18, and absorbed and effective doses of 18 F-labelled radiotracers decrease with body weight and BMI. Most investigated dosimetric quantities present weak correlations with height and SSR, except the cross-absorbed S-values (table 3 and figure 6 ). Among all the considered morphometric parameters, total body weight and BMI show the strongest statistical correlations with most internal radiation dosimetry results.
The dosimetric characteristics of positron-emitting radionuclides and radiotracers were compared between the constructed phantoms of various habitus, the MIRD stylized phantom and the standard computational phantom corresponding to the ICRP reference anatomic data. For self-absorbed S-values of F-18 in the liver, the relative differences between the habitusdependent phantoms and the MIRD stylized phantom is 4.6 ± 14.7% while the differences between the habitus-dependent phantoms and the UF-NCI phantom is 2.2 ± 14.3%. For absorbed doses of 18 F-FDG in the kidney, the relative differences between habitus-dependent phantoms and the ICRP 106 recommendations is −22.4 ± 9.2% while the differences between habitus-dependent phantoms and the UF-NCI phantom is −12.7 ± 10.3%. In terms of effective doses, the mean absolute differences between the constructed phantoms of different habitus and the fixed UF-NCI model for F-FBPA are 11.4%, 11.3%, 10.8%, 13.3% and 11.4%, respectively. For patients at the same age, radiation dose estimates based on predetermined reference models provide accurate dose estimation for population having similar habitus as the ICRP reference data. However, a deviation of about 10% may be observed between the predetermined reference model and individual subjects presenting with different habitus. Table 7 revealed that the coefficient of the x-term is much larger than that of the y-and z-terms, which indicates the stronger dependence of the effective dose on body weight than on body height and SSR.
Conclusion
Based on a hybrid computational phantom, patient-specific phantom can be created to reflect their body morphometries, thus offering the opportunity to perform patient-specific dosimetry calculations under different radiation exposure conditions. A comprehensive evaluation of the internal dosimetry charateristics of F-18 and 18 F-labelled radiotracers was performed using the constructed library of 5-year-old computational phantoms with different habitus. The impact of total body weight, standing height, sitting height, BMI and SSR on the calculation of AFs and S-values of F-18 and absorbed dose and effective dose of 18 F-labelled radiotracers was investigated. Most dosimetric parameters present strong negative statistical correlations with total body weight and BMI but weak correlations with the height and SSR, confirming that phantoms representing slimmer individuals may receive higher organ absorbed doses. The obtained correlations between body morphometric parameters and dosimetric quantities in the 5-year-old group are expected to be similar in subjects of other sex and of other ages. The dosimetric analysis for the 5-year-old computational phantom was used as an example demonstrating the usefulness of the developed computational phantom library (Xie et al 2017) where the impact of body habitus on internal radiation dosimetry calculations is highlighted. An extension to other computational models of various sex/ages is straightforward and will be conducted in future studies. The dose comparisons between habitus-dependent phantoms and predefined phantoms corresponding to ICRP reference data provided a quantitative evaluation of the uncertainties involved in the utilization of predefined reference phantoms to estimate the internal dose for individual patients. It was concluded that patient radiation dose estimates based on the most closely matched habitus-dependent phantom should be considered. The detailed analysis of habitus-dependent dosimetric results for the 5-year-old child further supports the arguments for individual patient dose assessment.
