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SPRINGER CORRESPONDENCE FOR SYMMETRIC SPACES
TSAO-HSIEN CHEN, KARI VILONEN, AND TING XUE
Abstract. We consider the Springer correspondence in the case of symmetric spaces. In
this setting various new phenomena occur which are not present in the classical Springer
theory. For example, we obtain representations of (the Tits extension) of the braid group
rather than just Weyl group representations. These representations arise from cohomology
of families of certain (Hessenberg) varieties. In particular, in this paper we encounter the
universal families of hyperelliptic curves. As an application we calculate the cohomolgy of
Fano varieties of k-planes in the smooth intersection of two quadrics in an even dimensional
projective space.
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1. Introduction
In this paper we consider the Springer correspondence in the case of symmetric spaces.
We will concentrate on the split case of type A, i.e., the case of SL(n,R). The case of
SL(n,H) was considered by Henderson in [H] and Lusztig in [L5] and the case of SU(p, q)
was considered by Lusztig in [L4] where he treats the general case of semi-simple inner auto-
morphisms. In both of these cases Springer theory closely resembles the classical situation.
This turns out not to be so in the split case we consider here. For example, we not only
encounter representations of Coxeter groups but also representations of the (Tits extension
of) braid groups arising from cohomology of interesting families of varieties, the Hessenberg
varieties of [GKM]. In a loose sense, in the classical Springer correspondence only Artin
motives appear but in our case we also encounter motives coming from universal families of
hyperelliptic curves.
Our results can, conversely, be used to compute the cohomology of Hessenberg varieties.
We introduce these varieties more formally in the companion paper [CVX1]. In this paper
simpler versions of these varieties occur and as an application we explain how to compute
the cohomology of Fano varieties of k-planes in the smooth intersection of two quadrics
in an even dimensional projective space. The case of Fano varieties of k-planes in the
smooth intersection of two quadrics in an odd dimensional projective space will be treated
in another companion paper [CVX2]. In that setting the Fano varieties have interesting
moduli interpretations and in the simplest cases they amount to the Jacobian [Re, Do]
and the moduli space of rank two stable vector bundles with fixed odd determinant on a
hyperelliptic curve [DR]. In these cases the cohomology is known, of course, but we also
treat the case of general k, where the Fano varieties can also have an interpretation of moduli
spaces of bundles with extra structure [Ra].
To describe the results in this paper in more detail let us briefly recall how the classical
Springer correspondence can be realized and analyzed via the Fourier transform. Let g be a
semi-simple Lie algebra and let us write B for the flag manifold and G for the adjoint group.
In its original form (generalized later by Lusztig) the Springer correspondence postulates
a bijection between (certain) pairs (O,E) of a G-orbit O on the nilpotent cone N and an
irreducible G-equivariant local system E on O on one hand and irreducible representations
of the Weyl group W on the other. It can be implemented via the Fourier transform on g
as follows. Let us consider those pairs (O,E) such that the Fourier transform of the inter-
section cohomology complex associated to (O,E) has its support all of g. This intersection
cohomology complex on g comes from an irreducible local system on the locus grs of regular
semi-simple elements and the local system in turn comes from an irreducible representation
of W via the map π1(g
rs) → W . We obtain all irreducible representations of W in this
manner.
Let us recall how one can construct the Springer correspondence via Fourier transform.
The Grothendieck simultaneous resolution πˇ : g˜ → g restricts to the Springer resolution of
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the nilpotent cone π : N˜→ N. These maps fit into the following commutative diagram:
(1.1)
N˜ −−−→ g˜
pi
y ypˇi
N −−−→ g
where the map π is gotten from πˇ simply by base change.
The Fourier transform F of the constant sheaf C
N˜
is the constant sheaf Cg˜, appropriately
shifted; here we take the Fourier transform on the trivial bundle g×B → B. By functoriality
of the Fourier transform we obtain
(1.2) F(π∗CN˜) ∼= πˇ∗Cg˜ (up to shift).
As π is semi-small and πˇ is small, it is easy to decompose each side into irreducibles. To
obtain an explicit matching of both sides still requires some work and is explained, for
example, in [L1]1. In our case the situation is the same, i.e., the explicit matching is the
most challenging part.
Let G be a reductive group and θ an involution of G. We write K = (Gθ)0 for the
connected component of the fixed point set2. This gives rise to a symmetric pair (G,K).
We also have the corresponding decomposition of the Lie algebra g = g0 ⊕ g1 where g0 is
the fixed point set and g1 is the (−1)-eigenspace of θ, respectively. We write N1 = N ∩ g1.
We focus on the following question which can be regarded as a symmetric space analogue of
Springer theory:
Question 1.1. What are the Fourier transforms of K-equivariant perverse sheaves on N1?
In particular, when are the Fourier transforms supported on all of g1?
We concentrate on the case of full support because of the following
Conjecture 1.2. We can obtain the K-equivariant perverse sheaves on N1 by induction
from those of smaller groups whose Fourier transforms have full support.
One could also consider the more general case of semi-simple automorphisms θ, as is done
in [L4]. However, in this paper we concentrate on the case of (outer) involutions and, as was
stated at the beginning, our main focus is the split symmetric pair (SL(N), SO(N)). We
will also assume, mainly for simplicity, that N is odd. In this case the K-orbits in N1 are
parametrized by partitions of N .
Note that if the Fourier transforms have full support then they are IC-sheaves associated
to K-equivariant local systems on the regular semisimple locus grs1 of g1. Thus, they are
representations of the K-equivariant fundamental group of grs1 which, as explain in §2.6, can
1It is shown in [Ho] that the matching in [L1] coincides with the one via the Fourier transform up to
tensoring by the sign representation.
2For the formulation of some of the results it is perhaps best not to take the connected component, but
it makes little difference in this paper.
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be identified with A[2]⋊BN where A[2] denotes the order two elements in a maximal (split)
torus A and BN stands for the braid group.
We begin in a manner completely analogous to the classical case by considering a resolution
of singularities of N1. In this case we obtain an analogue of diagram (1.1) and in this case π is
semi-small and πˇ is small just as in the classical case. We show in §4 that in this way we obtain
a Springer correspondence which is induced from the classical Springer correspondence for
gl(n) where 2n+ 1 = N . This result can be viewed as evidence for the conjecture above. In
particular, in this fashion we obtain a Springer correspondence for IC complexes supported on
very special orbits whose Fourier transforms do not have full support. In §4 we also identify
a family of IC sheaves whose Fourier transforms do not have full support. In addition, we
show that if an IC sheave on N1 is induced, then its Fourier transform does not have full
support.
In the rest of the paper we concentrate in the simplest possible K-orbits on N1, namely
those which correspond to partitions with only 2’s and 1’s; we call them nilpotent orbits of
order 2. Even to handle these cases, as well as in our further work, we are forced to consider
several pairs of maps (π, πˇ) and diagrams analogous to (1.1):
(1.3)
X −−−→ Xˇ
pi
y ypˇi
N1 −−−→ g1
where X and Xˇ are certain families of Hessenberg varieties, see [CVX1]. The image of π is a
nilpotent orbit closure O¯ but neither π nor πˇ are semi-small in general. Thus, in the analysis
of the two sides in the equation (1.2) we have to use the general form of the decomposition
theorem which makes things much more complicated than in the classical case. Also, the
map π is not obtained by base change from πˇ, but instead X is a proper subvariety of O¯×g1 Xˇ
in general.
In §5 and §6 we obtain a complete description of Fourier transforms of IC-sheaves for
nilpotent orbits of order 2. Those results are stated at the beginning of §6. We show
that for trivial local systems on these nilpotent orbits the Fourier transforms are IC-sheaves
arising from representations of the Tits group A[2] ⋊ SN , which do not factor through SN .
In the case of non-trivial local systems the Fourier transforms are IC-sheaves arising from
representations of the braid group on the cohomology of a universal family of hyperelliptic
curves.
In §7 we establish a remarkable isomorphism of the cohomology of the stalks of IC-sheaves
attached to nilpotent orbits of order 2 and the cohomology of stalks of IC-sheaves for sp in
the classical case. The proofs of results in this section are independent of the other sections,
and the results are used in §6 and in §8.
In §8 we give an application of our ideas and obtain an explicit formula for the cohomology
of the Fano varieties Fano2ni−1 of (i− 1)-planes in the intersection of two quadrics in an even
4
dimensional projective space P2n. This is part of the following general strategy:
(1.4)
The computation of the cohomology of the general fiber of Xˇ can be
reduced, via the Fourier transform, to the analysis of the boundary family X.
For this to work, we need to know the Fourier transforms of the IC-sheaves that occur in
the decomposition of π∗(CX). We apply this principle in our setting and obtain the following
theorem. Let us write gk,m(q) =
∏m
l=m−k+1(1− q
l)/
∏k
l=1(1− q
l) for the Poincare polynomial
of the Grassmannian of k-dimensional subspaces in Cm. Then:
Theorem. (Theorem 8.1) We have
H2k+1(Fano2ni−1,C) = 0,
H2k(Fano2ni−1,C) ∼=
i⊕
j=0
L
⊕Mi(k,j)
j ,
where Mi(k, j) is the coefficient of q
k−j(n−i) in gi−j,2n−i−j(q) and the Lj are vector spaces of
dimension
(
2n+1
j
)
.
The paper is organized as follows. In §2 we set up some notation and discuss some pre-
liminaries. In §3 we discuss the case when π is the resolution of the nilpotent cone N1 and
prove the semi-smallness of π. In particular, we show that the fibers of π, unlike the Springer
fibers, are not equi-dimensional in general. In §4 we consider Springer correspondence for
special nilpotent orbits (Richardson orbits) which include the regular orbit on N1 and reduce
it to the classical Springer correspondence. In §5 we start to analyze the Springer correspon-
dence for nilpotent orbits of order 2 and in §6 we complete this analysis. In §7 we analyze
the stalks of IC-sheaves attached to nilpotent orbits of order 2. Finally, in §8, we present
our application to the cohomology of Fano varieties of k-planes in the intersection of two
quadrics in projective space.
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2. Notation and preliminaries
For convenience we work over C and in the classical topology. However, everything in
this paper goes through over an arbitrary algebraically closed field as long as we avoid
characteristic 2. At one point in this paper we make use of characteristic cycles but that
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part can be replaced by Euler characteristic arguments. We adopt the usual convention
of cohomological degrees for perverse sheaves by having them be symmetric around 0. We
also use the convention that all functors are derived, so we write, for example, π∗ instead
of Rπ∗. If X is smooth we write CX [−] for the constant sheaf placed in degree − dimX so
that CX [−] is perverse. If U ⊂ X is a smooth open dense subset of a variety X and L is
a local system on U , we write IC(X,L) for the IC-extension of L[−] to X ; in particular, it
is perverse. For simplicity of notation, when we have a pair (O,E), where O is an orbit and
E is a local system on O, we also write IC(O,E) instead of IC(O¯,E). For F ∈ D(X) and
x ∈ X , we write Hix(F) for the stalk of the cohomology sheaf H
iF at x. This should not be
confused with local cohomology.
We denote by P(N) the set of partitions of N . For λ = (λ1, . . . , λs) ∈ P(N), we use the
convention that λ1 ≥ λ2 ≥ · · · ≥ λs ≥ 0. We also write (µ1)
m1 · · · (µk)
mk as a partition
having distinct parts µi with multiplicities mi. The conjugate partition of λ is denoted by
λt.
We denote by OGr(k, n) the variety of k-dimensional isotropic subspaces in Cn with respect
to a non-degenerate bilinear form, and by SpGr(k, 2n) the variety of k-dimensional isotropic
subspaces in C2n with respect to a non-degenerate symplectic form.
2.1. Involutions on reductive groups. We recall some basic facts about involutions on
reductive groups. The main reference for this subsection is the paper of Kostant and Ral-
lis [KR], who work over C; see [Le] for the finite characteristic case. Although we will
primarily work in the type Al in this paper, we state many results in this subsection in a
more general setting.
Let G be a reductive algebraic group over C. Let θ : G→ G be an involution. Denote by
Gθ the subgroup of fixed points of θ and by K = (Gθ)0 the identity component of Gθ. Let
A be a maximal θ-split (i.e. θ(a) = a−1 for all a ∈ A) torus. A pair (G,K) is called split if
A is a maximal torus of G.
Let B be a θ-stable Borel subgroup of G with unipotent radical U and T ⊂ B a θ-stable
maximal torus. The intersections TK = T ∩K, BK = B ∩K are maximal torus and Borel
subgroup of K, respectively. We denote by W (resp. WK) the Weyl group of G (resp. K).
We write g = LieG, b = LieB, n = LieU etc.
The involution θ defines a grading g = g0 ⊕ g1, where gi = {x ∈ g | dθ(x) = (−1)
ix}.
Similarly, we have b = b0 ⊕ b1, n = n0 ⊕ n1, etc. The group K acts on g1 by adjoint action.
Let a = LieA and W1 = NG(A)/ZG(A) the ‘baby Weyl group’. For a split pair, W1 =W .
Lemma 2.1 (Kostant-Rallis-Levy). The natural inclusion a →֒ g1 induces an isomorphism
k[a]W1 = k[g1]
K . We have the relative Chevalley map χ : g1 → g1 K ≃ a/W1 := c.
An element x ∈ g1 is called regular if dimKx ≥ dimKy for any y ∈ g1. Let g
reg
1 (resp.
grs1 ) denote the set of regular elements (resp. regular semi-simple elements) in g1. For a
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split pair we have greg1 = g1 ∩ g
reg. We define ars = a ∩ grs1 . In the split case a is a Cartan
subalgebra in g and in this case the elements in ars are also regular semi-simple in g.
2.2. Resolution of nilpotent orbit closures. Let N be the nilpotent cone of g and we
define N1 = N ∩ g1. The group K acts on N1 by adjoint action and by [KR] there are only
finitely many K-orbits in N1. In [R], Reeder constructs resolutions of the nilpotent orbit
closures in N1. We recall his construction here.
For x ∈ N1, we denote by Ox ⊂ N1 the corresponding K-orbit of x. Let {x, h, y} be a
normal sl2-triple containing x (see [KR]), where normal means that x, y ∈ g1 and h ∈ g0. It
defines a grading g = ⊕i∈Zg(i), where g(i) = {v ∈ g | [h, v] = iv}. Consider the parabolic
subalgebra p = ⊕i≥0g(i) of g and the corresponding parabolic subgroup P of G. Both p and
P are θ-stable. We define PK = P ∩K, which is a parabolic subgroup of K, and pi = p∩ gi.
The following map is a resolution of the orbit closure O¯x
{(z, kPK) ∈ g1 ×K/PK |Ad(k
−1)z ∈ px} → O¯x, (z, kPK) 7→ z
where
px =
⊕
i≥2
g(i) ∩ g1.
Note that P and p do not depend on the choice of h; we call P and p the canonical parabolic
subgroup and the canonical parabolic subalgebra associated to x, respectively. Moreover, we
have ZK(x) = ZPK(x).
2.3. The pair (SL(N), SO(N)). For this paper we focus on the pair (G,K)
= (SL(N), SO(N)) = (SL(V ), SO(V,Q)) where dim V = N = 2n + 1. We think of Q con-
cretely as a non-degenerate quadratic form on V and we write 〈, 〉Q for the non-degenerate
bilinear form on V associated to Q. If we diagonalize Q then the Cartan involution is given
by g 7→ (tg)−1 and then g1 consists of symmetric matrices.
The nilpotent cone N1 is irreducible in this case. We recall the classification of K-orbits
in N1 (see [S]). The K-orbits in N1 are parametrized by P(N), the set of partitions of N .
More precisely, let Oλ denote the K-orbit corresponding to λ = (λ1, . . . , λs) ∈ P(N), then
x ∈ Oλ if and only if the Jordan blocks of x have sizes λ1, . . . , λs. Moreover, for x ∈ Oλ, we
have (see [S])
(2.1) dimZK(x) =
s∑
i=1
(i− 1)λi.
The following lemma allows us to choose convenient basis for V .
Lemma 2.2. Let x ∈ Oλ ⊂ N1, where λ = (λ1, λ2, . . . , λs) ∈ P(2n+ 1). There exist vi ∈ V ,
i ∈ [1, s] such that V = Span{xaivi, ai ∈ [0, λi − 1], i ∈ [1, s]} and
xλivi = 0, 〈x
aivi, x
ajvj〉Q = δi,jδai+aj ,λi−1, i, j ∈ [1, s].
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Proof. We prove that the lemma holds also for even dimensional V (the fact that some orbits
when dim V is even are parametrized by the same partition does not affect the proof). We
prove by induction on dim V . It is clear when dim V = 1. Assume that dim V > 1. One
checks easily that there exists v ∈ V such that 〈v, xλ1−1v〉Q 6= 0. We can assume that
〈v, xλ1−1v〉Q = 1. We have x
λ1v = 0 and v, xv, . . . , xλ1−1v are linearly independent. Let
W = Span{v, xv, . . . , xλ1−1v}. Then V = W ⊕W⊥ as 〈, 〉Q|W is non-degenerate. Note that
W⊥ is x-stable and x|W⊥ ∈ Oλ′ , where λ
′ = (λ2, . . . , λs). The lemma follows from induction.

2.4. Induced nilpotent orbits. Consider the pair (G,K) = (SL(N), SO(N)), N = 2n+1.
Let L be a θ-stable Levi subgroup of a θ-stable parabolic subgroup P ⊂ G. We denote
l = Lie L, p = Lie P and nP the nilpotent radical of p. We have the grading l = l0 ⊕ l1,
p = p0 ⊕ p1 and nP = (nP )0 ⊕ (nP )1 induced by θ. Let O ⊂ Nl1 be a nilpotent L
θ-orbit in
Nl1 = Nl ∩ l1. There exists a unique K-orbit O˜ ∈ N1 such that O˜ ∩ (O + (nP )1) is dense in
O + (nP )1. Following [LS], we write O˜ = Ind
g1
l1⊂p1
O and say that O˜ is an induced nilpotent
orbit in N1.
We say that a partition λ = (λ1, . . . , λs) ∈ P(N) has gaps, if there exists i ∈ [1, s] such
that λi − λi+1 ≥ 2 (here λs+1 = 0). The aim of this subsection is to show the following
Proposition 2.3. An orbit Oλ ⊂ N1 is induced if and only if λ has gaps.
Let us fix a basis {ei, i ∈ [1, 2n + 1]} of V such that 〈ei, ej〉Q = δi+j,2n+2. For a subspace
W ⊂ V , we write W⊥ = {v ∈ V | 〈v,W 〉Q = 0}.
Let d = (d1, . . . , ds) be a partition of some k ∈ [1, n]. Let Pd ⊂ G be the parabolic
subgroup that stabilizes the following standard partial flag
0 ⊂ V 1 ⊂ V 2 ⊂ · · ·V l ⊂ (V l)⊥ ⊂ · · · ⊂ (V 1)⊥ ⊂ CN ,
where V i = span{ej , j ∈ [1,
∑i
a=1 da]}. Then P is θ-stable and every θ-stable parabolic
subgroup is K-conjugate to one of this form.
Let Ld = L be the standard θ-stable Levi subgroup of Pd, namely, the subgroup consisting
of block diagonal matrices with block sizes d1, ..., dl, N − 2k, dl, . . . , d1. Any θ-stable Levi
subgroup of Pd is K-conjugate to Ld (see for example [BH]). We have
Lθ ∼= GL(d1)×GL(d2)× · · · ×GL(dl)× SO(N − 2k),
l1 ∼= gl(d1)⊕ · · · ⊕ gl(dl)⊕ (sl(N − 2k)1).
Let OLθ ⊂ l1 be a nilpotent L
θ-orbit corresponding to
((µ1), · · · , (µl), (µ0)),
where µi = (µi1, . . . , µ
i
s) ∈ P(di) represents a GL(di)-nilpotent orbit in gl(di) and µ
0 =
(µ01, . . . , µ
0
s) represents a nilpotent SO(N − 2k)-orbit in sl(N − 2k)1.
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Lemma 2.4. Consider the following map
α : K ×PK (O¯Lθ + (nP )1)→ N1.
Then Im α = O¯K, where OK = Oλ, λ = (λ1, . . . , λs), and λi = µ
0
i +
∑l
j=1 2µ
j
i . In particular,
we have
Indg1l1⊂p1 OLθ = Oλ.
Proof. Let OL = L.OLθ be the unique L-orbit in l containing OLθ . Let O˜ = G.OK be the
unique G-orbit containing OK . Using the results for induced nilpotent orbits in type A (see
for example [CM, Lemma 7.2.5]), one checks that
O˜ ∩ (OL + nP ) is dense in OL + nP .
Thus O˜ ∩ (OLθ + (nP )1) 6= ∅. Let x ∈ O˜ ∩ (OLθ + (nP )1). Then K.x = OK . We have
dim Imα ≤ dim(K ×KP (O¯Lθ + (nP )1)) = dimOLθ + 2dim(nP )1 − k
and it is easy to check that
dimOK = dimOLθ + 2dim(nP )1 − k.
Since OK ⊂ Imα and Imα is irreducible, we conclude that Imα = O¯K . 
Proof of Proposition 2.3. Assume that Oλ is induced. Then λ is of the form as in the lemma
above. It follows that λ has gaps.
Conversely, let λ be a partition with gaps. We can find a partition p = (p1, . . . , ps)
such that
∑s
i=1 pi := k ≥ 1 and a partition µ = (µ1, . . . , µs) of N − 2k such that λi =
µi + 2pi, i = 1, . . . , s. Let d be the conjugate partition of p and let Pd and Ld be defined
as above. Then Oλ = Ind
g1
p1
O0, where O0 ⊂ l1 is a nilpotent L
θ-orbit corresponding to
((1p
′
1), · · · , (1p
′
l), (µ1, . . . , µs)).

Remark 2.5. It follows from the lemma above that the Richardson orbits, i.e. those dense
in K.(nP )1 for θ-stable parabolics P , are of the form (2µ1 + 1, . . . , 2µl + 1, 2µl+1, . . . , 2µs).
2.5. Fourier transform and induction. As we are working over the complex numbers in
this paper, we use [KS] as a general reference. We write F : DK(g1)→ DK(g1) for the Fourier
transform, where we identify g1 with g
∗
1 using a K-invariant non-degenerate from 〈, 〉1 on g1.
We recall that the Fourier transform is an equivalence of categories and it preserves perverse
sheaves F : PervK(g1)→ PervK(g1).
In our setting we have the usual yoga of geometric induction functors which were defined
in this setting in [H] and later in greater generality in [L4]. In the notation of the previous
subsection the induction functor Indg1l1⊂p1 : DLθ(l1) → DK(g1) can be defined as follows.
Consider the diagram
l1 K ×
UK p1
p1
oo
p2
// K ×PK p1
p
// g1 ,
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where UK = U ∩ K and U is the unipotent radical of P . Let A be a complex in DLθ(l1).
Then p∗1A
∼= p∗2A
′ for a well-defined complex A′ in DK(K ×
PK p1). Define
Indg1l1⊂p1 A = p!A
′[dimU ].
It is shown in [H, L4] that the induction functor commutes with Fourier transform, i.e.,
(2.2) F(Indg1l1⊂p1 A)
∼= Ind
g1
l1⊂p1
(F(A)).
2.6. The equivariant fundamental group. We begin by general remarks valid for split
groups of all types. Recall that our primary goal is to study K-equivariant IC-sheaves and
the Fourier transforms under the assumptions that the Fourier transforms are supported
on all of g1. Those Fourier transforms will then be of the form IC(g1,L) where L is a
K-equivariant local system on the locus grs1 of regular semisimple elements
3. Hence, they
can be regarded as representations of the K-equivariant fundamental group πK1 (g
rs
1 , a); here
a ∈ ars is a base point.
To describe this equivariant fundamental group more concretely let us write c ∈ crs for
the image of a under ars → crs = ars/W . Now, BW := π1(c
rs, c) is the braid group attached
to the Weyl group W. Then the projection χ : g1 → c (see Lemma 2.1) gives rise to the
following commutative diagram with exact rows:
(2.3)
0 −−−→ ZK(a) −−−→ π
K
1 (g
rs
1 , a) −−−→ BW −−−→ 0∥∥∥ y y
0 −−−→ ZK(a) −−−→ W˜ = NK(A) −−−→ W −−−→ 0 .
Note that W˜ is the Tits group which in the split case coincides with NK(A). The group BW
acts on ZK(a) through the quotient BW →W. Note that ZK(a) ≃ A[2], the group of order
2 elements in the split torus A. Choosing a section we can split the short exact sequence
above and obtain
πK1 (g
rs
1 , a) ≃ A[2]⋊ BW .
However, note that the second row in the diagram is not split in general. In the setting of
this paper with (G,K) = (SL(N), SO(N)) we have W = SN and BW = BN is the classical
braid group and in the case when N is odd the lower exact sequence also splits and we have
W˜ = NK(A) ≃ A[2]⋊ SN .
3. Resolution of the nilpotent cone
The nilpotent cone N1 has a nice K-equivariant resolution which we discuss in this section
in our special case when (G,K) = (SL(N), SO(N)) with N = 2n + 1. All θ-stable Borel
3This follows, for example, from the fact that the conormal bundle of a K-nilpotent orbit O in g1 is given
by T ∗
O
g1 = {(x, y) |x ∈ O, y ∈ Zg1(x)} and Zg1(x) contains no regular semisimple elements for x 6= 0.
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subgroups of G are K-conjugate in this case. Fix a θ-stable Borel subgroup B of G. Let
BK = B ∩K and define
N˜1 = K ×
BK n1.
We have the following proper map which is a resolution of singularities (see [S, R])
π : N˜1 → N1, (k, n) 7→ Adk n.
In this section we show that π is semismall, as mentioned in the introduction, and deter-
mine the relevant orbits for π, i.e. those Oλ ⊂ N1 such that 2 dimBx = dimN1− dimOλ for
x ∈ Oλ, where Bx := π
−1(x).
Proposition 3.1. The map π is semismall. More precisely, for x ∈ Oλ ⊂ N1, we have
2 dim π−1(x) = 2 dimBx ≤ codimN1 Oλ, and the equality holds if and only if
λ = (2p1 + 1, 2p2, 2p3, . . . , 2ps),
where p1 + · · ·+ ps = n and p1 ≥ · · · ≥ ps.
Remark 3.2. In general π−1(x) is not equidimensional. See Example 3.7.
Let us denote by P1(2n + 1) ⊂ P(2n + 1) the subset consisting of partitions of the form
(2p1+1, 2p2, . . . , 2ps) (where
∑
pi = n). The top dimensional irreducible components of Bx
for x ∈ Oλ, where λ ∈ P1(2n+ 1), are described in the following proposition.
Proposition 3.3. Let x ∈ Oλ, where λ = (2p1 + 1, 2p2, . . . , 2ps) ∈ P1(2n+ 1). Let I1, · · · Ik
be the irreducible components of π−1(x) of top dimension (codimOλ)/2. Then
⋃
i∈[1,k] Ii is
isomorphic to the Springer fiber of x′ ∈ Oλ′ ⊂ gl(n), where λ
′ = (p1, . . . , ps).
3.1. Semismallness of π. We start with the following lemma. For any w ∈ WK we define
bw = b∩Adwb, n
w = n∩Adwn. Both b
w and nw are θ-stable. Let bw = bw0 ⊕b
w
1 , n
w = nw0 ⊕n
w
1
be the grading induced by θ.
Lemma 3.4. We have dim bw0 ≥ dim n
w
1 .
Proof. We have ∆ = ∆im ∪ ∆com, where ∆im (resp. ∆com) is the set of imaginary (resp.
complex) roots corresponding to the maximal compact θ-stable torus t.4 We have ∆im =
∆nc ∪∆c, here ∆nc (resp. ∆c) is the subset of noncompact roots (resp. compact roots), i.e.,
those α ∈ ∆im such that the corresponding root space gα is contained in g1 (resp. g0). Since
θ(b) = b, the intersection ∆+com = ∆com ∩∆
+ is θ-stable.
Let w ∈ WK . We define ∆
+
w = {α ∈ ∆
+|w(α) ∈ ∆+}. We have
nw0 = ⊕α∈∆+c,wgα ⊕α∈∆+com,w (gα + gθ(α))0, n
w
1 = ⊕α∈∆+nc,wgα ⊕α∈∆+com,w (gα + gθ(α))1,
here ∆+c,w = ∆c ∩∆
+
w (resp. ∆
+
nc,w = ∆nc ∩∆
+
w) and (gα + θgα)i is the (−1)
i-eigenspace of θ
on gα + gθ(α). Thus we have
dim nw1 − dim n
w
0 = |∆
+
nc,w| − |∆
+
c,w|.
4Since t is maximal compact there are no real roots (see [K, Proposition 6.70]).
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There are no compact roots, i.e., ∆c = ∅, moreover, we have |∆
+
im| = |∆
+
nc| = n. Thus the
above equality implies
dim nw1 − dim n
w
0 = |∆
+
nc,w| ≤ n = dim t0
and this gives the desired inequality
dim bw0 = dim t0 + dim n
w
0 ≥ dim n
w
1 .

Remark 3.5. One can also prove the lemma above using concrete model. Let g = sl2n+1.
Then the involution θ can be realized as θ(x) = −tx, where tx is the transpose with respect to
the anti-diagonal. We can assume that b consists of upper-triangular matrice and t consists
of diagonal matrices. In this case nw ⊂ n is equal to the nilpotent radical of a θ-stable
parabolic p containing b. From this one can easily see that dim nw1 − dim n
w
0 ≤ n (in fact,
the only properties we need to conclude the inequality are 1) nw is θ-stable 2) nw is a sum
of root spaces gα, α ∈ ∆
+).
Corollary 3.6. Consider the fiber product Y = N˜1 ×N1 n1. We have dimY = dim n1.
Proof. The scheme Y can be identified with Y = {(x, kBK) | k ∈ K, x ∈ n1 ∩ Adkn1}.
Consider the projection Y → K/BK , (x, kBK) → kBK . For any w ∈ WK let Yw be the
pre-image of the BK-orbit Ow := BKwBK/BK . We have Y = ∪Yw and it is enough to
show that dimYw ≤ dim n1 for each w ∈ WK . For this, observe that Yw is isomorphic to
BK ×
BwK nw1 , where B
w
K := BK ∩ AdwBK . Thus by Lemma 3.4, we have
dimYw = dimBK + dim n
w
1 − dimB
w
K = dim b0 + dim n
w
1 − dim b
w
0 ≤ dim b0.
Note that dim b0 = dim n1. Hence dim Yw ≤ dim n1.

Proof of Semi-smallness of π. Let x ∈ N01 and Ox the corresponding K-orbit. Define Bx =
π−1(x). Consider O˜x = π
−1(Ox) = K ×
BK (n1 ∩ Ox). Then we have
dimOx + dimBx = dimK + dim n1 ∩ Ox − dimBK = dim n0 + dim n1 ∩ Ox.
On the other hand, we have
dim n1 ∩ Ox + dimBx = dim N˜1 ×N1 (n1 ∩ Ox) ≤ dimY
Cor3.6
= dim n1.
It implies
dimOx + 2dimBx ≤ dim n1 + dim n0 = dimN1.
This finishes the poof of semi-smallness of π. 
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3.2. Completion of the proof of Proposition 3.1. We fix a θ-stable Borel subgroup B
of G that stabilizes the standard flag
0 ⊂ V 01 ⊂ V
0
2 ⊂ · · · ⊂ V
0
n ⊂ V
0⊥
n ⊂ · · · ⊂ V
0⊥
1 ⊂ V = C
2n+1
where V 0i = Span{e1, . . . , ei}. (We have fixed a basis (ei) of V such that 〈ei, ej〉Q = δi+j,2n+2.)
Let us denote by BK ∼= K/BK the variety of all flags of the form 0 = V0 ⊂ V1 ⊂ · · · ⊂
Vi ⊂ · · · ⊂ V2n+1 = V , where dimVi = i, i ∈ [0, 2n + 1] and Vn+k = V
⊥
n+1−k, k ∈ [1, n]. We
write an element in BK as (Vi).
The resolution map π : N˜1 = K ×
BK n1 → N1 can be identified with the following map
π : {(x, (Vi)) ∈ N1 ×BK | xVi ⊂ Vi−1, i ∈ [1, 2n+ 1]} → N1, (x, (Vi)) 7→ x.
We prove Proposition 3.1 by induction on N . The fiber π−1(x) at x ∈ N1 is {(Vi) ∈
BK | xVi ⊂ Vi−1}. Assume that N = 3. There are three orbits O3, O2 1, O13 in N1, of
dimensions 3, 2, 0 respectively. It is easy to check that the fiber at O2 1 is a point and that
at 0 is 1 dimensional. Thus proposition holds when N = 3.
Suppose by induction hypothesis that the proposition holds for all N < 2n + 1 odd.
Assume now that N = 2n+ 1. Consider the following map
p : π−1(x)→ P(ker x), (Vi) 7→ V1.
It is easy to see that we have
p−1(V1) ∼= (π
′)−1(x′),
where x′ : V ⊥1 /V1 := V
′ → V ′ is the map induced by x and π′ is the analogous map defined
for the pair (SL(V ′), SO(V ′, Q′)) (here V ′ is equipped with the non degenerate quadratic
form Q′ induced by Q on V ). Let us assume that x′ ∈ Oλ′ , where λ
′ ∈ P(N − 2).
Suppose that λ = (µ1)
m1 · · · (µl)
ml , where µi has multiplicities mi. Let
Wµi = ker x ∩ Im(x
µi−1) and Ki = P(Wµi)− P(Wµi+1).
Let K0i = {[v] ∈ Ki | v = x
µi−1u, 〈v, v〉Q = 0, 〈u, x
µi−1u〉Q 6= 0}.
Suppose that V1 ∈ K
0
i . Using a basis {x
aivi} of V as in Lemma 2.2, one can check that
(3.1) λ′ = rearrangement of (µ1)
m1 · · · (µi)
mi−1(µi − 2)(µi+1)
mi+1 · · · (µl)
ml,
i.e. the Young diagram of λ′ is obtained from that of λ by removing two boxes from a row
with µi boxes and then rearranging the rows so that it is again a Young diagram.
Suppose that V1 ∈ Ki −K
0
i . Then necessarily mi ≥ 2. One can check that
(3.2) λ′ = (µ1)
m1 · · · (µi)
mi−2(µi − 1)
2(µi+1)
mi+1 · · · (µl)
ml .
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Let us writeN′1 for the nilpotent cone of the symmetric space given by (SL(V
′), SO(V ′, Q′)).
By a direct calculation using (2.1), one can verify that
codimN1 Oλ =(3.3)
=


codimN′1 Oλ′ + 2(
∑i
j=1mj − 1) in the case (3.1) when µi+1 ≤ µi − 2
codimN′1 Oλ′ + 2(
∑i
j=1mj − 1) +mi+1 in the case (3.1) when µi+1 = µi − 1
codimN′1 Oλ′ + 2(
∑i
j=1mj − 1)− 1 in the case (3.2).
Let di = dimK
0
i + dim(π
′)−1(x′) (where x′ ∈ Oλ′ with λ
′ as in (3.1)). By induction
hypothesis and (3.3), we have
di ≤
i∑
j=1
mj − 1 +
codimN′1 Oλ′
2
≤
codimN1 Oλ
2
and both equalities hold if and only if µi+1 ≤ µi − 2 and λ
′ = (µ1)
m1 · · · (µi)
mi−1(µi −
2)(µi+1)
mi+1 · · · ∈ P1(N − 2), i.e. of the form (2p
′
1 + 1, 2p
′
2, . . . , 2p
′
s′).
Let ei = dim(Ki −K
0
i ) + dim(π
′)−1(x′) (where x′ ∈ Oλ′ with λ
′ as in (3.2)). By induction
hypothesis and (3.3), we have
ei ≤
i∑
j=1
mj − 2 +
codimN′1 Oλ′
2
<
codimN1 Oλ
2
.
Note that dim π−1(x) ≤ maxi{di, ei}. Thus we conclude from the above discussion that
2 dim π−1(x) ≤ codimN1 Oλ, and the equality holds if and only if λ ∈ P1(2n + 1). This
finishes the proof of Proposition 3.1.
Example 3.7. This example shows that the fibers π−1(x) are not necessarily equidimen-
sional. Consider the orbit Oλ, where λ = (3, 2, 2). Let x ∈ Oλ be such that xe1 = e2, xe2 =
0, xe3 = e4, xe4 = e5, xe5 = 0, xe6 = e7, xe7 = 0, where ei, i ∈ [1, 7] is a basis of V with
(ei, ej) = δi+j,8. It is not difficult to check that the x-stable maximal isotropic subspaces of
V are the following
V 13 = Span{e2, e5, e7}, V
2
3 = Span{e2, e5, a e1 + b e4 + c e7}, where 2ac+ b
2 = 0
V 33 = Span{e5, e7, a e2 + b e4 + c e6}, where 2ac + b
2 = 0.
One can then verify that π−1(x) has five irreducible components Ii, i ∈ [1, 5], one of 3
dimensional and four of 2 dimensional, as follows.
I1 consists of flags 0 ⊂ V1 ⊂ V2 ⊂ V
1
3 ⊂ V
1⊥
3 ⊂ V
⊥
2 ⊂ V
⊥
1 ⊂ C
7,
i.e. I1 is isomorphic to the flag manifold of SL(V
1
3 )
I2 consists of flags 0 ⊂ Span{xe2 + ye5} ⊂ Span{e2, e5} ⊂ Span{e2, e5, a e1 + b e4 + c e7}
⊂ · · · , where 2ac+ b2 = 0
I3 consists of flags 0 ⊂ Span{ae2 + be5} ⊂ Span{ae2 + be5, x(ae1 + be4 + ce7) + ye2 + ze5}
⊂ Span{e2, e5, ae1 + be4 + ce7} ⊂ · · · , where 2ac+ b
2 = 0
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I4 consists of flags 0 ⊂ Span{xe5 + ye7} ⊂ Span{e5, e7} ⊂ Span{e5, e7, ae2 + be4 + ce6}
⊂ · · · , where 2ac+ b2 = 0
I5 consists of flags 0 ⊂ Span{be5 + ce7} ⊂ Span{be5 + ce7, x(ae2 + be4 + ce6) + ye5 + ze7}
⊂ Span{e5, e7, ae2 + be4 + ce6} ⊂ · · · , where 2ac+ b
2 = 0.
3.3. Proof of Proposition 3.3. Suppose that (Vi) ∈ Ij for some j ∈ [1, k]. We claim that
(3.4) Vn = V
x
n ,
where V xn ⊂ V is a maximal isotropic subspace uniquely determined by x as follows.
Let {x, y, h} be a normal sl2-triple. Then h determines a grading on V , i.e. V = ⊕j∈ZV
j ,
where V j = {v ∈ V | hv = jv}. Let V ≥k = ⊕j≥kV
j . This defines a (partial) flag
· · · ⊂ V ≥k+1 ⊂ V ≥k ⊂ · · · , which is the one stabilized by the canonical parabolic sub-
group associated to x; thus does not depend on the choice of h. Define V xn = V
≥1. One can
check that for x ∈ P1(2n + 1), dimV
≥1 = n.
In concrete terms, let xaivi, ai ∈ [0, λi − 1], i ∈ [1, s], be a basis of V as in Lemma
2.2, where λ1 = 2p1 + 1, λi = 2pi, i ∈ [2, s]. We can define h and y as follows hx
aivi =
(2ai − λi + 1)x
aivi, yx
aivi = ai(λi − ai)x
ai−1vi. Then we obtain that
V xn = Span{x
aivi, 1 ≤ i ≤ s,
λi
2
≤ ai ≤ λi − 1},
which does not depend on the choice of vi’s.
Proof of Claim (3.4). Suppose that (Vi) ∈ Il, where dim Il = dim π
−1(x). Then V1 =
Span{xλj−1v} for some 1 ≤ j ≤ s and v ∈ V with xλjv = 0, moreover, λj ≥ λj+1 + 2
and (v, xλj−1v) 6= 0.
LetW := Span{xpv, 0 ≤ p ≤ λj−1}. Then (, )|W is non degenerate andW is x-stable. We
can find vj ∈ W such that x
λj−1vj = x
λj−1v and (vj, x
pvj) = δp,λj−1. We have V = W ⊕W
⊥
and x|W⊥ has Jordan block sizes λ1, · · · , λj−1, λj+1, · · · , λs. Let x
aivi, 1 ≤ i ≤ s, i 6= j, 0 ≤
ai ≤ λi − 1 be a basis of W
⊥ as in Lemma 2.2. Let x′ : V ′ := V ⊥1 /V1 → V
′ be the map
induced by x. We have V ′ ∼= ((V ⊥1 ∩W )/V1)⊕W
⊥. Then v′j := xvj , . . . , x
λj−2v′j = x
λj−1vj ,
xaivi, 1 ≤ i ≤ s, i 6= j, 0 ≤ ai ≤ λi−1 is a basis of V
′ as in Lemma 2.2 (for x′). By induction
hypothesis,
Vn/V1 = Span{x
aivi, 1 ≤ i ≤ s, i 6= j,
λi
2
≤ ai ≤ λi − 1}
⊕ Span{xajv′j = x
aj+1vj,
λj − 2
2
≤ aj ≤ λj − 3}
It follows that Vn = V
x
n . 
Note that x|V xn belongs to the nilpotent orbit in gl(V
x
n ) given by the partition (p1, . . . , ps).
Proposition 3.3 follows from Claim (3.4).
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3.4. Semismall maps arising from θ-stable parabolic subgroups. In this subsection
we introduce a family of semismall maps πi arising from θ-stable parabolic subgroups, of
similar nature as the resolution map π, and we determine the relevant orbits, i.e. those Oλ
such that 2 dimπ−1i (x) = codimOλ (x ∈ Oλ). In particular, the map πi is a resolution of the
orbit Oλ, where λ = (2i+ 1)1
2n−2i.
For 1 ≤ i ≤ n−1, let P i be the θ-stable parabolic subgroup corresponding to the following
(partial) flag
0 ⊂ V 01 ⊂ V
0
2 ⊂ · · · ⊂ V
0
i ⊂ V
0⊥
i ⊂ · · · ⊂ V
0⊥
1 ⊂ C
2n+1,
where V 0j ’s are as in §3.2, P
i
K = K ∩ P
i and nP i is the nil radical of the Lie algebra of P
i.
Consider the following maps
πi : K ×
P i
K (nP i)1 → N1, (k, x) 7→ Adk(x).
Proposition 3.8. The maps πi are semismall. More precisely, for x ∈ Oλ ⊂ Im πi, we have
2 dim π−1i (x) ≤ codimIm pii Oλ, and the equality holds if and only if
λ = (2p1 + 1, 2p2 + 1, . . . , 2p2n−2i+1 + 1, 2p2n−2i+2, . . . , 2ps)
where p1 + · · ·+ ps = i and p1 ≥ p2 ≥ · · · ≥ ps.
Proof. The proof is entirely similar to that of Proposition 3.1. 
4. Springer correspondence for symmetric spaces
In this section, we determine F(IC(Oλ,C)) when λ is of the form λ = (2µ1 + 1, . . . , 2µi +
1, 2µi+1, . . . , 2µs), i.e. when Oλ is a Richardson orbit (see Remark 2.5). The story here is
very similar to that of the classical Springer correspondence for gl(k).
Let us denote by S∨k the set of irreducible representations of Sk. We write ρµ ∈ S
∨
k as
the irreducible representation corresponding to a partition µ ∈ P(k). We use the convention
that the partition (k) corresponds to the trivial representation and (1k) corresponds to the
sign representation.
Consider the map
πˇ : g˜1 := K ×
BK b1 → g1, (k, b) 7→ Adk b.
Note that πˇ is proper. Let g01 denote the image of πˇ. Then g
0
1 = K.b1 consists of elements
in g1 with eigenvalues a1, a1, a2, a2, . . . , an, an, and −2(a1 + · · ·+ an).
Let Y r be the set of regular elements in g1 with eigenvalues a1, · · · , an, each of multiplicity
2, and −2
∑n
i=1 ai, where ai 6= aj for i 6= j. It is easy to check that dimY
r = dim g01 =
dim g1 − n. Thus Y
r is open and dense in g01. We have
πK1 (Y
r)→ Bn → Sn ,
where πK1 stands for the equivariant fundamental group.
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Let us denote by Lµ the irreducible K-equivariant local system on Y
r given by the irre-
ducible Sn-representation ρµ via π
K
1 (Y
r)→ Sn, where µ ∈ P(n).
The main result of this section is the following theorem.
Theorem 4.1. Let x ∈ Oλ, where λ = (2µ1 + 1, 2µ2, · · · , 2µs) and
∑
µi = n. We have
F(IC(Oλ,C)) ∼= IC(g01,Lµt),
where µt denote the conjugate partition of µ = (µ1, . . . , µs).
Remark 4.2. The conjugate of a partition appears in the above formula for the same
reason that it appears in the classical Springer correspondence if we implement the Springer
correspondence via the Fourier transform.
Entirely similarly, let P i, i ∈ [1, n− 1] be the θ-stable parabolic subgroups defined in §3.4
and let pi = Lie P i. Consider the proper maps
πˇi : K ×
P i
K pi1 → g1, (k, x) 7→ Adk(x).
Let gi1 denote the image of πˇi. Then g
i
1 consists of elements in g1 with eigenvalues a1, a1, . . . ,
ai, ai, aj , j ∈ [2i + 1, 2n], where
∑i
k=1 2ak +
∑2n+1
k=2i+1 aj = 0. Let Y
r
i be the set of regular
elements in g1 with eigenvalues a1, a1, . . . , ai, ai, aj, j ∈ [2i + 1, 2n + 1], where ai 6= aj for
i 6= j. One checks that Y ri = g
i
1. The equivariant fundamental group π
K
1 (Y
r
i ) has a quotient
Si. For µ ∈ P(i), we write Lµ as the irreducible K-equivariant local system on Y
r
i given by
ρµ ∈ S
∨
i via π
K
1 (Y
r
i )→ Si.
Using this set up we have the following:
Theorem 4.3. Let x ∈ Oλ, where λ = (2µ1 + 1, . . . , 2µ2n−2i+1 + 1, 2µ2n−2i+2, . . . , 2µs) and∑
µj = i. We have
F(IC(Oλ,C)) ∼= IC(gi1,Lµt),
where µt denote the conjugate partition of µ = (µ1, . . . , µs).
As the proof of this theorem is completely analogous to that of Theorem 4.1, we only
provide the proof in the special case of Theorem 4.1 where the notation is less heavy.
Remark 4.4. Theorem 4.1 and Theorem 4.3 are special cases of the general procedure of
induction from a θ-stable parabolic subgroup (see §2.5).
4.1. Proof of Theorem 4.1. We begin with the following lemmas.
Lemma 4.5. Consider the fiber product X = g˜1 ×g1 b1. We have dimX = dim b1.
Proof. The proof is entirely similar to that of Corollary 3.6. We use the notations there. We
have X = {(x, kBK) | k ∈ K, x ∈ b1 ∩ Adkb1}. Let Xw be the pre-image of Ow under the
projection X → K/BK . We have Xw ≃ BK ×
Bw
K bw1 . Using Lemma 3.4, we see that
dimXw = dim b0 + b
w
1 − dim b
w
0 ≤ dim b0 + dim t1 = dim b1.

17
Lemma 4.6. The map πˇ : g˜1 → g
0
1 is a small map.
Proof. Consider the stratification {Si} of g
0
1, Si := {x ∈ g
0
1 | dimBx = i}. We have πˇ
−1(Si) =
K ×BK (b1 ∩ Si) and it implies that
dimSi + i = dimK + dim b1 ∩ Si − dimBK = dim n0 + dim b1 ∩ Si.
On the other hand, we have
dim b1 ∩ Si + i = dim g˜1 ×g1 (b1 ∩ Si) ≤ dimX
Lem4.5
= dim b1.
It implies
(4.1) dimSi + 2i ≤ dim b1 + dim n0 = dim g
0
1.
To prove the smallness, we need to show that the inequality in (4.1) is strict for i > 0. For
this, it is enough to show that Z = πˇ−1(S0 ∩ b1) is dense in X . Since each Xw is irreducible,
it is enough to show that Xw ∩ Z is non-empty.
Let x ∈ t1 satisfy dimZg(x) ≤ dimZg(x
′) for all x′ ∈ t1. We claim that dimBx = 0. To
see this, observe that dimBx = dimBL where L = ZK(x)
0 and BL is the flag variety of L.
On the other hand, we have LieL = Zg0(x) = t0 which is abelian. This implies dimBL = 0
hence finishes the proof of the claim. The claim implies x ∈ S0 ∩ b1. Clearly, x is also in the
image of πˇ|Xw : Xw → b1. This shows that Xw ∩ Z 6= φ.

Consider the following diagram
(4.2)
g1 ×BK
N˜1
, 
;;✈✈✈✈✈✈✈✈✈✈
pi

  // g˜1
2 R
dd❍❍❍❍❍❍❍❍❍❍
pˇi

N1
  // g01 .
Taking the Fourier transform on the trivial vector bundle g1 × BK → BK , we obtain
F(C
N˜1
[−]) ∼= Cg˜1 [−]. As in the proof of the classical Springer correspondence, using functo-
riality of Fourier transform we observe that
(4.3) F(π∗CN˜1 [−])
∼= πˇ∗Cg˜1 [−].
We prove Theorem 4.1 by decomposing both sides of (4.3) into irreducibles. To this end, let
us introduce some auxiliary maps.
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Let P ⊃ B be the θ-stable parabolic subgroup that stabilizes the standard partial flag
0 ⊂ V 0n ⊂ V
0⊥
n ⊂ V , p = Lie(P ) and p1 = p ∩ g1. Define
PK = P ∩K, g˜
P
1 = K ×
PK p1, N˜
P
1 = K ×
PK (p1 ∩N1)
πˇ1 : g˜1 → g˜
P
1 , (k, x) 7→ (k, x), πˇ2 : g˜
P
1 → g
0
1, (k, x) 7→ Adk x
π1 : N˜1 → N˜
P
1 , (k, x) 7→ (k, x), ϕ2 : N˜
P
1 → N1, (k, x) 7→ Adk x.
We decompose the diagram (4.2) into two steps as follows
(4.4)
N˜1
  //
pi1

pi

g˜1
pˇi1

pˇi

N˜P1
  //
ϕ2

g˜P1
pˇi2

N1
  // g01
and break the analysis of equation (4.3) accordingly into these two steps.
Let us write PK = K/PK and consider a more detailed view of the top of the diagram (4.4)
(4.5)
g˜1
pˇi1
//
_

g˜P1 _

N˜1
Q1
cc●●●●●●●●●●●
mM
{{✇✇
✇✇
✇✇
✇✇
✇✇
pi1
// N˜P1
, 
::✈✈✈✈✈✈✈✈✈✈✈
 r
$$■
■■
■■
■■
■■
■
g1 ×BK
p1
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By functoriality of the Fourier transform we conclude that
(4.6) F(πˇ1∗Cg˜1 [−]) = F(p1∗Cg˜1 [−]) = p1∗F(Cg˜1 [−]) = p1∗CN˜1 [−] = π1∗CN˜1 [−] ;
note that the Fourier transforms are taken on the trivial bundles g1 × BK → BK and
g1 × PK → PK , respectively.
Next we study how both sides of formula (4.6) decompose into irreducibles. By K-
equivariance, the sheaves in the formula (4.6) are smooth over PK . Thus, to understand
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the decomposition it suffices to restrict them to a fiber above a point in PK . When restrict-
ing the diagram (4.5) to our chosen base point in PK we obtain the following diagram:
N˜1 ∩ p1 = PK ×
BK n1
pi1
//
_

N1 ∩ p1 _

PK/BK × g1
p1
// g1
p˜1 = PK ×
BK b1
?
OO
pˇi1
// p1
 ?
OO
.
After the restriction the formula (4.6) becomes
F(πˇ1∗Cp˜1 [−]) = π1∗CN˜1∩p1 [−] .
We will now further restrict this identity to the Levi L = P/UP . To do so, we make use of
the notation
g1 p1
p
//? _ioo l1 g
∗
1
ti
// p∗1 l
∗
1
tp
oo .
First we observe that the functors i∗p
∗ and ti∗tp∗ from sheaves on l1 to sheaves on g1 coincide
under our usual identification of g1 with g
∗
1 and the compatible identification of l1 with l
∗
1.
The functorial properties of the Fourier transform then imply that the functor i∗p
∗ commutes
with the Fourier transform. The same statement holds on the level of resolutions, i.e., on
the level of vector bundles
PK/BK × g1
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
p˜1
i
oo
p
//

l˜1 = LK ×
BK∩LK (b1 ∩ l1)
ss❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
PK/BK = LK/(BK ∩ LK)
where LK = L
θ. After restriction to L, the map π1 becomes π1 : N˜l1 = LK×
BK∩LK (n1∩l1)→
N1 ∩ l1, and the map πˇ1 becomes π1 : l˜1 = LK ×
BK∩LK (b1 ∩ l1)→ l1. Note that BK ∩ LK is
a Borel subgroup of LK . Let us write BLK := BK ∩LK . The situation is summarized in the
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diagram below.
(4.7)
N˜1 ∩ p1
pi1
//
_

p˜
**
N1 ∩ p1 _

p
// N1 ∩ l1_

N˜l1 = LK ×
BLK (n1 ∩ l1)
pi1
oo
_

PK/BK × g1
p1
// g1 p1?
_ioo
p
// l1 l1 × LK/BLK
oo
p˜1
?
OO
pˇi1
//
p˜
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p1
 ?
OO
p
// l1 l˜1 = LK ×
BLK (b1 ∩ l1)
?
OO
pˇi1
oo
p1 × LK/BLK
i
dd
p
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.
Using concrete matrix terms, one can easily check that we have a LK-equivariant isomorphism
l0 ∼= l1. Thus after restriction to Levi, the maps π1 and πˇ1 can be identified as
π1 : N˜l0 = LK ×
BLK (n0 ∩ l0)→ Nl0 , πˇ1 : l˜0 = LK ×
BLK (b0 ∩ l0)→ l0,
respectively. Note that LK ∼= GL(n) and l0 = LieLK . Thus we are in the situation of
classical Springer correspondence for gl(n). This gives us the following identity
(4.8)
⊕
ρ∈S∨n
F(IC(l1,Lρ))⊗ Vρ = F(πˇ1∗Cl˜1 [−]) = π1∗CN˜l1
[−] =
⊕
ρ∈S∨n
IC(Ol1ρt ,C)⊗ Vρ
and the direct sum decompositions on the two sides match. Here Lρ is the irreducible local
system on lrs1 (the set of regular semisimple elements in l1 after identification with gl(n))
given by ρ ∈ S∨n . Assume that ρ = ρλ, λ ∈ P(n). Then O
l1
ρt stands for the nilpotent orbit in
l1 corresponding to the partition λ
t (again we identify l1 with gl(n)).
Applying the functor i∗p
∗ to (4.8) and using functorial properties of the Fourier transform
in the diagram (4.7) we obtain⊕
ρ∈S∨n
F(i∗p
∗IC(l1,Lρ))⊗ Vρ = F(i∗p
∗πˇ1∗Cl˜1 [−]) = F(πˇ1∗Cp˜1 [−]) =
= π1∗C
N˜1∩p1
[−] = π1∗i∗p
∗C
N˜l1
[−] =
⊕
ρ∈S∨n
i∗p
∗IC(Ol1ρt ,C)⊗ Vρ
From this we conclude that
F(i∗p
∗IC(l1,Lρ)) = i∗p
∗IC(Ol1ρt ,C).
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Recall that this is an equality after we restrict to a fiber above the base point in PK . By
K-equivariance this gives us the following statement on g˜P1
(4.9) F(IC(g˜P1 ,Lρ)) = IC(K ×
PK (Ol1ρt + (nP )1),C)
where Lρ is the irreducible K-equivariant local system on K ×
PK (lrs1 + (nP )1) given by the
irreducible Sn-representation ρ. Note that the equivariant fundamental group π
K
1 (K ×
PK
(lrs1 + (nP )1)) maps subjectively to Sn.
It remains to push (4.9) down to g1. We first observe that
Lemma 4.7. The map πˇ2 is a small map, generically one-to-one.
Proof. The map πˇ2 can be identified as {(x, 0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) ∈ g1 × PK | xVn ⊂ Vn} →
g01, (x, (Vn)) 7→ x. Similar argument as before shows that
(4.10) F(πˇ2∗C[−]) ∼= π2∗C[−],
where
π2 : {(x, (Vn)) ∈ g1 × PK | xVn = 0, xV
⊥
n ⊂ Vn} → N1, (x, (Vn)) 7→ x.
It is easy to check that Im π2 = O¯312n−1 and that π2 is a small map. In fact, the fiber
of π2 at O312n−1 is a point, the fiber at O312j12n−2−2j (resp. at O2i12n+1−2i) is isomorphic to
OGr(n− 1− j, 2n− 2− 2j) (resp. OGr(n− i, 2n+ 1− 2i)). Hence we have
(4.11) π2∗C[−] ∼= IC(O312n−1 ,C).
Let Y r be the set of regular elements defined in the beginning of this section. It is easy to
see that for each y ∈ g1, there exists a unique maximal isotropic subspace Vn ⊂ V such that
Vn is y-stable (note also that y|Vn is regular semisimple). This shows that πˇ2 is generically
one-to-one. Using (4.10) and (4.11) we conclude that πˇ2∗C[−] ∼= IC(Y r,C). Thus πˇ2 is small.

When we push down (4.9) by πˇ2 we obtain
(4.12) F(πˇ2∗IC(g˜
P
1 ,Lρ)) = ϕ2∗IC(K ×
PK (Ol1ρt + (nP )1),C).
Note that the proof of Lemma 4.7 shows that
(4.13) πˇ2∗IC(g˜
P
1 ,Lρ))
∼= IC(Y r,Lρ).
Suppose that ρ ∈ S∨n corresponds to the conjugate partition µ
t of µ = (µ1, . . . , µs).
Lemma 4.8. We have that
ϕ2∗IC(K ×
PK (Ol1ρt + (nP )1),C) = IC(Oλ,C)
where λ = (2µ1 + 1, 2µ2, . . . , 2µs).
Proof. First note that ϕ2∗IC(K ×
PK (Ol1ρt + (nP )1),C) is irreducible by (4.12) and (4.13). It
follows from Lemma 2.4 that Oλ is dense in K.(O
l1
ρt + (nP )1). Thus the lemma holds. 
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Now Theorem 4.1 follows from (4.12), (4.13) and Lemma 4.8.
4.2. IC sheaves whose Fourier transform have smaller support. In this subsection,
we give a sufficient condition for the Fourier transform of IC(Oλ,C) to have smaller support.
Namely,
Theorem 4.9. Assume that λ ∈ P(N) has gaps. Then
supp(F(IC(Oλ,C))) ( g1.
Proof. Let λ be a partition with gaps and let O0 ⊂ l1 be the orbit defined as in the proof of
Proposition 2.3 so that Indg1l1⊂p1 O0 = O¯λ. Using Lemma 2.4, It is easy to see that IC(Oλ,C)
is a direct summand of Indg1p1 IC(O0,C). Using (2.2) (see §2.5) we see that
SuppF(IC(Oλ,C)) ⊂ Supp(Ind
g1
l1⊂p1
F(IC(O0,C)))) ( g1.
In the last equation we use that Supp(Indg1l1⊂p1 A) ⊂ K.p1 ( g1.

Remark 4.10. Note that the proof of the theorem above shows that if IC(O,E) is induced,
then its Fourier transform has smaller support.
5. Nilpotent orbits of order two
In this section we compute Fourier transforms of IC complexes supported on nilpotent
orbits of order two, i.e., nilpotent K-orbits of the form O2i12n+1−2i , i ∈ [1, n]. Note that each
orbit O2i12n+1−2i carries a unique non-trivial irreducible K-equivariant local system. It turns
out that the Fourier transforms of such IC complexes are supported on all of g1; thus we
obtain from them irreducible K-equivariant local systems on grs1 .
The local systems on grs1 which are obtained from the Fourier transforms of IC(O2i12n−2i+1 ,C)
turn out to be representations of the Tits group W˜ . They are the irreducible representa-
tions which occur in C[A[2]] viewed as a representation of W˜ . First, let us write Lχ for the
representation of A[2] associated to the character χ ∈ A[2]∨ and so we have
C[A[2]] =
⊕
χ∈A[2]∨
Lχ
The space A[2]∨ breaks into orbits {Λi}i=0,...,n under the action of W = SN , where we have
numbered the orbits so that |Λi| =
(
2n+1
i
)
. Note that here it is crucial that N = 2n + 1
is odd. Concretely, the Λi consists of characters that attain the value −1 ∈ Gm precisely i
times if i is even and 2n + 1 − i times if i is odd5. Thus, for each i = 0, ..., n we obtain an
irreducible representation of W˜ as follows
(5.1) Li =
⊕
χ∈Λi
Lχ .
5We have chosen this parametrization to get a clean statement for our theorem in §6.
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We write Li for the irreducible K-equivariant local system on g
rs
1 corresponding to the
representation Li via the map π
K
1 (g
rs
1 , a) → W˜ . The first main result of this section is the
following:
Theorem 5.1. There is a permutation s of the set {0, ..., n} such that
F(IC(O2k12n−2k+1 ,C)) ≃ IC(g
rs
1 ,Ls(k))
for k ∈ {0, ..., n}.
Let Ei denote the unique nontrivial irreducible K-equivariant local system on O2i12n+1−2i .
We will now define irreducible K-equivariant local systems Fi on g
rs
1 which, as it turns out,
are obtained from the Fourier transforms of IC(O2i12n−2i+1 ,Ei)’s. These local systems arise
as representations of π1(c
rs, a) = BN . To this end we consider the following universal family
C of hyperelliptic curves of genus n:
To each a = (a1, . . . , a2n+1) ∈ a
rs we associate the hyperelliptic
curve Ca which ramifies at {a1, . . . , a2n+1,∞} .
(Here we have chosen a Cartan subspace a of g1 such that it consists of diagonal matrices.)
This family gives us a monodromy representation BN → Sp(H
1(Ca,C)). Note that, by [A]
(see also [KaS]) this monodromy representation has a Zariski dense image, in particular, the
monodromy is infinite. From this we get a monodromy representation on the Jacobian of Ca
which we break into primitive parts:
BN → H
i(Jac(Ca),C)prim ≃ (∧
iH1(Ca,C))prim i ∈ [1, n] .
Associated to this representation we obtain a local system Fi on g
rs
1 . Note that the part A[2]
of πk1 (g
rs
1 ) acts trivially on Fi.
The second main result of this section is the following
Theorem 5.2. There is a permutation s ∈ Sn such that
F(IC(O2i12n−2i+1 ,Ei)) ≃ IC(g1,Fs(i)), i ∈ [1, n].
5.1. Proof of Theorem 5.1. By Reeder, we have the resolution of singularities of O¯2n1
(5.2) π2n1 : K ×
PK [nP , nP ]1 // O¯2n1,
where P is the stabilizer subgroup in G of the partial flag 0 ⊂ V 0n ⊂ V
0⊥
n ⊂ V , where
V 0n = span{e1, . . . , en} (here (ei) is a basis of V such that 〈ei, ej〉Q = δi+j,2n+2), PK = K ∩P ,
and nP is the Lie algebra of the unipotent radical of P .
For x ∈ O¯2n1, we have
(5.3) π−12n1(x) = {Vn maximal isotropic subspace in V | xV
⊥
n = 0, xV ⊂ Vn}.
Lemma 5.3. The map π2n1 is semi-small and we have
(5.4) π2n1∗C[−] ∼=
n⊕
k=0
IC(O2k12n−2k+1 ,C).
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Proof. Let x ∈ O2k12n−2k+1 . Suppose that Vn ∈ π
−1
2n1(x). Then Im x ⊂ Vn and dim Im x = k.
Using (5.3), one can identify the fiber π−12n1(x) with
π−12n1(x)
∼= {n− k dimensional isotropic subspaces of (Im x)⊥/ Im x}.
Thus π−12n1(x) is irreducible and it is easy to check that 2 dim π
−1
2n1(x) = (n− k)(n− k+ 1) =
codimO¯2n1 O2k12n−2k+1 . The lemma follows from the decomposition theorem.

Consider the map
(5.5) πˇ2n1 : K ×
PK [nP , nP ]
⊥
1
// g1,
here [nP , nP ]
⊥
1 is the orthogonal complement of [nP , nP ]1 in g1 with respect to the non-
degenerate form 〈, 〉1 on g1. The fibers πˇ
−1
2n1(x) at x ∈ g1 can be described as follows
πˇ−12n1(x) = {Vn maximal isotropic subspace in V | xVn ⊂ V
⊥
n }.
For x ∈ grs1 there are 2
2n such maximal isotropic subspaces in V and the centralizer ZK(x)
acts simply-transitively on those subspaces (see [Re, BG]).
Consider the K-equivariant local system L = (πˇ2n1)∗C|grs1 of rank 2
2n on grs1 . Our first
goal is to describe this local system. Fix a ∈ ars. The stalk L := La carries an action of the
K-equivariant fundamental group πK1 (g
rs
1 , a) = ZK(a)⋊BN (see §2.6). As ZK(a) acts simply
transitively on πˇ−12n1(x), as was remarked above, we can identify L with C[ZK(a)] = C[A[2]].
Furthermore, the action of πK1 (g
rs
1 , a) factors through the Tits group W˜ and it coincides with
the canonical representation of W˜ on C[A[2]].
Let us recall the irreducible K-equivariant local systems Li from the beginning of this
section and then
(5.6) L =
n⊕
i=0
Li.
Lemma 5.4. We have
(5.7) (πˇ2n1)∗C[−] = IC(grs1 ,L) =
n⊕
i=0
IC(grs1 ,Li).
In particular, the map πˇ2n1 is small.
Proof. By the decomposition theorem,
⊕n
i=0 IC(g
rs
1 ,Li) is a direct summand of (πˇ2n1)∗C[−].
On the other hand, since
(5.8) F((π2n1)∗C[−]) ≃ (πˇ2n1)∗C[−],
the decomposition in (5.4) implies that (πˇ2n1)∗C[−] has exactly n+1 irreducible summands.
The lemma follows from (5.6). 
Theorem 5.1 follows from (5.4), (5.7) and (5.8).
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5.2. Proof of Theorem 5.2. Let V = C2n+1 and W = V ⊕ C. For any x ∈ g1, consider
the following two quadrics in P(W ):
Q˜(v, a) = 〈v, v〉Q = 0 and Q˜x(v, a) = 〈v, xv〉Q + a
2 = 0.
Define
(5.9) F = {(x,Wn ⊂W ) | x ∈ g1, dimWn = n, P(Wn) ⊂ Q˜ ∩ Q˜x}.
The map W →W given by (v, a) 7→ (v,−a) induces an involution σ on F and the set F σ of
fixed points is equal to
F σ = {(x, Vn ⊂ V ) | x ∈ g1, Vn maximal isotropic in V, xVn ⊂ V
⊥
n },
i.e. F σ ∼= K ×PK [nP , nP ]
⊥
1 (see (5.5)).
Note that for x ∈ grs1 , the pencil of quadrics spanned by Q˜ and Q˜x is non-degenerate and
contains exactly 2n+ 2 singular elements, namely, the quadric Q˜ at infinity and the 2n+ 1
quadrics λiQ˜− Q˜x, where λ1, ..., λ2n+1 are the roots of f(t) = det(t · id− x).
We denote by π : F → g1 the natural projection. The fiber Fx = π
−1(x) of π over x ∈ grs1
is the Fano variety of (n − 1)-dimensional subspaces contained in the smooth complete
intersection Q˜∩ Q˜x. According to [Re], Fx is a torsor over Jac(Cx), where Cx is the smooth
projective hyperelliptic curve with affine equation:
y2 =
2n+1∏
i=1
(t− λi).
Moreover, the action of the involution σ on Fx is compatible with the inversion on Jac(Cx).
In particular, the set F σx of fixed points is a Jac(Cx)[2]-torsor, where Jac(Cx)[2] consists of
2-torsion points of Jac(Cx).
The discussion above has the following relative version. Namely, let πC : C → grs1 be the
family of curves Cx and let Jac(C) → g
rs
1 denote the corresponding relative Jacobian. Let
F |grs1 → g
rs
1 be the family of Fano varieties of (n−1)-dimensional subspaces contained in the
smooth complete intersection Q˜ ∩ Q˜x. Then Jac(C) acts naturally on F |grs1 , and F |grs1 is a
Jac(C)-torsor under this action. Similarly, Jac(C)[2] acts on F σ, and F σ is a Jac(C)[2]-torsor
under this action.
We have the following observation.
Lemma 5.5. 1) The action map Jac(C)×grs1 F
σ|grs1 → F |grs1 factors through an isomorphism
(Jac(C)×grs1 F
σ|grs1 )/Jac(C)[2] ≃ F |grs1 .
Here Jac(C)[2] acts on Jac(C)×grs1 F
σ|grs1 via the diagonal action.
2) For any a ∈ grs1 , there is a canonical isomorphism
H i(Jac(Ca),C) ≃ H i((Jac(Ca)× F σa )/Jac(Ca)[2],C)
compatible with the monodromy actions of πK1 (g
rs
1 , a) on both sides.
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Proof. Part 1) is clear. For part 2), we observe that, by Ku¨nneth formula, we have
(5.10) H i((Jac(Ca)× F
σ
a )/Jac(Ca)[2],C) ≃ (H
i(Jac(Ca),C)⊗H0(F σa ,C))
Jac(Ca)[2]
where the right hand side is the (Jac(Ca)[2])-fixed vectors in H
i(Jac(Ca),C) ⊗ H0(F σa ,C).
Since the action of Jac(Ca)[2] on H
i(Jac(Ca),C) is trivial6 we have
(5.11) (H i(Jac(Ca),C)⊗H
0(F σa ,C))
Jac(Ca)[2] ≃ H i(Jac(Ca),C),
Combining (5.10) and (5.11), we obtain a canonical isomorphism
(5.12) H i((Jac(Ca)× F
σ
a )/Jac(Ca)[2],C) ≃ H
i(Jac(Ca),C).
Since the isomorphisms in (5.10), (5.11) are compatible with the monodromy actions, so is
the composition in (5.12). Thus part 2) follows. This finishes the proof of the lemma. 
The following is immediate.
Corollary 5.6. There is a canonical isomorphism H i(Fa,C) ≃ H i(Jac(Ca),C) compatible
with the monodromy actions of πK1 (g
rs
1 , a).
We use the corollary above to study the monodormy of the family of Fano varieties F |grs1 →
grs1 . To begin with, we observe that over the Kostant section κ : c
rs
1 →֒ g
rs
1 , the family
πC : C → grs1 is the universal family of hyperelliptic curves of genus n. As mentioned before,
the monodromy representation of πK1 (g
rs
1 , a) on H
1(Ca,C) is irreducible and the image of
πK1 (g
rs
1 , a) → Sp(H
1(Ca,C)) is Zariski dense. This fact together with the corollary above
implies that the monodromy representaiton of πK1 (g
rs
1 , a) on
H i(Fa,C)prim ≃ H i(Jac(Ca),C)prim ≃ (∧iH1(Ca,C))prim
is irreducible for i = 1, ..., n, moreover, the corresponding monodromy group is infinite. Thus
the corresponding irreducible K-equivariant local systems on grs1 are
(Ri π∗C|grs1 )prim = Fi
where Fi is the local system defined at the beginning of this section. We have
dimFi =
(
2n
i
)
−
(
2n
i− 2
)
and Fi ≇ Fj for i 6= j. We show that
Proposition 5.7. For i = 1, ..., n, F(IC(g1,Fi)) is supported on O¯2n1.
Recall the local systems {Li}i=0,...,n from the beginning of this section. Since each Li has
finite monodromy, we have Fi ≇ Lj for all i, j. As there is only one nontrivial irreducible
K-equivariant local system Ei on each O2i12n−2i+1 (i ≥ 1), Theorem 5.1 and Proposition 5.7
imply Theorem 5.2.
6To see this, we observe that the action of Jac(Ca)[2] on H
i(Jac(Ca)) is the restriction of the action of
Jac(Ca) on H
i(Jac(Ca)). Since Jac(Ca) is connected the latter action is trivial.
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Proof of Proposition 5.7. Since π : F → g1 is proper, the decomposition theorem implies
that IC(g1,Fi) (up to shift) is a summand of π∗IC(F,C). Thus it is enough to show that
F(π∗IC(F,C)) is supported on O¯2n1.
Recall the maps π2n1 : K ×
PK [nP , nP ]1 → O¯2n1 and πˇ2n1 : K ×
PK [nP , nP ]
⊥
1 = {(x, 0 ⊂
Vn ⊂ V
⊥
n ⊂ V ) | xVn ⊂ V
⊥
n } → g1 defined in (5.2) and (5.5). For simplicity, let us write
L = [nP , nP ]1 and L
⊥ = [nP , nP ]
⊥
1 .
Let q : K/PK × g1 ≃ K ×
PK g1 → K ×
PK (g1/L
⊥) denote the quotient map. Note that
the non-degenerate invariant form on g1 induces isomorphisms L ≃ (g1/L
⊥)∗, g1 ≃ g
∗
1, and
under these isomorphisms, the dual map of q can be identified with the natural embedding
qˇ : K ×PK L→ K ×PK g1 ≃ K/PK × g1.
Let us decompose π as
π : F
f
// K/PK × g1
prg1
// g1,
where f : F → K ×PK g1 ≃ K/PK × g1 is given by (x,Wn)→ (prV (Wn), x) and prV : W =
V ⊕ C → V is the projection along V 7. The map f factors through the closed sub-scheme
Z ⊂ K ×PK g1 defined by
Z = {(x, 0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) | x ∈ g1, rank(x¯ : Vn → V/V
⊥
n ) ≤ 1},
here x¯ is the composition of Vn
x
−→ V with the projection V → V/V ⊥n . The resulting map
(by abuse of notation, still denoted by f)
(5.13) f : F → Z
is a branched double cover with branch locus
Z0 := {(x, 0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) | x ∈ g1, rank(x¯ : Vn → V/V
⊥
n ) = 0}
8.
Note that Z0 coincides with K ×
PK L⊥.
Let Z0 := Z−K×PK L⊥. Then f 0 := f |Z0 : F ×Z Z
0 → Z0 is a double cover and we have
f 0∗C = C⊕ L, where L = (f
0
∗C)
σ=−id is a rank one local system on Z0. It follows that
(5.14) f∗(IC(F,C)) = IC(Z,C)⊕ IC(Z,L).
We claim that
(5.15)
both IC(Z,C) and IC(Z,L) descend to K ×PK (g1/L⊥)
via q : K ×PK g1 → K ×
PK (g1/L
⊥).
Here we regard IC(Z,C) and IC(Z,L) as perverse sheaves on K/PK × g1 via the closed
embedding u : Z ⊂ K/PK × g1.
7 Using (5.9), one can check that prV (Wn) is isotropic and dim prV (Wn) = n, hence the map f is well-
defined.
8 In fact, the map f : F → Z realizes Z as the (GIT) quotient F/σ.
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Assume that the claim holds. Let P1 (resp. P2) denote the descent of IC(Z,C) (resp.
IC(Z,L)), we get
F(π∗(IC(F,C))) ≃ F(prg1,∗f∗(IC(F,C))) ≃ F(prg1,∗(IC(Z,C)⊕ IC(Z,L)))
≃ F(prg1,∗q
∗(P1 ⊕ P2)) ≃ prg1,∗qˇ!(F(P1 ⊕ P2)) ≃ π2n1,∗(F(P1 ⊕ P2)) (up to shift).
This implies that F(π∗(IC(F,C))) is supported on O¯2n1. Hence Proposition 5.7 holds.
It remains to prove claim (5.15). Let Z¯
u¯
→֒ K ×PK (g1/L
⊥) be the image of Z under the
map
Z
u
→֒ K ×PK g1
q
−→ K ×PK (g1/L
⊥).
Let q¯ : Z → Z¯ denote the induced map. We have the following Cartesian diagram:
Z
q¯
//
u

Z¯
u¯

K ×PK g1
q
// K ×PK (g1/L
⊥)
.
Therefore, it is enough to show that IC(Z,C) and IC(Z,L) descend to Z¯. To prove this, we
observe that q¯|Z0 are smooth maps with contractible fibers. It implies that the local systems
C and L on Z0 descend to Z¯. Since q¯ is smooth, it implies that IC(Z,C) and IC(Z,L)
descend to Z¯. We are done.

Let a ∈ ars. By (5.14), we have
(prg1)∗IC(Z,C)|a ≃ H
∗(Fa,C)σ=id, (prg1)∗IC(Z,L)|a ≃ H
∗(Fa,C)σ=−id.
Choosing an isomorphism Jac(Ca) ≃ Fa, we may identify σ with the inversion on Jac(Ca).
Therefore
H∗(Fa,C)
σ=id ≃ ⊕i=2j ∧
i H1(Ca,C)[−i], H
∗(Fa,C)
σ=−id ≃ ⊕i=2j+1 ∧
i H1(Ca,C)[−i].
This implies that
(5.16)
IC(g1,⊕i=2j ∧
i H1(Ca,C)[−i]) (resp. IC(g1,⊕i=2j+1 ∧i H1(Ca,C)[−i])) appears
in (prg1)∗IC(Z,C) (resp. (prg1)∗IC(Z,L)) as a direct summand (up to shift).
Moreover, these are the only IC complexes with full support appearing in the decomposition.
6. Matching for nilpotent orbits of order two
In this section we describe the Fourier transforms of IC complexes supported on nilpotent
orbits of order two more precisely.
For IC sheaves with trivial local systems on such orbits, we have the following:
Theorem 6.1. We have F(IC(O2i12n−2i+1 ,C)) = IC(g1,Li), i = 0, . . . , n.
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Similarly, for IC sheaves with nontrivial local systems we have:
Theorem 6.2. We have F(IC(O2i12n+1−2i ,Ei)) = IC(g1,Fi), i = 1, . . . , n.
We prove Theorem 6.1 below, but give a proof of Theorem 6.2 only for orbits O2i12n+1−2i
when i is even. We defer the case of odd i to [CVX1, Proposition 5.3].
6.1. Proof of Theorem 6.2 for i even. Consider the maps
υ : {(x, 0 ⊂ Vn−1 ⊂ Vn ⊂ V
⊥
n ⊂ V
⊥
n−1 ⊂ V = C
2n+1) | x ∈ g1, xV
⊥
n = 0, x V
⊥
n−1 ⊂ Vn−1} := E
→ N1,
υˇ : {(x, 0 ⊂ Vn−1 ⊂ Vn ⊂ V
⊥
n ⊂ V
⊥
n−1 ⊂ V = C
2n+1) | x ∈ g1, xVn−1 ⊂ V
⊥
n } → g1.
We have that
dim E = n2 + 2n− 2, Im υ = O¯2n1
and
F(υ∗C[−]) = υˇ∗C[−].
In the following we prove the theorem by studying the decompositions of υ∗C[−] and υˇ∗C[−].
We first study the decomposition of υˇ∗C[−]. Since in the decomposition of υ∗C[−] only
IC complexes supported on O2i12n+1−2i appear and the Fourier transform of such complexes
all have full support (see Theorem 5.1 and Theorem 5.2), we conclude that all IC complexes
appearing in the decomposition of υˇ∗C[−] are supported on all of g1.
Let Z = {(x, 0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) | x ∈ g1, rank(x¯ : Vn → V/V
⊥
n ) ≤ 1} and Z0 =
K ×PK L⊥ = {(x, 0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) | x ∈ g1, rank(x¯ : Vn → V/V
⊥
n ) = 0} be the varieties
introduced in the proof of Proposition 5.7. We have dimZ = dim g1+n and dimZ0 = dim g1.
We have the following factorization of υˇ
{(x, 0 ⊂ Vn−1 ⊂ Vn ⊂ V
⊥
n ⊂ V
⊥
n−1 ⊂ V = C
2n+1) | xVn−1 ⊂ V
⊥
n }
υˇ1
// Z
υˇ2
// g1,
where υˇ1 : (x, Vn−1 ⊂ Vn) 7→ (x, Vn) and υˇ2 : (x, Vn) 7→ x. Note that υˇ2|Z0 : Z0 → g1 is equal
to the map πˇ2n1 in (5.5).
The map υˇ1 is one-to-one over Z − Z0
9 and is a Pn−1-bundle over Z0. It follows that
υˇ1∗C[−] = IC(Z,C)⊕
n−2⊕
k=0
CZ0[−][±k].
Since all IC complexes appearing in the decomposition of υˇ∗C[−] are supported on all of g1,
Lemma 5.4 and (5.16) imply that
(6.1) υˇ∗C[−] ∼= υˇ2∗υˇ1∗C[−] ∼=
[n
2
]⊕
k=0
IC(g1,
k⊕
s=0
F2s)[±(n−2k)]⊕
n−2⊕
a=0
IC(g1,
n⊕
s=0
Ls)[n−2−2a],
here F0 = C.
9 The inverse is given by (x, Vn)→ (x, Vn−1 ⊂ Vn) where Vn−1 := Ker(x¯ : Vn → V/V ⊥n ).
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Remark 6.3. For x ∈ grs1 , the fibers
Zx := υˇ
−1
2 (x) = {(0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) | rank(x¯ : Vn → V/V
⊥
n ) ≤ 1}
are the over-generalized Kummer varieties introduced in [Re, p.80]. For example, when
n = 2, the map fx : Fx → Zx in (5.13) realizes Zx as the quotient Fx/σ of the Fano variety
Fx of lines in the complete intersection Q˜ ∩ Q˜x of 2 quadrics in P5 by the involution σ (see
§5.2). There are 16 fixed points of σ on Fx corresponding to 16 singular points of Zx ≃ Fx/σ.
The Hessenberg variety Hx := υˇ
−1(x) is the blow up of Zx at those singular points, which
is isomorphic to the Kummer K3 surface coming from the Jac(Cx)-torsor Fx together with
the involution σ.
We now study the decomposition of υ∗C[−]. Our goal is to prove the following
υ∗C[n2 + 2n− 2] ∼=
n−2⊕
a=0
n⊕
i=0
IC(O2i12n−2i+1 ,C)[n− 2− 2a](6.2)
⊕
[n
2
]⊕
i=1
n−2i⊕
ai=0
IC(O22i12n+1−4i ,E2i)[n− 2i− 2ai]⊕
n⊕
a=0
IC(O12n+1 ,C)[n− 2a].
Taking Fourier transform of (6.1) and using Theorem 5.1, we see that
(6.3) F(
n−2⊕
a=0
IC(g1,
n⊕
s=0
Ls)[n− 2− 2a]) ≃
n−2⊕
a=0
n⊕
i=0
IC(O2i12n−2i+1 ,C)[n− 2− 2a]
is a direct summand of υ∗C[−].
Moreover, these contain all the IC complexes supported on O2i12n−2i+1 , i ≥ 1, with triv-
ial local systems, appearing in the decomposition of υ∗C[−]. Now we determine those IC
complexes supported on O2i12n−2i+1 , i ≥ 1, with nontrivial local systems Ei, appearing in the
decomposition of υ∗C[−].
Let xi ∈ O2i12n−2i+1 , i ∈ [1, n]. We have that υ
−1(xi) is a quadric bundle over υ
−1
0 (xi)
∼=
OGr(n−i, 2n−2i+1), with fibers quadric of the form
∑i
k=1 a
2
k = 0 in P
n−1 = {[a1 : ... : an]},
and
2 dim υ−1(xi) = codimE Oxi + n− 2 = 2(n− 2) + (n− i)(n− i+ 1).
Here υ0 = π2n1 is the resolution map {(x, 0 ⊂ Vn ⊂ V
⊥
n ⊂ V ) | xV
⊥
n = 0} → O¯2n1 defined in
(5.2). We have that (see (5.4))
υ0∗C[n
2 + n] ∼=
n⊕
i=0
IC(O2i12n−2i+1 ,C),
which implies that
(6.4) Hk(υ−10 (xj),C) ∼= H
k−n2−n
xj
(
n⊕
i=0
IC(O2i12n−2i+1 ,C)).
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We have Hodd(υ−10 (xj),C) = H
odd(υ−1(xj),C) = 0 and
H2k(υ−1(xj),C) ∼=
n−2⊕
a=0
H2a(Qj ,C)⊗H
2k−2a(υ−10 (xj),C),
where Qj is a quadric of the form
∑j
s=1 a
2
s = 0 in P
n−1 = {[a1 : ... : an]}. Note that
H2a(Qj ,C) = C for 0 ≤ a ≤ n− 2 if j is odd, or if j is even and 2a 6= 2n− j − 2, and for j
even, H2n−j−2(Qj ,C) ∼= C⊕H
2n−j−2
prim (Qj,C), where dimH
2n−j−2
prim (Qj,C) = 1. Thus
H2k(υ−1(xj),C) ∼=
n−2⊕
a=0
H2k−2a(υ−10 (xj),C) if j is odd(6.5)
H2k(υ−1(xj),C) ∼=
n−2⊕
a=0
H2k−2a(υ−10 (xj),C)⊕H
2k−2n+j+2(υ−10 (xj),C) if j is even.(6.6)
It follows from (6.4) that
(6.7) H2k−n
2−2n+2
xj
n−2⊕
a=0
n⊕
i=0
IC(O2i12n−2i+1 ,C)[n− 2− 2a] ∼=
n−2⊕
a=0
H2k−2a(υ−10 (xj),C).
Thus (6.7) together with (6.5) implies that if j is odd, then
H
2k
xj
n−2⊕
a=0
n⊕
i=0
IC(O2i12n−2i+1 ,C)[n− 2− 2a] ∼= H
2k
xj
(υ∗C[−]).
In view of (6.3), we conclude that IC(O2j12n+1−2j ,Ej), j odd, does not appear in the decom-
position of υ∗C[−].
By the discussion above, we can assume that
υ∗C[−] =
n−2⊕
a=0
n⊕
i=0
IC(O2i12n−2i+1 ,C)[n− 2− 2a](6.8)
⊕
[n
2
]⊕
i=1
ki⊕
ai=0
IC(O22i12n+1−4i ,E
⊕miai
2i )[ki − 2ai]⊕ · · ·
where the miai ’s are to be determined and · · · is a sum of IC complexes supported at 0. We
show that
(6.9) ki = n− 2i, m
i
0 = m
i
n−2i = 1.
Proof of (6.9). Note that in (6.6), H2k−2n+j+2(υ−10 (xj),C) 6= 0 if and only if 0 ≤ 2k − 2n +
j + 2 ≤ (n− j)(n− j + 1), i.e. if and only if
2n− j − 2 ≤ 2k ≤ (n− j)(n− j + 1) + 2n− j − 2,
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since dim υ−10 (xj) = (n− j)(n− j − 1)/2. Thus for all l > (n− 2i)(n− 2i+1)+ 2n− 2i− 2,
we must have
H
l−n2−2n+2
x2i
ki⊕
ai=0
IC(O22i12n+1−4i ,E
⊕miai
2i )[ki − 2ai] = 0,
i.e. for all l > n−2i−dimO22i12n+1−4i , H
l
x2i
⊕ki
ai=0
IC(O22i12n+1−4i ,E
⊕miai
2i )[ki−2ai] = 0. Thus
ki ≤ n− 2i. It remains to show that
mi0 = m
i
n−2i = 1.
We argue using induction on 1 ≤ i ≤ [n
2
]. Consider i = [n
2
]. If n is even, then it is easy to
see that IC(O2n1,En) is a direct summand. Assume that n is odd. Take j = n − 1 in (6.6)
we get H2k−2n+j+2(υ−10 (xj),C) 6= 0 if and only if 2k = n + 1, n− 1 (we have υ
−1
0 (xn−1) is a
nonsingular quadric in P2) and H2k−2n+j+2(υ−10 (xj),C) gives us a one-dimensional non-trivial
local system when 2k = n+ 1, n− 1. In view of (6.3), (6.7) and (6.6) we conclude that
IC(O2n−113 ,En−1)[−1]⊕ IC(O2n−113 ,En−1)[1] is a direct summand of υ∗C[−].
This proves (6.9) for i = [n
2
].
By induction hypothesis, suppose that (6.9) holds for all j < i. Let 2k = (n−2i)(n−2i+
1) + 2n− 2i− 2. Take the stalk at x2i of H
2k−n2−2n+2 in (6.8), we get
dimH2k−n
2−2n+2
x2i
ki⊕
ai=0
IC(O22i12n+1−4i ,E
⊕miai
2i )[ki − 2ai] = 1,
i.e. dimH
n−2i−dimO22i12n+1−4i
x2i
ki⊕
ai=0
IC(O22i12n+1−4i ,E
⊕miai
2i )[ki − 2ai] = 1,
here we use (6.6), (6.7) and the fact that
dimH2k−n
2−2n+2
x2i
[n
2
]⊕
j=i+1
n−2j⊕
aj=0
IC(O22j12n+1−4j ,E
⊕mjaj
2j )[n− 2j − 2aj ] = 0,
as 2k− n2 − 2n+ 2+ 2j(2n+ 1− 2j) + n− 2j − 2aj ≥ 4(j − i)(n+ 1− i− j) > 0. Thus we
can conclude now that min−2i = 1 which implies m
i
0 = 1. This completes the proof of (6.9).

Comparing with (6.1), we conclude that
F(IC(O22i12n+1−4i ,E2i)) = IC(g1,F2i)
and miai = 1 for all 0 ≤ ai ≤ n− 2i. This finishes the proof of Theorem 6.2.
Finally taking Fourier transform of (6.8) we obtain the decomposition in (6.2).
Corollary 6.4. (1) We have Hkxj IC(O2i12n−2i+1 ,C) = 0 for k odd and j ≤ i.
(2) We have HkxjIC(O22i12n−4i+1 ,E2i) = 0 for k odd and j ≤ i.
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Proof. Part (1) follows from equation (6.4), the fact that n2 + n is even and the fact that
Hodd(υ−10 (xj),C) = 0. Taking H
k
xj
on both sides of the equation (6.2), we see that part (2)
follows from the fact that n2 + n is even and the fact that Hodd(υ−1(xj),C) = 0. 
6.2. Proof of Theorem 6.1. Let us start with the matching for the IC(O2i12n−2i+1 ,C)’s
with i odd.
Proposition 6.5. If i is odd, then F(IC(O2i12n−2i+1 ,C)) = IC(g1,Li).
Proof. Assume that 2m ≤ n+ 1. Let us write Om = O3m−12112n−3m+2 . Consider the following
resolution map τm : O˜m → O¯m, where
O˜m = {(x, 0 ⊂ Vm−1 ⊂ Vm ⊂ V
⊥
m ⊂ V
⊥
m−1 ⊂ V = C
2n+1) | x ∈ g1, xVm = 0, xV
⊥
m ⊂ Vm−1}.
We show that
(6.10) IC(O22m−112n−4m+3 ,C) is a direct summand of τm∗C[−].
Recall that Oλ ⊂ O¯µ if and only if µ ≥ λ if and only if λ
t ≥ µt. Thus we have
O¯3i2j12n+1−3i−2j ⊃ O3i′2j′12n+1−3i′−2j′ if and only if i ≥ i
′, 2i+ j ≥ 2i′ + j′.
In particular, O22m−112n−4m+3 ⊂ O¯3i2j12n+1−3i+2j ⊂ O¯m if and only if i ≤ m − 1 and 2i + j =
2m− 1.
We show in [CVX1, Lemma 2.4], independently of this paper, that for i ∈ [0, m− 1] and
xi ∈ O3i22m−1−2i12n−4m+3+i , τ
−1
m (xi)
∼= OGr(m − 1 − i, 2m − 1 − 2i). It is then easy to check
that
(6.11) 2 dim τ−1m (xi) = codimO˜mOxi = (m− i− 1)(m− i).
Thus (6.10) follows from the discussion above, (6.11) and the decomposition theorem.
Consider the map
τˇm : {(x, 0 ⊂ Vm−1 ⊂ Vm ⊂ V
⊥
m ⊂ V
⊥
m−1 ⊂ C
2n+1) | x ∈ g1, xVm−1 ⊂ Vm, xVm ⊂ V
⊥
m } → g1.
We have that
(6.12) F(τm∗C[−]) ∼= τˇm∗C[−].
By Theorem 5.1, F(IC(O22m−112n−4m+3 ,C)) = IC(g1,Li) for some i ∈ [1, n]. We show in
[CVX1, Remark 4.10], again independently of this paper, that among the IC(g1,Li)’s (i ≥ 1),
only IC(g1,L2j−1), 1 ≤ j ≤ m, appear in the decomposition of τˇm∗C[−]. Thus by induction
on m, (6.10) and (6.12) imply that
F(IC(O22m−112n−4m+3 ,C)) = IC(g1,L2m−1).

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So Theorem 6.1 is now reduced to the statement that for even i,
F(IC(O2i12n−2i+1 ,C)) = IC(g1,Li).
For this we observe that dimLi 6= dimLj for i 6= j, hence it suffices to show that the generic
rank of F(IC(O2i12n−2i+1 ,C)) is equal to dimLi.
We make use of the theory of characteristic cycles to compute the generic rank of
F(IC(O2i12n−2i+1 ,C)). Recall the following facts about characteristic cycles (see [KS]):
(1) The Fourier transform preserves the characteristic cycle of conic sheaves.
(2) Let F be an irreducible perverse sheave on g1 and let r be the generic rank of F.
Then the characteristic cycle of F, denoted by CC(F), satisfies
CC(F) = r · (T ∗g1g1) + · · ·
We will prove the following equality of characteristic cycles.
Proposition 6.6. Assume that i is even. We have
CC(IC(O2i12n−2i+1 ,C)) = CC(IC(O2i12n−2i+1 ,Ei)) + CC(IC(O2i−112n−2i+3 ,C)).
In Theorem 6.2 we have shown that for even i, the generic rank of F(IC(O2i12n−2i+1 ,Ei)) is
dimFi. This together with the equality above imply Theorem 6.1. Indeed, using Propositions
6.5 and 6.6 we see that
CC(F(IC(O2i12n−2i+1 ,C))) = CC(F(IC(O2i12n−2i+1 ,Ei))) + CC(F(IC(O2i−112n−2i+3 ,C)))
= CC(IC(g1,Fi)) + CC(IC(g1,Li−1)) = r · (T
∗
g1
g1) + · · ·
where
r = dimFi + dimLi−1 =
(
2n
i
)
−
(
2n
i− 2
)
+
(
2n+ 1
i− 1
)
=
(
2n+ 1
i
)
= dimLi.
Hence the generic rank of F(IC(O2i12n−2i+1 ,C)) is equal to dimLi, and the theorem follows.
It remains to prove Proposition 6.6. This is done in the next subsection.
6.3. Proof of Proposition 6.6. Recall that for any variety X and F ∈ D(X) we can
consider the corresponding local Euler characteristic function
χ(F) : X → Z
defined by
χ(F)x =
∑
(−1)i dim(HixF).
We have the following fact
Fact 6.7 ([KS], Theorem 9.7.11). Let F1,F2 ∈ D(X). Then CC(F1) = CC(F2) if and only
if χ(F1) = χ(F2).
By the fact above we are reduced to show the following:
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Proposition 6.8. For even i, we have
χ(IC(O2i12n−2i ,C)) = χ(IC(O2i12n−2i ,Ei)) + χ(IC(O2i−112n−2i+2 ,C)).
In §7 Theorem 7.1 and Theorem 7.2, we show that
(6.13) χ(IC(O2i12n−2i+1 ,C)) = χ(IC(O
′
2i12n−2i ,C)) for all i
(6.14) χ(IC(O2i12n−2i+1 ,Ei)) = χ(IC(O
′
2i12n−2i ,E
′
i)) for even i,
where O′2i12n−2i is the nilpotent Sp(2n)-orbit in sp(2n) corresponding to the partition 2
i12n−2i
and E′i is the unique non-trivial irreducible Sp(2n)-equivariant local system on O
′
2i12n−2i .
As such, we prove the proposition above making use of the classical Springer correspon-
dence for symplectic group Sp(2n). As discussed earlier, this will complete the proof of
Theorem 6.1.
Proof of Proposition 6.8. The proof is reduced to proving the following: for even i, j ≤ i,
and x′j ∈ O
′
2j12n−2j we have
(6.15) χ(IC(O′2i12n−2i ,C))x′j = χ(IC(O
′
2i12n−2i ,E
′
i))x′j + χ(IC(O
′
2i−112n−2i+2 ,C))x′j .
We will show that
χ(IC(O′2i12n−2i ,C))x′j = χ(IC(O
′
2i−j12n−2i ,C))0(6.16)
χ(IC(O′2i−j12n−2i ,C))0 =
(
n− j
[ i−j
2
]
)
(6.17)
χ(IC(O′22i12n−4i ,E2i))x′j =
(
n− j
i− j
2
)
−
(
n− j
i− j
2
− 1
)
if j is even,(6.18)
χ(IC(O′22i12n−4i ,E
′
2i))x′j = 0 if j is odd.(6.19)
The equality (6.15) follows. 
Proof of (6.16). The equality (6.16) follows from (6.13) and Proposition 7.11 (see §7.5),
which states that HkxIC(O2i12n−2i+1 ,C) = H
k+sj
0 IC(O2i−j12n−2i+1 ,C) (sj = j(2n + 1 − j)).
Indeed, since sj is even, we have
χ(IC(O′2i12n−2i ,C))x′j =
∑
(−1)k dimHkx′j IC(O
′
2i12n−2i ,C)
=
∑
(−1)k+sj dimH
k+sj
0 IC(O
′
2i−j12n−2i ,C) = χ(IC(O
′
2i−j12n−2i ,C))0.

Proof of (6.17) and (6.18). We work in the classical Springer correspondence setting for
sp(2n). Let N = Nsp(2n) and G = Sp(2n) in this proof. Recall that we have the Springer
resolution ϕ : N˜→ N and
(6.20) ϕ∗C[−] ∼=
⊕
(O,L)
IC(O,L)⊗ VO,L.
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Here (O,L) runs through the pairs consisting of a nilpotent G-orbit O ⊂ N and an irreducible
G-equivarant local system on O, that appear in the Springer correspondence. Moreover VO,L
denotes the irreducible Weyl group representation corresponding to the pair (O,L) under
Springer correspondence. It follows that
(6.21) χ(IC(O,L))x = [VO,L : H
∗(Bx,C)]
for x ∈ O¯. Here Bx = ϕ
−1(x) is the Springer fiber and [VO,L : H
∗(Bx,C)] denotes the
multiplicity of VO,L in the Weyl group representation H
∗(Bx,C).
Let us denote the Weyl group of type Cn by Wn. It is well known that the irreducible
representations of Wn are parametrized by pairs of partitions (α)(β) such that |α|+ |β| = n.
Lusztig in [L1] has computed the (generalized) Springer correspondence explicitly. In our
case, we have
V(O′
22i12n−4i
,C) = (1
i)(1n−i), V(O′
22i−112n−4i+2
,C) = (1
n−i+1)(1i−1),(6.22)
V(O′
22i12n−4i
,E′2i)
= (0)(2i1n−2i),(6.23)
and IC(O′22i−112n−4i+2 ,E
′
2i−1) does not appear in the decomposition of ϕ∗C[−]. It follows from
(6.21) and (6.22) that
χ(IC(O′2i12n−2i ,C))0 = [V(O′
2i12n−2i
,C) : H
∗(B,C)] = dimV(O′
2i12n−2i
,C) =
(
n
[ i
2
]
)
.
This proves (6.17).
We prove (6.18). Recall that Hodd(Bx,C) = 0 (see [CLP]) and if x ∈ LieL is regular
nilpotent, we have (see [L3])
(6.24)
∑
H2k(Bx,C) = Ind
Wn
WL
C,
where L is a Levi subgroup of G and WL is the Weyl group of L.
Consider our elements x′j ∈ O
′
2j12n−2j , where j ≤ 2i. Assume that j = 2j0. We can find a
Levi subgroup L ⊂ Sp(2n) such that L ∼= GL(2)× · · · ×GL(2) (j0 copies) ⊂ L0 = GL(n),
and x′j ∈ LieL is regular, where L0 is a Levi subgroup of a maximal parabolic subgroup. We
have WL ∼= S2 × · · · × S2 (j0 copies) ⊂ Sn. Thus
χ(IC(O′22i12n−4i ,E
′
2i))x′j
(6.21)
= [V(O′
22i12n−4i
,E′2i)
, H∗(Bx′j ,C)]
(6.23) (6.24)
= [(0)(2i1n−2i), IndWnWLC]
= [(0)(2i1n−2i), IndWnSn Ind
Sn
WL
C] = [ResWnSn (0)(2
i1n−2i), IndSnWLC]Sn
= [(2i1n−2i), IndSnWLC]Sn = [2
i1n−2i, H∗(B
GL(n)
2j01n−2j0
,C)]Sn = χ(IC(O2i1n−2i ,C))
GL(n)
2j01n−2j0
.
Here in the last two equalities, B
GL(n)
2j01n−2j0
denotes the Springer fiber of an element in the nilpo-
tent orbit corresponding to the partition 2j01n−2j0 in gl(n), and χ(IC(O2i1n−2i ,C))
GL(n)
2j01n−2j0
is
defined analogously in GL(n). Now it follows from the classical result for GL(n) that
χ(IC(O2i1n−2i ,C))
GL(n)
2j01n−2j0
= K2i1n−2i,2j01n−2j0 = K2i−j01n−2i,1n−2j0 =
(
n− 2j0
i− j0
)
−
(
n− 2j0
i− j0 − 1
)
,
where Kλ,µ denotes the Kostka number. This proves (6.18).
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Proof of (6.19). Let xj ∈ O2j12n−2j+1 , where j is odd. In view of (6.14), it suffices to show
that χ(IC(O22i12n−4i+1 ,E2i))xj = 0. We prove this using the decomposition in (6.2) (see §6.1)
υ∗C[n2 + 2n− 2] ∼=
n−2⊕
a=0
n⊕
i=0
IC(O2i12n−2i+1 ,C)[n− 2− 2a]
⊕
[n
2
]⊕
i=1
n−2i⊕
ai=0
IC(O22i12n+1−4i ,E2i)[n− 2i− 2ai]⊕
n⊕
a=0
IC(O12n+1 ,C)[n− 2a].
Note that Hoddxj IC(O2i12n+1−2i ,C) = H
odd
xj
IC(O22i12n+1−4i ,E2i) = 0 (see Corollary 6.4). Thus
χ(IC(O22i12n+1−4i ,E2i))xj ≥ 0. It follows from the decomposition above that
χ(H∗(υ−1(xj),C) = (n− 1)
n∑
i=j
χ(IC(O2i12n+1−2i ,C))xj +
∑
j≤2i≤n
χ(IC(O22i12n+1−4i ,E2i))xj .
We have χ(H∗(υ−1(xj),C) = (n − 1)2n−j (here υ−1(xj) is a quadric bundle over OGr(n −
j, 2n− 2j +1) with fibers having euler characteristic n− 1, see §6.1). Thus equations (6.13)
and (6.17) imply that
n∑
i=j
χ(IC(O2i12n+1−2i ,C))xj =
n∑
i=j
(
n− j
[ i−j
2
]
)
= 2n−j.
It follows that χ(IC(O22i12n+1−4i ,E2i))xj = 0. 
The proof of Proposition 6.6 is complete. This completes the proof of Theorem 6.1.
7. Stalks of the IC sheaves on nilpotent orbits of order two
In this section we establish a remarkable isomorphism between stalks of the IC sheaves
supported on nilpotent orbits of order two and stalks of the IC sheaves supported on nilpotent
orbits of order two in sp(2n). More precisely, let Nsp(2n) denote the nilpotent cone of sp(2n).
Let O′2i12n−2i ⊂ Nsp(2n) denote the nilpotent orbit corresponding to the partition 2
i12n−2i. We
have dimO′2i12n−2i = dimO2i12n−2i+1 = i(2n + 1− i), and for each i ≥ 1, there exits a unique
nontrivial irreducible Sp(2n)-equivariant local system E′i on O
′
2i12n−2i .
We have the following theorems (which was used in the proof of Theorem 6.1 in §6). We
remark that the proofs of these theorems are independent of §6.
Theorem 7.1. For x ∈ O2j12n−2j+1 , x
′ ∈ O′2j12n−2j , we have
H
k
xIC(O2i12n−2i+1 ,C) ≃ H
k
x′IC(O
′
2i12n−2i ,C).
Theorem 7.2. Assume that i is even. For x ∈ O2j12n−2j+1 , x
′ ∈ O′2j12n−2j , we have
H
k
xIC(O2i12n−2i+1 ,Ei) ≃ H
k
x′IC(O
′
2i12n−2i ,E
′
i).
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Remark 7.3. Note that, in general, the singularities for O¯2i12n−2i+1 and O¯
′
2i12n−2i are non-
isomorphic. For example, the Euler obstruction Eu(0,O′min) for the minimal orbit O
′
min :=
O′2112n−2 is zero (see [EM]). On the other hand, using
CC(IC(Omin,C)) = CC(F((IC(Omin,C))) = CC(IC(g1,L1))
and dimL1 = 2n + 1 (see Theorem 6.1), one can check that Eu(0,Omin) = 2n, where
Omin := O2112n−1 .
7.1. Resolutions. For the proof of Theorem 7.1 and Theorem 7.2 we need several prelimi-
nary steps. We begin with the construction of resolutions of O¯2i12n+1−2i and O¯
′
2i12n−2i .
For the orbit O2i12n+1−2i ⊂ N1, 1 ≤ i ≤ n, consider Reeder’s resolution map of O¯2i12n+1−2i ,
σi : {(x, 0 ⊂ Vi ⊂ V
⊥
i ⊂ V = C
2n+1) | x ∈ g1, xV ⊂ Vi} → O¯2i12n+1−2i .
For the orbit O′2i12n−2i ⊂ Nsp(2n), we have the following resolution map for O¯
′
2i12n−2i ([He])
τi : {(x, 0 ⊂ Ui ⊂ U
⊥
i ⊂ U = C
2n) | x ∈ sp(2n), xU ⊂ Ui} → O¯
′
2i12n−i .
Here U is a 2n-dimensional vector space equipped with a non-degenerate symplectic form
〈, 〉 such that sp(2n) = sp(U, 〈, 〉), dimUi = i and U
⊥
i = {u ∈ U | 〈u, Ui〉 = 0}.
We show that for x ∈ O2j12n−2j+1 and x
′ ∈ O′2j12n−2j , j ≤ i,
We have dim σ−1i (x) = dim τ
−1
i (x
′). Moreover, H∗(σ−1i (x),C) ≃ H
∗(τ−1i (x
′),C).(7.1)
The action of A(x) := ZK(x)/ZK(x)
0 (resp. A′(x′) := ZSp(2n)(x
′)/ZSp(2n)(x
′)0)(7.2)
on H∗(σ−1i (x),C) (resp. H
∗(τ−1i (x
′),C)) is trivial.
Let sij = 2dim(σ
−1
i (xj)) − codimO2j12n−2j+1 = 2(i − j)(n − i), where xj ∈ O2j12n−2j+1 . It
follows from (7.1) and (7.2) that
Lemma 7.4. We have
(σi)∗C[−] =
i⊕
j=0
sij⊕
k=0
IC(O2j12n−2j+1 ,C
ti
jk)[±k](7.3)
(τi)∗C[−] =
i⊕
j=0
sij⊕
k=0
IC(O′2j12n−2j ,C
(ti
jk
)′)[±k],(7.4)
here tiik = (t
i
ik)
′ = δk,0.
We prove (7.1) and (7.2). For (7.1), we show that
(7.5) σ−1i (x)
∼= OGr(i− j, 2n− 2j + 1) and τ−1i (x
′) ∼= SpGr(i− j, 2n− 2j).
For (7.2), we show that the action of A(x) (resp. A′(x′)) on σ−1i (x) (resp. τ
−1
i (x
′)) is trival,
thus inducing a trivial action on H∗(σ−1i (x),C) (resp. H
∗(τ−1i (x
′),C)).
Let us consider the case of x ∈ O2j12n+1−2j first. Take a basis {vl, xvl, l ∈ [1, j], ws, s ∈
[1, 2n + 1 − 2j]} of V as in Lemma 2.2. In terms of this basis, the fiber σ−1i (x) can be
39
described as follows. It consists of the flags 0 ⊂ Vi ⊂ V
⊥
i ⊂ C
2n+1, where Vi = Span{xvk, k ∈
[1, j]} ⊕Wi−j and Wi−j ⊂ Span{ws, s ∈ [1, 2n + 1 − 2j]} is such that Wi−j ⊂ W
⊥
i−j. Thus
(7.5) holds in this case.
Define g ∈ ZK(x) as follows. When j is odd, let gvk = −vk, gws = ws; when j is even, let
gv1 = v2, gv2 = v1, gvk = vk, k 6= 1, 2, gws = ws. (Note that the actions of g on other basis
vectors are determined by the property that g ∈ ZK(x).) It is easy to see that g /∈ ZK(x)
0.
Thus we can identify A(x) with {g, 1}. Now it is easy to see that A(x) fixes each flag in
σ−1i (x), thus acting trivially.
The proof for the case of x′ ∈ O′2j12n−2j is entirely similar. There exist vectors
v′1, . . . , v
′
j , w
′
1, . . . , w
′
n−j, u
′
1, . . . , u
′
n−j ∈ U = C
2n such that x
′2v′l = 0, l ∈ [1, j], x
′w′s =
x′u′s = 0, s ∈ [1, n− j], U = Span{v
′
l, x
′v′l, l ∈ [1, j], w
′
s, u
′
s, s ∈ [1, n− j]}, and
〈v′k, v
′
l〉 = 〈v
′
k, w
′
s〉 = 〈v
′
k, u
′
s〉 = 〈w
′
s, w
′
t〉 = 〈u
′
s, u
′
t〉 = 0, 〈v
′
k, x
′v′l〉 = δk,l, 〈w
′
s, u
′
t〉 = δs,t.
(Note that 〈x′v, w〉 = −〈v, x′w〉 as x′ ∈ sp(2n).) In terms of this basis, the fiber τ−1i (x
′)
can be described as follows. It consists of the flags 0 ⊂ Ui ⊂ U
⊥
i ⊂ C
2n, where Ui =
Span{x′v′k, 1 ≤ k ≤ j} ⊕ W
′
i−j and W
′
i−j ⊂ Span{w
′
s, u
′
s, 1 ≤ s ≤ n − j} is such that
W ′i−j ⊂W
′⊥
i−j .
Define g′ ∈ ZSp(2n)(x
′) as follows. When j is odd, let g′v′k = −v
′
k, gw
′
s = w
′
s, gu
′
s = u
′
s;
when j is even, let g′v′1 = v
′
2, g
′v′2 = v
′
1, g
′v′k = v
′
k, k
′ 6= 1, 2, g′w′s = w
′
s, g
′u′s = u
′
s. As before
we can identify A′(x′) with {g′, 1}and it is easy to see that A′(x′) fixes each flag in τ−1i (x
′),
thus acting trivially.
7.2. The maps σ˜i and τ˜i. We preserve the notations from §7.1. For the proof of Theorem
7.2, we need the following auxiliary maps.
For O2i12n−2i+1 ⊂ N1, consider the map
σ˜i : {(x, 0 ⊂ Vi−1 ⊂ Vi ⊂ V
⊥
i ⊂ V
⊥
i−1 ⊂ V ) | x ∈ g1, xV ⊂ Vi, xV
⊥
i−1 ⊂ Vi−1} → O¯2i12n+1−2i .
For O′2i12n−2i ⊂ Nsp(2n), consider the following map
τ˜i : {(x
′, 0 ⊂ Ui−1 ⊂ Ui ⊂ U
⊥
i ⊂ U
⊥
i−1 ⊂ U) | x
′ ∈ sp2n, x
′U ⊂ Ui, x
′U⊥i−1 ⊂ Ui−1} → O¯
′
2i12n−2i .
We show that for x ∈ O2j12n−2j+1 and x
′ ∈ O′2j12n−2j , j ≤ i,
We have dim σ˜−1i (x) = dim τ˜
−1
i (x
′) and H∗(σ˜−1i (x),C) ≃ H
∗(τ˜−1i (x
′),C), the(7.6)
latter isomorphism is compatible with the actions of A(x) and A′(x′).
(7.7)
For odd i, A(x) (resp. A′(x′)) acts trivially on H∗(σ˜−1i (x),C) (resp. H
∗(τ˜−1i (x
′),C)).
It follows that
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Lemma 7.5. We have
(σ˜i)∗C[−] =
⊕
k≥0
IC(O2j12n−2j+1 ,C
mi
jk)[±k]
⊕
j even, k≥0
IC(O2j12n−2j+1 ,E
ai
jk
j )[±k](7.8)
(τ˜i)∗C[−] =
⊕
k≥0
IC(O′2j12n−2j ,C
(mi
jk
)′)[±k]
⊕
j even, k≥0
IC(O′2j12n−2j , (E
′
j)
(ai
jk
)′)[±k].(7.9)
We prove (7.6) and (7.7) in the reminder of this subsection.
The fiber σ˜−1i (x) is a quadric bundle over σ
−1
i (x)
∼= OGr(i− j, 2n− 2j + 1) with fibers a
quadric
∑j
s=1 b
2
s = 0 in P
i−1 = {[b1 : b2 : · · · : bi]}. More precisely, we have an obvious map
π : σ˜−1i (x)→ σ
−1
i (x),
(0 ⊂ Vi−1 ⊂ Vi ⊂ V
⊥
i ⊂ V
⊥
i−1 ⊂ V ) := (Vi−1 ⊂ Vi) 7→ (0 ⊂ Vi ⊂ V
⊥
i ⊂ V ) := (Vi)
by forgetting Vi−1. Now we describe the fibers of π. Recall that if (Vi) ∈ σ
−1
i (x), then there
existsWi−j ⊂ Span{wk, k ∈ [1, 2n+1−2j]} withWi−j ⊂W
⊥
i−j such that Vi = Span{xvk, k ∈
[1, j]} ⊕Wi−j . Let [b1 : b2 : · · · : bi] be the homogenous coordinates of P(Vi) given by the
basis {xvk, k ∈ [1, j], w˜l, l ∈ [1, i − j]} of Vi, where {w˜l} is a basis of Wi−j. It is easy to
check that the fibers of π are isomorphic to the quadric Q :
∑j
s=1 b
2
s = 0 in P(Vi) ∼= P
i−1. It
follows that
H∗(σ˜−1i (x),C) ∼= H
∗(Q,C)⊗H∗(σ−1i (x),C).
We describe the action of A(x) on H∗(σ˜−1i (x),C). As we have shown that A(x) acts trivially
on H∗(σ−1i (x),C), it suffices to describe the action of A(x) on H
∗(Q,C).
We claim that if j is odd, then A(x) acts on H∗(Q,C) trivially, thus acting trivially on
H∗(σ˜−1i (x),C), and if j is even, then A(x) acts on H
2k(Q,C) trivially if 2k 6= 2i− j − 2 and
H2i−j−2(Q,C) ∼= C⊕ E. This follows from the following lemma.
Lemma 7.6. Let Q be the quadric given by the equation
∑k
i=1 a
2
i = 0 in P
n−1 with coordi-
nates [a1, . . . , an] and consider the automorphism γ of Pn−1 given by γ[a1, a2, a3, . . . , an] =
[a2, a1, a3, . . . , an]. If k is odd, then γ acts trivially on H
∗(Q,C). If k is even, γ acts trivially
on H2j(Q) for j 6= 2n − k − 2 and the action on the two dimensional space H2n−k−2(Q,C)
has eigenvalues 1 and −1.
Proof. The quadric Q is the join of the nonsingular quadric Q˜ in Pk−1 ⊂ Pn−1 given by∑k
i=1 a
2
i = 0 and the linear subspace L of dimension n − k − 1 given by a1 = · · · = ak = 0.
Now Q−L is an affine space bundle over Q˜ of fiber dimension n− k. Thus, H ic(Q−L,C) =
H i−2n+2k(Q˜,C). As Q˜ and L only have (compactly supported) cohomology in even degrees
we conclude that
H i(Q,C) = H i−2n+2k(Q˜,C)⊕H i(L,C)
The automorphism γ of course acts trivially on the cohomology of Pn−1 and hence it acts
trivially on the cohomology of L (it even acts trivially on L itself). Thus we are reduced to
consider the action of γ on the cohomology of Q˜. The action on the non-primitive cohomology
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is trivial and so the only possibly nontrivial action is on Hk−2prim(Q˜,C). If k is odd, this group
is zero and so we are reduced to the case of k even.
Assume that k is even and k = 2k0. The variety of (k0 − 1)-planes contained in Q˜ has
two disjoint irreducible components, which can be identified with the two disjoint irreducible
components of the variety of maximal isotropic spaces in C2k0 (equipped with the standard
bilinear form). It is clear that γ, regarded as an element in O2k0 −SO2k0, interchanges these
two irreducible components. Now Reid in [Re, Theorem 1.12] has shown that Hk−2(Q˜,C) =
span(a, b), where a and b are the classes of (k0−1)-planes from the two families respectively.
Thus our lemma follows. 
The fiber τ˜−1i (x
′) is a quadric bundle over τ−1i (x
′) ∼= SpGr(i − j, 2n − 2j) with fibers a
quadric
∑j
s=1 b
2
s = 0 in P
i−1. Entirely similarly, one checks that (1) and (2) hold and that
the action of A′(x′) on τ˜−1i (x
′) is the same as that of A(x) on σ˜−1i (x).
7.3. Proof of Theorem 7.1. Let σi, τi be the resolution of O¯2i12n−2i+1 , O¯
′
2i12n−2i defined in
§7.1. We begin with the following lemma.
Lemma 7.7. Let i ∈ [1, n]. Assume that ti
′
jk = (t
i′
jk)
′ for all j, k, and all i′ ≤ i in (7.3) and
(7.4). Then we have
H
l
xIC(O2i12n−2i+1 ,C) ≃ H
l
x′IC(O
′
2i12n−2i ,C)
for x ∈ O2j12n−2j+1 , x
′ ∈ O′2j12n−2j and j ≤ i.
Proof. We prove the lemma by induction on i. The case when i = 1 is clear. In fact, we only
need to check the conclusion of the lemma for j = 0. We have
(σ1)∗C[−] = IC(O2112n−1 ,C)⊕
⊕
k≥0
IC(O12n+1 ,C
t10k)[±k].
(τ1)∗C[−] = IC(O′2112n−2 ,C)⊕
⊕
k≥0
IC(O12n ,C
(t10k)′)[±k].
It is clear that Hl0IC(O2112n−1 ,C) ∼= H
l
0IC(O
′
2112n−2 ,C) as they are determined by the coho-
mology of σ−11 (0)
∼= τ−11 (0) and the numbers (t
1
0k) = (t
1
0k)
′ in the same way.
By induction hypothesis, we can assume that for s < i
(7.10) HkxIC(O2s12n−2s+1 ,C) ≃ H
k
x′IC(O
′
2s12n−2s ,C).
Recall that
(σi)∗C[−] = IC(O2i12n−2i+1 ,C)⊕
⊕
s<i
IC(O2s12n−2s+1 ,C
ti
sk)[±k].
This implies that the stalks of IC(O2i12n−2i+1 ,C) are uniquely determined by i) the stalks of
IC(O2s12n−2s+1 ,C) for s < i, ii) the cohomology groups of the fibers of the map σi, and iii)
the numbers tisk, s < i. Similarly, the stalks of IC(O
′
2i12n−2i ,C) are uniquely determined, in
the same way, by i) the stalks of IC(O′2s12n−2s ,C) for s < i, ii) the cohomology groups of the
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fibers of the map τi, and iii) the numbers (t
i
sk)
′, s < i. Now the desired claim follows form
(7.10), (7.1), and the assumption that tijk = (t
i
jk)
′. 
By the lemma above, to prove Theorems 7.1, it suffices to show the following
Lemma 7.8. We have tijk = (t
i
jk)
′.
Proof. We argue by induction on i. The case when i = 1 is easy to check, i.e. we have that
t10,k = (t
1
0,k)
′ = 1 when k ∈ [0, s1j] and k is even, and t
1
0k = (t
1
0k)
′ = 0 otherwise.
So by induction hypothesis we can assume that for all s < i, tsjk = (t
s
jk)
′. By lemma 7.7,
we have for s < i,
(7.11) HkxIC(O2s12n−2s+1 ,C) ≃ H
k
x′IC(O
′
2s12n−2s ,C)
for x ∈ O2j12n−2j+1 , x
′ ∈ O′2j12n−2j and j ≤ s.
We show that tijk = (t
i
jk)
′ by induction on j. The case j = i is clear. So by induction, we
can assume that tij′k = (t
i
j′k)
′ holds for j < j′ ≤ i. Then, for xj ∈ O2j12n−2j+1 , we have
(7.12) (σi)∗C[−]|xj = IC(O2i12n−2i+1 ,C)|xj ⊕
⊕
j≤j′<i
IC(O2j′12n−2j′+1 ,C
ti
j′k)[±k]|xj .
Since the stalk IC(O2i12n−2i+1 ,C)|xj is concentrated in degree < − dimO2j12n−2j+1 and
IC(O2j12n−2j+1 ,C
ti
jk)[−k] is concentrated in degree ≥ − dimO2j12n−2j+1 , the decomposition
in (7.12) implies the multiplicity numbers tijk are uniquely determined by i) the cohomology
of σ−1i (xj) and ii) the stalks IC(O2j′12n−2j′+1,C
ti
j′k)|xj for j < j
′ < i. The numbers (tijk)
′ are
determined, in the same manner, by the corresponding data. Now since tij′k = (t
i
j′k)
′ for
j′ > j (by induction) the desired equality tijk = (t
i
jk)
′ follows from (7.11). 
This completes the proof of Theorem 7.1.
7.4. Proof of Theorem 7.2. Let σ˜i, τ˜i be the maps introduced in §7.2. We only make use
of the maps when i is even. We begin with the following lemma
Lemma 7.9. Let i ∈ [1, n] be even. Assume that mi
′
jk = (m
i′
jk)
′, ai
′
jk = (a
i′
jk)
′ for all i′ ≤ i
even and all j, k in (7.8) and (7.9). Then we have
H
l
xIC(O2i12n−2i+1 ,Ei) ≃ H
l
x′IC(O
′
2i12n−2i ,E
′
i)
for x ∈ O2j12n−2j+1 , x
′ ∈ O′2j12n−2j , and j ≤ i.
Proof. The proof is entirely similar to that of Lemma 7.7. We argue by induction on
even i and we use Theorem 7.1. Note that if i is even, then in the decomposition of
(τ˜i)∗C[−], (σ˜i)∗C[−], we have aiik = (a
i
ik)
′ = δ0,k. Hence
(σ˜i)∗C[−] = IC(O2i12n−2i+1 ,Ei)⊕
⊕
j<i, j even
IC(O2j12n−2j+1 ,E
ai
jk
j )[±k]
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⊕
⊕
j≤i
IC(O2j12n−2j+1 ,C
mi
jk)[±k]
Now the same type of induction argument as in the proof of Lemma 7.7, (7.6), and the
assumption mijk = (m
i
jk)
′, aijk = (a
i
jk)
′, imply the desired isomorphism. 
By the lemma above, to prove Theorem 7.2, it suffices to show the following
Lemma 7.10. We have mijk = (m
i
jk)
′ and aijk = (a
i
jk)
′.
Proof. We argue by induction on i, entirely similarly as in the proof of Lemma 7.8. Consider
the complex
(σ˜i)∗C[−]|xj = IC(O2i12n−1i+1 ,Ei)|xj ⊕
⊕
IC(O2i12n−1i+1 ,C)[±k]|xj
⊕
⊕
j≤j′<i
IC(O2j′12n−2j′+1,E
ai
j′k
j )[±k]|xj ⊕
⊕
j≤j′<i
IC(O2j′12n−2j′+1,C
mi
j′k)[±k]|xj
Observe that since IC(O2i12n−2i+1 ,Ei)|xj is concentrated in degree < − dimO2j12n−2j+1 and
both IC(O2j12n−2j+1 ,C
mi
jk)[−k]|xj , IC(O2j12n−2j+1 ,E
ai
jk
j )[−k]|xj are concentrated in degree ≥
− dimO2j12n−2j+1 , the above decomposition implies that the multiplicitiesm
i
jk, a
i
jk are uniquely
determined by the cohomology of σ˜−1i (xj) (as an representation of the A(xj)) and the stalks
IC(O2j′12n−2j′+1 ,C
mi
j′k)|xj and IC(O2j′12n−2j′+1,E
ai
j′k
j′ )|xj for j < j
′ < i. Again, the numbers
(mijk)
′, (aijk)
′ are determined, in the same manner, by the corresponding data for τ˜i.
Now by induction, we can assume msjk = (m
s
jk)
′, asjk = (a
s
jk)
′ for s < i. By Lemma 7.9, we
can further assume the stalks for the intersection cohomology complexes IC(O2j′12n−2j′+1,Ej′)
and IC(O′
2j′12n−2j′
,E′j′) are the same for j
′ < i and j′ even. Since the action of A(xj) on the
fibers σ˜−1(xj) and τ˜
−1(x′j) are isomorphic by (7.6), the identity m
i
jk = (m
i
jk)
′, aijk = (a
i
jk)
′
follows from the observation above. 
This completes the proof of Theorem 7.2.
7.5. Reduction of stalks. In this subsection we prove the following proposition which was
used in the proof of (6.16). Again, the proof is independent of results from §6.
Proposition 7.11. Let j ≤ i and set
sj = dimO2i12n−2i+1 − dimO2i−j12n−2i+1 = j(2n+ 1− j).
Then for x ∈ O2j12n−2j+1 , we have
H
k
xIC(O2i12n−2i+1 ,C) = H
k+sj
0 IC(O2i−j12n−2i+1 ,C).
The proof of Proposition 7.11 is quite similar to that of Theorem 7.1. We start with the
following lemma. Recall the multiplicity numbers (til,k) in (7.3). In the remainder of this
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subsection let us write the maps as σni and the numbers as (t
i
l,k)n to indicate that the ambient
symmetric pair is (SL(2n + 1), SO(2n+ 1)).
Lemma 7.12. Let i ∈ [1, n]. Assume that (ti
′
l,k)n = (t
i′−j
l−j,k)n−j for all j ≤ l < i
′ and all
i′ ≤ i. Then
H
k
xIC(O2i12n−2i+1 ,C) = H
k+sj
0 IC(O2i−j12n−2i+1 ,C)
for x ∈ O2j12n−2j+1 .
Proof. The conclusion of the lemma obviously holds in the case when i = 1. By induction
on i, we can assume that
(7.13) HkxIC(O2s12n−2s+1 ,C) = H
k+sj
0 IC(O2s−j12n−2s+1 ,C)
for s < i. Consider the following decompositions
(7.14) (σni )∗C[−]|x = IC(O2i12n−2i+1 ,C)|x ⊕
⊕
j≤l<i
IC(O2l12n−2l+1 ,C
(ti
lk
)n)[±k]|x.
(7.15) (σn−ji−j )∗C[−]|0 = IC(O2i−j12n−2i+1 ,C)|0 ⊕
⊕
j≤l<i
IC(O2l−j12n−2l+1 ,C
(ti−j
l−j,k)n−j )[±k]|0.
Since (til,k)n = (t
i−j
l−j,k)n−j by assumption, by taking H
k
x (resp. H
k+sj
0 ) on both sides of (7.14)
(resp. (7.15)) and using (7.13), we see that
H
k
xIC(O2i12n−2i+1 ,C) ≃ H
k+sj
0 IC(O2i−j12n−2i+1 ,C)
if and only if
(7.16) Hk+d
n
i ((σni )
−1(x),C) ≃ Hk+d
n−j
i−j +sj(=k+d
n
i )((σn−ji−j )
−1(0),C).
Here dni := dimO2i12n−2i+1 . But since (σ
n
i )
−1(x) ≃ (σn−ji−j )
−1(0) ≃ OGr(i − j, 2n − 2j + 1),
(7.16) is true. We are done.

The proof of Proposition 7.11 is reduced to the proof of the following lemma.
Lemma 7.13. We have (til,k)n = (t
i−j
l−j,k)n−j for j ≤ l < i.
Proof. We argue by induction on i. For i = 1 it is clear. By induction hypothesis we can
assume that (tsl,k)n = (t
s−j
l−j,k)n−j for s < i and by Lemma 7.12 we can further assume that
H
k
xIC(O2s12n−2s+1 ,C) = H
k+sj
0 IC(O2s−j12n−2s+1 ,C)
for s < i.
We show that (til,k)n = (t
i−j
l−j,k)n−j by induction on l. Clearly for l = i we have (t
i
i,k)n =
(ti−ji−j,k)n−j = δ0,k. So by induction, we can assume that (t
i
l′,k)n = (t
i−j
l′−j,k)n−j for l < l
′ ≤ i.
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Let x ∈ O2l12n−2l+1 , x
′ ∈ O2l−j12n−2l+1 . Since IC(O2i12n−2i+1 ,C)|x is concentrated in degree
< −dnl , taking H
−dn
l
+k
x on both side of (7.14), we get
(tilk)n = dimH
k−dn
l
+dni ((σni )
−1(x),C)− dim(
⊕
l<l′<i
H
k−dn
l
x
⊕
k′
IC(O2l′12n−2l′+1,C
(ti
l′k′
)n)[±k′])
= dimHk−d
n−j
l−j +d
n−j
i−j ((σn−ji−j )
−1(x′),C)
− dim(
⊕
l<l′<i
H
k−dn−j
l−j
x′
⊕
k′
IC(O2l′−j12n−2l′+1 ,C
(ti−j
l′−j,k′
)n−j )[±k′]) = (ti−jl−j,k)n−j .
This finishes the proof of the lemma. 
8. Cohomology of Fano varieties of k-planes in complete intersections
In this section we compute, as an application of our results, the cohomology of Fano
varieties of k-planes in the smooth complete intersection of two quadrics in P2n; we denote
these Fano varieties by Fano2nk . Note that Fano
2n
0 is the smooth complete intersection of two
quadrics in P2n.
Let Gr(k, n) denote the Grassmannian variety of k-dimensional subspaces in Cn. Let
gk,n(q) :=
∑
dim H2l(Gr(k, n),C) ql =
∏n
l=n−k+1(1− q
l)∏k
l=1(1− q
l)
be the Poincare polynomial of Gr(k, n).
Recall the monodromy representations Li which were defined in §5. The cohomology of
the Fano variety Fano2ni−1 is described as follows.
Theorem 8.1. We have
(8.1) H2k+1(Fano2ni−1,C) = 0,
(8.2) H2k(Fano2ni−1,C) ∼=
i⊕
j=0
L
⊕Mi(k,j)
j ,
where Mi(k, j) is the coefficient of q
k−j(n−i) in gi−j,2n−i−j(q).
8.1. Fano varieties and resolutions for O¯2i12n−2i+1 . We start with the following simple
observation, which is a direct consequence of Theorem 6.1.
Let π : Σ→ grs1 be a family of smooth projective varieties over g
rs
1 and let R
kπ∗C be the
corresponding local system on grs1 . Suppose that the Fourier transform of IC(g1, R
kπ∗C) is
supported on O¯2n1 and is given by
F(IC(g1, R
kπ∗C)) =
n⊕
j=0
IC(O2j12n−2j+1 ,C
mkj ).
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Then the cohomology of the fiber Σx := π
−1(x) over x ∈ grs1 satisfies
Hk(Σx,C) ∼=
n⊕
j=0
L
⊕mkj
j .
Moreover, the isomorphism above is compatible with the monodromy actions.
Let us apply this observation to the following situation. Consider the maps
σˇi : {(x, 0 ⊂ Vi ⊂ V
⊥
i ⊂ C
2n+1) | x ∈ g1, xVi ⊂ V
⊥
i } → g1.
Note that for x ∈ grs1 , we have σˇ
−1
i (x)
∼= Fano2ni−1, the Fano variety of (i − 1)-planes in the
smooth complete intersection of two quadrics Q(v) = 0 and 〈xv, v〉Q = 0 in P2n.
Let us consider πi = σˇi|σˇ−1i (grs1 ), which is a smooth family of Fano varieties, and consider
the corresponding local system Rkπi∗C. Recall that we have Reeder’s resolutions σi for
O¯2i12n−2i+1 (see §7.1) and
(8.3) σi∗C[i(2n + 1− i)] =
i⊕
j=0
2(i−j)(n−i)⊕
k=0
IC(O2j12n−2j+1 ,C
ti
jk)[±k].
Since the Fourier transform of IC(O2j12n−2j+1 ,C) is supported on all of g1 for all j (Theorem
6.1), the equation
F(σˇi∗C[−]) ∼= σi∗C[−]
implies that
F(σˇi∗C[−]) ∼=
4i(n−i)⊕
k=0
F(IC(g1, R
kπi∗C)[−k + 2i(n− i)])
∼=
i⊕
j=0
2(i−j)(n−i)⊕
k=0
IC(O2j12n−2j+1 ,C
ti
jk)[±k].
here 2i(n− i) = dim σˇ−1i (x) = dimFano
2n
i−1, for x ∈ g
rs.
Hence we see that F(IC(g1, R
kπi∗C)) is supported on O¯2i12n−2i+1 , and has the from
F(IC(g1, R
kπi∗C)) =
i⊕
j=0
IC(O2j12n−2j+1 ,C
ti
j,|2i(n−i)−k|).
So by the observation above and Theorem 6.1, we deduce that the cohomology of the Fano
varieties Fano2ni−1 is given by
(8.4) Hk(Fano2ni−1,C) ∼=
i⊕
j=0
L
⊕ti
j,|2i(n−i)−k|
j .
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8.2. The numbers tijk. In this subsection let us again use the notation (t
i
jk)n for the num-
bers (tijk) in (8.3) to indicate that the ambient symmetric pair is (SL(2n+ 1), SO(2n+ 1)).
Lemma 8.2. We have (tijk)n = 0 for odd k.
Proof. In the decompsition (8.3), we take the stalk Hlxj on both sides for odd l, where xj ∈
O2j12n+1−2j . Since i(2n−i+1) is even and H
odd(σ−1i (xj),C) = 0, we have thatH
l
xj
σi∗C[i(2n+
1−i)] = 0 for all odd l. Suppose that there exists k odd such that tijk 6= 0, then there exists an
odd k such that HlxjIC(O2j12n−2j+1 ,C
ti
jk)[±k] 6= 0 (note that H
−j(2n−j+1)
xj IC(O2j12n−2j+1 ,C) 6=
0). This is a contradiction. Thus the lemma is proved. 
Recall from Lemma 7.13 that we have (til,k)n = (t
i−j
l−j,k)n−j for j ≤ l < i. This implies,
in particular, that (tijk)n = (t
i−j
0,k )n−j for j ≥ 1. Since (t
i
i,k)n = δ0,k, the determination of
(tijk)n are reduced to that of (t
i
0,k)n. In the following we describe how to determine the latter
numbers inductively. The dimensions of the stalks Hk0IC(O2i12n+1−2i ,C) can be determined
simultaneously (in §8.3 we determine these dimensions directly, see (8.8)).
Recall that Hodd0 IC(O2j12n−2j+1 ,C) = 0 (see Corollary 6.4). Note also that
H2k0 IC(O2j12n−2j+1 ,C) 6= 0 implies that − dimO2j12n−2j+1 ≤ 2k ≤ −1. Let us write
mj = (dimO2j12n−2j+1)/2 = j(2n− j + 1)/2,
fj(q) =
−1∑
k=−mj
(dimH2k0 IC(O2j12n−2j+1 ,C)) q
k,
and ogj,2n+1(q) =
dj∑
k=0
dimH2k(OGr(j, 2n + 1),C) qk,
where dj = dimOGr(j, 2n + 1) = j(4n− 3j + 1)/2. The polynomials ogj,2n+1(q) are known,
i.e.
ogi,2n+1(q) =
(1− q2(n−i+1))(1− q2(n−i+2)) · · · (1− q2n)
(1− q)(1− q2) · · · (1− qi)
.
Note that σ−1i (0)
∼= OGr(i, 2n+1). In view of Lemma 8.2, the decomposition (8.3) implies
that
(8.5) ogi,2n+1(q) q
−i(2n−i+1)/2 = fi(q) +
i−1∑
j=1
fj(q)
(i−j)(n−i)∑
k=0
(tij,2k)n q
±k +
i(n−i)∑
k=0
(ti0,2k)n q
±k.
Note that f0(q) = 1. It is easy to check using (8.5) that
(t10,2k)n = 1 for 0 ≤ k ≤ n− 1, (t
1
0,2k)n = 0 otherwise, and f1(q) = q
−n.
This completes the determination of the numbers (tijk)n and fi(q)’s for n = 1, and for all n
and i = 1. By induction on n, we can assume that the numbers (tijk)n′ have been determined
for all n′ < n. This implies that (tijk)n for j ≥ 1 have been determined. We determine
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now the numbers (ti0k)n by induction on i. We can assume that all fi′(q), i
′ < i, has been
determined. Note that fi(q) is concentrated in negative degrees. Thus we can determine the
numbers (ti0,2k)n from (8.5) and then determine fi(q).
We have shown that
(8.6) the equations (8.5) determine fi(q)’s and (
i(n−i)∑
k=0
(ti0,2k)n q
±k)’s uniquely.
8.3. The functions fi(q). In fact, the functions fi(q) can be determined directly making
use of our identification of Hk0IC(O2i12n+1−2i ,C) with H
k
0IC(O
′
2i12n−2i ,C) (see Theorem 7.1),
where O′2i12n−2i ⊂ Nsp(2n), and the classical Springer correspondence.
Lemma 8.3. We have that
(8.7) fi(q) = q
−i(2n−i+1)/2 g[i/2],n(q
2),
where [i/2] is the integer part of i/2. Namely
dimH
k−i(2n−i+1)
0 IC(O2i 12n−2i+1 ,C) = dimH
k/2(Gr([
i
2
], n),C) if k ≡ 0 (mod 4),(8.8)
dimH
k−i(2n−i+1)
0 IC(O2i 12n−2i+1 ,C) = 0 otherwise.
Proof. We have
dimHk0IC(O2i 12n−2i+1 ,C) = dimH
k
0IC(O
′
2i 12n−2i ,C)
(6.20)
= [V(O′
2i12n−2i
,C) : H
k+2n2(B,C)],
where V(O′
2i12n−2i
,C) is the representation of type C weyl group attached to the pair (O
′
2i12n−2i ,C)
under Springer correspondence (see §6.3). The numbers [V(O′
2i12n−2i
,C) : H
k+2n2(B,C)] are the
so-called fake degrees and they have been computed explicitly by Lusztig in [L2]. In fact,
let us write
Pi(q) =
∑
[V(O′
2i12n−2i
,C) : H
2k(B,C)] qk.
Using (6.22) and [L2], we see that
Pi(q) = q
n2−ni+i(i−1)/2g[i/2],n(q
2).
Now dimH
k−i(2n−i+1)
0 IC(O2i 12n−2i+1 ,C) is the coefficient of q
k−i(2n−i+1)+2n2
2 in Pi(q), which is
the coefficient of qk/2 in g[i/2],n(q
2). The equation (8.8) follows. Thus the lemma is proved. 
8.4. Proof of Theorem 8.1. The equation (8.1) in the theorem follows from (8.4) and
Lemma 8.2. The equation (8.2) in the theorem follows from (8.4) and the following statement
about the numbers tij,2k.
Proposition 8.4. We have
(i−j)(n−i)∑
k=0
(tij,2k)nq
±k = q−(i−j)(n−i)gi−j,2n−i−j(q).
49
In view of (8.6), the proposition above follows from (8.5), (8.7), and the following equation
(8.9) ogi,2n+1(q) =
i∑
j=0
q(i−j)(i−j+1)/2 g[j/2],n(q
2) gi−j,2n−i−j(q),
where g0,n(q) = 1.
Proof of (8.9). The proof given here was kindly supplied to us by Dennis Stanton.
Define (A; q)l :=
∏l−1
k=0(1− Aq
k) and
[
n
j
]
q
:=
(q; q)n
(q; q)j(q; q)n−j
. Let us write
S =
i∑
j=0
q(i−j)(i−j+1)/2 g[j/2],n(q
2) gi−j,2n−i−j(q).
We have
S =
[i/2]∑
j=0
q(i−2j−1)(i−2j)/2
[
n
j
]
q2
(
[
2n− i− 2j − 1
i− 2j − 1
]
q
+ qi−2j
[
2n− i− 2j
i− 2j
]
q
)
=
q(
i
2) (q; q)2n−i−1
(q; q)2n−2i (q; q)i
[i/2]∑
j=0
(−1)j
(q−2n; q2)j (q
−i; q)j (q
1−i; q)j q
j(j+2i−2n+4)
(q2; q2)j (q−2n+i+1; q2)j (q−2n+i+2; q2)j
(1− q2n−4j).
Consider the terminating very well-poised basic hypergeometric series which, by definition,
is given by
6φ5

 a, q2a1/2, −q2a1/2, b, c, q−2m
a1/2, −a1/2, aq2/b, aq2/c, aq2m+2
; q2,
aq2m+2
bc


=
∞∑
j=0
(a; q2)j (q
2a1/2; q2)j (−q
2a1/2; q2)j (b; q
2)j (c; q
2)j (q
−2m; q2)j
(q2; q2)j (a1/2; q2)j (−a1/2; q2)j (aq2/b; q2)j (aq2/c; q2)j (aq2m+2; q2)j
(
aq2m+2
bc
)j.
Note that if m > 0, then (q−2m; q2)j = 0 for j > m and thus the sum above is finite. Take
a = q−2n; m = i/2 and b = q1−i for even i; and m = (i− 1)/2, b = q−i for odd i.
One checks that
S = (1−q2n)
q(
i
2)(q; q)2n−i−1
(q; q)2n−2i (q; q)i
lim
c→∞
6φ5

 a, q2a1/2, −q2a1/2, b, c, q−2m
a1/2, −a1/2, aq2/b, aq2/c, aq2m+2
; q2,
aq2m+2
bc

 .
Now use the summation formula (see [GR, Appendix (II.21)])
6φ5

 a, q2a1/2, −q2a1/2, b, c, q−2m
a1/2, −a1/2, aq2/b, aq2/c, aq2m+2
; q2,
aq2m+2
bc

 = (aq2; q2)m (aq2/bc; q2)m
(aq2/b; q2)m (aq2c; q2)m
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we get
lim
c→∞
6φ5

 a, q2a1/2, −q2a1/2, b, c, q−2m
a1/2, −a1/2, aq2/b, aq2/c, aq2m+2
; q2,
aq2m+2
bc

 = (aq2; q2)m
(aq2/b; q2)m
.
Thus
S = (1− q2n)
q(
i
2) (q; q)2n−i−1 (aq
2; q2)m
(q; q)2n−2i (q; q)i (aq2/b; q2)m
= ogi,2n+1(q).

Example 8.5 (Cohomology of Fano2n1 ). The cohomology of Fano
2n
1 , the Fano variety of lines
in the smooth complete intersection of two quadrics in P2n, can be described as follows:
H2k+1(Fano2n1 ,C) = 0
H2(4n−8−k)(Fano2n1 ,C) = H
2k(Fano2n1 ,C) =


C[
k+2
2
] if 0 ≤ k ≤ n− 3
C[
k+2
2
] ⊕ L1 if n− 2 ≤ k ≤ 2n− 5
C[
k+2
2
] ⊕ L1 ⊕ L2 if k = 2n− 4.
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