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Abstract
In this paper we develop new primal–dual interior-point methods for linear programming problems, which are based on the
concept of parabolic target space. We show that such schemes work in the inﬁnity-neighborhood of the primal–dual central path.
Nevertheless, these methods possess the best known complexity estimate. We demonstrate that the adaptive-step path-following
strategies can be naturally incorporated in such schemes.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider the primal–dual methods for solving the following linear programming problem:
min
x
〈c, x〉
s.t. Ax = b,
x0 ∈ Rn,
(1.1)
where c ∈ Rn, b ∈ Rm, A is an m × n-matrix, and inequality x0 means that all components of vector x ∈ Rn
are non-negative. For a comprehensive exposition of the linear programming theory, the reader can consult one of the
classical monographs (e.g., [2,3,10,12]). Below, we mention only the necessary facts.
The problem dual to (1.1) is as follows:
max
y,s
〈b, y〉
s.t. s + ATy = c,
s0 ∈ Rn.
(1.2)
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Combining the problems (1.1) and (1.2), we get the primal–dual formulation:
min
u=(x,s,y) 〈c, x〉 − 〈b, y〉
s.t. Ax = b,
s + ATy = c,
x0, s0.
(1.3)
The primal–dual problem (1.3) is usually studied under the following assumption.
Assumption 1. The problem (1.3) has a strictly feasible primal–dual solution
(x0, s0, y0):Ax0 = b, s0 + ATy0 = c, x0 > 0, s0 > 0.
In this paper we always assume Assumption 1 be satisﬁed.
The majority of primal–dual interior point methods can be classiﬁed by the way the information on the central path
is used. This curve, u = (x, s, y), > 0, is the unique solution to the following nonlinear system:
Ax = b,
s + ATy = c,
x(i) s
(i)
 = , i = 1 . . . n.
Since it is computationally impossible to deal with exact solution of this system, many proximity measures were
proposed to measure the distance to the central path. Let us list the most important proximity measures, using the
notation (u) = 〈s, x〉/n and x · s for a component-wise product of the vectors x, s ∈ Rn (we use terminology from
[5]).
• Euclidean measure:
2(u) =
∥∥∥∥ x · s(u) − e
∥∥∥∥
2
,
where e ∈ Rn is the vector of all ones.
• Functional measure:
F (u) = −
n∑
i=1
ln(x(i)s(i)) + n ln (u).
• Inﬁnity measure:
∞(u) =
(u)
min1 inx(i)s(i)
− 1.
The best known complexity results are usually obtained for the standard primal–dual interior-point schemes based
on Euclidean or functional proximity measures. In this case, it is required O(
√
n ln 1/) iterations for generating
an approximate solution to the problem (1.3) with relative accuracy  ∈ (0, 1] (see, for example, [8]). The inﬁnity
neighborhood of the central path, described by the measure ∞(z), is much wider. However, the standard primal–dual
methods based on this neighborhood possess only O(n ln 1/) complexity estimate. Recently it was shown that for
obtaining the best known complexity results with ∞(z), it is necessary to apply a special two-dimensional search
strategy (see [1]).
In this paper we present a new class of primal–dual schemes, which generate the points in the inﬁnity-neighborhood
of the central path and which, at the same time, possess the best known complexity bound. In fact, these methods
are based on a new interpretation of the primal–dual problem, which results in new deﬁnitions of search directions
and search curves. The underlying framework for our approach is the concept of target space. This notion is not new
(see [4,11] for the main results and references). However, the target set, which arises naturally in our analysis, is a
paraboloid, instead of commonly used positive orthant.
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The paper is organized as follows. In Section 2 we introduce the target space. In Section 3 we prove several implicit
barrier theorems, which form the basis of our analysis. In Section 4 we analyze the effects of typical moves in the
target space. In accordance to Section 3, they need to be accompanied by the simultaneous predictor-type moves in the
initial primal–dual space. In Section 5 we introduce the central path and analyze a two-phase path-following scheme.
In Section 6 we introduce an inﬁnity-neighborhood of the central path. We show that our primal–dual schemes can
work in this neighborhood keeping the best known complexity bound. In Section 7 we analyze the efﬁciency of Dikin’s
strategy in the target space. In this space, our problem is equivalent to minimizing the ordinate in the epigraph of
parabola. However, we show that the constant-step Dikin method does not necessarily converge to the optimal solution
(the origin).
In what follows we use a special notation for vector operations. For x ∈ Rn notation x2 corresponds to the vector
x · x and vector 1/x has the components 1/x(i), i = 1, . . . , n.
2. Target-following approach
The basis for target-following approach in Linear Programming is formed by a statement, which seems to appear in
the ﬁrst time in [4]. We provide this result with a simple proof since it suggests a way for computing the corresponding
objects.
Theorem 1. For any v > 0 ∈ Rn there exists a unique solution uv = (xv, yv, sv) of the system
Axv = b,
sv + ATyv = c,
xv · sv = v2, (2.1)
such that xv > 0 and sv > 0.
Proof. Consider the problem
min
x:Ax=b
[
〈c, x〉 −
n∑
i=1
(v(i))2 ln x(i)
]
. (2.2)
In this problem, by Assumption 1, for all feasible x we have
〈c, x〉 = 〈s0 + ATy0, x〉 = 〈s0, x〉 + 〈b, y0〉.
Since s0 > 0 and v > 0, the level sets of the objective function in (2.2) are bounded. Hence, there exists a solution to
this problem; it is unique in view of strict concavity of ln(·). Let us write down the corresponding ﬁrst-order optimality
conditions:
c − v
2
xv
= ATyv .
Denoting sv = v2/xv we get the result. 
The above theorem leads to the following observation. Assume we are able to compute the point uv for some v > 0.
Then we have the following expression for the duality gap:
〈c, xv〉 − 〈b, yv〉 = 〈sv, xv〉 = ‖v‖2.
Therefore our initial primal–dual problem (1.3) is equivalent to a trivial problem in the v-space:
min{‖v‖2: v0}.
Thus, we can draw the primal–dual strategies in the v-space. The only thing we should care about is a justiﬁcation of
our moves in v-space by updating reasonable approximations to uv (see [11] for main results and references).
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Unfortunately such a coordination can be rather difﬁcult. The reason is that the point uv is deﬁned as a solution of
the problem (2.2), which includes the sum of weighted logarithms. It is well known, that the complexity of approximate
solution of such problem depends heavily on the condition number of the weights, max1 inv(i)/min1 inv(i) (see,
for example, [11]). A large condition number results in severe restrictions on the step size in the v-space. Consequently,
the corresponding minimization schemes miss the advantages of long steps.
In this paper we propose a slight modiﬁcation of the target-following approach, which signiﬁcantly improves the
situation.
Let v ∈ Rn and v0 ∈ R. In order to simplify the notation, we use special letters for the groups of variables:
u = (x, s, y), w = (v, v0), z = (u,w).
Consider the following lifting of the primal–dual feasible set:
F= {z = (u,w):Ax = b, s + ATy = c, x0, s0,
〈c, x〉 − 〈b, y〉v0, x(i)s(i)(v(i))2, i = 1 . . . n}.
Each of the above nonlinear inequalities deﬁnes a convex cone in R3, the Lorentz cone:
L3 = {(, , ) ∈ R2+ × R :  + 
√
2 + 2 + 22},
which admits a 2-self-concordant barrier − ln(− 2) (see, for example, [7, p.194 ]). Thus,F is a convex set and for
any z ∈F we have
‖v‖2〈s, x〉 = 〈c − ATy, x〉 = 〈c, x〉 − 〈b, y〉v0.
For the setF, we consider the natural -self-concordant barrier
F(z) ≡ F(u,w) ≡ F(x, s, y, v, v0) = −
n∑
i=1
ln(x(i)s(i) − (v(i))2) − ln(v0 − 〈c, x〉 + 〈b, y〉),
with parameter  = 2n + 1.
For the system of linear equations in (1.3), we introduce notation Bu = d. Deﬁne the following implicit barrier
function:
	(w) = min
u:Bu=d F (u,w). (2.3)
Since F(z) is convex, the function 	(w) is also convex. Surprisingly enough, it is possible to derive a closed form of
this “implicit” function.
Lemma 1. For any w = (v, v0) such that
v0 > ‖v‖2 (2.4)
the function 	(w) is correctly deﬁned. Moreover, for any feasible w we have
	(w) = −(n + 1) ln(v0 − ‖v‖2) + (n + 1) ln(n + 1). (2.5)
Proof. Let w = (v, v0) is such that v0 > ‖v‖2. And let  = 1/2n(v0 − ‖v‖2). Consider
v¯(i) = (v(i))2 + , i = 1 . . . n.
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In view of Theorem 1, there exists a strictly feasible u = (x, s, y) such that
x(i)s(i) = v¯(i), i = 1 . . . n.
Therefore x(i)s(i) − (v(i))2 = > 0, i = 1 . . . n, and
v0 − 〈c, x〉 + 〈b, y〉 = v0 − 〈s, x〉 = v0 −
n∑
i=1
v¯(i) = 12 (v0 − ‖v‖2)> 0.
Thus, the function F(u,w) is correctly deﬁned. Moreover, in view of Theorem 1
	(w) = min
v¯
[
−
n∑
i=1
ln(v¯(i) − (v(i))2) − ln(v0 −
n∑
i=1
v¯(i))
]
.
The ﬁrst-order optimality conditions lead to the following relations for the optimal v¯∗:
v¯(i)∗ − (v(i))2 = v0 −
n∑
i=1
v¯(i)∗ , i = 1 . . . n.
Therefore
∑n
i=1v¯
(i)∗ = (nv0 + ‖v‖2)/(n + 1). Thus,
v¯(i)∗ = (v(i))2 +
1
n + 1 (v0 − ‖v‖
2), i = 1 . . . n.
This immediately leads to (2.5). 
Corollary 1. Solution u(w) = (x(w), s(w), y(w)) of the minimization problem (2.3) is a unique point satisfying the
following system
Ax(w) = b,
s(w) + ATy(w) = c,
x(w) · s(w) = v2 + 1
n + 1 (v0 − ‖v‖
2) e, (2.6)
where e = (1, . . . , 1)T ∈ Rn. It is well deﬁned for all
w ∈ Q def={(v, v0) ∈ Rn+1 : v0 > ‖v‖2}.
In this paper, we consider several methods for solving (1.3), which trace approximately the values of the function
u(w) = arg min
Bu=d F (u,w) ∈ R
2n+m, w ∈ Q,
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as w → 0. These methods differ mainly in the rules for updating the control variables w. Their general structure can
be represented as follows.
(2.7)
The rules for choosing the directions w, u, and the predictor matrix U(u,w) will be speciﬁed later.
All our results aremainly based on the standard theory of self-concordant functions (see [7,6] for a newer exposition).
However, we need some further extensions of the well-known results, which we present in the next section.
3. Implicit barrier theorems
Let Q ⊂ RN be a closed convex set with non-empty interior. Recall some standard deﬁnitions (see [6,7]).
Deﬁnition 1. Function F(z) with domF = intQ is called self-concordant on Q if the following conditions hold:
• F ∈ C3(intQ) is a barrier for Q.
• For any z ∈ intQ and any direction h ∈ RN the function 
(t) = F(z + th) satisﬁes inequality
| 
′′′(0) | 2[
′′(0)]3/2. (3.1)
If for any such a function with z ∈ intQ, h ∈ RN , there exists a constant  satisfying the inequality
(
′(0))2
′′(0), (3.2)
then we call F a -self-concordant barrier for Q.
Denote ‖h‖z = 〈F ′′(z)h, h〉1/2. In what follows we use notation ‖ · ‖a for different barriers. However, that should
not confuse the reader since it is always clear from the context what is the feasible set for a. Consequently, it is clear
what is the corresponding self-concordant barrier. Recall that the set Wr(x) = {y : ‖y − x‖xr} is called the Dikin
ellipsoid of radius r. For r1, we have Wr(x) ⊆ Cl (domF).
Let us present several necessary and sufﬁcient conditions for self-concordant functions. For the reader’s convenience,
we unify our main tools in a single statement. The corresponding proofs can be found in Theorems 4.17–4.19, and
4.2.4.4 from [6]. Denote
(t) = t − ln(1 + t), ∗(t) =
{−t − ln(1 − t), t < 1,
+∞, t1,
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Theorem 2. Let F ∈ C3(intQ) be a barrier for Q.
(i) F is strictly self-concordant on Q if and only if for any z, z + h ∈ intQ we have
F(z + h)F(z) + 〈F ′(z), h〉 + (‖h‖z). (3.3)
(ii) F is strictly self-concordant on Q if and only if for any z, z + h ∈ intQ we have
F(z + h)F(z) + 〈F ′(z), h〉 + ∗(‖h‖z). (3.4)
(iii) A strictly self-concordant function F is a -self-concordant barrier for Q if and only if for any z, z+ h ∈ intQ we
have
F(z + h)F(z) + 〈F ′(z), h〉 + ∗
(
1

〈F ′(z), h〉
)
= F(z) −  ln
(
1 − 1

〈F ′(z), h〉
)
. (3.5)
We will use the above inequalities for justifying the implicit barrier theorems, the main subject of this section. Let
us assume that F(z) is a self-concordant barrier for a set Q containing no straight line. Then in view of [6, Theorem
4.1.3], the Hessian F ′′(z) is non-degenerate at any z ∈ intQ.
Let us split z on two vectors: z = (u,w) ∈ Rl+k . Deﬁne the implicit function
	(w) = min
z∈F
F(z), F= {z = (u,w) ∈ Q | Bu = d},
where B is a (q × l)-matrix with full row rank and d ∈ Rq . Note that the solution of this problem u(w) is uniquely
deﬁned and it satisﬁes the following system:
F ′u(u(w),w) + BT(w) = 0,
Bu(w) = d , (3.6)
where (w) are the Lagrange multipliers. From these relations we get the following system for the Jacobian u′(w):
F ′′uu(u(w),w)u′(w) + F ′′uw(u(w),w) + BT′(w) = 0,
Bu′(w) = 0.
Therefore u′(w) = U(u(w),w), where
U(u,w) = −[F ′′uu(u,w)]−1P(u,w)[F ′′uu(u,w)]−1F ′′uw(u,w),
P(u,w) = F ′′uu(u,w) − BT[B[F ′′uu(u,w)]−1BT]−1B.
It is clear that BU(u,w)=0. Hence, Bu′(w)=0, and, in view of (3.6), we get the following expressions for derivatives
of the function 	:
	′(w) = F ′w(u(w),w),
	′′(w) = F ′′wu(u(w),w)u′(w) + F ′′ww(u(w),w). (3.7)
In order to explain the form of the matrix 	′′(w) we need the following technical result.
Lemma 2. Let a symmetric positive deﬁnite matrix A¯ deﬁne the quadratic form
〈A¯z, z〉 = 〈A11u, u〉 + 2〈A12u,w〉 + 〈A22w,w〉.
Then the matrix P of the quadratic form
〈Pw,w〉 = min{〈A¯z, z〉 | z = (u,w), Bu = 0} (3.8)
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is given by the following expression:
P = A22 − A12A−111 {A11 − BT[BA−111 BT]−1B}A−111 AT12. (3.9)
Proof. Let us ﬁx an arbitrary w. Then the solution of the minimization problem in (3.8) can be found from the system
AT12w + A11u = BT, Bu = 0.
Therefore u = A−111 (BT − AT12w). This implies that  = [BA−111 BT]−1BA−111 AT12w. Thus,
u = −A−111 (A11 − BT[BA−111 BT]−1B)A−111 AT12w.
Using this expression for computing 〈A¯z, z〉, we obtain representation (3.9). 
Choosing A11 = F ′′uu(u,w), A12 = F ′′uw(u,w) and A22 = F ′′ww(u,w), we get the following corollary of Lemma 2.
Corollary 2. The Hessian of the implicit function 	(w) is characterized by the following relation:
〈	′′(w)w,w〉 = min{〈F ′′(u(w),w)z,z〉 |
z = (u,w),Bu = 0}, w ∈ Rk . (3.10)
Let us prove the ﬁrst implicit barrier theorem (compare with Proposition 5.5.1 in [7]).
Theorem 3. Let Q contain no straight line. Then the function 	(w) is well deﬁned. Moreover, it is a -self-concordant
barrier for its domain.
Proof. Let us prove ﬁrst that 	 is a self-concordant function. Consider some w0 ∈ dom	. Since F is self-concordant,
in view of (3.3) for any z = (u,w) ∈F we have
F(u,w)F(u(w0), w0) + 〈F ′u(u(w0), w0), u − u(w0)〉 + 〈F ′w(u(w0), w0), w − w0〉
+ (‖(u − u(w0), w − w0)‖(u(w0),w0)).
In view of (3.6), the second term in the right-hand side is zero. Therefore, using (3.7), the above inequality can be
rewritten as
F(u,w)	(w0) + 〈	′(w0), w − w0〉 + (‖(u − u(w0), w − w0)‖(u(w0),w0)).
Let us ﬁx w and minimize the left-hand side of this inequality in u such that (u,w) ∈F. Then we get the following:
	(w)	(w0) + 〈	′(w0), w − w0〉 + 
(
min
u: (u,w)∈F
‖(u − u(w0), w − w0)‖(u(w0),w0)
)
	(w0) + 〈	′(w0), w − w0〉 + 
(
min
u: Bu=0
‖(u,w − w0)‖(u(w0),w0)
)
(3.10)= 	(w0) + 〈	′(w0), w − w0〉 + (‖w − w0‖w0)
Thus, 	 is self-concordant in view of Theorem 2(i).
Let us prove now that 	 is a -self-concordant barrier. Let us ﬁx some w ∈ dom	. Denote z0 = (u(w0), w0). Then
for any z = (u,w) ∈F we have:
〈F ′(z0), z − z0〉 = 〈F ′u(u(w0), w0), u − u(w0)〉 + 〈F ′w(u(w0), w0), w − w0〉
= 〈	′(w0), w − w0〉.
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Therefore, in view of Theorem 2(iii) we get
F(u,w)F(u(w0), w0) + 〈F ′u(u(w0), w0), u − u(w0)〉 + 〈F ′w(u(w0), w0), w − w0〉
+ ∗
(
1

〈F ′(z0), z − z0〉
)
=	(w0) + 〈	′(w0), w − w0〉 + ∗
(
1

〈	′(w0), w − w0〉
)
.
Minimizing the left-hand side of this inequality in u : (u,w) ∈F, and using Theorem 2, Item (iii), we prove that 	 is
a -self-concordant barrier. 
In this section we are interested in tracing the surface u(w) for w ∈ dom	. In fact, we cannot compute the point
u(w) exactly. However, for our goals it is sufﬁcient to ﬁx out the possibilities for updating some approximations to
this surface. Namely, we will describe how to update the approximations in the functional neighborhood of the surface
u(w):
N() = {z = (u,w) ∈F : F(z) − 	(w)},
where  is a positive constant. Denote by −1(·) the inverse function of (·) deﬁned for t0.
Theorem 4. Let z ∈N(). Then for any displacement (u,w) such that Bu = 0 and
‖(u,w)‖(u(w),w)r < 1 − −1() (3.11)
we have (u + u,w + w) ∈N(¯), where ¯ = ∗(r + −1()).
Proof. Let displacement (u,w) satisfy the conditions of the theorem. Since F(z) is a self-concordant function, in
view of (3.4) and (3.6), we have:
F(u + u,w + w)F(u(w),w) + 〈F ′u(u(w),w), u + u − u(w)〉
+ 〈F ′w(u(w),w),w〉 + ∗(‖(u + u − u(w),w)‖(u(w),w))
=	(w) − 〈BT(w), u + u − u(w)〉
+ 〈	′(w),w〉 + ∗(‖(u + u − u(w),w)‖(u(w),w))
=	(w) + 〈	′(w),w〉 + ∗(‖(u + u − u(w),w)‖(u(w),w)).
On the other hand, 	(w + w)	(w) + 〈	′(w),w〉. Thus, we conclude that
F(u + u,w + w) − 	(w + w)∗(‖(u + u − u(w),w)‖(u(w),w)).
Further,
‖(u + u − u(w),w)‖(u(w),w)‖(u,w)‖(u(w),w) + ‖(u − u(w), 0)‖(u(w),w).
In view of the conditions of the theorem, the ﬁrst term of the right-hand side does not exceed r. In order to estimate the
second term, note that
F(u,w) − 	(w) = F(u,w) − F(u(w),w)
(3.3)
 (‖u − u(w)‖u(w)) = (‖(u − u(w), 0)‖(u(w),w)).
Thus, we obtain: F(u + u,w + w) − 	(w + w)∗(r + −1()). 
The conditions of the above theorem cannot be used in practical computations since they are formulated in terms of
the point u(w), which usually is not available. Therefore we need some computable estimate for the norm in (3.11).
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For our goals it is reasonable to estimate this norm in terms of the Hessian 	′′(w). Note that we are able to get the
desired result only for speciﬁc predictor-type shifts in the u-space.
Lemma 3. Assume that z ∈ N(), 0< 1 − ln 2. Let us ﬁx some displacement w and deﬁne u = U(u,w)w.
Then Bu = 0 and
‖(u,w)‖(u(w),w) 1
(1 − −1())2 ‖w‖w. (3.12)
Proof. Since z = (u,w) ∈N(), in view of inequality (3.3) we have
F(u,w) − 	(w) = F(u,w) − F(u(w),w)
(‖u − u(w)‖u(w)) = (‖(u − u(w), 0)‖(u(w),w)).
Therefore ‖(u − u(w), 0)‖(u(w),w)−1() ≡ r . In view of Theorem 4.1.6 in [6], this implies
(1 − r)2F ′′(u(w),w)F ′′(u,w) 1
(1 − r)2F
′′(u(w),w). (3.13)
Hence, denoting A11 = F ′′uu(u,w), A12 = F ′′uw(u,w) and A22 = F ′′ww(u,w), we obtain:
(1 − r)2‖(u,w)‖2(u(w),w)‖(u,w)‖2u,w
= 〈A11U(u,w)w,U(u,w)w〉 + 2〈A12U(u,w)w,w〉 + 〈A22w,w〉. (3.14)
Note that U(u,w) = −A−111
{
A11 − BT[BA−111 BT]−1B
}
A−111 AT12. Therefore, we obtain:
‖(u,w)‖2u,w = 〈[A22 − A12A−111 {A11 − BT[BA−111 BT]−1B}A−111 AT12]w,w〉
(3.8),(3.9)= min{〈F ′′(u,w)z,z〉 | z = (u,w),Bu = 0}
(3.13)
 1
(1 − r)2 min{〈F
′′(u(w),w)z,z〉 | z = (u,w),Bu = 0}
(3.10)= 1
(1 − r)2 〈	
′′(w)w,w〉. 
Combining the results of Lemma 3 and Theorem 4, we come to the following theorem.
Theorem 5. Let z ∈N(), 0< 1 − ln 2. Then for any displacement w such that
‖w‖wr < (1 − −1())3 (3.15)
we can choose displacement u = U(u,w)w, which ensures inclusion (u + u,w + w) ∈N(¯) with
¯ = ∗
(
r
(1 − −1())2 + 
−1()
)
.
The above theorem provides us with a constructive way for approximate tracing of the surface u(w). Indeed, from
the general theory of self-concordant functions (see, for example, Section 4.1.5 [6]), we know that in order to ﬁnd a
point z+ = (u+, w) ∈ N() starting from a point z0 = (u0, w) ∈ N(¯), ¯> , it is enough to apply no more than
O(¯ − ) Newton steps.
Let us conclude this section with the description of corresponding results for our speciﬁc case. Deﬁne the Newton
direction at some point z = (u,w) ∈F:
e(u,w) = argmax
z
〈F ′(z),z〉 − 12 〈F ′′(z)z,z〉
s.t. z = (u, 0), Bu = 0.
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The value (u,w) = 〈F ′(z), e(u,w)〉1/2 is called the Newton decrement of the barrier F at point z. It is well known
(see [[6], Theorem 4.1.12]) that for the point
z+(z) = z − e(u,w)1 + (u,w)
we have
F(z+(z))F(z) − ((u,w)). (3.16)
Let us use this fact in order to estimate the number of Newton steps necessary to compute a point in a small functional
neighborhood of the surface u(w).
Let us ﬁx some point z0 = (u0, w) ∈N(¯). Consider the process
zk+1 = z+(zk), k = 0, . . . , (3.17)
with termination criterion zk+1 ∈N() (that is F(uk,w) − 	(w)< ¯). In view of [[6], Theorem 4.1.10] we have
F(uk,w) − 	(w)∗((uk, w)).
Combining this inequality with (3.16) and taking into account the stopping criterion we conclude that at any iteration
of the process (3.17) we have
F(zk+1)F(zk) − (−1∗ ()).
Thus, the number of iterations of this process does not exceed N=(¯ − )/(−1∗ ()).
Concluding this section, let us put all observations together.
Theorem 6. Let constants r and  satisfy conditions
> 0, 0<r < (1 − −1())3.
Assume the starting point z0 = (u0, w0) belong toN(). Then for any upper-level step
wk+1 = wk + wk, k0,
with uniformly bounded step length, ‖wk‖wkr , it is possible to compute the point zk+1 = (uk+1, wk+1) ∈N() in
N(, r) =
⌋
1
(−1∗ ())
{
∗
(
r
(1 − −1())2 + 
−1()
)
− 
}⌊
iterations of the Newton method.
The above theorem describes so called short step strategies in w-space, in which the displacements wk are conﬁned
by corresponding Dikin ellipsoid with a small radius r. However, we have seen that in order to ensure the constant
number of Newton steps at the corrector stage we need to start this process from a point inN(¯), where ¯>  can be
arbitrary large. Thus, we can apply also the adaptive step strategies in w-space, which use ¯ as a control parameter.
Theorem 7. Let the constants  and ¯ satisfy the conditions
 ∈ (0, 1 − ln 2), ¯>∗(−1()).
Assume that we are given by a starting point z0 = (u0, w0) ∈N(). Consider an arbitrary upper-level strategy
wk+1 = wk + kwk, k = 0, . . . ,
in which the step-size parameter k > 0 is chosen as the smallest root of the equation
F(uk + U(uk,wk)wk,wk + wk) − 	(wk + wk) = ¯. (3.18)
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Then the corrector process, based on the Newton method with starting point
(uk + kU(uk,wk)wk,wk + kwk)
will ﬁnd zk+1 = (uk+1, wk+1) ∈ N() at most in N(, ¯)=(¯ − )/(−1∗ ()) iterations. Moreover, the steps in
w-space will be sufﬁciently large
k‖wk‖wkr(, ¯) ≡ (1 − −1())2[−1∗ (¯) − −1()].
Proof. The only thing we need to prove is the lower bound for the step size in w-space. Indeed, assume that for some
k we have ‖wk+1 − wk‖wk < r(, ¯). Then, in view of Theorem 5 we have
F(uk + kU(uk,wk)wk,wk + kwk) − 	(wk + kwk)
<∗
(
r(, ¯)
(1 − −1())2 + 
−1()
)
≡ ¯,
and that is a contradiction with the step-size rule (3.18). 
4. Steps in w-space
The results of Theorems 6 and 7 signiﬁcantly simplify our analysis. Indeed, now we can forget about lower-level
strategies: if the new point w+ belongs to the Dikin’s ellipsoid of the barrier 	(·), centered at the previous point w,
then the computation of an approximation to u(w+) can be done in several Newton steps. The number of these steps is
bounded by an absolute constant.We can concentrate only on the upper-level strategies for updating the control variables
w. In this section we analyze the short-step upper-level strategies. The adaptive step strategies can be described in a
similar way.
Note that in w-space we can obtain a very clear representation of the upper-level strategies. Indeed, we are able
to work directly with points z = (u,w) ∈ N(). Thus, we need to study strategies for the following minimization
problem:
min
w=(v,v0)
v0
s.t. v0‖v‖2,
(4.1)
which is equipped by the self-concordant barrier
	(w) = −(n + 1) ln(v0 − ‖v‖2) + (n + 1) ln(n + 1).
Of course, the problem (4.1) has a unique trivial solution w∗ = 0. But the rules of the game are as follows:
1. We are not free in choosing the starting point: we shall start from a strictly feasible point w0, which is a function of
the strictly feasible starting point u0 = (x0, s0, y0) chosen for problem (1.3).
2. The next point w+ of the upper-level process must belong to the Dikin ellipsoid of the function 	(w):
W(w; r) = {w + w : 〈	′′(w)w,w〉r2}. (4.2)
Up to these two conditions, we are absolutely free in our actions. Our goal is to decrease v0 as fast as possible. Since
we work with points z = (u,w) ∈N() ⊂ domF , the value v0 is an upper bound for the duality gap of the problem
(1.3) at the point u = (x, s, y).
Let us describe an explicit transformation from u-space into dom	.
Lemma 4. Assume that the point u= (x, s, y) is strictly feasible for problem (1.3). Denote −(u)=min1 in x(i)s(i),
and deﬁne the point w(u) = (v(u), v0(u)) as follows:
v0(u) = 〈s, x〉 + −(u),
v(u)(i) =
√
x(i)s(i) − −(u), i = 1 . . . n.
Then u(w(u)) = u.
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Proof. Indeed, we have x(i)s(i) = −(u) + [v(u)(i)]2. Therefore
v0(u) = 〈s, x〉 + −(u) = (n + 1)−(u) + ‖v(u)‖2.
Thus,
x · s = v2(u) + 1
n + 1 (v0(u) − ‖v(u)‖
2) e.
In view of Corollary 1 this implies that u = u(w(u)). 
Remark 1. In the above statement, the value −(u) can be replaced by any  ∈ (0, −(u)]. However, the proposed
marginal choice provides us with the best w(u).
In our analysis we need to measure a “centrality” of a point w ∈ Q. Denote
(w) = max{t : tw ∈ Q} = v0‖v‖2 .
(For geometric interpretation of this measure, see Lemma 6.) Clearly, for all w ∈ Q we have (w)1. It is important
that for u strictly feasible for (1.3) and w = w(u) we have the following relation:
(w) = 〈s, x〉 + −(u)〈s, x〉 − n−(u)
= 1 + n + 1
n∞(u)
, (4.3)
where
∞(u) =
(u)
min
1 in
x(i)s(i)
− 1.
Let us describe our abilities.
• Given an arbitrary strictly feasible point u¯ = (x¯, s¯, y¯), we can form a point w¯ = w(u¯) such that u¯ = u(w¯), and
(u¯, w¯) ∈F.
• Using the point w¯ = (v¯, v¯0) we can start an upper-level process for solving our problem. Note that our destination
is the origin in w-space. Since Q is completely symmetric with respect to v, we can restrict the upper-level process
to a two-dimensional plane:
{w = (v, v0) : v = t v¯, v0 t2‖v¯‖2, t ∈ R}.
In order to study the efﬁciencyof the upper-level strategies,weneed to understandhow fastwe canmove insideQ along
a line, taking into account (4.2). Let us ﬁx a direction wˆ=(vˆ, vˆ0) and a pointw0, such that the line {w=w0+wˆ,  ∈ R}
intersects Q. Consider the function
f ()
def= 	(w0 + wˆ) = −
[
ln( − ) + ln
(
1 − 

)]
+ const
with  and  being the points of intersection of the line with the boundary of the domain, and  = n + 1. Without loss
of generality we can assume that  is ﬁnite (otherwise, we change the sign of direction wˆ). The value  can be equal
to +∞. Recall that f ′′() = 〈	′′(w + wˆ)wˆ, wˆ〉.
Lemma 5. Let us ﬁx a step size r ∈ (0, 1). Consider the process:
0 ∈ (, ), k+1 = k − r[f ′′(k)]1/2
, k = 0, 1, . . . . (4.4)
Let us choose arbitrary  ∈ (, ). Then, for k we have
 − k+1
(
1 + r√

1()
)
( − k), (4.5)
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where 
1() =
√
1 + (( − )/( − ))2. If k then
k+1 − 
(
1 − r√

2()
)
(k − ), (4.6)
where 
2() =
√
1 + (( − )/( − ))2. Moreover, for any k0 the following inequality holds:
k+1 − 
k −  
 − k+1
 − k e
−r/(√+r)
. (4.7)
Proof. Indeed, f ′′() = [1/( − )2 + 1/( − )2]. Note that
1√

[f ′′()]1/2( − ) = 
1()
1(), ,
1√

[f ′′()]1/2( − ) = 
2()
2(), .
Therefore, if k, then
 − k+1 =  − k + r[f ′′(k)]1/2

(
1 + r√

1()
)
( − k).
That is (4.5). If k, then
k+1 −  = k −  − r[f ′′(k)]1/2

(
1 − r√

2()
)
(k − ).
That is (4.6).
Let us prove the third part of the lemma. Denote qk = (k − )/( − k) and r¯ = r/√. Then
qk+1 =
[
k −  − r[f ′′(k)]1/2
]/[
 − k + r[f ′′(k)]1/2
]
= qk
[
1 − r[f ′′(k)]1/2(k − )
]/[
1 + r[f ′′(xk)]1/2( − rk)
]
= qk
[√
1 + q2k − r¯
]/[√
1 + q2k + r¯qk
]
 qk
1 + r¯ qke
−r/(r+√). 
Thus, we can travel along a line in dom	 in a linear speed. However, if our current point is closer to the right end
of the interval, at each iteration we increase the distance to the right bound linearly. If it is closer to the left end, we
linearly decrease the distance to the left bound.
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Using the result of Lemma 5 we can easily analyze the efﬁciency of different upper-level strategies. Let us consider
ﬁrst the Greedy Scheme. In this scheme, given by a starting point w¯ ∈ int dom	 we travel directly to the origin.
(4.8)
By (4.7) with  = 0, we obtain k+1/( − k+1)k/( − k)e−r/(
√
+r)
. Since 0 = 1, the rate of convergence of
this process can be derived from inequality
k
 − k 
1
 − 1e
−kr/(√+r ).
Namely, for (v0)k = k(v¯0)k we get
(v0)k
v¯0
1 + ( − 1)ekr/(√+r) .
Since v¯0 = 〈s¯, x¯〉 + min1 inx¯(i)s¯(i)(1 + 1/n)〈s¯, x¯〉, we conclude that
(v0)k
(1 + 1/n)〈s¯, x¯〉
( − 1)ekr/(√+r) .
Thus, we can guarantee that 〈sk, xk〉<(v0)k〈s¯, x¯〉 after
k(1 + 1/r√n + 1) ln ∞(u¯) + 1 + 1/n

(4.9)
iterations of Greedy (4.8) (compare with the estimate (11.4), [[11], p.250]).
Note that Greedy Scheme is not a unique possibility to come from the starting point w¯ to the origin. We can draw
and analyze many two-dimensional strategies which reach the origin by following different curves. However, the most
interesting question we need to answer now is as follows: What actually all these schemes do in the initial space? In
order to answer this question we need to look closely on the relations between the initial u-space and auxiliary w-space
established by the functions w(u) and u(w).
5. Where is the central path?
Recall that in the previous sectionwemanaged to prove anO(
√
n ln ∞(u¯)/)-efﬁciency estimate forGreedy Scheme
and we had no reason to introduce and study the properties of the central path. Such situation is quite unusual, since in
the standard Interior-Point Methods’ theory all complexity results of that type are justiﬁed via this curve (see [5] for a
discussion). In order to ﬁnd the central path in our picture we need to perform some investigation.
Intuitively, there is only one curve in dom	, which can play a central role. That is the ray
C= {(v, v0) : v = 0, v00}.
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Indeed, let w = (v, v0) ∈ C then for u(w) = (x(w), s(w), y(w)) ∈F we have
Ax(w) = b,
s(w) + ATy(w) = c,
x(w) · s(w) = v2 + 1
n + 1 (v0 − ‖v‖
2)e = v0
n + 1 e.
On the other hand, for the point u = (x, s, y) of the primal–dual central path we obtain the following image
w(u) = (v(u), v0(u)):
v0(u) = 〈s, x〉 + min
1 in
x(i) s
(i)
 = (n + 1),
v(u) =
√
xs − min
1 in
x
(i)
 s
(i)
 e = 0.
Thus, there is one-to-one correspondence between the points of the primal–dual central path and the ray C.
From the results of Lemma 5 we can see only one advantage of tracing the ray C. Namely, if we start the Greedy
Scheme from w¯ ∈ C, then (w¯) = ∞ and using (4.7) we get the following rate of convergence:
k+1ke−r/(
√
+r)
.
Note that this rate is better than that described by inequalities (4.5) and (4.6). However, in order to come in the
neighborhood of the central path from an arbitrary starting point w¯ ∈ int dom	 we have to pay some price. Let us
estimate efﬁciency of such a process.
Consider the two-phase path-following scheme in w-space:
Setup : Choose some u¯ ∈F and set w¯ = w(u¯).
Phase1 : Given by a point w¯ = (v¯, v¯0) ∈ dom	 come to the point wˆ = (0, v¯0).
Phase2 : Follow the ray C up to the point (0, 〈s¯, x¯〉). (5.1)
Let us assume that at both phases we move inside the Dikin ellipsoid of function 	 of the radius r ∈ (0, 1). At Phase
1 we consider the function f1() = 	(v¯, v¯0) with domf = {: || ˆ}, where
ˆ =
√
v¯0
‖v¯‖ =
√
1 + n + 1
n∞(u¯)
(see (4.3)). Then, in view of (4.5), the points
0 = 1, k+1 = k − r[f ′′1 (k)]1/2
, k = 0, 1, . . . , (5.2)
satisfy the following inequality:
ˆ − k
(
1 + r√
2
)k
(ˆ − 1).
Note that we stop the process (5.2) as soon as k0. Therefore, the number of steps in Phase 1 does not exceed
N1 = ln ˆ/(ˆ − 1)
ln(1 + r/√2) ≈
1
r
√
2(n + 1) · ln ∞(u¯).
At Phase 2 of (5.1) we use the process (4.4) based on the function f2()=	(0, v¯0). Therefore, in view of inequality
(4.7) we obtain
ke−rk/(
√
+r)
.
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Thus, the inequality kv¯0〈s¯, x¯〉 is satisﬁed after
N2 =
(
1 + 1
r
√
n + 1
)
ln
1 + 1/n

iterations (we used inequality v¯0(1 + 1/n)〈s¯, x¯〉).
Let us compare the complexity estimate N1 + N2 of the two-phase (5.1) with that of the Greedy (4.9). We see that
Greedy Scheme is slightly more efﬁcient in treating the large values of ∞(u¯). In order to explain this difference we
need the following notion.
Deﬁnition 2. We say that a point w belongs to Euclidean neighborhood E(r) of central path C if there exists a point
wˆ ∈ C such that
〈	′′(w)(wˆ − w), wˆ − w〉r2 < 1.
In other words, from any w ∈ E(r) we can come to the central path C in one step of the upper-level process.
Lemma 6. E(r) = {w = (v, v0): v0( +
√
2 − 1)‖v‖2}, where  = 1 + (n + 1)/r2.
Proof. Indeed, minimizing the quadratic function 
()=〈	′′(w)(v, v0 +), (v, v0 +)〉 we get the following minimal
value:

∗ = 〈	′′vv(w)v, v〉 −
〈	′′vv0(w), v〉2
	′′v0v0(w)
.
Substituting in this expression the derivatives
	′′vv(w) = 
(
2In
v0 − ‖v‖2 +
4vvT
(v0 − ‖v‖2)2
)
,
	′′vv0(w) = −
2v
(v0 − ‖v‖2)2
,
	′′v0v0(w) =
2
(v0 − ‖v‖2)2
,
we obtain:
1


∗ = 2‖v‖
2
v0 − ‖v‖2 +
4‖v‖4
(v0 − ‖v‖2)2
− 4‖v‖
4
(v0 − ‖v‖2)4
· 1
2
(v0 − ‖v‖2)2
= 2‖v‖
2
v0 − ‖v‖2 +
2‖v‖4
(v0 − ‖v‖2)2
= 2v0‖v‖
2
(v0 − ‖v‖2)2
.
It remains to rewrite the inequality 
∗r2 in terms of v and v0. 
Thus, the Greedy Scheme is a centering strategy. However, when it improves centrality, it decreases also v0. In the
two-phase (5.1), at the ﬁrst phase v0 is ﬁxed.
6. Neighborhoods of the central path
As compared with the whole feasible target set Q = {(v, v0): v0 > ‖v‖}, the Euclidean neighborhood of the central
path E(r) is very tight. In the standard Interior-Point theory for LP the importance of Euclidean neighborhood was
justiﬁed by the fact that only inside this neighborhood we can guarantee the fast decrease of the duality gap. However,
Lemma 5 demonstrates that in w-space the situation is different. Indeed, consider the neighborhood
N = {w = (v, v0): (w)1 + },
2096 Yu. Nesterov / Discrete Applied Mathematics 156 (2008) 2079–2100
where> 0 is an absolute constant. Letw=(v, v0) ∈N. Consider the functionf ()=	(w). Then domf=(0, (w)).
Therefore, in view of (4.6), one step of the Greedy Scheme started from  = 1 will decrease the value of v0 (duality
gap) by the factor 1 − r/√
, where

 =
√
1 + 1
((w) − 1)2 
1

√
1 + 2
(we use Lemma 5 with  = 0 and  = 1).
Thus, for any w = (v, v0) ∈N, we can guarantee that the point w+ = w with
 = 1 − r√
(1 + 2)
belongs to the Dikin ellipsoid centered at w. Thus, a signiﬁcant decrease of the duality gap can be achieved even in the
big neighborhoodN of the central path.
Moreover, it appears that we can travel to the origin using more complicated curves. For example, given by a point
w¯ ∈N we can keep the points on the boundary of the setN, the parabola
{w: v0 = (1 + )‖v‖2}
(we consider its two-dimensional restriction). This strategy is non-centering. However, a tedious computation shows
that travelling along this line in the target space up to the boundary of current Dikin ellipsoid results in a decrease of the
duality gap by the factor 1− c · r/√, where the constant c depends on  only. Another interesting possibility consists
in tracing the geodesic curve, which connects the starting point w¯ and the origin (see [9, Section 6.5]).
Let us ﬁx out the relation between the neighborhoodN and the initial primal–dual space. Let u=(x, s, y) ∈ rintF.
Then for w = w(u) we have
(w) = v0‖v‖2 = 1 +
n + 1
n∞(u)
(see (4.3)). Thus, w(u) ∈N with
 = n + 1
n∞(u)
.
On the other hand, consider w ∈N. Let u = (x, s, y) = u(w). Then, in view of Corollary 1 we have
x · s = v2 + 1
n + 1 (v0 − ‖v‖
2) e.
Therefore
min
1 in
x(i)s(i) 1
n + 1 (v0 − ‖v‖
2),
〈s, x〉 = 1
n + 1 (nv0 + ‖v‖
2).
Hence,
∞(u) =
〈s, x〉
nmin1 inx(i)s(i)
− 1 nv0 + ‖v‖
2
n(v0 − ‖v‖2) − 1
= (n + 1)‖v‖
2
n(v0 − ‖v‖2)
n + 1
n
.
Thus, there is a direct correspondence between the inﬁnity-neighborhood of the primal-dual central path and the set
N.
Let us present some interpretation for the basic moves in w in terms of the initial primal–dual space. Let w = w(u)
for some u ∈ rint F. Choose  = −(u) = min1 inx(i)s(i).
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1. Centering direction: Consider the points w = (1− )w+ (0, v0),  ∈ [0, 1]. Then the points u =u(w) satisfy
the equation
x · s = (1 − )2v2 + 1
n + 1 (v0 − (1 − )
2‖v‖2)e
= v0
n + 1e + (1 − )
2
(
v2 − ‖v‖
2
n + 1e
)
.
Note that v2 = x · −e and v0 = 〈s, x〉 + . Therefore
x · s = 〈s, x〉 + 
n + 1 · e + (1 − 
2)
(
x · s − 〈s, x〉 + 
n + 1 · e
)
.
Thus, all vectors x·,  ∈ [0, 1] have the same ordering of the components. Note that the reference point of the initial
point u = (x, y, s) at the primal–dual central path is u with
 = v0
n + 1 =
〈s, x〉 + 
n + 1 .
In the standard theory of Interior-Point Methods for LP the reference point corresponds to  = (1/n)〈s, x〉.
Consider the function f () = 	(v0, v), domf = {: ‖‖
√
(w)}. Then, starting from point 0 = 1 we can move
at the point
+ = 0 − r[f ′′(0)]1/2
, r ∈ (0, 1).
Let us assume that + > 0. In view of (4.6), applied with  = −
√
(w),  =√(w), and  = 1, we have
+1 − r(
√
(w) − 1)√


,
where 
 =
√
1 + ((√(w) − 1)/(√(w) + 1))2√2. Therefore, for w+ = (+v, v0) we obtain:
(w+) = v0‖+v‖2 =
(w)
2+
 (w)
(1 − (r(√(w) − 1))/√2)2 .
2. Greedy direction: This direction can be used in many different strategies. For example, given by a point u =
(x, s, y) ∈ rint Fwith ∞(u), we can map it in the w-space: w=w(u) ∈N with = (n+1)/n∞(u). Then, we
can make a step in w-space and generate a point w+ which has smaller value of v0 and a larger value of (w) (Greedy
Step, for example). Then the point u+ = u(w+) will have a smaller duality gap and ∞(u+)< . Therefore, we can
try to move further in the direction u+ − u to reach the bound ∞(u) = , etc. Clearly, this strategy has O(
√
n ln 1/)
efﬁciency estimate.
Note that in the standard framework the best known efﬁciency estimate for the methods working with inﬁnity-
neighborhood was O(n ln 1/). The reason for the difference in the results is that in our approach we work with another
barrier, which seems to be new for Linear Programming. For the future research, it is interesting to investigate the
applicability of the proposed technique to the differen barrier functions and different classes of symmetric cones.
7. Dikin’s directions
As a byproduct of our results, we can prove now a divergence of the sequence of Dikin steps in a simple quadratic
optimization problem.
Consider the Dikin steps in the target space. Let us ﬁx some stepsize r ∈ (0, 1). Then for w ∈ Q the Dikin step is
deﬁned as follows:
w+ =D(w, r) ≡ argmin
w¯
{v¯0 ≡ 〈e0, w¯〉: 〈	′′(w)(w¯ − w), w¯ − w〉r2},
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where e0 is the unit coordinate vector in the target space, which corresponds to the component v0. In order to analyze
this direction, we need an analytical form of 	′′(w) and its inverse:
	′′(w) = 
(v0 − ‖v‖2)2
(
2(v0 − ‖v‖2)I + 4vvT
−2vT
∣∣∣∣ −2v1
)
,
[	′′(w)]−1 = v0 − ‖v‖
2

(
1
2I
vT
∣∣∣∣∣ vv0 + ‖v‖2
)
,
where I is the identity matrix. Note that the Dikin step is deﬁned as
w+ = w − r [	
′′(w)]−1e0
〈[	′′(w)]−1e0, e0〉1/2
.
Since
〈[	′′(w)]−1e0, e0〉 = 1

[v20 − ‖v‖4],
[	′′(w)]−1e0 = v0 − ‖v‖
2

(
v
v0 + ‖v‖2
)
,
we have
w+ = w − r√

[
v0 − ‖v‖2
v0 + ‖v‖2
]1/2 (
v
v0 + ‖v‖2
)
=w − r√

[
(w) − 1
(w) + 1
]1/2 ( v
v0 + ‖v‖2
)
Denote  = (w) = r√

[((w) − 1)/((w) + 1)]1/2. Then
w+ =
(
(1 − )v
v0 − (v0 + ‖v‖2)
)
. (7.1)
Therefore
(w+) = v
+
0
‖v+‖2 =
(1 − )v0 − ‖v‖2
(1 − )2‖v‖2
= (w) + 
1 − 
[
(w) − 1
1 − 
]
. (7.2)
Thus, the centering effect of the Dikin step depends on the sign of the expression in the brackets. Using the deﬁnition
of  = (w), it is easy to check that for  = (w) we have
[(1 − ) − 1]( + 1)
[
1 + 
 − 1
]
=  + 1
 − 1 · [ − 1 − ] · [ − 1 + ]
=  + 1
 − 1 · [( − 1)
2 − 22]
=  + 1
 − 1 ·
[
( − 1)2 − r
2

· 
2( − 1)
 + 1
]
= 2
(
1 − 1

r2
)
− 1. (7.3)
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Hence, the sign of expression [·] in (7.2) is the same as that of the difference
(w)
[
1 − r
2

]1/2
− 1. (7.4)
Now, we can derive some conclusions. Let us ﬁx some w0 ∈ Q. Consider the process
wk+1 =D(wk, r), k = 0, . . . . (7.5)
1. If the initial point w0 is well centered: (w0)> (r)
def= 1/√1 − r2/, then it is easy to see that the sequence of
Dikin iterates converges to the central path: (wk) ↑ +∞.
2. If (w0) = (r) then the centrality of all points of the process (7.5) is not changing. In this case, the coefﬁcient 
is of the order (1/)r2, so the complexity estimate of the process (7.5) is proportional to (1/r)2 ln(1/), which is
typical for Karmarkar-type methods.
3. If (w0)< (r) then the centrality of the points generated by the process (7.5) is decreasing. Moreover, in this case
it can be proved that the Dikin process does not converge to the solution of our problem.
The last declaration is not so evident. Therefore we provide it with a formal proof.
Lemma 7. Assume that for certain  ∈ (0, 1) and  = (w0) we have
 · (r). (7.6)
Then the Dikin method (7.5) converges to a non-zero boundary point of the feasible set.
Proof. In view of (7.2) and (7.3), inequality (7.6) is valid for all  = (wk). Denote now + = (wk+1),  = (wk),
and  = (wk). Then
+
(7.2)=  + 
1 − 
[
 − 1
1 − 
]
=  + 
(1 − )2 [(1 − ) − 1]
(7.3)=  + 
(1 − )2 ·
2(1 − 1 r2) − 1
( + 1)[1 + −1 ]
(7.6)
  − 
(1 − )2 ·
1 − 2
( + 1)[ − 1 + ] · ( − 1).
Thus,
+ − 1(1 − (1 − 2)q) · ( − 1),
q = 1
(1 − )2( + 1) ·

(1 + ) − 1 . (7.7)
In this expression q = q(wk). Let us show that these values are uniformly separated from zero. Indeed,

 − 1 =
r√

· 1√
2 − 1
(7.6)
 r√

· [2(r) − 1]−1/2 = r√

·
[
1
1 − 1 r2
− 1
]−1/2
= 1
(r)
.
Therefore,

(1 + ) − 1 =

 − 1 + 
1
(r) +  .
This implies that
q
(7.7)
 1
( + 1)((r) + )
(7.6)
 1
2(r)(1 + (r)) .
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Consequently, the quantities (wk) − 1 vanish with a linear rate. The same is true for values (wk). This means that
v-components of points wk updated by (7.1) have no chances to reach the origin. 
Note that we can change the sign of the difference (7.4) by choosing a smaller stepsize parameter r. Therefore, if
the centrality of the starting point w0 is very bad, we can apply ﬁrst very small steps to improve it. However, in this
case the value of the initial proximity measure will enter as a factor in the complexity estimate. Note that the efﬁciency
estimate of the polynomial-time Greedy Scheme depends on the logarithm of this measure.
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