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Abstract
People counting has a wide range of applications in the context of pervasive systems. These applications range from eﬃcient
allocation of resources in smart buildings to handling emergency situations. There exist several vision based algorithms for people
counting. Each algorithm performs diﬀerently in terms of eﬃciency, ﬂexibility and accuracy for diﬀerent indoor scenarios. Hence,
evaluating these algorithms with respect to diﬀerent application scenarios, environment conditions and camera orientations will
provide a better choice for actual deployment. For this purpose, in our paper the most commonly implemented Frame Diﬀerencing,
Circular Hough Transform and Histogram of Oriented Gradient based methods are evaluated with respect to diﬀerent factors like
camera orientation, lighting, occlusion etc. The performance of these algorithms under diﬀerent scenarios demonstrates the need
for more accurate and faster people counting algorithms.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Second International Symposium on Computer Vision and the
Internet (VisionNet’15).
1. Introduction
People counting is a spatio-temporal function of human sensing, which gives the count of people in a particular
area. Counting people is a useful task, which helps in understanding the ﬂow of people in various places. The
knowledge of density of people over an area would be helpful in handling emergency situations, eﬃcient allocation
of resources in the smart buildings etc. The constant movement of people, diﬀerent age groups and body types makes
people counting a challenging process. In addition, the presence of obstacles in indoor spaces etc., and varying lighting
conditions make the process of accurately estimating the number of people in an area at given time very diﬃcult.
1.1. Related Work
A wide range of technological solutions have been proposed for addressing the problem of people counting in
both indoor and outdoor settings. People counting approaches can be mainly divided into two: instrumented and
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uninstrumented approaches1. Instrumented approaches can leverage wearable devices that give the individual count
like RFID tags2, WiFi tags10 etc. In many applications an instrumented approach would be infeasible since providing
tags to people in public buildings is diﬃcult and hence is not preferred.
On the other hand uninstrumented approaches rely on the external sensors like IR beam sensors, proximity sensors,
laser sensors, temperature sensors, etc that are placed in the environment4,5,1. IR and proximity sensors are widely
used due to ease of use, but are not reliable when too many people arrive at the same time, and also produce many
false positives due to other moving objects. Laser sensors work similarly to IR sensors5 and provide better accuracy
at a higher cost. Thermal sensors are another option but there remain several challenges in using them for accurate
counting. Cameras are a commonly used option and easy to instrument3. With the current progress in video analytics,
counting using vision based approaches is getting more eﬃcient.
Several camera based people counting techniques have been designed for diﬀerent scenarios both in indoor and
outdoor environments1. One of the primary challenges in camera based approaches is the accurate detection of
humans in diﬀerent scenarios. Once the detection is done, counting is usually straightforward, therefore we outline
the most popularly studied and implemented algorithms for human detection from a surveillance video.
Frame Diﬀerencing based background subtraction is the simplest approach that can be used for detecting moving
objects21. In frame Diﬀerencing based people counting, the moving objects are detected and are classiﬁed as hu-
mans based on the bounding box parameters (viz length,width, area) that bounds moving objects. Gaussian Mixture
Model12,13 is another background subtraction technique to detect moving objects. People Counting is achieved by
normalizing the foreground objects extracted from the image and ﬁnding the edges using Gaussian Process Regres-
sion. In14,15, Haar features are extracted from an image and they are classiﬁed as humans using a cascade classiﬁer.
In people counting Haar features are mainly used to detect and count the number of human faces.
In3,18, human heads are detected and classiﬁed for counting using head classiﬁer Statistically Eﬀective Multi-scale
Block Local Binary Pattern (SEMB-LBP). Here the head features are extracted and the count is obtained by counting
the number of heads detected. Automatic people segmentation and counting based approach is proposed in16. Here K-
means clustering with block wise background subtraction is used to segment individual person in the scene. Maximum
number of clusters with suitable inter-cluster separation gives the number of people present in a scene.
Many recent techniques use Histogram of Oriented Gradient (HoG) based people counting, where histogram of
gradient features of foreground objects are extracted and then classiﬁed using a classiﬁer23. This method can be
applied for both inclined23 and overhead cameras24.
When overhead cameras are used, the features of the head and shoulder are usually considered. HoG features are
extracted from the foreground and are classiﬁed using linear Support Vector Machine (SVM) classiﬁer. In20, Circular
Hough transform (CHT) is used to detect human heads (as circles) in the image from an overhead camera in indoor
space and counting is based on number of circles detected, and is shown to be faster for overhead cameras. However
the performance of these approaches for scenarios which include both overhead and inclined cameras are yet to be
evaluated.
1.2. Need for Comparative Study
As we have seen so far there are several vision based approaches for people counting. While many of these
approaches work in detecting humans in diﬀerent scenarios, when it comes to people counting as required by real-
time pervasive systems there are several considerations:
• Firstly the technique must work irrespective of the camera orientation.
• The approach must be eﬃcient so that real-time counting can be done.
• The solution must consider diﬀerent scenarios, like entrances, large open spaces, lighting conditions, occlusions
etc and provide accuracy in all these cases.
All the above camera based techniques work well in some cases, but their performance in terms of all these parameters
namely accuracy, ﬂexibility, eﬃciency, and robustness to camera orientation is not known, specially in indoor spaces.
Therefore the commonly implemented camera based human detection approaches must be tested for these factors, so
as to understand their suitability for people counting in indoor space.
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Several studies have evaluated the diﬀerent algorithms for people detection using vision based approaches. In9,25,
the authors have discussed about various methods involved in human sensing like presence, count, track etc. The
authors have also discussed about various existing people counting approaches like instrumented and uninstrumented
with common challenges that can occur while implementing these methods. However in the context of people counting
there has not been a survey focusing on the speciﬁc application needs of people counting in indoor spaces to the best
of our knowledge. In23, existing techniques have been compared in the context of overhead cameras.
In this paper, a comparison is made between a few of the common vision based people counting algorithms with
respect to diﬀerent camera orientations and real time scenarios. For this purpose we have chosen Frame Diﬀerenc-
ing, CHT and HoG based people detection techniques. The ﬁrst is the most common and cheapest solution. CHT
is commonly used in the case of overhead cameras and HoG based approaches are still widely proposed (with some
modiﬁcations to the basic HoG) and is ﬂexible. Hence they form a broad range of approaches needed for our compar-
ative study. The focus of this paper is to primarily understand how these fundamental approaches work in the context
of the above mentioned requirements, and to gain new insights based on the performance of these algorithms over a
wide variety of scenarios. We will be looking at some variations of HoG, but a full comparison of these variations is
beyond scope of this paper.
These algorithms are evaluated in the context of counting people in an indoor area over at any given instance
of time. We rigorously compare them under diﬀerent lighting conditions, diﬀerent crowd environments and camera
orientations. We evaluate the accuracy, eﬃciency and response time of the diﬀerent algorithms over these diﬀerent
scenarios. Based on our observations we suggest guidelines for deploying camera based people counting techniques.
The rest of the paper is structured as follows: Section 2 discusses the chosen algorithms for comparison. In Section
3 the experimental setup with results are discussed and we ﬁnally conclude in Section 4
2. Algorithms for Comparison
As discussed above, the task of detecting and counting humans who are continuously moving in diﬀerent directions,
varied illumination and backgrounds is challenging. Detection and counting of pedestrians can be performed by using
various vision based algorithms, and as discussed earlier there is a need for a comparative study of algorithms in the
context of people counting. In this section, we give an overview of the working of the chosen algorithms 1) Frame
Diﬀerencing 2) Histogram of Oriented Gradients and 3) Circular Hough Transform.
2.1. Frame Diﬀerencing based people Counting
Frame diﬀerencing is a simple technique that can be implemented very easily for moving object detection21. This
method extracts pixel wise diﬀerences of current frame from the previous frame to detect the moving objects. It is also
popularly known as temporal diﬀerencing in which a background model (which is video frame at time t) is subtracted
from a video frame at time t+1. Inter frame diﬀerence method computes the absolute diﬀerence between the previous
frame and current frame. The general operation performed in this method is given by:
Di f f = | f ramet+1 − f ramet | (1)
This subtraction helps extract the foreground; if the absolute diﬀerence in pixel values for a given pixel position in
both the images is greater than the threshold value T s , then that pixel is considered as a part of the foreground. The
thresholding condition is given by the following equation in which (i, j) represents the position of the pixel.
| f ramet (i, j) − f ramet+1 (i, j)| > Ts (2)
The detected moving objects are identiﬁed as humans by analysing the blobs, and their dimensions. People counting
is performed by ”bounding box with centroid” method21. For each blob, a bounding box is created and the number of
such bounding boxes present over a scene at a particular time gives the people count. While this approach is easy to
implement, there are false positives due to the possibility of similar dimension blobs that do not indicate humans.
464   Chakravartula Raghavachari et al. /  Procedia Computer Science  58 ( 2015 )  461 – 469 
2.2. Circular Hough Transform (CHT) based People Counting
This approach relies on detecting the circular shapes of human heads using overhead cameras. Hough transform is
commonly used to determine the parameters of a circle whose equation can be represented as:
(xi − a)2 + (yi − b)2 = r2. (3)
(xi, yi) represents an arbitrary point of interest in the object’s boundary, (a, b) represents the center of the circle,
and r is the radius of the circle. For each point (x, y) on the original circle, a circle centered at (xi, yi) with radius R
can be deﬁned. The intersection point of all these circles in the parameter space yields the center of the desired circle
in the original space. The algorithm can be similarly enhanced to determine multiple circles.
Once the heads are detected, the counting is done by counting the bounding boxes computed using a centroid
method. The advantage of using Hough Transform for detection and counting is that it can handle the missing and
occluded information when using an overhead camera. However it has to be adapted to perform with inclined cameras.
2.3. Histogram of Oriented Gradients based People Counting
HoG is an object detection technique, which uses distribution of intensity gradients or edge directions to deﬁne the
shape of an object. It decomposes an image into cells, and for each cell, histogram of gradients are computed. Filtering
is used to ﬁnd the gradients in both horizontal and vertical directions. [−1, 0, 1] and [−1, 0, 1]T are used as ﬁlters in
the horizontal and vertical directions respectively. The combined histogram across all cells represents the descriptor.
For better accuracy, normalization is done for all regions in the detection window by calculating a measure of local
histogram over larger windows of ﬁxed spatial regions. Once the features are detected, the humans are classiﬁed using
a classiﬁer. The training dataset includes annotated human images from diﬀerent video streams. SVM classiﬁers are
commonly used in such applications. Other classiﬁers like Adaboost which are cascading classiﬁers are also used for
identifying and detecting humans. In this paper we study the performance of HoG along with an SVM classiﬁer with
both linear kernel and a non-linear kernel like RBF (Radial Basis Function).
3. Analysis of Diﬀerent Algorithms
The previous sections explained the need for a comparative analysis of vision based human detection techniques
and outlined the three algorithms as part of this study that address diﬀerent challenges. This section explains the
methodology of evaluation, the experimental setup and the results of these experiments.
We ﬁrst discuss the system ﬂow. The video feed from the camera is preprocessed, where frame extraction is done,
and this processed feed is sent to the modules implementing the three diﬀerent algorithms (Frame Diﬀerencing, CHT
and HoG (with linear and RBF kernel)). Each of them individually detects the people in the feed, and sends this to
the counting module. Here a simple counting algorithm is applied to determine the number of people in a region at a
given instant of time.
3.1. Experimental Strategy
Once the diﬀerent algorithms detect the humans, we need to evaluate their performance. For this we need to run
the algorithms under diﬀerent contexts as discussed in Section 1. The diﬀerent scenarios for which the algorithms are
evaluated are as follows:
• Camera Orientation: The camera can be either in an overhead position or in an inclined position. Both orienta-
tions are used for people counting in diﬀerent contexts, and hence must be analysed.
• Density of the people: The human detection accuracy depends on the density of people in the coverage region.
It can be low, medium or high. In diﬀerent times of day and situations, the density can vary, and a people
counting algorithm must work for diﬀerent densities of people.
• Lighting conditions: Lighting aﬀects vision based object detection algorithms. People counting algorithms
must be robust to low lighting conditions and possible glare.
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• Presence of occlusion: Humans can be occluded by other humans or objects in the environment. The eﬀective-
ness of any algorithms in the presence of such occlusions would provide an indication of suitability in real life
scenarios.
To perform the experiments, we have chosen a lab environment, which is 210X110cm in dimension where there
is a continuous ﬂow of people. A camera is placed facing the entrance to the lab. The camera is positioned in
both overhead and inclined orientations (approx. 60 degrees) covering the region of interest. Our setup for both the
orientations are shown in ﬁgure 1 and ﬁgure 2.
Fig. 1. Overhead Position Fig. 2. Inclined Position
Our objective is to ﬁnd the number of people that are crossing the entrance of the lab (in both directions). An
OpenCV based system is developed for implementing the algorithms given in Section 2. All the algorithms were
implemented on a desktop machine with an Intel Core: i3 processor and 4.00GB RAM. The data used for testing the
algorithms include video feeds from the camera that was collected over a period of 2-3 weeks under varied lighting
conditions and various densities of people ﬂow. The people count given by the individual algorithms is compared
with actual count (done manually) to determine the accuracy. For each of the diﬀerent scenarios multiple cases are
generated.
The following are the diﬀerent metrics that are used for evaluating the selected algorithms.












Accuracy is the ratio of true values to the sum of all the possible values23. It is deﬁned as follows:
Accuracy =
TruePositive + TrueNegatives
TruePositive + FalsePositives + TrueNegatives + FalseNegative
(6)
Response Time is the time taken by the each algorithm to perform people counting.
3.2. Experimental Results
In this section we evaluate the selected vision based algorithms and some of their variants with respect to the
categories explained in Section 3.1 and discuss the results and observations.
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3.2.1. Orientation of the camera
The ﬁrst set of experiments evaluates the impact of the camera orientation on people detection accuracy. For
this purposes, the cameras have been placed both at overhead and inclined positions. Keeping orientation constant,
cases spanning the other scenarios have been collected and the performance of the diﬀerent strategies is compared.
The Table shows the results obtained under this category. From Table 1 it is evident that the CHT performs best
Table 1. Performance under diﬀerent camera orientations
Overhead Inclined
Detection Rate Recall Accuracy Detection Rate Recall Accuracy
Frame Diﬀerencing 0.878 0.496 0.4527 0.902 0.3417 0.3195
Circular Hough Transform 0.853 0.84 0.736 0.534 0.646 0.418
HoG + SVM (Linear) 0.790 0.911 0.736 0.8615 0.8375 0.7647
SVM (RBF) 0.9196 0.8604 0.7978 0.9291 0.8792 0.8071
in overhead position of the camera. This is because the occlusion caused by other person is avoided in an overhead
camera. On the other hand, HoG performs better in the inclined orientation. In inclined orientation, the complete view
of people enables the extraction of human features well. Hence, HoG performs better for inclined orientation. When
a SVM classiﬁer with RBF kernel is used, the accuracy is improved a bit for both orientations. It must be noted that
the HoG is only generally trained for human detection. If the training is speciﬁc to camera orientation, then it may
perform more accurately. Frame diﬀerencing is the worst in terms of accuracy, and fares poorly in inclined orientation
due to occlusions.
3.2.2. Various densities of people
Table 2 shows the results obtained for the people detection algorithms diﬀerent densities of people in the region
of interest. We consider diﬀerent cases with low ( 1-2 people/frame), medium (3-4 people/frame) and high(5 peo-
ple/frame) densities of people. From the table we can infer that frame diﬀerencing has the lowest accuracy compared
to the other two algorithms. It is because when density is high i.e. when people are moving very close to each other
it counts them as one. HoG performs best since it works consistently irrespective of camera orientation. Here again,
the use of RBF kernel slightly improves the accuracy.
Table 2. Impact of density of people
Low (1-2) Moderate (3-4) High (5)
Detection Rate Recall Accuracy Detection Rate Recall Accuracy Detection Rate Recall Accuracy
Frame Diﬀerencing 0.8108 0.6708 0.5646 0.8450 0.4540 0.480 0.775 0.275 0.250
Circular Hough Transform 0.6583 0.795 0.677 0.7362 0.8017 0.671 0.8369 0.9 0.6348
HoG + SVM (Linear) 0.6842 0.775 0.7625 0.6518 0.763 0.724 0.9 0.8 0.6935
SVM (RBF) 0.9167 0.8316 0.7719 0.8743 0.8127 0.7581 0.8732 0.8094 0.7358
Figure 3 demonstrates this clearly, i.e, Frame Diﬀerencing here outputs count as one even though there are ﬁve
people who are very close to each other. Figure 4 shows HoG for an inclined camera with a high density of people,
demonstrating the better performance of this method.
3.2.3. Diﬀerent lighting conditions
Next, we consider the diﬀerent lighting conditions, i.e., the performance of the algorithms during the day time and
night time. Table 3 shows how these algorithms perform under the two diﬀerent modes. It is obvious that the accuracy
for all the algorithms in day light is less when compared to night mode because of the presence of shadows in day
light condition. Interestingly the linear kernel works better in the day light conditions and has better recall. This is
also reiterated in the presence of occlusions as we will see next.
3.2.4. Presence of occlusion
Under this category, the algorithms are evaluated for both occluded and non occluded case. Table 4 shows the
results obtained. It is obvious that the accuracy of each algorithm is higher in the non-occluded case when compared
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Fig. 3. Frame Diﬀerencing- High Density Fig. 4. HoG-High Density
to that of occluded case. In the presence of occlusions, HoG has the highest accuracy than the other two since the
HoG is robust in capturing human features under diﬀerent conditions. As mentioned before a linear kernel performs
better in this case.
Table 3. Performance under diﬀerent lighting conditions
Night Day
Detection Rate Recall Accuracy Detection Rate Recall Accuracy
Frame Diﬀerencing 0.8491 0.4356 0.411 0.825 0.392 0.3455
Circular Hough Transform 0.685 0.7689 0.599 0.708 0.733 0.542
HoG + SVM (Linear) 0.8013 0.864 0.776 0.8677 0.891 0.7090
SVM (RBF) 0.8762 0.783 0.8011 0.8592 0.7264 0.7865
Table 4. Impact of occlusion
Occlusion No Occlusion
Detection Rate Recall Accuracy Detection Rate Recall Accuracy
Frame Diﬀerencing 0.8181 0.338 0.3095 0.9208 0.6619 0.6165
Circular Hough Transform 0.7105 0.7284 0.5850 0.6440 0.7869 0.6527
HoG + SVM (Linear) 0.8350 0.8916 0.7139 0.8414 0.8226 0.7448
SVM (RBF) 0.8574 0.8257 0.7962 0.8729 0.7906 0.8199
Figure 5 demonstrates the robustness of HoG even when occlusion is present. This capacity of HoG features to
detect humans even in the presence of occlusion makes it a desirable algorithm for people counting applications.
Figure 6 demonstrates a case where CHT fails. Here it fails to detect a person whose head is mildly occluded,
demonstrating that head detection is not a fail-safe approach.
Fig. 5. Impact of Occlusion on HoG Fig. 6. Impact of Occlusion on Hough
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Finally we analyze the overall accuracy and response of these algorithms.The metrics are aggregated based on all
the above results are shown in Table 5.
Table 5. Overall Accuracy and Response Time
Accuracy Response Time (approx.)
Frame Diﬀerencing 0.4165 14 seconds
Circular Hough Transform 0.6060 46 seconds
HoG + SVM (Linear) 0.7404 112 seconds
SVM (RBF) 0.7860 87 seconds
We can see that HoG has the highest accuracy followed by the CHT method. The CHT works best for overhead
cameras but fails in inclined positions. However it is much more eﬃcient in terms of response time. HoG is robust to
diﬀerent scenarios, but has poor response time due to the classiﬁcation requirement. The use of a RBF kernel results
in better accuracy and better response time than the linear kernel. For real-time purposes faster techniques must be
developed. The overall accuracy is less for all the algorithms when compared to that of19,20,21 since the data set which
we used is more diverse, caters to both camera orientations and has more cases of occlusion.
4. Conclusion
In this paper we have compared three camera based approaches for human detection in the context of people
counting. We have analyzed their performance in the context of diﬀerent camera orientations, density of people,
lighting conditions and occlusions. After analyzing them under diﬀerent scenarios, we can have observed that the
Histogram of Gradients based approach is most robust, even when it isn’t trained speciﬁcally for speciﬁc camera
orientations. Its performance in the presence of occlusions is very good and hence makes it a good candidate for such
applications. Additionally using an RBF kernel helps improve the performance than using a linear kernel. However
HoG based approach with SVM suﬀers from poor response time, and has to be addressed. The frame diﬀerencing
method is easy to implement, and fast, but has poor accuracy. Hough, performs well when the camera is in the
overhead position, but fails in the other orientation. This study shows the techniques that use classiﬁcation over
features in representing humans works eﬀectively and more accurately. However it also demonstrate the needs for
faster human detection algorithms, that do not require complex training and classiﬁcation, so that they can be used
in real-time systems. Our future work involves taking lessons from this study and developing robust and real-time
algorithms for people counting.
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