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Abstract
In this paper we are interested in parameters estimation of linear model when number of parameters increases
with sample size. Without any assumption about moments of the model error, we propose and study the seamless
L0 quantile estimator. For this estimator we first give the convergence rate. Afterwards, we prove that it cor-
rectly distinguishes between zero and nonzero parameters and that the estimators of the nonzero parameters are
asymptotically normal. A consistent BIC criterion to select the tuning parameters is given.
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1 Introduction
Consider a model where the number of regressors can increase with the sample size n:
Yi = X
t
iβn + εi, i = 1, · · · , n, (1)
where βn = (β1, · · · , βdn) ∈ Rdn contains the regression parameters. The design vector Xi, for observation i, is a
deterministic vector of dimension dn×1. The random variable εi is the model error. Denote by β0n = (β01 , · · · , β0dn) the
true value, unknown, of the parameter βn. In order to automatically select the non-zero components of βn (therefore
to select the significant variables), intuitively, the random optimization process would penalize with the ”norm” L0 (it
is not a norm) defined by ‖βn‖0 =
∑dn
j=1 11βj 6=0. This ”norm” has the disadvantage that it is not continuous in 0, then
it is computationally infeasible, since all possible models should be considered (all possible combinations of βj 6= 0).
In this paper, we estimate the parameter βn of (1), penalizing the quantile process with a seamless L0 norm. The
difficulty in studing of this type of estimation method is that the quantile process is convex in βn and the seamless L0
penalty is concave.
In literature on the high-dimension models, it was considered only the case of a quantile process penalized with a
convex penalty of type L1. Models with the number of variables exceeding the sample size (dn > n) are studied by
[Belloni and Chernozhukov (2011)], [Fan et al. (2014a)], [Zheng et al.(2013)]. If dn < n, references [Wu and Liu (2009)],
[Zou and Yuan(2008)] considered variable selection in a quantile model with convex penalties.
Penalized random process of type:
Gn(βn) + Pen(βn), (2)
with the processGn(βn) convex in βn and the penalty Pen(βn) nonconvex has been few studied. In [Fan and Peng (2004)],
Gn(β) is − loglikelihood and the penalty is nonconvex, with d5n/n→∞, as n→∞. For dn ≫ n, [Wang et al. (2014)]
considered, for the particular case of Y |X = x sub-Gaussian, Gn(βn) a loss function and Pen(βn) nonconvex loss
penalty. For always dn ≫ n, [Zhang and Zhang (2012)] considered Gn(βn) = (2n)−1
∑n
i=1(Yi −Xtiβn)2 and Pen(βn)
concave. [Fan et al. (2014b)] proposed an estimation method based on one-step local linear approximation, when the
support set for β0n is known.
To overcome the disadvantage of the discontinuity in 0 of the norm L0, [Dicker et al. (2013)] propose a seamless
L0 penalty:
Pen(βn) ≡
λn
log 2
dn∑
j=1
log
( |βj |
|βj |+ γn + 1
)
, (3)
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with λn, γn > 0 two tuning parameters. If γn → 0, the penalty L0 is obtained. Reference [Dicker et al. (2013)] considers
Gn(βn) = n
−1
∑n
i=1(Yi −Xtiβn)2 , with (εi) i.i.d., IE[εi] = 0, V ar(εi) = σ2, suppositions under which the sparsity
and the asymptotic normality of estimators are proved, if dn/n → 0, for n → ∞. If Y belongs to the exponential
family, [Li et al. (2012)] considers Gn(βn) = − loglikelihood/n, with penalty (3), but with a stronger constraint on dn:
d5n/n→ 0 for n→∞.
If the law of the error ε is unknown, or if the assumptions on the first two moments of the error are not satisfied,
then the likelihood, least squares methods with seamless L0 penalty can not be used. This justifies the interest of the
present paper, where quantile process will be penalized with seamless L0 penalty (3).
We give some general notations. Throughout the paper, C denotes a positives generic constant not dependent on
n which may take different values in different formula or even in different parts of the same formula. All vectors and
matrices are in bold and all vectors are column. For a vector v, ‖v‖2 is the Euclidean norm, vt denotes the transposed
of v. For a matrix M, ‖M‖2 is the subordinate norm to the vector norm ‖.‖2, λmin(M) and λmax(M) are smallest
and largest eigenvalues. We use also the notation sgn(.) for the sign function and tr(.) for the trace operator.
The paper is organized as follows. In Section 2, we introduce and study the convergence rate, oracle properties of
the seamless L0 quantile estimator. In Section 3 we propose a consistent BIC criterion to select the tuning parameters.
Finally, in Section 3, we present two lemmas useful to prove the main results.
2 Seamless L0 quantile estimator
In this section we propose and study the seamless L0 quantile estimator. For a fixed quantile index τ ∈ (0, 1), the
seamless L0 quantile estimator is the parameter which minimizes the process
Qn(βn) ≡
1
2n
n∑
i=1
ρτ (Yi −Xtiβn) +
dn∑
j=1
pSELO(βj),
with the function ρτ (.) : R→ R+ defined by ρτ (u) = u(τ − 11u<0) and for β ∈ R,
pSELO(β) ≡ λn
log 2
log
( |β|
|β|+ γn + 1
)
.
Then, the seamless L0 quantile estimator is
β̂n ≡ argmin
βn∈R
dn
Qn(βn). (4)
Remark 1 We emphasize that the results of [Fan et al. (2014b)], where a concave penalty is considered for quantile
process, cannot be applied in the present paper, because our penalty cannot written as ‖c ◦ β‖1.
For errors (εi) of model (1), we consider the following assumption:
(A1) (εi)1≤i≤n are i.i.d., with the distribution function F and density function f . The density function f is continu-
ously, strictly positive in a neighborhood of zero and has a bounded first derivative in the neighborhood of 0. The τth
quantile of εi is zero: τ = F (0).
Let us denote αn = (dn/n)
1/2. For the deterministic design (Xi)1≤i≤n we suppose that:
(A2) there exist constants 0 < r0 ≤ R0 <∞ such that r0 ≤ λmin(n−1
∑n
i=1XiX
t
i) ≤ λmax(n−1
∑n
i=1XiX
t
i) ≤ R0.
(A3) max1≤i≤n ‖Xi‖2 = o(α−1n ).
On the tuning parameters λn, γn and on the dimension dn, we suppose:
(A4) dn is such that dn/n→ 0, as n→∞.
(A5) λn = O(1), λn
√
n/dn →∞ and γn = O(d1/2n n−3/2).
Assumptions (A1), (A2) are standard for linear model and (A3) is classic for an high-dimensional model. Assump-
tions (A4), (A5) are needed for statistical inference study of β̂n (see e.g. [Dicker et al. (2013)], [Lee et al. (2014)]).
For βn ∈ Rdn , let be the difference between two quantile processes:
Gn(βn) ≡
n∑
i=1
[ρτ (Yi −Xtiβn)− ρτ (εi)]. (5)
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Following theorem states that the estimators β̂n has a convergence rate of order αn. If dn is bounded, we find the
classic convergence rate n−1/2 of quantile estimator for a finite-dimensional model (see [Knight (1998)]).
Theorem 1 Under assumptions (A1)-(A5), we have: ‖β̂n − β0n‖2 = OP(αn).
Proof. In order to prove the theorem, we show that for all ǫ ∈ (0, 1), there exists a constant large enough B > 0, such
that we have, for any n large enough,
P
[
inf
‖u‖2=1
Qn(β
0
n +Bαnu) > Qn(β
0
n)
]
≥ 1− ǫ. (6)
Fix ǫ ∈ (0, 1) and consider some u = (u1, · · · , udn) ∈ Rdn , with ‖u‖2 = 1. Let be some constant c > 0. Consider
Qn(β
0
n + cαnu)−Qn(β0n) =
1
2n
Gn(cαnu) +
dn∑
j=1
[pSELO(β
0
j + cαnuj)− pSELO(β0j )]. (7)
For the penalty, we have the following inequality:
dn∑
j=1
[pSELO(β
0
j + cαnuj)− pSELO(β0j )] ≥
∑
j∈J(u)
[pSELO(β
0
j + cαnuj)− pSELO(β0j )],
where J(u) ≡ {l ∈ {1, · · · , dn}; pSELO(β0l + cαnul) − pSELO(β0l ) < 0}. Because c, u are fixed and αn → 0 , then by
Lemma 1, for all j ∈ J(u), and for large enough n, there exists C˜j > 0 such that
pSELO(β
0
j + cαnuj)− pSELO(β0j ) =
λn
log 2
[
g(β0j + cαnuj)− g(β0j )
]
=
λn
log 2
C˜jαn|uj |γn(−1)sgn(β0j (β0j+cαnuj)).
Thus, by assumptions (A4) and (A5), we have:
∑
j∈J(u)
[pSELO(β
0
j + cαnuj)−pSELO(β0j )] > −
λnαnγn
log 2
∑
j∈J(u)
C˜j |uj | = −O(λnαnγndn) = −O(αnα3/2n ) = −o(α2n). (8)
We now study the expectation of Gn(cαnu):
IE[Gn(cαnu)] =
n∑
i=1
IE[ρτ (εi − cαnXtiu)− ρτ (εi)] =
n∑
i=1
IE
[ ∫ cαnXtiu
0
110<εi<tdt
]
=
n∑
i=1
∫ cαnXtiu
0
[F (t)− F (0)]dt.
On the other hand, by (A1), for v → 0, we have ∫ v
0
[F (t)− F (0)]dt = f(0)2 v2 + o(v2). Using (A3), we have:
1
n
n∑
i=1
∫ cαnXtiu
0
[F (t)− F (0)]dt = f(0)
2
cα2n
1
n
n∑
i=1
(Xtiu)
2 + o(α2n
1
n
n∑
i=1
u
t(XiX
t
i)u).
Then
1
n
IE[Gn(cαnu)] = c
f(0)
2
α2n
1
n
u
t(
n∑
i=1
XiX
t
i)u(1 + o(1)). (9)
Consider now the random variables Di ≡ (1− τ)11εi>0 − τ11εi>0, Ri ≡ ρτ (εi − cαnXtiu)− ρτ (εi)− cαnDiXtiu and the
random vector Wn ≡
∑n
i=1 cαnDiX
t
i. Thus, the process Gn can be written:
Gn(cαnu) = IE[Gn(cαnu)] +Wnu+
n∑
i=1
[
Ri − IE[Ri]
]
.
But, since, by (A1), the errors (εi) are independent, using also |Ri| ≤ |cαnXtiu|11|εi|≤|cαnXtiu|, we have:
IE[
n∑
i=1
[Ri − IE[Ri]]2 =
n∑
i=1
IE[Ri − IE[Ri]]2 ≤
n∑
i=1
IE[Ri]
2 ≤
n∑
i=1
|cαnXtiu|2IE[11|εi|≤|cαnXtiu|].
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Taking into account assumptions (A1) and (A3), we have IE[11|εi|≤|cαnXtiu|] = F (|cαnXtiu|) − F (−|cαnXtiu|) =
Cαn|Xtiu| ≤ Cαnmax1≤i≤n ‖Xi‖2 = o(1), with C > 0. Then, using assumption (A2), we obtain:
IE
[ n∑
i=1
[Ri − IE[Ri]]
]2
= o
(
α2nu
t
n∑
i=1
XiX
t
iu
)
= o(dn). (10)
Consider now the random variable Un ≡ d−1/2n
∑n
i=1[Ri − IE[Ri]]. Taking into account (10), we have IE[U2n] = o(1).
Since E[Un] = 0, by Bienayme´-Tchebychev inequality, we have Un
P−→
n→∞
0. Thus
∑n
i=1
[
Ri − IE[Ri]
]
= oP(d
1/2
n ).
Returning to Gn, we have, taking into account (9):
Gn(cαnu) = IE[Gn(cαnu)] +Wnu+ oP(d
1/2
n )
or again
Gn(cαnu) =
(
f(0)
2
c2dnu
t(
1
n
n∑
i=1
XiX
t
i)u+ d
1/2
n c
( n∑
i=1
DiXti√
n
)
u
)
(1 + oP(1)) + oP(d
1/2
n ). (11)
Since n−1/2
∑n
i=1DiXtiu converges in distribution to a centered normal distribution, by assumptions (A4) and (A2),
for a large enough constant B, we have that the first term of the right side that will dominate in (11). Then,
1
2n
Gn(Bαnu) = f(0)B
2α2nu
t(
1
n
n∑
i=1
XiX
t
i)u(1 + oP(1)). (12)
Thus, for n and B large enough, we have (2n)−1Gn(Bαnu) > 0. On the other hand, by relations (7) and (8),
Qn(β
0
n +Bαnu)−Qn(β0n) > (2n)−1Gn(Bαnu)− o(α2n). Taking also into account relation (12) and assumption (A2),
we obtain (6). 
Let us consider the parameter set, with the constant B > 0 of relation (6):
Vαn(β0n) ≡ {βn ∈ Rdn ; ‖βn − β0n‖ ≤ Bαn}.
According to Theorem 1, the seamless L0 quantile estimators belong to Vαn(β0n), with a probability converging to 1.
For the index set A, with A ⊆ {1, · · · , dn}, we will denote by |A| its cardinal. Throughout the paper, we denote by βA
the sub-vector of βn containing the corresponding components of A. Similarly for Xi,A. Consider also the following
index set:
A0 ≡ {j ∈ {1, · · · , dn}; β0j 6= 0}. (13)
The following theorem gives the oracle properties for the estimators β̂n = (β̂1, · · · , β̂dn), defined by (4). Note that,
with respect to the paper of [Dicker et al. (2013)], for showing the normality of the nonzero estimators, the condition
IE[|εi|2+δ] < M is not needed, for some δ > 0 and M <∞.
Theorem 2 Under assumptions (A1)-(A5), we have
(i) lim
n→∞
P[{j ∈ {1, · · · , dn}; β̂j 6= 0} = A0] = 1.
(ii) For any vector u of dimension |A0| such that ‖u‖2 = 1, if we denote ΣA0 ≡ n−1
∑n
i=1Xi,A0X
t
i,A0 , then
√
n(utΣ−1A0)
−1
u)−1/2ut(β̂A0 − β0A0) L−→n→∞ N
(
0,
τ(1 − τ)
f2(0)
)
.
Proof. (i) If we denote by A0c the complementary set of A0 in {1, · · · , dn}, we will prove that for any βn =
(βA0 ,βA0c) ∈ Vαn(β0n) such that ‖βA0 − β0A0‖2 = OP(αn) and any constant C > 0, we have
Qn((βA0 ,0)) = min
‖βA0c‖≤Cαn
Qn((βA0 ,βA0c)). (14)
4
Consider the following parameter setWn ≡ {βn ∈ Vαn(β0n); ‖βA0c‖2 > 0}. We show that P[β̂n ∈ Wn]→ 0, as n→∞.
Let βn = (βA0 ,βA0c) ∈ Wn and an another parameter β˜n = (β˜A0 , β˜A0c) ∈ Vαn(β0n), such that β˜A0 = βA0 and
β˜A0c = 0. Define
Dn(βn, β˜n) ≡ Qn(βn)−Qn(β˜n) =
1
2n
n∑
i=1
[
ρτ (Yi −Xtiβn)− ρτ (Yi −Xtiβ˜n)
]
+
∑
j∈A0c
pSELO(βj). (15)
Concerning the penalty of relation (15), as in the proof of Lemma A.2 of [Dicker et al. (2013)], relation (A.7), we have
that there exists C > 0 such that∑
j∈A0c
pSELO(βj) ≥ λn
log 2
log
( C
C + γnαn
+ 1
)‖βn − β˜n‖2.
On the other hand, by assumption (A3), we have that there exists C1 > 0 such that lim infn→∞
(
log
(
C/(C + γnαn)+
1
))
> C1 > 0. Then, for n large enough, there exists C˜ > 0 such that
∑
j∈A0c
pSELO(βj)
‖βn − β˜n‖2
≥ C˜λn. (16)
Let be the identity that follows from [Knight (1998)], for any x, y ∈ R,
ρτ (x − y)− ρτ (x) = y(11x≤0 − τ) +
∫ y
0
(11x≤t − 11x≤0)dt.
Using this relation for the first sum of (15), we obtain:
1
2n
n∑
i=1
[
ρτ (Yi −Xtiβn)− ρτ (Yi −Xtiβ˜n)
]
=
1
2n
(βn − β˜n)t
n∑
i=1
Xi[11Yi−Xtiβ˜n≤0
− τ ]
+
1
n
n∑
i=1
∫
X
t
i(βn−β˜n)
0
[11Yi−Xtiβ˜n≤t
− 11Yi−Xtiβ˜n≤0]dt ≡ T1n + T2n
(17)
For T1n we have, by assumption (A3) and since the density f is bounded in a neighborhood of 0:
IE[T1n] = (βn − β˜n)t
1
2n
n∑
i=1
Xi[F (X
t
i(β˜n − β0n))− F (0)] = (βn − β˜n)t
1
2n
( n∑
i=1
XiX
t
i
)
(β0n − β˜n)f(0)(1 + o(1)).
Then |IE[T1n]| ≤ ‖βn − β˜n‖2
∥∥(2n)−1∑ni=1XiXti∥∥2‖β0n − β˜n‖2f(0)(1 + o(1)). Since the matrix n−1∑ni=1XiXti is
Hermitian, we have that
∥∥n−1∑ni=1XiXti∥∥2 = λmax(n−1∑ni=1XiXti) ≤ R0. Hence, by (A2), we have |IE[T1n]| ≤
‖βn − β˜n‖2‖β0n − β˜n‖2R0f(0). Therefore IE[T1n] = O(‖βn − β˜n‖2‖β0n − β˜n‖2) = O(‖βn − β˜n‖22). By calculations
analogous to IE[T1n], using independence of εi, we have that IE[T
2
1n] = Cn
−1‖βn − β˜n‖3 → 0, for n → ∞. Since
V ar[T1n] ≤ IE[T 21n], using Bienayme´-Tchebychev inequality, we obtain
T1n = C‖βn − β˜n‖22(1 + oP(1)). (18)
Study now T2n of (17), which can be written as: T2n = n
−1
∑n
i=1
∫
X
t
i(βn−β˜n)
0
[11εi≤t−Xti(β0n−β˜n)
− 11εi≤−Xti(β0n−β˜n)]dt.
Then, taking into account that βn ∈ Vαn(β0n), together with assumptions (A1), (A3), we have
IE[T2n] =
1
n
n∑
i=1
∫
X
t
i(βn−β˜n)
0
[F (t−Xti(β0n−β˜n))−F (−Xti(β0n−β˜n))]dt =
1
n
n∑
i=1
∫
X
t
i(βn−β˜n)
0
[t·f(Xti(β˜n−β0n))+o(t)]dt.
By Theorem 1, together with assumptions (A1), (A3), we have that f(Xti(β˜n − β0n)) is bounded by a constant
C ∈ (0,∞). Thus, as for T1n, using assumption (A2) and the fact that n−1
∑n
i=1 ‖Xi‖22 − tr
(
n−1
∑n
i=1XiX
t
i
) → 0,
5
we have |IE[T2n]| ≤ Cn−1
∑n
i=1 ‖Xi‖22‖βn − β˜n‖2‖β˜n − β0n‖2 + o
(
n−1
∑n
i=1X
t
i(βn − β˜n)
)
= C‖βn − β˜n‖22. We show
similarly that IE[T 22n] = Cn
−1‖βn − β˜n‖3. Then, by Bienayme´-Tchebychev inequality, we have:
T2n = C‖βn − β˜n‖22(1 + oP(1)). (19)
Hence, by relations (18), (19), we obtain
T1n + T2n = C‖βn − β˜n‖22(1 + oP(1)).
Thus, taking into account this last relation together with relations (15), (16), (17), and since βn ∈ Wn, we have:
Dn(βn, β˜n)‖βn − β˜n‖−12 ≥ C‖βn − β˜n‖2 + C˜λn. Since ‖βn − β˜n‖ = O(αn) and λn/αn → ∞ by (A5), we have that
there exists C+ > 0 such that Dn(βn, β˜n)‖βn − β˜n‖−12 > C+λn > 0. But for β0n, taking into account the definition
of β˜n and that of Dn(β
0
n, β˜n) ≡ Qn(β0n) − Qn(β˜n), we have that Dn(β0n, β˜n) = C‖β0n − β˜n‖22(1 + oP(1)). Then, by
(A3), we have P[βn ∈ Wn]→ 0 and relation (14) follows.
(ii) Taking into account the estimator convergence rate obtained by Theorem 1 and claim (i), the estimator β̂n
can be written β̂n = β
0
n + αnδ, with, δ ≡ (δ1, · · · , δdn) ∈ Rdn , δA0c = 0 and ‖δA0‖22 ≤ C|A0|. Consider then
Qn(β
0
n + αnδ)−Qn(β0n) =
1
2n
n∑
i=1
[ρτ (Yi −Xti(β0n + αnδ))− ρτ (εi)] + P , (20)
with P ≡ ∑j∈A0 pSELO(β0j + αnδj) − pSELO(β0j ). Let us first study P . For any j ∈ A0, by Lemma 1, we have that
there exists a constant C˜j such that
pSELO(β
0
j + αnδj)− pSELO(β0j ) =
λn
log 2
[g(β0j + αnδj)− g(β0j )] =
λn
log 2
γn
(|β0j + αnδj | − |β0j |) C˜j ,
with |C˜j | <∞, for any j ∈ A0. Since αn → 0, |β0j | > C > 0, ∀j ∈ A0 and δj bounded, we have that for n large enough,
the parameters β0j + αnδj and β
0
j have the same sign. Then
P = C λn
log 2
γnαn
∑
j∈A0
(±δj) = Cλnαnγn|A0|. (21)
For the first term of the right-hand side of (20) we have:
1
2n
n∑
i=1
[ρτ (εi − αnXtiδ)− ρτ (εi)] =
αn
2n
n∑
i=1
X
t
iδ[11εi≤0 − τ ] +
1
2n
n∑
i=1
∫ αnXtiδ
[11εi≤t − 11εi≤0]dt ≡ J1 + J2.
Since IE[J1] = 0, using independence of (εi), assumption (A4) and the Cauchy-Schwarz inequality, we get that
V ar(J1) ≤ IE[J21 ] =
α2n
4n2
τ(1 − τ)
n∑
i=1
(Xtiδ)
2 ≤ α
2
n
4n2
τ(1 − τ)
n∑
i=1
‖XtiA0‖22‖δA0‖22 =
C
n
α2n|A0| ≤ α2n
dn
n
→ 0.
For J2 we have:
IE[J2] =
1
2n
n∑
i=1
∫ αnXtiδ
0
(
tf(0) + o(t2)
)
dt =
1
4
f(0)α2nδ
t
( 1
n
n∑
i=1
XiX
t
i
)
δ(1 + o(1)). (22)
Using assumption (A2), we have that f(0)α2n‖δ‖22·λmin
(
n−1
∑n
i=1XiX
t
i
) ≤ IE[J2] ≤ f(0)α2n‖δ‖22·λmax(n−1∑ni=1XiXti).
Taking into account the fact that ‖δ‖22 = ‖δA0‖22 ≤ C|A0|, we have IE[J2] = Cf(0)α2n|A0|. We prove similarly
V ar(J2) = O(n
−1α3n|A0|). We compare α2n|A0| with λnαnγn|A0| obtained by (21) for the penalty, α
2
n|A
0|
λnαnγn|A0|
= αnλnγn .
By (A5), γn = O
(
α3n
dn
)
, thus γnαn =
α2n
dn
. Then αnλnγn =
dn
α2n
1
λn
= nλn →∞, as n→∞. Thus, minimizing (20) amounts to
minimizing J1 + J2, with respect to αnδ. Using (22), we obtain:
1
2n
n∑
i=1
[ρτ (Yi −Xti(β0n + αnδ))− ρτ (εi)] =
αn
2n
n∑
i=1
X
t
i,A0δA0 [11εi<0 − τ ] +
1
4
f(0)α2nδ
t
A0ΣA0δA0(1 + oP(1)). (23)
6
The minimizer of (23) is:
αnδA0 = − 1
n
1
f(0)
Σ
−1
A0
( n∑
i=1
Xi,A0(11εi≤0 − τ)
)
. (24)
For studying (24), let us consider the following independent random variable sequenceWi ≡ (f(0))−1utΣ−1A XiA(11εi≤0−
τ), with u a vector of dimension |A0| and such that ‖u‖2 = 1. We have that IE[Wi] = 0 and
∑n
i=1 V ar(Wi) =
nτ(1 − τ)(f(0))−2utΣ−1A0u. Then, by CLT for independent random variable sequences (Wi), we have
√
nf(0)
u
t(β̂A0 − β0A0)√
τ(1 − τ)(utΣ−1A0u)
L−→
n→∞
N (0, 1). (25)
Claim (ii) results taking into account the fact that β̂A0 − β0A0 = αnδA0 and relations (24), (25). 
Remark 2 The cardinal of the set A0 may depend on n and converge to ∞ as n→∞.
3 Tuning parameter selection
In this section we propose a criterion of type BIC to select the tuning parameters λ and γ. This criterion will also
estimate the set A0, defined by (13). We start with introducing some notations.
• An a some index set ⊆ {1, · · · , dn}, which does not depend on tuning parameters.
• (λ, γ) ∈ (0,∞)2 some tuning parameters, which does not depend on n.
• β̂An(λ, γ) the seamless L0 quantile estimator of βAn obtained on some index set An ⊂ {1, · · · , dn} and with λ, γ as
tuning parameters. We denote its components by β̂An,j(λ, γ), for j ∈ An.
• β̂(λn, γn) the seamless L0 quantile estimator of β obtained on the index set {1, · · · , dn}, with (λn, γn) as tuning pa-
rameters. Then β̂(λn, γn) = β̂n, with β̂n obtained by (4). We denote its components by β̂j(λn, γn), for j ∈ {1, · · · , dn}.
• Â
β̂(λn,γn)
≡ {j ∈ {1, · · · , dn}; β̂j(λn, γn) 6= 0}.
• (λn, γn) is a tuning parameter sequence such that: limn→∞ P[Âβ̂(λn,γn) = A0] = 1.
In order to define the BIC criterion, let us consider (Sn)n>1, a sequence of real numbers, defined as:
• if dn/ logn = o(1), we consider Sn = 1 for any n ∈ N;
• if dn/ logn 6= o(1), we consider (Sn) a sequence converging to ∞ such that dn
Sn logn
→ 0, logn
n
|A0|Sn → 0.
In order to select An, λ et γ, we consider the following BIC criterion:
BIC(An; (λ, γ)) ≡ log
( 1
n
n∑
i=1
ρ(Yi −Xti,An β̂An(λ, γ))
)
+
logn
n
Sn‖β̂An(λ, γ)‖0, (26)
with ‖β̂An(λ, γ)‖0 =
∑dn
j=1 11β̂An,j(λ,γ) 6=0
. For the tuning parameters λn, γn and the estimator β̂(λn, γn), let us consider
the value of the BIC criterion corresponding to (26):
BIC(λn, γn) ≡ log
( 1
n
n∑
i=1
ρτ
(
Yi −Xtiβ̂(λn, γn)
))
+
log n
n
Sn‖β̂(λn, γn)‖0.
If the conditions of Theorem 2 are satisfied, then β̂(λn, γn) satisfies the sparsity property,
lim
n→∞
P[{j ∈ {1, · · · , dn}; β̂j(λn, γn) 6= 0} = A0] = 1.
In order to prove, by the following theorem, that the BIC criterion selects correctly, with a probability converging
to 1, the tuning parameters λ and γ, we will consider the index sets An such that |An| ≤ sn, with the assumption
sn = O(n
a), 0 < a < 1/2. Consider also two index sets A1n et A2n:
A1n ≡ {An; A0 ⊂ An,A0 6= An, |An| ≤ sn}, A2n ≡ {An; A0 6⊆ An, |An| ≤ sn}.
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Theorem 3 We suppose that 0 < IE[ρτ (ε)] < ∞. Then, if instead of assumption (A4) we take n(a−1)/2d1/2n → 0 as
n→∞, under (A1)-(A3), (A5), we have:
lim
n→∞
P
[
min
An⊆{1,··· ,dn},(λ,γ)∈(0,∞)
2
|An|≤sn
BIC(An; (λ, γ)) = BIC(λn, γn)
]
= 1.
Proof. The theorem is proved if the following two statements are shown:
lim
n→∞
P
[
min
An∈A1n
BIC(An; (λ, γ)) > BIC(λn, γn)
]
= 1, (27)
lim
n→∞
P
[
min
An∈A2n
BIC(An; (λ, γ)) > BIC(λn, γn)
]
= 1. (28)
Proof of relation (27). Since An ∈ A1n, then |An| > |A0|. Let us consider the difference
BIC(An; (λ, γ))−BIC(λn, γn)
= log
(
1 +
n−1ρτ (Yi −Xti,An β̂An(λ, γ))− n−1
∑n
i=1 ρτ (Yi −Xtiβ̂(λn, γn))
n−1
∑n
i=1 ρτ (Yi −Xtiβ̂(λn, γn))
)
+
logn
n
Sn
[|An| − |A0|].
In addition of index set An ∈ A1n, let us consider the following sets: Â1 = {j; β̂n,j 6= 0} and Â2 = {j; β̂An,j(λ, γ) 6= 0}.
Recall that β̂n is β̂(λn, γn). Since A0 ⊂ An, by Theorem 2(i), we have that, limn→∞ P
[
Â1 = Â2 = A0
]
= 1. Without
loss of generality, we suppose that A0 ⊆ Â1 ⊆ Â2, the other cases are similar. Using the elementary inequality
|ρτ (u− v)− ρτ (u)| < |v|, for all u, v ∈ R, we have, with probability one,
n−1
∣∣ n∑
i=1
[
ρτ (Yi −Xti,An β̂An(λ, γ))− ρτ (Yi −Xtiβ̂(λn, γn))
]∣∣ ≤ n−1 n∑
i=1
∣∣Xt
i,Â2
(
β̂An(λ, γ)− β̂(λn, γn)
)
Â2
∣∣
≤ max
1≤i≤n
‖Xt
i,Â2
‖2‖
(
β̂An(λ, γ)− β̂(λn, γn)
)
Â2
‖2
which is, by assumption (A3) and Theorem 1, o(αn)OP(αn) = oP(1). For the second inequality , the estimators
β̂An(λ, γ) were completed by with zeros for obtaining a vector of dimension dn. Then
n−1
n∑
i=1
ρτ (Yi −Xti,An β̂An(λ, γ))− n−1
n∑
i=1
ρτ (Yi −Xtiβ̂(λn, γn)) P−→n→∞ 0. (29)
In the same way, we have: n−1
∑n
i=1
(
ρτ (Yi −Xtiβ̂(λn, γn))− ρτ (εi)
)
P−→
n→∞
0. On the other hand, be the LLN,
1
n
n∑
i=1
ρτ (εi)
P−→
n→∞
IE[ρτ (ε)] ∈ (0,∞). (30)
Taking into account (29) and (30), we can apply the inequality log(1 + x) ≥ −2|x| for all |x| < 1/2,
log
(
1 +
n−1ρτ (Yi −Xti,An β̂An(λ, γ)) − n−1
∑n
i=1 ρτ (Yi −Xtiβ̂(λn, γn))
n−1
∑n
i=1 ρτ (Yi −Xtiβ̂(λn, γn))
)
≥ −2
∣∣n−1ρτ (Yi −Xti,An β̂An(λ, γ))− n−1∑ni=1 ρτ (Yi −Xtiβ̂(λn, γn))∣∣
n−1
∑n
i=1 ρτ (Yi −Xtiβ̂(λn, γn))
(31)
But, by the proof of Theorem 1, relation (11), we have, with probability tending to 1: n−1ρτ (Yi −Xti,An β̂An(λ, γ))−
n−1
∑n
i=1 ρτ (Yi −Xtiβ̂(λn, γn)) = Cα2n, with C > 0, for n large enough. Using (31), we have:
min
An∈A1n
(
BIC(An; (λ, γ))−BIC(λn, γn)
) ≥ min
An∈A1n
(− C˜ dn
n
|An|+ logn
n
Cn
(|An| − |A0|) ) > C > 0,
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with C˜ > 0. So, relation (27) is proved.
Proof relation (28). Let be the index sets An ∈ A2n and A˜n ≡ An ∪A0.
Let β̂An(λ, γ) be the estimator of dimension |An| built on the variables XAn . Let also β˜A˜n equal to β̂An(λ, γ) on An
and completed with 0 to obtain a vector of dimension |A˜n|. Then, denoting b0 ≡ minj∈A0 |β0j | > 0, we have
‖β˜A˜n − β
0
A˜n
‖2 > ‖β0A0\An‖2 ≥ b0.
Then, since ρτ (.) is convex, we have that there exists β¯A˜n ∈ R|A˜n|, with ‖β¯A˜n − β
0
A˜n
‖2 = b0, such that
∑n
i=1 ρτ (Yi −
X
t
i,An β̂An(λ, γ)) ≥
∑n
i=1 ρτ (Yi −Xti,A˜n β¯A˜n). Thus
R ≡ n−1
n∑
i=1
ρτ (Yi −Xti,An β̂An(λ, γ))−
1
n
n∑
i=1
ρτ (Yi −Xti,A˜n β̂A˜n)
≥ n−1[ inf
(β−β0)A˜n∈Bδ(A˜n)
IE
[
Gn,A˜n
(
(β − β0)A˜n
)]− sup
(β−β0)A˜n∈Bδ(A˜n)
∣∣Gn,A˜n((β − β0)A˜n)
−IE[Gn,A˜n((β − β0)A˜n)]∣∣−Gn,A˜n(β̂A˜n − β0A˜n)],
with Gn,A˜n
(
β̂A˜n − β
0
A˜n
) ≡∑ni=1 [ρτ (Yi −Xti,A˜n β̂A˜n)− ρτ (εi)] and Gn,A˜n((β − β0)A˜n) defined similarly.
As for the calculation of relation (19), we have, with probability converging to 1:
inf
(β−β0)A˜n∈Bδ(A˜n)
IE
[
Gn,A˜n
(
(β − β0)A˜n
)] ≥ Cn(b0)2,
with C > 0 and
Gn,A˜n
(
β̂A˜n − β
0
A˜n
)
= OP(dn). (32)
By Lemma 2 we have:
sup
(β−β0)A˜n∈Bδ(A˜n)
∣∣Gn,A˜n((β − β0)A˜n)− IE[Gn,A˜n((β − β0)A˜n)]∣∣ = OP(d1/2n n(1+a)/2).
Then, with probability converging to 1, as n → ∞, we have R > C(b0)2 − d1/2n n(1+a)/2n−1 − dnn−1. Taking into
account the assumption n(a−1)/2d
1/2
n → 0, we have that, for n large enough, with probability converging to 1,
R > C(b0)2 > c1 > 0. (33)
Hence
min
An∈A2n
[
BIC(An; (λ, γ))−BIC(A˜n; (λ, γ))
]
=
(|An| − |A˜n|) logn
n
Sn
+ min
An∈A2n
log
(
1 +
n−1
∑n
i=1 ρτ (Yi −Xti,An β̂An(λ, γ))− n−1
∑n
i=1 ρτ (Yi −Xti,A˜n β̂A˜n)
n−1
∑n
i=1 ρτ (Yi −Xti,A˜n β̂A˜n)
)
which is, with probability converging to 1, using (33):
≥ min
An∈A2n
min
(
log 2,
c1
n−1
∑n
i=1 ρτ (Yi −Xti,A˜n β̂A˜n)
)− |A0| logn
n
Sn > 0. (34)
The last inequality (> 0) results from (32) together with IE[ρτ (ε)] ∈ (0,∞).
As for relation (27), we can prove, with probability tending to 1, for n→∞:
BIC(A˜n; (λ, γ)) ≥ min
A′n
A′n∈A1n(2sn)
BIC(A′n; (λ, γ)) ≥ BIC(λn, γn), (35)
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with A1n(2sn) ≡ {An;A0 ⊂ An,A0 6= An, |An| ≤ 2sn}, sn = O(na), a ∈ (0, 1/2). Then, with probability tending to 1,
using (35) and (34), we have
min
An∈A2n
BIC(An; (λ, γ))−BIC(λn, γn)
= min
An∈A2n
[
BIC(An; (λ, γ))−BIC(A˜n; (λ, γ)) +BIC(A˜n; (λ, γ))−BIC(A0; (λn, γn))
]
≥ min
An∈A2n
[
BIC(An; (λ, γ))−BIC(A˜n; (λ, γ))
]
> 0
and relation (28) is proved. 
Theorem 3 implies that we can choose as tuning parameters (λn, γn) thereby:
(Ân, λ̂n, γ̂n) ≡ argmin
An⊆{1,··· ,dn},(λ,γ)∈(0,∞)
2
|An|≤sn
BIC(An; (λ, γ)),
choosing some sn, such that sn = O(n
a), a ∈ (0, 1/2). Obviously Ân = A0 with a probability tending to 1. Then, in
applications, we must first fix An, λ, γ and calculate:
β̂An(λ, γ) = argmin
β∈R|An|
Qn(β) = argmin
β∈R|An|
( 1
2n
n∑
i=1
ρτ (Yi −Xti,Anβ) +
λ
log 2
∑
j∈An
log
( |βj |
|βj |+ γ + 1
))
.
Afterwards, we vary An, λ, γ on grid and take as λ̂n, γ̂n and Ân = Âβ̂(λ̂n,γ̂n):
(Ân, λ̂n, γ̂n) = argmin
An⊆{1,··· ,dn},(λ,γ)∈(0,∞)
2
|An|≤sn
(
log
( 1
n
n∑
i=1
ρτ
(
Yi −Xti,An β̂An(λ, γ)
))
+
logn
n
Sn‖β̂An(λ, γ)‖0
)
.
Then, we estimate simultaneously the best tuning parameters λ̂n and γ̂n and the parameters β that have compo-
nents different of 0, such that the corresponding index set Ân is equal to A0, with probability tending to 1.
Remark 3 Theorem 3 is the equivalent of Theorem 2 of [Li et al. (2012)], where the seamless L0 penalized likelihood
approach is considered, or of Theorem 2 of [Dicker et al. (2013)], for seamless L0 penalized LS approach.
In [Lee et al. (2014)], a BIC criterion is proposed to select the significant predictor variables ofX in an high-dimensional
quantile model.
Remark 4 Algorithm and numerical part are a very difficult task, since Gn(βn), defined by (5), is convex in βn and
the penalty Pen(βn) =
∑dn
j=1 pSELO(βj) is concave in βn, both being continuous, but not differentiable in βn. The
same type of problem as ours, but with the process Gn(βn) the likelihood (then differentiable in βn), was analyzed
by [Dicker et al. (2013)]. They propose the coordinate descent algorithm to solve the optimization problem. For the
method proposed in present paper, another work should be conducted on numerical method in order to find the seamless
L0 quantile estimator and the tuning parameters using the criterion given by Theorem 3.
4 Lemmas
Lemma 1 Let be the function g : R → R defined by g(x) = log(h(x) + 1), with the function h : R → R∗+,
h(x) =
|x|
|x|+ γn . Then, ∀x1, x2, C ∈ R such that |x1|, |x2| ≥ C > 0 and |x1| − |x2| = o(1) we have that there ex-
ists C˜ > 0 such that: g(x2)− g(x1) = C˜γn(|x2| − |x1|)(−1)sgn(x1x2).
Proof. By elementary calculus we have
h(x2)− h(x1) = γn (|x2| − |x1|)(−1)
sgn(x1x2)
(|x1|+ γn)(|x2|+ γn) .
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Then, taking into account the fact that for |x| ≃ 0 we have log(x + 1) ≃ x, the lemma follows. 
Let us consider the following notations:
θ ≡ (β − β0)An ,
gAn(εi, θ) ≡ ρτ (εi −Xti,Anθ)− ρτ (εi)− IE
[
ρτ (εi −Xti,Anθ)− ρτ (εi)
]
, ∀i = 1, · · · , n,
Bδ(An) ≡ {θ ∈ R|An|; ‖θ‖2 ≤ δ}, ∀δ > 0.
Lemma 2 Under assumptions (A2), (A3), if sn = O(n
a), with a ∈ (0, 1/2), then, for any δ > 0, we have
sup
An
|An|≤sn
sup
θ∈Bδ(An)
∣∣ n∑
i=1
gAn(εi, θ)
∣∣ = OP(n(1+a)/2d1/2n ).
Proof. The proof is similar to that of Lemma A.3 of [Lee et al. (2014)]. We consider for k ≥ 1, Θn(2−kδ,An) a grid
of points in Bδ(An) such that for any θ ∈ Bδ(An) there exists θ(k) ∈ Θn(2−kδ,An) such that ‖θ − θ(k)‖2 ≤ δ/2k. If
we denote M ≡ max1≤i≤dn ‖Xi‖2, then, for a given constant C1 > 0, let we consider the natural number:
Kn ≡ min
(
k ≥ 1; δ
2k
≤ C1
8M
n−1/2d1/2n
)
.
Using the fact that for any u, v ∈ R: |ρτ (u− v)− ρτ (u)| < |v|, then, we have with probability 1:
sup
θ∈Bδ(An)
∣∣ n∑
i=1
[
gAn(εi, θ)− gAn(εi, θ(Kn))
]∣∣ ≤ C1
2
n1/2|An|1/2d1/2n . (36)
Denote
P1 ≡ P
[
sup
An
|An|≤sn
sup
θ∈Bδ(An)
∣∣ n∑
i=1
gAn(εi, θ)
∣∣ ≥ Cn(1+a)/2d1/2n ]. (37)
Inequality (36) implies
P1 ≤ P
[
sup
An
|An|≤sn
sup
θ∈Bδ(An)
∣∣ n∑
i=1
gAn(εi, θ
(Kn))
∣∣ ≥ C
2
n(1+a)/2d1/2n
]
.
On the other hand, for the cardinality Nk(An) of Θn(2−kδ,An) , we have: Nk(An) ≤ (1 + 4 · 2k)|An|. Then
P1 ≤
∑
An,|An|≤sn
P
[
sup
θ∈Bδ(An)
Kn∑
k=1
|gAn(εi, θ(k))− gAn(εi, θ(k−1))| >
C
2
n(1+a)/2d1/2n
]
≤
∑
An,|An|≤sn
Kn∑
k=1
Nk(An)Nk−1(An)max∗P
[| n∑
i=1
[|gAn(εi, θ(k))− gAn(εi, θ(k−1))]| ≥
C
2
ηkn
(1+a)/2d1/2n
]
,
with ηk > 0,
∑Kn
k=1 ηk ≤ 1. The max∗ is calculated over all θ(k) ∈ Θn(2−kδ,An) and θ(k−1) ∈ Θn(2−k+1δ,An), with
‖θ(k) − θ(k−1)‖2 ≤ 3 · 2−kδ. Moreover, by assumption (A2) we have: n−1
∑n
i=1
∣∣Xti,An(θ(k) − θ(k−1))∣∣2 ≤ 18R02−2kδ2.
We take ηk = max
(
2−kk1/2/8, 96R
1/2
0 2
−ks
1/2
n n−a/2d
−1/2
n C−1 log
1/2(1 + 4 · 2k)). By the Hoeffding inequality, we ob-
tain:
P1 ≤
∑
An;|An|≤sn
Kn∑
k=1
exp
(
2sn log(1 + 4 · 2k)− C
2η2kn
adn
482 · R0 · 2−2kδ2
) ≤ 2 ∑
An;|An|≤sn
Kn∑
k=1
exp
(− C2knadn
2 · 82 · 482 ·R0 · δ2
)
≤ 4 exp (sn log dn − C2knadn
2 · 82 · 482 ·R0 · δ2
)→ 0, (38)
the last relation following from the fact that sn = O(n
a). Lemma follows from relations (37) and (38). 
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