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RELATING TANGLE INVARIANTS FOR KHOVANOV
HOMOLOGY AND KNOT FLOER HOMOLOGY
AKRAM ALISHAHI AND NATHAN DOWLIN
Abstract. Ozsva´th and Szabo´ recently constructed an algebraically defined in-
variant of tangles which takes the form of a DA bimodule. This invariant is ex-
pected to compute knot Floer homology. The authors have a similar construction
for open braids and their plat closures which can be viewed as a filtered DA bi-
module over the same algebras. For a closed diagram, this invariant computes the
Khovanov homology of the knot or link. We show that forgetting the filtration,
our DA bimodules are homotopy equivalent to a suitable version of the Ozsva´th-
Szabo´ bimodules. In addition to giving a relationship between tangle invariants for
Khovanov homology and knot Floer homology, this gives an oriented skein exact
triangle for the Ozsva´th-Szabo´ bimodules which can be iterated to give an oriented
cube of resolutions for the global construction.
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1. Introduction
Knot Floer homology and Khovanov homology are two powerful knot invariants
which categorify the Alexander polynomial and the Jones polynomial, respectively.
Knot Floer homology was developed by Ozsva´th-Szabo´ [OSz04] and independently
by Rasmussen [Ras03], and it is constructed as a certain Lagrangian Floer homol-
ogy coming from a Heegaard diagram for the knot. Khovanov homology is a purely
algebraic construction with its roots in the representation theory of the quantum
group Uq(sl2). Both Khovanov homology and knot Floer homology have construc-
tions for tangles as well, which recover the knot invariants through gluing operations
(see [AD18, BN05, Cap08, Kho02, LP09, Rob13a, Rob13b], for tangle invariants for
Khovanov homology and [AE16, OS17, OS18, PV16, Zib16], for tangle invariants for
knot Floer homology). The aim of this paper is to use the authors’ tangle invariant for
Khovanov homology [AD18] and the bimodules of Ozsva´th and Szabo´ for knot Floer
homology [OS17, OS18] to give a local relationship between Khovanov homology and
knot Floer homology for open braids and their plat closures. Since the invariant from
[AD18] only computes Khovanov homology when working with Q coefficients, we will
work with Q coefficients throughout the paper. Note that the proof that Ozsva´th and
Szabo´’s algebraically defined invariant can be used to compute knot Floer homology
has not yet been written down, but it is currently in preparation (see [OS17], Section
1.3).
1.1. Open braids. The object that Ozsva´th and Szabo´ assign to an open braid
b on m strands is a DA bimodule over an algebra A. There are several different
versions of this theory; for the reader familiar with the construction, we are working
with the algebras from [OS18] with all strands oriented downwards, so A = B(m, k) =
B(m, k, ∅). Let σi denote the elementary braid with a single positive crossing between
strands i and i+1 (again with all strands oriented downwards), and let σ−1i denote the
corresponding braid with a negative crossing. Let OSDA(σi) and OSDA(σ
−1
i ) denote
the corresponding DA bimodules.
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We can write b as a product of elementary braids ordered from the bottom of the
braid to the top
b =
N∏
i=1
σj(i)
with j(i) ∈ {1,−1, 2,−2, ...,m− 1,−m+ 1} and σ−j = σ−1j . Then the DA bimodule
OSDA(b) is given by the box tensor product
OSDA(b) = OSDA(σj(1))A OSDA(σj(2))A · · ·A OSDA(σj(N)).
The object that the authors assign to σi (resp. σ
−1
i ) in [AD18] is a differential
bimodule M(σi) (resp. M(σ
−1
i )) over an algebra A which is isomorphic to A. It
is constructed as an oriented cube of resolutions. In particular, if Xi denotes the
elementary singular braid with a singularization between strands i and i + 1 and id
denotes the identity braid, then there is a bimodule M(Xi) and an identity bimodule
M(id) so that the crossing bimodules decompose as mapping cones
M(σi) = M(id)
d+−→ M(Xi)
M(σ−1i ) = M(Xi)
d−−→ M(id).
The bimodule M(b) is given by the tensor product
M(b) = M(σj(1))⊗A M(σj(2))⊗A · · · ⊗A M(σj(N)).
In this paper, we show that the bimodules M(σi) and M(σ
−1
i ) have a set of genera-
tors over which they are free left modules over the corresponding idempotent subal-
gebras of A. It follows that they can be viewed as DA bimodules with only δ11 and δ12
actions, where δ11 is given by the differential and δ
1
2 describes the right multiplication.
We will write these DA bimodules as MDA(σi) and MDA(σ
−1
i ), respectively.
Theorem 1.1. Under the isomorphism A ∼= A, there are homotopy equivalences
MDA(σi) ' OSDA(σ−1i )
MDA(σ
−1
i ) ' OSDA(σi).
Corollary 1.2. For any open braid b, MDA(b) ' OSDA(b), where b is the mirror of
b.
This result also tells us that the Ozsva´th-Szabo´ bimodules can be decomposed as
an oriented cube of resolutions:
Corollary 1.3. The DA bimodules MDA(σi) and MDA(σ
−1
i ) give an oriented cube of
resolutions decomposition of OSDA(σ
−1
i ) and OSDA(σi), respectively.
The homotopy equivalence from Theorem 1.1 is described in more detail at the end of
the introduction. First, we will describe the analogous results for the plat maximum
and minimum tangles.
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1.2. Plat closures of braids. Suppose that b is an open braid on m = 2n strands.
Let ∨(n) and ∧(n) denote the plat minimum and plat maximum, respectively (see
Figure 1). Then the diagram D = p(b) is a plat diagram for a link L, given by
∨(n) · b · ∧(n).
Remark 1.4. Note that the edges are oriented consistently with the downward-oriented
braid b so that there is a bivalent source at each maximum and a bivalent sink at each
minimum. We are secretly viewing the ith bivalent vertex in the plat maximum as
identified with the ith bivalent vertex in the plat minimum, making an oriented sin-
gularization. In Khovanov-Rozanksy sl2 homology (which is isomorphic to Khovanov
homology [Hug14, KR08]), the complex coming from the oriented singularization is
quasi-isomorphic to the one coming from the unoriented smoothing, which allows us
to use this trick of orienting all strands downward in a plat diagram for D.
(a) The diagram for the plat maximum ∧(n).
(b) The diagram for the plat minimum ∨(n).
Figure 1
As with open braids, our bimodules M(∨(n)) and M(∧(n)) can be viewed as a Type
A structure and a Type D structure, respectively, over A. These will be denoted
MA(∨(n)) and MD(∧(n)). The complex M(D) = MA(∨(n)) A MDA(b) A M(∧(n))
is most naturally viewed as a curved complex with d2 = ω · I.
Definition 1.5. The total complex C1±1(D) is given by the tensor product
C1±1(D) = M(D)⊗ K(D)
where K(D) is a curved Koszul complex with potential −ω.
Note that since potentials are additive under tensor product, d2 = 0 on C1±1(D).
This chain complex comes with a filtration induced by height in the cube of resolu-
tions. The following is the main result of [AD18]:
Theorem 1.6 ([AD18]). Let Ek(D) denote the spectral sequence induced by the cube
filtration on C1±1(D). Then E2(D) ∼= Kh(L), and the total homology E∞(D) is a
link invariant.
We conjectured that the total homology is HFK 2(L), the deformation of knot Floer
homology from [Dow18a, Dow18b]. The reduced theory ĤFK 2(L) is isomorphic to
the δ-graded, reduced knot Floer homology of L.
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When working over the algebra A, the type D module for an upper diagram is a
curved type D structure, where the curvature is given in terms of which endpoints
are matched in the upper diagram. In particular, the curvature is given by
(δ1)2 =
∑
matched pairs {i,j}
in upper diagram
UiUj.
Ozsva´th and Szabo´ provide three ways of correcting this:
• Using a consistent orientation on D, append a variable Ci to A if the ith strand
is oriented upwards satisfying ∂(Ci) = Ui. Then add additional differentials
in terms of the Ci so that the type D modules for an upper diagram satisfy
(δ1)2 = 0. This is the method used in [OS18].
• If two strands i and j are matched in the upper diagram, i.e. they lie on
the same component of the upper diagram, append a variable C{i,j} with
∂(C{i,j}) = UiUj. Then add additional differentials in terms of the C{i,j} so
that the type D modules for an upper diagram satisfy (δ1)2 = 0. This is the
method used in [OS17].
• Allow each type D module for an upper diagram to have curvature, but add
differentials to the minimum diagram ∨(n) in terms of the matching on the
upper diagram so that it is a curved type A module with curvature
−
∑
matched pairs {i,j}
in upper diagram
UiUj.
Since curvature is additive under box-tensor product, the complex for a closed
diagram satisfies d2 = 0. This version has not appeared in their papers, but
it has been in their lecture series [AVD18].
The third method is frequently referred to as the curved construction. Note that
in the curved construction, the curvature of both the upper diagram and the lower
diagram depends on the matching of the upper diagram. In this paper, we will use a
method which most closely resembles the curved construction, but treats the maxima
and minima more symmetrically. In particular, the curvature for an upper diagram
will depend on the matching in the upper diagram, while the curvature for a lower
diagram will depend on the matching in the lower diagram.
Convention 1.7. For the plat maximum OSD(∧(n)), we assign the standard curved
type D structure over A from Ozsva´th and Szabo´’s curved construction. This con-
struction is given by the type D structure from [OS18] with no Ci variables appearing
in the algebra, as all strands are oriented downwards.
Thus, the curvature of the type D structure for any upper diagram is given by∑
matched pairs {i,j}
in upper diagram
UiUj.
This matches the curvature of MD of the same upper diagram.
For the minimum, we make a choice that has not yet been explored in the literature.
The type D structure for the plat maximum ∧(n) can be viewed as a left module over
A. The type A structure for the plat minimum ∨(n) is obtained by simply changing
6 AKRAM ALISHAHI AND NATHAN DOWLIN
this action to a right action, then viewing the module as a type A module. It turns out
that this construction is equivalent to a minor modification of the type A structure
from [OS18]:
Convention 1.8. For the plat minimum OSA(∨(n)), we use the construction for a
minimum from the “alternative construction” in Section 9.2 of [OS18], again with the
Ci variables set equal to zero. We also make the following change: Ozsva´th and Szabo´
treat the absolute minimum as special, and assign a different bimodule to it than to
the other n− 1 minima. We will treat the global minimum the same way as the local
minima.
The curvature of the type A structure for any lower diagram is given by
−
∑
matched pairs {i,j}
in lower diagram
UiUj.
Again, this matches the curvature of MA of the same lower diagram. Thus, the total
curvature for a closed diagram is given by∑
matched pairs {i,j}
in upper diagram
UiUj −
∑
matched pairs {i,j}
in lower diagram
UiUj.
where ω is the curvature for our complex M(D).
Definition 1.9. Let OS(D) be the box tensor product
OS(D) = OSA(∨(n))A OSDA(b)A OSD(∧(n))
with OSA(∨(n)) and OSD(∧(n)) defined as above.
Theorem 1.10. With these conventions, we have isomorphisms
MA(∨(n)) ∼= OSA(∨(n))
MD(∧(n)) ∼= OSD(∧(n))
of Type A and Type D structures, respectively.
Corollary 1.11. For any plat diagram D = p(b), there is a homotopy equiva-
lence of curved complexes M(D) ' OS(D) and a homotopy equivalence of complexes
C1±1(D) ' OS(D)⊗ K.
The knot homology theory HFK 2(K) is computed from a chain complex CFK 2(K).
For a suitable choice of Heegaard diagram H,
CFK 2(K) = CFK 2(H)⊗ K
where CFK 2(H) is the usual Heegaard Floer construction from H but with each
basepoint assigned a particular coefficient depending on its location in the diagram.
The complex CFK 2(H) is a curved complex with the same potential ω. We conjecture
that this is the holomorphically defined complex that the theory OS(D) is computing:
Conjecture 1.12. The curved complexes OS(D) and CFK 2(H) are homotopy equiv-
alent.
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We hope that the forthcoming proofs by Ozsva´th and Szabo´ relating their alge-
braically defined invariant to knot Floer homology will shed light on this conjecture.
Note that the identification in Conjecture 1.12 would give a second proof of Ras-
mussen’s conjecture:
Theorem 1.13 ([Dow18c]). For any knot K in S3, there is a spectral sequence from
Kh(K) to ĤFK (K), where Kh(K) is the reduced Khovanov homology of K and
ĤFK (K) is the reduced knot Floer homology of K.
1.3. Heegaard diagrams. We will provide here a short description of what these
algebraic objects should be computing from the Heegaard Floer perspective. The
connections to these Heegaard diagrams have been proved yet, but they can help give
the reader some intuition regarding the algebraic constructions.
The DA bimodules that Ozsva´th and Szabo´ assign to a crossing are divided into
four types of generators based on their idempotents. Ignoring the module actions δ1k,
OSDA(σi) = N⊕ S⊕ E⊕W = OSDA(σ−1i )
These four types of generators correspond to the local intersection points in the
Kauffman states Heegaard diagram for a crossing (see Figure 2).
S
E
N
W
S
E
N
W
Figure 2. The Kauffman states Heegaard diagram for a positive cross-
ing (left) and a negative crossing (right).
The DA bimodule MDA(Xi) is given by
MDA(Xi) = N+ ⊕N− ⊕ E ⊕W
with N+ ∼= N− ∼= N, E ∼= E, and W ∼= W. The identity DA bimodule can be
decomposed as
MDA(id) = N0 ⊕ S
with N0 ∼= N and S ∼= S. As a heuristic, we expect that the DA bimodule MDA(Xi)
should come from the immersed “figure-eight curve” and the DA bimodule MDA(id)
should come from the usual curve for the oriented smoothing (see Figure 3). This
heuristic is quite similar to the oriented skein exact triangle from [Zib16], where the
same curves are used to give an oriented skein exact triangle in the context of 4-ended
tangles.
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Remark 1.14. Studying Heegaard diagrams coming from immersed α curves requires
working with immersed Lagrangians, which only makes sense when one can show that
the bounding cochains have trivial contribution [AJ08].
Manion has also given a DA bimodule for a singularization [Man19]. It is based on
a different Heegaard diagram, but it is meant to be computing the same quantity; it
would be interesting to see if his construction is homotopy equivalent to MDA(Xi).
N+ N−
EW
S
N0
Figure 3. The expected Heegaard diagrams for the complex MDA(Xi)
(left) and for the complex MDA(id) (right).
Since the bimodules for crossings are each a mapping cone on M(Xi) and M(id), we
have
MDA(σi) = N+ ⊕N− ⊕N0 ⊕ E ⊕W ⊕ S = MDA(σ−1i )
In particular, it is isomorphic to the Ozsva´th-Szabo´ bimodules direct sum two copies
of N.
For the positive crossing, the edge map d+ sends N0 isomorphically to N−. In
terms of the DA bimodule MDA(σi), this gives an action δ
1
1(N0) = N−. Applying
homological perturbation to contract this map gives a homotopy equivalent complex
with generators N+, S, E,W . This DA bimodule turns out to be isomorphic to the
DA bimodule of Ozsva´th and Szabo´ for a negative crossing OSDA(σ
−1
i ).
For the negative crossing, the edge map d− sends N+ isomorphically to N0. This
gives δ11(N+) = N0 on MDA(σ
−1
i ). Applying homological perturbation gives a homo-
topy equivalent complex with generators N−, S, E,W . This DA bimodule is isomor-
phic to OSDA(σi).
The Heegaard diagrams that we expect to give rise to the two bimodules MDA(σi)
and MDA(σ
−1
i ) each come from resolving one of the intersection points between the
α curve for MDA(Xi) and the α curve for M(id). The α curve is an immersed curve,
but by applying isotopy it can be made into an embedded curve. See Figure 4 for the
positive crossing case – the negative crossing case is similar.
Remark 1.15. Homological perturbation is somewhat easier to compute for DD-
bimodules than for DA bimodules. For this reason, we prove the above homotopy
equivalences by first box-tensoring both MDA(σi) and OSDA(σ
−1
i ) with the canonical
DD-bimodule, then using homological perturbation to show that the resulting DD-
bimodules are homotopy equivalent. The same applies to MDA(σ
−1
i ) and OSDA(σi).
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S
E
N0
W
N+
N−
S
E
N0
W
N+
N−
Figure 4. The immersed (left) and embedded (right) diagrams that
we expect to compute MDA(σi). Note that they are isotopic to the
Kauffman states diagram for a negative crossing.
1.4. Organization. The body of the paper has three sections. In Section 2, we give
background on the Ozsva´th-Szabo´ bimodules and describe the versions we use. In
Section 3, we give background on our bimodules from [AD18] and describe a basis
with respect to which they can be viewed as DA bimodules. In Section 4, we prove
the homotopy equivalences between the two theories. We will assume that the reader
is familiar with Type A and Type D structures; the relevant background is provided
in [OS17] and [OS18].
Acknowledgments. We would like to thank Robert Lipshitz, Andy Manion, Peter
Ozsva´th, Zolta´n Szabo´, Ian Zemke, and Claudius Zibrowius for helpful discussions.
2. Background I: The Ozsva´th-Szabo´ bimodules
In this section, we will give background on the knot invariants of Ozsva´th-Szabo´
from [OS18] and [OS17].
2.1. The algebras B0(m, k) and B(m, k). Fix integers k,m. The algebra B0(m, k)
is a certain type of strands algebra consisting of k strands on m points. The idem-
potent states are given by k-element subsets S of {1, ...,m}. Given two idempotent
states x,y, there is an isomorphism
φx,y : Z[U1, ..., Um]→ Ix ·B0(m, k) · Iy
As a Z-module, B0(m, k) is the direct sum
B0(m, k) =
⊕
x,y
Ix ·B0(m, k) · Iy.
An algebra element b ∈ B0(m, k) is called pure if it is the image of a monomial
b = φx,y(U t11 · · · U tmm ).
The composition rules are described in terms of weights. Given an idempotent
state x, the weight vector vx ∈ Zm is given by
vxi = #{x ∈ x | x ≥ i}.
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Definition 2.1. The minimal weight vector wx,y is given by
wx,yi =
1
2
|vxi − vyi |.
The weight of a pure algebra element is
w(φx,y(U t11 · · · U tmm )) = wx,y + (t1, ..., tm).
Multiplication in B0(m, k) is defined to be the unique Z[U1, ..., Um]-equivariant
weight-preserving map
(Ix ·B0(m, k) · Iy) ∗ (Iy ·B0(m, k) · Iz)→ Ix ·B0(m, k) · Iz.
Remark 2.2. Our convention differs slightly from the standard definitions in [OS17]
and [OS18]. First, we have a shift in the idempotent states so that the first slot (the
one to the left of the first strand) is labeled 1 instead of 0. Second, we truncate the
algebra on the right, so that the slot to the right of the last strand is blocked (see
Figure 5). In Section 12 of [OS18], Ozsva´th and Szabo´ show that one can truncate on
the left, on the right, or even on both sides, and obtain the same knot invariant after
closing off. Andy Manion refers to the once-truncated algebra as “the Goldilocks”
algebra, as a diagram on m strands has 2m idempotents, which is the nicest possible
choice from a higher representation theory perspective.
1 2 3 4
Figure 5. The idempotent {1, 3} ∈ B0(4, 2) in the conventions of this
paper.
1 2 3 40
Figure 6. The idempotent {1, 3} ∈ B0(4, 2) in the conventions of
[OS18] and [OS17].
The algebra B0(m, k) can also be described in terms of generators Li, Ri, for
i = 1, ...,m − 1. Let x be an idempotent state such that i ∈ x, i + 1 /∈ x, and let
y = x \ {i} ∪ {i + 1}. Then Rxi and Lyi are the minimal weight elements connecting
x to y and y to x, respectively:
Rxi = φ
x,y(1) Lyi = φ
y,x(1)
The generators Ri (resp. Li) are the sums of the R
x
i and (resp. L
y
i ) over all possible
generators x (resp. y):
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Ri =
∑
{x|i∈x,i+1/∈x}
Rxi Li =
∑
{y|i/∈y,i+1∈y}
Lyi
These generators commute with one another, provided their indices differ by at
least two. Let i, j, with |i− j| ≥ 2. Then
RiRj = RjRi LiLj = LjLi RiLj = LjRi
Let Ix(i) denote the sum of all idempotents Ix such that i ∈ x. Then B0(m, k) is
generated over the idempotents by Ri, Li, and Ui, modulo the relations
Ri · Li = Ix(i) · Ui · Ix(i)
Li ·Ri = Ix(i+1) · Ui · Ix(i+1)
with the Ui central in the algebra.
Definition 2.3. The algebra B(m, k) is the quotient of B0(m, k) modulo the relations
RiRi+1 = 0, Li+1Li = 0
and Ui · Ix = 0 if {i, i+ 1} ∩ x = ∅.
Let x = x1 < x2 < ... < xk, y = y1 < y2 < ... < yk be two idempotent states. The
states x and y are said to be close enough if |xi − yi| ≤ 1 for all i. Otherwise, they
are called too far. Note that the factor Ix ·B(m, k) · Iy is non-trivial if and only if x
and y are close enough.
2.2. The algebras A(n, k,M) and A′(n, k,M). Suppose m = 2n, and let M be a
matching of the 2n points. The algebra B(2n, k) can be extended to a differential
algebra A(n, k,M) by appending a variable C{i,j} to B(2n, k) for each matched pair
{i, j} ∈M . These variables are central up to signs, and they satisfy
C2{i,j} = 0 ∂(C{i,j}) = UiUj
The signs in the commutation relations are given by
C{i,j} · b = b · C{i,j}
C{i1,j1} · C{i2,j2} = −C{i2,j2} · C{i1,j1}
where b is an element of B(2n, k).
The variables C{i,j} are called exterior variables, and the exterior weight of a ho-
mogeneous element a of A(n, k,M) is the number of exterior factors in b. Let |a|
denote the exterior weight of a mod 2. The signs in the commutation can be written
in terms of the exterior weight as follows:
C{i,j} · a = (−1)|a|a · C{i,j}
The differential on A(n, k,M) satisfies the Leibniz rule
∂(a · b) = ∂(a) · b+ (−1)|a|a · ∂(b).
There is also a dual algebra to A(n, k,M) given by A′(n, 2n−k,M). It is obtained
from B(2n, 2n− k) by appending variables E1, ..., E2n satisfying
E2i = 0 ∂(Ei) = Ui
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The Ei are also exterior variables, and the commutation relations are given by
Ei · b = b · Ei
Ei · Ej = −Ej · Ei for {i, j} /∈M.
Note that for each pair {i, j} ∈ M , there is a non-zero commutator JEi, EjK =
EiEj + EjEi.
The DA bimodules in [OS17] are defined over A(n, k,M), while the DD-bimodules
are defined as left A(n, k,M)− A′(n, k,M) bimodules.
2.3. The algebras A and A′. Let S denote a subset of {1, 2, ...,m}. The subset S
records which strands in the knot diagram are pointed downwards at this particular
slice. In [OS18], Ozsva´th and Szabo´ define the algebra B(m, k,S) which is obtained
by appending a variable Ci to B(m, k) for each i ∈ S, which behaves much like the
Ei from above:
C2i = 0 ∂(Ci) = Ui
The Ci are exterior variables, and the commutation relations are given by
Ci · b = b · Ci
CiCj = −CjCi
Let S1, S2 be subsets such that
S2 = {1, ...,m} \ S1.
Ozsva´th and Szabo´ show that B(m, k,S1) is dual to B(m,m − k,S2). Thus, the
algebra A(n, k,M) can be viewed as B(2n, k, ∅) with C{i,j} variables added for the
matching, and A′(n, 2n− k,M) can be viewed as B(2n, k, {1, 2, ..., 2n}) with a com-
mutator JEi, EjK added for each matching.
We take the philosophy that working over A(n, k,M) and A′(n, 2n − k,M) cor-
responds to working with a Heegaard diagram with all strands pointing downward.
This means that the orientations don’t agree at the cups and caps, which aligns with
the Heegaard diagrams used for motivation in [AD18], which have two O basepoints
in a row at each cup and cap.
LetA(n, k) denote the algebraA(n, k,M)/{C{i,j} = 0}. ThenA(n, k) = B(2n, k, ∅),
and the dual algebra is given by A′(n, 2n− k) = B(2n, 2n− k, {1, 2, ..., 2n}). Moving
to these algebras that forget the matching results in computing the curved version
of Ozsva´th and Szabo´’s theory [AVD18]. We choose to work with these ‘unmatched’
algebras A(n, k) and A′(n, 2n − k), as it provides the best context for comparison
with Khovanov homololgy. When the context is clear, we will drop the indices and
simply denote them A and A′.
2.4. The alternate generators R′i and L
′
i. When using the algebra A
′, it will
be useful to have generators R′i and L
′
j that anti-commute instead of commute for
|i− j| ≥ 2, as it makes the formulas for the DD-bimodules much cleaner.
For each idempotent state x, define
f(i,x) =
∑
x∈x, x<i−1
x.
Then setting
Ix ·R′i = (−1)f(i,x)Ix ·Ri
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Ix · L′i = (−1)f(i,x)Ix · Li
gives a new set of generators satisfying
R′i ·R′j = −R′j ·R′i R′i · L′j = −L′j ·R′i L′i · L′j = −L′j · L′i
for |i− j| ≥ 2, and
L′i ·R′i = Li ·Ri R′i · L′i = Ri · Li.
2.5. The canonical DD-bimodule. Let A = A(n, k), A′ = A′(n, 2n − k). The
canonical DD bimodule for 2n downward pointing strands with no crossings is a
DD-bimodule over A− A′. It will be denoted A,A′OS(id).
This bimodule is generated over Z by complementary pairs of idempotent states
in A,A′. In particular, let K denote the free Z-module generated by Kx over all
idempotent states x ∈ A(n, k). K can be viewed as a left module over the idempotent
subalgebras I(A)⊗ I(A′) as follows:
(Ix ⊗ Iy) ·Kw =
{
Kw if x = w and y = w
0 otherwise
Consider the algebra element a ∈ A⊗ A′ given by
a =
2n∑
i=1
(Ri ⊗ L′i + Li ⊗R′i)−
2n∑
i=1
Ui ⊗ Ei
The differential on the DD-bimodule A,A
′
OS(id) is given by
δ1 : K→ (A⊗ A′)⊗I(A)⊗I(A′) K
δ1(x) = a⊗ x
Lemma 2.4 ([OS17]). The identity DD-bimodule OSDD(id) is quasi-invertible.
2.6. The Ozsva´th-Szabo´ DA bimodule for a maximum. Let ∧c denote the
(2n + 2, 2n) tangle which has a maximum between strands c and c + 1 and is the
identity on the remaining strands (see Figure 7). The corresponding algebras are
A1 = A(n, k), A2 = A(n+ 1, k + 1). Define φc : {1, ..., 2n} → {1, .., 2n+ 2} by
φc(j) =
{
j if j < c+ 1
j + 2 if j ≥ c+ 1.
1 c− 1 c c+ 1 c+ 2 2n+ 2
1 c− 1 c 2n
Figure 7. The diagram for the maximum ∧c.
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Recall that an idempotent state y ∈ I(A2) is called allowed if
c+ 1 ∈ y and |y ∩ {c, c+ 2}| ≤ 1.
Each allowed idempotent state Iy ∈ A2 determines a unique idempotent state Ix ∈ A1
by
x = ψ(y) =
{
φ−1c (y) if c+ 2 /∈ y
φ−1c (y) ∪ {c} if c+ 2 ∈ y
Definition 2.5. For each allowed idempotent state y ∈ I(A2), define Qy to be the
generator of OSDA(∧c) with left idempotent y and right idempotent ψ(y)
Qy = Iy ·Qy · Iψ(y).
The generators of OSDA(∧c) decompose into three types:
X =
⊕
{y|y∩{c,c+1,c+2}}={c,c+1}
Qy
Y =
⊕
{y|y∩{c,c+1,c+2}}={c+1,c+2}
Qy
Z =
⊕
{y|y∩{c,c+1,c+2}}={c+1}
Qy
As a Z-module, OSDA(∧c) is the direct sum
OSDA(∧c) = X⊕Y ⊕ Z
The differential δ11 is given by
δ11(X) = Rc+1Rc ⊗Y
δ11(Y) = LcLc+1 ⊗X
δ11(Z) = 0
A concise description of δ12 requires the map Φx described in [OS18], Lemma 8.1:
Lemma 2.6. If x is an allowed idempotent state for A2 and y is an idempotent state
for A1 so that ψ(x) and y are close enough, then there is an allowed idempotent state
z with ψ(z) = y so that there is a map
Φx : Iψ(x) · A1 · Iy → Ix · A2 · Iz
with the following properties:
• Φx maps the portion of Iψ(x) ·A1 · Iy with weights (v1, ..., v2n) surjectively onto
the portion of Ix · A2 · Iz with weights wφc(i) = vi and wc+1 = wc+2 = 0.
• For any a in Iψ(x) · A1 · Iy, Φx(Ui · a) = Uφc(i) · Φx(a).
Moreover the state z is uniquely determined by the existence of such a Φx.
The multiplication map δ12 essentially consists of pushing the multiplication in A1
to multiplication in A2 by Φx. In particular, if x is an allowed idempotent state for
A2 and a = Iψ(x) · a · Iy is a non-zero algebra element in A1, then
(2.7) δ12(Qx, a) = Φx(a)⊗Qz
There are no higher multiplication maps δ1i for i > 2.
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2.7. The Ozsva´th-Szabo´ type D module for the plat maximum ∧(n). Con-
sider the plat maximum diagram consisting of n caps in Figure 8. We will denote
this diagram by ∧(n). The type D module that Ozsva´th and Szabo´ assign to ∧(n) is
defined over A = A(n, n).
Figure 8. The diagram ∧(n) for n downward-oriented caps.
Suppose that we order the maxima from left to right so that the left maximum
is lowest in the diagram and the right maximum is highest. Then at each stage,
the maximum is leftmost in the diagram, so it is given by ∧1 and the corresponding
bimodule is OSDA(∧1). With this convention, we can write
∧(n) = ∧1 ∗ ∧1 ∗ ... ∗ ∧1︸ ︷︷ ︸
n times
OSD(∧(n)) = OSDA(∧1) · · · OSDA(∧1) OSD(∧1)︸ ︷︷ ︸
n times
where we are suppressing the number of strands in each tangle. Note that the final
cap gives a type D module instead of a DA bimodule because there are no incoming
strands, and A(0, 0) = Q.
Iterating ψ, each idempotent state y in I(A2) gives an idempotent state yi in
I(A(n − i, n − i)) for 1 ≤ i ≤ n − 1. The only idempotent state for which yi is
allowable for every i is xeven = {2, 4, ..., 2n}, as in Figure 9. Thus, Z  ... Z is the
only generator that survives in the tensor product
OSD(∧(n)) = OSDA(∧1) · · · OSDA(∧1) OSD(∧1).
We denote this generator by Z. Note that δ1(Z) = 0.
Figure 9. The allowed idempotent xeven.
Thus, we have the following lemma:
Lemma 2.8. There is an isomorphism OSDA(∧(n)) ∼= A · Ixeven, where A = A(n, n).
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2.8. The Ozsva´th-Szabo´ DD-bimodule for a positive crossing. Let σi denote
the elementary braid on 2n strands with a positive crossing between strands i and
i + 1, and let A = A(n, k), A′ = A′(n, 2n − k). Ozsva´th and Szabo´ define a DA
bimodule AOSDA(σi)A as well as a DD-bimodule
A,A′OSDD(σi). They are related via
box tensor product with the identity DD-bimodule:
AOSDA(σi)A  A,A
′
OSDD(id) ∼= A,A′OSDD(σi)
We will show that bimodules for crossings are related to the Ozsva´th-Szabo´ bi-
modules for crossings via homological perturbation, which is much easier to describe
for DD-bimodules than for DA bimodules. Since A,A
′
OSDD(id) is quasi-invertible,
showing that our DD-bimodule is homotopy equivalent to A,A
′
OSDD(σi) will imply
that our DA bimodule is homotopy equivalent to AOSDA(σi)A. For this reason, we
will only give the definition of the DD-bimodule A,A
′
OSDD(σi).
Let x be an idempotent state in A and y an idempotent state in A′. The DD-
bimodule A,A
′
OSDD(σi) is generated by pairs Ix ⊗ Iy such that either
(1) x ∩ y = ∅, or
(2) x ∩ y = {i+ 1} and x ∩ y = {i} or {i+ 2}.
These pairs can be conveniently grouped into four main types N,S,E,W , described
below:
N =
∑
x∩y=∅
i+1∈x
Ix ⊗ Iy
S =
∑
x∩y=∅
i+1∈y
Ix ⊗ Iy
E =
∑
x∩y={i+1}
x∩y={i+2}
Ix ⊗ Iy
W =
∑
x∩y={i+1}
x∩y={i}
Ix ⊗ Iy
Define τi : [2n] → [2n] to be the transposition that switches i with i + 1 (and is
identity for j 6= i, i+ 1). The differential consists of three types of terms:
(1) Rj ⊗ Lj and Lj ⊗ Rj for all j ∈ [2n] \ {i, i + 1}; these connect generators of
the same type.
(2) −Uj ⊗ Eτ(j) for all j ∈ [2n]; these connect generators of the same type.
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(3) Terms in the diagram below connect generators of different types:
N
W E
S
−R
i ⊗ U
i+1 − L
i+1 ⊗R ′
i+1R ′
i
−L
i ⊗ 1 Ri+1
⊗ 1
Li+
1
⊗ Ui
+R
i
⊗ L
′
i
L
′
i+
1
1⊗ L
′
i
Ui+
1
⊗R
′
i
+R
i+
1R
i
⊗ L
′
i+
1
1⊗R ′
i+1
U
i ⊗ L ′
i+1 + L
iL
i+1 ⊗R ′
i
2.9. The Ozsva´th-Szabo´ DD-bimodule for a negative crossing. Let σ−1i be
the elementary braid on 2n strands with a negative crossing between strands i and
i+ 1, and let A = A(n, k), A′ = A′(n, 2n− k). Ozsva´th and Szabo´ define both a DA
bimodule and a DD-bimodule for σ−1i , which are related via box tensor product with
the identity DD-bimodule
AOSDA(σ
−1
i )A  A,A
′
OSDD(id) ∼= A,A′OSDD(σ−1i ).
As with the positive crossing, we will only describe theDD-bimodule A,A
′
OSDD(σ
−1
i ),
since this is the version we will use to compare with our bimodule.
The DD-bimodule A,A
′
OSDD(σ
−1
i ) has the same generators as the positive crossing
bimodule A,A
′
OSDD(σi). The differential consists of three types of terms:
(1) Rj ⊗ Lj and Lj ⊗ Rj for all j ∈ [2n] \ {i, i + 1}; these connect generators of
the same type.
(2) −Uj ⊗ Eτ(j) for all j ∈ [2n]; these connect generators of the same type.
(3) Terms in the diagram below connect generators of different types:
N
W E
S
Ui+
1
⊗ L
′
i
+ L
iLi
+1
⊗R
′
i+
1
1⊗R
′
i
1⊗ L ′
i+1
U
i ⊗R ′
i+1 +R
i+1R
i ⊗ L ′
i
−R
i ⊗ 1−L
i ⊗ U
i+1 −R
i+1 ⊗ L ′
i L ′
i+1
Li+
1
⊗ 1
Ri+
1
⊗ Ui
+ L
i
⊗R
′
i+
1
R
′
i
2.10. The Ozsva´th-Szabo´ DA bimodule for a minimum. Let ∨c denote the
(2n, 2n + 2) tangle which has a minimum between strands c and c + 1. The corre-
sponding algebras are A1 = A(n + 1, k + 1) and A2 = A(n, k). Ozsva´th and Szabo´
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only define the DA bimodule for ∨1, as any minimum can be moved to the left via
Reidemeister II moves. Fortunately, in a plat diagram, the minima can be ordered so
that each is leftmost in its elementary diagram (see Figures 10 and 11), so this case
is sufficient for comparing to our construction.
Figure 10. The diagram ∨(n) for the plat minimum.
Figure 11. The plat minimum diagram with each minimum occurring
leftmost in its slice.
Ozsva´th and Szabo´ define two different bimodules for ∨1, depending on whether or
not n = 0, i.e. they treat the absolute minimum differently from the other minima.
This comes from the fact that a Kauffman states diagram requires a choice of marked
edge in D, which they choose to be at the absolute minimum. The version that we give
here will NOT treat the n = 0 case as special – we will use the same bimodule for the
absolute minimum as for the relative minima. We expect that this modification should
replace the knot Floer complex forD with the knot Floer complex forDunionsqunknot. This
typically what happens when one forgets about a decorated edge, as the decoration
has been moved to the unknotted component.
We give the ‘alternative construction’ of A2OS(∨1)A1 from [OS18], Section 9.2. Let
I =
∑
1/∈x
2∈x
Ix.
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There is an inclusion φ : A2 → I · A1 · I which maps into the portion of A1 with
w1 = w2 = 0. Concretely, φ(Li) = I · Li+2 and φ(Ri) = I · Ri+2. Thus, I · A1 can be
viewed as an A2–A1-bimodule, where the left action is given by m1|1|0(a, b) = φ(a)b
and the right action is just right multiplication m0|1|1(a, b) = ab.
With this convention, the AA-bimodule for ∨1 is given by
A2OSAA(∨1)A1 = I · A1/(L1L2 · A1)
2.11. The Ozsva´th-Szabo´ type A module for the plat minimum ∨(n). Con-
sider the plat minimum diagram consisting of n cups in Figure 10. We will denote
this diagram ∨(n). The type A module OS(∨(n)) is defined over A = A(n, n).
Suppose we order the minima from left to right so that the left minimum is highest
in the diagram and the right minimum is lowest. Then
∨(n) = ∨1 ∗ ∨1 ∗ ... ∗ ∨1︸ ︷︷ ︸
n times
and
OSA(∨(n)) = OSA(∨1) OSDA(∨1) ... OSDA(∨1)︸ ︷︷ ︸
n times
where for simplicity, we are suppressing the number of strands in each tangle from
the notation.
As in the plat maximum diagram, this box tensor product picks out the idempotent
Ixeven , where xeven = {2, 4, ..., 2n}.
Lemma 2.9. There is an isomorphism OSA(∨(n)) ∼= Ixeven · A, where A = A(n, n).
Proof. It follows from the definition of OSDA(∨1) that
OSA(∨(n)) ∼= Ixeven · A/(L1L2 · A,L3L4 · A, ..., L2n−1L2n · A)
But for i = 1, ..., n, we already have Ixeven · L2i−1L2i = 0 for idempotent reasons.
Thus, the relations are redundant, and
OSA(∨(n)) ∼= Ixeven · A
as desired. 
3. Background II: Our bimodules and Khovanov homology
In this section, we will describe the bimodules from [AD18] and their relationship
with Khovanov homology. The objects in this section are true bimodules (as opposed
to DA- or DD-bimodules) over an algebra A which is isomorphic to A.
3.1. The algebra A. The algebra A is isomorphic to A = A(n, k), but will be
described in terms of dual generators. In particular, for each idempotent state x we
have an idempotent
ιx = Ix
where x is the complement of x. With respect to these complementary idempotents,
there are generators Li,Ri given by
Li = Ri Ri = Li
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The algebra A is generated by the idempotents ιx together with the Li,Ri, Ui,
modulo the relations
Ri+1 · Ri = 0
Li · Li+1 = 0
Li · Ri = ιx(i+1) · Ui · ιx(i+1)
Ri · Li = ιx(i) · Ui · ιx(i)
3.2. Interpretation as strands algebras. The Ozsva´th-Szabo´ idempotent states
correspond to local Kauffman states, so i ∈ x means that the ith slot between the
strands is occupied. Our algebras came from a planar Heegaard diagram where it is
more natural to view the strands as being occupied, so in A, i ∈ x will be interpreted
as the ith strand is occupied (see Figures 12 and 13).
Figure 12. Strands representation of the element Rx1 ∈ A(2, 2) for
x = {1, 4}.
Figure 13. Strands representation of the element Rx1 ∈ A(2, 2) for
x = {1, 4}.
3.3. The identity bimodule. Let id denote the identity tangle on 2n strands. Then
the bimodule M(id) is the free A-module of rank 1, where the left and right actions
are the standard left and right multiplication in A.
This bimodule has the following geometric interpretation, which will be useful
for understanding more complicated tangles. Viewing id as an oriented graph with
boundary, let Z denote an oriented k-component cycle in id.
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Definition 3.1. Given a k-component cycle Z in an open braid T , let b(Z) (resp.
t(Z)) denote the idempotent state consisting of incoming strands (resp. outgoing
strands) which belong to Z.
Each cycle Z gives a generator xZ of M(id) with left idempotent ιb(Z) and right
idempotent ιt(Z), xZ = ιb(Z) · xZ · ιt(Z). Note that in the case of the identity tangle,
b(Z) = t(Z). However, this will not be true in general.
The bimodule M(id) generated by the xZ over all cycles Z modulo the relations
necessary to make the following map an isomorphism:
f : M(id)→ A defined by f(xZ) = ιb(Z)
The interpretation of these relations in terms of the strands algebras are given in
Figure 14. They are:
• Pushing strands through the diagram.
• No self-intersection.
• Multiplication on a strand.
3.4. Our bimodule for singularization. Let Xi denote the elementary singular
braid on 2n strands with a singularization between strands i and i + 1. Let e1 and
e2 (resp. e3 and e4) denote the left and right incoming (resp. outgoing) edges at the
only 4-valent vertex of Xi, respectively (see Figure 15).
Let Z be a k-component cycle in Xi which does not include all four edges e1, e2, e3, e4.
The bimodule M(Xi) is generated by xZ over all such Z, modulo the relations below.
For each subset I ⊂ {1, 2, 3, 4}, let ZI denote the set of cycles that locally consist of
the edges labelled with elements in I.
(1) xZ = ιb(Z) · xZ · ιt(Z),
(2) For j < i or j > i+ 1, Uj · xZ = xZ · Uj,
(3) For j < i− 1 or j > i+ 1, if j + 1 ∈ b(Z), then Ljxlj(Z) = xZLj,
(4) For j < i− 1 or j > i+ 1, if j ∈ b(Z), then Rjxrj(Z) = xZRj,
(5) (Ui + Ui+1) · xZ = xZ · (Ui + Ui+1),
(6) (UiUi+1) · xZ = xZ · (UiUi+1),
(7) For Z ∈ Z∅, if i− 1 ∈ b(Z), then
Li−1 · xZ = xZ(1,3) · Li−1 and xZ · Ri−1 = Ri−1 · xZ(1,3),
where Z(1, 3) ∈ Z{1, 3} denotes the cycle obtained from Z by replacing the
(i− 1)-th strand with local cycle e1e3.
(8) For Z ∈ Z{1, 3},
Li · xZ = xZ(2,3) and xZ · Ri = xZ(1,4),
where Z(2, 3) = (Z \ e1) ∪ e2 and Z(1, 4) = (Z \ e3) ∪ e4.
(9) For Z ∈ Z{1, 4}, Li · xZ = xZ(2,4) where Z(2, 4) = (Z \ e1) ∪ e2.
(10) For Z ∈ Z{2, 3}, xZ · Ri = xZ(2,4) where Z(2, 4) = (Z \ e3) ∪ e4.
(11) For each Z ∈ Z∅, if i+ 2 ∈ b(Z) then,
xZ · Li+1Li = Li+1 · xZ(2, 3), xZ · UiLi+1 = Li+1 · xZ(2,4)
RiRi+1 · xZ = xZ(1,4) · Ri+1 Ri+1Ui · xZ = xZ(2,4)Ri+1.
where Z(i, j) denotes the cycle obtained from Z by replacing the (i + 2)-th
strand with local cycle eiej.
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=
= = 0
=
i i+ 1 i i+ 1
Ui · =
i i+ 1
=
i i+ 1 i i+ 1
· == Ui=
Figure 14. A diagrammatic description of some of the relations in
the strands algebra.
i i+ 1 2n− 1 2n
i i+ 1 2n− 1 2n
1 2
1 2
Xi =
e1 e2
e3 e4
Figure 15. The elementary singular braid Xi.
We will now give a description of M(Xi) as a free left A-module.
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Definition 3.2. Let x∅ =
∑
Z∈Z∅ xZ and x13 =
∑
Z∈Z{1,3} xZ. We define,
N+ = x∅ + x13, N− = N+Ui − Ui+1N+, E = N+Li+1, W = N+Ri.
Lemma 3.3. Consider the generators
G = {N+, N−,W,E}.
Then AG = M(Xi), i.e. these four generators generate M(Xi) as a left module over
A.
Proof. Consider the generators xZ . Since A{xZ}A = M(Xi), it suffices to show that:
(a) Each xZ is in AG, and
(b) That it is closed under right multiplication, i.e. that for any x ∈ G and any
generator a of A, xa = by for some y ∈ G and some b ∈ A.
For (a), the generators xZ where Z ∈ Z∅ ∪ Z{1, 3} ∪ Z{1, 4} are already included
in G. Since LiN+ =
∑
Z∈Z{2,3} xZ and LiW =
∑
Z∈Z{2,4} xZ , this covers all cycles Z.
For (b), let x ∈ G and let a be a generator of A, so a = Lj, Rj, or Uj for some j.
If j < i or j > i + 1, xa = ax for each x ∈ G. For j = i and j = i + 1, the right
multiplication is given by Table 1, where the left column indicates the input generator
and the top row is the algebra element which is multiplying on the right. For example,
the element in the second column, fourth row is saying that EUi = Li+1LiW .
Ui Ui+1 Li Li+1 Ri Ri+1
N+ N− + Ui+1N+ −N− + UiN+ 0 E W 0
N− UiN− Ui+1N− 0 Li+1LiW − Ui+1E −RiRi+1E + UiW 0
E Li+1LiW (Ui + Ui+1)E − Li+1LiW Li+1LiN+ 0 0 UiN+ −N−
W (Ui + Ui+1)W −RiRi+1E RiRi+1E N− + Ui+1N+ 0 0 RiRi+1N+
Table 1. Right multiplication table for M(Xi)

Lemma 3.4. The left submodules A ·N+ and A ·N+Ui are disjoint.
Proof. By the MOY II relation from [AD18], we know that
M(Xi)⊗A M(Xi) ∼= M(Xi){1} ⊕M(Xi){−1}.
Under this isomorphism, N+ ⊗ N+ and N+Ui ⊗ N+ are mapped to the element N+
in the summands M(Xi){1} and M(Xi){−1}, respectively. Thus, the left submodules
A·N+⊗N+ and A·N+Ui⊗N+ and consequently A·N+ and A·N+Ui are disjoint. 
Corollary 3.5. The left submodule A ·N+Ui+1 is also disjoint from A ·N+.
For simplicity, let
ιi\i+1 =
∑
x∩{i,i+1}={i}
ιx, ι∅ =
∑
x∩{i,i+1}=∅
ιx, ιi =
∑
i∈x
ιx
Lemma 3.6. The elements of G generate left modules isomorphic to the following
idempotent subalgebras:
• A ·N+ ∼= A ·N− ∼= A · ιi\i+1 ⊕A · ι∅,
• A ·W ∼= A · ιi\i+1
• A · E ∼= A · ιi+2.
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Proof. First, we prove that A · N+ ∼= A · ιi\i+1 ⊕ A · ι∅. Consider the A-module
homomorphism
f : A · ιi\i+1 ⊕A · ι∅ → A ·N+
f(aιi\i+1 + bι∅) = (a+ b)N+.
It is clearly surjective. Let d− be the edge bimodule homomorphism from M(Xi) to
A. By definition, d− ◦ f(ι•) = ι• for • = ∅, i \ i + 1. Thus, d− ◦ f is equal to the
inclusion of Aιi\i+1 ⊕ Aι∅ into A, and so f is injective. From Lemma 3.4, we also
have A · N+Ui ∼= A · ιi\i+1 ⊕ A · ι∅. Since N− = N+Ui − Ui+1N+, it follows that
A ·N− ∼= A · ιi\i+1 ⊕A · ι∅ as well.
Similarly, we need to proof that if aW = 0 for some a ∈ A · ιi\i+1, then a = 0.
Since W = N+Ri we have
aWLi = aN+ιi\i+1Ui = aιi\i+1N+Ui = 0.
Therefore, a = 0. The proof for E is similar.

Lemma 3.7. As a left A-module M(Xi) is a projective module isomorphic to
AM(Xi) ∼= A ·N+ ⊕A ·N− ⊕A ·W ⊕A · E
Proof. By Lemma 3.3, G generates M(Xi) as a left A-module. Suppose a1N++a2N−+
a3E + a4W = 0. Since N+ιi+1 = N−ιi+1 = 0, while Wιi+1 = W and Eιi+1 = E, we
have a1N+ + a2N− = 0. Thus, (a1 − a2Ui+1)N+ + a2N+Ui = 0. Lemmas 3.6 and 3.4
imply that a1N+ = a2N− = 0.
On the other hand, (a3E + a4W )Ri+1 = a3N+Ui+1ιi+2 + a4RiRi+1N+ = 0. Again,
lemmas 3.6 and 3.4 imply that a3ιi+2 = a3E = 0 and so a4W = 0.

3.5. Our bimodule for a plat maximum. Let ∧(n) denote the plat maximum
consisting of n caps. Each cap consists of two edges oriented into a sink – suppose
the edges are numbered e1, ..., e2n so that ei lies on strand i. The bimodule M(∧(n))
is an A(n, n),A(0, 0)-bimodule, where A(0, 0) = Q.
The generators of M(∧(n)) correspond to n-component cycles Z relative to the
boundary of ∧(n) union the bivalent vertices. For the ith maximum of ∧(n), Z
contains either e2i−1 or e2i, but not both. There are 2n such cycles.
The module M(∧(n)) is generated as a left module over A(n, n) by the xZ modulo
the following relations:
(1) If e2i−1 ∈ Z and Z ′ = Z \ {e2i−1} ∪ {e2i}, then L2i−1 · xZ = xZ′ .
(2) For all i and Z, L2i · xZ = 0.
Note that from the first relation, it follows that M(∧(n)) is generated by the generator
xZodd , where Zodd is the cycle which has the left edge at each maximum:
Zodd = {e1, e3, ...e2n−1}
Let xodd be the idempotent state {1, 3, ..., 2n− 1}.
Lemma 3.8. The module M(∧(n)) is isomorphic to A(n, n) · ιxodd.
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Proof. Since the module M(∧(n)) is generated by the element xZodd which has idempo-
tent ιxodd , it is clearly a quotient of A(n, n) · ιxodd . To see that there are no additional
relations in M(∧(n)), we need to show that relation (2), L2i · xZ = 0, is true in the
identification with A(n, n) · ιxodd . In other words, for each idempotent state x′ where
x′∩{2i, 2i+1} = {2i} we have L2i ·φx′,xodd(1) = 0. But the left idempotent for L2jιx′
is too far from xodd, so this completes the proof.

3.6. Our bimodule for a positive crossing. Let σi be an elementary positive
braid with 2n strands where the crossing is between the i and i + 1 strands. The
complex of bimodules M(σi) is defined to be the mapping cone of the A-bimodule
homomorphism
d+ : M(id)→ M(Xi)
defined as follows.
d+(ιx) =

xZ(x)Ui − Ui+1xZ(x) if x ∩ {i, i+ 1} = {i}
xZ(x) −Ri+1xZ(y)Li+1 if x ∩ {i, i+ 1} = {i+ 1}
−Ri+1xZ(y)Li+1 if x ∩ {i, i+ 1} = {i, i+ 1}
where, Z(x) is the cycle where b(Z(x)) = t(Z(x)) = x and y = ri+1(x). Note that if
y is not defined, xZ(y) = 0.
Note that we can split the algebra A along idempotents as
A = A · ιi\i+1 ⊕A · ι∅ ⊕A · ιi+1
Let N0 = ιi\i+1 + ι∅ and S = ιi+1 so that M(id) = A ·N0 ⊕A · S. The generator N0
has the same idempotent as N+ and N−, so that A ·N0 ∼= A ·N+ ∼= A ·N−.
We can give a description of the bimodule M(σi) as a left A-module over the six
generators {N+, N−, E,W,N0, S}. The differential is given by
d+(N0) = N−
d+(S) = LiW −Ri+1E
The relevant right multiplication maps are described in the following table. Note that
for j 6= i, i + 1, Rj, Lj, and Uj each commute with all six generators of M(σi) – Rj
and Lj just change the idempotent away from i, i+ 1.
Ui Ui+1 Li Li+1 Ri Ri+1
N+ N− + Ui+1N+ −N− + UiN+ 0 E W 0
N− UiN− Ui+1N− 0 Li+1LiW − Ui+1E −RiRi+1E + UiW 0
E Li+1LiW (Ui + Ui+1)E − Li+1LiW Li+1LiN+ 0 0 UiN+ −N−
W (Ui + Ui+1)W −RiRi+1E RiRi+1E N− + Ui+1N+ 0 0 RiRi+1N+
N0 UiN0 Ui+1N0 0 Li+1S RiS 0
S UiS Ui+1S LiN0 0 0 Ri+1N0
Table 2. The right multiplication maps for the six generators of
M(id)⊕M(Xi).
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3.7. Our bimodule for a negative crossing. Let σ−1i be the elementary negative
braid on 2n strands where the crossing is between the i and i+1 strands. The complex
of A-bimodules M(σ−1i ) is given by the mapping cone
d− : M(Xi)→ M(id)
where d− is the map
d−(xZ) =

ιt(Z) if {i+ 1} /∈ b(Z) ∪ t(Z)
Liιt(Z) if i+ 1 ∈ b(Z) and i ∈ t(Z)
Riιt(Z) if i ∈ b(Z) and i+ 1 ∈ t(Z)
Uiιt(Z) if {i+ 1} ⊂ b(Z) ∩ t(Z).
As with the positive crossing, we will reinterpret this map in terms of the six
generators {N0, S,N+, N−, E,W}. The differential d− is given by
d−(N+) = N0
d−(N−) = (Ui − Ui+1)N0
d−(E) = Li+1S
d−(W ) = RiS
As a module, it is still given by M(σi) ⊕ M(id), so the right multiplication is still
described by Table 2.
3.8. Our bimodule for the plat minimum. Let ∨(n) denote the plat minimum
diagram consisting of n cups. Each cup consists of two edges oriented out of a source
– suppose the edges are numbered e1, ..., e2n so that ei lies on strand i. The bimodule
M(∨(n)) is an A(0, 0),A(n, n)-bimodule.
The generators of M(∨(n)) correspond to n-component cycles Z relative to the
boundary of ∨(n) union the bivalent vertices. For the ith minimum of ∨(n), Z
contains either e2i−1 or e2i. There are 2n such cycles.
The module M(∨(n)) is generated as a right module over A(n, n) by the xZ modulo
the following relations:
(1) If e2i−1 ∈ Z and Z ′ = Z \ {e2i−1} ∪ {e2i}, then xZR2i−1 = xZ′ .
(2) For all i and Z, XZR2i = 0.
This bimodule is precisely the opposite bimodule to M(∧(n)). In particular, it is also
generated by the single generator xZodd , where Zodd is the cycle which has the left
edge at each minimum:
Zodd = {e1, e3, ..., e2n−1}
As in the plat maximum case, let xodd = {1, 3, ..., 2n− 1}.
Lemma 3.9. The module M(∨(n)) is isomorphic to ιxodd · A(n, n).
Proof. The proof is the same as in the plat maximum case, and we leave it to the
reader. 
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3.9. Relationship with Khovanov homology. Let b be a braid diagram on 2n
strands with all strands oriented downwards. If D has m crossings, we can write D
as a product of elementary braids
b =
m∏
i=1
σj(i)
with j(i) ∈ {1,−1, 2,−2, ..., n− 1,−n+ 1} and σ−j = σ−1j .
Let D = p(b) be the plat closure of D.
Definition 3.10. The module M(D) is given by tensor product
M(D) = M(∨(n))⊗A M(σj(1))⊗A M(σj(2))⊗A · · · ⊗A M(σj(m))⊗A M(∧(n))
where A = A(n, n).
Viewing D as an oriented graph with m 4-valent vertexes, n bivalent sources, and
n bivalent sinks, let e1, ..., e2n+2m denote the edges of D. We will define an action of
Q[U1, ...,U2m+2n] on M(D) as follows.
Between any two adjacent crossings, we can slice the diagram D into two tangles
D = T1 ∗ T2 where T1 is a (0, 2n) tangle and T2 is a (2n, 0) tangle and
M(T1)⊗A M(T2) = M(D)
Let ek denote the edge in D corresponding to the ith strand where D is sliced into
T1 and T2. We define the action of Uk on M(D) by
Uk(a⊗ b) = aUi ⊗ b = a⊗ Uib
Let w+1 , ..., w
+
n denote the bivalent maxima of D (the sinks) ordered from left to
right, and let w−1 , ..., w
−
n denote the bivalent minima.
Definition 3.11. For each pair w+k , w
−
k , define
Lw±k
= Ui1(k) + Ui2(k) − Uj1(k) − Uj2(k) L′w±k = Ui1(k) + Ui2(k) + Uj1(k) + Uj2(k),
where ei1(k), ei2(k) are the edges adjacent to w
−
i and ej1(k), ej2(k) are the edges adjacent
to w+i .
Let K(D) denote the Koszul complex
K(D) =
(
R
L
w±1 //
R
L′
w±1
oo
)⊗ ( R Lw±2 // R
L′
w±2
oo
)⊗ ...⊗ ( R Lw±n // R
L′
w±n
oo
)
Definition 3.12. The complex C1±1(D) is defined to be the tensor product
C1±1(D) = M(D)⊗ K(D).
Theorem 3.13 ([AD18]). Let Ek(D) denote the spectral sequence induced by the cube
filtration on C1±1(D). Then E2(D) ∼= Kh(D), and the total homology E∞(D) is a
link invariant.
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4. Homotopy equivalences between the two types of bimodules
In the previous two sections, we described two bimodules that could be ascribed to a
plat tangle T , where a plat tangle is defined to be a horizontal slice of the plat closure
of a braid: the Ozsva´th-Szabo´ DA bimodule OSDA(T ) and our differential bimodule
M(T ). Our bimodule can also be viewed as a DA bimodule MDA(T ) with δ
1
1 given by
the differential, δ12 given by right multiplication, and δ
1
i = 0 for i ≥ 3. Moreover, the
DA bimodules OSDA(T ) and MDA(T ) are defined over isomorphic algebras, where
the isomorphism
f : A(n, k)→ A(n, 2n− k)
is given by taking the complement of each idempotent:
f(ιx) = Ix
f(Ri) = Li
f(Li) = Ri
f(Ui) = Ui
Remark 4.1. In our plat diagrams, we require the minima (resp. maxima) to have
the same vertical coordinate, so that a plat tangle T either includes all of the minima
(resp. maxima) or none of them.
Theorem 4.2. The DA bimodules OSDA(T ) and MDA(m(T )) are homotopy equiva-
lent, where m(T ) is the mirror of T .
This theorem will be proved by showing that it is true for T = σi, T = σ
−1
i , T = ∧(n),
and T = ∨(n). The result then follows from the fact the in both cases, gluing
corresponds to box tensor product.
4.1. The plat maximum and minimum. We start with the easiest cases: the plat
maximum ∧(n) and the plat minimum ∨(n).
Theorem 4.3. There are isomorphisms of type D and type A modules
AOSD(∧(n)) ∼= AMD(∧(n))
OSA(∨(n))A ∼= MA(∨(n))A
induced by the algebra isomorphism f .
Proof. This follows from the description of these modules in terms of Ixeven and ιxodd ,
respectively, together with the fact that f(ιxodd) = Ixeven .

4.2. The positive crossing σi. By definition M(σi) is the mapping cone of the
A–A-bimodule homomorphism
d+ : M(id)→ M(Xi).
By Lemma 3.7, the differential bimodule M(σi) is a free left module generated by
{N+, N−, E,W,N0, S} over the corresponding idempotent subalgebras of A. Thus,
it can be viewed as a DA bimodule over A with these 6 generators, where δ11 is the
differential, δ12 is right multiplication, and there are no higher maps.
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With respect to this basis, δ11 is given by
δ11(N0) = N−
δ11(S) = Li ⊗W −Ri+1 ⊗ E.
and the right multiplication δ12 is given by Table 2.
Recall that A is isomorphic to A under the map f . Thus, we can define the DA
bimodule for σi over A by
δ11(N0) = N−
δ11(S) = Ri ⊗W − Li+1 ⊗ E.
and δ12 given by Table 3.
Ui Ui+1 Ri Ri+1 Li Li+1
N+ N− + Ui+1N+ −N− + UiN+ 0 E W 0
N− UiN− Ui+1N− 0 Ri+1RiW − Ui+1E −LiLi+1E + UiW 0
E Ri+1RiW (Ui + Ui+1)E −Ri+1RiW Ri+1RiN+ 0 0 UiN+ −N−
W (Ui + Ui+1)W − LiLi+1E LiLi+1E N− + Ui+1N+ 0 0 LiLi+1N+
N0 UiN0 Ui+1N0 0 Ri+1S LiS 0
S UiS Ui+1S RiN0 0 0 Li+1N0
Table 3
Definition 4.4. Let AMDA(σi)A denote this DA bimodule.
Theorem 4.5. There is a homotopy equivalence of DA bimodules
AMDA(σi)A ' AOSDA(σ−1i )A.
Proof. Recall that Ozsva´th and Szabo´ also define a DD-bimodule OSDD(σ
−1
i ) to a
negative crossing which is related to OSDA(σ
−1
i ) by box tensor product with the
identity DD-bimodule:
A,A′OSDD(σ
−1
i )
∼= AOSDA(σ−1i )A A A,A
′
OSDD(id)
Since A,A
′
OSDD(id) is quasi-invertible, MDA(σi) is homotopy equivalent to OSDA(σ
−1
i )
if and only if AMDA(σi)AAA,A
′
OSDD(id) is homotopy equivalent to
A,A′OSDA(σ
−1
i )A
A,A′OSDD(id). Thus it is sufficient to show that
AMDA(σi)A A A,A
′
OSDD(id) ' A,A′OSDD(σ−1i ).
The reason for tensoring with the identity DD-bimodule is that homological pertur-
bation is simpler on the DD side.
Recall that the differential on A,A
′
OSDD(id) is given by δ(x) = ax, where
a =
2n∑
i=1
(Li ⊗R′i +Ri ⊗ L′i)−
2n∑
i=1
Ui ⊗ Ei ∈ A⊗ A′.
The DD-bimodule
AMDA(σi)A  A,A
′
OSDD(id)
is depicted as a table in Table 4.
Applying homological perturbation to the map N0 7→ (1 ⊗ 1) · N− yields a DD
bimodule on the four generators N+, E,W, S. The resulting differential is described
30 AKRAM ALISHAHI AND NATHAN DOWLIN
N+
W E
S
R
i ⊗
1
R
i+
1 ⊗
L ′
i L ′
i+
1 +
L
i ⊗
U
i
−R
i+
1
⊗ U
i+
1
− L
i
⊗R
′
i+
1
R
′
i
−L
i+
1
⊗ 1
U i
+
1
⊗ L
′
i
+
L i
L i
+
1
⊗R
′
i+
11⊗
R
′
i
R
i+
1R
i ⊗
L ′
i +
U
i ⊗
R ′
i+
1
1⊗
L ′
i+
1
−Ui ⊗ Ei+1 − Ui+1 ⊗ Ei
−Ui ⊗ Ei − Ui+1 ⊗ Ei+1
−(
U
i
+
U
i+
1
)
⊗
E
i
−
(U
i
+
U
i+
1
)⊗
E
i+
1
Ri+1Ri ⊗ (Ei+1 − Ei)
LiLi+1 ⊗ (Ei − Ei+1)
(R
i+
1 ⊗
L
′i+
1
+
L
i ⊗
R
′i )(1⊗
(E
i+
1 −
E
i ))
Figure 16. The DD bimodule for AMDA(σi)A  A,A
′
OSDD(id) after
cancelation.
N
W E
S
Ui+
1
⊗ Li
′ + L
iLi
+1
⊗R
′
i+
1
1⊗R
′
i
1⊗ L ′
i+1
U
i ⊗R ′
i+1 +R
i+1R
i ⊗ L
i ′
−R
i ⊗ 1−Li ⊗ U
i+1 −R
i+1 ⊗ L ′
i L ′
i+1
Li+
1
⊗ 1
Ri+
1
⊗ Ui
+ L
i
⊗R
′
i+
1
R
′
i
Figure 17. The DD bimodule A,A
′
OSDD(σ
−1
i ). Each generator also
has an arrow to itself with coefficient −Ui ⊗ Ei+1 − Ui+1 ⊗ Ei.
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N+ N− E W N0 S
N+
−Ui ⊗ Ei+1
−Ui+1 ⊗ Ei 1⊗ (Ei+1 − Ei) 1⊗ L
′
i+1 1⊗R′i 0 0
N− 0
−Ui ⊗ Ei
−Ui+1 ⊗ Ei+1
−Ui+1 ⊗ L′i+1
−LiLi+1 ⊗R′i
Ri+1Ri ⊗ L′i+1
+Ui ⊗R′i 0 0
E
Ri+1Ri ⊗ L′i
+Ui ⊗R′i+1 −1⊗R
′
i+1 −(Ui + Ui+1)⊗ Ei+1 Ri+1Ri ⊗ (Ei+1 − Ei) 0 0
W
Ui+1 ⊗ L′i
+LiLi+1 ⊗R′i+1 1⊗ L
′
i LiLi+1 ⊗ (Ei − Ei+1) −(Ui + Ui+1)⊗ Ei 0 0
N0 0 1⊗ 1 0 0 −Ui ⊗ Ei−Ui+1 ⊗ Ei+1
−Li ⊗R′i
−Ri+1 ⊗ L′i+1
S 0 0 −Li+1 ⊗ 1 Ri ⊗ 1 −Li+1 ⊗R
′
i+1
−Ri ⊗ L′i
−Ui ⊗ Ei
−Ui+1 ⊗ Ei+1
Table 4. Table of entries for δ on AMDA(σi)A A A,A
′
OSDD(id)
in Figure 16. Recall that the bimodule A,A
′
OSDD(σi) is given by Figure 17. Then the
map given by
N 7→ N+
E 7→ E +Ri+1 ⊗ (Ei − Ei+1) · S
W 7→ W + Li ⊗ (Ei − Ei+1) · S
S 7→ S
is an isomorphism of DD-bimodules, proving the theorem.

4.3. The negative crossing σ−1i . Let A = A(n, k). The differential bimodule
M(σ−1i ) is the mapping cone of the A−A-bimodule homomorphism
d− : M(Xi)→ M(id).
Similar to the positive crossing, the A − A-bimodule M(σ−1i ) can be viewed as a
DA bimodule over A with basis {N+, N−, E,W,N0, S}. The differential is δ11, which
with respect to this basis is given by
δ11(N+) = N0
δ11(N−) = (Ui − Ui+1)N0
δ11(E) = Li+1S
δ11(W ) = RiS.
The map δ12 describes the right multiplication, which is given by Table 2. There are
no higher maps.
As in the positive crossing case, under the isomorphism f between A and A we can
view M(σ−i ) as a DA bimodule over A with δ
1
1 given by
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δ11(N+) = N0
δ11(N−) = (Ui − Ui+1)N0
δ11(E) = Ri+1S
δ11(W ) = LiS.
and δ12 given by Table 3.
Definition 4.6. Let AMDA(σ
−1
i )A denote this DA bimodule.
Theorem 4.7. There is a homotopy equivalence of DA bimodules
AMDA(σ
−1
i )A ' AOSDA(σ−1i )A
Proof. As in the positive crossing case, we describe the explicit homological pertur-
bation on the DD side. Specifically, we will show that
A,A′OSDD(σ
−1
i )
∼= AOSDA(σ−1i )A  A,A
′
OSDD(id) ' AMDA(σ−1i )A  A,A
′
OSDD(id),
and the theorem follows from the quasi-invertibility of A,A
′
OSDD(id). The DD bi-
module
AMDA(σ
−1
i )A  A,A
′
OSDD(id)
is given in Table 5.
N+ N− E W N0 S
N+
−Ui ⊗ Ei+1
−Ui+1 ⊗ Ei 1⊗ (Ei+1 − Ei) 1⊗ L
′
i+1 1⊗R′i 1⊗ 1 0
N− 0
−Ui ⊗ Ei
−Ui+1 ⊗ Ei+1
−Ui+1 ⊗ L′i+1
−LiLi+1 ⊗R′i
Ri+1Ri ⊗ L′i+1
+Ui ⊗R′i (Ui − Ui+1)⊗ 1 0
E
Ri+1Ri ⊗ L′i
+Ui ⊗R′i+1 −1⊗R
′
i+1 −(Ui + Ui+1)⊗ Ei+1 Ri+1Ri ⊗ (Ei+1 − Ei) 0 Ri+1 ⊗ 1
W
Ui+1 ⊗ L′i
+LiLi+1 ⊗R′i+1 1⊗ L
′
i LiLi+1 ⊗ (Ei − Ei+1) −(Ui + Ui+1)⊗ Ei 0 Li ⊗ 1
N0 0 0 0 0
−Ui ⊗ Ei
−Ui+1 ⊗ Ei+1
−Li ⊗R′i
−Ri+1 ⊗ L′i+1
S 0 0 0 0
−Li+1 ⊗R′i+1
−Ri ⊗ L′i
−Ui ⊗ Ei
−Ui+1 ⊗ Ei+1
Table 5. Table of entries for δ on AMDA(σ
−1
i )A A A,A
′
OSDD(id)
Next, we apply homological perturbation to N+ → (1 ⊗ 1) · N0 and get a DD
bimodule on four generators N−, E,W, S. The resulting δ is given in Figure 18.
The following map gives the isomorphism with the DD bimodule A,A
′
OSDD(σi)
given in Figure 19.
N→ N−
E→ E
W→ W
S→ S − Li+1 ⊗ (Ei+1 − Ei)E −Ri ⊗ (Ei − Ei+1)W

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N−
W E
S
L
i+
1 ⊗
R ′
i+
1 R ′
i +
R
i ⊗
U
i
L
i ⊗
1
R
i+
1
⊗ 1
L i
+
1
⊗ U
i+
1
+
R
i
⊗ L
′
i
L
′
i+
1
1⊗
L
′
iR i
+
1
R i
⊗ L
′
i+
1
+
U i
+
1
⊗R
′
i
−1⊗
R ′
i+
1
−L
iL
i+
1 ⊗
R ′
i −
U
i ⊗
L ′
i+
1
−Ui ⊗ Ei+1 − Ui+1 ⊗ Ei
−Ui ⊗ Ei − Ui+1 ⊗ Ei+1
−(
U
i
+
U
i+
1
)
⊗
E
i
−
(U
i
+
U
i
+
1
)⊗
E
i+
1
Ri+1Ri ⊗ (Ei+1 − Ei)
LiLi+1 ⊗ (Ei − Ei+1)
(R
i
⊗
L
′ i+
L
i+
1
⊗
R
′ i+
1
)(
1
⊗
(E
i+
1
−
E
i
))
Figure 18. The DD bimodule for A,AMDA(σi)  A,A
′
OSDD(id) after
cancelation.
N
W E
S
1⊗ L
′
iUi
+1
⊗R
′
i
+R
i+
1R
i
⊗ L
′
i+
1 Ui ⊗ L ′
i+1 + L
iL
i+1 ⊗R ′
i
1⊗R ′
i+1
−R
i ⊗ U
i+1 − L
i+1 ⊗R ′
i+1R ′
i
−L
i ⊗ 1
Li+
1
⊗ Ui
+R
i
⊗ L
′
i
L
′
i+
1Ri+
1
⊗ 1
Figure 19. The DD bimodule A,A
′
OSDD(σi). Each generator also has
an arrow to itself with coefficient −Ui ⊗ Ei+1 − Ui+1 ⊗ Ei.
.
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Proof of Theorem 4.2. Theorem 4.2 now follows from Theorems 4.3, 4.5, and 4.7,
together with the fact that for both DA bimodules, gluing corresponds to box-tensor
product.

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