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ABSTRACT 
 
The Electrothermal Instability on Pulsed Power Ablations of Thin Foils 
by 
Adam M. Steiner 
Chair: Ronald M. Gilgenbach 
 
The electrothermal instability (ETI) is an exponentially growing temperature perturbation 
that arises due to nonuniformities in Ohmic heating of a current-carrying material with a 
temperature-dependent resistivity.  When resistivity increases with temperature, as in most solid 
and liquid metals, ETI forms striations of hot and cold material perpendicular to the flow of 
current.  On a pulsed-power driven ablation of an initially solid metal, these striations can cause 
local vaporization before the bulk material vaporizes, leading to a mass perturbation that can 
seed plasma instabilities, such as the magneto Rayleigh-Taylor (MRT) instability.  These 
instabilities have been identified as the primary impediment to producing energy gain in a pulsed 
power-driven nuclear fusion concept called magnetized liner implosion fusion (MagLIF).  
Understanding of ETI may provide better means to mitigate plasma instabilities and achieve 
fusion gain on MagLIF experiments. 
 A diagnostic has been developed to measure spatially resolved temperature using an 
ultrafast framing camera from self-emission of planar foil ablations conducted in atmospheric 
conditions.  These temperature measurements provide the first time-resolved experimental 
xxviii 
 
observations of ETI as a growing temperature perturbation on ablations of initially solid metal 
targets.  Growth rates of experimentally observed perturbations show good agreement with 
theoretical predictions of ETI and demonstrate expected quadratic dependence on current 
density. 
 Additional experiments were conducted on the MAIZE linear transformer driver (LTD), a 
1-MA pulsed power facility at the University of Michigan, to study the coupling of ETI to later-
time plasma instabilities.  Liners of aluminum, titanium, and tantalum were ablated to compare 
material-dependent effects, and ablations of aluminum with and without dielectric coatings 
(which had previously been shown to reduce the impact of ETI) were performed to compare 
instability growth on the same material with varying ETI seeding.  It was observed that tantalum 
liners, which have lower predicted ETI growth, exhibit dramatically less plasma instability 
growth than aluminum or titanium.  Additionally, ablations of aluminum liners with external 
dielectric coatings exhibited less azimuthal symmetry than bare aluminum liners, which was 
anticipated because ETI tends to azimuthally self-correlate.  These results support the theory that 
ETI provides the surface perturbation that is responsible for seeding plasma instabilities on liner 
ablations. 
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CHAPTER 1 
 
Introduction 
Harnessing fusion energy as a practical energy source has been a grand challenge 
endeavor for plasma physicists over the past several decades.  Because nuclear fusion only 
occurs at extreme temperature regimes at which kinetic energy of like-charged nuclei is 
sufficient to overcome the Coulomb barrier, fusion experiments focus on confining material in 
the plasma state for sufficient times to allow generated energy to overcome the energy required 
to heat the plasma.  Two prominent approaches have arisen to achieve this condition: magnetic 
confinement, which employs strong magnetic fields in geometries that hold the plasma in steady-
state or quasi steady-state, and inertial confinement, in which massive power fluxes are delivered 
to fusion fuel through either lasers or energetic particle beams, heating the plasma on a timescale 
that is faster than material expansion.  More recently, a concept that combines elements of these 
two approaches has been developed, called magnetized liner implosion fusion (MagLIF) [1-2].  
In MagLIF, a cylindrical metallic liner encases fusion fuel, usually deuterium-tritium (DT).  An 
axial magnetic field is applied to the liner, and the interior fuel region is preheated by depositing 
laser energy.  A large current pulse is driven through the liner, which implodes due to the 
Lorentz force (it can be easily shown that the Lorentz force is always radially inward for a 
current-carrying cylinder), compressing and heating the fuel.  Simulations [3] and experiments 
[4, 5] on MagLIF have been performed at Sandia National Labs over the past several years. 
Promising recent results on liner compression [5, 6] have motivated a proposal to construct a 
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next-generation pulsed power machine [7-9] with the goal of producing energy gain from 
MagLIF in the laboratory setting [10].  MagLIF is also interesting basic science in its own right, 
combining elements of pulsed power science and engineering, plasma physics, and high energy 
density matter. 
One of the key issues to overcome with MagLIF is the presence of hydrodynamic plasma 
instabilities, such as the magneto Rayleigh-Taylor (MRT) instability, m = 0 sausage mode, and 
m = 1 kink mode, which can form as the surface of the imploding liner ablates into plasma.  
These instabilities can rapidly deteriorate liner integrity during the implosion, causing fuel to 
escape and lose energy.  As with any exponentially increasing perturbation, these instabilities 
require an initial seed from which to grow.  Currently, the leading theory is that the 
electrothermal instability (ETI) provides this initial interface perturbation [11]. 
ETI grows in any current-carrying material that has a temperature-dependent resistivity, 
𝜂(𝑇).  If 𝜕𝜂/𝜕𝑇 is negative, as in dielectrics, semiconductors, and strongly ionized plasmas, ETI 
tends to grow filamentary structures parallel to current direction.  However, if 𝜕𝜂/𝜕𝑇 is positive, 
as in most solid and liquid metals, ETI produces striations of hot and cold material that are 
perpendicular to the flow of current.  These hot striations ablate before the bulk material, 
creating a perturbation in both mass density and interface position; this perturbation serves as a 
seed for plasma instabilities.  The purposes of the work presented in this dissertation are to 
expand the understanding of ETI through experimental observation of its growth as a 
temperature perturbation and to identify the effects of varying the amount of ETI growth on the 
subsequent development of plasma instabilities. 
A theoretical introduction to ETI is presented in Chapter 2.  Chapter 2 also reviews the 
necessary material properties data to calculate theoretical ETI growth rates, which in general 
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depend both on current density and temperature-dependent material properties.  Experimental 
configurations and procedures are presented in Chapter 3.  These experiments primarily include 
atmospheric ablations of thin aluminum foils driven by a small pulsed power generator and liner 
ablations performed on the MAIZE linear transformer driver (LTD).  Chapter 3 also details the 
relevant current, voltage, and optical diagnostics fielded on these experiments, most importantly 
an ultrafast framing camera imaging system that allowed for temporally and spatially resolved 
temperature measurements of ablating foils. 
Chapter 4 presents a detailed analysis of the MAIZE LTD.  This machine is the primary 
pulsed power device used for MagLIF-relevant science in the Plasma, Pulsed Power, and 
Microwave Laboratory at the University of Michigan.  The understanding of LTD behavior is 
important to this research, as the experimental studies performed on exploding and imploding 
liners used MAIZE as the current driver.  LTD studies are also important generally to MagLIF, 
because the proposed Z-300 and Z-800 machines at Sandia National Labs that are under 
consideration to drive energy-producing MagLIF experiments consist of large arrays of LTDs [7-
9]. 
The primary results observing the growth of ETI are presented in Chapter 5.  These 
measurements represent the first time-resolved (12 frames per shot) direct experimental 
observation of ETI as a temperature perturbation.  It is demonstrated in Chapter 5 that self-
emission from ablating liners using the small pulsed power generator results from sections of the 
foil vaporizing and breaking down into plasma while the bulk foil is still in a biphase state at the 
vaporization temperature.  This self-emission is shown to be blackbody dominated and used to 
establish an estimate of position-dependent temperature on each frame.  Average growth rates of 
temperature perturbations above the background vaporization temperature are measured and 
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compared to linear ETI theory.  While the temperature perturbations are observed to be nonlinear 
on the timescales of observation, surprisingly good agreement is shown between the measured 
average growth rates and the theory.  Additionally, the measured growth rates exhibit a 
theoretically predicted quadratic dependence on current density. 
Chapter 6 details the interaction between ETI and later time plasma instabilities.  Liner 
implosions and explosions are conducted on MAIZE, primarily to view the MRT and m = 0 
sausage instabilities.  Shots are conducted to compare growth rates of aluminum liners with 
liners of other materials, and to compare uncoated aluminum liners to aluminum liners with 
dielectric coatings.  It is observed that changing liner material from aluminum to titanium, which 
has a higher theoretical instantaneous growth rate of ETI, has little effect, but changing material 
from aluminum to tantalum, which has a lower theoretical integral growth rate, dramatically 
reduces observed instabilities.  The preferential seeding of azimuthally correlated m = 0 modes 
over higher azimuthal mode number modes is investigated in experiments with the added 
dielectric coating.  Shots with the coating exhibit significantly less growth of azimuthally 
correlated instability compared to those with no coating, demonstrating that the self-correlating 
ETI is likely responsible for seeding the observed m = 0 modes.  Finally, conclusions and 
suggested future work are presented in Chapter 7. 
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CHAPTER 2 
 
Theory of the Electrothermal Instability 
2.1 Qualitative Description of ETI 
ETI arises whenever current flows through a material that exhibits temperature-dependent 
resistivity.   This instability has been studied since at least the 1960s [12, 13] as a means of 
explaining the formation of filamentary structures along the direction of current in astrophysical 
plasmas.  A nonlinear form of the instability has also been identified, primarily for astrophysical 
applications, and referred to in the literature as the radiative-condensation instability [14, 15].  
On pulsed power machines, ETI has been studied as the mechanism for filament formation on 
gas-puff Z-pinches [16, 17].  ETI has also been studied as an early-time effect on ablation of 
metallic targets [18-21] to explain the formation of striations perpendicular to current that have 
been observed since the 1950s on exploding wires [22], occurring on timescales faster than could 
be explained by MHD instabilities alone.  Most recently, the striation form of ETI has been 
studied on rods [11, 23, 24] and imploding liners [6] at Sandia National Labs as a seed for 
hydrodynamic instabilities, most notably the MRT instability. 
In general, ETI describes growth of a temperature perturbation caused by positive 
feedback from the temperature dependence of resistivity.  When resistivity increases with 
increasing temperature, as in most solid and liquid metals, ETI leads to the growth of 
perpendicular striations; when resistivity decreases with increasing temperature, as in Spitzer-
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like plasmas and most dielectrics, ETI leads to the growth of parallel filamentations.  A 
description of the qualitative mechanism driving this behavior follows. 
First consider a circuit consisting of N identical temperature-dependent resistors 
connected in series to a current source, as shown in Figure 2.1.  The current through each resistor 
is the same as the applied current I(t), and the power deposited into the ith resistor is 𝑃𝑖(𝑡, 𝑇) =
𝐼(𝑡)2𝑅𝑖(𝑇).  If the resistivity, , increases with temperature (
𝜕𝜂
𝜕𝑇
> 0), as in most metals, adding 
a small temperature increase δT to the ith resistor raises its resistance by a corresponding δR, 
increasing the deposited power.  This process causes the temperature of the ith resistor to grow 
faster than that of the other resistors, creating a positive feedback cycle that continues as long as 
𝜕𝜂
𝜕𝑇
 is positive.  If  
𝜕𝜂
𝜕𝑇
< 0, as in Spitzer-like plasmas, any temperature difference between 
resistors damps because less power is deposited into hotter resistors. 
If instead the resistors are connected in parallel, as in Figure 2.2, the instability trends are 
reversed.  In this case, the current I(t) divides among the N resistors, with the ith current 
determined from 
 𝐼𝑖(𝑡, 𝑇) =
𝐼(𝑡)(∑ (𝑅𝑘(𝑇))
−1𝑁
𝑘=1 )
−1
𝑅𝑖(𝑇)
=
𝐼(𝑡)∗𝑅𝑒𝑞(𝑇)
𝑅𝑖(𝑇)
 (2.1) 
and the power dissipated in the ith resistor is 
 𝑃𝑖(𝑡, 𝑇) = 𝐼𝑖
2(𝑡, 𝑇)𝑅𝑖(𝑇) =
𝐼(𝑡)2∗𝑅𝑒𝑞(𝑇)
2
𝑅𝑖(𝑇)
 (2.2) 
so the fraction of the power deposited in the ith resistor is 
𝑅𝑒𝑞(𝑇)
𝑅𝑖(𝑇)
.  If 
𝜕𝜂
𝜕𝑇
< 0, a small temperature 
increase δT lowers the resistance of the ith resistor by a corresponding δR, raising the fraction of 
power dissipated in the ith resistor.  This process creates positive feedback, amplifying the 
current through one of the parallel paths.  The increased Ohmic heating through this resistor 
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relative to the other resistors causes its resistivity to decrease faster, further amplifying the 
nonuniform current division.  However, this process can eventually terminate for an ideal current 
source, as the maximum current through the perturbed resistor cannot exceed I(t) as its resistance 
approaches 0.  To continue to drive the instability, either 𝑑𝐼/𝑑𝑡 must be positive, or the power 
source must behave as a voltage source rather than an ideal current source.  As with the series 
case, changing the sign of 
𝜕𝜂
𝜕𝑇
 uniformly damps temperature perturbations regardless of the 
behavior of the power source. 
 
Figure 2.1: Series combination of N resistors with temperature dependent resistivity.  A temperature perturbation 
applied to any resistor in the circuit causes positive feedback if 
𝝏𝜼
𝝏𝑻
> 𝟎 and negative feedback if 
𝝏𝜼
𝝏𝑻
< 𝟎. 
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Figure 2.2: Parallel combination of N resistors with temperature dependent resistivity.  A temperature perturbation 
applied to any resistor in the circuit causes positive feedback if 
𝜕𝜂
𝜕𝑇
< 0 and negative feedback if 
𝜕𝜂
𝜕𝑇
> 0. 
From these simple resistor arrays, we can anticipate instability growth on a current-
carrying surface with a temperature perturbation wave vector ?̅? parallel to the direction of 
current, known as the striation form of ETI, when 
𝜕𝜂
𝜕𝑇
> 0.  We also anticipate instability of a 
perpendicular temperature perturbation wave vector, known as the filamentation form of ETI, 
when  
𝜕𝜂
𝜕𝑇
< 0.  Temperature perturbations perpendicular to the unstable direction are damped.  
These processes are illustrated in Figure 2.3. 
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Figure 2.3: Illustration of the electrothermal instability.  (a) Material with positive 𝜕𝜂/𝜕𝑇  tends to grow striations 
of hotter, more resistive material, shown in red, with k parallel to J.  This is analogous to the series circuit described 
in Fig. 2.1.  (b) Material with negative 𝜕𝜂/𝜕𝑇 tends to grow filamentations of hotter, less resistive material, shown 
in red, with k perpendicular to J.  This is analogous to the parallel circuit described in Fig. 2.2. 
 
The striation form of ETI tends to azimuthally self-correlate, as depicted in Figure 2.4a.  
Any initial temperature perturbations on the current carrying surface form resistive “hotspots.”  
Current attempts to flow around these hotspots due the locally increased resistance, leading to 
areas of increased current density in the vicinity of the hotspots.  These local areas of increased 
current density lead to further heating, expanding the hotspot in the perpendicular-to-current 
dimension.  Eventually, this current spreading reaches all the way across the surface (or, 
equivalently, 360 degrees around a cylindrical surface), creating a fully-developed striation.  
Figure 2.4b shows a similar process for the filamentation from. 
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(a)  
(b)  
Figure 2.4: Self-correlation ETI. (a) Striation–form, current carrying material with 𝜕𝜂/𝜕𝑇 > 0.  An initial hotspot 
growing from nonuniformities in resistivity becomes increasingly resistive due to locally increased Ohmic heating 
(left).  Current attempts to flow around the hotspot, bunching the current density along the edges of the hotspot, 
which leads to areas of increased Ohmic heating on either side of the hotspot (center).  This process expands the 
hotspot in the direction perpendicular to current until the hotspot has become a striation (right). (b) Filamentation 
form, current carrying material with 𝜕𝜂/𝜕𝑇 < 0.  An initial hotspot is less resistive, drawing more current into the 
hotspot (left).  This causes current bunching above and below the hotspot, increasing the Ohmic heating in these 
regions, which expands the hotspot vertically (center).  This process continues in the direction parallel to current 
until the hotspot has become a filament. (right). 
 
2.2 Derivation of expansionless ETI growth rate from perturbation analysis 
The derivation of the growth rate for ETI in an expansionless, electrically thin, 
conducting medium has been presented by Ryutov [25] for a system in thermal equilibrium 
where Ohmic heating is balanced by radiative losses and by Peterson [11] for a system with 
time-dependent temperature and negligible radiative losses.  The geometry of the problem under 
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consideration is shown in Figure 2.5.  Starting with Ohm’s Law and Laplace’s equation for 
magnetic field in a source free region, perturbations of the form 𝑒𝑥𝑝(𝛾𝑡 +  𝑖𝑘𝑦𝑦 +  𝑖𝑘𝑧𝑧) are 
considered, where γ is the instantaneous instability growth rate (such that a positive real gamma 
corresponds to exponential growth) and ky and kz are the wavenumbers for perturbations in the y- 
and z- directions.  The foil is assumed to be electrically thin with uniform current density, which 
requires d<<δ, where d is the foil thickness and δ is the skin depth given by 
 𝛿 = √
2𝜂
𝜔𝜇
√√1 + (𝜂𝜔𝜖)2 + 𝜂𝜔𝜖 (2.3) 
where η is the resistivity of the foil, ω is frequency, and µ and ε are the permeability and (real) 
permittivity, respectively.  In the good conductor limit, 𝜂𝜔𝜖 ≪ 1, which is automatically 
satisfied for metallic foils with any realistic pulsed power risetime, (2.3) reduces to 
 𝛿 = √
2𝜂
𝜔𝜇0
. (2.4) 
For a 100-ns risetime pulse through room temperature aluminum, this skin depth is 52 
µm, so the electrically thin assumption is good for foils with thicknesses on the micron and sub-
micron scale. 
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Figure 2.5: Problem geometry for ETI growth in a planar foil.  Foil thickness d is along the x-direction and current 
travels along the z-direction with AK gap spacing L.  The foil is considered electrically thin (d<<δ). 
 
The current density J is related to the electric field E by 
 𝑱 = 𝑬/𝜂 (2.5) 
A perturbation in current density is then given by 
 𝜹𝑱 =
𝜹𝑬
𝜂
− (
𝛿𝜂
𝜂2
) 𝑬 (2.6) 
Applying Ampere’s and Faraday’s laws to (2.6) gives the following expressions for δJz and δJy: 
 𝛿𝐽𝑧 = −𝐽𝑧
𝑘𝑦
2
𝑘2
1
1+(
γ
γ0
)
𝛿𝜂
𝜂
  (2.7) 
 𝛿𝐽𝑦 = − (
𝑘𝑧
𝑘𝑦
) 𝛿𝐽𝑧 (2.8) 
where 𝑘 = √𝑘𝑦2 + 𝑘𝑧2 and γ0 is a characteristic growth rate given by 
 𝛾0 =
2𝑘𝜂
𝜇𝑑
 (2.9) 
Equation (2.7) can also be written as 
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 𝛿𝐽𝑧 = −𝐽𝑧
cos2 𝛼
1+(
γ
γ0
)
𝛿𝜂
𝜂
  (2.10) 
where α is the angle between an individual perturbation and the direction of current; i.e. α = 0 if 
k = ky and α = π/2 if k = kz. 
The heat equation is given by 
 ?̇?(𝑡) =
𝜕
𝜕𝑡
(𝑇𝜌(𝑇)𝑐𝑣(𝑇)) = ∇ ∙ (𝜅(𝑇)∇𝑇) + 𝜂(𝑇)𝐽
2 − 𝑞𝑟(𝑇) (2.11)  
where ?̇?(𝑡) is the rate of change of enthalpy, ρ(T), cv(T) κ(T), and η(T) are temperature dependent 
density, specific heat capacity, thermal conductivity, and electrical resistivity, respectively, and 
qr(T) is the energy lost through radiation.  The terms on the right side represent (in order) thermal 
conduction, Ohmic heating, and radiative losses.  In the case of pulsed-power driven foil 
ablation, radiative losses are negligible in the relatively low-temperature solid and liquid phases, 
and many large-scale pulsed power drivers supply sufficient Ohmic heating such that radiative 
losses can still be ignored well into the hot plasma regime.  A perturbation δT is introduced to 
perturb a quasi-equilibrium given by (2.11), where δT is assumed to be small enough such that 
ρ(T), cv(T), κ(T), and η(T) can be assumed roughly constant over the interval [𝑇 − 𝛿𝑇, 𝑇 + 𝛿𝑇], 
such that the values ρ, cv,κ, and η represent the density, specific heat capacity, thermal 
conductivity, and resistivity of the unperturbed foil at a given time: 
 𝜌𝑐𝑣
𝜕(𝑇+𝛿𝑇)
𝜕𝑡
= 𝜅∇2(𝑇 + 𝛿𝑇) + (𝜂 + 𝛿𝜂)(𝐽𝑧 + 𝛿𝐽𝑧)
2. (2.12) 
Linearizing (2.12), neglecting second order and higher terms, and subtracting the 
equilibrium quantities, we obtain 
 𝜌𝑐𝑣𝛾𝛿𝑇 = −𝜅𝑘
2𝛿𝑇 + 𝐽𝑧
2𝛿𝜂 + 2𝜂𝐽𝑧𝛿𝐽𝑧 (2.13) 
Using (2.10) along with 𝛿𝜂 =
𝜕𝜂
𝜕𝑇
𝛿𝑇 in (2.13), 
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 𝜌𝑐𝑣𝛾𝛿𝑇 = −𝜅𝑘
2𝛿𝑇 + 𝐽𝑧
2 𝜕𝜂
𝜕𝑇
𝛿𝑇 − 𝐽𝑧
2 cos
2 𝛼
1+(
γ
γ0
)
𝜕𝜂
𝜕𝑇
𝛿𝑇. (2.13) 
Rearranging gives the dispersion relation for the growth rate γ: 
 𝛾 =
𝐽𝑧
2𝜕𝜂
𝜕𝑇
(1− 
cos2 𝛼
1+(
γ
γ0
)
)−𝑘2𝜅
𝜌𝑐𝑣
 (2.14) 
In (2.14), the first term represents the growth of perpendicular striations of ETI, the 
second term represents the growth of perturbations parallel to current (and at intermediate angles 
to current), and the third term represents damping due to thermal conductivity. 
2.3 Characteristics of ETI growth 
The solution to (2.14) is given by 
 𝛾 = 𝑏 ± √𝑏2 − 𝐶 (2.15) 
where b and C are 
 𝑏 =
1
2
(
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
−
𝑘2𝜅
𝜌𝑐𝑣
− 𝛾0) =
1
2
(𝛾𝑚 − 𝛾0) (2.16) 
 𝐶 =
𝑘2𝜅𝛾0
𝜌𝑐𝑣
+
𝜕𝜂
𝜕𝑇
𝐽2𝛾0
𝜌𝑐𝑣
(2cos2(𝛼) − 1) (2.17) 
In (2.16) we have defined 
 𝛾𝑚 =
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
−
𝑘2𝜅
𝜌𝑐𝑣
 (2.18) 
It is often elucidating to rewrite the positive root of (2.15) as 
 𝛾 =
1
2
(𝛾𝑚 − 𝛾0) + √(
1
2
(𝛾𝑚 + 𝛾0))
2
−
2𝛾0𝐽𝑧
2 cos2 𝛼
𝜌𝑐𝑣
𝜕𝜂
𝜕𝑇
. (2.19) 
Examining (2.15), an exponentially growing solution always exists for perturbations if 
𝑏 > 0 or if C < 0 (where we have taken the positive root in (2.15) to describe the fastest growing 
mode).  In practice, the first condition is seldom satisfied, as a value of γm on the order of γ0 
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requires either unrealistic current densities or very large perturbation wavelengths.  The second 
condition gives 
 
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
>
𝑘2𝜅
𝜌𝑐𝑣
+
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
(2 cos2 𝛼) (2.20) 
or, equivalently, 
 cos2 𝛼 <
1
2
(1 −
𝑘2𝜅
𝐽2
(
𝜕𝜂
𝜕𝑇
)
−1
) (2.21) 
2.3.1  𝝏𝜼/𝝏𝑻 > 𝟎 Case 
When 
𝜕𝜂
𝜕𝑇
> 0 the maximum growth rate occurs when perturbations are perpendicular to 
the flow of current, i.e. α = π/2.  In this case, the growth rate (2.19) reduces to (2.18), and the 
condition for instability is 
 𝑘 < √
𝐽2
𝜅
𝜕𝜂
𝜕𝑇
 (2.22) 
which corresponds to a minimum growing wavelength λmin, 
 𝜆𝑚𝑖𝑛 =
2𝜋
𝐽
√𝜅 (
𝜕𝜂
𝜕𝑇
)
−1
. (2.23) 
For wavelengths significantly larger than λmin, the growth rate asymptotically approaches a 
theoretical maximum given by 
 𝛾𝑚𝑎𝑥 =
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
. (2.24) 
In practice, growth rates reach 90% of this value around 3 λmin [19].  For angles other than π/2, 
(2.21) specifies the condition for instability, and the growth rate is found from the general 
relationship (2.19).  For wavelengths that are large compared to λmin, the maximum growing 
angle α asymptotically approaches π/4. 
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2.3.2  𝝏𝜼/𝝏𝑻 < 𝟎 Case 
When 
𝜕𝜂
𝜕𝑇
> 0 the maximum growth rate occurs when perturbations are parallel to the 
flow of current, i.e. α = 0.  In this case, the growth rate (2.19) becomes 
 𝛾 =
1
2
(𝛾𝑚 − 𝛾0) + √(
1
2
(𝛾𝑚 + 𝛾0))
2
−
2𝛾0𝐽𝑧
2
𝜌𝑐𝑣
𝜕𝜂
𝜕𝑇
. (2.25) 
In the limit 𝛾0 ≫ 𝛾𝑚, 𝑏
2 ≫ 𝐶, allowing us to rewrite (2.15) as 
 𝛾 = |𝑏| (−1 + √1 −
𝐶
𝐵2
) = |𝑏|(−1 + √1 + 𝜒) (2.26) 
where we have chosen the signs for the fastest growing mode and b is negative definite for 
negative 
𝜕𝜂
𝜕𝑇
.  Taylor expanding about 𝜒 = 0, 
 𝛾 = |𝑏|(−1 + √1 − 𝜒) ≈ |𝑏| (−1 + 1 −
𝜒
2
) =
−𝐶
|𝐵|
 (2.27) 
 𝛾 =
𝛾0𝛾𝑚
′
𝛾0+𝛾𝑚
 (2.28) 
where we have defined 
 𝛾𝑚
′ = −
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
−
𝑘2𝜅
𝜌𝑐𝑣
. (2.29) 
Again invoking the assumption 𝛾0 ≫ 𝛾𝑚, 
 𝛾 = 𝛾𝑚
′ =
𝐽2
𝜌𝑐𝑣
|
𝜕𝜂
𝜕𝑇
| −
𝑘2𝜅
𝜌𝑐𝑣
. (2.30) 
Note that this growth rate is the same as (2.16) for 
𝜕𝜂
𝜕𝑇
> 0 striations.  Using the condition C < 0, 
we find a similar criterion to (2.21), but with a maximum angle condition as opposed to a 
minimum due to the opposite sign of 
𝜕𝜂
𝜕𝑇
: 
 cos2 𝛼 >
1
2
(1 −
𝑘2𝜅
𝐽2
(
𝜕𝜂
𝜕𝑇
)
−1
). (2.31) 
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Again, the critical angle in the limit 𝐽2
𝜕𝜂
𝜕𝑇
≫ 𝑘2𝜅 is π/4. 
2.3.3 𝝏𝜼/𝝏𝑻 = 𝟎 Case 
When the resistivity has no temperature dependence, no ETI is expected.  Equation (2.19) gives 
 𝛾 = 𝛾𝑚 = −
𝑘2𝜅
𝜌𝑐𝑣
 (2.32) 
which simply describes thermal diffusion in the absence of driving terms. 
2.3.4 Phase Changes 
During a phase change, ETI can continue to grow, since resistivity is a function of 
deposited energy in a phase change.  Equation (2.13) becomes 
 𝜌𝛾𝛿𝐻 = −𝜅𝑘2𝛿𝑇 + 𝐽𝑧
2 𝜕𝜂
𝜕𝐻
𝛿𝐻 − 𝐽𝑧
2 cos
2 𝛼
1+(
γ
γ0
)
𝜕𝜂
𝜕𝐻
𝛿𝐻 (2.33) 
where ρ is now expressed as a function of foil enthalpy H rather than T (where we have chosen H 
= 0 to represent the state at room temperature and atmospheric pressure).  Provided 𝛿𝐻 is 
sufficiently small, 
𝜕𝐻
𝜕𝑇
 is 0 during the phase transition, and the thermal conduction term drops out, 
giving a growth rate of  
 𝛾 =
𝐽𝑧
2 𝜕𝜂
𝜕𝐻
(1− 
cos2 𝛼
1+(
γ
γ0
)
)
𝜌
 (2.34) 
where the fastest growing mode is 
 𝛾𝑚 =
𝐽𝑧
2
𝜌
𝜕𝜂
𝜕𝐻
. (2.35) 
2.4 Calculated Growth Rates and Instability Conditions 
Due to the tendency of the striation form of ETI to self-correlate in a direction 
perpendicular to current, the growth rate of the striation form of ETI on solid and liquid metals 
can be estimated from (2.18).  On a pulsed power system, the growth rate is time-dependent for a 
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given k because current density and temperature are functions of time.  Calculating instantaneous 
growth rate requires temperature-dependent values of resistivity, specific heat capacity, density, 
and thermal conductivity.  For aluminum foils, which were used for the bulk of the experimental 
work described in Chapter 5 and Chapter 6, these values are determined as follows and presented 
in Figures 2.6 through 2.9.   
Specific heat as a function of temperature was obtained from [26] as well as tabulated 
values from Buyco and Davis [27].  The empirical relationships [26] 
 𝐶𝑝 [
𝑘𝐽
𝑘𝑔∗𝐾
] = 1.050 {𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑠𝑚}  (2.36a) 
 𝐶𝑝(𝑇) [
𝑘𝐽
𝑘𝑔∗𝐾
] = 1.070 + 2.308 ∗ 10−5𝑇 {𝑇𝑚𝑒𝑙𝑡 < 𝑇[𝐾] < 𝑇𝑣𝑎𝑝𝑜𝑟} (2.36b) 
 𝐶𝑝(𝐻) [
𝑘𝐽
𝑘𝑔∗𝐾
] = 𝑠𝑞𝑟𝑡(1.141 + 9.234 ∗ 10−2𝐻) {𝐻𝑙𝑚 < 𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑙𝑣} (2.36c) 
fit these data and were used to calculate specific heat as a function of energy delivered to the 
load.  In (2.36), 𝐻𝑠𝑚 refers to the enthalpy required to heat the foil to the melting temperature, 
𝐻𝑙𝑚 refers to the enthalpy required to melt the foil, and 𝐻𝑙𝑣 refers the enthalpy required to heat 
the foil to the vapor temperature, referenced to the foil at room temperature.  For aluminum at 
atmospheric pressure, these values are 0.66 MJ/kg, 1.07 MJ/kg, and 3.0 MJ/kg, respectively.   
Density was assumed to be constant in the solid phase; in the liquid phase density was 
calculated from tabulated values of thermal expansion coefficient [26].  During the phase change 
from solid to liquid, density was assumed to decrease linearly from solid density at the melting 
temperature to liquid density at the melting temperature.  The empirical relation describing 
density is 
 𝜌 [
𝑘𝑔
𝑚3
] = 2700 {𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑠𝑚} (2.37a) 
 𝜌 [
𝑘𝑔
𝑚3
] = 3150 − 680𝐻 {𝐻𝑠𝑚 < 𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑙𝑚} (2.37b) 
19 
 
𝜌 [
𝑘𝑔
𝑚3
] = 2700(1.021 + 8.378 ∗ 10−2𝐻 + 4.095 ∗ 10−3𝐻2)−1 {𝐻𝑙𝑚 < 𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑙𝑣} (2.37c) 
Because measurements from Reference [26] were taken at high pressures compared to the 
atmospheric pressure explosions addressed in this work, these values of aluminum density 
assume incompressibility of liquid aluminum.   
Resistivity as a function of temperature was obtained from References [26] and [28].  The 
approximate empirical relation [26] 
 𝜂(𝐻)[𝜇Ω ∗ 𝑚] = 2.65 ∗ 10−2 + 0.1154𝐻 {𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑠𝑚}  (2.38a) 
 𝜂(𝐻)[𝜇Ω ∗ 𝑚] = −0.0987 + 0.310𝐻 {𝐻𝑠𝑚 < 𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑙𝑚} (2.38b) 
𝜂(𝐻)[𝜇Ω ∗ 𝑚] = 0.159 + 8.59 ∗ 10−2𝐻 + 8.54 ∗ 10−3𝐻2 {𝐻𝑙𝑚 < 𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑙𝑣} (2.38c) 
provides unperturbed foil resistivity as a function of energy delivered to the load.  Equation 
(2.38c) gives resistivity using temperature-dependent dimensions of aluminum as a function of 
input enthalpy; if the room-temperature dimensions are used in calculations (as might be done to 
examine a fixed area on the surface of the foil as a function of time), a modified resistivity 
relationship should be used in place of (2.36c) [26]: 
𝜂(𝐻)[𝜇Ω ∗ 𝑚] = 0.149 + 7.95 ∗ 10−2𝐻 − 1.32 ∗ 10−3𝐻2 {𝐻𝑙𝑚 < 𝐻[𝑀𝐽/𝑘𝑔] < 𝐻𝑙𝑣} (2.38c*) 
This modified resistivity function is plotted in Figure 2.10. 
Thermal conductivity values were obtained from References [29] and [30].  Outside of 
the temperature range of the available tabulated data, thermal conductivity was calculated from 
the Weideman-Franz law [31]: 
 𝜅(𝑇) =
𝜋2𝑘𝐵
2
3𝑒2𝜂(𝑇)
𝑇 (2.39) 
where kB is Boltzmann’s constant. 
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(a) (b)  
Figure 2.6: (a) Temperature of aluminum at atmospheric pressure as a function of input enthalpy ΔH, where the zero 
of input enthalpy has been defined at room temperature, plotted up to complete vaporization at 13 MJ/kg.  (b) 
Specific heat capacity as a function of temperature.  Since the foil spends very little time in the solid phase, the solid 
heat capacity has been approximated as constant at the average value in the interval (300 K, 933 K).  Note that the 
heat capacity is not defined during a phase change.  Empirical fits are from Reference [26]. 
 
(a) (b)  
Figure 2.7: Empirical fit of solid and liquid aluminum density at atmospheric pressure (a) as a function of enthalpy 
and (b) as a function of temperature. Empirical fits are from Reference [26]. 
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(a) (b)  
Figure 2.8: Empirical fit of solid and liquid aluminum resistivity (a) as a function of enthalpy and (b) as a function 
of temperature. Empirical fits are from Reference [26]. 
 
(a) (b)  
Figure 2.9: Solid and liquid aluminum thermal conductivity (a) as a function of enthalpy and (b) as a function of 
temperature from References [29] and [30].  At temperatures greater than 1000 K, thermal conductivity was 
calculated from resistivity using the Weideman-Franz Law [31]. 
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(a) (b)  
Figure 2.10: Empirical fit of solid and liquid aluminum effective resistivity of a fixed foil section, accounting for 
thermal expansion, plotted against (a) enthalpy and (b) temperature.  Empirical fits are from Reference [26]. 
 
Figure 2.11 shows a sample striation-form (𝑘 = 𝑘𝑧, where 𝑧 is the direction of current) 
ETI growth rate calculation for a 4 kA, 600 ns risetime current pulse into an aluminum foil of 
800 nm thickness, 7 mm width, and 9 mm length.  Voltage across and current through the foil 
were monitored, allowing for measurements of deposited energy and current density.  These 
measurements were used, along with the relationships (2.36) through (2.39), to calculate ETI 
growth rate as a function of time for various values of k. 
 
23 
 
 
Figure 2.11: Growth rates for various values of k, calculated from equation (2.18) for a 4 kA, 600 ns risetime pulse 
into a 800 nm x 9.0 mm x 7.0 mm aluminum foil.  Experimentally measured current and voltage were used to 
calculate energy delivered to the foil, which was used with equations (2.36) through (2.39) to calculate current 
density, resistivity, specific heat, density, and thermal conductivity as a function of time for the bulk (unperturbed) 
foil. 
 
Minimum growing ETI wavelength and minimum supported angle α are shown in Figure 
2.12.  From Figure 2.12a, it is apparent that minimum growing wavelength changes dramatically 
over the course of a foil explosion, and in general only long wavelengths can grow early in time.   
This may explain the counterintuitive observation [11] that varying surface roughness has little 
effect on the growth of ETI: typical surface roughness values are below the minimum growing 
wavelength early in time, so temperature perturbations on this scale exponentially decay.  Figure 
2.12b shows that the maximum supported wavelength asymptotically approaches the predicted 
value of π/4 for large current density or small k. 
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(a) (b)  
Figure 2.12: Minimum conditions for ETI growth obtained for a 4 kA, 600 ns risetime pulse into a 800 nm x 9.0 
mm x 7.0 mm aluminum foil.  Current density, resistivity, specific heat, density, and thermal conductivity were 
obtained as in Figure 2.11.  These values were input into equations (2.21) and (2.23) to obtain 𝜆𝑚𝑖𝑛 and 𝛼𝑚𝑖𝑛. 
 
2.5 Effects of Expansion 
While foil expansion can largely be neglected in the solid and liquid phases, significant 
expansion can occur in the liquid-vapor biphase transition, vapor state, and plasma state.  The 
general case of striation-form ETI was treated by Oreskhin [19], with growth rate 
 𝛾 =
𝐽2
𝜕𝜂
𝜕𝑇
−𝑘2𝜅+
𝜌
𝑇∗
(𝑐𝑣
𝜕𝑇
𝜕𝑡
−𝐽2
𝜕𝜂
𝜕𝜌
)
𝜌𝑐𝑣+
𝑝
𝑇∗
 (2.40) 
Where T* is a modified temperature given by 
 𝑇∗ = 𝑇 (
𝑎
𝑏
+
𝛾2
𝑘2
𝜌
𝑏𝑝
) (2.41) 
And a, b, and C are material-dependent coefficients from the approximate equation of 
state 
 𝑝 = 𝐶𝜌𝑎𝑇𝑏 (2.42) 
There are two primary effects of the additional terms in (2.40).  First, in the biphase 
liquid-aluminum state, all modes are unstable (there is no maximum growing k), and low-
wavelength modes have large growth rates compared to 𝛾𝑚 in single-phase liquid.  Second, the 
presence of the −𝐽2
𝜕𝜂
𝜕𝜌
 term provides an additional source of growth for the striation mode, since 
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resistivity increases with decreasing density in gas and plasma phases.  Therefore, the striation 
mode is able to grow past the point of plasma breakdown where 
𝜕𝜂
𝜕𝑇
 becomes negative, and the 
striation mode only begins to damp when the dependence of resistivity on temperature becomes 
sufficiently negative to balance the additional growth term.  This is an important effect in 
explaining the ability of ETI to couple with plasma-phase instabilities, such as MRT, helical 
modes, and sausage modes. 
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CHAPTER 3 
 
Experimental Configuration for Foil and Liner Ablations 
3.1 Planar Foil Ablations on Atmospheric Pulsed Power Discharges 
3.1.1 Pulsed power system and diagnostics 
The primary studies of striation ETI performed in this work analyze the growth of 
temperature perturbations on ablating planar foils.  These planar foil ablations were performed 
using a 20 J high voltage pulse generator, shown in Figure 3.1.  To fire the pulse generator, high 
voltage is applied to charge a 240 nF capacitor, which is grounded on one terminal and 
connected to a single-stage spark gap switch on the other.  When the voltage across the switch 
reaches ~13 kV, the switch breaks down, delivering a pulse with peak current of 4 kA and 600 ns 
risetime.  The equivalent series resistance and inductance of the switch/capacitor configuration 
are 0.28 Ω and 80 nH, respectively.  Two HV-insulated wires are used to connect the pulse 
generator output to the load; these wires have total inductances of 401 nH and 463 nH.  An 
additional array of resistors with equivalent resistance 0.83 Ω is located between the output of 
the switch and the load to raise the impedance of the driver, providing a consistent current pulse 
that is relatively independent of load parameters.  A schematic of this circuit is shown in Figure 
3.2. 
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Figure 3.1: Pulse power generator. (A) 240 nF capacitor (B) Atmospheric pressure air spark gap switch (C) 0.83 Ω 
resistor array (D) High voltage input from power supply.  The applied high voltage is slowly increased to 13 kV, at 
which point the spark gap switch spontaneously breaks down and conducts current. 
 
Time-dependent load voltage is measured using two North Star PVM-5 high voltage 
probes (80 MHz maximum frequency) connected to either side of the load.  A Pearson 
Electronics model 110-A (20 ns minimum usable risetime) wideband current monitor is 
positioned around the ground-side HV-insulated wire to measure current through the load.  One 
of the PVM-5 probes was factory calibrated immediately prior to the experimental campaign to 
output 1 V/2 kV through a 50-foot, 50 Ω coaxial cable; the other PVM-5 probe was calibrated 
directly against this probe and was found to output 1 V/1914 V through a 50-foot, 50 Ω cable.  
The Pearson coil output was connected to a nominal 20 dB attenuator and 50 Ω terminator; this 
current-measurement system was calibrated in situ by firing the pulse generator into a short 
circuit, measuring the charge voltage on the capacitor using the factory-calibrated North Star 
high voltage probe, and requiring 
 
1
2
𝐶𝑉0
2 = ∫ 𝐼(𝑡)2𝑅𝑑𝑡
𝑡∞
0
 (3.1) 
28 
 
Where V0 is the voltage on the capacitor at switch breakdown, C is the capacitance of the 
capacitor, R is 1.11 Ω (the total series resistance of the circuit), and I(t) is the current.  The 
calibration factor for the current measurement was found to be 159 A/V. 
 
Figure 3.2: Schematic of the pulsed power circuit.  Voltage across the load is monitored with the two North Star 
high voltage probes indicated on the diagram.  Current is measured using a Pearson coil placed around the output 
wire.  The load inductance is negligible compared to the high inductances of the circuit; load resistance is measured 
assuming zero load inductance from the voltage and current measurements. 
 
The load hardware, consisting of two L-shaped aluminum plates mounted on a plastic 
support structure, is fielded in normal laboratory air under standard atmospheric pressure at room 
temperature.  The plates are separated by a 9-mm gap; foil loads are cut into strips approximately 
15 mm long and placed on the plastic support to span this gap.  The aluminum plates each have 
two slots to accommodate #8-32 plastic screws, which are used to compress the plates onto the 
foil to achieve good electrical contact.  Each L-bracket is connected to one of the outputs of the 
pulse generator and to one of the North Star high voltage probes.  The assembled load hardware 
is affixed to optical stands and placed on an array of translation stages to allow controlled 
movement in the x-, y-, and z-directions.  Figure 3.3 shows the load hardware with a foil in 
place. 
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(a)  
(b)  
Figure 3.3: (a) Load hardware for atmospheric foil ablations.  (A) Connection to pulser output (B) connection to 
pulser ground side (C) Connection to high voltage probe (D) Foil load.  Conventional current flows from left to 
right.(b) Schematic view of foil with dimensions indicated as referred to in the text. 
 
3.1.2 Load Properties 
Because the pulse generator outputs nearly constant current pulses, load current density 
was varied by changing the dimensions or material of the foil loads.  The vast majority of the 
shots utilized ultrathin aluminum foils purchased from Goodfellow.  Three thicknesses were used 
in these experiments: 400 nm, 800 nm, and 2.0 μm.  Foil purity is 99.1%, with primary 
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impurities consisting of iron (0.47%), silicon (0.16%), titanium (0.07%), and gallium (0.05%).  
A handful of shots utilized 500 nm titanium foils, also purchased from Goodfellow.  These foils 
are 99.9% pure, with <0.05% niobium and <0.01% other trace elements.  Nominal thickness 
uncertainty for all foils is 25%.  Width of foil loads was varied from 2.5 mm to 10 mm.  At a 
peak current of 4 kA, this allowed the investigation of a peak current density parameter space of 
2 x 107 A/cm2 to 4 x 108 A/cm2. 
The skin depth for these foils can be calculated from (2.4).  For 600 ns, this skin depth is 
on order 100’s of μm.  Therefore, the foils are electrically thin in thickness, but electrically thick 
in width.  The inductive current distribution can be calculated using a 1-D implementation of the 
method of moments [32]; the results of this calculation for a sample foil geometry of 800 nm 
thickness by 7 mm width are shown in Figure 3.4. 
 
Figure 3.4: Current density distribution calculated from the 1-D method of moments for a thin conducting foil.  The 
calculation was performed for a 600 ns risetime pulse into an 800 nm x 7 mm room temperature aluminum foil with 
resistivity 2.7 x 108 Ω-m.  For comparison, a uniform current density into the same cross section of aluminum is also 
plotted. 
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From Figure 3.4, it is apparent that the current density in the center of the foil is around 
35% less than the assumed uniform current density, and the current density at the edges is more 
than a factor of 3 greater.  However, this current calculation assumes uniform temperature, and 
electrothermal effects act in this case to flatten the temperature profile.  As the edges of the foil 
heat up, they increase in resistivity, which is a perturbation in the parallel-to-current direction.  
Since 
𝜕𝜂
𝜕𝑇
> 0 for metals, parallel perturbations are damped.  The electrothermal effect appears to 
dominate the effect of inductive current distribution; temperature measurements described in 
Section 3.6 do not show significant temperature variation along the width of the foil.  Therefore, 
calculations in this work assume current density to be uniform at the average value given by 
 𝐽 =
𝐼
𝑤ℎ
 (3.2) 
where w is the foil width and h is the thickness. 
3.1.3 Experiments Utilizing Gas Flows or Vacuum 
While most of the planar foil ablation shots were performed in air, several shots were 
taken at approximate atmospheric pressure in other gas environments.  This was achieved by 
placing a plastic bag over the load, connecting the leads to the pulse generator and voltage 
probes through holes in the bag, and delivering gas from a gas bottle through a standard ¼-inch 
(6.35 mm) nylon gas line (where the outlet is simply leaks in the plastic bag).  Two gases were 
chosen: argon, for its non-reactivity, and SF6, for its high dielectric strength; a gas fill experiment 
utilized one of these two gases. 
A few planar foil shots were performed in vacuum using the vacuum chamber shown in 
Figure 3.x.  In this configuration, the load hardware is placed against a 4-inch (10.16 cm) 
vacuum window to allow access to optical diagnostics.  The output of the pulse generator is 
connected to high-voltage feedthrough ports, which are electrically connected to cables inside 
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the vacuum chamber that attach to the load hardware.  This changes the electrical properties of 
the circuit; the new values for L2 and L3 in Figure 3.2 are 651 nH and 715 nH, respectively. 
 
Figure 3.5: Vacuum chamber used for vacuum planar foil shots. 
 
3.2 Visible Spectrum Diagnostics 
3.2.1 Ultrafast Framing Camera Imaging System 
The primary optical diagnostic fielded in these experiments is an Invisible Vision© Ultra 
UHSi 12-frame intensified charge coupled device camera (ICCD).  This camera is capable of 
capturing 12 images per shot with a frame rate of up to 2 x 108 s-1 and minimum exposure time 
of 5 ns.  An Edmund Optics VZM-1000 Zoom Imaging Lens is mounted on the camera to 
provide optical magnification ranging from 2.5x to 10x.  Spatial resolution of the imaging system 
was measured by imaging a backlit 1951 USAF resolution test target.  The minimum resolvable 
wavelength at the in-focus imaging distance for the maximum 10x magnification was found to be 
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2.5 µm (4 x 105 line pairs per meter).  Figure 3.6 shows the camera with the zoom imaging lens 
positioned to image a foil target. 
 
Figure 3.6: Ultrafast framing camera (A) with zoom imaging lens (B) positioned to image a foil load (D).  A sheet 
of Plexiglas (C) is positioned between the load and the imaging lens to act as a sacrificial window, preventing 
deposition on the lens. 
 
Self-emission from the ablating foils was imaged as a function of time using the framing 
camera for each shot.  As the ICCD is designed for use primarily in the visible portion of the 
spectrum, self-emission in the visible wavelengths dominates the camera response.  A response 
vs. wavelength curve was supplied by the manufacturer [33] and is shown in Figure 3.7. 
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Figure 3.7: ICCD response as a function of wavelength. 
 
For each shot, the load translation stages were used to make fine adjustments to load 
position relative to the camera to optimize the focus and to fix the camera imaging window on 
the center of the foil.  The center of the foil was maintained as the region of interest to minimize 
the contribution of edge effects, such as contact resistance with the electrodes or the naturally 
rough foil boundaries that resulted from cutting the thin, fragile foils.  A pre-shot image of each 
foil was taken by selecting a long (~10 ms) exposure on the camera and illuminating the surface 
of the foil with a high intensity LED flashlight.  Figure 3.8 shows a sample pre-shot image.  
Microscopic foil nonuniformities, such as wrinkles and impurity inclusions, are visible on these 
pre-shot images. 
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Figure 3.8: Pre-shot image of shot E-016, showing typical foil surface characteristics.  Some of the bright spots 
result from sharp points on the surface of the foil resulting from folds; others result from more highly reflective 
inclusions. 
 
3.2.2 Time-Integrated Spectroscopy and Time-Resolved Emission Measurements 
Several shots utilized time-integrated spectroscopy to obtain information about the 
composition of plasma formed during foil ablation.  On these shots, the framing camera was 
replaced with an optical system shown in Figure 3.9.  A convex lens with 10 cm focal length was 
placed 50 cm from the foil, and a bare Poly(methyl methacrylate) (PMMA) fiber optic cable was 
positioned at the image distance of 12.5 cm from the lens, resulting in a magnification of ¼.  The 
other end of the fiber is coupled through a 1:1.7 achromat lens into a Princeton Instruments 
Acton SP-750i spectrometer, which is digitally imaged using a Princeton Instruments gated 
ICCD.  Proportional response as a function of wavelength was calibrated using a 40 W, OL-245 
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standard of spectral irradiance, and wavelength calibration was performed using neon, argon, and 
mercury lamps for each grating. 
 
Figure 3.9: Fiber imaging setup for optical emission spectroscopy and time-resolved PMT measurements.  (A) Foil 
load hardware (B) 10 cm focal length lens (C) PMMA fiber optic. 
 
The same optical system was also used to field time-resolved light emission 
measurements by connecting the output of the fiber optic to a photomultiplier tube (PMT).  
These measurements were used to determine the time at which sections of the foil reached the 
point of breakdown with higher temporal accuracy than the framing camera provided.  
Breakdown times were compared to available voltage and current data to identify electrical 
features corresponding to foil explosion.  An example voltage-current-PMT signal plot is shown 
in Figure 3.10. 
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Figure 3.10: PMT signal plotted alongside measured load voltage and current.  The peak of the voltage spike lines 
up with the start of light emission; this is a consistent feature on shots fielding the PMT. 
 
3.3 Time-Resolved Temperature Measurements 
As the primary purpose of the planar foil ablations was to observe the electrothermal 
instability that grows in the solid and liquid phases, it was necessary to develop a method to 
correlate the time-resolved light emission measurements on the framing camera with surface 
temperature.  Blackbody-like thermal emission was assumed to be the dominant mechanism 
responsible for the self-emission detected by the camera.  This assumption is addressed in 
Chapter 5, where it will be shown that the effects of competing light production mechanisms 
such as line emission, continuum emission from Bremsstrahlung radiation, and continuum 
emission from recombination are small.  In this limit, temperature can be computed from camera 
response (which is linear with incident irradiance at values below saturation [33]) by determining 
the integral blackbody emission for a given temperature, adjusting for the wavelength-dependent 
response of the camera, and calibrating against a blackbody source of known temperature.  This 
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process provides 12-frame temperature imaging with the same special and temporal resolution as 
the framing camera system.  Figure 3.11 shows sample blackbody spectra (in proportional 
arbitrary units) for several temperatures in the temperature regime of ablating foils. 
 
Figure 3.11: Blackbody emission in the visible spectrum for various temperatures, scaled in proportional arbitrary 
units. 
 
To calibrate camera response, a 2977 K OL-245 tungsten standard of spectral irradiance 
was placed at the in-focus distance from the lens on 10x magnification and imaged using the 
framing camera.  Tungsten at the temperature of the calibration source radiates to good 
approximation as a graybody with emissivity 0.43 [34].  An image of the calibration source is 
shown in Figure 3.12.  Figure 3.12 shows the coiled tungsten filament; the face-on sections of 
the filament were assumed to be at 2977 K.  The edges of the filament are brighter than the face-
on surfaces; this is because they are both radiating with emissivity 0.43 and reflecting emission 
from other surfaces (without line-of-sight to the camera) at reflectivity 0.57. 
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Figure 3.12: Tungsten calibration source at 2977 K, imaged with 600 ns exposure at 10x magnification on the 
framing camera. 
 
The image shown in Figure 3.12 was used to determine the 0-255 grayscale camera 
response (per nanosecond) associated with a blackbody radiating at 2977 K.  This value was 
found to be 0.33 ns-1.  Blackbody spectra at temperatures from 2000 K to 10000 K were 
multiplied by the camera response given in Figure 3.7, expressed as a percentage of peak 
response, and integrated over wavelength to give proportional values of camera response as a 
function of temperature.  Proportional camera response was then normalized to 0.33 ns-1 at 2977 
K to give an absolute calibration of camera response as a function of blackbody emitter 
temperature at 10x magnification.  Figure 3.13 shows the results of this calibration for various 
integration times.  To extend this calibration to other magnification values, the in-focus distance 
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was measured at magnifications of 10x, 5x, and 2.5x, and was found to be 35 mm, 34 mm, and 
32 mm, respectively.  The response to a given temperature at magnifications other than 10x is 
then given by 
 
𝑅
𝑅10
= (
10
𝑚
)
2
(
𝑑
𝑑10
)
2
 (3.3) 
where R is the camera response on the 0-255 scale, R10 is the camera response for 10x 
magnification, m is the magnification, d is the in-focus distance, and d10 is the 35 mm in-focus 
distance for 10x magnification.  In (3.3), the (
10
𝑚
)
2
factor is due to the increased collection area 
per pixel, and the (
𝑑
𝑑10
)
2
 factor is due to the 
1
𝑟2
 dependence of intensity on distance from the 
source.  The noise floor of the camera corresponds to a response of approximately 10, and above 
a response of 245 the linearity of the camera response becomes unreliable, so the temperature 
range that can be reliably measured by the camera is a function of both exposure time and 
magnification.  Additionally, the camera response was found to vary on the order of 5-10% from 
image to image on the constant temperature calibration source, placing an approximated 10% 
uncertainty on temperature measurements obtained from camera response. 
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(a) (b)
(c) (d)  
Figure 3.13: Camera response as a function of blackbody emitter temperature for exposure times of (a) 5 ns (b) 10 
ns (c) 20 ns and (d) 80 ns.  Camera response values below 10 are considered below the noise floor, and values above 
245 are outside the linear regime, limiting the effective temperature range that can be measured for a given exposure 
time. 
 
The final factor required to correlate camera response with emitting surface temperature 
is the emissivity of aluminum in the temperature range of interest.  While aluminum emissivity 
has been experimentally measured at temperatures below 1500 K in the liquid phase [35] little 
information exists on aluminum at temperatures in the 2000 K to 10,000 K range.  Attempts to 
measure emissivity of aluminum vapor in this temperature range at Sandia National Labs [36] 
were inconclusive, estimating emissivity of aluminum vapor in this temperature range to be 
nearly 1.  For this work, emissivity of aluminum vapor was assumed to be 1; this assumption will 
be revisited in greater detail in Chapter 5.  Assuming an emissivity of 1 places a lower bound on 
the temperature of the emitter; varying emissivity to values as low as 0.4 (a reasonable estimate 
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for various other metals with higher melting points around 3000 K [34]) only changed measured 
temperature by a few hundred Kelvin, which is on the order of (and usually smaller than) the 
intrinsic 10% error of the temperature measurements. 
3.4 Cylindrical Liner Implosions and Explosions 
While the primary purpose of the planar foil ablation experiments was to investigate the 
growth of ETI as a temperature perturbation, ablations of cylindrical liners were also performed 
to obtain information on the coupling of ETI to plasma instabilities.  In order to couple sufficient 
energy into the load to drive physics well into the plasma phase, these experiments were 
performed on the Michigan Accelerator for Inductive Z-Pinch Experiments, a 1 MA linear 
transformer driver that is described in detail in Chapter 4. 
The liner fabrication process is described in Reference [37].  Foils of varied materials 
were cut into 2.1 cm by 1.5 cm strips and wrapped into a liner geometry around an insulating 
support structure of total length 3.4 cm and diameter 6.3 mm.  A single layer of aluminum tape 
was wrapped around the top 1 cm and bottom 1.4 cm of the support, providing a conducting path 
from the foil to the anode and cathode of the load hardware.  Two types of support structures 
were fielded, shown in Figure 3.14: solid support structures and dumbbell-shaped support 
structures.  For sufficiently thin liners (linear mass less than ~0.50 mg/cm), the dumbbell 
supports allow a section of the liner to implode, destabilizing the liner to the magneto Rayleigh-
Taylor (MRT), kink, and sausage modes [38, 39].  The solid plastic supports prevent implosion 
and allow only outward acceleration, causing the liner to become stable to MRT while remaining 
unstable to kink and sausage modes. 
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Figure 3.14: Support structures used for liner ablation experiments. (a) Dumbbell support allowing a 1 cm section of 
the liner to implode due to magnetic pressure (b) Solid support preventing implosion (c) Assembled liner with 
aluminum foil in place.   The ends of the support structures are wrapped with aluminum tape to allow electrical 
contact to the anode and cathode; the 1.5 cm section of foil spans the 1 cm gap between the tape and makes contact 
on both sides.  All liners are 3.4 cm in total length. 
 
Foils used on the liner experiments included the 400 nm aluminum (0.23 mg/cm in the 
liner geometry) and 500 nm titanium (1.72 mg/cm) described in Section 3.2.  Additionally, a 
process was developed at the University of Michigan Lurie Nanofabrication Facility (LNF) to 
fabricate dielectric-coated foils.  In this process, the EnerJet electron beam evaporator is used to 
drive physical vapor deposition of thin (100 nm to 400 nm) layers of metals on Chemplex 
SpectroMembrane Ultra-Polyester films (1.5 µm thickness, 0.14mg/cm2 areal mass density, 0.29 
mg/cm linear mass density in the liner geometry).  The materials and thicknesses chosen for 
deposition were aluminum at 200 nm and 400 nm (0.41 and 0.52 mg/cm total linear mass 
density, respectively) and titanium at 125 nm and 250 mm (also 0.41 and 0.52 mg/cm, 
respectively). 
Diagnostics fielded on the liner implosion experiments included differential output B-dot 
current monitors [40, 41] and 12-frame gated load imaging using the framing camera described 
in section 3.1.  The optical system for the framing camera on the LTD consisted of a switchyard 
of lenses and mirrors [42] designed to image the load at approximately 1x magnification through 
a 1 nm FWHM 532 nm line filter.  The resolution of this optical system was limited to 
approximately 75 μm but allowed for a viewing window of greater than 1 cm x 1 cm.  On some 
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shots, a 2 ns pulse duration, frequency-doubled, 532 nm Nd:Yag laser was used to backlight the 
load.  The laser intensity was of the order of self-emission from the ablating liner plasma at 532 
nm, generating images with simultaneous contribution from self-emission and visible 
shadowgraphy.  To synchronize the laser with the 12 camera frames, a single 2 ns pulse is split 
into many collinear beams using a 3.05 m resonating cavity with two 95/5% beam splitters, 
shown in Figure 3.15 [43].  The total length of the cavity is 3.05 m, corresponding to a 10 ns 
delay between pulses. The first beam splitter allows the laser pulse to enter the cavity, and the 
second beam splitter directs the train of pulses through the target chamber and to the imaging 
system. Due to the two beam splitters, the intensity of each subsequent pulse is reduced by 
~10%.  This system allows the tracking of individual features from the same angle of incidence 
in both shadowgraphy and self-emission with 12-frames over a window of 110 ns. 
 
Figure 3.15: Framing camera laser shadowgraphy system.  A single 2 ns laser pulse is split into multiple collinear 
pulses, spaced temporally by 10 ns, using a resonating cavity consisting of mirrors M1, M2, and M3.  Beam splitter 
BS1 inputs 5% of the initial 2 ns pulse into the cavity and retains 95% of each subsequent pulse in the cavity, 
dumping the rest of the laser energy into the beam dump. Beam splitter BS2 picks off 5% of the beam energy and 
sends it through the load, providing the backlight for a shadowgraph image. 
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CHAPTER 4 
 
 Analysis of the MAIZE Linear Transformer Driver with Dynamic 
Loads 
The linear transformer driver (LTD) is a compact pulsed power technology that has 
recently received attention as an alternative to the conventionally used Marx-driven accelerator 
[44-46].  The low driver-side impedance of LTDs enables fast risetimes without pulse shaping; 
this property, along with the small footprint and ease of constructing an inductive voltage adding 
configuration, makes the LTD an attractive technology for constructing next generation pulsed 
power machines [7, 8], such as the proposed Z-300 and Z-800 facilities at Sandia National 
Laboratories [9].   However, the low impedance of a single-stage LTD causes the output current 
and voltage to depend strongly on the properties of the load [47]. This chapter addresses the 
effects of this load-dependent behavior on the Michigan Accelerator for Inductive Z-Pinch 
Experiments (MAIZE), a 1-MA LTD at the University of Michigan.  An inductance diagnostic 
based on the response of measured current to load impedance changes is demonstrated for a 
campaign of planar wire array implosions conducted on MAIZE (described in Section 4.4) and 
for a series of cylindrical liner implosions (described in Section 4.5). 
4.1 The MAIZE Facility 
The MAIZE facility consists of a single-stage, 0.1 Ω LTD capable of driving 1 MA with 
100 ns risetime into a matched, non-inductive load.  The generator section consists of 40 bricks, 
where each brick consists of two capacitors charged to opposite polarities connected in series to 
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a six-gap, sequence multi-electrode spark-gap switch.  Operating parameters of the six-gap 
switches used in MAIZE have been analyzed in Reference [48].  A vacuum chamber 1 m in 
diameter is positioned inside the generator section to house the load and associated diagnostics 
[46].  The driver section is directly connected to the load through a coaxial-to-radial 
magnetically insulated transmission line (MITL).  Current measurements are obtained by 
averaging signals from four B-dot probes positioned in azimuthally symmetric locations in the 
MITL approximately 0.4 m radially from the center of the load region; a fifth B-dot probe 
located at a radial position of approximately 0.35 m was also fielded for some of the shots.  The 
estimated uncertainty of each B-dot signal obtained from repeated current measurements into a 
constant resistive load is 5%, so averaging all four B-dots measures the current with an error of 
approximately 2.5%.  A cutaway schematic view of the fully assembled MAIZE is shown in 
Figure 4.1. Additional details on single-stage LTD operation and the MAIZE facility are 
available in other publications [42, 46, 47, 49, 50]. 
  
Figure 4.1: Three dimensional model of the assembled MAIZE LTD.  (1) Spark gap switch; (2) 40 nF capacitor; (3) 
Iron core region (core not pictured); (4) coaxial transmission line section; (5) Radial transmission line section; (6) 
Load region; (7) Vacuum chamber; (8) Oil chamber; (9) High voltage insulator.  
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4.2 Standard Operation MAIZE Circuit Model 
Figure 4.2 shows the standard LTD circuit model used to represent MAIZE.  This circuit 
is similar to the one used to model single-stage LTDs at Sandia National Labs [44, 45, 50], 
accounting for the effect of the iron cores as an approximately constant equivalent resistance in 
parallel with the load [51], and modified to include the spatially-dependent impedance of the 
transmission line as a series of discrete transmission line elements.  The impact of the 
transmission line usually cannot be neglected because the integral impedance of the transmission 
line is on the order of the impedance of the driver and can even exceed the impedance of the 
driver if the load hardware is designed to join with the radial transmission line at a small radius.  
Taking the assumption that all switches are triggered simultaneously, the capacitors and switches 
are lumped together into a driver-side equivalent resistance (Rgen = 16.5 mΩ), inductance (Lgen = 
6.0 nH), and capacitance (Cgen = 0.800 μF).  The equivalent core resistance has, in general, been 
observed to change as a function of machine age; at the time of the experiments presented in this 
work Rcore = 0.9 Ω.  
 
Figure 4.2: Schematic of LTD circuit.  RGen, LGen, and CGen refer to the lumped resistance, inductance, and 
capacitance of the 40 parallel bricks.  RCore refers to the parallel resistance of the iron cores due to eddy currents, 
which dominates core behavior provided magnetic saturation is not reached.  LLoad and RLoad are the inductance and 
resistance of the load.  The transmission line is represented as N discrete elements, each with characteristic 
impedance Zi. 
 
When the charging voltage is specified as an initial condition on the equivalent 
capacitance of the driver, the system of equations governing voltage and current at each circuit 
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element is closed for a given set of load parameters.  These equations are Kirchoff’s current and 
voltage laws, the voltage-current relations for capacitive, resistive, and inductive elements, and 
the telegrapher’s equations for a radial transmission line, 
 
𝜕𝑉
𝜕𝑟
= −𝐿′
𝜕𝐼
𝜕𝑡
= −
𝜇0ℎ
2𝜋𝑟
𝜕𝐼
𝜕𝑡
 (4.1) 
 
𝜕𝐼
𝜕𝑟
= −𝐶′
𝜕𝑉
𝜕𝑡
= −
2𝜖0𝜋𝑟
ℎ
𝜕𝑉
𝜕𝑡
 (4.2) 
where V is the voltage, I is the current, L’ and C’ are the inductance and capacitance per unit 
length of the radial transmission line, r is the radial position, h is the gap height, and μo and εo are 
the permeability and permittivity of free space.  Von Neumann stability analysis indicates that 
the system of equations must be solved with a backwards differencing scheme to achieve 
numerical stability, resulting in the matrix equation 
 𝑨𝜙𝑛+1 = 𝜙𝑛 (4.3) 
where 𝜙𝑛 is a vector storing all of the nondimensionalized voltages and currents at timestep n 
and A is a matrix representing the discretized telegrapher’s equations, Kirchoff’s laws, and the 
relations 
 𝑉𝑛+1 =
𝐿(𝐼𝑛+1−𝐼𝑛)
Δ𝑡
 (4.4)  
 𝐼𝑛+1 =
𝐶(𝑉𝑛+1−𝑉𝑛)
Δ𝑡
 (4.5)  
 𝑉𝑛+1 = 𝑅𝐼𝑛+1 (4.6)  
at each inductor, capacitor, and resistor, respectively.  The normalization constants used for 
nondimensionalization of the quantities in (4.3) are listed in Table 4.1, below.  It can be easily 
shown these normalization constants are self-consistent; i.e. the normalization constant for 
capacitance divided by the normalization constant for length gives the normalization constant for 
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capacitance per unit length.  Scales were chosen for distance and voltage to match the conditions 
of the problem, and physical constants were used to fix all others. 
Table 4.1: Physical scales used as normalization constants for the MAIZE circuit model 
Quantity Symbol Normalization Value 
Velocity 𝑣𝑠 Speed of light 2.998 x 10
8 m/s 
Length 𝑥𝑠 Inner radius of transmission line 0.345 m 
Time 𝑡𝑠 𝑥𝑠/𝑣𝑠 1.15 x 10
-9 s 
Voltage 𝑉𝑠 Total charging voltage on capacitors 140 kV 
Resistance 𝑅𝑠 Characteristic impedance of free space 377 Ω 
Inductance 𝐿𝑠 𝑅𝑠 ∗ 𝑡𝑠 4.36 x 10
-7 H 
Capacitance 𝐶𝑠 𝑡𝑠/𝑅𝑠 3.05 x 10
-12 F 
Current 𝐼𝑠 𝑉𝑠/𝑅𝑠 371 A 
Power 𝑃𝑠 𝑉𝑠 ∗ 𝐼𝑠 6.00 x 10
7 W 
Energy 𝐸𝑠 𝑃𝑠 ∗ 𝑡𝑠 0.0598 J 
Inductance per 
unit length 
𝐿𝑠
′  Permeability of free space 1.257 x 10-6 H/m 
Capacitance 
per unit length  
𝐶𝑠
′ Permittivity of free space 8.854 x 10-12 F/m 
 
4.2.1 Static Load Parameters 
The simplest application of the model is the case when the load impedance and 
inductance are constant (or time-averaged to a constant value), and load voltage and current are 
calculated as functions of time.  Figure 4.3 shows a current trace generated by the circuit model 
along with a current trace measured from the B-dot sensors using a static resistive load with 
known resistance of 80 mΩ and inductance of 12 nH.  The measurement demonstrates agreement 
well within the nominal 2.5% error on the B-dot probes.  The disagreement late in time is 
attributed to a spurious signal acquired by the B-dot sensors that is dramatically larger on most 
dynamic load shots.  This spurious signal always occurs well past peak current (>350 ns) and is 
attributed to a combination of charge buildup on the surface of the B-dot sensors and loss of 
magnetic insulation in the MITL after the voltage has changed signs. 
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Figure 4.3: Comparison of measured current (solid curve) and simulated current (dashed curve) for a static load.  
The prediction agrees nearly exactly with the measurement until around 350 ns (well after peak current), after which 
point charge buildup on the surface of the B-dot sensors impacts their accuracy. 
 
A parameter sweep of simulated peak current and risetime as functions of time-averaged 
load resistance and inductance is shown in Figure 4.4.  For these simulations, the number of 
discrete transmission line elements N was set to 15, where each element represents a radius 
change, dr, of 3 cm with a transit time of 0.1 ns.  With the radial transmission line gap height of 
1.3 cm, impedances of the transmission line elements ranged from 0.96 Ω on the (large-radius) 
generator side to 2.32 Ω on the (small-radius) load side.  Increasing N to values higher than 15 
did not produce measurable differences in load peak current or risetime for a variety of test 
cases. The load inductances used on Figure 4.4 include the inductance of adapting hardware that 
connects the load to the radial transmission line.   
Because the peak current and risetime contours on Figure 4.4 are nearly orthogonal, the 
time-averaged resistance and inductance for a given shot can be determined by finding the 
intersection of experimentally measured peak current and risetime.  This procedure was 
performed for a sampling of previous MAIZE runs including planar foil [49], cylindrical liner 
[37, 43], short-circuit, and resistive load shots, as indicated on the plots.  For the dynamic load 
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(planar foil and cylindrical liner) shots, the current pulses predicted from the combination of 
time-averaged inductance and resistance usually matched the observed current pulses to within a 
few percent, indicating time-dependent behavior could be approximated as perturbations on the 
average parameters. The initial inductances for these loads were 8 nH (planar foil), 23 nH 
(cylindrical liner), 19 nH (short-circuit), and 12 nH (resistive load).  These inductances generally 
agree with the time-averaged inductances observed on Figure 4.4; the larger variation in 
observed inductance on the short circuit load shots is attributed to arcing observed in the load 
region.  While the time-averaged resistance of the dynamic loads exhibits more shot-to-shot 
variation; on average it is roughly half the pre-shot resistances (150 mΩ for planar foils and 50 
mΩ for cylindrical liners). 
The inductance-resistance parameter space for the double planar wire array (DPWA) 
loads used in the shots discussed in Section 4.4 and presented in References [47] and [52] is 
highlighted on the plot.  The initial inductance of the DPWA loads, including the hardware 
adapting to the radial transmission line, was calculated to be 18 nH using ANSYS Maxwell.  The 
inductance space includes an estimated uncertainty of 2 nH from the Maxwell simulation as well 
as the observed increases in inductance on DPWA shots (described in section 4.4) due to 
pinching.  Time-averaged resistances were experimentally observed to range from approximately 
50 mΩ to 70 mΩ for these shots. 
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(a) (b)  
Figure 4.4: Results from load parameter sweep showing (a) peak current in kiloamps and (b) risetime in 
nanoseconds at the load. Observed parameters from a sample of MAIZE shots are indicated as follows: Planar foil 
[49] (green square) cylindrical liner [37, 43] (red X); static resistive load (blue circle); short circuit load (black star).  
The rectangular region denotes the approximate parameter space spanned by the DPWA shots; the relatively large 
parameter space is due to shot-to-shot variation in wire dynamics as well as in-shot inductance changes due to 
pinching. 
 
It is noteworthy that peak current and risetime values for the DPWA shots on MAIZE 
presented in Refs [47] and [52] do not, in general, fit within the parameter space outlined on 
Figure 4.4.  This discrepancy is due to an abnormally high firing delay in a large number of 
switches. On some shots, late firing switches extended the risetime and lowered the peak current; 
on others, arcing in the transmission line occurred, which artificially lowered the risetime 
observed by B-dot current monitors.  These processes are described in detail in Section 4.3. 
4.2.2 Dynamic Load Inductance 
A measurement of time-dependent load inductance on Z-pinches of wire arrays, gas 
puffs, or cylindrical liners provides useful insight on timing of mass redistribution during the 
pinch process and can also be used to calculate an effective current-carrying radius of the 
imploding plasma.  Previous measurements of inductance obtained from simultaneous voltage 
and current measurements on wire array implosions on Z [53] were able to obtain information on 
the timing of wire core motion and effective radius.  Additionally, voltage and current 
measurements of gas puff Z-pinches on Saturn were used to calculate time-dependent inductance 
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and energy coupled into the load, assuming negligible load resistance [54, 55].  These techniques 
assume that load inductance is dominant over resistance, and compute inductance from 
 𝐿𝑙𝑜𝑎𝑑(𝑡) =
𝑉(𝑡)
𝑑𝐼/𝑑𝑡
 (4.7) 
Measuring voltage on an LTD can prove difficult because the inductive isolation of the 
outer case from the transmission line often leads to ground loops when voltage divider probes are 
employed, and attempts to field differential D-dot probes [40] were complicated by the presence 
of electron flow in the MITL.  Implementing the circuit model described in the previous section, 
using the charging voltage as an initial condition, enables a measurement of load inductance 
requiring only a current measurement, eliminating the need to measure voltage.  To accomplish 
this, the measured current is replaced by the nondimensionalized load inductance in the vector ϕ 
of (4.3), and the matrix A becomes time-dependent to represent the inclusion of known, time-
dependent current.  Solving (4.3) then gives the voltage and current at all other points in the 
system along with the time-dependent LLoad.  This method is also valid if a nonzero time-
averaged resistance RLoad is included, provided changes in load impedance are dominated by 
changes in inductance.  The 2.5% error in current measurement specifies the smallest inductance 
change that can be measured; for a load inductance of 20 nH, this minimum measurable change 
is less than 1 nH. 
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4.3 Circuit Model with Variable Switch Timings 
In normal LTD operation, all spark-gap switches fire simultaneously to within their 
nominal jitter (usually less than 10 ns, which does not measurably affect the output current 
pulse).  However, the DPWA experiments described in Section 4.4 were complicated by the fact 
that the LTD was nearing the end of a rebuild cycle, leading to many of the switches firing late 
by 10s or even 100s of ns.  A diagnostic consisting of optical fibers connected to an array of 
photomultiplier tubes (PMTs) was fielded to measure switch firing times, with each optical fiber 
aimed at the trigger plane of a single switch.  Up to 7 switches could be monitored on a single 
shot.  Output signals from the photomultiplier tubes for a properly functioning switch and a 
poorly functioning switch are shown in Figure 4.5.  The initial pulse occurs when the trigger gap 
breaks down, and the large spike in signal coincides with the switch becoming fully conductive, 
consistent with previous observations on these switches [48].  Each switch was monitored for 
five shots immediately after the DPWA campaign, giving a total of 200 switch timing 
measurements that were used to establish a model of switch firing timings.  It was found that of 
the 40 switches, on each shot 14 ± 4 switches fired within 30 ns of the start of current, 8 ± 2 fired 
during the risetime of the current pulse, and 18 ± 6 fired after peak current had occurred.  This 
diagnostic was also fielded on 4 random switches for each shot during the campaign to observe 
overall trends in switch behavior on the dynamic loads.  The spread in switch firing times 
introduced arcing in the transmission line and also had dramatic effects on both the peak current 
and the shape of the current pulse.  For a self-magnetically insulated radial transmission line with 
r >> h, where r is a radial position and h is the gap height, the magnetic cutoff condition can be 
approximated as 
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 𝐼𝑐𝑢𝑡𝑜𝑓𝑓(𝑟) >
2𝜋𝑟
𝜇0
√
2𝑚𝑒𝑉(𝑟)
𝑒ℎ2
 (4.8) 
where Icutoff is the minimum current required for magnetic insulation, V is the voltage at a given 
radial position, and 𝑚𝑒 ,  𝜇0, and 𝑒 are the mass of an electron, permeability of free space, and 
fundamental charge respectively.   If fewer switches fire on an LTD, the magnitude of the 
voltage pulse (and, consequently, Icutoff) is mostly unaffected, but the observed current is lower, 
causing the outer portion of the radial transmission line (where r and Icutoff are largest) to lose 
magnetic insulation and become vulnerable to arcing.  Since the switch firing times were 
observed to be highly variable on the DPWA experiments, a few shots had enough switches 
firing on time or during the risetime of the pulse to establish magnetic insulation, while other 
shots lost significant load current to arcs.  Visible inspection of the transmission line confirmed 
that arcs occurred at a large radius that was outside the radius of the B-dot probe array.  This 
allowed the presence or absence of arcs on a particular shot to be detected by the B-dots; on 
shots with arcing one or two of the B-dots showed a sharp drop in current early in the pulse, 
whereas on shots with no arcing all four B-dots integrated to give the same pulse shape (although 
the magnitude was often different, due to the nonuniform current distribution caused by the high 
variation in switch firing).  
56 
 
(a)  (b)  
Figure 4.5: Comparison of switch behavior over 5 consecutive shots into a static resistive load for (a) a properly 
functioning switch with approximately 10 ns jitter and (b) a malfunctioning switch with closing times ranging from 
10 ns to 300 ns after nominal start of current. 
 
Shots with arcing are virtually impossible to model from a circuit standpoint, as little 
information is available about the location, size, and conductivity of breakdown paths in the 
transmission line.  DPWA shots that exhibited significant pinching on x-ray diagnostics were 
also the shots that did not arc in the transmission line, which is expected as these shots had the 
highest current delivered to the load.  Because the model implementation described in Section 
4.2 assumes simultaneous switch firing, an additional circuit model was developed in LTSPICE 
[56] treating each brick independently to account for the effects of switch firing time delays; this 
model was applied to several arc-free shots to determine time-dependent inductance.  In this 
model, the inductance and resistance of each brick are set to 40 times the lumped inductance and 
resistance of the generator section and the capacitance of each brick is set to 1/40th of the lumped 
capacitance represented in Figure 4.2.  Switch trigger times are roughly estimated from the PMT 
measurements described above.  Time-averaged load resistance and fine adjustments to the 
trigger times are determined by matching the measured current pulse to the simulated current 
pulse early in time (up to approximately 150 ns after start of current, since the earliest observed 
pinch occurred after 200 ns) and late in time (at approximately 350 ns, just before spurious B-dot 
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signals are expected).  The initial load inductance was calculated using ANSYS Maxwell and 
estimated assuming self-inductance dominates for the 12 parallel, 5.1 μm diameter, 0.9 cm long 
wires; both approaches gave 1.4 nH. 
Time-dependent inductance of pinching DPWA loads is calculated by comparing 
measured current with output from the model using the initial load inductance.  Because pinches 
and corresponding inductance changes were observed to occur near peak current on a timescale 
that is fast compared to the pulse length, the inductance change as a function of time is 
approximated by holding constant the stored energy ½𝐿𝐼2, where L represents the total 
inductance of the machine.  Therefore, the difference between measured current and predicted 
current corresponds to a change in inductance. 
Typical rates of inductance change during a pinch were of the order 0.1 to 0.2 nH/ns.  
This rapid change generates a voltage pulse that propagates along the transmission line back to 
the switches.  Near peak current, this voltage pulse is given by 
 𝑉𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒(𝑡) = 𝐿𝑙𝑜𝑎𝑑(𝑡)
𝑑𝐼
𝑑𝑡
+ 𝐼(𝑡)
𝑑𝐿𝑙𝑜𝑎𝑑
𝑑𝑡
≈ 𝐼(𝑡)
𝑑𝐿𝑙𝑜𝑎𝑑
𝑑𝑡
 (4.9) 
where Vinductive is the inductive voltage drop across the load and I is the current through the load. 
At peak currents near 400 kA the magnitude of this pulse often exceeded 50 kV.  When this 
voltage pulse reached the switches, the untriggered switches immediately fired, sending a 
secondary current pulse into the load region. This explanation is supported by the PMT traces 
observed on shots with a successful pinch; switches that did not fire early in the current pulse all 
fired nearly simultaneously at a time corresponding to x-ray diode signals.  The switch firing 
behavior, coupled with the natural load dependence of LTDs, is believed to be the reason for the 
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long risetimes and low peak currents observed on MAIZE compared to previous DPWA 
experiments [57-59]. 
4.4 Inductance Measurements on Planar Wire Array Implosions 
4.4.1 Planar Wire Array Setup and Diagnostics 
The experimental configuration used in the DPWA implosions is shown in Figure 4.6.  
For these shots, the loads consisted of two sets of six 5.1 μm stainless steel 304 wires spanning 
an AK gap of 9 mm with total load mass of 19.4 μg.  The distance between wires in the same 
plane, referred to as the interwire spacing, was 1 mm, and the distance between wire planes, 
referred to as the intergap spacing, was varied between 3 mm and 6 mm.  Figure 4.7 shows a 
closeup view of a DPWA load.  This load region was connected to the radial MITL by a coaxial 
adapter hardware section that replaced the triplate transmission line used in previous experiments 
[37, 49].  The total inductance of the load region including this adapter was calculated from a 
magnetostatic simulation performed in ANSYS Maxwell and was found to be approximately 18 
nH.  
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Figure 4.6: MAIZE vacuum chamber top down view with load hardware and diagnostics.  (1) Load hardware 
adapter; (2) Pinhole camera with x-ray film; (3) X-ray diode; (4) Faraday Cup (in loading position); (5) KAP x-ray 
spectrometer; (6) Differential B-dot current probe 
 
 
Figure 4.7: Close up isometric view of load region for DPWA experiment.  (1) Planar array conisisting of six 5.1 
μm-diameter 304 SS wires; (2) Anode return current post; (3) Cathode; (4) Anode  
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The 12-frame self-emission/shadowgraphy diagnostic described in Chapter 3 was 
unavailable for the DPWA campaign.  Instead, the 532 nm, 2 ns, frequency-doubled Nd:YAG 
pulse was split into four beams with approximately 1.3 degrees of angular separation between 
adjacent beampaths to obtain four-frame shadowgraphy on four Canon Rebel digital cameras 
with approximately 10 ns between frames.  Time-dependent X-ray emission was monitored by 
three AXUV-HS-5 x-ray diodes (0.7 ns time resolution) with filters of cutoff energies 1.4 keV, 
3.5 keV, and 9 keV.  Additional diagnostics fielded in these experiments, which were part of the 
second collaborative UNR-UM campaign, are described in Ref 7. 
4.2.2 Calculated Inductance Results 
Figure 4.8 shows current traces from the two shots with the most significant x-ray 
production of the campaign.  Shot 937, shown in Figure 4.8a, had an initial interplanar spacing 
(the distance between the two planes of wires) of 3 mm, and shot 938, shown in Figure 4.8b, had 
an initial interplanar spacing of 6 mm.  The measured current is plotted along with predicted 
current from the circuit model described in section IV using the 1.4 nH inductance of the initial 
solid-wire DPWA.  Time-averaged resistance was found to be 65 mΩ for shot 937 and 50 mΩ 
for shot 938.  Signals from x-ray diodes with filters at 3.5 keV and 9 keV are shown on the same 
plot to give information on timings of the pinches (the 1.4 keV diode signals, not shown, made a 
prompt jump to saturation on both shots at approximately 220 ns and remained at the saturation 
value for several hundred ns).  Timings from the four-frame shadowgraphy system are also 
indicated on the plots.  These shadowgraphs are shown in Figure 4.9.  For shot 937, the timing of 
the last shadowgraph occurs approximately at the peak of the pinch; for shot 938, the timing of 
the shadowgraphs lines up such that the latest image approximately captures the start of x-ray 
emission.  From Figure 4.9b, it is clear that a significant amount of mass still exists at the initial 
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wire locations as late as 215 ns on the 6-mm gap DPWA, but between the 215 ns and 225 ns 
frames much of this mass has transported to the central plasma.  The last frame was captured 
approximately 50 ns prior to peak x-ray emission, as evident on Figure 4.8b.  The images from 
figure 4.9a were captured during the pinch and show only a central plasma column.  The 
qualitatively different implosion dynamics between the two shots are explained by the variation 
in aspect ratio, which is the ratio of the width of one of the wire planes to the intergap spacing.  
Shot 937 had a relatively high aspect ratio of 1.67, which produces an implosion that is 
characterized by the formation of a single precursor region, while shot 938 had a lower aspect 
ratio of 0.83, which produces an implosion that is characterized by both precursor formation and 
independent implosions of material from the two wire planes. 
(a)  (b)  
Figure 4.8: Predicted and measured current traces from (A) shot 937 and (B) shot 938.  Laser shadowgraph timings 
and signals from the x-ray diodes with filters of 3.5 keV and 9 keV in arbitrary units are also shown. 
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(a)  (b)  
Figure 4.9: Shadowgraph images from (a) shot 937 and (b) shot 938.  Timing relative to start of current is indicated 
on each shadowgraph.  Details of the dynamics of DPWA ablations can be found in References [52, 57-59].  These 
data were shown in Reference [47]. 
 
Figure 4.10 shows the load inductances calculated from the difference in predicted and 
measured current for these shots.  The timings of the inductance change match quite well with x-
ray emission observed on the x-ray diodes, and peak inductance occurs approximately halfway 
through the signals on the x-ray diodes.  Additionally, the significantly larger inductance change 
observed on shot 938 corresponds with higher signal magnitudes on the x-ray diodes.  This 
suggests the measurement of inductance change can provide information on both the timing and 
the strength of the pinch. 
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(a) (b)  
Figure 4.10: Inductance change as a function of time for (a) shot 937 and (b) shot 938 (blue curves).  Signals from 
the 3.5 keV (green) and 9 keV (red) x-ray are also shown.  The timings of the inductance spikes agree very well with 
measurements of x-ray emission. 
 
A minimum effective current-carrying diameter was determined from the magnitude of 
the inductance change for both shots, assuming the self-inductance of the load region dominates 
over the mutual inductance with the return current posts.  Via this calculation, the diameter was 
found to be 3.0 mm for shot 937 and 1.0 mm for shot 938.  Because the shadowgraphs from shot 
938 captured an early time with considerable mass still at the initial wire positions, they did not 
provide an adequate comparison point to an estimate of a single pinch column, but fortunately 
the shadowgraphs from shot 937 occurred while the pinch was in process.  Figure 4.11 shows a 
close-up of the latest available shadowgraph from shot 937, which occurred within 5 ns of peak 
inductance.  The 3.0 mm effective diameter is also shown on this figure, corroborating the 
inductance change-based estimate.  While the dramatic kink and sausage instability structure 
complicates the approximation of a single effective radius of current, the diameter of the central 
plasma column is on the order of the estimated current carrying diameter, indicating that the 
measurement is at least reasonable. 
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Figure 4.11: Shadowgraph taken at approximate time of peak emission from shot 937.  Effective current carrying 
radius calculated from the inductance change is also shown.  Initial interplanar wire gap spacing was 3 mm. 
 
4.5 Inductance Measurements on Cylindrical Liner Implosions 
To provide a better evaluation of the ability of this circuit analysis method to measure 
average current-carrying radius, the method was applied to current measurements from 
cylindrical liner implosions [37] performed on MAIZE.  Loads for these experiments were the 
400 nm, 99.1% pure aluminum foils wrapped in liner geometry around the dumbbell supports 
described in Chapter 3.  These experiments utilized the 12-frame self-emission/shadowgraphy 
diagnostic to provide up to 12 images per shot.  As with the DPWA experiments, time-dependent 
inductance of the load is calculated from the difference between measured current and predicted 
current and is used to determine current-carrying radius.  The initial self-inductance of the 
aluminum liner for this shot was 2.4 nH, and the total load-side inductance including the adapter 
hardware for this load was found to be 23 nH using Maxwell.  Time-averaged resistance was 
found to be 21 mΩ using Figure 4.4 for the observed peak current of 550 kA at 230 ns. Figure 
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4.12 shows the predicted and measured current for this shot.  The calculated effective current-
carrying diameter is shown on a series of framing camera images from a single shot on Figure 
4.13 and the observed column diameter from each image is plotted against the time-dependent 
load inductance and calculated current-carrying diameter on Figure 4.14.  Because the plasma-
vacuum interface is unstable to the sausage, kink, and magneto Rayleigh-Taylor instabilities, the 
experimental plasma column diameter shown on Figure 4.14 represents a weighted average 
position of the interface, and the high and low error bars represent the plasma column at its 
thickest and thinnest points, respectively.   
 
Figure 4.12: Predicted and measured current traces for shot 1168, an implosion of an initially solid 400 nm 
aluminum liner. 
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Figure 4.13: Self-emission/shadowgraph images with effective current-carrying radius indicated in white vertical 
bars.  The first image shows a pre-shot shadowgraph for establishing spatial scale.  The central column of the plastic 
support is approximately 2 mm in diameter, indicated by the yellow vertical bars. 
 
 
Figure 4.14: Plasma column diameter measured from 10 ns-spaced framing camera images (stars) plotted against 
calculated current-carrying diameter (dashed curve) and load inductance (solid curve).  Agreement between 
experiment and prediction is observed for all shadowgraph frames except the final frame at 295 ns.  The error bars 
represent absolute upper and lower bounds on the plasma/vacuum interface diameter given by the plasma column at 
its thickest and thinnest point, respectively. 
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Figures 4.13 and 4.14 demonstrate remarkable agreement between the time-dependent 
calculated current-carrying diameter and the diameter of the plasma column visible on the 
shadowgraphs for all times except the latest available shadowgraph at t = 295 ns.  The 
disagreement on the last frame is likely due to the assumption that plasma resistance is constant, 
which may be violated late in time for a sufficiently strong pinch.  The compression of the 
plasma column is expected to increase the temperature, which lowers the Spitzer-like plasma 
resistivity.  If this decrease in resistance is non-negligible, it would lead to an underestimate of 
the inductance late in time, which explains the overestimate of current-carrying radius observed 
in the last frame.  Self-emission observed on the CCD images supports this explanation; average 
CCD response measured in the plasma region on the 295 ns frame is approximately 15% higher 
than the response in the plasma region on the 235 ns frame. 
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CHAPTER 5 
 
Results from Electrothermal Instability Experiments 
This chapter presents results from planar foil ablations with the objective of observing 
and measuring the growth of stratified structures.  While recent studies have observed striations 
as mass perturbations on pulsed power explosions of wires [60] and planar foils [61], and 
experiments at Sandia National Labs have observed temperature perturbations as striations on 
ablating cylindrical rods [62], the results presented here demonstrate the first time-resolved 
measurements of temperature perturbations that grow perpendicular to current on foil ablations.  
It will be shown that these temperature perturbations agree with both qualitative and quantitative 
predictions of ETI theory. 
5.1 Current, voltage, and resistance measurements 
The voltage and current monitors are the primary source of information about the energy 
delivered to the foil and, therefore, its phase and average temperature.  Typical voltage/current 
data are shown in Figure 5.1 for ablation of a 400 nm-thick Al foil.  Figure 5.1 shows several 
features that are present on all foil ablations: a sudden change in 𝑑𝐼/𝑑𝑡 that corresponds to the 
foil melting, a simultaneous dramatic increase in voltage across the load, and a sudden drop in 
voltage occurring 50 to 100 ns later.  The voltage increase is due to the increase in resistance of 
the foil as it transitions through the liquid phase and begins to vaporize, and the subsequent drop 
results from ionization of aluminum vapor and the creation of parallel conductive plasma 
channels. The voltage across the foil is effectively zero at times before and after this peak 
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because the resistance of the load is sufficiently low that the inductance of the circuit dominates 
the total impedance. 
 
Figure 5.1: Typical voltage and current plot.  The voltage spikes as the resistance of the load increases sharply 
through the liquid and vapor phases, then drops as the vapor transitions to partially ionized plasma.  For this shot, 
the foil dimensions were 400 nm x 1.0 cm x 0.9 cm. 
 
Because the inductance of the 0.9 cm-long sections of foil is minimal (under 2 nH for the 
narrowest foil strips used in these experiments), the voltage and current measurements were used 
to determine the resistance of the load as a function of time.  This resistance was used, along 
with the initial dimensions of the load, to calculate the average foil resistivity.  Because the 
initial dimensions (rather than the expanded foil dimensions due to heating of the foil) are used, 
comparisons to tabulated resistivity values in this work use the modified resistivity described in 
Equation (2.38c*), and unless otherwise specified the term “resistivity” refers to resistivity 
calculated from initial foil dimensions.  Figure 5.2 shows resistivity determined from the voltage 
and current measurements of Figure 5.1.  Additionally, resistivity calculated from load enthalpy 
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is shown on Figure 5.2 as a dashed curve, where the energy deposited to the load is determined 
from 
 𝐻𝑙𝑜𝑎𝑑(𝑡) = ∫ 𝑉(𝑡
′)𝐼(𝑡′)𝑑𝑡′
𝑡
𝑜
 (5.1) 
Resistivity is calculated from (2.38) up to the point at which the foil reaches the vaporization 
temperature. 
 
Figure 5.2: Measured foil resistivity, averaged over the foil and assuming the initial dimensions of the foil (solid 
blue curve); resistivity calculated from enthalpy delivered to the load is also plotted (dashed black curve) until the 
foil reaches the vaporization temperature.  After this time, the resistivity of molten aluminum at the vaporization 
temperature is shown (dashed red line) as a reference. 
 
While the resistivity of biphase liquid/vapor aluminum is more difficult to determine, the 
resistivity of liquid aluminum at the vaporization temperature, 𝜂𝑣, is shown as a dashed red line 
on Figure 5.2 to draw attention to several important points.  First, the measured resistivity begins 
to overshoot the calculated resistivity between 150 ns and 200 ns and far overshoots the value of 
𝜂𝑣 at the peak occurring around 260 ns.  High values of peak resistivity were consistently 
observed; for most shots the peak resistivity was around 2 to 3 times greater than 𝜂𝑣, and on a 
few shots the peak was even higher. This indicates that sections of the foil have resistivity (and 
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therefore temperature) higher than the bulk foil resistivity, and that some sections of the foil are 
at least partially entering the vapor phase, which has higher resistivity than liquid aluminum.  It 
is unlikely that the surrounding gas has ionized by this point in the foil ablation, because parallel 
conducting plasma channels would be expected to lower the overall measured resistance.  
Additionally, the average resistivity is lower than 𝜂𝑣 late in time.  For that to be the case, either 
the entire foil has transitioned into the higher conductivity plasma state, or parallel plasma 
channels have formed at the previously high-resistivity locations.  The first possibility is ruled 
out in Figure 5.3, which shows the load enthalpy (expressed as a change from room temperature 
conditions) plotted against the resistivity curve shown in Figure 5.2.  On Figure 5.3, key points 
of predicted phase changes are highlighted in vertical dashed lines indicating the enthalpy 
required to raise the foil to the melting temperature (black), complete the melting process (blue), 
raise the foil to the vapor temperature (green), and complete the vaporization process (red).    
 
Figure 5.3: Measured foil-averaged resistivity (orange curve) plotted against enthalpy delivered to the load (blue 
curve).  Points of phase transition are shown with dashed vertical lines; these represent the onset of melting (black), 
the completion of melting (blue), the onset of vaporization (green), and the completion of vaporization (red), all 
assuming uniform energy deposition. 
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From Figure 5.3, even if the energy deposition were perfectly uniform, the bulk foil does 
not absorb sufficient energy to complete vaporization, let alone ionization, by the time the 
resistivity rises above 𝜂𝑣.  The interpretation of the electrical data is therefore as follows: 
sections of the foil increase in temperature (and therefore resistivity) faster than the bulk 
material, increasing the average resistivity of the foil over the resistivity of a uniformly heated 
foil.  These hotter sections undergo vaporization and continue to increase in temperature until the 
resistive voltage drop across them is sufficient to cause breakdown, lowering their resistivity 
below 𝜂𝑣.  This process occurs before the bulk foil  absorbssufficient energy to complete the 
process of vaporization.  Optical emission data presented in the following section supports this 
understanding of the ablation process. 
5.2: Visible Self-Emission Measurements 
Figure 5.4 shows a 12-frame sequence of self-emission from the ultrafast imaging system 
described in Section 3.2.1.  These images show three phases that are present on most foil 
ablations.  First, striations of hot, partially ionized material form perpendicular to the direction of 
current flow and increase in length.  Later in time, around 320 to 325 ns on Figure 5.4, adjacent 
striations begin to merge into longer wavelength structures.  Eventually, this merging creates 
plasma channels across large sections of the foil surface; these channels develop bright and dark 
filamentations in the parallel-to-current direction. 
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Figure 5.4: Typical image sequence of 5 ns-exposure images showing self-emission striations on an 800 nm x 0.7 
cm x 0.9 cm foil ablation.  Imaging window is 1.25 mm x 1.08 mm with 2 μm resolution.  This sequence shows the 
stages of striation formation, merging, and eventual formation of filamentary plasma channels.  Current flows from 
left to right. 
 
The timing of the formation of these bright structures relative to the resistivity 
measurements described in Section 5.1 is presented in Figure 5.5.  Shots D-16 and D-19 were 
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taken in an air background, shots D-18 and D-20 were taken in an SF6 background, and shot D-
17 was taken in an argon background.  Two shots each in air and SF6 are shown to represent the 
shot-to-shot variation on foils with identical initial conditions.  Peak bulk resistivity tends to 
range between 0.6 μΩ-m and 1.2 μΩ-m, and light emission, as measured by the PMT, begins 
during the resistivity rise, with variability in time of around 50 ns. 
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(a) (b)  
(c)  (d)  
(e)  
Figure 5.5: Plots of PMT signal and average foil resistivity for 400 nm x 1.0 cm x 0.9 cm aluminum foil ablations.  
The same phase transition timings shown in Figure 5.3 are included.  Background gases were (a) and (b) air, (c) and 
(d) SF6, and (e) argon, all at atmospheric pressure.  
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The PMT signals on Figure 5.5 occur at similar times relative to the resistivity peaks 
compared to striation formation observed on framing camera shots.  A total of five PMT shots 
were performed in air, with an additional three in argon and three in SF6.  Significant shot-to-
shot variation in light emission timing was observed among shots in the same gas, although light 
emission consistently begins during the risetime of the resistivity spike.  This shot-to-shot 
variation within gases is believed to be due to random variations in foil initial resistivity 
conditions causing ETI to develop faster on some shots than others.  No additional significant 
variation in light emission timing was observed between the three gases.   Because the gases 
have different dielectric strengths—particularly SF6, which is often used in high voltage 
insulation applications—this indicates that aluminum vapor, rather than the background gas, is 
predominantly breaking down to form the plasma seen on Figure 5.4.  By the time the resistivity 
has risen to drive the kV-scale voltage spike, sections of the foil have vaporized, and the 
aluminum vapor is easier to break down than the surrounding gas.  This observation is supported 
by data from optical emission spectroscopy, shown in Figure 5.6. 
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5.2.1 Optical Spectroscopy 
 (a)  (b)  
(c)    (d)  
(e)  
Fig. 5.6: Time- and spatially-integrated spectral measurements of foil self-emission and electrical signals from 
ablation of (a, b) 400 nm x 1.0 cm x 0.9 cm foil and (c, d) an 800 nm x 0.7 cm x 0.9 cm foil.  The background gas 
for (a) was atmospheric air, and the background gas for (c) was atmospheric pressure argon.  The upward slope of 
the continuum is believed to be due to blackbody emission (due to an average surface temperature that changes as a 
function of time).  Plots (b) and (d) show the corresponding voltage and current plots with the ICCD gate width 
shown as green boxes.  Plot (e) shows a non-local thermodynamic equilibrium (NLTE) PrismSPECT simulation 
(provided by Dr. Sonal Patel of Sandia National Labs) for aluminium (neutral and singly ionized) in the same 
wavelength range. 
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Figure 5.6 shows two experimentally observed spectra collected in air and argon 
backgrounds, time-integrated over the window during which instability features develop.  The 
same line at approximately 466 nm is visible on both the air-background and argon-background 
spectra.  Light levels were lower on the argon spectrum because the light had to be transmitted 
through the clear plastic bag used to house the argon fill; a wider slit width had to be employed 
on the spectrometer to account for the lower light levels, causing the broadened line observed on 
Figure 6c.  This line at 466 nm appears on an NLTE simulation of neutral and singly ionized 
aluminum performed in PrismSPECT [63] by Dr. Sonal Patel of Sandia National Laboratories 
[64].  Spectra taken at similar times compared to Figure 5.6a in the windows of 400 to 450 nm, 
550 to 650 nm, and 600 to 700 nm showed no additional significant lines (no light was observed 
below 400 nm because the attenuation of the plastic fiber optic is prohibitively high at 
wavelengths below 400 nm).  Because the same dominant line appears in different fill gases and 
matches up with a simulated aluminum line, it is reasonable to conclude that the source of light 
emission is aluminum plasma.  PrismSPECT simulations were performed for densities ranging 
over the 1016 to 1018 cm-3 scales and for temperatures from 0.5 to 1.5 eV.  The simulation at 1 x 
1018 cm-3 and 1.0 eV matches the experimental spectra quite well, so the electron density and 
temperature of striations (averaged over the gate window) is likely in these regimes. 
5.2.2 Sources of Light Emission 
The detector-counts under the line on Figure 5.6a account for roughly 2% of the total 
counts in the visible spectrum between 400 nm and 700 nm.  Therefore, the bright features on the 
self-emission framing camera diagnostic are assumed to be continuum dominated, rather than 
line-emission dominated.  The continuum processes of Bremsstrahlung radiation and two-photon 
emission are discounted, as they are only relevant in high temperature (>> 1 eV) and hydrogen- 
79 
 
or helium-like plasmas, respectively.  This leaves radiative recombination and blackbody-like 
emission as potential sources of continuum light.  Assuming no ionization past the first 
ionization state has occurred, the total power radiated from radiative recombination in a thin slab 
of width w, length L, and thickness d is given by 
 𝑃𝑟𝑟 = 𝐾𝑟𝑟𝑛𝑒𝑛𝑖𝑤𝐿𝑑𝐸𝑖1 (5.1) 
where Krr is the radiative recombination reaction rate (a function of electron temperature), ne and 
ni are the electron and ion densities, and Ei1 is the first ionization energy.  Values of Krr are taken 
from the FLYCHK data tables [65].   
Total power emitted in the visible spectrum from blackbody radiation from the same slab 
(assuming an emissivity close to 1) is 
 𝑃𝑏𝑏 = 𝑆(𝑇)𝑤𝐿 (5.2) 
where 
 𝑆(𝑇) = ∫ 𝑆(𝜆)𝑑𝜆
𝜆2
𝜆1
= ∫
2𝜋ℎ𝑐2
𝜆5
1
exp(
ℎ𝑐
𝜆𝑘𝐵𝑇
) − 1
𝑑𝜆
𝜆2
𝜆1
. (5.3) 
In (5.3), h is Planck’s constant, c is the speed of light in vacuum, λ is the wavelength of emitted 
radiation, kB is Boltzmann’s constant, and T is the material temperature.  The ratio of radiative- 
recombination to blackbody emission is then given by 
 𝜁 =
𝑃𝑟𝑟
𝑃𝑏𝑏
=
𝐾𝑟𝑟(𝑇𝑒)𝑛𝑒𝑛𝑖𝐸𝑖1𝑑
𝑆(𝑇)
. (5.4) 
where 𝑇𝑒 is the electron temperature. 
Taking the conservative assumptions that all emission from radiative recombination 
occurs in the visible, ne = ni = 10
18 cm-3 (from the PrismSPECT simulation in Figure 5.6e), T = 
4000 K (on the low end of temperatures observed in Section 5.3), and Te = 1.0 eV , this ratio, 𝜁, 
is approximately 2%.  Therefore, the dominant optical emission mechanism is expected to be 
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blackbody-like emission, and the procedure detailed in Section 3.3 is employed to make the 
temporally and spatially resolved temperature measurements reported in Section 5.3. 
The simulation generating the spectrum shown in Figure 5.6e calculates an ionization 
fraction of 78%, or an ion-neutral ratio of 3.5.  Simulations at lower electron temperatures (and 
therefore lower ionization fractions) showed the additional presence of aluminum I lines that 
were not observed in the experimental spectrum.  This order unity ionization fraction is also 
predicted by the Saha ionization equation for reasonable material temperatures at the estimated 
1018 cm-3 electron density.  For plasmas dominated by neutral species and singly-ionized ions, 
the Saha equation is given by 
 
𝑛𝐼𝐼
𝑛𝐼
=
2𝑍𝐼𝐼(𝑇)
𝑛𝑒𝑍𝐼(𝑇)
(
2𝜋𝑚𝑒𝑘𝐵𝑇
ℎ2
)
3
2
𝑒−𝐸𝑖1/𝑘𝐵𝑇. (5.5) 
where 𝑛𝐼 is the number density of neutral atoms, 𝑛𝐼𝐼 is the number density of ions, 𝑚𝑒 is the 
mass of an electron, and 𝑍𝐼 and 𝑍𝐼𝐼 are the partition functions for neutral atoms and ions.  The 
partition function is 
 𝑍(𝑇) = 𝑔1 + ∑ 𝑔𝑗
∞
𝑗=2 𝑒
−𝐸𝑗/𝑘𝐵𝑇. (5.6) 
where 𝑔𝑗 is the degeneracy of the jth energy state and 𝐸𝑗 is the energy of each state referenced to 
the ground state.  For calculations using (5.5), the partition function ratio was calculated using 
the NIST data tables for the first 15 states of aluminum I and aluminum II.  From equation (5.5), 
the ion-neutral ratio is of order unity, given electron densities in the 1017  to 10
18 cm-3 range, for 
material temperatures around 6000 to 8000 K.  As will be shown in Section 5.3, these are typical 
measured temperatures of the hot striation material. 
Because the radiation from the plasma is significant enough to be measurable (and indeed 
forms the basis of the temperature diagnostic fielded on these experiments), it is important to 
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verify that it is not large compared to Ohmic heating, as this is one of the primary assumptions in 
the derivation of striation-form ETI.  For typical current densities of 107 A/cm2 (1011 A/m2) and 
aluminum resistivity of order 10-7 Ω-m (which is small compared to the resistivity of aluminum 
vapor), the total power deposited in a 400 nm x 1 cm x 0.9 cm foil is ~ 3 x 104 W.  The Stefan-
Boltzmann law gives the total power radiated from a w x L rectangular blackbody surface as 
 𝑃 = 𝜎𝑇4𝑤𝐿. (5.7) 
where 𝜎 = 5.67 ∗ 10−8
𝑊
𝑚2𝐾4
  is the Stefan-Boltzmann constant.  The uniform surface 
temperature required to equalize blackbody losses to Ohmic heating is 9000 K.  Because ETI 
primarily grows when the bulk material is liquid [19], which for aluminum at atmospheric 
pressure is the temperature range of 933 to 2743 K, radiative losses can be safely ignored, as 
these losses are orders of magnitude below Ohmic heating in this temperature range. 
5.2.3 Comparison with SF6 and Vacuum Backgrounds 
Figure 5.7 shows a comparison between self-emission features from a foil ablation in air 
and SF6 backgrounds at similar times and current densities.  The images are similar in brightness 
and formation time of features, but the features appear qualitatively different.  The interpretation 
for this is that once foil material starts to vaporize, the locally high material pressure propagates 
in the background gas as a semi-cylindrical shock (the shock is semi cylindrical because the 
ablating feature is initially a line, and the half space behind the foil is constrained by the solid 
plastic support structure).  The shock velocity in a given medium is [66, 67] 
 𝑣𝑠 = 𝑐𝑠 (
𝛾−1
2𝛾
+
𝛾+1
2𝛾
𝑝2
𝑝1
)
1
2
 (5.8) 
where cs is the speed of sound in the medium, γ is the ratio of specific heats, p2 is the pressure 
behind the shock, and p1 is the pressure in front of the shock.  In SF6, the sound speed is 133 m/s 
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and γ is approximately 1.1, and in air, the sound speed is 343 m/s and γ is 1.4.  For a very large 
range of shock pressures (p2 = 10 to 10,000 atmospheres), the ratio of shock speed in air to the 
ratio of shock speed in SF6 is a constant value of 2.44.  This difference in propagation speed of 
plasma features likely explains the qualitative difference in feature shape observed in Figure 5.7; 
the shock moves slower in the heavier SF6, keeping the vaporized material in electrical contact 
longer and allowing more electrical energy to be deposited into these regions before they 
disperse. (This effect of heavier background gas confining ablated material was found by 
Ventzek [68] and Ching [69] in laser ablation experiments.) The formation time of striations is 
identical because the underlying physics of vaporization and ionization of the aluminum is the 
same regardless of gas background.    
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(a) (b)  
Figure 5.7: (a) Partial image sequence showing self-emission from a 400 nm x 1.0 cm x 0.9 cm foil ablating in air 
(b) Partial image sequence showing a foil of the same dimensions ablating in atmospheric pressure SF6.  All frames 
are 1.25 mm x 1.08 mm with 5 ns exposure and 2μm spatial resolution.  Current flows from left to right. 
 
Results from an electrical ablation performed in vacuum at 3 x 10-5 Torr are shown in 
Figure 5.8.  Total light emission levels in vacuum were considerably lower, requiring 150 ns 
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exposures to be employed to observe the formation of striations.  Unlike typical atmospheric 
ablations, such as the one shown in Figure 5.6, the vacuum ablation exhibited only transient 
striation formation with no merging or formation of parallel-to-current plasma channels.  There 
are two reasons for these lower intensity, short-lived striations.  First, the vaporization 
temperature of aluminum at 3 x 10-5 Torr is less than 1100 K [70], considerably lower than the 
atmospheric pressure value of 2600 K.  This causes the transition to vapor to occur at a 
temperature below the threshold for what can be viewed on the framing camera diagnostic for 
reasonable exposure times.  Second, the vacuum dramatically increases the expansion velocity of 
the exploding aluminum vapor compared to shock expansion in ambient air [68].  This has the 
opposite effect of the argon background discussed in Figure 5.7; sections of the foil that vaporize 
quickly blow apart, resulting in a shorter window over which electrical energy can be input into 
the vaporized material.  The result of these processes is short-lived, dim bands of plasma that do 
not have time to form into full plasma channels before the foil has blown apart.  This analysis 
was also supported by visually inspecting the vacuum window after the shot; large solid pieces 
of aluminum foil were implanted on the window, indicating the foil had disassembled before the 
bulk material had vaporized.  These large residual pieces were never observed on the plastic 
shield (located at a similar position relative to the load as the vacuum window) for atmospheric 
pressure ablations. 
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Figure 5.8: Self-emission sequence of a 400 nm x 1.0 cm x 0.9 cm foil ablation in vacuum.  Exposure time for each 
image is 150 ns, and the imaging window is the maximum available 5 mm x 4.32 mm (10 µm resolution) to 
maximize light collection.  Current flows from left to right. 
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5.3: Temperature Measurements of Ablating Foils  
Framing camera imaging sequences of ablating foils were converted into temperature 
data using the response calibrations shown in Figure 3.13.  As described in Section 3.3, the 
exposure time and pixel size of each image establishes a resolvable temperature range, above 
which the camera reads saturation and below which the camera reads zero.  Resistivity and phase 
plots, such as those shown in Figure 5.5, indicate that the formation of bright filamentary 
structures consistently occurs before the bulk foil has vaporized.  It is therefore anticipated that 
the “dark” regions of framing camera images are at a temperature corresponding to the 
vaporization temperature of aluminum at atmospheric pressure, which is 2743 K.  To verify this, 
several shots were performed with long (>40 ns) exposure times in order to resolve these 
relatively low temperatures at the cost of temporal resolution.  Figure 5.9 shows a temperature 
plot from one of these long-exposure images. 
 
Figure 5.9: Temperature plot (in Kelvin) of an 80 ns exposure image, taken on an 800 nm x 1.0 cm x 0.9 cm 
aluminum foil to establish background temperature during formation of striation structures.  For this exposure and 
magnification, the camera response floor corresponds to 2600 K, and saturation corresponds to 4200 K.  Current 
travels left to right. 
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Figure 5.9 shows striations beginning to form, with the hottest spots exceeding the 
saturation temperature of 4200 K.  Far from these striations, the temperature of the material is in 
the 2600 K to 2800 K range, showing excellent agreement with the predicted 2743 K 
background.  This measurement also implies the estimated 500 K error of the temperature 
measurement due to uncertainty in the emissivity of biphase liquid/vapor aluminum is quite 
conservative. 
Figures 5.10 through 5.14 show temperature surface plot sequences for 1.25 mm x 1.08 
mm sections of various foils.  Image times were chosen to attempt to capture all three phases 
(striation formation, merging, and plasma channel formation) of the ablation on each sequence.  
The shots represented in these figures were chosen to represent typical features observed on the 
five foil geometries most commonly used in experiments; these dimensions are 400 nm x 1.0 cm, 
800 nm x 0.7 cm, 800 nm x 1.0 cm, 2.0 μm x 0.25 cm, and 2.0 μm x 0.4 cm.  As the electrodes 
holding the foils in place are spaced 0.9 cm apart, the ablating section of foil is 0.9 cm long on 
every shot. 
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Figure 5.10: Temperature surface maps (in K) for a 400 nm x 1.0 cm x 0.9 cm foil; J ≈ 5.0 x 107 A/cm2.  Image 
sizes are 1.25 mm by 1.08 mm.  Current flows from left to right. 
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Figure 5.11: Temperature surface maps (in K) for an 800 nm x 0.7 cm x 0.9 cm foil; J ≈ 4.0 x 107 A/cm2.  Image 
sizes are 1.25 mm by 1.08 mm.  Current flows from left to right. 
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Figure 5.12: Temperature surface maps (in K) for an 800 nm x 1.0 cm x 0.9 cm foil; J ≈ 3.9 x 107 A/cm2.  Image 
sizes are 1.25 mm by 1.08 mm.  Current flows from left to right. 
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Figure 5.13: Temperature surface maps (in K) for a 2.0 µm x 0.25 cm x 0.9 cm foil; J ≈ 6.0 x 107 A/cm2.  Image 
sizes are 1.25 mm by 1.08 mm.  Current flows from left to right. 
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Figure 5.14: Temperature surface maps (in K) for a 2.0 µm x 0.4 cm x 0.9 cm foil; J ≈ 3.5 x 107 A/cm2.  Image sizes 
are 1.25 mm by 1.08 mm.  Current flows from left to right. 
 
Figures 5.10 through 5.12 show qualitatively similar features.  Filaments on the 400 nm 
and 800 nm foils had similar initial widths, which were consistently on order 10’s of microns; 
the smallest observed growing structures were approximately 15 μm, corresponding to a peak-to-
peak wavelength of 30 μm.  Current densities at the time of filament formation were similar, a 
likely consequence of the conservation of action integral ∫ 𝐽2𝑑𝑡 [19, 71] for explosions occurring 
during the risetime of the current pulse.  This 30 μm observed minimum observed growing 
wavelength is a factor of two or three greater than the theoretical λmin shown on Figure 2.12 for 
the times imaged, agreeing well with previous simulations [19], which anticipate growth on the 
order of 𝛾𝑚 for 𝜆 ≈ 3𝜆𝑚𝑖𝑛. 
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While a similar minimum, growing wavelength was observed for shots using the 2.0 μm 
foils, striations on these foils grew in spatial extent much faster than those on the 400 nm and 
800 nm foils, forming the large wavelength structures most clearly visible on Figure 5.13.  The 
expanding plasma from these foils often filled up an entire 10x imaging frame (1.25 mm x 1.08 
mm) late in time.  Current densities are not dramatically different on the 2.0 μm foils, and the 
foils in Figure 5.12 and Figure 5.14 have the same mass, so the qualitative differences in ablation 
dynamics are likely due to the foils themselves.  Figure 5.12 indicates large wavelength (≳ 100 
μm) perturbations can grow starting at t = 0, so one possible explanation for the wide striations 
on the 2.0 μm foils is a thickness perturbation from the rolling process that fabricates the foils.  
While a thickness perturbation would not perturb resistivity as much as poorly conducting 
impurity inclusions such as silicon, the largest impurity inclusions are on ~10 μm spatial scales, 
observable on preshot images such as Figure 3.8.  Larger wavelength perturbations in thickness 
intrinsic to the 2.0 μm foils could grow temperature perturbations over the entire current rise, 
allowing these perturbations to reach amplitude on the order of those reached by striations due to 
resistivity perturbations during the foil vaporization. 
5.4 Analysis of Instability Spatial and Temporal Growth 
5.4.1 Wavelength Fourier Analysis 
The following procedure was employed to obtain wavelength spectra of temperature 
perturbations on the foil ablation images.  For each of the 12 temperature map images in a given 
shot sequence, a 10x1-pixel binning algorithm was applied in the perpendicular-to-current 
direction (vertical on the images) to locally average the signal.  This process reduces the impact 
of individual saturated pixels that appeared in small numbers on all camera images due to noise 
while still preserving resolution in the parallel-to-current (horizontal) direction.  Each original 
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860x1000-pixel image is therefore split into 86 horizontal lineouts.  A fast Fourier transform 
(FFT) is applied to each lineout to extract wavelength components.  Example lineouts are shown 
in Figure 5.15 for an 800 nm x 0.7 cm x 0.9 cm foil at four times over the course of the ablation. 
  
 
Figure 5.15: Example temperature lineouts of shot E-14 (shown in Figure 5.11) plotted for multiple times during the 
image sequence.  The y-axes are truncated at 4000 K because temperatures below this value cannot be resolved for 
the specified magnification and exposure time. 
 
Figures 5.16 through 5.20 show Fourier transforms from the 4 highest-temperature 
lineouts from the image sequences shown in Figures 5.10 through 5.14. 
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Figure 5.16: Fourier transforms of temperature lineouts of shot B-40 (400 nm x 1.0 cm x 0.9 cm foil shown in 
Figure 5.10), plotted for multiple times during the image sequence. 
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Figure 5.17: Fourier transforms of temperature lineouts of shot E-14 (800 nm x 0.7 cm x 0.9 cm foil shown in 
Figure 5.11), plotted for multiple times during the image sequence. 
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Figure 5.18: Fourier transforms of temperature lineouts of shot E-24 (800 nm x 1.0 cm x 0.9 cm foil shown in 
Figure 5.12), plotted for multiple times during the image sequence. 
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Figure 5.19: Fourier transforms of temperature lineouts of shot E-62 (2.0 μm x 0.25 cm x 0.9 cm foil shown in 
Figure 5.13), plotted for multiple times during the image sequence. 
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Figure 5.20: Fourier transforms of temperature lineouts of shot E-62 (2.0 μm x 0.25 cm x 0.9 cm foil shown in 
Figure 5.13), plotted for multiple times during the image sequence. 
 
Figures 5.16 through 5.20 show quantitatively the trends observed in Figures 5.10 
through 5.14.  On the shots with the 400 nm and 800 nm foils, early time images have 
perturbations largely in the 10’s of μm range, while later images transition to dominant 
wavelengths between 200 and 500 µm.  The 2.0 μm foils have significantly less contribution 
from sub-100 μm wavelengths, and late in time the amplitude of the Fourier transforms drops as 
the majority of the window saturates the camera response. 
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5.4.2 Growth Rate Measurements 
Thirteen shots were identified with image timing taking place during the growing 
temperature perturbation phase on all frames (i.e. no all-black or all-saturated frames in the 
sequence) and selected for growth rate analysis.  From the analysis described in Section 5.1, it 
was determined that the observation window on all 13 of these shots occurred entirely before the 
bulk foil had sufficient enthalpy to complete vaporization; therefore, the background temperature 
(the temperature of the “dark” regions) was assumed to be the vaporization temperature of 
aluminum, 2743 K.  To measure growth rate, the highest amplitude point was found on each 
lineout from an intermediate image on the sequence, and the temperature of this point was 
monitored as a function of time.  Growth rate was calculated for each point by fitting time-
dependent temperature to an exponential curve.  An average of ~20 of these growth rates per shot 
was taken to represent the average growth rate for the observation window of that shot.  Points 
that included values below the measurement floor or above saturation were rejected because the 
inclusion of these points artificially lowered the measured growth rate.  Figure 5.21 shows a 
sample of growth rate calculations performed for the four lineouts presented in Figure 5.15. 
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Fig 5.21: Growth rate calculations for lineouts shown in Figure 5.15.  Amplitude is plotted as a function of time and 
fit to an exponential function; the coefficients of several of these functions are then averaged to obtain an average 
growth rate for the shot. 
 
The measured average growth rate is then compared to theoretical ETI growth rates 
calculated as in Section 2.4 using the measured current and material properties interpolated or 
extrapolated from (2.38).  Figure 5.22 shows sample results from these comparisons.  On Figure 
5.22, the green box represents the observation window of the 12-frame ICCD, the dashed black 
line indicates the measured averaged growth rate during this window, and the colored curves 
indicate calculated growth rates for various wavelengths greater than 𝜆𝑚𝑖𝑛. 
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Fig 5.22: Instantaneous growth rates calculated from (2.18) with the imaging window indicated as a green box.  The 
measured average growth rate is shown as a dashed horizontal line to compare with the theoretical values.  The blue 
curve, which corresponds to k = 104 m-1, is taken to represent 𝛾𝑚𝑎𝑥, as the corresponding wavelength is nearly two 
orders of magnitude greater than 𝜆𝑚𝑖𝑛  .   The average growth rate in the observation window is expected to fall 
between the average value within this window for 𝜆 = 30 𝜇𝑚 (represented by the yellow curve) and the average 
value of 𝛾𝑚𝑎𝑥  (represented by the blue curve). 
 
Figure 5.22 shows the measured average growth rates agree with calculated ETI growth 
rates in the range of 𝜆 = 30 μm, the smallest experimentally observed growing wavelength, to 
𝜆 = 628 μm, an effectively infinite wavelength corresponding to maximum growth with no 
reduction due to thermal conductivity.  Generally, measured average growth rates were found to 
fall within, or at least close to, the range bounded by the calculated growth rates 𝛾30 (the growth 
rate for 𝜆 = 30 μm) and 𝛾𝑚𝑎𝑥.  Table 5.1 shows the growth rate results from all 13 shots along 
with the mass and thickness of each foil and the average current density during the observation 
window. 
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Table 5.1: Measured ETI growth rates for various foil masses and geometries, listed along with theoretical growth 
rates for long-wavelength modes (the maximum growth rate predicted by theory) and theoretical growth rates for λ = 
30 μm (a consistently observed smallest growing feature size that appeared to be independent of foil mass).  
Shot 
Number 
Foil mass 
(µg) 
Thickness 
(nm) 
J/1e7 
(A/cm2) 
Measured Growth 
Rate (μs-1) 
γmax 
(μs-1) 
γ30 
(μs-1) 
E23 194 800 3.7 4.9 4.3 3 
E29 194 2000 3.8 4.6 4.1 3.1 
E33 194 2000 3.9 2.5 4.4 3.3 
E42 194 800 4 4.2 5 3.3 
E14 136 800 4 3.3 5 3 
E15 136 800 4.1 2.2 5 3.4 
E16 136 800 4.2 4 5.6 4 
D1 97 400 5 6 8.9 6.6 
D2 97 400 5 8.3 8.9 6.6 
E62 121 2000 6 13.2 12 11 
E60 121 2000 6.2 11.4 12.8 11.4 
E71 78 800 7.2 11.5 19.6 17 
E72 78 800 7.8 16 20.7 19.8 
 
From Table 5.1, measured growth rates from five out of the thirteen shots fall in the 
window bounded by 𝛾30 and 𝛾𝑚𝑎𝑥, all of the growth rates fall within 50% of these theoretical 
upper and lower bounds, and all but two (shots E15 and E71) fall within 25%.  Considering (1) 
the sources of error, which include manufacturer specified 20% tolerance on the foil width, 
approximately 10% error on cutting the mm-scale foil thickness, and ~10-20% frame-to-frame 
error on the camera response; (2) the inherent assumption that the background aluminum is 
expansionless and its properties can be extrapolated from (2.38); and (3) the large value of 𝛿𝑇/𝑇, 
which exceeded unity for all of these measurements, the close agreement with linear ETI theory 
is remarkable. 
For negligible thermal conductivity losses, the growth rate of striation ETI is given by 
 𝛾𝑚𝑎𝑥 =
𝜕𝜂
𝜕𝑇
𝐽2
𝜌𝑐𝑣
. (5.9) 
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Since all of the measurements were taken when the unperturbed foil was at approximately the 
same state (in biphase liquid/vapor), the material properties should be relatively constant, and the 
growth rate is expected to be proportional to J2.  Figure 5.23 shows the growth rates from Table 
5.1 plotted as a function of current density. 
  
Figure 5.23: Experimentally measured growth rates from Table 5.1 plotted against current density.  Results are 
consistent with quadratic dependence on current. Note that for large features with growth rate described by (5.9), the 
y-intercept should be approximately 0 (which has been enforced on the fit), so the data do not as strongly support a 
linear fit with this criterion. 
 
For the shots analyzed, temperature perturbations were found to grow at a rate in good 
agreement with the rate predicted by linear ETI theory, and the growth rates were found to 
exhibit scaling consistent with predicted J2 dependence.  Collectively, this is strong evidence that 
the growing temperature perturbations observed on the ablating foils are in fact manifestations of 
the striation form of ETI. 
  
y = 2.67e-15x2
R² = 0.861
0
2
4
6
8
10
12
14
16
18
0.00E+00 2.00E+07 4.00E+07 6.00E+07 8.00E+07 1.00E+08
γ
(μ
s-
1
)
Current Density (A/cm2)
ETI Growth Rate vs Current Density
105 
 
5.5 Seeding of ETI 
While ETI has received recent attention [6, 11, 23, 24] as a proposed seeding mechanism 
for later-time plasma instabilities, the question of what seeds ETI itself remains open [62].  
Studies at Sandia National Labs [11, 23] showed that surface finish is uncorrelated to ETI growth 
except in cases of surfaces in which roughness has been deliberately enhanced over normal 
values for metal finishes.  The two mechanisms most often proposed as seeds of ETI are grain 
boundaries and inclusion of impurities.  Recent work [62] on cylindrical rods has shown that ETI 
growth is substantially diminished in high purity (99.999%) aluminum compared to alloy 6061 
(99.1%) aluminum in samples of identical surface finish, which indicates impurity inclusion may 
be more important than grain boundaries in seeding ETI. 
Two experiments were performed to simulate the effects of grain boundaries and 
impurity inclusions on the planar foil ablation experimental setup.  For the first experiment, a 
standard #0-80 screw was rolled onto a sheet of 800 nm aluminum foil to impress deep grooves 
approximately 320 μm apart.  The grooves were impressed at a 70-degree angle relative to 
current flow to avoid confusing randomly occurring perpendicular-to-current structures with 
structures seeded by the grooves. A preshot image of the foil and the resulting temperature 
surface plot sequence are shown in Figure 5.24. 
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(a)  
(b)  
Figure 5.24: (a) Pre-shot image showing deep grooves embedded in an 800 nm x 0.7 cm x 0.9 cm foil, to 
approximate resistivity jumps at grain boundaries.  Grooves are approximately 320 µm apart.  (b) Temperature plot 
sequence showing instability growth.  All image sizes are 1.25 mm x 1.08 mm; current flows from left to right. 
 
The instability growth on Figure 5.24b shows little correlation with the deep grooves 
impressed into the foil, despite the fact that the wavelength of the grooves is large enough to 
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grow ETI from the start of current.  A second seeding experiment used two holes machined in 
the foil to simulate resistive material inclusions.  The holes were positioned such that the line 
joining them was at the same 70-degree angle as the impressed grooves on the previous 
experiment.  Because the primary impurity in 6061 aluminum is silicon, which has a room 
temperature resistivity that is 7 to 8 orders of magnitude higher than that of aluminum, the holes 
were taken to be a good approximation of a large silicon inclusion.  Figure 5.25 shows results 
from a shot with the machined holes. 
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(a) (b)  
(c)  
Figure 5.25: (a) Pre-shot image showing two holes with diameter > 100 μm punctured in a 400 nm x 1.0 cm x 0.9 
cm foil, to approximate large areas of high resistivity.  The hole locations are highlighted in the yellow circles (b) 
Temperature plot generated from image taken at 220 ns showing ETI preferentially forming along the line between 
the holes before growing elsewhere along the foil (c) Full shot temperature sequence.  All image sizes are 2.5 mm x 
2.15 mm; current flows from left to right. 
 
A clear ETI striation can be seen on Figure 5.25b, joining the position of the holes shown 
on Figure 5.25a.  This provides experimental confirmation for the self-correlation of ETI around 
a resistive hotspot shown in Figure 2.4, which has previously been observed in simulation [62].  
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Figure 5.25c shows that the seeded structure is the first ETI striation to form and is dominant up 
until most of the striations have expanded and merged. 
These experiments indicate that localized higher resistivity volumes in the foil are more 
likely to seed ETI than physical damage to the foil structure.  Further evidence suggesting grain 
boundaries are unlikely to be responsible for seeding ETI can be found by inspecting Figure 
2.12.  For the early part of the current rise, the minimum growing wavelength is many 10s of 
microns, and by the onset of melting is still around 20 µm.  Grains of most metals are unlikely to 
be this large unless annealing has been performed to increase the grain size [72].  If the grain size 
of the aluminum foils actually were this large, grain boundaries would be visible on the 2 µm-
resolution optical magnification system used to image the foil ablations.  Provided that grain size 
is in fact below the minimum growing wavelength, any perturbations seeded by grain boundaries 
will damp due to thermal conductivity, leading to homogenization of temperature by the time 
melting begins. This is further supported by theory [19] and experiment [20] showing that ETI 
does not significantly grow in the solid phase of most metal ablations.  The available evidence 
points to impurity inclusions as the most significant contributor to the formation of ETI. 
Nonuniformities in the material are random, and this likely explains the shot-to-shot 
variation in feature size observed on the temperature measurements described in Section 5.3.  
Nearby hotspots can merge together, as observed in Figure 5.25, to form striations, provided the 
angle between the line joining the hotspots and the current is larger than the minimum growing 
angle for striation-form ETI.  This angle approaches 45 degrees (𝜋/2 radians) for large 
perturbations, although angles closer to 90 degrees will exhibit higher growth rate.  The relative 
growth of striations of different wavelengths and angles as a function of the size or magnitude of 
resistivity perturbations would be an interesting computational study for future work. 
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5.6 Formation of Filamentation ETI 
The majority of this work has focused on the growth of striation-form ETI.  Hot 
structures parallel to the direction of current, believed to be the filamentation form of ETI, were 
also observed on several shots that included late-time images after plasma features had sufficient 
time to merge and form plasma channels.  Figure 5.26 shows a typical temperature surface plot 
sequence on which this phenomenon was observed. 
 
Figure 5.26: Temperature surface plot of an 800 nm x 0.7 cm x 0.9 cm aluminum foil ablation showing plasma from 
vaporized sections of the foil joining to form filamentary structures late in time. 
 
Figure 5.26 appears to show the transition from striation ETI to filamentation ETI once 
the hot aluminum gas has sufficiently ionized such that 
𝜕𝜂
𝜕𝑇
 changes signs.  Determining a 
theoretical growth rate for this instability is significantly more involved than for the striation 
form of ETI because the unperturbed material is a dense, weakly ionized aluminum plasma with 
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strongly ionized, hot filaments As the purpose of the work presented in this dissertation was to 
analyze the growth of striation-form ETI as it is relevant to seeding of perpendicular-to-current 
instabilities on liners, such as the MRT instability, analysis of the filamentation ETI data has 
been left as a suggestion for future work. 
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CHAPTER 6 
 
 Seeding of Hydrodynamic Instabilities from the Electrothermal 
Instability on Liner Ablation Experiments Driven by a MA LTD 
The previous chapter focused on the growth of striation-form ETI as a temperature 
perturbation, which occurs in the solid, liquid, and gas phases (and continues for some time into 
the plasma phase due to the density dependence of resistivity).  However, it is the mass 
perturbation resulting from portions of a liner ablating faster than the bulk material that is of 
greater concern, as this process perturbs the plasma-vacuum interface.  The interface perturbation 
provides an initial seed for destructive hydrodynamic instabilities, including kink, sausage, and, 
most importantly, MRT, which has been identified as the most significant obstacle to the 
MagLIF concept [73].  This chapter presents results from experiments performed on MAIZE to 
investigate the growth of sausage and MRT instabilities on liners where the conditions for ETI 
development have been deliberately altered. 
6.1: Material Dependence of Instability Growth 
The growth rates of ETI discussed in Chapter 2 depend on material-specific properties, 
including electrical resistivity and its derivative with temperature, density, and thermal 
conductivity.  Therefore, it is anticipated that measurable changes in the seeding of plasma 
instabilities should occur for materials that differ in these values.  To investigate these effects, 
shots were performed on MAIZE using liner loads fabricated from aluminum, tantalum, ultra-
polyester coated aluminum, and ultra-polyester coated titanium, as described in Chapter 3. 
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A typical current trace from a liner shot is shown in Figure 6.1.  Regardless of material, 
all liner loads exhibited values of time-averaged resistance between 0.2 and 0.3 ohms and time-
averaged inductance between 22 and 23 nH.  This corresponds to an anticipated peak current of 
550 kA and a risetime of 230 ns.  None of the shots differed from these values of peak current 
and risetime by more than 5%. 
 
Figure 6.1: Typical current trace with shadowgraph/self-emission image timings indicated on the figure.  The 557 
kA peak current and 240 ns risetime were characteristic of liner load shots. 
 
Data from the combined shadowgraphy-self emission diagnostic discussed in Chapter 3 
were used to obtain 12-frame sequences of plasma-vacuum interface location.  After several 
shots, it was discovered that the laser backlighting was inconsequential to obtaining the interface 
position, and as a result several of the later shots did not use the laser backlighter, imaging only 
self-emission at 532 nm.  Representative image sequences for bare aluminum, ultra-polyester 
backed aluminum, and ultra-polyester backed titanium are shown in Figures 6.2 through 6.4, 
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taken at comparable imaging times centered around peak current (as indicated in Figure 6.1).  All 
of these liners utilized the dumbbell support structure described in Chapter 3 and in Ref [37]. 
 
Figure 6.2: Image sequence of a 400 nm bare aluminum liner showing well-developed MRT coupled to the sausage 
mode.  These liners had the lowest linear mass of all liners fielded and exhibited the most dramatic implosion. 
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Figure 6.3: Image sequence of a 200 nm aluminum liner with a 1.5 μm ultra-polyester coating on the inner surface.  
The higher linear mass of these liners compared to the bare aluminum resulted in lower acceleration and less MRT 
growth. 
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Figure 6.4: Image sequence of a 250 nm titanium liner with a 1.5 μm ultra-polyester coating on the inner surface.  
This liner has the highest linear mass that has been observed to exhibit implosion on MAIZE, although the amount 
of inward motion of the plasma-vacuum interface is minimal. 
 
For each shadowgraph figure obtained, the image is rotated to align the direction of 
current with the y-axis.  Distance from the center of the initial liner (from the pre-shot image) is 
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extracted from a fit of the two plasma-vacuum interfaces as a function of height, over a defined 
region of interest to exclude the edge effects clearly occurring at the top and bottom of the 
implosion region.  Taking an average value of one of these interface functions gives the radius of 
the plasma at a specific time.  Applying a Fourier transform to the interface function extracts the 
wavelength components of instability structures, and the function 
 𝐴 =
1
√2
(𝑆𝑡𝑑𝑑𝑒𝑣(Δxright) + 𝑆𝑡𝑑𝑑𝑒𝑣(Δxleft))  (6.1) 
defines an instability amplitude, where Δxright and Δxleft are the left and right interface 
functions, respectively, and perturbations are assumed to be sinusoidal in nature.  Figure 6.5a 
shows a sample interface fit along with its associated interface perturbation functions and their 
Fourier transforms.  
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(a)     
(b)  (c)  
Figure 6.5: Interface analysis of a region of interest of an ultra-polyester backed 400 nm aluminum liner region of 
interest at 400 ns. (a) Interface fit (b) Interface perturbation functions for the left and right plasma-vacuum interfaces 
on Figure 6.5a.  The RMS amplitude of these perturbations calculated from (6.1) is 0.28 mm for the left interface 
and 0.19 mm for the right interface (c) Fourier transforms of the perturbation functions. 
 
This procedure was used to analyze growth of plasma instabilities in two case studies, which are 
described in the following sections.  
6.2.1: MRT Instability on Plastic-Backed Aluminum and Titanium Foils 
Equal mass samples of ultra-polyester coated aluminum and titanium foils were prepared 
using the deposition technique described in Chapter 3.  Foil thicknesses were 200 nm 
(aluminum) and 125 nm (titanium); in the liner geometry, the foils had a total linear mass density 
of 0.41 mg/cm.  Ablations were imaged from ~100 to 350 ns over several shots.  These materials 
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were chosen because titanium has a resistivity that is much greater than aluminum (by about a 
factor of 20) over a large temperature range [26, 74] with a density and specific heat capacity 
that differs by no more than a factor of 2 [75]. 
Results from these experiments are shown in Figures 6.6 and 6.7.  Figure 6.6 presents 
wavelength spectra for the two materials taken at various times.  Two shots were used for each 
material to provide a ~200 window for instability analysis.  While the titanium shots show 
slightly greater interface perturbation early in time, and also slightly more long-wavelength 
component growth later in time, the overall instability wavelength spectra are fairly similar, 
particularly given the large (>10x) difference in material properties.  Similar observations can be 
made from Figure 6.7. While the growth rate appears to be somewhat larger later in time for 
titanium, the early time instability amplitude is nearly identical for the two materials.  ETI is 
much more relevant to the early-time features, as it is a seed for the observed plasma instabilities.  
However, striation ETI is unlikely to impact the late-time growth, as the material has become a 
plasma well before the divergence in amplitude is observed on Figure 6.7. 
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 (a) (b)
(c) (d) 
(e)  
Figure 6.6: Fourier transforms of plasma-vacuum interfaces for aluminum and titanium liners at times from 120 to 
280 ns after start of current.  While the titanium liners show slightly more growth of long-wavelength features, 
overall both materials exhibit similar wavelength spectra. 
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Figure 6.7: Instability amplitude determined from (6.1) as a function of time for aluminum and titanium liners.  The 
growth is similar for the two metals. 
 
It appears that instability seeding due to ETI on aluminum and titanium is roughly 
equivalent.  This may be explained by the theory presented by Oreshkin [19], which states that 
for similar current drives, the most important parameter for determining the integral growth of 
ETI is the ratio of the critical temperature to the melting temperature, and that the integral 
growth can be approximated by 
 Γ = ln (
𝑇𝑐𝑟𝑖𝑡
𝑇𝑚𝑒𝑙𝑡
) (6.2) 
where Tcrit is the temperature at the critical point (the point at which a phase change from liquid 
to vapor does not require latent heat).  For aluminum, the values of 𝑇𝑐𝑟𝑖𝑡 and 𝑇𝑚𝑒𝑙𝑡 are 8000 K 
[75] and 933 K, respectively; these values are 15500 K [76] and 1941 K.  The ratios are therefore 
very similar; 8.6 for alumimum and 8.0 for titanium. 
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6.2.2: Sausage Instability on Aluminum and Tantalum Foils 
If (6.2) is a good indicator of the total growth of ETI, the largest reduction in seeding of 
plasma instabilities should result for a material with a low ratio of 𝑇𝑐𝑟𝑖𝑡 to 𝑇𝑚𝑒𝑙𝑡.  One such 
material is tantalum, which has a critical temperature of 10250 K [76] and a melting temperature 
of 3293 K.  Liner ablations were performed on the solid plastic support structures to investigate 
the growth of the sausage instability [43] on a 500 nm tantalum liner compared to a typical 400 
nm aluminum liner.  Figures 6.8 and 6.9 show the framing camera images from these shots. 
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Figure 6.8: 400 nm aluminum liner ablation on solid plastic support; a lower frame rate was used to capture the 
evolution of the sausage mode instability over several hundred ns 
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Figure 6.9: 500 nm tantalum liner ablation on solid plastic support imaged using the same frame rate as the 
aluminum liner in Figure 6.8.  The plasma-vacuum interfaces are much more stable than in Figure 6.8.  A small 
sausage instability structure believed to be seeded by edge effects can be seen on the bottom left of the liner 
interface, demonstrating that sausage mode can grow in this system when it is seeded.  Later images were contrast-
enhanced to make the interface visible. 
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Figure 6.9 shows a remarkable reduction in sausage instability growth compared to the 
aluminum liner shown in Figure 6.8.  While the sausage instability is expected to grow less for 
the denser tantalum liner than for aluminum, since sausage instability grows as 1/√𝜌 [39, 43], 
the almost completely flat outer surfaces in Figure 6.9 imply the sausage instability was not 
seeded at all along most of the liner.  Additionally, a few perturbations are visible along the 
bottom left side of the liner likely seeded by edge effects where the foil makes electrical contact 
with the support structure; these grow and merge similarly to the instability structures seen in 
Figure 6.8, indicating that the sausage instability can still grow on this ablation if seeded.  One 
alternative explanation for the lack of instability formation is the stabilizing effect of outward 
acceleration (MRT with the opposite sign as the exponentially growing dependence on an inward 
accelerating liner).  To eliminate this possibility, a tantalum liner was ablated on a dumbbell 
support structure.  While the heavy tantalum had a linear mass density too high to implode on 
MAIZE, the lack of material pressure from the solid support structure greatly reduced the 
outward acceleration compared to the shot shown in Figure 6.9.  Images from a dumbbell 
support shot are shown in Figure 6.10. 
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Figure 6.10: 500 nm tantalum liner ablation on dumbbell plastic support imaged at similar times as the liner in 
Figure 6.9a.  The nearly static plasma-vacuum interface in this shot rules out the stabilizing effect of acceleration in 
the radially outward direction.  Very little instability growth is observed. 
 
Figure 6.10 shows a similar suppression of instability growth as Figure 6.9.  The 
amplitude vs time data from Figure 6.8 through 6.10 are summarized in Figure 6.11. 
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Figure 6.11: Instability amplitude vs time for the shots depicted in Figures 6.8 and 6.9.  While instability grows 
exponentially for the aluminum liner, the amplitude of instabilities on the tantalum liners remain on the order of the 
imaging resolution for over 400 ns. 
 
Figure 6.11 confirms the qualitative observations from the framing camera image 
sequences.  The aluminum liner exhibits an instability structure that grows exponentially in time, 
while the tantalum liners show little, if any, growth, with amplitude that is on the order of the 
imaging resolution of the system.  This supports the claim that ETI seeds the sausage mode 
instability observed on solid liner MAIZE shots [43], as substantially less ETI growth is 
expected for the tantalum liners than for the aluminum liners. 
6.2: Effects of Dielectric Coating on the Sausage Instability 
In concert with results from the previous section, ETI has been proposed as the seeding 
mechanism for the sausage instability observed on exploding liners on MAIZE.  This m = 0 
instability has been consistently observed to grow on unseeded liners that use the solid support 
structure, despite the growth rate of competing m > 0 modes having comparable (and actually 
slightly greater) growth rates.  When these alternative modes are seeded (either using a physical 
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impression on the foil or by applying a magnetic field) growth is observed, and the plasma 
develops a kink or helical structure [43].  The preferential growth of m = 0 modes when no 
external seeding is applied is understood to be a consequence of the self-azimuthal correlation 
behavior of ETI.  To obtain additional verification of ETI as the mechanism behind the seeding 
of azimuthally correlated instabilities, several liner explosions were conducted to compare the 
standard aluminum liners to aluminum liners with dielectric coatings on the external surface.  
These liners were fabricated from the ultra-Polyester backed foils described in Chapter 3.  
Coating a liner with a dielectric has been experimentally shown [6, 11] to inhibit the growth of 
ETI.  Because adding a dielectric coating increased the total mass of the liner, additional 
ablations were conducted using liners with the dielectric coating present, but on the internal 
surface, to avoid confusing effects due to the applied coating with effects due to the increased 
mass.  Figures 6.12 through 6.14 show typical framing camera image sequences from an 
uncoated liner, a coated liner with the dielectric on the internal surface, a coated liner with the 
dielectric on the external surface, respectively. 
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Figure 6.12: Shadowgraph sequence of exploding Al liner (400 nm) with no coating 
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Figure 6.13: Shadowgraph sequence of exploding Al liner (400 nm) with ultra-polyester coating on inside 
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Figure 6.14: Shadowgraph sequence of exploding Al liner (400 nm) with ultra-polyester coating on outside 
 
Figures 6.12 and 6.13 show qualitatively similar features: azimuthally correlated 
instability structures form and coalesce into longer-wavelength structures as time progresses.  
The features are comparatively smaller in amplitude on Figure 6.13, which is most likely a 
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consequence of the additional mass of the plastic coating slowing down the sausage instability 
growth.  On Figure 6.14, which shows the plastic-on-outside case, the azimuthal symmetry 
present in the uncoated and plastic-on-inside cases is not observed. 
On Figures 6.12 and 6.13, the azimuthally correlated “bump” features are connected by 
horizontal dark bands in the self-emission of the foil, which are understood to be fully symmetric 
regions of expansion relative to the unperturbed plasma radius.  These dark bands are also 
present on Figure 6.14, but they are not exclusively horizontal, and they generally do not connect 
bumps on the interface.  These features are highlighted on the contrast-enhanced images shown 
in Figure 6.15, which are taken at similar times from Figures 6.12 through 6.14. 
 
Figure 6.15: Contrast enhanced liner ablation images at ~ 330 ns after start of current for (a) bare aluminum (b) 
plastic-on-inside aluminum and (c) plastic-on-outside aluminum.  The same images are reproduced in (d) through (f) 
to highlight the presence of dark striations.  These striations are exclusively horizontal and connect azimuthally 
correlated instability structures for cases (a) and (b); in case (c) both horizontal and angled striations are present. 
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Figure 6.15 clearly shows that fully developed instability structures are highly 
azimuthally correlated for the uncoated and plastic-on-inside cases, while the plastic-on-outside 
case shows significantly less correlation.  The features highlighted in blue on Figure 6.15f 
resemble the m = 2 instability, which has been previously observed on these liner explosions in 
the presence of an external magnetic field [43]. 
6.2.1 Instability Growth Rate 
To quantify the differences between the three cases, the same instability fitting analysis 
described in Section 6.1 was applied to several shots of uncoated, plastic-on-inside, and plastic-
on-outside liner explosions.  Fourier transforms taken at similar times are presented in Figure 
6.16. 
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(a)  (b)  
(c)  (d)  
Figure 6.16: Fourier transforms of the interfaces for all 3 cases at various times after start of current.  In general, 
instability structures grow more and become larger in wavelength for the bare aluminum shots (shown in blue) and 
plastic-on-inside shots (red) than for the plastic-on-outside case (purple). 
 
From Figure 6.16, it is apparent that the uncoated foil exhibits both the most growth and 
the most dramatic transition of the instability to longer wavelengths.  The plastic-on-inside shots 
have lower amplitude, but also exhibit a similar trend of longer (>1 mm) wavelengths becoming 
dominant late in time.  No discernable trend exists for the plastic-on-outside case.  The average 
instability amplitude for the same shots is shown in Figures 6.17. 
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Figure 6.17: Instability amplitude as a function of time for all 3 cases.  As expected, the bare aluminum shot 
(plotted in blue) exhibits the highest growth rate, and the plastic-on-inside cases (red) also show growth.   While 
shot 1196 exhibits the expected behavior for the plastic-on-outside case (purple), shot 1201 shows a surprisingly 
large, albeit slowly growing, instability amplitude. 
 
In Figure 6.17, the growth is similar for the plastic-on-inside and uncoated cases,  The 
uncoated case shows the most late-time sausage mode growth because the overall plasma density 
is lower (since it does not have the additional mass from the plastic liner).  Shot 1196, a plastic-
on-outside shot, shows almost no instability growth, consistent with previous observations that a 
dielectric coating damps the ETI and reduces the magnitude of seeded plasma instabilities [6, 
11].  While the other plastic-on-outside shot, shot 1201, also shows a low growth rate, the initial 
amplitude is unusually large.  The reason for this is not currently understood and merits further 
investigation. 
6.2.2 Azimuthal Correlation 
The differences in azimuthal symmetry observed on Figures 6.12 through 6.14 and 
highlighted on Figure 6.15 were quantified using the interface correlation function 
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 𝐶 =
∫ Δ𝑥𝑟𝑖𝑔ℎ𝑡Δ𝑥𝑙𝑒𝑓𝑡𝑑𝑦
𝐿2
𝐿1
√∫ Δ𝑥𝑟𝑖𝑔ℎ𝑡
2 𝑑𝑦 ∫ Δ𝑥𝑙𝑒𝑓𝑡
2 𝑑𝑦
𝐿2
𝐿1
𝐿2
𝐿1
 (6.3) 
where L1 and L2 are the bounds of the region of interest, Δ𝑥𝑟𝑖𝑔ℎ𝑡 and Δ𝑥𝑙𝑒𝑓𝑡 are the interface 
position functions, and y is the axial dimension.  The value C is equal to 1 if the two interfaces 
are identical, -1 if they are anticorrelated, and 0 if they show no correlation; intermediate values 
of C quantify the degree of correlation.  Figure 6.18 shows this correlation function for the same 
shots analyzed in Figures 6.16 and 6.17.  On Figure 6.18, C is shown as a function of time 
starting at 250 ns, a time by which the instability structures have become large enough such that 
small errors in the image rotation do not significantly impact the calculated value. 
 
Figure 6.18: Interface correlation function vs time for all 3 cases calculated from (6.2).  As anticipated, the bare 
aluminum (blue) and plastic-on-inside (red) cases are highly azimuthally correlated, while the plastic-on-outside 
(purple) shots exhibit markedly less correlation. 
 
Figure 6.18 agrees with qualitative observations of the framing camera images: the 
uncoated and plastic-on-inside liners exhibit a higher degree of azimuthal correlation than the 
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plastic-on-outside liners.  These findings support the proposed explanation that ETI self-
azimuthally correlates and seeds instabilities on exploding thin aluminum liners.  While these 
liners are unstable to both m = 0 and higher order azimuthal modes with similar growth rates, in 
the absence of stronger seeding mechanisms ETI provides the azimuthally-correlated initial 
interface perturbation that grows into the experimentally observed sausage mode [43].  When a 
dielectric coating is included to suppress ETI, this azimuthal symmetry disappears, and 
hydrodynamic instability modes with m = 0 and m > 0 grow simultaneously. 
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CHAPTER 7 
 
Conclusion and Suggestions for Future Work 
The MAIZE LTD has been used as a driver for various plasma instability studies, 
particularly for experiments relevant to magnetic liner implosion fusion.  In this work, 
experiments were performed both on MAIZE and on a smaller pulsed power device to study the 
striation (perpendicular-to-current) form of the electrothermal instability, which has been 
hypothesized as a seed for plasma instabilities on liner implosions.  The small pulsed power 
generator was used in conjunction with an optically magnified, ultrafast framing camera imaging 
system to study the growth of ETI as a temperature perturbation on initially solid, ablating 
aluminum foils.  MAIZE was primarily employed to investigate the seeding of plasma 
instabilities, particularly MRT and the m = 0 sausage mode, from ETI.   In addition to the ETI 
studies, the ability to predict the current and voltage output of MAIZE was greatly expanded, and 
a diagnostic method was developed to measure inductance changes due to load pinches requiring 
only a current measurement. 
Studies on the MAIZE LTD are highly relevant to MagLIF because the proposed next 
generation of MagLIF experiments will be conducted on a large current drive facility consisting 
of many LTDs [7-10].  A computational model for analyzing current and voltage delivered to the 
load was developed.  It was demonstrated that peak current could vary by 100s of kA and 
risetime could vary by over 100 ns for a realistic range of load resistance and inductance 
parameters.  The effects of switch trigger time delay introduced by aging switches were observed 
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and quantified, and a variety of performance issues including abnormally high risetimes, 
abnormally low peak currents, and shorts in the transmission line (which is assumed to be 
magnetically insulated from arcs) were traced to the switches. Changes in inductance due to load 
pinching (a desirable phenomenon for a variety of x-ray production experiments, instability 
studies, and the MagLIF project itself) were shown to impact the current delivered by the driver 
during the course of a single shot.  These current changes were measured for pinches of wire 
arrays and metallic liners and used in conjunction with the circuit model and initial conditions on 
charging voltage to measure load inductance as a function of time.  The current model was 
adapted to provide these measurements even in the presence of large, random switch firing delay.  
Inductance measurements yield insight on pinch timing and strength, and can improve 
measurements of effective current-carrying pinch-column radius compared to laser 
shadowgraphy alone.  Previous such methods [53-55] required an additional measurement of 
voltage, which is more difficult to obtain than a measurement of current alone.  
The ETI experiments, which comprise the bulk of this work, were performed in two 
experimental campaigns—one on MAIZE and one on a smaller, single-capacitor pulsed power 
device.  The small pulse generator was chosen because its low peak current (4 kA) and long 
risetime (600 ns) prolong the transition from the solid phase to the vapor phase for metallic 
loads, which has been shown to correlate with more ETI e-folds on previous simulations [19, 
23].  This device was used to ablate thin (400 nm to 2 μm thickness) planar aluminum 
foilsvarious gas and pressure conditions.  A 12-frame, gated ICCD with maximum frame rate of 
2 x 108 s-1 and minimum exposure time of 5 ns was used in conjunction with an optical 
magnification lens system to obtain time-resolved self-emission images of the ablating foils with 
up to 2 µm spatial resolution.  Electrical and spectroscopic measurements established that areas 
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on the surface of the foil emitting visible light were due to the presence of low-electron 
temperature, ionized aluminum plasma resulting from localized resistive heating.  The framing 
camera was calibrated to correlate camera response with emitting temperature assuming 
blackbody emission, which was shown to be dominant over line emission and other continuum 
emission processes.  This process allowed the framing camera to be used as a temporally and 
spatially resolved surface temperature diagnostic. 
Temperature perturbations on the foil surface were analyzed as a function of time to 
compare with ETI theory.  Minimum growing perturbation size was on the order of 10s of μm, 
consistent with previous theoretical [19] and experimental [20] observations on wire ablations, as 
well as with minimum growing wavelength calculated using linear ETI theory for the current 
densities observed on these foil ablations.  Obtaining 12 frames per shot provided the first ever 
time-resolved measurements of ETI growth as a temperature perturbation on ablating material.  
Instability growth rates were calculated from several shots by taking lineouts along the direction 
of current, fitting each lineout to an exponential growth function, and averaging the fitted growth 
rates over many lineouts.  The resulting measured growth rates showed remarkable agreement 
with linear ETI theory, with most shots falling within 25% of the window set by the maximum 
and minimum growth rates for observed feature sizes, despite occurring in a nonlinear regime 
where 𝛿𝑇/𝑇 is greater than unity.  Additionally, growth rates exhibited the theoretically 
predicted 𝐽2 dependence on current density for similar conditions on the unperturbed foil 
material. 
Experiments on MAIZE were conducted to study the coupling of ETI to the MRT and 
sausage instabilities.  Liners of aluminum and titanium with plastic coatings on the inner surface 
were imploded using a dumbbell geometry [37] to study MRT growth.  Titanium was originally 
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believed to be more unstable to ETI due to its higher resistivity, and derivative of resistivity with 
respect to temperature, than aluminum.  However, little difference in instability formation was 
observed between the two cases.  It was noted that aluminum and titanium have similar values of 
the ratio 𝑇𝑐𝑟𝑖𝑡/𝑇𝑚𝑒𝑙𝑡, where 𝑇𝑐𝑟𝑖𝑡 is the critical temperature and 𝑇𝑚𝑒𝑙𝑡 is the melting temperature.  
According to ETI theory presented by Oreskhin [19], this ratio is responsible for determining the 
integral amount of ETI growth; materials with similar integral growth rates provide similar 
interface perturbations for MHD instability growth.  To evaluate this claim, liners of aluminum 
and tantalum were exploded on solid plastic supports, a geometry previously shown to grow 
pronounced, easily identifiable sausage instabilities on MAIZE [43].  Tantalum has one of the 
lowest ratios of 𝑇𝑐𝑟𝑖𝑡/𝑇𝑚𝑒𝑙𝑡 of any practically available foil material.  The plasma-vacuum 
interface on exploding tantalum liners showed little to no instability structure over 100s of 
nanoseconds; during equivalent time the sausage instability grew to an amplitude that was on the 
same order as the plasma column radius for comparable aluminum liners.  This provides 
substantial evidence that ETI in fact seeds hydrodynamic instabilities on ablating metal loads. 
The previous exploding liner experiments on MAIZE [43] observed preferential seeding 
of the m = 0 sausage mode when no external seeding mechanisms were applied, despite the 
comparable (and slightly larger) growth rates of competing m > 0 modes.  Because ETI tends to 
self-azimuthally correlate, it was proposed as the seeding mechanism responsible for the 
observed growth of the azimuthally correlated m = 0 mode.  To test this hypothesis, liners of 
aluminum were exploded on solid plastic supports with no externally applied seeding for three 
cases: bare aluminum, aluminum with plastic coating on the inside surface, and aluminum with 
plastic coating on the outside surface.  The plastic-on-outside geometry has been previously 
shown [6, 11] to damp ETI and subsequent instability growth.  These experiments showed that 
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the plastic-on-outside geometry significantly disrupted the azimuthal symmetry observed on the 
uncoated and plastic-on-inside shots.  As a whole, the experiments in this dissertation provided 
experimental evidence for the growth of ETI on initially solid, metallic loads; demonstrated 
instability growth rates in good agreement with theory; and linked conditions designed to limit 
ETI growth through material selection and dielectric coating with reduced hydrodynamic 
instability amplitude and azimuthal symmetry. 
Potential avenues for future work include further investigation into the plastic coating 
shots, particularly to investigate the apparent outlier shot that showed a large instability 
amplitude but little growth compared to the uncoated shots at similar times.  It would also be 
interesting to conduct liner explosions with low frame-rate imaging, such as those shown in 
Figures 6.8 through 6.10 for additional materials with values of 𝑇𝑐𝑟𝑖𝑡/𝑇𝑚𝑒𝑙𝑡 that lie between 
those of tantalum and aluminum.  Measurements of initial foil thickness, for example using 
scanning electron microscopy (SEM), may also shed additional insight on the foil ablation 
dynamics.  While thickness perturbations are not expected to impact the growth rates of ETI 
measured in this work, since growth rate is independent of initial seeding mechanism, 
quantifying thickness perturbations may elucidate the reasons behind the difference in feature 
sizes observed on the 2.0 µm foils compared to those on the 400 nm and 800 nm foils. 
Finally, additional studies could focus on the growth of parallel filamentations that arise 
late in time on several foil ablation shots.  One of these shots is reproduced below in Figure 7.1 
for reference.  These filamentations are believed to be due to the 
𝜕𝜂
𝜕𝑇
< 0 form of ETI that arises 
in the plasma phase, once expanding plasma plumes from initially ablating striations have 
merged.  In order to analyze the growth of these filaments, a suitable model of plasma resistivity 
would have to be employed.  Spitzer resistivity is a poor approximation for the plasmas 
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generated on these atmospheric foil ablations, as the ionization fractions are believed to be very 
low (<1%).  Additionally, the neutral density of this partially ionized foil vapor is large, such that 
the collision frequency is expected to be large compared to the plasma frequency.  If a proper 
model for plasma resistivity is employed that takes these points into account, the transition from 
striation ETI to filamentation ETI could be investigated and compared with theory for shots such 
as the one shown in Figure 7.1. 
 
Figure 7.1: Temperature surface plot of an 800 nm x 0.7 cm x 0.9 cm aluminum foil ablation showing plasma from 
vaporized sections of the foil joining to form filamentary structures late in time. 
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APPENDIX A 
 
LTSPICE Simulation of MAIZE with Independent Brick Trigger 
Timings 
The following code was used to generate a model of the MAIZE LTD in LTSPICE.  This 
model allows independent brick trigger timings, which allows the user to represent switches 
firing at different times. 
 
* E:\Documents\Beamteam Folder\LTD Spice Model\Independent Bricks3.asc 
 
*Radial Transmission line segments 
T1 N123 N139 N124 N139 Td=0.106n Z0=0.96 
T2 N124 N139 N125 N139 Td=0.106n Z0=1.00 
T3 N125 N139 N126 N139 Td=0.106n Z0=1.04 
T4 N126 N139 N127 N139 Td=0.106n Z0=1.09 
T5 N127 N139 N128 N139 Td=0.106n Z0=1.14 
T6 N128 N139 N129 N139 Td=0.106n Z0=1.19 
T7 N129 N139 N130 N139 Td=0.106n Z0=1.25 
T8 N130 N139 N131 N139 Td=0.106n Z0=1.32 
T9 N131 N139 N132 N139 Td=0.106n Z0=1.40 
T10 N132 N139 N133 N139 Td=0.106n Z0=1.48 
T11 N133 N139 N134 N139 Td=0.106n Z0=1.57 
T12 N134 N139 N135 N139 Td=0.106n Z0=1.68 
T13 N135 N139 N136 N139 Td=0.106n Z0=1.81 
T14 N136 N139 N137 N139 Td=0.106n Z0=1.95 
T15 N137 N139 N138 N139 Td=0.106n Z0=2.12 
T16 N138 N139 N042 N139 Td=0.106n Z0=2.32 
 
*Coaxial Transmission Line 
T§Coax1 N041 0 N123 N139 Td=0.683n Z0=1.11 
 
*Core Equivalent Resistance 
Rcore1 N041 0 0.9 
 
*Load properties: L2 = load adapter hardware inductance 
*LLoad = load inductance 
*RLoad = load resistance 
L2 N042 P001 16.6n 
LLoad P001 P002 1.4n 
RLoad P002 N139 .05 
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*Switch timings for each brick 1-40 (represented as trigger pulse *timings 
for ideal switches) 
V1  N005 0 PULSE(0 1 180e-9 1e-9 1e-9 2e-6 1 1) 
V2  N007 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V3  N009 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V4  N011 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V5  N013 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V6  N015 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V7  N017 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V8  N019 0 PULSE(0 1 150e-9 1e-9 1e-9 2e-6 1 1) 
V9  N021 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V10 N023 0 PULSE(0 1 160e-9 1e-9 1e-9 2e-6 1 1) 
V11 N025 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V12 N027 0 PULSE(0 1 180e-9 1e-9 1e-9 2e-6 1 1) 
V13 N029 0 PULSE(0 1 310e-9 1e-9 1e-9 2e-6 1 1) 
V14 N031 0 PULSE(0 1 310e-9 1e-9 1e-9 2e-6 1 1) 
V15 N033 0 PULSE(0 1 250e-9 1e-9 1e-9 2e-6 1 1) 
V16 N035 0 PULSE(0 1 150e-9 1e-9 1e-9 2e-6 1 1) 
V17 N037 0 PULSE(0 1 150e-9 1e-9 1e-9 2e-6 1 1) 
V18 N039 0 PULSE(0 1 250e-9 1e-9 1e-9 2e-6 1 1) 
V19 N001 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V20 N003 0 PULSE(0 1 250e-9 1e-9 1e-9 2e-6 1 1) 
V21 N002 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V22 N004 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V23 N006 0 PULSE(0 1 160e-9 1e-9 1e-9 2e-6 1 1) 
V24 N008 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V25 N010 0 PULSE(0 1 170e-9 1e-9 1e-9 2e-6 1 1) 
V26 N012 0 PULSE(0 1 180e-9 1e-9 1e-9 2e-6 1 1) 
V27 N014 0 PULSE(0 1 180e-9 1e-9 1e-9 2e-6 1 1) 
V28 N016 0 PULSE(0 1 190e-9 1e-9 1e-9 2e-6 1 1) 
V29 N018 0 PULSE(0 1 150e-9 1e-9 1e-9 2e-6 1 1) 
V30 N020 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
V31 N022 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V32 N024 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V33 N026 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V34 N028 0 PULSE(0 1 260e-9 1e-9 1e-9 2e-6 1 1) 
V35 N030 0 PULSE(0 1 250e-9 1e-9 1e-9 2e-6 1 1) 
V36 N032 0 PULSE(0 1 200e-9 1e-9 1e-9 2e-6 1 1) 
V37 N034 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V38 N036 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V39 N038 0 PULSE(0 1 350e-9 1e-9 1e-9 2e-6 1 1) 
V40 N040 0 PULSE(0 1 100e-9 1e-9 1e-9 2e-6 1 1) 
 
*Brick properties (two caps, 1 series R, 1 series L, 1 switch, each *brick 
connected to next by 1k R) 
C75 N180 0 40n ic=70k 
R112 N140 N180 .6 
L39 N043 N083 232n 
C76 N041 N043 40n ic=70k 
S1 N140 N083 N005 0 IDSW 
R113 N044 N043 1k 
R114 N181 N180 1k 
C11 N181 0 40n ic=70k 
R18 N141 N181 .6 
L7 N044 N084 232n 
C12 N041 N044 40n ic=70k 
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S2 N141 N084 N007 0 IDSW 
R19 N045 N044 1k 
R20 N182 N181 1k 
C13 N182 0 40n ic=70k 
R21 N142 N182 .6 
L8 N045 N085 232n 
C14 N041 N045 40n ic=70k 
S3 N142 N085 N009 0 IDSW 
R22 N046 N045 1k 
R23 N183 N182 1k 
C15 N183 0 40n ic=70k 
R24 N143 N183 .6 
L9 N046 N086 232n 
C16 N041 N046 40n ic=70k 
S4 N143 N086 N011 0 IDSW 
R25 N047 N046 1k 
R26 N184 N183 1k 
C1 N184 0 40n ic=70k 
R2 N144 N184 .6 
L1 N047 N087 232n 
C2 N041 N047 40n ic=70k 
S5 N144 N087 N013 0 IDSW 
R4 N048 N047 1k 
R5 N185 N184 1k 
C3 N185 0 40n ic=70k 
R6 N145 N185 .6 
L3 N048 N088 232n 
C4 N041 N048 40n ic=70k 
S6 N145 N088 N015 0 IDSW 
R7 N049 N048 1k 
R8 N186 N185 1k 
C5 N186 0 40n ic=70k 
R9 N146 N186 .6 
L4 N049 N089 232n 
C6 N041 N049 40n ic=70k 
S7 N146 N089 N017 0 IDSW 
R10 N050 N049 1k 
R11 N187 N186 1k 
C7 N187 0 40n ic=70k 
R12 N147 N187 .6 
L5 N050 N090 232n 
C8 N041 N050 40n ic=70k 
S8 N147 N090 N019 0 IDSW 
R13 N051 N050 1k 
R14 N188 N187 1k 
C9 N188 0 40n ic=70k 
R15 N148 N188 .6 
L6 N051 N091 232n 
C10 N041 N051 40n ic=70k 
S9 N148 N091 N021 0 IDSW 
R16 N052 N051 1k 
R17 N189 N188 1k 
C17 N189 0 40n ic=70k 
R27 N149 N189 .6 
L10 N052 N092 232n 
C18 N041 N052 40n ic=70k 
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S10 N149 N092 N023 0 IDSW 
R28 N053 N052 1k 
R29 N190 N189 1k 
C19 N190 0 40n ic=70k 
R30 N150 N190 .6 
L11 N053 N093 232n 
C20 N041 N053 40n ic=70k 
S11 N150 N093 N025 0 IDSW 
R31 N054 N053 1k 
R32 N191 N190 1k 
C21 N191 0 40n ic=70k 
R33 N151 N191 .6 
L12 N054 N094 232n 
C22 N041 N054 40n ic=70k 
S12 N151 N094 N027 0 IDSW 
R34 N055 N054 1k 
R35 N192 N191 1k 
C23 N192 0 40n ic=70k 
R36 N152 N192 .6 
L13 N055 N095 232n 
C24 N041 N055 40n ic=70k 
S13 N152 N095 N029 0 IDSW 
R37 N056 N055 1k 
R38 N193 N192 1k 
C25 N193 0 40n ic=70k 
R39 N153 N193 .6 
L14 N056 N096 232n 
C26 N041 N056 40n ic=70k 
S14 N153 N096 N031 0 IDSW 
R40 N057 N056 1k 
R41 N194 N193 1k 
C27 N194 0 40n ic=70k 
R42 N154 N194 .6 
L15 N057 N097 232n 
C28 N041 N057 40n ic=70k 
S15 N154 N097 N033 0 IDSW 
R43 N058 N057 1k 
R44 N195 N194 1k 
C29 N195 0 40n ic=70k 
R45 N155 N195 .6 
L16 N058 N098 232n 
C30 N041 N058 40n ic=70k 
S16 N155 N098 N035 0 IDSW 
R46 N059 N058 1k 
R47 N196 N195 1k 
C31 N196 0 40n ic=70k 
R48 N156 N196 .6 
L17 N059 N099 232n 
C32 N041 N059 40n ic=70k 
S17 N156 N099 N037 0 IDSW 
R49 N060 N059 1k 
R50 N197 N196 1k 
C33 N197 0 40n ic=70k 
R51 N157 N197 .6 
L18 N060 N100 232n 
C34 N041 N060 40n ic=70k 
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S18 N157 N100 N039 0 IDSW 
R52 N061 N060 1k 
R53 N198 N197 1k 
C35 N198 0 40n ic=70k 
R54 N158 N198 .6 
L19 N061 N101 232n 
C36 N041 N061 40n ic=70k 
S19 N158 N101 N001 0 IDSW 
R55 N062 N061 1k 
R56 N199 N198 1k 
C37 N199 0 40n ic=70k 
R57 N159 N199 .6 
L20 N062 N102 232n 
C38 N041 N062 40n ic=70k 
S20 N159 N102 N003 0 IDSW 
R58 N063 N062 1k 
R59 N200 N199 1k 
C39 N200 0 40n ic=70k 
R60 N160 N200 .6 
L21 N063 N103 232n 
C40 N041 N063 40n ic=70k 
S21 N160 N103 N002 0 IDSW 
R61 N064 N063 1k 
R62 N201 N200 1k 
C41 N201 0 40n ic=70k 
R63 N161 N201 .6 
L22 N064 N104 232n 
C42 N041 N064 40n ic=70k 
S22 N161 N104 N004 0 IDSW 
R64 N065 N064 1k 
R65 N202 N201 1k 
C43 N202 0 40n ic=70k 
R66 N162 N202 .6 
L23 N065 N105 232n 
C44 N041 N065 40n ic=70k 
S23 N162 N105 N006 0 IDSW 
R67 N066 N065 1k 
R68 N203 N202 1k 
C45 N203 0 40n ic=70k 
R69 N163 N203 .6 
L24 N066 N106 232n 
C46 N041 N066 40n ic=70k 
S24 N163 N106 N008 0 IDSW 
R70 N067 N066 1k 
R71 N204 N203 1k 
C47 N204 0 40n ic=70k 
R72 N164 N204 .6 
L25 N067 N107 232n 
C48 N041 N067 40n ic=70k 
S25 N164 N107 N010 0 IDSW 
R73 N068 N067 1k 
R74 N205 N204 1k 
C49 N205 0 40n ic=70k 
R75 N165 N205 .6 
L26 N068 N108 232n 
C50 N041 N068 40n ic=70k 
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S26 N165 N108 N012 0 IDSW 
R76 N069 N068 1k 
R77 N206 N205 1k 
C51 N206 0 40n ic=70k 
R78 N166 N206 .6 
L27 N069 N109 232n 
C52 N041 N069 40n ic=70k 
S27 N166 N109 N014 0 IDSW 
R79 N070 N069 1k 
R80 N207 N206 1k 
C53 N207 0 40n ic=70k 
R81 N167 N207 .6 
L28 N070 N110 232n 
C54 N041 N070 40n ic=70k 
S28 N167 N110 N016 0 IDSW 
R82 N071 N070 1k 
R83 N208 N207 1k 
C55 N208 0 40n ic=70k 
R84 N168 N208 .6 
L29 N071 N111 232n 
C56 N041 N071 40n ic=70k 
S29 N168 N111 N018 0 IDSW 
R85 N072 N071 1k 
R86 N209 N208 1k 
C57 N209 0 40n ic=70k 
R87 N169 N209 .6 
L30 N072 N112 232n 
C58 N041 N072 40n ic=70k 
S30 N169 N112 N020 0 IDSW 
R88 N073 N072 1k 
R89 N210 N209 1k 
C59 N210 0 40n ic=70k 
R90 N170 N210 .6 
L31 N073 N113 232n 
C60 N041 N073 40n ic=70k 
S31 N170 N113 N022 0 IDSW 
R91 N074 N073 1k 
R92 N211 N210 1k 
C61 N211 0 40n ic=70k 
R93 N171 N211 .6 
L32 N074 N114 232n 
C62 N041 N074 40n ic=70k 
S32 N171 N114 N024 0 IDSW 
R94 N075 N074 1k 
R95 N212 N211 1k 
C63 N212 0 40n ic=70k 
R96 N172 N212 .6 
L33 N075 N115 232n 
C64 N041 N075 40n ic=70k 
S33 N172 N115 N026 0 IDSW 
R97 N076 N075 1k 
R98 N213 N212 1k 
C65 N213 0 40n ic=70k 
R99 N173 N213 .6 
L34 N076 N116 232n 
C66 N041 N076 40n ic=70k 
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S34 N173 N116 N028 0 IDSW 
R100 N077 N076 1k 
R101 N214 N213 1k 
C67 N214 0 40n ic=70k 
R102 N174 N214 .6 
L35 N077 N117 232n 
C68 N041 N077 40n ic=70k 
S35 N174 N117 N030 0 IDSW 
R103 N078 N077 1k 
R104 N215 N214 1k 
C69 N215 0 40n ic=70k 
R105 N175 N215 .6 
L36 N078 N118 232n 
C70 N041 N078 40n ic=70k 
S36 N175 N118 N032 0 IDSW 
R106 N079 N078 1k 
R107 N216 N215 1k 
C71 N216 0 40n ic=70k 
R108 N176 N216 .6 
L37 N079 N119 232n 
C72 N041 N079 40n ic=70k 
S37 N176 N119 N034 0 IDSW 
R109 N080 N079 1k 
R110 N217 N216 1k 
C73 N217 0 40n ic=70k 
R111 N177 N217 .6 
L38 N080 N120 232n 
C74 N041 N080 40n ic=70k 
S38 N177 N120 N036 0 IDSW 
R115 N081 N080 1k 
R116 N218 N217 1k 
C77 N218 0 40n ic=70k 
R117 N178 N218 .6 
L40 N081 N121 232n 
C78 N041 N081 40n ic=70k 
S39 N178 N121 N038 0 IDSW 
R118 N082 N081 1k 
R119 N219 N218 1k 
C79 N219 0 40n ic=70k 
R120 N179 N219 .6 
L41 N082 N122 232n 
C80 N041 N082 40n ic=70k 
S40 N179 N122 N040 0 IDSW 
R121 N043 N082 1k 
R122 N180 N219 1k 
 
*Added to prevent floating condition at return side of transmission *line 
R1 N139 0 1000k 
.tran 0 1e-6 0 1e-8 
.model IDSW SW(Ron=1e-6 Roff=1e6 Vt=.5 ) 
.backanno 
.end 
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APPENDIX B 
 
MATLAB Code for Simulating MAIZE and Calculating Load 
Inductance 
The following codes are MATLAB scripts designed to simulate the MAIZE LTD.  Code 
1 calculates voltage and current for specified time-averaged load parameters, code 2 performs a 
parameter sweep over load inductance and resistance, and code 3 calculates time-dependent load 
inductance from an input current trace, assuming constant load resistance. 
CODE 1: 
 
% This code is designed to simulate the LTD current pulse into a load with 
% a specified inductance and resistance.  The LTD circuit model used is 
% given in Mazarakis et al., IEEE Transactions on Plasma Science 38, 4 
% (2010).  A nonuniform transmission line section is included between the  
% magnetic cores and the load section.  This transmission line is the focus 
% of this code impedance mismatch reflections and peak current at the load  
% taking into account the transmission line parameters can be modeled.  The 
% model uses backward differenced time derivatives and center difference 
% spatial derivatives, so a matrix equation must be solved for each 
% progressive timestep. 
  
% The matrix phi holds all current and voltage data for a given timestep. 
% The current values are listed first, followed by the voltage values.  Phi 
% includes current and voltage data from every point on the transmission 
% line as well as current through and voltage across each additional 
% circuit element.  There are six additional circuit elements (one 
% capictor, two inductors, and three resistors), so for N+1 data points on 
% the transmission line phi contains 2*(N+7) data points total.  The 
% current and voltage at N+2 corresponds to the capacitor, N+3 corresponds 
% to the generator resistance, N+4 corresponds to the generator inductance, 
% N+5 corresponds to the core resistance, N+6 corresponds to the load 
% inductance, and N+7 corresponds to the load resistance. 
  
%clear all 
  
%% Physical Constants 
c = 2.998e8; % Speed of light [m/s] 
mu0 = 4e-7*pi; % Permeability of free space [H/m] 
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epsilon0 = 1/mu0/c^2; % Permittivity of free space [F/m] 
Z0 = sqrt(mu0/epsilon0); % Characteristic impedance of free space [ohm] 
  
%% Problem Inputs 
Ro = 0.8128; % Outer radius of transmission line [m] 
Ri = 0.336; % Inner radius of transmission line [m] 
V0 = 140e3; % Charging voltage (total) [V] 
Nx = 15; % Number of spatial grid points on the transmission line 
time = 1800e-9; % Length of simulation [s] 
R_gen = 0.0165; % Generator-side resistance [ohm] 
C_gen = 800e-9; % Generator-side capacitance [F] 
L_gen = 6e-9; % Generator-side inductance [H] 
R_core = 0.9; % Equivalent resistance of the inductive cores [R] 
R_load = .001; % Resistance of the load [R] 
L_load = 23e-9; % Inductance of the load [H] 
gap = 1.3e-2; % Gap height [m] 
  
%% Normalization Scales 
xs = Ri; % Length 
vs = c; % Velocity 
ts = xs/vs; % Time 
Vs = V0; % Voltage 
Rs = Z0; % Resistance 
Ls = Z0*ts; % Inductance 
Cs = ts/Z0; % Capacitance 
Is = Vs/Z0; % Current 
Lxs = mu0; % Inductance per unit length 
Cxs = epsilon0; % Capacitance per unit length 
Es = Vs*Is*ts; % Energy 
Ps = Vs*Is; % Power 
  
%% Normalized Inputs and Gridding 
Rg = R_gen/Rs; % Generator resistance 
C = C_gen/Cs; % Generator capacitance 
Lg = L_gen/Ls; % Generator inductance 
Rc = R_core/Rs; % Core resistance 
LL = L_load/Ls; % Load inductance 
RL = R_load/Rs; % Load resistance 
h = gap/xs; % Gap thickness 
Xdomain = (Ro - Ri)/xs; % Length of transmission line 
x = linspace(0,Xdomain,Nx+1); % Uniform x grid moving from R0 to Ri 
r = Ro/xs - x; % Radial position of each point 
dx = x(2) - x(1); % Size of a cell 
dt = dx/2; % Choose normalized timestep such that dx/dt = c 
tmax = time/ts; % Maximum time 
Nt = ceil(tmax/dt); % Number of timesteps 
  
%% Transmission Line Properties 
cprime = 2*pi*r/h; % Capacitance per unit length 
lprime = h./(2*pi*r); % Inductance per unit length 
Z = sqrt(lprime./cprime); % Characteristic impedance 
  
%% Initial Conditions 
currents = zeros(Nx+7,1); % Set of all currents 
voltages = zeros(Nx+7,1); % Set of all voltages 
voltages(Nx+4) = 1; % Initial voltage across the generator inductor = V0 
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voltages(Nx+2) = -1; % Initial voltage across the capacitor = V0 (negative) 
  
%% Matrix Computation 
M = Nx + 7; % Index to access voltage 
A = zeros(2*(Nx + 7)); % Initialize the matrix to solve for phi(n+1) 
% Boundary condition at i = 1 
A(1,1) = 1; 
A(1,1+M) = -dt/(lprime(1)*dx); 
A(1,2+M) = dt/(lprime(1)*dx); 
%{ 
% This section is currently replaced by the boundary condition on V at 1 
A(M+1,M+1) = 1; 
A(M+1,1) = -dt/(lprime(1)*dx); 
A(M+1,2) = dt/(lprime(1)*dx); 
%} 
% Boundary condition at i = Nx+1 
%{ 
% This section is currently replaced by the boundary condition on I at Nx+1 
A(Nx+1,Nx+1) = 1; 
A(Nx+1,Nx+M) = -dt/(cprime(Nx+1)*dx); 
A(Nx+1,Nx+M+1) = dt/(cprime(Nx+1)*dx); 
%} 
A(Nx+1+M,Nx+1+M) = 1; 
A(Nx+1+M,Nx) = -dt/(cprime(Nx+1)*dx); 
A(Nx+1+M,Nx+1) = dt/(cprime(Nx+1)*dx); 
% All other points on the transmission line 
for i = 2:Nx 
    A(i,i) = 1; 
    A(i,i+1+M) = dt/(lprime(i)*2*dx); 
    A(i,i-1+M) = -dt/(lprime(i)*2*dx); 
    A(i+M,i+M) = 1; 
    A(i+M,i+1) = dt/(2*cprime(i)*dx); 
    A(i+M,i-1) = -dt/(2*cprime(i)*dx); 
end 
% Capacitor I = C*dV/dt 
A(Nx+2+M,Nx+2+M) = 1; 
A(Nx+2+M,Nx+2) = -dt/C; 
% Generator V = I*R 
A(Nx+3+M,Nx+3+M) = 1; 
A(Nx+3+M,Nx+3) = -Rg; 
% Kirchoff's Voltage Law on the generator side 
A(Nx+4+M,Nx+4+M) = 1; 
A(Nx+4+M,Nx+2+M) = 1; 
A(Nx+4+M,Nx+3+M) = 1; 
A(Nx+4+M,Nx+5+M) = 1; 
% Core V = I*R 
A(Nx+5+M,Nx+5+M) = 1; 
A(Nx+5+M,Nx+5) = -Rc; 
% Kirchoff's Voltage Law on the load side 
A(Nx+6+M,Nx+6+M) = 1; 
A(Nx+6+M,Nx+7+M) = 1; 
A(Nx+6+M,Nx+1+M) = -1; 
% Load V = I*R 
A(Nx+7+M,Nx+7+M) = 1; 
A(Nx+7+M,Nx+7) = -RL; 
% Voltage continuity at the input node of the transmission line 
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A(1+M,Nx+5+M) = -1; 
A(1+M,1+M) = 1; 
% Current continuity at the output node of the transmission line 
A(Nx+1,Nx+1) = 1; 
A(Nx+1,Nx+6) = -1; 
% Current continuity at generator resistor 
A(Nx+2,Nx+2) = 1; 
A(Nx+2,Nx+3) = -1; 
% Current continuity at generator inductor 
A(Nx+3,Nx+3) = 1; 
A(Nx+3,Nx+4) = -1; 
% Generator V = L*dI/dt 
A(Nx+4,Nx+4) = 1; 
A(Nx+4,Nx+4+M) = -dt/Lg; 
% Kirchoff's Current Law on the load side 
A(Nx+5,Nx+5) = 1; 
A(Nx+5,Nx+4) = -1; 
A(Nx+5,1) = 1; 
% Load V = L*dI/dt 
A(Nx+6,Nx+6) = 1; 
A(Nx+6,Nx+6+M) = -dt/LL; 
% Current continuity at the load 
A(Nx+7,Nx+7) = 1; 
A(Nx+7,Nx+6) = -1; 
  
%% Solution of matrix equation 
I = zeros(Nt,1); 
V = zeros(Nt,1); 
Vc = zeros(Nt,1); 
Vg = zeros(Nt,1); 
Ic = zeros(Nt,1); 
Ig = zeros(Nt,1); 
t = zeros(Nt,1); 
for n = 1:Nt 
    t(n) = n*dt; 
    phi0 = [currents; voltages]; 
    phi0(Nx+1) = 0; 
    phi0(Nx+2) = 0; 
    phi0(Nx+3) = 0; 
    phi0(Nx+5) = 0; 
    phi0(Nx+7) = 0; 
    phi0(1+M) = 0; 
    phi0(Nx+3+M) = 0; 
    phi0(Nx+4+M) = 0; 
    phi0(Nx+5+M) = 0; 
    phi0(Nx+6+M) = 0; 
    phi0(Nx+7+M) = 0; 
    phi1 = A\phi0; 
    currents = phi1(1:Nx+7); 
    voltages = phi1(1+M:Nx+7+M); 
    I(n) = currents(Nx+6); 
    V(n) = voltages(Nx+1); 
    Ic(n) = currents(Nx+5); 
    Ig(n) = currents(Nx+2); 
    Vc(n) = voltages(Nx+5); 
    Vg(n) = voltages(Nx+2); 
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end 
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CODE 2: 
 
% This code is designed to simulate the LTD current pulse into a load with 
% a specified inductance and resistance.  The LTD circuit model used is 
% given in Mazarakis et al., IEEE Transactions on Plasma Science 38, 4 
% (2010).  A nonuniform transmission line section is included between the  
% magnetic cores and the load section.  This transmission line is the focus 
% of this code impedance mismatch reflections and peak current at the load  
% taking into account the transmission line parameters can be modeled.  The 
% model uses backward differenced time derivatives and center difference 
% spatial derivatives, so a matrix equation must be solved for each 
% progressive timestep. 
  
% The matrix phi holds all current and voltage data for a given timestep. 
% The current values are listed first, followed by the voltage values.  Phi 
% includes current and voltage data from every point on the transmission 
% line as well as current through and voltage across each additional 
% circuit element.  There are six additional circuit elements (one 
% capictor, two inductors, and three resistors), so for N+1 data points on 
% the transmission line phi contains 2*(N+7) data points total.  The 
% current and voltage at N+2 corresponds to the capacitor, N+3 corresponds 
% to the generator resistance, N+4 corresponds to the generator inductance, 
% N+5 corresponds to the core resistance, N+6 corresponds to the load 
% inductance, and N+7 corresponds to the load resistance. 
  
clear all 
NR = 30; 
NL = 30; 
timeins = zeros(NR,NL); 
peakI = zeros(NR,NL); 
peakV = zeros(NR,NL); 
risetime = zeros(NR,NL); 
ringI = zeros(NR,NL); 
ringV = zeros(NR,NL); 
Rtest = 0.005:0.005:0.15; 
Ltest = 1e-9:1e-9:3e-8; 
for q = 1:NR 
    for w = 1:NL 
%% Physical Constants 
c = 2.998e8; % Speed of light [m/s] 
mu0 = 4e-7*pi; % Permeability of free space [H/m] 
epsilon0 = 1/mu0/c^2; % Permittivity of free space [F/m] 
Z0 = sqrt(mu0/epsilon0); % Characteristic impedance of free space [ohm] 
e = 1.602e-19; % Fundamental charge [C] 
me = 9.11e-31; % Mass of an electron [kg] 
  
%% Problem Inputs 
Ro = 0.8128; % Outer radius of transmission line [m] 
Ri = 0.336; % Inner radius of transmission line [m] 
V0 = 140e3; % Charging voltage (total) [V] 
Nx = 15; % Number of spatial grid points on the transmission line 
time = 1800e-9; % Length of simulation [s] 
R_gen = 0.0165; % Generator-side resistance [ohm] 
C_gen = 800e-9; % Generator-side capacitance [F] 
L_gen = 6e-9; % Generator-side inductance [H] 
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R_core = 0.9; % Equivalent resistance of the inductive cores [R] 
R_load = Rtest(q); % Resistance of the load [R] 
L_load = Ltest(w); % Capacitance of the load [H] 
gap = 1.3e-2; % Gap height [m] 
  
%% Normalization Scales 
xs = Ri; % Length 
vs = c; % Velocity 
ts = xs/vs; % Time 
Vs = V0; % Voltage 
Rs = Z0; % Resistance 
Ls = Z0*ts; % Inductance 
Cs = ts/Z0; % Capacitance 
Is = Vs/Z0; % Current 
Lxs = mu0; % Inductance per unit length 
Cxs = epsilon0; % Capacitance per unit length 
Es = Vs*Is*ts; % Energy 
Ps = Vs*Is; % Power 
  
%% Normalized Inputs and Gridding 
Rg = R_gen/Rs; % Generator resistance 
C = C_gen/Cs; % Generator capacitance 
Lg = L_gen/Ls; % Generator inductance 
Rc = R_core/Rs; % Core resistance 
LL = L_load/Ls; % Load inductance 
RL = R_load/Rs; % Load resistance 
h = gap/xs; % Gap thickness 
Xdomain = (Ro - Ri)/xs; % Length of transmission line 
x = linspace(0,Xdomain,Nx+1); % Uniform x grid moving from R0 to Ri 
r = Ro/xs - x; % Radial position of each point 
dx = x(2) - x(1); % Size of a cell 
dt = dx/2; % Choose normalized timestep such that dx/dt > c 
tmax = time/ts; % Maximum time 
Nt = ceil(tmax/dt); % Number of timesteps 
  
%% Transmission Line Properties 
cprime = 2*pi*r/h; % Capacitance per unit length 
lprime = h./(2*pi*r); % Inductance per unit length 
Z = sqrt(lprime./cprime); % Characteristic impedance 
  
%% Initial Conditions 
currents = zeros(Nx+7,1); % Set of all currents 
voltages = zeros(Nx+7,1); % Set of all voltages 
voltages(Nx+4) = 1; % Initial voltage across the generator inductor = V0 
voltages(Nx+2) = -1; % Initial voltage across the capacitor = V0 (negative) 
  
%% Matrix Computation 
M = Nx + 7; % Index to access voltage 
A = zeros(2*(Nx + 7)); % Initialize the matrix to solve for phi(n+1) 
% Boundary condition at i = 1 
A(1,1) = 1; 
A(1,1+M) = -dt/(lprime(1)*dx); 
A(1,2+M) = dt/(lprime(1)*dx); 
%{ 
% This section is currently replaced by the boundary condition on V at 1 
A(M+1,M+1) = 1; 
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A(M+1,1) = -dt/(lprime(1)*dx); 
A(M+1,2) = dt/(lprime(1)*dx); 
%} 
% Boundary condition at i = Nx+1 
%{ 
% This section is currently replaced by the boundary condition on I at Nx+1 
A(Nx+1,Nx+1) = 1; 
A(Nx+1,Nx+M) = -dt/(cprime(Nx+1)*dx); 
A(Nx+1,Nx+M+1) = dt/(cprime(Nx+1)*dx); 
%} 
A(Nx+1+M,Nx+1+M) = 1; 
A(Nx+1+M,Nx) = -dt/(cprime(Nx+1)*dx); 
A(Nx+1+M,Nx+1) = dt/(cprime(Nx+1)*dx); 
% All other points on the transmission line 
for i = 2:Nx 
    A(i,i) = 1; 
    A(i,i+1+M) = dt/(lprime(i)*2*dx); 
    A(i,i-1+M) = -dt/(lprime(i)*2*dx); 
    A(i+M,i+M) = 1; 
    A(i+M,i+1) = dt/(2*cprime(i)*dx); 
    A(i+M,i-1) = -dt/(2*cprime(i)*dx); 
end 
% Capacitor I = C*dV/dt 
A(Nx+2+M,Nx+2+M) = 1; 
A(Nx+2+M,Nx+2) = -dt/C; 
% Generator V = I*R 
A(Nx+3+M,Nx+3+M) = 1; 
A(Nx+3+M,Nx+3) = -Rg; 
% Kirchoff's Voltage Law on the generator side 
A(Nx+4+M,Nx+4+M) = 1; 
A(Nx+4+M,Nx+2+M) = 1; 
A(Nx+4+M,Nx+3+M) = 1; 
A(Nx+4+M,Nx+5+M) = 1; 
% Core V = I*R 
A(Nx+5+M,Nx+5+M) = 1; 
A(Nx+5+M,Nx+5) = -Rc; 
% Kirchoff's Voltage Law on the load side 
A(Nx+6+M,Nx+6+M) = 1; 
A(Nx+6+M,Nx+7+M) = 1; 
A(Nx+6+M,Nx+1+M) = -1; 
% Load V = I*R 
A(Nx+7+M,Nx+7+M) = 1; 
A(Nx+7+M,Nx+7) = -RL; 
% Voltage continuity at the input node of the transmission line 
A(1+M,Nx+5+M) = -1; 
A(1+M,1+M) = 1; 
% Current continuity at the output node of the transmission line 
A(Nx+1,Nx+1) = 1; 
A(Nx+1,Nx+6) = -1; 
% Current continuity at generator resistor 
A(Nx+2,Nx+2) = 1; 
A(Nx+2,Nx+3) = -1; 
% Current continuity at generator inductor 
A(Nx+3,Nx+3) = 1; 
A(Nx+3,Nx+4) = -1; 
% Generator V = L*dI/dt 
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A(Nx+4,Nx+4) = 1; 
A(Nx+4,Nx+4+M) = -dt/Lg; 
% Kirchoff's Current Law on the load side 
A(Nx+5,Nx+5) = 1; 
A(Nx+5,Nx+4) = -1; 
A(Nx+5,1) = 1; 
% Load V = L*dI/dt 
A(Nx+6,Nx+6) = 1; 
A(Nx+6,Nx+6+M) = -dt/LL; 
% Current continuity at the load 
A(Nx+7,Nx+7) = 1; 
A(Nx+7,Nx+6) = -1; 
  
I = zeros(Nt,1); 
V = zeros(Nt,1); 
Vc = zeros(Nt,1); 
Vg = zeros(Nt,1); 
Ic = zeros(Nt,1); 
Ig = zeros(Nt,1); 
t = zeros(Nt,1); 
for n = 1:Nt 
    t(n) = n*dt; 
    phi0 = [currents; voltages]; 
    phi0(Nx+1) = 0; 
    phi0(Nx+2) = 0; 
    phi0(Nx+3) = 0; 
    phi0(Nx+5) = 0; 
    phi0(Nx+7) = 0; 
    phi0(1+M) = 0; 
    phi0(Nx+3+M) = 0; 
    phi0(Nx+4+M) = 0; 
    phi0(Nx+5+M) = 0; 
    phi0(Nx+6+M) = 0; 
    phi0(Nx+7+M) = 0; 
    phi1 = A\phi0; 
    currents = phi1(1:Nx+7); 
    voltages = phi1(1+M:Nx+7+M); 
    I(n) = currents(Nx+6); 
    V(n) = voltages(Nx+1); 
    Ic(n) = currents(Nx+5); 
    Ig(n) = currents(Nx+2); 
    Vc(n) = voltages(Nx+5); 
    Vg(n) = voltages(Nx+2); 
    Vins = gap^2/Ro^2*e*Vs/(8*c^2*me*pi^2)*I(n)^2; 
    if Vc(n) < Vins && t(n)*ts > 1e-9 && timeins(q,w) == 0 
        timeins(q,w) = t(n)*ts; 
    end 
end 
[Imax,Index] = max(I); 
peakI(q,w) = Imax*Is; 
peakV(q,w) = max(Vc)*Vs; 
risetime(q,w) = t(Index)*ts; 
ringI(q,w) = abs(min(Ig))*Is; 
ringV(q,w) = abs(min(Vc))*Vs; 
    end 
    q 
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end 
chargeV = num2str(V0/2000); 
createfigure1(Ltest*1e9,Rtest,peakI*1e-3,['Peak Current +/- ' chargeV ' kV 
Charge'],'Current (kA)',50) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\PeakCurrent' 
chargeV '.png']) 
createfigure1(Ltest*1e9,Rtest,peakV*1e-3,['Peak Insulator Voltage +/- ' 
chargeV ' kV Charge'],'Voltage (kV)',5) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\PeakVoltage' 
chargeV '.png']) 
createfigure1(Ltest*1e9,Rtest,risetime*1e9,['Risetime +/- ' chargeV ' kV 
Charge'],'Time (ns)',20) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\Risetime' 
chargeV '.png']) 
createfigure1(Ltest*1e9,Rtest,ringI*1e-3,['Ringback Current +/- ' chargeV ' 
kV Charge'],'Current (kA)',50) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\RingCurrent' 
chargeV '.png']) 
createfigure1(Ltest*1e9,Rtest,ringV*1e-3,['Ringback Voltage +/- ' chargeV ' 
kV Charge'],'Voltage (kV)',5) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\RingVoltage' 
chargeV '.png']) 
createfigure1(Ltest*1e9,Rtest(1:20),timeins(1:20,:)*1e9,['Time to Magnetic 
Insulation +/- ' chargeV ' kV Charge'],'Time (ns)',20) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\TimeIns' 
chargeV '.png']) 
createfigure1(Ltest*1e9,Rtest(1:20),timeins(1:20,:)./risetime(1:20,:)*100,['T
ime to Magnetic Insulation +/- ' chargeV ' kV Charge'],'Percent of 
risetime',5) 
saveas(gcf,['C:\Users\Adam\Desktop\Reno Performance Predictions\PercentIns' 
chargeV '.png']) 
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CODE 3: 
 
% This code is designed to simulate the LTD current pulse into a load with 
% a specified inductance and resistance.  The LTD circuit model used is 
% given in Mazarakis et al., IEEE Transactions on Plasma Science 38, 4 
% (2010).  A nonuniform transmission line section is included between the  
% magnetic cores and the load section.  This transmission line is the focus 
% of this code impedance mismatch reflections and peak current at the load  
% taking into account the transmission line parameters can be modeled.  The 
% model uses backward differenced time derivatives and center difference 
% spatial derivatives, so a matrix equation must be solved for each 
% progressive timestep. 
  
% The matrix phi holds all current and voltage data for a given timestep. 
% The current values are listed first, followed by the voltage values.  Phi 
% includes current and voltage data from every point on the transmission 
% line as well as current through and voltage across each additional 
% circuit element.  There are six additional circuit elements (one 
% capictor, two inductors, and three resistors), so for N+1 data points on 
% the transmission line phi contains 2*(N+7) data points total.  The 
% current and voltage at N+2 corresponds to the capacitor, N+3 corresponds 
% to the generator resistance, N+4 corresponds to the generator inductance, 
% N+5 corresponds to the core resistance, N+6 corresponds to the load 
% inductance, and N+7 corresponds to the load resistance. 
  
%clear all 
  
%% Physical Constants 
c = 2.998e8; % Speed of light [m/s] 
mu0 = 4e-7*pi; % Permeability of free space [H/m] 
epsilon0 = 1/mu0/c^2; % Permittivity of free space [F/m] 
Z0 = sqrt(mu0/epsilon0); % Characteristic impedance of free space [ohm] 
  
%% Problem Inputs 
pfire = 1; % Percent of machine firing 
Ro = 0.8128; % Outer radius of transmission line [m] 
Ri = 0.69/2; % Inner radius of transmission line [m] 
V0 = 140e3; % Charging voltage (total) [V] 
Nx = 20; % Number of spatial grid points on the transmission line 
time = 400e-9; % Length of simulation [s] 
R_gen = 0.00165/pfire; % Generator-side resistance [ohm] 
C_gen = (800*pfire)*1e-9; % Generator-side capacitance [F] 
L_gen = 6e-9/pfire; % Generator-side inductance [H] 
R_core = 0.55; % Equivalent resistance of the inductive cores [R] 
R_load = .015; % Resistance of the load [R] 
gap = 1.3e-2; % Gap height [m] 
  
%% Current Trace Input 
%[fname,fpath] = uigetfile('Z:\data\maize\shots\*.txt','Select the processed 
current trace'); 
%openthis = [fpath,fname]; 
shotnum = '00817'; 
CurrentTrace = dlmread(['Z:\data\maize\shots\' shotnum 
'\traces_processed\BDot_2_Current.txt']); 
Time = CurrentTrace(:,1); 
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Current = CurrentTrace(:,2); 
zeroIndex = find(Time>=0,1,'first'); 
maxIndex = find(Time<=time,1,'last'); 
  
%% Normalization Scales 
xs = Ri; % Length 
vs = c; % Velocity 
ts = xs/vs; % Time 
Vs = V0; % Voltage 
Rs = Z0; % Resistance 
Ls = Z0*ts; % Inductance 
Cs = ts/Z0; % Capacitance 
Is = Vs/Z0; % Current 
Lxs = mu0; % Inductance per unit length 
Cxs = epsilon0; % Capacitance per unit length 
Es = Vs*Is*ts; % Energy 
Ps = Vs*Is; % Power 
  
%% Normalized Current Trace 
tm = Time(zeroIndex:maxIndex)/ts; 
Im = Current(zeroIndex:maxIndex)/Is; 
  
%% Normalized Inputs and Gridding 
Rg = R_gen/Rs; % Generator resistance 
C = C_gen/Cs; % Generator capacitance 
Lg = L_gen/Ls; % Generator inductance 
Rc = R_core/Rs; % Core resistance 
RL = R_load/Rs; % Load resistance 
h = gap/xs; % Gap thickness 
Xdomain = (Ro - Ri)/xs; % Length of transmission line 
x = linspace(0,Xdomain,Nx+1); % Uniform x grid moving from R0 to Ri 
r = Ro/xs - x; % Radial position of each point 
dx = x(2) - x(1); % Size of a cell 
dt = dx/2; % Choose normalized timestep such that dx/dt = c 
tmax = time/ts; % Maximum time 
Nt = ceil(tmax/dt); % Number of timesteps 
  
%% Transmission Line Properties 
cprime = 2*pi*r/h; % Capacitance per unit length 
lprime = h./(2*pi*r); % Inductance per unit length 
Z = sqrt(lprime./cprime); % Characteristic impedance 
  
%% Initial Conditions 
currents = zeros(Nx+7,1); % Set of all currents 
voltages = zeros(Nx+7,1); % Set of all voltages 
voltages(Nx+4) = 1; % Initial voltage across the generator inductor = V0 
voltages(Nx+2) = -1; % Initial voltage across the capacitor = V0 (negative) 
  
%% Matrix Computation 
M = Nx + 7; % Index to access voltage 
A = zeros(2*(Nx + 7)); % Initialize the matrix to solve for phi(n+1) 
% Boundary condition at i = 1 
A(1,1) = 1; 
A(1,1+M) = -dt/(lprime(1)*dx); 
A(1,2+M) = dt/(lprime(1)*dx); 
%{ 
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% This section is currently replaced by the boundary condition on V at 1 
A(M+1,M+1) = 1; 
A(M+1,1) = -dt/(lprime(1)*dx); 
A(M+1,2) = dt/(lprime(1)*dx); 
%} 
% Boundary condition at i = Nx+1 
%{ 
% This section is currently replaced by the boundary condition on I at Nx+1 
A(Nx+1,Nx+1) = 1; 
A(Nx+1,Nx+M) = -dt/(cprime(Nx+1)*dx); 
A(Nx+1,Nx+M+1) = dt/(cprime(Nx+1)*dx); 
%} 
A(Nx+1+M,Nx+1+M) = 1; 
A(Nx+1+M,Nx) = -dt/(cprime(Nx+1)*dx); 
A(Nx+1+M,Nx+1) = dt/(cprime(Nx+1)*dx); 
% All other points on the transmission line 
for i = 2:Nx 
    A(i,i) = 1; 
    A(i,i+1+M) = dt/(lprime(i)*2*dx); 
    A(i,i-1+M) = -dt/(lprime(i)*2*dx); 
    A(i+M,i+M) = 1; 
    A(i+M,i+1) = dt/(2*cprime(i)*dx); 
    A(i+M,i-1) = -dt/(2*cprime(i)*dx); 
end 
% Capacitor I = C*dV/dt 
A(Nx+2+M,Nx+2+M) = 1; 
A(Nx+2+M,Nx+2) = -dt/C; 
% Generator V = I*R 
A(Nx+3+M,Nx+3+M) = 1; 
A(Nx+3+M,Nx+3) = -Rg; 
% Kirchoff's Voltage Law on the generator side 
A(Nx+4+M,Nx+4+M) = 1; 
A(Nx+4+M,Nx+2+M) = 1; 
A(Nx+4+M,Nx+3+M) = 1; 
A(Nx+4+M,Nx+5+M) = 1; 
% Core V = I*R 
A(Nx+5+M,Nx+5+M) = 1; 
A(Nx+5+M,Nx+5) = -Rc; 
% Kirchoff's Voltage Law on the load side 
A(Nx+6+M,Nx+6+M) = 1; 
A(Nx+6+M,Nx+7+M) = 1; 
A(Nx+6+M,Nx+1+M) = -1; 
% Load V = I*R 
A(Nx+7+M,Nx+7+M) = 1; 
A(Nx+7+M,Nx+7) = -RL; 
% Voltage continuity at the input node of the transmission line 
A(1+M,Nx+5+M) = -1; 
A(1+M,1+M) = 1; 
% Current continuity at the output node of the transmission line 
A(Nx+1,Nx+1) = 1; 
% Current continuity at generator resistor 
A(Nx+2,Nx+2) = 1; 
A(Nx+2,Nx+3) = -1; 
% Current continuity at generator inductor 
A(Nx+3,Nx+3) = 1; 
A(Nx+3,Nx+4) = -1; 
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% Generator V = L*dI/dt 
A(Nx+4,Nx+4) = 1; 
A(Nx+4,Nx+4+M) = -dt/Lg; 
% Kirchoff's Current Law on the load side 
A(Nx+5,Nx+5) = 1; 
A(Nx+5,Nx+4) = -1; 
A(Nx+5,1) = 1; 
% Load V = L*dI/dt 
A(Nx+6,Nx+6) = 1; 
% Current continuity at the load 
A(Nx+7,Nx+7) = 1; 
  
%% Solution of matrix equation 
I = zeros(Nt,1); 
V = zeros(Nt,1); 
Vc = zeros(Nt,1); 
VL = zeros(Nt,1); 
Vg = zeros(Nt,1); 
Ic = zeros(Nt,1); 
Ig = zeros(Nt,1); 
LL = zeros(Nt,1); 
dI = zeros(Nt,1); 
t = (1:Nt)*dt; 
Ioft = interp1(tm,Im,t); 
I0 = 0; 
for n = 1:Nt 
    I1 = Ioft(n); 
    phi0 = [currents; voltages]; 
    if I1-I0 ~= 0 
        phi0(Nx+1) = I1; 
        phi0(Nx+2) = 0; 
        phi0(Nx+3) = 0; 
        phi0(Nx+5) = 0; 
        phi0(Nx+6) = 0; 
        phi0(Nx+7) = I1; 
        phi0(1+M) = 0; 
        phi0(Nx+3+M) = 0; 
        phi0(Nx+4+M) = 0; 
        phi0(Nx+5+M) = 0; 
        phi0(Nx+6+M) = 0; 
        phi0(Nx+7+M) = 0; 
        A(Nx+6,Nx+6+M) = -dt/(I1-I0); 
        A(Nx+6+M,Nx+6+M) = 1; 
        A(Nx+6+M,Nx+7+M) = 1; 
        A(Nx+6+M,Nx+1+M) = -1; 
    else 
        phi0(Nx+1) = I1; 
        phi0(Nx+2) = 0; 
        phi0(Nx+3) = 0; 
        phi0(Nx+5) = 0; 
        phi0(Nx+6) = 0; 
        phi0(Nx+7) = I1; 
        phi0(1+M) = 0; 
        phi0(Nx+3+M) = 0; 
        phi0(Nx+4+M) = 0; 
        phi0(Nx+5+M) = 0; 
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        phi0(Nx+6+M) = 0; 
        phi0(Nx+7+M) = 0; 
        A(Nx+6,Nx+6+M) = 0; 
        A(Nx+6+M,Nx+6+M) = 1; 
        A(Nx+6+M,Nx+7+M) = 0; 
        A(Nx+6+M,Nx+1+M) = 0; 
    end 
    phi1 = A\phi0; 
    currents = phi1(1:Nx+7); 
    voltages = phi1(1+M:Nx+7+M); 
    LL(n) = currents(Nx+6); 
    V(n) = voltages(Nx+1); 
    VL(n) = voltages(Nx+6); 
    Ic(n) = currents(Nx+5); 
    Ig(n) = currents(Nx+2); 
    Vc(n) = voltages(Nx+5); 
    Vg(n) = voltages(Nx+2); 
    dI(n) = I1-I0; 
    I0 = I1; 
end 
  
%figure 
%plot(t*ts*1e9,LL*Ls*1e9,t*ts*1e9,Ioft*Is/1e4) 
  
currentToSave = [t'*ts,Ioft'*Is]; 
inductanceToSave = [t'*ts,LL*Ls]; 
dlmwrite(['C:\Users\Adam\Desktop\Mipse Folder\' shotnum 
'_current.txt'],currentToSave,',') 
dlmwrite(['C:\Users\Adam\Desktop\Mipse Folder\' shotnum 
'_inductance.txt'],inductanceToSave,',') 
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APPENDIX C 
 
Switch Description and Rebuild Procedure for MAIZE 
The LTD employs 40 six-gap sequence multi-electrode spark gap switches developed by 
HCEI in Tomsk, Russia.  These switches consist of anode and cathode plates, five additional 
intermediate electrode stages, a plastic housing that holds the electrodes in place, and gas lines to 
allow for pressurization.  The following figures show the components of a switch along with 
relevant dimensions: 
 
Figure C.2: Fully assembled switch exterior view 
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Figure C.2: Schematic of fully assembled switch interior view 
 
Figure C.3: Stage 2 and 4 electrode schematics 
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Figure C.4: Side view of stages 1 and 5 
 
 
Figure C.5: Anode and cathode electrode plate schematics 
n
eedle 
n
eedle 
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The brass balls on the intermediate stages are tapped with M6 threads, and a 20-mm M6 
bolt is inserted through a blind hole in the electrode into the threads of each brass ball.  The bolt 
is coated with a silicone adhesive such that turning the bolt head advances the brass ball away 
from the electrode.  Grooves cut into the plastic switch housing receive the brass balls, holding 
each electrode in a fixed position.  Stages 2, 3, and 4 are identical in size and bolt positioning 
except stage 3 has two of the brass balls replaced with tubes that mate with the external gas line 
connections.  The external connections screw into threaded holes on the plastic housing and 
connect to 10-mm OD gas lines via Legris press-release fittings.  Silicone adhesive is used to 
create an airtight seal between the plastic housing and the threads.  These external connections 
are electrically connected to stage 3, allowing for a trigger or ground line to be connected to the 
middle electrode.  Stages 1 and 5 are larger than the other three stages by 2.2 mm, and the bolt 
holes are offset from center (upward on stage 5 and downward on stage 1) by approximately 1.25 
mm.  The reason for this offset design is unknown, but when all stages are properly installed 
each air gap has a height of 6.0 ± 0.3 mm.   
All electrodes except the anode plate have a needle pointing towards the anode side of the 
switch.  This needle is soft soldered into a 2.7 mm stainless steel rod spanning the diameter on 
each intermediate stage.  The cathode plate also has a needle soft soldered directly to the plate.  
Each needle protrudes 6 mm from the solder point and is sharpened to a point such that it 
resembles the tip of a hypodermic needle. 
The anode and cathode plates screw onto either end of the plastic housing.  An o-ring of 
ID 94.84 mm and width 3.53 (standard size number 2-240) makes a pressure seal when the 
electrode plates are tightened. 
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C. 1 Normal Operation 
The switches are designed to hold off high voltage placed across the anode and cathode 
plates until a trigger pulse is delivered to the stage 3 (middle) electrode, at which point the switch 
nearly instantaneously breaks down and becomes an electrical short.  The breakdown time varies 
depending on the input pulse but has been observed to be on order 100 ns.  Dry air is used as the 
fill gas in the switch at a voltage-dependent pressure, typically 20 to 50 psig.  Jitter is in general 
pressure dependent; for properly set pressures jitter is on order nanosecond. 
On the MAIZE linear transformer driver, the switches operate at 26 psig for the standard 
charging voltage of +/- 70 kV.  The switch/capacitor bricks are submerged in Univolt 60 mineral 
oil to prevent arcing, and the positive pressure in the switches prevents oil from leaking across 
the Legris fittings.  Between shots, the switches are purged by exhausting air until the pressure 
drops to ~5 psig, then bringing the switch back up to operating pressure.  The purging process is 
repeated 5 to 10 times, which is sufficient to remove > 99% of breakdown products from the 
previous shot. 
A switch is triggered by applying a voltage pulse to the center electrode.  On the LTD, a 
trigger pulse of 70 kV is supplied by the Russian Pail Generator (RPG).  Other triggers, 
including a 100 kV Maxwell generator, have been used to successfully trigger a switch.  
Triggering the switch drops its resistance to effectively zero and connects the capacitors of the 
brick in series, discharging their stored energy into the load. 
C.2 Sequence Multi-Electrode Breakdown Theory 
For a sequence multiple electrode switch to fire properly, the anode-cathode potential 
difference should be evenly distributed across the gaps.  Usually, this is accomplished by 
connecting the stages with large (GΩ-scale) resistors and dividing the voltage resistively.  The 
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HCEI switches do not include such resistors, so the voltage division is accomplished by the 
needles on the cathode side of each air gap.  When the anode-cathode potential is applied to the 
switch, the sharp needle tip on the cathode sees a large local electric field, which causes field 
emission and partial coronal breakdown.  Electrons liberated from the needle and the background 
gas strike the electrode adjacent to the cathode (electrode 5), giving rise to a small but finite 
current.  The current causes a voltage drop across the gap.  At this point, electrode 5 is biased 
negatively with respect to electrode 4, so it also emits electrons, creating a resistive current 
channel and associated potential difference.  This process continues until the entire switch has 
divided the applied A-K voltage evenly between the six gaps. 
The charging voltage should apply a resistively divided potential across each gap that is 
significantly smaller than the self-breakdown voltage of the gap to avoid prefires.  At +/- 70 kV 
and 26 psig, the potential drop per gap is roughly half of the self-break threshold.  A large trigger 
is therefore necessary to ensure rapid low-jitter breakdown.  The 70 kV pulse output by the RPG 
to the external connection on stage 3 of a switch rapidly changes the potential of stage 3 from 0 
to 70 kV, which exceeds the self-break threshold of the 3-4 gap by a little more than a factor of 
two.  When this gap breaks down, the 3 and 4 electrodes are shorted.  This leads to a cascade 
event that shorts all of the electrodes and closes the switch. 
C.3 Switch rebuilding and testing 
In general, problems developed by the HCEI switches caused the LTD to prefire at low 
pressures; if the switch pressure is raised to prevent prefiring, an unacceptably high number of 
switches no-fire.  The operating pressure was continuously raised to reduce the likelihood of 
prefire; by the time the LTD was taken down for rebuild, the operating pressure had been raised 
by about 15 psi to 40 psig.   
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A fiber optic diagnostic was developed to measure switch closing timing.  This diagnostic 
replaced one of the air lines with a Legris tubing containing a fiber optic, pointing the end of the 
fiber at the middle gap of the switch.  Each fiber extends from the switch location in the LTD to 
the screen room through a ¾-inch plastic gas line connected to one of the inlet ports of the LTD 
cavity.  These fibers are connected to PMTs to determine the timing of switch closure.  In normal 
switch operation, the switch becomes fully conductive around 40 ns after the trigger pulse 
reaches the midplane, with jitter on the order of 10 ns.  An example switch PMT signal trace 
indicating the relevant timings is shown in Figure C.6. 
 
Figure C.6: PMT signal from a switch during the breakdown process. 
 
PMT signals from a properly performing switch and a switch requiring rebuilding are 
compared in Figure C.7 and Figure C.8.  Note the normally 10 ns jitter exhibited in Figure has 
increased to almost 200 ns in Figure.   
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Figure C.7: PMT signals from a properly performing switch.  Note the normal 10 ns jitter. 
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Figure C.8: PMT signals from a switch requiring rebuilding.  Note the normally 10 ns jitter exhibited in Figure C.7 
has increased to almost 200 ns. 
 
To rebuild a switch, the entire switch is first disassembled; the list of parts for each 
switch should include the anode plate, cathode plate, stage 1 through 5 electrode plates, two gas 
inlets, and the switch housing.  Each component should be labeled to avoid confusion when 
reassembling the switch.  Material residue and arc marks on every surface are removed by 
sanding, which is performed by securing the components on a lathe on a low speed setting (~60 
rpm) and holding sandpaper up to the surface while the part spins to achieve azimuthally uniform 
sanding.  The internal surface of the plastic housing is sanded coarsely using ~250 grit 
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sandpaper.  The housing is then submersed in an ultrasonic cleaner with a mild cleaning solution 
for around 10 minutes to remove oil and sand residue, rinsed in plain tap water, and allowed to 
air dry.  All metal surfaces (except the gas feed lines) are sanded with a progression of grits to 
obtain a highly polished finish; the progression used on the fall 2015 rebuild was 240-600-1000-
1500.  After the electrodes are sanded, all metal components (including the gas feed lines) are 
submersed in the ultrasonic cleaner with a mild cleaning solution for 10 minutes.  These 
components are then rinsed, first in tap water, then in isopropyl alcohol to accelerate 
evaporation.  The components are air dried, then reattached to the switch body, starting with the 
trigger plane electrode.  Threadings on the gas inlets, which also serve as the supports for the 
trigger plane electrode, are coated with silicone RTV prior to reattaching them to the switch to 
make an oil-tight seal at their interfaces.  After the five trigger plane electrodes have been 
reattached, fresh o-rings are installed on the anode and cathode plates, which are threaded on 
using a strap wrench to achieve sufficient o-ring compression. 
Reassembled switches are connected one at a time to a simple testing circuit to evaluate 
jitter and perform conditioning.  The testing circuit consists of a single LTD brick, using two of 
the same 40 nF, 100 kV capacitors.  The high voltage lines normally used to charge the LTD 
were connected to the anode and cathode of the switch through 1 kΩ resistors.  A resistive 
(steady-state) ground is attached to one side of the switch.  The same Maxwell generator used to 
trigger the LTD is connected to the trigger plane to fire the brick tester.  The switch is 
conditioned by firing 100 times at 20 psig, then tested for prefires 10 times each at 25 psig, 20 
psig, and 15 psig, and evaluated for late firing at 30 psig.  The switch is deemed acceptable if no 
prefires occur at 25 psig and no more than 2 occur at 20 psig. 
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