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ENSMSE Mise au point en Prolog 
1. Avant Propos 
1.1 Historique 
La programmation logique s'est développée au début des années 1970 par la con-
jonction de deux projets de recherche différents: la démonstration automatique de théo-
rèmes et le traitement de langages naturels ou artificiels. 
La contribution d'Alain Colmerauer provient de son intérêt pour le traitement auto-
matique du langage naturel, alors que celle de Robert Kowalski a pour origine sa com-
pétence en logique et la démonstration automatique de théorèmes [Colmerauer-73, Ko-
walski-74]. 
Les travaux effectués par Herbrand ont contribué au développement de la démons-
tration automatique de théorèmes au début des années 1960 [Herbrand-31,67]. Mais sa 
méthode de déduction était impraticable par un système informatique. Ces travaux 
aboutirent à la publication par Robinson d'un important papier sur la technique de dé-
duction, introduisant la règle de résolution [Robinson-65]. La résolution est une règle 
d'inférence particulièrement adaptée à la déduction automatique sur un ordinateur. 
En 1970, Colmerauer et Kowalski aboutirent à l'idée fondamentale que la logique 
pouvait être utilisée comme langage de programmation. Ainsi, le premier interprète Pro-
log, pour Programmation en logique, fut développé à l'université d'Aix-Marseille et écrit 
en langage ALGOL-W par Roussel [Colmerauer-73]. Puis une version améliorée et plus 
influente écrite en FORTRAN donna naissance à Prolog-1. ' 
L'apparition d'interprètes sur de gros systèmes, tels Prolog-Dec10, puis des pre-
miers compilateurs Prolog basés sur le fonctionnement de la machine virtuelle deWar-
ren contribuèrent à la renomméè du langage ainsi qu'a sa diffusion dans les universités 
puis l'industrie comme un puissant langage de l'Intelligence Artificielle [Warren-77, 83]. 
Le langage Prolog est fondé sur une restriction de la logique du premier ordre : l'en-
semble des clauses de Horn. Le fait d'utiliser la logique du premier ordre comme langage 
de programmation était révolutionnaire parce que, jusqu'en 1972, une des utilisations 
de la logique en informatique était pour écrire des spécifications formelles et déclarati-
ves. Kowalski nous montre dans son papier sur ce langage [Kowalski-74] que la logique 
des clauses de Horn possède une interprétation opérationnelle qui la rend très efficace 
comme fondement d'un langage de programmation, puis il effectue une preuve de la 
complétude de la méthode de dérivation sur laquelle se fondent tous les interprètes Pro-
log. 
De plus, la définition d'une sémantique formelle d'un langage de programmation lo-
gique [Emden-Kowalski-76] permet de définir une sémantique du point fixe pour les pro-
grammes utilisant les clauses de Hom comme syntaxe formelle, mais elle permet aussi 
de démontrer qu'elle était identique au modèle minimal d'une sémantique opérationnel-
le. Cet aspect est aussi étudié dans le cadre de la norme Prolog en cours de rédaction 
[Deransart&all-85]. 
7 
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Une clause de Horn définie est une formule logique de la forme 
{A<== Al 1\ A2 ... 1\ An}. On peut la considérer comme la définition d'une procédure que 
l'on appelle un prédicat, dans laquelle chaque littéral Ai est considéré comme l'appel 
d'une procédure cherchant une solution de ce prédicat. Un programme Prolog se déroule 
lorsqu'on lui fournit un but à résoudre qui est une clause de Horn de la forme 
{<==Cl 1\ Cz ... 1\ Cm}. Si la question posée au système Prolog est le but 
{ <== C 1 1\ C2 ... 1\ Cm}, une étape de la résolution consiste à trouver une clause 
{A <== Al 1\ A2 ... 1\ An} et un indice i tels que le sous-but Ci s'unifie avec la tête A par une 
substitution e des variables du couple (A. Ci). puis à remplacer le but initial par le nou-
veau but{(<== Cl ... 1\ Ci-l 1\ Al ... 1\ An 1\ Ci+l ... 1\ Cm)8} qui devient ainsi le but initial 
de l'étape suivante. L'unification apparait comme un mécanisme de passage de paramè-
tres, mais aussi comme un outil de sélection et de construction de données. Le program-
me se termine lorsqu'une étape de la résolution produit un nouveau but vide. 
Une des idées principales de la programmation logique due à Kowalski [Kowalski-
79] est qu'un algorithme est constitué de deux composantes ; la première composante, 
la logique, permet de spécifier un problème à résoudre, la seconde composante, le con-
trôle, permet de décrire comment on doit résoudre le problème posé. 
Un système idéal de programmation logique serait de programmer dans la partie 
purement déclarative, c'est à dire dans la composante logique. On ne laisserait à ce sys-
tème que la partie contrôle. Malheureusement, les systèmes actuels de programmation 
logique n'y sont pas encore parvenus et l'utilisateur doit savoir exprimer le contrôle au 
niveau des clauses et comment le système l'utilise pour modifier la résolution d'un pro-
blème. 
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1.2 Généralités sur Prolog 
La programmation logique se fonde sur la théorie de la logique du premier ordre. 
Nous présentons ici un exemple simple de programme permettant d'illustrer quelques 
concepts. 
Nous nous intéressons au problème de la représentation d'un arbre généalogique 
et à la déduction d'informations obtenues à partir de relations familiales. 
Considérons un ensemble de phrases en langue naturelle correspondant à la des-
cription d'une certaine famille : 
pierre est le père de hervé, de arthur et de marie, 
lucien est le père de jeanne et de amélie, 
jeanne est la mère de marie et de arthur, 
amélie est la mère de andré, 
berthe est la mère de amélie et de jeanne. 
Un individu quelconque qui lira ces phrases comprendra leur signification. De plus, 
en appliquant certaines règles que l'individu possède par ses connaissances propres, il 
pourra déduire de ces phrases d'autres phrases en se posant des questions sur la fa-
mille, comme par exemple : 
jeanne est-elle une enfant de andré ? 
réponse = non 
jeanne est l'enfant de qui ? 
de lucien et de berthe 
Si nous voulons disposer d'un système automatique de déduction sur ce domaine 
particulier, nous devons au préalable décrire ce domaine par un ensemble d'axiomes qui 
sera la traduction directe de phrases que nous avons considérées. 
Chaque personne est un homme ou.une femme. Cette information est contenue 
dans le genre de son prénom. Nous décrivons les individus du domaine par l'ensemble 
d'axiomes suivant, appelé aussi des faits : 
homme(pierre) 
homme(hervé) 
homme( arthur) 
homme( andré) 
hommeOucien) 
femme(berthe) 
femme(marie) 
femme( amélie) 
femmeGeanne) 
9 
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L'axiome "homme(X}" spécifie que l'individu de prénom X est un homme, l'axiome 
jemme{Y)" spécifie que l'individu de prénom Y est une femme. Maintenant nous pou-
vons déclarer les axiomes de lien de parenté entre deux individus, traduction des phra-
ses considérées, de la façon suivante : 
père(pierre, hervé) 
père(pierre, arthur) 
père(pierre, marie) 
père(lucien, jeanne) 
père(lucien, amélie) 
mèreGeanne,marie) 
mèreGeanne, arthur) 
mère(amélie, andré) 
mère(berthe, amélie) 
mère(berthe, jeanne) 
Où la relation "père(X, Y)" indique que l'individu X est le père de l'individu Y, la re-
lation "mère{X, Y)" indique que l'individu X est la mère de l'individu Y. 
Maintenant si nous voulons déduire de cet ensemole d'axiomes certaines relations 
de parenté qui peuvent être : 
enfant(Enfant, Parent), 
qui dit que Enfant est un enfant de Parent, 
fils(Fils, Parent), 
qui dit que Fils est un fils de Parent, 
fille(Fille, Parent), 
qui dit que Fille est une fille de Parent, 
frère_sœur(X, Y), 
qui dit que X est un frère ou une sœur de Y. 
Nous devons traduire les règles de déductions que nous possédons sur ce domaine. 
Nous pouvons déjà remarquer que si l'individu Enfant est un enfant de l'individu Parent 
alors Parent est soit un père soit une mère de Enfant. Cette relation peut s'écrire direc-
tement sous forme de deux règles : 
enfant(Enfant, Parent) 
si père(Parent, Enfant). 
enfant(Enfant, Parent) 
si mère(Parent, Enfant). 
Qui signifient que Enfant est un enfant de Parent si Parent est le père de Enfant ou 
si Parent est la mère de Enfant. Nous pouvons déjà déduire quelques relations simples 
par l'utilisation de ces règles et en appliquant des déductions à partir des axiomes. Nous 
pouvons poser les questions suivantes : 
Introduction Wednesday 29 August 1990 Avant Propos 
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enfant(jeanne, andré)? 
Non 
% impossible à démontrer 
enfant(jeanne, Parent)? 
Mise au point en Pro log 
Parent = lucien % car père(lucien, jeanne) est un faït 
Oui 
Parent = berthe % car mère(berthe, jeanne) est un fait 
Oui 
Les autres relations peuvent se déduire de la même façon à partir des connaissan-
ces sur le domaine d'application, par l'ensemble des règles : 
fils(Fils, Parent) 
si enfant(Fils, Parent) et homme(Fils) 
fille(Fille, Parent) 
si enfant(Fille, Parent) et femme(Fille) 
· frère_sœur(X, Y) 
si père(P, X) 
et père(P, Y) % ils ont même père 
et mère(P, X) 
et mère(P, Y) % ils ont même mère 
et X '* Y % X et Y sont différents. 
Selon le même principe nous pouvons écrire d'autres relations de lien de parenté, 
telles que la relation "grand_père(X, Y]" signifiant que X est le grand père de Y, la relation 
"grand_mère{X, Y]" signifiant que X est la grand mère de Y, la relation "oncle(X, Y]" signi-
fiant que X est l'oncle de Y ... Nous laissons le soin au lecteur d'écrire l'ensemble des re-
lations de parenté que nous poùvons déduire sur un arbre généalogique. Cet exemple 
d'application et de modélisation d'un domaine réel est une bonne introduc't;ion à la pro-
grammation logique et plus particulièrement au système de déduction automatique de 
théorèmes qu'est un système Prolog pur. 
Comme nous venons de le voir sur cet exemple, le langage Prolog est composé de 
deux parties, l'algorithme de déduction (la résolution d'un but) et la représentation des 
connaissances du domaine d'application (les faits, les règles et les buts). La suite de cet-
te introduction va se découper en trois parties; la première présente les objectifs du tra-
vail de recherche que j'ai effectué, la seconde les fondements théoriques de la logique du 
premier ·ordre, la troisième une présentation des problèmes du développement d'une ap-
plication en Prolog. · 
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1.3 But du projet 
Lorsqu'un nouvel utilisateur du langage Prolog commence à écrire des program-
mes, il se trouve devant de nouvelles difficultés de programmation s'il connaît déjà un 
langage impératif tel que Pascal ou C. Le cas des nouveaux programmeurs pose moins 
de problèmes bien qu'il s'en rapproche légèrement. 
Ce qui est déroutant lorsque l'on aborde la programmation logique, c'est le fait que 
l'utilisateur n'a pas besoin de connaître a priori la manière dont on résout la question 
posée au système, du moins si l'on programme en logique pure, et bien souvent bon 
nombre d'utilisateurs sont rebutés par une telle approche, que l'on peut nommer "dé-
clarativité du langage". 
C'est justement cet aspect du langage, qui le rend très attrayant et qui parfois fait 
fuir les programmeurs automates, ceux qui ne peuvent programmer dans un langage 
que si celui-ci est impératif et automatique. 
La logique du premier ordre est un formalisme qui hérite de la culture mathémati-
que que nous possédons. Ainsi, toute personne ayant suivi une scolarité normale. peut 
utiliser la programmation logique pour formaliser certaines déductions sur divers pro-
blèmes qu'il se pose. 
Cependant, le langage Prolog est plus qu'un simple langage de programmation en 
logique, il possède une sémantique ''opérationnelle" qui lui permet de calculer des solu-
tions à un problème donné. Ainsi, toute personne se posant une question en program-
mation logique, trouvera un ensemble de réponses que lui fournira un système Prolog. 
La difficulté que j'ai rencontrée lorsque j'ai débuté dans ce langage, est la puissance 
d'expression du langage. Tout peu{ s'écrire en utilisant la programmation logique. Un 
autre aspect difficile à maîtriser est le non déterminisme de la sémantique du langage. 
Pour bien programmer en Prolog, il est nécessaire de remettre en cause toute la cul-
ture informatique que l'on possède et de raisonner d'une façon nouvelle pour exprimer 
ses théories, par l'utilisation de la sémantique déclarative du langage, mais aussi par 
l'approche récursive que l'on peut comparer aux démonstrations par récurrences que 
nous avons tous un jour utilisées. 
Cet aspect des choses peut compliquer l'écriture de programmes Prolog. Lorsque 
l'on écrit une application en Prolog, on utilise le modèle sous-jacent du programme, c'est· 
le modèle théorique, pour déclarer des formules logiques. En revanche, lorsque le sys-
tème Prolog recherche une solution au problème posé, c'est un but à résoudre, il utilise 
une sémantique qui n'est pas forcément identique à celle désirée, car bien souvent le 
programmeur réalise une sous-partie de la théorie. La différence entre les deux séman-
tiques n'est pas forcément une erreur de programmation, car il est plus simple de décla-
rer une partie de la théorie que de toute la réaliser pour résoudre son problème. 
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En revanche, lorsque la différence de ces deux sémantiques est gênante pour la jus-
tesse de la solution obtenue, on obtient ce que l'on appelle un symptôme d'une erreur 
du programme. Il faut donc corriger ce programme pour obtenir une bonne sémantique 
opérationnelle et suffisamment proche de la sémantique attendue. 
Nous voyons donc que nous avons besoin d'analyser la justesse d'un programme, 
par les symptômes que l'on obtient sur des buts particuliers, que l'on donne au système 
Prolog pour tester le programme. 
Tout utilisateur Prolog s'est confronté au problème de la justesse d'un de ses pro-
grammes. La technique que l'on utilise, pour corriger une erreur, est d'essayer de com-
prendre pourquoi il existe une différence entre les deux sémantiques. Il faut donc con-
naître de façon parfaite la méthode de déduction que réalise tout système Pro log pour 
analyser la sémantique opérationnelle. 
On voit donc ici la contradiction de tout système Prolog, elle nécessite une connais-
sance calculatoire, au détriment de la simple connaissance déclarative. L'utilisateur ne 
dispose, dans les systèmes actuels, que d'une méthode de trace de la résolution Prolog 
permettant de suivre la résolution d'un but. 
Lorsque l'utilisateur réalise une mise au point d'un de ses programmes, c'est-à-dire 
qu'il réalise une détection d'erreurs et une correction d'erreurs, celui-ci doit mettre en 
oeuvre un ensemble de raisonnement difficile à obtenir par tous les programmeurs. Il 
faut analyser la sémantique attendue du programme et analyser la sémantique opéra-
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tionnelle pour détecter une première incohérence, fournissant l'erreur cherchée, mais =~ 
aussi la cause de l'erreur. 
L'objectif des systèmes de mise au point déclaratifs est de démocratiser cette phase J~ 
d'analyse par comparaison, le programmeur spécifie la sémantique attendue de son pro-
gramme et c'est le système qui réalise l'expertise nécessaire pour fournir la première er-
reur du programme à partir de cette description formelle du modèle théorique et de la 
sémantique obtenue. 
L'objectif de cette thèse est d'étudier comment on peut réaliser un système expert 
d'aide à la mise au point de programmes Prolog capable d'automatiser la détection d'er-
reurs, mais aussi fournir un environnement de vérification et de validation de logiciel. 
De plus, les évolutions du langage Prolog lui ont donné des primitives non logiques, 
comme la négation par l'absurde, la coupure et un certain nombre prédicats de service. 
Un objeètifprimordial de cette thèse est d'étudier comment on peut tenir compte de ces 
primitives pour réaliser un système de mise au point déclaratif, par l'utilisation unique 
de la sémantique attendue du programme, mais aussi de fournir une méthodologie d'u-
tilisation d'une trace intelligente permettant de traiter les cas impossibles à résoudre par 
une détection d'erreurs. 
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1.4 Plan de la Thèse 
Cette thèse se compose de quatre parties. 
Mise en garde. Le lecteur doit se souvenir des obejctifs de cette thèse : la mise 
au point du langage de programmation Prelog. Cette mise au point ne permet pas de 
répondre à celle de certaines utilisations de la Programmation Logiques, par exemple les 
systèmes experts. 
La première partie présente une introduction aux fondements de la programmation 
logique et aux problèmes de mise au point en Prelog. Le premier chapitre est l'avant pro-
pos, introduisant la programmation logiques et les objectifs de cette Thèse. Le second 
chapitre est une présentation des fondements de la logique du premier ordre. Le troisiè-
me chapitre introduit les problèmes du développement d'applications en Prelog, et plus 
particulièrement la mise au point des programmes. 
La seconde partie, découpée en trois chapitres, est une présentation de l'état de 
l'art dans le domaine de la mise au point de programmes Prelog. Le quatrième chapitre 
présente l'approche classique de mise au point par l'utilisation de traces de la résolution. 
Le cinquième chapitre présente les principes de la détection d'erreurs en Prelog, sous 
ces différentes approches, algorithmique, rationnelle, déductive ... Ces méthodes utili-
sent la sémantique attendue du programme afm de réaliser une détection d'erreurs. Le 
sixième chapitre est l'analyse critique des extensions des méthodes de détection d'er-
reurs en Prelog, elle d'introduit les fondements de la méthode de vérification d'une réso-
lution. 
La troisième partie, découpée en trois chapitres, présente l'étude de la mise au 
point. par l'utilisation de fondemènts introduit dans la partie deux. Le septième chapitre 
aborde les problèmes d'une méthodologie de développement d'application Prelog, et plus 
particulièrement quelle méthode de mise au point doit-on utiliser pour réaliser un déve-
loppement efficace sur des programmes Prelog. Le huitième chapitre présente l'étude 
formelle des méthodes de mise au point que nous devons mettre en oeuvre en Prelog, 
une détection de boucle pour une utilisation de la négation, une détection intelligente 
d'erreurs pour une mise au point avec négation et coupure. La neuvième partie décrit la 
réalisation .. algorithmique" des principes précédents par la réalisation d'un méta-inter-
prète fondée sur l'évaluation partielle, et l'utilisation de celui-ci pour la détection de bou-
cles et la détection d'erreurs intelligente sur des programmes pouvant contenir des né-
gation et des coupures. 
La quatrième partie, composé de deux chapitres, est la description du prototype 
que nous avons développé au sein du laboratoire de l'école des Mines de Saint-Etienne. 
Le dixième chapitre est la description de l'environnement de travail utilisé. Le onzième 
et dernier chapitre décrit le prototype utilisant les algorithmes mis au point dans la par-
tie précédente. 
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2. Théorie du Premier Ordre 
Cette partie à été réalisé dans un objectif de référence bibliographique interne au 
département de l'école des Mines de Saint-Stiennes. · 
2.1 Définition du langage 
La théorie du premier ordre est la réunion de diverses parties : un alphabet. un lan-
gage du premier ordre, un ensemble d'axiomes et un ensemble de règles d'inférences. Le 
langage du premier ordre est un ensemble de formules bien formées de la théorie. Les 
axiomes sont un sous-ensemble désigné des formules bien formées. L'utilisation simul-
tanée des axiomes et des règles d'inférences permet de déduire des.~théorèmes de la théo-
rie. 
L'alphabet de la théorie du premier ordre est constitué par: les variables, les cons-
tantes, les symboles de jonctions, les symboles de prédicats, les connecteurs de la logique, 
les quantificateurs de la logique et les symboles de ponctuations. Dans l'exposé qui va 
suivre nous adoptons une convention particulière de représentation de ces catégories. 
Pour un meilleur approfondissement de l'exposé, il peut être intéressant de lire quelques 
ouvrages sur la logique mathématique [Boolos-Jeffrey-80, LLoyd-87, Loveland-78, Pa-
bion-76, Thayse-88). De même. le livre de Hofstadter. sur le théorème de Godel, permet 
de comprendre certaines notions introduites dans ce chapitre [Hofstadter-85). 
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La logique du premier ordre utilise un ensemble d'objets élémentaires, l'alphabet ·· 
de la logique, pour la représentation des formules. Le choix que nous faisons pour la re-
présentation des symboles est purement arbitraire, ils peuvent varier d'un langage à un 
autre, mais ils ont une même signification. Nous pouvons répartir ces objets en divers 
ensembles: 
• Les variables seront dénommées par un nom dont la première lettre est une 
majuscule, par exemple Var. 
• Les constantes seront dénommées par un nom dont la première lettre est 
une minuscule, par exemple constante. 
• Les symboles de fonctions, d'arité > 0 (nombre d'arguments), seront 
dénommés par des noms, par exemple f est le symbole fonctionnel de 
"f(x, Y]". 
• Les symboles· de prédicats, ou symbole relationnel, d'arité ;;::: 0, seront 
dénommés par des noms, par exemple père est le symbole relationnel de 
l'atome "père(X, Y]". 
• Les connecteurs seront les connecteurs logiques, la négation "-t", le ou 
logique "v", le et logique"/\", l'implication"=>", l'équivalence"<=>". 
• Les quantificateurs "3" (il existe) et "'V" (quel que soit). 
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Le langage de la théorie du premier ordre manipule des formules logiques. Ces for-
mules sont construites à partir de termes qui représentent les objets manipulés. 
Définition : 
Exemple: 
un terme est défini de la façon suivante : 
• Une constante est un terme. 
• Une variable est un terme. 
• Si fest un symbole fonctionnel n-aire et (tl, t2 ... , tn) n termes, 
fttl, t2 ... , tn) est aussi un terme. 
"0" représente l'entier nul, "s(s(s(O)))" représente le troisième successeur 
de l'entier nul, ce sont des termes. 
Pour construire les formules de la logique du premier ordre on utilise les formules 
élémentaires construites à partir des symboles relationnels et des termes. Ces formules 
élémentaires sont appelées .. formules atomiques". 
Définition : 
Exemple: 
Une formule atomique est définie de la façon suivante : 
• 
• 
Tout symbole de prédicat d'arité 0 est une formule atomique, 
Soient R est un symbole relationnel n-aire et n termes (Ti)n, 
R((Ti)n) est une formule atomique. 
"plus(s(O),s(s(O)),s(s(s(O))))" est une formule atomique. 
L'utilisation des formules atomiques, des connecteurs logiques et des quantifica-
teurs permettent de construire toutes les formules utilisées dans la logique du premier 
ordre. Nous pouvons définir les formules par : 
Définition : 
Une formule est définie de la façon suivante : 
• Une formule atomique est une formule. 
• Si F est une formule, (-, F) est une formule. 
• Si F et G sont des formules, 
(F v G), (F" G), (F => G) et (F ~ G) sont aussi des formules. 
• Si F est une formule, et X une variable, 
(V X F) et (3 X F) sont des formules. 
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Exemple: 
"(''i/ X "i/ Y "i/ Z (plus(X, Y, Z) => plus(s(X), Y, s(Z)))" est une formule. 
Il est à remarquer que généralement on sous-entend les parenthèses pour une com-
modité d'écriture. Nous pouvons maintenant définir le langage' du premier ordre cons-
truit à partir des formules. 
Définition : 
Exemple: 
Le langage du premier ordre obtenu par un alphabet est l'ensemble 
de toutes les formules construites à partir des symboles de l'alphabet. 
L = {{Constantes}, {Fonctions}, {Relations}, {Propositions}}, est la défini-
tion du langage du premier ordre construit à partir de l'alphabet donné. 
Ainsi, {"i/X 3Y (p(X, Y) => q(X))}, h 3X (p(X, a) 1\ q(f(X)))} sont des formu-
les de la logique du premier ordre. 
La sémantique informelle de la proposition {VX 3Y (p(X Y)=> q(X))} est: 
pour tout X, il existe Y tel que si p(X, Y) est vraie alors q(X) est vraie. 
Les variables occupent une place importante en mathématique. Elles permettent 
d'identifier des emplacements dans une formule mathématique qui pourront être occu-
pés par des objets quelconques du domaine de référence. 
Définition : 
Exemple: 
Une occurrence liée d'une variable dans une formule est une occurren-
ce de cette variable dans la portée du quantificateur associé à la variable. 
Toute autre occurrence d'une variable est dite libre. 
Dans la formule {V X p(X, Y) 1\ q(X)} la première occurrence de X est liée 
au quantificateur, la seconde est libre, l'occurrence de Y est libre. 
Cette formule est aussi égale à la formule {V Z p(Z, Y) 1\ q(X)}. La varia-
ble liée X a été remplacée par une autre variable. C'est une substitution 
de variables. 
Pairni toutes les formules que l'on peut construire en logique du premier ordre, cel-
les qui ne possèdent pas de variables libres sont importantes, car on peut leurs attribuer 
une sémantique, ce sont les énoncés ou formules closes. Cette classe de formules repré-
sente les formules closes. Nous pouvons les définir par: 
Définition : 
Un formule close est une formule qui ne possède pas de variable libre. 
Toutes les occurrences des variables de cette formule sont liées (il n'y a 
pas de variables libres). Les formules closes sont aussi appelées formules 
bien formées, ou encore énoncés. 
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Exemple: 
{\i Y 3 X (p(X, Y) 1\ q(X))} est une formule close. 
Alors que {\iX (p(X, Y) 1\ q(X))} ne l'est pas car la variable Y est libre. 
La logique du premier ordre manipule des formules closes pour représenter une 
théorie. Dans certains traitements, pour faciliter le travail de déduction automatique, on 
souhaite utiliser des formes particulières de formules ne faisant intervenir qu'un seul 
symbole de quantification. Pour cela nous devons définir ces formules particulières qui 
seront utilisées comme formules de bases d'un programme logique. 
Définition: 
Définition : 
Exemple: 
Soit une formule F. La formule (V' F) dénote la clôture universelle de F 
telle que la proposition obtenue à partir de F en quantifiant universelle-
ment toutes les variables libres de F. 
Soit une formule F. La formule (3 F) dénote la clôture existentielle de 
F telle que la proposition obtenue à partir de F en quantifiant e:xisten-
tiellement toutes les variables libres de F. 
Soit F = (p(X, Y) 1\ q(X)) 
"i/ F représente la formule close {V' X V' Y (p(X, Y) 1\ q(X))}, 
3 F représente la formule close {3 X 3 Y (p(X, Y) 1\ q(X))}. 
Lorsque l'on manipule des formules closes on utilise des formules atomiques ou des 
négations de formules atomiques. Ces formules particulières représentent une classe de 
formules appelées les littéraux. 
Définition : 
On appelle littéral une formule atomique ou la négation d'une formule 
atomique. 
Nous disposons désormais de toutes les définitions nécessaires pour construire les 
formules permettant d'écrire des programmes logiques. Ces formules représentent une 
classe particulière de formules pour lesquelles il existe un algorithme de déduction de 
théorèmes permettant de conclure à la validité de formules atomiques relativement à 
une théorie formelle. 
Définition : 
Une clause est une formule close de la forme {V' (Ll v L2 ... v Ln)} où cha-
que Li est un littéral. 
Dans la logique du premier ordre les clauses sont importantes, pour une lisibilité 
plus simple on notera une clause de la forme : 
V' (Al v A2 v ... Am v-, B1 v ... -, Bn) 
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où les Ai et Bj sont des formules atomiques, par sa représentation conditionnelle 
suivante: 
les virgules dans la conclusion (Al···· Am) représentent des disjonctions des formu-
les atomiques Ai alors que dans l'antécédent (BI, ... Bri) elles représentent des conjonc-
tions des formules atomiques Bi. le quantificateur étant sous entendu, toutes les varia-
bles sont supposées être universellement quantifiées. Ceci se justifie par le fait que la 
formule: 
(Al v ... Am v...., B1 v ... ...., Bn) 
est équivalente à la formule : 
(Al v ... Am v...., (Bl A ••• Bn)) 
elle même équivalente à la formule : 
(Al v ... Am<== (Bl A ••• Bn)) 
Pour simplifier l'utilisation des formules de la logique du premier ordre et plus par-
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ticulièrement pour la déduction automatique de théorèmes, il est intéressant d'écrire les ·~ 
formules sous forme de clauses. 
2.2 Théorie sémantique 
La logique du premier ordre. fournit des méthodes pour déduire les théorèmes d'une 
théorie. Les théorèmes peuvent être caractérisés comme étant les formules qui sont des 
conséquences logiques des axiomes de la théorie, et justifiés par les théorèmes de com-
plétude de Gôdel [Gôdel-67]. L'interprétation sous-jacente suppose chaque théorème 
vrai. La seule règle utilisée dans les systèmes de Programmation Logique est la règle de 
résolution définie par Robinson [Robinson 65]. · 
Supposons que l'on désire prouver que la formule suivante: 
{3(Xi) (Bl A ••• Bn)} 
est une conséquence logique d'un ensemble d'énoncés. Les systèmes actuels de ré-
solution de preuve de théorèmes sont des systèmes basés sur une réfutation : on ajoute 
la négation de la formule à prouver aux axiomes et on cherche à obtenir une contradic-
tion. Ainsi, la négation de la formule à prouver est une clause particulière dont la tête 
est vide, appelée un but, que nous pouvons écrire sous la forme : 
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D'un point de vue démonstration de théorèmes, l'intérêt est de démontrer qu'une 
formule est une conséquence logique d'un ensemble d'énoncés. Cependant, l'utilisateur 
du système de réécriture s'intéresse surtout aux substitutions des variables (Xi) obtenus 
lors de la résolution du but, qui forme une réponse aux questions de l'utilisateur. Ce-
pendant, pour pouvoir effectuer des déductions il faut posséder un modèle d'interpréta-
tion construit à partir de l'ensemble des axiomes de la théorie. 
Une interprétation permet de donner une valeur de vérité à toutes les formules. En 
particulier, l'interprétation donne une valeur de vérité à tous les termes. L'ensemble de 
ces valeurs correspondent au domaine de l'interprétation, la fonction donnant la valeur 
de vérité est une pré-interprétation du domaine donné. Nous pouvons la définir par: 
Définition : 
Exemple 
Définition : 
Exemple 
Définition : 
Définition : 
Une pré-interprétation J d'un langage du premier ordre L est consti-
tuée des éléments suivants : 
• un domaine D, 
• une assignation à toute constante deL d'un élément de D, 
• une assignation à tout symbole fonctionnel n-aire de L d'une 
application de Dn dans D. 
Constantes= {0}, Fonctions= {s}, Relations= {plus}, 
J = {D={N}; {0 -> 0}, {s ->successeur}}. 
Une interprétation I d'un langage du premier ordre L est constituée 
d'une pré-interprétation J deL et de domaine D et de l'assignation à tout 
symbole de prédicat n-aire de L d'une application de Dn dans {Vrai, 
Faux}. 
Constantes= {0}, Fonctions= {s}, Relations= {plus}, 
J = {D={N}; {0 -> 0}, {s ->successeur}}. 
I = {J; { '<:/X V Y '<:/ Z (plus(X, Y, Z) -> ( Vrai si J(X) + J(Y) = J(Z); Faux 
sinon) } } où J(X) représente la pré-interprétation du terme X. 
Soient une pré-interprétation J de domaine D et L un langage du pre-
mier ordre. On appelle V une assignation de variables, une applica-
tion qui à chaque variable deL associe un élément du domaine D de J. 
Soient une pré-interprétation J de domaine D, L un langage du premier 
ordre et V une assignation de variables. L'assignation de termes deL 
est définie de la façon suivante : 
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• l'assignation d'une variable est son assignation selon V, 
• l'assignation d'une constante est son assignation selon J, 
• si a1, ... , an sont les assignations des termes t1, ... , tn et f 
l'assignation selon J d'un symbole fontionnel n-aire f alors 
fCa1, ... , an) est l'assignation du terme ftt1, ... , tn). 
Nous pouvons maintenant définir l'interprétation des formules à partie d'une pré-
interprétation et de l'assignation des variables. 
Définition : 
Remarque: 
Définition : 
Soient une interprétation I de domaine D, L un langage du premier or-
dre, V une assignation de variables. On peut donner à toute formule de 
Lune valeur de vérité, Vrai ou Faux, de la manière suivante: 
• si la formule est pCt1, ... , tn) sa valeur de vérité est obtenue par la 
valeur de p'Ca1, ... , an), où p' est associé au prédicat p, ai est 
associé au terme ti relativement à l'interprétation I et 
l'assignation V. 
• si la formule est l'une des formules; C-, F), CF v G), CF 1\ G), 
CF=> G), (F <=> G), la valeur de vérité de la formule est calculée 
par l'application des règles logiques obtenue à partir des valeurs 
de vérité de formules F et G. 
• si la formule est ('v X F), sa valeur de vérité est Vraie si pour tous 
les objets d du domaine D, et si la formule Fa la valeur de vérité 
Vrai relativement à l'interprétation I et l'assignation V donnant 
à X la valeur d et celles obtenues par V aux autres variables. 
Dans les autres cas, sa valeur de vérité est Faux. 
• si la formule est (3 X F), la valeur de vérité de la formule est 
Vraie s'il existe un objet d du domaine D et si la formule F a la 
valeur de vérité Vrai relativement à l'interprétation I et 
l'assignation donnant à X la valeur d et celles obtenues par V aux 
autres variables. Dans les autres cas, sa valeur de vérité est 
Faux. 
On dira qu'une formule F est vraie [resp fausse] dans l'interprétation I 
si sa valeur de vérité est vrai [resp faux] 
Soient une interprétation I pour un langage du premier ordre L et F une 
formule dans L. 
• On dit que F est satisfiable dans I si (3 F) est une formule vraie 
dans l'interprétation I. 
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Remarque: 
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• On elit que Fest valide dans I si ('r:/ F) est une formule vraie dans 
l'interprétation I. 
Nous pouvons donner les définitions complémentaires de celles-ci. 
• On elit que Fest non satisfiable dans I si (3 F) est une formule 
fausse dans l'interprétation I. 
• On elit que F est non valide dans I si ("d F) est une formule 
fausse dans l'interprétation I. 
ENSMSE 
Les axiomes d'une théorie du premier ordre représentent un sous-ensemble dési-
gné de formules closes du langage du premier ordre permettant de décrire la théorie. En 
programmation logique, les axiomes sont représentés par les clauses de Hom. A chaque 
théorie, il est possible de trouver une interprétation de telle sorte que chaque axiome soit 
vrai. Ces interprétations représente les modèles d'une théorie. Nous pouvons ainsi défi-
nir les modèles d'une théorie de la façon suivante: 
Définition : 
Définition : 
Définition : 
Soient une interprétation I pour un langage du premier ordre L et F une 
formule close de L. L'interprétation I est un modèle de F si la formule F 
est vraie relativement à I. 
Soient une théorie du premier ordre T et un langage du premier ordre L. 
Un modèle de T est une interprétation pour L qui est un modèle pour 
chaque axiome de T. 
Si T admet un modèle, on elit queT est consistante. 
Soient I: un ensemble d'énoncés d'un langage du premier ordre Let I une 
interprétation de L. On elit que I est un modèle de I: si I est un modèle 
pour chaque formule de I:. 
Cas particulier, soient I: ={FI. F2, ... , Fn} un ensemble de cardinal fini d'énoncés et 
1 une interprétation, 1 est un modèle deI: si et seulement si 1 est un modèle de l'énoncé 
(FI "F2 /\ ... "Fn). 
Définition: 
Soit I: un ensemble d'énoncés d'un langage du premier ordre L. 
• On elit que I: est satisfiable si L admet une interprétation qui 
est un modèle de I:. 
• On elit que I: est valide si toute interprétation de Lest un modèle 
deI:. 
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Nous pouvons donner les définitions complémentaires de celles-ci. 
• On dit que I, est non satisfiable si aucune interprétation de L 
n'est un modèle deL. 
• On dit que I, est non valide si L admet une interprétation qui 
n'est pas un modèle de L. 
Nous pouvons donner à ce niveau la définition importante de conséquence logique. 
Cette définition correspond aux formules qui sont des théorèmes d'une théorie. La défi-
nition est la suivante : 
Définition : 
Exemple: 
Proposition : 
Proposition : 
Soit I, un ensemble d'énoncés d'un langage du premier ordre L, soit Fun 
énoncé deL. On dit que Fest une conséquence logique deI, si pour tou-
te interprétation I de L, telle que tous les énoncés de I, soient simultané-
ment vrais, F est vraie dans l'interprétation I. On notera cette relation 
par: 
Si I, est vide alors F est un énoncé valide, appelé tautologie et on a : 
La formule F = { p(X) v ..., p(X) } est une tautologie. 
Soit L ={FI, F2, ... , Fn} un ensemble de cardinal fini d'énoncés. Fest une 
conséquence logique de l'ensemble I, si et seulement si la formule 
{(FlA F2 ... "Fn) => F} est une formule valide. 
L 1 = F si et seulement si L u { ..., F } est non satisfiable. 
1 = F si et seulement si { ..., F } est non satisfiable. 
Parmi l'ensemble de tous les modèles d'une théorie, certains d'entre eux possèdent 
des propriétés particulières. Ces modèles sont plus commodes pour démontrer des pro-
priétés sur des formules (relativement à la théorie}, telles que toutes propriétés vraies 
dans ces modèles sont vraies dans tous les modèles de la théorie. Définissons cette clas-
se de modèles particuliers. 
Définition : 
Soit L un langage du premier ordre. On appelle H(L), l'univers de Ber-
brand, tous les termes clos que l'on peut former à partir des symboles 
fonctionnels de L. 
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Exemple: 
Définition : 
Exemple: 
Définition : 
Définition : 
Mise au point en Prolog 
Dans le domaine formel des entiers naturels, nous avons : 
R(L) = { 0, s(O), s(s(O)) ... } 
l'univers de Rerbrand représente une définition formelle de tous les en-
tiers naturels. 
Soit L un langage du premier ordre. On appelle RB(L), la base de Ber-
brand, toutes les formules atomiques closes que l'on peut former à par-
tir des symboles relationnels de L et des termes de l'univers de Rerbrand 
deL. 
Dans le domaine formel des entiers naturels, doté seulement du symbole 
relationnel "plus", nous avons: 
HB(L) = { plus(O,O,O), plus(s(O),O,s(O)), plus(O,O,s(O)), ... } 
Soit L un langage du premier ordre. Une pré-interprétation de Rer-
brand du langage L est une pré-interprétation de L telle que D = R(L), 
les constantes sont assignés à elles-mêmes, les symboles de fonctions de 
L sont assignés aux fonctions de mêmes symboles. 
Soit L un langage du premier ordre. Un interprétation de Herbrand 
de L est un interprétation de L basée sur une pré-interprétation de Rer-
brand deL. 
ENSMSE 
Nous pouvons maintenant énoncer le principal théorème de Herbrand sur la con-
séquence logique. 
Théorème de Herbrand : 
Soit L un ensemble fini d'énoncés universellement quantifiés. Les trois 
affirmations suivantes sont équivalentes. 
• L possède un modèle 
• L possède un modèle dont la base est l'univers de Herbrand 
associé à L 
• Le système de Herbrand, obtenu à partir des forniules de L en 
remplaçant les variables par des éléments du domaine de 
Herbrand, possède un modèle lorsqu'on le considère comme un 
ensemble de formules du calcul propositionnel dont les formules 
atomiques sont les formules atomiques de la base de Rerbrand. 
Ce modèle est appelé un modèle de Herbrand. 
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L'ensemble des modèles de Herbrand est donc un support intéressant pour la dé-
monstration de certaines propriétés de la théorie du premier ordre. Cependant, il est à 
remarquer que seul le plus petit modèle de Herbrand présente un réel intérêt lorsqu'il 
existe, ce qui est le cas pour les programmes définis. En effet, ce plus petit modèle de 
Herb rand est l'intersection de tous les modèles de Hèrbrand et toute propriété démon-
trée à partir de ce modèle est aussi vraie pour tous les modèles d'un ensemble d'énoncés. 
Nous conseillons plus particulièrement de consulter les ouvrages [LLoyd-87, Delahaye-
86] sur ces aspects de la théorie du premier ordre. 
2.3 Unification 
Comme nous l'avons vu précédemment, la résolution utilise un mécanisme de pas-
sage de paramètres par substitution des variables entre deux termes. Le principe de l'u-
nification est de trouver une substitution d'un ensemble d'expressions telles que toutes 
les expressions substituées soient identiques. Le concept d'unification fut introduit en 
1930 par Herbrand [Herbrand-31]. Il fut à nouveau découvert en 1963 par Robinson 
pour être exploité comme une technique de filtrage de la résolution, ce qui permit de ré-
duire l'espace de recherche [Robinson-65]. Nous devons donc définir ce que sont les 
substitutions et l'unification. 
2.3.1 Substitution 
Une substitution est une application de l'ensemble des variables vers l'ensemble 
des termes. Elle permet de substituer un ensemble de variables dans des formules pour 
obtenir une autre formule. Nous pouvons définir ces applications de la façon suivante : 
Définition : 
Une substitution 8 est un ensemble de cardinal n de la forme {vi ~ ti ln 
où chaque Vi est une variable, les Vi sont deux à deux distinctes, chaque 
ti est un terme distinct de la variable Vi. 
Nous pouvons utiliser des substitutions pour former de nouvelles formules à partir 
d'une formule initiale. Ces nouvelles formules ont la propriété d'être obtenues à partir 
d'une formule unique et permettent de déflnir une relation d'ordre partiel sur les formu-
les. Cette relation d'ordre peut être déflnie de la façon suivante: 
Définition : 
Exemple: 
Soient une substitution 8 = {vi ~ ti ln et E une expression. On appelle 
l'instance de E par e l'expression Ee obtenue à partir de E par rempla-
cement de chaque occurrence des variables Vi apparaissant dans E par 
les termes ti associés. 
E = p(X, s(Y) ), 8 = { X ~ Y ; Y ~ s(X) } . 
Ee = p(Y, s(s(X))) 
25 
Théorie du Premie!" Ordre Wednesday 29 August 1990 Introduction 
26 Mise au point en Prolog ENSMSE 
La relation d'ordre partiel que nous venons d'obtenir est transitive. Soient E, F et G 
trois formules de la logique du premier ordre, telle que F est une instance de E de subs-
titution 8, G est une instance de F de substitution cr. On peut alors affirmer que G est 
aussi une instancè Ede substitution 't=E>cr. La substitution 'test appelé la composition 
des deux substitutions 8 et cr, car EE> = F, Fcr = G, d'où EE>cr = G = E't. 
Définition : 
Exemple: 
Définition : 
Exemple: 
Définition: 
On appelle la composition de substitutions ea, la substitution obte-
nue à partir des substitutions 8 et a telle que : 
e ={vit- til 
a= {wi t- ui} 
8' = {Vi t- ( ti)a} 
a' = a \ {les affectations aux Vi de 8} % enlever les Vi de a 
ea est la réunion de 8' et a' 
e = {X t- f(Y) ; Y t- Z} , a = {X t- a ; Y t- b; Z t- Y} 
e· = {X t- f(b)} , a' = {Z t- Yl 
ea = {X t- f(b) ; z t- Y} 
Soient E et F deux expressions. On dit que E est une instance de F s'il 
existe une substitution e telle que l'expression Fe est identique à l'ex-
pression E. 
E = p(f(Y)), F = p(X), 8 = {X t- f(Y)} 
Soient E et F deux expressions. On dit que E et F sont des variantes si 
E est une instance de F et si F est une instance de E. 
Nous pouvons maintenant définir le concept important d'unification. 
Définition : 
Définition : 
Soient E et F deux expressions. On dit que E et F sont unifiables s'il 
existe une substitution 8 telle que CEe = F8). La substitution 8 est ap-
pelée unificateur de E et F. 
Soit 8 un unificateur de deux expressions E et F. La substitution 8 est 
dite l'unificateur le plus général, noté upg, si : 
E8=F8, 
et 
quel que soit un unificateur a de E et F, Ea est une instance de ES. 
Introduction Wednesday 29 August 1990 Théorie du Premier Ordre 
ENSMSE Mise au point en Prolog 
Proposition : 
Si deux expressions E et F sont unifiables alors elles admettent un upg 
et si cr ete sont deux upg de E et F, alors EcretEE> sont des variantes. 
2.3.2 Algorithme d'unification 
On peut se poser la question de savoir si, pour deux formules données, il existe tou-
jours un unificateur le plus général. Pour cela nous devons au préalable définir l'ensem-
ble des différents de deux formules, puis l'algorithme construisant l'upg de deux formu-
les. 
Définition : 
Soit L un ensemble d'expressions simples. L'ensemble des différents de 
Lest défini de la façon suivante : on repère la position du symbole le plus 
à gauche qui n'apparait pas dans toutes les expressions deL et on extrait 
de chaque expression deL la sous-expression commençant à la position 
de ce symbole. L'ensemble de toutes ces sous-expressions est l'ensemble 
des différents. 
Nous présentons maintenant l'algorithme d'unification, dû à Robinson, qui permet 
de déterminer l'unificateur le plus général entre deux expressions [Robinson-65]. Dans 
cet algorithme, S est un ensemble fini d'expressions simples, l'upg Ok représente l'uni-
ficateur le plus général de cet ensemble de formules. 
(1) k=O, CJk =vide 
(2) si Scrk est un singleton, la substitution CJk est un upg de S, 
sinon déterminer Dk l'ensemble des différents de Scrk. 
(3) s'il existe v et t dans Dk tels que v soit une variable n'apparaissant pas 
dans t, CJk+l = crk +{v~ t}, 
sinon S n'est pas unifiable. 
L'étude sommaire de cet algorithme d'unification nous montre qu'il est difficile de 
le réaliser ainsi. Les réalisations actuelles du langage Prolog utilisent un algorithme basé 
sur le suivant : 
Entrée: X et Y à unifier, 
Sortie: un upg e ou échec de l'unification. 
Algorithme: 
initialiser e à vide, 
déposer sur la pile (X, Y) 
échec= faux 
tant-que pile non vide et non échec faire 
dépiler (X, Y) 
selon que 
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- X et Y sont des constantes identiques, continuer 
-X est une variable n'apparaissant pas dans le terme Y, 
substituer X par Y dans la pile 
ajouter à e la substitution (X t- Y) . 
-Y est une variable n'apparaissant pas dans le terme X, 
substituer Y par X dans la pile 
ajouter à ela substitution (Y t- X) 
-X= fCCXi)n) et Y= f((Yi)n), 
déposer (Xi, Yi) dans la pile, pour tout i 
- défaut : échec = vrai 
fin selon que 
fin tant que 
si échec = vrai retourner échec d'unification 
sinon retourner e, l'upg de x et y e. 
ENSMSE 
Ainsi, cet l'algorithme d'unification permet de trouver un unificateur le plus général 
de deux expressions lorsqu'il existe. Dans le cas contraire, ille mentionne par un échec. 
2.4 Théorie syntaxique 
Le problème de la démonstration automatique est de trouver une méthode permet-
tant de déduire des théorèmes. Il faut donc posséder un algorithme de déduction sur un 
ensemble d'axiomes permettant de prouver si une proposition est vraie dans l'interpré-
tation. Cette partie montre le lien entre la déduction et la conséquence logique. 
Définition: 
Exemple: 
Soient~ un ensemble d'énoncés, Sun ensemble d'axiomes et de règles 
d'inférences, l'énoncé A se déduit de ~ ( :E 1-S A ) s'il existe une suite de 
n formules (Bi)n telles que : 
• 
• 
• 
• 
Soit, Bi est un axiome, 
Soit, il existe j, k < i tels que Bi se déduit de Bj et Bk par 
l'application d'une règle d'inférence de S, 
Soit, Bi est un énoncé de ~ • 
Et A =Bn . 
Soit un langage L d'unique constante "0" et d'unique symbole fonctionnel 
"s" d'arité 1. L'ensemble~ se compose de tous les énoncés de la forme: 
F(O) A VX [F(X)::::} F(s(X))] ::::} V'X F(X) 
Par exemple, si F(X) ="--,X= 0::::} :3Y (X= s(Y))", où= représente l'éga-
lité. Si S est l'ensemble des règles d'inférences de la logique, nous pou-
vons effectuer une déduction de la formule V'X F(X) de la façon suivante : 
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1 0 = 0 % axiome d'identité 
2 0 = 0 ==} (-, 0 = 0 ==} 3Y (0 = s(Y)))% tautologie 
3 F(s(O))% modus ponens 
4 s(X) = s(X)% axiome d'identité 
5 s(X) = s(X) ==} 3Y (s(X) = s(Y))% axiome 
6 3Y (s(X) = s(Y) % modus ponens sur 4 et 5 
7 3Y (s(X) = s(Y) ==} F(s(X)) % tautologie 
8 F(s(X))% etc ... 
9 F(s(X)) ==} (F(X) ==} F(s(X))) 
10 F(X) ==} F(s(X))) 
11 (F(X) ==} F(s(X)) ) ==} (0 = 0 ==} (F(X) ==} F(s(X)) )) 
12 0 = 0 ==} (F(X) ==} F(s(X))) 
13 0 = 0 ==} VX [F(X) ==} F(s(X))] 
14 VX [F(X) ==} F(s(X))] 
15 VX [F(X) ==} F(s(X))] ==} (F(O) ==} F(O)" VX [F(X) ==} F(s(X))]) 
16 F(O) ==} F(O) A VX [F(X) ==} F(s(X))] 
17 F(O) " VX [F(X) ==} F(s(X))] 
18 F(O) 1\ 't:IX [F(X) ==} F(s(X))] ==} VX F(X) 
19 VXF(X) 
La dernière ligne correspond à la formule, VX [-,X= 0 ==} 3Y (X= s(Y))] qui lorsque 
l'on interprète les constantes dans N, les énoncés correspondent au principe de récur-
rence. La formule déduite par récurrence est alors : "tout entier non nul est le successeur 
d'un entier". 
Définition : 
Soit I. un ensemble d'énoncés. L'ensemble I. est dit inconsistant si pour 
tout énoncé A, I. 1 -S A. 
Autrement dit. I. est dit inconsistant si on peut démontrer toutes les propositions. 
Proposition : 
Soient I. un ensemble d'énoncés, A un énoncé. 
I. 1-S A si et seulement si I. u {-,A } est un ensemble d'énoncés inconsis-
tants relativement à S. 
Le problème que nous pouvons nous poser est de savoir lorsqu'un énoncé se déduit 
d'un ensemble d'énoncés, s'il est une conséquence logique de cet ensemble d'énoncés. 
Dans le cas où ceci est vrai, l'ensemble S possède une propriété particulière. il est dit 
correct. 
Définition: 
Un systèmeS est dit correct si quels que soient I. un ensemble d'énon-
cés, A un énoncé, on a : 
I. 1-S A ~ I. 1 = A. 
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Définition : 
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Un systèmeS est dit complet si quel que soit :E un ensemble d'énoncés, 
A un énoncé, on a : 
:E 1 -S A Ç::> :E 1 = A. 
ENSMSE 
Cette défmition complète la précédente défmition sur la déduction. Ainsi, une théo-
rie logique est intéressante lorsqu'elle est complète. Il a été démontré que la logique du 
premier ordre est une théorie complète [Pabion -76]. Mais aussi que la logique du second 
ordre n'est pas une théorie complète. Ces résultats sont des conséquences directes des 
théorèmes de Godel [Godel-67, Hofstadter-85]. 
Maintenant intervient un problème de décidabilité: 
"existe-t-il une méthode pour prouver qu'un énoncé se déduit ou non d'un ensemble 
d'énoncés ?" 
Définition : 
Soient :E un ensemble d'énoncés, R un symbole relationnel n-aire et n ter-
mes (Ti)n. On dit que R est décidable si et seulement si, il existe un pro-
gramme P qui pour toute valeur de (Ti)n imprime : 
• oui si R((Ti)n) est vrai. 
• non si R((Ti)n) est faux. 
On montre qu'il est impossible de proposer un algorithme général capable de déci-
der, en un nombre fmi d'opérations, de la validité ou la non validité de n'importe quelle 
formule de la logique du premier ordre. C'est pourquoi on dit que la logique du premier 
ordre est indécidable [Church-56]. 
Cependant, la logique du premier ordre est semi-décidable. La semi-décidabilité 
d'une théorie peut être défmie par : 
Définition : 
Soient :E un ensemble d'énoncés, R un symbole relationnel n-aire et n ter-
mes (Ti)n. On dit que R est semi-décidable si et seulement si, il existe 
un programme P qui pour toute valeur de (Ti)n imprime 
• oui si R( (Ti)n) est vrai. 
• non ou tourne indéfiniment si R((Ti)n) est faux. 
Cela revient à dire que si un énoncé est valide, l'application de l'algorithme sur cet 
énoncé s'arrête au bout d'un nombre fini, non borné, de déductions permettant de con-
clure que ladite formule est valide. 
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2.5 Programmes définis 
Nous devons maintenant caractériser un tel algorithme de déduction. Cet algorith-
me repose sur un ensemble de règles d'inférences particulier. De plus, on choisit un 
sous ensemble de la logique du premier ordre comme langage, l'ensemble des clauses 
de Hom. 
2.5.1 Définitions 
Définition : 
Exemple: 
Définitions : 
Une clause de Horn défini est une clause de la logique du premier or-
dre dont la conséquence est une formule atomique. 
la clause {A<== BI, B2, ... Bn} est une clause de Horn. 
la clause {Al, A2 <== B1, B2, ... Bn} n'est pas une clause de Horn. 
Soit une clause de Horn {A <== B} 
A est appelée la tête de la clause, 
B est appelée la queue de la clause, 
une clause de Horn {A <:==} est appelée un fait ou clause unité. 
La sémantique déclarative de la clause {A <== B} est : 
"quelle que soit l'instance des variables de cette clause, si chaque énoncé de B est vrai 
alors l'énoncé A est aussi vrai" 
De même la clause {A <==} à pour sémantique : 
"quelque soit l'instance des variables de ce fait, l'énoncé A est vrai'' 
ce qui peut aussi se traduire par la clause de Hom {A <== vrai}, où vraie représente 
la formule atomique toujours vraie, équivalente à la clause de Hom {vrai<==}. 
Nous pouvons maintenant définir la classe de programmes correspondant à de la 
programmation logique pure. On les appelle les programmes définis. 
Définition : 
Définition : 
On appelle Programme défini un ensemble fini de clauses de Horn dé-
finies. 
Un but est une clause de Horn de la forme{<== B1, B2, ... Bn}. C'est-à-dire 
unè clause dont la conséquence, la tête, est vide. 
Il existe une notion importante permettant de définir une partition de l'ensemble 
des prédicats d'un programmes, que l'on appelle le paquets de clauses qui regroupe l'en-
semble des clauses relatives à un même prédicat. 
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Définition : 
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La définition d'un symbole de prédicat p d'un programme défini P est 
l'ensemble de toutes les clauses de Horn définies du programme P dont 
les têtes sont de symbole de prédicat p. , 
ENSMSE 
De même, lorsque l'on pose une question à un système Prolog, celui-ci fournit des 
substitutions correspondant à une réponse au problème posé. Il existe plusieurs types 
de substitutions, seules sont importantes celles produites par la résolution, car elles 
correspondent à une réponse correcte. 
Définition : 
Définition : 
Soient P un programme défini et B un but. On appelle réponse pour P u 
{B} toute substitution des variables de B. 
Soient P un programme défini, Bun but{{:::: Al 1\ A2 ... 1\ An}, e une ré-
ponse pour Pu {B}. On appelle 8 une réponse correcte pour Pu {B} si 
la formule 'V((Al 1\ A2 ... 1\ An)E>) est une conséquence logique de P. Ce 
qui revient à dire: 
P 1 = {(Al 1\ A2 ... 1\ An)E>} 
Ainsi, pour pouvoir fournir une réponse correcte à un problème nous devons pos-
séder une algorithme permettant de fournir une réponse calculée qui sera aussi une ré-
ponse correcte. 
2.5.2 Résolution SLD 
Une résolution SLD est fondée sur une démonstration par l'absurde, appelée réfu-
tation. Elle permet de démontrer qu'un but est une conséquence logique d'un program-
me. L'origine de la réfutation appliquée à la démonstration automatique de théorèmes 
est due à Robinson, qui lui à donné le nom de principe de résolution [Robinson-65]. 
Cependant, il existe plusieurs technique de réfutation plus ou moins efficace et 
dans le cas de la programmation logique seule la SL-résolution est importante et plus 
particulièrement la SLD-résolution s'appliquant sur les programmes définis. 
Définition : 
Soient P un ensemble de clauses de Horn, N un but de la forme 
{{:::: B1 1\ B2 ... 1\ Bnl. On appelle SW-dérivation de (Pu {N}), l'ensem-
ble des trois suites: (Ni), (Ci) et (8i) telles que: 
Ni est un but, 
Si Ni est non vide, Ni = {{::: B1 1\ B2 ... 1\ Bm} m ~ 1 
alors 
Ci est une variante d'une clause de P, 
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Ci= {A*= Al" A2 ... "An} n ~ 0 
9i est un unificateur de A et Bk 
Ni+l = {(*= B1 ... "Bk-1 "Al ... "An" Bk+l ... "Bm)9i} 
Si Ni est vide, la dérivation est de longueur i. 
Il est à remarquer que les SLD-dérivations peuvent être finies ou infinies, et elle 
peuvent échouer ou réussir. Une SLD-dérivation qui réussie est une SLD-dérivation qui 
est de longueur finie se terminant par une clause vide (Ni est vide). Une SLD-dérivation 
qui échoue est une SLD-dérivation finie dont la dernière clause est non vide (il est im-
possible de trouver un E>i qui unifie une tête de clause et un littéral choisi de la clause}. 
Ainsi, les dérivation finie sont importante, et plus particulièrement celle qui réussissent. 
Définition : 
On appelle SLD-réfutation toute SLD-dérivation de longueur finie qui 
réussi. 
Nous pouvons nous demander quel est le rapport de la SLD-réfutation, permettant 
de calculer une suite de substitutions, avec la notion de conséquence logique donnant 
l'ensemble de réponses correctes. Le théorème suivant nous apporte la réponse. 
Théorème: 
Soient P un ensemble de clauses de Horn un but de la forme 
{*= B1 "B2 ... "Bn}. ll existe une SLD-réfutation de 
Pu{*= B1 "B2 ... "Bn} si et seulement s1 l'ensemble d'énoncés 
(P u {*= B1 "B2 ... "Bn}) est inconsistant. 
Voir [Lloyd-87] pour la démonstration de ce théorème. 
Ainsi, nous possédons une méthode pour démontrer qu'un énoncé est une consé-
quence logique d'un ensemble d'énoncés. Il nous faut maintenant un algorithme de dé-
rivation qui permet de trouver une SLD-réfutation lorsqu'il en existe une. Nous devons 
pour cela faire un choix sur la construction de la réfutation. Ces choix sont les suivants : 
• Choix du littéral pai'Illi les littéraux du but, 
• Choix d'une clause lorsqu'il en existe plusieurs s'unifiant avec le 
littéral, 
• Choix d'un unificateur. 
Lors d'une recherche d'une réfutation, des dérivations sont construites jusqu'à ob-
tenir une clause vide. L'ensemble des dérivations construites lors de la procédure de re-
cherche d'une SLD-réfutation représente l'espace de recherche, ou arbre SLD. 
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D'une façon générale, lors de la construction de l'arbre de recherche, on peut choi-
sir une substitution quelconque pour l'unification du terme choisi dans le but avec la 
tête de la clause considérée. Cependant, seul le choix d'un unificateur le plus général 
permet de trouver une SLD-réfutation minimale, et a;insi de réduire l'espace de rechèr-
che. 
Définition : 
Définition: 
Définition : 
On appelle une SLD-résolution un algorithme de parcours de l'espace 
de recherche d'une SLD-dérivation. 
On appelle retour-arrière d'une SLD-résolution une modification du 
choix de la clause lors de la dérivation. On choisit une autre clause, la 
suivante dans l'ordre de déclaration, qui s'unifie avec la formule atomi-
que. 
Soit P un ensemble de clauses de Horn. L'ensemble des succès de Pest 
l'ensemble de tous les buts B tels que Pu B possède une SLD-réfutation. 
Nous pouvons maintenant donner la définition de réponse calculée, correspondant 
à la production d'une solution par un système Prolog. 
Définition : 
Exemple: 
Soient P un programme défini, Bun but. Une réponse calculée pour 
PuB est la substitution Tl(E>i)n telle que (E>i)n est la suite des unifica-
teurs les plus généraux d'une SLD-réfutation de P u B. 
Sur l'exemple de programme Prolog donné en 1.2, pour le but initial 
"enfant(jeanne, Parent)'', nous avons les deux substitutions calculées: 
81 ={Parent ~ lucien} 
E>2={Parent ~berthe} 
Maintenant nous pouvons énoncer le théorème important faisant le lien entre la no-
tion de réponse correcte et le calcul d'une solution par une SLD-résolution. 
Théorème: 
Soient P un programme défini, B un but. Toute réponse calculée pour P 
u B est une réponse correcte pour P u B. 
Lorsque l'on pose une question à une système Prolog, celui-ci peut fournir plu-
sieurs solutions calculées, correspondant à toutes les réponses correctes de la formule 
logique. La collection de toutes ces réponses calculées nous donne un ensemble de so-
lutions à un but. Nous pouvons définir cet ensemble de la façon suivante. 
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Soient P un programme défini, Bun but. On appelle Es(B) l'ensemble 
des solutions du but B, l'ensemble de toutes les solutions correctes du 
but B. 
En pratique, il est plus intéressant de considérer une solution comme étant les va-
leurs des arguments d'une formule atomique. Ainsi, soit B = f(tl ... tn), l'ensemble des 
solutions de B peut être défini par : 
Es(B) = 
{(al ... an) 1 38 tel que (al ... an) = (tl ... tn)8 
et e est une solution correcte pour B} 
Cette définition contient toutes les réponses possibles pour une formule. Ainsi, 
lorsqu'il existe une solution multiple, cette solution apparaîtra autant de fois dans l'en-
semble de solutions. De même, lorsqu'il n'existe aucune solution pour la formule, l'en-
semble de solutions est vide et cela correspond à ce que l'on nomme un échec de la SLD-
résolution. 
2.6 Programmes normaux 
Il est parfois intéressant d'utiliser des négations de formules dans la queue d'une 
clause, ce qui permet d'utiliser des connaissances négatives. Les programmes définis ne 
permettent pas d'en tenir compte. De plus, il faut rajouter une règle d'inférence particu-
lière permettant d'exprimer que l'on peut déduire la négation d'une formule. Pour cela, 
il faut définir quelques notions élémentaires permettant d'exprimer cette règle d'inféren-
ce. Cette partie définit les programmes normaux. Nous introduirons ensuite les élé-
ments nécessaires pour défmir une règle d'inférence de la négation. 
Définition : 
Définition : 
Définition : 
Définition : 
Une clause normale est une clause de la forme {A<= L1, L2, ... Ln} où 
les Li sont des littéraux et A une formule atomique. 
Un programme normal est un ensemble fini de clauses normales. 
Un but normal est une clause de la forme{<= L1, L2, ... Ln}. C'est-à-dire 
une clause normale dont la conséquence (tête) est vide. 
La définition d'un symbole de prédicat p d'un programme normal P, 
est l'ensemble de toutes les clauses normales du programme P dont les 
têtes sont de symbole fonctionnel p. 
Nous pouvons reprendre les définitions correspondant aux réponses pour les pro-
grammes normaux. 
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Définition : 
Définition : 
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Soient P un programme normal et B un but normal. On appelle réponse 
pour P u {B} toute substitution des variables de B. 
Soient P un programme normal, B un but normal de la forme 
{<= L1, L2, ... Ln}, e une réponse pour Pu {B}. On dit que e est réponse 
correcte pour Pu {B} si la formule "i/(( L1, L2, ... Ln)8) est une consé-
quence logique de P. Ce qui revient à dire : 
P 1 = {( L1, L2, ... Ln)8} 
2.7 La négation 
ENSMSE 
La négation par l'échec a été étudiée comme une extension intéressante de la pro-
grammation logique. En effet, le programmeur désire parfois exprimer une information 
négative dans ses programmes. L'utilisation de la SLD-résolution ne permet pas de pou-
voir déduire de l'information négative. En d'autre termes, on ne peut prouver que la né-
gation d'un but est une conséquence logique d'un programme car il n'existe aucune rè-
gle d'inférence exprimant une négation. 
Prenons un exemple afin d'illustrer ce problème, considérons le programme : 
élève (jean) . 
élève(paul). 
élève(éric). 
professeur(christian). 
Au vu de cette déclaration, il est relativement simple de trouver la sémantique logi-
que de ce programme. Ainsi, pour le programmeur, "christian" n'est pas un élève car 
c'est le professeur. Et il serait souhaitable que la résolution puisse aussi le déduire par 
le fait que la proposition"-, élève(christian)" soit vraie dans l'interprétation sous-jacente 
du programme. Cependant, il faut remarquer que "élève(christiant n'est pas une consé-
quence logique de ce programme. De même,"-, élève(christiant n'est pas non plus une 
conséquence logique du programme. Aucune règle ne permet de pouvoir déduire ce fait. 
Ainsi, pour pouvoir effectuer une telle déduction, il est nécessaire de définir une rè-
gle d'inférence particulière. Dans la littérature, il existe deux types de règle défmissant 
la négation. Celle de la négation par l'échec [Clark-78] et celle que j'appellerai la négation 
close [Reiter-78]. 
2. 7.1 Le monde clos 
Afin de pouvoir donner un sens logique à la négation, nous devons faire une hypo-
thèse importante: "le monde est clos". C'est-à-dire que l'on fait l'hypothèse que chaque 
déclaration de prédicat est une déclaration complète et qu'elle peut se ramener à une 
équivalence. Ainsi, si nous reprenons l'exemple précédent, nous pouvons avoir la décla-
ration complète du prédicat élève : 
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"i/ X (élève(X) <=> (X=jean) v (X=paul) v (X=éric)) 
Ensuite, il suffit de rajouter les axiomes de l'égalité (=) afin d'obtenir une complétu-
de de la définition. Enfin, nous pouvons maintenant déduire "--, élève( christian!', par le 
fait que "christian" est différent de jean" et de "paur et de "éric". 
Ce procédé de complétion est une autre manière de formaliser l'idée que l'informa-
tion, qui n'est pas donnée par le programme, est considérée comme fausse. Alors le con-
cept d'une réponse correcte de la résolution peut être étendu à cette propriété en disant 
que toute réponse est correcte si le but auquel on applique la substitution correspon-
dant à la réponse est une conséquence logique de la complétion du programme. 
Une autre conséquence de cette hypothèse est que l'ensemble des solutions d'un 
but doit être fini. 
2. 7.2 Complétion d'un programme 
Dans cette partie nous définissons la transformation d'un programme normal en 
son programme complet. Considérons un programme normal P, et soit p un symbole de 
prédicat d'arité n. La déclaration du prédicat p est un ensemble de clauses dont une est 
de la forme: 
où les Li sont des littéraux quelconques. Considérons le symbole de prédicat =/2, 
dont l'interprétation sous-jacente est l'égalité. Nous pouvons alors transformer cette 
clause sous sa forme canonique correspondant à l'énoncé : 
Où les Xi sont des variables nouvelles dans la "clause". Si nous appelons (YiJk, les 
k variables de la clause originelle que nous avons considérée, nous obtenons l'énoncé 
suivant: 
V'(Xi)n {p(CXi)n) <== 3(Yi)k,(Xi=Ti)n,Ll. L2 ... Lm} 
Si nous appelons Eila queue de cette "clause", 
nous pouvons effectuer une telle transformation sur les r clauses de la définition 
du prédicat p, et nous obtenons la déclaration complète du prédicat p : 
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V (Xi)n {p( (Xi)n) ~ Er} 
Enfm, la définition complète du prédicat pest l'énoncé complet suivant: 
V (Xi)n {p((Xi)) ~El v E2 v ... Er} 
De plus, afin d'obtenir une définition complète du programme, il faut ajouter une 
déclaration implicite d'échec pour tout symbole de prédicat n'étant pas défini par le pro-
gramme. Ainsi, pour tous les prédicats se trouvant dans une queue de clause et dont il 
n'existe pas de définition dans le programme on applique cette règle d'inférence : "il y a 
échec implicite de ces prédicats". 
Définition : 
Définition : 
Définition: 
La complétion d'un programme normal P, notée complet(P), est la col-
lection de toutes les définitions complètes des symboles de prédicats et 
des axiomes de la théorie de l'égalité. 
Soient P un programme et B un but normal. On dit que e est une répon-
se pour B relativement à Psi c'est une substitution de l'ensemble des va-
riables de B. 
Soient P un programme, B un but normal et e une réponse pour B. On 
dit que 9 est une réponse_ correcte pour B relativement à la complétion 
de P, si l'énoncé 'v'((B)E>) est une conséquence logique de la complétion de 
P. 
Cette définition, qui généralise la définition précédente de réponse correcte, fournit 
la description déclarative d'une solution d'un but normal et d'un programme normal. 
Définition : 
Soient P un programme, B un but normal. Un arbre SLD normal de B 
relativement à complet(P) est un arbre ET/OU vérifiant les conditions 
suivantes: 
• la racine de l'arbre est le but B, 
• l'arbre est fini, 
• chaque nœud de l'arbre est un but normal appelé sous-but de B, 
• chaque branche ET est la conjonction de sous-buts normaux 
correspondant aux prémisses d'une clause de P dont la tête 
s'unifie avec le nœud supérieur. 
• chaque branche OU correspond au choix d'un unificateur du but 
associé au but courant. 
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Soient P un programme, et B un but normal. Une SW-résolution nor-
male est un parcours de l'arbre SLD-normal associé au but B et relati-
vement au programme P. 
2. 7.3 La négation par l'absurde 
La réalisation d'une négation correcte suppose de pouvoir démontrer que la résolu-
tion d'un but est finie. C'est-à-dire que l'arbre de résolution est de profondeur fmie. Ain-
si, il nous est nécessaire de pouvoir détecter une résolution non finie. Dans une partie 
suivante, nous présentons une méthode originale de détection de boucles en Pral ag ba-
sée sur la caractérisation de boucles régulières. Ainsi, un méta-interprète muni de cette 
détection permet de pouvoir réaliser une négation. 
Pour obtenir une arbre SLD normal il faut s'assurer que cet arbre est de profondeur 
fmi. Or la négation par l'absurde ne le permet pas. Il faut donc faire une hypothèse sur 
les programmes pour le vérifier. Une méthode intéressante pour garantir cette contrain-
te sur l'arbre est de le vérifier lors de la résolution, c'est-à-dire réaliser une détection de 
boucles. Ceci est possible que pour une certaine classe de programme. 
Pour réaliser une détection de boucles efficace (ce qui n'est pas le cas pour tous les 
programme). il faut que les dérivation soit régulières, et donc faire une hypothèse d'une 
base de donnée complète (l'ensemble des constantes est fini). Dans ce cas. la négation 
par l'absurde est compatible avec cette hypothèse, il est possible de démontrer qu'un but 
possède une solution ou non. Ainsi, nous possédons une négation complète par utilisa-
tian d'une négation par l'absurde et d'un détecteur de boucles (dans le cas d'une boucle. 
la résolution le signale et s'arrête). 
2.8 La coupure 
La coupure, ou coupe-choix, est pour Prolog une facilité de contrôle de la résolution 
largement utilisée par les programmeur. Le coupe-choix s'écrit"/" pour Prolog-2 ou''!'' 
pour les Prolog écossais. Son effet est de modifier le déroulement séquentiel du parcours 
de l'arbre SLD de recherche. Nous utilisons dans cette partie et dans toute la suite de 
l'exposé. la syntaxe écossaise pour exprimer les clauses d'un programme Prolog [CPro-
log-1.5]. 
La sémantique du coupe-choix est de provoquer un échec lors d'un retour-arrière 
sur le but, appelé but parent, s'unifiant avec la tête de la clause contenant le coupe 
choix. Ainsi, lorsqu'un retour-arrière se produit sur un coupe-choix, le système arrête 
de chercher dans le sous-arbre qui à pour racine le but parent. Le coupe-choix consiste 
alors à élaguer tous les choix dans la sous-arborescence du but parent. 
Considérons maintenant un programme contenant une clause avec un coupe-choix 
et pouvant se réécrire sous la forme suivante: "but:- but1.!, but2", où "but]" est la con-
jonction des buts avant le coupe-choix, "but2"le reste de la queue de clause. Nous pou-
vons définir la sémantique du coupe-choix de la façon suivante : 
• le coupe-choix réussit immédiatement lors de l'appel. 
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• lors du retour arrière sur le coupe-choix, son effet est de 
provoquer un échec sur l'appel du but parent but. 
ENSMSE 
Dans notre exemple, le but parent du coupe-choix est but, ce but échoue lors d'un 
retour arrière sur ce coupe-choix. Ainsi, à la sémantique du coupe-choix est associé un 
effet de bord non négligeable qui est le suivant: le coupe-choix permet d'éliminer les 
éventuelles nouvelles solutions, par des points de choix sur les deux buts but1 et but, 
après le retour-arrière sur le coupe-choix. On peut comparer cet effet avec le "Go-To" de 
certains langages de programmation, car on modifie le déroulement séquentiel de l'in-
terprétation d'un but. 
Cet effet de bord de l'interprétation du coupe-choix peut prov:oquer une incomplé-
tude de la résolution. En effet, si dans la sous-arborescence élaguée par le coupe-choix 
il n'existe pas de solution alors l'usage du coupe-choix est sûr propice à l'optimisation, 
parcours d'une branche sans succès ou avec une dérivation infinie. En revanche, si une 
branche contenant un succès est élaguée par le coupe-choix, l'usage est dit dangereux 
car il peut éliminer une solution correcte de la SLD-résolution. L'usage sûr, dit ''eut vert", 
est utile pour améliorer l'efficacité sans omettre de réponses. L'usage dangereux du cou-
pe-choix, dit "eut rouge", est néfaste car dans certains cas il élimine des solutions cor-
rectes. Par exemple, prenons le programme suivant : 
p(X) :- a(X) 1 ! 1 fail. 
P (a) • 
il existe une SLD-réfutation du but "p(a)" mais un échec pour produire la substitu-
tion X=a lors de la résolution du but "p(X}". Ainsi, un usage non sur de la coupure fait 
perdre la sémantique déclarative du programme. 
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3. Mise au point 
3.1 Les problèmes 
La mise au point d'un programme quelconque consiste à déterminer la position 
d'une erreur dans le programme, relativement à l'interprétation que s'en fait le program-
meur. Cette interprétation est toujours associée à un langage. Le débogage est un pro-
blème essentiel dans la mise au point d'un programme. Aussi, le développement d'une 
application sera-t-il favorisé par la disponibilité d'outils de mise au point pour son lan-
gage. 
La plupart des environnements de développement en langage de haut niveau pro-
posent des outils de mise au point plus ou moins sophistiqués. La littérature décrit des 
solutions particulières pour un certain nombre de langages. Zellweger définit un ensem-
ble de méthodes pour la mise au point interactive de langages compilés et optimisés [Zel-
lweger-84]. De même, Murray décrit la réalisation d'une méthode automatique de mise 
au point pour un système éducatif du langage Lisp [Murray-86] ... 
La réalisation d'applications en Prolog nécessite de la part du programmeur une 
méthodologie différente décèle classique, utilisée en programmation procédurale. Le ca-
ractère non déterministe de la résolution, un des aspects importants de la programma-
tion logique, permet d'obtenir des ensembles de solutions possibles à un problème don-
né à partir de l'interprétation sous-jacente (le modèle de Herbrand dans le cas de Prolog 
pur). 
La recherche d'une solution à un problème, ou résolution d'un but, consiste à ob-
tenir une substitution correcte du but. Elle est fondée sur le parcours en profondeur 
d'un arbre ET/ OU. Chaque branche ET est une conjonction de buts et chaque branche 
OU est une disjonction sur un but. 
Lors de la réalisation d'une application Prolog, le programmeur construit de façon 
virtuelle, en utilisant une représentation sous forme de clauses de Horn, un ensemble 
d'arbres ET/ OU pour chaque problème ou sous-problème à résoudre. La réunion de ces 
arbres constitue un programme Prolog. Dans une phase de mise au point, le program-
meur vérifie les ensembles de solutions de son programme au moyen de tests caracté-
ristiques. 
Tout programmeur désire savoir si ses programmes sont corrects au sens où il l'en-
tend. D'une façon générale nous pouvons donner les deux définitions suivantes sur les 
différents cas d'erreurs d'un programme Prolog. 
Définition-1 : 
Un programme Prolog est dit correct si tous les ensembles de solutions 
fournis par la résolution sont corrects selon l'interprétation attendue du 
programmeur. C'est-à-dire si toutes les substitutions correctes fournies 
par la résolution sont des réponses correctes selon l'interprétation atten-
due du programmeur. 
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Définition-2 : 
:Mise au point en Prolog 
Un programme Prolog est dit incorrect s'il existe un ensemble de solu-
tions fournies par la résolution qui est non correct selon l'interprétation 
attendue du programmeur. C'est-à-dire s'il existe au moins une substi-
tution correcte fournie par la résolution mais qui n'est pas une réponse 
correcte selon l'interprétation attendue du programmeur 
ENSMSE 
L'environnement de programmation d'un langage évolué du type Prelog se doit de 
posséder un ensemble d'outils de mise au point permettant de caractériser un program-
me incorrect. Ces outils doivent fournir des renseignements lors de la résolution d'un 
but relativement à un programme. Ille peuvent d'un point de vue statique, en permet-
tant d'effectuer une analyse syntaxique, éventuellement sémantique, ou bien de fournir 
l'ensemble des solutions d'un but Prolog. D'un point de vue dynamique, ille peuvent 
également par l'utilisation d'un outil de trace fournissant une représentation de diverses 
étapes: l'appel d'un but, l'instance des variables, les retours sur un but, ou d'autres in-
formations, lors du parcours de l'arbre de résolution. 
Lorsqu'un programmeur désire réaliser une mise au point en Prolog, il utilise géné-
ralement la trace standard définie par Byrd. Elle traduit, sous forme de messages, les 
principaux états de l'interprète : appel, réussite, retour, échec [Byrd-80]. Cependant, une 
telle approche pose parfois des problèmes pour trouver une cause associée à un symp-
tôme d'erreur. L'un des plus importants est le fait que le programmeur d'une applica-
tion, s'il veut détecter des erreurs dans ses programmes, doit connaître la sémantique 
opérationnelle de Prolog, ce qui complique parfois l'interprétation d'une résolution pour 
connaître les ensembles de solutions obtenus. D'autres méthodes de trace en Prolog 
[Boizumault-84, Eisenstadt-85, Ducassé-88] permettent de donner des informations 
complémentaires sur la résolution. Ainsi, Eisenstadt définit une technique de trace par-
tielle (Zooming) permettant d'affiner la recherche d'erreurs par une technique de trace 
en largeur d'abord. Ducassé fournit à l'utilisateur un système modulaire, OPIUM+, per-
mettant de réaliser différentes méthodes de mise au point fondées sur la trace de la ré-
solution. D'autre part, Mellish ou Looi & Roos proposent des méthodes automatiques de 
correction de programme Prelog pour un système intelligent d'enseignement [Mellish-
81, Looi-Roos-87]. 
Une autre technique de mise au point, fondée sur l'interprétation du programmeur, 
a été présentée dans [Shapiro-83]. L'utilisateur du système exprime uniquement la sé-
mantique déclarative de son programme, la partie opérationnelle étant effectuée par le 
détecteur d'erreurs. D'autres auteurs ont réalisé des méthodes de mise au point similai-
res [Av Ron-84, Pereira-85,88, LLoyd-86]. L'ensemble de ces réalisations fournissent des 
méthodès déclaratives de mise au point pour les deux cas solutionfausse et absence de 
solution. Dans l'article [Pereira-88] les auteurs définissent une méthode rationnelle de 
mise au point pour les programmes généraux qui n'utilisent pas de prédicats prédéfinis 
avec effet de bord (assert par exemple). Ainsi, l'utilisateur peut effectuer une mise au 
point de ses programmes lorsqu'il utilise une coupure et/ ou une négation sûre. Ce pro-
blème est aussi étudié dans le cadre de Prolog parallèle [Huntbach-87, Shapiro-88]. En-
fin, les auteurs de la méthode déductive [Dershowitz-Lee-87] s'inspirent de la méthode 
de Shapiro afin de réaliser un détecteur d'erreurs déductif, basé sur la vérification des 
contraintes associées à un programme. Le programmeur fournit des assertions que doi-
vent vérifier les solutions des buts et spécifie des invariants sur ses clauses que le dé-
tecteur d'erreurs vérifie en cours de résolution. 
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3.2 Qu'est-ce-qu'une mise au point déclarative 
3.2.1 Cas d'erreurs en ProZog 
Lors d'une phase de mise au point, le programmeur d'une application effectue une 
série de tests caractéristiques permettant de déterminer si son programme est correct. 
Lorsque le programme est incorrect, il existe dans l'application une erreur de conception 
qui peut être caractérisée par un symptôme d'erreur. Compte tenu des caractéristiques 
de la programmation logique nous pouvons défmir un ensemble de symptômes d'erreur 
possible: 
Définition : 
Soient P un programme Prolog, B un but, e une substitution correcte de 
B. La substitution e est dite solution fausse du but B, si c'est une subs-
titution fausse selon l'interprétation attendue de B relativement au pro-
gramme P. 
Autrement dit, une solution est fausse si elle est calculée et incluse dans le com-
plémentaire de l'ensemble des solutions attendues du programme. 
Définition : 
Soient P un programme Prolog, B un but, e une substitution correcte de 
B. L'arbre de preuve de la formule (B)E> est dit arbre faux s'il existe un 
nœud de cet arbre dont le but associé possède une solution fausse. 
Autrement dit, lorsque un arbre de résolution est un arbre faux. il existe un symp-
tôme d'erreur permettant d'affirmer qu'un programme est incorrect selon l'interprétation 
attendue du programmeur. 
Définition : 
Soient P un programme Prolog, Bun but, e une substitution de B correc-
te selon l'interprétation attendue de B relativement au programme P. La 
substitution e est dite solution insatisfaite si la résolution du but B ne 
permet pas de démontrer que (B)e est une conséquence logique du pro-
gramme P. 
Autrement dit, une solution est insatisfaite si elle est non calculable et incluse dans 
l'ensemble des solutions attendues du programme. 
Définition: 
Soient P un programme Prolog, B un but, e une substitution correcte de 
B. La substitution e est dite solution insuffisante si le nombre de réus-
sites de la résolution de B fournissant l'upg e est incorrect selon l'inter-
prétation attendue de B relativement au programme P. 
Lorsque l'on désire tester un programme afin de savoir s'il contient une erreur, il 
faut caractériser un symptôme d'erreur. Nous venons de voir les principales erreurs pro-
duisant un ensemble de solutions incorrect dans l'interprétation attendue. À partir de 
ces définitions nous pouvons les réunir pour former un seul critère d'erreur. 
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Définition: 
Mise au point en Pro log 
Soient P un programme Prolog, B un but, e une substitution de B. La 
substitution e est dite solution incorrecte pour le but B si c'est soit une 
solution fausse, soit une solution insatisfaite, soit une solution insuffi-
sante. Dans le cas contraire, la substitution e est dite solution juste 
dans l'interprétation attendue de B relativement au programme P. 
ENSMSE 
Maintenant, nous pouvons définir ce qu'est un symptôme d'erreur dans un pro-
gramme Prolog. Ce symptôme d'erreur permet d'affrrmer qu'un programme est incorrect 
relativement à l'interprétation attendue. 
Définition : 
Soient P un programme Prolog, B un but. La résolution du but B est dite 
résolution incorrecte s'il existe un nœud de l'arbre de résolution dont 
le but associé possède une solution incorrecte. 
Autrement dit, un programme sera considéré comme incorrect s'il existe un but 
particulier tel que sa résolution soit une résolution incorrecte. De même, on considère 
comme correct tout programme dont on ne trouve pas de but possédant une résolution 
incorrecte. 
Pour pouvotr prouver qu'un programme est correct, c'est-à-dire faire la preuve de 
la sémantique attendue de ce programme, il faudrait mettre en œuvre une méthode 
constructive de buts tests permettant de prouver que toutes les résolutions sont correc-
tes. Cette tache est impossible car on ne peut construire tous les buts permettant de 
prouver cette sémantique attendue. 
L'avantage de cette approche, qui associe symptôme d'erreur et résolution incorrec-
te, est que l'on n'a pas besoin de construire tous les buts pour tester un programme. Il 
suffit de définir un jeux de tests particuliers permettant de construire les arbres de ré-
solution qui serviront pour détecter un symptôme d'erreur dans le programme. 
3.2.2 Techniques de recherche déclaratives 
D'une façon générale, un système de mise au point pour un langage donné est 
constitué d'une partie centrale, le système de détection d'erreurs qui simule l'exécution 
du langage, mais aussi d'un analyseur fournissant une cause probable de l'erreur. À 
partir de la définition que nous avons donnée sur un symptôme d'erreur, nous pouvons 
définir l'algorithme de détection d'erreurs. 
Définition : 
Soient P un programme Prolog et B un but possédant une résolution in-
correcte. On appeÜe débogueur Prolog un algorithme de parcours de 
l'arbre de recherche du but B associé au programme P permettant de 
trouver une solution incorrecte. 
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Ainsi, un débogueur du langage Prolog est constitué de deux composantes: un si-
mulateur de la résolution permettant de construire et de parcourir l'arbre de recherche 
et un système de détection d'erreurs caractérisant une solution incorrecte. Ce système 
peut être décrit par le schéma : 
Buts 
Définition : 
Définition : 
Solutions 
Programme Sémantique Attendue 
Soient P Wl programme Prolog et B Wl but Prolog. On appelle méta-in-
terprète un programme permettant de simuler la résolution du but B 
associé au programme P. 
Soient P nn programme Prolog et B nn but Prolog. On appelle détecteur 
d'erreurs Wl algorithme permettant de caractériser que le but B possè-
de nne solution incorrecte relativement à la sémantique attendue du 
programme P. 
Lorsqu'un programmeur réalise une application Prolog, il écrit un programme P 
correspondant a un domaine logique. D'une façon générale, il existe une interprétation 
calculée du programme, le modèle M(P), qui est l'ensemble des solutions correctes que 
calcule la résolution et que l'on appelle la sémantique actuelle du programme P. Cepen-
dant, au monde auquel le programmeur se réfère, son domaine d'application, est associé 
une certaine théorie T, modélisée par une interprétation M qui fournit une valeur de vé-
rité à toutes les formules atomiques que l'on appelle la sémantique attendue du pro-
gramme. 
La mise au point des programmes Prolog consiste à faire coïncider les deux modèles 
du même domaine d'application, autrement dit un programme Prolog est correct si les 
deux sémantiques sont identiques, c'est-à-dire si M(P) =M. En fait, pour le programmeur 
seule l'inclusion d'un sous ensemble de M(P) dans la sémantique attendue est nécessai-
re pour que le programme soit considéré comme correct. En effet, le programmeur con-
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naît généralement le domaine d'application et donc la sémantique attendue associée, 
alors qu'il n'utilise qu'un sous-ensemble de cette sémantique pour réaliser son applica-
tion. Mais aussi, on peut valider le programme en ne donnant qu'un certain nombre de 
buts, les buts tests, qui caractérise le programme. 
Plus généralement, lorsque l'on réalise une application, le programmeur s'intéresse 
à l'intersection de deux sémantiques. Si cette intersection est suffisamment riche pour 
que tous les résultats obtenus aient une interprétation attendue, le programme sera 
considéré comme "validé". En revanche, lorsqu'une solution calculée n'est pas incluse 
dans la sémantique attendue associée au programme, on doit considérer le programme 
comme étant incorrect. Ainsi, nous pouvons énoncer les théorèmes correspondant à la 
notion de programme correct ou incorrect {c'est un abus de langage, on devrait dire 
validé) : 
Théorèmes: 
Soit P un programme Prolog. 
Le programme Pest correct si et seulement si pour tout but Prolog l'en-
semble des solutions calculées est inclus dans la sémantique attendue 
associée au programme P. 
Le programme P est incorrect si et seulement si il existe un but Prolog 
admettant un ensemble de solutions calculées qui n'est pas inclus dans 
la sémantique attendue associée au programme P. 
Démonstrations 
Triviales, par l'application des définitions correspondantes. 
Dans ces conditions, l'objectif de tout système de mise au point en Prolog consiste 
à détenniner un sous-modèle d'un programme P, par la résolution d'un certain nombre 
de buts Prolog. Lorsque le système de détection d'erreurs trouve une solution incorrecte 
lors de la résolution d'un but, il signale la non inclusion de ce sous-modèle par rapport 
à la sémantique attendue associée au programme P. Autrement dit, lorsqu'il trouve un 
ensemble de solutions de M(P) non inclus dans M. 
Ainsi, le support du détecteur d'erreurs Prolog est la sémantique attendue associée 
au programme. La technique la plus simple est de connaître cette sémantique attendue 
au préalable par un ensemble d'axiomes permettant d'évaluer une solution calculée (cal-
culer sa valeur de vérité). C'est le principe de la méthode déductive [Dershowitz-Lee-87] 
qui peut" être comparée à celle des assertions de certains langages, en particulier les as-
sertions du langage Eiffel [Meyer-88]. Une autre méthode est l'utilisation d'une descrip-
tion formelle du modèle attendu du programme {c'est la sémantique attendue par le pro-
grammeur) afin de réaliser une détection d'erreurs. Cette méthode est utilisée dans [Dra-
bent-all-88]. 
Réaliser une telle base de connaissances contenant toutes les solutions de la sé-
mantique attendue pose un problème au programmeur. En fait, celui-ci doit écrire des 
spécifications formelles donnant la valeur de vérité des solutions d'un prédicat, sous for-
me d'assertions. Le système de mise au point se contente de vérifier ces assertions lors 
de la recherche d'erreurs. Lorsqu'il trouve une incohérence, parce qu'une valeur de vé-
Introduction Wednesday 29 August 1990 Mise au point 
ENSMSE Mise au point en Prolog 
rité est différente de celle calculée, il détecte un symptôme d'erreur. Mais spécifier de 
telles assertions ne garantit plus la complétude du système d'assertions [Gôdel-30]. En 
effet, il faut pouvoir disposer d'un système permettant de vérifier de telles assertions, car 
le programmeur peut désirer savoir si elles sont correctes ou non. Nous retombons sur 
le problème d'un système de détection d'erreurs, màis cette fois-ci pour le système for-
mel d'un système de détection d'erreurs sur des programmes Prolog, ce qui explique l'in-
complétude de la méthode envisagée. 
D'une façon générale, seul un sous-ensemble est nécessaire pour détecter des so-
lutions incorrectes. La technique la plus simple est que le système de détection d'erreurs 
demande la sémantique attendue du programmeur pour déterminer si une solution cal-
culée est ou non incluse dans cette interprétation. 
Dans tous les cas, assertions évaluables et questions, l'algorithme de détection 
d'erreurs est alors simple: 
Parcourir l'arbre de résolution, 
sur chaque but trouvé, 
questionner le programmeur pour connaître l'interprétation attendue 
si la solution calculée est correcte (incluse) 
continuer 
sinon on vient de trouver un symptôme d'erreur. 
De plus, pour améliorer la méthode de détection, le système peut mettre en œuvre 
une technique d'apprentissage des solutions correctes lorsqu'il pose les questions à l'u-
tilisateur. Le système construit lui-même les assertions dont il a besoin à partir d'infor-
mations qu'il récolte auprès du programmeur. Ainsi, lorsque le système connaît une so-
lution correcte, dans l'interprétation attendue, il la conserve pour pouvoir la réutiliser 
ultérieurement, soit pour la détection d'erreur courante, soit pour une détection d'erreur 
sur d'autres programmes. 
Une autre technique envisageable est d'utiliser un programme que l'on sait correct. 
Puis d'utiliser les solutions calculées par ce programme comme spécifications formelles 
d'un autre programme plus astucieux mais que l'on veut tester. A ce sujet deux appro-
ches sont possibles. Dans la première, les solutions sont préalablement calculées pour 
être utilisées lorsque le système de détection d'erreurs le désire. Dans la seconde, les so-
lutions sont évaluées à partir du programme correct par le système de détection d'er-
reurs pour vérifier une solution calculée par le programme que l'on cherche à tester. 
La seconde approche nous semble préférable, car si elle est lourde en temps d'exé-
cution, elle évite cependant de stocker toutes les solutions possibles et elle teste toutes 
les solutions calculées par le programme. 
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3.3 Conclusion 
La littérature nous fournit une multitude de méthodes de mise au point en Prolog. 
Pour un utilisateur quelconque, son choix est difficile. Lorsque celui-ci ne dispose que 
de la trace standard, il l'utilise sans pouvoir obtenir les souplesses d'une méthode intel-
ligente de mise au point. 
En revanche, si nous sommes capables de proposer une interface particulière pour 
un système intelligent, que nous pourrons adapter à ses besoins propres (machine d'ac-
cueil, système Pro log, interface utilisateur}, l'utilisateur pourra obtenir des outils perfor-
mants de mise au point. 
Aussi, dans la partie suivante et dans cet objectif, nous allons parcourir les princi-
pales méthodes de mise au point en Prolog. Cette étude nous permettra de mettre en 
place les bases d'un système de mise au point intelligent pour répondre aux divers cas 
d'erreurs en Prolog que nous venons de définir. 
Enfin, la dernière partie sera consacrée à une réalisation particulière du système 
de mise au point, par l'utilisation des méthodes de détection d'erreurs. À partir de ce 
système, nous présentons quelques sessions de mise au point mettant en œuvre l'utili-
sation d'assertions obtenues par apprentissage, par des questions posées à l'utilisateur 
et des assertions évaluables à partir d'un programme. 
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4. Les traces 
4.1 Principe 
La disposition d'un système de trace constitue un élément important d'un environ-
nement de programmation d'un langage interprété. En effet, la trace de l'exécution d'un 
programme permet de visualiser les différentes étapes de l'interprétation. Dans la plu-
part des langages interprétés, comme Apl ou Lisp, le modèle classique d'appel-retour 
sert de base aux outils de traces. De même pour les langages compilés tels Pascal etC, 
l'utilisation d'un système de détection d'erreurs fondé sur une technique de trace permet 
d'effectuer la mise au point des programmes. Cette technique de recherche d'erreurs re-
pose sur le principe de découpage du programme pour réduire la partie du programme 
aux instructions qui peuvent avoir eu une influence sur les valeurs erronées des varia-
bles du programme. 
Cependant, pour le langage Prolog la situation est plus complexe compte-tenu de 
la sémantique non déterministe de ce langage. La trace doit pouvoir permettre de suivre 
l'évolution des différents mécanismes de la résolution, c'est-à-dire le parcours en pro-
fondeur d'abord de l'arbre de résolution et le mécanisme d'unification. Un système de 
trace pour Prolog doit permettre de suivre les appels et les réussites sur un but, ainsi 
que les différents retour-arrière de l'interprète sur les points de choix (le choix d'une 
clause, la réussite d'une clause ... ). De même, la trace doit permettre à un programmeur 
de répondre à différentes questions qu'il peut se poser lors de la mise au point d'un pro-
gramme. Ces questions peuvent être les suivantes : 
• pourquoi y-a-t-il un échec lors de l'appel d'un but ? 
• pourquoi y-a-t-il une réussite lors de l'appel d'un but ? 
• quelles sont les clauses d'un paquet qui sont appelées lors de la résolution 
d'un but? 
• quelles sont les instances des variables d'appel lors de l'activation d'une 
clause? 
• quelles sont les instances des variables lors de la réussite du but? 
• lors d'une trace, à quel choix de clause se rapporte un message ? 
Dans le contexte particulier d'une résolution incorrecte, ces questions correspÇ>n-
dent à la recherche du bon découpage du programme pour déterminer un symptôme 
d'erreur de la résolution d'un but mais aussi la cause de l'erreur. 
Les différents modèles de traces envisagés tentent de donner une aide au program-
meur dans le découpage de son programme. 
Afm de modéliser le principe d'une trace, nous présentons la sémantique d'une ré-
solution Prolog. Puis nous présentons la trace classique de Prolog, celle de Byrd, ainsi 
que deux approches différentes, la trace de Eisenstadt et celle de Boizumault. 
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4.2 Sémantique de la résolution 
Nous présentons ici une sémantique de la résolution d'un but Prolog. Notre dessein 
n'est que de fournir un modèle afin de décrire les traces que nous allons présenter et 
cette sémantique est proche de la sémantique de la SLD-résolution. De plus, elle fait in-
tervenir des notions d'unification de termes Prolog [Robinson-65] d'échec, de réussite et 
de retour-arrière, notions utiles pour interpréter une trace. 
Soient P = { Ci) un programme Prolog, c'est-à-dire un ensemble fini de clauses de 
Hom Ci,. et But un but Prolog à résoudre. 
Définition : 
Définition : 
Soient F un symbole de prédicat et N un entier. On appelle P(F,N) le pa-
quet de clauses du programme P défini comme l'ensemble des clauses de 
P dont la tête de clause ait F comme symbole de prédicat et soit d'arité N. 
La résolution d'un but peut être définie par l'algorithme suivant: 
Si le but à résoudre est de symbole de prédicat F et d'arité N alors 
Soit P(F, N) le paquet correspondant à ce but. 
Si le paquet P(F, N) est vide 
Alors il y a échec du but 
Sinon 
retirer la première clause de P(F, N) 
Si la tête de cette clause ne s'unifie pas avec le but 
Alors aller au test du paquet vide 
Sinon résoudre la queue de la clause 
Si la queue de cette·clause échoue 
Alors aller au test du paquet vide 
Sinon il y a réussite du but 
La notion de retour-arrière correspond toujours à une recherche d'une nouvelle so-
lution suite à la réussite d'un but. Ce retour peut être dû au retour sur le but initial afm 
de trouver une nouvelle solution, ou bien faire suite à l'échec d'un sous-but de la réso-
lution. 
Soit C une clause de Hom du programme P. Cette clause que nous écrirons sous 
la forme.: 
C ={Tête:- B1, B2, ... Bn} 
Si la résolution d'un but conduit à la réussite de la clause C, lorsqu'il y a retour-
arrière sur le but on effectue un retour-arrière sur la queue de cette clause. Ce retour-
arrière consiste à faire un retour-arrière sur le dernier but de la queue de clause, le but 
Bn. Cette technique permet de trouver une nouvelle réussite pour la queue de la clause. 
qui est alors une nouvelle solution pour le but s'unifiant avec la tête de la clause. 
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La résolution de la queue de clause C correspond à la résolution du but 
"B 1, Bz, ... Bn" et consiste à résoudre chacuns de ces buts l'un après l'autre. Lorsque l'un 
de ces buts échoue, il y a retour sur le but précédent dans l'ordre de réussite. 
Définition : 
On appelle résolution d'un ensemble de but {B1, B2, ... Bn}, avec comme 
valeur initiale 1 pour l'indice i, l'algorithme suivant: 
Si la résolution du but Bi réussit 
Alors 
Si i <n 
résoudre le but Bi+ 1 
Sinon réussite de {B1, B2, ... BnJ 
Sinon/* Bi échoue*/ 
Si i > 1 
retour-arrière sur la résolution du but Bi-1 
Sinon échec de {B1, B2, ... Bn} 
Définition : 
On appelle trace d'une résolution, un algorithme de résolution d'un en-
semble de buts, qui matérialise l'évolution de la résolution par l'écriture 
de messages. 
Ainsi, lorsque nous voulons une trace exhaustive sur la résolution d'un ensemble 
de buts, cette trace doit pouvoir indiquer l'état courant de l'interprète. Ces différents 
états correspondent à certains points particuliers de l'interprète lors de la résolution. 
Ces points peuvent être : l'appel d'un but, l'unification d'un but avec une tête de clause, 
la réussite d'une clause, l'échec d'une clause, le retour-arrière sur-un but. 
Les différents modèles de trace que nous présentons consistent à illustrer la réso-
lution par des messages lorsque l'algorithme de résolution passe par certains de ces 
états. 
4.3 Trace de Byrd 
La plupart des systèmes de programmation en Prolog sont équipés d'une trace dé-
finie par Byrd en 1980. Celle-ci est fondée sur un modèle de boîte noire [Byrd-80}. Ce 
modèle de trace repose sur l'interprétation opérationnelle de la logique des clauses de 
Hom. Chaque clause d'un programme peut être interprétée de la façon suivante : 
• la tête de clause est une procédure possédant des paramètres, 
• la queue de clause est l'appel à des sous-programmes, 
• l'invocation d'un sous-programme est l'Appel, (Call), 
• la réussite de l'appel de tous les sous-programmes est la Sortie, (Exit), 
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• l'échec d'un des sous-programmes est l'Échec, (Fail), 
• le retour-arrière sur un point de choix d'un sous-programme (évaluation 
d'une branche OU), c'est-à-dire la recherche d'une nouvelle solution, est le 
Retour CRedo, Back-To). 
ENSMSE 
Le modèle correspond au parcours en profondeur d'abord de l'arbre ET-OU de la 
SLD-résolution. Les messages Appel et Sortie correspondent au parcours-avant de l'ar-
bre. les messages Retour et Echec correspondent à un parcours-arrière de cet arbre lors 
du retour-arrière de l'interprète. 
4.3.1 La trace 
Nous pouvons définir l'ensemble des messages de la trace de Byrd de la façon 
suivante: 
Appel 
Sortie 
Retour 
Echec 
l'appel d'un but à démontrer, le but courant. Lorsqu'un but "p(X, Y)" 
est invoqué afin d'être résolu, le contrôle active le port "Appel". Ce 
message correspond au début de l'algorithme de résolution. 
la réussite de l'appel d'un but. Ce message signale qu'une clause s'est 
unifiée avec le but courant et la réussite de la queue de cette clause. 
le retour-arrière afin de rechercher une nouvelle solution du but cou-
rant. Ce message correspond au retour sur le but. 
l'échec final du but courant. Ce message indique que le paquet de clau-
se est vide, soit initialement, soit après érosion successive, ou alors 
qu'il ne contient pas de clauses s'unifiant avec le but courant. 
Prenons un exemple de programme afin d'illustrer cette trace. 
a (A) :-
b, 
c. 
a (A) :-
write(encore). %écriture du terme ~encore" 
b. 
b. 
c. 
La résolution du but "a(A)" permet d'illustrer quelques mécanismes d'une résolu-
tion SLD. La résolution du but "a{A)" avec la trace de Byrd nous donne l'ensemble des 
messages suivants : 
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?- trace, a (A) . % trace et appel de la résolution 
Call: a ( 351) ? % appel initial 
-
Call: b ? g, 0 appel du premier sous-but 
Exit: b ? g, 0 ah, une réussite 
Call: c ? g, 0 le second sous-but 
Exit: c ? % ah, une réussite 
Exit: a( 351) ? % ah, une réussite 
-A = 351 ; % OK, une autre solution ? 
-
Redo: a( 351) ? % Retour sur le but initial 
-
Redo: c ? % Retour sur le dernier but ? 
Fail: c ? % Echec, une autre clause ? 
Redo: b ? g, 0 Retour par échec du but frère c 
Exit: b ? g, 0 seconde réussite après retour 
Call: c ? g, 0 nouvel appel de c 
Exit: c ? g, 0 on continue~ .. 
Exit: a( 351) ? 
-A= 351 % nouvelle réussite ... 
Ce petit exemple de résolution d'un but associé à un programme permet de faire 
quelques remarques la trace de Byrd. Aucun des messages ne permet d'identifier claire-
ment quelques mécanismes importants de la résolution comme, le choix de la clause 
courante, l'unification, le retour-arrière ... De plus, utilisée seule, cette trace conduit à 
un flux important de messages. Il est donc important de réduire le nombre de ces mes-
sages afin d'obtenir une trace efficace par un mécanisme de trace partielle. 
4.3.2 Extensions 
Les réalisations actuelles des systèmes Prolog font évoluer cette trace afin de don-
ner plus d'informations sur la résolution. 
Par exemple, pour la non définition d'un prédicat, le système IF-Prolog permet d'ar-
rêter la résolution par un mécanisme d'exceptions équivalent aux exceptions du langage 
Ada. Le système Quintus-Pro log signale cette non définition de prédicat par un message 
d'alerte "Warning". D'autres systèmes utilisent un message de trace supplémentaire 
pour différencier l'échec d'unification "Echec" et l'échec par non définition "InconnU:'. 
D'autres extensions ou modifications de la trace sont envisageables, comme par exemple 
l'extension Coda [Plummer-87] ou l'extension Opium [Ducassé-86]. 
De même, pour réduire le flux d'une trace, il est possible d'effectuer une trace sé-
lective de la résolution d'un but, par l'utilisation du prédicat "spy/ 1". Ce prédicat permet 
de tracer l'exécution d'un paquet de clauses quelconque, chaque message de trace étant 
imprimé quand le prédicat est espionné. Son utilisation est cependant difficile pour le 
programmeur d'une grande application car celui-ci doit deviner quels prédicats il doit 
tracer. Cet aspect rend la recherche d'erreurs difficile car si l'on veut réduire le nombre 
de messages pour qu'une trace soit intéressante, il faut pouvoir estimer où mettre les 
points de trace, ce qui est pratiquement impossible. 
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4.3.3 Remarques 
L'exemple relativement simple de programme que nous avons choisi, ne permet pas 
de montrer les différents mécanismes d'une trace de la résolution Prolog. Cependant, 
nous pouvons effectuer quelques remarques sur les limites d'une telle trace. 
Dans les trois cas d'échec suivants: l'échec après un coupe-choix, l'échec sur l'u-
nification, l'échec sur la définition d'un prédicat, le message de trace est identique: 
"Fair (Échec). Ce message ne permet pas par une simple lecture de les différencier. 
De même, ce modèle ne permet pas de différencier les retour-arrière effectués par 
l'interprète. À la suite d'un échec, on cherche une nouvelle unific~tion, à la suite d'une 
réussite, on cherche une nouvelle solution. 
Ainsi, lorsqu'un programmeur Prolog utilise une telle trace dans la résolution d'un 
but d'une application importante, rapidement celui-ci ne sait plus où en est la résolu-
tion. Nous pouvons faire les remarques suivantes : 
1-
2-
3-
4-
les quatre messages de la trace ne permettent pas de faire une discri-
mination rapide des différents problèmes pouvant être rencontrés lors 
de la mise au point d'un programme (échec incorrect d'un but, solution 
fausse, retour-arrière oublié ... ). Ceci est dû essentiellement à l'impor-
tance des messages de la trace. L'utilisateur doit avoir une attention 
importante sur la trace pour trouver le message utile. Ainsi, un utili-
sateur est rapidement découragé par l'inefficacité d'une telle trace sur 
des applications concrètes. 
on ne dispose d'aucune information sur l'absence d'unification d'une 
clause lors d'un appel. En effet, il peut y avoir plusieurs types d'er-
reurs d'unification: le prédicat n'existe pas, il y a une mauvaise arité, 
aucune clause ne s'unifie, plus d'autres unifications possibles. Tous 
ces types d'échec de la résolution sont caractérisés par le même mes-
sage "Échec", ce qui rend l'interprétation de la trace difficile et répon-
dre à la question: ''pourquoi y-a-t-il échec?" est complexe pour l'utili-
sateur de la trace. 
on manque d'information sur l'activation d'une clause. En effet, lors-
qu'une clause est appelée, seul un message sur l'appel de son premier 
sous-but est donné. Ainsi, lorsque plusieurs clauses peuvent s'unifier 
avec un but, il n'existe aucune information sur le choix de la clause 
permettant de connaître simplement quelle est la clause en cours d'é-
valuation lors d'un appel, d'un retour ... Ceci est d'autant plus gênant 
lorsque les clauses sont des faits, il est alors difficile de savoir lequel 
réussit. 
on a aucune information sur l'instance des variables lorsqu'une clause 
particulière est choisie par la résolution, après unification. Seule la vi-
sualisation du but est effectuée lors d'une "Sortie". ll est difficile de ré-
pondre simplement à la question : "quelles sont les instances des varia-
bles lors de l'activation d'une clause ?" 
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les noms des variables locales sont abscons: par exemple "_65644", ce 
qui ne permet pas une lecture rapide des liens de variables entre la 
tête et la queue de la clause appelée, ainsi que lors du déroulement de 
la trace. Le parcours partiel de l'arbre de résolution de façon visuelle 
est rendue complexe. 
il faudrait un indentation permettant de visualiser les différents ni-
veaux d'appels lors d'une résolution. Seule une utilisation complexe 
de numéros associés aux divers messages, permet de reconnaître un 
niveau d'appel. Répondre aux questions : "à quelle clause se rapporte 
ce message ?" et "quel est la suite des appels de buts ?" est difficile, pour 
un utilisateur non averti. Celui-ci ne peut construire un sous-arbre de 
la résolution pour l'analyser. 
on se heurte à la difficulté de retrouver l'origine de l'appel lors d'un re-
tour-arrière, car il faut parcourir la trace à l'envers pour déterminer 
le point de reprise. De même, sur l'exemple précédent, les trois mes-
sages de retour "Redo" ont une signification distincte, ce qui compli-
que de façon sérieuse la lecture arrière de la trace pour retrouver sur 
quel but on effectue un retour. 
il manque des informations sur l'appel des prédicats systèmes. Ceci 
peut être important lorsque l'on modifie le déroulement de la résolu-
tion, par exemple lors d'un coupe-choix"!". De même pour l'appel de 
prédicats pouvant provoquer des échecs. Cet aspect devient important 
lorsque l'on utilise des prédicats définis par l'utilisateur, compilés et 
se comportant comme des prédicats systèmes : "pourquoi y-a-t-il échec 
ou retour ?". 
4.3.4 Commentaires 
Nous pouvons faire quelques commentaires sur la trace de Byrd. Considérons un 
programmeur Prolog devant réaliser une application particulière. 
Soit un programmeur devant réaliser un système expert en Prolog. La démarche de 
développement de son application pourrait être la suivante : 
• écriture d'un moteur d'inférence. 
• 'réalisation d'une maquette de son système expert. 
• réalisation en grandeur nature de l'application (extension du moteur 
d'inférence, extension des connaissances ... ). 
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Le développement d'une telle application pose des problèmes de divers types. La 
réalisation du moteur d'inférence fait appel à des notions ne faisant pas partie de la lo-
gique du premier ordre. Sa mise au point complique sérieusement le travail du program-
meur. En effet, il doit tester sur des exemples précis son moteur: il réalise une pré-ma-
quette de son application afin de valider les choix de l'algorithme du moteur d'inférence, 
de la représentation des connaissances ... La maquette proprement dite est là pour vali-
der les différents modèles utilisés par le système, le moteur, les connaissances, etc. 
La mise au point complète de l'application, aux diverses phases du développement, 
nécessite des outils de trace sophistiqués. Lorsque sur une question le système expert 
se comporte d'une façon imparfaite ou inattendue, est-ce le moteur d'inférences, la re-
présentation des connaissances ou autre chose qui est en cause ? Pour le programmeur 
d'une telle application, quel doit être son comportement afin d'analyser la résolution 
Prolog? 
La trace de Byrd telle quelle est disponible, ne permet pas de réduire le flot de mes-
sages en fonction des désirs de l'utilisateur. Devant une quantité importante de messa-
ges d'une trace, le programmeur est souvent découragé et n'utilise pas la trace comme 
outil de mise au point. Celui-ci réalise lui même sa mise au point, par des raisonnements 
logiques sur son programme. 
Le programmeur simule ainsi un détecteur d'erreurs intelligent, par l'utilisation de 
l'ensemble des connaissances qu'il possède sur son domaine d'application et sur la réus-
site d'un but, l'échec d'un but, les solutions d'un but ... La trace ne lui sert qu'à préciser 
ses idées sur la mise au point ou sur une partie de la résolution. Cette trace devient un 
support de son raisonnement pour vérifier tel ou tel point de la résolution. Toute la dé-
marche de mise au point en Prolog est ainsi réalisée par le programmeur. 
Il est donc important de définir et fournir à un utilisateur de Prolog, un ensemble 
d'outils intelligents, spécifiques aux problèmes à résoudre, permettant de traiter les di-
verses raisons d'erreurs d'un programme Prolog. Ainsi, nous devons définir un modèle 
du raisonnement logique du programmeur lors de la mise au point d'un de ses program-
mes. Ce modèle nous permettra de simuler le comportement du programmeur sur la ré-
solution d'un but Prolog afin d'obtenir un système de détection d'erreurs. 
4.4 Trace de Boizumault 
Boizumault propose dans son article [Boizumault-84] un modèle de trace proche de 
la sémantique de l'interprète Prolog. Ce modèle est sensiblement le même que celui de 
Byrd dans son principe de fonctionnement. Cette trace permet de visualiser l'appel d'un 
but, l'essai d'unification du but avec une clause, la réussite d'unification, ainsi que l'é-
chec. 
A chaque prédicat, défini par le programme considéré, est associé un paquet de 
clauses, chaque clause du paquet est scindée en deux, la tête et la queue. Les messages 
de contrôle sont au nombre de quatre: "appel" (l'appel d'un but), "échec" (l'échec d'un 
but), "unifie" (l'unification d'un but). "prouve" (la preuve d'un but), et correspondent 
comme la trace de Byrd à l'illustration de la résolution. 
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4.4.1 La trace 
Les traces 
Nous pouvons décrire l'ensemble des différents messages de la façon suivante: 
Appel 
Unifie 
Prouve 
Échec 
C'est l'appel initial d'une procédure, sous la forme d'un but à démon-
trer. Si le paquet correspondant à la procédure est non vide, le contrô-
le continue vers la porte "Unifie". Dans le cas contraire, le contrôle se 
dirige vers la porte "Échec". 
Ce message indique les différentes tentatives d'unification du but cou-
rant à partir de la première tête jusqu'à la dernière. Si l'unification 
s'effectue alors le contrôle continue sur la porte "Prouve" produisant 
l'appel de la résolution sur la queue de clause, sinon il y a passage à 
la tête suivante. Lorsqu'il n'y a plus de tête à unifier alors le contrôle 
se dirige vers la porte "Échec". 
Ce message indique la demande de résolution sur une queue de clause 
dont la tête s'est unifiée avec le but courant. Lorsqu'un échec se pro-
duit soit sur l'appel d'un sous-but soit par retour-arrière, le contrôle 
retourne à l'état précédent de ((Unifie" afin de choisir une nouvelle 
clause. 
Ce message indique un échec du but courant après l'essai de toutes les 
solutions possibles d'unification de tête, ou alors après le retour-arriè-
re sur un coupe-choix. 
Sur l'exemple précédent de programme nous avons la trace suivante : 
?- a (X) • 
Appel : a(_309) %Appel initial du but 
Y es 
x = 
Y es 
x = 
Unifie 1 : a(_309)% la première clause 
Prouve : b , c % OK, on appelle la queue de clause 
Appel : b % exécution 
Unifie 1 b 
Prouve 
Appel : c 
Unifie 
Prouve 
309 . 
' -
Echec : c 
Unifie 
Prouve 
Appel . c . 
Unifie 
Prouve 
309 ; 
-Echec c 
Echec : b 
true 
1 : c 
true 
2 : b 
true 
1 : c 
true 
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Unifie 2 : a 
Prouve 
encore Yes 
x = 309 i 
Echec : a 
Mise au point en Prolog ENSMSE 
write(encore) 
Ce petit exemple démontre la meilleure lisibilité de cette trace. Cependant quelques 
problèmes persistent. 
4.4.2 Commentaires 
Cette trace apporte quelques informations supplémentaires, intéressantes sur le 
principe. Mais lors d'une utilisation en grandeur réelle sur de gros programmes, par 
exemple lorsqu'un prédicat possède un grand nombre de clauses de définition dont une 
seule- s'unifie, on obtient tous les messages "Unifie" pour une seule réussite. Cette trace 
est donc difficilement utilisable sur des applications de grande importance. 
4.5 Trace de Eisenstadt 
Le modèle de trace de Eisenstadt est un modèle différent de trace de programme 
Prolog. Pour plus de détails on se référera à l'article original [Eisenstadt-85]. Eisenstadt 
constate le manque d'efficacité de la trace de Byrd et propose un modèle de trace beau-
coup plus exhaustif. Elle repose sur un parcours en largeur d'abord de l'arbre de réso-
lution. Cette technique, appelé "Zooming". se rapproche des méthodes de mise au point 
utilisées pour des langages compilés tels que le langage C [Ducassé-Emden-87]. 
Lorsqu'un programmeur désire effectuer une détection d'erreurs en Prolog, il est in-
téressant de lui fournir une technique permettant d'effectuer un découpage de la réso-
lution, afin de réduire le nombre des prédicats suspects. Un parcours en largeur d'abord 
permet de ne tracer que la partie qu'intéresse l'utilisateur. C'est le principe du Zooming. 
L'interprétation d'un but Prolog peut être décrite en terme de satisfaction de buts. 
par une recherche séquentielle dans la base de données, qu'est l'ensemble des clauses, 
afin de trouver une clause dont la tête s'unifie avec le but courant, ensuite de satisfaire 
les sous-buts composant la queue de clause. Les différents cas de satisfactions pour un 
but sont les suivants : 
• réussite du but car c'est un fait, 
• 'réussite du but car tous ses sous-buts réussissent, 
• échec du but, 
• échec du but par retour-arrière sur le coupe-choix, produisant un échec sur 
le but père, 
• aucune clause de la base de donnée ne s'unifie avec le but courant, 
• l'arité du but courant n'est pas bonne, 
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• aucune définition d'un prédicat de même symbole que celui du but èourant. 
La trace de Eisenstadt utilise un ensemble de symboles permettant d'identifier et 
de discemer ces différents cas. Les symboles utilisés ont été sélectionnés afin d'être 
brefs, d'avoir un aspect mnémonique, ainsi que d'être discriminatoires. Les principaux 
symboles sont les suivants : 
? 
> [n] 
< [n] 
+ [n] 
+* [n] 
nouveau but à résoudre, (le but courant), 
unification du but courant avec la n-ième clause et instance des varia-
bles, 
échec de la n-ième clause, 
réussite du but courant par réussite de la queue de clause, 
réussite de la n-ième clause et c'est un fait, 
échec du but courant, 
"[n] retour-arrière sur la n-ième clause, 
--! appel du coupe-choix, 
""! retour-arrière sur le coupe-choix, 
-! échec du but courant après retour-arrière sur le coupe-choix. 
Les autres messages correspondent aux traitements des prédicats pré-définis et 
aux autres cas d'échecs. 
4.5.1 Exemple de trace 
Reprenons comme exemple le programme précédent pour illustrer la différence 
avec la trace de Byrd et de Boizumault. Nous obtenons la trace suivante : 
?- a (A) • 
1 ? a ( 357) 
-2 > a( 357) [ 1] 
-3 ? b 
4 +* b [ 1] 
5 ? c 
6 +* c [ 1] 
7 + a( 357) [ 1] 
-Y es 
A = 357 % Une réussite 
8 A a ( 357) [ 1] 
-
9 A c [ 1] 
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10 
11 
12 
51. 0 ••• 
c 
b [ 1] 
+* b [2] 
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Cet exemple montre l'utilisation des symboles d'appel, de sortie, de réussite, d'é-
chec, de retour d'un but. Cette trace permet de suivre d'une façon explicite les différents 
mécanismes d'interprétation d'un but Prolog : appel d'un but, activation d'une clause et 
valeur des arguments, sortie d'un but par échec d'un sous-but ou du but lui-même, les 
retour-arrières sur un but afin de considérer de nouvelles clauses. Les autres symboles 
de trace sont employés dans le même esprit que ceux intervenant dans cet exemple. 
4.5.2 Extension 
Une utilisation de cette trace sur de grosses applications peut donner un flot de 
messages parfois important et inutilisable. Pour une utilisation rationnelle, il peut être 
souhaitable de disposer d'un système équivalent au "spy" de la trace de Byrd pour ob-
tenir une trace partielle. 
Pour réduire le flux de trace Eisenstadt fournit une trace en largeur d'abord qui ne 
visualise que certains niveaux d'appels en utilisant les mêmes symboles. Il définit pour 
cela un certain nombre de prédicats de trace partielle : 
analyse/1 permet de visualiser l'appel initial d'un but ainsi que son message de 
sortie, réussite ou cause de l'échec, 
zoom/0 permet de visualiser l'appel initial, les appels et sorties des sous-buts 
ainsi que la sortie du but initial, 
zoom/1 permet de visualiser l'appel d'un but de numéro donné ainsi que ses 
sous-buts. Ce prédicat est équivalent au précédent mais pour un but 
quelconque de la résolution. 
suspects/0 permet de déterminer les problèmes rencontrés lors de la résolution 
d'un sous-but (coupe-choix suivi d'un échec). 
Comme nous pouvons le remarquer à partir de cette description, ces prédicats per-
mettent d'effectuer une trace partielle en largeur d'abord. Voici une trace avec une uti-
lisation de ces prédicats, toujours sur le même exemple de programme : 
?- analyse(a(X)). 
1 ?- a(_357) 
7 + a(_357) [ 1] 
15 + a (_357) [ 1] 
25 + a (_357) [2] 
30 a(_357) 
?- zoom. 
1 ? a (_357) 
3 ? b 
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5 
6 
7 + 
4.5.3 Corrunentaires 
+* b [1] 
? c 
Mise au point en Prolog 
+* c [1] 
a(_ 357) [ 1] 
Cette trace constitue un outil très intéressant pour permettre la mise au point d'un 
programme complexe. Cependant, elle génère, lorsqu'on l'applique sur de gros program-
mes, un flux important de données. Il faut donc d'une façon générale utiliser cette trace 
en réduisant au préalable sa longueur à l'aide du zooming. Ce qui constitue un énorme 
apport pour une mise au point efficace. 
Ainsi, les prédicats de traces partielles permettent de trouver un sous-but de la ré-
solution dont la solution est fausse ou insatisfaite. Cette détection est rendue facile par 
la numérotation de la trace. Cependant, si l'on effectue la trace partielle d'un sous-but 
qui peut s'unifier avec un grand nombre de clauses, on ne pourra pas réduire le flot de 
trace. Il y aura un appel à chacun des sous-buts de chaque clause d'où un nombre im-
portant de messages. Cet aspect représente la limite essentielle de cette méthode de mise 
au point. 
De plus, l'utilisateur doit maîtriser la technique de mise au point en largeur d'a-
bord. Lors d'une mise au point avec la trace partielle, l'utilisateur doit concentrer son 
attention sur les messages et interpréter ceux-ci pour déterminer le sous-but suivant de 
cette technique. 
Enfin, une telle technique de recherche en largeur d'abord peut déconcerter l'utili-
sateur non expérimenté dont la programmation a pu être influencé par une résolution 
en profondeur d'abord. 
4.6 Conclusion sur les traces 
Les trois traces que nous avons décrites permettent sur des exemples simples de 
comprendre le mécanisme d'interprétation d'un but. Elles deviennent inefficaces, voir 
inadaptées sur des applications réelles. Cependant, un modèle interactif de trace per-
mettant de parcourir dynamiquement l'arbre de résolution, est utile à la compréhension 
de l'interprétation d'un programme. Elle doit permettre de visualiser certaines 
informations: clause en cours d'évaluation, but appelé ainsi que l'ensemble des ancê-
tres du but courant. Cet outil s'avère important lorsqu'un programmeur désire appro-
fondir sès connaissances sur les mécanismes de la résolution. 
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5. La détection d'erreurs 
5.1 Principe 
Comme nous l'avons vue dans la première partie, la détection d'erreurs en Prolog 
consiste à déterminer une solution incorrecte lorsqu'une résolution est incorrecte. Cette 
technique de recherche repose sur l'utilisation d'un méta-interprète de Prolog et d'un 
système de détection d'erreurs fondé sur les connaissances déclaratives d'une applica-
tion. La littérature nous montre que la réalisation de technique de détection d'erreurs 
est possible pour des programmes Prolog pur, dans les deux cas de solution fausse et de 
solution insatisfaite. 
Plaçons nous dans le cadre de Prolog pur et considérons une résolution incorrecte 
produisant une solution fausse. Une étude détaillée de l'arbre de résolution nous montre 
qu'il existe un premier sous-but produisant une solution fausse. qui est dans le pire des 
cas le but initial. La détection d'erreurs dans le cas de la résolution d'un but avec une 
solution fausse consiste à trouver un premier sous but avec une solution incorrecte. 
De même, l'étude du cas de la solution insatisfaite nous montre qu'il existe dans la 
résolution une première solution incorrecte, qui est dans le pire des cas la solution in-
satisfaite. La détection d'erreurs consiste à déterminer la première solution incorrecte 
de la résolution de la solution insatisfaite. 
Les deux méthodes principales que nous présentons permettent de répondre à ces 
deux cas particuliers et utilisent des techniques de recherche différentes. 
5.2 "Algorithmic Program Debugging" 
En 1982 Ehoud Shapiro [Shapiro-83] présente un système de détection d'erreurs 
pour des programmes Prolog pur. Cette approche complètement nouvelle apporte une 
automatisation de la recherche d'erreurs lors de la phase de mise au point de program-
mes Prolog. Ce système interactif, développé pour un utilisateur quelconque, permet de 
localiser une erreur produisant une solution incorrecte. 
Shapiro décrit diverses réalisations d'algorithmes de mise au point pour des pro-
grammes Prolog pouvant contenir des négations closes, dans les trois cas d'erreurs 
suivants: solutionfausse, solution insatisfaite, bouclage d'une résolution. Ces algorith-
mes permettent de localiser une erreur dans un programme en demandant à l'utilisateur 
du systeme l'interprétation correcte des résultats obtenus pour tous les buts intermé-
diaires d'une résolution. Nous allons décrire la réalisation de ces algorithmes. 
5.2.1 Solutionjausse 
Shapiro présente deux approches de la détection d'erreurs pour ce cas, l'algorithme 
simple "single stepping" et l'algorithme "divide and query" optimal en nombre de ques-
tions. 
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Pour l'algorithme simple, la méthode de recherche est dans le pire des cas équiva-
lente à une trace exhaustive de la résolution. En effet, si l'arbre de résolution possède n 
nœuds l'algorithme pose au plus n questions. En revanche, pour une trace classique, il 
y a de l'ordre de 4n+p messages (p =nombre d'échec~). Cette méthode peut être décrite 
de la façon suivante : 
Le problème 
Technique 
Algorithme 
Détecter une clause incorrecte C du programme P écrit en Prolog lors-
que sur une question l'interprète retourne une solution fausse. C'est-
à-dire que la résolution d'un but initial donné retourne une solution 
particulière, mais celle-ci est une solution fausse selon l'interprétation 
du programmeur. 
Simuler par une pseudo-trace l'exécution de l'interprète Prolog afin de 
pouvoir retourner la première clause fausse, produisant une solution 
fausse mais dont l'arbre de preuve est juste. 
L'algorithme "incorrect" que nous allons décrire est la recherche d'une 
clause "A<- B" d'un programme P dont chaque sous-buts de la queue 
de clause possède une solution correcte, mais dont la conclusion pos-
sède une solution fausse. Le but ((incorrect(A, X)" retourne dans la va-
riable X la clause fausse la plus profonde pour la solution fausse A, ou 
l'atome "bon" pour une solution correcte A. 
Nous avons trois cas à traiter: 
A= (Al' A2) 
l'application de l'algorithme incorrect sur le but A1 retourne X1. Si 
"Xl= bon" alors l'application de l'algorithme incorrect sur X2 retourne 
la clause X, sinon "X = Xl" est la clause erronée. 
A est pré défini 
Défaut: 
"X= bon", un tel but admet toujours une solution correcte. 
TI existe une clause(~<- B", l'application de l'algorithme incorrect sur 
le but B retourne la clause Xb. Si "Xb ::;é bon" alors retourner "X= Xb", 
sinon si A est juste ''X = bon" sinon "X = A <- B". 
La traduction en Prolog de cet algorithme de recherche correspond à la déclaration : 
incorrect ((A , B), X) :-
incorrect(A, Xa), 
( Xa ==bon-> incorrect(B, X) ; X=Xa). 
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incorrect(A, bon) ·-
système (A) , 
call (A), 
! . 
incorrect(A, X) :-
clause(A, B), 
incorrect(B, Xb), 
Mise au point en Pro log 
( Xb \== bon -> X = Xb 
; question_tous( A, true) ->X= bon 
; X = (A : - B) ) • 
où le prédicat "question_tous/2" est décrit dans rannexe 4. 
Prenons un exemple afin d'illustrer ce principe. Considérons le programme trier, 
tiré de [Shapiro-83] page 41. Ce programme réalise un tri croissant par insertion dans 
une liste de nombres, mais il est incorrect. Il y a une inversion du test sur les nombres 
A et B, dans la première clause de "insérer/3". 
trier([AIB],C) :-
trier (B, D), 
insérer(A, D, C). 
trier ( [] , [] ) . 
insérer(A, [BIC], [BID]) :-
B >A, % C'est B <A 
insérer(A, C, D). 
insérer (A, [B 1 C], [A, B 1 C]) :-
A =< B. 
insérer (A, [] , [A] ) • 
Sur la résolution du but "trier([2,1,3],X}", nous obtenons la solution: "X= [2,3,1!'. 
C'est une solution fausse du programme, dans rinterprétation d'un tri croissant de la 
liste "[2,1,3/'. Utilisons les traces de Byrd et de Eisenstadt sur cette solution, afin de les 
comparer avec l'algorithme de recherche de Shapiro. 
La trace de Byrd sur le but "trier{[2,1,3],[2,3,1]}", nous donne: 
( 1) 0 Call: trier ( [2, 1, 3], [2, 3, 1]) ? 
(2) 1 Call: trier ( [1, 3], 514) ? 
-( 3) 2 Call: trier ( (3], 553) ? 
-(4) 3 Call: trier([], 592) ? 
-( 4) 3 Exit: trier ( [], []) ? 
( 5) 3 Call: insérer (3, [], 553) ? 
-( 5) 3 Exit: insérer ( 3, [] , [ 3] ) ? 
(3) 2 Exit: trier ( [3], [3]) ? 
( 6) 2 Call: insérer ( 1, [ 3] , 514) ? 
-(7) 3 Call (BUILT-IN) : 3>1 ? 
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(7) 3 Exit (BUILT-IN) : 3>1 ? 
(8) 3 Call: insérer (1 1 [] 1 670) ? 
-( 8) 3 Exit: insérer ( 1 1 [] r [ 1] ) ? 
( 6) 2 Exit: insérer ( 1 1 [ 3] r [3 1 1] ) ? 
(2) 1 Exit: trier ( [1 1 3] 1 [3r1]) ? 
( 9) 1 Call: insérer (2 1 [3 1 1] 1 [21 3r 1]) ? 
( 10) 2 Call (BUILT-IN) : 2=<3 ? 
( 10) 2 Exit (BUILT- IN) : 2=<3 ? 
( 9) 1 Exit: insérer (2 1 [3 1 1] 1 [2 1 3 1 1]) ? 
( 1) 0 Exit: trier ( [2 1 1 1 3] 1 [2 1 3 1 1]) ? 
Sur un exemple aussi simple, la trace de Byrd montre une relative lourdeur, par un 
nombre de messages important. Pour un utilisateur non averti, il est difficile de trouver 
l'erreur dans le programme à partir de cette trace. Sur le même exemple, avec la trace 
de Eisenstadt, nous obtenons les messages suivants : 
1 ? trier([2 1 1 1 3] 1 [2,3 1 1]) 
2 > trier([2 1 1 1 3],[2,3 1 1]) [1] 
3 ? trier ( [1 1 3] ,_681) 
4 > trier ( [1, 3] ,_681) [1] 
5 ? trier([3],_963) 
6 > trier([3],_963) [1] 
7 ? trier([],_1235) 
8 +*trier([],[]) [2] 
9 ?insérer(3,[],_963) 
10 +* insérer (3, [], [3)) [3] 
11 + trier ( [3], [3]) [1] 
12 ? insérer ( 1, [ 3] , _ 681) 
13 > insérer (1, [3], [31_1906]) [1] 
14 } 3>1 
15 ++ 3>1 
16 ? insérer(1, [] ,_1906) 
17 +* insérer(1,[],[1]) [3] 
18 + insérer ( 1, [ 3] , [ 3, 1] ) [ 1] 
19 + trier([1,3],[3,1]) [1] 
20 ? insérer (2, [3,1], [2,3,1]) 
21 > insérer (2, [3, 1], [2, 3, 1]) [2] 
22 } 2=<3 
23 ++ 2=<3 
24 + insérer (2, [3, 1] 1 [2, 3, 1]) [2] 
25 + trier([2 1 1 1 3],[2 1 3,1]) [1] 
Y es 
L'analyse de cette trace par un utilisateur chevronné montre que le but intermé-
diaire "insérer(1,{3],{3,1])" est une première solution fausse. Cependant, il est difficile de 
pouvoir trouver l'origine de cette erreur. L'application de l'algorithme "incorrect', sur cet 
exemple nous donne la trace interactive suivante : 
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1 ?- incorrect (trier ( [2, 1, 3], [2, 3, 1]), X). 
Question trier ( [], []) ? y. 
Question insérer(3,[],[3])? y. 
Question trier([3], [3]) ? y. 
Question insérer(1,[],[1])? y. 
Question insérer(1,[3],[3,1])? n. 
X= insérer(1, [3], [3,1]) :-3>1,insérer(1, [], [1]) 
Cette clause possède une queue dont chaque but a une solution correcte, mais dont 
la conclusion est une solution fausse. C'est donc une clause fausse du programme. 
Cet exemple nous montre qu'un système de détection d'erreurs, fondé sur les algo-
rithmes de Shapiro. permet de trouver une clause incorrecte dans un programme Prolog. 
Car, même si la trace de Eisenstadt nous donne une aide appréciable sur la position de 
l'erreur, elle ne fournie pas directement la clause incorrecte, comme le fait la méthode 
de Shapiro. L'utilisateur doit en plus analyser la trace pour comprendre les raisons de 
l'erreur. Il simule les déductions logiques d'un système de détection d'erreurs. 
L'algorithme "divid.e and qu.ery" correspond à une approche équivalente mais il mi-
nimise le nombre de questions sur la résolution [Shapiro-83]. L'idée de base est de divi-
ser l'arbre de recherche en deux sous-arbres équivalents en taille et d'en examiner un 
seul à chaque étape. Si lors de la division, le nœud correspondant au premier sous-arbre 
admet une solution fausse alors l'erreur est dans ce sous-arbre, sinon elle est dans son 
sous-arbre complémentaire. Ainsi, si l'arbre de recherche contient n nœuds et b bran-
ches, cet algorithme admet une complexité en "O(b log n)" et c'est un algorithme optimal 
pour le cas de la solution fausse. Malheureusement, il est relativement difficile de cons-
truire deux arbres équilibrés en taille et la réalisation de Shapiro utilise une heuristique 
de partage en deux. 
5.2.2 Solution insatisfaite 
Shapiro présente une méthode unique de détection d'erreurs pour le traitement 
d'une solution insatisfaite. La méthode correspond à une recherche en largeur d'abord 
d'un premier sous but de la résolution qui ne possède pas de solution alors que l'utili-
sateur en connaît au moins une. Le problème et son traitement peuvent s'énoncer de la 
façon suivante : 
Problème 
Technique 
Détecter un but possédant une solution connue par le programmeur, 
mais ne pouvant être calculée par l'interprète Prolog. C'est-à-dire que 
la résolution du but initial ne permet pas de trouver une preuve d'une 
solution connue par le programmeur. 
Simuler par une pseudo trace l'exécution de l'interprète Prolog afin de 
pouvoir retourner un premier but avec une solution insatisfaite qui 
n'admet pas dans son arbre de recherche une solution insatisfaite. 
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L'algorithme "insatisfaite", que nous allons décrire, est la recherche 
dans l'arbre de résolution d'un but admettant une solution insatisfai-
te, d'un premier sous but ayant une solution insatisfaite. 
La résolution du but "insatisfaite(A, X)", simule l'exécution de l'inter-
prétation du but initial A dont on connaît une solution pour retourner 
le premier sous but X ayant une solution insatisfaite. 
ENSMSE 
L'algorithme de traitement d'une solution insatisfaite recherche, sur un but A don-
né, un sous-but ayant une solution insatisfaite X, de la façon suivante : 
Défaut 
Si la résolution du but Al retourne une solution juste alors le but avec 
une solution insatisfaite X est à rechercher sur le but A2, sinon il faut 
le chercher sur le but A1. 
Soit une clause "A<- B", si chaque sous-but de la queue B possède une 
solution satisfaite selon l'interprétation du programmeur, continuer 
sur le but B, sinon la solution insatisfaite est "X = A". 
La traduction en Prolog de cet algorithme de recherche, correspond à la déclaration 
suivante: 
insatisfaite( (Al , A2) 
call (Al) 
x 
->insatisfaite( A2 , X 
; insatisfaite( Al , X ) . 
insatisfaite( A, X ·-
clause( A, B ), 
satisfaite( B ) 
-> insatisfaite( B , X ) 
; X = A. 
satisfaite ( (A, B) ) ·-
1 
• 1 
question(existe, A, true), 
satisfaite(B). 
satisfaite( A) :-
question_existe( A, true). 
où.le prédicat "question_existe/2" est décrit dans l'annexe 4. 
Afin d'illustrer ce principe, considérons le programme "trier', tiré de [Shapiro-83] 
page 41. Le programme "trier/2" réalise un tri croissant par insertion, mais il est faux, 
car il manque le test de fin de l'appel récursif du prédicat "insérer 1 3". 
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trier ([X 1 XS], YS) :-
trier(XS, ZS), 
insérer(X, ZS, YS). 
trier ( [] , [] ) . 
insérer (X, [Y 1 YS], [Y 1 ZS]) ·-
X > Y, 
insérer(X, YS, ZS). 
insérer (X, [Y 1 YS], [X, Y 1 YS]) :-
X=< Y. 
Sur le but initial trier([3,2, l],X}, nous n'obtenons aucune solution. L'utilisation de 
la trace de Byrd sur ce but, nous donne : 
1 ?- trace, trier ( [ 3, 2, 1] , X) . 
( 1) 0 Call: trier ( [3, 2, 1], 67) ? 
-(2) 1 Call: trier ( [2, 1], 203) ? 
-(3) 2 Call: trier([1], 242) ? 
-(4) 3 Call: trier ( [], 281) ? 
-(4) 3 Exit: trier([],[]) ? 
(5) 3 Call: insérer ( 1, [] , 242) ? 
-(5) 3 Fail: insérer (1, [], 242) ? 
-(4) 3 Recto: trier ( [], []) ? 
(4) 3 Fail: trier ( [], 281) ? 
-(3) 2 Fail: trier([1], 242) ? 
-( 2) 1 Fail: trier ( [2, 1], 203) ? 
-(1) 0 Fail: trier ( [3, 2, 1], 67) ? 
Sur une trace aussi courte, il est aisé pour un utilisateur non averti de trouver que 
l'échec du but "insérer(l,[],_242}", est responsable de tous les échecs des buts ancêtres 
et donc de la solution insatisfaite du but initial. Avec la trace de Eisenstadt, il est plus 
simple de trouver l'échec incorrect par le message particulier d'échec d'unification .. __ ". 
En revanche, l'application de l'algorithme de recherche pour la solution insatisfaite 
sur cet exemple, nous donne la trace de détection d'erreurs: 
?- insatisfaite(trier([3,2,1], [1,2,3]),X). 
question : trier([2,1],X) ? y. 
avec X ? [1,2]. 
question: insérer(3, [1,2], [1,2,3]) ? y. 
question : trier ( [ 1] , X) ? y. 
avec X ? [1]. 
question : insérer (2, [1], [1, 2]) ? y. 
question : trier ( [] , X) ? y. 
avec X ? []. 
question: insérer(1,[],[1]) ?y. 
X = insérer (1, [], [1]) 
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La comparaison est alors rapide. L'utilisateur doit interpréter une trace pour devi-
ner où se trouve l'erreur, le premier échec incorrect. En revanche, la méthode de Shapiro 
fournit directement la solution insatisfaite. L'utilisateur n'a plus qu'à analyser la cause 
réelle de l'erreur dans son programme. Cependant, 1)Il manque d'informations concer-
nant les circonstances de l'erreur se fait sentir. Par exemple, on peut se demander dans 
quelle clause se produit cet échec de la résolution. 
Cet exemple nous montre qu'il est possible de trouver un but avec une solution in-
satisfaite lorsque la résolution d'un de ses sou-buts ne retourne aucune solution alors 
qu'il en existe au moins une. La complexité de cette méthode est en O(b·d) pour un arbre 
de résolution contenant b branches et de profondeur maximale d. 
5.2.3 Bouclage du prograrrune 
Shapiro remarque que si, sur l'interprétation d'un but, la branche de l'arbre ET 1 
OU en cours d'évaluation est d'une longueur supérieure à une taille fiXée alors il peut 
exister un bouclage. En effet, si nous considérons que pour toute résolution correcte 
d'un but Prolog, toute SLD-réfutation possède une longueur inférieure à une borne fixée 
(non garantie par la théorie), lorsque nous sommes sur une dérivation infinie la longueur 
de la branche d'évaluation dépasse cette borne. Il suffit ensuite d'analyser la branche 
afin d'y détecter un cycle de l'évaluation, sur les clauses activées ou bien sur les buts. 
Ainsi, sur son modèle de méta-interprète sa réalisation de la détection de boucles est la 
suivante: 
boucle (A, N) :-
évaluer(A, N, D), 
(D = débordement -> chercher_boucle(D) ; true). 
évaluer(true, D, true) :-
! . 
évaluer(A,O, [débordement]) :-
! . 
évaluer((A, B), D, S) :-
évaluer(A, D, Sa), 
( Sa=true 
-> évaluer(B, D, S) 
; S=Sa ) . 
évaluer(A, D, Sa) ·-
Dl is D-1, 
clause (A, B) , 
évaluer(B, Dl, SB), 
( SB = true 
-> Sa = true 
; ( SB= [débordementiS] 
->Sa= [débordement, (A:-B) IS] )) . 
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Lorsque la méta-interprétation d'un but donné retourne un débordèment, ce qui si-
gnifie qu'il existe une branche de l'arbre de résolution de taille supérieure à D, on peut 
alors rechercher un but responsable d'une boucle. En effet, lorsqu'il y a débordement, le 
résultat S de "évaluer(but, D, S)", contient toute la branche générant le débordement. 
Ainsi, on peut rechercher dans cette liste s'il existe un cycle dans l'évaluation des buts 
et conclure qu'il y a bouclage quand il existe deux buts qui sont chacun un variante de 
l'autre. Cette recherche, le long de la branche trop longue, s'effectue avec l'aide de l'uti-
lisateur du système. 
La méthode de Shapiro pour résoudre ce problème consiste à limiter la profondeur 
de l'arbre de résolution d'une façon arbitraire. Ceci peut-il être concevable lors d'une 
réalisation grandeur nature d'un programme? L'arbre de résolution pouvant être très 
grand, il est difficile de pouvoir donner la profondeur maximale. Est-il trop court, trop 
long, quelle est la bonne profondeur ? Aucune réponse ne peut être fournie. 
5.2.4 Conclusion 
L'utilisation de telles méthodes de détection d'erreurs pour la mise au point de pro-
grammes Prolog pur est très utile lors du développement d'une application. Si nous étu-
dions attentivement l'approche de Shapiro pour résoudre l'absence de solution ainsi que 
pour la solution fausse, nous devons reconnaître qu'elle modélise de façon parfaite le 
comportement logique et les réflexions que peut se faire le programmeur et dans une 
phase de mise au point de ses programmes. 
Cependant, si nous voulons qu'une telle approche de la mise au point soit enrichis-
sante pour le programmeur, il est important d'utiliser ces méthodes sur tout Prolog ou 
au moins sur un sous-ensemble de Prolog contenant obligatoirement la coupure et la 
négation. Ainsi, nous devons effectuer une étude des extensions Prolog afin de détermi-
ner leurs interactions avec les algorithmes de mise au point. L'utilisateur disposerait de 
cette façon d'un outil performant pour la mise au point en Prolog. 
Cependant, un aspect négatif de la méthode de Shapiro est d'obliger l'utilisateur à 
donner une valeur aux variables lorsqu'il existe une solution insatisfaite. Il nous faut 
revoir ce traitement de la non connaissance de la valeur de la solution que l'on connaît. 
Par ailleurs, Nous devons analyser les méthodes concurrentes pour établir les fon-
dements d'une méthode étendue de mise au point en Prolog permettant de détecter une 
solution incorrecte dans une résolution incorrecte. En effet, l'extension directe des mé-
thodes de Shapiro est insuffisante pour traiter tous les cas d'erreurs en Prolog, comme 
nous le montrerons plus loin. 
5.3 Rational Debugging 
Sur le principe la méthode de Pereira est identique à celle de Shapiro. Cette métho-
de utilise les dépendances entre tous les termes Prolog de la dérivation d'un but par une 
technique de parcours en profondeur d'abord ou largeur d'abord, de l'arbre de recher-
che. Comme pour la méthode de Shapiro, celle-ci réalise une détection d'erreurs pour le 
problème de la solution fausse ainsi que celui de la solution insatisfaite. · 
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Dans son article Pereira décrit le principe de l'algorithme de son détecteur d'erreurs 
qui permet d'automatiser la mise au point sous une forme rationnelle pour l'utilisateur 
(d'où le nom de la méthode). Son système de détection d'erreurs utilise l'aspect déclaratif 
et la sémantique opérationnelle des programmes Prolog. D'une façon générale, pour une 
solution incorrecte, il existe un terme qui est incorrect (solution incorrecte = un terme 
est incorrect). 
En addition au code source, au code objet du programme et en complément des in-
formations données par l'utilisateur, le détecteur d'erreurs utilise des informations entre 
les dépendances des termes. Ces informations résultent de la modification de l'algorith-
me d'unification lors de l'exécution du programme. Cet algorithme a été développé par 
Bruynooghe et Pereira afin de réaliser une méthode de retour-arrière intelligent, [Bruy-
nooghe-Pereira-84]. Dans cet algorithme, un arbre de déduction ·est associé à chaque 
terme lors de l'unification. L'utilisation de ces arbres de déduction permet de trouver une 
erreur lors d'un résolution. 
5.3.1 Solutionjausse 
L'idée de l'algorithme de recherche d'une solution fausse est de parcourir l'arbre de 
dérivation en largeur d'abord en prenant en compte les relations de dépendances entre 
les termes faux des solutions fausses. Plus précisément, en parcourant les arbres de dé-
duction des termes faux associés aux solutions fausses ainsi que des informations four-
nies par l'utilisateur. L'algorithme s'arrête lorsqu'il trouve une clause dont chaque pré-
misse est vraie (sa preuve est correcte), mais dont la solution est fausse. L'algorithme 
peut être découpé en plusieurs parties : 
Al Un but possédant une solution fausse est présenté au débogueur. ll y 
résolution du but pour trouver une clause fausse produisant une solu-
tion fausse. 
A2 Sur la solution fausse, il y a détermination du terme faux par l'utili-
sateur. 
A3 Le débogueur utilise les relations entre les termes de la résolution afin 
de trouver le nœud le plus récent de la résolution dont dépend ce ter-
me faux. 
A4 Sur ce plus récent terme faux, le détecteur d'erreurs questionne l'uti-
lisateur pour déterminer si cette solution est une solution juste. 
A5 Cas A4-non. Si cette solution est une solution incorrecte, le débogueur 
recommence au point A3 avec un nouveau terme faux déterminé par 
l'utilisateur. 
A6 Cas A4-oui. Si la solution est une solution juste, le débogueur unifie le 
but avec la tête de la clause correspondant au nœud courant et ques-
tionne l'utilisateur pour déterminer si le littéral résultant est solva-
ble. C'est-à-dire s'il existe une solution relativement au programme. 
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A7 Cas A6-non. Nous pouvons avoir un des cas suivants: 
La tête de clause est fausse car elle produit une conclusion incorrecte 
ou parce qu'elle ne s'unifie pas avec une clause. 
Un certain but de la queue de clause échoue alors qu'il ne devrait pas. 
AB.l Si la queue de clause est vide, alors la clause courante est fausse et le 
débogueur la retourne. 
A8.2 Si la queue de la clause n'est pas vide, le débogueur questionne l'uti-
lisateur sur chaque sous-but pour déterminer s'il est: (i) incorrect, (t) 
vrai, (f) faux. 
· Cas (i) : retour vers le point A3 avec le terme incorrect. 
Cas (t) : Si chaque sous-but est juste, alors la clause courante est une 
clause fausse. 
Cas (f) : Si ce but est résolu, le débogueur questionne l'utilisateur pour 
savoir si on doit repartir au point Al sur ce sous-but. 
A9 Cas A6-oui. Si la clause est un fait alors on continue en A4. Sinon la 
queue de clause n'est pas vide. La solution fausse est produite par cet-
te clause. Si la solution du but est correcte on continue sur A4, sinon 
on va enA8.2. 
5.3.2 Absence de solution 
L'idée de base de l'algorithme est que sur un but juste sans solution, il y a néces-
sairement un premier but juste sans solution. Le problème. est alors de trouver un but 
ayant une solution insatisfaite sans sous-but ayant une solution insatisfaite. D'une fa-
çon générale le programmeur peut déterminer si un but est juste ou non, mais il ne sait 
pas pourquoi il n'y a pas de solution. Aussi, l'algorithme met-ille programmeur à con-
tribution pour déterminer si un but est juste ou non et le parcours de l'arbre de résolu-
tion permet alors de trouver une erreur dans le programme. L'algorithme peut être dé-
coupé en plusieurs parties : 
Bl Un but, dont la résolution échoue pour produire une solution connue, 
est présenté au débogueur. 
B2 Le débogueur cherche à trouver une solution quelconque. 
B3 Lorsqu'un but sans solution est trouvé, l'échec est légitime (1) ou non 
justifié (i). 
B4 Si l'échec d'un but est légitime, alors il n'est pas à l'origine de l'échec 
du but initial. Le débogueur prend le premier ancêtre de ce but, s'il n'y 
en a pas on continue en BB. 
B5 Si l'ancêtre trouvé possède une solution connue on continuer en BB. 
Sinon, selon l'échec du but faire un retour-arrière sur cet ancêtre ou 
pas. 
B6-1 Sinon, on recherche à résoudre cet ancêtre et on continue en B7. 
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B6-2 Si oui, il y a recherche d'une nouvelle solution de l'ancêtre par retour-
arrière et on continue en B7. 
B7-1 Si la solution de l'ancêtre est prouvé~, le débogueur se branche au 
point B3 pour trouver le premier but sans solution. 
B7 -2 Si la solution de l'ancêtre échoue, le débogueur questionne l'utilisa-
teur pour connaître si cet échec est (1) inadmissible, (2) non solvable 
(3) solvable. 
Cas (1) :On détermine le mauvais terme et on continue sur la mauvai-
se solution au point A3. 
Cas (2): L'échec est correct, on recherche un nouvel échec et on conti-
nue au point B4. 
Cas (3): on continue en B8. 
BB Le système analyse l'échec du but. 
BS-1 ll n'existe pas de clause s'unifiant avec le but. Le débogueur informe 
l'utilisateur et s'arrête. 
BB-2 ll existe une clause s'unifiant avec le but, mais le but échoue pour pro-
duire une solution. Le détecteur d'erreurs questionne l'utilisateur 
pour savoir si ce but est (1) inadmissible, (2) non solvable (3) solvable. 
Cas (1) :On détermine le mauvais terme dans le but et on continue sur 
la mauvaise solution au point A3. 
Cas (2) :L'échec est justifié, le détecteur d'erreurs continue l'exécution 
par un retour-arrière sur le but. 
Cas (3) : L'erreur est que les clauses s'unifiant ne résolvent pas le but. 
Tous les échecs dans l'exécution d'une des clauses sont légitimes. Le 
but est retourné par le détecteur d'erreurs et l'exécution se termine. 
BB-3 Le but a réussi, mais échoue après un retour-arrière. Le détecteur 
d'erreurs questionne l'utilisateur pour savoir si ce but est (1) inadmis-
sible (2) non solvable, (3) solvable. 
Cas (1) : Idem que pour BS-2 
Cas (2): La solution est mauvaise et le détecteur d'erreurs continue 
sur le traitement de la mauvaise solution (Al). 
Cas (3): ll y a déjà eu une solution de ce but, mais toutes n'ont pas été 
produites. Le détecteur d'erreurs appelle l'interprète pour déterminer 
toutes les solutions possibles de ce but. il questionne ensuite l'utilisa-
teur sur cet ensemble de solutions pour déterminer s'il est complet et 
correct. L'utilisateur indique à partir de cet ensemble, si une solution 
est mauvaise, inexistante ou autre. 
Si une solution est mauvaise, le détecteur d'erreurs continue sur le 
traitement d'une mauvaise solution (cas A) 
Si une solution est inexistante, c'est-à-dire l'ensemble des solutions 
ENSMSE 
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est incomplet, le but est détecté comme ayant une solution insatisfai-
te. 
Sinon, les solutions sont correctes et toutes présentes, l'échec est cor-
rect est le détecteur d'erreurs continue au point B4 .. 
5.3.3 Remarque 
L'analyse des deux algorithmes de mise au point de Pereira nous montre que ceux-
ci sont voisins des méthodes de Shapiro sur l'approche logique des problèmes. Cepen-
dant, Pereira effectue un parcours des arbres de déductions, alors que Shapiro effectue 
un parcours des arbres de recherches. Ainsi, seule la technique de recherche diffère 
dans le parcours de l'arbre de résolution, car Pereira utilise les relations entre les diffé-
rents termes à chaque nœud de l'arbre de résolution afin de modifier le choix du nœud 
suivant de recherche en fonction des relations obtenues. L'objectif de Pereira étant de 
réduire par cette technique le nombre de questions posées à l'utilisateur en ne parcou-
rant que les nœuds incorrects, contenant un terme incorrect. Cependant, aucune étude 
sérieuse de la complexité en nombre de questions permet de montrer une efficacité plus 
importante. Les algorithmes sont-ils efficace ? Selon Pereira, le nombre moyen des ques-
tions est considérablement réduit. 
5.4 Autres méthodes 
Nous présentons dans cette partie des approches voisines sur la mise au point de 
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Prolog. La première "Declarative Error Diagnosis" est du à LLoyd, la seconde "Top Down '" 
Diagnosis" de Av Ron, puis une adaptation théorique de la méthode de Shapiro par 
Ferrand, puis une extension de la méthode "Rational Debugging" de Pereira et Calejo, et 
enfin les méthodes utilisant les assertions déclaratives [Dershowitz-Lee-87, Drabent-all-
88]. 
5.4.1 Declarative Error Diagnosis 
Dans son article LLoyd présente un "détecteur d'erreurs déclaratif [LLoyd-86] au 
sens où le programmeur n'a besoin de connaître que la sémantique déclarative de ses 
programmes afin d'y rechercher des erreurs par l'utilisation d'une syntaxe étendue et un 
contrôle avancé. Son détecteur d'erreurs est réalisé de façon déclarative et utilise un 
sous-ensemble de ce détecteur d'erreurs pour des programmes Prolog sans prédicats 
non déclaratifs. Il est interactif et s'intéresse aux cas de la solution fausse et de la solu-
tion insatisfaite. Le programmeur l'utilise s'il connaît l'interprétation d'un programme 
erroné. 
De plus, LLoyd réalise une étude théorique de la détection d'erreurs déclarative qui 
aboutit à la description d'un détecteur déclaratif, dans son livre sur les fondements de 
la programmation logique [LLoyd -87]. 
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5.4.2 Top-Down Diagnosis 
Les méthodes de détection d'erreurs Top-Down Diagnosis de Av Ron [Av Ron-84] 
permettent de réaliser des algorithmes de détection ct: erreurs pour les deux cas solution 
fausse et solution insatisfaite. Ces méthodes utilisent un parcours en largeur d'abord de 
la recherche d'erreurs et sont fondées sur les algorithmes de Shapiro. Ces méthodes 
sont modifiées pour permettre un parcours rapide de la résolution. De plus, Av Ron pro-
pose une méthode similaire de celle de Shapiro et utilise comme Pereira certaines rela-
tions entre les termes des solutions incorrectes pour effectuer un retour-arrière intelli-
gent. 
5.4.3 Error Diagnosis in Logic Prograrruning 
La méthode de détection d'erreurs de Ferrand est une adaptation de celle de Sha-
piro [Ferrand-85]. Dans cet article, Ferrand présente en détail une analyse théorique des 
algorithmes de Shapiro. L'intérêt principal de ce travail est l'approche théorique qu'il a 
de la détection d'erreurs. Elle permet à l'auteur de réaliser un système de déclaratif plus 
général, mais s'appuyant sur des techniques de détections d'erreurs similaires. 
5.4.4 Select And Query 
Cette méthode est une extension de la détection d'erreurs basée sur les principes 
des méthodes de Pereira. Cette technique est fondée sur un algorithme de sélections et 
de questions sur les termes d'un littéral [Pereira-Calejo-88]. Il permet, selon les auteurs, 
le traitement de la coupure, de la négation mais aussi des prédicats méta-logiques qui 
n'ont pas d'effet de bord sur la résolution. Les principes de l'algorithme sont les 
suivants: 
• Fournir un environnement de mise au point pour Prolog. 
• Proposer un traitement uniforme pour la solution fausse, la solution 
insatisfaite et la solution incorrecte sur le type d'un terme. 
• Doter la procédure de détection d'une heuristique pour qu'elle minimise le 
nombre de questions posées. 
L'algorithme de recherche d'une erreur est fondé sur la de construction de structu-
res permettant de méta-interpréter la résolution Prolog. Ces structures sont construites 
pour pepnettre l'utilisation d'une coupure étendue pour simuler le coupe-choix, mais 
aussi pour gérer les ensembles de buts suspects en cours d'évaluation. 
Comme nous le verrons plus loin, dans le chapitre sur le méta-interprétation, l'u-
tilisation d'une coupure étendue ne permet pas de réaliser un système de mise au point 
déclaratif. car il utilise des techniques de programmation du type langages structurés. 
De plus, une telle méthode se situe à la limite entre la détection d'erreurs déclara-
tive et la trace interactive. Elle nécessite une connaissance opérationnelle de la séman-
tique du programme, car le système demandera parfois des informations qui ne concer-
nent que la sémantique actuelle, c'est-à-dire le calcul de la résolution. 
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5.4.5 Méthodes Déductives 
L'originalité de l'approche déductive repose sur l'utilisation d'une connaissance "a 
priori" de la sémantique attendue du programme. 
La sémantique attendue se présente sous la forme d'une description formelle. Deux 
approche peuvent être envisagées : 
• La description complète de la sémantique attendue est donnée au détecteur 
d'erreurs. Le système vérifie chaque solution obtenue à l'aide de cette 
description. C'est la méthode déductive [Dershowitz-Lee-87]. 
• La description est approximative et ce n'est qu'une vue partielle de la 
sémantique attendue, c'est une vue partielle de cette sémantique. Lorsque 
le système désire une connaissance de la sémantique attendue, il peut 
poser des questions à l'utilisateur pour en obtenir la description formelle. 
C'est la méthode de l'utilisation des assertions dans la détection d'erreurs 
[Drabent-all-88] 
Ces descriptions formelles sont écrite en Prolog et le système de détection d'erreur 
les utilisent pour vérifier la sémantique obtenue en la calculant. L'intérêt essentiel de 
ces approches est le fait qu'elles permettent de réduire voire d'annuler l'interaction entre 
l'utilisateur et le système. 
Dans le cas de l'utilisation des assertions [Drabent-all-88] l'utilisateur écrit des 
descriptions formelles pour les deux cas de recherche d'erreurs sous forme de program-
mes Prolog que le système utilisera pour vérifier une solution calculée. Cette technique 
utilise une forme particulière des méthode de Shapiro pour les deux cas de la solution 
fausse et de la solution insatisfaite. Le système de détection questionne l'utilisateur lors-
qu'il n'existe pas de connaissances formelles sur la solution obtenue, sous forme d'as-
sertions. L'utilisateur peut ajouter des assertions lors de ces questions ou répondre par 
oui ou non s'ille désire. 
Ces approches sont intéressantes car elles mettent en oeuvre un mécanisme éva-
luable pour vérifier la solution d'un but. 
5.5 Conclusion sur la détection d'erreurs 
L'utilisation de telles méthodes pour réaliser la détection d'erreurs de programmes 
Prolog contenant des négations. des coupures et des prédicats prédéfinis, suppose une 
étude du comportement de ces extensions par rapport à Prolog pur et par rapport à la 
résolution. Plus particulièrement, nous devons étudier les algorithmes de recherche 
pour fournir un environnement unifié de mise au point offrant au programmeur une 
grande souplesse d'utilisation. Notre étude peut se diriger dans trois grandes 
directions: les algorithmes de détection d'erreurs, la simulation de la résolution, l'ergo-
nomie de l'interface de dialogue d'un système de mise au point. Ces trois directions cor-
respondent aux composantes d'un système de mise au point en Prolog. 
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Cependant, nous devons réaliser un outil susceptible de simuler la résolution d'un 
but. De plus, il nous semble que l'ensemble des méthodes présentées dans cette partie 
sont équivalente sur l'approche logique et sur la modélisation de la mise au point en Pro-
log. En revanche, seule une méthode utilisant les principes de Shapiro mérite toute no-
tre attention afin d'être étendue à tout Prolog. En effet, l'utilisation d'un méta-interprète 
comme support logique de ces algorithmes rend ces méthodes simples, logiques et les 
plus ouvertes aux extensions que nous souhaiterons réaliser. 
Notre étude va don porter sur la définition d'un méta-interprète de Prolog permet-
tant d'effectuer une interprétation des programmes Prolog pouvant contenir des coupu-
res, des négations et des prédicats méta-logiques compilés. 
Cependant, afin de mieux adapter la technique de détection d'erreurs aux princi-
pales extensions, la coupure et la négation, nous allons étudier les extensions directes 
des méthodes de mise au point de Shapiro. Cette étude aboutira à la définition d'un outil 
plus général de mise au point, que nous intégrerons ensuite dans le méta-interprète. 
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6. Extensions 
L'utilisation des algorithmes de détection d'erreurs de Shapiro permet de réaliser 
une mise au point de programmes Prolog de façon plus intelligente. Cependant, il serait 
intéressant de pouvoir disposer d'un tel outil pour effectuer une détection d'erreurs pour 
des programmes quelconques. 
Si nous voulons fournir, à un utilisateur non averti, un système de détection d'er-
reurs pour un système Prolog particulier, nous devons étudier l'ensemble de ses exten-
sions à Prolog pur. Nous pouvons découper l'ensemble des extensions de la façon 
suivante: le coupe-choix, la négation par l'absurde, les prédicats logiques et méta-logi-
ques, les constructions du type "repeat/fail", les entrées/sorties, l~s prédicats de modi-
fication de la base de règle (assert/retract), ainsi que d'autres prédicats extra-logiques. 
Dans une première partie, pour tenir compte de la coupure, nous allons exposer les 
principes des extensions des méthodes de Shapiro, sans décrire les réalisations qui peu-
vent cependant être obtenues à partir du méta-interprète et du détecteur d'erreurs pré-
senté au chapitre 9. Puis nous étudierons les divers types d'extensions afin de pouvoir 
déterminer les limites d'une telle méthode. Cette étude nous permettra de pouvoir définir 
une approche différente de la détection d'erreurs pour réaliser une mise au point plus 
générale sur le domaine d'application et plus fiable sur les extensions visées. 
6.1 La solution fausse 
Considérons le problème d'une solution fausse dans le cadre de Prolog pur étendu 
par le coupe-choix et sans négation. Sur la résolution d'un but, nous obtenons une so-
lution ne se trouvant pas dans l'ensemble des solutions correctes selon l'interprétation 
sous-jacente du programmeur. 
L'objectif que nous devons atteindre est de pouvoir localiser un nœud de la dériva-
tion, produisant une mauvaise solution causée par une clause fausse. Nous pouvons re-
marquer qu'il existe une suite de nœuds incorrects le long de l'arbre de résolution. Ces 
nœuds correspondent à une solution fausse. La méthode de Pereira utilise cette suite de 
solutions fausses comme structure de base de l'algorithme de recherche. 
De plus, l'utilisateur connaît pour chaque but associé à un nœud, l'ensemble des 
solutions correctes dans l'interprétation du programme. Un parcours en largeur d'abord 
de l'arbre de recherche permet de suivre cette suite de solutions fausses jusqu'au der-
nier nœud incorrect alors qu'un parcours en profondeur d'abord permet de remonter di-
rectementjusqu'au dernier nœud au moyen des informations données par l'utilisateur. 
6.1.1 Analyse du problème 
Considérons un programme écrit en Prolog pur étendu par le coupe choix et la ré-
solution d'un but quelconque sur lequel nous obtenons une solution particulière. Sup-
posons cette solution du but initial comme étant une solution fausse dans l'interpréta-
tion sous-jacente du programmeur. Le problème de la détection d'erreurs est de trouver 
une clause fausse du programme Prolog responsable de cette solution fausse. 
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Une analyse du comportement de la résolution sur une solution fausse, nous con-
duit à énoncer le théorème suivant : 
Théorème: 
L'arbre de preuve de la solution fausse contient un nœud (sous-but) in-
correct dont les solutions de chaque sous-nœud sont des solutions correc-
tes. 
Démonstration : 
Effectuons une démonstration par l'absurde. 
Supposons que pour chaque but de l'arbre de preuve,il existe au moins 
un sous-but avec une solution incorrecte. Nous devons remarquer que 
ceci est impossible, car l'arbre de preuve de la solution fausse est fini, or 
chaque feuille admet une solution correcte car c'est le prédicat toujours 
vrai true. 
Ainsi, dans le pire des cas, la solution fausse cherchée est la solution ini-
tiale. 
Ce théorème nous permet de caractériser une telle solution fausse de l'arbre de re-
cherche. Nous pouvons la défmir de la manière suivante : 
Définition : 
On appelle nœud incorrect, un nœud appartenant à l'arbre de preuve 
d'une solution fausse dont tous les sous-nœuds possèdent une solution 
correcte. 
De ce théorème et de cette. définition, nous pouvons déduirè qu'il existe au moins 
un tel nœud. Montrons qu'il existe un nœud incorrect associé à une clause fausse du 
programme: 
Proposition : 
Soit une résolution incorrecte produisant une solution fausse. ll existe 
dans l'arbre de preuve de cette solution une première solution incorrecte 
associée à une clause fausse du programme. 
Démonstration : 
Appelons C cette clause fausse du programme. Considérons la sous-ar-
borescence du nœud de l'arbre de preuve associé à cette clause et à laso-
lution fausse. Dans le cas où cette sous-arborescence ne contient pas de 
coupe-choix, nous sommes dans les conditions de Prolog pur, la clause C 
est bien une clause fausse car sa conclusion est incorrecte (c'est une so-
lution fausse), et chaque sous-but de celle-ci possède une solution correc-
te. 
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Sinon, soit C' la clause associé au nœud de la sous-arborescence conte-
nant le coupe-choix, on a "C' =A:- (A1), !, (A2)". Si la clause C' n'est pas 
la clause trouvée, C;.: C', nous pouvons affirmer que la conclusion A est 
correcte, c'est à dire que la solution calculée est une solution correcte. De 
même que pour les sous-buts A1 et~· les solutions sont correctes. Dans 
le cas contraire, la clause C est identique à C' (c'est bien une clause faus-
se du programme) car tous les sous-buts ont une solution juste mais la 
conclusion est une solution fausse. 
Illustrons ce théorème sur le programme, du tri par ordre croissant : 
trier([XIXS], YS) :-
trier(XS, ZS), 
insérer(X, ZS, YS). 
trier ( [], []) . 
insérer (X, [Y 1 YS], [Y 1 ZS]) 
y > X, /* en fait : 
insérer(X, YS, ZS) , 
! . /* coupe les 
. -
'X > y' 
autres 
insérer(X, [YIYS], [X, YIYS]) :-
X=< Y. 
insérer (X, [], [X]) . 
*/ 
cas */ 
Sur le but initial: "trier([l,2],X}", nous obtenons une solution calculée, 'X= [2,lf, 
qui est une solution fausse dans l'interprétation sous-jacente correspondant au tri 
croissant par insertion de la première liste. 
Nous pouvons construire l'arbre de preuve de cette solution en donnant l'interpré-
tation de la solution, lorsqu'elle est fausse. Nous obtenons: 
/er([1,2],[2,1~ Faux 
trier([2] ,[2]) insérer(! ,[2],[2,1]) 
~ / \ trier([],[]) 2>1 /~ 
true inserer(2,[],[2]) insérer( 1 ,[], [1]) 
~ \ 
true true 
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Au vu d'une telle construction de rarbre de preuve, il est clair que ron peut trouver 
la clause incorrecte du prédicat "insérer/3". La preuve de la solution fausse est correcte: 
chaque sous-but estjuste, mais la solution obtenue, "insérer([l},[2],[2,1]}", est une solu-
tion incorrecte. Dans ces conditions, si nous effect~ons un parcours de rarbre de re-
cherche d'une solution fausse, nous pouvons déterminer un sous-but produisant une 
solution fausse et la clause incorrecte qui la produit. 
6.1.2 Algorithme de recherche 
Dans la partie précédente nous avons caractérisé le problème de la solution fausse. 
Ceci nous permet de pouvoir réaliser un algorithme de recherche d'une clause fausse 
d'un programme Prolog. En effet, si nous effectuons un parcours en profondeur d'abord 
de l'arbre de preuve d'une solution incorrecte, le théorème précédent caractérise· une 
clause fausse du programme. 
Définition : 
Soit B un but Prolog à résoudre. L'algorithme de recherche, que nous ap-
pellerons "résoudre(B)", peut être énoncé comme suit : 
Soit un but et son nœud de l'arbre de résolution. 
Si chaque sous-nœud de ce nœud est juste, 
Alors 
Si la solution retournée pour ce but est juste 
Alors on continue {la solution et sa preuve sont justes} 
Sinon la clause courante est une clause fausse. 
Sinon on a déjà trouvé la clause fausse dans la sous-arborescence 
La recherche en profondeur d'abord s'effectue par l'application récursive de cet al-
gorithme. La détermination d'une solution juste est effectuée par l'utilisateur qui répond 
aux questions posées par le système. Pour illustrer cette méthode considérons l'exemple 
précédent et appliquons cet algorithme : 
?- résoudre(trier([1,2],X)). 
Diagnostic, Recherche d'une Clause fausse ... 
Question, sur le but: trier([],[]) 
La solution est correcte ? y. 
Question, sur le but: insérer(2, [], [2]) 
La solution est correcte ? y. 
Question, sur le but: trier([2], [2]) 
La solution est correcte ? y. 
Question, sur le but: insérer(1, [], [1]) 
La solution est correcte ? y. 
Question, sur le but: insérer(1, [2], [2,1]) 
La solution est correcte ? n. 
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Sur le but : insérer ( 1, [ 2] , [ 2, 1] ) . 
Il existe une clause fausse : 
Paquet "insérer/3", clause 1 
insérer(X, [Y!Ys], [YIZs]) :-
Y>X, 
insérer(X, Ys, Zs), 
! . 
Nous détemùnons ainsi d'une façon sûre la clause fausse associée à la première 
solution fausse. Cependant, une telle approche suppose de parcourir toute la résolution 
par une trace interactive. En effet, cet algorithme va tracer tous les sous-buts dont les 
conclusions sont justes avant de trouver la clause fausse. Dans le ,.cas où le nombre de 
branches est important, nous obtenons un grand nombre de messages de traces deman-
dant confirmation. Cette approche est, comme la méthode "single stepping" de Shapiro, 
linéaire sur le nombre de nœuds d'une résolution incorrecte. 
Av Ron montre qu'il est possible de trouver une clause fausse d'un programme, 
lorsqu'il existe une solution fausse, par l'application d'une recherche en largeur d'abord 
[Av Ron-84]. Ainsi, nous pouvons modifier l'algorithme de recherche en ne parcourant 
que les branches fausses, par une technique de parcours en largeur d'abord. Nous pou-
vons procéder de la façon suivante : 
L'appel d'un But retourne une solution quelconque (X). 
Si cette solution (X) est juste 
Alors on continue car ce but n'est pas celui cherché. 
Sinon 
Si l'interprétation de ce but est juste 
Alors on est sur une clause fausse. 
Ainsi, lorsque l'algorithme retourne une clause fausse, le but associé à cette clause 
possède une solution fausse et chaque sous-but de cette clause possède une solution 
juste. Nous sommes bien sur une clause fausse du programme. L'application de cet al-
gorithme, sur l'exemple précédent, donne la trace interactive de détection d'erreurs 
suivante: 
?- résoudre(trier([1,2],X)). 
Yes: trier([1,2],[2,1]) 
Solution juste (o/n) ? n. 
Diagnostic, Recherche d'une Clause fausse ... 
Question, sur le but: trier([1,2], [2,1]) 
La solution est correcte ? n. 
Question, sur le but: trier([2], [2]) 
La solution est correcte ? y. 
Question, sur le but: insérer(1, [2], [2,1]) 
La solution est correcte ? n. 
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Question, sur le but: insérer(1, [], (1]) 
La solution est correcte ? y. 
Sur le but : insérer (1, [2], [2, 1]) 
Clause fausse : Paquet "insérer/3", clause 1 
insérer (X, [Y 1 Ys], [Y 1 Zs]) :-
Y> X, 
insérer (X, Ys, Zs), 
! . 
ENSMSE 
Dans cette étude, nous devons remarquer que l'utilisation de la coupure dans un 
programme ne modifie pas d'une façon importante l'approche logique de l'algorithme de 
recherche. L'effet du coupe-choix permet de supprimer certaines branches de l'arbre de 
résolution. Lorsque la résolution retourne une mauvaise solution. cet effet peut être 
ignoré lors de l'application de l'algorithme de mise au point. Tenir compt~ de la coupure. 
dans le cas d'une solution fausse. revient à construire de façon correcte l'arbre de re-
cherche de la solution fausse et donc son arbre de preuve comme restriction de l'arbre 
de recherche. 
6.2 La solution insatisfaite 
Le problème de l'absence de solution, ou solution insatisfaite, correspond au fait 
que la résolution d'un but échoue pour retourner une solution particulière alors qu'il en 
existe au moins une dans l'interprétation sous-jacente. En d'autres termes, l'ensemble 
des solutions d'un but est vide et on suppose que cette absence de solution est incorrec-
te. c'est-à-dire que l'ensemble des solutions du but n'est pas vide dans l'interprétation 
du programmeur. Lorsque nous effectuons une anruyse simple de ce comportement. il 
est clair qu'il existe un échec d'un sous-but de la résolution produisant l'échec final de 
la résolution. Ainsi, par une méthode de trace interactive sur la résolution on peut trou-
ver un premier sous-but dont l'échec est incorrect. Nous présentons deux algorithmes 
de recherche dans ce cas, le premier en largeur d'abord et le second en profondeur d'a-
bord. 
6. 2.1 Principe 
. Soit P un programme Prolog. Considérons un but quelconque dont on cherche à dé-
terminer une solution particulière. On suppose connu pour ce but initial une solution 
mais En revanche la résolution échoue pour en produire une. Notre problème est de 
trouver un sous-but de l'arbre de résolution tel que son arbre de résolution soit sans 
solution· incorrecte. C'est-à-dire que toute la sous-arborescence de résolution ne possè-
de pas de but juste dont la résolution échoue. Ce sous-but sera par définition un but 
avec une solution insatisfaite. 
Pour caractériser un tel but, nous devons élaborer un algorithme de recherche si-
mulant l'interprète Prolog et questionnant le programmeur sur chaque but rencontré. 
Supposons l'existence d'un oracle permettant de donner une solution à un but 
quelconque. En fait cet oracle permet sur un but initial donné, d'obtenir l'arbre de preu-
ve d'une solution de ce but. Nous pouvons procéder de la façon suivante : 
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Soit un but particulier possédant une solution dans l'interprétation sous-jacente du 
programmeur. Supposons que la résolution de ce but ne fournisse aucune solution. 
Considérons un sous-but quelconque de l'arbre de recherche de ce but avec une so-
lution insatisfaite. 
Lorsque ce sous but admet une solution dans l'interprétation sous-jacente et qu'il 
existe un preuve de cette solution, la solution est calculable et il faut continuer car 
la solution insatisfaite cherchée est dans le reste de l'arbre de recherche. 
S'il n'existe pas de preuve pour cette solution, la solution n'est pas calculable. Une 
recherche dans l'arbre de résolution de ce sous-but permet de fournir une solution 
insatisfaite. S'il n'en existe pas, c'est alors le sous-but courant qui possède une so-
lution insatisfaite 
Cette détection d'erreurs, dans le cas d'une solution insatisfaite. est une recherche 
en largeur d'abord que l'on peut comparer à celle de la méthode de Shapiro. 
Son étude nous montre un problème d'analyse de la recherche d'erreurs. Lorsque 
le sous-but courant admet une solution calculable. rien ne garantit que l'arbre de preuve 
de cette solution soit un arbre correct. c'est à dire sans solution incorrecte. Cette métho-
de ne permet pas de le vérifier. Il est cependant clair qu'il existe une solution insatisfaite 
dans le reste de l'arbre de résolution. 
Ainsi. nous venons de mettre en évidence un problème sous-jacent que nous pou-
vons énoncer par la phrase suivante : 
L'arbre de preuve d'une solution est-il juste? 
Nous devons analyser ce problème, qu'aucun auteur de la littérature n'expose. La 
réponse à ce problème est l'un des objectifs de la méthode de détection d'erreurs que 
nous présentons dans la partie III. C'est pourquoi nous la qualifions de méthode de vé-
rification d'une résolution. 
6.2.2 Réalisation 
L'algorithme de recherche est basé sur le principe précédent et utilise un oracle 
pour déterminer les informations dont il a besoin pour détecter l'erreur. Cet oracle est 
un prédicat qui permet de questionner l'utilisateur du système pour connaître si un but, 
dont on ·ne trouve pas de solution calculée, admet une solution particulière. S'il existe 
une solution, l'oracle la demande à l'utilisateur. Ensuite, le système vérifie si elle est une 
conséquence logique du programme. Sur ce principe nous pouvons définir l'algorithme 
de recherche de la façon suivante : 
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Si le but courant possède une solution 
et cette solution admet une preuve 
Alors continuer l'interprétation 
Sinon 
Si la méta-interprétation de ce but échoue 
Alors arrêter,car c'est le but recherché 
Sinon continuer l'interprétation 
ENSMSE 
Afin d'illustrer le principe que nous venons de décrire, prenons le programme Pro-
log "trier'. Ce programme réalise un tri croissant par insertion au moyen d'un algorithme 
récursif. Ce programme est faux car il manque le test d'arrêt de fin de l'appel récursif 
pour le prédicat "insérer 1 3", sa déclaration est la suivante : 
trier([XIXS],YS) :-
trier(XS, ZS), 
insérer(X, ZS, YS). 
trier ( [ ] , [ ] ) . 
insérer(X, [YIYS], [YIZS]) ·-
X > Y, 
insérer(X, YS, ZS), 
! . 
insérer (X, [Y 1 YS], [X, Y 1 YS]) . 
Sur le but "trier{[2, l],X)", nous n'obtenons aucune solution. Nous avons dans ce cas 
une solution insatisfaite "X=[1,2r. La trace de Eisenstadt de ce but nous donne: 
?- résoudre(trier([2,1],X)). 
1 ? trier([2,1],_59) 
2 > trier([2,1],_59) [1] 
3 ? trier([1] 1 _357) 
4 > trier((1] 1 _357) [1] 
5 ? trier([] 1 _639) 
6 +* trier([] 1 []) [2] 
7 
8 
9 
10 
11 
12 
13 
14 
< 
? insérer (1, [] 1 _357) 
insérer(1 1 [] 1 _357) 
A* trier([] 1 []) [2] 
trier([],_639) 
< trier ( [1] 1 _357) [1] 
trier ( [1] 1 _357) 
trier([2,1] 1 _59) [1] 
trier ( [2 1 1], _59) 
Cette trace permet de trouver une absence d'unification pour le but "insé-
rer(l,[],_357)" par le message 7. L'utilisateur de cette trace doit ensuite interpréter quelle 
doit être la substitution pour la variable "_35/, et si l'échec d'unification est incorrect. 
Cependant, l'application de l'algorithme de recherche dans ce cas, nous donne la trace 
interactive suivante : 
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1 ?- résoudre(trier([2,1],X)). 
Question : Sur le but: trier([2,1],_361) 
Une solution ? oui. 
Avec : _361 ? [2,1]. 
Question : Sur le but: trier([1],_652) 
Une solution ? oui. 
Avec : 652 ? [1]. 
Question : Sur le but: trier([],_853) 
Une solution ? oui. 
Avec : _853 ? []. 
Question : Sur le but: insérer ( 1, [] , [ 1] ) 
Une solution ? oui. 
=====>Solution insatisfaite : insérer(1, [], [1]) 
Nous obtenons une information plus précise sur l'échec de l'appel récursif. il n'est 
pas possible de prouver que l'insertion de "1" dans la Uste vide donne la Uste "[1]". La 
différence n'est pas très importante. mais l'utilisateur possède une information plus pré-
cise dans ce cas. il est impossible de prouver la solution fournie. 
6.2.3 Une autre approche 
La méthode que nous venons de présenter est directement inspirée de celle de Sha-
piro pour le cas absence de solutions (solution insatisfaite). Nous présentons dans cette 
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partie un algorithme différent de recherche d'un but ayant une solution insatisfaite. Il }1 
permet de parcourir en profondeur d'abord l'arbre de recherche de la solution insatisfai-
te. Cette méthode vérifie que tout sous-but de l'arbre de recherche du but avec une so-
lution insatisfaite est correct. 
Soit un but ayant une solution insatisfaite. Si, dans la résolution, il existe un sous-
but ayant une solution et tel qu'aucune clause ne permette de trouver une solution, ce 
sous-but possède une solution insatisfaite. Considérons l'algorithme de recherche 
suivant: 
Soit un but à résoudre, 
Si la méta-résolution du but fourni comme solution la substitution e 
Alors le but a une solution insatisfaite pour e 
Sinon 
S'il existe une solution connue e 
Alors la substitution e est insatisfaite 
Sinon continuer, l'échec est valide 
Ainsi, l'application de cet algorithme sur la résolution d'un but nous permet de re-
tourner le premier but avec une solution insatisfaite. Sur l'exemple de programme pré-
cédent, nous obtenons la trace interactive suivante : 
Extensions Friday 05 October 1990 État de l'art 
90 Mise au point en Prolog 
1 ?- résoudre(trier([2,l],X)). 
Question : Sur le but insérer(l, [],_389) 
Une solution ? oui. 
=====> Solution insatisfaite insérer(l, [],_389) 
ENSMSE 
Nous trouvons ici directement le premier sous-but ayant une solution insatisfaite. 
Cette méthode en profondeur d'abord recherche la première cause de l'échec final. La 
recherche est plus rapide lorsque , nombre de questions plus réduit. En revanche la 
complexité est linéaire par rapport au nombre de nœuds de l'arbre de recherche. Cette 
méthode de recherche est similaire à celle de Pereira dans le cas de la solution insatis-
faite, mais en parcourant l'arbre de recherche et non pas l'arbre de déduction, elles sont 
identiques en complexité. 
6.2.4 L'extension du coupe-choix 
Dans toute l'étude que nous avons menée sur la réalisation de la méthode de re-
cherche pour la solution incorrecte, nous n'avons pas abordé le problème de l'utilisation 
du coupe-choix dans les programmes. Plus précisément, nous possédons deux techni-
ques de recherche, l'une en largeur d'abord, l'autre en profondeur d'abord. Quelle est la 
méthode fiable dans le cas d'une solution iD.satisfaite ? 
Il faut bien être conscient que lors de la réalisation d'une application, l'utilisateur, 
et par la même occasion le système de détection d'erreurs, peuvent être confrontés à des 
cas particuliers d'utilisation de la coupure. En d'autre termes, si le programmeur utilise 
un .. eut vert:', la présence de solutions incorrectes peut rendre ce coupe-choix comme 
"rouge". De même, lorsque le programmeur utilise un "eut rouge", il faut adapter les mé-
thodes de mise au point au problème de l'utilisation non sûre du coupe-choix. 
Dans le cas particulier d'une solution insatisfaite produit par un programme con-
tenant un coupe-choix, le symptome d'erreur doit conduire le programmeur à une ré-
flexion sur l'utilisation qu'il fait de ce coupe-choix. En effet, il existe deux types d'utili-
sation du coupe-choix. La première qui vise à rendre optimal la résolution par l'élagage 
des branches ne produisant pas d'autre solution, l'usage de la coupure est dite sûre. 
L'autre visant à éliminer des solutions possibles, par l'élagage de branches produisant 
une autre solution, la coupure est dite dangereuse. L'usage sûr de la coupure permet 
d'améliorer l'efficacité sans omettre de solution. En revanche, l'usage dangereux du cou-
pe-choix est néfaste à la déclarativité des programmes. 
Pour illustrer une mauvaise utilisation de coupure ou une mauvaise écriture de 
coupure, prenons le programme suivant : 
go (X) :-
a (X) , 
1 
• 1 
b (X) • 
go (X) ·-
x = 1. 
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a ( 1) • 
a (2) • 
b (2) • 
Sur le but "go(l)" nous n'obtenons pas de solutions. En effet, "a(l)" réussit, puis le 
coupe-choix, mais "b(l)" n'admet pas de solution. Deux cas peuvent se produire : 
b(l) est juste 
b(l) est faux 
c'est une solution insatisfaite et l'algorithme de recherche le trouvera, 
pour les deux approches. 
ce n'est pas un théorème dans l'interprétation du programmeur. Le 
but "go(l)" s'il a une solution correcte, ne peut pas être démontré par 
la résolution : "go(l)" a un:e solution insatisfaite. 
Dans ce dernier cas nous avons un programme incorrect soit dans l'utilisation du 
coupe choix, soit dans la déclaration de "go(lt. 
Ainsi, il convient de bien analyser le comportement de la résolution d'un but ayant 
une solution insatisfaite lorsque l'on utilise le coupe-choix. De part la complexité de l'a-
nalyse des raisons d'un échec dans ce cas précis, un détecteur d'erreurs intelligent de-
vrait pouvoir indiquer l'activation du coupe-choix lors d'une recherche et de donner des 
indications sur l'effet de son appel. Nous pourrions indiquer sur l'exemple précédent: 
dans la clause "go(X) :- a(X), !, b(X)", l'échec du but "b(l)" survenant après un coupe 
choix, ne permet pas de démontrer le but ''go(l)'' 
De plus, il convient de remarquer que sur l'appel du but "go(X)" l'utilisation de la 
coupure est dangereuse. En effet, le but "go(X}" n'admet pas de solutions calculées, En 
revanche "go{2)" est une solution calculée. Ce comportement doit toujours être considéré 
comme incorrect. C'est-à-dire que le programme sera toujours un programme incorrect 
lorsqu'il se produit un tel effet. Cet aspect est à rapprocher d'une mauvaise utilisation 
de la négation par l'échec, app~lée négation dangereuse. Ce problème complique de fa-
çon sérieuse la méthode que nous devons employer pour traiter correctement le problè-
me de la solution insatisfaite. 
Reprenons notre étude de la mauvaise utilisation de la coupure produisant une ef-
fet de bord non désiré, avec en tête le souci de faire une mise au point efficace. Deux cas 
peuvent se produire selon la technique de recherche d'erreurs sur le but "go(X)", but pos-
sédant une solution insatisfaite : 
Largeur d'abord : 
"go(X)" admet-il une solution? oui. ''X= 2" 
"go(2)" est-il correct ? oui. 
il n'y a pas de réponse de la détection d'erreurs 
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Profondeur d'abord : 
"a(X)" donne la solution "X= 1", 
"b(l)" admet-il une solution ? non. (échec correct) 
('go(X)" admet-il une solution ? oui. 
alors "go(X)" possède une solution incorrecte 
ENSMSE 
Ainsi l'usage d'une coupure non sûre dans un programme Prolog produit une forme 
d'incomplétude de la technique de recherche en largeur d'abord. Dans ce cas, la résolu-
tion ne garantit pas de pouvoir fournir toutes les solutions calculables d'un but. La dé-
tection d'erreurs devient incomplète car le système peut répondre qu'il n'y a pas d'erreur 
alors qu'il devrait répondre qu'il en existe au moins une (voir le cas de "go(X}" et la solu-
tion "X=2"). Quelle que soit l'interprétation de ce résultat, nous devons le considérer 
comme incorrect afin de conserver la sémantique déclarative des programmes Prolog. 
Cet objectif est essentiel pour un système de mise au point intelligent. 
De plus, d'autres effets sont à regretter pour une interprétation correcte de la re-
cherche d'erreurs de l'abusive de la coupure. Tel est le cas lorsque le programmeur uti-
lise les effets de bord de la coupure pour écrire des programmes qui ne sont pas corrects 
sur le plan de la sémantique déclarative. Par exemple, si nous considérons le 
programme: 
maximum(X, Y, Y) ·-
X < Y, 
! . 
maximum(X, Y, X). 
où l'interprétation du prédicat "maximum{X, Y. Zf.est vraie si et seulement si "Z est 
le maximum de X et de Y'. Bien que l'on puisse cependant conserver une déclaration 
correcte de la seconde clause "mciximum{X, Y. X) :-X>= Y' qui permettrait d'obtenir une 
sémantique déclarative et le coupe-choix pour une optimisation. Dans la programmation 
du prédicat maximum/ 3 profite du coupe-choix pour éliminer le test sur la valeur des 
variables X et Y au moment de l'exécution. Un tel programme. même s'il possède un sens 
opérationnel, n'est plus déclaratif et l'interprétation d'une solution incorrecte due à une 
mauvaise programmation devient difficile pour un utilisateur non averti. 
En revanche, une écriture déclarative du prédicat maximum/ 3 peut être faite à l'ai-
de d'un contrôle de haut niveau, le si-alors-sinon, de la façon suivante : 
maximum(X, Y, Z) :-
X < y 
-> z = y 
; z = x. 
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Ainsi, il faut, pour rendre la sémantique de ses programmes la plus déclarative, 
orienter le programmeur vers une utilisation de constructions déclaratives de haut ni-
veau, telles que: le si-alors-sinon, le différent, la coupure sûre, la négation sûre, la néga-
tion complète. Il faut donc que l'utilisateur acquiert une méthodologie de programmation 
qui ne pourra qu'améliorer et rendre plus efficace la phase de mise au point. Cette mé-
thodologie ne peut être obtenue que lors de l'apprentissage ou lors de séminaires sur le 
langage Prolog. 
Enfin, les divers types d'utilisation de la coupure doivent être examinés. Le lecteur 
pourra se reporter, à ce sujet, aux nombreuses références existantes (Uoyd-87, Sha-
piro-Sterling-86, Emden-82] 
Notre conclusion, sur ce problème du coupe-choix, est que pour utiliser de façon 
correcte un système de détection d'erreurs dans le cas d'une solution insatisfaite, ce sys-
tème doit effectuer une recherche en profondeur d'abord. Nous obtenons ainsi une con-
trainte à respecter pour réaliser une système intelligent de mise au point pour Prolog. 
6.3 La négation 
Le problème de l'utilisation correcte de la négation est complexe. En effet, comme 
nous l'avons expliqué, la négation par l'échec n'est pas une négation logique. 
Par exemple, nous avons un échec de résolution du but: ".,(X= 1}, X= 2", lorsque 
X est une variable libre. En revanche, une négation logique nous donnerait une réussite 
de ce but avec comme solution 'X= 2". de même que la résolution du but "X = 2, 
-.(X= 1}". 
Ainsi, la sémantique opérationnelle de la négation, rend celle-ci non logique. Pour 
éviter de tels problèmes, certains systèmes utilisent une mise en attente des buts [NU-
Prolog]. 
Dans le cas qui nous préoccupe, celui de la mise au point et plus particulièrement 
de la détection intelligente d'erreurs, nous connaissons cette sémantique de la négation 
par l'échec. Il convient donc d'analyser de façon correcte les diverses particularités de 
cette négation. Nous avons vu que nous pouvons nous placer dans un contexte 
particulier : le monde clos. Dans ce contexte le monde fini et nous pouvons contrôler de 
façon fine l'évolution de l'interprétation. Une conséquence particulière de cette hypothè-
se est qu'un ensemble de solutions doit être fini car c'est un sous ensemble d'un monde 
fmi. De même, toute dérivation doit être finie. 
Une étude sommaire de l'échec de la négation d'un but, nous montre que ce but 
admet une solution calculée. Deux cas peuvent se produire: soit cet échec de la néga-
tion est correct. soit il est incorrect. 
Échec correct : 
le programmeur est capable de dire qu'il existe une solution pour le 
but. Doit-on vérifier dans ce cas que la solution calculée est bien celle 
que connaît le programmeur? La bonne question serait plutôt : "Laso-
lution du but est elle une solution incorrecte?" Nous pensons que laso-
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lution de la négation doit être donnée à l'utilisateur. S'il estime que 
cette solution est fausse, alors nous devons réaliser une mise au point 
sur ce but. Si cette solution est correct, la négation sera considérée 
comme étant correcte. 
il est cependant nécessaire de remarquer que le problème initial de la 
mise au point subsiste. L'algorithme de recherche doit se poursuivre, 
car la négation du but doit réussir selon le programmeur et comme 
elle admet une preuve, les raisons de l'erreur sur le but initial subsis-
tent. Nous avons donc un sous-problème à résoudre : la preuve de la 
négation. De cette façon, si la résolution d'un but est une résolution 
correcte selon l'interprétation minimale du programmeur, la négation 
de ce but doit être considérée comme correcte. Nous devons, pour ré-
soudre ce problème, mettre au point une technique de preuve de la ré-
solution. 
Échec incorrect : 
la résolution du but réussit alors qu'elle devrait échouer. Pour ce but 
il existe une solution fausse. Nous devons alors effectuer une détection 
d'erreurs sur une solution fausse à partir du but nié. Ceci peut être 
réalisé par une méthode de vérification de la résolution permettant de 
détecter une solution incorrecte. Lorsque la vérification de la résolu-
tion retourne une solution fausse, la négation est une négation incor-
recte et la détection s'est arrêtée sur la position de l'erreur. En revan-
che, lorsque cette vérification est correcte, c'est-à-dire qu'il n'existe 
pas une solution incorrecte dans l'arbre de recherche de la négation, 
on se trouve dans le premier cas car la solution est une solution cor-
recte et l'échec de la négation serait correct. 
ENSMSE 
De même, lorsque la négation d'un but réussit, la résolution du but ne produit 
aucune solution. Nous avons deux cas ·pour cette réussite : 
Réussite correcte: 
Le programmeur sait qu'il n'existe pas de solution pour la résolution 
de ce but. Pour les mêmes raisons que précédemment, rien ne garantit 
que l'arbre de résolution soit correct. Lorsque la résolution de ce but 
est correcte, une vérification de cette résolution ne retourne aucune 
solution incorrecte. 
Réussite incorrecte : 
Le programmeur connaît une solution insatisfaite. La résolution du 
but est une résolution incorrecte et une vérification de cette résolution 
permet de trouver une solution incorrecte dans le progra.mnie. 
Cependant, il est parfois utile d'analyser l'utilisation d'une négation. D'une façon 
générale le programmeur doit connaître les problèmes que pose la négation par l'échec. 
La détection d'erreurs, dans ce cas, pourrait être une aide à l'utilisation de la négation 
d'une façon sûre. Pour illustrer les difficultés d'une telle entreprise, considérons le petit 
exemple suivant : 
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% humain(X) <==>X est un humain 
humain ( jean ) . 
humain( paul ) . 
humain( pierre ) . 
% père(X,Y) <==>X est le père de Y 
père( jean, paul ) . 
père( pierre, paul ) . 
% sans_enfant(X) <==>X ne possède pas d'enfant 
sans_enfant(X) :-
not père(_, X). 
Nous sommes dans un cas d'utilisation d'une négation non sûre. En effet, si nous 
posons la question "sans_enjant(X)", il n'existe pas de réponse car le but "pèreL,XJ" réus-
sit au moins une fois avec pour solution "X= paur et donc il y a échec du but "sans_en-
fant(X)". En revanche, les questions "sans_enjant(jean)" et "sans_enfant(pierre)" réussis-
sent. Dans un cas tel que celui-ci, l'utilisation de la négation pourrait être vue comme 
étant une contrainte sur la variable X, la déclaration faite sur le prédicat "sans_ enfant/ 
l" ne permet pas de résoudre une telle contrainte car il n'y a pas de définition de l'en-
semble auquel appartient X, X peut être n'importe quoi. Dans l'hypothèse du monde 
clos, il doit être possible de donner l'ensemble des valeurs possible de la variable X. 
Nous devons analyser ce problème d'un point de vue logique. Il faut pour cela re-
prendre la déclaration du prédicat sans_ enfant/ 1 pour obtenir une version plus proche 
de la réalité et qui sera plus correctement interprétée. Nous pouvons exprimer qu'une 
personne possède un enfant de la façon : 
Quel que soit l'humain X, 
X possède un enfant s'il existe Y 
tel que Y est un humain et X est le père de Y. 
L'incohérence de la précédente déclaration vient de l'utilisation d'une variable 
muette à l'intérieur de la négation. La relation de lien de parenté entre deux individus X 
et Y peut se traduire par la déclaration : 
a_un_enfant(X) :-
humain (X), 
père(X, Y), 
humain (Y) . 
Maintenant, exprimons qu'un individu ne possède pas d'enfant par la phrase: 
quel que soit X, X ne possède pas d'enfant 
si X est un humain et X n'a pas d'enfant. 
qui se traduit par la déclaration : 
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pas_de_enfant(X) :-
humain (X), 
Mise au point en Prolog 
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sans_enjant/ 1 n'exprime pas la même relation sur le terme X que ce prédicat. Cette 
réalisation utilise une négation sûre sur le but "a_un_enjant{X)" par ajout d'une con-
trainte sur la variable X. 
Cet exemple nous montre que l'utilisateur doit toujours programmer son applica-
tion de façon déclarative afin d'obtenir une négation close, permettant d'approcher une 
négation logique. Bien souvent, le programmeur utilise une négation non close, parce 
qu'il omet les déclarations apparentées à des contraintes qui rendrait cette négation clo-
se. Une négation est close si lors de la réussite du but aucune variable libre n'a pas été 
substituée par un terme. 
Ainsi, l'utilisation d'une négation dans des programmes Prolog ne simplifie pas la 
mise au point. En effet, seule une analyse de la résolution du but de la négation est pos-
sible et le système de détection d'erreurs ne peut pas connaître la logique de la négation 
qu'utilise le programmeur. De plus, nous devons étudier en détailles problèmes de vé-
rification d'une résolution Prolog. 
En effet, supposons que nous disposions d'un système permettant de fournir la 
preuve d'une résolution par une absence d'erreurs. Lorsque nous vérifions l'utilisation 
d'une négation, si la résolution du but nié est une résolution correcte, nous considèrons 
l'utilisation de la négation comme correcte lorsque la négation logique du but. Il faut 
comprendre par négation correcte: la réussite ou l'échec de la négation est correct. 
Dans le cas où la résolution du but est incorrecte, une vérification de cette résolu-
tion fournit une solution incorrecte. 
Le sujet central de cette thèse est de pouvoir répondre à la question énoncée par la 
phrase: 
Pouvons nous définir une méthode de vérification d'une résolution normale et per-
mettant de détecter une solution incorrecte ? 
Les réalisations actuelles de détection d'erreurs sont relativement impuissantes sur 
le traitement de la négation et plus particulièrement sur la preuve de la résolution. De 
plus, nous devons remarquer que les méthodes de recherche en largeur d'abord sont im-
parfaites sur le traitement de la négation. 
Considérons un programme utilisant au moins une négation et qui posséde une ré-
solution incorrecte. Considérons un but ayant une solution fausse (respectivement une 
solution insatisfaite) et contenant un sous-but nié, de la forme "~j(X)". Supposons que 
la résolution du but nié f(X)soit incorrecte. Dans le cas où cette négation échoue, nous 
pouvons affirmer qu'il existe une solution pour le but "~J(XJ". par définition de la néga-
tion par l'échec. Si cette solution est fausse, la résolution est bien incorrecte, mais par 
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contre l'échec est correct (le programmeur connaît une solution particulière de ce sous-
but). Dans ces conditions particulières, l'algorithme de recherche de la solution fausse 
ne questionnera pas l'utilisateur pour savoir si l'échec est correct (respectivement pour 
la solution insatisfaite, ce n'est pas le but recherché car l'échec est valide). 
Ainsi, ces deux méthodes de détection d'erreurs, dans leur réalisation en largeur 
d'abord, sont inefficaces sur des programmes contenant la négation d'un but ayant une 
solution incorrecte. 
En conclusion, pour effectuer une mise au point efficace sur des programmes uti-
lisant la négation ou la coupure, seule une méthode en profondeur d'abord est compa-
tible avec ces deux extensions. Une détection d'erreurs nous oblige à fournir une métho-
de de recherche en profondeur d'abord fondée sur la vérification de la résolution qui per-
mettra de découvrir une solution fausse ou une solution insatisfaite dans toutes les 
circonstances. 
6.4 Extensions 
Dans cette partie nous étudions les extensions des méthodes de détection d'erreurs 
en tenant compte des prédicats prédéflnis. Le but n'est pas de donner une solution au 
traitement de chaque prédicat mais seulement de déterminer le domaine d'application 
des méthodes de détection d'erreurs que nous avons décrites. Ces extensions peuvent 
être découpées en trois parties: les prédicats logiques pouvant être écrits en Prolog pur, 
les prédicats extra-logiques ou du second ordre, les autres prédicats pouvant être écrits 
en Prolog étendu par la négation et la coupure. 
6.4.1 Importance 
L'extension des méthodes de débogage est rendue nécessaire par le fait que tout 
programmeur Prolog utilise de façon courante les prédicats prédéfinis. La diversité de 
ces prédicats rend l'extension difficile. On peut cependant répartir ces prédicats en 
sous-ensembles distincts. Nous utilisons pour cela les références [Cprolog-1.5, Sbpl-86] 
comme base de déflnition des prédicats prédéflnis et nous étudions pour chaque sous-
ensemble les possibilités de débogage. 
6.4.2 Prédicats logiques et méta-logiques 
Ces prédicats possèdent un comportement logique. Quelles que soient leurs cir-
constances d'appel l'interprétation de l'un de ces prédicats est unique. Si nous prenons 
par exemple le prédicat prédéflni "Var{X)", son interprétation est indépendante de l'en-
vironnement d'exécution (programme, flchiers ouverts ... ). Le but "Var{X)" réussit si et 
seulement si X est une variable. 
De plus, généralement les prédicats prédéflnis possèdent des spécillcations d'appel. 
Si elles ne sont pas respectées, il peut se produire un arrêt brutal de la résolution. Ce 
cas d'erreur correspond à l'appel incorrect d'un prédicat prédéfini. Dans le cas de la mise 
au point de Prolog, ce problème ne se produit que rarement. Cependant, lorsqu'il existe 
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une erreur de ce type, il est intéressant de connaître le déroulement de la résolution jus-
qu'à l'appel incorrect du prédicat prédéfini. Pour des cas particuliers tels que ceux-ci, il 
est important de posséder un outil de trace intelligent pour suivre pas à pas l'interprète 
Pro log. 
Les méthodes de détection d'erreurs sont possibles sur des programmes Prolog con-
tenant des prédicats logiques ou méta-logiques. En effet, l'application des- méthodes de 
détection d'erreurs sur ces prédicats repose sur l'indépendance de l'interprétation des 
prédicats méta-logiques par rapport à la résolution. Les méthodes de mise au point réa-
lisent un parcours partiel de l'arbre de recherche de la solution incorrecte. Ceci aspect 
évite d'éventuels retour-arrière de la résolution Prolog, ou bien dans le cas de la méthode 
en largeur d'abord, les appels multiples d'un but et le parcours partiel de l'arbre de re-
cherche. Le comportement logique de ces prédicats méta-logiques ·:ne modifie pas le rai-
sonnement logique du détecteur d'erreurs Prolog. 
En vertu de ce principe, si l'interprétation d'un prédicat prédéfini est indépendante 
de son environnement, les méthodes de mise au point restent applicables à des pro-
grammes en contenant. Il suffit de considérer ces prédicats comme corrects. S'il existe 
une solution son interprétation est qu'elle est correcte sinon il n'y a pas de solution. 
6.4.3 Prédicats extra-logiques 
Dans cet ensemble, il faut inclure tous les prédicats dont l'interprétation est aléa-
toire. L'interprétation dépend de l'environnement d'exécution et plus particulièrement de 
la sémantique opérationnelle de la résolution. Dans ce cas, les méthodes de détection 
d'erreurs ne peuvent s'appliquer directement sur ces prédicats car leur comportement 
n'est pas logique. En fait, il n'est pas répétitif, si p admet une solution, rien ne garantit 
que cette solution sera produite par un autre appel de p. 
Lorsque l'on réalise un méta-interprète de Prolog, on doit tenir compte de ces pré-
dicats pour effectuer une simulation complète du langage et tenir compte des exeptions 
d'appels. De plus, dans certains cas, à cause de leurs effets de bord, l'application stricte 
des méthodes de détection d'erreurs, nous donne des résultats incorrects. Pour l'illus-
trer considérons l'exemple suivant: 
test :-
p(X), 
essai. 
p ( 0) • 
p ( 1) • 
b (3) • 
essai ·-
appel. 
appel :-
compter (X) , 
b (X) • 
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compter(X) :-
retract ( s (X) ) , 
1 
• 1 
Y is X + 1, 
asserta(s(Y)). 
compter(O) :-
asserta (s (0)). 
Mise au point en Prolog 
Il est clair que ce programme ne possède pas une sémantique opérationnelle iden-
tique à sa sémantique déclarative. L'appel du prédicat test ne donnant aucune solution, 
supposons qu'il y en ait une pour laquelle "compter(3)" serait une solution correcte. L'er-
reur se situerait à la valeur par défaut du prédicat "compter 1 l" et il faudrait une solution 
à "compter(l)". La trace interactive de la détection d'erreurs est: 
1 ?- lire(exemple),résoudre(test). 
Chargement du fichier : exemple.pl 
Pas de solution sur le but test. 
OK ? n. 
Diagnostic, Recherche d'une solution insatisfaite 
Question : Sur le but : test 
Une solution ? oui. 
Question : Sur le but: p( 600) 
Une solution ? oui. 
Avec : 600 ? 1. 
Question : Sur le but 
Une solution ? oui. 
Question : Sur le but 
Une solution ? oui. 
Question : Sur le but 
Une solution ? oui. 
Avec : 964 ? 3. 
essai 
appel 
compter (_964) 
Question Sur le but: b(3) 
Une solution ? oui. 
Y es 
1 ?-
Nous n'observons aucune réponse du détecteur d'erreurs sur cette résolution Pro-
log. Le système ne trouve aucune incohérence dans la résolution du but initial. Cet effet 
de bord est dû à l'algorithme de détection d'erreurs en largeur d'abord pour l'absence de 
solution. 
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Ces méthodes ne peuvent donc pas être utilisées sur ces prédicats extra-logiques. 
De plus, si on réalise une détection d'erreurs par une méthode en profondeur d'abord, 
quelle diagnostic doit-on donner sur la solution d'un prédicat extra-logique :la réussite 
est-elle correcte, l'échec est-il correct? Les spécificatiQns de ces prédicats méta-logiques 
ne permettent pas de répondre de façon précise à ces questions car c'est à la fois correct 
et incorrect. Nous reviendrons sur ce problème dans la troisième partie. 
Comme nous l'avons vu dans la partie précédente, les algorithmes de mise au point 
classiques parcourent en partie l'arbre de résolution d'un but. Comme, l'utilisation des 
prédicats extra-logiques peut modifier l'arbre de recherche en fonction du contexte. Le 
raisonnement de l'algorithme de détection d'erreurs se trouve modifié au fur et à mesure 
que se transforme l'arbre recherche du but initial. 
6.5 Conclusion sur les extensions 
L'étude que nous venons de faire sur la mise au point de programmes utilisant des 
négations, des coupures ou des prédicats méta-logiques, basées sur les méthodes de 
Shapiro, nous permet de mieux cerner les problèmes à résoudre. Elle nous conduit éga-
lement à étudier une méthode générale de détection d'erreurs. 
Cette méthode correspond à la vérification de la résolution par une recherche en 
profondeur d'abord des deux cas d'erreurs, la solution fausse et la solution insatisfaite. 
Elle permet la mise au point, plus précisément la preuve de résolution de programmes 
Prolog méta-logiques. 
Enfm, nous avons mis en évidence la nécessité de définir une trace mieux structu-
rée par les informations qu'elle fournit, permettant de suivre la résolution d'un program-
me extra-logique. 
La troisième partie aborde le problème d'une méthodologie de mise au point pour 
des programmes Prolog. En effet. l'utilisateur fmal devra effectuer un choix de l'outil qu'il 
appliquera à ses programmes. Nous étudierons et décrirons ensuite un système de mise 
au point de programmes méta-logiques regroupant deux fonctions essentielles: la dé-
tection de boucles et la vérification de la résolution. 
La quatrième partie décrit un prototype utilisant de tels concepts de mise au point. 
Ce prototype a été doté d'un interface particulièrement adaptée à la tache de mise au 
point dans un contexte aussi particulier que celui de Prolog. 
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7. Méthodologie 
Dans la partie précédente, nous avons étudié les problèmes de la mise au point en 
Prolog en utilisant une approche voisine de celle de Shapiro. L'algorithme de recherche 
est fondé sur une connaissance du comportement que doit avoir un débogueur intelli-
gent dans la résolution d'un but incorrect. 
Comme de telles méthodes de mise au point sont inutilisables sur des programmes 
Prolog quelconques, les algorithmes sont restreints à Prolog pur étendu par la coupure, 
la négation sûre et enfin les prédicats logiques ou méta-logiques. S'il utilise des prédi-
cats extra-logiques, le programmeur souhaitera disposer d'un outil de mise au point in-
telligent voisin de celui-ci. Il convient donc d'examiner une approche méthodologique de 
la mise au point en Prolog afin de répondre à cette attente. Cette approche de la mise au 
point, nous pouvons la faire en utilisant les raisonnements des algorithmes de recher-
ches. 
Pour situer les limites d'un détecteur d'erreurs intelligent, nous allons décrire un 
exemple de programme extra-logique, un système expert sur la reconnaissance des ani-
maux. Puis nous étudierons une approche déclarative de la mise au point en utilisant 
la trace de Eisenstadt et en simulant les techniques de détection d'erreurs au moyen 
d'une trace partielle de la résolution (Zooming). 
7.1 Quelle mise au point? 
L'utilisateur qui déceloppe une application Prolog peut s'interroger sur le mode 
d'emploi d'outils sophistiqués (traces intelligentes, détecteurs d'erreurs interactifs ... ). Il 
est évident que, dans certains cas, un outil de type trace de la résolution constitue une 
aide à la mise au point. C'est le cas par exemple lorsque le programmeur ne sait pas 
comment il doit interpréter une solution ou une absence de solution. 
L'utilisation des méthodes de mise au point de Shapiro suppose une connaissance 
parfaite de l'interprétation d'un but. L'utilisateur doit répondre sans ambiguïté aux 
questions du détecteur d'erreurs. Cependant, il peut exister des programmes dont jus-
tement on ne connaît pas le comportement. De plus, en général le programmeur utilise 
des prédicats extra-logiques, qui provoque des effets de bords de l'interprète. 
Pour les différentes méthodes de mise au point il faut analyser les avantages et les 
inconvénients de l'un par rapport à l'autre. Quand l'un est-il plus performant, plus 
adapté que l'autre ? Pour un problème particulier de mise au point quelle est la méthode 
adaptée, quels sont les raisonnements logiques que nous devons effectuer ? 
7.2 Un exemple 
L'utilisation de prédicats extra-logiques dans une application est relativement 
courante: primitives de lecture ou écriture, prédicats du second ordre, etc. Le cas se 
produit par exemple pour réaliser un système expert. La littérature nous montre que la 
programmation logique est particulièrement puissante et bien adapté pour la réalisation 
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de systèmes experts [Sterling-84,86, Clark-Cabe-82]. Cette propriété est due au fait 
qu'un système expert est la réunion d'une base de connaissances et d'un moteur d'infé-
rence, dont la réalisation est facilité par l'utilisation de l'évaluation partielle ou de la 
méta-programmation 
Si, de plus, on l'augmente par des extensions objets le langage Prolog permet de 
mixer d'une façon efficace le moteur d'inférences et les représentations de connaissance 
[L00-89]. 
Prenons pour exemple le programme "résout(T est V)", dont la définition complète 
est donnée en annexe A. qui cherche à démontrer que le terme Test de type V. Les con-
naissances sont exprimées de la façon suivante : 
si T_l est T_2 
et T_3 est T_4 
et .... 
alors T _P est T _ Q. 
Par exemple, pour un carnivore, nous aurons la règle : 
si classe est mammifères 
et mange_ viande est oui 
alors ordre est carnivore. 
Dans cet exemple d'application, le moteur d'inférence détermine le type d'un ani-
mal. Par exemple, pour le lion, on a la règle : 
si espèces est 200 
et terrestre est oui 
eten_afiiqueestoui 
alors type_animal est lion. 
Si aucune règle ne permet de déduire de nouvelles informations, le système peut 
poser des questions à l'utilisateur. Ces questions sont représentées sous la forme de 
faits. Par exemple: 
question(mange_viande, 
'Votre animal mange-t-il de la viande rouge?'). 
Toutes les déductions que le système obtient sont conservées sous la formes de 
faits qui décrivent comment elles ont été obtenues. Leur forme générale est : 
La mise au point 
% "F est X" est déduit par une question 
fait(F est x, question). 
% "F est X" est déduit par la règle N 
fait(F est X, règle(N)). 
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Enfin, si la valeur du fait F n'a pu être déduite, il y a ajout d'un fait "échec(F)". Pour 
démontrer un fait, le moteur d'inférence utilise la stratégie de déduction reposant sur 
quatres tentatives hiérarchisées : 
• le fait est-il déjà démontré ? 
• le fait est-il faux (échec) ? 
• s'il existe une règle la concluant sur ce fait alors on cherche à démontrer les 
prémisses de cette règle, 
• s'il existe une question prévue pour ce fait, on interroge l'utilisateur du 
système expert, 
• on inscrit l'échec si tous les quatres essais ne marche pas. 
L'utilisation de ce moteur sur un exemple simple nous donne comme résolution 
1 ?- résout(type_animal est lion). 
Votre animal a-t-il une colonne vertébrale ? oui. 
Votre animal a-t-il le sang chaud ? oui. 
La femelle de votre animal nourrit-elle son petit avec 
du lait ? oui. 
Votre animal mange-t-il de la viande rouge ? oui. 
Votre animal a-t-il des doigts ailes ? non. 
Votre animal a-t-il un pouce opposable ? non. 
Votre animal adulte pèse-t-il plus de 200 Kg ? oui. 
Votre animal est-il terrestre ? oui. 
Votre animal vit-il en Afrique ? oui. 
Y es 
Nous laissons au lecteur le soin de tracer cette résolution du but "résout(type_ani-
mal est lion)". La trace d'Eisenstadt sur cet exemple, donne de l'ordre de 150 messages 
avant que la première question soit posée et environ 500 messages pour toute la réso-
lution soit une dizaine de pages de texte. 
Ainsi, une trace ne permet pas de réaliser aisément la mise au point du système 
expert. Si l'on veut comprendre la résolution de l'interprète Prolog ou si l'on modifie des 
connaissances avec pour effet de produire une résolution incorrecte, quelle méthodolo-
gie de mise au point doit-on adopter? En effet, nous avons vu dans la partie précédente 
qu'une trace ne peut d'être d'aucun secours et que sur de tels programmes les exten-
sions des méthodes de mise au point sont inutilisables. 
L'analyse globale des problèmes de la mise au point des programmes extra-logiques 
nous montre qu'il faut une trace dynamique, comme par exemple par l'utilisation des 
méthodes de Shapiro [Ducassé-88], ou statique fondée sur la trace d'Eisenstadt, et qui 
permet de visualiser les points fort de la résolution: but en cours d'évaluation, clause 
activée, instances de ses arguments, but suivant à appeler, ensemble des buts ancêtres 
du but courant ... 
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7.3 Une mise au point statique? 
Dans les parties précédentes nous avons étudié les différentes techniques de mise 
au point sans les comparer entres elles. Pourquoi ne, pourrait-on pas réaliser une mise 
au point intelligente en utilisant une trace comme support du raisonnement logique. 
Nous étudierons cet aspect avec la trace de Eisenstadt. En effet, les possibilités de la 
trace de Byrd sont bien trop pauvres pour réaliser une trace partielle comme le Zooming. 
Cependant, il est possible de simuler des traces partielles en espionnant les prédi-
cats (spy/ 1), en réitérant l'appel d'un sous-but, en simulant un échec ... L'utilisation de 
telles méthodes sur des programmes extra-logiques, avec la trace de Byrd, produit des 
comportements anormaux de la résolution, similaires à une technique de détection d'er-
reurs en largeur d'abord. De plus, l'espionnage ne permet pas de réduire de manière sa-
tisfaisante la trace. Dans l'exemple précédent, si l'on fait un espionnage du prédicat "ré-
sout" presque toute la totalité de la résolution est tracée. 
Reprenons l'exemple de Shapiro [Shapiro-83] de la page 41. modifié pour tenir 
compte du coupe choix, et effectuons un parcours partiel de la résolution pour produire 
une trace partielle par une technique de Zooming. Nous pouvons utiliser une technique 
"Top-Down", de la façon suivante : 
La mise au point 
1 ?- analyse (trier ( [2 1 1 1 3] 1 X)). 
1 ?- trier([2 1 1 1 3] 1 _433) 
33 + trier([2 1 1 1 3] 1 [3 1 2 1 1]) [1] 
34 " trier ( [2 1 1 1 3] 1 [3 1 2 1 1]) [1] 
52 trier([2 1 1 1 3] 1 _433) 
non 
?-
1 
3 
20 
21 
32 
33 
Y es 
1 ?-
3 
5 
11 
12 
19 
20 
Y es 
zoom. 
?- trier([2 1 1 1 3] 1 _399) 
?- trier([1,3] 1 _481) 
+ trier ( [1 1 3] 1 [3 1 1]) [1] 
?- insérer (2 1 [3 1 1].,_482) 
+ insérer ( 2 1 [ 3 1 1] 1 [ 3 1 2 1 1] ) [ 1] 
+ trier([2 1 1 1 3] 1 (3 1 2 1 1]) (1] 
zoom(3). 
?- trier([1 1 3] 1 _418) 
?- trier([3] 1 _494) 
+ trier([3] 1 [3]) [1] 
?- insérer(1 1 [3] 1 _495) 
+ insérer ( 1 1 [ 3] 1 [ 3 1 1] ) [ 1] 
+ trier([1 1 3],[3,1]) [1] 
1 ?- zoom ( 12) . 
12 ?- insérer(1 1 [3] ,_421) 
14 } 3>1 
15 ++ 3>1 
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16 ?- insérer(1, [] ,_495) 
17 +* insérer(1,[],[1]) [3] 
18 ---------------- 1 
19 
Y es 
1 ?-
+ insérer (1, [3], [3, 1]) [1] 
Sur le premier zoom, le premier sous-but possède une solution fausse (ligne 20); on 
effectue une trace partielle de son appel, zoom(3) nous donne le premier sous-but incor-
rect (ligne 19) qui est tracé par son appel zoom(12). dans ce cas nous avons un but ayant 
une solution fausse (ligne 19) dont tous les sous-buts sont justes. Nous sommes donc 
sur une clause fausse que nous identifions à partir de la ligne 19 comme étant la clause 
1 du paquet insérer/3. 
Comme nous le voyons sur cet exemple de mise au point utilisant la trace de Ei-
senstadt. les raisonnements logiques d'un détecteur d'erreurs intelligent comme celui de 
Shapiro, peuvent être simulés par des outils de trace. Cependant, il convient de mesurer 
la portée d'une telle entreprise. Même si l'on peut simuler une méthode de détection d'er-
reurs en largeur d'abord, celle-ci doit être appliquée par l'utilisateur et il est à remarquer 
que la tracé partielle peut contenir un nombre importants de messages à interpréter. 
Ainsi, l'application stricte de cette technique nécessite une connaissance parfaite 
de la trace et des principes de mise au point en Prolog. En effet, l'utilisateur doit être 
vigilant pour pouvoir repérer les différents niveaux sur lesquels il devra réaliser une tra-
ce partielle et connaître les différents raisonnements logiques qu'il devra effectuer sur 
tous les sous-buts, pour déterminer l'action suivante: "zooming sur quel but?" 
En revanche, si cette méthode est directement réalisée par un système de détection 
d·erreurs intelligent. seule l'attention de l'utilisateur est portée sur la connaissance des 
réponses à donner, c'est-à-dire la connaissance de l'interprétation sous-jacente de son 
application. Ainsi, l'utilisation d'un détecteur d·erreurs sera plus efficace dans la mise 
au point de gros programmes méta-logiques. 
7.4 Une mise au point dynamique ? 
V étude précédente nous montre qu'il est possible de concevoir une méthode de 
mise au point basée sur le parcours de l'arbre de résolution, comme le font les exten-
sions de la trace d.Eisenstadt. Une façon de procéder consiste à résoudre le but et à cha-
que pas de la résolution à mémoriser des informations pour construire l'arbre de réso-
lution. Le système de détection d·erreurs parcourt cet arbre en appliquant directement 
dessus les raisonnements logiques des méthodes de Shapiro. 
En fait. cette méthode pose des problèmes de connaissances.Dans l'ensemble, les 
méthodes de Shapiro pré-supposent une connaissance parfaite du comportement de 
l'interprétation d·un but: admet-il une solution? est-il juste? est-il faux? Il faudra ré-
pondre d·une façon précise à ces questions. 
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Ainsi, dans le cas d'applications comme une base de donnée relationnelle ou un 
système expert, cette connaissance est parfois imparfaite. Le developpement d'un systè-
me expert demande la réunion d'au moins deux entités: l'expert et le cogniticien [Vial-
88]. Lors de la phase de mise au point, le système de détection d'erreurs demandera des 
informations sur l'interprétation d'un but: lequel possède la connaissance pour répon-
dre? Le cogniticien s'il sait pourquoi on lui pose une question sur un but ne sait pas 
forcément comment y répondre car il ne possède pas toute l'expertise nécessaire pour 
cela. Quant à l'expert, s'il sait pourquoi telle connaissance est vraie ou fausse, s'il existe 
une solution ou non, il ne sait pas comment interpréter les messages du détecteur d'er-
reurs, par exemple ceux qui relèvent de l'exécution du moteur d'inférence ... 
Un autre problème limitant les possibilités des algorithmes, est la détection d'er-
reurs sur des programmes utilisant des prédicats extra-logiques. Par exemple, le systè-
me expert présenté à l'anexe A, n'a pas un comportement logique en fonction des infor-
mations fournies par l'utilisateur. En effet, lors de la résolution du but "résout( type_ a-
nimal est Quoi)", les réponses aux questions posées par le système modifient l'arbre de 
résolution et donc le comportement du système expert. Comme l'algorithme de détection 
d'erreurs travaille sur l'arbre de résolution (parcours partiel de la résolution, connais-
sance des solutions d'un but), les raisonnements qu'il effectue à un instant donné ne 
seront plus valables l'instant suivant. Par exemple. un but qui a échoué au premier ap-
pel, réussit à l'appel suivant. Aussi, les conclusions du système de détection d'erreurs, 
quand elles existent, n'ont aucune signification. 
De plus, même si le programmeur sait comment interpréter les résultats de la ré-
solution d'un but, les modifications s'effectuant en cours de résolution ne lui permettent 
pas de pouvoir répondre à une question du détecteur d'erreurs. Par exemple, il sait 
qu'un but selon les circonstances admet ou n'admet pas de solution et que le système 
lui pose la question : "ce but admet-il une solution ?', que doit-il fournir au système de 
détection ? Comment doit se comporter le système de détection d'erreurs en fonction des 
réponses? 
Il est donc clair que si conceptuellement nous pouvons effectuer la mise au point, 
celle-ci bute contre l'insuffisance des réponses qui peuvent être fournies. La réalisation 
d'un système de détection d'erreurs n'est donc pas possible sur des programmes extra-
logiques. Il faut pour ces cas-là définir un outil de trace interactif et présentant suffi-
samment d'informations sur la résolution. 
Un autre de problème survient quand on se limite à de telles méthodes de mise au 
point. Il est illustré sur le tri croissant rapide : 
La mise au point 
trier([],[]). 
trier([XIXs],Es) ·-
séparer(Xs, X, Lo, Hi), 
trier(Lo, S_Lo), 
trier (Hi, S_Hi), 
append(S_Lo, S_Hi, Es). 
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séparer ( [X 1 Xs] , Cr, [XILo], Hi) . 
x < Cr, 
séparer(Xs, Cr, Lo, Hi). 
séparer ([X 1 Xs] , Cr, [XILo], Hi) ·-
Cr > x, 
séparer (Xs, Cr, Lo, Hi) . 
séparer ( [] , Cr, [] , [] ) . 
Le but initial "trier{[2, 1 ,3],R)" ne nous fournit pas de solution. Nous sommes en pré-
sence d'une solution insatisfaite, "R=[1,2,3T. 
L'algorithme de recherche en profondeur d'abord sur ce but nous retourne l'échec 
du sous-but "séparer([3], 2, _1, _2)". Dans ce cas, l'utilisation complémentaire de la trace 
d'Eisenstadt nous donne beaucoup plus de renseignements sur l'échec: 
1 ?- séparer([3],2,_1,_2) 
2 > séparer ( [ 3] , 2, [ 3 1 3] ' 2) [ 1] 
- -3 } 3 < 2 
4 3 < 2 
5 < séparer ( [3], 2, [31 3] ' 2) [ 1] 
-
6 > séparer ( [ 3] , 2, _1, [ 3 1_ 4] ) [2] 
7 } 2 > 3 
8 2 > 3 
9 < séparer ( [ 3] , 2, 1' [ 31 4] ) [2] 
- -10 séparer([3],2,_1,_2) 
Ainsi, l'analyse de cette trace nous a permis de corriger rapidement l'erreur de ce 
programme (Cr~ X dans la seconde clause du prédicat séparer/4). 
Cet exemple de mise au point de programme incorrect nous situe les limites d'un 
système de détection d'erreurs. En complément d'un système de détection d'erreurs, il 
est intéressant de fournir à l'utilisateur une trace permettant d'affirmer l'analyse d'une 
cause d'erreur. 
En effet, lorsque l'utilisateur débute en programmation logique, il doit acquérir sur 
des programmes simples, une méthodologie de mise au point. Un détecteur d'erreurs lui 
en fournit une partie. Mais lorsque le système lui retourne une erreur, l'utilisateur doit 
analyser correctement les circonstances de l'appel. 
Ainsi, il faut fournir en complément d'une solution incorrecte les circonstances 
dans lesquelles elle apparaît. Les techniques actuelles ne donne que la clause incorrecte 
associée à une solution fausse. Dans le cas d'une solution insatisfaite que peut-on 
fournir ? Un certain nombre d'informations seulement. Par exemple, lorsqu'une solution 
insatisfaite est détectée, on peut indiquer s'il existe des clauses dont les têtes s'unifient. 
Mais plus généralement, doit-on fournir des informations sur l'échec des prédicats 
prédéfinis? Doit-on analyser les clauses dont les têtes s'unifie? 
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Les réponses à de telles questions ne sont pas possibles. Il faut toujours, pour un 
tel logiciel, donner un minimum d'informations judicieuses, sans tout donner. Le systè-
me de mise au point peut fournir un ensemble d'outils spécifiques pour les traitements 
de cas particuliers, comme la trace d'Eisenstadt peut Je faire par une sorte d'évaluation 
partielle des buts à partir des solutions connues (analyse statique de la résolution). 
7.5 Conclusion sur la méthodologie 
Le programmeur expérimenté, grace à trace intelligente peut vérifier de façon pré-
cise le contrôle de la résolution. Pour le programmeur débutant, le système de détection 
d'erreurs permet d'exercer ses raisonnements logiques, de valider des modélisations de 
son application, pour obtenir une sémantique déclarative correcte de ses programmes. 
De plus, la trace permet à un débutant de mieux comprendre la résolution d'un but. Ces 
aspects correspondent aux objectifs essentiels d'un système intelligent de développe-
ment pour le langage Prolog. 
Une système intelligent de détection d'erreurs couplé à une trace intelligente est 
l'outil parfait pour une langage de programmation méta-logique (Prolog pur avec la né-
gation, la oupure et les prédicats méta-logiques).Une trace intelligente fournissant un 
minimum d'informations sur la résolution, permettrai de pallier les inconvénients d'une 
trace Classique. 
Les deux exemples que nous avons utilisés, nous montrent que la combinaison ju-
dicieuse des deux outils de mise au point, trace intelligente et détection d'erreurs, est 
productive pour le programmeur d'application Prolog. Celui-ci programme de façon dé-
clarative et modulaire e tl' emploie des sous-programmes méta-logiques. Quelle que soit 
la méthodologie de mise au point, le programmeur doit séparer dans son programme les 
résolutions extra-logiques du reste de l'application. -
Cette méthodologie peut se situer à deux niveaux. 
Le premier correspond à la sémantique déclarative des programmes Prolog. En ef-
fet, il est relativement courant que les programmeurs utilisent les primitives extra-logi-
ques et une mauvaise connaissance du comportement de ces prédicats produit des ré-
sultats anormaux. 
Le second concerne de la mise au point et le suivi d'une application. En effet, le pro-
grammeur doit conserver à l'esprit, lors de la réalisation de son application, qu'il aura · 
une mise au point à faire. Cette méthodologie de programmation doit le conduire à dé-
couper son application en sous-modules méta-logiques dont chaque programme est la 
réalisation d'un prédicat méta-logique. Ensuite, il veillera à encapsuler l'utilisation de 
prédicats méta-logiques afin d'éviter leurs effets de bord. 
Ensuite, lors de la phase de mise au point de son application, s'il a au préalable 
encapsulé tous les prédicats corrects par une compilation, le programmeur peut détec-
ter de façon rationnelle les problèmes de son application, à l'aide des techniques de dé-
tection d'erreurs comme celle que nous avons présentées, ou bien de méthodes de trace 
partielle de certains prédicats. Par exemple, il peut ; faire une trace partielle (Zooming) 
La mise au point Thursday 08 Novernber 1990 Méthodologie 
ENSMSE Mise au point en Prolog 
afm de trouver la position de l'erreur. Déterminer s'il sagit d'un prédicat méta-logique 
ou d'un prédicat extra-logique? Puis effectuer la mise au point proprement dite, par l'u-
tilisation de la bonne méthode suivant le cas: détection d'erreurs pour les prédicats 
méta-logiques, trace intelligente pour les prédicats extra-logiques. 
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8. La détection d'erreurs 
L'étude précédente a mis en évidence la nécessité de disposer d'un outil de mise au 
point tenant compte de la coupure et de la négation.· Elle nous a permis également de 
cerner les problèmes à résoudre : la détection d'une récursion infinie et la vérification 
d'une résolution. 
Dans cette partie, nous allons étudier les problèmes ds dérivations infinies, mais 
aussi définir les principes d'une vérification de la résolution. Nous pourrons ainsi définir 
des algorithmes de détection de boucles régulières et de détection de solutions incorrec-
tes dans une résolution. 
8.1 Le bouclage 
L'ensemble des interprètes Prolog n'ont pas la possibilité de détecter une dérivation 
infinie de l'arbre de résolution. Ce phénomène est généralement appelé bouclage et est 
provoqué par une récursivité infinie. La seu1e méthode de détection connue repose sur 
une limitation de la profondeur de l'arbre de dérivation. On peut trouver dans la littéra-
ture quelques études de ce problème de la dérivation infinie dans le cas de Prolog pur 
[Covington-85a-b, Nute-85, Poole-Goebel-85, Shapiro-83] 
Cependant Gold [Gold-65] étudie le problème théorique de la limitation de la récur-
sion. De même, Van Gelder [Gelder-87] utilise une méthode intéressante de détection 
d'une récursion infinie, basée sur un algorithmede parcours d'arbres dû à Knuth. Enfin, 
Pelhat [Pelhat-87] effectue une étude des différents cas de bouclages en Prolog pur et 
propose un environnement adapté à la détection de ce type de problème: type du bou-
clage, création de cycles ... 
L'aspect déclaratif de la sémantique du langage Prolog peut donner des effets non 
souhaités lors de la résolution d'un but. Une conséquence directe est la génération d'une 
dérivation infinie de l'arbre de résolution, due à une récursion infinie. 
Dans cette partie, nous proposons une méthode de détection d'une récursion infi-
nie fondée sur la caractérisation des divers cas de bouclages réguliers. Préalablement, 
nous définissons une sémantique de l'évaluation d'un but par un programme Prolog. 
Ceci nous permettra de pouvoir gérer l'ensemble des ancêtres d'un but. De cette con-
naissance, nous caractérisons les divers cas de récursion infinie. 
8.1.1 Évaluation d'un but 
Le langage Prolog est fondé sur un sous-ensemble de la logique des clauses de Horn 
et sur une stratégie de l'évaluation, la recherche en profondeur d'abord et l'évaluation 
de gauche à droite. Il est complété par ensemble de primitives extra-logique de contrôle. 
Parmi celles-ci figurent la coupure, l'accès à la base de règles (ajout, retrait, consulta-
tion ... ). La stratégie d'évaluation de l'interprète peut être modélisée par l'utilisation d'une 
pile de buts et d'une liste de buts. 
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La pile de buts contient l'ensemble des buts en cours d'évaluation, alors que la liste 
de buts contient l'ensemble des buts en attente d'évaluation. L'évaluation d'un but s'ef-
fectue de la façon suivante : 
• Le but courant est le premier but de la liste des buts en attente. 
• On prend une clause du programme dont la tête s'unifie avec le but courant. 
• On empile le but courant dans la pile de buts, avec une référence sur la 
clause choisit. 
• On insère la queue de la clause choisit en tête de la liste de buts. 
• Si la liste de buts est vide, il y a réussite de la résolution (le but initial 
réussit). 
• Sinon on réitère l'évaluation. 
• S'il n'y a pas d'unification possible, on effectue un retour-arrière sur la 
dernière évaluation Oe but précédent dans la pile) et on réïtère. 
Cette modélisation de l'évaluation d'une but est voisine des technique utilisées par 
la plupart des interprètes Prelog [Boizumault-88]. 
8.1.2 Le problème de la dérivation infinie 
Le problème de la dérivation infinie est relativement courant lors de la mise au point 
d'un programme Prelog. En effet, la formulation récursive d'une déclaration Prelog peut 
engendrer une dérivation infinie de l'arbre de résolution. Sur le modèle que nous venons 
de présenter, elle se traduit par le fait que la liste de buts n'est jamais vide. De plus, 
nous pouvons remarquer qu'il existe un cycle de la résolution Prelog se manifestant par 
un cycle dans la pile de buts. En effet, dans l'hypothèse du monde clos, correspondant 
au fait que les ensembles de solutions et les clauses sont de cardinal fmi, le nombre de 
combinaisons possibles pour obtenir un but est finit, il existe alors dans une branche 
infinie, deux sous-buts similaires provoquant un cycle dans l'évaluation. 
Pour l'illustrer, prenons le programme Prelog suivant: 
Exemple 1. 
Rl f (a) 
R2 f (X) :- f (X) , g (X) • 
R3 g (a} • 
Soit le but initial "j(b)". Nous pouvons d'ores et déjà remarquer que l'arrêt de la ré-
cursivité, prévu par la clause Rl, ne se produira jamais. Nous avons au bout de trois 
itérations l'état courant suivant: 
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f (b) , R2 
f (b) , R2 
f (b) , R2 
---pile---
Mise au point en Prolog 
liste= [ f(b), g(b), g(b), g(b) ]. 
Le cycle se traduit dans les deux structures :le cycle "f(b) -R2--7 f(b) -R2--7 f(b)" dans 
la pile, et le cycle sur "g(b)" dans la liste des buts. 
Supposons que le programme Prolog considéré engendre une boucle régulière sur 
l'appel initial d'un but donné. L'interprétation de but initial permet de détecter une bou-
cle. En effet, lorsqu'il existe une récursion infinie de l'évaluation des buts, il existe né-
cessairement un cycle dans celle-c,produit par un appel récursif. Plus précisément, il 
existe parmi les ancêtres du but courant, deux buts similaires sur l'instance de leurs 
arguments, ayant déclenché la même clause. Sur ce principe nous pouvons déterminer 
une méthode de détection de la récursivité infinie. 
8.1.3 Détection d'une récursivité 
La méthode de détection de la récursivité infinie est basée sur la comparaison du 
but courant avec ses ancêtres. Une réalisation naïve de cette méthode consisterait à 
comparer chaque ancêtre avec le but courant. Il faudrait déterminer si la résolution du 
but courant déclenche une clause déjà en cours d'évaluation. Il suffirait ensuite de dé-
terminer si les deux buts ne sont pas "similaires". par le fait que leurs arguments sont 
voisins au sens d'un critère qui reste à déterminer. 
Cependant, l'utilisation d'une telle méthode est pénalisante en temps car elle né-
cessite de réaliser autant de comparaisons qu'il y a d'ancêtres à chaque pas de la réso-
lution. En effet, si la taille de la pile est n, nous avons déjà effectué de l'ordre de n2 com-
paraisons avec tous les ancêtres. Gelder [Gelder-87] montre qu'il est possible de pouvoir 
détecter une récursivité infinie en n'effectuant qu'une seule comparaison par évaluation. 
Pour cela, il utilise la structure de la pile de buts. 
Ecrivons la taille de la pile des buts sous la forme n = 2 p + r, avec r=O ou r= 1. La 
comparaison du but à la position p et du but de sommet de la pile à la position n, permet 
de pouvoir détecter une récursivité infinie lorsque les deux buts sont similaires. En effet, 
si nos supposons l'existence d'une récursivité infinie de longueur k (longueur du cycle), 
il existe alors une taille de la pile n telle que la distance entre les deux buts, n-p, soit 
proportionnelle à k et que les deux buts soient similaires. Cette propriété est due au fait 
que n-p croît de un chaque fois que n est impair, c'est à dire une fois sur deux. 
L'utilisation directe de cet algorithme de détection est inefficace dans certains cas 
particuliers. En effet l'utilisation de la pile de buts comme structure de contrôle pose des 
problèmes car elle contient d'autres buts que tous les ancêtres du but courant. Ainsi, il 
est possible de détecter une récursivité sans qu'il y ait bouclage. Prenons l'exemple 
suivant: 
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Rl p . - q, r . 
R2 q . f. 
R3 r . s. 
R4 s ·- f. 
RS f. 
Si nous considérons le but initial "p". À la sixième évaluation, nous avons l'état 
courant: 
f 1 RS <- n 
s 1 R4 
r 1 R3 
f RS <- p 
q 1 R2 
p 1 Rl 
---pile--
Ainsi la comparaison s'effectue sur les deux buts "f' et "f'. Ces deux buts sont si-
milaires alors que les ancêtres du but "f' au sommet de la pile sont ["p", "r", "s"] et il n'y 
a pas de bouclage. 
Pour d'éviter ce type de problème, nous pouvons stocker dans cette pile tous les an-
cêtres du but courant. Nous procédons de la façon suivante: 
• Empiler le but courant lorsqu'une unification réussit, avec une référence 
sur la clause activée. 
• Dépiler le but lorsque tous ses sous-buts réussissent (réussite du but). 
• Empiler le but lors d'un retour-arrière sur la clause. 
• Dépiler le but lors de l'échec final de la clause. 
Cette méthode permet donc de gérer dans la pile de buts tous les ancêtres du but 
courant. Sur l'exemple précédent, à la troisième itération nous aurons l'état suivant: 
f 1 R5 <- n 
q 1 R2 
p 1 Rl <- p 
---pile---
Liste = [ r ] . 
le but f réussit car c'est un fait et on le dépile. Puis q réussit car f réussit et on le 
dépile. On obtient: 
La mise au point 
p 1 Rl <- n 1 p 
---pile---
Liste = [ r ] . 
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Puis après trois nouvelles itérations : 
f 1 R5 <- n 
s 1 RS 
r 1 RS <- p 
p 1 RS 
---pile---
Liste = []. 
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le but f qui à réussit est dépilé et ainsi de suite pour les buts s, ret p. La pile et la 
liste sont alors vides, donc le but initial réussit. Dans ce modèle, le retour-arrière con-
siste à empiler de nouveau le dernier but ayant réussit afin de chercher une nouvelle 
clause s'unifiant. 
Ainsi par cette gestion de la pile de buts nous pouvons adapter la méthode précé-
dente pour détecter une récursivité infinie de la résolution Prolog. Nous allons préciser 
ce qui caractérise deux buts similaires. 
8.1.4 La comparaison de deux buts 
La détection d'une récursivité infinie est basé sur le fait qu'en cas de bouclage, nous 
pouvons trouver un état du système tel que : 
Si n est la taille de la pile et p calculé par n = 2 * p + r, alors les buts à la position 
net p dans la pile activent une même clause et sont similaires. 
Le fait d'activer la même clause impose des contraintes sur les deux buts : 
• même symbole fonctionel. 
• même nombre d'arguments (arité). 
Cette remarque permet de simplifier le test de similitude de deux buts, qui peut être 
effectué itérativement (récursivement) sur chaque argument. Ainsi, nous pourrons défi-
nir les différents cas de similitude lorsque le nombre d'arguments est égal à un et géné-
raliser ensuite. En effet, si les arguments des deux buts de même symbole fonctionnel 
sont similaires un à un, alors les deux butsont similaires. Nous supposons donc les 
deux buts d'arité un et de même symbole fonctionnel f. 
8.1.5 La similitude de deux buts 
Soient: 
• f(Xl) le but à la position p dans la pile et ayant déclenché la clause Ck, 
• fCX2) le but à la position n dans la pile (au sommet de la pile), ayant aussi 
déclenché la clause Ck. 
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Ces hypothèses correspondent à la dérivation "[f(Xl),Ck] ~ [f(X2l.Ck]". 
Un cas particulier de bouclage est le cas où Xl et X2 sont identiques. Considérons 
chaque cas particulier en fonction de la nature des arguments Xl et X2 : 
• Xl est atomique, c'est-à-dire une constante atomique comme "a", 
• Si X2 == Xl, il y a bouclage. 
c'est le cas : "fta) ~ fta)" 
• Si X2 est une variable : 
c'est le cas: "fta) ~ ftX2)". On peut arbitrairement consi?érer qu'il 
n'y a pas récursivité. Dans le cas contraire, on aurait une dérivation 
du type Ua) ~ ftX2) ~ UX') et si X' == a ou si X' est un variable, on 
pourra par d'autres cas détecter la récursivité. 
• Si X2 est une structure. 
c'est le cas: "fta) ~ ftg(Args))". S'il existe une récursivité infinie de 
ce type, alors nécessairement nous aurons un autre cas ( soit 
"g(Argsl) ~ g(Args2)", soit "a~ a") et on considère qu'ils ne sont 
pas similaires .. 
• Xl est une variable non instancié : 
• Si X2 est une constante. 
c'est le cas : "ftX) ~ft a)". Arbitrairement il n'y a pas de bouclage pour 
les mêmes raisons que le cas Xl est un atome, X2 est une variable 
• Si X2 est une variable CX1 == X2): 
c'est le cas: "RX) ~ ftX)" et il y a bouclage. 
• Si X2 est une structure : 
c'est le cas: "ftX) ~ ftg(Args))". S'il existe une récursivité infinie de 
ce type, nous aurons un autre cas ( soit "g(Argsl) ~ g(Args2)", soit 
"X ~ X'') et on considère qu'ils ne sont pas similaires. 
• X1 est une structure de la forme "g(Argsl)": 
• Si X2 est une constante a : 
c'est le cas: "ftg(Argsl)) ~:{ta)". TI n'y a pas bouclage. 
• Si X2 est une variable : 
c'est le cas: "ftg(Argsl)) ~ ftX2)". TI n'y a pas bouclage. 
• Si X2 est une structure de la forme "fth(Args2))" 
c'est le cas: "ftg(Argsl)) ~ fth(Args2))". Le symbole fonctionnel g est 
différent du symbole fonctionnel h, il n'y a pas de bouclage. 
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• Si X2 est une structure de la forme "f(g(Args2))". 
On est sur le cas "f(g(Argsl)) -7 f(g(Args2))". 
Si Argsl et Args2 sont similaires, il existe une récursivité infinie. 
Si "g(Argsl)" est inclus dans "g(Args2)", il existe une récursivité 
infinie. 
• Dans les autres cas, nous considérons arbitrairement qu'il n'y a pas 
de récursivité infinie. 
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La méthode de détection de récursion infinie que nous venons de spécifier, permet-
tra de signaler au programmeur qu'il existe une boucle régulière dans la résolution et 
que de lui préciser quel est son type de bouclage. 
8.2 Vérification d'une résolution 
8.2.1 Pourquoi une autre approche? 
Les méthodes que nous avons décrites dans la deuxième partie ne permettent pas 
de résoudre de façon unique les deux problèmes principaux que posent la solution faus-
se et la solution insatisfaite. Elles ne peuvent que rechercher une erreur dans l'un ou 
l'autre cas et éventuellement passer de l'un à l'autre, notamment pour traiter la négation 
[Pereira -éalej o-88]. 
Cependant, sur le plan de l'approche logique les algorithmes de détection sont si-
milaires. De plus, il peut exister dans certaines résolutions erronées des solutions in-
correctes simultanées, parce qu'une solution fausse provoque une solution inexistante, 
ou réciproquement. 
La question que nous nous posons est alors la suivante : 
"Peut-on définir une approche commune du système de mise au point pour traiter 
les deux causes d'erreurs simultanément ?" 
Un exemple typique est la résolution d'un but sans négation ne donnant pas de ré-
ponse alors qu'il en existe au moins une. L'application de l'algorithme de détection de la 
solution insatisfaite nous retourne le premier but de la résolution ayant une solution in-
satisfaite. Mais il est possible que l'échec de ce but soit dû à la solution fausse d'un sous-
but et qu'il n'existe pas d'autre solution correcte pour ce sous-but. Dans ce cas, nous 
sommes en droit d'estimer que nous obtenons un échec de la méthode de mise au point. 
En effet, la méthode de détection d'erreurs ne permet pas de retourner l'erreur correcte 
pour la résolution du but initial. En revanche, dans ce cas, une méthode commune de 
détection d'erreurs permettrait de découvrir que la solution incorrecte est une solution 
fausse. 
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De même, dans le cas d'une résolution sans négation retournant une solution faus-
se, l'application de l'algorithme de recherche nous retoume une clause fausse s'il en 
existe une. Il est possible qu'il existe un sous-but de cette résolution admettant une so-
lution insatisfaite dont l'effet serait justement de proyoquer une solution fausse sous la 
forme d'une solution parasite engendrée par le retour-arrière suite à cet échec inatten-
du. Dans ce cas. la méthode de la solution fausse ne permet pas de trouver l'erreur pro-
duisant une mauvaise solution et la méthode de mise au point est mise en échec. 
Enfin, il est souhaitable de répondre de façon sûre à d'autres questions que peut 
se poser un programmeur confronté aux résultats de la résolution. Ces questions sont : 
"j'ai une solution inconnue, est-elle correcte ?" 
"je n'ai pas de solution, est-ce correct ?" 
La résolution peut également retourner une solution correcte et le programmeur 
veut obtenir la preuve de cette résolution. En effet, il est possible que plusieurs erreurs 
de programmation se compensent mutuellement. 
Si nous voulons offrir un outil déclaratif de diagnostic d'erreurs aux utilisateurs des 
systèmes de programmation logique, c'est-à-dire un outil interactif utilisable sans con-
naissance préalable requises sur la sémantique opérationnelle de Prolog, pouvons nous 
utiliser des méthodes dont on connaît des cas qui les mettent en défaut ? La réponse est 
évidemment non, car nous devons être certains que les algorithmes traitent correcte-
ment tous les cas d'erreurs. 
Ces petites imperfections de la détection classique d'erreurs en Prolog nous condui-
sent à réfléchir sur une méthode originale. De même, nous avons montré que si nous 
voulons traiter les programmes normaux, nous devons choisir une méthode de parcours 
en profondeur d'abord. De plus, certains cas pathologiques nous impose de faire une dé-
tection simultanée des deux causes d'erreurs: la solutionjausse et la solution insatisfai-
te. 
Pour résoudre ces divers problèmes, nous allons donc examiner la vérification de 
la résolution d'un but. En effet, sil nous sommes capable de vérifier que dans la résolu-
tion d'un but on ne découvre pas un but ayant soit une solution insatisfaite, soit une 
solution fausse, nous pourrons considérer le programme comme correct, bien que l'on 
ne puisse pas trouver de méthode pour prouver qu'un programme soit correct. 
8.2.2 Principe 
Considérons le problème de la vérification d'une résolution, que nous pouvons 
énoncer de la façon suivante : 
Soient un programme Prolog normal et un but dont on recherche une solution. 
La résolution de ce but retourne une solution quelconque ou échoue pour en produi-
re une. Le programmeur désire savoir si cette résolution est correcte, c'est-à-dire, 
s'il existe dans l'arbre de résolution un sous-but ayant soit une solution fausse, soit 
une solution inexistante. 
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Ce problème pose de façon claire les objectifs d'un système unique de détection 
d'erreurs en Prolog : 
"Permettre la validation d'une résolution quelconque". 
Autrement dit, l'utilisateur d'un tel système disposera d'une méthodologie simple 
de preuve d'une résolution. Ainsi, en phase de mise au point, si aucune des vérifications 
de toutes les résolutions du jeu de tests caractéristiques ne fournit de solution incorrec-
te, l'utilisateur pourra considérer son programme comme suffisamment correct. 
Analysons maintenant la résolution d'un but quelconque. Supposons l'existence 
dans cette résolution d'un premier sous-but ayant une solution incorrecte. Deux cas 
peuvent se produire : 
solution fausse 
L'application d'une méthode ascendante permet de détecter cette. so-
lution fausse. En effet, par hypothèse, ce sous-but est le premier qui 
possède une solution incorrecte dans l'arbre de résolution; chaque 
sous-nœud est correct et donc le nœud associé à ce sous-but est un 
nœud faux. Nous tenons une clause fausse. 
solution insatisfaite 
L'application d'une méthode ascendante permet de détecter cette so-
lution insatisfaite. Le premier sous-but incoqect échoue et ce but n'a 
pas de solution car il n'existe pas dans la sous-arborescence de cette 
résolution de sous-but ayant une résolution incorrecte. 
Ainsi, ces deux techniques de détection utilisent le même type de parcours de l'ar-
bre de recherche du but initial: la profondeur d'abord. La différence essentielle réside 
dans le test de détection d'erreurs. Pour réaliser la vérification d'une résolution, nous 
devons détecter simultanément la solution fausse et la solution insatisfaite. La détection 
repose sur la caractérisation de la présence ou de l'absence d'une solution. L'algorithme 
de la vérification est alors le suivant : 
Simuler la résolution du but initial. 
Soit un sous-but de cette résolution. 
Si l'algorithme de résolution retourne une solution à ce sous-but 
Si le programmeur déclare cette solution "fausse" 
La clause courante est fausse ; arrêter 
Sinon continuer, le sous-but réussit 
Sinon 
Sin le programmeur connait une solution 
Cette solution est insatisfaite ; arrêter 
Sinon continuer, le sous-but échoue. 
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Cet algorithme correspond à un parcours en profondeur d'abord de l'arbre de réso-
lution pour le but initial. Il permet d'effectuer la preuve de la résolution d'un but. En 
effet. cette méthode permet de vérifier que l'interprétation de chaque sous-but de cette 
résolution est correcte ou incorrecte selon le progr~eur (c'est-à-dire selon le modèle 
du programme). Dans le cas où il n'existe pas d'erreur détectable par cet algorithme, 
nous considèrons la résolution comme correcte. Nous avons alors une preuve déclarati-
ve de la résolution. 
Nous devons justifier la complétude de cette méthode en termes d'objectifs qu'elle 
doit résoudre : détecter une solution insatisfaite ou une solution fausse sur des pro-
grammes méta-logiques. 
8.2.3 Les prédicats méta-logiques 
Les caractéristiques des prédicats méta-logiques permettent d'effectuer une mise 
au point sur des programmes les contenant. Nous l'avons vu sur l'étude des extensions 
de la détection d'erreurs. 
En effet, un programme contenant ces prédicats conserve une sémantique déclara-
tive si on lui ajoute les théorèmes ou axiomes nécessaires à ces prédicats méta-logiques. 
Dans le cas particulier de prédicats extra-logiques, il n'existe pas de théorie du pre-
mier ordre permettant de pouvoir les spécifier au niveau des programmes. C'est la raison 
principale de l'impossibilité de mise au point de ces prédicats. 
8.2.4 La coupure 
Examinons maintenant le problème de la coupure dans le cadre de la vérification 
de la résolution d'un but. Énonçons la proposition suivante : 
Proposition : 
Soient un programme P, et un but B. Considérons l'application de l'algo-
rithme de détection d'erreurs sur le but B et le programme P. Si l' algo-
rithme retourne une clause C produisant une solution déclarée fausse 
par le programmeur, alors cette clause est fausse. 
Démonstration : 
La mise au point 
Montrons que chaque sous-but du but associé à la clause fournie par l'al-
gorithme possède une solution correcte et que cette clause est une clause 
fausse associé à une solution fausse. Considérons la sous-arborescence 
du nœud de l'arbre de résolution associé à cette clause fausse. 
Si cette sous-arborescence ne contient pas de coupe-choix, nous sommes 
dans les conditions de Prolog pur et la clause est bien une clause fausse 
car la solution est incorrecte et chaque solution d'un sous-but prémisse 
de la clause est une solution correcte. 
Sinon, considérons C' une clause quelconque de la sous-arborescence 
contenant le coupe-choix. Nous pouvons écrire cette clause sous la forme 
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suivante "C'={A:-(Al), !, (A2)}". Pour chaque clause C' différente de la 
clause C, par hypothèse sur la clause C, la solution du but A est une so-
lution correcte, sinon C' serait la clause C, de même que pour les solu-
tions des deux sous-buts Al et A2. Dans l~ cas où la clause C contient un 
coupe-choix, c'est bien une clause incorrecte du programme, car tous les 
sous-buts sont corrects mais la solution calculée est une solution fausse. 
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Ainsi, les conclusions de l'algorithme de recherche pour le cas de la solution fausse 
sont correctes. 
Dans le cas où nous obtenons une solution insatisfaite, nous invitons le program-
meur à analyser de façon précise les causes de cet échec. Dans le cas particulier où l'u-
tilisation du coupe-choix ne modifie pas la sémantique déclarative ·du programme alors 
les conclusions de l'algorithme de mise au point sont correctes. En effet, il suffit de con-
sidérer le programme logique équivalent obtenu par suppression de la coupure et d'y ap-
pliquer ce même algorithme de mise au point. Les conclusions sont alors identiques, car 
il retourne le même résultat. 
En revanche, lorsque l'utilisation de la coupure n'est pas déclarative, sa suppres-
sion risque de donner des résultats différents. Notre problème est de savoir quelle est la 
portée de la coupure sur les conclusions que nous obtenons de l'algorithme de mise au 
point. 
Cependant, nous pouvons proposer une analyse de l'échec afin de trouver une clau-
se "C={A:-(Al), !, (A2)}" tel que le but avec une solution insatisfaite s'unifie avec l'atome 
A et le but .. (Al)" admet une solution (qui est correcte dans l'interprétation attendue). 
Dans ces conditions, s'il n'existe pas de clause vérifiant cette contrainte nous pouvons 
affirmer que la réponse du système est correct, la solution est bien une solution insatis-
faite. 
En revanche, lorsqu'il existe une telle clause, comme il y a un échec du but fournit, 
il y a un échec du sous-but .. (A2)" et la coupure peut être une coupure rouge. Mais nous 
ne pouvons pas l'affirmer car il se peut que la solution obtenue pour le sous-but "(Al)" 
ne soit pas celle attendue comme première solution. Or cet aspect ne peut être connue 
que du programmeur car c'est une notion opérationnelle. 
Ainsi, il est parfois utile de proposer au programmeur une autre approche de mise 
au point, fondée sur la trace d'un but ayant une solution insatisfaite. Seule une trace 
intelligente permet au programmeur de connaître la sémantique opérationnelle d'un de 
ses programmes, afin de la vérifier. Il est donc indispensable de munir le système de 
mise au point d'une de trace intelligente. 
8.2.5 La négation par l'absurde 
La réalisation d'une négation correcte suppose de démontrer que la résolution d'un 
but est finie, c'est-à-dire que son arbre de résolution est de profondeur finie. Il faut donc 
détecter une résolution non finie. Comme nous l'avons souligné dans la partie corres-
pondant à la détection de boucle, notre méthode permet de réaliser une négation com-
plète. 
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Comme la négation par l'absurde est compatible avec l'hypothèse de la base de don-
née complète et que nous pouvons démontrer qu'un but possède une solution ou non, 
nous traitons la négation complète. 
Considérons maintenant un programme Prolog normal et simulons la résolution 
d'un but par la méthode de vérification de l'arbre de recherche. 
Supposons que dans la résolution de ce but initial nous trouvions la négation d'un 
sous-but. Si la résolution de ce sous-but est une résolution incorrecte, elle contient un 
nœud incorrect et l'algorithme ne retournerait pas une réussite ou un échec sur la né-
gation du sous-but et serait interrompu. 
Dans le cas contraire, où l'arbre de recherche de ce sous-but nié ne contient pas de 
nœud incorrect, la négation du but est correcte. Ainsi, si le sous-but nié échoue il y a 
une réussite correcte de la négation. Dans le cas contraire l'échec de la négation est con-
sidéré comme correct. 
il est à remarquer que lorsque la négation échoue, il existe une solution du but. 
Cette méthode nous garantit que la solution du but trouvée est correcte dans l'esprit du 
programmeur. En revanche, nous ne pouvons pas prouver que cette solution correcte 
est bien la première qui doit être trouvée. Nous avons là une limitation (partielle) de cette 
méthode pour la négation et par la même occasion de la preuve de la résolution. 
8.2.6 Conclusion 
Cet algorithme de recherche permet simultanément de rechercher une cause d'er-
reur dans la résolution d'un but. De plus, il permet de vérifier l'arbre de résolution d'un 
but, ce qui correspond à une preuve de la résolution. Il permet de résoudre simultané-
ment le problème de la recherche d'une clause fausse sur un but ayant une mauvaise 
solution et celui de la recherche d'une erreur sur un but ayant une solution insatisfaite. 
Mais aussi, cet algorithme permet de valider une solution inattendue mais correcte, ou 
bien de trouver une erreur sur une solution correcte avec un arbre de résolution incor-
rect. 
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9. Réalisations 
Ce chapitre présente les principes d'une réalisation particulière des algorithmes 
que nous venons de déflnir. Nous présenterons ensUite une réalisation opérationnelle 
d'une interface utilisateur de mise au point en Prolog mettant en oeuvre ces algorithmes 
de détections d'erreurs ainsi qu'une trace interactive. 
9.1 Un méta-interprète 
L'utilisation d'un méta-interprète est relativement courante en programmation lo-
gique. On peut déflnir un méta-interprète comme un programme simulant l'exécution 
de tout programme écrit dans un langage de programmation quelconque. Cependant, il 
existe d'autres applications d'un méta-interprète, par exemple, l'analyse syntaxique. 
Un cas particulier de méta-interprète est la simulation du langage dans lequel il est 
écrit, ce qui correspond à l'auto-défmition de ce langage. Ainsi, on peut réaliser un méta-
interprète écrit dans le langage Prolog et simulant l'exécution de l'interprète Prolog. Les 
applications d'un tel programme sont multiples. Le plus célèbre exemple est le program-
me dema de Bowen et Kowalski [Bowen-Kowalski-82]. Le prédicat dema possède deux 
arguments, le programme et le but à résoudre. Il permet de pouvoir mélanger des objets 
et du méta-langage. Bundy et Welham utilisent une telle approche dans le domaine de 
la démonstration automatique [Bundy-Welham-81]. De même, Venken réalise une éva-
luation partielle de programmes basée sur un méta-interprète pour optimiser l'interro-
gation de bases de données [Venken-85]. Barklund utilise une telle notion afin d'optimi-
ser l'évaluation d'un programme [Barklund-87]. Enfln, Safra & Shapiro [Safra-Shapiro-
86] de même que Bowen & Weinsberg [Bowen-Weinsberg-85a 85b] étendent les spécifl-
cations de Prolog en lui ajoutant des fonctionnalités sous une forme méta-interprétée. 
On peut de même réaliser des outils de mise au point sur la base de méta-interprètes, 
pour la trace [Byrd-80, Boizumault-84, Eisenstadt-85] ou bien pour la détection d'er-
reurs [Shapiro-82,83, Eisenstadt-85, Eisenstadt-Brayshow-87, Pereira-83,88] ... 
9.1.1 Un Méta-Interprète de Prolog pur 
A partir de la sémantique opérationnelle que nous avons présentée, nous pouvons 
définir la résolution que fait l'interprète Prolog de la façon suivante : 
• true est toujours vrai, 
• (A, B) est vraie si A est vrai et si B est vrai, 
• A est vrai s'il existe une clause (A :- B) et B est vrai. 
Ainsi, un méta-interprète de Prolog Pur s'écrit très facilement: 
méta_call( true ) :-
! . 
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méta_call{ { But 1 Reste ) ) . 
1 
• 1 
méta_call{ But), 
méta_call{ Reste ) . 
méta_call( But) :-
clause{ But 1 Queue), 
méta_call{ Queue ) . 
ENSMSE 
Ce méta-interprète permet de simuler une résolution Prelog. Nous devons le géné-
raliser pour tenir compte des diverses extensions du langage Prelog. 
9.1.2 Généralisation 
Le langage· Prelog est basé sur un sous-ensemble de la logique des clauses de Hom 
et sur la stratégie de l'évaluation de l'interprète (interprétation de gauche à droite et re-
cherche en profondeur) et un ensemble de primitives de contrôle extra-logique. Parmi 
les plus importantes de cet ensemble figurent la coupure, pour modifier le contrôle de 
l'exécution de l'interprète, ainsi que les primitives "asserf', "retrace' et "clause" pour ma-
nipuler les clauses. Il est à noter que la négation est une primitive obtenue à l'aide de la 
coupure. On pourra se rapporter à l'article "Cut and Paste" [Moss-86] concernant la sé-
mantique extra-logique de ces primitives. 
La généralisation des méta-interprètes a fait l'objet de nombreuses études. La litté-
rature nous montre qu'elle est basée essentiellement sur l'utilisation d'une coupure 
étendue, appelée "ancestor eut'. Un exemple de son principe d'utilisation est donné dans 
le livre "Art ojProlog" [Shapiro-Sterling-86]. Ce prédicat, que nous nommerons eut/ 1 est 
prédéfini dans un certain nombre de système du commerce, tels que SB-Prelog, Xilog de 
ACT [Sbpl-86, Xilog] ... Il réalise q.ne coupure sur un nœud de l'arbre de résolution. Nous 
devons remarquer que l'utilisation de cette extension de la coupure se rapproche de la 
notion du Go-To de certains langages de programmation tel que Pascal, C, Fortran ... De 
plus, cette extension est généralement utilisée en association avec un prédicat de mar-
quage d'un nreud de l'arbre [Venken-85] "mark/ T'. Ce prédicat marque le nœud courant 
de l'arbre de résolution afm de déterminer la portée de la coupure étendue. Par exemple, 
le programme suivant : 
p (X) ·- a (X) 1 b {X) . 
b(l) ·- !. 
b(X) :- write(X). 
peut être transformé par une technique d'évaluation partielle en son interprétation 
opérationnelle : 
La mise au point 
p (X) :-
a {X) 1 
mark(l), 
(X= l,cut(l); write{X)). 
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Où "mark(l)" détermine la portée de la coupure "cut(l)". Ce type de. programmation 
en Prolog nous parait contraire à l'esprit de la Programmation Logique et surtout peut 
conduire à des écritures de programmes non logiques [O'Keefe-85]. Nous pouvons écrire 
d'une façon simple un méta-interprète pour Prolog l'utilisant cette extension de la cou-
pure mais dont la sémantique n'est pas déclarative: 
méta_call(true, ) :- !. 
méta_call(!, CutTo) ·-
1 
• 1 
eut (CutTo) . 
méta_call( (But, Reste), CutTo) ·-
1 
• 1 
méta_call(But, CutTo), 
méta_call(Reste, CutTo). 
méta_call(But, ) :-
mark(CutHere), 
clause( But, Queue), 
méta_call( Queue, CutHere). 
Lorsqu'il n'y a pas de coupe-choix dans la queue d'une clause, la sémantique pure 
est conservée. Dans le cas contraire, la marque faite avant la recherche de cette queue 
de clause détermine la portée de cette coupure. Il est clair qu'un tel programme est de 
nature à détériorer l'image du langage Prolog 
Dans son article, O'Keefe nous présente un méta-interprète du langage Prolog qu'il 
nomme méta-circulaire et qui traite le coupe-choix, la conjonction de buts et la disjonc-
tion de buts. Nous présentons ici la partie contenant uniquement le coupe-choix, car les 
autres cas s'en déduisent de façon évidente: 
do_goal(true) :-!. 
do_goal(Goal) :-
clause(Goal, Body), 
do_body(Body, AfterCut, HadCut), 
( HadCut = yes, !, do_body(AfterCut); HadCut =no). 
do_body(Body) :-
do_body(Body, AfterCut, HadCut), 
( HadCut = yes -> do_body(AfterCut) ; HadCut =no ) . 
do_body((!, AfterCut), AfterCut, yes) :-!. 
do_body((Goal, Body), AfterCut, HadCut) :-
do _goal (Goal) , 
do_body(Body, AfterCut, HadCut). 
do_body((!), true, yes). 
do_body(Goal, true, no):-
do_goal(Goal). 
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Cette analyse très correcte de la coupure permet de réaliser un méta-interprétation 
efficace. Le prédicat "do_body/3" permet de simuler l'effet du coupe-choix et d'en calcu-
ler la portée : les choix sur les buts précédant la coupure et les choix sur les prédicats 
suivants dans le paquet dont provient la clause. 
Il nous est possible d'utiliser cette technique de méta-interprétation pour réaliser 
un système de mise au point. Cependant, les caractéristiques particulières de certains 
interprètes Prolog disponibles sur le marché, nous ont conduits à rechercher une tech-
nique différente de la méta-interprétation. Les problèmes sont essentiellement sur la sé-
mantique de la coupure et de la recherche d'une clause. Nous avons choisi le système 
Quintus-Prolog qui possède une restriction sur le prédicat "clause/2" qui ne permet de 
consulter que les clauses dynamiques. La réalisation que nous avons effectuée vise à ne 
pas utiliser ce prédicat, coûteux en temps d'exécution, mais plutôt d'utiliser la coupure 
propre de l'interprète Prolog par une évaluation partielle du programme. 
Dans cette partie nous étudions la sémantique opérationnelle de la coupure afin de 
réaliser une évaluation partiellequi permettra de simuler la résolution. Le programme 
résultant de cette évaluation est l'interprétation sémantique du programme à méta-in-
terprèter. Ainsi, la transformation des programmes Prolog est fondée sur une technique 
d'évaluation partielle. Cette transformation nous permet de contrôler le déroulement de 
la résolution et de fournir des informations sur la résolution. Enfin, elle permet de ré-
pondre à quelques questions que l'on peut se poser en cours de résolution: 
• Quelle est la clause en cours d'évaluation? 
• Quels sont les noms des variables ? 
• Quelle est la listek des ancêtres du but courant ? 
• Quel est le but qui va être évalué dans la clause ? 
9.1.3 Le coupe-choix 
Nous allons modifier le méta-interprète défini en 9.1.1 pour qu'il tienne compte de 
la coupure, le fameux "eut' noté f dans les interprètes en syntaxe C-Prolog, noté 1 en 
syntaxe Prolog II. Nous nous plaçons dans le cas de la syntaxe et de la sémantique de 
C-Prolog. 
Pour illustrer de façon précise la sémantique opérationnelle de la coupure, consi-
dérons le programme : 
La mise au point 
test :- a , ! . 
test. 
a :- b. 
a. 
b :- c. 
b. 
c. 
c. 
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et le but initial "tesf'. Après la réussite du coupe-choix, il y a réussite du but initial 
test. Il existe de nouvelles solutions possibles, par des points de reprise sur le but c, sur 
le but b, sur le but a, et sur le but test. Lors de la recherche d'une nouvelle solution sur 
le but test. on effectue un retour-arrière sur la queue de la première clause du prédicat 
test. Ce retour provoque un retour-arrière les coupe-choix de la clause. Son effet est 
alors de supprimer toutes les solutions en attente et le but test n'a pas d'autre solution. 
Une réalisation naïve de l'interprétation du coupe-choix serait d'ajouter la déclara-
tion suivante: "méta_call(!):-r. Cependant, nous n'obtiendrions pas l'effet désiré lors 
d'un retour-arrière sur une coupure, car il ne se passerait rien. En revanche, l'interpré-
tation correcte consiste à transformer toute clause "but:- but] , 1, but2" par son inter-
prétation sémantique: pour résoudre le but but il faut résoudre le but but], puis inter-
préter un coupe-choix et enfm résoudre le but but2. Nous pouvons alors traduire cette 
phrase par la déclaration suivante : 
méta_call( but ) . -
méta call( butl ) ' 
1 
. ' 
méta call( but2 ) . 
Lors de la simulation du but, l'action du coupe-choix est bien interprétée, puisque 
c'est celle de l'interprète Prolog. Lors de la méta-interprétation d'un but. l'appel de "mé-
ta_call( but r provoque l'appel de cette clause. éventuellement avec des points de choix. 
la réussite de la méta-interprétation du but butl est suivie du coupe-choix. Lors du re-
tour-arrière sur ce coupe-choix, son effet est de provoquer un échec sur l'appel du but 
"méta_calU but r. ce qui correspond à l'effet désiré du coupe-choix sur le but but. 
Donc. si nous modifions toutes les clauses d'un programme P par une telle métho-
de, nous réalisons une pseudo-interprétation du programme fondée sur une méthode 
d'évaluation partielle de chacune de ses clauses. Cependant, cette façon d'aborder les 
choses ne correspond pas une simulation de l'interprète Prolog (nous effectuons un réé-
criture du programme sous une forme équivalente du point de vue sémantique, qui cor-
respond aussi au déroulement du programme "do_goal/ 1"). De plus, pour des objectifs 
de contrôle de la résolution, nous décidons de modifier d'une façon particulière les 
clauses: 
but( Args ) :-Queue. 
sous la forme sémantique équivalente : 
méta( but , [ Args ] ) :- Partial_éval. 
où Partial_éval est l'interprétation sémantique de la queue de clause Queue obtenue 
par l'évaluation partielle et où Args est la liste des arguments de la tête de la clause. Ce 
choix de structure absolument arbitraire est simplement fait pour regrouper les buts 
dans un même paquet. Pour illustrer ce principe, considérons un programme et son éva-
luation partielle : 
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Programme Transformation 
a (X) . - méta( a, [X] ) . -
b(X), méta call( b (X) ) 1 
-
1 1 
. ' • 1 
c (X) • méta call( c (X) ) . 
-
a (X) . - méta ( a, [X] ) . -
d (X) • méta call( d (X) ) . 
-
a (atome) . méta ( a, [atome] ) . 
Une telle technique de réécriture de programmes rend évidente l'écriture du méta-
interprète : 
méta_call( But ) :-
But= .. [FunciArgs], 
clause( méta( Func 1 Args) , Queue), 
call( Queue ) . 
Cependant, comme là encore, la sémantique de la primitive "call" lorsqu'elle s'ap-
plique sur un coupe-choix varie d'un interprète Prolog à un autre (on pourra se rappor-
ter aux études faites par Moss ou Le pape & Sellami [Moss-86, Lepape-Sellami -87]). nous 
devons légèrement modifier cette déclaration. Il suffit pour cela de remarquer que la con-
jonction des deux buts "clause(méta(Func, Args), Queuer et "call(Queuet est absolu-
ment identique à l'appel direct de la clause "méta(Func, Args!'. Dans ces conditions, 
nous obtenons la déclaration : 
méta_call( But ) :-
But= .. [Func1Args] 1 
méta( Func 1 Args ) . 
Ainsi, nous observons que le méta-interprète est fondé sur l'évaluation partielle de 
la queue de la clause: Queue --evpar--> Partial_évaL Cette transformation s'effectue de 
la façon suivante : 
méta_évaluer( ( Bl B2 ) ( Ml M2 ) ) . -1 1 1 . 
1 
• 1 
méta_évaluer( Bl 
' 
Ml ) ' 
méta_évaluer( B2 1 M2 ) . 
méta_évaluer( ( Bl ; B2 ) ( Ml ; :tvl2 ) ) . -
1 
• 1 
méta_évaluer( Bl 1 Ml ) 1 
méta_évaluer( B2 1 M2 ) . 
méta_évaluer( true true ) . - ! . 
' 
méta_évaluer( 1 ) ·- ! . 
' 
méta_évaluer( But 
' 
méta_call( But ) ) . 
Comparons les deux méta -interprètes présentés : 
• dans le premier, pour résoudre un but composé il faut résoudre le premier 
but puis le reste des buts, 
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• dans le deuxième, il faut résoudre le premier but puis le deuxième but puis 
le troisième but ... 
D'où l'idée de la transformation initiale des queues de chaque clause du programme 
qui est obtenue par le prédicat "méta_évaluer/2". · 
9.1.4 La négation 
La coupure permet d'implanter une certaine forme de négation en Prolog, appelée 
négation par l'échec. La réalisation standard de cette négation est: 
not (X) :- X 1 ! 1 fail. 
not(X). 
Sa sémantique opérationnelle est : 
"la négation d'un but réussit si et seulement si la résolution de ce but échoue" 
Cette réalisation utilise l'appel d'une méta-variable et la conjonction cut/fail. Lors 
de la résolution de la négation d'un but not(G) leffet de la première clause est d'exécuter 
le but G. Lorsque la résolution du but G réussit, le coupe-choix est appelé puis suivi par 
l'appel de l'échec et la résolution de la négation du but, not(G), échoue. Dans ce cas la 
résolution du but G ne retourne que la première solution. Dans le cas contraire, i.e. lors-
que la résolution du but G ne retourne aucune solution, la négation not(G) réussit par 
la seconde clause. Ainsi, la sémantique opérationnelle de cette négation est : not(G) réus-
sit si le but G n'admet pas de solution, not(G) échoue si le but G admet au moins une 
solution dont seule la première est calculée. 
Dans ces conditions, la méta-interprétation de la négation s'effectue d'une façon 
simple. Si nous considérons le but méta comme étant l'interprétation sémantique du but 
But, alors not(But) réussit si et seulement si not(méta) réussit. Pour réaliser une évalua-
tion partielle de la négation, nous pouvons effectuer la déclaration : 
méta_évaluer( not But 1 not Méta ) :-
1 
• 1 
méta_évaluer( But 1 Méta ) . 
Il est à remarquer que d'autres approches sont possibles pour réaliser la négation 
en Prolog. Ainsi, Naish [Naish-85] utilise les ensembles de solutions comme support de 
divers prédicats prédéfinis, tels que: Var/1, Not/1. .. Sa proposition de sémantique de 
la négation est la suivante : 
not(X) :- solutions(_1 X1 []). 
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Ce qui revient à dire que si l'ensemble des solutions du but X est vide alors la né-
gation du but X réussit. Cependant, comme le font remarquer Shapiro et Sterling et plus 
particulièrement Clark, si la négation par l'échec réussit alors l'arbre de recherche de la 
résolution du but X est finie [Shapiro-Sterling-86, Clark-78]. En revanche, lorsque l'ar-
bre de résolution du but X est infini, sa négation peut être finie car seule la première 
solution est importante. Dans la réalisation de Naish, si l'arbre de recherche est infini, 
la négation n'est pas finie. 
Dans toute la suite de notre étude, nous considérerons que la négation est une né-
gation par l'échec. 
9.1.5 Le but initial 
Dans les parties précédentes, nous nous sommes surtout intéressés à l'interpréta-
tion du but courant. Nous devons donc maintenant tenir compte de l'appel du but ini-
tial, que nous appellerons Top _goal. Ce but initial est de la forme : "B 1. B2 ... Bn", où 
n> O. 
Afin de simplifier le problème, nous pouvons considérer qu'il existe une clause cor-
respondant à la déclaration du but initial et qui peut s'écrire sous la forme uniquew: 
"top_goal(Args) :- Top_goai. Dans ces conditions, nous pouvons appliquer sur cette clau-
se l'évaluation partielle pour obtenir une clause dont la sémantique est équivalente au 
but initial. Nous transformons cette clause par la déclaration: "méta(top_goal, Args) :-
Méta_goai. 
En fait, il suffit simplement d'évaluer l'interprétation du méta-but Méta_goal pour 
effectuer l'interprétation du but initial. Nous pouvons ainsi définir le prédicat "solve(To-
p_goal)" comme étant l'appel initial de la résolution du but Top_goaL et nous obtenons 
ainsi la déclaration : 
solve( Top_goal ) :-
méta_évaluer( Top_goal, Méta_goal ), 
call( Méta_goal ) . 
Ce prédicat permet de lancer l'exécution de la méta-interprétation du but initial. 
9.1.6 Méta Prolog: le méta-interprète 
Les extensions possibles de ce méta-interprète consisteraient à tenir compte des 
buts prédéfinis et des méta-variables. Pour les buts prédéfinis une façon simple d'en te-
nir compte est de rajouter une déclaration de la forme : 
méta_évaluer(But, But) :-
predef (But), 
! . 
Où le prédicat "predej/ 1" réussit si et seulement si son argument est un prédicat 
prédéfini. Cependant, comme l'appel d'un but prédéfini peut causer l'arrêt de la résolu-
tion, il est alors nécessaire de réaliser une méta-interprétation spécifique pour chacon 
d'eux. 
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En revanche, pour le cas d'un but contenant une méta-variable, lors de l'évaluation 
partielle du programme, la méta-variable n'est pas instanciée. Ce n'est que lorsque l'on 
appellera ce méta-but que l'on pourra réaliser l'évaluation partielle. Aussi, devons-nous 
traiter ce cas dans le programme "méta_évaluer/2" de la façon suivante: 
méta_évaluer( call{X), 
(méta_évaluer(call(X),Méta),Méta)) ·-
var ( X ) , 
! . 
LCette réalisation pose un autre problème: lors de l'exécution de la méta-interpré-
tation du méta-but X, si la méta-variable X n'est pas instanciée,il y aura un appel récur-
sif de méta_évaluer sur une variable non instanciée qui provoquera un bouclage du 
méta-interprète. 
Nous pouvons donc donner une déclaration (partielle) du méta-interprète Prolog 
écrit en Prolog. Cependant, pour des raisons de place nous ne décrirons pas l'évaluation 
partielle d'un programme Prolog obtenu par le prédicat "méta_évaluer/2". 
solve( Top_goal ) :-
méta_évaluer( Top_goal, Méta_goal ), 
call( Méta_goal ) . 
méta_call( But ) :-
But= .. [FunciArgs], 
méta( Func , Args ) . 
méta_évaluer( call(X), (méta_évaluer(call(X),Méta),Mé-
ta) ) :-
var ( X ) , 
! . 
méta_évaluer( ( Bl 
' 
B2 ) 
1 
. ' 
méta_évaluer( Bl 
' 
Ml ) ' 
méta_évaluer( B2 
' 
M2 ) . 
méta évaluer( ( Bl i B2 ) 
1 
. ' 
méta évaluer( Bl 
' 
Ml ) ' 
méta _évaluer( B2 
' 
M2 ) . 
méta_évaluer( true , true 
méta_évaluer( 1 
. ' 
! ) :- ! . 
méta_évaluer(But, But) :-
predef (But), 
! . 
( Ml M2 ) ) . -
' 
. 
Ml i M2 ) ) . -
. - ! . 
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méta_évaluer( not But not Méta_goal 
1 
. ' 
méta_évaluer( But , Méta_goal ) . 
méta_évaluer( But , méta_call( But ) ) . 
9.1. 7 Application 
9 .1. 7.1 La trace de BYRD 
Avant de réaliser la trace de BYRD, rappelons brièvement son principe. La trace 
produit quatre messages : 
Appel appel de la résolution d'un but, 
Sortie réussite d'un but, 
Retour rappel d'un but par retour-arrière, 
Echec échec d'un but. 
Oon peut associer ces quatre messagesdeux à deux : 
Appel 1 Echec 
Sortie 1 Retour 
En effet, pour le couple Appel/Echec, le message d'appel est émis juste avant l'ap-
pel effectif du but et le message d'échec après l'échec du but. On peut traduire cette pro-
priété sous la forme d'un but : 
"(appel; échec ),call( But)" 
L'appel de ce but, déclanche d'abord la résolution du but "appei qui envoie le mes-
sage "Appel", puis la résolution du but But. Enfm lors du retour-arrière sur le point de 
choix";", la résolution du but "échec" envoie le message "Echec" puis échoue afin de si-
muler l'échec du but. Pour le second couple l'idée est identique et nous pouvons procé-
der de la façon suivante : 
• déclarer un prédicat d'appel ayant deux points de choix, le premier faisant 
-l'appel, le second l'échec. 
• déclarer un prédicat de sortie ayant lui aussi deux points de choix, le 
premier signalant une sortie du but, le second signalant un retour-arrière 
sur le but. 
appel( But . -
message ( But 'Appel ' ) . 
appel( But ) . -
message( But 'Echec ' ) ' 
fail. 
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sortie( But ) :-
message( But 
sortie ( But ) :-
message( But 
fail. 
Mise au point en Prelog 
'Sortie 1 ) • 
'Retour 1 ) 1 
message( But , Mess ) :-
nl, 
write ( Mess ) , 
write ( But ) . 
Enfin, pour tracer un but il suffit de les insérer avant et après rappel effectif du but 
à tracer dans le méta-interprète : 
méta_call( But ) :-
appel( But), 
But= .. [Func!Args], 
méta( Func, Args ), 
sortie ( But ) . 
Considérons par exemple, le programme "test" et sa méta-transformation: 
test . - méta (test, [] ) . -. 
a, méta call (a) , 
1 1 
. , • 1 
b. méta call (b) . 
-
a :- méta (a, []) . -. 
c. méta call (c) . 
-
a. méta (a, []) . 
b :- méta (b, [] ) . -
c. méta call(c). 
b ·- méta (b, []) . -
c. méta call(c). 
c. méta ( c , [ ] ) . 
La résolution du but initial test, avec le méta-interprète contenant les prédicats de 
traces, nous donne la trace : 
?- solve(test). 
Appel test 
Appel : a 
Appel : c 
Sortie : c 
Sortie : a 
Appel : b 
Appel : c 
Sortie c 
Sortie b 
Sortie test 
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Cet exemple illustre la simplicité d'incorporation d'une trace dans un méta-inter-
prète de Prolog. 
9 .1. 7.2 La trace de Boizumault 
Le principe de la trace de Boizumault est sensiblement le même au niveau du cou-
ple Appel/Echec.ous pouvons garder le prédicat d'appel d'une clause appel(but). En re-
vanche, pour les deux autres messages de trace, il faut premièrement rechercher toutes 
les clauses du paquetcorrespondant au but courant, puis tester l'unification de chacune 
d'elles avec le but courant. Lorsqu'il y a unification, il faut afficher ~e message prouve ; 
dans le cas contraire passer à la clause suivante. Il y a échec lorsqu'il n'y a plus de clau-
ses pouvant s'unifier. 
Nous devons donc légèrement modifier l'évaluation partielle du programme pour 
réaliser cette trace. Si nous testons l'unification dans la queue de chaque clause nous 
simulerons l'appel de chacune d'elles. Ainsi, nous pouvons transformer chaque clause 
de la forme "j(Tl,T2, ... TN) :-Body" par sa forme canonique équivalente : "j{Xl,X2, .. .Xn) :-
[Xl,X2, . .Xn] = [Tl,T2, ... Tn], Body". Puis, par une évaluation partielle, nous lui ajoutons 
les prédicats de trace d'unification et de preuve: 
méta(Func, Arité, N, Args) :-
message( N, ' Unifie'), 
wr i te ( f ( T 1 , T 2 . . . T n) ) , 
Args = [Tl, T2 Tn], 
message( Queue, ' Prouve : '), 
write( Body), 
Méta. 
Enfin, nous incluons dans le méta-interprète la déclaration concemant la trace 
d'appel/ échec : 
méta call( But ) :-
appel( But), 
functor(But, Func, Arité), 
But= .. [Func!Args], 
méta(Func, Arité, N, Args). 
appel( But ) 1 . -. 
message ( But, ' Appel ' ) . 
appel( But ) ·-
message ( But, ' Echec ' ) ' 
fail. 
Sur le programme précédent, nous avons la trace suivante : 
La mise au point 
?- méta_call(test). 
Appel : test 
Unifie 1 test 
1 Prouve : a 
Appel : a 
' . ' b 
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y es 
y es 
Unifie 1 a 
Prouve : c 
Appel : c 
Unifie 1 c 
Prouve : true 
Appel : b 
Unifie 1 b 
Prouve : c 
Appel : c 
Unifie 1 c 
Prouve : true 
Echec : c 
Unifie 2 b 
Prouve : c 
Appel : c 
Unifie 1 c 
Prouve : true 
Echec c 
Echec b 
Echec test 
Mise au point en Pro log 
Nous observons que le coupe-choix a bien fait son effet sur la première clause du 
prédicat a/O. Il n'y a pas eu d'essai d'unification de la deuxième clause, ni de message 
d'échec de "a", car le but réussit mais on ne recherche pas d'autre solution. Il reste à 
positionner les messages pour les indenter. 
9.1.7.3 La trace de Eisenstadt 
Pour la réalisation de la trace d'Eisenstadt, il nous modifier la méthode d'évaluation 
partielle. Nous pouvons procéder à la transformation: 
méta(Func, Arité, Nb, [Args]) :-
méta_call_appel (Func (Args), Nb),· 
Partial_éval, 
méta_call_réussit(Func(Args), Nb). 
où Fu.nc est le symbole du prédicat considéré, Arité est le nombre d'arguments du 
prédicat Nb est le numéro d'apparition de la clause dans le paquet Fu.nc/ Arité, Args est 
la liste des arguments du prédicat et Partial_éval est l' évaluation partielle obtenue à par-
tir de la queue de la clause. 
Le prédicat méta_calZ_appel/2 signale l'activation d'une clause après une réussite 
d'unification du but courant. Il permet d'imprimer les messages correspondant aux deux 
labels">" et"<". Pour réaliser l'indentation successive lors du déroulement de la résolu-
tion, nous utilisons un fait particulier. "position{X, Y}", où X est la position du but pa-
rent, Y la position du but courant. La déclaration du prédicat méta_call_appel/ 2, peut 
être réalisée de la façon suivante : 
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méta_call_appel(But ,N_CL) :-
message(But,'> ', N CL), 
retract(position( , Y)), 
NY is Y + 3, 
asserta(position(Y, NY)). 
méta_call_appel(But, N_CL) :-
retract(position(X, )), 
NX is X - 3, 
asserta(position(NX, X)), 
message(But,'< N_CL), 
fail. 
ENSMSE 
De même, le prédicat méta_call_réussit/2 signale une réussite du but courant et le 
retour-arrière sur la queue de clause. Il permet d'imprimer les messages correspondant 
aux deux labels"+ "et"" ".La réalisation, utilise le fait positiDn/2 pour gérer correcte-
ment l'indentation : 
méta call_réussit(But, N_CL) ·-
retract(position(X,_)), 
Y is x - 3, 
asserta(position(Y, X)), 
message(But,'+ N_CL). 
méta_call_réussit(But, N_CL) :-
message(But,'Â ', N CL), 
retract(position(_, X)), 
Y is X + 3, 
asserta(position(X, Y)), 
fail. 
Nous devons généralement traiter le cas particulier des faits lors de l'évaluation 
partielle. Dans ce cas, nous procédons de la façon suivante : 
méta(Func, Arité, Nb, [Args]) :-
méta_call_fait(Func(Args), Nb). 
où le prédicat m.éta_callJait/ 2 permet de signaler la réussite d'un fait par le mes-
sage"+*" ainsi que le retour-arrière sur ce fait""*". Nous avons volontairement ajouté 
ce message pour différencier le retour-arrière de l'appel d'un fait. 
méta_call_fait(Tête, N_CL) :-
message(Tête, '+* ', N_CL). 
méta_call_fait(Tête, N_CL) :-
message(Tête, 'A*' N_CL), 
fail. 
Afin de signaler l'activation du coupe-choix, nous déclarons le prédicat m.éta_cutj 
O. n permet à son appel d'envoyer le message"-- t", ainsi que lors du retour-arrière sur 
la position de la coupure d'envoyer le message""" t". De plus, nous ajoutons un fait m.é-
ta_cutJail, nous permettant d'indiquer un retour-arrière sur le coupe-choix. 
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méta eut :-
position (X,_) , 
Mise au point en Pro log 
écrire (' ! ',----------------,X) . 
méta eut :-
retract(position(X,_)), 
NX is X - 3, 
asserta(position(NX, X)), 
écrire(' ! 1 /AAAAAAAAAAAAAAAA/X), 
asserta(méta_cut_fail), 
% Retour-arrière sur un coupe c4oix 
fa il. 
Enfm, le prédicat "méta_call(But. Func. Alité, Args)" indique l'appel initial d'un but 
But par le message "? " et effectue la résolution du but "méta(Func. Alité. _. Args)". Lors 
d'un retour-arrière sur ce prédicat, lorsqu'il n'y a plus de solution ou pas de solution. ce 
prédicat envoie, selon le cas, l'un des différents messages d'échec. Voici la déclaration 
des trois premières clauses correspondant aux trois principaux messages, les autres cas 
s'en déduisent simplement. 
méta_call(But, Func, Arité1 Args) ·-
message(But1'? '), 
méta( Func , Arité , , Args ) . 
méta_call(But, Func, Arité, Args) ·-
retract(méta_cut_fail), 
1 
• 1 
message(But,'-! ' ), 
fail. 
méta_call(But, Func, Arité1 Args) :-
not (not clause(méta(Func, Arité,_, Args) 1 )), 
1 
• 1 
message(But,'- '), 
fail. 
Si nous reprenons l'exemple précédent, l'évaluation partielle du programme nous 
donne l'ensemble de clauses : 
?- listing(rnéta). 
rnéta(test,O,l 1 []) ·-
méta_call_appel(test1l), 
rnéta_call (a, a, 0, []), 
1 
• 1 
rnéta_cut, 
rnéta_call (b,b, 0, []), 
rnéta_call_réussit(test,l). 
rnéta(a10,1,[]) :-
rnéta_call_appel(a1l), 
rnéta_call(c,c,0 1 []), 
rnéta_call_réussit(a,l). 
rnét a (a 1 0, 2, [ ] ) :-
rnéta_call_fait(a,2). 
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méta(b 10 11 1 []) :-
méta_call_appel(b11)1 
méta_call(c,c1 0, []) 1 
méta_call_réussit(b11). 
méta (b 1 0, 2, [] ) :-
méta_call_appel(b,2), 
méta_ call ( c 1 c, 0 1 [ ] ) , 
méta_call_réussit(b,2). 
méta(c1 0 1 1 1 []) :-
méta_call_fait(c,1). 
Sa trace d'Eisenstadt est : 
?- solve(test). 
1 ? test 
2 > test [1] 
3 ? a 
4 > a [1] 
5 ? c 
6 +* c [ 1] 
7 + a [ 1] 
8 
----------------
9 ? b 
10 > b [ 1] 
11 ? c 
12 +* c ['1] 
13 + b [ 1] 
14 + test [ 1] 
Y es 
9.1.8 Intérêt 
ENSMSE 
Les trois réalisations de trace avec le méta-interprète montrent la facilité d'utilisa-
tion de la méta-programmation pour réaliser des outils de simulation de l'interprète Pro-
lOg. 
La simplicité de ce méta-interprète va nous permettre d'adapter les méthodes de dé-
tection d'erreurs basées sur le principe de Shapiro ainsi que d'étudier les extensions de 
la mise au point en Prolog. 
La puissance de cette réalisation de méta-interprète avec la trace d'Eisenstadt, 
nous a permis à de nombreuses reprises de tester des algorithmes de détection d'erreurs 
en Prolog. Nous montrerons dans les parties suivantes l'intérêt d'une trace sophistiquée 
donnant des informations sur la dérivation. 
9.2 La détection des boucles 
Nous allons intégrer dans le méta-interprète proposé l'algorithme de détection de 
récursion infinie. Pour cela nous devons contrôler la dérivation. 
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La modification du méta-interprète se situe à trois niveaux: La structure de la pile 
de buts contenant les ancêtres d'un but, la gestion de la pile de buts et la similitude de 
deux buts. 
9.2.1 La gestion des buts ancêtres 
La pile de buts, structure de base du contrôle de la détection d'une récursivité in-
finie, peut être réalisée à l'aide d'une liste. Pour des raisons de simplicité, nous la réali-
serons par ajout et retrait dans la base sous la forme d'un prédicat particulier "méta_pi-
le(Func, Arité, Nb, Args, X)", où Func est le symbole de prédicat du but courant, Arité le 
nombre d'arguments du but, Nb le numéro de la clause dans le paquet Func/ Arité, Args 
la liste des arguments, X la position dans la pile du but. Ainsi, sur l'exemple: 
p :- qi r. 
q :- f. 
r :- s. 
s :- f 
f. 
Nous avons après trois itérations l'état courant: 
méta _pile ( f 1 01 11 [ J 1 3) • 
méta_pile (q 1 0 1 1 1 [ J 1 2). 
méta_pile (p 1 0 1 1 1 [] 1 1). 
Dans ces conditions nous pouvons connaître par l'appel du prédicat "méta_pile(-
Func, Arité, Nb, Args, X)" le but à la position X dans la pile de buts. 
Nous devons connaître la taille de la pile à un instant donné. Cette taille doit être 
modifiée lors de l'évolution de la méta-interprétation et, on utilise pour cela le prédicat 
"taille_pile_num(X)", où X est la taille de la pile, l'état initial étant "X= 0". Nous réalisons 
la gestion de pile de la façon suivante : 
empiler_but(Func1 Arité1 N_CL 1 Args 1 Y) ·-
retract(taille_pile_num(X))1 
Y is x + 1 1 
asserta(taille_pile_num(Y)) 1 
asserta(méta_pile(Func, Arité, N_CL, Args 1 Y)). 
dépiler_but(Func1 Arité 1 N_CL1 Args, X) :-
retract(taille_pile_num(X))1 
Y is x - 1 1 
asserta(taille_pile_num(Y)) 1 
retract(méta pile(Func1 Arité1 ·N CL, Args 1 X)). 
- . . -
Par cet ajout dans le méta-interprète nous connaîtrons l'ensemble des ancêtres du 
but courant et de les accéder. Il nous reste à réaliser le test de similitude entre un but 
ancêtre et le but courant. 
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9.2.2 La similitude de deux buts 
Nous avons décrit dans son principe la similitude de deux buts. Nous réalisons ce 
test de la façon suivante : 
La mise au point 
méta_test_boucle{Func,Arité,N,A2,X) 
Y is X // 2, 
méta_pile(Func,Arité,N,Al,Y),% l'ancêtre du but 
similaire(Al,A2),% buts similaires 
1 
. ' 
But= .. [FunciAl],~ le message 
message(But,'@ ',N),% de récursion 
nl, 
abort. % arrêt (ou échec) de la résolution 
méta_test_boucle(_,_,_,_,_). 
similaire ( [], []) . 
similaire ([Ali Ll], [A21 L2]) :-
test_argument(Al,A2),% test de similitude 
similaire(Ll,L2) .% itération sur le reste 
test_argument(Al,A2) ·-
atomic(Al), %Xl est une constante 
1 
. ' 
Al == A2. 
test_argument(Al,A2) :-
var(Al), %Xl est une variable 
1 
. ' 
var (A2) . 
test_argument(Al,A2) ·-
nonvar(A2), %Xl est une structure-
functor(Al,F,Arité),functor(A2,F,Arité), 
structure_test(Al,A2). 
structure_test(Al,A2) :-%comparaisons 
Al = .. [_IArgsl], 
A2 = .. [_1Args2], 
similaire(Argsl,Args2),% sont-elles similaires 
! . 
structure_test(Al,A2) :-%sous arborescence 
struct_member(Al,A2). 
struct_member(Al,A2) 
numbervars(Al,O,N),% on renomme 
numbervars(A2,0,N), 
Al = A2, % Al et A2 identiques ? 
! . 
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struct_member(Al,A2) :-
functor(A2,F,Arité), 
A2 = .. [F IArgs], 
member(Z, Args), 
nonvar(Z), % Z == sous-arbdrescence 
functor(Z, F, Arité), 
struct_member(Al, Z). 
9.2.3 Le programme 
Pour réaliser la détection d'une récursivité infmie dans le méta-interprète, nous de-
vons modifier l'évaluation partielle pour tenir compte de la similitude. Nous pouvons 
procéder par une transformation de chaque clause par évaluation partielle : 
méta(Func, Arité, Nb, Args) :-
méta_call_appel(Func, Arité, Nb, Args), 
Partial_éval, 
méta_call_réussit(Func, Arité, Nb, Args). 
Les prédicats méta_call_appel/ 4 et méta_call_réussit/ 4 contrôlent : l'appel et la 
réussite du but "Func(Argsf et réalisent la gestion de la pile de buts et le test de récur-
sivité infinie. Nous avons ajouté quelques messages de la trace d'Eisenstadt. Nous les 
déclarons de la façon suivante : 
méta_call_appel(Func, Arité, Nb, Args) :-
But= .. [Func!Args], 
message(But,'> ',Nb), 
empiler_but(Func, Arité, Nb, Args, Taille), 
méta_test_boucle(Func, Arité, N_CL, Args, Taille). 
méta call appel(Func, Arité, Nb, Args) :-
- - . 
But= .. [FunciArgs], 
message(But, 1 < ' 1 Nb), 
dépiler_but(Func, Arité, Nb, Args,_), 
1 
• 1 
fail. 
méta_call_réussit(Func, Arité, Nb, Args) :-
But= .. [FunciArgs], 
message(But,'+ 1 , Nb), 
dépiler_but(Func, Arité, Nb, Argsl, Taille), 
( 
true 
. , 
message(But, 1 A ',Nb), 
empiler_but(Func, Arité, N_CL, Argsl, Taille), 
1 
. ' 
fa il 
) . 
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9.2.4 Exemples 
Nous allons illustrer le test de détection de récursivité infinie sur quelques pro-
grammes engendrant des boucles. 
Exemple l. 
p (X, Y) ·- q (X, U) , p (U, Y) • 
p (X, Y) ·- a (X, Y) • 
r (X, Y) ·- p (X, U) , b (U, Y) • 
q (X, Y) ·- r (X, Y) • 
a(0,1). 
a(2,3). 
a(4,5). 
b(1,2). 
b(3,4). 
b(5,6). 
Sur le but initial "r(X,6)", nous obtenons: 
?- solve (r (X, 6)) . 
> r(_341,6) [1] 
> p(_341,_631) [1] 
> q(_341, 895) [1] 
> · r (_341,_895) [1] 
> p(_341,_1385) [1] 
@ p(_1799,_1801) [5,2] 
execution aborted ] 
?- listing(méta_pile). 
méta_pile(p,2,1, [A,B],5). <- n 
méta_pile (r, 2, 1, [A,B], 4). 
méta_pile (q, 2, 1, [A,B], 3). 
méta_pile(p,2,1, [A,B],2). <- p 
méta_pile (r, 2, 1, [A, 6], 1). 
Les messages de la forme'> But [N]' indiquent l'appel de la N-ième clause du pa-
quet But. La détection d'un récursivité est signalée par le message '@ '. Il indique sur 
quel but de la pile la récursion est détectée. Dans cet exemple, c'est sur la clause 1 du 
paquet p 12 entre les deux buts à la position 5 et 2 dans la pile que nous détectons une 
récursion infinie. 
Exemple 2. 
La mise au point 
p(A,B) :- a(A,C), p(C,B). 
p (A, B) ·- a (A, B) • 
a(1,2). 
a(2,1). 
r (A, B) :- p (A, C) , b ( C, B) • 
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Sur le but initial "r(X,5)", nous obtenons : 
?- solve (r (X, 5)) . 
> r (_ 3 9, 5) [ 1 ] 
> p(_39,_329) [1] 
> a(1,2) [1] 
+ a(l,2) [1] 
> p(2,_329) [1] 
> a(2,1) [2] 
+ a(2,1) [2] 
> p(1,_329) [1] 
> a(l,2) [1] 
+ a(1,2) [1] 
> p(2,_329) [1] 
> a(2,1) [2] 
+ a(2,1) [2] 
> p(1,_329) [1] 
> a(1,2) [1] 
+ a(1,2) [1] 
> p(2,_329) [1] 
@ p(2,_2750) [7,3] 
execution aborted ] 
?- listing(méta_pile). 
méta_pile(p,2,1, [2,A],7). <- n 
méta_pile (p, 2, 1, [1,A], 6). 
méta_pile (p, 2, 1, [2,A], 5). 
méta_pile (p, 2, 1, [1,A], 4). 
méta_pile(p,2,1, [2,A],3). <- p 
méta_pile (p, 2, 1, [A,B], 2). 
méta_pile (r, 2, 1, [A, 5], 1). 
Le message'+ But [N]' indique la réussite du but, par activation de la clause N. La 
récursivité est détectée entre les deux buts à la position 3 et 7 de la pile, sur la clause 1 
du paquet p/2. 
Exemple 3. 
f ( 0) • 
f (A) :- f ( s (A) ) • 
Sur le but initial "f(X)", nous obtenons : 
?- solve ( f (X) ) • 
> f (_ 4 0) [ 1] 
+ f(O) [1] 
Y es 
A 
> 
> 
f (0) [1] 
f (_ 4 0) [ 2] 
f (s (_40)) [2] 
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> f ( s ( s (_ 4 0) ) ) [ 2] 
> f ( s ( s ( s (_ 4 0) ) ) ) [ 2] 
@ f ( s (_ 2 8 7) ) [ 4, 2] 
execution aborted ] 
?- listing(méta_pile). 
rnéta_pile (f,1,2 1 [s (s (s (A)))] 1 4) ._ <- n 
rnéta_pile (f 1 1 1 2 1 [s (s (A))] 1 3). 
méta_pile (f 1 1 1 2 1 [s (A)] ,2). <- p 
rné ta _pi 1 e ( f, 1 1 2 1 [A] 1 1 ) . 
Le message"" But [N]" indique un retour-arrière sur la clause N. 
Exemple 4. 
g ( 0) • 
g ( s (A) ) : - g (A) • 
Sur le but initial "g(X)", nous obtenons : 
1 ?- solve (g (X)). 
> g ( 0) [ 1] 
+ g ( 0) [ 1] 
Y es 
A g (0) [ 1] 
> g (S (_278)) [2] 
+ g ( 0) [1] 
+ g(s(O)) [2] 
Y es 
A g(s(O)) [2] 
A g (0) [ 1] 
> g(s(_528)) [2] 
@ g(s(_715)) [ 2, 1] 
execution aborted ] 
ENSMSE 
Dans cet exemple, l'ensemble des solutions de "g(X)" est infini. On gênère une ré-
cursion infinie sur le but "g(s(X))" par l'appel de la seconde clause. 
9.2.5 Conclusion 
Les exemples que nous avons pris sont relativement simples pour illustrer les pos-
sibilités de la détection d'une récursion infinie. Cependant, nous aimerions connaître les 
limites d'un tel système de détection. L'exemple suivant illustre les limites de la détec-
tion de boucles. 
Exemple 5. 
La mise au point 
v(f(g(a))). 
v (X) :-v ( f (X) ) • 
v (X) :-v (g (X) ) • 
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Effectuons une analyse de la résolution pour le but v( a), avec échec de la résolution 
lors de la détection d'une boucle. Nous obtenons alors la trace partielle suivante : 
1 ?- analyse(v(a)). 
@=> v(f(a)) [4,2] 
@=> v(f(g(f(f(f(a)))))) [12,6] 
@=> v(f(g(f(f(f(f(f(f(f(g(f(f(f(a)))))))))))))) [28,14] 
Que se passe-t'il sur le but "v(a)"? Pour, nous devons étudier l'arbre de recherche 
de ce but. La première remarque est que l'arbre de recherche possède une branche don-
nant une réussite. Mais, il existe un nombre infini de dérivations infinies à gauche de la 
solution. L'algorithme de détection les trouve une après l'autres. Ainsi, après avoir trou-
vé une boucle régulière, l'algorithme se met à parcourir des branches infinies après le 
retour-arrière. L'algorithme détectera un nombre infini de branches infinies. 
Un détecteur de boucles constitue un apport important dans la mise au point d'un 
programme Prolog. Cependant, seule son intégration dans un environnement complet 
de mise au point permet d'en tirer les meilleur parti. En effet, les raisons d'une boucle 
peuvent être diverses et la disponibilité d'autres outils de mise au point intelligents est 
indispensable. 
De plus, une étude complète des effets de la détection de boucle doit être envisagée, 
car le langage Prolog actuel permet d'écrire des programmes dont la sémantique décla-
rative est infiniment récursive, mais dont la sémantique opérationnelle est finie. C'est le 
cas lorsqu'on utilise des tests d'arrêts conditionnés par des événements extérieurs (lec-
ture des termes ou caractères). Une amélioration simple de cette méthode est de fixer un 
seuil minimal à partir duquel on commence le test de récursion. Par exemple, lorsque la 
taille de la pile des ancêtres est supérieure à une certaine valeur fixée au préalable. 
Enfin, il convient de remarquer que nous possédons un test performant de boucles 
régulières. Nous pouvons utiliser une négation de type négation du monde clos [Lloyd-
87] et plus particulièrement celle de [Reiter-78]. Cette négation fait appel à la règle du 
monde clos, appelée règle CWA (Closed WordAssumption): 
Si un atome clos A n'est pas une conséquence logique d'un programme alors dédui-
re non A. 
Cette règle du monde clos n'est pas une règle monotone. L'ajout d'une nouvelle rè-
gle à la base de connaissance peut modifier le comportement de cette négation. 
D'une façon générale, pour utiliser la règle CWA, il faut montrer que le but A n'est 
pas une conséquence logique du programme P. La SLD-résolution n'est pas capable de 
le prouver car la logique du premier ordre n'est pas décidable, elle est seulement semi 
décidable : Si A n'est pas une conséquence logique du programme P l'arbre de recherche 
de la SLD-résolution peut être infinie. Ainsi, en utilisant notre méta-interprète avec le 
test de similarité d'un but, nous pouvons démontrer qu'un but n'est pas une conséquen-
ce logique d'un programme, par suite de l'échec de la résolution lorsqu'il y a une récur-
sion infmie 
147 
Réalisations Thursday 08 November 1990 La mise au point 
148 lVIise au point en Prolog ENSMSE 
Enfm. cette approche de la détection d'une dérivation infinie permet de vérifier 
qu'un but possède un arbre de résolution soit de profondeur finie, soit de largeur finie, 
Ce qui permet de vérifier l'utilisation sure de la négation, appelée négation close, qui per-
met d'obtenir une négation répondant à la règle CWA. 
9.3 La vérification d'une résolution 
9.3.1 L'algorithme 
Nous pouvons appliquer directement les principes de la vérification par une simu-
lation de la résolution pour détecter une erreur dans un programme. Cette simulation 
est réalisée par le méta-interprète. L'analyse de l'algorithme de la yérification d'une ré-
solution permet de le réaliser de la façon suivante : 
méta_call(But, Func, Arité, Args) :-
copy_term(But,Goal), 
numbervars(Goal,O,_), 
méta(Func, Arité, Nb, Args,_), 
% une solution, 
% Args est la solution, 
% Nb la référence sur la clause 
% on mémorise une réussite pour le débug 
(clause(est_calculable(Goal),_) 
-> true 
; asserta(est_calculable(Goal))), 
question_existe(But, Réponse) 
( Réponse = true % juste on continue 
-> true 
) . 
%c'est la clause fausse, on s'arrête 
; clause_fausse(But, Func, Arité, Nb) 
méta_call(But, Func, Args, Args) :-· 
%y a t'il une solution calculable 
\+ clause(est_calculable(But),_), %oui, échec 
% non, en existe-t-il une ? 
question_une_solution(But, Réponse), 
Réponse = true, 
insatisfaite(But). 
Pour éviter des effets de bord sur les assertions évaluables dû au retour-arrière il 
ne faut pas tester l'échec ternùnal. Ainsi, il est nécessaire de mémoriser la réussite d'un 
but sous la forme du fait "est_calculable(But)". Cette réalisation utilise une approche si-
milaire aux techniques des systèmes experts pour déduire et conserver des ~formations 
lors de la résolution. Ainsi, le prédicat "question_existe/2" permet de stocker toutes les 
réussites correctes d'un but. On construit de façon dynamique, par un apprentissage 
d'assertions, l'ensemble des solutions d'un but. Le prédicat 
"question_existe(But, Réponse)" répond aux spécifications suivantes: 
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• le système retourne la valeur "Réponse = X' s'il existe une assertion de 
valeur X concernant l'interprétation de cette solution. 
• le système retourne "Réponse = false" s'il existe une assertion concernant 
l'interprétation d'un échec correct de cette solution. 
• TI n'y a aucune assertion sur la solution. L'utilisateur détermine si la 
solution du but est correcte. Le système retourne "Réponse = true" 
lorsqu'elle est correcte. Dans le cas contraire, le système retourne 
"Réponse= false". Le système conserve la réponse de l'utilisateur sous la 
forme d'une assertion. 
Ainsi, la réponse "Réponse = true" correspond toujours à une solution fausse, 
"Réponse = jalse" dans le cas contraire. 
De même, le prédicat "question_une_solution/2" permet de stocker tous les échecs 
corrects de la résolution. Le prédicat "question_une_solution{But, Réponse)" répond aux 
spécifications suivantes : 
• le système retourne la valeur "Réponse = X' s'il existe une assertion de 
valeur X concernant l'interprétation de l'échec de cette solution. 
• le système retourne la valeur "Réponse = true" s'il existe une assertion 
concernant l'existence d'une solution correcte pour le but. 
• TI n'y a aucune assertion sur la solution. L'utilisateur détermine si l'échec 
du but est correct. Le système retourne "Réponse = true" lorsque la solution 
est insatisfaite. Dans le cas contraire, le système retourne 
"Réponse= false". Le système conserve la réponse de l'utilisateur sous la 
forme d'une assertion. 
De cette manière, la réponse "Réponse= true" correspond toujours à une solution 
insatisfaite, "Réponse = jalse" dans le cas contraire. 
Une réalisation particulière de ces prédicats peut être : 
question_existe(But, Rep) :-
copy_term(But, Goal), 
clause(assertions(Goal),Eval),% assertion évaluable 
1 
• 1 
( Eval -> Rep = true ; Rep = false ) . 
question_existe(But, Rep) :-
copy_term(But, Goal), 
numbervars(Goal,O,_), 
clause(une_solution(Goal, Reponse),_), 
1 
• 1 
Rep = Reponse. 
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question_existe(But, false) 
copy_term(But, Goal), 
numbervars(Goal,O, ), 
clause(sans_solution(Goal,true), ), 
! . 
question_existe(But, Rep) ·-
send ( [' (Question, sur le but :) ', 
'la solution est-elle correcte ? ' ] , [But]) , 
oui_non(Reponse), 
copy_term(But,Goal), 
numbervars(Goal,O,_), 
asserta(une_solution(Goal, Reponse)), 
Rep = Reponse. 
question_une_solution(But, Rep) ·-
copy_term(But, Goal), 
% assertion évaluable 
clause(assertions(Goal), Eval), 
1 
• 1 
( Eval -> Rep = true ; Rep = false ) . 
question_une_solution(But, Rep) 
copy_term(But, Goal), 
numbervars(Goal, 0, ), 
clause(sans_solution(Goal, 
1 
• 1 
Rep = Reponse. 
Reponse) , _) , 
question_une_solution(But, Rep) ·-
copy_term(But, Goal), 
calculable(Goal), 
clause(une_solution(Goal, true),_), 
1 
• 1 
Rep = true. 
question_une_solution(But, Rep) 
send(['Question, sur le but • 1 • 1 
'existe-t-il une solution?'], [But]), 
oui_non(Reponse), 
copy_term(But, Goal), 
numbervars(Goal, 0, ), 
asserta(sans_solution(Goal, Reponse)), 
Rep = Reponse. 
ENSMSE 
il faut remarquer dans la déclaration du prédicat "question_une_soZution/2", un 
test particulier pour le cas où l'on connaît déjà une solution. En effet, la création du but 
.. Goar comme variante du but "Buf' dont on cherche l'interprétation, sert à de détermi-
ner s'il existe une solution calculable et correcte pour le but "Buf'. Le prédicat "calcula-
ble(Goal)" détermine s'il eXiste une solution calculable par une recherche en largeur d'a-
bord des solutions de ses sous-buts. 
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On résoud ainsi le problème de la sémantique perturbée par l'effet d'un coupe-
choix, comme le montrait l'exemple du prédicat "go(X}" et de la solution calculée "X= 2". 
Ainsi, si l'on connaît une solution correcte d'un but, on considère comme incorrect le fait 
d'obtenir un échec de la résolution de ce but. 
L'assertion évaluable "assertions(But) :-Evaluation." permet d'évaluer une solution 
du but. Ainsi, l'utilisateur peut spécifier des assertions sur une partie des programmes 
qu'il veut vérifier et diminuer le nombre de questions posées par le système. On se réfé-
rera à la quatrième partie et au programme de l'annexe 3 pour exemple d'utilisation de 
ces assertions. 
Enfin, les prédicats "clause_fausse" et "insatisfaite" permettent de présenter les 
causes probables de l'erreur trouvée. Dans le cas d'une solution insatisfaite on peut 
mettre en oeuvre différentes techniques d'analyse permettant de rechercher une cause. 
Par exemple, fournir un message particulier lorsque : aucune clause ne s'unifie avec le 
but incorret, le prédicat n'est pas correctement défini {mauvais nombre d'arguments), le 
prédicat n'existe pas. De plus, une analyse en largeur d'abord fournira une clause pos-
sèdant une coupure rouge (cf analyse de la coupure). 
9.3.2 Exemples 
Considérons le programme "trier 1 2", qui est incorrect car il manque le test de fin de 
récursion du prédicat "insérer 1 3" : 
trier([XIXS],YS) :-
trier(XS, ZS), 
insérer(X, ZS, YS). 
trier ( [], [] ) . 
insérer (X, [Y 1 YS], [Y 1 ZS]) :-
X > Y, 
insérer(X, YS, ZS), 
! . 
insérer(X,[YIYS],[X, YIYS]) :-
X=< Y. 
Sur le "trier{[2,3,l],X)", nous obtenons la trace : 
Réalisations 
?- trier ( [2, 3, 1], X). 
Question, sur le but 
trier ( [], []) 
la solution est-elle correcte ? oui. 
Question, sur le but 
insérer(l, [] ,_4497) 
existe-t-il une solution ? oui. 
dans l'exécution de la clause 1 du prédicat trier/2 
trier([l],YS) :-
trier { [] 1 [] ) 1 
insérer {1 1 [],YS). 
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====>Solution insatisfaite : "insérer(l, [],YS)" 
Aucune clause du prédicat insérer/3 ne s'unifie. 
Nous le remarquons dans cet exemple que le détecteur d'erreurs nous pose les deux 
types de questions de la mise au point : 
• "une solution est-elle juste ?" 
• ')-a-t-il une solution ?" 
De plus, les déductions logiques de l'algorithme nous permettent de localiser la po-
sition de l'erreur dans le programme. 
Dans l'exemple précédent, il n'y a pas d'effet de bord de la coupure sur la résolu-
tion. Lors de la résolution du but "trier{[2,3, l],Xf, la première clause du prédicat "insé-
rer/3" n'est pas exécutée et donc aucun effet de bord dû au coupe-choix ne se produit. 
Dans cet exemple, l'utilisation de la coupure est déclarative et la suppression de celle-ci 
du programme ne modifierait pas la sémantique déclarative du programme. 
9.3.3 Conclusion 
La méthode originale de mise au point que nous venons de présenter permet donc 
la vérification dynamique d'un programme Prolog possédant des prédicats méta-logi-
ques, des coupures et des négations. 
Nous disposons ainsi d'un outil puissant fondé sur la vérification d'assertions en 
cours de résolution. Il faut maintenant intégrer dans un outil interactif cette mise au 
point, une détection de boucle infinie et enfin une trace de la résolution. 
9.4 Conclusion sur la réalisation 
Grace à ces techniques de recherche d'erreurs, l'utilisateur possède un système 
performant de mise au point de programmes méta-logiques : détection d'une boucle in-
finie, détection d'une solution incorrecte. 
La seule limite d'un tel système est l'impossibilité de vérifier un ensemble de solu-
tions. Lorsque l'on applique l'algorithme de vérification à une résolution correcte, cha-
que solution calculée est une solution juste. Il n'existe pas dans une résolution vérifiée, 
une solution incorrecte. 
Ainsi, lorsque le programmeur réalise la mise au point d'un programme, il effectue 
une série de tests caractéristiques pour détecter une solution incorrecte. Quand les er-
reurs ont été corrigés, toutes les solutions calculées pour les résolutions des buts tests 
sont des solutions justes. À cet état du développement, le programmeur souhaitera sa-
voir si les ensembles de solutions sont corrects selon son interprétation. 
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Lorsque le programme est écrit en Prelog pur, il est possible de vérifier les ensem-
bles de solutions théoriques en les calculant. En revanche, lorsqu'on utilise la coupure, 
l'effet est de réduire ces ensembles de solutions. Dans le cas de la coupure sûre, comme 
il n'y a pas de restriction des ensembles de solutions et la méthode de vérification de la 
résolution dans ce cas consisterait à déterminer l'ensemble incorrectes. Si le système est 
capable de fournir les ensembles de solutions de la résolution d'un but, le programmeur 
détectera celui qui est faux. 
l\jouter une telle méthode de recherche d'erreurs, pour traiter le cas de l'ensemble 
de solutions incorrectes, alourdirait d'une façon importante la technique de mise au 
point. En revanche, fournir les ensembles de solutions lorsque la résolution est correcte, 
serait une aide appréciable pour le programmeur. 
Lorsqu'une résolution est correcte, le programmeur est capable d'analyser les en-
sembles de solutions pour détecter une incohérence par rapport à son modèle. En re-
vanche, modéliser un tel raisonnement serait complexe. 
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Partie 4 
Un système Interactif 
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10. Le matériel 
10.1 Inteiface graphique 
Les choix d'une interface pour la réalisation d'un logiciel quelconque reposent bien 
souvent sur les possibilités de la machine d'accueil. Nous avons développé notre appli-
cation sur des stations de travail SUN/3, de SUN Microsystems. 
L'interface utilisateur fondée sur un système de fenêtre rend le développement des 
applications plus aisé. Pour réaliser un système de mise au point pour le langage Prolog, 
nous avons choisi de concevoir une interface tirant parti du système multifenêtre. 
En effet, il est très intéressant pour l'utilisateur de disposer du maximum d'infor-
mations sur son écran. Le multifenêtrage permet d'obtenir une quantité d'informations 
importante et un très bon confort d'utilisation. 
Sur les machines SUN, les systèmes de multifenêtrage disponibles sont: 
• Sun View qui est l'interface standard de ces stations de travail [Sun View-
85]. 
• Xll, le système de multifenêtrage du MIT fondé sur des concepts d'un 
serveur graphique, utilisant un protocole de communication sur des 
réseaux pour l'interaction entre l'utilisateur et une application [X11R3]. 
• NeWS, le système de multifenêtrage développé par SUN et fondé sur les 
mêmes concepts que le serveur Xll. Ce système utilise un langage de 
communication qui est un sur-ensemble du langage PostScript [NeWS-88]. 
Le choix d'une interface particulière est relativement difficile. Nous avons délibéré-
ment écarté le système standard SunView des machines SUN, car ce système est fermé, 
ce qui n'est pas le cas des deux autres. 
L'originalité des systèmes de multifenêtrages fondés sur des communications entre 
une application et le serveur graphique que l'on peut faire s'exécuter sur des machines 
distinctes reliées par un réseaux. 
L'interface graphique que nous avons choisie, est le serveur NeWS. Pour utiliser 
d'une façon efficace le graphique Xll, l'utilisateurdoit mettre en œuvre des procédures 
particulières pour gérer la souris, l'écran, le clavier dont la mise au point demande un 
temps de développement important. L'originalité du serveur graphique NeWS est juste-
ment d'offrir une grande souplesse dans l'écriture des interfaces graphiques, grace à un 
langage interprété de la famille des langages à objets. 
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NeWS est un serveur graphique utilisant une extension objet du langage Post-
Script. PostScript est un langage interprété de haut niveau qui offre des primitives gra-
phiques très puissantes [PostScript-85]. L'extension offerte par le serveur NeWS permet 
de gérer de façon intéressante l'interactivité, mais suJ;tout une flexibilité du serveur iné-
galable par les autres systèmes de multifenêtrage. NeWS offre une plate-forme, indépen-
dante de la machine d'accueil et du système d'exploitation, pour réaliser des applica-
tions utilisant des fenêtres ou bien des interfaces d'un haut niveau. 
10.1.1Architecture de NeWS 
Le serveur graphique NeWS utilise la puissance d'une station de travail pour al-
louer des ressources dans un environnement distribué. NeWS tourne sur une machine 
qui dispose d'un environnement de haute définition graphique. Unê application, appelée 
client, envoie des messages au serveur NeWS pour afficher des images sur un écran. Ce 
client peut résider quelque part sur un réseau de communication accessible par le ser-
veur. 
Tous les clients NeWS envoient, à travers le réseau, des programmes que le serveur 
interprète. Dans ces conditions, il est très facile, pour un client quelconque, de réaliser 
des extensions par la programmation de nouvelles fonctionnalités pour le serveur NeWS. 
Le langage PostScript est utilisé pour dessiner des images sur l'écran, l'extension objet 
est utilisée pour gérer l'interaction entre les différents objet NeWS et les clients NeWS. 
Pour le serveur NeWS il existe trois types de communications: 
• Le client envoie des programmes PostScript qui seront interprétés par le 
serveur. 
• Le Serveur reçoit des don,nées du clavier ou de la souris et gère l'écran. 
• Les objets internes émettent des messages vers les clients ou les autres 
objets. 
Le concept de base pour la communication interne est l'événement. Ce mécanisme 
permet de faire communiquer des clients entre eux, ou faire communiquer les périphé-
riques avec des objets NeWS. 
La première tache d'un client est d'établir une connection avec le serveur NeWS. 
Lors de son exécution, le client construit des messages NeWS et les envoie au serveur. 
Le serveur, lorsqu'il reçoit ces messages, les interprète de plusieurs façons, dont les 
principales sont : 
• une modification de l'écran, 
• une définition d'une procédure pouvant être appelée plus tard, 
• une émission d'un message vers le client. 
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Pour un client, l'application existe en deux morceaux. La première est incluse dans 
le client, la seconde est incluse dans le serveur NeWS sous la forme de procédures défi-
nies par le client, ou chargées automatiquement par le serveur lors de l'initialisation de 
celui-ci, ou bien chargées par un autre client. 
Le serveur NeWS, lors de son initialisation, charge un système de gestion de fenê-
tre. Ce système est utilisable par un client pour gérer les interactions entre la souris et 
les objets crées par les clients. Ainsi par défaut, l'utilisateur dispose d'une interface gra-
phique qu'tl peut moduler à volanter selon ses applications. 
1 0.1.2Programmer avec NeWS 
Un programme client existe en deux parties : la première est écrite en PostScript et 
réside dans le serveur NeWS, la seconde est incluse dans le client et dialogue avec leser-
veur NeWS à travers une connection du réseau. L'interface d'une application peut être 
vue à plusieurs niveaux. 
• Le programmeur écrit avec le langage NeWS, PostScript et les objets, des 
programmes d'interfaces. Les menus et les fenêtres sont des exemples de 
ces interfaces, réalisés à partir de classes initiales. NeWS offre une 
convention pour définir une interface orientée objet pour les fenêtres, les 
menus, les sélections ... 
• Le programmeur écrit des clients dans un certain langage. Ces clients 
envoyent des programmes NeWS au serveur et reçoivent du serveur des 
événements. Par défaut, NeWS offre un pré-processeur C permettant 
d'utiliser l'interface NeWS à partir d'un programme écrit en C. 
Dans ces conditions, la réalisation d'une application utilisant le serveur NeWS se 
découpe en deux parties essentielles : 
• la création de l'interface par l'utilisation du langage NeWS: création de 
nouvelles classes, utilisation des classes prédéfinies, création d'objets, 
interaction entre les objets, interaction avec le client ... 
• l'écriture du client par l'utilisation des procédures NeWS ou des méthodes 
des objets crées pour l'interface. 
La création d'une interface graphique à partir des classes prédéfinies de NeWS est 
très facile. Le système permet de créer de façon dynamique tous les objets que l'on veut 
par un dialogue direct avec le serveur en langage NeWS. Pour cela on utilise un program-
me spécial, "psh(lr, qui se connecte au serveur NeWS et permet la communication entre 
l'utilisateur et le serveur dans le cadre d'une session de travail NeWS. En voici un 
exemple: 
moon: /ia/debarb> psh 
executive % mode interactif 
Welcome to NeWS Version 1.1 % réponse du serveur 
4 5 add = % une addition 
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9 
/spot { 
20 0 360 arc 
} def 
800 300 spot 
quit 
Mise au point en Prolog 
% le résultat 
% Une procédure 'X Y spot' 
fill 
% l'execution du tracé d'un cercle 
ENSMSE 
Cet exemple montre la facilité du dialogue avec le serveur NeWS. Un langage de 
communication permet d'exprimer directement les actions que le serveur doit effectuer. 
De même, l'utilisateur peut construire une interface graphique par cette méthode sans 
écrire une seule ligne de code du client. 
1 0.1.3L'inteiface utilisateur 
L' utilisateur va créer l'interface de son application sans nécessairement écrire le 
client. Lorsque l'interface sera suffisamment complet, le client n'aura plus qu'à charger 
les descriptions avant de s'en servir. 
Pour la création de l'interface, l'utilisateur dispose d'une série de classes prédéfi-
nies pouvant être combinées entres elles pour créer des objets NeWS. Les principales 
classes disponibles sont : les fenêtres, les menus, les ascenseurs, les boutons ... 
Le langage NeWS utilise une programmation orientée objet similaire à Smalltalk. 
[Smalltalk.-80]. Une définition de classe dans le langage NeWS à l'aalure suivante : 
/nom de classe SUPER CLASSE 
dictbegin 
def 
instance de super variables 
di ct end 
classbegin 
variable de la classe 
méthodes de la classe 
classend 
À partir de la classe prédéfinie .. DefaultWindow". qui définit des objets de type fe-
nêtre, pour pouvons créer une autre classe, de la façon suivante : 
/Ma Fenêtre DefaultWindow 
dictbegin 
Un système Interactif 
/FrameLabel ( WorkSpace ) def 
di ct end 
classbegin 
/PaintClient { .5 fillcanvas } def 
/Painticon { .5 fillcanvas 0 strokecanvas } def 
classend def 
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De cette nouvelle classe, on pourra créer une instance. Cette création se fait tou-
jours par la méthode "new", les dimensions et la position de la fenêtre sont obtenus par 
la méthode "reshape" et la visualisation de cette instance s'obtiens par la méthode 
"map": nous obtenons ainsi le programme NeWS suivant: 
/fenêtre 
def 
% la création d'une instance 
framebuffer /new Ma Fenêtre send 
% dimensions 
100 100 100 100 /reshape fenêtre send 
% affichage 
/map fenêtre send 
L'exécutions de ce programme NeWS sur un serveur donne la fenêtre représentée 
ci-dessous. Cette fenêtre contient par défaut un menu permettant de la déplacer, la dé-
Move 
Move Constrained 
Top 
Bottom 
Resize 
Stretch Corner 
Stretch Edge 
Close 
Redisplay 
truire, la modifier, la fermer .... Le menu par défaut, hérté de la super classe et redéfinis-
sable au niveau de la classe de l'objet, est affiché au moyen de la souris. 
Cette téchnique pour créer une avec NeWS permet à un programme Prolog d'utiliser 
un système graphique de haut niveau sans devoir définir en Prolog toutes les procédures 
pour gérer des fenêtres, des menus, des textes, des ascenseurs, des boutons ... La seule 
contrainte particulière est que l'interprète Prolog doit lire et écrire des messages NeWS 
par l'intermédiaire de connections TCP /IP. La réalisation complète de l'interface NeWS 
de notre système de mise au point, par l'utilisation des classes disponibles, n'a duré 
qu'une journée. 
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1 0.2 Le système Prolog 
Le choix du système Prolog a été fait afin de garantir la portabilité du système que 
nous voulions réaliser. Nous avons porté notre choix sur une syntaxe proche de celle de 
C-Prolog et sur la sémantique de certains prédicats prédéfinis: le coupe choix, la néga-
tion, le .. cali". Les performances du système n'étaient pas primordiales, nous avions dé-
cidé de choisir un système disposant d'un compilateur Prolog efficace, dont la sémanti-
que du code compilé était commune à celle du code interprété. Notre choix s'est porté 
sur le système Quintus-Prolog [Quintus-89], qui nous a donné pleine satisfaction. 
Ce système dispose d'une interface TCP /IP permettant la communication à travers 
un réseau, entre le système Prolog et une application quelconque. Son utilisation est 
très simple et nous a rendu de grands services pour le développement du dialogue dans 
l'interface sous NeWS. 
Les prédicats que nous avons définis sont les suivants : 
connect/0 
connect_to/2 
send/2 
get_char/1 
méta_read/1 
shutdown/0 
réalise la connexion au serveur NeWS et initialise l'interface de l'uti-
lisateur, 
réalise une connexion à la machine du réseau sur laquelle se trouve le 
serveur NeWS, 
permet d'émettre un message NeWS, constitué d'un format et de pa-
ramètres, 
permet la lecture de caractères depuis la connexion TCP/IP ou depuis 
un fichier, 
permet la lecture de termes en utilisant le prédicat get_char/1, 
arrête la session NeWS. 
Voici une utilisation de ces prédicats réalisant un dialogue entre le serveur NeWS 
et le système Prolog : 
?- connect_to(2000 1 moon) 1 
send ('executive \n 1 1 [] ) , 
send( 1 (@\n) print\n 1 , []) 1 
send( 1 (hello_boy (X, Y). \n) print\n 1 1 []]), 
repeat, get_char(X) 1 (X=64 1 !;put(X) 1 fail). 
Welcome.to NeWS Version 1.1 
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?- méta_read(X),shutdown. 
x = hello_boy(_495, 639) 
Y es 
?-connect. 
La connexion avec le serveur NeWS et la création des objets utilisés par l'interface 
donne l'écran suivant : 
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Nous reviendrons dans la partie suivante sur la description des différents fonction-
nalités de cette interface. 
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11. L'application 
Ce chapitre présente une description de la réalisation de notre système de mise au 
point qui applique les principes de mise au point en Prolog : la détection d'une solution 
incorrecte ou d'une boucle régulière. 
L'architecture du système que nous avons réalisé peut être décrit par le schéma : 
{Buts} 
où: 
p 
{Buts} 
{ s} 
M 
T 
D 
L'application 
p 
{ s} 
Utilisateur 1 Interprétation 
Le programme Prolog que l'on veut tester et valider. 
L'ensemble des buts servant au test. 
L'ensemble des solutions de chaque but test, c'est la sémantique ac-
tuelle du programme. 
Le méta-interprète décrit dans le chapitre 9. 
Le système de trace de la résolution. 
Le système de détection d'erreurs. 
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I L'interface NeWS de dialogue avec l'utilisateur 
B-C La base de connaissance associè à P, formalisant la sémantique atten-
due. 
11.1 L'interface utilisateur 
ENSMSE 
L'interface du système de mise au point présente à l'écran trois informations im-
portantes lors du déroulement de la détection d'erreurs dans des fenêtres texte: 
• Une fenêtre, nommée "Standart Output", pour les entrées et sorties 
standard, SO en abrégé. 
• Une fenêtre, nommée "Prolog Window", pour la clause en cours 
d'évaluation, PW en abrégé. 
• Une fenêtre, nommée "Stack Window", pour la pile des ancêtres du but 
courant, SW en abrégé. 
La fenêtre SO constitue pour l'utilisateur un écran virtuel servant aux entrées et 
aux sorties de l'interprète Prolog. L'utilisateur dialogue dans cette fenêtre avec le systè-
me Prolog pour la demande de résolution, la consultation d'un programme, la modifica-
tion des paramètres de l'interface ... 
La fenêtre PW visualise la position de l'appel d'un but d'une clause lors de la réso-
lution. L'utilisateur peut désirer connaître la clause en cours d'évaluation. De même, 
lorsque l'on visualise cette clause. il est très facile de donner la valeur des instances de 
ses variables. L'utilisateur dispose ainsi d'une facilité plus grande pour déterminer une 
erreur dans les liens des variables. Nous avons accru cette facilité en visualisant les 
noms originaux des variables telles qu'ils figurent dans les programmes. 
La fenêtre SW contient le chemin dans l'arbre de recherche du but initial. Lors de 
la réalisation du détecteur de boucles, nous avons remarqué que cette information sur 
les ancêtres du but en cours d'évaluation était importante. Cette information devient es-
sentielle lorsque l'on réalise une trace intelligente. 
De plus, pour un dialogue plus efficace et rapide entre l'utilisateur et le système de 
mise au point, un ensemble de boutons sont disposés sur l'écran. Ces boutons permet-
tent le dialogue avec le système de trace ou le système de détection d'erreurs. 
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L·utilisateur dispose de toutes ces informations sur l'écran à tout moment d·une 
session de nùse au point. Voici l'écran d·une session de nùse au point: 
( 
E.M.S.E 
C. DEBARBIERI 
Debogueur Prolog 
Sorllr ) 
( TraœOff) ( TraœOn) 
( Fdlolcl ) ( Omu-r) 
( Appel! ) ( Arreler ) 
3liUIIJan uu1pnt 
( Debuz OtT ) 
( Debu&On) 
( Raponsll : Non) 
Quintus Prelog Release 2.2 (Sun-3, Unix 3.5) " 
Copyright (C) 1987, Quintus Computer Systsms, Inc. All rights res ··· 
1318 Villa Street, Mountain View, California (415) 965-7788 ~ 
Enviromeatent de mise au Point pour Prelog. riJ 
Copyright 1988-89 C. Dabarbiari. Ecole des Minas da Saint Etienne. ~~ 
'1- [Dabogueur actif] 
'?- [ 'Prolog/1sort1']. 
Chargement du fichier : /ia/debarb/Prolog/isortl.pl i !"" 
Vas 
'1- trier([2,1,3].X). 
Question, reussi te du but ; 
trier([], []J 
par le clause 2 
la solution est-elle correcte ? oui 
Question, reussite du but : 
inserer(3, [] ,[3]) 
par le clause 3 
la solution est-elle correcte ? l 
-- --~~ ,::,:;::~ "....., .. 
:1'1 
_______ ,.,.;;,;.,;~: ___ -_:_ ...... ~ olli 
1 > tr1er([2,1,3]. 5211) 
1 > tr1er([1,3], 5'439) 
1 > trierl[3] ._59B6) 
trier([3],[3]) :-
trier([],[]), 
inserer(3,[],[3]}. 
Debug-Reusssite de ••> 
inserer(3, [], [3]) 
! ~:.,. ··!$ _, ~----- ,:,..;,.·~ :: -" :. ·._;_ •... -'ill:., .... , -i!i -~.,.::.; .. :'": ~ ~ -- ...•.. ;tl "''='-' ..: 
Dans la fenêtre SW, la partie à gauche de signe ">"est l'ordre d·apparttion de la 
clause activant le but ancêtre à droite de ce signe. Nous reviendrons un peu plus loin 
sur l'utilisation des divers boutons de dialogue et des messages fournis par l'interface. 
11.2 Le système de détection d'erreurs 
Le système de détection d·erreurs utilise les deux algorithmes que nous avons pré-
sentés dans la partie précédente. Pour améliorer l'interaction entre l'utilisateur et le sys-
tème de mise au point, le méta-interprète a été modifié à plusieurs niveaux. Pour réaliser 
un système intelligent nous avons complété les messages du détecteur d'erreurs pour 
les rendre plus précis. 
Les informations fournis par l'interface lors de la vérification d·une résolution sont : 
les ancêtres du but courant. la clause en cours d'évaluation. les messages du détec-
teur ... Un certain nombre de prédicats permettent de fournir ces informations au travers 
de l'interface à l'utilisateur. L'algorithme de vérification d'erreurs est réalisé par la 
déclaration : 
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méta_call(But, Func, Ar, Arg, Clause) :-
copy_term(But, Goal), 
numbervars(Goal, 0 ,_), 
; 
méta (Func, Ar, Num, Arg, ) , 
(clause(calculable(Goal), _) 
-> true 
; asserta(calculable(Goal))), 
question_existe(Func, Ar, Arg, Num, Rep, Clause), 
( Rep = true 
-> true 
; clause_fausse(But, Func, Ar, Num)) 
\+ clause(calculable(But), ), 
question_une_solution(Func, Ar, Arg, Rep, Clause), 
Rep = true, 
insatisfaite(But). 
ENSMSE 
Cet algorithme correspond à un parcours en profondeur d'abord de l'arbre de réso-
lution avec une vérification pour chaque solution calculée. L'argument "Clause" est la 
clause en cours d'évaluation dans laquelle est appelé le but courant "But'. Les prédicats 
de questions sur les solutions permettent de visualiser, dans la fenêtre PW, cette clause 
avec les instances de ses arguments, les noms des variables libres, un message sur le 
but en cours d'évaluation. Dans la fenêtre SO, ils affichent les messages sur la solution 
courante et Usent les réponses de l'utilisateur. 
De plus, les prédicats de gestion de la pile des buts, servant au test de récursion, 
sont modifiés pour afficher, dans la fenêtre SW, la liste des ancêtres du but courant. 
11.3 Exemple 
Considérons l'exemple du programme incorrect du chapitre 10. Ce programme 
"trier' permet de montrer les deux messages de la détection d'erreurs. L'activation et la 
désactivation du mode de détection d'erreurs se fait par l'utilisation des deux boutons 
de dialogue: "Debug On" et "Debug Off'. Initialement, le système de mise au point n'est 
pas en mode de détection d'erreurs, il faut donc l'activer. 
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Pour ce programme, le but initial "trier{[2,3,1],X)" possède une solution insatisfaite 
"X=[1,2,3T. interprétation d'un tri croissant de la liste "[2,3,1]". La vérification de la ré-
solution de ce but nous donne récran initial suivant: 
( 
EM.S.E 
C. DEBARBIERI 
Debogueur Prolog 
Sorllr ) 
( Trao>IOU) ( T~On) 
( Eollecl ) ( Contimwr) 
( AppeU ) ( Atteler ) 
Qu1ntuo Proloq llel.eo.so 2. 2 (Sun-3, lln:lx 3. 5) 
( DebuaOU) 
( OebugOn) 
( Rapomv :Non) 
Copyriqht (C) 1987, Quintua Coaputer Syatoas, Inc. lill righte rooorvod.. 
1310 iil.l.o Stroot. llountllin VieY. Cal.ifornia (415) 965-7700 
:!nvircmnu.ant de aise au Poine pour Proloq. 
Copyriqht 1988-89 C. Dobarbieri. Bcol.t dea lUnes d.t Saint Btiome. 
1- (Dehoquour aetitJ 
1- ['Prol.oq/ioort2'J, trior((2,1, 3J,X). 
Cbargoent d.u ticbior : /io/d.obarb/Prol.og/ioort2. pl. 
OUootion. our l.o but : 
trier ( (1, Ill 
la solution est-elle correcte ? l 
1 > tnor([Z,l.JJ, 6901) 
1 > trur((1, 31. 9ÏS1) 
1 > trior([3J,_!IS91) 
~~·..,lili··:_ •. ~. trior((3J, To) :-trior(IJ, [J), 
inooror (3, (1, Yo). 
!ill 
' 
Dobug-lleuoooite d.o ••> 
trier([J, Ill 
rDJDgWUIIIOW 
Le système signale l'activation de la vérification d'une résolution par un message 
sur la fenêtre SO : "[Débogueur actif]". 
Lors de la vérification de la résolution d'un but avec une solution incorrecte, et 
après le chargement du fichier source, le système affiche diverses informations sur 
l'écran: 
• dans la fenêtre PW: la clause en cours d'évaluation avec l'instance des 
arguments, les noms des variables libres, l'information sur l'échec ou la 
réussite du but courant, 
• dans la fenêtre SW : la suite des buts ancêtres avec leurs arguments 
d'appel, les clauses actives associées aux ancêtres, 
• dans la fenêtre SO : le message du détecteur d'erreurs sur le but courant, 
correspondant à la détection d'une solution fausse ou d'une solution 
insatisfaite 
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Dans cet exemple, le détecteur d'erreurs est le suivant: 
"une solution est trouvée pour le but "trier(ll,il)"t est elle correcte?". 
Une pression sur le bouton "Oui" correspond à une réponse affrrmative, sur le bou-
ton "Non" à une réponse négative. L'utilisateur peut donner par l'intermédiaire la fenêtre 
50, l'interprétation de la solution, si elle est correcte ou si elle est incorrecte. 
Le système continu la vérification pour produire l'écran suivant: 
( 
EM.S.E 
C. DEBARBIERI 
Debogueur Prolog 
Sorllr ) 
( TraœOtt) ( TraœOn ) 
( F.dlocl ) (ColùlriiB) 
( AppeD ) ( AITeter ) 
Qul.ntuo Prolaql\eleue 2. Z (5un-3, 1JMx 3. 5) 
( DeiD&Ott) 
( Deœ&On) 
( Repmle: ~n) 
. 
Copl"'ight (Cl 1987, Qu:intus Coaputer Sy.tu.o, Inc. lll righte roeerwd. 
1310 Villa Street, Kountein Viev, Cal.ifornio. (415) 965-7700 
l!nvtronneaent œ aise au Po:lniO pow: Prolag. 
Cop!'l'ight 1988-89 C. Doba<llieri. !!cole dea llinea de Sa>nt llti8NII. 
7- IDobogueur actif] 
7- I'Pralag/uort2'J, trit<([2,1, 3J,lC). 
Cho.rgeaene 4u ficllier , /ia/dobo.rbll'ro~og/1oort2. p~ 
Question. sur le but : 
trier ([J, [)) 
la ~olutiOZ\ ost-elle correcte ? DU1 
QulstiCII\, sur ~· Dut , 
:inHrer (3. 1 ], 9591) 
existe-t-il iine oo~tion ? .J.. 
1'1 
1 > tr1or((2,1,3J, 8901) 
1 > trior((1,3], 9I31) 
1 > trior(I3J,_9!91) 
trie<((3), Ys) ,_ 
trier([), [J), 
iNor er (3, [J, Ys) . 
Debug-!cbec de ••> 
inoeror (3, 1]. Ys) 
Le système signale l'échec d'un but par un nouveau message : 
"échec du but insérer(lt[]tYs)t existe-t-il une solution?". 
Dans ce cas, il existe une solution insatisfaite .. Ys=[ll' dans l'interprétation atten-
due du prédicat "insérer/3". L'action sur le bouton "Oui" signalera qu'il existe une solu-
tion pour ce but. 
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À partir de ces informations, le système de détection d'erreurs signale qu'il vient de 
trouver une solution insatisfaite et produit l'écran: 
EMS.E 
C. DEBARBIERI 
Debogueur Prolog 
( -rr-off) (~an) 
( lichocl ) ( CoJatùwr) 
( AppeB ) ( AIToler ) 
?-lllelloguow:acto.tl 
?- [ 'Prolog/11ort2'J, tdor([Z,l, 31, X). 
Chargeae:nt du fichier : /ia/d.ebarbJProl.cq/iscrt2. pl 
Question.. w.c 1.- but : 
trior{[J, Ill 
la tolUt1on ••t ... eUe correcte ? OU1 
Quest1on~ aur le but : 
~!:!~~~Il~ ü"!:9!~:w.uon ? oui 
·-··> Sol\J.b.onln.Satiat:ùte: inauu(3~U,_9591) 
AucUne claUses: c1u predicat : Wet:ez:/3 ne e•llnit1o 
?- UoUng. 
trier{(li!Za[,Ys) ,_ 
tr1or (:la, Z.l, 
1nsent (%.:s. Ys). 
trtor{(J, (lJ. 
inoonr(ll. [Y!Yo[, [Tibll ,_ 
li> Y, 
:lmlonr (li. Ys. :S) , 
1. 
:lmloror (li. (Tl Ys[, (X. Y lYs)) '-
li•< Y. 
?-' .. 
( ilobu&Off) 
( ilolla& On ) 
<~-=Non) 
<~-=OUi) 
___ ,.;. ___ ~:. __ 
~ tnor{(3J, Yo) ,_ !li trior ([J, ID, fi inaorer(3,1J,Yo). 
·1 Dobllq-l!cbec de .. , 
Ji inserer(3 .. ().Ys) 
Le message donné par le système de détection d'erreurs est : 
"J'ai trouvé une solution insatisfaite, 
aucune unification possible du but" 
.• 
r 
Le système analyse la solution insatisfaite pour donner des renseignements com-
plémentaires à l'utilisateur. Celui-ci dispose d'informations sur les circonstances de l'ar-
rêt sur une solution insatisfaite. 
Ce dernier écran montre l'intérêt de disposer de ces informations suite à une solu-
tion incorrecte lors d'une résolution. Dans cet exemple, un affichage du programme 
complète l'analyse de la solution insatisfaite. La visualisation simultanée de la clause 
contenant le but avec une solution insatisfaite et du programme, permet de trouver la 
déclaration manquante du prédicat "insérer 1 3". 
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Pour une mise au point plus efficace, nous avons intégré au système de mise au 
point un mécanisme de mémorisation des solutions correctes. En effet, lorsqu'un utili-
sateur réalise une vérification d'une résolution, il fournit un ensemble de solutions cor-
rectes que le système conserve comme assertions pour d'autres vérifications. 
Ainsi, si nous conservons ces informations dans un fichier particulier, consulté 
automatiquement à l'initialisation du système, l'utilisateur dispose d'un moyen pour ne 
pas recommencer toute la phase du dialogue jusqu'au point où précédemment le systè-
me avait trouvé une erreur. Le système va vérifier la résolution en utilisant les informa-
tions déjà connues. 
Cette technique est une vérification de résolution avec apprentissage. Ainsi, l'utili-
sateur dispose d'un moyen efficace d'acquisition de connaissances sur son domaine, soit 
lors d'une génération de tests, soit lors d'une vérification. La génération de tests permet 
d'obtenir, à partir de programmes que l'on sait corrects, une base de connaissances pour 
la vérification de nouveaux programmes. 
Pour l'illustrer, prenons le programme "trier/2" des parties précédentes qui con-
tient deux erreurs de programmation: une clause fausse et un test d'arrêt oublié. 
La vérification de la résolution du but "trier{[2,1,3],X}" nous donne les messages: 
Y es 
?- [Debogueur actif] 
?- trier ( [2, 1, 3], X). 
Question, sur le but 
trier ( [ 1 , [ ]) 
la solution est-elle correcte ? oui 
Question, sur le but : 
inserer (3, [ 1, 5684) 
existe-t-il ü"ne solution ? oui 
=====> Solution insatisfaite : inserer(3, [],_5684) 
Aucune clauses du predicat inserer/3 ne s'unifie 
?- listing. 
trier([XIXs], Ys) :-
trier (Xs, Zs), 
inserer(X,Zs.Ys). 
trier ( [ 1 , [ ]) . 
inserer (X, [Y lYs], [YI Zs]) ·-
Y>X, 
inserer(X,Ys,Zs), 
!. 
inserer (X, [Y lYs1, [X, Y lYs]). 
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La correction de cette erreur, l'ajout de la déclaration manquante "insérer{X,[],{X]).", 
nous permet de poursuivre la mise au point. 
Sans l'apprentissage, l'utilisateur serait obligé de reprendre toute l'interaction pré-
cédente. En revanche, avec l'apprentissage, la détection d'erreurs débute directement 
sur la solution obtenue pour le but "insérer(3,[],X)", soit la solution "X=[3T, qui est cor-
recte et la vérification continue jusqu'à détecter l'erreur suivante. 
Lorsque le système détecte la seconde erreur, une solution incorrecte "insé-
rer(1,[3],[1,3]}", nous obtenons l'écran: 
?- [ 'Prolog/trier2' ]. 
Chargement du fichier /ia/debarb/Prolog/trier2.pl 
Y es 
?- [Debogueur actif] 
?- trier ( [2, 1, 3), X). 
Question, sur le but 
inserer (3, [). [ 3]) 
la solution est-elle correcte ? oui 
Question, sur le but : 
trier ( [ 3], [3]) 
la solution est-elle correcte ? oui 
Question, sur le but : 
inserer (1. [). [1)) 
la solution est-elle correcte ? oui 
Question. sur le but : 
inserer (1, [3], [3, 1]) 
la solution est-elle correcte ? non 
Sur le but : inserer (1, [3], [3, 1)) 
fausse : Paquet "inserer/3", clause 1 
t: 
Cette fonctionnalité du système de vérification permet d'aborder la mise au point 
comme une opération à long terme qui ne peut qu'améliorer la maintenace d'une appli-
cation. 
En effet, lorsqu'un programmeur réalise un logiciel, il le développe et le met au 
point pas à pas. Ainsi le système de vérification mémorise des assertions statiques qui 
seront réutilisable tout au long de la vie du logiciel. 
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11.4 Une trace interactive 
La réalisation d'une trace statique requiert des spécifications formelles des messa-
ges dont elle est faite [Byrd-80, Boizumault-84). Dans certains cas, la disposition de fa-
cilités de traces partielles étendent les possibilités, notamment le Spy ou le Zooming [Ei-
senstadt-84, Ducassé-88). Nous avons vu les limites de cette approche pour fournir une 
mise au point adaptée à des utilisateurs non avertis. 
Une technique intéressante de trace graphique [Eisenstadt-Brayshow-87a) consis-
te à représenter graphiquement une partie de l'arbre de résolution. Cette trace 
visualise: les clauses activées, les instances des arguments, les ancêtres du but cou-
rant, les noms des variables ... Cependant l'utilisateur doit éviter d'afficher un trop grand 
nombre d'informations afin d'obtenir une mise au point efficace. Son attention est cen-
trée sur cette activité au lieu de l'être uniquement sur l'analyse des symptômes erreurs. 
Pour pallier à cetl inconvénient, une extension permet d'obtenir une vue superficielle de 
l'arbre de résolution. 
La trace que nous présentons répond au maximum des objectifs pour atteindre une 
trace intelligente, utilisable intuitivement. Ces objectifs permettent de disposer d'un 
maximum d'informations sur l'écran. Des choix ont cependant été faits pour limiter cet-
te information à l'écran : 
• la clause en cours d'évaluation, 
• les noms des variables libres dans la clause courante, 
• l'instances des arguments d'appel ou de réussite d'un sous-but, 
• les buts ancêtres, 
• le but courant. 
L'interface peut les fournir de la façon suivant : 
• La fenêtre SW visualise la suite des buts ancêtres avec une référence sur la 
clause active du prédicat. Sa manipulation est effectuée par les prédicats 
de gestion de la pile des buts. 
• La fenêtre PW contient les informations sur la clause en cours d'évaluation 
pour l'appel ou la réussite d'un de ses sous-buts en prémisses. Sa 
manipulation est réalisée par le prédicat "écrire_état 1 4". Ce prédicat 
obtient une réponse de l'utilisateur sur l'action à effectuer. 
• La fenêtre SO contient les messages particuliers de la résolution : l'absence 
d'unification, les entrées/sorties ... 
Un dialogue entre l'utilisateur et le système de trace permet d'obtenir un parcours 
partiel de la résolution. En fait, c'est uniquement l'interaction qui est partielle, car le 
méta-interprète réalise la résolution du but mais ne fournit aucun message. Ce dialogue 
est obtenu par l'intermédiaire des boutons : 
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Appel effectue une résolution sans trace des sous-buts, sur l'appel d'un but. 
Ce bouton est inactif dans les autres cas. 
Échec Simule un échec de l'appel d'un but. Ce bouton ne doit être utilisé que 
lorsque l'on désire simuler une échec dÙ but courant, et que celui-ci est 
un prédicat méta-logique. 
Continuer Permet de continuer la résolution avec la trace. 
Arrêter Permet d'arrêter la résolution d'un but. 
Sortir Permet d'arrêter une session de mise au point et de se déconnecter du 
serveur NeWS. Ce bouton est aussi actif au "Top Level". ll simule le 
prédicat de service "halt 1 0". 
Les boutons "Trace On/Trace Off" active ou désactive la trace lors d·une interaction 
entre rinterface et le système de mise au point. Cependant. lors de la trace d'un but. 
nous pouvons activer la détection d·erreurs en cliquant sur le bouton .. Debug On". Le 
mode mise au point étant prioritaire sur la trace. sa désactivation n·est possible qu·au 
!op Level" de Prolog. 
On peut ainsi débuter la résolution d·un but avec une trace. puis lorsqu·on a trouvé 
le sous-but à partir duquel on souhaite effectuer une détection d·erreurs. activer la dé-
tection d·erreurs par une pression du bouton "Debug On". 
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Voici l'écran d'une session de trace sur le programme présenté en annexe A, dont 
le but initial est "moteur" : 
EM.S.E 
C. DEBARBIERI 
Debogueur Prolog 
( Slnir ) 
( TraœOff) ( TraœO..) 
( Fdlool ) ( CGnùnaer) 
( Appell ) (~) 
ne s'unifie pas avec une clauee. 
lo lout : ocbac(genro oot pas_di.J'011Co) 
ne a·vm.t1e paa avec une claüae. 
lo lout : tut(haille oot 211542, 2853~) 
ne s'unifie pu avec une ciauae. -
lo lout : o<l>ec(toaillo oot pu_de_ailoo) 
ne ~ • unifie pas avec une clause_ 
lo but ' tait(ordro eot 34519, 34516) 
ne s'unifie pas avec Ulla-clause".'"" 
la l:lut : ecJ:wc(oEdn est carnivol'e) 
ne a''W\ifie pu avec une d.ause. 
lo but : tùt(cl.Un ost 40498, 404!1S) 
ne s'œif11 pu avec UNI ëlauee.-
lA mat : ecbec (cluae 11t aautarea) 
ne s 'url1t1e pu avec UM clau~e. 
J.o lout : tut(pbylua oot 46477. 46474) 
ne s'unifie pu avec una êlauae.-
lo lout : echec (pbylua oot chaud) 
ne !l'unifie pas avec une clause. 
lo but : tùt(suporpbylua ost _ 52456, _ 52453) 
ne 1'UI\itie pu avec un• clause. 
la l:lut : ecl:aec (auperphyl..\111. est vertebre) 
ne s'utl.it1e paa avec UAI clause. 
lo lout : tùt(Ve<tobn oot 56507, 58S04) 
ne s'unifie pu avec unt cliuae. -
le l:lut : echec (vertel3re eat out) 
ne !l'unifie pu avec une cuuae. 
le lout : oi S65CS aloro 9ottobro oot oui 
ne o'unitio pao anc une clauoo:L 
:1 ~u 1.1" i!;F~~~U~.tt!!~!f!l'!_. ••:-.~.:.<~w 
( lleboc OIT ) 
( lliJJu& Oll ) 
( R8ponte :Non) 
( R8ponte : Oui) 
1'1 
1 > .ateur 
4 > resout(typw uù.aal est 4867) 
1 > resout(espeë'es nt ZOO it terrestre est oui et en afrJ.qu.e nt oui) 
4 > resout(especes est 200) -
1 > rnout(qenre eat pa.s_d.e_pouce et au_dessua_cle_%00 eat oui) 
1 ~ ~:::~~~=~·:,~-:ia~~::~~a et pouco_oppoaable eat non) 
4 > roaout(tmu.llo eat pu_Go_ulea) 
1 > rnout(ordre est carnivore et doigta a.ilea eat non) 
4 > reeout(ordre eat camivore) -
1 > reaout(cl~ae est auiferea et ke.nge_viande est oui) 
4 > roaout(claue est aD.iferea) 
1 > retout(phylua est c;hoiWS et aaaelles est oui) 
4 > resout(phylua est ch-.Lii) 
1 > resout(superphylua est vertel:lre et smg chaud. est ou1) 
4 > resout(auperphylua eat vettebre) -
s > reaout(verta.bre eat out) 
reeout(Wttebre est OU1) :-
quast1cm.(vertlhre, Votre .u.aa1 a-t-11 une col..o:lne vortebcal.l ?) , 
'· vr1to (Votre azuaaJ. a-t-il uno coloMe 90rtollral.O ?l. 
oui ounon(ll). 
aaairti(hi.t(vertebce est .R., quest.ion)) ~ 
oui•R. 
qu.eetian(vertlbn. Voe:e &ft1aal a-t-il une colOnne vertebrûe ?) 
:.~:... ·~·~· ~ ~ ~~ 
Pour bien comprendre l'intérêt d'une telle trace, il faut la comparer à une trace clas-
sique, par exemple celle de Eisenstadt. Lorsque l'utilisateur désire analyser une trace 
classique, il doit construire certaines informations concernant la résolution à partir des 
messages de la trace. Ces informations permettent de comparer les sémantiques actuel-
les et arrendue du programme. L'utilisation de notre iri.terface simplifie l'analyse du pro-
grammeur. En effet, l'utilisateur de la trace ne doit porter son attention que sur l'analyse 
de la sémantique qu'il obtient par les messages donnés par l'interface. L'utilisateur fo-
calise son attention sur la sémantique de son programme. 
Comme nous le voyons sur cet exemple, l'utilisateur dispose d'un système de trace 
lui permettant d'effectuer une mise au point sur des programmes extra-logiques. 
11.5 Une session de mise au point 
Pour illustrer l'intérêt d'une telle interface de mise au point, nous devons considé-
rer un programme incorrect, mais dont le programmeur sait que certaines parties sont 
correctes. 
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Prenons un programme de la géométrie algorithmique, la détermination d'une en-
veloppe convexe d'une ensemble de points du plan. Nou représentons tout point "X, Y" 
du plan par la liste à deux éléments : "[X, Y]". Le programme complet de cette application 
est donné en annexe 3. Ce programme est incorrect car la solution obtenue estfausse. 
En revanche, certaines parties de ce programme sont correctes. C'est le cas par 
exemple du calcul de la liste des points du polygone trié par ordre croissant sur les X. 
Si nous effectuons une détection d'erreurs sur le but initial "test{C)", le système procède 
à une vérification de la résolution des buts "quicksort{P, C)" et "longueur{C, N)". Ces véri-
fications ne sont pas forcément souhaitables car l'utilisateur sait qu'elles sont correctes. 
Mais il désire réaliser la détection d'erreurs sur le but "convexe{N, C, Convexe)" qui est 
incorrect. 
L'utilisateur peut réaliser la vérification de la résolution de ce but, mais il doit au 
préalable copier les arguments de celui-ci. Par exemple, à partir d'une trace en largeur 
d'abord l'utilisateur peut connaître les arguments de ce but dans la résolution du but 
"test{C)". Cette tache est assez pénible (très grande liste de points). En revanche, nous 
pouvons éffectuer une trace du but initial, appeller chaque but correct, jusqu'à obtenir 
le sous-but à vérifier. 
Cette mise au poiut est illustrée par la session : 
""' 
l"' 
-WIJIQOW 
EMS.E 1 > test( 4120) 1 > quickJ>ull.([IO, 0), [2, 0], [3,1[, [0,2], [2, 2[, [5, 21. [3, 4), [5,4)),_4120) 
C. DEBARBIERI 
Debogueur Prolog 
( Sonlr ) ( DehuaOfC) 
( TraœOff) ( TraœOn) ( Dellu&On) 
( Fdwocl ) (Cmùbmu) ( 1WpoNe :Non) 
i 
!Il ( Arrelsr ) ( lWpoNe :Ou~ 
1!!119 ' """""'"UUIJ.IUl r: 
loO 
Quintus Proloq 1\ol.eaoo 2. 2 (Sun-3. unix 3. S) quick hull([ [0, 0), [2, 0). [3,1J, [0, 21. [2, 2], [S, 2), (3, 4], [S, 41), Conv S) :-
Copyright (C) 1987, Quintus Coaputor Syotoaa, Inc. 1ù.l. righto rourwd. quicksort([[O,O), [2,0), [3,1], [0,2), [2,2), [S, 2), [3,4],(S,4)],L);'" 
1310 Villo. Stroot, llounto.in Viov, Co.Ufomio. (415) 965-7700 lonquour (L,ll), 
!nvironneaant c1e 111se au Point: pour Pro1og. COI'I.VI!Xe (11. L, Conv _ S), 
Copyright 1988-89 c. Debarbiori. Bcol.e cioa llinOo do Saint Eti.,...... 1. 
?- [ "1'rologll'rolog/quick_bull. old'l 
'l'l:&el de ••> 
Charq_.t du tichior : /io/dobo.rl>)l'rolog/l'roloq/quick_hull. old 
Tes quicksort([[O,OI.[2,0J, [3,1J,[0,2),[2.2J,[5.2J, [3,41. [5,41J,I.) 
?- toot(S) . 
... 
l"l 
·, 
,; 
;;; i i i ' ' 
·;, 
' 
.. 
:;· i Il· .. ., 
" ' 
:;; 
' 
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Cet écran présente les diverses informations de la trace du but initial. Nous réali-
sons une trace en profondeur d'abord du but initial "test(C)". Nous somme arrêté sur 
l'appel du but "quick_sort/2". Une action sur le bouton "Appel" évite une trace de toute 
la résolution de ce sous-but, que l'utilisateur sait correcte. Cet appel limite l'interaction 
sur toute sa résolution. 
Le système signale la réussite du sous-but, il passe à la trace du sous-but suivant 
"longueur/2", nous obtenons l'écran: 
EM.S.E 
C. DEBARBIERI 
Debogueur Prolog 
( Sortir ) 
(no-ou) (n-on) 
( Fdleol ) ( Conlbmer) 
-
c Arreter ) 
Quintws Proloq Reloue 2. 2 (Sun-3. 1lnix 3. 5) 
( DolrugOU) 
( DeqOn) 
( Rsplnm :Non) 
(Rstmnm:Ou~ 
Copyright (CJ 1987, Quintws Coaputer Syotoao. Inc. AU righto reoervod. 
1310 'lllla street. llountain 'llev. caurorma (415) 965-7700 
l!nVirorii\IUI\t de aioo au Point pow: Prelog. 
Copyright 1988-89 C. Del>arbiori. ~colo deo llineo de Saint l!tieMo. 
7- ('ProloqiProloq/quick_bllll.old' 1 
èharqnent du richier : /ia/debarbiProloyiProloy/quick_bllll. old 
Yoo 
l.t test(S). 
l'l 
1 > teot( 4120) 
1 > quicl(hull([ [0, 01. [2. 01. [3.11. [0, 21. [2, 21. [S. 21. [3. 41. [5.41 1, _4120) 
! ! 1 
i Wliii10W 
quick hull( [ [0, OJ, [2, 0], [3,1[, [0, 2[, (2, 2[, [5, 2[, (3, 4[, [5,4][, Conv S) :-
quickocrt([[O, 0]. [2, 0[, [3,1[, [0. 2[, [2, 2[, [S. 2[, [3,4[, [5. 41J, ([ii, 0[, [0, 2[, 
lot\gueur([[O, OJ, [0,2[, [2,0[, [2,2J,f3,1J, [3,4[, [5,2]. [S,4JI,ll), 
convoxe(ll, [[0,0], [0,2[, [2,0[, [2,2[, [3,1[, [3,4[, [5,2[, [5,4[J,Conv 5), 
1. -
Trace de ••> 
longueur([ [0, OJ, [0, 2[, [2, OJ, [2, 2], (3,1[, (3,4[, [5, 2[, (5,4[[,11) 
De la même façon que pour le but précédent, l'utilisateur n'effectue pas la trace et 
le· signale par l'action sur le bouton "Appel". Le système passe à la trace du but suivant, 
c'est-à-dire le but qui nous intéresse. Pour signaler au système que nous désirons effec-
tuer une vérification de la résolution de ce but, lors de l'interaction de la trace, nous ac-
tivons le mode détection d'erreurs par une action sur le bouton "Debug On". 
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Le système signale l'activation du mode de détection d'erreurs, et nous obtenons 
l'écran: 
( 
EM.S.E 
C. DEBARBIERI 
Debogueur Prolog 
Sorl1r ) 
( TnlœOff) ( TnoœOn) 
( F.dlecl ) ( Cominler) 
( AppeU ) ( Arreter ) 
Quintua Proloq Ri!lease Z. 2 (SUn-3~ Unix 3.5) 
( DebucOff) 
( Jl.1bu&On) 
( Roponse :Non) 
(Ropo-:Ou~ 
Copyright (C) 1987. Qluntus Coaputor systus, mc. Al.l. righto rooorvol1. 
1310 Villa Street, IIDuntain 'liov, Calitornia (415) 965-7700 
!nvironneaent lie Jlise au Point pour Prol.Ciq. 
Copyright 19118-89 c. »ehrbier1. Ecole <loo lUnes 110 Saint l!t1onno. 
?- ['froloq/Proloq/quick_huU. o111' 1 
Charqoaont du ticlu.or , /ia/dobarb/Proloq/Prolog/quick_bul.l.. o1<1 
Yeo 
7- teot(S). 
(doboqueur act1tl 
Quootlon. our le llut , 
prollier(l(3.1), (3,41.15,2). (5.4)), (J, 1(3,11. (3.4), (5,ZJ,IS.4)1,0) 
la. solut:i.on est-ell.e correcte 1 l 
11.6 Conclusion sur l'application 
l"' 
1 > test ( 4120) ' Q: 
1 > quicl<.::hllll<IIO.OJ, (2,0), [3,11. 10.21. [2,21. [5.2), [3,41. [5.41)._4120) ~ 
6 > oonvexe(8, [(0,0),[0,21, [2,01, [2,21. 13.1). [3,4), 15,21. (5,411. 4120) ~ 
1 > pa<titionnor (( (0, 01. (0, 21. 12. 01. [2. 21. (3. 1). [3, 41, 15. 2), [5,4TI. 31540. 3 
1 > couper(4, ((0.01, (0,21.12,0), [2,2).13,11.13,41. (5,21, (5,41). 3ls40, 3154'1 
2 > prollior([[O,OI. (0,21. [2,01,12,2),13.11. [3.4),15,21, [5,411· !TO,OI 1 '3"311431 
2 > prellior ( [ (0", 21. [2, 01, (2, 21, 13,1), (3, 4(, [5, 2), 15,411. 110. 211 34543T, 3337 
2 > prea1er(l(2,01. (2.21.13,1), [3,4), 15.2), 15.4JJ, !12.0)1 35149T. 33376;-2) 
2 > proaior (jj2, 2). (3, 1), (3,41. 15, 21. 15. 411· 112.21 1_ 3574~T. _33376;-1) 
prollier(l[2. 2). (3,1), (3,41. 15. 2), [5,4)), ([2. 21 ), ([3,1), (3,4). (S. 2). 15.4) ),1) 
0 11 1-1. 
prellier(( 13.11. [3,4), (S, 21. [5,41). (J, ( 13,11, 13.41, [5, 21. [5,41 ), 0). 
Debuq-Reuaeei te d.e •• > 
proa:lor([l3,11, (3,4), [5,21, (5,4)).11· (13,11. (3,4), (5,21. (5,4JI,O) 
Nous venons de montrer sur des exemples simples, la facilité d'utilisation des mé-
thodes de mise au point en Prolog fondées sur la vérification d'assertions. Dans le cadre 
du développement de logiciels en Prolog, les assertions permettent de vérifier à tout mo-
ment la cohérence d'une résolution. Cependant, comme nous l'avons montré, utiliser 
une telle technique de mise au point pour des programmes extra-logiques est impossi-
ble. Ainsi, la disposition d'un outil de trace est important pour la mise en oeuvre du gé-
nie logiciel en Prolog et plus fondamentalement il faut disposer des deux méthodes de 
mise au point, comme nous le montre le dernier exemple. 
La réutilisabilité des assertions, obtenues sur des programmes corrects, pour la 
mise au point d'autres programmes est un apport important dans la vie d'applications 
au sein d'une équipe de développement. En effet, la plupart des logiciels réalisés en Pro-
log réutilisent certaines composantes logicielles d'autres applications. 
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Dans cette thèse ont été présentées une analyse critique de l'état de l'art et la réa-
lisation d'un système de mise au point intelligent pour Prolog utilisant la sémantique 
attendue du programme afm de détecter des erreurs de programmation. De plus, l'utili-
sation d'un interface multi-fenêtres nous a permis de 'réaliser un environnement de dé-
veloppement efficace. Les divers concepts mis en oeuvre dans ce prototype valide la fai-
sabilité d'un produit industriel de grande diffusion constituant un système de vérifica-
tion et de validation des applications Prolog. 
L'originalité du travail que nous venons de décrire, repose dans l'approche nouvelle 
de la mise au point en Prolog et dans l'utilisation de techniques propes à l'Intelligence 
Artificielle pour réaliser le système de détection d'erreurs. Ces notions sont la méta-pro-
grammation, l'évaluation partielle, l'apprentissage, la preuve de p:rogrammes, l'utilisa-
tion des méta-connaissances ... De plus, l'approche unifiée utilisée pour la mise au point 
nous permet de réaliser une détection d'erreurs efficace sur des programmes utilisant 
des négations et des coupures. 
Nous avons réalisé un noyau unique sur lequel peut s'articuler toute sorte de raf-
finements de la détection d'erreurs. Par exemple, on peut effectuer une analyse spécifi-
que d'un échec incorrect pour détecter une coupure rouge. Ou bien, par l'intégration 
d'un traitement de la négation on peut analyser une utilisation incorrecte de celle-ci, ou 
encore intégrer des traitements sur les ensembles de solutions pour analyser le nombre 
de solutions d'un but. 
Bien que nous ayons totalement atteint les différents objectifs que nous nous étions 
fixés, il nous semble que certains thèmes de recherche peuvent êtres envisagés afin de 
généraliser l'approche que nous avons suivie. 
La première évolution que nous pouvons envisager est la réalisation d'un outil de 
vérification et de validation comparable à ceux disponible dans les ateliers de génie lo-
giciel. La plupart des réalisations utilisant la programmation logique sont des systèmes 
à base de connaissances, notés SBC. Lorsque l'on développe industriellement un SBC, 
on est confronté au problème de la vérification et la validation de celui-ci. Notre appro-
che consiste à effectuer une vérification de la sémantique attendue du programme, en 
l'occurrence c'est un SBC. Nous possédons ainsi d'un système de validation, fondé sur 
la connaissance, contrôlant la sémantique attendue du programme. · 
Afin de disposer d'un système de vérification et de validation utilisable industriel-
lement, il est important de rajouter des traitements spécifiques à l'analyse statique des 
programmes, comme l'étude du graphe de dépendance ou de mesure de la "qualité" d'un 
programme (taille d'une clause, nombre de clauses d'un prédicat ... ). Dans ces condi-
tions, le chef de projet d'une application dispose d'un outil pour mesurer la qualité du 
produit et ses propriétés de réutilisabilité et de maintenabilité, qui sont les principaux 
apports de cette thèse dans le domaine de la validation. 
Mais aussi cette approche de la validation de logiciels fondée sur les connaissances 
peut être ·utilisée pour la validation des systèmes experts. Cependant, la diversité des 
moteurs d'inférences fournis dans les générateurs de systèmes experts complique la mé-
thodologie de vérification de l'arbre de déduction et l'approche que nous devons avoir. 
Les cas· les plus simples sont les moteurs en chaînage arrière, le parcours de l'arbre de 
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déduction est similaire à l'algorithme de résolution de Prolog et une vérification de cette 
arbre de déduction à partir de la sémantique attendue peut être réalisée. En revanche, 
lorsque le moteur d'inférence utilise le chaînage avant dans ses déductions, comparable 
aux techniques de recherche en largeur d'abord, on peut envisager de construire l'arbre 
de déduction dans son ensemble et le vérifier en chaînage arrière à partir de la séman-
tique attendue. 
Ainsi, une étude de la faisabilité de telles méthodes de vérification et de validation 
dynamiques est un axe de recherche intéressant afin de fournir aux utilisateurs de gé-
nérateurs de systèmes experts des outils de génie logiciel. 
La seconde évolution concerne l'étude de la faisabilité d'une mise au point déclara-
tive pour des langages Prolog avec contraintes. · 
En effet, l'évolution récente dans ce domaine, avec l'apparition des premièrs inter-
prètes Prolog avec contraintes, nous pose un défi: "Est-on capable de programmer effi-
cacement avec les Prolog à contraintes". On peut aussi se demander quelle est la relation 
entre le système de contraintes et la sémantique attendue du programme, suite à l'ajout 
aux réponses calculées d'un système minimal de contraintes obtenues lors de la résolu-
tion. 
Cette extension peut poser des ambiguïtés sur l'interprétation d'un résultat : "une 
solution particulière, selon l'interprétation attendue, satisfait-elle le système général 
attendu ?". 
De même, lors d'un échec d'un but, la prise en compte des contraintes dans l'algo-
rithme de résolution rend l'analyse de l'échec très difficile lorsque le système de con-
traintes n'admet pas de solution. Est-ce le système de contraintes qui est incorrect ou, 
est-ce une mauvaise définition d~un prédicat? Ou bien, l'analyse d'une solution fausse 
peut être réduite à rien lorsque cette solution n'est calculée qu'à partir du système com-
plet de contraintes. · 
D'autres questions se posent pour réaliser un système déclaratif: "doit-on vérifier 
qu'une solution attendue satisfait le système minimal fourni ?", "doit-on donner le sys-
tème minimal?", "comment informer le programmeur sur l'état du solveur lors de la pro-
duction d'une solution d'un but intermédiaire ?". Aucune réponse précise ne peut être 
donnée. Mais une étude de la faisabilité d'un système "déclaratif' de mise au point est 
une voie de recherche intéressante pour l'aide au développement d'applications avec des 
langages aussi puissants. 
Une autre évolution que nous pouvons envisagée est l'étude des méthodes de mise 
au point de programmes extra-logiques. Ce problème programmes repose essentielle-
ment sur l'absence de fondements théoriques. Une technique que l'on peut mettre en 
oeuvre est celle de spécification formelles du fonctionnement temporel de ces program-
mes. Il faut donc mettre au point un modèle dynamique de ces programmes. 
Une technique envisageable est d'utiliser une modélisation d'un système parfait, 
Prolog pur avec la coupure et la négation, auquel on ajoute des perturbations aléatoires 
correspondant aux effets des prédicats extra-logiques. 
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Un fois qu'une telle modélisation est effectuée, nous pouvons réaliser une étude de 
méthode de mise au point pseudo-déclaratives. 
Une autre technique, que nous pouvons utilisée dans le système d'assertions, est 
l'interconnexion avec une base de données déductives de la sémantique attendue du 
programme. Ainsi, une convention sur le nommage des symboles utilisés permet à un 
groupe de programmeurs de partager des informations utiles, assertions statiques et 
assertions évaluables, introduites par l'un des membres du groupe. Cette technique 
peut être utilisée pour stocker les informations nécessaires pour la maintenance logi-
cielle des applications produites par une autre équipe de développement. 
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Annexe 2 
Un Système Expert 
:- op(145,xfx,alors). 
:- op(135,xfy,et). 
·- op(150,fx,si) 
:- op(40,xfx,est). 
:- dynamic fait/2, echec/1. 
oui_non (R) :-
repeat, 
read (R), 
(R =oui; R=non) , 
! . 
/* clause 1 */ 
resout( Fl et F2 :-
1 
. ' 
resout(F1), 
resout(F2). 
/* clause 2 */ 
resout(F est V) :-
fait (F est W, _) , 
1 
. ' 
v = w. 
/* clause 3 */ 
resout(F est V) :-
echec (F est V) , 
1 
• 1 
fail. 
/* clause 4 */ 
resout(F est V) :-
si Premisse alors F est V, 
resout(Premisse), 
asserta(fait(F,regle(si Premisse alors Fest V))), 
! . 
/* clause 5 */ 
resout(F est V) :-
question (F, Q) , 
1 
• 1 
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write(T), 
oui _non (R) , 
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asserta(fait(F est R,question)). 
V = R. 
/* clause 6 */ 
resout(F est V) :-
asserta(echec(F est V)), 
fail. 
% le moteur 
moteur :-
abolish(fait,2), 
abolish(echec,l), 
resout(type_animal est V), 
1 
. ' 
write(type_animal est V), 
nl, 
fail. 
si especes est 200 
et terrestre est oui 
et en_afrique est oui 
alors type_animal est lion. 
si genre est pas_de_pouce 
et au dessus de 200 est oui 
alors especes est 200. 
si famille est pas~de_ailes 
et pouce_opposable est non 
alors genre est pas_de_pouce. 
si ordre est carnivore 
et doigts_ailes est non 
alors famille est pas_de_ailes. 
si classe est mamiferes 
et mange_viande est oui 
alors ordre est carnivore. 
si phylum est chaud et mamelles est oui 
alors classe est mamiferes. 
si superphylum est vertebre 
et sang_chaud est oui 
alors phylum est chaud. 
si vertebre est oui 
alors superphylum est vertebre. 
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question(vertebre, 
'Votre animal a-t-il une colonne vertebrale ?'). 
question(sang_chaud, 
'Votre animal a-t-il le sang chaud?'). 
question(mamelles, 
'La femelle de votre animal nourrit-elle son petit 
avec du lait ?'). 
question(mange_viande, 
'Votre animal mange-t-il de la viande rouge ?'). 
question(doigts_ailes, 
'Votre animal a-t-il des doigts ailes ?'). 
question(pouce_opposable, 
'Votre animal a-t-il un pouce opposable ?'). 
question(au_dessus_de_200, 
'Votre animal adulte pese-t-il plus de 200 Kg?'). 
question(terrestre,'Votre animal est-il terrestre ?'). 
197 
question(en_afrique,'Votre animal vit-il en Afrique?'). 
?- resout(type_animal est lion). 
Votre animal a-t-il une colonne vertebrale ? oui. 
Votre animal a-t-il le sang chaud ? oui. 
La femelle de votre animal nourrit-elle son petit 
avec du lait 
Votre animal 
Votre animal 
Votre animal 
Votre animal 
Votre animal 
Votre animal 
y es 
?-
Un Système Expert 
? • 
. ou~. 
mange-t-il de la viande rouge ? oui. 
a-t-il des doigts ailes ? non. 
a-t-il un pouce opposable ? non. 
adulte pese-t-il plus de 200 Kg ? oui. 
est-il terrestre ? oui. 
vit-il en Afrique ? oui. 
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Annexe 3 
Un exemple 
% 
% quick_hull(P, S), 
% determine d'eveloppe convexe S du polygone P 
% 
quick_hull( S , Conv_S 
quicksort( S, L ), 
longueur( L, N ), 
convexe( N, L, Conv S ), 
! . 
% le calcul d'un convexe -
% Cas triviaux 
% un point 
convexe( 1 , X , X ) . 
% deux points 
convexe( 2 , X , X ) • 
% trois points 
convexe ( 3 , [X, Y, Z] , [X, Z] ) :-
angle(X,Y,Z,no_turn). 
convexe ( 3 , [X, Y, Z] , [X, Y, Z] ) :-
angle(X,Y,Z,right_turn). 
convexe( 3 , [X,Y,Z] , [X,Z,Y] ) :-
angle(X,Y,Z,left_turn). 
% cas general 
convexe( N , S , Conv 
N > 3, 
·-. 
partitionner( S, Sl, S2, N, Nl, N2 ), 
convexe( Nl , Sl , Cl ), 
convexe( N2, S2, C2 ), 
union_convexe( Cl , C2 , Conv ) . 
% l'union de deux convexes donne un convexe 
union_convexe( Cl , C2 , Conv ) :-
merger( Cl, C2, S ), % S est presque convexe 
graham( S , Conv ) . % on le rend convexe 
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% reunion de deux convexes donne un polygone 
% presque convexe 
merger( Cl , C2 , S ) ·-
Cl = [ P 1 L ] 1 
%On cherche l'appuis de gauche 
merger_gauche( P, C2, Mc2 ), 
concat_list( Mc2 , C2 , N_2 )1 
%On cherche l'appuis de droite 
merger_droite( P 1 N_2 1 [ U 1 LD] , V ) 1 
%On cherche l'appuis de droite suivant 
merger_droite( U 1 Cl 1 Ll 1 T ) 1 
concat_list( Ll, ~Cl 1 Cl), 
concat_list( NCl, Ll, N_Cl ), 
%On cherche l'appuis de gauche suivant 
merger_gauche( V, N_Cl, L_l ), 
% on reunis les listes obtenues 
concat_list( LGl, [ P 1 LG2 ] , L 1 ), 
concat_list( [PILG2], [UILD] , Convl ), 
concat_list( Convl , LGl , S ) . 
% recherche d'un appuis droit 
merger_droite( P , [ Pl ] , [ Pl ] , Pl ) :- ! . 
merger_droite( P Pl P2 1 C2 ] , 
angle( P, Pl, P2, left turn ), 
! . 
Pl ] , Pl . -
merger_droite( P, [ Pl, P2 
merger_droite( P, [ P2 
C2 ] , [ P 1 Mc2 ] , V) :-
C2 ] , Mc2, V ) . 
% recherche d'un appuis gauche 
merger_gauche ( P , [ Pl ] , [ Pl ] ) :-! . 
merger_:gauche( P, Pl, P2 1 C2 ] , [Pl, P21 C2 ] ) :-
angle( P, Pl, P2, right_turn ), 
! . 
merger_gauche( P , Pl , P2 1 C2 ] , Mc2 ) :-
merger_gauche( P , [ P2 1 C2 ] , Mc2 ) . 
%Algorithme de Graham pour l'enveloppe convexe, 
%C'est lineaire ... sur la longueur du polygone 
graham( [ Start 1 Queue ] , Conv ) :-
graham_boucle( Start , [] , [StartiQueue] , Conv ) . 
graham_boucle( Start , Conv , [] , Conv) :- ! . 
graham_boucle( Start, Tete, Queue, Conv ) :-
modifier_liste( Start, Tete, N_tete, Queue, N_q), 
graham_boucle( Start , N tete , N_q , Conv ) . 
Friday 01 March 1991 
ENSMSE 
Un exemple 
ENSMSE 
Un.exemple 
Mise au point en Prolog 
%Gestion de cas particuliers pour l'algorithme 
% cas d'un tourne à gauche 
modifier_liste( Start , T , New_t , Q , New_q ) :-
concat_list( Q, T, [v, s_v, s_s_v 1 ] ), 
Q = [ V 1 V_q ] , 
angle( v, s_v, s sv, right_turn ), 
concat_list( T, [v], New t ), 
New_q = V_q, 
! . 
% cas de linearite de v, s_v, s_s_v, 
% on detruit le suivant de V, ie S V 
modifier_liste( Start , T , T , Q , New_q ) :-. 
concat_list ( Q , T , [ v , s_v , s s v 1 ] ) , 
Q = [ V 1 V_q ] , 
angle( v, s_v, s Sv, no turn ), 
V_q = [_IN_V_q], 
New_q = [VIN_V_q], 
! . 
% cas de tourne a droite, on recule 
% sauf si on est sur le point Start 
modifier_liste( S, [S], [S], [_1 N_q], N_q) :-
% il y a un bug, c'est normalement 
% modifier_liste( S, [S], [S], [T,_IN_q], [TIN_q] 
! . 
% on n'est pas sur Start 
modifier_liste( Start , T , New_t , Q , New_q 
concat_list( Ne,w_t, [X], T ), 
% il y a un bug, c'est normalement 
% Q = [ Y, 1 V_q ] , 
% New_q = [ X, Y 1 V_q ] . 
Q=[ IVq], 
New_q = [X 1 V_q ]. 
angle ( [Xl, Yl] , [X2, Y2] , [X3, Y3] , Angle ) :-
. -. 
X is Xl* (Y2-Y3) - X2 * (Yl-Y3) + X3 * (Yl-Y2), 
type_angle( X , Angle ) . 
type_angle( x left turn . - x < 0. . 
type_angle( 0 1 no turn ) . 
type_angle ( x right_turn . - x > 0. . 
longueur( [ ] 1 0 ) . 
longueur( [ x 1 L ] N . -1 . 
longueur( L 1 Nl ) 1 
N is Nl + 1. 
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partitionner( S , Sl , S2 , N , Nl , N2 ) :-
NN is N // 2, 
couper( NN, S, Sl, S2 ), 
longueur( Sl, Nl ), 
longueur( S2 , N2 ) . 
couper ( N , S , S 1 , S 2 ) · -
premier( S, sl, _s2, N ), 
traiter( _sl , _s2 , Sl , S2 ) . 
% traitement de cas particulier pour le partitionnement 
% en deux listes presque égales 
traiter( _sl, [ [X, ] , [X,Y] 1 s2] , Sl, S2) :-
concat_list( , [ [X,_] ] , _sl ), 
1 
• 1 
concat_list ( sl , [ [X, Y] ] , new sl ) , 
traiter( new sl , _s2 , Sl , S2 ) . 
traiter( sl, [ [X,Y] 1 S2], Sl, S2 :-
concat_list ( , [ [X, ] ] , sl ) , 
1 
. , 
concat_list( sl , [X, Y] , Sl ) . 
traiter( sl , _s2 , sl , s2 ) . 
premier ( S , [] , S , 0 ) . 
premier ( X 1 S ] , [ X Sl ] , S2 , N ) :-
NN is N - 1, 
premier( S , Sl , S2 , NN ) . 
% declaration de quick_sort des points d'un polygone 
quicksort ( [] , [] ) . 
quicksort([XIXs],Ys) :-
partager(Xs,X,Littles,Bigs), 
quicksort(Littles,Ls), 
quicksort(Bigs,Bs), 
concat_list(Ls, [XIBs],Ys). 
partager([XIXs],Y, [XILs],Bs) :-
inferieur( X, Y), 
partager{Xs,Y,Ls,Bs). 
partager([XIXs],Y,Ls, [XIBs]) :-
partager(Xs,Y,Ls,Bs). 
partager ( [] , Y, [] , [] ) . 
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[X2,Y2] ) :-
inferieur( [Xl,Yl] , [X2,Y2] ) ·-
Xl = X2, 
Yl < Y2. 
% l'append de deux listes ... 
concat_list ( [] ,L,L). 
concat_list([TIQ],L, [TIV]) :-
concat_list(Q,L,V). 
/* un test de convexe */ 
test ( s ) . -. 
L =[ 
[0, 0] 1 [2,0], 
[3, 1] 1 [0,2] 1 
[2, 2] 1 [5,2], 
[3, 4] 1 [51 4] 
] 1 
quick_hull( L, S ) . 
%exemple d'utilisation d'assertions evaluables 
% l'évaluation se fait par eux même 
% concat_list/3 ie append, c'est correct 
assertions(concat_list(X, Y, Z)) :-
concat_list(X, Y, Z). 
% longueur d'une liste 
assertions(longueur(X, Y)) ·-
longueur(X, Y). 
% séparation d'un liste en deux listes 
% longueur(Sl) = NN 
assertions(premier(S, Sl, S2, NN)) :-
premier(S, Sl, S2, NN). 
% calcul d'une valeur d'un angle 
assertions (angle (X, Y, z, T)) :-
angle(X, Y, Z, T). 
%type de l'angle 
assertions(type_angle( X, Angle)) ·-
type_angle( x, Angle ) . 
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% Debugging 
% 
Mise au point en Prolog 
Annexe 4 
Extensions 
% Réalisation des extensions de la méthode de Shapiro 
% pour la coupure, la négation, la détection de boucles 
% 
·- unknown(_,fail). 
%Echec sur l'inconnu 
:-compile(' .. /Prolog/buildin.pl'). 
% solve(But) méta-interprétation du but 
solve (But) :-
initialisation, 
meta_eval(But,Meta), 
time (_) , 
meta_wait(But,Meta). 
solve(_) :-
time(T), 
ecrire('-ntemps de resolution 
fail. 
-3d sec.-n' ,T), 
% Dialogue de fin de résolution 
% Il y a une solution. 
meta_wait(But,Meta) :-
Meta, 
ecrire('-nYes : -w-n', [But]), 
ecrire (' -n Solution juste ? ', []) , 
oui_non(false), 
ecrire('-n .... Diagnostic Recherche',[]), 
ecrire('-n .... d''une Clause fausse ... -n', []), 
asserta(false_solution), 
Meta. 
% Il n'y a pas de solution 
meta_wait(But,Meta) :-
% 
ecrire('-n Pas de solution sur le but',[]), 
ecrire (' -n -w. -n Ok ? ' , [But] ) , 
oui_non(false), 
asserta(no_solution), 
ecrire('-n .... Diagnostic Recherche',[]), 
ecrire (' -n .... d'' un but insatisfiable-n', []), 
Meta. 
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% predicats de tranformation des clauses 
% 
% transformation func( Arg ) --> func , arite , Arg 
% 
meta_func(Tete,Func,Arite,Arg) ·-
Tete= .. [Func!Arg], 
functor(Tete,Func,Arite). 
% 
% transformation Queue --> Meta. 
% Appel d'une meta_variable 
% 
meta_eval(X, (nonvar(X),meta_eval(X,M_X),M X)) :-
var (X), 
! . 
% 
% cas du Call 
% 
meta_eval(call(X), (nonvar(X),meta_eval(X,M),M)) :-
! . 
meta_eval(asserta(X),meta_asserta(X)) :-
!. 
meta_eval(assertz(X),meta_assertz(X)) :-
! . 
meta_eval(retract(X),meta_retract(X)) :-
! . 
meta_eval(clause(T,Q),meta_clause(T,Q)) :-
! . 
meta_eval(ancestors(X),meta_ancetre(X)) :-
! . 
meta_eval(abolish(F,Ar),meta_abolish(F,Ar)) :-
!. 
% conjonction 
% 
meta_eval((Al , A2), (Metal , Meta2)) :-
' 
. , 
meta_eval(Al,Metal), 
meta_eval(A2,Meta2). 
% cas du () -> () ; () . 
% 
meta_eval((A->B;C), (M_A->M_B;M C)) :-
1 
• 1 
meta_eval(A,M_A), 
Friday 01 March 1991 
ENSMSE 
Un exemple 
ENSMSE 
Un exemple 
Mise au point en Prolog 
meta_eval(B,M_B), 
meta_eval(C,M_C). 
% cas du () -> () 
% 
meta_eval((A->B), (M_A->M_B)) 
1 
• 1 
meta_eval(A,M_A), 
meta_eval(B,M_B). 
% disjonction 
% 
meta eval ( (Al ; A2), (Metal ; Meta2) ) ·-
1 
• 1 
meta_eval(Al,Metal), 
meta_eval(A2,Meta2). 
% cas du eut 
% 
meta_eval (! , ! , meta_cut ) ) :- ! . 
% cas de la negation 
% 
meta_eval(\+ But,\+ Meta_but) 
1 
• 1 
meta_eval(But,Meta_but). 
. -
% on est sur une des primitives du meta 
% 
meta_eval(But,But) :-
meta_definition(But), 
! . 
% cas des fonctions systemes 
% 
meta_eval(A,A) :-
predef_but (A), 
! . 
% defaut 
% 
meta eval(But,meta_call(But,Func,Arite,Arg)) 
meta_func(But,Func,Arite,Arg). 
% predicats de modification de la base 
% 
meta_abolish(F,Ar) :-
repeat, 
\+ retract((meta(F,Ar,_,_,_) :-_)), 
! . 
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meta_asserta(X) . -. 
traiter(X,Tete,Queue), 
meta_func(Tete,Func,Ar,Arg), 
meta_eval(Queue,meta_eval), 
asserta( 
( 
meta(Func,Ar,O,Arg,Queue) :-
meta_call_appel(Func,Ar,O,Arg), 
meta_eval, 
meta_call_reussit(Func,Ar,O) 
) ) . 
meta_assertz (X) . -. 
traiter(X,Tete,Queue), 
meta_func(Tete,Func,Ar,Arg), 
meta_eval(Queue,meta_eval), 
assertz ( 
( 
meta(Func,Ar,O,Arg,Queue) ·-
meta_call_appel(Func,Ar,O,Arg), 
meta_eval, 
meta_call_reussit(Func,Ar,O) 
)). 
meta_retract(X) :-
traiter(X,Tete,Queue), 
meta_func(Tete,Func,Ar,Arg), 
retract((meta(~unc,Ar,_,Arg,Queue) 
meta_clause(Tete,Queue) :-
meta_func(Tete,Func,Ar,Arg), 
clause(meta(Func,Ar,Arg, ,Queue},_). 
clause_num(F,Ar,Num) :-
retract(deja_vue(F,Ar,N)), 
Num is N + 1, 
asserta(deja_vue(F,Ar,Num)), 
! . 
clause_num(F,Ar,l) :-
meta_abolish(F,Ar), 
asserta(deja_vue(F,Ar,l)). 
% predicats d'appel d'un But. 
% 
meta_call(But,Func,Ar,Arg) :-
clause(false_solution,true), 
1 
• 1 
But, 
( 
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question_tous(But,true) 
-> true 
; 
meta(Func,Ar,Num,Arg, ), 
clause_fausse(But,Func,Ar,Num) 
% realisation 1 ... 
% En profondeur d'abord 
%meta_call(But,Func,Ar,Arg) :-
% clause(no_solution,true), 
% 
% 
% 
% 
% 
1 
• 1 
question_existe(But,true), 
meta(Func,Ar,_,Arg,_), 
but_faux(But,Func,Ar,Arg). 
% en largeur d'abord 
meta_call(But,Func,Ar,Arg) ·-
clause(no_solution,true), 
1 
• 1 
question_existe(But,true), 
( meta(Func,Ar,_,Arg,_) 
) . 
-> true 
; ecrire('-nBut insatisfiable 
abort 
% Cas général, pas de debug. 
meta_call(_,Func,Ar,Arg) :-
meta (Func,Ar,_,Arg,_). 
% On est sur une clause fausse 
clause_fausse(But,Func,Ar,Num) :-
clause(meta(Func,Ar,Num,Arg,Queue),_), 
N_but = .. [FunciArg], 
numbervars((N_but:-Queue),O,_), 
ecrire('-n Sur le but : -w' ,But), 
ecrire (' -n-n Clause fausse :', []) , 
-w-n', But), 
ecrire (' --:nPaquet "-w", clause -d', [ (Func/Ar), Num]), 
ecrire('-n-n -w-n', [(N_but:-Queue)]), 
abort. 
% On est sur un but faux 
but_faux(But,_,_,_) :-
% il existe une solution 
But, 
% elle est demontrable 
! . 
but_faux(_,Func,Ar,Arg) :-
% on continue sur ce but 
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meta(Func,Ar,_,Arg, ) . 
but_faux(But,_,_,_) ·-
% la solution n'est pas d'emont+able 
ecrire('-n=====> But insatisfiable: -w-n' ,But), 
abort. 
meta_call_appel(Func,Ar,Num_cl,Arg) :-
empiler_but(Func,Ar,Num_cl,Arg,Taille), 
meta_test_boucle(Func,Ar,Num_cl,Arg,Taille). 
meta_call_appel(Func,Ar,Num_cl,Arg) :-
depiler_but(Func,Ar,Num_cl,Arg,_), 
fail. 
meta call_reussit(Func,Ar,Num_cl) :-
depiler_but(Func,Ar,Num_cl,Arg,Taille), 
( 
true 
; 
empiler_but(Func,Ar,Num cl,Arg,Taille), 
fail 
) . 
empiler_but(Func,Ar,Num cl,Arg,Y) :-
retract(taille_pile_num(X)), 
Y is X + 1, 
asserta(taille_pile_num(Y)), 
asserta(meta_pile(Func,Ar,Num_cl,Arg,Y)). 
depiler_but(Func,Ar,Num_cl,Arg,X) :-
retract(taille_pile_num(X)), 
Y is x - 1, 
asserta(taille_pile_num(Y)), 
retract(meta_pile(Func,Ar,Num_cl,Arg,X)). 
meta_test_boucle(Func,Ar,Num_cl,Arg_2,X) 
Y is x // 2, 
meta_pile(Func,Ar,Num_cl,Arg_1,Y), 
similaire(Arg_1,Arg_2), 
% si les buts sont similaires 
1 
. ' 
But_1 = .• [Func1Arg_1], 
nurnbervars(But_1,0,_), 
message(But_1,'@ ', (X,Y)), 
nl, 
liste_buts (L), 
reverse(L,Rev_L), 
chercher_loop(Rev_L,Loop segment), 
ecrire_loop(Loop_segment), 
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abort. 
meta_test_boucle(_,_,_,_,_). 
liste_buts([ (Func,Ar,Num,Arg) IL]) :-
retract(meta_pile(Func,Ar,Num,Arg,_)), 
1 
. ' 
liste_buts(L). 
liste_buts ( []). 
chercher_loop([ButiSous_buts], [ButiSous_liste]) 
looping_liste(But,Sous_buts,Sous_liste), 
! . 
chercher_loop([_ISous_buts],Sous_liste) :-
chercher_loop(Sous_buts,Sous_liste). 
looping_liste((F,Ar,N,Arg_l), 
[ (F,Ar,N,Arg_2) 1_], [ (F,Ar,N,Arg_2)]) ·-
similaire(Arg_l,Arg_2), 
But = .. [F IArg_l], 
numbervars(But,O,_), 
ecrire('-n Looping -w -n-n' ,But), 
! . 
looping_liste(But, 
[Sous_butiListe], [Sous_butiSous liste]) ·-
looping_liste(But,Liste,Sous_liste). 
ecrire_loop([]). 
ecrire_loop([(F, ,Num,Arg) IL]) :-
But =. . [F 1 Arg], 
numbervars (But, 0, _) , 
ecrire (' 
But : -w, Clause : -d-n', [But,Num]), 
ecrire_loop(L). 
% test argument : Listl , List2 
% teste si Listl et List2 sont "similaires" 
similaire ( [], []). 
similaire ([Ali Ll], [A21 L2]) :-
test_argument(Al,A2), 
similaire(Ll,L2). 
% test_argument : Argl , Arg2 
% teste si Argl et Arg2 sont "similaires" 
test_argument(Al,A2) :-
atomic (Al) , 
1 
. ' 
Al == A2. 
test_argument(Al,A2) :-
var (Al), 
1 
• 1 
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var (A2) . 
test_argument(Al,A2) ·-. 
non var (A2) , 
functor(Al,F,Ar), 
functor(A2,F,Ar), 
structure_test(Al,A2). 
% Structure_test : Argl , Arg2 
% Teste si Argl et Arg2 sont identiques 
% ou si Argl est inclus dans Arg2 
structure_test(Al,A2) :-
Al = .. [_IArgl], 
A2 = .. [_1Arg2], 
similaire(Argl,Arg2), 
! . 
structure_test(Al,A2) :-
struct_member(Al,A2). 
% Struct member : Argl , Arg2 
% Teste si Argl est inclus dans Arg2 
struct_member(Al,A2) :-
numbervars(Al,O,N), 
numbervars(A2,0,N), 
Al = A2, 
! • 
struct_member(Al,A2) 
functor(A2,F,Ar), 
. -. 
A2 = . . [ F 1 Arg] , 
member ( Z, Arg) , . 
nonvar(Z), 
functor (Z,F,Ar), 
struct_member(Al,Z). 
meta_pile{But) ·-
meta_pile(Func,_,_,Arg,_), 
But= .. [Func[Arg]. 
% 
% predicats d'appel d'un predicat systeme 
% 
predef_but{But) :-
functor( But, Func, Ar), 
meta_build_in{ Func, Ar), 
! . 
predef_but{But) :-
current_predicate( , But), 
\+ predicate_property( But , interpreted ) . 
% predicats d'appel du eut 
meta eut. 
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meta eut :-
depiler_but(_,_,_,_,_), 
fail. 
% predicats d'envoi d'un message 
% meta trace. 
% 
message(But,Label,Num_cl) ·-
ecrire('-w-w [-w]', [Label,But,Num_cl]). 
ecrire(Form,Arg) ·-
format(Form,Arg). 
% predicats de question "Oracle". 
ground ( P ) :-
numbervars(P,O,O). 
var_list(X,L) :-
var_list(X,L, []). 
var_list (X, [X IL] ,L) ·-
var(X), 
!. 
var_list(T,Ll,L) :-
T =. . [ 1 Arg], 
1 
. , 
varlistl(Arg,Ll,L). 
varlistl([TIA],LO,L) :-
var_list(T,LO,Ll), 
varlistl(A,Ll,L). 
varlistl ( [], L, L) . 
list_to_and([],true) 
! . 
list_to_:and([X],X) :-
! . 
. -. 
list_to_and([XIXs], (X,Ys)) 
list_to_and(Xs,Ys). 
. -
liste_var(P,P_vars) :-
var_list(P,List), 
list_to_and(List,P_vars). 
une_instance(P,Q) . -. 
copy _ term (P, X) , 
copy_term (Q, Y), 
numbervars(X,O,_), 
X= Y. 
bag_of(X,P,S) :-
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bagof(X1P1S) 1 
! . 
bag_ of ( 1 1 [] ) • 
set_of(X1P1S) :-
setof(XIP1S)1 
! . 
set_of (_ 1 _1 []) • 
Mise au point en Prolog 
fact (P, V) :-
clause(solutions(P 1S),true) 1 
(member(P 1S) -> V=true; V= false). 
demander_solution(P 1S) ·-
bag_of(P,demander_solution(P)1S)1 
asserta(solutions(P 1S)). 
demander_solution(P) . -
ecrire('-nQuestion-n Sur le but: -w -nOk?' 1 [P]), 
oui_non(true), 
questionner(P). 
questionner(P) :-
numbervars(P,O,O), 
! . 
questionner(P) :-
liste_var(P,P_vars), 
repondre(P_vars). 
repondre(X) 
var(X), 
1 
. ' 
. -. 
ecrire('-nAvec 
read (X) . 
repondre((X,Y)) :-
repondre (X) , 
repondre (Y) . 
-w ? ' , [X] ) , 
question_existe(P,V) :-
copy_term (P, Q), 
clause(solutions(Q,S),truè), 
une_instance(P,Q), 
1 
. ' (member(P,S) ->V= true; V= false). 
question_existe(P,true) 
fact (P, true) , 
! . 
question_existe(P,V) . -. 
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demander_solution(P,S), 
( S=[] -> V=false; (S=[P],V=true) ) . 
question_tous( P, V 
ground ( P ) , 
question_existe( 
oui_non (Rep) :-
read (X), 
oui_non(X,Y), 
1 
. ' 
Rep = Y. 
oui_non(X) :-
p ' v ) . 
ecrire('Repondre par oui ou non',[]), 
oui _non (X) . 
oui_non(o,true). 
oui_non(oui,true). 
oui_non(y,true). 
oui_non(yes,true). 
oui_non('O' ,true). 
oui_non('Oui' ,true). 
oui_non('Y',true). 
oui_non('Yes' ,true). 
oui_non(n,false). 
oui_non(no,false). 
oui_non('N' ,false). 
oui_non('No' ,false). 
oui_non('Non' ,false). 
% predicats speciaux 
initialisation :-
abolish(false_solution,O), 
abolish(no_solution,O), 
abolish(solution,O), 
asserta(solution), 
abolish(taille_pile_num,l), 
asserta(taille_pile_num(O)), 
abolish(meta_pile,5). 
clear :-
abolish(solutions,2). 
init(File) ·-
time (_) , 
abolish(solutions,2), 
abolish(deja_vue,3), 
get_clause(Tete,Queue,File), 
meta_func(Tete,Func,Arite,Arg), 
\+ definition(Func), 
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clause_num(Func,Arite,Num), 
meta_eval(Queue,Meta), 
assertz((Tete:-Queue)), 
assertz ( ( 
meta(Func,Arite,Num,Arg,Queue) ·-
meta_call_appel(Func,Arite,Num,Arg), 
Meta, 
meta_call_reussit(Func,Arite,Num) 
) ) ' 
fail. 
init (_) :-
time (T), 
ecrire('temps de traitement ~3d sec.~n' ,T). 
init :-
tell('getclc'), 
listing, 
told, 
init('getclc'), 
tell (' getclc') , 
told. 
load ( (X, F) 
' • 1 
load(X), 
load (F) . 
load(F) :-
init(F). 
. -. 
get_clause( Tete , Queue , File ) :-
seeing (Input), 
meta_open(File), 
repeat, 
read(Terme), 
( 
; 
Terme = end_of_file, 
seen, 
see (Input) , 
' • 1 
fa il 
traiter(Terme, Tete, Queue) 
) . 
meta_open(F) :-
absolute file_name(F,Chemin), 
see (Chemin) , 
format('~n Chargement du fichier 
traiter ( :- ( But ) , :-
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1 
. ' 
But, 
fail. 
traiter(:-( Tete, Queue), Tete, Queue) :-
! . 
traiter(Tete,Tete,true). 
meta_definition(But) :-
functor(But,Func,_), 
definition(Func), 
! . 
time( T . -. 
statistics(runtime, [ IT]). 
member(X, [Xl_]). 
member(X, [_IL]) :-
member(X,L). 
append ( [] , L, L) . 
append ([X 1 Xs], L, [X 1 Res]) :-
append(Xs,L,Res). 
reverse(Ll,L2) :-
reverse(Ll, [],L2). 
reverse([],L,L). 
reverse ( [X 1 Ll] , L2, L3) :-
reverse(Ll, [XIL2],L3). 
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