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RENORMALIZATION OF ACTIVE SCALAR EQUATIONS
IBROKHIMBEK AKRAMOV AND EMIL WIEDEMANN
Abstract. We consider transport equations with an incompressible trans-
porting vector field. Whereas smooth solutions of such equations conserve
every Lp norm simply by the chain rule, the question arises how regular a
weak solution needs to be to guarantee this conservation property. Whereas
the classical DiPerna-Lions theory gives sufficient conditions in terms of the
regularity of the coefficients, with no regularity requirement on the transported
scalar, we give here sufficient conditions in terms of the combined regularities
of the coefficients and the scalar. This is motivated by the case of active
scalar equations, where the transporting vector field has the same regularity
as the transported scalar. We use commutator estimates similar to those of
Constantin-E-Titi in the context of Onsager’s conjecture, but we require novel
arguments to handle the case of Lp norms when p 6= 2.
1. Introduction
Let u : [0, T ]×Td → Rd be a divergence-free vector field. The transport equation
∂tθ + u · ∇θ = 0 (1)
is a fundamental ingredient in many mathematical models in fluid mechanics, for
instance in the two-dimensional Euler equations (where the vorticity is transported
by the flow), the semiquasigeostrophic (SQG) and incompressible porous media
(IPM) equations, which belong to the class of active scalar equations, or (when the
velocity is not necessarily divergence-free) in compressible fluid dynamics, where
the continuity equation represents the conservation of mass.
It is convenient to assume in addition∫
Td
udx = 0,
∫
Td
θdx = 0, (2)
which allows us to work in homogeneous function spaces.
The transport equation comes, at least formally, with infinitely many conserved
quantities: Indeed, if β : R→ R is any smooth function, then multiplication of (1)
with β′(θ) and application of the chain rule yields
∂tβ(θ) + u · ∇β(θ) = 0. (3)
Passing from the original equation (1) to equation (3) has been known (since the
seminal work [15]) as renormalization. It is an essential technique e.g. in the anal-
ysis of the Boltzmann equation [16] and in the theory of weak solutions of the
compressible Navier-Stokes equations [30, 23].
When θ is not Lipschitz, however, the use of the chain rule is no longer justified,
and many counterexamples to renormalization have been discovered [1, 14, 9, 2, 3,
12, 13].
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The situation is comparable for other classes of partial differential equations:
For scalar conservation laws of the form
∂tu+ divx F (u) = 0,
if β is a smooth function, then multiplication with β′(u) formally gives the com-
panion law
∂tβ(u) + divx q(u) = 0, (4)
for q satisfying q′ = β′F ′. If β is convex, it is called an entropy, and q is the corre-
sponding entropy flux. Also for this class of equations, the existence of nonsmooth
weak solutions that fail to satisfy (4) is classically known (shocks).
Systems of equations typically also admit companion laws, but not an infinite
number of them. For instance, the incompressible Euler equations formally satisfy
the local energy equality
∂t
|u|2
2
+ divx
[(
|u|2
2
+ p
)
u
]
= 0,
and this equality may be violated for irregular weak solutions [34, 35].
It has therefore been of great interest to provide sufficient conditions, in terms
of the regularity of solutions, that ensure the conservation of formally conserved
quantities in each of the mentioned cases. One can broadly distinguish two different
approaches to this problem: The theory of DiPerna-Lions for transport and conti-
nuity equations gives a Sobolev regularity condition on the transporting field u such
that every solution θ of (1) is renormalized, even when θ itself has no regularity
at all. Results of this type are extremely useful in cases where there are a priori
estimates on ∇u, but not on ∇θ, as it occurs e.g. for the compressible Navier-Stokes
system, or the two-dimensional Euler equations [21, 31] with vorticity in Lp.
On the other hand, in the presence of advection, the solution is transported
(vaguely speaking) by itself, or by a field with similar regularity as itself. This is
the case, for instance, for Euler and Navier-Stokes models, and for active scalar
equations. Then one should evenly split the required regularity between the quan-
tities appearing in the advective term. In the case of the incompressible Euler
equations, this leads to the famous Onsager exponent 1/3, and the prototypical re-
sult of this kind is in the work of Constantin-E-Titi [10] (see also Eyink [20]). There
it is shown that weak solutions of the Euler equations conserve energy provided they
possess fractional Besov differentiability of order greater than 1/3.
The method of Constantin-E-Titi has been refined and extended. In particular,
the Besov condition has been optimized [19, 8, 24], density-dependent systems like
the compressible Euler and Navier-Stokes systems have been considered [29, 22,
38, 17], general systems of conservation laws have been treated [27], and boundary
effects have been taken into account [32, 33, 5, 6, 18].
Here, we consider the problem of renormalization of the transport equation (1)
with β = | · |p, and we prove:
Theorem 1. Let u be weakly divergence-free and θ a weak solution of (1). Suppose
θ ∈ Lp1(0, T ; B˙α,∞p (T
d)) and u ∈ Lq1(0, T ; B˙β,∞q (T
d)), where
• 2α+ β > 1;
• 2
p
+ 1
q
= 1;
• 2 < p1 ≤
pd
(d−pα)+
, 1 ≤ q1 ≤
qd
(d−qβ)+
;
• 2
p1
+ 1
q1
< 1.
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Then, we have
∂t|θ|
r + u · ∇|θ|r = 0
for every r ≥ 1 for which |θ|ru is locally integrable.
See the next section for definitions of the relevant function spaces. A weak
solution of (1) is defined, as usual, in the sense of districutions, i.e. we require∫ T
0
∫
Td
(∂tϕ+ u · ∇ϕ)θdxdt = 0
for every test function φ ∈ C∞c ((0, T )×T
d). The maximal value of r can be explicity
determined in terms of p, p1, q, q1, α, β, see Lemma (8) below.
The main new difficulty compared to the mentioned previous works consists of
the fact that the term |θ|p−2, which will now appear in the commutator, is possibly
unbounded when θ assumes values close to zero (when p < 2) or close to ∞ (when
p > 2). This difficulty corresponds to the observation that the function | · |p is not
C2 in the range of θ, and this is precisely the reason why our case is not covered
by the general theory of Gwiazda et al. [27].
We specialise to the case of an active scalar equation. Such an active scalar
equation is (1) together with a nonlocal coupling
u = T [θ]; (5)
Here the operator T is represented in frequency space by a Fourier multiplier:
uˆ(ξ) = T̂ [θ](ξ) = m(ξ)θ̂(ξ), ξ ∈ Zd\{0}.
We assume thatm is an Lp multiplier (see [25, 26]). This class of equations includes,
in particular, the SQG and IPM equations. Then we have:
Theorem 2. Let θ be a weak solution of the active scalar equation (1) together with
the coupling (5). Assume thatm(ξ) is an L3 multiplier and θ ∈ Lp1([0, T ], B˙α,∞3 (T
d))
for 13 < α < 1 and p1 ≤
3d
d−3α . Then, we have
∂t|θ|
r + T [θ] · ∇|θ|r = 0
for every r ≥ 1 for which θ is locally in Lr+1((0, T );Td).
It is known that, at low regularity, the method of convex integration is applicable
to certain active scalar equations, and yields non-renormalized weak solutions; see,
for instance, [11, 37, 36, 28, 7]. The expected optimal exponent 1/3 has not yet
been reached in the construction of non-renormalized solutions.
As a final remark, let us point out that an alternative (and arguably slightly sim-
pler) proof than the one given here would proceed by an approximation argument,
replacing | · |p by a uniformly C2 function. The advantage of our proof, however,
is that it mostly does not depend on the existence of infinitely many conserved
quantities (except of course for the analyticity argument), and is thus transferable
to other problems. In particular, we are currently applying the techniques of this
paper to the compressible Euler equations with possible vacuum (in progress).
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2. Preliminaries
We derive some estimates in Besov spaces, which will be crucial later on. Through-
out this note we denote by Td the d-dimensional torus, i.e. the cube [−pi, pi]d with
the opposite edges identified: Td := Rd/(2piZ)d and functions defined on the torus
will thus be identified with periodic functions defined on Rd. Next, we introduce
a standard mollifier and its rescalings: Let η be a smooth function defined on Rd
satisfying the conditions η ∈ C∞(Rd), η ≥ 0,
η(x) =
{
c for |x| ≤ 12 ,
0 for |x| ≥ 1,
and ∫
Rd
η(x)dx = 1.
Furthermore, define
η˜ε(x) :=
1
εd
η
(x
ε
)
,
then clearly ∫
Rd
η˜ε(x)dx = 1
and supp(η˜ε) ⊂ Bǫ(0) = {|x| ≤ ε}. We denote by η
ε the natural periodic contin-
uation of the function η˜ε to Rd. So, ηε can be considered as it is defined on Td.
Then for an integrable function f defined on Ω := [0, T ]× Td and for (t, x) ∈ Ω we
denote the space mollification
f ε(t, x) := (ηǫ ∗ f)(t, x) :=
∫
Bǫ(0)
ηε(y)f(t, x− y)dy.
Obviously, f ε is a space-periodic function defined on [0, T ]× Rd. Thus, it can be
considered as a function on Ω. Moreover, f ε(t, ·) ∈ C∞(Td) for a.e. t ∈ [0, T ]. The
following relations are obvious and well-known:
θε = ηε ∗ θ, (6)
T [θε] = T [θ]ε, (7)
(∂u)ε = ∂uε, (8)
(divxu)
ε = divxu
ε. (9)
We briefly recall some properties of Besov spaces and their equivalent definition
in terms of the Littlewood-Paley decomposition. First, by assumption (2), for our
purposes it suffices to work in the homogeneous Besov space B˙α,∞p (T
d) (0 < α < 1,
1 ≤ p ≤ ∞), which consists of those functions f ∈ Lp(Td) that have mean zero,
and for which the norm
‖f‖B˙α,∞p (Td) = sup
y∈Td
‖f(·+ y)− f(·)‖Lp(Td)
|ξ|α
is finite. An equivalent definition of the Besov space can be given in Fourier space
in the following way: Let ω : Rd → R, 0 ≤ ω ≤ 1, be a smooth function such that
ω(ξ) =
{
1 for |ξ| ≤ 12
0 for |ξ| ≥ 1.
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We consider a partition of unity given by ω and ϕ(ξ) = ω(ξ/2)− ω(ξ):
ω(ξ) +
∞∑
ν=0
ϕ(λ−1ν ξ) = 1,
where λν := 2
ν . The Littlewood-Paley decomposition of a function f with zero
mean is then given as f =
∑∞
0 ∆kf , where
∆kf := F
−1
(
ϕ
(
λ−1k ·
)
fˆ
)
,
with the Fourier transform
fˆ(ξ) :=
∫
Td
e−2πi(ξ,x)f(x)dx
and the inverse Fourier transform
F−1(fˆ)(x) :=
∑
ξ∈Zd\{0}
e2πi(ξ,x)fˆ(ξ) = f(x).
The Besov norm can then be equivalently characterized as
‖f‖B˙α,∞p = sup
k≥0
2kα‖∆kf‖Lp
for α ∈ R, 1 ≤ p ≤ ∞.
Let us recall the embedding theorem for Besov spaces from [4], Proposition 2.20,
p. 64:
Proposition 3. Let 1 ≤ p1 ≤ p2 ≤ ∞. Then, the space B˙
α,∞
p1
is continuously
embedded in B˙
α−d
(
1
p1
− 1
p2
)
,∞
p2 .
Lemma 4. Let θ ∈ Lp(Td) and p ≥ s− 1 ≥ 1, then the inequality∥∥|θε|s−1∥∥
Lp(Td)
≤ C(q)ε−
d(s−2)
p ‖θ‖s−1
Lp(Td)
(10)
holds, where q := p(s−1)2−s−p+ps .
Proof. θε(·) is a smooth function defined on Td. We consider an estimate for the
norm of θε(·) by employing Young’s inequality
∥∥|θε(·)|s−1∥∥
Lp(Td)
=
(∫
Td
|θε(x)|p(s−1)dx
) 1
p
= ‖θε(·)‖s−1
Lp(s−1)(Td)
≤ ‖θ(·)‖s−1
Lp(Td)
‖ηε‖
s−1
Lq(Rd) ,
(11)
where 1
p(s−1) =
1
p
+ 1
q
− 1. But we have
‖ηε‖Lq(Rd) =
(∫
Bǫ(0)
∣∣∣∣ 1εd η (xε)
∣∣∣∣q dx
) 1
q
=
1
εd
(∫
B1(0)
εdη (x1)
q dx1
) 1
q
= C(q)εd(
1
q
−1) = C(q)ε−
d(s−2)
p(s−1)
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with
C(q) :=
(∫
B1(0)
η(x1)
qdx1
) 1
q
.
In view of the above results, we achieve the desired expression. 
Lemma 5. For any s ≥ 2, p > 2, 0 < α < 1, and θ ∈ B˙α,∞p (T
d) the following
inequality holds:
‖∇xθ
ε‖Lp(s−1)(Td) ≤ Cε
α− d(s−2)
p(s−1)
−1‖θ‖B˙α,∞p (Td). (12)
Proof. We use the following well-known inequality for any 0 < β < 1 and 1 ≤ q ≤
∞, cf. [10, 22]:
‖∇xθ
ε‖Lq(Td) ≤ Cε
β−1‖θ‖
B˙
β,∞
q (Td)
,
so that the choice q = p(s− 1), β = α− d(s−2)
p(s−1) yields
‖∇xθ
ε‖Lp(s−1)(Td) ≤ Cε
α−
d(s−2)
p(s−1)−1‖θ‖
B˙
α−
d(s−2)
p(s−1)
,∞
p(s−1)
(Td)
. (13)
Then by Proposition 3, we have
‖θ‖
B˙
α−d( 1p− 1p(s−1) ),∞
p(s−1)
(Td)
≤ C‖θ‖B˙α,∞p (Td).
This implies
‖θ‖
B˙
α−
d(s−2)
p(s−1)
,∞
p(s−1)
(Td)
≤ C‖θ‖B˙α,∞p (Td). (14)
Combining (13) and (14), we achieve the desired inequality (12). 
Integrating in time, we obtain
Corollary 6. For any s ≥ 2, 1 ≤ p2 ≤ ∞, p1 > 2, 0 < α < 1, and θ ∈
Lp2(0, T ; B˙α,∞p1 (T
d)), the following inequality
‖∇xθ
ε‖Lp2(0,T ;Lp1(s−1)(Td)) ≤ Cε
α− d(s−2)
p1(s−1)
−1
‖θ‖Lp2(0,T ; B˙α,∞p1 (Td))
(15)
holds.
Recall that a Fourier multiplier operator acts on a function f : Td → R via
T f = F−1(mfˆ),
where m : Zd → C is the symbol. The symbol is called an Lp-multiplier if T is
a bounded operator from Lp to itself. From the Fourier characterization of Besov
spaces, one can see that in this case T is also bounded from a Besov space into
itself. More precisely:
Proposition 7. Let T : Lp(Td) → Lp(Td) be an operator with symbol m(ξ). If
m is an Lp- multiplier then T : B˙α,∞p (T
d) → B˙α,∞p (T
d) is a bounded operator for
0 < α < 1 and 1 < p <∞.
Proof. Since m is an Lp multiplier,
‖T (2kα∆kf)‖Lp ≤ C‖2
kα∆kf‖Lp .
Therefore, we obtain
sup
k
∥∥T (2kα∆kf)∥∥Lp ≤ C sup
k
∥∥2kα∆kf∥∥Lp
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and thus
sup
k
∥∥2kα∆kT f∥∥Lp ≤ C sup
k
∥∥2kα∆kf∥∥Lp , (16)
as T is linear and commutes with ∆k. Hence we obtain
‖T f‖B˙α,∞p ≤ C‖f‖B˙α,∞p .

3. Analyticity
Here we will prove a Lemma which shows that the integral appearing in the
weak formulation of the renormalized transport equation is an analytic function
with respect to the renormalization exponent. For a complex number z ∈ C, we
write ℜz for its real part. We also use the notation
x+ :=
{
0, if x ≤ 0,
x, if x > 0.
Lemma 8. If θ ∈ Lp1loc((0, T ), L
p(Td)), with p ≥ p1 and u ∈ L
q1
loc((0, T ), L
q(Td)),
with q ≥ q1, p1 > 1 and
1
p1
+ 1
q1
≤ 1, then for any ϕ ∈ C∞c ((0, T )×T
d) the function
F (z) = −
∫ T
0
∫
Td
|θ|z (∂tϕ+ u · ∇ϕ) dxdt
is an analytic function on the strip 0 < ℜz < p1
q′1
, where q′1 is the dual expo-
nent to q1 e.g.
1
q1
+ 1
q′1
= 1. In particular, if θ ∈ Lp1loc(0, T ; B˙
α,∞
p (T
d)), u ∈
Lq1loc(0, T ; B˙
β,∞
q (T
d)), with p1 ≤
pd
(d−pα)+
, q1 ≤
qd
(d−qβ)+
, α > 0, and 2
p1
+ 1
q1
< 1,
then there exists a positive number γ > 0 such that F is an analytic function on
the strip 0 < ℜ(z) < 2 + γ.
Proof. We want to show that
F ′(z) =
∫ T
0
∫
Td
|θ(t, x)|z log |θ(t, x)| (∂tϕ+ u · ∇ϕ) dxdt
is a well-defined function. Note that for any fixed δ > 0, there exists C(δ) > 0 such
that the inequality
| log |y|| ≤ C(δ)(1 + |y|)2δ|y|−δ
holds for any y ∈ R \ {0}. We have
|F ′(z)| ≤ C
∫ T
0
∫
Td
|θ(t, x)|ℜz (1 + |θ(t, x)|)
2δ
|θ(t, x)|−δ |∂tϕ+ u · ∇ϕ|dxdt. (17)
For |θ| ≥ 1, we have
|θ|ℜz−δ (1 + |θ|)2δ ≤ 22δ|θ|ℜz+δ,
while, for |θ| ≤ 1, we obtain
|θ|ℜz−δ (1 + |θ|)
2δ
≤ 22δ|θ|ℜz−δ ,
further, let
z ∈ {∆ ≤ ℜz ≤
p1
q′1
−∆} for sufficiently small ∆ := 2δ.
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Using the above we have
|F ′(z)| ≤ C
∫ T
0
∫
Td
|θ(t, x)|ℜz (1 + |θ(t, x)|)
2δ
|θ(t, x)|−δ|∂tϕ+ u · ∇ϕ|dxdt
≤ C
∫
[0,T ]×Td∩{|θ|≥1}
|θ(t, x)|ℜz+δ |∂tϕ+ u · ∇ϕ|dxdt
+ C
∫
[0,T ]×Td∩{|θ|≤1}
|θ(t, x)|ℜz−δ |∂tϕ+ u · ∇ϕ|dxdt
≤ C
∫
[0,T ]×Td∩{|θ|≥1}
|θ(t, x)|
p1
q′
1
−∆+δ
|∂tϕ+ u · ∇ϕ|dxdt
+ C
∫
[0,T ]×Td∩{|θ|≤1}
|θ(t, x)|∆−δ|∂tϕ+ u · ∇ϕ|dxdt
≤ C
∫
[0,T ]×Td
(|θ(t, x)|δ + |θ(t, x)|
p1
q′
1
−δ
)|∂tϕ+ u · ∇ϕ|dxdt <∞
and note that the last integral converges. Thus the integral for F ′(z) converges
uniformly in {z ∈ C : ∆ ≤ ℜz ≤ p1
q′1
− ∆} and so there exists F ′(z) for any
z ∈ {0 < ℜz < p1
q′1
}. Consequently, F (z) is an analytic function on the strip
0 < ℜz < p1
q′1
.
For the “in particular” part of the lemma, observe that by Besov embedding
(Proposition 3), B˙αp,∞ embeds continuously into L
r with r := pd(d−pα)+ , and likewise
B˙βq,∞ embeds continuously into L
s with s := qd(d−qβ)+ (with the convention r = ∞
if the denominator is zero); by assumption, these exponents are not smaller than
p1 and q1, respectively, and so the first part of the Lemma applies. Since
2
p1
+
1
q1
< 1,
we obtain p1
q′1
> 2, and the conclusion follows.

4. Commutator estimates
Theorem 9. Let (θ, u) be a weak solution of (1) on (0, T ) × Td. Assume that
θ ∈ Lp1(0, T ; B˙α,∞p (T
d)), u ∈ Lp2(0, T ; B˙β,∞q (T
d)) with 2 < p1 ≤
pd
(d−pα)+
, p2 ≤
qd
(d−qβ)+
, 2
p
+ 1
q
= 1 and 2
p1
+ 1
p2
< 1, where 1 ≤ p, q ≤ ∞ and 0 < α, β < 1. Let
γ > 0 and 2α+ β > 1 + dγ
p
. Then, for any z ∈ S := {z ∈ C : 2 < ℜz < 2 + γ}, the
relation
∂t|θ|
z + divx(|θ|
zu) = 0 (18)
holds in the sense of distributions on (0, T )× Td.
Proof. By mollifying (1) with respect to spatial variables, we obtain
∂tθ
ε + divx(θu)
ε = 0. (19)
If θε is a weak solution to equation (19) then it has the weak derivative with
respect to t. Moreover, ∂tθ
ε belongs to L
p1p2
p1+p2 ([0, T ]×Td) under the conditions of
Theorem 9.
Note that if ℜz > 2, then |θε(t, ·)|z−1 sgn θε(t, ·) is a continuously differentiable
function on Td for a.e. t ∈ (0, T ).
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Let ϕ ∈ C∞c
(
(0, T )× Td
)
. The multiplication of ∂tθ
ε with z|θε|z−1 sgn θεϕ is
well-defined in the sense of distributions, owing to the condition 2+δ
p1
+ 1
p2
≤ 1 for
some positive number δ > 0. Thus multiplication of (19) with z|θε|z−1 sgn θεϕ and
integration over time and space gives∫ T
0
∫
Td
∂tθ
εz|θε|z−1 sgn θεϕdxdt+
∫ T
0
∫
Td
divx(θu)
εz|θε|z−1 sgn θεϕdxdt = 0.
Here we take ε > 0 small enough so that ε1 ≥ ε, where ε1 is chosen such that
suppϕ ⊂ (ε1, T − ε1)× T
d. The previous equation can be written as∫ T−ε1
ε1
∫
Td
∂tθ
εz|θε|z−1 sgn θεϕdxdt +
∫ T−ε1
ε1
∫
Td
divx(θ
εuε)z|θε|z−1 sgn θεϕdxdt
=
∫ T−ε1
ε1
∫
Td
divx (θ
εuε − (θu)ε) z|θε|z−1 sgn θεϕdxdt =: Rε.
Our goal is to prove that
lim
ε→0
Rε = 0.
Fix t ∈ (0, T ) and consider the integral defined by
Rε1(t) :=
∫
Td
divx (θ
εuε − (θu)ε) z|θε|z−1 sgn θεϕdx.
We can rewrite it as
Rε1(t) =
∫
Td
divx ((θ
ε(t, x) − θ(t, x))(uε(t, x) − u(t, x))) z|θε|z−1 sgn θεϕ(t, x)dx
−
∫
Td
divx
(∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
×[u(t, x− ξ)− u(t, x)]dξ
)
z|θε(t, x)|z−1 sgn θε(t, x)ϕ(t, x)dx =: I(t) + J(t),
and estimate
|I(t)| =
∣∣∣∣∫
Td
divx ((θ
ε − θ)(uε − u)) z|θε|z−1 sgn θεϕdx
∣∣∣∣
=
∣∣∣∣∫
Td
((θε − θ)(uε − u)) · ∇
(
z|θε|z−1 sgn θεϕ
)
dx
∣∣∣∣
≤
∣∣∣∣∫
Td
((θε − θ)(uε − u)) ·
(
z|θε|z−1 sgn θε∇ϕ
)
dx
∣∣∣∣
+
∣∣∣∣∫
Td
((θε − θ)(uε − u)) · ∇
(
z|θε|z−1 sgn θε
)
ϕdx
∣∣∣∣
=: |I1(t)|+ |I2(t)|.
We estimate I1(t) by the generalized Ho¨lder inequality
|I1(t)| ≤
∣∣∣∣∫
Td
((θε − θ)(uε − u)) ·
(
z|θε|z−1 sgn θε∇ϕ
)
(t, x)dx
∣∣∣∣
≤ |z|‖ϕ(t, ·)‖C1‖θ
ε(t, ·)− θ(t, ·)‖Lp(Td)‖u
ε(t, ·)− u(t, ·)‖Lq(Td)
∥∥|θε(t, ·)|ℜz−1∥∥
Lp(Td)
.
Now, we use the inequality
‖θε(t, ·)− θ(t, ·)‖Lp(Td) ≤ Cε
α‖θ(t, ·)‖B˙α,∞p (Td), (20)
10 I. AKRAMOV AND E. WIEDEMANN
which is stated e.g. in the paper [10]. Similarly, we have
‖uε(t, ·)− u(t, ·)‖Lq(Td) ≤ Cε
β‖u(t, ·)‖
B˙
β,∞
q (Td)
. (21)
In view of Lemma 4, (20) and (21), we obtain
|I1(t)|
≤ C|z|‖ϕ(t, ·)‖C1ε
α‖θ(t, ·)‖B˙α,∞p (Td)ε
β‖u(t, ·)‖
B˙
β,∞
q (Td)
ε−
d(ℜz−2)
p ‖θ(t, ·)‖ℜz−1
B˙
α,∞
p (Td)
≤ C|z|‖ϕ(t, ·)‖C1‖θ(t, ·)‖
ℜz
B˙
α,∞
p (Td)
‖u(t, ·)‖
B˙
β,∞
q (Td)
εα+β−
d(ℜz−2)
p .
Now, we integrate the last inequality over (0, T ). Since supp ‖ϕ(t, ·)‖C1 ⊂ (ε1, T −
ε1), we have∫ T
0
|I1(t)|dt ≤ C|z|‖ϕ‖C1ε
α+β−d(ℜz−2)
p
∫ T−ε1
ε1
‖θ(t, ·)‖ℜz
B˙
α,∞
p (Td)
‖u(t, ·)‖
B˙
β,∞
q (Td)
dt.
Since 2 < ℜ(z) < 2 + γ and 2+γ
p1
+ 1
p2
≤ 1, then by Ho¨lder’s inequality we get∫ T
0
|I1(t)|dt ≤ C|z|‖ϕ‖C1ε
α+β−d(ℜz−2)
p ‖θ‖ℜz
Lp1(ε1,T−ε1; B˙
α,∞
p (Td))
× ‖u‖
Lp2(ε1,T−ε1; B˙
β,∞
q (Td))
.
Now, we estimate I2(t) for fixed t:
|I2(t)| ≤ |z
2 − z|‖ϕ(t, ·)‖C
∫
Td
|(θε − θ)(t, x)||(uε − u)(t, x)||θε(t, x)|ℜz−2|
× |∇θε(t, x)|dx ≤ |z2 − z|‖ϕ(t, ·)‖C‖(θ
ε − θ)(t, ·)‖Lp(Td)
× ‖(uε − u)(t, ·)‖Lq(Td)
∥∥|θε|ℜz−2|∇θε|∥∥
Lp(Td)
.
By Ho¨lder’s inequality we obtain
∥∥|θε(t, ·)|ℜz−2|∇θε(t, ·)|∥∥Lp(Td) = (∫
Td
|θε(t, x)|p(ℜz−2)|∇θε(t, x)|pdxdt
) 1
p
≤(∥∥∥|θε(t, ·)|p(ℜz−2)∥∥∥
L
ℜz−1
ℜz−2 (Td)
‖|∇θε(t, ·)|
p
‖Lℜz−1(Td)
) 1
p
= ‖θε(t, ·)‖
ℜz−2
Lp(ℜz−1)(Td) ‖∇θ
ε(t, ·)‖Lp(ℜz−1)(Td) .
We take s := ℜz in Lemma 5 to deduce
‖θε(t, ·)‖
ℜz−2
Lp(ℜz−1)(Td) ≤ C(p)ε
− d(ℜz−2)
2
p(ℜz−1) ‖θ(t, ·)‖ℜz−2
Lp(Td)
. (22)
Combining (12) and (22), we obtain∥∥|θε(t, ·)|ℜz−2|∇θε(t, ·)|∥∥
Lp(Td)
≤ C(p)εα−1−
d(ℜz−2)
p ‖θ(t, ·)‖ℜz−1
B˙
α,∞
p (Td)
.
Thus, combining all obtained estimates we get
|I2(t)| ≤ C|z||z − 1|‖ϕ‖Cε
αεβ‖u(t, ·)‖
B˙
β,∞
q (Td)
εα−1−
d(ℜz−2)
p ‖θ(t, ·)‖ℜz
B˙
α,∞
p (Td)
= C|z||z − 1|‖ϕ‖C‖θ(t, ·)‖
ℜz
B˙
α,∞
p (Td)
‖u(t, ·)‖
B˙
β,∞
q (Td)
ε2α+β−1−
d(ℜz−2)
p .
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Finally, integrating the last inequality over (0, T ) similarly to the estimate for I1,
we arrive at∫ T
0
|I2(t)|dt ≤ C|z||z − 1|‖ϕ‖Cε
2α+β−1−
d(ℜz−2)
p ‖θ‖ℜz
Lp1(ε1,T−ε1; B˙
α,∞
p (Td))
× ‖u‖
Lp2(ε1,T−ε1; B˙
β,∞
q (Td))
.
Hence we obtain the estimate for I(t):∫ T
0
|I(t)|dt ≤ C(z)‖ϕ‖C1ε
2α+β−1−d(ℜz−2)
p
× ‖θ‖ℜz
Lp1([ε1,T−ε1], B˙
α,∞
p (Td))
‖u‖
Lp2([ε1,T−ε1], B˙
β,∞
q (Td))
.
(23)
Now, we consider an estimate for the second term J(t):
|J(t)| =
∣∣∣∣ ∫
Td
divx
(∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ
)
z|θε(t, x)|z−1 sgn θε(t, x)ϕ(t, x)dx
∣∣∣∣
=
∣∣∣∣ ∫
Td
∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ · ∇x
(
z|θε(t, x)|z−1 sgn θε(t, x)ϕ(t, x)
)
dx
∣∣∣∣
≤
∣∣∣∣ ∫
Td
∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ ·
(
z|θε|z−1 sgn θε∇xϕ
)
dx
∣∣∣∣
+
∣∣∣∣ ∫
Td
∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ ·
(
∇xz|θ
ε|z−1 sgn θε
)
ϕdx
∣∣∣∣
=: |J1(t)|+ |J2(t)|.
We estimate J1(t) by using the Cauchy-Schwarz and generalized Ho¨lder inequalities:
|J1(t)| ≤ |z|‖ϕ(t, ·)‖C1
∫
Td
∣∣∣ ∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ
∣∣∣|θε(x, t)|z−1dx
≤ |z|‖ϕ(t, ·)‖C1
∫
Td
∫
[−ε,ε]d
ηε(ξ)|θ(t, x − ξ)− θ(t, x)|
× |u(t, x− ξ)− u(t, x)|dξ|θε(x, t)|ℜz−1dx
≤ |z|‖ϕ(t, ·)‖C1
∫
Td
ηε(ξ)‖θ(t, · − ξ)− θ(t, ·)‖Lp(Td)
× ‖u(t, · − ξ)− u(t, ·)‖Lq(Td)
∥∥|θε(t, ·)|ℜz−1∥∥
Lp(Td)
dξ.
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Since θ ∈ B˙α,∞p , u ∈ B˙
β,∞
q for a.e. t ∈ [0, T ], we have
‖θ(t, · − ξ)− θ(t, ·)‖Lp(Td) ≤ |ξ|
α‖θ(t, ·)‖B˙α,∞p (Td)
and
‖u(t, · − ξ)− u(t, ·)‖Lq(Td) ≤ |ξ|
β‖u(t, ·)‖
B˙
β,∞
p (Td)
.
Observe that ∫
[−ε,ε]d
ηε(ξ)|ξ|α+βdξ = Cεα+β
as supp ηε ⊂ {ξ ∈ Rd : |ξ| < ε}. Hence, we have
|J1(t)| ≤ C|z|‖ϕ(t, ·)‖C1‖θ‖
ℜz
B˙
α,∞
p
‖u‖
B˙
β,∞
q
εα+β−
d(ℜz−2)
p .
Then we integrate the last inequality over [0, T ]:∫ T
0
|J1(t)|dt ≤ C|z|‖ϕ‖C1ε
α+β−
d(ℜz−2)
p
∫ T−ε1
ε1
‖θ(t, ·)‖ℜz
B˙
α,∞
p (Td)
‖u(t, ·)‖
B˙
β,∞
q (Td)
dt.
The last integral converges. Similarly, we estimate J2(t):
|J2(t)| =
∣∣∣∣ ∫
Td
∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ ·
(
z(z − 1)|θε|z−2∇xθ
ε(t, x)
)
ϕdx
∣∣∣∣
≤ |z||z − 1|‖ϕ‖C
∫
Td
∣∣∣ ∫
[−ε,ε]d
ηε(ξ)[θ(t, x − ξ)− θ(t, x)]
× [u(t, x− ξ)− u(t, x)]dξ · ∇θε(t, x)|θε(t, x)|z−2
∣∣∣dx
≤ |z||z − 1|‖ϕ‖C
∫
Td
∫
[−ε,ε]d
ηε(ξ)|θ(t, x − ξ)− θ(t, x)|
× |u(t, x− ξ)− u(t, x)|dξ|θε(t, x)|ℜz−2|∇θε(t, x)|dx
≤ |z||z − 1|‖ϕ‖C
∫
[−ε,ε]d
ηε(ξ)‖θ(t, · − ξ)− θ(t, ·)‖Lp(Td)
× ‖u(t, · − ξ)− u(t, ·)‖Lq(Td)
∥∥|θε(t, ·)|ℜz−2|∇θε(t, ·)|∥∥
Lp(Td)
dξ.
Using the previous inequalities and Lemma 5, we obtain
|J2(t)| ≤ C|z||z − 1|‖ϕ‖C ‖θ(t, ·)‖
ℜz
B˙
α,∞
p
‖u(t, ·)‖
B˙
β,∞
q
ε2α+β−1−
d(ℜz−2)
p .
Hence, ∫ T
0
|J2(t)|dt ≤ C|z||z − 1|‖ϕ‖C ‖θ‖
ℜz
Lp1([ε1,T−ε1],B˙
α,∞
p (Td))
× ‖u‖
Lp2([ε1,T−ε1],B˙
β,∞
q (Td))
ε2α+β−1−
d(ℜz−2)
p .
Thus ∫ T
0
|J(t)|dt ≤ C(z)‖ϕ‖C1 ‖θ‖
ℜz
Lp1([ε1,T−ε1],B˙
α,∞
p (Td))
× ‖u‖
Lp2([ε1,T−ε1],B˙
β,∞
q (Td))
ε2α+β−1−
d(ℜz−2)
p .
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In other words,∣∣∣∣∣
∫ T
0
∫
Td
∂tθ
εz|θε|z−1 sgn θεϕ− divx(θ
εuε)z|θε|z−1 sgn θεϕdxdt
∣∣∣∣∣
≤C(z)‖ϕ‖C1 ‖θ‖
ℜz
Lp1([ε1,T−ε1],B˙
α,∞
p (Td))
‖u‖
Lp2([ε1,T−ε1],B˙
β,∞
q (Td))
ε2α+β−1−
d(ℜz−2)
p .
In particular, since ℜz < 2 + γ, then∫ T
0
∫
Td
∂tθ
εz|θε|z−1 sgn θεϕ− divx(θ
εuε)z|θε|z−1 sgn θεϕdxdt = o(1)
as ε → +0, whenever 2α + β > 1 + dγ
p
. Since θε(t, ·), uε(t, ·) ∈ C∞(Td) for a.e.
t ∈ [0, T ] and divx(u
ε(t, ·)) = 0, we have
divx(θ
εuε)z|θε|z−1 sgn(θε) = divx(|θ
ε|zuε).
Consequently, integration by parts yields∫
Td
divx(θ
εuε)z|θε|z−1 sgn θεϕdx =
∫
Td
divx(|θ
ε|zuε)ϕdx
= −
∫
Td
|θε|zuε · ∇ϕdx.
On the other hand, by the chain rule it holds that∫ T
0
∫
Td
∂tθ
εz|θε|z−1 sgn θεϕdxdt −
∫ T
0
∫
Td
∂t|θ
ε|zϕdxdt = 0.
Therefore,∫ T
0
∫
Td
∂tθ
εz|θε|z−1 sgn(θε)ϕdxdt+
∫ T
0
∫
Td
divx(θ
εuε)z|θε|z−1 sgn θεϕdxdt
=
∫ T
0
∫
Td
∂t|θ
ε|zϕdxdt +
∫ T
0
∫
Td
divx(|θ
ε|zuε)ϕdxdt
= −
∫ T
0
∫
Td
|θε|z∂tϕdxdt−
∫ T
0
∫
Td
|θε|zuε · ∇ϕdxdt
= −
∫ T
0
∫
Td
|θε|z (∂tϕ+ u
ε · ∇ϕ) dxdt =: Fε(z).
From the above estimates that we obtained, we have
lim
ε→0
Fε(z) = 0.
On the other hand, as ε→ 0, |θε|z → |θ|z and uε → u, and thus
lim
ε→0
Fε(z) = F (z),
where
F (z) = −
∫ T
0
∫
Td
|θ|z (∂tϕ+ u · ∇ϕ) dxdt.

Note that if we set the test function ϕ(t, x) = φ(t) to depend only on the variable
t, then we obtain the following corollary on the global conservation of Lp norms:
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Corollary 10. Let a pair θ be a weak solution of the transport problem (1) on
(0, T )× Td. Assume that
θ ∈ B˙α,∞p , u ∈ B˙
β,∞
q for some 1 ≤ p, q ≤ ∞ and 0 < α, β < 1
such that 2
p
+ 1
q
= 1. Let γ > 0 and assume 2α + β > 1 + dγ
p
. Then, for any
z ∈ {z ∈ C : 2 < ℜz < 2 + δ}, the total conservation of Lz norm of θ is valid,
that is, ∫ T
0
φ′(t)
∫
Td
|θ|zdxdt = 0. (24)
5. Conclusion of main results
Using Lemma 8, we know that
F (z) :=
∫ T
0
∫
Td
(∂tϕ(t) + u · ∇ϕ)|θ|
zdxdt
is an analytic function on 1 < ℜz < r, where r is any exponent for which |θ|ru is
locally integrable in (0, T ) × Td. By Theorem 9, F = 0 on an open set, so that
Theorem 1 follows from the unique continuation principle for analytic functions.
Theorem 2 then immediately follows by Proposition 7.
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