Abstract. We consider different kinds of "pathological traps" for stochastic algorithms, thus extending a previous study on regular traps. An illustration is given by the complete proof of the convergence of a principal component analysis (PCA) algorithm when the eigenvalues are multiple.
1. Introduction. We consider the R d -valued stochastic algorithm, defined on a probability space (Ω, A, P):
where
• h is a continuous function from an open set G ⊆ R d to R d , • (γ n ) is a decreasing-to-zero deterministic real sequence satisfying
• (η n ) is a "small" stochastic disturbance. The ordinary differential equation (ODE) method (see [3] , [8] , [14] and others) associates the possible limit sets of (1) with the properties of the associated ODE dz dt = h(z).
When the algorithm is bounded, these sets are compact connected invariant and "chain-recurrent" in the Benaïm sense (see [2] ) for the ODE.
It is natural to think that, thanks to the random disturbance, the algorithm (1) avoids some of those limit sets which we shall call "traps."
The most simple limit sets of (1) (and (3)) are the "regular zeros of h": z * is a "regular trap of h" if z * is an isolated zero with a neighborhood where h is C 1 with a Lipschitz differential Dh, having at z * at least one eigenvalue with a positive real part. Such "regular traps" have been studied in [6] , [16] , and [25] .
The aim of this paper is to study some other compact connected chain-recurrent sets L such as
• periodic cycles for the ODE, • singular equilibria and other "repulsive regions,"
• connected sets of equilibria.
Our question is: "does {ω ; d(Z n (ω), L) → 0} have probability zero?" Throughout this paper, we shall always make the following assumptions. Assumptions A1. On the "small disturbance" η n+1 = c n (ε n+1 + r n+1 ), (4) where (c n ) is a nonnegative deterministic sequence such that
•γ n = O(c n ), Σc 2 n < ∞, and c n = 0 infinitely often, (5) • (ε n ) and (r n ) are R d -valued random vector sequences, defined on (Ω, A, P) adapted with respect to an increasing sequence of σ-fields (F n ) n≥0 and satisfying almost surely (a.s.) on {ω ; d(Z n (ω), L) → 0} E(ε n+1 |F n ) = 0 and Σ r n 2 < ∞.
Now we state our main results. The proofs will be given in the following sections. Then we will illustrate some results by the proof of the convergence of a PCA (principal component analysis) algorithm.
Symbols. We denote by • λ min (A), the smallest eigenvalue of the symmetric matrix A, • λ(A) (resp., λ(A)), the smallest (resp., largest) real part of eigenvalues of the matrix A,
• C, a generic positive constant whose value may change, • i.i.d., independent and identically distributed. The "ODE" will always be the ODE (3); a "solution" of the ODE, t → z(t), will be considered for t ≥ 0, z(0) being the initial condition.
Cyclic traps.
Here we extend the framework of a result of Benaïm [1] . Set L ⊆ G, a closed and periodic orbit, solution to the ODE (3). We assume that h is C 2 on a neighborhood of L and that L is a periodic and hyperbolic cycle having at least one characteristic exponent with a positive real part; we shall call such an L a cyclic trap.
Then we claim the following theorem. Theorem 1.1. Let L be a cyclic trap of the stochastic algorithm (1) under the Assumptions A1. Assume that h is C 2 on a neighborhood of L and that for some a > 2, a.s. on Γ(L), lim sup n E( ε n+1 a |F n ) < ∞ and lim inf
Then P (Γ(L)) = 0; the cyclic trap L is avoided by (1) . The proof of Theorem 1.1 is given in section 2.1.
1.2.
Repulsion and singular equilibria. In this section we introduce the notion of repulsive set. Definition 1. A compact connected set L which is invariant and chain-recurrent for the ODE will be called repulsive if there exists an r > 0 such that any solution to the ODE, (z(t)) t≥0 , starting from x ∈ L r \ L leaves L r within a finite time.
Some results will be given in section 2.2.3 for such general repulsive sets. The easiest case is the case of singular repulsive equilibria. z * is a singular equilibrium of h (or of the associated ODE) if it is an isolated zero of h (L = {z * }) such that h is C 1 on a neighborhood of z * , with a Lipschitz differential Dh verifying Dh(z * ) = 0. For those results we consider the algorithm (1) with
Theorem 1.2 (d-dimensional repulsive singular equilibrium). Set (1) under the Assumptions A1. We consider an isolated zero z * of h, repulsive for the ODE, h being C 1 on a neighborhood of z * with a differential Dh verifying Dh(z * ) = 0. Let us assume that a.s. on Γ(z * ) and for a > 4,
Then Γ(z * ) has probability zero. We prove Theorem 1.2 in section 2.2.1. In one dimension, we obtain the following proposition about singular, but not necessarily repulsive, equilibria. Proposition 1.3 (one-dimensional general singular equilibrium). Set (1) under the Assumptions A1 with d = 1. We consider an isolated zero z * of h such that on a neighborhood of z * ,
We assume that a.s. on Γ(z * ), (8) is verified with a > 2p p−1 . Then, if α > 0 and if p is odd, z * is a.s. avoided by (1). Otherwise, a.s. on Γ(z * ), when n → ∞,
and (Z n − z * ) has, for n large enough, a constant sign which is necessarily the same as (−α) when p is even.
This proposition is proved in section 2.2.2. For p = 2 and α > 0, the almost sure convergence rate,
has been obtained by Kersting [13] in a more restrictive framework and later by Wei [27] with a square integrable noise.
1.3. Connected sets of equilibria. Let L be a nonempty, compact, and connected part included in {h = 0}. It is a possible limit set of (1) .
Clearly, when L has a nonempty interior, the algorithm might get "bogged" in L, thus converging to a random point of L. Hence we only consider L with empty interior.
The following framework looks somewhat restrictive but it will be helpful for the proof of Theorem 3.1 on the principal component analysis. We set the following definition.
Definition 2. A compact connected set of equilibria L is called homogeneous if:
• on a neighborhood of L, h is C 1 and Dh is Lipschitz; • for all x ∈ L, R d is the direct sum of the repulsive subspace K r , associated to the eigenvalues of Dh(x) with a positive real part, and of the nonrepulsive subspace K a associated to the eigenvalues of Dh(x) with a nonpositive real part. And in a suitable basis B (the first vectors of B belong to K r and the others belong to K a ):
where J − (x) may depend of x but not on J + ; J + is repulsive (λ(J + ) > 0) and
n+1 the projection of ε n+1 on K r in the direction of K a . We claim the following result. Theorem 1.4. Assume that • L is a compact connected set of equilibria, homogeneous and nonattractive (K r = {0}),
• Assumptions A1 are satisfied,
The proof is given in section 2.3. By an adaptation of the Pemantle method [25] owing to Benaïm [1] , under the assumptions of Theorem 1.1, there exist a neighborhood V (L) of L and an R + -valued function η, defined on V (L), vanishing on W s (L) ⊃ L and satisfying the following properties.
•
where ∇η is the gradient of η. And for
• On V (L) W s (L), there exists a "right derivative" that we also denote Dη(x) and which associates to any vector v of R d :
This "derivative" is continuous, convex, and positively homogeneous.
there exist a linear subspace E 2 (x) of the repulsive directions and a linear subspace E 1 (x) of the stable directions satisfying
where v E2(x) is the component of v on E 2 (x) and u x a vector of E 2 (x) such that u x = c 1 > 0 (c 1 is the same constant as in (10)). Moreover, x → u x is continuous and
into the Grassmann manifold of linear subspaces of the appropriate dimension (see [1] ).
• There exist a k > 0 and a neighborhood of 0, U 0 , satisfying for all v of U 0 and for all x of V (L):
• There exists a λ > 0 such that for all x of V (L) and for all v of R d ,
and by (12) 
By (13), (14) , and (11),
We also obtain
Then,
On V (L), h(z) and Dη(z) are bounded. (e n ) and (ρ n ) are two random real sequences that are (F n )-measurable. By (6) and (7) a.s., on Γ N (L), (e n ) is a noise satisfying E(e n+1 |F n ) = 0 and lim sup
By (5), (6), and (7), a.
and Γ(L) has probability zero.
Proofs of results about singular traps and repulsive regions.
The basic tool in this section is an accompanying result of Benaïm and Hirsch [1] , [10] stated in Appendix 2 (section 4.2). Roughly speaking, this result states that under some conditions, (Z n ) and a given solution of the ODE (z(t)) t≥0 have the same asymptotic behavior.
Proof of Theorem 1.2 (d-dimensional repulsive singular equilibria).
Let V z * be a neighborhood of z * where Dh is Lipschitz and such that any solution of the ODE starting from V z * \ z * leaves V z * within a finite time. As Dh(z
Under the assumptions of Theorem 1.2, by Appendix 2, there exist on Γ(L) a random vector Y ∈ V z * and a positive random variable T such that the solution of the ODE t → z(t) starting from Y satisfies lim sup
where s n−1 = n−1 j=0 γ j ≃ g log n. Thus we cannot simultaneously have
by (16),
By Theorem A of [6] about the distribution of a regressive series, under properties (8) of the noise, P (Γ p ) = 0, and seeing that
Set t → z(t), a solution of the ODE, defined for t ≥ 0, with an orbit in W and the initial condition z(0) = y = z * :
Therefore, z(t) = z * , (z(t) − z * ) keeps the sign of (y − z * ), and h(z(t)) keeps the sign of α(y − z * ) p . Thus, for (y − z * )α > 0 and p even or for α > 0 and p odd, z(t) doesn't converge to z * .
In the other cases the convergence is slow because
By a similar argument as in section 2.2.1, we obtain on Γ(z * ) two random variables Y ∈ W and T ≥ 0 such that lim sup
• If p is odd and if α > 0, there is no solution of the ODE starting from a state distinct from z * in W and converging to z * . So P ({Y = z * } Γ(z * )) = 0. Then z * is avoided.
• In the other cases the convergence is possible, but for p even and for n large enough, α(Z n − z * ) < 0 on Γ(z * ). In addition, a.s. on Γ(z * ), for all δ < 1 2p ,
Since c is arbitrary in ]0, 1[ and s n−1 ≃ g log n, we have a.s. on Γ(z * ),
This almost sure convergence rate to z * is very slow.
Some more general repulsive regions.
In this section we give some properties of repulsive regions. First, we obtain a sufficient condition to claim that a region L is repulsive.
Proposition 2.1. Let L be a compact set connected and invariant for the ODE.
then L is repulsive in the sense of Definition 1.
Proof. Let L r be a neighborhood of L where h is C 1 , and by the continuity of the spectrum of Dh(z), there exists a constant λ > 0 such that
and for r small enough,
Set (ϕ t (x)) t≥0 as the solution to the ODE starting from x ∈ L r \ L and
Denote by Dϕ the differential of ϕ with respect to x. For t < τ and for all
And by (18) ,
Then for 0 < t < τ and for r > 0 small enough, by (19) ,
where a > 1. And for all integers k > 0,
as long as ϕ t (x) ∈ L r . This implies that ϕ t (x), t > 0, eventually leaves L r ; τ is bounded and L is repulsive. Now we still use the accompanying result of Appendix 2, so we assume that γ n = c n = g n with g > 0, and we denote by L 1 the closure of alpha and omega limit sets of points of L (as L is a compact connected chain recurrent set L 1 ⊆ L).
Then we obtain the following proposition. Proposition 2.2. Consider the stochastic algorithm (1) under Assumptions A1 and the following assumptions:
• h is C 1 on a neighborhood of L, and for all z ∈ L 1 ,
Then, if L is a repulsive region, there exist a random variable T and a solution to the ODE, t → z(t) (t ≥ 0) with values in the invariant set L such that, a.s. on Γ(L),
Proof. By Appendix 2, for r > 0 small enough, there exist a random variable Y ∈ L r and a positive random variable T such that lim sup
with z(0) = Y . But, as in section 2.2.1, L being repulsive, P (Y / ∈ L) = 0. So, if all solutions of the ODE included in L have limit sets in L 1 ⊆ L, the study of Γ(L) reduces to the study of Γ(L 1 ). For example, if L contains a finite number of equilibria, and if the solutions to the ODE included in L converge to one of these equilibria (it is the case of "equilibria cycles"; see [2] , [5] , and [8] ), we reduce the study of Γ(L) to the study of Γ(z * ) for z * equilibria of the ODE contained in L. When z * is regular this case was studied in [6] ; the case when we are not in the framework of singular traps is treated in Theorem 1.2. Example. Let (Z n ) be defined in polar components (ρ n , θ n ) by
and let L = {ρ = 1}. We assume that g is C 1 on a neighborhood of 1, g(1) = 0, ]. For the ODE, z 1 = (1, 0) and z 2 = (1, π) are two equilibria, and the circle L is a repulsive region. The proposition applies and a.s.
We have reduced the study of Γ(L) to the case of repulsive regular traps z 1 and z 2 . Thus Γ(L) has probability zero. 2.3.1. Linearization of the ODE. Let P be the change of basis matrix from the canonical basis to B. On B, we denote the decomposition of a vector v as
For y in a neighborhood of L, there exists x ∈ L such that y − x = d(y, L) and
where the function q + vanishes on x and its differential with respect to y + , D + q + also vanishes on x.
On a suitable neighborhood of
So the solution of the ODE starting from y satisfies
. Now we describe the linearization method (see Hartman [9, Corollary 5.2, p. 240]). We build recursively a sequence of functions (G n ) from K a to K r , by the relations
For all x ∈ L, there exists an r(x) > 0 such that for
Then, we infer that • G is C 1 in a ball B with a center x and a radius r(x), G(x) = 0, DG(x) = 0, and DG is Lipschitz on B;
• if y − x ≤ r(x), we set v = y − x and
Then ϕ(G(y − ), y − ) = 0 and ϕ(y) = (J + + ∆(y))(y + − G(y − )), with
We can cover L by a finite number of open balls, centered on x 1 , . . . , x q , belonging to L, and with radius r(x 1 ), . . . , r(x q ). Set r > 0 such that r < min{r(x 1 ), . . . , r(x q )}.
If y ∈ L r , there exists j, 1 ≤ j ≤ q, such that y − is in the ball with the center x j and the radius r(x j ).
and, setting on L r ,
then ϕ(G(y − ), y − ) = 0 and
Consequently, if t → z(t) is a solution of the ODE (3) which converges to L, setting u(t) = z + (t) − G(z − (t)), we obtain the repulsive ODE
Transformation of the algorithm. Set
As in [6, p. 401], by using a result of Lai and Wei [15] , it is enough to prove Theorem 1.4 with the more restrictive condition that there exist three constants, K < ∞, A > 0, and B < ∞ such that (20) , (21) , and (22), we obtain U n+1 = U n + γ n (J + + ∆ n )U n + c n (e n+1 + ρ n+1 ), with lim n ∆ n = 0, e n+1 = (P ε n+1 ) + − DG(Y − n )(P ε n+1 ) − , and (ρ n ) a sequence adapted with respect to F and verifying Σ ρ n 2 < ∞ a.s. on Γ(L).
On Γ(L), by the properties of G, DG(Y − n ) vanishes to 0, and by the assumptions on the noise, a.s. on Γ(L),
So Proposition 4 in [6] applies to (U n ) and P (Γ(L)) = 0. T is analyzed. We search for the j-dimensional principal subspace (1 ≤ j ≤ d), where the projection of this scatter plot is the best.
If λ 1 ≥ λ 2 ≥ · · · ≥ λ d > 0 are the eigenvalues of C, such a subspace has an orthonormal basis {V 1 , . . . , V j }, where V i is an eigenvector associated with λ i (1 ≤ i ≤ j).
For j unitary and orthogonal R d -vectors a 1 , . . . , a j , we denote by [a 1 . . . a j ] the j × d matrix whose column vectors are these vectors; M is the set of such orthonormalized matrices.
A PCA algorithm is intended for converging to [V 1 . . . V j ] ∈ M, where V i is an eigenvector associated with λ i (1 ≤ i ≤ j) .
In the framework of the study of linear neural network, Oja [12] , [20] naturally built a recursive PCA algorithm by suggesting the following method.
Assume that (X n ) is an i.i.d. sequence of points picked in the scatter plot with a uniform distribution. Then, if
at the nth step, it is natural, according to the neuronal intuition, to set
where S n+1 is a matrix which depends onZ n+1 and performs the Gram-Schmidt orthonormalization on the columns ofZ n+1 .
(γ n ) is a decreasing nonnegative deterministic sequence such as
We claim the following result.
, where W k ∈ S k for 1 ≤ k ≤ j, S k being the unit sphere of the eigensubspace associated to the eigenvalue λ k .
Previous results.
• The same algorithm was proposed by Benzécri [4] , and later by Lebart [17] . They use algebraic arguments. The case where j = 1 is entirely treated, but the generalization is just given roughly (see [4] ). With similar arguments Monnez [19] considers some analogous algorithms. He obtains the almost sure convergence of (Z 1 n ) to the subspace associated to λ 1 and, only in the case of the distinct eigenvalues, the almost sure convergence of (
• Independently, in the framework of the study of the neural behavior, Oja, Karhunen, Sanger, Hornick, Kuan, Becker, Williams, Ogawa, Wangviwattana, and others [11] , [12] , [20] , [21] , [22] , [23] , [24] , [26] , [28] consider similar algorithms.
For the sequence (Z 1 n ), we can find a partial proof in [12] when the eigenvalues have a unit multiplicity, and Delyon [7] treats the case of the multiple eigenvalues but without proving that the traps are avoided.
In the general case, and for the distinct and positive eigenvalues, Oja studies the ODE associated to (23) , (24) and determines its asymptotically stable zeros. Then, thanks to many simulations, he claims that the algorithm (23), (24) converges to these zeros, but without a theoretical proof.
We have chosen the Oja algorithm which better agrees with our framework and seems quite natural. It is a very suitable illustration of our previous study. Our method applies to other similar algorithms aforementioned.
3.3. Proof of Theorem 3.1. By (23) we obtain an algorithm which satisfies (25) with C n+1 = X n+1 X T n+1 . We denote by F n the σ-fields generated by X 1 , . . . , X n . Let B = {V 1 , . . . , V d } be an orthonormalized basis of eigenvectors of C, such that V k is a eigenvector associated to λ k , and let S k be the unit sphere of the eigensubspace F k associated to λ k . The algorithm (25) satisfies
and for 1 ≤ k ≤ j,
(ε n ) and (r n ) are two bounded random sequences that are (F n )-measurable and satisfy (6).
Step 1. Possible limit sets. Lemma 3.2. The possible limit sets L of solutions of the algorithm (26) are subsets of M such that, i being a map from {1, . . . , j} to {1, . . . , d}, z = [z
, where G i(k) is a compact connected set contained in S i(k) , the unit sphere of the eigensubspace
Proof of Lemma 1. Following [2] , we know that L is a compact connected subset of M, invariant and "chain-recurrent" for the ODE.
First, remark that h 1 (x) = 0(h 1 is given in (27) ) if and only if x is a unit eigenvector of C. So the connected components of {h 1 = 0} are contained in a unit sphere S i (1 ≤ i ≤ d) . If λ i has unit multiplicity, S i = {V i , −V i } and the corresponding connected components of {h 1 = 0} are
(it is the Lyapounov function used by Delyon in [7] ).
V (z 1 (t)) is nonnegative and decreasing. Then, V (z 1 (t)) converges to V ∞ when t → ∞ and h 1 (z 1 (t)) → 0. (z 1 (t)) has a limit set which is a connected component of {h 1 = 0} contained in S i(1) , one of the unit spheres described above.
But since L is chain-recurrent, for all t, z
As in (a), we infer that for a given integer i(k), z k (t) ∈ S i(k) for all t. We have proved by recurrence the characterization of L. Remark. By Lemma 3.2, the traps of the algorithm (26) correspond to (i(1), . . . , i(j)) = (1, . . . , j). We shall prove that these traps are regular if any eigenvalue has unit multiplicity while they are homogeneous flat traps in the sense of Theorem 1.4 for multiple eigenvalues.
Step 2. Proof of (i(1) . . . , i(j)) = (1, . . . , j). Now we prove the following result. Proposition 3.3. For C nonsingular with possibly multiple eigenvalues, the Oja algorithm (26) satisfies
where S k is the unit sphere of the eigensubspace F k associated to λ k .
Proof. Let L be defined as in Lemma 3.2. We proceed by recurrence to prove that (i(1) . . . , i(j)) = (1, . . . , j).
(1) First we consider j = 1 and
Assume that i(1) = p > 1 and S p = S 1 .
Let B be the orthonormalized basis described at the beginning of this section.
If S p , with a π-dimension, is generated by V j (1) , . . . , V j(π) , for p ≥ 1:
And for 1 ≤ k ≤ π and 1 ≤ k
By denoting
is a matrix π × π that is symmetric, semidefinite positive, and for z 1 ∈ S p ,
We are in the situation of Theorem 1.4 with L ⊆ S p , a nonattractive and homogeneous set of equilibria. Indeed, for all z 1 ∈ S p , K r is generated by
⊥ , J + is the matrix as aforesaid, and
To apply Theorem 1.4, it is enough to prove that the noise excitation is sufficient in the repulsive direction, i.e., with the same notations as in section 1.3 
and a.s., lim n Z 1 n , V k = 0. Hence
And since (ε n ) has a conditional moment with an order larger than 2, the excitation conditions are checked. P (Γ(L)) = 0 and the proposition is proved for j = 1.
(2) Assume that for 1 ≤ k ≤ j − 1, i(k) = k, and that i(j) = p > j and S p = S j . We have to prove that P (Γ(L)) = 0.
Consider M provided with B 1 = {M 11 . . . M jd }, where
Denote by 0 < α ρ < · · · < α 1 the distinct eigenvalues of C. By using the previous calculations, for 1 ≤ k ≤ j, if λ k = α r and if ν(r) is the multiplicity order of α r ,
where J(z k ) is a symmetric, semidefinite positive matrix ν(r) × ν(r) as J(z 1 ). So, for 1 ≤ k ≤ j −1, all the matrices ∆ k have nonpositive eigenvalues. For k = j, only the first block of ∆ j has some positive eigenvalues and it doesn't depend on z.
} is a compact connected set of equilibria, homogeneous and nonattractive. K r is generated by {M jj , M j(j+1) , . . . , M j(p−1) } and has a (p − j)-dimension, and
and by a similar calculation to (35), we obtain
So, by Theorem 1.4, P (Γ(L)) = 0.
Step 3. Proof of the a.s. convergence to a solution of the PCA. Knowing that d(Z k n , S k ) → 0, we have to show that, when λ k is multiple, Z k n converges to a random vector of S k .
(a) For a Q matrix d × d and Qx = 0, if we set ϕ(x) = Qx Qx , then
We shall prove that Dϕ(z)h(z) = 0.
and by (41), with Q = P 1 ,
Let I be the set of i such as λ i = λ j and i < j. Denote P = P j and ϕ i = ϕ(z 1 , . . . , z i ); then
Setting Qx = P x − i∈I P x, ϕ i ϕ i and using (41), we have
Now Qx = P x − i∈I P x, ϕ i ϕ i , and for k ∈ I,
and for j, Qz j = P z j − i∈I P z j , ϕ i ϕ i ∈ F j . Hence , converges, as does Σρ n+1 . It implies the a.s. convergence of ϕ(Z n ) to (W 1 , . . . , W j ), and thus by Proposition 3.3, of (Z n ) to (W 1 , . . . , W j ).
Appendices.
4.1. Appendix 1. Stochastic iterative inequality. Theorem 4.1 (of repulsion). Set (ζ n ), a positive sequence, defined on a probability space (Ω, A, P) provided with an increasing sequence of σ-fields (F n ) n≥0 and satisfying a.s. on an F ∞ -measurable set Ω 0 ⊆ Ω, ζ n+1 ≥ (1 + λγ n )ζ n + c n (ε n+1 + r n+1 ), (42) with λ > 0. We assume that
• (ε n ) and (r n ) are real random sequences, defined on (Ω, A, P), (F n )-measurable and satisfying (6) a.s on Ω 0 , and lim sup n E(ε 2 n+1 |F n ) < ∞ and lim inf n E(|ε n+1 ||F n ) > 0; (43)
• (γ n ) and (c n ) are real nonnegative deterministic sequences satisfying (2) and (5).
Then the event Ω 0 {ω ; ζ n (ω) → 0} has probability zero. Proof.
Step 1. It is sufficient to prove Theorem 4.1, assuming that a.s. on Ω, E(ε n+1 |F n ) = 0 and lim sup n E(ε See [15] and [6, p. 401] for the way to achieve this simplification.
Step 2. Set G = Ω 0 {ω ; ζ n (ω) → 0}. On G, ζ n+1 = (1 + λγ n )ζ n + c n (ε n+1 + r n+1 ) + c n U n+1
with (U n ) a random positive real sequence that is (F n )-measurable. Set Step 3. Prove that 
where s n = n j=0 γ j and the function t → z(t) is the solution to the ODE (3), defined on R + , such that z(0) = Y , and whose orbit is in W .
