The present paper is dedicated to the existence of global large solutions and incompressible limit for the compressible flow of liquid crystals under the assumption on almost constant density and large bulk viscosity. The result is based on the Fourier analysis and involves so-called critical homogeneous Besov spaces.
Introduction
Consider the compressible flow of liquid crystals in R n (n = where ρ is the density field, v is the velocity field, P is the pressure field and d valued in In the present paper, we are interested in (1.1) under the isentropic flow assumption:
The flow governed by (1.1) is basically a coupling of a compressible Navier-Stokes flow and a parabolic heat flow. When d ≡ constant, Eq. (1.1) reduces to the well-known NavierStokes equations for the compressible isentropic flow, which has been studied by many researchers (see [4, 5, 6, 9, 14] and the references therein).
The existence of global weak solutions of (1.1) in R 2 was obtained by Jiang et al. [15] under the assumption that the image of the initial data of d is contained in S 2 + . For the compressible nematic liquid crystal flow with d having variable degree of orientations, the global existence of weak solutions in R 3 has been obtained by [21] and [23] . Recently, inspired by the work of [17] on incompressible flow, the corresponding global finite energy weak solutions to (1.1) was proved in [18] . The local existence of strong solutions in R 3 has been studied by [12] and [13] . There are also many results dealing with the incompressible limit of compressible nematic liquid crystal flow. Hao and Liu [8] investigated the incompressible limit in the whole space and a bounded domain under the Dirichlet boundary condition. Ding et al. [7] studied the incompressible limit in bounded domain with periodic boundary condition. Wang and Yu [24] proved the incompressible limit for weak solutions in a bounded domain. For more study about the incompressible limit problem, one can refer to [2, 3, 19, 22] and the references therein.
Recently, Danchin and Mucha [6] established a technical method for the global solutions of incompressible equations as the limit (λ → ∞) of those of the compressible isentropic Navier-Stokes equations supplemented with arbitrary large initial velocity and almost constant density. Motivated by [6] , we study the global large solutions and incompressible limit for (1.1) with the stronger nonlinear external forcing terms div(∇d ⊙ ∇d − 1 2 |∇d| 2 I) and |∇d| 2 d. With the development of the method in [6] , we obtain global large strong solutions to (1.1) with respect to the bulk viscosity coefficient λ sufficiently large, any shear viscosity coefficient µ > 0 and the initial density ρ 0 being very close to a positive constant.
The limit of (1.1) as λ → +∞ is to be shown to the following system:
with the projector P = I − Q I − ∇∆ −1 div. Now, we state the main result of the present paper:
Suppose that (1.2) with the initial data V 0 = Pv 0 and D| t=0 = d 0 generates a unique global
with respect to a constant bound M. For µ > 0 and a constant C > 0, assume that the parameter ν is subject to the inequality
and
Without loss of generality, we will fix µ = 1 and so ν = λ + 2 in the proof of the result.
The rest of the paper unfolds as follows. In Section 2, we recall some basic facts of Littlewood-Paley theory and some basic estimates. The proof of the main result is detailed in Section 3, where the analysis is separated into three subsections for incompressible part estimates, compressible part estimates and combination estimates. A blow-up criterion is examined in the Appendix.
Preliminaries
Denote by C a generic constant, which may vary from line to line. The symbol F represents the Fourier transform in S ′ (R n ), the space of tempered distributions in R n . Let ϕ be a nonnegative smooth function supported in an annulus of R n so that
Therefore the homogeneous dyadic blocks are defined aṡ
holds true. Hence we have the homogeneous Besov spacė
For convenience, we use the symbols
It is readily seen that there holds the interpolation inequality:
We will also repeatedly use the following Bernstein inequality:
C an annulus of R n and C a generic constant independent of the scale parameter σ > 0.
Moreover, we will use the following pointwise product law [25, Lemma 2.7]
and the commutator estimate [1, Remark 2.102]
Proof of Theorem 1.1
In this section, the global wellposedness of (1.1) will be established by extending a local solution through global in time a priori estimates and a continuous criterion. In the rest of this paper, we focus on the global in time a priori estimates.
For the local solution initially from the data a 0 , v 0 , d 0 given in Theorem 1.1, we can simply follow a local solution method from Danchin [4] or Hu and Wu [10] to obtain the local wellposedness of system (1.1):
2,1 (R n ) with n = 2, 3 and 1 + inf x∈R n a 0 (x) > 0. Then there exists a positive time T * so that (1.1) has a unique solution
Moreover, if T * is the maximal time of existence to this solution and T * < ∞, then one has
Thus the proof of the existence and uniqueness assertion of Theorem 3.1 is omitted.
However, the demonstration of the blow-up criterion (3.1) is shown in Appendix.
We also assume that the system (1.2) generates a global large solution with initial data
In fact, this assumption can be verified from [20] and [25] . More precisely, if the initial data Pv 0 and d 0 satisfy a smallness condition, we can get
Moreover, we assume
With the aid of Theorem 3.1, it remains to show global in time a priori estimates.
The proof is divided into three subsections. By applying the operators P and Q to decompose the system (1.1) into the incompressible part and the compressible part, the estimates for the incompressible part is given in the first subsection, while the estimates of the compressible part is shown in the second subsection. Then the combination of the two parts estimates for producing desired global in time energy estimates is given in the last subsection.
Estimates for the incompressible part
Applying P to the second equation in (1.1) and the first equation in (1.2) respectively, then making the difference between the equations of (Pv, d) and those of (V, D), we get the
Similarly, applying Q to the second equation in (1.1) and assuming P ′ (1) = 1, we get the
with
For the estimates of the incompressible part, we use the notation:
Applying∆ j to the second equation in (3.2) gives
Taking L 2 inner product with∆ j δ and using integrating by part imply that
By (2.4), we have
Inserting (3.10) into (3.9) and employing the embedding propertyḂ
By (2.3), we have
Similarly, it follows from (2.3), the Hölder inequality, interpolation inequality (2.1) and the
Young inequality that
The combination of (3.12), (3.13) and (3.11) implies
(3.14)
Following the derivation of (3.10), we deduce from the first equation of (3.2) that
Now we deal with the individual terms of H 1 . Firstly, from (2.3), we have
Similarly, by (2.3) and the interpolation inequality (2.1), we have
from which we can get
By using a similar derivation of estimates (3.16) and (3.18), one infer that (3.20) and
By the estimates (3.16)-(3.21), Eq. (3.15) becomes that
Assume from now on that X n (T) ≪ ν. Summing up the estimates (3.14) and (3.22) and choosing ε small enough give that
and so, by the Gronwall inequality,
Estimate for the compressible part
In fact, the compressible part (3.3) without the term
is the same with that of the compressible Navier-Stokes equations in [6] . From (2.3) and the interpolation inequality (2.1), we have
Step 2]) that
).
Hence, from the Gronwall inequality, we have
Completion for the proof of Theorem 1.1
We claim that if ν is large enough then one may find a large γ and a small η so that for all T < T * , the following bounds are valid:
Assuming that
one deduce from (3.23) and (3.24) that
A simple computation gives
and thus,
Assumption in addition that
one can deduce from (3.27) and (3.28) that
Making further assumption that
We first define
an then let
For a suitable large constant C, taking 
Thus, combining with the continuation criterion recalled in (3.1), one can conclude that 
Under the assumption (A.1), it thus remains to show the existence of a bound C depending
To do so, we get from the first equation in (1.1) that
Applying∆ j to the previous equation gives
Taking L 2 inner product with∆ j a and then integrating in time on [0,
Multiplying by 2 n 2 j to the previous equation and then summing up the resultant equation with respect to j ∈ Z, we can get from (2.3) and (2.4) that
This, together with the Gronwall inequality, implies that 
