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Singularities of Convex Improper AffineMaps
Marcos Craizer
Abstract. In this paper we consider convex improper affine maps of the
3-dimensional affine space and classify their singularities. The main tool
developed is a generating family with properties that closely resembles
the area function for non-convex improper affine maps.
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1. Introduction
Improper affine spheres are surfaces in R3 whose affine normal vector field is
constant. This type of surfaces has many interesting properties and is being
studied for a long time ([1],[2]). Improper affine maps are improper affine
spheres with some admissible singularities. They were first considered in [7]
in the convex case and in [8] in the non-convex case.
Every non-convex improper affine map can be obtained from a pair of planar
curves. Denoting by m the mid-point of a chord and by f the area of the
planar region bounded by this chord, the two curves and another fixed chord,
(m, f) is a non-convex improper affine map whose singular set projects into
the Wigner caustic of the pair of curves ([9]). The singular set of a non-convex
improper affine maps was studied in [4], where it is proved that generically
it consists of cuspidal edges and swallowtails.
In this work we are concerned with the convex case. In [7], it is proved that
any convex improper affine sphere can be obtained by the following construc-
tion: Consider a planar map x(s, t) = (A(s, t), B(s, t)) whose coordinates A
and B are harmonic functions. Let C(s, t) and D(s, t) be conjugate harmon-
ics of B(s, t) and −A(s, t) in such a way that B + iC and A − iD become
holomorphic. Denote by g(s, t) a function whose gradient with respect to x
is (C,D). Then q = (x, g) is a convex improper affine sphere. Admitting
singularities, the map q is called a convex improper affine map.
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We shall study the singular set of a convex improper affine map. The singular
set of the planar map x is well-known: Generically it admits regular singular
points and cusps. The main result of this paper is that the corresponding
singular points of the improper affine map are cuspidal edges and swallowtails.
The main tool used in proving our results is the construction of a generating
family. In the non-convex case, the generating family is the area function
and was studied in [6]. The generating family that we construct here for the
convex case has not an obvious geometric meaning, but was inspired by the
area function of the non-convex case.
The paper is organized as follows: In section 2 we recall the representation
formula for convex improper affine maps. In section 3 we discuss the well-
known results concerning singularities of the planar map. Section 4 contains
the main calculations of the paper: we define the generating family and prove
many of its properties. In section 5 we classify the singularities of the convex
improper affine maps.
Acknowledgements: The author wants to thank CNPq for financial support
during the preparation of the paper.
2. Improper affine maps
Consider a pair of holomorphic maps (s, t) → A(s, t) − iD(s, t) and (s, t) →
B(s, t) + iC(s, t), for (s, t) in some simply connected domain Ω ⊂ R2. Thus
we have As = −Dt, At = Ds, Bs = Ct and Bt = −Cs. Denote by
x(s, t) = (A(s, t), B(s, t))
the planar map and by
c(s, t) = (−D(s, t), C(s, t))
the conjugate map. The derivatives xs = (As, Bs), xt = (At, Bt), cs =
(−Ds, Cs), ct = (−Dt, Ct) satisfy the conditions xs = ct and xt = −cs. For
any vectors u, v ∈ R2, denote by [u, v] the determinant of the matrix whose
columns are u and v. Let
δ(s, t) = [xs, xt] = AsBt −AtBs.
Lemma 2.1. There exists a function g : Ω → R whose symplectic gradient
with respect to x is c, i.e., {
gs = [xs, c]
gt = [xt, c]
(2.1)
The function g is uniquely defined by x and c up to an additive constant. At
points (s, t) such that δ(s, t) 6= 0, the map q = (x, g) is an improper affine
sphere. Admitting singularities, the map q = (x, g) is an improper affine map.
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Proof. The function g must satisfy (2.1). Thus (gs)t = [xst, c] = (gt)s. Since
Ω is simply connected, the existence of g is proved. Now{
qs = (xs, [xs, c])
qt = (xt, [xt, c]) .
Considering the transversal vector field ξ = (0, 0, 1), we shall decompose the
second derivatives of q in the basis {qs, qt, ξ}. We have

qss = (xss, [xss, c])− (0, [xs, xt])
qtt = (xtt, [xtt, c])− (0, [xs, xt])
qst = (xst, [xst, c]).
The coefficients of ξ in this decomposition determine a metric
h = −
[
[xs, xt] 0
0 [xs, xt]
]
such that the corresponding volume form is ωh =
√
|det(h)| = |[xs, xt]|.
Since this volume form coincides with [qs, qt, ξ], we conclude that ξ is in fact
the Blaschke affine normal vector, and so q = (x, g) is an improper affine
sphere. 
Example 1. Let A(s, t) = s+ s
2−t2
2 , B(s, t) = st− t, C(s, t) =
t2−s2
2 + s and
D(s, t) = −st− t. Then
gs = s+
s2−t2
2 −
s(s2+t2)
2
gt = t− ts−
t3
2 −
ts2
2
and thus
g(s, t) =
s2 + t2
2
+
s3
6
−
s4 + t4
8
−
st2
2
−
s2t2
4
.
Remark 2.2. If we add a constant (k1, k2) to (C,D), then the new g will be
obtained from the original by the sum of k1A(s, t) + k2B(s, t).
Remark 2.3. In [7], the following representation formula for improper affine
spheres with definite metric is proved: Given two holomorphic functions
F (z) = F1(z) + iF2(z) and G(z) = G1 + iG2(z), write{
x = F +G = (F1 +G1, G2 − F2)
n = F −G = (F1 −G1,−G2 − F2)
We can pass from this formula to the one described above by taking, for
z = s + it, A(s, t) = F1 + G1, B(s, t) = −F2 + G2, C(s, t) = F1 − G1,
D(s, t) = −G2 − F2.
3. Singularities of the planar map
The singular set S is defined by the equation δ(s, t) = 0. We shall assume
that (δs, δt) 6= (0, 0) so that S is a regular curve. This condition imply in
particular that the jacobian matrix of x has rank 1, for any (s, t) ∈ S.
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Fix a particular (s, t) ∈ S. By a rotation in the (s, t)-plane we may assume
that δs(s, t) 6= 0 and δt(s, t) 6= 0. Thus, in a neighborhood of (s, t), we may
parameterize S by s or t. Since (xs(s, t), xt(s, t)) 6= (0, 0), we shall assume
without loss of generality that xt(s, t) 6= 0. Under this assumption, we choose
s as a parameter for the singularity set S.
Consider a parameterization (s, τ(s)) of S and define α(s) by
xs(s, τ(s)) + α(s)xt(s, τ(s)) = 0 (3.1)
at points of S.
Theorem 3.1. The following holds:
1. If α(s) 6= τs(s) then x(S) is smooth at x(s, τ(s)).
2. If α(s) = τs(s) but α
′(s) 6= τss(s), then x(S) has an ordinary cusp at
x(s, τ(s)).
We refer to [10] for this well-known theorem. Nevertheless, in section 4 we
shall give another proof of this result.
Example 2. Taking A(s, t) = s+ s
2−t2
2 and B(s, t) = st− t as in example 1,
we get δ = s2+ t2− 1. Thus the singularity set S is the unit circle. For t 6= 0,
τs = −
s
t
and α(s) = 1+s
t
. Thus α(s) = τs(s) only for s = −
1
2 , t = ±
√
3
2 , and
hence x(S) is regular for s 6= − 12 , t 6= 0. For s = −
1
2 , α
′(s) 6= τss and so x(S)
has an ordinary cusp at these points.
For t = 0, we cannot use s as a parameter for S, and so we use t. Then
α(t) = 0 if and only if s = 1. Thus x(S) is regular for s = −1. For s = 1,
α′(t) 6= τtt and so x(S) has an ordinary cusp at this point (see figure 1).
0 1
Figure 1. The image of the singularity set of example 2 by
the planar map.
4. Generating family
We shall study the behavior of the map q = (x, g) near a singular point
(s0, t0). As explained above, we may assume, without loss of generality, that
xt(s0, t0) 6= 0. By remark 2.2, we may add a constant (k1, k2) to c(s, t) and the
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new map g will be obtained from the original by adding a smooth function,
and thus the type of singularity remains the same. Thus we may assume that
[xt(s0, t0), c(s0, t0)] 6= 0. (4.1)
From now on we shall assume that (4.1) holds and δt 6= 0.
In what follows we shall use the symbol x with a double meaning: as a
function of (s, t) and as a variable in itself. We hope that this will not cause
any confusion to the reader.
Lemma 4.1. We can define a function t = t(s, x) in a neighborhood I×J×U
of (s0, t0, x0), x0 = x(s0, t0), implicitly by the relation
[x− x(s, t), c(s, t)] = 0. (4.2)
Proof. Let I0 × J0 ⊂ E be a neighborhood of (s0, t0) and U0 ⊂ R
2 be a
neighborhood of x0. Define F : I0 × J0 × U0 → R by
F (s, t, x) = [x− x(s, t), c(s, t)] .
Then
∂F
∂t
= −[xt(s, t), c(s, t)] + [x− x(s, t), ct(s, t)]
is not zero at (s0, t0, x0). By the implicit function theorem, the equation
F (s, t, x) = 0 define t as a function of (s, x) in a neighborhood I × J × U of
(s0, t0, x0), where I ⊂ I0 is a neighborhood of s0, J ⊂ J0 is a neighborhood
of t0 and U ⊂ U0 is a neighborhood of x0. 
Define the generating family G : I × U → R by
G(s, x) = g(s, t(s, x)), (4.3)
where t = t(s, x) is defined implicitly by equation (4.2). The goal of this
section is to prove the following theorem:
Theorem 4.2. Take (s, x) ∈ I × U :
1. (s, x) is an A1 point for G if and only if x = x(s, t) and δ(s, t(s, x)) 6= 0.
2. (s, x) is an A2 point for G if and only if x = x(s, t), δ(s, t(s, x)) = 0
and ∂
∂s
δ(s, t(s, x)) 6= 0, or equivalently, α(s) 6= τs(s). Moreover, the
unfolding G is versal at this point.
3. (s, x) is an A3 point for G if and only if x = x(s, t), δ(s, t(s, x)) = 0,
∂
∂s
δ(s, t(s, x)) = 0 and ∂
2
∂s2
δ(s, t(s, x)) 6= 0, or equivalently, α(s) = τs(s)
and α′(s) 6= τss(s). Moreover, the unfolding G is versal at this point.
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4.1. Singular set of the generating family
Differentiating (4.2) with respect to s we obtain
−
[
∂
∂s
x(s, t), c(s, t)
]
+
[
x− x(s, t),
∂
∂s
c(s, t)
]
= 0. (4.4)
Now
Gs(s, x) = gs + gtts = [xs + xtts, c] =
[
∂
∂s
x(s, t), c(s, t)
]
, (4.5)
and so (4.4) implies that
Gs(s, x) =
[
x− x(s, t),
∂
∂s
c(s, t)
]
. (4.6)
Proposition 4.3. Gs(s, x) = 0 if and only if x = x(s, t).
Proof. Denote M = {(s, x) ∈ I × U | x = x(s, t(s, x))} and N = {(s, x) ∈
I × U | Gs(s, x) = 0}. Then M and N are smooth surfaces and, from (4.6),
M ⊂ N . By reducing the neighborhood if necessary, we can conclude that
M = N . 
Lemma 4.4. For any (s, x),[
∂
∂s
x(s, t),
∂
∂s
c(s, t)
]
= −(1 + t2s)δ(s, t). (4.7)
Proof. We have that ∂
∂s
x(s, t) = xs + tsxt and
∂
∂s
c(s, t) = cs + tsct = −xt +
tsxs. Now (4.7) follows easily. 
Differentiating (4.4) we obtain
−
[
∂2
∂s2
x(s, t), c(s, t)
]
−2
[
∂
∂s
x(s, t),
∂
∂s
c(s, t)
]
+
[
x− x(s, t),
∂2
∂s2
c(s, t)
]
= 0.
(4.8)
If x(s, t) = x, then [
∂2
∂s2
x(s, t), c(s, t)
]
= 2(1 + t2s)δ(s, t). (4.9)
Proposition 4.5. Gs = Gss = 0 if and only if δ(s, t) = 0.
Proof. Differentiating (4.5) we obtain
Gss =
[
∂2
∂s2
x(s, t), c(s, t)
]
+
[
∂
∂s
x(s, t),
∂
∂s
c(s, t)
]
. (4.10)
At x(s, t) = x, using (4.7) and (4.9), we obtain
Gss = (t
2
s + 1)δ(s, t).
Thus Gss = 0 if and only if δ(s, t) = 0. 
We conclude from propositions 4.3 and 4.5 that theorem 4.2(1) holds.
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4.2. Bifurcation set of the generating family
Lemma 4.6. At x = x(s, t), δ(s, t) = 0,
∂
∂s
x(s, t) = xs + xtts = 0. (4.11)
In other words, α(s) = ts, where α(s) is defined by (3.1).
Proof. At x = x(s, t), δ(s, t) = 0 we have xs + αxt = 0. Using now (4.4) we
obtain that
[−αxt + tsxt, c] = 0.
Thus α = ts, proving the lemma. 
Proposition 4.7. The family G(s, x) is versal at an A2 point.
Proof. We first calculate (Gx1 , Gx2) = gt(tx1 , tx2). Differentiating (4.2) we
obtain {
(1− (x1)ttx1)C = (x2)ttx1D
(x1)ttx2C = (1− (x2)ttx2)D
and thus (tx1 , tx2) =
1
[xt,c]
(C,D). We conclude that Gx = (C,D).
Now, using (4.11), we conclude that
∂
∂s
c(s, t(s, x)) = cs + ctts = −xt + xsts = −(1 + t
2
s)xt 6= 0,
which proves the versality of G at an A2 point (see [3], page 149). 
Differentiating (4.8) we obtain
−
[
∂3
∂s3
x, c
]
− 3
[
∂2
∂s2
x,
∂
∂s
c
]
− 3
[
∂
∂s
x,
∂2
∂s2
c
]
+
[
x− x(s, t),
∂3
∂s3
c
]
= 0.
(4.12)
But differentiating (4.7) and taking x = x(s, t), δ(s, t) = 0 we obtain[
∂2
∂s2
x(s, t),
∂
∂s
c(s, t)
]
= −(t2s + 1)
∂
∂s
δ(s, t), (4.13)
We conclude that [
∂3
∂s3
x(s, t), c(s, t)
]
= 3(t2s + 1)
∂
∂s
δ(s, t). (4.14)
Proposition 4.8. Gs = 0, Gss = 0, Gsss = 0 if and only if x(s, t) = x,
δ(s, t) = 0 and ∂
∂s
δ(s, t) = 0.
Proof. Differentiating (4.10) we obtain
Gsss =
[
∂3
∂s3
x(s, t), c(s, t)
]
+2
[
∂2
∂s2
x(s, t),
∂
∂s
c(s, t)
]
+
[
∂
∂s
x(s, t),
∂2
∂s2
c(s, t)
]
.
(4.15)
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At δ = 0 we have
Gsss = (t
2
s + 1)
∂
∂s
δ(s, t).
Thus Gsss = 0 if and only if
∂
∂s
δ = δs + δtts = 0. 
We conclude from propositions 4.5, 4.7 and 4.8 that theorem 4.2(2) holds.
We remark that ∂
∂s
δ = 0 is equivalent to α(s) = τs(s), where α and τ were
defined before theorem 3.1. Hence these propositions also gives another proof
of theorem 3.1(1).
4.3. A3 points of the generating family
Proposition 4.9. The family G(s, x) is versal at an A3 point.
Proof. In proposition 4.7, we have calculated Gx = (C,D) and (Gx)s =
−(1+ t2s)xt. In order to prove the versality of G(s, x) at an A3 point we must
calculate (Gx)ss and check that [(Gx)s, (Gx)ss] 6= 0 (see [3], page 149). This
is equivalent to proving that[
xt,
∂
∂s
xt
]
= [xt, xst + tsxtt] 6= 0.
But we have assumed that δt 6= 0. Using (4.11) we have
δt = [xst, xt] + [xs, xtt] = − [xt, xst + tsxtt] ,
thus completing the proof of the proposition. 
Lemma 4.10. If x = x(s, t) and δ = ∂
∂s
δ = 0, then
∂2
∂s2
x(s, t) = 0. (4.16)
This is equivalent to saying that tss = α
′(s).
Proof. Since δ = [xs, xt], we have
∂
∂s
δ = [xss + xstts, xt] + [xs, xst + xttts] .
At x = x(s, t), δ = 0, (4.11) implies that
∂
∂s
δ =
[
xss + 2xstts + xttt
2
s, xt
]
.
Thus, if x = x(s, t), δ = ∂
∂s
δ = 0, xss +2xstts + xttt
2
s = βxt, for some β ∈ R.
On the other hand, by (4.9) we obtain
[(β + tss)xt, c] = 0,
which implies that in fact β = −tss, thus proving the lemma. 
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Differentiating (4.12) and taking x = x(s, t), δ = ∂
∂s
δ = 0 we obtain[
∂4
∂s4
x(s, t), c(s, t)
]
+ 4
[
∂3
∂s3
x(s, t),
∂
∂s
c(s, t)
]
= 0.
But differentiating (4.13) and taking x = x(s, t), δ = ∂
∂s
δ = 0 we get[
∂3
∂s3
x(s, t),
∂
∂s
c(s, t)
]
= −(t2s + 1)
∂2
∂s2
δ(s, t). (4.17)
Thus [
∂4
∂s4
x(s, t), c(s, t)
]
= 4(t2s + 1)
∂2
∂s2
δ(s, t). (4.18)
Proposition 4.11. Gs = 0, Gss = 0, Gsss = 0, Gssss 6= 0 if and only if
x(s, t) = x, δ(s, t) = 0, ∂
∂s
δ(s, t) = 0 and ∂
2
∂s2
δ(s, t) 6= 0. This last condition
is equivalent to τss 6= tss = α
′(s).
Proof. Differentiating (4.15) we obtain
Gssss =
[
∂4
∂s4
x, c
]
+3
[
∂3
∂s3
x,
∂
∂s
c
]
+3
[
∂2
∂s2
x,
∂2
∂s2
c
]
+
[
∂
∂s
x,
∂3
∂s3
c
]
. (4.19)
Taking x = x(s, t), δ = 0 and ∂
∂s
δ = 0, we obtain from (4.16), (4.17) and
(4.18) that
Gssss = (t
2
s + 1)
∂2
∂s2
δ(s, t).

From propositions 4.8 and 4.11 we obtain theorem 4.2(3). Also, these propo-
sitions give another proof of theorem 3.1(2).
5. Singularities of the improper affine map
Consider the family G˜ : I × U × R→ R defined by
G˜(s, x, z) = G(s, x) − z.
Lemma 5.1. The discriminant set of G˜ coincides with the image of the im-
proper affine map.
Proof. If G˜ = G˜s = 0, then, by theorem 4.2(1), x = x(s, t). Thus z =
G(s, x(s, t)) = g(s, t). 
The following theorem is a direct consequence of theorem 4.2:
Theorem 5.2. Take (s, x, z) ∈ I × U × R:
1. (s, x, z) is an A2 point for G˜ if and only if x = x(s, t), δ(s, t(s, x)) = 0
and ∂
∂s
δ(s, t(s, x)) 6= 0, or equivalently, α(s) 6= τs(s). Moreover, the
unfolding G˜ is versal at this point.
10 M.Craizer
2. (s, x, z) is an A3 point for G˜ if and only if x = x(s, t), δ(s, t(s, x)) = 0,
∂
∂s
δ(s, t(s, x)) = 0 and ∂
2
∂s2
δ(s, t(s, x)) 6= 0, or equivalently, α(s) = τs(s)
and α′(s) 6= τss(s). Moreover, the unfolding G˜ is versal at this point.
Corollary 5.3. 1. If δ(s, t) = 0 but ∂
∂s
δ(s, t) 6= 0, then q(S) is a cuspidal
edge at q(s, t).
2. If δ(s, t) = ∂
∂s
δ(s, t) = 0 but ∂
2
∂s2
δ(s, t) 6= 0, then q(S) is a swallowtail at
q(s, t).
Proof. In case (1), theorem 5.2(1) says that G˜ has an A2 point and G˜ is
versal at this point, so the discriminant set is a cuspidal edge. In case (2),
theorem 5.2(2) says that G˜ has an A3 point and G˜ is versal at this point, so
the discriminant set is a swallowtail. 
Example 3. Consider the improper affine sphere q = (x, g) of example 1. As
shown in example 2, the image of S = {(s, t)| s2 + t2 = 1} by the planar
map x is regular except at (1, 0), (− 12 ,
√
3
2 ) and (−
1
2 ,−
√
3
2 ), where there are
ordinary cusps. By proposition 5.3, we have that the image of S by the
immersion q are cuspidal edges at all points except the above three, where
they are swallowtails (see figure 2).
Figure 2. The image of the improper affine map of example
3 close to the singularity set. Observe the three swallowtails
at points whose projections on the plane are the cusps of
figure 1.
Example 4. In section 6 of [5], a class of convex improper affine spheres is
constructed from its singularities. In these examples, the singularity set S
is defined by t = 0 and thus τ(s) = 0. Moreover, xs 6= 0. Thus we can
define α˜(s) by the relation α˜(s)xs + xt = 0 at t = 0, which is a variation of
(3.1). In this case, the condition for x(s, t) to be a regular point of x(S) is
α˜(s)τs(s) 6= 1, which is always satisfied. By corollary 5.3(1), the singularity
of the improper affine map is a cuspidal edge at each point (s, 0). One specific
example of this construction, extracted from [5], is given by
x =
(
cos(s) cosh(t) + 35 cos(s) sinh(t)−
1
5 cos(3s) sinh(3t),
sin(s) cosh(t)− 35 sin(s) sinh(t)−
1
5 sin(3s) sinh(3t)
)
,
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g = 1100 ( 62t+ 10 cos(2s)(3− 2 cosh(2t) + cosh(4t))
−24 cos(4s) cosh3(t) sinh(t)− 16 sinh(2t)− sinh(6t)
)
.
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