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Calculation and application of coverage intervals for biological reference values (Technical Report)
A supplement to the approved IFCC recommendation (1987) Actu, 1987, 170, 33-42) . In general, the distribution of biological measurements is not Gaussian, and IFCC recommends at least 120 reference values be used for the calculation of a reference interval (denoted the 0.95 central inter-fractile interval and defined as the interval between the 0.025 and the 0.975 fractiles of the distribution). For most purposes, non-parametric intervals are recommended by IFCC. Non-parametric confidence intervals for the estimated fractiles provide some information on the precision of the fractiles (reference limits). When using 120 or more reference values, the confidence intervals for the fractiles are reasonably narrow and it is safe to consider a measurement above the upper limit of the confidence interval for the 0.975 fractile as an unusually high value.
In recent years, the International Organization for Standardization (IS0 3534-1, 1993; IS0 3534-2, 1993) and several expert scientists have advocated calculation of a coverage interval equivalent to a prediction interval. The major advantages of coverage interval are as follows. Firstly, the probability that the interval will contain a future observation can be predicted. Secondly, the uncertainty of the coverage interval is stated in statistically well-defined terms. This latter point is of great importance when a measurement result is compared with the distribution of reference values in, for instance, clinical chemistry, or occupational or environmental health.
The costs of sampling and analysis of the samples are sometimes too high to obtain 120 or more reference values as recommended by IFCC. Here, coverage intervals should be used to give a statistically well defined measure of the uncertainty of the interval. Additionally, when many reference values are available, the coverage interval may provide useful information on the distribution. Hence, extending the IFCC recommendation, the calculation and presentation of the 0.95 coverage interval is recommended here, together with information on its coverage uncertainty with a probability of at least 0.95. Non-parametric coverage intervals can be calculated regardless of the distribution of reference values, and parametric coverage intervals can be calculated if transformation of the distribution of reference values to a normal distribution is feasible. The present paper gives guidance in calculating both types of intervals. However, in agreement with IFCC, the non-parametric intervals are recommended here, thus avoiding the transformation step.
A numerical example concerning coverage intervals for blood lead concentration is presented. The fractiles can be estimated either non-parametrically or parametrically after transformation of the reference values to the normal distribution. The non-parametric reference interval is recommended by IFCC, since this interval is independent of the type of distribution underlying the values measured (4). To provide some information on the precision of the estimated reference limits (0.025 and 0.975 fractiles), IFCC recommends the presentation of non-parametric confidence intervals for the reference limits (3).
ABBREVIATIONS AND SYMBOLS
In general, the IFCC recommendation requires that a value be measured for at least 120 individuals (3). However, sample collection or chemical analysis of substances of toxicological relevance is frequently time-consuming and costly, and it may not always be possible to obtain the recommended large number of reference values. Such a situation is found with multi-element neutron activation analysis of trace elements in human tissues ( 5 ) .
Several expert scientists (6-1 2) have advocated the use of a coverage interval (prediction interval) where it can be stated with a given degree of confidence, that the interval contains at least a given fraction of the population of reference values. Use of the coverage interval to predict, with a defined probability, whether a single future observation will fall in the interval is necessary in decision making. The term '(statistical) tolerance interval' is frequently used but according to I S 0 3534-1 (13), this term should not be used because it may be confused with the definition of 'tolerance interval' given in I S 0 3534-2 (14), i.e. an interval with upper and lower limits of the permissible value. IUPAC agrees with the view of I S 0 and
recommends the use of the term coverage interval. The coverage interval may be used not only to provide a meaningful interval when few reference values are available, but also, with many reference values, to provide useful information on the precision of the estimated interval. Hence, in addition to the nonparametric 0.95 reference interval recommended by the IFCC, the 0.95 coverage interval with a stated coverage uncertainty should be given. When the number of values, on which the coverage interval is based, is small, it may not be possible to express the coverage uncertainty with a confidence of 0.95, and in this case, a confidence of 0.90 is recommended. Scheme 1 summarizes these recommendations.
Both the reference interval of IFCC and the coverage interval recommended here can be estimated either non-parametrically or, if the distribution of reference values can be transformed to a normal distribution, parametrically. In general, the parametric intervals are narrower than the non-parametric intervals, and with a sufficiently large number of reference values, the parametric intervals may be more useful. Hence, the present paper gives guidance in calculation, presentation and use of both the parametric and non-parametric intervals. Detailed information on the underlying statistical theory and mathematical model for the calculation of coverage intervals has been published previously (6) . Since the theory of two-sided intervals is similar to that of one-sided intervals, this document concentrates on the theory of two-sided intervals. However, the application of one-sided intervals may be of more practical interest when only the upper limit is of toxicological interest, or when a fraction of the reference values is below the detection limit of the measurement method (1 5).
Distribution of reference values
Most frequently, the distribution of biological measurements is non-central (1 6), and presentation of'both the mean and median of the reference values is needed to give some information on the skewness.
Most of the theory for parametric intervals is based on normal distribution. For non-central distributions of the values, three steps are required to establish the parametric intervals: (1) transformation of the values to the normal distribution (2) calculation of the limits of the interval (3) retransformation of the limits to obtain the final interval.
A distribution of biological values often fits well with the log-normal distribution (1 6). It should, however, be emphasized that any type of transformation, e.g. logarithmic, exponential, power, square root, reciprocal, which leads to an approximately normal distribution may be used (3, 16) . The choice of transformation is dependent solely on the distribution underlying the values, and consequently, the type of transformation used should be stated. Presentation of reference values should include the results of statistical tests for normal distribution (probability, P) performed both before and after transformation (3, 16) . The Anderson-Darling test has been shown to be more powerful than the Kolmogorov-Smirnov test (17,18), and may therefore be preferred. A value P > 0.05 may be used as a rough criterion for acceptance of normal distribution.
COVERAGE INTERVAL
The coverage interval with its coverage uncertainty at a stated confidence provides direct information on the probabilities of observed values. To harmonize the presentation of the coverage interval the 0.95 expectation level and a confidence of 0.95 should be used whenever feasible. The coverage interval at an expectation of 0.95 (denoted the 0.95 coverage interval) defines the interval between the limits A and B which on average covers a number fraction of 0.95 of the distribution. The uncertainty of the estimated interval is expressed in terms of the coverage uncertainty (4 at a confidence of 0.95, i.e. the probability is at least 0.95 that the coverage interval covers (0.95 + s) of the distribution. In the first combination, the total number of values outside the coverage interval (m) is 2. Hence mlow is the lowest value and mup is the highest value. The lower limit of the coverage interval is the value with the second lowest value (mlow being outside and below), and the upper limit is the second highest value (mup is outside and above). This coverage interval will on average cover 0.95 of the distribution, and the interval covers between 0.901-0.999 of the distribution with a probability of at least 0.90.
In the numerical example given later (Table 4) , agreement is good with many values, between the limits of the non-parametric 0.95 coverage interval and the limits of the non-parametric 0.95 reference interval recommended by IFCC (3). At n = 50, agreement is not so good. According to IFCC, the position of the reference limits should be calculated in the following manner:
Position of lower limit: 0.025(n + 1) Position of upper limit: 0.975(n + 1)
If the estimated position of a limit is an integer, this value is equal to the reference limit. If the position
With few values, interpolation may be more accurate than using Table 1 to estimate the limits. However, is not an integer, the reference limit is estimated by interpolation between two values. Table 1 should still be used to estimate the coverage uncertainty.
The 0.95 parametric coverage intervals
If there are more reference values (n > 50) and if the distribution can be transformed to the normal distribution, a parametric coverage interval can be estimated with the following steps (see Appendix 1):
Transformation to normal distribution
Using, for instance, logarithmjc transformation of data, the transformed data element will here after be denoted Zi, and, similarly, Z and sz will denote the estimated mean and standard deviation of the transformed data. (2) where t(n-l)o,975 is obtained from a table of the t distribution at (n-1) degrees of freedom. Table 2 lists some relevant values for the t distribution; t(n-l)o,975 is used in the estimation of two-sided coverage intervals with an expectation of 0.95 whereas is used in estimation of one-sided 0.95 coverage intervals. 
Calculation of the limits
k = (1 + l/n)" t(n-l)O,gS
Retransformation of the limits
The coverage interval for the distribution of reference values is obtained by retransformation of the limits, For a logarithmic transformation, the retransformation of the limits is obtained simply by calculating the anti-logarithm of the limits.
Calculation of the coverage uncertainty (0.95 + 4
To harmonize the presentation of coverage intervals, expectation level should be 0.95 and confidence 0.95. Table 3 lists some relevant coverage uncertainty values (4. Table 3 contains two alternative levels of expectation v), i.e. 0.90 and 0.95. At each level of expectation, Table 3 lists the coverage uncertainty (4 at the recommended confidence 0.95. Oden et al. (9) have published more exhaustive tables on coverage uncertainty including different levels of expectation and confidence. Adapted from Odeh et al. (9) .
At an expectation level of 0.95 and a confidence of 0.95, Gcan be read for n > 50. Hence, for n > 50, the estimated 0.95 coverage interval (Equation 1) will contain [(0.95-6);(0.95+6)] of the distribution with a probability of at least 0.95.
The coverage uncertainty is independent of the standard deviation of the distribution, but the value of 6 is dependent on the level of expectation @), the level of confidence (y) , and the number of reference values (n), i.e. the coverage uncertainty becomes progressively larger as the number of values decreases. If the number of values is less than 50, Table 3 can be used to give coverage uncertainties w+s) at a lower level of expectation (jl = 0.90), but estimation of non-parametric coverage intervals is then preferred.
NUMERICAL EXAMPLES
To evaluate the substance concentration of Pbn in blood from a population of Danish men, age 47-51 years, a reference population of 437 individuals was selected. For each man the concentration of lead in a sample of blood was measured by atomic absorption spectrometry with Zeeman background correction and an uncertainty of measurement equal to 68 nmol/L at a confidence of 0.95 (19) . A sample of 50 was selected to demonstrate the effect of sample size on the calculated intervals. Appendix 1 contains an example of the calculations. 
Distribution of reference values
In both examples, the mean value was higher than the median value indicating a non-central distribution with an extended right tail. Before transformation, the Anderson-Darling test revealed that both distributions (n = 437 and n = 50) deviated significantly from the normal distribution. After Logarithmic transformation, the Anderson-Darling test showed that the distributions no longer deviated significantly from normal distributions (P > 0.05).
Reference intervals and coverage intervals
Looking at the intervals recommended by IFCC, the non-parametric 0.95 reference interval with 437 reference values was broader than the corresponding parametric 0.95 reference interval. Similarly, the nonparametric 0.95 coverage interval recommended here by IUPAC was broader than the corresponding parametric 0.95 coverage interval.
With 437 values, the limits of the parametric 0.95 coverage interval are in reasonably good agreement with the limits of the IFCC parametric 0.95 reference interval. The small coverage uncertainty indicates a high precision in the estimate of the limits of the coverage interval. In contrast, with only 50 values, the large coverage uncertainty demonstrates the low precision in the estimate of the limits of the coverage interval.
The limits of the non-parametric coverage intervals are obtained by interpolation in Table 1 . At n = 50 this gives only a rough estimate of the position of the limits, and the interpolation method used in estimating the limits of the non-parametric reference interval of IFCC may be more accurate. In general, as demonstrated by the two examples presented, the coverage uncertainty of the non-parametric coverage intervals is larger than that of the parametric coverage intervals.
Practical use of the coverage interval
Coverage interval provides useful information on the reference distribution. Hence, a comparison of limiting values for health risk from toxic substances (i.e. the values above which long-term exposure is believed to give adverse health effects) with the position of the coverage interval for healthy individuals may be useful when deciding whether there is a health risk for the general population.
The EU directive on lead specifies that occupational and environmental exposure limits be set for concentrations of lead in blood (Blood Pb) (20). In Denmark, this directive has resulted in occupational exposure limits, which in accordance with the 1993-94 suggestion of ACGIH (21), will be lowered to 965 nmol/L (20 pg/(IOO mL)). With n = 437, there is a probability of at least 0.95 that the calculated 0.95 parametric coverage interval from 168 to 777 nmol/L covers between 0.935 and 0.965 of the population. Hence, there is a high certainty that the occupational exposure limit of 965 nmol/l represents an unusually high value. The same conclusion can be drawn from the reference interval estimated by the IFCC method.
The parametric coverage interval of 0.95 based on a smaller sample of only 50 values (from 173 to 774 nmol/L) is broader, and the coverage uncertainty is large (between 0.905 and 0.995). Interpretation of this coverage interval means that a number fraction up to 0.095 of the population may be outside the interval, perhaps as high as the occupational exposure limit. With so few values, the IFCC parametric reference interval (from 146 to 893 nmolL) may give a false impression that the population is well below the occupational exposure limit.
In clinical and occupational medicine, it is fairly safe to assume a 0.95 coverage interval with a confidence of 0.95 as a prediction interval (6,9,10), i.e. the probability of a future observation from the distribution being included in the interval is equal to the expectation. Consequently, an observation outside the coverage interval can then be considered unusually high (or low), and a further scrutiny of the person is needed to establish whether he or she is at increased health risk. The coverage uncertainty then gives an estimate of the reliability of the coverage interval, i.e. if the coverage uncertainty is low, the coverage interval will be reliable in practice.
