Thermally activated switching and the energy landscape of submicron-sized magnetic elements are studied using the string method. For thin films, we found that switching proceeds by two generic scenarios: Domain-wall propagation and reconnection followed by edge domain switching, or vortex nucleation at the boundary followed by vortex propagation through the sample. The second scenario is preferred for thicker films whereas the first is preferred for thin ͑less than 20 nm͒ films. The energy landscape of such a system is nicely summarized on the plane spanned by the average magnetization in the in-plane directions. For three-dimensional samples, we found that switching proceeds by vortex propagation through the sample. The implication of the Landau-Lifshitz dynamics is also discussed.
I. INTRODUCTION
Submicron-sized magnetic elements have found a wide range of application in science and technology, particularly as storage devices, and are currently explored as an alternative random access memory device. 1 As the elements get smaller, the effect of thermal noise and the issue of data retention time increasingly become concerns. In fact, it is expected that the superparamagnetic limit, the limit below which the elements remain paramagnetic due to thermal effects, will hit the magnetic recording industry in the next five to ten years. 2, 3 For this reason, thermal activated switching has attracted considerable attention in the magnetics community in recent years. 4 -9 From the viewpoint of fundamental sciences, thermally activated switching of micron-sized magnetic elements is an example of rare events that drive a relatively complex system. Such problems arise in many areas of sciences and have received much attention recently. The transition pathways and rates of such rare events depend on the geometrical properties of the energy landscape of the underlying systems. Traditionally, the transition pathways in micromagnetics and other systems have been investigated under simplifying assumptions on the energy functional which make it possible for analytical or semianalytical treatments ͑see e.g., Refs. 4, 6, and 9͒. These simplifications are dangerous, however, because they may eliminate certain pathways, more complicated but also more favorable, which are observed in real systems. For instance, the switching pathways involve domain nucleation and interface propagation even in very small samples such as the ones considered next where the magnetic field is quasiuniform in the equilibrium states; therefore, simplifying models based on a uniform magnetization predict the wrong pathway and overestimate by order of magnitudes the switching time.
To avoid such errors it is of general interest to develop tools that can be used to probe energy landscapes for complex systems such as the ones in micromagnetics without any simplifying assumption. Indeed, one purpose of the current article is to use magnetics as a test case for a method called the string method, developed in Refs. 10 and 11 for computing transition pathways and transition rates of rare events, as well as probing the energy landscapes of complex systems. The string method evolves smooth curves in configuration space so that their steady-state positions coincide with the transition paths in the system; the method presents similarity with the so-called chain-of-states methods, like the nudged elastic band method, but it gains in simplicity, flexibility, and efficiency.
Using the string method, we give here a complete classification of the low-energy switching pathways in a 200 nmϫ200 nmϫ10 nm square permalloy film. The paths proceed by two generic scenarios: Domain-wall propagation and reconnection followed by edge domain switching, or vortex nucleation at the boundary followed by vortex propagation through the sample. The second scenario is preferred for thicker films whereas the first is preferred for thin ͑less than 20 nm͒ films. These results allow us to reduce the original Landau-Lifshitz dynamics with thermal noise to that of a Markov chain, i.e., the dynamics can be reduced to a random walk on a graph whose nodes are the local minima of the energy ͑i.e., the equilibrium states in the absence of noise͒, and whose branches are the switching paths. Even though the graph is fairly complicated, it is given explicitly, and the resulting effective dynamics are considerably simpler than the original Landau-Lifshitz dynamics with noise. The string method is also applied here to an example of a threedimensional 200 nmϫ50 nmϫ50 nm permalloy cylinder with square cross section. In this system, the switching paths proceed by vortex propagation through the sample.
II. STRING METHOD FOR RARE EVENTS

A. Rare events
We begin with a brief review of the theory of rare events. Let us consider the example of an ͑infinite dimensional͒ gradient flow
where V͓q͔ is some energy functional and D q V͓q͔ denotes its functional derivative. In the absence of noise, the dynamics in Eq. ͑1͒ simply drive the system toward the closest local minimum of V͓q͔. We are interested, however, in situations when a noise term is added in Eq. ͑1͒ to model thermal effects. In this case, the noise may balance the action of the potential force and drive the system away from the minima of V͓q͔, allowing all of the configuration space to be explored by the dynamics. If the thermal energy k B T is much smaller than the energy barriers of the potential V, this exploration involves two separated time scales. For a very long period of time, the system stays confined around a local minimum of V͓q͔ until a large thermal fluctuation makes it switch to another minimum, and the process repeats. Up to corrections that are exponentially small in the ratio between the energy barrier to cross and k B T, the successive switching events are independent of each other, and the switching times are exponentially distributed. In other words, the dynamics can be reduced to that of a Markov chain whose states are the local minima of V͓q͔.
Furthermore, with exponentially high probability, the rare switching events proceed in a small tube around the optimal paths in configuration space. More specifically, given two local minima of V, A and B, the optimal path Ã by which the system switches from A to B ͑and back͒ is the path joining A and B which satisfies
and minimizes the total energy barrier along itself. Here (D q V) Ќ () is the projection of D q V to the hyperplane normal to . The path satisfying Eq. ͑2͒ is also called the minimal energy path ͑MEP͒. As an extension we shall call any path joining A to B which satisfies ͑2͒ but does not necessarily minimize the total energy barrier along itself a local MEP. At a finite temperature, local MEPs also contribute to the transition; up to a reparametrization, they coincide with the least action paths of large deviation theory. 12 The transition rates k A→B and k B→A between states A and B of the Markov chain can be deduced from the local properties of V͓q͔ around Ã .
B. String method
There are two versions of the string method. A zerotemperature version which is more suitable for smooth energy landscapes, 10 and a finite temperature version which is more suited for complex rough energy landscapes. 11 Even though magnetic elements present a fairly complex system, it turns out that the zero-temperature version of the string method was sufficient for our purpose, and this is what we will focus on in this article. We note that for the zerotemperature string method, finite temperature effects can also be taken into account using standard techniques of umbrella sampling and thermodynamic integration, 13 after the most probable transition pathways are found. Since this step is rather standard, in the present article, we shall focus on determining the most probable transition pathways.
The zero-temperature string method determines the MEPs as follows. Let be a smooth curve ͑but not necessarily a MEP͒ connecting A and B; we call such a curve a string. A simple method to find a ͑local͒ MEP is to evolve with a normal velocity given by u Ќ ϭϪ(D q V) Ќ ͓͔ since Eq. ͑2͒ is then satisfied at stationary state. For numerical purposes, it is convenient to have an evolution equation for a parametrization of the string, keeping in mind however that this parametrization can be arbitrarily chosen since Eq. ͑2͒ is intrinsic. Denote by (␣,t), the instantaneous position of the string, where ␣ is some suitable parametrization. Then, we can write the following evolution equation for (␣,t)
where
and t is the unit tangent
The scalar field rϵr(␣,t) is a Lagrange multiplier uniquely determined by the choice of parametrization. The simplest example is to parametrize by arclength normalized so that ␣ϭ0 at A, ␣ϭ1 at B. Then, Eq. ͑3͒ must be supplemented by the constraint
which determines r. Other choices of parametrization-for instance, energy-weighted arclength-can be easily implemented by modifying the constraint ͑4͒. Also, different type of dynamics can be implemented by modifying the first term at the right-hand side of Eq. ͑3͒ to speed up convergence. See Ref. 10 for details. We briefly discuss the numerical implementation of the string method assuming we have an efficient scheme to integrate the original ͑deterministic͒ equation in Eq. ͑1͒-this last aspect will be discussed later in the context of micromagnetics. To integrate Eq. ͑3͒, we use a time-splitting scheme which takes advantage of the intrinsic description of the string. The string is discretized into a number N of points which move according to the first term, Ϫ(D q V͓͔) Ќ , at the right-hand side of Eq. ͑3͒. After a number of steps determined by the accuracy requirement for constraint ͑4͒, a reparametrization step is applied to reinforce Eq. ͑4͒. This costs O(N) operations. At the reparametrization step, it is also convenient to change N according to the accuracy requirement for the representation of the string.
Compared with methods such as the ones discussed, e.g., in Ref. 6 based on the least action principles, the string method has the advantage that it uses only the gradient of the energy functional, not its Hessian. In fact, the computational effort involved in integrating Eq. ͑3͒ is very close to that of integrating N replica of the simple gradient flow dynamics in Eq. ͑1͒, and convergence is typically faster since only the perpendicular hyperplanes are involved. This allows us to explore relatively large systems such as the ones we discuss next.
III. MICROMAGNETICS
We briefly review the Landau-Lifshitz theory of micromagnetics. 2 The dynamics of the magnetization distribution in a ferromagnetic material is described by the Landau-Lifshitz equation
where ͉M͉ϭM s is the saturation magnetization, and is usually set to be a constant far from the Curie temperature; ␥ is the gyromagnetic ratio and is given by ␥ϭge/(2m e ), where e and m e are the ͑positive͒ charge and mass of the electron, respectively, and g has values close to 2 for many ferromagnetic materials. The first term on the right-hand side is the gyromagnetic term and the second term is the damping term. ␣ is the dimensionless damping coefficient. H is the local field, computed from the Landau-Lifshitz free energy functional:
In Eq. ͑7͒, C ex is the exchange constant, C ex ٌ͉M ͉ 2 /M s 2 is the exchange interaction energy between the spins, ⌽(M/M s ) is the energy due to material anisotropy, 0 is the permeability of a vacuum, Ϫ2 0 H e •M is the energy due to the external applied field, ⍀ is the volume occupied by the material, and finally the last term in Eq. ͑7͒ is the energy due to the field induced by the magnetization distribution inside the material. This induced field H s ϭϪٌU can be computed by solving
together with the jump conditions
at the material-vacuum interface. In Eq. ͑9͒ we denote by ͓•͔ the jump of a quantity across the interface, and the vector represents the outward unit normal on the boundary of ⍀. measures the thermal energy in appropriate dimensionless variables. Two difficulties arise when thermal effects are included. First, the white-noise needs to be interpreted correctly in the Stratonovich sense in order that the noisy dynamics preserves the normalization of m, ͉m͉ϭ1. Second, the equation can be properly defined only if the noise has some finite correlation length, though it may be taken arbitrary small. We shall not dwell further on these two issues because it can be shown 14 that they do not affect the optimal switching paths for the micromagnetic system.
At this stage, we should however address the implications of the particular dynamics defined by the LandauLifshitz equation. Obviously, the Landau-Lifshitz equation does not define a gradient flow as in Eq. ͑1͒. The damping is indeed a gradient flow but the gyromagnetic term is conservative. The MEP corresponding to the dynamics defined by the Landau-Lifshitz equation is different from that of the gradient flow for the potential energy ͑7͒. However, it can be shown 11 using the special structure of the Landau-Lifshitz equation that the two different MEPs share the same sequence of local minima and saddle points and only differ in the details of how the local minima and saddle points are connected with each other. For this reason, in our computations, we first locate the sequence of local minima and saddle points using gradient flow dynamics ͑i.e., neglecting the gyromagnetic term͒, and then find the correct connecting paths between the local minima and saddle points using the true Landau-Lifshitz dynamics.
IV. OPTIMAL PATHWAYS IN MICROMAGNETICS
We consider the application of the string method to micromagnetics. In order to use the string method, we have to discretize the energy functional ͑7͒. We replace the derivatives by standard centered difference formulas. To calculate the stray field, we express the solutions of Eq. ͑8͒ in terms of volume and surface Newtonian potentials. We then replace the magnetization by piecewise constant over each cell, and evaluate the resulting integrals analytically. Finally, the summation is performed using fast Fourier transforms in order to save cost. More details of the discretization techniques can be found in Refs. 14 and 15.
A. Pathways in a thin film
We first discuss the results of a 200 nmϫ200 nm ϫ10 nm permalloy film. We will choose two opposite S states as the initial and final states. Figures 1 and 2 display two MEP computed using the string method. The energy along the string for a 10 nm thick film is shown in Fig. 3 .
The first path proceeds by switching to a rotated ͑by 90°) S state via a flower state, then to a C state, then to another rotated S state, and finally to the reversed S state. The transition between neighboring S states is accomplished through domain-wall propagation and reconnection, and the transition between the S state and C state is accomplished through edge domain switching.
One important consequence of Fig. 3 is that the energy barrier for the C state is much larger than the energy barrier of the S state, implying that the C state is much more stable to thermal fluctuations.
The second path proceeds by nucleating two vortices at the edge of the sample, one after another. The vortices then propagate through the sample, driving the switching process. The switching completes after the vortices exit the sample, again one after another. The energy barrier for this path is higher than that of the first path. However, if the thickness of the film is increased to 20 nm, it becomes lower. These two paths represent the generic behavior observed during switching of the submicron-sized thin film elements, namely nucleation and propagation of vortices, or domainwall propagation and reconnection followed by edge domain switching. In Sec. V, we give a complete map the energy landscape of the thin-film system by considering the various pathways between the minima of the energy. This determines the Markov chain to which the original dynamics can be reduced.
FIG. 1.
͑Color͒ A first path ͑a͒ followed by the magnetization vector m during a switching in the thin film sample. The pictures show the successive minima and saddles. The out-of-plane component of m is very small ͑less than 10 Ϫ2 ) during the switching and we only plot the in-plane components with color coding: blueϭright, redϭleft, yellowϭup, and greenϭdown. The first and the last two minima are S states, the third ͑middle͒ one is a C state. The two middle saddle points are flower states. The transition between neighboring S states is accomplished through domain-wall propagation and reconnection, and the transition between the S state and C state is accomplished through edge domain switching. We used Nϭ80 points along the string and 64ϫ64 points in space.
FIG. 2.
͑Color͒ A second path ͑b͒ followed by the magnetization vector m during a switching in the thin-film sample. The conventions are the same as in Fig. 1 . All critical states except the initial and final states involve vortices. The switching proceeds by nucleating two vortices at the edge of the sample, one after another. The vortices then propagate through the sample, driving the switching process. The switching completes after the vortices exit the sample, again one after another. We used Nϭ80 points along the string and 128ϫ128 points in space.
B. Pathways in a cylinder with square cross section
Next we discuss three-dimensional results of a 200 nm ϫ50 nmϫ50 nm permalloy cylinder with square cross section. In the pictures for the three-dimensional results in Figs. 4 and 5, the arrow indicates the two in-plane components of the magnetization, and the color is coded for the third component. The long axis of the cylinder is in the x direction. For each critical point, we plot the two cross sections in the middle of the cylinder, one of which is perpendicular to the z axis, and the other is perpendicular to the y axis. In the initial state, the magnetization points along the positive x axis, except that there are two vortices at both the top and the bottom ͑see Figs. 4 and 5͒. One vortex rotates clockwise, the other rotates in the reverse direction. The magnetization in the final state is chosen to be the reversed state of the initial one.
Path ͑a͒ proceeds in three steps. The first step is to reverse the two in-plane components (m 2 ,m 3 ) of the vortex at the top of the cylinder. The second step is the nucleation of two vortices at the edges, followed by the propagation of these vortices through the sample, and the exit from the edges. The last step is to reverse the vortex at the top of the cylinder to reach the final state.
The mechanism of the switching in the path ͑b͒ is similar to that in path ͑b͒ with vortices for the thin film. Namely, there are two vortices nucleated at the edges, with m 3 pointing in the same direction. Then, the vortices move through the sample to switch the interior, and exit from the edges to reach the final state. The difference between path ͑a͒ and path ͑b͒ is that m 3 around the vortices points in the different directions, which leads to the nonuniform magnetization in the z direction, as shown in the x -z cross section of the second saddle point ͓fourth picture in path ͑a͔͒. Figure 6 shows the energy along paths ͑a͒ and ͑b͒.
C. Influence of the gyromagnetic term
So far, we only considered the damping term when we implement the string method. As discussed earlier, the MEP for the overdamped dynamics of the Landau-Lifshitz equation ͑i.e., neglecting the gyromagnetic term͒ goes through the same sequence of critical points as that for the dynamics with gyromagnetic term. Once we obtain the sequence of critical points along the MEP of the overdamped dynamics, we start from the perturbed saddle point and simulate the Landau-Lifshitz equation to correct dynamics in between the critical points. For instance, with path ͑b͒ for the thinfilm element, the correct dynamics between the two local minima with two vortices is show in Fig. 7 where we plot the position of the vortices both for the correct Landau-Lifshitz dynamics and the overdamped dynamics. We see that with the gyromagnetic term, the vortices approach their steadystate positions via spiraling paths.
V. EFFECTIVE DYNAMICS: RANDOM WALK ON A GRAPH
We now map the energy landscape for the magnetic system by considering the various pathways between the minima of the energy, and thereby deduce the Markov chain to which the magnetic system is reducible. We study the submicron-sized thin film: The three-dimensional system can be analyzed similarly. The result is summarized in Fig. 8 where we plot the energy landscape of the system in a twodimensional plane spanned by the average magnetization ͑over the sample͒ of the two in-plane directions. In Fig. 8 , circles represent the local minima, lines are MEPs connecting them, and diamonds represent the saddle points along the MEPs. The black solid line corresponds to the switching path ͑a͒ shown in Fig. 1 ; the red solid line corresponds to the switching path ͑b͒ shown in Fig. 2 .
The simplicity of Fig. 8 is quite remarkable considering that the micromagnetics system is infinite dimensional. Figure 8 has the structure of a graph with an obvious four-fold symmetry, as a result of the four-fold symmetry of the geometry of the sample. The minima are 8 S states, S j , 8 C states, C j , 16 vortex states with one vortex, V j 1 , and 8 vortex states with two vortices, V j 2 . Each of these states can be obtained from the corresponding S, C, or vortex states shown in Figs. 1 and 2 by some symmetry. The structure of the saddle point along the MEP connecting any two minima can also be deduced from Figs. 1 and 2 . On the graph, pairs of C states, and pairs of vortex states seem to coincide because they lead to the same average magnetization; however, they are different states which are not direct neighbors on the graph ͑for instance, the shortest paths between C 3 and C 4 are C 3 ϪS 2 ϪC 4 and C 3 ϪS 3 ϪC 4 ). Another notable feature is that the potential energy tends to be higher near the center where the vortex states lie. This changes as the film thickness changes. Figure 8 gives a graphical representation of the Markov chain to which the micromagnetics system is reducible. The state space of the chain are the minima ͑circles͒, and the dynamics is that of a continuous-in-time random walk on the graph where in one step only the neighboring states on the graph are accessible ͑for instance, in one step, S 2 can switch into S 1 , S 3 , C 3 , C 4 , V 3 1 , or V 4 1 ). The rate for each individual step is given by   FIG. 3 . The magnetic energy along the two paths ͑a͒ and ͑b͒ for the thin film shown in Figs. 1 and 2 . In path ͑a͒ the saddle points with highest energy are the flower states, and the minimum with lowest energy is the C state.
where ⌬F is the energy barrier which must be crossed, and is an attempt frequency which depends on the curvature of the energy landscape in the vicinity of the minima and the saddle point. The energy barrier can be obtained directly from the energy along the MEP; the curvature can be computed by standard techniques of thermodynamic integration as mentioned earlier. Equation ͑12͒ implies that individual steps involving a lower-energy barrier tend to have a higher probability ͑for instance, S 2 has an higher probability to switch to S 1 than to C 3 or C 4 , to C 3 or C 4 than to S 3 , and to S 3 than to V 3 1 or V 4 1 ).
Any specific question about the dynamics of the micromagnetic system can be answered by analyzing the Markov chain, which is quite elementary. Here, we simply give one consequence of the specific structure of the chain on the FIG. 4 . ͑Color͒ The sequence of the critical points along the first switching path ͑a͒ for the cylinder with square cross section. The arrows indicate the two in-plane components, and the color is coded for the out-of-plane component: blueϭϪ1 and redϭϩ1. For each critical point, we plot two cross sections. The upper one is the a x -y cross section and the lower one is a x -z cross section. Path ͑a͒ proceeds in three steps. The first step is to reverse the two in-plane components (m 2 ,m 3 ) of the vortex at the top of the cylinder. The second step is the nucleation of two vortices at the edges, followed by the propagation of these vortices through the sample, and the exit from the edges. We used Nϭ30 points along the string, and 64ϫ16ϫ16 in space.
graph concerning the first passage time from one state to another. Notice that since not all states are direct neighbors on the graph, most transitions involve intermediate steps. For instance, the shortest path between one of the uppermost C state on the graph, say C 3 , and one of the left-hand side most C states, say C 1 , involves two S states, S 1 and S 2 , as intermediate steps ͑this transition is important since it amounts to memory loss if the mean magnetization in the vertical direction is used to represent a bit of memory͒. This has the important consequence that, while individual switching times between neighbors on the graph are exponentially distributed, the first passage time from one state to another is generally not exponentially distributed since the latter involves the sum of the former. More precisely, if a transition between two states involve at least n intermediate steps, the probability density function of the first passage time between these states is proportional to t n for small t, reaches a maximum ͑if nу1), then decreases exponentially for large t.
The previous picture shed some new light on the energyladder model that was introduced in Ref. 8 . In the energyladder model, it was postulated that switching between states is achieved through thermal activation up a ladder of intermediate states. The model was introduced precisely to account for the aforementioned properties of the probability density function of the first passage time, which was also observed in the experiments reported in Ref. 
VI. CONCLUDING REMARKS
In this article, we have investigated the geometrical properties of the Landau-Lifshitz energy landscape for submicron-sized magnetic elements without making any simplifying assumption on this energy. In particular, we gave a complete classification of the MEPs in the example of a 200 nmϫ200 nmϫ10 nm permalloy film, and we showed that the MEPs in this system involve as generic mechanisms either domain-wall propagation and reconnection followed by edge domain switching, or vortex nucleation at the boundary followed by vortex propagation through the sample. We also obtained some MEPs for a 200 nm ϫ50 nmϫ50 nm permalloy cylinder with square cross section. These results make it possible to reduce the original Landau-Lifshitz dynamics with noise to a much simpler random walk on a graph, which can be subsequently used to investigate questions about the mean time for magnetization reversal in the system, etc.
The key to obtaining these results was to use the string method. A major advantage of the method is that it uses as a subroutine any code developed to integrate the deterministic equations of motion in the system; the additional steps are to compute the tangent along the string, restrict the force field to the hyperplane perpendicular to string, and from time to time redistribute the images along the string to preserve parametrization. Therefore, the overall computational cost scales almost linearly with the number of images used to represent the string.
Because of these advantages, the string method is a powerful tool for probing the energy landscape of complex systems such as submicron sized magnetic elements, and the method may be used to investigate additional effects not included here but potentially important. For instance, while the MEPs obtained in this article are generic for homogeneous samples, they may be significantly changed by the presence of impurities. It would be interesting to determine the effect of such impurities on the MEPs by including some quenched disorder term in the Landau-Lifshitz energy, and using the string method to investigate the geometrical properties of the corresponding energy landscape without any simplifying assumptions.
FIG. 8. ͑Color͒
The energy landscape for the 200 nmϫ200 nmϫ10 nm thin film in the two-dimensional plane spanned by the average magnetization ͑over the sample͒ of the two in-plane directions. The two solid lines correspond to the two switching paths ͑a͒ ͑in black͒ and ͑b͒ ͑in red͒. The circles represent the local minima, the diamonds represent the saddle points along the MEPs. The color code shows the energy of the critical points. This figure is the graph of the Markov chain to which the noisy micromagnetic dynamics is reducible. The state space of the chain are the minima ͑circle͒, and elementary transitions occur between direct neighbors on the graph.
