Introduction {#Sec1}
============

A common problem in image processing is noise, which affects the further analysis of the information contained in the images. For this reason, different methods of noise removal have been developed and several of the latest image filtering and edge detection techniques require an estimation of the noise level to obtain better results, since in this way their parameters can be automatically adjusted to make the filtering more or less aggressive, or in the case of edge detectors, to consider as borders only those abrupt changes that are greater than those produced by the noise. These techniques include: phase congruency to detect edges \[[@CR1]\], smoothing filters such as the anisotropic operator \[[@CR2]\], and some considered state-of-the-art, based on sparse modelling such as K-SVD \[[@CR3]\].

The most studied type of noise in the literature is Gaussian, since it is the most frequently found in digital images. In general, noise estimation techniques can be classified in two groups, depending on whether they are performed in the spatial or the frequency domain. Spatial techniques can be grouped into three, those that subdivide the image in blocks, those that employ filtering and the hybrids \[[@CR4], [@CR5]\] that have emerged in recent years. In general, block-based techniques \[[@CR6]\] try to identify uniform areas where intensity variations are ideally due to noise alone, and then statistical tools are used to estimate noise. Those based on filters obtain a high pass or bandpass image from the original to separate the noise from the signal and then estimate the remaining noise level in the obtained image. Techniques where the estimation is done in the frequency domain \[[@CR7]\] perform an analysis of the image spectrum using a decorrelation transformation, such as the discrete wave transformation.

In a recent study \[[@CR8]\] it was found that estimation methods do not provide a good approximation in the vast majority of cases and, in general, hybrid methods provide a better estimate. Among these methods is a two-stage method developed by Turajlić \[[@CR9]\]. In the first one, the image is filtered with a bandpass filter and the resulting image is divided into non-overlapping blocks of 64 × 64 pixels. The approximate dispersion of each block is then calculated using an equation that greatly reduces the cost of the computation compared to the standard deviation calculation. The second stage, in which these blocks are subdivided according to the minimum standard deviation obtained, is continued for 15% of the blocks. Finally, 85% of the sub-blocks with lower dispersion are used to obtain the noise level estimate.

This document is organized as follows. Section [2](#Sec2){ref-type="sec"} describes the materials and experimental framework used to assess the performance of the proposed improvement. Section [3](#Sec3){ref-type="sec"} describes the original Gaussian noise estimation algorithm from Turajlić. Section [4](#Sec4){ref-type="sec"} introduces the proposed improvements to the original algorithm. Section [5](#Sec5){ref-type="sec"} shows and discusses the results obtained. Finally, Sect. [6](#Sec6){ref-type="sec"} presents our conclusions.

Material {#Sec2}
========

Twenty 512 × 512 pixels monochrome images, two synthetic and eighteen taken from \[[@CR10]--[@CR12]\], were used to calculate the correction factor of the proposed method, shown in the Appendix. Forty 512 × 512 pixels monochrome images, two synthetics and thirty images taken from \[[@CR10]--[@CR12]\] were used for method validation and to compare the results against the original method. The images were contaminated with different levels of Gaussian noise from σ = 5 to σ = 40 in increments of 5. The algorithms were written in Java as plugins of the freely available program ImageJ \[[@CR13]\].

Turajlić Method {#Sec3}
===============

In the best case the noise estimate can be made easily, obtaining the standard deviation of a completely uniform region, ideally constituted by a single grey level, since it is assumed that the variations in intensity are due only to noise. Therefore, the most homogeneous blocks within the image are searched to make the estimation. However, in practice, it is not common to find completely uniform areas and signal variations affect noise estimation. To separate noise from signal, in some cases, band-pass or high-pass filters are used, as shown in Eq. [1](#Equ1){ref-type=""}, and the noise estimate is made on the obtained image. Following this trend, in 2017 Turajlić proposed a hybrid method for noise estimation \[[@CR9]\], which consists of two parts. In the first one, the 15% of the most homogeneous areas of the image are found. To this end, the image is convoluted with the band-pass filter *h* given in Eq. [1](#Equ1){ref-type=""} and the resulting image is divided into non-overlapping blocks of 64 × 64 pixels. The dispersion of each block is obtained by Eq. [2](#Equ2){ref-type=""}, which greatly reduces the calculation time compared to the standard deviation method. Then, the minimum standard deviation $\documentclass[12pt]{minimal}
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In the second part, the homogeneous blocks found in the previous step, are subdivided into blocks of side equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{min} \times k $$\end{document}$, where *k* is a constant equal to 1.9, found empirically. Then the dispersion of each sub-block is estimated using Eq. [2](#Equ2){ref-type=""} and the 85% of the sub-blocks with less dispersion are defined as homogeneous regions. Finally, the noise level estimate is calculated as the average of the final homogeneous blocks.

Enhanced Method {#Sec4}
===============

As mentioned above, in the original method proposed by Turajlić as part of the first step, the 64 × 64 pixel block, which has the minimum dispersion $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{min} $$\end{document}$, as shown in Eq. [3](#Equ3){ref-type=""}. The block is discarded if the pixel intensities are not within the range. In this case, the next block with the lowest dispersion that meets the criteria given by Eq. [3](#Equ3){ref-type=""} is searched for. Once found, its dispersion is taken as $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{min} $$\end{document}$.Fig. 1.Homogeneous dark area with an added noise of σ = 25 and its histogram. As can be seen in the image histogram, the probability density function of the noise is incomplete, thus affecting the estimation. The estimate found for this case is σ = 15. $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \mu_{i,j} $$\end{document}$ the mean of pixel intensity of block.$$\documentclass[12pt]{minimal}
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Although Eq. [2](#Equ2){ref-type=""}, proposed by Turajlić, allows an acceptable approximation of noise in 64 × 64 pixel blocks, it was found experimentally not to work well for calculating noise in the smaller sub-blocks \[[@CR8]\]. To correct this problem, the number 6 in the denominator of Eq. [2](#Equ2){ref-type=""} is replaced in the second stage of the method by an $\documentclass[12pt]{minimal}
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                \begin{document}$$ A_{F} $$\end{document}$ fitting factor as shown in Eq. [4](#Equ4){ref-type=""}.

To find a suitable fitting factor $\documentclass[12pt]{minimal}
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                \begin{document}$$ A_{F} $$\end{document}$ a study was performed on 20 images, 2 synthetic and 18 natural ones taken from \[[@CR10]--[@CR12]\], which are shown in Fig. [2](#Fig2){ref-type="fig"}. These were contaminated with different levels of Gaussian noise from 5 to 40 in increments of 5. Two tests were performed per image for the same noise level where the value of $\documentclass[12pt]{minimal}
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                \begin{document}$$ A_{F} $$\end{document}$ varies from 4 to 10 in increments of 0.25. Then, the setting value that gave the best noise estimation for each image was taken, taking into account that the final noise of each image is given by the natural noise plus the added noise. Therefore, the standard deviation of the noise in the final image, obtained from adding noise to each study image, was found by Eq. [5](#Equ5){ref-type=""} \[[@CR6]\], where $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{ADD} $$\end{document}$ are the final, natural and added noise standard deviations. Finally, the function of the curve which best fits the data is calculated.Fig. 2.Images employed to find $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma = \sqrt {\sigma_{0}^{2} + \sigma_{ADD}^{2} } $$\end{document}$$

Figure [3](#Fig3){ref-type="fig"} shows the set of fitting values obtained by each image, for each level of aggregated noise. To find the fitting value $\documentclass[12pt]{minimal}
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                \begin{document}$$ A_{F} $$\end{document}$, the function that best approximates the set of points was searched for. Two approaches were taken for this purpose. In the first approach, a third degree polynomial function was used and, in the second one, an exponential function was used, both shown in Fig. [3](#Fig3){ref-type="fig"}. The results obtained with both functions are denoted as Exp and Pol. In both approaches, the minimum standard deviation of the first stage $\documentclass[12pt]{minimal}
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                \begin{document}$$ F_{A} $$\end{document}$ point cloud and approximation functions. Fig. 4.MSE for each added noise level ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{ADD} $$\end{document}$), using 11% of the image. Fig. 5.MSE for each added noise level ($\documentclass[12pt]{minimal}
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Results {#Sec5}
=======

Forty images contaminated with different levels of Gaussian noise were used to evaluate the behavior of the Turajlić method and the modified ones titled EXP and POL. It should be noted that these were evaluated on two percentages of area. 15% of the image, equivalent to 10 blocks, and with 11%, equivalent to 7 blocks of 64 × 64 pixels. The execution time, mean square error (MSE) and the percentage of acceptable estimates were evaluated. This last measure is included, since in a previous work it was found that the published methods produce, in general, an estimate far from the real value. For a noise level estimate to be considered acceptable in this study, it must not exceed a 7% error. This error is calculated through Eq. [8](#Equ8){ref-type=""}, relative percentage error. On the other hand, MSE is calculated from Eq. [9](#Equ9){ref-type=""}.$$\documentclass[12pt]{minimal}
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                \begin{document}$$ MSE = \frac{1}{n}\sum\nolimits_{i = 1}^{n} {\left( {y_{i} - \widehat{{y_{i} }}} \right)} $$\end{document}$$
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                \begin{document}$$ \hat{y} $$\end{document}$ is the estimated value.

As shown in Table [1](#Tab1){ref-type="table"}, the percentage of the average relative error ERP Eq. [8](#Equ8){ref-type=""} decreases when using the first proposed modification introduced in Sect. [4](#Sec4){ref-type="sec"}, which consists of verifying that the block with the minimum standard deviation ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{min1} $$\end{document}$) is adequate.Table 1.Average ERP with the 40 test images between $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{min1} $$\end{document}$ and the total noise standard deviation Eq. [5](#Equ5){ref-type=""} of each image.Mode510152025303540Turajlić19%11%10%11%13%15%17%18%Proposed18%8%6%6%5%5%5%6%

Figure [6](#Fig6){ref-type="fig"} shows the average method execution time for each added noise level. As expected, the proposed method run time is higher compared to the original due to the higher number of steps added. As can also be observed, the working area of the image does not significantly affect the execution time.Fig. 6.Execution times in milliseconds. a) Using 11% of the image. b) Using 15% of the image.Fig. 7.a) Original image. b) Images degraded by noise $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_{ADD} = 40 $$\end{document}$. Table 2.Percentage of acceptable estimates using 11% and 15% of the image.Mode11%15%Turajlić37.81%37.19%Exp73.13%72.81%Pol71.88%69.69%

As shown in Fig. [4](#Fig4){ref-type="fig"} y 5, if the Turajlić method is used in both cases (with 11% and 15% of the image), the noise estimate is further away from the real value and it is observed that from an aggregated noise level of 15 ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sigma_{ADD} = 15 $$\end{document}$), the mean square error increases exponentially. On the contrary, the proposed methods achieve a better estimate regardless of the amount of noise added to the image, obtaining similar results for the different added noise levels, except when the additional noise has a deviation of 40, where the exponential approximation (Exp) allows a better estimate. It should be noted that the error of noise estimation obtained with Turajlić, original method, found in this study, is much higher than that mentioned in the original paper \[[@CR9]\]. This is probably due to the fact that the images used in this study are different from those used in the original paper, which are not available.

The modifications produced an increase of slightly less than twice the percentage of acceptable estimates from the original method (Table [2](#Tab2){ref-type="table"}). It should be noted that during the process it was found that the improved method had a drawback since for images with a large amount of black or white background (with minimum or maximum pixel intensity) presented an appreciable estimation error greater than 30%.

As can be seen in Figs. [4](#Fig4){ref-type="fig"} and [5](#Fig5){ref-type="fig"} the estimation error increases significantly when the degradation is greater than 35, which is caused by the fact that the magnitude of changes due to noise are similar to those produced by the edges of the images, as illustrated in Fig. [7](#Fig7){ref-type="fig"} and, therefore, the sub-block with minimum standard deviation may erroneously include edges of the image.

Conclusions {#Sec6}
===========

In this document an improvement was made on the original noise estimation method of Turajlić. The changes introduced allowed more accurate results to be obtained, improving the Gaussian noise level estimate by more than 30%, regardless of the percentage of blocks, 11 and 15%, taken in the first stage to estimate the noise in the second. In both cases the mean square error and the computation time is similar.

The first improvement, which consists of discarding the blocks whose Gaussian noise function is truncated, allows to decrease the noise estimation error. Furthermore, two proposed approaches, polynomial and exponential, for the calculation of an adjustment factor allowed to improve even more the accuracy of the estimation, being the error similar in both cases. However, when the noise level is higher than $\documentclass[12pt]{minimal}
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                \begin{document}$$ \upsigma = 35 $$\end{document}$ the exponential approach gives better results. The estimation method fails when the noise level is very close to the amplitude of the borders of the objects in the image, since abrupt changes produced by noise are confused with those of the signal.

Appendix {#Sec7}
========

Forty images, some of them shown in Fig. [8](#Fig8){ref-type="fig"}, were used in this study, Twenty-seven taken from \[[@CR10]\], seven from \[[@CR12]\] and four from \[[@CR11]\]. The remaining two are synthetic images created by the image processing research laboratory Lún of the Universidad de Ibagué.Fig. 8.Images of size 512 × 512 pixels used in this study. a) Obtained from \[[@CR10]\], b) from \[[@CR12]\] and c) from \[[@CR11]\].
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