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Abstract
Multi-soliton form factors in sine-Gordon theory from the bootstrap are compared
to finite volume matrix elements computed using the truncated conformal space ap-
proach. We find convincing agreement, and resolve most of the issues raised in a
previous work.
1 Introduction
The matrix elements of local operators (form factors) are central objects in quantum field
theory. In two-dimensional integrable quantum field theory the S matrix can be obtained
exactly in the framework of factorized scattering developed in [1] (for a later review see
[2]). It was shown in [3] that in such theories using the scattering amplitudes as input it is
possible to obtain a set of equations satisfied by the form factors. The complete system of
form factor equations, which provides the basis for a programmatic approach (the so-called
form factor bootstrap) was proposed in [4]. For a detailed and thorough exposition of the
subject we refer to [5]; later this approach was also extended to form factors of boundary
operators [6, 7].
Although the connection with the Lagrangian formulation of quantum field theory is
rather indirect in the bootstrap approach, it is thought that the general solution of the
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form factor axioms determines the complete local operator algebra of the theory. This
expectation was confirmed in many cases by explicit comparison of the space of solutions
to the spectrum of local operators as described by the ultraviolet limiting conformal field
theory [8, 9, 10, 11, 12, 13, 14, 15]; the mathematical foundation is provided by the local
commutativity theorem stating that operators specified by solutions of the form factor
bootstrap are mutually local [5]. Another important piece of information comes from cor-
relation functions. In the framework of quantum field theory, the operator matrix elements
can be used to build a spectral representation for the correlation functions which provides
a large distance expansion; this idea was implemented in integrable models using form fac-
tors obtained from the bootstrap in [16]. On the other hand, the Lagrangian or perturbed
conformal field theory formulation allows one to obtain a short-distance expansion, which
can then be compared provided there is an overlap between their regimes of validity [17].
Other evidence for the correspondence between the field theory and the solutions of the
form factor bootstrap results from evaluating sum rules like Zamolodchikov’s c-theorem
[18] or the ∆-theorem [19], both of which can be used to express conformal data as spec-
tral sums in terms of form factors. Direct comparisons with multi-particle matrix elements
are not so readily available, except for perturbative or 1/N calculations in some simple
cases [3].
In this paper we study form factors in finite volume, based on the approach developed in
[20, 21]. Finite volume form factors have also been studied in other approaches [22, 23, 24];
in addition, finite temperature form factors [25] are also related to this problem, as finite
temperature is equivalent to compactified Euclidean time, and thus to a finite volume
setting.
One of the advantages of the framework developed in [20, 21] is that it allows for a
direct comparison of solutions of the form factor axioms to field theory dynamics. This
program has been successfully pursued in the case of diagonal scattering theories (those
without particle mass degeneracies), both in the bulk and with boundary [20, 21, 26, 27].
However, an extension to theories with non-diagonal scattering is still missing. The first
steps were taken in [28] with a study of sine-Gordon breather and two-soliton form factors;
later the effect of exponential corrections (more specifically so-called µ-terms) was also
studied in detail [29]. Even earlier, finite volume breather form factors were already used
in studying resonances [30] and form factor perturbation theory [31]. The present work
is a natural continuation of this line of research, substantially extending and improving
upon the previous results. Previously, there has been no way to study multi-soliton form
factors because their integral representations could not be numerically evaluated. This was
made possible by a quite involved and tedious numerical construction; the details of this
technique are reported elsewhere [32].
It is important to realize that non-diagonal theories, whose spectra contain some non-
trivial particle multiplets (typically organized into representations of some group sym-
metry), such as sine-Gordon or the O(3) nonlinear sigma model are very important for
condensed matter applications (e.g. to spin chains; cf. [33]). The finite volume description
of form factors can be used to develop a low-temperature and large-distance expansion for
finite-temperature correlation functions [21, 34, 35], which could in turn be used to explain
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experimental data, e.g. from inelastic neutron scattering [36, 34]. Another interesting
application of finite volume form factors is the computation of one-point functions of bulk
operators on a strip with integrable boundary conditions: the approach developed in [37]
is in principle valid for general (i.e. non-diagonal) scattering.
Therefore the extension to non-diagonal theories is an interesting direction. Sine-
Gordon model can be considered as the prototype of a non-diagonal scattering theory,
and it has the advantage that its finite volume spectra and form factors can be studied nu-
merically using the truncated conformal space approach, originally developed by Yurov and
Zamolodchikov for the scaling Lee-Yang model [38], but later extended to the sine-Gordon
theory [39]. Its exact form factors are also known in full generality [40, 41, 42, 43, 44], and
so it is a useful playground to test our theoretical ideas on finite volume form factors.
To summarize, the motivations of the present work are:
• To continue extending the description of finite volume form factors, initiated in [20,
21], to theories with non-diagonal scattering.
• We perform the first detailed direct test of the sine-Gordon multi-soliton form fac-
tors (conjectured from the bootstrap) along the lines of [20, 21], i.e. by comparing
them directly to numerically determined matrix elements computed from solving the
explicit field theory dynamics in finite volume.
• We also wish to make sure that the numerical representation developed in [32] are
correct. These numerical results are intended to be used later for several independent
lines of research, so testing and refining them is important.
• In the previous work [28], some issues were left unresolved. These were related to a
sign observed in diagonal one-soliton matrix elements, and a numerical discrepancy
in the comparison of diagonal matrix elements. Here we solve the first problem and
present evidence that the second one is related to truncation errors inherent in the
TCSA method.
The paper is organized as follows. After a brief review of the necessary facts about sine-
Gordon model in section 2, we recall the formalism for finite volume soliton form factors in
section 3. Using the formalism developed in [28], we give theoretical predictions for finite
volume matrix elements between multi-soliton states in section 3, which are compared to
numerical data from the truncated conformal space approach in section 4. Section 5 is
devoted to the conclusions and outlines remaining problems, to be investigated further.
2 Brief review of sine-Gordon model
2.1 Action and S matrix
The classical action of the theory is
A =
ˆ
d2x
(
1
2
∂µΦ∂
µΦ +
m20
β2
cos βΦ
)
3
The fundamental excitations are a doublet of soliton/antisoliton of mass M . Their exact
S matrix can be written as [1]
Sj1j2i1i2 (θ, ξ) = Sj1j2i1i2 (θ, ξ)S0(θ, ξ) (2.1)
where
S++++(θ, ξ) = S
−−
−−(θ, ξ) = 1
S+−+−(θ, ξ) = S
−+
−+(θ, ξ) = ST (θ, ξ)
S−++−(θ, ξ) = S
+−
−+(θ, ξ) = SR(θ, ξ)
and
ST (θ, ξ) =
sinh
(
θ
ξ
)
sinh
(
iπ−θ
ξ
) , SR(θ, ξ) = i sin
(
π
ξ
)
sinh
(
iπ−θ
ξ
)
S0(θ, ξ) = − exp
{
−i
ˆ ∞
0
dt
t
sinh π(1−ξ)t
2
sinh πξt
2
cosh πt
2
sin θt
}
= −
(
n∏
k=1
ikπξ + θ
ikπξ − θ
)
exp
{
− i
ˆ ∞
0
dt
t
sin θt
×
[
2 sinh π(1−ξ)t
2
e−nπξt +
(
e−nπξt − 1) (eπ(ξ−1)t/2 + e−π(1+ξ)t/2)]
2 sinh πξt
2
cosh πt
2
}
(the latter representation is valid for any value of n ∈ N and makes the integral repre-
sentation converge faster and further away from the real θ axis). Besides the solitons, the
spectrum of theory contains also breathers; we omit details since these play no role in the
sequel. We also introduced the parameter
ξ =
β2
8π − β2
Another representation of the theory is as a free massless boson conformal field theory
(CFT) perturbed by a relevant operator. The Hamiltonian can be written as
H =
ˆ
dx
1
2
: (∂tΦ)
2 + (∂xΦ)
2 : +µ
ˆ
dx : cos βΦ : (2.2)
where the semicolon denotes normal ordering in terms of the modes of the µ = 0 massless
field. In this case, due to anomalous dimension of the normal ordered cosine operator, the
coupling constant µ has dimension
µ ∼ [mass]2−β2/4π
so it defines the mass scale of the model and the dimensionless coupling parameter is β.
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2.2 Soliton form factors
We consider only exponentials of the bosonic field Φ. Their vacuum expectation value is
known exactly [45]:
Ga(β) = 〈eiaβΦ〉 =

M√πΓ
(
4π
8π−β2
)
2Γ
(
β2/2
8π−β2
)


a2β2
4pi
exp
{ ˆ ∞
0
dt
t
[
− a
2β2
4π
e−2t
+
sinh2
(
a
4π
t
)
2 sinh
(
β2
8π
t
)
cosh
((
1− β2
8π
)
t
)
sinh t
]}
(2.3)
with M denoting the soliton mass related to the coupling µ defined in via [46]
µ =
2Γ(∆)
πΓ(1−∆)
(√
πΓ
(
1
2−2∆
)
M
2Γ
(
∆
2−2∆
) )2−2∆ , ∆ = β2
8π
(2.4)
As for multi-soliton form factors, at present there are three independent constructions:
the earliest one by Smirnov (reviewed in [40]), the free field representation by Lukyanov
[41, 42] and the work by Babujian et al. [43, 44]. Here we use formulae from Lukyanov’s
work [42]; however, certain of his conventions are different and therefore we change the
labeling of the form factors accordingly (see eqn. (2.10) below). The reason is that the
form factors we use satisfy form factor bootstrap relations which are slightly different from
Lukyanov’s conventions; in this we conform to the conventions of the papers [20, 21]. In
our notations, the form factor equations are:
I. Lorentz-invariance
FOi1...iN (θ1 + Λ, . . . , θN + Λ) = e
s(O)ΛFOi1...iN (θ1, . . . , θN) (2.5)
where s(O) is the Lorentz spin of the operator O.
II. Exchange:
FOi1...ikik+1...iN (θ1, . . . , θk, θk+1, . . . , θN) =
S
jkjk+1
ikik+1
(θk − θk+1)FOi1...jk+1jk...iN (θ1, . . . , θk+1, θk, . . . , θN) (2.6)
III. Cyclic permutation:
FOi1i2...iN (θ1 + 2iπ, θ2, . . . , θN) = e
2πiω(O)FOi2...iN i1(θ2, . . . , θN , θ1) (2.7)
where ω(O) is the mutual locality index between the operator O and the asymptotic field
that creates the solitons.
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IV. Kinematical singularity
−iRes
θ=θ
′
FOi k i1...iN (θ + iπ, θ
′
, θ1, . . . , θn) = (2.8)
Cik′
(
δk
′
k − e2πiω(O)Sk1j1ki1 (θ′ − θ1)Sk2j2k1i2 (θ′ − θ2) . . . Sk
′jn
kn−1in
(θ′ − θN)
)
FOj1...jN (θ1, . . . , θN )
where C is the charge conjugation matrix.
V. Dynamical singularity
− iRes
ǫ=0
FOi j i1...iN (θ + iu¯
i
jk/2 + ǫ, θ
′ − iu¯jik/2, θ1, . . . , θN ) = ΓkijFOk i1...iN (θ, θ1, . . . , θN) (2.9)
whenever k occurs as the bound state of the particles i and j, corresponding to a bound
state pole of the S matrix, where Γkij is the on-shell three-particle coupling and u
k
ij is the
so-called fusion angle. The fusion angles satisfy
m2k = m
2
i +m
2
j + 2mimj cosu
k
ij
2π = ukij + u
j
ik + u
i
jk
and we also used the notation u¯kij = π − ukij. Equations I-V are supplemented by the
assumption of maximum analyticity (i.e. that the form factors are meromorphic functions
which only have the singularities prescribed by the axioms) and possible further conditions
expressing properties of the particular operator whose form factors are sought.
The form factors of the operator
Oa = eiaβΦ
which satisfy equations (2.5-2.8) with the locality index
ω(Oa) = a mod 1
can be obtained from
F aσ1...σ2n(θ1, . . . , θ2n) = (−1)nF (a)−σ2N ···−σ1(θ2n, . . . , θ1)
= (−1)nF (−a)σ2n...σ1(θ2n, . . . , θ1) (2.10)
where the functions F (derived by Lukyanov) are specified in appendix A. Equation (2.9)
for the dynamical singularities can then be used to construct form factors of breathers,
which are bound states of a soliton with an antisoliton.
Note that the sign factor (−1)n corresponds to a redefinition of the relative phase
between a soliton and an antisoliton. In our previous work [28], it was noticed that such
a sign was necessary for a full agreement between the finite size data and the theoretical
predictions. Since then we realized that this is explained by the difference between the
conventions used for the form factor equations between Lukyanov’s work [42] and the
finite volume form factor formalism developed in [20, 21]. Similarly, the other sign change
is related to another difference in the conventions, namely the sign of the sine-Gordon field
Φ, which can be compensated by either flipping the sign of a or exchanging the soliton
with the antisoliton (charge conjugation). Finally, the rapidity ordering is again a matter
of convention, this time that of fixing the basis for the asymptotic multi-particle states.
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3 Soliton form factors in finite volume
3.1 Finite volume form factors in non-diagonal theories
The formulae for finite volume form factors, derived in [20, 21], were generalized for the
case of non-diagonal theories in [28]. Here we only recall the necessary facts; for more
details the reader is referred to the original papers.
In finite volume L, the space of multi-soliton states can be labeled by momentum
quantum numbers I1, . . . , IN . We introduce the following notation for them:
|{I1, I2, . . . , IN}〉(r)L (3.1)
where the index r enumerates the eigenvectors of the n-particle transfer matrix, which can
be written as
T (λ| {θ1, . . . , θN})j1...jNi1...iN = S
c1j1
ai1
(λ− θ1)Sc2j2c1i2 (λ− θ2) . . .SajNcN−1iN (λ− θN)
where θ1, . . . , θN are particle rapidities. The transfer matrix can be diagonalized simulta-
neously for all values of λ:
T (λ| {θ1, . . . , θN})j1...jNi1...iN Ψ
(r)
j1...jn
({θk}) = t(r) (λ, {θk})Ψ(r)i1...in ({θk})
We can assume that the wave function amplitudes Ψ(r) are normalized and form a complete
basis: ∑
i1...iN
Ψ
(r)
i1...iN
({θk})Ψ(s)i1...iN ({θk})∗ = δrs∑
r
Ψ
(r)
i1...iN
({θk})Ψ(r)j1...jN ({θk})∗ = δi1j1 . . . δiN jN
these eigenfunctions describe the possible polarizations of the N particle state with rapidi-
ties θ1, . . . , θN inside the 2
N dimensional internal space indexed by i1 . . . iN .
The rapidities of the particles in the state (3.1) can be determined by solving the
quantization conditions
Qj(θ1, . . . , θn) = ML sinh θj + δ
(r)
j (θ1, . . . , θN ) = 2πIj , k = 1, . . . , N (3.2)
δ
(r)
j (θ1, . . . , θN) = −i log t(r) (θj , {θk})
When considering rapidities which solve these equations with given quantum numbers
I1, . . . IN and a specific polarization state r, they will be written with a tilde as θ˜1, . . . , θ˜N .
Using the above ingredients, the finite volume matrix elements can then be written as∣∣∣ (s)〈{I ′1, . . . , I ′M}|O(0, 0)|{I1, . . . , IN}〉(r)L ∣∣∣ =∣∣∣∣∣∣ F
O(s)(θ˜′M , . . . , θ˜
′
1|θ˜1, . . . , θ˜N)(r)√
ρ(r)(θ˜1, . . . , θ˜N)ρ(s)(θ˜′1, . . . , θ˜
′
M)
∣∣∣∣∣∣+O(e−µ′L) (3.3)
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where ρ(r) and ρ(s) denote the density of states of types r and s,
FO(s)(θ′M , . . . , θ
′
1|θ1, . . . , θN)(r)
=
∑
j1...jM
∑
i1...iN
Ψ
(s)
j1...jM
({θ′k})∗ FOj¯M ...j¯1i1...iN (θ′M + iπ, . . . , θ′1 + iπ, θ1, . . . , θN)Ψ
(r)
i1...iN
({θk})
and the bar denotes the antiparticle. The absolute value in (3.3) and in all similar formulae
below is necessary to account for the different phase conventions of the multi-particle states
used in the form factor bootstrap and in the finite volume calculations.
Relation (3.3) is only valid for matrix elements with no disconnected pieces, i.e. when
the rapidities in the two finite volume states are all different from each other. If there are
particles with exactly coinciding rapidities in the two states, i.e. θ˜′k = θ˜l for some k and l,
then there are further contributions. Note that equality of two quantum numbers such as
I ′k = Il is not sufficient for the presence a disconnected contribution, as the corresponding
rapidities will in general be different due to the terms involving the phase shifts δ
(r)
j .
Therefore such terms are only present for the case when the two sets of quantum numbers
are exactly identical, and also in the special case when the two states each contain a particle
with exactly zero rapidity. At present, the disconnected terms are only known for states
with diagonal scattering; the form of these contributions was obtained in [21].
3.2 Soliton-antisoliton states
This can be easily applied to soliton-antisoliton states. Two-soliton states form a four
dimensional space corresponding to ss, ss¯, s¯s and s¯s¯. Due to the charge conjugation
invariance of the S matrix, the eigenvectors of the transfer matrix have definite charge
parity; together with charge conservation, this uniquely determines them. The eigenvectors
of the two-soliton transfer matrix in the neutral subspace are [28]
Ψ(+) =
1√
2
(0,+1,+1, 0)
Ψ(−) =
1√
2
(0,+1,−1, 0) (3.4)
and are even/odd under charge conjugation, respectively.
This results in the following quantization conditions for the soliton-antisoliton pair:
Q
(±)
1 (θ1, θ2) = ML sinh θ1 + δ±(θ1 − θ2) = 2πI1
Q
(±)
2 (θ1, θ2) = ML sinh θ2 + δ±(θ2 − θ1) = 2πI2 (3.5)
where the phase-shifts δ± are defined from the eigenvalues of the two-particle S-matrix in
the neutral subspace by
S+(θ) = S+−+− (θ) + S−++− (θ) = −eiδ+(θ)
S−(θ) = S+−+− (θ)− S−++−(θ) = eiδ−(θ)
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and the ± distinguishes the two states (3.4). Note the − sign introduced in the first line
which ensures that the phase-shifts are odd and continuous functions of the rapidity θ; as
a consequence they vanish for θ = 0. Due to this convention the + states are quantized
with half-integer, while the − states are quantized with integer quantum numbers.
The density of states can be written as the Jacobi determinant [28]
ρ(±)(θ1, θ2) =
∣∣∣∣∣∣
∂Q
(±)
1
∂θ1
∂Q
(±)
1
∂θ2
∂Q
(±)
2
∂θ1
∂Q
(±)
2
∂θ2
∣∣∣∣∣∣
From (3.3) we obtain
∣∣∣ 〈0|O(0, 0)|{I1, I2}〉(±)L ∣∣∣ =
∣∣∣F±(θ˜1 − θ˜2)∣∣∣√
ρ(±)(θ˜1, θ˜2)
+O(e−µL) (3.6)
where
F±(θ) =
1√
2
(F+−(θ)± F−+(θ)) = − 1√
2
(F1−+(θ)±F1+−(θ))
in terms of (A.1) and θ˜1,2 are the solutions of (3.5) at the given volume L with quantum
numbers I1,2. This relation was already tested in [28].
Similarly one obtains
∣∣∣ (s)〈{I ′1, I ′2|O(0, 0)|{I1, I2}〉(r)L ∣∣∣ =
∣∣∣F (s)(iπ + θ˜′2, iπ + θ˜′1, θ˜1, θ˜2)(r)∣∣∣√
ρ(s)(θ˜′1, θ˜
′
2)ρ
(r)(θ˜1, θ˜2)
+O(e−µL)
s, r = ±1 (3.7)
where
F (s)(θ′2, θ
′
1, θ1, θ2)
(r) =
1
2
[
F−++−(θ
′
2, θ
′
1, θ1, θ2) + rF−+−+(θ
′
2, θ
′
1, θ1, θ2)
sF+−+−(θ
′
2, θ
′
1, θ1, θ2) + rsF+−−+(θ
′
2, θ
′
1, θ1, θ2)
]
provided the matrix element is non-diagonal, i.e. the two states differ either in their
symmetry indices s, r, or in at least one of the momentum quantum numbers.
States containing more than two solitons/antisolitons can be described using the al-
gebraic Bethe Ansatz [28]; we do not enter into details as they are not needed in the
sequel.
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3.3 States containing only solitons
Another way to test the multi-soliton form factors is to consider matrix elements where both
states contain only solitons of like (say positive) topological charge. Since their scattering
is diagonal, the formulae from [20, 21] are directly applicable. The quantization relations
for these states are
Qk(θ1, . . . , θN) = ML sinh θk +
∑
l 6=k
δ(θk − θl) = 2πIk , k = 1, . . . , N (3.8)
where the phase-shift δ is defined by
S++++(θ) = −eiδ(θ)
and the density of states is
ρ(θ1, . . . , θN)L = detJ (N) , J (N)kl =
∂Qk(θ1, . . . , θN )
∂θl
, k, l = 1, . . . , N (3.9)
Because of the sign in the definition of the phase-shift, the Ik are integer/half-integer for
states containing on odd/even number of solitons, respectively.
The finite volume matrix elements can be expressed as follows [20]:
|〈{I ′1, . . . , I ′M}|O(0, 0)|{I1, . . . , IN}〉L| =∣∣∣∣∣∣FO− · · ·−︸ ︷︷ ︸
M
+ · · ·+︸ ︷︷ ︸
N
(θ˜′M + iπ, . . . , θ˜
′
1 + iπ, θ˜1, . . . , θ˜N)
∣∣∣∣∣∣√
ρ(θ˜1, . . . , θ˜N )Lρ(θ˜′1, . . . , θ˜
′
M)L
+O(e−µL) (3.10)
Since the topological charge of the operator
O = eiβΦ
vanishes, the matrix elements are only nonzero when N = M .
For the particular case of states containing only solitons we also know the form of
disconnected contributions; since their scattering is diagonal, one can use the results from
[21]. For diagonal matrix elements
〈{I1, . . . , IN}|O(0, 0)|{I1, . . . , IN}〉L = 1
ρ({1, . . . , N})L × (3.11)∑
A⊂{1,2,...N}
F(A)Lρ({1, . . . , N} \ A)L +O(e−µL)
where |A| denotes the cardinal number (number of elements) of the set A
ρ({k1, . . . , kr})L = ρ(θ˜k1 , . . . , θ˜kr)L
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is the r-particle Bethe-Yang Jacobi determinant (3.9) involving only the r-element subset
1 ≤ k1 < · · · < kr ≤ N of the N particles, and
F({k1, . . . , kr})L = F sr (θ˜k1 , . . . , θ˜kr)
F sr (θ1, . . . , θl)i1...il = limǫ→0
FO(θl + iπ + ǫ, . . . , θ1 + iπ + ǫ, θ1, . . . , θl)− · · ·−︸ ︷︷ ︸
r
+ · · ·+︸ ︷︷ ︸
r
Besides diagonal matrix elements, the only other possibility for disconnected terms to occur
is when both states contain a stationary particle; in our case it can only happen in matrix
elements with the same (odd) number of solitons on both sides. The general formula can
be found in [21]; here we only quote the case needed in the sequel:
|〈{I ′, 0,−I ′}|O|{I, 0,−I}〉L| = (3.12)∣∣∣∣∣F1,1(θ˜′|θ˜) +MLFO−−++(iπ + θ˜′, iπ − θ˜′,−θ˜, θ˜)
∣∣∣∣∣√
ρ(θ˜′, 0,−θ˜′)Lρ(θ˜, 0,−θ˜)L
+O(e−µL)
where
F1,1(θ′|θ) = lim
ǫ→0
FO−−−+++(iπ + θ
′ + ǫ, iπ − θ′ + ǫ, iπ + ǫ, 0,−θ, θ)
4 Numerical results
4.1 Numerical methods
To evaluate the form factors numerically, we use the truncated conformal space approach
(TCSA) pioneered by Yurov and Zamolodchikov [38]. The extension to the sine-Gordon
model was developed in [39] and has found numerous applications since then. The Hilbert
space can be split by the eigenvalues of the topological charge Q (or winding number) and
the spatial momentum P , where the eigenvalues of the latter are of the form
2πs
L
s is called the ’conformal spin’. The basis of the Hilbert space is constructed in the ultra-
violet limiting massless free boson CFT with central charge c = 1, and a (dimensionless)
upper cutoff Ecut is imposed on the scaling dimension (which is the sum of the left and
right conformal dimensions) of the states kept under the truncation.
In sectors with vanishing topological charge, we can make use of the symmetry of the
Hamiltonian under
C : Φ(x, t) → −Φ(x, t)
which is equivalent to conjugation of the solitonic charge. The truncated space can be split
into C-even and C-odd subspaces that have roughly equal dimensions [28], which speeds up
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the diagonalization of the Hamiltonian by roughly a factor of eight (the required machine
time scales approximately with the third power of matrix size). We used the program
developed for the work [28], with cutoff values Ecut ranging between 16 to 26; the highest
cutoff was chosen such that the dimension does not exceed 11000 states (in order for the
program to fit into available computer memory and also finish in a reasonable amount of
time); the maximum Ecut permitted by this criterion depends on the value of the sine-
Gordon coupling β, and the topological charge and spin of the sector under consideration.
For the matrix element calculations, we chose the operator
O =: eiβΦ :
which is essentially one half of the interaction term in the Hamiltonian in (2.2). The
semicolons denote normal ordering with respect to the λ = 0 free massless boson modes.
This operator has conformal dimension
∆O = ∆¯O =
β2
8π
Using relation (2.4) we can express all energy levels and matrix elements in units of (ap-
propriate powers of) the soliton mass M , and we also introduce the dimensionless volume
variable l = ML. The general procedure is the same as in [20, 21]: the particle content
of energy levels can be identified by matching the numerical TCSA spectrum against the
predictions of the Bethe-Yang equations.
To generate the data used for comparison, altogether 342 TCSA Hamiltonians were
diagonalized, and from them 1350 operator matrices were computed. Three values of
couplings were used: ξ = 2/7, 50/239 and 50/311; for each of them we evaluated the
sectors Q = 0, 1, 2, 3 with spins s = 0, 1, 2 (for the sectors with Q = 0, this was done
separately for the C-even/odd projections) and with as many values for Ecut ≥ 16 as the
dimensionality constraint admitted. This left us with a vast amount of useful data of which
we only include an illustrative sample; we performed the comparison for a much larger set,
with identical results to the ones presented below.
As in all our previous works on finite volume form factors (see e.g. [20, 21]), energy
levels predicted by the Bethe-Yang equation were used to identify the particle contents
of the finite volume energy levels computed numerically from the TCSA method. Due
to level crossings, at certain values of the volume L there can be more than one TCSA
candidate levels for a given Bethe-Yang solution; for the data presented here we kept only
unambiguously identified levels.
In all of the figures presented below, we denote the operator matrix element by f : this
means taking the absolute value of the matrix elements which is normalized by choos-
ing the TCSA vectors orthonormal. This conforms to the conventions used in eqns.
(3.3,3.10,3.11,3.12). In all cases, the discrete points are the numerical TCSA data, while
the continuous lines are the corresponding theoretical expectations.
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4.2 Sources of deviations
There are two sources of deviations between the theoretical predictions and numerical
results:
1. Exponential finite size effects are neglected in the theoretical description for the vol-
ume dependence of matrix elements, outlined in section 3. While they are partially
understood (especially the so-called µ-terms [47, 29]), there is no systematic descrip-
tion for them yet, so we do not consider them here. Generally, they are expected to
be larger for smaller ξ: both because the breathers become lighter in terms of the
mass scale M provided by the soliton mass (which affects so-called F -terms arising
from breather loops non-trivially wound around the finite volume), and also because
they become less tightly bound when considered as bound states of other breathers
(which enhances the µ-terms related to compositeness). Some of the µ-terms can
also be dangerously enhanced by the analytic behaviour of form factors [29], but no
sign of such behaviour was seen for the matrix element considered in this work.
2. Truncation errors introduced by TCSA, on the other hand, generally increase with
the volume and are also larger for higher excited states. In sine-Gordon theory, they
have been observed to become smaller when decreasing ξ, so the two sources of devi-
ations behave the opposite way when the sine-Gordon coupling is varied. Behaviour
of truncation errors in the asymptotic regime of large values of the cutoff can be
theoretically described by a Wilsonian renormalization group [48, 49, 50].
Level crossings also present a problem in numerical stability, since in their vicinity
the state of interest is nearly degenerate to another one. Since the truncation effect
can be considered as an additional perturbing operator, the level crossings are even-
tually lifted. However, such a near-degeneracy greatly magnifies truncation effects
on the eigenvectors and therefore the matrix elements [27]. This is the reason behind
the fact that there are some individual numerical points that are clearly scattered
away from their expected place (cf. fig 4.1).
For any quantity (energy levels and matrix elements) which is compared between the
theoretical predictions and the numerics, one can define the “scaling regime”, which is the
volume range in which the two sources of deviations are the smallest, i.e. the range in which
truncation errors and exponential finite size effects are approximately the same magnitude.
This range depends on the following factors:
1. The value of the sine-Gordon coupling β: when β (or equivalently) ξ decreases, it
shifts to larger values of the volumes, and also becomes longer.
2. The TCSA truncation: it becomes longer when increasing the value and also shifts
to slightly higher values of the volume.
3. The quantity under considerations: as shown below, diagonal matrix elements are the
ones most affected by truncation errors, for which we have no theoretical explanation
at present.
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Figure 4.1: Non-diagonal form factors in the Q = 0 sector for ξ = 50/239. A few examples
of individual data points affected by truncation effects magnified by the vicinity of a level
crossing can be seen at ML = 23, cf. the second and fourth lines from below (plotted with
diamonds and stars, respectively).
4.3 Results for four-particle form factors
We can consider off-diagonal matrix elements between soliton-antisoliton two-particle states
(for the diagonal ones we do not have the theoretical description yet, cf. the discussion in
the conclusions). The theoretical prediction is given by eqn. (3.7) and the comparison is
shown in figure 4.1.
In addition we can use the soliton-soliton two-particle states. For off-diagonal matrix
elements it is straightforward to use (3.10) and we obtained a good agreement as demon-
strated in fig. 4.2. For the diagonal case however, one observes a discrepancy between the
predictions from eqn. (3.11) and the numerical results in fig. 4.3 which becomes smaller
for smaller values of ξ. As illustrated in fig. 4.4, this can be explained by truncation errors,
which are indeed improved by decreasing ξ. One can try to extrapolate the truncation de-
pendence; however, it turns out that it does not fit the theoretically expected asymptotics
derived in [49], which means that the leading order renormalization group behaviour is not
yet valid at the cutoffs considered. Extrapolations reproducing the theoretical predictions
can be found, but for a cut-off dependence which has an exponent that differs from the
predictions of the renormalization group; in addition, the available range of cutoff values
is not sufficient for a reliable determination of the exponent from the numerical data. In
the conclusions we discuss how the situation can be improved, but this is out of the scope
of the present work.
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Figure 4.2: Non-diagonal form factors in the Q = 2 sector for ξ = 50/239
4.4 Six-soliton form factors
We tested six-soliton form factors by comparing the predictions from eqn. (3.10) to off-
diagonal matrix elements between states composed of three solitons (and no antisolitons).
The agreement is again very convincing, as demonstrated in fig. 4.5. For diagonal matrix
elements, we noticed similar discrepancies as in the case of diagonal four-soliton form
factors; however, the truncation dependence proved to be much worse in this case, so while
the results were qualitatively consistent, they were not as good as for the four-soliton case.
In addition, for this case there is an interesting new possibility of having disconnected
parts originating from particles with exactly zero rapidity, described by eqn. (3.12). For
these matrix elements we get a very convincing agreement again, as demonstrated in fig.
4.6.
5 Conclusions and outlook
In this work we compared the conjectured exact soliton form factors of sine-Gordon theory,
obtained from the bootstrap, to finite volume matrix elements given by the truncated
conformal space approach.
For non-diagonal matrix elements we find excellent agreement between the numerical
results and theoretical expectations, both for four-soliton and six-soliton form factors. For
diagonal matrix elements we found some discrepancy similar to the one noticed in [28]
for four-breather form factors. This discrepancy tends to decrease for smaller value of ξ
(or equivalently β) and we argued that it can be attributed to truncation effects. Similar
effects were observed for boundary form factors in [51] and based on the accumulated data
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Figure 4.3: Diagonal form factors in the Q = 2 sector
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Figure 4.5: Off-diagonal form factors in the Q = 3 sector for ξ = 50/239
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Figure 4.6: Form factors with zero-momentum disconnected pieces in the Q = 3 sector
we are inclined to think that there is something special about cutoff dependence of diagonal
matrix elements.
Convergence of the TCSA can be improved by renormalization group methods [48,
49, 50]; as we discussed in subsection 4.3 it turns out that the TCSA data are not yet
in the regime where the leading RG behaviour is applicable, and the extrapolation fits
are not reliable enough to determine the exponent of the cutoff dependence. This can be
helped by applying the numerical RG technique proposed in [49]; however, developing a
systematic program for that takes a substantial amount of effort and time, and work in this
direction has just started. One can also extend the domain of comparison by improving
the theoretical description for smaller volumes (where truncation errors are negligible) by
describing exponential finite size effects.
Aside from the above-mentioned technical issues, there is a crucial missing piece, namely
the description of disconnected pieces for states in which the scattering is non-diagonal,
i.e. an extension of formulae (3.11, 3.12) to the general case. The work aimed at resolving
this issue is in progress, and the developments in this paper are also useful in preparing a
testing ground for future theoretical conjectures. Once this final piece is in place, it will
be possible to use the systematic formalism developed in [35] for the form factor expansion
of finite temperature correlators to evaluate correlators in field theories with non-diagonal
scattering, such as sine-Gordon theory or the O(3) nonlinear σ-model.
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A Explicit formulae for the soliton form factors
Let us denote the form factor functions defined by Lukyanov by
F (a)σ2n...σ1(θ2n, . . . , θ1) = Ga(β)〈〈Zσ2n(θ2n) . . . Zσ1(θ1)〉〉
where σi = ± and
2n∑
k=1
σk = 0
is necessary for the matrix element to be different from zero. The operators Z are given
by
Z+(θ) =
√
i
C2
4C1 e
aθeiφ(θ)
Z−(θ) =
√
i
C2
4C1 e
−aθ
{
e
i4pi2
β2
ˆ
C+
dγ
2π
e(1−2a−8π/β
2)(γ−θ)e−iφ¯(γ)eiφ(θ)
−e− i4pi
2
β2
ˆ
C−
dγ
2π
e(1−2a−8π/β
2)(γ−θ)eiφ(θ)e−iφ¯(γ)
}
The averages are computed by the multiplicative Wick theorem (valid for exponential
operators) using
〈〈eiφ(θ2)eiφ(θ1)〉〉 = G(θ1 − θ2)
〈〈eiφ(θ2)eiφ¯(θ1)〉〉 = W (θ1 − θ2)
〈〈eiφ¯(θ2)eiφ¯(θ1)〉〉 = G¯(θ1 − θ2)
The function G is given by the integral representation
G(θ) = iC1 sinh
(
θ
2
)
exp
{ˆ ∞
0
dt
t
sinh2
((
1− iθ
π
)
t
)
sinh t (ξ − 1)
sinh 2t cosh t sinh tξ
}
= iC1 sinh
(
θ
2
) N∏
k=1
g(θ, ξ, k)k exp
{ ˆ ∞
0
dt
t
e−4Nt
(
1 +N −N e−4t)
× sinh2
((
1− iθ
π
)
t
)
sinh t (ξ − 1)
sinh 2t cosh t sinh tξ
}
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where the second formula provides an extension for the domain of convergence of the
integral by factorizing out the following pole factors
g(θ, ξ, k) =
Γ
(
(2k+1+ξ)π−iθ
πξ
)
Γ
(
2k+1
ξ
)2
Γ
(
(2k+1)π−iθ
πξ
)
Γ
(
2k+ξ
ξ
)2
Γ
(
(2k+ξ)π−iθ
πξ
)
Γ
(
(2k−2+ξ)π+iθ
πξ
)
×
Γ
(
(2k−1)π+iθ
πξ
)
Γ
(
2k−1+ξ
ξ
)2
Γ
(
(2k−1+ξ)π+iθ
πξ
)
Γ
(
2k
ξ
)2
Γ
(
(2k+2)π−iθ
πξ
)
Γ
(
2kπ+iθ
πξ
)
and is independent of N ,
C1 = G(−iπ) = exp
{
−
ˆ ∞
0
dt
t
sinh2(t/2) sinh(t(ξ − 1))
sinh(2t) cosh(t) sinh(tξ)
}
C2 = exp
{
4
ˆ ∞
0
dt
t
sinh2(t/2) sinh(t(ξ − 1))
sinh(2t) sinh(tξ)
}
and
W (θ) =
1
G(θ + iπ/2)G(θ − iπ/2)
= − 2
cosh θ
N∏
k=1
Γ
(
(2k−5/2+π)ξ+iθ
πξ
)
Γ
(
(2k−1/2)π−iθ
πξ
)
Γ
(
2k−1/2
ξ
)2
Γ
(
1 + 2k−3/2
ξ
)2
Γ
(
(2k+1/2)π−iθ
πξ
)
Γ
(
(2k−3/2)π+iθ
πξ
)
× exp
{
−2
ˆ ∞
0
dt
t
e−4Nt sinh2
((
1− iθ
π
)
t
)
sinh t (ξ − 1)
sinh 2t sinh tξ
}
G¯(θ) =
1
W (θ + iπ/2)W (θ − iπ/2)
= −C2
4
ξ sinh
θ + iπ
ξ
sinh θ
where, again, the integral formula is eventually independent of the natural number N ;
it provides a representation which converges faster numerically and is valid further away
from the real θ axis with increasing N . The contours in the integrals are such that the
“principal poles” of the W -functions are always between the contour and the real line,
where the “principal pole” of W (x) is the one located at x = −iπ/2.
The integral representation can be evaluated in a closed form at the free fermion point
ξ = 1 and also for the two-particle case when a is either integer or half-integer [42]. Here
we only quote the case needed in the text:
F1±∓(θ) = G1(β)
G(θ)
G(−iπ) cot
(
πξ
2
)
4i cosh
(
θ
2
)
e∓
θ+ipi
2ξ
ξ sinh
(
θ+iπ
ξ
) (A.1)
The numerical evaluation of the integral representation is rather involved; the details are
given in [32].
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