We show that all of the nice behavior for Tamagawa numbers, Tate-Shafarevich sets, and other arithmetic invariants of pseudo-reductive groups over global function fields proved in [Ros3] fails in general for non-commutative unipotent groups. We also give some positive results which show that Tamagawa numbers do exhibit some reasonable behavior for arbitrary connected linear algebraic groups over global function fields.
Introduction

Basic notions
Let G be a connected linear algebraic group over a global field k. One of the major arithmetic quantities with which this paper is concerned is the so-called Tamagawa number of G, denoted τ (G). This is the volume of a certain adelic coset space associated to G with respect to a certain canonical measure, the Tamagawa measure, and it contains important arithmetic information about G. For more details, see [Oes, Chap. I] and [Ros3, §1.1] .
Also important for us will be the Tate-Shafarevich set of G, defined as
the set of G-torsors over k that have points everywhere locally (so X 1 (k, G) measures the failure of the Hasse principle for G-torsors). We also denote the Tate-Shafarevich set by X 1 (G) or simply X(G). Note that one may also define X(G) by the formula
due to [Ros3, Prop. 1.5] .
The Tate-Shafarevich set of affine group schemes of finite type over global fields is finite. This finiteness is due to Borel and Serre over number fields (where one may easily reduce to the reductive case), Harder and Oesterlé in the reductive and solvable cases respectively over global function fields, and Conrad in the general case over global function fields; see [Con1, §1.3] and the references therein for more details. (The analogous finiteness of TateShafarevich sets for abelian varieties is a major open problem.)
Modulo some results that were unknown at the time but have since been proven, Sansuc [San, Th. 10 .1] obtained an elegant formula for Tamagawa numbers of connected reductive groups. He showed that for such G one has
Over number fields, this is the end of the story, at least for Tamagawa numbers of linear algebraic groups: one easily deduces that Sansuc's formula holds for all connected linear algebraic groups over number fields. The reason is that over a number field (or, more generally, over any perfect field), every linear algebraic group is an extension of a reductive group by a split unipotent group (i.e., a unipotent group admitting a filtration with successive quotients isomorphic to the additive group G a ). Over imperfect fields, however, such as global function fields, this fails completely, and in fact, Sansuc's formula (1.1) fails to hold in general even for forms of G a over global function fields.
Nevertheless, one may obtain a suitable replacement for (1.1) for a large class of groups, namely groups that are either commutative or pseudo-reductive. Recall that a connected linear algebraic group over a field k is said to be pseudo-reductive if its k-unipotent radical R u,k (G) -which is defined to be the maximal smooth connected normal unipotent ksubgroup of G -is trivial. (Reductivity means that the same holds over k.) Over perfect fields, reductivity and pseudo-reductivity agree, because Galois descent implies that the k-unipotent radical of G descends all the way down to k, but over imperfect fields there are many examples of groups that are reductive but not pseudo-reductive.
In order to formulate a replacement for (1.1), we introduce a subgroup of Pic(G) which keeps track of the group structure on G, namely, for a smooth connected group scheme G over a field k, let
where m, π i : G × G → G (i = 1, 2) are the multiplication and projection maps respectively. Thus, Ext 1 (G, G m ) is the group of line bundles on G that are universally translationinvariant modulo line bundles on the base. The reason for the notation Ext 1 (G, G m ) is that any extension of G by G m is in particular a G m -torsor over G, hence we get a homomorphism Ext (This is essentially [?, Thm. 4.12] , though the result there is stated only for G of multiplicative type. The proof is the same in general, using Chevalley's Unit Theorem.)
When G is commutative, the notation Ext 1 (G, G m ) may also be used to denote the derived-functor Ext in the category of fppf abelian sheaves on Spec(k). This latter Ext group is canonically isomorphic to the group Ext 1 (G, G m ) defined above [Ros2, Prop. 4 .3], so there is no ambiguity in the notation. Another nice property of the group Ext 1 (G, G m ) is that it is finite for any connected linear algebraic group G over a global field k [Ros2, Thm. 1.1]. This result is truly arithmetic in nature, as it fails over every local function field and over every imperfect separably closed field [Ros2, Prop. 5.7] . Let us also remark that if k is a perfect field then the inclusion Ext 1 (G, G m ) ⊂ Pic(G) is an equality for any connected linear algebraic k-group G (see the paragraph preceding the statement of Theorem 1.4 in [Ros2] ). In particular, this equality holds when k is a number field.
Positive results for commutative and pseudo-reductive groups
Now we recall the main results of [Ros3] . One of these is the following generalization of Sansuc's formula (1.1) to pseudo-reductive (and commutative) groups: Theorem 1.1. ([Ros3, Thm. 1.1]) Let G be a connected linear algebraic group over a global field k. Assume that G is either commutative or pseudo-reductive. Then
Remark 1.2. Theorem 1.1 is the analogue for linear algebraic groups of the Birch and Swinnerton-Dyer Conjecture; see the discussion after Theorem 1.1 in [Ros3] .
In [Ros3] , it is also shown that Tamagawa numbers and Tate-Shafarevich sets behave well with respect to inner twisting. Recall that if G is a group scheme over a field k, then an inner form of G is a k-form G ′ of G that is in the image of the map H 1 (k, G/Z G ) → H 1 (k, Aut G/k ), where Z G is the center of G, the last set classifies k-forms of G, and the map on cohomology sets is induced by the map G/Z G → Aut G/k which sends g to conjugation by G. We also say that G ′ is obtained from G by inner twisting. If G is smooth, then so is G/Z G , hence an inner form of G is a k s /k-form. [Ros3] proves the following result: Theorem 1.3. ([Ros3, Thm. 1.4]) Let G be a pseudo-reductive group over a global function field k. Then τ (G) and #X(G) are invariant under inner twisting. That is, if G ′ is an inner form of G, then τ (G) = τ (G ′ ) and #X(G) = #X(G ′ ).
Remark 1.4. Here is a consequence of Theorem 1.3. Consider the map
, but what about the other fibers? For x ∈ H 1 (k, G), the fiber θ
) containing x is in bijection with the set X(G x ), where G x is the kform of G obtained by taking the image of x under the map
In particular, G x is an inner form of G! Theorem 1.3 therefore implies that when G is pseudo-reductive, all of the nonempty fibers of θ G have the same size (though that theorem is strictly stronger than this, since the map
In light of Remark 1.4, it is natural to ask for which α ∈ H 1 (A,
is nonempty. In order to answer this question, we note that for any smooth connected group scheme G over a global field k, we have a complex of pointed sets
which we will now define. The map
To define the second map, consider an extension
(which is automatically central since connectedness of G implies connectedness of E) and an element α ∈ H 1 (A, G). We obtain for each place v of k the element α v ∈ H 1 (k v , G); α v is trivial for all but finitely many v by [Ros3, Prop. 1.5] . Due to the centrality of the extension (1.5), we get a connecting map
2 Z/Z, or 0, depending on whether k v is non-archimedean, R, or C (by taking local Brauer invariants). Thus we get for each place v of k an element of Q/Z, all but finitely many of which are 0. Adding these up produces an element of Q/Z. This procedure yields a map
One may check that this map is additive in the second argument, hence induces a map of pointed sets
This defines the second map in (1.4). Further, the image of any element of H 1 (k, G) under this map is 0, since the sum of the local invariants of a global Brauer class is 0 by class field theory.
Remark 1.5. Before continuing, we note that the complex (1.4) is compatible with global Tate duality in the following sense. Given a commutative affine group scheme G of finite type over a field k, let
denote the fppf G m -dual sheaf. We have a functorial (in G and k) exact sequence
defined as follows. (When G is disconnected, we have to specify that we are only considering central extensions of G by G m , as arbitrary such extensions need not be central.) A central extension E of G by G m splits fppf locally over k if and only if it splits over k, by the Nullstellensatz and standard spreading-out arguments. Thus,
consists of those extensions that split fppf locally, i.e., the fppf forms of the trivial extension E = G m × G (with the obvious extension structure). But one easily checks that the automorphism functor of the trivial extension (as an extension of G by G m ) is G. It follows that the above kernel is canonically (up to a universal choice of sign) isomorphic to H 1 (k, G).
When k is a global field, we have a complex
where the first map is induced by the diagonal inclusion k ֒→ A, and the second by cupping everywhere locally and adding the invariants. That is, given α ∈ H 1 (A, G) and β ∈ H 1 (k, G), we have for each place v of k the cup product pairing
where the last map is once again the Brauer invariant. Thus, by taking the cup product of α v and β v for each v and then adding the results, we obtain the second map in (1. At any rate, the point we would like to make here is that for connected commutative affine k-group schemes G of finite type, the two complexes (1.4) and (1.7) are compatible via the first map in (1.6) (with the appropriate universal choice of sign). This compatibility may be checked by using the description of cup product (on H 1 ) in terms of Čech cohomology.
The following result tells us which fibers of the map θ G in (1.3) are nonempty: Theorem 1.6. ([Ros3, Thm. 1.6]) Let k be a global function field, and let G be a connected linear algebraic k-group that is either commutative or pseudo-reductive. Then the complex
is an exact sequence of pointed sets. That is, the kernel of the second map is the image of the first.
Pathologies with unipotent groups
Given the results of §1.2, it is natural to ask to what extent these results may be extended beyond the commutative and pseudo-reductive settings; that is, may they be generalized to arbitrary connected linear algebraic groups? Over number fields, the general case follows easily from the reductive case, because over such fields every connected linear algebraic group is an extension of a reductive group by a split unipotent group. The analogous statement over function fields is that every connected linear algebraic group is an extension of a pseudo-reductive group by a unipotent group. The problem is that this unipotent group need not be split. In fact, unipotent groups over imperfect fields can be extremely complicated. The purpose of the present work is to show that all of the main results of [Ros3] discussed in §1.2 fail even for general wound non-commutative 2-dimensional unipotent groups. (For a discussion of woundness, see the beginning of §2.) We now discuss each of these failures in turn. First, Theorem 1.1 fails.
Theorem 1.7. For every prime number p, there is a global function field k of characteristic p and a wound non-commutative 2-dimensional unipotent group U over k for which Theorem 1.1 fails to hold. That is,
For a more precise description of the groups U in Theorem 1.7, see Proposition 3.7. Since Theorem 1.1 is the linear algebraic group version of the Birch and Swinnerton-Dyer Conjecture (Remark 1.2), Theorem 1.7 suggests that Tamagawa numbers of unipotent groups exhibit rather odd behavior in general. With regard to their behavior under inner twisting (see Theorem 1.3), the situation is even worse. Theorem 1.8. Over every global function field k, there exist wound non-commutative 2-dimensional unipotent groups U having the following property: for every ǫ, M > 0, there exists an inner form U ′ of U such that τ (U ′ ) < ǫ and #X(U ′ ) > M . Remark 1.9. As in Remark 1.4, Theorem 1.8 has implications for the fibers of the map
Namely, as discussed in that remark, for x ∈ H 1 (k, U ), the fiber θ
) is in bijection with the Tate-Shafarevich set X(U x ) of U twisted by x. But we claim that twists of U by elements of H 1 (k, U ) are the same as inner twists of U . The Tate-Shafarevich aspect of Theorem 1.8 therefore exactly says that the map θ U has arbitrarily large fibers.
To prove the claim, we first note that any twist of U by an element of
On the other hand, we claim that the map
In fact, this H 2 -vanishing holds for any commutative unipotent k-group, as one may show by reducing to the smooth connected case [Ros1, Prop. 2.5.4(i) ], α p , and finite étale commutative groups of p-power order (for which the fppf cohomology agrees with the étale by [BrIII, Thm. 11.7] , hence the desired vanishing is [Ser, Ch. II, §2.2, Prop. 3 
]).
Despite the pathological behavior described in Theorem 1.8, Tamagawa numbers of connected linear algebraic groups over global function fields do exhibit some reasonable behaviors. First, although Tamagawa numbers in general vary over the collection of inner forms of a given G, they only vary by powers of p: Theorem 1.10. If G is a connected linear algebraic group over a global function field of characteristic p, and G ′ is an inner form of G,
Second, Theorem 1.8 naturally leads one to ask whether the unboundedness goes in the reverse direction. That is, clearly #X(U ′ ) cannot be made arbitrarily small (it is bounded below by 1), but can τ (U ′ ) be made arbitrarily large? The answer is no, as the following result shows. Theorem 1.11. Let G be a connected linear algebraic group over a global function field. Then there is a constant M (depending on G) such that τ (G ′ ) < M for all inner forms G ′ of G.
Next we come to Theorem 1.6, which describes the fibers of the map θ G . This result, too, fails in general for non-commutative unipotent groups: Theorem 1.12. For every prime p there exists a global function field k of characteristic p and a wound non-commutative 2-dimensional unipotent k-group U such that the complex of pointed sets
fails to be exact.
For a more precise description of the groups described in Theorem 1.12, see Proposition 3.8.
Let us now summarize the contents of this paper. In §2 we describe some wound noncommutative 2-dimensional unipotent groups constructed by Gabber which will serve as our source of counterexamples for the various pathologies described in this introduction. In §3, we prove Theorems 1.7 and 1.12 by using Gabber's groups to construct explicit counterexamples to the unipotent analogues of Theorems 1.1 and 1.6. In §4, we prove Theorem 1.8 by showing that all of the groups constructed by Gabber over global function fields provide examples of the pathological behavior described in that result. Finally, in §5 we prove Theorems 1.10 and 1.11. Each section of this paper is independent of the others, with the exception that § §3 and 4 depend upon the constructions in §2.
Notation and conventions
Throughout this paper, k denotes a field and, when it appears, p denotes a prime number equal to the characteristic of k.
A linear algebraic group over k is a smooth affine k-group scheme. When k is a global field, k v denotes the completion of k at a place v, O v the ring of integers of k v when v is non-archimedean, and A k (or just A when there can be no confusion) denotes the ring of adeles of k.
For any affine k-group scheme G of finite type, we define G to be the functor on kalgebras given by
We must also make some remarks about the behavior of cohomology in exact sequences. Given an affine group scheme G of finite type over a field k, one may define H 1 (k, G) as the set of fppf G-torsors over Spec(k) up to isomorphism; this is a pointed set, and if G is commutative then it is even an abelian group. When G is commutative, one may also define the higher cohomology groups. Note that the affineness of G implies that the torsor sheaves classified by this H 1 -set are all representable due to the effectivity of fppf descent for affine schemes.
If G is smooth over k, then the étale and fppf G-torsors agree, so we may define H 1 (k, G) to be the set of isomorphism classes of étale or fppf G-torsors over Spec(k). The étale and fppf cohomology groups H i (k, G) agree for all i when G is smooth and commutative [BrIII, Thm. 11.7] . When G is smooth, therefore, all of the defined cohomology groups may be defined in terms of Galois cohomology by using the language of cocycles and coboundaries. This is the language used in [Ser] .
On the other hand, for some purposes it is necessary to work with cohomology over general base schemes, or even fppf cohomology over fields, in which case the language of Galois cocycles is insufficient. One may sometimes replace these with Čech cohomology, but it is also useful to develop the entire theory in a more intrinsic manner, using the language of torsors.
Given an exact sequence
of smooth affine k-group schemes, one may compute the associated cohomology exact sequence using Galois cohomology. In this language, much of the familiar formalism of long exact sequences which comes out of (1.8) when the groups are commutative remains true in the non-commutative setting. This is discussed in [Ser, Chap. I, §5] . Much of the discussion in [Ser] is done in the language of torsors as well as Galois cocycles, though not all of it. We will at various points throughout this work require results for cohomology sets of the form H 1 (A k , G), where G is a smooth connected affine group scheme over a global field k. Strictly speaking, the results in [Ser] do not apply to these sets. There are, however, two ways around this. The first is to simply invoke [Ros3, Prop. 1.5] to reduce assertions for adelic cohomology to the case of fields, where one may use Galois cohomology and apply the results in [Ser] directly. The second approach is to state and prove all of the results of [Ser, Chap. I, §5] in the more general context of torsors over an arbitrary base rather than merely Galois (i.e., étale) cohomology over fields. This is essentially done in [Con1, Appendix B] .
Strictly speaking, [Con1, Appendix B] only treats the case of fields, but all of the techniques and arguments used there for deriving properties of the long exact sequence associated to the short exact sequence (1.8) work over a general base ring for affine groups, since affineness ensures the effectivity of all descent datum, which is necessary if one wishes to ensure that all fppf sheaf torsors are in fact representable by schemes. (If one does not care about such representability, and is satisfied with working just with sheaf torsors, then even this assumption is unnecessary.)
Throughout this work, we will refer to [Ser] and invoke [Ros3, Prop. 1.5], but we wanted to make the reader aware of the more general results essentially proved in [Con1, Appendix B] which allow one to work directly over the adele ring rather than invoking this "trick".
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Gabber's unipotent groups U a
In this section we describe some groups constructed by Gabber (for the purpose of giving examples of wound non-commutative unipotent groups, which is actually somewhat tricky). These are the groups that we shall use in this paper to give counterexamples to the results in §1.2 in the (wound non-commutative) unipotent setting. These yield examples of 2-dimensional wound non-commutative unipotent groups over every imperfect field.
Before giving the constructions, we briefly recall the notion of woundness for unipotent groups. A wound (or k-wound) unipotent group over a field k is a smooth connected unipotent k-group scheme U such that any map of k-schemes A 1 k → U from the affine line to U is the constant map to some u ∈ U (k). This is equivalent to saying that U does not contain a copy of G a [CGP, Def. B.2.1, Cor. B.2.6]. Woundness is insensitive to separable field extension. That is, if U is a smooth connected unipotent k-group, and K/k is a (not necessarily algebraic) separable field extension, then U is k-wound if and only if U K is K-wound [CGP, Prop. B.3.2] . Clearly, smooth connected k-subgroups of wound unipotent k-groups are still wound. So are extensions of wound groups by other wound groups, as may be checked by using the formulation in terms of containing a copy of G a . Quotients of wound groups, however, need not be wound (even quotients by smooth connected subgroups). Over a perfect field, all smooth connected unipotent groups are split [Bor, Thm. 15.4(iii) ], hence no nontrivial wound unipotent groups exist over such fields. Over imperfect fields, however, there are many. We will give some examples below (see (2.1)). Now we recall Gabber's construction of wound non-commutative unipotent groups over any imperfect field [Con2, Ex. 2.10] . Let k be an imperfect field of characteristic p, and let a ∈ k − k p . Consider the smooth connected wound 1-dimensional unipotent groups V a , W a defined by
One checks that these groups become isomorphic to G a over k(a), k(a 1/p 2 ), respectively. We claim that they are wound. Indeed, it suffices to show that they are not k-isomorphic to G a . We will in fact show that they are not isomorphic to A 1 k as k-schemes. In order to do this, it suffices to show that for the unique regular compactifications V a , W a of the smooth curves V a , W a , the complements V a − V a , W a − W a do not consist of a single rational point. (In fact, this method of checking woundness is completely general; for a smooth connected 1-dimensional unipotent group G over any field k, the regular compactification G of G always consists of a single point that becomes rational over some finite purely inseparable extension of k, and G is wound if and only if this point is rational over k [Ros2, Prop. 5.3] .) But one easily checks that V a , W a are given by the projectivizations of the equations in (2.1) defining V a , W a :
k . The points at infinity on these curves are not k-rational, since a / ∈ k p . We may construct an extension U a of V a by W a by using the following nonzero alternating bi-additive 2-cocycle h :
(For generalities on the relationship between extensions of algebraic groups and 2-cocycles, see [DG, Chap. II, §3 .2]. We will not require any of these general results about this relationship.) We let
as k-schemes, with group law
This defines a group law with identity (0, 0) and inverse (w, v) −1 = (−w, −v), and projection onto V a is a surjective group homomorphism with kernel identified with W a via the map
When p = 2, the construction is somewhat more complicated. First consider general p (not necessarily equal to 2), and consider the group
Consider the k-morphism b : V a → W + a defined by b(x, y) := (x p+1 , xy p ) and the symmetric bi-additive 2-coboundary h
This is not symmetric, hence defines a non-commutative group U ζ a as follows. Let
as k-schemes, with group law given by
The identity of U ζ a is (0, 0), and inversion is given by (w, v) −1 = (−w − h ζ (v, −v), −v). Further, projection onto V a is a surjective group homomorphism with kernel identified with W + a via the map w → (w, 0). Unfortunately, this only defines U ζ a over F p 2 (a). Remark 2.1. For the counterexamples that we will construct in §3, the groups U a constructed above whenever p > 2 or p = 2 and F 4 ⊂ k will suffice, since we will only deal with global function fields containing F p 2 . In §4, we will construct examples of unipotent groups with strange behavior over every global function field, so we will require the groups constructed in a more complicated manner below when p = 2 but F 4 ⊂ k. The reader who wishes to avoid this complication may simply restrict attention to fields of characteristic p > 2 and fields of characteristic 2 containing F 4 . In this case, Lemma 4.6 simplifies as explained in Remark 4.7, and one can ignore the more complicated case when F 4 ⊂ k in the proof of Lemma 4.8.
In order to deal with fields k of characteristic 2 such that F 4 ⊂ k, we now define a Galois descent datum on U ζ a in order to descend it to an extension of V a by W + a over the rational function field
. Then ζ is a primitive cube root of unity, hence its Galois conjugate over F 2 is ζ −1 = ζ + 1. For the Galois conjugate group U ζ+1 a , note that
a is the identity map, so [σ] defines a descent datum on U ζ a , which therefore (because of effectivity of descent for affine schemes) descends to a non-commutative extension of V a by W a over F 2 (a), which we again denote by U a . The corresponding group over k is just the base change of this one from
3 Pathologies with unipotent groups: Tamagawa numbers and exact sequences
The purpose of this section is to prove Theorems 1.7 and 1.12. In order to do this we will make use of Gabber's groups U a defined in §2. In particular, we take k := F q (T ), q := p 2n , and a := T (T − 1). Denote the groups W a , V a , U a simply by W, V, U , respectively. This notation will be in force throughout the rest of this section. We will show that the conclusions of Theorems 1.1 and 1.6 fail for U . In order to do this, we begin with some calculations.
Lemma 3.1. X(V ) = 0.
Proof. Using the exact sequence
, and similarly for k v . Therefore,
.
Indeed, writing z = n≥−N c n T −n for some c n ∈ F q , we may take α := n≤0 c n T −n . Applying this to x ∞ , y ∞ , we see that there exist
In particular,
Remark 3.3. If p = 2, then W is a smooth affine plane conic, hence rational, so W (k) is infinite.
Proof. The last assertion follows from the first two and the fact that x + x p = 0 has no repeated roots and all of its roots lie in F p 2 ⊂ F q , since they satisfy
In order to prove that the points listed are all of the k-points of W , we first claim that if (x, y) ∈ W (k) and p > 3, then ord v (x) ≥ 0 for all places v of k, hence x ∈ F q . Indeed, suppose to the contrary that some ord v (x) < 0 (so x = 0).
Since p > 2, this implies that ord v (T (T −1)) = 0, and in particular, v = 0, 1, ∞. We deduce that ord v (x) = ord v (y). Now taking differentials of (3.1) for the field extension
The last quantity on the right side of this equation is at most 1, hence if p > 3, then (since
and this is a contradiction, since we always have
, then the strict inequality between the outer terms in (3.2) still holds unless ord v (x) = −1 and ord v ((2T − 1)dT ) = 1, i.e., v = −1. Thus, if p = 3, then x ∈ O v for all v = −1 and ord −1 (x) ≥ −1. It follows that x = λ + µ/(T + 1) for some λ, µ ∈ F q . Plugging this into (3.1), we find that
Now we claim that y ∈ O v for v = 0, 1. Indeed, otherwise the left side of (3.3) lies in O v while the right side does not. So we may reduce (3.3) modulo m 0 and m 1 , and doing so yields two equations in λ + λ 3 and µ + µ 3 which we solve to find that both equal 0. This shows that x is of the type asserted in the lemma. One then simply solves for y.
Remark 3.5. One can show, by an argument similar to the one used to prove Lemma 3.1, that X(W ) = 0. In conjunction with the argument in the proof below and the fact that
, this then shows that in fact
We will never use this.
Proof. Making the change of variables X → −X/T (T − 1), we see that
First suppose that p = 2. By [Ros2, Prop. 5 .10], Ext 1 (W, G m ) = Pic(W ). By [Ros2, Prop. 5.4 ], therefore, in order to show that Ext 1 (W, G m ) = 0, it is enough (in fact, equivalent) to show that if C is the regular compactification of the smooth affine curve W , then the unique point Q of C − W is not k-rational. But one easily checks that the projectivization
of the equation (3.4) for W is a regular curve, hence is the regular compactification C sought. The point Q at ∞ is the one defined in the affine patch X = 0 by the equation
, which is of course not a rational point. This completes the proof when p = 2 (and in fact shows that Ext 1 (W, G m ) ≃ Z/2Z in this case by [Ros2, Props. 5.2, 5 .4], since the regular compactification C of W has genus 0). Now suppose that p > 2. We will show that Ext 1 (W, G m ) = 0 by computing τ (W ), and in particular we will show that
This is sufficient by Theorem 1.1. In order to do this, we apply [Oes, Chap. VI, §7.5, Prop.], which says that
where g is the genus of the curve X = P 1 Fq of which k is the function field (g = 0 in this case), and N and l are defined as follows. Let b = (T (T − 1)) p−1 for notational simplicity. We have
where the sum is over all places v of k, the brackets denote the maximum integer function, and k(v) is the residue field of X at v. The integer l is defined to be the number of places v of k such that the following holds: the quantity ord v (db) + 1 is a multiple m(p − 1) of p − 1, and for some (equivalently, any) uniformizer π at v, the image of the element
The integer m is coprime to p, since one cannot have ord v (db) ≡ −1 (mod p) in characteristic p by a local calculation with power series: if b = n≥N c n π n with c n ∈ k(v) ⊂ k v , then db = n≥N nc n π n−1 dπ, so ord v (db) = min{n − 1 | nc n = 0}, and the minimal such n is obviously nonzero modulo p.)
First, we compute that
Thus, N = −1. We still need to compute l. If p > 3, then the only places v for which ord v (db) + 1 is a multiple of p − 1 are v = 0, 1, ∞. If p = 3, then this also holds for v = 1/2 = −1. We will check below that in all of these cases, the quantity (3.6) is a (p − 1)st power in k(v), so that l = 3 for p > 3 and l = 4 when p = 3. Applying (3.5), therefore, together with Lemma 3.2, we see that τ (W ) = p 2 for p > 2, as desired. It remains to check that (3.6) is a (p − 1)st power in k(v) in all of the cases listed above. In fact, a straightforward computation using the uniformizers π = T, T − 1, T −1 , and 2T − 1 at the places v = 0, 1, ∞, and 1/2 (when p = 3), respectively, shows that the image of (3.6) in k(v) equals −1 in these cases. Further, the residue field in all of these cases is F q . The element −1 is a (p − 1)st power in F q precisely when (−1) (q−1)/(p−1) = 1.
For a smooth connected group scheme G over k, let DG denote the derived group of G, and G ab := G/DG the abelianization of G.
Lemma 3.6. Let G be a smooth connected unipotent group over an arbitrary field k. Then the pullback map Ext
is an isomorphism, and the map
Proof. Indeed, it suffices to show that the canonical map H 1 (k, G) → Ext 1 (G, G m ) appearing in the exact sequence (1.6) is an isomorphism, since G = G ab . But for this it suffices to show that Ext 1 k (G, G m ) = 0. In fact, Pic(G k ) = 0 because G k is split unipotent, hence isomorphic as a k-scheme to some affine n-space, so we are done.
We may now show that the conclusions of Theorems 1.1 and 1.6 fail for the group U .
Proposition 3.7. For k = F p 2n (T ) and a = T (T − 1) ∈ k, let V a and W a be as in (2.1). Define the 2-dimensional wound non-commutative k-group extension U of V a by W a as follows:
• If p > 2, then define U = U a as in (2.3) with group law (2.4) resting on h as in (2.2).
• If p = 2, then upon choosing a primitive cube root of unity ζ ∈ F 4 ⊂ F p 2n , define U = U ζ a as in (2.7) with group law (2.8) resting on h ζ as in (2.6) and (2.5).
Then Theorem 1.1 fails for U . That is,
Proof. We have the exact sequence
The maps U (k) → V (k) and U (A) → V (A) are surjective. (When p = 2, this uses the fact that F 4 ⊂ k.) We claim that the map X(W ) → X(U ) is a bijection. We first show that even the map 
For surjectivity, we note that any element of X(U ) maps to X(V ) = 0 (Lemma 3.1), hence lifts to an element of H 1 (k, W ), which must lie in X(W ) by the injectivity of the maps
Since W is unipotent, W (k) = 0, so by [Oes, Chap. III, §5.3, Thm.] ,
By Theorem 1.1 applied to the commutative groups V and W , and Lemma 3.1, we therefore obtain
Now we claim that W = DU . This may be seen directly, but it also follows from dimension considerations as follows. Since V is commutative, DU ⊂ W . Since U is non-commutative, DU is a nontrivial smooth connected k-group, hence, since W is 1-dimensional, we must have DU = W . Thus, V = U ab . By Lemma 3.6 and the fact that X(W ) ∼ − → X(U ) proved above, we therefore obtain
Lemma 3.4 now shows that τ (U ) = # Ext 1 (U, G m )/#X(U ).
Proposition 3.8. Theorem 1.6 fails for the wound 2-dimensional non-commutative group U over the global field k = F p 2n (T ). That is, the complex
of pointed sets is not exact.
Proof. Once again, we have the exact sequence
For any α ∈ H 1 (A, W ), the image of α in H 1 (A, U ) maps to 0 ∈ Ext 1 (U, G m ) * . Indeed, this follows from the commutative diagram
in which the bottom map is 0 by Lemma 3.6 since W = DU , as we saw in the proof of Proposition 3.7. It therefore suffices to construct an element α ∈ H 1 (A, W ) whose image in H 1 (A, U ) does not lift to a class in H 1 (k, U ). We claim that an element α ∈ H 1 (A, W ) has image in H 1 (A, U ) that lifts to a global class in H 1 (k, U ) if and only if α itself lifts to H 1 (k, W ). Clearly, if α lifts to H 1 (k, W ), then its image in H 1 (A, U ) lifts to a global class. Conversely, let j : H 1 (A, W ) → H 1 (A, U ) denote the map induced by the inclusion W ֒→ U , and suppose that j(α) lifts to u ∈ H 1 (k, U ). Then the image of u in H 1 (k, V ) lies in X(V ), which vanishes by Lemma 3.1. Thus, u lifts to some class w ∈ H 1 (k, W ). Let w A denote the image of w in H 1 (A, W ). Then j(α) = j(w A ). But, as we discussed in the proof of Proposition 3.7, the map j is injective due to the surjectivity of the map U (A) → V (A). Therefore, α = w A . That is, α lifts to the class w ∈ H 1 (k, W ). This proves the claim.
It therefore only remains to show that 
Pathologies with unipotent groups: inner twisting
In this section we will prove Theorem 1.8 and thereby show that Theorem 1.3 fails dramatically beyond the commutative and pseudo-reductive cases by giving examples of wound non-commutative 2-dimensional unipotent groups having inner forms with arbitrarily small Tamagawa number and arbitrarily large Tate-Shafarevich set. We will actually show that all of Gabber's groups U a constructed in §2 have this property: Proposition 4.1. Let k be a global function field, a ∈ k − k p . Choose ǫ, M > 0. Then the group U a has an inner form U ′ such that τ (U ′ ) < ǫ and #X(U ′ ) > M .
The proof will occupy this entire this section. The reader who is willing to ignore fields k of characteristic 2 such that F 4 ⊂ k to avoid complications that arise in the proof of Proposition 4.1 over such fields should see Remark 2.1.
Remark 4.2 (Questions).
Suppose that U is a wound non-commutative unipotent group over a global function field k. Does Proposition 4.1 hold for U ? Or does a weaker version at least hold, in which one may find inner forms of U with arbitrarily small Tamagawa number, and inner forms with arbitrarily large X, but possibly not at the same time? Is it true that τ (U ′ ) · #X(U ′ ) is bounded both above and below as U ′ varies over all inner forms U ′ of U ? (See Lemma 4.3 below.)
Recall the groups V a , W a , U a defined in §2 for any imperfect field k and any a ∈ k − k p . We begin with a lemma.
Lemma 4.3. Suppose that we have a central extension
of connected linear algebraic groups over a global function field k such that G ′′ is commutative. Suppose that either X(G ′′ ) = 0 or that G ′′ (k) is finite. Then there are constants c, d > 0 (depending on G) such that for all inner forms G of G,
Proof. Given functions F, H from the set Z 1 (k, G/Z G ) of cocycles valued in G/Z G to the positive reals, let us write F ≈ H is there exist constants c,
We have the exact sequence
Twisting by an element β ∈ Z 1 (k, G/Z G ), we obtain the sequence
where G ′ , G ′′ are left unchanged, because G ′ is central in G and the quotient G ′′ is commutative. Note that π β (G β (A)) ⊂ G ′′ (A) is a normal subgroup. Indeed, it is the kernel of the map 
where
is the induced map on character groups. We claim that the right side above is ≈ 1. The only point that is not immediate is that # coker( j β ) ≈ 1. This holds because G β (k) = G ab β (k), and inner twisting has no effect on the abelianization, so that in fact # coker( j) is invariant under inner twisting.
Since the right side of (4.1) is ≈ 1, we need to show that
Let us endow ker(X(π β )) with the structure of abelian group as follows. Any element of ker(X(π β )) lifts to H 1 (k, G ′ ). Since G ′ ⊂ G β is central, the abelian group H 1 (k, G ′ ) acts on the set H 1 (k, G); denoting this action by * , the map 
is a bijection from the abelian group on the left to the set on the right. Thus, by transfer of structure, we obtain an abelian group structure on ker(X(π β )).
We will now construct an exact sequence of finite groups
where we recall that
) is the one induced by the map G ′ → G. The map φ is the one induced by the connecting map G ′′ (A) → H 1 (A, G ′ ), which is a homomorphism because G ′ ⊂ G is central, by [Ser, Ch. I, §5.6, Cor. 2] and [Ros3, Prop. 1.5] . To define ψ, consider the following exact diagram of pointed sets
One easily checks that this is well-defined, independent of the choice of lifts w, v. This uses the fact that two elements of H 1 (k, G ′ ) have the same image in H 1 (k, G β ) if and only if they differ by an element of We need to check that the maps in (4.3) are group homomorphisms. The map X(G ′ ) → ker(X(π β )) is by the definition of the group structure on ker(X(π β )). To see that the maps ψ, φ are group homomorphisms, again using the definition of the group structure on ker(X(π β )) in the case of ψ, it suffices to note that the connecting map (δ β ) A is a group homomorphism, because G ′ ⊂ G β is central ( [Ser, Chap. I, §5.6, Cor. 2] and [Ros3, Prop. 1.5] ). Now we check exactness of the sequence (4.3). First, if α ∈ ker(X(π β )) lifts to X(G ′ ), then it is clear that ψ(α) = 0, as we may then take w ∈ X(G ′ ), and v = 0 in the definition of ψ(α) above. Conversely, suppose that α ∈ ker(X(π β )) satisfies ψ(α) = 0. In terms of the definition of ψ given above, this means that the element v ∈ G ′′ (A) lifting w A lies in π β (G β (A))G ′′ (k). Modifying v by an element of π β (G β (A) ), therefore, as we may, we may assume that v lifts to some element v ′ ∈ G ′′ (k). But then modifying the element w ∈ H 1 (k, G ′ ) by δ β (v ′ ) -again, as we may -we may assume that w ∈ X(G ′ ). That is, α lifts to X(G ′ ). This proves exactness at ker(X(π β )).
Next we check exactness at
First, it is clear from the definition that φ•ψ = 0, since in the above notation, φ•ψ(α) is the class of (δ β ) A (v) = w A in Q 1 (G ′ ), which is 0. Conversely, suppose that we have a class in
Then by definition, the class of v is ψ(j(w)) with j(w) ∈ ker(X(π β )). So (4.3) is exact.
The exactness of (4.3) implies that # ker(ψ) and # coker(ψ) are both ≈ 1, hence
Therefore, in order to prove (4.2), and hence the lemma, it is the same to show that
When X(G ′′ ) = 0, we have X(G β ) = ker(X(π β )), so (4.4) is immediate. So we now assume that G ′′ (k) is finite and prove (4.4) in this case. In order to do this, it suffices to show that the nonempty fibers of the map X(π β ) :
e., all nonempty fibers have about the same size. (More precisely, they all have size bounded above and below by positive constants times the size of the fiber above the trivial element, where the constants depend only on G, not on β.) For this, we note that for any x ∈ X(G β ), the elements of X(G β ) lying in the same fiber as x are those of the form α * x where α ∈ H 1 (k, G ′ ) satisfies α A * 1 = 1 ∈ H 1 (A, G β ), since this is the same as α A * x A = 1, because x A = 1 (as x ∈ X(G β )). Two such elements α, α ′ satisfy α * x = α ′ * x if and only if (α − α ′ ) * x = x. Twisting the exact sequence
by the cohomology class x to obtain a new sequence (4.5) this amounts to saying α − α ′ → 1 ∈ H 1 (k, G x ). But this in turn is equivalent to the condition α − α ′ ∈ δ x (G ′′ (k)), where δ x is the connecting map associated to the sequence (4.5). Thus, we obtain a bijection between the fiber of the map X(π β ) which contains x and
Since G ′′ (k) is finite, the sizes of these sets are all
which is independent of the element x ∈ X(G β ). That is, the nonempty fibers are all approximately the same size. The proof of the lemma is complete.
In order to apply Lemma 4.3 to the extension
we need the following lemma.
Lemma 4.4. The group V a (k) is finite for any global function field k and any a ∈ k − k p .
Proof. If p > 2, then this is a special case of [Oes, Chap. VI, §3.1, Thm.] . When p = 2 we need a different argument that is in the same spirit as the proof of Lemma 3.2. Let (x, y) ∈ V a (k), so
Suppose we are given a place v of k such that ord v (x) < 0 (so x / ∈ F q and hence y = 0).
On the other hand, taking differentials of (4.6) yields dx = y 4 da, and
when ord v (x) < 0. This yields for all v a lower bound on ord v (x). Further, for all but finitely many v, ord v (a) = ord v (da) = 0, so we actually obtain ord v (x) ≥ 0. Thus, we obtain a divisor D on the curve X of which k is the function field such that div(x) ≥ D for all (x, y) ∈ V a (k) with x = 0. Therefore, there are only finitely many possible values of x, hence only finitely many k-points of V a . Lemmas 4.3 and 4.4 show that for an inner form of U a , having small Tamagawa number is equivalent to having large Tate-Shafarevich set. Thus, in order to prove Proposition 4.1, it suffices to find an inner form having one of these properties, and the other follows automatically. We will force τ to be small directly, thereby also obtaining largeness of X. In order to do this, it is essential that we be able to compute the connecting map V a (k) → H 1 (k, W a ) arising from twists of the exact sequence
Since it is no more difficult, we will do this in greater generality than for the groups U a .
So generalizing for now, let us temporarily assume that we have a central extension of unipotent groups over a field k
with W, V smooth connected 1-dimensional unipotent k-groups. (The assumption on dimension is not so important; we make it mainly for simplicity of exposition and because this assumption will hold for the groups W a , V a to which we will apply this discussion.) For any such groups, by [CGP, Prop. B.1.13] there exist exact sequences
In this way, we obtain identifications
Remark 4.5. Suppose given a class α ∈ H 1 (k, U ). Then we may twist the sequence (4.8) by α to obtain a new sequence. Actually, strictly speaking we must twist by a cocycle representing α. The isomorphism class of this twist (as an extension of V by W ) is independent of the choice of cocycle representing α, up to non-canonical isomorphism. Since this isomorphism class is all that matters for our purposes, we can abuse notation and speak of "twisting by α". Further, since W ⊂ U is central, twisting by α is the same as twisting by the image α of
; again, strictly speaking we are twisting by a cocycle representing this image, but this twist, too, is independent of the cocycle representing this image. All of these assertions follow from the fact that the action of U on the extension class of U as an extension of V by W factors as the composition U → V → Aut (U,V,W )/k (where this last symbol denotes the automorphism functor of the extension U of V by W ), and the fact that fppf forms of this extension class are classified by
Represent the image of α in H 1 (k, V ) ≃ k/f (k 2 ) by some β ∈ k, so that we obtain a twisted sequence
We want to compute the connecting map δ β :
Consider the following pushout diagram with exact rows and columns.
Now M is in particular a G 2 a -torsor over V , and H 1 (V, G 2 a ) = 0 because V is affine, so the map M → V admits a scheme-theoretic (but not necessarily group-theoretic) section V → M . By translating this section by some element of G 2 a (k) = k 2 , we may assume that it carries the identity of V to the identity of M . It follows that the group structure on M is given by some Hochschild 2-cocycle h :
.2] for details.) We will not need to worry about this generality. Let us make the simplifying assumption that our 2-cocycle is bi-additive. We now explain what we mean by all of this.
We
Any bi-additive h as above defines a group law on G 2 a × V in this manner with identity ((0, 0), 0) and inverse (x, v) −1 = (−x − h(v, −v), −v). We assume that the group structure on M arises in this manner. Then for β ∈ k representing a class in k/f (k 2 ) ≃ H 1 (k, V ), we would like to compute the connecting map δ β : V (k) → H 1 (k, W ) associated to the twisted sequence (4.10). This is accomplished by a lemma that involves a couple of additional assumptions, as we now discuss.
Setup: For a field k, let V, W be smooth connected k-group schemes arising as kernels in short exact sequences
(Note that this automatically happens over some finite extension k ′ /k, since over k we have W k ≃ G a and
Consider the pushout diagram (4.11), and pick an isomorphism
, where s is given by the composition
and the map s ′ is given by the same formula but with φ k ′ replaced by the pushout η ′ of φ ′ .
Lemma 4.6. Suppose that the group law above on M (via the isomorphism φ) is given by
is the connecting map associated to the twisted sequence (4.10).
Remark 4.7. We will apply Lemma 4.6 to the groups U a , V a , W a constructed at the beginning of §3. Note that if U = W × V as V -schemes with group structure given by a bi-additive map h : V × V → W that extends to a bi-additive map h : G 2 a × G 2 a → G 2 a , then we may take this h to be the h in Lemma 4.6, k ′ = k, φ to be the pushout of φ ′ , and n = 0. This holds in particular for the groups U a , V a , W a except when char(k) = 2 and F 4 ⊂ k.
Proof. Consider the pushout diagram (4.11) with exact rows and columns, where M is defined as the pushout of the first square. The group V acts by "conjugation" on the whole diagram, so (strictly speaking, making use of Remark 4.5 to avoid ambiguities with a cocycle representing the class of β in k/f (k 2 ) ≃ H 1 (k, V )) we may twist by the class of
is defined by sending v to the fiber ξ −1 β (v) above v with its natural W -action, and similarly for the connecting map G a (k) = k → H 1 (k, W ) in the first vertical sequence above. Thus, we need to construct an isomorphism of W -torsors ǫ :
Given x ∈ g −1 (π β (m) −1 ) (more precisely, x is an R-valued point of this fiber for some k-algebra R), consider i β (x) · m ∈ M β . This maps to 0 ∈ G a under π β , hence lifts to an element u ∈ U β . Since i β (x) → 0 ∈ V , and m → v, it follows that u → v, hence u ∈ ξ −1 β (v). This defines our map, and it is a straightforward diagram chase to see that this is a morphism of W -torsors and hence an isomorphism.
So the main difficulty for computing δ β explicitly is to compute a lift m of v. In fact, since H 1 (V, G 2 a ) = 0 (because V is an affine scheme), we know a priori that there must even be a scheme-theoretic (not necessarily group-theoretic) section s : V → M β . The key is to actually write this down.
The map
Thus, M β is actually obtained by twisting the bottom sequence in (4.11) by a 1-cocycle valued in M that maps to a cocycle in V cohomologous to β. Denote this cocycle by ζ σ .
A 1-cocycle valued in V corresponding to β is computed as follows. Let − → X = (x, y) ∈ k 2 s be as in the statement of the lemma, so f (x, y) = β. Then the class of β in
. Now the group M β , which we might also denote M ζ , is defined by Galois descent by just taking M ks and twisting the Galois action by ζ. More precisely, the new action is given by
. This only depends on ζ σ through its image in V since G 2 a is central in M . All of the maps in diagram (4.13) are the same as those in diagram (4.11) over k s , and are equivariant with respect to this new action, so give maps over k.
The problem is that the obvious section V ks → (G 2 a ) ks × V ks φ ks − − → M ks which is 0 on the G 2 a -component is usually not Galois-equivariant with respect to this new action. So we need to construct a section that is Galois-equivariant. It is a straightforward computation to see that the section
does the job. (When carrying out the computation, one must recall that, via φ, the Vcomponent of ζ σ is ( σ x, σ y) − (x, y) + σ v ′ − v ′ and the group law on M goes over to 4.12.) By our discussion above, the connecting map δ β is obtained by negating π β of the right side of (4.14) for v ∈ V (k) to get an element of k representing a class in H 1 (k, W ) ≃ k/g(k 2 ). How do we compute π β in terms of the components on M given by φ? Recall that
We know how to compute π β in terms of the components given by η ′ . Indeed, with respect to these components, π β is given simply by taking the G 2 a -component and applying g. In fact, M is identified with (G 2 a × U )/ψ(W ), where ψ is the anti-diagonal inclusion w → (l(w), t(w) −1 ). Then π β is computed by lifting m ∈ M to an element of G 2 a × U , projecting onto G 2 a , and applying g. But via the isomorphism η ′ , the G 2 a -component of a lift of m ′ ∈ M k ′ (more precisely,
Thus, we need to apply g to the G 2 a -component of η ′−1 applied to the right side of (4.14) (for v ∈ V (k)) and then negate the result. This new G 2 a -component is just the G 2 a -component of that right side minus n(v) (since for m ∈ M mapping to v, n(v) is by definition the difference between the G 2 a -components of φ −1 (m) and η ′−1 (m)):
Now we must apply g. Using the fact that g is a homomorphism, we obtain:
We claim that
Assuming this, it is annihilated by g, so the above equals
Note that this quantity must lie in k, since it equals π β of a lift of v ∈ V (k) to M β (k). Finally, the negative of (4.16) represents the class of δ β (v) ∈ H 1 (k, W ) ≃ k/g(k 2 ). This completes the proof of the lemma, modulo the claim (4.15). In order to prove (4.15), we note that via φ ′ , the group structure on U k ′ is given by a map h ′ :
the group law on U k ′ goes over to the composition law given by the formula
Indeed, this follows from the fact that φ ′ is an isomorphism of
It follows from the general relationship between Hochschild cohomology and group scheme extensions that DG, Chap. II, §3, no. 2.3, Prop.] . We will show this directly here. (The general argument is the same as the one we give below.) Indeed, the formula for computing the components of φ −1 (m), η ′−1 (m) in terms of one another for m ∈ M are
We then compute that
Comparing the first and last terms, h − h ′ :
k ′ is equal to dn and hence is symmetric. Therefore,
This proves (4.15) and completes the proof of the lemma. Now we return to Gabber's groups U a , V a , W a . We drop the a subscript for notational convenience and denote these groups by U, V, W .
Lemma 4.8. Let k be an imperfect field of characteristic p, and let a ∈ k − k p . Let U, V, W denote the groups U a , V a , W a constructed in §2. Let f, g : G 2 a → G a denote the maps f (x, y) := x − x p 2 − ay p 2 , g(x, y) := x + x p + ay p , so that V = ker(f ) and W = ker(g).
denote the connecting map associated to the twisted sequence
Proof. We will use the notation from §2. We first treat the case p > 2. The group U as a Wtorsor over V is W ×V , and the group structure is (w,
. This of course extends to a bi-additive map G 2 a × G 2 a → G 2 a defined by the same formula, and by abuse of notation we still denote this map by h. By Remark 4.7, we may apply Lemma 4.6 with k ′ = k and n = 0 to compute δ β .
a defined by the formula b(x, y) = (x 3 , xy 2 ).
If σ denotes the nontrivial element of Gal(k(ζ)/k), then (see §2) the Galois descent datum on U ζ which defines U is given by the isomorphism [σ] : (v), v) . Thus, the Galois action on U ζ = U k(ζ) obtained via base change from the group U is σ (w, v) = ( σ w − b( σ v), σ v). Correspondingly, the Galois action
is not Galois-equivariant. We need to find a Galois-equivariant one, which will then descend to a section V → M over k. One easily checks that the section v → φ ′ (−ζb(v), v) does the job (using that ζ 2 + 1 = ζ since p = 2).
We now have two G 2 a -torsor isomorphisms of M k(ζ) with G 2 a × V k(ζ) : φ ′ and the one coming from this new section. The formulas for changing coordinates between these two identifications are
(In terms of the language of the setup preceding Lemma 4.6, the "new" coordinates are the φ-coordinates.) Thus, we compute the group law on M k(ζ) in the new coordinates as follows:
It follows that via φ : G 2 a × V ∼ − → M , the k-group law on M transports over to the one on G 2 a × V given by the 2-cocycle
Explicitly, the role of ζ "cancels out" because one easily computes that
This is a bi-additive map V × V → G 2 a that extends to a bi-additive map G 2 a × G 2 a → G 2 a via the same formula, so we may apply Lemma 4.6 to compute δ β using h new as h there. Equation (4.23) shows that in the notation of that Lemma, n(v) = ζb(v).
Using the relation ζ 2 = 1 + ζ, we obtain
where the penultimate equality uses (4.24). To summarize:
Then by Lemma 4.6,
By explicit computation of the latter via the definition of g, the right side is equal to
where we have used (4.25) and that p = 2. Solving (4.26) and (4.24) for ay 4 and ad 4 respectively, and plugging into (4.27) shows that (4.27) equals c 2 β + c 3 .
We are now ready to prove Proposition 4.1. By Lemmas 4.3 and 4.4, it is enough to find an inner form U ′ of U with arbitrarily small Tamagawa number. Suppose given β ∈ k representing an element in H 1 (k, V ) ≃ k/f (k 2 ). Then we may "twist by β" to obtain the exact sequence
is a normal subgroup, since it is the kernel of the map δ β : V (A) → H 1 (A, W ), which is a group homomorphism because W ⊂ U is central (by [Ser, Chap. I, §5.6, Cor. 2] and [Ros3, Prop. 1.5]). By [Oes, Chap. III, §5.3, Thm.] , therefore, we obtain
The right side is bounded above independently of β, so in order to make τ (U β ) arbitrarily small, we need to show that for any M > 0, there exists β ∈ k such that (Lemma 4.4) , in order to do this it suffices (changing M ) to find β ∈ k such that
In order to do this, in turn, it suffices to show that for any finite set S of places of k, there exists β ∈ k such that for all v ∈ S, the map (4.28)
The map g : k 2 v → k v is induced by a smooth algebraic map (because W is smooth), hence it is open. Therefore, the subgroups g(k 2 v ) ⊂ k v are open, hence closed. Weak approximation then provides β ∈ k satisfying (4.28) for all v ∈ S provided that we show that these groups are not all of k v . That is, we need to show that g : k 2 v → k v is not surjective. This is equivalent to having H 1 (k v , W ) = 0, which follows from [Ros2, Prop. 5.16 ]. The proof of Proposition 4.1 is complete.
Inner twisting: positive results
In this section we will prove Theorems 1.10 and 1.11, thereby showing that despite the pathologies exhibited in Proposition 4.1, the variation of Tamagawa numbers within the set of inner forms of a given group does exhibit some regularity. A key to proving both results is the following lemma.
Lemma 5.1. Let G be a connected linear algebraic group over a field k. If the k-unipotent radical R u,k (G) is wound and nontrivial, then G contains a nontrivial smooth connected central unipotent k-subgroup.
Remark 5.2. The wound assumption is critical, as one sees by considering the group G = G m ⋉ G a , with the action given functorially by t · x = tx. In fact, as we will see in the proof below, the key point is that wound unipotent groups admit no nontrivial torus action.
Proof. Let U := R u,k (G). Consider the descending central series D i U of U , defined inductively by D 0 U := U , and for n ≥ 0, D n+1 U := [U, D n U ], the commutator group of U and D n U . Since U is unipotent, it is a nilpotent group; that is, D i U = 0 for i sufficiently large. Let n be the maximal nonnegative integer such that D n U = 1. Then W := D n U is a nontrivial wound smooth connected central characteristic subgroup of U ; this last adjective means that it is preserved by all automorphisms and that this remains true after extension on k.
Let P := G/U be the maximal pseudo-reductive quotient of G, and let π : G → P denote the quotient map. We will first show that W is central in π −1 (DP ). The group W is normal in G, since it is a characteristic subgroup of the normal subgroup U . Further, since W is central in U , DP acts on W by "conjugation", namely, by lifting to π −1 (DP ) and then acting by conjugation. We need to show that this action is trivial. But DP is equal to its own derived group [CGP, Prop. 1.2.6] , hence is generated by its k-tori [CGP, Prop. A.2.11] . It therefore suffices to show that any torus in DP acts trivially on the wound group U . But wound unipotent groups admit no nontrivial torus action [CGP, Prop. B.4.4] . Therefore, U is central in π −1 (DP ).
This centrality implies that the smooth connected commutative affine group C := P/DP acts on U by conjugation. Letting T ⊂ C be the maximal torus, T acts trivially on U , again because tori cannot act nontrivially on wound unipotent groups. Therefore, the unipotent quotient V := C/T acts on U . We need to show that U contains some nontrivial smooth connected subgroup on which V acts trivially.
Consider the unipotent group H := V ⋉ U . If H is commutative, then V acts trivially on U , and we are done. Otherwise, D 1 H = DH is nontrivial, and all of the groups D i H (i > 0) are contained in the normal subgroup U H. Since H is unipotent, there is a maximal positive integer m such that D m H = 1. Then V acts trivially on D m H, so we are done.
We also need the following simple lemma. Proof. We claim that we have τ (G) = τ (H)τ (U ).
(5.1)
Assuming this, then applying the lemma when G, H are themselves split unipotent, and using the fact that τ (G a ) = 1 [Oes, Chap. I, §5.14, Example 1], we deduce by induction that τ (U ) = 1 for all split unipotent groups U , hence returning to the general case above (where G, H are not necessarily split unipotent), τ (G) = τ (H). In order to prove (5.1), we first note that U (k) = 0, since U is unipotent. It therefore suffices by [Oes, Chap. III, §5.3, Thm.] to show that X(U ) = 1 and that the map G(A) → H(A) is surjective. In fact, since U is split unipotent, we have H 1 (k, U ) = H 1 (k v , U ) = 1 already-known finiteness of the other quantities appearing.) Strictly speaking, to make this conclusion we first need to verify that the subgroup π(G(A)) ⊂ H(A) is normal, and similarly with the twisted map on adelic points. This follows from the fact that this image is the kernel of the map H(A) → H 1 (A, U ), which is a group homomorphism because U ⊂ G is central (where we are using [Ser, Chap. I, §5.6, Cor. 2] and [Ros3, Prop. 1.5] ).
Let us first prove Theorem 1.11 for G. Using (5.4), we see that
The quantity τ (H α ) is bounded above independently of α (but of course depending on G) by Theorem 1.11 for H, which holds by induction, so we are done. In order to prove Theorem 1.10 for G, comparing (5.3) and (5.4) and using the fact that the proposition holds for H by induction, we see that it suffices to show that the quantities
πα(Gα(A))Hα(k) , # ker(X(j)), and # ker(X(j α )) are powers of p. We will show this for the "untwisted" quantities # H(A) π(G(A))H(k) and # ker(X(j)). The proofs for the twisted quantities are the same.
First, as we have already mentioned, the connecting map H(A) → H 1 (A, U ) is a group homomorphism with kernel π(G(A)). It follows that H(A)/π(G(A)) is a p-primary abelian group, since this holds for H 1 (A, U ). Therefore, the finite quotient H(A)/π(G(A))H(k) is a finite p-primary group, hence its order is a power of p. Similarly, in order to show that ker(X(j)) ⊂ X(U ) has p-power order, it suffices to show that it is a subgroup. Since U ⊂ G is central, we have an action of the group H 1 (k, U ) on the set H 1 (k, G), which we will denote by * , such that the map H 1 (k, U ) → H 1 (k, G) induced by the inclusion U ֒→ G is α → α * 1, where 1 ∈ H 1 (k, G) is the trivial element [Ser, Chap. I, §5.7] . Therefore, ker(X(j)) is the intersection of X(U ) with the stabilizer of 1 ∈ H 1 (k, G) for this action, hence it is a subgroup.
