The benefits associated with modeling Box-Cox transformed realised variance data are assessed. In particular, the quality of realised variance forecasts with and without this transformation applied are examined in an out-of-sample forecasting competition. Using various realised variance measures, data transformations, volatility models and assessment methods, and controlling for data mining issues, the results indicate that data transformations can be economically and statistically significant. Moreover, the quartic transformation appears to be the most effective in this regard. The conditions under which the effectiveness of using transformed data varies are identified.
Introduction
Power transformations, and more generally Box-Cox (BC) transformations, have long been recognised as an effective way of achieving well specified models with symmetric errors and stable error variance; see Tukey (1957) and Box and Cox (1964) . More recently, attention has focused on assessing the out-of-sample performance of time-series models applied to BC transformed data.
For instance, Bårdsena and Lütkepohl (2011) , Lütkepohl and Xu (2012) , Proietti and Lütkepohl (2013) and Mayr and Ulbricht (2015) demonstrate that out-of-sample forecasts based on models applied to BC transformed macroeconomic series can be more accurate than those based on using the raw series (cf. Nelson and Granger, 1979) . Inspired by these results we consider whether BC transformations are useful within the context of forecasting future realised variances.
The use of transformations in the context of realised variance is not new. Indeed, applications of models to log transformed realised variance is common practise; see, e.g., Andersen et al. (2003) , Andersen et al. (2007) , Corsi (2009) , Hansen et al. (2012) and Koopman and Scharth (2013) . 1 More recently, BC transformations have been considered in this context; see, e.g., Gonçalves and Meddahi (2011), Weigand (2014) , and Nugroho and Morimoto (2016) . 2 We add to this literature by examining the out-of-sample performance of a variety of contemporary models applied to BC transformed realised variance in comparison to those applied to raw realised variance. In contrast to previous studies we focus is on whether the BC transformation itself is beneficial to volatility forecasters.
The question of whether to transform the raw realised variance series will depend on the loss function used to assess forecasting performance. We follow the extant literature and consider the mean square (MS) and quasi-likelihood (QLIK) error loss functions applied to the raw realised variance series. These belong to the Bregman loss function family, and are thus consistent in the sense that the conditional mean is the optimal forecast (Banerjee et al., 2005 , Gneiting, 2011 , and Patton, 2015 . 3 Under these loss functions the optimal forecast is obtained by minimising any 1 The use of log transformed realised variance is based on previous findings that show that these data are Gaussian distributed; see, e.g., Andersen et al. (2001a Andersen et al. ( , 2001b .
2 Transformations are not always applied. For instance, Bollerslev et al. (2016) augment the popular long-memory heterogenous autoregressive (HAR) model of Corsi (2009) , but decide not to apply the log transformation as in the original HAR model. 3 The Bregman loss function family also possess the quality that for correctly specified models with nested information sets, the 'ranking of these forecasts by MSE is sufficient for their ranking by any Bregman loss function' 2 Bregman loss function. If we consider a model with parameters estimated by minimising the MS loss function, then it follows that this forecast is optimal. However, the models themselves may not be 'suited' to the raw (possibly highly non-Gaussian) data. It is possible that models applied to transformed data may be superior because they more closely match the true data generating process. Consequently, although the parameters are not optimised with respect to the loss function, their forecasts may be superior because of the suitability of the model to the data. It is this tradeoff (parameter optimisation versus model suitability) that we are examining in the current paper by considering whether or not to transform realised variance data.
Using a comprehensive set of ten S&P 500 index realised variance measures, we examine whether the use of BC transformations has value to forecasters. The results indicate that such transformations can improve forecasts of future realised variance across a range of models and under both the MS and QLIK loss functions. Moreover, quality differences between forecasts based on modeling raw and transformed data can be significant even when one controls for data mining by using the reality check statistical tests proposed by White (2000) . Of the BC transformations that we consider it is the quartic root (and not the log) transformation that delivers the best results. Finally, we demonstrate that the benefits of BC transformation are not evenly spread over the realised variance measures. Indeed, for some measures no benefits are found -a result that we demonstrate is driven by the degree of skewness in the raw realised variance series.
The rest of the paper is organised as follows. The next section contains a description of the methodologies employed and is followed by the empirical results. The final section concludes.
Methodologies
This section contains the models and methods used to constructed forecasts, and the means by which the relative quality of the forecasts is assessed.
Forecast construction: The problem
Let x t be the raw data that we wish to forecast, in our case realised variance, x t > 0 and t = 1, 2, . . . , T . As x t is likely to be highly non-Gaussian we model the BC transformed data given (Patton, 2015) .
It follows that x t = g(y t ; λ) = f −1 (y t ; λ). 4 Suppose the forecaster models y t and obtains h- 
where µ k,t+h|t is the kth conditional moment of y t+h about its conditional mean, and
with g 0 = 1. This is henceforth referred to as the full adjustment forecast. Simplifications of the expression in (2) are possible. One could assume that y t+h has a Gaussian distribution, or one could ignore all moments except the mean and variance. Adjustments based on these assumptions are provided in Table 1 , and deliver forecasts henceforth referred to as the Gaussian adjustment and second-order adjustment forecasts. 5
Insert Table 1 here 4 Note that yt represents raw realised variance when λ = 1. 5 Subsets of the results in Table 1 have been derived previously. Granger and Newbold (1976) derive the solution associated with the log transformation under the Gaussian distribution assumption via Hermite polynomial expansions, Pankratz and Dudley (1987) 
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The implementation of the above formulae require further augmentation in order for them to become practical to implement. First, in the subsequent empirical application the full adjustment method employs (2) with a truncation such that only the first ten conditional moments are considered. Extending beyond this point has no effect on the accuracy of forecasts. Second, higher conditional moments (that is, the second conditional moment and higher) are estimated using their unconditional sample counterparts.
Models
A number of realised variance (and transformations thereof) models are available. In additional to a simple first-order autoregressive (AR) model, we consider the following models.
The HAR model
The first model considered is the popular (and successful) heterogeneous AR (HAR) model proposed by Corsi (2009) . This model provides a parsimonious representation of realised variance that attempts to capture the long memory observed in previous studies; see, e.g., Anderson et al. (2001a Anderson et al. ( , 2001b Anderson et al. ( , 2003 . Conditional expectations of demeaned transformed (daily frequency) realised variance based on the HAR model take the following form:
This can be written as a restricted infinite-order autoregressive (AR(∞)) model such that
where
γ 3 for i = 6, . . . , 22, and zero otherwise. It follows from the chain-rule of forecasting that h-step forecasts are given by Shephard and Sheppard (2010) takes the form
Here z t represents an alternative BC transformed measure of realised variance (given by the BC transformed squared daily return). The specification can be written more compactly as
This equation can also be written in VARMA(1,1) form,
It also follows that h-step forecasts are given by 
The RealGARCH model
As an alternative to the above model, a simplified version of the first-order RealGARCH model (ignoring leverage effects) proposed by Hansen et al. (2012) can written as
Substituting (11b) into (11a) and rearranging we obtain
This can also be written in the matrix form given by (7), but now
It necessarily follows that this can be expressed as the VARMA(1,1) process in (8) or the restricted VAR(∞) process as in (9). Comparing these versions of the HEAVY and RealGARCH models we see that the latter is actually a restricted version of the former (with the restrictions involving β 1 and β 2 ). An integrated version of this model is possible by imposing the restriction that
This version is henceforth referred to as the IRealGARCH model. 7
Estimation details
The parameters associated with the above models are estimated such that the sum of squared errors is minimised. 7 An increasing window (IW) and a rolling window (RW) of past data are used to generate h-step ahead out-of-sample forecasts (that is, conditional means denoted x t+h|t ).
The realised variance forecasts based on models of raw data are compared to the realised variance forecasts based on transformed data (with the formulae in Table 1 used to convert the transformed forecasts to realised variance forecasts).
Performance assessment: The loss function
The performance of the various forecasting methods is assessed using the following homogenous
Bregman loss function family proposed in the context of realised variance forecasting by Patton (2011):
Here b = 0 corresponds to MS loss, and b = −2 corresponds to QLIK loss. Under this Bregman loss function family, Patton (2015) demonstrates that the performance rank of a forecasting method can vary over b in the presence of misspecified models, parameter estimation error, or non-nested information sets. Thus we consider performance under both the MS and QLIK loss functions.
Performance assessment: Hypothesis tests
The null hypothesis is that models based on transformed data have no superior predictive ability over those based on non-transformed data. The alternative hypothesis is that the former do have superior ability. We use differences in the means of the above loss function values to test this null.
Formally, we use the reality check approach to the null given by
against the alternative
where L 0,t+h is the forecast loss associated with the benchmark model, and L k,t+h is the forecast loss associated with the kth competitor model.
In our case we examine the predictive performance of the set of models based on BC transformed data against a benchmark model based on raw data. The null hypothesis is that no model based on transformed data outperforms the benchmark model based on raw data (for a given loss function), against the alternative that at least one model based on transformed data outperforms the benchmark model. To avoid data snooping bias we use the block bootstrap procedure proposed by White (2000) to test the above hypothesis.
Results
This section contains the empirical results associated with the relative performance of models based on raw and transformed realised variance data.
Data
We consider ten realised variance measures associated with the S&P 500 index. The first four measures (denoted RV1, RV2, RV3 and RV4) are based on the following estimators: two standard realised variance estimators based on 5 and 10-minute frequency returns (Andersen et al., 2001a, and Shephard, 2002) ; the jump-robust bipower variation estimator based on 5-minute frequency returns (Barndorff-Nielsen and Shephard, 2004) ; and the downside risk semivariance estimator based on 5-minute frequency returns (Barndorff-Nielsen et al., 2010) . In addition four multiscale versions of these four estimators are considered (denoted RV5, RV6, RV7
and RV8) in which a 1-minute subsample is used (Zhang et al., 2005) . Finally, we consider the microstructure noise-robust realised kernel estimator (Barndorff-Nielsen et al. 2008) , and the jumprobust median truncated realised variance estimator (Andersen et al., 2012) . These are denoted 9 RV9 and RV10. All series were collected from the Oxford-Man Institute of Quantitative Finance
Realized Library (http://realized.oxford-man.ox.ac.uk/data). The data span the period from January 1, 2000, to December 31, 2015.
Preliminary analysis
The estimated coefficients and standard errors associated with the HAR model are provided in Insert Table 2 here
The results indicate that the three coefficients in the HAR model applied to realised variance are significant -a result that highlights the persistent nature of these data. Moreover, the model provides a good fit to the data. For instance, using the realised variance measure based on 5-minute frequency returns (RV1), the R 2 statistic equals 53.816%. When BC transformed data are used the fit increases dramatically indicating improved suitability to these data. For instance, the corresponding R 2 statistic equals 69.030% when log transformed data are used. Transforming the fitted log transformed data back to fitted realised variance values using the naive adjustment method delivers a R 2 statistic of 51.565%. This value rises to 54.904% when the full adjustment method is used. Importantly this value exceeds that observed when realised variance is modeled. (that is, IW and RW estimation), with out-of-sample 1 to 5-step ahead forecasts generated at each point. 8 The MS loss associated with each model relative to (divided by) that associated with the HAR model (using IW estimation) applied to non-transformed data are provided in Table 3 . In addition to daily horizon forecasts, we also consider weekly horizon forecasts based on integrated 1
to 5-step ahead forecasts. Extant results are provided in Table 4 .
Insert Tables 3 and 4 here The results in Table 3 indicate that there is variation in the performance of models applied to the raw data, with the AR model delivering the least accurate forecasts (entries above unity) and the IHEAVY and IRealGARCH models delivering the most accurate forecasts (entries below unity). For instance, applying these models to the realised variance measure based on 5-minute frequency returns (RV1) and using IW estimation delivers relative MS losses of 1.197, 0.962 and 0.952, respectively. Comparing the results associated with the IW and RW estimation methods we see that the former is universally superior. This relative ranking of the models does not vary considerably over the realised variance measures and loss functions; however, absolute performance does appear to vary over this space.
The underlying question is whether it is better to model raw or transformed data in order to deliver improved forecasts of the raw data. Applying the models to the BC transformed data delivers more accurate forecasts than those based on raw data, with the quartic and log transformations appearing best. 9 For instance, the log transformation version of the HAR, HEAVY and RealGARCH models (using IW estimation) delivers relative MS losses associated with RV1
8 We follow Corsi (2009) and adopt a 1000-day rolling window. 9 Given the superiority of the full adjustment method we now focus exclusively on this method.
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of 0.882, 0.877 and 0.890. It is also noticeable that the relative performance of the models is now more uniform. By contrast, there is still considerable variation in the degree of benefit over the realised variance measures.
Similar results are observed in Table 4 : models based on BC transformed data perform better than those based on raw data. However, relative performance (with respect to the HAR model using IW estimation applied to raw data) is even more acute. For instance, the HAR, HEAVY and
RealGARCH models based on log transformed data (using IW estimation) now deliver relative MS losses associated with RV1 of 0.781, 0.788 and 0.794. Thus modeling log transformed data delivers a meaningful improvement in forecasting performance. While the extent of this improvement does depend of the realised variance measure used, it is never detrimental to model BC transformed data.
Hypothesis testing
The effects noted in Tables 3 and 4 are large in magnitude and hence appear economically significant. However, we can go further and subject these to a statistical test. The results in Tables 5 and 6 contain Tables 5 and 6 , respectively.
Insert Tables 5 and 6 here A number of findings are apparent in Table 5 (daily horizon). The null that at least one model based on BC transformed data has superior predictive ability to the best model based on raw data can be rejected at the 10% level in a large number of instances. However, there is variation in the rejection rates over the realised variance measures, over the loss functions, and over the BC transformation parameters. It is also noteworthy that the quartic root transformation (λ = 1/4) performs extremely well. 10 Indeed, it delivers the best forecasts under the MS loss function, and is no worse than the commonly-used log transformation under the QLIK loss function. The results in Table 6 (weekly horizon) show that the quartic root transformation is still useful, with more rejections of the null (at the 10% level) than those associated with the log transformation under both loss functions. Moreover, the log transformation delivers forecasts that are least attractive. In particular, the average p-values under this transformation equal 0.176 (MS loss) and 0.394 (QLIK loss). This compares to respective average p-values of 0.103 and 0.045 for the quartic root transformation. Thus over daily and weekly horizons the quartic transformation performs relatively well.
Performance determinants
The above results show that the BC transformation does not work well for all realised variance Insert Figure 1 here
The plots depict a clear negative relationship -that is, more (less) skewness is associated with lower (higher) losses when using transformed data. Moreover, the unreported p-values associated with the OLS slope coefficients from regressions of relative mean loss on skewness are uniformly close 11 The higher rejection rates noted under QLIK loss may reflect the higher test power observed under this loss function (Patton and Sheppard, 2009 ).
13
to zero. This negative relationship holds true under the MS and QLIK loss function assumptions, though the slope is less steep under the latter assumption. Moreover, it persists when weekly horizons are considered.
It is also interesting to consider whether the benefits of using BC transformed data are constant over time. Figure 2 provides plots of relative mean losses against time when the HAR model (using IW estimation) is applied to quartic root transformed realised variance under the MS and QLIK loss functions and for daily and weekly horizons. Time-variation in the mean forecast losses is achieved by smoothing forecast losses using a Gaussian kernel smoothing estimator with window size equal to 66 observations.
Insert Figure 2 here
Under the MS loss function assumption the plots indicate that major benefits are available around the high volatility episode observed during the financial crisis. By contrast, under the QLIK loss function assumption the benefits appear more evenly distributed over time with no noticeable benefit observed around the financial crisis. The QLIK loss function penalises underprediction more than over-prediction, while the MS loss function is symmetric. It follows that in comparison to the forecasts associated with models applied to raw data, the forecasts associated with models applied to transformed data are generally more accurate but tend to under-predict future realised variance.
Conclusions
The costs/benefits of using forecasts based on models applied to BC transformed realised variance are examined. The findings are summarized as follows. First, forecasts based on various models applied to BC transformations of realised variance tend to be more accurate than those based on various models applied to raw realised variance. Second, the benefits can be significant in an economic and statistical sense. Third, the commonly-used log transformation does not appear to deliver the best results in terms of statistical significance. Rather it is the quartic transformation that exhibits the best quality in this regard. Finally, relative forecast accuracy varies over the realised variance measures, with data skewness driving this cross-sectional variation. Moreover, 14 performance varies over time and appears to be a function of market conditions (primarily volatility levels).
The results have implications for researchers and market practitioners. Care is required when examining the performance of proposed models in that BC transformations can have a large impact on results. We advise that forecasts of future realised variance require some form of BC transformation, with the quartic transformation our recommendation. Moreover, the nature of the data should be considered as not all realised variance measures are suited to data transformation. In particular, only measures with high skewness appear ripe for transformation; see Lütkepohl and Xu (2012) for similar conditional findings in the context of macroeconomic forecasting. Second-order approximation g(µ t+h|t ; λ)
Panel B. Specific form: N th root (λ = 1/N ), where N is a positive integer
Second-order approximation exp(µ t+h|t )
µ t+h|t is the h-step ahead conditional mean µ k,t+h|t is the h-step ahead kth conditional moment about the conditional mean σ t+h|t (= √ µ 2,t+h|t ) is the h-step ahead conditional standard deviation The notation ⌊.⌋ and !! represent the floor and double factorial functions, respectively Notes: This table contains expressions for the h-step ahead conditional expectations of the raw data (xt) as a function of the h-step ahead conditional moments of the BC transformed data (yt). 
Figure 1 -Forecast losses and skewness
This figure contains plots of the mean forecast losses for BC transformed HAR models relative to the HAR model (both using IW estimation) against unconditional sample skewness for each realised variance measure. The fit is given by the OLS cross-sectional regression of mean forecast loss on skewness.
Figure 2 -Forecast losses over time
This figure contains plots of the time-varying mean forecast losses for quartic root transformed HAR models relative to the HAR model (both using IW estimation). Solid lines represent the relative mean forecast losses across all realised variance measures, and the dashed lines are the individual relative mean forecast losses for each realised variance measure.
