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a b s t r a c t
In this paper, we analyze the recursive merge sort algorithm and quantify the deviation of
the output from the correct sorted order if the outcomes of one ormore comparisons are in
error. The disorder in the output sequence is quantified by four measures: the number of
runs, the smallest number of integers that need to be removed to leave the sequence sorted,
the number of inversions, and the smallest number of successive exchanges needed to sort
the sequence. For input sequences whose length is large compared to the number of errors,
a comparison is made between the robustness to errors of bubble sort, straight insertion
sort, and recursive merge sort.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we analyze the recursive merge sort algorithm when some of the outcomes of one or more comparisons
are in error and examine by how much the output will deviate from the correct sorted order. By an error, we mean the
outcome of a binary comparison between two data elements is ‘‘no’’ when factually it should be ‘‘yes’’, and vice versa. For a
comprehensive review of the literature in the field of analyzing search and sort algorithms to cope with possible errors in
comparisons, see [21,9].
Islam and Lakshmanan [14] analyzed several sort algorithms under the assumption that the outcome of exactly one
comparison is in error. Hadjicostas and Lakshmanan [12,13] analyzed bubble sort and straight insertion sort under the
assumption that the outcomes of several comparisons are in error. In this paper, we perform a similar analysis for recursive
merge sort. Bagchi [3], Lakshmanan et al. [17] and Ravikumar [22] have studied fault-tolerant algorithms for sorting with
a worst case upper bound on the number of erroneous comparisons, while Yao and Yao [24] and Leighton and Ma [18,19]
have studied fault-tolerant sorting networks. Alonso et al. [1] have performed aprobabilistic analysis of quicksortwhen some
comparisons are unreliable. Finocchi and Italiano [11] investigate the design and analysis of algorithms resilient to memory
faults. They prove, for example, that any O(n log n) comparison-based sorting algorithm can tolerate the corruption of at
most O((n log n)1/2) keys; see also [8,10]. For a more thorough review of the literature before 2005, see the introduction
in [12].
Let a = (a1, a2, . . . , an) be a list consisting of n distinct integers. Assume that the correct order for sorting is the ascending
one. The degree of disorder or disarray of the list a can be quantified in a variety of ways; see, for example, [4–7,16,20].
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We can use the number of runs in a, the smallest number of elements in a that should be removed from a to leave it sorted,
the number of inversions in a, and the smallest number of successive exchanges of elements in a needed to sort a.
By a run in a we mean a non-descending sublist of consecutive elements in a, say (ai, ai+1, . . . , am), such that ai is not
preceded by a smaller number, and am is not followed by a larger number. For a sorted list a the number of runs is 1, while
for a list awith n elements in reverse order the number of runs is n. The smallest number of integers that should be removed
from a list a of n elements to leave it sorted is 0 for a sorted list, while this number equals n− 1 for a list a in reverse order.
By inversion in a we mean a pair of integers in a in the wrong order. For a sorted list a the number of inversions is 0, while
for a sequence a in reverse order the number of inversions is n(n− 1)/2.
It is known that the smallest number of successive exchanges of elements in a needed to sort a is nminus the number of
cycles in a (when a is considered as a permutation of the first n positive integers); see, for example, [16, Ex. 5.2.2-2, pp. 134
and 628]. A sorted sequence has a smallest number of exchanges equal to 0, while a sequence in reverse order has a smallest
number of exchanges equal to ⌊n/2⌋. The list a = (n, 1, 2, . . . , n − 1) has a smallest number of exchanges equal to n − 1,
which is the highest possible.
Let N = {0, 1, 2, . . .} be the set of nonnegative integers. For a finite set A, let #A denote the number of elements of A.
For each n ∈ N \ {0}, let An be the set of all lists with n distinct integers as elements. For a list a ∈ An, let R(a) and I(a)
be the number of runs and the number of inversions, respectively, in a. Let also RM(a) be the smallest number of integers
that should be removed from a to leave it sorted, and EX(a) be the smallest number of successive exchanges of elements in
a needed to leave it sorted.
The organization of the paper is as follows. In Section 2, we review merging of two sequences and recursive merge
sort. In Section 3, we introduce some necessary notation (needed for the results of the paper) and prove some preliminary
results about recursive merge sort when some of its comparisons are erroneous. In Section 4, we discuss the complement
(or conjugate) of a sequence of integers, and we prove the existence of the complement of recursive merge sort with some
erroneous comparisons. In Sections 5–8, we prove some results about the maximum and minimum of the four measures
of disorder (R(·), RM(·), I(·) and EX(·)) for the output sequence of recursive merge sort operating on sequences with fixed
length n and having a fixed number of erroneous comparisons e. Finally, in Section 9 we give some concluding remarks and
compare the performance of recursivemerge sortwith bubble sort and straight insertion sortwhen the number of erroneous
comparisons is fixed and small compared to the length of the sequences on which the sorting algorithms operate. Since the
version of merge sort we examine is recursive, most of the proofs in this paper are inductive.
2. Recursive merge sort
The following pseudo-code describes how the merging of two sorted sequences works (when there are no errors in
comparisons).
proceduremerge
// Merge a[1], a[2], . . . , a[p] and
// b[1], b[2], . . . , b[q] to produce
// c[1], c[2], . . . , c[p+q]
{ ia = 1; ib = 1; ic = 1;
while (ia<= p and ib<= q)
{ if (a[ia]< b[ib])
{ c[ic] = a[ia]; ia = ia + 1; ic = ic + 1; }
else
{ c[ic] = b[ib]; ib = ib + 1; ic = ic + 1; }}
if (ia> p)
while (ib<= q)
{ c[ic] = b[ib]; ib = ib + 1; ic = ic + 1; }
else
while (ia<= p)
{ c[ic] = a[ia]; ia = ia + 1; ic = ic + 1; }}
To describe the merging with words, let a = (a1, a2, . . . , ap) ∈ Ap and b = (b1, b2, . . . , bq) ∈ Aq be two sorted
sequences to be merged into a single sequence c = (c1, c2, . . . , cp+q), which will be sorted in ascending order. When there
are no errors in comparisons, the merging is performed as follows: the smallest element of a, i.e. a1, is compared with the
smallest element of b, i.e. b1. The minimum of these two numbers is assigned as a value for c1; if this minimum is a1, then
the rest of a, i.e. (a2, . . . , ap) is compared with b in the same way; otherwise, if the minimum is b1, then a is compared with
the rest of b, i.e. (b2, . . . , bq) in the same way. In the first case, min(a2, b1) is assigned as a value for c2; in the second case,
min(a1, b2) is assigned as a value for c2. This procedure continues until one of the two lists is left empty. In such a case, the
(remaining) elements of the non-empty list are put at the end of the output list c .
The following pseudo-code describes how recursive merge sort works (when there are no errors in comparisons).
proceduremergeSort
// Sort a[first], a[first+1], . . . , a[last]
{ if (first< last)
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{mid = floor((first + last-1)/2);
mergeSort a[first], a[first+1], . . . , a[mid];
mergeSort a[mid+1], a[mid+2], . . . , a[last];
merge a[first], a[first+1], . . . , a[mid] and
a[mid+1], a[mid+2], . . . , a[last] to produce
a[first], a[first+1], . . . , a[last]; }}
To describe recursive merge sort with words, let d = (d1, . . . , dn) ∈ An (where n ∈ N \ {0, 1}). We break this list
into two lists of approximately equal lengths: d11 = (d1, . . . , ds) of length s = ⌊n/2⌋ and d12 = (ds+1, . . . , dn) of length
n−s = ⌈n/2⌉. Each of the two sublists, d11 and d12, will be sorted individually, and the outputs c11 and c12will bemerged into
the final output list c according to the merging algorithm above. Provided s > 1, we use recursive merge sort on list d11 by
breaking it into two sublists of approximately equal length: d21 = (d1, . . . , dt) of length t = ⌊s/2⌋ and d22 = (dt+1, . . . , ds)
of length s − t = ⌈s/2⌉. Each of these sublists is sorted individually, and the outputs c21 and c22 are merged into the
output list c11. In a similar way, provided n − s > 1, we use recursive merge sort on list d12, and break it into two sublists
of approximately equal length: d23 = (ds+1, . . . , ds+r) of length r = ⌊(n − s)/2⌋ and d24 = (ds+r+1, . . . , dn) of length
n− s− r = ⌈(n− s)/2⌉. Each of these sublists is sorted individually, and the outputs c23 and c24 are merged into the output
list c12. Each of the lists d21, d22, d23, and d24 is sorted using recursive merge sort, and so on. Note that a list consisting of
only one integer does not require further action for sorting.
3. Notation and preliminary results about recursive merge sort
If a ∈ An, let ranks(a) = (ρ1, ρ2, . . . , ρn) be the list of ranks of the elements of a, where the smallest number gets the
smallest rank. In other words, for 1 ≤ i ≤ n, ρi is the rank of the ith element of a. Obviously, ranks(a) is a permutation of
the integers 1, 2, . . . , n.
For each n ∈ N \ {0} and each d ∈ An, letMEn(d) be the set of all executions of recursive merge sort that can operate
on list d (whose length is n) such that some or all of the comparisons of some or all the mergings of transformed sublists of
dmaybe in error. (If there are no errors in comparisons, then the transformed sublists of d to be merged are all sorted.) For
each d ∈ An andM ∈MEn(d) let Me(M) be the number of mergings of transformed sublists of d needed whenM operates
on d; C(M) be the number of comparisons in all mergings inM; and E(M) be the total number of erroneous comparisons in
all mergings inM . Finally, denote by out(M, d) the output list of the application ofM on d.
When n = 1 and d ∈ A1, thenME1(d) contains only one executionM of recursive merge sort that does nothing on d. In
such a case, we have Me(M) = 0, C(M) = 0 and E(M) = 0.
When n ≥ 2, execution M ∈ MEn(d) breaks list d ∈ An into two lists: d11 = (d1, . . . , ds) of length s = ⌊n/2⌋
and d12 = (ds+1, . . . , dn) of length n − s = ⌈n/2⌉. In addition, execution M is such that, each of the two sublists,
d11 and d12, is acted upon by some executions M11 ∈ ME s(d11) and M12 ∈ MEn−s(d12). These executions are sub-
executions of M , and the corresponding outputs c11 and c12 will be merged into the final output list c according to M .
The list [(d11,M11, c11), (d12,M12, c12)] is called the first pass ofM .
Given n ∈ N \ {0}, we define the relation∼n onAn as follows:
d∼n f ⇔ ranks(d) = ranks(f )
for all d, f ∈ An. Obviously, ∼n is an equivalence relation on An. For each d ∈ An define by [d]n the equivalence
class of d. Since the merging (with possible errors in some comparisons) of two sequences a = (a1, . . . , ap) ∈ Ap and
b = (b1, . . . , bq) ∈ Aq with {a1, . . . , ap} ∩ {b1, . . . , bq} = ∅ only depends on the relative positions of the numbers
a1, . . . , ap, b1, . . . , bq in the output sequence, and not on the actual values of the numbers, we conclude the following:
given n ∈ N \ {0}, d ∈ An, andM ∈MEn(d), for any f ∈ [d]n, executionM operates on the sequence f in exactly the same
way that it operates on sequence d. In addition,MEn(d) =MEn(f ) and out(M, f ) ∈ [out(M, d)]n.
We next introduce the idea of a permutation function. The symbol ◦n denotes composition of lists of length n: if d, f ∈ An
and ranks(f ) = (r1, . . . , rn), then we define
d ◦n f = d ◦n(r1, . . . , rn) = (dr1 , . . . , drn). (1)
It can be proven that ◦n is associative on An. A function σ : An → An is called a permutation function if there exists a
permutation β of the numbers 1, 2, . . . , n such that
σ(a) = a ◦n β (2)
for all a ∈ An.
Lemma 3.1. (a) Let p, q ∈ N \ {0}. If a ∈ Ap, b ∈ Aq, ζ is a permutation of the numbers 1, . . . , p, and η is a permutation of
the numbers 1, . . . , q, then (a ◦p ζ , b ◦q η) = (a, b) ◦p+q(ζ , η + p), where η + p := (η1 + p, . . . , ηq + p).
(b) Let n ∈ N \ {0} and σ : An → An be a permutation function. Then σ(f ) ∈ [σ(d)]n for all f , d ∈ An with f ∈ [d]n.
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Proof. (a) Let g = (a, b). Then gi = ai for i = 1, . . . , p, and gi+p = bi for i = 1, . . . , q. Then
(a ◦p ζ , b ◦q η) = (aζ1 , . . . , aζp , bη1 , . . . , bηq) = (gζ1 , . . . , gζp , gη1+p, . . . , gηq+p) = g ◦p+q(ζ , η + p).
(b) Let f , d ∈ An with f ∈ [d]n. Let (r1, . . . , rn) = ranks(f ) = ranks(d). By assumption, there is a permutation β of the
numbers 1, 2, . . . , n such that
σ(f ) = f ◦n β = (fβ1 , . . . , fβn) and σ(d) = d ◦n β = (dβ1 , . . . , dβn).
Then ranks(σ (f )) = (rβ1 , . . . , rβn) = ranks(σ (d)). 
The following lemma associates a permutation function σ : An → An with each execution of a recursive merge sort. It
will be used in Section 4 for the construction of the complement (conjugate) of an execution of recursive merge sort.
Lemma 3.2. Let n ∈ N \ {0}, d ∈ An, and M ∈MEn(d). Then there is a unique permutation function σM : An → An such that
σM(d) = out(M, d). In addition, σM(f ) = out(M, f ) for all f ∈ [d]n.
Proof. If c := out(M, d), then c is a permutation of d, i.e., there is a permutation β of the numbers 1, . . . , n such that
d ◦n β = c . Define σM : An → An by σM(h) = h ◦n β for all h ∈ An. Then σM(d) = d ◦n β = c = out(M, d).
Let f ∈ [d]n. By Lemma 3.1(b), σM(f ) ∈ [σM(d)]n = [c]n. Also, out(M, f ) ∈ [out(M, d)]n = [c]n. Thus, f ◦n β = σM(f ) ∈
[out(M, f )]n. Since both f ◦n β = σM(f ) and out(M, f ) are permutations of f , we conclude that σM(f ) = out(M, f ).
Suppose now that σ˜M : An → An is another permutation function of M such that σ˜M(d) = out(M, d) = c. Then
there is a permutation γ of the numbers 1, . . . , n such that σ˜ (h) = h ◦n γ for all h ∈ An. Then d ◦n β = c = d ◦n γ , i.e.,
(dβ1 , . . . , dβn) = (dγ1 , . . . , dγn). Thus, βi = γi for i = 1, 2, . . . , n, so σM = σ˜M . 
Theorem 3.3. Let n ∈ N \ {0}, d ∈ An and M ∈ MEn(d) be given. ThenMe(M) = n − 1 and 0 ≤ C(M) ≤ W (n), where the
sequence (W (n) : n = 1, 2, . . .) satisfies
W (n) = W
n
2

+W
n
2

+ n− 1, n ≥ 2, (3)
and W (1) = 0. In addition,
W (n) = nQ (n)− 2Q (n) + 1, (4)
where Q (n) = ⌈log2(n+ 1)⌉.
Proof. We prove Me(M) = n − 1 and C(M) ≤ W (n) by induction on n. If n = 1, then Me(M) = 0 = 1 − 1 and
C(M) = 0 = W (1).
Let n ≥ 2 and assume for all integers m with 1 ≤ m < n, all d˜ ∈ Am, and all M˜ ∈ MEm(d˜), we have Me(M˜) = m − 1
and C(M˜) ≤ W (m). Let d = (d1, . . . , dn) ∈ An and M ∈ MEn(d). Suppose execution M breaks list d into two lists:
d11 = (d1, . . . , ds) of length s = ⌊n/2⌋ and d12 = (ds+1, . . . , dn) of length n− s = ⌈n/2⌉. In addition, executionM is such
that, each of the two sublists, d11 and d12, is acted upon by some executions M11 ∈ ME s(d11) and M12 ∈ MEn−s(d12). The
corresponding outputs c11 and c12 will be merged into the final output list c according toM . Since 1 ≤ s = ⌊n/2⌋ < n and
1 ≤ n− s = ⌈n/2⌉ < n, we have Me(M11) = s− 1,Me(M12) = n− s− 1, C(M11) ≤ W (s) and C(M12) ≤ W (n− s) by the
induction hypothesis. We have
Me(M) = Me(M11)+Me(M12)+ 1 = s− 1+ n− s− 1+ 1 = n− 1.
Since the merging of d11 and d12 according toM requires at most n− 1 comparisons,
C(M) ≤ C(M11)+ C(M12)+ n− 1 = W
n
2

+W
n
2

+ n− 1 = W (n),
and the inductive step is complete. For a proof of (4), see Section 4.6 in [2]. 
Remark 3.4. Recurrence (3) for the upper bound of the number of comparisons of an execution M of recursive merge sort
appears in a number of books about sorting; e.g., see Section 4.6 in [2]. Herewe provide a proof that is valid for all executions
M for which some of their comparisons may be in error.
The following lemma is needed in the proof of Theorem 3.6, which is one of the main results of the section.
Lemma 3.5. Let the sequence (W (n) : n = 1, 2, . . .) be defined as in the statement of Theorem 3.3. For each n ∈ N \ {0},
there is d ∈ An and M ∈ MEn(d) such that E(M) = W (n) and the final output sequence of the application of M on d is
c = (n, n− 1, . . . , 1).
Proof. We prove the lemma by induction on n. For n = 1, let d = (1) ∈ A1 and let M ∈ ME1(d) be such that it does
nothing on d. Then E(M) = 0 = W (1) and the final output is c = (1) = d.
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Let n ≥ 2, and assume that the statement of the lemma is true for all integers m with 1 ≤ m < n. Let s = ⌊n/2⌋, and
thus n− s = ⌈n/2⌉. If n is odd, then n = 2s+ 1, s = (n− 1)/2 and n− s = (n+ 1)/2. By the induction hypothesis, there
are d˜1 ∈ As, d˜2 ∈ An−s, M˜1 ∈ME s(d˜1) and M˜2 ∈MEn−s(d˜2) such that E(M˜1) = W (s), E(M˜2) = W (n− s), the application
of M˜1 on d˜1 yields c˜1 = (s, s − 1, . . . , 1) and the application of M˜2 on d˜2 yields c˜2 = (n − s, n − s − 1, . . . , 1). Without
loss of generality, we may assume that d˜1 is a permutation of (2, 4, . . . , 2s) and d˜2 is a permutation of (1, 3, . . . , 2s + 1).
Denote these new sequences by d˜3 and d˜4, respectively. The corresponding outputs will then be c˜3 = (2s, 2s−2, . . . , 2) and
c˜4 = (2s+ 1, 2s− 1, . . . , 1). Let d˜ = (d˜3, d˜4), and assume that M˜ ∈MEn(d˜) such that it breaks d˜ into d˜3 and d˜4, applies M˜1
on d˜3, applies M˜2 on d˜4, and then merges the outputs c˜3 and c˜4 with exactly n− 1 comparisons, all of which are erroneous.
It is then easy to see that the output is (n, n− 1, n− 2, . . . , 1) and
E(M˜) = E(M˜1)+ E(M˜2)+ n− 1 = W (s)+W (n− s)+ n− 1 = W (n).
A similar proof can be given for the case when n is even. Thus the statement of the lemma is true for n, and the induction
proof is complete. 
Theorem 3.6. Let the sequence (W (n) : n = 1, 2, . . .) be defined as in the statement of Theorem 3.3. For each pair of integers
(n, e) such that n ≥ 1 and 0 ≤ e ≤ W (n), we have
A(n, e) := {(d,M) : d ∈ An,M ∈MEn(d), and E(M) = e} ≠ ∅. (5)
Proof. We prove the theorem by induction on n. For n = 1, we have 0 ≤ e ≤ W (1) = 0, and A(n = 1, e = 0) contains only
one pair (d,M)with d ∈ A1,M ∈ME1(d) and E(M) = 0 = e.
Let n ≥ 2, and assume that for all integers m and e with 1 ≤ m < n and 0 ≤ e ≤ W (m) we have A(m, e) ≠ ∅. Let
ϵ be an integer such that 0 ≤ ϵ ≤ W (n). Define s = ⌊n/2⌋, in which case n − s = ⌈n/2⌉. We consider two cases: (a)
0 ≤ ϵ ≤ W (s)+W (n− s); (b)W (s)+W (n− s)+ 1 ≤ ϵ ≤ W (n).
(a) Assume that 0 ≤ ϵ ≤ W (s) +W (n − s). In such a case, we can find integers ϵ1 and ϵ2 such that ϵ1 + ϵ2 = ϵ, 0 ≤
ϵ1 ≤ W (s), and 0 ≤ ϵ2 ≤ W (n − s). By the induction hypothesis, there are d1 ∈ As, d2 ∈ An−s,M1 ∈ ME s(d1) and
M2 ∈MEn−s(d2) such that E(M1) = ϵ1 and E(M2) = ϵ2. Without loss of generality, wemay assume that d1 is a permutation
of the numbers 1, . . . , s and d2 is a permutation of the numbers s + 1, . . . , n. Let c1 and c2 be the outputs of the action of
executionsM1 andM2 on d1 and d2, respectively. Let d = (d1, d2) ∈ An, and assume thatM breaks d into d1 and d2, applies
execution M1 on d1, applies execution M2 on d2, and then merges outputs c1 and c2 with no errors in comparisons. Then
M ∈MEn(d) and
E(M) = E(M1)+ E(M2)+ 0 = ϵ1 + ϵ2 = ϵ.
In such a case, A(n, ϵ) ≠ ∅.
(b) Assume thatW (s)+W (n− s)+ 1 ≤ ϵ ≤ W (n), and let ϵ˜ = ϵ−W (s)−W (n− s). Then 1 ≤ ϵ˜ ≤ n− 1. We consider
two subcases: (i) n is an even integer; (ii) n is an odd integer.
(b)(i) Assume that n is even, in which case n = 2s = 2(n− s). By Lemma 3.5, there are d˜1 ∈ As and M˜1 ∈ME s(d˜1) such
that E(M˜1) = W (s) and the application of M˜1 on d˜1 yields c˜1 = (s, s−1, . . . , 1). Without loss of generality, wemay assume
that d˜1 is a permutation of (1, 3, . . . , 2s− 1) or that d˜1 is a permutation of (2, 4, . . . , 2(n− s)). Denote these new d˜1’s by d˜2
and d˜3, respectively. In such a case, when M˜1 is applied to d˜2 the output is
c˜2 = (2s− 1, 2s− 3, . . . , 1) = (n− 1, n− 3, . . . , 1),
and when M˜1 is applied to d˜3 the output is
c˜3 = (2(n− s), 2(n− s)− 2, . . . , 2) = (n, n− 2, . . . , 2).
Let d˜ = (d˜2, d˜3) ∈ An and assume that M˜ ∈MEn(d) such that it breaks d˜ into d˜2 and d˜3, applies M˜1 on d˜2, applies M˜1 on d˜3,
and then merges the outputs c˜2 and c˜3 such that the first ϵ˜ comparisons are in error, while the rest are not in error. In such
a case, the output is
c˜ = (2s, 2s− 1, 2s− 2, . . . , 2s− ϵ˜ + 1, 1, 2, 3, . . . , 2s− ϵ˜).
(If ϵ˜ = n− 1, then c˜ = (2s, 2s− 1, . . . , 2, 1).) Then
E(M˜) = 2E(M˜1)+ ϵ˜ = 2W (s)+ ϵ˜ = ϵ.
In such a case, A(n, ϵ) ≠ ∅.
(b)(ii) Using a similar argument as in case (b)(i), we can prove that A(n, ϵ) ≠ ∅when n is odd. Thus the induction step is
complete, and so is the proof of the theorem. 
Theorem 3.6 allows us to state the following definitions. For each n ∈ N \ {0}, d ∈ An, andM ∈MEn(d), let:
(a) R(d,M) be the number of runs in the output list afterM operates on d;
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(b) RM(d,M) be the smallest number of integers that should be removed from the output sequence, afterM operates on d,
to leave it sorted;
(c) I(d,M) be the number of inversions in the output list afterM operates on d;
(d) EX(d,M) be the smallest number of successive exchanges needed to sort the output list afterM operates on d;
We then have the following inequalities:
(a) 1 ≤ R(d,M) ≤ n; (b) 0 ≤ RM(d,M) ≤ n− 1;
(c) 0 ≤ I(d,M) ≤ n(n− 1)/2; (d) 0 ≤ EX(d,M) ≤ n− 1.
For the integers n and ewith n ≥ 1 and 0 ≤ e ≤ W (n), using (5), we define:
Mruns(n, e) = max{R(d,M) : (d,M) ∈ A(n, e)};
mruns(n, e) = min{R(d,M) : (d,M) ∈ A(n, e)};
Mrem(n, e) = max{RM(d,M) : (d,M) ∈ A(n, e)};
mrem(n, e) = min{RM(d,M) : (d,M) ∈ A(n, e)};
Minv(n, e) = max{I(d,M) : (d,M) ∈ A(n, e)};
minv(n, e) = min{I(d,M) : (d,M) ∈ A(n, e)};
Mexc(n, e) = max{EX(d,M) : (d,M) ∈ A(n, e)};
mexc(n, e) = min{EX(d,M) : (d,M) ∈ A(n, e)}.
For example, Mruns(n, e) and mruns(n, e) represent the worst and the best case scenario, respectively, for the number of
runs in the output list obtained when an execution of recursive merge sort with exactly e errors in comparisons operates on
a list of integers with length n.
4. Complementarity results
For n ∈ N \ {0} let a ∈ An and ranks(a) = (r1, r2, . . . , rn). Consider the list a ∈ An, called the complement of a, which
is created by putting in the ith position the element of a whose rank is n + 1 − ri. Then ranks(a) = (n + 1 − r1, n + 1 −
r2, . . . , n+ 1− rn). Kendall [15, p. 11] calls such sequences a and a as conjugate.
If a(1), a(2), . . . , a(n) are the order statistics of a1, . . . , an, i.e., a(i) is the ith smallest number in the list a, then let
ar = (a(n), a(n−1), . . . , a(1)) be the elements of a is reverse sorted order. Then using the composition symbol ◦n defined
in (1) we have
a = ar ◦n a.
For example, if a = (4, 12, 1, 0), then ranks(a) = (3, 4, 2, 1), ranks(a) = (2, 1, 3, 4), and a = (1, 0, 4, 12). Also,
ar = (12, 4, 1, 0) and
ar ◦ a = (ar3, ar4, ar2, ar1) = (1, 0, 4, 12) = a.
The following lemma gives some complementarity results for the four measures of disarray we study. It is proven in
Hadjicostas and Lakshmanan [13, Lemma 5.1], even though some parts of it are probably known for decades.
Lemma 4.1. (i) R(a) = n+ 1− R(a);
(ii) I(a) = n(n− 1)/2− I(a);
(iii) RM(a) ≥ n− 1− RM(a).
(iv) EX(a) ≥ ⌊n/2⌋ − EX(a).
In (iii) and (iv), when ranks(a) = (1, 2, . . . , n), the inequality holds as equality.
The following lemma shows what happens to the complement (conjugate) of a list c when we break c into two sublists.
It is needed in the construction of the complement of an execution of recursive merge sort.
Lemma 4.2. Let n ∈ N \ {0, 1}, c = (c1, . . . , cn) ∈ An and c = α = (α1, . . . , αn) ∈ An. If we write c = (c1, c2)
and α = (α1, α2), where c1 = (c1, . . . , ck) ∈ Ak, c2 = (ck+1, . . . , cn) ∈ An−k, α1 = (α1, . . . , αk) ∈ Ak and
α2 = (αk+1, . . . , αn) ∈ An−k, then ranks(c1) = ranks(α1) and ranks(c2) = ranks(α2); i.e.,
α1 ∈ [c1]k and α2 ∈ [c2]n−k.
Proof. Let ranks(c) = (r1, . . . , rn), ranks(c1) = (s1, . . . , sk) and ranks(α1) = (ω1, . . . , ωk). Since ranks(c1) = (k + 1 −
s1, . . . , k + 1 − sk), to prove that ranks(c1) = ranks(α1), we need to show that ωi = k + 1 − si for i = 1, . . . , k. Since
r1, . . . , rk are the first k ranks in ranks(c), we have
rj < rm ⇔ sj < sm
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for 1 ≤ j < m ≤ k. Since ranks(α) = (n+ 1− r1, . . . , n+ 1− rn), for 1 ≤ i < l ≤ k, we have
(ωi < ωl)⇔ (αi < αl)⇔ (n+ 1− ri < n+ 1− rl)⇔ (ri > rl)⇔ (si > sl)⇔ (k+ 1− si < k+ 1− sl).
Since also the lists (ω1, . . . , ωk) and (k+1−s1, . . . , k+1−sk) are both permutations of (1, . . . , k), we have (ω1, . . . , ωk) =
(k+ 1− s1, . . . , k+ 1− sk). A similar argument can be used to prove that ranks(c2) = ranks(α2). 
Lemma 4.3. Let p, q ∈ N \ {0}, a ∈ Ap and b ∈ Aq with {a1, . . . , ap} ∩ {b1, . . . , bq} = ∅. Let f ∈ Ap and g ∈ Aq be such that
they have no numbers in common and (f , g) ∈ [(a, b)]p+q. Then:
(a) f ∈ [a]p and g ∈ [b]q.
(b) If it is possible to merge a and b with exactly δ comparisons, out of which exactly ϵ are erroneous, then it is possible to merge
f with g with exactly δ comparisons, out of which exactly δ− ϵ are erroneous, such that each comparison in the merging of a
and b is erroneous if and only if the corresponding comparison in the merging of f and g is not erroneous. If c ∈ Ap+q is the
output of the merging of a and b, then there is γ ∈ [c]p+q that is the output of the merging of f and g.
Proof. Let n = p+ q and ranks(a, b) = (r1, . . . , rn). Then ranks(f , g) = ranks(a, b) = (n+ 1− r1, . . . , n+ 1− rn).
(a) Let ranks(a) = (s1, . . . , sp), then ranks(a) = (p+ 1− s1, . . . , p+ 1− sp). For 1 ≤ i < j ≤ p,
(p+ 1− si < p+ 1− sj)⇔ (si > sj)⇔ (ai > aj)⇔ (ri > rj)⇔ (n+ 1− ri < n+ 1− rj)⇔ (fi < fj).
Therefore, ranks(f ) = (p+ 1− s1, . . . , p+ 1− sp) = ranks(a), i.e., f ∈ [a]p. In a similar way we can prove that g ∈ [b]q.
(b) Consider a merging of a and bwith exactly ϵ erroneous comparisons and exactly δ − ϵ non-erroneous comparisons.
Consider comparison i, where 1 ≤ i ≤ δ. Assume that aji is compared to bki for some ji ∈ {1, . . . , p} and ki ∈ {1, . . . , q}.
Note that i = ji + ki − 1. Then,
(aji < bki)⇔ (rji < rp+ki)⇔ (n+ 1− rji > n+ 1− rp+ki)⇔ (fji > gki).
We construct the merging of f and g (and the output γ ) inductively: without loss of generality, assume that a1 < b1;
then f1 > g1. If an error occurs in the first comparison, then c1 = b1, and we assume that f1 is compared to g1 and no error
occurs. In such a case, γ1 = g1. If no error occurs in the first comparison, then c1 = a1, and we assume that f1 is compared
to g1 and an error occurs. In such a case, γ1 = f1.
Let i ≥ 2 and assume that γ1, . . . , γi−1 have been constructed as claimed in part (b) of the lemma.More precisely, assume
that, for 1 ≤ v ≤ i − 1, if cv = ajv , then γv = fjv , and if cv = bkv , then γv = gkv . Without loss of generality, assume that
aji < bki ; then fji > gki . If an error occurs in comparison i, then ci = bki , and we assume that fji is compared to gki and no
error occurs. In such a case, γi = gki . If no error occurs in comparison i, then ci = aji , and we assume that fji is compared to
gki and an error occurs. In such a case, γi = fji .
If cδ = ajδ then ajδ = ap and γδ = fjδ = fp; in such a case kδ ≤ q, cδ+s = bkδ+s−1 and γδ+s = gkδ+s−1 for
s = 1, 2, . . . , q + 1 − kδ . If cδ = bkδ then bkδ = bq and γδ = gkδ = gq; in such a case, jδ ≤ p, cδ+s = ajδ+s−1 and
γδ+s = fjδ+s−1 for s = 1, 2, . . . , p+ 1− jδ .
It is clear from the above construction that ci = aν if and only if γi = fν , and ci = bµ if and only if γi = gµ. In the first
case, the rank of ci in c is rν and the rank of γi in γ is n+ 1− rν . In the second case, the rank of ci in c is rp+µ and the rank of
γi in γ is n+ 1− rp+µ. Therefore, γ ∈ [c]n. This completes the proof of the lemma. 
Recall that permutation functions were defined in Eq. (2) in Section 3.
Lemma 4.4. Let n ∈ N \ {0} and σ : An → An be a permutation function. Then σ(d) = σ(d) for all d ∈ An.
Proof. By the definition of a permutation function, there exists a permutation β of the numbers 1, 2, . . . , n such that
σ(a) = a ◦n β
for all a ∈ An. Let dr = (d(n), d(n−1), . . . , d(2), d(1)) be the list d in reverse sorted order. Note that σ(d) is a permutation of d,
so dr is also the reverse sorted list of σ(d) as well. Then, for d ∈ An,
σ(d) = σ(dr ◦n d) = (dr ◦n d) ◦n β = dr ◦n(d ◦n β) = dr ◦n σ(d) = σ(d).
This completes the proof of the lemma. 
We now describe how to define the complement, M , of an execution M of recursive merge sort that operates on a list d
of length n. The complement of M operates on the complement, d, of d; it is such that E(M) + E(M) = C(M) = C(M),
and the output γ of the application of M on d is the complement of the output c of the application of M on d, i.e.,
out(M, d) = c = out(M, d) = γ . Let σM : An → An be the permutation function associated with M according to
Lemma 3.2. We will define M recursively, prove that it satisfies the two equalities above, and show that its permutation
function is σM = σM .
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When n = 1 and d ∈ A1, then ME1(d) contains only one execution M of recursive merge sort that does nothing
on d. In such a case, d = d, and we define M = M . Obviously, E(M) + E(M) = 0 + 0 = C(M) = C(M) = 0 and
out(M, d) = d = out(M, d). Obviously, the permutation function forM = M is the identity function onA1.
Given n ≥ 2, assume that for each integer m with 1 ≤ m < n, each f ∈ Am, and each M0 ∈ MEm(f ), we have
defined the complement, M0, of M0 so that M0 ∈ MEm(f ), where f ∈ Am is the complement of f . We assume that
E(M0)+E(M0) = C(M0) = C(M0) and out(M0, f ) = out(M0, f ).We also assume thatM0 andM0 have the same permutation
functions.
Let d ∈ An and M ∈ MEn(d) be given. Execution M ∈ MEn(d) breaks list d ∈ An into two lists: d11 = (d1, . . . , ds)
of length s = ⌊n/2⌋ and d12 = (ds+1, . . . , dn) of length n − s = ⌈n/2⌉. In addition, execution M is such that, each of the
two sublists, d11 and d12, is acted upon by some executionsM11 ∈ ME s(d11) andM12 ∈ MEn−s(d12). These executions are
sub-executions ofM , and the corresponding outputs c11 = out(M11, d11) and c12 = out(M12, d12) will be merged into the
final output list c = out(M, d) according toM .
By assumption, the complementsM11 andM12 ofM11 andM12, respectively, can be defined so thatM11 ∈ME s(d11) and
M12 ∈MEn−s(d12), where d11 ∈ As and d12 ∈ An−s are the complements of d11 and d12, respectively, such that
E(M11)+ E(M11) = C(M11) = C(M11) and E(M12)+ E(M12) = C(M12) = C(M12);
and such that
c11 = out(M11, d11) and c12 = out(M12, d12).
Also, by Lemma 3.2 there are unique permutation functions σ 1 : As → As and σ 2 : An−s → An−s such that σ 1(d11) = c11
and σ 2(d12) = c12. By the inductive hypothesis,M11 andM11 have the same permutation functions, and so doM12 andM12.
Thus, σ 1(d11) = c11 and σ 2(d12) = c12. (This also follows from Lemma 4.4.)
Let α = d = (α1, . . . , αn) ∈ An, α1 = (α1, . . . , αs) ∈ As and α2 = (αs+1, . . . , αn) ∈ An−s. Since d = (d11, d12), by
Lemma 4.2, we have ranks(d11) = ranks(α1) and ranks(d12) = ranks(α2), i.e., α1 ∈ [d11]s and α2 ∈ [d12]n−s. Therefore,
M11 ∈ME s(α1) andM12 ∈MEn−s(α2). Also
γ 11 := out(M11, α1) ∈ [out(M11, d11)]s = [c11]s (6)
and
γ 12 := out(M12, α2) ∈ [out(M12, d12)]n−s = [c12]n−s. (7)
It follows from (6), (7) and Lemma 3.1(b) that σ 1(α1) = γ 11 and σ 2(α2) = γ 12.
Let β1 be a permutation of the numbers 1, . . . , s and β2 be a permutation of the numbers 1, . . . , n − s such that
σ 1(f ) = f ◦s β1 for f ∈ As and σ 2(g) = g ◦n−s β2 for g ∈ An−s. Let dr = (d(n), d(n−1), . . . , d(1)) be the reverse sorted
order for d. Since (c11, c12) is a permutation of d, the reverse sorted order for (c11, c12) is also dr . Then
(c11, c12) = dr ◦n(σ 1(d11), σ 2(d12)) = dr ◦n(d11 ◦s β1, d12 ◦n−s β2).
It follows from Lemma 3.1(a) that
(c11, c12) = dr ◦n((d11, d12) ◦n(β1, β2 + s)) = (dr ◦n d) ◦n(β1, β2 + s) = d ◦n(β1, β2 + s).
Since d = α = (α1, α2), it follows again from Lemma 3.1(a) that
(c11, c12) = (α1, α2) ◦n(β1, β2 + s) = (α1 ◦s β1, α2 ◦n−s β2) = (σ 1(α1), σ 2(α2)).
Therefore,
(c11, c12) = (γ 11, γ 12). (8)
We define the executionM as follows: we assume first that it breaks d = α into α1 and α2. We assume that α1 is acted
upon byM11 and α2 is acted upon byM12. We assume that the corresponding outputs γ 11 and γ 12 are merged into γ ∈ An
so that a comparison between γ 11 and γ 12 is erroneous if and only if the corresponding comparison between c11 and c12 is
not erroneous. This is possible because of Eq. (8) and Lemma 4.3(b). If δ1 is the number of comparisons in merging c11 and
c12, δ2 is the number of comparisons in merging γ 11 and γ 12, ϵ1 is the number of errors in merging c11 and c12, and ϵ2 is the
number of errors in merging γ 11 and γ 12, then (by Lemma 4.3(b))
ϵ1 + ϵ2 = δ1 = δ2 and γ ∈ [c]n = [out(M, d)]n.
It follows from the description ofM and the definition ofM that
C(M) = C(M11)+ C(M12)+ δ2 = C(M11)+ C(M12)+ δ1 = C(M)
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and
E(M)+ E(M) = E(M11)+ E(M12)+ ϵ1 + E(M11)+ E(M12)+ ϵ2 = C(M11)+ C(M12)+ δ1 = C(M).
By the definition ofM, γ = out(M, d), and therefore
out(M, d) ∈ [out(M, d)]n.
The sequence γ 11 is a permutation of α1 and the sequence γ 12 is a permutation of α2. Merging γ 11 and γ 12 produces
γ = out(M, d), which is a permutation of α = d = (α1, α2). Since d is a permutation of d, we have that out(M, d) is
also a permutation of d. Since also ranks(out(M, d)) = ranks(out(M, d)), we conclude that
out(M, d) = out(M, d).
IfσM : An → An is the permutation function associatedwithM (according to Lemma3.2), then it follows fromLemma4.4
that σM(d) = σM(d) = c = out(M, d). By the uniqueness of permutation functions associated with executions of recursive
merge sort (see Lemma 3.2), we conclude that σM = σM . This concludes the inductive step and our claims (about the
existence and properties ofM) have been proven.
5. Number of runs
Given integers p, q ≥ 1 and sequences a ∈ Ap and b ∈ Aq with {a1, . . . , ap} ∩ {b1, . . . , bq} = ∅, and an integer e ≥ 0,
letM(a, b, e) be the set of all sequences c ∈ Ap+q that arise from merging a and b with exactly e errors in comparisons.
For example, if a = (3, 4) and b = (1, 2), thenM(a, b, e = 1) = {(3, 1, 2, 4), (1, 3, 2, 4)}. A slightly weaker version of the
following lemma was proven in [22, Observation 1], but our proof is different.
Lemma 5.1. Given integers p, q ≥ 1, sequences a ∈ Ap and b ∈ Aq with {a1, . . . , ap} ∩ {b1, . . . , bq} = ∅, and an integer e
with 0 ≤ e ≤ p+ q− 1, assume that M(a, b, e) ≠ ∅. Then for any c ∈M(a, b, e),
R(c) ≤ R(a)+ R(b)+ e− 1. (9)
Proof. If c = (c1, . . . , cp+q), then R(c) − 1 equals the number of pairs (ci, ci+1) with 1 ≤ i ≤ p + q − 1 and ci > ci+1.
These pairs fall into three mutually exclusive categories: (i) those pairs with ci = aj > ci+1 = aj+1 for some integer j with
1 ≤ j ≤ p− 1; (ii) those pairs with ci = bk > ci+1 = bk+1 for some integer kwith 1 ≤ k ≤ q− 1, and (iii) those pairs with
ci = aj > ci+1 = bk or ci = bk > ci+1 = aj for some integers j and kwith 1 ≤ j ≤ p and 1 ≤ k ≤ q. The last type of pairs are
the result of errors in comparisons. The first two types of pairs may or may not be the results of errors in comparisons. Then
R(c)− 1 ≤ (R(a)− 1)+ (R(b)− 1)+ e,
from which (9) follows. 
The following theorem is themain result of the section. It gives exact values for themaximum and theminimumnumber
of runs of the output sequence of recursive merge sort when the number of erroneous comparisons is small. (We have
actually proven that mruns(n, e) = 2 even when ⌊n/2⌋ + 1 ≤ e ≤ n − 1, but our proof is so long that we decided not to
include it in this paper.)
Theorem 5.2. Let n and e be integers such that n ≥ 1 and 0 ≤ e ≤ ⌊n/2⌋. Then
Mruns(n, e) = e+ 1. (10)
In addition,mruns(n, e = 0) = 1 andmruns(n, e) = 2 for 1 ≤ e ≤ ⌊n/2⌋.
Proof. We first prove by induction on n that for all integers ewith 0 ≤ e ≤ W (n),
Mruns(n, e) ≤ e+ 1. (11)
(This inequality was also proven in a similar way by Ravikumar [22, Observation 3], but for completeness we provide a proof
that illustrates the notation and methods of our paper.) For n = 1, we have 0 ≤ e ≤ W (1) = 0, and A(n = 1, e = 0)
contains only one pair (d,M) with d ∈ A1,M ∈ ME1(d) and E(M) = 0 = e. In such a case, R(d,M) = 1 and
Mruns(n = 1, e = 0) = 1 = 0+ 1.
Let n ≥ 2, and assume that for all integersm and ewith 1 ≤ m < n and 0 ≤ e ≤ W (m)we haveMruns(m, e) ≤ e+1. Let
ϵ be an integer such that 0 ≤ ϵ ≤ W (n). Let d ∈ An andM ∈MEn(d) be such that E(M) = ϵ. Suppose executionM breaks
list d = (d1, . . . , dn) into two lists: d11 = (d1, . . . , ds) of length s = ⌊n/2⌋ and d12 = (ds+1, . . . , dn) of length n−s = ⌈n/2⌉.
In addition, executionM is such that, each of the two sublists, d11 and d12, is acted upon by some executionsM11 ∈ME s(d11)
and M12 ∈ MEn−s(d12) such that E(M11) = ϵ1 and E(M12) = ϵ2 (where 0 ≤ ϵ1 ≤ W (s) and 0 ≤ ϵ2 ≤ W (n − s)). The
corresponding outputs c11 and c12 will be merged into the final output list c according to M , say with exactly ϵ3 errors in
comparisons. Obviously, ϵ1 + ϵ2 + ϵ3 = ϵ. By the induction hypothesis,
R(d11,M11) ≤ Mruns(s, ϵ1) ≤ ϵ1 + 1 (12)
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and
R(d12,M12) ≤ Mruns(n− s, ϵ2) ≤ ϵ2 + 1. (13)
By Lemma 5.1,
R(d,M) ≤ R(d11,M11)+ R(d12,M12)+ ϵ3 − 1. (14)
It follows from (12)–(14) that
R(d,M) ≤ ϵ1 + 1+ ϵ2 + 1+ ϵ3 − 1 = ϵ + 1.
Since (d,M) is an arbitrary member of A(n, ϵ), it follows that Mruns(n, ϵ) ≤ ϵ + 1 and the inductive step is complete.
To show equality in (10), let s = ⌊n/2⌋, n− s = ⌈n/2⌉, and
dˆ = (1, 2, . . . , s, s+ 1, s+ 2, . . . , n). (15)
Assume that Mˆ ∈MEn(dˆ)breaks dˆ into dˆ11 = (1, 2, . . . , s) ∈ As and dˆ12 = (s+1, s+2, . . . , n), and applies Mˆ11 ∈ME s(dˆ11)
on dˆ11 and Mˆ12 ∈MEn−s(dˆ11) on dˆ12 such that E(Mˆ11) = 0 = E(Mˆ12). (This is obviously possible.) We also assume that the
outputs cˆ11 = dˆ11 and cˆ12 = dˆ12 are merged so that there are errors only in comparisons 1, 3, . . . , 2e − 1. This is possible
since e ≤ s ≤ n− s. It is then easy to see that the output sequence of the application of Mˆ on dˆwill be
cˆ = (s+ 1, 1, s+ 2, 2, . . . , s+ e, e, e+ 1, . . . , s, s+ e+ 1, . . . , n).
Since E(Mˆ) = e and R(dˆ, Mˆ) = R(cˆ) = e+ 1, we have shown that the equality holds in (10).
Obviouslymruns(n, e = 0) = 1 andmruns(n, e) ≥ 2when1 ≤ e ≤ n−1—when there is at least one error in comparison,
then there is at least one inversion in the final output. To show equality for the case 1 ≤ e ≤ s = ⌊n/2⌋, suppose that we
have dˆ as given in (15) and we apply execution Mˆ on dˆ as described above, but in the merging of cˆ11 = dˆ11 and cˆ12 = dˆ12
the e errors occur only in comparisons 1, 2, . . . , e. This is possible because e ≤ s ≤ n− s. The output sequence is
c = (s+ 1, . . . , s+ e, 1, 2, . . . , s, s+ e+ 1, . . . , n). (16)
(If n is even and e = n/2, then the previous output becomes c = (s+ 1, . . . , s+ e, 1, 2, . . . , s).) We have R(c) = 2, which
implies mruns(n, e) = 2. 
The next theorem gives theminimum and themaximum number of runs for the output sequence of recursivemerge sort
when the number of erroneous comparisons is very large (compared to the length of the input sequence). First, we need to
define the sequence (Λ(n) : n = 1, 2, . . .) by
Λ(n) = Λ
n
2

+Λ
n
2

+
n
2

, n ≥ 2, (17)
andΛ(1) = 0. Lemma A.1 in the Appendix gives an explicit formula forΛ(n) in terms of the binary expansion of n, but the
formula is not that useful for the results of this paper.
Theorem 5.3. Let n and e be integers such that n ≥ 1 and 0 ≤ e ≤ W (n). ThenMruns(n, e) = n = mruns(n, e) if and only if
Λ(n) ≤ e ≤ W (n).
Proof. (i) Assume that Λ(n) ≤ e ≤ W (n). By Lemma A.6 in the Appendix, there are d ∈ An and M ∈ MEn(d) such that
out(M, d) = (1, 2, . . . , n), E(M) = 0 and C(M) = e. Using the theory of complements from Section 4, we have d ∈ An and
M ∈MEn(d)with E(M)+ E(M) = C(M) = C(M) and out(M, d) = out(M, d) = (n, n−1, . . . , 1). It follows that E(M) = e
and R(M, d) = n, which imply Mruns(n, e) = n.
(ii) Assume that Mruns(n, e) = n. Choose d0 ∈ An andM0 ∈MEn(d) such that R(d0,M0) = n and E(M0) = e. It follows
that out(M0, d0) = (n, n− 1, . . . , 1). Using complements we obtain out(M0, d0) = (1, 2, . . . , n) (and thus E(M0) = 0) and
E(M0) + E(M0) = C(M0) = C(M0). It follows that C(M0) = e. It follows from the definition of C(n) (see Eq. (33) in the
Appendix) that e ∈ C(n). By Lemma A.5 in the Appendix,Λ(n) ≤ e ≤ W (n). 
Corollary 5.4. Let n be an integer with n ≥ 2. If e = Λ(n)− 1, thenMruns(n, e) = n− 1.
Proof. By Theorem 5.3, Mruns(n, e) ≤ n − 1 for e = Λ(n) − 1. Let d = (2, 1, 3, . . . , n) and let M ∈ MEn(d) be
the execution of recursive merge sort that errs only when comparing 2 and 1. Then E(M) = 1, C(M) = Λ(n), and
out(M, d) = d. Thus, R(d,M) = 2. Using the complements of d and M (see Section 4) we conclude that out(M, d) =
d = (n − 1, n, n − 2, . . . , 1), C(M) = C(M) = Λ(n), and E(M) = C(M) − E(M) = Λ(n) − 1. Since R(d,M) = n − 1, we
conclude that Mruns(n, e) = n− 1. 
6. Smallest number of removals
In the section, for some cases of n and e, we give upper and lower bounds for the maximum (and exact values for the
minimum) of the smallest number of integers that need to be removed in order to sort the output list of an execution of
recursive merge sort when some of the comparisons are in error.
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Parts (b) and (c) of Theorem 6.1 imply that Mrem(n, 1) ≥ ⌈n/4⌉ for n ≥ 2. In fact, a slight modification of the proofs of
Lemmas 4–6 in [14] shows that we actually have equality1: Mrem(n, 1) = ⌈n/4⌉ for n ≥ 2. For part (d) of the following
theorem, we need to define the following double sequence:
Ξ(n, 1) = ⌈n/4⌉ for n ≥ 0,
and
Ξ(n, e) = min (⌊n/2⌋ + 1, ⌈n/4⌉ + Ξ(⌊n/2⌋, e− 1)) for n ≥ 0 and e ≥ 2.
Theorem 6.1. Let n and e be integers such that n ≥ 1 and 0 ≤ e ≤ W (n).
(a) We haveMrem(n, 0) = 0 = mrem(n, 0).
(b) We haveMrem(2, 1) = 1 = Mrem(3, 1) andMrem(3, 2) = Mrem(3, 3) = 2.
(c) If n ≥ 4 and 1 ≤ e ≤
 ⌊n/2⌋
2

, thenn
4

+ e− 1 ≤ Mrem(n, e) ≤

ne
e+ 1

.
(d) If n ≥ 6 and 1 ≤ e ≤ ⌊log2(n/3)⌋, thenn
2

−
 n
2e+1

≤ Ξ(n, e) ≤ Mrem(n, e) ≤

ne
e+ 1

.
(e) If 1 ≤ e ≤ ⌊n/2⌋, thenmrem(n, e) = 1.
(f) We haveMrem(n, e) = n− 1 = mrem(n, e) if and only if Λ(n) ≤ e ≤ W (n).
(g) If n ≥ 2, thenMrem(n,Λ(n)− 1) = n− 2.
Proof. (a) The proof of this part is trivial.
(b) Since Λ(2) = 1 = W (2),Λ(3) = 2 and W (3) = 3, the equalities in this part follow from parts (f) and (g) of this
theorem.
(c) The right inequality follows from the inequality
RM(a) ≤

n(R(a)− 1)
R(a)

,
which is valid for n ≥ 2 and a ∈ An (see Lemma 2.5 in [13]) and Theorem 5.2 in this paper.
To prove the left inequality, we let n ≥ 4 and 1 ≤ e ≤ ⌊n/4⌋ and consider four cases.
Case (c)(i). Assume that n = 4ν where ν ≥ 1. In this case, we assume that 1 ≤ e ≤
 ⌊n/2⌋
2

= ν. Let d21 =
(ν + 1, . . . , 2ν), d22 = (2ν + 1, . . . , 3ν), d23 = (1, 2, . . . , ν), d24 = (3ν + 1, . . . , 4ν), d11 = (d21, d22), d12 = (d23, d24),
and d = (d11, d12). Obviously, there are unique executions M21 ∈ MEν(d11),M22 ∈ MEν(d22),M23 ∈ MEν(d23) and
M24 ∈ MEν(d24) such that E(M21) = E(M22) = E(M23) = E(M24) = 0. Assume thatM11 ∈ ME2ν(d11) breaks d11 into d21
and d22, appliesM21 on d21 with output d21, appliesM22 on d22 with output d22, and merges d21 and d22 so that only the first
e− 1 comparisons are erroneous. Then
c11 = out(M11, d11) = (2ν + 1, . . . , 2ν + e− 1, ν + 1, ν + 2, . . . , 2ν, 2ν + e, . . . , 3ν).
Similarly, assume thatM12 ∈ME2ν(d12) breaks d12 into d23 and d24, appliesM23 on d23 with output d23, appliesM24 on d24
with output d24, and merges d23 and d24 so that only the first comparison is erroneous. Then,
c12 = out(M12, d12) = (3ν + 1, 1, 2, . . . , ν, 3ν + 2, 3ν + 3, . . . , 4ν).
Finally, assume that M ∈ MEn(d) breaks d into d11 and d12, applies M11 on d11 with output c11, applies M12 on d12 with
output c12, and merges c11 and c12 with no errors in comparisons. Then E(M) = (e− 1)+ 1 = e and
c = out(M, d) = (2ν + 1, . . . , 2ν + e− 1, ν + 1, ν + 2, . . . , 2ν, 2ν + e, . . . , 3ν,
3ν + 1, 1, 2, . . . , ν, 3ν + 2, . . . , 4ν). (18)
(If e = 1, then c = (ν + 1, ν + 2, . . . , 2ν, 2ν + 1, . . . , 3ν, 3ν + 1, 1, 2, . . . , ν, 3ν + 2, . . . , 4ν). In particular, if e = 1 and
ν = 1, then c = (2, 3, 4, 1).) We observe that RM(d,M) = ν + e− 1 = ⌈n/4⌉ + e− 1.
Case (c)(ii). Assume that n = 4ν + 1 where ν ≥ 1. In this case, we assume that 1 ≤ e ≤
 ⌊n/2⌋
2

= ν. Use an example
similar to the one in case (c)(i), except d21 = (ν+ 2, . . . , 2ν+ 1), d22 = (2ν+ 2, . . . , 3ν+ 1), d23 = (3ν+ 2, . . . , 4ν+ 1),
1 For simplicity, in Lemma 6 of their paper, Islam and Lakshmanan [14] assume that n is a multiple of 4.
P. Hadjicostas, K.B. Lakshmanan / Discrete Applied Mathematics 159 (2011) 1398–1417 1409
and d24 = (1, 2, . . . , ν + 1). In such a case,
c = out(M, d) = (2ν + 2, . . . , 2ν + e, ν + 2, ν + 3, . . . , 2ν + 1, 2ν + e+ 1, . . . , 3ν + 1,
3ν + 2, 1, 2, . . . , ν + 1, 3ν + 3, . . . , 4ν + 1).
(If e = 1, then c = (ν + 2, ν + 3, . . . , 2ν + 1, 2ν + 2, . . . , 3ν + 2, 1, 2, . . . , ν + 1, 3ν + 3, . . . , 4ν + 1). In particular, if
e = 1 and ν = 1, then c = (3, 4, 5, 1, 2).) Then RM(d,M) = (ν + 1)+ e− 1 = ⌈n/4⌉ + e− 1.
Case (c)(iii). Assume that n = 4ν + 2 where ν ≥ 1. In this case, we assume that 1 ≤ e ≤
 ⌊n/2⌋
2

= ν + 1. Let
d21 = (ν + 2, . . . , 2ν + 1), d22 = (2ν + 2, . . . , 3ν + 2), d23 = (3ν + 3, . . . , 4ν + 2), and d24 = (1, 2, . . . , ν + 1). Define
d11, d12,M21,M22,M23,M24,M11,M12, andM similarly to the ones in case (c)(i). Then
c = out(M, d) = (2ν + 2, . . . , 2ν + e, ν + 2, ν + 3, . . . , 2ν + 1, 2ν + e+ 1, . . . , 3ν + 2,
3ν + 3, 1, 2, . . . , ν + 1, 3ν + 4, . . . , 4ν + 2).
(If e = 1, then c = (ν + 2, ν + 3, . . . , 2ν + 1, 2ν + 2, . . . , 3ν + 3, 1, 2, . . . , ν + 1, 3ν + 4, . . . , 4ν + 2). In particular, if
e = 1 and ν = 1, then c = (3, 4, 5, 6, 1, 2).) Then RM(d,M) = (ν + 1)+ e− 1 = ⌈n/4⌉ + e− 1.
Case (c)(iv). Assume that n = 4ν+3where ν ≥ 1. In this case, we assume that 1 ≤ e ≤
 ⌊n/2⌋
2

= ν+1. Use an example
similar to the one in case (c)(i), except d21 = (ν + 2, . . . , 2ν + 1), d22 = (2ν + 2, . . . , 3ν + 2), d23 = (1, 2, . . . , ν + 1) and
d24 = (3ν + 3, . . . , 4ν + 3). Then
c = out(M, d) = (2ν + 2, . . . , 2ν + e, ν + 2, ν + 3, . . . , 2ν + 1, 2ν + e+ 1, . . . , 3ν + 2,
3ν + 3, 1, 2, . . . , ν + 1, 3ν + 4, . . . , 4ν + 3).
(If e = 1, then c = (ν + 2, ν + 3, . . . , 2ν + 1, 2ν + 2, . . . , 3ν + 3, 1, 2, . . . , ν + 1, 3ν + 4, . . . , 4ν + 3). In particular, if
e = 1 and ν = 1, then c = (3, 4, 5, 6, 1, 2, 7).) Then RM(d,M) = (ν + 1)+ e− 1 = ⌈n/4⌉ + e− 1.
(d) The proof of the right inequality is the same as in part (c). To prove the left inequality involvingΞ(n, e), we show by
induction on e ≥ 1 that for each integer n with e ≤ ⌊log2(n/3)⌋ and n ≥ 6, there are d ∈ An and M ∈ MEn(d) such that
E(M) = e and RM(d,M) ≥ Ξ(n, e). For e = 1 the inequality follows from the left inequality in part (c) of this theorem. Let
e ≥ 2 and assume for each integer e˜ < e and integerm ≥ 6 with 1 ≤ e˜ ≤ ⌊log2(m/3)⌋ there are d˜ ∈ Am and M˜ ∈MEm(d˜)
such that E(M˜) = e˜ and RM(d˜, M˜) ≥ Ξ(m, e˜).
Let n ≥ 6 be such that e ≤ ⌊log2(n/3)⌋. Let s = ⌊n/2⌋. Since e ≥ 2, we have s ≥ 6. We have
1 ≤ e− 1 ≤ ⌊log2(n/3)⌋ − 1 = ⌊log2(n/6)⌋ = ⌊log2(s/3)⌋.
By the inductive hypothesis, there are d11 ∈ As and M11 ∈ ME s(d11) such that E(M11) = e − 1 and RM(d11,M11) ≥
Ξ(s, e− 1). Without loss of generality, we may assume that d11 is a permutation of the integers
(ν + 1, . . . , 3ν) if n = 4ν,
(ν + 2, . . . , 3ν + 1) if n = 4ν + 1,
(ν + 2, . . . , 3ν + 2) if n = 4ν + 2,
(ν + 2, . . . , 3ν + 2) if n = 4ν + 3
 . (19)
We also define d23, d24,M23, andM24 as in cases (i)–(iv) in the proof of part (c) of this theorem (with E(M23) = 0 = E(M24)).
Let d12 = (d23, d24) ∈ An−s, and defineM12 ∈MEn−s(d12) as follows: it breaks d12 into d23 amd d24, appliesM23 on d23 with
output d23, appliesM24 on d24 with output d24, and merges d23 with d24 with an error only on the first comparison. Then
c12 = out(M12, d12) =

(3ν + 1, 1, . . . , ν, 3ν + 2, . . . , 4ν) if n = 4ν,
(3ν + 2, 1, . . . , ν + 1, 3ν + 3, . . . , 4ν + 1) if n = 4ν + 1,
(3ν + 3, 1, . . . , ν + 1, 3ν + 4, . . . , 4ν + 2) if n = 4ν + 2,
(3ν + 3, 1, . . . , ν + 1, 3ν + 4, . . . , 4ν + 3) if n = 4ν + 3
 .
Let d = (d11, d12) and define M ∈ MEn(d) as follows: It breaks d into d11 and d12, applies M11 on d11 and gives output
c11, applies M12 on d12 and obtains output c12, and merges c11 and c12 with no errors in comparisons, and gives output
c = out(M, d) = (c11, c12) (because the first element of c12 is greater than each element of c11). Note that E(M) = e. Now
RM(d,M) is the minimum of the following two numbers: (i) ⌊n/2⌋ + 1, which is obtained by removing c11 and the first
element of c12 from c; (ii) RM(d11,M11)+  n4, which is obtained by removing RM(d11,M11) elements from c11 so that c11
is left sorted, and removing 1, 2, . . . , ⌈n/4⌉ from c12. It follows that
RM(d,M) = min

⌊n/2⌋ + 1, RM(d11,M11)+
n
4

≥ min

⌊n/2⌋ + 1,Ξ(⌊n/2⌋, e− 1)+
n
4

= Ξ(n, e),
and the induction step is complete.
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To prove the inequality Ξ(n, e) ≥ ⌊n/2⌋ − ⌈n/2e+1⌉ for n ≥ 0 and e ≥ 1, we use induction on e. For e = 1 we have
Ξ(n, 1) = ⌈n/4⌉ ≥ ⌊n/2⌋ − ⌈n/21+1⌉ because
2
n
4

≥ 2
n
4

= n
2
≥
n
2

.
Let e ≥ 2 and assume that the inequality is true for all integers e˜ with 1 ≤ e˜ < e and all integers n ≥ 0. Fix an integer
n ≥ 0. Then
Ξ(n, e) = min
n
2

+ 1,
n
4

+ Ξ
n
2

, e− 1

≥ min
n
2

+ 1,
n
4

+
⌊n/2⌋
2

−
⌊n/2⌋
2e

.
To finish the induction, it is sufficient to prove thatn
4

+
⌊n/2⌋
2

−
⌊n/2⌋
2e

≥
n
2

−
 n
2e+1

.
The latter inequality follows if we prove thatn
4

+
⌊n/2⌋
2

≥
n
2

(20)
and  n
2e+1

≥
⌊n/2⌋
2e

. (21)
If n = 2ν (where ν ≥ 0), inequality (20) holds as an equality:n
4

+
⌊n/2⌋
2

=
ν
2

+
ν
2

= ν =
n
2

.
If n = 2ν + 1 (where ν ≥ 0), we haven
4

+
⌊n/2⌋
2

=

ν
2
+ 1
4

+
ν
2

≥
ν
2

+
ν
2

= ν =
n
2

.
Inequality (21) follows from n
2e+1

=

n/2
2e

≥
⌊n/2⌋
2e

.
This completes the induction, and the proof of part (d) of the theorem is complete.
(e) Obviously mrem(n, e) ≥ 1 when e ≥ 1—when there is at least one error in comparison, then there is at least one
inversion in the final output. To prove equality, let s = ⌊n/2⌋ and
d = (1, ⌈n/2⌉ + 2, . . . , n, 2, 3, . . . , ⌈n/2⌉ + 1)
and assume that M ∈ MEn(d) breaks d into d11 = (1, ⌈n/2⌉ + 2, . . . , n) and d12 = (2, 3, . . . , ⌈n/2⌉ + 1), applies
M11 ∈ ME s(d11) on d11 and M12 ∈ MEn−s(d12) on d12 such that E(M11) = 0 = E(M12). (This is obviously possible.)
Then assume that the outputs c11 = d11 and c12 = d12 are merged so that errors occur only in comparisons 1, 2, . . . , e.
Then the output is
c = (2, 3, . . . , e+ 1, 1, e+ 2, . . . , n)
and RM(d,M) = 1.
(f) This part follows from Theorem 5.3 and the fact that for a ∈ An we have RM(a) = n − 1 if and only if a =
(n, n− 1, . . . , 1) if and only if R(a) = n.
(g) By part (f) of this theorem, Mrem(n, e) ≤ n − 2 for e = Λ(n) − 1. Using M and d = (2, 1, 3, . . . , n) as defined in
the example in the proof of Corollary 5.4, we obtain out(M, d) = (n − 1, n, n − 2, n − 3, . . . , 1), E(M) = Λ(n) − 1, and
RM(d,M) = n− 2. Hence Mrem(n, e) = n− 2 for e = Λ(n)− 1. 
7. Number of inversions
In the section, for some values of n and e, we give upper and lower bounds for the maximum (and exact values for the
minimum) number of inversions in the output list of an execution of recursive merge sort when some of the comparisons
are in error. Before proving the main theorem of the section, we need the following lemma (which is used in the proof of
part (d) in Theorem 7.2).
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Lemma 7.1. Given integers p, q ≥ 1, sequences a ∈ Ap and b ∈ Aq with {a1, . . . , ap} ∩ {b1, . . . , bq} = ∅, and an integer e
with 0 ≤ e ≤ p+ q− 1, assume that M(a, b, e) ≠ ∅. Then for any c ∈M(a, b, e),
I(c) ≥ I(a)+ I(b)+ e. (22)
Proof. When merging sequences a and b into c , the elements of a appear in c in exactly the same order as they appear in a.
The same holds for the elements of b. Thus, the inversions in c include all the inversions in a and all the inversions in b (and
of course the last two sets of inversions are mutually exclusive). In addition, every time an erroneous comparison occurs
when merging a and b, an element ai is compared to an element bj (where 1 ≤ i ≤ p and 1 ≤ j ≤ q) and max(ai, bj) is
placed in c somewhere before element min(ai, bj), i.e., an inversion is created. Since e errors occur when merging a and b,
at least e such inversions are created (and of course these inversions are different that the previous two sets of inversions in
c). From these arguments, inequality (22) follows easily. 
Parts (b) and (c) of Theorem 7.2 show that Minv(n, 1) ≥ ⌈n/4⌉ + ⌊n/2⌋ ⌈n/4⌉ for n ≥ 3. In fact, a slight modification of
the proofs of Lemmas 4–6 in [14] shows that we actually have equality:
Minv(n, 1) =
n
4

+
n
2
n
4

for n ≥ 3.
Theorem 7.2. Let n and e be integers such that n ≥ 1 and 0 ≤ e ≤ W (n).
(a) We haveMinv(n, 0) = 0 = minv(n, 0).
(b) We haveMinv(2, 1) = 1,Minv(3, 1) = 2, andMinv(3, 2) = Minv(3, 3) = 3.
(c) If n ≥ 4 and 1 ≤ e ≤ ⌊n/4⌋, then
e+
n
2
 n
4

≤ Minv(n, e) ≤

n2e
2(e+ 1)

.
(d) If 0 ≤ e ≤ ⌊n/2⌋, thenminv(n, e) = e.
(e) We haveMinv(n, e) = n(n− 1)/2 = minv(n, e) if and only if Λ(n) ≤ e ≤ W (n).
Proof. (a) The proof of this part of the theorem is trivial.
(b) The first and the last two equalities of this part of the theorem follow from part (e) of this theorem. SinceΛ(3) = 2,
by part (e) of this theorem, Minv(3, 1) ≤ 3(3−1)2 − 1 = 2. To prove equality, let d = (3, 1, 2) and assume thatM ∈ME3(d)
breaks d into d11 = (3) and d12 = (1, 2), applies M12 ∈ ME2(d12) on d12 with E(M12) = 0 giving output d12, and merges
d11 with d12 with an error in the first (and only) comparison. Then E(M) = 1, c = out(M, d) = (3, 1, 2), and I(d,M) = 2.
(c) The right inequality follows from the inequality
I(a) ≤

n2(R(a)− 1)
2R(a)

,
valid for n ≥ 2 and a ∈ An (see Lemma 2.6 in [13]), and from Theorem 5.2 in this paper. To prove the left inequality, let
n ≥ 4 and 1 ≤ e ≤ ⌊n/4⌋, then define d21, d22, d23, d24,M21,M22,M23, and M24 as in cases (i)–(iv) in the proof of part (c)
of Theorem 6.1 in this paper. We have E(M21) = E(M22) = E(M23) = E(M24) = 0. Let d11 = (d21, d22), d12 = (d23, d24),
and s = ⌊n/2⌋.
Assume that M11 ∈ ME s(d11) breaks d11 into d21 and d22, applies M21 on d21 with output d21, applies M22 on d22 with
output d22, and merges d21 and d22 with no errors in comparisons. Then c11 = out(M11, d11) is given by Eq. (19). Similarly,
assume that M12 ∈ MEn−s(d12) breaks d12 into d23 and d24, applies M23 on d23 with output d23, applies M24 on d24 with
output d24, and merges d23 and d24 so that the first e comparisons are erroneous. Then c12 = out(M12, d12) is given by
c12 =

(3ν + 1, . . . , 3ν + e, 1, . . . , ν, 3ν + e+ 1, . . . , 4ν) if n = 4ν,
(3ν + 2, . . . , 3ν + e+ 1, 1, . . . , ν + 1, 3ν + e+ 2, . . . , 4ν + 1) if n = 4ν + 1,
(3ν + 3, . . . , 3ν + e+ 2, 1, . . . , ν + 1, 3ν + e+ 3, . . . , 4ν + 2) if n = 4ν + 2,
(3ν + 3, . . . , 3ν + e+ 2, 1, . . . , ν + 1, 3ν + e+ 3, . . . , 4ν + 3) if n = 4ν + 3
 .
Finally, assume that M ∈ MEn(d) breaks d into d11 and d12, applies M11 on d11 with output c11, applies M12 on d12 with
output c12, andmerges c11 and c12 with no errors in comparisons. Then E(M) = e and c = out(M, d) = (c11, c12). It follows
that
I(d,M) =

(2ν + e)ν if n = 4ν,
(2ν + e)(ν + 1) if n = 4ν + 1,
(2ν + e+ 1)(ν + 1) if n = 4ν + 2,
(2ν + e+ 1)(ν + 1) if n = 4ν + 3
 =

e+
n
2
 n
4

.
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(d) We will prove by induction on n ≥ 1 that for 0 ≤ e ≤ ⌊n/2⌋, d ∈ An and M ∈ MEn(d) with E(M) = e, we have
I(d,M) ≥ e. For n = 1, the claim is true as equality because in such a case e = 0 and M ∈ ME1(d) does nothing on
d = (d1) ∈ A1.
Let n ≥ 2 and assume that I(d˜, M˜) ≥ e˜ for all integers e˜ and m with 1 ≤ m < n and 0 ≤ e˜ ≤ ⌊m/2⌋ and all d˜ ∈ Am
and M˜ ∈ MEm(d˜) with E(M˜) = e˜. Let integer e be such that 0 ≤ e ≤ ⌊n/2⌋. In addition, let d ∈ An and M ∈ MEn(d),
assume that E(M) = e, and let [(d11,M11, c11), (d12,M12, c12)] be the first pass of M . Define ϵ1 = E(M11), ϵ2 = E(M12),
and ϵ3 = e− ϵ1 − ϵ2. By Lemma 7.1 and the inductive hypothesis,
I(d,M) ≥ I(d11,M11)+ I(d12,M12)+ ϵ3 ≥ ϵ1 + ϵ2 + ϵ3 = e.
This completes the induction step, and thus minv(n, e) ≥ e.
To prove the equality, consider the example in the proof of part (e) of Theorem 6.1. In that example, d11 = (1, ⌈n/2⌉ +
2, . . . , n), d12 = (2, 3, . . . , ⌈n/2⌉ + 1), and E(M11) = 0 = E(M12). Then the outputs c11 = d11 and c12 = d12
are merged so that errors occur only in comparisons 1, 2, . . . , e. Then the final output of the application of M on d is
c = (2, 3, . . . , e+ 1, 1, e+ 2, . . . , n). In such a case, I(d,M) = I(c) = e.
(e) This part follows from Theorem 5.3 and the fact that for a ∈ An we have I(a) = n(n − 1)/2 if and only if
a = (n, n− 1, . . . , 1) if and only if R(a) = n. 
8. The smallest number of successive exchanges
In this section we give some results about Mexc(n, e) and mexc(n, e). First we prove a lemma that is needed in proving
part (c) of Theorem 8.2, which is the main theorem of the section.
Lemma 8.1. Let n ≥ 2 and d = (2, 3, . . . , n, 1). Then there is M ∈MEn(d) such that out(M, d) = d and E(M) = 1.
Proof. We prove the lemma by induction on n. For n = 2, we have d = (2, 1) and we can define M ∈ ME2(d) so
that it breaks d into (2) and (1), and then it merges them with exactly one erroneous comparison. Then E(M) = 1 and
out(M, d) = d.
Assume that n ≥ 3, and also assume that the claim is true for all integers m with 2 ≤ m < n. In particular, it would
be true for m = ⌈n/2⌉. Let d11 = (2, 3, . . . , ⌊n/2⌋ + 1) and d12 = (⌊n/2⌋ + 2, . . . , n, 1). Note that d11 ∈ A⌊n/2⌋ and
d12 ∈ A⌈n/2⌉. Also
d12∼⌈n/2⌉ dˆ = (2, 3, . . . , ⌈n/2⌉, 1),
where the relation ∼⌈n/2⌉ has been defined in Section 3. By the inductive hypothesis, there is M12 ∈ ME ⌈n/2⌉(dˆ) =
ME ⌈n/2⌉(d12) such that out(M12, dˆ) = dˆ and E(M12) = 1. Since
out(M12, d12) ∈ [out(M12, dˆ)]⌈n/2⌉ = [dˆ]⌈n/2⌉,
we conclude that out(M12, d12) = d12. LetM11 ∈ME ⌊n/2⌋(d11) be such that E(M11) = 0, and define d = (d11, d12). We can
now define executionM ∈MEn(d) as follows: it breaks d into d11 and d12, appliesM11 on d11 giving output d11, appliesM12
on d12 giving output d12, and merges d11 and d12 with no errors in comparisons. Then out(M, d) = d and E(M) = 1. The
inductive step is complete, and the lemma has been proven. 
Theorem 8.2. Let n and e be integers such that n ≥ 1 and 0 ≤ e ≤ W (n).
(a) We haveMexc(n, 0) = 0 = mexc(n, 0).
(b) We haveMexc(2, 1) = 1,Mexc(3, 1) = 2, andMexc(3, 2) = Mexc(3, 3) = 1.
(c) We haveMexc(n, 1) = n− 1.
(d) If n ≥ 4 and 2 ≤ e ≤ ⌊n/2⌋, then n− 2 ≤ Mexc(n, e) ≤ n− 1.
(e) If n ≥ 2 and 1 ≤ e ≤ ⌊n/2⌋, then 1 ≤ mexc(n, e) ≤ e.
(f) If n ≥ 2, thenmexc(n, 1) = 1.
(g) If Λ(n) ≤ e ≤ W (n), thenMexc(n, e) = ⌊n/2⌋ = mexc(n, e).
Proof. (a) The proof of this part is trivial.
(b) The first and the last two equalities follow from part (g) of this theorem. To prove the second one, first note that
Mexc(3, 1) ≤ 3 − 1 = 2. Let d = (3, 1, 2) and assume that M ∈ ME3(d) breaks d into d11 = (3) and d12 = (1, 2),
applies M12 on d12 so that E(M12) = 0 giving output d12, and then merges d11 and d12 with an error in the first (and only)
comparison. Then c = out(M, d) = (3, 1, 2), and EX(d,M) = EX(c) = 2.
(c) If n = 1 the equality is obvious. Assume that n ≥ 2, and let d = (2, 3, . . . , n, 1). By Lemma 8.1, there isM ∈MEn(d)
such that out(M, d) = d and E(M) = 1. Then EX(d,M) = n− 1.
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Table 1
Worst case scenario for three sorting algorithms (large nwith fixed e ≥ 1).
Algorithm Mruns Mrem Minv Mexc
Bubble sort e+ 1 e ne+ O(1) n− 1
Straight insertion sort e+ 1 nee+1 + O(1) n
2e
2(e+1) + O(n) n− 1
Recursive merge sort e+ 1 ≥n

1
2 − 12e+1

+ O(1)
and≤ nee+1 + O(1)
≥ n28 + O(n)
and≤ n2e2(e+1) + O(n)
≥n− 2
and≤n− 1
(d) The right inequality is obvious because EX(a) ≤ n− 1 for all n ≥ 1 and a ∈ An. To prove the left inequality, assume
that n ≥ 4 and 2 ≤ e ≤ ⌊n/2⌋, and let s = ⌊n/2⌋,
d11 =

(1, 2, . . . , s− e+ 1, s− e+ 4, s− e+ 5, . . . , s, s+ 1, n) if e ≥ 4,
(1, 2, . . . , s− 2, s+ 1, n) if e = 3,
(1, 2, . . . , s− 1, n) if e = 2,
and
d12 =

(s− e+ 2, s− e+ 3, s+ 2, s+ 3, . . . , n− 1) if e ≥ 4,
(s− 1, s, s+ 2, s+ 3, . . . , n− 1) if e = 3,
(s, s+ 1, . . . , n− 1) if e = 2.
Let M11 ∈ ME s(d11) and M12 ∈ MEn−s(d12) be such that E(M11) = 0 = E(M12). Define d = (d11, d12) and assume
that M ∈ MEn(d) breaks d into d11 and d12; applies M11 on d11 giving output d11; applies M12 on d12 giving output d12;
and merges d11 and d12 so that errors occur in comparisons 1, s − e + 3, s − e + 4, . . . , s + 1. Then the output sequence
c = out(M, d) is given by
c =

(s− e+ 2, 1, 2, . . . , s− e+ 1, s− e+ 4, s− e+ 5, . . . ,
s, s+ 1, n, s− e+ 3, s+ 2, s+ 3, . . . , n− 1) if e ≥ 4,
(s− 1, 1, 2, . . . , s− 2, s+ 1, n, s, s+ 2, s+ 3, . . . , n− 1) if e = 3,
(s, 1, 2, . . . , s− 1, n, s+ 1, s+ 2, . . . , n− 1) if e = 2.
It follows that EX(d,M) = EX(c) = n− 2.
(e) Assume that n ≥ 2 and 1 ≤ e ≤ ⌊n/2⌋. The inequality mexc(n, e) ≥ 1 is obvious: if there is at least one erroneous
comparison in the execution of recursive merge sort, then we need at least one exchange of successive numbers to sort the
output sequence. To prove the inequality mexc(n, e) ≤ e, consider the example in the proof of part (e) of Theorem 6.1 or the
example in the proof of part (d) of Theorem 7.2. In that example, d11 = (1, ⌈n/2⌉ + 2, . . . , n), d12 = (2, 3, . . . , ⌈n/2⌉ + 1),
and E(M11) = 0 = E(M12). Then the outputs c11 = d11 and c12 = d12 are merged so that errors occur only in comparisons
1, 2, . . . , e. Then the final output of the application of M on d is c = (2, 3, . . . , e + 1, 1, e + 2, . . . , n). In such a case,
EX(d,M) = e.
(f) This follows from part (e) by letting e = 1.
(g) By Theorem 5.3, Λ(n) ≤ e ≤ W (n) if and only if R(d,M) = n if and only if out(M, d) = (n, n − 1, . . . , 1). Thus, if
Λ(n) ≤ e ≤ W (n), then Mexc(n, e) = ⌊n/2⌋ = mexc(n, e). 
9. Concluding remarks
FromTheorems 5.2, 6.1, 7.2 and 8.2,we can easily deduce the following results about the asymptotic behavior of recursive
merge sort when the number of erroneous comparisons is small compared to the length of the input list:
Theorem 9.1. Let e be a fixed integer such that e ≥ 1. Then:
(a) limn→∞Mruns(n, e) = e+ 1.
(b) limn→∞mruns(n, e) = 2.
(c) 12 − 12e+1 ≤ lim infn→∞ Mrem(n,e)n ≤ lim supn→∞ Mrem(n,e)n ≤ ee+1 .
(d) limn→∞mrem(n, e) = 1.
(e) 18 ≤ lim infn→∞ Minv(n,e)n2 ≤ lim supn→∞ Minv(n,e)n2 ≤ e2(e+1) .
(f) limn→∞minv(n, e) = e.
(g) limn→∞ Mexc(n,e)n = 1.
(h) 1 ≤ lim infn→∞mexc(n, e) ≤ lim supn→∞mexc(n, e) ≤ e.
Based on the results from [12,13], and this paper, Table 1 gives an asymptotic comparison of the worst case scenario
for bubble sort, straight insertion sort and recursive merge sort for a fixed number of errors e ≥ 1, while Table 2 gives an
asymptotic comparison of the best case scenario for the three sorting algorithms.
1414 P. Hadjicostas, K.B. Lakshmanan / Discrete Applied Mathematics 159 (2011) 1398–1417
Table 2
Best case scenario for three sorting algorithms (large nwith fixed e ≥ 1).
Algorithm mruns mrem minv mexc
Bubble sort 1 0 0 0
Straight insertion sort 2 1 e ≥1
Recursive merge sort 2 1 e ≥1
The two tables indicate that bubble sort is perhapsmore robust to errors than straight insertion sort and recursivemerge
sort for sufficiently large n, but small e (which is not a function of n). Note that it is possible to have the output of the
bubble sort algorithm in correct sorted order in spite of erroneous comparisons. On the other hand, in the cases of straight
insertion sort and recursive merge sort, errors in comparisons will necessarily cause some disorder in the output. Even
though bubble sort seems to be the most robust to errors among the three sorting algorithms, it is well known that it is
inefficient and requires a lot more comparisons even for a reasonably sorted input. Perhaps, it is this redundancy in the
number of comparisons performed that manifests itself in lower disorder (due to errors) in the output. Further, one may
intuitively guess that algorithms that sort efficiently, i.e., those that use O(n log2 n) comparisons in the worst case will be
more sensitive to errors than those that use O(n2) comparisons. Surprisingly, this is not so. The recursive merge sort that
uses O(n log2 n) comparisons in the worst case seems to be no less robust to errors than straight insertion sort that uses
O(n2) comparisons in the worst case.
Appendix
Recall the definition of the sequence (Λ(n) : n = 1, 2, . . .) from Section 5:
Λ(n) = Λ
n
2

+Λ
n
2

+
n
2

, n ≥ 2, (23)
and Λ(1) = 0. In this appendix we give some results about this sequence and about the number of comparisons C(M) of
an execution M of recursive merge sort. With the exception of the first result, the other results are needed for the proof
of Theorem 5.3, which is in turn is used for the proof of part (f) of Theorem 6.1, part (e) of Theorem 7.2, and part (g) of
Theorem 8.2. The first lemma gives an explicit formula forΛ(n), even though the result is not used explicitly in this paper.
Lemma A.1. Let n ∈ N \ {0}.
(a) There is a unique integer ν ≥ 1 and a unique list of integers, (ρ1, . . . , ρν), such that
n =
ν−
s=1
2ρs
and 0 ≤ ρ1 < ρ2 < · · · < ρν .
(b) We have
Λ(n) =
ν−
s=1
2ρs−1[ρs + 2(ν − s)]. (24)
Proof. (a) This part of the lemma is well known. It can be proven, for example, using induction on n.
(b) We prove this part of the lemma by induction on n. For n = 1, we have n = 1 = 20 = 2ρ1 and ν = 1. Then
Λ(1) = 0 = 20−1(0+ 2(1− 1)) =∑1s=1 2ρs−1[ρs + 2(1− s)]. Let n ≥ 2 and assume that the lemma is true for all integers
m such that 1 ≤ m < n. Assume that n = ∑νs=1 2ρs , where ρs ∈ N for s = 1, . . . , ν, and 0 ≤ ρ1 < ρ2 < · · · < ρν . We
consider two cases: (i) ρ1 > 0; (ii) ρ1 = 0.
(i) Assume that ρ1 > 0, i.e., n is even. Then
Λ(n) = Λ

ν−
s=1
2ρs

= 2Λ

ν−
s=1
2ρs−1

+
ν−
s=1
2ρs−1. (25)
By the induction hypothesis,
Λ

ν−
s=1
2ρs−1

=
ν−
s=1
2ρs−2[ρs − 1+ 2(ν − s)]. (26)
Substituting (26) into (25) we obtain (24).
(ii) Assume that ρ1 = 0, i.e., n is odd. Then
Λ(n) = Λ

ν−
s=1
2ρs

= Λ

ν−
s=2
2ρs−1

+Λ

1+
ν−
s=2
2ρs−1

+
ν−
s=2
2ρs−1. (27)
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By the induction hypothesis,
Λ

ν−
s=2
2ρs−1

=
ν−
s=2
2ρs−2[ρs − 1+ 2(ν − 1− (s− 1))]. (28)
To calculateΛ

1+∑νs=2 2ρs−1, note that ρs ≥ s− 1 for s = 2, . . . , ν and define
H = {s ∈ N : 2 ≤ s ≤ ν and ρs > s− 1}.
Define η = minH if H ≠ ∅, and η = ν + 1 if H = ∅. Then η ≥ 2, ρs = s− 1 for s = 1, . . . , η − 1, and
Λ

1+
ν−
s=2
2ρs−1

= Λ

1+
η−1
s=2
2s−2 +
ν−
s=η
2ρs−1

= Λ

2η−2 +
ν−
s=η
2ρs−1

.
Define r1 = η − 2 and ri = ρη+i−2 − 1 for i = 2, . . . , ν − η + 2. Let also k = ν − η + 2. Then 0 ≤ r1 < r2 < · · · < rk. (If
H = ∅, then η = ν + 1 and k = 1.) By the induction hypothesis
Λ

1+
ν−
s=2
2ρs−1

= Λ

k−
i=1
2ri

=
k−
i=1
2ri−1[ri + 2(k− i)].
After some simplification, we obtain
Λ

1+
ν−
s=2
2ρs−1

= 2η−3(2ν − η)+
ν−
s=η
2ρs−2[ρs − 1+ 2(ν − s)]. (29)
Plugging (28) and (29) into (27) and using the fact that ρs = s − 1 for s = 2, . . . , η − 1, we obtain after some algebraic
manipulation,
Λ(n) = ν(2η−1 − 1)− 2η−2(η − 1)+
ν−
s=η
2ρs−1[ρs + 2(ν − s)]
=
η−1
s=1
2(s−1)−1[s− 1+ 2(ν − s)] +
ν−
s=η
2ρs−1[ρs + 2(ν − s)],
which proves (24). 
Lemma A.2. Let n ∈ N \ {0}, d ∈ An, and M ∈MEn(d). Then
C(M) ≥ Λ(n). (30)
Proof. We prove the lemma by induction on n. For n = 1, inequality (30) holds as equality because now d ∈ A1, and
M ∈ME1(d) is such that C(M) = 0 = Λ(1).
Let n ≥ 2, and assume that for all integers m with 1 ≤ m < n, all d˜ ∈ Am, and all M˜ ∈ MEm(d˜) we have
C(M˜) ≥ Λ(m). Let d ∈ An and M ∈ MEn(d) be given. Let [(d11,M11, c11), (d12,M12, c12)] be the first pass of M , where
d11, c11 ∈ As, d12, c12 ∈ An−s, s = ⌊n/2⌋, n− s = ⌈n/2⌉,M11 ∈ME s(d11) andM12 ∈MEn−s(d12). Then
C(M) = C(M11)+ C(M12)+ γ ,
where γ is the number of comparisons needed to merge output c11 with output c12. By the induction hypothesis,
C(M) ≥ Λ
n
2

+Λ
n
2

+
n
2

= Λ(n),
and the inductive step is complete. 
Remark A.3. It can be easily proven that, if d = (1, 2, . . . , n) andM is an execution of recursive merge sort with no errors
acting on d, then C(M) = Λ(n).
Lemma A.4. Let n ∈ N \ {0, 1}. For every integer γ such that ⌊n/2⌋ ≤ γ ≤ n− 1, there are sorted lists a ∈ As and b ∈ An−s,
where s = ⌊n/2⌋, such that
{a1, . . . , as} ∩ {b1, . . . , bn−s} = ∅, {a1, . . . , as} ∪ {b1, . . . , bn−s} = {1, 2, . . . , n},
and the merging of a and b requires exactly γ comparisons (with no errors).
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Proof. If it is not the case that γ = n− 1 and n = 2s+ 1 (where s is a nonnegative integer), let
a = (1, 3, . . . , 2(γ − s)− 1, 2(γ − s)+ 1, 2(γ − s)+ 2, . . . , γ − 1, γ ), (31)
and
b =

(2, 4, . . . , 2(γ − s)− 2, 2(γ − s), γ + 1, γ + 2, . . . , 2s− 1, 2s) if n = 2s,
(2, 4, . . . , 2(γ − s)− 2, 2(γ − s), γ + 1, γ + 2, . . . , 2s− 1, 2s, 2s+ 1) if n = 2s+ 1.

(32)
If, however, γ = n − 1 and n = 2s + 1, then let a = (2, 4, . . . , 2s) and b = (1, 3, . . . , 2s − 1, 2s + 1). In either case, the
merging of a and b involves exactly γ comparisons (with no errors) and yields (1, 2, . . . , n). 
For each n ∈ N \ {0}, define
C(n) = {δ ∈ N : ∃d ∈ An∃M ∈MEn(d) : C(M) = δ, E(M) = 0, and out(M, d) = (1, 2, . . . , n)}. (33)
This set of course is non-empty.
Lemma A.5. For each n ∈ N \ {0}:
minC(n) = Λ(n) and maxC(n) = W (n).
Proof. The first equality follows from Lemma A.2 and Remark A.3. To prove the second equality, let Ω(n) = maxC(n). In
the proof of Lemma A.4, let γ = n− 1. For the sequence
a =

(1, 3, . . . , 2s− 1) if n = 2s,
(2, 4, . . . , 2s) if n = 2s+ 1,

we have a ∈ [(1, 2, . . . , s)]s, while for the sequence
b =

(2, 4, . . . , 2s) if n = 2s,
(1, 3, . . . , 2s− 1, 2s+ 1) if n = 2s+ 1,

wehave b ∈ [(1, 2, . . . , n−s)]n−s. Therefore,wemay choose d11 ∈ As, d12 ∈ An−s,M11 ∈ME s(d11) andM12 ∈MEn−s(d12)
such that C(M11) = maxC(s) = Ω(s), C(M12) = maxC(n − s) = Ω(n − s), E(M11) = E(M12) = 0, out(M11, d11) = a
and out(M12, d12) = b. By Lemma A.4, we can merge a and b with exactly n − 1 non-erroneous comparisons. Let
d = (d11, d12) ∈ An, and define M ∈ MEn(d) as follows: it breaks d into d11 and d12, applies M11 on d11 and produces
a, applies M12 on d12 and produces b, and merges a and b with exactly n − 1 comparisons all of which are non-erroneous.
Then
W (n) ≥ Ω(n) ≥ C(M) = C(M11)+ C(M12)+ n− 1 = Ω(s)+Ω(n− s)+ n− 1.
SinceΩ(1) = 0 = W (1), one can use mathematical induction to prove thatΩ(n) = W (n) for each n ∈ N \ {0}. 
Lemma A.6. Let n ∈ N \ {0}. For every integer δ with Λ(n) ≤ δ ≤ W (n), there are d ∈ An and an execution M ∈ MEn(d)
such that out(M, d) = (1, 2, . . . , n), E(M) = 0 and C(M) = δ.
Proof. We prove the lemma by induction on n. For n = 1, we have Λ(1) = 0 = W (1), i.e., δ = 0, so we can take
d = (1) ∈ A1 andM ∈ ME1(d) the execution that does nothing on d. In such a case, out(M, d) = d = (1), E(M) = 0 and
C(M) = 0 = δ.
Let n ≥ 2, and assume that for all integers m and δ˜ with 1 ≤ m < n and Λ(m) ≤ δ˜ ≤ W (m) there are d˜ ∈ Am and
M˜ ∈MEm(d˜) such that out(M˜, d˜) = (1, 2, . . . ,m), E(M˜) = 0 and C(M˜) = δ˜. Let s = ⌊n/2⌋, so n− s = ⌈n/2⌉. Define
K := [s, n− 1] × [Λ(s),W (s)] × [Λ(n− s),W (n− s)] ⊆ R3
and L := [Λ(n),W (n)] ⊆ R. Define also the function F : K → L by
F(x, y, z) = x+ y+ z
for all x ∈ [s, n−1], y ∈ [Λ(s),W (s)] and z ∈ [Λ(n− s),W (n− s)]. The fact that the range of F is a subset of L follows from
the definition of the recurrences Λ and W . The set K is obviously arcwise connected, and thus connected (in a topological
sense). In addition, the function F is continuous.
Let integer δ be such thatΛ(n) ≤ δ ≤ W (n), i.e., δ ∈ L. We observe that
F(s,Λ(s),Λ(n− s)) = Λ(n) ≤ δ ≤ W (n) = F(n− 1,W (s),W (n− s)).
It follows from a generalization of the Intermediate Value Theorem (see [23], Proposition 11 in Section 8.4) that there are
x0 ∈ [s, n− 1], y0 ∈ [Λ(s),W (s)] and z0 ∈ [Λ(n− s),W (n− s)] such that F(x0, y0, z0) = x0 + y0 + z0 = δ. We claim that
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δ can be written as the sum of three integers: γ ∈ [s, n− 1]; δ1 ∈ [Λ(s),W (s)]; and δ2 ∈ [Λ(n− s),W (n− s)]. Below we
prove this claim.
If any two of the numbers x0, y0, z0 are integers, then so is the third one, and the claim holds. If x0 is not an integer, then
⌊x0⌋ ≤ n − 2 and ⌊x0⌋ ∈ [s, n − 1]; if y0 is not an integer, then ⌊y0⌋ ≤ W (s) − 1 and ⌊y0⌋ ∈ [Λ(s),W (s)]; if z0 is not an
integer, then ⌊z0⌋ ≤ W (n− s)− 1 and ⌊z0⌋ ∈ [Λ(n− s),W (n− s)].
If only one of the numbers x0, y0, z0 is an integer, say x0 (without loss of generality), then
δ = x0 + ⌊y0 + z0⌋ ∈ {x0 + ⌊y0⌋ + ⌊z0⌋, x0 + ⌊y0⌋ + ⌊z0⌋ + 1}.
In such a case, it is easy to show that the claim above holds. Finally, if no one of the numbers x0, y0, z0 is an integer, then
δ = ⌊x0 + y0 + z0⌋ ∈ {⌊x0⌋ + ⌊y0⌋ + ⌊z0⌋, ⌊x0⌋ + ⌊y0⌋ + ⌊z0⌋ + 1, ⌊x0⌋ + ⌊y0⌋ + ⌊z0⌋ + 2}.
Again, it is easy to see that the claim holds even in this case.
Define sequences a ∈ As and b ∈ An−s as in the proof of LemmaA.4 (see Eqs. (31) and (32)). Note that a ∈ [(1, 2, . . . , s)]s
and b ∈ [(1, 2, . . . , n − s)]n−s. By the inductive hypothesis, there are d11 ∈ As,M11 ∈ ME s(d11), d12 ∈ An−s, and
M12 ∈MEn−s(d12) such that out(M11, d11) = a, out(M12, d12) = b, E(M11) = 0 = E(M12), C(M11) = δ1 and C(M12) = δ2.
By Lemma A.4 we can merge a and bwith no errors and exactly γ comparisons. Let d = (d11, d12) and defineM ∈ MEn(d)
as follows: it breaks d into d11 and d12; it appliesM11 on d11 with output a; it appliesM12 on d12 with output b, and merges
a and bwith no errors and exactly γ comparisons. Then E(M) = 0 and
C(M) = C(M11)+ C(M12)+ γ = δ1 + δ2 + γ = δ.
The induction step is complete, and the claim of the lemma has been proven. 
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