A challenging open problem in communication complexity (Buhrman and de Wolf, 2001; Klauck 2007; Shi 2007) is to prove that for every Boolean function f, the task of computing f (x ∧ y) has polynomially related classical and quantum bounded-error complexities. We solve a variant of this question. For every f, we prove that the task of computing, on input x and y, both of the quantities f (x ∧ y) and f (x ∨ y) has polynomially related classical and quantum bounded-error complexities. We further show that the quantum bounded-error complexity is polynomially related to the classical deterministic complexity and the block sensitivity of f. This result holds regardless of prior entanglement.
Introduction
Quantum communication complexity, introduced by Yao [30] , studies the amount of quantum communication necessary to compute a Boolean function F whose arguments are distributed among several parties. In the canonical setting, one considers a function F : X × Y → {0, 1}, where X and Y are some finite sets. One of the parties, Alice, receives an input x ∈ X, and the other party, Bob, receives an input y ∈ Y. Their objective is to evaluate F(x, y). To this end, Alice and Bob can exchange messages back and forth through a shared quantum communication channel. They can additionally take advantage of arbitrary prior entanglement. The cost of a protocol is the total number of qubits exchanged in the worst case on any input (x, y). The bounded-error quantum communication complexity of F with prior entanglement, denoted Q * 1/3 (F), is the least cost of a protocol that computes F correctly with probability at least 2/3 on every input. Quantum communication has an obvious classical counterpart, the randomized model, in which the parties exchange classical bits (0 and 1) and additionally share an unlimited supply of unbiased random bits. The bounded-error classical communication complexity of F, denoted R 1/3 (F), is the least cost of a randomized protocol that computes F correctly with probability at least 2/3 on every input.
A central goal of the field is to determine whether quantum communication can be significantly more powerful than classical communication, i.e., whether a superpolynomial gap exists between the quantities Q * 1/3 (F) and R 1/3 (F) for some function F : X × Y → {0, 1}. Exponential separations between quantum and classical complexity are well known in several alternate models of communication [2, 22, 5, 3, 11, 12, 15, 10, 9, 13] , such as one-way communication, simultaneous message passing, sampling, and computing a partial function or relation. However, these results do not apply to the original question about Q * 1/3 (F) and R 1/3 (F), and the largest known separation between the two quantities is the quadratic gap for the disjointness function [23, 1] .
It is conjectured that Q * 1/3 (F) and R 1/3 (F) are polynomially related for all F : X × Y → {0, 1}. Despite consistent research efforts, this conjecture appears to be beyond the reach of the current techniques. An intermediate goal, proposed by several authors [7, 16, 29, 28] and still unattained, is to prove the conjecture for the class of communication problems F : {0, 1} n × {0, 1} n → {0, 1} of the form
for some function f : {0, 1} n → {0, 1}. There has been encouraging progress on this problem. In a breakthrough result, Razborov [23] solved it for the special case of symmetric f. Using quite different techniques, a polynomial relationship between quantum and classical complexity was proved in [26] for the broader class of problems F : {0, 1} 4n × {0, 1} 4n → {0, 1} given by F(x, y) = f (. . . , (x i,1 y i,1 ∨ · · · ∨ x i,4 y i,4 ), . . . )
for an arbitrary function f : {0, 1} n → {0, 1}. Independently, Shi and Zhu [29] used a rather different approach to prove a polynomial relationship between quantum and classical communication complexity for the family of functions F : {0, 1} kn × {0, 1} kn → {0, 1} given by F(x, y) = f (. . . , g(x i,1 , y i,1 , . . . , x i,k , y i,k ), . . . ),
where f : {0, 1} n → {0, 1} is arbitrary and g is any gadget on 2k (log n) variables that has certain pseudorandom analytic properties.
Our Results
While the above results give further evidence that quantum and classical communication complexities are polynomially related, it remains open to prove this conjecture for all functions of the form F(x, y) = f (x ∧ y). In this paper, we solve a variant of this question. Specifically, we consider the communication problem of computing, on input x, y ∈ {0, 1} n , both of the quantities f (x ∧ y) and f (x ∨ y). Our main result is a polynomial relationship between the quantum and classical complexity of any such problem, regardless of f. We further show that the quantum complexity of any such problem is polynomially related to its deterministic classical complexity D(F) and to the block sensitivity bs( f ) of f. A formal definition of block sensitivity, a well-studied combinatorial complexity measure, will be given later in Section 2.3.
A corollary of Theorem 1.1 is that given any f, a polynomial relationship between the classical and quantum complexities is assured for at least one of the communication problems f (x ∧ y), f (x ∨ y). More precisely, we have:
, 1} be arbitrary. Let F 1 and F 2 denote the communication problems of computing f (x ∧ y) and f (x ∨ y), respectively. Then either
Apart from giving a polynomial relationship between the quantum and classical complexity of our functions, Theorem 1.1 shows that prior entanglement does not affect their quantum complexity by more than a polynomial. It is an open problem [7] to prove a polynomial relationship for quantum communication complexity with and without prior entanglement, up to an additive logarithmic term. The current largest gap is an additive (log n) for the equality function. Furthermore, we prove in Section 6 that the communication problems in Theorem 1.1 satisfy another well-known conjecture, the log-rank conjecture of Lovász and Saks [18] .
Up to this point, we have focused on the communication problem of computing f (x ∧ y) and f (x ∨ y). In Section 7, we consider quantum-classical equivalence and the log-rank conjecture in a broader context. Specifically, we consider general compositions of the form f (. . . , g i (x (i) , y (i) ), . . . ), where one has a combining function f : {0, 1} n → {0, 1} that receives input from intermediate functions
. . , n. We show that under natural assumptions on g 1 , . . . , g n , the composed function will have polynomially related quantum and classical bounded-error complexities and will satisfy the log-rank conjecture.
Our Techniques
We obtain our main result by bringing together analytic and combinatorial views of the uniform approximation of Boolean functions. The analytic approach and combinatorial approach have each found important applications in isolation, e.g., [21, 4, 7, 23, 26, 29] . The key to our work is to find a way to combine them.
On the analytic side, a key ingredient in our solution is the pattern matrix method [25, 26, 27 ]. Let f : {0, 1} n → {0, 1} be a given function. The pattern matrix method centers around a communication game in which Alice is given a string x ∈ {0, 1} N , where N 4n; Bob is given a subset S ⊂ {1, 2, . . . , N }, where |S| = n; and their objective is to compute f (x| S ), where x| S = (x i 1 , . . . , x i n ) ∈ {0, 1} n and i 1 < · · · < i n are the elements of S. The pattern matrix method gives a lower bound on the communication complexity of this problem in a given model (e.g., randomized, bounded-error quantum with prior entanglement, unboundederror, weakly-unbounded error) in terms of the corresponding analytic property of f (e.g., its approximate degree or threshold degree).
Essential to the pattern matrix method, as applied in this paper, is a closed-form expression for the singular values of every matrix of the form
in terms of the Fourier spectrum of the function ψ : {0, 1} n → R, where x and S are as described in the previous paragraph and w ranges over {0, 1} n . The method critically exploits the fact that the rows of are applications of the same function ψ to various subsets of the variables or their negations. In the communication problems of this paper, this assumption is severely violated: as Bob's input y ranges over {0, 1} n , the induced functions f y (x) = f (x ∧ y) may have nothing to do with each other. This obstacle is fundamental: allowing a distinct function ψ in each row of (1.3) disrupts the spectral structure of and makes it impossible to force the desired spectral bounds.
We overcome this obstacle by exploiting the additional combinatorial structure of the base function f : {0, 1} n → {0, 1}, which did not figure in previous work [25, 26] . Specifically, we consider the sensitivity of f , the block sensitivity of f, and their polynomial equivalence in our restricted setting, as proved in an elegant recent paper by Kenyon and Kutin [14] . We use this combinatorial structure to identify a large submatrix inside [ f (x ∧ y)] x,y or [ f (x ∨ y)] x,y which, albeit not directly representable in the form (1.3), has a certain dual matrix that can be represented precisely in this way. Since the pattern matrix method relies only on the spectral structure of this dual matrix, we are able to achieve our goal and place a strong lower bound on the quantum communication complexity. The corresponding upper bound for classical protocols has a short proof using a wellknown argument in the literature [6, 4, 23, 26, 29] .
The above program can be equivalently described in terms of polynomials rather than functions. Let F be a subset of Boolean functions {0, 1} n → {0, 1} none of which can be approximated within in the ∞ norm by a polynomial of degree less than d. For each f ∈ F , linear programming duality implies the existence of a function ψ : {0, 1} n → R such that ψ, f > ψ 1 and ψ has zero Fourier mass on the characters of order less than d. This dual object, the polynomial ψ, witnesses the fact that f has no low-degree approximant. Now, there is no reason to believe that a single witness polynomial ψ can be found that works for every function in F . A key technical challenge in this work is to show that, under suitable combinatorial constraints that hold in our setting, the family F will indeed have a common witness polynomial ψ. In conjunction with the pattern matrix method, we are then able to solve the original problem.
Preliminaries
For convenience of notation, we will view Boolean functions in the remainder of the paper as mappings f : X → {−1, +1} for some finite set X, where −1 corresponds to "true." Note that this is a departure from the abstract and introduction, where we used the more traditional range {0, 1}. For x ∈ {0, 1} n , we define |x| = x 1 + x 2 + · · · + x n . The symbol P d stands for the set of all univariate real polynomials of degree at most d. For a given function f : {0, 1} n → R and a string z ∈ {0, 1} n , we let f z stand for the function f z : {0, 1} n → R given by
The characteristic vector of a set S ⊆ {1, . . . , n} is the string 1 S ∈ {0, 1} n such that (1 S ) i = 1 for i ∈ S, and (1 S ) i = 0 otherwise. For a string x ∈ {0, 1} n and a set S ⊆ {1, . . . , n}, we define
Matrices
The symbol R m×n refers to the family of all m × n matrices with real entries. We specify a matrix by its generic entry, e.g., the notation A = [F(i, j)] i, j means that the (i, j)th entry of A is given by the expression F(i, j). In most matrices that arise in this work, the exact ordering of the columns (and rows) is irrelevant. In such cases we describe a matrix by the notation [F(i, j)] i∈I, j∈J , where I and J are some index sets.
Let A = [A i j ] ∈ R m×n be given. We adopt the shorthands A ∞ = max |A i j | and A 1 = |A i j |. We denote the singular values of A by σ 1 (A) σ 2 (A) · · · σ min{m,n} (A) 0. Recall that the spectral norm of A is given by
where · 2 is the Euclidean vector norm. For A, B ∈ R m×n , we write A, B = A i j B i j . We denote the rank of A by rk A.
Fourier Transform
Consider the vector space of real functions on {0, 1} n , equipped with the inner product
and normed by 
(2.1) For i = 1, 2, . . . , n, we let e i ∈ {0, 1} n stand for the vector with 1 in the ith component and zeroes everywhere else. For a set S ⊆ {1, . . . , n}, we define e S ∈ {0, 1} n by e S = i∈S e i . In particular, e ∅ = 0. Fix a Boolean function f : {0, 1} n → {−1, +1}. For = 1, 2, . . . , n, the -block sensitivity of f, denoted bs ( f ), is defined as the largest k for which there exist nonempty disjoint sets S 1 , . . . , S k ⊆ {1, . . . , n}, each containing no more than elements, such that
Monomial Count, Sensitivity, and Decision Trees
In this context, the term block simply refers to a subset S ⊆ {1, . . . , n}. We say that block
Following [7] , we define one additional variant of sensitivity. The zero block sensitivity of f, denoted zbs( f ), is the largest k for which there exist nonempty disjoint sets S 1 , . . . , S k ⊆ {1, . . . , n} such that
For a function f : {0, 1} n → {−1, +1}, we let dt( f ) stand for the least depth of a decision tree for f. The following inequalities are known. 
For further background on these combinatorial complexity measures, we refer the reader to the excellent survey by Buhrman and de Wolf [8] .
Symmetric Functions
Let S n denote the symmetric group on n elements. For σ ∈ S n and x ∈ {0, 1} n , we denote by σ x the string (x σ (1) , . . . ,
is symmetric. Symmetric functions on {0, 1} n are intimately related to univariate polynomials, as demonstrated by Minsky and Papert's symmetrization argument [20] :
x ∈ {0, 1} n .
Pattern Matrices
Pattern matrices, introduced in [25, 26] , play an important role in this paper. Relevant definitions and results from [26] follow. Let n and N be positive integers with n | N . Split [N ] into n contiguous blocks, with N /n elements each:
Let V (N , n) denote the family of subsets V ⊆ {1, . . . , N } that have exactly one element from each of these blocks (in particular, |V | = n). Clearly, |V (N , n)| = (N /n) n .
In words, A is the matrix of size 2 N by (N /n) n 2 n whose rows are indexed by strings x ∈ {0, 1} N , whose columns are indexed by pairs (V, w) ∈ V (N , n) × {0, 1} n , and whose entries are given by
The logic behind the term "pattern matrix" is as follows: a mosaic arises from repetitions of a pattern in the same way that A arises from applications of φ to various subsets of the variables. We will need the following expression for the spectral norm of a pattern matrix [26, Thm. 4.3] .
By identifying a set S ⊆ {1, 2, . . . , N } with its characteristic vector 1 S ∈ {0, 1} N , we may alternately regard V (N , n) as a family of strings in {0, 1} N rather than as a family of sets. This view will be useful in the proof of Theorem 4.2 below. for all x, y, where the random variable P(x, y) ∈ {−1, +1} is the output of the protocol on input (x, y). Let Q ( f ) denote the least cost of a quantum protocol without prior entanglement that computes f with error . Define Q * ( f ) analogously for protocols with prior entanglement. The precise choice of a constant ∈ (0, 1/2) affects Q ( f ) and Q * ( f ) by at most a constant factor, and thus the setting = 1/3 entails no loss of generality. By the communication complexity of a Boolean matrix F = [F i j ] i∈I, j∈J will be meant the communication complexity of the associated function f :
Communication Complexity
A useful technique for proving lower bounds on quantum communication complexity, regardless of prior entanglement, is the generalized discrepancy method, originally applied by Klauck [16] and reformulated more broadly by Razborov [23] . The following is an adaptation by Sherstov [26, Thm. 2.4] . 
Apart from quantum communication, we will consider two classical models. For a function f : X × Y → {−1, +1}, we let D( f ) stand for the deterministic communication complexity of f. We let R 1/3 ( f ) stand for the public-coin randomized communication complexity of f, with error probability at most 1/3. The following result of Mehlhorn and Schmidt [19] gives a powerful technique for proving lower bounds on deterministic communication. An excellent reference for further background on the subject is the monograph by Kushilevitz and Nisan [17] .
Combinatorial Ingredients
In this section, we develop the combinatorial component of our solution. We start by recalling an elegant result, due to Kenyon and Kutin [14, Cor. 3.1] , that the sensitivity and -block sensitivity of a Boolean function are polynomially related for all constant . For the purposes of this paper, the case = 2 is all that is needed. Remark. The lower bound in Theorem 3.1 is asymptotically tight, by a construction due to Rubinstein [24] .
For our purposes, the key consequence of Kenyon and Kutin's result is the following lemma. for some absolute constant α > 0 and
for some i 1 , i 2 , . . . , i n ∈ {1, 2, . . . , n}.
Proof. Put k = bs( f ) and fix disjoint sets
Let I be the set of all indices i such the string z| S i features both zeroes and ones. Put |I | = r. For convenience of notation, we will assume that I = {1, 2, . . . , r }. For i = 1, 2, . . . , r, form the partition
Then (3.2) is immediate. By the properties of f, we have bs 2 (g) k, with the blocks {min A 1 , min B 1 }, . . . , {min A r , min B r } and {min S r +1 }, . . . , {min S k } being sensitive for g on input x = z. As a result, Theorem 3.1 implies (3.1).
Analytic Ingredients
We now turn to the analytic component of our solution. The main results of this section can all be derived by modifying Razborov's proof of the quantum lower bound for the disjointness function [23] . The alternate derivation presented here seems to have some advantages, however, as we discuss in Remark 4.3. We start by exhibiting a large family of Boolean functions whose inapproximability by lowdegree polynomials in the uniform norm can be witnessed by a single, common dual object. 
Proof. Let p be a univariate real polynomial that satisfies
It follows from basic approximation theory (viz., the inequalities of A. A. Markov and S. N. Bernstein) that any such polynomial p has degree at least δ √ n for an absolute constant δ > 0. See Nisan and Szegedy [21] , pp. 308-309, for a short derivation.
By the symmetrization argument (Proposition 2.3), there does not exist a multivariate polynomial φ(x 1 , . . . , x n ) of degree less than δ √ n such that
x ∈ {0, 1} n \ {0, e 1 , e 2 , . . . , e n }.
Linear programming duality now implies the existence of ψ that obeys (4.1), (4.2), and additionally satisfies
which forces (4.3).
We are now in a position to prove our main technical criterion for high quantum communication complexity. Our proof is based on the pattern matrix method [25, 26] . The novelty of the development below resides in allowing the rows of the given Boolean matrix to derive from distinct Boolean functions, which considerably disrupts the spectral structure. We are able to force the same quantitative conclusion by using the fact that these Boolean functions, albeit distinct, share the relevant dual object.
Theorem 4.2. Let g : {0, 1} n → {−1, +1} be a function such that g(z ⊕ e 1 ) = g(z ⊕ e 2 ) = · · · = g(z ⊕ e k ) = g(z) for some z ∈ {0, 1} n with z 1 = · · · = z k = 0. Then the matrix G = [g(x ∧ y)] x,y∈{0,1} n satisfies
Remark 4.3. As formulated above, Theorem 4.2 can be readily derived by modifying Razborov's proof of the ( √ n) quantum lower bound for the disjointness function [23, §5.3] . The derivation that we are about to give appears to offer some advantages. First, it is simpler and in particular does not require tools such as Hahn matrices in [23] . Second, it generalizes to any family F of functions with a common dual polynomial, whereas the method in [23] is restricted to symmetrizable families. Finally, the proof below generalizes to three and more communicating parties, as discussed in Section 8. |ψ(x)| = 1, (4.5) In view of (4.4) and (4.8), Theorem 2.5 yields
Now, put
where we identify V (k, k/4) in the natural way with a subset of {0, 1} k . Observe that
for some functions f V,w ∈ F . This representation makes it clear, in view of (4.6), that , M > 1 3 .
(4.10)
By (4.7), (4.9), (4.10) and the generalized discrepancy method (Theorem 2.6), we have Q * 1/3 (M) ( √ k). It remains to note that M is a submatrix of g(z)G, so that Q * 1/3 (G) Q * 1/3 (M).
We will also need the following equivalent formulation of Theorem 4.2, for disjunctions instead of conjunctions.
Corollary 4.4. Let g : {0, 1} n → {−1, +1} be a function such that g(z ⊕ e 1 ) = g(z ⊕ e 2 ) = · · · = g(z ⊕ e k ) = g(z) for some z ∈ {0, 1} n with z 1 = · · · = z k = 1. Then the matrix G = [g(x ∨ y)] x,y∈{0,1} n satisfies
Proof. Putg = g (1,...,1) andz = (1, . . . , 1) ⊕ z. Thenz 1 = · · · =z k = 0 and g(z ⊕ e 1 ) =g(z ⊕ e 2 ) = · · · =g(z ⊕ e k ) =g(z). By Theorem 4.2, the matrix
. It remains to note that G and G are identical up to a permutation of rows and columns.
We point out another simple corollary to Theorem 4.2. Proof. Put k = bs( f ) and fix z ∈ {0, 1} n such that zbs( f z ) = k. By an argument analogous to Lemma 3.2, one obtains a function g : {0, 1} n → {−1, +1} such that g(e 1 ) = g(e 2 ) = · · · = g(e k ) = g(0) and g(x) ≡ f z (ξ 1 , ξ 2 , . . . , ξ n ) for some symbols ξ 1 , ξ 2 , . . . , ξ n ∈ {x 1 , x 2 , . . . , x n , 0, 1}. Then Theorem 4.2 implies that the
On the other hand, Q * 1/3 (F) Q * 1/3 (G) by construction.
Quantum-Classical Equivalence
We now combine the combinatorial and analytic development of the previous sections to obtain our main results. We start by proving relevant lower bounds against quantum protocols. and
for some i 1 , i 2 , . . . , i n ∈ {1, 2, . . . , n}. By renumbering the variables if necessary, we see that at least one of the following statements must hold:
(1) g(z ⊕ e 1 ) = g(z ⊕ e 2 ) = · · · = g(z ⊕ e s(g)/2 ) = g(z) for some z ∈ {0, 1} n with z 1 = z 2 = · · · = z s(g)/2 = 0;
(2) g(z ⊕ e 1 ) = g(z ⊕ e 2 ) = · · · = g(z ⊕ e s(g)/2 ) = g(z) for some z ∈ {0, 1} n with z 1 = z 2 = · · · = z s(g)/2 = 1.
In the former case, Theorem 4.2 implies that the matrix
) in view of (5.1) and (5.2) .
In the latter case, Corollary 4.4 implies that
(bs( f ) 1/4 ) in view of (5.1) and (5.2) .
Having obtained the desired lower bounds on quantum communication, we now turn to classical protocols. The bound that we seek here follows easily from the work of Buhrman et al. [6] and Beals et al. [4] . Related observations also appear in a number of recent papers [23, 26, 29] . 
Proof (adapted from [6, 4] ). The second inequality follows immediately by Theorem 2.1, so we will focus on the first. Fix an optimal-depth decision tree for f. The protocol for F 1 is as follows. On input x and y, Alice and Bob start at the top node of the tree, read its label i, and exchange the two bits x i and y i . This allows them to compute x i ∧ y i and to determine which branch to take next. The process repeats at the new node and so on, until the parties have reached a leaf node. Since the longest root-to-leaf path has length dt( f ), the claim follows. The proof for F 2 is entirely analogous. Theorems 5.1 and 5.2 immediately imply our main result on quantum-classical equivalence, stated above as Theorem 1.1.
Masked Problems and the Log-Rank Conjecture
As we showed in the previous section, the communication problem of computing f (x ∧ y) and f (x ∨ y) has polynomially related quantum and classical complexities. Here, we will see that this communication problem additionally satisfies the log-rank conjecture of Lovász and Saks [18] .
The log-rank conjecture states that the deterministic communication complexity of every Boolean matrix F satisfies D(F) (log 2 rk F) c + c for some absolute constant c > 0. By Theorem 2.7, this is equivalent to saying that D(F) is polynomially related to log 2 rk F. The development in this section is based on the following result of Buhrman and de Wolf [7] , who studied the special case of symmetric functions f in the same context. Note that mon( f (0,u) ) = mon( p u ) + mon(q u ) and mon( f (1,u) ) mon( p u ) + |mon(q u ) − mon( p u )|. Therefore, max{mon( f (0,u) ), mon( f (1,u) 
as desired.
We will also need the following technical lemma.
Then
Proof. Write
At last, we arrive at the main result of this section. Proof. To see how the last statement follows from the lower bound (6.1), note that max{D(F 1 ), D(F 2 )} 2 dt( f ) by Theorem 5.2 and recall that dt( f ) 2 deg( f ) 4 by Theorem 2.2. In the remainder of the proof, we focus on (6.1) alone. We assume that d 1, the claim being trivial otherwise. By renumbering the variables if necessary, we may write
where α = 0. Define g(x 1 , . . . , x d ) = f (x 1 , . . . , x d , 0, . . . , 0). Then g is a nonzero polynomial of degree d, and Lemma 6.2 yields a vector z ∈ {0, 1} d such that
By renumbering the variables if necessary, we may assume that z = 0 t 1 d−t . We complete the proof by analyzing the cases t d/2 and t > d/2. Suppose first that t d/2. Let F be the set whose elements are the identity function on {0, 1} and the constant-one function on {0, 1}. Lemma 6.3 provides functions φ 1 , . . . , φ t ∈ F such that the polynomial h(x 1 , . . . ,
Since H is a submatrix of F 2 , the theorem holds in this case. The case t > d/2 is entirely symmetric, with F 1 playing the role of F 2 .
Remark. By the results of Buhrman and de Wolf [7] , Theorem 6.4 alone would suffice to obtain a polynomial relationship between classical and quantum communication complexity in the exact model. However, for our main result we need a polynomial relationship in the bounded-error model, which requires the full development of Sections 3-5.
Results for Composed Functions
Up to this point, we have focused on the communication problem of computing f (x ∧ y) and f (x ∨ y). Here we point out that our results on quantum-classical equivalence and the log-rank conjecture immediately apply to a broader class of communication problems. Specifically, we will consider compositions of the form f (. . . , g i (x (i) , y (i) ), . . . ), where one has a combining function f : {0, 1} n → {−1, +1} that receives input from intermediate functions g i : X i × Y i → {0, 1}, i = 1, 2, . . . , n. We will show that under natural assumptions on g 1 , . . . , g n , this composed function will have polynomially related quantum and classical boundederror complexities and will satisfy the log-rank conjecture.
+1} be a given function. Fix functions g i : X i × Y i → {0, 1}, for i = 1, 2, . . . , n. Assume that for each i, the matrix [g i (x (i) , y (i) )] x (i) ∈X i ,y (i) ∈Y i contains the following submatrices
up to a permutation of rows and columns. Put F = [ f (. . . , g i (x (i) , y (i) ), . . . )].
Assume that for some constant α > 0,
Then for some constant β = β(α) > 0,
Proof. Without loss of generality, we may assume that f depends on all of its n inputs (otherwise, disregard any irrelevant inputs from among g 1 , . . . , g n in the analysis below). In particular, we have Q * 1/3 (F) Q * 1/3 (g i ), i = 1, 2, . . . , n. Since each g i contains the two-variable functions AND and OR as subfunctions, Corollary 4.5 shows that
Letting d = dt( f ), we claim that
The proof of this bound is closely analogous to that of Theorem 5.2. Namely, Alice and Bob evaluate a depth-d decision tree for f. When a tree node calls for the ith variable, the parties run an optimal randomized protocol for g i with error probability 1 3d , which requires at most O(R 1/3 (g i ) log d) bits of communication. Since all root-to-leaf paths have length at most d, the final answer will be correct with probability at least 2/3.
In view of Theorem 2.1, the sought polynomial relationship between R 1/3 (F) and Q * 1/3 (F) follows from (7.2)-(7.5).
We now record an analogous result for the log-rank conjecture.
Theorem 7.2. Let f : {0, 1} n → {−1, +1} be a given function. Fix functions g i : X i × Y i → {0, 1}, for i = 1, 2, . . . , n. Assume that for each i, the matrix [g i (x (i) , y (i) )] x (i) ∈X i ,y (i) ∈Y i contains (7.1) as submatrices, up to a permutation of rows and columns. Put F = [ f (. . . , g i (x (i) , y (i) ), . . . )]. Assume that for some constant c > 0, D(g i ) (log 2 rk G i ) c + c, i = 1, 2, . . . , n, (7.6) where G i = [(−1) g i (x (i) ,y (i) ) ] x (i) ∈X i ,y (i) ∈Y i . Then for some constant C = C(c) > 0,
In particular, F satisfies the log-rank conjecture.
Proof. Without loss of generality, we may assume that f depends on all of its n inputs (otherwise, disregard any irrelevant inputs from among g 1 , . . . , g n in the analysis below). In particular, we have rk F rk G i , i = 1, 2, . . . , n. Since each g i contains the two-variable functions AND and OR as subfunctions, Theorem 6.4 shows that
Finally, we claim that
The proof of this bound is closely analogous to that of Theorem 5.2. Namely, Alice and Bob evaluate an optimal-depth decision tree for f. When a tree node calls for the ith variable, the parties run an optimal deterministic protocol for g i .
In view of (7.6)-(7.9) and Theorem 2.2, the proof is complete.
The key property of g 1 , . . . , g n that we have used in this section is that their communication matrices contain (7.1) as submatrices. We close this section by observing that this property almost always holds. More precisely, we show that matrices that do not contain the submatrices (7.1) have a very restricted structure. where: G is the result of deleting any columns and rows in G that consist entirely of zeroes; J, J 1 , J 2 , . . . , J k are all-1 matrices of appropriate dimensions; and ∼ denotes equality up to a permutation of rows and columns.
Proof. The "if" part is clear. We will prove the other direction by induction on the number of columns, M. The base case is trivial. For the inductive step, let G = 0 be a given matrix. Let J 1 be a maximal submatrix of G with all entries equal to 1. Then
for suitable matrices Z 1 , Z 2 , and H, possibly empty. By the maximality of J 1 and the fact that G does not contain A as a submatrix, it follows that either Z 1 is empty or Z 1 = 0. Likewise for Z 2 . By the inductive hypothesis for H, the proof is complete.
By reversing the roles of 0 and 1, one obtains from Theorem 7.3 an analogous characterization of all matrices G = {0, 1} N ×M that do not contain 1 0 0 0 as a submatrix. and their negations, where I is the identity matrix. The reason that Theorems 7.1 and 7.2 fail for such g is that the underlying quantum lower bound in terms of block sensitivity of the combining function f is no longer valid. For example, the first matrix type, I, corresponds to letting g be the equality function. Now, the conjunction of n equality functions is still an equality function, and its communication complexity is O(1) both in the randomized and quantum models [17] , which is much less than a hypothetical lower bound of ( √ n) that one would expect from the block sensitivity of f = AND n . The same O(1) upper bound holds for a conjunction of arbitrarily many functions g of the second, third, and fourth type.
Multiparty Extensions
As surveyed in [27] , the pattern matrix method has been adapted to the multiparty model by several authors. The ideas of this paper, too, readily adapt to allow multiple players. For this, one uses the combinatorial analysis in [25] instead of the spectral development in [26] and Section 5. While the combinatorial route gives somewhat weaker bounds, it admits a distinct dual polynomial for each row of the communication matrix, which contrasts with the need for a common dual polynomial in the spectral development of this paper. We defer the relevant technical details and any additional extensions to the full version of this paper, the fundamental technique being quite clear from the two-party case.
