Abstract-In this paper we investigate realization theory of a class of non-linear systems, called Nash systems. Nash systems are non-linear systems whose vector fields and readout maps are analytic semi-algebraic functions. In this paper we will present a characterization of minimality in terms of observability and reachability and show that minimal Nash systems are isomorphic. The results are local in nature, i.e. they hold only for small time intervals. The hope is that the presented results can be extended to hold globally.
I. INTRODUCTION
This paper deals with so-called Nash systems, i.e. non-linear systems the right-hand sides of which are defined by Nash functions. By a Nash function one refers to a semi-algebraic analytic function. Therefore, the class of Nash systems is an extension of the class of polynomial systems and it is a subclass of analytic nonlinear systems. It is an interesting class of systems to study because of their wide use in e.g. systems biology to model metabolic, signaling, and genetic networks. Moreover, this class also allows a constructive description by means of finitely many polynomial equalities and inequalities which leads to the possibility to derive computational methods for control and analysis of these systems.
An example of framework in systems biology which relies on Nash systems is well-known Biochemical Systems Theory, see [15] , [16] , [17] , [20] . In this framework all processes in metabolic and gene-regulatory networks are modeled by products of power-law functions. Such functions are a special case of Nash functions. Note that the values of rational exponents (kinetic orders) in power-law systems can be related to parameters of different rate laws such as for example Michaelis-Menten kinetics, see [20] . Another example of framework in systems biology which relies on Nash systems is the tendency modeling framework, see [19] . It extends the power-law framework by combining mass-action and powerlaw kinetics into tendency kinetics.
In this paper we deal with the properties of Nash systems which are relevant for modeling of biological data. Namely, we deal with observability, reachability and minimality of Nash systems (realizations) which represent data described by a response map. Our approach is based on realization theory for Nash systems, see [9] , [11] , which is a continuation of the approach followed by [7] for nonlinear systems, [18] , [2] for polynomial systems and the one in [21] , [1] , [12] , [13] for This work was partially supported by the GAČR project 13-16764P. rational systems. It is also closely related to the more recent work [4] , [3] . A longer version of the paper with all technical details can be found in [10] .
We introduce the notion of local Nash realization of a shifted response map . Let be an input signal and a response map. Informally, a Nash system is a local Nash realization of a response map shifted by , if the response of the system to an input equals the value of at , provided that is defined on a small enough time interval. Here denotes the concatenation of inputs. The map shifted by is denoted by . In other words, the values of equal the outputs of the Nash system, at least on a small enough time interval. We show the following: 1) There exists a local Nash realization of if and only if the transcendence basis of the observation algebra generated by is finite. This condition is analogous to the finite Hankelrank condition for linear, bilinear and analytic systems [6] . Moreover, if the transcendence degree of the observation algebra is , then has a minimal local Nash realization of dimension . Furthermore, the interval on which is defined can be chosen to be arbitrarily small. 2) If Σ is a local Nash realization of , then Σ can be transformed, by following the steps of constructive procedures, to a semi-algebraically reachable and observable local Nash realization of , for some input . The interval on which is defined can be chosen to be arbitrarily small. 3) A local Nash realization of is minimal among all local Nash realizations of (with ranging through all inputs), if and only if it is semi-algebraically reachable and semialgebraically observable. 4) If Σ 1 ,Σ 2 are two local Nash realizations of , then we can restrict them to open subsets of their respective statespaces such that the resulting systems will be isomorphic and they will be local Nash realizations of , for some input . Moreover, the interval on which is defined can be chosen arbitrarily small.
We expect that the obtained results will be useful for deriving analogous global results. For example, we hope to be able to prove that semi-algebraic reachability and observability are not only necessary, see [10, Theorem 1.6 in Appendix], but also sufficient conditions for minimality of Nash realizations. Thus, the results are expected to be useful in system identification, model reduction, filtering and control design of Nash systems.
The paper is structured as follows. In Section IV and Section V we present the reachability and observability reduction procedures for local Nash realizations. In Section VI, we prove the characterization of minimality and the existence conditions discussed above. The basic notions are introduced in Section II and Section III.
II. NOTATION AND TERMINOLOGY
Basic notation and terminology of commutative algebra and real algebraic geometry used in this paper is adopted from [22] , [8] , [5] . The notions of Nash systems and their properties are borrowed from [11] .
If is an integral domain over ℝ then the transcendence degree trdeg of over ℝ is defined as the transcendence degree over ℝ of the field of fractions of and it equals the greatest number of algebraically independent elements of over ℝ.
A subset ⊆ ℝ is called semi-algebraic if it is a set of points of ℝ which satisfy finitely many polynomial equalities and inequalities, or if it is a finite union of such sets.
Let 1 ⊆ ℝ and 2 ⊆ ℝ be semi-algebraic sets. A map : 1 → 2 is a semi-algebraic map if its graph is a semi-algebraic set in ℝ + .
Definition 2.1:
A Nash function on a open semi-algebraic set ⊆ ℝ is an analytic and semi-algebraic function from to ℝ. We denote the ring of Nash functions on by ( ). We say that : → ℝ is a Nash function if for
Let denote the set of piecewise-constant inputs 
In this paper we restrict our attention only to Nash systems with the state-spaces defined as open connected semi-algebraic sets instead of Nash submanifolds, see [11] . Definition 2.2: A Nash system Σ with an input-space ⊆ ℝ and an output-space ℝ is a quadruple ( , , ℎ, 0 ) where
is an open connected semi-algebraic subset of ℝ , (ii) the dynamics of the system is given by˙( ) = ( ( ), ( )) for an input ∈ , where : × → ℝ is such that for every input value ∈ the function : ∋ → ( , ) ∈ ℝ is a Nash function, (iii) the output of the system is specified by a Nash function
is the initial state of Σ.
Let˜(Σ) denote the largest set of all inputs ∈ such that there exists a unique trajectory Σ : [0, ] → of Σ corresponding to and such that˜(Σ) is an admissible set. Notice that Σ is a continuous piecewise-differentiable function such that Σ (0; 0 , ) = 0 and
Consider a map :˜→ ℝ, where˜is an admissible set of inputs. For any 1 , . . . , ∈ , denote by 1 ,..., the set of all -tuples
We say that is a response map if for all 1 , . . . , ∈ , > 0, the map 1 ,..., :
( ) as the smallest subalgebra of (˜→ ℝ) which contains 1 , . . . , and which is closed under the derivative operator on
Proposition 2.3: Let :˜→ ℝ be a response map and let ⊆˜be an admissible set of inputs.
It is an algebraic isomorphism. Let us sketch the proof of injectivity of Ψ. Assume | = 0. That is ( ) = 0 for all ∈ . In particular, from the definition of an admissible set of inputs, for any integer > 0, 1 , . . . , ∈ , there exists¯> 0, = 1, . . . , such that for all
From the analyticity of it follows that = 0.
Then, Ψ( ( )) = ( | ) which implies trdeg ( ) = trdeg ( | ). Consider a response map :˜→ ℝ and ∈˜. Denote by the map :˜→ ℝ , where˜= { ∈ | ∈˜}, such that ∀ ∈˜: ( ) = ( ). It is easy to see that is again a response map. Definition 2.4: We say a Nash system Σ = ( , , ℎ, 0 ) is semi-algebraically observable if trdeg (Σ) = trdeg ( ). The observation algebra (Σ) is defined as the smallest subalgebra of ( ) which contains all components of ℎ and which is closed under taking Lie derivatives with respect to vector fields , ∈ . Definition 2.5: We say a Nash system Σ = ( , , ℎ, 0 ) is semi-algebraically reachable if
where ℛ( 0 ) denotes the set of states of Σ reachable from 0 by the inputs of˜(Σ), i.e.
This definition differs from the one introduced in [11] . There we consider the inputs of˜⊆˜(Σ) instead of˜(Σ) to define reachable states. However, Proposition 4.3 stated below yields that Definition 2.5 and the corresponding definition in [11] are the same.
Let Σ be a local Nash realization of a response map : → ℝ . Define the dual input-to-state map * Σ, : ( ) → (˜∩˜(Σ) → ℝ) as follows: for any ∈ ( ), and any ∈˜∩˜(Σ), * Σ, ( ) = ( Σ ( ; 0 , )). The map * Σ, is closely related to semi-algebraic reachability and observability of Σ.
Assumption 2.6: In the sequel, we will assume that the set of input values is finite.
III. EXTENSION TO NEGATIVE TIMES
In this section we define the extension of response maps to negative switching times. Notice that if a response map has a realization by a Nash system Σ, then one can extend to act on piecewise-constant inputs where the duration of inputs is allowed to be negative. More precisely, let Σ = ( , , ℎ, 0 ) be a Nash system. For any ∈ , ∈ ℝ, denote by ( ) the flow at time of the vector field from the state . If 
A set ⊆ − is said to be an admissible set of generalized inputs, if the following holds:
By (Σ) we denote the largest admissible set of inputs of
. We say that a map¯:
(ii) for all , and for any
→ ℝ is a generalized response map, if all its components¯1, . . . ,¯are generalized response maps according to the definition above.
Denote by ( → ℝ) the set of all generalized response maps on . It is easy to see that ( → ℝ) is an algebra with respect to point-wise addition and multiplication. Similarly to [12] it can be shown that ( → ℝ) is an integral domain.
Definition 3.1: Let˜be an admissible set of inputs and let :˜→ ℝ be a response map. We say that has an extension to negative times, if there exists an admissible set of generalized inputs and a generalized response map :
→ ℝ such that 1)˜⊆ , and 2) the restriction of¯to˜equals . Assumption 3.2: In the sequel, we will assume that the response map has an extension to negative times. Assumption 3.2 is not restrictive: if has a local realization by a Nash system Σ, then set := (Σ) and definē
. It is then clear that |˜satisfies Definition 3.1.
In the sequel we will use the following corollary, whose proof can be found in [10] . 
1) Consider the ideal of functions of ( ) which vanish on ℛ( 0 ). Choose a transcendence basis
1 , . . . , ∈ ( ) of ( )/ . Denote Φ = ( 1 , . . . , ). 2) Let , = 1,( ; 0 , ) ∈ , (2) (Φ( Σ ( , 0 , ))) = Σ ( , 0 , ) for every such that for all ∈ [0, ], Σ ( + ; 0 , ) ∈ . 4) Then the system Σ = ( , , ℎ , 0 ), where ( ) = Φ( ( )) ( ( )), ℎ ( ) = ℎ( ( )) for ∈ and 0 = Φ( Σ ( ; 0 , )),
is a semi-algebraically reachable local Nash realization of .
To prove the correctness of the procedure, let us first present the following alternative characterization of semi-algebraic reachability.
Proposition 4.2:
A Nash system Σ = ( , , ℎ, 0 ) is semialgebraically reachable if and only if dim = trdeg ( )/ , where ⊆ ( ) is the ideal of functions which vanish on ℛ( 0 ). The ideal is prime. The proof of Proposition 4.2 relies on [22, Chapter II, Theorem 28,29] and the analyticity of solutions of Nash systems, it can be found in [10] . From the analyticity of Nash functions one also derives the following: 
. , ).
Notice that is the unique Nash map such that for any ( , ) ∈ × it holds that ( , ) = 0, = 1, . . . , is equivalent to = ( ). In particular, for any ∈ such that is reachable, (Φ( )) = .
Let us prove that Σ defined in step 4) is a local realization of . Let ⊆˜be the largest set of admissible inputs such that ∀ ∈ ∀ ∈ [0, ] : Σ ( + ; 0 , ) ∈ . It is easy to see that for any ∈ ,
Finally, from the definition of ℎ , it follows that ℎ ( ( )) = ℎ( ( ( ))) = ℎ( Σ ( + ; 0 , ) ). Hence, for any ∈ , ( ) = ℎ ( Σ ( ; 0 , ) ). Define the mapˆ:
Since is an admissible set of inputs, Proposition 2.3 implies thatˆ= , i.e. Σ is a local realization of .
It is left to show that Σ is semi-algebraically reachable. Assume now that there exists a non-zero polynomial
; 0 , ))) = 0 for all such that ∈ (Σ). Notice that for any ∈ (Σ), ← ∈ (Σ), from which it follows that (Φ( Σ ( ; 0 , )) = ( 1 ( Σ ( ; 0 , ) ), . . . , ( Σ ( ; 0 , ))) = 0 for all ∈ (Σ). The latter implies that ( 1 , . . . , ) = 0 on ℛ( 0 ) = { Σ ( ; 0 , )| ∈ (Σ)} and thus on ℛ( 0 ). Therefore, ( 1 , . . . , ) ∈ . But this means that 1 , . . . , are algebraically dependent, which is a contradiction. Hence, if is the ideal of functions from ( ) which vanish on ℛ( 0 ), then trdeg ( ) = trdeg ( )/ . Then, from Proposition 4.2, Σ is semi-algebraically reachable. ( ,1 ( ), . . . , , ( ) ) for all ∈ , ∈ , and ℎ (Φ( )) = ℎ( ), is a local Nash realization of which is both semi-algebraically observable and semialgebraically reachable. Theorem 5.2: Procedure 5.1 is correct. Namely, by following the steps of Procedure 5.1 one transforms any semialgebraically reachable local realization Σ = ( , , ℎ, 0 ) of a response map with finite set of input values to a semialgebraically reachable and semi-algebraically observable local realization of , where ∈˜∩˜(Σ) can be chosen such that < for any > 0. Proof: Let 1 , . . . , be a transcendence basis of (Σ) constructed in step 1). Then , ℎ , where 
Then required in step 3) is the input ∈˜(Σ) such that = Σ ( ; 0 , ). For more details see [10] .
In step 4) we apply the implicit function theorem [5, Corollary 2.9.8] to each of the functions , ( , Φ) and (ℎ , Φ) at the point , in order to obtain the sets , , , , , and the Nash maps , , as specified in (1), (2) of step 4).
Below we prove that the system Σ specified in step 6) has the desired properties. To this end, define :
Here we use the notation = are algebraically independent, it follows that ≡ 0. This implies that 1 , . . . , ∈ (Σ ) are algebraically independent. Hence, transcendence basis of (Σ ) contains at least elements, i.e. trdeg (Σ ) ≥ = trdeg ( ). This implies that trdeg (Σ ) = trdeg ( ) and thus Σ is semi-algebraically observable.
Next we prove that Σ is a local realization of . Let Σ, be the largest admissible set of inputs such that Σ, ⊆ ∩˜(Σ) and such that ∀ ∈ Σ, ∀ ∈ [0, ] :
is open, Σ, is non-empty. It is easy to see that for any ∈ Σ, , Σ ( ; 0 , ) is welldefined and Φ( Σ ( ; 0 , )) = Σ ( ; Φ( ), ). Hence, 
