Abstract We estimated seismically radiated energy for kinematic earthquake rupture models. Instead of integrating far-field waveforms, we used an expression for radiated energy with slip and stress on the fault plane. Using an analytic crack model of Sato and Hirasawa (1973) , we show that the finite-difference method can estimate the radiated energy fairly well; however, if the rupture propagation velocity is near the S-wave velocity and the grid interval is coarse, we may underestimate the radiated energy substantially. We analyzed five models of three earthquakes of M w 5-7. For the 1995 Kobe earthquake, we used three different kinematic models and obtained consistent values of radiated energy of 2.4 ‫מ‬ 3.6 ‫ן‬ 10 14 J. There are common features among the three models: (1) more efficient energy radiation from the deeper regions of the fault, and (2) little energy radiation beneath the city of Kobe. The models of the Kobe earthquake and the other two earthquakes show that energy radiation is concentrated near the hypocenter and the initiation point of asperities. We also find the area of negative energy radiation, energy absorption, near the edge of large slipped areas. Although our estimates tend to be smaller by about a factor of 3 than previous estimates, the difference is reasonable because the frequency range is not complete and we cannot deal with detailed rupture behavior such as rapid rupture acceleration and deceleration.
Introduction
The energy radiated from the earthquake source is a fundamental quantity that has been measured since more than 50 years ago Richter, 1942, 1956 ). More recently, it has been estimated by directly integrating digital seismic waveforms in the frequency domain (Boatwright and Choy, 1986; Abercrombie, 1995; Choy and Boatwright, 1995) or time domain (Kanamori et al., 1993) . The results of source time function inversion have also been successfully used to estimate energy (Kikuchi and Fukao, 1988) .
There is another expression of the radiated energy derived from energy balance of a crack model (Kostrov, 1974; Rudnicki and Freund, 1981) . The radiated energy is given as the difference between elastic potential energy and the energy losses around the fault plane, such as energy to create new surfaces, frictional work, and thermal energy. Potential energy and frictional work are not well constrained because we know little about the absolute stress level on the fault. However, the radiated energy is independent of the absolute stress level and is measurable using the stress history relative to its state before an earthquake.
For large earthquakes, there are many fault models of the spatiotemporal slip history (e.g., Hartzell and Heaton, 1984) . There are methods to calculate stress histories from fault models using the finite-difference method (Ide and Takeo, 1997) or using the wavenumber integral (Bouchon, 1997) . Once slip and stress histories are calculated, we can estimate radiated energy using the expression of Kostrov (1974) and Rudnicki and Freund (1981) . This also allows us to map spatial variation of radiated energy. Fletcher (2000, 2001) and Pulido and Irikura (2000) tried to map radiated energy on the fault plane; however, their methods use only the slip history on the fault plane and are not complete from the view of energy balance on the fault plane. We develop a more valid expression in the present article.
Usually fault models are made to explain relatively low frequency seismic waves. This is an important issue because the inclusion of higher-frequency waves is necessary for estimating the total radiated energy. Most models are constructed using frequencies up to about 10 times the corner frequency, and this bandwidth should be enough to estimate about 80% of total energy if the source spectrum is approximated by an omega-square model (Aki, 1967; Brune, 1970 Brune, , 1971 . Because the errors in estimating radiated energy are usually larger than a factor of 2 and even as large as a factor of 10, depending on estimation method (Singh and Ordaz, 1994; Pérez-Campos and Beroza, 2001 ), fault models provide a useful, independent estimate.
Estimation of Radiated Energy Using Slip-Stress
Relation on a Fault Plane
We approximate the Earth by an elastic sphere whose outer surface is traction free and represent an earthquake by
. Schematic illustration of slipstress history and radiated energy. When slipstress relation is given as bold lines, seismically radiated energy is equal to the gray area. The amount is different depending on the stress change after slip termination. Namely, (a) no stress change, (b) stress increase, and (c) stress decrease.
spatiotemporal distribution of displacement discontinuity, slip Du i (x, t), on a fault plane R. Then, seismically radiated energy from the earthquake, E s , is represented by the following equation (Kostrov, 1974) :
where denotes the time derivative of stress and j is a faultr normal vector. c(x) is the surface energy to make an infinitesimally small slip on the fault plane. If there is no stress singularity around the rupture front, c(x) ‫ס‬ 0. The last term is integrated for the temporally spreading fault area R(t), without including any contribution from the stress singularity.
The form of radiated energy carried by the far-field waves is
where q, ␣, and b are density, P-wave velocity, and S-wave velocity of the medium, respectively. n j and m j are the unit normal vector to surrounding surface S and the unit tangential vectors to S in the direction of the shear traction. When the surface S is taken far enough from the source, equations (1) and (2) are equal as proven by Rudnicki and Freund (1981) . Figure 1 shows examples of slip-stress relations and the resultant radiated energy. It is clear from equation (1) and Figure 1 that radiated energy increases or decreases according to the change of stress after slip termination. Namely, radiated energy at a point depends on the stress change caused by the surrounding area and cannot be estimated without the slip histories of the surrounding area. This effect of the neighboring area has been neglected in previous attempts to map energy on the fault plane Fletcher, 2000, 2001; Pulido and Irikura, 2000) .
An Analytic Example
A demonstration using a well-known kinematic model is helpful both for understanding and a check of the computation. We compare the estimations based on equations (1) and (2) using the model of Sato and Hirasawa (1973) in which both stress history on the fault plane and far-field waveforms are expressed analytically. In this model, a circular crack extends in a homogeneous infinite medium at a constant rupture propagation velocity (Fig. 2) . The slip at distance r from the starting point and time t, Du(r, t), is expressed as a function of rupture propagation velocity v, as
7p l where l and r 0 are the rigidity and final size of the crack, respectively. The final stress drop is Dr, which is uniform everywhere on the crack (Eshelby, 1957) . The stress drop during the rupture is also uniform on the crack plane and is given as
where we assume the S-wave velocity of b. C(v/b) is a Kostrov function (Dahlen, 1974) . We assume a Poisson medium in this study. s e is equal to Dr in the limit as v → 0 and otherwise larger than Dr. For example, s e /Dr is 1.11, 1.20, and 1.23 for v/b of 0.6, 0.9, and 1.0, respectively. The integration of the fracture energy, E f , has an analytic form given by Kostrov (1964) and Madariaga (1976) as where g(v) is a function given in Madariaga (1976) . The values of g(v) is 24/7p, 0.72, and 0.21 for v/b of 0, 0.6, and 0.9, respectively. Because there is a misprint in Madariaga (1976) , the corrected form of g (v) is shown in the Appendix. Using equations (1) and (3) through (6), we get an expression for the radiated energy calculated on the crack plane as
where 1 3 DU ‫ס‬ pr KDr.
(8) 0 3 DU corresponds to the potential energy release during rupture when the final absolute stress is zero. Figure 3 shows the values of E s and E f as a function of rupture propagation velocity. E s increases and E f decreases as v increases. E f becomes negative near the limit v ‫ס‬ b. We do not consider such an extreme condition in the following sections.
Far-field body waves in the i direction at an observation point whose distance, angle from crack normal direction, and angle from slip direction are r s , h, and , respectively, are expressed ( Fig. 2) (Sato and Hirasawa, 1973; Aki and Richards, 1980) as
where v c and (h, ) are wave velocity and radiation pattern c R i of wavetype c (superscript); which may be either a P or S
) are nondimensional values depending on P-or S-wave velocities. q is density. Energy carried by these waves, , and are ex-
pressed, from equation (2), as
Substituting equation (10),
is calculated numerically by integrating equation (11) c E s over the two angles. ‫ם‬ equals the value of E s using Figure 2 . The model of Sato and Hirasawa (1973) and the coordinate system in this article. of radiated energy as rupture velocity increases is attributable to an increase in .
S E s Energy Calculation by Finite-Difference Method
When we calculate the radiated energy using the fault model of an actual event, we need to use a numerical method. In this study, we adopt a finite-difference method. Ide and Takeo (1997) estimated relations between slip and stress by the finite-difference method and, at the same time, showed that there are limitations in the resolution of this method. First, we will see how this limitation affects the numerical estimate of radiated energy using a known kinematic model.
Again we refer the model of Sato and Hirasawa (1973) . Following Ide and Takeo (1997) , given the boundary condition of the slip history, we solve the elastodynamic equations by the finite-difference method. For the other boundaries, we use an absorbing boundary condition (Clayton and Engquist, 1977) . The grid sizes are chosen to be 1/10, 1/20, and 1/50 of the final radius r 0 . We carried out calculations for the rupture velocity with S-wave velocity ratios (v/b) of 0.3, 0.6, and 0.9. Table 1 and Figure 4 summarize all the results of the energy calculation with analytic values. Although finer grids give good estimate of the energy, coarse grids underestimate it. This underestimation is especially significant at higher rupture velocities, for example, the estimated value is about 50% of the true value when v/b is 0.9 and the grid size is 1/10r 0 . Figure 5 shows distribution of calculated energy density compared with analytic values in two cross-sectional views. The result using the finest grids (1/50r 0 ) is almost equivalent to the analytic solution; however, energy is underestimated when the grid is coarse, especially along the slip direction. Figure 6 shows the relationship between slip and stress at r ‫ס‬ r 0 /2, with the amount of analytic fracture energy for each calculation environment. Since fracture energy is different for the anti-plane and in-plane cases (see Appendix), the calculated relation is also different. When the rupture velocity is low, fracture energy is large and stress decreases from the maximum value at a different rate for each grid size. The smaller the grid size is, the more rapidly stress decreases. However, the area surrounded by this curve, the y-axis and y ‫ס‬ ‫1מ‬ line, is almost the same as the area showing analytic fracture energy in every calculation. In other words, we can estimate the fracture energy stably for any grid size whereas the shape of the curves and the distances where stress reaches frictional value are different. Guatteri and Spudich (1999) reached the same conclusion through simulation using different parameters of slip-weakening friction law.
When the rupture velocity is fast and the grid interval is large, the rate of stress decrease is too slow to be consistent with the fracture energy. Consider shear stress at the i,j,k s xy point (i,j,k), where i,j, and k are grid number taken along slip direction x, fault-normal direction y, and the direction perpendicular to both of these directions z, respectively. Stress at a point on the crack plane (i,j ‫ס‬ 1,k) is given using the displacement around the point,
where Dx is the grid interval. When the crack tip passes the point, the dominant term in the right-hand side is and
xy
Dx
This rate of stress decrease determines the minimum fracture energy we can represent using the grid interval of Dx. If the minimum is larger than the true fracture energy, we underestimate radiated energy, which is a typical situation at higher rupture propagation velocities. When we apply this method to a real earthquake, available memory and time are limited. We will use as a fine grid as possible and compare the energy value with that calculated using a double-sized grid. kinematic source model is usually from 0.7 to 0.8, we expect that the underestimation is not serious.
Application to Fault Models
The 1995 Kobe, Japan, Earthquake
There are several source models for the 17 January (Japanese Standard Time [JST]) 1995 Kobe earthquake (M w 6.9) (e.g., Wald, 1996; Yoshida et al., 1996; Ide and Takeo, 1997) . In this study we use the models of Ide and Takeo (1997) , Wald (1996) , and Yoshida et al. (1996) . The upper frequency limits of data in these studies are 0.5, 0.5, and 1.0 Hz, respectively. The duration of rupture is about 10 sec for all models and corresponds to corner frequencies of about 0.03 Hz when we assume a model of Haskell (1964) . Therefore, each upper bound of the analyzed frequencies is higher by about one order than the corner frequency of the source, which means we are able to estimate about 80% of the total radiated energy as mentioned in the Introduction. We will discuss on this topic further in the next section. First, we illustrate how radiated energy is calculated using the model of Ide and Takeo (1997) . Using exactly the same finite-difference calculation as Ide and Takeo (1997) , we obtain slip and stress history at each grid point on the assumed vertical fault plane. In this calculation, we applied the free surface boundary condition by introducing the concept of fictitious displacements (Alterman and Karal, 1968; Mikumo et al., 1987) . The calculation is made up to 30 sec after rupture initiation. Figure 7 shows the examples of calculated slip and stress history and of slip-stress relation together with the spatial distribution of radiated energy.
There are positive and negative areas of radiated energy. Points A (the hypocenter) and B are in the area of positive energy. For the slip-stress relation, the main part of the curve is below a straight line connecting the starting point and end point. On the other hand, at the point of negative energy, C, most of the curve is above the straight line. Though slip Kobe earthquake. Bold lines show zero energy level. Corresponding temporal change of slip and stress, and slipstress relations are shown for points A, B, and C indicated in energy distribution. In slip-stress relation, the shaded areas represent radiated energy. Plus ‫)ם(‬ and minus ‫)מ(‬ signs denote positive or negative energy radiation, respectively. In this figure, only slip and stress for strike slip component are shown for simplicity. There are dip-slip component and it is also taken into account in the real energy calculation.
actually occurred at such a point, stress accumulation from neighboring points is more rapid so that energy consumption exceeds energy radiation. We also see that the stress recovery from its minimum level has an important role in energy radiation for points A and B. The difference between static stress drop and transient dynamic stress drop can result in such large energy radiation. Figure 8 shows the moment density distribution for the three models together with the radiated energy density distribution calculated using the finite-difference method. Although the model of Ide and Takeo (1997) has a spatially continuous slip distribution, the models of Wald (1996) and Yoshida et al. (1996) have a discontinuous subfault system. We approximated each subfault by a two-dimensional linear Spline function that has the same seismic moment for the latter two models to have continuous slip distribution. Multiple fault planes in these studies are treated as single planes for simplicity. The three models differ in smoothness of distribution and the location of the maximum values. However, there are common features that characterize the distribution of seismic moment and radiated energy. First, while seismic moment is distributed over a wide area from the hypocenter to the shallow southwestern part, the energies are radiated from distinct, small regions. Second, comparing the shallow part and deep part of the fault, seismic moments in the shallow part are equal to or larger than those of the deep part. The energy, however, is radiated predominantly from the deeper region, especially around the hypocenter. Third, all models have some area of moment release, or asperity, in the northeastern area, right beneath the city of Kobe, and this asperity is thought to some extent to be responsible for the severe disaster in Kobe city (e.g., Kamae and Irikura, 1998) . However, the models show that this asperity did not radiate energy efficiently.
The total seismic moment and radiated energy values for these models are summarized in Table 2 . The difference among radiated energy values is larger than the difference among the seismic moment values. Nevertheless, it is still within a factor of 1.5. Table 2 also shows the size of the finest spatial grids and energy values calculated using double-sized grids. The difference between the results of the finest grid and the doubled grid is small and the missing energy due to the usage of finite-difference method appears to be insignificant.
The 1997 Kagoshima Earthquake
The 1997 Kagoshima earthquake occurred on 26 March (JST) 1997. The model of Wu et al. (1999) is used for our analysis. The frequency range of inverted data is from 0.05 to 1.0 Hz and the corner frequency is around 0.1 Hz because the total rupture time is about 4 sec. The upper limit of frequency is about one order higher than the corner frequency. Figure 9 shows the distribution of seismic moment and radiated energy. While seismic moment is widely distributed, the radiated energy is concentrated near the hypocenter. The total radiated energy is calculated as 2.1 ‫ן‬ 10 13 J ( Table 2 ).
The Largest Event in the 1998 Hida Mountain Earthquake Swarm Ide (2001) determined detailed source processes of 18 moderate earthquakes using an empirical Green's function Ide and Takeo (1997) Wald (1996) Yoshida et al. (1996) Seismic Moment Density method (e.g., Hartzell, 1978) . We only use the model of the largest event (M w 5.1), which occurred on 16 August (JST) 1998. The upper limit of the frequency range is controlled by the corner frequency of the Green function event and for this model, it was about 10 Hz. However, the actual upper limit must be lower due to attenuation near the surface and it may be between 5 and 10 Hz. We expect a corner frequency of about 0.2 Hz from a total rupture time of 2 sec, which is much lower than the upper limit of our analysis. Figure 10 shows the distribution of seismic moment and radiated energy. The moment distribution has two asperities and the highest energy radiation is located near the center of the central asperity. This location corresponds to the initial rupture point of this asperity. The value of total radiated energy is 1.5 ‫ן‬ 10 12 J (Table 2 ).
Discussion
For all rupture models analyzed in this study, energy is concentrated near the hypocenter and the initiation points of asperities. The hypocenter is a vertex of moving time windows in these models and we should be careful when comparing this point with other points. However, the fact that initiation points of asperity also radiated large energy sug- gests that this is not just because of the different shape of the spatiotemporal slip distribution around the hypocenter. Instead, it is possible that this occurs because we did not express the acceleration stage of rupture. If the rupture accelerates gradually near the hypocenter, the fracture energy is larger and energy radiation may be smaller. Another shared feature is that there are the areas of negative radiated energy near the edge of large slipped areas. In such an area, energy consumed to make the slip surface is larger than the energy available to slip, that is, the difference between elastic potential energy and frictional work (Fig.  7C ). This area behaves as a so-called relaxation barrier. This area does not only decelerate the rupture front, but it also reduces the total radiated energy. When we calculate energy using the slip-history alone, we cannot find such a region and this is a significant difference from previous estimations of the spatial energy distribution Fletcher, 2000, 2001; Pulido and Irikura, 2000) .
We compare our estimated value to other studies. For the 1995 Kobe earthquake, there is an estimate of 8.5 ‫ן‬ 10 14 J using broadband far-field body waves (Boatwright and Choy, 1986) . This is about 3 times larger than our value. Nakahara et al. (1999) estimated high-frequency energy radiation using envelope of near-field velocity seismograms. For the frequency range from 1 to 16 Hz, the total value is 9.7 ‫ן‬ 10 14 , which is also larger. Since a simple omega- square model predicts that the energy in our frequency range is larger by about one order than that in the range of Nakahara et al. (1999) , this discrepancy is substantial and warrants future investigation. They also determined the spatial distribution and found the area of large energy radiation around the large slipped areas. This is opposite of our result and suggests that the difference in the energy radiation pattern depends on frequency range. Izutani and Kanamori (2001) estimated the energy of the 1998 Kagoshima earthquake as 7.3 ‫ן‬ 10 13 J using the spectral ratio of near field seismograms. This is also three times larger than our estimate.
Our method inherently tends to underestimate because of the simple model and finite-difference calculation. If each kinematic source model is consistent with observation over the whole frequency range of analysis, the calculated energy is about 80% of total energy. However, a model is not perfect and usually fails to fit higher frequency components, which may lead to an underestimation of radiated energy. For example, in the case of the 1995 Kobe earthquake, Ide et al. (1997) used a 0.6-sec grid interval to express slip-rate functions. The spectra of typical slip-rate functions show corner frequencies around 0.2-0.3 Hz, a little smaller than the data bandwidth of 0.5 Hz. Nevertheless, this is not enough to account for a factor of 3 difference. In fact, such a difference is less significant compared to previously reported differences among various analysis methods, and there is plenty of room to improve methods.
There has been discussion whether a size dependence exists in the ratio between radiated energy to seismic moment (e.g., Kanamori et al., 1993; Mayeda and Walter, 1996; Ide and Beroza, 2001) . Figure 11 shows the relation between seismic moment and radiated energy calculated in this study together with the estimates in the other study. Within this scale range and with such a small number of samples, we cannot see any evidence of scale dependence of energy/moment ratio, which is between 10 ‫4מ‬ and 10 ‫5מ‬ . It is not straightforward to estimate the distribution of fracture energy from slip and stress histories due to complex stress behavior in which stress level is not constant during slip. For some points, the triangle area between the slipstress curve and minimum stress level is the order of 10 6 J/ m 2 (Fig. 7A,B) . Moreover, we can roughly estimate overall fracture energy if we assume that stress drop is complete and that the fracture energy is the difference between elastic potential energy change and seismically radiated energy. In this case, for the Kobe earthquake, the potential energy changes are calculated as 6.5 ‫ן‬ 10 14 , 10.5 ‫ן‬ 10 14 , and 7.9 ‫ן‬ 10 14 for Ide and Takeo (1997) , Wald (1996) , and Yoshida et al. (1996) , respectively. These values are 2-3 times larger than the estimated energy values (Table 2) , and it is unlikely that these differences can be attributed the errors in radiated energy estimation. Therefore, the fracture energy is of the same order as radiated energy and not negligible. It is of the order of 10 6 J/m 2 and is in good agreement with the estimates of 2 ‫ן‬ 10 6 J/m 2 for the 1984 Morgan Hill earthquake (M w 6.1) (Beroza and Spudich, 1988 ) and 1.5 ‫ן‬ 10 6 J/m 2 for the Kobe earthquake (Guatteri et al., 2001 ).
Conclusion
We calculate seismically radiated energy using an expression based on slip and stress on the fault plane. We compare our results to the analytic solution of Sato and Hirasawa (1973) and find that the finite-difference method can estimate the radiated energy fairly well. Only in the case where the rupture propagation velocity is near the S-wave propagation velocity and the grid interval is coarse may the value be seriously underestimated.
For the 1995 Kobe earthquake, we compare three different kinematic source models and find consistent estimates of total energy and common features. These similarities are that more energy is radiated from deeper part of the fault than seismic moment and also that there is little energy radiation beneath the city of Kobe. The models of the Kobe earthquake and the two other earthquakes commonly show that energy is radiated near the hypocenter and the initiation point of asperities. We also find areas of negative energy radiation near the edge of the large slipped areas.
The kinematic source models in this study are constructed using a frequency range wide enough to contain about 80% of the total radiated energy. Nevertheless, the energy estimates tend to be smaller by about a factor of 3 than the values of the other studies. However, it is still a reasonable difference since taking the acceleration and deceleration into account may increase the total energy value to some extent. Also, the differences of previous estimated values for radiated energy between various methods are sometimes much larger. The method in this study is significant both to give an independent estimate and to be able to map radiated energy spatially.
