Given a set n of Er' and a function f : n -+ Rn the problem of finding a point x' E n such that (x -x·)tf(x·) 2: 0 for any x E n is referred to as a stationary point problem and x· is called a stationary point. For the problem with conical n and strongly copositive f we propose a system of equations whose solution set contains a path connecting a trivial starting point to a stationary point. We also develop an algorithm to trace the path when f is an affine function with a copositive plus matrix. Starting with an appropriate point the algorithm provides a stationary point or shows that there exist no stationary points.
Introduction
The linear complementarity problem ( LCP in short ) is:
given an nXn matrix Q and an n-dimensional vector c, (1.1 ) find a point x of the n-dimensional Euclidean space Rn such that x ;;; 0, Qx + C ;;; 0 and t x (Qx + c) = 0, where t means transposition. This problem arises in various fields, such as economics, game theory and mathema.tical programming and so a good many resea~chers have been working for this problem, including Cot tie and Dantzig [2] , Eaves [3) and Lemke [19J. The problem (1.1) with the affine function Qx + c replaced by a general nonlinear function f(x) is called the nonlinear complementarity problem. It has also been attracting attention of many researchers, e.g. Cottle [1) , Karamardian [11) , Eaves [4] and Kojima [12] . Habetler and Price [9) have considered a generalization of the nonlinear complementarity problem ( GCP in short ) and provided a condition under which a solution exists. In their genernalization the nonnegative orthant in (1.1) is replaced by a closed convex cone and its negative polar. Namely, given a closed convex cone Q c Rn and a continuous function f:
(1. 2) n -+ Rn, find a point c such that x c E st, f(x c ) E n+ and (xc)i:f(x c ) = 0, x where n+ is the negative polar of n, i.e., Their result was further extended by Karamardian [la] and Saigal [20] . On the other hand, the variable dimension algorithm for fixed point problems proposed by van der Laan and Talman [L5,16] has been extended for the complementarity problem by Talman and Van der Heyden [22] , van der Lann, Talman and Van der Heyden [18] and fUJ~ther by Talman and Yamamoto [23] and Yamamoto [25] for stationary point problems ( SPP in short ):
given a convex set rl c Rn and a continuous function f: rl + Rn, (1.3) find a point X S such that s s t s
x E rl, (x -x ) f(x ) ~ 0 foy any x E rl.
Especially Yamamoto [25] dealt with a problem with an affine function f on a compact set rl. By exploiting the linearity of f the algorithm uses Dantzig-Wolfe decomposition method for the linear programming to trace the piecewise linear path of solutions which will lead to a stationary point.
Note that an SPP on a polyhedral cone rl and a GCP were proved to be equivalent by Karamardian [10] . Hence Yamamoto's algorithm has paved the way for solving GCP or SPP with conical rl. The main purpose of.this paper is to generalize his algorithm for the above problem. We show that the new algorithm provides a stationary point after a finitely many iterations under some mild condition.
The organization of this paper is as follows: In Section 2 we give a brief review of subdivided manifolds, a basic theorem for fixed point algorithm and the primal-dual pair of subdivided manifolds. In Section 3 and 4, we make primal and dual subdivided manifolds for a polyhedral cone and Section 5 gives the primal-dual pair of subdivided manifolds for the polyhedral cone. Our main theorems are given in Section 6. In Section 7
we describe the algorithm and show that it traces the path of solutions of a certain system of equations and then terminates after a finite number of iterations with a stationary point under some condition.
Basic Theorem for Fixed Point Algorithms and Primal-Dual Pair of Subdivided Manifolds
We give a brief review of the primal-dual pair of subdivided manifolds introduced by Kojima and Yamamoto [14] .
Let M be a finite or countable collection of i-cells. We write M { BIB ~ C for some C EM} and IMI = u { C ICE M}. We call M a subdivided i-manifold if and only if (2.1) for any B,C E M, B n C 0, or B n C ~ Band C. Define the Cl-function F: W + Rn by
for every z E W.
We say that a point r E Rn is a regular value of flc, the restriction of the function f to the cell C, if r is a regular value of the function We now state one of the basic theorems for the fixed point algorithms see Kojima [13] ). and Z~ -# 0, then Z~ < Z1.
We call the operator d the dual operator and Zd the dual of Z. and let {w} + n = { x I x w + z for some zEn}.
We define
Two-dimensional examples of P are shown in Fig.l Now we are ready to prove that P is a subdivided manifold.
Lemma 3.3. P is a subdivided manifold with the same dimension as n. 
Proof. This lemma is readily obtained from Lemma 3.1. 
4.
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In the following we assume that the interior int n+ is not empty and be a point of int n+. Define nT) as n truncated by h tx ~ T],
i.e., nT) n n { x I htx ~ n} for n > O. Then we obtain the following h let lemma.
Lemma 4.1. nn is bounded.
Proof: Suppose n is unbounded, then there are x E n and some x -# 0 n n such that x + Si{ E n n for any S <: O. This means Atx + SAti{ ~ 0 and o < htx + Shti{ ~ n for any S <: O.
Since S takes any nonnegative value, we see A t -< x = 0 and hence x E n.
By the choice of h, twhich causes a contradiction.
The following lemma gives us a clear description of the vertices of nn' It is obvious that D is a subdivided n-manifold and When w # 0,
When w = 0, Though our main purpose of this paper is to develop an algorithm for SPP with an affine function f, we will first discuss the condition for the existence of a path leading to a stationary point without the linearlity assumption. It should be noted that the path is generally a non linear curve and so we have to resort to simplicial algorithm as in Talman and Yamamoto [23] or the well-known predictor-corrector method to trace it.
For a bounded subset W of n we say that U c n separates W from 00 if U n W = 0 and any unbounded connected subset of n which intersects W also intersects U. Proof: Let C = { x I x E n, /Ix -w 11 :;; "f(w) 11 / a }, then C is clearly bounded and w E C. Therefore U = n \ C separates w from 00. For an arbitrary point x of U we also obtain (x -w)tf(x) ~ a lix -wll 2 + (x -w)tf(w) ~ a I1 x -w 11 2 -11 x -w 11 11 f( w) 11 ~ Ilx -wll (a IIx -wll -lif(w) Ii) startIng pOInt wE,., t en t ere IS a pat ° connectIng (w,-f(w» to a stationary point.
As mentioned before, the path is generally a nonlinear curve and some technique such as simplicial approximation is needed to trace it. We do not go further into this subject and change to the case where f is an affine function Qx + c. 
where ~ = { x I Atx ~ 0 } . By Farkas' Alternative Theorem, this is equivalent to that the following system (6.4) has a solution. We also have (6.7)
On the other hand since x E F and y' E F* From (6.7) and (6.8), we have _xty' -Ai{th = -Ai{th < O.
The last inequality comes from Qw E int rl+. From (6.6), (6.9) and Lemma 6.9, there are no stationary points. lies. Lemma 7.7 to 7.10 guarantee the steps 9 to 12 and 15 to 18.
Now we have seen that each step of the algorithm can be performed and that we trace the piecewise linear path of g-l(O) until the path ends up either at a point on the boundary of M providing a stationary point or in a ray. The next theorem shows that terminating in a ray implies that the problem has no stationary points under some conditions on the matrix Q and the starting point w.
Theorem 7.11. Suppose Q is a copositive plus matrix. If a starting point is chosen so that Qw E int ~+, then after finitely many iterations the algorithm provides a stationary point or ends in a ray and shows that the problem has no stationary points.
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. One of the possible subjects of further research is to improve on the algorithm in this paper to make its convergence property independent of the starting point.
A general polyhedral set is the "sum" of a compact polyhedral set and a polyhedral cone ( see, for example Stoer and Wi tzgall [21] , Theorem 2.5.8). The algorithm for SPP on a compact polyhedral set was developed by Yamamoto [25] and we have proposed an algorithm on a polyhedral cone.
