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RESUMO 
As incertezas inerentes à simulação numérica de reservatórios podem originar 
modelos com diferenças significativas relativamente aos dados dinâmicos observados. A 
redução destas diferenças, processo conhecido por ajuste de histórico, é muitas vezes 
acompanhada por certa negligência da consistência geológica dos modelos, comprometendo a 
confiabilidade no processo e nas previsões de produção. Para manter a consistência geológica 
dos modelos, é fundamental integrar iterativamente o processo de ajuste de histórico com a 
modelagem geoestatística do reservatório. Apesar das diversas abordagens apresentadas nas 
últimas décadas, este processo de integração continua a ser altamente desafiante. Este trabalho 
propõe um fluxograma de modelagem geológica integrado com um fluxograma de ajuste de 
histórico, baseado no conceito do ponto piloto. O método do ponto piloto é uma técnica de 
parametrização geoestatística aplicada a modelos de reservatório, gerados a partir de um 
conjunto de dados medidos e de dados sintéticos definidos em outros pontos do reservatório, 
designados por pontos piloto. Neste trabalho os dados sintéticos correspondem a poços 
sintéticos e, por isso, designados por poços piloto. A metodologia é aplicada a um reservatório 
real, o reservatório arenítico de Norne, testando, desta forma, os diferentes procedimentos 
num cenário de elevada complexidade. Numa primeira etapa, é efetuada uma caracterização 
das heterogeneidades geológicas através da classificação de electrofacies juntamente com um 
refinamento do malha de simulação, por forma a obter volumes de fácies e propriedades 
petrofísicas com elevada resolução. Esta etapa apresenta diversas vantagens: (1) permite-nos 
mapear as heterogeneidades de pequena escala materializadas por camadas muito finas de 
folhelho e carbonatos cimentados que poderão atuar como barreiras estratigráficas verticais à 
dispersão dos diferentes fluídos; (2) permite a definição de novos atributos a serem usados 
durante a fase de ajuste como permeabilidade e transmissibilidade verticais, diferentes curvas 
de permeabilidade relativa associadas a diferentes tipos de rocha e, sobretudo, a definição das 
propriedades a serem incluídas nos poços piloto; (3) aumenta o controle geológico do 
processo de ajuste de histórico. Após a classificação de electrofacies, os modelos de alta 
resolução são integrados num processo iterativo entre a modelagem geológica e um processo 
de ajuste de histórico probabilístico e multiobjectivo guiado por poços piloto. Um dos maiores 
desafios do método dos poços piloto reside na configuração a adotar (número, localização e 
propriedades a modificar), sendo a flexibilidade do método uma das suas maiores vantagens. 
A configuração tem em conta os dados de produção, linhas de fluxo e enquadramento 
geológico-estrutural. A flexibilidade do método é demonstrada por meio de dois estudos de 
caso: a geração de figuras sedimentares, como é exemplo, o canal construído no segmento-G; 
a capacidade para procurar a melhor localização das camadas carbonatadas, altamente 
restritiva ao deslocamento dos fluídos no segmento C. Em última análise, o processo iterativo 
de modelagem geológica e ajuste de histórico guiado por poços piloto permitiu obter modelos 
geologicamente mais fiáveis que honrassem ao mesmo tempo o dado observado.  
Palavras Chave: Electrofacies, poços piloto, modelagem geoestatística, ajuste de histórico, 
parametrização geoestatística.
   
ABSTRACT 
The inherent uncertainties in numerical reservoir simulation can lead to models 
with significant differences to observed dynamic data. History matching reduces these 
differences but often neglects the geological consistency of the models, compromising 
forecasting reliability. To maintain the geological consistency of the models, the history-
matching process must be integrated with geostatistical modeling. Despite many suggested 
approaches in recent decades, this integration process remains a challenge. This work 
proposes a geological modeling workflow integrated within a general history-matching 
workflow, utilizing the pilot point’s concept (in this study assuming the form of pilot wells). 
The pilot point method is a geostatistical parameterization technique that calibrates a pre-
correlated field, generated from measured values and a set of additional synthetic data at 
unmeasured locations in the reservoir, referred to as pilot points. In this study, the synthetic 
data corresponds to synthetic wells, henceforth referred to as pilot wells. The methodology is 
applied to a real, complex, sandstone reservoir, the Norne field. The geological 
heterogeneities are characterized, in detail, through electrofacies analysis and combined with 
a refined simulation grid, to create high-resolution facies and petrophysical 3D models. This 
stage has several advantages: (1) allows the mapping of fine-scale heterogeneities generally 
comprising decimeter shales and calcareous-cemented layers that may act as stratigraphic 
barriers to vertical fluid displacement; (2) allows the addition of new attributes used during 
the history-matching stage, such as properties used in the pilot wells, vertical permeability and 
transmissibility models, and different kr curves assigned to different rock types; and (3) 
increases geological control over the history-matching process. After analyzing electrofacies, 
the high-resolution datasets are integrated into an iterative loop between geostatistical 
modeling and a probabilistic, multi-objective history-matching process, guided by pilot wells. 
A key challenge using the pilot wells method is to optimize the pilot well configuration 
(number, location and properties to disturb), and the flexibility of the pilot well method is a 
principal advantage. The configuration includes production data, the preferred fluid flow 
paths (revealed during a streamline analysis) and the geological framework. The flexibility of 
the method is demonstrated in the two case studies presented here: generating specific 
sedimentary features (e.g. channels in the G-segment) and finding the best location for the 
cemented stringers responsible for the fluid behavior observed in C-segment. This work 
shows that the iterative process combining geological modeling and geostatistical-based 
history matching, guided by pilot wells, created geologically consistent models that honor 
observed data. 
 
Keywords: electrofacies, pilot wells, geostatistical modeling, history matching, geostatistical 
parameterization.
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The introduction covers the general background, and includes:  the motivation for 
this work, objectives, premises, and the thesis outline.  
Reservoir modeling and simulation are useful to improve understanding of 
complex flow behavior in reservoirs, and to predict future reservoir performance (Hoffman 
and Caers, 2007; Lucia, 2007). 
Models must be reliable to improve reservoir forecasting, and represent all aspects 
of a reservoir (Hoffman, 2005). Geological models are usually at a fine scale (typically 
several million grid blocks are necessary to preserve geological characteristics) in a stochastic 
framework. Static data (porosity, permeability, facies logs) are used to characterize the spatial 
variability of the facies and petrophysical properties. Well logs and core data provide high 
resolution information about the properties surrounding wells, while seismic data provide 
information for the entire field but with much poorer vertical resolution. Quantifying the 
geological conditions of a reservoir is challenging but critical to build a reliable reservoir 
model. 
Geological models are usually up-scaled to a coarse model (currently between 
100.000 and 1 million grid blocks), normally called reservoir or simulation model. This is 
necessary to efficiently perform multiple flow simulations within short periods of time while 
preserving the essential characteristics of fluid flow and considering production methods. The 
suitability of the upscaling methods and the zonation of the simulation grid are essential to 
closely reproduce the flow behavior simulated for the fine-scale geological model (Le 
Ravalec et al., 2012). 
The flow simulation results of coarse-scale models describe the variation in 
dynamic properties (production rates, bottom-hole pressures and saturation distribution) for 
the whole reservoir and production time. After obtaining the flow simulation outputs, the 
observed dynamic data and the corresponding simulated responses are compared to assess the 
match quality of the model. The production data are important constraints to the spatial 
distribution of reservoir properties. However, even after history matching, significant 
uncertainties remain for the reservoir models. History matching is an inverse process with 
many possible answers. This non-uniqueness requires further data sources such as seismic 
data and geological interpretations (Caers and Srinivasan, 2003). Due to the many variables in 
a simulation model, it is often advantageous to parameterize the problem to reduce the 




problems in which the parameters are defined on a grid, such as permeability and porosity 
values (Oliver and Chen, 2011). 
Various geostatistical-based parameterization techniques have been developed to 
integrate the production data with geological continuity information such as the zoning 
method (e.g. Keidser and Rosbjerg, 1991), the pilot point method (De Marsily et al., 1984), 
the gradual deformation method (Hu, 2000), the probability perturbation method (Caers, 
2003) and the co-simulation perturbation method (Le Ravalec-Dupin and Da Veiga, 2011). 
Of these geostatistical-based parameterization techniques, the flexibility and 
consistency with the geostatistical assumptions make the pilot point method one of the most 
effective techniques to adjust regions with large misfit between production and seismic data. 
For this reason, it has been the subject of renewed interest in the scientific community in 
recent years. The challenge remains to find the optimum pilot point configuration (location 
and number of pilot points) for each case (Liangping et al., 2013). 
The proposed workflow is applied to a real dataset: the Norne Field benchmark 
case, which is based on real field data established between the IO Center, NTNU, and Norne 
field Operations (Statoil, ENI and Petoro). It is a siliciclastic reservoir, located between 
Vøring and Møre basins in the Norwegian Sea, comprising Middle Jurassic shallow marine 
and deltaic sands in the Fangst Group at the top; and Lower Jurassic heterolithic tidal units in 
the Tilje Formation of the Båt Group at the base (Dalland et al., 1988; Hammer et al., 2010). 
The heterolithic tidal deltaic reservoirs comprise an important petroleum reservoir play. 
However, interpreting the highly heterogeneous lithology can be difficult and depends on 
differentiating one lithofacies from another (Gupta and Jonhson, 2001). This heterogeneity 
introduces additional challenges when modeling this type of reservoir, including facies, three-
dimensional (3D) porosity and permeability distributions (Storvoll and Bjorlykke, 2004; 
Martinius et al., 2005; Nordahl et al., 2005), effective net-to-gross (NtG) ratio (Henriquez and 
Jordan, 1996; Martinius et al., 2005), estimating the sealing capacity of faults (Martinius et 
al., 2005),estimating effective permeability, and identifying the different producing intervals 
(Begg and King, 1985; Martinius et al., 2005, Ringrose et al., 2005) 
This work contributes to the solution of some of these issues, specifically facies 
occurrence and recognition in the Lower and Middle Jurassic sandstones of the Norne field. 
Through geostatistical techniques, the facies were modeled to a high-resolution geogrid 
including their petrophysical properties (porosity, permeability and net-to-gross ratio). This 
work shows that the definition of a high-resolution electrofacies scheme and a high-resolution 




enables the identification of thin shale and carbonate cemented layers (thickness, extent and 
frequency) that can act as vertical barriers to fluid flow, significantly affecting the estimation 
of the effective vertical permeability and reservoir behavior. 
The 3D porosity and permeability distributions are directly related to the 
geostatistical facies models through specific ranges of uncertainty. Defining reservoir 
connectivity through the NtG is also directly related to the electrofacies. Specific ranges of 
uncertainty are selected for each electrofacies instead of using permeability cut-offs and 
Vshale curves that could be problematic due to measurements limitations, thin-bed effects and 
complex porosity/permeability correlations (Worthington and Cosentino, 2005). 
The high-resolution datasets created in this work form the working basis of the 
probabilistic and multi-objective history matching, used in the absence of a geological model, 
(Maschio and Schiozer, 2013) rather than using the deterministic solution provided in the 
Norne field benchmark Case (Rwechungura et al., 2010). Because the geology and structure 
of a reservoir affect flow behavior, particularly in the Norne field, this work tests different 
geostatistical techniques and includes new attributes with spatial variation. These include, 
facies, vertical permeability and vertical transmissibility models, and their influence on 
reservoir behavior. The efficiency of the pilot-well method, is tested by locally adjusting 
regions with extreme deviations to the observed data. This work proposes the use of pilot 
wells to restrain and modify the geological model to find the geological configuration that 
best matches the reservoir flow behavior. In this way, it is an important contribution to future 
integration of history-matching procedures and closed-loop reservoir management of the 
Norne field or in similar sandstone reservoirs worldwide. 
1.1. Motivation 
Traditionally reservoir models are constructed in two separated steps. First, the 
various sources of static information (i.e. seismic, well logs, geologic interpretations) are 
incorporated into high resolution “geomodels” by geoscientists. Then, this geomodel passes to 
the engineer who adjusts the model to match the observed dynamic data (i.e. gas, oil and 
water rates, pressure). However, most current methodologies that adjust the models to 
production data are separate to the techniques that generate the high-resolution geomodels. 
So, the final reservoir model may honor the dynamic data but may not continue to honor the 




Adjustments to the model, to match the production data, occur in the later stages 
of geological modeling and without interaction between these stages. Consequently, the 
geological consistency of the reservoir models is often neglected while prioritizing dynamic 
data matches. These actions cause problems during field development, as inconsistent 
geological models may lead to inaccurate predictions of reservoir behavior. This becomes 
even more important when dealing with complex datasets, such the Norne field benchmark 
case. 
The stage of integrating geological modeling with the history-matching procedure, 
in an iterative loop, addresses the issue of maintaining geological consistency. For the Norne 
field database specifically, there is an additional challenge due to the lack of a geological 
model, detailed core descriptions and facies models. The methods used in the proposed 
geological modeling workflow not only resulted in new information for the Norne field 
benchmark case but helped improve characterization of reservoir behavior, making it more 
geologically consistent. This new information was essential during the history matching stage, 
by supplying the parameters of the pilot wells to reduce the misfit in observed data. 
1.2. Objectives 
This work attempts to better connect the work of geoscientists with that of 
engineers; honoring the geological model while matching production data. To achieve this, 
the proposed methodology integrates a wide range of well-known techniques including, 
electrofacies classification, geological modeling, flow simulation, and history matching. The 
goal is to prepare a probabilistic database (electrofacies and petrophysical properties) essential 
for the implementation of the pilot wells approach derived from the pilot point´s concept. This 
approach is intended to obtain geologically consistent reservoir models that match the 
production data and honor all other static data, including current geological knowledge of the 
field. All the techniques are applied to the Norne field benchmark case, testing efficiency 
within a real context and, ultimately contributing to the characterization of geology and flow 
behavior. This work shows the generation of a electrofacies scheme as the main property to be 
disturbed at the pilot wells locations during the geostatistical-based history matching. This 







This work is limited by the incomplete information and datasets available in the 
Norne field benchmark case. It utilizes prior studies focused on history matching processes to 
make the following assumptions: 
 The reservoir structure available in the Norne field benchmark case (Verlo and 
Hetland, 2008) is maintained (horizons, zoning, faults network), allowing future 
comparisons with other studies that use the same database. 
 As the main goal is to work on attributes with spatial variation, some dynamic 
uncertainty ranges and levels established in previous studies (rock compressibility, 
relative permeability curves and capillary pressure, oil-water and gas-oil contacts),  
suffered only minor changes during the different history-matching runs. 
 The modifications, from previous studies, to adequate the procedures to the tools 
developed by the Unisim research group, while ensuring the physical and numerical 
consistency of reservoir models, are assumed to be adequate. These modifications 
include the conversion of the Eclipse 100 simulation model, available in the Norne 
Field benchmark case, to the CMG-IMEX simulation software, used as a starting point 
for the history matching process. 
1.4. Thesis Outline 
The thesis is structured in six chapters. Chapter 2 provides the main 
bibliographic references and theoretical concepts that support the methodology of this work 
while Chapter 3 details the general methodological steps of the workflow. Chapter 4 
introduces the Norne field dataset including an overview of the geological background, the 
data availability and the main characteristics and differences of the converted CMG-IMEX 
simulation model from the provided Eclipse 100 simulation model. Chapter 5 presents and 
discusses the main results, including: the results of the geological modeling workflow (the 
electrofacies database), a description of the main reservoir modeling workflow techniques 
used to generate multiple facies and petrophysical properties, and the results from the history-
matching workflow guided by the pilot wells. The history matching stage is divided into two 
case studies each one showing a different pilot well approach: the first is applied to G-
Segment while the second case study is applied to the southern C-Segment. Finally, Chapter 




2. Theoretical background 
This chapter describes the key theoretical concepts of this work along with some 
bibliographic references related with: the geological modeling methods and some key 
geological concepts, and the integration with a history matching process supported by 
geostatistical parameterization techniques, such the pilot point method. 
Recently, the concept of the “4D earth model” is becoming more usual due to the 
need to integrate time-lapse seismic data, reservoir modeling and reservoir flow simulation 
predictions in a shared framework (Doyen, 2007). This motivated the development of very 
specific workflows, respecting all collected data (static and dynamic data from well logs, 
cores and seismic data) (Figure 2.1). These workflows, also called as “the big loop” 
(Johnston, 2013), normally call for data analysis, geological modeling, geostatistics, scale 
issues, reservoir flow simulation, parameterizations, deep understanding of reservoir 
mechanics, optimization methods, inverse-problems theory (Kazemi and Stephen, 2012; 
Emerick, 2014). 
 
Figure 2.1. Workflow scheme representing the "big loop" approach (Johnston, 2013). 
2.1. Reservoir Modeling 
One of the main objectives of the reservoir models is to supply, as much as 
possible, a reliable representation of the reservoir heterogeneity. This is not an easy task as 
stated in the three “laws” defended by Johnston (2013) regarding the reservoir heterogeneity: 




 All reservoir are more heterogeneous than we think initially; 
 All reservoirs become more heterogeneous the more we study them. 
Basically, what these laws mean is that all reservoir models are somehow wrong. 
It is clear that some models are less wrong than others. The process of reservoir modeling 
consists of two main stages: first, the reservoir models are built with all available static 
information (e.g. geology, cores, well-logs, seismic) mainly through geostatistical methods. 
Due to the scarce available information that results in higher uncertainties, it is necessary a 
second stage where the models are modified until they match the production data (Hoffman 
and Caers, 2007). The integration of these different datasets with different sources into a 
consistent model is important to understand the reservoir behavior and improve the predictive 
performance of the models (Hoffman, 2005). 
2.1.1. Sequence stratigraphy and facies analysis concepts 
The facies identification is of great importance for many geological and 
engineering disciplines. The reservoir distribution of the facies is probably the most important 
uncertain property because drives and is directly related with the reservoir heterogeneity. Still, 
the facies deposition is mainly controlled by sequence stratigraphy principles (Catuneanu, 
2006) that govern the petrophysical properties distributions, and, ultimately, the fluid flow in 
the subsurface formations (Ma and Gomez, 2015). In the simplest sense, sequence 
stratigraphy deals with the sedimentary response to base-level changes, which can be 
analyzed from the scale of individual depositional systems to the scale of entire basins. The 
term depositional system is a general notion on the basis of depositional setting and 
environment. System tracks and sequence are sequence stratigraphy terms, defined in 
relationship to base-level and the transgressive-regressive curves. A system tract includes a 
sum of laterally correlative depositional systems while a sequence includes two or more 
systems tracts. The sequence stratigraphy concepts can be applied at any scale, depending on 
the problem in hand (Figure 2.2). The sequence stratigraphy approach integrates different 
disciplines (sedimentology, stratigraphy, geophysics, geomorphology, geochemistry and basin 
analysis), different data sources (outcrops, modern analogues, cores, well logs and seismic 
data) and research methods, leading to improved understanding of facies cyclicity, facies 
associations and relationships, and reservoir compartmentalization. The main controls on 
stratigraphic patterns include sea-level change, tectonism, subsidence mechanisms, climate 





Figure 2.2. Two ongoing sedimentary processes showing the applicability of the sedimentary concepts at 
virtually any scale: (a) alluvial fan; (b) small scale foreshore erosion patterns. 
The sequence stratigraphic surfaces are normally used as proxies for time lines. 
Thereafter, the sections between sequence stratigraphic surfaces are interpreted by 
recognizing facies contacts. These two types of surfaces (time lines and facies contacts) 
define sequence stratigraphy and lithostratigraphy, respectively (Figure 2.3). While 
lithostratigraphy deals with the lithology of strata and with their differentiation into units 
based on lithological character, the sequence stratigraphy, deals with the correlation of 
contemporary stratal units, independent of the lateral changes of facies across a basin. While 
the facies contacts are often highly diachronous, the sequence stratigraphic surfaces are nearly 
synchronous. These are important differences to take into account, namely during the facies 
analysis (Catuneanu, 2006). 
 




The facies analysis refers to the characterization of different rock bodies with 
unique lithological, physical and biological attributes. Regarding the facies analysis a few 
concepts also need to be taken into account such as: depositional systems, facies and facies 
models. A depositional system is the product of sedimentation in a particular depositional 
environment forming the building blocks of systems tracts. The facies refer to a particular 
combination of lithology, structural and texture attributes, being controlled by sedimentary 
processes that operate in particular areas of the depositional environments. The facies models 
assume the predictability in the morphology and evolution of a depositional environment, 
inferring vertical profiles and lateral changes of facies. The depositional environments may be 
classified into three broad categories, as follows (Catuneanu, 2006) (Figure 2.4): 
 Nonmarine  (beyond the reach of marine flooding): 
o Colluvial and alluvial fans 
o Fluvial environments 
o Lacustrine environments 
o Aeolian systems 
 Coastal (intermittently flooded by marine water): 
o River mouth environments: 
 Regressive (Deltas) 
 Transgressive (Estuaries) 
o Open shoreline (beach) environments: 
 Foreshore 
 Backshore  
 Marine (permanently covered by marine water): 
o Shallow marine: 
 Shoreface 
 Inner and outer shelf 
o Deep marine: 
 Continental slope 





Figure 2.4. Transition from marine to nonmarine environments. The large arrows indicate the direction of 
shoreline shift in the river mouth environments (R - regressive; T - transgressive). Between the two river 
mouth environments, the coastline is an open shoreline (Catuneanu, 2006). 
2.1.2. Geological characterization using electrofacies classification 
In the oil exploration context, the facies are generally interpreted from cores 
because they are not directly measured by wireline logs. However, due to economic 
constraints and high cost of cores, these are much less abundant than the wireline logs. 
Moreover, core description can be time consuming and dependent on geologist’s experience 
(Chang et al., 2002). This presents a challenge during the detailed facies interpretation at the 
well location, inference of stratigraphic geometry and modeling the reservoir at field scale (Qi 
and Carr, 2006). In this way, to reduce uncertainty when populating the facies in a 3D 
reservoir model, the facies are predicted at the wells using wireline logs (e.g. Ma and Gomez, 




Several methods have been proposed for predicting the electrofacies and other 
related reservoir properties. The first approaches applied cutoffs, and generally used one or 
two logs (Avansi, 2015); they are based on heuristic and are not optimal (Ma and Gomez, 
2015). Newer and also more sophisticated approaches include statistical (Ma, 2009; Gupta 
and Johnson, 2001) and neural networks methods (e.g. Chang et al., 2002; Qi and Carr, 2006; 
Ma and Gomez, 2015). 
For the electrofacies analysis, Gupta and Johnson (2001) used a supervised 
multivariate statistical technique based on the linear discriminant function analysis, done in 
two steps: first they generated the electrofacies database according to core-defined facies, and 
then, they assigned electrofacies to unknown depth levels with reference to the electrofacies 
database and a linear discriminant function. Ma (2009) used the propensity concept to define 
depositional environments and facies sequences. 
The electrofacies classification used in this study is based in the artificial neural 
networks algorithm (ANN), inspired by the way the brain neural networks process 
information (e.g. Qi and Carr, 2006). A characteristic feature of the ANN is the capability of 
assimilating highly complex relationships between several variables, learning the nature of the 
dependency between the input and output variables of the training set provided to the network 
(Qi and Carr, 2006; Maschio and Schiozer, 2014). Mohaghegh et al., (1996) presented one of 
the first studies using the ANN concepts in the petroleum industry. Since then, several studies 
using the ANNs can be found in the petroleum literature used in the estimation of a wide 
range of reservoir properties, including estimations of missing logs, classifications of 
categorical variables, such facies, rock types and flow units, and estimations of continuous 
properties, such as seismic inversion, porosity, permeability, liquid production, well 
performance, hydrocarbon recovery, and other petroleum-related properties (Qi and Carr, 
2006; Ma and Gomez, 2015 and references there in). In the context of electrofacies analysis, 
the neural network analysis provides a method to extract additional information from the well 
logs in order to better recognize lithofacies changes. Some applications can be found in the 
literature (e.g. Chang et al., 2002; Qi and Carr, 2006; Ma and Gomez, 2015; Correia and 
Schiozer, 2016). In terms of learning features, the ANN can be categorized in supervised and 
unsupervised. In the supervised method, back-propagation neural networks (BPNNs) are the 
most widely used (Qi and Carr, 2006). In the unsupervised networks, Kohonen self-
organizing maps (SOMs) and Adaptive Resonance Theory (ART) networks are the most 




In the supervised method, both input and output data are provided (Figure 2.5a). 
The error in the network is assessed by passing the input data through the ANN and 
comparing the result with the output data. The supervised methods can have several 
significant drawbacks. For example, the difficulties in tuning the training and the artifacts 
created due to over-training (Ma and Gomez, 2015). The restriction of output to 
predetermined clusters is also a major concern. When test data are located outside the training 
data range, the supervised method cannot classify them. The supervised method is mainly 
adequate to deal with stable and well-bounded problems that frequently are difficulty to found 
in reservoir characterization problems (Chang et al., 2002). 
 
Figure 2.5. Artificial neural network scheme: (a) back propagation ANN designed for lithofacies 
clustering (Ma and Gomez, 2015); (b) architecture of Kohonen one-dimensional self-organizing map 
(Chang et al., 2002). 
In the unsupervised networks with pattern-recognition principles, some of these 
disadvantages are overcome (Figure 2.5b). These principles involve extracting significant 
features from the inputs in training mode, and in production mode, clustering inputs based on 
extracted features (Chang et al., 2002). The unsupervised network is used to subdivide the 
input data into a number of specified classes. The network looks for regularities or trends in 
the input data, making adaption without being shown the correct output (Ma and Gomez, 
2015). 
The ANN should be used with caution when constructing 3D models, due to over 
and under-training problems, being more useful when integrated with spatial statistics or 
geostatistical methods (Ma and Gomez, 2015).  
2.1.3. Deterministic vs Stochastic 
The 3D modeling methods can be either deterministic or stochastic. The 




used in many practical cases. In some cases, a few 3D deterministic models can be built, each 
one representing different geological scenarios (Caers, 2011). Frequently the deterministic 
models are used simply because of time constraints. They can be useful in the initial reservoir 
characterization stages to understand some of the processes and to perform some initial 
investigation. However, rarely we have such perfect information that allows us to 
deterministically model the geological variability of the subsurface. In this way, a 
deterministic model certainly differs from the true Earth model, being unable to quantitatively 
forecast a phenomenon such as, the oil production over the years or the water and gas 
displacement during the reservoir production (Caers, 2011). Hence there is a need to model all 
aspects of uncertainty as related to the subsurface heterogeneity. 
The idea behind the stochastic methods is to generate models of uncertainty 
giving a probabilistic sense to the reservoir geology. This means generating multiple 
realizations tied to various sources of data and uncertainty, and with different ranges 
improving, in this way, the flexibility of our models. These uncertainties are a consequence of 
the variability and non-randomness of the geological phenomena, in other words the spatial 
distribution and spatial continuity of the facies and petrophysical properties. The multiple 
sources of uncertainty still a major challenge in oil exploration (Alhuthali et al., 2010, Caers, 
2011). 
2.1.4. Uncertainty 
In a general sense the uncertainty is caused by an incomplete understanding about 
something we want to quantify. Modeling uncertainties in geosciences has various challenges 
and issues that need to be addressed. 
Model all possible aspects of what is uncertain is too difficult and frequently 
unnecessary. If the application changes then the type of modeling and the approach to 
modeling uncertainty should be different. For example, if the main goal is to quantify the 
global hydrocarbon reserves, then the focus should be on the structural model and global 
parameters such as net-to-gross. On the other hand, if the question is about drilling the next 
well, than one should look to the local reservoir heterogeneity and connectivity of the flow 
units (Caers, 2011). 
Additionally, there are several sources of uncertainty (Caers, 2011): 
 Measurement errors and processing of raw measurements; 




 Type of geological setting which is interpreted from data or based on physical models 
which themselves are uncertain; 
 Spatial uncertainty, where different models match equally well the same data; 
 Response uncertainty, related to the way the geological uncertainty translates into 
modeling of processes such as the displacement of the different fluids in the reservoir. 
For example, solving partial differential equations requires boundary and initialization 
conditions that often are uncertain. 
Depending on the data sources available (well-logs, cores, seismic, etc.) to 
constrain the models of uncertainty they inform various scales of uncertainty. At the largest 
scale, one considers the major reservoir boundaries, the fluid contacts, and fault blocks. These 
properties are often well known because of the numerous sources of data informing these 
properties. Well and seismic data can provide a wealth of information; and coupling these 
data with the geologic knowledge of the reservoir usually provides a fairly clear description of 
the reservoir structure. Seismic data provide the fundamental means for the preliminary 
evaluation of a basin fill in the subsurface, usually prior to drilling, in terms of overall 
structure, stratigraphic architecture and fluid content (Catuneanu, 2006). However, the 
seismic data cannot be resolved to the scale of the reservoir simulation blocks nor does it 
predict whether the fault is conducting or sealing. It is also by nature inexact; for example, 
horizons may be shown in the incorrect locations (Hoffman, 2005). The large scale properties 
range from hundreds to thousands of feet in dimension. At the medium scale, where facies 
locations and sand proportions are modeled, to determine the spatial properties between wells, 
there is a large dependence on geologic interpretation of the reservoir because few direct 
measurements exist at this scale. Consequently, these properties typically have a considerable 
amount of uncertainty; however, they are important to model, for example, inter-well 
connectivity. This data is commonly on the order of tens to hundreds of feet. Finally, the 
uncertainty at the finest scale also exists. Localized measurements on a very fine scale (well-
logs and cores) inform non-measured locations only qualitatively, being useful to generate a 
geological map or training images, analyze vertical stacking patterns, depositional systems, 
inferred lateral facies trends, facies or sand/shale identification, estimate fluid saturations and 
calibration of seismic data. Nevertheless, well log information does not inform properties 
between wells (Hoffman, 2005). 
The scales of uncertainty that control the reservoir quality variations are covered 




data (Figure 2.6). When building a reservoir model, the need for starting with the larger scale 
properties and subsequently working on smaller scales should be obvious. 
 
Figure 2.6. Scales of different reservoir data types. The left/bottom side of each box represents the 
resolution limit and the right/top side represents the coverage (Johnston, 2013). 
From a geostatistical point of view, the uncertainty tends to be grouped into two 
general categories: geologic scenarios and reservoir properties (Hoffman, 2005). The geologic 
scenario accounts for the type of reservoir (e.g. presence of channels versus presence of bars), 
the major structure (e.g. the existence of an aquifer) and the type of geostatistical method 
used. The geologic scenario has a significant impact on the fluids displacement in a reservoir; 
however, since the set of scenarios is discrete, it is hardly perturbed in a typical history 
matching workflow. For this type of uncertainty, we are strongly dependent on the geologist’s 
and geophysicist’s ability to describe the nature of the reservoir, the uncertainty associated 
with a given geologic scenario, and the possible alternative geologic scenarios. Regarding the 
reservoir properties, large and middle scale parameters, for instance, fault transmissibility, 
fluid contacts, relative permeability and facies proportions, as well as small scale parameters 
such as permeability and porosity histograms and variograms are subject to uncertainty. The 
uncertainty at the property level is usually very large and also important to flow simulation. 
Unlike geologic scenarios, reservoir properties are often easily parameterized and disturbed in 
history matching (Hoffman, 2005). 
A further source of uncertainty, while fundamentally different and normally less 




uncertainty (Caumon et al., 2004). Once various input parameters such as facies proportions, 
histograms, and variograms are defined, geostatistics is used to generate a realization (model) 
of a particular property (e.g. facies, petrophysical property). Actually, multiple equal-probable 
realizations can be generated by changing the random seed in the geostatistical algorithm. All 
realizations honor the same input parameters; therefore, this type of uncertainty is only due to 
the random seed. This uncertainty differs from the first two because it is due to the algorithm 
while the other two come from physical reality. 
Uncertainty provides both the need and the means for history matching. However, 
determining which properties to change, how to change them and by how much are as 
essential as challenging tasks of a successful history matching (Hoffman, 2005). 
2.1.5. Spatial continuity models 
While the spatial distribution refers to the way the property values vary in space 
and/or time, the spatial continuity refers to the spatial relationship between values, in other 
words values measured close to each other should be more similar than values measured 
further apart. There are three main spatial continuity models for quantifying the properties 
continuity: variogram, object and 3D training image models. 
The variogram model is mainly based in mathematical assumptions rather than 
physical ones. Probably is one of the simplest model, requiring only a few input parameters. 
However, it may not be easy to interpret when there are few data available, nor can it 
represent the complexity of some real spatially varying phenomena, such carbonate mounds 
and reefs or complex sinuous variation of a channel (Caers, 2011). The spatial continuity is 
measured through the variogram analysis that determines the anisotropy range in different 
directions (horizontal and vertical) (Figure 2.7). The following important features can be 
determined from a variogram estimate (Deutsch, 2002): (1) the range, or the distance between 
two correlated geological samples (also referred as correlation length); (2) the sill, often equal 
to the variance of the sample values, that corresponds to the level where the increase in the 
variogram flattens. When this plateau is reached is determined the range; (3) the nugget effect 
refers to small scale variability that is not sampled because the distance between the samples 
is too large. As these ranges increases, it means that different geological samples are 
correlated to greater distances. Some of the problems associated to this method are the lack of 
geological realism and the difficulties in inferring the variogram parameters, namely when the 





Figure 2.7. Example of a variogram model (left) and the respective autocorrelation function (right) (Caers, 
2011). 
 
Figure 2.8. An actual deltaic system (left) and an object (Boolean) model representing a deltaic system 
(right) (Caers, 2011). 
As a consequence, the object modeling became fashionable mainly because of 
their geologic realism (Mariethoz and Caers, 2015). The object-based (Boolean) approach 
consists of inserting onto the grid a set of objects representing different geological features 
(e.g. rock types, sedimentary facies) (Figure 2.8). As mentioned, this type of models need a 
great number of input parameters such the shape of the objects (sinuous, elliptic, cubic), their 
dimensions (width, thickness, sinuosity etc.) and the spatial relationship between the objects 
(erosion of one by another, embedding, etc.) 
The 3D training image or multiple-point geostatistics modeling is a relatively 
new tool that addresses the spatial continuity as a full 3D image, not as a set of parameters, 
whether variogram ranges or distributions of object dimensions. The objective is to build a 3D 




constrain such model to the available datasets (Figure 2.9). Frequently, different training 
images are created in order to address the uncertainty regarding the understanding of the 
geological phenomenon (Caers, 2011; Mariethoz and Caers, 2015). 
 
Figure 2.9. A few example training images: (a) discrete (meandering channels), (b) continuous (porosity 
distribution), (c) large scale (braided channels), (d) small scale (rock pore size) (Zhang, 2008). 
The object (Boolean) model and the 3D training image models attempt to 
overcome some of the limitations of the variogram-based models by importing realistic 
shapes and associations into a model. However, they call for a prior understanding and 
interpretation of the geological phenomenon and require many more parameters. These 
interpretations also carry a great deal of uncertainty. 
2.1.6. Spatial uncertainty models 
A set of different models can be generated for a given spatial continuity model 
matching equally well the same data sources (well logs, seismic and production data), 
representing a type of uncertainty termed spatial uncertainty. Various methods have been 
proposed to accomplish this issue (Caers, 2011): 
1. The object-based algorithm aims to generate multiple Earth models by dropping onto the 




than cell-based models, since is much more difficult to adjust a set of objects into a model 
constrained to all data than adjusting a few grid cells. 
2. The sequential simulation algorithm based on training images forces the 3D Earth model 
to follow a pattern that is similar to the pattern of the training image. At each grid cell, the 
probability of having a certain category (e.g. channel sand, shale) given any previously 
simulated categories is calculated. Allows constraining to well data in a single pass over 
all grid cells, without the need of multiple iterations as in the object-based algorithm. The 
obtained geobodies are not as detailed as in the object-based method; however, the joint 
capability of honoring the data and producing realistic 3D models represents a major 
advantage regarding other methods (Mariethoz and Caers, 2015). 
3. The variogram-based methods aim to generate an Earth model that follows the variogram 
that was obtained from the available datasets (e.g. wells) or other information. There are 
many ways to characterize the spatial uncertainties of the Earth models through 
variogram-based methods. Here are some of the most important (Deutsch, 2002): 
a. Kriging: is a linear, unbiased estimator accounting for the correlation between the 
data and the unknown and the redundancy of information carried by the data. 
Kriging may also be considered a spatial regression, thus it creates an estimate that 
is often smooth (Figure 2.10). The smoothing is particularly noticeable away from 
the data locations. 
b. Sequential Gaussian Simulation: The main goal of Kriging is to estimate the 
unknowns at all locations that have not been sampled, providing a single best 
guess for all the estimated values. However, when the goal is to model 
uncertainties involves providing multiple possibilities for the true unknown value 
or to provide a probability distribution that covers, as much as possible, the lack of 
knowledge about the true answer. This probability distribution must be constrained 
to the available data (wells, seismic). As mentioned for the 3D training image 
methods, their probability distribution is obtained directly from the 3D training 
image. In variogram-based models, Kriging can be used to derive those probability 
distributions. The sequential Gaussian simulation algorithm is simple, flexible and 
efficient and can be described as follows: (1) transform any hard data to a standard 
Gaussian distribution prior to stochastic simulation; (2) assign the data to the grid; 
(3) define a random path that loops over all the grid cells; (4) for each grid cell, 
first determine by Kriging the weights assigned to each neighboring data value, 




mean and Kriging variance, respectively, and finally define the value of that 
distribution; (5) back transform all data values and simulated values into the 
original distribution; (6) create any number of realizations by repeating with 
different random number seeds. 
 
Figure 2.10. Example of the smoothing effect of Kriging in a porosity model available in the Norne field 
database (Correia et al., 2016)  
2.1.7. Static reservoir models 
The stages of building a reservoir model are not independent. For instance the 
location of the facies cannot be determined until the 3D stratigraphic grid is complete, and the 
porosity should not be assigned to a grid block until the facies has been determined to that 
grid block (Hoffman, 2005). At this stage the well and seismic information coupled with 
geological knowledge of the reservoir are the main sources of information. The well logs 
represent geophysical recordings of various rock properties in boreholes with resolution 
normally around one foot (depending on the log tool) (Catuneanu, 2006). However, does not 
inform properties between the wells, besides the fact that wells tend to be preferentially 
located. The most common log types that are routinely used for facies analysis (lithology, 
porosity, fluid evaluation) and stratigraphic correlations are summarized in the Table 2.1., 
with particular emphasis to the gamma-ray log, an widespread log normally recorded in all 
wells (Correia et al., 2012). From the other side, the seismic data provides a quasi-exhaustive 
spatial coverage of the reservoir, normally with high areal resolution but low vertical 
resolution, normally lower than the simulation models. These different sources of data 
complement each other. Therefore, they should be used together during the reservoir 





Table 2.1. Types of well logs, properties they measure and their use for geological interpretations 
(modified from Catuneanu, 2006) 
 
The facies can be inferred from well measurements (e.g. electrofacies) and then 
extrapolated throughout the model using the geological knowledge of the reservoir together 
with an adequate modeling method (e.g. variogram, object, training image). Like well logs, 
seismic data (e.g. impedances) is usually an indicator of facies. Hence, it must be calibrated 
using facies observations at wells and then used as a spatial constraint when modeling the 
facies for the entire reservoir (Maharaja, 2007). 
As mentioned, the porosity should not be assigned to a grid block until the facies 
that the grid block belongs to has been determined. After the data analysis, the porosity is 
directly measured at the well locations and populated throughout the reservoir with a 
geostatistical method, guided by the facies distribution (Krigowski, 2003; Hoffman, 2005). 
The permeability is normally obtained after the porosity based in core 
measurements. The relationship between porosity and permeability is then used to model the 





Figure 2.11. (a) Cross plot of the overburden corrected core porosity versus the overburden corrected and 
klinkenberg corrected core permeability for the Garn, Not and Ile 3 formations (Statoil 1994a in Verlo 
and Hetland, 2008); (b) cross plot of the core porosity versus the core permeability obtained for 
fluvial/deltaic sands (Soeder and Randolph, 1987). 
The net-to-gross (NtG) estimates the reservoir volume and reservoir connectivity, 
with a great importance during the flow simulations (Zakrevsky, 2011). NtG is defined as the 
ratio between the volumes of pay rock and the total rock volume in the reservoir, being the 
pay rock defined as the local reservoir that contains economically producible hydrocarbons. 
The definition of the reservoir through the NtG should be related to the facies distribution (or 
electrofacies) instead of the frequently used permeability cut-offs and estimated shale volume 
curves that could be problematic due to measurements limitations, thin-bed effects and 
complex porosity/permeability correlations (Worthington and Cosentino, 2005). Additionally, 
an NtG estimate based in facies that are constrained by seismic data represents better the 
global NtG value (Maharaja, 2007). 
Measurements of relative permeability (kr) remain important variables in reservoir 
modeling. They are an essential input for numerical simulations, namely to estimate the 
productivity, injectivity, and ultimate recovery from oil reservoirs for evaluation and planning 
of production operations (Zhang et al., 2014). Relative permeability is a dimensionless 
measure of the effective permeability of the multiphase flow phases in porous media, varying 
with the proportion of oil and water saturation. The capillary pressure is another important 
property that also varies with the saturation proportions (Amy et al., 2009). As relative 
permeability is directly related with the effective permeability of the rocks, different kr curves 






2.2. Integration of geological models with observed data 
In reservoir management projects, the available datasets comprise information 
with different resolutions. The geological model can have millions of blocks to capture the 
details of the reservoir heterogeneity and better reserve computation (Maharaja, 2007), and is 
normally done in a stochastic framework using geostatistical methods as mentioned in the 
previous sub-sections. The flow simulation model (~100.000 blocks) represents the 
compromise between the desire to capture the details and the computational efficiency to be 
able to run multiple simulations. The seismic data is characterized by their low vertical 
resolution and high horizontal resolution. Frequently, the seismic data has lower vertical 
resolutions but significantly higher areal resolution, than the simulation models. In an 
integration process the main challenge is to use in an effective way these different data 
sources with different resolutions (Enchery et al., 2007; Correia et al., 2016). The common 
way to represent geologic, flow simulation and seismic data is by using grids with different 
resolutions integrated by different upscaling/downscaling methods. The upscaling methods 
normally are followed by a smooth effect and simplification of the geological model and the 
downscaling methods many times are not successful in capturing the fine-scale 
heterogeneities (Johnston, 2013). 
2.2.1. Upscaling and downscaling 
Capturing heterogeneity in a single rock volume is still a challenge to the 
petroleum industry. In this sense, the heterogeneities at geological scale must be scaled up 
into larger scale volumes to better predict reservoir performance (Dernaika et al., 2015). This 
is a necessary process due to computational restrictions and to limitations of the commercial 
flow simulator software’s. The recommended number of blocks depends on the type of 
simulator (black-oil, compositional) and also on the computer hardware´s capacity. 
Uncertainty analysis processes normally implies to simulate hundreds or thousands of 
different geological realizations, making unfeasible the simulation at the geological scale. Is 
this way the reduction of the computational efforts to run these multiple simulations assumes 
a great importance. For these cases are recommended grids with approximately 100.000 
blocks (Correia, 2014). The main challenge is representing the fine scale heterogeneities in 
simulations grids with low resolution. Traditional procedures evolve different averaging 
methods while modern techniques include the use of Dykstra-Parsons coefficient, pseudo-




Regarding the downscaling procedures, some methods have been proposed with 
different degrees of sophistication. The simplest method is to subsample the simulation model 
grid where all fine grid blocks in a given coarse grid block are attributed the same property as 
the coarse grid block (Mezghani et al., 2004). This approach ignores fine-scale heterogeneity. 
The downscaling method proposed by Sengupta et al., (2003) is based in the assumption that 
the displacing fluid is more likely to replace oil in high-porosity and high-permeability sands 
that have high initial oil saturation. Castro (2007) addresses the same issue and proposes a 
method for downscaling saturations where local flow problems are solved consistently with 
the coarse flow solutions. Enchery et al., (2007) merge subsampling and flow-based methods. 
They define regions that calls for local flow simulations using boundary conditions specified 
from the global coarse simulation model. For the other regions a simple mapping to the 
geological grid is sufficient. 
2.3. History matching 
History matching is a iterative process that involves the use of dynamic observed 
data (bottom-hole pressures, saturation, oil, gas and flow rates, etc.) to estimate reservoir 
properties (e.g. permeability, porosity) (Maschio et al., 2015). The flow simulation results of 
multiple realizations provide a range of the variation in the dynamic properties over the whole 
reservoir and production time (Hoffman, 2005). After obtaining the flow simulation outputs, 
the differences between the observed dynamic data and the corresponding simulated 
responses are computed in a least-squared sense by an objective function (OF). Various 
parameters of the workflow can then be adjusted in order to minimize the OF. 
A detailed state of the art of history matching and uncertainty quantification has 
been presented by Oliver and Chen (2011). Different studies integrating history matching 
with reservoir characterization have been proposed in the last years. The ensemble Kalman 
filter (EnKF) approach has been developed and recognized as a promising way for 
assimilating dynamic production data into reservoir models. The method is proven efficient 
for updating continuous model parameters that have a linear statistical relation with the flow 
responses (Aanonsen et al., 2009; Hu et al., 2013). Other authors (e.g. Almeida et al., 2014; 
Maschio et al., 2008, 2015; Avansi et al., 2016) propose a history matching approach that 
integrates reservoir characterization, numerical simulation and probabilistic history matching 





1. Characterization under uncertainties 
During this stage the model is built by including uncertainty in the most relevant 
attributes. The attributes with spatial variation (geostatistical models) are generated and 
evaluated during the geological modeling workflow. The other attributes (e.g. relative 
permeability curves (kr curves), oil-water contact (OWC) and gas-oil contact (GOC), rock 
compressibility, faults transmissibility) are treated according to their particularities and 
discretized in levels of uncertainty, each one with an initial probability of occurrence. 
 
Figure 2.12. History matching workflow used in this work (Almeida, 2016; Avansi et al., 2016, Silva, 2016) 
2. Tolerance and normalization limits 
The tolerance ranges are defined for each OF to be adjusted. The tolerance values 
vary according to the confidence level of historical data and are used to calculate the 
Normalized Quadratic Distance with Sign (NQDS) (Figure 2.13). The NQDS is a 
performance index which shows the deviations of all OF from historical data. The 




this stage. These limits are based on the acceptable deviations range and show the quality of 
the history matching process (Table 2.2). 
3. Process definition 
Choose between a history matching or uncertainty reduction process. Although 
related, each has a different specific objective. The uncertainty reduction process objective is 
to re-characterize the attributes based on observed data, reduce the forecast uncertainty, and 
also reduce the attributes uncertainty. It involves the redistribution of uncertain probability 
levels, and/or levels removal. The best reservoir models can be used to redefine the attributes 
probability distribution. The term history matching refers to the process used to find a 
simulation model or a set of models within the established acceptable range. In general, the 
objective of history matching is to find the best models to forecast the reservoir behavior and 
assist in decision making. The attributes are then combined in scenarios that are simulated 
through reservoir flow simulator software. The deviations from observed data (production and 
or seismic data) are calculated for each OF (Almeida et al., 2014) during the quantification 
and diagnosis step. 
4. Models generation 
This step comprehends the generation of new simulation models according to the 
method defined in the previous step. In the uncertainty reduction process, the new models are 
a combination of the uncertain attributes according to the Discretized Latin Hypercube with 
Geostatistics method (DLHG) (Schiozer et al., 2017). The number of geostatistical models 
must be compatible with the problem and could be changed during the history matching 
process. Proceeding with the history matching, the new models are generated according to a 
specific optimization strategy.  
5. Numerical simulation 
The models are simulated and the deviations from observed data (production 
and/or seismic data) are calculated for each OF. 
6. Diagnosis 
This is also one of the most important steps of the methodology, where each 




through graphic analysis (Figure 2.13). The deviations are calculated using the NQDS 




           (3.1) 
where QDs and AQD are the quadratic deviation with sign and the acceptable quadratic 




× 𝑄𝐷          (3.2) 
𝐴𝑄𝐷 = ∑ [(𝑇𝑜𝑙 ∗ 𝐻𝑖𝑠𝑡 + 𝐶)]2𝑛𝑖=1         (3.3) 
where n is the number of data in the series. The indicator AQD is used to normalize the 
quadratic deviation according to a tolerance (Tol), given by a percentage of the history (Hist), 
and a constant (C) to be added to the history data. The Tol and C values vary according to the 
data reliability, importance and quality of the desired solution. The C values should be used 
only in very specific cases, namely in data series that show null values (or values close to 
zero) during the historical period. LD and QD are linear and quadratic deviations as follows: 
𝑄𝐷 = ∑ [𝑆𝑖𝑚𝑖 − 𝐻𝑖𝑠𝑡𝑖]
2𝑛
𝑖=1          (3.4) 
𝐿𝐷 = ∑ (𝑆𝑖𝑚𝑖 − 𝐻𝑖𝑠𝑡𝑖)
𝑛
𝑖=1          (3.5) 
where Sim is the simulated data for a specific OF which can be production rates or pressure. 
The indicator is normalized for each well and each OF. 
Figure 2.13 shows the type of plots that are used during the quantification and 
diagnosis step in order to characterize and understand the global and local behavior of the 
deviations. In this schematic example are shown five wells (W1 to W5), each one with a 
different behavior. Two aspects are important in the diagnosis: the average deviation and 
symmetry (Almeida et al., 2014; Maschio and Schiozer, 2014; Avansi et al., 2016). 
 The wells W1 and W2, apart the fact that all models are outside the acceptance range, 
the NQDS values are mostly concentrated above or below the acceptance limits. This 
fact also suggests a new parameterization and increasing the uncertainty range of the 
mapped parameters; 
 For the well W3, all the NQDS values are distributed above and below the acceptance 




 The well W4 shows some models outside the acceptance range. Nevertheless, the 
NQDS deviations are not so far from the acceptance range, showing also a good 
symmetry (negative and positive deviations). For these cases, an uncertainty reduction 
stage should be enough to solve those deviations; 
 In the well W5 all the models are within the acceptance range. This well does not 
demand any adjustment and their characteristics must be maintained during the 
calibration of the other wells. 
In a probabilistic approach, many NQDS values are generated for each OF, one 
for each simulation model. Additionally, multiple OF can be analyzed for each well. In this 
context, the models calibration is not finished until all OF are within the acceptance range. 
 
Figure 2.13. Type of plots used during the misfit quantification and diagnosis stage for a specific iteration 
of the history matching workflow (Almeida el al., 2014; Maschio and Schiozer, 2014; Avansi et al., 2016). 
7. Analysis of acceptable results 
Verify whether the NQDS results are acceptable within the established criteria. If 
the results are acceptable, the process is finished and proceeds to the application step 
(production forecasts). In synthetic reservoirs the acceptance range is normally defined 
between [-1 1], with the interval representing a deviation from the previously defined 
tolerance percentage. However, depending on the history matching stage and on the type of 




Table 2.2. Acceptance ranges (module values) (in Almeida, 2016). 
│Acceptance range│ Adjustment quality 
< 1 Excellent 
]1 3] Good 
]3 5] Fair 
]5 10] Poor 
> 10 Unacceptable 
 
Depending on the reservoir complexity, namely when dealing with real datasets, 
these levels could be adjusted. As an example, in a synthetic dataset a NQDS > 10 is normally 
defined as an unacceptable adjustment; in a complex reservoir the same range could be 
acceptable. To highlight that, once defined the acceptance range and the tolerance 
percentages, they shall remain unchanged until the end of the calibration process. 
8. Numerical simulation consistency 
The consistency check of the numerical model is an important step in the history 
matching process to ensure that the reservoir follows the physical equilibrium requirements. 
9. Analysis and changes 
If changes in the numerical model are necessary, it follows a numerical and 
physical evaluation in order to modify the numerical reservoir model, including adjustments 
in the well-productivity and completion patterns, maximum time-step size, among others. 
10. Parameterization evaluation 
Checked the simulation model consistency, the need for a new parameterization is 
evaluated in order to determine whether it is sufficient to achieve the desired goal. Changes in 
the parametrization are necessary when the NQDS values are completely or partially outside 
(not centered) of the acceptance region. In such case, a new characterization step is needed 
(W1, W2 and W3 in the Figure 2.13); otherwise, the probability of the uncertain the attributes 
can be changed in order to reduce the NQDS variation (W4 in the Figure 2.13). The analysis 
of the NQDS indicators integrated with the geological and structural framework knowledge of 
the reservoir could allow us to understand the faults influence in the flow behavior, the 
presence of the faults and especial geological features such high permeability channels, 
vertical stratigraphic barriers to the flow displacement.  




In this stage a new reservoir characterization is carried out. This approach, when 
integrated with reservoir-numerical-model matching, is an important step during the models 
calibration and may include changing the uncertainty ranges of the parameters, adding new 
parameters and adding new geostatistical images (Avansi et al., 2016). 
Some key parameters when dealing with reservoirs and their fluids distribution 
are the facies proportions and the spatial distribution of the petrophysical properties. In 
conventional history matching procedures, petrophysical properties, such as porosity and 
permeability, are frequently modified using multipliers. This procedure may generate models 
geologically inconsistent, namely when these changes are made regionally, compromising the 
reservoir spatial continuity. To maintain the geological consistency of the reservoir models, 
the history matching should be integrated with the geostatistical modeling (Maschio et al., 
2015). Here, the geostatistical-based parameterization techniques developed for adjusting the 
spatial distribution of the petrophysical properties within geological models assume a 
particular importance, as detailed in the next section (Le Ravalec-Dupin et al., 2012). 
12. Update attributes 
The Figure 2.12 shows a generic workflow that can be used for adjusting or 
reducing uncertainties. The first comprehends updating the values of the attributes based in 
specific rules of each algorithm; the second implies the probabilities redistribution. 
13. Increase models number 
At the end of the process, when diagnosis indicates that is possible to select a few 
models, is better to increase the number of scenarios in order to increase the number of 
filtered models. 
14. Model selection (filter) 
Despite the reduction of uncertainties during the previous steps, the selection of 
the models that meet the history-matching criteria is a necessary step to remove the remaining 
misfit scenarios from the production forecast. 
15. Application 
With multiple possible solutions in hands follows the application of those models 
in the production forecast under uncertainties and closed-loop reservoir management 




2.4. Geostatistical-based parameterization methods 
The production data adds important information to constrain the spatial 
distribution of the reservoir properties. However, even after a history matching process 
significant uncertainties subsist in the reservoir models. History matching is an inversion 
process with multiple answers. This non-uniqueness demands the incorporation of additional 
data sources such as seismic data and geological interpretations (Caers, 2003). Due to the high 
number of variables in a simulation model, many times is advantageous to parameterize the 
problem in a way that the model variables are adjusted in a much lower dimensional space. 
The parameterization is normally applied to problems in which the parameters are defined on 
a grid, such as grid-block permeability and porosity values (Oliver and Chen, 2011). In this 
way, various methods known as geostatistical-based parameterization techniques have been 
developed to integrate the production data with geological continuity information such as: the 
zoning method (i.e. Keidser and Rosbjerg, 1991), the gradual deformation method (Hu, 2000), 
the probability perturbation method (Caers, 2003), the co-simulation perturbation method (Le 
Ravalec-Dupin and Da Veiga, 2011) and the pilot point method (De Marsily et al., 1984) in 
which this study is based. 
2.4.1. Zoning 
The zoning method works over a domain that is larger than a single simulator grid-block 
(Bissel et al., 1997). The boundaries of zones are determined before the assimilation of 
production data so that only the values of the reservoir properties in each zone are considered 
to be uncertain. As most of the parameterization methods, the zonation also allows a rapid 
initial reduction in the data misfit; however, the final data misfit is typically larger than 
desired due to the small number of degrees of freedom and the non-optimal zones 
delimitation. Also the discontinuous reservoir properties at the zonation boundaries are a 
common problem in the zoning method, creating additional challenges to maintain the 
geological consistency of the reservoir model (Oliver and Chen, 2011). 
2.4.2. Gradual deformation 
Hu (2000) proposes the gradual deformation method that gradually changes one initial 
geological model that does not match the production data until a history match is achieved. 
They gradually deform realizations of a Gaussian-related stochastic model while preserving 




deformation parameter induces a continuous change in the model realizations. Therefore, an 
optimization algorithm (i.e. gradient based algorithm) is used to find the deformation 
parameter with the best results in minimizing the objective function. This method is efficient 
for matching production data from a reduced number of parameters (Le Ravalec-Dupin et al., 
2010). However, when dealing with large reservoir models (Hu, 2000) and with 4D seismic 
data (Le Ravalec-Dupin et al., 2010), the gradual deformation method presents some 
limitations. 
2.4.3. Probability perturbation 
A similar method is proposed by Caers (2003) called probability perturbation method, 
developed to overcome the limitations of the gradual deformation method by using only a few 
streamline simulations. Therefore, this method could be applied to large reservoirs with many 
wells. The idea is to match streamline harmonic averages using a gradual deformation 
method. He used multiple-point geostatistics to match the production data of complex 
heterogeneous geological structures (fractures, channels), which are beyond the modeling 
capability of the variogram. The streamline simulations are used to define zones-of-influence 
of producers, allowing the jointly history match of multiple wells (Caers, 2003). 
2.4.4. Co-simulation perturbation 
The co-simulation perturbation method present by Le Ravalec-Dupin and Da Veiga 
(2011) is also closely related to the gradual deformation method (Hu, 2000). Instead uses 
correlation coefficients (i.e. porosity/permeability) that can be adjusted during the 
optimization process. The correlation coefficients are used to lead the deformation of 
realizations while preserving their spatial variability. 
2.4.5. Pilot point 
The pilot point method is a geostatistical-based parameterization technique that 
consists of calibrating an initial spatially correlated field, generated from the measured values 
and a set of additional synthetic data at selected unmeasured locations in the reservoir referred 
to as pilot points (RamRao et al., 1995; Alcolea et al., 2006). The pilot point is some kind of 
fictitious data used to affect realistic modifications in the reservoir regions surrounding the 
pilot point location (Figure 2.14). The values in the pilot point locations are the parameters to 




minimize the misfit between calculated and measured data (objective function) (Alcolea et al., 
2006; Le Ravalec-Dupin et al., 2012). At other locations, the values are found through 
Kriging interpolation. The total number of pilot points and their location is one of the key 
issues of this method, varies from reservoir to reservoir and depends upon the chosen 
minimum value admitted for the objective function (RamaRao et al., 1995; Oliver and Chen, 
2011). 
 
Figure 2.14. Pilot point schematic and the area of influence through the model (RamaRao et al., 1995). 
The pilot point method is a flexible and widely used technique. In the last three 
decades several modifications, extensions of the pilot point method with multiple applications 
and different degrees of sophistication have been proposed by different authors. From the 
mid-1980s to the mid-1990s it was mainly used to solve groundwater inverse problems (i.e. 
De Marsily et al., 1984; LaVenue and Pickens, 1992; RamaRao et al., 1995; Alcolea et al., 
2006; Li et al., 2013) and only then extended to hydrocarbon reservoirs (i.e. Bissel et al., 
1997; Wen et al., 1999, 2006; Le Ravalec-Dupin, 2010; Le Ravalec-Dupin et al., 2012). 
In 1984, De Marsily and others introduced for the first time the “pilot points” 
concept, corresponding to an additional number of points in the reservoir with different 
locations as the available wells. They located the pilot points “more or less uniformly” while 
tried to follow zones of large transmissibility contrasts. The optimization process searches for 
the optimal values at the pilot point locations in order to minimize the mismatch between 
calculated and observed data (De Marsily et al., 1984). To overcome instability problems that 
frequently affects inverse problems, they imposed some upper and lower bounds to the model 
parameters at the pilot point locations. Later, Certes and De Marsily (1991) applied the pilot 
point method in the estimation of transmissibility fields in aquifers by Kriging (in the 




 constant estimated variogram; 
 locally measured data (wells); 
 fictitious measurements (pilot points) with values changed at each iteration of the 
optimization process. 
According to the authors, some of the challenges of the pilot point method were 
related with the type and accuracy of the estimated variogram, namely in real reservoirs. 
Additionally, the choice of the number and locations of the pilot points persisted as one of the 
big issues of that method (Certes and De Marsily, 1991). 
On this subject many authors proposed several approaches. La Venue and Pickens 
(1992) addressed this issue presenting some adjustments that allowed the identification of 
regions where the modifications of the model´s kriged transmissivity or boundary pressures 
values would directly improve the overall data misfit. Basically, they compute the data misfit 
based only on the observed data and on Kriging interpolations. If the results were not 
satisfactory, they use adjoint sensitivity techniques to determine the highest sensitivity regions 
and then, select the pilot point locations. In this way, the pilot points were placed at locations 
where their potential for reducing the objective function was the highest. A semi-manual 
approach was used, where one or two pilot points were progressively increased between 
iterations, and their locations chosen accordingly to the value of the gradient of the objective 
function. 
RamaRao et al. (1995) proposed an extension of the pilot point method proposed 
by De Marsily et al., (1984) and LaVenue and Pickens (1992). The main difference to the 
previous mentioned studies was in the automatic pilot point selection process. While the 
location of the parameters was subjectively done in above cited references, in the RamaRao et 
al. (1995) study the choice was totally objective, eliminating the need of testing alternative 
pilot point configurations. They used a coupled adjoint sensitivity analysis and Kriging of 
each conditional simulation to choose the optimal location and transmissivity values to each 
pilot point. The sequential addition of the pilot points was also one of the main advantages of 
their iterative algorithm. In each stage of the calibration procedure only a few pilot points 
were identified and added. For instance, starting from the conditional simulation parameter 
field, resulting from the inclusion of the pilot points determined in the previous stage, another 
set of pilot points is obtained in the next stage. This process is repeated for several stages until 
satisfactory calibration is achieved or the maximum number of allowable pilot points is 




In 1997, three sequential studies carried out by the same research group, presented 
a set of experiments that included testing the pilot point method efficiency in synthetic and 
real aquifers (Goméz-Hernández et al., 1997; Capilla et al., 1997, 1998). They concluded that 
the performance of the self-calibrated algorithm increases with the number of pilot points 
(there called master points). They made some empirical suggestions such as considering 
between a minimum of three pilot points per range of the variogram and a maximum set by 
the available computer resources and the stability of the optimization procedure. 
Later, Alcolea et al. (2006) proposed a modification to the pilot point method, 
including prior information in the optimization process by adding a plausibility term to the 
objective function to be minimized. With this modification they decreased the instability 
problems that frequently affect this method and improved the identification of the reservoir 
heterogeneities by allowing the use of a larger number of pilot points. The instability of the 
optimization problem normally is attributed to over parameterization, involving: 
 large values of some model parameters due to unbounded fluctuations. As mentioned 
before, some authors addressed this issue by including lower and upper bounds on the 
model parameters (LaVenue and Pickens, 1992; RamaRao et al., 1995; Gómez-
Hernández et al., 1997); 
 large variations in the properties values over small distances; 
 large second derivatives of the reservoir properties. 
Many authors avoided this issue by using a small number of pilot points. 
However, this can lead to three side effects (Alcolea et al., 2006): 
 the identification of the reservoir heterogeneities loses resolution (Alcolea et al., 
2006); 
 the role of a good geostatistical characterization becomes critical (Doherty, 2003 in 
Alcolea et al., 2006); 
 the problems becomes very sensitive to the pilot points locations (LaVenue and 
Pickens, 1992). 
To explore the effects of the plausibility term, Alcolea et al. (2006) tested 
different weights (µ). The analysis of Figure 2.15, lead the authors to conclude that neglecting 
the plausibility term leads to the best fit regarding the measured data, but to an unstable 
identification of the model parameters. When increasing too much the weight of the prior 




points, they tested regular networks with a different number of pilot points, ranging between 
2.5 and 7.5 pilot points per correlation length in each direction. In fact they used the 
plausibility term to increase the number of pilot points and therefore increasing the stability of 
the optimization process. Finally, they also tested different limits to the maximum variation of 
the model parameters between iterations. Previous authors (Certes and De Marsily, 1991; 
RamaRao et al., 1995) also addressed this issue; however, they rejected the utility of the 
plausibility term. 
 
Figure 2.15. Qualitative comparison of the results obtained by Alcolea et al (2006): Row 1:   True log 
transmissibility field and measurements, common scale bar and the drift to be perturbed; Rows 2–5: 
display log transmissivities obtained after conditioning to log transmissibility field and drawdown 




All the studies mentioned above using the pilot point method are mainly related 
with the water resources industry. However, similar assumptions and procedures can be 
applied to petroleum reservoirs, namely the calibration of petrophysical properties such as 
porosity and permeability. The studies of Bissel et al. (1997) and Wen et al. (1997) are the 
first to use the pilot point concepts in petroleum reservoirs, namely to adjust porosity and 
permeability fields, respectively. Bissel et al. (1997) applied a regular grid with sixteen pilot 
points with a distance between them slightly less than one correlation length. Then they run a 
history matching loop for each seed realization, in a total of 6 seeds. Finally, they compare the 
results obtained for each seed. For each seed realization they obtained different values for the 
objective function, all of them satisfactory. They highlight the flexibility and the ability to 
generate many prior models as some of the advantages of using the pilot point method when 
compared with the zoning method. Wen et al. (1997), located the pilot points at randomly 
selected locations, with one pilot point per correlation range of the permeability variogram. 
This was done iteratively, and the locations changed between iterations. 
Recent studies proposed more sophisticated solutions that could involve more 
than one parameterization technique, such as the pilot point method and the gradual 
deformation method (Le Ravalec-Dupin, 2010; Hendari et al., 2013). Le Ravalec-Dupin 
(2010) presented an extension of the pilot point method (called pilot block method) to 
calibrate permeability fields. During the calibration procedure the author first used the gradual 
deformation method to modify the entire permeability field and reproduce as well as possible 
both production and 4D seismic data. As this procedure is not so effective in reducing the 4D 
seismic data misfit, a second parameterization technique that they called pilot block method 
was then applied (Figure 2.16). Their technique involved local variations in the mean log-
permeability of block data instead point data. Those blocks represented reservoir sub-domains 
with an approximate area of one correlation length and corresponded to areas that showed a 
strong 4D seismic data misfit. The optimization process, compounded by successive 
perturbations in the log-permeability means of each block stopped when the objective 
function was small enough. The perturbation of each block was constrained by the prior 
probability density function estimated for each pilot block and incorporated as prior 
information into the objective function to be minimized. This prior constraint forced the block 
values to be correlated with nearby point and block data (see also Alcolea et al., 2006). 
In a similar way, Hendari et al. (2013) proposed also a methodology that included 
the pilot point or gradual deformation parameterization techniques but combined with the 




number and location of the pilot points after testing different configurations (Figure 2.17). 
Similar to previous studies, they referred that the efficiency of the data match increased with 
the number of pilot points, but at the same time, the ensemble members showed less 
variability. They recommended a balance between data match and variability preservation 
together with the need to test new configurations. 
 
Figure 2.16. Comparing the results of the first matching step (gradual deformation method) with the 
second matching step (pilot block method) (Le Ravalec-Dupin, 2010) 
 
Figure 2.17. Different regular pilot point configurations (black dots); a) 37 pilot points: the injector 
location plus a regular gridding with producers; b) 13 pilot points: located at wells and at even intervals 




Li et al. (2013) proposed the application of the pilot point method coupled with 
the ensemble pattern-search algorithm, guided by methods based in multiple-point statistics in 
a channelized reservoir. In their study, the key question was also the location and number of 
pilot points. The pilot point were randomly distributed to the entire reservoir, however, they 
tested configurations with different numbers (Np = 20, 100, 500 and 1500 - Figure 2.18). The 
best configuration was achieved with 500 pilot points, concluding that a reasonable number of 
pilot points not only reduces the computational cost, but also improves the quality of the 
estimated fields (Figure 2.19). As a practical and general guideline for selecting the number of 
pilot points, they recommended an average distance between pilot points, smaller than the 
channel width in order to capture the structure. 
Recently, Avansi (2014) presented also the application of the pilot point method 
(there called virtual wells, also equivalent to the pseudo wells mentioned by Bissel et al., 
(1997) as a parameterization technique in a history matching workflow that included both 
production and 4D seismic data. He changed the porosity field by disturbing the porosity 
distribution at pilot point locations that were manually selected in specific regions of the 
reservoir. Then, the facies and permeability distributions were modeled again according to the 
new porosity distribution. With only a few tests, the author highlights the promising 
advantages of using the pilot point parameterization method integrated in a history matching 
workflow. 
All these methods are used to modify the petrophysical properties by integrating 
the production data with geological information using only a few parameters while preserving 
their spatial variability. Frequently, these methods are incorporated into history matching 
workflows to minimize the data mismatch between the simulation results and the observed 
data (objective function). One of the main challenges is how to achieve fast convergence rates 
in the matching process when using well and seismic data. One of the solutions could be the 
division of the reservoir into different sub-domains based, for instance, in the wells geometry, 
drainage areas between injectors and producers (e.g. using streamlines), and 4D seismic data 
(Le Ravalec-Dupin et al., 2012). The parameterization methods such as the gradual 
deformation or probability perturbation generally improve the performance of the 
optimization process. However, the flexibility of the pilot point method represents a great 






Figure 2.18. Pilot points randomly distributed and their estimated values for two realizations (white color 
for shale and black color for sand) (Li et al., 2013) 
 
Figure 2.19. The ensemble mean of the field using different number (Np) of pilot points and comparison 
with the reference ensemble mean. Effect on the computation time when increasing the number of pilot 






This work proposes a geological modeling workflow (Figure 3.1) integrated in a 
wider history matching workflow applied to a real reservoir and guided by a technique 
derived from the pilot point’s method (here using pilot wells). The proposed methodology is 
applied to the Norne field benchmark case, mainly focused in the geological characterization 
and parameterization stages. 
 
Figure 3.1. Simplified workflow scheme that integrates a geological modeling workflow in a wider history 
matching loop. 
3.1. Geological modeling workflow 
Working with real datasets demands a consistent and detailed geological 
characterization before proceeding with the history matching workflow. The methods used at 
this stage are applied in order to address the lack of a geological model, core descriptions and 
facies models in the Norne field benchmark case (Rwechungura et al., 2010) resulting in new 
information to the Norne field, namely: the electrofacies estimation and the refined simulation 
grid that allows a better control of the fine scale heterogeneities and their effects in the 
reservoir behavior. The electrofacies database forms the basis for generating high resolution 
3D facies and petrophysical models constrained by the facies distribution of the Norne field 
and, possibly, to other sandstone reservoirs. 
The major steps of this stage are as follows (Figure 3.2): (1) data preparation; (2) 
electrofacies classification; (3) generation of a high resolution grid; (4) upscale well logs and 




petrophysical modeling (porosity, permeability and NtG) controlled by the facies models; (7) 
uncertainties evaluation: 
 
Figure 3.2. Geological modeling workflow proposed in this work. 
1. Data preparation 
The data preparation of environmentally corrected logs involves gathering all the 
available geological information regarding the reservoir or analogues, a common suite of well 
logs used as input data, depth matching of various logs and the creation of a diff curve for 
each well (difference between the neutron porosity and the density porosity) (Gupta and 
Johnson, 2001). 
2. Electrofacies classification 
The electrofacies classification used in this study is based on an artificial neural 
networks algorithm (ANN). In terms of learning features, the ANN can be categorized as 
supervised or unsupervised. The unsupervised method, also known as self-organizing 
network, is used to subdivide the input data into a number of specified classes defined by the 
user. The method looks for regularities or trends in the input data, making adaptions without 
being shown the correct output. The unsupervised method can only be applied in combination 




continuous properties) the class to be assigned to each point, the classification estimates the 
probability of the input to belong to each class. The class with the highest probability is 
assigned to that point. In the supervised method, both input and output data are provided. The 
error in the network is assessed by passing the input data through the ANN and comparing the 
result with the output data. This study uses the unsupervised ANN in the electrofacies 
classification due to the absence of core data to train the neural network. The ANN should be 
used with caution when constructing 3D models due to over and under-training problems, 
being more useful when integrated with statistical methods (Ma and Gomez, 2015). 
3. Geomodel grid 
The Norne field database provides only a reservoir simulation model with a low 
resolution grid. To overcome this setback, the simulation grid resolution is improved through 
a refinement process (geomodel grid). The new grid takes into account the available 
geological information and the fine scale heterogeneities seen in the well logs (such the 
electrofacies database generated in the previous step), namely those that could have a 
significant impact in the flow behavior. The geomodel grid is also compatible with the well 
log tools best resolution (12 inch) and maintains the efficiency in terms of the computational 
time spent during the 3D modeling processes. The preservation of the reservoir structure 
(horizons, zoning, and faults network) is also an advantage of the refinement process, by 
allowing future comparisons with other studies that use the Norne field benchmark database, 
namely history matching related studies. 
4. Upscale well logs 
After obtaining the electrofacies, an essential step is to upscale the well logs and 
the electrofacies to the high resolution grid and only then, generate the 3D facies and 
petrophysical models through geostatistical methods. The quality of the upscale is measured 
by analyzing the histograms of each property before and after the upscaling procedure, 
checking if the main features are maintained. 
5. Facies models 
To obtain the facies and petrophysical models, our approach uses stochastic 
methods to generate multiple realizations under certain uncertainty ranges, in contrast to the 
deterministic models available in the Norne field database. By including uncertainties into the 




is based in the available geological knowledge (stratigraphic patterns, depositional settings 
and lithology) and in the rest of the available datasets (well logs, seismic, production data, and 
field reports). The facies modeling is accomplished in a first stage to act as a spatial constraint 
during the petrophysical modeling. 
6. Petrophysical models 
The 3D petrophysical models (porosity, permeability, net-to-gross) are 
constrained by 3D facies distribution and the correlation factors between each property 
obtained from the data analysis process. The data analysis process provides the distributions 
and the upper and lower bounds of each petrophysical property regarding each facies. 
Additionally, the petrophysical models are also constrained by 3D seismic data. In this way, 
of the selection of the stochastic method takes into account the obtained facies models, 
response time of the modeling algorithm and the possibility to constrain one petrophysical 
property to another property (petrophysical and seismic properties). 
7. Uncertainty and optimization workflow 
The processes mentioned in the previous steps are included in an uncertainty and 
optimization workflow to generate multiple realizations. Before finishing the geological 
modeling loop, the uncertainties are evaluated and the results analyzed. This step includes the 
histograms and scatter plots analyzes, performed in each model or in a set of models, looking 
for inconsistencies. Also the pore and net volumes are analyzed and compared to the 
expectations taking into account the hydrocarbons in place. Different iterations are needed to 
obtained a good set of geological models, also dependent on the feedback of the flow 
simulation runs and the deviations regarding the observed data. 
Before moving on with the history matching workflow, the models generated at 
the geological scale are scaled up to the simulation grid, that is, a scale that represents the 
compromise between the desires to capture the main heterogeneities of the geological models 
and the computational efficiency to be able to run multiple flow simulations. These upscaling 
methods are mainly based in averaging methods and therefore normally followed by a smooth 
effect. Depending on the reservoir characteristics and on each parameter (facies, porosity, 






3.2. History matching workflow 
The history matching process applied in this study uses the main methodological 
steps proposed in previous studies (e.g. Almeida et al., 2014; Maschio et al., 2015; Avansi et 
al., 2016). These processes are also part of a closed-loop reservoir development and 
management process proposed by Schiozer et al. (2015). A common feature in these studies is 
that they were applied to synthetic datasets (Beta model, UNISIM-I-H benchmark case). 
The general HM methodology complies fifteen steps as shown in Figure 2.12. 
However, the methodology proposed in this study is focused in the step 1 (geological 
modeling workflow) and 11 (new characterization), providing an extension to the 
methodological steps presented in previous studies, improving the geological consistency of 
our models and, consequently, of the history matching process and further production 
forecasts (Figure 3.3). 
 
Figure 3.3. History matching workflow used in this work (Almeida et al., 2014; Maschio et al., 2015; 
Avansi et al., 2016). The methodology proposed in this work is an extension of the steps 1 and 11 proposed 




During the step 1 the model is built including uncertainties in the most relevant 
attributes. The attributes with spatial variation (geostatistical models) are generated and 
evaluated during the geological modeling workflow (Figure 3.2). The other attributes (e.g. kr 
curves, oil-water contact (OWC) and gas-oil contact (GOC), rock compressibility, faults 
transmissibility) are treated according to their particularities and discretized in levels of 
uncertainty with different probabilities of occurrence. 
The steps which covers the definition of the tolerance and normalization limits to 
the need of a new parameterization (step 2 to step 10), follow the methodological procedures 
presented in recent studies (e.g. Almeida et al., 2014; Maschio et al., 2015; Avansi et al., 
2016) and described in the previous chapter. Additionally, and because one of the main 
objectives is to validate the methodology instead of achieving a perfect adjustment, the 
proposed methodology ends after obtaining a set of models that meet the history matching 
criteria. In this way, the model selection and further applications stages (steps 13 to 15) are 
not taken into account in this work (see Figure 2.12). 
Obtaining geologically consistent models that also represent a good match 
regarding the observed data (production and/or seismic data) demands multiple modifications 
in the geological characterization of the reservoir (new parameterizations – step 11). Each 
new parameterization demands a complete workflow run (Figure 3.1) and includes: 
 changing the uncertainty range of the different parameters; 
 adding new parameters (e.g. vertical transmissibility models when in the presence of 
vertical stratigraphic barriers); 
 generating new geostatistical models (e.g. new images guided by pilot wells). 
This work proposes the generation of new geostatistical models guided by pilot 
wells. The methodology, based in the pilot point concept, represents an extension of the 
technique presented by Avansi (2014), there called virtual wells, being the porosity the main 
property to be adjusted. Instead of setting pilot points or pilot blocks (individual cells or 
blocks) as an additional synthetic dataset at selected unmeasured locations across the 
reservoir, in this study the pilot points take the form of synthetic wells (pilot wells). Similarly 
to the pilot points, the pilot wells are the fictitious data used to affect realistic modifications in 
the reservoir regions surrounding the pilot wells. On the other hand, each pilot well can cross 
the entire reservoir, being also conditioned by the estimated variogram, similarly to the 
measured wells. Thus, the present approach uses far fewer pilot wells when compared with 




adjusted to modify the geological heterogeneity while minimizing the OF. At other locations, 
the values are found through the geostatistical modeling techniques. The total number of pilot 
wells and their location is one of the key issues of the method, highly dependent on the 
reservoir characteristics (geological scenario and reservoir flow behavior). The pilot wells 
methodology is chosen over other geostatistical parameterization techniques mainly due to the 
high flexibility in local adjustments. 
In this study the pilot wells are synthetic wells with a vertical profile and a set of 
synthetic well logs. The facies profile is the main parameter to be manually or semi-
automatically adjusted during the multiple workflow iterations, at each pilot well location. In 
the first case, each pilot well facies profile is entirely and manually modified (see G-segment 
case study in the results chapter). In the second case, a major part of the facies profile is 
automatically updated from the best facies models obtained during the diagnosis stages, while 
specific locations (i.e. specific horizons, interfaces) are manually modified (see C-segment 
case study). The synthetic petrophysical properties (e.g. porosity, vertical and horizontal 
permeability, net-to-gross, vertical transmissibility) are directly associated to the facies 
through an uncertainty range (Figure 3.4) and, in this way, automatically modified within the 
same workflow iteration and/or between iterations.  
 
Figure 3.4. Pilot well profile and respective synthetic well logs. In this example the petrophysical 




The uncertainty ranges correspond to different distributions (e.g. normal, log-
normal) with upper and lower bounds determined during the data analysis process. This 
procedure avoids the generation of unrealistic property values and overcomes potential 
instability problems that frequently affect inverse problems. 
Each geological modeling workflow run generates a set of multiple 3D facies and 
petrophysical models. For each set of models, the facies profiles are fixed at each pilot well 
location, similarly to the other measured wells. On the other hand, the petrophysical logs at 
each pilot well location are modified before running the scale up well logs process. In this 
way, each model is a modified version of the input synthetic well log (curve a) (Figure 3.5). 
The new log (curve b) is modified using the standard deviation curve method according to the 
formula: 
𝐶𝑢𝑟𝑣𝑒(𝑏) = 𝑀𝑒𝑎𝑛Curve⁡(𝑎) + 𝑟𝑎𝑛𝑑 ∗ 𝑆𝑡𝐷𝑒𝑣𝐶𝑢𝑟𝑣𝑒(𝑎)      (3.6) 
where rand refers to the random distribution (normal truncated) defined according to the 
objectives of each parameterization run and that modifies the petrophysical logs at the pilot 
wells locations. The mean and the upper and lower bounds of the random distribution are also 
defined by taking into account the objectives of each parameterization run, which means, after 
the diagnosis step in the history matching workflow. The facies log is used as a control 
property. In this case the random value is sampled independently for each facies code. The 
seed value that controls the random distribution parameters is defined as a workflow variable, 
similarly to the facies and petrophysical modeling process. Thus, the seed value used in each 
model is preserved and accessible whenever necessary. 
The effect of the pilot wells in the reservoir properties redistribution is 
conditioned by the pilot wells configuration. Additionally, the geostatistical method, the 
variogram and the vertical and/or horizontal trends between properties also influence the 
efficiency of the pilot wells. The zone of influence of the pilot well can also be adjusted 
during the geostatistical modeling process by modifying the number of neighbors that are 





Figure 3.5. Example of the input and output synthetic data on a pilot well. The input petrophysical 
property (vertical transmissibility) is modified at each model realization (Tmv1 and Tmv2) using the input 
facies log as a control. 
The correct choice of the pilot wells configuration (number and location of the 
pilot wells) remains one of the main issues. In this study, the configuration takes into account: 
 Geological framework: sedimentary features with a significant impact in the 
reservoir flow behavior (e.g. channels, stratigraphic barriers). As a general guideline 
when selecting the number of pilot wells, the distance between pilot wells must be 
smaller than the structure to be represented. Thus, if the objective is to represent a 
sedimentary channel, the distance must be smaller than the channel width; 
 Other datasets: 3D and/or 4D seismic data that could add new information to the 
geological knowledge of the reservoir (depositional/stratigraphic features); 
 Streamline simulations: The streamlines describe the direction of flow at the time 




reservoir volume and through which the fluids are moving. Since each streamline 
carries about the same volume, their density is an indication of the fluids velocity. One 
of the advantages of the streamline method is the visual information regarding the 
fluid flow pattern and connectivity in the reservoir. In this study, the streamline 
method is used to define zones-of-influence of producers and, between injectors and 
producers, allowing the jointly history match of multiple wells using the pilot wells 
method. The main streamlines paths between the pairs injector/producer are settled as 
the preferred locations to manually spread the pilot wells. Additionally, different pilot 
wells groups are defined accordingly to the different pairs injector/producer. In this 
way, the pilot well properties within each group are independently handled and jointly 
history matched (Figure 3.6). The number of pilot wells and their properties take into 
consideration the geological characteristics, the analysis of the NQDS values and the 
desired level of uncertainty, as detailed in the results chapter. 
 
Figure 3.6. Example of two pilot wells configuration: (a) the streamlines that were in the base of the two 
pilot wells configuration (b) pilot wells configuration, showing two groups of pilot wells, each one adapted 
according streamline paths.  
 Production data: the outcome analysis of the NQDS values and production curves 
during diagnosis step. Taking the example shown in Figure 3.7a, the production curves 
reveal the earlier breakthrough, and the NQDS values the lower Qw, highlighting the 
importance of the cross plots analysis and the complexity of the flow behavior. For 
this well, the best models show severe deviations and in that sense the properties 
distributions of those models are not very useful. To correct these deviations, the pilot 
wells configuration should lead to profound modifications in the geological framework 




sedimentary features. Each action must take into account the set of information’s 
previously described. The streamlines method would reveal if the water production is 
influenced by one or more injectors and/or by the OWC, and if so, in which periods 
and what are the main flow patterns. The geological background would inform the 
sedimentary features that could act as a preferred path to the fluids flow or as a barrier 
(e.g. sedimentary channel and a stratigraphic barrier, respectively). Figure 3.7b shows 
a less complicated example. Although most models record a lower Qw, the production 
curves and the NQDS plot show only few models approaching the observed flow 
behavior (models inside the black rectangle). For these cases and as a first approach, 
the pilot wells are used to fix and mimic the facies and petrophysical properties 
observed in these best models, that is, the pilot wells properties are extracted from best 
models at each pilot well location. Nevertheless, the pilot wells configuration is 
mainly determined by the streamline analysis. 
 
Figure 3.7. Production curves and NQDS values: (a) well B-2H, showing a generalized earlier water 




In this study, the main goal of the pilot wells method is to modify the geological 
heterogeneity by including new sedimentary features or changing existing ones. This is done 
by handling the facies logs at the pilot wells locations and, consequently, altering and 
adjusting the reservoir petrophysical properties. 
At the end of the methodology, all the OF included in the matching process 





The methods presented in this work are applied to the Norne field benchmark 
case, based on real field data. The Norne project is established between the IO Center, NTNU, 
and Norne field Operations (Statoil, ENI and Petoro) to provide a real dataset to different 
research groups in order to evaluate and compare different methods for history matching and 
ultimately closed-loop reservoir management (Rwechungura et al., 2010). This study is 
limited to the information’s and datasets that are available in the Norne field benchmark case 
that somehow is incomplete. In this way, one of the goals of this work is also to improve and 
add new information to this dataset. The application presents the main features of the Norne 
field (geological framework and simulation model). 
4.1. Geological setting 
The petroleum system that comprises the reservoir sandstones of the Norne field 
are post-rift sediments deposited during the continued northward drift of mid-Norway after 
the pronounced rifting of the northern North Sea during the Triassic (Swiecicki et al., 1998). 
The Norne field is located in one of the horst blocks (9 x 3 km), in the southern part of the 
Nordland II area in the Norwegian Sea, between the Vøring and Møre basins (Figure 4.1), that 
resulted from the tectonism of the rifting phases (Blystad et al., 1995). 
 




The Norne field was discovered in December 1991, development drilling started 
in August 1996 and the oil production in November 1997. It consists of two separated oil 
compartments: the Norne Main structure, materialized by three segments (C, D and E-
Segment), which contains 98% of the oil in place, and the NE Segment (G-Segment). All 
these segments are separated by major faults (Figure 4.2). The total hydrocarbon column has 
135 m (110 m oil and 25 m gas cap). Approximately 80% of the oil is located at the Ile and 
Tofte formations and the gas in the Garn Fm (Rwechungura et al., 2010).  
 
Figure 4.2. Norne field segments. 
In the Norne field, the hydrocarbons are located in the Early to Middle Jurassic 
sandstones of the Fangst Group and Båt Group (Figure 4.3). The entire reservoir thickness 
ranges from 260 m in the southern parts to 120 m in the northern region, due to increasing 
erosion to the north, namely in the Ile and Tilje formations. The Norne field is a shallow 
reservoir (2500-2700 m TVD MSL) located in the specific diagenetic interval, representing 
the end of the mechanical compaction and the beginning of the chemical compaction, which 
reduces the reservoir quality (Storvoll and Bjorlykke, 2004; Martinius et al., 2005). Still, most 
of the sandstones have good reservoir properties with porosity in the range of 25-30% and 
permeability between 20 and 2500 mD (Rwechungura et al., 2010). 
The source rocks are believed to be the Late Jurassic Spekk Fm. and the coal-rich 
intervals of the Åre Fm. from the Early Jurassic. The cap rock that seals the reservoir is 
materialized by the Melke Fm. The Not Fm. also behaves as a cap rock, preventing 
communication between the Garn and Ile formations. 
The reservoir rocks are subdivided into four formations from top to base: Garn, 
Ile, Tofte and Tilje (Figure 4.3): 
The Tilje Fm., which is of Sinemurian-Pliensbachian Age, is composed of 
interbedded sandstones, shales and siltstones, often heterolithic, deposited in a nearshore 




the initial retreat of the deltaic system where the Åre sediments were deposited and a 
transgressive trend (Fylling, 2010). The formation thins northeastwards, being absent on the 
Nordland Ridge due to erosion (Dalland et al., 1988). An unconformity separates the Tilje 
Fm. from the overlying Tofte Fm. probably due to tectonic uplift and subsequent erosion, 
which led to an eastward deltaic progradation (Swiecicki et al., 1998). 
The Tofte Fm. (Toarcian) consists of an extensive coarsening upwards sequence 
(progressively lower gamma-ray values) of moderately to poorly sorted fine to coarse 
sandstones with frequent large-scale cross bedding. These sandstones that interfinger with the 
Ror Fm. mudstones to the east, were deposited by eastwards prograding fan deltas probably 
due to tectonic uplift to the west (Dalland et al., 1988). The lower part of the Tofte Fm. is 
materialized by medium to coarse grained sandstones with steep dipping lamina. The dip of 
the layers suggests that the source area for sediments was to the north or northeast of the field. 
Another important issue about the lower Tofte Fm. with direct influence in the variogram 
estimations is the limited distribution in the east-west or northeast-southwest direction. The 
middle Tofte Fm. consists of an extensively bioturbated, muddy to fine grained sandstones. 
The upper Tofte Fm. is materialized by very fine to fine grained sandstones also extremely 
bioturbated. The coarser grained sandstone bed at the top of the Tofte Fm. represents a 
sequence boundary (Upper Toarcian-Aalenian boundary) (Verlo and Hetland, 2008). 
The overlying Fangst Group (Aalenian-Early Bajocian) is marked by an intensely 
cemented zone in the base followed by the Ile Fm. dominated by a generally coarsening 
upwards sequence with fine to medium sandstones interbedded with thinly laminated 
siltstones, shales and some carbonate-cemented stringers. The Ile Fm. corresponds to 
shoreface sediments, deposited in tidal-influenced delta or shallow marine settings during the 
Aalenian (Dalland et al., 1988; Harris, 1989). The Ile Fm. is divided into three main reservoir 
zones. The separation between Ile 1 and Ile 2 is the same as the boundary between the Ile and 
Tofte formations, materialized by a cemented calcareous layer. These layers are probably the 
result of minor flooding events in a generally regressive period. Both the calcareous layers are 
correlative in most wells, thus assumed to be continuous and a possible barrier to the vertical 
fluid flow. The Ile 2 and Ile 3 are separated by a sequence boundary, which is an indicator of 
the change from regressive to transgressive environment. The reservoir quality is generally 
good, especially in the regressive deposits, whereas the reservoir properties are decreasing 
toward the top of the formation. Ile 1 and Ile 2 both consist of fine to very fine grained sands 




an extensively bioturbated, fining upwards sequence of fine to very fine sandstones 
(progressively higher gamma-ray values). 
The Not Fm. (Not 1 zone after the 2006 Norne field zonation) is a thin unit of 
heavily bioturbated claystones coarsening upwards into shaly sandstones, that behaves as a 
sealing layer between the upper Not and Ile formations (Figure 4.3). The deposition pattern 
reflects a regional transgression that led to the development of lagoons and sheltered bays in 
the base changing progressively to prograding deltaic patterns towards the top (Dalland et al., 
1988). 
The expressive coarsening upward trend which continues to the overlying Garn 
Fm. indicates deposition during a regression, with coarser sandstones and higher 
permeability’s and porosities, towards the top (trend particularly well evidenced by the lower 
gamma-ray values towards the top). The Garn Fm. (Not 2 - 2006 zonation) consists of fine to 
coarse-grained, moderately to well-sorted sandstones with few carbonate-cemented. The 
depositional environment includes progradations of brained delta lobes, delta top and delta 
front facies with active fluvial and wave influenced processes (Dalland et al., 1988; Harris, 
1989). The bottom of the Garn Fm., corresponding to the Not 2.1 reservoir zone (after 2006 
zonation) includes very fine to fine grained sandstones with good reservoir properties. The 
lower part is muddy and bioturbated while the upper part has an increased sand content with 
ripple lamination and thin layers of coarser grained sandstone. The middle zone (Not 2.2 
zone), corresponds to a transgressive depositional system consisting of fine grained 
sandstones, with some bioturbated and laminated layers. The top is materialized by calcareous 
cemented sandstone representing a maximum flooding surface. Being this layer observed in 
most wells, is expected to be continuous throughout the field and, in this way, act as a 
stratigraphic barrier to the vertical fluid flow. The top of the Garn Fm. corresponds to the Not 
2.3 zone with fine grained sandstones in the lower part and coarse grained sandstones in the 
top. The top of the Garn Fm. represents an erosional surface from a maximum regression. In 
fact, the Garn Fm. is much thinner in the G-Segment when compared with the C-Segment, 
with most of Not 2.3 zone missing from the G-Segment. This is due to the tectonic uplift in 
the north during the deposition (Swiecicki et al., 1998). The Garn Fm. south of the Norne 
field, such in the C-Segment, is much thicker due to higher subsidence rates that generated 





Figure 4.3. Early-Middle Jurassic stratigraphy of the mid-Norwegian shelf (modified from Morton et al., 
2009). The main formations are correlated with the gamma-ray log of the well 6608/10-C-1 H. The T-R 
cycles and the schematic facies successions are based in Dalland et al., 1988. 
4.2. Norne field dataset 
The Norne field has a wide variety of datasets, such as (Verlo and Hetland, 2008; 
Rwechungura et al., 2010): 
 Reservoir simulation model of full field in Eclipse format, which includes reservoir 
geometries, PVT fluid properties and relative permeability’s and capillary pressures; 
 Wells including logs data from 29 oil producers, 10 water injectors and 6 observation 
wells, check shots, picks, positions, time-depth and header; 
 The reservoir has been producing since 1997. Oil rate (Qo), water rate (Qw), gas rate 
(Qg) are available for each well and pressure data (bottom hole pressures (BHP) and 
well head pressures) are also recorded for some wells until 2006. The production is 
given for history matching purposes; 
 Time-lapse seismic data. Baseline survey acquire in 2001 and monitor surveys in 




 Interpreted top reservoir horizon; 
 Interpreted faults; 
 Well paths for all wells; 
 Interpreted oil-water contacts from 2001, 2003, 2004 and 2006; 
 Two velocity cube for conversions, both time and depth including a velocity model; 
 Reports and other useful information. 
The structural framework of the simulation model available in the Norne Field 
database has been built by the team of geoscientists in Statoil based on interpreted horizons, 
faults and in the geological model from 2004, updated in 2006 (Verlo and Hetland, 2008; 
Ahanor, 2012; Suman, 2013). The 3D simulation grid has 46 x 112 x 22 blocks, with a total of 
44927 active grid blocks (Figure 4.4). Each grid block has an average width of 121 m and 129 
m (in x and y direction respectively) and an average thickness of 8 m. There are 23 interpreted 
horizons, 22 zones/layers (Figure 4.4) and 41 faults discovered by studying the seismic data 
(Figure 4.5). In the provided data, each interpreted reservoir zone is assumed as a single layer 
with a 1:1 zone to layer ratio. 
 
Figure 4.4. Simulation grid (right) and the interpreted zones and formations available in the Norne 





Figure 4.5. Interpreted faults. 
The set of logs available in the majority of the wells in the Norne Field includes 
gamma-ray (gr), bulk density (rhob) and neutron porosity (nphi) logs with a sampling rate of 
0.125 m. Besides that, most of the wells include the density porosity, permeability and Vshale 
calculations (these and other calculations are compiled in Verlo and Hetland, 2008). Porosity 





         (4.1) 
with ρMatrix being the matrix density generally set to 2.67 g/cm
3 
(Tofte Fm. with values 
between 2.65-2.71 g/cm
3
), ρBulk the bulk density from density log and the ρfluid the apparent 
fluid density generally set to 0.19 g/cm
3
 for gas, 0.72 g/cm
3
 for oil and 1.02 g/cm
3
 for water. 
Slightly different values are applied depending on the reservoir zones and wells. The equation 
4.1 was used to calculate the porosity in some wells, namely those using oil based mud. For 
the rest of the wells, are used the empirical linear correlations based on core data from the 
exploration wells: 
∅𝑑𝑒𝑛𝑠𝑖𝑡𝑦 = 𝑎 + 𝑏 ∗⁡𝜌𝑏𝑢𝑙𝑘        (4.2) 
Crossplots of overburden corrected core porosity vs. density log are used to obtain the a and b 
constants (Verlo and Hetland, 2008). Permeability is calculated from a log-linear correlation 
using the constants obtained from the overburden corrected core porosity and overburden 
corrected core permeability relationship: 
𝐾𝑙𝑜𝑔 = 10




4.3. Converted simulation model 
Discovered in 1991, its production phase began in November 1997. Gas export 
began in 2001, and gas injection ceased in 2005 and re-started in 2006. Production and 
injection history data for this analysis, cover the period between 06/11/1997 and 01/12/2006 
(3312 days) (Rwechungura et al., 2010). The historical records (Qo, Qw and Qg) are available 
for 22 producers and the historical injection rates (Qwi, Qgi) for 9 injector wells. The pressure 
records are available for most producer wells. However, most of these wells have only a few 
and erratic records available. 
The simulation model available in the Norne field benchmark database is built in 
the Eclipse 100 simulation software. Muñoz Mazo (2014) converted the benchmark 
simulation model from Eclipse 100 to the CMG-IMEX simulation software, resulting in a few 
modifications to adequate the procedures to the tools developed by the Unisim research 
group, while ensuring the physical and numerical consistency of the reservoir models. The 
most relevant differences between ECLIPSE-100 and CMG-IMEX models are (Muñoz Mazo, 
2014): 
 ECLIPSE-100 model introduces several tracer definitions, all of them representing a 
specific injected water flow. Is not possible to incorporate this representation in the 
CMG-IMEX model since the only valid tracer model is related to salt-water and only 
one tracer can be defined; 
 The fluid model in ECLIPSE-100 is Volatile-Oil. When implementing this fluid model 
in CMG-IMEX software, the simulation time triplicates when compared with Black-
Oil fluid model. Since no other significant differences are observed between the 
Volatile-Oil and Black-Oil models, the fastest fluid model is chosen; 
 In ECLIPSE-100 model, production history is reported for the three phases (oil, water 
and gas). With these data, a single value of produced fluid is calculated and set as 
operational condition for each well in every history date. In the CMG-IMEX model, it 
is only informed the oil production rate in order to set an observed-data criterion for 
calibration process prior history matching; 
 In the CMG-IMEX model, injection history is introduced by the definition of the 
injector well operation constraints via OPERATE keywords, for two main reasons: 
o Some of the injector wells (belonging to C Manifold) inject gas and water in an 
alternating form. Thus, every time the injected fluid is changed, it is necessary to 




o Maintain the uniformity in the injection history setup, since the functionality of 
the TARGET and OPERATE keywords is equivalent, and injection behavior is 
not a critical issue for the CMG-IMEX model. 
By incorporating these modifications we adequate and prepare our simulation 
models to the history matching tools and methods that have been developed by the Unisim 
research group in the last years, that is, a probabilistic and multi-objective history matching 
using both production and 4D seismic data. 
The uncertain attributes defined by Muñoz Mazo (2014) are used as a starting 
point for the geostatistical-based history matching process presented in this study. 
(APPENDIX A): 
 200 porosity, permeability and NtG images (IM); 
 Rock compressibility (cp) with five levels of uncertainty; 
 Oil/water (dw) and gas/oil (dg) contacts for different initialization segments and with 
five levels of uncertainty; 
 Relative permeability curve (kr) and capillary pressure with 3 levels of uncertainty; 
 Vertical permeability multipliers for the layers 1, 8, 11, 12,15, 18, 20 with three levels 
of uncertainty; 
 Fault transmissibility multipliers with four levels of uncertainty. 
The uncertainty levels with the highest probability of occurrence are based in the 
information available in the Norne database. The remaining levels are defined after the 
sensitivity analysis of the uncertainties mapped for the model of the Norne field (Muñoz 
Mazo, 2014). 
The OF´s taken into account are: Qo, Qw and Qg and BHP for all production wells. 
The production tolerances for the objective functions are: 5% for Qo, 10% for Qw and Qg and 
25% for BHP. The constant C it was not used during the entire process. Nevertheless and in 
order to show the impact in the deviations, a few tests were done with 25 m³/day (see results 
chapter, C-segment case study). The BHP tolerance is higher due to its lower quality and the 
oil production rate tolerance is more restricted since it is informed to the simulator as a 
boundary condition.  
The quality of a reservoir model is function of the NQDS for each OF. For the 




process in real reservoirs, the models within the acceptance range [-10 10] have an acceptable 
quality. 
The uncertainties are combined, using the DLHG method, to create multiple 
simulation models (in this study, 200 models). In order to make the process geologically more 
consistent, some simulation uncertainties are changed during the history matching process, 
namely during the global adjustments, including: 
 3D vertical permeability models instead of permeability multipliers (APPENDIX B); 
 Different relative permeability curves defined to different facies (G-segment –
APPENDIX C); 





This chapter presents and discusses the results that outcome from the 
methodological approach proposed in this work. Are described the main achievements during 
the geological modeling stages, namely the electrofacies database and the high resolution 3D 
facies and petrophysical, essential during the implementation of the pilot wells (Correia and 
Schiozer, 2016). Then are shown the results that outcome from the geostatistical-based history 
matching process guided by the pilot wells method, separated in two case studies. 
5.1. Geostatistical modeling  
This section describes the main achievements obtained during the reservoir 
characterization stages described in the methodology chapter, namely the results obtained on 
each of the seven steps mentioned in the geological modeling workflow. 
5.1.1. Data preparation 
Data preparation is one of the most important steps of the geological modeling 
workflow (step 1 - Figure 3.2). This section highlights only some of the main actions. When 
analyzing the simplified lithological column of the geological well reports with the well logs 
profile, it is observed that the facies could be best discriminated with the gr log and the 
separation between density and neutron logs (Figure 5.1). When density and neutron logs are 
displayed in the same track on compatible scales (porosity units), the separation between the 
two can be attributed to lithology or to the presence of gas or any other light hydrocarbon. 
The presence of light hydrocarbons is indicated when the neutron porosity is less than the 
density porosity in a porous and permeable zone (Krygowski, 2003). The progressively higher 
sand/shale ratio (particularly evident in the Not Fm. interval in the Vshale log) is clearly 
reflected in the increasing negative separation between these two logs. Based on the results 
obtained by Gupta and Johnson (2001) for similar reservoir sandstones in the Gullfaks field, 
this separation is quantified and named as a new curve diff. The diff curve is calculated and 
used as input data in the electrofacies classification, where: 




with nphi is the neutron porosity log and the phif the estimated density porosity log. The gr 
and diff curves shapes displayed in the same track show an overall funnel-shape profile 
characteristic of coarsening upwards trends.  
 
Figure 5.1. Well logs (gamma-ray, diff, density and neutron) used as input in the electrofacies 
classification using the unsupervised ANN method (example from the well 6608/10-D-4 H). It is important 
to highlight to the overall funnel-shape profile characteristic of coarsening upwards trend clearly visible 
in the gr and diff curves shapes when plotted in the same track. 
Before starting with the electrofacies classification, the data preparation of 
environmentally corrected logs also involved the quality control and the depth matching of 
various logs in the different wells. In a first moment, were included in the modeling process, 
26 of the 48 wells available in the Norne field database. Later, during the history matching 
analysis, it was decided to include a total of 42 in the modeling processes. The reasons for 
excluding some wells are (Figure 5.2): the absence of important well logs (e.g. 6608/10 D-
4AH); wells that did not bring any additional information because they are plugged and 
abandoned before reaching the reservoir (e.g. 6608/10 E-4H), sidetracks in similar positions 
and cutting the same reservoir zones (e.g. 6608/10 D-3AH) (Figure 5.2b); wells with gaps or 
poor quality profiles (erratic profiles, casing shoe effect) (e.g. 6608/10 D-1AH) (Figure 5.2a). 
This is the list of excluded wells: 6608/10 D-1AH, 6608/10 D-3AH, 6608/10 D-3BY2H, 





Figure 5.2. Two wells excluded from the modeling stages. (a) Well D-1AH has a big gap of information 
between the horizons 1 and 3. Instead was used the sidetrack D-1CH; (b) the well D-3AH shows some 
erratic profiles, mainly between the horizon 2 and 3. Instead it was used the sidetrack D-3H. 
 
Figure 5.3. Some of the corrections that were made in the original files during the data preparation stage 




Additionally, Figure 5.3 exemplifies some of the errors that were corrected during 
the data analysis. Although subtle since they affected only a few blocks, the effect of these 
errors in the reservoir models quality could be significant. That specific error combined with 
the low thickness of the zone 9, caused an 80% reduction in pore volume for that zone. The 
correction took into account the previous and posterior porosity values, weighted with the 
permeability log. This fact also highlights the importance of using upper and lower bounds 
during the modeling stages, such as truncated distributions. 
5.1.2. Electrofacies classification 
The electrofacies classification uses the unsupervised ANN algorithm (step 2) due 
to the absence of detailed geological core descriptions to train the neural network. As already 
mentioned and in a first stage, from a total of 48 wells available in the Norne Database, only 
26 wells are used to constrain the modeling process. Later, during the global adjustments 
stage of the history matching process (APPENDIX B), this database has been improved to 42 
wells (Figure 5.4). 
 
Figure 5.4. Location of the 42 wells with electrofacies profiles. In the bottom are displayed some of the 




The unsupervised ANN is used to subdivide the input data into a number of 
classes defined by the user. The gr vs. diff curves and the rhob vs. nphi curves are used to 
generate the cross-plots that best distinguish the different facies and used as data input for the 
ANN method (Figure 5.5). In most wells, are obtained five to six well individualized clusters 
that seemed to represent the best fit to the geological background and sedimentary 
interpretations of the mid-Norway region. As an example, in the well 6608/10-C-4H, the 
neural net is trained to classify the input data into six classes. Six individualized clusters are 
obtained, representing six facies (Figure 5.5).  
For a few wells (e.g. well 6608/10-D-2 HT2), more than six classes are initially 
used to classify the input data, due to the presence of particular facies such dolomitic 
sandstones and silty sandstones (Figure 5.6a). Taking into account their petrophysical 
properties, these facies are integrated in the other six facies (Figure 5.6b).  
In the well 6608/10-C-4AH and using again six number of classes as initial guess, 
we observe that the red color cluster (electrofacies 5 or gas sands) is practically absent. This is 
probably due to the absence of the gas cap close to the reservoir SW boundary. For that 
reason, the next attempt includes just five classes (Figure 5.7). 
Whenever possible the same methodology is used. However, for a few wells is 
noticed the absence of logs such as, RHOB and NPHI. In these cases, the methodology is 
slightly changed, using less logs in the electrofacies estimations. 
 
Figure 5.5. Electrofacies display on two-dimensional cross plots (example from the well 6608/10-C-4 H). 







Figure 5.6. Electrofacies display on two-dimensional cross plots (example from the well 6608/10-D-2 HT2): 
initially are identified eight electrofacies (a) and then grouped into six electrofacies based in the 
petrophysical properties (b). 
 
Figure 5.7. Electrofacies display on two-dimensional cross plots (example from the well 6608/10-C-4 AH) 




The maximum number of iterations allowed is set to 20 iterations. This means that 
the algorithm stops after 20 iterations even if an adequate result has not been reached. The 
error limit is set to 10%, meaning that when the number of points classified incorrectly is 
below this limit, the model is assumed to be trained and the algorithm stops. 
Additionally, for quality control of the electrofacies database and in order to 
correct some artifacts arising from the ANN method, a detailed visualization of the depth 
plots is made for each well. The electrofacies predictions are compared with the input logs 
(gr, nphi, rhob) together with some calculated logs (e.g. Vshale) and with the geological 
descriptions (simplified lithological column and cuttings descriptions) available in some wells 
through the scanned composite logs (Figure 5.8). 
 
Figure 5.8. Electrofacies profile obtained for the Not, Ile and Tofte formations with a 0.125 m sampling 
rate (example from the well 6608/10-D-4 H). Electrofacies are computed using gamma-ray, diff (nphi – 
phif), density and neutron logs as input data to the unsupervised ANN. The Vshale log is also used to 
validate the electrofacies database. 
A new estimation model is trained for each of the 42 wells resulting in the 




The electrofacies 0 corresponds to carbonate-cemented zones characterized by the 
high density (rhob > 2.3) low gr values and high sand/shale ratio. Most of these zones 
correspond to thin layers (< 1 m), with low porosity and very low permeability (mean 1 mD), 
occurring in all the reservoir formations. Due to their petrophysical characteristics, this 
electrofacies can be considered from a production point of view as a non-reservoir or a 
reservoir with low quality. As the effective vertical permeability is very low, these layers can 
also act as vertical stratigraphic barriers to the fluid flow, increasing also the tortuosity of the 
flow path (Begg and King, 1985). It is very important to honor the location and lateral extent 
of these electrofacies during the scaled up process to the high resolution 3D geomodel grid in 
order to preserve their impact on future flow simulation phases. 
The electrofacies 1 corresponds to shales, with a very low sand/shale ratio, high 
gr values (gr > 100), high density (rhob > 2.3), neutron and diff values, and low density 
porosity (phif) values (Figure 5.5 to Figure 5.7). They are more frequent in the Not Fm. and in 
the heterolithic facies of the Tilje Fm. The permeability is low (mean 0.2 mD) and the 
effective vertical permeability is dependent on the dimensions of the shale layers (Table 5.1). 
Normally they occur in thin horizons (up to 1 m) except for the Not Fm. This facies can be 
considered as non-reservoir or with poor reservoir properties and, in that sense, their 
frequency and lateral extent is very important to the vertical movement of the fluids. 
The electrofacies 2 corresponds to shaly-sandstones, with a shale volume lower 
that 50%, and when compared with the electrofacies 1, they show slightly lower gr, rhob, 
nphi and diff values and higher phif values (Figure 5.5 to Figure 5.7). This facies occur as thin 
to medium size horizons (up to few meters) mainly in the Not and Tilje formations. From a 
production standpoint this facies have moderate reservoir properties, with low permeability 
(mean 10 mD). 
The electrofacies 3 corresponds to fine sandstones, with a shale volume generally 
below 30%. Generally, this electrofacies shows medium values for most of their properties 
(gr, rhob, nphi, phif) (Figure 5.5 to Figure 5.7). The permeability reaches up to 2500 mD with 
mean 70 mD. This facies occurs over the entire reservoir, totaling approximately 25 % of the 
reservoir in the analyzed wells profile, being less common in the Tofte Fm (Table 5.1). From 
a reservoir production point of view this facies has moderate to good reservoir quality. 
The electrofacies 4 corresponds to clean sandstones characterized by low gr, rhob 
and diff values, and high phif values. This is the most abundant facies throughout the reservoir 




Ile formations. It shows high permeability (mean 567 mD) and porosity values, therefore, 
very good reservoir quality. 
The electrofacies 5 corresponds to the sandstones of the Fangst Group, especially 
from the Not 2 reservoir zone. Together with the electrofacies 4, these sandstones have the 
best reservoir quality with the highest permeability and porosity values (Table 5.1). 
Electrofacies 5 is distinguished from electrofacies 4 on the basis of their lower density, lower 
nphi and diff values and generally higher gr values (Figure 5.5 and Table 5.1). This is 
probably due to the coarser grain of this facies (Dalland et al., 1988) and to the presence of 
light hydrocarbons, namely gas (Gupta and Johnson, 2001). The density and neutron logs are 
both sensitive to the presence of these hydrocarbons. In the Norne field the gas is mainly 
confined to the Not Fm. as well the electrofacies 5. In most of the reservoir, the electrofacies 
are a function of their lithology. Exception made to the top of the reservoir (Not Fm.) due to 
the presence of the gas cap. In this reservoir zone, the electrofacies 5 refers to gas sands while 
the electrofacies 4 refers to oil sands. Suman and Mukerji (2013) also refer the presence of 
well log data on the Not Fm. corresponding to gas sands. Distinguishing the electrofacies 4 
and 5, and modeling their distribution over the reservoir could be useful during the integration 
with the probabilistic and multi-objective history matching approach. 
The electrofacies classification may be uncertain and incorrect predictions may 
arise if the ANN method is not used with caution. A suitable selection of input variables and 
an adequate number of classes increases the predictive accuracy of the network. A meticulous 
data preparation integrated with statistical analysis is also a key factor to improve the 
predictions. A consistent application of geological background and available sedimentary 
descriptions are critical to the successful application of the neural network electrofacies 
prediction. With the electrofacies database in hands and prior to the 3D modeling stages, the 
data analysis perform to each electrofacies and to each reservoir zone lead to the definition of 
the uncertainty ranges, as shown in the Table 5.1. 
Table 5.1. Some statistical ranges obtained for each electrofacies within the entire reservoir. To generate 






5.1.3. Simulation grid refinement 
The Norne field database provides only a reservoir simulation model with a low 
resolution grid (approximately 121 x 129 x 8.4 m) and 44.927 active cells. This resolution is 
compatible with the required computational efficiency to generate multiple flow simulation 
models, evaluated during the history matching process. The simulation model has 22 zones 
corresponding, as good as possible, to the actual change of lithology in the reservoir layers 
(Figure 4.4 and Table 5.2). The boundaries between zones are mostly chosen at sequence 
boundaries and maximum flooding surfaces (Verlo and Hetland, 2008). However, the 
obtained electrofacies database shows a facies thickness generally below 1 m (exception made 
to the sands) (Figure 5.9). 
 
Figure 5.9. Electrofacies thickness histogram showing that the majority of the facies have less than 1 m 
thick. This highlights the importance of generating high resolution 3D models to better represent these 
fine scale heterogeneities. 
In order to maintain as much as possible the fine scale heterogeneities seen in the 
well logs, namely the carbonate and the shale layers that could act as vertical flow barriers 
due to their low permeability, the reservoir simulation grid resolution is increased in all 
directions, obtaining the high resolution grid (or geomodel) (step 3 - Figure 3.2). The 
refinement is softer in the horizontal direction (1:2 proportion) and more significant in the 
vertical direction (1:4 to 1:40 proportion) especially in the heterolithic Tilje Fm. In this way, 




of preserving the main electrofacies features after upscaling the well logs to the geomodel 
grid (Figure 5.10), compatible with the well log tools best resolution (12 inch) and efficient in 
terms of the computational time spent during the 3D modeling processes.  
 
Figure 5.10. Comparing the resolution of the reservoir simulation grid (a) and the high resolution grid (b). 






As an example, analyzing both profiles in the well 6608/10-D-4 H in a highly 
heterogeneous sector is possible to observe the preservation of most information after the 
upscaling procedure (facies profile B in Figure 5.11). That is an essential step when 
generating the 3D facies and petrophysical models. The simulation grid refinement has also 
the advantage of preserving the reservoir structure (horizons, zoning, and faults network) 
allowing future comparisons with other studies that use the database from the Norne field 
benchmark case, namely the history matching related studies. 
5.1.4. Upscaling methods 
The upscaling procedures (step 4) comprehend two stages: a first stage where the 
wells logs are scaled up to the high resolution grid; and a second stage, prior to the simulation 
stages, where the 3D properties are scaled up from the high resolution grid to the simulation 
grid. 
5.1.4.1. Upscale well logs 
The neutron, density porosity, permeability and the electrofacies logs are scaled 
up to the high resolution grid using common averaging methods available in commercial 
modeling software’s: 
 Facies – most of method, where the most frequent facies is selected and assigned for 
each cell; 
 Porosity – arithmetic mean; 
 Vertical permeability – harmonic mean; 
 Horizontal permeability – geometric mean. 
The harmonic average is the averaging method used to scale up the vertical 
permeability. It gives reliable solutions in the presence of large variations in permeability, 
being best suited to vertical permeability estimations. The geometric average is used in the 
horizontal permeability estimations. The continuous log properties are biased with the 
electrofacies. The quality control made between the scale up cells and the well logs values 
reveal that the main trends are maintained for all the properties, even for the most 
heterogeneous sectors, apart some smoothing effect though without a significant impact in the 
reservoir behavior (Figure 5.11 and Figure 5.12). The example in Figure 5.11 shows that the 




well logs process. This fact also highlights the need and benefits in generating a high 
resolution grid. 
The statistic values taken from the Table 5.1, the cross plots and histograms, helps 
to determine the uncertainty ranges that drive the petrophysical modeling constrained by the 
facies distribution (Figure 5.5 to Figure 5.7, and Figure 5.12). 
 
Figure 5.11. Electrofacies scheme obtained before (facies profile A) and after the upscaling process to the 
high resolution grid (facies profile B) (Example from the well 6608/10-D-4 H). The comparison of both 





Figure 5.12. Properties distribution display using histograms. The porosity values are taken from the 
density porosity log and the permeability values from the calculated permeability log. The main trends are 
preserved after the upscaling procedures, apart some smoothing effect. 
5.1.4.2. Upscale 3D properties 
Prior to the flow simulation stages, upscaling the high resolution models to the 
coarser simulation grid is an essential step, in order to reduce the computational efforts during 
the flow simulations of multiple realizations. Different methods are used according to each 
property: 
 Facies – most of; 
 Porosity – arithmetic mean; 
 Net-to-gross – arithmetic mean; 
 Vertical transmissibility – harmonic mean; 
 Permeability – flow based method that involves performing a numerical pressure 
simulation on the block of fine cells coinciding with each coarse cell. Two 
permeability values are obtained for each block: horizontal permeability (kx = ky) and 
a vertical permeability (kz). The kz models are then used to replace the kz multipliers, 
turning the history matching process geologically more consistent. The 
parameterization of this method includes: the choice of numerical method for the 
pressure field and the boundary conditions. The numerical method used for solving the 
pressure solution is the harmonic average, a finite difference method that provides 
more reliable solutions when in the presence of large variations in permeability from 




specially recommended in the presence of flat cells as observed in the Norne field. 
These selected methods take into account the reservoir geology and some previous 
tests made in a synthetic reservoir (Beta model) (Table 5.3). 
Table 5.3. Comparing different upscaling methods applied to the permeability in a synthetic reservoir 
(Beta model). The permeability values difference (Diff column), between the reference and the simulated 
model, and the method speed, are the main variables to take into account. 
Algorithm Method 
Permeability (mD) Diff 
% 
Speed 
Min Max Ave 
Averaging 
Harmonic 19 2 879 400 40.4 Slow 
Geometric 19 2 887 514 23.4 Slow 
Directional 
Arithmetic-Harmonic 21 2 747 648 3.4 Very Fast 
Harmonic-Arithmetic 20 2 720 562 16.3 Very Fast 
Cardwell-Parsons 21 2 732 601 10.5 Very Fast 
Flow based Numerical (Harmonic) 21 2 737 623 7.2 Fast 
Flow based 
adv. 
Linear Boundary Condition 20 2 901 669 0.3 Fast 
Lin. Bound. Cond. (Adjoint) 20 2 935 669 0.3 Fast 
Closed Boundary Condition 19 2 888 622 7.3 Fast 
Reference Model 17 3 284 671   
5.1.5. 3D facies and petrophysical models 
One of the objectives of this study is to show the advantages of introducing a 
detailed electrofacies classification in the generation of the high resolution 3D facies models 
(step 5) which in turn are used to constrain the petrophysical properties distribution (step 6). 
In fact, the generated facies models are essential in ensuring the geologically and statistically 
reliable distribution of the petrophysical properties (Deutsch, 2002; Zakrevsky, 2011), which 
in turn, are an essential step during the geostatistical-based history matching process proposed 
in this study. In this way, is shown the application of the electrofacies scheme as input data 
for the construction of 3D facies and petrophysical models. Only stochastic methods are 
considered in this work to be able to include uncertainties into the process, improving the 
flexibility of our models, namely when compared with the models available in the Norne 
database. 




Prior to the facies modeling are created 3D discrete trend properties which means, 
the generation of vertical proportion volumes created by Kriging interpolation and block 
averaging of the probabilities of each electrofacies (Figure 5.13). The trend modeling 
algorithm uses the estimated probability curves obtained from the data analysis and the 
variograms estimated by Suman (2013) for each of the 22 zones of the Norne field reservoir 
simulation model (Table 5.4). The obtained 3D probability volumes are then used in the facies 
modeling algorithm as a soft secondary control. Figure 5.14 shows that the coarser sands 
(electrofacies 5) are more abundant in the Not Fm. occurring also in the top Ile Fm. The 
sandstones (electrofacies 3 and 4) occupy most of the Ile and Tofte formations. The shales 
and shaly-sandstones (electrofacies 1 and 2) occur mainly in the base of the Not Fm. and in 
the Tilje Fm. The fine scale carbonates/cemented (electrofacies 0) layers occur along the 
entire reservoir, being most significant in the Tofte and Ile formations. 
 






Figure 5.14. 3D probability volumes for each facies. The coarser sands (electrofacies 5) are more abundant 
in the Not Fm. occurring also in the top Ile Fm. The sandstones (electrofacies 3 and 4) are more frequent 
in the Ile and Tofte formations. The shales and shaly-sandstones (electrofacies 1 and 2) occur mainly in 
the base of the Not Fm. and in the Tilje Fm. The thin carbonates/cemented layers occur along the entire 
reservoir, being most significant between the Ile and Tofte formations. 
5.1.5.2. Facies modeling 
For the facies modeling is applied a cell-based technique - Sequential Indicator 
Simulation (SIS). Is a widely used method applicable to heterogeneous facies that have no 
clear geometric shapes and prior to porosity and permeability modeling (Deutsch, 2002; 
Cabello et al., 2011). The SIS is a stochastic modeling technique where the result is dependent 
on: 
 Scaled up well log data (electrofacies profiles); 
 Defined variogram (Suman, 2013, however treated as un uncertain variable); 
 Random seed (seed value preserved between iterations for each multiple realization); 
 Frequency distribution of the scaled up data points; 




It is important to emphasize that each of the 22 reservoir zones is individually 
modeled. 
The obtained facies model clearly shows the influence of the 3D probability 
volumes in the facies distribution. An example can be seen in the top of the reservoir with the 
Not 2 sandstone distribution when compared with the 3D probability volume for the same 
facies (Figure 5.15a and Figure 5.15b). When these global proportions are not included a 
more randomly distributed facies volume is obtained. In the detailed cross section are clearly 
viewable the fine and continuous carbonate/cemented layers between the Ile and Tofte 
formations and in the Tilje Fm. The frequent shale horizons are also seen in the Tilje Fm, both 
acting as possible barriers to the vertical flow (Figure 5.15c). Mapping these layers into high 
resolution facies models is an important contribution to better represent the production 
behavior. After the required upscaling procedures to a low resolution grid, most of these 
details are lost. However, some actions can preserve some of these features, such as the 
manipulation of the vertical transmissibility’s between specific layers, as proposed in the 
second case study of the history matching results section. The facies models are then used to 
guide and constrain all the petrophysical properties distribution, such the porosity, vertical 
and horizontal permeability, net-to-gross and transmissibility 3D models. 
 
Figure 5.15. 3D facies model obtained using the sequential indicator simulation (SIS) algorithm (a). The 
3D probability volume is used as secondary parameter in the modeling process (b). The black circle 
highlights a particular region where this influence is most evident. The detached region (black square) 
shows the location, thickness, extent and frequency of decimeter shale/cemented layers that could act as 
vertical barriers to the fluid displacement. Particular attention to the carbonate layer between the Ile and 




5.1.5.3. Petrophysical modeling 
In this study is used the Gaussian Random Function Simulation algorithm 
(GRFS). This algorithm is usually faster than the widely used Sequential Gaussian Simulation 
algorithm (SGS) and allows the fast modification of the correlation between primary and 
secondary variables through the collocated co-simulation function. 
The GRFS stochastic modeling algorithm has the following characteristics: 
 Based on the idea: conditional simulation = Kriging + unconditional simulation; 
 Parallelized and therefore much faster than sequential algorithms (particularly relevant 
when generating hundreds/thousands of models); 
 Better variogram reproduction than SGS (variograms estimated by Suman, 2013, 
however treated as un uncertain variable – APPENDIX A); 
 Collocated co-Kriging option (used in the porosity and permeability models). 
The porosity is obtained from a sonic, neutron or density log, or combining more 
than one of these logs using average or cross-plot methods (Moore et al., 2011). In this study, 
the average of the neutron and density porosities generates the most suitable pore volumes, 
especially when compared with the reservoir pore volume available in the Norne field 
benchmark case (Table 5.1).  
In further stages the collocated co-Kriging option is used to model porosity, with 
the seismic data (P-impedance cube) being used as a secondary variable to guide the porosity 
distribution (APPENDIX B). Whenever available is always a good practice to constrain the 
3D models to the well logs and seismic data. The well logs give essential information 
regarding the vertical heterogeneity of the reservoir apart of some horizontal indicators 
obtained from the horizontal wells and correlation between wells. On the other hand, the 
importance of the seismic data in the geological modeling stages increases with the distance 
to the wells, namely due to their high horizontal continuity and resolution. The model based 
post-stack inversion proposed by Maleki et al. (2016) results in a P-impedance cube, first 
available in time and then converted to depth. The P-impedance cube (SEG-Y format) is 
imported to the Petrel software and transformed into a grid property, by using a seismic 
resampling method. In this way, we create a P-impedance property into the 3D grid in depth 
(Figure 5.16). With the P-impedance available as a grid property, is possible to constraint our 
3D properties to the P-impedance distribution through a correlation factor ranging from 0.5 to 




specific variogram and distribution ranges determined during the data analysis process (details 
in the APPENDIX A). 
 
Figure 5.16. In the foreground, the P-impedance as a grid property. As a background image is included 
one inline and xline of the original P-impedance cube. 
The permeability, apart from the estimated permeability well logs (KLOGH) and 
variograms, uses the collocated co-simulation function as an additional control parameter. A 
correlation factor between the porosity and permeability is used to model the permeability for 
the entire reservoir. This correlation factor is based on the cross plot of the overburden 
corrected core porosity versus the overburden corrected and klinkenberg corrected core 
permeability shown in Verlo and Hetland (2008) (Figure 2.11a) and in other studies made in 
siliciclastic reservoirs with similar depositional environments (Figure 2.11b). 
Based on these data it is assumed an average porosity/permeability correlation 
factor of 0.75 (1 and -1 means 100% correlation, while 0 means no correlation at all), 
randomly ranging between 0.6 and 0.9 in each model. As in the facies and porosity models, 
each of the 22 reservoir zones is individually modeled using the variograms previously 
estimated by Suman (2013) (Table 5.4) and using specific distributions (truncated normal 
distribution for porosity and truncated log-normal distribution for permeability) that derived 





Table 5.4. Variograms details used in this study (modified from Suman, 2013). Each of the 22 reservoir 
zones is individually modeled. Are also included the cumulative layers number of the high resolution 
model. The uncertainties ranges defined to the variogram parameters are available in the APPENDIX A. 
 
Defining reservoir the volume and connectivity through the NtG is also directly 
related to the electrofacies, in other words, the NtG volumes are correlated to the facies 
volumes (Zakrevsky, 2011). Specific ranges of uncertainty are selected for each electrofacies 
instead of using permeability cut-offs and Vshale curves that could be problematic due to 
measurements limitations, thin-bed effects and complex porosity/permeability correlations 
(Worthington and Cosentino, 2005). To the sandstones (facies 3, 4 and 5) is assigned an NtG 
=1, to the shaly-sandstones (facies 2) an intermediate NtG (mean 0.5) and for the carbonate 
and shale horizons it is assumed that the grid cells are practically disconnected (NTG < 0.2). 
Similarly to the NtG, vertical transmissibility models (Tmv) are also generated in 
association to each facies through specific ranges, namely for the thin layered carbonates. The 
objective is to reinforce the barrier effect of these facies regarding the fluids displacement 
that, otherwise, could be highly smooth during the upscaling procedures. The vertical 
transmissibility models are an essential step during the application of the pilot wells technique 




After the modeling procedures and analyzing the Figure 5.17, the zones with the 
worst reservoir properties are easily observed (lower Not Fm. and the Tilje Fm.), a 
consequence of the low porosity and permeability mainly associated with carbonate/cemented 
and shale layers (Figure 5.17a and Figure 5.17b). The NtG 3D volume shows these same 
sections along with some horizons in the Ile and Tofte formations, representing the main 
challenges concerning to the reservoir connectivity (Figure 5.17c). To highlight the 
importance and the choice in generating the high resolution 3D models, the porosity, 
permeability and NtG models available in the Norne field database are shown and compared 
with the high resolution models (Figure 5.17d, Figure 5.17e and Figure 5.17f, respectively). 
The models available in the Norne field database are characterized by their low resolution and 
high smoothing of their properties. This fact makes it difficult to establish a cause-effect 
between geological properties and the fluid flow behavior, and thereby, maintain the 
geological consistency during history matching procedures. 
 
Figure 5.17. 3D petrophysical models constrained by the facies distribution. Histograms and statistical 
ranges obtained for each facies and each reservoir zone are used to model the porosity (a), permeability 
(b) and NtG (c). The permeability distribution is guided by the porosity distribution through the 
collocated co-simulation function using a correlation factor range (mean 75%). Are also included the 3D 




In this study the facies models have a major control over the petrophysical 
properties distribution such as the porosity and permeability. Additionally, the NtG and 
vertical transmissibility models are also directly related to the facies distributions throughout 
specific ranges of uncertainty. These two properties have a great importance in the 
estimations of the reservoir volume and reservoir connectivity, thus, during the 
characterization of the reservoir flow behavior. 
5.1.5.4. Uncertainty and optimization workflow 
Finally (step 7), and in order to validate the new datasets, 200 facies and 
petrophysical models are generated using the petrophysical ranges of each electrofacies (in 
each of the 22 reservoir zones), the above NtG values, and the variograms (APPENDIX A). 
This is a satisfactory number taking into account the number of uncertain attributes and the 
computation time needed to generate 200 facies and petrophysical volumes at the 
geostatistical and simulation scale, including the upscaling procedure (around 30 hours). 
The geological uncertainties include (details in the APPENDIX A): 
 A different seed number for each 3D volume, maintaining the seeds between each 
workflow run;  
 Different porosity/permeability correlation coefficients according to the geological 
heterogeneity of each reservoir zone;  
 Different variogram settings (azimuth, major and minor anisotropy ranges) for each of 
the 22 reservoir zones. The variogram parameters are based in the work of Suman 
(2013). However, a significant uncertainty is added to each parameter; 
 Porosity and permeability distribution ranges for each facies and for each reservoir 
zone; 
 An NtG distribution range for each facies. 
The pore volumes of each realization are in agreement with the deterministic pore 




). For the 200 realizations 












, respectively (Figure 
5.18). 
All these considerations and procedures that lead to the generation of the 
electrofacies scheme and the subsequent multiple 3D facies and petrophysical models are 
essential steps to build a geologically consistent background to be used in a wider loop of 
























5.2. Norne field geostatistical history matching 
As described in the previous sub-section, the construction of the electrofacies 
scheme is one of the main steps of this study, since it determines the facies distribution. The 
facies maps not only guided the different petrophysical properties distribution (porosity, 
permeability, net-to-gross) being also crucial to build new attributes used during the 
geostatistical history matching stages such: 
 Vertical permeability models; 
 Vertical transmissibility models; 
 Different kr curves associated to different facies; 
 Pilot wells. 
The Norne field geostatistical history matching evolved an initial stage of global 
adjustments (named iteration 1 and described in the APPENDIX B) used as a starting point to 
the local adjustments. After the global adjustments stage, some wells reveal a good match, 




the following local adjustments stage intends to match those remaining regions. Because one 
of the main objectives of this study is to present a history matching procedure guided by 
geostatistical techniques, the flexibility of the pilot wells method proved to be advantageous 
during this stage. 
The application of the pilot wells technique is divided into two case studies, each 
showing a different approach applied to a different region of the Norne field reservoir: 
 Case study 1 - G-Segment (iteration 2); 
 Case study 2 - C-Segment (iteration 3). 
5.2.1. Pilot wells (G-Segment) 
The G segment is a highly challenging segment that has been a subject for 
different history matching studies developed by different research groups (Osdal et al., 2006; 
Huang et al., 2013). It is located in the NE region of the Norne field reservoir, comprehending 
one pair injector/producer (Wells 6608/10 F-4H and 6608/10 E-4AH, respectively). 
 
Figure 5.19. G-Segment location in the Norne field. Only the top reservoir (above the Not shale) is 
highlighted with red color. 
The main target is represented by the top reservoir (over the Not Shale) 
materialized by the Garn Formation (Figure 5.19). The bottom reservoir (below the Not shale) 
is flooded by the aquifer. The water injector 6608/10 F-4H was drilled in the SW region of the 
G-Segment with the purpose to inject water into the water leg south of well 6608/10 E-4AH. 
The injector started injecting water in September 2001, being shut in for a period in 2001 and 
2002 due to low reservoir pressure (Verlo and Hetland, 2008). The producer well 6608/10 E-
4AH, was horizontally placed in the NE region of the G-Segment, 5-10 m TVD below the top 
of the Garn Fm., with a 600 m interval perforated towards the SW region. The production 
started in June 2000. Then there was a stop in production from June 2001 until August 2002 




undrained oil because the 6608/10 F-4H water injector was not successful in directing the oil 
to the 6608/10 E-4AH producer (Osdal et al., 2006) (Figure 5.20). 
 
Figure 5.20. G-segment details: main faults and simulation of the oil saturation at the end of the history 
period. 
These are the main reasons for choosing the G-segment to implement the pilot 
wells methodology: 
 Challenge regarding the understanding of the production behavior, being subject of 
previous studies developed by different research groups (Osdal et al., 2006; Huang et 
al., 2013); 
 Significant amount of undrained oil at the end of the history time (end of 2006) 
(Figure 5.20); 
 The G segment is almost isolated due to its position regarding the rest of the reservoir 
and due to the faults between the southern region of the G segment and the C segment 
(Figure 5.20); 
 One pair injector/producer, which means low wells density and higher geological 
uncertainty; 




5.2.1.1. Quantification and diagnosis 
Production data 
Comparing the production curves and the quadratic deviations (NQDS) towards 
the observed data for each OF (BHP, Qo, Qg and Qw) we can observe that still remain 
significant deviations to fix in order to obtain an acceptable match, even after the global 
adjustments stage and the initial local adjustments to adjust the earlier water breakthrough 
(APPENDIX C). The iteration 2B is the starting point and is used to measure the 
improvements that follow the implementation of the pilot wells method. For the specific case 
of the Norne field and due to the higher complexity of the history matching process in real 
reservoirs, the acceptance range is defined between [-10 10]. 
Regarding BHP, few considerations can be taken, due to the poor quality of the 
observed data (very low number of observations). Even so and because this OF was not 
excluded from the analytical process, some graphics are shown in the APPENDIX C 
revealing slight improvements during the auxiliary local adjustments on the G-segment 
(Figure C.16). 
Qo, the only informed OF during the simulation stage, shows a very good match, 
with most NQDS values within the acceptance range, even when considering the range [-1 1] 
(Figure 5.21). 
 




Regarding Qg, the Norne field reports refer to the absence of a gas cap in the G-
segment. Additionally, the well 6608/10 F-4H injects only water. The NQDS plot shows that 
all 200 models are very far from the acceptance range [-10 10]. The simulation models reveal 
higher production when compared with the historical data (NQDS > 0) mainly due to the 
higher Qg during the initial gas peak in the period 1000 – 1300 days (Figure 5.22). This 
behavior could also suggest the presence of free gas contrary to what is stated in the Norne 
field reports (Figure C.19). The pilot wells alone cannot address these issues and in this way 
the Qg analysis is not included in the main body of this work. Nevertheless, an approach that 
associates different kr curves to the final facies configuration obtained after the pilot wells 
modifications is described in the APPENDIX C, showing significant improvements regarding 
Qg history match (Figure C.18 and Figure C.19). 
 
Figure 5.22. Qg rates and NQDS plots of all individuals (200) in the iteration 2B. 
Regarding Qw, it must be highlighted the lower production of the simulation 
models in the period 2200 – 2800 days (Figure 5.23). By analyzing the NQDS plot, it is 
possible to observe that none of the 200 realizations fall inside the acceptance range (Figure 
5.23). All models show lower production rates regarding the historical data (NQDS < 0). 
Comparing with the previous OF´s, Qw shows the highest deviations towards the history data, 





Figure 5.23. Qw rates and NQDS plots of all individuals (200) in the iteration 2B 
Analyzing the main water flow paths throughout the streamlines, we observe that 
the water follows a relatively straight path between the water injector and the producer (SW - 
NE direction), south of the main faults network (Figure 5.24). 
The combined analysis of the NQDS plots and production curves, for both Qg and 
Qw, suggest a new reservoir parameterization. 
 





As described in the previous chapter, the Garn Fm. is materialized by an 
expressive coarsening upward trend with coarser sandstones and higher permeability and 
porosity towards the top (Harris, 1989). The facies and petrophysical properties maps 
obtained in this study follow those sedimentary characteristics. The Figure 5.25 represents 
one of the facies models showing the predominance of the coarser sands in the top layer, and 
the shaly-sands in the bottom layer. 
 
Figure 5.25. Facies distribution along the three zones of the G-segment (example from one of the multiple 
models). 
The depositional environment includes progradations of brained delta lobes, delta 
top and delta front facies with active fluvial and wave influenced processes (Dalland et al., 
1988, Harris, 1989). These descriptions along with the provenance studies (Morton et al., 
2009) and the variogram estimations, support the probable existence of a sedimentary channel 
with a NE-SW direction, nearly between the injector 6608/10 F-4H and the oil producer 
6608/10 E-4AH and following the main water flow paths shown by the streamlines. This 
direction is also coincident with the horizontal profile of the producer. It is well known that 
the wells are preferably located along the facies with the best reservoir properties, avoiding 
the facies with poorest reservoir properties. This is particularly true for the horizontal wells 




overestimation in the other reservoir regions. The seismic data can be used to avoid these 
situations. 
The analysis of the P-impedance cube obtained by Maleki et al. (2016) may also 
indicate the presence of a channel. The lower P-impedance values could suggest the 
sandstones prevalence, namely in the central area of the G segment, corresponding to the 
channel central area. The higher values correlated with an increase in the shaliness mostly 
occupies the segment flanks and the bottom layer, corresponding to the flanks and bottom of 
the referred channel (Figure 5.26). 
 
Figure 5.26. P-impedance distribution along the three reservoir zones of the G-segment. 
5.2.1.2. Pilot wells configuration 
For this case study and following the indicators from the diagnosis phase, the 
main goal is to model a channel using a pilot wells grid. As a general guideline for selecting 
the number of pilot wells, the distance between pilot wells must be smaller than the structure 
to be represented. For example, if the objective is to represent a sedimentary channel, the 
distance between pilot wells must be smaller than the channel width (Li et al., 2013). In this 
way, we decided for a regular grid, with a distance between pilot wells of approximately 150 
meters. All pilot wells are located between the injector and the producer, a region without 
wells, thus with higher geological uncertainty. The Figure 5.27 shows the configuration that 




uncertainty regarding the channel petrophysical properties and dimensions (e.g. width). The 
different facies are the properties to be adjusted in each pilot well. In this case study, these 
facies are manually placed according to the stacking pattern of a sedimentary channel (shale 
content increase towards the channel flanks) and of the Garn Fm. (coarsening upwards trend). 
As an example, five pilot wells profiles are shown in Figure 5.27 (position highlighted in red 
in the pilot wells grid). 
 
Figure 5.27. Pilot wells grid configuration (top). Facies profiles defined for the five pilot wells highlighted 




The Figure 5.28 and Figure 5.29 show the channel configuration materialized with 
a central sandstone body between the injector and producer, and the channel flanks with a 
prevalence of finer sediments (Shales and shaly sandstones). Additionally, the coarsening 
upwards trend, characteristic of the Garn Fm. is preserved. 
 
Figure 5.28. Channel configuration. 
 




The petrophysical properties (horizontal and vertical permeability, porosity and 
net-to-gross) are defined according to the same uncertainty ranges determined during the data 
analysis stage. The Figure 5.30 represents one model realization showing the facies 
distribution obtained after including the pilot wells grid and each of the petrophysical 
properties distribution guided by that facies model. The main differences between the 
different models realizations are the channel size (e.g. width) and the petrophysical properties 
defined for each realization according to the uncertainty limits. An increase/decrease in the 
pilot wells density results in a lower/higher uncertainty in the channel dimensions. 
 
Figure 5.30. Example of the facies and petrophysical properties distribution after the implementation of 




5.2.1.3. History matching results 
The history matching process guided by pilot wells, applied to the G-segment, is 
summarized into two runs (iteration 2): 
 Iteration 2B: starting point after the global adjustments stage and the local 
adjustment involving modifications in the OWC (APPENDIX B and C); 
 Iteration 2C: Qw adjustment with the pilot wells. 
Before showing the main history matching achievements, it must be highlighted 
that the injector well 6608/10 F-4H never reveal significant injectivity problems, neither 
before or after the implementation of the pilot wells (Figure 5.31). The NQDS plot show 98% 
of the models within the acceptance range [-1 1]. 
 
Figure 5.31. Water injection rates of all individuals (200) showing that most models honor the informed 
historical water rates in both iterations. 
The channel created using the pilot wells grid introduced generalized 
improvements in all objective functions, especially in Qw, the main target of the pilot wells 
approach (see also APPENDIX C). 
For Qo, it must be highlighted that the initial good match was preserved after the 
pilot wells modifications. In fact, minor improvements are observed when compared with the 
iteration 2B, with more models inside the acceptance range [-1 1] (Figure 5.32). 
The Qw shows the best results. Previously, all simulation models showed a very 




the modifications arising from the pilot wells method, it is important to highlight the 
following improvements (Figure 5.33): 
 Generalized increase of Qw without compromising the earlier water breakthrough; 
 Better NQDS distribution, visible through the positive and negative values; 
 Many simulation models (42%) revealing a good match, inside the acceptance range [-
10 10]. 
 
Figure 5.32. Oil rates and NQDS results of all individuals (200) after the implementation of the pilot wells 
grid. Comparison with the initial iteration (ITE 2B). 
 
Figure 5.33. Water rates and NQDS results of all individuals (200) after the implementation of the pilot 





Figure 5.34. Water rate of one of the best models compared with the historical water rate. 
 
 
Figure 5.35. Channel configuration responsible for one of the best history matching results. 
Figure 5.34 shows the production curve of one of the best simulation models 




the details of the facies and petrophysical properties (image 92) assigned to that simulation 
model (simulation model 153) during the geostatistical sampling process. 
 
Figure 5.36. Petrophysical properties assigned to the facies maps shown in Figure 5.35: (a) porosity, (b) 
net-to-gross, (c) horizontal permeability, (d) vertical permeability. 
These results reveal the direct relation between the facies and petrophysical 
properties and Qw adjustment towards the historical data, particularly the existence of a 
sedimentary structure (channel) responsible for the preferred water path between the injector 
6608/10 F-4H and the producer 6608/10 E-4AH. Having several models with Qw deviations 
within the acceptance range, it is not necessary to proceed with a new parameterization step. 
For this case an uncertainty reduction should be enough to reduce Qw deviations. 
The final facies configuration obtained with the pilot wells has also been used to 
adjust Qg by assigning different kr curves to each facies. This procedure leads to a significant 
and generalized reduction in Qg deviations towards the observed data resulting in a significant 
number of models within the acceptance range [-10 10] (details in the APPENDIX C). 
The flexibility of the pilot wells proved to be a good option not only to restrict and 
guide the facies and petrophysical properties to specific reservoir regions but also an effective 




5.2.2. Pilot wells (C-Segment) 
The C-segment occupies a large part of the Norne field reservoir. Due to the 
segment dimensions and complexity of the production facilities (injectors and producers), and 
in a first stage, it was decided to restrict the implementation of the pilot wells method to the 
southern region of the C-segment (Figure 5.37).  
 
Figure 5.37. C-segment below the Not shale and location of the production facilities that were analyzed in 
the second case study. 
This region includes five producers surrounded by five injector wells from the C 
template, all targeting the oil system below the Not shale. Table 5.5 summarizes the main 
characteristics of each well. During the history matching process other producers (wells 
6608/10 D-2H and 6608/10 B-1H) with history records were added into the analysis as 
explained in the pilot wells configuration sub-section.  
Table 5.5. General characteristics of the wells that have been analyzed in the second case study. 
Well Completion Zones Type Content Target Fm. 
C-1H 20/07/1998 16, 18, 19, 20 Injection Water & gas Tofte & Tilje 
C-2H 27/11/1998 14, 15, 16, 17, 18, 19, 20 Injection Water Tofte & Tilje 
C-3H 20/05/1999 14, 15, 16, 17, 18, 19 Injection Water & gas Tofte & Tilje 
C-4H 18/08/1997 16, 18, 19, 20 Injection Water & gas Tofte & Tilje 
C-4AH 20/01/2004 5, 6, 7, 8, 9, 10 Injection Water & gas Ile 
B-2H 09/12/1997 9, 10 Producer Oil Ile 
B-4DH 10/07/2004 5, 6, 7, 8, 9 Producer Oil Ile 
D-1H 18/11/1996 5, 6, 7, 8, 9, 10, 11, 12, 13 Producer Oil Ile & Tofte 
D-1CH 07/11/2003 5, 6, 7, 8 Producer Oil Ile 




The main reasons for the implementation of the pilot wells methodology in this 
region are as follows:  
 Totally different region when compared with the previous case study (G-segment); 
 Different oil compartment regarding the first case study. The production is confined to 
the bottom reservoir, located below the Not shale; 
 Lower wells density, when compared with the rest of the C-segment and also other 
segments, meaning higher geological uncertainty; 
 Reservoir structure with lower complexity. 
5.2.2.1. Quantification and Diagnosis 
Production data 
After the global adjustments stage, the combined analysis of the production curves 
and NQDS plots obtained for each OF and each well, revealed significant deviations 
regarding the observed data. 
First, it should be highlighted that most of the injectors on the C template did not 
show injectivity problems, with all the models showing NQDS values within the acceptance 
range [-1 1] for both gas and water injection. Exception made to the well 6608/10 C-1H that 
presents slight deviations regarding the water injection. Nevertheless, 98% of the models 
show NQDS values within the acceptance range [-10 10] (Figure 5.38). 
Regarding BHP and similarly to the G-Segment, the poor quality of the observed 
data characterized by the low number of observations it is quite evident in the wells 6608/10 
B-2H and 6608/10 D-4H. After Qo, the pressure is the OF that raises less problems. The 
analysis of the BHP deviations of all wells, shows that 22% of the models are inside the 
acceptance range [-10 10]. The wells 6608/10 B-4DH and D-1CH are the ones that registered 
the highest deviations, even so, with many models with deviations inside the acceptance range 
[-10 10] (22% and 44%, respectively) (Figure 5.39). Isolating the analysis to the NQDS of 
BHP, an uncertainty reduction step should be enough to solve the deviations observed in the 
wells 6608/10 B-4DH and D-1CH (Figure 5.39). 
Qo, the only OF that has the flow rates informed during the numerical simulation 
stage, show a very good match, with most models within the acceptance range [-1 1] (98% of 
the models when taking into account the Qo of all analyzed wells). Only very few models 










Figure 5.39. All producers analyzed in the southern C-segment, pressure curves and NQDS of BHP for all 






Figure 5.40. Oil rates and NQDS of Qo for all individuals (200) and producers. 
Regarding Qg, the well 6608/10 B-4DH is responsible for the highest deviations 
(Figure 5.41). The other wells show significant deviations only during specific periods: the 
well 6608/10 B-2H in the period 200 - 500 days of production and the wells 6608/10 D-1H 
and 6608/10 D-4H around the 500 days. The well 6608/10 D-1CH reveals a good behavior, 
with many models inside the acceptance range [-10 10]. In general, we can say that Qg did not 
represent a major problem during the history matching process especially when compared 
with Qw (Figure 5.41 and Figure 5.42). Even so, the analysis of the Qg for all wells, shows all 
models outside the acceptance range [-10 10]. The Qg NQDS values of the wells 6608/10 B-




5.41). For the well 6608/10 D-4H, besides the large deviations, the values are distributed 
above and below the acceptance range, revealing that the reservoir parameterization was not 
effective. For the wells 6608/10 B-2H and 6608/10 B-4DH, in addition to the large 
deviations, the NQDS values are mostly concentrated below the acceptance range. This fact 
also suggests a new parameterization and increasing the uncertainty range of the mapped 
parameters. 
 




The Qw is responsible for the highest deviations, representing the most challenging 
OF of the C-Segment. The main deviations are summarized as follows (Figure 5.42, Table 5.8 
and Table 5.9): 
 Well 6608/10 B-2H: earlier water breakthrough (up to 1000 days according to some 
models); 
 Well 6608/10 B-4DH: generalized lower water production. The higher production 
registered by a small number of models is related with a higher position of OWC; 
 Well 6608/10 D-1H: earlier water breakthrough and lower water rates; 
 Well 6608/10 D-1CH: earlier water breakthrough and extremely higher water rates for 
most models; 
 Well 6608/10 D-4H: earlier water breakthrough and higher water production for most 
simulation models. The low historic rates make this well not so relevant to the general 
reservoir behavior. In fact, this is one of those specific cases where the C constant 
(equation 3.3) can be used due to the prevalence of Qw close to zero during the 
historical period. For example, with C = 25 m
3
/day, 68% of the models have NQDS 
values within the acceptance range [-10 10] (Table 5.8). 
Isolating the analysis to the NQDS of Qw, all the analysed producers call for a 
new reservoir parameterization. For the wells 6608/10 B-2H and 6608/10 D-4H, apart the 
large deviations, the values are distributed above and below the acceptance range, revealing 
that the reservoir parameterization was not effective. For the wells 6608/10 B-4DH, 6608/10 
D-1H and 6608/10 D-1CH, apart the large deviations, the NQDS values are mostly 
concentrated above or below the acceptance range. This fact also suggests a new 
parameterization and increasing the uncertainty range of the mapped parameters (Figure 
5.42). 
Again, the water streamline analysis is extremely helpful to understand the main 
water paths between the injectors/producers, the causes for the earlier water breakthrough, 
and the relationship of the production behavior between different producers. This information 
pays a decisive role during the configuration of the pilot wells grid to adjust Qw. 
Given the short distance between the wells 6608/10 D-1H, 6608/10 D-1CH and 
6608/10 B-4DH their production behavior is highly correlated despite their different 
completion dates (Table 5.5). For example, the models with the lowest deviations for the well 
6608/10 D-1H (higher Qw) are also the models that show some of the highest deviations in the 





Figure 5.42. Water rates and NQDS of Qw for all individuals (200) and producers. Due to the high 






Figure 5.43. Water rates of the wells D-1H and D-1CH for the same realization (Model 33, Iteration 3A).  
As the streamlines method shows, the water arriving to those wells is mainly 
influenced by the injector wells 6608/10 C-2H and C-3H (Figure 5.44a). The earlier water 
breakthrough observed in the simulation results of the well D-1H is highly influenced by the 
well C-2H, being also related with the injector 6608/10 C-3H (Figure 5.44b). The attempts to 
adjust Qw in the well 6608/10 D-1H by increasing the water production normally lead to 
extremely higher water rates in the well 6608/10 D-1CH together with an earlier water 
breakthrough (Figure 5.43 and Figure 5.46b). 
 
Figure 5.44. Streamlines showing the preferred water paths between the injectors 6608/10 C-2H (a) and 




On the other hand, decreasing the Qw in the well 6608/10 D-1CH leads to very 
low Qw in the wells 6608/10 B-4DH and well 6608/10 D-1H, in other words, higher 
deviations (Figure 5.45 and Figure 5.46a). Additionally, Qw in the well 6608/10 B-4DH 
(completed in 2004) is also influenced by the injectors 6608/10 C-2H, 6608/10 C-4H and 
6608/10 C-3H (Figure 5.47a and Figure 5.47b, respectively) 
 
Figure 5.45. Wells D-1H, D-1CH and B-4DH water rates for the same realization (Model 155, Iteration 
3A) 
 
Figure 5.46. Streamlines showing the preferred water paths between the injector 6608/10 C-2H and the 
producer 6608/10 D-1H. (a) water path when trying to delay the water cut and reduce the water rate in 





Figure 5.47. Streamlines showing the preferred water paths between the injectors 6608/10 C-2H (a) and 
6608/10 C-4H (b), and the producer 6608/10 B-4DH. 
Regarding the well 6608/10 B-2H, Qw seems to be mainly influenced by the 
injector 6608/10 C-1H (Figure 5.48a) being also affected by the injectors 6608/10 C-4H and 
6608/10 C-4AH. The earlier water breakthrough, one of the main issues in the matching 
process, has two causes: the reservoir properties between the pair 6608/10 C-1H/B-2H and the 
OWC depth (Figure 5.48b). Additionally, the production pattern of the wells 6608/10 D-4H 
and 6608/10 B-2H is highly correlated, with similar history matching challenges (early water 
breakthrough). Due to their position, Qw is mainly influenced by the injectors 6608/10 C-1H, 
6608/10 C-4H and 6608/10 C-4AH, and by the OWC position (Figure 5.49b and Table 5.6). 
 
Figure 5.48. Streamlines showing the preferred water paths between the injector 6608/10 C-1H and the 






Figure 5.49. Streamlines showing the preferred water paths between the injectors 6608/10 C-1H and 
6608/10 C-4H, and the producer 6608/10 D-4H (a); the early water breakthrough in the well 6608/10 D-4H 
influenced by the OWC depth (b). 
Similarly to the G-Segment, the influence of the simulation attributes regarding 
each OF is assessed through the correlation matrixes tool (Maschio and Schiozer, 2016). The 
results are compiled in the Table 5.6, reminding that it was defined a cut-off value of 0.3, 
below which the attribute has no influence in any data series. The table shows that from the 
dynamic attributes taken into account in this study, the OWC and the GOC have an influence 
in the production behavior of the C-Segment wells, namely in Qw and Qg, respectively. To 
highlight, the well 6608/10 D-4H with Qw highly influenced by the OWC, and the well 
6608/10 D-1H with Qg highly influenced by the GOC. 
Table 5.6. Influence matrix for all the producers analyzed in the C-segment. 
Attributes (well)/OF Qg Qo Qw GOR BHP 
OWC (B-2H) --- --- -0.42 --- 0.43 
OWC (B-4DH) --- --- -0.36 --- 0.62 
OWC (D-1H) --- --- -0.59 --- 0.40 
OWC (D-1CH) --- --- -0.54 -0.33 0.66 
OWC (D-4H) --- --- -0.70 -0.54 0.59 
GOC (B-2H) --- --- --- --- 0.37 
GOC (B-4DH) 0.43 --- --- 0.33 -0.49 
GOC (D-1H) 0.72 --- --- 0.70 -0.55 
GOC (D-1CH) 0.48 --- --- 0.33 -0.47 
GOC (D-4H) 0.51 --- --- 0.36 -0.54 
 
Geological background 
The production facilities in the C-Segment are concentrated in the oil system 
below the Not shale, namely in the Ile and Tofte formations, being the Tilje Fm. mostly 




in a foreshore to offshore depositional environment. The dip of the layers suggests that the 
source area for sediments was to the north or northeast of the field. The Ile Fm. is mostly 
materialized by a 40 to 50 m thick sandstone package deposited in a shoreface depositional 
environment during the Aalenian. Both sandstones in the Ile and Tofte formations have good 
reservoir properties.  
 
Figure 5.50. Facies with a limited distribution in the east-west or northeast-southwest direction (example 
taken from the zone 17: Tofte 1.2.1; variogram angle: 135). 
Another important issue about the Tofte and Ile formations with direct influence 
in the variogram estimations is the limited horizontal distribution in the east-west or 
northeast-southwest direction for some zones (e.g. zones 9, 11, 13, 17) (Figure 5.50) (Verlo 
and Hetland, 2008; Morton et al., 2009). 
Beyond the fluid contacts, the major challenge regarding the history matching of 
the C-Segment is directly related with the calcareous layers distribution, their continuity and 
effectiveness as a seal. These cemented layers occur in most wells across the Tofte and Ile 
formations, namely in the zones Ile 2.1.1, Ile 1.2.1, Ile 1.1, Tofte 2.1.1, Tofte 1.2.1 and Tofte 
1.1., thus assumed to be continuous and a possible vertical barrier to the fluid flow. This is 
particularly relevant for these horizons mostly because these calcareous cemented layers are 
the only stratigraphic barrier between the thick sandstone packages (Figure 5.51).  
 
Figure 5.51. Horizons with the most relevant calcareous cemented stringers that could interfere in the 




The thickness of the carbonate stringers is normally below 1 meter making it 
impossible to map through conventional 3D seismic techniques. Additionally, due to the small 
thickness the lateral continuity of the carbonate stringers could be easily compromised by 
small lateral variations related with small changes in the depositional settings and also due to 
small sub seismic fractures that may allow the fluids to flow (Figure 5.52). These combined 
effects could lead to very irregular flow patterns turning the history matching process highly 
challenging and dependent on the correct mapping of those calcareous stringers. The 
geological characterization and the pilot wells approach used in this case study are especially 
designed to solve this issue. 
 
Figure 5.52. Scheme representing a different water flow behavior according to the different configuration 
of the carbonate stringers: (a) Continuous carbonate stringer; (b) fractured carbonate layer allowing the 




5.2.2.2. Pilot wells configuration 
The differences in the geological background of the C-segment when compared 
with the G-segment, led to the generation of another geological scenario and to differences in 
the pilot wells configuration. While the first case study refers to the oil system above the Not 
shale (Garn Fm.), the second case study covers the oil system below the Not shale, namely the 
Ile and Tofte formations. In a simplified description, this region corresponds to an expressive 
sandstone package interbedded with calcareous stringers that may act as a stratigraphic barrier 
to the vertical fluid flow, namely in the zones 8, 10, 11, 15, 17, 18. These calcareous stringers 
occur preferentially in the interfaces between formations, probably as a result of minor 
flooding events during the predominant regressive cycle, characteristic of the Norne field 
reservoir. The poor quality of the seismic data did not reveal any particular sedimentary 
feature for this region. In opposition to the previous case study, we decided for an irregular 
pilot wells grid, with the pilot wells locations following the main water flow paths between 
the different pair’s injectors/producers obtained after the streamline analysis (Figure 5.44 to 
Figure 5.49). After this analysis and in a first approach (Iteration 3B), the decision is to 
include 5 pilot wells groups, each group surrounding each producer, totalizing 100 pilot wells 
(Figure 5.54). In this way, each pilot well group has a major influence in a specific producer 
and a lower influence over other nearby wells. For example, the D-1H pilot wells group exerts 
a major influence over the facies and petrophysical properties distribution of the 6608/10 D-
1H well and a minor influence in the 6608/10 D-1CH and 6608/10 B-4DH wells. The aim is 
to cause a gradual perturbation in the reservoir. After obtaining a good match for a specific 
well, the properties of that pilot wells group are fixed, continuing to disturb the properties of 
the other groups. During these modifications, most of the facies profile, at each pilot well 
location, is automatically updated by selecting the best facies models obtained after the 
diagnosis stage of the previous iterations. Withal, manual facies modifications are carried out 
at specific locations, such the calcareous stringers interfaces (Figure 5.53). The distance 
between pilot wells goes from 100 to 300 meters, which means 2-8 pilot wells per correlation 
length in the minor direction and 3-20 pilot wells in the major direction, depending on the 
reservoir zone. 
After a few runs and not yet satisfied with the matching results, a second approach 
(iteration 3C) includes the extension of the study area towards northwest and east of the C-
segment in order to cover the entire area between the injectors and producers under analysis. 




improving the control over the location and extension of the calcareous stringers in these 
areas. The number of pilot wells increases in the D-1H, B-2H and D-4H groups. The D-1H 
group now covers the entire region between 6608/10 D-1H producer and the 6608/10 C-2H 
and 6608/10 C-3H injectors. The B-2H group is extended towards the 6608/10 C-4H injector 
and the D-4H group to the 6608/10 C-1H and 6608/10 C-4AH injectors (Figure 5.55). 
 
Figure 5.53. Example of the modifications performed in the facies profile of the pilot wells. The interfaces 
highlighted with the dark boxes (8, 10, 11, 16, 17 and 18), coincident with the main position of the 
calcareous stringers, are manually updated. The rest of the facies profile is automatically filled in the pilot 
wells of each pilot well group (D-1H), with the best facies models obtained in the corresponding measured 






Figure 5.54. Pilot wells configuration at the end of the iteration 3B. Includes 5 pilot wells groups, each one 
with a major effect on the specific producer that names each pilot well group. 
 
Figure 5.55. Pilot wells configuration at the end of the iteration 3C. The previous 5 pilot wells groups are 
maintained. However, the number and the area covered by the new pilot wells grid suffered a significant 
increased. 
During the iteration 3C and due to the extension of the study area, other two 
producers with historical data (wells 6608/10 B-1H and 6608/10 D-2H) are included into the 
analytical process. The inclusion of these wells brought some advantages (Figure 5.56): 
improved the understanding of the flow behavior between the 5 injectors and the 5 producers 




stratigraphic barriers and, consequently, lower deviations towards the observed data, namely 
regarding the expressive Qw deviations. 
 
Figure 5.56. Location of the two producers added to the analysis during the iteration 3C, regarding the 
location of the other wells. 
The pilot wells properties are mainly designed to include different possibilities for 
the extension and also vertical transmissibility of the thin carbonate layers between the 
different models. In this way, the facies and vertical transmissibility are the properties to add 
to each pilot well. In the first stages of the history matching process, the facies are the main 
properties to modify at the pilot wells grid in an attempt to improve the location and extension 
of the calcareous layers. Later on, the models showing the best facies configuration according 
to the production curves and NQDS values for each well are then selected as the facies 
properties for each pilot well at their respective location and fixed for all models realizations. 
Then the next property to modify at the pilot wells location is the vertical transmissibility by 
using a well log uncertainty analysis tool that allow us to analyze the impact of the log 
uncertainty in petrophysical interpretation on the vertical transmissibility of the thin 
calcareous layers (details in the Methodology). During the history matching process and 
similarly to the uncertain attributes shown in the APPENDIX A (Table A.1), the 
transmissibility affected to the carbonate layers suffered multiple modifications. The Table 
5.7 shows the modifications in the transmissibility´s between the iterations 3B and 3C. The 





Table 5.7. Tmv differences between iterations 3B and 3C. 
    Minimum Maximum 
Attribute Facies Distribution Zone ITE3B ITE3C ITE3B ITE3C 
Tmv 
Carbonates Uniform 
5-15 0.01 0.05 0.2 0.2 
8 0.001 0.001 0.01 0.01 
10 0.001 0.001 0.01 0.1 
11 0.0001 0.0001 0.01 0.001 
15 0.00001 0.00001 0.001 0.0001 
16 0.01 0.01 0.1 0.1 
17 0.001 0.001 0.01 0.01 
18 0.0005 0.0001 0.005 0.005 
20 0.0001 0.000001 0.001 0.00001 
Other Fixed 1 
5.2.2.3. History matching results 
The history matching process applied to the C-Segment is summarized into three 
different runs: 
 Iteration 3A: starting point after the global adjustments stage; 
 Iteration 3B: adjusting Qw of five producer wells using the pilot well method; 
 Iteration 3C: continue Qw adjustments, including the producers 6608/10 B-1H and 
6608/10 D-2H into the analysis and introducing significant changes in the pilot 
wells configuration. 
The analysis is mostly concentrated in Qw, the most challenging OF and the one 
showing the highest deviations as demonstrated during the diagnosis stage. When compared 
with the G-segment with just one pair producer/injector, the C-segment has additional 
challenges, such as: multiple wells (5 injectors and up to 7 producer wells), a larger area, a 
segment that communicates with the segments D and E, and a different geological framework. 
Iteration 3B comprehends a first attempt to improve the geological models and, 
while decreasing the deviations of the simulation models towards the observed data. The 
modifications arising from the inclusion of the pilot wells grid had a positive response in the 
Qw deviations (Figure 5.57): 
 Well 6608/10 B-2H: general reduction of the deviations due the higher Qw in the 
period 2700 – 3300 days. Nevertheless, most models continue to show a very 
significant earlier water breakthrough; 





 Well 6608/10 D-1H: generalized reduction in the earlier water breakthrough. 
However, this reduction is followed by a generally lower Qw that lead to a slightly 
increase in the deviations; 
 Well 6608/10 D-1CH: significant reduction of the deviations due to the lower Qw, and 
improved earlier water breakthrough. Improvements in isolating the production 
behavior regarding the well 6608/10 D-1H due to the modifications introduced in the 
vertical transmissibility of the zones 8, 10 and 11; 
 Well 6608/10 D-4H: reduction of the earlier water breakthrough. 
 




Besides the general improvements in most wells, still remain significant 
deviations to solve, namely in the wells 6608/10 B-2H and 6608/10 D-1H as shown by the 
production curves and NQDS plots (Figure 5.58). 
 
Figure 5.58. NQDS of Qw for all individuals (200) and producers. The NQDS plot on the left side shows the 
models within the range [-100 100]. 
In an attempt to find the reason for these deviations, which means, improving the 
distribution of the calcareous layers, the study area is extended to some adjacent producers, 
namely those located between the injectors and producers already analyzed (wells 6608/10 D-
2H and 6608/10 B-1H - Figure 5.56). Although not so evident in the NQDS plots, the analysis 
of the production curves show a significant increase of the earlier water breakthrough and a 
higher Qw in the well 6608/10 D-2H, resulting in higher deviations. The well 6608/10 B-1H is 
less affected by the modifications performed in the iteration 3B. Nevertheless, a slight 
increase in the earlier water breakthrough is also noticed (Figure 5.59). 
 
Figure 5.59. Water rates and NQDS plots for all individuals (200) of the producers 6608/10 B-1H and 
6608/10 D-2H. 
The production behavior observed in the well 6608/10 D-2H, completed in the 
layer 9, helps to understand the production pattern between the injectors 6608/10 C-2H and 




production behavior observed in the well 6608/10 B-1H, with a more complex completion 
pattern (layers 9, 10, 14 and 15 before September 2003 (2137 days), and layers 5 and 7 after 
September 2003), helps to understand the water displacement between the injectors 6608/10 
C-1H, C-4H and C-4AH and the producers 6608/10 B-2H, B-4DH and D-4H. As an example, 
the joint analysis of the vertical transmissibility and water displacement maps reveal that the 
models with the highest deviations are the ones that show the highest discontinuities in the 
calcareous layers between the injector well 6608/10 C-3H and the wells 6608/10 C-2H and 
6608/10 D-1H, namely in the zones 15 and 11. These lateral discontinuities are followed by 
higher vertical transmissibility’s that leads to the early water rise in these areas and, 
consequently, the earlier water breakthrough and higher Qw observed in the well 6608/10 D-
2H (Figure 5.60). Due to the absence of pilot wells in this region, the extension and location 
of the calcareous layers is less constrained (Figure 5.54). Similar behavior is also found close 
to the other injectors that surround the region under analysis. 
 
Figure 5.60. Vertical transmissibility models (top maps - realization 104 as example) with the higher 
values corresponding to the areas without thin calcareous layers that are responsible for the early flooding 




These facts are the main reason for the modifications included in the pilot wells 
configuration during the Iteration 3C. By increasing the number of pilot wells and extending 
their location closer to the injector wells we got a higher and important control over the 
calcareous layers (lateral extension, position and vertical transmissibility) in most of the C-
segment (Figure 5.55).  
 
Figure 5.61. Water rates and NQDS of Qw for all individuals (200) and producers. 
With the modifications arising from the inclusion of more pilot wells, we 
highlight the following improvements in Qw deviations when compared with Iteration 3B 




 Well 6608/10 B-2H: general reduction of the deviations and better distributed above 
and below the acceptance range. Nevertheless, some models continue to show a 
significant earlier water breakthrough (Figure 5.61 and Figure 5.62); 
 Well 6608/10 B-4DH: the NQDS values are better distributed above and below the 
acceptance range; 
 Well 6608/10 D-1H: generalized reduction of the deviations due to the higher Qw 
without affecting the earlier water breakthrough and the production behavior in the 
wells 6608/10 D-1CH and 6608/10 B-4DH (Figure 5.63). Despite the improvements, 
the period 1200 – 1400 days (1st semester 2001) continue to show a generalized lower 
Qw when compared with the observed data, being the main responsible of the high 
deviations (NQDS < -30); 
 Well 6608/10 D-1CH: to highlight the improvements in isolating the production 
pattern from the well 6608/10 D-1H; 
 Well 6608/10 D-4H: no major modifications. 
 Some models show significant improvements when analyzing multiple OF´s (multiple 
wells) (Figure 5.62 and Figure 5.63). Nevertheless, most models are outside the range 
[-10 10] (Table 5.9). 
 
Figure 5.62. Water rates of the producers 6608/10 B-1H, B-2H, B-4DH and D-4H showing fair deviations 





Figure 5.63. Water rates of the producers 6608/10 D-1H, D-1CH and B-4DH showing fair deviations for 
multiple OF´s in the same model (Model 24, Iteration 3C). 
These results are also followed by significant improvements in the producers 
6608/10 B-1H and 6608/10 D-2H, added later to the matching process (Figure 5.64): 
 Well 6608/10 B-1H: general reduction of the deviations and better control of the 
earlier water breakthrough. To highlight the improvements after September 2003 
(2137 days), when the well starts producing from the layers 5 and 7 (Ile Fm.); 
 Well 6608/10 D-2H: significant reduction in the earlier water breakthrough and slight 
reduction in the deviations of the best models, with few models within the acceptance 
range [-10 10]. 
 
Figure 5.64. Water rates and NQDS plots for all individuals (200) of the producers 6608/10 B-1H and 




When comparing the iteration 3C with the iteration 3A (starting point after the 
global adjustments), the improvements become even more evident (Figure 5.65). 
 




The Figure 5.66 summarizes the NQDS plots obtained during the different 
iterations of the history matching process applied to the C-segment. It is important to 
highlight the improvements in Qw deviations without affecting the other OF´s (BHP, Qo, Qg).  
 
Figure 5.66. Resume of the NQDS plots obtained during the different iterations of the history matching 
process applied to the Norne field C-segment. 
Additionally, the Table 5.8 and Table 5.9 quantifies the main improvements 
throughout the different iterations. Following the previous figures, the Table 5.8 confirms that 
the successive adjustments in the geological configuration guided by the pilot wells also 
resulted in a decrease of the Qw deviations. It also shows the significant impact of the 
different C values (0 or 25) in the NQDS calculations, namely in the well D-4H, due to the 
very low water rates, frequently with values close to zero. The Table 5.9 completes the 
previous analysis, showing the percentage of models within each acceptance range for an 
increasing number of OF´s (up to 7 OF´s correspondent to the 7 producers analyzed in the C-
segment). As expected, the percentage of models within each acceptance range decrease with 
the increasing number of OF´s, and increase when extending the acceptance range. The 
combined impact of the acceptance range and constant C should be also to take into account 




Figure 3.3). The results shown in both tables highlight not only the improvements obtained 
during the different iterations but also the adjustments that still need to be made. 
Table 5.8. Percentage of models within different acceptance ranges obtained for each well, in each 
iteration. The impact of the constant C, is shown: without using the constant (top), with C = 25 (bottom). 
 
Table 5.9. Percentage of models within different acceptance ranges and iterations for an increasing 
number of OF´s (up to 7 OF´s correspondent to the 7 producers analyzed in the C-segment). The table 





The correct mapping of the calcareous stringers that act as vertical stratigraphic 
barriers and the determination of the vertical transmissibility are the main aspects to take into 
account to a successful history matching of the C-segment, namely the reservoir below the 
Not shale. The pilot wells integrated with the history matching process allowed the 
identification of some geological features that lead to the results described above (from the 
bottom to the top of the reservoir): 
 The interface between the Tilje 2 and Tilje 3 zones (interface 20) and between the 
Tofte and Tilje (interface 18) formations is materialized by some calcareous stringers 
and the increase in the shaliness towards the bottom, making the fluids movement 
between both reservoir zones more difficult. This characteristic covers most of the 
reservoir, and is modeled with a very low transmissibility (Table 5.7). However, in the 
interface 18 there is some communication between the injector 6608/10 C-2H and the 
producer 6608/10 D-1H from the bottom layers towards the top. This is due to the 
lateral discontinuity of the calcareous layers and/or to the presence of sub-seismic 
faults acting as corridors to the fluid flow (Figure 5.67); 
 The interface 17 between the Tofte 1.2.1 and Tofte 1.1 is also materialized by a 
calcareous layer, particularly evident in the south-southeast of the C-segment. 
Similarly to the interface 18 and for the same reasons, there is some communication 
between the 6608/10 C-2H injector and the 6608/10 D-1H (Figure 5.67); 
 
Figure 5.67. Vertical transmissibility model showing the higher transmissibility values caused by the 
lateral discontinuity of the calcareous stringers (inside the black circles). These features become preferred 




  The interface 15, between the Tofte 2.1.1 and the Tofte 1.2.2 zones is one of the most 
important interfaces due to the following reasons: great lateral continuity, very low 
vertical transmissibility (Table 5.7) and proximity to the OWC in the central region of 
the C-segment (Figure 5.68b). The causes for the low transmissibility are the 
significant grain size contrast and the presence of a calcareous layer (visible in most 
wells of the C-segment). These characteristics turn the interface 15 one of the most 
important stratigraphic barriers of the reservoir, affecting the water displacement from 
the injector wells and aquifer towards the producers completed in the above layers. 
Similarly to the previous interfaces, there are some preferred paths used by the fluids, 
namely, the area between the injector 6608/10 C-2H and the producer 6608/10 D-1H 
and the area between the injector 6608/10 C-4H and the producers 6608/10 B-1H and 
B-2H. The fault C-21 seems also to behave as a vertical corridor to the water flow 
towards the 6608/10 D-2H and B-4DH wells (Figure 5.68a). 
 
Figure 5.68. (a) Vertical transmissibility model showing the higher transmissibility areas that become 
preferred paths to the water displacement (balck circles); (b) saturation map showing the proximity 
between the OWC and the zone 15 (black circle). 
 The interface 11, between the Ile and Tofte formations, is also an important feature 
mainly in the south-southwest C-segment, materialized by expressive calcareous layer 
with very low transmissibility. The exceptions are the areas close to the faults C-21 
and C-23 that work as vertical preferred paths towards the wells 6608/10 D-2H and D-
1H, respectively (Figure 5.69); 
 On the other hand, the interface 10 is observed in most wells, materialized by a 
calcareous layer with low to moderate transmissibility. The flow corridors are similar 
to the ones mentioned in the interface 11 together with another area close to the fault 
C-28 that influences the water arrival to the wells 6608/10 B-2H and B-1H. There´s a 




Associated to the main faults could occur sub-seismic faults or fractures that could act 
as corridors to the fluids to flow (Figure 5.69). 
 
Figure 5.69. Vertical transmissibility model showing the higher transmissibility values caused by the 
lateral discontinuity of the calcareous stringers and/or by the sub-seismic faults and fractures associated 
to the main fault system. These features work as preferred paths to the water displacement. 
 The interface 8 is also materialized by a low transmissibility calcareous layer, 
observed in most of the C-segment. The low transmissibility of this interface is the 
main responsible for delaying the water arrival from the injector 6608/10 C-2H to the 
producer 6608-10 D-1CH, isolating their production behavior from the well 6608/10 
D-1H (Figure 5.70a); 
 Finally, should be noted the importance of the injector 6608/10 C-4AH: contrary to the 
other injectors, completed in the Tofte and Tilje formations, the well C-4AH injects 
water into the Ile Fm. influencing the water arrival to the producers 6608/10 B-2H, D-
1CH and B-1H, by forcing the previously flooded areas towards the west of the 
reservoir (Figure 5.70b). 
 
Figure 5.70. A) Low vertical transmissibility of the interface 8 responsible for delaying the water path 
between the injectors 6608/10 C-2H and C-3H and the well 6608/10 D-1CH; B) effect of the injector 




The Figure 5.71 exemplifies the differences between the original transmissibility 
model available in the Norne database and one of the multiple realizations obtained in the last 
workflow iteration of this study. Once again is possible to observe significant differences. It is 
also important to highlight the differences in the realizations within the same workflow 
iteration, a consequence of the uncertainty range (Figure 5.72). 
 
Figure 5.71. Summary of the main differences between the original transmissibility model available in the 






Figure 5.72. Example of the differences between realizations within the same workflow iteration. 
 
Figure 5.73. Comparing the history matching outcome (Qo, Qg and Qw) for the well B-2H: the EnKF and 




Despite the improvements in characterizing the production behavior of the C-
segment, and due to the size and complexity of the region, still remain important adjustments 
to make. Similarly, the complexity and difficulty in adjusting the C-segment and/or other 
regions of the Norne field is also demonstrated by other research groups (i.e. Morell, 2010; 
Suman, 2013; Solheim, 2014). These studies present different history matching approaches 
such: traditional history matching methods (Morell, 2010, Odinukwe and Correia, 2010), 
history matching integrated with 4D seismic data (Osdal et al., 2006; Suman, 2013) and using 
the Ensemble Smoother (ES) and the Ensemble Kalman Filter (EnKF) (Szklarz, 2010; 
Solheim, 2014). Despite the improvements obtained from these different techniques, the 
authors agree that still remain significant deviations to solve (Figure 5.73). Nevertheless, the 
flexibility of the pilot wells turns this method an adequate tool to characterize highly 




6. Conclusions and Recommendations for Future Research 
In this work, it was proposed a methodology that integrates geostatistical 
modeling procedures with a wider history matching workflow guided by pilot wells, applied 
to a benchmark model – the Norne field. The objective was to obtain geologically consistent 
reservoir models that match the production data, the static data, and the available geological 
knowledge, improving the geological information of the benchmark database and contributing 
with an alternative method for history matching based in geostatistical parameterization. 
6.1. Geostatistical modeling 
During the geostatistical modeling tasks an electrofacies approach based on 
unsupervised artificial neural networks analysis has been successfully applied to the 
discrimination of different facies using conventional logs (gamma-ray, neutron, density logs) 
of 42 wells in the Norne field reservoir. These facies were deposited in a tidal, shallow-marine 
and prograding deltaic depositional system in a predominant coarsening-upwards sequence, 
comprising massive sandstone to thinly interbedded shale and carbonate cemented layers. 
Different electrofacies were recognized by grouping distinct well log clusters on multiple log 
cross-plots (GR v. DIFF and RHOB v. NPHI). The final electrofacies classification 
comprising a total of six classes has been resolved down to a sampling rate of 0.125 m thick 
in 42 wells, allowing better interpretation and comprehension of the geological framework of 
the reservoir, and adding new information to the Norne field benchmark case. 
The electrofacies classification based on ANN becomes more useful when 
integrated with statistical modeling methods, and with geological and reservoir knowledge. 
The electrofacies were scaled up to a high-resolution grid (cells 0.5–1 m thick) that forms the 
basis for building high-resolution 3D reservoir facies and petrophysical models for the Norne 
field. The high-resolution grid was obtained through refinement of the reservoir simulation 
grid available in the Norne field database, keeping the same reservoir geometry. In this way, 
when integrating this study into a wider history matching workflow, it is possible to compare 
the results with previous and future studies coming from the Norne field database. 
The stochastic generation of high-resolution 3D facies and petrophysical models 
(porosity, permeability and NtG), highlighted the importance of generating an electrofacies 
scheme. The histograms of porosity (permeability) within the different facies add a significant 




with more predictive power. The definition of the reservoir and the connectivity estimation 
through the NtG becomes directly related to the electrofacies by defining specific ranges of 
uncertainty to each electrofacies instead of using the frequently problematic permeability cut-
offs and Vshale curves. The high-resolution 3D models helped to identify and characterize 
small variations in the reservoir quality, and to identify the location, thickness, extent and 
frequency of decimetre-scale shale and cemented layers that act as vertical barriers to fluid 
flow, which has a significant impact on the estimation of the effective vertical permeability 
and reservoir behavior. The facies maps not only guided the different petrophysical properties 
distribution being also crucial to build new attributes used during the geostatistical history 
matching stages such the vertical permeability models, vertical transmissibility models, 
different kr curves associated to different facies and the pilot wells properties. For all these 
reasons, the models obtained in this study contain significant improvements when compared 
with the smooth estimations obtained by Kriging, available in the Norne field database. 
6.2. History matching guided by pilot wells 
The high-resolution datasets that resulted from this study formed the working 
basis in the integration with a probabilistic and multi-objective history matching assisted by a 
geostatistical parameterization technique based in the pilot point concept. In this work the 
pilot points assumed the form of pilot wells. The application of the pilot wells technique was 
divided in two case studies, each one showing a different approach applied to a different 
region of the Norne field reservoir: the G-segment and the C-segment. 
 For the G-segment and following the indicators from the diagnosis phase, it was 
generated a sedimentary feature (channel) using a pilot wells grid. These modifications 
lead to generalized and significant improvements in Qw (42% of the models inside the 
acceptance range). These results reveal the direct relation between the facies and 
petrophysical properties and Qw adjustment towards the historical data, particularly the 
existence of a sedimentary structure (channel) responsible for the preferred water path. 
The final facies configuration obtained with the pilot wells was also used to adjust Qg 
by assigning different kr curves to each facies. This procedure leads also to significant 
and generalized reduction in Qg deviations towards the observed data resulting in 34% 
of the models within the acceptance range. For this case study, the flexibility of the 




petrophysical properties to specific reservoir regions but also an effective tool to 
generate specific sedimentary features. 
 For the C-segment it was implemented a different pilot wells scheme mainly due to the 
different geological scenario. The pilot wells properties and configuration were mainly 
designed to improve the location, extension and vertical transmissibility of the thin 
calcareous layers that exert a major control on the fluids displacement. Despite the 
challenge of matching several wells at the same time, significant improvements were 
noticed for Qw. An additional challenge was related to the fact that for some wells the 
production behavior was highly connected. The models that showed the lowest 
deviations for one well were the same showing the highest deviations for other wells. 
By improving the location of the stratigraphic barriers it was possible to isolate the 
production behavior of those wells, as well as reduce the deviations. Despite the 
improvements in characterizing the production behavior of the C-segment, and due to 
the size and complexity of the region, still remain important adjustments to make. 
 Taking into account both case studies and the integration with the geological and 
reservoir simulation stages, the pilot wells method proved to be advantageous, namely 
in local adjustments: (1) high flexibility, adapting to different geological contexts and 
to different data sources; (2) honors the variograms; (3) the petrophysical properties 
were changed according to the modifications in the facies distribution. In turn, the 
facies were guided by the pilot wells and by geostatistical modeling methods, 
honoring the properties ranges estimated during the data analysis, and leading to 3D 
models geologically more consistent; (4) the integration with history matching stages 
was essential to measure the effects of each modification, giving at the same time the 
necessary clues to change the pilot wells configuration between each iteration. 
6.3. Recommendations for future research directions 
The procedures presented in this work could be extended and improved in future 
research studies: 
 Extend the methodology to other regions of the Norne field and also to other 
reservoirs; 
 Change the pilot wells configuration according to new data sources, such 4D seismic 
data, namely pressure, saturation and seismic impedance maps, obtained from petro-




application with other modeling techniques, such the object or multi-point geostatistics 
modeling methods. Both actions contribute to avoid the introduction of bias that may 
result from the application of the pilot wells technique. 
 In this study the pilot wells were manually placed. Further research should attempt for 
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APPENDIX A – Uncertain attributes 
In this study the models are built by including uncertainties in the most relevant 
attributes. The attributes with spatial variation (geostatistical models) are generated and 
evaluated during the geological modeling workflow. The other attributes are treated according 
to their particularities and discretized in levels of uncertainty, each one with an initial 
probability of occurrence. The uncertainty levels and ranges shown in this appendix section 
are used as a starting point and changed during the history matching process. 
Attributes with spatial variation 
The attributes with spatial variation include:  
 Variable seeds (Table A.1); 
 Correlation between properties (collocated co-simulation function) (Table A.1); 
 Net-to-gross (NtG) and Vertical transmissibility (Tmv) (Table A.1); 
 Variogram, porosity, horizontal and vertical permeability (Table A.2 to Table A.5). 
Table A.1. Uncertain attributes: seeds, correlations, net-to-gross and vertical transmissibility 
 
Attribute Property Zone/Layer Distribution
model reservoir List 1;2;3;4;5;6;7;8;9;10;11;12;13;14;15;16;17;18;19;20;21;22;23;24;...;500;
facies reservoir List 30;80;130;180;230;280;330;380;430;480;530;580;630;680;730;....;24980;
Φ reservoir List 50;100;150;200;250;300;350;400;450;500;550;600;650;700;750;...;24999;
k reservoir List 25;75;125;175;225;275;325;375;425;475;525;575;625;675;725;...;24975;
NtG reservoir List 40;90;140;190;240;290;340;390;440;490;540;590;640;690;740;...;24990;
reservoir List 10;60;110;160;210;260;310;360;410;460;510;560;610;660;710;...;24960;
D-1H PWs List 9;59;109;159;209;259;309;359;409;459;509;559;609;659;709;...;24959;
B-4DH PWs List 11;61;111;161;211;261;311;361;411;461;511;561;611;661;711;...;24961;
B-2H PWs List 12;62;112;162;212;262;312;362;412;462;512;562;612;662;712;...;24962;
D-1CH PWs List 13;63;113;163;213;263;313;363;413;463;513;563;613;663;713;...;24963;
D-4H PWs List 14;64;114;164;214;264;314;364;414;464;514;564;614;664;714;...;24964;
Correlation Φ/IP reservoir Truncated normal Mean 0.65 Std 0.1 Min 0.5 Max 0.8
reservoir Truncated log-normal Mean 0.8 Std 0.1 Min 0.7 Max 0.9
20 Truncated log-normal Mean 0.7 Std 0.1 Min 0.6 Max 0.8
21 Truncated log-normal Mean 0.5 Std 0.1 Min 0.4 Max 0.6
22 Truncated log-normal Mean 0.5 Std 0.1 Min 0.4 Max 0.6
3 Truncated log-normal Mean 0.7 Std 0.1 Min 0.6 Max 0.8
carb. & shales reservoir Truncated normal Mean 0.05 Std 0.05 Min 0 Max 0.1
shaly-sands reservoir Truncated normal Mean 0.5 Std 0.2 Min 0.3 Max 0.7
other facies reservoir Fixed
[5 15] Uniform Min 0.01 Max 0.1
8 Uniform Min 0.001 Max 0.05
10 Uniform Min 0.001 Max 0.05
11 Uniform Min 0.0001 Max 0.05
15 Uniform Min 1,00E-05 Max 0.001
16 Uniform Min 0.01 Max 0.1
17 Uniform Min 0.001 Max 0.05
18 Uniform Min 0.0005 Max 0.05
20 Uniform Min 0.0001 Max 0.001














Table A.2. Variogram related uncertain attributes with different ranges for the azimuth, major and minor 








1 Truncated normal Mean 45 Std 20 Min 25 Max 70
2 Truncated normal Mean 22 Std 20 Min 0 Max 45
3 Truncated normal Mean 42 Std 20 Min 20 Max 70
5 Truncated normal Mean 88 Std 20 Min 25 Max 120
6 Truncated normal Mean 45 Std 20 Min 25 Max 70
7 Truncated normal Mean 0 Std 20 Min -30 Max 45
8 Truncated normal Mean 44 Std 20 Min 10 Max 70
9 Truncated normal Mean 135 Std 20 Min 100 Max 160
10 Truncated normal Mean 45 Std 20 Min 25 Max 70
11 Truncated normal Mean 125 Std 20 Min 100 Max 160
12 Truncated normal Mean 45 Std 20 Min 25 Max 70
13 Truncated normal Mean 135 Std 20 Min 100 Max 160
14 Truncated normal Mean 45 Std 20 Min 25 Max 70
15 Truncated normal Mean 45 Std 20 Min 25 Max 70
16 Truncated normal Mean 45 Std 20 Min 25 Max 70
17 Truncated normal Mean 133 Std 20 Min 100 Max 160
18 Truncated normal Mean 0 Std 20 Min -30 Max 45
19 Truncated normal Mean 133 Std 20 Min 100 Max 160
20 Truncated normal Mean 45 Std 20 Min 25 Max 70
21 Truncated normal Mean 48 Std 20 Min 25 Max 70
22 Truncated normal Mean 26 Std 20 Min 1 Max 45
1 Truncated normal Mean 1231 Std 150 Min 1000 Max 1500
2 Truncated normal Mean 1584 Std 150 Min 1000 Max 2000
3 Truncated normal Mean 1081 Std 150 Min 800 Max 1500
5 Truncated normal Mean 2506 Std 200 Min 1500 Max 3000
6 Truncated normal Mean 2574 Std 200 Min 1500 Max 3000
7 Truncated normal Mean 839 Std 100 Min 600 Max 1500
8 Truncated normal Mean 1905 Std 200 Min 1500 Max 2500
9 Truncated normal Mean 800 Std 100 Min 600 Max 1500
10 Truncated normal Mean 1527 Std 200 Min 1000 Max 2000
11 Truncated normal Mean 830 Std 100 Min 600 Max 1500
12 Truncated normal Mean 2486 Std 300 Min 1500 Max 3000
13 Truncated normal Mean 975 Std 150 Min 700 Max 1500
14 Truncated normal Mean 2041 Std 300 Min 1500 Max 2500
15 Truncated normal Mean 1256 Std 150 Min 900 Max 1500
16 Truncated normal Mean 1644 Std 200 Min 1000 Max 2000
17 Truncated normal Mean 1809 Std 200 Min 1000 Max 2300
18 Truncated normal Mean 1004 Std 150 Min 700 Max 1500
19 Truncated normal Mean 2136 Std 300 Min 1500 Max 2500
20 Truncated normal Mean 1937 Std 250 Min 1400 Max 2300
21 Truncated normal Mean 2175 Std 300 Min 1500 Max 2500



























1 Truncated normal Mean 912 Std 150 Min 600 Max 1100
2 Truncated normal Mean 549 Std 100 Min 400 Max 700
3 Truncated normal Mean 500 Std 100 Min 400 Max 700
5 Truncated normal Mean 629 Std 100 Min 450 Max 800
6 Truncated normal Mean 500 Std 100 Min 400 Max 700
7 Truncated normal Mean 500 Std 100 Min 400 Max 700
8 Truncated normal Mean 668 Std 100 Min 450 Max 800
9 Truncated normal Mean 674 Std 100 Min 450 Max 800
10 Truncated normal Mean 500 Std 100 Min 400 Max 700
11 Truncated normal Mean 500 Std 100 Min 400 Max 700
12 Truncated normal Mean 971 Std 150 Min 600 Max 1100
13 Truncated normal Mean 500 Std 100 Min 400 Max 700
14 Truncated normal Mean 775 Std 100 Min 500 Max 900
15 Truncated normal Mean 500 Std 100 Min 400 Max 700
16 Truncated normal Mean 500 Std 100 Min 400 Max 700
17 Truncated normal Mean 423 Std 100 Min 350 Max 700
18 Truncated normal Mean 500 Std 100 Min 400 Max 700
19 Truncated normal Mean 500 Std 100 Min 400 Max 700
20 Truncated normal Mean 755 Std 100 Min 500 Max 900
21 Truncated normal Mean 500 Std 100 Min 400 Max 700












1 Truncated normal Mean 0.13 Std 0.04 Min 0.08 Max 0.18
2 Truncated normal Mean 0.173 Std 0.04 Min 0.15 Max 0.21
3 Truncated normal Mean 0.194 Std 0.03 Min 0.18 Max 0.21
5 Truncated normal Mean 0.2 Std 0.03 Min 0.18 Max 0.22
6 Truncated normal Mean 0.2 Std 0.03 Min 0.18 Max 0.23
7 Truncated normal Mean 0.16 Std 0.03 Min 0.14 Max 0.18
8 Truncated normal Mean 0.18 Std 0.03 Min 0.16 Max 0.2
9 Truncated normal Mean 0.185 Std 0.03 Min 0.16 Max 0.21
10 Truncated normal Mean 0.15 Std 0.03 Min 0.13 Max 0.18
11 Truncated normal Mean 0.17 Std 0.03 Min 0.14 Max 0.2
12 Truncated normal Mean 0.21 Std 0.03 Min 0.18 Max 0.23
13 Truncated normal Mean 0.205 Std 0.03 Min 0.18 Max 0.23
14 Truncated normal Mean 0.195 Std 0.02 Min 0.18 Max 0.21
15 Truncated normal Mean 0.18 Std 0.02 Min 0.16 Max 0.2
16 Truncated normal Mean 0.13 Std 0.02 Min 0.11 Max 0.16
17 Truncated normal Mean 0.24 Std 0.02 Min 0.22 Max 0.27
18 Truncated normal Mean 0.185 Std 0.02 Min 0.17 Max 0.21
19 Truncated normal Mean 0.18 Std 0.02 Min 0.16 Max 0.21
20 Truncated normal Mean 0.16 Std 0.02 Min 0.14 Max 0.19
21 Truncated normal Mean 0.15 Std 0.02 Min 0.13 Max 0.18
22 Truncated normal Mean 0.155 Std 0.02 Min 0.13 Max 0.18
1 Truncated normal Mean 0.27 Std 0.01 Min 0.26 Max 0.28
2 Truncated normal Mean 0.17 Std 0.02 Min 0.15 Max 0.19
3 Truncated normal Mean 0.245 Std 0.01 Min 0.23 Max 0.26
5 Truncated normal Mean 0.26 Std 0.01 Min 0.25 Max 0.27
6 Truncated normal Mean 0.18 Std 0.02 Min 0.16 Max 0.2
8 Truncated normal Mean 0.16 Std 0.005 Min 0.155 Max 0.165
20 Truncated normal Mean 0.19 Std 0.01 Min 0.18 Max 0.21
21 Truncated normal Mean 0.175 Std 0.01 Min 0.16 Max 0.19
22 Truncated normal Mean 0.195 Std 0.02 Min 0.18 Max 0.21
1 Truncated normal Mean 0.19 Std 0.02 Min 0.17 Max 0.21
2 Truncated normal Mean 0.245 Std 0.02 Min 0.22 Max 0.27
3 Truncated normal Mean 0.24 Std 0.01 Min 0.225 Max 0.25
5 Truncated normal Mean 0.23 Std 0.01 Min 0.22 Max 0.25
6 Truncated normal Mean 0.23 Std 0.01 Min 0.22 Max 0.25
8 Truncated normal Mean 0.215 Std 0.02 Min 0.02 Max 0.24
9 Truncated normal Mean 0.2 Std 0.01 Min 0.19 Max 0.21
10 Truncated normal Mean 0.185 Std 0.01 Min 0.17 Max 0.2
11 Truncated normal Mean 0.185 Std 0.01 Min 0.17 Max 0.2
15 Truncated normal Mean 0.16 Std 0.02 Min 0.14 Max 0.2
16 Truncated normal Mean 0.202 Std 0.01 Min 0.19 Max 0.22
18 Truncated normal Mean 0.212 Std 0.01 Min 0.2 Max 0.23
19 Truncated normal Mean 0.202 Std 0.02 Min 0.18 Max 0.23
20 Truncated normal Mean 0.22 Std 0.02 Min 0.2 Max 0.24
21 Truncated normal Mean 0.19 Std 0.01 Min 0.175 Max 0.21










1 Truncated normal Mean 0.26 Std 0.02 Min 0.23 Max 0.28
2 Truncated normal Mean 0.24 Std 0.02 Min 0.22 Max 0.27
3 Truncated normal Mean 0.23 Std 0.02 Min 0.21 Max 0.25
5 Truncated normal Mean 0.25 Std 0.02 Min 0.23 Max 0.27
6 Truncated normal Mean 0.255 Std 0.02 Min 0.23 Max 0.27
7 Truncated normal Mean 0.25 Std 0.01 Min 0.24 Max 0.26
8 Truncated normal Mean 0.245 Std 0.01 Min 0.23 Max 0.26
9 Truncated normal Mean 0.24 Std 0.02 Min 0.22 Max 0.26
10 Truncated normal Mean 0.25 Std 0.01 Min 0.24 Max 0.265
11 Truncated normal Mean 0.26 Std 0.02 Min 0.24 Max 0.28
12 Truncated normal Mean 0.26 Std 0.01 Min 0.25 Max 0.27
13 Truncated normal Mean 0.26 Std 0.01 Min 0.25 Max 0.275
14 Truncated normal Mean 0.27 Std 0.01 Min 0.26 Max 0.28
15 Truncated normal Mean 0.235 Std 0.01 Min 0.225 Max 0.25
16 Truncated normal Mean 0.225 Std 0.01 Min 0.215 Max 0.245
17 Truncated normal Mean 0.235 Std 0.02 Min 0.22 Max 0.25
18 Truncated normal Mean 0.25 Std 0.02 Min 0.23 Max 0.265
19 Truncated normal Mean 0.225 Std 0.01 Min 0.21 Max 0.245
20 Truncated normal Mean 0.222 Std 0.02 Min 0.21 Max 0.245
21 Truncated normal Mean 0.21 Std 0.02 Min 0.18 Max 0.24
22 Truncated normal Mean 0.24 Std 0.02 Min 0.22 Max 0.27
1 Truncated normal Mean 0.26 Std 0.02 Min 0.24 Max 0.29
2 Truncated normal Mean 0.265 Std 0.02 Min 0.245 Max 0.28
3 Truncated normal Mean 0.25 Std 0.01 Min 0.24 Max 0.265
5 Truncated normal Mean 0.245 Std 0.02 Min 0.22 Max 0.26
6 Truncated normal Mean 0.24 Std 0.01 Min 0.23 Max 0.255
7 Truncated normal Mean 0.25 Std 0.01 Min 0.235 Max 0.265
8 Truncated normal Mean 0.25 Std 0.01 Min 0.24 Max 0.265
9 Truncated normal Mean 0.26 Std 0.01 Min 0.25 Max 0.275
10 Truncated normal Mean 0.26 Std 0.01 Min 0.255 Max 0.27
11 Truncated normal Mean 0.27 Std 0.01 Min 0.26 Max 0.28
12 Truncated normal Mean 0.275 Std 0.01 Min 0.265 Max 0.29
13 Truncated normal Mean 0.275 Std 0.01 Min 0.265 Max 0.29
14 Truncated normal Mean 0.27 Std 0.02 Min 0.255 Max 0.29
15 Truncated normal Mean 0.265 Std 0.01 Min 0.255 Max 0.28
16 Truncated normal Mean 0.255 Std 0.02 Min 0.24 Max 0.28
17 Truncated normal Mean 0.25 Std 0.02 Min 0.24 Max 0.27
18 Truncated normal Mean 0.255 Std 0.02 Min 0.235 Max 0.28
19 Truncated normal Mean 0.26 Std 0.02 Min 0.245 Max 0.285
20 Truncated normal Mean 0.26 Std 0.02 Min 0.245 Max 0.285
21 Truncated normal Mean 0.24 Std 0.02 Min 0.225 Max 0.265
22 Truncated normal Mean 0.255 Std 0.02 Min 0.24 Max 0.28
1 Truncated normal Mean 0.24 Std 0.02 Min 0.21 Max 0.26
2 Truncated normal Mean 0.225 Std 0.02 Min 0.2 Max 0.245
3 Truncated normal Mean 0.215 Std 0.02 Min 0.2 Max 0.24
5 Truncated normal Mean 0.22 Std 0.01 Min 0.21 Max 0.235
6 Truncated normal Mean 0.21 Std 0.02 Min 0.19 Max 0.23
7 Truncated normal Mean 0.23 Std 0.01 Min 0.22 Max 0.24
8 Truncated normal Mean 0.235 Std 0.01 Min 0.23 Max 0.245
9 Truncated normal Mean 0.226 Std 0.01 Min 0.22 Max 0.23
10 Truncated normal Mean 0.235 Std 0.01 Min 0.23 Max 0.24














1 Truncated log-normal Mean 0.8 Std 1 Min 0.5 Max 2
2 Truncated log-normal Mean 0.13 Std 1 Min 0.1 Max 1
3 Truncated log-normal Mean 0.11 Std 0.5 Min 0.05 Max 1
5 Truncated log-normal Mean 0.38 Std 0.5 Min 0.1 Max 1
6 Truncated log-normal Mean 1.7 Std 1 Min 0.5 Max 4
7 Truncated log-normal Mean 0.02 Std 0.5 Min 0.01 Max 1
8 Truncated log-normal Mean 0.34 Std 0.5 Min 0.1 Max 1
9 Truncated log-normal Mean 0.43 Std 0.5 Min 0.1 Max 1
10 Truncated log-normal Mean 5.21 Std 3 Min 1 Max 10
11 Truncated log-normal Mean 2.88 Std 2 Min 1 Max 5
12 Truncated log-normal Mean 2.24 Std 2 Min 1 Max 5
13 Truncated log-normal Mean 0.003 Std 0.1 Min 0.002 Max 1
14 Truncated log-normal Mean 0.1 Std 0.5 Min 0.05 Max 1
15 Truncated log-normal Mean 7.15 Std 5 Min 2 Max 10
16 Truncated log-normal Mean 2.57 Std 2 Min 1 Max 5
17 Truncated log-normal Mean 0.93 Std 1 Min 0.2 Max 2
18 Truncated log-normal Mean 1.95 Std 1 Min 0.1 Max 3
19 Truncated log-normal Mean 0.45 Std 0.5 Min 0.1 Max 1
20 Truncated log-normal Mean 0.39 Std 0.5 Min 0.1 Max 1
21 Truncated log-normal Mean 0.55 Std 0.5 Min 0.1 Max 1
22 Truncated log-normal Mean 1.48 Std 1 Min 0.1 Max 2
1 Truncated log-normal Mean 4.9 Std 4 Min 2 Max 9
2 Truncated log-normal Mean 0.02 Std 0.1 Min 0.01 Max 0.1
3 Truncated log-normal Mean 0.26 Std 0.5 Min 0.01 Max 0.5
5 Truncated log-normal Mean 0.24 Std 0.5 Min 0.01 Max 0.3
6 Truncated log-normal Mean 0.006 Std 0.1 Min 0.006 Max 0.01
8 Truncated log-normal Mean 0.03 Std 0.1 Min 0.02 Max 0.05
20 Truncated log-normal Mean 0.18 Std 0.5 Min 0.1 Max 0.5
21 Truncated log-normal Mean 0.09 Std 0.1 Min 0.05 Max 0.15
22 Truncated log-normal Mean 0.11 Std 0.1 Min 0.01 Max 0.2
1 Truncated log-normal Mean 6.4 Std 2 Min 5 Max 10
2 Truncated log-normal Mean 28.3 Std 10 Min 10 Max 40
3 Truncated log-normal Mean 12.2 Std 2 Min 10 Max 15
5 Truncated log-normal Mean 0.07 Std 0.5 Min 0.05 Max 0.5
6 Truncated log-normal Mean 0.07 Std 0.5 Min 0.05 Max 0.5
8 Truncated log-normal Mean 11.5 Std 5 Min 1 Max 20
9 Truncated log-normal Mean 0.26 Std 0.5 Min 0.1 Max 1
10 Truncated log-normal Mean 9.46 Std 5 Min 1 Max 15
11 Truncated log-normal Mean 9.46 Std 5 Min 1 Max 15
15 Truncated log-normal Mean 3 Std 5 Min 0.1 Max 10
16 Truncated log-normal Mean 7.6 Std 5 Min 1 Max 10
18 Truncated log-normal Mean 10.1 Std 5 Min 2 Max 12
19 Truncated log-normal Mean 2.9 Std 2 Min 1 Max 4
20 Truncated log-normal Mean 2.5 Std 2 Min 1 Max 3
21 Truncated log-normal Mean 1.3 Std 1 Min 0.5 Max 2








…horizontal permeability continuation 
 
1 Truncated log-normal Mean 172 Std 100 Min 50 Max 200
2 Truncated log-normal Mean 139 Std 50 Min 50 Max 150
3 Truncated log-normal Mean 16 Std 5 Min 10 Max 20
5 Truncated log-normal Mean 64 Std 30 Min 10 Max 100
6 Truncated log-normal Mean 36 Std 20 Min 10 Max 50
7 Truncated log-normal Mean 33 Std 20 Min 10 Max 40
8 Truncated log-normal Mean 45 Std 20 Min 20 Max 50
9 Truncated log-normal Mean 130 Std 50 Min 50 Max 150
10 Truncated log-normal Mean 132 Std 50 Min 50 Max 200
11 Truncated log-normal Mean 99 Std 40 Min 50 Max 110
12 Truncated log-normal Mean 77 Std 30 Min 40 Max 90
13 Truncated log-normal Mean 58 Std 30 Min 10 Max 70
14 Truncated log-normal Mean 88 Std 30 Min 40 Max 100
15 Truncated log-normal Mean 58 Std 30 Min 10 Max 70
16 Truncated log-normal Mean 53 Std 20 Min 20 Max 60
17 Truncated log-normal Mean 80 Std 40 Min 30 Max 100
18 Truncated log-normal Mean 55 Std 30 Min 20 Max 70
19 Truncated log-normal Mean 112 Std 50 Min 20 Max 120
20 Truncated log-normal Mean 32 Std 20 Min 10 Max 40
21 Truncated log-normal Mean 19 Std 10 Min 5 Max 25
22 Truncated log-normal Mean 166 Std 100 Min 50 Max 200
1 Truncated log-normal Mean 381 Std 50 Min 300 Max 450
2 Truncated log-normal Mean 320 Std 100 Min 100 Max 350
3 Truncated log-normal Mean 929 Std 1000 Min 500 Max 2000
5 Truncated log-normal Mean 104 Std 50 Min 50 Max 120
6 Truncated log-normal Mean 79 Std 20 Min 50 Max 120
7 Truncated log-normal Mean 136 Std 40 Min 80 Max 150
8 Truncated log-normal Mean 240 Std 100 Min 100 Max 250
9 Truncated log-normal Mean 909 Std 300 Min 500 Max 1000
10 Truncated log-normal Mean 711 Std 200 Min 400 Max 800
11 Truncated log-normal Mean 626 Std 200 Min 300 Max 700
12 Truncated log-normal Mean 1120 Std 500 Min 300 Max 1150
13 Truncated log-normal Mean 935 Std 400 Min 400 Max 1100
14 Truncated log-normal Mean 454 Std 200 Min 200 Max 600
15 Truncated log-normal Mean 291 Std 150 Min 150 Max 500
16 Truncated log-normal Mean 581 Std 150 Min 300 Max 700
17 Truncated log-normal Mean 650 Std 250 Min 300 Max 700
18 Truncated log-normal Mean 492 Std 200 Min 300 Max 600
19 Truncated log-normal Mean 641 Std 400 Min 100 Max 700
20 Truncated log-normal Mean 445 Std 200 Min 100 Max 500
21 Truncated log-normal Mean 255 Std 150 Min 100 Max 300
22 Truncated log-normal Mean 800 Std 300 Min 400 Max 1300
1 Truncated log-normal Mean 701 Std 300 Min 300 Max 750
2 Truncated log-normal Mean 450 Std 300 Min 100 Max 500
3 Truncated log-normal Mean 111 Std 30 Min 80 Max 150
5 Truncated log-normal Mean 217 Std 100 Min 50 Max 250
6 Truncated log-normal Mean 135 Std 50 Min 50 Max 140
7 Truncated log-normal Mean 119 Std 50 Min 50 Max 130
8 Truncated log-normal Mean 89 Std 50 Min 30 Max 100
9 Truncated log-normal Mean 316 Std 50 Min 250 Max 400
10 Truncated log-normal Mean 413 Std 50 Min 375 Max 450














1 Truncated log-normal Mean 5.9 Std 5 Min 1 Max 10
2 Truncated log-normal Mean 1 Std 2 Min 0.1 Max 2
3 Truncated log-normal Mean 0.2 Std 0.5 Min 0.01 Max 0.5
5 Truncated log-normal Mean 2 Std 2 Min 0.1 Max 3
6 Truncated log-normal Mean 2.2 Std 2 Min 0.5 Max 4
7 Truncated log-normal Mean 0.3 Std 0.5 Min 0.1 Max 1
8 Truncated normal Mean 0.75 Std 1 Min 0.1 Max 1.5
9 Truncated log-normal Mean 3.9 Std 3 Min 1 Max 8
10 Truncated log-normal Mean 7.1 Std 5 Min 2 Max 12
11 Truncated log-normal Mean 5.4 Std 3 Min 2 Max 8
12 Truncated log-normal Mean 3.9 Std 3 Min 1 Max 5
13 Truncated log-normal Mean 0.9 Std 1 Min 0.1 Max 1
14 Truncated log-normal Mean 1 Std 1 Min 0.5 Max 2
15 Truncated log-normal Mean 12 Std 5 Min 6 Max 17
16 Truncated log-normal Mean 6.6 Std 5 Min 2 Max 10
17 Truncated log-normal Mean 2.8 Std 2 Min 1 Max 3
18 Truncated log-normal Mean 4.5 Std 4 Min 1 Max 5
19 Truncated log-normal Mean 1.2 Std 1 Min 0.5 Max 2
20 Truncated log-normal Mean 1.6 Std 1 Min 0.5 Max 2
21 Truncated log-normal Mean 1.3 Std 1 Min 0.5 Max 2
22 Truncated log-normal Mean 3 Std 2 Min 1 Max 5
1 Truncated log-normal Mean 5.3 Std 3 Min 1 Max 8
2 Truncated log-normal Mean 0.005 Std 0.1 Min 0.001 Max 0.01
3 Truncated log-normal Mean 0.4 Std 0.5 Min 0.1 Max 0.5
5 Truncated log-normal Mean 0.3 Std 0.3 Min 0.1 Max 0.7
6 Truncated log-normal Mean 0.7 Std 0.3 Min 0.01 Max 1
8 Truncated log-normal Mean 0.03 Std 0.1 Min 0.01 Max 0.1
20 Truncated log-normal Mean 1 Std 1 Min 0.5 Max 1.5
21 Truncated log-normal Mean 0.2 Std 0.3 Min 0.05 Max 0.4
22 Truncated log-normal Mean 0.6 Std 1 Min 0.1 Max 1
1 Truncated log-normal Mean 9.6 Std 5 Min 2 Max 15
2 Truncated log-normal Mean 45 Std 10 Min 20 Max 60
3 Truncated log-normal Mean 16 Std 10 Min 5 Max 20
5 Truncated log-normal Mean 0.4 Std 1 Min 0.1 Max 1
6 Truncated log-normal Mean 0.4 Std 1 Min 0.1 Max 1
8 Truncated log-normal Mean 60 Std 10 Min 40 Max 80
9 Truncated log-normal Mean 1 Std 1 Min 0.5 Max 2
10 Truncated log-normal Mean 36 Std 20 Min 10 Max 40
11 Truncated log-normal Mean 36 Std 20 Min 10 Max 40
15 Truncated log-normal Mean 10 Std 5 Min 1 Max 20
16 Truncated log-normal Mean 18 Std 10 Min 5 Max 20
18 Truncated log-normal Mean 17 Std 10 Min 5 Max 20
19 Truncated log-normal Mean 4.6 Std 2 Min 2 Max 5
20 Truncated log-normal Mean 10 Std 10 Min 1 Max 11
21 Truncated log-normal Mean 2.8 Std 2 Min 1 Max 3








…vertical permeability continuation 
 
1 Truncated log-normal Mean 232 Std 100 Min 100 Max 250
2 Truncated log-normal Mean 135 Std 50 Min 50 Max 150
3 Truncated log-normal Mean 31 Std 10 Min 20 Max 40
5 Truncated log-normal Mean 90 Std 40 Min 30 Max 100
6 Truncated log-normal Mean 64 Std 30 Min 20 Max 80
7 Truncated log-normal Mean 35 Std 10 Min 25 Max 40
8 Truncated log-normal Mean 56 Std 20 Min 20 Max 70
9 Truncated log-normal Mean 176 Std 50 Min 100 Max 200
10 Truncated log-normal Mean 168 Std 50 Min 100 Max 200
11 Truncated log-normal Mean 118 Std 50 Min 50 Max 150
12 Truncated log-normal Mean 90 Std 30 Min 50 Max 100
13 Truncated log-normal Mean 85 Std 30 Min 40 Max 100
14 Truncated log-normal Mean 111 Std 50 Min 50 Max 150
15 Truncated log-normal Mean 72 Std 20 Min 30 Max 80
16 Truncated log-normal Mean 88 Std 30 Min 50 Max 100
17 Truncated log-normal Mean 105 Std 30 Min 70 Max 120
18 Truncated log-normal Mean 91 Std 30 Min 50 Max 120
19 Truncated log-normal Mean 131 Std 50 Min 50 Max 150
20 Truncated log-normal Mean 38 Std 20 Min 20 Max 50
21 Truncated log-normal Mean 36 Std 10 Min 20 Max 50
22 Truncated log-normal Mean 187 Std 50 Min 100 Max 200
1 Truncated log-normal Mean 406 Std 50 Min 350 Max 450
2 Truncated log-normal Mean 357 Std 100 Min 200 Max 400
3 Truncated log-normal Mean 961 Std 500 Min 300 Max 1000
5 Truncated log-normal Mean 139 Std 50 Min 80 Max 150
6 Truncated log-normal Mean 107 Std 20 Min 80 Max 130
7 Truncated log-normal Mean 138 Std 30 Min 100 Max 150
8 Truncated log-normal Mean 275 Std 50 Min 200 Max 300
9 Truncated log-normal Mean 985 Std 300 Min 500 Max 1100
10 Truncated log-normal Mean 772 Std 200 Min 500 Max 900
11 Truncated log-normal Mean 787 Std 200 Min 500 Max 900
12 Truncated log-normal Mean 1423 Std 400 Min 500 Max 1600
13 Truncated log-normal Mean 972 Std 300 Min 600 Max 1100
14 Truncated log-normal Mean 495 Std 150 Min 300 Max 550
15 Truncated log-normal Mean 412 Std 150 Min 200 Max 500
16 Truncated log-normal Mean 767 Std 200 Min 500 Max 900
17 Truncated log-normal Mean 630 Std 200 Min 400 Max 700
18 Truncated log-normal Mean 859 Std 300 Min 500 Max 1000
19 Truncated log-normal Mean 881 Std 300 Min 500 Max 1000
20 Truncated log-normal Mean 504 Std 200 Min 200 Max 600
21 Truncated log-normal Mean 376 Std 150 Min 200 Max 450
22 Truncated log-normal Mean 894 Std 200 Min 600 Max 1000
1 Truncated log-normal Mean 848 Std 300 Min 500 Max 1000
2 Truncated log-normal Mean 579 Std 200 Min 300 Max 650
3 Truncated log-normal Mean 209 Std 100 Min 100 Max 250
5 Truncated log-normal Mean 281 Std 100 Min 150 Max 300
6 Truncated log-normal Mean 207 Std 50 Min 150 Max 250
7 Truncated log-normal Mean 146 Std 40 Min 100 Max 160
8 Truncated log-normal Mean 214 Std 50 Min 150 Max 250
9 Truncated log-normal Mean 426 Std 100 Min 300 Max 500
10 Truncated log-normal Mean 415 Std 100 Min 300 Max 500








 Multiple geostatistical images; 
 Rock compressibility (Table A.6); 
 OWC for different initialization regions (Table A.6 and Figure A.1); 
 GOC for different initialization regions (Table A.6); 
 Relative-permeability curves (kr curves) (Table A.6); 
 Vertical permeability multipliers (Table A.6); 
 Faults transmissibility (Table A.6 and Figure A.2). 
Table A.6. Other uncertain attributes used as a starting point to the history matching workflow (oil-water 
and gas-oil contact, kr curves, vertical permeability multipliers and vertical transmissibility of 8 faults) 
(Muñoz Mazo, 2014). During the history matching process presented in this study, were included some 
modifications in the OWC, kr curves and permeability multipliers. 
 
Level 1 Prob (%) Level 2 Prob (%) Level 3 Prob (%) Level 4 Prob (%) Level 5 Prob (%)
4,8E-07 50 4,4E-07 5 4,6E-07 20 5,0E-07 20 5,2E-07 5
region 1 2692 50 2682,2 5 2686,8 20 2697,2 20 2701,8 5
region 2 2585,5 50 2575,7 5 2580,3 20 2590,7 20 2595,3 5
region 3 2618 50 2608,2 5 2612,8 20 2623,2 20 2627,8 5
region 4 2400 100
region 5 2693,3 50 2683,5 5 2688,1 20 2698,5 20 2703,1 5
region 1 2582 50 2572,2 5 2576,8 20 2587,2 20 2591,8 5
region 2 2500 50 2490,2 5 2494,8 20 2505,2 20 2509,8 5
region 3 2582 50 2572,2 5 2576,8 20 2587,2 20 2591,8 5
region 4 2200 100
region 5 2585 50 2575,2 5 2579,8 20 2590,2 20 2594,8 5
0 15 1 50 2 35
zone 1 0,2 50 0,16 25 0,24 25
zone 8 0,13 50 0,104 25 0,156 25
zone 11 0,19 50 0,152 25 0,228 25
zone 12 0,13 50 0,104 25 0,156 25
zone 15 0,64 50 0,512 25 0,768 25
zone 18 0,016 50 0,0128 25 0,0192 25
zone 20 0,004 50 0,0032 25 0,0048 25
Fault CD 0,1 25 0 25 0,01 25 1 25
Fault CD_B3 0,1 25 0 25 0,01 25 1 25
Fault DE_I_LTO 0,01 25 0 25 0,1 25 1 25
Fault DE_B3 0,00075 25 0 25 0,01 25 1 25
Fault DI 0,1 25 0 25 0,01 25 1 25
Fault DI_S 0,1 25 0 25 0,01 25 1 25
Fault G_05 0,5 25 0 25 0,01 25 1 25












Figure A.1. Location of the five initialization regions available in the Norne database and used to define 
the different OWC and GOC contacts. 
 





APPENDIX B – Global adjustments 
The main objective of the global adjustments stage was to test and increase the 
influence of the geological background over the reservoirs simulation models, even if the 
deviations increase for some wells. Some of these modifications were implemented 
definitively to all iterations such the vertical permeability 3D models and the porosity 
distribution restricted by the inverted P-impedance cube. The decision to add more wells into 
the modeling stages was also taken during this global analysis and maintained in all iterations. 
Other modifications were tested at this stage and then applied to solve local/regional 
deviations, such as the vertical transmissibility 3D models and the different kr curves 
associated to different facies. The global modifications are summarized into seven runs in the 
iteration 1: 
 Iteration 1A: 200 realizations using the same image available in the Norne database; 
 Iteration 1B: 200 realizations using 200 images generated with stochastic methods; 
 Iteration 1C: the kz multipliers are replaced by 3D kz models; 
 Iteration 1D: petrophysical properties constrained by the facies models and the kr 
curves assigned to the different facies; 
 Iteration 1E: electrofacies database improved. Images constrained by 42 wells; 
 Iteration 1F: P-impedance cube used as a secondary control in the porosity models; 
 Iteration 1G: Starting point to the local adjustments. One kr curve assigned to the 
entire reservoir. 
The last run is the starting point for the local adjustments stage guided by the pilot 
wells method. For an easy understanding each run is compared with the previous one, 
highlighting the main achievements through the production curves and NQDS plots. 
Regarding the adjustment quality and due to the high complexity of the Norne dataset, the 
deviations within the acceptance range [-10 10] can be defined as fair results. All the wells 
with historical data are analyzed, namely the 22 producers. 
Iteration 1A – one scenario 
This iteration is the starting point for the history matching process presented in 
this study. The sampling process combined the attributes discretized in the Table A.6 with the 




and F, respectively), resulting in 200 simulation models. The set of images represents a single 
geological scenario. 
Iteration 1B – multiple scenarios 
In this iteration, the same attributes mentioned in the previous iteration are 
combined with 200 porosity, permeability and NtG geostatistical models increasing the 
number of geological scenarios, before including the facies into the process. The major 
concerns are related with Qg and Qw, due to the generally higher deviations towards the 
production data. 
Regarding the pressure, some wells show improvements in the deviations 
symmetry and more models inside the acceptance range when compared with the iteration 1A 
(e.g. wells B-4DH - Figure B.1b, D-1CH, D-2H, E-3AH, E-4AH and K-3H). For the other 
wells the initial results are generally maintained (Figure B.1a). Qo, shows an acceptable 
behavior with many models within the acceptance range. Even so, the modification in the 
iteration 1B resulted in significant improvements to the wells B-4DH, D-2H and E-4AH 
(Figure B.2). Regarding Qg and despite the huge deviations observed in most wells and for 
most models, significant improvements are observed in most wells (e.g. B-1H, B-3H, B-1BH, 
D-2H, D-3BH, D-4AH) (Figure B.3a, b, c). The generally high deviations observed in Qw 
show also significant improvements in the wells B-4DH, B-1BH and D-2H (Figure B.3c, d, 
e). As an example, in the previous iteration not a single model registered the water arrival to 
the producer B-4DH in opposition to the historical data. After the modifications introduced in 
this iteration we obtain some models within the acceptance range improving at the same time 
the NQDS symmetry, with values above and below the acceptance range (Figure B.3e). 
 
Figure B.1 All producers available in the Norne dataset; (a) NQDS of BHP for all individuals (200) and (b) 





Figure B.2. All producers available in the Norne dataset. (a) NQDS of Qo for all individuals (200) in a 
detailed scale and (b) NQDS of Qo for all individuals (200) showing also the highest NQDS values. 
 
Figure B.3. Production curves and NQDS of Qg (left) and Qw (right) for all realizations. (a) NQDS plot 
showing the highest Qg deviations; (b) Qg NQDS details; (c) well D-4AH gas rates highlighting the 
improvements obtained in the iteration 1B; (d) NQDS plot showing the highest Qw deviations; (e) Qw 




In a general way, the higher number of scenarios brought significant 
improvements to the simulation results. The symmetry of the deviations improved and moved 
towards the acceptance range. 
Iteration 1C – kz 3D models 
In this iteration the kz multipliers are replaced by kz 3D models (Figure B.4). The 
harmonic average was the numerical method used to obtain the vertical permeability. It gives 
reliable solutions in the presence of large variations in permeability, being best suited to 
vertical permeability estimations. Instead of using multipliers that frequently compromise the 
spatial continuity of the 3D models, the vertical permeability models included in this study 
are constrained by the well logs and facies distribution, turning the history matching process 
geologically more consistent. 
 
Figure B.4. Example of a vertical permeability 3D model. 
The pressure NQDS plot shows a general concentration of the deviations towards 
the acceptance range (e.g. wells B-4DH, D-1CH, D-3BH, E-4AH) (Figure B.5a). Qo also 
improved in most wells (e.g. B-4H, D-4H, D-4AH) (Figure B.6). 
 
Figure B.5. All producers available in the Norne dataset; (a) NQDS of BHP for all individuals (200) and 





Figure B.6. All producers available in the Norne dataset. (a) NQDS details of Qo for all individuals (200) 
and (b) NQDS of Qo for all individuals (200) showing the highest NQDS values. 
 
Figure B.7. Production curves and NQDS of Qg (left) and Qw (right) for all realizations. (a) NQDS plot 
showing the highest Qg deviations; (b) Qg NQDS details; (c) well B-4H gas rates highlighting the 
improvements obtained in the iteration C; (d) NQDS plot showing the highest Qw deviations; (e) Qw NQDS 




By the contrary, the most challenging OF´s (Qg and Qw) reveal some 
improvements for some wells; while others noticed an increase of the deviations. Specifically 
for Qg, improvements are observed in the wells B-4H (Figure B.7c), E-3CH and E-4AH 
(Figure B.7a,b). In opposition, the vertical permeability models resulted in higher deviations 
for the wells B-1BH and D-3BH. For these cases the facies distribution, and consequently the 
petrophysical properties should be revised in a new parameterization step. In a similar 
analysis, Qw results improved in the wells B-1BH, E-1H and E-3CH (Figure B.7f) and got 
worst in the wells B-2H, D-1CH and K-3H (Figure B.7a,b). 
Despite the deterioration of the results for some wells, the replacement of the kz 
multipliers by kz 3D models turn the history matching process more dependent on a good 
geological characterization, fulfilling one of the objectives of this work. 
Iteration 1D – kr curves vs rock types 
In this iteration several tests are performed with the different relative permeability 
(kr) curves that are available in the Norne database (Figure B.8). 
 
Figure B.8. kr curves set available in the Norne database. 
Initially and to simplify the process, some facies are grouped into specific rock 
types (RT) based in their petrophysical properties similarities. The carbonates and shales are 
included in the rock type 1 and the sandstones and Not 2 sandstones grouped into the rock 
type 4. The other facies are kept as individual rock types, ending with 4 rock types. A total of 
22 kr curves are assigned to different rock types and their impact in the reservoir behavior 
measured through the NQDS indicators. These 22 kr curves cover the main range available in 
the Norne database. To analyze the impact of each kr curve on each rock type, a kr curve is 
fixed to three rock types from a total of 4 rock types. For the remaining facies, the 22 kr 
curves are tested and the results analyzed. Four simulation rounds are run in order to test all 




Additionally, the influence matrix helps to identify the influence of the different 
kr curves assigned to the each rock type over the multiple OF´s. This influence is mainly 
observed in the well 6608/10 E-4AH, D-4AH and B-4H (Table B.1), highlighting the fact that 
the well B-4H is producing water only for a few days at very low rates. For the other wells, 
this influence is not so significant (wells B-2H, B-1BH, D-1CH, D-2H, D-3BH and K-3H) or 
practically nonexistent (below the cut-off limit – 0.3). This behavior is also observed through 
the NQDS plots. 
Table B.1. Influence matrix between the kr curves per rock type and the producers. 
Attributes/OF well Qg Qo Qw GOR BHP 
Kr (RT2 – Shaly-sandstones) D-4AH --- -0.34 --- --- -0.32 
Kr (RT2 – Shaly-sandstones) E-4AH 0.47 -0.32 --- 0.46 --- 
Kr (RT3 – Fine-sandstones) B-2H --- --- --- --- -0.32 
Kr (RT3 – Fine-sandstones) D-4AH --- -0.34 --- --- -0.35 
Kr (RT3 – Fine-sandstones) E-4AH 0.58 -0.51 --- 0.47 --- 
Kr (RT4 – Sandstones) B-4H --- --- 0.79 --- --- 
Kr (RT4 – Sandstones) B-1BH --- --- 0.37 --- --- 
Kr (RT4 – Sandstones) D-1CH 0.32 --- 0.32 0.36 --- 
Kr (RT4 – Sandstones) D-2H 0.37 --- 0.36 0.41 --- 
Kr (RT4 – Sandstones) D-3BH --- --- --- --- -0.35 
Kr (RT4 – Sandstones) K-3H --- --- --- --- -0.30 
 
The sandstones kr curves influence the production behaviour over a higher 
number of wells probably because they occupy almost 50% of the entire reservoir. 
Nevertheless, the best results are observed for the kr curve highlighted in orange (Figure B.9). 
For the other less abundant facies (or rock types), the impact is not so significant. After these 
analysis and based in similar studies (Amy et al., 2009; Lucia, 2007; Zhang et al., 2014) 
different kr curves are assigned to each facies (rock type), considering three levels of 
uncertainty (three kr curves) to each facies (Figure B.9). 
Analyzing the production curves and NQDS plots and comparing with the 
iteration 1C, the differences are evident for a significant number of wells. Nevertheless, some 
of the most significant changes are observed in the wells already identified by the influence 
matrix (e.g. E-4AH). For the pressure, the differences are particularly evident in the wells E-
4AH (Figure B.10a) and E-3H (Figure B.10b). Regarding Qo, one can highlight the 
improvements in most wells (e.g. B-4BH, B-4DH, D-1H, E-2H, and E-3H) (Figure B.11b), 





Figure B.9. Example of a possible combination between facies and the kr curves. Different colors 
represent different rock types (facies). 
 
Figure B.10. All producers available in the Norne dataset; (a) NQDS of BHP for all individuals (200) and 
(b) well E-3H BHP curves. The well E-3H exemplifies the improvements achieved in the iteration 1D. 
 
Figure B.11. All producers available in the Norne dataset. (a) NQDS details of Qo for all individuals and 




The Qg results shows improvements in the wells B-4BH, B-1BH (Figure B.12c), 
D-1H, D-4H, E-1H, E-3H and E-3CH (Figure B.12a,b). Others, such the well E-4AH, got 
worst. Regarding Qw, most wells reveal some improvements, namely, a general reduction in 
the NQDS values (e.g. wells B-1H, B-3H, D-3AH, E-2H, E-3H and E-4AH) (Figure B.12d, e, 
f). 
 
Figure B.12. Production curves and NQDS of Qg (left) and Qw (right) for all realizations. (a) NQDS plot 
showing the highest Qg deviations; (b) Qg NQDS details; (c) well B-1BH gas rates highlighting the 
improvements obtained in the iteration 1D; (d) NQDS plot showing the highest Qw deviations; (e) Qw 





Iteration 1E – improving the electrofacies database 
Until this stage, from a total of 48 wells available in the Norne Database, only 26 
wells were used to constrain the modelling process after a strict quality control. However, 
during the previous iterations and after computing the data misfits towards the production 
data, it is possible to observe that some of the highest deviations are observed in the wells that 
were excluded from the modelling stages during the wells quality control (e.g. wells D-3BH, 
E-3AH, K-3H (Figure B.3, Figure B.7, Figure B.12). 
The analysis of the 3D facies and petrophysical models, shows that the facies 
determined for those wells regions are significantly different from the expected when 
analysing the different well logs (e.g. GR, RHOB, NPHI) (Figure B.13). In this way, one 
possible reason for the high deviations could be the poor facies and petrophysical properties 
estimations for those regions. 
 
Figure B.13. Some wells with high NQDS. Besides the main well logs used in the electrofacies classification 
(GR, NPHI, RHOB and DIFF) are also shown two electrofacies profiles for each well: on the left, the 
electrofacies profiles estimated in this last stage; on the right, the facies estimated by geostatistical 
procedures at the wells location, before including these wells in the geological modelling stages. We can 




To address this issue, the electrofacies database is improved by decreasing the 
quality control restrictions imposed in the previous estimations. Whenever possible, is used 
the same methodology described in Correia and Schiozer (2016) and in the step 2 of the 
geological modelling workflow. For some wells, due to the absence of logs such as RHOB 
and NPHI, the methodology is slightly changed, including fewer logs in the electrofacies 
estimations. From this moment, the electrofacies database includes 42 profiles, instead of 26 
(Figure B.14). 
 
Figure B.14. a) electrofacies database used in the modelling stages and included in the simulations 
iterations until this stage; b) Updated electrofacies database (42 wells) used to constrain the 3D models in 
further simulation iterations. 
The present iteration, with 3D models restricted by 42 wells is compared with the 
previous iteration (same dynamic uncertainties), with 26 wells (Iteration 1D). Some of the 
wells with historical data that were previously excluded from the modeling processes, now 
show lower deviations, with more models inside the acceptance range (e.g. well K-3H); others 
show the opposite behavior probably because the facies are not behind the high deviations 




results show minor changes in the NQDS values (Figure B.15a). Exception made to the well 
E-4AH, showing significant improvements in the present iteration (Figure B.15b). These 
observations could be extended to Qo, highlighting slightly lower deviations (Figure B.16b). 
Some wells show more models within the acceptance range, such the well E-3AH while 
others, such the well D-4AH, show worse results (Figure B.16a). 
 
Figure B.15. All producers available in the Norne dataset; (a) NQDS of BHP for all individuals (200) and 
(b) well E-4AH BHP curves exemplifying the improvements achieved in the iteration 1E. 
 
Figure B.16. All producers available in the Norne dataset. (a) NQDS details of Qo for all realizations and 
(b) NQDS of Qo for all realizations showing the highest NQDS values. 
Regarding Qg, some wells reveal improvements relative to the previous iteration, 
with the simulation results approaching the historical data (e.g. wells D-4AH and K-3H - 
Figure B.17c). Others show the opposite behavior, such the wells B-4DH and D-3BH (Figure 
B.17a, b). Qw, similarly to Qg, shows only minor changes regarding the iteration 1D. Some 
improvements are noticed in the wells D-2H (Figure B.17f), D-3AH and B-4DH, previously 
excluded from the modeling stages (Figure B.17d, e). Others got worst such the well D-1H, 




Nevertheless, the modifications in the iteration 1E improve our database and 
allow us to have a better control of the facies and petrophysical properties distribution. When 
the high NQDS are related to other factors than the facies distribution (e.g. OWC, faults 
behavior) these modifications may not lead to a NQDS reduction, as observed in few producer 
wells. 
 
Figure B.17. Production curves and NQDS of Qg (left) and Qw (right) for all realizations. (a) NQDS plot 
showing the highest Qg deviations; (b) Qg NQDS details; (c) well K-3H gas rates highlighting the 
improvements obtained in the iteration 1E; (d) NQDS plot showing the highest Qw deviations; (e) Qw 
NQDS details within the interval [-100 100]; (f) well D-2H water rates highlighting some of the 




Iteration 1F – porosity constrained to IP cube 
Whenever available, the good practices advise to constrain the 3D facies and 
petrophysical models to the well logs and seismic data. The model based post-stack inversion 
proposed by Maleki et al., (2016) resulted in a P-impedance cube, transformed into a grid 
property and used to constrain the porosity distribution (Table A.1 and Figure 5.16). 
The analysis of the simulations results reveals minor impacts in the production 
curves and NQDS values. The pressure and Qo show slight modifications, with the same 
trends being maintained for most wells with some exceptions found in the well E-4AH 
(pressure - Figure B.18a) and wells B-4DH and B-1BH (Qo - Figure B.18b). A negative 
impact in Qo is also observed in the well D-4AH.  
 
Figure B.18. All producers available in the Norne dataset; (a) NQDS of BHP for all individuals (200) and 
(b) NQDS of Qo for all individuals. 
Similarly to the pressure and Qo, the P-impedance cube also has a minor impact in 
Qg (Figure B.19a, b). Slight improvements are noticed in the well B-1H (Figure B.19c), B-
4DH and D-4H as well some negative impacts in the NQDS values for the wells B-4H, D-
3AH and K-3H. When compared with the other OF´s the P-impedance cube has a major effect 
in Qw (Figure B.19d, e). Moderate improvements are visible in the wells B-3H, B-1BH 
(Figure B.19f) and E-4AH, while there are no negative effects to highlight. 
Despite some good indicators, the improvements are shy probably due to the 





Figure B.19. Production curves and NQDS of Qg (left) and Qw (right) for all realizations. (a) NQDS plot 
showing the highest Qg deviations; (b) Qg NQDS details; (c) well B-1H gas rates highlighting the 
improvements obtained in the iteration 1F; (d) NQDS plot showing the highest Qw deviations; (e) Qw 
NQDS details; (f) well B-1BH water rates highlighting some of the improvements obtained in the iteration 
1F. 
Iteration 1G – starting point to the local adjustments 
During the iteration 1D, a specific kr curve (orange curve in Figure B.9) lead to 
generally lower deviations than the other kr curves. In fact, this is a typical sandstone 
reservoir kr curve, as is the case of the Norne field. When this kr curve is fixed for all rock 




OF´s. Exception made to Qw, where the negative effects are in the same proportion as the 
positive effects. A detailed analysis confirms these generalizations. 
Regarding the pressure, fixing the kr curve leads to lower deviations, 
concentrating all NQDS values inside the acceptance range (e.g. wells B-1H, B-3H, B-4BH - 
Figure B.20b, D-3AH, E-1H, E-2H, E-3CH) (Figure B.20a). For Qo, the improvements are 
even more expressive, as shown in the NQDS plots (Figure B.21). In fact, for many wells 
most NQDS values are now within the acceptance range [-1 1] (e.g. wells B-1H, B-4BH, B-
4DH, B-1BH, D-1CH, D-2H, D-3BH, E-1H, E-2H, E-2AH) (Figure B.21a). 
 
Figure B.20. All producers available in the Norne dataset; (a) NQDS of BHP for all individuals (200) and 
(b) well B-4BH BHP curves exemplifying the improvements achieved in the iteration 1G. 
 
Figure B.21. All producers available in the Norne dataset. (a) NQDS details of Qo for all realizations and 
(b) NQDS of Qo for all realizations showing the highest NQDS values. 
Qg also shows significant improvements (Figure B.22a, b), namely for the wells 
B-1H, D-2H, D-3AH, D-4AH, E-3CH and E-4AH (Figure B.22c). As mentioned before, Qw 
behavior is not so clear after fixing the kr curve (Figure B.22d, e). As an example, 




significant increase in the NQDS values (e.g. wells B-2H, B-4DH and D-3AH) (Figure 
B.22f). This information is particularly important during the local adjustments stage. 
 
Figure B.22. Production curves and NQDS of Qg (left) and Qw (right) for all realizations. (a) NQDS plot 
showing the highest Qg deviations; (b) Qg NQDS details; (c) well E-4AH gas rates highlighting the 
improvements obtained in the iteration 1G; (d) NQDS plot showing the highest Qw deviations; (e) Qw 






APPENDIX C – Auxiliary local adjustments (G-segment) 
This appendix shows the auxiliary procedures used to adjust the G-segment 
together with the main method described in the results chapter (Iteration 2C). Prior to the 
implementation of the pilot wells there was the need to adjust the earlier water breakthrough 
by reducing the OWC uncertainty (Iteration 2B). Later and after the channel configuration 
through the pilot wells, the high Qg deviations were corrected by associating different kr 
curves to the different facies of the channel (Iteration 2D). 
Quantification and diagnosis 
The analysis of the production curves and the NODS deviations after the global 
adjustments stage, show that still remain significant deviations to solve in order to obtain an 
acceptable match. The iteration 2A is the starting point used to measure the improvements 
during the G-segment history matching process. For the specific case of the Norne field and 
due to the higher complexity of the history matching process in real reservoirs, is taken into 
account an acceptance range [-10 10] to define the good models.  
Regarding BHP, few considerations can be taken, due to the low number of 
observations (Figure C.1). 
 
Figure C.1. Pressure and NQDS plots of the 200 individuals (iteration 2A). 
Qo, the only OF that is informed during the numerical simulation stage, shows a 





Figure C.2. Qo rates and NQDS plot of the 200 individuals (the iteration 2A). 
Regarding Qg, the Norne field reports refer to the absence of a gas cap in the G-
segment. Additionally, the well 6608/10 F-4H injects only water. Nevertheless, Qg is analyzed 
in two periods. For the first period all simulation models show a gas peak (1000 to 1300 
days), not observed in the historical data. In the second period of analysis (1700 – 2700 days) 
most models show a good match (Figure C.3). The NQDS plot shows that all the 200 models 
are very far from the acceptance range [-10 10]. The simulation models reveal higher 
production when compared with the historical data (NQDS > 0) mainly due to that initial gas 
peak (Figure C.3). This behavior could suggest the presence of free gas contrary to what is 
stated in the Norne filed reports. 
 




Taking into account the preferred flow paths obtained through the streamline 
analysis, is possible to observe the main gas streamlines surrounding the producer from all 
directions (Figure C.4). 
 
Figure C.4. Streamlines showing the preferred gas paths during the first Qg period. 
Regarding Qw, two major deviations can be highlighted. The earlier water 
breakthrough registered in the period 1000 – 2000 days and the lower production of the 
simulation models in the period 2200 – 2800 days (Figure C.5). By analyzing the NQDS plot, 
we observe that none of the 200 realizations fall inside the acceptance range (Figure C.5). 
Most models show lower production rates regarding the historical data (NQDS < 0). 
 




Analyzing the main water flow paths in the models showing a significant earlier 
water breakthrough (up to 1000 days before the history data), it is possible to observe the 
water arriving from the producer surrounding region (Figure C.6). This fact especially occurs 
when the OWC is placed in a higher position, closer to the producer (i.e 2575 m TVD MSL). 
It is also possible to observe that the water arrives to the producer even before the injector 
completion date 6608/10 F-4H (September 2001). 
 
Figure C.6. Streamlines showing the preferred water paths during the earlier Qw period. 
To analyze the influence of the different attributes on each OF, an additional tool 
specially designed for history matching processes (Maschio,and Shiozer, 2016) has been used. 
This Matlab® tool generates influence matrixes between the simulation attributes and the 
OF´s, allowing a quickly identification of the attributes influence regarding each OF. The 
main results for the well 6608/10 E-4AH are compiled in the Table C.1, reminding that is 
defined a cut-off value of 0.3, below which the attribute has no influence in any data series. 
The Table C.1 shows that from all the dynamic attributes taken into account in this study, the 
OWC and the different kr curves associated to the different facies, exert a major influence in 




Table C.1. Influence matrix for the Well 6608/10 E-4AH. 
Attributes/OF Qg Qo Qw GOR BHP 
OWC -0.34 0.48 -0.65 --- --- 
Kr (Shales & Carb.) --- --- --- --- --- 
Kr (Shaly-Sands) 0.40 -0.34 --- 0.46 --- 
Kr (Fine-Sands) 0.58 -0.51 --- 0.47 --- 
Kr (Sandstones) 0.39 --- --- --- --- 
History matching results 
The G-segment history matching is summarized into four runs, with different 
goals (iteration 2): 
 Iteration 2A: starting point after the global adjustments stage; 
 Iteration 2B: adjustment of the earlier water breakthrough; 
 Iteration 2C: Qw adjustment with the pilot wells (results chapter);  
 Iteration 2D: Qg adjustment with different kr associated to the different facies after 
modeling the channel with the pilot wells. 
As mentioned, the main objective of this appendix is to show the auxiliary 
procedures used to adjust the G-segment together with the main method described in the 
results chapter (Iteration 2C). In this way, this appendix describes the results obtained in the 
iteration 2B and 2D. 
Iteration 2B 
The main objective of the iteration 2B is to correct the expressive earlier water 
breakthrough, for some models more than 1000 days before the historical water breakthrough 
(November, 2003). As the influence matrix shows (Table C.1), the OWC as a major influence 
over Qw OF (-0.65). The Norne field reports refer an OWC of 2585 m TVD MSL for the Garn 
oil system in the G-Segment (Statoil 1994a in Verlo and Hetland, 2008). During the global 
adjustments stage and for the G-Segment (initialization region 2), the OWC is discretized in 
five levels of uncertainty, each one with an initial probability of occurrence during the 
sampling phase (Table C.2). The analyses of the simulation results found that these levels 
should be revised throughout an uncertainty reduction defined in the step 3 of the history 




Table C.2. OWC levels of uncertainty and probabilities assigned to each level during the global 
adjustments stage (G-segment). 
Levels OWC (TVD MSL) Probability (%) 
1 2575 5 
2 2580 25 
3 2585 50 
4 2590 25 
5 2595 5 
 
Particularly for the set of models that are presented in this study, the analysis 
shows that the level 1, 2 and 5 should be excluded. While the level 1 and 2 are responsible for 
the earlier water breakthrough and higher Qw (red curve in Figure C.7); the level 5 is 
responsible for a very low Qw regarding the historical data (green curve in Figure C.7). 
 
Figure C.7. Comparison of Qw obtained in two different realizations with the historical Qw. 
The Figure C.8 compares two water saturation maps few days after the well 
opening date (2000-06-09). The map on the left side shows the simulated water saturation 
when the OWC is placed at 2575 m TVD MSL. On the right side, the simulated saturation 
map when the OWC is placed at 2585 m TVD MSL. When the OWC is placed higher we 




OWC, even before the well opening. This constitutes the main reason for the earlier water 
breakthrough. 
 
Figure C.8. Sw maps close the producer 6608/10 E-4AH. (a) Sw map when the OWC is stablished at the 
2575 m TVD MSL; (b) Sw map when the OWC is stablished at the 2585 m TVD MSL; 
The Table C.3 shows the final OWC uncertainty levels and respective 
probabilities after the uncertainty reduction process. The 2585 m level (level 1), referred in 
the Norne database reports as the most likely OWC depth, is maintained and assigned with the 
highest probability (50%). The 2590 m level is also kept (level 3), being introduced a new 
level between the level 1 and the level 3 (2587.5 m). In this way, the G-segment now has an 
OWC uncertainty range of 5 meters. 
The analysis of the production curves and NQDS values relatively to the iteration 
2A, shows that the OWC adjustments introduce only minor effects in the pressure, Qo and Qg 
(Figure C.9, Figure C.10, Figure C.11). Even so, small improvements can be observed in the 
pressure and Qo, properties which in turn have shown a good match. 
Regarding the main objective of the iteration 2B (Qw), it is important to highlight 
the correction of the earlier water breakthrough in all simulation models. However, and 
somehow as expected, the NQDS values show also higher deviations regarding the historical 
data when compare with the previous iteration (Figure C.12).  
By correcting the earlier water breakthrough, we got a new and improved starting 
point to introduce the pilot wells in order to adjust the lower Qw. 
Table C.3. Final OWC uncertainty levels and respective probabilities (G-segment). 
Levels OWC (TVD MSL) Probability (%) 
1 2585 50 
2 2587.5 25 





Figure C.9. Pressure and NQDS results of all individuals (200) after the modifications in the OWC 
uncertainty levels. Comparison with the initial iteration (ITE 2A). 
 
Figure C.10. Oil rates and NQDS results of all individuals (200) after the modifications in the OWC 





Figure C.11. Gas rates and NQDS results of all individuals (200) after the modifications in the OWC 
uncertainty levels. Comparison with the initial iteration (ITE 2A). 
 
Figure C.12. Water rates and NQDS results of all individuals (200) after the modifications in the OWC 








The previous iterations were not effective in matching Qg, namely, the initial gas 
peak with a much higher Qg than the historical records (Figure C.11). 
During the global adjustments stage, several tests were performed with the 
different relative permeability (kr) curves that are available in the Norne database 
(APPENDIX B). The facies were grouped into specific rock types based in their petrophysical 
properties similarities as described in the APPENDIX B. The influence matrix helped to 
identify the influence of the different kr curves assigned to the each rock type over all OF´s. 
This influence it was mainly observed in the well 6608/10 E-4AH, namely over Qg (Table 
C.1). 
The new facies models obtained after the implementation of the pilot well method 
are the working basis to assign different kr curves to the different facies (rock type), with 
three levels of uncertainty ( three kr curves) to each facies. The Norne field database includes 
a large set of kr curves, some of them specially designed for the G-Segment, such as specific 
kr curves for each of the Garn Fm. zones. For this case study and after a few tests, the kr 
curves are assigned to the different rock types by taking into account the facies distribution 
and their prevalence in each reservoir zone. Similar studies are also taken into consideration 
(Amy et al., 2009; Lucia, 2007; Zhang et al., 2014). For easy viewing, Figure C.13 and Figure 
C.14 show the water and gas saturation kr curves correspondent to the uncertainty levels with 
the highest occurrence probability (50%). For the sandstones is maintained the kr curve with 
the best behavior during the global adjustments. For the remaining facies, is selected a kr 
curve especially designed for the G-Segment zones and according to the prevalence of each 
facies in each G-segment zone. Thus, for the sandstones is assigned with the highest 
probability, the kr curve attributed to the first zone in the Norne database (Garn 3); for the 
fine-sandstones is assigned with the highest probability, the kr curve attributed to the second 
zone (Garn 2); and for the shaly-sandstones, shales and carbonates the kr curve attributed to 
the third zone (Garn 1).  
To increase the uncertainty range of the simulation models, additional levels of 






Figure C.13. Sw kr curves assigned with the highest probability (50%) to each rock types. 
 






Figure C.15. Set of kr curves (Sw and Sg) matching the levels of uncertainty, assigned to each rock type 
after the implementation of the pilot wells. 
The simulations results obtained after the modifications in the kr curves, show 
that the main objective was achieved, which means, adjusting Qg without affecting the other 
objective functions. For the pressure and after modeling the channel with the pilot wells 
(Iteration 2C and 2D), it is possible to observe and approximation towards the few available 




iteration 2A and 2B (Figure C.1). These improvements are a consequence of the generalized 
depression in the reservoir pressure observed for most BHP pressure curves and NQDS 
values. However, the lack of historical data raises some doubts regarding the significance of 
this data. For Qo, the results are maintained with all NQDS values within the acceptance range 
(Figure C.17). 
 
Figure C.16. Pressure and NQDS results of all individuals (200) after assigning different kr curves to 
different facies. Comparison with the iteration (ITE 2C – pilot wells). 
 
Figure C.17. Oil rates and NQDS results of all individuals (200) after assigning different kr curves to 




In the iteration 2D, the most relevant achievements are obtained for Qg, as initially 
targeted (Figure C.18 and Figure C.19): 
 Generalized reduction of the initial gas peak (1000 – 1300 days) without major effects 
in the second production period (after 1700 days) that already show a good match 
(Figure C.18); 
 The GOR shows a similar trend as Qg, with the general reduction of the initial peak 
towards the historical data (Figure C.19); 
 Better NQDS distribution, visible through the positive and negative values (Figure 
C.18); 
 34% of the models within the acceptance range [-10 10]. 
 
Figure C.18. Gas rates and NQDS results of all individuals (200) after assigning different kr curves to 
different facies. Comparison with the iteration (ITE 2C – pilot wells). 
With many models inside and well distributed regarding the acceptance range, an 
uncertainty reduction process should be enough to reduce Qg deviations. 
Qg results are even more relevant because no major effects are observed in Qw 
(Figure C.20). This means that the significant improvements obtained during the previous 
iterations, are not affected by the present iteration. The joint analysis of Qg and GOR indicates 






Figure C.19. Qg and GOR from one of the best models regarding the historical data (NQDS = 6) compared 
to one of the best models from the previous runs (NQDS = 45). 
 
Figure C.20. Water rates and NQDS results of all individuals (200) after assigning different kr curves to 




Figure C.21 summarizes the NQDS plots obtained during the different iterations 
of the history matching process applied to the G-segment. The results obtained in the previous 
iterations, namely in the iteration 2C and 2D, highlight the importance of the reservoir 
characterization stage in a history matching process. 
The pilot wells approach used in the G-Segment case study add significant 
improvements in Qw, the most challenging OF, placing 42% of the models within the 
acceptance range [-10 10]. The pilot wells show their flexibility in adjusting to different 
sources of information along with their ability in simulating specific sedimentary features, 
such a channel. The final facies configuration obtained after the implementation of the pilot 
well method, has also been determinant to adjust Qg by assigning different kr curves to each 
facies. This procedure led to a significant and generalized reduction in Qg deviations towards 
the observed data, resulting in 34% of the models within the acceptance range [-10 10]. In 
future developments and in order to improve Qw and Qg behavior, an uncertainty reduction 
process should be enough. 
 
Figure C.21. Resume of the NQDS plots obtained during the different iterations of the history matching 
process applied to the Norne field G-segment. 
