We present some results about the Dress construction of Green functor associated to a G-monoid. In particular, we see that the crossed Burnside rings, the representation rings of quantum double and Hochschild cohomology rings are constructed by the Dress construction of some Green functors.  2004 Elsevier Inc. All rights reserved.
Introduction
We study the structure of the Dress construction of Green functors for a finite group G over a G-monoid S. In the last few years, several articles have been devoted to the study of crossed Burnside rings, which are typical examples of rings given by Dress construction of Green functors. The crossed Burnside ring XΩ(G, S) is the Grothendieck ring of the category of finite crossed G-sets over S with respect to disjoint unions and tensor products [7] .
In [7] , we proved the fundamental theorems for XΩ(G, S) and gave explicit formula for primitive idempotent of XΩ(G, S) at characteristic 0. Let p be a prime number and O a complete discrete valuation ring of characteristic 0 with residue field of characteristic p. Bouc gave explicit formula for primitive idempotents for XΩ O (G, S) over O in [5] . He stated explicit formula for the block idempotents of Mackey algebra µ O (G) (see [12] for definition), in terms of the blocks of the group algebra OG by using the natural ring homomorphism from the crossed Burnside ring XΩ O (G, G c ) over G c to the center of the Mackey algebra in [5] , where G c is the G-set G with G-action defined by conjugation. Moreover, he gave some related results about the Dress construction of Green functor in [3] and called it "Hochschild construction."
The Dress construction of a Green functor is a tool giving new Green functors from known one. It has the common properties of some natural constructions of rings related to finite groups. In fact, the crossed Burnside ring XΩ(G, G c ) of G is constructed by Dress construction of the Burnside Green functor XΩ(·, G c ) for G associated to G c . The Hochschild cohomology ring H H * (G, F ) of G over a commutative ring F is constructed by Dress construction of the cohomology Green functor H * for G over G c , and the result was introduced by Bouc [3] . [14] . She gave a direct sum decomposition of R(D(G)) into ideals involving Green rings of subgroups using the Thévenaz' theorem [10] . Moreover, Siegel and she introduced the Hochschild cohomology ring Green functor H * (·, F G) and gave a direct sum decomposition of the Hochschild cohomology ring such as R(D(G)) [9] . Therefore, we can say that the Dress construction of Green functor has quite natural and important property. We show how the Dress construction of representation Green functor gives Witherspoon' 
Another example is the construction of the representation ring R(D(G)) of the quantum double D(G) of G from the ordinary representation ring Green functor R(·) over G c . Witherspoon introduced the representation ring Green functor R(D G (·)) of the quantum double D(G)

s Green functor R(D G (·)).
In Section 2, we give some related results in adjunction functors. We are not dealing with Mackey 2-functors in this paper; but it is interesting to note this section is related to the definition of them. Section 3 recalls the basic definition of Mackey functors and Green functors. We give the structure of the Dress construction of Mackey functors and Green functors. Section 4 describes the crossed Burnside ring Green functors given by Dress construction of the Burnside Green functors associated to G c . Section 5 describes the representation ring Green functors of quantum double of a finite group constructed by Dress construction associated to G c . Section 6 recalls the construction of Hochschild cohomology ring from the cohomology Green functor introduced by Bouc [3] .
1.1. Notation. We will denote by S(G) the family of all subgroups of G. For a set (or family) S with H -action we will denote [S] H the set of representatives of S by H -action for H G. We will denote by g H (respectively H g ) a conjugate subgroup gHg −1 (respectively g −1 Hg) of G by an element of g ∈ G and H G. We will denote by g x (respectively x g ) a conjugate element gxg −1 (respectively g −1 xg) of x ∈ G by g ∈ G (respectively g ∈ G).
See [1] [2] [3] [4] [11] [12] [13] for the definitions and some properties of Mackey functors and Green functors for a finite group in details.
Adjoint functors
We will use a number of results from [7] on the category of crossed G-sets and crossed Burnside rings.
Adjoint functors.
A homomorphism ξ : G → H between finite groupoids (more generally finite categories) induces a triplet of adjoint functors
where ξ * is defined by the composition of functors:
The left adjoint functor ξ ! and the right adjoint functor ξ * to ξ * are constructed by using the left and right Kan extensions [6] . We are interested only in the groupoids of the form (G, S), where G is a finite group and S is a finite G-monoid. So let ξ : G → H be a group homomorphism between finite groups and let ϕ : S → T be a monoid homomorphism between finite monoids such that
then we have a groupoid homomorphism (ξ, ϕ) : (G, S) → (H, T ) and then three functors
where G acts on T by g t := ξ(g) t, it will suffice to study separately three cases:
(a) ξ is inclusion and ϕ = id T , (b) ξ is surjective and ϕ = id T , and (c) ξ = id G .
Induction and restriction.
Let H be a subgroup of a finite group G and S a finite G-monoid. We also view S an H -monoid. A crossed H -set X over S is a finite H -set X equipped with an H -map called a weight function
A crossed H -map between two crossed H -sets X and Y is a H -map f : X → Y preserving weights: f (x) = x for all x ∈ X. The category of finite crossed H -sets and crossed H -maps is denoted H -xset/S. In this case, the inclusion H → G induces three functors: 
and with weight (s, λ) := s.
We explicitly give the following bijections:
The first bijection f ↔ f is given by f (y) := f ( [1, y] ) and f ([g, y] 
We have the following formulas:
The first bijection is given by the correspondence [g, hD] ↔ ghD, and the second by
where g belongs to a complete set of representatives of H \G/D.
Conjugation.
For a subgroup H of G and an element g of G, there is an equivalent of categories called conjugation:
where g H := gHg −1 , defined by
Another multiplicative induction. The above multiplicative induction Jnd
G H preserves Hadamard products [7, 5.8] of crossed H -sets, but not tensor products. When S is commutative, there is another multiplicative induction which preserves tensor products. Let S be a commutative G-monoid and H a subgroup of G. The required functor (crossed multiplicative induction) is defined by
The G-action and the weight function on Map H (G, Y ) are given by
This functor preserves tensor products:
The functor XJnd does not possess a left adjoint functor, and so it is not a right adjoint of the restriction functor. Furthermore, it also does not preserve coproducts. But this functor is important because the triplet (Ind, Res, XJnd) gives a structure of a so-called Mackey functor (more precisely Mackey 2-functor) with multiplicative induction.
Natural isomorphism. These functors make three systems of functors:
(H −→ H -xset/S, Ind, Res, Con),
from subgroups of G to Cats, the category of all categories. They satisfy some transitivity formulas, e.g.,
The proof is easy. The third isomorphism is given by the bijection
Furthermore, the following natural isomorphisms hold:
Let X be a crossed G-set over S. Then the following bijection implies the first isomorphism:
Next, for any s ∈ S,
and the required bijection
in the second isomorphism is given by
Finally, assume that S is commutative. Then XJnd
The third isomorphism follows from the following bijection λ ↔ µ:
Mackey decompositions.
The above functors satisfy also Mackey formulas as in representation theory of groups:
where means the Hadamard product of crossed G-sets (= the fiber product over S), and HgK runs over H \G/K. Let X be a crossed G-set over S. Then the first isomorphism
is given by
is viewed as an element of HgKcomponent and g is a representative of the double coset HgK. The second isomorphism is the right adjoint of the first one. The explicit correspondence is given by
). Finally, the third isomorphism
where λ and (µ g ) are corresponding to each other by µ g (h) = gλ(g −1 h) and λ(kg
. Since this correspondence preserves weights, we have a natural isomorphisms as required.
Frobenius formulas.
(a) There are furthermore important formulas containing tensor products:
The first and second isomorphisms are called Frobenius formulas.
(b) Using the uniqueness of adjoint functors, we have the following natural isomorphisms about internal hom's:
Explicitly, the correspondence (s, λ) ↔ (s, µ) of the second isomorphism is constructed as follows. Given λ : Ind
(c) Furthermore, we have the following natural isomorphisms:
In the second isomorphism, the correspondence between λ : Ind
Furthermore, in the third isomorphism, the correspondence between λ :
These correspondences preserve G-actions and weights.
Orb Inf Fix.
Next, let N be a normal subgroup of G and T a finite G-monoid on which N acts trivially. Then we have three functors:
The inflation functor Inf 
The functor ϕ ! preserves tensor products. The functors ϕ * and ϕ * preserve Hadamard products. The functor ϕ * does not preserve coproducts in general. Furthermore, the pullback formula holds, that is, if
is commutative up to natural isomorphisms. The similar commutativity for right adjoint functors:
2.10. Functors induced by 1 → S → 1. Let ε : S → 1 and η : 1 → S be trivial G-monoid homomorphisms. Then they induce the following functors:
where the weight of y ∈ Y + (T − 1) is 1 if y ∈ Y and y otherwise. Among the above functors, only ε ! and η ! preserve tensor products (and coproducts). Furthermore, we have ε ! • η ! is naturally isomorphic to the identity functor Id of G-set.
Further Inf Fix.
Let S be a finite G-monoid, and N a normal subgroup of G. We here denote by S N the N -fixed-point subsets of S. Then the inflation functor and the fixed-point functor gives adjoint functors which preserve tensor products:
G-functors and Mackey functors
3.1. G-functors. Let G be a finite group and F a commutative ring. A G-functor a = (a, ind, res, con) consists of a family (a(H )) H G of F -modules (or more generally objects of a semi-additive category) and three kinds of maps:
where g H := gHg −1 ). We often write
They must satisfy the following axioms for all H, K, L G, g, g ∈ G:
Note that each term in the summation (G.5) does not depend on the choice of representatives g of H \G/K. Sometimes, the following notation is convenient to simplify calculations:
H (α).
For example, the Mackey axiom is written as follows:
where 
The identities (P.2) and (P.3) are called Frobenius axioms.
Using the concept of pairing, we can define "ring" and "modules" over a "ring" by a similar way to the definitions of rings and modules using bilinear maps. A "ring" is often called a Green functor. If a is a Green functor, then each component a(H ) becomes a Falgebra with identity element for which res and con are ring homomorphisms. Furthermore, a G-functor m is a "module" over a Green functor a if there is a pairing a × m → m by which each component m(H ) becomes an a(H )-module.
Remark. We can construct the "tensor product" of any two G-functor which has a universal property as in the module case.
(Semi-)Mackey functors. In order to simplify the definition of Green functors, we first introduce a semi-Mackey functor. It consists of a pair
of a contravariant functor M * and a covariant functor M * from the G-set, the category of finite G-sets, to the category of sets which coincide on the objects, and so we write as
for any finite G-set X and G-map f : X → Y . Furthermore, they satisfy the following axioms: 
which is natural with respect to both of f → f * , f * . We often write as
Lemma (The pullback lemma). Let M be a semi-Mackey functor. If
f k : X k → Y k (k = 1, 2) are G-
maps, then the following diagram is commutative:
where the two isomorphisms are given by i * 1 , i * 2 and j * 1 , j * 2 , where i k :
Proof. By (M.1), i * 1 , i * 2 and j * 1 , j * 2 are bijective. The commutativity of the diagram follows from applying the axiom (M.2) to the pullback diagram Proof. (1) We first prove that the addition on M(X) satisfies axioms of additive monoids.
(a) Associative law. We can identify as (X + X) + X = X + (X + X) = X + X + X. Let i k : X → X + X + X be the kth injection and ∇ (3) : X + X + X → X the codiagonal map. By the pullback lemma, the following commutative diagram is commutative:
The composition of horizontal arrows on the top line is equal to ∇ (3) * and the composition of vertical arrows on the left line is equal to i * 1 , i * 2 , i * 3 , and so
Similarly, we have that a +(b +c) also is equal to the right-hand side of the above equation.
(b) The existence of a zero element. By the pullback lemma, the following diagram is commutative:
M(X).
The identity ∇ * i 2 * = 1 implies 0 + a = a.
(c) Commutativity. Let τ : X + X → X + X be the transposition of the first and second components. Since τ i 1 = i 2 , the following diagram is commutative:
Applying the pullback formula to the pullback diagram
we have an identity ∇ * τ * = ∇ * , which implies the commutativity of addition:
(2) Consider the following diagram:
The commutativity follows from the pullback lemma and the axiom (M.2) applied to the pullback diagram
Lemma (A. Dress). There exists a bijective correspondence between G-functors and Mackey functors.
Proof (Outline). Let M be a Mackey functor. Then we have a G-functor a = (a, ind, res, con) by
Conversely, given a G-functor a = (a, ind, res, con), we have a Mackey functor M as follows:
where G x is the stabilizer at x ∈ X and we let G act on x∈X a(G x ) by
It is easily checked that this correspondence gives the required one. 2
Remark. Any G-set X can be viewed as a category in which an object is an element of X and a morphism is an element of G. In this view point, the above construction a → M is also stated as follows:
Note that the map x(∈ X) → a(G x ) gives a functor on the category X by using conjugation maps con. 
Each component of a pairing of Mackey functors is assumed to be F -bilinear. Similarly to the case of G-functors, we can define the notions of "rings" (= "Green functors") and "modules over a ring" for (semi-)Mackey functors. Proof. Consider the following diagram: 
For a cross product of Mackey functors, each component of the cross product is assumed to be F -bilinear. 
This completes the proof. 
Proof. This follows from Lemma 3.12. 
Using the notion of G-functors, the Dress construction of a pairing ρ : a × b → c by S is constructed as follows: 
H ( G) −→ XΩ(H, S)
gives a Green functor equipped with These assignment f → f * , f * make the map X → XΩ(G, S, X) a Green functor, which is the desired Mackey functor corresponding to the crossed Burnside rings.
Representation rings of quantum double
Witherspoon defined the Green functor R(D G (·)) of representation ring of quantum double of a finite group in [14] . In this section, we claim that R(D G (·)) is a Dress construction of representation ring Green functor associated to G c . 
A subalgebra of D(G). Let D(G)
Proposition. Up to isomorphism, the indecomposable D G (H )-modules are indexed by pairs (V , g), where g is a representative of an H -orbit on G c , and V is an indecomposable F C H (g)-module.
Witherspoon's Green functor R(D G (·)). Let R(D G (H )) be the representation ring of D G (H )
for subgroups H of G. We denote three kinds of morphism as follows: 
