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STABILITY OF THE INVERSE PROBLEM FOR DINI
CONTINUOUS CONDUCTIVITIES IN THE PLANE
ROBERT MCOWEN AND BINDU K VEETEL
Abstract. We show that the inverse problem of Calderon for conductivities
in a two-dimensional Lipschitz domain is stable in a class of conductivities
that are Dini continuous. This extends previous stability results when the
conductivities are known to be Ho¨lder continuous.
1. Introduction
We study the inverse problem of Calderon in two-dimensions, namely the deter-
mination of the conductivity function γ in a bounded domain U ⊂ R2 from the
Dirichlet to Neumann (or “voltage to current”) map
(1) Λγ : H
1/2(∂U)→ H−1/2(∂U),
which associates to the Dirichlet data f ∈ H1/2(∂U) the function Λγ(f) = γ ∂u∂ν
where ν is the exterior unit normal on ∂U and u is the unique solution of the
Dirichlet problem
(2)
∇ · γ∇u = 0 in U,
u = f on ∂U.
The uniqueness of the inverse of γ 7→ Λγ for conductivities γ ∈ L∞(U) was proved in
[3]: this means that Λγ1 = Λγ2 implies γ1 = γ2. Stability is the stronger statement
that
(3) ‖γ1 − γ2‖L∞ ≤ V (‖Λγ1 − Λγ2‖∂U )
where ‖ · ‖∂U denotes the operator norm H1/2(∂U)→ H−1/2(∂U) and V (ρ) > 0 is
a non-decreasing “stability function” that satisfies V (ρ)→ 0 as ρ→ 0. It is known
that stability (3) does not hold for all γ ∈ L∞(U) (see the example of Alessandrini
[1]), so it becomes interesting to inquire what is the most general class of functions
γ for which stability holds?
In [4] it was shown that if ∂U is Lipschitz and the γi are Ho¨lder continuous
functions on U satisfying ε < γi < 1/ε, then (3) holds with V (ρ) = C (log ρ)
−a
for some a > 0. In this paper we want to prove stability for Dini continuous
conductivities. Because we need fairly sharp estimates, we will assume that our
conductivities have modulus of continuity ̟ of the form
(4) ̟(r) = | log r|−α for 0 < r ≤ 1/2.
Note that ̟ satisfies the Dini condition
∫ 1/2
0 r
−1̟(r) dr < ∞ if α > 1; however,
for technical reasons, we shall require α > 3/2.
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Main Theorem. Suppose U is a bounded, Lipschitz domain and γ1, γ2 are func-
tions on U which have modulus of continuity ̟ as in (4) with α > 3/2 and satisfy
ε < γi(z) < 1/ε for some ε > 0 and all z ∈ U . Then there exists a stability function
V (ρ) satisfying V (ρ)→ 0 as ρ→ 0 such that (3) holds.
The proof of this theorem builds on the ideas of [3] and [4]. However, to handle
functions with modulus of continuity (4), we require some modified Bessel potentials
that we have not seen in the literature. As usual, Bessel potentials for p 6= 2 are
somewhat tricky, so we here consider just p = 2; this leads to the restriction α > 3/2.
2. Some Function Spaces
Recall that a modulus of continuity ω(r) is a function ω : [0,∞)→ [0,∞) which
is strictly increasing for r near 0 and satisfies ω(0) = 0. We shall also assume
(5) ω(r) ≥ c rε for some ε ∈ (0, 1) and all 0 < r ≤ 1/2,
and, for convenience, we assume ω is constant for r ≥ 1/2. For any bounded domain
U in R2, we define the following function spaces:
Definition 1. Let Cω(U) denote the Banach space of functions f ∈ C(U) for which
|f(x)− f(y)| ≤ C ω(|x− y|) for all x, y ∈ U with the norm
(6) ‖f‖Cω(U) := sup
x∈U
|f(x)|+ sup
x,y∈U
x 6=y
|f(x)− f(y)|
ω(|x− y|) .
Let C1,ω(U) denote the Banach space of functions f ∈ C1(U) whose first order
derivatives ∂f/∂z and ∂f/∂z are in Cω(U) with the norm
(7) ‖f‖C1,ω(U) := ‖∂f‖Cω(U) + ‖∂f‖Cω(U) + ‖f‖C0(U).
Definition 2. For any domain Ω, let Cω(Ω) and C1,ω(Ω) denote respectively the
union of all Cω(U) and C1,ω(U) where U is compactly contained in Ω. We also let
Cω0 (Ω) and C
1,ω
0 (Ω) denote those functions with compact support in Ω. Frequently
we take Ω = D, the unit disk, or DR := {x : |x| < R}.
When ω(r) = rγ for γ ∈ (0, 1), then Cω(Ω) is traditionally written as Cγ(Ω), the
functions which are Ho¨lder continuous of order γ. For another example, we can
extend the function ̟(r) as in (4) to be constant on [1/2,∞) and, since ̟(r)→ 0
as r → 0, we can define ̟(0) = 0 to make ̟(r) a modulus of continuity. Thus we
may consider the function spaces C̟(Ω), etc. Notice that C̟(Ω) is larger than
any Ho¨lder space Cγ(Ω) for γ ∈ (0, 1).
For 1 ≤ p <∞, we let H1,p(Ω) denote the 1st-order Lp-Sobolev space for Ω and
H1,pℓoc(Ω) functions that are in H
1,p(U) for any compact subset U ⊂ Ω. However,
we will also be interested in less regular functions. Suppose ϑ : [0,∞) → [0,∞)
is increasing with ϑ(r) → ∞ as r → ∞. Then we use the Fourier transform
f̂(ξ) =
∫
R2
e2πix·xf(x) dx to define the following Banach (and Hilbert) space.
Definition 3. For ϑ : [0,∞)→ [0,∞) nondecreasing with ϑ(r)→∞ as r →∞,
(8) Wϑ,2(R2) := {f ∈ L2(R2) : ‖f‖2Wϑ,2 :=
∫
R2
|f̂(ξ)|2(1 + ϑ(|ξ|)) dξ <∞}.
We are interested in a ϑ that is associated with a modulus of continuity ω as follows:
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Definition 4. For a given modulus of continuity ω(r), let us define
(9) ϑ(r) =
{∫ r
1
ds
sω2(s/r) for r > 1
0 for 0 ≤ r ≤ 1.
For example, in the Ho¨lder case ω(r) = rγ for γ ∈ (0, 1), we have ϑ(r) ≈ c r2γ as
r → ∞ and Wϑ,2(R2) coincides with the fractional-order Sobolev space Hγ,2(R2)
defined as Bessel potentials. On the other hand, for ̟(r) as in (4), we get
(10) ϑ(r) =
∫ r
1
ds
s (log(r/s))−2α
≈ | log r|
2α+1
2α+ 1
as r →∞.
Note that Hγ,2(R2) ⊂Wϑ,2(R2) for any γ ∈ (0, 1).
Now let us explain why we are interested in Wϑ,2(R2). In the Ho¨lder case
ω(r) = rγ , functions in Hγ,2(R2) coincide with functions in L2(R2) for which the
L2-modulus of continuity
(11) M2(f, y) = ‖f(·+ y)− f(·)‖L2
is small enough as |y| → 0 that M2(f, y) |y|−1−γ ∈ L2(R2); cf. [7]. Functions in
Wϑ,2 can be similarly characterized; for this purpose we need to introduce
(12) ω˜(r) =
{
ω(r) for 0 < r < 1
1
ω(1/r) for r > 1.
Note that ω˜(r)→∞ as r →∞. In fact, for any α > 0 we have
ω(r) = | log r|−α for 0 < r ≤ 1/2 ⇒ ω˜(r) = (log r)α for r ≥ 2.
However, in order to characterize functions in Wϑ,2 in terms of the modulus of
continuity ω, we need to assume that ω satisfies the “square-Dini condition”
(13)
∫ ε
0
(ω(r))2
r
dr <∞ for some ε > 0.
Lemma 1. If ω satisfies (13), then f ∈ Wϑ,2 if and only if f ∈ L2 and
(14)
∫
R2
(M2(f, y))
2
|y|2 ω˜2(|y|) dy <∞.
Here ϑ is defined in terms of ω by (9).
Proof. Proceeding as in [7], we first use the Plancherel Theorem to obtain
M22 (f, y) = (M2(f, y))
2 =
∫
R2
|f̂(ξ)|2|e−2πiξ·y − 1|2 dξ.
Now let us consider the integral∫
R2
M22 (f, y)
|y|2 ω˜2(|y|) dy =
∫
R2
|f̂(ξ)|2 I(ξ) dξ,
where
(15) I(ξ) =
∫
R2
|e−2πiξ·y − 1|2
|y|2 ω˜2(|y|) dy.
We note that the integral defining I(ξ) converges: write∫
R2
|e−2πiξ·y − 1|2
|y|2 ω˜2(|y|) dy =
∫
|y|<1
|e−2πiξ·y − 1|2
|y|2 ω2(|y|) dy+
∫
|y|>1
|e−2πiξ·y − 1|2 ω2(|y|−1)
|y|2 dy.
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Use |e−2πiξ·y − 1| ≤ c|y| for |y| < 1 and ω(r) ≥ crε for 0 < r < 1 to conclude that
the first integral converges, and for the second integral use |e−2πiξ·y − 1| ≤ 2 with∫
|y|>1
ω2(|y|−1)
|y|2 dy = c
∫ ∞
1
ω2(r−1)
r
dr = c
∫ 1
0
ω2(s)
s
ds <∞.
Moreover, since I(ξ) is rotation-invariant we can define the radial function I0(r):
(16) I0(|ξ|) := I(ξ).
The proof is complete if we can show that ϑ(r) ≈ I0(r) as r →∞, i.e. there exists
a constant c > 0 such that
(17) c I0(r) ≤ ϑ(r) ≤ (1/c) I0(r) for r sufficiently large.
To estimate I0(r) as r → ∞, let us choose ξ = r (1, 0) and let y˜ = ry. Then
I0(r) = I1(r) + I2(r) where
I1(r) =
∫
|y|<1
|e−2πiry1 − 1|2
|y|2 ω2(|y|) dy =
∫
|y˜|<r
|e−2πiy˜1 − 1|2
|y˜|2 ω2(|y˜|/r) dy˜
and
I2(r) =
∫
|y|>1
|e−2πiry1 − 1|2 ω2(|y|−1)
|y|2 dy =
∫
|y˜|>r
|e−2πiy˜1 − 1|2 ω2( r|y˜| )
|y˜|2 dy˜.
Recall that ϑ(r) → ∞ whereas I2(r) is decreasing as r → ∞, so we need only
concern ourselves with I1(r). Moreover, it is clear that I1(r)− I1(1) ≤ c ϑ(r) since∫
1<|y˜|<r
|e−2πiy˜1 − 1|2
|y˜|2 ω2(|y˜|/r) dy˜ ≤ 4
∫ r
1
dρ
ρω2(ρ/r)
= 4ϑ(r),
so we need only show I1(r) ≥ c ϑ(r) for some c > 0.
To show I1(r) ≥ c ϑ(r), let us write y˜1 = s cos θ and compute |e−2πiy˜1 − 1|2 =
2(1− cos[2πs cos θ]). Consequently,
I1(r) =
∫ r
0
∫ π
−π
2(1− cos[2πs cos θ])
s ω2(s/r)
dθds
≥ 2
∫ r
1
1
s ω2(s/r)
(∫ π
−π
(1− cos[2πs cos θ])dθ
)
ds.
Thus it suffices to have
∫ π
−π(1− cos[2πs cos θ])dθ ≥ c for all s ≥ 1. This is proved
in Lemma 5 in the Appendix. 
Since ϑ(r) is increasing in r > 1, it is elementary to verify the following:
Lemma 2. If f ∈Wϑ,2(R2), R0 > 1, and 0 ≤ ν ≤ 1, then f̂ satisfies∫
|ξ|≥R0
|f̂(ξ)|2 ϑ(|ξ|)ν dξ ≤ ‖f‖
2
Wϑ,2
ϑ(R0)1−ν
.
Now, for the given α > 1 in ̟, we want to consider a modulus of continuity ω
satisfying
(18) ω(r) = | log r|−β for 0 < r ≤ 1/2, where 0 < β < α.
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Note that ω is weaker than ̟: ̟(r) ≤ ω(r) for 0 < r ≤ 1/2 (and hence for all
r > 0). We not only want ω to satisfy the Dini condition, but we want ̟/ω to
satisfy the square-Dini condition (13) at r = 0. In fact, if we assume that
(19) 1 < β < α− 1/2,
which is possible since α > 3/2, then we have
(20) Cα,β :=
∫ ∞
0
̟2(r)
r ω˜2(r)
dr <∞.
We will also use the notation Cα,β for K Cα,β where K is a constant that might
depend on other parameters. As in (10) we find that for any constant c > 0
(21) ϑ(r) ≈ ϑ(c r) ≈ | log r|
2β+1
2β + 1
as r →∞.
In particular, we have
(22) ϑ(r) ≥ C | log r|3+δ for r ≥ 2,
for δ = 2(β − 1) > 0 and some C > 0.
Lemma 3. Suppose µ ∈ C̟0 (D).
(a) For 1 ≤ p <∞, the Lp-modulus of µ is uniformly bounded by ̟:
Mp(µ, y) := ‖µ(·+ y)− µ(·)‖Lp ≤ C ̟(|y|) ‖µ‖C̟ for any y ∈ R2.
(b) For ω as in (18),(19) with associated ϑ, we have µ ∈ Wϑ,2(R2) and
‖µ‖Wϑ,2 ≤ Cα,β ‖µ‖C̟ .
(c) If ω and ϑ are as in (b) and f ∈Wϑ,2(R2), then µ f ∈Wϑ,2(R2) and
‖µ f‖Wϑ,2 ≤ Cα,β ‖µ‖C̟ ‖f‖Wϑ,2.
Proof. To prove (a), we begin with |µ(x+ y)− µ(x)| ≤ ̟(|y|) ‖µ‖C̟ . For |y| ≤ 1,
Mpp (µ, y) =
∫
D2
|µ(x+ y)− µ(x)|p dx ≤ ̟p(|y|) ‖µ‖pC̟
∫
D2
dx.
For |y| ≥ 1 we can use ̟(|y|) = ̟(1/2) to conclude
Mp(µ, y) ≤ 2‖µ‖Lp ≤ 2‖µ‖∞
(∫
D1
dx
)1/p
≤ Cp̟(|y|) ‖µ‖C̟ ,
where ‖ · ‖∞ denotes the sup-norm.
To prove (b), we use (a) and some of the formulas in the proof of Lemma 1. We
first use (17) and then (a) to estimate∫
|ξ|>1
|µ̂(ξ)|2ϑ(|ξ|) dξ ≤ C
∫
R2
|µ̂(ξ)|2I(ξ) dξ = C
∫
R2
M22 (µ, y)
|y|2ω˜2(|y|) dy
≤ C
∫
R2
̟2(|y|)
|y|2ω˜2(|y|)dy ‖µ‖
2
C̟ = Cα,β‖µ‖2C̟ .
To prove (c), note that
(23) ‖µ f‖2Wϑ,2 ≈
∫
R2
M22 (µf, y)
|y|2 ω˜2(|y|) dx+ ‖µ f‖
2
L2
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But we have
M22 (µf, y) =
∫
R2
|(µ(z + y)− µ(z)) f(z + y) + µ(z) (f(z + y)− f(z)))|2 dz
≤ C
(
̟2(|y|) ‖µ‖2C̟ ‖f‖2L2 + ‖µ‖2∞ M22 (f, y)
)
.
Hence (23) gives,
‖µ f‖2Wϑ,2 ≤ C
∫
R2
̟2(|y|) ‖µ‖2C̟ ‖f‖2L2 + ‖µ‖2L∞ M22 (f, y)
|y|2 ω˜2(|y|) dy + ‖µ‖
2
∞ ‖f‖2L2
≤ C ‖µ‖2C̟
∫
R2
̟2(|y|) ‖f‖2L2 +M22 (f, y)
|y|2 ω˜2(|y|) dy + ‖µ‖
2
C̟ ‖f‖2L2
≤ Cα,β ‖µ‖2C̟ ‖f‖2Wϑ,2 .
This completes the proof. 
3. Estimating the complex geometric optics solutions as |k| → ∞
The proof of the Main Theorem uses the so-called “complex geometric optics
solutions” which were initiated by Calderon [5]. As in [3], these can be constructed
by solving the associated R-linear Beltrami equation
(24) ∂f = µ∂f, where µ = (1 − γ)/(1 + γ).
Here ∂ = ∂z =
1
2 (∂x + i∂y) and ∂ = ∂z =
1
2 (∂x − i∂y). In fact, a complex solution
uγ of (2) can be recovered from a solution fµ of (24) simply by letting
(25) uγ = Re(fµ) + i Im(f−µ).
As in [3] and [4] (see also Theorem 4 below), the problem can be reduced to the
case that U = D and γ = 1 in a neighborhood of ∂D, so µ has compact support in
D and we may consider (24) on C. Henceforth we use the notation ‖ · ‖∞ for the
sup-norm on C (or R2).
Now, for each k ∈ C, [3] shows that there is a unique solution fµ(z, k) of (24) in
the form
(26) fµ(z, k) = e
ikφ(z,k),
where, for each fixed k ∈ C, φ(z, k) is a quasiconformal1 homeomorphism in z and
satisfies the nonlinear Beltrami equation
(27) ∂zφ = −k
k
µ(z)e−k(φ(z)) ∂zφ,
where ek(z) = exp(i(kz + kz)), and the boundary condition
(28) φ(z) = z +O(z−1) as |z| → ∞.
In (27) and (28) we consider k fixed, but the dependence of φ on k is important.
For µ ∈ L∞, it was shown in [3] that φ(z, k)→ z as |k| → ∞ uniformly for z ∈ C:
(29) |φ(z, k)− z| ≤ C(k),
1A homeomorphism φ : C → C is K-quasiconformal if it is orientation-preserving, it φ ∈
H
1,2
ℓoc
(C), and the directional derivatives are ∂νφ satisfy the maxν |∂νφ(z)| ≤ Kminν |∂νφ(z)| for
almost every z ∈ C. If φ is K-quasiconformal, then it is locally K−1-Holder continuous. See [2].
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where C(k)→ 0 as |k| → ∞. For more regular conductivities, C(k) can be described
more precisely. For Ho¨lder continuous conductivities µ ∈ Cγ , it was shown in
[4] that (29) holds with C(k) = c |k|−a, where c, a > 0 depend on γ (and other
parameters). For the Dini continuous conductivities that we consider, µ ∈ C̟,
C(k) will depend on ω and ϑ as in the previous section.
As in [3] and [4], the study of the solutions of (27)-(29) is reduced to the study
of solutions ψ(z, k) of a C-linear Beltrami equation with boundary condition:
(30)
∂zψ = −k
k
µ(z)e−k(z) ∂zψ,
ψ(z, k) = z +O(z−1) as |z| → ∞.
By writing ψ = z+η, this is reduced to solving a nonhomgenous Beltrami equation
with boundary condition η = O(z−1) as |z| → ∞. The function η is uniquely
determined in H1,p(C) for all p > 2, so ψ ∈ H1,2ℓoc(C) is uniquely determined.
A tool used in the study of (30) is the Beurling transform
(31) T (g)(z) = − 1
π
∫
g(w)
(w − z)2 dw,
which has the well-known properties (cf. [2]) that T : Lp(C) → Lp(C) is bounded
for all 1 < p <∞ with
(32) lim
p→2
‖T ‖Lp→Lp = ‖T ‖L2→L2 = 1,
and T (∂zη) = ∂zη for all η ∈ H1,p(C). As in [3], there is a convergent series
representation
(33) ∂zψ =
∞∑
n=0
(aT )na, where a(z, k) = −k
k
µ(z)e−k(z),
provided ‖aT ‖Lp→Lp < 1. Since |a(z, k)| ≤ ‖µ‖∞ ≤ κ < 1, this condition will be
met provided p is sufficiently close to 2. Now choose p = p(κ) > 2 so that
(34) κ1 := κ‖T ‖Lp→Lp < 1 for all p ∈ [2, p(κ)].
Then (33) converges in Lp for all p ∈ [2, p(κ)]. For a chosen integer n0 > 0 , write
(35) ∂zψ = gk(z) + hk(z) :=
n0−1∑
n=0
(a(z, k)T )n a(z, k) +
∞∑
n=n0
(a(z, k)T )n a(z, k).
For 2 ≤ p ≤ p(κ), a geometric series can be used to estimate
(36) sup
k∈C
‖hk‖Lp ≤ π1/p κ κ
n0
1
1− κ1 .
By choosing n0 sufficiently large, supk ‖h(·, k)‖Lp can be made arbitrarily small.
Similarly, we can estimate
(37) sup
k∈C
‖gk‖Lp ≤ π1/p κ 1− κ
n0
1
1− κ1 ≤ C1(κ).
We cannot make this small so we will require estimates on the Fourier transfrom
of g. The following result is analogous to Lemma 3.6(c) in [4]:
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Lemma 4. Suppose µ ∈ C̟0 (D) with ‖µ‖∞ ≤ κ and ‖µ‖C̟ ≤ Γ. Let ω satisfy
(18),(19) with associated ϑ as in (9). Let ψ ∈ H1,2ℓoc(C) be the unique solution of
(30) and for any fixed n0 ∈ N consider the decomposition (35). Then, for any
R0 > 1 and |k| ≥ 2R0, we can estimate
(38)
∫
|ξ|<R0
|ĝk(ξ)|2 dξ ≤ n0 (Cα,βΓ)
n0
ϑ(|k|/2) .
Proof: Write gk(z) as
(39a) gk(z) =
n0−1∑
n=0
(−k /k)n+1 e−(n+1) k(z) fn(z),
where f0 = µ and
(39b) fn(z) = µTn µT(n−1) µ.........µ T1(µ) for n > 0.
Here Tj = ejkTe−jk is the Fourier multiplier with symbol (ξ − jk)/(ξ − jk), which
is unimodular, so ‖Tj‖Wϑ,2→Wϑ,2 = 1 and ‖fn‖Wϑ,2 ≤ ‖µ‖n+1Wϑ,2 ≤ Cn+1α,β ‖µ‖n+1Cω
where we have also used Lemma 3(c). But this means
(40) ‖gk‖Wϑ,2 ≤
n0−1∑
n=0
‖fn‖Wϑ,2 ≤ n0 Cn0α,β‖µ‖n0Cω .
Now let us turn to (38):∫
|ξ|<R0
|ĝk(ξ)|2 dξ ≤
n0−1∑
n=0
∫
|ξ|<R0
|f̂n(ξ − (n+ 1) k)|2 dξ
and by Lemma 2∫
|ξ|<R0
|f̂n(ξ − (n+ 1) k)|2 dξ ≤
∫
|ξ|>(n+1)|k|−R0
|f̂n(ξ)|2 dξ ≤
‖fn‖2Wϑ,2
ϑ((n+ 1) |k| −R0) .
For |k| ≥ 2R0, since ϑ(|x|) is an increasing function, ϑ((n+1) |k| −R0) ≥ ϑ(|k|/2),
so we obtain∫
|ξ|<R0
|ĝk(ξ)|2 dξ ≤
n0−1∑
n=0
(Cα,βΓ)n+1
ϑ(|k|/2) ≤
n0 (Cα,βΓ)n0
ϑ(|k|/2) 
Now we want to use these estimates to control the behavior of ψ(z, k) − z as
|k| → ∞. For this we need to use the Cauchy transform
(41) P [g](z) = − 1
π
∫
C
g(w)
w − z dw,
which has the well-known property that it acts as an inverse for ∂z: P∂zρ =
∂zPρ = ρ for ρ ∈ C∞0 (C). It is well-known (cf. [2]) that for 2 < p <∞, the Cauchy
transform is bounded
(42) P : Lp(C)→ Cα(C) where α = 1− 2/p.
Proposition 1. Suppose µ ∈ C̟0 (D) with ‖µ‖∞ ≤ κ and ‖µ‖C̟ ≤ Γ. Let ω and ϑ
be as in Lemma 4 and let ψ ∈ H1,2ℓoc(C) be the unique solution of (30). Then there
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exist constants C = C(α, β, κ,Γ) and a = a(κ,Γ) > 0 such that for all z ∈ C we
have
(43) |ψ(z, k)− z| ≤ C
ϑ(|k|)a as |k| → ∞.
Proof. We observe that ∂zψ has compact support in D, so we may use (35) to
write for fixed k ∈ C:
ψ(z, k)− z = P [∂zψ](z, k) = P [gk](z) + P [hk](z).
Let us choose p = p(κ) as in (34) and let q = p′ be the conjugate index; in particular,
we have p > 2 so 1 < q < 2. Let us take
(44) ε =
C
ϑ(R0)a
≈ C
(logR0)(2β+1)a
,
where R0, a > 0 are to be determined so that ‖P [hk]‖∞ < ε/3 and ‖P [gk]‖∞ <
2ε/3.
Estimate P [h]. Using (36), we have
‖P [hk]‖∞ ≤ C(κ, q)(κ1)n0 ,
so we will have ‖P [hk]‖∞ < ε/3 provided
(45) n0 ≥ log(C0ε)
log(κ1)
where C0 = C0(κ, p).
Estimate P [g]. Since gk(z) has compact support in D, we can write
P [gk](z) =
∫
C
Kz(y)gk(y) dy where Kz(y) =
1
π
χ(|y|)
z − y ;
here χ(r) is a smooth cut-off function satisfying χ(r) = 1 for 0 ≤ r ≤ 1 and
χ(r) = 0 for r ≥ 3/2. Notice that Kz ∈ Lq(C) for all 1 ≤ q < 2. We want to
use the Fourier transform to estimate P [gk]. The Fourier transform of gk is well-
behaved since gk ∈ Lp and has compact support, so gk ∈ L2 and hence ĝk ∈ L2.
We also know that K̂z is in L
p(C) for all p > 2 (by the Hausdorff-Young inequality)
so K̂z ∈ L2(D); but we do not know that K̂z ∈ L2(C), so we cannot just use
Plancherel’s theorem to conclude
(46) P [gk](z) =
∫
C
K̂z(ξ) ĝk(ξ) dξ.
However, the integral in (46) converges by the Ho¨lder inequality (since K̂z ∈ Lp(C)
and ĝk ∈ Lq(C)); then we can use an approximation argument to show its equality
with P [gk](z). Now, for R0 > 0 let us write
|P [gk]( z)| ≤
∫
|ξ|>R0
∣∣∣K̂z(ξ) ĝk(ξ)∣∣∣ dξ + ∫
|ξ|<R0
∣∣∣K̂z(ξ) ĝk(ξ)∣∣∣ dξ =: I1 + I2.
Want R0 large so that I1 < ε/3 and I2 < ε/3 for all |k| ≥ R0 (uniformly in z).
To estimate I1, we use the following estimate that is proved in the Appendix:
(47)
∣∣∣K̂z(ξ)∣∣∣ ≤ C log |ξ||ξ| for |ξ| > 2 (uniformly in z ∈ C).
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Using (47) and (22), we conclude that K̂z(ξ)/ϑ
1/2(|ξ|) ∈ L2(|ξ| > 2) since∫
|ξ|>2
|K̂z(ξ)|2
ϑ(|ξ|) dξ ≤
∫ ∞
2
(log r)2
r ϑ(r)
dr ≤
∫ ∞
2
1
r (log r)
1+δ
dr <∞.
Now by Cauchy-Schwartz, (22), and (40):
(I1)
2 ≤ ‖gk‖2Wϑ,2
∫
|ξ|>R0
|K̂z(ξ)|2
ϑ(|ξ|) dξ ≤ n0 (Cα,β Γ)
n0 (logR0)
−δ,
for any δ ≤ 2(β − 1). So we can choose R0 large enough that I1 < ε/3 for all
|k| ≥ R0.
To estimate I2, we use Cauchy-Schwartz, (47), (21), and Lemma 4:
(I2)
2 ≤
∫
|ξ|<R0
|K̂z(ξ)|2 dξ
∫
|ξ|<R0
|ĝk(ξ)|2 dξ
≤ C
(∫
|ξ|<1
|K̂z(ξ)|2 dξ +
∫ R0
1
(log r)2
r
dr
)(
n0 (Cα,βΓ)n0
ϑ(|k|)
)
≤ C (1 + (logR0)3) (Cα,βΓ)n0+1
ϑ(|k|) .
So, by (22) we can choose R0 sufficiently large that I2 < ε/3 for all |k| ≥ R0.
Finally, we need to confirm that the choices of n0 and R0 are compatible. First,
let A := 2Cα,βΓ so that n0(Cα,βΓ)n0 ≤ An0 and then take equality in (45). We find
n0(Cα,βΓ)n0 ≤ B (logR0))τ(2β+1)a, where τ = logA
log κ−11
.
(Here B is also independent of n0, R0, ε.) If we use this in our estimate for I1 we
find I21 ≤ C(logR0)τ(2β+1)a−δ, where δ ≤ 2(β − 1). So we can achieve I1 < ε/3 =
C(logR0)
−(2β+1)a provided
(48) a <
β − 1
(2β + 1)(1 + τ/2)
Similarly, we have I22 ≤ C (logR0)3+(2β+1)(τa−1). We find that (48) is exactly the
condition we need to make I2 < ε/3. This completes the proof. 
We now want to obtain an estimate like (43) for solutions φ(z, k) of the nonlinear
Beltrami equation (27)-(28). This analysis uses the fact that for each k ∈ C, φ(z, k)
is a quasiconformal homeomorphism, and hence has an inverse function ψ : C→ C
defined by
(49) ψ ◦ φ(z) = z
which is also quasiconformal. Differentiating (49) with respect to z and z shows
that ψ satisfies
∂zψ = −k
k
µ(ψ(z, k))e−k(z) ∂zψ,
ψ(z, k) = z +O(z−1) as |z| → ∞.
Of course, this is of the form (30). So, provided we can show that the coefficient
µ(ψ(z, k)) satisfies the conditions of Proposition 1, we may use it to conclude the
desired estimate for ψ; these estimates then apply to φ = ψ−1. We use this line of
reasoning to prove the following:
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Theorem 1. Suppose µ ∈ C̟0 (D) and ‖µ‖C̟ ≤ Γ. Let ω and ϑ be as in Lemma 4
and let φ ∈ H1,2ℓoc(C) be the unique solution of (27)-(28). Then there exist positive
constants C∗ = C∗(κ,Γ) and a = a(κ,Γ) such that
|φ(z, k)− z| ≤ C∗
ϑ(|k|)a as |k| → ∞.
Proof. Let µ˜(z, k) = µ(ψ(z, k)). As in [3], since ψ is Ho¨lder continuous and µ has
support in D, µ˜ has support in D4 (by the 1/4-Koebe theorem) for each fixed k ∈ C.
So we can apply Proposition 1 in D4 provided we can show µ˜ ∈ C̟0 (D4). Let γ be
the Ho¨lder coefficient for ψ. (Recall that γ = K−1 where K = (1 − κ)/(1 + κ).)
Then
|µ˜(z)− µ˜(y)|
̟(|z − y|) ≤ ‖µ‖C̟ supz,y
̟(|ψ(z)− ψ(y)|)
̟(|z − y|) .
But we know |ψ(z) − ψ(y)| ≤ C1 |z − y|γ for all z, y ∈ D4, where we may assume
C1 > 1. Since ̟(r) is nondecreasing, we have ̟(|ψ(z) − ψ(y)|) ≤ ̟(C1|z − y|γ),
so it suffices to show that
(50) sup
0<r<∞
̟(C1 r
γ)
̟(r)
<∞.
But since we know explicitly that ̟(r) = | log r|−α near r = 0 and is constant for
large r, condition (50) is easily verified. 
4. Regularity of the complex geometric optics solutions
Now let us turn to the regularity of the complex geometric optics solutions fµ and
uγ . Similar to the result obtained in [4], we show that the assumption ‖µ‖C̟ ≤ Γ
gives an upper bound for fµ and lower bound for the Jacobian, Jfµ . We obtain
interior estimates on compact subsets which can then be used to prove the main
theorem when µj has compact support in D. To obtain these estimates, we first
obtain estimates for a more general Beltrami equation which is also R-linear. To
analyse such an equation, we use a modulus of continuity σ as defined in [10].
Definition of σ(r): Define a continuous function σ on [0,∞) by
(51) σ(r) :=
∫ r
0
̟(s)
s
ds =
| log r|1−α
α− 1 for 0 < r ≤ 1/2,
with σ(0) = 0 and σ(r) is a constant for r ≥ 1/2. (Note that σ need not satisfy the
Dini condition at r = 0.)
Using σ as the modulus of continuity, Cσ(U) and C1,σ(U) are Banach spaces defined
as in section 2. It is easy to see that ̟(r) ≤ σ(r) and hence for any domain Ω,
(52) C̟(Ω) ⊂ Cσ(Ω).
Proposition 2. For a bounded domain Ω, let µ, ν ∈ C̟(Ω) satisfying |µ(ξ)| +
|ν(ξ)| ≤ κ < 1 for all ξ ∈ Ω. Let v ∈ H1,2ℓoc(Ω) be a solution to the equation
(53) ∂v − µ∂v − ν ∂v = 0.
Consider domains D, U such that D ⊂ U and U ⊂ Ω. If ‖µ‖C̟(U)+‖ν‖C̟(U) < Γ,
then we have the following:
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(a) v ∈ C1,σ(Ω). In particular, we have v ∈ C1,σ(D) and there exists K1 =
K1(κ,Γ, D, U) such that
(54) ‖v‖C1,σ(D) ≤ K1 ‖v‖C0(U).
(b) If v is a quasiconformal homeomorphism in C, let M = M(U) satisfy
(55) M = max
x∈U
|v(x)|.
Then there exists a constant K2 = K2(κ,Γ, D, U,M) > 0 such that
(56) inf
z∈D
Jv(z) = inf
z∈D
(|∂v(z)|2 − |∂v(z)|2) ≥ K2.
Proof: For the proof of (a), refer to [11], where a similar result is proved for the
non-homogeneous equation corresponding to (53).
To prove (b), we proceed as in [4]. For z ∈ D, we use (53) to obtain
(57) Jv(z) = |∂v(z)|2 − |∂v(z)|2 ≥ (1− κ2)|∂v(z)|2.
Consider the inverse function v−1 of ξ = v(z), which satisfies the Beltrami equation
∂ξ(v
−1)− (µ ◦ v−1)∂ξ(v−1)− (ν ◦ v−1)∂ξ(v−1) = 0.
Since v−1 is quasiconformal, it is Ho¨lder continuous, so the coefficients µ ◦ v−1 and
ν ◦ v−1 in this Beltrami equation are in C̟(v(D)), by a similar argument as in
the proof of Theorem 1. Therefore v−1 satisfies the conditions in (a) to obtain the
corresponding estimate (54). In particular, we have
(58) |∂ξv−1 ◦ v(z)| ≤ K3 for z ∈ D,
where K3 = K3(κ,Γ, D, U,M). On the other hand, differentiating z = v
−1 ◦ v(z)
by the chain rule, we obtain 1 = |(∂ξv−1 ◦ v)(∂zv)| = |(∂ξv−1 ◦ v)| |(∂zv)|. So, by
(58), we have
(59) |∂zv(z)| = 1|∂ξv−1 ◦ v| ≥
1
K3
for z ∈ D,
Since Jv(z) ≥ |∂zv(z)|2, we obtain (56). 
We can now obtain the following result:
Theorem 2. . Suppose µ ∈ C̟0 (D) with ‖µ‖C̟ ≤ Γ. There exist positive constants
C1(κ,Γ, |k|) and C2(κ,Γ, |k|) so that the complex geometric optics solution (26)
satisfies
(60) ‖fµ(·, k)‖C1,σ(D) ≤ C1 and inf
z∈D
|Jfµ(z, k)| ≥ C2.
Proof: Recall from (26) that fµ(z, k) = e
ikφ(z,k) where φ = z+ε(z, k), with ε(z, k)
uniformly bounded for fixed k, is Ho¨lder continuous. So the coefficient kkµe−k(φ)
in (27) is in C̟(D3). Also, for z ∈ D, max |φ(z, k)| = C for C = C(k, κ,D) gives us
bounds for fµ as 1/C ≤ |fµ(z, k)| ≤ C. Hence we can apply Proposition 2 to φ(z, k)
to obtain ‖φ‖C1,σ(D) ≤ K1 ‖φ‖C0(D2) for some constantK1 = K1(κ,Γ). This in turn
shows that there exists a constant C1(κ,Γ, |k|) such that ‖fµ(·, k)‖C1,σ(D) ≤ C1.
Proposition 2 can also be used to obtain the lower estimate
(61) inf
z∈D
|∂φ(z)| ≥ K2
STABILITY FOR DINI CONTINUOUS CONDUCTIVITIES 13
for some constant K2 = K2(κ,Γ). But ∂zfµ = ikfµ∂zφ. Hence, using (61) and the
lower bound for fµ for z ∈ D as mentioned above, we get infz∈D |Jfµ(z, k)| ≥ C2 for
some constant C2 = C2(κ,Γ, |k|). 
5. Stability of the complex geometric optics solutions
In this section we consider two conductivities γ1, γ2 ∈ C̟(D) that are 1 near
∂D so that µj = (1− γj)/(1 + γj) has compact support in D and we can apply the
results of the previous two sections; this restriction on γj will be removed in the
next section. For fixed k ∈ C we want to study the stability of the geometric optics
solutions (26) but, as in [3] and [4], we will work with the associated solutions u1, u2
of ∇ · γj ∇u = 0 defined by (25). Let ω and ϑ be as in Lemma 4 and let ρ = ρ12 =
‖Λγ1 − Λγ2‖∂D where ‖ · ‖∂D denotes the operator norm H1/2(∂D) → H−1/2(∂D).
The stability function that we seek will be of the form
(62) Vk(ρ) := C1(k) [ϑ(| log ρ|/C2)]−a
for positive constants C1(k), C2, a. Recalling (21), we see that Vk(ρ)→ 0 as ρ→ 0
like a negative power of log | log ρ|; since we are only interested in ρ → 0, we
henceforth assume 0 < ρ < 1/2 so that | log ρ| > 0. We want to prove the following.
Theorem 3. Suppose γ1, γ2 ∈ C̟(D) such that µj = (1−γj)/(1+γj) has compact
support in D and satisfies ‖µj‖∞ ≤ κ < 1 and ‖µj‖C̟ ≤ Γ. Then, for every k ∈ C
there exists Vk(ρ) of the form (62) with constants C1(k), C2, and a (depending on
κ and Γ) such that
(63) ‖u1(·, k)− u2(·, k)‖C0(D) ≤ Vk(ρ) as ρ→ 0.
We can write
(64a) uj(z, k) = e
ik(z+εj(z,k))
where (by Theorem 1) we have C∗, a > 0 such that
(64b) |εj(z, k)| ≤ C∗ [ϑ(|k|)]−a for all z ∈ C and all |k| > 2.
As in [3], let us introduce
(65a) g(z, w, k) := i(z − w) + k εz,w(k),
where
(65b) εz,w(k) := i(ε1(z, k)− ε2(w, k)).
We claim the following is true:
Proposition 3. For C∗ and a as in (64b), there is a constant C1 > 0 so that
g(z, w, k) = 0 for some k 6= 0 implies |z − w| ≤ C1 [ϑ(| log ρ|/4C∗)]−a.
This proposition was obtained as Prop. 5.3 in [4] for the Ho¨lder case ω(r) = rγ ,
ϑ(r) ≈ c r2γ , 0 < γ < 1. The proof of Proposition 3 follows the same outline; but,
for completeness, we explain this in the Appendix, including some details that were
missing in [4]. Now let us use Proposition 3 to prove our theorem.
Proof of Theorem 3. For k = 0, uj(z, 0) = 1, so the left hand side of (63) is
zero. Hence let us fix k 6= 0 and pick z ∈ D. Using the fact that δ1(·, k) is onto
C (cf. Prop. 5.2 in [3]), there is a w ∈ C such that δ1(w, k) = δ2(z, k) and hence
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g(z, w, k) = 0. Let U be a bounded, open set containing both z and w. Then by
Theorem 2 in the previous section, we know that u1(z, k) is C
1 on U , so
|u1(z, k)− u2(z, k)| = |u1(z, k)− u1(w, k)| ≤ C(k) |w − z|.
Proposition 3 shows that |w − z| ≤ C1 [ϑ(| log ρ|/4C∗)]−a, so we have (63). 
6. Proof of the Main Theorem
Now we return to a bounded Lipschitz domain U which we may assume satisfies
U ⊂ D. For γ1, γ2 ∈ C̟(U), we want to be able to assume that γj ∈ C̟(D) with
γj = 1 near ∂D so we can apply our results from Sections 3-5. This can be achieved
using the Whitney extension (cf. [7]). As in the Introduction, let ‖ · ‖∂U denote
the norm of an operator H1/2(∂U) → H−1/2(∂U), but now also let ‖ · ‖∂D denote
the norm of an operator H1/2(∂D)→ H−1/2(∂D). The following is the analogue of
Theorem 6.2 in [4].
Theorem 4. Let U be a Lipschitz domain satisfying U ⊂ D and γ1, γ2 ∈ C̟(U)
satisfying ‖γj‖C̟(U) ≤ Γ and ‖γj‖∞ ≤ κ < 1. There exists a constant C = C(κ, U)
and extensions γ˜1, γ˜2 to D such that supp(γ˜j − 1) ⊂ D, ‖γ˜j‖C̟(D) ≤ C Γ, and
(66) ‖Λγ˜1 − Λγ˜2‖∂D ≤ C ‖Λγ1 − Λγ2‖∂U .
The proof of this theorem follows the same steps as in [4] so we will not discuss it.
Proof of Main Theorem. Given γ1, γ2 ∈ C̟(U), we may use Theorem 4 to
consider γ1, γ2 ∈ C̟(D) such that µj = (1 − γj)/(1 + γj) has compact support in
D. For k ∈ C, let fj(z, k) = fµj (z, k) be the complex geometric optics solution of
the associated Beltrami equation ∂¯f = µ∂f that was discussed in Section 3. Let
(67) F(k) = F(·, k) = f1(·, k)− f2(·, k).
By (60) we know that
(68a) ‖F(k)‖C1,σ(D) ≤ C(|k|).
On the other hand, by Theorem 3 there exists Vk(ρ) of the form (62) so that
(68b) ‖F(k)‖C0(D) ≤ Vk(ρ),
where ρ = ρD = ‖Λγ˜1 − Λγ˜2‖∂D. We need to interpolate between (68a) and (68b)
to show that ‖F(k)‖C1(D) → 0 as ρ→ 0. In fact, we only need this for one nonzero
value of k, so let us fix k = 1 and indicate the ρ-dependence by Fρ. Then (68a)
and (68b) become
(69a) ‖Fρ‖C1,σ(D) ≤ C(1),
(69b) ‖Fρ‖C0(D) ≤ V1(ρ).
We want to interpolate to show the spatial derivatives DFρ satisfy
(70) ‖DFρ‖C0(D) ≤ V ∗(ρ),
where V ∗(ρ) is a nondecreasing positive function satisfying V ∗(ρ)→ 0 as ρ→ 0.
Proving (70) is somewhat technical and uses a proposition that we have proved
in the Appendix. Multiplying Fρ by a smooth cutoff function which is 1 on D, we
can assume Fρ ∈ C1,σ0 (C). Applying Proposition 4 in the Appendix, we obtain
(71) ‖DFρ‖C0 ≤ 2 σ
(
ζ−1 (‖Fρ‖C0/[DFρ]σ)
)
[DFρ]σ,
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where ζ(r) := rσ(r) is strictly increasing [0,∞) → [0,∞) and surjective so its
inverse ζ−1 is well-defined and also strictly increasing; the notation [f ]σ is de-
fined in (87). We need to show the right hand side tends to zero as ρ → 0
in order to conclude (70). We know by (69b) that ‖Fρ‖C0 → 0 as ρ → 0, so
σ
(
ζ−1 (‖Fρ‖C0/[DFρ]σ)
) → 0 as ρ → 0, provided [DFρ]σ ≥ ε > 0 as ρ → 0.
However, if [DFρ]σ → 0 as ρ → 0, we still know the right hand side of (71) tends
to zero because σ is bounded on [0,∞). So (70) holds.
Now we can use µ = ∂zfµ/∂zfµ and the lower bound infD |∂zf | ≥ m provided
by (61) to estimate
‖γ1 − γ2‖C0(U) ≤ ‖γ1 − γ2‖C0(D)
≤ 4
1− κ2 ‖µ1 − µ2‖C0(D)
≤ 4
(1− κ2)m ‖Df1 −Df2‖C0(D).
But finally we use (70), (66), and the fact that V ∗ is nondecreasing to conclude
‖γ1 − γ2‖C0(U) ≤ V ∗(ρD) ≤ V ∗(C ρU )
where ρU = ‖Λγ1 − Λγ2‖∂U and similarly for ρD. This completes the proof. 
Appendix A. Additional Lemmas and Proofs
Lemma 5. ∫ π
−π
(1− cos[2πs cos θ])dθ ≥ c for all s ≥ 1.
Proof. Since cos θ is an even function, it suffices to prove
(72) F (s) :=
∫ π
0
cos[2πs cos θ] dθ ≤ π − ε for all s ≥ 1.
To do this, let us introduce a change of variables x = s cos θ, so x ranges from s to
−s as θ ranges from 0 to π, and dθ = − dx√
s2−x2 . This means that we can write
(73) F (s) =
∫ s
−s
cos[2πx]
dx√
s2 − x2 = 2
∫ s
0
cos[2πx]
dx√
s2 − x2 .
If we estimate F (s) using | cos[2πx]| ≤ 1, then we obtain F (s) = π, which is not
good enough. So we need to make use of values of x for which cos[2πx] is negative.
For fixed s ≥ 1, we note that fs(x) = 1/
√
s2 − x2 is increasing in x for 0 < x < s.
Consequently, although cos[2πx] is positive for 0 < x < 1/4, we may conclude that∫ 1/4
0
cos[2πx]
dx√
s2 − x2 +
∫ 1/2
1/4
cos[2πx]
dx√
s2 − x2 < 0.
Trivially, we then conclude that
∫ 3/4
0
cos[2πx] dx√
s2−x2 < 0. For the same reason, if
s > 7/4, we have
∫ 7/4
3/4 cos[2πx]
dx√
s2−x2 < 0 and we may add the integrals together to
conclude the negativity of the integral over (0, 7/4). Generalizing this, we conclude
that ∫ [s]−1/4
0
cos[2πx]
dx√
s2 − x2 < 0,
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where s ≥ 1 and [s] denotes the greatest integer less than or equal to s. Thus
(74) F (s) < 2
∫ s
[s]− 1
4
dx√
s2 − x2 = π − 2 sin
−1 [s]− 14
s
.
But it is easy to see that
[s]− 1
4
s ≥ η > 0 for all s ≥ 1, and sin−1(t) is a positive
and increasing function for 0 < t < 1, so from (74) we conclude that F (s) ≤ π − ε
as desired. 
As in the proof of Proposition 1, let Kz(y) =
1
πχ(|y|)(z − y)−1, where χ(r) is a
smooth cut-off function satisfying χ(r) = 1 for 0 ≤ r ≤ 1 and χ(r) = 0 for r ≥ 3/2.
Since Kz ∈ L1(R2) we know that K̂z(ξ) is bounded for ξ ∈ R2 and even K̂z(ξ)→ 0
as |ξ| → ∞ by Riemann-Lebesgue. But we need more precise decay as |ξ| → ∞.
Lemma 6. The Fourier transform K̂z(ξ) satisfies the estimate (47).
Proof. For |z| > 3/2, Kz(y) is a smooth function of y ∈ R2, so K̂z(ξ) decays
rapidly as |ξ| → ∞, uniformly for |z| ≥ 2. Se we restrict our attention to |z| ≤ 2.
It suffices to consider ξ = (s, 0) for s > 2 and use the equivalent definition of the
Fourier transform, f̂(ξ) =
∫
eiy·ξf(y) dy. In the following, we use polar coordinates
reiθ for u := y − z and observe that |y| < 2, |z| ≥ 2 imply |u| < 3:
−πK̂z(ξ) =
∫
|y|<2
eiy·ξ χ(|y|)
y − z dy = e
iz·ξ
∫ 2π
0
e−iθ
∫ 4
0
eisr cos θχ(reiθ + z) dr dθ.
Now let us integrate by parts:∫ 4
0
eisr cos θχ(reiθ + z) dr = − 1
is cos θ
∫ 4
0
(
eisr cos θ − 1) d
dr
χ(r eiθ + z) dr,
where we observe that χ(reiθ + z) is constant for 0 < r < ε. For θ ∈ (0, π/2) let us
make the substitution t = cos θ, dt = − sin θ dθ, to find∣∣∣∣∣
∫ π/2
0
∫ 4
0
eisr cos θ χ(reiθ + z) dr dθ
∣∣∣∣∣ ≤ 1s
∫ 1
0
∫ 4
0
|eisrt − 1|
t
√
1− t2 |f(r)| dr dt
≤ C
s
∫ 4
0
∫ 1
0
| cos(srt) − 1|+ | sin(srt)|
t
√
1− t2 dt dr,
where f(r) = fθ,z(r) =
d
drχ(r e
iθ+z) and the constant C depends on the maximum
of f . Let us focus on the integral involving sin(srt). If sr < 1 then∫ 1
0
| sin(srt)|
t
√
1− t2 dt ≤
∫ 1
0
dt√
1− t = 1.
If sr > 1 then ∫ 1
0
| sin(srt)|
t
√
1− t2 dt ≤
∫ 1/sr
0
sr dt√
1− t2 +
∫ 1
1/sr
dt
t
√
1− t .
We can evaluate the first of these integrals and then estimate as sr→∞:∫ 1/sr
0
sr dt√
1− t2 = sr sin
−1 1
sr
≈ 1.
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For the second integral, we can use an integral table and
√
1− a ≈ 1− a2 as a→ 0:∫ 1
1/sr
dt
t
√
1− t = log
∣∣∣∣∣
√
1− 1/sr + 1√
1− 1/sr − 1
∣∣∣∣∣
= log sr +O(1) ≤ log s+ log |r|+ C for s > 2, 0 < r < 4.
We conclude that∫ 1
0
| sin(srt)|
t
√
1− t2 dt ≤ C (log s+ log r) for s > 2, 0 < r < 4.
We can similarly show∫ 1
0
| cos(st)− 1|
|t|√1− t2 dt ≤ C (log s+ log r) for s > 2, 0 < r < 4,
so we conclude∣∣∣∣∣
∫ π/2
0
∫ 4
0
eisr cos θ χ(reiθ + z) dr dθ
∣∣∣∣∣ ≤ C log ss for s > 2.
The substitution t = cos s can be used again for θ ∈ (π/2, π), (π, 3π/2) and
(3π/2, 2π), so we can put these all together to obtain the desired estimate:
π|K̂z(ξ)| ≤ C log |ξ||ξ| for |ξ| > 2. 
Now we begin the preparations to prove Proposition 3 on the complex gemoetric
optics solutions uj(z, k) = exp[ik(z+εj(z, k)] which satisfy |εj(z, k)| ≤ C∗[ϑ(|k|)]−a
for all z ∈ C and |k| ≥ 2. To study g(z, w, k) = i(z − w) + kεz,w(k) where
εz,w(k) = i(ε1(z, k)− ε2(z, k)), we need to treat its behavior for large |k| differently
from small |k|; but what is “large” and what is “small” depends on
λ := z − w.
As in [4], we want to define a function R : C → R so that for |k| ≥ R(λ) we have
|εz,w(k)| ≤ |λ|/2 and hence g(z, w, k) 6= 0. In fact, since ϑ : [1,∞) → [0,∞) is
strictly increasing, let us denote its inverse by ϑ−1 : [0,∞)→ [1,∞). If we use the
above constants C∗ and a to define
(75) R(λ) := ϑ−1
(∣∣∣∣ λ4C∗
∣∣∣∣−1/a
)
,
then |k| ≥ R(λ) indeed implies
|εz,w(k)| ≤ 2C∗ [ϑ (|k|)]−a ≤ 2C∗ [ϑ (R(λ))]−a = |λ|
2
.
The proof of Proposition 3 is then reduced to finding a constant C1 so that if
(76) |λ| > C1 [ϑ(| log ρ|/4C∗)]−a,
then the only zero of g(z, w, k) in the set |k| ≤ R(λ) is at k = 0. The following is a
simple relationship between λ and ρ that is useful in subsequent proofs.
Lemma 7. There is a constant C1 such that if λ satisfies (76), then
(77) ρ < |λ| e−C∗R(λ).
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Proof. Note that (76) implies |λ/C1|−1/a < ϑ(| log ρ|/4C∗), and the strict mono-
tonicity of ϑ−1 implies ϑ−1(|λ/C1|−1/a) < | log ρ|/4C∗. Now, provided C1 ≥ 4C∗,
we have |λ/4C∗|−1/a ≤ |λ/C1|−1/a, so by the monotonicity of ϑ−1 we have
R(λ) = ϑ−1
(∣∣∣∣ λ4C∗
∣∣∣∣−1/a
)
≤ ϑ−1
(∣∣∣∣ λC1
∣∣∣∣−1/a
)
<
| log ρ|
4C∗
.
Consequently, we have e−C∗R(λ) > ρ1/4. Thus to obtain (77) it suffices to show
ρ3/4 < |λ|. Using (76) again, we see that it suffices that C1 is an upper bound for
(78) f(ρ) = ρ3/4 [ϑ(| log ρ|/4C∗)]a for 0 < ρ < e−4C∗ .
But we know from (21) that ϑ(| log ρ|/4C∗) grows only like a power of log | log ρ| as
ρ→ 0, so f(ρ)→ 0 as ρ→ 0. Thus such a C1 may be found. 
For fixed z, w, the function g satisfies a ∂¯-equation in the variable k. Since this
does not involve the regularity of µ, we may import results from the Ho¨lder case.
The following appears as Lemma 5.4 in [4]:
Lemma 8. For fixed z, w, the function g as in (65a) satisfies
(79) ∂kg = σg + E,
where σ = σz,w and E = Ez,w satisfy
(80) |σ(k)| ≤ 2, |E(k)| ≤ ρ ec1(1+|k|), |DE(k)| ≤ ec1(1+|k|),
for some constant c1 = c1(κ) > 0.
We want to obtain conclusions about the behavior of g from the fact that it
satisfies (79). This requires inverting the operator ∂k, but we do not have sufficient
decay at infinity to directly apply the Cauchy transform, so we need to multiply by
a cut-off function. For the moment, let us ignore λ. We fix R ≥ 2 and consider a
cut-off function χR ∈ C∞0 (D2R) with χR(k) = 1 for |k| ≤ R. Then, for the functions
σ and E in Lemma 8, let us introduce
(81) ηR(k) := P (σχR) and SR(k) := P (e
−ηREχR).
Here, P denotes the Cauchy transform (in the variable k), so
∂k ηR = σχR and ∂k SR = e
−ηREχR.
The functions ηR and SR have the following global estimates: cf. Lemma 5.5 in [4].
Lemma 9. For fixed z, w, there is a constant c2 = c2(κ) such that
(82) ‖ηR‖L∞(C) ≤ c2R and ‖SR‖L∞(C) ≤ ρ ec2R.
In fact, for any 0 < θ < 1, c2 may be chosen so that
(83) ‖∇SR‖L∞(C) ≤ ρθ ec2 R.
Now let S˜R(k) = SR(k) − SR(0) so that S˜R(0) = 0. Then S˜R satisfies (83) and
‖S˜‖L∞ ≤ 2ρec2R. Let us define
(84) F (k) ≡ F (z, w, k) := e−ηR(k) g(z, w, k)− S˜R(k).
A straightforward calculation shows ∂kF (z, w, k) = 0 for |k| ≤ R, so for fixed z, w
the function F is analytic for k ∈ DR. By construction, F (0) = 0 and the following
result shows that this is the only zero in DR when λ is sufficiently large.
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Lemma 10. There is a constant C1 such that for λ satisfying (76) the function
F (z, w, k) has a unique zero at k = 0 in the set |k| ≤ R(λ).
This appears as Proposition 5.6 in [4], which is proved by showing that F (k) is
homotopic to k through nonvanishing functions on |k| = R(λ) and uses the estimate
(77); thus it may be repeated in our case.
We shall need some additional properties of F .
Lemma 11. For λ satisfying (76) with C1 given in Lemma 10, we can write
F (z, w, k) = λk eν(k) for |k| ≤ R(λ),
where ν(k) is analytic and satisfies |ν(k)| ≤ c2R(λ) with c2 from Lemma 9.
This appears as Lemma 5.7 in [4], which is proved using the analyticity of F (k)/k
in |k| < R(λ); the estimate (77) is used with the maximum principle and may be
repeated in our case. The next two results follow from Lemma 11 exactly as in [4].
Corollary 1. For λ satisfying (76) with C1 given in Lemma 10 and any δ > 0, we
have
F−1(Dδ) ⊂ Dδ1 where δ1 = δ ec2R(λ)/|λ|,
with c2 from Lemma 9.
Corollary 2. For λ satisfying (76) with C1 given in Lemma 10, there exists d > 0
so that
inf
|k|<d
|F ′(k)| > 1
2
|λ|e−c2R(λ).
Now in order to reach our desired conclusion that, for λ = z−w satisfying (76),
g(z, w, k) only vanishes at k = 0, it suffices to show that the function
(85) Hz,w(k) = e
−η(k)g(z, w, k) = Fz,w(k) + S˜z,w(k)
has a unique zero at k = 0 in the set |k| ≤ R(λ). Note that H is not analytic in
|k| ≤ R(λ), so we cannot use the principle of the argument as we did in the proof
of Lemma 10; instead we shall apply degree theory to H . For this we need to know
more about the zeros of H : for given values of z, w let
Z(Hz,w) = {k ∈ C : H(z, w, k) = 0}.
The following two Lemmas and Proof of Proposition 3 follow the ideas in [4].
Lemma 12. There exists C1 such that for λ satisfying (76) we have
Z(H) ⊂ Dd,
where d is given in Corollary 2.
Proof. For k ∈ Z(H), F (k) = −S(k). But by Lemma 9, we have ‖S‖∞ ≤
ρ ec2R(λ). So by Corollary 1, |k| < ρ e2c2R(λ)/|λ|. Thus if we have chosen λ so that
ρ e2c2R(λ)/|λ| < d, then we will have Z(H) ⊂ Dd. But, recalling that R(λ) → 1
as |λ| → ∞, this can be arranged by requiring |λ| > C1 ϑ(| log ρ|/4C∗)−a for C1
sufficiently large. 
We also need to know about the Jacobian determinant of H , which can be
expressed (cf. [2]) as
(86) detDH = |Hk|2 − |Hk¯|2.
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Lemma 13. There is a constant C1 such that for λ satisfying (76) we have
detDH(k) > 0 for all |k| < d, where d is as in Corollary 2.
Proof. Since H = F + S with F analytic for |k| ≤ R(λ), we have Hk = Fk + Sk =
F ′ + Sk and Hk¯ = Sk¯. Using −2Re(F ′Sk) ≤ 2|F ′| |Sk| ≤ 12 |F ′|2 + 2|Sk|2, we can
easily show
detDH ≥ 1
2
|F ′|2 − |DS|2.
Now assuming |k| < d so that we can use Corollary 2 and using 83 we have
1
2
|F ′|2 − |DS|2 > 1
2
|λ|e−c2R(λ) − ρ2θ e2 c2 R(λ).
Thus we can prevent detDH from vanishing by choosing |λ| large enough that
|λ|e−3c2 R(λ) > 2 ρ2θ.
Recalling that R(λ) → 1 as |λ| → ∞, we see that this can be achieved by taking
|λ| > C1 [ϑ(| log ρ|/4C∗)]−a with C1 sufficiently large. 
Now we are finally ready to give the proof of Proposition 3.
Proof of Proposition 3: To begin with, let SR = ∂DR denote the circle of radius
R. For λ satisfying (76) we know that g = iλk + ε(k)k is homotopic to iλk, and
hence to k, through nonvanishing functions on SR. Since H = e
−ηg is homotopic
to g through nonvanishing functions on SR, we have
deg(H,DR(λ), 0) = deg(g,DR(λ), 0) = 1.
On the other hand, by the degree formula we have
deg(H,DR(λ), 0) =
∑
ki∈Z(H)
sign detDH(ki).
However, we know by Lemmas 12 and 13 that sign detDH(ki)=+1 for all ki ∈
Z(H). So, in order to have deg(H,DR(λ), 0) = 1, we must have only one zero,
namely at k = 0. 
The following lemma and proposition are used in the proof of the main theorem.
Let σ(r) be a modulus of continuity; for example, using (51) as in Section 4. (Note
that we not require σ to satisfy the Dini condition at r = 0.) For f ∈ Cσ0 (R2), let
us introduce
(87) [f ]σ = sup
x 6=y
|f(x)− f(y)|
σ(|x− y|) .
The following result and its proof are taken from [6] (cf. (10.3) in [6]).
Lemma 14. Suppose f ∈ C1,σ0 (R2). Then for any r > 0 and any i = 1, . . . , n,
(88) ‖fxi‖C0 ≤ σ(r) [fxi]σ +
1
r
‖f‖C0.
Proof. For any y ∈ R2 and r > 0 we can find y1, y2 ∈ ∂B(y, r) and y¯ ∈ B(y, r)
such that
|fxi(y¯)| =
1
2r
|f(y1)− f(y2)| ≤ 1
r
‖f‖C0.
Thus
|fxi(y)| ≤ |fxi(y)− fxi(y¯)|+ |fxi(y¯)|
≤ σ(r)[f ]σ + 1
r
‖f‖C0.
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Taking supremum over y ∈ R2 yields (88). 
Note that ζ(r) = rσ(r) is strictly increasing, so its inverse function ζ−1(r) is de-
fined and also strictly increasing. The following is a sort of interpolation inequality.
Proposition 4. If f ∈ C1,σ0 (R2), then
(89) ‖fxi‖C0 ≤ 2 σ
(
ζ−1 (‖f‖C0/[fxi]σ)
)
[fxi ]σ.
Proof. Since f cannot be identically constant unless it is identically zero, we can
assume [fxi ]σ 6= 0. Starting from r = 0, increase r until σ(r) [fxi ]σ = 1r‖f‖C0. For
this value of r, (88) becomes
(90) ‖fxi‖C0 ≤ 2 σ(r) [fxi ]σ .
We need to eliminate r from this estimate. But we know
ζ(r) = rσ(r) =
‖f‖C0
[fxi ]σ
.
So
r = ζ−1
(‖f‖C0
[fxi ]σ
)
.
Plugging this into (90) yields (89). 
For example, if σ = rα for α ∈ (0, 1), then ζ(r) = rσ(r) = r1+α and ζ−1(r) =
r1/(1+α). Consequently, (89) implies the more familiar interpolation inequality
‖fxi‖0 ≤ 2 ‖f‖θ0 ‖f‖1−θ1,α where θ = α/(1 + α).
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