We give strong formulations of ramping constraints-used to model the maximum change in production level for a generator or machine from one time period to the next-and production limits. For the two-period case, we give a complete description of the convex hull of the feasible solutions. The two-period inequalities can be readily used to strengthen ramping formulations without the need for separation. For the general case, we define exponential classes of multi-period variable upper bound and multi-period ramping inequalities, and give conditions under which these inequalities define facets of ramping polyhedra. Finally, we present exact polynomial separation algorithms for the inequalities and report computational experiments on using them in a branch-and-cut algorithm to solve unit commitment problems in power generation.
Introduction
In this paper, we study a polyhedral structure common in production or machining environments where there are significant start-up and fixed operating costs for generators (or machines) in addition to physical constraints on the production capacity. Of particular interest are the ramping constraints-used to model the maximum change in production level from one time period to the next-and production limits. Our main motivation to study this structure is its application in unit commitment problems in power generation; therefore, throughout the paper we use the term generator to also represent machines. However, in Sect. 1.1 we highlight other applications that have the same structure.
Let n be the length of the planning horizon. Throughout the paper, we let [a, b] := { j ∈ Z : a ≤ j ≤ b} ([a, b] = ∅ if a > b). First, we describe the physical constraints of a generator. The maximum production level when a generator is started up (and before it is shut-down) is given byū. In addition, the maximum change in production from one operating period to the next, in absolute value, is limited by δ > 0, and the minimum and maximum production levels in any period are limited by and u, respectively.
Next we describe the decision variables. For t ∈ [1, n], let p t be the production level in period t, and x t be 1 if the generator is operating in period t and 0 otherwise. Let s t be 1 if the generator is started in period t and 0 otherwise, and z t be 1 if the generator is stopped in period t and 0 otherwise, for t ∈ [2, n] . Then we define the ramp-up polytope as the convex hull of ramp-up constraints and the production limits for a single generator given by
x t+1 − x t ≤ s t+1, t ∈ [1, n − 1] (1c)
p t+1 − p t ≤ūs t+1 + δx t , t ∈ [1, n − 1] (1f)
s ∈ {0, 1} n−1 , x ∈ {0, 1} n , p ∈ R n + .
We refer to the feasible set defined by constraints (1a)-(1g) as U. We also define the ramp-down polytope as the convex hull of ramp-down constraints and the production limits for a single generator given by constraints (1a), (1b), and by z ∈ {0, 1} n−1 , x ∈ {0, 1} n , p ∈ R n + .
We refer to the feasible set defined by constraints (1a), (1b), and (2c)-(2g) as D. Constraints (1f) and (2f) ensure that the production level in the first (last) period the generator is started up (shut down) is at mostū, and that the absolute value of the difference in production levels from one period to the next is at most δ. Observe that we replace inequality (1f) in formulation U with inequality (2f), and represent the relationship between the shut-down variables z and on/off variables x with inequalities (2c)-(2e), to obtain the formulation D in the space of ( p, x, z).
For simplicity of notation, we defineū as the maximum production level for both the start-up and shut-down of a generator and similarly, the maximum change for both ramp-up and ramp-down is represented by δ. However, these values can be different for start-up, shut-down, ramp-up and ramp-down and all the results in this study will still hold, since we study the ramp-up and ramp-down polytopes (U and D, respectively) separately.
Throughout the paper, we make the following assumptions to ignore uninteresting cases:
Note that if Assumption (A1) does not hold and the maximum production level when a generator is started up/shut downū is strictly smaller than the minimum production level , then we cannot start up or shut-down this generator [from inequalities (1a)]. In other words, we can fix variables s t and z t to 0 for all t ∈ [2, n] , and eliminate them from the formulation. Additionally, if for a generator the maximum production level when it is started up or shut downū is strictly greater than maximum production level u, then we can strengthen the original ramping inequalities (1f) and (2f) in formulation U and D, respectively, by replacingū with u. Similarly, if Assumption (A2) does not hold and the maximum ramping rate δ is greater than the difference between maximum production and minimum production levels u − , then we can let δ = u − , because we cannot ramp more than this difference. Note that Assumption (A2) also implies that u > . It is easy to show that the ramp-up and ramp-down polytopes conv(U) and conv(D) are full-dimensional under Assumptions (A1)-(A2).
Fan et al. [9] and [10] show that a unit commitment problem with a single generator is solvable in O(n 3 ). Damcı-Kurt [8] gives a different O(n 3 ) algorithm to optimize over the ramping polytope, which is a special case of the unit commitment problem considered in Fan et al. [9] and Frangioni and Gentile [10] .
Motivation
With deregulation of the energy industry and higher penetration of wind and other intermittent power supplies, the problem of scheduling power generators to meet the load (demand for energy) over large geographical regions has become increasingly challenging. At the crux of most power system operations is the so-called unit commitment problem (UC), which seeks to determine a minimum cost production schedule of a set of power generators to meet the load while satisfying a host of operational constraints [33] . Two main sets of decisions are made in a UC problem. The first set of decisions determines which generators to turn on/off at each time period, whereas the second set determines the amount of output of each online generator at each time period so that the load is met. Operational constraints on the generators include spinning reserves, min/max electricity output levels, minimum up/down time and ramping up/down limits, among others.
The combinatorial nature of the operational constraints makes the UC problem particularly difficult to solve to optimality for practical large-scale instances. Even small improvements in the quality of solutions affect the price of electricity over large geographical regions and lead to millions of dollars of savings per day for the consumers. Therefore, independent system operators (ISOs) are keen to find provably optimal solutions to the UC problem. Over the years, various algorithmic approaches such as dynamic programming [18, 35] , branch-and-bound [5] , Benders decomposition [3] , Lagrangian relaxation [15] , unit decommitment [36] , genetic algorithms [16, 23] , simulated annealing [38] and tabu search [19] have been proposed to find near-optimal feasible solutions to the UC problem. The reader is referred to Saravanan et al. [31] for a recent review of solution approaches that consider both deterministic and stochastic loads.
Recent advances in mixed-integer programming (MIP) software have made it possible to solve larger instances of the UC problem to optimality. MIP formulations also offer additional modeling flexibility to handle challenging operational constraints. Garver [13] describes the first MIP formulation for the UC problem, which has been used extensively. However, there has been limited research on the polyhedral structure of the UC problem to strengthen the MIP formulations in order to leverage the advances in the state-of-the-art optimization software. One of the exceptions is the work of Lee et al. [17] , which considers a relaxation of the UC problem with only the minimum up/down time constraints. The authors propose alternating up/down inequalities that are valid for this relaxation and show that the formulation is tight. Subsequently, Rajan and Takriti [29] give a compact extended formulation of this relaxation, which includes the additional start-up and shut-down variables.
In this paper, we consider a different relaxation of the unit commitment problem with ramping constraints and production limits. In addition to the unit commitment problem faced by the utilities, ramping constraints also appear in the cogeneration of electrical and thermal power in commercial and large-scale residential buildings, where the heating and cooling rates of the boilers, and the ramping rates of the turbines need to be kept within safe limits [14, 30] . Ramping constraints also arise in production or order lot-sizing problems in supply chain management [26] [27] [28] . Constantino [6, 7] , Agra and Constantino [1] study the polyhedral structure of lot sizing with start-ups, production lower and upper bounds. In addition, Silver [34] and Pekelman [25] observe that in certain environments, production smoothing constraints | p t+1 − p t | ≤ δ are necessary to avoid large fluctuations in the production floor. However, to the best of our knowledge, there is no polyhedral study that considers production smoothing in the lot-sizing context. Note that lot-sizing polytope also includes inventory variables and constraints, which may not be present in unit commitment without energy storage. On the other hand, the minimum up-time and down-time constraints of unit commitment generally do not apply in lot-sizing. Hence the structure we study captures the common elements in these different production environments.
Carrion and Arroyo [4] , Frangioni et al. [12] and Wang et al. [37] consider alternative formulations to represent the ramping constraints. These formulations can be strengthened with the addition of the start-up and shut-down variables [20, 21, 24] . Ostrowski et al. [24] give polynomial classes of upper bound, and two-and three-period rampup and ramp-down inequalities to strengthen their formulation. Our polyhedral study complements that of [24] by providing several exponential classes of multi-period ramping and multi-period variable upper bound inequalities.
The organization of the paper is as follows. In Sect. 2, we study the ramping relaxation of the UC problem with two time periods (n = 2) and develop new inequalities that give the complete convex hull description of this relaxation. This allows us to understand the structure in a simpler variant, before we extend our results to the general case. In Sect. 3, we generalize these inequalities to multiple periods and propose several exponential classes of valid inequalities for ramp-up and ramp-down relaxations (U and D, respectively). Furthermore, we prove the strength of these inequalities and describe exact polynomial separation algorithms for them. Finally, in Sect. 4, we provide computational results that show the effectiveness of the proposed inequalities when used as cuts in a branch-and-cut algorithm to solve the unit commitment problem with ramping constraints.
Two-period ramping polytope
In this section, we study the two-period ramping polytope in detail. The purpose of focusing on the two-period case is to find the ideal ramping constraints for formulating ramping. The linear number of inequalities defined for this case can be readily used in strengthening UC formulations without the need for separation.
For t ∈ [1, n − 1], let the corresponding two-period ramp-up polytope be given by
Inequalities for two-period ramp-up polytope
Consider the ramping constraint (1f), which was first introduced by Ostrowski et al. [24] . 
is valid and it defines a facet of conv(
Proof From the column labeled (3) in Table 1 , we see that this inequality is valid. From the following five affinely independent points
From the RHS columns in Table 1 , we see that (3) is the strongest ramping inequality one can derive for the left hand side, p t+1 − p t , and therefore dominates the two-period ramping inequality (1f) used in the definition of U 2 t . We now consider the upper bound constraint (1b) for period t + 1. This inequality can be strengthened if the generator starts up in period t + 1, as follows:
is valid and defines a facet of conv(U 2 t ).
Proof When s t+1 = 0, inequality (4) is the same as (1b), which is valid. When s t+1 = 1, the production level in period t + 1 can be no greater thanū, which is the right hand side of (4) . From the following five affinely independent points
Note that inequalities (3) and (4) are new ramping and upper bound inequalities that can be used to strengthen the existing MIP formulations of the UC problem with start-up variables. Ostrowski et al. [24] present a polynomial class of VUB inequalities for a related problem which also includes minimum up (down) time constraints which impose a constraint on the number of periods the generator needs to stay on (off) before it can be shut down (started up). For this more restricted problem, the inequalities proposed by Ostrowski et al. [24] are the same as two-period VUB inequality (4) when minimum up time, denoted by v, equals to one, but they are not valid for U when v ≥ 2.
Convex hull for two-period ramp-up polytope
In this section, we present the convex hull of the two-period ramp-up polytope (conv(U 2 t )), and the convex hull of its projection on to the space without start variables for any t ∈ [1, n − 1]. For conciseness, we do not give the analogous results on conv(D 2 t ). We will see that conv(U 2 t ) can be described using trivial inequalities and the new ramp-up inequalities (3) and (4). (No other inequalities are needed.) By completely describing this simpler two-period polytope, we start from the strongest possible two-period ramping inequalities before generalizing them to the multi-period setting, deriving strong valid inequalities for U and D in Sect. 3.
First, we give the convex hull of the two-period ramp-up polytope
Observe that (5f) is the same as (3), and that (5g) is the same as (4) . Note that we drop the integer restrictions on x and s. We also drop the bounds on variables x t and x t+1 because inequalities (5a) and (5b) imply that x t ≥ 0, inequalities (5c) and (5i) imply that x t ≤ 1, inequalities (5a) and (5c) imply that x t+1 ≥ 0, and inequalities (5b) and (5i) imply that x t+1 ≤ 1.
Proof Note that conv(U 2 t ) is bounded because all the variables are bounded. We will prove this theorem by showing that every extreme point of the polytope defined by (5a)-(5i) is integral. To do this, we will consider the intersection of five linearly independent inequalities among the inequalities (5a)-(5i) ( 9 5 = 126 possible points). However, all inequalities except inequality (5i) intersect at the origin. Therefore, we will let inequality (5i) hold at equality (i.e., s t+1 = 1 − x t ) and choose four out of the remaining eight inequalities (5a)-(5h) to be tight to obtain extreme points different than the origin. Hence, 8 4 = 70 points have to be considered. Throughout the proof we make use of the following observations. Observation 1 If δ = u − , then the ramping inequality (5f) becomes p t+1 − p t ≤ ux t+1 − (u −ū)s t+1 − x t , and it is not a facet because it is dominated by inequalities (5e) and (5g). Because it cannot be a facet, inequalities (5a)-(5e) and (5g)-(5i) are enough to give conv(U 2 t ) in this case. In the following proof, we assume that u > +δ if we are considering inequality (5f) as an inequality that holds at equality in an extreme point.
Observation 2 If inequalities (5e) and (5h) are both satisfied at equality in any solution, then we must have x t = 0 because u > from Assumption (A2).
Next we consider the different cases where, in addition to inequality (5i), four inequalities from inequalities (5a)-(5h) are satisfied at equality.
1. Assume that inequality (5a) is satisfied at equality.
In this case we obtain s t+1 = 1 − x t = x t+1 . We need three more inequalities from seven remaining inequalities (5b)-(5h) to be satisfied at equality, i.e., • Inequality (5b) reduces to x t ≥ 0 and x t+1 ≤ 1. Thus, if inequality (5b) holds at equality, then x t = 0, x t+1 = s t+1 = 1, which is integral. Therefore, we do not need to consider this case.
• Inequality (5c) reduces to x t+1 ≥ 0 and x t ≤ 1. Thus, if inequality (5c) holds at equality, then s t+1 = x t+1 = 0 and x t = 1, which is integral. Therefore, we do not need to consider this case.
• Inequality (5f) reduces to p t+1 − p t ≤ūx t+1 − x t , which is dominated by inequalities (5a), (5e) and (5g). Thus, we do not need to consider this case.
• Inequality (5g) reduces to p t+1 ≤ūx t+1 . We are only left with the case where inequalities (5a), (5i) and three out of inequalities (5d), (5e), (5g) and (5h) are satisfied at equality. If inequalities (5d) and (5g) are both satisfied at equality, then we obtain (u − )x t+1 = (u −ū)s t+1 . Ifū > , then x t+1 = 0 = s t+1 and x t = 1 at this extreme point, which is integral. Ifū = , then (5a), (5i), (5d) and (5g) are linearly dependent so this case cannot correspond to an extreme point. Inequalities (5e) and (5h) can both be satisfied at equality only if x t = 0 (from Observation 2). In this case, we have x t+1 = 1 = s t+1 , which is also an integral point. 2. Assume that inequality (5b) is satisfied at equality (and inequality (5a) is not).
In this case we obtain s t+1 = x t+1 − x t = 1 − x t and s t+1 < x t+1 . Thus, x t+1 = 1, x t > 0 and s t+1 < 1. We need three more inequalities from six remaining inequalities (5c)-(5h) to hold at equality, i.e., • Inequality (5c) reduces to x t ≤ 1. Thus, if inequality (5c) holds at equality, then x t = 1 = x t+1 , s t+1 = 0, which is integral. Therefore, we do not need to consider this case.
• Inequality (5d) reduces to p t+1 ≥ .
• Inequality (5f) reduces to p t+1 − p t ≤ū − (ū − δ)x t .
• Inequality (5g) reduces to p t+1 ≤ū + (u −ū)x t . So we have to choose three out of inequalities (5d)-(5h) to hold at equality. There are 5 3 = 10 cases to consider. Note that we cannot have inequalities (5e) and (5h) both hold at equality, because we assume that x t > 0 (from Observation 2). Hence, there are only seven cases left. Also, if we let inequalities (5d) and (5g) hold at equality, then =ū + (u −ū)x t = ux t +ū(1 − x t ) which cannot hold because 0 < x t ≤ 1,ū ≥ and u > from Assumption (A2). So there are only four cases left.
• If we choose inequalities (5e) and (5f) to hold at equality, then we have p t = x t and p t+1 =ū −(ū − −δ)x t . We need to consider two cases. If inequality (5g) is chosen as the third inequality that holds at equality, then ( +δ −ū)x t = (u − u)x t , which is infeasible because x t > 0 and, from Observation 1, u > + δ. If inequality (5d) is chosen as the third inequality that holds at equality, then (ū − − δ)x t =ū − . Because 1 ≥ x t > 0 in this case and δ > 0, this extreme point is infeasible.
• If we choose inequalities (5f) and (5h) to hold at equality, then we have p t = ux t and p t+1 =ū + (u −ū + δ)x t . If inequality (5d) is chosen as the third inequality that holds at equality, then
, this point is not feasible. If inequality (5g) is chosen as the third inequality that holds at equality, then
Assume that inequality (5c) is satisfied at equality (and inequalities (5a) and (5b) are not).
In this case, we obtain s t+1 = 0 = 1 − x t , s t+1 < x t+1 and s t+1 > x t+1 − x t . Thus, x t = 1, x t+1 > 0 and x t+1 < 1. We need three more inequalities from five remaining inequalities (5d)-(5h) to hold at equality, i.e., 5 3 = 10 cases to consider. Next, we show the simplifications in inequalities, if there are any.
• Inequality (5e) reduces to p t ≥ .
• Inequality (5f) reduces to p t+1 − p t ≤ ( + δ)x t+1 − .
• Inequality (5g) reduces to p t+1 ≤ ux t+1 .
• Inequality (5h) reduces to p t ≤ u. We divide the cases as follows:
• If we let inequalities (5d) and (5g) hold at equality, then p t+1 = ux t+1 = x t+1 . Because x t+1 > 0 and u > [from Assumption (A2)], this point is infeasible (from Observation 2).
• If we let inequalities (5e) and (5h) hold at inequality, then p t = = u which is infeasible because u > [from Assumption (A2)].
• If we choose inequalities (5f) and (5h) to hold at equality, then p t = u. If inequality (5g) is chosen as the third inequality to hold at equality, then
. Because x t+1 < 1 and δ > 0, this point is infeasible. If inequality (5d) is chosen as the third inequality to hold at equality, then δx t+1 = − u, which is infeasible because x t+1 > 0 and from Observation 1 we have u > + δ.
• If we choose inequalities (5e) and (5f) to hold at inequality, then p t = and p t+1 = ( + δ)x t+1 . We need to consider two cases. If inequality (5g) is chosen as the third inequality that is satisfied at equality, then we have
This point is infeasible because x t+1 > 0 and u > + δ from Observation 1. If inequality (5d) is chosen as the third inequality that holds at equality, then we have p t+1 = x t+1 = ( + δ)x t+1 . Because x t+1 , δ > 0, this point is infeasible. 4. Assume that inequality (5d) is satisfied at equality (and inequalities (5a), (5b) and (5c) are not). In this case, p t+1 = x t+1 , s t+1 = 1 − x t , s t+1 < x t+1 , s t+1 > x t+1 − x t , and s t+1 > 0. Hence, 0 < x t < 1 and 0 < x t+1 < 1. We need three more inequalities from four remaining inequalities (5e)-(5h) to hold at equality, i.e., there are 4 cases to consider. Note, from Observation 2, that we cannot have inequalities (5e) and (5h) both hold at equality because x t > 0. Therefore, inequalities (5f) and (5g) must hold at equality and one of inequalities (5e) or (5h) must hold at equality. In this case, inequality (5g) becomes
Recall that u ≥ , from (A1), so we obtain x t+1 ≤ s t+1 , which contradicts our assumption that x t+1 > s t+1 . 5. Assume that inequality (5e) is satisfied at equality (and inequalities (5a), (5b), (5c) and (5d) are not). In this case,
. Hence, 0 < x t < 1 and 0 < x t+1 < 1. We need all three of the remaining inequalities (5f)-(5h) to hold at equality. However, this point is not feasible from Observation 2 and the assumption that x t > 0.
We have showed that all intersections of five linearly independent constraints among inequalities (5a)-(5i), if feasible, give integral extreme points. Hence, the proof is complete.
The unit commitment problem can also be formulated without the start-up variables (see [4] and [12] ). The ramp-up polytope without start variables is given by
We refer to the feasible set defined by constraints (6a)-(6d) as UN S. By projecting out the start-up variables in the convex hull definition of U 2 t , for t ∈ [1, n − 1], we obtain new inequalities for this more compact formulation as well. For a given t ∈ [1, n − 1], let the two-period ramp-up polytope without start variables be UN S 
and ifū ≤ + δ, then
else ifū > + δ, then
(17) (16) , (17) }.
Proof See "Appendix 1".
Note that inequalities (10) and (14)- (17) are upper bound and ramping inequalities that can be used to strengthen the existing formulations of the UC problem without start variables. In particular, inequality (17) has an interesting structure, because the coefficients of the production variables p t and p t+1 are not necessarily −1 and 1, respectively, as is the case in all known inequalities representing ramping.
Inequalities for two-period ramp-down polytope
Using the symmetry between ramping up and ramping down constraints, we can derive the ramp-down analogues of the ramp-up inequality (3) and the variable upper bound inequality (4).
Proposition 3
For t ∈ [1, n − 1], the two-period ramp-down inequality
is valid and defines a facet of conv(D 2 t ).
Proof Similar to the Proof of Proposition 1 using analogous arguments, and substituting for z t+1 .
Proposition 4
For t ∈ [1, n − 1], the two-period VUB ramp-down inequality
Proof Similar to the Proof of Proposition 2.
We also show that conv(D 2 t ) can be described using the original inequalities and the new ramp-down inequalities (18) and (19) 3 Facets of multi-period ramping polytope
Ramp-up polytope
In this section, we present multi-period variable upper bound (VUB) and two classes of multi-period ramp-up inequalities for U for any n ≥ 2. In Sect. 3.2, we study the strength of these inequalities, and present necessary and sufficient conditions under which they define facets of U.
is valid for U.
Proof There are two cases to consider.
Case 1 Suppose that
for 1 ≤ i ≤ j, u ≥ū from (A1) and p t ≥ x t , inequality (20) is clearly valid for this case. Case 2 Suppose that x t+ j = 1.
i. Suppose that the last period when start-up occurred during periods 1 through t + j is t + k, where 1 ≤ k ≤ j, i.e., s t+k = 1, and
ii. Suppose that the last period when start-up occurred during periods 1 through t + j is k, where k ≤ t, i.e., s t+i = 0 for all 1 ≤ i ≤ j and x t+i = 1 for all 0 ≤ i ≤ j. Therefore,
Observe that the two-period ramping inequality (5f) is a special case of type-I multi-period ramp-up inequality (20) with j = 1 ifū ≥ + δ.
Proposition 5 describes a polynomial class of inequalities. Hence, its separation is polynomial. Next, we present another class of multi-period ramp-up inequalities. Let a + = max{0, a}.
. Then the type-II multi-period ramp-up inequality
where φ = ( + δ −ū) + , is valid for U.
Case 1
Suppose that x t+ j = 0(= p t+ j ). Inequality (21) is clearly valid for this case. Case 2 Suppose that x t+ j = 1. Note that x i − s i = 0, unless the generator is on in period i but started up earlier than i, in which case x i − s i = 1.
i. Suppose that the last period when start-up occurred on or before t + j is t + k, where 1 ≤ k ≤ j, i.e., s t+k = 1, and
The second inequality is valid because x t+ j = 1 and
The last inequality is clearly valid because only non-negative terms are added. ii. Suppose that the last period when start-up occurred on or before t + j is k, where k ≤ t, i.e., s t+i = 0 for all 1 ≤ i ≤ j and x t+i = 1 for all 0 ≤ i ≤ j. Therefore,
Note thatū − δ − + φ ≥ 0 by the definition of φ.
Observe that the two-period inequality (5f) is the special case of the type-II multiperiod ramp-up inequality (21) with j = 1 ifū ≤ + δ.
In Proposition 7 we show that although there are exponentially many inequalities (21), their separation can be done efficiently.
Proposition 7 Given a point (p,x,s) ∈ R 3n−1 + , there is an O(n 3 ) algorithm to find a violated inequality (21), if any.
Proof Given t, let j = min n − t, u− δ . Consider the longest path problem on a directed acyclic graph G = (N , A) where the vertex set N is given by the source node 0, the sink node t , and nodes i ∈ [t, t + j ] and the arc set, A, is given by the arc (0, t) with length x t −p t , arc (t, t + 1) with length φ(s t+1 −x t+1 ), arcs (t, q) with length (δ(
, and arcs (t + a, t ) with length p t+a −ūx t+a for 1 ≤ a ≤ j . The length of the longest path from 0 to t in this graph is equal to the violation of inequality (21), if any. The visited nodes in the longest path determine the set S. Note that there are O(n 2 ) arcs and O(n) vertices in this directed acyclic graph, so this longest path problem can be solved in O(n 2 ) time for a given t. Solving this problem for all t we have an O(n 3 ) time separation algorithm.
Next, we define a class of multi-period variable upper bound (VUB) inequalities for U.
Proposition 8 For
where for i ∈ [t − j + 1, t] e i = max{k ∈ M ∪ {t − j} : k < i} and if j = 0, then e t = t is valid for U.
Proof There are two cases to consider. (22) is clearly valid for this case. Case 2 Suppose that x t = 1. i. Suppose that the last period when start-up occurred on or before period t is k ∈ [t − j, t]. Then,
Case 1 Suppose that x t = 0(= p t ). Because δ i∈M∪{t} (i − e i )(x
ii. Suppose that the last period when start-up occurred on or before period t is k, where k ≤ t − j − 1 then p t ≤ u. Therefore,
Observe that the two-period variable upper bound inequality (5g) is the special case of the multi-period VUB ramp-up inequality (22) with j = 0.
Next we show that although there are exponential many inequalities (22), their separation can be done efficiently.
Proposition 9 Given a point (p,x,s) ∈ R
3n−1 + , there is an O(n 3 ) algorithm to find a violated multi-period VUB ramp-up inequality (22) , if any.
Consider the shortest path problem on a directed acyclic graph G = (N , A ) where the vertex set N = {0, t , j t−k , . . . , j t }, and the arc set A is given by the arcs ( j i 2 , j i 1 ) with length δ(i 2 
and arc (0, j t ) with lengthūx j t −p j t . The value of the shortest path from 0 to t in this graph is equal to the violation of inequality (22) Next, we study the strength of the inequalities defined in this section.
Strength of the inequalities
First, we consider inequality (20) .
Proposition 10 Type-I multi-period ramp-up inequality (20) defines a facet of conv(U) if and only if + jδ < u.
Proof See "Appendix 2".
Next, we study the strength of inequalities (21) .
Proposition 11 Type-II multi-period ramp-up inequality (21) defines a facet of conv(U) only if the following conditions hold:
1. Ifū = and j ≥ 2, then |S| = 1. 2. Ifū > + δ, then j > 1.
In addition, if the following conditions hold, then inequality (21) is a facet of conv(U)
3. + jδ < u.
4.ū ≤ + δ.
Proof See Damcı-Kurt [8] .
In Proposition 12 we study the strength of inequalities (22) .
Proposition 12 The multi-period VUB ramp-up inequality (22) defines a facet of conv(U).
Even though we give large classes of valid inequalities for U, the next example shows that they are not sufficient to completely describe conv(U) for n > 2.
Example 1 Consider U, where n = 4, u = 7, = 1,ū = 4, and δ = 1. The following inequalities are facets of conv(U):
Note that these inequalities cannot be expressed as one of the inequalities (20) , (21), (22) , because some of the production variables have integer coefficients greater than one in absolute value.
Ramp-down polytope
In this section, we present the ramp-down analogs of the results given in Sect. 3.1. We use the symmetry between ramping up and ramping down constraints. Specifically, reversing time (n, . . . , 1) is sufficient to obtain this symmetry. Nevertheless, it is important to note that there is a difference in the information start-up and shut-down variables provide. For example in any given solution if s t = 1, then x t−1 = 0, x t = 1 however, if z t = 1, then x t−1 = 1 and x t = 0. Figure 1 illustrates this difference. We omit the proofs of our results for the ramp-down polytope, because they follow from their ramp-up counterparts with minor adjustments.
Next, we describe the ramp-down analog of type-I multi-period ramp-up inequality (20) . 
is valid for D. It defines a facet of conv(D) if and only if + jδ < u.
In the next proposition we give the ramp-down analog of type-II multi-period rampup inequality (21) . This result immediately follows from Proposition 6 by reversing the time. (24) where φ = ( + δ −ū) + is valid for D.
As is the case for its ramp-up counterpart, the separation of inequalities (24) can be done efficiently.
Proposition 15 Given a point
(p,x,z) ∈ R 3n−1 +
, there is an O(n 3 ) algorithm to find the most violated inequality (24), if any.
Next, we give conditions under which inequality (24) defines a facet.
Proposition 16 Type-II multi-period ramp-down inequality (24) defines a facet of conv(D) only if the following conditions hold:
1. Ifū = and j ≥ 2 then |S | = 1. 2. Ifū ≥ + δ then j > 1.
In addition, if the following conditions hold, then inequality (24) is a facet of conv(D)
4.ū ≤ + δ.
Observe that when j = 1 andū ≤ + δ inequality (24) (24) can be rewritten as p t − p t+1 ≤ uz t+1 + δx t+1 − ( + δ)s t+1 , and because ( + δ)s t+1 ≥ 0 it dominates inequality (2f). Similarly, when j = 1 andū > +δ inequality (23) dominates inequality (2f) because, in this case, inequality (23) 
Finally, we give the ramp-down analog of the multi-period VUB ramp-up inequality (22) . (25) where
and if j = 0, then e t = t is valid for D and it defines a facet of conv(D).
As is the case for its ramp-up counterpart, the separation of inequalities (25) can be done efficiently.
Proposition 18 Given a point
, there is an O(n 3 ) algorithm to find the most violated inequality (25) , if any.
Computational results
In this section, we report our computational experiments on a unit commitment problem. First we present an MIP formulation of the UC problem. Recall that m is the number of generators, and n is the length of the planning horizon. In period t, the fixed cost of starting up generator g is f t,g , the fixed cost of running generator g is h t,g , and the unit production cost is c t,g , t ∈ [1, n], g ∈ [1, m]. For any period t ∈ [1, n] the load is given byd t and the spinning reserve constant is given by r t ≥ 1. In the UC problem the physical constraints of generators include limits on production levels. Repeating the notation from Sect. 1, but now using subscript g for each generator, we have the following. The maximum production level when a generator g ∈ [1, m] is started up (and before shut-down) is given byū g . The maximum change in production from one operating period to the next, in absolute value, is limited by δ g > 0, and the minimum and maximum production levels in any period are limited by g and u g , respectively. Finally, in addition to the ramping constraints, it is assumed that when a generator g is turned on, it needs to remain on for at least v g periods. This is known as the minimum up time of a generator. Similarly, if a generator g is turned off, then it needs to remain off for at least v g periods. This is referred to as the minimum down time of a generator.
Next we describe the decision variables. For g ∈ [1, m], let p t,g be the production level in period t for generator g, and x t,g be 1 if generator g is operating in period t and 0 otherwise, for t ∈ [1, n]. Let s t,g be 1 if generator g is started in period t and 0 otherwise, and z t,g be 1 if generator g is stopped in period t and 0 otherwise, for t ∈ [2, n] 
s.t.
The objective (26a) minimizes the total operating cost, including the power generation, setup and start-up costs. We refer to the feasible set defined by (26b)-(26l) as UC. Constraints (26b) ensure that the load is met in every period t ∈ [1, n]. Constraints (26c) are the so-called spinning reserve constraints, which require that the total maximum capacity of all online generators is enough to satisfy a constant factor of the load in every period t ∈ [1, n]. Constraints (26d) and (26e) are the minimum and maximum production constraints for any period t and generator g, t ∈ [1, n], g ∈ [1, m]. Constraints (26f) describe the relationship between the start-up variables s and generator on/off status variables x. The minimum up-and down-time restrictions are modeled by constraints (26g) and (26h), respectively, for any period t and generator g, t ∈ [1, n], g ∈ [1, m]. They ensure that if a generator g is turned on (off), then it stays on (off) for at least v g (v g ) time periods. Equations (26i) express the shut-down variable z t,g (20)- (25) in a branch-and-cut algorithm. We test the strength of these inequalities using formulation UC. For test purposes we create ten combinations of numbers of generators (m). The number of time periods (n) for each instance is 24 h. For each combination we generate 3 instances and report the averages. We add a user cut if it is violated by 0.01 units and we do not limit the number of cuts that are added at each branch and bound node. We categorize the types of generators as slow-start and fast-start. Each instance has exactly the same number of each type of generator. Table 2 presents generator specific parameters that are created using a uniform distribution. Similarly, for each time period t ∈ [1, n] a uniform distribution is utilized for parameters demandd t and spinning reserve r t ∈ [1, 1.1]. For demand values we divide the time horizon into four. u . We conduct the experiments on an Intel Xeon x5650 Processor at 2.67 GHz with 4GB RAM. We use IBM ILOG CPLEX 12.4 as the MIP solver. We turn the dynamic search option off, use a single thread, permit only linear reductions in the presolve phase of CPLEX, set the optimality tolerance to 0.05 %, and impose a time limit of 2 h in all our experiments. Our test instances are available at http://ise.osu.edu/ISEFaculty/kucukyavuz/ data/UCDataSet.zip.
Our study complements the polyhedral study of Ostrowski et al. [24] , which also takes minimum up and minimum down time into consideration. Ostrowski et al. [24] present two polynomial classes of three-period ramping inequalities, but both of them are valid only when v ≥ 2, and are therefore not valid for U. The authors also present a polynomial class of VUB inequalities, but these are the same as our two-period VUB inequality (4) when v = 1, and are not valid for U when v ≥ 2. As a result, our inequalities cannot be directly compared to the inequalities in [24] analytically. We note that [24] also assume thatū − δ < in all but one class of their inequalities. In contrast, among the six classes of inequalities we propose, four of them are exponential and are valid without any restriction on the data. Only the type-I multi-period ramping inequalities (20) and (23) are polynomial, and they are valid under the assumption u ≥ + δ.
In Table 3 , we test the strength of our inequalities empirically at the root node, by comparing the performance of three algorithms:
UCE-N (user cuts with exact separation):
UC formulation with only user cuts. Note that user cuts refers to inequalities (20) - (25) . We use variants of the exact separation algorithms we described in Sect. 3 for inequalities (21) , (22) , (24) and (25) . For example, for the separation of inequalities (21) given in Proposition 7, instead of searching for all j to find the most violated cut for each t, we generate a violated cut for the smallest j for each t, if there are any. Note that this is still an exact separation, because we continue our search until we find a violated inequality. OC-N (Ostrowski et al. [24] cuts): UC formulation with ramping and VUB inequalities of [24] added to the user cuts table for CPLEX (no separation algorithm is implemented), and all CPLEX cuts are turned off. CD (CPLEX default cut settings): UC formulation with default CPLEX cut settings.
In Table 3 , we report LPGap, the initial gap percentage at the root node, which is 100 × (zub − zlp)/zub, where zub is the objective function value of the best integer solution obtained within time limit (among all the compared algorithms if the optimal solution is unknown) and zlp is the objective function value of the LP relaxation to formulation UC. Column RGap gives the integrality gap percentage at the root node just before branching which is 100 × (zub − zrb)/zub, where zrb is the best lower bound obtained at the root node. We report the number of cuts added at the root node by column RCuts. We denote the user cuts added by prefix u, whereas we do not use a prefix for the cuts added by CPLEX. For the gap values in the tables, we report the numbers rounded to the second decimal place. For all the tables we report the overall averages in the last row Avg.
Because CPLEX cuts are turned off for algorithms UCE-N and OC-N we can observe the benefits of adding the inequalities defined in this paper compared to inequalities proposed by Ostrowski et al. [24] without the interference of CPLEX cuts. In all the rows, except for m = 270 we observe that the smallest root gap is found by algorithm UCE-N. Algorithm UCE-N adds the largest number of cuts which also supports this conclusion. On average default CPLEX cut settings (CD) performs better in terms of root gap compared to algorithm OC-N. This result is likely due to the small number of inequalities defined by Ostrowski et al. [24] compared to our inequalities. Solution times are not provided in Table 3 because on average the longest solution time takes less than 180 s. The run time for algorithm UCE-N is longest because of the large number of cuts added.
Next, in Table 4 , we compare the following algorithms within a branch-and-cut framework on the same set of instances as those in Table 3: UCH (user cuts with a heuristic separation): UC formulation with the cuts defined in this paper and default CPLEX cuts. For the heuristic separation of inequalities (20) , (21), (23) and (24) we use a modification of the exact separation algorithm described in UCE-N, where for multi-period VUB inequalities (22) and (25), we set the largest possible value of j to n/4 . Note that this is a heuristic because there may be violated inequalities for j > n/4 . User cuts are generated and added for the first fifty branch-and-cut nodes. OC (Ostrowski et al. [24] cuts): Same as algorithm OC-N, but CPLEX default cuts are also enabled. CD (CPLEX default cut settings): UC formulation with default CPLEX cut settings, as before.
In our experiments with UCH, we restricted the multi-period VUB inequalities (22) and (25) to those with j ≤ n/4 , because this provided a slight improvement over UCE-N. A similar restriction for the ramping inequalities did not provide any advantage over the exact separation. In Table 4 , column EGap reports the end gap percentage at termination output by CPLEX, which is 100 × (zub − zbest)/zub, where zbest is the best lower bound available within time limit. Column ECuts reports the number of cuts added after the problem is solved to optimality (with a tolerance of 0.05 %) within the time limit. Column Time(uslvd) reports the solution time in seconds and the total number of unsolved instances. The time for an unsolved instance is not included in the average calculations. In column B&C nodes we report the number of branch-and-cut tree nodes explored.
The root gap trend obtained in Table 3 changes for algorithm OC and CD. Now that CPLEX cuts are turned on for all the algorithms, the worst performance in terms of root gap, end gap and time is given by algorithm CD. For all the instances, the smallest root gap, end gap, and time values are found by UCH. In addition, the average number of branch-and-cut nodes explored is significantly smaller for UCH than for OC and CD. Overall, algorithm UCH solves more instances to optimality (with a tolerance of 0.05 %) compared to OC and CD within the time limit and solves them several times faster. As a result, algorithm UCH outperforms both OC and CD for all instances. We also tested the performance of our inequalities on a set of unit commitment instances described in Frangioni et al. [11] . However, this data set also considers quadratic production costs. Therefore, we use the MIQP solver of CPLEX 12.4 instead of the MIP solver. To handle the quadratic terms in the objective function we use the formulation described in Aktürk et al. [2] , whereas Frangioni et al. [11] replace the quadratic terms in the objective function by a (convex) piecewise-linear approximation. Specifically, we remove c 2 t,g p 2 t,g from the objective function, where Table 5 summarizes our experiments with this data set. Note that the data set is such that one can fully ramp at most two or three periods consecutively. Therefore, for such data we suggest that our two-period inequalities be added to the formulation a priori without the use of separation routines. We refer to the UC formulation with our twoperiod ramping inequalities in place of the original ramping inequalities as UC-2P. As can be seen from our experiments in Table 5 , these instances are much too easy for current optimization software. We do not report end gaps, because all algorithms solve all instances well within the time limit. (Note that Frangioni et al. [11] uses CPLEX 9.1 in their experiments with this data.) We also observe that having our two-period ramping inequalities in the formulation is helpful when we compare the results of UC-2P and CD.
Conclusion
In this paper, we study the ramp-up and ramp-down polytopes arising in production ramping models. For the two-period problem, we give a complete linear description of the convex hull of feasible solutions. For the multi-period case, we give exponential classes of facet-defining inequalities and efficient separation algorithms. However, the convex hull of the feasible set for the case of more than two periods is an open problem that merits further research. Our computational results show the effectiveness of the proposed inequalities when used as cuts in a branch-and-cut algorithm to solve the UC problem with ramping constraints. (α t+i p t+i + β t+i ) + α t+ j p t+ j + β t+ j = 0.
From parts 1-4 and 6 we obtain γ t+i = −ᾱ( p t+ j − − jδ). Furthermore, because p t+ j is eitherū + ( j − i )δ or u, the proof is complete.
