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1 はじめに
今日,私たちの身の回りにおいて様々なものが格付けの対象となっており,格付けを参考にして物事を見る事
も多いと思われる.格付けには様々な種類があるが,本研究で取り上げたのは信用格付けと呼ばれる格付けであ
る.企業の信用格付けは,社債投資における投資指標として資本市場において重要な役割を担っている.各格付
け機関はそれぞれの格付けメカニズムを持って,格付けを決定しているが,その格付けメカニズム自体は世間に
公表されていない.このように,公表されていない格付けの決定メカニズムの中身に対して,そのメカニズムに
よって出された格付けと同等の精度,あるいはそれに近い精度を判別する手法を見いだすことができれば有益
であると考え,今回の研究を行った.
信用格付けに関する研究として,これまでに多くの研究が行われている.例えば格付けデータを用いる手法が
ある.これは,将来のデフォルト率及び格付推移確率などを格付けデータによって推定する方法である.その他
にも財務データを用いる方法やニューラル・コンピューティング,マクロファクターを用いる手法などが研究さ
れてきている.本研究では,これら格付に関する研究において用いられてきた方法の中から,サポートベクター
マシン （SVM）と総称される方法に注目し,研究を行った.
本研究の目的としては,既存の複数クラス SVMで出した信用格付けの精度と順序付け複数クラス SVMにお
いて出した信用格付けの精度,さらに,改良方法を用いた順序付け複数クラス SVMの精度を比較し,順序付け
複数クラス SVMを用いる事で,より良い精度を出す事ができているかの評価を行うことである.
2 サポートベクターマシン（SVM）
本研究では,サポートベクターマシン（SVM）と総称される方法に注目し,研究を行った.SVMとは入力ベク
トルを非線形に写像した高次元の特徴空間上で,1つの線形識別関数を構成する方法である.SVM でのクラス分
類の目的は,高次元特徴空間において,2値問題について,正しく分類するような超平面を,計算量的に効率良く
学習するような方法を提供する事である.高次元特徴空間において写像された分離超平面は,元の入力空間では
局面になって,最終的に非線形な識別関数を構成する.また,SVMは数多くある現在のパターン認識手法の中で
も,最も性能が優秀な学習モデルの一つとして知られている.SVMのモデルとしては,線形 SVM手法やソフト
マージンの手法などが知られている.しかし,SVMは 2クラス識別問題において基本的には定式化されている
ので,格付け問題など,多クラスの問題を扱うような識別器を構成するには,多数の 2クラス SVMを組み合せ
る事などが必要となる.
2.1 複数クラス SVM
複数クラス分類とは,基本的に各データが予め用意されたクラスのどれかに分類をされることを言う.そのよ
うな中で複数クラス SVMにおいて,2値分類問題に限ると,SVMのようなマージン制御に従った高い汎化性能
を持つような分類器を用いる事が出来る.前述したように,基本的に多クラスの識別問題を 2値分類器で扱うた
めには,2クラスの判別モデルを組み合せる事になる.代表的な手法として,任意のクラスとその他全てのクラス
で構成された識別関数を利用し,２値クラス SVMを複数クラス問題に対応させる手法であるOne-Against-All
手法（OVA）や任意のクラスのペアどうしでの学習データを用いて識別関数を構成し,それを多クラス分類問
題に利用しているOne-Against-One手法（OVO）などがある.
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2.2 順序付け複数クラス SVM
本研究では複数クラス SVMを用いてより精度の高い信用格付けを決定していく事を目的としている.そこ
で,複数クラス SVMに対して順序を考慮する事で,格付けの精度を上げる事を考えた.理由として,ここまでの
手法では,クラスがカテゴリーごとの複数クラス分類問題のために設計されており,順序といったものはなかっ
た.それに対して信用格付けにおいては,各格付けはAAA,AA,   ,Cといったように順番がつけられている.そ
のような理由から,順序を考慮に入れた複数クラス SVM技術の適切な修正は,信用格付けのための識別器の性
能を向上させるかもしれないと考えたためである.そこで,1つの複数クラス SVMの手法として,順序付き複数
クラス SVMを考え,研究を行った.
本研究で参考にした手法として,Kyoung-jae Kim,Hyunchul Ahnが発表した順序付け複数クラス SVMの手
法がある.この手法におけるアプローチでは,分類方法（One-against-The-Next,One-against-Followers）,組み
合せ方法（forward method,backrward method）の 2つの方法について考える必要がある.またデータの分類
方法と組み合せ方法によって,4つのタイプの順序付き複数クラス SVMの組み合せパターンが考えられる.以
下の図において実際にどのように各クラスに順位がついていくのか,2つの例について説明している.（図 1,2）
図において,赤色の数字が決定するクラスを表している.また,赤い線が分類器を指している.
図 1: One-Against-The-Next+forward method
図 2: One-Against-Followers+backward method
図 1にあるように,分類方法としてOne-against-The-Nextを用いると,OVOに似たアプローチを取っている
事が分かる.任意のクラスのペアどうしでの学習データを用いて識別関数を構成しているが,順序が決定したク
ラスを次の計算時にデータから除いている.また,組み合せ方法として forward methodを用いると,最高クラス
（格付けで言うAAA）から順序を決定していく事が分かる.同じように図 2では分類方法としてOne-against-
Followersを用いているが,OVAに似たアプローチを取っており,任意のクラスとその他全てのクラスで構成さ
れた識別関数を用いている事が分かる.加えて,決定したクラスを次の計算時にデータから除いている.また,組
み合せ方法として backward methodを用いると,最低クラス（格付けで言う C）から順序を決定している.
2.3 順序付け複数クラス SVMの改良
上記で紹介した順序付け複数クラス SVMを改良する事で,従来の手法よりも,より精度の高い信用格付けを
行う事を試みた.改良方法として,本研究では以下の 4つのアプローチを順序付け複数クラス SVMに適用し,計
算結果を出している.
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1.カーネルを用いて,非線形分類を考慮する方法.本研究で使用したカーネルは,多項式カーネル,ガウスカー
ネル,シグモイドカーネルの三つのカーネルである.
2.順序の付け方を変化させる方法. 順序付け複数クラス SVMの手法について,順序のつけ方は最高クラス
(AAA)から決定していく場合か,最低クラス (C)から決定していく場合かの 2通りだった.そこで,まず始めに
その中間のクラス同士での判別を行う事で,上位クラスのグループと下位クラスのグループを判別し,その後,
その 2グループ（上位クラス,下位クラス）の中で各クラスを決定していく事で精度を挙げる事ができないか
検証してみた.実際の各クラスの決定方法は以下の図 3のようになっている.
図 3: 各分類方法,forward method+
赤色の線で囲ってあるクラスが決定クラスとなっている.また,この手法については,本研究における名前とし
て,分類方法,組み合せ方法共に+をつけて表記する.したがって,図 3はそれぞれの分類方法において forward
method+を選択した場合を表している.
3.特徴選択を行う方法.一般的にパターン認識で用いるデータベースは,事例とそれを表す特徴量で表されて
おり, 高次元ベクトルで構成されることが多い.識別に有効な情報を得るためには,特徴数を多く必要とするが,
逆に識別に関して意味を持たない不要な特徴により,最良の識別を行うことができないこともある.そこで,特
徴選択を行うことで最良の特徴数を選択し,識別精度を向上させる事を試みた.本研究では SBS法を用いた.
4.SMOTEアルゴリズムを用いてサンプリングを行う方法.SMOTEアルゴリズムとはサンプリング法の一つ
である.サンプリング法とは,判別モデルを構築する前に,フィットデータに含まれるケースを増加もしくは減
少させることで, データセットの偏りを補正する前処理を行うことである.本研究で用いる順序付け複数クラ
ス SVMの手法において,正例と負例の学習データ間に偏りが生じてしまう事がある.これは,不均衡データの
問題であると考える事ができ,各分類器の分類精度低下を招いている可能性がある.その問題に対して,不均衡
データの状態を解消する事で精度を上げる事ができないかと考え,SMOTEの適用を行った.
3 使用データ
本研究で使用したデータは以下の通りである.信用格付データとして 2011年 3 月末時点と 2012年 3 月末時
点の 2 時点における,東証 1部上場銘柄（金融除く）で格付情報投資センター（R&I）の格付が付与されてい
る企業の財務データ及び社債格付データを用いた.それぞれ 341社（2011年）,338社（2012年）という社数
となっていた.本研究では, 2011年（3 月）データで変数選択やパラメータの推定を行い, 2012年（3 月）デー
タをテストデータとして精度の検証を行った.
社債の格付の内訳について上記の 2時点におけるR&Iの格付けデータでは各社の格付けクラスが 14に分か
れていた.しかし, 数に偏りが大きいため, 実用性の観点から 6 つ のクラスに統合して実験を行った.また,格
付が付与されている企業の財務データに関しては, 企業の格付を説明する指標として, 5 カテゴ リー（収益性,
安全性,効率性等,規模,CF） 38 指標を使用して検証を行った.
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4 結果
格付けデータ,指標データに対して,順序付け複数クラスサポートベクターマシンを用いた数値実験を行った.
本研究では,既存の複数クラス SVMに手法としてOne-against-Oneの手法を採用している.また,実験結果を
出すに当たって交差検定を用いている.交差検定とは,学習に使うために集めたデータをいくつかに分割する方
法である.なお,今回の実験では 10分割交差検定を用いている.
ここでは結果として,事前データ,事後データ別に通常の各複数クラス SVMとガウスカーネルを用いた各複
数クラス SVMの中で,もっとも高い精度を出した順序付け複数クラス SVMにおける組み合せパターン（分類
方法と組み合せ方法）の結果を以下表 1に表した.「事前」と表記される上段のデータが 2011年のデータを表
しており,「事後」と表記されている下段データが 2012年のデータを指している.表中で表記されている正答
率は完全に予測クラスと実際のクラスが同じだった場合の精度を表している.
表 1: 各複数クラス SVMにおける最高精度
事前 ovo omsvm 順序変化 特徴選択 smote ovo omsvm 順序変化 特徴選択 smote
（2011年） (F-f) (F-f+) (F-f) (F-f) (ガウス) (N-f) (N-f+) (N-f) (N-f)
正答率 62.6% 75.3% 74.4% 80.6% 76.5% 79.7% 85.0% 85.3% 85.3% 92.6%
順位 5 3 4 1 2 5 4 2 2 1
事後 ovo omsvm 順序変化 特徴選択 smote ovo omsvm 順序変化 特徴選択 smote
（2012年） (F-f) (N-f+) (F-f) (F-f) (ガウス) (N-f) (N-f+) (N-f) (F-f)
正答率 60.1% 62.7% 64.8% 64.5% 63.3% 66.6% 71.6% 73.4% 73.7% 73.4%
順位 5 4 1 2 3 5 4 2 1 2
表 1の結果から,組み合せ方法として forward methodを選択する事で backward methodを選択する場合よ
りも良い正答率になっている事が分かる.これは他のカーネルの場合も同様の傾向が見られた.この事から,組
み合せ方法としては forward methodを選択する事が有効だと考えられる.（表 1では通常の場合とガウスカー
ネルを用いた場合の例を取り上げたが,他カーネルにおいても同様の実験を行っている.）
全体的な正答率を見ていくと,各順序付け複数クラス SVMの方法は,OVOの方法よりも正答率が高くなって
いる事が分かった.さらに順序付け複数クラス SVMに対して改良方法を適用した方法の方が高い正答率につ
ながっている事が分かる.また,カーネル別に見るとガウスカーネルを使用した場合,他の全ての方法に比べよ
い結果につながっている事が分かった.全ての方法の中で最も事後における正答率が高かったのは,特徴選択を
行った場合の順序付け複数クラス SVMの方法（ガウスカーネル）で 73.7%であった.これらのことから,今回
用いた順序付け複数クラス SVMの各方法は格付けの予測精度をいう面で複数クラス SVMの方法よりも好ま
しい方法だと考えられる。
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