In an effort to understand the behavior of ozone in the transition region, the terms in the perturbation continuity equation have been evaluated from solar backscattered ultraviolet ozone data, National Meteorological Center temperature data, and geostrophic winds derived from the temperature data at 2 mbar, winter [1978][1979]. A linear parameterization is used to estimate the chemical source term. The perturbation ozone field calculated by integrating the net forcing evaluated from the data compares well with the measured perturbation ozone field. There are occasions during the winter when the sum of the dynamic terms is small due to cancellation, and the ozone and temperature perturbations are anticorrelated. The -1 correlation between the ozone and temperature perturbations does not necessarily imply that chemical forcing is dominant. 
The zonal derivative of the perturbation field is required to calculate the zonal advection (t• + u')O•//Ox. Because the mean value is subject to smaller error than individual measurements, the derivative O•//Ox is less certain than the net meridional derivative. Furthermore, because the zonal wind is frequently large, the effect of noise must be suppressed in calculating this derivative. The derivatives were calculated at each longitude using second-order accurate centered differences. These were then averaged with those at +-15 ø longitude. This method was found to reduce the noise in the derivative without omitting or distorting any features expected in the derivative by examining the ozone field.
Because the gradients may be multiplied by large wind values, and because the terms in (1) are of varying sign, small random measurement errors may introduce large relative uncertainty in the net dynamical forcing, that is, the sum of the advective terms in (1). The random error $•, associated with an individual measurement •, is about 1%. Because the standard error of the mean value • is smaller than the error associated with individual measurements, the mean value • is taken to be precisely known, and all the uncertainty is assigned to the perturbation value. Because •,' may be small, the error is approximated •, -0.01 •,-• 0.01 •. The errors assigned to the derivatives OT'/Ox and OT'/Oy are thus taken to be 0.02 •/Ax and 0.02 •//Ay, respectively. The errors associated with advection are significant whenever the winds (t• + u') or v' are large, particularly when there is partial balance among the dynamic terms.
Errors associated with the wind values are not included explicitly in this study; however, investigations by Quiroz [1981] and Elson [1985] indicate that the peak winds derived using the geostrophic approximation are larger than the ageostrophically derived wind values, particularly at high latitudes during large planetary wave events. However, 60 ø is at the edge of the region of the greatest difference as calculated by Elson, and Els on's results show both increases and decreases in the wind speed relative to the geostrophic wind speed at 60 ø, 2 mbar. Therefore it is not known whether the errors are random or systematic. Furthermore, the u' values may have a significant ageostrophic component equatorward of 60 ø. Because there is not a simple way to estimate the error associated with the geostrophic approximation, this error is not included in the error estimate for the zonal and meridional advection terms, but will be considered qualitatively.
The vertical transport term w'O•//Oz is the least accurate of the dynamic terms due to uncertainties in both the vertical velocity and the vertical derivatives. Here w' is calculated from the thermodynamic equation
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OT' Ot HN 2 = -• v'---w'---aT' (2) Ot Ox Oy R where the scale height H is 7 km, R is the gas constant for dry air, and N 2 is the buoyancy frequency squared, equal to 4 x 10 -4 s -2. For these calculations it is assumed that OT'/Ot and the thermal relaxation aT' can be neglected. Because of the poor vertical resolution of the data, O•//Oz is highly uncertain. The standard mid-latitude ozone profile [Krueger and Minzner, 1976] indicates that the ozone gradient changes rapidly near the ozone mixing ratio peak, and is between -1.2 x 10 -4 and -3.6 x 10 -4 ppmv/m near 2.5 mbar. The data of McPeters et al. [1984] indicate that the ozone mixing ratio peak during winter is closer to the 2-mbar level than the peak of the standard profile, suggesting that the value of O•//Oz is at the smaller end of the range suggested by the Krueger-Minzner profile. Therefore for these calcula- Table 1 . The value of O•//Oz is only 2-6 times larger than these estimates. Thus the nonlinear term, w'O•//Oz, is potentially significant, especially when contribution to the net forcing due to vertical advection is significant. Because only the term w'0•//0z is considered, the error assigned to this term is taken to be the same size as the term itself. This may be an underestimate of the error, however, for most of the winter, the term w'O•//Oz is small, and the inaccuracy of this term does not have a large effect on the prediction calculation.
EVALUATION OF CHEMICAL FORCING
Because simultaneous measurements of all relevant species are not available, and because computing resources are limited, it is not possible to consider exact expressions for the photochemical forcing S' in (1). Instead, S' is parameterized in terms of the perturbation temperature T' and the ozone volume mixing ratio •,' according to S '= -Fy'-OT'
A parameterization of this type was used by Hartmann and Garcia [1979] ; their values of F and 0 were derived from a simple Chapman chemistry scheme, with reaction rate coefficients modified to account for catalytic loss cycles affecting ozone. Here, the parameters F and 0 are calculated by the method of Stolarski and Douglass [this issue] using a scheme that explicitly accounts for the temperature and odd oxygen dependencies of the catalytic loss processes involving chlorine, odd nitrogen, and odd hydrogen. The parameters F and 0 indicate the response, in a 24-hour averaged sense, of an ozone perturbation to perturbations in the ozone mixing ratio and temperature. Although the photochemical model used in determining these parameters does not reproduce the observed mean ozone at 2 mbar, the parameters were used successfully by Stolarski and Douglass to predict from (tM -td), where the subscripts M and d denote the monthly mean and daily values, respectively. This suggests that the dependence of the odd oxygen loss processes on temperature and odd oxygen mixing ratio is correctly represented. These parameters, evaluated monthly at latitudes of 40 ø , 50 ø , and 60 ø , using appropriate temperature profiles, solar zenith angles, and concentrations of water, odd nitrogen species, and chlorine species, are given in Table 2 . Except at 60 ø, the monthly changes in F and 0 are not extreme. It will be shown in a subsequent section that the photochemical terms at 60 ø are small compared with the dynamic terms in winter, and large errors in F and 0 at 60 ø have small consequences for the whole system. Therefore for this study, more frequent evaluation of the parameters is unnecessary. Because the agreement between prediction and measurement is usually good in the sense that the predicted ozone distribution reflects the features of the measured distribution as detailed above for Figure la, it is concluded that the method of calculating the dynamic terms and estimating the photochemical forcing is good and that assuming that the net forcing is nearly constant, to allow integration of (5), is acceptable. The agreement between prediction and measurement suggests that the effects of the terms that have been neglected are usually small.
COMPARISON OF TERMS
In order to show that the 2-mbar level is appropriately designated part of the transition region, it is necessary to devise a method to compare the terms in ( Rood and Douglass [ 1985] concluded that dynamic forcing can produce a wide range of correlations between ozone and temperature perturbations. This conclusion is supported by comparison of the strengths (Figures 2a and 2b) , the monthly correlation coefficients (Table 3) To understand the possible range of interactions between the terms in (1) which produce the anticorrelations, three situations will be addressed in detail. In the first situation, the correlation between the ozone and temperature perturba- In Although the comparisons between the predicted and measured ozone perturbation fields are given here for only a few cases, these comparisons are good throughout most of the winter. It is correct to conclude that the moderate correlation between ozone and temperature perturbations implies at least partial dynamic control of the ozone perturbation.
In the second situation, the anticorrelation is strong, and the photochemical estimate of the ozone perturbation field is good, but the dynamic terms are not small compared with the photochemical terms. This is observed when balance exists between some combination of the dynamic terms, and is found under a variety of circumstances. Two typical examples of balance are given here.
In the first example, the net dynamic forcing is small compared with the photochemical forcing. (Figure 9a) , the anticorrelation is strong (-0.92), and the photochemical estimate compares well with the measured ozone field (Figure 9b) . As in the above example, the prediction calculation also reproduces most features of the ozone field. In some sense, for both examples, the photochemical estimate could be considered superior to the result of the prediction calculation ( Figure 9c) ; however, it should be noted that the relative errors in this sort of calculation are largest when the net forcing is smaller than the individual terms due to cancellation. These two examples are given to show that, through the dependence on the background gradients, different terms may combine to produce dynamic balance and large anticorrelations. This clearly demonstrates that the existence of a large negative correlation is not sufficient proof that ozone and temperature are in photochemical equilibrium, with photochemical forcing dominating the perturbation continuity equation.
The third situation is illustrated by the snapshot of the forcing terms (Figure 10a) , the photochemical equilibrium estimate (Figure 10b balance, but the net dynamic forcing is important in calculating the next day' s ozone according to (6). The success of this calculation supports the premise that the difference between the photochemical estimate and the observed ozone is not necessarily the result of an error in the calculation of the chemical response parameters. Not only does this situation indicate that a large negative correlation does not imply photochemical equilibrium (as did the previous situation), but also that, if photochemical equilibrium were assumed and these data used to estimate the chemical response parameters, the temperature dependence of the ozone chemistry could be incorrectly assigned. This possibility was discussed by Rood and Douglass [1985] .
DISCUSSION AND CONCLUSIONS
Rood and Douglass [1985] show that the correlation between ozone and temperature deviations could take on a FORCING (FEB. 4, 1979; 2mb; 50øN •1,,,,,I,,,,,I,,,,,I,,,,,I both '¾pe' and %' with the measured ozone, close examination indicates that the net dynamic forcing is small compared with the photochemical forcing. The individual dynamic' terms are not dominated by the photochemical forcing, and the appearance of the photochemical signature arises because of compensating dynamic terms.
At 50 ø and 60 ø , while there are times that the dynamic terms do balance, the dynamic contribution to the correlation between the ozone and temperature deviations is usually large. This is manifested in the data by positive and moderate negative correlations during much of the winter. Since much of the dynamic activity is associated with transient planetary waves, the effects of time averaging the data were considered by Rood and Douglass [1985] . In the model it was seen that over the course of a 10-week time average, the dynamic contribution to the ozone temperature correlation was significant well above 40 km. The presence of correlations that are persistently removed from -1 (Figure 4) suggests that time averaging the data does not eliminate the dynamic effects. FEB. 19, 1979; 2mb; 40øN -6 ,,•1,,,,,I,,,,,I,,,,,I,,,,,I, photochemical equilibrium is therefore between the net zonal advection and the net meridional advection. There is no a priori reason for expecting this balance; therefore the observed correlation between ozone and temperature is expected to change rapidly as this balance changes.
FORCING (
The data analysis indicated two regimes in which balance between zonal and meridional advection, modified by vertical advection, yielded a result that simulated photochemical equilibrium. In an attempt to produce a generalized statement on when such balances might be expected to occur, the transport model of Rood and Schoeberl [1983b] was analyzed in the same manner as the data.
The model results are in qualitative agreement with the data in that the dynamic terms are larger than the chemical terms at 60 ø and are the same size at 40 ø . Further, the correlation between ozone and temperature perturbations produced by the model is a strongly fluctuating function of time, and the greatest contribution to the forcing is consistently meridional advection. In the model at 60 ø, it is possible to define three distinct regimes, a wave growth period during which the meridional eddy advection and the zonal mean advection oppose each other, the onset of the warming when the zonal mean advection is small but the meridional advection is large, and the postwarming stage when the zonal mean advection is large and the meridional advection is small. It was attempted to find similar regimes in the atmospheric data, in particular periods of wave growth associated with the balance of the advection by the mean zonal wind with that by the meridional eddy wind. No unique correspondence was found between the observed balances in the dynamic terms and wave growth or any other parameter. While part of the failure to identify the conditions under which a particular balance may be expected to occur may be related to the inability of the model to simulate the winter stratosphere properly and the omission of nonlinear terms from the model, it is felt that no general rule can be derived from the data as to when to expect certain balances among the dynamical terms.
The results presented here also indicate that the transition region is not identified by some particular correlation value that lies between +1 and -1. For example, the strengths given in Figure 2b suggest that at 60 ø, 2 mbar is the bottom of the transition region during December and January, yet the corresponding monthly correlation coefficients are +0.24 and =0. For all 3 months, the strengths of Figure 2a indicate that 2 mbar is about the center of the transition region at 40 ø, yet the monthly correlation coefficients are all -0.8 or less. The transition region, located by comparison of the strength of the dynamic terms to the photochemical terms, is consistently at a higher altitude than the transition region identified by other authors.
In evaluation of the dynamic terms it was found that inclusion of the nonlinear terms in the calculation improved the comparison of the ozone, %', to the measured ozone, y'.
When the nonlinear terms were calculated, no effort was made to suppress high wave number components that are not present in the measured ozone field; therefore %' appears noisy compared with y'. Comparison of the strengths of the linear to the nonlinear terms shows that the nonlinear terms are significant elements of the net dynamic forcing throughout the winter.
There may be significant errors in the calculation due to the neglect of terms in both the chemical and dynamic formulation of the above analysis. In particular, as discussed previously, the use of geostrophic winds may misrepresent the actual winds [Elson, 1985] . This may explain the fact that, for cases of poor agreement between the calculated and measured ozone deviations (e.g., Figure l c) , the dynamic/ photochemical estimate generally overestimates the amplitude of the ozone perturbation. If ageostrophic effects are found to systematically reduce the wind speed, the comparison of the predicted ozone with the measured ozone should improve. The fact that good agreement is generally observed suggests that errors associated with ageostrophy are not consistently large at these latitudes; day to day ozone variations can usually be predicted from satellite data within calculated error limits. When the net dynamical forcing is small, then the photochemical estimate is often quite good, indicating the accuracy and the value of the Stolarski and Douglass [1985] parameterization in studying ozone data. When the photochemical estimate is poor, the inclusion of the dynamic forcing consistently improves the estimate, producing an ozone deviation field that reflects the important features of the measured distribution even when the magnitudes of the deviations do not agree. The results indicate that dynamic/photochemical interaction is strong throughout all of the winter and that the dynamic terms must be evaluated in the study of the correlations of ozone and temperature perturbations.
