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Modulational instability in binary spin-orbit-coupled Bose-Einstein condensates
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We study modulation instability (MI) of flat states in two-component spin-orbit-coupled (SOC)
Bose-Einstein condensates (BECs) in the framework of coupled Gross-Pitaevskii equations for two
components of the pseudo-spinor wave function. The analysis is performed for equal densities of
the components. Effects of the interaction parameters, Rabi coupling and SOC on the MI are
investigated. In particular, the results demonstrates that the SOC strongly alters the commonly
known MI (immiscibility) condition, g212 > g1g2, for the binary superfluid with coefficients g1,2 and
g12 of the intra- and inter-species repulsive interactions. In fact, the binary BEC is always subject
to the MI under the action of the SOC, which implies that ground state of the system is plausibly
represented by a striped phase.
PACS numbers: 03.75.Mn,71.70.Ej, 03.75.Kk
I. INTRODUCTION
Bose-Einstein Condensates (BECs) display a great va-
riety of phenomena which may be efficiently used for sim-
ulating diverse effects known in nonlinear optics, con-
densed matter, and other physical settings [1]. In par-
ticular, a lot of interest has been recently drawn to the
possibility of implementing artificially engineered spin-
orbit coupling (SOC) in the spinor (two-component)
BEC [2, 3]. SOC interactions, in the Dresselhaus and
Rashba [4] forms, account for a number of fundamental
phenomena in semiconductor physics, such as the spin-
Hall effect [5] topological superconductivity [6], and real-
ization of spintronics [7]. In solid-state settings, the SOC
manifests itself in lifting the degeneracy of single-electron
energy levels by linking the spin and orbital degrees of
freedom. In the binary BEC, the synthetic SOC may be
induced via two-photon Raman transitions which couple
two different hyperfine states of the atom. In the first
experiment [2], the pair of states |F = 1,mF = 0〉 and
|F = 1,mF = −1〉 of 87Rb atoms were used for this pur-
pose. In the combination with the intrinsic matter-wave
nonlinearity, the SOC setting offers a platform for the
studies of various patterns and collective excitations in
the condensates. These studies address the miscibility-
immiscibility transition [8] and the structure and stability
of various nonlinear states, including specific structures
of the ground state [9], the Bloch spectrum in optical lat-
tices [10], Josephson tunneling [11], fragmentation of con-
densates [12], tricritical points [13], striped phases [14],
supercurrents [15], vortices and vortex lattices [16], soli-
tons, in one- [17], two- [18] and three- [19] dimensional
settings, optical and SOC states at finite temperatures
[20] etc. Effects of SOC in degenerate Fermi gases were
considered too [21].
A fundamental ingredient of the matter-wave dynam-
ics is the modulation instability (MI) of flat (continuous-
wave, CW) states against small perturbations initiating
the transformation of the constant-amplitude CW into a
state with a modulated amplitude profile. The MI, alias
the Benjamin-Fier instability [22], is the key mechanism
for the formation of soliton trains in diverse physical me-
dia, as a result of the interplay between the intrinsic non-
linearity and diffraction/dispersion (or the kinetic-energy
term, in terms of the matter-wave dynamics) [26]. The
nonlinearity in ultracold atomic gases is induced by inter-
atomic collisions, which are controlled by the s-wave scat-
tering length. The scattering lengths itself may be con-
trolled by optical [23] and magnetic [24] Feshbach res-
onances, while the SOC strength may be adjusted as a
function of the angle between the Raman laser beams,
and their intensity [25].
The MI in single-component BECs has been addressed
in many earlier works [26, 28, 29]. As in other phys-
ical systems [22, 26], it was concluded that the single-
component MI is possible only for the self-focusing (at-
tractive) sign of the nonlinearity [25, 27]. In attractive
BECs, the formation of soliton trains is initiated by phase
fluctuations via the MI [30]. In two-component BECs,
the MI, first considered by Goldstein and Meystre [31],
is possible even for repulsive interactions [32, 33], sim-
ilar to the result known in nonlinear optics [34], in the
case when the XPM (cross–phase-modulation)-mediated
repulsion between the components is stronger than the
SPM (self-repulsion) of each component. In such a case,
the MI creates not trains of bright solitons, but rather
domain walls which realize the phase separation in the
immiscible binary BEC [32, 33, 35–41].
The objective of the present work is the analysis of
the MI in the effectively one-dimensional SOC system
in the framework of the mean-field approach. This is
inspired, in particular, by the recent studies of the dy-
namical instability of supercurrents, as a consequence of
the violation of the Galilean invariance by the SOC in
one dimension (1D) [15], 2D instability at finite temper-
atures [20], and phase separation under the action of the
SOC [8, 33]. The character of the MI, i.e., the depen-
dence of its gain on the perturbation wavenumber, and
the structure of the respective perturbation eigenmodes,
determine the character of patterns to be generated by
2the MI. In particular, one may expect that the MI will
lead to the generation of striped structures which real-
ize the ground state in the SOC BEC with the repulsive
intrinsic nonlinearity [14].
The subsequent material is structured as follows. In
section II, we present the model based on the system of
coupled Gross-Pitaevskii equations (GPEs) for the two-
component BEC, including the SOC terms and collisional
nonlinearity. In this section, we also derive the disper-
sion relation for the MI by means of the linear-stability
analysis. Results of the systematic analysis of the MI in
the binary condensate are summarized in section III. The
paper is concluded by section IV.
II. THE MODEL AND
MODULATIONAL-INSTABILITY (MI)
ANALYSIS
We take the single-particle Hamiltonian that accounts
for the SOC of the combined Dresselhaus-Rashba type,
induced by the Raman lasers illuminating the binary
BEC. As is known, it can be cast in the form of [2, 42, 43]
Hˆ0 =
pˆ2x
2m
+
h¯kL
m
pˆxσz +
h¯Ω
2
σx + V (x), (1)
where pˆx is the 1D momentum, kL is the SOC strength,
Ω is the Rabi frequency of the linear mixing, σx,z are
the Pauli matrices, and V (x) is the trapping poten-
tial. Adding the collisional nonlinear terms, the Hamil-
tonian produces the system of coupled GPEs for scaled
wave functions of the two components, u1,2 = ψ1,2/
√
a
⊥
,
where a⊥ ≡
√
h¯/(mω⊥), and ω⊥ is the radius of the
transverse confinement which reduces the 3D geometry
to 1D [42, 43]:
i
∂uj
∂t
= −1
2
∂2uj
∂x2
+ i(−1)jγ ∂uj
∂x
+ Γu3−j+
(gj |uj |2 + g12|u3−j |2)uj + V (x)uj , j = 1, 2, (2)
where the length, time, 1D atomic density, and energy
are measured in units of a⊥, ω⊥
−1, a⊥
−1 and h¯ω⊥, re-
spectively. Further, scaled nonlinearity coefficients are
gj = 2aj/a⊥ and g12 = 2a12/a⊥, where a and a12
are scattering lengths of the intra- and inter-component
atomic collisions. Finally, γ ≡ kLa⊥ and Γ ≡ Ω/2ω⊥ are
the scaled strengths of the SOC and Rabi coupling, re-
spectively, that may be defined to be positive, except
for the situation represented by Fig. 10, see below.
The number of atoms in each component is given by
N1,2 =
∫ +∞
−∞
|u1,2|2 dx.
In the framework of Eq. (2), we first address the MI of
the CW state in the form of a miscible binary condensate
with uniform densities n10 and n20, and a common chem-
ical potential, µ, of both components: uj = e
−iµt√nj0.
In the absence of the trapping potential, the densities are
determined by algebraic equations [31–33]
Γ = −
√
nj0
n3−j,0
(gjnj0 + g12n3−j,0 − µ), j = 1, 2. (3)
For perturbed wave functions of the form uj = (
√
nj0 +
δψj)e
−iµt, linearized equation for the small perturbations
are
i
∂ (δψ1)
∂t
= −1
2
∂2 (δψ1)
∂x2
− iγ ∂ (δψ1)
∂x
+ Γ(δψ2 −
√
n20
n10
δψ1)
+ g1n10(δψ1 + δψ1
∗) + g12
√
n10n20(δψ2 + δψ
∗
2),
(4)
i
∂ (δψ2)
∂t
= −1
2
∂2 (δψ2)
∂x2
+ iγ
∂ (δψ2)
∂x
+ Γ(δψ1 −
√
n10
n20
δψ2)
+ g2n20(δψ2 + δψ2
∗) + g12
√
n10n20(δψ1 + δψ
∗
1),
(5)
where ∗ stands for the complex conjugate. We look for
eigenmodes of the perturbations in the form of plane
waves, δψj = ζj cos(kx−Ωt)+ iηj sin(kx−Ωt), with real
wavenumber k and, generally, complex eigenfrequency Ω
and amplitudes ζj , ηj . The substitution of this in Eqs.
(??) and (5) produces the dispersion relation for eigen-
frequency Ω:
Ω4 +Ω2
[
−1
4
(k2 − 2Γ)(2k2 +G1 +G2)− 2k2γ2 − 2ΓG12
]
+
Ω
2
[
kγ(k2 − 2Γ)(G2 −G1)
]
+k2
[
γ2
(
k2γ2 + 2ΓG12 − 1
4
(k2 − 2Γ)(2k2 +G1 +G2)
)
+
(
k2
4
− Γ
) (
(k2 +G1)(k
2 +G2)
4
−G212
)]
= 0, (6)
where we define
G1 ≡ 4g1n10−2Γ, G2 ≡ 4g2n10−2Γ, G12 ≡ 2g12n10+Γ.
(7)
Quartic equation (6) for Ω obtained for equal densities
of the two components, n10 = n20 may be simplified to a
practically solvable form by assuming that the strengths
of the intraspecies interactions are equal, G1 = G2 ≡
G [in this case, Eq. (3) determines the corresponding
chemical potential, µ]. The result is
Ω2± =
1
2
(
Λ±
√
Λ2 + 4R
)
, (8)
where we define
Λ = 2k2γ2 +
1
2
(k2 − 2Γ)(k2 +G) + 2ΓG12, (9)
R = (S − Λ+Λ−), (10)
3Λ± =
Λ±
√
2Λ1(Λ− Λ1)
2
, (11)
S =
1
4
{
(k2 − 2Γ)2G212 + (G+ k2)2Γ2
}
+
1
2
{
γ2k2(G+ k2)(k2 − 2Γ)} , (12)
Λ1 =
1
2
(k2 − 2Γ)(G+ k2) (13)
The expression given by Eq. (8) may be positive, nega-
tive or complex, depending on the signs and magnitudes
of the terms involved. The CW state is stable provided
that Ω2± > 0 for all real k; otherwise, the instability
growth rate is defined as ξ ≡ |Im (Ω±)|. Thus, the MI
takes place, with complex Ω2±, at Λ
2+4R < 0. At R > 0,
Ω2+ is always positive for Λ > 0, hence the CW state
is stable against the growth of perturbations accounted
for by Ω+. At Λ < 0, Ω
2
+ is negative in the range of
−Λ2/4 ≤ R < 0, where the CW state is unstable. Irre-
spective of the value of Λ but for R > 0, the MI always
sets in via the growth of the perturbations which are ac-
counted for by Ω2− < 0. The commonly known case of the
MI in the single-component model, which corresponds to
γ = Γ = 0, i.e., G = 4g and G12 = 0 [26, 28, 29], is
reproduced by the above results: it occurs for g < 0
(self-attractive nonlinearity) in the interval of perturba-
tion wavenumbers 0 < k < 2
√
|g|, with the maximum
gain, ξ ≡ Im (Ω), attained at kmax = 2√g.
III. RESULTS AND DISCUSSIONS
For the experimentally realized SOC system in the con-
densate of 87Rb atoms, equally distributed between the
two pseudo-spin states (n10 = n20 ≡ n0; by means of
rescaling, we set the common CW density of both com-
ponents to be n0 = 1), the collisional nonlinearity is re-
pulsive, i.e., g > 0 and g12 > 0 in Eq. (2). Here, for the
sake of generality, we are going to consider the MI in this
case, as well as in the system with other signs of the non-
linear terms. Then, depending on the signs of G and G12,
defined per Eq. (7), four different cases arise. Also, we
will compare our results with previously obtained results
in absence of SOC.
A. MI in the absence of SOC
In the absence of SOC, we here dwell on two special
cases, which are Γ = 0 and Γ 6= 0.
FIG. 1: (Color online) The MI gain for Ω
−
perturbations at
γ = 0. Here g = 2 and g12 = 1.
1. Zero Rabi coupling
For Γ = 0, the model amounts to the usual two-
component system, and our solution for Ω2 is
Ω2± =
k2
2
(
k2
2
+ 2gn10 ± 2g12n10
)
, (14)
which exactly matches the one obtained in Refs. [32, 33].
It is well known that, in this case, for repulsive inter- and
intra-component interactions, the MI occurs only when
g212 > g1g2 [44]. Here it further reduces to g12 > g.
2. Non-zero Rabi coupling
In the presence of the Rabi coupling, Eq. 8 is modified
as
Ω2+ =
k2
2
(
k2
2
+ 2gn10 + 2g12n10
)
, (15)
Ω2− =
(k2 − 4Γ)
2
(
k2
2
− 2Γ + 2gn10 − 2g12n10
)
. (16)
The consideration of these solutions shows that Ω+ is real
in the following cases: i) both inter- and intra-component
interactions are repulsive, ii) attractive inter- and repul-
sive intra-component interactions, only with g ≥ |g12|,
and iii) repulsive inter- and attractive intra-component
interactions, only with g ≤ |g12|. In other cases, Ω+ is
always imaginary. The effect of the Rabi coupling can
be seen from expression (16) for Ω−. It is concluded
that, whenever Γ is negative or zero, Ω− is real for the
cases when i) both inter- and intra-component interac-
tions are repulsive, only with g ≥ |g12|, ii) attractive
inter- and repulsive intra-component interactions, and iii)
attractive inter- and intra-component interactions, only
4FIG. 2: (Color online) The gain of the MI against Ω+ per-
turbations for γ = Γ = 1. The solid line: G = 4 (g = 1.5)
and G12 = 3 (g12 = 1). The dashed line: G = 2 (g = 1) and
G12 = 3 (g12 = 1).
with |g| ≤ |g12|. The situation is similar to that for the
case of zero Rabi coupling. The effect of the Rabi cou-
pling becomes appreciable at Γ > 0. Figure 1 shows the
MI gain when the strength of the inter-component in-
teraction is smaller than the intra-component strength,
and it also shows the gain, ξ = 2
√
(g − g12 − Γ)Γ, at
0 < Γ < (g − g12). It is seen that the usual MI (im-
miscibility) condition, g12 > g , for the two-component
BEC system, with coefficients g and g12 of the intra- and
inter-species repulsive interactions, is not valid for Γ > 0.
On the other hand, when the strengths of the intra- and
inter-species repulsive interactions are equal the gain is
zero.
B. G > 0 and G12 > 0
This case pertains to the case when both the intra-
inter-component modified interactions are repulsive. It
follows from Eq. (8) that, for Λ > 0, expressions Ω±
are complex at Λ2 + 4R < 0. This corresponds to a
single unstable region on the axis of the perturbation
wavenumber, k, as shown in Fig 2.
On the other hand, Eq. (8) yields an unstable Ω−
branch at Λ2 + 4R > 0 too. Two instability regions of
k, corresponding to this branch, are obtained, as shown
in Fig. 3, for small values of the interactions coefficient
G [see Eq. (7)], while the increase of G leads to merger
of the two regions into one, as seen in Fig. 4, which
shows the variation of the MI gain, ξ, and the range
of the values of wavenumber k in which the MI holds,
with the variation of G and G12. For smaller values of
G12 at fixed G > 0, the MI gain in the inner instability
band gradually decreases to zero, while the gain in the
outer band at first vanishes, and then starts to grow with
the growth of G12, as shown in Fig. 5. The increase
in G12 than G makes term Λ
2 + 4R positive, hence the
MI occurs only at
√
Λ2 + 4R > 0 < Λ, which shifts the
gain band outwards. A general conclusion of the above
analysis is that, while, in the case of 0 < g12 < g, the
FIG. 3: (Color online) The MI gain corresponding to the Ω
−
perturbation branch for γ = Γ = 1. The solid line: G =
4 (g = 1.5) and G12 = 3 (g12 = 1). The dashed line: G =
2 (g = 1) and G12 = 3 (g12 = 1).
FIG. 4: (Color online) The change of the MI gain with the
variation of G for fixed G12 = 3 (g12 = 1). Note that G takes
both positive and negative values. Here γ = Γ = 1.
usual system of the coupled GPEs does not give rise to
the MI, the inclusion of the SOC terms makes all the
symmetric (n10 = n20) CW states, including those with
0 < G12 < G, modulationally unstable.
C. G < 0 and G12 > 0
This situation refers to the binary BEC with attractive
intra-component and repulsive inter-component interac-
tions, which is subject to the MI in the absence of the
SOC, although the SOC may essentially affect the insta-
bility. Here Ω+ produces the same number of MI bands
as in the previous subsection, while Ω− produces more
bands. For the Ω− branch, the largest MI gain in the
inner band is always smaller than in the outer one, both
increasing with the growth of G at fixed G12, as shown in
Fig. 4, while the MI gain in the inner MI band decreases
to zero, and increases in the outer band with the growth
5FIG. 5: (Color online) The change of the MI gain with the
the variation of G12 for fixed G = 2 (g = 1). Note that G12
takes both positive and negative values. Here γ = Γ = 1.
FIG. 6: (Color online) The change of the MI gain with vari-
ation of G12 at fixed G = −6 (g = −1). Here γ = Γ = 1.
of G12 at fixed G, as in previous case, as shown in Fig.
6.
D. G > 0 and G12 < 0
In this case, the inter-component interaction is at-
tractive, while the intra-component nonlinearity is self-
repulsive, and the MI of the CW with equal densities
of both components occurs provided that |g12| > g, in
the absence of the SOC and Rabi coupling, while the
latter condition is not relevant for Γ > 0 with γ = 0,
see Eq. (16). If the SOC terms are included, a single
MI region is generated by both Ω− and Ω+ perturba-
tion branches. This is possible only for Λ2 + 4R > 0
with Λ < 0. The MI accounted for by Ω− occurs in the
range of 0 ≤ k <
√
β + 2β1 +
√
β2 + 4ββ2 + 4β21 , where
β ≡ (2|G12| − G)/2, β1 ≡ γ2 + Γ, β2 ≡ γ2 − Γ, and the
FIG. 7: (Color online) The MI corresponding to the Ω
−
per-
turbation branch with γ = Γ = 1, G = 2 (g = 1) and
G12 = −1 (g12 = −1).
FIG. 8: (Color online) The MI corresponding to the Ω
−
per-
turbation branch with γ = Γ = 1, G = 2 (g = 1) and
G12 = −25 (g12 = −13).
largest MI gain, ξmax =
√
Γ(2|G12|+G), corresponds to
k = 0, as shown in Fig. 7.
For a fixed value of G, which in this case is positive,
local maxima of the MI gain, ξ (other than at k = 0),
gradually evolve with the growth of G12, resulting in di-
minished gain at k = 0, as shown in Fig. 8.
E. G < 0 and G12 < 0
When both the intra- and inter-component interactions
are attractive, multiple MI bands are, quite naturally,
formed for small values of G12 at fixed G < 0. They
ultimately merge into a single band around k = 0, as
shown in Fig. 9. In Figs. 8 and 9, it is seen that,
with the growth of G12, the situation for the present case
effectively simplifies into that reported in the previous
subsection, implying that the MI becomes independent
of the nature of the intra-component interaction for the
strong inter-component attraction.
6FIG. 9: (Color online) The change of the MI gain with the
variation of G12 for fixed G = −6 (g = −1).
F. Effect of the spin-orbit-coupling on the
modulational instability
The above results display the MI gain as a function of
the modified nonlinearity coefficients, G and G12, at fixed
values of the SOC parameters, γ and Γ. It is relevant too
to display the gain as a function of the latter parameters,
for a fixed strength of the nonlinearity. To this end, Fig.
10 shows the MI gain versus γ and Γ, for fixed G and
G12. The fixed value of the perturbation wavenumber,
k = 1, is chosen from Fig. 3, where the gain’s maximum
is observed for G = 2 and G12 = 3 at k = 1.
As mentioned above, it is commonly known that, in the
two-component repulsive condensates, the MI, leading to
the immiscibility of the binary superfluid, occurs in the
region of g212 > g1g2 (if the self-repulsion coefficients are
different in the two components, g1 6= g2) [32, 33, 44, 46].
On the other hand, it was more recently demonstrated
that the linear interconversion between the components
(accounted for by coefficient Γ in the present notation)
shifts the miscibility threshold to larger values of g12 [45].
In the presence of the SOC, Figs. 2 and 3 clearly show
that the MI also occurs at g12 ≤ g, for g1 = g2 and equal
CW densities in the two components.
In the latter connection, it is relevant to mention that,
for the fixed values G = 2 and G12 = 3, and setting
γ = 0 (no SOC proper, while the Rabi mixing is present,
Γ 6= 0), the MI condition, g12 > g, holds in the range of
|Γ| < 1. Figure 10 shows that the MI is indeed present
in this range at γ = 0. On the other hand, the same
figure shows zero MI gain for g12 ≤ g and γ = 0. This
observation elucidates the validity of our analysis. In
order to see the effect of γ, we increase the strength of
intra-component interaction to G = 10. For this value,
condition g12 < g holds for the region of −1 < Γ < 3.
Figure 11 shows that the MI gain does not vanish in
this region. This shows that, in presence of the SOC,
irrespective of the sign of the Rabi coupling, the system
FIG. 10: (Color online) The MI gain corresponding to the
Ω
−
perturbation branch for G = 2,G12 = 3 and k = 1, as a
function of the SOC coefficient, γ and Γ.
FIG. 11: (Color online) The MI gain corresponding to the Ω
−
perturbation branch for G = 10, G12 = 3, and k = 2, as a
function the SOC coefficients, γ and Γ,
with repulsive interactions is always subject to the MI.
The results of the analysis of the MI are summarized
in Table I.
IV. CONCLUSIONS
We have considered the modulational instability (MI)
of the flat CW background with equal densities of two
components in the nonlinear BEC, subject to the ac-
tion of the spin-orbit coupling (SOC). This was done by
means of the linear-stability analysis for small perturba-
tions added to the CW states. The SOC acting on the bi-
nary BEC affects the phase separation or mixing between
the components, driven by the competition of intra- and
inter-component interactions. The effective modification
induced by the SOC is different for these interactions,
the former and latter interactions being, respectively, re-
duced and enhanced by the Rabi coupling [measured by
7TABLE I: Summary of results the MI analysis obtained for different combination of the parameters.
Cases γ Γ G G12 Inference
1 0 0
+
0
Always Stable
- Always unstable
2 0 0
+ + Unstable only if g12 > g
+ - Unstable only if |g12| > g
- +
Always unstable
- -
3 0 6= 0
+ + For Γ > 0, always unstable, except for the case of g = g12 when
both G and G12 are positive, and miscibility condition g12 > g is
invalid. For Γ ≤ 0, this special case reduces to case 2
+ -
- +
- -
4 6= 0 6= 0
+ +
The binary BEC is always vulnerable to the MI, irrespective of
the nature of the nonlinear interactions
+ -
- +
- -
coefficient Γ in Eq. (2)]. Our analysis shows that, ir-
respective of the sign of inter and intra-component in-
teractions, the system is vulnerable to the MI. For the
fixed strength of γ and Γ, the MI becomes independent
of the nature of the intra-component interactions when
the inter-component attraction is strong. The main re-
sult of our analysis is the strong change of the commonly
known phase-separation condition g212 > g1g2 for the bi-
nary superfluid with repulsive interactions.
It may be expected that the nonlinear development
of the MI will lead to establishment of multidomain pat-
terns, such as the above-mentioned striped ones (see, e.g.,
Ref. [14]). Systematic numerical analysis of such scenar-
ios will be reported elsewhere.
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