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ABSTRACT 
Analysis of interdependence of 
economic cycles in the southwest-
ern region of Colombia: an econo-
metric approach using Kalman 
DQG+RGULFN3UHVFRWWÀOWHUV
The purpose of this article is to study 
the cyclical interdependence of the 
GDP in the state of Cauca with its 
neighboring States. A review was 
conducted of the regional economic 
F\FOHV XVLQJ.DOPDQDQG+RGULFN
3UHVFRWW·VÀOWHUV7KLV LQFOXGHG WKH
use of VAR systems with impulse 
response analysis to determine the 
impact of the economic cycle in the 
State of Cauca and exogenous shocks 
on the region and vice versa. Firstly, 
our results show that the cycle in the 
State of Cauca has a closer relation 
to the cycle in the State of Nariño as 
opposed to the cycles in the States 
RI+XLOD 9DOOH RU 7ROLPD ,W DOVR
reveals that exogenous shocks have 
JUHDWHU YRODWLOLW\ XVLQJ D.DOPDQ
ÀOWHUWKDQXVLQJD+RGULFN3UHVFRWW
ÀOWHU
KEYWORDS
Economic cycles, regional economic 
LQWHUGHSHQGHQFH.DOPDQ DQG+R-
GULFN3UHVFRWW·VÀOWHU9$5PRGHOV
RESUMO 
Análise da interdependência 
dos ciclos de negócios do Cauca 
e sudoeste da Colômbia: uma 
abordagem econométrica a partir 
GRVÀOWURVGHKalman e Hodrick-
Prescott 
O objetivo deste artigo é investigar 
DLQWHUGHSHQGrQFLDFtFOLFDGR3,%GR
Cauca com seus vizinhos mais próxi-
PRV1R kPELWR GDPHWRGRORJLD GR
)LOWURGH.DOPDQH+RGULFN3UHVFRWW
estão os ciclos econômicos regionais 
 são implementados sistemas VAR 
com análises de resposta ao impulso 
SDUD REVHUYDU D LQÁXrQFLD GR FLFOR
de Cauca e choques exógenos sobre 
a região e vice-versa. Os resultados 
mostram, para as duas metodologias, 
que o ciclo de Cauca possui uma 
maior relação com Nariño do que com 
o Huila, Valle ou Tolima e os choques 
exógenos mostram impactos muito 
PDLVYROiWHLVQRFHQiULR.DOPDQGR
que no de Hodrick-Prescott.
PALAVRAS CHAVE
Ciclos econômicos, interdependência 
HFRQ{PLFDUHJLRQDOÀOWURGH.DOPDQ
e Hodrick-Prescott, modelos VAR.
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INTRODUCCIÓN
Poco después del estallido de la crisis 
económica mundial del 2008, el estu-
dio de los ciclos económicos ha vuelto 
a ser relevante para el análisis econó-
mico ya que recordó que las economías 
capitalistas se comportan de forma 
alternante entre expansiones y rece-
siones, las cuales son totalmente ape-
riódicas. En este caso particular, las 
boyantes economías de Norteamérica, 
(XURSD\$VLDREVHUYDURQFyPRVX3,%
se desplomaba, gracias a la caída en 
los precios de materias primas, los 
altos precios de los alimentos, crisis 
ÀQDQFLHUDVFUHGLWLFLDHKLSRWHFDULD
descensos en las cotizaciones bursáti-
les, entre muchas otras.
En el marco de la globalización, los 
países emergentes no fueron ajenos 
a estos fenómenos y sus economías se 
vieron afectadas de manera directa e 
indirecta. En Colombia, por ejemplo, 
desde el 2002 hasta 2006 se vivía una 
fase expansiva del ciclo, debido funda-
mentalmente al comercio internacional 
y al creciente envío de remesas del 
H[WHULRU3DUDHOODLQÁDFLyQFR-
menzó a elevarse debido al incremento 
de los precios del petróleo, y la recesión 
norteamericana dejó sin empleo a mu-
chos colombianos que enviaban reme-
sas, contrayendo el consumo interno. 
Sumado a esto, las exportaciones de 
carbón y café empezaron a descender 
en más de tres puntos porcentuales y 
ÀQDOPHQWHVHFUHyXQFOLPDGHLQFHU-
tidumbre que redundó en caídas en la 
inversión interna. Se había iniciado la 
fase recesiva del ciclo.
$QLYHOUHJLRQDOPiVHVSHFtÀFDPHQWH
en el departamento del Cauca, se vivió 
un fenómeno inesperado frente a la 
tendencia nacional, pues la aparición 
de captadoras ilegales de dinero lla-
madas “pirámides” a principios de 
2008, de alguna forma blindó su eco-
nomía y mitigó el impacto de la crisis 
nacional y mundial, pero su abrupto 
GHVSORPHDÀQDOHVGHOPLVPRDxRJH-
neró una crisis mucho más grave para 
la economía regional, al disminuir el 
3,%FDXFDQRDQLYHOHVVXSHULRUHVTXH
el nacional (Gómez y Miller, 2010).
En este sentido, el comportamiento 
de los ciclos económicos generalmente 
coincide con la conducta de las princi-
pales variables económicas, las cuales 
son indicadoras directas de lo que se 
avecina en términos normativos en 
el corto y mediano plazo. Para ser 
redundantes, los ciclos no sólo ayu-
dan a entender de una mejor forma la 
GLQiPLFDGHO3,%\GHOHPSOHRVLQR
la evaluación de las políticas guber-
namentales aplicadas al seno de la 
economía (Zuccardi, 2002),
El análisis cíclico regional se ha abor-
dado generalmente para indagar por 
el comportamiento histórico del nivel 
de actividad económica alrededor de 
una tendencia, pero poco se ha hecho 
en materia de investigar el grado de 
dependencia de los ciclos departa-
mentales a nivel región. El surocci-
dente colombiano, por ejemplo, está 
conformado por departamentos cuyos 
niveles de actividad económica son 
mucho más cercanos entre sí que 
otros.26LVHREVHUYDHO3,%GHOGHSDU-
tamento del Cauca en niveles a precios 
de 2000, éste tiene un comportamiento 
más cercano al presentado por el Hui-
la o Nariño, que frente al Valle del 
2 Se considera en este estudio que el suroccidente colombiano está conformado por Valle, Cauca, Nariño, 
Huila y Tolima. No se incluye al Putumayo por falta de información histórica.
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Cauca, al cual sólo se le puede compa-
rar de forma un poco distante con la 
economía tolimense. Pero la cercanía 
o lejanía de sus comportamientos no 
implica que se conozca ex ante los 
grados de dependencia económica, por 
ejemplo, gran parte de la carne de res 
que se demanda en Cali proviene de la 
región del Patía caucano, y la mayoría 
de los altos cargos gerenciales de las 
empresas ubicadas en el norte del 
Cauca provienen de Cali. 
Con esto se desea indicar que la 
interrelación económica entre depar-
tamentos existe a diferentes niveles, 
independientemente de los valores 
absolutos o relativos que asuman 
las principales variables macroeco-
nómicas regionales. La introducción 
del Valle del Cauca, por ejemplo, en 
el análisis cíclico no genera entonces 
ruido, toda vez que lo que se pretende 
es determinar si una expansión de su 
economía afecta a la caucana positi-
vamente, negativamente o de forma 
nula, sin importar qué tan grande sea 
la fase de expansión o recesión por la 
cual un departamento esté atrave-
sando. En este orden de ideas, si la 
dependencia económica regional es 
IXHUWHGpELORQXODVHYHUiUHÁHMDGD
en el comportamiento cíclico, y esto 
a su vez permitirá en primer lugar 
que se pueda predecir, o por lo menos 
avizorar, lo que sucederá en el corto y 
mediano plazo si las economías veci-
nas al Cauca, por ejemplo, entran en 
una fase de expansión o recesión y de 
otro lado, la implementación de medi-
das de choque o políticas económicas 
para mitigar o impulsar sus efectos. 
Convencionalmente, la forma empíri-
ca como se extrae el ciclo económico es 
hallando la tendencia de la variable 
bajo análisis en logaritmos (general-
PHQWHHO3,%SDUDOXHJRVXVWUDHUGH
ésta el valor de la serie.3 Existen di-
versas formas de hallar la tendencia 
de una serie entre las que se destacan 
HOÀOWURGH+RGULFN3UHVFRWWHOÀOWUR
GHEDQGDVGH%D[WHU\.LQJHODMXVWH
GHWHQGHQFLDOLQHDOFXDGUiWLFRF~EL-
co, y el método PAT (Phase Average 
Trend). De todos ellos la literatura 
muestra que por lo menos a nivel 
nacional, el método más utilizado es 
HOÀOWURGH+RGULFN3UHVFRWW4 
(QODV~OWLPDVGpFDGDVHVWHPpWRGR
ha sido criticado frecuentemente, 
ya que la determinación ex ante del 
parámetro de suavización de la serie 
está sujeta a la discrecionalidad del 
investigador, además los extremos de 
ODVWHQGHQFLDVHVWiQGHÀFLHQWHPHQWH
GHÀQLGRV H LQGXFHQDXQ FRPSRUWD-
miento cíclico espurio en los datos. 
8QDDOWHUQDWLYDSRFRH[SORUDGDSDUD
la extracción de dicha tendencia es la 
XWLOL]DFLyQGHOÀOWURGH.DOPDQHOFXDO
es un algoritmo para procesar datos, 
que permite obtener tendencias de lar-
go plazo para series no estacionarias.5 
De acuerdo con Misas y López (1998) 
ORVPRGHORV D OD.DOPDQSHUPLWHQ
una descomposición mucho más ela-
 /DWUDQVIRUPDFLyQGHODVHULHREVHUYDGDHQQLYHOHVDORJDULWPRVVHKDFHFRQHOÀQGHGLVPLQXLUODYDULDQ]D
de la misma, siguiendo las recomendaciones de la metodología Box-Jenkins.
4 $QLYHOUHJLRQDOHVWHÀOWURKDVLGRDSOLFDGRSRUGLYHUVDVLQYHVWLJDFLRQHVUHJLRQDOHVHQWUHODVTXHVHGHVWD-
can las realizadas por Zuccardi (2002); Perfetti y Muñoz (2003); Gómez, Miller y Rivera (2006); y a nivel 
QDFLRQDO6DOD]DU0DXUHU8ULEH\%LUFKHQDOO\(FKHYHUUL(VFREDU\6DQWDPDUtD
 (V~WLOWDPELpQSDUDHVWLPDUPRGHORVDXWRUUHJUHVLYRVRPRGHORVFRQFRPSRQHQWHVLQREVHUYDEOHVHVSHFL-
ÀFDGRVGHODIRUPDHVWDGRHVSDFLR
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borada que los anteriores métodos, 
pues la parte cíclica de la serie se 
HVSHFLÀFDGHIRUPDH[SOtFLWD\ODWHQ-
dencia se asimila más a los choques 
de oferta, lo cual se puede interpretar 
como la producción potencial. De 
otro lado, esta metodología permite, 
a diferencia de las anteriormente 
mencionadas, 
La representación de un estado-
espacio lo suficientemente flexible 
como para incorporar una estructura 
FRQLQIRUPDFLyQVXÀFLHQWHSHURTXH
mantenga su parsimonia. Además, 
esta metodología permite generar 
LQWHUYDORVGHFRQÀDQ]D\SUR\HFFLRQHV
fuera de muestra, directamente a 
partir de las estimaciones, resultado 
que se hace muy atractivo al momen-
to de formular políticas. (Gallego y 
Johnson, 2001, p.7)
En este orden de ideas, las diferentes 
metodologías permiten calcular las 
tendencias y por ende los ciclos eco-
nómicos de formas distintas, al esta-
blecer diferentes rutinas y por tanto 
sus resultados no deben ser iguales en 
términos cuantitativos, pero se espera 
que lo sean en términos cualitativos. 
Siguiendo los hallazgos encontrados 
por Gallego y Johnson (2001), y las 
aplicaciones realizadas en Colombia, 
esta investigación analizará el com-
portamiento y la dependencia de los 
ciclos económicos del suroccidente 
FRORPELDQREDMRHOHVFHQDULRGHOÀOWUR
GH.DOPDQ\+RGULFN3UHVFRWWSDUD
tratar de contrastar sus resultados de 
forma aplicada.
En este orden de ideas, el documento 
consta de cuatro partes. En la pri-
mera se realiza una revisión teórica 
alrededor del tema y de los estudios 
aplicados, seguidamente se imple-
menta el modelo econométrico del 
estado espacio, en una tercera parte 
se desarrolla un análisis de las cifras 
y se exponen los resultados de las 
HVWLPDFLRQHV\ÀQDOPHQWHOOHJDQODV
conclusiones del estudio.
1. REFERENTES TEÓRICOS  
Y ESTADO DEL ARTE
La teoría de los ciclos económicos ha 
sido abordada por diferentes autores 
y desde diversos puntos de vista. Para 
Schumpeter (1912, 1944) ahora el 
detonante de los ciclos es la destruc-
ción creadora, la cual es un proceso 
que transforma no sólo la esfera de 
lo económico sino de lo social, cuando 
se introducen tecnologías endógenas 
por parte del empresario innovador 
en un ambiente hostil de competencia 
entre empresas. La fase de expansión 
del ciclo se origina en este punto y se 
expande a través de imitación o copia 
a otras empresas y/o sectores de la 
economía, permeando las prácticas 
sociales, hasta que dicha innovación 
entra en obsolescencia, lo que supone 
una caída en la demanda y el empleo 
de dichos sectores iniciándose la fase 
recesiva del ciclo, hasta que otra inno-
vación destruye lo implantado por la 
anterior y de nuevo se inicia el ciclo. 
Por tanto, para este autor, a diferencia 
de la escuela neoclásica, el comporta-
miento de la economía es dinámico 
y no estático, sin tener relevancia el 
equilibrio ya que rara vez la economía 
se encuentra en este estado, pues la 
lluvia de innovaciones impide que se 
DOFDQFHXQR~QLFRHLQPXWDEOH6
6 3DUD6FKXPSHWHUORVFLFORVHFRQyPLFRVGHDFXHUGRFRQVXGXUDFLyQVHSXHGHQFODVLÀFDUGHWUHV
IRUPDVGHODUJRSOD]RRFLFORV.RQGUDWLHYORVFXDOHVGXUDQHQWUHFLQFXHQWD\VHVHQWDDxRVORVFLFORVGH
PHGLDQRSOD]RRFLFORV-XJODUFX\DGXUDFLyQÁXFW~DHQWUHFXDWUR\GLH]DxRV\ÀQDOPHQWHORVFLFORVGH
FRUWRSOD]RRFLFORV.LWFKLQFRQXQDLQWHQVLGDGLQIHULRUDFXDUHQWDPHVHV
%RjPMWMWHIPEMRXIVHITIRHIRGMEHIPSWGMGPSWIGSRzQMGSWHIP'EYGE]IPWYVSGGMHIRXIGSPSQFMERS 
YREETVS\MQEGMzRIGSRSQqXVMGEHIWHIPSW½PXVSWHIKEPQER]HSHVMGO4VIWGSXX
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'H RWUR ODGR SDUD.H\QHV 
ahora está incluida la dinámica de 
la demanda, que efectivamente se 
ejerce en los mercados y determina 
ODVÁXFWXDFLRQHVGHODSURGXFFLyQ\
HOHPSOHRJHQHUDQGRODVÁXFWXDFLR-
nes del ciclo. El principal motor que 
impulsa dicha demanda efectiva es 
el consumo privado y la inversión 
privada. El primero depende del 
ingreso de los consumidores y la 
segunda de las expectativas sobre 
la rentabilidad futura que tienen los 
empresarios. Cuando estos factores 
no tienen expectativas favorables, 
la demanda agregada se contrae 
y caen el empleo y la producción, 
iniciándose la fase recesiva del 
ciclo. Para solucionar el problema, 
debe ser el Estado el encargado de 
darle impulso a la demanda a tra-
YpV GH XQD SROtWLFD ÀVFDO DJUHVLYD
y una política monetaria expansiva 
pero moderada, para restablecer el 
equilibrio entre lo que se produce y 
lo que se demanda. Esto implica la 
generación de empleo y crecimiento, 
lo que supone la expansión del ciclo. 
)LQDOPHQWH .DOHFNL  WLHQH
puntos de vista similares a los de 
6FKXPSHWHU \ .H\QHV LQFOXVR D
Marx, acerca del comportamiento 
del ciclo.7 En primera medida con-
sideraba, al igual que Schumpeter, 
que la evolución del capitalismo a 
largo plazo estaba en función de las 
innovaciones, pero para este autor se 
requería de la intervención estatal 
para incentivar la demanda cuando 
la dinámica de dichas innovaciones 
QRHUDVXÀFLHQWHORTXHVHFRQVWLWX\H
en un claro punto de encuentro con 
.H\QHV(QODIDVHUHFHVLYDGHOFLFOR
VHSUHVHQWDDQWLFLSiQGRVHD.H\QHV
un consumo estable por parte de los 
sectores de mayores ingresos, y que 
por tanto la activación de la demanda 
dependía de la inversión por parte 
de los empresarios, pero en un esce-
nario de pérdidas y acumulación de 
inventarios, ésta no se realizaba, y 
OD~QLFDVROXFLyQSDUDORJUDUHOSOHQR
empleo era la intervención estatal. La 
activación de la demanda presupone 
la fase expansiva del ciclo, aunque 
.DOHFNLDGYLHUWHÀQDOPHQWHTXHHVWD
intervención no es muy bien vista por 
los empresarios, toda vez que las po-
líticas proteccionistas y de subsidios 
DPSOtDQODFRPSHWHQFLDGHODVÀUPDV
rivales.
A nivel de aplicación se considera 
como estudio pionero el realizado por 
la economista Sherwood-Call (1988), 
quien investigó la dinámica de los 
ciclos económicos regionales y la rela-
ción con los ciclos económicos en Esta-
GRV8QLGRV&RQHVWHSURSyVLWRHVWLPy
51 sistemas bajo la metodología VAR 
de dos variables cada uno: el ingreso 
personal nacional disponible y el 
ingreso personal regional disponible, 
asumiendo la inexistencia de causali-
dad de la región sobre lo nacional en 
el tiempo. A continuación, construyó 
una medida de cohesión, que consiste 
en la contribución de los choques del 
ciclo nacional en la descomposición 
de varianza de largo plazo del ciclo 
UHJLRQDO(Q~OWLPROXJDUH[SOLFDODV
7 En el caso de Marx (1946), el ciclo hace parte de la crisis del capitalismo pues la competencia por la 
ganancia aumenta la inversión en capital y su composición orgánica, generándose una sobreproducción 
que no encuentra eco en la demanda, desvalorizándose el capital con la consecuente aparición de subcon-
sumo. De esta manera se produce una caída en la tasa de ganancia, lo que redunda en despidos masivos 
\DÁRUDQGRODFULVLV3DUD.DOHFNLJUDQSDUWHGHVXFUtWLFDDOVLVWHPDFDSLWDOLVWDHQORFRQFHUQLHQWH
a la acumulación, el ciclo y los monopolios, es heredada de los sistemas de reproducción marxistas.
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diferencias en la medida de cohesión 
entre estados a la luz del ingreso re-
JLRQDO GLVSRQLEOH OD GLYHUVLÀFDFLyQ
industrial regional, la participación 
del empleo del sector agrícola, petró-
leo, manufacturas y bienes durables 
en el empleo total de la región. Los 
resultados evidencian que las econo-
mías regionales más grandes y con 
mayor relación con el ciclo nacional 
presentan mayor dinamismo en su es-
tructura económica, dependen menos 
de la agricultura y del petróleo, y más 
del sector manufacturero. 
En lo concerniente a estudios apli-
cados de los ciclos nacional-regional 
se destaca el realizado por Zuccardi 
(2002), el cual analiza las relaciones 
entre el ciclo económico nacional y los 
regionales para el periodo 1986-2000. 
,QLFLDOPHQWHVHFRPSDUDHOWRWDOGH
ocupados de las siete áreas metro-
politanas como variable indicadora 
del nivel de actividad económica, 
encontrándose a través de una matriz 
de correlaciones simples que Bogotá, 
Medellín, Bucaramanga, Manizales 
y Cali mantienen una dinámica de 
largo plazo muy cercana, mientras 
que Barranquilla y Pasto no lo están. 
El estudio a continuación intenta cap-
turar la relación de corto plazo entre 
el ciclo nacional y los ciclos de las 
regiones a través de una medida de 
fuerza de cohesión al mejor estilo de 
Sherwood-Call (1988), denominada 
LINK, la cual, 
,ntenta capturar el grado de <<co-
movimiento>> entre la economía na-
cional y las regionales, en particular, 
entre el empleo nacional y el de la 
ciudad en cuestión. Esta variable mide 
el alcance de la economía nacional 
para predecir el ritmo de actividad 
económica regional. Es usada para 
determinar las áreas metropolitanas 
que están fuertemente relacionadas 
con el ciclo nacional y las ciudades 
que están débilmente relacionadas 
con éste. (Zuccardi, 2002, pp. 17-18)
Con esta metodología el autor en-
cuentra que en este orden Bogotá, 
Medellín, Cali y Bucaramanga, res-
ponden más a los choques que afectan 
a toda la nación en comparación  con 
los que afectan a sus propias regio-
nes, teniendo así una mayor relación 
con el ciclo nacional, mientras que 
Pasto, Barranquilla y Manizales 
están en función de forma más cer-
cana a los choques que afectan a sus 
propias regiones.
Otro estudio a reseñar es el llevado 
a cabo por parte de Gómez, Miller y 
Rivera (2006), el cual realiza, entre 
otras cosas, una exploración del com-
portamiento del ciclo económico de 
las principales variables macroeconó-
PLFDVGHO&DXFDLQFOX\HQGRHO3,%
para el periodo 1960-2005 a través 
de dos metodologías diferentes: el 
ÀOWURGH+RGULFN3UHVFRWW\HO$MXVWH
GH/RHVV(VWRFRQHOÀQGHGHVFXEULU
cuáles de estos sectores se adelantan 
al comportamiento del nivel de activi-
dad económica y poder así construir 
un indicador de corto y largo plazo, 
bajo las metodologías de la descom-
posición lineal del ciclo y del análisis 
de componentes principales, que cree 
DOJ~Q JUDGR GH FHUWLGXPEUH HQ ORV
agentes económicos al momento de to-
mar decisiones y a los policymakers a 
la hora de implementar políticas. Los 
autores encuentran en lo referente a 
los ciclos que:
El patrón de crecimiento que ha 
prevalecido tradicionalmente en el 
Departamento del Cauca, ha resul-
tado claramente insuficiente para 
enfrentar las exigencias de un proceso 
%RjPMWMWHIPEMRXIVHITIRHIRGMEHIPSWGMGPSWIGSRzQMGSWHIP'EYGE]IPWYVSGGMHIRXIGSPSQFMERS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de desarrollo regional que garantice, 
como dice Garay (2003), la creación 
de riqueza colectiva que parta de ma-
yores niveles de equidad en la distri-
bución y el acceso a los recursos, para 
aprovechar la ventajas comparativas 
que ofrece la región y garantizar una 
LQVHUFLyQPXFKRPiV HÀFLHQWHD ORV
mercados nacionales e internaciona-
les. (Gómez et al., 2006, p.75)
2. MODELO ECONOMÉTRICO
Para obtener el ciclo de cualquier se-
rie se debe extraer en primer lugar su 
tendencia. En este estudio se propone 
HOÀOWURPHFiQLFRGH+RGULFN3UHVFRWW
\HOÀOWURGH.DOPDQSDUDREWHQHUOD
En el primer caso se propone la mi-
nimización de la Ecuación 1:
 Min  (Yt –Tt)2 + ¨Yt – ¨Tt)2  
n
t=1 
n
t=2  (1)
Donde la serie Yt es la serie bajo 
análisis, Tt es la tendencia, (Yt – Tt) 
se conoce como el residuo cíclico, el 
cual es una estimación de la combi-
nación del componente cíclico y el 
componente irregular de la serie, y 
el segundo término es una aproxi-
mación de la segunda derivada de 
la tendencia en el periodo t. En esta 
expresión entonces se desea minimi-
zar el error cíclico y la diferencia (de-
rivada) tendencial. El parámetro h 
es un parámetro de suavización que 
asume un valor superior a cero, el 
cual pondera a estas dos expresiones 
(Perfetti y Muñoz, 2003). Este pará-
metro permite que la tendencia se 
suavice cuando su valor es alto y que 
no lo haga cuando es bajo. Hodrick y 
Prescott recomiendan h= 14400 para 
datos mensuales, h= 1600 para datos 
trimestrales, y h=100 para datos 
anuales. En el presente estudio se 
siguió la recomendación de h=100, ya 
que las series aquí utilizadas tienen 
una periodicidad anual. 
(QHOFDVRGHO)LOWURGH.DOPDQVH
GHEH HVSHFLÀFDU HOPRGHOR HVWDGR
espacio que determina la tendencia. 
Siguiendo a Montenegro (2005), este 
ÀOWURVXSRQHTXHH[LVWHXQYHFWRUGH
variables de estado ơt TXH GHÀQHQ
un sistema en un momento dado, las 
cuales son inobservables de forma 
directa. Lo que realmente se conoce 
es el vector o escalar Yt, el cual es una 
combinación lineal de las variables 
de estado más un término de error 
bien comportado. A esta ecuación se 
le denomina ecuación de medición o 
de observaciones. En este orden de 
ideas, las ecuaciones de medición y 
de estado constituyen la formulación 
GHOPRGHOR HVWDGRHVSDFLR GHOÀOWUR
GH.DOPDQ
3DUDHOFDVRSDUWLFXODUGHHVWHÀOWUR
VHVXSRQHTXHODWHQGHQFLDGHO3,%
sigue un modelo de tendencia local 
OLQHDOGHÀQLGRSRUOD(FXDFLyQ
      Ln(Tt) = Ln(Tt-1) + Ln(ßt-1Ʒt’  
       Ʒ~N(O,mt)
    (2)
La Ecuación 2 por tanto representa 
la estructura de la ecuación de me-
dición. Para capturar la ecuación 
de estado, se supone que ơt sigue un 
proceso Markoviano de orden 1, así:
    Ln(ßt) = Ln(ßt-1) + Ƥt’      Ƥ~N(O,mƤ)   (3)
El proceso recursivo de estimación 
se realiza con máxima verosimilitud, 
empleando, para este caso el algorit-
mo de optimización de Marquardt. 
Finalmente, el componente cíclico de 
cualquier serie de tiempo se obtiene 
de la diferencia entre el comporta-
miento real de la serie y su tenden-
cia, lo que arroja las desviaciones de 
la primera respecto a la segunda. 
Para entender cómo se debe extraer 
la tendencia, cabe distinguir cuatro 
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componentes (no observables) en toda 
serie de tiempo: la tendencia (Tt), el 
ciclo (Ct), la estacionalidad (St), y 
un componente irregular o aleatorio 
(Ut). Así:
        
Ln(Yt) = Ơ1Ln(Tt) + Ơ2Ln(Ct) + 
 Ơ3Ln(St) + Ơ4Ln(Ut)   
    (4)
Ya que las series con periodicidad 
anual, como las del presente estudio, 
no poseen un componente estacional, 
entonces: 
       Ln(Yt) = Ơ1Ln(Tt) + Ơ2Ln(Ct) + 
 Ơ3Ln(Ut) + Ơ4Ln(Ut)   
    (5)
Tomando valores esperados a ambos 
lados de la ecuación se tiene que: 
   
E[Ln(Yt)] = E[Ơ1Ln(Tt) + Ơ2Ln(Ct) + 
 Ơ3Ln(Ut)] 
 (6)
En este sentido, el ciclo esperado de 
cualquier serie de tiempo se obtiene 
a partir de la diferencia entre el valor 
de la serie y su tendencia. 
E[Ln(Yt)] =  1/Ơ2  + Ln(Yt) –                   
Ơ1 Ơ2 Ln(Tt)
                             (7)
3. DATOS Y ANÁLISIS  
DE RESULTADOS
Para realizar el estudio de los ciclos 
UHJLRQDOHVVHXWLOL]yODVVHULHVGHO3,%
de los Departamentos bajo análisis, 
reportadas por el DANE. Para obtener 
FLIUDVFRQXQDSHULRGLFLGDGORVXÀFLHQ-
temente amplia se realizó en primer 
lugar un enganche de series con base 
1994 y 1975 a base 2000, lográndose 
series de 48 datos (1960-2007).8 En 
segundo lugar para completarlas a 
2010 se realizó un pronóstico bajo 
PRGHORV$5,0$98QDYH]REWHQLGDV
en el periodo (1960-2010), se estima-
ron los ciclos bajo las metodologías de 
+RGULFN3UHVFRWW\.DOPDQ
3DUDHO&DXFDHOÀOWURPXHVWUDXQ
EXHQDMXVWHUHVSHFWRDO3,%GHDFXHU-
GRFRQOD7DEODSXHVORVFRHÀFLHQ-
;HISH Estimación de la tendencia del PIB. Filtro de Kalman 
(Cauca, 1960-2010)
 Coeﬁciente Desv. Est.
C(1) -9,090025795 0,640395782
C(2) -7,160715454 0,205707447
 Estado ﬁnal RECM
Vector Estado 1 0,043349833 0,019589292
Vector Estado 2 15,480065921 0,033277391
Max Verosimilitud 67,780172444
Criterio Info Akaike -2,579614606  
Fuente: Elaboración propia.
8 El empalme de las series consistió en obtener la tasa de crecimiento de la serie con base anterior, para 
REWHQHUFRQHOODXQDWDVDGHGHVFXHQWR3RVWHULRUPHQWHHOLJLHQGRXQYDORUHQFRP~QGHDPEDVVHULHVVH
multiplica éste por la tasa de descuento y se obtiene el valor de la serie a precios de la nueva base. Luego 
se itera la fórmula para obtener los valores hacia atrás. 
9 Todas las series bajo análisis son no estacionarías en niveles pero estacionarias en primeras diferencias de 
DFXHUGRDODSUXHED$'))UHQWHDODPRGHODFLyQ$5,0$VHHQFXHQWUDTXHHO3,%GH+XLOD\9DOOHSUHVHQWDQ
XQ$5,0$PLHQWUDVTXH7ROLPD\1DULxRHYLGHQFLDQXQ$5,0$GHRWURODGRHO3,%GHO&DXFD
VHGHVFULEHSRUXQ$5,0$(QHO$QH[RVHUHODFLRQDQORVUHVXOWDGRV\HVWDGtVWLFRVGHOSURQyVWLFR
PRVWUiQGRVHTXHORVPRGHORV$5,0$VHOHFFLRQDGRVWLHQHQEXHQRVDMXVWHVSUHGLFWLYRV\DTXHSDUDWRGRVORV
'HSDUWDPHQWRVVHFXPSOHTXHHOFRHÀFLHQWHGH7KHLOODSURSRUFLyQGHOVHVJR\ODSURSRUFLyQGHODYDULDQ]D
tienden a ser iguales a cero, mientras que la proporción de la covarianza es cercana a la unidad.
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tes tienen p-valores iguales a cero, y 
lo mismo sucede con las vectores de 
estado. Los criterios de información 
muestran valores pequeños que re-
fuerzan esta apreciación (ver Anexo 2).
(QWpUPLQRVJUiÀFRVSRUWDQWRODVWHQ-
GHQFLDVGH.DOPDQ\+RGULFN3UHVFRWW
TXHGDUtDQFRPRHQHO*UiÀFRGRQGH
.HV OD WHQGHQFLD.DOPDQ+3HV OD
WHQGHQFLD+RGULFN3UHVFRWW\3,%&HV
HOORJDULWPRQDWXUDOGHO3,%FDXFDQR
observado. Como se puede advertir, las 
tendencias de largo plazo son muy si-
milares entre sí, la correlación de ellas 
FRQHO3,%HVGH\VRORGLÀHUHQ
HQHOFXDUWRGHFLPDOSHURJUiÀFDPHQWH
ODWHQGHQFLD.DOPDQSDUHFHVHUODTXH
mejor se ajusta al comportamiento del 
3,%(QRWUDVSDODEUDV ODWHQGHQFLD
REWHQLGDSRUHOÀOWURGH.DOPDQWLHQGH
DHVWDUPiVFHUFDQDDO3,%REVHUYDGR
cuando éste muestra picos y caídas a 
largo plazo, comparado con la tenden-
cia Hodrick-Prescott.10 
8QDYH]REWHQLGDODWHQGHQFLDVHDSOL-
ca la Ecuación 7 y se obtiene el ciclo. 
Como se había anotado anterior-
mente, los resultados muestran, de 
DFXHUGRFRQHO*UiÀFRTXHDPERV
presentan comportamientos muy si-
.YmÄJV70)` [LUKLUJPHZKLÄS[YVZ2HSTHU` /VKYPJR7YLZJV[[*H\JH 
2010)
Fuente: Elaboración propia.
10 Para formalizar este resultado se realiza un prueba estadística de correlaciones simples en donde se en-
frentan la hipótesis nula H0 (no existe correlación) y la hipótesis alterna H1 (existe correlación). Se escoge ODGLVWULEXFLyQGHWVWXGHQWSDUDYHULÀFDUODKLSyWHVLVQXOD\HOHVWDGtVWLFRGHSUXHEDtc): .  
                                                                          t
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Tcc
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 Donde t* es el estadístico de prueba (tc); l(ci,cj)UHSUHVHQWDHOFRHÀFLHQWHGHFRUUHODFLyQHQWUHODVYDULDEOHV
i y j, y THVHOQ~PHURGHGDWRVGHODPXHVWUD(OHVWDGtVWLFRGHSUXHEDVLJXHXQDGLVWULEXFLyQWVWXGHQWFRQ
(T-k) grados de libertad, y _GHQLYHOGHVLJQLÀFDQFLDHVWDGtVWLFD(OUHVXOWDGRDSR\DODKLSyWHVLVDOWHUQD
GHFRUUHODFLyQHQWUHDPERVÀOWURV
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milares en términos cualitativos pero 
se alejan en términos cuantitativos. 
En efecto, la correlación entre ellos 
es elevada pero no perfecta (0,88) y 
el signo es positivo, lo cual indica que 
son procíclicos.11 
En el corto plazo, el ciclo extraído con 
ÀOWURGH.DOPDQJHQHUDOPHQWHSRWHQ-
cializa el comportamiento cíclico de 
las expansiones y las recesiones en 
las décadas de los sesenta y ochenta, 
lo mismo sucede con Hodrick-Prescott 
pero en la década de los setenta y 
SDUWHÀQDOGHORVQRYHQWD12
3.1. Ciclo económico del Cauca
,QGHSHQGLHQWHPHQWH GHO PpWRGR
utilizado, se encuentra que el com-
SRUWDPLHQWR GHO 3,% UHJLRQDO IXH
bastante volátil frente a su tendencia 
durante la década del sesenta, ya que 
se observan tres expansiones y tres 
recesiones en alrededor de diez años, 
con una periodicidad muy corta entre 
ellos (alrededor de dos a tres años). 
Este comportamiento se explica por 
las grandes inversiones que se dieron 
en el marco del plan vial del depar-
tamento en los años sesenta, la Ley 
sobre industrialización, y sobre todo 
el plan de rehabilitación del Cauca, el 
cual invirtió más de COP$42 mil mi-
llones (a pesos de 2010) en carreteras, 
hospitales, escuelas, plantas eléctri-
cas, acueductos y puentes. La parte 
recesiva del ciclo se explica por la Ley 
135 de Reforma Agraria, la cual no 
tuvo los impactos esperados, y de otro 
ODGRHOGpÀFLWÀVFDOGHOGHSDUWDPHQWR
que llevó a la aplicación de medidas 
restrictivas del gasto, cayendo la de-
manda y el consumo. Para la década 
del setenta se observó una economía 
más boyante que la década anterior, 
 (VWRVLJQLÀFDTXHDPERVFLFORVSUHVHQWDQDOPLVPRWLHPSRH[SDQVLRQHV\UHFHVLRQHV8QVLJQRQHJDWLYR
indica que una fase expansiva de un ciclo se presenta con una fase recesiva del otro en el mismo periodo, 
por tanto se denominan contra cíclicos.
12 /RVFLFORVEDMRÀOWURGH.DOPDQ\+RGULFN3UHVFRWWSDUDORVUHVWDQWHV'HSDUWDPHQWRVVHHQFXHQWUDQHQ
el Anexo 4.
.YmÄJV*PJSVLJVU}TPJVKLS*H\JHUVYTHSPaHKV-PS[YVZKL/VKYPJR
Prescott y Kalman (1960-2010)
Fuente: Elaboración propia.
%RjPMWMWHIPEMRXIVHITIRHIRGMEHIPSWGMGPSWIGSRzQMGSWHIP'EYGE]IPWYVSGGMHIRXIGSPSQFMERS 
YREETVS\MQEGMzRIGSRSQqXVMGEHIWHIPSW½PXVSWHIKEPQER]HSHVMGO4VIWGSXX
1RWD&/3,%&B+33,%&DXFDFRQÀOWURGH+RGULFN3UHVFRWW&/S,%&B.3,%&DXFDFRQ
ÀOWURGH.DOPDQ
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SXHV ODV FRQWUDFFLRQHV GHO 3,% VH
RULJLQDURQ SRU HQFLPD GH VX 3,%
potencial, a excepción del año 1979. 
Básicamente la expansión fue pro-
ducto del importante auge económico 
del sector manufacturero local y na-
cional, pero también como resultado 
de la bonanza cafetera de 1977- 1978, 
TXHVHUHÁHMyHQHOFRPSRUWDPLHQWR
GHO3,%GHO&DXFD FX\D HVWUXFWXUD
productiva tenía una alta incidencia 
de la producción de café. Sin embar-
go, en 1979 se inició la crisis en este 
mismo sector que se manifestó en la 
rebaja al precio interno, por razón de 
los graves descensos de la cotización 
del grano en los mercados externos.
Ya para la década de los ochenta, 
tres hechos causaron las recesiones 
vividas en el primer lustro. En pri-
mer lugar el modelo de sustitución 
de importaciones trajo consigo un 
LQFUHPHQWRHQHOGpÀFLWÀVFDOORFDODO
dejarse de percibir ingresos por con-
cepto de impuestos; en segundo lugar 
el terremoto que afectó a Popayán 
generó una fuerte crisis económica 
y social debido a la contracción en el 
consumo de los hogares y las ventas 
\SRU~OWLPRODLQÁDFLyQTXH
alcanzó los 19 puntos porcentuales. 
Posteriormente, la fase de expansión 
del ciclo se originó con la recuperación 
de la economía debido a la ayuda del 
gobierno central y la facilidad en 
los créditos otorgados por entidades 
SULYDGDV'HRWURODGRVHLQWHQVLÀFy
la bonanza cafetera por la escasez 
internacional de grano.
A nivel general el sector agrícola cau-
cano dominó los comportamientos del 
ciclo en las décadas de los sesenta, se-
tenta y ochenta, donde la participación 
GHHVWHVHFWRUHQHO3,%GHSDUWDPHQWDO
era elevada aunque decreciente con el 
paso de los años, pues de acuerdo con 
Alonso (2006) la participación en los 
sesenta alcanzaba los 65,96 puntos 
porcentuales y otros como la indus-
tria solo alcanzaban el 10,27%, pero 
ya para los ochenta el sector agrícola 
había diezmado su participación casi 
a la mitad (40,16%). 
La década del noventa se inició con 
una fuerte expansión cuya explica-
ción reside en varios fenómenos: los 
UHVXOWDGRVSRVLWLYRVGHODSUHWyQÀVFDO
que revirtió la tendencia histórica 
GHOGpÀFLW\ORVUHSXQWHVGHVHFWRUHV
como el agrícola, el financiero, el 
turístico y la microempresa ayuda-
URQ D LPSXOVDU HO3,% FDXFDQR(O
crecimiento en la segunda mitad de 
esta década fue muy pobre debido a 
un fenómeno local, la avalancha del 
río Páez, y luego la crisis nacional de 
ÀQDOHVGH ORVQRYHQWD$IRUWXQDGD-
mente para el nuevo siglo, los frutos 
de la Ley Páez se hicieron realidad 
y el departamento inició un proceso 
de transición en su estructura pro-
ductiva, constituyéndose el sector 
industrial como uno de los que más 
DSRUWDEDDO3,%GHELGRDOLQFUHPHQWR
sostenido en sus niveles de produc-
tividad (Gómez, 2010). En efecto, 
el comportamiento evidenciado por 
el sector agrícola y el industrial es 
contrario a décadas anteriores, pues 
DKRUDODVSDUWLFLSDFLRQHVHQHO3,%VH
acercaron al 20% y al 22%, respecti-
vamente (Gómez, 2010).
3DUDHO~OWLPROXVWURODDSDULFLyQGH
captadoras ilegales de dinero llama-
das "pirámides" protegió la economía 
del departamento, mitigando el im-
SDFWRGHODFULVLVÀQDQFLHUDQDFLRQDO
y mundial, pero su desplome generó 
una crisis más profunda para la eco-
nomía local, al disminuir el nivel de 
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actividad económica por debajo del 
nacional (Gómez y Miller, 2010).13
 ,QWHUGHSHQGHQFLDV FtFOLFDV
GHSDUWDPHQWDOHVEDMRORVÀOWURV
de Kalman y Hodrick-Prescott
Para indagar por el grado de inter-
GHSHQGHQFLDGHORVFLFORV.DOPDQ\
Hodrick-Prescott se construyó una 
matriz de correlaciones simples con-
temporánea, rezagada y adelantada 
HQ WUHV SHULRGRV SDUD FDGDÀOWUR
ODFXDOVHUHODFLRQDHQHO*UiÀFR14 
En términos generales se muestra 
que las correlaciones estadísticamente 
FHP CC CC+1 CC+2 CC+3 CC-1 CC-2 CC-3 FK CC CC+1 CC+2 CC+3 CC-1 CC-2 CC-3
CH 0,18 0,33 0,20 -0,15 0,20 0,28 0,29 CH -0,14 0,22 0,19 -0,26 -0,11 0,06 0,23
CH+1 0,22 0,18 0,34 0,18 0,30 0,30 -0,04 CH+1 -0,09 -0,17 0,26 0,15 0,10 0,22 -0,19
CH+2 0,29 0,26 0,14 0,39 0,27 -0,02 -0,03 CH+2 0,09 -0,05 -0,23 0,33 0,19 -0,17 0,05
CH+3 0,27 0,32 0,24 0,16 -0,04 -0,02 -0,22 CH+3 0,18 0,11 -0,08 -0,21 -0,20 0,06 -0,11
CH-1 0,31 0,22 -0,17 -0,17 0,17 0,22 0,26 CH-1 0,20 0,21 -0,28 -0,07 -0,15 -0,09 0,05
CH-2 0,22 -0,16 -0,18 -0,15 0,33 0,19 0,22 CH-2 0,20 -0,26 -0,09 0,14 0,21 -0,13 -0,09
CH-3 -0,13 -0,21 -0,14 -0,26 0,24 0,31 0,21 CH-3 -0,23 -0,12 0,17 0,08 0,21 0,19 -0,11
CN 0,15 -0,03 -0,12 -0,10 0,34 0,19 0,25 CN 0,02 -0,14 -0,14 -0,06 0,31 -0,14 0,15
CN+1 0,35 0,15 -0,03 -0,13 0,20 0,25 0,00 CN+1 0,30 0,02 -0,15 -0,14 -0,14 0,15 -0,28
CN+2 0,22 0,35 0,17 -0,05 0,28 0,00 0,08 CN+2 -0,15 0,30 0,03 -0,16 0,16 -0,28 0,18
CN+3 0,29 0,21 0,38 0,15 0,03 0,08 -0,03 CN+3 0,15 -0,14 0,29 0,04 -0,30 0,19 0,17
CN-1 -0,05 -0,09 -0,10 0,01 0,13 0,35 0,18 CN-1 -0,16 -0,11 -0,08 0,11 0,03 0,32 -0,15
CN-2 -0,11 -0,09 0,02 -0,02 -0,09 0,13 0,33 CN-2 -0,10 -0,09 0,15 -0,15 -0,20 0,01 0,32
CN-3 -0,10 0,06 -0,06 0,16 -0,09 -0,04 0,12 CN-3 -0,10 0,15 -0,16 0,36 -0,08 -0,19 0,01
CT 0,16 0,02 -0,21 -0,19 0,14 0,24 0,17 CT 0,17 0,09 -0,25 -0,06 -0,13 0,09 -0,07
CT+1 0,16 0,16 0,04 -0,24 0,27 0,18 0,13 CT+1 -0,11 0,14 0,14 -0,31 0,13 -0,09 -0,14
CT+2 0,29 0,16 0,17 0,01 0,20 0,14 0,22 CT+2 0,12 -0,11 0,15 0,14 -0,09 -0,15 0,34
CT+3 0,23 0,28 0,18 0,14 0,17 0,23 0,00 CT+3 -0,09 0,11 -0,10 0,13 -0,13 0,33 0,01
CT-1 0,00 -0,18 -0,20 -0,08 0,15 0,15 0,22 CT-1 0,06 -0,20 -0,10 0,13 0,16 -0,09 0,06
CT-2 -0,19 -0,17 -0,11 -0,07 0,02 0,18 0,15 CT-2 -0,22 -0,07 0,10 -0,01 0,07 0,18 -0,10
CT-3 -0,17 -0,10 -0,10 -0,03 -0,15 0,05 0,20 CT-3 -0,06 0,08 0,01 0,01 -0,21 0,05 0,19
CV 0,12 -0,18 -0,24 -0,27 0,06 0,35 0,39 CV 0,24 -0,17 -0,05 -0,07 -0,27 0,17 0,15
CV+1 0,10 0,12 -0,17 -0,28 0,39 0,40 0,23 CV+1 -0,26 0,22 -0,13 -0,11 0,22 0,13 -0,25
CV+2 0,41 0,11 0,12 -0,18 0,42 0,24 0,33 CV+2 0,22 -0,25 0,21 -0,13 0,13 -0,25 0,25
CV+3 0,44 0,41 0,11 0,10 0,26 0,34 0,10 CV+3 0,11 0,23 -0,27 0,24 -0,26 0,26 0,02
CV-1 -0,20 -0,22 -0,28 -0,15 0,10 0,07 0,34 CV-1 -0,20 -0,01 -0,08 0,10 0,22 -0,25 0,15
CV-2 -0,22 -0,26 -0,19 -0,17 -0,16 0,14 0,08 CV-2 -0,03 -0,06 0,06 -0,10 -0,17 0,25 -0,26
CV-3 -0,25 -0,20 -0,19 -0,02 -0,19 -0,14 0,16 CV-3 -0,05 0,03 -0,09 0,19 -0,02 -0,18 0,26
13 Desafortunadamente no existe un estudio que revele de forma precisa la composición de la demanda 
DJUHJDGDGHSDUWDPHQWDOSDUDSURIXQGL]DUDXQPiVHVWDVDÀUPDFLRQHV
14 Solo se mostrará a continuación lo relacionado con el Cauca, las restantes correlaciones se encuentran 
HQHO$QH[R/DVLJQLÀFDQFLDHVWDGtVWLFDGH ODVFRUUHODFLRQHVVHHYDO~DSRUHOHVWDGtVWLFRGHSUXHED
XWLOL]DGRHQODFRUUHODFLyQHQWUHÀOWURV&RPRHQHVWHFDVR7 \DVXPLHQGRXQQLYHOGHVLJQLÀFDQFLDGHO
5%, se puede implementar la regla “2-t”. Por tanto cuando t*=2, la correlación l(ci,cj) es estadísticamente VLJQLÀFDWLYDVLVXYDORUDEVROXWRHVLJXDORPD\RUTXHGHDFXHUGRDODIRUPXODDQWHULRU(QHVWH
estudio se eligió un valor mayor o igual a 0,3.
.YmÄJVMatriz de correlaciones simples, adelantadas y contemporáneas. 
*PJSVZ KLS*H\JH ` LS :\YVJJPKLU[L -PS[YVZ KL/VKYPJR7YLZJV[[ `2HSTHU
(1960-2010)
Nota. Donde CH: ciclo Huila en t, CN: ciclo Nariño en t, CT: ciclo Tolima en t, CV: ciclo Valle 
HQW\&&FLFOR&DXFDHQW/RVVLJQRV\Q~PHURVKDFHQUHIHUHQFLDDORVSHULRGRVGH
adelanto, y (-1,-2,-3) a los periodos de rezago.
Fuente: Elaboración propia.
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VLJQLÀFDWLYDVVRQPXFKRPiVQXPH-
rosas y sus valores más altos en el 
escenario Filtro de Hodrick-Prescott 
TXHHQ)LOWURGH.DOPDQ3DUDHOFDVR
del Cauca llama la atención que en el 
primer escenario no existe relación 
entre el ciclo de este departamento y 
el Tolima, y para el segundo no existe 
con el Valle. 
'HPDQHUDHVSHFtÀFDORVUHVXOWDGRV
muestran que para ambos escenarios, 
las relaciones cíclicas más importan-
tes del Cauca se encuentran con el 
departamento de Nariño. Se puede 
DÀUPDUTXHGLFKDUHODFLyQHVSURFtFOL-
ca en t y para los rezagos, pero no para 
los adelantos, encontrándose por tanto 
que el ciclo económico caucano se halla 
a la retaguardia del comportamiento 
de sus vecinos más cercanos, especial-
mente con Nariño. Visto de otra forma, 
si el departamento de Nariño entra 
hoy en una fase expansiva del ciclo, el 
&DXFDVHEHQHÀFLDUiGHHVWHIHQyPHQR
no solo hoy, sino hasta dos periodos 
hacia adelante. Sorpresivamente bajo 
HOÀOWURGH.DOPDQQRH[LVWHUHODFLyQ
cercana entre el comportamiento del 
nivel de actividad económica de corto 
plazo con el Valle, de tal forma que si 
en este departamento se presenta una 
expansión o una recesión, la economía 
del Cauca, al menos en el corto plazo, 
no se verá afectada ni positiva, ni 
negativamente. 
Para los otros departamentos la 
situación es un poco diferente. Si-
guiendo con los resultados señalados 
en la Tabla 1, en el caso del Huila su 
economía tiene una estrecha relación 
procíclica con la tolimense, no solo de 
forma contemporánea sino rezagada 
y adelantada. Esto indica que siem-
SUHODVH[SDQVLRQHVGHXQREHQHÀFLDQ
al otro, y las recesiones los perjudican 
mutuamente en el inmediato plazo. 
Frente a su relación con Nariño es 
procíclica pero rezagada, por tanto si 
este departamento experimenta una 
recesión hoy, se afectará el ciclo hui-
lense de forma negativa en los próxi-
mos años. Finalmente su relación con 
el Valle, tambien como sucede con el 
Cauca, es nula.
Para Nariño, la matriz muestra en 
términos generales que su economía 
de corto plazo guarda una relación 
procíclica con la economía del Tolima 
y aun más fuerte con la del Valle, en 
términos adelantados, rezagados y 
presentes. Esto indica que dichas 
economías están muy ligadas entre 
sí, y que fases expansivas (recesivas) 
del ciclo tienen repercusiones directas 
en los niveles de actividad económica. 
3RU ~OWLPR HO 9DOOH SUHVHQWD XQD
relación muy fuerte con la economía 
del Tolima, pues sus correlaciones 
(0,40), superan las estimadas en los 
anteriores escenarios. El ciclo toli-
mense muestra preponderantemente 
comportamientos contemporáneos 
y rezagados frente al Valle, lo que 
evidencia que la economía de este 
~OWLPRSHVDPXFKRPiVVREUHODGHO
Tolima, que viceversa.
De otro lado, como se observa en el 
Anexo 4, el ciclo huilense contempo-
ráneo guarda una correlación pro-
cíclica con sus similares de Nariño, 
Tolima y Valle, encontrándose con 
HVWH~OWLPR VX UHODFLyQPiV IXHUWH
Dicha relación temporal es rezagada, 
por tanto una fase expansiva (recesi-
va) en el Valle mañana, generará una 
expansión (recesión) en el Huila, hoy. 
Finalmente, para el eje conformado 
entre Nariño, Tolima y Valle, como 
se mencionó tambien en el escenario 
anterior, las correlaciones son muy 
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elevadas, positivas y estadísticamen-
WHVLJQLÀFDWLYDVORTXHVHWUDGXFHHQ
que dichos ciclos muestran una es-
trecha relación procíclica entre ellos, 
no solo de forma contemporánea sino 
rezagada y adelantada. Esto indica 
que las expansiones y las recesiones 
EHQHÀFLDQ\SHUMXGLFDQDWRGRVHQHO
corto plazo. 
3.3. Modelos VAR
Para hallar la dependencia de corto 
plazo entre los ciclos regionales se 
estimaron cuatro sistemas con la 
metodología VAR para ambos fil-
tros. De acuerdo con los resultados 
anteriores, las ciclos generalmente 
encuentran altas relaciones de forma 
contemporánea y rezagada, pero no 
adelantada. Como la matriz muestra 
correlaciones pero no causalidades, 
entonces se implementará a conti-
nuación un modelo VAR(p) estándar 
SDUDDPERVÀOWURV15 Aunque en es-
tos modelos todas las variables son 
endógenas, este permitirá no solo 
capturar la interdependencia del ciclo 
en el suroccidente colombiano, sino 
indagar a través del análisis impulso-
respuesta, por su comportamiento 
futuro cuando se presenten choques 
exógenos en las economías vecinas 
al Cauca.
8QD FRQGLFLRQ IXQGDPHQWDO SDUD
estimar un VAR es que las series en 
análisis sean estacionarias. Como 
ORVFLFORVHFRQyPLFRVVRQSRUGHÀQL-
FLyQHVWDFLRQDULRV,WRGDYH]TXH
ÁXFW~DQFRQXQDYDULDQ]DPX\EDMD
y una media constante e igual a cero, 
no se requiere la implementación 
de pruebas estadísticas de raíces 
unitarias. En este orden de conside-
raciones, se construyeron tanto para 
+RGULFN3UHVFRWWFRPRSDUDÀOWURGH
.DOPDQFXDWURPRGHORV9$5SHQ
parejas, de la siguiente forma: Cauca-
Valle, Cauca-Nariño, Cauca-Huila 
y Cauca-Tolima. Para determinar 
la longitud del rezago, se escogió 
SDUDFDGDVLVWHPDHOPD\RUQ~PHUR
de rezagos desde 4 a 0, teniendo en 
cuenta los criterios de información de 
Akaike, Schwartz y Hannan-Quinn. 
Para evaluar la presencia o ausencia 
de autocorrelación en los errores se 
efectuó la prueba de Portmanteau, y 
ÀQDOPHQWHVHLPSOHPHQWyHOWHVWGH
normalidad multivariada para los 
errores, aplicando la matriz de Cho-
lesky en la ortogonalización de la ma-
triz de covarianzas de los residuales. 
Finalmente se evaluó la presencia de 
heterocedasticidad a través del test 
de White. Los resultados para ambos 
ÀOWURVVHUHODFLRQDQHQHO$QH[R
Con la metodología de Hodrick-
Prescott los rezagos óptimos son 
Cauca-Valle (2), Cauca-Nariño (1), 
Cauca-Huila (1) y Cauca-Tolima (1). 
3DUDODPHWRGRORJtD.DOPDQODORQ-
gitud del rezago es Cauca-Valle (2), 
Cauca-Nariño (1), Cauca-Huila (2) y 
Cauca-Tolima (3).16 
3.4. Análisis impulso-respuesta 
&RQHOÀQGHHYDOXDUODGLQiPLFDGH
los efectos que sobre el ciclo caucano 
tienen las perturbaciones exógenas 
de los ciclos regionales, se implemen-
15 Donde p es la longitud máxima del rezago.
 /RVUHVXOWDGRVSDUDORVÀOWURVVHPXHVWUDQHQHO$QH[R6HGHVWDFDHQODVPRGHODFLRQHVTXHWDQWRHQHQ
HOFRQWH[WR)+3FRPR).ORVPHMRUHVDMXVWHV52DMXVWDGRVHSUHVHQWDQFXDQGRHOFLFORFDXFDQRDFW~D
como variable explicativa rezagada en la segunda ecuación de todos los sistemas. 
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tó un análisis de impulso-respuesta 
para los dos escenarios propuestos. 
Aunque vale la pena indicar que la 
comparación puede no ser directa, ya 
que los sistemas no tienen el mismo 
Q~PHURGHUH]DJRVHVWRVRORVHFXP-
ple para los sistemas Cauca-Huila 
y Cauca-Tolima. De otro lado, el 
LQWHUYDORGHFRQÀDQ]DPRVWUDGRSRU
las líneas discontinuas implica que si 
éste contiene a cero, las perturbacio-
nes causan efectos estadísticamente 
nulos.
Los resultados muestran que para 
ninguno de los filtros propuestos, 
los resultados son estadísticamente 
significativos; es decir, todos los 
LQWHUYDORV GH FRQÀDQ]D FRQVWUXLGRV
FRQXQQLYHO GH FRQÀDQ]DGHO 
contienen el cero, de tal forma que se 
puede concluir que las perturbaciones 
no causan efectos estadísticamente 
diferentes de cero. Los resultados se 
muestran en el Anexo 7. 
4. CONCLUSIONES
Los resultados de las correlaciones 
SRUDPERVÀOWURVVRQFRQWUDGLFWRULDV
para la mayoría de los departamen-
tos, solo se hallan comportamientos 
robustos para el eje conformado entre 
Cauca y Nariño. Por tal motivo, se 
concluye que en el caso del Cauca su 
ciclo guarda relaciones económicas 
más estrechas de forma procíclica 
con el departamento de Nariño. La 
posible explicación puede residir en 
la estructura productiva de dichos 
departamentos, de tal forma que 
Nariño, por su cercanía a la frontera 
con Ecuador, es un departamento 
que basa su economía en el comercio, 
mientras que el Valle, y de forma un 
poco más distante, el Tolima, son de-
partamentos que basan sus economías 
en la industria. El Cauca, a pesar de 
estar atravesando por un proceso de 
cambio en su estructura productiva, 
todavía su sector agrícola tiene una 
DOWDSDUWLFLSDFLyQHQHO3,%\HQ
Nariño la situación no es muy disímil.
De acuerdo con el escenario del Filtro 
de Hodrick-Prescott, la economía de 
FRUWRSOD]RFDXFDQDVHYHLQÁXHQFLDGD
mucho más por los comportamientos 
de las economías del Valle y del Huila 
que frente a la del Tolima o Nariño. 
Esto implica para los hacedores de po-
lítica económica que se debe prestar 
el máximo de atención a los compor-
tamientos cíclicos de las ecomomías 
YDOOXQD\KXLOHQVHFRQHOÀQGHPLWL-
gar el impacto contraproducente que 
tiene, por ejemplo, el Valle en el ciclo 
caucano en los primeros años y de 
forma contraria, impulsar el impacto 
positivo que tiene el Huila, para el 
mismo lapso, en el nivel de actividad 
económica del Cauca.
Frente al análisis impulso-respuesta, 
los resultados para todos los siste-
mas son estadisticamente no signi-
ÀFDWLYRV$SHVDUGHHVWR VHSXHGH
mencionar que este análisis muestra 
impactos mucho más volátiles en el 
primer escenario que en el segundo; 
es decir, para Hodrick-Prescott el 
ciclo caucano se estimula de forma 
suavizada frente a los cambios en la 
actividad económica de los departa-
PHQWRV YHFLQRV SHUR HQ.DOPDQHO
estímulo es mucho más notorio y al-
gunas veces mucho más persistente, 
de tal forma que la periodicidad entre 
expansiones y recesiones es mucho 
menor aquí que en Hodrick-Prescott.
Finalmente, existe evidencia de que 
en el Cauca no hay presencia de ciclos 
GH ODUJR SOD]R R.RQGUDWLHY SHUR
sí ciclos de mediano plazo o de tipo 
Juglar para la década de los sesenta, 
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setenta y ochenta. Ya para los noven-
ta y lo corrido del nuevo milenio, la 
SHULRGLFLGDGHVPiVEDMDD~QORTXH
PXHVWUDTXHHO3,%GHFRUWRSOD]RHV
mucho más volátil, y por tanto existen 
FLFORVDOD.LWFKLQ
El estudio puede ser profundizado al 
analizar las divergencias existentes 
HQWUHDPERVÀOWURVHQHOFDVRGHODV
correlaciones entre los departamen-
tos considerados. Se recomienda, en-
tonces, observar más detenidamente 
la estructura del estado-espacio en 
.DOPDQSDUDEXVFDURWUDVDOWHUQD-
tivas de modelación al interior del 
mismo filtro. El estudio también 
permite en un futuro investigar por 
las relaciones cíclicas entre regiones 
antes que departamentos ubicados en 
]RQDVJHRJUiÀFDVHVSHFtÀFDV
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desenvolvimiento económico. Méxi-
co: Fondo de Cultura Económica. 
16. Schumpeter, J. (1944). Capitalismo, 
socialismo y democracia. México: 
Orby. 
17. Sherwood-Call, C. (1988). Explor-
ing the relationships between 
national and regional economic 
ÁXFWXDWLRQVEconomic Review, 3, 
1-24.
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nómicos en Colombia 1986 – 2000. 
Documentos de trabajo sobre eco-
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(UL_V Prueba ADF (5%)
Variable Estadístico Valor critico Orden de integración
LPIBC -2,43 -3,5 I(1)
LPIBH -1,42 -3,5 I(1)
LPIBN -3,00 -3,5 I(1)
LPIBP -1,27 -3,5 I(1)
LPIBT -1,51 -3,5 I(1)
LPIBV -1,54 -3,5 I(1)
Fuente: Elaboración propia.
(UL_V,Z[PTHJP}UKLSH[LUKLUJPHKLS70)5HYP|V` /\PSH-PS[YVKL2HSTHU
(1960-2010)
Parámetros y estadísticos Nariño Huila Tolima Valle
SV1 0,0442 0,0486 0,0365 0,0469
Root MSE 1,5595 0,0214 0,0382 0,0238
SV2 15,5422 15,5298 15,7424 17,3893
Root MSE 465,1910 0,0338 0,0425 0,0291
Log Likelihood 73,9733 68,3179 63,1755 80,1029
AIC -2,8225 -2,6007 -2,3990 -3,0629
SIC -2,7467 -2,5249 -2,3233 -2,9871
HQIC -2,7935 -2,5718 -2,3701 -3,0339
Fuente: Elaboración propia.
(UL_VEstadísticos Pronóstico ARIMA
Departamento Theil Sesgo Varianza Covarianza
Cauca 0,001412 0,000000 0,070278 0,929723
Huila 0,001345 0,000040 0,007399 0,992561
Nariño 0,001125 0,005696 0,043655 0,950649
Tolima 0,001401 0,000001 0,015201 0,984789
Valle 0,000723 0,005696 0,043656 0,950649
Fuente: Elaboración propia.
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Fuente: Elaboración propia.
(UL_V*PJSVZLJVU}TPJVZKLSZ\YVJJPKLU[LUVYTHSPaHKV/VKYPJR7YLZJV[[
y Kalman (1960-2010)
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Prescott y Kalman (1960-2010)
Continúa
CH CH+1 CH+2 CH+3 CH-1 CH-2 CH-3
CH 1,00       
CH+1 0,38 1,00  
CH+2 0,00 0,41 1,00  
CH+3 0,01 0,02 0,39 1,00  
CH-1 0,37 0,03 0,03 0,03 1,00  
CH-2 0,04 0,05 0,05 -0,18 0,38 1,00  
CH-3 0,07 0,01 -0,19 -0,25 0,03 0,36 1,00 CN CN+1 CN+2 CN+3 CN-1 CN-2 CN-3
CN 0,23 0,37 0,34 0,08 0,12 0,19 0,22 1,00       
CN+1 0,13 0,24 0,39 0,35 0,18 0,21 -0,04 0,54 1,00  
CN+2 0,20 0,13 0,28 0,41 0,21 -0,06 -0,16 0,20 0,54 1,00  
CN+3 0,24 0,20 0,17 0,30 -0,06 -0,18 -0,12 -0,06 0,20 0,53 1,00  
CN-1 0,35 0,35 0,08 0,01 0,24 0,13 0,19 0,53 0,18 -0,08 -0,31 1,00  
CN-2 0,33 0,09 0,00 -0,04 0,35 0,27 0,16 0,17 -0,10 -0,32 -0,26 0,52 1,00  
CN-3 0,08 0,07 0,00 -0,13 0,36 0,35 0,21 -0,09 -0,34 -0,28 -0,39 0,19 0,54 1,00 CT CT+1 CT+2 CT+3 CT-1 CT-2 CT-3
CT 0,32 0,06 -0,10 -0,21 0,26 0,26 0,20 0,41 0,17 -0,11 -0,26 0,37 0,30 0,27 1,00       
CT+1 0,29 0,33 0,10 -0,07 0,25 0,16 0,19 0,40 0,42 0,17 -0,13 0,33 0,30 0,17 0,61 1,00  
CT+2 0,28 0,29 0,37 0,12 0,16 0,16 0,09 0,35 0,40 0,42 0,16 0,32 0,19 0,05 0,23 0,61 1,00  
CT+3 0,19 0,28 0,35 0,40 0,16 0,05 0,16 0,35 0,35 0,40 0,40 0,22 0,08 0,01 0,00 0,23 0,61 1,00  
CT-1 0,04 -0,06 -0,19 -0,26 0,33 0,27 0,25 0,16 -0,13 -0,27 -0,42 0,41 0,37 0,33 0,58 0,21 -0,03 -0,30 1,00  
CT-2 -0,06 -0,14 -0,23 -0,33 0,07 0,33 0,24 -0,13 -0,28 -0,43 -0,51 0,19 0,44 0,39 0,20 -0,04 -0,31 -0,53 0,59 1,00  
CT-3 -0,12 -0,19 -0,31 -0,29 -0,03 0,06 0,30 -0,27 -0,44 -0,52 -0,39 -0,10 0,24 0,45 -0,02 -0,31 -0,53 -0,40 0,23 0,60 1,00 CV CV+1 CV+2 CV+3 CV-1 CV-2 CV-3
CV 0,26 0,07 -0,10 -0,24 0,40 0,45 0,44 0,54 0,32 -0,06 -0,24 0,39 0,40 0,32 0,61 0,31 0,12 0,06 0,45 0,31 0,26 1,00       
CV+1 0,44 0,27 0,12 -0,07 0,44 0,39 0,28 0,42 0,55 0,31 -0,08 0,44 0,35 0,19 0,48 0,61 0,32 0,12 0,32 0,23 -0,12 0,55 1,00  
CV+2 0,46 0,45 0,29 0,13 0,37 0,25 0,01 0,45 0,43 0,55 0,31 0,37 0,20 -0,01 0,34 0,49 0,62 0,33 0,23 -0,14 -0,48 0,23 0,56 1,00  
CV+3 0,39 0,46 0,47 0,31 0,24 -0,01 -0,05 0,39 0,46 0,43 0,55 0,22 -0,01 -0,18 0,25 0,35 0,50 0,62 -0,14 -0,49 -0,48 0,02 0,24 0,57 1,00  
CV-1 0,05 -0,08 -0,23 -0,24 0,26 0,43 0,46 0,31 -0,08 -0,26 -0,50 0,54 0,37 0,43 0,28 0,10 0,03 -0,10 0,61 0,47 0,36 0,52 0,21 0,00 -0,28 1,00  
CV-2 -0,06 -0,18 -0,20 -0,15 0,09 0,25 0,38 -0,07 -0,27 -0,52 -0,49 0,35 0,61 0,39 0,10 0,03 -0,10 -0,13 0,32 0,62 0,46 0,22 0,02 -0,27 -0,33 0,57 1,00  
CV-3 -0,16 -0,18 -0,14 -0,26 -0,04 0,07 0,22 -0,26 -0,52 -0,50 -0,34 -0,04 0,42 0,60 0,06 -0,08 -0,12 -0,08 0,13 0,32 0,60 0,05 -0,24 -0,32 -0,23 0,27 0,55 1,00
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Anexo 5. 4H[YPJLZKLJVYYLSHJPVULZZPTWSLZHKLSHU[HKHZ` JVU[LTWVYmULHZ*PJSVZZ\YVJJPKLU[L-PS[YVZKL/VKYPJR7YLZJV[[
y Kalman (1960-2010). (Cont.)
FK CH CH+1 CH+2 CH+3 CH-1 CH-2 CH-3
CH 1,00       
CH+1 -0,06 1,00  
CH+2 -0,47 -0,03 1,00  
CH+3 -0,13 -0,46 -0,05 1,00  
CH-1 -0,10 -0,43 -0,11 0,17 1,00  
CH-2 -0,43 -0,09 0,17 -0,08 -0,08 1,00  
CH-3 -0,05 0,13 -0,10 -0,14 -0,43 -0,10 1,00 CN CN+1 CN+2 CN+3 CN-1 CN-2 CN-3
CN -0,07 0,18 0,21 -0,24 -0,25 0,04 0,30 1,00       
CN+1 -0,25 -0,07 0,19 0,21 0,05 0,31 -0,13 -0,23 1,00  
CN+2 0,04 -0,26 -0,07 0,19 0,31 -0,12 -0,14 -0,25 -0,23 1,00  
CN+3 0,30 0,06 -0,28 -0,08 -0,13 -0,13 0,18 -0,06 -0,25 -0,23 1,00  
CN-1 0,16 0,22 -0,22 -0,10 -0,06 -0,24 0,03 -0,23 -0,25 -0,05 -0,20 1,00  
CN-2 0,22 -0,24 -0,10 0,06 0,13 -0,05 -0,20 -0,25 -0,04 -0,21 0,32 -0,24 1,00  
CN-3 -0,23 -0,10 0,06 0,03 0,25 0,12 -0,08 -0,05 -0,21 0,33 -0,12 -0,25 -0,22 1,00 CT CT+1 CT+2 CT+3 CT-1 CT-2 CT-3
CT 0,32 -0,13 -0,12 -0,04 -0,04 0,00 -0,11 0,29 0,01 -0,22 0,09 -0,08 -0,17 0,10 1,00       
CT+1 -0,01 0,30 -0,09 -0,10 0,01 -0,15 0,02 -0,06 0,30 0,01 -0,21 -0,18 0,11 0,01 -0,25 1,00  
CT+2 0,01 -0,02 0,31 -0,09 -0,14 0,02 -0,18 -0,18 -0,06 0,30 0,01 0,10 0,01 -0,08 -0,40 -0,25 1,00  
CT+3 -0,14 -0,01 0,00 0,32 0,03 -0,19 0,33 0,11 -0,18 -0,06 0,31 0,00 -0,07 0,03 0,18 -0,43 -0,25 1,00  
CT-1 -0,17 -0,07 -0,01 0,07 0,33 -0,02 -0,01 0,02 -0,22 0,10 0,06 0,31 -0,13 -0,14 -0,28 -0,39 0,17 0,13 1,00  
CT-2 -0,09 0,01 0,08 -0,10 -0,16 0,33 -0,04 -0,22 0,10 0,06 -0,11 0,03 0,31 -0,13 -0,40 0,17 0,12 -0,33 -0,26 1,00  
CT-3 0,04 0,05 -0,11 -0,06 -0,08 -0,18 0,33 0,09 0,06 -0,12 0,07 -0,23 0,07 0,29 0,19 0,12 -0,33 0,20 -0,40 -0,27 1,00 CV CV+1 CV+2 CV+3 CV-1 CV-2 CV-3
CV 0,02 -0,05 -0,08 -0,18 0,08 0,05 0,10 0,36 0,18 -0,22 0,11 -0,34 -0,04 0,07 0,50 -0,19 -0,21 0,14 -0,18 -0,25 0,40 1,00  
CV+1 0,11 -0,02 -0,01 -0,06 0,07 0,06 0,08 -0,33 0,37 0,18 -0,21 -0,05 0,07 0,09 -0,13 0,48 -0,19 -0,24 -0,23 0,38 0,04 -0,21 1,00  
CV+2 0,06 0,12 -0,02 -0,01 0,06 0,08 -0,24 -0,05 -0,33 0,37 0,18 0,07 0,09 0,01 -0,24 -0,13 0,48 -0,19 0,38 0,04 -0,38 -0,28 -0,21 1,00  
CV+3 0,04 0,07 0,11 -0,03 0,08 -0,22 -0,07 0,06 -0,05 -0,32 0,36 0,07 0,02 -0,02 0,36 -0,23 -0,13 0,49 0,04 -0,36 0,17 0,05 -0,28 -0,21 1,00  
CV-1 -0,10 -0,04 -0,15 -0,01 0,01 0,11 0,07 0,19 -0,22 0,12 -0,21 0,38 -0,43 0,00 -0,22 -0,21 0,14 -0,07 0,50 -0,16 -0,23 -0,26 -0,29 0,07 -0,19 1,00  
CV-2 -0,05 -0,13 -0,01 0,21 -0,06 0,00 0,06 -0,23 0,12 -0,20 -0,08 0,21 0,43 -0,47 -0,23 0,13 -0,08 -0,08 -0,17 0,52 -0,20 -0,30 0,08 -0,20 -0,10 -0,19 1,00  
CV-3 -0,10 -0,03 0,19 -0,04 -0,05 -0,08 -0,01 0,11 -0,21 -0,08 0,03 -0,24 0,25 0,41 0,15 -0,08 -0,07 0,16 -0,23 -0,19 0,51 0,11 -0,20 -0,12 0,26 -0,29 -0,23 1,00
1RWD'RQGH&+&LFORGHO+XLODHQW&1FLFOR1DULxRHQW&7FLFOR7ROLPDHQW\&9FLFOR9DOOHHQW/RVVLJQRV\Q~PHURVKDFHQUHIHUHQFLD
a los periodos de adelanto, y (-1,-2,-3) a los periodos de rezago.
Fuente: Elaboración propia.
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VAR FHP REZAGO ÓPTIMO  PORTMANTEAU CHOLESKY WHITE
 Lag AIC SC HQ Lags Q-Stat Prob. Adj Q Prob. Comp. JB df Prob.  Joint test:
CAUCA-VALLE
0 -8,09 -8,01 -8,06            
1 -8,49 -8,26* -8,40      
2  -8,58* -8,18 -8,43* 1 0,44 NA* 0,45 NA* 1 1,72 2,00 0,42 Chi-sq 35,91
3 -8,46 -7,91 -8,25 2 0,78 NA* 0,81 NA* 2 1,75 2,00 0,42 df 24,00
4 -8,38 -7,67 -8,11 3 1,61 0,81 1,69 0,79 Joint 3,47 4,00 0,48 Prob. 0,06
CAUCA-NARIÑO
0 -7,89 -7,81 -7,86            
1 -8,23* -8,00* -8,15*      
2 -8,11 -7,72 -7,97   1 2,63 2,00 0,27 Chi-sq 24,79
3 -8,02 -7,47 -7,81 1 0,53 NA* 0,54 NA* 2 3,56 2,00 0,17 df 15,00
4 -7,97 -7,26 -7,70 2 2,41 0,66 2,50 0,65 Joint 6,20 4,00 0,18 Prob. 0,05
CAUCA-HUILA
0 -7,88 -7,80* -7,85            
1 -8,02* -7,79 -7,94*      
2 -7,95 -7,56 -7,81   1 2,44 2,00 0,29 Chi-sq 19,70
3 -7,96 -7,41 -7,75 1 0,15 NA* 0,15 NA* 2 5,36 2,00 0,07 df 15,00
4 -7,87 -7,17 -7,61 2 5,82 0,21 6,06 0,19 Joint 7,80 4,00 0,10 Prob. 0,18
CAUCA-TOLIMA
0 -7,34 -7,26 -7,31      
1 -7,72 -7,49* -7,63*      
2 -7,72* -7,33 -7,58   1 2,61 2,00 0,27 Chi-sq 19,09
3 -7,57 -7,02 -7,36 1 1,30 NA* 1,33 NA* 2 1,72 2,00 0,42 df 15,00
4 -7,53 -6,82 -7,26 2 4,96 0,29 5,14 0,27 Joint 4,33 4,00 0,36 Prob. 0,21
(UL_V4m_PTVYLaHNVUVH\[VJVYYLSHJP}U` UVYTHSPKHKKLLYYVYLZ4VKLSV=(9-PS[YVZKL/VKYPJR7YLZJV[[` 2HSTHU
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 Nota. 5H]DJRHOHJLGRSRUHOFULWHULR$,&&ULWHULRGHLQIRUPDFLyQGH$NDLNH6&&ULWHULRGHLQIRUPDFLyQGH6FKZDUW]+4&ULWHULRGH
información de Hanna-Quinn.
Fuente: Elaboración propia. 
VAR FK
REZAGO ÓPTIMO PORTMANTEAU CHOLESKY WHITE
 Lag AIC SC HQ Lags Q-Stat Prob. Adj Q Prob. Comp. JB df Prob.  Joint test:
CAUCA-VALLE
0 -10,26 -10,19* -10,24*            
1 -10,24 -10,00 -10,15      
2 -10,32* -9,93 -10,17 1 0,6 NA* 0,6 NA* 1 0,44 2,00 0,80 Chi-sq 54,84416621
3 -10,26 -9,71 -10,06 2 1,3 NA* 1,4 NA* 2 0,67 2,00 0,72 df 42
4 -10,31 -9,61 -10,05 3 13,2 0,0 14,0 0,0 Joint 1,11 4,00 0,89 Prob. 0,088385308
CAUCA-NARIÑO
0 -9,99 -9,91* -9,96            
1 -10,06 -9,83 -9,98* 1 0,4 NA* 0,5 NA*    
2 -10,03 -9,63 -9,88 2 10,7 0,0 11,1 0,0 1 0,75 2,00 0,69 Chi-sq 15,6752127
3 -10,10 -9,55 -9,89 3 14,3 0,1 14,9 0,1 2 2,09 2,00 0,35 df 15
4 -10,18* -9,47 -9,91 4 18,0 0,1 18,9 0,1 Joint 2,84 4,00 0,58 Prob. 0,403959353
CAUCA-HUILA
0 -9,26 -9,18* -9,23*            
1 -9,21 -8,97 -9,12      
2 -9,30* -8,91 -9,16 1 0,7 NA* 0,7 NA* 1 1,22 2,00 0,54 Chi-sq 67,94873648
3 -9,30 -8,75 -9,10 2 1,6 NA* 1,7 NA* 2 0,73 2,00 0,69 df 42
4 -9,25 -8,54 -8,98 3 14,1 0,0 15,0 0,0 Joint 1,95 4,00 0,74 Prob. 0,006828583
CAUCA-TOLIMA
0 -9,81 -9,74* -9,78      
1 -9,80 -9,57 -9,71 1 0,2 NA* 0,2 NA*    
2 -9,99* -9,58 -9,83* 2 1,2 NA* 1,3 NA* 1 2,34 2,00 0,31 Chi-sq 84,15115238
3 -9,91 -9,36 -9,71 3 5,0 NA* 5,4 NA* 2 2,43 2,00 0,30 df 81
4 -9,82 -9,11 -9,55 4 6,6 0,2 7,1 0,1 Joint 4,77 4,00 0,31 Prob. 0,383355393
(UL_V4m_PTV YLaHNVUVH\[VJVYYLSHJP}U`UVYTHSPKHKKLLYYVYLZ4VKLSV=(9-PS[YVZKL/VKYPJR7YLZJV[[ `
Kalman (Cont.)
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CC CV  CC CN  CC CH  CC CT
        
CC(-1) 0,210893377 -0,090248193 CC(-1) 0,248751983 0,275872914 CC(-1) 0,198958778 0,170030894 CC(-1) 0,247733069 0,07526198
 [ 1,38403] [-0,81683]  [ 1,72844] [ 2,40208]  [ 1,40670] [ 1,26825]  [ 1,71136] [ 0,48567]
CC(-2) 0,160523581 0,317903676 CN(-1) -0,037788017 0,483575132 CH(-1) 0,220285853 0,333281226 CT(-1) -0,020354871 0,588244193
 [ 1,10584] [ 3,02036]  [-0,26308] [ 4,21880]  [ 1,55786] [ 2,48652]  [-0,18328] [ 4,94787]
CV(-1) -0,189305476 0,634996901 C 1,44E-05 -0,001143397 C 0,00011344 0,000874226 C 3,13E-06 -0,000124957
 [-0,96873] [ 4,48147]  [ 0,00308] [-0,30565]  [ 0,02480] [ 0,20159]  [ 0,00067] [-0,02489]
CV(-2) -0,148119834 -0,194817106       
 [-0,73258] [-1,32886]       
C -0,00117678 -0,000455935       
 [-0,25595] [-0,13676]       
 R-squared 0,144715597 0,433255656  R-squared 0,059768695 0,369356792  R-squared 0,104618753 0,166863914  R-squared 0,059056652 0,36139327
 Adj. R-
squared 0,066962469 0,381733443
 Adj. R-
squared 0,019758852 0,342520911  Adj. R-squared 0,066517423 0,131411315  Adj. R-squared 0,019016509 0,334218515
 F-statistic 1,861218979 8,409104148  F-statistic 1,493849789 13,76354254  F-statistic 2,745803189 4,70667644  F-statistic 1,474936103 13,29886053
 Log likelihood 101,5352219 117,2869448  Log likelihood 100,944231 112,2259945  Log likelihood 102,1661388 104,8417113  Log likelihood 100,9253055 97,51881138
 Akaike AIC -3,94021314 -4,583140603  Akaike AIC -3,917769239 -4,369039779  Akaike AIC -3,96664555 -4,07366845  Akaike AIC -3,917012219 -3,780752455
 Schwarz SC -3,747170252 -4,390097716  Schwarz SC -3,803047858 -4,254318399  Schwarz SC -3,85192417 -3,95894707  Schwarz SC -3,802290838 -3,666031075
(UL_V4VKLSVZ=(9*PJSVZ*H\JH`:\YVJJPKLU[L-PS[YVKL/VKYPJR7YLZJV[[ 
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CC CV  CC CN  CC CH  CC CT
        
CC-1) -0,259864173 -0,125050567 CC(-1) -0,255992743 0,199807465 CC(-1) -0,295464508 -0,013485348 CC(-1) -0,341115494 0,004359805
 [-1,74371] [-1,55440]  [-1,84620] [ 2,37509]  [-2,04722] [-0,10168]  [-2,24492] [ 0,04517]
CC-2) -0,182176585 0,094185863 CN(-1) -0,236787342 -0,24076188 CC(-2) -0,136523437 -0,007854337 CC(-2) -0,179251171 0,117437228
 [-1,21813] [ 1,16664]  [-1,07390] [-1,79974]  [-0,96195] [-0,06022]  [-1,15966] [ 1,19607]
CV(-1) -0,308544893 -0,213171638 C 0,000444484 -0,000114796 CH(-1) 0,177581772 -0,116653161 CC(-3) -0,205657678 -0,01251901
 [-1,20478] [-1,54194]  [ 0,13151] [-0,05598]  [ 1,19995] [-0,85780]  [-1,36661] [-0,13096]
CV(-2) -0,148108251 -0,433851566   CH(-2) 0,237150751 -0,446436331 CT(-1) 0,009762552 -0,476989048
 [-0,58396] [-3,16877]    [ 1,61719] [-3,31298]  [ 0,04107] [-3,15939]
C 0,000146582 0,000132165   C -9,42E-05 0,000395463 CT(-2) -0,296291455 -0,588791679
 [ 0,04281] [ 0,07151]    [-0,02814] [ 0,12861]  [-1,31900] [-4,12637]
      CT(-3) -0,193033151 -0,17501815
       [-0,80246] [-1,14540]
      C -5,04E-05 -0,000324851
       [-0,01467] [-0,14891]
 R-squared 0,119922319 0,252515237  R-squared 0,088974478 0,158003073  R-squared 0,159746862 0,210161411  R-squared 0,18955928 0,357968086
 Adj. R-
squared 0,039915257 0,184562077
 Adj. R-
squared 0,050207434 0,122173416  Adj. R-squared 0,083360213 0,138357903  Adj. R-squared 0,070958199 0,264012197
 F-statistic 1,498896679 3,71601904  F-statistic 2,295106098 4,409840563  F-statistic 2,091292976 2,926896149  F-statistic 1,598293016 3,809958982
 Log likelihood 115,9699616 146,1791333  Log likelihood 117,2981528 142,2831913  Log likelihood 117,1044825 121,2478742  Log likelihood 115,156406 136,9387521
 Akaike AIC -4,529386188 -5,762413603  Akaike AIC -4,571926113 -5,57132765  Akaike AIC -4,575693164 -4,744811193  Akaike AIC -4,506516915 -5,41411467
 Schwarz SC -4,3363433 -5,569370715  Schwarz SC -4,457204733 -5,45660627  Schwarz SC -4,382650277 -4,551768306  Schwarz SC -4,233633435 -5,141231189
 
(UL_VModelos VAR. Ciclos del Cauca y Suroccidente. Filtro de Kalman (1996-2010). (Cont.)
1RWD'RQGH&1FLFOR1DULxRHQW&7FLFOR7ROLPDHQW\&9FLFOR9DOOHHQW/RVVLJQRV\Q~PHURVKDFHQUHIHUHQFLDDORVSHULRGRVGH
UH]DJR$,&&ULWHULRGHLQIRUPDFLyQGH$NDLNH6&&ULWHULRGHLQIRUPDFLyQGH6FKZDUW]+4&ULWHULRGHLQIRUPDFLyQGH+DQQD4XLQQ
Fuente: Elaboración propia. 
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Fuente: Elaboración propia. 
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