Abstract: In large asexual populations, beneficial mutations have to compete with each other for fixation. Here, I derive explicit analytic expressions for the rate of substitution and the mean beneficial effect of fixed mutations, under the assumptions that the population size N is large, that the mean effect of new beneficial mutations is smaller than the mean effect of new deleterious mutations, and that new beneficial mutations are exponentially distributed. As N increases, the rate of substitution approaches a constant, which is equal to the mean effect of new beneficial mutations. The mean effect of fixed mutations continues to grow logarithmically with N. The speed of adaptation, measured as the change of log fitness over time, also grows logarithmically with N for moderately large N, and it grows doublelogarithmically for extremely large N. Moreover, I derive a simple formula that determines whether at given N beneficial mutations are expected to compete with each other or go to fixation independently. Finally, I verify all results with numerical simulations.
INTRODUCTION
In asexual populations, beneficial mutations that have arisen independently in different organisms cannot recombine and therefore have to compete for fixation. This effect, often referred to as clonal interference (Gerrish and Lenski 1998), leads to a slowdown of adaptation for large population sizes. A similar effect can arise in sexual populations, and is called the Hill-Robertson effect (Hill and Robertson 1966) or the traffic problem (Stephan 1995; Kirby and Stephan 1996) .
(See also Crow and Kimura 1965; Kimura and Ohta 1971; Barton 1995; Orr 2000; McVean and Charlesworth 2000; Gerrish 2001; Johnson and Barton 2002; Kim and Stephan 2003) .
Clonal interference has two main consequences: As the population size becomes large, the increase in the rate of adaptation with increasing population size declines, and the beneficial mutations that are fixed convey increasingly larger beneficial effects. A number of recent studies have tried to quantify the rate of adaptation and the distribution of beneficial mutations in various organisms whose predominant mode of replication is asexual, such as Escherichia coli (de Visser et al. 1999; Imhof and Schlötterer 2001; Rozen et al. 2002) , vesicular stomatitis virus (Miralles et al. 1999; Miralles et al. 2000) , and bacteriophages ΦX174 and G4 (Bull et al. 2000; Kichler Holder and Bull 2001) .
Early studies of clonal interference date back to Kimura and coworkers (Crow and Kimura 1965; Kimura and Ohta 1971) . These authors considered the same effect s for all beneficial mutations. Gerrish and Lenski (1998) were the first to consider a distribution of beneficial effects, but neglected deleterious mutations. The results of Gerrish and Lenski (1998) were later generalized by Orr (2000) to include deleterious mutations. In the works of both Gerrish and Lenski (1998) and Orr (2000) , the final results (formulae for the expected substitution rate and for the mean effect of fixed mutations) were given in the form of unwieldy double integrals, which are difficult to interpret.
[However, Gerrish and Lenski (1998) gave explicit expressions for the unrealistic case of uniformly distributed beneficial mutations.] From these integrals, we cannot easily estimate for what parameter settings the interference effect becomes important, and it is unknown how the speed of adaptation behaves for very large N. Moreover, even numerical evaluation of the integrals can be tricky, because the integrand is strongly peaked. Rozen et al. (2002) gave an explicit expression for the distribution of beneficial effects of fixed mutations at large N. However, this expression also does not lead to a simple expression for the mean.
Here, I derive asymptotic expansions for the expected rate of adaptation and for the mean beneficial effect of fixed mutations, under the assumption that beneficial mutations are distributed exponentially. This assumption is reasonable, and has good theoretical support from extreme-value theory (Gillespie 1983; Gillespie 1991; Orr 2003) . I find that for very large N, the expected rate of adaptation approaches a limiting value that is given by the mean selective advantage of new beneficial mutations. The mean beneficial effect of fixed mutations, on the other hand, does not reach a hard limit, but continues to grow with the logarithm of the population size.
MATERIALS AND METHODS
Model: I consider the model analyzed by Orr (2000) . I assume that N haploid organisms replicate asexually, and accumulate both deleterious and advantageous mutations. The total mutation rate per genome and generation is U, and the fraction of beneficial mutations is p b . Hence, the beneficial mutation rate is Up b , and the deleterious mutation rate is U(1 − p b ) (≈ U for small p b ). The effects of both beneficial and deleterious mutations are drawn from probability distributions; all mutations act multiplicatively. I use a slightly simplified notation for beneficial and deleterious effects of mutations in comparison to Orr (2000) : By s, I denote the effect of a particular mutation, either beneficial (in which case fitness is increased by a factor 1+s) or deleterious (in which case fitness is decreased by a factor 1 − s). The mean effect of beneficial mutations is s b , and the mean effect of deleterious mutations is s d . The harmonic mean of the distribution of deleterious mutations is s H . At equilibrium (when all beneficial mutations have gone to fixation), the frequency of the class of individuals with the highest fitness is approximately (Orr 2000) .
I assume that beneficial mutations are exponentially distributed, that is, beneficial effects are drawn from a distribution with probability density func- I let the population equilibrate for 1000 generations at p b = 0 before I set p b to its desired value and started measuring the rate of adaptation.
Simulations were continued for up to 50,000 generations, depending on population size (the smaller the population size, the longer the simulation run), and replicated between 5 and 50 times (the smaller the population size, the more replicates). For each sequence in the population, I kept track of the number of beneficial mutations it had accumulated. At the end of a simulation run, I subdivided the final population into classes with equal numbers of beneficial mutations and determined the most abundant class. The number of beneficial mutations n in the most abundant class divided by the number of generations since equilibration ∆t served as an estimator for the rate of substitution k. I averaged k over all replicates to obtain the result reported for E [k] . In order to obtain an estimate for the change in log fitness over time d log w(t)/dt, I determined the sequence with the least number of deleterious mutations in the most abundant class, and divided the logarithm of the sequence's fitness by ∆t. Again, I averaged over all replicates to arrive at the values reported here. To test whether this approach was comparable to a direct measurement of the change in population fitness, I fitted for several exemplary runs a straight line to the logarithm of the average population fitness as a function of time, from the end of the equilibration time to the end of the simulation run, and took the slope of that line as the value for d log w(t)/dt.
The differences in the results obtained with these two alternative approaches were minute.
RESULTS
Expected substitution rate and mean beneficial effect: Beneficial mutations arise in the populations at rate NUp b . If this rate is small, then they do not interfere with each other, and independently go to fixation or are lost to drift. In this case, their expected probability of fixation (averaged over all possible beneficial effects) is 2s b P 0 (Orr and Kim 1998; Campos 2003) , and therefore the expected rate of substitution E[k] becomes (Orr 2000) E
When beneficial mutations interfere with each other, then their probability of fixation is reduced by a factor of e −I(s) , with Gerrish and Lenski 1998; Orr 2000) . I(s) is the expected number of new mutations of effect larger than s that occur in the time interval of length t = (2/s) ln N during which a mutation of effect s goes to fixation.
The form of I(s) that I use throughout this article assumes that beneficial mutations are distributed exponentially. The general form for arbitrary distributions is given in (Gerrish and Lenski 1998; Orr 2000) . The expected rate of substitution is obtained by integrating over all beneficial mutations.
Again using the assumption that beneficial mutations are exponentially distributed, one finds that (Gerrish and Lenski 1998; Orr 2000) E
In Appendix 1, I show that for large N, the substitution rate becomes
In the limit of N → ∞, this expression simplifies to
that is, the rate of substitution reaches a hard limit that is given by the mean beneficial effect of new mutations. According to Gerrish and Lenski (1998) , we can calculate the mean ben-
This expression simplifies to (see Appendix 1 for details)
for large N. Figure 2 shows that this approximation also works very well for intermediate to large N.
Estimating the onset of clonal interference: For small N, the ex-
(1)], while for very large
On the basis of these two equations, we can derive a simple estimate for the parameter regions in which clonal interference is relevant: We are certainly in the clonal-interference regime if the estimate of
if-on average-one beneficial mutation arises in the zero-mutation class at least every other generation. Note that the mean effect of deleterious mutations enters this result (through P 0 ), but not the mean effect of beneficial mutations.
The estimate Eq. (7) is fairly conservative, in the sense that when N exceeds 1/(2Up b P 0 ), we are sure that clonal interference is important, but clonal interference starts having some effect already for smaller N. In Appendix 1, I show that an improved estimate is
Figure 1 illustrates where the two estimates Eqs. (7) and (8) 
Speed of adaptation:
The expected substitution rate is in general not an accurate measure for the speed of adaptation, because it disregards the beneficial effect of the fixed mutations. A better measure is the change in fitness (or log fitness, which is more appropriate for a multiplicative model) over time. Clearly, the faster fitness increases, the faster a population adapts to its environment.
As mentioned by Johnson and Barton (2002) , the change in log fitness is given by
Using E[k] = s b and E[s] as given in Eq. (6), we find for large N 
In this regime, the speed of adaptation depends logarithmically on N. If on the other hand N is extremely large and s b is not extremely small, then
In this regime, the speed of adaptation depends double-logarithmically on N.
For comparison, I now calculate the speed of adaptation for small N. For small N, clonal interference can be neglected, and therefore the mean beneficial effect corresponds to the mean effect of beneficial mutations that have survived drift. The distribution of these mutations is g(s) = (s/s 2 b ) exp(−s/s b ) (Rozen et al. 2002; Otto and Jones 2000) , and the mean is E[s] = 2s b . Using
, we find for small N:
Simulation results: I have carried out extensive simulations to test the accuracy of the clonal interference theory. Gerrish and Lenski (1998) mentioned that they found good agreement between theory and simulations, but they did not report any simulation results or the parameter regions they had considered. Orr (2000) reported some simulation results, but his simulations
were not in the clonal interference regime [as defined by Eq. (8)]. Figure 3 shows the expected substitution rate as a function of the mutation rate U, both as predicted by Eq. (2) and as found in simulations. Below the optimal mutation rate U = s H at which the substitution rate assumes its maximum (Orr 2000) , agreement between theory and data is good over a wide range of population sizes. Above U = s H , the theory underestimates
. This effect is caused by the accumulation of slightly deleterious mutations in the simulations. The theory assumes that only those beneficial mutations that arise in backgrounds free from deleterious mutations can go to fixation. However, for large U, sequences that carry one or several slightly deleterious mutations become so frequent that it becomes likely that one of them acquires a beneficial mutation of sufficiently large effect to compensate the deleterious background, and goes to fixation. The degree to which the theory underestimates E[k] increases as s H decreases. In the limit of s H = 0, the theory predicts that E[k] = 0, while simulations show that the true results (with identical s b and s d ) are not substantially different from those shown in Fig. 3 (data not shown) . Surprisingly, the theory accurately predicts the change in log fitness d ln w(t)/dt even in the regime of large U, as long as d ln w(t)/dt is not negative (Fig. 4) . [For very high U, Muller's ratchet (Muller 1964; Felsenstein 1974; Haigh 1978; Gordo and Charlesworth 2000) becomes the predominant force in the dynamic of the evolving population, 
DISCUSSION
Clonal interference is often said to impose a speed limit on adaptation.
Here, I have shown that the speed of adaptation, measured as the change in log fitness over time, does not reach a hard limit, but continues to grow even for very large N. This growth is fueled by the discovery of mutations with ever larger beneficial effect in large populations, rather than by an increase in the rate of substitutions.
My results hinge on the assumption that new beneficial mutations are exponentially distributed. If beneficial mutations are distributed such that large effects are absent, then the rate of adaptation will most likely reach an upper limit for large N. If on the other hand beneficial effects follow a distribution with long tail (such as a power-law or Cauchy distribution), then the speed of adaptation may grow even faster than predicted by Eq. (10) for large N. To date, we do not have a good understanding of the true distribution of beneficial effects in experimental systems. However, an exponential distribution has good theoretical support (Gillespie 1983; Gillespie 1991; Orr 2003) , has led to good agreement between theory and experiment in E. coli (Rozen et al. 2002) , and overall seems to be a reasonable choice.
Arguments for an exponential distribution of new deleterious mutations are not as strong. At the same time, the theory is much less dependent on the particulars of the distribution of deleterious mutations. As long as we have an accurate expression for P 0 , and beneficial mutations are unlikely to compensate deleterious mutations, the theory should work. In practice, this means that the theory should work with any distribution that does not produce an excessive amount of slightly deleterious mutations. (Neutral mutations could be dealt with by considering them as a reduction in the overall mutation rate U.)
De Visser et al. (1999) measured the speed of adaptation in E. coli, varying both the population size and the mutation rate each over approximately two orders of magnitude. They found that the speed of adaptation did not grow in proportion to increases in population size or mutation rate. In fact, apart from the experiments carried out at the lowest mutation rate, the speed of adaptation changed only very little with population size or mutation rate.
These results indicate that the populations with the larger size and higher mutation rates could not benefit from the additional beneficial mutations (1999) suggests that the speed of adaptation runs quickly into a hard limit, whereas the model predicts that the speed should continue to grow logarithmically, at least with respect to population size.
There are two reasons that may have caused this discrepancy. First, de Visser et al. (1999) plotted the speed of adaptation versus the relative mutation-supply rate (which is the product of population size and relative mutation rate). Such a plot is problematic, because the mutation-supply rate does not uniquely specify the speed of adaptation in the clonal interference model. [In order for the mutation-supply rate to uniquely specify the speed of adaptation, population size and mutation rate would have to enter the equations always as a product, which is not the case. In Eq. (10), for example, the term P 0 depends on U but not on N, while the term ln N does not depend on U.] The model predicts that the speed of adaptation should increase with increasing N, whereas it should reach a maximum and then decrease with increasing U. Thus, a plot of the speed of adaptation versus population size (at fixed U) is inherently more informative than a plot of the speed of adaptation versus mutation rate (at fixed N). In the latter case, a decline in the increase of the speed of adaptation may also indicate that the mutation rate approaches the optimal mutation rate U = s H . Since Clonal interference has not only been studied in E. coli, but also in vesicular stomatitis virus (VSV). Following de Visser et al. (1999) , Miralles et al. (1999) fitted a linear and a hyperbolic model to the rate of fitness change in VSV as a function of population size, and found that the hyperbolic model provided the better fit. However, their data does not plateau at high N, and visual inspection of their Fig. 1 suggests that a logarithmic model might fit their data as well. On the other hand, the multiplicity of infection was changed alongside with the population size in these experiments, so that a slow-down in the speed of adaptation could also be due to increased virus-virus interactions within cells, rather than clonal interference (Wilke and Novella 2003) .
My simulations have shown that the theory of clonal interference works well for small to moderate mutation rates, but fails at high mutation rates, when Muller's ratchet becomes important. Another effect at high mutation rates that is neglected in the theory (but was also absent from the simulations) is the evolution of mutational robustness: If the distribution of deleterious mutations itself can change, then at a high mutation rate there is a selective pressure to minimize the mutational load of the population (van Nimwegen et al. 1999; Wilke et al. 2001; Wilke and Adami 2003) .
This effect will increase the mean fitness of the population, and will also increase the potential for further adaptation by increasing P 0 . In general, at a high mutation rate we have to consider that a mutation will be combined with additional mutations on the way to fixation. Therefore, we cannot simply assume that a mutation of beneficial effect s has probability of fixation 2s, but have to use fairly complicated mathematical tools (such as multi-type branching processes) to calculate the fixation probability (Barton 1995; Johnson and Barton 2002; Wilke 2003; Iwasa et al. 2004 ).
As a consequence, it is unlikely that we will ever have a simple closed-form expression for the speed of adaptation at a high mutation rate.
A second regime in which the theory-not surprisingly-breaks down is when s b exceeds s d . In this regime, we cannot simply neglect all beneficial mutations that do not arise on genetic backgrounds free of deleterious mutations. Johnson and Barton (2002) have recently studied this situation, but not in the clonal interference regime. In the clonal interference regime, there are two opposing effects to be considered: On the one hand, the total number of competing mutations should increase, since now beneficial mutations on deleterious backgrounds compete for fixation as well. On the other hand, the total fitness effect of many of the mutations that are competing for fixation
is smaller than what we expect from the distribution of new beneficial mutations, because the beneficial effects are reduced by deleterious backgrounds.
Without a detailed analysis, it is unclear which of the two effects is more important. However, if the results from the present study are an indication, in the clonal interference regime the number of competing mutations will be less important than the distribution of their beneficial effects, which means that the present theory should overestimate the rate of adaptation for
Indeed, I observed exactly this behavior in my simulations (Fig. 6 ).
Whether the assumption s b < s d is reasonable is not yet resolved. (Likely, the answer to this question will also depend on the particular species under study and on the concrete selection regime.) Several authors found that deleterious mutations were frequent but had a very small effect (Mukai et al. 1972; Ohnishi 1977; Kibota and Lynch 1996; Shabalina and Kondrashov 1997; Elena and Moya 1999) , while others found that deleterious mutations were less frequent but of larger effect (Keightley 1996; Fernández and López-Fanjul 1996; García-Dorado 1997; Keightley and Caballero 1997) . If the first set of results is representative, then beneficial mutations may indeed have on average a larger effect on fitness than deleterious mutations. While it is reasonably straightforward to study the distribution of deleterious mutations in mutation-accumulation experiments, it is much harder to measure the distribution of new beneficial mutations (as opposed to the distribution of fixed beneficial mutations, which is skewed towards mutations of large effect). However, evidence from experimental evolution with viruses shows that in some cases, beneficial mutations must have very large effects: Wichman et al. (1999) found several-thousandfold increase in population growth after ten days of selection in phage ΦX174, and Novella et al. (1995) found fitness increases by a factor of 10 or more within five to ten generations in vesicular stomatitis virus. In both cases, the observed fitness increase within a very short time frame can only be explained by a large supply of beneficial mutations of large effect.
To summarize, in this contribution I have found the following novel conclusions:
1. The expected rate of adaptation approaches the mean beneficial effect of new mutations for large N.
The mean beneficial effect of fixed mutations grows logarithmically in
N for large N. (2), and writing A = 2Up b P 0 N ln N, we find
Therefore, the shape of E[k] as a function of N or U is independent of the value of s b .
We are interested in an asymptotic expansion of the integral in Eq. (14) for large N. For the asymptotic expansion to work, N needs to be so large that A is large. Clearly, for any given Up b P 0 , we can always choose N sufficiently large such that A is large. Because of the exponential factor in the integrand, the main contribution to the integral comes from values of x for which A(1+1/x)e −x +x is small. Since the first term decays exponentially with x while the second term grows linearly, in general the main contribution to the integral will come from small x. However, for large A, the first term becomes small only when x is substantially larger than one. In this regime, we can neglect the term 1/x, and the integral in Eq. (14) is then identical to the integral J n (A) defined in Appendix 2 with n = 1. Using the expression for J 1 (A) given in Eq. (23), we find
In the limit of very large N, we obtain the even simpler expression E[k] ≈ s b .
Using a reasoning similar to that for the expected substitution rate, we find that the expected beneficial effect [as given in Eq. we find
In the limit of very large N, the second term disappears, and we end up with 
We find ∂g(C, N)/∂C = N − 1/(C ln N), which leads to the condition
for the onset of clonal interference. (Differentiating with respect to N yields approximately the same condition). This condition cannot be solved for N in a closed-form expression, but is easy to evaluate numerically.
APPENDIX 2
Integrals: For the asymptotic expansion, we have to solve integrals of the form
in particular for the cases n = 1 and n = 2. After substituting z = Ae −x , we obtain
The main contribution to the remaining integral comes from small z, while A is large in the cases considered here. Therefore, we can replace the upper limit of integration with ∞. For the three relevant cases k = 0, k = 1, and k = 2, the integrals are
, where γ ≈ 0.5772 is the Euler constant. Thus, we find approximately In the shaded region, the mean effect of new beneficial mutations s b exceeds the mean effect of new deleterious mutations s d .
