This paper addresses a scheduling problem with parallel identical machines and sequence-dependent setup times in which the setup and the processing times are random parameters. The model aims at minimizing the total completion time while the total revenue gained by the processed jobs satisfies the manufacturer's threshold. To handle the uncertainty of random parameters, we adopt a risk-averse distributionally robust approach developed based on the Conditional Value-at-Risk measure hedging against the worst-case performance. The proposed model is tested via extensive experimental results performed on a set of benchmark instances. We also show the efficiency of the deterministic counterpart of our model, in comparison with the state-of-the-art model proposed for a similar problem in a deterministic context.
INTRODUCTION
Machine scheduling (MS) is categorized as an outstanding combinatorial problem whose applications are far beyond the traditional problems arising in the manufacturing sector and includes other fields such as healthcare, logistics, computer science, and communications (Blazewicz et al., 1991; Chang et al., 2019) . A typical parallel machine scheduling problem deals with the sequencing and scheduling of a set of jobs to be processed on a set of identical machines where each job is processed by only one machine and each machine can process only one job at a time. A processing time is assigned to each job. Switching from one processed job to the next one in the schedule might require setup times, which, generally, are sequence-dependent. The aim is, in general, to find a feasible scheduling decision optimizing a time-related performance criterion such as the total completion time. In classical scheduling contexts, it is explicitly assumed that all existing jobs have to be processed. In the last years, the MS literature focused on a different aspect, considering the contributions of researchers and practitioners who recognized that there is a trade-off between the revenue gained by processing a job and the increase in the total time completion and that, in practice, it is impossible to accept all customer orders (jobs) due to the firm limitations in terms of resource and/or time. This led to a new class of problems considering the order accep-tance or rejection, called order acceptance and scheduling problems. (Oguz et al., 2010) . Most contributions in the MS literature focus on deterministic models in which the uncertainty is completely ignored or, in the best case, is handled by replacing the random parameter with an estimated value, such as the mathematical expectation, as followed in the risk-neutral approaches. On the contrary, in practice, the timedependent performance measures, such as the total completion times, are affected by the fluctuations in the processing times and/or the sequence-dependent setup times due to unexpected events such as the unavailability of raw materials and tools, machine failure, the variations in the worker skills or the changes in the working environment (Suwa and Sandoh, 2012; Bougeret et al., 2018) . Clearly, the optimal scheduling decisions obtained from the deterministic models might be near-optimal or even not valid for real-world applications with high uncertainty. This motivated us to consider both the setup times and the processing times uncertain. Since very often it is not possible to have complete information on the distribution functions of these stochastic parameters, we assume that only the first and the second moments of the probability distributions are known (Chang et al., 2019) . We apply a risk-averse approach based on the idea of robust CVaR (RCVaR) to hedge against uncertainty. Even in the deterministic context, the selective structure makes the scheduling decisions challenging. If the decision-maker adopts a risk-averse approach, the trade-off between the job profits, the expected processing and setup times, and their variations make the problem even more involved and less tractable. Differently from the existing literature which is more manufacturer-oriented and often maximizes the total revenue of the processed jobs, in the present paper, we introduce a new selective scheduling problem with profits and sequence-dependent setup times in the multi-machine environment with the objective of minimizing the sum of the total completion times. The model prioritizes the customers satisfaction by minimizing a time-related performance measure and accounts for the manufacturer's interests by enforcing the total revenue to be above a minimum threshold. This study contributes to the machine scheduling context since, to the best of our knowledge, this is the first multi-machine scheduling model with a selective structure in which the uncertainty of both the setup and processing times are taken into account. The new risk-averse model is very efficient and allows us to solve reasonable sized problem to optimality. The rest of the paper is organized as follows. Section 2 presents a review on the most related research for machine scheduling problems under uncertainty. In Section 2, the problem statement as well as the proposed mathematical formulation are provided. In Section 3, we present the extensive computational results on a set of benchmark problems.
LITERATURE REVIEW
There are only a few contributions on scheduling problems under uncertainty (Bruni et al., 2017; Bruni et al., 2018a; Bruni et al., 2018b) , and in particular on selective problems in which the profits and/or the processing times are usually treated as random parameters (Emami et al., 2017; Xu et al., 2015) . Emami et al. (Emami et al., 2017) presented a robust approach for the order acceptance scheduling problem with non-identical parallel machines, regarded as an extension of the model presented in (Oguz et al., 2010) to the multi-machine case, in which the job profits and the processing times are random parameters specified by interval data. They developed an equivalent deterministic MIP model based on the work of Bertsimas and Sim (Bertsimas and Sim, 2004) that was solved using a Benders decomposition method enhanced by valid cuts as well as a heuristic. In (Xu et al., 2015) , Xu et al. addressed the dynamic order acceptance scheduling problem with sequence-dependent setup times and uncertain demands where the arrival of orders follows a Poisson distribution and the size and the type of the product required by each order is not known in advance. The objective is to maximize the expected profits of accepted orders respecting the customer's due date limitations. The authors develop an order acceptance rule approach based on the system capacity and opportunity cost where a heuristic is applied to estimate the capacity of system at the current state. Almost all the aforementioned contributions on selective scheduling problem share the same objective of maximizing the total revenue gained, which is usually a decreasing function of tardiness while the deadline and the due date constraints are met. In (Atakan et al., 2017), Atakan et al. proposed a risk-averse approach to tackle the uncertainty of processing times in a single-machine scheduling problem where a probabilistic constraint is imposed on traditional performance measures such as the total weighted completion time or the total weighted tardiness. The model is solved using a scenario decomposition approach providing promising results. Chang et al. (Chang et al., 2017) adopted the distributionally robust approach to sequence a set of jobs with uncertain processing times on a single machine where no information about the distribution function of the random parameters is available, except their moments. The model seeks to minimize the worst-case Conditional Valueat-Risk (Robust CVaR) assigned to the total completion times. They formulate the problem as an integer second-order cone programming (I-SOCP) which is solved using some approximation algorithms. In (Niu et al., 2019) , Niu et al. proposed a robust distributionally approach to tackle the uncertainty of processing times in the single-machine scheduling context where the objective is expressed as the minimization of the expected worst-case total tardiness. This contribution is enhanced by a branch-and-bound algorithm as well as a beam search heuristic to solve large size instances. In (Pereira, 2016) , Pereira presented a robust approach for a single-machine scheduling problem with uncertain processing times categorized by closed intervals to minimize the worst case total weighted completion time. They proposed an exact branch-and-bound methodology to solve the model. Following the risk-averse framework, Sarin et al. presented a conditional value-at-risk (CVaR) approach to tackle the uncertainty of processing times in a parallel multi-machine scheduling problem with the objective function of the total weighted tardiness (Sarin et al., 2014) . They developed an integer L-shaped algorithm as well as a dynamic programming-based heuristic approach. Xu et al. proposed a min-max regret robust approach to deal with the uncertainty of the processing times for an identical parallel machine scheduling where the uncertain parameters are categorized as closed intervals and the objective function is expressed in terms of the makespan (the completion time of the last processed job) (Xu et al., 2013) . As the solution approach, they designed some exact and heuristic algorithms.
MATHEMATICAL FORMULATION
Let G = (V, E) be a directed graph defined over the set of potential jobs in V = {0, 1, . . . , i, . . . , j, . . . , , n}, to be processed on k identical machines, and the set of
represents the precedence relationships among the jobs. To each arc (i, j) ∈ E, we assign a setup time s i j which is equivalent to the minimum required time to setup the machine after processing job i and before starting job j. Each potential job i requires a processing time p i and benefits a profit value ψ i . Note that 0 ∈ V is a dummy node representing the start of action over each machine, obviously, p i = ψ i = 0. We need to select a sub set of jobs inV such that the total benefit gained by the chosen jobs, in percentage, is above a minimum required level Γ determined by the manufacturer and the total completion time, including the setup times and the processing times is minimized. To complete the notation, we define a level set L = {1, . . . , r, . . . , N}, (N = |V | − k + 1) where each level r denotes the order of processing a job over each machine. Since all machines are required to be used, each machine can process up to N jobs. Considering the above discussion, we define two binary decisions variables as follows. Variable x r i takes value 1 iff job i is processed at level r and otherwise is set to 0; variable y r i j takes value 1 iff job j is processed at level r after job i (which was processed at level r + 1) and otherwise is set to 0.
The objective function (1) minimizes the total completion times for all the processed jobs, including the setup and the processing times. The set of constraints (2) ensures that each each job is processed at most once. Constraints (3) and (4) require the process of exactly k jobs at the start and at the end of process, respectively. The set of constraints in (5)-(7) are related to the connectivity of the problem. Constraints (5) require that any job i processed at the upper level r + 1 should be followed by exactly one task (let say j) by traversing edge (i, j) at the lower level r. The set of constraints in (6) impose that any job j processed at level r should be linked to exactly one recently processed task (let say i) by traversing edge (i, j) or linked directly to the dummy job by traversing edge (0, j) at the same level. Constraints (7) guarantee that the first processed job, at the highest level N, should be the processed just after the dummy task by traversing edge (0, j). Constraint (8) states that the total profit gained from processing the selected jobs should be above a predefined threshold. Constraints (9)-(10) define the binary nature of variables.
Distributional Robust Formulation
In this Section, we first present some preliminaries on robust optimization (RO). The RO models do not require specification of the exact distribution of the exogenous uncertainties of the model. This is the general distinction between the approaches of robust optimization and stochastic programming toward modeling problems with uncertainties. In the framework of robust optimization, uncertainties are usually modeled as random variables with true distributions that are unknown to the modeler, but are constrained to lie within a known support. The uncertainty set can be selected as a continuous interval or a finite set of different values. In this latter setting, the problem of interest is in general the optimization of the performance in the worst case scenario. Three criteria have been introduced in the literature: absolute robustness, robust deviation and relative robust deviation. Absolute robustness considers minimizing the objective value of the worst case directly. Robust deviation (or absolute regret) minimizes the largest possible difference between the observed objective value and the optimal one, while relative robust deviation (or relative regret) deals with the ratio of the largest possible observed value to the optimal value. In the continuous case, the uncertainty sets are selected as continuous intervals. Under this assumption, the expected solution performance is typically optimized. However, this criterion assumes that the decision maker is risk-neutral and leads to solutions that may be ques-tionable. In this case, the decision maker attitude towards a risk should be taken into account. A criterion called Conditional Value-at-Risk (CVaR), early applied to a stochastic portfolio selection problem, can be used. Using this criterion, the decision maker provides a parameter α which reflects his attitude towards a risk. When α = 0, then CVaR becomes the expectation but for greater values, more attention is paid to the worst outcomes, which fits into the robust optimization framework. In this Section, we consider the worst-case CVaR in situation where the information on the underlying probability distribution is not exactly known. In fact, typically, the first-and secondorder moments of the uncertain parameters may be known, but it is unlikely to have complete information about their distributions. Let assume that the uncertain setup timess i j and processing timesp j are defined by random vectors s and p, respectively, We investigate a specific case where the ambiguity set is determined by the mean and covariance and the distributional set is a semiinfinite support set. Let P s and P p be the ambiguous distribution of random vectors s and p, respectively, which are described by their first and second moments as follows:
Following the risk-averse approach, we apply the CVaR risk measure at a given confidence level α ∈ (0, 1), denoted by CVaR α . This risk measure quantifies the expected loss of the random variable T in the worst α% of cases described as follows:
where T is a vector of random variables like s or p in (11) or (12). Therefore, considering the above definitions, we define the robust risk measure CVaR α (T ), denoted by, RCVaR α (T ), as follows:
It is easy to see that the worst-case CVaR α (T ) is nothing but the robust RCVaR α (T ) which can be equivalently expressed as
where X is the solution space describing the set of constraints in (2)-(10).
As proposed in (Chang et al., 2017) , it can be proved that the solution of the robust selective parallel scheduling model (1)-(10) can be found by applying the following Theorem. Theorem 1. For any random variable T ∈ R + , with a distribution function IP T belonging to the distributional set P
Proof: See (Chang et al., 2017) .
Theorem 1 provides a baseline to present an equivalent mixed integer mathematical model for the robust model that we are going to present. In fact, for any feasible solution (x, y) ∈ X described by the set of constraints in (2)-(10) with the distributional loss function Z t , Z s subject to a distribution in P z = {IP z | Sup(Z (x,y) ) = [0, ∞), E(Z (x,y) ) = µ z (x, y), Var(Z (x,y) ) = σ 2 z (x, y)}, the following result holds (Chang et al., 2017) . min
where z * 1 is the optimal objective function value of the following integer linear problem
(2) − (10) (17) and z * 2 is the optimal objective function value of the following nonlinear integer problem min(
hence, the optimal solution of the distributionally robust model is obtained by solving one linear and one non-linear mixed integer mathematical model. Then, we should take the minimum between the optimal values of z * 1 and z * 2 . 
COMPUTATIONAL EXPERIMENTS
To test the model, we have chosen some instances from the benchmark on order acceptance in single scheduling context (Oguz et al., 2010) . The setup times, processing times, and the profits are the same as those reported in the benchmark and the setup time variance σ 2 (s i j ) as well as the processing time variances σ 2 (s i ) were set to σ 2 (t i j ) = ζ 2 t and σ 2 (s i ) = ζ 2 s where ζ t and ζ s are random numbers uniformly distributed in intervals [1, 1 2 ( min To show the efficiency of the proposed model, we perform a set of experiments on 20 instances selected from the benchmark and compare the deterministic counterpart of our model with the order acceptance scheduling model presented in (Oguz et al., 2010) , which shares the same idea of job acceptance or rejection with our model. For more information on the deterministic order acceptance scheduling problems, see for example (Geramipour et al., 2017; Nguyen, 2016) .
To make the comparison in a fair way, we replace those constraints related to the tardiness and deadlines in the order acceptance model with the service level constraint (8) and set the objective function equal to the total completion time. Since the order acceptance model in (Oguz et al., 2010) is, indeed, designed for the single machine case, we set k = 1 in our proposed model. Both models were solved by CPLEX considering a time limit of 1000 seconds. Table 1 summarizes the obtained results where Column 1 and 2 represent the instance name and the number of jobs, respectively; Columns 3 and 4 exhibit, the best objective value and the computational time (in seconds) for the proposed model followed by its relative gap (in percentage) with respect to the CPLEX linear relaxation lower bound. In a similar way, Columns 6-8 present the same information exhibited in Columns 3-5 for the other model. Column 9 shows the optimality gap for the order acceptance model and, finally, Column 10 indicates the speed up in solution time calculated as ∆ = CPU Proposed Model CPU Order acceptance Model ×100. In terms of the solution quality, the proposed model was able to find the optimal solution, verified by the zero gap values in Column 5, in a solution time limited to 132 seconds.
For the order acceptance model, CPLEX found the optimal solutions only in 9 instances, including 4 cases for which the optimality did not proved (verified by the non-zero gaps in Column 8). In 7 cases, CPLEX provided only near-optimal solutions with different optimality gap varying from 0.31% to 12.73% and for the 4 last instances with the largest size, CPLEX did not find any feasible solution (specified by "-"). Also, with respect to the solution time, the time limit for all cases but those with 10 jobs was reached. Apart from that, the considerable difference between Gap Opt and Gap LB in Columns 8 and 9 is an informative insight showing that the lower bound resulted from the linear relaxation of the order acceptance model is not tight at all even for moderate instances with 25 jobs. In summary, the proposed model outperforms the other model in terms of both the solution quality and the computational time. In terms of the solution quality, the proposed model was able to find the optimal solution, verified by the zero gap values in Column 5, in a solution time limited to 132 seconds. Regarding the order acceptance model, CPLEX was able to find the optimal solutions only in 9 cases including 5 cases for which the optimality was not verified. For 7 cases, CPLEX provided only near-optimal solutions with different optimality gaps varying from 0.31% to 12.73% and for the 4 last instances with the largest size, CPLEX did not find any feasible solution (those specified by "-"). Also, with respect to the solution time, only for the smallest instances with size 10 the time limit did not reached. We should mention that the considerable difference between Gap Opt and Gap LB is an informative insight showing the weak performance of lower bounds provided by the linear relaxation of the order acceptance model even for moderate instances with 25 jobs. In summary, the proposed model outperforms the order Tables 2 and 3 show the average CPU time in seconds, provided by SCIP for each class of instances. For all the instances with 10 and 15 nodes and one machine, SCIP was able to find the optimal solution within short computational times. The CPU time does not show a significant variation with the increase of α. For the biggest instances with 25 nodes (Tables 4 and  5 for one and two machines, respectively), with the increase of α from 0.5 to 0.9, the CPU time drastically increases (64% and 104%).
CONCLUSION
In this paper, we introduced the selective job scheduling problem with sequence dependent setup times in a multi-machine context where the setup times as well as the job processing times are uncertain. The problem seeks the minimization of the total comple- tion time such that a minimum service level in terms of the profits of the selected jobs is met. We adopted a distributionally robust approach and formulated the problem as a non-linear MIP risk-averse model. We tested the efficiency of the proposed model on a large set of scheduling benchmark instances providing the optimal solution within short computational time for the set of small and moderate sized instances. For the biggest instances the computational effort increases, calling for the development of a tailored heuristic approach, that could be a promising avenue for future research.
