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SUMMARY
Quantum communication between two remote locations often involves remote par-
ties sharing an entangled quantum state. At present, entanglement distribution is
usually performed using photons transmitted through optical fibers. However, the
absorption of light in the fiber limits the communication distances to less than 200
km, even for optimal photon telecom wavelengths. To increase this distance, the
quantum repeater idea was proposed. In the quantum repeater architecture, one di-
vides communication distance into segments of the order of the attenuation length of
the photons and places quantum memory nodes at the intermediate locations. Since
the photon loss between intermediate locations is low, it is possible then to estab-
lish entanglement between intermediate quantum memory nodes. Once entanglement
between adjacent nodes is established, one can extend it over larger distances using
entanglement swapping.
The long coherence time of a quantum memory is a crucial requirement for the
quantum repeater protocol. It is obvious that the coherence time of a quantum
memory should be much longer that the time it takes for light to travel between
remote locations. For a communication distance l = 1000 km, the corresponding
time is t = l/c = 3.3 ms. One can show that for a simple repeater protocol and
realistic success probabilities of entanglement generation, the required coherence time
should be on the order of many seconds, while for the more complicated protocols
that involve multiplexing and several quantum memory cells per intermediate node,
the required coherence time is on the order of milliseconds.
In this thesis, I describe a quantum memory based on an ensemble of rubidium
xiii
atoms confined in a one-dimensional optical lattice. The use of the magnetically-
insensitive clock transition and suppression of atomic motion allows us to increase
coherence time of the quantum memory by two-orders of magnitude compared to
previous work. I also propose a method for determining the Zeeman content of
atomic samples. In addition, I demonstrate the observation of quantum evolution
under continuous measurement. The long quantum memory lifetime demonstrated





In the last 15 years, quantum information science has become one of the most active
fields of research for physicists, computer scientists, and engineers. Of course, the
power of quantum mechanics to solve problems that seem intractable for classical
methods was realized much earlier. In 1959 Richard Feyman [1, 2] invisioned new
opportunities offered by quantummechanics in physical system simulations and device
engineering. However, for the next 10 or 20 years, this vision remained just an
interesting academic exercise. It was another 10 or 20 years until realistic examples
of such applications were proposed.
In 1994, Peter Shor came up with an algorithm that allows factoring of large num-
bers in polynomial time using a quantum system; in comparison, this is exponentially
faster than the best known classical algorithm. Since many data encryption schemes
presently (for example RSA algorithm [3, 4] widely used to encrypt the data transmit-
ted over the internet by almost all web sites) rely on the fact that factorization of the
large numbers is practically impossible for modern computers, quantum computers
has attracted a great deal of attention over the past 15 years.
1.1 Quantum communication
If implemented, quantum computers will make modern classically encrypted commu-
nication insecure. Fortunately, quantum mechanics offers a solution to this problem.
In 1984, Charles Bennett and Gilles Brassard proposed a communication protocol
that relies on transmission of quantum states between remote parties [5]. The idea of
quantum communication relies on the fact that due to the “no-cloning theorem” in
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quantum mechanics [6], any measurement of a quantum state changes it. This change
can be detected and any attempt to intercept the message by an adversary can be
revealed.
Another approach to quantum communication, first proposed by Artur Ekert [7],
relies on the sender and receiver sharing an entangled state. Quantum entanglement
describes a phenomenon where the quantum states of two objects are always perfectly
correlated with each other, even if they are spatially separated. Since the measure-
ment of the quantum state will change the state and destroy these correlations, an
entangled state shared by sender and receiver can be used as a resource for quantum
communication. To explain the role of entanglement in quantum communication, we
consider a simple case of quantum teleportation [8], where information needs to be
transferred between two parties, Alice and Bob. Alice has been given a spin 1/2
particle in an arbitrary quantum state, |ϕ⟩, and she wants to send the state, |ϕ⟩,
to Bob. It can be accomplished if Alice and Bob share a pair of qubits, A and B,
in a maximally entangled state: |ΨBell⟩A,B = 1√2(|0⟩A|1⟩B − |1⟩A|0⟩B) and a classical
communication channel.
To teleport her quantum state, Alice performs a joint-measurement of her original







The measurement result is sent to Bob through a classical channel. To reconstruct
the qubit state, Bob is not required to actually learn the information about the qubit
itself. He will be able to achieve the reconstruction by performing a single qubit
rotation depending on the outcome of Alice’s measurement.
Quantum teleportation was first implemented experimentally using entangled pho-
tons produced by parametric down conversion [9, 10, 11], where pairs of photons serve
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as the information carriers. It has also been demonstrated with trapped ions using
both phonons [12, 13] and photons [14] as carriers of quantum information.
1.2 Atomic ensembles
A quantum network requires both a carrier of quantum information and a media
for the storage of quantum states. Since photons can propagate in free space or in
an optical fiber, they are the natural choice for the transmission of quantum states.
However, it is hard to store them for a long time. Atoms on the other hand, can be
isolated from their environment and are an ideal choice for quantum memory. The
interaction between a photon and single atom is usually weak. However, in atomic
ensemble, the effective coupling strength of photons and many atoms is proportional
to the square root of the number of atoms in the ensemble. Due to its strong coupling
to light, atomic ensembles are promising candidates for quantum storage and matter-
light qubit entanglement generation and distribution.
It is crucial that quantum states of light can be mapped into and out of atomic
media. This mapping process can be realized by means of a technique known as elec-
tromagnetically induced transparency (EIT). EIT can make a resonant and opaque
medium transparent by means of quantum interference. The medium is usually a
collection of three level atoms. The application of a classical control field on one
transition makes the medium transparent to the probe field on another transition.
The envelope of a wave packet that propagates through an EIT medium can move
with a group velocity much slower than the speed of light. The light field in the
medium that supports EIT can be coherently mapped to an atomic spin wave, and
retrieved later, preserving quantum properties of the initial field. Thus, it can be
used to transfer quantum states of photon to atomic spin wave excitations.
The realization of coherent quantum state transfer from a matter qubit to a pho-
tonic qubit was achieved using cold rubidium at Georgia Tech in 2004 [15], followed
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by the first light-matter qubit conversion and entanglement of remote atomic qubits
in 2005 [16].
From there many advances involving atomic ensembles have been reported. The
collapse and revival of dark state polaritons in EIT media under an applied magnetic
field was observed [17]. Generation, storage, and retrieval of single light quanta trans-
mitted between two remote atomic ensembles serving as quantum memory elements
was demonstrated in 2005 [18]. A scheme to achieve long-distance quantum com-
munication at the absorption minimum of optical fibers, employing atomic cascade
transitions, was proposed and its critical elements experimentally verified [19]. A
source of deterministic single photons was proposed and demonstrated by the appli-
cation of a measurement-based feedback protocol to a heralded single-photon source
consisting of an ensemble of cold rubidium atoms [20]. The entanglement between an
atomic qubit based on a cold 85Rb-87Rb isotopic mixture and a frequency-encoded
optical qubit was also demonstrated [21].
1.3 Quantum repeater with a multiplexed quan-
tum memory
In the practical realization of quantum communication, the quantum state is usually
carried by photons transmitted in optical fibers. In such a process, the decoherence of
the photonic state due to the attenuation or noise in the optical fiber must be taken
into account. Since the optical attenuation increases exponentially with distance, the
number of trials needed to transport a photon from one site to another also increases
exponentially. In this case, the communication rate and probability of success are
limited by the distance. For example, the attenuation in an optical fiber at telecom
wavelengths (1.3 - 1.5µm) is 0.2 to 0.3 dB/km and the photon loss at a distance
of about 150 km is greater than 30 dB. This limits the maximum communication
distance for the photon based quantum cryptography system.
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The idea of a quantum repeater [22, 23] was proposed to overcome this difficulty.
It is based on a solution somewhat similar to repeaters in classical communication.
In the classical repeater one simply divides the distance between sender and receiver
into several segments and amplifies the signals to restore it to its original shape
at the intermediate points between segments. In quantum mechanics, however, it
is impossible to “amplify” a quantum state due to the no-cloning theorem [6]. To
distribute quantum information between two remote sites, A and B, with a separation
which is much larger than the attenuation length of an optical fiber, one can still divide
the transmitting channel into N segments and insert pairs of quantum memory nodes
at the connecting points, C1, C2, ...CN , between the segments.
The first step in the quantum repeater protocol is generating entanglement be-
tween adjacent quantum memory nodes. If the distance, L0, between pairs of mem-
ories is comparable to the attenuation length of the photon in the fiber, the success
probability of entanglement generation is relatively high and one can expect to estab-
lish entanglement after relatively few trials. After that, the entangled segments are
connected by making joint-measurements on all intermediate pairs of quantum mem-
ory qubits except for CL, C2L, ...CN−L (a process known as entanglement swapping).
Here, number of pairs L is limited by the entanglement fidelity. The quantum states
of the intermediate qubits will be destroyed by the measurement and the entangle-
ment will be established between the first and the last qubits. This process will leave
us with a network of N/L entangled segments.
Losses and imperfections in transmission of quantum information will likely limit
the entanglement fidelity of remote qubits. Moreover, if the remote qubits are not
in the maximally entangled state, entanglement swapping will decrease the fidelity
even further, so that after some number of steps, remote qubits are no longer entan-
gled. To solve this problem, an entanglement purification protocol [24, 25, 26] can be
implemented using M pairs of elements in every pair of quantum where every qubit
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pair in remote nodes is connected in parallel. Here, M depends on the initial fidelity.
The entanglement purification protocol starts with M pairs of partially entangled
states and produces an almost maximally entangled pair of qubits using only local
operations inside each remote node. To finally establish entanglements between two
terminal sites, one needs to iterate the joint-measurements on intermediate qubits in
the network and the entanglement purification steps until the target entanglement is
established.
One can show [22] that the required number of elementary pairs for a quantum
repeater protocol is:
R = N logL M+1 (1)
The equation above shows that the number of involved elementary nodes in a
quantum repeater architecture and the communication rate scales polynomially with
distance [22].
Fig. 1(a) shows a 3-level quantum repeater. In this case, N = 8, L = 2. First, en-
tanglement generation proceeds with probability P0, creating 8 entanglement lengths
of L0. In the lowest panel, shaded memory sites indicate successfully entangled seg-
ments. The first level entanglement connection proceeds with probability P1, produc-
ing four entangled segments of length 2L0. Nodes reset to their vacuum states by the
connection are blank. The second and third levels proceed with probabilities P2 and
P3. Each stage results in entanglement-length doubling, until the terminal nodes are
entangled.
However, quantum communication success rates in the quantum repeater architec-
ture are limited by finite quantum memory lifetime [27]. With a given short memory
lifetime, one could improve the success rate of an entanglement connection by im-
plementing a more flexible configuration of connections between pairs of elements.
In particular, instead of a parallel scheme (Fig. 1(b)), one can use a multiplexed
scheme, shown on Fig. 1(c). In the parallel scheme, quantum memory elements in
6
Figure 1: (a) Processes of a 3-level multiplexed quantum repeater. In addition to
two terminal nodes, the network has seven internal nodes consisting of two quantum
memory sites containing n independent memory elements. P0 is the entanglement
generation probability, and P1, P2, and P3 are the entanglement connection probabil-
ities in Level 1, 2, and 3 respectively. (b) and (c) show the topology of the n memory
element sets. The parallel architecture shown in (b) connects entanglement only be-
tween memory elements with the same address. In contrast, multiplexing, shown in
(c), uses a fast sequential scanning of all memory element addresses to connect any
available memory elements.
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one node can interact with only one element in the neighbouring nodes. In this case,
the entanglement connection success rate scales linearly with the number of elements
in each node. In the multiplexed scheme, one can dynamically configure the con-
nections between nodes using the information about existing entanglement successes
to determine which nodes should be connected. The multiplexed scheme has a clear
advantage compared to the parallel scheme, especially when the memory life is short
[27].
With the proposal of a modified quantum repeater based on dynamic allocation of
quantum resources, the multiplexed quantum memory was demonstrated experimen-
tally in 2009 [28]. A dozen independent quantum memory elements within a single
cold sample was demonstrated, as well as the matter-light entanglement generation
involving arbitrary pairs of these elements.
The combination of a quantum repeater architecture and multiplexed quantum
memory offers a way towards long distance quantum communication. Nevertheless,
it is crucial to increase the quantum memory lifetime to realize a quantum repeater.
Millisecond storage of coherent light has been reported in atomic gases [29, 30, 31],
and coherence times in excess of 1 s have been achieved in a solid state [32]. However,
these experiments did not demonstrate the light storage in the quantum regime,
required for quantum repeater operation. The longest previously reported coherence
time [20] for single photon storage in a cold rubidium ensemble (32 µs) was insufficient
to carry out the quantum repeater protocol over distances where direct transmission
fails. In this thesis I focus mainly on our efforts to achieve long-lived quantum memory
coherence time using atomic ensembles confined in far-detuned optical lattices, with
magnetically insensitive coherences as the basis of the memory.
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1.4 DLCZ protocol
The DLCZ protocol [33] is one of the most prevailing schemes for entanglement gen-
eration. It was proposed by Duan, Lukin, Cirac and Zoller in 2001. The scheme
employs atomic ensembles and single photon detection. In the DLCZ protocol, quan-
tum states can be transferred between atoms and photons and stored in atoms for
long periods of time.
The DLCZ protocol is based on atomic ensembles with a lambda-type level con-
figuration. The protocol is started by preparing all atoms in the ground state. A
weak write pulse illuminates the atomic sample and induces, with probability ≪ 1,
a Raman transition. The Raman scattered photon is collected in a certain mode,
as the signal field. Detection of the signal photon results in preparing a single spin
excitation in the ensemble. Later a relatively strong read pulse is used to convert the
stored atomic excitation into an idler field.
Due to collective enhancement, the second photon will be emitted in the direction
determined by the phase matching condition ki = kw − ks + kr. The process can
create a two-photon entangled state which can be subsequently used for quantum
communication.
1.5 Outline
The remainder of this thesis is organized as follows: In Chapter II, I first give an
overview of the theory of dipole trap loading and describe the experimental setup
and procedures for loading a far-detuned optical dipole trap. A calculation of the
trap oscillation frequencies for our trap geometries is then shown. At the end of
the chapter, I illustrate the imaging system for monitoring the loading efficiency
of the dipole trap and show a measurement of the dipole trap lifetime and atomic
temperature utilizing the imaging system.
In Chapter III, I describe a quantummemory based on the magnetically-insensitive
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clock transition in atomic rubidium confined in a one dimensional optical lattice.
Quantum memory lifetimes exceeding 6 milliseconds are observed. The importance
of utilizing clock coherences is demonstrated by measurements of the coherence time
in an unpolarized sample trapped in both a magneto-optical trap and a far-detuned
optical trap. Also, the effect of atomic motion on the coherence time is demonstrated
by the measurement of the coherence time in a single focused beam dipole trap. The
decoherence mechanisms for the stored spin wave excitations are discussed. Finally,
I present the measurements of the quantum statistics for the stored spin-wave ex-
citations, and describe our realization of a high-quality deterministic single-photon
source.
Long-lived quantum memories require precise control of atomic Zeeman popula-
tions of optically dense atomic samples. Chapter IV proposes a method to determine
atomic Zeeman state population distributions of atomic spin-wave excitations. The
method is implemented in a cold atomic gas confined in a one-dimensional optical
lattice.
In Chapter V I present our the observations of the conditional dynamics of a
quantum system under continuous measurement in a correlated atomic ensemble-




OPTICAL DIPOLE TRAP LOADING
There are three fundamental traps in neutral atom trapping – radiation pressure
traps, magnetic traps and optical dipole traps. Radiation pressure traps use near
resonance light and have typical trap depths of a few Kelvin. Magnetic traps use a
state-dependent force on the magnetic dipole moment of an atom in an inhomogeneous
magnetic field and have typical trap depths on the order of 100 mK. Optical dipole
traps rely on the electric dipole interaction between atoms and a far-off-resonance
light field; they have typical trap depths below one millikelvin. The light-induced
collisions in a far-off-resonance dipole trap are infrequent and atoms can be preserved
in the trap for seconds or even minutes under certain conditions. This allows to carry
out a variety of investigations that require long-lived atomic coherences.
In 1986, Chu et al.[34] realized the first optical trap for neutral atoms. After this
demonstration, enormous experimental efforts have been directed to study behaviors
of atoms in far-off-resonance optical dipole traps in different regimes. Much colder
and denser atomic samples became available for the efficient loading of shallow dipole
traps. Also, many different geometries of dipole traps have been realized and studied.
2.1 Dipole trap loading theory
Consider an atom placed in a laser light field. The electric field E induces an atomic
dipole moment p that oscillates at the laser light driving frequency ω. E and p can
be expressed as
E(r, t) = êẼ(r)exp(−iωt) + c.c., (2)
p(r, t) = êp̃(r)exp(−iωt) + c.c., (3)
11
where ê is the unit polarization vector. The relation between Ẽ and p̃ is simply
p̃ = αẼ. (4)
Here, α is the complex polarizability, which depends on the frequency of the exter-
nal laser field. The average interaction potential of the dipole moment in the electric




⟨pE⟩ = − 1
2ϵ0c
Re(α)I. (5)
The potential energy of the atom in the field is proportional to the laser intensity
and to the real part of the polarizability. In the simplest case of a two level atom,





ω20 − ω2 − i(ω3/ω20)Γ
, (6)
where ω0 is the resonance frequency and Γ is the damping rate(corresponding to the
spontaneous decay of the excited level). The latter is determined by the dipole matrix





In most experiments, the trapping laser frequency, ω, and atomic resonance frequency,
ω0, fulfill the condition |∆| ≪ ω0, where the detuning ∆ ≡ ω − ω0. This allows one
to simplify the calculations for the dipole potential and scattering rate using the




















Since the dipole potential scales as I/∆, the scattering rate scales as I/∆2. There-
fore, optical dipole traps usually use large detunings and high intensities to keep the
scattering rate for a given depth of the trapping potential.
Depending upon the trapping light detuning, we can distinguish between two
different kinds of dipole traps – the blue-detuned and the red-detuned. A blue-
detuned trap uses trapping light with frequency above atomic resonance (∆ > 0)
and the dipole interaction repels atoms out of the light field. In this case, the dipole
potential minima correspond to the minima of the light intensity. A red detuned
trap uses trapping light with frequency below atomic resonance (∆ < 0) and the
dipole interaction attracts atoms into the light field. In this case, the dipole potential
minima correspond to the maxima of the light intensity. In the rest of this chapter I
describe a red-detuned optical dipole trap.
2.2 Calculation of differential Stark shift in an
optical dipole trap
The effect of far-detuned laser light on the atomic levels can be treated as a second
order perturbation in the electric field, i.e. linear in terms of the field intensity. This
result shows a simple relation between the optically induced shift (known as light
shift or ac Stark shift) of the ground state and the potential energy of the two level
atom confined in the optical dipole trap. Fig. 2 illustrates the light shift of a two-level










It has a simple relation to the trap potential; Udip(∆) = |∆E|.
Most experiments in laser cooling and trapping are performed with alkali atoms
because they have cycling transitions that lie in a convenient spectral range. Due







Figure 2: Stark shift for a two-level atom. Left side: red-detuned light shifts atomic
ground state level down and excited state level up by same amounts. Right side: an
atom trapped in a ground-state potential well produced by a Gaussian laser beam.
atoms have hyperfine structure, so that the energies of the ground S1/2 levels corre-
sponding to different values of total angular moment, F = j ± 1/2, are separated by
a few Ghz. Here, j is the total spin of the nucleus.
The detuning of the trapping laser light from the atomic transition in the upper
ground level is smaller than for an atom in the lower ground level. As a result,
the atom in the upper ground state experiences a slightly stronger light shift. This
differential light shift, δ0, can be approximated as,
~δ0 = U0(∆eff )− U0(∆eff + ωhfs) (12)
where ∆eff is the effective detuning, taking into account weighted contributions of
different atomic transitions, and ωhfs is the ground state hyperfine splitting. Since
ωhfs ≪ ∆eff , the differential light shift can be approximated as
~δ0 = ηU0, (13)
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which is proportional to the trap potential, and η = ωhfs/∆eff .
2.3 1-D red-detuned optical dipole trap
To extend the lifetime of a quantum memory based on an atomic ensemble, we have
built a one dimensional red-detuned optical lattice for Rb atoms. We use a 20 W
single frequency linearly polarized Ytterbium fiber laser and an amplifier from IPG-
photonics for our trapping light. The trapping light has a wavelength of 1064 nm and
therefore is red-detuned from the resonance frequencies of D1 and D2 transitions of
87Rb atoms, which are 780 nm and 795 nm, respectively. Fig. 3 shows the optical
dipole trap setup. The output mode of the high power trapping laser has a diameter
of 1.45 mm. Two optical isolators from Isowave are aligned right after the output
of the high power fiber laser to prevent damage from back reflection of laser light.
There is typically 30% loss of optical power through the two isolators.
A mechanical shutter from Uniblitz is used for switching the trapping light on
and off. After the laser light passes through the open shutter, a polarizer splits the
light field into two parts with orthorgonal linear polarizations, horizontal and vertical.
The horizontal field then passes through a half-waveplate to rotate its polarization to
match that of the other light field. Two trapping laser beams with the same phase
and same polarization are then focused into the same spot in an evacuated glass cell
where Rb atoms are collected and loaded in a Magneto-Optical trap (MOT). The
atoms are loaded at the intersection of the two trapping beams.
The far-off-resonance optical dipole trap (FORT) loading procedure is illustrated
by Fig. 4 and Fig. 5. First, atoms are loaded into a magneto-optical trap (MOT)
and then the MOT parameters are adjusted to optimize sub-Doppler cooling. The
magnetic fields for the MOT are switched off a few milliseconds before the MOT
trapping and repumping fields are switched off. A delay time of tens of milliseconds













































































































Figure 5: Dipole trap loading sequence (part 2).
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experimental use. To increase the atomic pressure in the vacuum chamber, a blue
LED light is swtiched on during the MOT loading stage to desorb rubidium atoms
from the walls of the glass cell.
The MOT trapping light frequency detuning is controlled by two double-pass
acousto-optic modulators (AOMs). Voltage-controlled oscillators (VCOs) change the
RF frequencies driving the AOMs. The repumping light intensity is controlled by one
single-pass AOM with RF power modulated by a voltage variable attenuator (VVA).
A PCI-6713 analog output board from National Instruments is used for fast control
of all VCOs, VVAs, and switches during the FORT loading procedure. The PCI board
has 8 analog channels with ±10V output range, as well as 8 digital lines with 5V TTL
signals. The maximum update rate of 0.74 million samples per second combined with
the built-in counter allows us to precisely control the loading sequence with an update
rate resolution of 10 µs. The upper and lower parts of the front panel of the LabVIEW
program used to control the PCI-6713 board for FORT loading are shown in Fig. 6






















































































































































































































































































































































2.4 Trap frequency calculation
For a single focus optical dipole trap with a Gaussian trapping beam propogating
along the z-axis, the maximum oscillation frequencies are (Ref.[35]):















where wf0 is the trapping beam waist, Um is the maximum trap depth,m is the atomic
mass, Lf = πw
2
f0/λf is the Rayleigh length, and λf is the trapping field wavelength.
Fig. 8 shows the trapping potential for a 1-D optical lattice with two trapping
beams with the same waist wf0, intersecting at a small angle θ. The lattice period is
df = λf/(2sin(θ/2)). Clearly in this case, the maximum trap oscillation frequencies
are different from those given by the expressions above.
When the the waist of the trap along the z-axis wz = wf0/sin(θ/2) is smaller than
the Rayleigh length of the trapping beam, the maximum oscillation frequency along








The maximum oscillation frequency along the y-axis is determined by the waist of








To calculate the maximum oscillation frequency along the x axis, we assume that
atoms perform simple harmonic oscillations in the trap. We can write an equation of



































Figure 8: Trapping potential of a 1-D optical lattice. Two trapping beams with
wavelength 1064 nm intersect at an angle θ = 2.5 degrees. Each beam has a waist of






















The results of calculations for our experimental parameters are given in Chapter
3 and Chapter 4.
2.5 Imaging system of the far-off-resonance op-
tical dipole trap
We use a front illuminated EMCCD camera DV887 from Andor Technology to image
atoms in the optical dipole trap. The pixel readout rate is set at 5 MHz. The quantum
efficiency of this camera at 795nm is about Qe = 44%. The pixel size is 16×16 µm.
The active pixel range on the CCD is 512×512, giving an array size of 8.2×8.2 mm.
ne = 13.5 electrons corresponds to one A/D count.
The camera is mounted on a 3-axis translation stage to finely adjust position,
and, due to the limited optical access, the whole system is mounted at an angle of
θcam = 30 degree to the horizontal. A mechanical shutter is attached to the camera
to prevent camera CCD exposure to intense light scattering during the MOT loading
stage.
The procedure for taking images of atoms in the FORT is described below: atoms
are first loaded into the optical dipole trap from the MOT. After a delay of 30 to 50
ms to let untrapped atoms fall away, the imaging process starts. The camera shutter
opens 5 ms before imaging. The imaging process is described below (See Fig. 9
and Fig. 10 for details): the camera exposure time is set to 5 ms and the camera
electronic gain is set to unity. In the middle of the 5 ms exposure time, the MOT
trapping beams and repumping beam are switched on for imaging for duration Timg






























































































Figure 10: Dipole trap imaging sequence (part 2).
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100 mμ
Figure 11: Image of atoms in an optical dipole trap, picture taken in Jan. 2009.
∼ 107 atoms are loaded in the FORT.
exclude the influence of the background, we take two images, with and without FORT
trapping light, and subtract one from the other. Fig. 11 shows one of the images
from the FORT, for trap depth of 150 µK.
To calibrate the imaging system and determine the number of atoms per count,
ηa/c, on the EMCCD camera, we first consider the interaction between the laser field
and atoms. This can be described with the Optical Bloch Equations and density
matrix including spontaneous emission. For a simple two-level atom with ground




The on-resonance saturation parameter is






Here, I is the laser intensity at the atom position, and Is corresponds to the saturation
27
intensity of a particular transition with wavelength λ and lifetime τ = 1/γ, here γ is
the excited state natural linewidth.
The rate of absorption and emission of photons by an atom can be described as
the scattering rate γp,
γp =
s0γ/2
1 + s0 + (2δ/γ)2
(14)
where δ is the light frequency detuning from resonance.
Now we assume that the camera is monitoring an ensemble of N atoms. The
sample is illuminated by a light field with intensity I and detuning δ for an imaging
acquisition time Timg. The scattering rate from the atomic sample is γp(I, δ). During
the acquisition time, the ratio of number of scattered photons impinging upon the






where Ωsolid is the solid angle of the atomic fluorescence from the trap collected
through the imaging system and directed onto the CCD sensor.
With Nc counts detected by the camera, the coefficient of counts per photon




where Qe is the quantum efficiency of the camera at the wavelength of the light field








2.6 Trap lifetime measurement
Fig. 12 shows decay of lattice fluorescence as a function of time. The 1/e lifetime of
the dipole trap is τ = 1.6 s. The decay of the number N of atoms in a trap can be
28
























time after FORT loaded, s
Figure 12: FORT fluorescence signal of the 1-D optical lattice as a function of time.
The solid line shows the fit of the data to an exponential decay. The 1/e trap lifetime
τ = 1.6 s.
described by the general loss equation [36]
Ṅ(t) = −αN(t)− β
∫
V




where α, β and γ are the single-particle loss, two-body loss and three-body loss
coefficients, respectively. Single-particle loss is due to the collisions with background
gas in the vaccum apparatus. Two-body loss comes from ultracold binary collisions
or light assisted collisions involving atoms in the excited state. Three-body losses are
relevant for high density atomic samples. All of the three mechanisms contribute to
the observed value of the dipole trap lifetime.
29
2.7 Temperature measurement of an optically con-
fined sample
We use the time-of-flight method [37] to measure the temperature of the atoms in
the FORT. In this method, the atoms confined in the FORT are released and the
velocity, v, of the atoms during the free expansion of atomic sample is determined.





The measurement procedure is described as follows: first the atoms are loaded
into the optical dipole trap from the MOT, then the FORT trapping light is switched
off, allowing the atoms to freely expand in vaccum. At a certain delay time t, a back-
ground subtracted image is taken by the EMCCD camera. The number of counts,
N(x, y), on every pixel of the CCD sensor is recorded, where x and y are the hori-
zontal and vertical directions, respectively. We integrate the counts in the horizontal
direction and get Nsum(y, t) = ΣN(x, y).
The corresponding waist, σ(t), and center of the sample along the vertical di-
rection, C(t), are extracted from the image by fitting Nsum(y, t) with a Gaussian
function




where A, C(t), and σ(t) are the adjustable parameters.
A set of waists and sample centers are measured at a set of different delay times.
Fig. 13 shows selected reconstructed images in color contour format from one of the
sets of measured data points. Atomic velocity, v, is calculated by fitting σ(t) as a





where σ0 is the initial waist of the trap. We treat σ0 and v as the adjustable param-
eters. With the extracted velocity, we can calculated the atomic temperature with
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Figure 13: Images of dipole trap at different delay times, t, after atoms are released
from the trap confinement. t = 4 ms (top left), 8 ms (top right), 12 ms (bottom left),
16 ms (bottom right). Data taken at trap depth U = 80 µK.
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Trap depth ( K)
Figure 14: Measured temperature of atoms in the FORT as a function of trap depth.
Eq. 15.
Fig. 14 shows the the temperature of atoms in the FORT measured as a function
of dipole trap depth. From the measurements, we determine that the temperature of
the atomic sample is about 15% to 20% of the trap depth. The validity of the atomic
temperature measurement can be verified by comparing the gravitational constant g
and the extracted acceleration g′ from the measured atomic sample center position
C(t) along the vertical direction. For images taken by a camera mounted at an angle,
θcam, to the horizontal plane, we can extract g
′ by fitting C(t) with





where C0 is the initial center position of the FORT. We treat g
′ and C0 as adjustable
fit parameters.
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Figure 15: Retrieval efficiency as a function of trap depth.
As a reference, in Fig. 15, I also show the measured retrieval efficiencies (see




This chapter is based on Ref. [38].
3.1 Introduction
Protocols for quantum communication are typically based on remote parties sharing
and storing an entangled quantum state. The generation of such remote entanglement
must necessarily be done locally and distributed by light transmission over optical
fiber links or through free space [11]. For the distribution of entanglement over a
length L the characteristic timescale for storage is the light travel time L/c, where
c is the speed of light in the medium. For L = 1000 km, L/c ≈ 5 ms for an optical
fiber.
In practice, direct entanglement distribution over optical fibers is limited by ab-
sorption to distances l ∼ 100 km. In order to distribute entanglement over longer
distances, the channel should be divided into links of length ≤ l. The division circum-
vents attenuation in the fiber provided the intermediate memory nodes, which ter-
minate the links, have a non-zero quantum memory time. Entanglement distributed
over these shorter links is then connected over length L according to a family of pro-
tocols generically known as the quantum repeater. The entanglement distribution
rate of a network depends critically on the memory time of these storage elements.
For L ∼ 1000 km, required memory times vary from many seconds for simple network
topology [22, 33] to milliseconds for more complex (e.g., multiplexed) topologies and
architectures [27, 39, 40]. Such long-lived quantum memories could revolutionize de-
terministic single photon sources [20] and lead to the generation of entangled states
34
Figure 16: Spatial profiles of atomic spin wave grating (left panel) and optical lattice
field intensity (right panel). The write and signal fields (wavelength 795 nm) intersect
at a 0.9◦ angle. The lattice is formed by two 1.06 µm beams intersecting at a 2.5◦
angle.
over extended systems [41].
Enhancing the matter coupling to a single spatial light mode is an advantage
shared by cold optically thick atomic ensembles [15] and single atoms in high-finesse
cavities [42]. The longest quantum memory time previously reported, 32 µs in a
cold rubidium ensemble [20], is insufficient to carry out quantum repeater protocols
over the distances where direct transmission fails. The rubidium sample, prepared
in state of zero average magnetization, was allowed to freely fall during the protocol
and the quantum memory time was limited by the effects of small uncompensated
magnetic fields. In short, equally populated atomic states of opposite magnetization,
±mµB, where m is the angular momentum projection and µB is the Bohr magneton,
respond asymmetrically to ambient fields [18, 43, 44, 17, 45, 46, 47, 48]. Ballistic
expansion of the freely falling gas provides a longer memory time limitation which can
be estimated from the time τ = Λ/(2πv) ∼ 100 µs it takes an atomic spin grating to
dephase by atomic motion (we use some representative parameters typical of the MOT
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environment: grating wavelength Λ = 50 µm, atomic velocity v =
√
kBT/M ≃ 8
cm/s for T = 70 µK). Millisecond storage of classical, coherent light has been reported
in atomic gases [29, 30, 31], while coherence times in excess of 1 s have been achieved
in the solid state [32].
In order to extend memory times into the millisecond range, both the magnetic
decoherence and the effects of atomic motions are to be eliminated. We achieve this
by confining Rubidium-87 atoms in an optical lattice of 25 µm period (See Fig. 16)
employing the m = 0 ↔ 0 ground-state atomic hyperfine transition for storage. We
thereby take advantage of the magnetic insensitivity of the so-called clock transition,
whose energy depends only quadratically on external magnetic fields. The ground
hyperfine levels a and b of 87Rb have angular momenta Fa = 1 and Fb = 2, and the
upper and lower clock states are written as |+⟩ ≡ |b,m = 0⟩ and |−⟩ ≡ |a,m = 0⟩,
respectively. If the atoms are prepared in the upper clock state by optical pumping,
the |+⟩ and |−⟩ states can be coupled by Raman scattering of a weak linearly polarized
write laser field into an orthogonally polarized signal field detected in the near-forward
direction.
3.2 Write/Read protocol
Collective spin-wave excitations are created via the write/read protocol [33]. The
write field is 20 MHz below resonance of the b ↔ c transition. The read field is on
resonance with the a ↔ c transition. Here {|a, b⟩} corresponds to {5S1/2, F = 2, 1}
and {|c⟩} represents {5P1/2, F = 2} of the 87Rb atoms.
The detection of the signal photon implies a momentum change ~(kw − ks) of the
atoms, where kw and ks are the write and signal field wavevectors, respectively. The
excitation amplitude for an atom at position rµ is proportional to e
−i(kw−ks)·rµ . The
collective atomic excitation, imprinted with this phase grating, is the write spin wave.
The spin wave coherence is essential in providing efficient coupling to a single spatial
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electromagnetic field mode in the retrieval stage, or read process, performed after a
controllable storage period. Optical confinement preserves the spin wave coherence
by suppressing atomic motion along the kw − ks direction.
The physics of the read process can be described using the concept of the clock
polariton [49], a bosonic light-matter excitation with creation operator
Ψ̂†0 (z, t) =
Ωφ̂† (z, t) + iκ
√
nŝ† (z, t)√
|Ω|2 + n |κ|2
. (16)
This is a linear combination of the read spin wave associated with the clock transition
and the idler field propagating along the quantization axis z, and linearly polarized
in the x -direction; these are described by creation operators ŝ† and φ̂†, respectively.
The form of the polariton operator shows that adiabatic variation of the y-polarized
read field Rabi frequency Ω causes reversible conversion between the propagating idler
field and the read spin wave. The collective Rabi frequency associated with the idler
transition c → b is given by κ
√
n, where κ is the dipole coupling strength and n the
atomic number density.
Our goal is to convert the write spin wave, heralded by signal photodetection,
into the idler field, with high efficiency. It is therefore essential to have a large
overlap between the write and read spin waves. In order to maximize this overlap,
the signal and idler spatial mode functions should be matched and the condition
ki = kw−ks+kr satisfied [50], where ki and kr are wavevectors for the idler and read
fields, respectively. The overlap is also influenced by the atomic state preparation,
angular momentum quantum numbers and transition strengths of the atomic levels
a, b and c. For Fa = 1, Fb = Fc = 2 with atoms prepared in the |+⟩ (upper clock)


















Figure 17: Essential elements of the experimental set-up for measuring coherence
time of unpolarized atoms in a magneto-optical trap. The inset shows the atomic
level scheme. Here, E is a Fabry-Perot interferometer (etalon) and D1 and D2 are
single photon detectors.
Figure 18: Energy diagram of 87Rb atoms in a magnetic field. Hyperfine levels in the
magnetic field split into 2F+1 Zeeman sublevels. This splitting causes time evolution
of hyperfine coherences established by the write process and time variation of the
retrival efficiency.
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Figure 19: Retrieval efficiency as a function of storage time for unpolarized atoms in a
magneto-optical trap. Experimental data, circles, show rapid damped oscillations due
to Larmor precession at short times, followed by slow decay associated with the clock
transition dephasing. The inset shows details of the short-time damped oscillations.
The solid curves are fits based on theory. B0 ≈ 0.25 G.
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3.3 Unpolarized, freely diffusing atomic gas
We first performed quantum memory lifetime measurements in an unpolarized, freely
diffusing atomic gas in a bias magnetic field. A schematic of our experiment is shown
in Fig. 17. A cold atomic cloud of 87Rb is provided by a MOT. The atoms are
collected in the MOT for 40 ms, after which the experimental sequence begins with
an unpolarized sample of atoms prepared in level |b⟩. During the 2 ms experimental
sequence, a bias magnetic field of B0 ≈ 0.25 G is applied along the signal field.
The sequence begins with a 50 ns long vertically polarized incident write pulse.
The Raman scattered signal field, on the a ↔ c transition, is collected and then
filtered by a Fabry-Perot interferometer with free spectral range of 75 MHz. The
interferometer is tuned to the a ↔ c transition and has transmission efficiency of
70%, after which it is directed to a single-photon detector (D1). In the absence of
a photoelectric detection event registered by D1, the write pulse is followed by an
orthogonally polarized clean pulse of duration 200 ns, which transfers the atomic
population back from |a⟩ to |b⟩. The sequence is repeated at a frequency of 1 MHz.
A detection event at D1 heralds the excitation of an atomic spin wave with the desired
wave vector, and the write or signal measurement sequence is stopped.
The prepared spin wave is stored in the sample and left undisturbed. A horizon-
tally polarized read laser pulse (identical to the clean pulse), counterpropagating with
the write pulse, induces Raman scattering, converting the stored spin-wave excitation
into an idler field emitted on the c ↔ b transition. In order to reduce background in
the idler channel, the idler field is filtered by a Fabry-Perot interferometer with free
spectral range of 250 MHz. The interferometer is tuned to the b ↔ c transition and
has transmission efficiency of 70%. The idlers are then collected by a fiber coupler and
directed into photodetector (D2). The probability of detecting photoelectric events
at D2 determines the measured retrieval efficiency.
Within each hyperfine level, there exist 2F + 1 Zeeman sublevels. In the absence
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of a magnetic field, these energy sublevels are degenerate, though in a weak magnetic
field, the levels experience a shift proportional to their magnetic quantum numbermF ,
as shown in Fig. 18. Also illustrated is the write process in such a sample. If the atoms
are unpolarized, the write process generates several atomic coherences that precess
with different Larmor frequencies. The interference between atomic coherences results
in the fast oscillations of retrieval efficiency shown in Fig. 19. Slower decay on the 200
µs time scale is due to ballistic expansion of the atomic sample during the write/read
delay.
3.4 Lattice-confined atomic gas
To increase the coherence time of the spin wave, atomic motion needs to be confined
and the magnetically insensitive atomic coherence needs to be utilized. We achieve
these goals by loading of the atoms into a 1-D optical lattice and optical pumping of
the atoms into the m = 0 Zeeman sublevel of the F = 2 hyperfine level. We also choose
polarizations of write/read and signal/idler fields to utilize the long-lived hyperfine
coherence between the F=2 m=0 and F=1 m=0 states.
3.4.1 Experimental setup
The main elements of our experiment are shown in Fig. 20. A sample of 87Rb atoms
is collected and cooled in a magneto-optical trap for 0.2 to 0.5 s. Next, the trap
laser is detuned to 90 MHz below atomic resonance and the repump laser intensity is
lowered, for 20 ms, in order to optimize sub-Doppler cooling and lattice loading. The
quadrupole coils of the MOT are switched off, and the bias field of 0.2 − 2 Gauss,
directed along the z-axis, is switched on (the ambient magnetic field compensated by
three pairs of Helmholtz coils). MOT trapping and repumping beams are switched
off by mechanical shutters.
The optical lattice is made by interfering two beams of light at 1.06 µm, with power
varying between 3.5 and 7 W per beam, and intersecting at an angle θ ≈ 2.5◦. The
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Figure 20: Essential elements of the experimental set-up. Between 105 and 106 sub-
Doppler cooled 87Rb atoms are loaded into an optical lattice, and detection of the
signal field, generated by Raman scattering of the write laser pulse (red-detuned by 20
MHz), heralds the presence of a write spin wave excitation. A resonant read/control
field converts the surviving atomic excitation into an idler field after a storage period,
Ts. The inset shows the atomic level scheme of
87Rb with levels a and b, the hyperfine
components of the ground 5S1/2 level, and level c, a hyperfine component of the
excited 5P1/2 level. The write laser excites the b↔ c transition, with Raman emission
of the signal field on the c→ a transition. The read laser excites the a↔ c transition,
with Raman emission of the idler field on the c→ b transition.
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waists of the two beams are ∼ 130 and ∼ 260 µm, respectively. The maximum lattice
depth U0 is varied between ∼ 40 (3.5 W per beam) and ∼ 80 (7 W per beam) µK.
For the latter case, the corresponding (maximum) trap frequencies are ≈ 2.5 ·103, 110
and 2 Hz along the x′-, y-, and z′-axis, respectively. We employ optical pumping with
light propagating along the x-axis and linearly polarized along the z-axis, resonant
to the b↔ c transition. A repump laser resonant on the a↔ c transitions, assists in
the transfer of the atoms into the upper clock state |+⟩.
The atoms in the FORT are pumped into the Fa = 1 hyperfine level. After a 50
ms delay to allow untrapped atoms to fall away from the FORT, the trapped atoms
are pumped into the Fb = 2, m=0 state by illuminating the sample with the optical
pumping beam for 4 µs and the MOT repumping beam for 10 µs.
The heart of the experimental protocol is performed when the MOT trapping and
repumping beams are shut off completely. The write/read sequency is similar to that
described in Section 3.3, with the following exceptions: (a) a 4 µs optical pumping
pulse is executed every 40 experimental trials to avoid substantial depolarization of
the atomic sample by the write pulses; (b) the idler field is collected into one port of a
fiber-based beamsplitter followed by photodetectors D2 and D3, where the probability
of detecting a photoelectric events and D2(3) is p2(3). p2+p3 determines the measured
retrieval efficiency.
In addition, when the sequence is halted after detection of a signal photon, the
write, clean/read, and optical pumping fields are further attenuated from their ”off”
states by no less than 40 dB, 80 dB, and 80 dB, respectively, using additional AOMs.
The zeroth-orders of these AOMs are also blocked by mechanical shutters. At these
levels of field attenuation, the atomic excitation rate in the sample is a fraction of 1 Hz.
This is crucial when quantum memory coherence times approach several milliseconds.
The length of the experimental sequence is 36 ms, determined by optimizing the
balance between retrieval efficiency and idler detection rate.
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Figure 21: Retrieval efficiency as a function of storage time: unpolarized atoms in
an optical lattice. Experimental data, circles, show rapid damped oscillations due to
Larmor precession at short times, followed by slow decay on the millisecond timescale
associated with the clock transition dephasing. The inset shows details of the short-
time damped oscillations. The solid curves are fits based on the theory. The observed
350 kHz oscillation frequency corresponds to B0 ≈ 0.25 G.
3.4.2 Unpolarized, lattice-confined atomic gas
To study the different mechanisms of decoherence, we start with the unpolarized
sample loaded in the optical lattice. In Fig. 21, we show the retrieval efficiency
as a function of storage time. We observe fast oscillations in the first two hundred
microseconds followed by a slow decay on the time scale of several milliseconds.
The oscillations are caused by Larmor precession of magnetic hyperfine coherences
of the write spin wave. A superposition of the states |b,±m⟩ and |a,±m′⟩ (hereafter
referred to as m↔ m′-coherence) precesses at a frequency
ωm,m′ = (µBB0/~)[ga (m′ +m)− δgm],
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where B0 is the magnetic field, and the Landé factors can be calculated by [51]
gF = gJ
F (F + 1)− I(I + 1) + J(J + 1)
2F (F + 1)
+ gI
F (F + 1) + I(I + 1)− J(J + 1)
2F (F + 1)
. (17)
For 87Rb atoms, ga ≈ −0.5018, gb ≈ 0.4998, and δg ≡ ga + gb = −0.002.
We note that since ω1,−1 ∝ δg, it is about 500 times smaller than ω1,1 ≈ ω2,0.
The inset to Fig. 21 shows that the fast oscillations, associated with the 2 ↔ 0
and 1 ↔ 1 coherences, have a period of 2.8 µs corresponding to B0 ≈ 0.25 G. The
expected 1.4 ms period oscillation of the slow 1 ↔ −1 magnetic coherence, which has
a small transition weight for this configuration is not visible for this field. We have,
however, observed this modulation by increasing the magnetic field to 2 G.
The 0 ↔ 0 coherence of the clock transition survives the decay of the magnetic
coherences up to a storage time of 6 ms (with a small contribution from the 1 ↔ −1
coherence). The solid lines are fits to the data using the theory discussed in Ref.[38],
where the frequencies and decay times are treated as adjustable parameters. The
ratio of maximum efficiency at short times to the efficiency at times longer than
200 µs is predicted, in the absence of atomic motion, to be (32/13)2 ≈ 6.1, whereas
the observed value is approximately 13. As we discuss further below, the effects of
atomic motion result in an additional dephasing of the spin wave which may account
for this observation. The asymptotic retrieval efficiency is clearly limited by the initial
population p0 = 1/5 of the clock state |+⟩ in the unpolarized sample.
3.4.3 Optical pumping into m=0 state
To circumvent the limit set by the influence of residual magnetic fields and further
increase the efficiency at long times, one can use the ground state hyperfine coherence
of the m = 0 Zeeman levels as the basis of quantum storage. Ideally, the atomic
ensemble can be prepared in the clock state by optical pumping.
We employ optical pumping with light propagating along the x-axis and linearly
polarized along the z -axis, resonant to the b↔ c transition. A repump beam resonant
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on the a↔ c transition assists in the transfer of the atoms into the upper clock state,
|+⟩ (Fig. 22). A bias magnetic field along the z-axis defines the quantization axis.
The optical pumping beam has a beam waist of 1 mm, slightly larger than the
sample size. The beam is retro-reflected after the chamber to avoid momentum trans-
fer to the atoms and minimize atomic loss. Three independent parameters can be
adjusted to optimize the efficiency of optical pumping: power, detuning of the light,
and number of trials per optical pumping pulse.
The time evolution of the retrieval efficiency is sensitive to the distribution of
atoms among the Zeeman sublevels. This dependence can be used to optimize the
optical pumping. The retrieval efficiency in a partially polarized sample placed in the
magnetic field is given in [38] as
ηi (Ts) = η0
∣∣∣∣∣p0e− T2s4τ2 + p112e−
T2s



















where η0 is the retrieval efficiency of an optically pumped sample at storage time
Ts = 0, p0,1,2 corresponds to populations of |b, 0⟩, |b,±1⟩, |b,±2⟩ sublevels respectively,
and the numerical coefficients depend on 3j-symbols. Here, we assume that bothm =
1 and m = −1 sublevels and m = 2 and m = −2 sublevels have equal populations.
Furthermore, τ1,±1 and τ2,±0 are decay times associated with the magnetic hyperfine
coherences |b, 1⟩ ↔ |a,±1⟩, and |b, 2⟩ ↔ |a, 0⟩. These are due to the linear Zeeman
effect and are given by τm,m′ = ~/(|gam′ − gbm|µB∆B), where ∆B = B′l + δB and
δB is a phenomenological width due to fast temporal variations of the magnetic field.
In Fig. 23(a), we show short-time dynamics for the optically pumped sample
in a magnetic field of B = 0.43 G and, as expected, observe much lower visibility
oscillations than those in Fig. 21. The data suggests the clock state |+⟩ population
p0 ≈ 0.85 and p±1 ≈ 0.07, assuming that p±2 ≈ 0.
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Figure 22: The structure of the atomic levels of the 87Rb atom and the relevant
optical transitions in the write/read process for the clock coherence.
We improved optical pumping results by using an optical pumping beam with
an elliptical cross-section, which covers the dipole trap more effectively (Fig. 23(b)).
This data, measured with a magnetic field of B = 0.7 G, suggests the clock state |+⟩
population p0 ≈ 0.90 and p±1 ≈ 0.05, assuming that p±2 ≈ 0.
The latest measurement of optical pumping (Fig. 23(c)) suggests that we suc-
cessfully achieved a completely optically pumped atomic sample with clock state
population p0 = 1.00± 0.05.
3.4.4 Single focused beam dipole trap
Another decoherence mechanism of spin wave dephasing is the motion of atoms across
the atomic sample. To measure the decoherence time associated with atomic motion,
we confine atoms in a single focused beam optical dipole trap, where atoms can freely
move along the x′ direction. To achieve this with the same optical set up, we send all
the power from our 1.06 µm laser into a single trapping beam, and measure the decay





































Figure 23: Retrieval efficiency as a function of storage time on a microsecond time
scale for optically pumped atoms in an optical lattice. Short time oscillations are due
to imperfect optical pumping. Solid lines show the fit to experimental data using the
model described in the text.
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Figure 24: Retrieval efficiency as a function of storage time for a single beam optical
dipole trap. Data taken at trap depth U0 = 40 µK.
before.
For a average atomic velocity of 6 cm/s, we expect a coherence time of about τ =
130 µs. Fig. 24 shows the measured retrieval efficiency in this case. The measured
coherence time is ∼150 µs, consistent with our theoretical predictions.
3.4.5 Misaligned trap
To optimize coherence time and retrieval efficiencies of the quantum memory based
on atoms confined in the optical lattice, the vector kw − ks should be perpendicular
to the lattice pancake planes. To be more specific, write, signal, and the two lattice
beams must be aligned in the same plane. Also, the intersection angle of the write
beam and one of the lattice beams must be equal that of the signal beam and the
other lattice beam.
We observed oscillating retrieval efficiency behavior when the lattice beams and
experimental beams are slightly misaligned along the y-axis and the write beam is
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Figure 25: Retrieval efficiency as a function of storage time. write and read beams
are misaligned with respect to the atomic sample confined in the optical lattice. Data
taken at U0 = 80 µK.
addressing the atoms on the edge of the dipole trap. As shown in Fig. 25, on a
millisecond time scale, the measured retrieval efficiency osillates at a period of ∼3
ms. Because, atoms oscillate in the trap with a frequency of hundreds of Hertz along
the y-axis, the retrieval efficiency has the same oscillatory behavior.
3.4.6 Polarized, lattice-confined atomic gas
In the situation where the atomic sample is polarized and confined in a lattice much
higher retrieval efficiencies at long storage times are observed. We note, however,
that optical pumping results in a reduction of overall atomic number by a factor of 2
to 3, which must be accounted for when comparing the relative efficiencies.
Millisecond scale oscillations discussed in the previous subsection disappear in a
well-aligned setup. In Fig. 26, two sets of data are shown, corresponding to maximum
trap depths U0 = 40 µK and U0 = 80 µK, respectively, with a longer coherence time in
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Figure 26: Retrieval efficiency as a function of storage time on a millisecond scale:
optically pumped atoms in an optical lattice. Diamonds correspond to a trap depth
of U0 = 80 µK, circles correspond to U0 = 40 µK. The solid lines are fits of the form
(1 + (t/Tc)
2)−3/2, with Tc = 7.2± 0.25 ms (blue) and Tc = 5.0± 0.1 ms (red).
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Figure 27: Retrieval efficiency as a function of storage time between 0 and 1 ms for
optically pumped atoms in an optical lattice. As described in the text, the initial
decrease of retrival efficiency and damped oscillations are due to dephasing of a spin
wave associated with motion of atoms confined in optical lattice sites. Data taken at
U0 = 60 µK.
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the former case. All magnetic coherences are strongly suppressed by optical pumping,
and, on the timescale shown, the fast magnetic coherences are completely dissipated,
leaving primarily the clock hyperfine coherence.
Atoms in the |+⟩ and |−⟩ clock states experience different, spatially varying light
shifts in the lattice. The observed millisecond-scale decoherence of the clock spin
wave may be attributed to the atomic motion in the lattice potential, accompanied
by the phase broadening resulting from the differential light shifts [52]. Assuming a
single harmonic trap, a formula for the decay of the clock transition coherence of the
form (1+(t/Tc)
2)−3/2 was derived [52]. Our lattice, instead, has a distribution of trap
depths and the atoms do not necessarily perform simple harmonic motion. Within
each well of the lattice, atoms are expected to be thermally distributed. However,
they are not necessarily thermalized with respect to the global potential.
Nevertheless, our data fits the formula well, and from this we extract the decay
times Tc ≃ (7, 5) ms for U0 ≃ (40, 80) µK, respectively. According to the model
of Ref.[52], the decay time Tc corresponds to the (homogeneous lattice) equilibrium
temperature T = 2~/(ξkBTc), where ξ is the ratio of the ground-state hyperfine
splitting to the effective detuning of the lattice light - here ξ = 6.8 · 10−5 - resulting
in values of (30, 42) µK.
The temperature of the cloud, which is strongly confined in the x′ − y plane, was
measured by ballistic expansion at an angle of 30◦ to the horizontal, and found to be
(8, 17) µK for U0 ≃ (40, 80) µK, respectively (See Chapter II). As might be expected,
these differ significantly from the homogeneous lattice model discussed above. There
are a number of additional mechanisms, such as misalignment of the lattice with
respect to the spin wave, quadratic Zeeman (clock) shift, collisional broadening, laser
pointing instability, and spontaneous scattering of the lattice light, that we believe
produce much smaller decoherence than differential light shifts.
Shown in Fig. 27, optical pumping enables us to observe motional dephasing on
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the scale of a few hundred microseconds, followed by a damped evolution towards
the 1 ms timescale with the efficiency dropping by about 50% (this typical behavior
is also to be expected in the data of Fig. 27, but is not shown here). In common
with Fig. 21, we attribute this fast dephasing to atomic oscillations along the lattice
axis x′. A simple one dimensional model of harmonic motion yields the characteristic
behavior shown in Fig. 27 if one averages over a distribution of oscillator frequencies
corresponding to a distribution of trap depths. We have also observed this qualitative
behavior in 3+1 dimensional Monte-Carlo simulations, which include the full atomic
orbits.
To assess the effects of an inhomogeneous magnetic field on the retrieval efficiency,
we assume a magnetic field B = B0ẑ + B
′(zẑ − ρρ̂/2) and a Gaussian cloud density














where 1/τ = 4π ·575 [Hz/G2] B0B′l follows from the quadratic Zeeman shift ∆ω0(z) of
the clock transition. Under the conditions of our experiment B0 = 0.5 G, B
′ ≪ 100
mG/cm, we find τ ≫ 100 ms, which is much larger than the achieved quantum
memory lifetime.
3.4.7 Measurement of quantum statistics of the signal/idler fields
All the measured retrieval efficiencies shown in the figures in this chapter are taken
for the signal photodetection probability at detector D1, p1 ≈ 5− 7 · 10−4, while for
the data in Table 1 and Table 2, p1 ≈ 1.6− 4 · 10−4.
The retrieval efficiencies discussed in this chapter are measured efficiencies, refer-
ring to photoelectric detection probabilities per read pulse. The uncertainties given
are based on the statistics of photoelectron counting events. The measured passive
losses from the atomic sample to the detector in the idler channel produce an ef-
ficiency factor of 0.25 ± 10%. Intrinsic efficiencies are, therefore, greater than the
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Figure 28: Measured retrieval efficiency as a function of p1. Data taken at U0 = 60
µK.









Figure 29: Normalized intensity cross correlation functions, gsi, as a function of p1.
Data taken at U0 = 60 µK.
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measured retrieval efficiencies by a factor of 4.
Fig. 28 shows one measurement set of the retrieval efficiencies as a function of
signal photon detection probabilities p1. We also evaluate the normalized intensity
cross-correlation function
gsi ≡ (p12 + p13)/[p1(p2 + p3)]
as a function of the signal photon detection probabilities p1 (Fig. 29).
As p1 increases, the correlation function gsi decreases, however, the idler retrieval
efficiency stays the same. The typical background in the signal channel is less than
1·10−5, which is much smaller than the detection probability. The typical background
in the idler channel is ∼ 1 · 10−4, much smaller than the retrieved idler efficiencies
(≥ 1%).
We have verified that all the measured idler efficiencies are independent of p1, so
that they have negligible background contributions up to times longer than 7 ms.
3.5 Quantum nature of the memory
Having measured high retrieval efficiencies, we now demonstrate the quantum nature
of the memory on the 5 ms timescale. Specifically, we characterize how well the
retrieved idler field compares to a single photon state by measuring the α-parameter
of Grangier et al. [53]. The value α = 0 corresponds to an ideal, heralded single-
photon state, whereas for classical fields α ≥ 1.
A field in a single-photon state, incident on a beamsplitter, is either transmitted
or reflected, and the joint photoelectric detection probability vanishes (Fig. 30). We
determine α with the following protocol: We perform a sequence of trials, each trial
begining with a write pulse and terminating with a clean pulse which resets the atomic
state, until the signal detector, D1, registers a photoelectric detection event. At this
point, the sequence is halted, and the prepared spin wave is stored for the time,
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Figure 30: A single photon incident on a beamsplitter takes one of two paths leading
to anti-correlated photoelectron counting events at D2 and D3.
Ts, after which time a read pulse converts the excitation into an idler field, which is
directed onto a beamsplitter followed by photodetectors D2 and D3.
The anticorrelation parameter, α, is given by the ratio of various one-, two-
and three-fold photoelectric detection probabilities measured by the set of detectors





It is important to appreciate that α is weakly dependent on the retrieval efficiency
until the idler field background becomes significant [18], and for this reason we do not
expect α to significantly increase with storage time under the conditions of our exper-
iment. Accounting for the measured signal field detection probability and efficiency
and the idler channel background contribution, we theoretically estimate α ≈ 0.02
for 1.2 µs delay and α ∼ 0.05− 0.1 for longer delays.
In Table 1, we give the measured values of α, demonstrating quantum memory
for storage times up to 6 ms. We have verified that detection of classical light with
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Table 1: Measured values of α, measured efficiency η, and intrinsic efficiency ηint,
for different storage times.
T , ms α η ηint
0.0012 0.02± 0.01 6.3% 25%
1 0.12± 0.04 2.8% 11%
4 0.17± 0.07 1.3% 5%
6 0.10± 0.10 1.1% 4.5%
our protocol gives α = 0.97± 0.08, consistent with unity. Also shown in Table 1 are
the corresponding values of the measured and intrinsic retrieval efficiencies obtained
from the same data runs as the α-parameter.
We note that the short time measured (6.3%) and intrinsic (25%) retrieval ef-
ficiencies are smaller than our previous values of 7.5% and 34%, respectively [20],
due to the difficulty of spatially matching the lattice-loaded atomic sample and the
signal-idler modes.
3.6 Deterministic single photon source
An important, immediate application of this long-lived quantum memory is the real-
ization of a deterministic single photon source based on quantum measurement and
feedback, as proposed in Ref. [20]. There, the source was implemented using a freely
expanding atomic cloud, with a quantum memory time of 32 µs, and two-photon
events were reduced to 40% of the coherent state value [20]. As the protocol’s success
is based on long memory times, we are now able to significantly improve the quality
of the single-photon source.
The quality of a deterministic single photon source is demonstrated by measuring
sub-Poissonian photoelectron statistics of the second-order coherence function 0 ≤
g
(2)
D (0) < 1. The second-order coherence function
g
(2)
D (0) = p23/(p2p3)
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quantifies the quality of single photons produced by the following quantum feedback
protocol: each trial begins with a write pulse. If D1 registers a signal photoelectric
event, the protocol is halted. The memory is now armed with a spin wave excitation
and is left undisturbed until time tp when a read pulse converts it into the idler field.
If D1 does not register an event, the atomic memory is reset to its initial state with
a cleaning pulse, and the trial is repeated. The duration of a single trial is 1 µs. If
D1 does not register a signal detection event by tp − 49 µs, the protocol is halted
and any background counts in the idler channel are detected and included in the
measurement record. The procedure closely resembles that used to measure retrieval
efficiencies and α, with the following important distinction: instead of waiting for a
period Ts after the signal detection event, we decide to read out the idler at time tp.
Hence, we begin the quantum feedback protocol at time tp − Ts.
The source efficiency, defined as the probability ϵ to detect a photoelectric event
per trial, is the second important figure of merit. It is given by
ϵ = (p2 + p3)/p1
Ideally, g
(2)
D (0) = 0 and ϵ = 1. The measured values of g
(2)
D (0) and ϵ are given in
Table 2. We have verified that for classical light our experimental protocol resulted
in g
(2)
D (0) = 0.99± 0.05. The results of the measured second-order coherence function
g
(2)
D (0) are comparable to those recently achieved using a single trapped atom in a
high finesse cavity, while our measured efficiencies are about a factor of two greater
[42].
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Table 2: Measured values of second order coherence function g(2)D (0), measured de-
terministic single photon source efficiency ϵ, and intrinsic source efficiency ϵint, for
different values of read out delay, tp.
tp, ms g
(2)
D (0) ϵ ϵint
4 0.06± 0.04 1.9% 8%
5 0± 0.06 1.6% 6%
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CHAPTER IV
IN-SITU DETERMINATION OF ZEEMAN
CONTENT OF COLLECTIVE ATOMIC
MEMORIES
4.1 Introduction
Precise control and accurate measurement of atomic states have become necessities
in most experiments. In precise spectroscopic measurements, state preparation is
directly linked to the measurement accuracy. In quantum computing, it limits the
performance of quantum gates. For atomic ensemble based quantum memories state
initialization determines the storage efficiencies and coherence times.
In the past qubits were typically encoded without preparation and diagnostics of
population distributions across Zeeman sublevels. Qubit states were represented by
distinct pairs of ensembles [15, 54], distinct spin waves within a single sample [16, 17,
55, 56, 57, 46, 45, 58, 59], or isotopic mixtures [21]. As a result, the memory lifetimes
were limited to tens of microseconds. In contrast, long-lived quantum memories
implemented by our group in the past two years [38, 60] require precise control of
atomic Zeeman populations in optically dense atomic samples, as one must encode
spin-wave ground-state coherences that are both magnetically- and lattice-insensitive.
Once ground state polarization becomes important, special care must be taken to
prepare and diagnose Zeeman state distribution.
The DLCZ protocol [33] for the generation of single quantum collective states is
intensive in the amount of light involved, while the light fields are typically spatially
inhomogeneous. This leads to a variation of both the Zeeman distribution across
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atomic samples and of atomic participation in the memory.
In order to extract a meaningful and unambiguous Zeeman distribution, a tech-
nique to measure populations in-situ contemporaneously with the spin-wave genera-
tion and storage is required. In this chapter, we propose and demonstrate such an
in-situ method for high-precision measurement of Zeeman populations of spinwave
memories that addresses these problems and could be easily implemented on any
setup with only minimal changes. There are two classes of hyperfine spin waves, with
fast and slow dephasing rates in an inhomogeneous magnetic field, 1/τfast and 1/τslow
[38, 60]. Our technique exploits the fact that, for Ts ≪ τfast, the dynamics depend
sensitively on the atomic state at the instant the spin waves are written.
4.2 Dynamics of population distribution
To illustrate the importance of in-situ determination of Zeeman content, Fig. 31(a)
shows the dynamics of the population as a function of the number of write-read
trials. Evidently, a few hundred write/read trials are sufficient to noticeably alter the
distribution, whereas typically 102−104 trials are required to generate a high-quality
spin-wave excitation.
In Fig.1(b), the fast dynamics of ηV H are shown to illustrate the sensitive depen-
dence of the read-out efficiency on the population p0. When an H-polarized signal
photon is detected, spin waves ŵ0,V and ŵ1,V are imprinted on the ensemble. At
Ts = 0 and ω0,2Ts = 2π, only atoms originating in the m = 0 state contribute to ηV H .
This can be traced to destructive interference between the V-polarized fast and slow
spin waves originating from the m = ±1 states. At intermediate times, the fast spin
wave rotation modulates the interference and the read-out contributions of the w1,V
and w0,V are determined by the populations of the m = ±1 and m = 0 states.
In a spatially or temporally varying magnetic field, the Larmor frequency varies
across the sample causing each spatially averaged Zeeman coherence to dephase at
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Figure 31: (a) The populations of the Zeeman states |b, 0⟩ (solid line), |b, 1⟩ (dashed
line) and |b,−1⟩ as a function of the number of write/read trials in a 1.0 G bias
magnetic field. Write/read durations, intensities, etc. are taken to be the same as in
the experiment (see text). (b) The efficiency, ηV i|Hs(Ts), with which an H-polarized
idler photon is retrieved from the ensemble given the detection of a V-polarized signal
for storage times, Ts, much less than the fast spin waves’ decoherence time. This
conditional efficiency is calculated over one oscillation period of the fast spin waves
( 0 ≤ ω0,2Ts/(2π) ≤ 1 ) for the range of populations 0 ≤ p0 ≤ 1.
a rate Γmb,ma = |ωmb,ma∆B/B0| proportional to the respective Larmor frequency,
leading to separated fast and slow time scales τfast = 1/Γ02 and τslow = 1/Γ1,−1,
making τslow ≃ 500τfast. If Ts ≫ τfast, only the slowly evolving qubit spin waves q̂λ
and the clock spin wave ŝ0,0 can participate in the retrieval process, as discussed in
Section 4.4.3.
4.3 Experimental Procedure
We consider a collection of N ≫ 1 87Rb atoms (Fig. 32). The atoms are prepared in
the lowest energy hyperfine ground level |b⟩ with angular momentum Fb = 1 (inset of
Fig. 32). A magnetic field produced by a pair of coils in a Helmholtz configuration is
applied in the z-direction.
We consider the Raman configuration with ground levels |b⟩ and |a⟩ (Fa = 2) and
excited level |c⟩ with energies ~ωb, ~ωa and ~ωc respectively. Level |c⟩ is the 5P1/2
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Figure 32: Essential elements of the experimental setup. 87Rb atoms are loaded into
a 1-D optical lattice with a 6 µm period, formed by interfering two 1064 nm beams
with an angular separation of 10o; the (1/e2) beam waists are 90 µm and 120 µm
respectively, giving a maximum trap depth of 150 µK. The write and read fields share
a single spatial mode of waist 230 µm, while the signal and idler mode waists are 110
µm. The write/read and signal/idler modes intersect at the position of the atomic
sample at an angle θwi = 3
o. PBS is a polarizing beam splitter; D1-D4 are detectors.
The inset shows the atomic level scheme and write/read protocol (see text)
.
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hyperfine level with angular momentum Fc = 1. A linearly polarized write laser pulse
with wave vector k w and nearly resonant on the D1 (|b⟩ ↔ |c⟩) transition is Raman
scattered to produce a signal field on the |a⟩ ↔ |c⟩ transition.
The write pulse travels at a small angle to the negative z-direction with polariza-
tion similarly displaced from the x-direction. A single transverse signal mode u∗(r ),
centered around the wave-vector k s = −ksẑ is collected with horizontal (H) and ver-
tical (V) components in the directions −x̂ and ŷ, respectively. Detection of a signal
photoelectric event heralds the creation of an atomic spin wave excitation, which is
stored for duration Ts. A vertically polarized read laser pulse counter-propagating to
the write pulse retrieves the excitation by generating an idler field which is detected
in the spatial mode u(r ) in the positive z-direction.
Atoms are collected and cooled in a magneto-optical trap for a period of 0.4 s. The
trap laser is then detuned by up to 95 MHz below atomic resonance, the quadrupole
magnetic field is turned off, and the repump laser intensity is lowered for 40 ms, all
in order to optimize the sub-Doppler cooling and loading of the optical lattice. As
a result, the lattice contains about 107 atoms in the 5S1/2, F = 1 hyperfine level
(level |b⟩), with a magnetic field B0 = 1.1 G applied along the z-direction. The
temperature of the cloud was measured to be 20 µK. The lattice parameters (see
caption of Fig. 32) result in oscillation frequencies of 1.4 · 104, 400 and 30 Hz. The
lattice pancakes coincide with the constant phase planes of atomic spin waves, thereby
reducing motional decoherence. The write/read process is phase-matched according
to the conditions: k w + k r = k s + k i (k r = −krk̂w).
The spin waves are written by a 72 ms long sequence utilizing a measurement-
based feedback protocol [20]. This begins with a 50 ns long write pulse of power
≃ 1 µW, detuned by -20 MHz from the free-space |b⟩ ↔ |c⟩ transition frequency. If
a signal photoelectric event is not detected, the write pulse is followed by a strong
clean pulse to transfer the population back from |a⟩ to |b⟩; the sequence is repeated
65
at a rate of 0.66 MHz. The clean pulse has duration 200 ns, power 270 µW, and is
linearly polarized orthogonal to the write field. Detection of a signal event by D1 or D2
heralds excitation of the desired atomic spin-wave, and halts the write/clean sequence.
Under our experimental conditions the fast coherence decay time τfast ∼ 100 µs was
consistent with milli-Gauss variations in the magnetic field [38].
4.4 Zeeman content distribution
4.4.1 Linear basis, Ts ≪ τfast
For Ts ≪ τfast with the assumption that ω0,2 = ω1,1 and ω1,−1 → 0, the retrieval
efficiencies are given by
η =






where η is the matrix with elements ηλλ′ , λ, λ
′ ∈ {H, V }.
Numerical calculations of the write/clean sequence suggest that p0 falls from its
initial value of 1/3 to a steady state value of 0.15 within the first few milliseconds of
the 72 ms protocol duration. The alignment symmetry pm = p−m is broken by the
presence of the bias magnetic field, at a level of about 10% under our experimental
conditions.
The short-time retrieval efficiencies are shown in Fig. 33, left column. By fitting
the matrix η to the four measured efficiencies with a single set of three adjustable
parameters (an overall amplitude, ω0,2 and p0), we obtain p0 = 0.183 ± 0.003. To
account for non-equal detection efficiencies we rotate the signal and idler polarizations
by 90 degrees every 20 min. The total acquisition time is 160 min. A full scan over
Ts (2.1 - 3.7 µs) is performed within 48 s to avoid slow systematic drifts.
To confirm the predicted influence of p0 on the retrieval efficiencies, we optically
pump with an additional laser field tuned to the |b⟩ ↔ |c⟩ transition, propagating
in the x-direction and linearly polarized in the z-direction. During optical pumping
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Figure 33: The measured retrieval efficiencies, ηλλ′ (λ, λ′ = H, V ), for Ts ≪ τfast.
Left column: without optical pumping; right column: with optical pumping. Circles,
diamonds, squares, and triangles are for HV, VV, HH, and VH idler-signal combina-
tions, respectively. Solid curves are theoretical, fit according to the text.
atoms accumulate in the |b,m = 0⟩ state, whereas the write sequence reverses this
tendency. The optical pumping period, during which a cleaning field empties level
a, is 30 µs, followed by 80 write/clean cycles before repeating the sequence. The
measured efficiencies are shown in the bottom row of Fig. 33. Using the procedure
described above, we extract the value p0 = 0.47 ± 0.01. By varying the optical
pumping we have obtained p0 as high as 0.75 (Fig. 34).
The quoted uncertainty is determined by analysis of distributions of p0 generated
from data sets that are Poisson-distributed around the measured means. A MatLab
program generates 104 to 105 data samples with a Poissonian distribution. Each





Figure 34: The measured retrieval efficiencies ηλλ′ , (λ, λ′ = H, V ) for Ts ≪ τfast.
Circles, diamonds, squares and triangles are for HV, VV, HH, and VH idler-signal
combinations, respectively. Solid curves are theoretical, fitted according to the text.
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Figure 35: Monte Carlo simulation result of data from non-optical pumping mea-
surements. 104 samples were taken in this simulation.
p0, ω0,2. The whole group of fit parameters is divided into 30 individual regions
(Fig. 35). We fit the distribution of parameters with a Gaussian function and thus
calculate the uncertainty.
4.4.2 Circular basis, Ts ≪ τfast
The effects of atomic orientation are best observed in the circular basis, as shown
in Fig. 36. We perform optical pumping with circularly polarized fields to create
non-zero average atomic orientations. By adding quarter-wave plates to the signal
and idler paths, the measurement basis involves circularly polarized quantum states.
Allowing for orientation as well as alignment modifies the weights of the Zeeman
coherences that appear in Eq. (2) and additionally complicates the expressions for
the dark-state polaritons. The curves are obtained by generalization of the theory to
include all the relevant coherences [61]. The fits of these to the data are plotted in
Fig. 36, resulting in inferred values of the Zeeman level populations.
4.4.3 Linear basis, τfast ≪ Ts ≪ τslow
We have not employed a completely independent method to verify the correctness of
the inferred Zeeman distributions. However, as an additional check we look at the
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Figure 36: (color online) The measured retrieval efficiencies, ηλλ′ (λ, λ′ = +,−),
for Ts ≪ τfast. Left column: right-hand polarized optical pumping; right column:
left-hand polarized optical pumping. Circles, diamonds, squares, and triangles are
for −−, +−, −+, and ++ idler-signal combinations, respectively. Solid curves are
theoretical, fit according to the text. (left column) p1 = 0.68, p0 = 0.11, p−1 = 0.21;
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Figure 37: The measured retrieval efficiencies for τfast ≪ Ts ≪ τslow, labeling as
in Fig. 33. Solid curves are theory, each with an additional independent background
contribution.
dynamics of the slow hyperfine coherences.
For τfast ≪ Ts ≪ τslow, the retrieval efficiencies can be written in the general form
ηλλ′(Ts) = |p0χcδλHδλ′V + p1χλλ′(Ts)|2, where χc is a constant contribution from the
clock spin wave and χλλ′(Ts) is the qubit amplitude. We note that the clock spin
wave contributes only to ηHV . The probability amplitudes for Raman excitation of
the clock transition interfere constructively and destructively for V- and H-polarized
signal emission, respectively. Explicitly, the retrieval efficiency matrix is
η =






We note in a limit of p0 = 0 for storage times τfast ≪ Ts ≪ τslow, the Larmor spin-
wave evolution approximates qubit rotation about a fixed axis. For p0 = 0, there is
no clock spin-wave, therefore, pure qubit rotation is read out. Moreover, conditioned
on an H-polarized signal detection, the idler read-out dynamics closely approximate
pure qubit rotation for p0 ≪ 1 (first column of η).
In Fig. 37, we show efficiencies measured in the millisecond storage time regime
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in the absence of optical pumping. By fitting the data with the above theoretical
expressions, we extract data p0 = 0.16 ± 0.02, in agreement with the value inferred
from the dynamics of the fast coherences. This value is sufficiently small that ηV H and
ηHH show sinusoidal qubit rotation, whereas ηV V and ηHV are additionally modulated,
as expected. The relative efficiencies at short and long times, shown in Figs. 33, 36,
and 37, are consistent with our theory when adjusted at long times by an additional
factor of 3/5. This factor is in agreement with our measurements of the effects of




OF A LIGHT-MATTER SYSTEM
This chapter is based on Ref. [62].
5.1 Introduction
Continuous measurements provide information on the conditional evolution of the
state of a quantum system ( see e.g, Refs. [63, 64] ), but examples of such mea-
surements are rare in literature. It has been observed that photoelectric detection
of a field emitted from an optical cavity causes abrupt changes in the state of the
intracavity field [65, 66, 67]. The quantum theory of continuous measurements also
predicts dissipative conditional evolution during periods in which no detection events
are registered.
However, for such a conditioned evolution to take place, the detection apparatus
must be of high-efficiency. Otherwise, a lack of detection cannot be interpreted as
the absence of a field excitation, and hence one obtains little information about the
underlying state. Therefore, observation of the complete conditional dynamics is
extremely difficult, and there is only one example of such investigation, which was
performed on superconducting qubits [68].
The challenge is to continuously monitor, with high efficiency, systems with sig-
nificant quantum correlations/entanglement for time-scales longer than the temporal
resolution of the measurement apparatus. Unfortunately, one cannot meet this chal-
lenge with most systems that are currently accessible experimentally. For example,
73
parametric down conversion has been a very successful paradigm for a variety of in-
vestigations involving correlated quantum states, and is a promising workhorse for
future quantum information processing systems. It does not, however, readily lend
itself to continuous quantum measurement.
To understand this, consider a laser pulse incident on a nonlinear crystal. The
nonlinear interaction yields a state for the down-converted fields of the form






where the interaction strength χ≪ 1, ψ̂†s(t) and ψ̂
†
i (t
′) are continuous boson operators
for the signal and idler fields, respectively, and the two-photon amplitude f(t, t′) is,
in general, a non-separable function of t and t′.
This non-separability is often referred to as time-frequency entanglement. Con-
tinuous photodetection of one of the fields, say the signal, would result in a state-
reduction of the joint signal-idler quantum state. In turn, this could be monitored by
photodetection of the idler. The conditions necessary to observe non-trivial features
of the continuous measurement are as follows:
(a) Temporal resolution of the photodetectors much shorter than the characteristic
temporal widths associated with f ;
(b) The two-photon amplitude should ideally be factorizable f(t, t′) = φs(t)φi(t
′)
avoiding time-frequency entanglement [69, 70];
(c) Sufficiently high total detection efficiency.
Although there have been impressive advances in sources of down-conversion, es-
pecially improvements in total efficiency, to our knowledge, the three conditions have
not been satisfied simultaneously. The principal difficulty comes from the large band-
width of the down-converted fields, leading to prohibitively short resolution times for
the photodetectors. The degree of spectral filtering required for compatibility with
available detector resolution would result in unacceptably low total efficiency, which
as we note below, makes conditional evolution unobservable.
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5.2 Quantum-mechanically correlated atom-light
system
A cold atomic ensemble can provide a system analogous to parametric amplification
while ensuring that the joint signal-idler amplitude remains separable. In this chapter,
we consider an ensemble of N ≫ 1 atoms in a Λ configuration with ground levels |b⟩
and |a⟩ and excited level |c⟩ and initially prepared in level |b⟩.
A weak write pulse nearly resonant on the |b⟩ ↔ |c⟩ transition impinges on the
ensemble. This write field induces Raman scattering of signal photons nearly resonant
on the |a⟩ ↔ |c⟩ transition with a temporal envelope identical to that of the write
pulse [50].
Independently of the time at which a signal photon might be emitted, the Raman
scattering imprints an idler excitation onto a unique spatial spin-wave mode [50].
After the write process is complete, the state of the idler spin wave can then be
mapped to an idler field mode through application of a read field resonant on the
|a⟩ ↔ |c⟩ transition. The scattering dynamics are thus equivalent to those of a two-
mode parametric amplifier, i.e. the signal-idler amplitude remains separable.
Furthermore, by extending the write process over a long period (0.8 µs), we are
able to ensure that the photodetectors employed have a temporal resolution much
shorter than the emitted signal field.
A remaining challenge here is to achieve the required high detection efficiency.
By optimizing the write/read and signal/idler spatial modes, we obtain a measured
signal detection efficiency of 0.17, which may be compared with 0.08 in Ref. [20].
Additionally, in order for the signal-idler amplitude to remain separable, the efficiency
with which idler spin wave excitations are read into the detected idler field must not
depend on the time at which a signal photon was emitted, i.e. the retrieval efficiency
must be independent of storage time over the duration of an experimental trial.
To ensure this, one must counteract the ambient magnetic fields which could
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induce a deleterious dephasing of the spin waves over the time scales in question.
Lifetimes of idler spin waves over millisecond time scales have been demonstrated by
employing magnetically insensitive spin-wave coherences and optical pumping into
particular Zeeman levels [38, 60]. This technique cannot be used here, however, since
it would involve the application of a bias field. This results in oscillations of the
retrieval efficiency on µs time scales due to imperfect optical pumping [38].
We therefore obtain sufficiently long memory lifetimes by minimizing the am-
bient magnetic fields. In addition, careful characterization of the temporal signal
wavepacket profile and influence of optical pumping processes on it are performed to
exclude other effects distorting the measurement induced dynamics.
5.3 Theory of conditional quantum evolution
We consider a source of correlated signal and idler fields with the assumption that the
two-photon amplitude is separable: f(t, t′) = φs(t)φi(t
′). The signal field undergoes a
continuous photon-counting measurement as it impinges on a single photon detector
with efficiency ϵs. The probability for no photoelectric event registered on the single
photon detector before tc is [62]
π0(tc) =
1
1 + ϵsµ(tc) sinh
2 χ
+O(χ3), (19)
where the increasing function µ(tc) ≡
∫ tc
−∞ dt |φs(t)|
2, with µ(∞) = 1.
Conditioned on the absence of a signal event in the interval (−∞, tc), we can cal-
culate the probability of registering at least one photoelectric detection event (PEDE)
in the idler channel by taking the Expectation value of the projection operator
P̂i ≡: 1− exp(−d̂†i d̂i) :




1− ϵiξ̂i, ϵi is the efficiency
of the idler detector, and ξ̂i is an idler noise operator. The second term of the operator
P̂i projects onto the subspace in which no idler photons are detected.
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Similarly, one finds the probability of detecting a signal between times t1 and t2,
ps|0(t1, t2; tc) corresponds to the expectation value of
P̂s(t1, t2) =: 1− exp(−
∫ t2
t1
dt ψ̂†D1(t)ψ̂D1(t)) : .
Finally, the joint conditioned probability that a photoelectric event is registered at
both the idler detector (at any time during the trial) and the signal detector between
times t1 and t2 corresponds to the expectation value of P̂iP̂s(t1, t2).
Dark counts on the signal and idler channels can be modelled by taking the noise
fields associated with ξ̂s(t) and ξ̂i to be in coherent states; the dark count rates would











. In the weak excitation
limit, where Bi ∼ Bs(t1, t2) ∼ sinh2 χ ≪ 1, these conditioned detection probabilities
are, to first order in sinh2 χ,
ps|0(t1, t2; tc) ≈ ϵs (µ(t2)− µ(t1)) sinh2 χ+Bs(t1, t2) (20a)
pi|0(tc) ≈ ϵi (1− ϵsµ(tc)) sinh2 χ+Bi (20b)
psi|0(t1, t2; tc) ≈ ϵsϵi (µ(t2)− µ(t1)) sinh2 χ. (20c)
As intuitively expected, the conditioned idler probability pi|0(tc) becomes progres-
sively smaller as the conditioning interval increases. By contrast, the probabilities
ps|0(t1, t2; tc) and psi|0(t1, t2; tc) are proportional to the detection window µ(t2)−µ(t1),
and are identical to the corresponding unconditioned probabilities. The conditioning
only manifests itself in ps|0(t1, t2; tc) and psi|0(t1, t2; tc) through the requirement that
the detection window occurs after tc, and µ(t2)− µ(t1) ≤ 1− µ(tc). From Eqs. (20),
we can also determine the unconditioned, integrated probabilities (tc, t1 → −∞),
(t2 → ∞) [20]:
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ps ≈ ϵs sinh2 χ+Bs (21a)
pi ≈ ϵi sinh2 χ+Bi (21b)
psi ≈ ϵsϵi sinh2 χ, (21c)
From these detection probabilities, one can define an experimentally measurable ef-
fective signal efficiency







which is reduced by background idler counts Bi. Inspection of Eqs. (20) and (22)








This correspondence between the predictions of conditioned and unconditioned quan-
tum dynamics provides a quantitative measure to experimentally test the dynamics
of conditional quantum measurement.
5.4 Experimental setup
To implement such a test, we prepare an optically thick atomic cloud of 85Rb by
switching on a magneto-optical trap (MOT) for a period of 14 ms (Fig. 38). The
atomic ground levels {|a⟩ ; |b⟩} correspond to the 5S1/2, Fa,b = {2, 3} hyperfine levels,
while the excited level |c⟩ represents the 5P1/2, Fc = 3 level of the D1 line at 795 nm.
After switching off the MOT fields, the experimental sequence begins with all
of the atoms pumped into level |b⟩ by sequentially switching off first the trapping
light, followed 10 µs later by the repumping light. The quadrupole magnetic field
of the MOT is extinguished for the 2.5 ms duration of the measurement sequence.
78
Figure 38: Schematic of experimental setup, with the inset showing the atomic level
scheme. Here, λ/2 and PBS are a half-wave plate and polarizing beam-splitter for
the signal field, respectively, and D1 and D2 are single-photon detectors. See text for
a discussion.
The whole experimental sequence is sychronized to and triggered by 60Hz AC power
line signal to minimize the effect of a time-varing ambient magnetic field across the
atomic sample introduced by AC currents. Three pairs of Helmholtz coils are used to
compensate the ambient DC magnetic field during the measurement sequence. The
measurement sequence consists of 1666 cycles of duration 1.5 µs. The cycle begins
when a weak, approximately square, linearly polarized write laser pulse, tuned to the
|b⟩ ↔ |c⟩ transition, illuminates the ensemble for T = 0.8 µs; that is, in each cycle
µ(tc = 0) = 0 and µ(T ) = 1.
The light pulse generates an orthogonally polarized signal field by spontaneous
Raman scattering on the |c⟩ ↔ |a⟩ transition, together with spin wave excitation of
the atomic medium associated with the |b⟩ ↔ |a⟩ hyperfine coherence [33]. After a
200 ns delay, a 200 ns long read pulse, tuned to the |a⟩ ↔ |c⟩ transition, illuminates
the atoms. This read field, with power 170 µW and linear polarization orthogonal




Figure 39: Experimental data for Di|0(tc)/Pi (discrete data) and Psi/Pi (solid
lines) vs signal field gate function, µ(tc), for five different settings of the half-wave
plate (Fig. 38). According to conditional quantum theory, these should be equal,
Eqs. (22),(23). Data from top to bottom correspond to decreasing measured signal
efficiencies.
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Write Beam Power ( W)
Figure 40: Coefficient α as a function of write beam power (see text). The vertical
dashed line shows the value of write beam power at which the data in Fig. 39 were
taken.
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polarized idler field, which is emitted on the |c⟩ ↔ |b⟩ transition.
Both the write-read and signal-idler pairs of mode-matched fields are counter-
propagating, with Gaussian waists of 400 µm for the former and 130 µm for the
latter. The signal and idler fields are measured by single photon detectors D1 and
D2, respectively.
5.5 Observation of quantum evolution
The photoelectric detection events for the signal and idler fields are measured and
recorded with a 2 ns time resolution, allowing conditioned and unconditioned de-
tection probabilities to be determined. The unconditioned detection probability for
the idler field is defined by the ratio of the number of cycles, Ni, with at least one
photoelectric detection event recorded to the total number of cycles: Pi ≡ Ni/NT .
The conditioned probability is determined similarly, except that all cycles in which
a signal photoelectric event has been recorded prior to time tc are omitted, hence
Pi|0(tc) ≡ Ni|0(tc)/NT .
In order to test the predictions of the conditional quantum theory, we measure
both the unconditioned signal-idler coincidence probability Psi ≡ Nsi/NT and the
gradient of the conditional idler detection probability Di|0(tc) ≡ −dPi|0/dµ(tc), as a
function of µ(tc). According to Eq. (23), this must be equal to ϵ
′
sPi. By varying ϵs
using the half-wave plate placed in the signal beam path before the polarizer (Fig. 38),
we measure a set of values for Psi.





where ∆t is a sufficiently small time interval that the determined Di|0(tc) does not
depend on its value. The results are presented in Fig. 39 and show very good agree-
ment between the conditional measurement data, Di|0(tc)/Pi, and the unconditional
data, Psi/Pi, which Eqs. (22) and (23) predict should be equal. The error bars on
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conditional data are based on the statistics of the photoelectric counting events, while
statistical errors on the unconditioned data are negligible.
At high measured efficiencies there is a small systematic discrepancy in excess of
the statistical errors. It requires a careful examination in order to exclude spurious
effects which could potentially mimic the predictions of conditional quantum theory.
The two most relevant processes are (1) the residual effects of Raman scattering of
the write pulse, and (2) the Larmor precession of the hyperfine coherences in the
uncompensated magnetic field.
Although Raman scattering is responsible for the creation of the signal photon and
the accompanying spin excitation, excessive scattering into undetected field modes
can slightly deplete the population of level |b⟩ during the write process, and therefore
reduces the efficiency with which spin waves generated early in the write process
are retrieved. We can model this effect using the time dependent retrieval efficiency
η(1− µ) = ϵi exp(−α(1− µ)), where 1− µ is proportional to the time a spin wave is
exposed to the deleterious effects of the write beam.
This would manifest itself in an increasing time dependent correction to ϵ′s in
Eq. (23) and as a reduced joint signal-idler coincidence detection probability at small
values of µ. Based on this picture, we can model psi(µ, µ+∆µ)/∆µ ∼ ps exp(−α(1−
µ)), where α is proportional to the write pulse energy, as shown by the data in Fig. 40.
As can be seen from Fig. 40, for the 0.1 µW power at which data in Fig. 39 were
taken, these effects are not significant. Similarly, the Larmor precession reduces psi for
small values of µ(tc), according to psi ∼ exp(−γ(1− µ)2) [18, 44]. For the measured
coherence time τc ≈ 25µs and maximum write-read delay Tt ∼ 1µs duration of
the experimental cycle, the expected decoherence effects γ = (Tt/τc)





In the thesis I have presented an implementation of a quantum memory with lifetimes
up to 7 ms. The memory is realized using cold rubidium atoms confined in a one-
dimensional optical lattice, which suppresses motional dephasing on a sub-ms time
scale. The magnetically-insensitive clock coherence is employed to remove memory
sensitivity (and hence, dephasing) to ambient magnetic fields. The 7 ms value of
the memory lifetime is limited by the differential AC Stark shifts due to the optical
lattice. The work described set the stage for further advances in memory lifetimes,
potentially in excess of many seconds.
Some of these steps have already being taken in our group. In particular, we
have achieved compensation of the differential AC Stark shift, using two different
approaches. First, we proposed and implemented a two-photon laser compensation
scheme [71]. In it, one leg of the transition is driven by the trapping 1064 nm laser
field and the other involves a compensating (931 nm) laser field with a spatially
uniform profile. The two photon transition is detuned by ∆2 from the |5S1/2, F =
1⟩ → |6S1/2, F = 1⟩. In this scheme the spatially varing light shifts of the clock states
can be made identical with a suitable choice of the compensating field frequency and
intensity. The compensation condition is approximately Ωc = −4∆2∆hfs, where Ωc is
the compensation field Rabi frequency and ∆hfs= 6.8 GHz the ground state hyperfine
splitting of 87Rb. We have observed quantum memory lifetimes in excess 0.1 s using
this scheme [71].
Subsequently, we observed differential Stark shift compensation employing the so-
called “magic” magnetic field technique [72]. The “magic” field technique utilizes an
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energy level shift that is linear in both the bias magnetic field and the intensity of
the circularly polarized lattice field. We have observed coherent light storage with
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