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ABSTRACT 
An application of linear codes for the construction of a 2-transitive symmetric 
design from its residual or derived designs is discussed. The Higman design is 
constructed as the design supported by the minimum weight codewords in the 
extended binary code of certain designs invariant under PZU (3, S*). 
1. INTRODUCTION 
We assume familiarity with the basic facts and ideas from design and 
coding theory. Our notation follows that from [l, 2, 5, 211. 
A 2-(v, k, h) design is a pair D = (X, 9) of a set X of v points and a 
family 9 = 1 Bjqz 1 of k-subsets Bj c X called blocks such that each pair of 
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points is contained in exactly A blocks. Consequently, 
in 
A(” - 1) 
blocks, and the total number of blocks is 
U(V - 1) 
b = k(k - 1) h. 
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each point is contained 
The incidence matrix of a design is a zero-one v X b matrix with rows 
indexed by the points and columns indexed by the blocks where entry (i, j) is 
I if the jth block contains the ith point and 0 otherwise. Two designs with 
the same parameters are isomorphic if their incidence matrices are permuta- 
tionally equivalent. An automorphism of a design is any permutation of the 
points which induces a permutation on the set of blocks. The set of all 
automorphisms form a group under composition, called the automorphism 
group of the design. 
In a 2-(v, k, A) design with k < 0, the following (Fisher) inequality holds: 
b zv. 
A 2-design with b = o (or, equivalently, t = k) is called symmetric. In a 
symmetric design, every two blocks meet in exactly A points. 
Given a block B in a symmetric 2-(u, k, A) design D = (X, .S’), the 
intersections B n B’, B’ ~9, B’ z B form a design D’ with point set B 
and parameters 
2-(k, A, A - l), (1) 
called the derived design of D (with respect to B). Similarly, the differences 
B’ - B, B’ E 9, B’ # B form a design D” with point set X - B and 
parameters 
2-(0 - k, k - A, A), (2) 
called the residual design of D (with respect to B). 
Not every design with parameters of the form (1) or (2) is necessarily a 
derived or a residual design of a symmetric 2-(u, k, A) design. On the other 
hand, some designs can be embedded in more than one symmetric design as 
derived or residual designs. The problem of embedding a design as a derived 
or a residual design in a symmetric design is in general very difficult of solve. 
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In this paper, we discuss this problem for the class of symmetric 2-designs 
that admit 2-transitive automorphism groups and show how linear codes can 
be used for the embedding problem. 
The code of a design D over GF(9) is the linear subspace spanned by 
the rows of the incidence matrix of D. The linear span of the rows of the 
point by block incidence matrix (A) is the code of the points, while the span 
of the block by point incidence matrix ( AT) is the code of the blocks of D. If 
D is a symmetric design, both codes (of points or blocks) have the same 
parameters. The dimension of the code of a design is equal to the rank of its 
incidence matrix over GF(9). We refer to the rank of a matrix over GF(9) as 
its q-rank. 
According to Kantor [I7], there are four classes of symmetric 2-(0, k, A) 
designs (2 < k < u/2) with doubly transitive automorphism groups; in fact, 
two infinite classes and two single designs. 
(i) the design of the points and hyperplanes in a projective geometry 
PG(n, 91, with parameters 2-((9”+’ - D/(9 - 11, (9” - 1)/(9 - 11, (qn-’ 
- D/(9 - 111, 9 a prime power. 
(ii) the unique 2-(II, S, 2) design. 
(iii) the symplectic designs with parameters 2-(2’“, 2”‘-l - 2”‘- ‘, 
22m-2 _ 2?l-1 1 ([161). 
(vi) the G. Higman 2-(176,50,14) design ([13]). 
Designs with high degree of symmetry tend to have codes of lowest 
dimension (among all designs with the same parameters). If p is a prime, the 
p-rank of the incidence matrix of a 2-(u, k, A) design can be smaller than 
u - 1 only if p divides r - h (or equivalently, p divides k - A if the design 
is symmetric) [9]. 
The S-rank of the unique 2-(11,5,2) design (ii) is 6. Furthermore, the 
3-rank of the residual 2-(6,3,2) design is 5, hence the code of the symmetric 
2-(II, 5,2) design over GF(3) can be viewed as the row space of the 
following matrix: 
1 . . . 1 1 
0 
A : 
6 
(3) 
where A is the incidence matrix of the (unique) 2-(6,3,2) design. 
The only primes of interest for the Higman 2-(176,50,14) design (iv> are 
2 and 3 (k - A = SO - 14 = 2’ .3’>. The e-rank of this design is 22 [4], 
while its 3-rank is SO. 
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The p-rank of the projective-geometry design (i) for 4 = p”, p prime, 
was computed in [8,9,18,20]. It is conjectured [9] that the projective- 
geometry design has minimal p-rank among all designs with parameters as in 
(i). The conjecture is certainly true for the design of the hyperplanes in a 
binary space ( p = 2) [12]. 
The e-rank of a doubly transitive symplectic design with parameters (iii> is 
2m + 2. More generally, this is the e-rank of any design with parameters (iii) 
that has the Symmetric Diference Property (SDP design), as defined in [16], 
(cf. [7,151X SDP d esi g ns can be obtained from ,the symplectic designs (iii) by 
“Seidel switching” (cf. [15,19]). It is conjectured [7] that the SDP designs are 
characterized as the symmetric designs having minimal 2-rank among all 
symmetric designs with parameters (iii). So far, this has been proved only for 
designs with m < 3 [15]. 
A residual 2-(9”, q”- ‘, (q”- ’ - l)/(q - 1)) design of the design of the 
hyperplanes in PG( n, q> is isomorphic to the design of the points and 
hyperplanes in th e n-dimensional affine geometry AG(n, q). If q = p”, p 
prime, the p-rank of the projective-geometry design is 
(n+;-I)‘+1, 
while the p-rank of the corresponding affine-geometry design is 
(n+,-y. 
Consequently, it is easily seem that the code of the points of the projective- 
geometry design is generated by the rows of a matrix of the form (31, where 
A is the incidence matrix of a residual design, that is, the design of the 
hyperplanes in AG(n, q). 
It was recently proved [22] that the binary code of any symmetric SDP 
design with parameters (iii) is uniquely determined by the code of the points 
of any related residual or derived design in a similar fashion. Namely, if A is 
the incidence matrix of a residual 2-(2’“-l + 2”-i, 22m-2, 22m-2 - Z”-l) 
design, and B is the incidence matrix of a derived 2-(2amW1 - 2m-1,22m-2 
- 2m-1,22m-2 _ 2m-l _ 1) design, then the code of D is generated by the 
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rows of (31, as well as by the rows of the following matrix: 
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(4) 
It is the aim of this paper to show that the same holds true for the binary 
code of the Higman design (iv). More precisely, the 2-rank of the incidence 
matrix of a residual 2-(136,36,14) design or a derived 2-(50,14,13) design is 
21, and if A (resp., B) is the incidence matrix of a residual (resp., derived) 
design of the Higman design, then the row space of any of the matrices 
(3), (4) over GF(2) is a code equivalent to the code of the underlying 
symmetric design (iv). The binary [176,22] code of the Higman design was 
studied by Calderbank and Wales [4]. Th e minimum weight in that code is 
50, and there are precisely 176 codewords of that weight. Hence the Higman 
design is simply determined as the incidence structure of the minimum 
weight codewords. The construction of that code by means of the incidence 
matrix of a derived or residual design provides a simple construction of the 
Higman design (respectively, the Higman-Sims group) based on a 2 
(50,14,13) and a 2-(126,36,14) design invariant under the unitary group 
U,(S). 2 = PZtJ(3, S2> (Section 3). 
If p = 3, the 3-rank of a residual 2-(126,36,14) design is 49. Hence, 
again the rows of (3) generate the ternary code of the Higman design. 
However, the 3-rank of a derived 2-(50,14,13) design is only 29. Thus, the 
matrix (4) in that case generates only a subcode of the ternary code of the 
symmetric design. In that respect, the ternary code of design (iv) resembles 
the situation of the geometric design (i) where the derived design has much 
smaller p-rank than the underlying symmetric design. 
2. DERIVED AND RESIDUAL DESIGNS OF THE HIGMAN 
DESIGN AND THEIR CODES 
The binary [176,22] code of the Higman design has been studied in great 
detail in [4]. Its weight distribution is listed in Table 1. 
Since the binary code of the design (iv) contains the all-one vector, in 
order to show that any residual or derived design generates the same code by 
means of the matrices (3) or (4) as explained in the previous section, it is 
242 C. PARKER AND V. D. TONCHEV 
TABLE 1 
THE [176,22] CODE OF THE 
HIGMAN DESIGN 
Weight # Codewords 
0, 176 1 
50, 126 176 
56, 120 1100 
64, 112 4125 
66,110 5600 
70, 106 17600 
72, 104 15400 
78,98 193600 
80,96 604450 
82,94 462000 
86,90 369600 
88 847000 
sufficient to show that the 2-rank of any residual or derived design is one less 
than the rank of the Higman design, that is, 21. We checked this by 
computer, though a computer-free proof might be possible, perhaps using 
arguments similar to those in [ll]. 
In fact, it is relatively easy to see that the 2-rank of a derived or a residual 
design is at least 20. F or, a given block B’ in a derived 2-(50,14,13) design, 
there are exactly ns = 72 blocks that meet B’ in 3 points, n4 = 90 blocks 
meet B’ in 4 points, and ns = 12 blocks meet B’ in 8 points. Consequently, 
given a block B” in a residual 2-(126,36,14) design, there are 72 blocks that 
meet B” in 14 - 3 = 11 points, 90 blocks meet B” in 10 points, and 12 
blocks meet B” in 6 points. Define a graph G. with vertices the blocks of a 
derived (resp., residual) design where two blocks are adjacent if they share 3 
(resp., 11) points. The graph G is a strongly regular graph with parameters 
zi = 175, a = 72, c = 20, d = 36 (in the notation of [5] or [21]). As we shall 
see in the next section, the blocks of a derived 2-(50,14,13) design can 
be considered as collections of an edge and its neighbors in the Hoffman- 
Singleton graph, that is, the unique strongly regular graph with parameters 
u = 50, a = 7, c = 0, d = 1 [14]. Th ere ore, f the graph G can be viewed as 
the graph with vertices the edges of the Hoffman-Singleton graph where two 
edges are adjacent if they are at distance 2 (cf. [lo]). 
Now let A (resp., B) denote the incidence matrix of a residual (resp., 
derived) design, and let C be the (0, I)-adjacency matrix of the correspond- 
ing graph G. Then 
ArA (mod2) = BTB (mod2) = C. 
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Therefore, the 2-rank of either A or i3 is greater than or equal to the 2rank 
of C. However, the 2-rank of C is known to be 20 [3]. 
The lower bound 20 for the e-rank of the incidence matrix of a derived or 
residual design can also be obtained by modifying an argument of Lemma 6.4 
from [4] that used the action of the Sylow 5-subgroup of the automorphism 
F~JIP. We would like to thank th e anonymous referee for pointing this out 
The weight distribution of the binary [175,21] code of the points of the 
corresponding derived 2-(50,14,13) design and a residual 2-(126,36,14) 
design were found by computer and are listed in Tables 2 and 3. Note that 
neither of these codes contains the all-one vector. 
The code of length 176 spanned by the rows of (3), where A is a 
126 X 175 incidence matrix of a residual 2-(126,36,14) design, can be 
viewed as the span of the row space of A and the all-one vector, extended by 
an overall parity-check. Therefore, the weight distribution of the extended 
TABLE 2 
THE 1175,211 CODE OFADERIVED 
2-(50,14,13) DESIGN 
Weight # Codewords 
0 1 
49 50 
56 750 
64 2625 
65 2100 
69 7000 
72 9100 
77 85800 
80 329700 
81 215250 
85 180600 
88 423500 
89 189000 
93 246750 
96 274750 
97 107800 
104 6300 
105 10600 
109 3500 
112 1500 
120 350 
125 126 
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TABLE 3 
THE [175,21] CODE OF A RESIDUAL 
Z-(126,36,14) DESIGN 
Weight # Codewords 
0 
50 
56 
64 
66 
70 
72 
78 
80 
82 
86 
88 
90 
94 
96 
98 
104 
106 
110 
112 
120 
126 
1 
126 
750 
2625 
3500 
10600 
9100 
107800 
329700 
246750 
189000 
423500 
180600 
215250 
274750 
85800 
6300 
7000 
2100 
1500 
350 
50 
[176,22] code is obtained from the weight distribution of the row space of A 
(Table 3) by adding for each codeword of weight w a codework of weight 
175 - w. Thus the code generated by (3) has the same weight distribution 
and coincides with the code of the Higman design. 
Similarly, the row space of (4), with B being a 50 X 175 incidence matrix 
of a derived 2-(50,14,13) design, is a [176,22] code equivalent to the code of 
the Higman design. 
3. THE DERIVED AND RESIDUAL DESIGNS AND THE 
UNITARY GROUP U,(S) - 2 
The 2-(176,50,14) design (’ > IV was discovered by G. Higman [13] as a 
design invariant under the Higman-Sims simple group HS (of order 
44,352,OOO) acting 2-transitively on 176 points. The stabilizer of a block is the 
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unitary group PZU(3, 52) ( or U,(S) - 2 in the notation of [6]) of order 
252,000. The group Us(S) * 2 acts transitively on the set of the remaining 175 
blocks, transitively (of rank 3) on the 50 points of the block it stabilizes, and 
S-transitively on the set of the remaining 126 points. In other words, a 
derived 2-(50,14,13) design of the Higman design is invariant under U,(S). 2 
acting as a rank 3 permutation group on the SO points, while a residual 
2-(126,36,14) design is a 2-transitive design invariant under the same group. 
In fact, U,(5) * 2 is the full automorphism group of these designs. 
It is easy to construct the derived 2-(50,14,13)- design using U,(S) .2 as 
follows. Consider the rank 3 permutation presentation of U,(5) - 2 on a set X 
of 50 points. The orbit lengths of a stabilizer of a point are 1, 7, and 42. The 
graph G having the 50 points of X as vertices, where two points x, y are 
adjacent if y is in the orbit of length 7 of the stabilizer of 1c, is the 
Hoffman-Singleton graph (with parameters o = 50, a = 7, c = 0, d = 1). 
Now consider a design D with point set X and block size k = 14, where 
blocks are the subgraphs of G consisting of a pair of adjacent vertices and 
their neighbors. Since any such subgraph contains exactly 
k(k - 1)” 14.13 * 7 
13 = = 2(0-l) 2 * 49 
edges, and all such subgraphs form an orbit under the automorphism group 
of G, D is a 2-design ([21], Th m. 3.5.1). The total number of blocks of D is 
equal to the total number of edges in G, that is, 175. Consequently, D is a 
design with parameters 2-(50,14,13). 
To construct a residual 2-(126,36,14) design, consider the 2-transitive 
permutation presentation of the unitary group U,(5) * 2 of degree 126 (cf. [6, 
p. 341). The group U,(5) * 2 has a maximal subgroup M,, * 2 of order 1440 
and index 175. This maximal subgroup partitions the 126 points into two 
orbits of lengths 36 and 90. The 175 images of the orbit of length 36 under 
the action of U,(5) * 2 form a 2-design on 126 points and block size 36, hence 
a 2-(126,36,14) design. 
The authors wish to thank Ed Assmus and the unidentified referee for 
their ve y helpful remarks. 
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