Abstract. In this work we derive a hierarchy of new mathematical models for describing the motion of phototactic bacteria, i.e., bacteria that move towards light. These models are based on recent experiments suggesting that the motion of such bacteria depends on the individual bacteria, on group dynamics, and on the interaction between bacteria and their environment. Our first model is a collisionless interacting particle system in which we follow the location of the bacteria, their velocity, and their internal excitation (a parameter whose role is assumed to be related to communication between bacteria). In this model, the light source acts as an external force. The resulting particle system is an extension of the Cucker-Smale flocking model. We prove that when all particles are fully excited, their asymptotic velocity tends to an identical (predetermined) terminal velocity. Our second model is a kinetic model for the oneparticle distribution function that includes an internal variable representing the excitation level. The kinetic model is a Vlasov-type equation that is derived from the particle system using the BBGKY hierarchy and molecular chaos assumption. Since bacteria tend to move in areas that were previously traveled by other bacteria, a surface memory effect is added to the kinetic model as a turning operator that accounts for the collisions between bacteria and the environment. The third and final model is derived as a formal macroscopic limit of the kinetic model. It is shown to be the Vlasov-McKean equation coupled with a reaction-diffusion equation.
1. Introduction. Microorganisms live in environments that are often severely limited in resources or in which vital inputs such as light and nutrients fluctuate unpredictably. An example of such an organism is cyanobacteria, a photosynthetic microorganism that has the ability to sense and respond to changes in the intensity of light and its direction, a processes that is called "phototaxis". Under certain conditions these bacteria will initiate a motion towards a light source. This work is is precisely what it boils down to in the absence of external forcing (i.e., without light).
The second model is a kinetic, Vlasov-type, model based on the interacting particle system model. First, we derive a collisionless kinetic model using the BBGKY hierarchy with the standard closure due to a molecular chaos assumption. Similar to the particle system, we also prove the flocking property of the kinetic model under the assumption that all particles are fully excited. We then add collisions due to the interaction of particles with the environment. These "collisions" incorporate into the model a surface memory effect (that is experimentally observed). It enters into the model in the form of a turning operator. This work is related to the recent kinetic formulation of the Cucker-Smale model due to Ha and Tadmor [18] .
The third model is a macroscopic (fluid) model that is formally derived from the kinetic model. Due to the non-local terms that represent the interaction of the particles with their neighbors, the resulting model turns out to be the VlasovMcKean equation for the density of the particles, coupled with a reaction diffusion equation for the surface memory effect. Certain parts of the derivation are based on the work of Hillen, et al. [19] on chemotaxis. We note in passing that kinetic models have been playing in increasingly important role in mathematical models of biological systems, and in particular in modeling of cell movement. See, e.g., the books [2, 3, 34] and the references therein.
The structure of the paper is as follows: In Section 2 we summarize the experimental observations of Burriesci and Bhaya [10] . These experimental observations lead us to formulate hypotheses on which the mathematical derivation is based. In Section 3 we introduce the collisionless interacting particle system. This system describes the dynamics of the location of particles, their velocity, and their excitation. In this section we also present results of numerical simulations that were conducted in order to demonstrate the emerging dynamics of our interacting particle system. The kinetic model is then derived in Section 4, first for a collisionless system, to which we then add collisions with the environment. In Section 5 we derive a fluid model as the formal limit of the kinetic model. The fluid model turns out to be a Vlasov-McKean type equation (coupled with a reaction-diffusion equation for the surface memory effect). Concluding comments are provided in Section 6.
2. Background: Observations and assumptions. In [10] Bhaya and Burriesci used time-lapse video microscopy to track the movement of cells. An analysis of these videos has led us to various observations regarding the characteristics of the motion. Here we provide a brief summary of the main observations. More details can be found in [24, 25] .
1. Delayed motion. Even when light is on, it still takes a long time (minutes to hours) for a bacterium to initiate a motion towards the light source. When such motion develops, it is always observed in areas of a relatively high-density of bacteria. Individual bacterium will almost never initiate a motion towards light. 2. Fingering. When the bacterial colony starts moving towards the light source, in certain cases it tends to form fingers such as those that are shown in Figure 1 . This happens mostly when the initial distribution is inhomogeneous and contains regions of high density and low density of bacteria. Bacteria that end up on the edges of these fingers seem to stop moving (or move very slowly). In some cases it is even possible to observe pinching of the tip from the rest of the finger. 3. Density-dependent motion. When the density of the cells is high, bacteria tend to move in one group towards the light (see Figure 2) . No clear preferred movement direction is observed if the density of bacteria is low. 4. A surface memory effect. The movies suggest that when cells move, they mark the surface in a way that makes it more likely for other cells to revisit locations that were already traveled by other bacteria. The precise mechanism for the marking of the surface with this particular strain of bacteria is unknown. A detailed discussion can be found in [25] . 5. Sensing other bacteria. Some movies suggest that cells can sense other closeby cells even when they are not in physical contact. An example is shown in Figure 3 . Cells that are located on the upper-left corner are stationary before the cells from the back get closer. They start moving before any direct physical contact is made with the other cells. (a) (b) Figure 2 . Bacteria motion when the density is high. The snapshots were taken at increasing times. The light source is to the left of the domain.
Based on the experimental observations, we formulate the following hypotheses regarding the mechanisms that determine the rules of motion during phototaxis.
1. Communication and excitation. We assume that there exists some form of communication between bacteria. The mechanism proposed to describe such (a) (b) Figure 3 . The cells on the upper-left corner stay stationary before the cells from the back approach them. They then start moving before making any physical contact with the moving cells. The light source is to the left of the domain.
communication is the existence of an excitation level that is associated with each cell. Excluding random phenomena, cells move only when the excitation exceeds over a critical threshold. The excitation associated with a given cell depends on the excitation of the surrounding bacteria. Delayed motion is then a consequence of the time it takes cells to build up the excitation that is required to initiate the motion. 2. Surface memory. We assume that cells mark the surface (possibly with some substance they produce) in a way that facilitates the motion of other cells. This surface marking should also influence cells in a way that they are more likely to revisit previously occupied locations. An expected consequence of such a surface memory effect is a system with fairly well-defined interfaces. In addition to a preferable motion towards previously occupied locations, cells are observed to move faster on such areas.
3. A collisionless interacting particle system. In this section, we present an external driven interacting particle system for modeling phototaxis. This particle system is based on some of the observations and the corresponding hypotheses that were described in Section 2. The system derived here is a collisionless system in the sense that we describe the dynamics of particles that are assumed not to collide with each other and not to collide with the environment. As explained in Section 2, one of the factors that control the motion of the bacteria is their tendency to travel on areas that were previously visited by other bacteria. Since we view the surface as part of the environment, its influence on the dynamics is ignored in this section. The "surface memory effect" will be added to the model at a later stage when we allow for collisions between particles and the environment.
The main ingredients that will be included in the derivation of the particle system here are:
1. The light source. Bacteria are assumed to be stimulated due to the light source. In the particle system the light source will be treated as an external force. 2. The excitation of each bacterium. Bacteria are assumed to have an hidden internal property, which we refer to as "excitation". This excitation should pass over a critical threshold for the bacteria to initiate a motion towards the light source. The excitation of each bacterium will be adjusted over time based on the excitation of its immediate neighbors. We would like to emphasize that the particular choice of the model is rather arbitrary. In this work, our main goal is to derive a model that incorporates the observations and assumptions rather than obtaining such a model from first principles.
3.1. Modeling a particle system. Let (x i , v i ) ∈ R 2d be the phase-space position of particle number i. This particle has an associated scalar excitation level ζ i ≥ 0. Consider a general form of a dynamical system {(
Here, the mass of particles is assumed to be unity. F i and G i denote the force and excitation rate functions acting on i-particle, respectively. The issue at this point is to supply model constitutive relations for F i and G i that will dynamically reflect the observations and hypotheses.
Our first step is to model F i . We decompose the force F i into the sum of two forces: an inter-particle force F i in and an external body force F i ex . For the interparticle force, we employ a flocking relaxation mechanism [15, 16, 18] which in the simpler setting described in these sources does generate an internal "flocking" mechanism for the particles:
Here, the kernel, k 1 , is a nonnegative, symmetric function satisfying
k 1 can be used, e.g., to describe the density dependent motion that was mentioned in Observation 3, as well as the observation regarding sensing other bacteria (Observation 5). As of the external force, it is assumed to be due to the light source, which is located at |x| = ∞. The light source points in the direction of a unit vectorê s , and its intensity, I 0 , is assumed to be constant on the configuration domain under consideration. Due to the delay effect (1) in Section 2, we introduce a cut-off function so that the external force is effective after the excitation level of i-particle exceeds a priori determined threshold ζ cr > 0, i.e.,
Here, u ∞ = u ∞ (I 0 ) is a predetermined terminal speed and ϕ(·; ζ cr ) is any smooth cut-off function satisfying
The dynamics of the particle system is assumed to be dominated by the external force that is due to the light source time-asymptotically. In this context, the selforiented flocking mechanism should play a more minor effect. The coefficient 2 in the definition of ϕ is of no particular significance. Any number greater than 1 wll work.
Remark 1.
In [15, 16, 18] bounded algebraically decaying functions were employed for the modeling of k 1 , i.e.,
However, in our framework the explicit form of k 1 is irrelevant as long as it satisfies the property (3). In contrast, in the absence of external forces such as a light source, the internal flocking mechanism is rather sensitive to the choice of k 1 (see [15, 16, 18] ).
We now proceed to model G i in (1) . Similarly to the previous case (F i ), the excitation level is also assumed to be affected by the excitation levels of neighboring particles (internal mechanism) and by an external source (external mechanism). In this case, for the internal mechanism, the excitation level of each particle is modified such that it is adjusted towards the averaged value of the excitation in its neighborhood. That is, when a particle interacts with particles with lower (higher) excitation levels, the excitation level of that particle will be decreased (increased). Based on these arguments, we assume the following internal excitation orientation mechanism of the form
The kernel, k 2 , is a nonnegative symmetric function satisfying
In contrast, the light source is the external mechanism that is set to increase the excitation of the particles. Indeed, starting, e.g., with a set of particles, all with zero excitation, the light functions as the external force that gradually increases the excitation of all particles. To prevent an unlimited increase in the value of the excitation, we assume that it can increase (due to the light source) based on a certain capacity level, ζ cp . We thus impose the following ansatz:
The role of this external force, G i ex should be thought of as an initialization mechanism for the excitation. Once the excitation of particles is no longer zero, the excitation of particles that are close to each other will increase more rapidly and a group motion will form. We now combine (1) - (6) to get the resulting dynamical system:
Here, I 0 is the constant intensity of the light source, u ∞ is the terminal speed of particles, ζ cr is the critical excitation value, and ζ cp is the excitation capacity.
Remark 2. In general, the light intensity is a function of the position. It is also known that the response of the bacteria may depend on the light intensity. For example, if the light intensity is greater than a certain threshold, the environment can be considered to be saturated with light, and the bacterial colony will not move at all. Such a dependence on the light intensity can be easily incorporated into the model. However, in order to simplify the presentation at this point, we assume that I 0 is a uniform on the domain under consideration.
Remark 3. In the absence of any light sources and without the excitation, the system (7) reduces to the Cucker-Smale's flocking system [15, 16, 18, 37] :
We would like to emphasize that the system (7) is constructed in a way that the external forces are more dominant than the internal forces (which are the only forces that exist in the Cucker-Smale model (8)). To understand this, one can think of the situation in which the initial velocities for all particles are identically zero. If this is the case, in the Cucker-Smale model the velocities remain zero for all time.
In our model, however, the velocities will still increase due to the external forcing.
Once the velocities increase, other mechanisms kick in, and so on.
3.2.
Time-asymptotic external flocking. In this section, we present several a priori estimates and study the emergent time-asymptotic flocking of the dynamical system (7).
Lemma 3.1. Let (x i , v i , ζ i ) be the solution to the system (7). Then we have
Proof. (i) We use the symmetry of the kernel
(ii) We first note that due to the symmetry of the kernel k 1 , we have
Hence the above identity yields
which implies that
We use (9) to obtain
(iii) Proving this equality is straightforward and hence is omitted for brevity.
Remark 4. Note that in the presence of the external light source, the total mass is the only conserved physical quantity unless there is some coincidental balance between the increase in kinetic energy due to the light source and the decrease by the flocking dissipation.
As noticed in [18] , if there is no external light source (I 0 = 0), and if the excitation ζ i is ignored, the system (8) will shrink to the velocity of a center of mass asymptotically in time, depending on the interaction rate k 1 . Hence it is convenient to introduce a center of mass coordinate [x c (t), v c (t)]:
Turning back to the system (7) we have variation estimates for these center of mass coordinates.
Proposition 1. Suppose that I 0 > 0, and that all particles are fully excited after a finite time t * > 0, i.e.,
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Then ∀t ≥ t * , we have
Proof. (i) Since ϕ(ζ i ; ζ cr ) = 0 for t > t * , it then follows from Lemma 3.1 (i) that
The solution of (10) is
and the result follows.
(ii) For t ≥ t * , we have
We conclude this section by establishing the existence of external driven flocking assuming that the system is fully excited. The result is formulated in terms of the auxiliary function which denotes the statistical variance of the particle velocities:
) be the solution of the system (7). Suppose that I 0 > 0, and that all particles are fully excited after a finite time t * > 0, i.e.,
Hence the following differential inequality holds
and the result of the lemma follows.
(ii) The result (i) implies that ∀t ≥ t * and i = 1, · · · , N ,
(11) On the other hand, we have
Remark 5. The flocking result is valid under the assumption that all particles are fully excited. This result is indeed intuitive, since in the regime where all particles are excited, the expected behavior is precisely what we proved, that is that asymptotically, all particles move with an identical velocity towards the light source. The interesting regime in which some particles are sufficiently excited to initiate a motion while other particles remain stationary is not covered by the flocking result.
Remark 6. As can be seen in the proof, when the light source is turned on, the explicit form of k 1 is not important as long as it satisfies the condition (3).
3.3.
On the growth of the excitation level. In our previous propositions we assumed that the particles are fully excited after a finite time. While this may sound like a severe constraint, it turns out to be the generic case as discussed in this section.
Recall that the equation for excitation level ζ i (see (7)) is
Here ζ cp is the capacity of the excitation and ϕ(ζ i ; ζ cp ) is a smooth cut-off function that is defined as
We would like to argue that the excitation ζ i asymptotically approaches a constant value that is greater than the value of 2ζ cp independently of the particle number i.
We will refer to that asymptotic value as the "flocking phase value". Without loss of generality, we may assume that all particles are initially below the level ζ cp , i.e.,
In fact, the dynamics of ζ i undergoes three distinct phases (initial growth phase, transition phase and flocking) before it is finally approaches the flocking phase value. After the initial growth phase, the particles are already fully excited, i.e., ϕ(ζ i ; ζ cr ) = 0 (assuming 2ζ cr ≤ ζ cp ).
1. The initial growth phase. To study this phase we assume the following: (a) The critical threshold and capacity for excitation satisfy
(b) The interaction rate k 2 is nonnegative and bounded, i.e.,
(c) I 0 , ζ cp , and λ 2 satisfy the condition
In this initial growth phase (ζ i ≤ ζ cp ), we have
Hence we have
Let t i * be the first time when the RHS of (13) exceeds ζ cp and set t * := min
Note that after initial growth phase t > t 1 * , the dynamics of particles in (x i , v i ) becomes decoupled from the equation of ζ i , hence, at this stage, the excitation level is irrelevant to the dynamics. 2. The transition phase. This dynamics in this phase is complicated due to the relative competition between flocking dissipation and external forcing. What happens during that phase is interesting, but it is unrelated to the asymptotic behavior of the particles and we therefore do not study it here. 3. The final flocking phase. In this phase, the excitation level of all particles exceeds the value of 2ζ cp . Hence, the dynamics of the excitation satisfies
where t * is the time when excitations of all particles exceed the value 2ζ cp . In this case, the standard Cucker-Smale's flocking analysis shows that ζ i converges to the flocking value 1 N N j=1 ζ j (t * ) exponentially fast under the suitable ansatz (5) for k 2 with β ≤ 1/2 (see [15, 16, 18] ), i.e.,
and this convergence is exponentially fast.
Remark 7. Our definition of the excitation capacity, ζ cp , should not be interpreted as the maximal excitation value. Indeed, ζ may (and will eventually) exceed ζ cp . In our context, by "capacity" we refer to the level of excitation in which it starts saturating. The asymptotic value is about 2ζ cp .
3.4. Numerical simulations. In this section we present results of numerical simulations of the system (7). In all simulations we used N = 100 particles. Their initial locations were drawn from a uniform distribution in the domain [0, 100] 2 . Their initial velocities were also uniformly distributed in [0, 100] 2 . The internal flocking behavior thus amounts to a convergence to the average velocity, i.e., v = (50, 50). The initial excitation for all particles were uniformly distributed in [0, 0.001]. Both kernels, k 1 and k 2 in (7) were chosen as
with β = 0.25, a value for which internal flocking is known to emerge. An external forcing was used with a velocity that was set as u ∞ = (60, 0), and a magnitude I 0 = 0.1 in one experiment and I 0 = 10 in a second experiment. In both cases we chose λ 1 = λ 2 = 100. The critical value of the excitation was taken as ζ cr = 0.3, while ζ cp was set as 2ζ cr .
Our results shows that one should expect in both cases to see an exponential convergence of the velocities of all particles to the velocity dictated by the external forcing, i.e., (60, 0). Figure 4 shows how the velocity of all particles changes over time (for I 0 = 0.1). The change of the velocity profile over time for one particle (I 0 = 0.1) is shown in Figure 5 . A similar plots for I 0 = 10 are shown in Figure 6 (Note the different time-scales in this case). Indeed, as expected, the asymptotic velocities of all particles in all cases is the one that is dictated by the external forcing, i.e., we see an exponential convergence of the velocity field to (60, 0). The difference between these two examples has to do with the relative strengths of the internal flocking and the external forcing. When λ 1 = 100 and I 0 = 0.1, it takes more time for the excitation to grow and reach its critical value, after which the external forcing becomes the dominant one in the velocity equation. Before this happens, the internal flocking mechanism is more dominant, and the velocity of the particles converges to the averaged initial velocity.
Only after sufficient excitation has been built, the external forcing becomes dominant. We demonstrate how the excitation changes for a single particle in Figure 7 . As opposed to this case, an accelerated convergence towards the value that is dictated by the external forcing can be seen when I 0 = 10. Even then, there is a delayed motion phase that takes place until all particles have started aligning their motion based on the external forcing.
4.
A kinetic model for phototaxis. In this section we present a collisional kinetic model for the one-particle distribution function with an internal variable denoting a nonnegative excitation level. Similarly to the derivation of the Boltzmann equation and Vlasov-type equations [4, 13, 18, 35, 36] , we derive a kinetic model starting from the Liouville equation. We then make use of the Bogoliubov-BornGreen-Kirkwood-Yvon (BBGKY) hierarchy and the assumption of molecular chaos to derive a Vlasov-type equation. Finally we add the collision effect between the particles and the medium where they move.
4.1.
A formal derivation of a Vlasov-type model. In this part, we present a Vlasov-type equation modeling the collective behavior of N -particle system. For the time being, we ignore the collisions between particle and background medium. Our approach follows from the standard BBGKY hierarchy and a molecular chaos assumption to close the hierarchy. The rigorous justification of the molecular chaos assumption is very difficult, and is beyond the scope of this paper.
Let
be the probability density function (N-particle distribution function) of particles in N -particle phase space-excitationtime (R 2d × R + ) N × R. Since the particles are indistinguishable, f N is symmetric in its argument, i.e., for 1 ≤ i, j ≤ N ,
Then f N satisfies the Liouville equation [23, 26] : which in view of the particle system (7) becomes
We now introduce a j-particle distribution function f N j which is a marginal distribution function of
Here we used a simplified notation dΣ N j+1 ≡ dx j+1 dv j+1 dζ j+1 · · · dx N dv N dζ N , and integrate (15) with respect to dΣ N j+1 . This results with the three integrals of the divergence terms in (15) . For notational simplicity, we suppress the t-dependence in f N j , i.e.,
Lemma 4.1. Assume that f N vanishes at infinity in the N -particle phase (+ excitation) space. Then the following equalities hold:
(ii)
Proof. (i) Note that
R 2d(N −j) ×R N −j + I 1 dΣ N j+1 = j i=1 R 2d(N −j) ×R N −j + div xi (v i f N )dΣ N j+1 + N i=j+1 R 2d(N −j) ×R N −j + div xi (v i f N )dΣ N j+1 = j i=1 div xi (v i f N j ).
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(ii) The force term can be treated as follows.
=:
Each term can be treated as follows.
• Case 1:
• Case 2:
Since the particles are indistinguishable, (14) holds, and hence
This implies that
.
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Finally, we note that dΣ
, so that integrating with respect to Σ N j+2 results with
• Case 3:
Using the divergence theorem, the RHS of (17) vanishes, which concludes case 3.
All that is left is to combine Cases 1-3 to obtain the result of part (ii) of the Lemma.
(iii) The excitation term is treated in a similar way.
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• Case 2: once again we make use of the particles being indistinguishable.
Combining Cases 1-3 concludes proving part (iii) of the Lemma.
The hierarchy for the j-particle density function, f N j , can now be obtained by combining (15) , (16) , and Lemma 4.1:
As in the Boltzmann-Grad's limit for the Boltzmann equation, we take the mean field limit N → ∞, and we set lim
In particular, when j = 1, (18) implies that
In order to close the hierarchy in (19), we employ the so called "molecular chaos" assumption for the two-point particle distribution function:
Under the molecular chaos assumption (20), the one particle distribution function f := f 1 satisfies the Vlasov-type mean field equation:
where x := x 1 , v := v 1 , ζ := ζ 1 , and the kernels are given by
Remark 8. The notation used in (20) , f (x, v, t; ζ), is chosen as to distinguish between the role of the excitation as an "internal" parameter, and the role of other variables.
It turns out that the Vlasov-type kinetic model (21) has a flocking mechanism which we will now study. Define a functional F that is associated with f :
According to (21) , the time derivative of
In the next lemma, we estimate J i .
Lemma 4.2. The terms J i , i = 1, 2, 3 satisfy
Proof. (i) and (iii). The Divergence theorem implies
(ii) In this case, we use the divergence theorem to rewrite J 2 as
The first term in (24) can be simplified as follows:
The term involving u ∞ês vanishes due to the symmetry of k 1 with respect to its variable and the anti-symmetry of (v − v * ) with respect to exchanging v and v * . Hence, the RHS of (25) equals to
The second equality in (26) holds due to the same symmetry arguments. The desired result can now be obtained by combining (24) and (26).
Lemma 4.2 implies that the RHS of (23) is non-positive, i.e.,
Clearly, (27) still does not mean that as t → ∞, F (f (t)) → 0, which will imply flocking, i.e., asymptotically identical velocities for all particles. However, at least in the case when the particles are fully excited, we can show that F (f (t)) → 0 exponentially fast, as stated by the following lemma:
Lemma 4.3. Suppose that I 0 > 0 and that the particles are fully excited ∀t > t * , i.e., ϕ(ζ; ζ cr ) = 0, t ≥ t * .
Then we have
Proof. Since the particles are fully excited, ϕ = 0, and hence the RHS of (23) reads
The result follows by Gronwall's inequality.
4.2.
Adding collisions with the environment. When there is a velocity jump in the evolution of the one-particle distribution function, its jump process is usually represented by the nonlocal operator which measures the interaction between bacteria and the surface, i.e.,
The experimental data indicates that bacteria tend to move on areas that were previously traveled on by other bacteria. We denote by l(x, t) the function that represents the surface memory effect (at time t). It increases at x when a bacterium crosses x, and decreases due to a diffusion effect in this memory. Bacteria tend to move towards areas with a higher surface memory. The surface memory effect function, l(x, t), satisfies the nonlinear diffusion equation (with η > 0, [24] ) :
Before we explicitly write down an equation for ∂f ∂t c
, we briefly explain its motivation. We assumed that the velocity undergoes instantaneous jumps due to the tendency toward higher surface density direction, whereas we assume that the excitation is a continuous process so that it is not involved in the jump process. For the velocity jump process, we employ the finite sampling idea of Hillen-PainterSchmeiser [19] to model the collision operator. For phototaxis, the surface memory effect due to the background medium is analogous to the role of the chemoattractant in chemotaxis, hence we can employ the similar turning operator as in [19] . We assume that an individual bacterium can measure the surface memory effect along a sphere with radius R around its position x, and bacteria will tend to move in the direction of higher surface density with higher probability. The turning operator is given by
The rate q(l(x + Rv ′ /|v ′ |, t)) of the jump from the velocity v to v ′ can be modeled as proportional to the concentration of bound receptor as a function of the medium excitation density l. Hence the term q(l(x + Rv ′ /|v ′ |, t)) describes the probability
Our goal is to derive a closed system for the leading order quantities ρ 0 , l 0 . We substitute (34) into (33) . The leading dynamics for the second equation in (33) can be easily found. On the other hand, it follows from the first equation in (33) that
By comparing the corresponding coefficients in ε, we get
Hence once we find the relation for f 1 in terms of ρ 0 and l 0 , we are done. For this, we substitute the ansatz (34) into the kinetic equation in (32):
Note that
where
is a turning operator whose kernel is the Fréchet derivative of T 0 with respect to l, evaluated at l 0 in the direction l 1 . We next compare the O(1), O(ε) terms in (37) using (39) to find
Here, we used the fact that since the equilibrium distribution is independent of l,
we now take an ansatz for f 0 :
and plug the above ansatz (42) into the equation (41) to find
Here, the operator L is the convolution operator defined as follows:
Assuming that T 0 [l 0 ] is invertible, we have
We now substitute f 1 into the equation (36) to see
This completes the derivation of the fluid model. To summarize, the third model in the hierarchy of phototaxis models is of the form of the Vlasov-McKean equation coupled with a reaction-diffusion equation:
Remark 9. The derivation of the fluid model (44) was done using formal asymptotic expansion arguments. The rigorous justification of this limit is beyond the scope of this paper and is left for future work.
6. Conclusion. In this work we derived a hierarchy of new mathematical models for phototaxis. The recent experiments of Burriesci and Bhaya [10] indicated that the motion of the phototactic bacteria depends on a variety of parameters in addition to the light source: the individual characteristics of each bacterium, interaction between neighboring bacteria, and interactions between the bacteria and the environment in which they operate. The first model in the hierarchy is a collisionless particle system that can be viewed as an extension of the Cucker-Smale flocking model that incorporates a nonlinear internal dependence of the dynamics on one of the variables (excitation), as well as external forces (for the velocity and for the excitation).
The second model is a kinetic model that was derived from the particle system. The interaction between bacteria and the environment was incorporated into the kinetic model via the turning operator that accounts for such collisions. This interaction, which is reflected by velocity jumps, is due to the observation that bacteria prefer to move in areas that were previously traveled on by other bacteria, a phenomenon which we refer to as a "surface memory effect".
The third model is a fluid model that was formally derived as the macroscopic limit of the kinetic model. The resulting model turned out to be the Vlasov-McKean equation coupled with a reaction-diffusion equation (for the surface memory effect).
The theoretical results established the expected flocking behavior for the particle system and for the kinetic model, at least for the case where all particles are fully excited so that excitation does not affect the dynamics of the position and velocity. We then proved that the canonical asymptotic behavior of the particle system is such that it always reaches a state where all particles are fully excited.
There are several issues that are left for future work: from a modeling perspective it is natural to add random fluctuations to the model. Also missing from the present models are sensitivity to light, and allowing for the population of bacteria to change over time. It will probably be a good idea to also add directionality considerations in the parameters that control the motion (e.g., to limit the role of information that propagates from the direction opposite to the direction of motion and/or the direction of light).
The numerical simulations that were conducted in this paper were done only for the (collisionless) particle system. It will be interesting to simulate the solutions of the kinetic model and of the fluid model. This is a non-trivial task that is left for a future study.
From a theoretical point of view, there are many open problems. The fundamental question of justifying the molecular question assumption is as hard here as it is for the Boltzmann equation. The derivation of the fluid model from the kinetic model was done following formal arguments and should also be rigorously justified. These questions are left for future considerations.
It also remains to connect some of the observations with the model. While Observation #1 regarding the delayed motion and Observation #4 regarding the surface memory effect are directly encoded into the model, Observation #2 (fingering) is expected to be a macroscopic observable as we have shown for other models in [7, 24, 25] . It is left for future work to explore whether any of the models that were developed in this work can actually generate such a macroscopic dynamics. Observations #3 and #5 regarding the density-dependent motion and the sensing of other bacteria, can be controlled by adjusting the communication rates. A detailed study is left to a future work.
