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Abstract
This paper presents a measurement of the W+W− production cross section in pp collisions at√
s = 7 TeV. The leptonic decay channels are analyzed using data corresponding to an integrated
luminosity of 4.6 fb−1 collected with the ATLAS detector at the Large Hadron Collider. The W+W−
production cross section σ(pp → W+W− + X) is measured to be 51.9 ± 2.0 (stat) ± 3.9 (syst) ±
2.0 (lumi) pb, compatible with the Standard Model prediction of 44.7+2.1−1.9 pb. A measurement of the
normalized fiducial cross section as a function of the leading lepton transverse momentum is also
presented. The reconstructed transverse momentum distribution of the leading lepton is used to
extract limits on anomalous WWZ and WWγ couplings.
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This paper presents a measurement of the W+W− production cross section in pp collisions at√
s = 7 TeV. The leptonic decay channels are analyzed using data corresponding to an integrated
luminosity of 4.6 fb−1 collected with the ATLAS detector at the Large Hadron Collider. The W+W−
production cross section σ(pp → W+W− + X) is measured to be 51.9 ± 2.0 (stat) ± 3.9 (syst) ±
2.0 (lumi) pb, compatible with the Standard Model prediction of 44.7 +2.1−1.9 pb. A measurement of
the normalized fiducial cross section as a function of the leading lepton transverse momentum is
also presented. The reconstructed transverse momentum distribution of the leading lepton is used
to extract limits on anomalous WWZ and WWγ couplings.
PACS numbers: 14.70.Fm, 12.60.Cn, 13.85.Fb, 13.38.Be
I. INTRODUCTION
Measurements of vector boson pair production at par-
ticle colliders provide important tests of the electroweak
sector of the Standard Model (SM). Deviations of the
production cross section or of kinematic distributions
from their SM predictions could arise from anomalous
triple gauge boson interactions [1] or from new parti-
cles decaying into vector bosons [2]. Vector boson pair
production at the Large Hadron Collider (LHC) [3] also
represents an important source of background to Higgs
boson production [4] and to searches for physics beyond
the SM.
This paper describes a measurement of the W+W−
(hereafter WW ) inclusive and differential production
cross sections and limits on anomalous WWZ and WWγ
triple gauge couplings (TGCs) in purely leptonic decay
channels WW → `ν`′ν′ with `, `′ = e, µ. WW → τν`ν
and WW → τντν processes with τ leptons decaying into
electrons or muons with additional neutrinos are also in-
cluded. Three final states are considered based on the
lepton flavor, namely ee, µµ, and eµ. Leading-order (LO)
Feynman diagrams for WW production at the LHC in-
clude s-channel production with either a Z boson or a
virtual photon as the mediating particle or u- and t-
channel quark exchange. The s- and t-channel diagrams
are shown in Fig. 1. Gluon-gluon fusion processes in-
volving box diagrams contribute about 3% to the total
cross section. The SM cross section for WW production
in pp collisions at
√
s = 7 TeV is predicted at next-to-
leading order (NLO) to be 44.7+2.1−1.9 pb. The calculation
of the total cross section is performed using mcfm [5]
with the ct10 [6] parton distribution functions (PDFs).
An uncertainty of +4.8%−4.2% is evaluated based on the varia-
tion of renormalization (µR) and factorization (µF ) scales
by a factor of two (+3.6%−2.5%) and ct10 PDF uncertainties
derived from the eigenvector error sets as described in
Ref. [7] (+3.1%−3.4%) added in quadrature. The contribution
from SM Higgs production [4] with the Higgs boson de-
caying into a pair of W bosons (H → WW ) depends
on the mass of the Higgs boson (mH). For mH = 126
GeV, the SM WW production cross section would be in-
creased by 8%. Contributions from vector boson fusion
(VBF) and double parton scattering (DPS) [8] processes
are found to be less than 0.1%. The processes involving
the SM Higgs boson, VBF and DPS are not included nei-
ther in the WW cross-section predictions, nor in deriving
the corrected measured cross sections. Events containing
two W bosons from top-quark pair production and sin-
gle top-quark production are explicitly excluded from the
signal definition, and are treated as background contri-
butions.
(a) (b)
FIG. 1: SM LO Feynman diagrams for WW production
through the qq¯ initial state at the LHC for (a) the s-channel
and (b) the t-channel. The s-channel diagram contains the
WWZ and WWγ TGC vertices.
The s-channel diagram contains the WWZ and WWγ
couplings. The SM predicts that these couplings are
gWWZ = −e cot θW and gWWγ = −e, where e is re-
lated to the fine-structure constant α (= e2/4pi) and θW
is the weak mixing angle. Detailed studies of WW pro-
duction allow to test the non-Abelian structure of the
SM electroweak theory and probe anomalous WWZ and
WWγ TGCs, which may be sensitive to low-energy man-
ifestations of new physics at a higher mass scale. WW
production and anomalous WWZ and WWγ TGCs have
been previously studied by the LEP [9] and Tevatron [10]
experiments, and were also recently studied by the LHC
experiments [11–13]. The dataset used in this paper cor-
responds to an integrated luminosity of 4.6 fb−1 [14] col-
lected with the ATLAS detector at the LHC, and the
results presented supersede the previous ATLAS mea-
2surements [12].
This paper is organized as follows. Section II describes
the overall analysis strategy. Section III describes the
ATLAS detector. Section IV summarizes the Monte
Carlo (MC) simulation used for the signal and back-
ground modeling. Section V details the reconstruction of
final state objects and event selection criteria. Sections
VI and VII describe the WW signal and background es-
timation. Results are presented in Sec. VIII for inclusive
and fiducial cross sections; in Sec. IX for the normal-
ized differential fiducial cross section as a function of the
transverse momentum (pT) [15] of the lepton with higher
pT (denoted by the “leading lepton”); and in Sec. X for
limits on anomalous WWZ and WWγ TGCs. Conclu-
sions are drawn in Sec. XI.
II. ANALYSIS STRATEGY
Candidate WW events are selected with two opposite-
sign charged leptons (electrons or muons) and large miss-
ing transverse momentum (EmissT ), a signature referred
to “``′ + EmissT ” in this paper. The cross section is mea-
sured in a fiducial phase space and also in the total phase
space. The fiducial phase space is defined in Sec. VI and
is chosen to be close to the phase space defined by the
offline selection criteria. The fiducial cross section σfidWW
for the pp→WW+X → `ν`′ν′+X process is calculated
according to the equation
σfidWW =
Ndata −Nbkg
CWW × L , (1)
where Ndata and Nbkg are the number of observed data
events and estimated background events, respectively.
CWW is defined as the ratio of the number of events
satisfying all offline selection criteria to the number of
events produced in the fiducial phase space and is esti-
mated from simulation. L is the integrated luminosity of
the data sample.
The total cross section σWW for the pp → WW + X
process is calculated for each channel using the equation
σWW =
Ndata −Nbkg
CWW ×AWW × BR× L , (2)
where AWW represents the kinematic and geometric ac-
ceptance from the total phase space to the fiducial phase
space, and BR is the branching ratio for both W bosons
decaying into eν or µν (including decays through τ
leptons with additional neutrinos). The combined to-
tal cross section from the three channels is determined
by minimizing a negative log-likelihood function as de-
scribed in Sec. VIII.
To obtain the normalized differential WW cross sec-
tion in the fiducial phase space (1/σfidWW × dσfidWW /dpT),
the reconstructed leading lepton pT distribution is cor-
rected for detector effects after the subtraction of back-
ground contamination. The measured leading lepton pT
spectrum is also used to extract anomalous WWZ and
WWγ TGCs.
III. THE ATLAS DETECTOR
The ATLAS detector [16] is a multi-purpose particle
physics detector with approximately forward-backward
symmetric cylindrical geometry. The inner detector (ID)
system is immersed in a 2 T axial magnetic field and pro-
vides tracking information for charged particles in the
pseudorapidity range |η| < 2.5. It consists of a silicon
pixel detector, a silicon microstrip detector, and a tran-
sition radiation tracker.
The calorimeter system covers the pseudorapidity
range |η| < 4.9. The highly segmented electromagnetic
calorimeter consists of lead absorbers with liquid-argon
(LAr) as active material and covers the pseudorapidity
range |η| < 3.2. In the region |η| < 1.8, a pre-sampler
detector using a thin layer of LAr is used to correct for
the energy lost by electrons and photons upstream of
the calorimeter. The electron energy resolution is about
2− 4% at pT = 45 GeV. The hadronic tile calorimeter is
a steel/scintillating-tile detector and is situated directly
outside the envelope of the electromagnetic calorimeter.
The two endcap hadronic calorimeters have LAr as the
active material and copper absorbers. The calorimeter
coverage is extended to |η| = 4.9 by a forward calorime-
ter with LAr as active material and copper and tungsten
as absorber material. The jet energy resolution is about
15% at pT = 45 GeV.
The muon spectrometer measures the deflection of
muons in the large superconducting air-core toroid mag-
nets. It covers the pseudorapidity range |η| < 2.7 and
is instrumented with separate trigger and high-precision
tracking chambers. A precision measurement of the track
coordinates in the principal bending direction of the mag-
netic field is provided by drift tubes in the pseudora-
pidity range |η| < 2.0. At large pseudorapidities, cath-
ode strip chambers with higher granularity are used in
the innermost plane over 2.0 < |η| < 2.7. The muon
trigger system, which covers the pseudorapidity range
|η| < 2.4, consists of resistive plate chambers in the bar-
rel (|η| < 1.05) and thin gap chambers in the endcap
regions (1.05 < |η| < 2.4). The muon momentum resolu-
tion is about 2− 3% at pT = 45 GeV.
A three-level trigger system is used to select events
for offline analysis. The level-1 trigger is implemented
in hardware and uses a subset of detector information
to reduce the event rate to a design value of at most
75 kHz. This is followed by two software-based trigger
levels, level-2 and the event filter, which together reduce
the event rate to about 400 Hz which is recorded for
analysis.
IV. MONTE CARLO SIMULATION
Signal WW events are modeled using MC-simulated
samples, while contributions from various SM back-
ground physics processes are estimated using a combi-
nation of MC samples and control samples from data.
3MC events are generated at
√
s = 7 TeV and pro-
cessed through the full detector simulation [17] based on
geant4 [18]. The simulation includes the modeling of
additional pp interactions in the same and neighboring
bunch crossings.
The simulation of the WW signal production is based
on samples of qq¯ → WW and gg → WW events
generated with mc@nlo [19] and gg2ww [20], respec-
tively. Initial parton momenta are modeled with the
ct10 PDFs. The parton showering and hadronization,
and the underlying event are modeled with herwig [21]
and jimmy [22].
The SM background processes, which are described
in Sec. VII, are simulated using alpgen [23] for
the W+jets, Drell-Yan Z/γ∗+jets and Wγ processes,
mc@nlo for the tt¯ process, madgraph [24] for the Wγ∗
process, acermc [25] for the single top-quark process,
and herwig for WZ and ZZ processes. The tauola [26]
and photos [27] programs are used to model the de-
cay of τ leptons and QED final-state radiation of pho-
tons, respectively. The MC predictions are normalized
to the data sample based on the integrated luminosity
and cross sections of the physics processes. Higher-order
corrections, if available, are applied. The cross section is
calculated to next-to-next-to-leading-order (NNLO) ac-
curacy for W and Z/γ∗ [28], NLO plus next-to-next-to-
leading-log order for tt¯ [29], and NLO for WZ and ZZ
processes [5].
To improve the agreement between data and simula-
tion, lepton selection efficiencies are measured in both
data and simulation, and correction factors are applied
to the simulation to account for differences with respect
to data. Furthermore, the simulation is tuned to repro-
duce the calorimeter energy and the muon momentum
scale and resolution observed in data.
V. OBJECTS AND EVENT SELECTION
The data analyzed were selected online by a single-
lepton (e or µ) trigger with a threshold on the transverse
energy in the electron case and on the transverse momen-
tum in the muon case. Different thresholds (18 GeV for
muons and 20 GeV or 22 GeV for electrons) were applied
for different running periods. After applying data quality
requirements, the total integrated luminosity is 4.6 fb−1
with an uncertainty of 3.9% for all three channels ee, µµ
and eµ [14].
Due to the presence of multiple pp collisions in a single
bunch crossing, each event can have multiple vertices re-
constructed. The primary vertex of the hard collision is
defined as the vertex with the highest
∑
p2T of associated
ID tracks. To reduce contamination due to cosmic rays,
the primary vertex must have at least three associated
tracks with pT > 0.4 GeV.
Electrons are reconstructed from a combination of an
electromagnetic cluster in the calorimeter and a track
in the ID, and are required to have pT > 20 GeV and
lie within the range |η| < 2.47, excluding the transi-
tion region between the barrel and endcap calorimeters
(1.37 < |η| < 1.52). The electron pT is calculated using
the energy measured in the electromagnetic calorimeter
and the track direction measured by the ID. Candidate
electrons must satisfy the tight quality definition [30] re-
optimized for 2011 data-taking conditions, which is based
on the calorimeter shower shape, track quality, and track
matching with the calorimeter cluster.
Muon candidates must be reconstructed in the ID and
the muon spectrometer, and the combined track is re-
quired to have pT > 20 GeV and |η| < 2.4. Good quality
reconstruction is ensured by requiring minimum numbers
of silicon microstrip and pixel hits associated with the
track [31].
To ensure candidate electrons and muons originate
from the primary interaction vertex, they are also re-
quired to have a longitudinal impact parameter (|z0|)
smaller than 1 mm and a transverse impact parameter
(|d0|) divided by its resolution (σd0) smaller than ten for
electrons and three for muons. These requirements re-
duce contamination from heavy-flavor quark decays and
cosmic rays.
To suppress the contribution from hadronic jets which
are misidentified as leptons, electron and muon candi-
dates are required to be isolated in both the ID and the
calorimeter. The sum of transverse energies of all clus-
ters around the lepton but not associated with the lepton
within a cone of size ∆R =
√
(∆η)2 + (∆φ)2 = 0.3 is re-
quired to be less than 14% of the lepton transverse mo-
mentum. Corrections to the sum of transverse energies
of all clusters around the lepton are applied to account
for the energy deposition inside the isolation cone due to
electron energy leakage or muon energy deposition and
additional pp collisions. The sum of the pT of all tracks
with pT > 1 GeV that originate from the primary ver-
tex and are within a cone of size ∆R = 0.3 around the
lepton track is required to be less than 13% (15%) of the
electron (muon) pT.
Jets are reconstructed from topological clusters of en-
ergy in the calorimeter using the anti-kt algorithm [32]
with radius parameter R = 0.4. Topological cluster-
ing extends up to |η| = 4.9, and clusters are seeded by
calorimeter cell deposits having energy exceeding 4 stan-
dard deviations of the cell noise level. Jet energies are
calibrated using pT- and η-dependent correction factors
based on the simulation, and validated by collision data
studies [33]. Jets are classified as originating from b-
quarks by using an algorithm that combines information
about the impact parameter significance of tracks in a jet
which has a topology of semileptonic b- or c-hadron de-
cays [34]. The efficiency of the b-tagging algorithm is 85%
for b-jets in tt¯ events, with an average light jet rejection
factor of 10.
Since electrons are also reconstructed as jets, if a recon-
structed jet and an electron satisfying the criteria men-
tioned above lie within ∆R = 0.3 of each other, the jet is
discarded. Electrons and muons are required to be sep-
4arated from each other by ∆R > 0.1. Since muons can
radiate photons which can convert to electron-positron
pairs, if a muon and an electron lie within ∆R = 0.1 of
each other, the electron is discarded.
The measurement of the missing transverse momentum
two-dimensional vector ~EmissT and its magnitude E
miss
T
is based on the measurement of the energy collected by
the electromagnetic and hadronic calorimeters, and muon
tracks reconstructed by the ID and the muon spectrome-
ter. Calorimeter cells associated with reconstructed jets
with pT > 20 GeV are calibrated at the hadronic energy
scale, whereas calorimeter cells not associated with any
object are calibrated at the electromagnetic energy scale.
Events with exactly two oppositely-charged leptons
passing the lepton selection criteria above are selected.
At least one of the two leptons is required to be geomet-
rically matched to a lepton reconstructed by the trigger
algorithm. In order to ensure that the lepton trigger effi-
ciency reaches its plateau region and does not depend on
the pT of the lepton, the matching lepton is required to
have pT > 25 GeV. The leading lepton pT requirement
also helps to reduce the W+jets background contribu-
tion.
Events satisfying the above requirements are domi-
nated by the contribution from the Drell-Yan process.
To reject this background contribution, different require-
ments on the dilepton invariant mass m``′ and a modified
missing transverse energy, EmissT, Rel, are applied to each fi-
nal state. The EmissT, Rel variable is defined as:
EmissT, Rel =
{
EmissT × sin (∆φ) if ∆φ < pi/2
EmissT if ∆φ ≥ pi/2 (3)
where ∆φ is the difference in the azimuthal angle between
the ~EmissT and the nearest lepton or jet. The E
miss
T, Rel vari-
able is designed to reject events where the apparent EmissT
arises from a mismeasurement of lepton momentum or jet
energy. The selection criteria applied to m``′ and E
miss
T, Rel
are m``′ > 15, 15, 10 GeV, |m``′ −mZ | > 15, 15, 0 GeV,
and EmissT, Rel > 45, 45, 25 GeV for the ee, µµ and eµ
channels, respectively. Less strict selection criteria on
m``′ and E
miss
T, Rel are employed for the eµ channel since
the contribution from the Drell-Yan process is inherently
smaller.
With the application of the m``′ and E
miss
T, Rel selection
criteria, the remaining background events come mainly
from tt¯ and single top-quark processes. To reject this
background contribution, events are vetoed if there is at
least one jet candidate with pT > 25 GeV and |η| <
4.5 (this selection criterion is denoted by the term “jet
veto” in this paper). To further reduce the Drell-Yan
contribution, the transverse momentum of the dilepton
system, pT(``
′), is required to be greater than 30 GeV
for all three channels.
Figures 2–5 show comparisons between data and sim-
ulation for the m``′ , E
miss
T, Rel, jet multiplicity and pT(``
′)
distributions before the successive cuts are applied to the
ee, µµ and eµ channels, respectively. The contributions
from various physics processes are estimated using MC
simulation and normalized to the cross sections as de-
scribed in Sect. IV. These plots indicate the discrimi-
nation power of these variables to reduce the dominant
tt¯, W+jets and Drell-Yan backgrounds and improve the
signal-to-background ratio. Discrepancies between data
and SM predictions based on pure MC estimates for some
plots indicate the need for data-driven background esti-
mates as are used for the WW signal extraction.
VI. WW SIGNAL ACCEPTANCE
The fractions of simulated WW signal events remain-
ing after each step of the event selection are summarized
in Table I. The fractions for direct WW decays into elec-
trons or muons are shown separately from processes in-
volving τ leptons (WW → τν`ν and WW → τντν pro-
cesses with τ leptons decaying into electrons or muons).
The acceptance for the µµ channel is higher than the
ee channel since the identification efficiency for muons is
higher than that for electrons. The acceptance for the
eµ channel is the highest one due to looser selection re-
quirements applied to m``′ and E
miss
T, Rel.
In order to minimize the theoretical uncertainty due
to the extrapolation from the measured phase space to
the total phase space for the cross-section measurement,
a fiducial phase space is defined at the generator level by
selection criteria similar to those used offline. Generator-
level jets are reconstructed by running the anti-kt al-
gorithm with radius parameter R = 0.4 on all final-
state particles generated with the mc@nlo and gg2ww
event generators after parton showering and hadroniza-
tion. The fiducial phase space is defined with the fol-
lowing criteria: lepton pT > 20 GeV, muon pseudo-
rapidity |η| < 2.4, electron pseudorapidity |η| < 1.37
or 1.52 < |η| < 2.47, no generator-level jets with
pT > 25 GeV, rapidity |y| < 4.5 and separated from
an electron by ∆R > 0.3. The leading lepton pT is re-
quired to be above 25 GeV and p``
′
T > 30 GeV. The
events are further required to have m``′ > 15, 15, 10 GeV,
|m``′−mZ | > 15, 15, 0 GeV, and pν+ν¯T, Rel > 45, 45, 25 GeV
for the ee, µµ and eµ channels respectively. The pν+ν¯T, Rel
variable is defined similarly to EmissT, Rel, where the
~EmissT is
replaced by the vector sum of the ~pT of the two generator-
level neutrinos. To reduce the dependence on QED ra-
diation, the electron and muon pT include contributions
from photons within ∆R = 0.1 of the lepton direction.
With this definition of the fiducial phase space, the
overall acceptance times efficiency can be separated into
two factors AWW and CWW , where AWW represents the
extrapolation from the fiducial phase space to the to-
tal phase space, while CWW represents detector effects
such as lepton trigger and identification efficiencies, with
a small contribution from differences in generated and
measured phase spaces due to detector resolution.
Corrections to the simulation of lepton identication ef-
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FIG. 2: Comparison between data and simulation for the dilepton invariant mass distribution before the m``′ cut for the (a) ee,
(b) µµ and (c) eµ channels, respectively. The contributions from various physics processes are estimated using MC simulation
and normalized to the cross sections as described in Sect. IV.
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FIG. 3: Comparison between data and simulation for the EmissT, Rel distribution before the E
miss
T, Rel cut for the (a) ee, (b) µµ
and (c) eµ channels, respectively. The contributions from various physics processes are estimated using MC simulation and
normalized to the cross sections as described in Sect. IV.
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FIG. 4: Comparison between data and simulation for the jet multiplicity distribution of jets with pT > 25 GeV before jet
veto requirement for the (a) ee, (b) µµ and (c) eµ channels, respectively. The contributions from various physics processes are
estimated using MC simulation and normalized to the cross sections as described in Sect. IV. The error band on each plot
includes both statistical and systematic uncertainties on the signal and background estimations. Systematic uncertainties on
the signal estimation are described in Sect. VI. Systematic uncertainties on background estimations include uncertainties on
lepton, jet and EmissT reconstruction and identification, as well as uncertainties on theoretical production cross sections for these
processes.
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FIG. 5: Comparison between data and simulation for the dilepton pT distribution before the pT(``
′) cut for the (a) ee, (b) µµ
and (c) eµ channels, respectively. The contributions from various physics processes are estimated using MC simulation and
normalized to the cross sections as described in Sect. IV. The error band on each plot includes both statistical and systematic
uncertainties on the signal and background estimations. Systematic uncertainties on the signal estimation are described in
Sect. VI. Systematic uncertainties on background estimations include uncertainties on lepton, jet and EmissT reconstruction and
identification, as well as uncertainties on theoretical production cross sections for these processes.
ficiencies and resolutions are discussed in Sec. IV. A cor-
rection to the modelling of the jet veto efficiency (the
fraction of events with zero reconstructed jets) is deter-
mined as the ratio of data to MC jet veto efficiencies for
the Z/γ∗ → `` process. This ratio is applied to WW
MC [35] as
PWWpred =
P dataZ/γ∗
PMCZ/γ∗
× PMCWW , (4)
where PWWpred is the corrected jet veto efficiency for pp→
WW , PMCWW is the MC estimate of this efficiency, and
P dataZ/γ∗ (P
MC
Z/γ∗) is the efficiency determined using Z/γ
∗ →
`` events selected with two leptons satisfying the lepton
selection criteria and |m``−mZ | < 15 GeV in data (MC).
By applying this correction, experimental uncertainties
associated with the jet veto efficiency are significantly
reduced, in particular, the uncertainty on the jet energy
scale. The dominant uncertainty is due to the theoretical
prediction of the differences in jet energy spectra between
the WW and Z/γ∗ processes, which are both modelled
with mc@nlo + herwig for this correction.
For the factor CWW (AWW ), the dominant uncertainty
is the theoretical uncertainty on PMCZ/γ∗ (P
MC
WW ). The
theoretical uncertainty from missing higher-order correc-
tions is evaluated by varying renormalization and factor-
ization scales up and down by a factor of 2 for both the
inclusive (≥ 0) and exclusive (≥ 1) jet cross sections and
adding these two uncertainties in quadrature [36]. Uncer-
tainties associated with the parton shower and hadroniza-
tion models are evaluated by comparing the pythia and
herwig models, interfaced to the MC generating the pro-
cess of interest. Uncertainties due to PDFs are computed
using the ct10 error eigenvectors, and using the differ-
ence between the central ct10 and mstw2008nlo [38]
PDF sets. Including uncertainties from the jet energy
scale (JES) and jet energy resolution (JER), PWWpred is es-
timated to be 0.624±0.023, 0.625±0.023 and 0.633±0.023
for the ee, µµ and eµ channels, respectively.
Additional theoretical uncertainties on AWW are eval-
uated using the same procedures as for the jet veto effi-
ciency. Additional uncertainties on CWW are calculated
using uncertainties on the lepton trigger, reconstruction
and isolation efficiencies, as well as energy scale and res-
olution uncertainties on the reconstruction of lepton, jet,
soft clustered energy in the calorimeter, and energy de-
posits from additional pp collisions. The uncertainty on
the single-lepton trigger efficiency is less than 0.5% [39].
Electron and muon reconstruction and identification ef-
ficiency uncertainties are less than 2.0% and 0.4%, re-
spectively [40]. The lepton isolation efficiency is deter-
mined with an uncertainty of 0.3% and 0.2% for electrons
and muons, respectively. The simulation is corrected for
the differences with respect to the data in lepton energy
scale and resolution. The uncertainty is less than 1.0%
and 0.1% on the energy scale and less than 0.6% and
5.0% on the resolution, for electrons and muons, respec-
tively [30]. Uncertainties on the JES range from 2.5% to
8%, varying with jet pT and η [41]. Uncertainties on the
JER range from 9–17% for jet pT ' 30 GeV to about 5–
9% for jets with pT > 180 GeV depending on jet η [41].
The uncertainties on the lepton energy scale and resolu-
tion, JES and JER are propagated to the EmissT , which
also receives contributions from energy deposits due to
additional pp collisions in the same or close by bunch
crossings, and from energy deposits not associated with
any reconstructed object [42].
All systematic uncertainties described above are prop-
agated to the calculations of AWW , CWW and AWW ×
CWW . The overall systematic uncertainty on AWW is
5.7% for all three channels. The contributions from all
systematic sources for AWW are listed in Table II. The
overall systematic uncertainty on CWW is 4.2%, 3.1%
and 3.2% for the ee, µµ and eµ channels, respectively.
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are listed in Table III.
The product of AWW ×CWW is defined as the ratio of
events satisfying all offline selection criteria to the num-
ber of events produced in the total phase space. The
systematic uncertainty on AWW × CWW is 4.9%, 4.0%
and 4.1% for the ee, µµ and eµ channels. Owing to the
presence of correlations between A and C, these uncer-
tainties are smaller than those obtained by adding in
quadrature the uncertainties from the PDFs, µF , µR,
and parton shower model. As a result, the uncertainty
on AWW × CWW is used for the calculation of the to-
tal cross-section uncertainty in each individual channel.
Table IV summarizes the central value and also the sta-
tistical and systematic uncertainties on AWW , CWW and
AWW × CWW for all three channels.
VII. BACKGROUND ESTIMATION
SM processes producing the ``′+EmissT signature with
no reconstructed jets in the final state are top-quark pro-
duction, when additional jets in the final state are not
reconstructed or identified (denoted by “top-quark back-
ground”); W production in association with jets (denoted
by “W+jets background”) when one jet is reconstructed
as a lepton; Z/γ∗ production in association with jets (de-
noted by “Drell-Yan background”) when apparent EmissT
is generated from the mismeasurement of the pT of the
two leptons from Z/γ∗ boson decay; WZ and ZZ pro-
cesses when only two leptons are reconstructed in the
final state; and the Wγ process when the photon con-
verts into electrons. The contribution from QCD multi-
jet production when two jets are reconstructed as leptons
is found to be negligible.
A. Background contribution from SM non-WW
diboson production processes
The expected background contributions from SM non-
WW diboson processes (WZ, ZZ andWγ) are estimated
using simulation. The total number of selected non-WW
diboson background events corresponding to 4.6 fb−1 is
estimated to be 13 ± 1 (stat) ± 2 (syst), 21 ± 1 (stat) ±
2 (syst), and 44 ± 2 (stat) ± 6 (syst) for the ee, µµ and
eµ channels, respectively. The systematic uncertainties
arise mainly from theoretical uncertainties on the non-
WW diboson production cross sections and uncertainties
on the lepton, jet and EmissT modeling in the simulation.
B. Background contribution from SM top-quark
production processes
Background contributions from top-quark production
processes are suppressed by the jet veto requirement.
However, top-quark events containing no reconstructed
jets with pT > 25 GeV and |η| < 4.5 could still mimic the
signature of WW candidates. The top-quark background
contribution is estimated using a data-driven method.
An extended signal region (ESR) is defined after the
EmissT, Rel cut but before applying the jet veto and pT(``
′)
criteria. In addition, a control region (CR) is defined
as a subset of the ESR, which contains events having at
least one b-tagged jet with pT > 20 GeV. The jet mul-
tiplicity distribution for top-quark events in the ESR,
TESRdata , is estimated from the jet multiplicity distribution
in the CR, TCRdata. In a first step, the non-top-quark back-
ground distribution TCRMC,nt in the CR is estimated with
simulation, scaled by a normalization factor f ′n and then
subtracted from the measured TCRdata distribution. Sub-
sequently, the resulting distribution is extrapolated bin-
by-bin from the CR to the ESR via the MC prediction of
the ratio TESRMC,i/T
CR
MC,i for each jet multiplicity bin i. The
method can be summarized by the following equation for
each jet multiplicity bin:
TESRdata =
TESRMC
TCRMC
(TCRdata − f ′n × TCRMC,nt), (5)
where each symbol T represents a full jet multiplicity
distribution. The normalization scale factor f ′n for the
non-top-quark background contributions in the CR is de-
termined from events in the ESR by fitting the jet multi-
plicity distribution observed in data with the templates
constructed from the data in the CR for top-quark contri-
butions and from simulation for non-top-quark contribu-
tions. The value of f ′n is found to be 1.07±0.03. In a final
step, the number of top-quark background events in the
signal region is estimated using the number of top-quark
events in the ESR observed in data scaled by the ratio
of top-quark events in the signal region to the number in
the ESR in the MC simulation for the zero-jet bin.
The number of top-quark background events in the
signal region is estimated to be 22± 12 (stat)± 3 (syst),
32±14 (stat)±5 (syst), and 87±23 (stat)±13 (syst) for
the ee, µµ and eµ channels, respectively. The statistical
uncertainty is mainly due to the limited number of data
events observed in the CR. The systematic uncertainties
are dominated by the b-tagging uncertainty.
An alternative data-driven method is used to cross-
check the top-quark background estimation. To reduce
the associated uncertainties on the jet veto probability, a
data-based correction is derived from a top-quark dom-
inated sample based on the WW selection but with the
requirement of at least one b-jet with pT > 25 GeV [12].
In this sample, the ratio P1 of events with one jet to the
total number of events is sensitive to the modeling of the
jet energy spectrum in top-quark events. A multiplica-
tive correction based on the ratio P data1 /P
MC
1 is applied
to reduce the uncertainties resulting from the jet veto re-
quirement. The results from the two data-driven meth-
ods are found to be consistent with each other within
their uncertainties.
8Selection criteria ee µµ eµ
eνeν τν`ν µνµν τν`ν eνµν τν`ν
Exactly two opposite-sign leptons 22.8% 7.3% 39.0% 11.4% 30.2% 9.1%
m``′ > 15, 15, 10 GeV 22.7% 7.3% 38.8% 11.4% 30.2% 9.1%
|m``′ −mZ | > 15, 15, 0 GeV 17.6% 5.4% 29.9% 8.5% 30.2% 9.1%
EmissT, Rel > 45, 45, 25 GeV 6.4% 1.4% 11.9% 2.6% 19.0% 5.1%
Jet veto 4.0% 0.8% 7.4% 1.6% 12.1% 3.1%
pT(``
′) > 30 GeV 3.9% 0.7% 7.1% 1.5% 10.1% 2.6%
TABLE I: The product of acceptance times efficiency for the WW simulated sample at each event selection step. The τν`ν
sample for the ee channel includes both WW → τνeν and WW → τντν processes that result in two electrons in the final
state; and accordingly for the τν`ν samples for the µµ and eµ channels.
Relative uncertainty
Source of uncertainty ee µµ eµ
PDFs 0.9% 0.9% 0.9%
µR and µF scales 0.5% 0.5% 0.6%
Jet veto 5.6% 5.6% 5.6%
Total 5.7% 5.7% 5.7%
TABLE II: Relative uncertainties on the estimate of AWW for the ee, µµ and eµ channels.
Relative uncertainty
Source of uncertainty ee µµ eµ
Trigger efficiency 0.1% 0.6% 0.3%
Lepton efficiency 2.9% 0.7% 1.4%
Lepton pT scale and resolution 0.9% 0.8% 0.6%
Jet energy scale and resolution 0.6% 0.5% 0.5%
EmissT modeling 0.5% 0.2% 0.4%
Jet veto scale factor 2.8% 2.8% 2.7%
PDFs, µR and µF scales 0.7% 0.7% 0.3%
Total 4.2% 3.1% 3.2%
TABLE III: Relative uncertainties on the estimate of CWW for the ee, µµ and eµ channels.
ee µµ eµ
AWW (7.5± 0.1± 0.4)% (8.1± 0.1± 0.5)% (15.9± 0.1± 0.9)%
CWW (40.3± 0.5± 1.7)% (68.7± 0.5± 2.1)% (50.5± 0.2± 1.6)%
AWW × CWW (3.0± 0.1± 0.1)% (5.6± 0.1± 0.2)% (8.0± 0.1± 0.3)%
TABLE IV: Acceptances AWW , CWW and AWW × CWW for the ee, µµ and eµ channels. The first and second uncertainties
represent the statistical and systematic uncertainties.
C. Background contribution from W+jets
production process
The W+jets process can produce the ``′+EmissT sig-
nature when one jet is reconstructed as a charged lep-
ton. Since the probability for a jet to be identified as a
lepton may not be accurately modeled in the MC sim-
ulation, a data-driven method is employed to estimate
this contribution. A leptonlike jet is defined as a jet
that passes all lepton selection criteria but fails the lep-
ton isolation requirement in the muon case, and fails at
least one of the isolation or tight quality requirements in
the electron case. The ratio f` is then calculated as the
ratio of jets satisfying the full lepton identification crite-
ria to the number of leptonlike jets. A jet-enriched data
sample is selected containing one lepton that passes all
lepton selection criteria and a leptonlike jet. The num-
ber of events in this sample is then scaled by the ratio
f` to obtain the expected number of W+jets events in
the signal region. The ratio f` is measured as a func-
tion of the jet pT and η from a jet-enriched sample for
electrons and muons separately. The number of W+jets
background events in the signal regions is estimated to
be 21 ± 1 (stat) ± 11 (syst), 7 ± 1 (stat) ± 3 (syst), and
70 ± 2 (stat) ± 31 (syst) for the ee, µµ and eµ chan-
nels, respectively. The dominant source of systematic
uncertainties stems from the f` measurement. The same
method is applied to a W+jets-enriched sample selected
9with the requirement of two same-sign leptons to vali-
date the W+jets estimation method. Consistent results
are obtained for the number of observed and predicted
events in this control region.
An alternative method is used to check the W+jets
estimation in the signal region. This method defines lep-
tons with two different sets of quality criteria, one with
the standard lepton selection criteria (called tight lepton
here) and the other one with less restrictive lepton iden-
tification criteria (called loose lepton here). For loose
muons, the isolation requirement is dropped. For loose
electrons, the medium electron identification criteria as
defined in Ref. [30] are used and the isolation require-
ment is also dropped. Events with two loose leptons are
assigned to one of four categories depending on whether
both leptons, only the leading lepton, only the trailing
lepton or neither of the two leptons, satisfy the tight lep-
ton identification criteria. The corresponding numbers of
events are denoted by NTT , NTL, NLT and NLL. The
sample composition can be solved from a linear system
of equations:
(NTT , NTL, NLT , NLL)
T
= E (N``′ , N`j , Nj`′ , Njj)T
(6)
where N``′ is the number of events with two prompt lep-
tons, N`j (Nj`′) is the number of events where only the
leading (trailing) lepton is a prompt lepton, Njj is the
number of events where neither of the two leptons are
prompt leptons. The 4× 4 matrix E contains the proba-
bilities for a loose quality lepton to pass the tight quality
selection for both prompt leptons and jets. These prob-
abilities are estimated by applying the loose and tight
selections to Z/γ∗ → `` events and to a sample of dijet
events, respectively. To take into account the lepton pT
dependence of these two probabilities, the matrix equa-
tion is inverted for each event, giving four weights, corre-
sponding to these four combinations. These weights are
then summed over all events in the signal region with
loose lepton requirements to yield the estimated total
number of background events from W+jets and dijet pro-
cesses. The results from the two data-driven methods are
found to be consistent with each other within their un-
certainties.
D. Background contribution from Drell-Yan
production process
The Drell-Yan background is one of the dominant
background contributions in the ee and µµ channels. Its
contribution is suppressed by the requirements on m``′ ,
EmissT, Rel and pT(``
′). A control region dominated by the
Drell-Yan process is defined by applying the same set of
selection cuts as used for the signal region and reversing
the pT(``
′) cut. The Drell-Yan background in the signal
region is estimated from the number of events observed
in this control region, after subtracting other background
contributions using MC expectations, scaled by the ratio
of the number of MC Z+jets events in the signal region to
the number in the control region. The number of Drell-
Yan background events in the signal region is estimated
to be 12±3 (stat)±3 (syst), 34±6 (stat)±10 (syst) and
5± 2 (stat)± 1 (syst) events in the ee, µµ and eµ chan-
nels, respectively. As a cross-check, the results obtained
above are compared to the predictions from simulation.
Good agreement between the two estimates is found.
VIII. INCLUSIVE AND FIDUCIAL
CROSS-SECTION RESULTS
Table V shows the number of events selected in data
and the estimated background contributions with sta-
tistical and systematic uncertainties for the three in-
dividual channels and the combined channel. The ex-
pected numbers of WW signal events for the individ-
ual and the combined channels are also shown. In total
1325 ``′ + EmissT candidates are observed in data with
824 ± 4 (stat) ± 69 (syst) signal events expected from
the WW process and 369 ± 31 (stat) ± 53 (syst) back-
ground events expected from non-WW processes. The
WW processes mediated by a SM Higgs boson with a
mass of 126 GeV would contribute an additional 3, 7 and
17 events in the ee, µµ and eµ channels, respectively.
Figure 6 shows the comparison between data and pre-
dictions for the leading lepton pT, azimuthal angle dif-
ference between the two leptons, pT and the transverse
mass mT of the ``
′ + EmissT system, where mT is cal-
culated as
√
(E`T + E
`′
T + E
miss
T )
2 − (~p `T + ~p `′T + ~EmissT )2
with ~p `T and ~p
`′
T being the transverse momentum vec-
tors of the two leptons. The shapes of the Drell-Yan and
top-quark distributions are taken from simulation and
are scaled according to the data-driven estimates of the
respective background. The W+jets background contri-
bution is based on the data-driven method as described
in Sec. VII C, and the non-WW diboson background
contributions are estimated using simulation.
The fiducial and total cross sections for the WW pro-
cess for the three individual decay channels are calcu-
lated using Eqs. (1) and (2), respectively. The results
are shown in Table VI together with the SM predictions.
Reasonable agreement is found between the measured
cross sections and the theoretical predictions. For the
total cross-section measurement, the relative statistical
uncertainty is 12%, 8% and 5% for the ee, µµ and eµ
channels, respectively, and the overall relative systematic
uncertainty is 18%, 10% and 8%, respectively.
The combined total cross section from the three decay
channels is determined by minimizing the negative log-
likelihood function:
L = − ln
3∏
i=1
e−(µ
i
s+µ
i
b) × (µis + µib)N
i
obs
N iobs!
(7)
where i = 1, 2, 3 runs over the three channels, µis and µ
i
b
represent the expected WW signal and estimated back-
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ground for the i-th channel, and N iobs represents the num-
ber of observed data events. The expected WW signal
is computed as µis = σWW × BR × L × AiWW × CiWW ,
where AiWW and C
i
WW are the corresponding AWW and
CWW in the i-th channel.
The combined total cross section is σWW = 51.9 ±
2.0 (stat) ± 3.9 (syst) ± 2.0 (lumi) pb and is also shown
in Table VI. The statistical uncertainty is estimated by
taking the difference between the cross section at the
minimum of the negative log-likelihood function and the
cross section where the negative log-likelihood is 0.5 units
above the minimum. Systematic uncertainties include
all sources except luminosity and are taken into account
by convolving the Poisson probability distributions for
signal and background with the corresponding Gaussian
distributions. Correlations between the signal and back-
ground uncertainties due to common sources of system-
atic uncertainties are taken into account in the definition
of the likelihood.
IX. NORMALIZED DIFFERENTIAL FIDUCIAL
CROSS SECTION
The measured leading lepton pT distribution is un-
folded to remove all experimental effects due to detec-
tor acceptance, resolution and lepton reconstruction ef-
ficiencies. The unfolded distribution provides a differen-
tial cross-section measurement in the fiducial phase space
and allows a comparison with different theoretical mod-
els. A Bayesian unfolding technique [43] with three iter-
ative steps is used in this analysis.
In unfolding of binned data, effects of the experimen-
tal acceptance and resolution are expressed in a response
matrix, whose elements are the probability of an event in
the ith bin at the generator level being reconstructed in
the jth measured bin. The lepton pT bins are chosen to
be wider than the detector resolution to minimize migra-
tion effects and to maintain a sufficient number of events
in each bin. The bin purity is found to be above 80%,
implying small bin-to-bin migration effects.
The measured leading lepton pT distribution in data
is then corrected using a regularized inversion of the re-
sponse matrix. Finally, the distribution is corrected for
efficiency and acceptance calculated from simulation.
Figure 7 shows the normalized fiducial cross sections
(1/σfidWW × dσfidWW /dpT) extracted in bins of the leading
lepton pT together with the SM predictions. The com-
bined fiducial cross section σfidWW is defined as the sum
of the fiducial cross sections in each decay channel. The
corresponding numerical values and the correlation ma-
trix are shown in Table VII. The overall uncertainty is
about 5% for leading lepton pT < 80 GeV and increases
to 40% for leading lepton pT > 140 GeV. The domi-
nant source of uncertainty on the normalized differential
cross section is statistical and is determined from MC en-
sembles. Two thousand pseudoexperimental spectra are
generated by fluctuating the content of each bin accord-
ing to a Poisson distribution with a mean that is equal
to the bin content. The unfolding procedure is applied
to each pseudoexperiment, and the root mean square of
the results is taken as the statistical uncertainty.
Systematic uncertainties on the normalized differen-
tial cross section mainly arise from uncertainties which
directly impact the shape of the leading lepton pT spec-
trum, i.e. the lepton energy scale and resolution, identi-
fication and isolation efficiencies, jet and EmissT modeling,
and background estimations. The systematic uncertain-
ties are evaluated by varying the response matrix for each
uncertainty, and combining the resulting changes in the
unfolded spectrum. Uncertainties on the expected back-
ground shapes and contributions are treated in a similar
way. The performance of the unfolding procedure was
verified by comparing the true and unfolded spectrum
generated using pseudo-experiments. The unfolded re-
sults are stable with different numbers of iterations used
and different input distributions.
X. ANOMALOUS WWZ AND WWγ
COUPLINGS
The reconstructed leading lepton pT distribution is
used to set limits on anomalous WWZ and WWγ TGCs.
The Lorentz invariant Lagrangian describing the WWZ
and WWγ interactions [44] has 14 independent coupling
parameters. Assuming electromagnetic gauge invariance
and C and P conservations, the number of independent
parameters reduces to five: gZ1 , κZ , κγ , λZ and λγ . In the
SM, the coupling parameters have the following values:
gZ1 = κZ = κγ = 1 and λZ = λγ = 0. Deviations of these
coupling parameters from their SM values ∆gZ1 (≡ gZ1 −1),
∆κZ(≡ κZ − 1), ∆κγ(≡ κγ − 1), λZ and λγ , all equal to
zero in the SM, would result in an increase of the produc-
tion cross section and alter kinematic distributions, espe-
cially for large values of the leading lepton pT. Since uni-
tarity restricts the WWZ and WWγ couplings to their
SM values at asymptotically high energies, each of the
couplings is usually modified by α(sˆ) = α0/(1 + sˆ/Λ
2)2,
where α corresponds to one of the five couplings, α0 is the
value of the anomalous coupling at low energy, sˆ is the
square of the invariant mass of the WW system, and Λ is
the mass scale at which new physics affecting anomalous
couplings would be introduced.
Limits on these couplings can be obtained under the as-
sumption that the WWZ and WWγ couplings are equal
(denoted by the “equal couplings scenario”) (∆κZ =
∆κγ , λZ = λγ , and g
Z
1 = 1). Two other different sets
of parameters are also considered. One, motivated by
SU(2) × U(1) gauge invariance, was used by the LEP
collaborations (denoted by the “LEP scenario”) [45] and
assumes ∆κγ = (cos
2 θW / sin
2 θW )(∆g
Z
1 − ∆κZ), and
λZ = λγ . The other one (denoted by the “HISZ sce-
nario”) [46] assumes ∆gZ1 = ∆κZ/(cos
2 θW − sin2 θW ),
∆κγ = 2∆κZ cos
2 θW /(cos
2 θW−sin2 θW ), and λZ = λγ .
Due to the constraints mentioned above, the number of
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FIG. 6: Distributions for WW candidates with all selection criteria applied and combining ee, µµ and eµ channels: (a) leading
lepton pT (b) opening angle between the two leptons (∆φ(``
′)), (c) pT and (d) mT of the ``′ + EmissT system. The points
represent data. The statistical and systematic uncertainties are shown as grey bands. The stacked histograms are from MC
predictions except the background contributions from the Drell-Yan, top-quark and W+jets processes, which are obtained from
data-driven methods. The prediction of the SM WW contribution is normalized to the inclusive theoretical cross section of
44.7 pb.
ee µµ eµ Combined
Data 174 330 821 1325
WW 100±2±9 186±2±15 538±3±45 824±4±69
Top 22±12±3 32±14±5 87±23±13 141±30±22
W+jets 21±1±11 7±1±3 70±2±31 98±2±43
Drell-Yan 12±3±3 34±6±10 5±2±1 51±7±12
Other dibosons 13±1±2 21±1±2 44±2±6 78±2±10
Total background 68±12±13 94±15±13 206±24±35 369±31±53
Total expected 169±12±16 280±16±20 744±24±57 1192±31±87
TABLE V: Summary of observed and expected numbers of signal and background events in three individual channels and
their combination (contributions from SM Higgs, VBF and DPS processes are not included). The prediction of the SM WW
contribution is normalized to the inclusive theoretical cross section of 44.7 pb. The first and second uncertainties represent the
statistical and systematic uncertainties, respectively.
12
Measured σfidWW (fb) Predicted σ
fid
WW (fb) Measured σWW (pb) Predicted σWW (pb)
ee 56.4± 6.8± 9.8± 2.2 54.6± 3.7 46.9± 5.7± 8.2± 1.8 44.7+2.1−1.9
µµ 73.9± 5.9± 6.9± 2.9 58.9± 4.0 56.7± 4.5± 5.5± 2.2 44.7+2.1−1.9
eµ 262.3± 12.3± 20.7± 10.2 231.4± 15.7 51.1± 2.4± 4.2± 2.0 44.7+2.1−1.9
Combined · · · · · · 51.9± 2.0± 3.9± 2.0 44.7+2.1−1.9
TABLE VI: The measured fiducial and total cross sections for the three channels separately and also the total cross section
for the combined channels, compared with theoretical predictions. The fiducial cross sections include the branching ratio for
both W bosons decaying into eν or µν (including decays through τ leptons with additional neutrinos). For the measured
cross sections, the first uncertainty is statistical, the second is systematic without luminosity uncertainty and the third is the
luminosity uncertainty.
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FIG. 7: The normalized differential WW fiducial cross section as a function of the leading lepton pT compared to the SM
prediction.
independent parameters is only two for the Equal Cou-
plings scenario and the HISZ scenario, and three for the
LEP scenario. Limits are also set assuming no relation-
ships among these five parameters.
A reweighting method is applied to SM WW events
generated with mc@nlo and processed through the full
detector simulation to obtain the leading lepton pT dis-
tribution with anomalous couplings. The reweighting
method uses an event weight to predict the rate with
which a given event would be generated if anomalous
couplings were present. The event weight is the ratio of
the squared matrix elements with and without anomalous
couplings i.e., |M|2/|M|2SM, where |M|2 is the matrix
element squared in the presence of anomalous couplings
and |M|2SM is the matrix element squared in the SM.
The event generator bho [47] is used for the calculation
of the two matrix elements. Generator-level comparisons
of WW production between mc@nlo and bho with all
anomalous couplings set to zero are performed and con-
sistent results are obtained. Samples with different sets
of anomalous couplings are generated and the ratio of
the leading lepton pT distribution to the SM prediction
is parameterized as a function of the input anomalous
coupling parameters. This function is then used to inter-
polate the leading lepton pT distribution for any given
anomalous couplings. To verify the reweighting method,
the event weights for a given set of anomalous couplings
are calculated and applied to events generated with bho
assuming no anomalous couplings. The reweighted dis-
tributions are compared to those predicted by the bho
generator, and good agreement is observed for the inclu-
sive cross section and for the kinematic distributions as
shown in Fig. 8(a).
Figure 8(b) compares the reconstructed leading lep-
ton pT spectrum in data with that from the sum of ex-
pected signal and background contributions. The pre-
dicted leading lepton pT distributions for three different
anomalous TGC values are also shown. Events at high
values of the leading lepton pT distribution are sensitive
to anomalous TGCs. Limits on anomalous TGCs are ob-
tained by forming a likelihood test incorporating the ob-
served number of candidate events, the expected signal as
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Leading lepton pT [GeV] [25,40] [40,60] [60,80] [80,100] [100,120] [120,140] [140, 350]
Weighted bin center [GeV] 33.6 50.2 70.2 89.1 107.1 127.5 180.4
1/σfidWW × dσfidWW /dpT [GeV−1] 2.0× 10−2 2.1× 10−2 8.2× 10−3 2.7× 10−3 2.2× 10−3 9.5× 10−4 6.2× 10−5
Relative uncertainty 6.7% 4.8% 8.2% 17.0% 17.1% 25.5% 41.0%
Correlation 1 −0.43 −0.33 −0.27 −0.27 −0.13 −0.29
1 −0.29 −0.29 −0.23 −0.30 −0.15
1 −0.01 −0.04 0.02 0.03
1 0.21 0.11 0.14
1 0.23 0.11
1 0.27
1
TABLE VII: Normalized fiducial cross section together with the overall uncertainty in bins of the leading lepton pT. The
weighted bin center is calculated as the cross-section-weighted average of the leading lepton pT in each bin derived from
mc@nlo and gg2WW. The correlation coefficients between different leading lepton pT bins are also shown. Only half of the
symmetric correlation matrix is presented.
a function of anomalous TGCs and the estimated number
of background events in each pT bin. The systematic un-
certainties are included in the likelihood function as nui-
sance parameters with correlations taken into account.
The 95% confidence level (C.L.) intervals on anomalous
TGC parameters include all values of anomalous TGC
parameters for which the negative log-likelihood func-
tions increase by no more than 1.92 (2.99) units above
the minimum for the one (two)-dimensional case.
Table VIII shows expected and observed 95% C.L. lim-
its on anomalous WWZ and WWγ couplings for three
scenarios (LEP, HISZ and equal couplings) with two
scales, Λ = 6 TeV and Λ = ∞. The Λ = 6 TeV scale is
chosen as it is the rounded largest value which still pre-
serves unitarity for all extracted anomalous TGC limits
of this analysis. Table IX shows the results assuming no
relationships between the five couplings. Figure 9 shows
the two-dimensional 95% C.L. contour limits of ∆κZ vs.
λZ , ∆κZ vs. ∆g
Z
1 , ∆κγ vs. ∆g
Z
1 and λZ vs. ∆g
Z
1 for
the LEP scenario. Except for the anomalous coupling
parameter(s) under study, all other parameters are set
to their SM values.
Limits in the LEP scenario are compared with lim-
its obtained from the CMS [13], CDF [10], DØ [10] and
LEP [9] experiments in Fig. 10. Due to higher energy and
higherWW production cross section at the LHC, the lim-
its obtained in this paper are better than the Tevatron
results and approach the precision of the combined limits
from the LEP experiments.
XI. CONCLUSION
The WW production cross section in pp collisions at√
s = 7 TeV is measured using 4.6 fb−1 of data collected
with the ATLAS detector at the LHC. The measurement
is conducted using the WW → `ν`′ν′ (`, `′ = e, µ) chan-
nels including decays through τ leptons with additional
neutrinos. In total 1325 candidates are selected with an
estimated background of 369 ± 61 events for the three
decay channels into ee, µµ and eµ final states. The
combined production cross section σ(pp → WW + X)
is 51.9± 2.0 (stat)± 3.9 (syst)± 2.0 (lumi) pb, compat-
ible with the SM NLO prediction of 44.7+2.1−1.9 pb. The
overall statistical and systematic uncertainty is 9% and
an improvement of 30% has been achieved compared with
the previous ATLAS measurement [12]. The results pre-
sented supersede the previous results obtained with 1
fb−1 of data. Cross sections are also measured in a fidu-
cial phase space.
The leading lepton pT distribution is unfolded to ob-
tain the normalized differential fiducial cross section in
the chosen fiducial phase space. Reasonable agreement
is observed between the measured distribution and theo-
retical predictions using mc@nlo.
Anomalous WWZ and WWγ couplings are probed
using the reconstructed leading lepton pT distribution
of the selected WW events. With the assumption that
WWZ and WWγ couplings are equal, 95% C.L. limits
are set on ∆κZ and λZ in the intervals [−0.061, 0.093]
and [−0.062, 0.065] respectively for a scale of Λ = 6 TeV.
Limits on these anomalous couplings are also reported
for three other scenarios and two scales Λ = 6 TeV and
Λ = ∞. The limits on anomalous TGCs obtained ap-
proach the precision of the combined limits from the four
LEP experiments.
XII. ACKNOWLEDGMENTS
We thank CERN for the very successful operation of
the LHC, as well as the support staff from our institutions
without whom ATLAS could not be operated efficiently.
We acknowledge the support of ANPCyT, Ar-
gentina; YerPhI, Armenia; ARC, Australia; BMWF
and FWF, Austria; ANAS, Azerbaijan; SSTC, Be-
larus; CNPq and FAPESP, Brazil; NSERC, NRC
and CFI, Canada; CERN; CONICYT, Chile; CAS,
MOST and NSFC, China; COLCIENCIAS, Colombia;
MSMT CR, MPO CR and VSC CR, Czech Republic;
DNRF, DNSRC and Lundbeck Foundation, Denmark;
EPLANET and ERC, European Union; IN2P3-CNRS,
14
Expected Observed Expected Observed
Scenario Parameter (Λ = 6 TeV) (Λ = 6 TeV) (Λ =∞) (Λ =∞)
∆κZ [−0.043, 0.040] [−0.045, 0.044] [−0.039, 0.039] [−0.043, 0.043]
LEP λZ = λγ [−0.060, 0.062] [−0.062, 0.065] [−0.060, 0.056] [−0.062, 0.059]
∆gZ1 [−0.034, 0.062] [−0.036, 0.066] [−0.038, 0.047] [−0.039, 0.052]
∆κZ [−0.040, 0.054] [−0.039, 0.057] [−0.037, 0.054] [−0.036, 0.057]
HISZ λZ = λγ [−0.064, 0.062] [−0.066, 0.065] [−0.061, 0.060] [−0.063, 0.063]
∆κZ [−0.058, 0.089] [−0.061, 0.093] [−0.057, 0.080] [−0.061, 0.083]
Equal Couplings λZ = λγ [−0.060, 0.062] [−0.062, 0.065] [−0.060, 0.056] [−0.062, 0.059]
TABLE VIII: The 95% C.L. expected and observed limits on anomalous TGCs in the LEP, HISZ and Equal Couplings
scenarios. Except for the coupling under study, all other anomalous couplings are set to zero. The results are shown for two
scales Λ = 6 TeV and Λ =∞.
Expected Observed
Parameter (Λ =∞) (Λ =∞)
∆κZ [−0.077, 0.086] [−0.078, 0.092]
λZ [−0.071, 0.069] [−0.074, 0.073]
λγ [−0.144, 0.135] [−0.152, 0.146]
∆gZ1 [−0.449, 0.546] [−0.373, 0.562]
∆κγ [−0.128, 0.176] [−0.135, 0.190]
TABLE IX: The 95% C.L. expected and observed limits on anomalous TGCs assuming no relationships between these five
coupling parameters for Λ =∞. Except for the coupling under study, all other anomalous couplings are set to zero.
CEA-DSM/IRFU, France; GNSF, Georgia; BMBF,
DFG, HGF, MPG and AvH Foundation, Germany;
GSRT, Greece; ISF, MINERVA, GIF, DIP and Benoziyo
Center, Israel; INFN, Italy; MEXT and JSPS, Japan;
CNRST, Morocco; FOM and NWO, Netherlands; BRF
and RCN, Norway; MNiSW, Poland; GRICES and FCT,
Portugal; MERYS (MECTS), Romania; MES of Rus-
sia and ROSATOM, Russian Federation; JINR; MSTD,
Serbia; MSSR, Slovakia; ARRS and MVZT, Slovenia;
DST/NRF, South Africa; MICINN, Spain; SRC and
Wallenberg Foundation, Sweden; SER, SNSF and Can-
tons of Bern and Geneva, Switzerland; NSC, Taiwan;
TAEK, Turkey; STFC, the Royal Society and Lever-
hulme Trust, United Kingdom; DOE and NSF, United
States of America.
The crucial computing support from all WLCG part-
ners is acknowledged gratefully, in particular from
CERN and the ATLAS Tier-1 facilities at TRIUMF
(Canada), NDGF (Denmark, Norway, Sweden), CC-
IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF
(Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Tai-
wan), RAL (UK) and BNL (USA) and in the Tier-2 fa-
cilities worldwide.
[1] K. Hagiwara, S. Ishihara, R. Szalapski, and D. Zeppen-
feld, Phys. Rev. D 48, 2182 (1993).
[2] J. C. Pati and A. Salam, Phys. Rev. D 10, 275 (1974);
11 703(E) (1975); G. Altarelli, B. Mele, and M. Ruiz-
Altaba, Z. Phys. C 45, 109 (1989); 47, 676(E) (1990); H.
Davoudiasl, J. L. Hewett, and T. G. Rizzo, Phys. Rev. D
63, 075004 (2001); H. He et al., Phys. Rev. D 78, 031701
(2008).
[3] L. Evans and P. Bryant (eds) JINST 3, S08001 (2008).
[4] ATLAS Collaboration, Phys. Lett. B 716, 1 (2012); CMS
Collaboration, Phys. Lett. B 716, 30 (2012).
[5] J. M. Campbell, R. K. Ellis, and D. J. Rainwater, Phys.
Rev. D 68, 094021 (2003). Version 6.2 is used.
[6] P. M. Nadolsky et al., Phys. Rev. D 78, 013004 (2008).
[7] J. M. Campbell, J. W. Huston and W. J. Stirling, Rept.
Prog. Phys. 70, 89 (2007).
[8] A. Del Fabro and D. Treleani, Phys. Rev. D 63, 057901
(2001).
[9] S. Schael et al. (ALEPH Collaboration), Phys. Lett. B
614, 7 (2005); J. Abdallah et al. (DELPHI Collabora-
tion), Eur. Phys. J. C 54, 345 (2008); P. Achard et al.
(L3 Collaboration), Phys. Lett. B 586, 151 (2004); G.
Abbiendi et al. (OPAL Collaboration), Eur. Phys. J. C
33, 463 (2004).
[10] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett.
104, 201801 (2010); V. Abazov et al. (D0 Collaboration),
Phys. Rev. Lett. 103, 191801 (2009); ibid., Phys. Rev. D
80, 053012 (2009).
[11] ATLAS Collaboration, Phys. Rev. Lett. 107, 041802
(2011).
[12] ATLAS Collaboration, Phys. Lett. B 712, 289 (2012).
[13] CMS Collaboration, Phys. Lett. B 699, 25 (2011).
[14] ATLAS Collaboration, Eur. Phys. J. C 71, 1630 (2011).
[15] The ATLAS reference system is a Cartesian right-handed
coordinate system with its origin at the nominal interac-
tion point (IP) in the center of the detector and the z-axis
15
 [GeV]
T
Leading lepton p
0 50 100 150 200 250 300
Ev
en
ts
 / 
10
 G
eV
1
10
ATLAS
=-0.1Z
1
 g∆=0.1, Zκ ∆
reweighted SM WW
SM WW
(a)
 [GeV]
T
Leading lepton p
20 40 60 80 100 120 140 160 180 200
Ev
en
ts
 / 
20
 G
eV
100
200
300
400
500
600 ∫  = 7 TeVs     -1Ldt = 4.6 fbATLAS
Data
SM WW
=0.1Zκ∆
=0.15γλ=Zλ
=0.2Z
1
g∆
Background
stat+systσ
(b)
FIG. 8: (a) The leading lepton pT spectrum from the SM prediction, compared with a prediction using bho and by reweighting
the SM prediction assuming the LEP scenario with ∆κZ = 0.1, λZ = 0, ∆g
Z
1 = −0.1 and Λ =∞; (b) The reconstructed leading
lepton pT spectrum in data and sum of MC signal and background for the SM prediction and for three different anomalous
TGC predictions. The shaded band corresponds to the total statistical and systematic uncertainties. The rightmost bin shows
the sum of all events with leading lepton pT above 180 GeV.
along the beam direction. The x-axis points from the IP
to the center of the LHC ring, and the y-axis points up-
ward. Cylindrical coordinates (r, φ) are used in the trans-
verse plane, φ being the azimuthal angle around the beam
direction. The pseudorapidity is defined in terms of the
polar angle θ as η = − ln tan(θ/2). Transverse momen-
tum (pT) is defined relative to the beam axis.
[16] ATLAS Collaboration, JINST 3, S08003 (2008).
[17] ATLAS Collaboration, Eur. Phys. J. C 70, 823 (2010).
[18] S. Agostinelli et al., Nucl. Inst. Meth. A 506, 250 (2003).
[19] S. Frixione and B. R. Webber, JHEP 0206 (2002) 029.
[20] T. Binoth, M. Ciccolini, N. Kauer, and M. Kra¨mer,
JHEP 0612 (2006) 046.
[21] G. Corcella et al., JHEP 0101 (2001) 010.
[22] J.M. Butterworth, J.R. Forshaw, and M.H. Seymour, Z.
Phys. C 72, 637 (1996).
[23] M.L. Mangano, F. Piccinini, A.D. Polosa, M. Moretti,
and R. Pittau, JHEP 07 (2003) 001.
[24] T. Stelzer and W. F. Long, Comput. Phys. Commun.
81, 357 (1994); J. Alwall, M. Herquet, F. Maltoni, O.
Mattelaer, T. Stelzer, JHEP 6 (2011) 128.
[25] B.P. Kersevan and E. Richter-Was, arXiv:hep-
ph/0405247.
[26] S. Jadach, Z. Was, R. Decker, and J.H. Kuhn, Comput.
Phys. Commun. 76, 361 (1993).
[27] P. Golonka and Z. Was, Eur. Phys. J. C 45, 97 (2006).
[28] R. Gavin, Y. Li, F. Petriello, and S. Quackenbush, Com-
put. Phys. Commun. 182, 2388 (2011).
[29] S. Moch and P. Uwer, Phys. Rev. D 78, 034003 (2008).
[30] ATLAS Collaboration, Eur. Phys. J. C72, 1909 (2012).
[31] ATLAS Collaboration, Phys. Lett. B 707, 438 (2012).
[32] M. Cacciari, G. P. Salam, and G. Soyez, JHEP 0804
(2008) 063.
[33] ATLAS Collaboration, ATLAS-CONF-2011-032, avail-
able at http://cdsweb.cern.ch/record/1337782.
[34] ATLAS Collaboration, ATLAS-CONF-2011-102, avail-
able at http://cdsweb.cern.ch/record/1369219.
[35] J.M. Campbell, E. Castaneda-Miranda, Y. Fang, N.
Kauer, B. Mellado, S. L. Wu, Phys. Rev. D 80, 054023
(2009).
[36] I.W. Stewart and F.J. Tackmann, Phys. Rev. D 85,
034011 (2012).
[37] T. Sjo¨strand, S. Mrenna, and P. Skands, JHEP 0605
(2006) 026.
[38] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt,
Eur. Phys. J. C 63, 189 (2009).
[39] ATLAS Collaboration, Eur. Phys. J C 72, 1849 (2012);
ATLAS Collaboration, ATLAS-CONF-2012-099, avail-
able at https://cdsweb.cern.ch/record/1462601.
[40] ATLAS Collaboration, JHEP 12 (2010), 060.
[41] ATLAS Collaboration, Eur. Phys. J. C 73, 2304 (2013).
[42] ATLAS Collaboration, Eur. Phys. J. C 72, 1844 (2012).
[43] G. D’Agostini, Nucl. Instr. Meth. A 362, 487 (1995).
[44] K. Hagiwara, R. D. Peccei, D. Zeppenfeld, and K. Hikasa,
Nucl. Phys. B 282, 253 (1987).
[45] G. Gounaris et al., arXiv:hep-ph/9601233.
[46] K. Hagiwara, S. Ishihara, R. Szalapski, and D. Zeppen-
feld, Phys. Lett. B 283, 353 (1992); ibid., Phys. Rev. D
48, 2182 (1993).
[47] U. Baur, T. Han, and J. Ohnemus, Phys. Rev. D 53,
1098 (1996).
16
Zκ∆
-0.1 0 0.1
Zλ
-0.1
0
0.1
ATLAS
LEP Scenario
95% C.L.
 = 7 TeVs
-1L = 4.6 fb∫
(a)
Zκ∆
-0.2 -0.1 0 0.1 0.2
1Z g∆
-0.2
-0.1
0
0.1
0.2
0.3
ATLAS
LEP Scenario
95% C.L.
 = 7 TeVs
-1L = 4.6 fb∫
(b)
Zλ
-0.1 0 0.1
1Z g∆
-0.1
0
0.1
ATLAS
LEP Scenario
95% C.L.
 = 7 TeVs
-1L = 4.6 fb∫
(c)
γκ∆
-0.2 0 0.2
1Z g∆
-0.2
-0.1
0
0.1
0.2
0.3
ATLAS
LEP Scenario
95% C.L.
 = 7 TeVs
-1L = 4.6 fb∫
(d)
FIG. 9: Two-dimensional 95% C.L. contour limits on (a) λZ vs ∆κZ , (b) ∆g
Z
1 vs ∆κZ , (c) ∆g
Z
1 vs λZ and (d) ∆g
Z
1 vs ∆κγ
for the LEP scenario for Λ =∞. Except for the two parameters under study, all other anomalous couplings are set to zero.
17
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
95% C.L. limits from WW production
ATLAS =6 TeV)Λ, -1(4.6 fb
ATLAS )∞=Λ, -1(4.6 fb
)∞=Λ, -1CMS (36 pb
)-1LEP (2.6 fb
=2 TeV)Λ, -1CDF (3.6 fb
=2 TeV)Λ, -1D0 (1 fb
Zκ∆
Zλ
1
Zg∆
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The ∆κZ result in the LEP scenario from CMS was obtained using the ∆κγ limit in the HISZ scenario [13] and inserting it in
the LEP scenario assuming ∆gZ1 = 0.
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