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Figure 1: The Octo-Tiger model of V1309 Scorpii 20 orbits after the simulation begins. V1309 Scorpii is a contact binary that
merged into a single star in 2008 in a process known as a luminous red nova. It was the first star to provide conclusive evidence
that contact binary systems end their evolution in a stellar merger [58], see also Section 3.
ABSTRACT
We study the simulation of stellar mergers, which requires
complex simulations with high computational demands. We
have developed Octo-Tiger, a finite volume grid-based hydro-
dynamics simulation code with Adaptive Mesh Refinement
which is unique in conserving both linear and angular mo-
mentum to machine precision. To face the challenge of in-
creasingly complex, diverse, and heterogeneous HPC systems,
Octo-Tiger relies on high-level programming abstractions.
We use HPX with its futurization capabilities to ensure
scalability both between nodes and within, and present
first results replacing MPI with libfabric achieving up to
a 2.8x speedup. We extend Octo-Tiger to heterogeneous
GPU-accelerated supercomputers, demonstrating node-level
performance and portability. We show scalability up to full
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system runs on Piz Daint. For the scenario’s maximum resolu-
tion, the compute-critical parts (hydrodynamics and gravity)
achieve 68.1% parallel efficiency at 2048 nodes.
KEYWORDS
binary star merger, high-level abstractions, accelerators, lib-
fabric, HPX, asynchronous, futures
1 INTRODUCTION
Astrophysical simulations are among the classical drivers for
exascale computing. They require multiple scales of physics
and cover vast scales in space and time. Even the next gen-
eration of high-performance computing (HPC) systems will
be insufficient to solve more than a fraction of the many
conceivable scenarios.
However, new HPC systems come not only with ever larger
processor counts, but increasingly complex, diverse, and het-
erogeneous hardware. Evolving manycore architectures and
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GPUs are combined with multicore systems. This raises
challenges especially for large-scale HPC simulation codes
and requires going beyond traditional programming models.
High-level abstractions are required to ensure that codes are
portable and can be run on current HPC systems without
the need to rewrite large portions of the code.
We consider the simulation of stellar phenomena based on
the simulation framework Octo-Tiger. In particular, we study
the simulation of time-evolving stellar mergers (Fig. 1). The
study of binary star evolution from the onset of mass transfer
to merger can provide fundamental insight into the under-
lying physics. In 2008, this phenomenon was observed with
photometric data, when the contact binary V1309 Scorpii
merged to form a luminous red novae [58]. The vision of our
work is to model this event with simulations on HPC systems.
Comparing the results of our simulations with the observa-
tions will enable us to validate the model and to improve our
understanding of the physical processes involved.
Octo-Tiger is an HPC application and relies on high-level
abstractions, in particular, HPX and Vc. While HPX pro-
vides scheduling and scalability, both between nodes and
within, Vc ensures portable vectorization across processor-
based platforms. To make use of GPUs we use HPX’s CUDA
integration in this work.
Previous work has demonstrated scalability on Cori, a
Cray XC40 system installed at the National Energy Research
Scientific Computing Center (NERSC) [27]. However, the
underlying node-level performance was rather low, and they
were only able to simulate for few time steps. Consequently,
they had started to study node-level performance, achieving
408 GFLOPS on the 64 cores of the Intel Knights Landing
manycore processor [45]. Using the same high-level abstrac-
tions as on multicore systems, this led to a speedup of 2
compared to a 24-core Intel Skylake-SP platform.
In this work, we make use of the same CPU level abstrac-
tion library Vc [31] for SIMD vector parallelism as in the previ-
ous study, but extend Octo-Tiger to support GPU-based HPC
machines. We show how the critical node-level bottleneck,
the fast multipole method (FMM) kernels, can be mapped to
GPUs. Our approach utilizes GPUs as co-processors, running
up to 128 FMM kernels on each one simultaneously. This
was implemented using CUDA streams and uses HPX’s fu-
turization approach for lock-free, low-overhead scheduling.
We demonstrate the performance-portability of Octo-Tiger
for a set of GPU and processor-based HPC nodes.
To scale more efficiently to thousands of nodes, we have
integrated a new libfabric communication backend into HPX
where it can be used transparently by Octo-Tiger – the first
large scientific application to use the new network layer. The
libfabric implementation extensively uses one-sided commu-
nication to reduce the overhead compared to a standard
two-sided MPI-based backend. To demonstrate both our
node-level GPU capabilities as well as our improved scala-
bility with libfabric, we show results for full-scale runs on
Piz Daint running the real-world stellar merger scenario
of V1309 Scorpii for a few time-steps. Piz Daint is a Cray
XC40/XC50 equipped with NVIDIA’s P100 GPUs at the
Swiss National Supercomputing Centre (CSCS). For our full
system runs we used up to 5400 out of 5704 nodes. This is
the first time an HPX application was run on a full system
of a GPU-accelerated supercomputer.
In Sec. 2 we briefly discuss related approaches. We describe
the stellar scenario in more detail in Sec. 3, the important
parts of the overall software framework and the high-level
abstractions they provide in Sec. 4. In turn, Sec. 5 shows
the main contributions of this work, describing both the
new libfabric parcelport and the way we utilize GPUs to
accelerate the execution of critical kernels. In Sec. 6.1, we
present our node-level performance results for NVIDIA GPUs,
Intel Xeons and an Intel Xeon Phi platform. Section 6.2
describes our scaling results, showing that we are able to scale
with both an MPI communication backend and a libfabric
communication backend of HPX. We show that the use of
libfabric strongly improves performance at scale.
2 RELATED WORK
There are several studies that investigate the structure of
mass loss in V1309 Scorpii through computer simulation.
One approach to modeling this system is smoothed-particle
hydrodynamics (SPH). Notable SPH applications include
StarSmasher [1, 2] (a fork of StarCrash [21]) and an unpub-
lished code developed by a collaboration of researchers from
Princeton University, Columbia University, and Osaka Uni-
versity [43, 44]. An alternative approach is to use the finite
volume method to simulate mass transfer. Examples of such
applications include Athena [53, 55] and its rewrite named
Athena++ [34, 35, 54]. Lastly, Enzo [10] is a project that
implements finite volume hydrodynamics along with a colli-
sionless N-body module that can be used to simulate binary
systems where one component is taken to be a point mass.
With the exception of SPH codes using direct summation for
gravity, Octo-Tiger is unique among three-dimensional self-
gravitating hydrodynamics codes in that it simultaneously
conserves both linear and angular momentum to machine
precision. SPH codes using direct summation for gravity are
limited to only a few thousand particles, making Octo-Tiger
the better choice for high resolution simulations.
Adaptive multithreading systems such as HPX expose
concurrency by using user-level threads. Some other no-
table solutions that take such an approach are Uintah [22],
Chapel [11], Charm++ [30], Kokkos [19], Legion [6], and
PaRSEC [9]. Note that we only refer to distributed memory
capable solutions, since we focus here on large distributed
simulations. Different task-based parallel programming mod-
els, e.g. Cilk Plus, OpenMP, Intel TBB, Qthreads, StarPU,
GASPI, Chapel, Charm++, and HPX, are compared in [57].
Our requirements (distributed, task-based, asynchronous) are
met by few, out of which HPX has the highest technology
readiness level according to this review. It is furthermore
the only one with a future-proof C++ standard conform-
ing API and allows us to support the libfabric networking
library without changing application code. For more details,
see Sec. 4.1.
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There are several particle-based FMM implementations
utilizing task-based programming available. The approach
described in [33] uses the Quark runtime environment [60],
the implementation in [3, 4] uses StarPu [5], whilst [12]
uses OpenMP [14], and [62] compares Cilk [8], HPX-5, and
OpenMP tasks [17]. Our choice of HPX for the task-based
runtime system is motivated by the same findings as the above
mentioned review and the need to implement specialized
kernels for energy conservation that require coupling between
different parts of the solver.
While conservation of linear momentum to machine preci-
sion is possible with existing FMM implementations, Octo-
Tiger employs a novel extension to the FMM that also ensures
conservation of angular momentum to machine precision (see
Sec. 4.2). Another extension requires a solution for the time-
derivative of the gravitational field to ensure conservation
of total energy. The coupling of the gravitational derivative
with the hydrodynamics solver in turn requires the use of a
volume-based FMM code (making integration of a particle-
based code very challenging); HPX’s futurization technique
makes this coupling straightforward while maintaining effi-
cient hardware utilization. Additionally, the planned addition
of radiation transport and other solvers in the future can
also take advantage of the unique futurization properties
of HPX. None of the other available task-based FFM im-
plementations examined, such as PVFMM, ExaFMM-alpha,
minifmm, or DASHMM met the requirements for integration
into Octo-Tiger. The best fitting and scalable of the alterna-
tive candidates would be the volume-based PVFMM code;
however, it uses Chebyshev polynomials of higher degree,
which results in a significantly higher flops/cell rate than our
implementation which assumes locally homogeneous densities.
In Octo-Tiger, it would be possible to use the surrounding
leaf cells to compute higher order multipole moments at the
leaf cell level, resulting in a higher computational density
and better GPU performance (as for PVFMM). However, it
is not clear how to ensure the conservation of all momenta
for polynomials of higher degree. For the reasons cited here,
we have developed new FMM kernels, compatible with HPX
for this work.
3 SCENARIO: STELLAR MERGERS
In September 2008, the contact binary, V1309 Scorpii, merged
to form a luminous red novae (LRN) [58]. The Optical Grav-
itational Lensing Experiment (OGLE) observed this binary
prior to its merger, and six years of data show its period
decreasing. When the merger occurred, the system increased
in brightness by a factor of about 5000. Mason et al. [39]
observed the outburst spectroscopically, confirming it as a
LRN. This was the first observed stellar merger of a contact
binary with photometric data available prior to its merger.
Possible progenitor systems for V1309 Scorpii, consisting
initially of zero-age main sequence stars with unequal masses
in a relatively narrow range, were proposed by Stepien in [50].
As the heavier of the two stars first begins to expand into
a red giant, it transfers mass to its lower mass companion,
forming a common envelope. The binary’s orbit shrinks due
to friction, and the mass transfer slows down as the compan-
ion becomes the heavier of the two stars but continues to
grow at the expense of the first star. Eventually this star also
expands, with both stars now touching each other forming a
contact binary. Stepien et. al. sampled the space of physically
possible initial masses, finding that initial primary masses
of between 1.1𝑀⊙ and 1.3𝑀⊙ and initial secondary masses
between 0.5𝑀⊙ and 0.9𝑀⊙ produced results consistent with
observations prior to merger. The evolution described above
results in an approximately 1.52 − 1.54𝑀⊙ primary and a
0.16 − 0.17𝑀⊙ secondary with helium cores and Sun-like
atmospheres. It is theorized that the merger itself was due
to the Darwin instability. When the total spin angular mo-
mentum of a binary system exceeds one third of its orbital
angular momentum, the system can no longer maintain tidal
synchronization. This results in a rapid tidal disruption and
merger. Octo-Tiger uses its Self-Consistent Field module
[20, 23] to produce an initial model for V1309 to simulate
this last phase of dynamical evolution. The stars are tidally
synchronized, and the stars have a common atmosphere. The
system parameters are chosen such that the spin angular
momentum just barely exceeds one third of the orbital angu-
lar momentum. Octo-Tiger begins the simulation just as the
Darwin instability sets in (Fig. 1).
4 SOFTWARE FRAMEWORK
4.1 HPX
We have developed the Octo-Tiger application framework [52]
in ISO C++11 using HPX [24–26, 28, 29, 51]. HPX is a C++
standard library for distributed and parallel programming
built on top of an Asynchronous Many Task (AMT) runtime
system. Such AMT runtimes may provide a means for helping
programming models to fully exploit available parallelism on
complex emerging HPC architectures. The HPX methodology
described here includes the following essential components:
∙ An ISO C++ standard conforming API that enables wait-
free asynchronous parallel programming, including futures,
channels, and other primitives for asynchronous execution.
∙ An Active Global Address Space (AGAS) that supports
load balancing via object migration and enables exposing
a uniform API for local and remote execution.
∙ An active-message networking layer that enables running
functions close to the objects they operate on. This also
implicitly overlaps computation and communication.
∙ A work-stealing lightweight task scheduler that enables
finer-grained parallelization and synchronization and auto-
matic load balancing across all local compute resources.
∙ APEX, an in-situ profiling and adaptive tuning framework.
The design features of HPX allow application developers to
naturally use key parallelization and optimization techniques,
such as overlapping communication and computation, decen-
tralizing control flow, oversubscribing execution resources,
and sending work to data instead of data to work. As a result
Octo-Tiger achieves exceptionally high system utilization and
exposes very good weak- and strong scaling behaviour. HPX
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exposes an asynchronous, standards conforming program-
ming model enabling Futurization, with which developers
can express complex dataflow execution trees that generate
billions of HPX tasks that are scheduled to execute only
when their dependencies are satisfied [27]. Also, Futuriza-
tion enables automatic parallelization and load-balancing to
emerge. Additionally, HPX provides a performance counter
and adaptive tuning framework that allows users to access
performance data, such as core utilization, task overheads,
and network throughput; these diagnostic tools were instru-
mental in scaling Octo-Tiger to the full machine.
This paper demonstrates the viability of the HPX pro-
gramming model at scale using Octo-Tiger, a portable and
standards conforming application. Octo-Tiger fully embraces
the C++ Parallel Programming Model, including additional
constructs that are incrementally being adopted into the ISO
C++ Standard. The programming model views the entire
supercomputer as a single C++ abstract machine. A set of
tasks operates on a set of C++ objects distributed across
the system. These objects interact via asynchronous function
calls; a function call to an object on a remote node is relayed
as an active message to that node. A powerful and com-
posable primitive, the future object represents and manages
asynchronous execution and dataflow.
A crucial property of this model is the semantic and syntac-
tic equivalence of local and remote operations. This provides
a unified approach to intra- and inter-node parallelism based
on proven generic algorithms and data structures available
in today’s ISO C++ Standard. The programming model is
intuitive and enables performance portability across a broad
spectrum of increasingly diverse HPC hardware.
4.2 Octo-Tiger
Octo-Tiger simulates the evolution of mass density, momen-
tum, and energy of interacting binary stellar systems from
the start of mass transfer to merger. It also evolves five pas-
sive scalars. It is a three-dimensional finite-volume code with
Newtonian gravity that simulates binary star systems as self-
gravitating compressible inviscid fluids. To simulate these
fluids we need three core components: (1) a hydrodynamics
solver, (2) a gravity solver that calculates the gravitational
field produced by the fluid distribution, and (3) a solver to
generate an initial configuration of the star system.
The passive scalars, expressed in units of mass density, are
evolved using the same continuity equation that describes
the evolution of the mass density. They do not influence the
flow itself, but are rather used to track various fluid fractions
as the system evolves. In the case of V1309, these scalars
are initialized to the mass density of the accretor core, the
accretor envelope, the donor core, the donor envelope, and
the common atmosphere between the two stars. The passive
scalars are useful in post-processing. For instance, to compute
the temperature we require the mass and energy densities as
well as the number density. The latter is not evolved in the
simulation, but can be computed from the passive scalars
assuming a composition for each fraction (e.g. helium for both
cores, and a solar composition for the remaining fractions).
The balance of angular momentum plays an important role
in the orbital evolution of binary systems. Three-dimensional
astrophysical fluid codes with self-gravity do not typically
conserve angular momentum. The magnitude of this viola-
tion is dependent on the particular problem and resolution.
Previous works have found relative violations as high as 10−3
per orbit [16, 38, 41]. This error, accumulated over several
dozen orbits, becomes significant enough to influence the fate
of the system. Octo-Tiger conserves both linear and angular
momenta to machine precision. In the fluid solver, this is
accomplished using a technique described by [18], while the
gravity solver uses our own extension to the FMM.
Octo-Tiger’s main datastructure is a rotating Cartesian
grid with adaptive mesh refinement (AMR). It is based on
an adaptive octree structure. Each node is an 𝑁3 sub-grid
(with 𝑁 = 8 for all runs in this paper) containing the evolved
variables, and can be further refined into eight child nodes.
Each octree node is implemented as an HPX component.
These octree nodes are distributed onto the compute nodes
using a space filling curve. For further information about
implementational details we refer to [45] and [37].
The first solver that operates on this octree is a finite
volume hydrodynamics solver. Octo-Tiger uses the central
advection scheme of [32]. The piece-wise parabolic method
(PPM) [13] is used to compute the thermodynamic variables
at cell faces. A method detailed by [38] is used to conserve
total energy in its interaction with the gravitational field.
This technique involves applying the advection scheme to the
sum of gas kinetic, internal, and potential energies, resulting
in conservation of the total energy. Numerical precision of
internal energy densities can suffer greatly in high mach
flows, where the kinetic energy dwarfs the gas internal energy.
We use the dual-energy formalism of [10] to overcome this
issue: We evolve both the gas total energy as well as the
entropy. The internal energy is then computed from one or
the other depending on the mach number (entropy for high
mach flows and total gas energy for low mach ones). The
angular momentum technique described by [18] is applied to
the PPM reconstruction. It ads a degree of freedom to the
reconstruction of velocities on cell faces by allowing for the
addition of a spatially constant angular velocity component
to the linear velocities. This component is determined by
evolving three additional variables corresponding to the spin
angular momentum for a given cell.
The gravitational field solver is based on the FMM. Octo-
Tiger is unique in conserving both linear and angular mo-
mentum simultaneously and at scale using modifications to
the original FMM algorithm [36, 37].
Finally, we assemble the initial scenario using the Self-
Consistent Field technique alongside the FMM solver. Octo-
Tiger can produce initial models for binary systems that
are in contact, semi-detached, or detached [37]. Calculated
only once, the computational demands of this solver will be
negligible for full-size runs.
We used a test suite of four verification tests, recommended
by Tasker et al. [56] for self-gravitating astrophysical codes, to
4
verify the correctness of our results. The first two are purely
hydrodynamic tests: the Sod shock tube and the Sedov-Taylor
blast wave. Both have analytical solutions which we can use
for comparisons. The third and fourth test are a globular star
cluster in equilibrium and one in motion. In each case, the
equilibrium structure should be retained. Because Octo-Tiger
is intended to simulate individual stars self-consistently, we
have substituted a single star in equilibrium at rest for the
third test and a single star in equilibrium in motion for the
fourth test.
4.3 The FMM hotspot
The most compute-intensive task is the calculation of the
gravitational field using the FMM, since this has to be done
for each of the fluid-solver time-steps. Note that our FMM
variant differs from approaches such as the implementation
used in [61]. While being distributed and GPU-capable, their
FMM is operating upon particles. Our FMM variant operates
on the grid cells directly since each grid cell has a density
value which determines its mass, and thus its gravitational
influence on other cells. We further differ from other (cell-
based) FMM variants used for computing gravitational fields
by conserving not only linear momentum, but also angular
momentum, down to machine precision using the changes
outlined in [36]. Due to its computational intensity, we will
take a closer look at the FMM and its kernels in this section.
The FMM algorithm consists of three steps. First, it com-
putes the multipole moments and the center-of-masses of the
individual cells. This information is then used to calculate
Taylor-series expansions coefficients in the second and third
steps. These coefficients can in turn be used to approximate
the gravitational potential in a cell, which can then be used
by the hydrodynamics solver [37].
The first of the three FMM steps requires a bottom up
traversal of the octree datastructure. The fluid density of the
cells of the highest level is the starting point. The multipole
moments of every other cell are then calculated using the
multipole moments of its child cells. We can additionally
compute the center of mass for each refined cell. While this
step includes a tree-traversal, it is not very compute intensive.
In the second FMM step (same-level), we use the multipole
moments and the center-of-masses to calculate how much
the gravity in each cell is influenced by its neighboring cells
on the same octree level. How many cells are considered as
“neighboring” is determined by the so-called opening crite-
ria [37]. However, their number is constant on each level. The
result of these interactions is a Taylor series expansion of
interactions. This is the most compute-intensive part.
In the third FMM step, the gravitational influence of cells
outside of the opening criteria is computed, and the octree is
traversed top-down. The respective Taylor series expansion of
the parent node is passed to the child nodes and accumulated.
In the first and third step we calculate interactions between
either child nodes and their respective parents or vice-versa.
Since a refined node only has 8 children, the number of these
interactions is limited. In the second step, the number of
same-level interactions per cell that need to be calculated is
much higher. For our choice of parameters, each cell interacts
with 1074 of its close neighbors, assuming they exist.
The second FMM step (same-level interactions) is by far
the most compute-intense part. Originally, it required about
70% of the total scenario runtime and was thus the core
focus of previous optimizations. Originally, lookup of close
neighbor cells was performed using an interaction list, and
data was stored in an array-of-struct format. In order to
improve cache-efficiency and vector-unit usage, we changed
it to a stencil-based approach and are now utilizing a struct-
of-arrays datastructure. Compared to the old interaction-
list approach, this led to a speedup of the total application
runtime between 1.90 and 2.22 on AVX512 CPUs and between
1.23 and 1.35 on AVX2 CPUs [15]. Furthermore, we achieved
node-level scaling as well as performance portability between
different CPU architectures through the usage of Vc [15, 45].
After these optimizations, the FMM required only about 40%
(depending on the hardware) of the total scenario runtime
with its compute kernels reaching a significant fraction of peak
on multiple platforms as we will demonstrate in Sect. 6.1.
Due to the presence of AMR, there are four different cases
of same-level interactions: 1) multipole-monopole interac-
tions between cells of a refined octree node (multipoles) and
cells of a non-refined octree node (monopoles); 2) multipole-
multipole interactions; 3) monopole-monopole interactions;
and 4) monopole-multipole interactions. This yields four ker-
nels per octree-node. Their input data are the current node’s
sub-grid as well as all sub-grids of all neighboring nodes as a
halo (ghost layer). The kernels then compute all interactions
of a certain type and add the result to the Taylor coefficients
of the respective cells in the sub-grid. We were able to com-
bine the multipole-multipole and the multipole-monopole
kernels into a single kernel, yielding three compute kernels
in our implementation.
As the monopole-multipole kernel consumes only about
2% of the total runtime, we ignore it in the following. The
remaining two compute kernels, 1)/2) and 3), are the central
hotspots of the application. Each kernel launch applies a 1074
element stencil for each cell of the octree’s sub-grid. As we
have 𝑁3 = 512 cells per sub-grid, this results in 549 888 inter-
actions per kernel launch. Depending on the interaction type,
each of those interactions requires a different number of float-
ing point operations to be executed. For monopole-monopole
interactions we execute 12 floating point operations per in-
teraction, and for multipole-multipole/monopole interaction
455 floating point operations. More information about the
kernels can be found in [45]; however, the number of floating
operations per monopole interaction differs slightly there as
we combined the two monopole-X kernels there.
5 IMPROVING OCTO-TIGER USING
HIGH-LEVEL ABSTRACTIONS
Running an irregular, adaptive application like Octo-Tiger
on a heterogeneous supercomputer like Piz Daint presents
5
challenges: The pockets of parallelism contained in each oc-
tree node must be run efficiently on the GPU, despite the
relatively small number of cells in each sub-grid. The GPU
implementation should not degrade parallel efficiency through
overheads such as work aggregation, CPU/GPU synchroniza-
tion, or blocked CPU threads. Furthermore, we expect the
implementation to behave as before, with the exception of
faster GPU execution of tasks.
In this section, we first present our implementation and
integration of FMM GPU kernels into the task flow using
HPX CUDA futures as a high-level abstraction. We then
introduce the libfabric parcelport and show how this new
communication layer improves scalability of Octo-Tiger by
taking advantage of HPX’s communications abstractions.
5.1 Asynchronous Many Tasks with GPUs
As our FMM implementation is stencil-based and uses a
struct-of-arrays datastructure, the FMM kernels introduced
in Section 4.3 are very amenable to GPU execution. Each
kernel executes a 1074 element stencil on the 512 cells of the
8x8x8 sub-grid of an octree node, calculating the gravitational
interactions of each cell with its 1074 neighbors. We parallelize
over the cells of the sub-grid, launching kernels with 8 blocks,
each containing 64 CUDA threads which execute the whole
stencil for each cell. The stencil-based computation of the
interactions between two cells is done the same way as on the
CPU. In fact, since we use Vc datatypes for vectorization on
the CPU, we can simply instance the same function template
(that computes the interaction between two cells) with scalar
datatypes and call it within the GPU kernel. GPU-specific
optimizations are done in a wrapper around this cell-to-cell
method and the loop over the stencil elements. This wrapper
includes the usual CUDA optimizations such as shared and
constant memory usage.
Thus far we have used standard CUDA to create rather
normal kernels for the FMM implementation. However, these
kernels alone suffer from two major issues: As it stands, the
execution of a GPU kernel would block the CPU thread
launching it, no other task would be scheduled or executed
whilst it runs. As Octo-Tiger relies on having thousands of
tasks available simultaneously for scalability, this presents
a problem. The second issue is obvious when looking at the
size of the workgroups and the number of blocks for each
GPU kernel launch mentioned above. The GPU kernels do
not expose enough parallelism to fully utilize a GPU such as
the NVIDIA P100 using only small workgroups and 8 blocks
per kernel. To solve these two issues, we provide an HPX
abstraction for CUDA streams.
For any CUDA stream event we create an HPX future
that becomes ready once operations in the stream (up to the
point of the event/future’s creation) are finished. Internally,
this is created using a CUDA callback function that sets the
future ready [24]. This seemingly simple construct allows us
to fully integrate CUDA kernels within the HPX runtime,
as it provides a synchronization point for the CUDA stream
that is compatible with the HPX scheduler. It yields multiple
immediate advantages:
∙ Seamless and automatic execution of kernels and overlap-
ping of CPU/GPU tasks;
∙ overlapping of computation and communication as some
HPX tasks are related to the communication with other
compute nodes; and
∙ CPU/GPU data synchronization - completed GPU kernels
triggering the scheduler, signal access to buffers that can
be used/copied.
Furthermore, the integration is mostly non-invasive since
a CUDA kernel invocation now equates to a function call
returning a future. The rest of the kernel implementation
and the (asynchronous) buffer handling uses the normal
CUDA API, thus the GPU kernels themselves can still be
hand-optimized. Nonetheless, this integration alone does not
solve the second issue: The kernels are too fine-grained to
fully utilize the GPUs. Conventional approaches to solve this
include work aggregation and execution models where CUDA
kernels can call other kernels and coalesce execution.
Unfortunately, work aggregation schemes, as described in
[42], do not fit our task-based approach. Individual kernels
should finish as soon as possible in order to trigger dependent
ones, such as communication with other nodes or the third
FMM step; delays in launching these may lead to a degra-
dation of parallel efficiency. Recursively calling other GPU
kernels as in [59] poses a similar problem as we would traverse
the octree on the GPU, making communication calls more
difficult. Furthermore, we would like to run code on the ap-
propriate device; tree traversals on the CPU, and processing
of the octree kernels on the GPU.
Here, however, we can exploit the fact that the execution
of GPU kernels is just another task to the HPX runtime
system: We launch a multitude of different GPU kernels
concurrently on different streams with each CPU thread
handling multiple CUDA streams, and thus multiple GPU
kernels concurrently. Normally, this would present problems
for CPU/GPU synchronization as GPU results are needed
for other CPU tasks. But the continuation passing style of
program execution in HPX, chaining dependent tasks onto
futures, makes this trivial. When a GPU kernel output (or
data transfer) that has not yet finished is needed for a task,
the runtime assigns different work to the CPU and schedules
the dependent tasks when the GPU future becomes ready.
When the number of concurrent GPU tasks running matches
the total number of available CUDA streams (usually 128
per GPU), new kernels are instead executed as CPU tasks
until a CUDA stream becomes empty again.
In summary, the octree is traversed on the CPU, with
tasks spawned asynchronously for kernels on the GPU or CPU
returning futures for each. Any tasks that require results from
previous ones are attached as continuations to the futures.
The CPU is continuously supplied with new work (including
communication tasks) as futures complete. Since all CPU
threads may participate in traversal and steal work from each
other, we keep the GPU busy by nature of the sheer number
of concurrent GPU kernels submitted.
Octo-Tiger is the first application to use HPX CUDA fu-
tures. It is in fact an ideal fit for this kind of GPU integration:
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Parallelization is possible only within individual timesteps of
the application, and a production run simulation will require
tens of thousands of them, making it is essential to maximize
parallel efficiency (as well as proper GPU usage), particularly
as each timestep might run for a fraction of a second on the
whole machine overall. The fine-grained approach of GPU
usage presented here fits these challenges perfectly.
In Section 6 we show how this model performs. We run
a real-world scenario for a few timesteps to both show that
we achieve a significant fraction of GPU peak performance
during the execution of the FMM, as well as scalability on the
whole Piz Daint machine, each of the 5400 compute nodes
using a NVIDIA P100 GPU. Thus, Octo-Tiger also serves as a
proof as concept, showing that large, tree-based applications
containing pockets of parallelism can efficiently run fine-
grained parallelism tasks on the GPU without compromising
scalability with HPX.
5.2 Active messages and libfabric parcelport
The programming model of HPX does not rely on the user
matching network sends and receives explicitly as one would
do with MPI. Instead, active messages are used to transfer
data and trigger a function on a remote node; we refer to
the triggering of remote functions with bound arguments as
actions and the messages containing the serialized data and
remote function as parcels [7]. A halo exchange, for example,
written using MPI involves a receive operation posted on one
node and a matching send on another. With non-blocking
MPI operations, the user may check for readiness of the
received data at a convenient place in the code and then act
appropriately. With blocking ones, the user must wait for the
received data and can only continue as soon as it arrives.
With HPX, the same halo exchange may be accomplished
by creating a future for some data on the receiving end, and
having the sending end trigger an action that sets the future
ready with the contents of the parcel data. Since futures
in HPX are the basic synchronization primitive for work,
the user may attach a continuation to the receive data to
start the next calculation that depends on it. The user does
not therefore have to perform any test for readiness of the
received data: When it arrives, the runtime will set the future
and schedule whatever work depends upon it automatically.
This combines the convenience of both a blocking receive to
trigger work, with an asynchronous receive that allows the
runtime to continue whilst waiting.
The asynchronous send/receive abstraction in HPX has
been extended with the concept of a channel that the re-
ceiving end may fetch futures from (for 𝑁 timesteps ahead
if desired) and the sending end may push data into as it is
generated. Channels are set up by the user similar to MPI
communicators; however, the handles to channels are man-
aged by AGAS (Sect. 4.1). Even when a grid cell is migrated
from one node to another during operation, the runtime man-
ages the updated destination address transparently, allowing
the user code to send data to the relocated grid with minimal
disruption. These abstractions greatly simplify user level code
and allow performance improvements in the runtime to be
propagated seamlessly to all places that use them.
The default messaging layer in HPX is built on top of the
asynchronous two-sided MPI API and uses Isend/Irecv within
the parcel encoding and decoding steps of action transmission
and execution. HPX is designed from the ground up to be
multi-threaded, avoid locking/waiting, and instead suspend
tasks and execute others as soon as any blocking activity takes
place. Although MPI supports multi-threaded applications,
it has its own internal progress/scheduling management and
locking mechanisms that interfere with the smooth running
of the HPX runtime. The scheduling in MPI is in turn built
upon the network provider’s asynchronous completion queue
handling and multi-threaded support which may also use
OS level locks that suspend threads (and thus impede HPX
progress).
The HPX parcel format is more complex than a simple
MPI message, but the overheads of packing data can be kept
to a minimum [7] by using remote memory access (RMA)
for transfers. All user/packed data buffers larger than the
eager message size threshold are encoded as pointers and
exchanged between nodes using one-sided RMA put/get op-
erations. Switching HPX to use the one-sided MPI RMA API
is no solution as this involves memory registration/pinning
that is passed through to the provider level API, causing
additional (unwanted) synchronization between user code,
MPI code, and the underlying network/fabric driver. By-
passing MPI and using the network API directly to improve
performance was seen as a way of decreasing latency, improv-
ing memory management, simplifying the parcelport code,
and better integrating the multi-threaded runtime with the
communications layer. Libfabric was chosen as it has an ideal
API that is supported on many platforms, including Cray
machines via the GNI provider [46].
The purely asynchronous API of libfabric blends seamlessly
with the asynchronous internals of HPX. Any task scheduling
thread may poll for completions in libfabric and set futures
to received data without any intervening layer. A one-to-one
mapping of completion events to ready futures is possible
for some actions, and dependencies for those futures can
be immediately scheduled for execution. We expose pinned
memory buffers for RMA to libfabric via allocators in the
HPX runtime, so that internal data copying between user
buffers (halos for example) and the network is minimized.
When dealing with GPUs capable of multi TFlop perfor-
mance, even delays of the order of microseconds in receiving
data and subsequent task launches translates to a significant
loss of compute capability. Note that with the HPX API
it is trivial to reserve cores for thread pools dedicated to
background processing of the network separate from normal
task execution to further improve performance, but this has
not yet been attempted with the Octo-Tiger code.
Our libfabric parcelport uses only a small subset of the
libfabric API but delivers very high performance as we demon-
strate in Sect. 6.2. It should be stressed that the improvements
we see in throughput are more a result of switching from
two to one-sided communication, rather than abandoning
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HPX 45f3d80 Vc 1.4.1
Boost 1.68.0 hwloc 2.0.3
GCC 7.3.0 tcmalloc/gperftools 2.7
Cray-MPICH 7.7.2 HDF5 1.10.4
Silo 4.10.2 libfabric 1.7.0
CUDA 9.2 cmake 3.12.0
Table 1: Software dependencies of Octo-Tiger (d6ad085).
MPI. Similar gains could probably be made using the MPI
RMA API, but this would require a much more complex
implementation.
It is a significant contribution of this work that we have
demonstrated that an application may benefit from significant
performance improvements in the runtime without changing
a single line of the application code. This has been achieved
utilizing abstractions for task management, scheduling, dis-
tribution, and messaging. It is generally true of any library
that improvements in performance will produce correspond-
ing improvements in code using it. But switching a large
codebase to one-sided or asynchronous messaging is usually a
major operation that involves redesigns of significant portions
to handle synchronization between previously isolated (or
sequential) sections. The unified futurized and asynchronous
API of HPX provides a unique opportunity to take advantage
of improvements at all levels of parallelism throughout a code
as all tasks are naturally overlapped. And network bandwidth
and latency improvements reduce waiting not only for remote
data, but the effects of improved scheduling of all messages
(synchronization of remote tasks as as well as direct data
movement) directly impacts and improves on-node scheduling
and thus benefits all tasks.
6 RESULTS
The initial model of our V1309 simulation includes a 1.54𝑀⊙
primary and a 0.17𝑀⊙ secondary. Each have helium cores
and solar composition envelopes, and there is a common
envelope surrounding both stars. The simulation domain is
a cubic grid with edges 1.02 × 103𝑅⊙ long. This is about
160 times larger than the initial orbital separation, providing
space for any mass ejected from the system. The sub-grids
are 8×8×8 grid cells. The centers of mass of the components
are 6.37𝑅⊙ apart. The grid is rotating about the z-axis with
a period of 1.42 days, corresponding to the initial period of
the binary. For the level 14 run, both stars are refined down
to 12 levels, with the core of the accretor and donor refined
to 13 and 14 levels respectively. The 15, 16, and 17 level runs
are successively refined one more level in each refinement
regime. At the finest level, each grid cell is 7.80× 10−3𝑅⊙
in each dimension for level 14, down to 9.750× 10−4𝑅⊙ for
level 17. Although available compute time allowed us only
to simulate a few time-steps for this work, this is exactly
the production scenario we aim for. For all obtained results,
the software dependencies in Table 1 were used to build
Octo-Tiger (d6ad085) on the various platforms.
6.1 FMM Node-Level Performance
In the following, we will take a closer look at the performance
of the FMM kernels, discussed in Sect. 4.3 and 5.1, on both
GPUs and different CPU platforms. We will first explain how
we made measurements and then discuss the results.
6.1.1 Measuring the Node-Level Performance. Measuring the
node-level results for the FMM solver alone presents several
challenges. Instead of a few large kernels, we are executing
millions of small FMM kernels overall. Additionally, one
FMM kernel alone will never utilize the complete device. On
the CPU, each FMM kernel is executed by just one core.
We cannot assume that the other cores will always be busy
executing an FMM kernel as well. On the GPU, one kernel
will utilize only up to 8 Streaming Multiprocessors (SM). The
NVIDIA P100 GPU contains 56 of these SMs, each of which
is analogue to a SIMD-enabled processor core.
In order to see how well we utilize the given hardware
with the FMM kernels, we focus not on the performance of
a single kernel. We rather focus on the overall performance
while computing the gravity during the GPU-accelerated
FMM part of the code.
In order to calculate both the GFLOP/s and the fraction
of peak performance, we need to know the number of floating
point operations executed while calculating the gravity, as
well as the time required to do so. The first piece of infor-
mation is easy to collect. Each FMM kernel always executes
a constant number of floating point operations. We count
the number of kernel launches in each HPX thread and accu-
mulate this number until the end of the simulation. We can
further record whether a kernel was executed on the CPU or
the GPU. Due to the interleaving of kernels and the general
lack of synchronization points between the gravity solver and
the fluid solver, the amount of runtime spent in the FMM
solver is more difficult to obtain. To measure it, we run the
simulation multiple times; first, on the CPU without any
GPUs. We collect profiling data with perf to get an estima-
tion of the fraction of the runtime spent within the FMM
kernels and thus the gravity solver. With this information we
calculate the fraction of the runtime spent outside the gravity
solver. Afterwards we repeat the run – without perf – and
multiply its total runtime with the earlier obtained runtime
fractions to get both the time spent in the gravity solver
and the time spent in other methods. With this information,
as well as the counters for the FMM kernel launches, we
can now calculate the GFLOP/s achieved by the CPU when
executing the FMM kernels. To get the same information
for the GPUs, we include them in a third run of the same
simulation. Using the GPUs, only the runtime of the gravity
solver will improve since the rest of the code does not benefit
from them. Thus, by subtracting the runtime spent outside of
the FMM kernels in the CPU-only run from the total runtime
of the third run, we can estimate the overall runtime of the
GPU-enabled FMM kernels and with that the GFLOP/s we
achieve overall during their execution.
For all results in this work, we employ the same V1309
scenario and double precision calculations. The level 14 octree
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Utilized Hardware Execution Total scenario FMM
runtime runtime GFLOP/s fraction of peak
Intel®Xeon™E5-2660 v3 , 2.4 GHz, 10 Cores CPU-only 2950s 1228s 125 GFLOP/s 30%
with 1x NVIDIA®V100 (PCI-E) 1 GPU 1790s 68s 2271 GFLOP/s 32%
with 2x NVIDIA®V100 (PCI-E) 2 GPU 1770s 48s 3185 GFLOP/s 22%
Intel®Xeon™E5-2660 v3 , 2.4 GHz, 20 Cores CPU-only 1601s 614s 250 GFLOP/s 30%
with 1x NVIDIA®V100 (PCI-E) 1 GPU 1086s 100s 1516 GFLOP/s 22%
with 2x NVIDIA®V100 (PCI-E) 2 GPU 1017s 30s 5188 GFLOP/s 37%
Intel®Xeon™Phi 7210 , 1.3 GHz, 64 Cores 1774s 334s 459 GFLOPS/s 17%
One Piz Daint Node
Intel®Xeon®E5-2690v3 , 2.6GHz, 12 Cores CPU-only 2415s 980s 157 GFLOP/s 31%
with 1x NVIDIA®P100 (PCI-E) 1 GPU 1592s 158s 973 GFLOP/s 21%
Table 2: FMM kernel node-level performance on various platforms. On platforms with GPUs we compare the performance with
and without GPUs. The theoretical peak performance used for calculating the fraction of peak performance corresponds to the
utilized device.
discretization considered here will serve as the baseline for
scaling runs.
6.1.2 Results. The results of our node-level runs can be
found in Tab. 2. Switching to a stencil-based approach for
the FMM instead of the old interaction-lists, the fraction of
time spent in the two main FMM kernels shrank considerably.
On the Intel Xeon E5-2660 v3 with 20 cores, they now only
make up 38% of the total runtime. On the Intel Xeon Phi 7210
this difference is even higher, with the FMM only making up
20% of the total runtime. This is most likely due to the fact
that the other less optimized parts of Octo-Tiger make fewer
use of the SIMD capabilites that the Xeon Phi offers and are
thus running a lot slower. This reduces the overall fraction
of the FMM runtime compared to the rest of the code.
Nevertheless, we achieve a significant fraction of peak per-
formance on all devices. On the CPU-side, the Xeon Phi 7210
achieves the most GFLOP/s within the FMM kernels. Since
it lowers its frequency to 1.1 GHz during AVX-intensive cal-
culations, the real achieved fraction of peak performance may
be significantly higher than 17%. We have assumed the base
(unthrottled) clock rate shown in the table for calculating
the theoretical peak performance of the CPU devices. Other
than running a specific Vc version that supports AVX512 on
Xeon Phi, we did not adapt the code. However, we attain
a reasonable fraction of peak performance on this difficult
hardware. On the AVX2 CPUs we reach about 30%.
We tested GPU performance of the FMM kernels in multi-
ple hardware configurations; we used either 10 or 20 cores
in combination with either one or two V100 GPUs. Using
two V100 GPUs, an insufficient number of cores affects per-
formance. With 20 cores and two GPUs we achieve 37% of
the combined V100 peak performance. Reducing to 10 cores,
the performance drops to 22% of the peak. Then, the GPUs
get starved of work, since the 10 cores have a lot of tasks to
work on and cannot launch enough kernels on the GPU.
Simultaneously, when utilizing one V100 GPU managed by
10 cores, we achieve 32% of peak performance on the GPU.
But using one V100 with 20 CPU cores, the performance
decreases, achieving only 22% peak: The number of threads
used to fill the CUDA streams of the GPU directly affects
the performance. This effect can be explained by the way we
handle CUDA streams. Each CPU thread manages a certain
number of CUDA streams. When launching a kernel, a thread
first checks whether all of the CUDA streams it manages are
busy. If not, the kernel will be launched on the GPU using
an idle stream. Otherwise, the kernel will be executed on
the CPU by the current CPU worker thread. Executing an
FMM kernel on the CPU takes significantly longer than on
the GPU, as one CPU kernel will be executed on one core.
In a CPU-only setting all cores are working on FMM kernels
of different octree nodes.
With 20 cores and one V100, the CPU threads first fill all
128 streams with 128 kernel launches. Launching the next
kernels, the GPU has not finished yet, and the CPU threads
start to work on FMM kernels themselves. This leads to
starvation of the GPU for a short period of time, as the
CPU threads are not launching more work on the GPU in
the meantime. Having two V100 offsets the problem, as the
cores are less likely to work on the FMM themselves: It is
more likely that there is a free CUDA stream available. We
analyzed the number of kernels launched on the GPU to
provide further data on this. Using 20 cores and one V100 we
launch 97.4995% of all multipole-multipole FMM kernels on
the GPU. Using 10 cores and one V100 this number increases
to 99.9997%. Considering that a CPU FMM execution on
one core takes longer than on the GPU and that during this
time no other GPU kernels are launched in the meantime, the
small difference in percentage can cause a large performance
impact. This is a current limitation of our implementation
and will be addressed in the next version of Octo-Tiger:
There is no reason not to launch multiple FMM kernels in
one stream if there is no empty stream available. This would
lead to 100% of the FMM kernels launched on the GPU
independent of the CPU hardware.
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Piz Daint
CPU 1 × Intel®Xeon™E5-2690 v3, 2.60GHz, 12 cores
GPU 1 × NVIDIA®Tesla®P100
RAM 64 GB
IC Cray Aries routing and communications ASIC
Table 3: Configuration of Piz Daint.
Level of refinement sub-grids memory usage (GB)
13 5,417 8
14 10,928 16.37
15 42,947 56.92
16 2.24 · 105 271.94
17 1.5 · 106 2,305.92
Table 4: Number of tree nodes (sub-grids) per level of refine-
ment (LoR) and the memory usage of the corresponding level.
Since Piz Daint is our target system, we also evaluated
performance on one of its nodes, using 128 CUDA streams.
For comparison, 99.5207% of all multipole-multipole FMM
kernels were launched on the GPU. We achieve about 21%
of peak performance on the GPU. In summary, we were able
to demonstrate that the uncommon approach of launching
many small kernels is a valid way to utilize the GPU.
6.2 Scaling results
All of the presented distributed scaling results were obtained
on Piz Daint at the Swiss National Supercomputing Centre.
Table 3 lists the hardware configuration of Piz Daint.
For the scalability analysis of Octo-Tiger different levels
of refinement of the V1309 scenario were run, as shown in
Tab. 4. A level 13 restart file, which takes less than an hour to
generate on an Intel(R) Xeon(R) Gold 5118 CPU @ 2.30GHz,
was used as the basis for all runs. For all levels the restart file
for level 13 was read and refined to higher levels of resolution
through conservative interpolation of the evolved variables.
The number of nodes was increased in powers of two 1, 2, 4, . . .
up to 4096 nodes with a maximum of 5400 which corresponds
to the full system on Piz Daint. All runs utilized 12 CPU
cores on each node, i.e. up to 64, 800 cores for the full-system
run. The simulations started at level 14, the smallest that fits
on a single Piz Daint node with respect to memory while still
consisting of an acceptable number of sub-grids to expose
sufficient parallelism. The number of nodes was increased by
a power of two until the scaling saturated due to too little
work per node. Higher refinement levels were then run on the
largest overlapping node counts to produce the graph shown
in Fig. 2, where the speedup is calculated with respect to the
number of processed sub-grids per second on one node at level
14. The graph therefore shows a combination of weak scaling
as the level of refinement increases and strong scaling for each
refinement level as the node count increases. Weak scaling
is clearly very good, with close to optimal improvements
with successive refinement levels. Strong scaling tails off as
the amount of sub-grids for each level becomes too small to
generate sufficient work for all CPUs/GPUs.
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Figure 2: Relative speedup with respect to the processed sub-
grids on one node for level 14. The red lines show the results
using HPX’s MPI parcelport and the blue lines using HPX’s
libfabric parcelport, respectively. Note that for level 16 and
level 17 some data points are missing due to restricted node
hours for development projects.
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Figure 3: Ratio of processed sub grids per second between
HPXs libfabric and MPI Parcelport on Piz Daint (higher num-
bers mean libfabric is faster).
6.3 Network performance results
Figure 2 shows the speedup of both libfabric and MPI parcel-
port on Piz Daint. The libfabric parcelport scales much better
than the MPI parcelport and in fact outperforms it by a fac-
tor of almost 3 for the largest runs. At level 17 on 1024 nodes,
the libfabric version achieves a (weak) scalability of 78.4% of
the efficiency of the reference value of level 14 on 1 node; for
2048 nodes the value drops to 68.1%. Where there is enough
work to keep processors busy and overlap communication for
large runs, impressive scaling can be observed. At level 16
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the efficiency values range from 71.4% at 256 nodes down to
21.2% on 5400 nodes where the communication dominates.
The performance difference between the number of sub-grids
processed per second for the two parcelports increases with
higher node counts and refinement level, a sure sign that com-
munication is responsible for causing delays that prevent the
processing cores from getting work done. Each increase in the
refinement level can, due to AMR, increase the total number
of grids by up to a factor of 8; see Tab. 4 for the actual values.
This causes a near quadratic increase in the total number of
halos exchanged. As the node count increases, the probability
of a halo exchange increases linearly, and it is therefore no
surprise that reduced communication latency leads to the
large gains observed. The improvement in communication is
due to all of the following changes:
∙ Explicit use of RMA for the transfer of halo buffers.
∙ Lower latency on send and receive of all parcels and execu-
tion of RMA transfers.
∙ Direct control of all memory copies for send/receive buffers
between the HPX runtime and the libfabric driver.
∙ Reduced overhead between receipt of a transfer/message
completion event and subsequent setting of a ready future.
∙ Thread-safe lock-free interface between the HPX scheduling
loop and the libfabric API with polling for network pro-
gress/completions integrated into the HPX task scheduling
loop.
It is important to note that the timing results shown are
for the core calculation steps that exchange halos, and the
figures do not include regridding steps or I/O that also make
heavy use of communication. Including them would further
illustrate the effectiveness of the networking layer: Start-up
timings of the main solver at refinement level 16 and 17 were
in fact reduced by an order of magnitude using the libfabric
parcelport, increasing the efficiency of refining the initial
restart file of level 13 to the desired level of resolution. Note
further that some data points at level 16 and 17 for large
runs are missing as the start-up time consumed the limited
node hours available to their execution.
The communication speedups shown have not separately
considered the effects of thread pools and the scheduling of
network progress on the rates of injection or the handling
of messages. When running on Piz Daint with 12 worker
threads executing tasks, any thread might need to send data
across the network. In general, the injection of data into
send queues does not cause problems unless many threads
are attempting to do so concurrently and the send queues
are full. The receipt of data, however, must be performed
by polling of completion queues. This can only take place
in-between the execution of other tasks. Thus, if all cores are
busy with work, no polling is done, and if no work is available,
all cores compete for access to the network. The effects can
be observed in Fig. 3 where the libfabric parcelport causes a
slight reduction in performance for lower node counts. With
GPUs doing most of the work, CPU cores can be reserved for
network processing, and the job of polling can be restricted
to a subset of cores that have no other (longer running) tasks
to execute. HPX supports partitioning of a compute node
into separate thread pools with different responsibilities; the
effects of this will be investigated further to see whether
reducing contention between cores helps to restore the lost
performance.
7 CONCLUSIONS AND FUTURE WORK
As the core contributions of this paper, we have demonstrated
node-level and distributed performance of Octo-Tiger, an as-
trophysics code simulating a stellar binary merger. We have
shown excellent scaling up to the full system on Piz Daint
and improved network performance based on the libfabric
library. The high-level abstractions we employ, in particular
HPX and Vc, demonstrate how portability in heterogeneous
HPC systems is possible. This is the first time an HPX ap-
plication was run on a full system of a GPU-accelerated
supercomputer. This work also has several implications for
parallel programming for future architectures. The asynchro-
nous many-task runtime systems like HPX are a powerful,
viable, and promising addition to the current landscape of
parallel programming models. We show that it is not only
possible to utilize these emerging tools to perform on the
largest scales, but also that it might even be desirable to lever-
age the latency hiding, finer-grained parallelism and natural
support for heterogeneity that the asynchronous many-task
model exposes.
In particular, we have significantly increased node-level
performance of the originally most compute hungry part of
Octo-Tiger, the gravitational solver. Our optimizations have
demonstrated excellent node-level performance on different
HPC compute nodes with heterogeneous hardware, including
multi-GPU systems and KNL. We have achieved up to 37%
of the peak performance on two NVIDIA V100 GPUs, and
17% of peak on a KNL system. To achieve high node-level
performance for the full simulation, we will also port the
remaining part, the hydrodynamics solver, to GPUs.
The distributed scaling results have been obtained within
a development project on Piz Daint and thus with severely
limited compute time. The excellent results presented in this
paper have already built the foundation for a production pro-
posal that will enable us to target full-resolution simulations
with impact on physics.
Despite the significant performance improvement replacing
MPI with libfabric, there are more networking improvements
under development that have not been incorporated into
Octo-Tiger yet. This includes the use of user-controlled RMA
buffers that allow the user to instruct the runtime that certain
memory regions will be used repeatedly for communication
(and thus amortize memory pinning/registration costs). In-
tegration of such features into the channel abstraction may
prove to reduce latencies further and is an area we will ex-
plore.
With respect to the astrophysical application, we have
already developed a radiation transport module for Octo-
Tiger based on the two moment approach adapted by [48].
This will be required to simulate the V1309 merger with
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high accuracy. What remains is to fully debug and verify this
module and to port the implementation to GPUs.
Finally, our full-scale simulations will be able to predict
the outcome of mergers that have not yet happened: These
simulations will useful for comparison with future “red nova”
contact-binary merger events. Two contact-binary systems
have been suggested as future mergers, KIC 9832227 [40, 49]
and TY Pup [47]. Other candidate systems will be discovered
with the new all-sky surveys such as the Zwicky Transient
Facility (ZTF) and the Large Synoptic Survey Telescope
(LSST).
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