Abstract. Image mapping spectrometry (IMS) is a hyperspectral imaging technique that simultaneously captures spatial and spectral information about an object in real-time. We present a new calibration procedure for the IMS as well as the first detailed evaluation of system performance. We correlate optical components and device calibration to performance metrics such as light throughput, scattered light, distortion, spectral image coregistration, and spatial/spectral resolution. Spectral sensitivity and motion artifacts are also evaluated with a dynamic biological experiment. The presented methodology of evaluation is useful in assessment of a variety of hyperspectral and multi-spectral modalities. Results are important to any potential users/developers of an IMS instrument and to anyone who may wish to compare the IMS to other imaging spectrometers. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE).
Introduction
Hyperspectral imaging (HSI) is utilized throughout the fields of astronomy, 1 remote sensing, 2 food science, 3 and biotechnology. 4 By collecting both spatial and spectral information about an object, it provides a full three-dimensional (3-D) distribution, called a hyperspectral datacube. Linear unmixing or other spectral analysis algorithms can use this spatialspectral dataset in order to identify concentrations of chemicals within a scene. 5 Traditional hyperspectral imagers implement a temporal scanning technique to sequentially collect the hyperspectral datacube by either point-scanning, line-scanning, wavelength-scanning, or compressive sampling. 6 These systems include pushbroom, whiskbroom, liquid-crystal tunable filter (LCTF), acousto-optic tunable filter (AOTF), digital micromirror device (DMD), 7 and Fourier transform 8, 9 based imaging spectrometers. More recently, a class of hyperspectral imagers has come forward that collects the entire datacube simultaneously. Some examples of such systems are the computed tomographic imaging spectrometer (CTIS) and the coded aperture snapshot spectral imager (CASSI). [10] [11] [12] These "snapshot" instruments incorporate specialized components to distribute an object's 3-D spatial-spectral information onto a two-dimensional (2-D) focal plane array. A transformation is then used to reconstruct the 3-D hyperspectral datacube from the 2-D image recorded on an image sensor.
Another class of snapshot HSI systems provides all spatial-spectral information on a single or multiple CCD image sensors with a one-to-one correspondence between datacube voxels and detector pixels. There are three major modalities in this group: image slicers, 13 field splitting by fibers 14 or lenslet arrays, 15 and image mapping spectrometers (IMS). [16] [17] [18] By collecting information simultaneously, while utilizing simple datacube remapping algorithms, these systems add several powerful capabilities to HSI, including faster data collection and image reconstruction, higher light-throughput, less motion artifacts, and real-time spectral unmixing. These features enable applications that require the ability to distinguish objects with similar spectral properties at high temporal resolution. Of particular interest is an IMS system that demonstrates high spatial sampling of 355 × 350 over 41 wavelengths, using a single large format CCD image sensor. A calibration procedure determines a lookup table that is used for reconstruction; this process accounts for distortion and stretch in the raw CCD image. Reconstruction is then performed with a simple indexing operation of the CCD frame and is executed much faster than the nominal frame rate of the camera, which is 7.2 frames per second. It also provides high light throughput of above 50%. In the field of bioscience, the IMS has been used to investigate cellular dynamics with multiple fluorescent biomarkers 19 to perform real-time brain imaging 20 and for endoscopic imaging of oral mucosa. 21 While previous publications presented datacubes and experimental results that show IMS' basic performance, 16 -21 a detailed discussion of system calibration and characterization of its operational limits has not yet been published. In Sec. 2, this paper sites the current literature related to IMS calibration and hardware performance. In Sec. 3, an improved spatial-spectral calibration procedure is presented for the IMS. This new method is necessary to account for imperfections in raw detector data. Section 4 describes a suite of tests developed to measure optical performance of the IMS after calibration. The measured performance metrics are linked to imperfections in optical components/assembly as well as system calibration. The tests can readily be applied to other microscope-coupled hyperspectral devices (image slicers, pinhole systems, etc.). In Sec. 5, motion artifacts and spectral linear unmixing of the IMS are tested with a real-time biological experiment. The results of the performance tests provide the first benchmark for IMS technology. Potential users/designers of IMS instruments can draw from the tests and analyses in order to design experimental setups, evaluate their systems, or compare to other imaging spectrometers.
Background
The detailed principle of the IMS system operation was first described in Ref. 17 . It is useful to briefly describe how the IMS operates in order to discuss calibration requirements and relate performance results to hardware components. Here we limit the discussion to focus on the principle/component impact on imaging performance.
The IMS breaks an image into zones to create void regions. This is accomplished through a specially designed mirror and an array of re-imaging systems. The image zones are then dispersed and spatial-spectral information from the object is recorded on a CCD image sensor. The essential component is the "image mapping mirror" also called an image mapper. The component is placed in the image plane of fore optics and in its simplest form is a faceted mirror composed of many reflective long strips. The facets of the mirror have different 2-D tilt angles that reflect image zones into different directions. Figure 1 shows a schematic of the IMS system that contains a simplified mirror with only 12 facets. The image mapping mirror used in the evaluated system has 355 facets.
For the purposes of this publication, the authors will not analyze optical design and tolerance analysis since this topic was already discussed in Refs. 16 and 21. We will focus here on evaluation of the performance of the system "as is," which may help potential users/builders characterize their systems.
The image mapping mirror design, fabrication, and optical characterization was discussed in Ref. 18 . The authors showed that the fabrication process results in imperfections within mirror facets, such as surface form errors, roughness, and width variations (as shown in Fig. 2 ). Since the facets lie at an intermediate image plane, these imperfections produce artifacts in the collected data. In this paper, we discuss how these imperfections affect reconstructed datacubes.
The sliced and dispersed raw IMS image is not "human readable" and must be remapped in order to reconstruct a spatial-spectral datacube. A basic, proof-of-concept mapping calibration procedure was presented in Ref. 16 . This approach did not account for monochromatic and polychromatic distortions, defocus, or clipping within the optical train of the system. The reconstruction of datacubes using this previous calibration method produced datacubes with lateral chromatic aberration and spatial misalignments.
Calibration
The calibration procedure discussed here has not been published, but it has been used to calibrate the systems described in our previous publications. [19] [20] [21] [22] In order to clarify the calibration procedure, we will first briefly describe the raw data from the IMS evaluated in this paper. Our experimental system contains an image mapping mirror with 355 mirror facets that redirect image zones into 24 different subimages on the detector (corresponding to four vertical and six horizontal facet tilt angles). Redirected lines from the object are separated by 41 pixels, which allows for 41 pixel spectral sampling. Figure 3 shows false-colored raw data from the IMS. The data in Fig. 3 (a) and 3(b) is recorded from an empty microscope stage lit with Koehler illumination from a halogen lamp. A neutral density filter and a daylight Fig. 1 The operating principle of the IMS system. filter were used to match the spectral density of the lamp to the sensitivity of the CCD, which created a uniform detector signal over the broad spectrum, as illustrated in Fig. 4 . The spectral range was limited to 470 to 670 nm using a bandpass filter in order to prevent overlap of dispersed light between adjacent facets. Figure 3 (c) shows a subsection of the IMS's CCD imaging a pinhole illuminated with 470 to 670 nm light; here one pixel of spatial information and 41 pixels of dispersed spectral information are recorded. Figure 3(d) is the raw data from a pinhole illuminated with narrowband 550∕1-nm light.
We primarily use the IMS to image thin microscope samples with negligible depth information, therefore our calibration establishes a one-to-one correspondence between each voxel in the hyperspectral datacube ðx; y; λÞ and a pixel location on the CCD camera ðu; vÞ. 16 The complete calibration procedure consists of three steps: (1) remapping with the transformation lookup table ðx; y; λÞ ¼ T −1 fðu; vÞg, (2) flatfield correction, and (3) spectral sensitivity correction.
The goal of the mapping calibration step is to determine ðx; y; λÞ ¼ T −1 fðu; vÞg. T −1 is effectively a lookup table that is the same size as the datacube, which contains a subpixel detector value at each index. In order to determine T −1 , the forward mapping T is found first by sequentially illuminating integer coordinates ðx; y; λÞ throughout the datacube while analyzing the detector ðu; vÞ response. Once we establish the relationship T from scene to detector, we can apply the reverse mapping T −1 or "remapping" to transform raw detector data into a datacube. The procedure works by scanning a spatial pattern (e.g., a pinhole) illuminated with narrow bandfilters throughout the field of view (FOV) of the IMS system at ðx; y; λÞ object coordinates. Four narrowband filters were used, because this is the minimum quantity needed to sample the nonlinear dispersion curve of the prisms. Each position of the spatial pattern provides a point image in a region on the detector [Figs. 3(d) and 5(a)]. The subpixel center position ðu; vÞ of the point image is determined with a peak-finding algorithm. 23 Forward mapping and reverse mapping are conceptually illustrated in Fig. 5 . Parameters used during the calibration procedure are shown in Table 1 . Remapping the datacube c using the lookup table is implemented in real-time using bicubic interpolation 24 of raw detector data. Section 4.4 evaluates the accuracy of remapping. 
Flat-field correction is also performed in order to account for intensity variations in the raw image. The procedure starts by recording a datacube i from an empty microscope stage lit with halogen lamp Koehler illumination. All subsequent datacubes c acquired by the IMS are divided by the datacube acquired with Koehler illumination. This normalizes the response of every datacube voxel. Next the spectral sensitivity is corrected. Each of the N spectral images λ within the datacube is multiplied with a correction factor s to match the corresponding intensity of the halogen lamp spectrum, as determined by a calibrated point spectrometer. The final datacube includes both flat-field and spectral correction of the raw detector data. 25 
IMS Evaluation Tests
There are no established standards for performance evaluation of snapshot hyperspectral imagers. For that reason, in order to assess the hyperspectral datacubes obtained from the calibrated IMS, we developed a suite of tests to measure different metrics of data quality. We decided to evaluate three categories of IMS data quality: intensity parameters, mapping errors, and overall performance. Intensity parameters are inherent to the hardware of the system and are evaluated with tests for intensity variation, light throughput, and scattered light. Mapping errors are dependent on the accuracy of the calibration lookup table and are evaluated with tests for geometric error, image stretch, and spectral image coregistration. Overall optical performance tests include spatial resolution, spectral resolution, and spectral accuracy/ variability. While some of the tests are specific to the IMS instrument, many of the procedures can also be used to measure performance of other HSI techniques. The IMS specific tests are indicated with asterisks in Table 2 . Each section below summarizes the algorithm used for the test and the results found for the calibrated IMS. During testing the IMS system was coupled to the side port of a Zeiss Axio Observer inverted microscope. Two spatial targets were used: a Ronchi ruling rotated at 0 deg, 45 deg, and 90 deg, and a high-resolution 1951 USAF resolution target. Several narrowband and plastic transmission filters were used to evaluate spectral performance. All remapped datacubes were obtained according to the calibration procedures described previously. 
Intensity Variation
Ideally, the intensity of reflected light collected from the image mapping mirror should be constant. In reality, the uniformity of the detector image is affected by the image mapper quality, 18 the reimaging optical train, and the CCD response. It is important to measure variations in the raw detector image because they correspond to loss in dynamic range. For example, if one facet image or a portion of a facet image is less intense than another, then this area will have lower signal-to-noise ratio and dynamic range. During calibration, flat-field correction was used to aesthetically compensate nonuniformities in the datacube. 25 To assess the amount of total system nonuniformity, Koehler illumination was used in transmission mode with a halogen lamp to uniformly irradiate an empty microscope stage. Figure 6 (a) shows raw data from the IMS obtained with this setup. Facet images do not have a constant intensity value within or between facets. Figure 6 (b) shows the optical components that most likely contribute to these intensity variations in the data. For example, imperfection in mapper fabrication causes debris and roughness on facets, which create localized decreases in image intensity. Light that is clipped by the collecting objective creates regions of missing information in the corner subimages. Also, prism/lens array Total images recorded, total disk space compressed 1147 images, ∼100 MB alignment can cause defocus of facet images, which reduces intensity. These artifacts affect other important metrics of datacube quality in addition to intensity variation. For example, defocus of a facet image will cause blur in the direction of spectral dispersion, which reduces spectral resolution, as discussed in Sec. 4.6. Figure 6 (c) reveals a close-up reconstruction of nine uniformly illuminated facet images in the image mapping mirror. Contrast has been enhanced to highlight the overall change in intensity that can be seen on each reconstructed line. A Matlab script was written to quantify variation of facet image intensities on the detector, which is an overall measure of image mapper variations, vignetting, clipping, prism/lens array affects as well as reconstruction. To quantify the uniformity of intensity within facet images, the relative standard deviation (%RSD) was calculated for each facet image in the panchromatic flat-field image, defined as the sum of all spectral channels. The %RSD of intensity within facets ranged from 2.6% to 26%, which indicated that some facets have significant internal nonuniformities. On average, there was an 11% RSD of intensity within a facet. Comparing the mean intensities between all facets, there was an 8.6% RSD between facets (the value was calculated as an average irradiance for each facet). This suggests that localized variations in facet reflectivity have a more significant effect on image non-uniformity than overall facet-to-facet variation.
Light Throughput
The next test for the IMS system was to measure optical efficiency of the system, defined as the ratio of light entering the system to light recorded on the detector. To examine throughput of the IMS, an iris was placed at the sample plane of a microscope and illuminated with narrowband light at three wavelengths. By moving the IMS's CCD detector, light levels were captured at three locations in the system: at the side port of the microscope, at the mapping mirror, and at the IMS detector plane. The light intensity and integration time were kept constant throughout the experiment, such that the CCD was below saturation at each location; also, the extent of the field was limited so that the entire sample was captured on the CCD. Light intensity at each location was determined by summing all pixels on the CCD after a background subtraction. Figure 7 (a) illustrates the experimental setup and example imaging results from one wavelength test. Complete results are graphed in Fig. 7(b) . We measured the relay arm to have 89% throughput, which includes an objective, tube lens, and spectral filters. The redirecting and dispersing optics of the system are ∼65% light efficient, which corresponds to a total light efficiency of 58%.
Scattered Light
Scattered light is defined as any light that reaches the detector other than that defined by the optical system design. In general, scattered light originates from diffuse reflection and back-reflection off optical surfaces. As light passes through a surface, a small amount of scatter occurs that can appear as background in the image, thus reducing contrast and signalto-noise ratio. Devices with a large number of elements such as the IMS can be more prone to effects related to scattered light. In the IMS, light from the sample passes more than 20 surfaces, including the image mapper, prism array, and lens array. To assess whether this significantly affects image quality, scattered light was measured in an IMS datacube as well as in a digital image from a standard scientific grade CCD camera (Qimaging RetigaEXi) placed at the microscope side port. In order to measure scattered light, an approximation was made about the Ronchi ruling images: the center of the dark regions should be exactly zero (although, in reality the contrast is not exactly 100% at this spatial frequency; therefore, this is a conservative approach for the measurement). Any loss of contrast within dark regions of the Ronchi images were assumed to be from scattered light. For the IMS data, each of the Ronchi ruling datacubes (0 deg, 45 deg, and 90 deg) were first flat-field corrected according to the calibration procedure and then background-subtracted to reduce the effect of dark current. Each spectral image was segmented into three groups: a "high" group that contained pixels with normalized intensity greater than 0.75, a "low" group normalized intensity less than 0.25, and other. Next, the sum of low intensity regions was calculated and divided by the high intensity regions. The resulting "mean scatter" value was found for each spectral image independently to produce a vector of scatter versus wavelength (see Fig. 8 ). The average scattered light over all wavelengths and all Ronchi ruling orientations was 9.79%. The same procedure was repeated for flat-field, background, and Ronchi ruling images acquired with the standard CCD camera placed at the side port of the microscope. In this case, we measured the mean scatter to be 6.81%. This suggests the microscope system and/or the Ronchi ruling is responsible for the majority of scatter. Therefore, the IMS recorded spectral images with approximately 3% more scattered light than measured by the standard CCD.
Geometric Error and Stretch
The geometric error distortion causes straight lines in object space to appear curved in the image. Although curvature of facet images is apparent in the raw IMS data (see Fig. 3) , the mapping calibration procedure should correct this aberration in the datacube remapping. However, several factors could leave geometric errors in the datacube, such as noise in the calibration data and damaged/missing facet images. In the Ronchi ruling datacubes, these factors could result in distortion-like geometric errors that cause the bar features to appear curved.
To test the amount of distortion-like geometric error, the corrected 45-deg datacube was analyzed. First, a Sobel edge filter was used to identify the edges of bar features in the panchromatic image. For each edge a line was fit and then the coefficient of determination R 2 was calculated (see Fig. 9 ). The average R 2 value for the 11 detected edges was 0.999, which indicated there is minimal distortion in reconstructed IMS images.
We also checked for any difference in magnification between the x-and y-directions of the datacube. Such an anamorphic magnification can stem from errors in the mapping calibration. To check for this error, estimates for the widths of the Ronchi ruling bars in the two orthogonal directions were calculated. First, the datacubes were aligned to the vertical axis. A stretch factor was defined as the normalized ratio between the two measured widths w. The widths were measured in integer pixel units. In the case of the data shown here, the width estimation for both the 0-and 90-deg rulings were 40 pixels; therefore, the measured stretch was 0%.
Coregistration Test
To further assess the accuracy of datacube reconstruction, another test was developed to measure the spatial coregistration of spectral images. Problems with spatial coregistration of spectral images could be a result of inaccurate mapping calibration or strong chromatic aberration in the system. Taking the flat-fielded Ronchi ruling datacubes, each spectral image was converted to a binary image using a threshold. The overlap between every thresholded spectral image with every other thresholded spectral image was then calculated by summing pixels at each spatial position. A perfect registration was achieved by registering a given spectral image with itself, and this was used as a normalization of the result to give a percentage coregistration. Since this was calculated between every pair of spectral images, the result was a matrix. Figure 9 shows the three coregistration matrices obtained from the test and their mean coregistration values. The three matrices correspond to the 0 deg, 45 deg, and 90 deg Ronchi images. Diagonal elements were set to zero, and the log of the percentage registration was taken in order to improve visibility of off-diagonal elements. A perfect coregistration of spectral images within a datacube would result in a matrix of zeros. The linear features [dark/bright horizontal and vertical lines seen Fig. 10(a) ] in the matrices of measured datacubes indicated that the coregistration was lower or higher for some wavelengths relative to others; or in some cases they revealed individual spectral images that had prominent mapping errors over a few spatial lines. The quantitative result of this test was the mean of all off-diagonal elements, which showed greater than 99% spatial coregistration of all spectral images.
Spectral Resolution
Spectral resolution is the minimum difference between two wavelengths that a device can distinguish. The spectral resolution of the IMS is influenced by the dispersive properties of prisms/lens array in the system and the pixel sampling. It can be roughly estimated by dividing the spectral range by the number of resolvable bands in the IMS. Our system is designed to sample 200 nm over 25 spectral bands, which results in an average spectral resolution of 8 nm. 16 The spectral resolution of the IMS, however, varies nonlinearly with wavelength due to nonlinear dispersion of the prisms. It also depends on accurate calibration mapping. Therefore it is important to measure this parameter for several wavelengths throughout the spectral range.
A method for estimating spectral resolution is to measure an object with spectral features smaller than the resolution limit of the system (i.e., a monochromatic source or a lamp with sharp spectral peaks). The convolution of the object with the system response will yield a result that approximates the smallest resolvable feature, measured as the full-width half-maximum (FWHM) of the point spread function (PSF). 26 To measure spectral resolution in the IMS, several 1-nm FWHM spectral filters were used to illuminate an empty microscope stage. Spectral resolution was tested at five wavelengths: 488.0, 514.5, 532.0, 589.6, and 632.8 nm. Figure 11 (a) shows a matrix of the measured spectral resolution for the 488.0 nm filter over the field of view, which reveals how resolution varies throughout the field.
Periodic variation was most likely influenced by defocus of facet images [for detail, see Fig. 6(a) ]. The hardware error that contributes most to this effect is misalignment/ tilt of prisms or lenslets within the array. Figure 11(b) shows the representative spectral response to each filter. The green line represents data from the IMS, and the blue line is a spline fit to the IMS data, which was used to estimate the FWHM of the PSF. Figure 11(c) reports the measured and theoretical spectral resolution for each wavelength.
Spectral Accuracy and Variability
Spectral accuracy and variability were first assessed with the five narrowband filters used for spectral resolution tests. The peak location of the fitted spline curve was calculated for each point in the image. Figure 11(d) reports the measured center wavelength of each filter and the standard deviation for these values throughout all IMS spectra. The mean value of IMS spectra falls within 0.1 to 1.7 nm of the nominal peak wavelength for each filter.
The accuracy and precision of IMS spectra were also measured using five standard plastic transmission filters (Roscolux) and an Ocean Optics Spectrometer (OOS USB-4000). Each filter was placed in the illumination path of the microscope, and the transmission spectrum was measured with the IMS and OOS. Each spectrum was divided by the spectrum of the halogen lamp to yield percent transmission. Figure 12 shows the results of three spectral measurements. There was low variability throughout the IMS spectra, with standard deviation 0.5% to 4.5%. IMS spectra closely matched the OOS in the shorter wavelength, but had up to 15% error in the red. The discrepancy is a result of decreased spectral resolution found in the longer wavelengths. Similar behavior is described in other HSI systems, and there is clearly known methodology for correcting this type of error. 27, 28 The exact correction includes extensive deconvolution procedures, which are out of the scope of this paper. The level of error is acceptable for the relative spectral measurements required in our current applications. 19, 20 
Spatial Resolution, Field of View, and Sampling
The IMS differs from most imaging systems because the image mapping mirror, which exists in an intermediate image plane, redirects image strips to separate locations on the detector. The system therefore inherently samples the x-and y-direction differently. In the x-direction, the image is sampled by the discrete number of facets in the image mapper. These facets are projected onto separate locations on the pixel detector, where they are sampled in the y-direction by connected pixels. The remapping calibration then determines subpixel intensity values based on these whole pixels using bicubic interpolation. The first goal of this test was to measure the effective spatial sampling of the IMS.
By design, there are 355ðfacetsÞ × ∼350 samples over the image plane of the IMS datacube. Aberrations introduced by reimaging the image mapping mirror onto the detector can reduce the effective y-sampling to below 350 pixels. Also, an accurate mapping calibration is necessary to sample facet images at the correct locations and sampling rate. By analyzing lookup table data, it was found that facets were sampled by a mean of 340.81 AE 1.21 vertical pixels, which corresponds to 0.97 reconstruction samples/pixel. Therefore, the effective spatial sampling of the IMS is 355 × ∼341 integer pixel samples, while the image size is slightly oversampled to 355 × 350 after the mapping calibration.
Given a fixed number of spatial samples, the spatial resolution and FOV of the IMS are primarily dependent on the relay lenses chosen to image the object onto the image mapper. Depending on the desired application, the spatial samples could be used either to maintain a high spatial resolution with small FOV or to acquire a large FOV with low spatial resolution. Diffraction limited performance of the IMS was already discussed in Refs. 17 and 18. Here we present results for qualitative assessment of imaging performance and contrast using a high-resolution 1951 USAF target. The object plane of the IMS was positioned at the Zeiss microscope side port image, which has an NA of 0.01875. A 5× relay objective was used to match two IMS facets to each side port image airy disk diameter. Figure 13 shows a panchromatic image of the target acquired with the 5× relay objective and a 40 × ∕0.75 NA microscope objective. The Group 9 Element 3 bars are 0.78 μm wide and clearly resolved.
Motion Artifacts and Spectral Linear Unmixing
The tests shown thus far in this paper were used to evaluate the performance limits of the IMS. With an understanding of these limits, experiments can be designed for applications that require a fast and dense spatial/spectral dataset. The IMS system has two powerful capabilities that make it useful for demanding spectral imaging applications: (1) the ability to distinguish objects with similar spectral features, and (2) the ability to record dynamic processes. Here we provide a final qualitative test that evaluates these capabilities.
The IMS was used to measure oxygen saturation in vivo during an arterial finger occlusion experiment, following a Rice University IRB-approved normal volunteer protocol. This application particularly benefits from the snapshot capability of IMS because: (1) fast, nonscanning data collection is less susceptible to motion artifacts; and (2) dynamic changes in tissue oxygenation can be recorded and displayed in real-time. With the IMS coupled to a commercial camera lens, images were collected at 7.2 frames per second and 100 ms exposure of a hand illuminated with a white LED (Thorlabs MCWHL2). At the beginning of the experiment one of the fingers underwent total arterial occlusion using a rubber tourniquet. After 1 min the tourniquet was removed and arterial circulation continued. Figure 14 presents spectral imaging results from five different time points. The true color images show the occluded finger becoming slightly pale, then reddish and swollen after blood circulation continued.
The "ROI Spectra" shows absorption spectra at each time point, which contain characteristic hemoglobin peaks between 500 and 600 nm. Spectra obtained from a region before and after the occlusion were considered deoxyhemoglobin (Hb) and oxy-hemoglobin (HbO 2 ) reference spectra, respectively. These spectra contain only slight differences and cannot be quantitatively distinguished with a standard color camera. The IMS, however, can easily differentiate the spectra.
Using hemoglobin reference spectra, spectrally unmixed images were created to show the relative distribution of Hb and HbO 2 in the hand. Reference 5 describes in general how this linear unmixing is performed. The "unmixed" images depict maps of the relative reference spectra throughout the experiment. Finally, the Hb and HbO 2 unmixed images were used to visualize relative oxygen saturation in the tissue, defined as:
These images significantly increase contrast between oxygenated and deoxygenated tissue. Such dynamic measurements can be used to determine vascular function during ischemia and reactive hyperemia. 29 Throughout the experiment, movement of the hand had no significant impact on imaging performance. The snapshot nature of the IMS system resulted in images with traditional motion blur seen in standard CCD images, while maintaining coregistered spectral images and accurate spectra, as can be seen in the supplemental movie. Qualitative analyses of results also indicate spectral linear unmixing accurately determined the weighting of reference spectra throughout the experiment. Therefore, this test suggests that the calibrated IMS system is capable of measuring distributions of reference spectra during a dynamic experiment.
Discussion and Conclusion
This paper presents the first spatial-spectral calibration and characterization of an image mapping spectrometer. Radiometric tests indicate that the IMS has high optical throughput (∼58%) and negligible scattered light. Geometric calibration results show minimal distortion/stretch and high coregistration, which indicates the raw 2-D detector data is accurately remapped to a datacube. Spectral characterization reveals ∼6-nm spectral resolution in the blue wavelength region up to ∼16 nm in the red. Although broadband spectral tests show up to 15% error in the red wavelength-region, testing with narrowband light indicates spectral bins are accurate to <2 nm. A high-resolution 1951 USAF target was used to show image quality of the IMS. Finally, an arterial occlusion experiment demonstrated qualitative dynamic imaging performance and spectral unmixing capability. With this new information, a set of specifications now exists to compare this IMS to future IMS devices. These specifications, as well as the description of the tests used to obtain them, is particularly beneficial for end-users to evaluate their systems and design appropriate experiments.
The performance benchmarks presented in this work also provide a means of comparison to different HSI modalities. A discussion of fundamental HSI performance differences is presented in Ref. 30 . Here we show quantitative comparison of a few reported specifications for different devices. First, the IMS presented in this paper has much higher optical throughput (∼58%) than imaging spectrometers that use tunable spectral filters. LCTF imaging spectrometers, for example, can only collect one wavelength per exposure with typical transmission of only 14% to 30% for randomly polarized visible light. 31 On the other hand, pushbroom and whiskbroom imaging spectrometers with fewer optical elements can have much higher transmission, but require a scanning mechanism that can introduce motion artifacts. In terms of spectral resolution, the tested IMS (6 to 16 nm) is comparable to standard LCTF imaging spectrometers (7 to 10 nm), 31 as well as airborne devices used for remote sensing and astronomy (10 nm). However, the bandwidth of airborne whiskbroom devices is often much broader than the IMS, spanning the visible and near-infrared (400 to 2500 nm). 2 The most appropriate devices to compare the IMS to are other snapshot imaging spectrometers, because these systems have similar operating parameters, such as requiring only a single exposure. A commercialized CTIS imaging spectrometer, with a wavelength range of 400 to 700 nm, reports a spectral resolution of 5 nm and a spectral accuracy of 10%, 32 which are similar specifications to those of the IMS. This modality, however, does not have a one-to-one correspondence between the acquired raw data and the final datacube; therefore, it requires increased reconstruction time and has reduced dynamic range in comparison to IMS. Another commercialized imaging spectrometer that does have a one-to-one correspondence is based on field splitting by a lenslet array. 15 An implementation of this technology has similar spectral bandwidth (450 to 675 nm) and spectral resolution (11.25 nm) to the IMS, but acquires a much smaller datacube (90 × 75 × 20). 33 The performance metrics reported in this paper allow these comparisons and many others to be made for current and future HSI technologies.
Although the evaluation tests here address several aspects of datacube quality, the list is not exhaustive. Future work will implement deconvolution techniques to improve spectral calibration. Finally, the optical design, assembly, and fabrication can be improved as more advanced manufacturing procedures become feasible. As HSI hardware, calibration, and data analysis technologies progress, exciting new applications will become possible. 
