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size to allow adequate spin-up of fine-scale features. This 
results in an important saving in the computational cost.
Keywords High-resolution climate simulation · Big-
Brother experiment · Multiple dynamical downscaling · 
Spatial spin-up
1 Introduction
General Circulation Models (GCMs) are widely used for 
climate-projection studies; their heavy computational cost 
rapidly becomes an issue if one attempts increasing their 
resolution. The use of nested limited-area regional climate 
models (RCMs) to dynamically downscale GCM output 
allows drastically reducing the computational cost while 
benefiting from the added value related to the increased 
resolution. With very fine grid meshes, however, the com-
putational cost of an RCM also becomes an issue. Over the 
recent years, several groups have embarked upon the pro-
duction of very high spatial resolution, and even convec-
tion-permitting climate simulations (e.g. Hohenegger et al. 
2008; Chan et al. 2012; Lauwaet et al. 2013; Ban et al. 
2015; Prein et al. 2015) and climate-change projections 
(e.g. Trapp et al. 2007; Pavlik et al. 2012; Kendon et al. 
2014) using multiple grid nesting. Such simulations indi-
cate great perspectives for added value of high-resolution 
climate simulations. For example, de Vries et al. (2014) 
used a mesh of 12 km to study changes of mean snowfall 
and seasonal extremes. Jacob et al. (2014) presented the 
first high-resolution (12.5 km grid mesh) future climate 
projections of EURO-CORDEX. They highlighted a clear 
change of pattern of heavy precipitation events compared 
to coarser simulations. Kendon et al. (2012) pointed out 
that 12 km grid mesh is still too coarse to give a realistic 
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used to downscale global climate models’ (GCMs) simula-
tions. As the resolution of RCM increases faster than that 
of GCM used for climate-change projections till the end of 
this century, the resolution jump will become an issue. Cas-
cade with multiple nesting offers an approach to reach high 
resolution while keeping reasonable computational cost. 
Few studies have addressed whether the best results are 
obtained with the single- or multiple-nesting approaches. 
In this study the results obtained with single and double 
nesting are compared within the idealised “perfect model” 
framework of the Big-Brother Experiment. This method 
consists in first realizing a simulation, nicknamed the Big-
Brother (BB) simulation, on a relatively large domain at the 
desired resolution, to serve as reference dataset. The BB 
results are then processed by a low-pass filter to emulate a 
coarse-resolution dataset to be used as LBC to drive further 
simulations, nicknamed the Little-Brother (LB) simula-
tions, using an identical model formulation and resolution 
as the BB simulation. For the single nesting, the LB simu-
lations are directly simulated, while for the double nesting 
a surrogate intermediate-resolution simulation is used. The 
study of the time-mean (stationary) component shows that 
little difference is noted between the single- and double-
nesting approaches. The time-deviation (transient-eddy) 
component, however, shows important differences. The 
double-nesting approach weakly degrades the large scales 
but allows a significant reduction of the required domain 
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spatial and temporal structure of heavy rain, suggesting 
convection-permitting 1.5 km grid-mesh simulation for 
improvement.
Cholette et al. (2015) have shown that with grid meshes 
of 1–3 km, the fifth-generation Canadian Regional Cli-
mate Model (CRCM5) showed a clear improvement in the 
simulation of wind channelling effect in the St. Lawrence 
River Valley located in Québec, Canada. The study of 
Wang et al. (2013) revealed that high resolution improves 
local features such as sea breezes and funnelling winds in 
the Met Office United Model (MetUM) RCM. In the case 
of simulations over complex topography with the Weather 
Research and Forecasting (WRF) RCM version 3.0, Ras-
mussen et al. (2011) have shown that spatial snowfall dis-
tribution is much more representative of observations with 
2 km than 36 km grid-mesh simulations; they attributed 
this result to a more realistic vertical motion at higher 
resolution.
Recently, Kjellström et al. (2014) had put forward that 
international cooperation is important to reinforce our 
knowledge about very high-resolution regional climate 
modelling. Two of the central issues of dynamical down-
scaling are the regional domain size and the resolution 
jump between the driving lateral boundary conditions 
(LBC) and the nested RCM grid mesh, both issues being 
interrelated. For example, Jones et al. (1995) have shown 
that the domain size should be large enough to allow the 
full development of fine scales but small enough to main-
tain suitable control by the LBC on the regional simula-
tion. Using the Big-Brother Experiment (BBE) protocol, 
Leduc and Laprise (2009) and Leduc et al. (2011) have 
shown that a minimum distance from the lateral inflow 
boundary is required for the suitable development of 
small-scale transient-eddy permitted by the fine mesh of 
a RCM. This spatial spin-up distance is particularly large 
for mid-latitude winter conditions characterized by strong 
westerly flow. The spatial spin-up imposes a non-negli-
gible constraint on the domain size, which has repercus-
sions on the computational cost. While domain size and 
spatial spin-up have been studied in several studies, its 
relation to resolution jump is poorly known; practition-
ers of dynamical downscaling, however, are fully aware 
that larger jumps exacerbate the spin-up issue. Recently, 
Di Luca et al. (2015) have discussed some of the impor-
tant factors influencing the added value brought by RCM 
using multiple dynamical downscaling. They raised the 
point that even if the grid mesh could be reduced substan-
tially, errors from the nesting may limit its application. In 
order to keep the computational cost low, Brisson et al. 
(2015) have investigated different nesting approaches to 
perform convection-permitting climate simulations on 
a 0.025° mesh. They compared simulations performed 
with single nesting (0.025°-mesh simulation performed 
using directly ERA-Interim as initial conditions (IC) and 
LBC), double nesting (an intermediate-resolution on a 
0.22° mesh between ERA-Interim and the 0.025°-mesh 
simulation) or triple nesting (two intermediate-resolution 
on a 0.22° and 0.0625° mesh simulations between ERA-
Interim and the 0.025°-mesh simulation). Their results 
suggested that the intermediate-resolution 0.0625°-mesh 
simulation does not make a significant impact and that 
this nest could therefore be removed. They also men-
tioned that single nesting increased model deficien-
cies. However, it remains unclear what is the impact of 
a multiple dynamical downscaling approach. Hitherto, it 
is not well understood how a multiple nesting approach 
affects high-resolution climate simulations. To the best of 
the authors’ knowledge, no study has yet addressed this 
issue.
This paper investigates dynamical downscaling in situ-
ations of large resolution jump between the driving LBC 
and the RCM grid mesh, by comparing the performance of 
single and double nesting approaches, using the BBE pro-
tocol. It is constructed as follows. A brief description of 
the regional model is presented in Sects. 2, 3 and 4 discuss 
experimental design and the analysis tools used to ana-
lyze the simulations. The results are presented in Sect. 5. 
Finally, Sect. 6 presents the summary and discussions.
2  Model description
The experiments have been performed with the fifth-
generation Canadian RCM (CRCM5; Hernández-Díaz 
et al. 2013; Martynov et al. 2013; Šeparović et al. 2013). 
CRCM5 is based, in large part, on the Global Environ-
mental Multiscale model [GEM; Côté et al. (1998a, b)] 
developed by Environment Canada for use in numerical 
weather prediction (NWP). The dynamical core uses a 
two-time-level quasi-implicit semi-Lagrangian marching 
scheme, and the horizontal discretization is based on an 
Arakawa staggered C-grid. The model has a fully elastic 
non-hydrostatic option (Yeh et al. 2002), in which case 
the vertical coordinate is the terrain-following hydro-
static pressure (Laprise 1992). In CRCM5, a sponge zone 
(Davies 1976) of ten grid points is applied around the 
perimeter of the regional domain where the inner solution 
is gradually blended with the outer solution imposed as 
LBC.
The model configuration uses Kain-Fritsch deep con-
vection parameterization (Kain and Fritsch 1990), Kuo-
transient shallow convection (Kuo 1965; Bélair et al. 2005), 
Sundqvist resolved-scale condensation (Sundqvist et al. 
1989), correlated-K terrestrial and solar radiation schemes 
(Li and Barker 2005), subgrid-scale orographic effects 
are parameterized following the McFarlane mountain 
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gravity-wave drag (McFarlane 1987) and the low-level oro-
graphic blocking scheme of (Zadra et al. 2003), and turbu-
lent kinetic energy closure planetary boundary layer and 
vertical diffusion (Benoit et al. 1989; Delage and Girard 
1992; Delage 1997). Unlike the NWP version of GEM, 
however, CRCM5 uses the most recent version of the Cana-
dian Land Surface Scheme (CLASS 3.5; Verseghy 2000, 
2008) that allows for a detailed representation of vegeta-
tion, land-surface types, organic soil and a flexible number 
of layers.
3  Experimental design
Regional climate model simulations resulting from sin-
gle- and double-nesting approaches are compared using the 
Big-Brother Experiment (BBE) protocol as devised origi-
nally by Denis et al. (2002b). This experiment is a perfect 
prognosis approach that isolates the nesting errors from 
other modelling errors, thus emphasizing the influence of 
nesting on the RCM solution.
In the BBE, a first simulation using the desired grid mesh 
is realized on a very large domain. This simulation, named 
the Big Brother (BB), serves two purposes: (1) it is used 
as reference to evaluate the test simulations nicknamed the 
Little-Brother (LB) simulations, and (2) it provides, after 
filtering manipulations described below, IC and LBC to LB 
simulations. In our case, we used as Big Brother a CRCM5 
simulation on a 0.15° mesh covering a 760 × 760 grid-
point domain centred on Montréal, Québec, Canada, with 
56 levels in the vertical. The Big-Brother simulations were 
driven by ERA-Interim reanalysis for four two-month peri-
ods starting November first of the years 1997, 1998, 1999 
and 2000 (see Fig. 1 for experimental design and Fig. 2 for 
domains location and size). These Big-Brother simulations 
will be noted BB.15.
In an attempt to mimic the case when a low-resolution 
GCM simulation provides IC and LBC for dynamical 
downscaling, the BB-simulated data is processes by a low-
pass filter that retains only the large scales; the resulting 
dataset is termed “filtered BB” (BB.15_Fr), with “r” the 
equivalent mesh size resolution. These BB.15_Fr fields 
are in some sense perfect as far as the large-scale fields 
are concerned, because they do not suffer from simula-
tion errors that would occur in coarse-mesh model simu-
lations. Diaconescu et al. (2007) mentioned that those are 
due to the inability to represent fine-scale topography and 
the eddy processes, the imperfection in capturing internal 
variability and difficulty in parameterizing subgrid-scale 
processes. BB.15_Fr fields are devoid, however, of small 
scales, as do coarse-mesh GCM simulations. The BB.15_
Fr dataset is used as IC and LBC for LB simulations that 
are performed using the same model formulation and 
resolution as the BB.15, but driven by BB.15_Fr data over 
smaller domains. These LB simulations are evaluated by 
comparing with the reference BB simulation. The differ-
ences between the LB and BB.15 can be unambiguously 
attributed to nesting errors because of such perfect-prog-
nosis protocol.
The low-pass filter is based on the discrete cosine trans-
form (Denis et al. 2002a), with a gradual response func-
tion that attempts to mimic the spectrum of an equivalent 
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Fig. 1  The experimental flowchart. Era-interim (ERAI) is used to 
drive the CRCM5 on a 0.15° mesh (RCM.15), the result is the Big-
Brother simulation (BB.15). This simulation is used as reference to 
validate the Little-Brother (LB) simulation and also processed by a 
low-pass filter creating BB.15_F1.8, which is used as driving data for 
the two approaches. For the single nesting, the BB.15_F1.8 dataset is 
used to drive the CRCM5 on a 0.15° mesh (CRCM5.15) on multiple 
domain size (Di) with the same configuration used to simulate BB.15. 
The resulting datasets [LB.15_1_Di: Little-Brother simulations for 
the i domain sizes of the single nesting (see Fig. 2)] are compared to 
BB.15. For the double nesting, the BB.15_F1.8 dataset is used to cre-
ate the surrogate intermediate simulation (Surrogate.45: see “Appen-
dix”) that provides the SB.45 dataset used to drive the CRCM5 on a 
0.15° mesh (CRCM5.15) on multiple domain size (Dj) with the same 
configuration used to simulate BB.15 [LB.15_2_Dj: Little-Brother 
simulations for the j domain sizes of the double nesting (see Fig. 2)] 
are compared to BB.15 and LB.15_1_Di
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limits for the BB.15_F1.8 are chosen to be 396 and 1386 
km, corresponding respectively to the Nyquist length scale 
2 x and to the smallest adequately resolved scales 7 x, 
as shown by Skamarock (2004) and Cholette et al. (2015); 
a cosine-squared function response is used between these 
two limits (as shown by the red line in Fig. 3).
Two dynamical downscaling approaches will be com-
pared using the BBE protocol: the single and double nest-
ing, as shown on Fig. 1.
3.1  Single‑nesting approach
The LB simulations using the single nesting follow the 
usual BBE protocol as in (Denis et al. 2002b). In our 
case, the LB simulations were performed for four 1.5-
month periods starting on November 15 (thus leaving 
out the initial 15 days as spin-up of the BB.15 simula-
tions), for the years 1997–2000, using the BBF dataset 
as IC and LBC at 6 h intervals. The LB simulations were 
performed over five different domain sizes: 460 × 460, 
260 × 260, 160 × 160, 110 × 110 and 60 × 60 grid 
points, respectively (Fig. 2). The climate statistics of the 
LB were compared to those of the BB for the 4 months 
of December (thus leaving out the initial 15 days as 
spin-up of the LB simulations) over a common area of 
44 × 44 grid points indicated by the dashed black square 
in Fig. 2.
Fig. 2  The simulation domains 
for the BB.15 (760 × 760 grid 
points), the LBs with domain 
size of 460 × 460, 260 × 260, 
160 × 160, 110 × 110 and 
60 × 60 grid points for the 
single nesting (Fig. 1: LB.15_1_
Di) and 260 × 260, 160 × 160, 
110 × 110 and 60 × 60 grid 
points for the double nesting 
(Fig. 1: LB.15_2_Dj). Climate 
statistics were computed in the 
black dashed square area of 





















Fig. 3  Filter response for the BB filter (red line) and the analysis fil-
ter (black line)
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3.2  Double‑nesting approach
While the single nesting follows the standard BBE pro-
cedure, the design of the double-nesting experiment 
deserves special attention. The challenge is to maintain 
the perfect-prognosis attribute of the BBE while designing 
a double-nesting strategy that normally involves the use of 
an intermediate-resolution simulation. After considering 
several alternatives, the following procedure was adopted. 
A surrogate to an intermediate-resolution simulation on a 
0.45° mesh has been generated using a 0.15°-mesh simu-
lation performed over a moderately large domain, and 
then using specific filters to replicate the spectral charac-
teristics and behaviour of a 0.45°-mesh simulation over an 
optimal domain size. The resulting simulation data will 
be referred to as Step Brother (SB.45). The “Appendix” 
details the procedure followed to determine the optimal 
conditions so that the SB.45 dataset represents a good 
proxy to an idealized 0.45°-mesh simulation while main-
taining the perfect-prognosis approach using 0.15°-mesh 
LB simulations.
The SB.45 dataset corresponds to the first stage of the 
double-nesting procedure in Fig. 1. In turn, this SB.45 
dataset serves to drive a 0.15°-mesh LB simulations for 
the second stage of double nesting. Several 0.15°-mesh 
LB simulations were performed on various domain sizes 
(260 × 260, 160 × 160, 110 × 110 and 60 × 60 grid 
points, respectively), using a nesting interval of 1 h.
4  Analysis tools
A proper evaluation of high-resolution nested RCM simu-
lations requires separating the large scales that are present 
in the driving LBC from the smaller scales that are only 
resolved by the finer mesh of the RCM. The black line 
in Fig. 3 shows the response of the analysis filter used 
to isolate the large-scale component: wavelengths longer 
than 400 km are retained entirely and those smaller than 
300 km are removed, with a gradual cosine-squared func-
tion transition in between. The small-scale component is 
obtained by subtracting the large-scale component from 
the original fields. In particular, large scales refer to those 
scales present in the driving data and small scales corre-
spond to those absent in the driving data. It is important 
to note that the analysis filter has been applied on a com-
mon area for all simulations, irrespective of the simula-
tion domains.
Temporal decomposition of each variables Ψ  is applied 
before analysis. Any variable (Ψ (x, t)) function of space 
x and time t will be split to analyze their time mean (also 
called stationary component) and time deviation (also 
called transient-eddy component), as follows
where • is the temporal mean and ’ the time deviation. The 
transient-eddy variance is obtained as
The LB and BB statistics will be compared in terms of the 
ratio of their transient-eddy standard deviation (SD)
the transient-eddy correlation
and the transient-eddy root mean square (RMS) difference
Likewise, statistics from spatial structure will be obtained 
as follows
where 〈〉 and ∗ refer, respectively, to the spatial average and 
the spatial deviation of the field; the spatial-eddy variance 
is defined as
The LB and BB statistics can be compared in terms of the 
ratio of spatial SD as
the spatial correlation as
and the RMS difference of spatial deviation as
The Taylor diagrams (Taylor 2001) are useful to summarise 
succinctly the spatial and temporal behaviours of the LBs 
compared to the BB.15_F1.8. On the presented diagrams, 
the RMS are normalized by the SD of the BB.
5  Results
In this section, selected variables are presented to give a 
representative picture of the general behaviour of the spa-
tial and temporal properties.
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5.1  Stationary component
The large-scale stationary component of the simulations 
has been investigated. Figure 4 shows the Taylor diagrams 
for the large-scale stationary component of both the single- 
and double-nesting LB simulations over various domain 
sizes. They were compared to the reference BB.15, for the 
mean sea level pressure (Fig. 4a) and the 850-hPa relative 
humidity (Fig. 4b) fields.
These two variables have their spatial structure domi-
nated by large-scale stationary component. Given that the 
large scales are driven by the LBC, all LB simulations 
showed a rather high skill level, except for the largest 
domain sizes that show weaker spatial correlations and 
larger amplitude errors, which confirmed earlier results 
about the influence of RCM domain sizes. The mean sea 
level pressure field is particularly well reproduced, as also 
noted by Leduc and Laprise (2009), except for the larg-
est domain with both approaches. A glance at 2-D large-
scale map (not shown) confirmed that, for all cases, there 
are quite similar, and small differences are not physically 
meaningful. There is overall little difference between the 
single- and double-nesting results, although we noted that 
over the smallest domains the best correlation with the 
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Fig. 4  Large-scale stationary component of the mean sea level pres-
sure (a) and 850-hPa relative humidity (b) fields. The dots correspond 
to the single-nesting results and the crosses to the double-nesting 
results. The colours correspond to the various domain sizes of the 
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Fig. 5  Spatial mean of the large-scale transient-eddy component of 300-hPa meridional wind (a) and 850-hPa relative humidity (b)
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The amplitude of the small-scale stationary component 
is negligible compared to that of the large scales, and hence 
results are not shown.
5.2  Transient‑eddy component
In this section, the transient-eddy component is examined. 
The transient-eddy component represents the day-to-day 
meteorological fluctuations. Figure 5 presents the spatial 
mean of the large-scale transient-eddy statistics for 300-hPa 
meridional wind component (Fig. 5a) and 850-hPa relative 
humidity (Fig. 5b). These results illustrate that large-scale 
transient-eddy amplitudes are well represented, indepen-
dently of domain size and the use of single or double nest-
ing. The time correlation, however, decreases with increas-
ing domain size, reflecting the weaker control exerted by 
LBC with larger domains, and this is somewhat more pro-
nounced with double nesting.
Figure 6 presents the small-scale transient-eddy com-
ponent of 700-hPa relative vorticity (Fig. 6a) and 850-
hPa relative humidity (Fig. 6b). These variables have 
been selected because the spectral slope of their variance 
spectra is much flatter, reflecting the fact that their spa-
tial structure contains substantial small-scale features. 
As mentioned by Leduc and Laprise (2009), small-scale 
features are fluctuations, absent from the LBC, causes by 
the interaction from large flow with local fine-scale forc-
ing (such as topography, the land-surface heterogenei-
ties and other subgrid-scale parameterized physical pro-
cesses). The most notable feature shown in Fig. 6 is that 
the time correlation is very weak, which is to be expected 
given that LBC do not contain small-scale informations. 
The remaining, non-vanishing time correlation is prob-
ably due a second-order effect of preconditioning of 
small-scale features by the time-fluctuating large-scale 
flow interacting with fine-scale surface forcing. For large 
domains the amplitude of small-scale transient-eddy 
converges to the correct value (a value of one in rela-
tive terms). For single-nesting simulations over smaller 
domains, however, the small-scale transient eddies are 
amplitude-deficient, reflecting the fact that the com-
plete spin-up of small scales did not have enough room 
to occur. This effect is not as clear in Fig. 6b mainly 
because at 850-hPa surface forcing effect is still notice-
able which promotes the development of small-scale fea-
tures. This has also been noted, in a more pronounced 
way, over the Canadian Rocky Mountains (Antic et al. 
2004). Double-nesting simulations, on the other hand, 
hardly suffer from such spin-up problem because of the 
smaller resolution jump afforded by the use of the first 
step in the cascade with the surrogate intermediate-res-
olution SB.45. Therefore, only the simulation performed 
on the smallest 60 × 60 grid-point domain shows some 
amplitude deficiency.
These results highlight important differences between 
the single- and double-nesting results. As the domain size 
is reduced, the results from single nesting showed a clear 
underestimation of the small-scale transient-eddy ampli-
tude, which was referred to by Leduc and Laprise (2009) 
as the spatial spin-up issue. This occurs when a domain is 
too small to allow the full development of the small scales 
for a given resolution jump between the driving LBC and 
the RCM grid mesh. Double nesting clearly leads to a 
reduction of the spatial spin-up issue due to the use of the 
intermediate-resolution simulation (SB.45). For this case, 
the double nesting allows to halve the domain size of the 
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Fig. 6  Small-scale transient-eddy component of 700-hPa relative vorticity (a) and 850-hPa relative humidity (b)
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5.3  Single nesting Versus double nesting
The previous results can succinctly be summarised by look-
ing at Fig. 7, which shows the 700-hPa relative humidity 
field statistics as a function of the horizontal domain dimen-
sion in abscissa. The choice of introducing another variable 
that has not been shown yet in this study was made to show 
that the general behaviour is common to many variables. 
Figure 7a shows the time correlation of large-scale transient 
eddies and Fig. 7b the relative small-scale transient-eddy 
SD. The black and blue lines correspond to the statistics of 
the single- and the double-nesting simulations, respectively. 
An increase of the large-scale transient-eddy time correla-
tion is noted as the domain size decreases, asymptoting to 
unity for single-nesting approach and to about 0.8 for dou-
ble-nesting approach. The somewhat less than unity asymp-
totic value for double nesting arises from the use of a sur-
rogate intermediate-resolution simulation, which introduced 
an upper bound to the skill of the ensuing LB in the second 
step with the double-nesting approach (see “Appendix”).
The small-scale transient-eddy SD (Fig. 7b) clearly 
shows the effect of spatial spin-up. The single nesting shows 
a marked decrease of the SD for a smaller lateral domain 
dimension of 260 grid points (≈ 4300 km). Whereas with 
double nesting the domain dimension can be reduced to 
as small as 110 grid points (≈1800 km) before a marked 
amplitude deficiency occurs. The sensitivity of the small 
scales is much reduced with the double-nesting approach, 
because the smaller resolution jump between each step in 
the cascade results in a reduced spatial spin-up requirement. 
The main conclusion from the single-nesting results is that 
with domains larger than about 2600 km the control exerted 
by the LBC is too weak and that domains smaller than about 
4300 km do not allow sufficient spin-up space.
As also noted in Fig. 7a, the double-nesting results, how-
ever, showed that the large scales suffer from some lack of 
time correlation, even for small domain sizes. This is due 
to some loss of correlation in the first step (i.e. SB.45, see 
“Appendix”) in the double-nesting approach. The issue of the 
less than unity time correlation of large scales with double 
nesting can be addressed through the application of large-scale 
spectral nudging (e.g. Von Storch et al. 2000) in generating the 
LB. Figure 8 shows results that are equivalent to those pre-
viously shown in Fig. 7, but obtained with spectral nudging 
activated in generating the surrogate intermediate-resolution 
simulation needed in the double-nesting approach. Figure 8a 
shows that double-nesting results with spectral nudging 











Fig. 7  Transient-eddy statistics for the single nesting (solid black 
line) and the double nesting (solid blue line). The first figure a rep-
resents the large-scale transient-eddy correlation and the second fig-
ure b the small-scale transient-eddy SD for the relative humidity at 
700 hPa by the lateral domain dimension (km). The magenta dashed 
line represents the large-scale transient-eddy correlation of the SB.45 
simulation
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shows little sensitivity of large-scale transient-eddy time 
correlation with domain size, and the asymptotic value for 
double-nesting strategy approaches unity for small domains. 
Small-scale transient-eddy statistics (Fig. 8b) show hardly any 
sensitivity to the application of spectral nudging, for both sin-
gle- and double-nesting approaches, which makes sense given 
that spectral nudging by definition only affects the large scales.
6  Summary and discussions
The resolution jump between a nested RCM and its driving 
data is an important parameter in dynamical downscaling 
applications. For large jumps, spatial spin-up must be taken in 
consideration when choosing an RCM domain size to allow 
an adequate development of small scales within the limited-
area domain. Multiple dynamical downscaling might offer 
beneficial perspectives to achieve high-resolution regional 
climate simulations, although its use may have an impact 
on the simulations quality. The objective of this work was to 
investigate the impact of multiple dynamical downscaling by 
comparing single- and double-nesting approaches for climate 
simulations within the Big-Brother Experimental protocol.
A Big-Brother simulation was performed with CRCM5 on 
a 0.15° mesh over a very large domain for four periods of two 
winter months. This BB.15 simulation was then filtered to an 
equivalent 1.8°-mesh typical of operational global climate 
models. The resulting dataset (noted BB.15_F1.8) was used 
to drive a series of 0.15°-mesh Little Brother (LB) simula-
tions in the single-nesting case. In the double-nesting case, an 
additional simulation (nicknamed Step Brother, SB.45) was 
introduced as a surrogate to an intermediate-resolution (0.45° 
mesh) model to drive the LB (as described in “Appendix”).
The study of the time-averaged (stationary) component, 
which is dominated by large scales, has not shown much 
difference between the two approaches. In both cases, the 
use of excessively large domains (greater than 260 × 260 
grid points in our application) resulted in a lack of control 
exerted by the LBC.
Transient-eddy component shows more sensitivity to var-
ying domain size. The double-nesting approach exhibits a 
small but systematic reduction in time correlation compared 
to the single-nesting approach. The culprit is the interme-
diary simulation that introduces a weakening of control by 
the LBC. From a climate-simulation point of view, tempo-










Fig. 8  Same as Fig. 7 but with large-scale spectral nudging acti-
vated in generating the LBs. The SN was applied to horizontal wind 
components with horizontal length scales larger than 1000 km, with 
a recall strength set to zero below the 850-hPa level, then increasing 
linearly to its maximum value at 500 hPa, and remaining constant to 
the model top level. The spectral nudging maximum strength is 1.3% 
applied at each time step
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however, a specific application required improved temporal 
correlation, such as for case studies, then large-scale spec-
tral nudging could be used advantageously.
The largest sensitivity to domain size was noted in the 
small-scale transient eddies. With single nesting, small 
domain sizes (smaller than 260 × 260 grid points in our 
application) resulted in amplitude-deficient small-scale 
transient eddies due to insufficient spatial spin-up. This 
effect is greatly reduced with double nesting, and adequate 
amplitudes are recovered with much smaller domains (as 
small as 110 × 110 grid points in our application). These 
results were traced back to the use of the intermediate-res-
olution simulation in the double nesting approach, which 
reduces the effective resolution jump, drastically decreases 
the effect of spatial spin-up, and allows a reduction of the 
optimal domain size of the high-resolution simulation, 
resulting in important computational savings.
In summary, the results obtained within the BBE pro-
tocol indicated that a minimum lateral domain dimension 
of about 4300 km was required when driving a 0.15°-mesh 
RCM with 1.8°-mesh LBC to ensure an adequate develop-
ment of the small-scale features with single nesting, while 
with double nesting, this minimum lateral domain size is 
reduced to about 1800 km. This reduction of the minimum 
required domain size leads to reduce the computational cost 
(including the small computational cost of the intermedi-
ate-resolution simulation) by nearly a factor of 5. This rep-
resents an important gain in term of computing resources 
required to perform high-resolution climate simulations.
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Appendix
The double-nesting approach requires the introduction of 
an intermediate-resolution simulation between the 1.8° 
coarse-mesh driving LBC and the final 0.15° fine-mesh 
RCM simulations (Fig. 1: double nesting). This additional 
simulation (named Step Brother, SB.45) needs to be care-
fully designed to satisfy two criteria: (1) to generate a data-
set with characteristics similar to those of a 0.45°-mesh 
simulation, but (2) to use the same 0.15°-mesh RCM to 
maintain the perfect-prognosis nature of the BBE protocol. 
To satisfy these requirements, a surrogate to an intermedi-
ate-resolution (0.45° mesh) simulation was generated using 
a 0.15°-mesh RCM simulation performed and massaged 
under specific conditions as shown in Fig. 9 and described 
below into three steps. The first step (step A) aims at find-
ing the optimal domain size for the intermediate-resolution 
and highlighting its statistics needed for the next step. The 
second step (step B) is important for finding the optimal 
spectral nudging configuration for a 0.15°-mesh simula-
tion that will fit better the statistics of the optimal domain 
size found in step A. Finally, step C has been designed to 
find the appropriate filter that fits the variance spectrum of 
a 0.45°-mesh simulation.
Step A: the optimum domain for the 
intermediate‑resolution simulation
We address these requirements by performing another set 
of BBE with a 0.45°-mesh RCM with single nesting. In this 
case, the BB.45 simulation covers a large, 260 × 260 grid-
point domain (not shown) centred on Montréal, Québec, 
Canada, with a 0.45° mesh. As before the BB.45 simula-
tions were driven by Era-Interim reanalysis for four two-
month periods starting on November first of the years 
1997, 1998, 1999 and 2000. The same low-pass filter as 
described in Sect. 3 is applied on BB.45 (reproduced for 
convenience as the red line in Fig. 10) to serve as IC and 
LBC for subsequent LB simulations (LB.45). The LB.45 
simulations were performed for four 1.5-month periods 
starting on November 15th for years 1997, 1998, 1999 and 
2000, using BB.45_F1.8 at 6 h intervals. Five simulations 
were performed over different domain sizes of 180 × 180, 
120 × 120, 90 × 90, 70 × 70 and 50 × 50 grid points, 
respectively (domains not shown). The climate statistics 
were computed on a common area of 38 × 38 grid points 
centred over Montréal, Québec, Canada, for the 4 months 
of December. For analysis the large and small scales are 
separated using a low-pass filter shown by the black line in 
Fig. 10.
Only a small sample of the results obtained from this 
BBE will be discussed to identify the optimum domain size. 
Figure 11a shows the Taylor diagram of the time-averaged, 
stationary component of the relative humidity field at 850 
hPa. The smaller domain simulations (90 × 90, 70 × 70 
and 50 × 50 grid points) exhibit excellent spatial correla-
tion and amplitude, while the larger domains (180 × 180 
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and 120 × 120 grid points) exhibit weaker spatial corre-
lations, indicating a weaker control exerted by the LBC. 
Figure 11b shows the Taylor diagram of the small-scale 
transient-eddy component of the relative humidity field at 
700 hPa. It shows a gradual decrease of time correlation 
as the domain size increases, indicative of the lesser con-
trol exerted by the LBC, but a small deficit of amplitude as 
the domain is reduced, reflecting the aforementioned spa-
tial spin-up issue. Overall, the 90 × 90 grid-point domain 
appears to offer the best compromise, being large enough 
to allow the full development of the small scales permitted 
by the grid mesh, but not too large so as to maintain suit-
able control by the LBC driving data. For these reasons this 
domain size has been chosen as the optimal domain size.
This 0.45°-mesh simulation however cannot be used 
as the first step of the double nesting because it would 
contravene the perfect-prognosis nature of the BBE 
approach. To avoid this pitfall, a 0.15°-mesh RCM must be 
used that emulates the characteristics of a 0.45°-mesh simu-
lation. This 0.45°-mesh simulation over the optimal domain 
will be used as reference to: (1) find the optimal spectral 
nudging configuration that one must apply on a 0.15°-mesh 
RCM simulation to correctly reproduce the large-scale of 
a 0.45°-mesh simulation (as detailed in step B), and to (2) 
find the optimal filter that one must apply on a 0.15°-mesh 
RCM simulation to correctly reproduce the small scales of 
a 0.45°-mesh simulation (as detailed in step C).
Step B: the optimum large‑scale spectral nudging
The BB.45_F1.8 dataset was used to drive a 460 × 460 






























Step B Step C
Fig. 9  Flowchart of the protocol for the surrogate simulation. For the 
step A, Era-Interim (ERAI) is used to drive the CRCM5 at 0.45° mesh 
(CRCM5.45), the result is the Big-Brother simulation (BB.45). This 
simulation is used as reference to validate the Little-Brother (LB.45) 
simulation and also processed by a low-pass filter creating BB.45_
F1.8 that is used as driving data for the CRCM5 (CRCM5.45; various 
domains) on various domain sizes with the same configuration used 
to simulate BB.45. The resulting datasets (LB.45) are compared to 
BB.45 to highlight the optimal domain size. For the step B, BB.45_
F1.8 is used to drive the CRCM5 (CRCM5.45; with SN) on a unique 
domain size with different spectral nudging configurations. The 
large scales of the resulting datasets (LB.15_SN) are compared with 
optimal domain size simulation from the previous step. For the step 
C, Era-Interim (ERAI) is used to drive the CRCM5 at 0.15°-mesh 
(CRCM5.15), the result is the Big-Brother simulation (BB.15: same 
as in Sect. 3). This simulation is processed by a low-pass filter creat-
ing BB.15_F1.8 (same as in Sect. 3) which is used as driving data for 
the CRCM5 at 0.15°-mesh with the optimal spectral nudging configu-
ration highlights in step B (CRCM5.15; with optimal SN). The result-
ing dataset (SB.15) has been processed by several spectral filters and 
results compared to the variance spectrum of LB.45 in order to find 
the optimal spectral filter. The results dataset is the surrogate simula-
tion (SB.45) as presented in Fig. 1
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on a 0.15° mesh with spectral nudging (SN) activated 
(Fig. 9: CRCM5.15 with SN). A large domain was used to 
ensure the full development of the small scales and spectral 
nudging was applied to control the large scales. The nudg-
ing parameters were tuned to reproduce the large-scale sta-
tistics of the LB.45. After several tests it has been found 
that nudging the horizontal wind for wavelengths larger 
than 1000 km, with strength set to zero below the 600-hPa 
level and increasing linearly with height until the top model 
level, with a maximum strength of 1.4% applied at each 
time step. This configuration is used as optimal spectral 
nudging configuration in step C.
Step C: Optimal filter to reproduce the variance 
spectrum of a 0.45°‑mesh simulation
Another simulation of the 0.15°-mesh simulation over a 
460 × 460 grid-point domain (Fig. 9: CRCM5.15 with 
optimal SN), driven by the original BB.15_F1.8 data at 
6 h intervals (same as Sect.  3) was performed with the 
optimal SN parameters found in step B. The correspond-
ing dataset (Fig. 9: SB.15) has then a large-scale behav-
iour of LB.45 over the optimal domain, but an incorrect 
small-scale behaviour. To adjust that, a specific low-pass 
filter was then designed in such a way that the variance 
spectrum of this 0.15°-mesh simulation best approximates 
the reference 0.45°-mesh simulation. Figure 12 shows the 
energy spectrum for the 700-200 hPa atmospheric layer 
of the reference 0.45°-mesh simulation driven by BB.45_
F1.8 (LB.45; red line), 0.15°-mesh simulation with opti-
mal SN parameters driven by BB.15_F1.8 (SB.15; black 
line), and the resulting optimally filtered version of the 
latter (SB.45; blue line). To correctly simulate a 0.15°-
mesh simulation that has properties of a 0.45°-mesh sim-
ulation, a filter should have been used that cuts the tail 
of SB.45 represented by the dashed blue line in Fig. 12. 
But for the experiment shown, this was not done; a paral-
lel experiment has shown that it has almost no influence 
on the results presented in this study. This dataset will 
be used as driving data for the second step of the double-
nesting simulations.
In summary, the SB.45 dataset represents in some sense 
perfect LBC as required by the BBE protocol, in the sense 
that it is produced by the same model at the same resolu-





















Filter response for 700 mb (1997−2000)
Fig. 10  Filter response for the BB filter (red line) and the analysis 
filter (black line)
Fig. 11  Relative humidity statistics from the Big-Brother experiment realized at 0.45° mesh for the stationary component of the original fields 
at 850 hPa (a) and the transient-eddy component of the small-scale field at 700 hPa (b)
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it has a similar skill as discussed in step B above and simi-
lar variance spectrum as discussed in step C above.
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