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On the quantifier complexity of n+1(T)–
induction
Abstract. In this paper we continue the study of the theories In+1(T), initiated in [7]. We 
focus on the quantifier complexity of these fragments and theirs (non)finite axiomatization. 
A characterization is obtained for the class of theories such that In+1(T) is n+2–axioma-
tizable. In particular, In+1(In+1) gives an axiomatization of Thn 2 (In+1) and is not 
finitely axiomatizable. This fact relates the fragment In+1(In+1) 
+
to induction rule for n
+1–formulas. Our arguments, involving a construction due to R. Kaye (see [9]), provide 
proofs of Parsons’ conservativeness theorem (see [16]) and (a weak version) of a result of 
L.D. Beklemishev on unnested applications of induction rules for n+2 and n+1 formulas (see [2]).
1. Introduction
In [7] we introduced classes n+1(T), n+1–formulas that are equivalent in T to
a n+1–formula. Here we continue the study of the theories In+1(T) and the
relationship between Thn+2(T) and In+1(T). Through this paper we will use
extensively results in [7] (see also [13]). For notation and preliminaries see that
paper and [8], [10] for general references.
This paper is devoted to the study of two main topics on the theories In+1(T):
its axiomatization properties (quantifier complexity and (non)finite axiomatization)
and the relationship of these theories with induction rules. The initial motivation
for the work we present here was to prove the following result.
Theorem 1.1. (see 2.4, 5.5) Thn+2(In+1) ⇐⇒ In+1(In+1). So, the theory
In+1(In+1) is n+2–axiomatizable.
In [7], this result is used to separate the fragments of Arithmetic introduced
there: In+1(In+1) and B∗n+1(In+1).
A basic result on n+1–induction rule is the following conservativeness theo-
rem of C. Parsons (see [16] and 6.5): In+1 is a n+2–conservative extension of
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I0 +n+1–IR (the closure of I0 under the n+1–induction rule). From this fact
and theorem 1.1, it follows that
Theorem 1.2. (Beklemishev) I0 + n+1–IR ⇐⇒ In+1(In+1).
Even more, L.D. Beklemishev has observed (personal communication) that:
modulo Parsons’ theorem, 1.1 and 1.2 are equivalent; and, from the techniques
used in the proof of theorem 1.1 (a generalized construction of Ackermann’s func-
tion: the sequence of formulas Fn,k(x) = y, k ∈ ω, in section 4) an alternative
proof of Parsons’ conservativeness theorem can be obtained.
These facts show the close relation between the topics we deal with here: induc-
tion rules and axiomatizations of In+1(T). Now we give another natural connec-
tion between the above topics. Theorem 1.1 aims at the following general question
on axiomatizations of In+1(T):
(P1) For a theory T, determine
(a) the quantifier complexity of In+1(T), and
(b) when Thn+2(T) ⇐⇒ In+1(T).
Informally, (P1) asks for an equivalence between recursion and induction: Are
there natural classes of recursive functions that can be described in terms of induc-
tion principles? A classical problem is the characterization of R(T), the class of
provably total recursive functions of T. For theories axiomatizated by induction
schemes the problem is: What functions can be proved to be total using only cer-
tain form of (restricted) induction?
Question (P1) is related to a kind of reverse problem. Let C be a class of prov-
ably recursive functions of In+1 and TotalC a class of 2 sentences asserting that
each function in C is total.
(P2) Is there a theory T such that In + TotalC ⇐⇒ In+1(T)?
Remark 1.3. Last question suggests that those theories such that In+1(T) and
Thn+2(T) are equivalent can be characterized in a functional way . In particular,
for these theories In+1(T) is n+2–axiomatizable. In order to describe this func-
tional approach, let us recall some notations and definitions from [7]. We denote
by L the language of Arithmetic and by N the standard model. If  is a class of
formulas we write ψ(x1, . . . , xn) ∈ − if ψ(x) ∈  and x1, . . . , xn are all the
variables that occur free in ψ . Let  be a class of formulas of L with only two free
variables, x and y say. For a formula ϕ(x, y), the conjunction of
(–) ∀x ∀y1 ∀y2 [ϕ(x, y1) ∧ ϕ(x, y2) → y1 = y2] and
(–) ∀x1 ∀x2 ∀y1 ∀y2 [x1 ≤ x2 ∧ ϕ(x1, y1) ∧ ϕ(x2, y2) → y1 ≤ y2],
will be denoted by IPF(ϕ). Let IPF() = {IPF(ϕ(x, y)) : ϕ(x, y) ∈ } and
∗ = {∀x ∃!y ϕ(x, y) : ϕ ∈ } + IPF().
Let  ⊆ n. We say that  is a n–functional class if In + ∗ is consistent.
A theory T is n–functional if there exists a n–functional class, , such that
Thn+2(T) = Thn+2(In + ∗).
We say that ϕ(u, x, y) ∈ −n+1 is a n–envelope of T in T0 if
1. T  ∗ϕ , (where ϕ = {ϕ(k, x, y) : k ∈ ω}).
2. For all k ∈ ω, T0  ϕ(k + 1, x, y) → ∃z < y ϕ(k, x, z).
3. For each ψ(x, y) ∈ −n such that T  ∀x ∃y ψ(x, y), there exists k ∈ ω such
that T0  ϕ(k, x, y) → ∃z < y ψ(x, z).
Definition 1.4. 1. A n–functional class  is inductive if for all ψ ∈ 
(a) In+1(In + ∗)  IPF(ψ).
(b) In+1(In + ∗)  ∃y ψ(0, y) ∧ ∀x [∃y ψ(x, y) → ∃y ψ(x + 1, y)].
2. A theory T is inductive n–functional if there is an inductive n–functional
class  such that Thn+2(T) ⇐⇒ In + ∗. (In this case we say that  is an
inductive n–functional class for T).
3. Let ϕ(u, x, y) ∈ −n be a n–envelope. We say that ϕ(u, x, y) is an inductive
n–envelope if ϕ = {ϕ(k, x, y) : k ∈ ω} is an inductive n–functional class.
Remark 1.5. Part (b) of the definition of inductive n–functional class contains the
premises of the induction rule for the formula ∃y ψ(x, y). This shows again the
relationship between the two topics we are interested in here. By the next proposi-
tion, inductive n–functional classes characterize the n–functional theories such
that In+1(T) is equivalent to Thn+2(T).
Proposition 1.6. Let T be a n–functional theory. The following properties are
equivalent:
1. Every n–functional class for T is inductive.
2. T is an inductive n–functional theory.
3. In+1(T) ⇐⇒ Thn+2(T).
Proof. It is trivial that (1) ⇒ (2).
((2) ⇒ (3)): Let  be an inductive n–functional class for T. Then
1.6.1. In + ∗ ⇐⇒ In+1(In + ∗).
Proof. (⇒): This follows from [7]–3.4.
(⇐): By part (1.a) of 1.4, it is enough to prove that for each ϕ(x, y) ∈ ,
In+1(In + ∗)  ∀x ∃y ϕ(x, y). Since In + ∗  ∀x ∃y ϕ(x, y), then
∃y ϕ(x, y) ∈ n+1(In + ∗). So, In+1(In + ∗)  I∃y ϕ(x,y). Hence, by
part (1.b) of 1.4 we get the result. unionsq
By 1.6.1, we obtain (3) as follows
Thn+2(T) ⇐⇒ In + ∗ ⇐⇒ In+1(In + ∗) ⇐⇒ In+1(T).
((3) ⇒ (1)): Let  be a n–functional class for T. For every ϕ(x, y) ∈ ,
IPF(ϕ), ∃y ϕ(0, y) and ∀x [∃y ϕ(x, y) → ∃y ϕ(x + 1, y)] are n+2–formulas that
are provable in T. So, by (3), they are also provable in In+1(T); hence, also in
In+1(In + ∗). unionsq
Remark 1.7. Now, in connection with question (P2), we present some inductive
0–functional classes and the recursive functions they describe.
Elementary recursive functions. Let us first recall some basic facts on the expo-
nential function. Let exp be the sentence ∀x ∃y (2x = y), where 2x = y denotes a
0 formula which defines the exponential function in the standard model and such
that (see [8]):
(1) I0  2x1 = y1 ∧ 2x2 = y2 ∧ x1 ≤ x2 → y1 ≤ y2.
(2) I0  20 = 1.
(3) I0  2x = y ↔ ∃z [2x+1 = z ∧ 2 · y = z].
From (1)–(3) and 1.6.1 we have that
1.7.1. (i) {2x = y} is an inductive 0–functional class.
(ii) I0 + exp ⇐⇒ I1(I0 + exp).
By 1.7.1–(ii), if I0 is extended with axioms asserting that every elementary
recursive function is total then we obtain induction for every 1(I0 + exp)–for-
mula. It also holds that each elementary recursive set is definable by such a formula.
Let us also observe that I1(I0 + exp) is finitely axiomatizable.
Primitive recursive functions. In 4.3 we shall define a sequence of functions:
F0(x) = (x + 1)2, Fk+1(x) = F x+2k (x + 1). Let F : ω2 −→ ω be the function
defined by: F(k,m) = Fk(m) (F is essentially Ackermann’s function). In section
5 (see also [1] or [18]) it will be proved that there exists ϕ(u, x, y) ∈ 0 such that
1.7.2. (i) ϕ(u, x, y) is an inductive (strong) 0–envelope of I1 in I0.
(ii) For each k ∈ ω, and for all m, r ∈ ω, Fk(m) = r ⇐⇒ N |= ϕ(k,m, r).
Let Ack = {ϕ(k, x, y) : k ∈ ω}. It holds that:
1.7.3. (i) Th2(I1) ⇐⇒ I0 + ∗Ack ⇐⇒ I1(I1).
(ii) I1(I1) is 2–axiomatizable.
(iii) I1 and I1(I1) have the same class of recursive functions.
Proof. (i) follows from 1.6 and 1.7.2. (ii) and (iii) follow from (i). unionsq
By 1.7.3–(i), if we add to I0 axioms expressing that each primitive recursive
function is total, then we obtain induction for every 1(I1)–formula. Moreover,
each primitive recursive set is definable by such a formula. But, I1(I1) is not
finitely axiomatizable (see 5.4).
Grzegorczyk’s hierarchy, Ek , k ≥ 3. For each level of Grzegorczyk’s hier-
archy, Ek , k ≥ 3, (see [17]) we have a similar result using the theory I0 +
∀x ∃y [F0,k−2(x) = y] (see 4.6). So, if I0 is extended with axioms asserting
that each function in Ek is total, then we obtain induction for every 1(I0 +
∀x ∃y [F0,k−2(x) = y])–formula.
As it is well known, R(I0) = M2 (see [19]). Let us consider the classes M2,
Ek , k ≥ 3 and PR (primitive recursive functions). As we have seen, these classes
satisfy problem (P2). In section 2, we shall see that (P2) holds for any class C of
nondecreasing provably recursive functions of In+1.
We conclude this section presenting the main results that will be obtained
through this paper. Next theorem sums up the results on axiomatizations properties
of In+1(T).
Theorem 1.8. (see 2.4, 5.4)
1. Let T be a theory.
(a) (n ≥ 1) In+1(T) is not n+2–axiomatizable.
(b) If In+1 ×⇒ Thn+2(T), then In+1(T) is n+3 axiomatizable but it is not
n+3 axiomatizable.
(c) Assume thatT hasn+1–induction. If In+1 ⇒Thn+2(T), then In+1(T)
is n+2 axiomatizable. Even more,
Thn+2(T) ⇐⇒ In+1(T).
2. If T is a consistent extension of In+1, then Thn+2(T) and In+1(T) are not
finitely axiomatizable.
Part (1) of the above theorem is proved in section 2 through a result on (non-
existence of) n+3–axiomatizable extensions of In+1.
As it was noted in 1.5, inductive n–functional classes relates quantifier com-
plexity and induction rules. In sections 3 and 4 we develop the basic tools (following
a construction due to R. Kaye (see [9])) to obtain explicitly inductive n–functional
classes. Given a formula ϕ(x, y) ∈ n, defining a total function, by iteration and
diagonalization, we define uniformily a family of functions Aϕ,u(x) = y. When
the function defined by ϕ(x, y) has a good rate of growth, the above family of
functions is a n–envelope of Iϕ,nn+1 in I
ϕ,n
n (where Iϕ,nm is a finite extension of
Im asserting that ϕ(x, y) has good properties of growth). If In extends Iϕ,nn ,
then Aϕ,u(x) = y is an inductive n–envelope.
The theories Iϕn give every finite n–functional extension of In.As an appli-
cation of these techniques we get part (2) of 1.8 and a general version of Parsons’
conservativeness theorem. Next theorem sums up the main properties connected
with Parsons’ theorem.
Theorem 1.9. (see 6.3, 6.4, 6.5)
1. For all k ∈ ω,
[Iϕn ,n+2–IR]k ⇐⇒ [Iϕn ,n+1–IR]k ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k(x) = y)
2. Iϕn + n+1–IR ⇐⇒ Iϕn + ACK∗ϕ .
3. Iϕn+1 is a n+2–conservative extension of Iϕn + n+1–IR.
4. (Parsons) In+1 is a n+2–conservative extension of I0 + n+1–IR.
We conclude by giving a proof, for n–functional theories, of a result of Bek-
lemishev on unnested applications of n+1 and n+2–induction rules (see [2],
corollary 9.1).
Theorem 1.10. (see 6.7) Let T be n+2–axiomatizable extension of In. If T is
n–functional, then [T, n+1–IR] ⇐⇒ [T,n+2–IR].
2. Quantifier complexity of n+1(T)–induction
The aim of this section is to prove theorem 1.8–(1) (see also [6]). To this end we
first study n+3 extensions of In+1. Next lemma is a generalization of a result of
D. Leivant (see [14]), and it is used in [7] to prove 3.7.4.
Lemma 2.1. Let T be a consistent and n+3 axiomatizable theory. Then T ×⇒
In+1.
Proof. Assume towards a contradiction that T ⇒ In+1. Since In+1 is finitely
axiomatizable, there exists a sentence ϕ ∈ n+3 such that T  ϕ and ϕ ⇒ In+1.
Let θ(x) ∈ −n+2 such that ϕ ≡ ∃x θ(x). Let A |= T nonstandard. Since T  ϕ,
there exists a ∈ A such that A |= θ(a). Let b ∈ A nonstandard and c = 〈a, b〉. We
have that
2.1.1. Kn+1(A, c) |= ϕ.
Proof. Since θ(x) ∈ n+2, a ∈ Kn+1(A, c), Kn+1(A, c) ≺n+1 A and A |= θ(a),
then Kn+1(A, c) |= θ(a); hence, Kn+1(A, c) |= ϕ. unionsq
As ϕ extends In+1, by 2.1.1, Kn+1(A, c) |= In+1. Since Kn+1(A, c) is
nonstandard, this gives the desired contradiction. unionsq
Theorem 2.2. If A |= Thn+2(T) and A |= In+1(T), then A |= In+1.
Proof. Let us see that A |= In+1. Let ϕ(x, v) ∈ n+1 and a ∈ A such that
(1) A |= ϕ(0, a), and A |= ϕ(x, a) → ϕ(x + 1, a).
Let us see that A |= ∀x ϕ(x, a). Since A |= Thn+2(T), there exists θ(w) ∈
−n+1 such that T  ¬∃w θ(w), and A |= ∃w θ(w); so, there exists b ∈ A such
that A |= θ(b).
Let δ(x, v,w) ∈ n+1 be the following formula θ(w) ∧ ϕ(x, v). By (1), A |=
δ(0, a, b), and A |= δ(x, a, b) → δ(x + 1, a, b). Since T  ¬δ(x, v,w), then
δ(x, v,w) ∈ ∗n+1(T). As A |= I∗n+1(T), it follows that A |= ∀x δ(x, a, b);
hence, A |= ∀x ϕ(x, a). unionsq
Theorem 2.3. Let T be a theory with n+1–induction. The following conditions
are equivalent.
1. Thn+2(T) ⇐⇒ In+1(T).
2. In+1(T) is n+2 axiomatizable.
3. In+1(T) is n+3 axiomatizable.
4. In+1 ⇒ Thn+2(T).
Proof. ((1) ⇒ (2) ⇒ (3)): Trivial.
((3) ⇒ (1)): Assume towards a contradiction that (1) does not hold. Since T has
n+1–induction, then In+1(T) ×⇒ Thn+2(T). Hence, there exists θ ∈ n+2
such that T  θ , and In+1(T)  θ . Then, by 2.2, we get that In+1(T)+¬θ ⇒
In+1. So, In+1(T) + ¬θ is a consistent extension of In+1 and, by (3), n+3
axiomatizable. Which contradicts 2.1.
((1) ⇒ (4)): Since In+1 ⇒ In+1(T), the result follows from (1).
((4) ⇒ (1)): As T has n+1–induction, Thn+2(T) ⇒ In+1(T). For the con-
verse, assume towards a contradiction that In+1(T) ×⇒ Thn+2(T). Then there
existsA such thatA |= In+1(T), andA |= Thn+2(T). Then, by 2.2,A |= In+1.
So, by (4), A |= Thn+2(T), contradiction. unionsq
Theorem 2.4. Let T be a theory.
1. (n ≥ 1) In+1(T) is not n+2–axiomatizable.
2. If In+1 ×⇒ Thn+2(T), then In+1(T) is n+3 axiomatizable but it is not
n+3 axiomatizable.
3. Assume that T has n+1–induction. If In+1 ⇒ Thn+2(T), then In+1(T)
is n+2 axiomatizable; even more,
In+1(T) ⇐⇒ Thn+2(T)
Proof. ((1)): Since In+1(T) ⇒ In, the result follows from 2.1.
((2)): It is obvious that In+1(T) is n+3–axiomatizable. Moreover, by the hypoth-
esis, In+1(T) ×⇒ Thn+2(T). Then, as in the proof of (3)⇒(1) in 2.3, (which
now does not need the asumption that T has n+1–induction) we get that In+1(T)
is not a n+3 axiomatizable theory.
((3)): It is a consequence of 2.3. unionsq
Remark 2.5. (On 2–axiomatization). From 2.4–(1), In+1(T), n ≥ 1, is not
n+2–axiomatizable. For n = 0, there exist theories (for instance, I0) such that
I1(T) is 2–axiomatizable (indeed 1–axiomatizable). Next result gives theories
such that I1(T) is not 2–axiomatizable.
2.5.1. Let T be a 2–axiomatizable extension of I0 and ϕ(x, y) ∈ 0 such that
T  ∀x ∃y ϕ(x, y). Then there exists a term t (x) such that
T  ∃u ∀x [u < x → ∃y ≤ t (x) ϕ(x, y)]
Proof. Since 2 is closed under conjunction, if T  ∀x ∃y ϕ(x, y) then there exists
ψ ∈ 2 such that T  ψ and I0 + ψ  ∀x ∃y ϕ(x, y). Let δ(x) ∈ 1 such
that ψ is ∃x δ(x). By way of contradiction assume that for each term t (x) of L,
T  ∃u ∀x [u < x → ∃y ≤ t (x) ϕ(x, y)]. Let c and d be new constants symbols
and T′ the theory
T + δ(c) + c < d + {¬∃y ≤ t (d) ϕ(d, y) : t (x) term of L}
By compactness, T′ is consistent. Let A be a model of T′; a and b, respectively,
the interpretations of c and d in A and B the initial segment defined in A by
{t (b) : t (x) term of L}. Then B ≺0 A. So, as a < b, B |= I0 + ψ , which
contradicts B |= ∀x ∃y ϕ(x, y). unionsq
This result generalizes a similar property on I−1 obtained in [5]. The proof we
have presented here can be used to obtain the following result for n+2–axioma-
tizable theories (n ≥ 1).
2.5.2. (n ≥ 1) Let ϕ(u, x, y) be a strong n–envelope of In in In. Let T
be a n+2–axiomatizable theory and ψ(x, y) ∈ n+1 such that Bn+1 + T 
∀x ∃y ψ(x, y) then there exists a term t (x) of L(ϕ) such that
(T + In)ϕ  ∃u ∀x [u < x → ∃y ≤ t (x) ψ(x, y)]
By 2.5.1, if T is a 2–axiomatizable sound theory, then every function in R(T)
is bounded by a polynomial. From this we get that
2.5.3. Let T be an extension of I0 such that N |= T. If there exists f ∈ R(T)
not bounded by a polynomial then T is not 2–axiomatizable.
2.5.4. If T  exp then I1(T) is not 2–axiomatizable.
Proof. Let 2x = y be a 0 formula as in 1.7. Since T  ∀x ∃y (2x = y), then
∃y (2x = y) is a 1(T)–formula. Hence, I1(T)  ∀x ∃y (2x = y); so, as I1(T)
is a sound theory, the result follows from 2.5.3. unionsq
Remark 2.6. Let us see how we can answer (P2) using the above results. Let C be
a class of nondecreasing provably recursive functions of In+1. Assume that for
each f ∈ C there exists a formula ϕf (x, y) ∈ 0 defining f in N and such that
In+1  ∀x ∃!y ϕf (x, y).
Let  = {ϕf (x, y) : f ∈ C}. Then, by 2.4–(3),
In+1(In + ∗) ⇐⇒ In + ∗
3. Ackermann’s functions
In this section we give a generalization of Ackermann’s function. Similar construc-
tions have been considered by P. D’Aquino (see [1]), R. Kaye (see [9]) and R.
Sommer (see [18]). The aim of the definition we develop here is to describe induc-
tive n–functional subtheories of In+1. To this end, the construction proceeds
using iteration and diagonalization as in Grzegorczyk’s Hierarchy.
Remark 3.1. (Set Theory in I0) Here we shall see how set theory can be described
in I0. We shall informally give a 0 formula, denoted by x ∈ u, such that in
each model of I0 some of its elements can be considered as finite sets. See [15]
for details. Let us consider the following 0–formulas (where y|x is the formula
∃z ≤ x (y · z = x)),
irred(x) ≡ 2 ≤ x ∧ ∀y ≤ x (y|x → y = 1 ∨ y = x),
pot2(x) ≡ 1 ≤ x ∧ ∀u ≤ x (irred(u) ∧ u|x → u = 2),
pot4(x) ≡ pot2(x) ∧ ∃y ≤ x (pot2(y) ∧ y · y = x).
And Lp2(x) = y and Lp4(x) = y, respectively, are the formulas
[x = 0 ∧ y = 1] ∨ [x < y ≤ 2 · x ∧ pot2(y) ∧ ∀z < y (pot2(z) → z ≤ x)]
[x = 0 ∧ y = 1] ∨ [x < y ≤ 4 · x ∧ pot4(y) ∧ ∀z < y (pot4(z) → z ≤ x)]
3.1.1. (i) I0  ∀x∃!y (Lp2(x) = y) ∧ ∀x ∃!y (Lp4(x) = y).
(ii) I0  1 ≤ x → Lp2(x) ≤ 2 · x ∧ Lp4(x) ≤ 4 · x.
Formula x ∈ u is given using the formulas pot2(v) and pot4(v). We say that
x ∈ u if
(–) x written in base 2, as a sequence of 0, 1, appears in u written in base 4, as a
sequence of 0, 1, 2, 3, between two consecutive occurrences of 2.
Now we give without proofs some basic properties of the formula x ∈ u. Let
Conj(u) ∈ 0 be the formula (we read Conj(u) as “u is a set”)
¬∃v < u∀x < u (x ∈ u ↔ x ∈ v)
3.1.2. (i) I0  x ∈ u → x < u.
(ii) I0  x ∈ u → ∃v [2 · v < u ∧ ∀y (y = x ∧ y ∈ u → y ∈ v)].
(iii) I0  Conj(0) ∧ ∀x (x /∈ 0).
(iv) I0  Conj(u) ∧ Conj(v) ∧ ∀x (x ∈ u ↔ x ∈ v) → u = v.
3.1.3. (n–separation). Let ϕ(x) ∈ n ∪ n. Then
In  ∀y ∃z ≤ y [Conj(z) ∧ ∀x (x ∈ z ↔ x ∈ y ∧ ϕ(x))]
Let {x} = z be the 0 formula: Conj(z) ∧ ∀y < z (y ∈ z ↔ y = x).
Let x ∪ y = z be the 0 formula: Conj(z) ∧ ∀u < z [u ∈ z ↔ u ∈ x ∨ u ∈ y].
3.1.4. (i) I0  ∀x ∃!y ≤ (6 · Lp2(x))2 [{x} = y].
(ii) I0  ∀x ∀y ∃!z ≤ x + y · Lp4(x) [x ∪ y = z].
3.1. Iteration: ITϕ(z, x, y)
Remark 3.2. In what follows we consider a theory T, extension of In, andϕ(x, y) ∈
−n such that
(1) T  IPF(ϕ(x, y)), and
(2) T  ϕ(x, y) → x2 < y.
That is, ϕ(x, y) defines in T a partial increasing function bigger, when defined,
than the square. It is easy to see that
3.2.1. T  ϕ(x, y) → (x + 1)3 < (y + 1)2.
Informally, we denote ϕ(x, y) by Fϕ(x) = y. In the next results we are going to
prove in T some properties by induction, it will be easy to verify in each case that T
proves enough induction to carry on the argument. We will use Cantor’s function,
J : ω2 −→ ω, defined by
J (x, y) = z ≡ (x + y) · (x + y + 1) + 2 · x = 2 · z
Definition 3.3. Let itclϕ(w, z, x, y) ∈ n (in Bn for n ≥ 1) be

J (z, y) ∈ w ∧ J (0, x) ∈ w ∧
∀z′, y′ < w

J (z′, y′) ∈ w →


(z′ = 0 ∧ y′ = x) ∨
0 < z′ ∧ ∃v < w
{
ϕ(v, y′) ∧
J (z′ − 1, v) ∈ w
Remark 3.4. The formula itclϕ(w, z, x, y) expresses that w is a “computation” of
Fzϕ(x) = y. The following properties are provable in T.
(i) itclϕ(w, z, x, y) → (z = 0 → x = y) ∧ (z = 1 → ϕ(x, y)).
(ii) itclϕ(w, z + 1, x, y) → ∃y′ < w (itclϕ(w, z, x, y′) ∧ ϕ(y′, y)).
(iii) itclϕ(w, z, x, y) → z, x ≤ y ≤ w ∧ (z = 0 → x2 < y).
(iv) itclϕ(w, z, x, y) → J (z, y) ≤ 4 · y2.
(v) itclϕ(w1, z, x, y1) ∧ itclϕ(w2, z, x, y2) → y1 = y2.
Theorem 3.5. T  itclϕ(w, z, x, y) → ∃w′ ≤ 9 · 43 · (y + 1)54 itclϕ(w′, z, x, y).
Proof. Let A |= T and a, c ∈ A. By induction we shall see that for all b ∈ A
(I) ∀y < c [itclϕ(c, b, a, y) → ∃w′ ≤ 9 · 43 · (y + 1)54 itclϕ(w′, b, a, y)]
(b = 0): Suppose that itclϕ(c, 0, a, d). Then d = a. Let c′ = {J (0, a)}. Then
c′ ≤ 36 · (Lp2(J (0, a)))2 [[3.1.4–(i)]]
≤ 36 · (Lp2((a + 1)2))2 [[J (0, a) ≤ (a + 1)2]]
≤ 36 · (2 · (a + 1)2)2 [[3.1.1–(ii)]]
≤ 9 · 43 · (d + 1)54 [[d = a]]
We also have that itclϕ(c′, 0, a, d). This proves (I) for b = 0.
(b → b + 1): Suppose that itclϕ(c, b + 1, a, d). Then there is d0 < c such that
ϕ(d0, d) and itclϕ(c, b, a, d0). By induction hypothesis, there exists c0 ≤ 9 · 43 ·
(d0+1)54 such that itclϕ(c0, b, a, d0). Let c′ = c0∪{J (b+1, d)}. Then itclϕ(c′, b+
1, a, d). We also have that
{J (b + 1, d)} ≤ 36 · (Lp2(J (b + 1, d)))2 [[3.1.4–(i)]]
≤ 36 · (2 − ·J (b + 1, d))2) [[3.1.1–(ii)]]
≤ 36 · 4 · (4 · d2)2 [[3.4–(iv), (J (b + 1, d) ∈ c)]]
< 36 · 43 · (d + 1)4
Hence, by 3.1.4–(ii), c′ ≤ 9 ·43 ·(d0 +1)54 ·214 ·(d+1)4. By 3.2.1, (d0 +1)3 <
(d + 1)2. So, c′ ≤ 9 · 43 · (d + 1)54.
This proves (I) for all b. So, the result follows. unionsq
Definition 3.6. Let us consider the n formulas (in Bn for n ≥ 1)
ITϕ(z, x, y) ≡ ∃w ≤ 9 · 43 · (y + 1)54 itclϕ(w, z, x, y),
Dϕ(x, y) ≡ ITϕ(x + 2, x + 1, y)
(The formula ITϕ(z, x, y) expresses that Fzϕ(x) = y).
By straightforward arguments, using induction, it is proved that
Lemma 3.7. 1. T  ∀x ∀y [ITϕ(0, x, y) ↔ x = y].
2. T  ∀x ∀y [ϕ(x, y) ↔ ITϕ(1, x, y)].
3. T  ITϕ(z + 1, x, y) ↔ ∃y0 ≤ y [ITϕ(z, x, y0) ∧ ϕ(y0, y)].
4. T  ITϕ(z, x, y1) ∧ ITϕ(z, x, y2) → y1 = y2.
5. T  ITϕ(z, x, y) → ∀z0 < z ∃y0 < y [ITϕ(z0, x, y0)].
6. T + ∀x ∃y ϕ(x, y)  ITϕ(z, x, y) → ∃y′ ITϕ(z + 1, x, y′).
7. T  Dϕ(x, y) → x2 < y ∧ ∃z < y ϕ(x, z).
8. T  x1 ≤ x2 ∧ Dϕ(x1, y1) ∧ Dϕ(x2, y2) → y1 ≤ y2.
3.2. Ackermann’s finite approximations: Ackϕ(w, u, z, x, y)
In what follows we shall use the following notation
(–) 〈u, z, x, y〉 for J (J (u, x), J (z, y)).
(–) Let [w, x] = w′ be the 0–formula
w′ = (µv)[∀v′ < w (v′ ∈ v ↔ J (J (0, x), v′) ∈ w ∨ v′ = J (0, x))]
That is, [w, x] = {J (z, y) : 〈0, z, x, y〉 ∈ w} ∪ {J (0, x)}.
Observe that I0  ∀x,w ∃!w′ ([w, x] = w′).
Definition 3.8. Let Ackϕ(w, u, z, x, y) ∈ n (in Bn for n ≥ 1) be
〈u, z, x, y〉 ∈ w ∧ 1 ≤ z ∧
∀u′, z′, x′, y′ < w


〈u′, z′, x′, y′〉 ∈ w →
→


1 ≤ z′ ∧

[u′ = 0 ∧ itclϕ([w, x′], z′, x′, y′)] ∨

0 < u′ ∧

[z′ = 1 ∧ 〈u′ − 1, x′ + 2, x′ + 1, y′〉 ∈ w] ∨

2 ≤ z′ ∧
∃v < w
{ 〈u′, z′ − 1, x′, v〉 ∈ w
〈u′, 1, v, y′〉 ∈ w
Now we give an informal description of the meaning of Ackϕ(w, u, z, x, y).
We are going to define (by recursion on u), see 3.17 for the formal definition, a
sequence of functions
(–) Fϕ,0(x) = Fϕ(x).
(–) Fϕ,u+1(x) = Fx+2ϕ,u (x + 1).
The intended meaning of Ackϕ(w, u, z, x, y) is that w is a finite approximation of
Fzu(x) = y.
Lemma 3.9. The following formulas are provable in T.
1. Ackϕ(w, 0, 1, x, y) → ϕ(x, y).
2. Ackϕ(w, u, z, x, y) →


u = 0 → itclϕ([w, x], z, x, y)
u = 0 ∧ z = 1 → Ackϕ(w, u − 1, x + 2, x + 1, y)
u = 0 ∧ 2 ≤ z → ∃v < w
{
Ackϕ(w, u, z − 1, x, v)
Ackϕ(w, u, 1, v, y)
3. Ackϕ(w1, u, z, x, y1) ∧ Ackϕ(w2, u, z, x, y2) → y1 = y2.
Remark 3.10. In what follows we shall prove some results using the exponential
function. Since T is an extension of In, for n ≥ 1 we can use freely this function.
But for n = 0 let us observe that we do not assume that T  exp. That means that
if in an expression appears an exponential term we must prove first that it exists.
Nevertheless, in order to abbreviate expressions that appear below we shall write
xy < z instead of the more accurate ∃v < z (xy = v). Now we give an example,
that will be used in 3.11–(4), of this kind of arguments.
3.10.1. Let A |= T and a, b′ ∈ A. Then for all b ∈ A, b ≥ 1,
∀y < b′ [ITϕ(b, a, y) → a2b < y]
Proof. By induction on b.
(b = 1): Suppose that ITϕ(1, a, d). Then, by 3.4–(iii), a21 = a2 < d .
(b → b+1): Suppose that ITϕ(b+1, a, d). By 3.7–(3), there exists d1 < d such that
ITϕ(b, a, d1) and ϕ(d1, d), By induction hypothesis, there exists a2
b
< d1. Then
a2
(b+1) = (a2b )2 < (d1)2 < d, where the last inequality follows from ϕ(d1, d)
and 3.2–(2). unionsq
Lemma 3.11. 1. T  Ackϕ(w, u, z, x, y) → x2 < y.
2. T  Ackϕ(w, u, z, x, y) → u + z + x ≤ y.
3. T  Ackϕ(w, u, z, x, y) → 〈u, z, x, y〉 ≤ 25 · y4.
4. T  Ackϕ(w, u + 1, z, x, y) → (x + 1)2((u+1)+z+x) < y.
Proof. Le us see (4). Let A |= T and c ∈ A. We shall prove by induction on e ∈ A
that
(I) ∀z, x, y < c [Ackϕ(c, e + 1, z, x, y) → (x + 1)2((e+1)+z+x) < y]
(In the proof we must show that the exponential term that appears in the above
expression does exist).
(e = 0): By induction we shall prove that for all b ∈ A, b ≥ 1,
(II) ∀x, y < c [Ackϕ(c, 1, b, x, y) → (x + 1)2(1+b+x) < y]
(b = 1): Suppose that Ackϕ(c, 1, 1, a, d), then Ackϕ(c, 0, a + 2, a + 1, d). So,
itclϕ([c, a + 1], a + 2, a + 1, d). Then, by 3.5, ITϕ(a + 2, a + 1, d). So, by
3.10.1, there exists (a + 1)2(a+2) < d .
(b → b + 1): Suppose that Ackϕ(c, 1, b + 1, a, d). Since 2 ≤ b + 1, by 3.9,
there exists d0 < c such that
(i) Ackϕ(c, 1, b, a, d0), and
(ii) Ackϕ(c, 1, 1, d0, d).
By (i) and induction hypothesis (on b), there exists (a+1)2(1+b+a) < d0. By (ii)
and (1), (d0)2 < d; hence,
(a + 1)2(1+(b+1)+a) = ((a + 1)2(1+b+a) )2 < (d0)2 < d
This proves (II) for all b ≥ 1.
(e → e + 1): By induction on b ∈ A, b ≥ 1, as for e = 0, it is proved that
(III) ∀x, y < c [Ackϕ(c, e + 2, b, x, y) → (x + 1)2((e+2)+b+x) < y]
This proves (I) for all e and completes the proof of (4). unionsq
Lemma 3.12. The following formula is a theorem of T
1 ≤ z ∧ itclϕ(w, z, x, y) →
→ ∃w′ ≤ (y + 1)33
{
Ackϕ(w′, 0, z, x, y) ∧
∀z′ ≤ z ∀y′ < w [J (z′, y′) ∈ [w′, x] ↔ J (z′, y′) ∈ w]
Proposition 3.13. The following formula is a theorem of T
Ackϕ(w, u, z, x, y)
∃v [(y + 1)72·(u+1) = v]
}
→ ∃w′ ≤ (y + 1)72·(u+1) Ackϕ(w′, u, z, x, y)
Proof. Let A |= T, c, d ′ ∈ A. By induction we shall prove that for all e ∈ A
(I)∀z, x, y < c
[
Ackϕ(c, e, z, x, y) ∧ ∃v ≤ d ′ [(y + 1)72·(e+1) = v] →
→ ∃w′ ≤ (y + 1)72·(e+1) Ackϕ(w′, e, z, x, y)
]
(e = 0): Suppose that Ackϕ(c, 0, b, a, d) and ∃v ≤ d ′ [(d + 1)27·(0+1) = v]. Then
itclϕ([c, a], b, a, d). So, by 3.12, there is c′ ≤ (d + 1)33 ≤ (d + 1)72·(0+1) such
that Ackϕ(c′, 0, b, a, d).
(e → e + 1): By induction we shall prove that for all b ∈ A, b ≥ 1,
(II)∀x, y < c
[
Ackϕ(c, e + 1, b, x, y) ∧ ∃v ≤ d ′ [(y + 1)72·(e+2) = v] →
→ ∃w0 ≤ (y + 1)72·(e+1) Ackϕ(w0, e + 1, b, x, y)
]
(b = 1): Suppose that Ackϕ(c, e+ 1, 1, a, d) and there is (d + 1)72·(e+2). Then
Ackϕ(c, e, a+2, a+1, d) and there exists (d+1)72·(e+1). By induction hypothe-
sis (on e), there exists c0 ≤ (d+1)72·(e+1) such thatAckϕ(c0, e, a+2, a+1, d).
Let c′ = c0 ∪ {〈e + 1, 1, a, d〉}. Then it holds that Ackϕ(c′, e + 1, 1, a, d). We
also have that
c′ ≤ c0 + Lp4(c0) · {〈e + 1, 1, a, d〉} [[3.1.4–(ii)]]
≤ c0 + 4 · c0 · 36 · (Lp2(〈e + 1, 1, a, d〉))2 [[3.1.1–(ii), 3.1.4–(i)]]
≤ c0 + 4 · c0 · 36 · (2 · (25 · d 4))2 [[3.1.1–(ii), 3.11–(3)]]
≤ c0 + 4 · c0 · 36 · 4 · 252 · d 8
≤ (d + 1)72·(e+1) · (1 + 26 · 213 · d 8) [[c0 ≤ (d + 1)72·(e+1)]]
≤ (d + 1)72·(e+1) · (d + 1)27 [[2 ≤ d + 1]]
≤ (d + 1)72·(e+2)
(b → b + 1): Assume that Ackϕ(c, e + 1, b + 1, a, d) and there exists (d +
1)72·(e+2). Then, by 3.9, there exists d0 < c such that
(i) Ackϕ(c, e + 1, b, a, d0),
(ii) Ackϕ(c, e + 1, 1, d0, d). So, Ackϕ(c, e, d0 + 2, d0 + 1, d).
Since d0 < d , there exists (d0+1)72·(e+2). Then, by (i) and induction hypothesis
(on b), we have that there exists c0 ≤ (d0 + 1)72·(e+2) such that Ackϕ(c0, e +
1, b, a, d0). By (ii) and induction hypothesis (on e), there is c1 ≤ (d+1)72·(e+1)
such that Ackϕ(c1, e, d0 + 2, d0 + 1, d). Let
c′ = c0 ∪ c1 ∪ {〈e + 1, b, a, d0〉} ∪ {〈e + 1, 1, d0, d〉}
Then Ackϕ(c′, e + 1, b + 1, a, d), we also have
{〈e + 1, 1, d0, d〉} ≤ 36 · (Lp2(〈e + 1, 1, d0, d〉))2 [[3.1.4–(i)]]
≤ 36 · 4 · (〈e + 1, 1, d0, d〉)2 [[3.1.1–(ii)]]
≤ 36 · 4 · 252 · d 8 [[3.11–(3)]]
≤ d 26 [[2 ≤ d]]
Similarly, {〈e + 1, b, a, d0〉} ≤ d 26. So, c′ ≤ (d + 1)72·(e+2).
This proves that (I) holds for all e and completes the proof. unionsq
3.3. Ackermann’s Functions: Aϕ(u, z, x, y)
In the above definitions and results we have used J (z, y) ∈ w, for w such that
itclϕ(w, z, x, y), to express that Fzϕ(x) = y. Now we also use J (i, j) ∈ s to rep-
resent that s is seen as a sequence and j is the i-th element of s. When we use
J (i, j) ∈ s with this meaning we denote that expression by (s)i = j . Let Func(s)
be the conjunction of the following 0 formulas:
(–) ∀i, j1, j2 < s [(s)i = j1 ∧ (s)i = j2 → j1 = j2], and
(–) ∀i < s [∃j < s ((s)i = j) → (∀i′)1≤i′≤i ∃j ′ < s ((s)i′ = j ′)].
Definition 3.14. Let Cpϕ(s, u, x, y) ∈ n (in Bn for n ≥ 1) be{
1 ≤ u ∧ Func(s) ∧ (s)u = x ∧ Dϕ((s)1, y) ∧
(∀u′)1<u′≤u ∃w ≤ y Ackϕ(w, u′ − 1, (s)u′ + 1, (s)u′ + 1, (s)u′−1)
Suppose that Cpϕ(s, u, x, y). Then (s)u = x, y = F (s)1+2ϕ ((s)1 + 1), and for every
u′, 1 < u′ ≤ u, Fϕ,u′−1((s)u′−1) = Fϕ,u′((s)u′).
Lemma 3.15. The following formulas are provable in T:
1. Cpϕ(s, u, x, y) → (∀u′)1≤u′≤u [u + x ≤ (s)u′ ∧ Cpϕ(s, u′, (s)u′ , y)].
2. ∃s Cpϕ(s, u, x, y) ↔ 1 ≤ u ∧ ∃w Ackϕ(w, u, 1, x, y).
Theorem 3.16. T  Cpϕ(s, u, x, y) → ∃s′ ≤ 36 · 4 · y6 Cpϕ(s′, u, x, y).
Proof. Let A |= T and s, d ∈ A. By induction we prove that for all e ∈ A, e ≥ 1,
(I)∀x < d

Cpϕ(s, e, x, d) →→ {∃v ≤ d 6 [((s)1 + 1)12·(e+1) = v] ∧∃s′ ≤ 36 · 4 · ((s)1 + 1)12·(e+1) Cpϕ(s′, e, x, d)


(e = 1): If Cpϕ(s, 1, a, d) then a = (s)1 and Dϕ(a, d). Let s′ = {J (1, a)} (that
is, (s′)1 = a). Then Cpϕ(s′, 1, a, d). So, by 3.15–(2), there exists c′ such that
Ackϕ(c′, 1, 1, a, d); hence, by 3.11–(2), 1 + 1 + a ≤ d. So, from 3.1.4–(i) and
3.1.1–(ii) we get that
s′ ≤ 36 · (Lp2(J (1, a)))2 ≤ 36 · 4 · (a + 1)4 ≤ 36 · 4 · (a + 1)12·(1+1)
Since Ackϕ(c, 1, 1, a, d), by 3.11–(4), (a + 1)2(1+1+a) < d; hence,
(a + 1)12·(1+1) = ((a + 1)4)6 ≤ ((a + 1)2(1+1+a) )6 ≤ d 6
So, s′ ≤ 36 · 4 · d 6. This proves (I) for e = 1.
(e → e + 1): Suppose that Cpϕ(s, e + 1, a, d). Then
(i) e + 1 + a ≤ (s)1 (by 3.15–(1)), and
(ii) Cpϕ(s, e, (s)e, d).
By (ii) and induction hypothesis, there exist ((s)1 + 1)12·(e+1) ≤ d 6 and s0 ≤
36 · 4 · ((s)1 + 1)12·(e+1) such that Cpϕ(s0, e, (s)e, d).
Let s′ = s0 ∪ {J (e + 1, a)} (that is, (s′)e+1 = a). Observe that for each u′, 1 ≤
u′ ≤ e, (s′)u′ = (s)u′ . Then s′ ≤ 36 · 4 · ((s)1 + 1)12·(e+2) and Cpϕ(s′, e+ 1, a, d).
Since Dϕ((s)1, d), by 3.12, there exists c1 such that Ackϕ(c1, 0, (s)1 + 2, (s)1 +
1, d). So, by 3.11–(4), ((s)1 + 2)2·((s)1+1) < d . Hence, by (i), it holds that
((s)1 + 1)12·(e+2) = (((s)1 + 1)2·(e+2))6 ≤ (((s)1 + 1)2·((s)1+1))6 ≤ d 6
This proves (I) for all e ≥ 1, which completes the proof. unionsq
Definition 3.17. The Ackermann’s function of ϕ, Aϕ(u, z, x, y), is the following
n formula (in Bn for n ≥ 1).

(z = 0 ∧ x = y) ∨

z = 0 ∧

(u = 0 ∧ ITϕ(z, x, y)) ∨

u = 0 ∧
∃s, x′ < 36 · 4 · y6


Cpϕ(s, u, x′, y) ∧{
(z = 1 ∧ x = x′) ∨
2 ≤ z ∧ ∃w < y Ackϕ(w, u, z − 1, x, x′)
We shall usually denote the Ackermann’s function ofϕ,Aϕ(u, z, x, y), byAzϕ,u(x) =
y and A1ϕ,u(x) = y by Aϕ,u(x) = y.
Remark 3.18. Here we shall give an informal description of the formula Azϕ,u(x) =
y. Consider u, z ≥ 1. Let s and x′ be such that Cpϕ(s, u, x′, y). For every j ,
1 ≤ j ≤ u, let us denote (s)j = yj . We have that
yu =
{
x, if z = 1
x′ = Az−1ϕ,u (x), if z > 1
yj−1 = Ayj+1ϕ,j−1(yj + 1) for all j , 1 < j ≤ u.
From this we get that (∀j)1≤j≤u (Aϕ,j (yj ) = y). In particular, we have that
Aϕ,1(y1) = y, that is Dϕ(y1, y). It also holds that (for (ii) use 3.13):
3.18.1. (i) T  Azϕ,0(x) = y ↔ ITϕ(z, x, y).
(ii) T  Aϕ,u+1(x) = y ↔ Ax+2ϕ,u (x + 1) = y.
(iii) T  Az+1ϕ,u (x) = y ↔ Aϕ,u(Azϕ,u(x)) = y.
4. n–envelopes given by iteration
Now, we present the main tool that will be used in the remainder of the paper. We
follow a similar construction devised by R. Kaye (see [9]) to analyse parameter
free induction schemes.
Definition 4.1. 1. Let K0(x) = y be (x+1)2 = y. For every n ≥ 1 let Kn(x) = y
be En(x, x, y), where En(u, x, y) is the n–q–envelope given in [7]–5.13. (Let
us observe that In  x2 < Kn(x)).
2. Let ϕ(x, y) ∈ −n . We will denote by KITFn(ϕ) the formula:
IPF(ϕ) ∧ ∀x ∀y (ϕ(x, y) → Kn(x) ≤ y) ∧ ∀x ∃y ϕ(x, y)
For each theory T, let Tϕ,n be the theory T + KITFn(ϕ). In particular, we
will denote by Iϕ,nm the theory (Im)ϕ,n. When n = m, we shall omit the
superscript n and write Iϕn .
Remark 4.2. Let us observe that KITFn(ϕ) ∈ n+2 and
Iϕn = In + ∗ + ∀x ∀y (ϕ(x, y) → Kn(x) ≤ y)
(where  = {ϕ(x, y)}). So, by [7]–3.7.2–(ii), if Iϕn is consistent, then Iϕn is a
n–functional theory. In particular, if ϕ(x, y) is the formula Kn(x) = y then, by
[7]–5.13, In  KITFn(ϕ). Hence, Iϕn ⇐⇒ In.
Definition 4.3. Let ACKϕ = {Fϕ,k(x) = y : k ∈ ω}, where
(–) Fϕ,0(x) = y is ϕ(x, y).
(–) Fϕ,k+1(x) = y is DFϕ,k (x, y).
If ϕ(x, y) is the formula Kn(x) = y, then Fn,k(x) = y will denote the formula
Fϕ,k(x) = y and ACKn will denote the set ACKϕ .
Remark 4.4. Let us observe that, as we will see in 4.5, if In  KITFn(ϕ) then
ACKϕ is an inductive n–functional class. Even more, it holds that
4.4.1. If In+1  KITFn(ϕ) and In  ∀x, y (ϕ(x, y) → Kn(x) ≤ y), then
ACKϕ is an inductive n–functional class.
Proof. By induction on k ∈ ω we prove that In+1(In + ACK∗ϕ) proves
(–) IPF(Fϕ,k), and
(–) ∃y (Fϕ,k(0) = y) ∧ ∀x [∃y (Fϕ,k(x) = y) → ∃y (Fϕ,k(x + 1) = y)].
k = 0: Since In+1  KITFn(ϕ), by 5.5–(1), In+1(In + ACK∗n)  KITFn(ϕ).
As In  ∀x, y (ϕ(x, y) → Kn(x) ≤ y), then by 6.4 and 6.5,
In + ACK∗ϕ ⇐⇒ Iϕn + ACK∗ϕ ⇒ In + ACK∗n
So, In+1(In + ACK∗ϕ)  KITFn(ϕ), as required.
k → k + 1: It follows from 4.5. unionsq
Lemma 4.5. 1. For all k ∈ ω,
(a) Iϕn  Fϕ,k(x) = y → Kn(x) ≤ y.
(b) Iϕn  IPF(Fϕ,k).
2. For all k ∈ ω, Iϕn + ∀x ∃y [Fϕ,k(x) = y] proves
(a) ∃y [Fϕ,k+1(0) = y].
(b) ∀x [∃y (Fϕ,k+1(x) = y) → ∃y (Fϕ,k+1(x + 1) = y)].
3. Iϕ,nn+1  ACK∗ϕ .
Proof. ((1)): We get (1.a) and (1.b) by induction on k ∈ ω using 3.7.
((2)): We only need to prove (2.b). Let A |= Iϕn +∀x ∃y [Fϕ,k(x) = y] and a ∈ A
such that A |= ∃y [Fϕ,k+1(a) = y]. Let b ∈ A such that A |= Fϕ,k+1(a) = b.
Then, by induction on d , using 3.7–(6) and (1), it is proved that for all d ≤ a
∃y1, y2 ≤ b [F dϕ,k(a + 2) = y1 ∧ F d+2ϕ,k (a + 1) = y2 ∧ y1 ≤ y2]
From this, for d = a, we have that ∃y [F aϕ,k(a + 2) = y]. Then, by 3.7–(6),
∃y [F a+3ϕ,k (a + 2) = y]; hence, ∃y [Fϕ,k+1(a + 1) = y].
((3)): By induction on k, it follows from (1) and (2) that, for all k ∈ ω,
Iϕ,nn+1  KITFn(Fϕ,k(x) = y)
as required. unionsq
Theorem 4.6. For all k ∈ ω, ITFϕ,k (z, x, y) ∈ n is a n–envelope of Iϕn +
∀x ∃y [Fϕ,k(x) = y] in Iϕn .
Proof. By 4.5–(1) and 3.7–(3), ITFϕ,k (z, x, y) is a n–q–envelope. So, by [7]–5.4,
to see that ITFϕ,k (z, x, y) is a n–envelope is enough to prove that this formula
satisfies n–IND. Let A |= Iϕn and a, b ∈ A such that for all m ∈ ω, A |= ∃y <
b ITFϕ,k (m, a, y). For all m ∈ ω let bm < b such that A |= ITFϕ,k (m, a, bm). Let
I = {c ∈ A : ∃m ∈ ω (c < bm)}. Then a < I < b and I is a initial segment closed
under the n–functions defined in A by ϕ and Fϕ,k . For all c ∈ I, by 4.5–(1),
there exists d ∈ I such that A |= Kn(c) = d. So, by [7]–5.13, I ≺en A. Hence,
I |= I0 + KITFn(ϕ) and I |= ∀x ∃y (Kn(x) = y). So, I |= I0 + ∗n, where
n = {Kn(x) = y}. Since (see [7]–5.13) n is a strong n–functional class, then,
by [7]–4.6.1, I0 + ∗n ⇒ In. So, I |= Iϕn + ∀x ∃y (Fϕ,k(x) = y). unionsq
Theorem 4.7. 1. For all n, k ∈ ω, Iϕn  Fϕ,k(x) = y ↔ Aϕ,k(x) = y.
2. Aϕ,u(x) = y is a n–envelope of Iϕ,nn+1 in Iϕn .
3. There exists a n–envelope of Iϕ,nn+1 in Iϕn , ψ(u, x, y) ∈ n, such that for
all k ∈ ω, Iϕn  Fϕ,k(x) = y ↔ ψ(k, x, y).
Proof. ((1)): Let A |= Iϕn . By induction on k ∈ ω, let us see that
(I) A |= ITFϕ,k (z, x, y) ↔ Azϕ,k(x) = y.
(k = 0): This follows from the definitions of Fϕ,0 and Aϕ,0.
(k → k + 1): Let d ∈ A. By induction, using 3.18.1, it is proved that for all b ∈ A,
b ≥ 1,
(II) ∀x, y < d [ITFϕ,k+1(b, x, y) ↔ Abϕ,k+1(x) = y]
This proves (I) for all k and completes the proof.
((2)): By 4.5–(3), Iϕ,nn+1  ACK∗ϕ and, by 3.7–(5),
Iϕn  Fϕ,k+1(x) = y → ∃v < y (Fϕ,k(x) = v)
Then, by (1), Aϕ,u(x) = y is a n–q–envelope of Iϕ,nn+1 in Iϕn . So, by [7]–5.4, it
is enough to prove that for every A |= Iϕn and a, b ∈ A, a < b,
() if for all k ∈ ω, A |= ∃y < b (Aϕ,k(a) = y) then there exists I |= Iϕ,nn+1 such
that I ≺en A and a < I < b.
Through the proof we shall write Au(x) = y and Fk(x) = y instead of
Aϕ,u(x) = y and Fϕ,k(x) = y, respectively.
We follow the proof of lemma 4.6 in [18] (which, in turn, follows a construction
of Paris and Kirby (see [12])). First of all, let us observe that we can assume that a
is nonstandard and A |= exp:
(–) We can assume that ω < a:
Let I = {c ∈ A : ∃k ∈ ω, c < Ak(a)}. Then for each c < Ak(a),
A |= Kn(c) < Fk(Ak(a)) = F 2k (a) < F a+2k (a + 1) = Ak+1(a)
Hence, I ≺en A, a < I < b and I is closed under the n–functions defined
by Fk . If I = ω, then by overspill there exists a∗ > I such that for all k ∈ ω,
A |= ∃y < b (Ak(a∗) = y). If I is a nonstandard segment then there exists
a∗ ∈ I such, a∗ > ω. So, for all k ∈ ω, A |= ∃y < b (Ak(a∗) = y).
(–) We can assume that A |= exp:
We will use the trick of lemma 3 in [1]. For all k ∈ ω it holds that
(•) A |= ∃y < b (Ak(a) = y ∧ ∀x ≤ y ∃z < b (F k1 (x) = z))
Let ψ(k, a, b) be the n formula:
∃y < b
{
Ak(a) = y ∧ ∀x ≤ y ∃z < b (F k1 (x) = z)∧
∀u ≤ k ∃v < y (Au(a) = v)
By (•), for all k ∈ ω, A |= ψ(k, a, b). So, by overspill, there exists c > ω such
that A |= ψ(c, a, b). Let b∗ such that
{
b∗ < b ∧ Ac(a) = b∗ ∧ ∀x ≤ b∗ ∃z < b (F c1 (x) = z)∧
∀u ≤ c ∃v < b∗ (Au(a) = v)
Let I ∗ = {d ∈ A : ∃k ∈ ω, d < F k1 (b∗)}. Then a < I ∗ < b and I ∗ is closed
under the n–function defined by F1; hence, I ∗ ≺en A. So,
I ∗ |= Iϕn + ∀x ∃y (F1(x) = y).
But Iϕn + ∀x ∃y (F1(x) = y)  exp, and I ∗ |= ∃y < b∗ (Ak(a) = y).
So, taking a∗ and b∗ instead of a and b, and I ∗ instead of A, if needed, we can
assume in () that A |= Iϕn + exp and ω < a.
Suppose that for all k ∈ ω, A |= ∃y < b (Ak(a) = y). By overspill, there exists
c > ω, c < a, such thatA |= ∃y < b (Ac+1(a) = y). Let d = Ac+1(c). Then for all
k ∈ ω, A |= ∃y < d (Ak(c) = y). We define an initial segment of A, I, as follows.
Let {ψk(w, v) : k ∈ ω} be an enumeration of the class of n formulas such that
each n formula appears infinitely often. We define two sequences {ak : k ∈ ω}
and {bk : k ∈ ω} of elements of A such that
(1)k k = 0 ⇒ (ak−1)2 < ak ,
(2)k a0 < a1 < · · · < ak ≤ bk ≤ bk−1 ≤ · · · ≤ b0,
(3)k k = 0 ∧ 〈d1, . . . , dr 〉 ≤ ak ⇒ (µw)[ψk−1(w, d1, . . . , dr )] /∈ (ak, bk],
(4)k bk = Ac−k+1(ak).
We proceed by recursion on k (at the same time we prove that they satisfy (1)k–(4)k).
(k = 0): Let a0 = c and b0 = d.
(k → k+1): Suppose that we have ai and bi , 0 ≤ i ≤ k, and they satisfy (1)i–(4)i .
Then bk = Ac−k+1(ak). Since Ac−k+1(ak) = Aak+2c−k (ak + 1), then
(ak, bk] =
⋃
0≤j≤ak+1
(A
j
c−k(ak + 1),Aj+1c−k (ak + 1)]
Now the class M = {(µw)[ψk(w, d1, . . . , dr )] : 〈d1, . . . , dr 〉 ≤ ak} has at most
ak + 1 elements; hence, by the Pigeon-Hole Principle, there exists j ≤ ak + 1 such
that M ∩ (Ajc−k(ak + 1),Aj+1c−k (ak + 1)] = ∅. Let
ak+1 = Ajc−k(ak + 1), and bk+1 = Aj+1c−k (ak + 1)
By definition of ak+1 and bk+1, properties (2)k+1–(4)k+1 are trivial and (1)k+1
follows from the definition of Ackermann’s function, A.
Let I = {d ∈ A : ∃k ∈ ω (d < ak)}. Then, by (1)k , I is an initial substructure
of A; hence, I |= I0. We also have that I is closed under Kn(x) = y; hence,
I ≺n A and I |= Iϕ,n0 . By (3)k (since each n– formula appears in {ψk : k ∈ ω}
infinitely often) it holds that I |= Ln+1. This proves that I |= Iϕ,nn+1.
((3)): It follows from (1) and (2). unionsq
5. Non–finite axiomatization of In+1(T)
In this section, using Ackermann’s functions, we shall prove 1.8–(2) and present
an alternative proof of theorem 1.1.
Theorem 5.1. Assume that Iϕ,nn+1 is consistent. Then
Thn+2(I
ϕ,n
n+1) ⇐⇒ Iϕn + ACK∗ϕ ⇐⇒ In+1(Iϕ,nn+1)ϕ,n.
Proof. By 4.7–(3), Thn+2(Iϕ,nn+1) ⇐⇒ Iϕn + ACK∗ϕ . Let us see, by induction
on k ∈ ω, that
In+1(Iϕn + ACK∗ϕ)ϕ,n  ∀x ∃y [Fϕ,k(x) = y]
(k = 0): It follows from the definition of Tϕ,n and Fϕ,0(x) = y.
(k → k+1): Suppose that In+1(Iϕn +ACK∗ϕ)ϕ,n  ∀x ∃y [Fϕ,k(x) = y]. Then,
by 4.5–(2), In+1(Iϕn + ACK∗ϕ)ϕ,n proves that
∃y [Fϕ,k+1(0) = y] ∧ ∀x [∃y (Fϕ,k+1(x) = y) → ∃y (Fϕ,k+1(x + 1) = y)]
Since ∃y (Fϕ,k+1(x) = y) ∈ n+1(Iϕn + ACK∗ϕ), then
In+1(Iϕn + ACK∗ϕ)ϕ,n  ∀x ∃y [Fϕ,k+1(x, y)],
as required. unionsq
Lemma 5.2. If Iϕ,nn+1 is consistent, then Thn+2(Iϕ,nn+1) is not finitely axiomatiz-
able.
Proof. By way of contradiction suppose that Thn+2(Iϕ,nn+1) is finitely axiomatiz-
able. Then by 5.1 and 3.7-(1,5) there exists k ∈ ω such that
Iϕn + ∀x ∃y (Fϕ,k(x) = y) ⇐⇒ Thn+2(Iϕ,nn+1)
So, by 5.1, Iϕn + ∀x ∃y (Fϕ,k(x) = y)  ∀x ∃y (Fϕ,k+1(x) = y). By 4.6, there
exists m ∈ ω such that
Iϕn  ITFϕ,k (m, x, y) → ∃z < y (Fϕ,k+1(x) = z)
Since ITFϕ,k (z + 2, x, y) → ∃y′ < y ITFϕ,k (z, x, y′), then it holds that the theory
Iϕn + ∀x ∃y (Fϕ,k(x) = y) proves that
ITFϕ,k (m + 2,m, y) → ∃z < y (Fϕ,k+1(m) = z);
ITFϕ,k (m + 2,m, y) → ∃z < y (ITFϕ,k (m + 2,m + 1, z));
which contradicts 4.5–(1.b). unionsq
Lemma 5.3. Let T be a n–functional finite n+2–extension of In. Then there
exists ϕ(x, y) ∈ −n such that T ⇐⇒ Iϕn .
Proof. By hypothesis, T ⇐⇒ In + ∀x ∃y θ(x, y), where θ(x, y) ∈ −n . Let
ϕ(x, y) ∈ −n the formula
∃y1, y2 ≤ y (Kn(x) = y1 ∧ Cθ (x, y2) ∧ y = y1 + y2)
Where the formula Cθ (x, y) is as in the proof of theorem 3.5 in [7]. Then In 
∀x ∃y ϕ(x, y) → ∀x ∃y θ(x, y) and T  ∀x ∃y ϕ(x, y) ↔ ∀x ∃y θ(x, y). Hence,
T ⇐⇒ Iϕn , as required. unionsq
Part (1) of next theorem can be also obtained from corollary 3.3 in [2].
Theorem 5.4. Let T be a consistent extension of In+1. Then
1. Thn+2(T) is not finitely axiomatizable.
2. In+1(T) is not finitely axiomatizable.
Proof. ((1)): Let us assume that Thn+2(T) is finitely axiomatizable. Then, by 5.3
there exists ϕ(x, y) ∈ −n such that
Thn+2(T) ⇐⇒ Iϕn
Hence, Iϕ,nn+1 is consistent and Thn+2(T) = Thn+2(Iϕ,nn+1), which contra-
dicts 5.2.
((2)): Assume that In+1(T) is finitely axiomatizable. Then as in the proof of 5.3,
there exists ϕ(x, y) ∈ −n such that Iϕ,nn+1 is consistent and
T ⇒ Iϕn ⇒ In+1(T)
Since T is an extension of In+1, then In+1(T) ⇒ In+1(Iϕ,nn+1).
As In+1(Iϕ,nn+1)
ϕ,n ⇒ Iϕn , then (second equivalence follows from 5.1)
In+1(T)ϕ,n ⇐⇒ In+1(Iϕ,nn+1)ϕ,n ⇐⇒ Thn+2(Iϕ,nn+1)
Hence, Thn+2(I
ϕ,n
n+1) is finitely axiomatizable, which contradicts 5.2. unionsq
Theorem 5.5. 1. Thn+2(In+1) ⇐⇒ In+1(In+1) ⇐⇒ In + ACK∗n.
2. In+1(In+1) is n+2 axiomatizable.
3. In+1 is a n+2–conservative extension of In+1(In+1).
4. In+1 and In+1(In+1) have the same class of recursive functions.
Proof. Let ϕ(x, y) ∈ −n be the formula Kn(x) = y. Then, In  KITFn(ϕ), and
Iϕn ⇐⇒ In. Hence, (1) follows from 5.1. Parts (2), (3) and (4) are consequences
of (1). unionsq
Proposition 5.6. 1. (k > 0) There does not exist a class of sentences  ⊆ n+2
such that In +  is consistent and
In +  ⇒ In + ∀x ∃y [Fn,k(x) = y]
2. There does not exist a class of sentences  ⊆ n+2 such that In +  is
consistent and In +  ⇒ Thn+2(In+1).
Proof. ((1)): By way of contradiction suppose that there is a class  such that In+
 ⇒ Thn+2(In + ∀x ∃y [Fn,k(x) = y]). Let ϕ(u, x, y) be ITFn,0(u, x, y).
Then, ϕ(u, x, y) is a strong n–envelope of In in In such that In + ∀x ∃y
[Fn,k(x) = y] proves
(–) ∀u ∀x ∃y ϕ(u, x, y), and
(–) ∀u, x, y1, y2 [ϕ(u, x, y1) ∧ ϕ(u + 1, x, y2) → y1 < y2].
Since In + ∀x ∃y [Fn,k(x) = y] is finitely axiomatizable (for n = 0, as k ≥ 1,
In + ∀x ∃y [F0,k(x) = y]  exp), then there exists ψ ∈  such that
In + ψ ⇒ In + ∀x ∃y [Fn,k(x) = y].
Let A |= (In + ψ)ϕ , a ∈ A nonstandard such that A |= ψ0(a) (where ψ is
∃x ψ0(x), with ψ0(x) ∈ n+1); and let B = Kϕ0 (A, a) as in [7]–6.5. Then, by
[7]–6.6, B |= In+1(In). So, B |= In. By [7]–6.5–(2), it holds that B ≺n A
as L–structures, so, B |= ψ0(a). Hence, B |= ∃x ψ0(x). So, B |= In + ψ .
But, by [7]–6.6, B |= In+1(In + ∀x ∃y [Fn,k(x) = y]). Hence, B |= In +
∀x ∃y [Fn,k(x) = y]. Contradiction.
((2)): It follows from (1). unionsq
6. Induction rules
In this section we shall apply the techniques developed in the above sections to
obtain a new proof of Parsons’ conservativeness theorem (see [16]) and a weak
version of a result of Beklemishev on induction rules (see [2], corollary 9.1). We
are mainly interested in the analysis of the induction rule:
IR :
ϕ(0), ∀x (ϕ(x) → ϕ(x + 1))
∀x ϕ(x)
and the collection rule:
CR :
∀x ∃y ϕ(x, y)
∀z ∃u ∀x ≤ z ∃y ≤ uϕ(x, y)
Let T be a theory and  a class of formulas. We shall denote by T + –IR the
closure of T under first–order logic and applications of IR restricted to formulas
ϕ ∈ . Following the notation introduced in [2], [T, –IR] is the closure of T under
first–order logic and unnested applications of –IR: that is, we can only apply –IR
if the premises are theorems of T. Finally we define (the theories T + –CR and
[T, –CR] are defined in a similar way)
[T, –IR]0 = T
[T, –IR]k+1 = [[T, –IR]k, –IR].
Proposition 6.1.
[Iϕn ,n+2–IR] ⇐⇒ Iϕn + ∀x ∃y Dϕ(x, y) ⇐⇒ [Iϕn ,n+1–IR]
Proof. We recall thatFϕ,0(x) = y is the formula ϕ(x, y) and Dϕ(x, y) isFϕ,1(x) =
y. So, by 4.5–(2), it holds
[Iϕn ,n+2–IR] ⇒ [Iϕn ,n+1–IR] ⇒ Iϕn + ∀x ∃y Dϕ(x, y),
Then, it is enough to prove that
Iϕn + ∀x ∃y (Dϕ(x, y)) ⇒ [Iϕn ,n+2–IR]
We must prove that, for each ψ(u) ∈ n+2, if
Iϕn  ψ(0) ∧ ∀u (ψ(u) → ψ(u + 1))
then Iϕn + ∀x ∃y Dϕ(x, y)  ∀uψ(u).
We can assume that ψ(u) is ∀x ∃y θ(u, x, y), where θ(u, x, y) ∈ −n . Indeed,
n+2–IR is reductible to its parameter free version. This is easily seen in this case,
but it holds also for n+1–IR (see lemma 2.1 in [4]). So we have to prove that
(•) Iϕn + ∀x ∃y Dϕ(x, y)  ∀u ∀x ∃y θ(u, x, y)
Next claims will provide bounds which allow us to reduce the quantifier com-
plexity of the formulas considered.
6.1.1. There exists k ∈ ω such that Iϕn  ∀x ∃y < F kϕ,0(x) θ(0, x, y).
Proof. By hypothesis Iϕn  ∀x ∃y θ(0, x, y); so, the result follows from 4.6
(F uϕ,0(x) = y is a n–envelope of Iϕn en Iϕn ). unionsq
6.1.2. Let f and Fϕ be new function symbols of arity 1. Let Tf be the theory of
language L = L+ f + Fϕ ,
Iϕn +
{∀x1, x2 (x1 ≤ x2 → f (x1) ≤ f (x2))+
∀x ∀y (ϕ(x, y) ↔ Fϕ(x) = y)
Then there exist t (x) and s(x) terms of L such that:
(i) Tf  ∀u [∀x ∃y < f (x + u) θ(u, x, y) → ∀x ∃y < t(x + u) θ(u + 1, x, y)]
(ii) Tf  ∀u ∀x2
{∀x1 < s(x2 + u) ∃y < f (x1 + u) θ(u, x1, y) →
∃y < t(x2 + u) θ(u + 1, x2, y)
Proof. ((i)): Let c be a new constant symbol. We prove that there exists a term t (x)
of L such that
Tf  ∀x ∃y < f (x + c) θ(c, x, y) → ∀x ∃y < t(x + c) θ(c + 1, x, y)
For the sake of a contradiction, assume that for each t (x) ∈ Term(L), there exist
At |= Tf + ∀x ∃y < f (x + c) θ(c, x, y) and a ∈ At such that
At |= ¬∃y < t(x + c) θ(c + 1, a, y)
Let d be a new constant symbol and T′ the theory
Tf + ∀x ∃y < f (x + c) θ(c, x, y)
+ {¬∃y < t(c + d) θ(c + 1, d, y) : t (x) ∈ Term(L)}.
By compactness, T′ is consistent. Indeed, if t1, . . . , tn are terms corresponding to a
finite part, T′′, of T′, and t is t1 +· · ·+ tn, then At |= T′′ (interpreting d in At as a).
Let A |= T′ and a = A(d). Let I be the initial segment
I = {e ∈ A : There exists t (x) ∈ Term(L), A |= e < t(a + c)}.
Then I is closed under the function defined in A by Fϕ and, as a consequence,
under the function defined by Kn. Hence, I ≺n A as L–structures, and I is closed
under f . From this we get that I |= Iϕn and, as θ ∈ n,
I |= ∀x ∃y < f (x + c) θ(c, x, y).
So, I |= Tf + ∀x ∃y < f (x + c) θ(c, x, y). On the other hand,
Iϕn  ∀u (∀x ∃y θ(u, x, y) → ∀x ∃y θ(u + 1, x, y));
hence, I |= ∀x ∃y θ(c + 1, x, y). Since I |= ¬∃y θ(c + 1, a, y), this provides the
required contradiction.
((ii)): From (i) it follows that Tf proves that
∀u ∀x2 ∃x1 [∃y < f (x1 + u) θ(u, x1, y) → ∃y < t(x2 + u) θ(u + 1, x2, y)]
As in (i) it is proved that there exists a term s(x) of L such that Tf proves
∃x1 < s(x2 + u) [∃y < f (x1 + u) θ(u, x1, y) → ∃y < t(x2 + u) θ(u+ 1, x2, y)].
From this it follows (ii). unionsq
6.1.3. There exist m, q ∈ ω such that if A |= Iϕn +∀x ∃y Dϕ(x, y) and a, b ∈ A,
then the following formulas are true in A:
∀x ∃y < F bϕ,0(x + a) θ(a, x, y) → ∀x ∃y < F b·mϕ,0 (x + a) θ(a + 1, x, y),
∀x1 < F q·bϕ,0 (x2 + a) ∃y < F bϕ,0(x1 + a) θ(a, x1, y) →
→ ∃y < F b·mϕ,0 (x2 + a) θ(a + 1, x2, y)
Proof. Let B be the expansion of A to L given by f (x) = F bϕ,0(x) and Fϕ(x) =
Fϕ,0(x). Let t (x) and s(x) be two terms as in 6.1.2. Then, by induction on terms
of L, we obtain that there exist m, q ∈ ω such that
B |= t (x) < Fm·bϕ,0 (x) ∧ s(x) < F q·bϕ,0 (x).
This concludes the proof of the claim. unionsq
Now we prove (•). Let k,myq be as in 6.1.1 and 6.1.3, and r = max(k,m, q, 2).
Let A |= Iϕn + ∀x ∃y Dϕ(x, y) and a, d ∈ A. Let us see that
A |= ∃y < F ra+1ϕ,0 (d + a) θ(a, d, y)
For each j ≤ a, let ej = (a+1)(a+2)2 − (j+1)(j+2)2 . By induction on j ≤ a we prove
that
() A |= ∀j ≤ a ∀x ≤ F rejϕ,0 (a + d) ∃y < F r
j+1
ϕ,0 (x + j) θ(j, x, y).
j = 0: Since A |= ∀x ∃y θ(0, x, y), the result follows from 6.1.1.
j → j + 1: Assume that () holds for j < a. Let a2 ≤ F r
ej+1
ϕ,0 (a + d) and a′ =
max(a2, a). Then a′ ≤ F r
ej+1
ϕ,0 (a + d) and
A |= x1 < F q·r
j+1
ϕ,0 (a2 + a) → x1 < F q·r
j+1
ϕ,0 (2a
′) ≤ F rj+2ϕ,0 (a′) ≤ F r
ej
ϕ,0 (a + d).
Hence, by hypothesis, we get that
A |= ∀x1 < F q·r
j+1
ϕ,0 (a2 + a) ∃y < F r
j+1
ϕ,0 (x1 + j) θ(j, x1, y).
So, by 6.1.3, A |= ∃y < F rj+1mϕ,0 (a2 + j) θ(j + 1, a2, y). Hence,
A |= ∀x2 < F r
ej+1
ϕ,0 (a + d) ∃y < F r
j+2
ϕ,0 (x2 + j + 1) θ(j + 1, x1, y),
and this proves (). Taking j = a in (), we obtain that
A |= ∀x ≤ F 0ϕ,0(a + d) ∃y < F r
a+1
ϕ,0 (x + a) θ(a, x, y)
Since d < F 0ϕ,0(a + d) = a + d, we have A |= ∃y < F r
a+1
ϕ,0 (d + a) θ(a, d, y). This
concludes the proof of the proposition. unionsq
Lemma 6.2. Let  be a class of n+2–sentences. Then the following theories,
[Iϕn +,n+2–IR] and [Iϕn +,n+1–IR], are n+2–conservative extensions
of Iϕn +  + ∀x ∃y Dϕ(x, y).
Proof. We only prove the result for n+2–IR, the other case being similar.
By 6.1, [Iϕn +,n+2–IR] is an extension of Iϕn ++∀x ∃y (Dϕ(x, y)).
Let us see that it is a n+2–conservative one. Let θ(x) ∈ n+2 such that
(–) Iϕn +   θ(0), and
(–) Iϕn +   ∀x (θ(x) → θ(x + 1)).
Then there exists ψ ∈  such that:
(–) Iϕn  ψ → θ(0), and
(–) Iϕn  ∀x [(ψ → θ(x)) → (ψ → θ(x + 1))].
Since ψ → θ(x) is n+2, then [Iϕn ,n+2–IR]  ∀x (ψ → θ(x)). So, by 6.1,
Iϕn + ∀x ∃y Dϕ(x, y)  ∀x (ψ → θ(x))
So, Iϕn +  + ∀x ∃y Dϕ(x, y)  ∀x θ(x). unionsq
Theorem 6.3. For all k ∈ ω,
[Iϕn ,n+2–IR]k ⇐⇒ [Iϕn ,n+1–IR]k ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k(x) = y)
Proof. It is enough to prove, by induction on k, that
[Iϕn ,n+2–IR]k ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k(x) = y).
k = 0: Since Fϕ,0(x) = y is ϕ(x, y); it holds that
[Iϕn ,n+2–IR]0 ⇐⇒ Iϕn ⇐⇒ Iϕn + ∀x ∃y (Fϕ,0(x) = y).
k → k + 1: Suppose that [Iϕn ,n+2–IR]k ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k(x) = y). By
definition [Iϕn ,n+2–IR]k+1 = [[Iϕn ,n+2–IR]k,n+2–IR], so
[Iϕn ,n+2–IR]k+1 ⇐⇒ [Iϕn + ∀x ∃y (Fϕ,k(x) = y),n+2–IR].
Let θ(x, y) ∈ −n be the formula Fϕ,k(x) = y ∧ ∃z ≤ y ϕ(x, z) and KIPFn(ϕ) the
n+1–formula
IPF(ϕ) ∧ ∀x, y1, y2 (Kn(x) = y1 ∧ ϕ(x, y2) → y1 ≤ y2).
Then, by 4.5 and 3.7, Iθn + IPF(ϕ) ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k(x) = y) and
Iθn + KIPFn(ϕ) + ∀x ∃y Dθ(x, y) ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k+1(x) = y).
Now, since KIPFn(ϕ) ∈ n+1, by 6.2, we get that
[Iθn + KIPFn(ϕ), n+2–IR] ⇐⇒ Iϕn + ∀x ∃y (Fϕ,k+1(x) = y)
as required. unionsq
Theorem 6.4. (Generalized Parsons’ Theorem)
1. Iϕn + n+1–IR ⇐⇒ Iϕn + ACK∗ϕ
2. Iϕ,nn+1 is a n+2–conservative extension of Iϕn + n+1–IR.
Proof. (1) follows from 6.3, and (2) from (1) and 5.1. unionsq
Theorem 6.5. (Parsons)
In+1 is a n+2–conservative extension of I0 + n+1–IR.
Proof. Let ϕ(x, y) ∈ n be Kn(x) = y. By [7]–5.13, Iϕn ⇐⇒ In. Moreover,
by lemmas 5.1 and 2.3 in [3], I0 + n+1–IR is closed under n+1–CR and,
[I0, n+1–CR] ⇒ In. So,
I0 + n+1–IR ⇐⇒ In + n+1–IR;
hence, the result is a consequence of 6.4–(2), unionsq
From 6.4 and 5.6, we obtain (see also [4]) the following result.
Corollary 6.6. In + I−n+1 ×⇒ In + n+1–IR.
Proof. Let ϕ(x, y) ∈ −n be Kn(x) = y. Then, Iϕn ⇐⇒ In. By 6.4–(1),
In + n+1–IR ⇐⇒ In + ACK∗ϕ . Since I−n+1 is n+2–axiomatizable, the
result follows from 5.6. unionsq
We conclude with a proof of a (weak) version of corollary 9.1 in [2].
Theorem 6.7. Let T be a n+2–axiomatizable extension of In. If T is n–func-
tional then [T, n+1–IR] ⇐⇒ [T,n+2–IR].
(By 6.2, the result also holds if T is n+2 ∪ n+2–axiomatizable).
Proof. Since both theories are n+2–axiomatizable and [T,n+2–IR] is, obvi-
ously, an extension of [T, n+1–IR], it suffices to prove that this extension is
n+2–conservative. Let θ ∈ n+2 a sentence such that [T,n+2–IR]  θ . Then
there exists ψ(x, y) ∈ −n such that
[In + ∀x ∃y ψ(x, y),n+2–IR]  θ.
As in 5.3, let ϕ(x, y) ∈ −n be the formula
∃y1, y2 ≤ y (Kn(x) = y1 ∧ Cψ(x, y2) ∧ y = y1 + y2).
Then Iϕn  ∀x∃y ψ(x, y) and [Iϕn ,n+2–IR]  θ . So, [Iϕn ,n+1–IR]  θ ,
by 6.1. Since T extends Iϕn , it follows that [T, n+1–IR]  θ . unionsq
7. Open questions and concluding remarks
The main problem we have studied in this paper is
(P) Under which conditions is In+1(T) a n+2–axiomatizable theory?
In 2.4 we have obtained that if T has n+1–induction, then In+1(T) is a
n+2–axiomatizable theory if and only if In+1 extends Thn+2(T). Let us add
the following property to the ones included in 2.4:
0. In+1(T) ⇒ Thn+2(T).
Then as in the proof of 2.4, without assuming that T has n+1–induction, we
get that:
(1) ⇒ (2) ⇒ (3) ⇒ (0) ⇐⇒ (4).
This raises the following problem:
Problem 7.1. Let T be an extension of In such that In+1(T) extends Thn+2(T).
Does T have n+1–induction?
As we have proved in 2.5, there exist theories T such that I1(T) is 2–axi-
omatizable, e.g. I0. Nevertheless, I1(I0) is 1–axiomatizable (it is equivalent
to I0). In 2.5.4 we obtained a condition under which I1(T) is not 2–axioma-
tizable. The proof of this result rested on 2.5.1. This raises the following question:
Problem 7.2. (On 2–axiomatization) Let T be a 0–functional theory. Are the
following conditions equivalent?
1. I1(T) is 1–axiomatizable.
2. For every ϕ(x, y) ∈ 0 such that I1(T)  ∀x ∃y ϕ(x, y) there exists a term
t (x) such that I1(T)  ∀x ∃y ≤ t (x) ϕ(x, y).
3. I1(T) is 2–axiomatizable.
4. For every ϕ(x, y) ∈ 0 such that I1(T)  ∀x ∃y ϕ(x, y) there exists a term
t (x) such that I1(T)  ∃u ∀x [u < x → ∃y ≤ t (x) ϕ(x, y)].
Let T be a theory such that I1(T) ⇐⇒ Th2(T). Then
(1) ⇐⇒ (2) and (3) ⇐⇒ (4)
Indeed, (1) ⇐⇒ (2) follows from Parikh’s theorem for sound 1 axiomatizable 
theories. Similarly, we get (3) (4) from 2.5.1.
By 2.4 we know that I1(I
⇐⇒
1
−) ⇐⇒ Th2 (I1−). From the above remark, I1(I1−) is 2–axiomatizable. So, if problem 7.2 has an affirmative answer, then 
I1(I1
−) is 1–axiomatizable and each 1(I1
−) formula is equivalent, in I1
−
, 
to a 0 formula. As it is proved in [9], I1− proves that there exist infinitely many primes. Hence, the above remarks suggest relationships between problem 7.2 and 
Wilkie’s problem on the provability in I0 of the existence of infinitely many 
primes.
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