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Abstract
Recently a definition for a Lorentz invariant operator approximat-
ing the d’Alembertian in d-dimensional causal set space-times has been
proposed. This operator contains several dimension-dependent con-
stants which have been determined for d = 2, . . . , 7. In this note we
derive closed form expressions for these constants, which are valid in
all dimensions. Using these we prove that the causal set action in any
dimension can be defined through this discrete d’Alembertian, with a
dimension independent prefactor.
The causal structure of a causal Lorentzian manifold is a partial order
on the set of events that comprise the manifold. A remarkable result about
Lorentzian geometries is that the causal structure fixes the space-time up to
conformal transformations[1, 2].
Causal set theory is a proposal for quantum gravity that uses this insight
to describe space-time. In causal set theory one discretises space-time so
that a minimal volume is associated to every space-time event. The space-
time can then be described as a locally-finite, partially-ordered set[3]. The
partial order relation ≺ does then correspond to two elements being causally
connected. Two events x, y are related if their separation is time-like, and
1
x ≺ y denotes that x is to the past of y. For a good introduction or a recent
review on causal set theory see [4, 5].
There a different ways of discretising a space-time. In a regular hyper-
cubic lattice the discretisation is obtained using integer multiples of the dis-
creteness scale l. In causal set theory these coordinates are chosen randomly,
according to a Poisson distribution. The probability to find m elements in a
volume V is
P (m,V ) =
(ρV )m
m!
e−ρV . (1)
The density ρ can be expressed in terms of the discreteness scale l as ρ = l−d.
Using this procedure to generate a causal set from a given manifold is referred
to as a “sprinkling”.
It has been argued [6] that a discrete Lorentzian manifold has to give
up on locality. The nearest neighbors of an event in a Lorentzian manifold,
are all events light-like to it, namely its light-cone. Discretising the causal
structure creates a graph of infinite valency, which leads to non-local effects.
Conversely, a finite valency graph will break Lorentz invariance. This has
been shown, assuming a random map that preserves the number volume cor-
respondence is used to generate the graph, in [7]. There it is also shown that
a causal set generated by a Poisson process does respect Lorentz invariance.
Therefore in discretising a Lorentzian manifold one has to choose between
Lorentz invariance and locality.
Causal set theory keeps Lorentz invariance, thus sacrificing locality. With-
out locality the dynamics of the theory cannot follow the usual patterns. For
example typically a derivative is discretized as a sum over nearest neighbors
(cf. [8]). On an infinite valency graph such a sum would necessarily diverge,
thus making the usual approach unsuitable for causal sets.
This has led Sorkin to propose the operator B(2), which for a finite sprin-
kling density ρ approximates the d’Alembertian operator acting on a scalar
field in 2 dimensions [6]
B(2)φ(x) :=
1
l2
[
− 2φ(x) + 4
( ∑
y∈L1(x)
φ(y)− 2
∑
y∈L2(x)
φ(y) +
∑
y∈L3(x)
φ(y)
)]
. (2)
Here y ∈ Li indicates a sum over all elements in the i-th layer to the past
of the element x. The i-th layer Li(x) is the set of all elements y for which
y ≺ x and n(x, y) = i − 1, where n(x, y) is the number of elements that lie
causally in between x and y. This definition is manifestly Lorentz invariant,
since it only depends on the causal structure.
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This operator was subsequently generalized to 4 [9] and d dimensions[10].
In d dimensions the operator B(d) is defined as
B(d)φ(x) =
1
l2

αdφ(x) + βd n∑
i=1
C
(d)
i
∑
y∈Li
φ(y)

 . (3)
Here we sum over n layers of the causal set. The cancellations between the
contributions from the different layers Li require a minimal number of layers
nd which is dimension dependent. We show here that nd =
d
2
+ 2 for even
d and d−1
2
+ 2 for odd d, as chosen in [10], is indeed the minimal number
required for the cancellation. In [10] we succeeded in determining the C
(d)
i
and the factors αd and βd explicitly for dimensions d = 2, . . . , 7.
To calculate this we used the fact that in a causal set that is well approx-
imated by d dimensional Minkowski space the average number of elements
in the i-th layer can be calculated by integrating the probability density (1),
I
(d)
i (l) :=
∫
J−(x)
dV
(ρVd(x, y))
i
i!
e−Vd(x,y)l
−d
. (4)
The integration runs over the causal past of the event x, and is easiest to solve
in light-cone coordinates u = 1√
2
(t−r) and v = 1√
2
(t+r). The volume Vd(x, y)
is the Alexandrov interval between x and y, the continuum equivalent to the
interval n(x, y) in a causal set. In flat space-time this expression can only
depend on the proper time between the events τ(x−y) =
√
2(ux − uy)(vx − vy),
V0 d(x, y) = cd((ux−uy)(vx−vy))d/2 = Sd−2 1
d(d− 1)2 d2−1
((ux−uy)(vx−vy))
d
2 ,
(5)
where we introduce cd as a shorthand, and Sd−2 is the volume of the d − 2
dimensional unit sphere. The i-th interval I
(d)
i (l) can be generated by acting
i times with H = −l ∂
∂l
on e−Vd(x,y)l
−d
and then correcting by a constant
to obtain the factor 1/i!. Any sum over layers can then be generated by
applying a power series in H . We define the operator Od as the power series
in H that generates the sum over past neighborhoods for the d’Alembertian.
Od
∫
J−(x)
dV exp(−l−dV ) =
nd∑
i=1
C
(d)
i
∫
J−(x)
dV
(l−dV )i−1
(i− 1)! exp(−l
−dV ) . (6)
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We found that for even dimensions d = 2n,
O2n =
(H + 2)(H + 4) . . . (H + 2n+ 2)
2n+1(n+ 1)!
, (7)
and for odd dimensions, d = 2n+ 1, O2n+1 = O2n.
Using this operator Od the average operator B¯(d) on a causal set that is
well approximated by d dimensional Minkowski space can be written as
B¯(d)φ(x) = αdl
−2φ(x) + βdl−(d+2)Od
∫
J−(x)
dV φ(y)e−Vd(x,y)l
−d
. (8)
In the infinite density limit this reproduces the d’Alembertian exactly.
lim
l→0
B¯(d)φ(x) = (d)φ(x) . (9)
For a given number of layers nd, this equation fixes the constants αd, βd and
C
(d)
i . The constants αd and βd are required to satisfy
1
βd
= lim
l→0
Sd−2
2(d− 1)ld+2Od
0∫
−∞
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dV0 d(u,v) (10)
αd
βd
= − lim
l→0
Sd−2
ld
Od
0∫
−∞
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dV0 d(u,v) . (11)
for any dimension. In [11] integrals of this type were solved to a closed form
expression and we now use this to find αd and βd.
In section 1 of this note we will calculate this closed form expression and
find that
βd =


2 Γ( d2+2)Γ(
d
2
+1)
Γ( 2d)Γ(d)
c
2
d
d for even d
d+1
2d−1Γ( 2d+1)
c
2
d
d for odd d
(12)
and
αd =


−2c
2
d
d
Γ( d+2d )
for even d
−c
2
d
d
Γ( d+2d )
for odd d .
(13)
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Using the same techniques we can also define generating functions for the
the coefficients Ci and obtain a simple form
C
(deven)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k
Γ
(
d
2
(k + 1) + 2
)
Γ
(
d
2
+ 2
)
Γ
(
1 + dk
2
) (14)
C
(dodd)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k
Γ
(
d
2
(k + 1) + 3
2
)
Γ
(
d+3
2
)
Γ
(
1 + dk
2
) . (15)
In [9] it was observed that the d’Alembertian acting on a scalar field in a
curved space-time will obtain corrections proportional to the Ricci scalar of
that manifold.
lim
l→0
B¯(d)φ(x) = (d)φ(x) + adR(x)φ(x) (16)
Applying this operator to a constant field gives a measure of the Ricci scalar
of that manifold at a given event, summing over all events of the manifold
should lead to the analog of the Einstein Hilbert action. This leads to a
proposal for a causal set action
1
~
S(d)(C) = ζd
[
N +
βd
αd
nd∑
i=1
C
(d)
i Ni
]
, (17)
where N is the size of the causal set, Ni the number of intervals of size
n(x, y) = i− 1 in the entire causal set, ζd = −αd
(
l
lp
)d−2
and ld−2p = 8piG~.
The case d = 2 has been studied for flat regions of Minkowski space-time,
a cylinder spacetime and the topology changing trousers [12]. The action
can also be used for Monte Carlo simulations [13]. The factor ad has been
conjectured to be −1
2
for all dimensions, which we will prove in section 3.
In the first section we calculate the closed form expression for αd and βd.
In the second section we present some attempts to find a simple expression
for the coefficients C
(d)
i and in the last section we prove that the coefficient
relating the operator B(d) to the Ricci scalar R is −1
2
for all dimensions.
1 Finding αd and βd in general dimensions
As mentioned above we can define βd and
αd
βd
through the integrals
1
βd
= lim
l→0
Sd−2
2(d− 1)ld+2Od
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dV0 d(u,v) (18)
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αd
βd
= − lim
l→0
Sd−2
ld
Od
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d−2
e−l
−dV0 d(u,v) . (19)
In [10] these integrals are solved for L = ∞, which corresponds to a past
infinite causal set. Here, for technical reasons we introduce a cut-off L. Since
αd and βd are dimensionless quantities they can only depend on the ratio L/l.
Thus taking the limit l→ 0 is equivalent to taking the limit L→∞ and the
final expressions will be independent of L.
These integrals can be solved by expanding the exponential as power
series and expressing the (v − u) terms through binomial sums. After that
the operator Od has to be applied, at which point the discussion splits into
odd and even parts. Once the closed form expressions are found we can use
hypergeometric function identities to take the limit l → 0 and thus find the
desired expressions. We will start this endeavor by calculating βd.
1.1 A general calculation for βd
In this subsection we will give an outline of how we calculate βd, a much
more detailed account of which can be found in appendix A.1. To solve the
integrals in u and v we do a power series expansion, after which the actual
integration becomes simple
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (20)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2
∞∑
n=0
(
−l−dcd
)n
n!
Ld(n+1)+2
(d
2
n+ k + 1)(d(n+ 1) + 2)
. (21)
Next we apply the operator Od. At this point we will split the discussion
into odd and even dimensions.
Applying the operator for even dimensions we find:
Odeven
ld+2
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (22)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2 (k + 1)(d+ 2)c1+
2
d
z1+
2
d d
2
+1F d
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2
2
d
(k + 1) + 1, 2
d
, . . . , 1
∣∣∣∣∣− z
)
.
(23)
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We introduced z = cd(
L
l
)d, a shorthand that we will use repeatedly through-
out the paper. The 2
d
+ 1, . . . , 2 in the upper row stand for d
2
terms in the
sequence 2
d
j + 1 with j = 1, . . . , d
2
(in the lower row 2
d
, . . . , 1 stand for the
sequence 2
d
j with j = 1, . . . , d
2
). We will in general use this shorthand for
hypergeometric functions, the first and last term of the sequence will always
be given and the steps in between be equidistant.
The limit l → 0 is equivalent to the limit z →∞. To calculate this limit
we will use the following identities,
lim
z→∞ e
z
qFq
(
a1, . . . , aq
a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
=
(−z)q
q∏
j=1
(aj − 1)
+O
(
(−z)q−1
)
(24)
lim
z→∞ z
a0
q+1Fq+1
(
a0, a1, . . . , aq
a0 + 1, a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
= Γ (a0 + 1)
q∏
j=1
aj − a0 − 1
aj − 1
(25)
which are proven in appendix B. In even dimensions when taking the limit
z → ∞ the terms in the sum in equation (23) split into three categories
depending on k. For terms where k < d
2
the first term in the hypergeometric
function can be simplified against one of the later terms, leaving us with
a function of the form (24). Thus the terms for k < d
2
do not contribute.
If k ≥ d
2
no simplification occurs and the hypergeometric function is of the
form (25) with leading order term z−
2
d
(k+1). For k > d
2
this falls of faster than
z1+
2
d , therefore these terms do not contribute. The only finite contribution
in the limit comes from the term k = d
2
.
lim
z→∞
(
d
d
2
)
(−1) d2
2
d
2 (d
2
+ 1)(d+ 2)c1+
2
d
z1+
2
d d
2
+1F d
2
+1
(
2
d
+ 1, 2
d
+ 1, . . . , 2
2
d
+ 2, 2
d
, . . . , 1
∣∣∣∣∣− z
)
(26)
=
(
d
d
2
)
1
2
d
2
−1d(d+ 2)c1+
2
d
Γ
(
2 + d
d
)
(27)
We can insert this into equation (18) and find
βdeven =
2 Γ
(
d
2
+ 2
)
Γ
(
d
2
+ 1
)
Γ
(
2
d
)
Γ (d)
c
2
d
d (28)
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Next we calculate βdodd , by applying the operator for odd dimensions to
equation (21)
1
ld+2
Ododd
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (29)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2 ld+2
L2+d
(k + 1)(d+ 2)
d+1
2
+2F d+1
2
+2
(
1 + 2
d
, 2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
. (30)
We can not immediately use the identities (24) and (25) on this, since the
sequences in the argument do not have the required form. We can however
expand the hypergeometric function [14]1. This leads to
lim
z→∞ z
1+ 2
d d+1
2
+2F d+1
2
+2
(
1 + 2
d
, 2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
(31)
= lim
z→∞
z1+
2
d
1− 2
d
k
{
(1 +
2
d
) d+1
2
+1F d+1
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
− 2
d
(k + 1) d+1
2
+1F d+1
2
+1
(
1 + 2
d
, 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)}
. (32)
Comparing to equations (24) and (25) we can see that the first term does
not contribute. For 2
d
(k + 1) < 1 + 1
d
, the term 2
d
(k + 1) can be simplified
against one of the later terms, and thus the hypergeometric function goes to
zero as z →∞ by equation (24). For k > d
2
,the leading order behavior can
be determined as z−
2
d
(k+1) using (25). This goes to zero faster than z1+
2
d ,
and thus also vanishes in the limit. This leaves us with the second term
− lim
z→∞
2
d
(k + 1)
1− 2
d
k
z1+
2
d d+1
2
+1F d+1
2
+1
(
1 + 2
d
, 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
. (33)
We can use equation (25) to take the limit z →∞, and insert the result into
the sum in equation (30) above which we can then solve
=
d∑
k=0
(
d
k
)
(−1) d+12 +1+k
2
d
2 (d
2
− k)
l2+dz1+
d
2
(d+ 2)c
1+ d
2
d
Γ
(
2 + 2
d
)
Γ
(
1 + d
2
)
Γ
(
d+1
2
+ 1
)√
pi
(34)
1Please refer to appendix A.1.2 for more detail.
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=
21+
d
2Γ
(
2
d
+ 1
)
d(d+ 1)
l2+d
c
1+ d
2
d
. (35)
Inserting this into the definition of βd above (18) leads to
βdodd =
d+ 1
2d−1Γ
(
2
d
+ 1
) c 2dd . (36)
Thus we have calculated the previously unknown closed form expression
for βd in odd and even dimensions
βd =


2 Γ( d2+2)Γ(
d
2
+1)
Γ( 2d)Γ(d)
c
2
d
d for even d
d+1
2d−1Γ( 2d+1)
c
2
d
d for odd d .
(37)
1.2 A general calculation for αd
βd
In [10] after observing the pattern of αd for d = 2, . . . , 7 a closed form ex-
pression in all dimensions was conjectured
αd =


−2c
2
d
d
Γ( 2d+1)
if d is even
−c
2
d
d
Γ( 2d+1)
if d is odd .
(38)
In this section we will calculate the ratio αd
βd
, which together with our closed
form expressions for βd will allow us to prove above pattern.
αd
βd
= − lim
l→0
Sd−2
ld
Od
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d−2
e−l
−dV0 d(u,v) . (39)
We can calculate this in the same manner as βd. Here in the main text we
will present an outline of the calculations, while more detail is available in
appendix A.2.
We start with the even dimensional case,
Odeven
ld
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dcd(uv)
d
2 (40)
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=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
Ld
ld+2 d(k + 1)
×
d
2
+1F d
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2− 2
d
, 2 + 2
d
2
d
(k + 1) + 1, 2
d
, . . . , 1− 2
d
, 1 + 2
d
∣∣∣∣∣− cd
(
L
l
)d)
. (41)
We introduce z and compare the leading powers of z in
z d
2
+1F d
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2− 2
d
, 2 + 2
d
2
d
(k + 1) + 1, 2
d
, . . . , 1− 2
d
, 1 + 2
d
∣∣∣∣∣− z
)
(42)
for the large z limit. For k < d
2
− 1 the first argument of the hypergeometric
can be simplified against one of the later arguments. This leads to a function
that vanishes in the large z limit according to equation (24). For k ≥ d
2
− 1
the function is of the form (25), with a leading order term z−
2
d
(k+1)+1. This
goes to zero for z → ∞ if k > d
2
− 1, so the only finite contribution comes
from the term k = d
2
− 1. Inserting this in equation (41) we find:
(
d− 2
d
2
− 1
)
(−1) d2−1
2
d
2
−2
1
cd d2
Γ (2)
1 + d
2
d
2
−1∏
i=1
i− d
2
i
=
(
d−2
d
2
−1
)
2
d
2
−3d2(2 + d) cd
(43)
Using this and the definition of cd (equation (5)) in equation (19) leads to
αdeven
βdeven
=
Sd−2
(
d−2
d
2
−1
)
2
d
2
−3d2(2 + d) cd
= − Γ (d)
Γ
(
d
2
+ 2
)
Γ
(
d
2
) . (44)
We can combine this with βdeven from equation (28) and find
αdeven = −
2
Γ
(
2
d
+ 1
)c 2dd (45)
as conjectured.
In odd dimensions we find
Ododd
ld
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dcd(uv)
d
2 (46)
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
Ld
ld d(k + 1)
×
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d+1
2
+2F d+1
2
+2
(
1, 2
d
(k + 1), 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
(k + 1) + 1, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− cd
(
L
l
)d)
. (47)
We then introduce z and use (107) to expand the hypergeometric function,
lim
z→∞ z d+12 +2F d+12 +2
(
1, 2
d
(k + 1), 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
(k + 1) + 1, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)
(48)
= lim
z→∞
z
1− 2
d
(k + 1)
{
d+1
2
+1F d+1
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2 + 1
d
2
d
(k + 1) + 1, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)
− 2
d
(k + 1) d+1
2
+2F d+1
2
+2
(
1, 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)}
. (49)
As for βdodd above the first term does not contribute in the z → ∞ limit.
All terms for k < d
2
− 1 can be simplified into a form that vanishes in the
large z limit according to equation (24), while all terms with k > d
2
− 1 have
a leading order z−
2
d
(k+1) which falls off faster than z and vanish by equation
(25).
We then only need to consider the second term, for which we can take
the limit using (25). Inserting the result of this in equation (47) we can then
solve the summation over k
d−2∑
k=0
(
d− 2
k
)
(−1)k+ d+12
d 2
d
2
1
cd
1
d
2
− k − 1
Γ
(
d
2
)
√
pi Γ
(
d+3
2
) (50)
=
2
d
2
d(d− 1)(d+ 1)
1
cd
. (51)
This and the definition of cd in equation (5) then lead to
αdodd
βdodd
= −Sd−2
2
d
2
d(d− 1)(d+ 1)
1
cd
= − 2
d−1
d + 1
. (52)
We can combine this with βdodd we find
αdodd = −
c
2
d
d
Γ
(
2
d
+ 1
) (53)
in concordance with the conjecture.
In this section we solved eqn (18) and (19) to find a closed form expression
for αd, βd. The closed form for αd had been conjectured in [10], but had not
been proven before. This closed form is useful for simulations and can be
used in further analytic work on causal sets.
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2 Finding the C
(d)
i
Knowing a closed form expression for the constants αd and βd we are one
step away from being able to immediately calculate the operator B(d) in any
dimension. The step that is missing is knowing the prefactors C
(d)
i . These
prefactors are defined as
Ode−l−dV =
nd∑
i=1
C
(d)
i
(l−dV )i−1
(i− 1)! exp(−l
−dV ) . (54)
Our task is to find a closed form expression for this. Again we will present
a short outline in the main text and go into more detail in appendix C.1. In
even dimensions we can calculate
Odevene−l
−dV = d
2
+1F d
2
+1
(
2
d
+ 1, 4
d
+ 1, . . . , 2
d
+ 2
2
d
, 4
d
, . . . , 2
d
+ 1
∣∣∣∣∣− l−dV
)
, (55)
while in odd dimensions
Ododde−l
−dV = d+1
2
F d+1
2
(
2
d
+ 1, 4
d
+ 1, . . . , 1
d
+ 2
2
d
, 4
d
, . . . , 1
d
+ 1
∣∣∣∣∣− l−dV
)
. (56)
Comparing this to equations (23), (30), (41) and (47) above can see that the
last d
2
+1 resp. d+1
2
terms in these hypergeometric functions are generated by
the operator2. In the last section we saw how for odd and even dimensions
these terms suppressed contributions that would lead to infinite contributions
in the l → 0 limit. The situation is always of the shape
za p+1Fp+1
(
bk, b1 + 1, . . . , bp + 1
bk + 1, b1, . . . , bp
∣∣∣∣∣− z
)
(57)
where bi is a rising sequence and for all bk < a, which would give rise to terms
za−b1 that blow up as z → ∞, the operator generates a new argument that
cancels it out. So the operator generates exactly the terms necessary for a
finite result, creating the minimal number of layers nd.
We can then define a generating function for the C
(d)
i , introducing z
Gdeven = e
z
d
2
+1F d
2
+1
(
2
d
+ 1, 4
d
+ 1, . . . , 2
d
+ 2
2
d
, 4
d
, . . . , 2
d
+ 1
∣∣∣∣∣− z
)
for even d (58)
2The last of these terms in equation (23) has been simplified away, however this does
not change the argument.
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Gdodd = e
z
d+1
2
F d+1
2
(
2
d
+ 1, 4
d
+ 1, . . . , 1
d
+ 2
2
d
, 4
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
for odd d (59)
From these we can generate the C
(d)
i as
C
(d)
i =
(
∂
∂z
)i−1
Gd
∣∣∣∣∣
z=0
(60)
We calculate this in appendix C.2 and find:
C
(deven)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k
Γ
(
d
2
(k + 1) + 2
)
Γ
(
d
2
+ 2
)
Γ
(
1 + dk
2
) (61)
C
(dodd)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k
Γ
(
d
2
(k + 1) + 3
2
)
Γ
(
d+3
2
)
Γ
(
1 + dk
2
) . (62)
These are finite sums that can be evaluated for a given i, without having
to specify d. They can be implemented in computer programs to obtain the
action for any possible dimension. The computing time for solving the sums
should be negligible compared to typical time scales in causal set simulations,
therefore these expressions could be used in dimension independent Monte
Carlo simulations. Yet this expression remains aesthetically unsatisfying.
The hope was to be able to solve the sum over k to a closed form expression
for general i, to obtain further insights into the structure of causal set space-
times.
3 Finding the prefactor of R in all dimensions
On flat space-times B(d) approximates the d’Alembertian. As mentioned
in the introduction, in a curved space-time corrections proportional to the
curvature scalar R arise[9],
lim
l→0
B¯(d)φ(x) = (d)φ(x) + adR(x)φ(x) , (63)
which can be used to define a causal set action. In principle the factor
ad could be dimension dependent, but in [10] it was shown to be −12 for
d = 2, . . . , 7. This led to the conjecture that ad = −12 for all dimensions.
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We will now prove this conjecture. In [10] equation (8) was expanded, to
first order in the curvature, in Riemann normal coordinates
βl−(d+2)Sd−2Od
∫
N
dt dr rd−2
×
[(
R00t
2 +
1
d− 1(R00 +R)r
2
)(
− 1
6
− 1
24(d+ 1)
l
∂
∂l
)
e−l
−dV0 d
+R(t2 − r2) 1
24(d+ 1)(d+ 2)
l
∂
∂l
e−l
−dV0 d
]
. (64)
This defines two contributions. The terms proportional to R define ad, while
the terms proportional to R00 should, due to symmetry, sum up to zero.
I
(d)
R := lim
l→0
βl−(d+2)Sd−2{(
− 1
6
− 1
24(d+ 1)
l
∂
∂l
) Od
(d− 1)
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d
e−l
−dV0 d
+
1
12(d+ 1)(d+ 2)
l
∂
∂l
Od
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d−2
uv e−l
−dV0 d
}
(65)
I
(d)
00 := lim
l→0
l−(d+2)βSd−2
{(
−1
6
− 1
24(d+ 1)
l
∂
∂l
) Od
(d− 1)
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dV0 d
+
(
−1
6
− 1
24(d+ 1)
l
∂
∂l
)
Od
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2 (
v + u√
2
)2
e−l
−dV0 d
}
.
(66)
The first term in both of these integrals is the same while the second is
different. We will thus have to calculate three different integrals for even and
odd dimensions. The techniques to solve the integrals are the same that have
been used throughout this article, so we will only sketch the results here. A
more detailed discussion can be found in appendix D.
We will first calculate all three integrals in even dimensions.
lim
l→0
l−(d+2)βdevenSd−2
14
(
−1
6
− 1
24(d+ 1)
l
∂
∂l
) Odeven
d− 1
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dV0 d
(67)
In the second term applying the derivative l ∂
∂l
changes the arguments of the
hypergeometric function
∂
∂z
pFq
(
a1, . . . , ap
b1, . . . , bq
∣∣∣∣∣z
)
=
∏p
j=1 aj∏q
j=1 bq
pFq
(
a1 + 1, . . . , ap + 1
b1 + 1, . . . , bq + 1
∣∣∣∣∣z
)
. (68)
Using this, as shown in appendix D.2, we find
= −1
3
βdevenSd−2
2
d
2
−3Γ
(
d−1
2
)
Γ
(
2
d
+ 1
)
(d+ 2)
√
piΓ
(
1 + d
2
)
c
1+ 2
d
d
5d+ 6
d(d+ 1)
. (69)
The other terms we need to calculate are
lim
l→0
l−(d+2)βdevenSd−2×(
−1
6
− 1
24(d+ 1)
l
∂
∂l
)
Odeven
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2 (
v + u√
2
)2
e−l
−dV0 d
(70)
=
1
3
βdevenSd−2
2
d
2
−3Γ
(
d−1
2
)
Γ
(
2
d
+ 1
)
(d+ 2)
√
piΓ
(
1 + d
2
)
c
1+ 2
d
d
5d+ 6
d(d+ 1)
. (71)
and
lim
l→0
βdeven l
−(d+2)Sd−2×
1
12(d+ 1)(d+ 2)
l
∂
∂l
Odeven
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d−2
uv e−l
−dV0 d
(72)
= −2
d
2
−3
3
dβdevenSd−2
(d+ 1)2(d+ 2)2 c
1+ 2
d
d
Γ
(
3 + 2
d
)
Γ
(
d−1
2
)
Γ
(
d
2
)√
pi
. (73)
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We can then calculate I
(d)
00 and I
(d)
R by inserting the constant term
βdevenSd−2
c
1+ 2
d
d
=
2
d
2 d Γ
(
d
2
+ 2
)
Γ
(
d
2
+ 1
)
Γ
(
2
d
)
Γ (d− 1)
(74)
and the three integrals into equation (66) and (65).
I
(d)
00 = −
βdevenSd−2
3
2
d
2
−4Γ
(
d−1
2
)
Γ
(
2
d
+ 1
)
√
piΓ
(
2 + d
2
)
c
1+ 2
d
d
(
5d+ 6
d(d+ 1)
− 5d+ 6
d(d+ 1)
)
(75)
= 0 (76)
I
(d)
R = −
2d−2
3
d Γ
(
d
2
+ 2
)
Γ (d− 1)
Γ
(
d−1
2
)
(d+ 1)(d+ 2)
√
pi
(
5d+ 6
d2
+
1
d
)
(77)
= −1
2
(78)
Which proves the conjecture for even dimensions.
The same integrals need to be solved in odd dimensions:
lim
l→0
l−(d+2)βdoddSd−2(
−1
6
− 1
24(d+ 1)
l
∂
∂l
) Od
d− 1
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dV0 d (79)
= −1
3
βdoddSd−2
2
d
2Γ
(
2
d
+ 1
)
(d+ 1)(d− 1)c1+
2
d
d
5d+ 6
4d(d+ 1)
(80)
lim
l→0
l−(d+2)βdoddSd−2×(
−1
6
− 1
24(d+ 1)
l
∂
∂l
)
Od
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2 (
v + u√
2
)2
e−l
−dV0 d
(81)
= βdoddSd−2
2
d
2Γ
(
1 + 2
d
)
3(d+ 1)(d− 1)
5d+ 6
4d(d+ 1)
(82)
and
lim
l→0
βdoddl
−(d+2)Sd−2×
16
112(d+ 1)(d+ 2)
l
∂
∂l
Od
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d−2
uv e−l
−dV0 d
(83)
= −1
3
βdoddSd−2
2
d
2
−2Γ
(
1 + 2
d
)
(d− 1)(d+ 1)2c1+
2
d
d
. (84)
To calculate I
(d)
00 and I
(d)
R we insert
βdoddSd−2
c
1+ 2
d
d
=
d(d− 1)(d+ 1)
2
d
2Γ
(
2
d
+ 1
) (85)
and the integrals into equation (66) and (65).
I
(d)
00 =
1
3
βdoddSd−2
2
d
2Γ
(
2
d
+ 1
)
(d+ 1)(d− 1)c1+
2
d
d
(
− 5d+ 6
4d(d+ 1)
+
5d+ 6
4d(d+ 1)
)
(86)
= 0 (87)
and
I
(d)
R = −
1
3
d
(
5d+ 6
4d(d+ 1)
+
1
4(d+ 1)
)
(88)
= −1
2
. (89)
Which proves the conjecture in odd dimensions. Thus it is proven that
ad = −12 in all dimensions.
4 Conclusion
In this note we provided closed form expressions for αd and βd for all dimen-
sions and proved that the coefficient for the scalar curvature ad will always
be −1
2
. This completes the work presented in [10]. Calculating the αd and
βd also allow some insight into how the operator Od, and thus the layering
structure, regularizes the integral over all space. Before applying the oper-
ator the integral could be written as a 2F2 hypergeometric function of the
form
z1+
2
d 2F2
(
1 + 2
d
, 2
d
(k + 1)
2 + 2
d
, 2
d
(k + 1) + 1
∣∣∣∣∣− z
)
(90)
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this diverges for the values k < d
2
. The operator Od creates new arguments
(c.f. (102) and (93)) which cancel these terms out. We can then say that Od
is the minimal viable operator in the sense that is the operator that generates
the minimal number of terms necessary to obtain a finite result. One can
then presume that the cancellation between the layers that leads to a finite
discrete result is the same cancellation that in the continuum approximation
leads to a hypergeometric function with a finite infinite density limit.
We also give a closed form expression for the C
(d)
i that can easily be
evaluated for any given value for i. Our hope is that this work will be of use
for further studies of the causal set action in different dimensions.
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This article comes with a rather long list of appendices which contain
technical details of the calculations presented in the main text. In appendix
A the calculations for αd and βd are shown in detail, appendix B contains
proofs for the hypergeometric function identities that are used to obtain the
limit l → 0, in appendix C some of the technical detail for calculating the
constants C
(d)
i is presented and lastly appendix D contains the calculations
to prove that ad = −12 .
A Calculating βd and αd
In this appendix the more technical details of calculating the constants αd
and βd are presented.
A.1 A general calculation for βd
The first step is to expand the exponential and the power
(
v−u√
2
)d
as power
series in u, v.
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (91)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2
∞∑
n=0
(
−l−dcd
)n
n!
L∫
0
du
u∫
0
dvu
d
2
(n+1)−kv
d
2
n+k (92)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2
∞∑
n=0
(
−l−dcd
)n
n!
Ld(n+1)+2
(d
2
n+ k + 1)(d(n+ 1) + 2)
(??)
Next we apply the operator Od. At this point we will split the discussion
into two parts, since the operator differs between odd and even dimensions.
A.1.1 In even dimensions
First we apply the operator Odeven for even dimensions to l−dn
Odeven l−dn =
1
2
d
2
+1(d
2
+ 1)!
d
2
+1∏
i=1
(2i− l ∂
∂l
)l−dn = l−dn
d
2
+1∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
. (93)
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We can then insert this in equation (21),
Odeven
ld+2
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (94)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2
L2+d
ld+2(k + 1)(d+ 2)
×
∞∑
n=0
(
−(L
l
)dcd
)n
n!
(
2
d
(k + 1)
)
n
(
2
d
+ 1
)
n(
2
d
(k + 1) + 1
)
n
(
2
d
+ 2
)
n
d
2
+1∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
(95)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2
L2+d
ld+2(k + 1)(d+ 2)
d
2
+3F d
2
+3
(
1 + 2
d
, 2
d
(k + 1), 2
d
+ 1, . . . , 2
d
+ 2
2 + 2
d
, 2
d
(k + 1) + 1, 2
d
, . . . , 2
d
+ 1
∣∣∣∣∣− cd
(
L
d
)d)
,
(96)
and introduce z:
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2 (k + 1)(d+ 2)c1+
2
d
z1+
2
d d
2
+1F d
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2
2
d
(k + 1) + 1, 2
d
, . . . , 1
∣∣∣∣∣− z
)
.
(97)
To take the limit z → ∞ we need two hypergeometric function identities
which are proven in appendix B.
lim
z→∞ e
z
qFq
(
a1, . . . , aq
a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
=
(−z)q
q∏
j=1
(aj − 1)
+O
(
(−z)q−1
)
(24)
lim
z→∞ z
a0
q+1Fq+1
(
a0, a1, . . . , aq
a0 + 1, a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
= Γ (a0 + 1)
q∏
j=1
aj − a0 − 1
aj − 1
(25)
In even dimensions when taking the limit z → ∞ we split the terms into
three categories depending on k. For those terms where k < d
2
the first term
in the hypergeometric function can be simplified against one of the later
terms, leaving us with a function of the form (24). Thus the terms for k < d
2
do not contribute. If k ≥ d
2
no simplification occurs and the hypergeometric
22
function is of the form (25) with leading order term z−
2
d
(k+1). For k > d
2
this
falls of faster than z1+
2
d , therefore these terms do not contribute. The only
finite contribution in the limit is then from the term k = d
2
.
lim
z→∞
(
d
d
2
)
(−1) d2
2
d
2 (d
2
+ 1)(d+ 2)c1+
2
d
z1+
2
d
d
2
+1F d
2
+1
(
2
d
+ 1, 2
d
+ 1, . . . , 2
2
d
+ 2, 2
d
, . . . , 1
∣∣∣∣∣− z
)
(98)
=
(
d
d
2
)
(−1) d2
2
d
2 (d
2
+ 1)(d+ 2)c1+
2
d
Γ
(
2 +
2
d
) d2∏
i=1
i− 1− d
2
i
(99)
=
(
d
d
2
)
1
2
d
2
−1d(d+ 2)c1+
2
d
Γ
(
2 + d
d
)
(100)
We can insert this into equation (18) and find
βdeven =
2 Γ
(
d
2
+ 2
)
Γ
(
d
2
+ 1
)
Γ
(
2
d
)
Γ (d)
c
2
d
d (101)
A.1.2 In odd dimensions
Equation (21) depends on l as l−dn. Applying the operator Ododd then gives
Ododdl−dn =
1
2
d+1
2 (d+1
2
)!
d+1
2∏
i=1
(2i− l ∂
∂l
)l−dn = l−dn
d+1
2∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
. (102)
We rewrite the denominators containing n as Pochhammer symbols and find,
1
ld+2
Ododd
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (103)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2 ld+2
L2+d
(k + 1)(d+ 2)
∞∑
n=0
(
−(L
l
)dcd
)n
n!
(
2
d
(k + 1)
)
n
(
2
d
+ 1
)
n(
2
d
(k + 1) + 1
)
n
(
2
d
+ 2
)
n
d+1
2∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
(104)
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=
d∑
k=0
(
d
k
)
(−1)k
2
d
2 ld+2
L2+d
(k + 1)(d+ 2)
d+1
2
+2F d+1
2
+2
(
1 + 2
d
, 2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− cd(Ll )d
)
.
(105)
=
d∑
k=0
(
d
k
)
(−1)k
2
d
2
z1+
d
2
(k + 1)(d+ 2)c
1+ d
2
d
d+1
2
+2F d+1
2
+2
(
1 + 2
d
, 2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
. (106)
The limit l → 0 is equivalent to the limit z → ∞. Before using equations
(24) and (25) we will simplify the hypergeometric function once more using
[14]
pFq
(
a, b, a3, . . . , ap
a + 1, b+ 1, b3, . . . bq
∣∣∣∣∣z
)
=
1
a− b×{
a p−1Fq−1
(
b, a3, . . . , ap
b+ 1, b3, . . . , bq
∣∣∣∣∣z
)
− b p−1Fq−1
(
a, a3, . . . , ap
a+ 1, b3, . . . , bq
∣∣∣∣∣z
)}
. (107)
This leads to
lim
z→∞ z
1+ 2
d d+1
2
+2F d+1
2
+2
(
1 + 2
d
, 2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
(108)
= lim
z→∞
z1+
2
d
1− 2
d
k
{
(1 +
2
d
) d+1
2
+1F d+1
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 1
d
+ 2
2
d
(k + 1) + 1, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
− 2
d
(k + 1) d+1
2
+1F d+1
2
+1
(
1 + 2
d
, 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)}
(109)
Comparing to equations (24) and (25) we can see that the first term does not
contribute. For 2
d
(k + 1) < 1 + 1
d
, all terms where k < d
2
, the term 2
d
(k + 1)
can be simplified against one of the later terms, and thus the hypergeometric
function goes to zero as z →∞ (24). For k > d
2
,the leading order behavior
can be determined as z−
2
d
(k+1) using (25). This goes to zero faster than z1+
2
d ,
thus also vanishes in the limit. This leaves us with the second term
− lim
z→∞
2
d
(k + 1)
1− 2
d
k
z1+
2
d d+1
2
+1F d+1
2
+1
(
1 + 2
d
, 2
d
+ 1, . . . , 1
d
+ 2
2 + 2
d
, 2
d
, . . . , 1
d
+ 1
∣∣∣∣∣− z
)
. (110)
24
We can use equation (25) to take the limit z →∞, leading to
=
−(k + 1)
d
2
− k Γ
(
2 +
2
d
) d+12∏
i=1
i− 1− d
2
i
(111)
=
(k + 1)
d
2
− k (−1)
d+1
2
+1
Γ
(
2 + 2
d
)
Γ
(
1 + d
2
)
Γ
(
d+1
2
+ 1
)√
pi
. (112)
Inserting this into equation (106) above we can now solve the summation
over k
=
d∑
k=0
(
d
k
)
(−1) d+12 +1+k
2
d
2 (d
2
− k)
l2+dz1+
d
2
(d+ 2)c
1+ d
2
d
Γ
(
2 + 2
d
)
Γ
(
1 + d
2
)
Γ
(
d+1
2
+ 1
)√
pi
(113)
=
21+
d
2Γ
(
2
d
+ 1
)
d(d+ 1)
l2+d
c
1+ d
2
d
(114)
This and the definition of βd above (18), then allow us to find a closed form
expression for βdodd
βdodd =
d+ 1
2d−1Γ
(
2
d
+ 1
) c 2dd . (115)
A.2 A general calculation for αd
βd
In this subsection we will present the calculations to solve equation (19).
αd
βd
= − lim
l→0
Sd−2
ld
Od
∫ 0
−L
du
∫ 0
u
dv
(
v − u√
2
)d−2
e−l
−dV0 d(u,v) . (116)
We expand the integrals as a power series in u and v:
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dcd(uv)
d
2 (117)
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
∞∑
n=0
(
−l−dcd
)n
n!
0∫
−L
du
0∫
u
dvu
d
2
(n+2)−k−2v
d
2
n+k (118)
25
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
∞∑
n=0
(
−l−dcd
)n
n!
1
(d
2
n+ k + 1)d(n+ 1)
Ld(n+1) . (119)
Since the terms are proportional to l−dn we can use equation (102) (resp.
(93)) for odd (resp. even) dimensions.
A.2.1 In even dimensions
For the even dimensional case applying Odeven (93) leads to
Odeven
ld
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dcd(uv)
d
2 (120)
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
Ld
ld+2 d(k + 1)
×
∞∑
n=0
(
−cd
(
L
l
)d)d
n!
(1)n
(
2
d
(k + 1)
)
n
(2)n
(
2
d
(k + 1) + 1
)
n
d
2
+1∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
(121)
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
Ld
ld+2 d(k + 1)
×
d
2
+1F d
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2− 2
d
, 2 + 2
d
2
d
(k + 1) + 1, 2
d
, . . . , 1− 2
d
, 1 + 2
d
∣∣∣∣∣− cd
(
L
l
)d)
.
(122)
We introduce z and compare the leading powers for the large z limit. For
k < d
2
− 1 the first argument of the hypergeometric can be simplified against
one of the later arguments, leading to a function that vanishes in the large z
limit according to equation (24). For k ≥ d
2
− 1 it is of the form (25), with a
leading order term z−
2
d
(k+1)+1. This goes to zero for z →∞ if k > d
2
− 1, so
the only finite contribution comes from the term k = d
2
− 1. Inserting this in
equation (41) we find:
(
d− 2
d
2
− 1
)
(−1) d2−1
2
d
2
−2
1
cd d2
Γ (2)
1 + d
2
d
2
−1∏
i=1
i− d
2
i
=
(
d−2
d
2
−1
)
2
d
2
−3d2(2 + d) cd
(123)
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Using this and the definition of cd (equation (5)) in equation (19) leads to
αdeven
βdeven
=
Sd−2
(
d−2
d
2
−1
)
2
d
2
−3d2(2 + d) cd
= − Γ (d)
Γ
(
d
2
+ 2
)
Γ
(
d
2
) (124)
A.2.2 In odd dimensions
We shall first calculate the odd dimensional case, using equation (102)
Ododd
ld
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dcd(uv)
d
2 (125)
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
Ld
ld d(k + 1)
×
∞∑
n=0
(
−cd
(
L
l
)d)n
n!
(1)n
(
2
d
(k + 1)
)
n
(2)n
(
2
d
(k + 1) + 1
)
n
d+1
2∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
(126)
=
d−2∑
k=0
(
d− 2
k
)
(−1)k
2
d
2
−1
Ld
ld d(k + 1)
×
d+1
2
+2F d+1
2
+2
(
1, 2
d
(k + 1), 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
(k + 1) + 1, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− cd
(
L
l
)d)
.
(127)
We introduce z and use (107) to expand the hypergeometric function.
lim
z→∞ z d+12 +2F d+12 +2
(
1, 2
d
(k + 1), 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
(k + 1) + 1, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)
(128)
= lim
z→∞
z
1− 2
d
(k + 1)
{
d+1
2
+1F d+1
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2 + 1
d
2
d
(k + 1) + 1, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)
− 2
d
(k + 1) d+1
2
+2F d+1
2
+2
(
1, 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)}
(129)
As in the case for βdodd above the first term does not contribute. All terms
for k < d
2
− 1 can be simplified into a form that vanishes in the large z limit
according to equation (24), while all terms with k > d
2
− 1 have a leading
order z−
2
d
(k+1) which falls off faster than z and vanish by equation (25). We
27
then only need to consider the second term, which can be expanded using
equation (25).
lim
z→∞
−z(k + 1)
d
2
− k − 1 d+12 +2F d+12 +2
(
1, 2
d
+ 1, . . . , 2 + 1
d
2, 2
d
, . . . , 1 + 1
d
∣∣∣∣∣− z
)
(130)
=
−(k + 1)
d
2
− k − 1Γ (2)
d+1
2∏
i=1
i− d
2
i
=
(−1) d+12 (k + 1)
d
2
− k − 1
Γ
(
d
2
)
2
√
piΓ
(
d+3
2
) . (131)
We can reinsert this in equation (47) and find:
d−2∑
k=0
(
d− 2
k
)
(−1)k+ d+12
d 2
d
2
1
cd
1
d
2
− k − 1
Γ
(
d
2
)
√
pi Γ
(
d+3
2
) (132)
=
2
d
2
d(d− 1)(d+ 1)
1
cd
. (133)
This and the definition of cd in equation (5) can be inserted into equation
(19) and lead to
αdodd
βdodd
= −Sd−2 2
d
2
d(d− 1)(d+ 1)
1
cd
= − 2
d−1
d+ 1
(134)
B Proof of some hypergeometric limits
We want to prove equation (24):
lim
z→∞ e
z
qFq
(
a1, . . . , aq
a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
=
(−z)q
q∏
j=1
(aj − 1)
+O
(
(−z)q−1
)
(135)
it is easy to establish that this is true for q = 1, 2, 3... using Mathematica.
We can then prove this identity for all q ∈ Z by induction.
lim
z→∞ e
z
q+1Fq+1
(
a1, . . . , aq+1
a1 − 1, . . . , aq+1 − 1
∣∣∣∣∣− z
)
(136)
=
using the identity [15]
lim
z→∞
{
ez qFq
(
a1, . . . , aq
a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
+
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q∏
j=1
aj (−z)ez
(aq+1 − 1)
q∏
j=1
(aj − 1)
qFq
(
a1 + 1, . . . , aq + 1
a1, . . . , aq
∣∣∣∣∣− z
)}
(137)
We can now use that identity (24) is true for q
=
(−z)q
q∏
j=1
(aj − 1)
+O
(
(−z)q−1
)
+
q∏
j=1
aj
(aq+1 − 1)
q∏
j=1
(aj − 1)

(−z)
q+1
q∏
j=1
(aj)
+O ((−z)q)

 (138)
=
(−z)q+1
q+1∏
j=1
(aj − 1)
+O ((−z)q) (139)
The other identity we need to prove is equation (25):
lim
z→∞ z
a0
q+1Fq+1
(
a0, a1, . . . , aq
a0 + 1, a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
= Γ (a0 + 1)
q∏
j=1
aj − a0 − 1
aj − 1
.
(140)
It is easy to establish that this is true for q = 1, 2, 3... using Mathematica.
We can then prove this identity for all q ∈ Z by induction.
lim
z→∞ z
a0
q+2Fq+2
(
a0, a1, . . . , aq, aq+1
a0 + 1, a1 − 1, . . . , aq − 1, aq+1
∣∣∣∣∣− z
)
(141)
=
using the identity [15]
lim
z→∞
{
za0 q+1Fq+1
(
a0, a1, . . . , aq
a0 + 1, a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
(142)
−
q∏
j=0
aj z
a0+1
q+1Fq+1
(
a0+1,a1+1,...,aq+1
a0+2,a1,...,aq
∣∣∣∣∣− z
)
(aq+1 − 1)(a0 + 1)
q∏
j=1
(aj − 1)
}
(143)
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We can now use that identity (25) is true for q
= Γ (a0 + 1)
q∏
j=1
aj − a0 − 1
aj − 1
−
q∏
j=0
aj Γ (a0 + 2)
q∏
j=1
aj−a0−1
aj
(aq+1 − 1)(a0 + 1)
q∏
j=1
(aj − 1)
(144)
= Γ (a0 + 1)
q∏
j=1
aj − a0 − 1
aj − 1
(
1− a0
aq+1 − 1
)
(145)
= Γ (a0 + 1)
q+1∏
j=1
aj − a0 − 1
aj − 1
(146)
C Calculating the C
(d)
i
This appendix will show some more detail for the calculations in section 2.
C.1 Applying the operator to e−l
−dV
In even dimensions we have
Ode−l−dV = 1
2
d
2
+1(d
2
+ 1)!
d
2
+1∏
i=1
(
−l ∂
∂l
+ 2i
)
e−l
−dV (147)
=
1
2
d
2
+1(d
2
+ 1)!
∞∑
n=0
(−V )n
n!
d
2
+1∏
i=1
(
−l ∂
∂l
+ 2i
)
l−dn (148)
=
d
d
2
+1
2
d
2
+1(d
2
+ 1)!
∞∑
n=0
(−l−dV )n
n!
d
2
+1∏
i=1
(
n+
2
d
i
)
(149)
=
∞∑
n=0
(−l−dV )n
n!
d
2
+1∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
(150)
= d
2
+1F d
2
+1
(
2
d
+ 1, 4
d
+ 1, . . . , 2
d
+ 2
2
d
, 4
d
, . . . , 2
d
+ 1
∣∣∣∣∣− l−dV
)
, (151)
while in odd dimensions
Ode−l−dV = 1
2
d+1
2 (d+1
2
)!
d+1
2∏
i=1
(
−l ∂
∂l
+ 2i
)
e−l
−dV (152)
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=
1
2
d+1
2 (d+1
2
)!
∞∑
n=0
(−V )n
n!
d+1
2∏
i=1
(
−l ∂
∂l
+ 2i
)
l−dn (153)
=
d
d+1
2
2
d+1
2 (d+1
2
)!
∞∑
n=0
(−l−dV )n
n!
d+1
2∏
i=1
(
n +
2
d
i
)
(154)
=
∞∑
n=0
(−l−dV )n
n!
d+1
2∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
(155)
= d+1
2
F d+1
2
(
2
d
+ 1, 4
d
+ 1, . . . , 1
d
+ 2
2
d
, 4
d
, . . . , 1
d
+ 1
∣∣∣∣∣− l−dV
)
. (156)
C.2 The generating function
In section 2 we define the generating function from which to find the C
(d)
i in
eqn (58). Here we calculate an identity to find it’s derivatives, starting from
the general form pFp
(
a1+1,...ap+1
a1,...,ap
∣∣∣∣∣− z
)
;
(
∂
∂z
)n
ez pFp
(
a1 + 1, . . . ap + 1
a1, . . . , ap
∣∣∣∣∣− z
)
(157)
=
n∑
k=0
(
n
k
)
ez
∂k
∂zk
pFp
(
a1 + 1, . . . ap + 1
a1, . . . , ap
∣∣∣∣∣− z
)
(158)
=
n∑
k=0
(
n
k
)
(−1)k ez
p∏
j=1
(aj + 1)k
p∏
j=1
(aj)k
pFp
(
a1 + k + 1, . . . ap + k + 1
a1, . . . , ap
∣∣∣∣∣− z
)
(159)
=
n∑
k=0
(
n
k
)
(−1)k ez
p∏
j=1
aj + k
aj
pFp
(
a1 + k + 1, . . . ap + k + 1
a1, . . . , ap
∣∣∣∣∣− z
)
. (160)
For z = 0 this is
=
n∑
k=0
(
n
k
)
(−1)k
p∏
j=1
aj + k
aj
(161)
Inserting aj =
2
d
j and p = d
2
+ 1 for even d (resp. p = d+1
2
for odd d) we find
C
(deven)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k
Γ
(
d
2
(k + 1) + 2
)
Γ
(
d
2
+ 2
)
Γ
(
1 + dk
2
) (162)
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C
(dodd)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k
Γ
(
d
2
(k + 1) + 3
2
)
Γ
(
d+3
2
)
Γ
(
1 + dk
2
) . (163)
D Proving the prefactor of R in all dimen-
sions
In this appendix we calculate the results presented in section 3 of the main
text.
D.1 Even dimensions
We first solve the integrals in even dimensions.
lim
l→0
l−(d+2)βdevenSd−2(
−1
6
− 1
24(d+ 1)
l
∂
∂l
) Od
d− 1
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dV0 d
(164)
The integral with Od acting on it has been calculated in(96) above.
= lim
l→0
l−(d+2)βdeven
Sd−2
d− 1(
−1
6
− 1
24(d+ 1)
l
∂
∂l
)
d∑
k=0
(
d
k
)
(−1)k
2
d
2
L2+d
ld+2(k + 1)(d+ 2)
d
2
+1F d
2
+1
(
2
d
(k + 1), 2
d
+ 1, . . . , 2
2
d
(k + 1) + 1, 2
d
, . . . , 1
∣∣∣∣∣− cd
(
L
d
)d)
(165)
For the term multiplied by −1
6
we can use the limit (100)
−1
3
(
d
d
2
)
βdevenSd−2
2
d
2
−1d(d+ 2)(d− 1)c1+ 2d
Γ
(
2 + d
d
)
(166)
= −1
3
βdevenSd−2
2
d
2
−1Γ
(
2
d
+ 1
)
Γ
(
d−1
2
)
d(d+ 2)
√
piΓ
(
d
2
+ 1
)
c
1+ 2
d
d
. (167)
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For the other term we take the derivative
lim
l→0
−l−(d+2)βdevenSd−2
24(d+ 1)(d− 1) l
∂
∂l
d∑
k=0
(
d
k
)
(−1)k
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d
2
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(
L
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(168)
= lim
l→0
−l−(d+2)βdevenSd−2
24(d+ 1)(d− 1)
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d
k
)
(−1)k Ld+2
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. (169)
Introducing z and taking the limit z →∞ only the term k = d
2
contributes,
leading to
−1
3
βdevenSd−2
2
d
2
−4Γ
(
2
d
+ 3
)
Γ
(
d−1
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)
d
(d+ 1)2(d+ 2)
√
piΓ
(
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c
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. (170)
Summing these two we find the solution to (67)
−1
3
βdevenSd−2
2
d
2
−3Γ
(
d−1
2
)
Γ
(
2
d
+ 1
)
(d+ 2)
√
piΓ
(
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c
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. (171)
The next term is
lim
l→0
l−(d+2)βdevenSd−2×(
−1
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∂
∂l
)
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0∫
u
dv
(
v − u√
2
)d−2 (
v + u√
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= lim
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k
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Applying the operator to this leads to two terms, we first take the limit for
the −1
6
term
− 1
6
βdevenSd−2
2∑
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(
2
x
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(−1) d2−x
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(174)
= βdevenSd−2
Γ
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3 2
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For the second term we need to apply the derivative first
lim
l→0
−l−(d+2)βdevenSd−2
24(d+ 1)(d+ 2)
d cd
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We can then take the limit, here only terms k + x = d
2
contribute
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We can then combine this with the term for −1
6
from above and find
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for equation (70). The last integral is
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We can then introduce z and take the limit, in which only the term k = d
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contributes
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D.2 Integrals in odd dimensions
In odd dimensions we first calculate
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The integral with Od acting on it has been calculated above to be (30). We
can then use this result and find
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For the term multiplied by −1
6
we can just use the limit (35)
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In the second term applying the derivative l ∂
∂l
changes the arguments of the
hypergeometric function
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Applying this we find
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Putting this into the expression above and introducing z we get
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To take the limit z → ∞ we can use the same type of argument as above,
first splitting the hypergeometric function using (107) and then examining
the asymptotic behavior. The only contribution can be from the part propor-
tional to z2+
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We can then sum this with the term above and find the result to (79)
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The next term we need to calculate is
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For the −1
6
term we introduce z
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and then use identities (107),(24) and (25) to take the limit. The result is
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For the second term, − l
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we need to take the derivative before taking
the limit. This leads to
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where we already introduced z. The limit is then
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Summing these two terms then leads to the solution of (81)
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The last integral for the odd case is
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We can then introduce z and take the limit. As above we split the function
using (107), see that the first term does not contribute and then take the
limit for the second term, to find
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