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摘　要:从分析中医八纲辨证神经网络的不足出发 ,在基于 Meta种群理论免疫遗传算法(MIGA)的基础上设计
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医八纲辨证的分类器比较困难 , 并且随机获取的参数 σ具有
很大的盲目性 , 不一定是最适合中医八纲辨证的数值。 b)第
一子层神经元的阈值 θ。它能够适当地调整激活函数 , 提高隐
层神经元激活函数的计算准确度。因此 ,有必要根据输入的样
本数据对参数 σ和 θ进行优化 ,寻找最合适的 σ和 θ。由于中
医八纲辨证神经网具有独特的网络结构 ,采用传统学习机制进




MIGA-1算法是根据 MIGA优化算法理论 [ 2] , 对中医八纲
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色体),如图 2所示。其中 , 每条染色体中包含以小数点分隔
的两部分。小数点左边部分(m位数 , m≥1)表示数值的整数
部分 , 其范围为 [ 0, 2m-1] ;小数点右边部分(n位数 , n≥1)表
示数值的小数部分 , 其范围为 [ 0, 2n-1] 。其中 , m, n∈ Z+。
.　适应函数
由于本文设计的中医八纲辨证神经网络的连接权值是利
用样本集设置的 , 在对中医八纲辨证神经网络参数 σ和 θ的
进化过程中 , 若利用标准样本集来测试种群个体的适应度 , 参
数 σ和 θ取任何值 , 网络的性能是一样的。采用网络对测试集














其中:α是小于 1的常数 , 初始时由随机机制产生;fi是参与变
异个体 i的适应值;fmax、 f分别是群体中最高适应值和局部种
群个体平均适应值;fmax-f体现了局部种群的收敛程度 , 若




对双染色体进行交叉操作 , 双位点异步交叉操作 ,即在染
色体小数点左右两侧各选交叉点进行交叉操作。 σ染色体和
θ染色体交叉点的位置可以不一致 , 如图 3所示。
σ染色体虚线框中的基因进行交换和 θ染色体虚线框中
的基因进行交换 , 它们各自选择的交叉点允许不同。小数点左
边染色体的交叉点定位为 [ 0, m] ,右边染色体的交叉点定位为
[ 0, n] , 0位置规定为小数点的左右两边。当染色体左右两边
交叉操作同时定位为 0或左边染色体交叉操作定位为 m, 右边
染色体交叉操作定位为 n时 ,认为定位失败 , 重新定位。
.　变异操作
在 MIGA-1算法运行过程中 , 变异概率 pm随着种群适应










其中:β是小于 1大于 0的常数 ,初始时由随机机制产生;fim是
参与变异个体 i的适应值;fmax、 f分别是群体中最高适应值和
局部种群个体平均适应值;fmax-f体现了局部种群的收敛程












B细胞的个体。 Meta-种群规模为 6 ～ 10个 ,每个局部种群规模




学习样本 , 八纲辨证神经网络的输入预处理层有 8个输入预处
理神经元;辨证计算隐层的第一子层有 11个计算神经元 , 第二
子层是 6个计算神经元;输出后处理元 1个 , 网络最后的输出
神经元有 8个 , 分别表示表证 、里证 、虚证 、实证 、寒证 、热证 、阴
虚证 、阳虚证;八纲辨证神经网络的结构连接采用全连接方式 ,
并根据样本病例设置连接权值 ,如表 1和 2所示。在早期的研




数 θ和 σ。其中经多次 100次进化迭代训练后 ,中医八纲辨证
神经网络对测试样本辨证计算误差值最小的网络参数值为
σ=0.75, θ=[ [ 1968] [ 1971] [ 397] [ 61] [ 478] [ 319]
[ 432] [ 1807] [ 6] ] 。根据参数 θ和 σ寻优后的数值 , 中医八
纲辨证神经网络对 43例病例进行辨证计算。实验表明 MIGA-
1算法在一定程度上提高了八纲辨证神经网络的辨证计算的










舌色 苔色 舌形 声息 脉力度
1 1 0 0 0 0 0 0 0
2 -1 0 0 0 0 0 0 0
3 0 0 1 0 0 0 -1 -1
4 0 0 1 0 0 -1 0 -1
5 0 0 0 0 0 -1 -1 -1
6 0 0 1 0 0 0 0 -1
7 0 0 -1 1 0 1 1 1
8 0 0 -1 1 0 0 1 1
9 0 0 0 0 0 0 1 1
10 0 -1 0 -1 -1 0 0 0
11 0 1 0 1 1 0 0 0
　　注:入为输入预处理层神经元;出为辨证计算隐层第一子层神经元
(下转第 2976页)
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F4 1.000 000 4.47E-09 2.20E-04 100 100
F5 1.000 000 1.73E-07 6.43E-02 100 93
F6 1.000 000 6.08E-08 4.86E-05 100 100
F7 1.000 000 3.81E-08 6.68E-02 100 93
　结束语
多峰值函数优化问题中 ,多峰值导致算法易陷入到局部极
值。 PSO算法只能找到一个解 , 因此 PSO算法求解多峰值函
数问题是人们关注的难题。小生境技术虽然是解决多峰值函
数的有力工具 , 但小生境半径等参数极大地限制了小生境技术
的使用效果。为此 , 本文提出了一种新颖的方法 , 无须严格地
界定小生境区间 , 而通过判断两个点是否属于同一座山峰 , 克
服小生境技术使用中需要小生境半径的缺点。在进化过程中 ,
使粒子追踪所在山峰的最优粒子飞行 ,找到多峰函数的所有极
值 , 克服了 PSO算法只能找到一个解的缺点。通过仿真实验 ,
验证了算法的高效有效性。
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1 2 3 4 5 6 7 8 9 10 11
1 1 0 0 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 0 0 0 0 0
3 0 0 1 1 1 1 0 0 0 0 0
4 0 0 0 0 0 0 1 1 1 0 0
5 0 0 0 0 0 0 0 0 0 1 0


















1 表 表 表 23 阴虚 阴虚 虚
2 表热 表热 表热虚 24 虚 虚 虚热
3 里 里 里 25 里实 里实热 里实热
4 表热 表 表 26 里虚 里虚 里虚
5 虚 虚 虚 27 里热 热里 里热
6 表寒 寒表 寒 28 表虚 表虚 表虚
7 虚 虚 虚 29 阳虚 阳虚 阳虚
8 寒 寒 寒 30 寒 寒实 寒实
9 虚 虚 虚 31 阳虚 阳虚 阳虚
10 寒 寒实 寒实 32 寒 寒 寒
11 虚 虚 虚 33 里实热 里实热 里实热
12 阳虚 阳虚 里虚 34 虚热 虚热 虚热
13 实 实 实 35 阴虚 阴虚 阴虚
14 热虚 热虚 虚热 36 虚 虚 虚热
15 实 实 实 37 里实热 里实热 里实热
16 表 表 表 38 虚热 热虚 热虚
17 实 实 实热 39 里实 里实 实里虚
18 实 实 实 40 阴虚 阴虚 阴虚
19 寒 寒 寒 41 里热 热里 里热
20 实 实 实热 42 阴虚 阴虚 阴虚
21 热 热 热实 43 表实热 表实 表实
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