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Picard [I] studied the first boundary value problem 
r”(t) +f(4 r(t)9 Y’(9) = 0 (1) 
~(4 = A (2) 
Y(b) = B (3) 
as early as 1893 under the assumption that f(t,y,y’) is continuous and 
satisfies a uniform Lipschitz condition 
If& y, Y’) -f(4 x, 4 < K I y - x I + L I Y’ - x’ I. (4) 
IIe showed that if b - u is sufficiently small, then a certain iteration procedure 
yields a sequence of functions converging to a solution of the boundary value 
problem, and that the solution is unique. In this way he obtained existence 
and uniqueness over all intervals [a, b] of length less than h, where 
got2 -+Lh = 1. (5) 
By sharpening the estimates employed in his iteration procedure, he [2] 
and others [3, 4, 51 later obtained better estimates than (5) of the length 
of the interval of existence and uniqueness, but none of these is sharp, 
even whenf(t, y, y’) is linear in y, y’, except in the very special case L = 0, 
(i.e., f doesn’t depend upon y’). Related results can be found in [6J, [7], 
and [B]. 
Some authors have also treated the second boundary value problem (l), 
(2) and y’(b) = m. The best possible result for this problem, for the class 
of functions f which satisfy a uniform Lipschitz condition (4), was recently 
obtained by Coles and Sherman ([6], Theorem 4) using a version of Picard’s 
iteration procedure. They also obtain best possible uniqueness results for 
1 This work was supported by the United States Atomic Energy Commission. 
Reproduction in whole or in part is permitted for any purpose of the U. S. Government. 
2Present address: University of Iowa, Iowa City, Iowa. 
399 
400 BAILEY, SHAMPINE, AND WALTMAN 
the first boundary value problem. The authors have since shown that this 
work can be combined with elementary arguments to yield existence as well. 
The existence results alone have been obtained by Epheser [9]. 
In this paper we shall assume more information about the function f than 
that given by (4) so that we can give correspondingly more informative 
existence and uniqueness theorems. Thus while a uniform Lipschitz condition 
does not distinguish between the two quite different differential equations 
U” + Ku = 0 and u* - Ku = 0, leading to an interval of existence and 
uniqueness of length only n/d/K - in both cases, our one-sided Lipschitz 
conditions give an infinite interval for the second case. Our results are best 
possible, and when specialized to uniform Lipschitz conditions are still best 
possible for that class of problems. 
Our methods are quite different from those of Picard, and are based upon 
comparisons between solutions of (1) and solutions of suitably chosen 
piece-wise linear differential equations. 
We assume a set of one sided Lipschitz conditions 
Gl(y - x, y‘ - x’) ,cf(t, y, y’) - f(t, x, x’) < G(Y - x, Y’ - x’), (6) 
where G,(y, y’) and G,(y, y’) are the continuous, piecewise linear functions 
if y 2 0 and y’ > 0 
if y > 0 and y’ < 0 
if y < 0 and y’ < 0 
if y < 0 and y’ > 0 
(7) 
if y >, 0 and y’ >, 0 
if y > 0 and y’ < 0 
if y < 0 and y’ < 0 
if y < 0 and y’ > 0 
and observe that if -L, = L, = L > 0 and -Kl = K, = K > 0 this is 
equivalent to (4). 
Since G, and G, each satisfy the same conditions imposed on f, the size 
of the interval for which existence and uniqueness holds can be no larger 
then the minimum of the corresponding intervals for Gi and G, , which is 
simply the minimum distance between consecutive zeros of any nontrivial 
solution of 
u” + G$(u, u’) = 0 i -= 1 or 2. (8) 
This distance can be computed explicitly in terms ofL, , L, , Kl , K2 (see [ZO]). 
Let a(L, K), /3(L, K) be the respective distances between a zero of x(t) and the 
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next following and next previous zero of x’(t), x(t) being any nontrivial 
solution of 
x” + Lx’ + Kx = 0. 
Of course a(L, X) and ,k?(L, K) can be computed explicitly. We have 
L 
’ drKk cos-1 - , 
22/K 
if 4K-LL2>0 
2 -__- 
m(L, K) = ’ z/L2 - 4K 
cash-l 
L 
if4K-L2<0,L>0, K>O 
i 
22/K’ 
2 
T;’ 
if 4K-L2=0, L>O 
L +m, otherwise; 
i 
dcKh cosl y$==g, if 4K - L2 > 0 
2 -L -v= cash-1 
/3(L, K) = dL2 - 4K 22/K’ 
if4K-L2<0,L<0, K>O 
2 -- 
L’ 
if 4K-L2=0, L<O 
otherwise 
The minimum distance between consecutive zeros of (8) is just 
452 1 K2) + NJ% 9 K2). 
In [II], the problem (l), (2), (3) was considered where f(t, y, y’) satisfied 
(6) and a homogeneity conditionf(t, 0,O) = 0. Existence and uniqueness was 
established for b - a < CI(L, , K,) + /l(L, , K2). The purpose of this paper 
is to remove the condition f(t, 0,O) = 0, that is, to prove existence and 
uniqueness on the above interval for the inhomogeneous case. Our main result, 
Theorem 2, is the best possibIe in the sense that if b-a 3 a(L2, K,) +/3(L,, K,) 
then there is a continuous function satisfying (6) for which uniqueness to 
(l), (2), (3) fails to hold (f = G, ,6 - a = a(L, , K2) + /l(L, , K,), A = B = 0 
is an example). We shall establish our result by showing that the mixed 
boundary value problems (l), (2) and 
Y’(C) = m, (9) 
and (I), (3), (9) each have unique solutions when c - a < a(L, , K,) and 
505/214-4 
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b - c < B(L, , I&), and that such solutions can be pieced together smoothly 
at t = c so as to constitute a solution to (I), (2), (3). 
Lastly we give two useful comparison theorems (Theorems 3 and 4) 
for solutions of two different boundary value problems. 
We begin with a proof of existence and uniqueness for the mixed boundary 
value problems. (The uniqueness of solutions to (I), (2), (3) was proved in [II] 
without the requirement that f(t, 0,O) = 0, and hence is still valid here.) 
This problem has also received attention in the literature and Theorem 1 
below establishes existence and uniqueness for the mixed problem on the 
best possible (in the sense used above) interval. 
LEMMA 1. Let f(t, y, y’) be continuous and satisfy (6). Then the mixed 
boundary value problems (I), (2), (9) and (l), (3), (9) each have at most one 
solution ;f 0 < c - a < a(Lz , KJ and 0 < b - c < /3(L, , I&). 
Proof. We consider only the problem (l), (2), (9), the other being quite 
similar. Let yl(t), yz(t) be two solutions, if possible, such that y,‘(a) > ~~‘(a). 
Without loss of generality we may suppose that t = c is the first point to the 
right of t = a where n’(t) = yz’(t). Put z(t) = n(t) - yz(t). Then z(t) 
satisfies 
z” + G&z, z’) 2 0 on [a, cl, 
z(a) = 0 = z’(c), 
z’(t) > 0 for a < t < c. 
Let x(t) be the function defined by 
x” + G2(x, x’) = 0 on [a, cl, 
x(u) = 0, 
x’(a) = z’(a). 
Then by Lemma 2 of [I I], 
tan-l 4 < tan-l x . 
z X’ 
Hence, since 
it follows that also 
x(t) 77 
tan-l x’(t) = T, 
BOUNDARY VALUE PROBLEMS FOR NONLINEAR EQUATIONS 403 
or x’(t) = 0, for some t in [a, c]. But this contradicts the fact that 
0 < c - a < 01(La , IQ; that is, c - a is so small that no nontrivial solution 
of (10) vanishing at t = a can have its derivative vanish at c. 
The next two lemmas provide the basic comparison machinery that we need 
to show that every solution to (1) and (2) exists as far as t = c, for any c in 
(a, a + OI(L, , K,)); and similarly that every solution to (1) and (3) exists 
as far as t = c, for any c in (b - /3(L, , K,), b). They also enable us to show 
the existence of functions yl(t), yz(t) satisfying (1) and 
n(a) = 0 = Y&d 
Yl’(C) < m <Y:(c), 
which is essentially all that is needed for existence of solutions to the mixed 
boundary value problems. We putf(t, 0,O) = y(t). 
LEMMA 2. Suppose that a < T < a + a(L, , K,), that for a < t < T the 
ffmctims q(t), uz(t), z+‘(t) are nonnegative and satisfy 
u;(t) +Lp;(t) + &y(t) + p(t) = 0, i = 1 or 2, 
u&z) = us(u) = 0 
u,‘(u) = u,‘(a) > 0 
and that y(t) satisfies (l), (2) with A = 0 and 
y’(u) = Ul’(U). 
Then 
w G r(t) G %W 
uz’(t> d r’(t) < f+‘(t). 
Proof. If u satisfies the inhomogeneous equation 
u”(t) + Lu’(t) + Ku(t) = --v(t), 
then 
and 
44 = u,(t) - (” g(t, +P(T> dT 
a 
(11) 
(12) 
u’(t) = u;(t) - I” g’(t, +(T) dr, 
a 
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where u0 is some solution of the homogeneous equation 
g(t, T) is the Green’s function 
(K-$)-liZsin [(K-$-)“‘(t-7)] 
g(4 4 = 
- $(t-d 
e 
1 
(4 - K)-l” sinh [(+K)1’&)] 
t-r 
and 
/ cos 
[f 
K - --- L2 y2 (t - T)] - ; (K - 
X sin 
[( 
K - 4 L2j112 (t - T)] 
-+-r) 
g’(t, T) = e ( cash [ ($ - K)“’ (t - T)] - + ($ 
x sinh 
il( 
L2 
- - K 
4 
y2 (t - T)] 
1 - ; (t - 7) 
ifK-y>O 
ifK-G<O 
ifK-T;() 
L2 -l/2 
-1 4 
ifK--$>O 
-l/2 
-K 
i 
ifK-LG<O 
if K - ‘G = 0. 
Similarly one can readily verify that if y(t) satisfies the differential equation 
(l), so that 
r”(t) + W(t) + KY(t) = W(t) + KY(t) -At, r(t), r’(t))> 
then y(t) also satisfies the integral equation 
Y(t) = Ye(t) + j" dt, +Y'(T) + KY(T) -fcT, Y(T), Y’tT))l dT 
a 
and 
Y’(t) = Y:(t) + jt k”(t> T)&“(T) + KY(T) -.fcT, Y(T), Y’(T)>] d-r* 
a 
(ye(t) satisfies the same homogeneous equation as does u,(t).) 
Hence if y(t) and u(t) satisfy the same initial conditions, then 
Y(t) - u(t) = jt k’tt* T)[-h”(T) + KY(T) -fcT, YtT), Y’tT)) + ‘dT)l d-r 
a 
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and 
y’(t) - u’(t) = j” g’(4 GY’(4 + KY(T) -f(7, Y(4 Y’(d) + ddl d7. a 
But since g(t, T) and g’(t, T) are each nonnegative for a < r < t < a + a(L,K) 
(indeed o1(L, K) is just the greatest positive number for which this statement 
is true), it follows by taking U, L, K above to be u1 , L, , ICI and using the 
one-sided Lipschitz conditions (6) that 
and 
Y(t) - udt) B 0 
r’(t) - s’(t) B 0 aslongasy>Oandy’>O 
and also similarly 
y(t) - %P> z 0 
y’(t) - u;(t) 2 0 aslongasy>,Oandy’>,O 
Thus (11) and (12) hold so long as y(t) and y’(t) are both nonnegative, and 
obviously neither y nor y’ can become negative as long as (11) and (12) hold. 
This proves the lemma. 
Similar inequalities are obtained for T in (b - fi(L, , K,), b). 
LEMMA 3. Let L, , L, , Kl , K, be any real numbers and let G(y, y’) be 
defined by the right side of (7). Then ;f 
0 < c - a < min(ol(L, , Kj) : i, j = 1, 2}, 
there is a unique solution to the problem 
u” + G(u, u’) = -y 
u(a) = 0 
u’(c) = m. 
Similarly the problem 
v” + G(v, d) = -v 
v’(c) = m 
v(b) = 0 
has a unique solution if 
(13) 
(14) 
0 < b - c < min{/?(L, , Kj) : i,j = 1, 2). 
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Proof. We have already pointed out that neither of these problems 
can have more than one solution. We must now show the existence of at 
least one. 
Consider the problem 
l/ + L& + K,u = -f$l 
u(a) = 0 
u’(c) = m. 
The solution is 
where 
44 = 444 - j” dt, +P(T) dT 
a 
Au,‘(c) - j’g’(c, T)~I(T) dr = m, 
a 
and u,(t) is defined by 
240” + L,u,’ + IQ, = 0 
u,(a) = 0 
u,‘(a) = 1. 
Clearly u(t) and u’(t) are nonnegative on [a, c] if only m is positive and 
sufficiently large. (u,,’ does not vanish on [a, cl.) But in such a case, u(t) is 
also a solution of the problem 
u” + Gl(u, u’) = -p 
u(a) = 0 
u’(c) = 711, 
since G1(u, u’) is just L,u’ + K,u as long as both u and u’ are nonnegative. 
In other words, the above “nonlinear” problem has a solution for all suffi- 
ciently large positive m. 
A similar argument, using L, , K, in place of L,, Kl , shows the existence 
of solutions for all sufficiently large negative m. 
Since we will only need this lemma for large 1 m /, we won’t bother to 
complete the proof now. The remainder of the proof will follow as a special 
case of Theorem 1. 
THEOREM 1. If f(t, y, y’) is continuous and satis$es (6), then there exists 
a unique solution to the mixed boundary value problem (I), (2), (9) if 
0 < c - a < a(Lz , K,), and to the problem (I), (3), (9) $0 < b - c < fl(L, , K,). 
These results are best possible. 
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Proof. We deal with only the problem (I), (2), (9), since the other is no 
different. We assume for simplicity that A = 0. There is no loss of generality 
in this, since the boundary value problem for y(t) = y(t) - A is of exactly 
the same type as that for y(t), with y(a) = 0. 
Let ms > m be sufficiently large in the sense of the proof of Lemma 3, 
so that there is a unique solution uz(t) of (13) when G = G, . As a result of 
Lemma 2 and standard theorems on the continuation of solutions of differen- 
tial equations (for example, [12], p. 61, prob. 4), the solutiony,(t) of (1) with 
the initial conditions yz(a) = 0, ya’(a) = ~~‘(a) can be continued to t = c and 
has 
m < m2 <Y2’(C). 
Likewise if m, < m and is sufficiently large and negative in the sense of the 
proof of Lemma 3, then there is a unique solution ur(t) of (14) when G = G, . 
By Lemma 2 the solution yr(t) of (1) which satisfies the initial conditions 
yr(a) = 0, yr’(u) = z+‘(a) exists as far as t = c and has 
y,‘(c) < m, < m. 
Now let y(t) be any solution of (1) satisfying y(a) = 0, and yr’(u) < 
y’(u) <~~‘(a). From the uniqueness of solutions to the mixed boundary 
value problem (l), (2), (9), it follows that 
YlW < r(t) -=I Y2W 
Ylw < r’(t) -=c Y2w 
for a < t < c, which guarantees that y(t) exists as far as t = c. 
Finally, by standard theorems on continuity with respect to initial condi- 
tions, for example Theorem 7.1 [Z2], p. 22 (note in particular the remarks 
on p. 23), and the intermediate value theorem, it follows that there exists 
a solution of (l), (2) which satisfies (9). 
From the definition of cll(L2, K,), when f = G,, c -a = OL(L,, K,), y’(c) = 0 
the problem (l), (2), (9) has a nontrivial solution as well as the trivial one. 
If y’(c) > 0 this problem also fails to have a solution. Thus the theorem is 
best possible for (l), (2), (9) an d similar remarks apply to (I), (3), (9). 
THEOREM 2. If f(t, y, y’) is continuous and satisfies (6), and if 
0 < 6 ~ a < a(L, , K,) + #3(L, , IQ, then the boundary value problem (I), 
(2), (3) us a unique solution for every pair of real numbers A, B. This result is 
best possible. 
Proof. As remarked earlier, uniqueness was obtained in [II], so we need 
consider here only the matter of existence. This will be established by 
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patching together solutions of two mixed boundary value problems. For this 
purpose we need certain monotonicity properties, which are immediate 
consequences of the uniqueness of solutions to the boundary value problems 
(l), (2), (9), and (l), (3), (9). Namely that if yr and ys are the solutions to (I), 
(2), (9) corresponding to m = m, and ma , respectively, with mr < m2 , and if 
a < c < a + ~@,a, K,), then 
Yl’(4 < rz’(t> for a<t<c 
and 
YIP) < Yz(t> for a<t<c; 
but if yi andy, are solutions to (l), (3), (9) corresponding to m = m, and m, , 
respectively, with m, < ma , and if b - /3(L, , Ka) < c < b, then 
Yl’W < Yz’(4 for c < t < b 
and 
n(t) > Yz(t) for c<t<b. 
Suppose now that c is a point in (a, b) such that c - a < ar(Lz , KJ and 
b - c < j3(L, , K,). For any m the problem (l), (2), (9) defines a function z+(t) 
on [a, c]. We define another function u2(t) on [c, b] by the requirements 
that us satisfy (l), (3) and us’(c) = ui’(c) = m. We want to show that for 
some m, u*(c) = z+(c). 
We may suppose z+(c) 2 z+(c), for the opposite case can be handled in 
the same way. It is an immediate consequence of the monotonicity properties 
described above that decreasing m decreases z+(c) and increases us(c). The 
dependence of the solutions on m is continuous, and Lemma 2 guarantees that 
as m + -co, z+(c) + -co and us(c) - +co. Thus there is a slope m for 
which ur(c) = pa. By construction, u,‘(c) = @a’(c). Hence with this value 
of m, 
for a<t<c 
for c < t < b 
is a solution to (l), (2), (3). 
As remarked earlier, f = G, , b - a = a(L2, K,) + B(L, , K,), A = B = 0 
fails to have a unique solution and if B > 0, fails to have a solution at all. 
Thus the theorem is best possible. 
So far we have obtained the existence (and uniqueness) of the solution to 
a two-point boundary value problem by comparing the solutions of the 
corresponding initial value problems with the solutions of two comparison 
initial value problems. We next show that the existence and uniqueness 
theorems, in turn, give us very useful comparison theorems for the solutions 
to two point boundary value problems. 
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THEOREM 3. Let y(t), q(t), uz(t) be the unique solutions to the 6oundary 
value problems (I), (2), (3) and 
u;(t) + Gi(ui(t), $(t)) + v(t) = 0 (15) 
Ui(U) = A (16) 
u,(b) = B, (17) 
when i = I OY 2, where f(t, y, y’) is continuous, satisjies (6), F(t) =f(t, 0, 0), 
and 0 < 6 - a < m(Lz, Kz) + /3(L,, K2). Then 
UlW <<r(t) G %it) 
on [a, b]. 
Proof. Clearly (6) with x = x’ = 0 implies that 
Got, Y’> + v(t) <f& Y, Y’> G G(Y, Y’) + ~(9, 
so that the solution ui(t) of (15), (16), (17) satisfies 
U;(t) +f(t, fqt), Y’(t)> b 0. 
Now Peixoto has stated ([13], Theorem 2) that if f(t, y, y’) is continuous, 
if the solutions of (1) are continuous with respect to initial conditions, and 
if the boundary value problem (I), (2), (3) has a unique solution on every 
subinterval of [a, b] for every pair of numbers A, B, then a function z+(t) with 
continuous second derivative is convex relative to the family of solutions of (1) 
if the above inequality holds on (a, b). “Convex” here means [13] that for 
any subinterval [a’, b’] of [a, b] the unique solution yl(t) of (1) which agrees 
with z+(t) at u’ and b’, i.e., 
Y&4 = 44 
YIW = ud0 
is bounded below by z+(t), 
s(t) G Y&> on [u’, b’]. 
In particular, 
w G r(t) on [a, b]. 
(There are some flaws in his proof but they can be fixed without too much 
trouble to cover the case here.) 
Similarly, since y(t) satisfies 
r”(t) + GAY(t), r’(t)) + v(t) 2 0 
410 BAILEY, SHAMPINE, AND WALTMAN 
it follows in the same way that 
r(t) G %2(t) on [a, b]. 
When the equation is unforced, f(t, 0,O) = 0, it is not very difficult 
to obtain ur and us explicitly. These bounding curves have proved useful in 
the numerical computation of solutions to the boundary value problem. 
THEOREM 4. Let y(t), ul(t), us(t) be the unique solutions to the mixed 
bolcndury value problems (I), (2), (8) and (15), (Z6), 
u,‘(c) = m, 
when i = I OY 2, euhere~f(t, y, y’) is continuous, sutisjies (6), p)(t) =f(t, 0, 0), 
and 0 < c - a < a(L2 , K,). Then 
udt> G r(t) G %?(t) (18) 
on [a, c]. 
PYOO~. First consider ur(t) and y(t). In view of Theorem 3 it is clear that 
II~ and y cannot actually cross more than once in (a, c). For otherwise z+ must 
lie above y between some pair of adjacent crossing points, which contradicts 
Theorem 3. The same sort of reasoning shows that if ur and y cross exactly 
once in (a, c), then z+(c) > y(c). In this case, definey,(t) as the unique solution 
to (I), (2) such that n(c) = z+(c) > y(c). Then by uniqueness for the mixed 
problem, it follows that n’(c) > y’(c) = z+‘(c). But this implies that 
yr(t) < s(t) for some interval of t to the left of c, which contradicts 
Theorem 3. Thus or and y can’t cross even once, and hence r+(t) <y(t) 
throughout [a, c]. 
Exactly the same argument works for y(t) and am. 
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