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特徴抽出手法としては，文書中に存在する特徴的な単語を抽出する tf-idf (term frequency-
inverse document frequency) [9]や，word2vec [10]ならびにGloVe (global vectors for word
representation) [11]に代表される単語の分散表現，LSI (latent semantic indexing) [12]やLDA










枠組みでは，再帰構造を持つニューラルネットワーク (recurrent neural networks; RNN) [15]
やそれに情報の入出力を制御するゲート関数を備えた long-short term memory (LSTM) [16]，













































































せる data augmentation を用いることが一般的である．自然言語処理においては，シソーラ
スを用いて文中の語を類似する語に置換するなど，単語分割や意味解析を前提とするデータ













































image-based character embedding (ICE)と，文字単位に言語的特徴を解析し最終的な分類結




法の汎化性能を向上させる data augmentation手法として，wldcard training (WT)を提案
する．
本研究が提案する文書分類モデル (ICE-CDC)の概要は Fig. 3.1に示されているとおりで
ある．次節以降で，各処理の詳細について説明する．
Fig. 3.1: 提案する文書分類モデル (ICE-CDC)の概要






い情報表現能力が報告されている stacked convolutional autoencoder (CAE)を ICEの特徴
抽出器として用いる．
3.1.1 Stacked Convolutional Autoencoder (CAE)の構成
Fig. 3.2に本研究で用いるCAEの構成を示す．CAEは，画像から特徴抽出を行う encoder
f(·, θf )と，encoderが出力する特徴から元画像を復元する decoder g(·, θg)から構成される．
ここで，θf と θgは学習可能なパラメータであり，後述する学習手法によって最適なパラメー
タを求める．それぞれ，学習可能なパラメータを持つ層を階層的に重ねたニューラルネット
ワークであり，各層では畳み込み (convolution)と最大値プーリング (max pooling)，もしく
は逆プーリング (unpooling)を行い，空間的関係性を保持した二次元の特徴マップを得る．
Fig. 3.2: CAEの構成図
ある層における畳み込みは，K個の入力特徴マップを I1, I2, ..., Ik, ...IK(Ik ∈ R(ny×nx))，L













大きさに依存したインデクス集合である．例えば，nw = 3としたとき，φ = {(−1,−1), (0,−1), ..., (1, 1)}
となる．活性化関数 relu(·)は rectified linear unit (ReLU)を意味し，Eq. (3.2)に示す関数で
ある．
relu(x) = max(0, x) (3.2)
最大値プーリングは，特徴マップを spピクセルごとに大きさ np× npのプーリング領域に
分割し，各領域での最大値を出力する処理である．対して逆プーリングは，各ピクセル値を
大きさ nu × nuだけ空間的に拡大する処理である．
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3.1.3 Stacked Convolutional Autoencoder (CAE)の学習
CAEは，学習時には encoderと decoderの両方を用いる．学習は Eq. (3.3)に示す誤差関
数ECAEを最小化するように，CAEのパラメータ θf , θg（畳み込みカーネルおよびバイアス
の値）を確率的勾配降下法によって最適化する．
ECAE = ||x− g(f(x, θf ), θg)||22 (3.3)
CAEの各パラメータを最適化する確率的勾配降下法には，正規化された勾配の期待値を
推定することで適切なパラメータ更新量を求めるAdam法 [46]を用いる．時刻 tにおいて，
勾配の平均の推定量を mˆ(t)，勾配の分散の推定量を vˆ(t)，更新するパラメータを θ(t)とした
とき，Adam法でのパラメータ更新式は Eq. (3.4)のように書ける．





Eq. (3.4)における αおよび εはハイパーパラメータである．Adam法は，従来の確率的勾
配降下法に勾配の一次と二次のモーメントを用いた適応的な学習率決定法を導入した手法で
あると解釈される．
3.2 Character-level Document Classification (CDC)
CDCでは，前段の ICEで抽出された文字単位の視覚的特徴の列を入力にとり，その文書
のカテゴリを出力する．本研究では，文字単位に言語的特徴をボトムアップに構成しながら
分類を行う手法として，character-level convolutional neural networks (CLCNN)を用いる．
3.2.1 Character-level Convolutional Neural Networks (CLCNN)
の構成
畳み込み，最大値プーリングともにテキストの時系列方向のみに処理を行う．CLCNNに
おける畳み込みは，K個の入力特徴ベクトルを I1, I2, ..., Ik, ...IK(Ik ∈ R(nt))，L個の畳み込
11
Fig. 3.3: CLCNNの構成図



















































合わせた手法，そして従来の lookup-tableによる文字表現手法 (LUT) [32]にCLCNNとWT
を組み合わせた手法を試みた．比較手法には，下記の四種類，五手法を用いた．
(A) LUTにCLCNNを組み合わせた従来的な深層学習モデル (LUT + CLCNN)
(B) 文字 3-gram特徴から tf-idf値を計算しロジスティック回帰で分類するモデル (3-gram +
tf-idf)
(C) 単語分割法によって分割される単語から tf-idf値を計算しロジスティック回帰で分類す
るモデル (word + tf-idf)
(D) トピックモデルとロジスティック回帰を組み合わせたモデル (LSI / LDA)
提案手法の ICEに用いるCAEは，英数字，記号，ひらがな，カタカナ，漢字（JIS第一水準，
第二水準）を含む計 6,631文字を学習させた．(B) 3-gram + tf-idfと (C) word + tf-idfにつ
いては，最も良く出現する上位 nトークンを利用した．また，(D) トピックモデルは LSIと

















(proposed) CAE + CLCNN + WT 82.61
(proposed) CAE + CLCNN 52.17
(proposed) LUT + CLCNN + WT 78.26
(A) LUT + CLCNN 65.22
(B) 3-gram + tf-idf (n=50,000) 56.52
(C) word + tf-idf (n=50,000) 47.83
(D) LSI (# topics=60) 73.90












(proposed) CAE + CLCNN + WT 87.81
(proposed) CAE + CLCNN 80.95
(proposed) LUT + CLCNN + WT 76.42
(A) LUT + CLCNN 73.13
(B) 3-gram + tf-idf (n=300,000) 84.27
(C) word + tf-idf (n=49,684) 67.22
(D) LSI (# topics=2,000) 84.00














(proposed) CAE + CLCNN + WT 68.46
(proposed) LUT + CLCNN + WT 59.14
(B) 3-gram + tf-idf (n=50,000) 64.46










































































































































小説文・論説文の データセット 60.93 0.90 8.10
著者推定 畳み込みカーネル 2.99 1.89 1.63
記事の データセット 34.05 7.01 13.94
新聞社推定 畳み込みカーネル 6.58 3.78 2.73
短文 SNSの データセット 34.07 12.74 12.21
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Fig. 6.1: 小説文・論説文の著者推定モデルの第 1層目の畳み込みカーネルを可視化した結果
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Fig. 6.2: 新聞社推定モデルの第 1層目の畳み込みカーネルを可視化した結果
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