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Abstract
We consider a system modeling the dynamics of a nonlinear elastic string. This 6 6 system
is nonstrictly hyperbolic, having two families with multiplicity two. Moreover, the distinct
wavespeeds cross, giving a further degeneracy. It is essential to consider the multiplicity of
eigenvalues when checking entropy conditions to ensure uniqueness. Because the nonlinearity
appears through a single scalar function TðuÞ; the Riemann problem can be analyzed in detail
by a construction analogous to Oleinik’s. We solve the Riemann problem for this system with
large data, and give a qualitative description of the interactions of nonlinear waves of arbitrary
strength.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
We consider the system for a one-dimensional nonlinear elastic string living in
three space dimensions. This is a model for the full system of nonlinear elasticity,
with a simple nonlinear stress–strain relation. The system is
u
v
 !
t
þ v
TðuÞ#u
 !
x
¼ 0; ð1:1Þ
where u ¼ u#u is polar decomposition, and TðuÞ is the scalar tension, an arbitrary
increasing function of the strain u: This is a system of six conservation laws which is
symmetric hyperbolic, although it is nowhere strictly hyperbolic. There are four
distinct eigenvalues which occur in pairs, representing forward and backward waves.
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Two of the eigenvalues are degenerate of multiplicity two, while the other
eigenvalues are nondegenerate. These represent changes in shape and tension,
respectively. The eigenvalues may cross, yielding a further degeneracy at these
crossing states.
The Riemann problem for a string in two dimensions and varying restrictions on
the tension TðuÞ has been studied by several authors [1,3,7]. The present author
carried out a study of the waves and their interactions of (1.1) in [9], for a special case
in which wavespeeds do not cross. In that paper, we solved the Riemann problem
with large data and analyzed pairwise wave interactions. Here, we generalize those
results to arbitrary scalar tension TðuÞ: We give the unique solution to the Riemann
problem, including a necessary condition for solvability. Violation of this condition
heralds inﬁnite stretch and breakage, analogous to the formation of a vacuum in gas
dynamics.
There are several issues that must be addressed in constructing the solution to the
Riemann problem. Because the tension is nonconvex, we do not have the classical
genuine nonlinearity of Lax [4], and we must use Liu’s generalized entropy condition
[5]. Actually, our construction is closest to that of Oleinik [6]. Here, we point out a
difference between the 2-D model and the correct 3-D model: there are multiple
solutions of the Rankine–Hugoniot jump condition, leading to the possibility of
anomalous shocks and nonuniqueness. If we check the entropy condition by
counting characteristics, these anomalous shocks satisfy the entropy condition in 2-
D, and could thus be regarded as admissible. On the other hand, these are ruled out
in the 3-D model provided we count characteristics with multiplicity. This
demonstrates once again the principle that models should be physically based in
order to avoid pitfalls.
Another complication arises when the wavespeeds cross. In this case, we get a
superposition of waves of different types, and the correct location of the different
waves is the main issue. We ﬁnd the correct location by again counting
characteristics. This resolves all remaining nonunique solutions to the Rankine–
Hugoniot conditions by allowing us to view such solutions as superpositions of two
different nonlinear waves having the same wavespeed.
One of the elements in our analysis is the observation that the nonlinearity
appears only through the function TðuÞ; which (in polar coordinates) is a scalar
function of a single variable. This means that we can apply the powerful convexity
ideas used by Oleinik in the scalar case [6]. The squared wavespeeds are given
by T 0ðuÞ and TðuÞ=u; which are the slopes of the tangent to the graph of T and
the line from the origin to the graph, respectively. The waves corresponding to
TðuÞ=u are degenerate of multiplicity two, and carry changes in the shape of the
string, while those corresponding to T 0ðuÞ are nonlinear and carry changes in strain
and tension.
Nonlinear waves are constructed using convexity as in [6]. Thus, the structure of
the wave between two stresses u1 and u2 is found by considering the upper or lower
convex envelope of T between u1 and u2: The local (squared) wavespeed is then the
slope of this convex envelope, in direct analogy with the scalar case. The location of
the jump discontinuity is then found by identifying that line through the origin which
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supports the convex envelope. Although this does not deﬁne u uniquely, it does
deﬁne the degenerate wavespeed TðuÞ=u:
The global solution of the Riemann problem is constructed as follows. Given
arbitrary left and right states, and unknown middle state u
*
¼ u
*
#u
*
; we obtain a
vector relation
vr  vl ¼ cðu* Þ  Rðu* Þ#u* :
We regard the right-hand side as describing a family of spheres centered at cðu
*
Þ and
with radius Rðu
*
Þ: We show that these spheres are contained inside each other, so
that there is a unique u
*
; which solves the Riemann problem. If RðNÞoN; we get
an upper bound for the difference vr  vl to avoid breakage.
Theorem 1. Given states ðul vlÞ and ður vrÞ; subject to the constraint
jvr  vl  cðNÞjoRðNÞ;
there exists a unique solution to the Riemann problem. Moreover, the intermediate
states are C1 functions of the left and right states.
As in [9], the detailed geometric structure given for Riemann solutions allows us to
investigate the results of pairwise wave interactions. By resolving the left and right
states in terms of the incoming and outgoing waves, we get a series of vector
identities involving stresses u and (unit) direction vectors #u: Using vector
decompositions and some interesting geometry of the unit circle we are able to
obtain fairly detailed qualitative descriptions of interactions. These are also direct
generalizations of results in [9].
Theorem 2. Elementary interactions have the following properties:
* Two longitudinal strain waves interact nonlinearly exactly as in the p-system,
without generating any transverse component.
* Two transverse waves generate symmetric longitudinal strain waves, which are
shocks or rarefactions according as whether the angle between the waves is obtuse or
acute, respectively. In particular, the total variation of the strain always increases
after the interaction.
* The interaction of a longitudinal wave with a transverse wave always yields a
reflected strain wave of the opposite type.
The paper is organized as follows: ﬁrst, we describe the model and ﬁnd the
corresponding eigensystem, which is integrated to get the rarefactions. Next, we
describe solutions of the jump conditions, and resolve the question of anomalous
shocks. We then describe the Riemann problem in the special case of T convex.
Thereafter, we construct the Riemann solution for general T ; identifying the role of
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convex envelopes. Finally, we study the geometry of pairwise interactions and
describe their qualitative effects.
2. Preliminaries
2.1. The model
We are considering a nonlinear elastic string living in three-space. The system can
be easily derived from Newton’s law [1,9], to get the nonlinear wave equation
ztt ¼ TðjzxjÞ zxjzxj
 
x
: ð2:1Þ
Here, zAR3 is the position of the string, x is the material coordinate of the string, and
T is the scalar tension.
We can also derive the model directly from the equations of nonlinear elasticity, as
follows [2]. The full 3-D system for isentropic elasticity consists of the 12 equations
rvt ¼ div T
and
Ft ¼ grad v; ð2:2Þ
where F is the deformation gradient, v is the velocity of an element, and T ¼ TðFÞ is
the ﬁrst Piola–Kirchhoff stress tensor. Both F and T are tensors, so can be
represented as 3 3 matrices. We now restrict ourselves to plane waves in a given
direction k: Then setting r ¼ 1; u ¼ Fk; T ¼ Ttk and w ¼ k 	 x; we get the 6 6
system
u
v
 !
t
 v
TðuÞ
 !
w
¼ 0; ð2:3Þ
in one space variable w for an elastic rod. This is a generalization of (2.1), as can be
seen by writing the wave equation as a ﬁrst-order system. The systems are the same if
we take T to have the same direction as u; with size depending only on the stretch juj;
TðuÞ ¼ TðjujÞ ujuj:
Physically, this is the statement that there is no resistance to bending.
As in [9], we use the spherical polar notation
u ¼ u#u; where u ¼ juj and #u ¼ u=uAS2: ð2:4Þ
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In this notation, our system becomes
u
v
 !
t
þ v
TðuÞ#u
 !
x
¼ 0; ð2:5Þ
which is a 6 6 system or in quasilinear form
u
v
 !
t
þDF u
v
 !
x
¼ 0; ð2:6Þ
where the ﬂux matrix DF has the simple form
DF ¼ 0 I
AðuÞ 0
 !
with AðuÞ ¼ ruðTðuÞ#uÞ: ð2:7Þ
The stress–strain relationship is given by prescribing a C2 function for the scalar
tension
T ¼ TðuÞ:
We make the following general assumptions. First, we assume that the material
coordinate corresponds to arclength in the reference conﬁguration, and that this is
an unstretched state. This is the statement that
Tð1Þ ¼ 0:
We next assume that increasing the stretch necessitates increasing the tension, that is
T 0ðuÞ > 0
and we consider only strings under tension, uX1: It is convenient at ﬁrst to take T to
be convex down as a function of u: Then there is a ‘critical stretch’ uc satisfying
T 0ðucÞ ¼ TðucÞ
uc
ð2:8Þ
and for u1ou2ouc; we have
Tðu1Þ
u1
oTðu2Þ
u2
oTðucÞ
uc
¼ T 0ðucÞoT 0ðu2ÞoT 0ðu1Þ; ð2:9Þ
while for ucou3;
T 0ðu3ÞoTðu3Þ
u3
oTðucÞ
uc
¼ T 0ðucÞ; ð2:10Þ
see Fig. 1. Note that TðuÞ=u and T 0ðuÞ are the slopes of the segment joining the
origin to the graph and tangent to the graph, respectively.
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2.2. Eigensystem
We work with spherical coordinates,
u ¼ u#u; so that #u ¼ u=uAS2
and differentiating, we get
ruu ¼ #u; ruu ¼ I and ru #u ¼ 1
u
ðI  #u##uÞ ¼ 1
u
P: ð2:11Þ
Here #u##u and P  I  #u##u are projections onto and orthogonal to direction #u;
respectively. The matrix A is now concisely represented by
A ¼ ruðT #uÞ ¼ T 0ðuÞ#u##uþ T
u
ðI  #u##uÞ: ð2:12Þ
As a linear map, A stretches vectors an amount T 0ðuÞ in the radial direction #u and by
T=u in all normal directions, with no rotation or shearing. From this representation
the eigensystem of A is immediate: there are only two eigenvalues, T 0ðuÞ with
eigenvector #u; and T=u with eigenvector u> perpendicular to #u: Although the
eigenvalue T=u is degenerate, there is always a full set of eigenvectors.
The eigensystem of DF for the full quasilinear system (2.7) is easily obtained [9],
namely
 ﬃﬃﬃﬃﬃT 0p  ﬃﬃﬃﬃﬃﬃﬃﬃﬃT=up ﬃﬃﬃﬃﬃﬃﬃﬃﬃT=up ﬃﬃﬃﬃﬃT 0p
#u
 ﬃﬃﬃﬃﬃT 0p #u
 !
u>
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃT=up u>
 !
u>ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T=u
p
u>
 !
#uﬃﬃﬃﬃﬃ
T 0
p
#u
 !
1
2
#u
1
2
ﬃﬃﬃﬃﬃ
T 0
p #u
 
1
2
u>
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T=u
p u>
 !
1
2
u>
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T=u
p u>
 !
1
2
#u
1
2
ﬃﬃﬃﬃﬃ
T 0
p #u
 
:
ð2:13Þ
The system is never strictly hyperbolic because the (squared) eigenvalues TðuÞ=u
have multiplicity two, and the eigenvalues coincide and cross at the critical stretch uc:
1
T
u
c
uu
_
u0 0
Fig. 1. Stress–strain relation.
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However, in both cases there is a full set of eigenvectors and the system is symmetric
hyperbolic. For this reason, we do not linearly order the eigenvalues, but will instead
refer to forward and backward longitudinal and transverse families.
It is easy to calculate the derivatives of the eigenvalues, and we see that the
transverse waves are linearly degenerate, while the others are genuinely nonlinear
whenever T 00ðuÞa0 [9]. Thus, we expect transverse waves to be jump discontinuities,
and longitudinal waves to include rarefactions and shocks (and composite waves for
nonconvex T).
2.3. Rarefactions
Backward rarefactions satisfy the differential equation
d
de
u
v
 !
¼
#u
 ﬃﬃﬃﬃﬃT 0p #u
 !
;
so, by the chain rule and (2.11),
du
de
¼ ruu 	 du
de
¼ 1 and d #u
de
¼ ru #u 	 du
de
¼ 0
and we can write u ¼ uðuÞ ¼ u#u; where #u ¼ #u0 is constant and the stretch u is the
parameter. Integrating the second part, v0 ¼  ﬃﬃﬃﬃﬃT 0p #u; we get
v v0 ¼ 
Z u
u0
ﬃﬃﬃﬃﬃ
T 0
p
dn #u0: ð2:14Þ
We can thus describe the backward rarefaction curve through the left state ðu0 v0Þ as
the locus of states ðu vÞ satisfying (2.14), with
u ¼ u#u0: ð2:15Þ
We can ﬁt the rarefaction between the states, provided that the nonlinear wavespeed
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃT 0ðuÞp increases across the wave from left to right. For convex T ; this holds for
any u0ou:
Similarly, the forward rarefaction curve through ðu0 v0Þ is the locus of states ðu vÞ
satisfying
v v0 ¼
Z u
u0
ﬃﬃﬃﬃﬃ
T 0
p
dn #u0 and u ¼ u#u0 ð2:16Þ
and such that uou0:
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3. Discontinuities
We can complete our description of the waves in the system by solving the
Rankine–Hugoniot jump conditions. For a discontinuity propagating with speed s;
these are
s½u ¼ ½v and s½v ¼ ½T #u;
where again u ¼ u#u; and ½	 represents the jump across the discontinuity, as usual. As
before, denoting the left state by ðu0 v0Þ and right state by ðu vÞ; we rearrange to get
v v0 ¼ sðu#u u0 #u0Þ;
ðTðuÞ  s2uÞ#u ¼ðTðu0Þ  s2u0Þ#u0: ð3:1Þ
Recalling that #u and #u0 are unit vectors, we have the following alternatives: either
#u ¼ #u0; #u ¼ #u0 or both coefﬁcients vanish. We treat each of these cases separately,
assuming for now that T 00ðuÞo0:
3.1. Classical shocks
First, taking #u ¼ #u0 in (3.1), we solve for the shock speed s; to get
s ¼7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TðuÞ  Tðu0Þ
u  u0
s
; ð3:2Þ
corresponding to forward and backward longitudinal (stress) shocks, respectively.
Since #u ¼ #u0; the Hugoniot locus, parameterized by u; is given by (3.2) and (3.1).
Note that s2 is the slope of the secant determined by u and u0 on the graph of T :
We now consider the Lax shock conditions to pick out the admissible parts of the
Hugoniot curves [4]. Since the eigenvalues are not uniformly ordered, we resolve the
shocks by counting the characteristics entering and leaving the shock. Recalling the
multiplicity of eigenvalues, we require that ﬁve characteristics enter the shock and
three leave it. That is, the forward or backward longitudinal characteristics
corresponding to the shock both enter the shock, while all other characteristics
cross the discontinuity. By the mean value theorem, for backward shocks we have
s ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðumÞ
p
for some um between u0 and u; and thus by convexity of T ; the characteristics enter
the shock provided that u0 > u: Similarly, both forward characteristics enter a
forward shock as long as u0ou:
It remains to ensure that the characteristics of the other families cross the shock.
This follows from the following geometric argument: we are comparing the shock
speed s to the transverse wavespeeds  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃTðu0Þ=u0p and  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃTðuÞ=up : On the graph
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of T ; the quantity TðuÞ=u is the slope of the chord from the origin to the graph, while
s2 is the slope of the secant. Since these three lines span a triangle with a vertex at the
origin, the slope of the secant must either be smaller or greater than that of both of
the other two sides. Thus, s is either faster or slower than the left and right
characteristic speeds, and the Lax condition is always satisﬁed.
We will need to identify when the transverse waves are faster or slower than the
shocks they cross. To this end, for each value of the stretch u0; we deﬁne the dual
state %u0 to be the solution of the equation
Tð %u0Þ
%u0
¼ Tðu0Þ
u0
; ð3:3Þ
so %u0 is the value at which the ray through u0 meets the graph of T (if this exists), see
Fig. 1. Note that u0 and %u0 are on opposite sides of uc: For backward shocks, we have
uou0; and if %u0ouou0; (so u0 > uc), then the slope of the secant s2 is less than that
of the rays, so
s > 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TðuÞ
u
r
and s > 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu0Þ
u0
s
and the transverse waves are faster (with negative speed). On the other hand, if
uo %u0; then s2 > Tðu0Þ=u0; and the transverse waves are slower. Similarly, forward
transverse waves are slower than forward shocks iff u0ouo %u0:
We have shown that the backward shock curve is given by
u ¼ u#u0; s ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TðuÞ  Tðu0Þ
u  u0
s
;
v v0 ¼ sðu  u0Þ#u ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTðu0Þ  TðuÞÞðu0  uÞ
p
#u0; ð3:4Þ
where u0 > u: Similarly, the forward shock curve is
u ¼ u#u0; s ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TðuÞ  Tðu0Þ
u  u0
s
;
v v0 ¼ sðu  u0Þ#u ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTðuÞ  Tðu0ÞÞðu  u0Þ
p
#u0; ð3:5Þ
with u > u0:
3.2. Contact discontinuities
We now consider those solutions of the Rankine–Hugoniot relation (3.1) for
which the directions #u and #u0 are not parallel. In this case, we must have vanishing
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coefﬁcients
TðuÞ  s2u ¼ Tðu0Þ  s2u0 ¼ 0 ð3:6Þ
and ½v ¼ s½u#u: Thus, s is again given for forward and backward waves, and we must
solve
TðuÞ
u
¼ Tðu0Þ
u0
:
In general, there are two solutions, namely u ¼ u0 and %u0; on opposite sides of uc:
Since the wavespeeds depend only on u; it is clear that the solution u ¼ u0 satisﬁes the
Lax conditions for admissibility.
We now consider the other solution u ¼ %u0: Since u0 and %u0 are on opposite sides
of uc; and since T is convex down, s2 lies between T 0ðu0Þ and T 0ðuÞ: Thus, the
discontinuity propagates with speed between the left and right longitudinal
characteristic speeds. Moreover, this speed equals the transverse characteristic speed
on the left and right. In order to satisfy the entropy condition, we regard this single
jump as the superposition of a longitudinal shock and a transverse jump, which have
the same speed, so we need not treat this case explicitly.
Keeping only the solution u ¼ u0; we get a 2-parameter family of solutions,
parameterized by the direction vector #uAS2: Indeed, the locus of states which can be
reached from ðu0 v0Þ by a backward contact consists of the points
u ¼ u0 #u and v v0 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu0Þu0
p
ð#u #u0Þ; ð3:7Þ
where the speed is s ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu0Þ
u0
q
: A tangent vector to this surface has the form
u0u
>
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃTðu0Þu0p u>
 !
;
where u> ¼ #u0 is perpendicular to #uAS2: Thus, the tangents to the surface are scalar
multiples of eigenvectors in (2.13), and the wave surface is the integral surface of the
eigenvector ﬁelds [9].
Similarly, the forward contact surface is given by
u ¼ u0 #u and v v0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu0Þu0
p
ð#u #u0Þ; ð3:8Þ
with associated wavespeed s ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu0Þ
u0
q
: Here, we again view #u as the parameter, and
regard the surface as the integral surface of eigenvector ﬁelds.
3.3. Anomalous shocks
The Rankine–Hugoniot relation (3.1) has one other solution which was pointed
out in [3], namely #u ¼ #u0; with
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a2 ¼ TðuÞ þ Tðu0Þ
u þ u0 ¼ t
TðuÞ
u
þ ð1 tÞ Tðu0Þ
u0
; ð3:9Þ
where t ¼ u
uþu0; and we have written a instead of s for the wavespeed. Once again a
and v are determined once u is given. The stretch u changes, and the direction is
reversed, so the string forms a cusp in which it is folded back on itself, while the
tension also varies across this cusp.
We can ﬁnd such waves which apparently satisfy the entropy conditions, as
follows. It is clear that a lies between the degenerate wavespeeds, so we should
choose u0 and u so that the degenerate characteristics enter the shock. For backward
waves, this means TðuÞ
u
> Tðu0Þ
u0
: Since these characteristics enter the anomalous shock,
the nondegenerate characteristics must cross the shock: this is easily seen to be the
case for an open set of stresses u:
For two-dimensional strings, we have thus found anomalous shocks which satisfy
the Lax entropy conditions, but are nonphysical. In three dimensions, these can be
ruled out by counting the waves entering and leaving the discontinuity with
multiplicity, so that in the case given above, we count four degenerate characteristics
entering the wave, and the Lax condition is clearly violated. We rule out the
corresponding waves in two-dimensional strings by requiring that linearly degenerate
wavespeeds do not jump across discontinuities propagating with characteristic speed.
Note that we have not ruled out cusps altogether, as they correspond to a jump
across which the tension is constant. However, we expect the model would break
down before a cusp forms, as we have not included higher order effects like
dissipation and resistance to bending.
4. The Riemann problem
4.1. Composite wave curves
First, we combine the rarefaction and wave curves constructed above to get the
full nonlinear longitudinal stress wave curves. According to (2.15), (2.14) and (3.4),
the backward stress wave curve is determined by #u ¼ #u0 with u ¼ juj as a parameter,
and v v0 given explicitly. The wave curve for forward waves is given similarly. It is
convenient to encode these by deﬁning a single function. Thus, we deﬁne the function
g : R2-R by
gðv;wÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðTðvÞ  TðwÞÞðv  wÞp for vXw;
 R w
v
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðnÞp dn for vpw:
(
ð4:1Þ
We now use this function g in Eqs. (2.15), (2.14) and (3.4) to concisely describe the
wave curves: given a state ðu0 v0Þ; the set of all right states ðu vÞ which can be
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reached by a backward nonlinear wave satisﬁes #u ¼ #u0 and
v v0 ¼ gðu0; uÞ#u0:
Similarly, the set of states which can be reached by a forward wave is given by
v v0 ¼ gðu; u0Þ#u0:
We combine these to give a single expression for the nonlinear waves, by writing
#u ¼ #u0 and v v0 ¼ gðuf ; ubÞ#u0; ð4:2Þ
where uf and ub are the states in front of and behind the wave, respectively. We shall
refer to these nonlinear waves as stress waves or strain waves. Note that the stress
wave is a shock if and only if the stretch ahead of the wave is bigger than that behind
the wave, uf > ub:
It is similarly convenient to deﬁne the function
hðwÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TðwÞ w
p
ð4:3Þ
and to rewrite the deﬁning equations for the transverse waves as
u ¼ u0 and v v0 ¼ hðu0Þð#uf  #ubÞ: ð4:4Þ
As observed in [9], expressions (4.2) and (4.4) are linear in v and #u; so we can
understand the nonlinear phenomena by analyzing changes in the stretch u through
the scalar functions g and h:
4.2. Gluing waves together
In order to solve the general Riemann problem, we must glue different elementary
waves (centered at the origin) together by connecting them with constant states.
Because the system is not strictly hyperbolic, we expect that we will need more than
one of each type of wave. Thus, we attempt to piece together different waves, each
satisfying the Lax entropy conditions, and look for the most general such solution.
It is clear that we can consider backward and forward waves separately, and then
piece these together with a given middle state. For deﬁniteness, we consider the
backward waves, with similar statements holding for forward waves. Thus, starting
with an extreme left state, we alternatively connect to new states by longitudinal and
transverse waves, and look for the most general such pattern.
First, we suppose that we have a backward stress wave whose right state is
adjacent to a jump discontinuity. Let u1 be the stretch on the left of the stress wave,
and u2 that on the right, and thus also across the jump. If the fast wave is a
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rarefaction, we have

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu1Þ
p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu2Þ
p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu2Þ
u2
s
;
so that u1pu2puc: If the stress wave is a shock, then

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu1Þ
p
XsX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu2Þ
p
and sp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu2Þ
u2
s
;
so that u2puc; and u2pu1: The entropy condition implies also sp
ﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu1Þ
u1
q
; so that,
by our discussion following (3.3), u2p %u1 if u1 > uc: In either case, we see that if the
(backward) stress wave is faster than the transverse wave, then
u2pminfuc; %u1g: ð4:5Þ
We now consider a backward jump whose right state is adjacent to a backward
stress wave. Let u3 be the stretch on the left, and u4 that on the right. If the stress
wave is a rarefaction, then

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu3Þ
u3
s
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu3Þ
p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu4Þ
p
;
so that ucpu3pu4: If the wave is a shock, then

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu3Þ
p
XsX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu4Þ
p
and sX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu3Þ
u3
s
;
so u3Xu4 and u3Xuc; and also sX
ﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu4Þ
u4
q
; which by the discussion after (3.3)
implies u3X %u4 if u4ouc: Again, in either case we have
u3Xmaxfuc; %u4g: ð4:6Þ
Now we note that cannot have two centered transverse backward waves with a
stress wave between them. To see this, take u3 ¼ u1 and u4 ¼ u2 in the above, and use
(4.6) and (4.5) to deduce
u1XucXu2 with u2 ¼ %u1:
However, this last implies Tðu1Þ
u1
¼ Tðu2Þ
u2
; so the transverse wavespeeds coincide.
Now suppose that a transverse wave appears between two stress waves. Setting
u2 ¼ u3 in (4.6) and (4.5), we get u2 ¼ uc ¼ u3; and moreover %u4pucp %u1; and
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therefore
u1pu2 ¼ uc ¼ u3pu4
and in particular both stress waves are rarefactions. If the condition u1oucou2 fails,
then we can have only one stress wave and one transverse wave. We shall call the
(backward) stress wave fast if it has larger absolute wavespeed, and slow otherwise.
We have shown that the admissible combinations of backward waves are either a
single shock and jump discontinuity or a rarefaction and jump discontinuity. If the
characteristic wavespeeds across the rarefaction span the critical stretch uc; then the
jump discontinuity occurs at uc; splitting the rarefaction into two pieces. Note that
the shock and jump discontinuity will coincide if the right state has u2 ¼ %u1:
We complete the description of adjacent backward waves by describing how the
second component v of the state changes across the waves. We can do this concisely
by introducing a new quantity uw which will locate the relative position of the jump
discontinuity. Thus, we suppose we have a fast nonlinear wave joining ul to uw; a
transverse jump at uw; and then a slow stress wave joining uw to um; as in Fig. 2. Here
uw takes on the value ul; um or uc; according as whether the nonlinear wave is fast,
slow or a rarefaction spanning uc; respectively. In particular, there can be at most
one forward shock wave.
According to (4.2) and (4.4), we have
vm  vl ¼ gðul; uwÞ#ul þ hðuwÞ ð#ul  #umÞ þ gðuw; umÞ#um;
where uw is given as follows. If uloucoum; then the jump discontinuity splits a
rarefaction and uw ¼ uc: If the backward stress wave (shock or rarefaction) is fast,
then uw ¼ um; while if it is slow, we have w ¼ ul:
It is convenient to rewrite the foregoing as
vm  vl ¼ pðul; umÞ#ul  qðul; umÞ#um; ð4:7Þ
where p and q represent the change in state before and after the transverse jump,
respectively. These are deﬁned by
pðu1; u2Þ ¼ gðu1;wÞ þ hðwÞ;
qðu1; u2Þ ¼ hðwÞ  gðw; u2Þ; ð4:8Þ
where, according to (4.6) and (4.5),
w ¼
u1; u1Xuc and u2X %u1;
uc; u1pucpu2;
u2; otherwise
8><
>: ð4:9Þ
and %u is deﬁned by (3.3). Here, w is the stress across the transverse jump: note that it
does not depend continuously on u1 and u2; but we will see shortly that the
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wavespeed and the functions p and q are continuous. Also, if there is no transverse
jump, and w ¼ uc; then
gðvl; vwÞ þ gðvw; vmÞ ¼ gðvl; vmÞ;
consistent with the structure of rarefactions.
We can piece together forward waves in exactly the same way, and get a similar
description of the states across the waves. We can connect the state ðum vmÞ to
ður vrÞ by a fast or slow forward stress wave with a forward jump discontinuity, or
by a rarefaction spanning uc with a transverse jump at uc: As above, we get
vr  vm ¼ pður; umÞ#ur  qður; umÞ#um; ð4:10Þ
reﬂecting the symmetry of our descriptions (4.2) and (4.4).
4.3. The Riemann problem
We now combine the foregoing to solve the general Riemann problem. Piecing
together the waves we have just constructed, we can connect states ðul vlÞ and ður vrÞ
by backward and forward waves, as in Fig. 2. Combining (4.7) and (4.10), we get an
expression for vr  vl; and we wish to resolve the intermediate states. Setting um ¼
u
*
; we need only solve for u
*
; after which all intermediate states are given by (4.2)
and (4.4).
We follow the strategy developed in [9], namely we view the unknown stretch u
*
as
a parameter, and for each value of u
*
; we consider the sphere mapped out by letting
#u
*
vary on the unit sphere. From (4.7) and (4.10), we get
vr  vl ¼ wðu* Þ  cðu* Þ  Rðu* Þ#u* ; ð4:11Þ
l                                                              r
m
w e
Fig. 2. Riemann problem.
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where cðu
*
Þ and Rðu
*
Þ are deﬁned by
cðu
*
Þ ¼ pðul; u* Þ#ul þ qður; u* Þ#ur
Rðu
*
Þ ¼ qðul; u* Þ þ qður; u* Þ; ð4:12Þ
respectively.
We are now ready to prove the existence and uniqueness of solutions to the
Riemann problem. There may be a boundedness condition on the difference between
the left and right initial velocities. If this condition is violated, it is reasonable to
expect that the string will break, and of course the model would break down before
that happened.
Theorem 1. Given states ðul vlÞ and ður vrÞ; subject to the constraint
jvr  vl  cðNÞjoRðNÞ; ð4:13Þ
there exists a unique solution of the form (4.7) and (4.10) to the Riemann problem.
Moreover, the intermediate states are C1 functions of the left and right states.
Proof. We will show that there are unique u
*
and #u
*
which solve Eq. (4.11). Clearly,
#u
*
is determined once u
*
has been found. Letting u
*
vary and regarding wðu
*
Þ as
parameterizing a set of spheres of radius Rðu
*
Þ and centered at cðu
*
Þ; we must show
that they uniquely map out a solid region in space. If u
*
is small enough, then
w ¼ u
*
in (4.9), and thus Rð1Þ ¼ 2hð1Þ ¼ 0: In Lemmas 1 and 2 below, we show that
R and c are differentiable, and
R0ðu
*
Þ > jc0ðu
*
ÞjX0 ð4:14Þ
for each u
*
> 1: Since the radii of the spheres are increasing faster than the centers
move, they cover a solid region of space, and (4.11) can be solved as long as w lies
inside this region, that is as long as condition (4.13) holds.
Finally, we regard (4.11) as an invertible change of variables u
*
-w; and invoke
the implicit function theorem to obtain u
*
as a C1 function of the states ðul vlÞ and
ður vrÞ: All other intermediate states are clearly also C1 functions. &
There are two possible degeneracies in the construction: these are the extreme
cases, for which u
*
¼ 1 orN: In the ﬁrst case, the two transverse jumps degenerate
into a single jump with zero speed, so there is no intermediate direction #u
*
: In this
case, the outgoing stress waves are shocks, the middle state is unstretched, and the
direction has an arbitrary jump in the unstretched phase, across which the velocity is
continuous. This is allowed because our string is one dimensional, and there is no
resistance to bending.
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Note that as u
*
-N; w ¼ maxfu1; ucg in (4.9), and so c is constant, and R-N if
the integral
RN ﬃﬃﬃﬃﬃ
T 0
p
diverges. Thus, the second degenerate case, u
*
¼N; can
happen only if the integral Z N
uc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðnÞ
p
dnoN
converges. The forward and backward nonlinear waves are then slow rarefactions
with speed
7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðu
*
Þ
q
-0;
which join to form a single slow rarefaction. Here, we can deﬁne a weak solution by
inserting a d-function at the origin x ¼ 0 across which v jumps, but we do not do this
as the model breaks down beforehand, and indeed the presence of a d-function
heralds breaking of the string. This is analogous to the occurrence of the vacuum in
gas dynamics.
To complete the proof of the theorem, we prove the following lemma which
estimates the growth rates of the functions g and h:
Lemma 1. The functions p and q are C1 functions, increasing in both variables, and
satisfying the growth conditions
p;1ðu1; u2Þ > q;1ðu1; u2ÞX0;
q;2ðu1; u2Þ > p;2ðu1; u2ÞX0; ð4:15Þ
the subscript denoting the derivative @=@ui: Moreover, they are C
2 except on the curve
u2 ¼ %u1; for u1 > uc:
Proof. We ﬁrst show that although w is not continuous in (4.9), the functions p and q
are. Fixing u1 and allowing u2 to vary, we see that w is continuous except when
u1 > uc as u2 passes through %u1; where w jumps from u2 to u1: Alternatively, ﬁxing u2
and varying u1; w jumps from u2 to u1 as u1 passes through %u2; provided u2ouc:
Since %u1ou2 if and only if %u2ou1; there is a single discontinuity in w: To check
continuity of p and q; we ﬁx u1 > uc; and compare the expressions for u2o %u1 and
u2 > %u1: We have
pðu1; u2Þ ¼ hðu1Þ for u2 > %u1
and
pðu1; u2Þ ¼ gðu1; u2Þ þ hðu2Þ for u2o %u1;
so p is deﬁned and continuous at u2 ¼ %u1; provided
gðu1; %u1Þ ¼ hðu1Þ  hð %u1Þ for u1 > uc: ð4:16Þ
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By (3.3), we have
Tðu1Þ
u1
¼ Tð %u1Þ
%u1
¼ S > 0;
say, and since %u1oucou1; (4.1) and (4.3) give
gðu1; %u1Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTðu1Þ  Tð %u1ÞÞðu1  %u1Þ
p
¼
ﬃﬃﬃ
S
p
ðu1  %u1Þ
¼ hðu1Þ  hð %u1Þ;
as required. Similarly, the continuity of q follows from (4.16).
We now check differentiability of p and q: Differentiating in u2; we see that
p;2ðu1; u2Þ ¼
0 if w ¼ u1 or uc;
g;2ðu1; u2Þ þ h0ðu2Þ if w ¼ u2;
(
while also
q;2ðu1; u2Þ ¼
g;2ðu; u2Þ if w ¼ u1 or uc;
h0ðu2Þ if w ¼ u2:
(
As above, these derivatives are continuous if
g;2ðu1; %u1Þ þ h0ð %u1Þ ¼ 0 ð4:17Þ
and (4.15) follows if we show
g;2ðu1; u2Þo0 and h0ðu2Þ > 0 ð4:18Þ
for all u1; u2:
We take u1 > u2; and differentiate (4.1) and (4.3) to get, after simplifying,
g;2ðu1; u2Þ ¼ 1
2s
ðs2 þ T 0ðu2ÞÞ;
where
s ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Tðu1Þ  Tðu2Þ
u1  u2
s
;
while also
h0ðu2Þ ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2
Tðu2Þ
r
Tðu2Þ
u2
þ T 0ðu2Þ
 
:
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Inequalities (4.18) now follow immediately, and (4.17) follows from the observation
that if u2 ¼ %u1; we have
Tðu1Þ
u1
¼ Tðu2Þ
u2
¼ s2:
This establishes the claim of the lemma for u1 > u2; the remaining details are similar
and left to the reader. &
5. General stress functions
We now describe the solution of the Riemann problem for general nonconvex
stress–strain relations T ¼ TðuÞ; assuming only that T is nondecreasing. Our
construction follows the classical solution of the Riemann problem for nonconvex
ﬂux in the scalar case, due to Oleinik [6].
We describe the forward waves: as in the earlier sections, the backward waves are
entirely symmetric. First, we observe that we cannot have two forward transverse
waves: this is similar to the previous argument. Our point of view is that of
superimposing the transverse jump discontinuity over a stress wave, while giving it
the appropriate wavespeed. To ﬁnd this wavespeed, we consider the line through the
origin which supports the (local) convexiﬁcation of the stress function. This gives a
unique speed for the jump. We then can write down the relationship connecting vr
and vl as before, using the appropriate direction #u on either side of the jump.
Our construction begins with a description of the admissible stress waves, for
which the direction is ﬁxed. This is entirely analogous to Oleinik’s construction.
Given stretches u1 and u2; we identify the convex envelope of the graph of T between
u1 and u2; see Fig. 3. If u1ou2; we use the upper convex envelope, and if u1 > u2 the
lower envelope is used. If the envelope touches the graph at u; then state u
u
T
Fig. 3. General T ¼ TðuÞ:
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propagates along a characteristic with speed7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T 0ðuÞp : Thus, on those intervals that
the graph of T coincides with its envelope, we get a rarefaction wave. If not, then
there is a jump in stress propagating with speed7
ﬃﬃ
t
p
; where t is the slope of the line
supporting the graph of T : This is a contact, one-sided or two-sided shock,
depending on whether the supporting line is tangent to the graph at the points where
it meets the graph.
Given stretches u1 and u2; we denote the upper and lower convex envelopes of T
between u1 and u2 by T
-ðuÞ and T,ðuÞ; respectively. We then set
gðu1; u2Þ ¼
R u1
u2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T-0 ðnÞ
p
dn for u1pu2;R u1
u2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T,0 ðnÞ
p
dn for u1Xu2:
(
ð5:1Þ
Note that this is a generalization of (4.1). Following our earlier arguments, we see
that we can again describe a forward or backward composite stress wave connecting
ðul vlÞ to ður vrÞ concisely by
#u ¼ #ul
and
vr  vl ¼ gðuf ; ubÞ#u; ð5:2Þ
where as before f and b refer to forward and backward states, respectively.
We wish to superimpose on this wave a jump discontinuity across which the
direction changes: by our earlier arguments, the entropy conditions imply that there
is a unique speed for this jump discontinuity. We can determine this speed
geometrically, as follows. First, suppose that u1ou2; so we are working with the
upper convex envelope. Then the squared longitudinal wavespeed, T-
0 ðuÞ; decreases
as u increases from u1 to u2: Now locate the (unique) line through the origin that
supports the graph of T-: this meets the graph at w; and we have
T-
0 ðuÞXT
-ðuÞ
u
for u1pupw
and
T-
0 ðuÞpT
-ðuÞ
u
for wpupu2: ð5:3Þ
Note that w takes on u1 or u2 if the segment of the graph lies entirely in the wedge
between
Tðu1Þ
u1
and
Tðu2Þ
u2
: The slope of this supporting line is T-ðwÞ=w; and deﬁnes the
(squared) speed of a jump discontinuity.
The argument yielding (4.5) and (4.6) together with the Liu entropy conditions
now show that (5.3) must be satisﬁed for any transverse jump with squared speed
T-ðwÞ=w adjacent to a stress wave. Thus, even though w itself may not be uniquely
deﬁned, the speed of the transverse jump is determined. The jump in velocity v across
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this jump is again given by (4.4), namely
vr  vl ¼ hðwÞð#uf  #ubÞ; with hðwÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T-ðwÞw
p
: ð5:4Þ
Similarly, if u1 > u2 and we use the lower convex envelope, we locate the position
of the jump by ﬁnding w so that the line through the origin with slope T,ðwÞ=w
supports T,; so that the analog of (5.3) and (5.4) continue to hold, where now
hðwÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃT,ðwÞwp :
As before, we regard the transverse jump as separating the composite stress wave
into fast and slow pieces, and we again use (5.2) and (5.4) to describe the change in
velocity across the waves. We consider backward waves, connecting states ðul vlÞ to
ðum vmÞ; say. First, deﬁne the upper or lower convex envelope and locate the state w;
as appropriate. We may write w ¼ wðul; umÞ: The fast backward stress wave connects
ul (the forward state) to w: There is then a jump in direction at w; followed by a slow
wave connecting w to um: We thus have
vm  vl ¼ gðul;wÞ#ul þ hðwÞð#ul  #umÞ þ gðw; umÞ#um;
as before, which again can be written as
vm  vl ¼ pðul; umÞ#ul  qðul; umÞ#um; ð5:5Þ
where p and q are deﬁned in (4.8), namely
pðul; umÞ ¼ gðul;wÞ þ hðwÞ;
qðul; umÞ ¼ hðwÞ  gðw; umÞ ð5:6Þ
and w ¼ wðul; umÞ is described above. Similarly, ðum vmÞ can be joined to ður vrÞ by
forward waves, if
vr  vm ¼ pður; umÞ#ur  qður; umÞ#um; ð5:7Þ
as in the case of a convex stress–strain relation.
We can now solve the general Riemann problem exactly as in Theorem 1, with
only slight modiﬁcations to the proof. Indeed, we again write
vr  vl ¼ cðu* Þ  Rðu* Þ#u* ;
as in (4.11) and (4.12), where we have written u
*
for the unknown state um; and we
wish to show that c and R satisfy the same properties as before, namely
differentiability and
R0ðu
*
Þ > jc0ðu
*
Þj while also Rð1Þ ¼ 0:
As in Theorem 1, this amounts to proving the analog of Lemma 1, namely that p and
q are C1; (4.15) holds, and qðu; 1Þ ¼ 0:
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Lemma 2. The functions p and q are C1 functions, increasing in both variables, and
satisfying the growth conditions
p;1ðu1; u2Þ > q;1ðu1; u2ÞX0
and
q;2ðu1; u2Þ > p;2ðu1; u2ÞX0;
and moreover, qðu; 1Þ ¼ 0 for any uX1:
Proof. First, for any uX1; we use the lower convex envelope, whose supporting line
through the origin is the line T ¼ 0: Thus, we can take w ¼ 1; and it is clear that
qðu; 1Þ ¼ 0:
Our ﬁrst task is to ensure that the functions p and q are well deﬁned. Again taking
u1ou2; we ﬁx the upper convex envelope T-; and establish independence of these on
the choice of w: Since w is chosen to be a point where the convex envelope is
supported by the line through the origin, ambiguity arises when the convex envelope
is locally linear and has slope T-ðwÞ=w; see Fig. 4. For deﬁniteness, we suppose this
holds on the interval ½u3; u4; so that
u1pu3pwpu4pu2
and
T-ðu3Þ
u3
¼ T
-ðwÞ
w
¼ T-0 ðwÞ ¼ T
-ðu4Þ
u4
ð5:8Þ
for each w: For each such w; we wish to show that
gðu1;wÞ þ hðwÞ and hðwÞ  gðw; u2Þ
u1 u3 u4 u2
u
T
Fig. 4. Ambiguity of w:
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are constant. According to (5.1),
gðu1;wÞ þ hðwÞ ¼ gðu1; u3Þ þ hðu3Þ þ ½gðu3;wÞ þ hðwÞ  hðu3Þ
and for wA½u3; u4;
gðu3;wÞ þ hðwÞ  hðu3Þ ¼
Z u3
w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T-0 ðoÞ
q
doþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T-ðwÞ
w
r
ðw  u3Þ ¼ 0
by (5.8). Thus,
pðu1; u2Þ ¼ gðu1; u3Þ þ hðu3Þ
and similarly
qðu1; u2Þ ¼ hðu4Þ  gðu4; u2Þ;
independent of the value of w:
We obtain the inequalities and continuity exactly as in Lemma 1, using analogs of
(4.18) and (4.17), with w replacing %u: The case of u2ou1; for which we use the lower
convex envelope T,; is entirely similar, and we leave the details to the reader. &
Alternatively, we can formally differentiate (5.6) to get
p;1ðu1; u2Þ ¼ g;1ðu1;wÞ þ ðg;2ðu1;wÞ þ h0ðwÞÞ w;1ðu1; u2Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T-0 ðu1Þ
q
þ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T-0 ðwÞ
q
þ h0ðwÞÞ w;1;
with similar expressions for p;2; q;1 and q;2; and in which we regard w;1 as containing
a sum of d-functions. Each of the terms that appears is non-negative, and the
coefﬁcient of w;1 vanishes when w jumps, thus preserving continuity of the derivative.
6. Nonlinear Glimm interactions
We now consider elementary Glimm interactions, in which we ﬁnd the asymptotic
state of a pairwise wave interaction. Given a pair of incident waves, not necessarily
weak, we construct the left and right states and resolve the resulting Riemann
problem. Thus, suppose that the two incoming waves separate states
ðul vlÞ; ðum vmÞ and ður vrÞ: We resolve the ensuing Riemann problem with middle
state ðu
*
v
*
Þ; and analyze the dependence on the incident waves. This was carried
out in [9] for the special case of T convex with uc ¼N: Here, we treat a general
nonconvex stress function.
Using (5.5) and (5.7), we eliminate v and obtain a single vector equation for u
*
;
which can be analyzed in some detail. Our analysis relies heavily on the fact that the
system of PDEs, and hence these interaction equations, are linear in direction #u:
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First, consider the interaction of two nonlinear longitudinal stress waves.
According to (5.2), we have #ul ¼ #um ¼ #ur and, using the fact that
pðu1; u2Þ  qðu1; u2Þ ¼ gðu1;wÞ þ gðw; u2Þ ¼ gðu1; u2Þ;
we obtain
vr  vl ¼ ðgðum; ulÞ þ gðum; urÞÞ#ul
(or gðul; umÞ; etc. as appropriate). Here, the functions T- and T, used in deﬁning
gðum; ulÞ and gðum; urÞ may be different, being convexiﬁcations of T over different
intervals. Combining this relation with (5.5) and (5.7), we get #u
*
¼ #ul together with a
single equation for u
*
; say
gðum; ulÞ þ gðum; urÞ ¼ gðul; u* Þ þ gður; u* Þ:
Thus, there are no resulting transverse waves (changes in shape), and the interaction
is exactly that of a p-system; see [8] for a detailed analysis of these interactions.
6.1. Transverse interactions
We are mainly interested in understanding how the shape evolves, so we focus on
transverse waves. First, we consider the interaction of two transverse (degenerate)
waves, which are necessarily backward and forward waves. For the incident waves,
we have ul ¼ um ¼ ur; and after using the reductions pðu; uÞ ¼ qðu; uÞ ¼ hðuÞ;
vr  vl ¼ hðumÞð2#um  #ul  #urÞ;
and, for the outgoing waves, we get
vr  vl ¼ pðum; u* Þð#ul þ #urÞ  2qðum; u* Þ#u* :
Combining these, we get
qðum; u* Þ#u* þ hðumÞ#um ¼ ðpðum; u* Þ þ hðumÞÞ%u;
where %u ¼ ð#ul þ #urÞ=2: We rearrange this equation as
#u
*
¼ pðum; u* Þ
qðum; u* Þ
%uþ qðum; umÞ
qðum; u* Þ
ð%u #umÞ; ð6:1Þ
where we have used qðum; umÞ ¼ hðumÞ: According to (5.6) and Lemma 2, both of
these coefﬁcients are positive, and they are both bigger than or less than 1, according
as whether gðum; u* Þ > 0 or gðum; u* Þo0; that is according as um > u* or umou* ;
respectively.
We can now estimate the position of #u
*
on the unit circle in the plane spanned
by #um and %u; as follows. Noting that %u is inside the circle, we locate the vector
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w ¼ 2 %u #um; see Fig. 5. If this is inside the circle, the coefﬁcients in (6.1) must be
bigger than 1, so we must have u
*
oum: Moreover, #u* is then restricted to the arc as
shown in the ﬁgure. On the other hand, if 2%u #um is outside the circle, the
coefﬁcients must be less than 1, so that u
*
> um and #u* again lies on the arc as
illustrated.
We can determine which of these cases applies by calculating
j2%u #umj2  1 ¼ð#ul þ #ur  #umÞ2  1
¼ 2ð#ul  #umÞ 	 ð#um  #urÞ;
so we conclude that if the angle between the waves, as measured from the common
middle direction #um; is acute, then u* > um; while if it is obtuse, u*oum: In the
convex case, this corresponds to a generated stress rarefaction or shock, respectively.
If the waves are orthogonal, then the interaction is linear. This generalizes the
analysis of [9], and a further analysis will allow us to estimate the strength of these
outgoing stress waves in terms of the angle and ambient stress; details will appear
elsewhere.
6.2. Mixed interactions
We now consider the interaction of stress and longitudinal waves. First, we
describe a forward stress wave interacting with a backward transverse jump. For the
forward wave, (5.2) gives
#um ¼ #ul
and
vm  vl ¼ gðum; ulÞ#ul;
u
*
^ u
m
^u
_
u
m
^u
_
u
*
^
ww
*u < um
mu < u*
Fig. 5. Transverse interaction.
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while for the backward wave, by (5.4),
ur ¼ um and vr  vm ¼ hðurÞð#um  #urÞ:
Combining these with (5.5) and (5.7) for the outgoing waves, we get
gður; ulÞ#ul þ hðurÞð#ul  #urÞ ¼ pðul; u* Þ#ul þ pður; u* Þ#ur
 ðqðul; u* Þ þ qður; u* ÞÞ#u* ;
which we may rewrite as
ðqðul; u* Þ þ qður; u* ÞÞ#u* ¼ðpður; u* Þ þ hðurÞÞ#ur
þ ðpðul; u* Þ  hðurÞ  gður; ulÞÞ#ul: ð6:2Þ
We use (5.6) to write
pðu1; u2Þ ¼ qðu1; u2Þ þ gðu1; u2Þ
and after some calculation, (6.2) becomes
#u
*
¼ b#ur þ ð1þ a bÞ#ul
¼ð1þ aÞ%uþ ð2b 1 aÞð#ur  %uÞ; ð6:3Þ
where, as before, %u ¼ ð#ul þ #urÞ=2; and we have written
a ¼ gðul; u* Þ þ gður; u* Þ  gður; ulÞ
qðul; u* Þ þ qður; u* Þ
and
b ¼ pður; u* Þ þ hðurÞ
qðul; u* Þ þ qður; u* Þ
: ð6:4Þ
We again argue geometrically to locate #u
*
on the unit circle spanned by #ul and #ur:
It is clear that b > 0; and the sign of a is that of
gðul; u* Þ þ gður; u* Þ  gður; ulÞ;
which, since g is decreasing in the second variable and gðu; uÞ ¼ 0; is the sign of
ul  u* : Moreover, we can write
1þ a ¼ pðul; u* Þ þ qður; ulÞ þ ½pður; u* Þ  pður; ulÞ
qðul; u* Þ þ qður; u* Þ
;
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which is positive for u
*
> ul; and so we always have 1þ a > 0: Referring to Fig. 6
together with (6.3), we see that #u
*
must lie in the wedge spanned by #ul and #ur  #ul;
and if it is inside the wedge between #ul and #ur; then each of
a > 0; 1þ a b > 0 and j2b 1 ajo1
hold. Similarly, if #u
*
is between #ur  #ul and #ur; then
ao0; 1þ a bo0 and 2b 1 a > 1:
Suppose that #u
*
lies between #ul and #ur; so that a > 0 and ul > u* : Then
substituting from (6.4), the inequality 2b 1 ao1 becomes, after rearranging,
½pður; u* Þ  qður; u* Þ þ ½pður; ulÞ  qður; ulÞ
þ ½pður; urÞ  pðul; u* Þ þ ½qður; urÞ  qðul; u* Þo0; ð6:5Þ
where we have used pðu; uÞ ¼ qðu; uÞ ¼ hðuÞ: Since p  q ¼ gðu1; u2Þ has the sign of
u1  u2; and p and q increase in both variables, by (6.5), we must have ul > ur; for
otherwise all four terms would be positive. Thus, the incident (forward) stress wave
must have the opposite sign of the reﬂected backward stress wave.
Similarly, if #u
*
is between #ur and #ur  #ul; then ulou* and inequality (6.5) is
reversed, and we must have ulour: We conclude that in all cases, the reﬂected wave
from a mixed interaction has the opposite sign as the incident wave. This is a direct
generalization of results of [9].
We thus see that depending on the sign of the incident stress wave, we can locate
the middle direction in an appropriate wedge, and estimate the strength of the
reﬂected stress wave.
Similar arguments can yield more detail in the results of interactions. For example,
suppose we assume a > 0 and bo1; which is the case if #u
*
is between #ul and #ur and
u
r
u 
ul
^
u
*
^u
*
^
(α > 0)(α < 0)
_
Fig. 6. Mixed interaction.
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the angle between these is less than p=3: Then using (6.4) for b; we get
gður; u* Þ þ hðurÞoqðul; u* Þ ¼ hðwÞ  gðw; u* Þ;
where w ¼ wðul; u* Þ satisﬁes u*owoul: Now if ur > u* ; then gður; u* Þ is positive
and
hðurÞogður; u* Þ þ hðurÞohðwÞ  gðw; u* ÞohðwÞ
and h is increasing. Thus, we have the bound
urowðul; u* Þoul:
These geometric arguments can also be used to get quantitative estimates on
interactions: for example, according to (6.3) we must have
1þ ao1=j%uj;
yielding an inequality for u
*
in terms of the functions g and q; and thus bounding the
maximum strength of resultant stress waves.
6.3. Forward interactions
Finally, we discuss brieﬂy the interaction of transverse and stress waves which are
both forward or backward waves. In general, the stress wave may be faster or slower
than the transverse wave. We treat these cases separately, comparing to the mixed
interactions analyzed above.
First, we consider a fast backward transverse wave interacting with a slow
backward stress wave. Using (5.2) and (5.4) to describe the waves as before, we get
vr  vl ¼ gðul; urÞ#ul þ hðurÞ ð#ul  #urÞ:
This differs from our equation for the mixed interaction only in that the term
gðul; urÞ replaces gður; ulÞ: Thus, we can carry out our previous arguments, with
appropriate modiﬁcations. Decomposition (6.3) again holds, with a redeﬁned by
a ¼ gðul; u* Þ þ gður; u* Þ  gðul; urÞ
qðul; u* Þ þ qður; u* Þ
;
which now has the sign of ur  u* : Thus, #u* lies in the wedge between #ul and #ur iff
ur > u* ; and the analog of (6.5) holds, with the second term replaced by pðul; urÞ 
qðul; urÞ; and we conclude that we must have ulour: Thus again, the reﬂected wave
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has the opposite sign of the incident wave, and the interactions are qualitatively
similar.
The interaction of a fast stress wave with a slow transverse wave is treated
similarly: if these are forward waves, then
vr  vl ¼ gður; urÞ#ul þ hðurÞð#ur  #ulÞ
and so our identity differs from (6.2) in the sign of hðurÞ: Eq. (6.3) again holds, with b
now given by
b ¼ pður; u* Þ  hðurÞ
qðul; u* Þ þ qður; u* Þ
¼ pður; u* Þ  pður; urÞ
qðul; u* Þ þ qður; u* Þ
and a as deﬁned in (6.4). In particular, b is no longer positive, but has the sign of
u
*
 ur; while a has the sign of ul  u* : Again from (6.3), #u* is between #ul and #ur if
and only if both
a > 0 and j2b 1 ajo1
hold. This in turn implies 2b > a > 0; and hence also
ul > u* > ur:
In this case, the transmitted wave has the sign of the incident wave, and the reﬂected
wave has the opposite sign.
If #u
*
is outside the wedge, we must have both
ao0 and j2b 1 aj > 1;
so that either 2boa or 2b > 2þ a: In the former case, we have ulou*our; and again
the transmitted wave has the same sign as the incident wave and the reﬂected wave
has the opposite sign. We are left with the case ao0 and 2b > 2þ a > 1; so in
particular, b > 0: Thus, u
*
> ul and u* > ur; and after substitution, the inequality
2b > 2þ a becomes
2pður; u* Þ  2hðurÞ > 2qðul; u* Þ þ 2qður; u* Þ
þ gðul; u* Þ þ gður; u* Þ  gður; ulÞ;
which simpliﬁes to
gður; ulÞ > pðul; u* Þ þ qðul; u* Þ þ 2hðurÞ  gður; u* Þ:
Since u
*
> ur; each term on the right is positive, so we have gður; ulÞ > 0; which
means that ulourou* : Thus, once again the reﬂected wave has sign opposite that of
the incident wave. By symmetry, similar statements hold for all other interactions
between transverse and longitudinal waves.
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We summarize the foregoing in a theorem, which was stated for a special case in
[9].
Theorem 2. Elementary interactions have the following properties:
* Two longitudinal strain waves interact nonlinearly exactly as in the p-system,
without generating any transverse component.
* Two transverse waves generate symmetric longitudinal strain waves, which are
shocks or rarefactions according as whether the angle between the waves is obtuse or
acute, respectively. In particular, the total variation of the strain always increases
after the interaction.
* The interaction of a longitudinal wave with a transverse wave always yields a
reflected strain wave of the opposite type.
If we take the scalar tension T to be convex, then the stress waves are all either
shocks or rarefactions, and the statement says that if a shock (resp. rarefaction)
interacts with a transverse jump, the reﬂected wave is always a rarefaction (resp.
shock). We have not ruled out the possibility that the transmitted wave changes sign,
and indeed numerical experiments show that this is possible for certain incident
waves.
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