The production control policy affects the performance of a manufacturing system. Evaluating a production control policy usually requires simulation modeling due to the complex interactions that occur. This paper introduces a technique that optimizes production control of single product flow shops under hybrid production control by using the Production Control Framework. This simulation modeling template is designed to explore the production control domain. The paper demonstrates how this template can be used in conjunction with existing simulation optimization software to find an optimal production control policy. The decision variables are location of the push-pull interface and the number of kanbans at each workstation. The objectives include improving customer service and reducing work-in-process inventory.
INTRODUCTION
Production control describes how the flow of material is regulated in a manufacturing system. There are two fundamental production control policies, push and pull, that can be combined in many ways. A push production control policy gives each workstation permission to process material based solely on the availability of the material. A pull production control policy requires a workstation to have, in addition to material, a signal from a downstream workstation that more processed material is required. A hybrid production control policy is one in which there are multiple workstations, some operating with a push policy and some operating with a pull policy.
Pull production control is often implemented using kanban systems. Pull production control is closely associated with the principles of just-in-time (JIT) and lean manufacturing (Slack 1997) . See also Hopp and Spearman (1996) .
There are many variations on a basic kanban system. Berkley (1992) proposes a classification scheme for kanban systems. He classifies them based on blocking mechanism, number of cards and withdrawal strategy. Huang and Kusiak (1996) provide an overview of kanban systems and their variations. Buzacott and Shanthikumar (1993) analyze a generalized production authorization system that includes a variety of traditional schemes as special cases. Hopp and Spearman (1996) describe a variation of kanban that uses elements of both push and pull called CONWIP, meaning constant work in process. In a CONWIP system, the removal of a finished product from the final inventory authorizes, if the work in process is less than the threshold, the creation of a new part at the start of the system instead of at the previous station. Such a system is easier to implement than kanban and offers greater flexibility with respect to variations in demand.
Push systems and pull systems illustrate a tradeoff between inventory levels and cycle time. Although kanban and pull systems effectively control WIP, push systems can provide greater throughput (Amin and Altiok 1997) . Hopp and Spearman (1996) describe the push pull interface as the point in the manufacturing system at which upstream pull production control meets downstream push control. (This point is located at the exit of the input buffer within the interface workstation.) Production is matched to demand at the push pull interface. Every system, they argued, has such an interface. In a traditional push system, the push pull interface is located in a vendor's warehouse where purchasing matches customer demand to material requirements. In a pull system, the push pull interface is on a shelf where the customer withdraws a product directly. They contend that placing the interface at some intermediate point offers the advantages of both controlled WIP and product variety.
There are many good reasons to implement pull production control schemes. However, there have been few direct comparisons of push and pull schemes. Hopp and Spearman (1996) state that (compared to push production control) pull mechanisms can reduce the amount of inventory needed to achieve a specified throughput and that pull mechanisms are more robust (small changes have less impact on overall system performance). These results are based on analysis of open and closed queueing networks. Statements regarding more general production control schemes do not exist, to our knowledge. The problem of comparing push and pull production systems is compounded by the fact that while formulas do exist to calculate a reasonable number of kanbans in a pull system (Vollmann, Berry, and Whybark 1997; Shingo 1989) , there are no general, closed-form solutions to determine the system behavior as a function of the number of kanbans in the system for a multiple stage pull system. Thus, discrete-event simulation is an important tool for evaluating different production control policies. Moreover, finding a production control policy that achieves the best tradeoff between customer service, work-in-process inventory, and other performance measures is a difficult task. To address this problem, this paper introduces a technique that optimizes production control of single product flow shops under hybrid production control by using the Production Control Framework. This simulation modeling template is designed to explore the production control domain. The paper demonstrates how this template can be used in conjunction with existing simulation optimization software to find an optimal production control policy. The decision variables are location of the push-pull interface and the number of kanbans at each workstation. The objectives include improving customer service and reducing work-in-process inventory.
The remainder of this paper is organized as follows: Section 2 describes the Production Control Framework. Section 3 discusses the problem setting. Section 4 describes the experiments that we conducted. Section 5 presents the results, and Section 6 concludes the paper.
PRODUCTION CONTROL FRAMEWORK
To facilitate the study of production control in a simulation environment, we developed the Production Control Framework (PCF), a set of modeling elements that can be used to represent a wide variety of production control configurations in an easily modified, numerical format (Gahagan and Herrmann 2001) . Push production control is relatively simple to model because a workstation is selfcontained, needing no knowledge of the rest of the manufacturing system. Pull production control is more difficult to model because each work station must communicate with other workstations. By using a hierarchical framework, the PCF provides a structure for that communication. We used the PCF as the basis for the development of predefined modeling objects in a popular simulation application.
Overview
The PCF uses a three-layer, hierarchical framework to represent a manufacturing system. The structure used in the PCF is a variation on the shop floor control architecture proposed by Smith, Hoberecht and Joshi (1996) . Many other standard control architecture models have been proposed in the literature (Vieira 1998) , but the Smith model is unique among them in that it directly addresses the domain of shop floor control.
At the top of the hierarchy is the Shop, which coordinates communication of material and information. Each shop has one or more Workstations that coordinate the processing of components. Each workstation has one or more Queues that store and order components until they are ready to be processed. Figure 1 illustrates the PCF model. 
Components
Traditionally, the term component refers only to physical parts. In the PCF it is used to describe material, demand, and resources. The framework uses four distinct component types:
Type 1: Material components are components in the classic sense; physical inventory of raw materials that the system transforms into finished goods. Type 1 components may be discretized bulk items like meters of steel stock or they may be individual parts like nuts or bolts.
Type 2: Demand Components are signals transmitted through the system indicating that a transformation process can begin. Type 2 components are analogous to kanban cards or other physically realized production control mechanism that transmit a simple "Go" instruction.
Type 3: Resource Components, like demand, are signals transmitted through the system, but unlike demand, they provide specific information about how a process will be completed, specifically, what system resources are to be used in a transformation process. The number and type of resource permissions controls the utilization of system resources. If a system contains three processing machines, it also contains three resource permission components, one corresponding to each machine. Resource permissions are also used to control the utilization of workers, tooling and any other capacity-limited system resource.
Type 4, Batch Components are collections of Type 1, 2 and 3 components that are to be processed as a single unit. A batch component may be used to represent a part held in a fixture, a kanban card attached to a bin of material, or any other collection of components that are processed together.
The disparate natures of the component types require different types and quantities of information to be carried with them in the form of component attributes. The framework accommodates these different requirements in the form of standardized attributes for each component type. The framework is represented in matrix-vector notation. This style of notation was chosen strictly as an organizational mechanism, rather than to facilitate any type of mathematical manipulation. Consequently, a component c is defined by a vector as follows:
where c i corresponds to component attribute i. All components, regardless of type, share a set of five common attributes, c i , as defined in Table 2 , below. The component class attribute defines general categories within each component type. This attribute could be a part number, a machine class, a worker skill type, or any other user defined subdivision within which the components are functionally equivalent. The destination attributes (shop and workstation) represent the address of the component's next destination in terms of the production control framework. The destination addresses of material components and batch components are updated according to the component process plan each time they complete a process step. Destination attributes for other component types do not change and serve as a return address. The queue entry time attribute is used to order components for processing based on the order in which they arrived at a queue. The queue entry time attribute is updated each time the component enters a queue.
The remainder of the component attributes are functions of the component type. Some attributes provide data necessary for production control, some record data necessary to measure system performance, and some perform both functions. Tables 3, 4, 5 and 6 describe the typespecific attributes, c i , for component types 1, 2, 3 and 4, respectively. The tables also indicate the function of each attribute, where C indicates that the attribute is used for control, M indicates that the attribute is used for measurement, and C/M indicates that it may be used for both. Table  3 were chosen specifically because they are static in nature. That is, these attributes' values do not change while a component waits in queue. Although there is a wide range of dynamic queue attributes used in practice, not all simulation software is capable of implementing dynamic queue rules. For greater detail regarding queue attributes, see Panwalker and Iskander (1977) . Table 2  Temporal Attribute  6 Due Date C/M
In Table 4 , the only temporal attribute is due date. It is primarily used to measure the response time of a system. Each production permission component constitutes de-mand for products. How quickly the system fills such demand is an important measure of system performance. This measure may be improved if the due date attribute is also used to order components in queues.
In Table 5 , the resource index attribute is used to specify a particular member of a resource class. Each member of a resource class is assigned a unique resource index. The time resource seized attribute is used to measure machine utilization. The queue attributes are used primarily to measure time-averaged utilization, but they may also be used to implement load balancing dispatching rules, based either on number of times a resource was accessed or the total time a resource has spent in use. For attribute indices 1-10 and 12-14, batch components take on the values of the primary material component in the batch. That is, the type 1 component with the lowest component class attribute. Attribute 11 is taken from the primary production permission component. The rest of the batch attributes, listed in Table 6 , record the number of each type of component in the batch. The batch attributes are used for production control bookkeeping when the batch is split up and subsequently reassembled at each control level.
Queue
A queue is a collection of similar objects, ordered according to some queue discipline (Law and Kelton 2000) . The simplest queue disciplines are based on the value of an object attribute and are ordered in either ascending or descending order. A PCF queue q has two parameters:
q 1 identifies the component attribute, c i , to be used to order the queue and q 2 is the order gradient, where 0 indicates ascending, 1 descending, and 2 random. By careful selection of these parameters, a number of material and resource sequence rules can be realized.
Workstation
The second level of the PCF hierarchy is the Workstation. A Workstation is a set of system resources and associated queues. This controller is responsible for coordinating two or more Queues to complete processes. A process is a task that requires time, material and system resources to complete. A Workstation w has four components:
C is a set of nq queue controller constituents (components), Q is a set of nq queue controllers in the workstation, X is a set of nx feasible process combinations, and D is a set of nx post-process dispositions.
[ ] [ ]
x ij is the number of components from q j necessary to carry out process i, nx is the number of processes that can be carried out by the workstation, and t is and t ip are the setup and processing times for process i, respectively.
[ ]
d ij is the post process disposition of components from q j after completing process i. If d ij = 0, the component is to be included in an output batch. If d ij = 1, the component is released to return to its point of origin (this does not apply to material components). If d ij = 2, the component is to be subsumed into the resulting product (this applies only to material components). Material components are subsumed when they permanently become part of an assembly.
Shop
The third and highest level of the PCF is the shop controller. In the same way that the workstation controller coordinates the operation of its queues, the shop controller coordinates the operation of its workstations. It is the responsibility of the shop controller to populate the system with demand and resource components at the beginning of each simulation run and to coordinate traffic between workstations to implement a coherent production control policy throughout the system. A shop controller s has four components:
W is a set of nw workstation controllers, R is a set of nr component generators, P is a set of np production control rules and B is a set of np process plans.
[ ] 
r i1 and r i2 are the component type and class of the components to be generated, r i3 is the workstation where the component is to be assigned, and r i4 is the number of components to be generated at the beginning of each simulation run.
np is the number of material component classes processed by the system, and p i is the production control policy for material component class i. If p i = 0, the control policy is push. If p i = 1, the control policy is pull. If p i = 2, the component is the push-pull interface (PPI), or control point, for the product. If p i = 3, the component is the first in a CONWIP loop. If p i = 4, the component is the last in a CONWIP loop.
b i is the number of the workstation controller where material component class i is processed. If b i = nw + 1, the component is a finished product and will be routed out of the system.
HYBRID PRODUCTION CONTROL DOMAIN
In this paper, we explore the hybrid production control domain, a sub-set of the full PCF domain. Using PCF nomenclature, we can define production control domains explicitly. Once a PCF based model is defined, one can describe its production control policy using only P from the Shop element. For such a model P is
we describe the hybrid production control domain as
Thus, for a system with np material classes, there are np-1 variations of hybrid production control. As Hopp and Spearman (1996) suggest, both traditional push production control and kanban production control can be shown to be special cases within the hybrid production control domain. For push production control, x = 2. For kanban production control, x = np -1.
PROBLEM SETTING
In this paper, we study the effect of different hybrid production policies on the performance of a four-stage, singleproduct flow line. The flow line is shown in Figure 2 , on the following page. 
Definition
Using the PCF, a four stage, single-product flow line can be expressed as 
and
Five workstations are required to model a four stage system. One workstation is required to model each stage and their upstream buffers. A fifth workstation is needed to provide a downstream buffer for the fourth stage. The process in the fifth workstation is defined as requiring zero time. As a default, the WIP of each product in the system has been set to five. Of course, this applies only to components controlled on a pull basis. All of the queues are controlled on a first-in-first-out policy. The system is configured for hybrid production control, specifically kanban production control. Since this system has five workstations, it can be used to model five different hybrid production control policies.
Model
We modeled the example system using a PCF-based template developed in Arena (Kelton, Sadowski, and Sturrock 2004) . Figure 3 shows the user view of the example model. The PCF elements alone are not sufficient to build a functioning model. Component entities must be created and destroyed for the model to function. The PCF template provides modules for the creation of material, permission and resource components. It also provides a sink module to destroy components that have completed processing.
By using the Arena platform, we are able to apply the built-in optimization engine, Optquest, to PCF models to find optimal production control policy and WIP levels.
The PCF template and the models used in this paper are available for review and download on our web site: http://www.isr.umd.edu/Labs/CIM/project s/cire/adaptable.html.
In this paper we perform a series of experiments using optimization software to demonstrate how the PCF template can be used to find the optimal production control and WIP levels for a generic flow line.
We chose to repeat a subset of the experiments Gaury et al. (2001) performed. Their experiments explored what they called Customized Pull Systems where every station could feed pull signals back to every other station in the system. This extremely flexible scheme is impractical and not found in practice. The scope of this paper is greatly reduced by our definition of the hybrid production control domain in which each station communicates only with the station immediately upstream.
Experimental Factors
Four experimental design factors were chosen to study the performance of the system. Gaury et al. defined a set of 12 process, demand, and performance factors. Our implementation of the PCF template is somewhat more limited in what it can express, so our experiments consider the following four factors (summarized in Table 7 ): Line Imbalance: A balanced line is one in which all of the stage have the same production rate. An unbalanced line has workstations with unequal production rates. The Degree of Imbalance (DI) characterizes this factor. Meral and Erkip (1991) define DI as DI = max{TWC/N-min(PTi); max(PTi)-TWC/N} (27) where PTi is the mean Processing Time at workstation i in an N-station line, and TWC/N is the mean processing time at a workstation on the balanced N-station line. It was set to either 0, completely balanced, or 0.5, imbalanced.
Imbalance Pattern: Imbalanced lines can have the bottleneck at the last stage (a funnel pattern) or at the first stage (a reverse funnel pattern).
Processing Time Variability: The variability of processing time, which has a strong effect on system performance, was set to either 0.1 or 0.5.
Demand Rate / Capacity: The rate at which orders arrive, relative to the capacity of the system, was set to either 0.8 or 0.9.
The use of the PCF template allows us to use off-theshelf optimization software to find the optimal production control and WIP levels for each experiment. Since this limited system has five possible production control configurations, we find the optimal WIP for each case in order to illustrate the difference this factor has on performance. 
Experimental Design
A full factorial analysis was performed to examine this set of design factors. (Note that, if the line is balanced, the imbalance pattern is irrelevant.) Table 8 , below, details the experimental design. Each experiment was conducted with the push pull interface in each of the five possible configurations for a total of 60 experiments.
Each trial was run for a single replication of 24,000 time units with a warm-up period of 1,000 units. 
Optimization Setup
Each trial configuration was optimized using Optquest, an optimization routine that is sold with Arena. The objective function to be minimized was the average total number of parts (material components) waiting in the system. For optimization purposes, the control parameters were the number of permission components issued to each workstation at the beginning of the run. For pull workstations, these permissions become the kanbans that authorize production at that station. Otherwise, the permissions are not used. These controls were limited to integer values from 1 to 50, with a recommended value of 10. A customer service requirement was imposed: the average waiting time for an incoming order at the push pull interface must be less than or equal to 0.001 time units. The optimization for each Figure 4 shows the Optquest user interface. The parameter values used in the experiments are included in Appendix A.
RESULTS
The experimental results show, consistent with our expectations, that increasing demand and variability requires more inventory to maintain good customer service. Full results are reported in Appendix B. In this table, cells are marked "N.F.F." ("no feasible found") when the optimization routine could not find a solution that satisfied the customer service requirement. When the push pull interface is Stage 1, the system is pure push system, and the system performance doesn't depend upon the control parameters. Interestingly, in three of the trials (trials 4, 7, and 10), the push system cannot achieve the customer service requirement. In all of the pure pull systems (with the push pull interface at Stage 5), the system can achieve the customer service requirement, though that will require more WIP (the number of kanbans in the system) when demand or process variability is high.
When the push pull interface is at Stages 2, 3, or 4, the system can achieve the customer service requirement sometimes, particularly when demand is low or process variability is low.
Note that the customer service requirement may be too restrictive, since it was hard to find feasible solutions in some cases. Additional experiments are planned to further understand how changing the customer service requirements affect the performance of different production control policies.
CONCLUSIONS
In this paper we explored the potential of the PCF to facilitate the use of simulation optimization to find the optimal production control configuration for a generic flow line.
The trials were carried out very quickly due to the fact that there was little or no programming required to reconfigure the model and optimization engine for different production control configurations. Some coding was necessary to measure the objective function. However, once implemented, a single model was capable of emulating the entire production control domain for a given generic flow line.
Optquest proved to be a useful tool, but it was limited in its expression of constraints. No constraint could relate one input parameter to another. Thus, the ordinal constraints of the hybrid production control domain could not be fully automated. This was, however, only a small inconvenience.
The PCF template successfully demonstrated that it could be combined with optimization to find the optimal production control configuration for a generic flow line. The results of experiments on a simple flow line were consistent with studies on similar systems using traditional modeling elements.
Future research will consider larger generic flow lines with non-monotonic processing time imbalances. It will pursue the incorporation of more intrinsic objective measurement. It will also attempt to overcome the limitations of the simulation optimization tool. Table 9 , below, details the input parameters for the 12 configurations in which we optimized the production control policies for the example four-stage flow line. 
APPENDIX A: EXPERIMENTAL VALUES

APPENDIX B: EXPERIMENTAL RESULTS
Table 10, below, shows the optimal number of kanbans at each of the four stages of the example flow line for each of the 12 configurations shown in Table 9 , above. 
