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Abstract. In [16] Tiwari proved that termination of linear programs
(loops with linear loop conditions and updates) over the reals is decid-
able through Jordan forms and eigenvectors computation. In [4] Braver-
man proved that it is also decidable over the integers. In this paper,
we consider the termination of loops with polynomial loop conditions
and linear updates over the reals and integers. First, we prove that the
termination of such loops over the integers is undecidable. Second, with
an assumption, we provide an algorithm to decide the termination of a
class of such programs over the reals. Our method is similar to that of
Tiwari in spirit but uses different techniques. Finally, we conjecture that
the termination of linear programs with polynomial loop conditions over
the reals is undecidable in general by reducing the problem to another
decision problem related to number theory and ergodic theory, which we
guess undecidable.
1 Introduction
Termination analysis is an important aspect of program verification. Guaranteed
termination of program loops is necessary for many applications, especially those
for which unexpected behavior can be catastrophic. For a generic loop
while (conditions) {updates},
it is well known that the termination problem is undecidable in general, even for
a simple class of polynomial programs [3]. In [2] Blondel et al. proved that, even
when all the conditions and updates are given as piecewise linear functions, the
termination of the loop remains undecidable.
In [16] Tiwari proved that termination of the following programs is decidable
over R (the real numbers)
P0 : while (BX > b) {X := AX},
where A and B are respectively n× n and m × n matrices, BX > b represents
a conjunction of linear inequalities over the state variables X and X := AX
⋆ This work is supported in part by NKBRPC-2004CB318003, NSFC-60573007,
NSFC-90718041 and NKBRPC-2005CB321902.
represents a (deterministic) linear update of each variable. Subsequently in [4]
Braverman proved that the termination of P0 is decidable over Z (the integers).
In this paper, we consider the problem of termination of the following loop:
P1 : while (P (X) > 0) {X := AX},
where X = [x1 . . . xN ]
T is the vector of state variables of the program, P (X) =
[P1(X) P2(X) . . . Pm(X)]
T are polynomial constraints, each Pi(X) (1 ≤ i ≤ m)
is a polynomial in Q[X ] and A is anN×N matrix over Q (the rational numbers).
That is to say, we replace the linear constraints in P0 with polynomial constraints
and keep linear updates unchanged.
There are some well known techniques for deciding termination of some spe-
cial kinds of programs. Ranking functions are most often used for this purpose.
A ranking function for a loop maps the values of the loop variables to a well-
founded domain; further, the values of the map decrease on each iteration. A
linear ranking function is a ranking function that is a linear combination of
the loop variables and constants. Recently, the synthesis of ranking functions
draws increasing attention, and some heuristics concerning how to automati-
cally generate linear ranking functions for linear programs have been proposed
in [8,9,12]. In [12] Podelski et al. provided an efficient and complete synthe-
sis method based on linear programming to construct linear ranking functions.
In [5] Chen et al. proposed a method to generate non-linear ranking functions
based on semi-algebraic system solving. However, existence of ranking function
is only a sufficient condition on the termination of a program. It is not difficult
to construct programs that terminate, but do not have ranking functions.
To solve the problem of termination of P1, we do not use the technique of
ranking functions. Our method is similar to that of Tiwari in spirit. Our main
contributions in this paper are as follows. First, we prove that the termination of
P1 over Z is undecidable. Then it is easy to prove that, if “>” is replaced with “≥”
in P1, termination of the resulted P1 over Z is undecidable either. Second, with
an assumption, we provide an algorithm to decide the termination of P1 over R.
Finally, we conjecture that the termination of P1 over R is undecidable in general
by constructing a loop and reducing the problem to another decision problem
related to number theory and ergodic theory, which we guess undecidable.
The rest of the paper is organized as follows. Section 2 proves the undecid-
ability of P1 and its variation over Z. Section 3 introduces our main algorithm.
The main steps of the algorithm are outlined first and some details of the steps
are introduced separately in several subsections. With an assumption, we prove
the correctness of our algorithm at the end of Section 3. After presenting our
conjecture that the termination of P1 is generally undecidable in Section 4, we
conclude the paper in Section 5.
2 Undecidability of P1 over Z
Definition 1. A loop with N variables is called terminating over a ring R if for
all the inputs X ∈ RN , it is terminating; otherwise it is called nonterminating.
The undecidability of P1 is obtained by a reduction to Hilbert’s 10
th problem.
Consider the following loop:
P2 : while (xm+1 − f(x1, . . . , xm)2 > 0) {X := AX}
where X =
[
x1 . . . xm+1
]T
, A = diag(1, ..., 1, 1/2) is a diagonal matrix and
f(x1, . . . , xm) is a polynomial with integer coefficients.
Lemma 1. For any input (x1, . . . , xm+1) ∈ Z
m+1, P2 terminates if and only if
f(x1, . . . , xm) does not have integer roots.
Proof. (⇒) If f(x1, . . . , xm) has an integer root, say (y1, . . . , ym), obviously P1 does
not terminate with the input Y = (y1, . . . , ym, 1).
(⇐) If f(x1, . . . , xm) has no integer roots, for any givenX ∈ Zm+1, −f(x1, . . . , xm)2
is a fixed negative number. Because (x1, ..., xm) will never be changed and (1/2)n → 0
as n→ +∞, the loop will terminates after sufficiently large n iterations.
Theorem 1. Termination of P1 over Z is undecidable.
Proof. Because the existence of an integer root of an arbitrary Diophantine
equation is undecidable, the termination of P1 over Z is undecidable according
to Lemma 1.
If “>” is substituted with “≥” in P1, the loop becomes
P
′
1 : while (P (X) ≥ 0) {X := AX}.
Analogously, we denote by P′
2
the loop obtained by substituting “≥” for “>” in
P2. It is easy to see that Lemma 1 still holds for P
′
2
. Then we get the following
theorem.
Theorem 2. Termination of P′
1
over Z is undecidable.
3 Relatively Complete Algorithm for Termination of P1
over R
To decide whether P1 terminates on a given input X ∈ R
N , it is natural to
consider a general expression of AnX , for instance, a unified formula expressing
AnX for any n. If one has such unified formula ofAnX , one can express the values
of P (X) after n iterations. Then, for each element of P (X) (each constraint), i.e.,
Pi(X), one may try to determine whether Pi(X) > 0 as n → +∞ by guessing
the dominant term of Pi(X) and deciding the sign of the term.
That is the main idea of our algorithm which will be described formally in
Subsection 3.2. At several main steps of our algorithm, a few techniques and
results in number theory and ergodic theory are needed. For the sake of clarity,
the details are introduced subsequently in the next subsections.
The first subsection is devoted to expressing AnX in a unified formula.
3.1 General Expression for AnX by Generating Function
In this subsection the general expression of AnX will be deduced with generating
function, not Jordan form.
Lemma 2. [13] Let α1, . . . , αd be a sequence of complex numbers, d ≥ 1 and
αd 6= 0. The following conditions on a function f : N→ C are equivalent to each
other:
i.
∑
n≥0
f(n)xn = P (x)
Q(x) , where Q(x) = 1+α1x+. . .+αdx
d and P (x) is a polynomial
in x of degree less than d.
ii. For all n ≥ 0, f(n+ d)+α1f(n+ d− 1)+α2f(n+ d− 2)+ . . .+αdf(n) = 0.
iii For all n ≥ 0, f(n) =
k∑
i=1
Pi(n)γ
n
i , and Q(x) = 1+α1x+α2x
2+ . . .+αdx
d =
k∏
i=1
(1− γix)
di , where the γi’s are distinct, and Pi(n) is a polynomial in n of
degree less than di.
Corollary 1. A is a d × d square matrix with its entries in Q. Suppose that
the characteristic polynomial of A is D(x) = xd +α1x
d−1 + . . .+αd−sx
s, where
αd−s 6= 0 and s ≥ 0. Define f(n) = A
n+sX and let fj(n) be the j-th component
of f(n). Then for each j, fj(n) can be expressed as
fj(n) =
kX
i=1
pji(n)ξ
n
i , (1)
where ξi’s are all the distinct nonzero complex eigenvalues of A and pji(n) is a
polynomial in n of degree less than the multiplicity of ξi.
Proof. First, Ad + α1Ad−1 + · · ·+ αd−sAs = 0 because D(x) is the characteristic
polynomial of A. So, for any n ≥ 0,
f(n+ d− s) + α1f(n+ d− (s+ 1)) + · · ·+ αd−sf(n)
= An+dX + α1A
n+d−1X + · · ·+ αd−sAn+sX
= (Ad + α1A
d−1 + · · ·+ αd−sAs)AnX = 0.
Thus, for each j, fj(n+ d− s) + α1fj(n+ d− (s+ 1)) + · · ·+ αd−sfj(n) = 0. By
Lemma 2, fj(n) =
kP
i=1
pji(n)ξ
n
i andQ(x) = 1 + α1x+ · · ·+ αd−sxd−s =
kQ
i=1
(1− ξix)di
where pji(n) is a polynomial in n of degree less than di. It’s easy to see that x = 0
is not a solution of Q(x) and
Pk
i=1 di = d− s. Because
D(x) = xdQ(
1
x
) = xd−s+ α1x
d−s−1 + . . .+αd−s = x
d
kY
i=1
(1− ξi
x
)di = xs
kY
i=1
(x− ξi)di ,
ξi’s are all the distinct nonzero complex eigenvalues of A and di is the multiplicity
of ξi. That completes the proof.
Remark 1. According to Corollary 1, we may compute the general expression
of AnX as follows. First, compute all the complex eigenvalues of A and their
multiplicities. Second, suppose each fj(n) of f(n) is in the form of eq.(1) where
the coefficients of pji are to be computed. Third, compute f(1), . . . , f(d), and
obtain a set of linear equations by comparing the coefficients of the resulted
fj(i) (1 ≤ i ≤ d) to those of eq.(1). Finally, by solving those linear equations, we
can obtain fj(n) and f(n).
Example 1. Let’s consider the following loop:
while (x5 + x
2
1 + x1x2 − x23 − 2x3x4 − x24 > 0) {X := AX; },
where
A =
2
66664
1 − 2
5
0 0 0
2 1
5
0 0 0
0 0 0 2 0
0 0 − 1
2
−1 0
0 0 0 0 − 1
2
3
77775 .
We shall show how to compute the general expression of AnX by taking use of
Corollary 1. The characteristic polynomial of A is
D(λ) = λ5 +
3
10
λ4 +
7
10
λ3 +
1
5
λ2 +
9
10
λ+
1
2
= (λ+
1
2
)(λ2 − 6
5
λ+ 1)(λ2 + λ+ 1).
The eigenvalues of A are
ξ1 =
3 + 4i
5
, ξ2 =
3− 4i
5
, ξ3 = −1
2
+
√
3
2
i, ξ4 = −1
2
−
√
3
2
i, ξ5 = −1
2
.
Set f(n) = AnX =
ˆ
f1(n) f2(n) f3(n) f4(n) f5(n)
˜T
. For any n > 0, we have
f(n+ 5) +
3
10
f(n+ 4) +
7
10
f(n+ 3) +
1
5
f(n+ 2) +
9
10
f(n+ 1) +
1
2
f(n) = 0.
Because the multiplicities of ξ1, ξ2, ξ3, ξ4 and ξ5 are all 1, by Corollary 1, we may
assume for 1 ≤ j ≤ 5
fj(n) = (
5X
i=1
ajixi)ξ
n
1 + (
5X
i=1
bjixi)ξ
n
2 + (
5X
i=1
cjixi)ξ
n
3 + (
5X
i=1
djixi)ξ
n
4 + (
5X
i=1
ejixi)ξ
n
5 .
Let f(1), f(2), f(3), f(4) and f(5) equal to AX,A2X,A3X,A4X and A5X respec-
tively, and by solving some linear equations (see Remark 1) we can obtain
f1(n) =
„
2− i
4
x1 +
i
4
x2
«
ξn1 +
„
2 + i
4
x1 − i
4
x2
«
ξn2 ,
f2(n) =
„−5i
4
x1 +
2 + i
4
x2
«
ξn1 +
„
5i
4
x1 +
2− i
4
x2
«
ξn2 ,
f3(n) =
„
(
1
2
−
√
3i
6
)x3 − 2
√
3i
3
x4
«
ξn3 +
„
(
1
2
+
√
3i
6
)x3 +
2
√
3i
3
x4
«
ξn4 ,
f4(n) =
„√
3i
6
x3 + (
1
2
+
√
3i
6
)x4
«
ξn3 +
„
−
√
3i
6
x3 + (
1
2
−
√
3i
6
)x4
«
ξn4 ,
f5(n) = x5ξ
n
5 .
3.2 Main Algorithm
According to subsection 3.1, the general expression of An+mX is a polynomial in
x1, . . . , xN , n and ξ1, . . . , ξq, the nonzero complex roots of D(x). If we substitute
An+mX for X in P (X) and denote the resulted Pj(X)(1 ≤ j ≤ m) ∈ P (X) by
Pj(X,n), then Pj(X,n) can be written as
Pj(X,n) = pj0(X,n) + pj1(X,n)η
n
1 + . . .+ pjM (X,n)η
n
M , (2)
where ηk(1 ≤ k ≤M) is the product of some ξj ’s.
To determine whether P1 terminates, we have to determine for each j whether
Pj(X,n) > 0 holds for all n. To this end, it is sufficient to know whether the
dominant term (leading term) of eq.(2) is positive or not as n → +∞. In the
following, we shall give a more detailed description of eq.(2) so that we can
obtain the expression of the leading term of eq.(2).
Let ηk = rkeαk2πi, where i =
√−1 and rk is the modulus of ηk. Without loss
of generality, we assume r1 < r2 < · · · < rM . For convenience, set η0 = r0 = 1.
Rewrite Pj(X,n) as
Pj(X,n) = pj0(X,n)r
n
0 + pj1(X,n)e
nα12πirn1 + · · ·+ pjM (X,n)enαM 2πirnM .
Suppose Tj is the common period of all the eαq2πi (1 ≤ q ≤M) where αq is a
rational number.
Definition 2. For each j (1 ≤ j ≤
mP
l=1
Tl), if j =
s−1P
l=1
Tl + i and 1 ≤ i ≤ Ts, then
define
Gj(X,n) , Ps(X,Tsn+ i− 1).
Notation 1 For each j (1 ≤ j ≤
mP
l=1
Tl), expand Gj(X,n), collect the result with
respect to (w.r.t.) nlrnk , and let Cjkl(X,n) denote the coefficient of the term n
lrnk .
Then Gj(X,n) can be written as
Cj10(X,n)r
n
1 + Cj11(X,n)nr
n
1 + · · ·+ Cj1d1(X,n)nd1rn1 + · · · (3)
+CjM0(X,n)r
n
M + CjM1(X,n)nr
n
M + · · ·+ CjMdM (X,n)ndM rnM ,
where dl(1 ≤ l ≤M) is the greatest degree of n in Gj(X,n) w.r.t. rl.
It can be deduced that if ri < rj , the order of n
l1rni is less than the order of
nl2rnj for any l1 and l2 when n goes to infinity. Similarly, if l1 < l2, the order of
nl1rni is less than the order of n
l2rni . So, it is natural to introduce an ordering
on the terms nlrnj as follows.
Definition 3. We define nl1rni ≺ n
l2rnj if ri < rj or ri = rj and l1 < l2. A term
Cjkln
lrnj in eq.(3) is said to be the leading term and Cjkl the leading coefficient
if nlrnj occurring in Cjkl is the largest one under that ordering ≺.
Suppose Gj(X,n) = Ps(X,Tsn+ t) for some s and t. For those eαq2πi’s where
αq’s are rational numbers, e(Tsn+t)αq2πi = etαq2πi because Ts is the common pe-
riod. Because there may be some e(Tsn+t)αq2πi’s with irrational αq’s, each Cjkl(X,n)
can be divided into three parts,
Cjkl(X,n) = Cjkl0(X) + Cjkl1(X) + Cjkl2(X,n),
where Cjkl0(X) does not contain any e(Tsn+t)αq2πi, Cjkl1(X) contains e(Tsn+t)αq2πi
with rational αq and Cjkl2(X,n) contains those e(Tsn+t)αq2πi with irrational αq1.
Further, Cjkl2(X,n) can be written as
Cjkl2(X,n) = Cjkl2(X, sin((nTs + t)αk12pi), cos((nTs + t)αk12pi), . . . ,
sin((nTs + t)αksk2pi), cos((nTs + t)αksk2pi)),
where {αk12pi, . . . , αksk2pi} is a maximum rationally independent group2.
Example 2. We continue to use the loop in Example 1 to illustrate the above
concepts and notations.
Because |ξ1| = |ξ2| = 1, let ξ1 = eα12πi and ξ2 = e−α12πi, where α12pi is the
argument of ξ1. It’s not difficult to check that α1 is an irrational number.3
For the sake of clarity, in the following we firstly reduce the expressions of
f1(n), f2(n), f3(n), f4(n) and f5(n), and then substitute them in the loop guard.
Let α2 = 13 , then ξ3 = e
α22πi, ξ4 = e−α22πi, and f1(n), f2(n), f3(n), f4(n) and f5(n)
can be rewritten as
f1(n) = x1 cos(nα12pi) +
x1 − x2
2
sin(nα12pi),
f2(n) = x2 cos(nα12pi) +
5x1 − x2
2
sin(nα12pi),
f3(n) = x3 cos(nα22pi) +
√
3x3 + 4
√
3x4
3
sin(nα22pi),
f4(n) = x4 cos(nα22pi)−
√
3x3 +
√
3x4
3
sin(nα22pi),
f5(n) = x5(−1
2
)n.
Substituting f1(n), f2(n), f3(n), f4(n) and f5(n) for x1, x2, x3, x4 and x5 respec-
tively in the loop guard, we get that the resulted loop guard is
L1r
n
1 + (L21 + L22 + L23)r
n
2 ,
where r1 = 12 , r2 = 1, and
L1 = (−1)nx5,
L21 = −x
2
3 + 2x3x4 + 4x
2
4
2
+
5x21 + x
2
2 − 2x1x2
4
,
L22 =
2x24 − 2x3x4 − x23
2
cos(n2α22pi)− (
√
3x3x4 +
√
3x24) sin(n2α22pi),
L23 = −x
2
1 + x
2
2 − 6x1x2
4
cos(n2α12pi) +
7x21 − x22 − 2x1x2
4
sin(n2α12pi).
1 Later it will be proved that Cjkl0(X), Cjkl1(X) and Cjkl2(X,n) are reals for any n.
2 “Rationally independent” will be described later.
3 A general algorithm for checking whether an argument is a rational multiple of pi
will be stated in detail in subsection 3.4.
Since α2 = 13 , the period of ξ
2
3 = e
2α22π = cos(2α22pi) + sin(2α22pi)i is 3. Then we
compute
G1(X,n) = ((−1)3nx5)r3n1 + C120r3n2 ,
G2(X,n) = ((−1)3n+1x5)r3n+11 + C220r3n+12 ,
G3(X,n) = ((−1)3n+2x5)r3n+21 + C320r3n+22 .
Take G1(X,n) as an example.
C120 = C1200 + C1201 +C1202,
C1200 = −x
2
3 + 2x3x4 + 4x
2
4
2
+
5x21 + x
2
2 − 2x1x2
4
,
C1201 =
2x24 − 2x3x4 − x23
2
,
C1202 = −x
2
1 + x
2
2 − 6x1x2
4
cos(3n2α12pi) +
7x21 − x22 − 2x1x2
4
sin(3n2α12pi).
Notation 2 We denote by Cjkl(X,n) ≻ 0 (and call Cjkl(X,n) “positive”) if
min{Cjkl0(X) + Cjkl1(X) + Cjkl2(X, y11, y12, . . . , ysk1, ysk2)} > 0
subject to {y211 + y212 = 1, · · · , y2sk1 + y2sk2 = 1}.
Remark 2. It is not difficult to see Cjkl(X,n) ≻ 0 iff
∀(y11, y12, . . . , ysk1, ysk2) ((y211 + y212 = 1) ∧ · · · ∧ (y2sk1 + y2sk2 = 1)→
Cjkl0(X) + Cjkl1(X) + Cjkl2(X, y11, y12, . . . , ysk1, ysk2) > 0)
because {(y11, y12, . . . , ysk1, ysk2) : y2i1 + y2i2 = 1, i = 1, ..., sk} is a bounded closed
set. If ≻ and > are replaced with  and ≥ respectively in the notation, we get
the notation of Cjkl(X,n)  0 (“nonnegative”).
Roughly speaking, for any Gj(X,n), if its leading coefficient Cjkl(X,n) ≻ 0,
there exists an integer N1 such that for all n > N1, Gj(X,n) > 0. If all the leading
coefficients of all the Gj(X,n)’s are “positive”, there exists N ′ such that for all
n > N ′, all the Gj(X,n)’s are positive. Therefore, P1 is nonterminating with input
X ′ := AN
′
X.
On the other hand, if P1 is nonterminating, does there exist an input X such
that the leading coefficients of all the Gj(X,n)’s are “positive”? We do not know
the answer yet. However, with an assumption described below, the answer is yes.
Assumption for the main algorithm: For any X ∈ Rn and any Cjkl(X,n),
Cjkl2(X,n) being not identically zero implies
min(Cjkl0(X) + Cjkl1(X) + Cjkl2(X, y11, y12, . . . , ysk1, ysk2)) 6= 0
subject to y2i1 + y
2
i2 = 1 (i = 1, . . . , sk).
It is not difficult to see that the assumption is equivalent to the following
formula:
[∀X∀Y (Cjkl2(X,n) ≡ 0∨V
1≤i≤sk
y2i1 + y
2
i2 = 1→ Cjkl0(X) +Cjkl1(X) + Cjkl2(X,Y ) > 0)
i W
[∀X∃Y (Cjkl2(X,n) ≡ 0∨V
1≤i≤sk
y2i1 + y
2
i2 = 1→ Cjkl0(X) +Cjkl1(X) + Cjkl2(X,Y ) < 0)
i
.
Because Cjkl2(X,n) can be written as
P
i∈I
fi1(X) sin(nαi2pi) + fi2(X) cos(nαi2pi),
where I is an index set, Cjkl2(X,n) ≡ 0 is equivalent to
V
i∈I fi1(X) = fi2(X) = 0.
Thus, the assumption can be checked with real quantifier elimination techniques.
Example 3. For those Cijk’s in Example 2, let’s check whether they satisfy the
assumption. For clarity, we present a clear proof here rather than make use of
any tool for real quantifier elimination. Take G1(X,n) for example. It’s clear that
C1202(X,n) ≡ 0 if and only if x1 = x2 = 0. It is not difficult to compute
D = inf
n≥1
C1202(X,n) = −
s„−x21 − x22 + 6x1x2
4
«2
+
„
7x21 − x22 − 2x1x2
4
«2
.
If x1 = x2 = 0 does not hold,
5x2
1
+x2
2
−2x1x2
4
+D < 0 because
(
5x21 + x
2
2 − 2x1x2
4
)2 −D2 = −1
16
(5x21 + x
2
2 − 2x1x2)2 < 0.
Let
M = min
y2
11
+y2
12
=1
(C1200(X) + C1201(X) + C1202(X, y11, y12)),
then
M = −(x3 + x4)2 + 5x
2
1 + x
2
2 − 2x1x2
4
+D < 0
if x1 = x2 = 0 does not hold. Consequently, G1(X,n) satisfies the assumption.
Similarly it can be proved G2(X,n) and G3(X,n) satisfy the assumption too.
Thus the loop in Example 1 satisfies the assumption.
We shall show in next section how hard it is to deal with the case that the
assumption does not hold. Now, we are ready to describe our main algorithm. For
the sake of brevity, the algorithm is described as a nondeterministic algorithm.
The basic idea is to guess a leading term for each Gj(X,n) first. Then, setting its
coefficient be “positive” and the coefficients of the terms with higher order be
“nonnegative”, we can get a semi-algebraic system (SAS). If one of our guess is
satisfiable, i.e., one of the SASs has solutions, P1 is nonterminating. Otherwise,
it is terminating.
Algorithm Termination
Step 0 Compute the general expression of An+mX.
Step 1 Substitute An+mX for X in P (X), and compute all Gj(X,n) (finite many,
say, j = 1, ..., L).
Step 2 Guess a leading term for each Gj(X,n), say Cjkj ljn
lj rnkj .
Step 3 Construct a semi-algebraic system S as follows.
Sj = Cjkj lj ≻ 0 ∧
V
(k>kj)∨(k=kj∧l>lj)
Cjkl(X,n)  0, S =
VL
j=1 Sj .
Step 4 If one of these systems is satisfiable, return ”nonterminating”. Otherwise
return ”terminating”.
Remark 3. If the assumption for the main algorithm does not hold, then
Termination is incomplete. That is, if it returns “nonterminating”, the loop is
nonterminating. Otherwise, it tells nothing.
Example 4. For the loop in Example 1, we have computed the Gi(X,n)’s in
Example 2 and verified that it satisfies the assumption of the main algorithm
in Example 3. We shall finish its termination decision in this example, following
the steps in Termination.
By Steps 2 and 3 of Termination, we should guess leading terms and con-
struct SASs accordingly. To be concrete, let’s take as an example one certain
guess and suppose we have the following semi-algebraic system8<
:
C120(X,n) ≻ 0,
C220(X,n) ≻ 0,
C320(X,n) ≻ 0.
According to Notation 2 and Remark 2, the above inequalities are equivalent
to (∀y11, y12) y211 + y212 = 1→8><
>:
−(x3 + x4)2 + 5x
2
1
+x2
2
−2x1x2
4
− x21+x22−6x1x2
4
y11 +
7x2
1
−x2
2
−2x1x2
4
y12 > 0,
−(x4 − x32 )2 +
5x2
1
+x2
2
−2x1x2
4
− x21+x22−6x1x2
4
y11 +
7x2
1
−x2
2
−2x1x2
4
y12 > 0,
−(x4 + x32 )2 +
5x2
1
+x2
2
−2x1x2
4
− x21+x22−6x1x2
4
y11 +
7x2
1
−x2
2
−2x1x2
4
y12 > 0.
In Example 3, we have shown that 5x
2
1
+x2
2
−2x1x2
4
+D ≤ 0. Thus, the above pred-
icate formula does not hold. In fact, none of the formulas obtained in Step 3
holds. Thus, the loop in Example 1 is terminating.
Remark 4. It is well known that real quantifier elimination is decidable from
Tarski’s work [15]. Therefore, the semi-algebraic systems in Step 3 can be solved.
For the tools for solving semi-algebraic systems, please be referred to [6,7,10,18].
Remark 5. There are some techniques to decrease the amount of computation of
the algorithm Termination. For example, we can use Lemma 3 when guessing
leading terms for each Gj(X,n).
Lemma 3. [4] Let ξ1, ξ2, . . . , ξm ∈ C be a collection of distinct complex numbers
such that |ξi| = 1 and ξi 6= 1 for all i. Let α1, α2, . . . , αm be any complex numbers
and zn = α1ξn1 + . . .+ αmξ
n
m. Then one of the following is true:
1. the real part Re(zn) = 0 for all n; or
2. there is c < 0 such that Re(zn) < c for infinitely many n’s.
According to Lemma 3, if Cjkl0 = 0 and Cjkl(X,n) is not identically zero
w.r.t. n, then Cjkl(X,n) can not be always nonnegative. According to the former
discussion
{Gj−1P
k=1
Tk+1
(X,n), . . . , Gj−1P
k=1
Tk+Tj
(X, n)}
are obtained from Pj(X,n). Then the leading term with the greatest order among
all the leading terms of the above set should not be of the form Cjkj ljn
ljrnkj where
Cjkj lj0 = 0. Thus, this should be avoided when guessing leading terms for each
Gj .
In the following subsections, we shall explain the details of the main steps of
Termination and prove its correctness.
3.3 Compute the Minimal Polynomials of α+ β,α− β,α · β and α
β
At Step 1 of the main algorithm, we may compute ηk(1 ≤ k ≤M) which are the
products of some ξj’s after substituting the general expression of An+mX for X
in P (X). In order to describe ηk, we need the minimal polynomials of ηk. In this
subsection a method is presented to solve a more general problem.
In [14] Strzebonski gave an algorithm to compute {α + β, α − β, α · β, α
β
}
numerically where α and β are given algebraic numbers. Here we want to present
another more intuitive method based on symbolic computation.
In the following let α ⋄ β denote one of {α + β, α − β, α · β, α
β
}. Without
loss of generality let’s assume that the minimal polynomial of α is f1(x) whose
degree is d1 and the minimal polynomial of β is f2(x) whose degree is d2. We
can bound α and β in W1 and W2, respectively, where W1,W2 are “boxes”, by
isolating the complex zeros of f1(x) and f2(x). Since the degree of α is d1 and
the degree of β is d2, the degree of α⋄β is at most d1 ·d2. Then there must exist
x1, . . . xd1·d2+1 in Z such that
x1 + x2α ⋄ β + . . .+ xd1·d2+1(α ⋄ β)
d1·d2 = 0.
Thus we can design an algorithm to enumerate all the (x1, . . . , xd1·d2+1) ∈
Zd1·d2+1 and check whether it is a solution. Since there exists one solution this
algorithm must terminate and output a solution. Assume that its output is
a0, a1, . . . , ad1·d2 and f(x) = a0 + a1x+ . . .+ ad1·d2x
d1·d2 . Because f(α ⋄ β) = 0,
the minimal polynomial of α ⋄ β is an irreducible factor of f(x). Factor f(x) in
Q. Without loss of generality, we assume f(x) = g1(x)
m1 · g2(x)
m2 . . . gd(x)
md .
We can check whether gj(x)(1 ≤ j ≤ d) is the minimal polynomial of α ⋄ β by
solving the following semi-algebraic system (SAS):
{gj(x ⋄ y) = 0, f1(x) = 0, f2(y) = 0, x ∈W1, y ∈W2}.
If it is satisfiable, gj(x) is the minimal polynomial of α ⋄ β; otherwise it is not.
Thus the minimal polynomial of α ⋄ β can be obtained.
3.4 Check Whether the Argument of α Is a Rational Multiple of π
At Step 1 of the main algorithm, Ts is necessary for defining Gj(X,n). Thus for
a given ηk we have to check whether its argument is a rational multiple of pi and
if it is, we need to know the period of ηk|ηk| . This subsection aims at this problem.
Suppose the minimal polynomial of α is p(x) whose degree is d. Without
loss of generality suppose α = reβ2πi. We can bound α in W by isolating all the
complex roots of p(x). Since the degree of α is d, the degree of α must be d.
Then the degree of α ·α = r2 is at most d2. Thus the degree of r is at most 2d2.
The degree of α−1 is at most 2d2 because the degree of α−1 is the same as the
degree of α. Since the degree of α is d the degree of α · r−1 = eiβ2pi is at most
2d3.
If β is a rational number, α must be a unit root and its minimal polynomial
must be a cyclotomic polynomial. As a result if β is a rational number the mini-
mal polynomial of α must be a cyclotomic polynomial whose degree is less than
or equal to 2n3. All the cyclotomic polynomials can be computed explicitly ac-
cording to the theory of cyclotomic field. Thus let CPj(x) denote the cyclotomic
polynomial whose degree is j. Then, β is a rational number if and only if the
following is satisfiable
∃r((r 6= 0)
∧
(
2d3∨
j=1
CPj(x/r) = 0)
∧
(p(x) = 0)
∧
(x ∈ W )).
Because CPj(x/r) = 0 ⇐⇒ r
jCPj(x/r) = 0, the above quantifier formula is
decidable. If it’s satisfiable the minimal polynomial of α can be computed by
checking whether
∃r((r 6= 0)
∧
(CPj(x/r) = 0)
∧
(p(x) = 0)
∧
(x ∈W ))
is satisfiable one by one.
3.5 Check Rational Independence
Given a set of algebraic numbers, α1 = eβ12πi, . . . , αd = eβd2πi, where β1, . . . , βd
are irrational numbers. In this subsection we present a method to check whether
β1, . . . , βd are rationally independent.
Definition 4. Irrational numbers β1, . . . , βd are rationally independent if there
does not exist rational numbers a1, . . . , ad such that
dP
j=1
ajβj ∈ Q.
Obviously, β1, . . . , βd are rationally independent if and only if 1, β1, . . . , βd
are linearly independent in Q. It can be deduced that β1, . . . , βd are rationally
independent if and only if ∀(b1, . . . , bd) ∈ Zd,
dP
j=1
bjβj /∈ Z.
Lemma 4. [1] Let λ1, . . . , λm with m ≥ 2 be linearly dependent logarithms of
algebraic numbers. Define αj = eλj (1 ≤ j ≤ m). For 1 ≤ j ≤ m, let logAj ≥ 1 be
an upper bound for max{h(αj), |λj |D } where D is the degree of the number field
K = Q(α1, . . . , αm) over Q and h(α) denotes the absolute logarithmic height of α.
Then there exist rational integers n1, . . . , nm, not all of which are zero, such that
n1λ1 + . . .+ nmλm = 0 and |nk| < (11(m− 1)D3)m−1 (logA1)...(logAm)logAk for 1 ≤ k ≤ m.
Remark 6. Baker is the first one to use his transcendence arguments to establish
such an estimate. However, the description here follows Lemma 7.19 in [17].
Sequence {β1, . . . , βd, 1} are linearly independent in Q iff {β12pii, . . . , βd2pii, 2pii}
are linearly independent in Q. If n1β12pii+ . . .+ ndβd2pii+ nd+12pii = 0, then
en1β12πi · · · endβd2πi = 1. That is αn11 · · ·αndd = 1. According to Lemma 4 we can
decide whether {β1, . . . , βd} are rationally independent by enumerating nk from
⌊−(11dD3)d (logA1) · · · (logAd+1)
logAk
⌋, . . . , ⌈(11(d)D3)d (logA1) · · · (logAd+1)
logAk
⌉
for k = 1, . . . , d and checking whether αn11 · · ·αndd = 1. For any given (n1, . . . , nd),
whether αn11 · · ·αndd = 1 can be determined by checking whether the following
SAS has solutions.
{xn11 · · ·xndd = 1, qj(xj) = 0, xj ∈ Wj , j = 1, ..., d},
where qj is the minimal polynomial of αj and Wj contains only one complex
root of qj for j = 1, . . . , d.
3.6 Compute the Infimum of Cjkl2
To prove the correctness of our main algorithm, we need some further results.
First, let’s introduce a lemma in ergodic theory. Let S be the unit circumfer-
ence. Usually any point on S, say (a, b), is denoted as a complex number a+ bi.
Define pi : Rm → Sm as
(x1, . . . , xm)→ (ex12πi, . . . , exm2πi).
Define m-torus Tm = {(ex12πi, . . . , exm2πi)| xj ∈ R} and Lπ(α) : Tm → Tm as
(ey12πi, . . . , eym2πi)→ (e(y1+α1)2πi, . . . , e(ym+αm)2πi).
Lemma 5. [11] If α ∈ Rm, the translation Lπ(α)(X) is ergodic iff for all K ∈ Zm,
(K,α) /∈ Z where (K,α) stands for the inner product of K and α.
According to Lemma 5 we know that if α1 is an irrational number, the clo-
sure of {enα12pii}n≥1 is the unit circumference. Also, if α1, . . . , αm are rationally
independent, Lπ(α)(X) is ergodic. Thus the closure of {Lnπ(α)(0)}n≥1 is Tm.
Lemma 6. If αk1, . . . , αksk are rationally independent and Cjkl2 is of the form
Cjkl2(X, sin(nαk12pi), cos(nαk12pi), . . . , sin(nαksk2pi), cos(nαksk2pi))
for a fixed X, then
inf
n≥1
{Cjkl2(X, sin(nαk12pi), cos(nαk12pi), . . . , sin(nαksk2pi), cos(nαksk2pi))}
is equal to min{Cjkl2(X,x1, y1, . . . , xsk , ysk )} subject to {x2i + y2i = 1, 1 ≤ i ≤ sk}.
Proof. According to Lemma 5 for any (x1, y1, . . . , xsk , ysk) there exists a subse-
quence, say {ni}i≥1, such that
lim
i→+∞
(sin(niαk12pi), cos(niαk12pi), . . . , sin(niαksk2pi), cos(niαksk2pi))
= (x1, y1, . . . , xsk , ysk).
Theorem 3. Let γi = (nTj′ + j
′′
)αki2pi (1 ≤ i ≤ sk) and suppose that
Cjkl2 = Cjkl2(X, sin(γ1), cos(γ1), . . . , sin(γsk ), cos(γsk)).
Then
inf
n≥1
{Cjkl2(X, sin(γ1), cos(γ1), . . . , sin(γsk ), cos(γsk))}
is equal to min{Cjkl2(X,x1, y1, . . . , xsk , ysk )} subject to {x2i + y2i = 1, 1 ≤ i ≤ sk}.
Proof. According to Lemma 5 and Lemma 6, it’s sufficient to prove that T sk is
the closure of {(eγ1i, . . . , eγsk i)}n≥1. Because {α1, . . . , αsk} are rationally indepen-
dent, {Tj′α1, . . . , Tj′αsk} are rationally independent, too. Thus, T sk is the closure
of
{(enTj′αk12πi, . . . , enTj′αksk2πi)}n≥1. The result of rotating
(enTj′αk12πi, . . . , enTj′αksk 2πi)
by (j
′′
αk12pi, . . . , j
′′
αksk2pi) is (e
γ1i, . . . , eγsk i). Consequently, T sk is the closure of
{(eγ1i, . . . , eγsk i)}n≥1. That completes the proof.
3.7 Correctness
For each j, Pj(X,n) can be written as
Dj10(X,n)r
n
1 +Dj11(X,n)nr
n
1 + . . .+Dj1d1 (X,n)n
d1rn1 + · · ·
DjH0(X,n)r
n
H +DjH1(X,n)nr
n
H + . . .+DjHdH (X,n)n
dH rnH .
The Djkl’s in the above are real because Pj(X,n) ∈ R and those nlrnk ’s are of
different orders. Just like Cjkl, Djkl can be divided into three parts,
Djkl = Djkl0(X) +Djkl1(X,n) +Djkl2(X,n).
Because Djkl0(X) contains no e
(nTj′+j
′′
)αq2πi’s, the e(nTj′+j
′′
)αq2πi’s contained in
Djkl1(X,n) are periodic and the e
(nTj′+j
′′
)αq2πi’s contained in Djkl2(X,n) are not,
Djkl0, Djkl1 and Djkl2 are all real. Since Cjkl(X,n) results from Djkl(X,n), we get
the following lemma.
Lemma 7. For all n ∈ N and each Cjkl(X,n) = Cjkl0(X) + Cjkl1(X) + Cjkl2(X,n),
Cjkl0(X) ∈ R, Cjkl1(X,n) ∈ R and Cjkl2(X,n) ∈ R.
Lemma 8. Consider Cjkl(X,n) = Cjkl0(X) + Cjkl1(X) + Cjkl2(X,n).
1. inf
n≥1
{Cjkl(X,n))} > 0 if and only if
min{Cjkl0(X) + Cjkl1(X) +Cjkl2(X, y11, y12, . . . , ysk1, ysk2)} > 0
subject to {y2t1 + y2t2 = 1, 1 ≤ t ≤ sk}.
2. If I = Cjkl0(X) + Cjkl1(X) +D < 0, then there is c < 0 such that Cjkl(X,n) < c
for infinitely many n’s, where
D = min{Cjkl2(X, y11, y12, . . . , ysk1, ysk2)}
subject to {y2t1 + y2t2 = 1, 1 ≤ t ≤ sk}.
Proof. 1. It has been proved that
inf
n≥1
Cjkl2(X,n) = min{Cjkl2(X, y11, y11, . . . , ysk1, ysk2)}
subject to {y2t1 + y2t2 = 1, 1 ≤ t ≤ sk}. Consequently
inf
n≥1
{Cjkl(X,n))} = min{Cjkl0(X) + Cjkl1(X) + Cjkl2(X, y11, y12, . . . , ysk1, ysk2)}.
subject to {y2t1 + y2t2 = 1, 1 ≤ t ≤ sk}.
2. Let Y = (y11, y12, . . . , ysk1, ysk2) and Y
′ = (y′11, y
′
12, . . . , y
′
sk1
, y′sk2). D can be at-
tained because {y2t1 + y2t2 = 1, 1 ≤ t ≤ sk} is a bounded closed set and Cjkl2(X,Y )
is a continuous function of Y . Assume that D = Cjkl2(X,Y ′). Since I < 0 there
exists a neighborhood of Y ′, say U , such that
∀Y ∈ U ⇒ Cjkl0(X) +Cjkl1(X) + Cjkl2(X,Y ) < I/2.
Let c = I/2 and γi = (nTj′ + j
′′
)αki2pi. Because of the density of
{(eγ1i, . . . , eγsk i)}n≥1,
there are infinitely many n’s such that (cos γ1, sin γ1, . . . , cos γsk , sin γsk ) lies
in U . Thus there are infinitely many n’s such that Cjkl(X,n) < c.
If the main algorithm, Termination, finds one solution, X0, the leading coef-
ficient of Gj(X0), say Cjkl(X0, n), satisfies Cjkl(X,n) ≻ 0. According to the defini-
tion of ≻ there exist cj > 0 (j = 1, . . . , L) such that Cjkl(x, n) > cj for all n. Thus
P1 is nonterminating. This means that if the algorithm outputs “nonterminat-
ing”, then P1 is nonterminating indeed.
On the other hand, if the main algorithm outputs “terminating”, then for
any {Cjkj lj (X,n), j = 1, . . . , L} there is a subset V ⊆ {1, . . . , L} such that^
j∈V
Cjkj lj (X,n) ≻ 0
is not satisfiable subject toV
j /∈V Cjkj lj ≻ 0 ∧
V
(k>kj)∨(k=kj∧l>lj)
Cjkl(X,n)  0
According to the assumption for the main algorithm, we get that with
the above constraints
∀j ∈ V, inf
n≥1
Cjkj lj (X,n) ≤ 0.
Thus by Lemma 8, ∀j ∈ V,Cjkj lj (X,n) is identically zero or there are infinitely
many n’s and some c < 0 such that Cjkj lj (X,n) < c. That means P1 is terminating.
Therefore, we get the following theorem.
Theorem 4. Under the assumption of the main algorithm, Termination re-
turns “terminating” if and only if P1 is terminating.
4 Conjecture
In this section, we shall discuss the general case of P1 wherein our assumption
for the main algorithm may not hold.
Suppose p(X) = p(x11, x12, . . . , xm1, xm2) ∈ Q[X], and one of the loop condi-
tions is p(X)2 > 0. From the discussion in Section 3, we know that if we substi-
tute An+mX for X in the conditions, there must be a polynomial q such that the
condition becomes q(X, sin(nα12pi), cos(nα12pi), . . . , sin(nαm2pi), cos(nαm2pi))2 > 0.
Because p is arbitrary, q can be arbitrary. Further, α1, ..., αm can be made ratio-
nally independent because A can be arbitrary. It’s not hard to see that we can
construct a program Q such that it is terminating if and only if
Sq,α , {n : q(sin(nα12pi), cos(nα12pi), . . . , sin(nαm2pi), cos(nαm2pi)) = 0}
contains infinitely many elements.
For any p(X) ∈ Q[X] the decision problem “whether {X : p(X) = 0}TZ2m = ∅”
is undecidable. Z2m is a “regular” set while
E = {(sin(nα12pi), cos(nα12pi), . . . , sin(nαm2pi), cos(nαm2pi))}n≥1
is a chaotic set when {α1, . . . , αm} are rationally independent according to the er-
godic theory. Intuitively, deciding whether Sp,α = {X : p(X) = 0}TE = ∅ is more
difficult than deciding whether {X : p(X) = 0}TZ2m = ∅. So, we intuitively
guess the decision problem “whether Sp,α is empty” is undecidable. Following
the same idea, we guess the decision problem “whether Sp,α contains infinitely
many elements” is much more difficult and thus undecidable. Thus, we make the
following conjecture:
Conjecture. The decision problem “whether the loop P1 is terminating over
R” is undecidable.
5 Conclusion
In this paper we have proved that termination of P1 over Z is undecidable.
Then we give a relatively complete algorithm, with an assumption, to determine
whether P1 is terminating over R. If the assumption holds, P1 is terminating
iff our algorithm outputs “terminating”. If the assumption does not hold, P1 is
nonterminating if the algorithm outputs “nonterminating”. We demonstrate the
main steps of our algorithm by an example. Finally we show how hard it is to
determine the termination of P1 by reducing its termination to the problem of
“ whether Sp,α has infinite many elements”. We conjecture the latter problem
is undecidable. Thus, if our conjecture holds, the termination of P1 over R is
undecidable.
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