Two algorithms for inserting a random element into a random heap are shown to be optimal (in the sense that they use the least number of comparisons on the average among all comparison-based algorithms) for different values of n under a uniform model.
Introduction
Heap is an elementary data structure frequently used in applications concerning with priorities and partial orderings. It first appeared in Williams' Heapsort algorithm [19] which is the first in-place O(n log n) sorting algorithm. Besides its original application to sorting, heap has wide applications to algorithmic design (cf. [2, 12, 16, 14] ), for example, minimum spanning trees, Huffman coding, job scheduling, numerical computations, tape mergings, etc.
A (min-) heap is an array with elements a[j], 1 ≤ j ≤ n, satisfying the path-monotonic property: a[j] ≥ a[ j/2 ], j = 2, 3, . . . , n, where x denotes the integral part of x. It can be viewed as a binary tree in which the value of each node is not greater than that of its children.
We are concerned in this correspondence with one of the basic operations on heaps: insertion of a new element into a heap (the operation being completed by retaining the heap property). While its worst case time complexity is O(log n) for a heap of size n (cf. [12, 6] ), the average case is O(1) under a suitable uniform probability model (cf. [17, 4] and §2.1).
As in Knuth [12] , let us call the path formed by the numbers a[n
the special path. The algorithm analyzed in [17, 4] (and Algorithm A in this correspondence) is a bottom-up sequential search on the special path. Doberkat [4] derived the probability distribution that a random element falls into the intervals of the special path in a random heap under a continuous uniform model (see the next section for precise definitions).
Because of the low complexity of Algorithm A, one may expect that it is expectedly optimal under the uniform probability models in [17] or [4] in the sense that it uses the least number of comparisons on the average among all comparison-based algorithms. However, in this correspondence, we show that this is not the case for those n a multiple of 4 (n = 4, 12). We propose another algorithm, Algorithm B, which not only outperforms Algorithm A in this case but is also expectedly optimal in the above sense.
The proof of our main result relies on explicitly characterizing the shape of the Huffman coding tree for the corresponding source coding problem; cf. Figures 1 and 2 . In this way, the result in this correspondence becomes an addition to the very few literature on parametric families of source distributions for which the Huffman codeword lengths can be explicitly characterized. See [1, 5, 7, 8, 9, 10] for further information.
In the next section, we state the probability model on which we are developing our arguments, describe the two algorithms mentioned above, and then transform the insertion problem into a coding problem. In Section 3, we prove the main result of this correspondence. Finally we give some remarks and possible extensions.
Main result

The probability model
The probability model is briefly described as follows (cf. model 1 in [17] and the continuous model in [4] ). Without loss of generality, we may assume that the n numbers a [1] , a [2] , . . . , a[n] are distinct.
Let H(n) denote the total number of ways to rearrange the numbers a[1], a [2] , ..., a[n] into a heap. We assume that each of the H(n) possible heaps is assigned the same probability, and that the new key θ := a[n + 1] is statistically independent of the heap and equally likely to occur in any of the n + 1
, the binary representation of n+1, where Λ = Λ(n+1) = log 2 (n + 1) .
The Λ + 1 intervals determined by the elements on the special path will be denoted by L j :
derived the following result:
This probability distribution serves as the starting point of our investigations. is smaller then the process takes the left branch; otherwise, the process goes the right branch. The probability that θ ∈ L i is also indicated on the figures. Let A n+1 (B n+1 ) denote the number of comparisons used by Algorithm A (Algorithm B) when a random element θ = a[n + 1] is inserted into a random heap of size n under the probability model described above. Define ∆ n+1 = E(A n+1 ) − E(B n+1 ), E(X) denoting the expectation of the random variable X. Then it is clear that ∆ n+1 = 0≤j≤Λ−2 p j − p Λ . If for some n, ∆ n > 0 then Algorithm B is better than Algorithm A.
The description of the algorithms
Our aim in this correspondence is to show the following result.
Theorem. If n + 1 = 4k, where k ≥ 2 and k = 3, then Algorithm B is expectedly optimal;
Algorithm A is expectedly optimal for other values of n + 1.
The proof of this theorem relies on Huffman's well-known coding technique. Let us first give the required formulation.
The corresponding coding problem
To find an optimal algorithm on the average for inserting a random element into a heap is equivalent to minimizing the sum p 0 0 + p 1 1 + · · · + p Λ Λ for all feasible i 's, where i is the number of comparisons used when θ falls into the interval L i for i = 0, 1, . . . , Λ. Stated differently: given Λ + 1 symbols s 0 , s 1 , . . . , s Λ having the source distributions (cf. (1)) p 0 , p 1 , . . . , p Λ , how to code the s i 's by binary words so that 0≤i≤Λ p i n i is minimized, where n i denotes the length of the codeword associated with
It is well-known that Huffman's coding technique [3, 11] provides an optimal coding tree to this problem. His method is briefly described as follows. Among the given probabilities π 1 , π 2 , . . . , π m , take two smallest probabilities, say π 1 and π 2 . Then solve the problem (recursively) for m − 1 weights
. . , π m and replace the node containing π 1 + π 2 in the solution by one node with two sons with probabilities π 1 and π 2 .
Note that although this method provides an optimal solution for any probabilities π 1 , π 2 , . . . , π m , it need not give a feasible solution to our problem. A further constraint that we need is alphabetical order: the external nodes in left to right order must contain the respective values π 1 , π 2 , . . . , π m . It is known [18, 11] that given π 1 ≤ π 2 ≤ · · · ≤ π m the minimum weighted path-length 1≤i≤m π i n i is the same for both alphabetical and non-alphabetical binary trees although their shapes may differ. Since our concern is on the minimum value and our π's are given in non-decreasing order, we can safely apply Huffman's technique to derive necessary lower bounds.
In this way, the results in this correspondence state that the Huffman tree for the parametric family of finite source distributions given by (1) have the explicit form given by either Fig. 1 or Fig.   2 depending on the heap size.
Proof of the theorem
The proof consists of two parts: the superiority of one algorithm over the other and the optimality of the superior algorithm.
To start with, we observe that if n + 1 is even, then, by (1), p Λ−1 = p Λ ; on the other hand, if n + 1 is odd, then p Λ−1 = 1 2 p Λ . Thus
We now divide the discussions of the sign ∆ n+1 into three cases: (1) n + 1 a multiple of 4, (2) n + 1 even but not a multiple of 4, and (3) n + 1 odd.
We have 
for Λ ≥ 1 (an empty product being taken to be 1). Algorithm A outperforms.
. Now by the inequality 1 + x < e x , we have
It follows that p Λ > 2/5, as required. Thus Algorithm A is better when n + 1 is an odd number.
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We need a lemma.
Lemma. For Λ ≥ 3 and i = 0, 1, . . . , Λ − 3, the inequality
holds.
Proof. Set β = j≥1 (1 − 2 −j ). The right-hand-side of (3) can be written as
Let M i denote this last quantity. We now show that M i+1 ≥ M i for fixed Λ ≥ 4 and i = 0, 1, . . . , Λ − 4.
Observe that 
Let Q Λ denote the quantity on the left-hand side. We proceed by induction. Since β ≈ 0.2887, we have Q 3 = 11β/3 ≈ 1.0588 > 1; this establishes the induction basis. Now
We conclude that for Λ ≥ 3, Q Λ increases with Λ.
Combining this with the fact that Q 3 > 1, we obtain (3). Now the right-hand side of (2) is
for Λ ≥ 3 and i = 0, 1, . . . , Λ − 3, in view of (3). For the remaining cases, namely, when Λ < 3, it is easy to verify the optimality of Algorithm A.
Remarks
Define the redundancy r [15] of a source code to be the expected codeword length minus the source entropy: r = 0≤i≤Λ p i i + 0≤i≤Λ p i log 2 p i . If only the probability p Λ of the most likely source letter is known, then the lower bound of r for any optimal binary prefix-code, for our purpose, is given by
where
. Since in our problem p Λ ≥ β ≈ 0.2887 for all n + 1 ≥ 2 and p Λ ≤ 0≤j<Λ (1 − 1/(2 j+2 − 2)) for n + 1 even, we deduce that for even number n + 1 ≥ 4 the redundancy r ≥ 2 − (1 − β) log 2 3 − H(β) ≈ 0.0056. Note that r → 0 for n + 1 = 2 Λ+1 − 1, as Λ increases without bound.
We might consider the problem in this correspondence under different probability models, like the permutation model with repeated-insertions (model 2 in [17] ). One may conjecture that similar results as those in this correspondence hold under this model, the proof being, however, more difficult.
Another generalization of this work is to consider similar problem for other data structures like binary search trees, digital search trees, tries, etc. [13] . Other operations, like deletion, may also be considered. 
