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0. Introduction
The n × n positive definite matrices Pn with complex entries can be parametrized by the real
and imaginary parts of the entries, and they form an open subset of the spaceHn of n × n Hermitian
matrices regardedas theEuclidean spaceRm,wherem = n2.Hence, the tangent spaceof theirmanifold
Pn at any foot point can be identiﬁed with Hn. A Riemannian metric KD(H,K) is a family of inner
products on Hn depending smoothly on the foot point D. If φ(x, y) is a positive kernel function on
(0,∞) × (0,∞) and D has the spectral decomposition ∑ki=1 λiPi, then a Riemannian metric can be
deﬁned as
K
φ
D(H,K) :=
k∑
i,j=1
φ(λi, λj)
−1Tr PiHPjK , (0.1)
where Tr is theusual trace onmatrices. The goal of the present paper is to study this kindof Riemannian
metrics.
As far as the authors know, the ﬁrst example of (0.1) is historically the case φ(x, y) = xy, which
was considered by Skovgaard [41] as a statistical Riemannian metric on positive definite matrices
describing multivariate Gaussian distributions. The geodesic properties of this Riemannian metric
was formally described in [30, Section 3]. Another example is related to Fisher information. In the
quantummechanical setting the states correspond to positive semidefinite matrices of trace 1, and in
[35,39] the metric (0.1) was justiﬁed in the particular case φ(x, y) = yf (x/y), where f : (0,∞) → (0,∞)
is an operator monotone function. More details on these examples are presented in the rest of this
section.
The trivial choice φ(x, y) ≡ 1 gives a ﬂat spacewhere the Riemannianmetric is the Hilbert–Schmidt
inner product 〈H,K〉HS onHn. The Hilbert–Schmidt inner product 〈X ,Y〉HS :=Tr X∗Y and the Hilbert–
Schmidt norm ‖X‖HS :=(Tr X∗X)1/2 are deﬁned on the spaceMn of all n × n complexmatrices, and the
space (Hn, 〈·, ·〉HS) is a real subspace of the Hilbert space (Mn, 〈·, ·〉HS).
The positive definite real matrices might be considered as the variance of multivariate normal dis-
tributions and the informationgeometryofGaussians yields anatural Riemannianmetric. The simplest
way to construct an information geometry is to start with an information potential function and to
introduce the Riemannian metric by the Hessian of the potential. We want a geometry on the family
of non-degenerate multivariate Gaussian distributions with zero mean vector. Those distributions are
given by a positive definite real matrix D in the form
pD(x) := 1√
(2π)n detD
exp
(
−〈D
−1x, x〉
2
)
, x ∈ Rn.
We identify the Gaussian pD with the matrix D, and we can say that the Riemannian geometry is
constructed on the space of positive definite real matrices. There are many reasons (originated from
statistical mechanics, information theory and mathematical statistics) that the Boltzmann entropy
S(pD) := 1
2
log(detD) + const.
is a candidate for being an information potential.
The n × n real symmetric matrices can be identiﬁed with the Euclidean space of dimension
n(n + 1)/2 and the positive definite real matrices form an open subset. Therefore, the set of Gaussians
has a simple and natural manifold structure. The tangent space at each foot point is the set of real
symmetric matrices. The Riemannian metric is deﬁned as the Hessian
gD(H,K) := ∂
2
∂s∂t
S(pD+sH+tK )
∣∣∣∣
s=t=0
,
where H and K are tangents at D. The differentiation easily gives
gD(H,K) = TrD−1HD−1K . (0.2)
In the statistical model of multivariate Gaussian distributions, (0.2) plays the role of a natural Rie-
mannian metric and the corresponding information geometry of the Gaussians was discussed in [32]
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in detail. We note here that this geometry has many symmetries. Each congruence transformation of
the matrices becomes a symmetry, namely
gXDXt (XHX
t ,XKXt) = gD(H,K) (0.3)
for every real invertible matrix X .
Formula (0.2) determines a Riemannian metric on the manifold Pn of positive definite complex
matrices as well, and below we call this metric extended on Pn the congruence-invariant metric since
it is invariant under congruence X · X∗ for any invertible X ∈ Mn. Note that if we want to ﬁnd the
geodesic curve between A and B, then it is sufﬁcient to ﬁnd the geodesic joining I and A−1/2BA−1/2 due
to property (0.3). This is essentially easier since they commute. In fact, concerning the geodesic curves
in the Riemannian manifold (Pn, g), it is known [26,29,9] that for each A,B ∈ Pn there exists a unique
geodesic shortest curve joining A,B ∈ Pn given by
γ (t) = A#t B :=A1/2(A−1/2BA−1/2)tA1/2, 0 t  1, (0.4)
and the geodesic midpoint γ (1/2) is just the geometric mean [40,1]
A#B :=A1/2(A−1/2BA−1/2)1/2A1/2.
Furthermore, the geodesic distance is
δ(A,B) = ‖ log(A−1/2BA−1/2)‖HS. (0.5)
In this way, the information Riemannian geometry is adequate to treat the geometric mean of positive
definite matrices.
For each A,B ∈ Pn themean C ′ :=A#B is themidpoint of the geodesic joining A and B, and similarly
A′ :=B#C and B′ :=C #A are taken. Since δ(B#C,C #A) 1
2
δ(A,B) by [9, Proposition 6], the diameter
of the triangle A′B′C ′ is at most the half of the diameter of ABC. This result gives a geometric proof
of the recursive construction of geometric mean of 3 positive matrices proposed in [3]. Note that
another “geometric mean” of A1, . . . ,Ak ∈ Pn was introduced in [29,9] as the unique minimizer of
A ∈ Pn → ∑kj=1 δ2(A,Aj).
We denote byDn the set of all n × n positive definite matrices of trace 1, which is a smooth differ-
entiable manifold as a submanifold of Pn. The tangent space of the manifoldDn at each foot point D
is the subspace ofHn consisting of n × n Hermitian matrices of trace 0, i.e.,
TDDn = Hn RI :={H ∈ Hn : TrH = 0}.
One can deﬁne a Riemannian metric onDn in the form
KD(H,K) = 〈H,J−1D K〉HS, D ∈Dn, H,K ∈ Hn RI,
where JD is a positive linear operator on the real Hilbert space (Hn RI, 〈·, ·〉HS). One can extend JD
to a positive symmetric operator onHn and furthermore to a positive operator on the Hilbert space
(Mn, 〈·, ·〉HS)bycomplexiﬁcation. Sowemayassumethat aRiemannianmetricKD is givenonDn,n ∈ N,
by KD(X ,Y) = 〈X ,J−1D Y〉HS for X ,Y ∈ Mn. The metric KD (more precisely, a sequence of metrics KD on
Dn,n ∈ N) is monotone if for any completely positive and trace preserving map (or coarse graining
[37, Chapter 9]) β : Mn → Mm we have
Kβ(D)(β(X),β(X)) KD(X ,X), D ∈Dn, X ∈ Mn.
Recall that β is completely positive and trace preserving if and only if β∗ is completely positive and
unital. The Chentsov theorem (see [35]) says that in the commutative case (or when restricted on the
diagonal positive matrices) there exists a unique monotone metric (up to a scalar factor) that is the
so-called Fisher–Rao metric. The situation is quite different in the non-commutative case, and it was
proved in Petz [35] that the monotone metrics KD with normalization KD(I, I) = Tr (D−1) correspond
one-to-one to the operator monotone functions f : (0,∞) → (0,∞) with normalization f (1) = 1 as
follows:
K
f
D(X ,Y) :=〈X , (JfD)−1Y〉HS and JfD := f (LDR−1D )RD. (0.6)
Furthermore, K
f
D is symmetric if and only if f is symmetric, i.e., xf (x
−1) = f (x), x > 0. We say that an
operator monotone function f  0 on (0,∞) is standard if f (1) = 1 and xf (x−1) = f (x).
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On the other hand, the theory of operator means due to Kubo and Ando [25] says that there is a one-
to-one correspondence between the symmetric operator means (or matrix means) and the standard
operator monotone functions f as follows:
σf (A,B) :=A1/2f (A−1/2BA−1/2)A1/2, A,B ∈ Pn.
Thus one may write
K
f
D(X ,Y) = 〈X , σf (LD,RD)−1Y〉HS. (0.7)
When D = Diag(λ1, . . . , λn) is diagonal, one can more explicitly write
K
f
D(X ,X) =
n∑
i,j=1
1
λjf (λi/λj)
|Xij|2, X = [Xij] ∈ Mn.
For each standard operator monotone function f , the symmetric monotone metric (or the quantum
Fisher information) K
f
D originally deﬁned onDn by (0.6) or (0.7) can automatically be extended to Pn
by the same formula.
It was also observed in Lesniewski and Ruskai [27] that any of the above metrics Kf can be realized
as the Hessian
K
f
D(H,K) = −
∂2
∂s∂t
SF (D + sH,D + tK)
∣∣∣∣
s=t=0
of the quasi-entropy [33,34]
SF (D1,D2) :=
〈
D
1/2
1
, F(LD2R
−1
D1
)D
1/2
1
〉
HS
deﬁned by a function F on (0,∞) with the relation 1/f (x) = (F(x) + xF(x−1))/(x − 1)2.
TheWigner–Yanase–Dyson skew information is the quantity
IWYDD (p,K) := −
1
2
Tr [Dp,K][D1−p,K], D ∈Dn, K ∈ Hn,
where 0 < p < 1. The case p = 1/2 is the original Wigner–Yanase skew information. It was observed
in [38] that the Wigner–Yanase–Dyson skew information IWYDD (p,K) coincides, apart from a constant
factor, with a monotone Riemannian metric
K
fp
D (i[D,K], i[D,K]),
where fp is a standard operator monotone function deﬁned by
fp(x) :=p(1− p) (x − 1)
2
(xp − 1)(x1−p − 1) . (0.8)
The notion of skew information was recently generalized by Hansen [16] as follows: For each standard
operator monotone function f that is regular, i.e., f (0) ( := limx↘0 f (x)) > 0, the metric adjusted skew
information (or the quantum skew information) corresponding to f is
I
f
D(K) :=
f (0)
2
K
f
D(i[D,K], i[D,K]), D ∈Dn, K ∈ Hn, (0.9)
which is explicitly written as
I
f
D(K) =
f (0)
2
n∑
i,j=1
(λi − λj)2
λjf (λi/λj)
|Kij|2 (0.10)
if D = Diag(λ1, . . . , λn).
Via the operator JfD in (0.6), each standard operator monotone function f deﬁnes a quantity
ϕD[K ,K] :=〈K ,JfDK〉HS, D ∈Dn, K ∈ Hn, (0.11)
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which was called generalized variance in [36]. Any such variance has the property ϕD[K ,K] = TrDK2
for commuting D and K .
In the present paper, we study Riemannian geometry on Pn with kernel metrics Kφ in (0.1) when
the kernel function φ(x, y) is in the form M(x, y)θ , a degree θ ∈ R power of a certain mean M(x, y) for
twopositive numbers (as prescribed at the beginning of Section 2). The above quantities (0.2), (0.6) and
(0.11) are important special caseswhere θ = 2, 1 and−1, respectively. Thepaper is organized as follows.
After describing our setting in Section 1 inmore detail, in Section 2, we determine Riemannianmetrics
in our class which are written as a pull-back of the Euclidean metric. For such metrics the geodesic
curve and the geodesic distance are explicitly given (Theorem 2.1). Section 3 is concerned with the
(non-)completeness of Riemannian metrics in our class (Theorem 3.1) and pull-back metrics from the
congruence-invariant metric g (Theorem 3.3). In Section 4, we discuss comparison properties among
our Riemannian metrics. The comparison of geodesic distances for two metrics is easily described in
terms of the corresponding means and the degrees of power (Theorem 4.1 and Remark 4.4). Finally in
Section 5, we treat the generalized situation (of Finsler type metrics rather than Riemannian metrics)
where unitarily invariant norms are applied in place of the Hilbert–Schmidt norm.
For basics on Riemannian geometry the reader may refer to texts [21,28] for example.
1. Riemannian metrics induced by kernel functions
For each D ∈ Pn the left and right multiplication operators LD and RD are deﬁned as LDX :=DX
and RDX :=XD for X ∈ Mn. Note that LD and RD are commuting positive operators on the Hilbert
space (Mn, 〈 ·, · 〉HS), i.e.,LDRD = RDLD, 〈X ,LDX〉HS  0 and 〈X ,RDX〉HS  0 for allX ∈ Mn. For a kernel
function φ : (0,∞) × (0,∞) → (0,∞), a positive operator φ(LD,RD) on (Mn, 〈 ·, · 〉HS) is deﬁned via
functional calculus, that is, when D = ∑ki=1 λiPi is the spectral decomposition,
φ(LD,RD)X :=
k∑
i,j=1
φ(λi, λj)PiXPj , X ∈ Mn.
In the rest of this section, we assume that φ(x, y) is symmetric, i.e., φ(x, y) = φ(y, x), and that φ(x, y) is
smooth in x and y. Then φ(LD,RD) mapsHn into itself, and one can deﬁne a Riemannian metric K
φ on
Pn by
K
φ
D(H,K) :=〈H,φ(LD,RD)−1K〉HS =
k∑
i,j=1
φ(λi, λj)
−1Tr PiHPjK , (1.1)
when H,K ∈ Hn.
By taking the diagonalization D = UDiag(λ1, . . . , λn)U∗ with a unitary U, one can also write
φ(LD,RD)
−1/2H = U
⎛⎝[ 1√
φ(λi, λj)
]
ij
◦ (U∗HU)
⎞⎠U∗, (1.2)
where ◦ denotes the Schur (or Hadamard) product.
Lemma 1.1. For each D ∈ Pn let
TcD :={H ∈ Hn : HD = DH} and TqD :={i[D,K] : K ∈ Hn}.
Then
(1) K
φ
D(H,K) = Tr φˆ(D)HK if H ∈ TcD and K ∈ Hn, where φˆ(x) :=1/φ(x, x), x > 0.
(2) K
φ
D(H, i[D,K]) = 0 if H ∈ TcD and K ∈ Hn.
(3) K
φ
D(i[D,K], i[D,K]) = 〈K , φ˜(LD,RD)K〉HS for all K ∈ Hn, where
φ˜(x, y) := (x − y)
2
φ(x, y)
, x, y > 0.
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In particular, the tangent space TD = Hn has an orthogonal decomposition TD = TcD ⊕ TqD with respect
to K
φ
D . Furthermore, the linear map H → i[D,H] on the real Hilbert space (Hn,KφD) is symmetric and its
kernel and range are TcD and T
q
D, respectively.
The proof of the lemma is left to the reader, which is easy by using (1.1). See also [37, Example 11.8].
When γ : [0, 1] → Pn is a C1 curve (or more generally, a continuous and piecewise C1 curve), the
length of γ with respect to the metric Kφ is given by
Lφ(γ ) :=
∫ 1
0
√
K
φ
γ (t)(γ
′(t), γ ′(t))dt =
∫ 1
0
‖φ(Lγ (t),Rγ (t))−1/2γ ′(t)‖HS dt. (1.3)
Note that the length Lφ(γ ) is independent of the choice of the parametrization of γ . The geodesic
distance δφ(A,B) between A,B ∈ Pn is the infimum of Lφ(γ ) over all C1 curves (or equivalently, over
all smooth curves) γ from A to B. A geodesic shortest curve is a curve from A to B such that Lφ(γ ) =
δφ(A,B).
Now let G be a smooth function from an open interval (a, b) into (0,∞). Assume that G′(x) /= 0
for all x ∈ (a, b) so that G is a diffeomorphism from (a, b) onto a subinterval of (0,∞). Let Hn(a, b)
denote the submanifold {A ∈ Hn : a < A < b} ofHn, where a < A < bmeans that all the eigenvalues of
A are in (a, b). Then the map A → G(A) deﬁned via functional calculus is a smooth diffeomorphism
from Hn(a, b) into Pn. The Fréchet derivative DG(A) : Hn → Hn of G at each A ∈ Hn(a, b) is given
by
DG(A)(H) := d
dt
G(A + tH)
∣∣∣∣
t=0
, H ∈ Hn.
The divided difference of G is the function G[1](x, y) on (a, b) × (a, b) deﬁned by
G[1](x, y) :=
{
G(x)−G(y)
x−y if x /= y,
G′(x) if x = y.
When A ∈ Hn(a, b) has the diagonalization A = UDiag(λ1, . . . , λn)U∗, the differential formula
DG(A)(H) = U
([
G[1](λi, λj)
]
ij
◦ (U∗HU)
)
U∗ = G[1](LA,RA)H (1.4)
holds for all H ∈ Hn (see [6, p.124]). Our next aim is to determine a Riemannian metric K onHn(a, b)
such that A → G(A) is an isometry into the Riemannian space (Pn,Kφ), that is, for every A ∈ Pn(a, b),
KA(H,K) = KφG(A)(DG(A)(H),DG(A)(K)), H,K ∈ Hn.
This Riemannian metric onHn(a, b) is called the pull-back of Kφ under the transformation A → G(A).
Lemma 1.2. Let KA,A ∈ Hn(a, b), be the pull-back of the Riemannian metric Kφ on Pn under A → G(A)
as mentioned above. Let A ∈ Hn(a, b) and A = ∑ki=1 λiPi be the spectral decomposition. Furthermore, let
Tc
A
:={H ∈ Hn : HA = AH} as in Lemma 1.1. Then
(1) DG(A)(H) = G′(A)H if H ∈ Tc
A
.
(2) DG(A)(i[A,K]) = i[G(A),K] for all K ∈ Hn.
(3) For every H ∈ Tc
A
,
KA(H,H) =
k∑
i=1
G′(λi)2
φ(G(λi),G(λi))
Tr PiH
2.
(4) For every H ∈ Tc
A
and K ∈ Hn,KA(H, i[D,K]) = 0.
(5) For every K ∈ Hn,
KA(i[A,K], i[A,K]) =
k∑
i,j=1
(G(λi) − G(λj))2
φ(G(λi),G(λj))
Tr PiKPjK .
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Proof
(1) is obvious.
(2) This is found in [37] but a short proof using the differential formula (1.4) is given here. We may
assumewithout loss of generality that A is diagonal as A = Diag(α1, . . . ,αn). It follows from (1.4)
that:
DG(A)(i[A,K]) =
[
G[1](αi,αj)
]
ij
◦ [i(αi − αj)Kij]ij
= i[(G(αi) − G(αj))Kij] = i[G(A),K].
(3) By the isometry property together with the above (1) and Lemma 1.1 (1) we have
KA(H,H) = KφG(A)(G′(A)H,G′(A)H) = Tr φˆ(G(A))G′(A)2H2
=
k∑
i=1
G′(λi)2
φ(G(λi),G(λi))
Tr PiH
2.
(4) By the isometry property together with the above (1), (2) and Lemma 1.1 (2) we have
KA(H, i[A,K]) = KφG(A)(G′(A)H, i[G(A),K]) = 0.
(5) Similarly, by Lemma 1.1 (3),
KA(i[A,K], i[A,K]) = KφG(A)(i[G(A),K], i[G(A),K])
=
k∑
i,j=1
(G(λi) − G(λj))2
φ(G(λi),G(λj))
Tr PiKPjK . 
From Lemmas 1.1 and 1.2 we arrive at the following result.
Theorem 1.3. Let G be a smooth function from (0,∞) into (0,∞) such that G′(x) /= 0 for all x > 0. Then
the pull-back of the kernel metric Kφ under the mapping D ∈ Pn → G(D) ∈ Pn is a kernel metric Kψ
corresponding to the function
ψ(x, y) := φ(G(x),G(y))
G[1](x, y)2
, x, y > 0.
2. Pull-back metrics from the Euclidean metric
We are concerned with the Riemannian metric Kφ related to a kernel function φ that is a power
of a certain mean for two positive numbers. As in [17] a symmetric homogeneous mean is a function
M : (0,∞) × (0,∞) → (0,∞) such that for every x, y > 0,
(1) M(x, y) = M(y, x),
(2) M(αx,αy) = αM(x, y) for all α > 0,
(3) M(x, y) is non-decreasing in x, y,
(4) min{x, y} M(x, y)max{x, y}.
In particular, (4) implies that M(x, x) = x for all x > 0. The above mean M is determined by a single
variable functionM(x, 1) sinceM(x, y) = yM(x/y, 1). The set of all symmetric homogeneousmeanswas
denoted byM in [17], so in this paperwe denote byM0 the set of all smooth symmetric homogeneous
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means. Here note that a symmetric homogeneous meanM is smooth, i.e.,M(x, y) is smooth in x, y > 0
if so isM(x, 1).
In the rest of thepaper,we always assumen 2 since the situation is trivialwhenn = 1.Weassume
that φ is a power of an M ∈M0 with degree θ ∈ R, i.e., φ(x, y) :=M(x, y)θ . The aim of this section is to
determinewhen theRiemannianmetricKφ derived fromM and θ is a pull-back of the Euclideanmetric.
We are interested in this problem because the geodesic shortest path in that case is explicitly written
as the pull-back of a segment in the Euclidean space.
Theorem 2.1. Let M ∈M0, θ ∈ R with θ /= 0 and φ(x, y) :=M(x, y)θ . Assume that F is a smooth function
from (0,∞) into R such that F ′(x) /= 0 for all x > 0. Then the transformation D ∈ Pn → F(D) ∈ Hn is
isometric from (Pn,Kφ) into the Euclidean manifold (Hn, ‖ · ‖HS) if and only if
F(x) =
{
± 2
2−θ x
2−θ
2 + c, if θ /= 2,
± log x + c, if θ = 2, (2.1)
(up to a constant c) and
M(x, y) =
⎧⎪⎪⎨⎪⎪⎩
(
2−θ
2
· x−y
x
2−θ
2 −y 2−θ2
)2/θ
, if θ /= 2,
x−y
log x−log y , if θ = 2.
(2.2)
Moreover, in this case, for every A,B ∈ Pn a unique (up to parametrization) geodesic shortest curve from A
to B is given by
γ (t) =
⎧⎨⎩
(
(1− t)A 2−θ2 + tB 2−θ2
) 2
2−θ
, 0 t  1 if θ /= 2,
exp((1− t) logA + t log B), 0 t  1 if θ = 2,
(2.3)
and the geodesic distance between A and B is
δφ(A,B) =
{
2
|2−θ |
∥∥∥A 2−θ2 − B 2−θ2 ∥∥∥
HS
, if θ /= 2,
‖ logA − log B‖HS, if θ = 2.
Proof. Let (a, b) be the range of F (which must be an open interval by assumption) and G :=F−1 :
(a, b) → (0,∞) be the inverse of F . The stated property of isometric transformation means that for
every D ∈ Pn,
K
φ
D(H,K) = 〈DF(D)(H),DF(D)(K)〉HS, H,K ∈ Hn. (2.4)
For any A ∈ Hn(a, b) and H,K ∈ Hn let D :=G(A) ∈ Pn and H˜ :=DG(A)(H), K˜ :=DG(A)(K), where DG(A) :
Hn → Hn is the Fréchet derivative of G at A. Since F ◦ G is the identity function on (a, b), it follows (see
[6, p. 311]) that DF(D) ◦ DG(A) is the identity mapping onHn so that DF(D)(H˜) = H and DF(D)(K˜) = K .
Hence, it follows from (2.4) that
K
φ
G(A)
(DG(A)(H),DG(A)(K)) = 〈H,K〉HS, H,K ∈ Hn.
This means that the pull-back of Kφ via G is the Euclidean metric on the submanifoldHn(a, b) ofHn.
From (3)–(5) of Lemma 1.2 one can easily see that this property is equivalent to that the following two
conditions hold:
G′(t)2
G(t)θ
= 1, t ∈ (a, b),
(G(s) − G(t))2
φ(G(s),G(t))
= (s − t)2, s, t ∈ (a, b).
It is obvious that the above two are, respectively, equivalent to the following:
F ′(x)2 = x−θ , x > 0, (2.5)
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(x − y)2
φ(x, y)
= (F(x) − F(y))2, x, y > 0. (2.6)
The differential equation (2.5) determines F as (2.1), and this together with (2.6) determines M as
(2.2).
The rest of the theorem immediately follows from the isometric transformation via F in (2.1). One
may just note that the segment joining H,K ∈ Hn is a unique shortest path between H and K in the
Euclidean manifold (Hn, ‖ · ‖HS). 
In the following we present a bit more direct proof of Theorem 2.1. Formula (2.8) below will
be also useful in our discussions in the rest of the paper. Let F and G :=F−1 be as above. For each
C1 curve γ : [0, 1] → Pn we make a change of variable ξ(t) :=F(γ (t)), hence γ (t) = G(ξ(t)). We then
have
K
φ
γ (t)(γ
′(t), γ ′(t)) = ‖φ(Lγ (t),Rγ (t))−1/2γ ′(t)‖2HS
and
γ ′(t) = DG(ξ(t))(ξ ′(t)).
Under the diagonalization ξ(t) = UDiag(λ1, . . . , λn)U∗ for each ﬁxed t ∈ [0, 1], the differential formula
in (1.4) is written as
DG(ξ(t))(ξ ′(t)) = U
([
G[1](λi, λj)
]
ij
◦ (U∗ξ ′(t)U)
)
U∗ = G[1](Lξ(t),Rξ(t))ξ ′(t). (2.7)
From this and (1.2) we obtain
φ(Lγ (t),Rγ (t))
−1/2γ ′(t) = φ(LG(ξ(t)),RG(ξ(t)))−1/2G[1](Lξ(t),Rξ(t))ξ ′(t)
= U
⎛⎜⎝
⎡⎣ G[1](λi, λj)√
φ(G(λi),G(λj))
⎤⎦
ij
◦ (U∗ξ ′(t)U)
⎞⎟⎠U∗. (2.8)
Here the eigenvalues of ξ(t) can be arbitrary positive numbers and ξ ′(t) can be an arbitrary element of
Hn. Hence, we see that the metric Kφ onPn is the pull-back of the Euclidean metric onHn(a, b) via F
if and only if
G[1](s, t)√
φ(G(s),G(t))
= ±1 (2.9)
for all s, t ∈ (a, b), where the right-hand side of (2.9) is 1 or −1 according to G being increasing or
decreasing. Since φ(x, x) = xθ , (2.9) for s = t yields the differential equation
G′(t) = ±G(t)θ/2, t ∈ (a, b).
This is equivalently written as F ′(x) = ±x−θ/2, x > 0, which is solved as (2.1). From (2.1) and (2.9) we
obtain (2.2). Thus we have proved Theorem 2.1 again. Note that one can even more simply prove the
theorem by appealing to
F [1](x, y) = ± 1√
φ(x, y)
.
For θ ∈ R, θ /= 0, we writeMθ (x, y) forM(x, y) given in (2.2) and
φθ (x, y) :=Mθ (x, y)θ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
2−θ
2
· x−y
x
2−θ
2 −y 2−θ2
)2
, if θ /= 2,(
x−y
log x−log y
)2
, if θ = 2.
(2.10)
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The family of meansMθ interpolates the following typical means:
M−2(x, y) = MA(x, y) := x + y
2
(arithmetic mean), (2.11)
M1(x, y) = M√ (x, y) :=
(√
x + √y
2
)2
(root mean), (2.12)
M2(x, y) = ML(x, y) := x − y
log x − log y (logarithmic mean), (2.13)
M4(x, y) = MG(x, y) :=√xy (geometric mean). (2.14)
Furthermore, we may deﬁneM0(x, y) by taking the limit
M0(x, y) := lim
θ→0
Mθ (x, y) = 1
e
(
xx
yy
)1/(x−y)
(identric mean), (2.15)
and φ0(x, y) ≡ 1. Note also that
x − y
log x − log y = limθ→2
2− θ
2
· x − y
x
2−θ
2 − y 2−θ2
.
As mentioned in Introduction, monotone metrics [35] are among particularly important class of
Riemannian metrics. Those are the kernel metrics Kφ in the case where θ = 1 and M(x, 1) is operator
monotone. In the case θ = 1, the theoremsays that themetric corresponding to the rootmeanM√ (that
is a special case of binomialmeans [17]), called theWigner-Yanasemetric, is a uniquemonotonemetric
that is a pull-back of the Euclideanmetric. Thiswas in fact proved byGibilisco and Isola [15] in a slightly
different approach. Other famous monotone metrics are the Bogoliubov metric (also called the Kubo-
Mori metric) corresponding to the logarithmic meanML and the Bures-Uhlmann metric corresponding
to the arithmetic meanMA.
In this way, we have found a one-parameter family Mθ ∈M0, θ ∈ R, given in (2.2) and (2.15). It is
remarkable that this is a rather familiar family of means introduced in [42] with a different parame-
trization, which appeared in [14] and was called Stolarsky means in [10, Section 2.6]. A monotonicity
property of the family was proved in [42], which we state in the next lemma for the convenience of
references.
Lemma 2.2. ([42]) For every x, y > 0 with x /= y,Mθ (x, y) is strictly decreasing in θ ∈ R. Furthermore,
limθ→−∞ Mθ (x, y) = max{x, y} and limθ→∞ Mθ (x, y) = min{x, y}.
Next we are concerned with the relation among the metrics Kφ under the reﬂection map A → A−1.
Proposition 2.3. Let M(1),M(2) ∈M0, θ1, θ2 ∈ R and φ(k)(x, y) :=M(k)(x, y)θk , k = 1, 2. Then the Riemann-
ian manifolds (Pn,Kφ
(1)
) and (Pn,Kφ
(2)
) are isometric under the reﬂection A → A−1 on Pn if and only
if
θ1 + θ2 = 4 and
(
M(1)(x, y)√
xy
)θ1
=
(
M(2)(x, y)√
xy
)θ2
, x, y > 0.
In particular, if φ(x, y) = M(x, y)2 with an arbitrary M ∈M0, then A → A−1 is an isometric transformation
on (Pn,Kφ). Moreover, for every θ ∈ R, (Pn,Kφθ ) and (Pn,Kφ4−θ ) are isometric under A → A−1, where
φθ (x, y) is given in (2.10).
Proof. Let γ be a C1 curve inPn. Since
d
dt
(
γ (t)−1
)
= −L−1γ (t)R−1γ (t)γ ′(t),
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we have
φ(2)(L−1γ (t),R
−1
γ (t))
−1/2
(
d
dt
(
γ (t)−1
))
= −φ(2)(L−1γ (t),R−1γ (t))−1/2L−1γ (t)R−1γ (t)γ ′(t).
Hence, A → A−1 gives an isometry from (Pn,Kφ(1) ) to (Pn,Kφ(2) ) if and only if
‖φ(1)(LD,RD)−1/2H‖HS = ‖φ(2)(L−1D ,R−1D )−1/2L−1D R−1D H‖HS
for all D ∈ Pn and H ∈ Hn. We may assume that D is diagonal. For D = Diag(λ1, . . . , λn) the above
equality is written as∥∥∥∥∥∥∥
⎡⎣ 1√
φ(1)(λi, λj)
⎤⎦
ij
◦ H
∥∥∥∥∥∥∥
HS
=
∥∥∥∥∥∥∥
⎡⎣ 1√
φ(2)(λ−1
i
, λ−1
j
) λiλj
⎤⎦
ij
◦ H
∥∥∥∥∥∥∥
HS
.
This hold for all H ∈ Hn if and only if
φ(1)(x, y) = φ(2)(x−1, y−1)x2y2, x, y > 0,
that is,
M(1)(x, y)θ1 = M(2)(x−1, y−1)θ2x2y2, x, y > 0.
Letting x = y implies that xθ1 = x4−θ2 for all x > 0.Hence, θ1 + θ2 = 4musthold and the above condition
forM(1) andM(2) is rewritten as(
M(1)(x, y)√
xy
)θ1
=
(
M(2)(x, y)√
xy
)θ2
, x, y > 0.
Since this is obviously satisﬁed for θ1 = θ2 = 2 andM(1) = M(2), the second assertion follows. A simple
computation with (2.2) gives the last assertion. 
Remark 2.4. The latter assertionsof Proposition2.3 canbeextendedas follows: For every θ , θ ′ ∈ R \ {2}
the Riemannian manifolds (Pn,Kφθ ) and (Pn,Kφθ ′ ) are isometric under the diffeomorphism A → F(A)
onPn given with
F(x) :=
∣∣∣∣2− θ ′2− θ
∣∣∣∣ 22−θ ′ x 2−θ2−θ ′ , x > 0,
since F satisﬁes
φθ (x, y) = φθ ′ (F(x), F(y))
F [1](x, y)2
, x, y > 0.
Also, for every α ∈ R \ {0},A → Aα is an isometric transformation on (Pn,Kφ2 ).
An interesting problem concerning the family Mθ (= M in (2.2)) is to determine the range of θ for
whichMθ is an operatormonotonemean, i.e.,Mθ (x, 1) is an operatormonotone function on (0,∞). The
cases θ = −2, 1, 2 and 4 are among typical operator monotone functions as listed in (2.11)–(2.14). The
problem has been settled by Kosaki [23] in such a way that Mθ (x, 1) is operator monotone if and only
if −2 θ  6.
We give the next lemma onMθ for later use.
Lemma 2.5. Let MH(x, y) :=2xy/(x + y), the harmonic mean. Then M10(x, 1) > MH(x, 1) for all x > 0with
x /= 1. For every θ > 10,Mθ (x, 1) < MH(x, 1) if x ( /= 1) is sufﬁciently near 1.
Proof. The ﬁrst assertion follows from
M10(x, 1)
5 −
(
2x
x + 1
)5
= 4x
4(x − 1)4(x + 1)
(x3 + x2 + x + 1)(x + 1)5 .
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To prove the second, let θ > 10 and α :=(θ − 2)/2 > 4. Direct computations show
Mθ (x, 1)
α+1 = α x
α+1 − xα
xα − 1
= 1+ α + 1
2
(x − 1) + (α + 1)(α − 1)
12
(x − 1)2 + o((x − 1)2),
MH(x, 1)
α+1 =
(
2x
x + 1
)α+1
= 1+ α + 1
2
(x − 1) + (α + 1)(α − 2)
8
(x − 1)2 + o((x − 1)2),
which give the desired assertion. 
3. The degree 2 case
A Riemannian manifold said to be complete if the geodesic distance induced from the Riemannian
metric is complete. It is ageneral fact inRiemanniangeometry that ageodesic shortest curve joiningany
two points exists in a complete Riemannian manifold. The next theorem shows that the Riemannian
manifold (Pn,Kφ) treated in Section 2 is never complete except the case of degree θ = 2.
Theorem 3.1. Let M ∈M0, θ ∈ R and φ(x, y) :=M(x, y)θ . Then the Riemannian manifold (Pn,Kφ) is com-
plete if and only if θ = 2.Hence,when θ = 2 (andM ∈M0 is arbitrary), for any A,B ∈ Pn there is a geodesic
shortest curve joining A,B in (Pn,Kφ).
Proof. First assume θ /= 2 and prove the non-completeness of (Pn,Kφ). Let γ (t) :=tI for t > 0, where I
is the n × n identity matrix. Since
‖φ(Lγ (t),Rγ (t))−1/2γ ′(t)‖HS = ‖M(t, t)−θ/2I‖HS = t−θ/2
√
n,
we have∫ 1
0
√
K
φ
γ (t)(γ
′(t), γ ′(t))dt < +∞ if θ < 2,∫ ∞
1
√
K
φ
γ (t)(γ
′(t), γ ′(t))dt < +∞ if θ > 2.
Hence, if we deﬁne Ak :=k−1I if θ < 2 and Ak :=kI if θ > 2, then it follows that {Ak}∞k=1 is Cauchy with
respect to the geodesic distance δφ . Now suppose that δφ(Ak ,A) → 0 for some A ∈ Pn. Since δφ and
‖ · ‖HS (hence also the operator norm ‖ · ‖∞) deﬁne the same topology on Pn (see [21, Chapter IV,
Proposition 3.5]), we must have ‖Ak − A‖∞ → 0. Hence, there is an ε > 0 such that εI  Ak  ε−1I for
all k. This contradicts the choice of Ak , so {Ak} does not converge in (Pn,Kφ).
Next assume θ = 2, and prove that (Pn,Kφ) is complete. To do so, we need a lemma.
Lemma 3.2. If M ∈M0 and φ(x, y) :=M(x, y)2, then δφ(A, I) = ‖ logA‖HS for every A ∈ Pn.
Proof. Wemay assume that A is diagonal. Let γ : [0, 1] → Pn be a C1 curve from A to I, and diagonalize
γ (t), 0 t  1, so that
γ (t) = U(t)Diag(λ1(t), . . . , λn(t))U(t)∗
with λ1(t) · · · λn(t) and unitary matrices U(t). Here one can ﬁx U(t), 0 t  1, so that λ1(t), . . . ,
λn(t) and U(t) are C
1 except branching points of λ1(t), . . . , λn(t) (see [20] for example). Note that the
set of branching points is at most countable. Therefore, for each t except such branching points, we
have
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γ ′(t) = U(t)Diag(λ′1(t), . . . , λ′n(t))U(t)∗ + U ′(t)Diag(λ1(t), . . . , λn(t))U(t)∗
+ U(t)Diag(λ1(t), . . . , λn(t))U ′(t)∗
so that
U(t)∗γ ′(t)U(t) = Diag(λ′1(t), . . . , λ′n(t)) + U(t)∗U ′(t)Diag(λ1(t), . . . , λn(t))
+ Diag(λ1(t), . . . , λn(t))U ′(t)∗U(t).
Since U(t)∗U(t) = I yields that U ′(t)∗U(t) + U(t)∗U ′(t) = O, the diagonal entries of U(t)∗γ ′(t)U(t) are
λ′
1
(t), . . . , λ′n(t). Hence, it follows that
‖φ(Lγ (t),Rγ (t))−1/2γ ′(t)‖HS
=
∥∥∥∥∥∥
[
1
M(λi(t), λj(t))
]
ij
◦ (U(t)∗γ ′(t)U(t))
∥∥∥∥∥∥
HS

√√√√√ n∑
i=1
(
λ′
i
(t)
λi(t)
)2
for all t except a countable set. Since ξ(t) :=Diag(log λ1(t), . . . , log λn(t)) is a curve (continuous in
0 t  1 and C1 except a countable set as mentioned above) from logA to O, we have
Lφ(γ )
∫ 1
0
‖ξ ′(t)‖HS dt 
∥∥∥∥∥
∫ 1
0
ξ ′(t) dt
∥∥∥∥∥
HS
 ‖ logA‖HS.
Furthermore, ifA = Diag(λ1, . . . , λn) and γ0(t) :=A1−t = Diag(λ1−t1 , . . . , λ1−tn ) for 0 t  1, then one can
easily compute
Lφ(γ0) =
√√√√ n∑
i=1
(log λi)
2 = ‖ logA‖HS,
implying δφ(A, I) = ‖ logA‖HS. 
Proof of Theorem 3.1 (continued). Let {Ak} be a δφ-Cauchy sequence in Pn. Since δφ and the operator
norm ‖ · ‖∞ deﬁne the same topology on Pn as mentioned in the ﬁrst part of the proof, it sufﬁces
to prove that ‖Ak − A‖∞ → 0 for some A ∈ Pn. In fact, it is enough to show that there exist a subse-
quence {Akm } of {Ak} and anA ∈ Pn such that ‖Akm − A‖∞ → 0. Since |δφ(Ak , I) − δφ(Al , I)| δφ(Ak ,Al) →
0 as k, l → ∞, it follows from Lemma 3.2 that δφ(Ak , I) = ‖ logAk‖HS is a bounded sequence and so
supk ‖ logAk‖∞ < +∞. Hence, there is an ε > 0 such that εI  Ak  ε−1I for all k. The desired assertion
now follows from the ‖ · ‖∞-compactness of {A ∈ Pn : εI  A ε−1I}. 
Let φG(x, y) denote the degree 2 power of the geometric mean, i.e., φG(x, y) :=MG(x, y)2 = xy. The
metric KφG induced from φG is nothing but the congruence-invariant metric g given in (0.2). The
completeness of the Riemannianmanifold (Pn,KφG )was shown in [9]. Nowwedeﬁne a one-parameter
family of kernel functions
Nα(x, y) :=α(xy)α/2 x − y
xα − yα , x, y > 0, α ∈ R, (3.1)
where N0(x, y) is understood as
N0(x, y) := lim
α→0
Nα(x, y) = x − y
log x − log y (logarithmic mean).
We have N1(x, y) = √xy (geometric mean) and N2(x, y) = 2xy/(x + y) (harmonic mean). Note that
Nα(x, y) is symmetric and homogeneous in the sense of (1) and (2) at the beginning of Section 2 and
N−α(x, y) = Nα(x, y). When α > 2,Nα does not belong toM0 since Nα(x, 1) → 0 as x → ∞. When 0 <
α  2, one caneasily seebyelementary calculus thatNα(x, 1) is increasing in x > 0and1 Nα(x, 1) x
for all x  1. It is also not difﬁcult to see that Nα(x, y) is strictly decreasing in α > 0 for each x, y > 0
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with x /= y. Thus {Nα}0α2 is a family of means inM0 interpolating the logarithmic and the harmonic
means. Furthermore, it is seen as in [23] that Nα is an operator monotone mean for each 0 α  2.
We determine when our Riemannian metric Kφ is a pull-back of KφG up to a multiple constant, and
moreover extend the formula for the geodesic curve in (0.4) and that for the geodesic distance in (0.5)
for g = KφG to the family of metrics induced from the above Nα .
Theorem 3.3. Let M ∈M0, θ ∈ R and φ(x, y) :=M(x, y)θ . Let α > 0. Assume that F is a smooth function
from (0,∞) into itself such that F ′(x) /= 0 for all x > 0. Then the transformation D ∈ Pn → F(D) ∈ Pn is
isometric from (Pn,α2Kφ) into (Pn,KφG ) if and only if θ = 2,α  2, F(x) = cx±α (up to a constant c > 0)
and M = Nα , where α2Kφ is the metric α2KφD(H,K) for D ∈ Pn and H,K ∈ Hn.
In the above case, for every A,B ∈ Pn there exists a unique (up to parametrization) geodesic shortest
curve in (Pn,Kφ) from A to B given by
γ (t) :=(Aα #t Bα)1/α
(
=
(
Aα/2(A−α/2BαA−α/2)tAα/2
)1/α)
and moreover
δφ(A,B) = ‖ log(A−α/2BαA−α/2)1/α‖HS.
Proof. For anyC1 curve γ inPn let ξ(t) :=F(γ (t)). Under the diagonalization γ (t) = UDiag(λ1, . . . , λn)U∗
for each ﬁxed t ∈ [0, 1] we have by (1.2) and (2.8)
‖φ(Lγ (t),Rγ (t))−1/2γ ′(t)‖HS =
∥∥∥∥∥∥
[
1√
φ(λi, λj)
]
ij
◦ (U∗γ ′(t)U)
∥∥∥∥∥∥
HS
,
‖φG(Lξ(t),Rξ(t))−1/2ξ ′(t)‖HS =
∥∥∥∥∥∥∥
⎡⎣ F [1](λi, λj)√
F(λi)F(λj)
⎤⎦
ij
◦ (U∗γ ′(t)U)
∥∥∥∥∥∥∥
HS
.
Hence, the isometry property stated in the theorem implies that
F [1](x, y)√
F(x)F(y)
= ± α√
φ(x, y)
, x, y > 0. (3.2)
When x = y this yields
F ′(x)
F(x)
= ±αx−θ/2, x > 0. (3.3)
Suppose θ /= 2. Then (3.3) is solved as
F(x) = c exp
(
± 2α
2− θ x
2−θ
2
)
with a constant c > 0. By this and (3.2), φ(x, 1) is written as
φ(x, 1) = α2eβ e
βxr (x − 1)2
(eβx
r − eβ)2 with r :=
2− θ
2
, β := ± 2α
2− θ .
For both ± signs in the definition of β, all the cases except θ = 2 are excluded as follows: If 0  θ < 2,
then φ(x, 1) → 0 as x → ∞. But this is inconsistent with φ(x, 1) = M(x, 1)θ  1 for x  1. If θ < 0, then
x−θφ(x, 1) → 0 as x → ∞, which is inconsistent with φ(x, 1) = M(x, 1)θ  xθ for x  1. If θ > 2, then
x−θφ(x, 1) → 0 as x → 0, which is also inconsistent with φ(x, 1) xθ for 0 < x  1. Therefore, θ = 2
must hold. When θ = 2, the solution of (3.3) is F(x) = cx±α with a constant c > 0. This and (3.2) deter-
mine M as M = Nα since N−α = Nα . Then α obeys the restriction α  2 as shown before the theorem.
It is immediate to see that the isometry property actually holds if θ ,α, F and M are as stated in the
theorem.
Whenα2Kφ is apull-backofKφG as above, a geodesic shortest curve in (Pn,Kφ) joiningeachA,B ∈ Pn
is uniquely determined as the image under D → D1/α of that in (Pn,KφG ) joining Aα ,Bα . Thanks to (0.4)
its explicit form is
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γ (t) :=(Aα #t Bα)1/α , 0 t  1.
Furthermore, thanks to (0.5) it is also immediate to see that
δφ(A,B) = 1
α
δφG (A
α ,Bα) = 1
α
‖ log(A−α/2BαA−α/2)‖HS
= ‖ log(A−α/2BαA−α/2)1/α‖HS,
as required. 
It is desirable to prove the uniqueness of geodesic shortest curves for allmetrics treated in Theorem
3.1 in the degree 2 case.
We write ψα for φ arising in Theorem 3.3, i.e.,
ψα(x, y) :=Nα(x, y)2 = α2(xy)α
(
x − y
xα − yα
)2
, 0 < α  2. (3.4)
It is worth noting that the geodesic shortest path and its distance in (Pn,Kψα ) converge as α ↘ 0 to
those in (Pn,KφL ), where φL(x, y) :=ML(x, y)2, the degree 2 power of the logarithmic mean. Namely, we
have
lim
α↘0
(Aα #t B
α)1/α = exp((1− t) logA + t log B), 0 t  1,
lim
α↘0
‖ log(A−α/2BαA−α/2)1/α‖HS = ‖ logA − log B‖HS
(see the θ = 2 case of Theorem 2.1). In fact, the latter follows from a version of the Lie-Trotter formula
lim
α→0
(A−α/2BαA−α/2)1/α = exp(− logA + log B)
and the former is its modiﬁcation (see [19, Lemma 3.3]). It is also worthwhile to note that
‖ log(A−α/2BαA−α/2)1/α‖HS is increasing inα > 0due toAraki’s log-majorization [4] (see also [2]).Hence,
δψα (A,B) decreases to δφL (A,B) as α ↘ 0 while ψα(x, y) increases to φL(x, y) as α ↘ 0. In fact, this kind of
comparison property is true in general as we will see in the subsequent sections.
When A1, . . . ,Ak ∈ Pn, since the arithmetic mean 1k
∑k
j=1 Aj is the unique minimizer of
A ∈ Pn → ∑kj=1 ‖A − Aj‖2HS, it is immediate from Theorem 2.1 that a certain power mean(
1
k
∑k
j=1 A
2−θ
2
j
) 2
2−θ
(understood as exp
(
1
k
∑n
j=1 logAj
)
if θ = 2) is determined as a unique minimizer
of A ∈ Pn → ∑kj=1 δ2φθ (A,Aj). Let G(A1, . . . ,Ak) be the “geometric mean" introduced in [9,8], i.e., the
unique minimizer of A → ∑kj=1 δ2M2
G
(A,Aj). It is also immediately seen from Theorem 3.3 that
G(Aα
1
, . . . ,Aα
k
)1/α is a unique minimizer of A → ∑kj=1 δ2ψα (A,Aj), which is regarded as a k-variable
extension of (Aα #Bα)1/α .
4. Comparison property
The aimof this section is to compare the geodesic distances for differentRiemannianmetrics related
to means inM0. The following is a result of this kind for general kernel metrics.
Theorem 4.1. Let φ(1),φ(2) : (0,∞) × (0,∞) → (0,∞) be smooth symmetric kernel functions. Then the
following conditions are equivalent:
(i) φ(1)(x, y) φ(2)(x, y) for all x, y > 0;
(ii) K
φ(1)
D (H,H) K
φ(2)
D (H,H) for all D ∈ Pn and H ∈ Hn;
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(iii) Lφ(1) (γ ) Lφ(2) (γ ) for all C1 curve γ inPn;
(iv) δφ(1) (A,B) δφ(2) (A,B) for all A,B ∈ Pn.
Hence, the respective conditions with equality in place of inequality in (i)–(iv) are equivalent.
The next lemma is useful to prove the theorem while it is meaningful by itself.
Lemma 4.2. Let φ : (0,∞) × (0,∞) → (0,∞) be a smooth symmetric kernel function. Then for every D ∈
Pn and H ∈ Hn,
lim
ε↘0
δφ(D,D + εH)
ε
= ‖φ(LD,RD)−1/2H‖HS.
Proof. First recall that if T is a linear operator on the Hilbert space (Mn, 〈·, ·〉HS) represented as the
Schur multiplication by a matrix [tij] ∈ Hn, then T 0 if and only if tij  0 for all i, j = 1, . . . ,n. We
denote by I the identity operator on (Mn, 〈·, ·〉HS), which is represented as the Schur multiplication
by the matrix of all entries equal to 1. To prove the lemma, we may assume that D = Diag(λ1, . . . , λn).
Since
φ(LD,RD)
−1H =
[
φ(λi, λj)
−1]
ij
◦ H, H ∈ Hn,
it follows that
φ(LD,RD)
−1 
(
min
1i,jn
φ(λi, λj)
−1
)
I
as operators on (Mn, 〈·, ·〉HS). For each ρ > 0 with ρ < mini,j φ(λi, λj)−1, since A ∈ Pn → φ(LA,RA) is
continuous, there exists an r1 > 0 such that if A ∈ Pn and ‖A − D‖HS < r1 then
‖φ(LA,RA)−1 − φ(LD,RD)−1‖∞ < ρ,
where ‖ · ‖∞ denotes the operator norm for operators on (Mn, 〈·, ·〉HS). Furthermore, since δφ and ‖ · ‖HS
deﬁne the same topology onPn (see [21, Chapter IV, Proposition 3.5]), there exists an r0 > 0 such that
if A ∈ Pn and δφ(A,D) < r0 then ‖A − D‖HS < r1.
Now let H ∈ Hn and ε > 0 be sufﬁciently small so that δφ(D,D + εH) < r0 and ε‖H‖HS < r1. Let
γ : [0, 1] → Pn be any C1 curve from D to D + εH such that Lφ(γ ) < r0. Since δφ(γ (t),D) < r0 and so
‖γ (t) − D‖HS < r1 for all 0 t  1, we have
Lφ(γ ) =
∫ 1
0
√
〈γ ′(t),φ(Lγ (t),Rγ (t))−1γ ′(t)〉HS dt

∫ 1
0
√
〈γ ′(t), (φ(LD,RD)−1 − ρI)γ ′(t)〉HS dt
=
∫ 1
0
‖(φ(LD,RD)−1 − ρI)1/2γ ′(t)‖HS dt
 ‖(φ(LD,RD)−1 − ρI)1/2(εH)‖HS
= ε
∥∥∥∥[(φ(λi, λj)−1 − ρ)1/2]ij ◦ H
∥∥∥∥
HS
.
In the above, note that φ(LD,RD)
−1 − ρI 0 on (Mn, 〈·, ·〉HS) since ρ < mini,j φ(λi, λj)−1. Also, the
second inequality above follows since
∫ 1
0 ‖(φ(LD,RD)−1 − ρI)1/2γ ′(t)‖HS dt is the length of the curve
(φ(LD,RD)
−1 − ρI)1/2γ (t), 0 t  1, from (φ(LD,RD)−1 − ρI)1/2D to (φ(LD,RD)−1 − ρI)1/2(D + εH)
in the Euclidean space (Hn, ‖ · ‖HS) and it is shortest if γ is the segment between D and D + εH. Taking
the infimum of Lφ(γ ) gives
δφ(D,D + εH) ε
∥∥∥∥[(φ(λi, λj)−1 − ρ)1/2]ij ◦ H
∥∥∥∥
HS
.
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On the other hand, let γ0(t) :=D + tεH. Since ‖γ0(t) − D‖HS  ε‖H‖HS < r1 for 0 t  1, we have
δφ(D,D + εH) Lφ(γ0)
=
∫ 1
0
√
〈γ ′
0
(t),φ(Lγ0(t),Rγ0(t))
−1γ ′
0
(t)〉HS dt

∫ 1
0
√
〈γ ′
0
(t), (φ(LD,RD)−1 + ρI)γ ′0(t)〉HS dt
= ‖(φ(LD,RD)−1 + ρI)1/2(εH)‖HS
= ε
∥∥∥∥[(φ(λi, λj)−1 + ρ)1/2]ij ◦ H
∥∥∥∥
HS
.
Since ρ is arbitrary,
lim
ε↘0
δφ(D,D + εH)
ε
=
∥∥∥∥[φ(λi, λj)−1/2]ij ◦ H
∥∥∥∥
HS
= ‖φ(LD,LD)−1/2H‖HS. 
ProofofTheorem4.1. (i)⇒ (ii) is immediately seen thanks to (1.1) and (1.2). (ii)⇒ (iii)⇒ (iv) is obvious.
Finally, assume (iv) and apply Lemma 4.2 to obtain
‖φ(1)(LD,RD)−1/2H‖HS  ‖φ(2)(LD,RD)−1/2H‖HS (4.1)
for all D ∈ Pn and H ∈ Hn (i.e., (ii) holds). When D :=
[
x 0
0 y
]
⊕ In−2 with x, y > 0 and H :=
[
0 1
1 0
]
⊕
On−2, (4.1) implies (i). 
Corollary 4.3. Let φ(k), k = 1, 2, be as in Theorem 4.1 and G be as in Theorem 1.3. Then the following
conditions are equivalent:
(i) φ(1)(x, y) = φ(2)(G(x),G(y))/G[1](x, y)2 for all x, y > 0;
(ii) D ∈ Pn → G(D) ∈ Pn gives rise to an isometry between the Riemannian metrics Kφ(1) and Kφ(2) , i.e.,
K
φ(1)
D (H,K) = Kφ
(2)
G(D)
(DG(D)(H),DG(D)(K)) for all D ∈ Pn and H,K ∈ Hn;
(iii) Lφ(1) (γ ) = Lφ(2) (G(γ )) for all C1 curve γ inPn;
(iv) D ∈ Pn → G(D) ∈ Pn gives rise to an isometry between the geodesic distances δφ(1) and δφ(2) , i.e.,
δφ(1) (A,B) = δφ(2) (G(A),G(B)) for all A,B ∈ Pn.
Proof. Theorem 1.3 says that the pull-back of the metric Kφ
(2)
under D → G(D) is the kernel metric Kψ
with
ψ(x, y) := φ
(2)(G(x),G(y))
G[1](x, y)
, x, y > 0.
Note that
K
ψ
D (H,K) = Kφ
(2)
G(D)
(DG(D)(H),DG(D)(K)), D ∈ Pn, H,K ∈ Hn,
and hence Lψ(γ ) = Lφ(2) (G(γ )) for every C1 curve γ in Pn and δψ (A,B) = δφ(2) (G(A),G(B)) for every
A,B ∈ Pn. Hence, the corollary follows from the equivalence of the equality versions of (i)–(iv) of
Theorem 4.1 applied to φ(1) and ψ . 
Remark 4.4. LetM(1),M(2) ∈M0, θ1, θ2 ∈ R andφ(k)(x, y) :=M(k)(x, y)θk , k = 1, 2. Then it is easy to check
that condition (i) (hence also (ii)–(iv)) of Theorem 4.1 is equivalent to
(i′) θ1 = θ2 = 0, or θ1 = θ2 > 0andM(1)(x, 1) M(2)(x, 1) for all x > 0, or θ1 = θ2 < 0andM(1)(x, 1)
M(2)(x, 1) for all x > 0.
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Remark 4.5. LetDn :={D ∈ Pn : TrD = 1}, a submanifold ofPn, and φ(k), k = 1, 2, be as in Remark 4.4.
One can replace (Pn,Hn) by (Dn,Hn RI) and slightly modify the proof of Theorem 4.1 to show that
conditions (i)–(iv) of Theorem 4.1 are also equivalent to the following conditions reduced onDn:
(iii′) Lφ(1) (γ ) Lφ(2) (γ ) for all C1 curve γ inDn;
(iv′) δD
φ(1)
(A,B) δD
φ(2)
(A,B) for all A,B ∈Dn, where δDφ (A,B) denotes the geodesic distance in the Rie-
mannian manifold (Dn,Kφ).
By Theorem 2.1 and Remark 4.4 we have:
Corollary 4.6. Let M ∈M0, θ ∈ R and φ(x, y) :=M(x, y)θ , and let φθ be given in (2.10). If φ(x, y) φθ (x, y)
for all x, y > 0, then for every A,B ∈ Pn,
δφ(A,B) δφθ (A,B) =
{
2
|2−θ |
∥∥∥A 2−θ2 − B 2−θ2 ∥∥∥
HS
if θ /= 2,
‖ logA − log B‖HS if θ = 2.
(4.2)
If φ(x, y) φθ (x, y) for all x, y > 0, then the reversed inequality holds in (4.2).
The next theorem is a reﬁnement of Corollary 4.6 with strict inequality under additional assump-
tions.
Theorem 4.7. LetM, θ ,φ and φθ be as in Corollary 4.6. Assume that A,B ∈ Pn are not commuting, i.e., AB /=
BA. If φ(x, y) < φθ (x, y) for all x, y > 0with x /= y, then δφ(A,B) > δφθ (A,B). Similarly, δφ(A,B) < δφθ (A,B) if
φ(x, y) > φθ (x, y) for all x, y > 0 with x /= y.
To prove the theorem, we need a simple lemma.
Lemma 4.8. Letφ(k), k = 1, 2,beas inRemark4.4,andassume thatφ(1)(x, y) < φ(2)(x, y) for all x, y > 0with
x /= y. If γ : [0, 1] → Pn is a C1 curve and γ (t)γ ′(t) /= γ ′(t)γ (t) for some t ∈ [0, 1], then Lφ(1) (γ ) > Lφ(2) (γ ).
Proof. It sufﬁces to show that if D ∈ Pn and H ∈ Hn are not commuting, then
‖φ(1)(LD,RD)−1/2H‖HS > ‖φ(2)(LD,RD)−1/2H‖HS.
To prove this, we may assume that D = Diag(λ1, . . . , λn). Then DH /= HD means that Hij /= 0 for some
(i, j) with λi /= λj , where H = [Hij]. Since φ(1)(λi, λj) < φ(2)(λi, λj) for such (i, j), it obviously follows that
‖φ(1)(LD,RD)−1/2H‖2HS =
n∑
i,j=1
|Hij|2
φ(1)(λi, λj)
>
n∑
i,j=1
|Hij|2
φ(2)(λi, λj)
= ‖φ(2)(LD,RD)−1/2H‖2HS,
as required. 
Proof of Theorem 4.7. Assume that φ(x, y) < φθ (x, y) for all x /= y and on the contrary that δφ(A,B) =
δφθ (A,B). Choose a sequence {γk} of C1 curves from A to B such that Lφ(γk) → δφθ (A,B) as k → ∞. The
following proof is given in the case θ /= 2 but the case θ = 2 is similar with obvious modiﬁcations. Let
ξk(t) :=γk(t)
2−θ
2 for 0 t  1. Since Remark 4.4 gives
δφθ (A,B) Lφθ (γk) Lφ(γk) −→ δφθ (A,B)
so that by Theorem 2.1
|2− θ |
2
Lφθ (γk) =
∫ 1
0
‖ξ ′k(t)‖HS dt −→
∥∥∥A 2−θ2 − B 2−θ2 ∥∥∥
HS
as k → ∞.
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By reparametrizing ξk(t)’s (hence γk(t)’s) one may assume that each ξk has a constant speed, i.e.,
‖ξ ′k(t)‖HS =
|2− θ |
2
Lφθ (γk), 0 t  1.
Set α :=
∥∥∥A 2−θ2 − B 2−θ2 ∥∥∥
HS
and H0 :=α−1
(
B
2−θ
2 − A 2−θ2
)
, a unit vector in (Hn, 〈·, ·〉HS). We notice∫ 1
0
(
1−
〈
ξ ′
k
(t)
‖ξ ′
k
(t)‖HS ,H0
〉
HS
)
dt = 1− 2|2− θ |Lφθ (γk)
〈
B
2−θ
2 − A 2−θ2 ,H0
〉
HS
= 1− 2α|2− θ |Lφθ (γk)
−→ 0 as k → ∞.
Hence, by taking a subsequence, one can assume that∥∥∥∥∥ ξ ′k(t)‖ξ ′
k
(t)‖HS − H0
∥∥∥∥∥
2
HS
= 2
(
1−
〈
ξ ′
k
(t)
‖ξ ′
k
(t)‖HS ,H0
〉
HS
)
−→ 0 a.e. t ∈ [0, 1].
Since ‖ξ ′
k
(t)‖HS = 2−1|2− θ |Lφθ (γk) → α, this means that∥∥∥ξ ′k(t) − (B 2−θ2 − A 2−θ2 )∥∥∥HS −→ 0 a.e. t ∈ [0, 1], (4.3)
which implies also that for every 0  t  1,∥∥∥ξk(t) − ((1− t)A 2−θ2 + tB 2−θ2 )∥∥∥
HS
=
∥∥∥∥∫ t
0
(
ξ ′k(s) −
(
B
2−θ
2 − A 2−θ2
))
ds
∥∥∥∥
HS

∫ t
0
‖ξ ′k(s) −
(
B
2−θ
2 − A 2−θ2
)
‖HS ds −→ 0. (4.4)
Nowdeﬁne ξ0(t) :=(1− t)A
2−θ
2 + tB 2−θ2 and γ0(t) :=ξ0(t)
2
2−θ .WithGθ (x) :=x
2
2−θ one can apply (2.8), (4.3)
and (4.4) to obtain
‖φ(Lγ0(t),Rγ0(t))−1/2γ ′0(t)‖HS
= ‖φ(LGθ (ξ0(t)),RGθ (ξ0(t)))−1/2G[1]θ (Lξ0(t),Rξ0(t))ξ ′0(t)‖HS
= lim
k→∞
‖φ(LGθ (ξk(t)),RGθ (ξk(t)))−1/2G[1]θ (Lξk(t),Rξk(t))ξ ′k(t)‖HS
= lim
k→∞
‖φ(Lγk(t),Rγk(t))−1/2γ ′k(t)‖HS
for a.e. t ∈ [0, 1]. Fatou’s lemma yields
Lφ(γ0) lim inf
k→∞
Lφ(γk) = δφθ (A,B) = Lφθ (γ0) (4.5)
thanks to Theorem 2.1. Here it is clear that ξ0(t) and ξ
′
0
(t) are not commuting for any 0 t  1. Hence,
γ0(t) and γ
′
0
(t) never commute for 0 t  1. In fact, this is seen because ξ ′
0
(t) can be approximated by
polynomials of γ0(t) and γ
′
0
(t) thanks to (2.7) applied to ξ0(t) = G−1θ (γ0(t)) so that γ0(t)γ ′0(t) = γ ′0(t)γ0(t)
implies ξ0(t)ξ
′
0
(t) = ξ ′
0
(t)ξ0(t). Hence, (4.5) contradicts the conclusion of Lemma 4.8.
The proof of the second assertion is easy. Assume that φ(x, y) > φθ (x, y) for all x /= y, and let γ0(t)
be same as in the proof of the ﬁrst assertion. Since γ0(t) and γ
′
0
(t) never commute for 0 t  1 as
mentioned above, Lemma 4.8 again implies that
δφ(A,B) Lφ(γ0) < Lφθ (γ0) = δφθ (A,B),
as required. 
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The above proof of the ﬁrst assertion is a bit involved. The proofwould bemuch simpler if a geodesic
shortest path joining A and B exists in (Pn,Kφ), which is not known at the moment.
Example 4.9. The following are examples of the inequality given inCorollary 4.6 in the cases of familiar
means. In fact, these are immediate consequences of Corollary 4.6 and Lemma2.2 togetherwith (2.11)–
(2.14) and Lemma 2.5. Furthermore, Theorem 4.7 shows that all inequalities in the following become
strict if A,B are not commuting and the respective closed range of θ is replaced by the open range.
(1) For the θ-powerMθ
A
(x, y) =
(
x+y
2
)θ
of the arithmetic mean,
δMθ
A
(A,B)
{ δφθ (A,B) if θ  −2, θ  0,
 δφθ (A,B) if − 2 θ  0.
(2) For the θ-powerMθ√ (x, y) =
(√
x+√y
2
)2θ
of the root mean,
δMθ√ (A,B)
{ δφθ (A,B) if θ  0, θ  1,
 δφθ (A,B) if 0 θ  1.
(3) For the θ-powerMθL (x, y) =
(
x−y
log x−log y
)θ
of the logarithmic mean,
δMθ
L
(A,B)
{ δφθ (A,B) if θ  0, θ  2,
 δφθ (A,B) if 0 θ  2.
(4) For the θ-powerMθ
G
(x, y) = (xy)θ/2 of the geometric mean,
δMθ
G
(A,B)
{ δφθ (A,B) if θ  0, θ  4,
 δφθ (A,B) if 0 θ  4.
(5) For the θ-powerMθH(x, y) =
(
2xy
x+y
)θ
of the harmonic mean,
δMθ
H
(A,B)
{ δφθ (A,B) if θ  0,
 δφθ (A,B) if 0 θ  10.
For any θ ∈ R,MH(x, 1) < Mθ (x, 1) holds for large x > 0 since limx→∞ Mθ (x, 1) = +∞ while
limx→∞ MH(x, 1) = 2. From this and Lemma 2.5 we observe that δMθ
H
(A,B) and δφθ (A,B) are not
comparable when θ > 10.
In the case θ = 2 the above example (4) with (0.5) says that
‖ log(A−1/2BA−1/2)‖HS  ‖ logA − log B‖HS, A,B ∈ Pn.
This is the so-called exponential metric increasing (EMI) property discussed in [7,9], whose former
description is found in [30, Section 3]. On the other hand, for instance, (1) says that
δM2
A
(A,B) ‖ logA − log B‖HS, A,B ∈ Pn,
whichmaybecalled the“exponentialmetricdecreasing"property. In thecase θ = 1theaboveexamples
give
δMH (A,B) δMG (A,B) δML (A,B) 2‖A1/2 − B1/2‖HS  δMA (A,B),
which may be called the “square metric increasing/decreasing" properties.
In the particular case where φ(x, y) = M(x, y) (of degree θ = 1) is an operator monotone mean, i.e.,
M(x, 1) is a standard operator monotone function andmoreover A,B are commuting, the next theorem
gives the exact formula for δM(A,B) independently of the choice ofM. It seems that this independence
ofM is reﬂected by the uniqueness of a monotone Riemannian metric in the classical case (see [35]).
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Theorem 4.10. Let M ∈M0 and assume that M(x, 1) is an operator monotone function. If A,B ∈ Pn are
commuting, then
δM(A,B) = 2‖A1/2 − B1/2‖HS,
and a geodesic shortest curve from A to B is given by
γA,B(t) :=
(
(1− t)A1/2 + tB1/2
)2
, 0 t  1, (4.6)
independently of the choice of M as above. Furthermore, this γA,B is a unique (up to parametrization)
geodesic shortest curve from A to B whenever M /= MA, the arithmetic mean.
First we recall that the assumption of the operator monotonicity of M(x, 1) implies that KM is a
monotone metric [35] (see also Introduction). Without this assumption we give a small lemma.
Lemma 4.11. Assume that γ : [0, 1] → Pn is a C1 curve and γ (t)γ ′(t) = γ ′(t)γ (t) for all t ∈ [0, 1]. Let
ξ(t) :=γ (t)1/2. Then LM(γ ) = 2
∫ 1
0 ‖ξ ′(t)‖HS dt for all M ∈M0.
Proof. Since M(x, x) = x for all x > 0, we note that ‖M(LD,RD)−1/2H‖HS is independent of the choice
ofM whenever D ∈ Pn andH ∈ Hn are commuting. This implies that LM(γ ) is independent ofM ∈M0
if γ is as stated in the lemma. Hence, the θ = 1 case of Theorem 2.1 implies that
LM(γ ) = LM√ (γ ) = 2
∫ 1
0
‖ξ ′(t)‖HS dt,
whereM√ is the root mean given in (2.12). 
Proof of Theorem 4.10. Assume that AB = BA, and let γA,B be as given in the theorem. By Lemma 4.11
and Theorem 2.1 we have
LM(γA,B) = LM√ (γA,B) = 2‖A1/2 − B1/2‖HS
so that δM(A,B) 2‖A1/2 − B1/2‖HS. To prove the converse, let  denote the conditional expectation
(with respect to Tr) ofMn onto the commutative subalgebra generated by A,B, and let γ : [0, 1] → Pn
be an arbitrary C1 curve from A to B. Then(γ ) is a C1 curve inPn from A to B. Since KM is a monotone
metric as mentioned before Lemma 4.11, we have
KM(γ (t))((γ
′(t)),(γ ′(t))) KMγ (t)(γ ′(t), γ ′(t)), 0 t  1,
so that Lφ((γ )) Lφ(γ ). Therefore,wemay assume that γ (t)’s are in a commutative subalgebra.When
ξ(t) :=γ (t)1/2, it then follows from Lemma 4.11 that
LM(γ ) = 2
∫ 1
0
‖ξ ′(t)‖HS dt  2‖A1/2 − B1/2‖HS. (4.7)
Hence, δφ(A,B) = 2‖A1/2 − B1/2‖HS and γA,B is a common geodesic shortest curve from A to B for all
metrics KM with operator monotoneM.
Next, we show the last assertion on the uniqueness of a geodesic curve. SinceMA is the largest stan-
dard operatormonotone function andM /= MA, we note thatM(x, 1) < MA(x, 1) for all x > 0with x /= 1.
In fact, if M(x0, 1) = MA(x0, 1) for some x0 > 0 with x0 /= 1, then the concavity of M(x, 1) implies that
M(x, 1) = MA(x, 1) for all x between1 and x0. Hence, the analyticity ofM(x, 1) givesM = MA. Now let γ1 :
[0, 1] → Pn be a C1 curve from A to B such that LM(γ1) = 2‖A1/2 − B1/2‖HS. Since LM(γ1) LMA (γ1) by
Remark 4.4 and LMA (γ1) 2‖A1/2 − B1/2‖HS by (4.7), we have LM(γ1) = LMA (γ1). Hence, it follows from
Lemma4.8 that γ1(t)γ
′
1
(t) = γ ′
1
(t)γ1(t) for all t ∈ [0, 1]. Lemma4.11 in turn implies that
∫ 1
0 ‖ξ ′1(t)‖HS dt =
‖A1/2 − B1/2‖HS, where ξ1(t) :=γ1(t)1/2. Therefore, we have ξ1(t) = (1− t)A1/2 + tB1/2, 0 t  1, so
that γ1 = γA,B. 
When M = MA and A,B are commuting, it is not known whether γA,B given in (4.6) is a unique
geodesic shortest path joining A,B. To prove this, we probably need to examine the equality case in
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the monotonicity of KMD (H,H) under conditional expectation. Another problem for commuting A,B is
whether γA,B gives a geodesic shortest path for any metric K
M with M ∈M0 that is not necessarily
operator monotone.
We close the section with a result on comparison of skew informations given in (0.9) though apart
from Riemannian metrics.
Proposition 4.12. Let f andg be twostandardoperatormonotone functions thatare regular, i.e., f (0), g(0) >
0. Then I
f
D(K) I
g
D(K) for all D ∈ Pn and K ∈ Hn if and only if f (0)/f (x) g(0)/g(x) for all x > 0.
Proof. Assume that I
f
D(K) I
g
D(K) for allD ∈ Pn and K ∈ Hn. From the expression in (0.10) for diagonal
D, it follows that
f (0)
(x − y)2
yf (x/y)
 g(0) (x − y)
2
yg(x/y)
, x, y > 0,
since f , g are standard so that yf (x/y) = xf (y/x) and yg(x/y) = xg(y/x). Hence, we have f (0)/f (x)
g(0)/g(x) for all x > 0. The converse implication is directly seen from definition (0.9). 
For example, as for fp = f1−p, 0 < p 1/2, given in (0.8), fp(0)/fp(x) is increasing in p ∈ (0, 1/2] so
that the Wigner–Yanase–Dyson skew information IWYDD (p,K) is increasing in p ∈ (0, 1/2] for ﬁxed D
and K . (See [5] for this and a comparison result of different type for quantum skew informations.)
5. Unitarily invariant norms
Let ||| · ||| be a unitarily invariant norm on matrices, that is, ||| · ||| is a norm onMn,n ∈ N, such that
|||UXV ||| = |||X||| for all X ,U,V ∈ Mn with U,V unitaries. The Hilbert–Schmidt norm ‖ · ‖HS is a special
example of such norms. When a smooth symmetric kernel function φ : (0,∞) × (0,∞) → (0,∞) is
given, replacing ‖ · ‖HS by ||| · ||| in (1.3) we deﬁne the length
Lφ,|||·|||(γ ) :=
∫ 1
0
|||φ(Lγ (t),Rγ (t))−1/2γ ′(t)||| dt
of a C1 curve γ : [0, 1] → Pn. The distance δφ,|||·|||(A,B) between A,B ∈ Pn is the infimum of Lφ,|||·|||(γ )
over all C1 curves γ from A to B. The manifold Pn with the distance δφ,|||·||| is no longer a Riemannian
manifold but a certain manifold of Finsler type. Such manifolds have been studied by several authors,
for example, see [11,12] for the operator norm (in a C∗-algebra) and [13] for unitarily invariant norms.
In this section,we show thatmany results in the previous sections hold true evenwhen theHilbert–
Schmidt norm ‖ · ‖HS is replaced by a general unitarily invariant norm ||| · |||. First, Theorem 2.1 can be
extended as follows. We omit the proof that is essentially same as the second proof of Theorem 2.1.
Proposition 5.1. Let ||| · ||| be any unitarily invariant norm. Let M, θ ,φ and F be as in Theorem 2.1. Then
the transformation D ∈ Pn → F(D) ∈ Hn is isometric from (Pn, δφ,|||·|||) into (Hn, ||| · |||) if and only if F is
in the form (2.1) and M = Mθ (so φ = φθ ). Moreover, for every A,B ∈ Pn,
δφθ ,|||·|||(A,B) =
{
2
|2−θ |
∣∣∣∥∥∥A 2−θ2 − B 2−θ2 ∥∥∥∣∣∣ if θ /= 2,
||| logA − log B||| if θ = 2, (5.1)
and this distance is attained by the curve given in (2.3).
Remark 5.2. Although the distance in (Pn, δφθ ,|||·|||) is determined as in (5.1), a curve of shortest length
is not necessarily unique (up to parametrization) in Proposition 5.1 unlike Theorem 2.1 in the Rie-
mannian metric case. For example, when ||| · ||| is the p-norm ‖H‖p = (Tr |H|p)1/p with 1 < P < ∞, a
curve of shortest length in (Pn, δφθ ,‖·‖p ) joining any two points is unique.When ||| · ||| is the trace-norm
‖ · ‖1, let A :=Diag(1, 2) and B :=Diag(2, 1). Then the distance δ‖·‖1 (A,B) in (Pn, ‖ · ‖1) is ‖A − B‖1 = 2.
For each increasing C1 functions f , g : [0, 1] → [0, 1] with f (0) = g(0) = 0 and f (1) = g(1) = 1, deﬁne
F. Hiai, D. Petz / Linear Algebra and its Applications 430 (2009) 3105–3130 3127
γ (t) :=Diag(1+ f (t), 2− g(t)) for 0 t  1. Then γ is a C1 curve inPn joining A,B, and the length of γ
in (Pn, ‖ · ‖1) is
L‖·‖1 (γ ) =
∫ 1
0
‖γ ′(t)‖1 dt =
∫ 1
0
(f ′(t) + g′(t)) dt = 2.
So inﬁnitely many curves of shortest length exist in (Pn, δ‖·‖1 ) and hence in (Pn, δφθ ,‖·‖1 ) for each θ
by Proposition 5.1. The situation is same for the operator norm ‖ · ‖∞ as well. The existence of such
inﬁnitelymany curves of shortest length is a typical non-Riemannian phenomenon aswas exempliﬁed
in [31, Lemma 1.3] in a convex cone of a very general nature.
The next comparison property is a partial extension of Theorem4.1 (Remark 4.4). An essential point
of the proof is similar to that of [17, Theorem 1.1].
Proposition 5.3. Let M(1),M(2) ∈M0, θ ∈ R and φ(k)(x, y) :=Mk(x, y)θ , k = 1, 2. Then the following con-
ditions are equivalent:
(i) (M(1)(et , 1)/M(2)(et , 1))θ/2 is a positive definite function onR;
(ii) Lφ(1) ,|||·|||(γ ) Lφ(2) ,|||·|||(γ ) for all C1 curve γ inPn and for any unitarily invariant norm ||| · |||;
(iii) Lφ(1) ,‖·‖∞ (γ ) Lφ(2) ,‖·‖∞ (γ ) for all C1 curve γ inPn and for the operator norm ‖ · ‖∞.
Proof. (i)⇒ (ii). It sufﬁces to show that (i) implies that
|||φ(1)(LD,RD)−1/2H||| |||φ(2)(LD,RD)−1/2H||| (5.2)
for all D ∈ Pn and H ∈ Hn. To do this, one may assume that D = Diag(λ1, . . . , λn). By (1.2) notice that
φ(2)(LD,RD)
−1/2H =
⎡⎣(φ(1)(λi, λj)
φ(2)(λi, λj)
)1/2⎤⎦
ij
◦ (φ(1)(LD,RD)−1/2H)
and (
φ(1)(λi, λj)
φ(2)(λi, λj)
)1/2
=
(
M(1)(λi/λj , 1)
M(2)(λi/λj , 1)
)θ/2
=
(
M(1)(elog λi−log λj , 1)
M(2)(elog λi−log λj , 1)
)θ/2
. (5.3)
Since (i) implies that
[
(φ(1)(λi, λj)/φ
(2)(λi, λj)
1/2
]
ij
is a positive definite matrix with all diagonal entries
equal to 1, (5.2) is obtained (see [8, 1.4.1] for example).
(ii)⇒ (iii) is trivial.
(iii)⇒ (i). For k = 1, 2, since D ∈ Pn → φ(k)(LD,RD) is continuous, it is obvious that
lim
ε↘0
Lφ(k) ,‖·‖∞ ([D,D + εH])
ε
= ‖φ(k)(LD,RD)−1/2H‖∞
for all D ∈ Pn and H ∈ Hn, where [D,D + εH] denotes the straight segment D + tεH, 0 t  1. Hence,
condition (iii) implies that
‖φ(1)(LD,RD)−1/2H‖∞  ‖φ(2)(LD,RD)−1/2H‖∞, D ∈ Pn, H ∈ Hn.
When D = Diag(λ1, . . . , λn), this means that
‖H‖∞ 
∥∥∥∥∥∥∥
⎡⎣(φ(1)(λi, λj)
φ(2)(λi, λj)
)1/2⎤⎦
ij
◦ H
∥∥∥∥∥∥∥∞
, H ∈ Hn.
Now the proof of [17, Theorem 1.1] shows that
[
(φ(1)(λi, λj)/φ
(2)(λi, λj))
1/2
]
ij
is positive semidefinite,
which means (i) thanks to (5.3). 
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Remark 5.4. The geodesic distance versions of the above (ii) and (iii) are
(iv) δφ(1) ,|||·|||(A,B) δφ(2) ,|||·|||(A,B) for all A,B ∈ Pn and for any unitarily invariant norm ||| · |||;
(v) δφ(1) ,‖·‖∞ (A,B) δφ(2) ,‖·‖∞ (A,B) for all A,B ∈ Pn.
It is obvious that (ii)⇒ (iv) and (iii)⇒ (v). It may be expected that (iv) and (v) are also equivalent to
the conditions of Proposition 5.3. This would be proved as in the proof of (iii)⇒ (i) if we have
lim
ε↘0
δφ,‖·‖∞ (D,D + εH)
ε
= ‖φ(LD,RD)−1/2H‖∞
for all D ∈ Pn,H ∈ Hn and for φ = Mθ with M ∈M0. Although the above convergence for ‖ · ‖HS is in
Lemma 4.2, we do not know whether it is also true for ‖ · ‖∞.
ForM(1),M(2) ∈M0 consider the following conditions:
(a) M(1)(x, 1) M(2)(x, 1) for all x > 0;
(b) M(1)(et , 1)/M(2)(et , 1) is positive definite onR (in this case we writeM(1)  M(2));
(c) M(1)(et , 1)/M(2)(et , 1) is inﬁnitely divisible in the sense that(
M(1)(et , 1)
M(2)(et , 1)
)r
is positive definite onR for any r > 0 (in this case we writeM(1)  M(2)).
Obviously, (c) ⇒ (b) ⇒ (a). Condition (a) appeared in Remark 4.4 while (b) is in the case θ = 2 of
Proposition 5.3. We also note that (b) played an essential role in [17,18]. It was recently observed in
[10,22] that the stronger condition (c) is even satisﬁed for many cases where M(1),M(2) ∈M0 satisfy
(b). In fact, Kosaki [24] communicated to us that
MH  MG  ML  M√  MA
can easily be shown by applying [22, Corollary 3] and [10, Proposition 4]. Hence by Proposition 5.3
(also Remark 5.4), if θ  0 then
δMθ
H
,|||·|||(A,B) δMθ
G
,|||·|||(A,B) δMθ
L
,|||·|||(A,B) δMθ√ ,|||·|||(A,B) δMθ
A
,|||·|||(A,B),
and inequalities are reversed if θ  0. For {Nα}0α2 given in (3.1), if 0 α < β  2 then we have
Nβ  Nα by [10, Theorem 2] since
Nβ(e
2t , 1)
Nα(e2t , 1)
= β
α
· sinhαt
sinhβt
.
As for ψα = N2α given in (3.4), similarly to Theorem 3.3 we have
δψα ,|||·|||(A,B) = ||| log(A−α/2BαA−α/2)1/α |||, 0 < α  2,
which decreases to δM2
L
,|||·|||(A,B) = ||| logA − log B||| as α ↘ 0 (this is also a consequence of Araki’s
log-majorization [4] as mentioned at the end of Section 3). In particular, the inequality
δM2
G
,|||·|||(A,B) = ||| log(A−1/2BA−1/2)||| ||| logA − log B|||
is the generalized EMI, which was ﬁrst proved in [11] for the operator norm (in a C∗-algebra) and later
in [7] for unitarily invariant norms.
Finally, as for φθ given in (2.10) we show:
Proposition 5.5. Let ||| · ||| be any unitarily invariant norm and A,B ∈ Pn. Then δφθ ,|||·|||(A,B) given in (5.1)
is decreasing in θ ∈ (−∞, 2] and increasing in θ ∈ [2,∞). Furthermore,
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δMθ
G
,|||·|||(A,B)
{ δφθ ,|||·|||(A,B) if θ  0, θ  4,
 δφθ ,|||·|||(A,B) if 0 θ  4.
Proof. Assume that θ ′ < θ < 2 or 2 < θ < θ ′, and deﬁne a kernel function k : (0,∞) × (0,∞) → (0,∞)
by
k(x, y) := 2− θ
′
2− θ ·
x
2−θ
2 − y 2−θ2
x
2−θ ′
2 − y 2−θ ′2
.
The kernel k(x, y) is positive definite (even inﬁnitely divisible) by [10, Theorem 2] and k(x, x) = 1 for
all x > 0. With the diagonalizations A = UDiag(λ1, . . . , λn)U∗ and B = VDiag(μ1, . . . ,μn)V∗ we write
2
2− θ
(
A
2−θ
2 − B 2−θ2
)
= U
(
2
2− θ
[
λ
2−θ
2
i
− μ
2−θ
2
j
]
ij
◦ (U∗V)
)
V∗
= U
([
k(λi,μj)
]
ij
◦ 2
2− θ ′
[
λ
2−θ ′
2
i
− μ
2−θ ′
2
j
]
ij
◦ (U∗V)
)
V∗
= U
([
k(λi,μj)
]
ij
◦ U∗ 2
2− θ ′
(
A
2−θ ′
2 − B 2−θ
′
2
)
V
)
V∗.
Hence [8, 1.4.1] can be applied to obtain δφθ ,|||·|||(A,B) δφθ ′ ,|||·|||(A,B) thanks to Proposition 5.1.
The second assertion (extending (4) of Example 4.9) follows sinceMθ  MG for θ  4 andMG  Mθ
for θ  4 (see [10, Section 2.6]). 
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