This paper compares di erent procedures to compute con dence intervals for parameters and quantiles of the Weibull, lognormal, and similar log-location-scale distributions from Type I censored data that typically arise from life test experiments. The procedures can be classi ed into three groups. The rst group contains procedures based on the commonlyused normal approximation for the distribution of studentized (possibly after a transformation) maximum likelihood estimators. The second group contains procedures based on the likelihood ratio statistic and its modi cations. The procedures in the third group use a parametric bootstrap approach, including the use of bootstrap-type simulation, to calibrate the procedures in the rst two groups. The procedures in all three groups are justi ed on the basis of large-sample asymptotic theory. We use Monte Carlo simulation to investigate the nite sample properties of these procedures. Details are reported for the Weibull distribution. Our results show, as predicted by asymptotic theory, that the coverage probabilities of one-sided con dence bounds calculated from procedures in the rst and second groups are further away from nominal than those of two-sided con dence intervals. The commonly-used normal-approximation procedures are crude unless the expected number of failures is large (more than 50 or 100). The likelihood ratio procedures work much better and provide adequate procedures down to 30 or 20 failures. By using bootstrap procedures with caution, the coverage probability is close to nominal when the expected number of failures is as small as 15 to 10 or less, depending on the particular situation. Exceptional cases, caused by discreteness from Type I censoring, are noted.
Introduction

Related Work
CIs based on normal-approximation theory for studentized ML estimators (NORM procedure) are easy to calculate and have been implemented in most commercial software packages. Proper transformation of the ML estimator (e.g., the TNORM procedure suggested in Nelson 1982, pages 330-333) can improve the approximation to the normal distribution. For example, statistics transformed to have a range over whole real line may provide studentized (or t-like) statistics with distributions that are closer to normal than those with nite boundaries. Piegorsch (1987) explored likelihood based intervals for two-parameter exponential samples with Type I censoring. For inference on the scale parameter, the coverage probabilities for two-sided CIs become adequate when the sample size reaches 25. Ostrouchov and Meeker (1988) showed that CIs based on inverting log likelihood ratio (LLR) tests provide a better approximation than TNORM CIs with interval censored data and Type I censoring for the Weibull and lognormal distributions. Vander Wiel and Meeker (1990) showed that for Type I censored Weibull data from accelerated life tests, LLR based CIs have coverage probabilities closer to nominal than those from the TNORM procedure. Doganaksoy and Schmee (1993a) compared four procedures for Type I censored data from Weibull and lognormal distributions. They are NORM, LLR, the standardized LLR, and the LLR with Bartlett correction (LLRBART). They found that LLR-based procedures perform much better than NORM intervals. With complete or moderately censored data, only describe the details for the Weibull distribution. Results for the lognormal were similar and there is little doubt that similar results would also be obtained with other log-locationscale distributions. 
Model
If
ML Estimation
We use b and b to denote the ML estimators of the SEV parameters. Because of the invariance property of ML estimators, b y p = b + c p b is the ML estimator of the p quantile of the SEV distribution. Also the ML estimators of the Weibull parameters are b = exp(b ) and b = 1=b . The ML estimator of the Weibull p quantile is b t p = exp(b y p ). More generally the ML estimator of a function g( ; ) is b g = g(b ; b ). For any particular function of interest, it is possible to re-parameterize by de ning a one-to-one transformation, g( ; ) = (g 1 ( ; ); g 2 ( ; )) = , that contains the function of interest among its elements. For example g 1 ( ; ) could be a distribution quantile or failure probability. Then ML tting can be carried out for this new parameterization in a manner that is the same as that described above for ( ; ). This provides a procedure for obtaining ML estimates and likelihood CIs for any scalar or vector function of ( ; ). For more details see Lawless (1982, Chapter 4) or Meeker and Escobar (1998, Section 8.3.3) . Let = ( 1 ; 2 ) be the unknown parameter vector, where 1 is the parameter of interest and 2 is a nuisance parameter. Typically could be ( ; ) or (t p ; ). We use L( ) to denote the likelihood and t c to denote the speci ed censoring time. Let t 1 ; :::; t n be n observations (e.g., failure or censoring times) from a life test. If the observations are independent, then the censored-data likelihood is where i = 1 if t i is a failure time and i = 0 if observation i is censored at t c . This section describes the di erent CI/CB procedures that are evaluated in this paper. Table 1 shows the abbreviation for each procedure. Let C n;1? denote an approximate CI for 1 with nominal coverage probability 1 ? , where n is the sample size. The procedure for obtaining C n;1? is said to be kth order accurate if Pr( 1 2 C n;1? ) = 1 ? + O(n ?k=2 ). If there is no O( ) term in the equation, we say that the procedure for C n;1? is \exact." The following subsections show how to compute an approximate two-sided 100(1 ? )% condence interval for each CI procedure used in the comparison. One-sided CBs are obtained by using the appropriate endpoint of a two-sided con dence interval, with a corresponding adjustment to the con dence level.
Normal-Approximation Procedures
Normal-approximation procedure (NORM). Suppose b is the ML estimator of the parameter vector . Under the usual regularity conditions, b is asymptotically normal and e cient (Ser ing 1980, page 148 Transformed normal-approximation procedure (TNORM). When an ML estimator b 1 has its range on only part of the real line, a monotone function g( b 1 ) with continuous derivatives and with range on the entire real line generally has a better normalapproximation (Nelson, 1982, page 331 
Likelihood Ratio Procedures
Log LR procedure (LLR). The pro le likelihood for 1 is de ned as (1? ;1) = 0 generally has two roots, one less than and one greater than b . The LLR CI procedure uses these roots as the lower and upper con dence bounds, respectively.
Log LR Bartlett corrected procedure (LLRBART). Because the expectation of W=E(W ) is equal to the mean of the 2 1 distribution, the distribution of W=E(W ) will be better approximated by the 2 1 distribution (Bartlett 1937). In general one must substitute an estimate for E(W) computed from one's data. For complicated problems (e.g., those involving censoring) it is necessary to estimate of E(W ) by using simulation, as described by Doganaksoy and Schmee (1993a) . Then, similar to the LLR procedure, the LLRBART CI procedure uses the two roots of W ( 1 )=E(W) ? 2 (1? ;1) = 0 as the lower and upper con dence bounds, respectively.
Parametric Bootstrap Procedures
The following procedures use the \bootstrap principle" or Monte Carlo evaluation of sampling distributions. Suppose a statistic S is a function of random variables with a distribution that depends on the parameter . The parametric bootstrap version S of S is the same function but based on data (\bootstrap sample") simulated using b in place of the unknown . The distribution of S is easily obtained by simulation.
Parametric bootstrap-t procedure (PBT). (Efron 1982) Parametric bootstrap percentile procedure (PBP), parametric bootstrap biascorrected procedure (PBBC) and parametric bootstrap bias-corrected accelerated procedure (PBBCA). Efron (1981 Efron ( , 1982 described the PBP and PBBC procedures. Based on concerns expressed by Schenker and Patwardhan (1985) , Efron (1987) suggested an improved percentile bootstrap procedure that corrected for both bias and non-constant scale and named it BCA (bias-corrected and accelerated) procedure. Efron and Tibshirani (1993, section 14.3) showed an easier way to obtain BCA CIs by using an easy-to-compute estimate of the acceleration constant.
Using bootstrap simulation with single and multiple censoring
The simulation-based parametric bootstrap methods described in Section 3.3 are based on sampling from the assumed distribution using Type I censoring at a speci ed point in time. See Section 4.13 of Meeker and Escobar (1998) for a description of computationally e cient methods for generating such censored samples.
In many applications one will encounter multiple censoring (observations censored at di erent points in time). Such censoring arises for a number of di erent reasons, including staggered entry of units into a study and multiple failure modes (see Section 2.3 of Meeker and Escobar 1998 for further discussion of di erent kinds of censoring mechanisms). Simulation can still be used in such situations. Based on asymptotic theory, limited existing results in the literature (especially Robinson 1983) we would expect that the general results observed in our study would also apply to these more complicated censoring patterns. Use of pure parametric simulation would, however, require that the underlying censoring mechanism (or its distribution, in the case of random censoring) be speci ed exactly so that it could be mimicked in the simulation. In some situations, the details of the censoring mechanism may not be known and it might not be possible to infer these details from the data. Another alternative, for such situations, is to use ideas from resampling. That is, following the nonparametric bootstrap paradigm, bootstrap samples can be selected by sampling with replacement from the available failure and censored observations. As long as the number of distinct censoring and failure times is reasonably large (say more than 10 or so) and the distributions of the failure and censoring times overlap to some degree, the coverage properties of the procedure should be similar to that of the fully parametric sampling method. This is suggested by the resulting approximate continuity of the bootstrap distribution, as indicated in Appendix I of Hall (1992) .
Numerical Examples
Figure 1 shows a probability plot for the ball bearing fatigue data (Lawless 1982, page 228) . Table 2 shows numerical values for two-sided approximate 90% con dence intervals (lower and upper one-sided approximate 95% con dence bounds) computed from these data after being arti cially censored at both 40 million cycles (3 of 23 failing) and 60 million cycles (11 of 23 failing). As expected, the intervals tend to be much wider for the data censored at 40 million cycles. Also, the di erences among the procedures are much more pronounced with the t c = 40 million cycle data. The extremely wide intervals for t :5 from the t c = 40 
Simulation Experiment
This section describes the simulation experiment to compare the di erent CI/CB procedures.
Simulation Design
The simulation experiment was designed to study the e ect of the following factors on coverage probability: (298) 235(218) 160(167) 63(55) 5 88( 79) 72( 74) 68( 67) 59( 52) 23( 21) 11 ( 7) 1 ( 0) 7 17( 14) 16 ( 12) 13( 10) 3 ( 5) 1 ( 1) 0 ( 0) ( 0) p f : the expected proportion failing before the censoring time. E(r) = np f : the expected number of failures before the censoring time. We used 2000 Monte Carlo samples for each p f and E(r) combination. The levels used were p f = .01, .05, .1, .3, .5, .7, .9, 1 and E(r) = 3, 5, 7, 10, 15, 20, 30, 50 , and 100. For each Monte Carlo sample, we obtained the ML estimates of the scale parameter and the quantiles y p , p = .01, .05, .1, .3, .5, .632, and .9, where = y :632 . The one-sided 100(1? )% CBs were calculated for =.025 and .05. Hence the two-sided CIs, 90% and 95%, can be obtained by combining the upper and lower CBs. Without loss of generality, we sampled from an SEV distribution with = 0 and = 1.
The number of failures before the censoring time t c is random. Therefore, it is possible to have as few as r = 0 or 1 failures in the simulation, especially when E(r) is small. With r = 0, ML estimates do not exist. With r = 1, the log likelihood can be poorly behaved and LR intervals of reasonable length may not exist. Therefore, we give results conditionally on the cases with r > 1, and report the observed nonzero proportions that resulted in r 1. If a coverage probability is greater than (less than) 1 ? then the CI procedure is conservative (anti-conservative). We say that coverage probability is approximately symmetric when the CPs of the lower and upper CBs are approximately the same.
Coverage Probability Comparisons
Simulation Experiment Results
This section presents a summary of the most interesting and useful results from the simulation experiment. Table 3 shows the number of Monte Carlo simulations that had only 0 or 1 failures. Those cases were excluded from coverage probability computation. With E(r) > 10, there were no Monte Carlo simulations that had fewer than 2 failures.
One-sided CBs
Let UCB (LCB) denote an upper (lower) con dence bound. Figure 2 shows the coverage probability of the one-sided approximate 95% CBs for the parameter from 10 procedures for 5 cases of proportion failing. This gure shows that the TNORM procedure performs considerably better than the NORM procedure, but even TNORM requires large samples (e.g., larger than 50) before the CP approximation is adequate. The LLR and LLRBART procedures perform better. The PBSRLLR, PBT, and PTBT procedures always provide excellent approximations even for the E(r) = 3 case, dominating all of the other procedures evaluated here.
For estimating distribution quantiles, the situation is more complicated. Figure 3 gives CP versus E(r) for con dence interval procedures applied to the Weibull distribution quantile t :1 . As with , the LLR procedure provides a substantial improvement over the NORM and TNORM procedures. LLRBART provides little or no improvement over LLR. Among the other simulation-based procedures, the PBSRLLR procedure provides an excellent approximation in all cases when E(r) 15. It also does well for E(r) as small as 3, except when estimating t p when p p f . We refer to this as the \exceptional case." The bootstrapt procedures are transformation dependent, but using a reasonable default transformation (e.g., log for a positive parameter), PTBT provides, in other than the exceptional case, good coverage properties at a small fraction of the computational costs. With no transformation, the properties are poor, as shown in the PBT results. The PBBC and PBBCA percentile bootstrap procedures, relative to the simple NORM and TNORM procedures, o er useful improvements in coverage probability accuracy for E(r) > 15, but do not seem to o er any advantage over the PBSRLLR and PTBT procedures.
TNORM is generally more accurate than NORM for E(r) > 30. The approximation of CP is still crude and depends on p f . UCBs (LCBs) are conservative when p < p f (p > p f ) and are anti-conservative when p > p f (p < p f ) except that when p is close to p f , both are conservative. This change as one crosses p f was also noted in the results of Ostrouchov and Meeker (1988) and Doganaksoy and Schmee (1993a) and will be explored further in the discussion in Section 7. Figure 4 , for p f = :1, gives CPs for bootstrap procedure for and several quantiles for E(r) = 15, the point at which some of the bootstrap procedures begin to perform well. This gure shows clearly the potential problems involved with the naive use of the PBT and PBP procedures. The gure also shows that the PTBT and especially the PBSRLLR procedures work well with some inaccuracy in the PTBT procedure near the exceptional case.
Two-Sided CIs
As shown in Section 5.1, CPs tend to be conservative on one side and anticonservative on the other side. With two-sided intervals, there is an averaging e ect, and the overall CP approximations tend to be better. 1  1  2   2   2   2   2  2  2  2  2   2  2  2  2   2  2  2  2  2   3  3  3  3  3  3  3  3   3  3  3  3  3  3  3  3 Figure 5 shows the CP of the two-sided 90% CI procedures for the Weibull t :1 quantiles. Similar plots (not shown here) were made for and other quantiles. The LLR procedure has reasonably accurate coverage probabilities, even for E(r) as small as 15. Unlike the one-sided intervals, for two-sided intervals, LLRBART provides noticeable improvement, down to E(r) = 7, especially when the proportion failing is greater than .5.
The PBSRLLR and PTBT procedures provide excellent approximations when p > p f especially when p f is small (< .1). In the exceptional case, however, when p f is close to p, both procedures have a CP that is lower than nominal. In this case the PBSRLLR procedure is better than the PTBT procedure and provides an adequate approximation for E(r) 15. Detailed results on con dence intervals for (not shown here) indicate that the LLRBART, PBT, PTBT, and PBSRLLR procedures all provide excellent approximations to the twosided coverage probabilities. It is important to recognize, however, that in most applications where two-sided intervals are reported, there is important interest in considering separately the e ects of being outside on one side or the other.
Expected Interval Length
Interval length is another criterion for comparing two-sided CIs. With the same coverage probability, procedures that provide shorter intervals are better. Figures showing the mean interval length of the 2000 two-sided 90% CIs for parameters and t :1 using 10 di erent procedures for 5 values of p f can be found in Jeng (1998) .
In comparing con dence interval widths (or, more precisely average width) it is preferable to compare intervals with nearly the same CP. Otherwise, procedures with conservative CPs tend to be wider than anti-conservative procedures (something that was easy to see in our results). When estimating , with constant E(r), the mean interval length decreases slightly as p f increases. For quantiles, again with constant E(r), interval length tends to increase as p exceeds p f . This is a result of extrapolation in time, as predicted by asymptotic theory (e.g., Figures 10.5 and 10.6 in Meeker and Escobar 1998).
Other Results, Conclusions and Recommendations
A smaller simulation experiment was conducted for the lognormal distribution. The results for the lognormal distribution are consistent with what we have reported in Section 5. We draw the following conclusions and recommendations for Weibull and lognormal distributions. We expect that these ndings will hold in general for log-location-scale distributions.
Normal-approximation CIs (NORM and TNORM), while still commonly used in practice (e.g., in many statistical software packages), may not be adequate when the expected number of failures is less than 50. For the one-sided case, we see that E(r) =100 is needed to provide a good approximation to the nominal coverage probability. If a positive parameter is of interest, the usual log transformation, which makes the ML estimator have range over whole real line, is suggested. Doing this assures that the CI endpoints will always lie in the parameter space and usually (but not always) provides a somewhat better coverage probability for any proportion failing.
Our ndings for the normal approximation and likelihood ratio procedures are consistent with results in Ostrouchov and Meeker (1988) , Doganaksoy and Schmee (1993a) , and Doganaksoy (1995) . This paper, however, focuses more on the asymmetry of coverage probability for one-sided CIs as well as cases with heavy censoring and a small expected number of failures. Some bootstrap procedures provide better coverage probability accuracy. However, using the bootstrap-t without a proper transformation may not perform any better than the normal-approximation procedure. It is important to use the bootstrap-t procedure carefully.
The bootstrap percentile procedures are easy to implement and they improve the normalapproximation procedure in many (but not all) cases. The accuracy of the parametric bootstrap percentile (PBP), bias corrected (PBBC) and bias-corrected accelerated (PB-BCA) procedures depend on the expected number of failures, the proportion failing, and the parameters of interest. When the proportion failing is greater than .1, the PBBCA procedure has better performance than the PBBC procedure for quantile parameters. In heavily censored cases (p f < :1), however, the PBBCA procedure is generally worse. This is probably due to di culty in estimating the acceleration constant under heavy censoring.
The parametric bootstrap-t with transformation (PTBT) and bootstrap signed-root log-likelihood ratio (PBSRLLR) procedures provide more accurate results over all di erent number of failures, proportion failing and parameters of interest except for the case that parameter of interest is t p and p is close to proportion failing p f . Moreover, upper and lower coverage probabilities are approximately equal, which is important when one-sided CBs are needed or when the cost of being wrong di ers importantly from one side to the other of a two-sided interval. Although the PBSRLLR procedure is more accurate in small samples say when E(r) < 10], the bootstrap-t with transformation requires much less computational e ort than the PBSRLLR procedure.
In general, when the expected number of failures is smaller than 50 (20), the likelihood ratio based procedures can be recommended for nding one-sided CBs (two-sided CIs). For smaller E(r), the PTBT and PBSRLLR procedures can be recommended except for the case when the quantity of interest is t p where p is close to proportion failing. Then PBSRLLR is better than PTBT down to E(r)=15. When p f > :5, the PBSRLLR provides accurate CP even down to E(r) = 10. With modern computing capabilities, the PBSRLLR procedure is feasible and, when appropriate software becomes available, should be considered the best practice.
7 Special E ects of Type I Censoring This section describes some of the special properties of ML estimators and related CI procedures that arise with Type I censored data. We then show how these properties relate to the exceptional cases where the bootstrap procedures do not perform well. Doganaksoy and Schmee (1993b) explain that when the parameter of interest is t p and p is close to the proportion failing p f , then the ML estimates of t p and are approximately uncorrelated. They go on to say that the TNORM procedure bene ts from this property in that the error probabilities in the tails are more symmetric (but recall that both their results and our results show that an expected number of failures on the order of 50 to 100 is needed in order to have an adequate approximation to the nominal coverage probability). As we have shown, CIs calibrated with bootstrap/simulation provide an extremely good approximation with a large to moderately large expected number of failures. Interestingly, with a small expected number of failures, the CI procedures calibrated with bootstrap/simulation provide a good approximation except when t p is to be estimated and p is close to the proportion failing p f . This section describes and illustrate the reasons for this exceptional case for the PTBT procedure for estimating t :1 . The explanation would be similar for the other bootstrap procedures and quantiles.
As noted earlier, for complete data and Type II censoring, the distribution of the t-like statistics for quantiles like Z b tp = log( b t p ) ? log(t p ) b se log(b tp) and Z b t p , the corresponding bootstrap version, are pivotal. In this case, the PTBT procedure is exact. For Type I censoring, however, the distribution of Z b tp depends on the sample size n and unknown p f (correspondingly, the distribution of Z b t p depends directly on b p f and thus indirectly on p f ). An outline of the proof of this result is given in Exercise 9.5 of Meeker and Escobar (1998) . The distributions of Z b tp and Z b t p are similar. Because it is used for the PTBT method, the following discussion focuses primarily on Z b t p .
As will be illustrated below, the distribution of Z b t p does not depend strongly on b p f , except when p is close to p f . In the exceptional case, when p is close to p f , the dependency of the distribution of Z b t p on b p f is strong, causing poor performance. The rest of this section describes some of the details needed to understand this behavior. Figure 6 shows the results of a simulation of 100 life tests with = 0, = 1, and censoring time t c chosen such that p f = :1. Note the strong clustering of the ML estimate For the PTBT method to work well, the distribution of Z b t p should not depend on any unknown parameters. Figure 8 compares the bootstrap distributions of Z b t p for censoring times corresponding to p f = .1, .2, and .5 and samples sizes n = 50, 25, and 10, respectively, so that E(r) = 5 in each case. For each p f , the gure shows bootstrap distributions corresponding to sample outcomes with r = 2, 3, 5, 7, and 8 (b p 
When the approximation is good, the distribution of Z b t p is approximately discrete, corresponding to the distribution of r. As p f moves away from p, (2) and thus (3) are no longer a good approximations and the discrete-like behavior disappears. Figure 8 also shows that for values of r < n p f the distribution of Z b t p is strongly skewed to the left; for values of r > n p f the distribution of Z b t p is more symmetric.
Reasons for the behavior in Figure 8 can be seen in Figure 9 . Figure 9 shows bootstrap estimates of b F (t) corresponding to sample outcomes r = 2, 5, 8 from Figure 6 without loss of generality the dark solid lines in Figure 9 are taken to be the b F (t) distribution from which the bootstrap sample is drawn], and correspond to the top, middle, and bottom rows of histograms in the p f = .1 column of Figure 8 Robinson (1983) used a parametric bootstrap procedure to nd CIs for multiply timecensored progressive data. This procedure (similar to PTBT) is exact when data are complete or Type II censored. Since multiple time-censored data contain several censoring times, there is no discrete-like behavior in the MLEs like that seen with Type I censoring. For this reason the CP with multiple time censoring is close to the nominal over all of the di erent cases. For the Type I censored case with a single censoring point, however, our simulation results (details not shown here) showed that the coverage probabilities of Robinson's procedure tend to be less accurate than those of the PTBT procedure.
Discussion and Directions for Future Research
Life tests usually result in Type I censored data. Because there are no known exact CI procedures for Type I censored data, this paper provides a detailed comparison of procedures for constructing approximate CIs. These procedures range from the most commonly used large-sample normal-approximation procedures to the more modern computationallyintensive likelihood and simulation-based procedures. Our results show that for moderate amounts of censoring and one-sided bounds (most commonly used in practical applications in the physical and engineering sciences as well as other areas of application) the simple normal-approximation (NORM and TNORM) procedures provide only crude approximations even when the expected number of failures is as large as 50 to 100.
Appropriate computationally-intensive procedures provide important improvements. In particular, likelihood-based procedures, generally out-perform the normal-approximation Figure 9 : Plots of 100 bootstrap cdf estimates with Type I censoring at the same censoring time for sample estimates b p f 2/50, 5/50, and 8/50.
procedures. Calibrating the individual tails of a likelihood-based interval with simulation (i.e., the PBSRLLR procedure) provides further improvement in one-sided coverage probability accuracy, even for small E(r), for all but the exceptional case (i.e., inferences at times near to the censoring time or quantiles near the proportion censoring with E(r) 10). The transformed bootstrap-t procedure provides a computationally simpler procedure, but one needs to be careful in the speci cation of the transformation to be used. In addition to providing guidance for practical applications, our results suggest the following avenues for further research. Robinson 1983 suggest that excellent large sample approximations are available from computationally intensive procedures). In this case, constraints on time or number of units available for testing may also lead to resistance to such life test plans. If none of the above is possible (e.g., for reasons given above or because the experiment has already been completed) it might be possible to make use of nonparametric methods (where conservative CIs or CBs may be available if there is a su cient amount of data).
2. Our study has focused on the Weibull and lognormal distributions. We would expect very similar results for other log-location-scale distribution such as the loglogistic distribution and other censored-data situations that arise in applications, including regression analysis and the analysis of accelerated life test data, more complicated censoring schemes like interval censoring and random censoring, simultaneous CIs and CBs, CIs to compare two di erent groups, and so on. 3. The LLRBART is second-order accurate for two-sided CIs using Type I censored data (Jensen 1993) . Both PTBT and PBSRLLR procedures are better than LLRBART in one-sided cases. Simulation results also suggest that PBSRLLR is better than PTBT with smaller sample sizes. This nding suggests that higher-order asymptotics would show a di erence between these di erent procedures. This could be explored.
4. As discussed in Section 4.1, our results are conditional on having a sample with at least two failures. When E(r) is small (e.g. E(r) < 10), there can be a non-negligible probability of having zero or one failure so that it is not possible to compute meaningful con dence intervals. A referee suggested that there might be some improvement in the performance of con dence interval procedures by developing estimation procedures (including bootstrap) that explicitly condition on the fact that r 2. It might be of interest to explore the use of such procedures.
