Abstract-This paper presents a contactless methodology for detecting facial signs related to stress. A brief literature review shows that there are specific facial signs that are related to stressful conditions. A methodology based on computer vision techniques applied to color videos in order to extract facial signs such as movement (head), eyebrow lowering and raising, and blink rate is presented. Various facial features are investigated and are quantitatively evaluated through a frame-to-frame analysis. Preliminary results with few volunteers reveal a direct correlation of the selected facial signs with stress conditions. These initial results confirm our hypothesis regarding the possibility of assessing stress from facial expressions. However, these preliminary results should be quantitatively verified on a more comprehensive dataset containing a significant number of subjects in order to validate the algorithm results.
INTRODUCTION
Stress is the psychosomatic response to the stressors and is often induced, as a side effect, by accelerated life rhythms. A stressor is the stimulus or event which causes the stress. Stressors are perceived by the human body as threats, with the consequent mobilization of all body resources for fighting or fleeing from these threats. Stress is considered to be itself a risk factor for cardiovascular diseases [1] , but it must be highlighted that high levels of stress may increase other related risk factors such as high cholesterol or high blood pressure. Therefore, the detection of stress in its early stages turns to be of great significance, especially if achieved in a contactless way without the excessive use of sensors or other monitoring equipment, which may cause extra stress to the individual [2] . Moreover, computer vision offers a way to assess a person's behavior similarly to that of a human observer, but in a more quantitative way. Such approaches have been reported in other areas of health monitoring and assessment (e.g. epilepsy [3] ).
This paper describes an approach based on the detection of three facial signs for the recognition of stress. These signs consist of head motion, eyebrow lowering and raising, and blink rate. Algorithms for the detection of these facial signs have been designed and implemented and initial tests of the developed algorithms have been performed on videos of two volunteers, being part of the SEMEOTICONS project, collected under different external stimuli. Preliminary results show discernible quantitative differences between the facial signs extracted from videos related to the subject in a relaxing phase and videos related to the same subject under stress.
The remaining of this paper is structured as follows: Section II presents a brief literature review of facial signs related to stress, the overall methodology, as well as the description of the algorithms for the extraction of the three aforementioned facial signs. Section III documents the attained preliminary results and finally, a discussion and the conclusions are reported in Section IV.
II. METHODOLOGY

A. Facial signs related to stress
Facial signs related to stress can be recognized in the head and face as a whole or in specific local regions of the face, such as the eyelids and eyebrows, the eyeballs, the pupil, the mouth and the lips. The facial signs obtained from the head are: movement (head) [4] , tilt frequency, movement speed and head orientation [5] . Other facial signs in the face as a whole are associated to the skin color (frequent blushing, reddening or pallor [6] , [7] ) or to the muscle hyperactivity. Analyzing local regions of the face, if we consider the eyelids, the most important facial signs of stress are the blink rate, speed and duration, amplitude, twitching and response. Considering the eyeballs, saccadic eye movements and gaze spatial distribution are facial signs also related to stress [8] . Finally, raising and lowering of eyebrows [9] , pupil diameter, mouth jaw clenching, lip trembling and stiffening are related to stress as well [10] , [11] , [12] .
B. Approach for extraction of facial signs
There are various methods reported in the literature for detecting facial signs related to stress, by using computer vision. Most of them can be applied either to the whole face or head (holistic approach) or to specific regions of interest (ROI) like the mouth, nose or eyes (local approach). Although the holistic approach provides a complete picture a facial expression, in cases where facial signs are located in specific regions, a local approach gives more detailed and distinguishable information.
Facial sign extraction methods can be categorized in: muscle/geometric based, model/appearance based, motion based and their combination as hybrid methods.
Our methodology detects and estimates three very relevant facial signs from the aforementioned ones in Section II.A by processing two-dimensional (2D) recorded color videos with a predefined resolution and frame rate. The selected facial signs are head movement, eyebrows lowering and raising, and blink rate.
Three different methods that measure these facial signs have been implemented following a common workflow, which takes as input the recorded video. Face detection is explicitly performed as a starting point through the Viola-Jones [13] algorithm. This step is applied for the eyebrow and head motion, but not for the blink rate, where an Active Appearance Model (AAM), which does not require explicitly this preliminary step, is used. In a second step, specific ROIs are selected within the area of the face that are related to each of the local facial signs. The final step is the facial feature extraction in which the facial signs are measured. All methods were implemented with MATLAB.
The methods were tested on color videos with a resolution of 526x696 pixels at 50 frames per second (fps) in a task-based procedure of about 7 min performed on two volunteers participating in the SEMEOTICONS project. The volunteers were recorded while watching three different 2-min length videos (a relaxing video, a video from heights/adventure film and a video with psychological pressure), with 30 sec pause inbetween, in order to reveal their facial expressions related to relax or stress. The subjects were seated at a distance of about 0.5 m from the camera in condition of diffuse illumination and with their attention focused on a screen, located in front of them, where the films were shown.
C. Movement (head)
This algorithm measures the head motion in terms of horizontal and vertical deviation of specific reference points between consecutive frames. After the face detection, a local region of interest (ROI) has to be selected with absence or very low local movements in order to measure optimally the head motion. In fact, the algorithm needs to monitor the head movement and to discard movements that are related to other factors, such as mouth movements, eye blinks, etc. Our assumption is that the region between the eyes and mouth is the most appropriate region since there is absence of local movements. After the selection of this ROI, the next step of the algorithm is the choice of specific reference points that are located at the 4 edges of the ROI. Then, a tracker based on Lukas's and Kanade's [14] optical flow is applied for tracking their position frame by frame. A motion filter is used in order to discard erratic trajectories and unstable points, in case the reference points are unstable and produce irregular trajectories. To retain the most stable reference points, the maximum distance traveled by each point between consecutive frames is calculated and points with a distance exceeding the mode of the distribution are discarded. Finally, the reference point trajectories are analyzed in order to produce three different signals related to the frame by frame movements: scalarly in horizontal and vertical, and also vectorially through the deviation magnitude.
D. Eyebrow movement
This algorithm measures the movement of eyebrow points that typically characterizes the motion of the entire eyebrow. After face detection, a ROI that includes eyes and eyebrows is defined. Our goal is to use eye corners as reference points for tracking eyebrow movements. The next step after ROI definition is to convert the image into grayscale and introduce contrast enhancement using histogram equalization. Afterwards, image is converted to binary and morphological operations are applied in order to remove small objects and to smooth features through morphological closing.
Our method for eyebrow segmentation is based on the observation that facial features differ from the rest of the face due to their low brightness [15] . Hence, the algorithm searches for strong local peaks in horizontal and vertical projections of the binary image. Our hypothesis is that eyebrows generate a maximum in the horizontal projection and the left and right boundaries can be determined by peaks in the vertical projection.
The initial algorithm for the selection of the specific points (around peak values) on the eyebrows was adjusted and refined through testing on a subset of additional videos recorded on volunteer participants to the project, in order to enhance its reliability. After the automatic selection of the most suitable points, the algorithm calculates the change in distance between each eyebrow point and the corresponding reference eye corner point.
This information can be used for the evaluation of the eyebrow lowering (decrease of the distance) and eyebrow raising (increase of the distance).
E. Blink rate
One of the most often reported parameters that fluctuates among different stress levels is the blink rate [16] , [17] , [18] . In this study it is extracted using Active Appearance Models [19] . More specifically, the eye area is segmented and eyelid perimeter is designated with specific landmarks (6 landmark points used for each eye). Then the average distance between the upper and lower eye points is calculated. This signal represents the eye opening. After visual inspection of the resulted signal, a threshold was established (5 pixels distance below the average distance of points). Since an eye blink lasts from 100 to 400 ms, at least 5 consecutive values (100 ms) need to be below that threshold in order for an eye blink to be detected.
III. RESULTS
As already mentioned in Section II, the above algorithms have been tested in a preliminary manner with videos that have been recorded from two volunteers while watching three different short films: one relaxing or normal and two apparently stressful.
Regarding the head movement, we considered the mean value, the standard deviation and the median value of the generated time series of the X-Y motion as well as the vector magnitude in the relaxed and stressed states. As shown in TABLE I, the first subject had more intense movements during the stressed condition than during the relaxed phase. Regarding the second subject the head motion values showed no major differences between any states. However, the first subject reported that the most stressful film was the heights/adventure film (Stress 1) and for this one the standard deviation is significantly increased compared to the relaxed state. The second subject reported that the most stressful film was the one with psychological pressure (Stress 2) and still for this subject the standard deviation of the movements measured during the vision of this film results increased compared to the relaxed state.
The limited number of subjects analyzed do not allow to draw definite conclusions on specific stress indicators. However, there is a clear increase in the involuntary head movements in the stress state compared to the relaxed one and that should be explored as potential indicator for stress assessment. Considering the eyebrow movement we compared the mean value, standard deviation and variation among the states. In TABLE II the results for the movement of the left outer eyebrow point are shown. For both subjects we observe that all values are higher in stressed states and a higher variance is even more evident in stressed states.
Subject 1
Mean
We cannot draw conclusions on specific stress indicators, given the limited number of cases, but the differences between the relaxed and the stress states are relevant, suggesting that standard deviation and variance might be considered as candidate indicator for stress estimation. The results of blink rate are presented in TABLE III, where the number of eye blinks during the entire recording have been reported for both subjects and for all their videos.
These results show that there are differences among the relaxed and stressed states. As we can observe there is an increased blink rate in Stress 2 state when compared to the relaxed state. The same observation occurs on the 2 nd subject, but we cannot obtain any preliminary indication based on the blink rate evaluation in case of Stress 1. This paper presents a preliminary study on specific head and facial sign measures that could be exploited in order to estimate stress in a contactless way. This study conducted a literature review in order to report the most relevant facial signs related to stress and the corresponding methodologies that can be used for the estimation and measurement of such facial signs. Following this review, three methods for the evaluation of these facial signs related to stress (i.e. head motion, blink rate and eyebrow movement) from 2D videos have been implemented. The methods were preliminarily tested on two volunteers. Some potential indicators for stress assessment have been obtained from each of the implemented algorithms. However, given the limited number of subjects, an extensive test on an annotated dataset has been planned and will be performed in order to validate the results for the reported algorithms and to draw solid conclusions after comparison with other published methods. In fact, the trend was not completely clear, suggesting that the way each person reacts to stress or perceive stress is different. This extensive test might also suggests additional tuning or calibration of the implemented algorithms for the achievement of sound outcomes. It cannot be ruled out that the combination of the results of the algorithms might produce strongest indicators of a potential stress state.
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