I. Introduction
Multi-gate metal-oxide-semiconductor-field-effect-transistors (MOSFETs) have supplanted planar MOSFETs as the clear device choice for future integrated circuit technology. The three-dimensional (3D) fin-shaped MOSFET, or FinFET, 1 is electrostatically superior 2,3 to its planar relatives and already directing current technologies and future complimentary MOS (CMOS) scaling. 4, 5 In addition, high mobility III-Vs are being considered as channel replacements for Si. 6, 7 In 0.53 Ga 0. 47 As, which is lattice-matched to fabrication-friendly InP, 8 is being considered to provide a drive-current boost via light-effective mass carriers with associated large thermal injection velocities.
9,10
Modeling such devices presents challenges for predictive device simulators, which are needed to optimize the large design space and estimate future scaling benefits. Alternate channel materials and associated transport physics require a microscopic description of their behavior. Quasi-ballistic transport cannot be completely described by continuum diffusive models in these devices, [11] [12] [13] yet scattering remains crucial, even as channel lengths are scaled well below 22 nm. [14] [15] [16] Certainly fully coherent methods, such as non-equilibrium Green function (NEGF) techniques, 17 have demonstrated their value to studying such systems [18] [19] [20] [21] and represent the reference standard in the ballistic limit. However, upon the inclusion of scattering in realistic device geometries, pure quantum methods can become computationally impractical for many applications. Non-randomizing polar optical phonon scattering, which dominates Γ-valley transport in III-V channels as considered here, still has not been achieved in 3D NEGF simulations. Therefore it still remains important to extend the validity of semiclassical methods via so-called quantum corrections (QCs) to model these nanoscale devices while maintaining reasonable computational efficiency.
For these reasons, particle-based ensemble semi-classical Monte Carlo (MC) remains a benchmark in semiconductor device research. It allows modeling of various distinct scattering mechanisms (including non-randomizing processes) and consideration of complex device geometries. MC is known to predictively model diffusive through ballistic transport including non-local field effects such as velocity overshoot. MC, however, suffers from its own drawbacks. Traditional particle-based MC is rigorous only in large systems where the carrier distributions are well-approximated by the bulk energy dispersion relations and scattering rates. Cutting-edge electron devices, however, often go well beyond these limits. In today's maximally-doped source and drain (S/D) transistor reservoirs and above threshold in the channel, degenerate carrier populations must be considered, along with associated Pauliblocking (PB) of scattering. FinFET fin widths of a few nm (already 8 nm in 22 nm node devices 4 ) modify not only the carrier distributions in real-space but also the band structure and even scattering rates. Each of these quantum effects is exacerbated in materials with very light effective masses m * (e.g., m * = 0.044 m e for Γ-valley electrons in In 0.53 Ga 0.47 As), now being considered for MOSFETs. The continued use of particle-based MC under these conditions requires modification to the semi-classical methodology.
In this work, we present an ensemble 3D semi-classical MC simulator for n-channel devices whose treatment of electron degeneracy and quantum confinement institutes new approaches for particle-based simulations. We focus on our original contributions to the state-of-theart, including our treatment of (i) far-from-equilibrium degenerate statistics, (ii) QC-based modeling of surface-roughness scattering, and (iii) extending our group's previously introduced treatment of quantum-confined phonon and impurity scattering to 3D. In doing so, we expand upon our techniques, verify our methodologies, and refine and extend results introduced in a short preliminary study.
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After a brief description of the underlying purely semi-classical simulator, we detail our treatment of far-from-equilibrium degenerate carrier statistics. To consider the Pauli exclusion principle in MC simulation, scattering processes for electrons are either accepted or rejected according to the probability that the final scattering state is already occupied.
The distributions of final states are typically approximated as being Fermi distributions, even if hot, dictated by the average local electron density and energy. [23] [24] [25] [26] [27] [28] [29] However, this approximation cannot be justified under strong non-equilibrium conditions approaching the ballistic limit of performance. In this work, we avoid a priori assumptions about the shape of the electronic distribution functions. Instead, we sample the electron populations locally in energy, energy valley, and propagation direction to generate the occupation numbers for the PB of scattering to states which are already occupied. Such approaches have been executed in k-space for bulk calculations, 30,31 but now we extend this method to include real-space variations in the distribution function for device simulation. This process is aided by the use of fractional carriers or sub-carriers, which not only improves statistics but, as the principle motivation, minimizes classical carrier-carrier scattering otherwise introduced via the time-dependent solution of Poisson's equation, which is incompatible with degenerate statistics.
Next, QCs for various quantum-confinement effects are provided through multiple uses of valley-, space-, orientation-, and time-dependent quantum-correction potentials (QCPs).
Here, we calculate the set of QCPs based on the solutions of effective mass Schrödinger's equations defined in each channel slice normal to the transport direction 32-41 on a valleyby-valley basis [35] [36] [37] [38] [39] considering 2D confinement, 38-41 a first-principles strategy requiring no adjustable parameters. However, it is our uses of the QCPs, not their method of calculation, which is the focus here. Indeed, it may be possible to extend such uses of QCPs in these ways, however calculated, to still more computationally efficient drift diffusion and hydrodynamic simulations. The QCPs redistribute the MC electrons in real-space (e.g., away from interfaces) to reflect the quantum-mechanical spatial density. In addition, our QCPs naturally alter energy separations between energy valley minima, leading to degeneracy-splitting and redistribution of charge among energy valleys through scattering. Further, we use the QCPs to adjust 3D phonon and ionized-impurity scattering rates self-consistently on-the-fly, an extension of our previous 2D strategy. [35] [36] [37] Lastly, for the first time in MC simulation, we model surface-roughness (SR) scattering rates as a function of our QCPs. This SR method is quite general and allows for arbitrary potential-well shapes and confining geometries, moving beyond typical triangular-well assumptions for SR rate calculations.
Our QCs capture the main qualitative effects of quantum confinement and electron degeneracy within MC simulation. Using In 0.53 Ga 0.47 As and Si n-channel FinFETs as examples, we illustrate the importance of each quantum effect by analyzing simulation results with and without QCs. While both III-V and Si devices suffer these quantum effects, the scale is decidedly greater for III-V devices. In In 0.53 Ga 0.47 As Γ-valleys, the light effective masses, low densities of states (DOS), and encountered highly-degenerate carrier populations lead to undesirable low quantum capacitances and high SR scattering rates. Confinementreduced intervalley energy separations lead to sizable transfer of Γ-electrons to peripheral Land X-states, reducing channel injection velocities, although also beneficially increasing the quantum capacitance. A measure of the significance of the here-modeled quantum effects is that the simulated ultra-scaled III-V devices exhibit worse ON-state transconductance than otherwise identical Si devices.
In Section II, we introduce our device simulator before discussing the details of our QCs in Sections III and IV. In Section V, we present a detailed comparison of devices with different levels of quantum-corrected modeling. Finally, we summarize our study in Section VI.
II. 3D FinFET device and uncorrected MC simulator
The device structure and the baseline purely semi-classical MC simulator used in this work are intended as vehicles for illustrating the QCs that are the focus of this study. Indeed, both the structure and baseline MC simulator are somewhat idealized for this purpose.
A. Device structure
The device used as a test bed in this work is shown in Fig. 1 nel sidewall orientation is (surface)/ channel = (100)/ 100 , which is optimized for n-type transport in Si, although not for Si CMOS as a whole. This orientation is more interesting in terms of the quantum effects due to the nature of the valley degeneracy-breaking, as will be discussed later.
B. Baseline purely semi-classical Monte Carlo simulator
Our baseline MC simulator follows the basic methods described in Refs. 30 and 31.
In later sections and plots, this purely semi-classical model (CL) provides a reference. It contains no considerations for the Pauli exclusion principle or quantum-confinement effects.
We summarize important details of the implementation here. Specifically, we generate a uniform 3D real-space cubic mesh of 1 nm resolution. Each MC loop has a 1.2 fs time step such that, e.g., a very fast carrier moving 8 × 10 7 cm/sec can almost cross one grid site per time step. This time length is chosen large enough to minimize the computational burden while being small enough to converge the numerical data. Poisson's equation is solved every time step consistent with the updated electron density. The electrostatics are modeled for each material based on their static dielectric permittivity. Simulated electrons couple to the mesh via a nearest grid-point assignment of charge. This approach is simple and eliminates self-forces while any electron remains in the cubic nm cell centered about its grid site. However, when carriers do cross a cell boundary between grid points during a time step, the forces and scattering rates are adjusted instantaneously.
At this point a significant self-force would result from an electron in the new cell being repelled by its own contribution to the charge in the old cell until the next update of
Poisson's equation. The energy gain due to self-forces is exacerbated in the In 0.53 Ga 0.47 As Γ-valley as compared to Si. The ratio of energy gain between these two materials should roughly follow the ratio of the respective effective masses, which is in proportion to the product of the probability that a carrier will leave a grid site before Poisson's equation is updated, and how far it will likely travel in that remaining time period (where change in energy equals force times change in distance), both of which vary inversely with the square root of effective mass. Normally a self-force correction would be required to alleviate this artifact. 44, 45 However, with our use of sub-carriers, as detailed subsequently and whose impact is quantified below, the issue is nearly moot. The energy provided by the remaning effects of self-forces are small compared to the thermalizing effects on the carrier population by phonon scattering and the device contacts, as will be shown.
The contacts are modeled by coupling the semiconductor S/D reservoirs to equilibrium electron distributions in the metal leads. To realize perfectly injecting and absorbing contacts, we adjust the work function of the metal qΦ m to set the Fermi level E F with respect to the conduction band edge E C at the interface to provide a free electron carrier density corresponding to the doping density N D within the S/D. Within the electron affinity rule, whatsoever (E ΓL → ∞). We will show that the main impacts of the peripheral valleys are to (i) increase the quantum capacitance via enhanced DOS, (ii) reduce the injection velocity due to heavier masses, and (iii) reduce the injection efficiency due to larger back-scattering.
These effects are competing and it is not clear from the outset whether heavy occupation of the peripheral valleys will enhance or degrade device performance in III-V channels.
For scattering, our simulator includes intravalley acoustic phonons within an elastic equipartition approximation and inelastic intra/intervalley deformation potential optical phonon scattering with a constant phonon energy. resistance, and increasing the overall device transconductance g M = (dI DS /dV GS ). However, such carrier concentrations also can far exceed the conduction band effective DOS N C , raising the chemical potential well above the conduction band edge, the more so for lower DOS.
Such degenerate carrier populations invalidate classical statistics (Boltzmann statistics in the equilibrium limit), and quantum statistics (Fermi statistics in the equilibrium limit) must be considered.
These quantum statistics are self-consistently produced by the consideration of what can simply be referred to as the PB of scattering. That is, the scattering rate S(k i , k f ) from any initial state k i of occupation probability f (k i ) to some final state of occupation probability f (k f ) will be reduced in proportion to 1 − f (k f ) compared to what otherwise would be expected,
to accommodate the Pauli exclusion principle. Here P (k i , k f ) is the scattering probability In a commonly employed approximation, 23-29 the distribution function of final scatter-
for the purposes of PB in Eq. (1). In this strategy, the shape of f FD is determined by the local quasi-Fermi level and temperature consistent with the local carrier concentration and average energy. This approximation represents a great improvement over neglecting the PB of scattering when assuming classical statistics, being rigorous in the equilibrium limit. However, under strong non-equilibrium conditions including quasi-ballistic transport, actual distribution functions can become locally non-Fermi-like throughout the considered nanoscale device, including the channel.
In this work, we make no a priori assumptions about the shape of the distribution function. Instead, we calculate the distribution function to be used for PB directly by sampling the local carrier population N (r, E, g, ±) as a function of position r, valley g, energy E relative to its respective valley-edge, and propagation directions forward toward the drain end (+) or backward toward the source end (−). The corresponding distribution function f (r, E, g, ±) then is obtained from
where D(g, E)/2 is the position independent DOS per energy valley reduced by a factor of two for these half space (±) distributions. (In the case of quantum confinement considered below, E is the energy referenced to, specifically, the non-quantum-corrected valley edge.)
The resolution of f (r, E, g, ±) in energy, ∆E, is chosen depending on the equilibrium E F −E C value in the S/D electron reservoirs. For light-mass In 0.53 Ga 0. 47 As with an activated doping density of N D = 5 × 10 19 cm −3 and a corresponding E F − E C = 510 meV, we choose an energy discretization of ∆E = k B T = 25.9 meV at 300 K. For Si with a much greater DOS, at the same donor density we choose ∆E = k B T /4 corresponding to a much smaller
than In 0.53 Ga 0.47 As when considering degenerate statistics.
Such approaches have been executed in k-space for bulk calculations, 30,31 but extension to device simulations has so far been prohibitive. This is because of large random-access memory demands and limited sample sizes. We use three basic methods to increase our sample size: (i) averaging over short time periods, (ii) averaging over small regions in space and (iii) the use of fractional electrons or sub-carriers. Considering (i), we average N (r, E, g, ±)
over a time period of 120 fs or 100 time steps, which is still an order of magnitude shorter that the switching time for even a THz transistor. With electrons moving only on the scale of Angstroms/time step, this time averaging effectively increases the sample size by roughly an order of magnitude. For (ii), we average N (r, E, g, ±) over the central nearest neighbor grid sites, increasing the sample size on average by a factor of 27 except at the device boundaries, at any given point in time. (Arguably, although not our motivation, averaging over nearest neighbor grid sites or beyond is perhaps more physically realistic than not doing so given the actual quantum-mechanical nature of the particles.) Finally considering (iii),
we represent each real electron with 100 sub-carriers each carrying 1/100 th the fundamental charge, increasing our sample size by another two orders of magnitude. All told, the sample size from which we calculate N (r, E, g, ±) and, thus, f (r, E, g, ±), is effectively over four orders of magnitude larger than the physical number of carriers that would be expected at any grid point at any point in time! to its simplicity and speed. However, classical molecular dynamics carrier-carrier scattering intrinsically neglects the PB of final-state pairs. Therefore, although these interactions serve to thermalize the carrier population, they do so towards a high-temperature Boltzmann distribution which is incompatible with non-equilibrium degenerate statistics. Moreover, the Coulomb force between two electrons at 2.5 nm apart (roughly the average separation for a carrier density of 5 × 10 19 cm −3 ) is quite strong at over 20 mV/nm, maximizing not only this classical thermalization effect, but also fictitious self-forces. However, with our introduction of N sub sub-carriers per real electron, each of which contributes only q/N sub to the charge density, the Coulomb force among sub-carriers is reduced by N sub (but not N 2 sub ) to
This force still must be taken as proportional to the full charge on a real electron considering the local electric field to properly model the effects of the applied source, drain, and gate voltages.
Using the Golden Rule scattering rate as a measure, while the number of carriers to scatter off increases by N sub , the scattering rate between any two sub-carriers decreases by N 2 sub , for a net reduction in the scattering rate by N sub . (Indeed, a future goal would be to introduce carrier-carrier scattering within a practical framework for which PB still can be considered.) Thus we not only reduce the classical Coulomb force between sub-carriers but also their effective carrier-carrier scattering rates as well.
In distribution versus carrier kinetic energy is shown, along with the average carrier kinetic energy per distribution, for differing sub-carrier factors N sub to quantify their impact. With N sub = 1, classical carrier-carrier scattering thermalizes the electron population to an undesirable high-temperature-like distribution in energy, while self-forces raise the average kinetic energy about 60 meV above the theoretical expectation, despite the coupling to the boundaries and phonon scattering driving the electron distribution toward the Fermi-Dirac limit.
However, as the sub-carrier factor is increased to 10, and then 100, the shape and average energy of the MC electron distributions approach those of the product of the DOS and the 300 K Fermi-Dirac distribution, n FD , and E FD . This agreement is evidence that our subcarrier strategy both mitigates the non-PB thermalization effects of classical carrier-carrier scattering, and relegates energy gains due to self-forces to negligible levels.
The strength of our method, however, is that no a priori assumption of an equilibrium-or any-specific distribution is made, in contrast to the use of a Fermi approximation for PB.
We therefore conclude this section by illustrating our PB method under far-from-equilibrium conditions by sampling the In 0.53 Ga 0.47 As Γ-valley charge distributions under bias in Fig. 4 .
The bias conditions are source-to-drain voltage V DS = 0.6 V and gate overdrive above threshold V ON = V GS − V T = 0.35 V in accordance with ITRS predictions for future scaled MOSFETs. 59 The carrier distributions are sampled in the plane normal to the transport direction at the top of the channel potential-energy barrier-top ( Fig. 4a ) and also at the drain end of the channel (Fig. 4d) . The electrostatic potentials, which are plotted along the dotted-white lines in forward-going distribution at the drain end (Fig. 4f) shows two peaks, the lower energy peak consistent with a nearly equilibrium distribution of charge carriers in the drain reservoir, and the higher energy peak consistent with quasi-ballistic electrons injected from the source.
It is clear from Fig. 4 that the non-equilibrium electron occupation probability distribution is not consistent with any single Fermi distribution even as a local function of position. However, we cannot provide a direct comparison between the effects of the Fermi approximation versus our self-consistently obtained non-equilibrium distributions on device performance, such as on the drain current. The use of the Fermi approximation presents its own set of programming and computational challenges. Either sophisticated non-linear solvers must be used to determine the quasi-Fermi levels and temperatures, or large twodimensional (E F , T ) reverse look-up tables, e.g., (n, E ) → (E F , T ) would be required. Both strategies become increasingly difficult to use for highly degenerate statistics as considered in this work, where the average energy E becomes an increasingly weak function of T , and the numerical stability of the non-linear solvers becomes a concern. Thus, the inclusion of the Fermi approximation approach to degenerate statistics in our quantum-corrected MC simulator for the purpose of comparing methods is impractical. 
IV. Quantum-corrections for electron quantum confinement
Electrostatic quantum-correction potentials (QCPs) are widely used in MC simulation for the purpose of modeling quantum confinement. Each of our QCs for confinement described in this work are designed to employ the same set of QCPs. We employ first-principles Our uses of the QCPs include altering energy separations between energy valley minima and calculating quantum-confinement-dependent phonon and surface-roughness scattering rates, in addition to redistributing charge carriers in real space and modifying source-tochannel potential barriers. (They are, however, not designed nor used to model quantummechanical tunneling-related leakage currents along the channel or through the gate.) Although it is our uses of the QCPs that are the focus of this work, we still describe their method of calculation here for clarity and completeness.
A. Obtaining the quantum-correction potential V QC
In general for this approach, for each valley g (but not set of equivalent valleys) at position r, the QCPs are defined by the relation
Here V g QC (r) is defined as the effective potential which, upon addition to the electrostatic potentialV (r), will produce a classical device space-charge distribution ρ CL equal to the quantum-mechanical one ρ QM . To smooth granularities in the potential found in the instantaneous device solutions,V (r) is a time-average over 100 time steps (120 fs total) of the potential V (r) obtained from the self-consistent solution of Poisson's equation within the particle MC simulation, and includes the band and valley offsets in its definition. In equilibrium and for the 2D confinement considered here, within the y − z plane of confinement, for each value of x along the transport direction, Eq. 4 can be written as 
where 1/m * is the reciprocal effective mass tensor, ∇ ⊥ =ŷ(∂/∂y)+ẑ(∂/∂z) is the transverse momentum operator, and E g i are the valley-and sub-band-dependent eigenenergies. We solve the eigenvalue problem using a finite difference scheme that preserves the continuity of the probability current across the semiconductor interface. Here, the integrations of Eq. 5 are completed within the parabolic limit inside a Boltzmann approximation for the Fermi-Dirac distribution,
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Here, N g 1D and N g 3D are the valley-wise 1D and 3D effective DOS along the transport direction, respectively. The QCPs are revealed via logarithmic inversion as
Finally, we then make a non-parabolicity correction to the QCPs by the reassignment
where α g is the valley non-parabolicity constant. This correction is consistent with the reduction of the electron energy relative to the band edge due to non-parabolicity for a carrier of fixed wavelength, here defined by the quantum confinement. Electrons, or subcarriers here, are moved within the total potential according to the equations of motion
which govern the evolution of their crystal momentum. Consistent with our PB statistical updates and the time-averaging ofV (r), our QCPs are updated every 120 fs in this work.
There is no quantum-confinement in the S/D semiconductor regions since the electron wave functions can escape into the metal contacts. Thus there arises a question of how to approximate the 3D effects at the beginning and end of the conduction channel, where the quantum-confinement gradually turns-on and off moving from the unconfined S/D regions into and out of the restricted fin-channel. To estimate this transition, we first generated a Γ-valley QCP from a 2D slice along the transport direction in the horizontal x − y plane (not transverse). We observed an approximately linear turn-on in this QCP approaching the channel that was rougly equal to the physical width of the fin. (The effective channel width allowing for barrier penetration is actually larger, which reduces the QCPs from what otherwise would be obtained. 67 ) To appoximate this effect, we linearly ramp-up the QCPs V g QC (r) from the outer edges of the drain and source extentions toward the gated channel over a distance W fin , the physical width of the channel in the horizontal plane.
B. Uses of V QC : real-space redistribution of charge
We see from Eq. 10 that the first effect of the QCPs is their application of classical forces on particles to redistribute them in real-space according to the as-calculated quantummechanical thermal charge distribution. This is provided to accurately model the capacitance of the gate, where it is known that the channel wave function is actually repelled from the oxide interface under quantum confinement.
This spatial effect of the QCPs on the charge distribution is illustrated in Fig. 5 under 0.6 V drain bias for the channel cross-section of Fig. 5a located near the beginning of the channel at the location of the potential energy barrier-top. We analyze the distribution at gate voltages of 0.35 V above threshold (Fig. 5b ) and at threshold (Fig. 5c ) in an In 0.53 Ga 0.47 As FinFET. Under each condition, we compare the purely classical MC device charge distribution (ρ CL ), the MC device charge distribution including PB and quantum confinement (ρ QC ), and the as-calculated equilibrium quantum-mechanical charge distribution in the Boltzmann limit from the preceding subsection (ρ QM , the right-hand side of Eq. 7).
Above threshold, a strong interface potential well attracts electrons to the surface, as expected classically (ρ CL , top left). Upon the inclusion of the QCPs, however, we see a device distribution with the population focused in the center of the channel and repelled from the interface as expected quantum-mechanically (ρ QC , top middle). Yet this corrected shift of the carrier population is not as strong as for the reference Boltzmann equilibrium calculation (ρ QM , top right), nor should it be. Unlike the calculations from which the QCPs were obtained, the quantum-corrected MC device simulations, corresponding to ρ QC , are At threshold, but still under non-equilibrium degenerate conditions if less so, the quantum-corrected device distribution (ρ QC , bottom middle) looks more like the refer-ence quantum-mechanical distribution (ρ QM , bottom right), but differences remain clear.
In this way, our use of the equilibrium Boltzmann approximation for the purposes of calculating the QCPs does not prevent us from using these same QCPs to address quantum confinement as applied to non-equilibrium degenerate carrier populations. Moreover, our
QCPs are most accurate but also most important for E F near the quantum-corrected valley edges. For example, the QCPs change the energy barrier heights for electrons to enter the constricted FinFET channel and, thus, in particular, the threshold condition. A good rule of thumb for estimating the resulting shift in threshold voltage ∆V T in the center of the channel due to quantum confinement is simply ∆V T ≈ V Γ QC for III-V materials (with a similar relation for Si considering V ∆ QC ). For more energetic and more degenerate carrier populations, however, it is easier for electrons to reach the interface than would be expected in a fully quantum-mechanical calculation, so our QCPs remain somewhat conservative.
C. Uses of V QC : modeling confinement-dependent phonon and ionized-impurity scattering
Strong quantum-confinement-enhanced phonon scattering long has been recognized, sufficient enough to more than halve the electron mobility in Si conduction channels with a few tenths of a MV/cm effective interface normal field absent even surface-roughness scattering. 68 This effect also has been seen in quantum transport calculations considering phonon scattering (as well as collision broadening thereof). states which leads to a preference for intra-sub-band scattering while remaining otherwise randomizing. In the limit of wide wells and low interface fields, these results converge to the carrier energy is referenced to the expectation value of the electrostatic potential, more closely approaching the bulk limit with reduced confinement. For increased confinement, the scattering rate for low-energy first sub-band carriers is increased substantially. By using the bulk scattering rate but starting at the quantum-corrected band-edge V QC (a, quantum-corrected rate), our approximation captures the overall increase in the basic scattering rate, if missing the oscillations and being somewhat conservative for low-energy carriers. By comparison, simply shifting the zero of the bulk rate by the quantum-confined band-edge energy (a, shifted bulk rate) results in a much larger error.
bulk limit as they must. For narrow wells and high interface fields, however, the scattering rate for the lowest energy carriers, which are substantially above the bottom of the square well or the expected potential for the triangular well due to quantum confinement, increases continuously as the confinement increases.
To model these effects, we simply adjust the MC scattering rate by shifting the energy of the argument of the scattering rate for a given kinetic energy ε i k in the initial valley by the initial valley quantum correction V i QC , as also illustrated (Fig. 6a, quantum-corrected rate) .
That is, the quantum-corrected scattering rate R QC i→f from some initial state i to some final state f is given in terms of the uncorrected (classical) scattering rate R CL i→f as
for any assumed energy conserving scattering processes, where ∆ i,f is the uncorrected energy separation from the initial valley edge to the final valley edge, and δE is the energy gained from (positive) or lost to (negative) the environment in the scattering process. We make the same adjustment for intravalley and intervalley scattering, quasi-elastic and inelastic, and While this approach misses the oscillations with energy and, in that way, is somewhat conservative for the lowest energy carriers, it captures the larger overall shift in the scattering rates with quantum confinement with no requirement to actually recalculate the scattering rates themselves from first-principles. Certainly this approach is more effective than simply shifting the zero of the bulk scattering rate itself by the QCP (Fig. 6a, shifted bulk rate) .
However we note that the effect of quantum confinement (and of this quantum correction in particular), can be relatively small or even reduce the scattering rates for non-randomizing long-range scattering interactions, consistent with their bulk energy dependence. An illustrative example of selecting the correct final quantum-corrected state energy for intervalley optical phonon absorption, and identifying the energies needed for the quantum-corrected scattering rate, is shown in Fig. 7 . Consistent with the underlying localized-particle MC method, this correction is implemented in terms of the final-state valley QCPs as a local function of r, V f QC (r). This approach has been used previously by our group 36,37 for 1D confinement in 2D MC simulations, but it is extended here in this study to 2D confinement in 3D simulations.
In Fig. 8 we illustrate our quantum-corrected scattering model applied to phonon scat- eff where E eff is the interface-normal effective electric field defining the triangular well. [69] [70] [71] Since the eigenenergies of the confined states E i have an E 3/2 eff dependence on the effective electric field, we note that the SR scattering rate varies as E 3 i . In narrow infinite square wells of width w, SR scattering rates have been observed 72, 73 to obey S SR ∝ w −6 , while the eigenenergies E i have a w −2 dependence. Again we note that SR scattering varies as E 3 i . We therefore postulate, at least as a first ansatz, a generalized approximate SR scattering rate for an electron at position r in valley g as
for our quantum-corrected MC simulations. In addition to reproducing the basic confinement dependence of SR scattering in these two limits, this ansatz also scales to the required result for very wide wells approaching the classical limit. There the SR is only significant for carriers near the surface and where our QCPs also would remain nonzero, modeling quantum-mechanical surface repulsion which remains no matter how wide the well, but is otherwise width independent.
In Eq. 12, while V g QC (r) 3 represents the effects of quantum confinement on SR scattering, the lead coefficient C SR represents the amount of actual SR. SR is a function of interface quality and, thus, will vary with both channel and dielectric material and even strain and growth conditions, particularly in nascent technologies. However, the lack of universal experimental results and rapid evolution in both FinFET and III-V technologies makes a calibration of C SR for these systems problematic. For this work, we calibrated C SR to reproduce known experimental SR scattering rates obtained for a planar Si/thermal SiO 2 interface channel, having also considered confined phonon scattering in both cases.
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This approach likely is optimistic for Si FinFETs and, more so, for In 0.53 Ga 0.47 As FinFETs.
However, it also provides another control for our simulations, allowing us to focus on the intrinsic properties of the two host material systems. However, although the assumed SR represented by C SR is held constant, the behavior of the quantum confinement-represented here via the QCPs-and, thus, the actual SR scattering will vary with material as well as energy valley and valley orientation.
Here, since the interface roughness interaction with the channel wave function is nonlocal along the channel, we have chosen an elastic long-range non-randomizing polar optical phonon-like selection procedure for the final state after SR scattering, 30,31 calibrated as noted above, which should be sufficient for the purposes of this work. We have plotted the thuscalculated SR scattering rate contribution for the electrons in the Γ-valley of In 0.53 Ga 0.47 As of the same FinFET channel in Fig. 8 . Initially the SR scattering more than doubles the scattering rate despite the likely underestimated amount of SR. However, with increasing energy, the randomizing intervalley phonon scattering processes soon become the dominant scattering mechanisms again.
V. Model comparison and discussion
We illustrate the QCs, and the effects of degenerate populations and quantum confinement, by benchmarking In 0.53 Ga 0.47 As devices against industry standard Si devices, and by isolating the impact of each quantum correction. The FinFET sidewall orientation is (100)/ 100 and the reference FinFET geometry is described in detail in Section II.
We compare the two materials' respective transfer curves I DS − V GS in Fig. 9 and their transconductances and ON-state currents in Table I 
where q is the fundamental charge and, by definition, n b is the total cross-sectional charge density at the top of the source-to-channel potential barrier. The injection velocity v inj is the average velocity along the channel of incident charge carriers (those moving toward the drain) at the barrier-top, and γ is the injection efficiency. The injection efficiency is
with a distinction made here between reflection in terms of current j reflection in the numerator and charge n reflection in the denominator. The ratio of reflected (−) current to incident (+) current is R j ≡ n − v − / n + v + , the ratio of reflected charge to incident charge is R n = n − / n + , v + ≡ v inj , and n + + n − ≡ n b , with all parameters once again measured at the barrier-top. Meanwhile, n b depends on the gate overdrive voltage, controlled by the series combination of the dielectric capacitance and the channel quantum (DOS) capacitance.
In 0.53 Ga 0. 47 As strongly outperforms Si under classical MC simulation assumptions ( Fig. 9a and b, CL), consistent with a smaller transport effective mass in its Γ-valley than in the six In addition to degeneracy, we then employ the quantum-correction potentials ( We next add the quantum-confined scattering using the same QCPs ( Fig. 9a and b, +QCS). Performance degrades in both material systems due to significantly enhanced scattering rates, although this quantum correction had the smallest effect on the overall drive current performance in the considered device structure.
Finally, we add the surface-roughness scattering ( Fig. 9a and b injection efficiency is poor (γ = 36%), having significant occupation of the high-scattering rate peripheral valleys, as well as substantial intervalley scattering that, itself, produces back-scattering. In contrast, the quantum capacitance increases with the occupation of the satellite valleys, leading to an overall larger carrier population in the channel for a given gate voltage than otherwise would be found. However, the larger gate control of the device including intervalley scattering is not enough to offset the greater benefits enjoyed by the device where the peripheral valleys are no longer available (Fig. 10, no IV 
VI. Conclusion
In this study, we provided an ensemble MC methodology with the most complete set of quantum corrections in terms of the number of quantum mechanical effects addressed: farfrom-equilibrium degenerate statistics and associated PB of scattering and limited quantum (DOS) capacitance, and confinement effects including altered energy separations between energy valley minima and quantum-confinement-dependent phonon and surface-roughness scattering, in addition to electron redistribution in real space and modified source-to-channel potential barriers. We developed each of our methods individually within this article with a focus on our new contributions and discussed their relevance in terms of nanoscale n-channel
FinFET device performance, illustrated through application to example In 0.53 Ga 0. 47 As and
Si devices.
For the treatment of the PB of scattering, we avoid the common use of Fermi-Dirac equilibrium electron distributions to approximate the final state occupation probabilities. Instead, our method directly samples even far-from-equilibrium forward-going and backwardgoing local electron populations as a function of energy valley and energy, and uses those occupation probabilities self-consistently to model PB. We also introduced sub-carriers (fractional carriers) to suppress classical molecular dynamics carrier-carrier interactions that inherently do not consider the Pauli exclusion principle, with the added benefits of enhancing simulation statistics and minimizing self-forces. Our method of calculating degenerate carrier populations was shown to limit to Fermi-Dirac statistics under equilibrium conditions, while flexibly adapting to more complex distributions under bias.
We modeled the above-noted quantum-confinement effects via space-, valley-, and orientation-dependent quantum-correction potentials. In doing so, we extended to 3D a treatment of quantum-confined phonon and ionized-impurity scattering developed previously in-house, and found a versatile method for modeling surface-roughness scattering with these potentials that extends to arbitrary potential-well shapes, giving material-, valley-, and orientation-dependent SR scattering in various device geometries.
We showed that collectively these modeled quantum effects can substantially degrade or even eliminate otherwise expected benefits of considered In 0.53 Ga 0. 47 As devices over industrystandard Si devices, despite lower bulk electron masses, higher mobilities, and higher thermal velocities found in III-V materials, even while neglecting non-ideal contacts and reduced interface quality that are likely to be worse for III-Vs.
We note that it also may be possible to use quantum corrections in the ways described herein within simpler drift-diffusion or hydrodynamic simulators, albeit using more computationally efficient methods for calculating the potentials themselves.
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VIII. Appendix A: material parameters
Listed are the simulated band structure and scattering parameters for Si and In 0.53 Ga 0.47 As including the lattice constant (a 0 ), mass density (ρ), speed of sound (v s ), relative dielectric permittivity (ε r ), electron affinity (qχ) , non-parabolicity constant (α), valley effective mass (m), acoustic deformation potential (∆ ac ), deformation field (DK), phonon energy (hω), valley-wise bowing parameter (C i ), and intervalley separation (E i j ).
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