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Introduction
The usefulness of stationary long-memory processes for modeling time series has been demonstrated in the literature by numerous examples, including applications in hydrology, geophysics, economics, finance, climatology, physics, biology, medicine, music and telecommunications engineering among others (see e.g Mandelbrot 1977 , Beran 1994 , Lowen and Teich 2005 . Long 1 memory of a second order stationary process X t is characterized by slowly decaying non-summable autocovariances
where d ∈ (0, 1 2 ), and a pole of the spectral density at the origin,
Here " ∼ " means that the ratio of both sides tends to one. For some data sets, however, it has been observed that the assumption of stationarity is too restrictive, even after trends in the mean are removed. In particular, the long-memory parameter d, as well as other parameters characterizing the spectrum of the process, may change as a function of time. Data examples with time-varying d can be found, for instance, in geophysics, oceanography, meteorology, economics, telecommunication engineering, medicine and other areas of statistical applications (see e Hallin (1978) , Priestley (1981) , Dahlhaus (1986 Dahlhaus ( , 1987 , Dahlhaus and Giraitis (1998) , Moulines et al. (2005) . Jenssen and Whitcher (2000) define locally stationary fractional ARIMA (FARIMA) processes Joyeux 1980, Hosking 1981) , and estimate parameters using wavelets. Alternatively, given a specific linear model such as a fractional ARIMA, one may consider local estimation based on estimated innovations. This is the approach taken here. For related estimates for stationary long-memory processes, see e.g. Fox and Taqqu (1986) , Yajima (1985) , Giraitis and Surgailis (1990) and Beran (1995) . Modeling time series by locally stationary long-memory processes is closely related to change point detection in the spectral domain. For spectral change point detection in the long memory context, see e.g. Leipus (1990, 1992) , Horváth and Shao (1999) , Lavielle and Ludena (2000) , Ray and Tsay (2002) , Ben Hariz et al. (2007) , also see Kokoszka and Leipus (2003) for a review. It should also be noted that shifts in the mean can also give rise to long-memory type dependence (see e.g. Granger Berkes et al. 2006) . In this paper, we assume the mean to be constant. The methods proposed here may be extended to situations with nonconstant mean by combining them with suitable algorithms for nonparametric regression smoothing (Beran and Feng 2002b) or change point estimation (Horváth and Kokoszka 1997) . Specifically, we consider a sequence of processes X t,n having a timevarying infinite autoregressive representation
where ε t are iid zero-mean random variables with finite variance σ
T (u ∈ [0, 1]) are sufficiently smooth functions of rescaled time. Moreover, for fixed u = t/n, the value of d(u) ∈ (0, 1 2 ) is assumed to be such that
and
where c b , c f are positive constants. In the case of a fractional ARIMA(p, d, q) process, we have c f = σ 2 ε /(2π) and for z ∈ C, with |z| ≤ 1 and z = 1,
where
The time varying parameters are then σ
that locally the process has (approximately) a spectral density with a pole at the origin proportional to |λ| −2d (u) , and, in the course of time, the rate of divergence of the pole changes slowly.
In this paper, estimation of θ(.) based on the autoregressive representation (3) is considered. For Gaussian innovations ε t , this corresponds to an approximate maximum likelihood estimator. Two questions are addressed: 1. asymptotic distribution ofθ(u), and 2. the choice of a suitable bandwidth that determines which observations in the neighbourhood of u (or nu on the original time scale) are used for the local estimate. The paper is organized as follows. The asymptotic distribution ofθ is derived in section 2. Section 3 addresses the issue of bandwidth choice. In particular, an asymptotic expression for the mean squared error ofd is obtained. The asymptotically optimal bandwidth turns out to be proportional to n −1/5 and inversely proportional to {d } 2 . In spite of long-range dependence, the formula are similar to results in the context of regression smoothing with iid errors. For the case of short-memory AR(p) processes also see Dahlhaus and Giraitis (1998) . Simulations and data examples in section 3 illustrate the approximate validity of the asymptotic results for finite samples. Moreover, a simple iterative plug-in algorithm for data driven bandwidth choice is proposed. General comments in section 4 conclude the paper. Proofs are given in the appendix.
Estimation, asymptotic distribution
Denote by θ o (u) the true parameter curve. We consider estimation of θ o (u) for a fixed rescaled time point u o ∈ (0, 1). Let t o (n) = [nu o ], u t,n = t(n)/n, and denote by K : R → R + a nonnegative kernel function with
or by solvingL
4 where
Note that e t (θ) andė t (θ) are approximations of
andε
Under suitable regularity conditions, X t,n defined by (3) is a locally stationary process (see e.g. Jenssen and Whitcher 2000), i.e. there exist transfer functions A t,n (e −iλ ; θ) and A(e −iλ ; θ) such that X t,n has a spectral representation
and (17) for all n and a constant C. In the following we will use the notation 
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where 
Remark 2 Note that in general V depends on θ o . This property is inherited from the maximum likelihood estimator for the the stationary case (see e.g. Yajima 1985, Fox and Taqqu 1986, Dahlhaus 1989, Giraitis and Surgailis 1990), since V is identical to the corresponding asymptotic covariance matrix of the MLE. An exception is, for instance, the fractional ARIMA(0, d, 0) model (see example 1 below).

Remark 3 FARIMA(p, d, q) processes are very flexible with respect to approximating linear dependence structures (i.e. the underlying spectral density). The difference operator (1 − B)
d incorporates a pole at the origin of the form c f |λ| 
Asymptotic mean squared error and bandwidth choice
An important question that needs to be addressed whenever nonparametric smoothing is applied is the choice of a suitable bandwidth. In theorem 1, no indication is given regarding the bias To simplify presentation, we restrict attention to the one-dimensional case
). An asymptotic formula for the mean squared error ofd(u o ) is given by 
2. Variance:
3. Mean squared error: (25) with
Theorem 2 implies the following asymptotically optimal bandwidth.
Corollary 1 Under the assumptions of theorem 2, the asymptotic mean squared error is minimized by
with
The resulting MSE is then of the order O(n −4/5 ). 
Remark 5 The formulas for
IMSE = b 4 1−δ δ C 1 (u)du + (nb) −1 1−δ δ C 2 (u)du.(30b = b small b = b large b = b opt asymptotic formula n 4/5 α n (b) n = 250
Data examples and computational aspects 4.1 Simulations
To examine in how far the asymptotic formulae apply to finite samples, a small simulation study is carried out. Figure 5 shows a typical simulated series of length n = 500. Visually, it seems very difficult to notice any deviations from stationarity. Nevertheless, the simulated averages ofd(u) (figure 4) are close to the true curve for b small and b opt .
Computational issues
For observed time series, the constant C opt , and hence b opt , are unknown and have to be estimated. In the context of nonparametric regression with iid errors, various data driven methods for bandwidth choice are known (see e.g. Gasser et al. 1991 , Herrmann et al. 1992 ). Similar algorithms may be applied here. For instance, a simple iterative plug-in algorithm can be defined as follows.
Algorithm 1
• Step 1: Set j = 0 and set b j equal to an initial bandwidth.
• Step 2: Estimate d(.) using the bandwidth b j . 
• Step 3: For each u o , fit a local polynomial regression
β o (u o )+β 1 (u o )(u− u o )+ 1 2 β 2 (u o )(u−u o ) 2 directly
An adaptation of their ideas to the long-memory context may be possible, but would require a detailed analysis to avoid artifacts such as overfitting and confusion between d and autoregressive parameters (also see Beran et al. 1998 for comments on the latter problem).
Experience with simulated and real data sets shows that convergence is reached within a few iterations. To illustrate this, we consider the two simulated examples in figures 1 and 2. The initial bandwidth b o = 1 4 n −1/5 leads to highly variable estimates. These estimates are misleading, since they suggest extreme local fluctuations in d. Considerably improved estimates are obtained already after 2 iterations. These estimates remain almost unchanged by further iterations.
Data examples 4.3.1 Nile river minima
The yearly minimal water levels of the Nile River , 0) fit based on the iterative plug-in algorithm defined in the previous section (and the integrated mean squared error as criterion), confirms this finding (figure 6c). Visually, the change can be seen by comparing the log-log-periodogram plots of the first one hundred observations (figure 6d) with the plots for observations 101 through 200 (figure 6e) and 201 through 300 (figure 6f) respectively. Since the impression is that of a rather abrupt change, local bandwidth choice may be more appropriate for this data. We therefore also applied the iterative algorithm using locally optimal bandwidths C opt (u o )n Figure 7a shows a tree ring width series (chronology) of bristlecone pine at Mammoth Creek, Utah, USA (D. A. Graybill, //ftp.ncdc.noaa.gov). The periodogram in log-log-coordinates (figure 7b) shows a clear negative slope near the origin, indicating strong long memory. The estimated functiond(u) in figure 7c is essentially monotonically decreasing. The decrease in d is illustrated in figures 7d through e, with log-log-periodgrams for the years 1 to 400, 901 to 1300 and 1501 to 1900 respectively. 
Tree ring widths
Final remarks
In this paper, some basic issues regarding parameter estimation for locally stationary long-memory models were addressed. A number of practically relevant open questions remain. These include simultaneous nonparametric trend estimation, alternative smoothing techniques and boundary problems.
and 
n (θ) converges in probability to the k × k identity matrix I uniformly in N n , with respect to the Matrix norm x = i,j |x ij |.
Remark 14 The meaning of assumptions (A1)-(A7) is as follows (see also remarks in section 2, example 1): (A1) is an identifiability condition; (A2), (A4), (A5) and (A6) are standard conditions in the context of maximum likelihood estimation for FARIMA processes; (A3) is needed to carry over asymptotic results obtained under stationarity to the locally stationary case; (A7) is needed for applying a limit theorem for martingale differences (Hall and Heyde 1980).
Proof of theorem 1
Step 
is a vector between θ 0 and θ n . Since
in the norm x = i,j |x ij |, and θ * n → θ o , we may approximate the first probability by
(see e.g. Fahrmeier and Kaufmann 1985). The second probability converges to zero since (nb) −1/2Ṡ (θ o ) converges in distribution to a zero mean normal variable and θ n − θ o is of the order (nb) −1/2 . Thus, lim P (S n (θ n ) > S n (θ o )) = 1 so that with probability approaching to 1, S n (θ) (θ ∈ N n ) assumes its minimum in N o n . (By analogous arguments it follows that the minimum is not attained for θ / ∈ N n , with probability converging to one.) Since N o n is a shrinking neighborhood of θ o , consistency follows. Note also that, because of convexity of S n (θ) for large n, the minimum is unique (unless S n is constant in an interval) and thus coincides withθ n .
Step 2 -asymptotic normality: Without loss of generality we will assume σ Since M = J −1 , we have
Proof of theorem 2:
We will use the notation θ t,n = θ(t/n) and θ o = θ o (u o ). Consider 0 =Ṡ n (θ) = (nb) 
Proof of corollary 1:
The asymptotic mean squared error is approximated by The resulting MSE is then of the order MSE(θ) = O(n −4/5 ).
MSE(θ) = Bias
