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ABSTRACT
Quantum physics is probably the most successful and fascinating physical theory of
the last century. Alongside with its success, quantum mechanics has some features
that are less intuitive to our classical mind. This thesis examines some of these
features with the concept of ”size” measures: tree size complexity, dimension and
many-box locality; and studies how these sizes elucidate the quantum–classical
boundary.
Tree size (TS) complexity is a complexity measure of quantum states proposed
by Aaronson. A (family of) state is complex if its tree size scales superpolyno-
mial in the number of qubits. By studying a mathematical theorem that puts
superpolynomial lower bound on tree size, we exhibit explicit examples of com-
plex states, and efficient witnessing of them. Moreover, the relation between tree
size complexity and quantum computation is discussed.
Dimension witnesses (DW) are tests that allow one to certify the lower bound
of the dimension, the number of perfectly distinguishable states of the physical
system. By violating a device independent dimension witness, one can certify the
presence of states of high dimension. We discuss a device independent dimension
witness for entangled four dimensional systems (ququarts) based on the CGLMP4
inequality.
We propose the notion of many-box locality (MBL) as a possible physical
principle that defines the quantum set of correlations. Novel tools are developed
to analyse MBLN , the sets of correlations that become local when N copies are
measure together. The set MBL∞ matches the quantum set on a slice of the





Quantum mechanics is very much more than just a theory; it is
a completely new way of looking at the world, involving a change in
paradigm perhaps more radical than any other in the history of human
thought.
—Tony Leggett
Quantum physics is a fascinating theory. It successfully explains what classical
physics failed to, such as the photo-electric effect, the stability of the atom, the
ultraviolet catastrophe; it explains virtually every phenomenon (except gravity)
from elementary particles to chemistry to semiconductors. Quantum physics is at
variance with classical physics both conceptually and mathematically. Quantum
states reside in the complex Hilbert space; one can predict only the probability
of outcomes of a measurement given by the trace of operators. This abstract
formalism of quantum physics, along with its explanation power, makes predictions
that are counter-intuitive to our classically trained mind. We do not experience
quantum effects, such as wave particle duality, in our everyday life. Extending
concepts from quantum mechanics to everyday objects might result in seemingly
paradoxical situations.
In 1935, Einstein, Podolsky and Rosen questioned about the completeness
of the quantum description of reality [1]. They consider a scenario where two
correlated particles, A and B, are sent to two distant locations. Measurement of a
variable (e.g. position) performed on the first particle A, will cause the conjugate
variable (e.g. momentum) of the second particle B to be indeterminate, otherwise
2
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Heisenberg’s uncertainty relation would be violated. This “spooky action” cannot
be explained by signals sent from A to B, since an instantaneous signal would
violate Einstein’s special relativity. They then concluded that quantum mechanics
is not complete, and there might be some “hidden variables” shared by the particles
that determine the outcome of all possible measurements, whether performed or
not. This has remained as a philosophical dispute until 1964, when John Bell
came up with an experimental testable criterion for the local realistic assumption
in the EPR argument [2]. It is formulated as linear inequalities on the probability
distribution of the outcomes, called Bell inequalities. Quantum mechanics does
allow the violation of Bell inequalities hence it must violate at least one of the
assumptions of locality and realism. The probability distribution of measurement
statistics that leads to a Bell violation is called Bell nonlocal, or simply nonlocal.
Numerous experiments have confirmed the violation of Bell’s inequalities [3–
9]1. Nonetheless, the particles that lead to a Bell violation are usually photons
or ions, under stringent laboratory conditions. Can a Bell inequality be violated
with macroscopic objects?
The EPR paper had also inspired one of the founders of quantum mechanics
to question the interpretation of quantum mechanics with his cat gedankenexper-
iment. In 1935, Erwin Schro¨dinger raised the problem of extending the superpo-
sition principle to everyday object [13, 14]. In his thought experiment, a cat was
kept in a sealed box with a flask of poison possibly triggered by the radioactive
decay of a single atom. At the time of the half life of the atom, the atom is in
the equal superposition of decayed and not decayed. The cat, the flask of poi-
son and the atom will be in an entangled state of 1√2(|decayed〉 |released〉 |dead〉+
|not decayed〉 |not released〉 |alive〉). Can a macroscopic object, like a cat, be in
the superposition of dead and alive? A lot of experimental effort has been devoted
to the realization of some forms of Schro¨dinger’s cat, that is putting something big
in superposition. Different notions of size were used [15–17], including amplitude
of the coherent state, mass of molecule in an interference experiment, magnitude
of current in the superconducting circuit. In order to compare across different set-
ups, one of these size measures aims to put bounds on the parameter in collapse
models [16]. Though the size is still far from a cat, it seems we can put bigger
and bigger objects into superposition. Is there a limit on the “size” of the objects
where superposition will persist?
1Previous experiments are still open to one or more of the loopholes, including the locality
loophole and detection loophole. Loopholes have been closed in different experiment, see for
example [10, 11]. Only recently, a loophole free Bell test is reported [12].
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Traditionally, the quantum-to-classical transition is explained through decoher-
ence [18] and collapse models [19, 20]. This thesis takes a different approach and
focuses on two aspects of quantum weirdness: complexity and nonlocality. Three
size measures are introduced: tree size complexity, dimension of quantum system
and many-box distributions. Besides motivations in quantum information, we will
try to discuss how these sizes are related to the quantum–classical boundary.
1.2 Complexity
Quantum mechanics has been tested by numerous experiments with no disagree-
ment. Nonetheless, straightforward application of the laws of quantum mechanics
to everyday objects may lead to counter-intuitive paradoxes. Among others, the
thought experiment of Schro¨dinger’s cat [13] is such a paradox where a macroscopic
object (a cat) could be put into a superposition of two distinct states (dead and
alive). First conceived to describe the microscopic world of atoms and electrons,
the predictions of quantum mechanics have been tested with objects of increasing
sizes: motional state of atom [21], optomechanical systems [22], superconducting
qubits [23], large molecules [24] and so on. These experiments can be interpreted
as Schro¨dinger’s cats of increasing size. However, a cat is not only large in physical
size, large in mass, consisting of many elementary particles, but also it is a com-
plex object. We may treat complexity as another axis to test the limit of quantum
mechanics.
We propose “complexity” as an alternative “size” measure of the Schro¨dinger’s
cat: a cat is not only big, but also complex. The proposed cat state usually takes
two forms: for spin systems, it takes the form of the Greenberger–Horne–Zeilinger
(GHZ) state [15]; for double slit type of interference experiments, it involves the
superposition of the single degree of freedom of the centre of mass. If we are
able to generate larger and larger quantum states, can we generate more and
more complex quantum states? To qualitatively discuss complexity, we need to
introduce a complexity measure.
In Chapter 2, we will explore a complexity measure for quantum states, called
the tree size, its property and its possible relation with quantum computation, a
promising application of quantum information technology.
Information is physical [25]. The physical property of the information carrier
determines how we can manipulate the information. The quantum mechanical
laws of nature may empower us with computation capability stronger than what is
allowed by classical physics. Quantum computation is computation with the aid of
quantum states and operations. Some quantum algorithms are significantly faster
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than all known classical algorithms. But where exactly the power of quantum
computing lies remains unclear. We phrase the question from another angle: what
are the states that are useless for quantum computation. One possible answer is
those that can be efficiently simulated by a classical computer. We called those
states simple, otherwise complex. With the tree size complexity, we discuss in more
detail simple and complex states, how we can certify the complexity of a quantum
state and evidences that at least in some models of quantum computation, complex
quantum states are necessary.
1.3 Nonlocality
Bell’s theorem states that violation of Bell inequalities implies that no physical
theory of local hidden variables can reproduce all the predictions of quantum me-
chanics. It is arguably one of the most profound scientific discoveries and has
deeply influenced our perception and understanding of physics. It has been the
subject of analysis, discussion and development by both physicists and philoso-
phers of science. Readers may refer to Ref. [26] for a review on the foundational
perspective of nonlocality.
Other than foundational interest, recently nonlocality is considered from a
operational perspective where its relation with quantum information science are
investigated [27]. To name a few, nonlocality has led to applications in various de-
vice independent (DI) quantum information processing tasks, such as quantum key
distribution [28, 29], randomness generation [30, 31], as well as certification of var-
ious quantum resources, including device independent entanglement witness [32],
device independent dimension witness [33], and device independent tomography,
better known as self-testing [34–37].
In this thesis we study two size measures related to nonlocality: dimension of
quantum systems and many-box distributions.
In Chapter 3, we will review some basic tools used in the study of nonlocality.
The main object under study is the space of probability distributions. In this
geometric view, sets of distributions subject to certain conditions are seen as ge-
ometric bodies. These include the no-signalling polytope, the local polytope and
the quantum set. Bell inequalities are simply the facets of the local polytope. Ma-
terials in Chapter 3 are not new but they introduce the framework and vocabulary
for the next two chapters.
In Chapter 4, we are going to explore the power of Bell inequality serving as a
device independent dimension witness (DIDW). Dimension refers to the number of
perfectly distinguishable states in a physical system. In quantum mechanics, this
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is the dimension of the Hilbert space that describes the system. A lower bound on
the dimension can be certified by the violation of a Bell inequality. This dimension
witness certifies lower bound on the dimension of the system while making no
assumption about the state of the system or the measurement performed. Other
forms of dimension witness rely on some assumptions or do not distinguish classical
from quantum dimension. Towards the end of the chapter, we discuss a feature of
the dimension witness we considered, that had been overlooked and that makes it
superfluous to consider an experimental realization.
Quantum mechanics is not the most nonlocal theory under the no-signalling
condition. Whether there is a physical principle that limits the amount of non-
locality that can be achieved by quantum mechanics remains an open question.
On the other hand, nonlocality may diminish in the macroscopic limit. To ex-
hibit nonlocality with quantum states, it usually requires careful preparation of
the states, precise manipulation and measurements on microscopic systems. Can
nonlocality be macroscopic? Can a negative answer to this question lead to a
principle that defines the set of correlation achievable by quantum mechanics?
In Chapter 5, we will analyse how nonlocality diminishes or remains under a
local data processing. Similar to the previously proposed principle of Macroscopic
Locality (ML), we consider the local processing of combining several copies of
the same distribution (boxes) and measuring collectively. The set of correlation
defined by ML alone is know to be larger than the set of quantum distributions.
By removing some assumptions in ML, we examine the sets of correlations whose
nonlocality vanishes when N copies of the boxes are measured, the many-box local
setMBLN . With novel mathematical technique, we characterize theseMBLN sets
on slices of the no-signalling polytope, numerically and analytically. On a specific
slice, we show that the MBL∞ coincides with the quantum set. This suggest that
MBL could be a candidate of a physical principle that defines the quantum set.
In Chapter 6, we summarize the results presented in this thesis and an outlook
on possible future directions.
CHAPTER 2
TREE SIZE COMPLEXITY
The content of this Chapter has been partially published in References [38], [39]
and [40].
2.1 Motivation
2.1.1 An alternative size for Schro¨dinger’s cat
As mentioned in the Introduction, one of the motivations of studying state com-
plexity is to use it as an alternative “size” for Schro¨dinger’s cat. Schro¨dinger’s
gedankenexperiment was meant to question the validity of quantum linear super-
position at a macroscopic scale. As such, a “cat state” must contain superposition
of macroscopically distinct states. Different approaches have been proposed to
capture the notion of macroscopicity. For example, in a double slit interference
experiment [24, 41], one can denote the state as |Ψ〉 = c0 |Ψ0〉+ c1 |Ψ1〉 with
|Ψ0〉 = |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉 ,
|Ψ1〉 = |x1 + ∆x〉 ⊗ |x2 + ∆x〉 ⊗ · · · ⊗ |xn + ∆x〉 ,
where xi is the position of the particle if it pass through the left slit, and xi + ∆x
the right slit. One may call it a macroscopic superposition when the number
of particles n is large. However, one soon realized that the number of particles
depends on what is considered elementary. Do we count the number of molecules,
atoms or nucleons? Moreover, under a change of basis, the number of degrees of
freedom in the superposition can be small. If one choose to specify the state by the
position of the centre of mass xcm and the position of the other (n − 1) particles
7
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relative to the centre of mass x′i, then |Ψ0〉 and |Ψ1〉 become
|Ψ0〉 = |xcm〉 ⊗ |x′2〉 ⊗ · · · ⊗ |x′n〉 ,
|Ψ1〉 = |xcm + ∆x〉 ⊗ |x′2〉 ⊗ · · · ⊗ |x′n〉 ,
and the state becomes
|Ψ〉 = c0 |Ψ0〉+ c1 |Ψ1〉 =
(
c0 |xcm〉+ c1 |xcm + ∆x〉
)
⊗ |x′2〉 ⊗ · · · ⊗ |x′n〉 ,
where now the superposition is only in a single degree of freedom. How macroscopic
is this superposition?
For discussion about macroscopicity of quantum states and systems, we would
like to refer the readers to the topical review by Leggett [42], as well as various ways
proposed to quantify macroscopicity based on: overlap between states of individual
subsystems [43]; quantum metrology [44]; number of measurements to collapse into
one branch of the superposition [45]; number of single particle operation to map one
state onto the other [46]; phase space structures of quantum states [47]; quantum
Fisher information [15] and minimal modification of quantum mechanics [16, 48].
Experiments have demonstrate progressively macroscopic quantum systems and
there does not seem to be a breakdown of quantum physics at the macroscopic
scale1.
Macroscopicity is one of the possible axes to test the limitation of quantum
mechanics. We propose complexity as an alternative axis due to its possible re-
lation to a promising application of quantum information — quantum comput-
ing. Whether a quantum computer is eventually possible depends on if quantum
mechanics breaks down in the limit of high complexity. One of the original mo-
tivations for Aaronson to propose tree size complexity measure is to refine the
discussion of this possible break down [49].
2.1.2 Quantum computation
Some problems become intractable on conventional classical computers, not be-
cause they are insoluble, but because the resources required to solve them are
immeasurable. The promise of quantum computers is to enable quantum algo-
rithms that renders some of these problems feasible [50].
1See Table I in [16] for the macroscopicity µ of various conceivable experiments with µ up to
23.3, while an idealized model of Schro¨dinger’s cat has a µ of ∼ 57, where µ = log10(τ) and τ is
the coherence time parameter in units of seconds
2.1. MOTIVATION 9
Figure 2.1: An example of a quantum circuit. Wires represent qubits and boxes
represent unitary transformations.
A quantum computer can be modelled by a set of wires and gates, as shown
in Fig. 2.1, called the quantum circuit model. Wires represent qubits carrying
quantum information, while gates represent unitary transformations on qubits.
The state is initially prepared in the product state |0〉⊗N , and the input to the
problem and the algorithm is encoded in the transformation of qubits. Finally,
measurement is performed on the qubits and the solution is read out from the
classical outcomes of the measurements.
Another model of quantum computation, called the measurement-based quan-
tum computation (MBQC) model, though conceptually different, is equivalent to
the quantum circuit model. In MBQC, an initial resource state with multipartite
entanglement is prepared, after which single qubit measurement is performed se-
quentially. Measurement basis of subsequent qubits may depend on the outcome
of previous measurements. The input to the problem and the algorithm is encoded
in the choice of measurement basis. Finally the output to the problem is encoded
in the outcomes of measurements of a subsets of qubits.
There are three main types of quantum algorithms that have shown advan-
tages over known classical algorithms [50]: quantum search algorithm, quantum
Fourier transform and quantum simulation. It is not obvious to pinpoint what
gives quantum computation its power. One may na¨ıvely think that quantum su-
perposition, where all the possible solutions are checked simultaneously, captures
the power of quantum computation. However, if this were the case, solution to any
problem could be sped up by this manner, while quantum algorithms show advan-
tage over classical ones for only few classes of problems: only problems where the
“bad” solutions miraculously destructively interfere with each other, for example
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the Deutsch-Jozsa algorithm. The presence of interference seems to be neces-
sary in this case. A quantitative measure of interference and its role in quantum
algorithms is investigated in [51, 52].
Entanglement, is at the heart of many quantum information applications, and
its role in quantum computing has also been extensively explored. The conclusion
heavily depends on the measure of entanglement chosen. For example, quantum
computation with state which has polynomial Schmidt rank across any bipartition
at each step can be efficiently simulated by classical computer [53]; universal quan-
tum computation is possible with a pure state whose entanglement entropy of every
bipartition may tend to zero [54]. More surprisingly, in the measurement-based
quantum computation, high geometric measure of entanglement in the resource
state precludes it from offering universal quantum computational speed up [55].
For quantum computation with pure states, multipartite entanglement with num-
ber of parties increases unboundedly with input size is necessary for exponential
speed up [56]. The Gottesman-Knill theorem clearly shows that (even multipar-
tite) entanglement is not sufficient for quantum speed up [57]. For the case of
mixed states, in the absence of entanglement, discord is proposed to capture the
computational resource in the model of deterministic quantum computation with
one qubit (DQC1) [58, 59].
Entanglement, initially devised to capture the non-separability of quantum
states may not represent the resource for quantum computation speed up. Instead,
we turn to state complexity which might be more directly related to quantum
computation.
2.1.3 Types and measures of complexity
Everyone has an intuitive notion of complexity. Complex systems all consist of
many parts and they interact in a non-trivial way. We refer to the type of “organ-
ised complexity” according to Weaver [60]. A fully ordered object, like a crystal,
is simple. On the other end of the spectrum, a completely random object, like gas,
is also simple (or “disorganised complexity”). In the middle of spectrum is where
the complex objects are, like a human brain. Complexity has precise meanings
in different fields of science. In complexity system science, complexity is about
how the interaction between the different components of the system give rise to
organised but hard-to-predict behaviours. In information science, complexity is a
measure of resources. For example, computation complexity describes how much
time, memory space, communication or oracle access is required to complete a
computation task. Here, we are about to explore state complexity, which is the
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minimum amount of information required to either describe or simulate a quantum
state.
The complexity of classical strings can be measured by the Kolmogorov com-
plexity [61]: the length of the shortest programme that generates the string. Its
generalization to quantum Kolmogorov is not straightforward, and various defi-
nitions have been proposed: quantum computer programme to generate classical
strings [62] or classical description of quantum strings [63] or quantum input to
generate quantum strings [64]. Quantum Kolmogorov complexity is useful in some
context but suffers from the same setback as its classical counterpart that they
are not computable.
Circuit complexity [65–70] is another possible candidate for the complexity of
quantum states. The circuit complexity of a state |ψ〉 is defined as the small-
est quantum circuit that produced |ψ〉 from a product state. This captures the
preparation complexity of the quantum state but has little to do with the descrip-
tion or simulation complexity. A complex state can be generated with a simple
circuit [71].
Tree size (TS) introduced by Aaronson [49] captures the shortest bra-ket no-
tation of a quantum state. It has two noticeable advantages. It is in principle
computable, and non trivial lower bounds can be shown for family of states. We
focus on this tree size complexity measure and extend the work of Aaronson. The
rest of this Chapter is organized as follows: In Sec. 2.2, we will introduce the con-
cept of tree size complexity and some basic properties; in Sec. 2.3, we will identify
the most complex two-, three- and four-qubit states; Sec. 2.4 gives examples of
simple states while Sec. 2.5 introduces superpolynomial lower bound on tree size,
and gives examples of complex states; Sec. 2.6 shows how to efficiently verify com-
plex states using a complexity witness; Sec. 2.7 discusses the possible link between
tree size complexity and the usefulness of states for quantum computation; and
we conclude and suggest future direction in the last section.
2.2 Definition and basic properties of tree size
The basic units for quantum information are qubits, analogous to bits for classical
information. Na¨ıvely, an n qubit quantum state requires 2n complex amplitudes
to fully specify the state:
|Ψ〉 = ∑
x∈{0,1}n
cx |x〉 , (2.1)
where x is an n bit string, |x〉 is a vector in the computational basis of an n qubit
state, and cx are complex coefficients that satisfy the normalization condition
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Figure 2.2: An example of tree representations of the biseparable state |ψ〉 =
(|000〉 − |011〉)/√2. Representation (a) has a size of 6 and representation (b) has
a size of 5, which is the minimum for this state. Hence TS(|ψ〉) = 5.
∑ |cx|2 = 1. This is not the shortest representation. For small number of qubits,
there exist ad hoc decompositions that are more compact. For two qubit this is the
Schmidt decomposition. For three qubits, the Ac´ın decomposition [72] provides a
form with four real and one complex parameters. Generalization to more qubits
is also possible [73]. Tree size (TS) a complexity measure of quantum states that
captures the minimum number of parameters that is required to specify the state,
first introduced by Aaronson [49]. Here we rephrase its definition:
Definition 2.1. Any multiqubit state written in Dirac’s bra-ket notation can be
represented with a rooted tree consists of ⊗ and + gates; each leaf vertex is labelled
with a single qubit state α |0〉 + β |1〉 which need not be normalized; the outgoing
edges of each + gate are labelled with a complex number representing the amplitude
of each component. The size of the tree is defined as the number of leaves.
Finally, the tree size (TS) of a quantum state is defined as the size of the
minimum tree representation of the state.
We illustrate the definition of tree size with the following example. Let |ψ〉 =
(|000〉 − |011〉)/√2. One way to represent |ψ〉 is 1√2 |0〉 ⊗ |0〉 ⊗ |0〉 + (− 1√2) |0〉 ⊗
|1〉 ⊗ |1〉, with size 6 (see Fig. 2.2(a)); or the shortest possible representation,
|0〉 ⊗ ( 1√2 |00〉+ (− 1√2) |11〉), with size 5 (see Fig. 2.2(b)).
This measure of complexity is in principle computable, though we lack efficient
algorithms. It can always be exhaustively computed because tree size is both lower
and upper bounded. A trivial lower bound for an n qubit is state is n. The most
trivial upper bound is n2n if we expand the state in the computational basis. A
less trivial upper bound is shown below:
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Proposition 2.2. The tree size of an n qubit state is trivially bounded by
n ≤ TS(|ψn〉) ≤ 3 · 2n−1 − 2. (2.2)
Proof. The upper bound can be shown by repeated Schmidt decomposition. We
can single out the first qubit of the n qubit state,
|ψn〉 = |0〉 |ψ0n−1〉+ |1〉 |ψ1n−1〉 , (2.3)
so we have TS(|ψn〉) ≤ 2 · TS(|ψn−1〉) + 2. By the fact that tree size of a single
qubit state TS(|ψ1〉) = 1, solving this recursive relation we have TS(|ψn〉) ≤
3 · 2n−1 − 2.
This upper bound is still exponential in n, the number of qubits. In computer
science, a polynomial scaling is often considered as tractable, conversely a super-
polynomial scaling is considered intractable. Following this idea and recall that
tree size represents the shortest bra-ket description of a state, we call a state with
polynomial tree size simple, and a state with superpolynomial tree size complex.
Besides being computable in principle, another advantage of tree size complexity
measure is that superpolynomial lower bound can be derived for some states, and
this will the subject of Sec. 2.5. Before studying tree size for many qubit states,
let us examine the tree size for few-qubit states.
2.3 Tree size of few-qubit states
In this section, we will examine the tree size of states consisting of two, three or four
qubits. We will identify the most complex state, its minimal tree representation
as well as their -approximate tree size.
Entanglement, especially multipartite entanglement, is essential for a state to
be complex. Tools from entanglement classification can be utilized to study the
tree size classification of few qubit states. Formally speaking, we have the following
proposition [38],
Proposition 2.3. If |ψ〉 = A1 ⊗ · · · ⊗ An |φ〉, where all the single-qubit operators
Ai are invertible, then TS(|ψ〉) = TS(|φ〉).
Any two states that can be transformed to each other by invertible local opera-
tors (ILOs) as above are said to be equivalent under stochastic local operation and
classical communication (SLOCC). The above proposition implies that all states
in a SLOCC equivalent class have the same TS. The converse is not necessarily
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true: two states can have the same tree size while belonging to different SLOCC
equivalent classes, for example, states biseparable with respect to different parti-
tioning of the parties. In this sense, tree size for few qubits can be seen as a coarse
graining of SLOCC classification.
For the number of qubits n = 2, 3, 4, we will first find an upper bound on the
tree size by an explicit form. By listing down all the rooted trees with size less
or equal to that bound, we find the tree size of a representative states from each
SLOCC equivalence class. By the virtue of Prop. 2.3, then all the states in the
same SLOCC class will have the same tree size.
2.3.1 Two qubits
Any two-qubit state can be written in the Schmidt decomposition as [50]:
|ψ〉 = c |0〉 ⊗ |0〉+ s |1〉 ⊗ |1〉 , (2.4)
where c and s are nonnegative real numbers satisfying c2 + s2 = 1, and {|0〉 , |1〉}
form an orthonormal basis. The state is said to be separable if one of the coeffi-
cients c or s vanishes and entangled otherwise. The Schmidt decomposition has
size at most 4, hence the TS of any two-qubit state is at most 4. There are only
two different rooted trees of size at most 4 that can describe a two-qubit state,
which are shown in Fig. 2.3.
A general two qubit state can be written as:
|ψ〉 = c00 |00〉+ c01 |01〉+ c10 |10〉+ c11 |11〉 , (2.5)





It is straightforward to check that the state is entangled if and only if (iff) det(C) 6=
0, i.e. c00c11 6= c01c10. Thus det(C) 6= 0 implies the state is entangled and cannot
be represented by Fig. 2.3(a), hence TS(|ψ〉) = 4; while det(C) = 0 implies the
state is a product state so TS(|ψ〉) = 2. This concludes the case for two qubits.
2.3.2 Three qubits
For three qubits, a useful decomposition that has a similar role as the Schmidt
decomposition does for two qubits is the canonical form derived by Ac´ın et al.
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Figure 2.3: Possible rooted trees with size at most 4 for two-qubit states.
[72]: Any three-qubit state can be written as
|ψ〉 = cos θ |000〉+ sin θ |1〉 (cosω |0′0′′〉+ sinω |1′1′′〉) , (2.7)
where the prime and double prime indicate different bases. The TS is upper
bounded by the size of this decomposition and thus is at most 8.
It is known that three qubit pure states can be categorized into six different
SLOCC equivalent classes: the product class, three biseparable classes due to
permutation, the GHZ class and the W class [74]. Examples of states in these
classes are, respectively,
|P〉 = |000〉 ,
|B〉 = 1√
2




|W 〉 = 1√
3
(|001〉+ |010〉+ |100〉) .
So, a state |ψ〉 is said to be in a particular SLOCC class, say the W class, if there
exist ILOs A1, A2, A3 such that |ψ〉 = A1 ⊗ A2 ⊗ A3 |W 〉.
Classifying a general three qubit state
|ψ〉 =c000 |000〉+ c001 |001〉+ c010 |010〉+ c011 |011〉
+c100 |100〉+ c101 |101〉+ c110 |110〉+ c111 |111〉 (2.8)
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Notice that we have chosen the partition 1|23 in writing the matrices in this way.
Since identifying product and biseparable states are rather obvious, we shall focus
on telling apart the GHZ and the W class. We now state the condition for a state
to be in the GHZ or the W class, first derived by Lamata et al. in Ref. [75]:
Proposition 2.4. Let |ψ〉 be a three-qubit pure state. Then
1. |ψ〉 is in the GHZ class iff one of the following conditions holds:
(a) There is a partition i|jk for which C0 and C1 are linearly independent,
det(C0) 6= 0, and C−10 C1 has two distinct eigenvalues.
(b) Same as (a) but with C0 and C1 exchanged.
(c) For all partitions i|jk, C0 and C1 are linearly independent, and there
is a partition such that det(C0) = det(C1) = 0.
2. |ψ〉 is in the W class iff one of the following conditions holds:
(a) There is a partition i|jk for which C0 and C1 are linearly independent,
det(C0) 6= 0, and C−10 C1 has only one eigenvalue.
(b) Same as (a) but with C0 and C1 exchanged.
Notice that the eigenvalue equation of a 2 × 2 matrix M is λ2 − tr(M)λ +
det(M) = 0. Hence M has only one eigenvalue when (tr(M))2 − 4 det(M) = 0,
otherwise M has two distinct eigenvalues. A generic state of three qubits will
satisfy (1a) or (1b) of Proposition 2.4, since the others require the coefficients
to satisfy an equation, restricting the coefficients to a set of measure zero. As a
result, most of the three qubit states belong to the GHZ class.
A related observation is that the W class is unstable in a sense that an arbi-
trarily small perturbation in a certain direction will make a state in the W class
into the GHZ class. This is the basis for finding the -tree size of W states that
we will introduce later in Definition 2.6. Consider an infinitesimal change µ in the








det(C0) 6= 0 and M = C−10 C1 has one eigenvalue, satisfying condition (2a) of
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Figure 2.4: Rooted trees of three qubits with size at most 8. There are four of
them, denoted as TP, TGHZ, TB and TW respectively.
and now M = C−10 C1 has two distinct eigenvalues. By (2a) of Proposition 2.4,
|W 〉 + µ |111〉 is in the GHZ class. In fact any state from the W class, |φW 〉 =
A1 ⊗ A2 ⊗ A3 |W 〉, the effect of a small perturbation
|φW 〉 → |φW 〉+ µA1 ⊗ A2 ⊗ A3 |111〉 = A1 ⊗ A2 ⊗ A3(|W 〉+ µ |111〉), (2.12)
results in a state in the GHZ class.
Next we find the tree size of W state and GHZ state by exhausting trees that
have size less or equal to 8. In total there are four types of trees that have at most
8 leaves, listed in Fig. 2.4.
Proposition 2.5. The most complex states of three qubits are the states in the W
class, and they have tree size 8.
Proof. The proof is by ruling out the smaller trees in Fig. 2.4 as possible repre-
sentation of the W state. First we notice that TP is a special case of TB with one
branch of the + gate having weight 0; similarly, TB can be cast into the form of
TGHZ if we distribute the top ⊗ gate through the +. Let us denote a general state
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(xi |0〉+ yi |1〉) +
3⊗
i=1
(x′i |0〉+ y′i |1〉), (2.13)
where xi, yi, x′i and y′i are some complex coefficient. It is straightforward to see
that there is no value for xi, yi, x′i and y′i such that |TGHZ〉 = |W 〉. Therefore, |W 〉
cannot be represented by |TGHZ〉, ruling out all those trees in Fig. 2.4 except TW .
Hence, TS(|W 〉) = TS(TW ) = 8.
The second complex state after |W 〉 is the |GHZ〉, with size 6. The smaller
trees TB and TP do not contain tripartite enlargement cannot describe |GHZ〉.
Finally, TS(|B〉) = 5, and TS(|P〉) = 3.
Approximate tree size
In practice, states are determined only up to finite precision, it is necessary to
consider a more physical definition of tree size that allow some small uncertainty
— the -tree size (TS) [38, 49]:
Definition 2.6. For 0 ≤  < 1, the -tree size of a state |ψ〉 is defined as
TS(|ψ〉) = min|〈φ|ψ〉|2≥1−TS(|φ〉). (2.14)
Due to the instability of |W 〉 we mentioned before, we can see that TS(|W 〉) =
6 for small  > 0. We can find the largest  where TS(|W 〉) = 6 by finding the
largest overlap between a biseparable state and the W state. Let us define
|TB〉 = |u〉 (α |0〉 |v〉+ β |1〉 |w〉), (2.15)
with |α|2 + |β|2 = 1 and |u〉 , |v〉 , |w〉 some normalized single qubit states. Since
the W state is invariant under permutation of qubits, we do not need to consider
the other partitions. We can see that,
max | 〈W |TB〉 |2 = 23 , (2.16)
with the maximum is achieved by for example |TB〉 = |B〉 as in Eqn. 2.8. Thus
TS(|W 〉) = 6 for 0 <  < 13 .
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2.3.3 Four qubits
As in the case for three qubits, SLOCC equivalent classes can be used to find the
tree size of four-qubit states. First, we introduce the concept of irreducible A|BCD
form and show that state of that form is in fact the most complex four-qubit state.
Then we show the best tree representation of these states has 16 leaves, in an
unusual form. Incidentally, these states belong to a entanglement class that was
not described in previous classifications [76]. Finally, we discuss the  tree size of
these states.
Irreducible A|BCD form
We begin with the observation that any four qubit state can be written as:
|ψ〉 = |0〉 |φ0〉+ |1〉 |φ1〉 , (2.17)
with |φ0〉 and |φ1〉 being some arbitrary three qubit state. We called this the
A|BCD form. The size of this decomposition is at most 18, since |φ0〉 and |φ1〉
have size at most 8, achieved when they are in the W class. Now we define
irreducible A|BCD form as follows:
Definition 2.7. A state |ψ〉 is said to have the irreducible A|BCD form, or simply
to be irreducible, if for all A ∈ {1, 2, 3, 4} and all ILOs A1, the A|BCD form of
A1 |ψ〉 always has |φ0〉 and |φ1〉 in the W class.
Note that in the above definition, we allow all permutations of parties and ILOs
on the first party, that is equivalent to A1⊗A2⊗A3⊗A4 |ψ〉 having |φ0〉 and |φ1〉
in the W class for all one against three partition, and any ILOs A1⊗A2⊗A3⊗A4.
Conditions to be A|BCD irreducible
Let us compute the conditions on the coefficients for which the state will be irre-
ducible. First we pick a certain one-against-three partition, and apply ILO on the
last three qubits to transform |φ1〉 to a |W 〉 state, resulting in:
|ψ′〉 = A2 ⊗ A3 ⊗ A4 |ψ〉 = |0〉 |φW 〉+ |1〉 |W 〉 , (2.18)
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We can always set c2 = 0 by applying A1 such that A1 |0〉 = |0〉 and A1 |1〉 =
−c2 |0〉+ |1〉.






det(A1) = a11a22 − a12a21 6= 0, (2.21)
we have
A1 |ψ′〉 = |0〉 (a11 |φW 〉+ a12 |W 〉) + |1〉 (a21 |φW 〉+ a22 |W 〉). (2.22)
For |ψ〉 to be irreducible we must find |φW 〉 such that both (i) a11 |φW 〉+ a12 |W 〉
and (ii) a21 |φW 〉 + a22 |W 〉 that remain in the W class for all aij satisfying the
invertibility condition (2.21). This constraint makes sure a11 and a12 are not both
zero, and neither are a21 and a22. If a11 = 0, then a12 6= 0, and (i) is satisfied.
If a11 6=, let λ = a12/a11 and (i) becomes finding |φW 〉 such that |φW 〉 + λ |W 〉
remains in W class for all λ. Similar arguments for a21 and a22 result in the same
requirement.
Recall that we set c2 = 0, the coefficient matrices of |φW 〉+ λ |W 〉 are
C0 =
 c1 λ
c3 + λ c4
 , C1 =
c5 + λ c6
c7 c8
 . (2.23)
Now we can check when do these coefficients satisfy condition 2 stipulated by
Prop. 2.4. Condition 2(a), which requires detC0 6= 0, cannot be satisfied by all λ,
because detC0 = −λ2 − c3λ + c1c4 has at least one zero regardless of the values
of c1, c3 and c4. So we turn to 2(b): detC1 = (c5 + λ)c8 − c6c7, which is not zero
for all λ if and only if c8 = 0 and c6c7 6= 0; C−11 C0 having only one eigenvalue
amounts to the quadratic equation, (tr[C−11 C0])2 = 4 det[C−11 C0]:
a2λ
2 + a1λ+ a0 = 0, (2.24)
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where a0, a1 and a2 are functions of the ci’s,
a0 = (c3c6 − c4c5)2 + 4c1c4c6c7,
a1 = 2((c3c6 − c4c5)(c6 + c7 − c4)− 2c3c6c7),
a2 = (c6 + c7 − c4)2 − 4c6c7.
For this quadratic equation to be true for all λ one has to set a0, a1 and a2 to zero.
Condition 2(b) also requires both C0 and C1 to be linearly independent. It is not
hard to see that this is true for all λ if and only if c4 6= 0.
The same analysis must be carried out for the other partitions. The algebra is
lengthy but straightforward. As it turns out, no new constraints on the coefficients
is needed. The state |ψ〉 in Eqn. (2.17) has the A|BCD irreducible form is the
coefficients of |φW 〉 obey the following:
c4, c6, c7 6= 0,
c2 = c8 = 0,
(c6 + c7 − c4)2 = 4c6c7,
(c3c6 − c4c5)(c6 + c7 − c4) = 2c3c6c7,
(c3c6 − c4c5)2 = −4c1c4c6c7.
(2.25)
These constraints can be simplified if we consider separately the case c1 = 0 and
c1 6= 0. If c1 = 0 the above constraints become:

c4, c6, c7 6= 0,







z denotes the principal square root of the complex number z.
If c1 6= 0, by applying A1 on the first qubit such that A1 |0〉 = − 1c1 |0〉 and
A1 |1〉 = |1〉 we can get a new |φW 〉 with c1 = −1. Substituting this into the set
of equations we obtain the following constraints:
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A representative of irreducible states
Now let us consider one example of states in the irreducible A|BCD class. One
possible assignment is all ci = 0 except c4 = 4, c6 = c7 = 1, which yields the state
|ψ〉 = |0〉 (4 |011〉+ |101〉+ |110〉) + |1〉 (|001〉+ |010〉+ |100〉).
We may find an ILO that converts this state to a more symmetric form:
|ψ(4)〉 = 1√
2
(|0〉 |W0〉+ |1〉 |W1〉), (2.28)
where
|W0〉 = 1√6(|110〉+ |101〉 − 2 |011〉),





|0110〉+ |0101〉+ |1001〉+ |1010〉
)
− 2 |0011〉 − 2 |1100〉
)
.
This is a representative of states in the irreducible A|BCD form. Incidentally,
this state is the four qubit singlet state and has already been realized in a down-
conversion experiment, where the genuine four-partite entanglement was confirmed
by measuring an entanglement witness [77, 78]. This state is similar to the four-
qubit Dicke state with two excitations, that is
|D4,2〉 = 1√6(|0011〉+ |0101〉+ |0110〉+ |1001〉+ |1010〉+ |1100〉), (2.29)
except for the two factors of −2. Despite this similarity, the state |D4,2〉 does not





on the first qubit, yielding |0〉 |GHZ′〉 + |1〉 |GHZ′′〉. Next we aim to show that
a four-qubit state has maximal tree size if and only if it has irreducible A|BCD
form. Moreover, while a direct decomposition yields a size of 18, the tree size of a
four-qubit state in that form is 16.
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Figure 2.5: Trees for four qubit state rooted with a ⊗ gate. The number at the
subscript indicates the size of the tree. The two qubit tree TE and three qubit tree
TGHZ and TW are used as branches to construct these trees.
Maximal tree size
First we list all the four-qubit trees rooted with a ⊗ as shown in Fig. 2.5. The
number at the subscript indicates the size of that tree. All possible trees are
combinations of these trees. We then proceed to prove that the tree size of the
states with irreducible A|BCD form is 16; and any state not in this form can be
described by a tree with at most 15 leaves.
Proposition 2.8. A four-qubit state |ψ〉 with the irreducible A|BCD form has
the following decomposition
|ψ〉 = |φ12〉 |ϕ34〉+ |φ′13〉 |ϕ′24〉 , (2.30)
where |φ〉 , |ϕ〉 , |φ′〉 and |ϕ′〉 are two-qubit entangled states, and the subscripts de-
note the label of the qubits.
Here |φ12〉 is an entangled states of the first and second qubit while |φ′13〉 is an
entangled states of the first and the third qubit. This tree can be represented by
T8 + T8 since |φ〉 , |ϕ〉 , |φ′〉 and |ϕ′〉 are members of TE. Note that the order of
qubits in the two branches are not the same, hence this decomposition is not of
the form of repeated Schmidt decomposition. This “crossing” of qubits is required
to obtain the minimal tree for states with irreducible A|BCD form.
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Figure 2.6: Rooted trees of four qubit states with exactly 15 leaves. All the trees
with fewer than 15 leaves are special cases of these trees.
Proof. We show this by an explicit construction. For the case where c1 = 0 and
the others satisfying (2.25), one can verify that:
















These states are well defined and are entangled because we choose c6, c7 6= 0.
For the case c1 = −1 and the others satisfying (2.27), we have:
|φ12〉 = 4
c5(c5 − c3) |10〉+ |0〉
(
2c3






























which are again well defined because the constraint (2.27) requires c3−c5 6= 0.
The decomposition of Eqn. (2.30) turns out to be optimal for all states with
irreducible A|BCD form. In other words, these states cannot have decompositions
with size smaller than 16.
Proposition 2.9. If |ψ〉 is a state with irreducible A|BCD form, its minimal tree
is T8 + T8. Thus, the tree size of these states is 16.
Proof. First we list down all the trees with 15 leaves or fewer. There are plenty
of them, but most are special cases of others. Let us first consider the set of trees
shown in Fig. 2.5. One can check that T4 is a special case of T6 since the two
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qubit product state is a special case of TE (with one branch equals to 0). We
denote this relation as T4 ⊂ T6. Similarly, one can check other relations, such as,
T4 ⊂ T6 ⊂ T7 ⊂ T9, T6 ⊂ T8 and T7 ⊂ T4 + T4. From these relations one has
T6 +T6 ⊂ T7 +T7 ⊂ T4 +T4 +T7 and so on. After listing all the trees with at most
15 leaves one finds that they are all special cases of trees with exactly 15 leaves.
The set of trees with exactly 15 leaves is shown in Fig. 2.6.
We now proceed by showing that if a state is described by a tree with at most
15 leaves, it cannot have irreducible A|BCD form. We show the argument for
T6 + T9, the argument for the other two trees are similar. For better clarity, we
can write down T6 + T9 explicitly as in Fig. 2.7. Let us denote the single qubit
state of the leaf at the root of T9 by γ |u1〉, where |u1〉 is normalized. This qubit
may correspond to any branch of T6. There are two inequivalent cases. First, this
qubit is assigned to one of the two leaves at the root of T6. Let us denote its state
as α |u0〉 + β |u1〉 where |u0〉 and |u1〉 form a orthonormal basis. The four-qubit
state described by T6 + T9 can then be written as:
|ψ〉 = (α |u0〉+ β |u1〉) |TB〉+ γ |u1〉 |TW 〉
= α |u0〉 |TB〉+ |u1〉 (β |TB〉+ γ |TW 〉).
Note that |TB〉 and β |TB〉 + γ |TW 〉 are both three-qubit states. In this A|BCD
partition, the state is reducible, since |TB〉 is clearly not in the W class.
The second case is when the qubit γ |u1〉 in T9 corresponds to one of the qubits
in |TE〉 in T6. Let us write |TE〉 = α |u0〉 |v0〉 + β |u1〉 |v1〉. Expand |ψ〉 and group
term with |u1〉, we have
|ψ〉 = α |u0〉 |v0〉 |φ〉 |ϕ〉+ |u1〉 (β |v1〉 |φ〉 |ϕ〉+ γ |TW 〉).
Again, this state in this A|BCD partition is clearly reducible since |v0〉 |φ〉 |ϕ〉 is
in the class TP .
For T7 + T8 and T4 + T4 + T7, denote the single-qubit state at the root of T7 as
γ |u1〉 and similar argument shows that these states are reducible. Since all other
trees with fewer than 15 leaves are special cases of these three, we can conclude
that all tree with at most 15 leaves can not describe a state in the irreducible
A|BCD form. Therefore, T8 + T8 with size 16 is the optimal decomposition for
states in the irreducible A|BCD form.
Now we have found the tree size for states in the irreducible A|BCD form.
What is left to show is that these states are the most complex, that is, the reducible
states have tree size at most 15.
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Figure 2.7: Explicit drawing of the T6 + T9 tree. Note that we have not labelled
the leaves with qubits, so γ |u1〉 at the root of T9 can correspond to any qubit on
the left branch T6.
Proposition 2.10. If a four-qubit state |ψ〉 does not have an irreducible A|BCD
form, it can be described by a tree with at most 15 leaves.
Proof. If |ψ〉 does not have the irreducible A|BCD form, there exist a partition
and an ILO A1 such that after the application of A1 the state becomes:
|ψ〉 = |0〉 |φ0〉+ |1〉 |φ1〉 ,
where at least one of |φ0〉 or |φ1〉 is not in the W class, say |φ1〉. If |φ1〉 is
biseparable, then clearly |ψ〉 can be described by the tree T6 + T9 with 15 leaves.
If |φ1〉 is in the GHZ class, we can apply ILOs on the last three qubit to transform
|ψ〉 into
|ψ〉 = |0〉 |φw〉+ |1〉 |GHZ〉 .
This decomposition has size 16, but it is not optimal. Consider the state |φW 〉 +
λ |GHZ〉, the condition for this state to remain in the W class is the C0C−11 of
C−11 C0 has only one eigenvalue. Both cases yield a fourth-power polynomial equa-
tion in λ, which has at most four solutions. It is always possible to find a λ∗ such
that it does not satisfy the equation. Then |φW 〉+ λ∗ |GHZ〉 will not be in the W
class and hence can be described by a TGHZ. Applying ILO A1 on the first qubit
of |ψ〉 such that A1 |0〉 = |0〉 and A1 |1〉 = λ∗ |0〉+ |1〉, the state becomes
|ψ〉 = |0〉
(
|φW 〉+ λ∗ |GHZ〉
)
+ |1〉 |GHZ〉 ,
which can be described by T7 + T7 with 14 leaves.
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Combining Proposition 2.9 and 2.10 we can conclude that the most complex
four qubit states are those that have irreducible A|BCD form and its tree size is
16.
Approximate tree size
We are going to discuss the -approximate tree size for four-qubit state. First
recall that for arbitrarily small  > 0, TS(|φW 〉) = 6. A consequence of this is
for a state |ψ〉 in the irreducible A|BCD class and arbitrarily small  > 0, we can
always find a
|φ〉 = |0〉 |GHZ′〉+ |1〉 |GHZ ′′〉 ,
such that | 〈ψ|φ〉 |2 ≥ 1− . Here |GHZ′〉 and |GHZ′′〉 are states in the GHZ class
hence the size of |φ〉 is at most 14. As an example, for the representative state
|ψ(4)〉 in Eqn. (2.28) with the irreducible A|BCD form, we show that
Proposition 2.11. The -tree size of |ψ(4)〉 is 14 for 0 <  < 112 .
Proof. We need to show that if |φ〉 is described by a tree with fewer than 14
leaves, then | 〈ψ(4)|φ〉 |2 ≤ 1− 112 . For this purpose we employ the same elimination
procedure used previously. First we list all the trees with 13 leaves or fewer. We
observe that all of these trees are special cases of the four trees listed in Fig. 2.8.
Thus we are left of show what is the maximal over lap between states represented
by these trees and |ψ(4)〉.
Eliminating T4 + T8, T6 + T7, and T4 + T9. Using the argument similar to Propo-
sition 2.9, one can see that a state described by T4 + T8, T6 + T7, and T4 + T9 has
the form:
|ϕ〉 = α |u0〉 |TB〉+ β |u1〉 |φ〉 , (2.31)
where |α|2+ |β|2 = 1, |u0〉 and |u1〉 form a orthonormal basis. |TB〉 is a normalized
biseparable state and |φ〉 also normalized.
The state |ϕ〉 has the form of A|BCD where A may correspond to any of the
four qubits. Let us consider A correspond to the first qubit, the other case will be
dealt with later. One can bound the overlap:
| 〈ψ(4)|ϕ〉 |2 = |α 〈ψ(4)|u0, TB〉+ β 〈ψ(4)|u1, φ〉 |2
≤ | 〈ψ(4)|u0, TB〉 |2 + | 〈ψ(4)|u1, φ〉 |2,
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where the last line follows from the Cauchy-Schwarz inequality. Moreover, we have












| 〈W0|φ〉 |2 + | 〈W1|φ〉 |2
)
.
Since |W0〉 and |W1〉 are orthogonal, we have | 〈W0|φ〉 |2+| 〈W1|φ〉 |2 ≤ 1. Together,
we have
| 〈ψ(4)|ϕ〉 |2 ≤ 12
(













c00 |00〉+ c01 |01〉+ c10 |10〉+ c11 |11〉
)
,
where |a|2 + |b|2 = 1 and |c00|2 + |c01|2 + |c10|2 + |c11|2 = 1. Substituting this into
f , we obtain
f = 16
(
|b(c01 + c10)− 2a c11|2 + |a(c01 + c10)− 2b c00|2
)
.
Maximizing f with respect to those constraints gives fmax = 23 .
Now we turn to the case where A the partition A|BCD does not correspond to
the first qubit in |ϕ〉. Since we are concerned with the overlap | 〈ψ(4)|ϕ〉 |, we can
keep |ϕ〉 unchanged and permute the qubits in |ψ(4)〉, which amounts to placing
the factor −2 at different places. Due to the symmetry present in |ψ(4)〉, there are
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Figure 2.8: Rooted trees of four-qubit states with size 12 and 13.
Following the same argument as for |ψ(4)〉, we arrive at the same bound as Eqn. 2.32












|b(c01 − 2c10) + a c11|2 + |a(−2c01 + c10) + b c00|2
)
,
for |ψ(4)1 〉 and |ψ(4)2 〉 respectively. Notice that f1 and f2 are identical upon switching
c01 ↔ c10, so they have the same maximum. Maximizing f1 with respect to the
constraint gives f1 max = 56 . Since f1 max > fmax, we have for all permutation of
qubits,
| 〈ψ(4)|ϕ〉2 ≤ 1 + f1 max2 =
11
12 . (2.35)
Eliminating T4 + T4 + T4. We still have to rule the last tree T4 + T4 + T4, which
does not take the form of Eqn. 2.31. Let us label the leaves at each branch as
xi |0〉+x′i |1〉, yi |0〉+y′i |1〉 and zi |0〉+z′i |1〉, with i = 1, 2, 3, 4 for the three branches




(xi |0〉+ x′i |1〉) +
4⊗
i=1
(yi |0〉+ y′i |1〉) +
4⊗
i=1
(zi |0〉+ z′i |1〉),





We hence conclude that the maximum overlap | 〈ψ(4)|ϕ〉 |2 ≤ 1112 for any |ϕ〉
with at most 13 leaves. In other words, TS(|ψ(4)〉) = 14 for 0 <  < 1112 .
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2.4 Simple states
From this section onwards, we will be focusing on the scaling behaviour of tree
size: how tree size scales with respect to the number of qubits. We called states
(more precisely, a family of states indexed by the number of qubits, n) whose tree
size scales polynomially simple states, and those superpolynomially complex. The
motivation for this is that tree size provides the shortest description of a state in
the braket notation, and if that description is polynomial in n, it can be considered
as an efficient description.
As we have seen in the last section, tree size is closely related to entanglement,
especially genuine multipartite entanglement. However, tree size is an evidently
different concept from multipartite entanglement. States that are genuinely mul-
tipartite entangled can be simple. To show a state to be simple, it is sufficient to
show an explicit decomposition with polynomial tree size. In this section, we will
explore some examples of simple states.
Product states
The product state |0〉⊗n is the simplest state in terms of tree size. It is usually
regarded as the input for the circuit model of quantum computation. Obviously
TS(|0〉⊗n) = n, which is the minimal TS for n-qubit states.
GHZ states
The n-qubit GHZ state, (|0〉⊗n + |1〉⊗n)/√2, which saturates most of the macro-
scopicity measures [15], has TS(|GHZn〉) = 2n, which is linear in the number of
qubits. This is a clear evidence that complexity is a different notion from macro-
scopicity. A maximally macroscopic state can yet be very simple.
Dicke states
The Dicke state |Dn,k〉 represents the equal superposition of n-qubit state with
k excitations; formally it is the (unnormalized) uniform superposition of all the




⊗ |0〉i/∈{α}⊗ |1〉i∈{α} (2.36)
where the summation is over {α}, all the distinct k element subset of {1, · · · , n}.
When k = 1, |Dn,1〉 is also known as the n-qubit W state.
We show that
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Proposition 2.12. The state |Dn,k〉 has tree size O(n2).
Proof. To see this, one can consider the uniform superposition of the following




















When p = mk, for some integer m, exp(2piij p
k
) = 1; when p is not a multiple of k,∑k−1
j=0 exp(2piij pk ) = 0. Hence, |ψn,k〉 =
∑bn/kc
m=0 |Dn,mk〉. Note the range of m is from
0 to bn
k
c: for k > n2 , m can be only 0 or 1, thus |Dn,k〉 = |ψn,k〉−|0〉⊗n; for k = n2 , m
can be 0, 1 and 2; thus |Dn,k〉 = |ψn,k〉−|0〉⊗n−|1〉⊗n; for k < n/2, by interchanging
0 and 1 we obtain the k > n2 case. So for any k, TS(|Dn,k〉) = O(n2).
The n-qubit W state, which is |Dn,1〉, though representing the most complex
class for the three-qubit case, has polynomial tree size O(n2).
Matrix product states




(A(i)0 |0〉+ A(i)1 |1〉),
where A(i)0 and A
(i)
1 are matrices of dimension at most χ. We may take A(1)
to be a row vector and A(n) to be a column vector so that the coefficient of
|x1, x2, · · · , xn〉 is A(1)x1 A(2)x2 · · ·A(n)xn is a complex number rather than a matrix. Any
state can be written in this matrix product form if we do not restrict the rank of
the matrix A(i)’s. MPS is an efficient way of representing a quantum state if the
bond dimensions (rank of A(i)) do not increase with the number of qubits n. The
ground state of one-dimensional gapped Hamiltonians can be well approximated
by MPS with low bond dimensions [79, 80]. We will show that, MPS with a
bounded bond dimension χ is simple.
Proposition 2.13. An MPS with bond dimension χ has tree size O(nlog 2χ).
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Table 2.1: Summary of n-qubit simple states
Product state n
GHZn states 2n
Dicke states Dn,k O(n2)
MPS with rank χ O(nlog 2χ)
Proof. This can be shown by an inductive argument. First consider partitioning




|ψs,1n/2〉 |ψs,2n/2〉 , (2.38)
where now |ψsn/2〉 is an MPS of n/2 qubits. We can see that TS(|ψn〉) ≤ 2χ ·
TS(|ψn/2〉). Then by repeating this partitioning, we have TS(|ψn〉) = O((2χ)log n) =
O(nlog 2χ). Thus, if χ is bounded as n increases, then TS is polynomial.
One example of MPS, the 1D cluster state, is the ground state of the three-body








with bond dimension χ = 2, hence its tree size is O(n2).
A natural generalization of MPS to higher spatial dimension are the Projected
Entangled Pair States (PEPS) [81]. The same recursive argument can be applied to
PEPS, though the upper bound are in general superpolynomial, χO(
√
n) and χO(n2/3)
for 2D and 3D PEPS respectively. And indeed, as we are going to discuss later in
Sec. 2.7, PEPS that are universal for measurement-based quantum computation
(MBQC) should have superpolynomial tree size. Specifically, in Sec. 2.5.6, we will
show that the 2D cluster states has a superpolynomial tree size.
Examples of simple states are summarized in Table 2.1.
2.5 Complex states
2.5.1 Methods to obtain lower bounds on tree size
One of the advantages of tree size as a complexity measure is that there are tools
for proving lower bound on tree size, hence certifying complex states. One way
is to use a counting argument as Aaronson did in Theorem 7 of [49]. The fact
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that there are fewer states that has polynomial tree size than there are in the
whole Hilbert space (or the state space of interest), some states are bound to have
superpolynomial or even exponential tree size.
Another method, which will be discussed more often here, is a theorem first
proved by Raz in the context of multilinear formula size (MFS) [49, 82]. Although
counting arguments could show that states with superpolynomial tree size must
exist, Raz’s theorem allows us to construct explicit examples. Let us present here
this important theorem, first in Raz’s original formulation, then in an equivalent
way in terms of Schmidt rank.
Raz’s theorem
We first need to introduce the concept of multilinear formulae and their size. A
multilinear formula, f(x1, x2, · · · ), is a formula that is linear in all of its inputs
x1, x2, · · · . The MFS of a multilinear formula is defined as the number of leaves
in its minimal tree representation similar to the tree size of a quantum state.
Next we introduce the concept of the partial derivative matrix. Consider a mul-
tilinear formula f : {0, 1}n → C, let P be a bipartition of the input variables
x1, · · · , xn into two sets, y1, · · · , yn/2 and z1, · · · , zn/2. We now view f(x) as a
function fP (y, z) : {0, 1}n/2 × {0, 1}n/2 → C. Then define the partial derivative
matrix, Mf |P , to be the 2n/2 × 2n/2 matrix whose rows and columns are labelled
by y and z ∈ {0, 1}n/2, respectively, and the entry (y, z) of this matrix is defined as
Mf |P (y, z) = fP (y, z). Finally, let rank(Mf |P ) be the rank of Mf |P over the com-
plex numbers, and P be the uniform distribution over all the possible bipartitions
P .
Alternatively, one can define M′f |P (y, z) as the coefficient of pq in f(Y, Z),
where p = Y y11 · · ·Y yn/2n/2 is a monomial in Y , and similarly for q. M′f |P defined this
way has same rank as Mf |P .









= n−o(log n), (2.39)
then MFS(f) = nΩ(log n).
Note the rank of Mf |P is at most 2n/2. The theorem says that if Mf |P is
close to full rank for not too small fraction of all the bipartitions, then MFS(f) =
nΩ(log n). A short note on the big O notation and related notations can be found
in Appendix. A.
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Aaronson pointed out the relation between multilinear formula size and tree
size. For any quantum state |ψ〉, we can define the associated multilinear for-
mula fψ(x) = 〈x|ψ〉. Note that this formula computes the coefficients in the
computational basis expansion of |ψ〉. Given a tree representation of a quantum
state, a tree for the associated multilinear formula can be obtained by replac-
ing |0〉i → (1 − xi) and |1〉i → xi. For example, the two qubit state |ψ〉 =
c |00〉 + s |11〉. The corresponding formula obtained from the replacement is
f(x1, x2) = c (1 − x1)(1 − x2) + s x1x2. One can easily check that f(0, 0) = c,
f(1, 1) = s and f(0, 1) = f(1, 0) = 0, satisfying f(x) = 〈x|ψ〉.
Given the minimal tree of quantum state, we can obtain a tree for the associated
multilinear formula with the same size. The true MFS of the formula can only be
smaller, therefore [49]:
Theorem 2.15. MFS(fψ) = O(TS(|ψ〉)). Therefore, if fψ satisfies Raz’s theorem,
then TS(|ψ〉) = nΩ(log n).
In fact, in the original paper of Aaronson [49], he showed that the reverse of the
inequality is also true up to n, TS(|ψ〉) = O(MFS(fψ)+n). But for our application
to lower bound tree size, MFS(fψ) ≤ TS(|ψ〉) is sufficient.
In previous sections we have seen that tree size complexity is related to multi-
partite entanglement though no simple connection can be drawn. Here, we present
another link between entanglement and tree size complexity, by phrasing Raz’s the-
orem in terms of an entangle measure for pure multipartite states, the Schmidt
rank [50]:
Theorem 2.16. For a pure quantum state of n qubits, |ψ〉, consider all the uni-
formly distributed (n2 ,
n







= n−o(log n), (2.40)
where SR is the Schmidt rank across a particular bipartition, then TS = nΩ(log n).
Proof. The statement follows indeed from Raz’s theorem, because partitioning of
the input x of the associated multilinear formula fψ is the same as partitioning
the qubits of the state |ψ〉. Note that Mfψ |P is a matrix each of whose element is
a coefficient of the state |ψ〉 in its computational basis. Thus, the rank of Mfψ |P
is exactly the Schmidt rank of the state |ψ〉 for the bipartition P [50].
In light of this, complex states are those not only contain genuine multipartite
entanglement, but whose entanglement is also high (almost full Schmidt rank)
across many bipartitions.
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With Raz’s theorems, we shall identify some explicit multiqubit states with
superpolynomial tree size.
2.5.2 Immanant states
An explicit family of states with superpolynomial tree size can be constructed
based on the immanant of a (0,1) matrix [38]. Consider the case when the number
of qubits is a square number, n = m2, for each bit string |x〉 = |x1, . . . , xn〉 we
arrange the bits x1, . . . , xn row by row to an m×m matrix M(x) such that
M(x) =

x1 x2 · · · xm
xm+1 xm+2 · · · x2m
... ... . . . ...
xn−m xn−m+1 · · · xn
 ,





Imm(M(x)) |x〉 . (2.41)








where σ is an element of the symmetric group Sm of all the m! permutation of
{1, 2, . . . ,m}, and cσ is the corresponding complex coefficient. When cσ = 1 for all
σ the immanant reduces to the permanent, and when cσ = 1 for even permutations
and −1 for odd permutations it reduces to the determinant. It is proved in Ref. [38]
that
Theorem 2.17. The immanant states as defined above have TS = nΩ(log n) if the
coefficients cσ are all nonzero.
Proof. The proof follows from Raz’s proof for the superpolynomial MFS for de-
terminant and permanent. For any bipartition P , adopting the alternative def-
inition of Mf |P (y, z) and the definition of immanant (2.42), for every p there is
exactly one q such that pq = ∏mi=1 xiσi and the coefficient of pq is cσ, otherwise
Mf |P (y, z) = 0. This implies that Mf |P is a permutation of a diagonal matrix
filled with cσ, thus having full rank 2n/2 if all cσ are nonzero. By Raz’s theorem,
MFS(Imm) = nΩ(log n).
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Following from Theorem 2.15, tree size being lower bounded by MFS, so
TS(|Immn〉) = nΩ(log n).








Det(M(x)) |x〉 , (2.43)
are two examples in this family of complex states. Let us discuss possible upper
bounds on the tree size of these states. For the particular case of the perma-
nent, the smallest known formula for computing it is the Ryser’s formula [83],
which is multilinear and given as the following: Let S be one of the 2m subsets











By substituting this formula to the permanent state and carrying out the sum-
mation over x we obtain a decomposition with size n 322
√
n. Since this must be
an upper bound on TS, we have TS(Permn) = 2O(
√
n). We conjecture that
TS(Permn) = 2Ω(
√
n) based on a strong evidence: computing the permanent of
(0, 1) matrices is a #P-complete problem [84, 85], and hence it is very likely that
the smallest multilinear formula for doing so has exponential size.
The determinant is known to be much easier to compute than the permanent:
In fact, there exists a formula that computes the determinant of a m×m matrix
with size O(m4) [86]. However, this formula is not multilinear; and only multilinear
formulae can be used to find an upper bound on the TS of the corresponding state.
As shown by Raz [82], any multilinear formula computing the determinant of a m×
m matrix has size mΩ(logm). Thus, the determinant state also has superpolynomial
TS.
2.5.3 Deutsch-Jozsa states
A brief description of the algorithm
The Deutsch-Jozsa algorithm [87] outperforms its classical counterparts in the
deterministic case [50]. It is an algorithm that solves the following hypothetical
question: a function f : {0, 1}n → {0, 1} is called balanced if exactly half of
its input is mapped to 0 and the other half to 1, and constant if all the inputs
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are mapped to 0 or 1. Given the promise that the function is either balanced
or constant, how many queries do we need to find out whether the function is
balanced or constant? Classically, in the deterministic and worse case scenario, it
requires 2n−1 + 1 queries, in which case the function outputs all 0 or all 1 for the
first 2n−1 queries.
The Deutsch-Jozsa algorithm solves the quantum version of this problem with
only one query, which is exponentially faster than the classical algorithm. In the
quantum version, a query is replaced by the quantum oracle |x〉 |y〉 → |x〉 |y ⊕ f(x)〉.
In this algorithm, one first prepares the input state as |0〉n |1〉, then applies the





|x〉 (|0〉 − |1〉).





|x〉 (|f(x)〉 − |1⊕ f(x)〉).




(−1)f(x) |x〉 . (2.45)
The last qubit register can be left out at this point. Applying the Hadamard

















0, if f(x) is constant,1, if f(x) is balanced.
Thus we can find out if the function f is constant or balanced with only a single
application of the oracle. This concludes the algorithm, now we switch the focus
to the tree size of the state |ψDJ〉.
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The complexity of the state
If f is constant, then the state |ψDJ〉 is a simple product state |+〉n with tree size
n. If f is balanced, we would like to show that an overwhelmingly large fraction of
balanced functions correspond to states with superpolynomial tree size. Consider a






functions, let P be a random equal bipartition of the input x into y and z, then
Mf |P the 2n/2×2n/2 matrix whose entries are (−1)f(y,z). Note that for a balanced
f , the matrix Mf |P has exactly half entries equal to +1 and half equal to −1. Let
E1 be the event that Mf |P has full rank 2n/2, we need to compute the probability
that E1 happens, in order to see whether the balanced function f leads to a state
with superpolynomial TS (c.f. Theorem 2.14).
Let us call a matrix with exactly half entries equal to 1 and the other half
−1 a balanced (1,−1) matrix. Denote by MR a random balanced (1,−1) matrix,
MR can be chosen by first drawing a random balanced function f , then picking
a random bipartition P and assigning MR = Mf |P . Now let E2 be the event that





Next, we split the set of f into those which give rise to a complex state (i.e. sat-
isfy Raz’s theorem) and those which do not. Explicitly, let C = {f |Pr(E1|f) ≥ q},
















Note that the sums of the probability that f is chosen from C and C¯ give the




= 1 − FC . Substituting this to the above inequality, we
arrive at
FC ≥ Pr(E2)− q1− q . (2.49)
Thus, to know how large FC is we need to know Pr(E2), the probability that
MR is invertible where MR is a random 2n/2 × 2n/2 balanced (1,−1) matrix.
Numerical evidence shows that Pr(E2) approaches 1 quickly as n becomes large
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Figure 2.9: The probability of the event E2 versus the number of input bits n. E2
is the event that a random 2n/2 × 2n/2 balanced (1,−1) matrix has full rank. For
large n, the probability is estimated by sampling.
(see Figure 2.9). If one believes that Pr(E2) ≈ 1 for large n, which is strongly
suggested by the numerical evidence, then by setting q to a constant not close to
1, say 0.5, we see that FC ≈ 1. This means that nearly all balanced functions give
rise to states with superpolynomial tree size.
One may argue that the large tree size that arises from the Deutsch-Jozsa algo-
rithm has its root in the oracle’s access to completely-random balanced function.
The link between large tree size and the usefulness of the algorithm is unclear.
Nonetheless, this provides us with an example of complex states that appear in a
quantum algorithm. More on the relation between state complexity and quantum
computation will be discussed in Sec. 2.7.
2.5.4 Shor’s states
Shor’s algorithm factors an integer N in time O((logN)3) [88], which is expo-
nentially faster than the most efficient known classical algorithm [89]. Do states
arising from this algorithm have superpolynomial tree size? Aaronson showed the
answer is yes assuming a number-theoretic conjecture [49]. For completeness, we
present his proof and the number-theoretic conjecture that he used here.
To factorize N , one picks a pseudo random integer x < N , coprime to N , and
finds the period of the function g(r) = xr modN with the quantum subroutine. Let
us call the following state of 2n = 2 log(N) qubits in the period finding subroutine




|r〉 |xr modN〉 . (2.50)
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To prove of the lower bound on the TS of the Shor’s state, it is convenient to
measure the second register. Since a projective measurement on part of the state
does not increase tree size, we can focus on the resulting state of the first register,




|a+ pi〉 , (2.51)
where p is the period of g(r) and I = b(2n − 1)/pc. Here a + pi is represented in
binary with n bits, so |a+ pZ〉 is a n-qubit state. TS(|a+ pZ〉) provides a lower
bound for the tree size of the state of the two registers given in (2.50).
The associated formula for this state is a function of a n-bit string such that
fn,p,a(x) = 1 if x ≡ amod p and fn,p,a(x) = 0 otherwise. Without loss of generality,
we can take a = 0 and denote fn,p,a as fn,p. MFS(fn,p) lower bounds TS(|a+ pZ〉),
so we shall focus on this formula.
We now state the number-theoretic conjecture that allows us to show the su-
perpolynomial lower bound for Shor’s state:
Conjecture 2.18. There exists γ, δ ∈ (0, 1) and a prime p = Ω(2nδ) for which the
following holds. Let A consists of l = nδ element from the set {20, 21, · · · , 2n−1}
chosen uniformly at random. Let S consists of all the 2l sums of subsets of A, and




|Smod p| ≥ (1 + γ)p2
]
= n−o(log n). (2.52)
It was shown by Aaronson that [49]:
Theorem 2.19. Conjecture 2.18 implies that MFS(fn,p) = nΩ(log n) and hence
TS(|Shor〉) = nΩ(log n).
Proof. Let f = fn,p. Let R be a restriction of f that relabels 2l variables to
y1, · · · , yl and z1, · · · , zl and sets the other n − 2l variables to 0. This defines a
new function fR(y, z) that equals to 1 when y+z+c ≡ 0 mod p and 0 otherwise, for
some constant c. Here y and z are defined through a binary encoding y = 2a1y1 +
· · ·+2alyl and z = 2b1z1+· · ·+2blzl where a1, · · · , al, b1, · · · , bl are appropriate place
values. Now suppose ymod p and zmod p both assume at least (1+γ)p/2 distinct
values as we range over x ∈ {0, 1}n (This occurs with probability n−o(log n) by the
conjecture). Then by the pigeon hole principle, for at least γp possible values of
ymod p, there exists a unique value of zmod p for which y+ z+ c ≡ 0 mod p hence
fR(y, z) = 1. So rank(Mf |R) = γp, where Mf |R is the 2l × 2l partial derivative
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rank(Mf |R) ≥ γp
]
= n−o(log n).
Further more, γp ≥ 2l−l1/8/2 for sufficiently large n since p = Ω(2nl). Therefore by
Raz’s theorem MFS(f) = nΩ(log n).
2.5.5 Subgroup states
Subgroup states used in quantum error correction also exhibit superpolynomial
tree size. Let the element of Zn2 be labelled by n-bit strings. Given a subgroup






One way to construct a subgroup state is by considering the subgroup to be
the null space of a (0, 1) matrix over the field Z2. Given a n/2× n binary matrix
A, a bit string x is in the null space of A if
Ax = 0 mod 2; (2.54)
and the subgroup state is the equal superposition of all such bit strings. Aaronson
shows in Ref. [49] that, if A is drawn from the set of all possible n/2 × n binary
matrices, then at least 4% of these matrices give rise to subgroup states with
superpolynomial TS.
Let us describe briefly how to prove that a subgroup state has superpolynomial
tree size. Consider a random equal bipartition of x = {x1, . . . , xn} into y =
{y1, . . . , yn/2} and z = {z1, . . . , zn/2}. Denote by Ay the n/2 × n/2 submatrix of
the columns in A that applies to y (see Eq. (2.54)), and similarly Az the submatrix
of the columns that applies to z. Then, the element of the partial derivative matrix
Mf |P (y, z) is 1 when Ax = 0 mod 2, which means Ayy +Azz = 0 mod 2, and 0
otherwise. So long as both Ay and Ax are invertible, for each y there is only one
unique value of z that gives Mf |P (y, z) = 1. In other words, Mf |P is a permutation
of the identity matrix, hence it has full rank. Based on this observation, one sees
that
Theorem 2.20. Let A be a n/2 × n binary matrix and S = ker(A) over the
field Z2. For random equal bipartitions of x into y and z as described above, if
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Ay and Az are both invertible with probability n−o(log n), then TS(|S〉) = nΩ(log n).
Moreover, TS(|S〉) = nΩ(log n) with  ≤ 1− µn, where µn = 2−(n/2)1/8/2.
Proof. The first part follows from the fact that both Ay and Az being invertible
implies that Mf |P has full rank. If this happens with probability n−o(log n), then
Raz’s theorem is satisfied, hence TS(|S〉) = nΩ(log n).
For the second part, we use a lemma proved by Aaronson in Ref. [49]: Denote
by |ψ〉 a state close to a complex state |S〉 that satisfies Theorem 2.20, such that
| 〈ψ|S〉 |2 ≤ 1 − . Then, for a fraction of n−o(log n) of all equal bipartitions, the
rank of the partial derivative matrix is
rank(Mψ|P ) ≥ (1− )2n/2. (2.55)
In order to satisfy Raz’s theorem, we want rank(Mψ|P ) ≥ 2n/2−(n/2)1/8/2. A com-
parison with the above equation gives  ≤ 1−µn where µn = 2−(n/2)1/8/2. Therefore,
TS(|ψ〉) = nΩ(log n) if  ≤ 1− 2−(n/2)1/8/2.
Since µn is exponentially small in n1/8, one might think that most states in
the Hilbert space satisfy | 〈ψ|S〉 |2 ≥ µn, and hence Theorem 2.20 can be used to
show that most states have superpolynomial TS. This is not correct: Indeed, if
|ψ〉 is randomly and uniformly chosen from the Hilbert space according to a Haar
measure, the probability that | 〈ψ|S〉 |2 ≥ µn is smaller than exp[−(2n − 1)µn],
which is exponentially small [55]. However, it is true that most states in the
Hilbert space have exponential tree size, as showed by a counting argument in
Ref. [49].
Explicit construction
Aaronson first showed an explicit construction by Vandermonde matrix that leads
to a superpolynomial complex subgroup state [49]. Here we present a different
construction of the matrix A, for which strong numerical evidence suggests that
the corresponding subgroup state has superpolynomial TS. Consider the matrix
AJ = (1|Q), where 1 is the identity matrix and Q a binary Jacobsthal matrix,
both of size n/2 × n/2. Jacobsthal matrices are used in the Paley construction
of Hadamard matrices [90]. The binary version is defined as follows: For a prime
number q, one can define the quadratic character χ(a) that indicates whether the
finite field element a ∈ Zq is a perfect square. We have χ(a) = 1 if a = b2 for some
non-zero element b ∈ Zq; and χ(a) = 0 otherwise. Then Qi,j is equal to χ(i− j).
We study the partitioning of AJ into Ay and Az randomly. Numerical evidence
(see Fig. 2.10) shows that when q is a prime and q = 8k+ 3 with k ∈ N, then, Ay
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Figure 2.10: The probability of both Ay and Az being invertible over random
equal bipartitions of AJ . AJ is the q×2q matrix (1|Q), where Q is the Jacobsthal
matrix of size q×q, where q = 3 mod 8 and is a prime. For large q, the probability
estimated from random sampling approaches a constant around 30%.
and Az are both invertible with a probability approaching to a constant around
30%. From Theorem 2.20 we see that the subgroup state defined by AJ has
TS = nΩ(log n) where n = 2q.
2.5.6 2D cluster state
It is known that measurement-based quantum computation (MBQC) on the 2D
cluster state is as strong as the circuit model of quantum computation [91–93]. In
this scheme of computation, after the initial resource state is prepared, one only
performs single qubit projective measurements and feedforward the outcomes. The
power of the computation seems to lie in the initial resource state. Therefore, an
initial state that is universal for quantum computation, such as the 2D cluster
state, should be highly complex. It is conjectured in Ref. [49] that the 2D cluster
state has superpolynomial TS. By studying the generation of a complex subgroup
state via MBQC on the 2D cluster state, we prove that this conjecture is true:
Theorem 2.21. The 2D cluster state of N qubits has TS = NΩ(log N).
Proof. Suppose we aim to produce an n-qubit complex subgroup state |SC〉 (as
described in Sec. 2.5.5) that has tree size nΩ(log n). These states are known to
be stabilizer states [50]. Aaronson and Gottesmann showed that any n-qubit
stabilizer state can be prepared using a stabilizer circuit with O(n2/ log n) number
of gates [71] . A stabilizer circuit is one that consists of only cnots, pi/2-phase
gates and Hadamard gates. In the MBQC scheme, each of these gates can be
implemented by measuring a constant number of qubits: 15 qubits for cnot, and 5
qubits for the phase gate and the Hadamard gate [93]. In order to obtain a n-qubit
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Figure 2.11: A schematic diagram of measurement-based quantum computation.
Starting from a 2D cluster state, single qubit measurements are performed. 
represents a Z measurement, and other arrows represent measurements in the XY
plane. The logical input state enters from the left and propagates to the right.
Single qubit rotations and controlled gates are realized by a certain sequence of
adaptive measurements, from left to right. Implementing a circuit on n qubits
with m gates requires a cluster state of size O(n)-by-O(m).
complex subgroup state, one needs to prepare a O(n)-by-O(n2/ log n) lattice (see
Fig. 2.11), so the number of qubits in the 2D cluster state is N = O(n3/ log n).
Since single qubit projective measurements only decrease tree size (c.f. the proof
of Theorem 2.25), we have
TS(2D cluster) ≥ TS(|SC〉) = nΩ(log n) = NΩ(log N). (2.56)
So, the N -qubit 2D cluster state has the superpolynomial tree size.
We show that the -tree size of the 2D cluster state is also superpolynomial:
Theorem 2.22. For  ≤ 1/2 and N large enough, TS(2D cluster) = NΩ(log N).
Proof. Assume that we have prepared a state close to the 2D cluster state, |2D〉,
such that the fidelity F (|2D〉 , |2D〉) = | 〈2D|2D〉 | ≥
√
1− . Then we apply the
same measurement sequence to the erroneous 2D cluster state as if we would to the
ideal 2D cluster for preparing a complex subgroup state |SC〉. Consider the state





the single-qubit projectors are P0 = |η〉 〈η| and P1 = |η⊥〉 〈η⊥|. We now show
that one of these outcomes will increase the fidelity between the two cases. If
the measurement outcome is not observed, the resulting states on the ideal and
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-deviated 2D cluster states are:
|2D〉 → ρ = P0 |2D〉 〈2D|P †0 + P1 |2D〉 〈2D|P †1
= p0 |η〉 〈η| ⊗ |ψ0〉 〈ψ0|+ p1 |η⊥〉 〈η⊥| ⊗ |ψ1〉 〈ψ1| , (2.57)
|2D〉 → σ = P0 |2D〉 〈2D|P †0 + P1 |2D〉 〈2D|P †1
= p′0 |η〉 〈η| ⊗ |ψ′0〉 〈ψ′0|+ p′1 |η⊥〉 〈η⊥| ⊗ |ψ′1〉 〈ψ′1| , (2.58)
where |ψ0,1〉 and |ψ′0,1〉 are the states of the remaining qubits in the cluster; and p0,1
and p′0,1 are the probability of the measurement outcomes. Clearly, the above map
is completely positive and trace-preserving (CPTP). Thus, the fidelity of these two
states should not decrease due to contractivity of trace-preserving maps [50],
F (ρ, σ) ≥ F (|2D〉 , |2D〉) =
√
1− . (2.59)
With a bit of algebra, we can express F (ρ, σ) in terms of the fidelity of the post-
selected states for the same outcome:







p1p′1| 〈ψ1|ψ′1〉 |. (2.60)
Let us denote x = max{| 〈ψ0|ψ′0〉 |, | 〈ψ1|ψ′1〉 |} to be the larger overlap between the
two, then











p1p′1 ≤ (p0 + p′0 + p1 + p′1)/2 = 1. Combining Eq. (2.60) and
Eq. (2.61), we have
x = max {| 〈ψ0|ψ′0〉 |, | 〈ψ1|ψ′1〉 |} ≥
√
1− . (2.62)
Therefore, for at least one of the outcomes, we have a non-decreasing fidelity on
the unmeasured parts of the states. For every measurements we post-select on
the outcome that do not decrease the fidelity. Note that the complex subgroup
states can be realized by a Clifford circuit, which can be implemented by a series
of non-adaptive measurements. This means that, regardless of the outcome, the
state obtained from the ideal 2D cluster is a complex subgroup state |SC〉 upto
local Pauli operators. For the erroneous 2D cluster state, we would obtain a state
|S〉 such that | 〈S|SC〉 | ≥
√
1− . From Theorem 2.20, we see that when n is
large enough, TS(|S〉) = nΩ(log n), and hence TS(|2D〉) = NΩ(log N), if  ≤ 1/2.
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Thus, TS(|2D〉) = NΩ(log N) for  ≤ 1/2.
2.6 Witnessing complex states
In this section we address the problem of verifying the large TS of complex states.
Suppose one wants to create complex states such as the complex subgroup states or
the 2D cluster state in the lab, in reality the produced states are at some distance
away from the target states due to experimental imperfection. How do we verify
that the produced state is superpolynomially complex? Full state tomography
requires exponentially many operations and is hence not practical. Nonetheless,
for complex states that are stabilizer states, there exists a complexity witness that
can be measured with only a polynomial number of basic operations. This witness
can be used for verifying the superpolynomial TS of pure states.
2.6.1 Subgroup states and their generators
The subgroups states described in Sec. 2.5.5 belong to the class of stabilizer states.
An n-qubit stabilizer state |S〉 is uniquely defined by n mutually commutative sta-
bilizing operators in the Pauli group, g1, . . . , gn, satisfying the eigenvalue equation:
gi |S〉 = |S〉 . (2.63)
Recall that a subgroup state can be defined with the null space of a (0, 1) matrix
A. The generators of the subgroups states can be read off from the matrix A. Let
R = rank(A); then there are R linearly independent rows ri (1 ≤ i ≤ R) in A. For
the first R generators, one simply replaces 0 by I and 1 by Z for each of the first
R linear independent row. For example, if row ri is (0, 0, 1, 0), we write gi = IIZI,
where the position of the operators denotes the qubit on which they operate on.
The remaining generators can be found from the n−R linearly independent vectors
ci that span the null space of A. One replaces 0 with I and 1 with X for each
vector, and the generator is the ordered product of these operators.
Proposition 2.23. The operators gi defined above are the generators of the sta-
bilizer of |S〉.
Proof. Recall that |S〉 is the uniform superposition of |x〉 where x is a vector in the
null space of A. For the first R generators, we have gi |x〉 = (−1)ri·x |x〉 = |x〉, for
all x ∈ ker(A), hence gi |S〉 = |S〉 for i = 1, · · · , R. For the generators obtained
from the n − R linearly independent vectors ci in the null space of A, we have
gi |x〉 = |x⊕ ci〉, where ⊕ is the bitwise addition modulo 2. Note that ci is in the
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null space of A, so ker(A) + ci = ker(A), and hence gi |S〉 = |S〉. This shows that
the gis stabilize |S〉.
For the commutation relation, it is obvious that the first R generators com-
mutes with each other and so do the n−R obtained from the null space. It remains
to show that gi from row ri commutes with gj from cj. ri · cj = 0 mod 2 implies
the number of positions where the entries of both ri and cj are 1 must be even.
The single-qubit operators in gigj at these positions are ZX = −XZ; and since
there are an even number of these pairs we see that gigj = gjgi.
2.6.2 Complexity witness based on stabilizer witness
Now we show how to construct a complexity witness based on the complex sub-
group states. Consider a state |SC〉 that satisfies Theorem 2.20. For large n,
µn = 2−(n/2)
1/8/2 is small so one can choose  = 1/2 ≤ 1 − µn. Thus TS(|SC〉) =
nΩ(log n) implies that any n-qubit state |ψ〉 such that | 〈ψ|Sc〉 |2 ≥ 1/2 must have
TS = nΩ(log n). The superpolynomial TS of these states can be verified by measur-
ing the witness
W = 121− |SC〉 〈SC | . (2.64)
A negative value of 〈W 〉 implies that the overlap of the produced state and |SC〉 is
larger than 1/2, and hence the TS of the produced state is superpolynomial. How-
ever, W as such is not measurable in practice, under the natural constraint that
only local measurements are feasible. If one decomposes W into a sum of locally
measurable operators, the number of such measurements increases exponentially
with the number of qubits [77, 94, 95]. Nonetheless, when |SC〉 is a stabilizer state,
it is possible to construct a stabilizer witness W ′ with the following properties: If
〈W ′〉 < 0 then 〈W 〉 < 0; and W ′ can be decomposed into a sum of a linear number
of operators in the Pauli group, which in turn can be measured by a polynomial
number of basic operations [96]. The stabilizer witness is defined as:




Proposition 2.24. 〈W ′〉 < 0 implies 〈W 〉 < 0.
Proof. Consider all the eigenvalue equations of the form (2.63) but with possible
eigenvalues ±1. This defines the set of 2n common eigenstates of the generators
gi’s. Since all the generators are Hermitian operators, the common eigenstates
are mutually orthogonal and form a complete basis. One can verify that, in this
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basis, the operator W ′ − 2W is a diagonal matrix with non-negative diagonal
entries. Thus, W ′ − 2W is a positive semi-definite operator; so 〈W ′〉 < 0 implies
〈W 〉 < 0.
If in an experiment the expectation value of the stabilizer witnessW ′ is found to
be negative, then one can certify that the produced state indeed has TS = nΩ(log n).
While the witness W detects all complex states with a fidelity (with respect to
|SC〉) larger than 1/2, W ′ detects a smaller set. It is necessary to know how close
to |SC〉 a state |ψ〉 needs to be for 〈ψ|W ′ |ψ〉 to be negative. If the required fidelity
is exponentially close to 1 then no state would be detected by W ′ in practice. For
this purpose, we first expand |ψ〉 as
|ψ〉 = c1 |SC〉+ c2 |S⊥〉 , (2.66)
where |S⊥〉 is a state orthogonal to |SC〉 and |c1|2 + |c2|2 = 1. We have
〈ψ|W ′ |ψ〉 = n− 1− n|c1|2 − |c2|2
n∑
i=1
〈S⊥| gi |S⊥〉 . (2.67)
Since 1 + gi is a positive semi-definite matrix, 〈S⊥| gi |S⊥〉 ≥ −1. Therefore,
〈ψ|W ′ |ψ〉 ≤ n− 1− n|c1|2 + n|c2|2 = 2n− 1− 2n|c1|2. (2.68)
Thus, 〈ψ|W ′ |ψ〉 < 0 when the overlap | 〈ψ|SC〉 |2 = |c1|2 > 1 − 1/(2n). So, the
loss of fidelity must be smaller than 1/(2n) for a state to be detected by W ′.
One needs to measure all the generators to estimate 〈W ′〉. With the help of
an ancilla qubit, each generator can be measured by applying a circuit of size
O(n) followed by a measurement on the ancilla qubit [50] (see Fig. 2.12). But
each measurement need to be repeated for obtaining the desired accuracy. When
the produced state has the fidelity | 〈ψ|SC〉 |2 = 1 − α/(2n) with α < 1, we have
〈W ′〉 < −(1− α). If the random error in each gi is δg then δW ′ = nδg. Thus, to
be confident that 〈W ′〉 < 0 one needs nδg < 1 − α, or δg < (1 − α)/n, which is
achievable with a polynomial number of repetitions. Therefore, a correct negative
expectation value of W ′ can be obtained with polynomial effort.
There is a similar stabilizer witness for detecting complex states close to the
2D cluster states. Indeed, the 2D cluster state has TS1/2 = nΩ(log n) and is also
a stabilizer state. Thus, the witness for the 2D cluster state has the same form
as W ′, with the gis replaced by the generators of the 2D cluster state. These
generators are described in Ref. [93].
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Figure 2.12: A circuit for measuring the generator gi. The controlled-gi gate
can be decomposed into at most n two-qubit controlled-Pauli gates. A projective
measurment of the ancilla qubit in the computational basis gives the outcome of gi.
2.7 Relation to quantum computation
One of the main motivation of the study of tree size is to investigate the relation
between state complexity and quantum computation. To elaborate on this, we can
divide all the quantum states into four categories according to their preparation
complexity and state complexity (see Fig. 2.13). The set of states with large
preparation complexity but small state complexity is presumably empty because
preparing simple states should not be too difficult. The states with small state
complexity are not useful for quantum computation because they are too simple
and hence a classical computer can simulate them efficiently. The states with large
preparation complexity are not useful either because quantum computation with
these states requires too much resource in space and time. States that are useful
for quantum computation should be the ones that have large state complexity yet
small preparation complexity. If tree size is a good measure of state complexity,
then we might ask: is superpolynomial tree size a necessary condition for the state
to provide advantage in some computational task? In this section, we are going
to discuss this link in the framework of measurement-based quantum computation
and the circuit model of quantum computation.
Note that the complex subgroup states presented in Sec. 2.5.5 belongs to the
class of stabilizer states. They have superpolynomial tree size and can be realized
by a quantum circuits consisting of O(n2/ log n) gates [71]. Therefore, these states
belong to the bottom left corner of Fig. 2.13. But a computation only consists
of only this class of states, does not provide a quantum speed up since stabilizer
circuits can be simulated efficiently on a classical computer [71, 97].
2.7.1 Measurement-based quantum computation (MBQC)
There are several theoretical models of quantum computation, including the circuit
model and the MBQC model. For the circuit model, the input state can always
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Figure 2.13: Dividing all quantum states into four categories according to their
state complexity and preparation complexity. One out of the categories is pre-
sumably empty, two are not useful for quantum computation. The states that
are useful for quantum computation should have large state complexity and small
preparation complexity.
be the simple product state. The quantum power of the computation lies in the
gates applied for coherently manipulating single qubits and entangling different
qubits [50]. On the contrary, for MBQC, after the initial resource state is prepared,
we perform projective measurements on single qubits and feedforward the results
for choosing the basis of the next round of measurement [92, 93]. Loosely speaking,
all the quantum advantage is contained in the resource state. If this resource state
is simple, then MBQC will not offer any real speed up over classical computation.
To make this intuition more rigorous, we prove that:
Theorem 2.25. If the resource state has TS = poly(n), then MBQC can be
simulated efficiently with classical computation.
Proof. Consider the resource state in its minimal tree representation, one sees that
at the lowest layer there are a polynomial number of leaves. We will show that
it requires polynomial effort to update the tree given a measurement outcome:




and obtain the the
result |η〉, then for every leaf containing qubit i, say cα |α〉i + cβ |β〉i, we update
it to (cα 〈η|α〉 + cβ 〈η|β〉) |η〉. This requires evaluation of the inner products for
a polynomial number of leaves. The size of the tree after updating can only get
smaller and thus is still polynomial. So, both the tree representation of the state at
each step of the computation and the update of the state after a measurement can
be carried out with polynomial effort. It follows that MBQC on resource states
with polynomial TS can be simulated on a classical computer with polynomial
overhead.
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2.7.2 Weaker version of the TreeBQP conjecture
For the circuit model, rather than checking for each algorithm, one would like
to have a general proof that small tree size does not provide any computational
advantage. In [49], Aaronson raised the question of whether TreeBQP = BPP.
This remains an open conjecture, here we prove a weaker version of it.
First let us define what TreeBQP is. Bounded-error quantum polynomial-time
(BQP) is the class of decision problems solvable with a quantum Turing machine,
with at most 1/3 probability of error. TreeBQP is essentially BQP with the re-
striction that at each step of the computation, the state is exponentially close to
a state with polynomial tree size. In other words, the TS of the state is polyno-
mial with  = 2−Ω(n) (See Eqn. (2.14)). Since we impose more restrictions, clearly
TreeBQP ⊆ BQP. BPP, the classical counterpart of BQP, is the class of decision
problem solvable by an NP machine with at most 1/3 probability of error. We
can also simulate BPP in TreeBQP: One simply implements reversible classical
computation, applies a Hadamard gate on a single qubit and measures in its com-
putational basis to generate random bits if needed. Since each classical bit string
can be represented by a quantum product state, TS is n at every steps, so this
simulation is in TreeBQP. Thus, we have [49]:
Theorem 2.26. BPP ⊆ TreeBQP ⊆ BQP.
If TreeBQP = BPP, then large tree size is a necessary condition for quantum
computers to outperform classical ones. Unfortunately, we can only prove a weaker
version of this. For this purpose, we first show a proposition that relates tree size
and Schmidt rank.
Note that one can draw a rooted tree in a binary form (each gate has only two
children) without changing the number of leaves (its size). Next, for any gate w
we denote S(w) as the set of qubits in the state described by the subtree with w
as the root. Let Y |Z be a bipartition of the qubits into two sets Y and Z. A ⊗
gate is called separating with respect to Y |Z when at least one of its children u has
the property S(u) ⊆ Y or S(u) ⊆ Z. A ⊗ gate is called strictly separating if its
children u1, u2 satisfy S(u1) ⊆ Y and S(u2) ⊆ Z. Then,
Proposition 2.27. For a bipartition of the qubits into Y and Z, if there exists a
polynomial sized tree such that all the ⊗ gates are separating with respect to Y |Z,
then the Schmidt rank of the state with respect to the bipartition Y |Z is polynomial.
Proof. Identify all the strictly separating ⊗ gates in the binary tree. Since the
number of leaves NL is polynomial and the total number of gates in the binary
tree is NG = NL−1, the number of strictly separating gates, NS, is also polynomial.
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Figure 2.14: A + gate that joins two ⊗ gates with the following property: One
of its children are contained in the set of qubit Y and the other contained in Z.
The sibling |φY2〉 of such a + gate must be strictly contained in either Y or Z, for
⊗ being separating. Now we can exchange the order of + and ⊗ by distributing
|φY2〉 to |ϕY1〉 and |ϕ′Y1〉. This + gate has the same property as before; and this
process can be repeated upward until it reaches the root, transforming the tree
into a form similar to the Schmidt decomposition.
It is clearer to look at a representative example in Fig. 2.14. Focus on the + gate
that joins two such ⊗ gates, |ϕY1〉⊗|ϕZ〉 and |ϕ′Y1〉⊗|ϕ′Z〉. Since this + gate contain
qubits in both Y and Z, and the ⊗ gate at the top is separating, the qubits under
the sibling of the + gate must be contained strictly in either Y or Z. Without
lost of generality, let them be contained in Y and denote their state as |φY2〉. We
can exchange the + gate and the ⊗ gate at the top so that the state becomes
(|ϕY1〉 ⊗ |φY2〉) ⊗ |ϕZ〉 + (|ϕ′Y1〉 ⊗ |φY2〉) ⊗ |ϕ′Z〉. Now let us relabel |ϕY1〉 ⊗ |φY2〉
as |ΨY 〉 and |ϕ′Y1〉 ⊗ |φ′Y2〉 as |Ψ′Y 〉, the state can be written as |ΨY1〉 ⊗ |ϕZ〉 and
|Ψ′Y1〉 ⊗ |ϕ′Z〉. The same process can be applied upward until these + gates joins
at the root. In the final form of the tree, one sees that the state has a form similar




|ΨY 〉i |ΨZ〉i , (2.69)
where |ΨY 〉i contain qubits in Y and |ΨZ〉i qubits in Z. NS, the number of terms
in this Schmidt-like decomposition upper bounds the true Schmidt rank, hence
the Schmidt rank is polynomial.
Now suppose that at every step of the quantum computation, Proposition 2.27
is satisfied for all bipartitions, then the Schmidt rank is polynomial for all bi-
partitions. It follows from a theorem by Vidal [53] that the computation can be
efficiently simulated with classical computers.
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There are states that do not satisfy the condition of Proposition 2.27, one
example is the optimal tree of the most complex four qubit states (see Eqn. (2.30)).
There are also states with polynomial TS that do not satisfy Vidal’s criteria, hence
do not satisfy Proposition 2.27 for some bipartitions. For example, the state( |00〉+|11〉√
2
)⊗n/2
has polynomial TS, but there is a bipartition for which the Schmidt
rank is 2(n/2).
2.8 Conclusion
In this chapter, we have introduced the concept of tree size, a complexity measure
for pure multiqubit states. The results of tree size of few qubit states shows
that tree size is closely related to multipartite entanglement. Examples of most
complex two-, three- and four-qubit states were given together with their -tree
size. It is worth mentioning that the most complex four qubit state admits a
compact decomposition that is not recursive; changing of the order of qubits in
the branches is necessary.
Moving on to the many qubit case, we divide states into simple and complex
with polynomial tree size as the separation. By explicit decomposition, we have
shown a few examples of simple states, though they contain multipartite entan-
glement. Matrix product states with bounded bond dimension are also simple.
A mathematical theorem by Raz allows us to prove superpolynomial lower
bounds on tree size. Examples of complex states include the immanant state,
Deutsch-Jozsa state, Shor’s state and subgroup states. We proved that the 2D
cluster state, a universal resource state for measurement-based quantum compu-
tation has superpolynomial tree size. The superpolynomial tree size of subgroup
states can also be verified by a witness involving polynomial number of local mea-
surements.
We discussed the relation between tree size quantum computation. In the
measurement-based model, we have shown that superpolynomial tree size of the
initial resource states is necessary otherwise the computation can be simulated
classically with a polynomial overhead. In the circuit model, we are able to show
a weaker version of the TreeBQP conjecture.
In conclusion, tree size, though related, is a different concept from multipartite
entanglement and macroscopicity. The relation between tree size and quantum
computation can be seen in two perspective. First, states present in Deutsch-Jozsa
algorithm and Shor’s algorithm are complex; Second, useful resource states in the
MBQC model must be complex.
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2.8.1 Technical open problems
Besides the TreeBQP=BPP conjecture, there are also technical open problems
related to tree size:
Tree size for mixed states






where the minimization done over all decomposition ρ = ∑ pi |ψi〉 〈ψi|. Can tech-
niques similar to that of Raz theorem be used to bound the tree size of mixed
states? Can this be applied to rule out useless mixed states in quantum algo-
rithms?
Exponential lower bound
Is there a way, other than number counting argument, to show exponential lower
bound on tree size? Can one construct an explicit state with exponential tree size?
Experimental demonstration
Have states with superpolynomial tree size been produced in experiments? Scaling
of tree size can only be defined for a family of states, how can one conclude if the
states created in the experiment have superpolynomial tree size?
CHAPTER 3
NONLOCALITY
In this chapter, we will review some basic notions of nonlocality, as well as some
tools that are useful in the study of nonlocality.
3.1 Bell scenario
A Bell experiment consists of a source that emits particles to a number of spa-
tially separated labs, {A,B, · · · }. In each lab the experimentalists may carry
out a number of measurements on the particle, {X,Y, · · · }, each producing out-
comes {a, b, · · · }. Finally, the joint distribution of the outcomes given certain
input is recorded. The experiment is described by the probability distribution
P (a, b, c, · · · , |X,Y, Z, · · · ), which is the main subject of study in this framework
of nonlocality. A Bell scenario is characterized by the number of parties, num-
ber of measurements each party could apply and the number of outcomes of each
measurement.
Let us consider the simple case where there are two parties, two inputs, d
outcomes, the so-called (2, 2; d, d) scenario. There are a few conditions that we
impose on the probability distribution:
(1) Positivity:




P (a, b|X,Y ) = 1,∀X,Y. (3.2)
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P (a, b|X, 0) = ∑
b
P (a, b|X, 1) ≡ P (a|X), ∀X (3.3)
for Alice, and similarly for Bob,
∑
a
P (a, b|0, Y ) = ∑
a
P (a, b|1, Y ) ≡ P (b|Y ),∀Y. (3.4)
The no-signalling condition says that one cannot send a signal with such a prob-
ability distribution, i.e. Alice’s measurement outcomes do not depend on Bob’s
inputs and vice versa. If this condition were to be violated, spatially separated Al-
ice and Bob can achieve faster-than-light communication hence violate Einstein’s
special relativity.
We can study these distributions from a geometric point of view. A partic-
ular probability distribution is regarded as a vector in the space of probability
distributions. A convex combination of points in the probability space is also a
valid probability distribution. Geometrically, P (v) = vP1 + (1− v)P2 represent a
point along the line joining P1 and P2, while operationally P (v) is the probability
distribution of statistically mixing P1 and P2 with weight v and 1− v respectively.
Within the space of distributions, there are a few set of particular interest to us.
3.1.1 No-signalling polytope
The three conditions above are linear inequalities and equalities in probabilities,
hence defining a polytope in the space of probability distributions, called the
no-signalling polytope. A polytope is a convex set with finitely many extremal
points. A convenient way to represent a point in the no-signalling space is by the
array notation:
P full(a, b|X,Y ) :=
 P (a, b|0, 0) P (a, b|0, 1)
P (a, b|1, 0) P (a, b|1, 1)
 . (3.5)
If we choose a and b in the array to run from 0 to d− 1, then not all the numbers
in the array can freely vary due to the normalization and no-signalling constraint.
We can remove this redundancy in the representation by deleting the last row and
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column for each input, let a, b range from 0 to d− 2 and adding the marginals:
PCG(a, b|X,Y ) :=

1 P (b|Y = 0) P (b|Y = 1)
P (a|X = 0) P (a, b|0, 0) P (a, b|0, 1)
P (a|X = 1) P (a, b|1, 0) P (a, b|1, 1)
 , (3.6)
where a, b ∈ {0, 1, · · · , d− 2}. The probability involving the last outcome can be
inferred from the marginal, e.g., P (a, d− 1|X,Y ) = P (a|X)−∑d−2b=0 P (a, b|X,Y ),
and P (d−1, d−1|X,Y ) can be inferred from normalization. The form of Eqn. (3.5)
is called the full form, while Eqn. (3.6) is called the no-signalling form or Collins-
Gisin form. The dimension of the no-signalling polytope in this (2, 2; d, d) scenario
is 4d(d− 1), which is the number of variables in the no-signalling form.
3.1.2 Local polytope
Within the no-signalling polytope, there resides the set of distributions that admit
a local hidden variable model, or simply local distributions:
P (a, b|X,Y ) = ∑
λ
P (a|X,λ)P (b|Y, λ)P (λ). (3.7)
Such a local distribution can always be written as a convex sum of local determin-
istic distributions, of the following form:
P (a = f(X), b = g(Y )|X,Y ) = 1. (3.8)
A local deterministic distribution is one in which that the outcome determinis-
tically depends on the input. In the table form of representation, the 1’s in the




· · · 1 · · · · · · 1 · · ·
... ...
... ...
· · · 1 · · · · · · 1 · · ·
... ...

For each input X, there are d possible outcomes, same for Y , so there are d4




c · · · local
deterministic points in the (ma,mb,mc, · · · ; da, db, dc, · · · ) scenario.
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The set of local distributions is a polytope, called the local polytope, its facets
being Bell inequalities and positivity constraints. The local deterministic points
provide a natural way to characterize the local set. It translates to the problem of
finding all the facets of the convex hull of a set of extremal points. Unfortunately,
this problem soon becomes intractable, because the number of extremal points
and the space of probability grows exponentially in the number of parties [98].
Checking whether a point belongs to the local set, however, is efficiently solvable.
It can be described as the following linear programme:
maximise v,








where Pmix is the completely random distribution:
Pmix(a, b|X,Y ) = 1
d2
, ∀a, b,X, Y.
P (v) is a point along the line connecting Pmix and Ptest, when v = 1, P (v) = Ptest.
The constraints requires P (v) to be local. If vmax < 1, the test distribution is
non-local; if vmax ≥ 1, the test distribution is local, especially when vmax = 1, we
say that the point is on the boundary of the local set. See Fig. 3.1 for an geometric
illustration of this linear programme.
3.1.3 An example: the CHSH scenario
The simplest non-trivial case is the (2, 2; 2, 2) scenario, also known as the CHSH
scenario. In this case, the no-signalling polytope is 8-dimensional. To specify a
point in this no-signalling polytope, one can write:
P =

P (0|Y = 0) P (0|Y = 1)
P (0|X = 0) P (0, 0|0, 0) P (0, 0|0, 1)
P (0|X = 1) P (0, 0|1, 0) P (0, 0|1, 1)
 . (3.9)
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Figure 3.1: A geometric view of the linear programme that tests the locality of
the distribution, Ptest. The local polytope is represented by the square, with
the maximally mixed distribution, Pmix, at its centre. P (v) is a point on the
straight line connecting Pmix and Ptest. The programme aims to maximize v while
maintaining P (v) local. (a) If the test distribution is local, vmax ≥ 1; (b) If the
test distribution is nonlocal, vmax < 1.














A Bell inequality can also be written in this tabular form by writing the Bell







The bound for local bound for CHSH written in this way is −1 ≤ cCHSH ·pLocal ≤ 0.
Besides positivity, all the facets of the local polytope in this scenario are defined
by the CHSH inequalities with permutation of parties or relabelling of inputs and
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outcomes: 4 ways of relabelling that defines 2 facets each, so 8 facets in total. For
each CHSH inequality, one will find that 8 out of the 16 local deterministic point
saturate the bound 0 and the other 8 at −1. There are 8 PR-boxes, one above
each facet.
This concludes the example of the CHSH scenario. Next we will turn to another
set of distributions that requires more sophisticated treatment: the quantum set.
3.2 The quantum set
Quantum distributions are defined as those arise from measurements on a quantum
system. If we consider only a bipartite distribution:
Definition 3.1. A distribution P is said to be quantum if there exists a quantum
state |ψ〉 and {Ea|XA } be a set of measurement operators for Alice and {Eb|YB } be a
set of measurement operators for Bob, such that:
P (a, b|X,Y ) = 〈ψ|Ea|XA Eb|YB |ψ〉 , (3.10)
and the following holds,
1. Ea|XA
†





2. Ea|XEa′|X = δaa′Ea|X and Eb|YEb
′|Y = δbb′Eb|Y (orthogonality);
3. ∑aEa|XA = 1 and ∑bEb|YB = 1 (completeness);
4. [Ea|XA , E
b|Y
B ] = 0 (commutativity).
The state can be taken to be pure and measurements to be projective since
we do not restrict the dimension of the state. Condition 3 ensures the normal-
ization condition, also implies that there is a redundancy in the definition of the
measurement operators.
Quantum distributions can violate Bell inequality and any local deterministic
point also admits a quantum model, so clearly L ⊂ Q. From the commutativity
requirement, one can see that quantum distribution are also no-signalling. But
quantum mechanics cannot reproduce all the no-signalling distributions [101], so
Q ⊂ NS.
The quantum set does not have a simple characterisation as the local or no-
signalling set. It is convex but not a polytope. The best known characterisation of
the quantum set is via the Navascue´s–Pironio–Ac´ın (NPA) hierarchy [102]. NPA
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introduced an infinite hierarchy of conditions necessarily satisfied by any quan-
tum correlations, each level formulated as the existence of a positive semidefinite
matrix.
Let us illustrate the basic idea of the hierarchy. First, consider the following
mathematical lemma,
Lemma 3.2. Let O = {O1, O2, · · · , On} be the set of n operators and any state
|ψ〉, then the n-by-n matrix Γ defined by
Γij = 〈ψ|O†iOj |ψ〉 , (3.11)
is semi-definite positive, Γ ≥ 0.

















xjOj |ψ〉 ||2 ≥ 0,
so Γ is a positive matrix.
Since the lemma is true for any set of operators, in particular, we can take O to
be a set of operators that are linear combinations of measurement operators. As
such, the observed probability will enter the matrix Γ as constraints on its entries,




(Fk)ijΓij = gk(P ), k = 1, · · · ,m. (3.12)
Depending on how one chooses the set of operators O, different level of restriction
is imposed on the set of distributions. Any n × n positive semidefinite matrix
Γ ≥ 0 satisfying the linear constraints (3.12) will be called a certificate associated
to O. Here we present two ways of constructing a hierarchy of conditions.
The first way, the NPA hierarchy introduced in [102], is based on the length
of sequences in O. Let a sequence S be a product of operators from the set





sequence may produce the null operator, for example Ea|XA E
a′|X
A = 0 for a 6= a′. We
ignore the null sequence. The length of a sequence, |S| is defined as the minimum
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number of projectors that generates the sequence. For example, |Ea|XA Eb|YB Ea|XA | =
|Ea|XA Ea|XA Eb|YB | = |Ea|XA Eb|YB | = 2. By convention, the length of the identity
operator is |1| = 0. Then we define Sn to the set of sequences of length at most n:
S0 = {1},
S1 = S0 ∪ {Ea|XA } ∪ {Eb|YB },
S2 = S1 ∪ {Ea|XA Ea
′|X′
A } ∪ {Eb|YB Eb
′|Y ′
B } ∪ {Ea|XA Eb|YB },
S3 = S2 ∪ · · ·
...
It is clear that S0 ⊆ S1 ⊆ S2 · · · , and any operator O can be written as linear
combination of operators in Sn when n is large enough. The set Qn is the set of
distributions with a positive certificate associated to Sn. For example, a probabil-
ity distribution is said to be in Q1 if the following semi-definite programme return
a non-negative λ:
max λ
subject to Γ− λ1 ≥ 0,
where Γ is symmetric and the entries are
Γ =

1 P (0|X = 0) P (0|X = 1) P (0|Y = 0) P (0|Y = 1)
P (0|X = 0) v1 P (00|00) P (00|01)
P (0|X = 1) P (00|10) P (00|11)




where v1 and v2 are not observable probabilities, hence enter as SDP variables.
Due to the inclusion relation of S, one has Q1 ⊇ Q2 ⊇ · · · ⊇ Q∞ = Q. The
sufficient part of the hierarchy (Q∞ = Q) was shown in [102], and we refer the
readers to it for more detail.
The second way is by restricting the length of the sequence on the local level,
introduced by Moroder et al. [103], so we refer to it as the Moroder hierarchy. Let
us define
L1 = {1, Ea|XA } × {1, Eb|YB }
L2 = {1, Ea|XA , Ea|XA Ea
′|X′
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A hierarchy of certificate is similarly defined as Qn. The set of local level n, Q′n,
is the set of distribution with a positive certificate associated to Ln. For example,
the certificate correspond to local level 1, is a symmetric Γ ≥ 0, where
Γ =

1 pA(0|0) pA(0|1) pB(0|0) p(00|00) p(00|10) pB(0|1) p(00|01) p(00|11)
pA(0|0) v1 p(00|00) p(00|00) v2 p(00|01) p(00|01) v3
pA(0|1) p(00|10) v2 p(00|10) p(00|11) v3 p(00|11)
pB(0|0) p(00|00) p(00|10) v4 v5 v6
p(00|00) v2 v5 v5 v7






Note that the constraints on the SDP variable: even though they are not observ-
ables, but since they correspond to the same operator, their expectation value must
be the same. For example, we have assigned 〈E0|0A (E0|1A E0|0B )〉 = 〈(E0|0A E0|1A )E0|0B 〉 =
v2. Incidentally, the set Q′1 is called Q1+AB in the work of NPA. One can see that
Sn ⊂ Ln ⊂ S2n, so in the limit n→∞, Q′∞ also converges to the quantum set Q.
Between the above-mentioned two different ways of constructing the hierarchy
of certificates that converge to the quantum set in the limit, we found the Moroder
hierarchy more suitable for some quantum information applications. The tensor
product structure of the set Ln allows imposing constraints that are not possible
in the NPA hierarchy, such as the positivity of the partial transpose of the moment
matrix. This has led to applications including dimension witness, Bell violation
with positive partial transpose states and device-independent entanglement wit-




4.1.1 Dimension of quantum systems
The number of perfectly distinguishable states in the physical system, or dimen-
sion, is crucial to the information carrying and processing capacity of the system.
For classical systems, the dimension is given by the number of states. For example,
a switch has two states, on and off; so it can encode a bit of information. In our
notation, we denote it as 2c; similarly we can have 3c (a trit) and 4c (a quart) for
a classical system with three or four different states and so on. This is not so for
quantum systems for there are infinitely many states even for a two level quantum
system. The dimension of the quantum system is defined as the dimension of the
Hilbert space where the states reside. A two level quantum system is called a
qubit, or 2q, analogously we can have 3q (a qutrit), 4q (a ququart) and so on.
4.1.2 Dimension witnesses
If someone claims to have control over a classical or quantum d dimensional system,
the claim can be verified by some criteria. These criteria are termed dimension
witnesses (DWs).
The simplest DW consists in testing whether the system can encode and decode
faithfully one dit of information. However, due to Holevo’s bound, one qudit can
encode at most one dit, hence this elementary DW cannot distinguish whether the
information carrier is quantum or classical.
Recently, more elaborated tests have been proposed that discriminate classical
and quantum dimension in a “device-independent” framework. The first device
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independent dimension witness (DIDW) was proposed by Brunner et al. [104],
based on violation of a Bell inequality. The intuition behind is that the strong
correlation required to violate the Bell inequality is only achievable by states that
are entangled in many dimensions. Later dimension witnesses in the prepare-and-
measure (PM) scenario have been considered [105]. In the PM scenario, a black
box called the state preparator prepares a classical or quantum state on request.
The box has a set of N buttons and when the button X ∈ {1, · · · , N} is pressed
the state ρx is sent to the measurement device. The measurement device per-
forms a measurement Y ∈ {1, · · · , y} and yielding an outcome b ∈ {1, · · · k}. The
outcome probability distribution P (b|X,Y ) is then analysed to lower bound the
classical or quantum dimension of the states prepared.
Since any system is fundamentally quantum mechanical, what do we mean by
a system with classical dimension d? If the states that lead to a violation of the
DW have to possess some quantum properties, we then say that the system has
quantum dimension d. In the PM scenario, if the dimension of the system d is
known, to violate the dimension witness of quantum dimension d, one needs to
prepare a set of states {ρx}x=0,1,··· ,N , where ρx ∈ Hd and not all ρx commute with
each other. If one can prepare only commuting states of dimension d, we say that
one has access to classical dimension d. In the Bell scenario, since entanglement is
required to violate a Bell inequality, the dimension certified in that case is always
genuine quantum dimension.
The DW based on the PM scenario are handy because they can bound the
dimension of the system produced by a single source. However, the shortcoming
of their approach is that any prepare-and-measure statistics can be simulated
with sufficiently high-dimension classical systems. In other words, if we know the
dimension d of the system, we can discriminate whether it is a classical dit or
quantum dit by the violation of the dimension witness W (dq) > W (dc); but there
also exists a D such that W (Dc) > W (dq). Moreover, for many proposed DW,
D = d + 1, for example we only need a classical quart to simulate (to violate the
dimension witness as much as) a qutrit. It is in principle possible to construct
a prepare-and-measure DW which requires Dc exponential in dq to simulate the
violation (see for example the distributed Deutsch-Jozsa problem in [106]).
Dimension witnessing in other scenarios has also been investigated, such as
those based on quantum random access code [107], contextuality [108], observable
dynamics [109] as well as Hardy’s paradox [110].
There has been plenty of effort in experimental demonstrations of dimension
witnesses, for instance, Hendrych et al. and Ahrens et al. have witnessed classical
and quantum dimension up to 4 with the prepare-and-measure scheme [111, 112];
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Dada et al. have certified quantum system up to dimension 12 [113]; Krenn et
al. generated a 100 × 100 dimension quantum system with the spatial mode
of light [114], holding the record of the largest dimension so far. However, the
certifications of the last two experiments is not device independent.
In this chapter we will present a fully device independent dimension witness in
the Bell scenario, based on the CGLMP4 inequality, with no assumptions on the
form the state used in the experiment.
4.1.3 An overlooked feature
Some part of this project was carried out during my Honours project. That in-
cludes the characterization of the CGLMP4 polytope, and bound computed based
on three outcome measurements. During my PhD candidature, a more rigorous
bound based on negativity were derived, and a simplified measurement scheme for
experiment were proposed. An overlooked feature of the dimension witness in this
project was discovered in the very late stage of my PhD during the preparation
of the paper. This feature makes experimental demonstration of this dimension
witness superfluous.
First, we realize that high dimension entanglement per se is trivial. A ququart
can be encoded with two qubits, for example with the standard binary encoding,
|00〉 → |0〉 , |01〉 → |1〉 , |10〉 → |2〉 , |11〉 → |3〉. A maximally entangled ququart
pair is then two maximally entangled qubits pairs (omitting normalization):
|00〉+ |11〉+ |22〉+ |33〉 ' (|00〉+ |11〉)A1B1 ⊗ (|00〉+ |11〉)A2B2 . (4.1)
In this sense, the generation of quqarts is not different than the generation of two
qubits. This is almost trivial, because what we have is a source that repeatedly
generates pairs of particles, we can generate two pairs if we can generate one.
Second, as we will see in Sec. 4.5.1, the measurements required to violation
this dimension witness can be performed on each qubit separately and sequen-
tially. The measurement basis on the second qubit depends on the outcome of
the measurement on the first qubit, but this can be done by classical processing;
no coherent manipulation between the two qubits is required. In other words, the
violation of the dimension witness, certifies the generation of entangled ququarts
(trivially equivalent to two pairs of entangled qubits) and coherent manipulation
on qubit systems only.
The rest of this chapter is organized as follows: we first describe our scenario
in which we apply our dimension witness in Sec. 4.2; in Sec. 4.3 we introduce the
CGLMP inequality, which is the inequality that we use as the dimension witness;
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in order to find the maximal violation of CGLMP4 inequality, in Sec. 4.4 we derive
an upper bound of this maximal violation based on negativity, and a lower bound
based on a specific form of measurement; finally in Sec. 4.5, we discuss more about
the overlooked feature of this dimension witness that makes it superfluous for any
experimental realization.
4.2 The scenario
Let us consider a Bell scenario. A source sends out particles to Alice and Bob,
who then apply two suitable chosen measurements with d outcomes. They collect
statistics about the experiment P (a, b|X,Y ) and compute the violation of a Bell
inequality.
What information can one obtain from the measurement statistics alone? We
already know that if P (a, b|X,Y ) violates a Bell inequality (modulo the various
loopholes), then the source must have prepared some entangled quantum state.
Surprisingly, more information can be deduced from the statistics alone. To the
extreme, self-testing of a quantum state is possible: one can certify the state
produced from the source is equivalent to an ideal state up to local isometry.
Self-testing is black box tomography.
Our task here is simpler. We do not need to know the precise form of the
state, but we would like to give a lower bound on the dimension of the system.
The dimension of the system maybe large, but we are interested in the dimension
in which entanglement is present, the entangled dimension. We would like to give
this lower bound device independently, with no assumption being made on the
state of the particle the source prepares nor on the measurements that Alice and
Bob performs.
The simplest bipartite Bell inequality the CHSH inequality can be violated up
to 2
√
2 quantum mechanically. This maximal value can be achieved with qubit in
the maximally entangled state. So CHSH inequality cannot be used as dimension
witness to certify higher entangled dimensions. To accomplish this task, other Bell
inequalities are needed.
4.3 CGLMP inequality
A Bell inequality for this (2, 2; d, d) scenario is the CGLMP inequality first intro-
duced in [115]. Here, we are going to use an equivalent form as in Eqn.(41) of
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Ref. [116]:






where Jd an upper triangular array filled with 1, T the transposition, and 〈·, ·〉
denotes the sum of term-by-term multiplication. The local bound of Id is Id ≤ 0,
achievable by some local deterministic points, for example,
P (0, 0|X,Y ) = 1, for all X,Y .
The maximal no-signalling violation Id = d−1d is achieved by the generalized
PR-box [117]:




, a+ b = XY mod d,
0, otherwise.
(4.4)
The completely mixed distribution, P (a, b|X,Y ) = 1
d2 , which models the white
noise, gives a violation of Id = −d−1d .
4.3.1 Maximal violation of CGLMP inequality
In this section, we will derive the maximal violation of CGLMP inequality for d = 3
and d = 4. This is done by first guessing the form of the optimal measurement,
computing the maximal violation with these measurements. This provides a lower
bound on the maximal violation. Then this is compared with the upper bound on
the maximal violation given by the NPA hierarchy.
To maximally violation the CGLMPd inequality with qudits1, the following
measurement settings are conjectured to be optimal [118–120]:












1the same violation can be achieved by higher dimensional by an embedding of this d dimen-
sional state
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where ω = e 2piid is the d-th root of unity, and the choice for the phase φ and θ is:
φ0 = 0, φ1 =
pi
d
, and θ0 = − pi2d, θ1 =
pi
2d. (4.7)
This measurement can be seen as first applying a phase eikφX (for Bob, eikθY ) to
the computational basis, followed by a (for Bob, inverse) discrete Fourier trans-
formation.
From these measurements one can construct the Bell operator,
B = ∑
a,b,X,Y
cabXY ΠX(a)⊗ ΠY (b), (4.8)
where ΠX(a) = |ΨX(a)〉 〈ΨX(a)| and ΠY (b) = |ΦY (b)〉 〈ΦY (b)|, and cabXY is the
Bell coefficient of CGLMP for P (a, b|X,Y ) (cf. Eqn. (4.3)). The eigenvector
with the maximum eigenvalue is the maximal violation state (MVS) under these
measurement settings.
Let us study the MVS and its corresponding violation for d = 3 and d = 4.
For d = 3, numerical evidence shows that the MVS has the following form:
|ψ〉 = 1√2 + γ2 (|00〉+ γ |11〉+ |22〉), (4.9)
for a real positive γ. γ = 1 correspond to the maximally entangled state (MES).
The maximal violation is achieved when γ =
√
11−√3
2 [119]. One can check in the
Table 1 in [102], this matches the upper bound given by the NPA hierarchy.
For d = 4, again numerical evidence suggests a certain form of MVS:
|ψ〉 = 1√
2
(cos θ |00〉+ sin θ |11〉+ sin θ |22〉+ cos θ |33〉). (4.10)
The violation as a function of the parameter θ can be written as:
I4(θ) = (−34 +
C







) sin 2θ + S2 cos 2θ, (4.11)
where we introduce constants C and S, C = cos pi8 , S = sin
pi
8 . The relation
C − S = √2S and C + S = √2C are used to simplify the expression. By taking
the derivative, one can find that maximal of value of I(θ) is attained at θ such











6S2 + 4S + 1 ≈ 0.364 762. (4.12)
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This matches the upper bound given by the NPA hierarchy up to numerical pre-
cision, hence is the true maximal violation of CGLMP4 inequality with quantum
systems.
The maximally entangled states also has a large violation of the inequality,
I4(pi4 ) = 0.336 091.
4.3.2 Depolarization
In this section, we digress to discuss a local classical processing of the data called
depolarization. It will be applied to reduce the number of variables in the prob-
ability distribution, as we will see in Sec. 4.4, while keeping violation of CGLMP
unchanged. This depolarization is described in [117], but we would like reproduce
it for the benefit of clarity.
Due to the symmetry present in the inequality, the number of parameters in
P that are relevant for the value of Id can be reduced. Indeed, there exists a
classical post processing, also called a depolarization, that maps all the points
in the probability distribution space to a lower dimension space, while keeping
the CGLMP violation unchanged [117]. Under the action of this map, every
probability distribution is projected to a slice of the no-signalling polytope. This
procedure can be described as follows:
Step 1. Alice and Bob add a number k, uniformly chosen from {0, · · · , d−1},
to their outcomes:
a→ a+ k, b→ b+ k.
Step 2. With probability 14 according shared randomness, Alice and Bob
perform one of the four possible processes:
Proc 1. A : Do nothing, B : Do nothing;
Proc 2. A : x→ x¯, a→ −a, B : b→ −b+ y;
Proc 3. A : a→ −a− x, B : y → y¯, b→ −b;
Proc 4. A : x→ x¯, a→ a+ x, B : y → y¯, b→ b+ y¯;
where x¯ = 1 − x and the operation on the outcome are done modulo d. These
implements P → P ′ such that it only depends on the difference of the outcome
∆ = a− b as follows:
P ′(∆|0, 0) = P ′(−∆|0, 1) = P ′(−∆|1, 0) = P ′(∆ + 1|1, 1).
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The number of free variables is thus reduced to d− 1.
4.3.3 CGLMP4 polytope
CGLMP with d = 2 is simply the CHSH inequality. The case for d = 3 is described
in the work of Brunner et al [104]., who first propose CGLMP inequality as a
dimension witness. Here, we describe the dimension witness based on CGLMP4.
Before that, we shall describe the no-signalling polytope of d = 4 outcomes.
After depolarization, a point in the depolarized polytope can be represented
in the following table form:
P = 14

p0 p3 p2 p1 p0 p1 p2 p3
p1 p0 p3 p2 p3 p0 p1 p2
p2 p1 p0 p3 p2 p3 p0 p1
p3 p2 p1 p0 p1 p2 p3 p0
p0 p1 p2 p3 p1 p0 p3 p2
p3 p0 p1 p2 p2 p1 p0 p3
p2 p3 p0 p1 p3 p2 p1 p0
p1 p2 p3 p0 p0 p3 p2 p1

, (4.13)
with normalization p0+p1+p2+p3 = 1. We may represent points in this depolarized
slice as (p0, p1, p2, p3). The dimension of the depolarized slice of the no-signalling
polytope is three, so we can have a convenient geometric view in 3D space that we
are familiar with. It can be represented by a tetrahedron, with the four vertices
corresponding to pi = 1, a generalized PR-box [117], as shown in Fig. 4.1. The
surfaces of this tetrahedron represents the positivity constraints.
One can identify the local polytope by applying the depolarization to all the
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The convex hull of these points is the depolarized local set. The facets of the local
polytope are Bell inequalities or trivial facets given by the positivity constraint.
The facet defined by CGLMP4 inequality is given by the formal inner product,
〈I, P 〉 − 2 = 0, simplifies to
p0 − 2p1 − p2 − 14 ≤ 0. (4.14)
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In fact, the other three CGLMP4 inequalities can be found by simultaneously
permuting the outcome of Alice and Bob, as the following operations:
Operation 1. b→ b+ 2;
Operation 2. aX=1 → aX=1 + 2, bY=0 → bY=0 − 1, bY=1 → bY=1 + 1;
Operation 3. aX=1 → aX=1 + 2, bY=0 → bY=0 + 1, bY=1 → bY=1 − 1.
The four CGLMP inequalities on this slice can be summarized as
pi − 2pi+1 − pi+2 − 14 ≤ 0, i ∈ {0, 1, 2, 3}. (4.15)
One can easily check that the PR-boxes corresponding pi = 1 violates each of these
inequalities up to the algebraic maximum of 34 .
Compare this with the convex hull of the extremal points of the local polytope,
one can find that there is another class of non-trivial facets that is not given by
CGLMP4 inequality. These two facets in this class are:
1
4 ≤ p0 + p2 ≤
3
4 . (4.16)
Analysis shows that these are simply liftings of the CHSH inequality, with 0 and
2 grouped to be outcome“0” and 1 and 3 to be outcome “1”.
A geometric representation of the CGLMP4 polytope in three dimension is
shown in Fig. 4.1.
4.4 Dimension witness with CGLMP4
In this section, we aim to bound the violation of the CGLMP inequality if we
restrict ourselves to only qutrits. This cannot be achieve by directly using the
NPA hierarchy, since the hierarchy do not restrict the dimension.
We first derive an upper bound on the maximum qutrit violation, I(3)4 . The
method is similar to that of Moroder et al. [103]. A lower bound on the maxi-
mum qutrit violation is also discussed, by restricting ourselves to three outcome
measurements.
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Figure 4.1: The CGLMP4 polytope. The tetrahedron represents the NS polytope
with each vertices being a PR-box. Shown in (a) are the CGLMP4 inequalities.
Shown in (b) is the local polytope defined by three types of facets: the CGLMP
facets (blue), the lifted CHSH facets (green) and positivity facets (red).
4.4.1 Upper bound on the maximum qutrit violation
Following the method in [103], one can derive an upper bound on I(3)4 based on
negativity. Negativity is a measure of bipartite entanglement defined as:
N (ρ) = ||ρ
TA|| − 1
2 (4.17)
where ρTA denotes the partial transposition of the state ρ. If we fixed the dimension
of the system, we have
Proposition 4.1. The negativity of a d-by-d quantum state is bounded by d−12 .
Proof. Negativity is convex, so one needs to consider only the case where the state




λi |ii〉 , (4.18)
with ∑λi = 1. The negativity of this state can be calculated as




This can be optimized using the method of Lagrange multiplier, with the constraint∑
i λi = 1. The maximal value d−12 is achieved when λi =
1
d
for all i, which
corresponds to the maximally entangled state.
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From this proposition, we can see that a large negativity will give a lower
bound to the dimension fo the system.
Next we shall relate negativity with observed statistics, the Bell violation in
this case. This is done through the matrix of moments χ at local level ` (c.f.





|ij〉A¯B¯ 〈kl|χklij , (4.20)
where χklij = tr[ρABA
†
k¯
Ai¯⊗B†l¯Bj¯], and Ai¯ = Ai1Ai2 · · ·Ai` is product of ` operators
chosen from the set of identity and projectors of measurements, {1,MAa|X}, and
similarly for Bj¯s. Here, i, j indicates the rows while k, l indicates the columns
of χ. By construction, χ can be seen as a local processing of the state ρ, hence
entanglement in χ can only be less, N (χ[ρ]) ≤ N (ρ). Lower bound on N (χ[ρ])
provides a lower bound on N (ρ).
The lower bound on N (χ) can be found in a device-independent manner, by
solving the following semi-definite programme:
N (χ[ρ]) ≥ min
χ,σ+,σ−
tr[σ−] (4.21)
subject to χA¯B¯ = σ+ − σ−,
σTA± ≥ 0,
I[χ] = I4.
Here, I[χ] is the violation of the CGLMP inequality value of the correlations issued
from the χ matrix and σ± are moment matrices of the same form as χ.
For each fixed value of I4, one can solve for the minimum of N (χ), hence lower
bounding the dimension of the system that is compatible with the observation of
this I4. This lower bound gets better with increasing local level `, but becomes
also computationally intractable. To reduce the number of independent variables,
we make use of the previously-mentioned depolarization process.
The effect of depolarization amounts to local relabelling of inputs and out-
comes, which can be taken into account in the moment matrix χ by applying
some suitable permutations on the row and columns. Regard the indices i, j, k, l
as function of local inputs and outcomes, i.e. i = i(i, a), then the matrix after
relabelling is:
D(χ)klij = χf(k)g(l)f(i)g(j), (4.22)
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where f and g are bijective maps from the index space to itself. Since the rela-
belling is local, moreover the same map is applied to the columns and rows, hence
we have:
Proposition 4.2. Let D be some permutation of the form Eqn. (4.22), then:
1. χ ≥ 0 =⇒ D(χ) ≥ 0,
2. χTA ≥ 0 =⇒ D(χ)TA ≥ 0.
Proof. For the first part, since simultaneous permutation of rows and columns
does not change the eigenvalue of a matrix, χ positive implies D(χ) positive.
For the second part, observe that
(D(χ)TA)klij = (D(χ))ilkj = χf(i)g(l)f(k)g(j) = (χTA)f(i)g(j)f(k)g(l) = D(χTA)klij , (4.23)
that is, the permutation D(·) commutes with the partial transposition (·)TA . Then
by the first part, χTA ≥ 0 =⇒ D(χTA) ≥ 0 =⇒ D(χ)TA ≥ 0.
CGLMP violation is invariant under the depolarization considered, that is
I[χ] = I[D(χ)]. Moreover the other constraints in programme 4.21 remain satisfied
under the depolarization. Thus for any solution to the programme, there exist
another solution that is invariant under the depolarization. One can then solve
the programme with matrices that are depolarized from the start, hence reducing
the number of free parameters, making the optimization tractable.
With this simplification at hand, we could compute a lower bound on the
negativity given any violation of CGLMP I4. The result is plotted in Fig. 4.2. We
observe that in order to violate I4 up to IN ∼ 0.315, the minimum negativity has
to exceed 1, which is the maximum negativity of two qutrit states. In other words,
I
(3)
4 ≤ IN : a violation of I4 more than IN certifies the dimension of the entangled
system is at least four.
4.4.2 Lower bound on the maximum qutrit violation
To see the tightness of this bound, we derive a lower bound on the maximum qutrit
violation. This is done by considering a subclass of measurements on three qubit,
namely those measurements where only three outcomes occur. We aim to derive
a lower bound on the maximum qutrit violation by demonstrating an example of
a state and measurements. Numerical evidence suggests that the true maximum
qutrit violation is not larger than this.
Without lost of generality, we can assume that it is the fourth outcome that
never occurs, P (3, b|X,Y ) = P (a, 3|X,Y ) = 0 for all a, b,X, Y . Due to the null
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Figure 4.2: Plot of lower bound on negativity versus observed violation of the
CGLMP4 inequality. The lower bound is computed via solving the semi-definite
programme (4.21). Maximal negativity for qubit and qutrit systems are shown.
Violation above these values certifies a lower bound on the dimension of the en-
tangled system in the experiment.
probability, the coefficients in the last rows and columns of I4 becomes irrelevant.
We can rewrite it as:
I ′4 =

J3 0 JT3 0
0 0 0 0
JT3 0 −JT3 0
0 0 0 0
 , (4.24)
which is identical to I3. Thus the maximal violation of the CGLMP3 inequality,
I∗3 , gives a lower bound on the maximal qutrit violation.
From Sec. 4.3.1, we have I∗3 =
√
33−3
9 ≈ 0.30495, and this is a lower bound on
the maximal qutrit violation, I∗3 ≤ max I(3)4 .
To summarize, so far we know that the maximal violation of CGLMP4 inequal-
ity is bounded by I∗3 ≤ max I(3)4 ≤ IN . Numerical evidence indicates that in fact
max I(3)4 = I∗3 .
To optimize I(3)4 over all the possible measurement, we make use of an itera-
tive numerical optimization procedure, called the “see-saw” method, introduced
in [121] and further developed in [122]. The “see-saw” method works as follows:
1. Randomly choose measurement settings for Alice and Bob;
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2. With the measurement setting of Alice and Bob, write down the Bell oper-
ator, let the state be the eigenvector with the largest eigenvalue;
3. With the state found in step 2, fix the measurement of Bob, optimize the
measurement of Alice;
4. With the state and measurement of Alice from step 3, optimize the measure-
ment of Bob;
5. Repeat step 2 to 4 until the violation do not increase any more.
By this method, one can try to find the maximal violation of CGLMP4 with
qutrits. Each step of this method, the violation monotonically increases. Step 2
corresponds to diagonalizing a 9-by-9 matrix. Step 3 and 4 is done be an SDP rou-
tine: optimizing a function linear in terms of the variables (violation), subjected to
a positivity constraint (the POVM elements are positive). Both of these procedure
guarantee convergence. Due to the possibility of attaining to a local minimum,
this numerical method does not guarantee to converge globally. Nonetheless, it
has given remarkable results in similar context [122]. Maximizing the CGLMP4
inequality over all qutrit states and all POVM measurements, we did not find any
violation exceeding the bound I∗3 .
In summary, we have:
Theorem 4.3. The maximal violation of CGLMP4 inequality with entangled qutrit,
max I(3)4 is bounded by
I∗3 ≤ max I(3)4 ≤ IN . (4.25)
Any violation of CGLMP4 inequality greater than IN certifies the presence of en-
tangled systems of dimension at least four.
Recall that the maximum violation achievable is I∗4 ≈ 0.364 762 with MVS
and 0.336 091 with MES, thus they both violate the dimension witness I4 ≤ IN .
Consider a small amount of white noise which correspond to a violation of −34 ,
MVS and MES can still violate the dimension witness with 95.54% and 98.06%
visibility respectively. Hence this dimension witness could in principle be test in an
experiment. However, a feature of this dimension witness makes any experimental
demonstration of this superfluous.
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4.5 Discussion
4.5.1 The overlooked problem
As mentioned in the beginning of this chapter, the dimension witness based on
CGLMP4 has a feature: one can encode a pair entangled ququarts with two pairs
of entangled qubits; moreover, the optimal measurement factorizes, i.e. it can be
performed on each qubit separately and sequentially. Let us re-examine the state
and measurement used to violate the dimension witness.
A ququart state can be seen as composed of two qubits, so a pair of entan-
gled ququart can be viewed as two pairs of entangled qubits. For example, the
maximally entangled two ququart state:
1








with the encoding |00〉A1A2 = |0〉A, |01〉A1A2 = |1〉A, |10〉A1A2 = |2〉A and |11〉A1A2 =
|3〉A. The dimension of the system does not seem to be a scarce resource: opera-
tionally, generating n pairs of entangled qubit is the same as generating a pair of
entangled qudit with d = 2n.
So far we have only a formal re-writing of the states. When one claims to have
a high dimensional quantum system, we would expect coherent control over the
dimension as well. Not only we can apply unitaries to each qubit individually,
but also unitaries to all the qubits on each party, effecting a unitary in the qu-
dit space. Can the dimension witness based on CGLMP inequalities certify this
coherent manipulation device independently? Unfortunately, the answer is no for
the specific case when d = 4 (in fact, for d = 2n for n = 2, 3, · · · ). Let us go back
to the optimal measurement that allow us to violate the dimension witness. From





= 12(|0〉+ ω¯ |1〉+ ω¯
2 |2〉+ ω¯3 |3〉), (4.27)
where ω¯ = e( 2apid +φX)i. If we use the same encoding as how we write the maximally
entangled state in Eqn. (4.26), one can see that they all factorizes. Let me spell
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Figure 4.3: The optimal measurement can be carried in a sequential manner, with
measurement outcome of the first measurement fed forward to determine the basis
of the second measurement. Each measurement acts only on one qubit.
out for example Alice’s measurement X:




(|0〉+ e(φX)i |1〉)A2 ,




(|0〉+ e(pi2+φX)i |1〉)A2 ,




(|0〉 − e(φX)i |1〉)A2 ,




(|0〉 − e(pi2+φX)i |1〉)A2 .
Moreover, the vectors of the first qubit form a valid measurement basis {|0〉 ±
e(2φx)i |1〉}, while the vectors of the second form two different measurements, {|0〉±
e(φX)i |1〉} and {|0〉 ± e(pi2+φX)i |1〉} separated according to the outcome of the first
measurement. In light of this, the measurement on the ququart system can be done
sequentially (see Fig. 4.3): first measure the first qubit with σA1 , if it outputs +,
proceed to the second measurement σA2 to see if it is outcome 0 or 2; if it outputs
−, proceed to a different second measurement σ′A2 to see if it is outcome 1 or 3.
This is true for all the vectors in different bases, for both Alice and Bob. In
other words, the measurement can be sequentially carried out on the two qubits,
with only feed-forwarding of classical information. Hence, one can violate the
CGLMP4 dimension witness, with entangled qubits and qubit measurements only.
We expect this separation of the optimal measurement happens to any DW
based on CGLMP for d equals powers of 2. Whenever d is power of 2, we can
decompose the state into pairs of qubits, and the measurement can similarly be
performed on each qubit sequentially, with the outcomes feeding forward to the
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choice the settings of the measurement of the next qubits. One question remains
to be answered is whether this is true for d not a power of 2, for example the
dimension witness based on CGLMP3. Now we need to bound the violation of
CGLMP3 inequality subject to pairs of qubits and three outcome measurement
with the possibility feeding forward of outcomes.
A side note is that, to create the MVS instead of the MES, one might opt to
choose a different encoding than the one we used here. Recall that the MVS is




(|00〉+ |11〉)A1B1 ⊗ (cos θ |00〉+ sin θ |11〉)A2B2 , (4.28)
with the encoding being |00〉A1A2 = |0〉A, |01〉A1A2 = |1〉A, |11〉A1A2 = |2〉A and
|10〉A1A2 = |3〉A, and similarly for Bob. Under this encoding, the measurement do
not factorize as before. One could proceed to violate the dimension witness with
a maximally entangled state, however for CGLMP inequalities, the violation with
MES decreases (the gap between MES and MVS widens, see [119]) as d increases .
It is left to check that at which d the MES ceases to violate the dimension witness.
Alternatively, one could keep the natural binary encoding but generate different
states in order to maximize the violation.
4.5.2 Conclusion
To conclude, we have shown that a violation of the CGLMP4 inequality of IN ≈
0.315 or above, device independently certifies the generation of a ququart system.
However, due to the form of the measurements that achieves this bound, what we
can certify from this dimension witness are generation of entangled ququart pairs
(equivalent to two-qubit pairs) and coherent manipulation only on qubits.
We speculate that this is a coincidence for CGLMPd, where d is a power of
2. For the case where d is not a power of 2, the tensor structure of the optimal
measurement no long exists; we expect that the optimal measurement would then





5.1.1 Quantum physics through physical principles
Quantum mechanics is most frequently defined by its mathematical formulation:
states are vectors in the Hilbert space and probability of an outcome occurring is
given by the trace of operators. But can we define quantum mechanics from some
physical principles, in the same way as special relativity is defined by the principle
of constancy of speed of light in all reference frames? In the context of quantum
information, the physical principles have often taken the form of a computation
or communication task.
In order to define quantum theory, that is describing its limit, one must embed
it in a family of more general theories. Two choices have been made. The first con-
sists in working within the framework of generalized probabilistic theories (GPTs),
following the suggestion of Hardy [123]. These works, which can be seen as the
revival of the axiomatic approach of Ludwig [124, 125], Piron [126] and others
some decades ago, have achieved their goals [127–130]. Works in this framework
rely on a separation between states and observables. Furthermore, axioms from
this approach are formulated in terms of abstract entities, such as states, are not
directly testable in experiments.
The second consists in working in the framework of no-signalling (NS) theo-
ries, following the insights of Popescu and Rohrlich [99]. We will be working in
this second framework. Popescu and Rohrlich first questioned whether quantum
theory could be defined as the theory that allows Bell violation without allowing
the user to send a signal through the channel. This is to avoid open conflict with
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special relativity. They noticed that this is not the case: there exist no-signalling
boxes that violate Bell inequality stronger than what quantum physics allows (the
“PR-box”). What other physical principle on top of no-signalling would recover
the set of quantum distributions, Q? Five such principles has been proposed
in recent years: Non-trivial Communication Complexity [131], No Advantage for
Nonlocal Computation [132], Information Causality (IC) [133], Macroscopic Local-
ity (ML) [134] and Local Orthogonality [135]. All of these criteria can rule out the
PR-box but none reaches Q. It has been shown that a set of correlations, dubbed
as “almost quantum” correlation [136], satisfied all the principles above except IC;
numerical evidence strongly suggests that IC is satisfied by the almost quantum
set too. One way to define the almost quantum set is through the SDP hierarchies:
local level one in the Moroder hierarchy or Q1+AB in the NPA hierarchy, and it is
shown to be strictly larger than the quantum set Q [136].
Our approach: many-box locality
We would like to propose a modification of the macroscopic locality principle,
called many-box locality (MBL), that might be stricter than the original ML,
hence defining a possibly smaller set of correlations.
Let us first describe the principle of ML. The principle of ML states that non-
local distributions will become consistent with classical physics in the macroscopic
limit. A microscopic scenario is the familiar Bell scenario. At each run of the
experiment, the experimentalists choose a setting and a single click is registered
at one of the detectors of each party. One records the outcome a and repeats
the experiment to estimate the statistics P (a, b|X,Y ). The nonlocality of the
distribution can be then studied.
By macroscopic scenario, we refer to the case where at each run of the experi-
ment, N pairs of pairs of particles were emitted from the source. Each party will
register a total of N clicks distributed among their detectors. Instead of a par-
ticular outcome a, the intensity in each detector, Ia, is recorded. After sufficient
repetition of the experiment, the probability density P (Ia, Ib|X,Y )dIadIb can be
estimated. Furthermore, in the principle of ML, two crucial assumptions are made:
(1) the intensities are measured with a fluctuation of the order of
√
N . This is a
classical local data processing, a “smoothing” of the probability distribution, that
could in principle reduce nonlocality; (2) N is taken to the limit of infinity. Con-
sistency with classical physics in the macroscopic limit implies that when N  1,
P (Ia, Ib|X,Y ) =
∫
dλP (λ)P (Ia|X,λ)P (Ib|Y, λ) admits a local model. When this
is true, it is said that the original microscopic system exhibits macroscopic locality.
The two assumptions allow the application of the central limit theorem and lead
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to the result: correlations are macroscopically local if and only if they belong to
the set Q1, the first level of the NPA hierarchy.
We propose the principle of many-box locality (MBL) by making two modifi-
cations to the original ML principle. First, instead of N taken to be infinity, we
allow N to be any natural number. We can speak about the N -local set: distribu-
tions that become local when N copies are measured. Second, we do not perform
the smoothing. The flux Ia is measured with an accuracy of a single click. We
say a distribution (box) satisfies MBLN if the statistics of N such boxes measured
together is local. With these two modifications, the set of correlations defined by
MBLN is possibly smaller than that defined by ML.
With this definition of MBL, one can ask the following questions: how do
we characterize these N -local sets? Is there a specific N0 such that quantum
distributions are N local for all N ≥ N0? If not, are there quantum distributions
that do not satisfy the principle of many-box locality for all N? In the limit N
approach infinity, does MBL define the set of quantum distributions?
This rest of this chapter is organized as follows. In Sec. 5.2, we will first intro-
duce some notation, the definition of many-box locality and the N -local sets; in
Sec. 5.3, we will introduce the novel tool of Fourier transformation of probabilities
and inequalities, which is then applied in Sec. 5.4 to study the MBLN sets on a
symmetric slice of the NS polytope; in Sec. 5.5 we turn to another slice of the NS
polytope; we would then conclude the findings in the last section.
5.2 Notation and definition
In this section, we would like to introduce the concept of N -box distributions and
N -locality.
Bell inequalities can be violated by measuring pairs of entangled particles with
suitable measurements. Let us consider a two party (Alice and Bob), two input
(AX and BY , with X, Y ∈ {0, 1}), two outcome (a, b ∈ {0, 1}) Bell experiment.
In each run of the experiment, we prepare one pair of entangled particles, we
choose to measure A0 for Alice, B1 for Bob and obtain outcomes for example,
a = 0, b = 1. Then in the next run, we prepare another pair of particles, choose
some measurement settings, and obtain some outcomes. Multiple runs of the
experiment with different inputs is repeated until we have obtained an estimation
of the probability P (a, b|X,Y ) (see Fig. 5.1(a)). Then we compute the value of
5.2. NOTATION AND DEFINITION 84
Figure 5.1: Schematic diagram for the many-box scenario. (a) A microscopic
scenario: only one pair of particle is being measured in each run of the experiment.
(b) An N -box scenario: N pairs of particle are being measured in each run of the
experiment. The thickness of the arrows symbolizes the number of particles. The
outcomes are then coarse grained to only the number of 0’s (and 1’s) for each
party, where we denote na and nb, respectively.
the Bell expression and check for violation:
∑
a,b,X,Y
cabxyP (a, b|X,Y ) ≤ β, (5.1)
where β is the local bound.
Now consider a different scenario, called an N -box scenario, where in each run
of the experiment, we measure N pairs of entangled particles simultaneously, in
principle we obtain outcomes, for example, (a1 = 0, a2 = 1, · · · , aN = 1; b1 =
1, b2 = 1, · · · , bN = 0). Since the N pairs are emitted simultaneously, we do not
keep track of the correspondence of pairs of particles; instead, we only have the
coarse grained information of the number of 0’s and 1’s for each run. We then
record the outcomes of this run as (na, nb), for na 1’s for Alice and nb 1’s for
Bob. By repeating many runs of experiments and choosing different inputs, we
obtain the N-box distribution (or many-box distribution) of the original micro-
scopic distribution, P ∗N(a, b|X,Y ), where a, b ∈ {0, 1, · · · , N} (see Fig. 5.1(b)).
Similar scenarios has been consider in the multipair scenario [137], where collec-
tive measurements are performed on many pairs of particles. Here, in the device
independent framework, we do not consider the states and measurements, only
the probability distributions.
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If the microscopic distribution P (a, b|X,Y ) is nonlocal, will the N -box distri-
bution P ∗N(a, b|X,Y ) remain nonlocal for some N? Clearly, P ∗N(a, b|X,Y ) do
not become nonlocal if P (a, b|X,Y ) is local, since we apply local post-processing
of the data to obtain P ∗N(a, b|X,Y ). To study the nonlocality of many-box dis-
tributions, we first need to be able to compute the many-box distribution from a
microscopic one.
5.2.1 Example: 2-box distribution
To illustrate the concept of many-box distributions, let us consider the simplest
example of two-box distribution.
Denote the microscopic probability distribution in the no-signalling form:
P (a, b|x, y) =
1 p(0|y = 0) p(0|y = 1)
p(0|x = 0) p00 p01
p(0|x = 1) p10 p11
(5.2)
where the 1 in the top left corner denotes the normalization. Then the 2-box dis-
tribution P ∗2(a, b|X,Y ), with a, b ∈ {0, 1, 2}, can be computed as follows. To
get an outcome a = 0, both boxes must output 0, the probability of this is
P ∗2(a|X) = p(0|X)2. To get an outcome a = 2, both boxes must output 1,
so similarly P ∗2(2|X) = p(1|X)2. To get an outcome, we may have 0 from the
first box and 1 from the second, or 1 from the first and 0 from the second, so





p(0|X) · p(0|X). One can
recognize this to be the binomial distribution. For the correlation terms, take
P ∗2(1, 1) as an example, we may have four possible combinations, P ∗2(1, 1) =
p(0, 0) · p(1, 1) + p(1, 1) · p(0, 0) + p(0, 1) · p(1, 0) + p(1, 0) · p(0, 1). One can rec-
ognize this to be the sum of multinomial distributions. Next, we shall derive the
probability distribution of combining N copies of the same box.
5.2.2 Example: N-box distribution
Proposition 5.1. The N-box distribution of a microscopic distribution P (a, b|X,Y )
is given by:
P ∗N(a, b) =
N∑
k=0
(a− k, b− k, k,N − a− b+ k)! pN−a−b+k00 · pb−k01 · pa−k10 · pk11, (5.3)













pbb=1 · pN−bb=0 , (5.5)
where pab = P (a, b), pa=a′ = P (a′), pb=b′ = P (b′) for each X and Y , and (n1, n2, · · · , nk)!
are the multinomial coefficients.
Proof. It follows from the binomial and multinomial distribution. For example, to
obtain the outcome (a, b), we may have k boxes that output (1, 1), a−k boxes that
output (1, 0), b−k boxes that output (0, 1) and the rest output (0, 0), the number
of ways to divide a set of N elements to four sets of size (k, a−k, b−k,N−a−b+k)
is given by the multinomial coefficient:
(k, a− k, b− k,N − a− b+ k)! = N !
k!(a− k)!(b− k)!(N − a− b+ k)! , (5.6)
when k ≤ min(a, b) and k ≥ max(0, a+ b−N), and 0 otherwise.
Finally, we need to sum over all the possible value of k from 0 to N .
Given microscopic distribution, the N -box distribution can be computed. We
now define what we call an N -box local distribution:
Definition 5.2. A distribution P is said to be N-box local (P ∈MBLN), if P ∗N
is local (P ∗N ∈ L).
The locality of many-box distributions can be tested numerically via the linear
programme described in Chapter 3. However, to analytically characterize of the
many-box local sets, especially to investigate the limiting behaviour when N tends
to infinity, another method to compute .
5.3 New tool: Fourier transformation
In this section, we introduce a novel tool to compute and characterize the N -box
distributions, namely Fourier transformation on probability distributions. Note
that a N -box distribution P ∗N(a, b|X,Y ) has a, b range from 0 to N , we denote
the number of outcomes as d = N + 1.
Now consider combining two boxes, not necessary identical. Focusing on a
specific input of Alice, denote the two box as P1 and P2. Then the combined box,
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P1 ∗ P2 outputs a with the probability of:
P1 ∗ P2(a) =
∑
a′
P1(a′) ∗ P2(a− a′), (5.7)
which is in fact a discrete version of convolution. Adding one box at a time, by an
inductive argument, one can see that the N -box distribution P ∗N is P convoluted
with itself N times:
P ∗N =P ∗ P ∗ · · · ∗ P︸ ︷︷ ︸
N
. (5.8)
The advantage of treating the N -box distribution as a convolution is the convo-
lution theorem: The Fourier transformation of convolution of two functions is the
product of the two functions Fourier transformed, formally,
F [f ∗ g] = F [f ] · F [g]. (5.9)
Here, the (discrete) Fourier transformation on probabilities are applied for each
input X and Y , and independently for Alice and Bob, as follows:
Definition 5.3. For a joint probability distribution P (a, b), we define its Fourier
transform, P˜ (k, l) as






(ak+bl)P (a, b), (5.10)
where d must be larger than or equal to the number of outcomes of each party in
P (a, b).
P˜ (k, l) can be complex and its physical interpretation is not immediately clear.
Nonetheless, it is related to the probability via a linear transformation. By ap-
plying the inverse transformation to the Bell coefficient, we obtained a valid “Bell
inequality” for the Fourier transformed probabilities. Mathematically,











where d must be larger than or equal to the number of a and b in cabXY , and 1d2 is
for normalization.
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With this definition, one can verify that
Proposition 5.5.
c˜ · P˜ ≡ ∑
k,l,X,Y
c˜klXY P˜ (k, l|X,Y ) =
∑
a,b,X,Y
cabXY P (a, b|X,Y ) ≡ c · P, (5.12)
and if c · P ≤ β is a valid Bell inequality, c˜ · P˜ ≤ β implies that both P (a, b|X,Y )
and P˜ (k, l|X,Y ) has a local decomposition.
Proof. Let us denote ω = e 2piid as the dth root of unity. For each X and Y , from
the definition of c˜ and P˜ :
∑
k,l





















where we use the fact that ∑k ω(a′−a)k = Nδa,a′ .
Summing over all the X and Y , we have c · P = c˜ · P˜ . Clearly P (a, b|X,Y )
admits a local decomposition when c˜ · P˜ ≤ β, since c · P = c˜ · P˜ ≤ β.
Now let us state our version of the convolution theorem:
Theorem 5.6. Let P1 and P2 be two probability distribution with d1 and d2 out-
comes respectively, let d ≥ d1 + d2 − 1, then
Fd[P1 ∗ P2] = Fd[P1] · Fd[P2]. (5.13)
Proof.
Fd[P1 ∗ P2](k, l) =
d−1∑
a,b=0
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where at the fourth line we made a change of variable (a−a′) → a′′ ∈ {0, · · · , d− 1}
and similarly for (b− b′).
By inductively applying the convolution theorem, we can express the N -box
distribution in terms of the Fourier transformed microscopic distribution:
Corollary 5.7. The Fourier transformation of the N-box distribution is the Fourier
transformation of microscopic distribution raised to the power of N :
P˜ ∗N = Fd[P ∗N ](k, l|X,Y ) = (Fd[P ](k, l|X,Y ))N = P˜N . (5.14)
This provides us with another way to describe the N -box local sets. The
N -box distribution lies in the d outcome probability space. Let us denote the Bell
inequalities in this space by their coefficients ci and their corresponding bound βi.
Then
Proposition 5.8. If there exist an inequality i such that, c˜i · P˜N ≥ βi, then
P 6∈MBLN .
This allows us to exclude points from being in the MBLN sets. To certify a
point is within MBLN , the point has to satisfy all the inequalities,
Proposition 5.9.
P ∈MBLN ⇐⇒ c˜i · P˜N ≤ βi ∀i. (5.15)
In general, the set of all the Bell inequalities in the d outcome space is not
known for large d. The number of Bell inequalities grows at least exponentially in
d. In the next section, we will restrict ourselves to a slice of the NS polytope. On
that slice, only one class of Bell inequalities is relevant for determining MBLN
based on numerical evidence.
5.4 On the symmetric slice
To study these sets of N -box local distribution, we consider the simplest scenario
of two-party, two-input and two-outcome experiment. Moreover, we are going to
focus on two two-dimensional slices of the no-signalling polytope. In this section,
we first consider the slice that passes through two PR-boxes and the completed
mixed distribution (see Fig. 5.2):
p(x, y) := x (PPR1 − Pmix) + y (PPR2 − Pmix) + Pmix, (5.16)
5.4. ON THE SYMMETRIC SLICE 90
Figure 5.2: A geometric representation of the symmetric slice. Any point (x, y)
represents a distribution defined via Eqn. (5.16). The no-signalling polytope is
represented by the outer square with PR-boxes as its vertices. The local polytope
is represented by the inner square, with its edge being CHSH inequalities. The
















































and x, y ∈ [0, 1], or in the full correlation form:
p(x, y) = 14

1 + x− y 1− x+ y 1 + x+ y 1− x− y
1− x+ y 1 + x− y 1− x− y 1 + x+ y
1 + x+ y 1− x− y 1− x+ y 1 + x− y
1− x− y 1 + x+ y 1 + x− y 1− x+ y
 . (5.18)
Distributions on this slice have all the symmetries of the PR boxes, with the
following generators: exchanging the parties, (A,B); simultaneous permutation of
the inputs and outputs X1(0, 1)Y (0, 1) or Y1(0, 1)X(0, 1); and output permutations
A0(0, 1)A1(0, 1)B0(0, 1)B1(0, 1). Any distribution in the no-signalling polytope can
be depolarized onto this slice by equally mixing the resultant distribution of each
permutation. Note that the marginals are always maximally mixed on this slice,
hence there are no local deterministic point on this slice, only mixtures of them.
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5.4.1 Numerical analysis of the many-box local set
For any point on the slice, we can compute its N -box distribution either via
the multinomial distribution (see Eqn. (5.3)) or the Fourier transformation and
raising the power (see Eqn. (5.14)). The locality of P ∗N is determined by the
linear programme in Sec. 3. Notice that we are now trying to decompose P ∗N into
a convex combination of local deterministic points in the d outcome space, instead
of the 2 outcome one. We can regard the output of the linear programme, vmax
as a function of the parametrisation of the points on the slice, and let us define
hN(x, y) := vmax(x, y)− 1.
Along the isotropic line
As a first step into the investigation of the MBLN local sets, let us look at how
does the nonlocality degrade when we increase N for point along the isotropic line
(x, 0), for x ∈ {0, 1}. Points on the isotropic line represent distribution obtain
from a PR box mixing with different amount of white noise.
There are a few special points along this line: for x ≤ 12 , (x, 0) belongs to
the local set; ( 1√2 , 0) is the point that leads to maximal CHSH violation, in other
words the most non-local quantum point; and (1, 0) is the PR-box.
In Fig. 5.3, we plot hN(x, 0) against the number of copies N . Notice that h ≥ 0
means a distribution is local. For a single copy, x = 0.3 and x = 0.5 correspond to
some local distribution, while the others are nonlocal. As we increase the number
of copies, local points remain local; some nonlocal points (i.e. x = 0.65) becomes
local when we combine six or more copies. The other three remain nonlocal, with
the point x = 1√2 approaching local quickly. This is the first numerical evidence
that the criterion of many-box locality may coincide with that of the quantum
correlations.
Boundary of the MBLN set
The points on the curve hN(x, y) = 0 define the boundary of the MBLN set on
this slice. In Fig. 5.4, we show the boundaries MBLN , by numerically solving
hN(x, y) = 0, for N from 2 to 10.
A feature worth noticing is the oscillatory behaviour with even and odd number
of copies as shown in Fig. 5.3. In Fig. 5.4, on this slice, MBL3 seemed to be
contained inside MBL2. For some distributions, odd number of copies display
more nonlocality than even. This is possibly due to the way the course graining is
applied. For even number of copies, say N = 4, the outcome in the centre (N2 0’s
and N2 1’s) carries the largest probability. This implies a large overlap with the
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Figure 5.3: The plot the locality function h against N for different value of x.
h ≤ 0 means a distribution is local. Different curves represent a PR box mixing
with different amount of white noise. Local boxes remain local as the number
of copies N increases. Some non-local boxes become local after some N , some
approaches local, while the others remain non-local.
Figure 5.4: The boundary of the MBLN sets for N from 2 to 10, in the slice
parametrise according to (5.16), only the upper right sector is shown. Solid lines
are used for the even N and dashed for odd N . Also shown is the boundary of
the quantum set (thick solid curve) and the no-signalling set (outermost straight
line).
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local deterministic point which always output a = N2 and b =
N
2 for all the inputs,
hence diminishing its nonlocality.
Once a point is N -box local, then it is also M -box local for any M that is a
multiple of N . Moreover, if a box is both N1-box local and N2-box local, then it is
(N1+N2)-box local. In particular, if a box P ∈MBL2∩MBL3, then P ∈MBLN
for all N ≥ 2.
We expect this even-odd separation will diminish as N tends to infinity. The
effect of convoluting N -box distribution with another 1-box distribution, is not
significant, the nonlocality of (N + 1)-box distribution is close to that of the
N -box distribution.
The MBLN sets are not convex a priori. In fact, on another slice, they are
not convex as we will see Sec. 5.5.
We would like to investigate how these sets evolve when number of copies N
increasing and approach infinity. With the mathematical tools we introduce in
Sec. 5.3, we will see that on this slice, the limit of MBLN when N →∞, MBL∞,
coincide with the quantum set.
5.4.2 Analytical characterisation of many-box local set
Recall we can compute the many box distribution via the convolution theorem 5.7,
on this symmetric slice, we have
F [p(x, y)∗N ] = (F [p(x, y)])N . (5.19)
All Bell inequalities ci · p∗N ≤ βi must be satisfied for p ∈ MBLN . Each Bell
inequality defines a region in the slice, and the union of all of them is the (N)-box
local set. Mathematically,
Proposition 5.10. Let RNi :=
{
(x, y)|c˜i · p˜(x, y)N ≤ βi
}




where I is the set of all the d = N + 1 outcome Bell inequalities.
The boundary of MBLN are points that saturate one or more of the Bell in-
equalities,
c˜i · p˜(x, y)N−1 = βi. (5.20)
Since Fourier transformation is linear, Eqn. (5.20) are nothing but polynomials
in x and y. Each inequality (a hyperplane) in the d outcome space transforms into
a hypersurface in the space of two outcome distributions, by the Fourier transform
and raising to the power of N .
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Liftings of CHSH
We now pick a special class of Bell inequalities in the d outcome space, namely
liftings of CHSH inequality. A Bell inequality defined for a specific Bell scenario
can be extended to a situation involving more parties, more inputs or more out-
comes [138], becoming liftings of the original inequality. Here we are going to
study the liftings of CHSH to more outcomes. Recall that the coefficient table







or equivalently in the full correlation form:
cCHSH =

1 -1 1 -1
-1 1 -1 1
1 -1 -1 1
-1 1 1 -1
 ≤ 2. (5.22)
This original inequality is catered for two outcome experiments. For experiments
with more than two outcomes, we may group several outcomes into one. In other
words, the same Bell coefficient is assign to several probabilities. An example of
CHSH lifted to three outcomes can be:
clift1 =

1 -1 -1 1 -1 -1
-1 1 1 -1 1 1
-1 1 1 -1 1 1
1 -1 -1 -1 1 1
-1 1 1 1 -1 -1
-1 1 1 1 -1 -1

≤ 2. (5.23)
Here we group the second and third outcome of each measurement to one outcome,
{0} → 0¯ and {1, 2} → 1¯. Note that this grouping of outcomes may depend on
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each party’s input, but not the input of the other party. For example,
clift2 =

1 -1 -1 1 -1 -1
-1 1 1 -1 1 1
-1 1 1 -1 1 1
1 -1 -1 -1 1 1
1 -1 -1 -1 1 1
-1 1 1 1 -1 -1

≤ 2. (5.24)
Here, Alice set {0} → 0¯ and {1, 2} → 1¯ when X = 0, while {0, 1} → 0¯ and {2} → 1¯
when X = 1. Let us consider all the liftings including relabelling of inputs and
outcomes, then the number of liftings of CHSH to d outcomes is 4 · (2d − 2)4,
though not all of them are inequivalent. These are only the tip of the iceberg of
all the Bell inequalities in the d outcome space. There are many more that are
inequivalent to liftings of CHSH inequalities, for example the (liftings of) CGLMP
inequalities.
Let us consider the following lifting of CHSH to d outcomes, where d is even: we
group the first half of the outcome to 0, and the rest to 1, i.e.
{













-1 1 1 -1
1 -1 -1 1
1 -1 1 -1
-1 1 -1 1
 ≤ 2, (5.25)
where the boldface 1 represents an d/2 × d/2 matrix filled with 1’s. Notice that
the block corresponding to (X = 0, Y = 1), (X = 1, Y = 0) and (X = 1, Y = 1)
are identical, while the block (X = 0, Y = 0) has the opposite sign.
Examples of N = 3 and N = 2
We compute the curve corresponding to this family of Bell inequalities for small N
according to Eqn. (5.20). Compare to the boundary of MBLN numerically found
by solving h(x, y) = 0, we found that for N equal to 3 and 5, the curve computed
from this lifting matches exactly the boundary of the MBLN set.
Case N = 3 When we combine N = 3 copies of the same box, we have d = 4
outcomes, and ω = e 2pii4 = i.
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Let us inverse Fourier transform the first block of the Bell coefficients, (X =






















(1 + i−k)(1 + i−l)(1− (−1)k)(1− (−1)l)
]
.





0 0 0 0 0 0 0 0
0 i 0 −1 0 −i 0 1
0 0 0 0 0 0 0 0
0 −1 0 −i 0 1 0 i
0 0 0 0 0 0 0 0
0 −i 0 1 0 −i 0 1
0 0 0 0 0 0 0 0
0 1 0 i 0 1 0 i

. (5.26)
For the probability (5.18), we apply the Fourier transformation. As an example,
for (X = 0, Y = 0):
p˜(k, l|0, 0) = 14
[




Similarly for the other three blocks, so in table form:
p˜(x, y) = 12






2 1 + i 0 1− i
1 + i i(1− x+ y) (1− i)(x− y) 1 + x− y
0 (1− i)(x− y) 2(x− y) (1 + i)(x− y)
(1− i) 1 + x− y (1 + i)(x− y) −i(1− x+ y)
 . (5.29)
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We raise p˜ to the third power, by which we mean raising each element in m(x, y)
to the third power:
m3(x, y) =

8 −2 + 2i 0 −2− 2i
−2 + 2i −i(1− x+ y)3 (−2− 2i)(x− y)3 (1 + x− y)3
0 (−2− 2i)(x− y)3 8(x− y)3 (−2 + 2i)(x− y)3




p˜3(x, y) = 18
 m3(x, y) m3(x,−y)
m3(x,−y) m3(−x,−y)
 . (5.31)
Following from Eqn. (5.20), we have
c˜ · p˜3(x, y) = 2, (5.32)
evaluating the inner product simplifies to
y(3 + 3x2 + y2) = 2. (5.33)
This concludes the case for N = 3.
Case N = 2 When N = 2, we have d = 3 outcomes, so the lifting of the
form (5.25) could not apply, since d is odd. Instead, curves from two liftings were




−1 1 1 1 −1 −1
1 −1 −1 −1 1 1
1 −1 −1 −1 1 1
1 −1 −1 1 −1 −1
−1 1 1 −1 1 1




−1 −1 1 1 −1 −1
1 1 −1 −1 1 1
1 1 −1 −1 1 1
1 1 −1 1 −1 −1
−1 −1 1 −1 1 1
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Figure 5.5: Analytic curve for the boundary of MBL2 and MBL3 on the sym-
metric slice (only the upper sector is shown). The NS polytope, local polytope
and the quantum set are shown as before. The analytical curves corresponding
to Eqn. (5.35) (blue), Eqn. (5.36) (purple) and Eqn. (5.33) (red) are shown. The
boundary of MBL2 (thick blue and purple segment) consists of two curves orig-
inated from two liftings of CHSH, while the boundary of MBL3 is given by the
lifting described in Eqn. (5.25).
resulting in the polynomials:
1
2(1 + 4y + (x+ y)
2) = 2 (5.35)
1
2(1 + 4y + (x− y)
2) = 2 (5.36)
In this case the boundary of the MBL2 set is the concatenation of these two
curves, as shown in Fig. 5.5.
5.4.3 Solution for any number of copies
Numerical evidence showed that for odd N , the only relevant Bell inequality is
the lifting of the form (5.25). We will limit ourselves to only odd number of N , so
that we have an even d number of outcomes and the lifting of the form (5.25) can
apply. This is not a loss of generality for the reason we have mentioned earlier:
when N is large, the difference between the (N + 1)-box distribution and N -box
distribution diminishes. Now we shall derive the analytic solution of the boundary
of MBLN for all odd N .
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(1 + η) + (1− η)ωk + (1− η)ωl + (1 + η)ωk+l)
]}d−1
×
(1− ω− dk2 )2(1− ω− dl2 )2
d2(1− ω−k)(1− ω−l) ,
where as before ω = e 2pii1d , d = N + 1, and k, l runs from 0 to d − 1. p˜k,l and c˜k,l
refers to the Fourier transformed probability and the inverse Fourier transformed
Bell coefficient for a certain input combination. η may take value u ≡ x − y or









Take for example the top right block of (5.25), where cab = 1 when a ∈ {0, · · · , d/2− 1}
and b ∈ {0, · · · , d/2− 1} or a ∈ {d/2, · · · , d− 1} and b ∈ {d/2, · · · , d− 1}, and













































− dk2 )2(1− ω− dl2 )2
d2(1− ω−k)(1− ω−l) .
It is not difficult to see that the violation of the lifted CHSH inequality of a point
(x, y) is:
−f(u) + f(v) + f(v) + f(−u).
Notice the fact that f is odd in its argument (because d− 1 is odd), the violation
is in fact 2[f(u)− f(v)]. So,
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Proposition 5.11. On this symmetric slice of the two-party two-input two-outcome
no-signalling polytope, the boundary of the MBLN sets are given by
2f(u)− 2f(v) = 2.
Writing f as a polynomial
We aim to simplify f(η) by carrying out the sum over k and l, hence expressing
the violation in terms of polynomials in terms of η (eventually in terms of x and
y).


















ηm(1− ωk)m(1− ωl)m(1 + ωk)d−m−1(1 + ωl)d−m−1,
where we used the binomial expansion in the third line. k and l can be separated,
this will simplify the sum over k and l later.
Now let us move to the c˜k,l term. Note that
(1− ω− dk2 ) =
0 if k is even,2 if k is odd,
and
1
1− ω−k = −
ω
1− ωk .
















1− ωl . (5.38)
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Now exchange the order of the sums and separate k from l, realizing that the sum




















This is a polynomial in η, with the coefficients involving S2(d,m) to be further
simplified.
Simplifying S(d,m)
We digress a little to introduce a small mathematical trick that would be useful:




(ωl)r = d2(δr,0 − δr, d2 ) (5.40)














2 + 1 ≤ r ≤ d.
(5.41)
Proof. If r 6≡ 0 mod d2 , then
d−1∑
l=odd




1− ω2r = 0.
When r ≡ 0 mod d, ∑d−1l=odd(ωl)r = ∑d−1l=odd(+1) = d2 and when r ≡ d2 mod d,∑d−1
l=odd(ωl)r =
∑d−1
l=odd(−1) = −d2 . This proves the part 1.











1− ωl − 1
)
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For the summation, we invoke 1., so we have











Notice the second δ can be 1 only if r ≥ d2 + 1, while the first δ can always be
satisfied.


























g(α + 1) = 0,






= 0. This is in line with the fact that f(η) is an odd function, so the
constant term in its power expansion must be 0.
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δα+β+1,0 = 0 in the second line, since 1 ≤ α + β + 1 ≤ d− 1.





where the Γ(·) is the Gamma function [139]. When m is even, the denominator
diverges to infinity, so S(d,m) = 0 for even m. This confirms the fact that f is an
odd function, who should not contain even power in its power expansion.
We invoke property of the Gamma function to state the expression in the more
familiar factorial form. Note that, for non-negative integer µ:









Let us denote m = 2µ+ 1 for a non-negative integer 0 ≤ µ ≤ d2 − 1, then












(2(d2 − µ− 1))!









2 − µ− 1))!
(d2 − µ− 1)!
· (2µ)!
µ!
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As an example, in Table 5.1, we list the analytical expression for the MBLN
set for N = 1, 3, 5 (d = 2, 4, 6), recall Prop. 5.11, where u = x− y and v = x+ y.
Compare with the numerical result shown in Fig. 5.4, we are convinced that this
Table 5.1: Examples of the boundary of the MBLN sets, for N = 1, 3, 5. N = 1
is simply the CHSH inequality.
N expression
1 4y = 2
3 y(3 + 3x2 + y2) = 2
5 116y(45 + 45x
4 + 10y2 + 9y4 + 30x2(1 + 3y2)) = 2
lifting of the CHSH inequality is the only relevant inequality characterise the
MBLN sets on this slice. In the next section, we will take the limit N goes to
infinity and study the behaviour of the boundary of MBL∞.
5.4.4 Solution for infinite copies
One of the motivation to characterize these sets is the question of whether the set
of the quantum distributions, Q coincides with those that become local when we
combine infinitely many copies, MBL∞. In this section, we will show that, on
this particular slice, the two sets coincide.
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arcsin(EXY )− 2 arcsin(EX′Y ′)| ≤ pi, ∀X ′, Y ′, (5.46)
where EXY = P (a = b|X,Y )− P (a 6= b|X,Y ).
In particular, the following
− arcsin(E00) + arcsin(E01) + arcsin(E10) + arcsin(E11) ≤ pi, (5.47)
is suitable for the top sector of this slice. Using our parametrization, it is not
difficult to see that E00 = −E11 = u and E01 = E10 = v. In terms of u and v, we





arcsin(u) = 2, (5.48)
with the right hand side purposely chosen to compare with the bound of the CHSH









where (·)!! is the double factorial, defined as
n!! =

n · (n− 2) · · · 5 · 3 · 1, when n is odd,
n · (n− 2) · · · 6 · 4 · 2, when n is even,
1, n = 0 or −1.
We now turn to the family of curves defined by the lifting of CHSH. Let us in-
troduce some properties of Gamma function. First is what is called the duplication
formula:
Γ(µ)Γ(µ+ 12) = 2
1−2µ√piΓ(2µ). (5.50)




Γ(n)nα = 1. (5.51)
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where the limit evaluates to 1. Note that Γ(m + 1) = mΓ(m), and applying the
duplication formula,












Finally, the double factorial and the Gamma function is connected by the following.
Recall that m = 2µ+ 1 and for integer µ,





















(m− 1)!! , (5.52)
which is exactly the Taylor coefficient of 2
pi
arcsin(η) (see Eqn. (5.7)). Recall
Prop. 5.11, we have
Theorem 5.13. On the symmetric slice of the two-party, two-input, two-outcome
no-signalling polytope, the boundary of the MBL∞ set coincides with the boundary
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In other words, on this symmetric slice, the quantum set Q is defined by the
principle of MBLN with N taken to infinity. It would be remarkable if this is the
case for the entire no-signalling polytope because that would imply MBL is the
principle that defines the quantum set (at least in this (2, 2; 2, 2) scenario).
Unfortunately however, on this slice, the quantum set Q coincides with Q1
(the hierarchy collapses, Q = · · · = Q2 = Q1). Thus the principle of ML identifies
the quantum set as well as the principle of MBL. We can only conclude is that,
on this slice, MBL does not rule out any quantum distribution; all the quantum
distributions on this slice satisfy MBL∞. In order to see if MBL defines a smaller
set of correlation than ML, one has to go to another slice of the no-signalling
polytope.
5.5 On another slice
We turn to another slice of the (2, 2; 2, 2) no-signalling polytope that passes through
a PR-box, a local deterministic point and the completely mixed distribution. Let
us denote any point on this two dimensional slice as (x, y), with the parametriza-
tion:





































and x, y ∈ [0, 1], or in the full correlation form:
p(x, y) = 14

1 + 3x+ y 1− x− y 1 + 3x+ y 1− x− y
1− x− y 1− x+ y 1− x− y 1− x+ y
1 + 3x+ y 1− x− y 1 + 3x− y 1− x+ y
1− x− y 1− x+ y 1− x+ y 1− x− y
 . (5.55)
With the SDP hierarchy, one can plot the set Q1 and higher levels of the
hierarchy in this slice. Already with local level one, we see that there is a separation
between Q′1 and Q1, that is the hierarchy does not collapse in this slice, see Fig. 5.6.
Clearly Q′2 is strictly smaller than Q1 and this implies that the true quantum set
Q is strictly smaller than Q1 one this slice. Note that both end points, (0, 1/
√
2)
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Figure 5.6: (a) The boundaries of three set of correlations, Q1 (blue), Q′1 (green)
and Q′2 (red), shown on the slice of the NS polytope. Q1 correspond to the first
level of the NPA hierarchy, while Q′1 and Q′2 correspond to the first and second of
the Moroder hierarchy. Q′2 is a straight line up to numerical uncertainty. Q′1 and
Q′2 are close to each other though they do not overlap as we can see the difference
between the three curves and Q′2 as shown in (b).
and (1, 0), in Fig. 5.6(a) are quantum, so are points on the straight line connecting
them. With the upper bound Q′2 being a straight line up to numerical uncertainty,
it is suggested that the boundary of quantum set Q on this slice is simply the
straight line connecting the two extremal points.
As we have done for the symmetric slice before, we can numerically determine
the boundary of the MBLN set for small N ’s. In Fig. 5.7, we have shown the
numerical determined boundary for MBL2 and MBL3 on this slice.
There are some remarkable qualitative feature of these sets. First, the even-odd
oscillation is also present in this slice. Moreover, MBL3 is not contained in MBL2
as in the symmetric slice. Second, the sets are not convex. That is to say, given
P1, P2 ∈MBLN , one cannot conclude that any convex combination vP1+(1−v)P2
also belongs to that set. More rigorously, we can show that:
Proposition 5.14. MBL2 are not convex, i.e. ∃P1, P2 ∈ MBL2 such that (1 −
)P1 + P2 /∈MBL2.
Proof. Since we aim to show the existence, we can choose P1 = P such that
P ∈MBL2 but P /∈ L, and P2 = PLD a local deterministic point.
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Figure 5.7: MBL2 and MBL3 on the other slice that passes through a local
deterministic point. The dotted line represents the CHSH facet, dash-dot line the
quantum set and dashed the no-signalling set.
Notice the fact that, when we convolute P with a local deterministic point, it
is equivalent to apply a local relabelling of outcomes to P . For example, if the
local deterministic point is the one that always output zero, then P remains the
same, P ∗ PLD(a, b) = P (a, b); if it is the one that always output one, then all
the outcomes of P are shifted by P ∗ PLD(a, b) = P (a − 1, b − 1). Clearly local
relabelling of outcomes does not change the amount of nonlocality in a distribution.
Convolution of local deterministic points P ∗kLD is also a deterministic point.
Consider the following distribution
(
(1− )P + PLD
)∗2
= (1− )2P ∗2 + 2(1− )P ∗ PLD + 2P ∗2LD (5.56)
Clearly, the first term of the sum (1 − )2P 2 and the last term 2P ∗2LN are local.
However, the second term is nonlocal since P is nonlocal. For suitable choice of ,(
(1− )P + PLD
)∗2
/∈ L, hence the set MBLN is not convex.
Nonetheless, we conjecture that the MBLN sets will be convex in the limit of
N tends to infinity.
Inequality and analytic result
One may aim to find analytic expression for the boundary of MBLN set in the
slice as we have done in the symmetric slice. Unfortunately, there is not a single
inequality whose Fourier transform gives us the curve. Recall that Proposition 5.10
implies that the boundary maybe consist of concatenating several Fourier trans-
formed Bell inequalities by taking the minimum. Indeed, this is the case for MBL3
in this slice. The boundary of MBL3 is made of two Fourier transformed CHSH
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Figure 5.8: Analytic expression for MBL3. Two curves y1(x) and y2(x) correspond
to two liftings of CHSH c1 and c2. The boundary of MBL3 is by taking the
minimum of these two curves, shown in solid line.
liftings to d = 4 outcomes:
c1 =

−11 11,3 11 −11,3
13,1 −13 −13,1 13
11 −11,3 11 −11,3




−12 12 12 −12
12 −12 −12 12
12 −12 12 −12
−12 12 −12 12
 ≤ 2,
where 1m,n is an m × n matrix filled with ones. c1 corresponds to grouping the
outcomes as {0} → 0¯, {1, 2, 3} → 1¯, and c2 corresponds to {0, 1} → 1¯, {2, 3} → 1¯.




3 + 6y + 3y2 + 2y3 + x2(3 + 54y) + 3x(−5 + 12y + 3y2)) = 2,
1
2(−5x
3 − 6x2(−1 + y) + 3x(1 + y2) + 2y(3 + y2)) = 2.
The analytic result for general N remains an open problem. Evidence suggests
that it requires more than one inequality to compute the boundary; increasing
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number of inequalities are needed as N increase. More techniques are needed to
further study these sets in order to compare with the quantum set on this slice.
5.6 Conclusion
We have presented the notion of a new physical principle called many-box locality.
The N -box local set, MBLN , are examined numerically as well as analytically
with novel tools based on Fourier transformation of probabilities and Bell coeffi-
cients. With that we analyse these sets on two slices of the (2, 2; 2, 2) no-signalling
polytope.
Let us discuss some the implications of possible relations between the quantum
set Q, the almost quantum set Q′1 and the MBLN sets. A priori, we know that
MBL∞ ⊆ML = Q1 and also Q ⊆ Q′1 ⊆ Q1. However there is no obvious relation
between the quantum set Q,the almost quantum set Q′1 and the MBL∞ set. The
even-odd oscillation aside, the MBLN sets seem to be monotonically increasing
for both even and odd N . These sets are bounded from above by the NS poly-
tope, whose facets are positivity constraints. Hence we expect the MBLN sets to
converge. There are a few possible relations between Q and the MBLN sets. If
Q 6⊆MBL∞, it means there exists a quantum distribution whose N -box distribu-
tion is nonlocal for any N . In other words, nonlocality can be macroscopic, we may
not observe this due to the limit of our measurement precision. If MBL∞ ⊂ Q′1,
then MBL defines a set that is smaller than the almost quantum set, which satis-
fies all the previous physical principles. The most welcome relation would be that
MBL∞ = Q, in which case, MBL will be a first example of a physical principle
that defines the quantum set.
On the symmetric slice, we derived an general expression for the boundary of
MBLN for all odd N ; in the limit of N → ∞, the principle of MBL recover the
boundary of the quantum set. On another slice, analytic solution for general N is
not directly available.
The relation between the set MBL∞ and Q remains open. Many-box locality
is still a promising principle that may define a set of distributions closer to the
quantum set than the previously proposed.
CHAPTER 6
CONCLUSION AND OUTLOOK
In this thesis, we have explored two aspects of quantum physics that are in contrast
with classical physics: complexity and nonlocality. We discussed three quantum
size measures: tree size as a complexity measure, the dimension of a quantum
systems, and a physical principle called many-box locality.
6.1 Tree size complexity
In Chapter 2, we studied tree size as a complexity measure for multiqubit states.
We identified the most complex few qubit states according to this measure. We
classified families of many-qubit states into simple and complex states depending
on whether tree size scales polynomially or superpolynomially in the number of
qubits. Raz’s theorem allows us to show superpolynomial lower bound on tree
size. A few classes of complex states were demonstrated, including the 2D cluster
state. We also presented a complexity witness that can be efficiently measured.
The relation between tree size complexity and quantum computing is also dis-
cussed. In the measurement-based quantum computation, a resource state with
superpolynomial tree size is necessary for universal quantum computation. In the
circuit model, the treeBQP conjecture states that if tree size is polynomial at each
step of the computation, then the computation can be efficiently simulated with
classical computers. We were only able to show a weaker version: if at each step of
the computation and every bipartition, there is a polynomial tree representation
that is separating with respect to the bipartition, then the computation can be
efficiently simulated.
Tree size has the advantage of being in principle computable and being able
to show superpolynomial lower bounds. However, the operational interpretation
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of tree size remains unclear. If treeBQP=BPP, then polynomial tree size implies
efficient classical simulation, and hence large tree size is a necessary condition for
quantum speed up.
Another limitation of tree size is the notion of individual qubits. To talk about
the minimal tree representation, we allow any invertible local operations. In this
definition, we have unconsciously chosen a preferred tensor structure of the Hilbert
space. This maybe natural from a computer science perspective, since (quantum)
computers after all are made of basic units of (qu)bit. However, in a physical
system, there may not be such a preferred tensor structure. One may search for a
complexity measure that is independent of the choice of a preferred basis. There
are some state that are intrinsically multimode, for example (a†)2 + (b†)2 |vac〉 =
|2, 0〉+ |0, 2〉 6= (C†)2 |vac〉 cannot be written as a single mode state. One may try
to use this minimum number of modes as a complexity measure.
Quantum mechanics do not put any restriction on tree size. One may try to
construct physical models that restricts the complexity of quantum states and
study what modifications to quantum mechanics would lead to such a restric-
tion, see for example the toy model of [143]. Other than mass, macroscopicity,
complexity, along what other axis can one test the limit of quantum mechanics?
6.2 Dimension witness
In Chapter 4, we studied a dimension witness based on a Bell inequality, called
CGLMP4 inequality. The dimension witness we studied is device independent in
the sense that no assumptions are made on the state and measurements, and based
only on the violation of the CGLMP4 inequality. The maximal quantum violation,
I∗4 , and the corresponding maximal violation state is found. Then an upper bound
IN on the maximal violation of CGLMP4 inequality with qutrit systems is derived,
based on negativity with an SDP, where as a lower bound on the maximal violation
with qutrits, I∗3 is found with a non-linear optimization procedure. Any violation
larger than IN certifies the presence of a quantum system with dimension at least
four. Finally, we discussed a feature of this dimension witness: it can be violated
by sequential measurements of two pairs of maximally entangled qubits. Due to
this feature, with this dimension witness, we can certify the generation of four
dimensional entangled system (but trivially equivalent to two pairs of entangled
qubits) and coherent manipulation on qubit systems only.
Assuming the CGLMP family of inequalities constitute dimension witnesses
for higher dimension, it is still an open question whether this feature is present in
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the whole family of CGLMP inequalities. One may hope to find another device in-
dependent dimension witness for qudit, such that its violation will certify not only
the generation of qudits but also coherent manipulations over the d dimensional
Hilbert space.
6.3 Many-box locality
In Chapter 5, we proposed a physical principle called many-box locality, in hope of
defining the quantum set of distributions. It is similar to macroscopic locality but
two assumptions are modified, and defines a possibly smaller set of distribution.
The N -box local set, MBLN , is studied numerically and analytically with a novel
method based on Fourier transformation of probabilities and Bell coefficients. On
the symmetric slice of the (2, 2; 2, 2) no-signalling polytope, MBL∞ coincides with
the quantum set Q. On another slice, an analytic expression of the boundary of
the MBLN of general N is not directly available, neither is the limit MBL∞.
Thus we could not compare MBL∞ and Q on that slice.
More tools is needed to analyse the MBLN sets and their limit MBL∞. Inves-
tigation can also be naturally extended beyond the simplest (2, 2; 2, 2) scenario.
The tool of Fourier transformation of probabilities and Bell coefficients is in-
teresting on its own. One may look for applications of this technique in other Bell
inequality studies.
6.4 Quantum–classical boundary
Let us discuss how these size measures shed light on the quantum–classical bound-
ary.
The quantum–classical boundary in terms of tree size complexity can seen at
the superpolynomial-polynomial separation of tree size. This is not to say that
any states with polynomial tree size is classical, because a Bell violation does not
require a state with superpolynomial tree size. Rather we are saying that from a
complexity point of view, states with polynomial tree size can be simulated with
a classical computer. Hence, superpolynomial tree size can be seen as a quantum
signature of complex states.
The quantum–classical boundary in the context of nonlocality has several
meanings. The violation of Bell inequality per se is definitely a quantum–classical
boundary. This boundary is blurred by for example our inability to resolve the
outcomes in a Bell experiment. Mildly nonlocal distributions maybe become local
hence compatible with classical physics, if we are unable to identify the N pairs
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of particles. Some maximally nonlocal quantum boxes approach local as N tends
to infinity. Our study of many-box locality suggests that the quantum-classical
transition of the many-box distribution may define the boundary of the quantum
set. The quantum–classical boundary of the many-box distribution may be related
to the supraquantum–quantum boundary of the original microscopic distribution.
In the context of dimension witness, the quantum–classical boundary lies in
our ability to manipulate the system. Every physical system can be described by
quantum mechanics, so we cannot label a system as classical or quantum. The
notion of classical dimension or quantum dimension arises due to the limitation
of how one can prepare and manipulate the system. In the prepare-and-measure
scenario, when one can only prepare states that commutes with each other, the
system appears to have classical dimension d. In the Bell scenario, once a Bell
inequality is violated, we can certify that we have a quantum system. Violating
a dimension witness in a Bell scenario will certify a lower bound on the quantum
dimension.
Complexity and nonlocality only captures a small part of quantum weirdness.
Progress in the study of non-classicality of quantum phenomena will help us better
understand the quantum Nature. Hopefully identifying and harnessing the true
quantum power will lead to breakthrough in technology.
APPENDIX A
BIG O NOTATION
In computer science, big O notation is useful in the analysis of algorithms. One
compares different algorithms by how their processing time or working space,
respond to changes in the input size. Similarly, in the context of tree size, we
are interested in the scaling behaviour of tree size (or other parameters) as a
function of the number of qubits.
There are several related notations, o, O, Ω and Θ, defined as follows:
• f(n) = o(g(n)) or f is dominated by g asymptotically, means ∀ > 0, ∃n0,
such that ∀n > n0, |f(n)| ≤  · |g(n)|.
• f(n) = O(g(n)) or f is bounded above by g asymptotically, means ∃k > 0
and n0 such that ∀n > n0, f(n) ≤ k · g(n).
• f(n) = Ω(g(n)) or f is bounded below by g asymptotically, means ∃k > 0
and n0 such that ∀n > n0, f(n) ≥ k · g(n).
• f(n) = Θ(g(n)) or f is bounded above and below by g, means ∃k1 > 0, k2 > 0
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