§1. Introduction extent shape the face of the area of contemporary probability theory now usually known as limit theorems.
The reasons for choosing them for my article in this anniversary number dedicated to A.N. Kolmogorov may be explained as follows.
The basic ideas and results which set the direction of research in these areas for many years were due to Kolmogorov, whose stimulus influenced later research including that of the author. I am interested in tracing their development to the present day, if only in outline, all the more, since notable progress has been made recently.
The methodological aspect of Kolmogorov's work (produced nearly fifty years ago) is still of great importance today. In particular, ideas from his work with slight modifications have made possible one of the simplest proofs of the central limit theorem in full generality known today (even including estimates of the rate of convergence; see §2), without using the apparatus of characteristic functions or even the concept of weak convergence (this is essential for teaching probability theory in technical colleges). The same can be said of boundary-value problems (see §2).
Finally, these three topics are particularly relevant to the work of my colleagues and myself on limit theorems for sums of independent random variables at Novosibirsk, where many relevant results have been obtained in recent years.
It must be emphasized that Kolmogorov's results and role in establishing the directions considered in this article form only one part of his contribution to the development of contemporary probability theory and mathematical statistics. We shall not touch at all on such fundamental concepts and results of his as axiomatic probability theory, the concept of conditional mathematical expectation, the theorem on distributions in infinite-dimensional spaces, and so on.
Returning to the topics described above, we note that the present article in no way claims to be a complete survey of its very extensive subject, as space here is limited. The author also had only limited time and during much of this the necessary materials were not to hand (the article had to be written on leave in Kislovodsk). The choice of problems mentioned must be regarded as largely subjective and dependent on the author's taste. As a rule, we omit intermediate results and quote only those that in one way or another have turned out to be important for further progress.
In the whole of the subsequent exposition the object of investigation will be sums of real-valued independent random variables. Large deviations will only be considered in connection with boundary-value problems and the invariance principle. Much fuller surveys of these topics can be found in [13] , [17] , [19] , [23] , [41] . Let (I) ii.n, ξί,ηΐ · · · > η = 1, 2, . . ., be a sequence of independent random variables,
3=1
Unless otherwise stated, we assume that E\ }< " = 0. An important special case of (I) is that of a fixed sequence (not depending on n) of independent random variables (Π) Ει, I* for which we keep the notation (I) without the second suffix n:
We shall also often consider the case when the £,· in (II) are identically distributed: ( 
III) F,(t)=
In this case Bl = nb 2 , Ь г = D\ v An important object in our considerations will be the random continuous broken line s n = s n (t), defined on the half-line t > 0 by the nodes (t k , S kn ), к > 0, where ft so that s n (t k ) = S kn , к > 0. §2. Boundary-value problems and the central limit theorem
We consider two functions g+(t) and g~n(t) on [0, °°), #й(0) < 0 < g£(0), To avoid inessential complications, when we consider the interrelations of the curves s n (t) and g n (t) we are only interested in the values of these functions at the points t 0 , t u ... . Accordingly, the time of first intersection of s n (t) and g+(t) is T] + = min{i k : s n (ί Λ )== S ht n >gl{t h )}.
If s n (tk) < 8n(tk) for all k, then we put η + = °°. Similarly we define
The random variable η = rain (η_, η + )
is called the time of first exit of the trajectory s n (t) from the zone between the curves gn(t). If G n denotes the set of all functions on [0, 1] lying inside this zone, then we put
The random variables χ± = £ η " -g* (ί η ) determine the sizes of the "skips" across the boundaries g%. ' Problems connected in one way or another with these functionals are called boundary-value problems (there are also other problems relating to the boundary, connected, for example, with the time that the trajectory of the random walk s n stays over (or under) the boundaries g%). These problems play an important role in many applications of probability theory and in mathematical statistics. For example, one of the basic problems of sequential analysis is the discovery of the probabilities Ρ(η = η+ < °°) in case (III) for the rectilinear boundaries g%(t) = g%(0).
The Kolmogorov-Smirnov test for the uniformity of two samples of volumes r and /, with empirical distribution functions F*(t) and F[*(t), respectively, has the form
It turns out that if the uniformity hypothesis is satisfied, then
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for the boundaries g$(t) = ±c and for the random variables £,· in (III) that take only the two values \\r and -I/I. _ In queuing theory and in actuarial theory the distribution S n = max S k " and S = 5oo in case (III) with ££,· < 0 are of primary interest. In the usual notation f(S n < x) = Ρ(η + > 1), P(5 < я) = Ρ(η + = oo), where η + corresponds to the rectilinear boundary g£(t) = x. More complicated boundary-value problems arising in queuing theory could be given (see for example [14] , [18] ), and there are many other examples. Results mentioned below also point to the possibility of using Monte-Carlo methods to solve boundary-value problems for parabolic differential equations, and also for various integral and difference-integral equations with non-negative kernels.
The variety of boundary-value problems and their applications is extremely great. The study of some of them clarifies the deep connections between boundary-value problems and other parts of mathematics such as boundaryvalue problems in the theory of differential equations and in the theory of functions of a complex variable, the theory of integral equations, and so on. A number of special methods have also been worked out (such as the method of a single probability space), which can then be used effectively for other purposes too.
The simplest boundary-value problems for Bernoulli trials (£ fc takes the values ±1, the boundaries gf,{t) are rectilinear) have a long history going back to Lagrange. A fairly detailed account can be found in Feller's two volumes [63] . A survey of results on boundary-value problems in a more general formulation (with different directions and periods of time) can be found in [13] , [17] , [19] , [23] , [41] .
One of the most interesting boundary-value problems (we call it the basic one) was considered by Kolmogorov in [35] , [36] . We assume that for the sequence (II) Efy = 0 and that
where the functions g ± (t) are continuously differentiable and do not depend on n. It turns out that in this case under very wide conditions the limiting value as η -»· °° of the probability
(G is the set of functions on [0, 1] lying between the boundaries #*(?)) can be described as the solution of the heat-conduction equation with boundary and initial conditions given on the boundary of G. Similar assertions hold for the probabilities Ρ(η > 1, S n < zB n ), Ρ(η = η ± < 1).
The method (which may be called the Kolmogorov-Petrovskii method) by which this result was established deserves attention. The reason for this is not only that it is a basic method, which led to other very refined approaches giving further results (see §3), but also that it has methodological virtues. It is simple and clear, and in particular, it makes it possible to prove the central limit theorem under very general conditions without using the apparatus of characteristic functions/ 1 * This explains the connection of the central limit theorem with parabolic differential equations and hence with a number of physical phenomena. In addition, this method extends naturally to boundary-value problems and permits an approach to the invariance principle with very little technical trouble (see §5) (Kolmogorov's article [35] on this procedure is called "A generalization of the Laplace-Lyapunov theorem"). Reading through this work (see also [64] ), one easily notices that a slight modification of its arguments leads to a simple proof of the central limit theorem and the solution of the basic boundary-value problem under very general assumptions, including an error estimate.
Here we give two modifications of the original Kolmogorov-Petrovskii approach (the second version is simpler, less related to the original approach, but does not extend to boundary-value problems).
For simplicity we assume to begin with that the third moments μ,· n = ЕЩ п I exist and satisfy the Lyapunov condition
Let γ be a random variable independent of the sequence (I) whose distribution function H(x) is four times continuously differentiable, A, = sup|^<')(x)|, / = 1,2,3,4.
X
Let w(t) denote a random variable independent of 7 and normally distributed with parameters (0, t). An important part in what follows is played by the function other simple approaches, very close in spirit, are set out in [63] and [67] .
with the initial condition U(\, x) -H(x).
It is also clear that
We put ξ η = S ny jB n .
Lemma 1.
Proof. Let * denote the convolution and let F k (x) be the distribution function of i-)c,n/Bn· Using the Taylor expansion of U we obtain
It remains to use (8) η times for к = n, ..., 1 and to note that an application of the convolution operation to the remainder term does not affect its bounds. This proves the lemma. The central limit theorem follows immediately from Lemma 1. In what follows, the letter с (with or without suffixes) denotes various absolute constants, and Ф(х) = P(w(l) < x). Theorem 1.
(9)
Proof. Let γ be concentrated on the interval (-ε, Ο). Then by putting H(x) -H^x/e), where H x is a sufficiently smooth distribution function with support (-1, 0), we find that
Since putting ε = L 1 / 4 , we obtain
The reverse inequality is established in precisely the same way. This proves the theorem.
Remark 2. The bounds in Lemma 1 and Theorem 1 can be improved. In the first place, by taking account of the fact that as well as (7) the inequalities (10) are valid, where the right-hand sides are independent οι Η (to derive (10) we must differentiate under the integral sign in (5) not the function H, but the exponential). The bounds (10) are effective for small k. On the other hand, F x * ... * F k+l * Q k (x) for large k, is of the order of ε+^/(1 -t k ) (the sizes of the domain where Ui 3 \t k , x) does not tend to zero). When these remarks are taken into account we can obtain cL 1^3 on the right-hand side of (9).
Remark 3. The main part of the proof of the central limit theorem in [36] and [64] consists in ensuring by the choice of ε that the functions U t {t, x) -Hit, x) + et satisfy the inequalities F k *U e it k , ·)(*)> U g (t k -lt x) and the reverse inequalities for all k.
Remark 4. Although the estimate in Theorem 1 seems crude, it is quite sufficient for exit to a zone of large deviations that guarantees the proof of the law of the iterated logarithm (for more details, see §7).
cause any difficulty in our approach to the proof of the central limit theorem.
We write
Lemma 2. The proof of Lemma 2 differs little from that of Lemma 1. Instead of (8) we merely have to use the relations 
+1
Since
\Q h I < 1. This proves the lemma. We now introduce the second version we spoke of above. It is no longer directly connected with (6), but is close to the method of composition and enables us to get more general results than those in Theorem 1 and Lemmas 1 and 2.
Let N k denote the distribution function of w(A k )/B n (the first two moments of F k and N k are the same),
Lemma 3.
sup |P(ζ η + γ<χ)_ρ (w(i) + y<x) \^*ψ-.
Proof. By analogy with Lemma 1,
Here we have used the equation
U{t kl x) =
This proves the Lemma. It is obvious that the convergence of Μ to zero does not assume that d -*• 0 or that the terms % кг "/В" are negligible in the limit. (If % kin lB n is not small, then it must have a distribution close to the normal.) From Lemma 3 we immediately derive the following theorem, which is analogous to the previous one:
The central limit theorem is proved just as easily with the Lindeberg condition for pseudomoments. We put
Lemma 4.
Hence (11) Proof of Lemma 4. We write
Then by analogy with (12),
where ΙΘ Α Ι < 1, a k < 2b k . This proves the lemma. We now turn to boundary-value problems and verify that by the same procedure analogues of Theorem 1 and Lemmas 1 and 2 can be obtained for of Theorem 2 and Lemmas 3 and 4 are not possible for bounaary-value problems, since the assumption of negligeability in the limit is essential for them.)
We consider the function v(t k , x), which denotes the probability that a random particle (with trajectory s n (t)/B n ), starting at the point χ at time t k (roughly speaking, under the condition s n (t k )/B n = x), leaves the zone G by the upper boundary g + (t) during the time remaining until the moment t n = 1. We put 1 for x>g + {t h ),
for
It is clear that
We define operators F k acting on functions z{x) by
Let #(x) be the distribution function of the random variable y + g + (l), 7 < 0. Evidently, (14) v
. F n H(x).
On the other hand, we consider the solution u(t, x) = u HS (t, x) of the heat equation 
where the supremum is taken over χ
If the whole variation of Η is concentrated on (-ε, 0), then we may assume that hi -CJE 1 (inequalities like (10) are also valid for t < 1). Let U(t, x) denote the value of u(t, x) corresponding to γ = 0, δ = 0 (that is, a discontinuous initial condition and boundaries g ± (t)).
where c{g~, g + ) is constant depending only on g*.
Proof. The essence of the proof remains the same as in Lemma 1. It is merely burdened with the need to refer to results from the theory of differential equations and to take the effect of the boundary into account. Along with (16) we take as known that for all ε and δ ί \u Ht6 (t, x) -u Hi0 (t, χ)\<α ι δ 1 (in contrast to (16) , these inequalities are not hard to prove, using the smoothness of the solutions of (15) and inequalities of the form u H0 (t, x) < < U(t, χ + ε)). We write
Proceeding just as in Lemma 1, we find that {u H0 {t n , x) = H(x)),
for »<r(i n -i)
In considering F k u{t k , ·), к < и, we have to deal with integrals of functions
can be expanded in a series for Μ < δ, provided that
where g' is the maximal Lipschitz constant for the functions g*. Since
for χ Ε (g~(i fc _ t ), ^+(ifc_i)) and δ = ε, we obtain by analogy with Lemma 1
Using (14), (17), (18) and applying the relation just obtained for к = η-I, ..., 1, we find that
The reverse inequality is obtained in exactly the same way. Putting ε = we reach the assertion of the theorem.
Here ( 
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Note that and this probability can also be described approximately as the solution of the corresponding boundary-value problem. The limiting behaviour of P(r? > 1, ξ η < χ), χ £ (g~(l), g + (l)) can be found similarly. The boundary and initial conditions merely have to be changed in the obvious way.
An essential feature for understanding the nature of these results is the fact that the solutions of the boundary-value problem for (15) , which describes the limiting behaviour of the probabilities of events related to the process s n (t)/B n (the function (7(0, 0) in the conditions of Theorem 3), are the exact values of the probabilities of the same events, but for the Wiener process w(t). This fact might be called "the invariance principle for boundary-value problems". §3. The rate of convergence in boundary-value problems Kolmogorov's original results on the convergence of P(TJ < 1) to the solution of a boundary-value problem did not contain an estimate of the error. Thus, the question of how fast it converges arose simultaneously with the appearance of these results. Kolmogorov paid great attention to this problem, regarding it as important for the understanding of the nature of the phenomenon. His constant interest in it stimulated the appearance and development of a whole series of interesting ideas, which are of independent interest going far beyond the limits of the above problem. The fact that many basic results in this area have been obtained by Soviet authors is closely connected with the name of Kolmogorov.
Exact (though complicated) formulae exist for the simplest random walks (Bernoulli scheme, rectilinear boundaries), and an answer to our question can be obtained by asymptotic analysis of explicit expressions. In the general case this approach is inapplicable.
The first estimates for the problem (3) without any special assumptions were obtained by Prokhorov [55] and Skorokhod [60] by elaboration of general methods based on the construction of the limiting and limit random processes s n (t)/B n and w(t) on the same probability space so that their trajectories differ little from each other. We discuss these approaches in more detail in §6. An error estimate of O(log n/^/n) was established by Skorokhod for (3) under the conditions (III) for bounded fy. Prokhorov obtained the estimate O(L 1/4 log log L) under the general conditions (I). Korolyuk [39] developed algorithms for the construction of asymptotic expansions for (3) in powers of \jy/n for processes under conditions (II), assuming the existence of finite moments of ξ ; · and of finite derivatives of g ± (t), both of high enough order. These constructions are based on the investigation of equations containing a small parameter.
The definitive result in a certain sense on the accuracy of approximation of the probability (3) for the process (III) was obtained by Nagaev [49] and then improved by Sakhanenko [57] . The best-possible estimate has the form
(20) ^jM
where g' is the maximal Lipschitz constant for g ± (t). Recently Pinelis [53] has established that this estimate is still valid if g* has finitely many discontinuities and g' refers to the continuous parts of these functions. This indicates that the form of dependence of the remainder term on the boundaries g ± (via the value of g') is still not "definitive".
The basic object of study in [35] , [36] , [39] , [49] , [53] , and [57] is the integral-difference equation (13) . We have already seen in Theorem 3 that it enables us to estimate the errors in the corresponding limit theorems if we use information on the smoothness of g ± (t) and on the moments of £/". Kolmogorov has always been keenly aware of the nature of the principal part of this error, although methods of giving a precise estimate of it turned out to be rather difficult (we are thinking of a best-possible order of smallness). Discussions of these problems with him have always been useful and instructive. §4. Special case (rectilinear boundaries)
The case when the boundaries g±(t) == g± -g±(fl) are constant is fairly simple to study and is of particular interest in applications. Unless otherwise and satisfy the Cramer condition for ΙλΙ < λ 0 , λ ο > 0. In contrast to the case of curved boundaries, at least two approaches are possible here.
Search for explicit formulae under comparatively broad assumptions on the fc.
This approach is only possible for processes that are upper or lower continuous (that is, those for which a skip across the upper or lower boundary is impossible: χ + = 0 or χ_ =0 with probability 1). We obtain such a process if, say, g% and £ fc are integers and (22) F(lj < 1) = 1, P(i ; · = 1) > 0.
In this case it turns out that for g~n = -°° (see, for example, [14] , [16] )
There are also explicit (but more complicated) formulae for processes (22) for problems with two boundaries, which permit us to carry out an asymptotic analysis (see [41] , [52] ). The fullest results in this direction were obtained by Borovskikh [41] , [28] , [29] .
The search for explicit expressions played an essential part in mathematical statistics in the study of non-parametric tests of Kolmogorov-Smirnov type, which lead to exactly these boundary-value problems for processes that are upper or lower continuous (in the two-sample case the volume of one sample must be a multiple of that of the other) (see [28] , [29] , [41] A solutioa along these 'lines for problems with two boundaries was found by Lotov [42] , [43] , true, for a smaller range of deviations.
The possibilities noted in § 4.1 can be explained from the point of view of this approach. In this case (that is, for processes that are upper or lower continuous) one of the components of the factorization degenerates into the difference λ-λ(ζ), where λ(ζ) is the zero of 1 -ζφ(λ) determined by its properties so that both components v z± (\) can be explicitly expressed by <ρ(λ) and λ(ζ). This also allows us to obtain the necessary explicit formulae for the distributions.
If we consider rectilinear boundaries and only the domain of normal deviations for these boundaries, then new possibilities appear for investigating the rate of convergence for the basic boundary-value problem of § §2 and 3. For this we must refer to the work of Korolyuk [38] , [40] (reduction of (13) to equations with a small parameter), Nagaev [50] , Arak and Nevzorov e may also mention a number of articles on special boundary-value problems with rectilinear boundaries, which arise in the study of KolmogorovSmirnov statistics (see, for example, [27] , [37] , [41] , [61] , [70] ).
In considering problems with rectilinear boundaries we need to speak separately about boundary functionals defined on an unbounded sequence of random variables £ b £ 2 > ··· (f°r the process (III)). These involve S = sup S k in the case E% k < 0, the time θ when this supremum is attained, the functionals χ + = χ+(χ) corresponding to the boundary g£(t) -x, the time η+(χ) of first passage of this boundary, etc.
The description of the precise distributions of these functionals is connected with the so-called factorization identities (we have already mentioned the role of the components of the factorization in limit theorems for boundary-value problems). The first factorization identities were found by Spitzer and Darling (see [61] , [68] , [73] - [75] , [77] ). There is by now a large collection of different and very useful factorization identities ( [14] , [63] ). Here are just two of the simplest:
Identities of this kind enable us to find explicit expressions in several cases for the distributions occurring in their boundary functionals [14] , and to study their asymptotic behaviour under general conditions. Let us consider, for example, the distribution S when Εζ λ < 0. Let ψ(μ) = φ(-ζμ) = μ + = 8υρ{μ: ·ψ(μ)< οο}, ψ(μ+) > 1. Then [14] , [63] where q > 0 is the solution of ty(q) -1. If ψ(μ+) < 0 or μ + = 0, ψ'(0) > -°°, then under certain additional assumptions on the regularity of oo decrease of Q(x) = f P(^ > y) dy we have [14] X x) ~c 2 Q(x). Also under broad hypotheses [14] The asymptotic behaviour of χ+(0) and χ+(χ) as χ -+ °° has also been studied.
Problems related to the distributions χ+(0), χ+(°°) (by definition Ρ(χ + (οο) < у) = lim Ρ(χ+(χ) < у)) are closely connected with the results of §3 on estimates for the error in the basic problem (for the process (III)). Kolmogorov attached great importance to explaining the nature (in the physical sense) of the coefficients of the asymptotic expansions in this problem. The nature of the principal term (of order \jy/n) has been discussed repeatedly, and he actually predicted that the coefficient of this order cannot be determined just by the three moments of £ fc . It turned out that this coefficient depends (linearly) on the first moment of Εχ+(°°), as well as on the three moments of £ fe (and cannot, generally speaking, be expressed by finitely many moments of £ fc ). This fact can explain to a certain extent the fact that the size of the skip across the boundary (which is close to χ+(°°)Ι\/η in distribution after normalization) determines the "deviation" from the case when the process is upper continuous (χ+ = 0), and the required distribution can be expressed explicitly in terms of the characteristic function φ (and not the components of the factorization).
The nature of the coefficients for n~kl 2 , к > 2, is more complicated. Even in the case of one linear boundary they are determined by the derivatives with respect to a at a = 0 of the limits where χ -an (see [10] ). This is connected with the fact that more refined effects in the error reflect the possibility of rapidly reaching the boundaries, and the distribution of the skips is now different. Numerically this can be expressed by the derivatives of the conditional moments of χ+(χ) under the condition that the skip happens quickly, during time x/a. (the "normal" value for the time of a skip is of order x 2 ). §5. Large deviations in boundary value problems
One of the first results concerned with theorems on large deviations is due to Kolmogorov. In the paper [33] , which is devoted to the law of the iterated logarithm, he established, in particular, that as x/B n -*• °°, χ = oiB 2 ,),
logP(5 n >x)~-1^-for the process (II) under the assumptions that B n -* °° and l£ n I = = o(B n /y/\og log B n ). Propositions of this kind (on the asymptotic behaviour of the logarithms of the probabilities in question) are now called crude theorems on large deviations. It is easy to verify (see §7, [21] ) that crude theorems on large deviations in a domain of deviations of χ containing B n y/(2 log log B n ) are sufficient to obtain the law of the iterated logarithm. This law itself can be related to boundary-value problems (in the domain of large deviations), as it concerns the number of intersections of the trajectories S n (« = 1,2, ...) with the boundary В пУ /(2 log log B n ). Great precision and generality have been attained in studies of the asymptotic behaviour of ?(S n > x) in the domain of large deviations. This is a large separate area, which we do not dwell on here. In this section we touch on the development of large deviation theorems only in connection with boundary-value problems. Kolmogorov has been very interested in this, particularly in its qualitative aspects. He found the first substantial result in this area in the form of an inequality [33] for the maximum of the sums (25) P(S n >x)^±F(S which (1) together with (24) and the obvious inequality P(S n >x)> ?(S n > x) immediately gives (26) logP(S n >x) -g-.
Let us return to the general formulation of the problem. For simplicity we only consider the process (III). We say that we are concerned with large deviations in boundary-value problems if the zone G n defined in § 2 is bounded by the curves g%{t) -xg ± {t), where (2) x/y/n -+ °°. If we consider smooth curves g ± (t), either intersecting the horizontal axis or not touching it at all, then either 1) the probability ?(S n £ G n ) is small (the curves g t {t) do not touch the horizontal axis) or 2) the probability Р(5" G G n ) is small (at least one of the #*(/) intersects the axis).
In both cases the problem of the asymptotic behaviour of this small probability can be reduced to the case of a single boundary. For example, for the first possibility, Ρ(η < 1) = ΙΡ(η+ < 1) + Ρ(η-< 1)](1 + o(l)). As a result we have two problems on large deviations. 1. The first boundary-value problem: the study of the asymptotic behaviour of Ρ(η+ < 1) when inf g + (t) > 0. [16] . The probabilistic meaning of this function is determined by
A(o) = -lim lira-log
Δ_~0η-«ο n must bementioned that the inequality (25) (along with Kolmogorov's other inequality ?(S n > x) < B n /x 2 , [32] ) continues to play an important role in the limit theorems of probability theory in general, and in those for random processes in particular, as the idea in these inequalities has turned out to be very general and productive. For example, it enables us to prove the compactness of families of distributions in convergence theorems for random processes of a very general kind (see [18] ).
Tapering strips can also be considered (see [12] , [44] ), but we do not do this here.
where Δ α is a sequence of intervals converging to the point a. There exists an inversion formula, which determines ψ(λ) in terms of Λ(α) uniquely. It is important for us that Λ(α) is convex downwards, attains its minimum at α = Εζγ = 0, and is analytic in the neighbourhood of this point. An essential part of the description of the solution of the first boundaryvalue problem is the one-parameter family of so-called level curves a x (t), which are defined as the solution of the equations
The functions a T (t) are increasing and convex in /, and increasing in τ. For the normal distribution on (0, 1), for example, Λ(α) = о? 12, we have a x (t) -x'y/t. If τ is small, the level curves for an arbitrary random variable £x are close to t\/t.
Let x e be the smallest value of τ for which the curve α τ (Ζ) first touches xg + (t)ln. Then under certain assumptions on the deviation χ and the smoothness of g + (t) (27) Ρ (η+=ζΙ, χ+ < у) ~ сР (χ + (оо) < у) п^е where χ+(°°) was defined in §4, and β depends on how α Τ (ί) touches the curve xg + (t)/n.
If, for example, g + (t) and a z (t) are sufficiently smooth in the neighbourhood of the point of contact t g , and if q is the number of derivatives of g(t) and a x (t) that coincide at t g , then β = \-(l/(q+ 1)). If g(t) and α τ (ί) coincide on the whole interval (q = °°), then β -\.
The function Λ induces a peculiar metric on the (t, g)-plane in which rectilinear paths from the origin are "shortest" and the functions a T (t) are the lines of "equidistant" points (at "distance" τ). The principal contribution to the probability (27) comes from the pencil of almost rectilinear trajectories of "length" T g joining the origin to the point of contact t g . The exponent β is determined by the "thickness" of the pencil. This geometrical interpretation was suggested by Kolmogorov. A similar situation can be observed in the first boundary-value problem with a "fixed end", that is, in the study of probabilities of the form ?(η+ < 1, S n = p) when inf g+ > 0, P(S n = p) > 0 (if ?(S n = p) = 0, then t the point ρ must be replaced by a small interval). For simplicity, let ρ = 0. Then the level curves δ τ (ί) for this problem are determined as the solution of the equation
where
Λ(ί, b) = tA(b/t) + (\ -t)A(-bl(\ -t))
, and for small τ they are similar to the level curves b x (t) =xy/(t(l -t)), corresponding to the normal distribution. The rest of the qualitative picture is the same as in (27) , with this difference that the factor depending on η on the right-hand side of (27) must be replaced by nP*e~n Allx e\ where β χ = -1/(^+1) (for more detail, see [11] ).
These results are of considerable interest in mathematical statistics, where they enable us to construct asymptotically optimal criteria of KolmogorovSmirnov type. We consider the class ί/ of criteria with critical domains of the form ( 28) sup FUt) -/ (t) >y θ!<«θ 2 8 W for testing the agreement of the distribution F with the empirical distribution function Fn, where 0 < F(0i) < F(Q 2 ) < 1. The number у = y(g) is chosen so that all the criteria in & have the same level ε -> 0, so that уу/п -»· °°. We obtain the asymptotically optimal^1) criterion in 3 if we take g(t) as the level curve b x {t) for the shifted Poisson distribution for a value of τ determined in a certain way by у (see [24] ).
Kolmogorov has often remarked that the criterion bearing his name (and corresponding to g(t) = 1, i 7^) = 0, F(Q 2 ) = 1) does not have good capability properties for the "majority" of alternatives. A proposed modification of Kolmogorov's criterion removes this deficiency in a certain sense.
Similar assertions can be made about the criteria for the uniformity of two samples sup l*W-tt(*)l θ!<ί<θ 2 8 V)
In the second boundary-value problem the pencil of trajectories giving the principal contribution to Ρ(η+ > 1) has a more complicated structure. It is not even a pencil of almost rectilinear trajectories, and this complicates the matter significantly. Let g m -min g + (t) and let h(t) be the curve that is from below the set A of points (t, g) for which g > g + (t). Then ι (29) logP
( 11+ >l)~_n j A (-Z-h'(t)) dt, о
and the above-mentioned pencil of trajectories is concentrated around the curve h(t) not touching the set A. The relation (26) was discovered by the author [12] in 1967, but the precise asymptotic behaviour of Ρ(η + > 1) was found by Mogul'skii only quite recently. Under certain smoothness assumptions on h(t), ι
(^Asymptotically optimal is here understood as being asymptotically Bayesian. Let & be a class of a priori distributions Q on a set of alternatives F satisfying quite broad conditions. Then the criterion (28) for any g€fi, wither) = ά τ (ί) has asymptotically the least probability of an error of the second kind.
where λ ; · are the coefficients of the expansion (Λ'^α))" 1 = 2 λ ; α/ and с and β can be found in an explicit form. If g + (l) > h(\), g + and h coincide on q intervals, and the second derivatives of g + at the ends of these intervals are positive, then j3 = ~q/3.
If the £ fc do not satisfy Cramer's condition (21) , but the probabilities P(£ > x) an d P(£ < ~x) decrease as χ -*• °° in a sufficiently regular way (for example, by powers), then the laws describing the probabilities of large deviations in boundary-value problems become quite different. So is the "geometry" governing the probabilities of large deviations. The shortest (or most probable) paths for trajectories s n (t) joining the points (0, 0) and (t, a), are not straight lines, but stepped lines d(u) having one jump: d(u) = 0 for и < ν, d(u) = a for ν < и < t. This corresponds to the well known fact that the principal contribution to the probability of large deviations in the "stepped" case is from trajectories containing one rejection. The asymptotic behaviour of ¥(η+ < 1) in the first boundary-value problem with χ > ^/{n log n) has the form
In the second boundary-value problem
where γ = min{f: g+(t) < 0} > 0 (Pinelis [54] ; see also [27] , [30] , [51] ). If χ < Cy/(n log n), then additional terms appear in (30) and (31), just as in the Cramer case (see [54] and §7). §6. The principle of invariance
As we have seen, it was established in [35] and [36] that if g%{t)=g±{t)B n , then describes the solution of the boundary-value problem for the equation of heat conduction. But the probability P(w Ε G) for the standard Wiener process w(t) describes the same solution, so that
This fact immediately suggests that the distribution P n of the process s n {t)jB n converges weakly in, say, the space (C(0, 1), 95) to the distribution W of w(t) (where necessary, we take s n (t), according to the original definition, as the continuous polygonal line joining the points (t k , S k>n ), к > 0; 95 denotes the σ-algebra of Borel sets in C(0, 1)). This means that (32) holds for any G € 93 such that W{bG) = 0 (3G denotes the boundary of G). This fact, which is the central assertion of the theory of summation of random variables, is usually called the principle of invariance. Kolmogorov's work prepared the way for it to a large extent, and it was established by Donsker (for the process (III)) and Prokhorov [55] (in the general case for the process (I)). The principle of invariance is sometimes called the functional limit theorem, since it is equivalent to the convergence of the distributions/(s,,) and f(w) for continuous functional/. Let L T = B; r^E \l,. n \\ r>2, denote the Lyapunov ratio of order r (so that L -L 3 ), \\g II = max \g(t) I;
let p(P, Q) be the Levy-Pro khor ο ν distance between distributions:
Then the principle of invariance can be written in the form
It is entirely natural to take the rate of convergence in (33) as that in the principle of invariance, and many authors have followed this path. However, here we use a more informative and more useful characteristic, the function It is not hard to see that Hence, in regular cases р" is the solution of the equation p n = -ff n (p n ), therefore, (33) is equivalent to д я ( е ) _^0 Ve>0.
A basic method of obtaining estimates of р" and R n (e) is that of a single probability space. This consists in constructing two random processes sn and iv'ona certain probability space having the same distributions as s n and w, respectively. Then (34) ϋ Β Thus, we have to arrange that the distance | |^ -w' ||is as small as possible.
This is the basic difficulty in obtaining estimates for R n (t) and p n . Historically, progress in this problem was made mainly by improving the methods of defining s' n and w'. 
A.A. Borovkov
The first fairly precise estimate in the principle of invariance was obtained by Prokhorov [55] :
This estimate was improved in the case of identically distributed variables by Rosenkrantz, Heyde, Dudley, and others (see [23] ). In 1973 Borovkov [15] proved that
for 2 < r < 3. Utev [62] has shown that this inequality is valid for 2 < r < 5. Note that all the results given above use either Prokhorov's method [55] of a single probability space, or Skorokhod's method [60] . We now consider the process (III). Dudley [69] and Borovkov [15] have shown that it is impossible to obtain an estimate for p(P n , W) better than OinT 1 ! 4 \og®n) by Prokhorov's and Skorokhod's methods if £ χ is not normally distributed. Hence, in particular, it follows that by the above methods (35) cannot be proved for r > 5.
The state of affairs in this problem changed after the appearance of a more precise version of the method of a single probability space put forward by Komlos, Major, and Tusnady [72] . In the case of a sequence of identically distributed independent variables it enabled them to show that :-if (36) if Ee*4U < oo, where t > 0, and c, γ, and j3 > 0 depend only on the distribution of ^.
Recently Sakhanenko [58] , [59] modified the method of Komlos, Major, and Tusnady and extended it to the case of non-identically distributed variables £ /n . In particular, he found that (37) i? n (e)^c(r)^f Vr>2, and if then there is the stronger inequality In particular, it follows from (37) that (35) holds for all r > 2.
An essential fact is that all the inequalities given above are best-possible. For by Strassen's theorem [76] there exist random variables s' n and w' for which there is equality in (34) . On the other hand, for any s' n and w', Thus, R n (e) > δ η (ε), and it is easy to select distributions such that, for example, This last relation shows that (35) and (37) are best-possible for all r. Many authors have used relations of this kind independently (see [15] , [56] , [71] , and [3]).
We now consider the problem of estimates for or, what is almost the same thing, for
where the functional / and the set A are Lipschitz:
(here we put A = {x: f(x) < u) if we are discussing (40)). From the definition of R n (e) it follows that (41)
Since (37) is best-possible, we cannot obtain from (37) and (41) an But (41) remains valid even for a random ε in the following form:
provided that e and w' are independent. This enables us to deduce that
On the other hand, there is an example of Nagaev and Nevzorov [15] in which the bound c{A, r)Lj lr is attained. Note that for a sequence of identically distributed independent random variables our best-possible estimates give us the bounds L| /(3+1) = c«-i/8, Z4 /3 = cn-V6 if £|ξ ι ρ <0ο .
On the other hand, we do not know of a single example of a Lipschitz functional / and a set A for which the rate of convergence in the relevant case is worse than n~ll 2 if E\^ Ρ < °°. Thus, at present we have a large gap between n~1 /s and rf 1^2 . This arouses the suspicion that L r is not the best characteristic for obtaining proper estimates for sequences of identically distributed variables. This may be confirmed by the fact that for certain types of sets A and functionals / there exist characteristics other than L\l r of terms (for estimating А"(Л) or A n (/, u)) that for the case of identically distributed variables reduce to erf 1 ! 2 even for £l£il 3 < °° (see, for example, [23] ). The use of L r is related above all to the method of investigation and to the central limit theorem, where its appearance is entirely natural. All the examples where (42) is best-possible are based on the process (I), that is, on schemes of series of differently distributed variables.
If E\ £i \ r < °° and r is large, the gap between the right-hand side of (42) and cn' 1/2 becomes narrower. And if Cramer's condition is satisfied, then it follows from (36) and (41) It was established in §5 that the asymptotic behaviour of P(s n £ xG) in the domain of large deviations, that is, as x/B n -+ °° (G is the strip enclosed by fixed functions ^*(0), can be found in explicit form. How far is this situation preserved for arbitrary sets G in S3?
We assume that A G S3 does not contain a neighbourhood of the "point" g(f) = 0. Then, clearly, ?(s n S xA) -• 0 as x/B n -> °°. Let SI be a given class of sets A having the above property, and let ζ = z(n) -> °° be some increasing sequence.
We say that the principle of (3, z)-invariance holds (in the domain of large deviations) if
The following result illustrated quite clearly the possibilities of the method of a single probability space. It follows from standard theorems on large deviations that the first condition of Theorem 4 holds for all Л containing at least one interior point. The second condition also holds for a wide class of sets, in any cases, for the strip A = G considered in boundary-value problems. (If Л is a cylindrical set, then we are concerned with relations of the form which hold for all у -* °°, since
Proof of Theorem 4. The two statements in the theorem are proved in entirely similar ways, so we only obtain the second one. For simplicity we assume that (38) is satisfied with ch = 1. Then by (39), (43) 
Here in the last relation we have used conditions 1) and 2) and the fact that where у = ο (ζ), ζ = Β^3. This proves the theorem.
Remark 1. We have already noted that the class 21 of sets containing "strips" satisfies conditions 1) and 2). Hence, if-y/(log log B n ) = o(z), then Theorem 4 implies the law of the iterated logarithm: The law of the iterated logarithm is a consequence and a weaker result. We say that the crude principle of (21, z)-invariance holds if
for Л G 21 and у = ο (ζ). 
The proof of this follows from the fact that sets of the form {S n > x) belong to 21 , by Kolmogorov's inequality (26) . In this case all the computations of the proof of the law of the iterated logarithm for the Wiener process go over completely to the sequence S n .
Theorem 5. Suppose that 51 satisfies Theorem 4, 1) and the condition 2) log W(ld(yA)№) < log W(yA) (1 + β η )
for some sequence β η -»• 0 and any sequence δ = o(y). If (38) is satisfied for some h > 0, then the crude principle of (21, B n )-invariance holds.
Instead of conditions 1) and 2) in Theorem 5, we could require that
and a similar relation for the set с-[с -The proof of Theorem 5 proceeds just like that of Theorem 4. We need only note as a preliminary that if 0 < a -> 0, 0 < b -> 0, and log a < < (l+o(l)) log b, then (46) log (a + b) ~ log b.
From these relations, using (39) we obtain by analogy with (43) (we assume again for simplicity that ch -1)
Here the second term is estimated by 2), and the first by the inequality log (Ζ? η <Γ*» 6 )= log B n -B n 6^-cy*,
. It remains to use (46) to complete the proof.
We now restrict ourselves to processes (III) satisfying Cramer's condition. As we have seen, in this case the crude principle of (21, z)-invariance holds for a wide class 21 and for ζ = y/n (see also [ 12] , [46] ). In addition, the right-hand side of (45) can be found explicitly. Namely, (47) icg where C x is the set of absolutely continuous functions on [0, 1 ] ([12], [46] ).
The relations (45) , (47) cannot be true for у ~ Cy/n if £ ; · is not normally distributed. Nevertheless, the asymptotic behaviour of log P(s n /B n G у A) can be found explicitly even in this case. In fact, for a wide class of sets A and for x/y/n ->· °° (see [12] , [46] )
If Cramer's condition is not satisfied and Р(^ > χ) and P(£j < -x) decrease in a regular way (like a power), then the asymptotic behaviour of V(s n €= xA) itself (and not its logarithm) can also be found explicitly for a fairly wide class of sets A; it is given by + (с, (Λ) + о (1)) nP (ξ, > ζ) + (c 2 (Л) + ο (Ι)) Ρ (ξ, < -whefe ciC^-and 0 2 {Ά) do not depend on η (see (30) , (31)) and where the last tvw t(eriflsrbeco«ie.'dominaVit as x/y/(n log n) -»• °° ( [54] , [26] , [51] ,
• J §8. Generalizations to the many-dimensional case
Of all the problems considered above, perhaps only the crude theorems on large* deviations have-at present been satisfactorily generalized to the manydimensionaf case r when £ /n takes values in R m , m > 1, or in a Banach space Я (see 1. 21 
VH*-]).· -"'
The situation is significantly more complicated for best-possible estimates "" " ' "" T -* u~ с:~"* "In™ +Wiic. !c mrnpf'tpH with thp fart that there are great difficulties in generalizing any ot me nieuiuus ui а мп^к probability space known at present to the many-dimensional case, and the best way to overcome these is usually not clear. Attempts at such generalizations have been made by Gorodetskii [31] (for R m and smooth distributions) and by K.A. Borovkov [25] (for Hilbert spaces with coordinates %j >n of martingale type). They have obtained estimates of the form (35) under appropriate restrictions.
Two almost equivalent approaches to the problem of estimating the rate of convergence have appeared quite recently. These enable us to extend estimates of the type (35) to the case when the ξ ; · " take values in a Banach space B. They are the method of Berkes and Philipp [66] (based on Strassen's theorem [76] and having much in common with Prokhorov's method), and the method of Borovkov and Sakhanenko [22] , which does not use at all constructions on a single probability space. In the space В = R m , m > \, the Borovkov-Sakhanenko method gives an estimate like (35) for r < 3.
Quite recently Borisov [6], [7] has proposed another method of estimating in the principle of invariance for Banach spaces В (or even simply for linear spaces). Its essence is to represent the random function s n (t) as an integral with respect to an empirical measure (the pieces of the sequence (II) are interpreted as samples). This allows us to reduce the problem to the fairly well understood problem of Gaussian approximation to empirical fields. This approach gives best-possible estimates for the case В = R.
The author is grateful to V.V. Yurinskii and K.A. Borovkov for their comments. , The problem of the rate of convergence in the Donsker-Prikhorov principle of invariance, Teor. Veroyatnost. i Primenen. 28 (1983). = Theory Probab. Appl. 28 (1983) .
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