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Abstract
Discussion has changed enormously over the last decades. Thanks to the internet and
advancements on the field, we are able to have larger communities in a discussion and
get higher quality results from it than ever before. Having a large number of individuals
involved has lots of benefits, but it also carries some challenges. As a discussion grows
larger, people have a tendency to start repeating arguments, this has been traditionally
handled by a team of moderators.
In this work we analyse the properties of these arguments, and we take advantage of those
properties to make a specialized method to automatically detect syntactically different but
semantically equivalent arguments. Thus reducing the amount of work carried out by
moderators. We do so with the help of natural language processing and machine learning
techniques.
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Abstract (Catalan)
Les discussions han canviat enormement en les últimes dècades. Gràcies a Internet
i a nombrosos avenços en aquest camp, som capaços de generar discussions entre grans
comunitats i obtenir-ne millors resultats que mai. La involucració d’un gran nombre
d’individus en un debat té molts beneficis, però també comporta alguns reptes. A mesura
que el nombre d’usuaris creix, hi ha una tendència a repetir arguments; això ha estat tra-
dicionalment gestionat per un equip de moderadors.
En aquest treball analitzem les propietats d’aquests arguments, i aprofitem aquestes pro-
pietats per fer un mètode especialitzat en detectar automàticament arguments sintàctica-
ment diferents però semànticament equivalents. D’aquesta manera reduim la quantitat de
treball dels moderadors. Per tal de dur-ho a terme utilitzem tècniques de processament
de llenguatge natural i d’aprenentatge automàtic.
iv
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Introduction
The world is shifting to an everyday more democratic society. To adapt to this move-
ment we need to update the tools we use, making them able to give voice to a larger
amount of people and displaying complex information in a simpler way. This will benefit
processes where user participation is a key element, for example: crowdsourcing, citizen
participation, social networks and open innovation.
Discussions have always been used by humanity, and in these last decades we got some
new techniques that allowed us to apply them better in a lot of different fields. One of
the most recent and promising field is norm consensus, where not only are discussions
a great technique to tackle hard challenges, but they manage to do so by involving the
users, pushing them to inform themselves and allowing them to better understand the
end result. One of the ways to structure discussion is an argument map such as the one
defined by [1] which enables large scale discussion.
This work is a continuation of [2] which implements a norm argument map in an on-line
community allowing its members to discuss norms that might affect them. This system
gives individuals of this community the ability to write arguments supporting or oppos-
ing the norm they are discussing as well as rate other individuals’ arguments. The norms
deemed more useful will be enforced.
The benefits of discussing norms on-line are:
• Gives everyone a chance to present their argument in a fair environment.
• Gives an equal amount of visibility to each argument, without regarding who pro-
posed it.
• The final decision is made by taking into account the ratings given by all the users.
• Facilitates getting a big overview of the discussion just by looking at a few represen-
tative arguments.
• Enables easy discussion between individuals in different locations and time frames.
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One of the issues of large scale discussion is that it will inevitably lead to a lot of repeated
arguments 1, for or against the same norm. This work addresses the problem of detecting
repeated arguments with help of natural language processing and machine learning. Being
capable of merging those arguments allows us to compact the discussion while keeping it
focused, and making the discussion more accessible for new users.
1.1 Motivation
Large-scale deliberation usually gets good results, but it has a high cost. In [1] it is
estimated that a moderator is needed for every 20 active authors. These moderators are
tasked with verifying that community given arguments have a correct structure, guiding
the user towards using the site correctly and checking for repeated arguments.
The main objective of this project is mitigating the last task, which usually requires for the
moderator to look through all the arguments of that norm and keep them in mind. As
the number of arguments grows, this task may become increasingly difficult, as having to
rely on memory means it can not be split between multiple moderators and it is easy to
make errors.
Due to the structure of the norm argument map, the arguments follow some special prop-
erties which we can exploit. Thus it is hypothesized that a tailor-made solution for this
problem will be better than applying one of the more general semantic similarity methods,
as those are not designed to exploit these properties.
1.2 Contribution
This work covers a way to check the semantic similarity between two sentences in a
norm argument map context.
It starts by defining the problem. After researching we decided that a promising method
to apply was creating several measures of similarity that focused on exploiting various
characteristics of the arguments and using these measures as features of a machine learn-
ing model. To the best of my knowledge this method had not been applied to this problem
before.
This work also covers how we applied this method. First it explains how we procure a
corpus, then it defines some already existing and widely used measures of similarity and
adds some more experimental tailor-made measures. It also defines the wide array of
machine learning models we tried, finally we explain the experiments we did and the end
results.
In this work we found out that the most adequate model is a logistic regression model
which has a ROC AUC of 0.88.
1syntactically different but semantically equivalent arguments
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1.3 Structure
This work consists of the following parts:
Chapter 2: Introducing the background of this work in a greater detail.
In this chapter we formalize the problem and define its properties. Then we explain
the corpora we tried and explain some of the already existing predictors, how they
work and why should they be useful in this task. Finally we briefly explain some
machine learning models, their qualities and why we tried them.
Chapter 3: We explain some new steps to solve the sentence matching.
In this chapter we look at the new measures coined for this work, explaining how
they work and why we use them.
Chapter 4: Analysing the results and methodology of the experiments.
In this chapter we explain the goals of the experiments, how we carried them out
and which decisions we took with the methodology. Then we explain and analyse
the results of the experiments.
Chapter 5: Conclusions and future work.
In this chapter we write the conclusions to this work and we discuss some future
work that this project may serve as a basis to.
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Background
2.1 Problem Definition
The core of the problem is that given a norm argument map, we should be able to
automatically find those arguments in the norm argument map that share their meaning.
The norm argument map will have a norm, which will contain positive and negative
arguments, as seen on fig. 2.1. We can formally define this sentence matching problem as:
Given a set of arguments, we have a perfect argument detection function:
d : AxA→ {True, False}
Which tells us whether two arguments are semantically equivalent. This function d would
allow us to completely solve the problem, but we do not have it.
What we are going to do is approximate this function d with a function:
sim : AxA→ [0, 1]
Which denotes the semantic similarity between two arguments.
At first sight, this problem may seem a normal semantic similarity problem, but if we look
closer we can see some special properties.
2.1.1 Properties
To explain the properties we should first explain briefly how a norm argument map is
created.
1. A norm is proposed to the community.
2. Individuals give arguments, selecting which argument set their argument belongs
to, positive (supports) or negative (opposes) to the norm.
3. Individuals rate other people’s arguments.
Finally, we obtain two argument sets for each norm. As the user already chose which
argument set to use we do not need to rely on sentiment analysis.
5
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Figure 2.1: Close up on a norm as represented by the web during a user test.
I would like to remark that all the following properties hold most often true, but excep-
tions might exist. Also, we are relying on the users to categorize their own content, so
it should be expected that some inexperienced users may make mistakes and select the
wrong argument set, but handling this is outside the scope of this work.
Positive/Negative
Given the structure of a norm argument map, we already have a positive argument set
and a negative one. This is particularly useful, as we can skip searching for negations of
the same argument. For example, given the argument:
This norm will lead to an increase of the quality of life.
We do not have to worry about matching an opposed version, similar to
This norm will not lead to an increase of the quality of life.
because the former will be categorized as positive to the norm, and the latter will be
categorized as negative to it. This also applies to antonyms like increase/decrease, advan-
tage/disadvantage, etc.
Self Contained
The norm argument map has only one level of depth, this means you can not make
a message responding to an argument, you can only write new arguments. This means
that each argument has all the information needed to be understood as it is not part of a
conversation.
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Argument Structure
Not having conversation also implies that everything is an argument so the structure
is always pretty similar.
Directional Similarity
There are some cases where an argument may be contained inside another. For exam-
ple:
This norm is going to make our roads more dangerous.
may be contained in another argument, similar to
This norm is going to make our roads unsafe because it will cause a lot
more traffic.
In this example the second argument contains the first argument and adds new informa-
tion, thus we should only remove the first one. In these cases we would say that the link is
directional, we can delete the contained argument but not the container. This also implies
that we are not dealing with a clustering problem because of cases like the following one.
Given three arguments A B and C where
{B, C} ∈ A
B and C share a link with A but B and C may not share a link, and if we went even further
we could have another argument D that contained C and it might not share a link with A.
2.1.2 Representation of the problem
To tackle this problem we take one argument set of the norm argument map, the
positive or the negative. Then, we place all the arguments in a distance matrix, afterwards
we check the similarity of each pair of arguments. Finally, we take the pairs with higher
results by order up to a threshold, and we display them to a moderator who is tasked with
the final decision on removing arguments. This moderator is also responsible of checking
which argument of the pair should be hidden, though this may be changed in the future.
2.2 Corpus
To evaluate the method we need a corpus, which should ideally be shaped like a norm
argument map. In this work we tried with three different corpora.
Web test
Our first idea was to use the norm argument map generated by the users, recorded in
a user test with the web. This seems like the most logical idea, since the corpus we should
obtain is formatted in the same way as the ones it is intended to be used on.
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The test was performed by a group of 11 users, discussing norms about whether to al-
low spam in some existing sections of the social network. Users could have one of the
following roles.
Good User: User who does not want to see spam.
Spammer user: User who wants to continue spamming.
The test consisted of two rounds with different role’s spread, the first one with a majority
of spammers (4 to 7) and the second one with a majority of good users (7 to 4). The results
can be seen in fig. 2.2 and fig. 2.3.
After doing the experiment though, we found out that the resulting corpus was not as
useful as we expected. As it can be seen in fig. 2.1 the users joked a lot and the resulting
corpus was much smaller than we predicted, in fig. 2.4 you can see how it compares to
other corpus.
Norm Positive Arguments Negative Arguments
Norm 1 12 10
Norm 2 5 5
Norm 3 4 7
Norm 4 0 1
Figure 2.2: Results of the first round of the test.
Norm Positive Arguments Negative Arguments
Norm 1 15 7
Norm 2 7 3
Norm 3 9 8
Norm 4 2 3
Norm 5 7 3
Norm 6 2 2
Figure 2.3: Results of the second round of the test.
As we could not get a corpus in a norm argument map, we had to simulate one that
had all the properties explained on section. 2.1.1.
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Tweets
The second corpus we got was from tweeter. We figured out that filtering by hash-
tag would be a good way to get arguments discussing a norm. To try this, we used the
TWitter-CatalanSeparatism actual-world corpus (henceforth TW-CaSe) extracted by [3],
which contained around 3500 relevant tweets in Catalan and Spanish discussing the Cata-
lan elections and the separation of the region from Spain. Each tweet had already been
manually labelled as positive, negative, neutral, mixed, unintelligible or repetition. We
compared the Spanish positive set and the Spanish negative set and took the one that
contained the largest amount of tweets, which was the negative set with 158 tweets. Then
we filtered some tweets which did not follow the properties above, leaving us with 146
tweets. Ultimately though, we found out that usernames (@user) and hashtags (#hashtag)
were too much noise, and we could not remove them because some other messages used
them as content words. Also a lot of tweets were part of a conversation, thus not sharing
the Self Contained property explained in section. 2.1.1.
Reviews
Our third and final corpus was a sample from the SFU ReviewSP corpus [4]. This
actual-world corpus contained around 400 reviews for different types of products (cars,
hotels, dishwashers, mobile phones, computers and films) extracted from the web Ciao.es.
We manually checked which kind of reviews were more similar to what we could find in
a norm argument map. And found that the mobile phone reviews seemed like the best
option, given that there was a lot of repetition about common problems (battery, size, blue-
tooth...). This did not happen with other types of reviews with more specific arguments
like films or cars reviews. We selected mobile phone reviews and then we preprocessed
them by discarding everything that was not an argument, or anything that was not for-
matted as one, for example lists of multiple properties. To maximize how much of the
corpus we use and still keep the Positive/Negative property, we took positive and negative
arguments of each subject, and kept the class with a major number of examples, that way
we avoided opposing arguments and still kept 125 arguments. Below, we have an example
of a fragment of a review:
No tiene ni infrarojos ni blue toth que a mi ya me va bien y lleva el cable USB de regalo.
El menu bastante facil aunque cuesta cambiar la configuracion.
Calendario un poco cutre (la agenda de los Nokia es perfecta).
Muy poca memoria y no permite borrar los tonos que lleva pregrabados ni las imagenes pregrabadas cosa que estaria muy bien.
La bateria de momento perfecta y lo que se me hace extraño es el no haber de bloquear las teclas ya que es de los de
tapita (cuando se caiga ya dire si es robusto o no)
One of the arguments we would extract from this review would be:
Muy poca memoria y no permite borrar los tonos que lleva pregrabados ni las
imagenes pregrabadas cosa que estaria muy bien.1
When we have all the arguments of each review extracted we would look back at this
argument and find out how many arguments talking negatively about memory we had,
1Translation: Very small memory and it does not allow to delete pre-recorded ringtones nor the images,
which would be nice.
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in our case we had 2. Then how many arguments talking positively about memory we
had, in our case we had 4. As we have more negative arguments than positive ones we
only take the negative ones and discard the positive.
In fig. 2.4 we can see a comparative of all the corpora we tried, all these measures are
taken after we preprocessed them, the original corpora were way bigger.
The compared measures are: number of words in the corpus, number of different ar-
guments and number of relationships of similarity between arguments respectively. We
ended up using the reviews corpus, even if it does not have as many arguments as the
tweets corpus it has a lot of relations between them and it does not have as much noise.
Corpus name Word Count Argument Count Link Count
Web Test 478 39 4
Tweets 2466 146 82
Reviews 1999 125 192
Figure 2.4: Comparative size of corpora used.
2.3 Existing Predictors
We are going to use multiple functions to measure semantic similarity between argu-
ments which we are going to call predictors. Even though all these predictors have the
same goal, measuring similarity, they aim to extract it from different properties of the
argument. Avoiding overlapping allows us to get a better result than the sum of its parts
when we ensemble the predictors together.
All of the predictors share some characteristics:
1. Normalized between 0 and 1.
2. 1 means maximum similarity, 0 means minimum similarity.
3. Only use lowercase alphanumeric.
2.3.1 Chargrams
Parameters:
N - size of the n-grams
This measure is a way to find similar words, and it works where a stemmer or lemmatizer
may fail. It is based on splitting a text into all possible strings of size N, these are called n-
grams, then it compares all these n-grams with the ones extracted from the other sentence.
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To normalize the value, we divide the number of n-grams they share, with the length
of the sentence that has the least n-grams.
sharedngrams
min(Length(ngramsA), Length(ngramsB)
Example with N = 2:
Hello World -> {he,el,ll,lo,o_,_w,wo,or,rl,ld}
Wonderful word ->{wo,on,nd,de,er,rf,fu,ul,l_,_w,wo,or,rd}
And the n-grams they share (taking into account repetitions) are:
{_w,wo,or}
Then the result would be:
3
10
= 0.3
2.3.2 Wordgram
Parameters:
N - size of the wordgrams.
This predictor is tasked with finding sentences that use the same words, but it is slightly
different to the chargram’s one. This predictor does not care about the conjugations of the
words. And with N > 1 it is capable of finding commonly joined words like: "New York".
First we find the lemma of each word and then we create the word-grams: Example
with N= 2:
My mouse is broken -> {my mouse, mouse be, be break}
I like my mouse->{I like, like my, my mouse}
And the wordgram they share is:
{my mouse}
Then the end result would be:
1
3
= 0.3
2.4 Machine Learning Models
Once we had enough data and some predictors we had the following goals in mind:
1. Find out how well each predictor performed.
2. Learn how to ensemble the predictors to get the best approximation of the d function
defined in section 2.1.
3. Find out how accurate the model was.
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In this section we focus on the second goal. Ensembling predictors means finding a way
to add them together to get a final number, which should, in an ideal case, be a direct
representation of semantic similarity. To do this, we can use a wide range of models. In
the following subsections we explain some properties of each model we tried and in which
cases they work best.
2.4.1 Logistic regression
This model is one of the simplest, it uses the following formula:
P(X) =
eU
1+ eU
where:
U = b0 + b1x1 + b2x2 + ...+ bN xN
With this formula we can see that the method works by multiplying the predictors x1, x2, x3, xk
by some coefficients b1, b2, b3, ...bk. Thanks to its simplicity, this model is highly inter-
pretable and we can easily obtain information about how the predictors affect the model.
More information about this model can be found in [12, Ch. 4.3].
2.4.2 Linear discriminant analysis
It is usually used on classifying problems with more than two classes. It uses gaussian
functions, and that causes it to heavily benefit from predictors with a normal distribution.
On the other hand it is sensitive to outliers. For this model we used the functions given
by the package [8]. More information about this model can be found in [12, Ch. 4.4].
2.4.3 Tree
This model is made by making splits into the data, these splits are chosen to maximize
the purity of the data on each step. The end result is a decision tree like the one in fig. 2.5.
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Figure 2.5: Example of tree generated with subset selection.
This model is important due to how easy it is to understand. It is really simple for a
person to apply this tree, even if they do not know the logic behind how it was created.
More information about this model can be found in [12, Ch. 8.1.1].
2.4.4 Random Forest
This model works by using multiple distinct trees. Each of these trees alone would
be worse than a normal tree, but using all these trees together usually ends up with
better results than a normal tree. The price it pays for having better results is losing its
interpretability.
To get different trees each one is trained by a different set of data, usually generated by
bootstrap aggregating which is explained in section 4.2.1. For this model we used the
functions given by the package [9].
More information about this model can be found in [12, Ch. 8.2.2].
2.4.5 Support Vector Machines
This model works by delimiting the space and penalizing errors. In our case we used
radial kernels.
To improve the results given by this method we can play with two parameters:
• gamma: It is the area of influence of each point.
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• cost: It is the penalty given to the misclassified cases, a lower cost will generalize
more and ignore outliers, but it may also ignore relevant characteristics that a higher
cost may pick up.
For this model we used the functions given by the package [10]. More information about
this model can be found in [12, Ch. 9.3].
Chapter 3
Solving the sentence matching
3.1 New Predictors
We added some new NLP-Based predictors that we thought would help solving this
problem. All these predictors are complementary to the ones in sec. 2.3 and as such,
they follow the same properties. These predictors either aim to exploit properties we did
not exploit before, as with PDist, or they aim to improve on a property we were already
exploiting as with OrderedChargrams.
3.1.1 OrderedChargrams
We also tried a variation of the chargrams that uses levenshtein with each gram as a
single unit. This predictor aims at not only taking into account the n-grams, but also the
order they were found. Levenshtein is defined as an algorithm to calculate the required
number of changes (insertions, deletions and substitutions) to change one string into an-
other [7], we used the python implementation [11]. Using levenshtein is a way to take into
account not only the n-grams, but also the order they are found. To normalize the value,
we divide the edit distance by the maximum possible edit distance.
1− editDistance
max(Length(ngramsA), Length(ngramsB))
Example with N = 3:
As we can see in fig. 3.1 we have two words that share a total of 3 n-grams, two of them
are really close together, but the third is in a completely different position, and that likely
means it is not as useful to our predictions. The resulting edit distance between these
grams is 6 as we required 6 operations to get from one set to the other, and if we did not
have any shared grams it would be 8, so the result should be:
1− 6
8
= 0.25
If we had used normal chargrams, we would have obtained 0.375, but this measure has
penalized the n-gram use for being surrounded by completely different n-grams.
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Figure 3.1: Explanation of levhenstein with grams.
3.1.2 Cdist
This predictor is based on finding if the context of two sentences is similar, even if they
do not share any exact word. To do that, we use a preprocessed file that contains clusters of
words used in the same context (extracted automatically by using Cluto with the Spanish
Wikipedia), the clusters were created on the context of [5] and they are available at [6].
This measure is called Cdist due to it being a cluster distance.
First, we start by using a lemmatized and POS tagged version of the sentences, as the
clusters contain the lemma of the word. Then, we map each content word (noun, verb,
adjective and adverb) to a cluster, and check how many shared clusters the two sentences
share.
sharedClusters
min(Length(clustersA), Length(clustersB))
We use 3 versions of this measure:
Cdist: A version that does not care if a sentence contains the same cluster multiple
times.
CdistRep: One that cares about repetition, treating each instance of the cluster as
a different one. This means that if two arguments have the same cluster twice the
number of shared clusters is 2, but if one argument has two instances and the other
argument only has one, the number of shared clusters is 1.
CordDist: One that cares about the order the clusters appear in.
The last version CordDist is done by using levensthein as we did in sec. 3.1.1
3.1.3 PCDist
Parameters:
fq - Max frequency required.
This predictor is trying to do something similar to Cdist, but without the need of a list of
clusters, just by using the words we already have. This measure requires a bit of prepro-
cessing:
First, we start by lemmatizing every noun, verb and adjective in the corpus. Then, we
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Figure 3.2: Example of the graph with fq=0.2.
make a graph where all the sentences of the corpus are nodes, finally, we search for sen-
tences that share a noun, verb or adjective and, if the frequency of appearance of that word
over the whole corpus is smaller than fq, we add an edge between the nodes associated to
the two sentences. Once we have the graph made, we can extract two measures:
• The distance between two nodes divided by the maximum shortest distance between
two nodes.
• A binary value to indicate if the nodes are connected in the graph.
As we can see in the example in fig. 3.2, this measure is capable of finding the relationship
between sentence 1 and 3 by using sentence 2. In this example we could try to extract
both measures for multiple pairs:
nodes 1 and 2: The distance distance between the nodes is 1 and the maximum
shortest distance between two nodes on the graph is 2 (the distance between node
1 and 3), so the first measure would be 0.5. The second measure would be true
because they are connected.
nodes 1 and 3: The first measure would be 22 = 1 and the second measure would be
true.
nodes 1 and 4: The first measure would be 0 because they are not connected, and
the second measure would be false.
3.1.4 PDist
This predictor is an experiment to try to take into account the structure of the sentence.
It is based on the general claim "sentences with similar part of speech are more likely to
mean the same".
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We start by getting the part of speech of the sentence, then we remove all undesired tags
and apply levhenstein to the remaining tags.
My mouse is broken -> {adjective, noun, verb, adjective} -> ANVA
I like my mouse->{pronoun, verb, adjective, noun} -> VAN
edit distance is 2, so the result of this predictor would be:
1− 3
4
= 0.25
We apply two versions of this predictor:
pdist - Using the tags noun, verb, adjective, adverb.
pdistNV - Using the tags noun, verb.
The name of this measure comes from part of speech distance.
Chapter 4
Results
4.1 Goals
In the last chapters we discussed multiple predictors and multiple models, in this
chapter we are going to evaluate them.
We are going to choose the subset of predictors that we consider to contain the most
amount of information without containing much noise. Once we have it, we are going to
use this subset to train the models defined in sec. 2.4. and choose the most appropriate
for our problem. To do so, this chapter aims at reaching the following goals:
• Get a highly interpretable model that allows us to improve and choose our predic-
tors.
• Find a model that gives accurate results.
As it can be seen from these goals, this is an iterative process: we used some predictors
to train a model, then checked where those predictors were failing and modified them to
give more accurate results, rinse and repeat.
4.2 Methodology
As a dataset we used the preprocessed reviews corpus, discussed in section 2.2.
4.2.1 Validation
Our first step was to choose a validation method that used different training and test
sets to avoid overfitting to the same test data. We tried three different approaches widely
used in the literature:
• Holdout: Split the data between train and test with some desired ratio, usually a
70% - 30% ratio is used, but it may vary depending on the quantity of data we have.
This method is the simplest one, and also the cheapest to compute.
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• Crossvalidation: Split the data in k equal sized folds, and do k steps. In each
step we train with k − 1 folds and use the remaining one as test. This should be
around k times slower than holdout, but it should give more accurate results. 10-
fold crossvalidation is commonly used in literature [13].
• Bootstrap: Take N samples of the original data with replacement and train a model
with each sample. If we make those samples as big as our original dataset they will
be large enough so that each sample is expected to contain 23 of the original data and
1
3 of repeated cases. These samples will keep a good approximation of the statistical
distribution of the original. After training the model with one of the samples we can
use the 13 of cases we did not use in that sample, usually called out of bag, as a test
set.
Comparing validation methods is hard, since we do not know what the correct error
rate of our final model (the one trained with the whole dataset) is. We can not check if
these validation methods are giving inaccurate results, underestimating or overestimating
the error rate. What we can do though, is check if these methods are given consistent
results. If we train a model (does not matter which one) the same way multiple times,
they should ideally give the same error rate each time, so a lot of variance between the
result would imply that the validation method does not work well. To check the variance
of each method we trained a logistic regression model 20 times with each of the validation
methods discussed above and the following parameters:
• Holdout: 80% train 20% data.
• Crossval: 10 folds.
• Bootstrap: 100 models.
Figure 4.1: Boxplot AUC of 20 iterations for each validation method technique.
As we clearly see in fig. 4.1, the holdout has really high variance depending on which
part of the dataset is used as training and which as test. The other two methods have
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a really similar variance as indicated in fig. 4.2. From this figure we can see that while
Holdout Crossvalidation Bootstrap
Standard Deviation 0.03699084 0.001735481 0.001614605
Mean 0.8804184 0.8761405 0.8707984
Required seconds (for each validation) 0.23 3.08 28.13
Figure 4.2: Validation Comparison.
bootstrap has little less variance than crossvalidation, it takes 10 times more to calculate
it. That is the reason why from this point onwards, all validations are made with 10-fold
crossvalidation, this is consistent with what we can see in literature [13].
4.2.2 Evaluation Method
The definition of a good model is kind of tricky. Given a pair of arguments, the model
should give a value between 0 and 1, where 0 means they are semantically different, and
1 means semantically equivalent. But as the model is not perfect most of the values are
not going to be near the bounds. So there has to be a threshold to define when to start
showing moderators the arguments to merge. Since different discussions may need differ-
ent sensitivities, we are aiming to allow the moderators to tweak the threshold at which
two arguments are considered similar, thus modifying the sensitivity of the model. This
way moderators can lower the threshold if they are being overburdened by false positives
or increase it if they are not finding enough positives. To summarize, the accuracy of each
model will be highly correlated to the choice of the similarity decision threshold.
This means that to evaluate the model we needed a way that took the possibility of a
threshold into account. We used the Receiving Operating Characteristic area under curve
(henceforth ROC AUC) which means the area under the ROC curve [12, Ch.9.6.3]. This
curve is obtained by calculating the true positive rate (TPR) and false positive rate (FPR)
for multiple thresholds between 0 and 1 (in our case, we worked with increments of 0.01),
then we can calculate the area under that curve.
The best point of the ROC CURVE is at TPR = 1, TFR = 0 which means we classified
everything correctly. The worst point would be at any point where TPR = TFR. This
is the non-discrimination line, and it means we got as many wrong results as right ones.
This is the result we would obtain if we guessed randomly.
The ROC AUC is always between 0 and 1, 0.5 being the non-discrimination line and 1
being perfect at all thresholds. Values lower than 0.5 are not relevant as we have only
two outcomes, either they are similar or they are not. If we have a value lower than 0.5
we can reverse the results of the model reversing the TPR and the FPR. The ROC AUC
was calculated with the help of the ROCR package [14]. We can see an example of a ROC
curve on fig. 4.3
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Figure 4.3: ROC Curve Logistic Model.
4.2.3 Subset Selection
We introduced 6 predictors in sections 2.3 and 3.1, all of them had at least more than
one version, so we have a total of 21 measures. Using all these measures is not the ideal,
as some of them will worsen the model by adding overlapping or noise. This does not
necessarily mean that the measures that worsen the model are bad, they are just not useful
on that exact model, if we add or remove other measures they may become useful.
We are going to use forward subset selection [12, Ch. 6.1] to choose what the best subset of
predictors is. As a model we are going to use a logistic regression model, because it is
highly interpretable and allows us to analyse how the predictors are behaving. Ideally we
would have done this forward subset selection with each model, but we could not do that,
as forward subset selection with some models were expected to take up to 5850 hours. In
order to analyse the predictors introduced in sections 2.3 and 3.1, and choose a subset of
predictors that gives good results, we used a logistic regression model. This model was
chosen because it is really easy to interpret, and we combine it with forward subset selection
[12, Ch. 6.1] to choose what the best subset of predictors is. Forward subset selection may
be defined as:
1. Define A as an empty list.
2. Define B as list of all predictors.
3. For each predictor p on B:
Train a model with the predictors of A and p.
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4. Calculate the ROC AUC of each model and take the largest one.
5. If that value is higher than the model we already have, move the predictor used on
that model from B to A and go back to 3.
This algorithm is greedy, this implies that while it should find a good list of predictors,
it may not be the best one. Finding the absolute best set of predictors would require to
check all possible combinations, and that would take a lot of time to compute.
4.3 Model setting
The only model which needs to be tuned is the SVM.
As we explained in section 2.4.5 SVM has some parameters we can modify. To find what
the best gamma and cost are we defined ranges for both of these and tried all possible
combinations with the training data. An example of the resulting grid can be seen in
fig. 4.4. The ranges used were:
Gamma: 10−3, 10−2, ..., 105
Cost: 2−1, 20, ..., 25
These ranges are loosely based from [15, pg. 5]. After trying them, we plotted the results
Figure 4.4: Tuning SVM paramaters.
onto fig. 4.4 to see if the ranges chosen were enough to encompass the maximum. And
as the graph seemed pretty well behaved (without spikes) and the maximum point was
somewhere with low gamma, low cost, we decided the range used was good enough. We
will tune the SVM with lots of different data, so we can not ensure that we will always
find the maximum, but plotting the results for some of these tunes gave us a better idea
of how much margin we were leaving with these ranges.
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Figure 4.5: Results of the subset selection.
4.4 Results
4.4.1 Predictor analysis
In fig. 4.5 we can see the results of applying forward subset selection to a logistic
model. Green cells mean high ROC AUC while red cells mean low ROC AUC. Full data
can be seen in the appendices. LastBest is the result the model gives without adding any
other predictor at that iteration.
For example, as we can see in fig. 4.5, the first column nmin5 has the highest value, so it is
going to be the first measure added to the model. The next column will feature the model
trained with nmin5 plus that particular row, that is why we do not have more values for
the nmin5 row, as adding a predictor that is already on the model should not change the
resulting value. The set of predictors found with this method is:
{nmin5, pcdist, cdist, nord2, nmin2, nmin3, nord3, wordgram}
We trained a logistic model with the full dataset, and the coefficients found with for-
ward subset selection can be seen in fig.4.6.
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Predictor Coefficient
nmin5 5.4021
pcdist 5.9674
cdist 0.7805
nord2 23.6781
nmin2 -5.8873
nmin3 8.8741
nord3 -18.6682
wordgram -1.2371
Figure 4.6: Coefficients found by subset selection.
These coefficients result in the following formula:
U = −8.1062+ 5.4021 ∗ nmin5+ 5.9674 ∗ pcdist + 0.7805 ∗ cdist + 23.6781 ∗ nord2
−5.8873 ∗ nmin2+ 8.8741 ∗ nmin3− 18.6682 ∗ nord3− 1.2371 ∗ wordgram
p(X) =
eU
1+ eU
There are two things with this formula that catch our attention:
1. There are some negative coefficients.
2. There are multiple variations of the same predictors.
The first one is strange because between the common rules of the predictors described
in section 2.3, there is a rule which says that the predictors give high results to similar
arguments. At first sight this may seem to imply that the predictor is not working well
enough. A negative coefficient means that when the predictor says that the arguments are
similar the model interprets it as if it was saying they are different, but I think there might
be a reason this is happening.
My hypothesis is that the model is using these negative predictors to counterbalance other
predictors, and this ties in with the second problem. If we look closer at the negative pre-
dictors we can see that in the case of nmin2 we have other variations of the same predictor
nmin3 and nmin5, and the same thing happens with nord2 and nord3.
We look further into this when we analyse the relevant predictors.
In the following predictor analysis we use some figures with graphs of isolated predictors
performance on subset selection. The model does not give a proper result until the second
iteration of forward subset selection, so if we add the first step the space between the first
and subsequent results is too big, which results in an almost empty graphic, as it can
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be seen in fig. 4.7. That is why we are going to start the graphs with the model at two
predictors.
Figure 4.7: Example of subset selection graph including the first step.
Cdist
Figure 4.8: Results Cdist on subset selection.
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As we can see in fig. 4.8 Cdist and CdistRep behave pretty similar and that is because
there are not a lot of arguments with repeated clusters. In cases where there are not
repeated arguments both measures give the same result, so the correlation between Cdist
and CdistRep ends up being 0.99. This explains why when we add Cdist to the model,
CdistRep starts underperforming. Cordist is always worse than the other two measures
and it only improves the model when we have two predictors.
From this predictor, the forward subset selection depicted in fig. 4.6 selected Cdist with a
coefficient of 0.7805.
Chargrams
We used this predictor with N = 2, 3, 4, 5, 10 and they are called nminN on the results.
Figure 4.9: Boxplot of chargrams, the line in the middle marks the median, the box in the
middle contains from the first quartile to the third quartile and the circles are outliers.
In boxplot of fig. 4.9 we can observe that as the parameter N increases, the mean decreases.
This makes sense, because while most of the arguments share at least some 2-grams it
is harder to find arguments that share 10-grams. For example, in our data 95% of the
arguments do not share even one 10-gram.
In fig. 4.10 we can not see nmin5 because it was taken as the first predictor. This figure
shows that a lower N gets better results.
From this predictor, the forward subset selection depicted in fig. 4.6 selected nmin5 with
a coefficient of 5.4021, nmin2 with a coefficient of −5.8873 and nmin3 with a coefficient
of 8.8741. What we can see now is that nmin3 is useful because we already have nmin2
in the model, so they are more useful together. This can be seen in fig. 4.10 where nmin3
improves a lot after nmin2 is added to the model. What the model is saying is that the
arguments sharing a lot more 3-grams than 2-grams are probably more similar, but that is
because having a shared 3-gram implies having 2 shared 2-grams. As an example, we can
remove nmin3 and nmin5 from the model and nmin2 will get a positive coefficient.
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Figure 4.10: Results chargrams on subset selection.
Wordgram
We used this predictor with N = 1, 2, 3, 4.
These measures suffer a lot from low results, because while a 74% of the arguments share
at least one word, there are few that share a lot of words in the same order. This means
that the predictors with lower N should work better than the ones with higher N. If we
look at fig. 4.11 we can see this holds true with N = 2, but N = 1 is frequently the worst
of these measures. This is probably due to sharing single words not being a good enough
measure of similarity and having too many false positives.
From this predictor, the forward subset selection depicted in fig. 4.6 selected wordgram2
with a coefficient of −1.2371. As we saw before with chargrams this predictor seems to
overlap with similar predictors such as nmin3.
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Figure 4.11: Results wordgram on subset selection.
OrderedChargrams
We used this predictor with N = 2, 3, 4, 5, 10 and they are called nordN on the results.
We can see in fig. 4.12 that nord2 and nord3 improve the model on some steps, but all the
other ones worsen the model in most cases.
From this predictor, the forward subset selection depicted in fig. 4.6 selected nord2 with
a coefficient of 23.6781 and nord3 with a coefficient of −18.6682. Here we can also see
overlapping, as removing nord2 shifts the nord3 coefficient to positive. These coefficients
may seem really high at first, but as there are few cases of shared ordered grams in each
pair of arguments, the means are pretty low, 0.075 for nord2 and 0.030 for nord3.
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Figure 4.12: Results nord on subset selection.
PCDist
Figure 4.13: Histogram PCDist.
We used this predictor with f q = 0.02, which generated the distribution found in
fig. 4.14 where most of the arguments are connected but only some are really close to-
gether.
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Figure 4.14: Results pcdist on subset selection.
In fig. 4.14 we can see that pcdistS is not a good predictor, as it is probably too simple and
it generalizes too much.
From this predictor, the forward subset selection depicted in fig. 4.6 selected pcdist with
a coefficient of 5.974.
PDist
We can see in fig. 4.15 that these predictors did not work well, as they almost always
worsen the model significantly. It is the only predictor which did not make it into the final
model. This may probably be because the Part of Speech of an argument does not have
enough information about the similarity of the contents, or because this predictor did not
manage to extract it.
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Figure 4.15: Results pdist on subset selection.
Conclusions
These analysis were quite useful as we could easily understand and extract conclusions
about how these predictors were working, seeing how and why they were underperform-
ing and modifying the relevant predictors. As we saw in these last sections, we could not
fix all the problems, so there are still some predictors that overlap and some that do not
work well enough.
Despite these problems, at least one measure of each predictor except PDist made it into
the final chosen subset.
4.4.2 Empirical results
Once we had the predictors analysed and improved, we tried different models to detect
positive cases (pairs of similar arguments).
We visualized the data with Principal Component Analysis (henceforth PCA) and the help
of ggbiplot package which can be found on [17], to try to find some special properties.
This plot can be seen with the predictors found with subset selection in fig. 4.16.
PCA is a dimensionality reduction method that flattens the data to the two dimensions
with more variance, this is helpful to visualize the data, and search for patterns.
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Figure 4.16: PCA with a subset of predictors where the pairs of similar arguments are
marked in blue, the pairs of different arguments are marked in red.
Since the PCA does not seem to give us any clear pattern, we can proceed by training
each model shown in section 2.4 and compare them together.
Figure 4.17: ROC AUC Comparison between models.
We added two extra models to the comparison to get a better sense of scale:
Random: A luck based model, in which we decide if a pair of arguments are sim-
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ilar or not through a random process. This just works as a lower bound for our
comparison.
LSI: Latent Semantic Indexing, a widely used method of calculating semantic sim-
ilarity between two sentences implemented with the help of [16]. This is not a
specialized method of finding similarity on arguments, it is designed to work on the
general case. As we were not able to find other specialized measures for arguments,
this is the model we are competing with.
In fig. 4.17 we compare how the models stand against each other. We can see that the
model that gives the best results is a random forest, closely followed by logistic regression.
In this case I think there are two valid models, random forest gives a slightly better result,
but the logistic regression model is also valuable as it has a result almost as good as the
random forest, and is way easier to implement. Also these two methods behave differently
as it can be seen by comparing the ROC Curves in fig. 4.18.
Figure 4.18: ROC Curve logistic regression in black and ROC Curve random forest in red.
4.5 Conclusions
The goals at the beginning of this chapter were:
• Get a highly interpretable model that allows us to improve and choose our predic-
tors.
• Find a model that gives accurate results.
To accomplish these goals we:
1. Decided on ROC AUC as a measure of quality.
2. Chose 10 Fold crossvalidation as a validation model.
3. Used forward subset selection to get a set of good predictors.
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4. Analysed how each predictor performed.
5. Trained various models such as Logistic, Lda, Random Forest, SVM, etc.
From the results we obtained we can see that the models with best ROC AUC were Ran-
dom Forest and Logistic regression with a ROC AUC of 0.884 and 0.882 respectively.
To be applied to on-line discussions the most adequate model may be the logistic re-
gression model even though the random forest may have a slightly larger ROC AUC. The
logistic regression model is faster, thus allowing the web page to check if there are re-
peated arguments and giving the user feedback before an argument is posted. This way
the user might not post the argument and we can avoid having to merge it later. Also if we
look closely at fig. 4.18 we can see that at lower thresholds it has less false positives than
the random forest. This would be useful on huge debates where abundant false positives
may become a problem.
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Chapter 5
Conclusions
5.1 Conclusions
This project is born from the desire to facilitate large scale on-line discussions. We
tackled this challenge by working towards alleviating the amount of work on the moder-
ators and the users, caused by repeated arguments.
To do so, we started by analysing and defining the properties of our problem. Then, we
designed some predictors that took advantage of those properties. The next step was
procuring a corpus to test these predictors on, this proved to be quite a hard task. As we
could not get the exact corpus we needed, we resorted to modifying an already existing
corpus to fit our needs.
Once we had a corpus to use the predictors on, we needed some way to analyse how
they were working. To do that, we used a highly interpretable model that helped us de-
termine how each predictor was working and, more importantly, when it was not.
Once we had our predictors finely tuned, we used them as features for a wide array of
machine learning models, and determined which models were the best suited for the task
at hand.
The result of this work is a logistic regression model using the set of predictors {nmin5,
pcdist, cdist, nord2, nmin2, nmin3, nord3, wordgram} defined in sections 2.3 and 3.1. This
model has a ROC AUC of 0.88 so it is capable of finding similar arguments in a norm argu-
ment map better than a non-specialized solution as the LSI model which has a ROC AUC
of 0.73. It should be noted that this method only works well for a norm argument map
or other environments sharing the properties defined in section 2.1.1, (Positive/negative,
Self Contained, Argument Structure, Directional similarity).
5.2 Future Work
- Ratings Predictor
One of the predictors we wanted to add was a predictor that took into account
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how and who rated each argument. As the web stores how each user rated each
argument, we can find similar users and use that as another predictor.
The general idea is that having two similar users A and B, and two arguments c and
d, where user A has rated c with a high rating and user B rated d with a high rating,
arguments c and d might be similar.
We planned to do this, but we could not find a corpus that included user ratings. If
there was ever a larger web test, this predictor could be looked into.
- Collaboration Predictor
As the web may have a lot of users browsing the arguments, allowing these users
to mark arguments they think are similar seems like a good way to find similar
arguments that we may not find otherwise. This is a dangerous measure though, as
it could be exploited to add false positives. To avoid being exploited, this measure
should probably take into account some kind of user "reputation" based on previous
user behaviour, and how this user rates the arguments he marks as similar.
- Neural Network
We would have also liked to try a deep neural network, but we feared we were
unable to gather a corpus large enough to allow it to perform better than the models
we already had.
- Pre-process Arguments
One of the ventures we did not have time to explore was to apply more preprocessing
to the arguments before extracting the predictors from them. This could be applied
to solving one of the largest source of false positives, idioms. Due to their nature,
idioms are hard to eliminate and make predictors based on character similarity give
really high values. Removing some of the most common idioms while keeping the
content words intact, might be a good way to improve performance.
- User Test
A minor user test was performed in this work, but the main focus was to test another
subsystem. A bigger user test in which argument similarity is already implemented
should be done to assess how well this method works on a user environment. It
is also important to check how the users perceive this system, as a user that has
a lot of his arguments merged with others may get upset, and think that the sys-
tem is targeting him. This test would also be useful to perceive the feelings of the
moderators.
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