It is well-known that the transition function of the Ornstein-Uhlenbeck process solves the Fokker-Planck equation. This standard setting has been recently generalized in different directions, for example, by considering the so-called α-stable driven OrnsteinUhlenbeck, or by time-changing the original process with an inverse stable subordinator. In both cases, the corresponding partial differential equations involve fractional derivatives (of Riesz and Riemann-Liouville types, respectively) and the solution is not Gaussian. We consider here a new model, which cannot be expressed by a random time-change of the original process: we start by a Fokker-Planck equation (in Fourier space) with the time-derivative replaced by a new fractional differential operator. The resulting process is Gaussian and, in the stationary case, exhibits a long-range dependence. Moreover, we consider further extensions, by means of the so-called convolution-type derivative.
Introduction and notation
The Ornstein-Uhlenbeck process has been widely studied and applied in many different fields, mainly in finance and physics. Indeed, its mean-reverting property is useful, in particular, in the financial data description, since many economic quantities (such as interest rates) appear to be pulled back to some average value, in the long term period. Moreover, it is Gaussian, Markovian and has a stationary version, which is the only nontrivial process satisfying all the previous conditions.
It is well-known that the density of the Ornstein-Uhlenbeck (hereafter OU) process satisfies the so-called Fokker-Planck (FP) equation, i.e. ∂ ∂t u(x, t) = η ∂ ∂x [xu(x, t)] + D ∂ 2 ∂x 2 u(x, t), x ∈ R, t ≥ 0, D, η > 0, (1.1) with the initial condition u(x, 0) = δ(x) and the boundary condition lim |x|→+∞ xu(x, t) = 0, for any t ≥ 0. Fractional extensions of the previous equation have been proposed by many authors, in different directions: in particular, when a fractional Riemann-Liouville derivative (with respect to time) is introduced in the right-hand side, an anomalous diffusion is obtained, which can be described as a random time-change of the OU process by means of the inverse of an independent stable subordinator (see [13] , [14] and [5] ). In [9] this model is compared to the OU process driven by the α-stable Lévy motion (which is governed by equation (1.1) with the second order derivative replaced by the Riesz fractional derivative).
The class of time-fractional Pearson diffusions have also been studied in [12] and the fractional OU process is treated there as a particular case. All these models are nonMarkovian, as described in [18] and non-Gaussian. Other non-Gaussian OU-type processes have been obtained by applying the Lamperti transform to the fractional Brownian motion (see [3] ) and they are proved to display short-range dependence when the Hurst parameter H is greater than 1/2 (on the contrary to that obtained from the Langevin equation with fractional noise). Also the extension of OU defined in [10] , by the Doob's transform of fractional Brownian motion, has covariance function decaying exponentially for all values of H. Finally, we recall that fractional diffusion equations with logarithmic-type differential operators have been studied in [2] and, as in the cases cited above, a random time change (or subordination) is proved to hold for the corresponding process.
We present here different models, alternative to all those described above, which generalize the OU process in a fractional (and non-fractional) sense, but preserve the Gaussianity of its distribution. Moreover, as we will see, in this case no random time change is entailed by the introduction of the fractional operator.
The first model is called time-changed OU, since we prove that introducing, in the Fourier transform of (1.1), a fractional operator entails a deterministic time-change in the original process, expressed in terms of the Mittag-Leffler function. Hence the process is still mean-reverting, Gaussian and Markovian, even though, in the limit (for t → ∞), it does not converge to its stationary counterpart (as in the standard case), but to a random walk. In order to correct this anomalous asymptotic behavior, we define a second fractional OU process, whose (Gaussian) one-dimensional density satisfies the same fractional FokkerPlanck equation, but is not Markovian and possesses a stationary counterpart, in the limit. We show that it presents long-range dependence, both in the covariance and in the spectral density sense. We remark that, in all these cases, when the fractional parameter tends to one, we recover the classical OU model.
As a motivation of the results described above, we show that the solution of the fractional Fokker-Planck equation coincides with the one-dimensional distribution of the limiting process obtained from a Poisson shot-noise, with power-law decaying response function, when the frequency of the shocks increases and their amplitude tends to zero.
Further extensions of the previous results are obtained by generalizing the fractional operator adopted, by means of the convolution-type derivative (see [5] and [25] among the others).
We now introduce some useful definitions and notation. First of all, let f : R → R be an integrable function belonging to the Schwartz space S(R) of rapidly decreasing functions; then we denote by F(f ; ξ) := +∞ −∞ e iξx f (x)dx = f (ξ) the Fourier transform and by F −1 (f ; x) := 
is the Caputo fractional derivative of order α (see [11] , p.92). We define the following fractional operator. 
where D α x is the Caputo fractional derivative of order α.
It is easy to check that, for α = 1, the operator defined in (1.3) coincides with the first-order derivative, i.e.
The previous definition can be generalized by considering the convolution-type derivative (see [25] ), which is defined by means of the subordinators' theory. Let g : (0, +∞) → R be a Bernstein function, i.e. let g be non-negative, infinitely differentiable and such that, for any x ∈ (0, +∞),
A function g is a Bernstein function if and only if it admits the following representation
where ν is the Lévy measure and (a, b, ν) is called the Lévy triplet of g. Then a subordinator is the stochastic process with non-decreasing paths
Let moreover L g (t), t ≥ 0, be its inverse, i.e.
and l g (x, t) = Pr {L g (t) ∈ dx} be its transition density. We recall the definition of the convolution-type derivative on the positive half-axes, in the sense of Caputo (see [25] , Def.2.4, for b = 0) :
where ν is the tail of the Lévy measure ν, i.e. ν(s)ds = a + ν(s, ∞)ds. For g(s) = s α with α ∈ (0, 1), the process A g coincides with the α-stable subordinator with Ee −sA g (t) = e −s α t (whose Lévy measure is ν(s) = s −α−1 /Γ(m − α)) and formula (1.5) reduces to the Caputo derivative (1.2), for m = 1. The Laplace transform of D g t is given by
(see [25] , Lemma 2.5).
Let E β,γ (x) denote the generalized Mittag-Leffler function defined as
(see [7] ), then we recall the well-known formula of its Laplace transform (see [11] , formula (1.9.13), for ρ = 1), i.e. 8) with Re (β) , Re (γ) > 0, A ∈ R and s > |A| 1/ Re(β) .
We recall also the well-known (power-law) asymptotic behavior of the Mittag-Leffler function (see [11] , formula (1.8.11)), for |z| → +∞, i.e. 9) which holds for 0 < β < 2, µ ≤ arg(z) ≤ π, where πβ/2 < µ < min{π, πβ}. We will also make use of the property of the function (1.7) of being completely monotone (CM), which is proved in [24] , for a negative argument and β ∈ (0, 1], γ ≥ β. By definition, a function f (x) is CM if and only if it is infinitely differentiable and (−1)
(1.10) with z = 0, m, n, p, q ∈ N 0 , for 1 ≤ m ≤ q, 0 ≤ n ≤ p, a j , b j ∈ R, A j , B j ∈ R + , for i = 1, ..., p, j = 1, ..., q and L is a contour such that the following condition is satisfied
Preliminary results
As a preliminary result, we consider the fractional diffusion equation obtained by replacing the time derivative with the pseudo-differential operator L α t defined in Def.1 in the standard heat equation (in the Fourier space), i.e.
Lemma 2 Let L α t be the operator defined in Def.1, then the solution to the following equation
is given by the characteristic function of a standard Brownian motion W .
Proof. By considering (1.3), we get from (2.1) that
with log u(ξ, 0) = 0. Then we take the Laplace transform and obtain, by taking into account formula (2.4.62) in [11] (with the initial condition),
and then
We remark that the introduction of the operator L α t entails a deterministic time change in the corresponding process, contrary to what happens when substituting the time-derivative with the Caputo (or the Riemann-Liouville) fractional derivative. In the latter case, a random time-change is produced, by means of an independent inverse stable subordinator and an anomalous diffusion is obtained (see, e.g., [17] , p.42).
In this case, since the function T α (·) : R + → R + is continuous, increasing and such that T α (0) = 0, as a consequence, W α (t) is an additive process (see [4] , p. 469 and [23] , p.3), i.e. the Brownian motion (which is a Lévy process) looses the stationarity of its increments, by effect of the time-change, but the latter are still independent. Indeed, we get, for 0 ≤ t 1 ≤ t 2 ,
unless α = 1. Finally, we notice that W α is a self-similar process with Hurst exponent equal to α/2, since, for any c > 0,
As a motivation for our analysis, we consider now the following Poisson shot-noise process and study its asymptotic behavior.
Definition 3 (Power-law shot-noise) Let {N (t), t ≥ 0} be an homogeneous Poisson process, with rate λ > 0, and let T j be the occurring time of its j-th event, for j = 1, 2, ..., then
3)
, is a generalized shot-noise process with joint cumulant generating function
where θ := (θ 1 , ..., θ k ) and t := (t 1 , .., t k ), for any k ∈ N.
By applying formula (1.9), we can see that h(u) ≃ ku
, for u → ∞ and for a constant k > 0. Moreover the function h is decreasing, since both terms under square root in its expression are CM, for α ∈ (0, 1], and thus the same is true for their product; the square root does not affect the decreasing behavior.
Therefore the previous model is well suited to the case where the values of the shocks (occurring at Poisson times) decrease in time with a power law (thus slower than in the, usual, exponential case). The generating function (2.4) is obtained by considering formula (16.85) in [21] , p.632, for h(·) given above. We now study the limiting behavior of S α := {S α (t), t ≥ 0}, after centering (2.3) (subtracting its mean µ n ) and by a proper rescaling of the amplitude of the shocks and their frequency.
Lemma 4 Let {N n (t), t ≥ 0} be an homogeneous Poisson process, with rate λ = nλ 0 , for λ 0 > 0, and let h(u) =
for n ∈ N, some ξ 0 > 0. Under these assumptions, the process
converges weakly, for n → +∞, to a Gaussian process U α := {U α (t), t ≥ 0} with joint cumulant generating function log Ee
Proof. The convergence of the finite dimensional distributions can be easily derived, following [21] , p.633, by the Taylor's series expansion of (2.4). See also [20] and [8] . Then we prove tightness of the sequence, by proving the following sufficient conditions (see [22] , p.516):
for any n ≥ n 0 , ε > 0 and for some n 0 , A,
for s < t and for some δ ∈ (0, 1). The first condition is trivially satisfied since the process starts a.s. from zero. The check that condition (2.7) holds is carried out by applying the Doob submartingale's inequality (see [22] , p.52), i.e.
for p ≥ 1 and for a positive submartingale X t . We choose p = 4 and show that the difference process in (2.7) is a positive submartingale, since its fourth moment is increasing in t, for fixed t − s. Indeed, we can write (by denoting h 0 (·) the centered addends)
where U * α,n is a new, centered, shot-noise (starting from s and evaluated in t), which depends only on the Poisson events in (0, t − s) and is independent of
thanks to the lack of memory property of the Poisson process. Thus we get, by putting ρ := t − s,
evaluate the moments of W α,n (s; ρ), by its cumulant generating function:
where, in the second line, we have considered the uniform conditional distribution of the occurring time for each Poisson event and their independence. Then, by denoting as κ j the j-th cumulant of W α,n (s; ρ) and differentiating (2.9), we get
(2.10) and
(by considering that the first cumulant vanishes). We now take the sup of (2.8), for ρ ≤ δ:
All the terms are positive and increasing in ρ, for fixed s, as can be checked in (2.10) and (2.11), by considering also that
and that h 0 (·) is positive. Thus we get that
(2.12) In order to study the limit for s → ∞, of (2.12), we note that, for x, ρ > 0,
for some k > 0 and β > 3 2 . Indeed, by ignoring the expected value, we have that
.
Whence, using (1.9),
The second integral can be bounded by considering that, for any c > 0 and u ∈ [0, c],
The first moments of the limiting process U α can be evaluated by differentiating (2.6) and reads: EU α (t) = 0 and
by considering that
The previous Lemma shows that the distribution of a suitably normalized sequence of Poisson shot-noise (with power-law impulse response function described by h 0 ) converges, when the frequency of shocks is large and their amplitude small, to a generalized version of the OU process. Indeed, for ξ 0 = 0, one obtains the following one-dimensional distribution f Uα(t) (x) : = P {U α (t) ∈ dx}/dx (2.16)
, for x ∈ R, t > 0, γ, θ > 0. Note that, as far as the convergence of the finite-dimensional distributions is concerned, ξ 0 could be allowed to take any fixed non-negative value ξ 0 ∈ R + 0 ; however the proof of tightness requires the slightly stronger condition ξ 0 > 0.
3 Main results
Time-changed Ornstein-Uhlenbeck process
We start by evaluating the solution of a fractional version of the Fokker-Planck equation (in the Fourier space), defined by means of the operator introduced above.
Theorem 5 Let L α t be the operator defined in Def.1, then the solution of the following equation
1) with initial condition u(ξ, 0) = 1, is given by
Proof. We start by writing the Fourier transform of the FP equation, given in (1.1), i.e.
= η e iξx xu(x, t)
which, with η = γ/2 1−α and D = θ/2 1−α , coincides with the r.h.s. of (3.1), by considering the boundary condition.
Since the Mittag-Leffler function (1.7) is the eigenfunction of the Caputo fractional derivative (1.2) (see Lemma 2.23, p.98, in [11] ), we get from (3.2), that
and thus
which coincides with (3.1). The initial condition is verified since E α,1 (0) = 1.
Remark 6 Formula (3.2) coincides with the characteristic function of the process U α (t) obtained, in the previous section, by taking the limit of the power-law Poisson shot-noise defined in Def. 3. Moreover, for α = 1, it reduces to the characteristic function of the OU process (with starting point in the origin), i.e.
Similarly to the result obtained in Lemma 2, it is easy to check that the solution of (3.1) coincides with the characteristic function of the OU process time-changed by means of the continuous and increasing function
such that T α (0) = 0. Therefore we define the time-changed OU process, by means of (3.3), as follows.
Definition 7 (Time-changed OU process) Let X 1 := {X 1 (t), t ≥ 0} denote the standard OU process, then X α = {X α (t), t ≥ 0}, where X α (t) = X 1 (T α (t)), for T α (·) given in (3.3) is a Gaussian process with EX α (t) = 0, and, for any t, s ≥ 0, γ > 0, α ∈ (0, 1]
Formula (3.4) can be checked as follows
for s < t and thus for T α (s) < T α (t), by recalling that the Mittag-Leffler function E α,1 (x) is completely monotone, for α ∈ (0, 1), on the real negative semi-axis. Analogously, for s ≥ t. We can easily obtain the following representation of X α in terms of a scaled Brownian motion, by applying again the time change (3.3) to the well known representation of the standard OU process:
Moreover, it follows from (3.4) that the process is Markovian, for any α, since
where ρ Xα (·, ·) denotes the autocorrelation coefficient. On the other hand, in this case, by considering formula (1.9), we get, for any τ ≥ 0,
Thus the process X α asymptotically behaves as a random walk. Moreover it does not coincide, in the limit, with the stationary OU process (which we denote by X 1 ) timechanged by (3.3), i.e. with X α (t) = X 1 (T α (t)), for T α (·) given in (3.3) . Indeed the latter is a Gaussian (non-stationary) process with EX α (t) = 0, and
for any t, s ≥ 0, γ > 0, α ∈ (0, 1]. Formula (3.5) is obtained as follows: for t > s
Fractional OU process
In order to overcome the anomalous asymptotic behavior of the previous model, we start by defining the fractional Ornstein-Uhlenbeck process in the stationary case, by means of the following preliminary result.
Lemma 8 The function
is positive definite.
Proof. We apply the Schoenberg's characterization: let ϕ : [0, +∞) → R be a continuous function, then Φ(·) = ϕ( · 2 ) is positive definite and radial on R d , for any d, if and only if ϕ(·) is CM on [0, +∞). Then, we note that the complete monotonicity of the MittagLeffler function of negative argument and that the composition of a CM functional and a Bernstein function is again CM (see [15] for details). Since s α/2 is a Bernstein function, the result follows by considering that E α,1 (−γs α/2 ) is CM.
Definition 9 (Fractional stationary OU) Let Y α := Y α (t), t ≥ 0 be a Gaussian process with EY α (t) = 0, for any t ≥ 0 and
for any s ∈ R, γ > 0, α ∈ (0, 1].
Remark 10 Long-range dependent processes with autocorrelation function decaying as a Mittag-Leffler are obtained in [1] , by superposition of OU processes.
Then, for the spectral density of the fractional stationary OU defined above, we prove the following result.
Lemma 11
The spectral density of the process Y α is given by
where H m,n p,q is the H-function defined in (1.10). Then its spectral representation reads
Proof. From (3.6) we can write, for any t ≥ 0 and ω ∈ R,
In order to evaluate the previous cosine transform, we apply formula (2.50), for ρ = 1, of [16] , i.e.
It is easy to check that the corresponding conditions are all satisfied, since 1+α
, which coincides with (3.7), by applying formula (1.12..45) in [11] , for σ = −1/α. The existence condition in [16] is satisfied, for any ω = 0, by (3.7), since α = α/2 > 0, by choosing the contour L = L iγ∞ , since in this case µ = q j=1 B j − p j=1 A j = 0 (see Theorem 1.1, case 7, in [16] ). Finally, the function (3.7) is positive, since (3.6) is positive definite, by the Bochner's theorem. The representation (3.8) easily follows.
Remark 12
We can check that in the special case α = 1 formula (3.7) reduces to the well-known spectral density of the OU process:
for ω ∈ R.
In order to derive the dependence properties of the process Y α we apply Theorem 1.2, p.19, in [16] : the asymptotic behavior, for |ω| → 0, of the spectral density (3.10) is then given by
since c = min [1/α, 1] = 1. As a consequence, we can conclude that the process Y α exhibits long-range dependence under the assumption that α ∈ (0, 1), while for α = 1 we have
for any a ∈ (0, 1), as it is well-known in the standard OU case. The same conclusion could be drawn form the covariance function (3.6), taking into account (1.9), so that r(s) ∼ C α s −α , for some constant C α and s → +∞. Thus the process is long-memory of order 1 − α, both in the covariance and in the spectral density sense.
We prove the following properties for the trajectories of the fractional stationary OU process.
Theorem 13 There exists a version of Y α with continuous trajectories and the latter are not differentiable in the L 2 -norm. Proof. In order to apply the Kolmogorov continuity theorem, we only need to check that there exist p, η > 1, such that, for a constant c and for any t 1 , t 2 ∈ I, the following inequality holds:
Let ⌈x⌉ denote the upper integer part of x ∈ R, then, by choosing p = ⌈2/α⌉, η = αp 2 > 1, the previous inequality is verified; indeed
and the function is completely monotone and non-increasing (see [6] , Sec. 4.10.2). Moreover we have that
for t 2 → t 1 and α ∈ (0, 1], by considering that lim x→0 E α,α+1 (−x α ) = 1/Γ(α + 1).
Alternatively, we could notice that the covariance function can be expanded as follows:
We can now define a non-stationary version of the fractional OU process, whose density function coincides with the solution of the fractional Fokker-Planck equation (3.1), in Fourier space. We start by the following preliminary result.
Lemma 14 The function
Proof. Similarly to Lemma 2, the result follows by proving that E α,1 (−γs α/2 ) is CM. But, as can be checked directly, by differentiating, if f (t) is a CM function, then the same is true for f (t).
Definition 15 (Fractional OU) Let (Ω, F, F t , P ) be a probability space with filtration F t and let Y α := {Y α (t), t ≥ 0} be defined as follows
where Y α (t), Z is a Gaussian centered random vector with covariance matrix
for any t ≥ 0.Then Y α is a centered Gaussian process, with
for s, t ≥ 0, α ∈ (0, 1], and θ, γ > 0.
Since Y α is a zero-mean Gaussian process, its finite-dimensional distributions are completely characterized by its autocovariance function.
The variance of the process reads
which is positive since E α,1 (−x α ) ≤ 1, for x ≥ 0. Thus, the one-dimensional density of the process Y α coincides with the solution to the fractional FP equation (3.1) and its characteristic function is given in (3.2). By considering (1.9), we notice that the process Y α is a mean reverting process, for any α, since lim t→∞ V arY α (t) = θ/γ.
Moreover from (3.12) it is evident that the process is non-Markovian for α = 1, since
for s, h, t ≥ 0. Only for α = 1, the sufficient condition for the Markov property (in the Gaussian case) is verified: indeed the process Y 1 coincides with the standard OU process, since
Thus, for α = 1, the process must also have dependent increments, otherwise the Markovian property would follow from Gaussianity.
Theorem 16
The cumulant generating function C Yα (η, t) := log Ee ηYα(t) of Y α , i.e.
satisfies the following fractional equation 14) with u(η, 0) = 0.
e −st f (t)dt denote the Laplace transform of f (·). By considering the well-known formula (see [11] , Lemma 2.24)
the Laplace transform of (3.14) reads
Then, by the initial condition, we get
which, by means of (1.8), gives
which, after some algebra, coincides with (3.13). The latter satisfies the initial conditions since E α,1 (0) = 1.
Remark 17
We notice that a similar result holds for the moment generating function of the time-changed Brownian motion (time-fractional diffusion), i.e. W (L α (t)), where W denotes a standard Brownian motion and L α the inverse of an independent α-stable subordinator (see [19] ). Indeed for M(θ, t) := Ee θW (Lα(t)) we have that M(θ, t) = E α,1 ( θ 2 2 t α ).
Further generalizations
In order to generalize the results of section 3.1, we give the following Definition 18 Let u : R + → R be an absolutely continuous function and D g x be the convolution-type derivative defined in (4), then
In the special case g(s) = s α , for α ∈ (0, 1], the derivative (1.5) coincides with the Caputo fractional derivative and thus the operator defined in (4.1) coincides with L α t given in Def.1.
We start by proving the following preliminary result which concerns the transition density of the inverse subordinator: let us denote by A g (t), t ≥ 0, the subordinator with Laplace exponent g(s), i.e. such that
Ee
−sA g (t) = e −g(s)t .
Let moreover L g (t), t ≥ 0, be its inverse, i.e. L g (t) = inf {s > 0 : A g (s) > t} , s, t > 0 and l g (x, t) = Pr {L g (t) ∈ dx} be its transition density.
Lemma 19
The following initial-value problem .
On the other hand, from (4.2), we get, by (1.6) together with the initial condition, which is clearly decreasing, since the quantity inside brackets is positive. Continuity follows from Proposition 3.2 in [25] .
Definition 21 Let (Ω, F, F t , P ) be a probability space with filtration F t and let X g := {X g (t), t ≥ 0} be defined as X(T g (t)), where X is the standard OU process and T g (t) = − 1 2γ log l g (γ, t), then X g is a Gaussian process, with EX g (t) = 0 and Cov (X g (t), X g (s)) = θ γ l g (γ, t ∨ s) l g (γ, t ∧ s) 1 − l g (γ, t ∧ s) , (4.6) for t, s ≥ 0, γ > 0 and for any Bernstein function g.
The process X g is related to the Brownian motion by the following equality in distribution
