ABSTRACT A novel color multi-exposure image fusion approach is proposed to solve the problem of the loss of visual details and vivid colors. The proposed method is based on an image patch that is decomposed into three different independent parts: contrast extraction, structure preservation, and intensity adjustment. For structure preservation and intensity adjustment, which are very important, this paper exploits three weight measurements, i.e., local weight, global weight, and saliency weight. Using those weights, the final fused image is better guided by not only the exposure level of a single image but also the relative exposure level between differently exposed images. Then, the three parts are fused, respectively. The desired patch is reconstructed and fed back to the fused image. Unlike the conventional patch algorithms, the proposed approach preserves more details of the input sequence images due to the three weight maps. Experimental results demonstrate that the proposed approach successfully produces pleasing fused images with better color appearance and more texture details than other existing exposure fusion techniques.
I. INTRODUCTION
Presently, most digital images and imaging devices use 8 bits per channel, thereby limiting the dynamic range of the device to two to three orders of magnitude, while human eyes are able to adapt to light conditions varying by ten orders of magnitude. In other words, natural scenes often contain luminance levels that span a very high dynamic range (HDR), whose visual information may not be fully captured by a typical camera with a fixed exposure setting [1] . An image at a given exposure only captures a certain dynamic range of the scene; at the same time, some regions are invisible due to under-or overexposure [2] . To perfectly present all the details of a realistic scene, one can use digital cameras to shoot a series of images of the same scene with different exposure levels; then, multi-exposure image fusion (MEF) techniques are used to fuse an image reflecting the content of the actual scene. HDR imaging has become popular recently. It combines a set of low dynamic range (LDR) images with varying exposures to form an HDR image with vibrant details and colors [3] . MEF fills the gap between HDR in natural scenes and low LDR pictures captured by typical digital cameras [4] . Multi-exposure image fusion (MEF) provides a cost-effective alternative to bridging the gap between HDR imaging and LDR displays [5] . The purpose of exposure fusion is to acquire the full dynamic range of a scene by blending multiple exposure images into a single high-quality composite image and preserving the detail and texture information as much as possible [6] .
In this paper, we propose a novel color patch-wise MEF approach to solve the problem of the loss of some visual details and vivid colors of [5] . The contribution of the paper is to combine patch decomposition with three weights of local, global and saliency that make a more choice in the part of the fusion patches about of structure preservation and intensity adjustment. The remaining parts of the paper are organized as follows. Section II reviews several existing algorithms and our contributions. Section III presents experimental results and analysis, comparing the proposed algorithm to the traditional MEF algorithms. Several conclusions are summarized in Section IV.
II. RELATED WORK
Since the first introduction of the pyramid technique in 1983 [7] , image fusion has attracted considerable interest from both academia and industry; in particular, multi-exposure image fusion has drawn attention in recent years [5] . Currently, there are three different types of fusion: multi-sensor fusion [8] , [9] (combining information from multi-modality sensors), multi-focus fusion [10] , [11] (extending depth-of-field from multi-focus images), and multi-exposure fusion [12] , [13] (merging details of the same scene revealed under different exposures). Herein, we focus on the latter. Although there are several existing fusion approaches to MEF [4] , [14] , the majority of them are not optimized for individual applications and are only applied to grayscale images [15] . However, our proposed approach is applied to RGB images that could preserve color information better than the grayscale ones. The great majority of MEF algorithms are pixel-level methods of the following form:
where Y (i) is the fused image, and W k (i) and X k (i) represent the weight and intensity values at the ith pixel in the kth exposure image, respectively. Two parts of (1) [18] developed a framework that relies on four ingredients to optimize the perceptual similarity between the rendered image and the original scene, with the high-dimensional space of the rendered image also being computationally expensive. To address the computational cost, the patch decomposition could be considered in our approach. A. Vanmali et al. [19] used the Gauss' equation to implement a low complexity multi-exposure image fusion algorithm; however, some details of texture and color were lost. To achieve a low complexity and preserve the texture information, the paper adopts the saliency weight at patch level; namely, the proposed method optimizes all the weights W k (i). Mertens et al. [17] defined the contrast, color saturation and quality of exposure measures to compute W k (i); the method could achieve a better fusion efficiency; however, some details of brighter and darker areas were lost. As the details have been increasingly important, a detail-enhanced MEF was proposed in [10] on the basis of [17] ; the method could handle dynamic scenes with moving objects. A related work in [13] divided multiexposure images into several non-overlapping patches and obtained those with the highest entropy. Ma et al. [20] proposed one of the first iterative algorithms that alternatively improved the structural fidelity and statistical naturalness of the resulting image; however, the algorithm contained many local optima. Ma et al. [5] proposed a patch-wise approach for MEF; although the method could obtain a significant amount of vivid color information from the input images, the texture information was not obtained perfectly, yet the consistency map for eliminating ghosting artifacts was imprecise. Ma et al. [21] proposed another iterative optimization of MEF, named MEF-SSIM C . The most challenging part of MEF-SSIM C is likely to be the computation of the gradient of the new model in the space of images. Additionally, MEF-SSIM C is more general than the proposed MEF algorithms; however, it only finds local optima. The approach proposed in this paper is based on [5] and [17] , namely, on the structure patch decomposition approach to multi-exposure image fusion (SPD-MEF); the method produces a more visually pleasing fusion result than the methods in [5] and [6] , as shown in Fig. 1 . In contrast to the patch-wise method of Ma et al. [5] , the weight map W k (i) is transformed in the paper. It is well known that the weight map represents the importance of structure preservation and the visual appearance of the fused image at the pixel level. Then, the weight maps are modified at patch level according to the local exposure weight, global exposure weight and saliency exposure weight. Compared to other existing algorithms, this novel patch-wise approach brings many benefits to the fusion process. First, the noise is permitted or negligible. Second, pre-or post-processing steps to improve quality are not needed. Last but not least, the method not only extracts more structure and texture information from an input sequence of multi-exposure images but also preserves color information well.
III. MULTI-EXPOSURE FUSION
The proposed method includes two procedures: weight map calculation and patch decomposition. For the patch decomposition, we can state the form as follows:
Specifically, we first decompose an image patch into three conceptually independent components: contrast 'c', structure 's' and intensity 'l' [5] . Above, K is the number of input multi-exposure images, while the formula is for the kth exposure. X k represents a series of color image patches at the same position of the input sequence of source images. Color image patches signify that every element of the vectors is one of three intensity values in RGB channels of the pixel in the patch. Any patch can be decomposed into these three components, and the process is reversible.
A. CONTRAST EXTRACTION
Let c k denote a mean removed patch; it is formed as c k = ||X k − µ l ||, where µ l is the mean color level value of the patch. Notation ||·|| represents the norm distance between two vectors. In general, the higher c k is, the more information on the visible objects will be contained in the patch. As we need to capture as much information as possible from input multiexposure images, a reasonable approach is to choose the highest contrast values among them. Therefore, the desired contrast of decomposition at patch level is determined as follows:ĉ
B. STRUCTURE PRESERVATION S k is a unit-length vector that depends on
and points in a specific direction in the vector space at each multiexposure level. The desired structure of each final patch is supposed to provide a better representation of the structure of all input multi-exposure source images. The desired structure is determined asŜ
where S(·) is the weight function of structure values that determines the contribution from the structure of input image patches. If we letx be (x k − µ l ),S could be decomposed as follows:
, S represents the contribution from the weight value of each patch. S(·) uses a power weighting function to determine the contribution given by (5) .
1) LOCAL EXPOSURE WEIGHT
E i (x, y) is used to determine whether a pixel in the patches is to be preserved during the fusion process. E i (x, y) represents the pixel at position (x, y) in the ith image. Both underand over-exposure usually reveal some regions, while also making other regions of the image invisible [22] . Therefore, fusion should be performed in the correct regions to increase the image visibility and reduce the visual artifacts. It would be incorrect to directly fuse and enhance these regions in underor over-exposed areas. We use an asymmetric logic function to evaluate the exposure quality [6] , [22] . Our exposure weight is expressed as
where Q(x, y) is the exposure quality assessment that makes the values of the lightest and darkest domains be zero and one, respectively, while making other regions have values between zero and one. I (x, y) refers to the input image. The local exposure weight map E(x, y) is the gray scale of Q(x, y). Parameters a, b and c are used to control the shape of the asymmetric logic function curve [22] . We set a = −3.2, b = −1.3 and c = 0.4 in our approach.
2) GLOBAL EXPOSURE WEIGHT
Most of the previous studies' exposure weights were local weight maps, meaning that the exposure calculation depended only on a single exposure of the input sequence of source images. Hence, it would lose the global relationship among computed exposure levels for images with different exposure levels. Therefore, we consider a global exposure weight to improve the quality of fused images. First, we use the gradient vector to represent the global exposure weight, because the gradient vector in the images is highly stable, indicating that the gradient vector of images is not changed greatly in the multi-exposure images. Second, we calculate the exposure difference from input multi-exposure images with gradient direction values. Finally, we obtain the desired global exposure weight map through the angle between gradient values from images with different exposure levels, as shown in Fig. 2 . Specifically, there are four gradient vectors (Fig. 2(e) ) for windows of images with different exposure levels ( Fig. 1(a) ), and the gradient vectors (Fig. 2(f) ) of the fused images ( Fig. 1(b) ). We observe that the final fused image is vector-composed by different input gradient vectors.
Let A i (x, y), A j (x, y) represent the angle between gradient vectors A i (x, y) and A j (x, y) at position (x, y) in the ith and jth images. The sine vector S ij (x, y) is calculated and smoothed as follows.
where mean(·) denotes the mean filter that is used to smooth S ij (x, y). As the value of S ij (x, y) is small at the range of [0, 1], we use a factor λ to amplify it, and set λ = 100. M i (x, y) and M j (x, y) represent gradient vectors at position (x, y) in ith and jth images, respectively. A threshold function is required to refine T ij (x, y), leading to the desired global exposure weight G j (x, y).
3) SALIENCY EXPOSURE WEIGHT
In the proposed approach, we use the JND model to represent the saliency weight I (x k ). The purpose of I j (x, y) is to select the pixels in multi-exposure images with good color contrast and saturation to represent the pixel at position (x, y) of the final patches in the ith image. JND refers to the maximum distortion that the human visual system (HVS) does not perceive, and defines a perceptual threshold to guide a perceptual image quality measurement task [6] . The JND model helps us represent the HVS sensitivity of observing an image [23] .
We use a nonlinear additive JND model to construct the saliency weight as follows [23] , [24] .
where J t i (x, y) denotes the background luminance masking, and J l i (x, y) means the background texture masking. K l,t (x, y) varies from zero to one, accounting for the overlapping effect in masking [20] .
The relationship between J l i (x, y) and the average background luminance is modeled by a root equation for low background luminance (under 127), while the other parts (over 127) are approximated by a linear function, as shown in (10) [20] . B(i, j) is a low-pass filter,
This is the texture masking that usually is determined by the local spatial gradient, where ⊗ is a convolution operator. g k (x, y) denotes the high-pass filter in the kth direction, 
C. INTENSITY ADJUSTMENT
The mean intensity of the patch is determined as follows:
where L(·) is the weighting function of intensity. Let µ k be the global mean intensity value of a color image. L(·) determines the quality of the exposure of x k in all images X k with different exposure levels. We use a bilateral filter to describe the method.
where similarly to the structure weight function, we also put three components into the weight function L(·). After many experiments, we chose to use the number 0.5 in (13). σ g , σ l control the spreads of the contour along dimensions µ k , l k , respectively [5] .
To better understand the influence of varied intensity during the fusion process, we visualize the weight map of intensity, as shown in Fig. 3 .
The primary distinction among the three pictures is the right region containing the window and the desk. The different colors represent different intensities. Fig. 3 shows that the higher the order is, the higher the intensity. Furthermore, the higher the intensity is, the less visible the image. Hence, we could expect the fused image of [5] to lose some information of the window and the desk, similarly to the fused image of [17] . However, the intensity adjustment of the proposed method made the fused image appear more natural. We will explain the details in the experimental results section.
In the end, we combine three components, contrast, structure and intensity, into a single vector x that is the patch we need. In fact, we extract patches from the source sequence using a moving window with a fixed stride D. The pixels in overlapping patches are averaged to produce the final output. The framework of the proposed approach in this paper is shown in Fig. 4 . 
IV. EXPERIMENTAL RESULTS
In this section, we evaluate performance of the proposed method by using several LDR images. A comparison of the proposed method and several existing methods is shown in Fig. 5, Fig. 6 and Table 2 . Moreover, we test 7 natural scenes with different exposure levels. The tested source sequences of images vary by time of day, and indoor and outdoor setting, as shown in Table 1 . The various approaches are [30] . (c) Gu et al. [28] . (d) Li et al. [29] . (e) The proposed approach (f) Ma et al. [5] . (g) Mertens et al. [25] . (h) Raman and Chaudhuri [26] . (i) Li and Kang [12] . (j) Li et al. [27] .
implemented in Matlab R2016 on a computer with Intel (R) Core (TM) 2 Duo 3.00 GHz CPU and 3 GB of RAM, running Microsoft Windows 7 operating system.
To obtain a better understanding of the influence of different weight maps during the fusion process, we visualize the weight maps and the final fused images from two methods, [31] , [32] .
as shown in Fig. 5, according to the intensity level from the top chart. Then, we explain the meaning of every picture. Fig. 5 (a)-(d) show the weight maps of various input source images obtained with the proposed approach. Fig. 5 (e)-(h) represent those for the approach in [5] . Finally, we examine the fused images with different weight maps during the fusion process: Fig. 6(A) corresponds to the approach of Ma et al. [5] , and Fig. 6 (B) corresponds to the proposed approach. The three weight maps show an important influence on image quality measurements. This is the reason that the proposed method resulted in better color appearance and structure information than other methods. For simplicity, we use the red frame to explain the experimental results in detail, as shown in Fig. 6 . Fig. 6(a) , (c), (e), (g) show the detailed information of the red frame in Fig. 6(A) . Fig. 6(a), (b) give the table texture information, showing that there is more information in Fig. 6(b) ; however, this information is lost in Fig. 6(a) . Fig. 6(c), (d) clearly emphasize the appearance of the grass; Fig. 6(d) shows the grass better than Fig. 6(c) . Fig. 6 (e), (f) represent the trees' information, which Fig. 6(f) shows better than Fig. 6(e) . Fig. 6(g) , (h) show data on the black point at the top window edge; the point is distinctly distorted in Fig. 6(g) .
We compare and show 9 representative methods, including the proposed method and methods of Mertens et al. [25] , Ma et al. [5] , Raman and Chaudhuri [26] , Li et al. [27] , Gu et al. [28] , Piella and Heijmans [30] , Li et al. [29] and Li and Kang [12] , as shown in Table 2 . The quality of the distorted image NIQE is expressed as a distance value with a smaller value indicating better quality. Based on Table 2 , we have several interesting observations. First, the value of the optimal result is shown in bold. It is clear that the proposed method and Gu12 perform better than other algorithms. Second, the numbers of the proposed method range from 2 to 3.5, showing that the fusion result is stable. Therefore, the performance of the final results and stability are excellent. The numerical distributions of the results of Ma et al. [5] , Raman and Chaudhuri [26] are too wide to remain stable.
Li et al. [27] , [29] focus on the detail information, but only consider it for a part of the whole image; hence, the quality assessment of the final fused images is instable. Gu et al. [28] examine in depth the detail enhancement only and neglect color information; they did not preserve the color appearance in fused images. Li and Kang [12] treat RGB channels separately, making it difficult to properly use color information [5] . The treatment of color information by Piella and Heijmans [30] and Raman and Chaudhuri [26] is vague; the appearance of resulting images is not natural. Ma et al. [5] can clearly preserve the structure information consistently with the source sequence. However, compared to the proposed approach, this method lost some information of the images, as shown in Fig. 7 .
V. CONCLUSION AND FUTURE WORK
In this paper, a novel color multi-exposure image fusion (MEF) approach is proposed. In contrast to the existing SPD-MEF algorithms, the proposed fusion algorithm is based on patches decomposition of contrast extraction, structure preservation and intensity adjustment, and can measure the multi-exposure images for preserving both color information and texture structures. A mixed weight function consisting of the local weight, global weight and saliency weight is also present. Visual appearance and detail performance evaluation both demonstrate that the combination of patches decomposition and mixed weight function produces a better result than the existing approaches. Our proposed SPD-MEF approach generates pleasing final fusion images with vivid color and texture details.
In the future, we want to develop MEF based on the proposed approach that can fuse dynamic multi-exposure images and deghost them.
