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Europe Agreements and Trade Balance: 
Evidence form Four New EU Members
* 
 
This paper analyses the trade balance effects of Europe agreements (EA) between the EU-
15 and four new EU members from Central and Eastern Europe (CEEC-4) using both static 
and dynamic panel data approaches. Specifically, the system Generalized Method of 
Moments (GMM, Blundell and Bond, 1998) and recently developed econometric methods 
such as the Correlated Common Estimation Pooled - Hausman-Taylor (CCEPHT, Serlenga 
and Shin, 2007) are applied to analyse the effects of the agreement variable. Our estimation 
results indicate a positive and significant impact of EA on trade flows. However, there is an 
asymmetric impact of the agreement variable on the trade balance, exports and imports 
being affected in different ways, which results in a trade balance deficit in the CEEC-4. 
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1.  Introduction 
Trade  liberalisation  represents  one  of  the  most  important  developments  in  the  world 
economy in the last three decades. Many countries have liberalised their trade regime 
over that period of time, either unilaterally or as part of multilateral initiatives, in the 
pursuit of economic growth, a more efficient allocation of resources, greater competition, 
an  increase  in  capital  accumulation  and  technical  progress.  The  implications  of  trade 
liberalisation  for  the  trade  balance  are  uncertain  because  they  depend  on  its  relative 
impact on export and import growth. The existing empirical literature generally finds a 
positive impact on both imports and exports (Thomas et al., 1991; Soloaga and Winters, 
1999; Santos-Paulino, 2002; Carrère, 2006; Rault et al., 2008; Caporale et al., 2009); only 
a few studies do not (see, e.g., Greenaway and Sapsford, 1994; Jenkins, 1996). Jenkins 
(1996) analyses the impact of trade liberalization on Bolivian manufactured exports and 
finds that the improved export performance is largely the result of a more realistic and 
more stable real exchange rate after 1985, while trade policy reforms had little impact. 
Greenaway and Sapsford (1994) also find limited support for a positive impact of trade 
liberalisation on exports, some possible explanations being the diversity of trade policy 
measures  used  in  their  analysis  as  well  as  the  difficulties  of  dating  the  liberalisation 
episodes.  Other  contributions  examine  the  effects  of  trade  liberalisation  on  the  trade 
balance as a whole (UNCTAD, 1999; Santos-Paulino and Thirlwall, 2004; Wu and Zeng, 
2008; Caporale et al., 2008), and find that liberalisation worsens it by stimulating imports 
more than exports. 
 
In our paper we focus only on the specific case of association agreements between the 
CEEC-4  (i.e.  Hungary,  Poland,  Bulgaria  and  Romania)  and  the  EU-15  (i.e.  Austria, 
Belgium-Luxemburg, Denmark, England, Finland, France, Germany, Greece, Holland, 
Ireland, Italy, Portugal, Spain, Sweden) instead of analysing the impact of all free trade 
agreements on the CEEC-4 trade balance. One of the reasons is that our analysis concerns 
the impact of trade liberalisation in the context of the trade and economic integration of 
these countries into the European Union. These agreements provided the legal framework 
for trade relationships between the candidate countries and the EU-15 and played a key   3 
role for the integration process of the CEEC-4 countries. They involved much more than 
the typical regional trade agreements, namely not only the elimination of trade barriers 
among  members,  but  also  their  harmonisation  vis-à-vis  third  countries  and,  more 
importantly,  the  harmonisation  of  domestic  sectoral  policies,  the  eventual  aim  being 
economic integration into the EU. In fact, after the signature of the FTAs the EU-15 have 
rapidly become the main partner of the CEEC-4 countries, approximately 60% of their 
trade being with their EU partners. Therefore, trade flows between the CEEC-4 and the 
EU-15 account to a large extent for trade balance adjustments in these countries. 
 
Our econometric analysis tries to determine the effects of association agreements on trade 
flows  and  on  the  trade  balance.  We  are  particularly  interested  in  the  symmetric  or 
asymmetric nature of their effects on the two components of trade (exports and imports) 
and  their  implications  for  the  trade  balance.  Specifically,  we  analyse  the  impact  of 
association agreements in two different and complementary ways, namely by estimating 
first the effects on imports and exports separately in order to compare their elasticities 
and to see whether trade liberalisation has affected import or export growth more, and 
then the effects on the trade balance as a whole. For this purpose, we select two CEEC 
countries  which  belong  to  the  first  accession  wave  (Hungary  and  Poland)  and  two 
belonging  to  the  second  one  (Bulgaria  and  Romania).  Each  of  these  two  groups  of 
countries has similar macroeconomic indicators and political structure.
5 The countries 
belonging to the first wave signed the association agreements with the EU in 1991 and 
have since become important trade partners of the EU-15 in terms of trade volume. 
 
In our analysis we use the Generalized Method of Moments (GMM, Blundell and Bond, 
1998)  and  recently  developed  econometric  methods  such  as  the  Correlated  Common 
Estimation Pooled - Hausman-Taylor (CCEP-HT, Serlenga and Shin, 2007). The former, 
provides solutions to the problems of simultaneity bias, reverse causality and omitted 
variables. Besides, it allows the researcher to control for individual specific effects and 
time  effects,  as  well  as  to  overcome  the  endogeneity  bias.  The  CCEP-HT  method 
                                                 
5 A larger sample including all countries from Central and Eastern Europe will be analysed in future 
research.   4 
combines the Correlated Common Effects Pooled (CCEP) estimator proposed by Pesaran 
(2006) with the Hausman-Taylor (HT) instrument variable approach and is suitable to 
estimate consistently a gravity model in heterogeneous panels with common time-specific 
factors.  In  more  detail,  it  allows  for  unobserved  common  time-specific  factors  with 
heterogeneous  responses  across  the  cross-section  units.  Serlenga  and  Shin  (2007) 
performed  a  Monte  Carlo  study  and  found  that  the  small  sample  performance  of  the 
CCEP-HT estimator is far superior to that of the conventional approach using fixed time 
dummies in the presence of unobserved heterogeneous common factor in panels.  Using 
these approaches we provide some new and reliable empirical evidence on the effects of 
free trade agreements in Bulgaria, Hungary, Poland and Romania, countries for which 
these  issues  have  rarely  been  investigated  despite  their  importance  (Caporale  et  al., 
2008), especially in view of the sizable trade deficit they experienced during the period 
1987-2007.  The  model  includes  a  dummy  variable  which  represents  the  association 
agreement  to  estimate  its  impact  on  exports  and  imports  respectively  and  the 
consequences for the trade balance.  
 
The structure of this paper is as follows. Section 2 contains some background information 
on  trade  liberalisation  and  association  agreements.  Section  3  provides  the  theoretical 
framework for our analysis. Section 4 outlines the econometric methodology. Sections 5 
and 6 provide details of the estimated model and the empirical results. Section 7 offers 
some concluding remarks. 
 
2.  Trade liberalisation and association agreements 
Regional trade liberalisation has been particularly successful in Western Europe since the 
1960s. In the 1990s deeper economic integration was sought with a view to a future 
monetary  union.  The  Common  Market  was  achieved  in  1993  by  eliminating  trade, 
administrative and technical barriers and hence transaction costs. In January 1999, with 
the introduction of the euro, it was expected that currency conversion costs and exchange 
rate volatility would also be reduced.  
   5 
Externally, the EU was faced with the economic and political challenge represented by 
the  Eastern  European  countries,  and  aimed  to  provide  a  framework  to  facilitate  their 
gradual  economic  and  political  integration.  After  1990,  the  European  Council  had 
discussed  the  possibility  of  EU  enlargement  to  include  new  member  countries  from 
Central and Eastern Europe. All these countries signed association agreements with the 
EU, which created a free trade area (see Table 1).  
 
 Table 1: Signature and entry into force of Association Agreements 











16 December 1991 
16 December 1991 
1
 February 1993 
4 October 1993 
4 October1993 
8 March 1993 
12 June 1995 
12 June 1995 
12 June 1995 
end of 1995 
1
 February 1994 
1
 February 1994 
1
 February 1995 
1
 February 1995 
1
 February 1995 
1
 February 1995 
1
 February 1996 
1
 February 1996 
1
 February 1996 
1
 June 1996 
Source: European Commission report, 2000. 
 
In 1993, the European Council meeting in Copenhagen gave the CEECs the option of 
joining the EU once they had fulfilled a series of economic and political conditions, i.e. 
the accession criteria. In 1995, the Commission specified the required steps for entry into 
the single market. In July 1997, at a meeting of the European Council in Luxemburg 
accession negotiations were started with six candidates for the first wave of enlargement 
(Cyprus,  Hungary,  Poland,  Czech  Republic,  Slovenia,  and  Estonia),  known  as 
"Luxemburg Group”. In 1999, at a further meeting in Helsinki the European Council 
decided to enter into membership negotiations with the "second wave", also called the 
"Helsinki Group", (Bulgaria, Latvia, Lithuania, Malta, Romania and Slovakia). Finally,   6 
in 2004, ten candidate nations became official members of the EU, which from 2007 has 
comprised 27 members. 
 
The association agreements (later completed by a series of protocols) provided the legal 
framework for trade relationships between the candidate countries and the EU. A time 
schedule  was  specified  for  trade  liberalisation  between  the  signatories,  the  EU 
committing  itself  to  a  faster  reduction  of  trade  barriers  than  the  Central  and  Eastern 
European countries.  
 
International trade theory suggests that the benefits for developing countries from trade 
liberalisation  with  industrialised  countries  are  access  to  a  much  greater  variety  of 
productive inputs and consumer goods, and technical advances incorporated in imports of 
capital  or  intermediate  and  consumption  goods.  In  particular,  the  impact  of  the 
association agreements on trade flows (exports and imports) is usually analysed using a 
gravity model as the theoretical framework (as in the present study). This class of models 
was inspired by Newton’s gravity law. Following the early contributions of Tinbergen 
(1962) and Pöyhönen (1963), “New trade theory” provided theoretical justifications in 
terms  of  imperfect  competition,  increasing  returns  of  scale,  and  transport  costs. 
Linnemann (1966) proposed a gravity model derived from a general equilibrium model 
explaining exports of country i to country j in terms of the interaction of three factors: 
potential supply of exports of country i, potential demand of imports from country j and a 
factor  representing  trade  barriers.  The  model  was  extended  by  Anderson  (1979), 
Bergstrand (1985), Helpman and Krugman (1985). Bergstrand (1989) and Anderson and 
van Wincoop (2003) provide further theoretical underpinnings for the gravity model.  
 
In order to analyse the impact of trade liberalization on trade balance as a whole we use a 
balance of payments framework. There are three main theoretical approaches to balance 
of payments adjustments, known as elasticities, absorption and monetary approaches. We 
briefly review them in the next section. 
 
   7 
3. Theoretical framework  
The elasticities approach emphasises the role of relative prices (domestic versus foreign) 
in balance of payments adjustments and focuses on the effects of changes in exchange 
rates. The essence of this approach is that, in partial equilibrium, a currency devaluation 
can improve the trade balance (Bickerdike, 1920; Robinson, 1947; Metzler, 1948). A 
sufficient condition for a successful devaluation is the Marshall –Lerner condition which 
is  derived  in  a  two-country-two–commodity  model  on  the  assumption  that 
underemployment exists in each country. This condition implies that a real depreciation 
improves the trade balance, starting from a situation of balanced-trade, only if the sum of 
the absolute value of the demand elasticities for exports and imports exceeds unity. The 
trade balance in foreign currency terms can be defined as: 
               
fm fx V V TB - =    (1) 
where: Vfx represents the foreign value of exports; Vfm stands for the foreign value of 
imports; 
      X p     V fx fx = (2) 
              M p     V fm fm =    (3) 
X, M are the quantities of exports and imports; px, pm are foreign export price and foreign 
import price  
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As mentioned above, the condition for a devaluation to improve the trade balance is:  
 





h h                 (8) 
The  elasticities  approach  was  criticised  for  not  taking  into  consideration  the  various 
multiplier effects and because it is a partial equilibrium analysis. 
 
The  absorption  approach  states  that  any  improvement  in  the  balance  of  payments 
requires an increase in income over total domestic expenditure (Meade, 1951; Alexander, 
1959). Thus, if the devaluation leads to a smaller increase in expenditure (absorption) 
than in income, the trade balance will be improved.  A deficit implies that people spend 
more than their income. The trade balance is defined as: 
              E - Y   TB =  (9) 
where  Y  stands  for  domestic  income  and  E  represents  total  domestic  expenditure 
(absorption).  In contrast to the elasticities approach, the absorption approach is a general 
equilibrium analysis which takes a more macroeconomic view of the balance of payment. 
Nevertheless, it has been criticised for ignoring the inflationary effects of a devaluation 
and capital movements, as well as for being inappropriate for the full employment case. 
  
The monetary approach analyses the balance of payments from the point of view of the 
supply  and  demand  of  money  in  order  to  determine  the  overall  balance  of  payments 
position of the economy (Prais, 1961; Johnson, 1977; Mundell, 1971). This approach is 
based  on  the  deficit  or  excess  demand  for  goods  and  securities  that  can  lead  to  the 
accumulation of money. When there is excess demand for money which is satisfied with 
money from abroad, the trade balance improves. In the case of excess supply of money 
satisfied  by  the  Central  Bank,  the  trade  balance  worsens.  A  reduction  in  the  money 
supply may produce deflation. 
   9 
In what follows we use a trade balance equation which incorporates both the elasticity 
and absorption approaches of the balance of payments. Thus, the trade balance model 
becomes: 
 
h g g g g + + + + = p y z tb 3 2 1 0   (10) 
 
where:  p represents the real exchange rate; z, y are the foreign and domestic income rate.  
In the existing literature, the trade balance is usually modelled as a function of domestic 
income, foreign income, trade liberalisation, the exchange rate, the money supply, the 
fiscal deficit/surplus as a percentage of GDP, productivity, and Foreign Direct Investment 
(see Duasa, 2007, Gagnon, 2007, Tang 2008, Gil-Alana et al., 2008).  In the present case, 
as we focus on the impact of the association agreements on CEEC imports and exports 
and  their  trade  balance  as  a  whole,  the  main  explanatory  variables  of  the  model  are 
income  of  partner  countries,  transport  costs,  real  exchange  rate  and  the  signing  of  a 
Europe agreement. 
 
4.  The Econometric Methodology 
In our analysis we use the CCEP-HT method for the static analysis and the GMM one 
6   
for the dynamic analysis in order to highlight the impact of the Europe Agreements (EA) 
on the trade flows and trade balance between the CEEC-4 and the EU-15.  The CCEP-HT 
is an econometric procedure that yields consistent estimates of the coefficients of models 
such as the gravity model in a panel data context with time-varying and time-invariant 
effects.  Empirical  studies  have  highlighted  the  importance  of  taking  into  account  the 
presence of time specific effects in order to capture business cycle effects as well as other 
common  macroeconomic  shocks  by  introducing  fixed  time  dummies  in  the  panel 
regression (Matyas, 1997; Egger, 2002). These studies used panel data approaches based 
on homogeneous fixed time dummies.  However, the homogeneity assumption is too 
                                                 
6 There are two types of GMM estimators for dynamic panels: (i) The first-differenced GMM estimator 
(Arellano  and  Bond,  1991);  (ii)  The  system  GMM  estimator  (Blundell  and  Bond,  1998).  The  former 
eliminates specific individual effects through first-differencing of a single equation, and then instruments 
the explanatory variables using their lagged values in levels. The latter involves the estimation of a system 
containing both first–differenced and levels equations, where the variables are instrumented by their first 
differences.   10 
restrictive.  Thus,  some  recent  papers  emphasise  the  importance  of  heterogeneous 
unobserved common time effects in order to obtain unbiased results (Phillips and Sul, 
2003; Pesaran, 2006). The CCEP-HT estimator combines the CCEP estimator (Pesaran, 
2006)
7 and the Hausman-Taylor instrumental variable estimation technique and allows 
for  both  observed  and  unobserved  common  factors  with  heterogeneous  individual 
responses.  
 
For our dynamic analysis we use the system GMM (SYS-GMM) method for dynamic 
panels  that  involves  the  estimation  of  a  system  containing  both  first–differenced  and 
levels equations, where the variables are instrumented by their first differences. To test 
the  validity  of  the  lagged  variables  as  instruments,  we  use  the  Sargan  test  of  over-
identification. By construction the error term in first differences is autocorrelated of order 
one, but it should not be autocorrelated of order two. To test this hypothesis, Arellano and 
Bond (1991) recommend using an (AR2) autocorrelation test, where the null hypothesis 
is  the  absence  of  second-order  autocorrelation  in  the  residuals  of  the  equation  in 
differences. A problem that often arises in the application of the difference and system 
GMM is instrument proliferation. Roodman (2009b) reviews its risks and describes the 
techniques for limiting them, suggesting that the instruments be collapsed, as we do. For 
more details on the GMM methods see Roodman (2009a, 2009b) and for CCEP-HT one 
the Appendix. 
 
5. Econometric analysis 
We proceed in two stages. First, we estimate the impact of Europe agreements on the two 
components of trade (exports and imports) using the gravity estimation, which gives a 
first indication of the overall effects on the trade balance. Second, we estimate directly 
the impact on the trade balance. For this purpose, we use as dependent variable the ratio 
of a country’s exports to imports and also the ratio of the trade balance to GDP in order to 
take into account size differences between countries. The empirical model for the trade 
                                                 
7 The CCEP estimator is obtained as the generalized within estimator applied to the panel data regression 
augmented with cross-sectional averages of yit and xit that consistently replace unobserved common time-
specific effects (Serlenga and Shin, 2007).   11 
balance  model  is  based  on  equation  (10)  but  also  includes  additional  variables.  The 
estimated gravity equation and trade balance model are the following: 
 
 
￿  In a static framework: 
( ) ( )
( ) ( ) ijt ij ij it ijt ijt ij
ijt jt it ijt
Llk a CB a PS a EA a RER a Dist a
DGDPT a GDP a GDP a a X Log
e + + + + + +
+ + + + =
9 8 7 6 5 4
3 2 1 0
log log
log log ) log(   ) (
                      (11)      
and 
( ) ( )
( ) ( ) ijt ij ij it ijt ijt ij
ijt jt it ijt
Llk CB PS EA RER Dist
DGDPT GDP GDP M Log
d b b b b b b
b b b b
+ + + + + + +
+ + + + =
9 8 7 6 5 4
3 2 1 0
log log
log log ) log(   ) (
                (12) 
 
￿  In a dynamic framework: 
( ) ( )
( ) ( ) ijt ij ij it ijt ijt ij
ijt jt it ijt ijt
Llk a CB a PS a EA a RER a Dist a
DGDPT a GDP a GDP a X a a X Log
e + + + + + +
+ + + + + = -
10 9 8 7 6 5
4 3 2 1 1 0
log log
log log ) log( ) log(   ) (
   (13)      
and 
( ) ( )
( ) ( ) ijt ij ij it ijt ijt ij
ijt jt it ijt ijt
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b b b b b
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log log
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and 
( )
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              (16) 
where:  
X
ijt and  Mijt denote exports and imports  respectively between countries i and j at time t 
with i ≠ j (millions of dollars); TBijt  stands for the trade balance defined as the ratio of a 
country’s exports to imports; TBijt /GDP represents the ratio of trade balance to GDP; the 
other variables are defined in Table 2.  





Table 2: Variable definitions and their expected signs  
 
Variables  Explanation of variables  Expected 
signs 
α
o / βo  / γo
  intercept   
GDP
it, GDP
jt  Gross Domestic Product of country i and country j in 
Parity Power Purchasing (PPP)  (constant 1995 US$) 
+ 
DGDPT
ijt  difference in GDP per capita in PPP between partners 
- a proxy for economic differences and comparative 
advantage intensity 
+/- 




ijt  difference in real GDP per capita between partners   +/- 
Dist
ij  distance between country i and country j (kilometers)  - 
RER
ijt  real exchange rate (price competitiveness)  +/- 
EA
ijt  dummy variable that is equal to 1 if country i and 
country j have signed a regional agreement, and zero 
otherwise 
+ 
PSit  dummy variable that is equal to 1 if a country has 
political stability, and zero otherwise 
+ 
CBij  dummy variable that is equal to 1 if country i and 
country j have a common border, and zero otherwise 
+ 
Llkij  dummy variable that is equal to 1 if country i and 
country  j are  land-locked, and zero otherwise 
+ 
ε
ijt / δijt / ηijt
  the  disturbance  term,  which  is  assumed  to  be 
normally distributed with a zero mean and a constant 
   13 
variance for all observations and to be uncorrelated.  
On the basis of the well-known Keynesian foreign trade multiplier one would expect only 
imports to be a (positive) function of national income growth. Thus, higher domestic 
income  should  increase  imports  and  affect  negatively  the  trade  balance,  whereas  an 
increase in partners’ income should have a positive effect by stimulating the domestic 
country’s exports.  
 
The hypothesis that devaluation can improve the trade balance is rooted in the Marshall-
Lerner condition (ML) (Marshall, 1923; Lerner, 1944), which states that the absolute 
values  of  the  sum  of  import  and  export  demand  elasticities  must  exceed  unity  for  a 
devaluation to have a positive effect on the trade balance. In this case, there might be a 
negative effect in the short run but there will be an improvement in the long run (this is 
the so-called “J-curve” effect)




P NER RER ´ =      (17) 
where NERjt is the nominal exchange rate and Pi  (j) is the consumer price index.  The 
validity  of  the  ML  condition  is  the  underlying  assumptions  for  those  supporting 
devaluation  as  a  means  to  improve  the  trade  balance.  A  depreciation  of  the  home 
currency  (CEEC-4)  relative  to  the  foreign  currency  (EU-15)  (i.e.,  a  decline  in  RER) 
should lead to higher exports and lower imports for the home country and thus improve 
the trade balance, and consequently RER should have a negative coefficient in the trade 
balance  equation.  As  for  the  impact  of  liberalisation  on  the  trade  balance,  this  is  an 
empirical issue given the ambiguity of theory (Santos-Paulino and Thirlwall, 2004).  
 
                                                 
8 As a devaluation of  the exchange rate  means a decrease (increase) in export (import) prices, export 
(import)  demand  will  increase  (decrease).  The  net  effect  on  the  trade  balance  will  depend  on  price 
elasticities.  If  export  (import)  elasticity  is  high,  export  (import)  demand  will  increase  (decrease) 
proportionately more than the decrease (increase) in prices, and total export (import) revenue will increase 
(decrease). Empirically, it has been found that goods tend to be inelastic in the short run, as it takes time to 
change consumption patterns. Thus, the Marshall-Lerner condition is not met, and a devaluation is likely to 
worsen the trade balance initially. In the long run, consumption will adjust to the new prices, and the trade 
balance will improve. This is known as the J-curve effect.   14 
The data source is the Chelem data base for trade, GDP, GDP/capita, nominal exchange 
rate  and  population;  the  Cepii  data  base  for  geographic  distance,  contiguity  and 
landlocked countries; the Freedom House for political stability and the World Bank – 
World Tables for the consumer index price. The estimation period goes from 1987 to 
2006, i.e. 20 years for a sample including the EU-15 and the CEEC-4. 
 
6.  Estimation results 
This section summarises the results from the estimation of model using the static and 
dynamic analysis. To establish whether the effect on the trade flows is symmetric or 
asymmetric, we estimate separately the effects on exports (Table 3) and imports (Table 
4).  The  association  agreements  appear  to  have  had  a  positive  impact  on  the  two 
components of CEEC-4 trade with the EU-15, but the coefficients are higher for imports 
than for exports, indicating asymmetry and resulting in a trade deficit for the CEEC-4. 
This  conclusion  is  supported  by  the  results  obtained  with  both  estimation  methods 
(CCEP-HT and GMM) even if the positive effect of the association agreement is found to 
be stronger in a static than dynamic framework. These findings are consistent with the 
theory  of  regional  integration:  trade  agreements  facilitate  trade  exchanges  between 
partners.  
 
Moreover, movements of the trade balance over time reveal that imports increase more 
quickly than exports (see Chart 1). Some potential explanations are the lack of product 
competitiveness in the European market, increasing vertical FDI, importing intermediate 
goods necessary for their production process and a greater preference of consumers for 
products from the EU. 
 
Concerning the other variables, all the estimated coefficients are statistically significant 
and have the expected signs, which are consistent with the gravity model: we find a 
positive  effect  on  trade  flows  of  country  size,  economic  distance,  political  stability, 
common  border,  and  association  agreements,  and  a  negative  impact  of  geographical 
distance.  Political  stability  influences  positively  both  exports  and  imports  of  these 
countries with their European partners and increases with the rule of law and democracy.   15 
A  stable  political  environment  is  conducive  to  economic  stability  and  encourages 
countries  to  trade.  By  contrast,  political  and  economic  instability  generates  lack  of 
confidence about the business environment and reduces  trade volumes. The political 
regime is also a non-economic determinant of trade flows. 
 
Geographic distance has the negative expected sign and is an important determinant of 
trade flows between the CEEC-4 and the EU-15. This variable is a proxy for transport 
and transaction costs: the closer partner countries are, the higher their trade flows will be. 
A common border also has a positive influence on trade since neighbouring countries 
incur lower transport costs. As for the real exchange rate, a devaluation of the currency is 
found to improve the trade balance, implying that the Marshall-Lerner (ML) condition is 
satisfied.  However,  it  might  also  cause  inflationary  spirals  and  domestic  market 
distortions, reduce growth and have undesirable redistributive effects.     
 
INSERT TABLE 3 AND 4 ABOUT HERE 
 
Regarding the effects of the agreements on the trade balance as a whole, visual inspection 
would suggest that they lead to a trade deficit for the CEEC-4 with respect to the EU-15. 
Here  we  use  only  the  GMM  method.    The  reason  is  that  trade  imbalances  and  the 
corresponding  capital  flows  need  an  explicit  intertemporal macroeconomic  framework 
for analysing them. Lags are included in the equation to capture the dynamic adjustment.  
The GMM estimates indicate a negative impact (see Table 5).  One of the reasons is that 
the economic and technological caching-up process vis-à-vis the EU-15 has also meant 
higher  imports  of  new  equipment  for  modernising  the  CEEC  industries.  Besides,  the 
development  of  the  financial  system  in  these  countries  had  led  to  a  rapid  growth  of 
consumer credit (European banks being the main source of credit - see Caporale et al., 
2009),  which  has  contributed  to  widening  current  account  deficits  through  increased 
demand  for  imported  consumer  goods  and  currency  appreciation.  Overall,  trade 
liberalisation has resulted in an increase in the demand for foreign goods, these countries 
experiencing inflows of both consumer goods and intermediate/capital goods.   
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INSERT TABLE 5 
 
As for the others variables, domestic income growth (CEEC-4) has a significant negative 
effect (as expected) and income growth in the partner countries (EU-15) has a significant 
positive effect (as expected). Finally, less economic distance between trading partners is 
associated with an improvement in the trade balance reflecting the development of intra-
industry trade, which involves simultaneous export and import flows of comparable size 
within the same industry. Political stability, contiguity and landlocked are positive but 
their influence is relatively low. 
 
Concerning the results for trade balance as proportion of GDP using the GMM method 
(see Table 5), it can be seen that trade liberalisation has worsened the trade balance by 
over 0.12 % of GDP.  The evolution over time of the trade balance to GDP ratio for the 
CEEC-4 vis-à-vis the EU-15 is consistent with the econometric results and shows its 
negative contribution to GDP (see Chart 1b). The other coefficients have the expected 
signs. Higher domestic GDP growth leads to a deterioration of the trade balance, while 
higher  foreign  GDP  growth  improves  a  country’s  trade  balance.  Specifically,  a  1% 
growth in domestic income worsens the trade balance by 0.02% of GDP while a 1% 
growth in partners’ income improves it by 0.05%. A real exchange rate depreciation also 
tends to lead to an improvement of the trade balance.  
 
The  chosen  GMM  model  specification  passes  all  the  standard  diagnostic  tests,  in 
particular  there  is  no  evidence  of  residual  autocorrelation,  and  the  validity  of  the 
instruments  is  confirmed  by  Sargan’s  test.  The  GMM  results  are  better  when  the 
instruments  are  collapsed  and  fewer  of  them  are  used.  In  the  case  of  the  CCEP–HT 
approach,  which  provides  more  accurate  predictions  than  the  conventional  one  using 
fixed time dummies, all coefficients are statistically significant and with the expected 
signs.  Overall,  the  coefficient  of  the  agreement  variable  indicates  a  positive  and 
significant  impact  on  trade  flows  but  an  asymmetric  effect  on  exports  and  imports   17 
Reassuringly, both methods lead to the same conclusions. As for the impact on the trade 
balance as a whole, this is found to be negative. 
 
 
7.  Conclusions  and policy implications 
This paper has analysed the impact of the association agreements on exports and imports 
and the trade balance of the CEEC-4 using a static and a dynamic panel data approach. 
These agreements represented the first step of the economic integration of Central and 
Eastern European countries into the EU. Consistently with theory, association agreements 
were  found  to  have  a  positive  and  significant  impact  on  exports  and  imports  of  the 
CEEC-4 to/from the EU-15. However, the estimated coefficients are higher for imports 
than for exports, which suggest trade asymmetry. This conclusion is supported by two 
methods  used  in  our  econometric  analysis.  In  particular,  for  our  sample  of  data,  the 
agreements resulted in increasing trade deficits for the CEEC-4 countries, which is not 
desirable for economies still trying to catch up with the other EU members. Convergent 
or  divergent  dynamics  of  imports  and  exports  are  the  driving  force  of  trade  balance 
changes.  The  evolution  of  exports,  imports  as  well  as  of  the  trade  balance  over  the 
estimation period for all CEEC-4 highlights the persistence and the deepening of the 
trade deficit (see Chart 2). 
 
The lower impact of the agreement on CEEC-4 exports than imports can be interpreted in 
terms of low EU demand for CEEC-4 products reflecting their lack of attractiveness for 
European  consumers,  despite  their  price  competitiveness  based  on  comparative 
advantages due to lower labour costs. The centralised planning that characterised these 
countries until 1990 was not based on competitive trade and this why after the signature 
of  the  association  agreement  these  countries  found  it  difficult  to  compete  in  the  EU 
market. Economic and technological gaps between the two groups of countries are still 
present:  trade  liberalisation  did  not  lead  to  a  restructuring  of  exports  and  to  a 
development of the most innovative sectors of the economy. Instead, CEEC-4 exports are 
still represented mainly by labour-intensive products with lower added value. (see Rault 
et al., 2008)   18 
 
Others potential explanations for the trade deficit could be the increase of vertical FDI, 
the CEEC-4 importing intermediate goods necessary for their production process (see 
Caporale et al., 2008). Higher trade openness and the progressive liberalisation of capital 
flows  resulting  from  the  trade  agreements  have  strongly  influenced  the  behaviour  of 
multinationals firms (Albu et al., 2009). Vertical FDI dominates in the CEEC countries 
(see Kaitila and Widgren, 1999). This type of investment is based on fragmentation of the 
production process to take advantage of lower costs in countries such as the CEEC-4. 
This  inevitably  entails  a  rise  of  intermediate  and  equipment  good  imports  of  these 
countries from the investors’ countries - they now represent more than half of the CEEC-
4 total imports from the EU (see Chart 3).  
 
Thus, trade liberalisation between the CEEC-4 and the EU-15 led to a deterioration of the 
trade  balance  for  the  former.  This  is  not  surprising,  given  the  economic  difficulties, 
reforms and restructuring associated with the transition process. Although a trade deficit 
reduces GDP, its overall effect should be assessed in each individual case. It is generally 
thought that trade liberalisation might increase welfare even if it produces a trade deficit. 
A controlled short-term trade deficit is manageable and sometimes may be necessary for 
development.  The possible welfare gains are from trade creation: trade-creating FTAs 
should increase the welfare of the importing country, while trade-diverting FTAs should 
reduce  it.  A  trade  deficit  can  also  have  beneficial  effects  if  it  reflects  productive 
investment, and if it increases consumers’ spending power (through lower goods price) 
and competitiveness (through imported capital and equipment necessary for industrial 
restructuring that can improve productivity).  In the case of CEEC-4, the rapid growth of 
consumer credit due to the development of the financial system and the rapid growth in 
imports of new equipments necessary for modernising the CEEC-4 industries increased 
total imports and thus contributed to the deficit. However, overall trade liberalisation may 
indeed enhance economic welfare by increasing product variety and through imports of 
intermediate goods incorporating more advanced technologies leading to better quality of 
products and competitiveness in the long run.  
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The trade balance can be used as an indicator of competitiveness. The CEEC-4, in the 
process of catching-up with the others members of the EU, have registered a permanent 
deficit with the latter, which might raise some concerns, since a long-term trade deficit 
can trigger job losses, increase foreign debt and lead to currency crises. Obviously, it 
might  be  financed  by  international  borrowing  or  by  selling  assets  to  foreign  direct 
investment, but there are intergenerational effects implying that several generations will 
pay interests. 
 
In order to reduce their trade deficit and to have a sustainable trade balance, the CEEC-4 
countries would need instead more intra-industry trade with high added-value products so 
as to increase their export competitiveness towards the EU and to attract horizontal FDI, 
thereby achieving real convergence in terms of real GDP
9.The poor performance of a 
specific industry may be improved by the implementation of reforms to boost production, 
by entrepreneurship, technological change, investment in physical and human capital and 
importing modern technology. A target-oriented industrial policy can also improve the 
trade  balance  through  its  effects  on  competitiveness,  thereby  increasing  economic 
welfare. 
                                                  9
 Despite economic growth of these countries during the last decade, the CEEC-4 still has an important gap 
vis-à-vis the EU-15. Countries belonging to the first wave (Hungary and Poland) have achieved faster real 
convergence towards the EU in terms of GDP per capita, while those in the second wave (Bulgaria and 
Romania) have more catching-up to do: GDP per capita relative to the EU-25 average is still only 63% and 
51%  in  the  case  of  Hungary  and  Poland  respectively,  and  36%  and  35%  for  Romania  and  Bulgaria 
respectively (source: IMF). 
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The correlated common estimation pooled - Hausman-Taylor (CCEP-HT) 
 
Here, we present briefly the CCEP-HT method developed by Serlenga and Shin (2007). 
The variables used in the estimated models are listed in Table 2 in the paper. The panel 
data model can be written as: 
it i it it z x y e g b + + =
' '  i = 1, . . . . . ..N, t = 1, . . . . . . .T    (A7) 
with                            it t i it u + + = q a e                                                     (A8) 
where: xit  is a k x 1  vector of time-varying variables;  
zi is a g x 1 vector of variables fixed over time;  
ai are individuals specific effects that might be correlated with xit and zi;   
qt are time-specific effects common to all cross-section units; 
uit are mean idiosyncratic random disturbances uncorrelated across cross-section units 
and over time periods. 
 
Usually  qt  is  used  to  measure  common  policies  or  macroeconomic  shocks,  and  this 
imposes homogeneity  of individual response  with respect to time specific-effect. The 
homogeneous structure of (A7) can be generalised by writing it as: 
 
it t i i it it s z x y e p g b + + + =
' ' '  ,i = 1, . . . . . ..N, t = 1, . . . . . . .T    (A9) 
with                          it t i i it u + + = q j a e                                                         (A10) 
 
where: st = (s1t, . . . . . sst)’ is a s x 1 vector with a parameter vector, πi = (π1i . . . . . πsi)’, of 
observed time-specific factors ; and  φi capture heterogeneous individual responses with 
respect to the unobserved common time-specific effects, θt.  
 
Following Hausman and Taylor (1981) equation (A9) can be written as:   25 
 


















i are g1 x 1 and g2 x 1 vectors, and β1 , β2 , γ1 ,  
γ2 are conformably vectors of parameters, under the following assumptions:  
 (i)   uit ~ i.i.d. (0,σ
2
it); 
(ii)  aI ~ i.i.d. (a, a
2
a); 
(iii) E(ai,uit) = 0, E(θt, ujt) = 0 for all i,j,t ; 
(iv) E(xit,ujs) = 0 and E(zi,ujt) = 0  for all i,j,s,t, so all regressors are exogenous with 









i are uncorrelated 
with aI ; 
(vi)  both N and T are sufficiently large. 
Assumptions  i  ®  v  are  standard  in  the  panel  data  literature
10.  Assumption  (vi)  is 
necessary  for  consistent  estimation  of  heterogeneous  parameters.  If  cross-section 
dependence of the errors in (10) is ignored, there is substantial estimation bias for b 
(Pesaran, 2006). Following the Correlated Common Effect Pooled (CCEP)
11 estimation 
approach advanced by Pesaran (2006), equation (A9) can be written as: 
* * ' ' '
it i t i i it it u f z x y + + + + = a l g b  , I = 1, . . . .,N, t = 1, . . . . .,T     (A11) 
where :   
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10 See Hausman and Taylor (1981) 
11 The CCEP estimator is obtained as the generalized within estimator applied to the panel data regression 
augmented with cross-sectional averages of yit and xit that consistently replace unobserved common time-
specific effects.   26 
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and  
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Pesaran (2006) shows that the CCEP estimator  CCEP b ˆ is consistent under fairly standard 
regularity conditions and under the assumption that all the variables are stationary, and 
that it wipes out any individual specific variables in zi from (A11). 
 
Equation (A12) can be written as: 
* ' * * 2 '
2
1 '
1 it i it i i i it z u z z d e g m a g g + + = + + + =      i = 1, . . . . .,N, t = 1, . . . .,T   (A14) 
where:   ) ( ;
* ' '
i t i it it it E f x y d a m l b = - - =  and  
* * * ) ( ij i it u + - = m a e  is by construction a 
zero mean process. 
 
Equation (A14) can be written in matrix notation as:  
d = m1NT + Z
1γ1 + Z
2γ2 + e
*                                  (A15) 
Replacing d by its consistent estimate, (A15) can be written as: 
+ + = + + + = e d e g g m C Z Z d NT 2
2
1
1 1 ˆ    (A16) 
where:  ) ,.... 1 ; ,... 1 , ˆ ( ˆ T t N i d d it = = = ;  t i it CCEP it it f x y d
' ' ˆ ˆ ˆ l b - - =   and  i l ˆ   are  the  OLS 
consistent estimators of li  from the regression of ( it C it x y
' ˆ b - ) on (1,ft) 





2 1 * g g m d e e = = - + =
+ Z Z C d d NT    27 
The following NT x (1 + g1 + h) matrix of instrument variables  
W = (lNT, Z
1, W2)                              (A17) 
is required to deal with non-zero correlation between Z
2 and a. 
where: W2 is an NT x h matrix of instrumental variables for Z
2 (for identification it is 
necessary that h ³ g2). The advantage of the Hausman-Taylor estimation method is that 
the instrumental variables for Z
2 can be obtained internally, using FX1 as instruments for 
Z
2, where F = W(W
’W)
-1W
’ is an idempotent matrix NT x NT, W = IN Ä IT and IN is a N x 
N identity matrix.  
 
Serlenga and Shin (2007) proposed an alternative instrument matrix for Z
2
 





1 ) , ˆ .......... , ˆ , , ˆ ( j jN j j j j j f f f l l l h =
s
 j = 1, . . . . .l,  fj = (fj1, . . . . . .fjT)
’ and  j h ˆ  is 
assumed to be correlated with z
2
i but not correlated with aI for j=(1, . . .m1), while   j h ˆ  are 
correlated with both z
2
i and aI for j =( m1+1,  . . . .m). 
 
Using Monte Carlo methods, Serlenga and Shin (2007) showed that the small sample 
performance of the CCEP-HT estimator is indeed much superior to that of the two-way 
FE-HT estimator in the presence of unobserved heterogeneous common factor in panels. 
Their  study  confirms  that  an  inappropriate  treatment  of  heterogeneous  common 
unobserved factors implies severely biased estimates. For a more detailed presentation of 
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                         Table 3 - The impact of the association agreements on exports 
Method  CCEP-HT  GMM 
Equation  (11)  (13) 
VARIABLES  Xijt  Xijt 
-  0.695  Xijt -1 
-  (16.15) *** 
1.227  1.015  GDPit 
(4.89)***  (27.21)*** 
1.462  1.037  GDPjt 
(4.76)***  (18.17)*** 
-0.918  -1.062  Distij 
(4.16)***  (8.49)*** 
0.187  0.152  DGDPTijt 
(1.77)*  (6.67)*** 
-0.026  -0.017  RERijt 
(1.85)*  (12.37)*** 
0.311  0.235  EAijt 
(9.39)***  (10.20)***  
0.167  0.079  PSit 
(6.22)***  (2.97)*** 
0.417  0.256  CBij 
(1.86)*  (5.87)*** 
0.287  0.196  Llkij 
(2.93)***  (3.19)*** 
7.612  6.322  Constant 
(5.87)***  (21.57)*** 
Observations   1200  1064 
Number of groups   56  56 
0.952  3.28  Sargan test of overid. restrictions: chi2 
Prob > chi2  (0.329)  (0.916) 
-  -0.85 
 
Arellano-Bond test for AR(1) in first 
differences: z 
Prob>z  -  (0.396) 
-  -0.23 
 
Arellano-Bond test for AR(2) in first 
differences: z 
Prob>z  -  (0.821) 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
 Note:    For  the  CCEP-HT  estimation,  the  varying-time  regressors  are  xit  =  (GDPit,GDPjt,  RERijt,  PSit 
DGDPTijt, EAijt)  and the  time-invariant ones are zit =( Distij, CBij, Llkij). The set of instrument variables 
used in the HT estimation are: (RERijt,, DGDPTijt,  t iRER 1 ˆ l ,     t iDGDPT 2 ˆ l ). A bar over a variable indicates its 
cross-section average. The Sargan test confirms the validity of the instruments for both estimation methods. 
For the system GMM estimation we collapse the instruments in order to avoid their proliferation. The 
number of the instruments used is 53. 
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               Table 4 – The impact of the association agreements on imports 
Method  CCEP-HT  GMM 
Equation  (12)  (14) 
VARIABLES  Mijt  Mijt 
-   0.735  Mijt -1 
-  (22.34)*** 
1.047  0.963  GDPit 
(8.38)***  (28.71)*** 
0.975  0.892  GDPjt 
(7.96)***  (17.21)*** 
-0.832  -1.121  Distij 
(3.31)***  (7.38)*** 
0.351  0.215  DGDPTijt 
(4.87)***  (2.39)** 
0.069  0.011  RERijt 
(1.86)*  (2.29)** 
0.425  0.357  EAijt 
(9.51)***  (10.32)*** 
0.117  0.065  PSit 
(4.33)***  (9.57)*** 
0.427  0.261  CBij 
(1.79)*  (4.97)*** 
0.511  0.215  Llkij 
(4.04)***  (5.63)*** 
-7.943  -6.536  Constant 
7.40***  (12.33)*** 
Observations   1200  1064 
Number of groups   56  56 
1.200  1.94  Sargan test of overid. restrictions: chi2 
Prob > chi2  (0.316)  (0.963) 
-  -0.60 
 
Arellano-Bond test for AR(1) in first 
differences: z 
Prob>z  -  (0.550) 
-  0.10 
 
Arellano-Bond test for AR(2) in first 
differences: z 
Prob>z  -  (0.922) 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1% 
Note:    For  the  CCEP-HT  estimation,  the  varying-time  regressors  are  xit  =  (GDPit,GDPjt,  RERijt,  PSit 
DGDPTijt, EAijt)  and the  time-invariant ones are zit =( Distij, CBij, Llkij). The set of instrument variables 
used in the HT estimation are: (RERijt,, DGDPTijt,  t iRER 1 ˆ l ,     t iDGDPT 2 ˆ l ). A bar over a variable indicates its 
cross-section average. The Sargan test confirms the validity of the instruments for both estimation methods. 
For the system GMM estimation we collapse the instruments in order to avoid their proliferation. The 
number of the instruments used is 53. 
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               Table 5 – The impact of the association agreements on the trade balance 
 
Note: For the system GMM estimation we collapse the instruments in order to avoid their proliferation.  







Method  GMM  GMM 
Equation  (15)  (16) 
VARIABLES  TBijt  TBijt /GDP 
0.617  0.584  TBijt -1 
(8.13)***  (52.88)*** 
-0.042  -0.015  GDPRit 
(1.87)*  (8.07)*** 
0.114  0.056  GDPRjt 
(7.31)***  (8.70)*** 
-0.089  -0.025  DGDPTRijt 
(2.53)**  (6.35)*** 
-0.018  -0.011  RERijt 
(2.83)**  (1.63)** 
-0.172        - 0.119  EAijt 
(6.31)***  (6.89)*** 
0.007  0.004  PSit 
(1.83)*  (1.95)* 
0.019  0.009  CBij 
(1.68)*  (0.92) 
0.062  0.051  Llkij 
(1.73)*  (2.35)** 
-0.334  -0.191  Constant 
(5.12)***  (7.01)*** 
Observations   1064  1064 
Number of groups   56  56 
7.81  4.89  Sargan test of overid. restrictions: chi2 
Prob > chi2  (0.648)  (0.558) 
-1.38  -0.61  Arellano-Bond test for AR(1) in first differences: z 
Prob>z  (0.168)  (0.541) 
0.24 
 
-1.49  Arellano-Bond test for AR(2) in first differences: z 
Prob>z 
(0.813)  (0.136) 
Robust t statistics in parentheses 
* significant at 10%; ** significant at 5%; *** significant at 1%   31 





Data source: Chelem data base. Calculations by the authors 
 
Chart 1b - Evolution of the trade balance ratio to GDP of the CEEC-4  
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