e massive popularity of online social media provides a unique opportunity for researchers to study the linguistic characteristics and pa erns of user's interactions. In this paper, we provide an in-depth characterization of language usage across demographic groups in Twi er. In particular, we extract the gender and race of Twi er users located in the U.S. using advanced image processing algorithms from Face++. en, we investigate how demographic groups (i.e. male/female, Asian/Black/White) di er in terms of linguistic styles and also their interests. We extract linguistic features from 6 categories (a ective a ributes, cognitive a ributes, lexical density and awareness, temporal references, social and personal concerns, and interpersonal focus), in order to identify the similarities and di erences in particular writing set of a ributes. In addition, we extract the absolute ranking di erence of top phrases between demographic groups. As a dimension of diversity, we also use the topics of interest that we retrieve from each user. Our analysis unveils clear di erences in the writing styles (and the topics of interest) of di erent demographic groups, with variation seen across both gender and race lines. We hope our e ort can stimulate the development of new studies related to demographic information in the online space.
INTRODUCTION
e number of users in online social networking sites, such as Facebook and Twi er increases each day. As of the third quarter Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. HT'17, July 4-7, 2017, Prague, Czech Republic. © 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM. 978-1-4503-4708-2/17/07. . . $15.00 DOI: h p://dx.doi.org/10.1145/3078714.3078742 of 2016, Facebook and Twi er have 1.79 billion 1 and 317 million 2 monthly active users, respectively, sharing content about their daily lives and things that happen around them. is massive popularity of online social media provides the opportunity to detect useful characteristics and pa erns about users and their interconnections. For instance, pa erns are valuable for marketing and advertisement companies which capture users' behavior and needs in order to promote products, speci cally on a target group. In terms of group, demographics constitute a signi cant factor to cluster people and understand their behavior. Twi er provides a plethora of di erent information, e.g. posts, social connections. However, it lacks data about demographics such as gender, race, or age. We deal with this absence of this information using pro le image as an input of deep learning algorithms on image processing. We are interested in extracting demographic status in a large scale and correlate it with available information on the social media. Twi er is a microblogging platform so the main way of communication and action is by posting texts (tweets). e use of natural language processing in these type of data can extract many features describing cognitive and user' personal concerns.
Many studies have used text analysis to study the user behavior in the online space [2, 6, 7, 11] . Our work provides a complementary perspective to these e orts, by providing a characterization of language usage (i.e. common phrases and topics of interest), but grouping users according to their gender and race. Our e ort is motivated by previous studies that uses computational linguistics in order to extract pa erns about demographic information [14] , but our e ort further explores race as a new demographic dimension. Our ndings reveal signi cant di erences between the linguistic content shared by female and male users as well as Asian, Black, and White and can be used for automatically categorization of Twi er users through their texts. e main challenge is that users in Twi er are prone not to provide information about demographics. In our work, we crawled a large scale sample of active Twi er users and then we identify the gender and race of about 1.6 million users located in U.S by using Face++ 3 [15, 30] , a face recognition so ware able to recognize gender and race of identi able faces in the user's pro le pictures. Actually, the state of the art algorithms, for pa ern recognition and image processing, can provide with high accuracy the gender, race, and even the age of an individual via his/her image. From the demographic recognized users, we gathered tweets of 304, 477 users to characterize linguistic pa erns. Particularly, we extract the absolute ranking di erence of top phrases between demographic groups. As a dimension of diversity, we also use the topics of interest that we retrieve from each user. Our analysis concludes that there are clear di erences in the way of writing across di erent demographic groups in both gender and race domains as well as in the topic of interest. e rest of the paper is organized as follow. Section 2 provides a review of the relevant literature. en, Section 3 presents the Twitter and demographic dataset. A er that, the analysis and discussion of linguistic di erences and topic of interests are presented. Finally, the last section summarizes our results and o ers some concluding remarks.
RELATED WORK
In this section, we review the related literature along two axes. First, we discuss the methodology used by e orts that measure demographic factors in Twi er. en, we refer to studies that combine linguistic with demographic status.
Demographics in Social Media
One of the rst e orts to extract and analyze demographic information presents a comparative study between the demographic distribution of gender/race of Twi er users and U.S. population [23] . A er that, several e orts have arisen that investigate demographic information, in various social media, using di erent strategies for distinct purposes [4, 5, 18, 19, 29] . Particularly, in terms of text analysis, Cunha et al. [13] used Twi er data to analyze the di erence between males and females in terms of generation of hashtags.
eir results emphasize gender as factor able to in uence the user's choice of speci c hashtags to a speci c topic.
Recent studies focused on demographics [4, 19, 21, 24, 25] present methodologies to extract the necessary data through analysis and pa ern matching of screen/full name as well as descriptions of user pro les and image in the pro le status. Particularly, Chen et al. [9] focus on demographic inference using namely pro le self-descriptions and pro le images. ey categorize demographic status using as signals users' names, self-descriptions, tweets, social networks, and pro le images to infer a ributes as ethnicity, gender, and age. An alternative approach, Culo a et al. [12] declare that the demographic pro les of visitors to a website are correlated with the demographic pro les of followers of that website on the social network and propose a regression model to predict demographic a ributes such as gender, age, ethnicity, education, income, and child status. More recently, An et al. [1] provide an accurate scheme in order to predict gender and race using the correlation of hashtags that are used in di erent demographic groups.
Finally, our e ort uses the similar strategy to gather demographic information as Chakraborty et al. [8] , but we investigate very different research questions as we focus on the linguistic analysis of demographic groups.
Demographics and linguistic analysis
In the eld of demographics, most studies use linguistic analysis in order to extract useful features for predicting demographic information as gender, race, and age. Burger et al. [5] produce n-grams from users' tweets, description, screen name, and full name, in order to predict Twi er user gender. ey conclude that the training of an SVM classi er with the combination of all factors can create an e cient and accurate prediction scheme (92% acc) for gender classi cation. Also, Chen et al. [9] introduce a similar methodology for predicting gender, ethnicity, and age. However, using n-grams from the social neighbors, including followers and friends, and the distribution of 100 generated topics of LDA algorithm as the input of SVM classi er.
eir results present that the performance of classi cation is much lower in terms of ethnicity and age. Gilbert et al. [17] present an interesting statistical overview in Twi er and Pinterest using textual analysis and comparing what users text on Pinterest to what they text on Twi er.
We mainly motivate our research based on Choudhury et al. [14] study which discover gender and cultural di erences in Twi er. ey correlate several linguistic features to mental illness. Our ndings reinforce their observations about linguistic and topical di erences against male and female users in Twi er and also contribute with a new analysis of race.
DEMOGRAPHIC INFORMATION DATASET
is section focuses on the procedure of data collection in order to extract useful inference about the discrimination of demographic status of a Twi er user. Our ultimate goal consists of gather demographic characteristics as gender and race as well as a ributes about social behavior and tweet activity of active U.S. Twi er users. Next, we describe our steps to create this dataset and also discuss its main limitations.
Twitter dataset gathered
Our procedure uses the provided information from Twi er Stream API 4 in order to identify active Twi er users. We use a time window of three complete months from July to September 2016, collecting 341, 457, 982 tweets posted by 50, 270, 310 users.
Due to the fact that geographic coordinates are available on Twi er only for a limited number of users (i.e. < 2%) [7] , our strategy to identify U.S. Twi er users is based on the time zone information to retrieve users which are actually from the US as the methodology in previous e orts [8, 20] presented.
We ltered users that provided free text location indicating they are not U.S. (i.e. Montreal, Vancouver, Canada). We end up with a dataset containing 6, 286, 477 users likely located in the United States.
Crawling Demographic Information
e eld of demographic status is not mandatory when a user registers in Twi er and, thus, the direct retrieval of gender, race, or even age is not feasible.
ere are several studies related to demographic information in Twi er that a empt to infer the user's gender from the user name [4, 19, 21, 23] . Also, some works use pa ern based methodology to identify age [27] in Twi er pro le description using regular expressions '25 yr old' or 'born in 1990'.
Here, we use a di erent strategy that allows us to extract the demographic dimension using the pro le picture of each user. To do that, we needed to gather the pro le picture web link of all Twi er users identi ed as located within the United States. In December 2016, we crawled the pro le picture's URLs of about 6 million users, discarding 4, 317, 834 (68.68%) of them. We discarded users in two situations, rst when the user does not have a pro le picture and second when the user has changed her picture since our rst crawl. When users change their picture, their pro le picture URL changes as well, making it impossible for us to gather these users in a second crawl.
From the remaining 1, 968, 643 users, we submi ed the pro le picture web links into the Face++ API. Face++ is a face recognition platform based on deep learning [15, 30] able to identify the gender (i.e. male and female) and race (limited to Asian, Black, and White) from recognized faces in images. We have also discarded those users whose pro le pictures do not have a recognizable face or have more than one recognizable face, according to Face++. Our nal dataset contains 1, 670, 863 users located in U.S. with identi ed demographic information. e phases of our data crawling and the amount of data discarded on each step are summarized in Table 1 .
Baseline Dataset
In this section, we use the null model as our approach to estimate the statistical signi cance of the observed trend in given data. We compare the distribution of random samples created by the null model with the one of the original dataset and we measure the statistical signi cance. Table 2 shows the distribution of gender and race in the dataset of the ≈ 1.6 million Twi er users between July and September 2016.
To construct a null model, we create k random samples from the entire dataset (our crawled dataset containing 1.6 million users with demographic a ributes), where each sample has exactly 304, 477 users. We choose this value for each sample size as it corresponds to the number of users we were able to gather tweets. For each sample, we count how many Whites are included. en, the Z W hit e is computed as following:
where mean(·) is the mean and std (·) is the standard deviation of the values from multiple samples. We use the same equation for the other gender and race a ributes. Table 3 presents the demographic Intuitively, when the absolute value of Z -value becomes bigger (either positive or negative), the trend (more number or less number, respectively) is less likely observed by chance. In this work, we use k=100.
Gathering Tweets
We are interested in correlating linguistic features of Twi er users with demographic information. We crawled the recent 3, 200 tweets of 304, 477 users for the purpose of linguistic analysis. Table 3 shows the demographic breakdown of users in our dataset across the di erent demographic groups. We can note a prevalence of females (51.88%) in comparison to males (48.12%) and a predominance of Whites (67.97%) in comparison to Blacks (14.91%) and Asians (17.12%) . is means if we pick users randomly in our dataset, we would expect demographic groups with these proportions. Table 4 shows the statistical descriptions of number of tweets with 95% con dence level for each demographic group.
Extraction of Topics
We extracted the information about topics of interests for active users using the Who Likes What 5 web service [3] . e produced topics are derived from the list of the friends (other users the user is following) of each user. en, we sort the produced topics based on their frequency to conclude the 20 most common topics from the Twi er users, including them as Binary variables. We manually cleaned several top topic labels following the same procedure as [24] . erefore, we merged topics like businesses and biz, group topics into similarity (e.g. celebrities and famous, actors and actor), and remove some topics like best, br, bro, new. Table 5 presents a list of the 20-top topics and the merged sub-topics in each one as well as the number of users that belong to them.
Linguistic Measures
To quantify gender and race dimensions in the language of Twi er users, we use the 2015 version of the psycholinguistic lexicon Linguistic Inquiry and Word Count (LIWC) [28] . Since LIWC has been proposed, it has been widely used for a number of di erent tasks, including sentiment analysis [26] and discourse characterization in social media platforms [11] . e features are categorized into 3 main categories, (1) a ective a ributes, (2) cognitive a ributes, and (3) linguistic style a ribute as Choudhury et al. [14] propose. For this work, we considered 36 features from LIWC categorized into 6 groups in order to nd the main di erences across each demographic group. e a ective a ributes contemplate features that show how strong is the expression of feelings like anger, anxiety, sadness, and swear. Cognitive a ributes are related to the process of knowledge acquisition through perception. e lexical density and awareness group gather features related to the language itself and its structure. Temporal references are related to the tense expressed in the writing, while interpersonal focuses in present features related to the speech. e social/personal concerns group comprises features that express characteristics inherent to the individual as well his/her relation to the environment where he/she lives.
Data Limitations
e gender and race inference are challenge tasks, and as other existing strategies have limitations and the accuracy of Face++ inferences is an obvious concern in our e ort. Face++ itself returns the con dence levels for the inferred gender and race a ributes, and it returns an error range for inferred age. In our data, the average con dence level reported by Face++ is 95.22 ± 0.015% for gender and 85.97±0.024% for race, with a con dence interval of 95%. Recent e orts have used Face++ for similar tasks and reported fairly well con dence in manual inspections [1, 8, 31] . Our dataset may contain fake accounts and bots as previous studies provide evidence for a non-negligible rate of fake accounts [16, 22] in Twi er.
Finally, we note that our approach to identify users located in U.S. may bring together some users located in the same time zone, but from di erent countries. We, however, believe that these users might represent a small fraction of the users, given the predominance of active U.S. users in Twi er [10] . 5 h p://twi er-app.mpi-sws.org/who-likes-what
LINGUISTIC DIFFERENCES
In order to show how demographic groups di er from each other in both gender and race domains, this section presents the di erence between demographic groups across various linguistic categories. Table 6 shows the linguistic features extracted from LIWC into 6 categories (a ective a ributes, cognitive a ributes, lexical density and awareness, temporal references, social and personal concerns, and interpersonal focus). Figure 1 shows the mean absolute di erences between male and female users across each linguistic category. e di erence for a speci c group of features is calculated by taking the average ratio of the di erence between the values for male and female to the values of the measure among male. e mean di erence in the rst group (a ective a ributes) for instance is calculated as the average of the absolute di erence of each feature that comprises this group.
is shows in which linguistic categories the analyzed users di er the most. e amount of users considered in each group were the same. Figure 1 also shows that interpersonal focus, which contemplates features like family, friends, health, religion, body, achievement, home, and sexual as the most prominent linguistic di erence among males and females. In counterpart, from the race domain, the differences tend to be higher in a ective a ributes. In the race domain, the analysis of the linguistic di erence for each race was performed in the same way as gender, but considering the other two races combined. Figure 2 shows the mean absolute di erences between White and Black/Asians combined. As we can see, there is a stronger di erence in a ective a ributes, which comprises the expression of anger, anxiety, sadness, and swear. Other linguistic aspects such as social/personal concerns and interpersonal focus showed to be relevant when comparing the writing of White users against the Black and Asian group.
Respectively, the linguistic di erence among Black users was compared against White and Asian users combined. Again, a ective Table 6 presents, females tend to use anxiety (z = −74.534) and sadness (z = −74.394) terms and phrases. On the other hand, males express with anger (z = 4.733) in their tweets.
In terms of cognitive a ributes, females are more likely to write phrases that express cognition and perception. From this group of features, two stand out: certainty (z = −60.593) and feel (z = −70.766) showing how females express more con dence and feelings in their writing.
In Lexical Density and Awareness, we can see that females make more use of verbs (z = −45.808), auxiliary verbs (z = −46.441), conjunctions (z = −72.098), and adverbs (z = −66.915), while males use more articles (z = 77.303) and prepositions (z = 32.596). e temporal references a ributes are more present in the females writing, as we can see from the values for present tense (z = −62.110) and future tense (z = −15.118)
From Social/Personal Concerns perspective there is a clear trend on the usage of these features by females more than by males. Among the most notorious values shown in Table 6 , are family (z = −93.252), bio (z = −102.681). Also, the predominance of features like friends, social, health, and body show that females express more social and personal concerns in their writing than males. e only feature in this group that is more present in males' writing is achievement (z = 65.265)
Noticeably, females also have a higher tendency to write in the rst person singular (z = −97.329) and in the second person (z = −88.482) than males, while there is a slight trend towards males using the rst person plural in detriment of females (z = 4.309).
Also, from the race perspective, the di erence of values between each race shows some particularities in the way of writing for each race. In this analysis, one race is compared with the other two combined (e.g. White users are compared with Blacks and Asians).
From a ective a ributes, it is possible to see that Black users tend to express more anger (z = 94.610) and swear (z = 107.344) than White/Asian.
From cognitive a ributes, almost all features were more present in Black users' texts than in the other races, with higher values for certainty (z = 62.239), hear (z = 62.137), and feel (z = 63.963).
In terms of lexical density and awareness, Black users have more presence in features like verbs, auxiliary verbs, conjunctions, and adverbs, while prepositions are more present among White users.
When talking about Social/Personal concerns, there is a higher presence of Black people in the features from this class, noticeably in family (z = 86.721), social (z = 90.830), religion (z = 85.163), and body (z = 86.903).
e Interpersonal Focus feature set reveal that there is a predominance in the use of rst person plural for White (z = 77.425) while rst person singular (z = 63.492), second person (z = 95.495) and third person (z = 87.717) are more prominent in the Black group. Table 8 & Table 9 present the ranking di erence for the 20 most common phrases for gender and races respectively. To nd these di erences, we randomly selected 1, 000 users from each group (male, female, Asian, Black and White). eir tweets were used to create ngrams for each group. With this subset of our dataset, we extracted the top 100 phrases for each demographic group and the top 20 are shown in these Tables.
As we can see in Table 8 phrases expressing negation are in the top positions for both males and females. It is also clear to see that females are more into signs than males since phrases with this kind of content present higher di erences in the gender ranking.
Due to the informal nature of Twi er, the top phrases also reveal that it is common the usage of slangs like "do n't", "ca n't" and "wan na" for both genders.
When analyzing the ranking of race top phrases in Table 9 , the trend of using negation phrases also repeat here. Phrases containing expressions like "i don't", "i can't" and "i'm not" appear in the top positions for all the racial groups. Another interesting result is the position of the expression "i love you" in the writing of di erent races. White and Asian users seem to be more likely to tweet contents with this expression than Black users. Also, the expression "i want to" appears more o en in the writing of White and Asian users than in the Blacks. Table 8 and Table 9 show di erences regarding the way of writing of each demographic group and reveal interesting characteristics about the di erence from one to another.
DIFFERENCES IN TOPIC INTERESTS
Males and females may have di erences in preferences and interests in digest information. In order to understand which topic is preferable to females than males, we analyze the di erences in the topic interest of users in our dataset. e Figure 5 shows the gender distribution for the 20-top topics that we extracted, with log-ratio of perceived male to female. It shows the topic interest for users based on gender in our dataset. On the right side, we see topics related to males' interests while on the le side we see the topics that females are more interested than males. e 3-top topics for males are sports, organizations, and technology. In other words, males tend to interest more in these topics than females. However, females interest more for life, actors, and movie than males. More Table 6 : Di erences between tweets from male and female users based on linguistic measures. µ (male) and µ ( f emale) are the median values of feature for male and female, respectively. Statistical signi cance is count based on Wilcoxon rank sum tests. p-values are represented in asterisks scale using * as signi cant (0.1 < p ≤ 0.5), ** very signi cant (0.001 < p ≤ 0.01), ***(0.0001 < p ≤ 0.001) and ****(p < 0.001) extremely signi cant. In a similar way, we present the race distribution for the 20-top topics of Asian, Black, and White users in Figure 6 . In order to show results regarding race, for this speci c analysis, we have normalized the dataset by the number of Black users once they are the minority amount of users in our dataset, as shown in Table 3 . erefore, we have randomly selected 45, 398 users for each race to study their topic interests. Users from di erent races may also vary in interests and preferences. Figure 6 -a shows that White users have more interest in politics, writers, and organizations than Asians. However, Asians prefer more artists, actors, and music topics than Whites. Figure 6 -b compares the di erences in topic interests for White and Blacks. We see that White users are interested in technology, movie, and politics more than Blacks. Nonetheless, Blacks prefer more artists, life, and music topics. Finally, when we look at Figure  6 -c, Asians interest more for movie, companies, and technology topics than Blacks. On other hand, Blacks prefer more business, sports, and organizations than Asians.
CONCLUSION
e results presented in this paper allow us to conclude that there are clear di erences in the way of writing across di erent demographic groups in both gender and race domains. Our main contribution relies on characterizing the di erences in the way of writing for each group pointing the most important linguistic aspects for a speci c gender and race. rough the analysis of mean absolute di erences amongst linguistic features between each demographic group, we were able to identify those which a ective a ributes were more present in their writing. In the same way, features based on cognitive a ributes, temporal references, social and personal concerns, and interpersonal focus showed to have di erent weights throughout di erent demographic domains.
Another interesting conclusion is based on the most common phrases encountered on each group and their position ranking when compared to di erent demographic groups. e analysis of these most common phrases led us to conclude that phrases expressing negation gure as one of the most frequent for all domains. Also, the usage of slangs, which is common in an environment like Twi er, appears in these frequent phrases too. When we compare the di erence between the groups, we nd interesting trends, like the higher interest in signs by females than by males. By analyzing topic interests, we found that each demographic group tends to have its own preferences over the information they share. For instance, we found that males are more into sports, Table 3 . organizations, and technology while females have more interest in topics related to life, actors, and movie. In the same way, users from di erent races are also likely to have di erent interests and preferences. White users are more interested in politics, writers, and organizations when compared to Asians, and technology, movie, and politics when compared to Black users. On the other hand, Black users are more into artists, life, and music topics. When we look into Asians, they are more interested in artists, actors, and music than Whites and tend to have higher interest for movie, companies, and technology when compared to Blacks. ere are some future directions we would like to pursue next. First, we plan to study the correlation of linguistic di erences with other demographic factors e.g. age. We plan to use our extracted linguistic characteristics as a feature vector for prediction of gender and race. Also, our will is to extend this work correlating demographic aspects with the social behavior, e.g. number of followers, listed, etc. In addition, we plan to examine the speed of tweets that are propagated through a speci c demographic group. 
