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Abstract
Four-dimensional N -extended superconformal symmetry and correlation functions
of quasi-primary superfields are studied within the superspace formalism. A super-
conformal Killing equation is derived and its solutions are classified in terms of su-
pertranslations, dilations, Lorentz transformations, R-symmetry transformations and
special superconformal transformations. In general, due to the invariance under su-
pertranslations and special superconformal transformations, superconformally invari-
ant n-point functions reduce to one unspecified (n − 2)-point function which must
transform homogeneously under the remaining rigid transformations, i.e. dilations,
Lorentz transformations and R-symmetry transformations. Based on this result, we
are able to identify all the superconformal invariants and obtain the general form
of n-point functions for scalar superfields. In particular, as a byproduct, a selection
rule for correlation functions is derived, the existence of which in N = 4 super Yang-
Mills theory was previously predicted in the context of AdS/CFT correspondence [1].
Superconformally covariant differential operators are also discussed.
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1 Introduction & Summary
Superconformal field theories have been of renewed attention after the Maldacena conjec-
ture that the string/M theory on AdSd+1 backgrounds is dual to a conformal field theory in
a spacetime of dimension, d, which is interpreted as the boundary of AdSd+1 [2–4]. As all
the known nontrivial conformal field theories in higher than two dimensions are supersym-
metric theories [5–16], it is natural to consider a group which combines supersymmetry and
conformal symmetry together, i.e. the superconformal group. In fact, the pioneering work
on supersymmetry in four-dimensions [17] introduced the N = 1 superconformal symmetry,
though it is broken at quantum level.
Contrary to the ordinary conformal symmetry, not all spacetime dimensions allow su-
perconformal symmetry. The standard supersymmetry algebra admits an extension to a
superconformal algebra only if d ≤ 6 [18] (for a review see [19]). In particular in four-
dimensions, which is of our interest in this paper, the bosonic part of the superconformal
algebra is
o(2, 4)⊕ u(N ) . (1.1)
Hence the four-dimensional superconformal group is identified with a supermatrix group,
SU(2, 2|N ) [20, 21] or its complexification, SL(4|N ;C) [22, 23]. Normally N ≥ 5 cases are
excluded from the renormalization point of view, as theories with more than four super-
charges must have spins higher than one such as graviton/gravitino and it is unlikely that
supergravity theories are renormalizable. However, such a restriction on the value of N is
not relevant to our work.
According to the conjecture [2–4], four-dimensional N = 4 super Yang-Mills theory
with gauge group SU(N) is dual to type IIB string theory on AdS5 × S5 in the limit of
small gYM and large but fixed ’t Hooft coupling, g
2
YMN . In this limit, the string theory can
be effectively described by tree level type IIB supergravity, while the field theory dual is
strongly coupled. As the perturbative approach breaks down in the strongly coupled CFT
side, to check the conjectured duality it is desirable to have non-perturbative understand-
ing on super Yang-Mills theory. This motivates us to explore four-dimensional N -extended
superconformal symmetry and correlation functions subject to the symmetry as done in the
present paper.
In our previous work [21], six-dimensional (N , 0) superconformal symmetry was ana-
lyzed in terms of coordinate transformations on superspace and through dimensional re-
duction basic features of four-dimensional N -extended superconformal symmetry were ob-
tained. In the present paper, in a similar fashion to [21,24] but in a self-contained manner,
we analyze four-dimensional N -extended superconformal symmetry on superspace. Our
main results concern the general forms of superconformally invariant n-point functions for
1
quasi-primary superfields. In particular, as a byproduct, we obtain a selection rule for cor-
relation functions of the component fields, ψI(x), appearing in the power series expansions
of quasi-primary superfields in Grassmann coordinates, θ and θ¯. The selection rule states
that if the the sum of the R-symmetry charge, κi, is not zero then the correlation function
of the component fields vanishes
〈ψI11 (x1) · · ·ψ
In
n (xn)〉 = 0 if
n∑
i=1
κi 6= 0 . (1.2)
The existence of this kind of selection rule in N = 4 super Yang-Mills theory was previously
predicted by Intriligator within the context of AdS/CFT correspondence, as the dual IIB
supergravity contains a corresponding U(1) symmetry [1]. Therefore our results provide a
supporting evidence for the Maldacena conjecture, as the selection rule here is derived by
purely considering the symmetry on CFT side without referring to the string side.
The contents of the present paper are as follows. In section 2, we first define the
four-dimensional N -extended superconformal group in terms of coordinate transformations
on superspace as a generalization of the definition of ordinary conformal transformations.
We then derive a superconformal Killing equation, which is a necessary and sufficient con-
dition for a supercoordinate transformation to be superconformal. The general solutions
are identified in terms of supertranslations, dilations, Lorentz transformations, R-symmetry
transformations and special superconformal transformations, where R-symmetry is given by
U(N ) as in eq.(1.1) and supertranslations and special superconformal transformations are
dual to each other through superinversion map. The four-dimensional N -extended super-
conformal group is then identified with a supermatrix group, SU(2, 2|N ), having dimensions
(15+N 2|8N ) as known. However, we point out that for N = 4 case an equivalence relation
must be imposed on the supermatrix group and so the four-dimensional N = 4 supercon-
formal group is isomorphic to a quotient group of the supermatrix group.
In section 3, we obtain an explicit formula for the finite nonlinear superconformal trans-
formations of the supercoordinates, z, parameterizing superspace and discuss several repre-
sentations of the superconformal group. We also construct matrix or vector valued functions
depending on two or three points in superspace which transform covariantly under super-
conformal transformations. For two points, z1 and z2, we find a matrix, I(z1, z2), which
transforms covariantly like a product of two tensors at z1 and z2. For three points, z1, z2, z3,
we find ‘tangent’ vectors, Zi, which transform homogeneously at zi, i = 1, 2, 3. These are
crucial variables for obtaining two-point, three-point and general n-point correlation func-
tions later.
In section 4, we discuss the superconformal invariance of correlation functions for quasi-
primary superfields and exhibit general forms of two-point, three-point and n-point func-
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tions. Explicit formulae for two-point functions of superfields in various cases are given. In
general, due to the invariance under supertranslations and special superconformal trans-
formations, n-point functions reduce to one unspecified (n− 2)-point function which must
transform homogeneously under the rigid transformations - dilations, Lorentz transforma-
tions and R-symmetry transformations. We then identify all the superconformal invariants
and obtain the general form of n-point functions of scalar superfields. As a byproduct, we
derive the selection rule for correlation functions (1.2).
In section 5, superconformally covariant differential operators are discussed. The condi-
tions for superfields, which are formed by the action of spinor derivatives on quasi-primary
superfields, to remain quasi-primary are obtained. In general, the action of differential
operator on quasi-primary fields generates an anomalous term under superconformal trans-
formations. However, with a suitable choice of scale dimension and R-symmetry charge,
we show that the anomalous term may be cancelled. We regard this analysis as a neces-
sary step to write superconformally invariant actions on superspace, as the kinetic terms
in such theories may consist of superfields formed by the action of spinor derivatives on
quasi-primary superfields.
In the appendix, the explicit form of superconformal algebra and a method of solving
the superconformal Killing equation are exhibited.
Recent review on the implications ofN = 1 superconformal symmetry for four-dimensional
quantum field theories is contained in [25] and some related works on superconformally in-
variant correlation functions can be found in [26–33]. N = 1 superconformal symmetry on
curved superspace is studied in [34–36] and conformally covariant differential operators in
non-supersymmetric theories are discussed in [37, 38].
2 Superconformal Symmetry in Four-dimensions
In this section we first define the four-dimensional N -extended superconformal group on
superspace and then discuss its superconformal Killing equation along with the solutions.
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2.1 Four-dimensional Superspace
The four-dimensional supersymmetry algebra has the standard1 form with Pµ = (H,−P)
{Qaα, Q¯bα˙} = 2δ
b
a σ
µ
αα˙Pµ ,
[Pµ, Pν] = [Pµ, Qaα] = [Pµ, Q¯
a
α˙] = {Qaα, Qbβ} = {Q¯
a
α˙, Q¯
b
β˙
} = 0 ,
(2.1)
where 1 ≤ α, α˙ ≤ 2, 1 ≤ a ≤ N and Qaα satisfies
Qaα
† = Q¯aα˙ . (2.2)
Pµ, Qaα and Q¯
a
α˙ generate a supergroup, GT , with parameters, z
M = (xµ, θaα, θ¯α˙a ), which
are coordinates on superspace. The general element of GT is written in terms of these
coordinates as
g(z) = ei(x·P+θ
aQa+Q¯aθ¯a) . (2.3)
Corresponding to eq.(2.2) we may assume θaα to satisfy
θaα∗ = θ¯α˙a , (2.4)
so that
g(z)† = g(z)−1 = g(−z) . (2.5)
The Baker-Campbell-Haussdorff formula with the supersymmetry algebra (2.1) gives
g(z1)g(z2) = g(z3) , (2.6)
where
xµ3 = x
µ
1 + x
µ
2 + iθ
a
1σ
µθ¯2a − iθa2σ
µθ¯1a , θ
a
3 = θ
a
1 + θ
a
2 , θ¯3a = θ¯1a + θ¯2a . (2.7)
Letting z1 → −z2 we may get the supertranslation invariant one forms, eM = (eµ, dθaα, dθ¯α˙a ),
where
eµ(z) = dxµ + idθaσµθ¯a − iθ
aσµdθ¯a . (2.8)
The exterior derivative, d, on superspace is defined as
d ≡ dzM
∂
∂zM
= eMDM = e
µ∂µ + dθ
aαDaα − dθ¯
α˙
a D¯
a
α˙ , (2.9)
1See Appendix A for our notations and some useful equations.
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where DM = (∂µ, Daα,−D¯aα˙) are covariant derivatives
∂µ =
∂
∂xµ
, Daα =
∂
∂θaα
− i(σµθ¯a)α
∂
∂xµ
, D¯aα˙ = −
∂
∂θ¯α˙a
+ i(θaσµ)α˙
∂
∂xµ
,
(2.10)
satisfying the anti-commutator relations
{Daα, D¯
b
α˙} = 2iδ
b
a σ
µ
αα˙∂µ . (2.11)
Under an arbitrary superspace coordinate transformation, z −→ z′, eM and DM transform
as
eM(z′) = eN(z)RNM(z) , D′M = R
−1
M
N (z)DN , (2.12)
so that the exterior derivative is left invariant
eM(z)DM = e
M (z′)D′M , (2.13)
where RMN(z) is a (4 + 4N )× (4 + 4N ) supermatrix of the form
RM
N(z) =

R νµ (z) ∂µθ
′bβ ∂µθ¯
′β˙
b
Bµaα(z) Daαθ
′bβ Daαθ¯
′β˙
b
−B¯aµα˙ (z) −D¯
a
α˙θ
′bβ −D¯aα˙θ¯
′β˙
b
 , (2.14)
with
R νµ (z) =
∂x′ν
∂xµ
+ i
∂θ′a
∂xµ
σν θ¯′a − iθ
′aσν
∂θ¯′a
∂xµ
, (2.15)
Bµaα(z) = Daαx
′µ + iDaαθ′bσµθ¯′b + iθ
′bσµDaαθ¯′b , (2.16)
B¯aµα˙ (z) = D¯
a
α˙x
′µ + iD¯aα˙θ
′bσµθ¯′b + iθ
′bσµD¯aα˙θ¯
′
b = (B
µ
aα(z))
† . (2.17)
2.2 Superconformal Group & Killing Equation
The superconformal group is defined here as a group of superspace coordinate transforma-
tions, z
g
−→ z′, that preserve the infinitesimal supersymmetric interval length, e2 = ηµνeµeν
up to a local scale factor, so that
e2(z) → e2(z′) = Ω2(z; g)e2(z) , (2.18)
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where Ω(z; g) is a local scale factor.
This requires Bµaα(z) = B¯
aµ
α˙ (z) = 0
Daαx
′µ + iDaαθ′bσµθ¯′b + iθ
′bσµDaαθ¯′b = 0 ,
D¯aα˙x
′µ + iD¯aα˙θ
′bσµθ¯′b + iθ
′bσµD¯aα˙θ¯
′
b = 0 ,
(2.19)
and
eµ(z′) = eν(z)R µν (z; g) , (2.20)
R λµ (z; g)R
ρ
ν (z; g)ηλρ = Ω
2(z; g)ηµν , detR(z; g) = Ω
4(z; g) . (2.21)
Hence RMN in eq.(2.14) is of the form2
RM
N(z; g) =

R νµ (z; g) ∂µθ
′bβ ∂µθ¯
′β˙
b
0 Daαθ
′bβ Daαθ¯
′β˙
b
0 −D¯aα˙θ
′bβ −D¯aα˙θ¯
′β˙
b
 . (2.22)
R νµ (z; g) is a representation of the superconformal group. Under the successive supercon-
formal transformations, z
g
−→ z′
g′
−→ z′′ giving z
g′′
−→ z′′, we have
R(z; g)R(z′; g′) = R(z; g′′) . (2.23)
Infinitesimally z′ ≃ z + δz, eq.(2.19) gives
Daαh
µ = −2i(σµλ¯a)α , D¯aα˙h
µ = 2i(λaσµ)α˙ , (2.24)
where we define
λa = δθa , λ¯a = δθ¯a ,
hµ = δxµ + iδθaσµθ¯a − iθaσµδθ¯a .
(2.25)
Infinitesimally R νµ from eq.(2.15) is of the form
R νµ ≃ δ
ν
µ + ∂µh
ν , (2.26)
so that the condition (2.21) reduces to the ordinary conformal Killing equation
∂µhν + ∂νhµ ∝ ηµν . (2.27)
2More explicit form of RMN is obtained later in eq.(3.49).
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Eq.(2.27) follows from eq.(2.24). Using the anti-commutator relation for Daα and D¯
b
α˙ (2.11)
we get from eq.(2.24)
δ ba ∂νh
µ = 1
2
(
Daα(λ
bσµσ˜ν)
α − (σ˜νσ
µD¯bα˙λ¯a)
α˙
)
, (2.28)
and hence
δ ba (∂µhν + ∂νhµ) = (Daαλ
bα − D¯bα˙λ¯
α˙
a )ηµν , (2.29)
which implies eq.(2.27). Thus eq.(2.24) is a necessary and sufficient condition for a super-
coordinate transformation to be superconformal.
With the notation as in eq.(A.15) we write
hαα˙ = h
µσµαα˙ , h˜
α˙α = hµσ˜α˙αµ , (2.30)
and using eq.(A.7), eq.(2.24) is equivalent to
Da(αhβ)β˙ = 0 , D¯
a
(α˙h|β|β˙) = 0 , (2.31)
or
Daαh˜
β˙β = 1
2
δ βα Daγh˜
β˙γ , D¯aα˙h˜
β˙β = 1
2
δ β˙α˙ D¯
a
γ˙ h˜
γ˙β , (2.32)
while λaα, λ¯α˙a are given by
λaα = −i1
8
D¯aα˙h˜
α˙α , λ¯α˙a = i
1
8
Daαh˜
α˙α . (2.33)
Eq.(2.31) may therefore be regarded as the fundamental superconformal Killing equation
and its solutions give the generators of extended superconformal transformations in four-
dimensions. The general solution is3
h˜(z) = x˜−bx˜+ − x˜−(w˜ − 12λ+ 4ρaθ
a) + (w + 1
2
λ− 4θ¯aρ¯a)x˜+
−4iθ¯atabθ
b + 2Ωθ¯aθ
a + 4i(ε¯aθ
a − θ¯aεa) + a˜ ,
(2.34)
where aµ, bµ, λ ∈ R, Ω ∈ S1, t ∈ su(N ) and for wµν = −wνµ we define
w = 1
4
wµν σ˜
µσν , w˜ = 1
4
wµνσ
µσ˜ν . (2.35)
For later use it is worth to note
ǫw˜tǫ−1 = −w˜ , ǫ¯−1wtǫ¯ = −w , w˜† = −w . (2.36)
3A method of obtaining the solution (2.34) is demonstrated in Appendix B.
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Eq.(2.34) also gives
λa = εa + 1
2
(λ+ iΩ)θa − θaw˜ + tabθ
b + θabx˜+ − iρ¯ax˜+ − 4(θaρb) θb , (2.37)
and
δx˜+ = x˜+bx˜+ − 4x˜+ρaθ
a + λx˜+ + wx˜+ − x˜+w˜ + 4iε¯aθ
a + a˜ . (2.38)
Note that δx˜+, λ
a are functions of x˜+, θ
a only, which can be also directly shown from
eq.(2.24). In fact, the superconformal group can be obtained alternatively by imposing
the super-diffeomorphisms to leave the chiral subspaces of superspace invariant. The chiral
structures are given by
z
M+
+ = (x
µ
+, θ
aα) , z
M−
− = (x
µ
−, θ¯aα˙) . (2.39)
In this approach, one needs to solve a reality condition [39, 40]
δx˜+(x˜+, θ)− δx˜−(x˜−, θ¯) = 4iλ¯a(x˜−, θ¯)θa + 4iθ¯aλa(x˜+, θ) . (2.40)
2.3 Extended Superconformal Transformations
In summary, the generators of extended superconformal transformations in four-dimensions
acting on the four-dimensional superspace, R4|4N , with coordinates, zM = (xµ, θa, θ¯a), can
be classified as
1. Supertranslations, a, ε, ε¯
δxµ = aµ + iεaσµθ¯a − iθaσµε¯a , δθa = εa , δθ¯a = ε¯a . (2.41)
This is consistent with eq.(2.7).
2. Dilations, λ
δxµ = λxµ , δθa = 1
2
λθa , δθ¯a =
1
2
λθ¯a . (2.42)
3. Lorentz transformations, with w, w˜ defined in eq.(2.35)
δxµ = wµνx
ν , δθa = −θaw˜ , δθ¯a = wθ¯a . (2.43)
4. R-symmetry transformations, U(N ), of dimension N 2, t,Ω
δxµ = 0 , δθa = tabθ
b + i1
2
Ωθa , δθ¯a = −θ¯btba − i
1
2
Ωθ¯a , (2.44)
where the N ×N matrix, t, is a SU(N ) generator, i.e. t† = −t, taa = 0 and Ω ∈ S
1.
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5. Special superconformal transformations, b, ρ, ρ¯
δxµ = 2x·b xµ − x2bµ + θaσµx˜+ρa + ρ¯
ax˜−σµθ¯a + 2θabθ¯bθbσµθ¯a ,
δθa = θabx˜+ − iρ¯ax˜+ − 4(θaρb)θb ,
δθ¯a = x˜−bθ¯a + ix˜−ρa − 4θ¯b(ρ¯bθ¯a) .
(2.45)
2.4 Superinversion
In four-dimensions we define superinversion, zM
is−→ z′M = (x′µ, θ′aα, θ¯′α˙a ) ∈ R
4|4N , by
x′µ± = −
xµ∓
x2∓
, θ′at = −i
1
x2−
ǫ−1x−θ¯b ζba , θ¯′a = i
1
x2+
ǫ¯−1xt+θ
bt ζ¯ba , (2.46)
where N ×N matrices, ζab, ζ¯ab satisfy
ζabζ¯bc = δ
a
c , ζ
ab = ζba , ζ¯ab = (ζ
ab)∗ . (2.47)
Eq.(2.46) may be rewritten as
θ′a = i
1
x2−
˜¯θax˜− , ˜¯θa = −ζbaθ¯tbǫ¯ ,
θ¯′a = −i
1
x2+
x˜+θ˜a , θ˜a = ǫθ
btζ¯ba .
(2.48)
It is easy to verify that superinversion is idempotent
i2s = 1 . (2.49)
Using
e˜ = eµσ˜µ = dx˜+ − 4iθ¯adθa , e = eµσµ = dx+ + 4idθ˜a
˜¯θa , (2.50)
we get under superinversion
e˜(z′) = x−1+ e(z)x
−1
− , e(z
′) = x˜−1− e˜(z)x˜
−1
+ , (2.51)
and hence
e2(z′) = Ω2(z; is)e2(z) , Ω(z; is) =
1√
x2+x
2−
. (2.52)
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Eq.(2.51) can be rewritten as
eµ(z′) = eν(z)Rνµ(z; is) ,
Rν
µ(z; is) =
1
2
tr(x˜−1− σ˜ν x˜
−1
+ σ˜
µ) = 1
2
tr(x−1+ σνx
−1
− σ
µ) ,
(2.53)
or using eq.(A.6b)
Rµν(z; is) =
1
x2+x
2−
(xµ+x
ν
− + x
µ
−x
ν
+ − η
µνx+·x− + iǫµνλρxλ−x
ρ
+) . (2.54)
If we consider a transformation, z
is◦g◦is
−−−−→ z′, where g is a four-dimensional supercon-
formal transformation, then we get from eqs.(2.37, 2.38)
δx˜′+ = x˜
′
+ax˜
′
+ − 4x˜
′
+ε˜aθ
′a − λx˜′+ + wx˜
′
+ − x˜
′
+w˜ + 4i˜¯ρaθ
′a + b˜ ,
δθ′a = ρ˜a − 1
2
(λ+ iΩ)θ′a − θ′aw˜ − (ζttζ¯)abθ
′b + θ′aax˜′+ − i˜¯ε
ax˜′+ − 4(θ
′aε˜b) θ′b ,
(2.55)
where
ρ˜a = −ζbaρtbǫ
−1 , ˜¯ρa = ǫ¯
−1ρ¯btζ¯ba ,
ε˜a = ǫε
btζ¯ba , ˜¯ε
a = −ζbaε¯tbǫ¯ .
(2.56)
Hence, under superinversion, the superconformal transformations are related by
K ≡

aµ
bµ
εa
ρa
λ
Ω
wµν
tab

−→

bµ
aµ
ρ˜a
ε˜a
−λ
−Ω
wµν
−(ζttζ¯)ab

. (2.57)
In particular, special superconformal transformations (2.45) can be obtained by
z
is◦(b,ρ˜)◦is
−−−−−−−→ z′ ≡ zs(z; u) , (2.58)
where (b, ρ˜) is a supertranslation and uM = (bµ, ρ˜aα, ˜¯ρα˙a ).
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2.5 Superconformal Algebra
The generator of infinitesimal superconformal transformations, L, is given by
L = hµ∂µ + λ
aαDaα − λ¯
α˙
a D¯
a
α˙ . (2.59)
If we write the commutator of two generators, L1,L2, as
[L2,L1] = L3 = h
µ
3∂µ + λ
aα
3 Daα − λ¯
α˙
3aD¯
a
α˙ , (2.60)
then hµ3 , λ
aα
3 , λ¯
α˙
3a are given by
hµ3 = h
ν
2∂νh
µ
1 + 2iλ
a
1σ
µλ¯2a − (1↔ 2) ,
λaα3 = h
µ
2∂µλ
aα
1 + λ
bβ
2 Dbβλ
aα
1 − (1↔ 2) ,
λ¯α˙3a = h
µ
2∂µλ¯
α˙
1a − λ¯
β˙
2bD¯
b
β˙
λ¯α˙1a − (1↔ 2) ,
(2.61)
and hµ3 , λ
aα
3 , λ¯
α˙
3a satisfy eq.(2.24) verifying the closure of the Lie algebra.
Explicitly with eqs.(2.34 ,2.37) we get
aµ3 = w
µ
1 νa
ν
2 + λ1a
µ
2 + 2iε
a
1σ
µε¯2a − (1↔ 2) ,
εa3 = −ε
a
2w˜1 +
1
2
λ1ε
a
2 − iρ¯
a
1a˜2 + t
a
1bε
b
2 + i
1
2
Ω1ε
a
2 − (1↔ 2) ,
ε¯3a = w1ε¯2a +
1
2
λ1ε¯2a + ia˜2ρ1a − ε¯2btb1a − i
1
2
Ω1ε¯2a − (1↔ 2) ,
λ3 = 2a2·b1 + 2(ρ¯
a
1ε¯2a + ε
a
2ρ1a)− (1↔ 2) ,
wµν3 = w
µ
1 λw
λν
2 + 2(a
µ
2b
ν
1 − a
ν
2b
µ
1 ) + 2(ε
a
2σ
[µσ˜ν]ρ1a − ρ¯
a
1σ˜
[µσν]ε¯2a)− (1↔ 2) ,
bµ3 = w
µ
1 νb
ν
2 − λ1b
µ
2 + 2iρ¯
a
1σ˜
µρ2a − (1↔ 2) ,
ρ3a = w˜1ρ2a −
1
2
λ1ρ2a + ib2ε¯1a − ρ2btb1a − i
1
2
Ω1ρ2a − (1↔ 2) ,
ρ¯a3 = −ρ¯
a
2w1 −
1
2
λ1ρ¯
a
2 − iε
a
1b2 + t
a
1bρ¯
b
2 + i
1
2
Ω1ρ¯
a
2 − (1↔ 2) ,
ta3b = (t1t2)
a
b + 4(ε
a
1ρ2b − ρ¯
a
2ε¯1b)−
4
N (ε
c
1ρ2c − ρ¯
c
2ε¯1c)δ
a
b − (1↔ 2) ,
Ω3 = 2i(
4
N − 1)(ε
a
2ρ1a − ρ¯
a
1ε¯2a)− (1↔ 2) .
(2.62)
11
From eq.(2.62) we can read off the explicit forms of four-dimensional superconformal alge-
bra as exhibited in Appendix C.
Now, we consider N 6= 4 case and N = 4 case separately. For N 6= 4 case, if we
define a (4 +N )× (4 +N ) supermatrix, M , as
M =
 w +
1
2
λ+ i1
2
ψ −ia˜ 2ε¯b
−ib w˜ − 1
2
λ+ i1
2
ψ 2ρb
2ρ¯a 2εa tab + i
2
N ψδ
a
b
 , (2.63)
where
ψ =
Ω
4
N − 1
, (2.64)
then the relation above (2.62) agrees with the matrix commutator
[M1,M2] = M3 . (2.65)
This can be verified using eqs.(A.7,A.11,A.12).
In general, for N 6= 4, M can be defined as a (4,N ) supermatrix subject to
strM = 0 , (2.66)
and a reality condition
BMB−1 = −M † , B =
 0 1 01 0 0
0 0 −1
 . (2.67)
Supermatrix of the form (2.63) is the general solution of these two equations.
The 4× 4 matrix appearing in M ,(
w + 1
2
λ −ia˜
−ib w˜ − 1
2
λ
)
, (2.68)
corresponds to a generator of O(2, 4) ∼= SU(2, 2) as demonstrated in Appendix D. Thus,
the N 6= 4 superconformal group in four-dimensions may be identified with the supermatrix
group generated by supermatrices of the form M (2.63), which is SU(2, 2|N ) ≡ Gs having
dimensions (15 +N 2|8N ).
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When N = 4, similar analysis is also possible with a subtle modification. In this case,
M is a (4, 4) supermatrix satisfying the reality condition (2.67) and, instead of eq.(2.66),
strM = −2iΩ . (2.69)
Such a supermatrix, M , is of the general form
M =M+ i1
2
Ω
(
0 0
0 δab
)
+ i1
2
ψ
(
1 0
0 δab
)
, (2.70)
where M is of the form (2.63) with ψ = 0, and ψ in eq.(2.70) is just an arbitrary real
bosonic variable. Essentially we add the Ω term to eq.(2.63) to get eq.(2.70). Same as
N 6= 4 case, the matrix commutator of M1 and M2 reproduces eq.(2.62) as in eq.(2.65),
though ψ is arbitrary.
As the variable, ψ, is auxiliary, one might be tempted to fix its value, or more generally
let it be a function of the parameters of superconformal transformations, aµ, bµ, Ω, · · · and
try to determine the function. However, this is not possible. The commutator of M1 and
M2 includes ψ type term
[M1,M2] =M3 + i
1
2
ψ3 1 ,
ψ3 = 2i(ε
a
2ρ1a − ε
a
1ρ2a + ρ¯
a
2ε¯1a − ρ¯
a
1ε¯2a) ,
(2.71)
and ψ3 can not be expressed in terms of the parameters, a
µ
3 , b
µ
3 , Ω3, · · ·, appearing in
eq.(2.62). Hence it is not possible to put ψ as a function of the superconformal transforma-
tion parameters.4 Therefore four-dimensional N = 4 superconformal algebra is represented
by (4, 4) supermatrices, M , satisfying the reality condition (2.67) with an equivalence rela-
tion, ∼, imposed
M1 ∼M2 if M1 −M2 = iψ 1 for some ψ ∈ R . (2.72)
We note that an extra condition, strM = 0, defines an invariant subalgebra of the whole
four-dimensional N = 4 superconformal algebra. This invariant subalgebra forms a simple
Lie superalgebra. In the literature the four-dimensional N = 4 superconformal algebra is
often identified with this simple Lie superalgebra, the R-symmetry of which is su(4) rather
than u(4) [18], as the Ω term in eq.(2.70) is neglected. However, we emphasize here that
the whole N = 4 superconformal algebra may contain a u(1) factor which has non-trivial
4An alternative approach may be taken as in [41], where a modified supermatrix commutator is intro-
duced for SL(m|m).
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commutator relations with other generators as seen in eq.(2.62) or eq.(C.9).
The N = 4 superconformal group in four-dimensions, Gs, is now identified with a
quotient group of the supermatrix group, as it is isomorphic to the supermatrix group
generated by supermatrices of the form M (2.70) with an equivalence relation imposed on
the supermatrix group element, G, from eq.(2.72)
G1 ∼ G2 if G
−1
1 G2 = e
iψ 1 for some ψ ∈ R . (2.73)
We also note that the four-dimensional N = 4 superconformal group has dimensions (31|32)
and is isomorphic to a semi-direct product of U(1) and a simple Lie supergroup. Therefore,
by breaking the U(1) symmetry, the four-dimensional N = 4 superconformal group can be
reduced to the simple Lie subgroup having dimensions (30|32).
3 Coset Realization of Transformations
In this section, we first obtain an explicit formula for the finite nonlinear superconformal
transformations of the supercoordinates and discuss several representations of the super-
conformal group. We then construct matrix (vector) valued functions depending on two
(three) points in superspace which transform covariantly under superconformal transforma-
tions. These are crucial variables for obtaining two-point, three-point and general n-point
correlation functions later.
3.1 Superspace as a Coset
To obtain an explicit formula for the finite nonlinear superconformal transformations, we
first identify the superspace, R4|4N , as a coset, Gs/G0, where G0 ⊂ Gs is the subgroup
generated by matrices, M0, of the form (2.63) with a
µ = 0, εa = 0 and depending on
parameters bµ, ρa, ρ¯
a, λ, Ω, wµν , t
a
b. The group of supertranslations, GT , parameterized
by coordinates, zM ∈ R4|4N , has been defined by general elements as in eq.(2.3), with the
group property given by eqs.(2.6, 2.7). Now we may represent it by supermatrices5
GT (z) = exp
 0 −ix˜ 2θ¯b0 0 0
0 2θa 0
 =
 1 −ix˜+ 2θ¯b0 1 0
0 2θa δab
 . (3.1)
Note that GT (z)
−1 = GT (−z).
In general an element of Gs can be uniquely decomposed as GTG0. Thus for any element
5The subscript, T , denotes supertranslations.
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G(g) ∈ Gs we may define a superconformal transformation, z
g
−→ z′, and an associated
element G0(z; g) ∈ G0 by
G(g)−1GT (z)G0(z; g) = GT (z′) . (3.2)
If G(g) ∈ GT then clearly G0(z; g) = 1.
Infinitesimally eq.(3.2) becomes
δGT (z) =MGT (z)−GT (z)Mˆ0(z) , (3.3)
where M is given by eq.(2.63) or eq.(2.70) and Mˆ0(z), the generator of G0, has the form
Mˆ0(z)
=

wˆ(z) + 1
2
λˆ(z) + i1
2
ψˆ(z) 0 0
−ib ˜ˆw(z)− 1
2
λˆ(z) + i1
2
ψˆ(z) 2ρˆb(z)
2¯ˆρa(z) 0 tˆab(z) + i
2
N (ψˆ(z) + δ
4N Ω)δab
 .
(3.4)
The components depending on z are given by
wˆ(z) = w − 4θ¯aρ¯
a + x˜−b + 12tr(4θ¯aρ¯
a − x˜−b) 1 ,
˜ˆw(z) = w˜ + 4ρaθ
a − bx˜+ −
1
2
tr(4ρaθ
a − bx˜+) 1 = −wˆ(z)† ,
λˆ(z) = λ+ 2b·x+ 2(θaρa + ρ¯aθ¯a) =
1
4
∂µh
µ(z) ,
ψˆ(z) = ψ + 2θabθ¯a + 2i(θ
aρa − ρ¯aθ¯a) ,
tˆab(z) = t
a
b + 4iθ
abθ¯b + 4(ρ¯
aθ¯b − θaρb)−
1
N (4iθ
cbθ¯c + 4ρ¯
cθ¯c − 4θcρc)δab ,
ρˆa(z) = ρa − ibθ¯a = −i
1
4
σµ∂µλ¯a(z) ,
¯ˆρa(z) = ρ¯a + iθab = ρˆa(z)
† .
(3.5)
Writing δGT (z) = LGT (z) we may verify that L is identical with eq.(2.59).
wˆ(z), ˜ˆw(z) can be also written as wˆ(z) = 1
4
wˆµν(z)σ˜
µσν , ˜ˆw(z) = 1
4
wˆµν(z)σ
µσ˜ν , with
wˆµν(z) = wµν + 4x[µbν] + θ
aσ[µσ˜ν](2ρa − ibθ¯a)− (2ρ¯a + iθ
ab)σ˜[µσν]θ¯a = −∂[µhν](z) . (3.6)
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The definitions (3.5) can be summarized by
Dbβλ
aα = 1
2
δ ab δ
α
β (λˆ(z) + iΩˆ(z))− δ
a
b
˜ˆwβ
α(z) + δ αβ tˆ
a
b(z) , (3.7)
and they give
[Daα,L] =
1
2
(λˆ(z) + iΩˆ(z))Daα − ˜ˆwαβ(z)Daβ + tˆba(z)Dbα , (3.8)
where
Ωˆ(z) = ( 4N − 1)ψˆ(z) + δ
4N Ω . (3.9)
For later use we note
Daαwˆµν(z) = 2(σ[µσ˜ν])α
βρˆaβ(z) ,
Daαλˆ(z) = 2ρˆaα(z) ,
Daαψˆ(z) = 2iρˆaα(z) ,
Daαtˆ
b
c(z) = −4δabρˆcα(z) +
4
N δ
b
cρˆaα(z) .
(3.10)
The above analysis can be simplified by reducing G0(z; g). To achieve this we let
Z0 =
 0 01 0
0 1
 , (3.11)
and then
M0Z0 = Z0H0 , H0 =
(
w˜ − 1
2
λ+ i1
2
ψ 2ρb
0 tab + i
2
N (ψ + δ
4N Ω)δab
)
. (3.12)
Now if we define
Z(z) ≡ GT (z)Z0 =
 −ix˜+ 2θ¯b1 0
2θa δab
 , (3.13)
then Z(z) transforms under infinitesimal superconformal transformations as
δZ(z) = LZ(z) = MZ(z)− Z(z)H(z) , (3.14)
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where H(z) is given by
Mˆ0(z)Z0 = Z0H(z) , H(z) =
(
˜ˆw(z)− 1
2
λˆ(z) + i1
2
ψˆ(z) 2ρˆb(z)
0 tˆab(z) + i
2
N (ψˆ(z) + δ
4N Ω)δab
)
.
(3.15)
From eqs.(2.60, 2.65) considering
[L2,L1]Z(z) = L3Z(z) , (3.16)
we get
H3(z) = L2H1(z)− L1H2(z) + [H1(z), H2(z)] , (3.17)
which gives separate equations for ˜ˆw, λˆ, ψˆ, ρˆa and tˆ
a
b, thus λˆ3 = L2λˆ1 − L1λˆ2, and so on.
As a conjugate of Z(z) we define Z¯(z) by
Z¯(z) =
(
1 0
0 −1
)
Z(z)†B =
(
1 ix˜− −2θ¯b
0 −2θa δab
)
. (3.18)
This satisfies
Z¯(z) = Z¯(0)GT (z)
−1 , (3.19)
and corresponding to eq.(3.14) we have
δZ¯(z) = LZ¯(z) = H¯(z)Z¯(z)− Z¯(z)M , (3.20)
where
H¯(z) =
(
wˆ(z) + 1
2
λˆ(z) + i1
2
ψˆ(z) 0
2¯ˆρa(z) tˆab(z) + +i
2
N (ψˆ(z) + δ
4N Ω)δab
)
. (3.21)
3.2 Finite Transformations
Finite superconformal transformations can be obtained by exponentiation of infinitesimal
transformations. To obtain a superconformal transformation, z
g
−→ z′, we therefore solve
the differential equation
d
dt
zMt = L
M(zt) , z0 = z , z1 = z
′ , (3.22)
where, with L given in eq.(2.59), LM(z) is defined by
L = LM(z)∂M . (3.23)
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From eq.(3.14) we get
d
dt
Z(zt) =MZ(zt)− Z(zt)H(zt) , (3.24)
which integrates to
Z(zt) = e
tMZ(z)K(z, t) , (3.25)
where K(z, t) satisfies
d
dt
K(z, t) = −K(z, t)H(zt) , K(z, 0) =
(
1 0
0 1
)
. (3.26)
Hence for t = 1 with K(z, 1) ≡ K(z; g) the superconformal transformation, z
g
−→ z′, from
eq.(3.25) becomes
Z(z′) = G(g)−1Z(z)K(z; g) , G(g)−1 = eM . (3.27)
G0(z; g) in eq.(3.2) is related to K(z; g) from eq.(3.27) by
G0(z; g)Z0 = Z0K(z; g) . (3.28)
In general K(z; g) is of the form
K(z; g) =
(
L(z+; g) 2Σb(z; g)
0 uab(z; g)
)
. (3.29)
From
˜ˆw(z)− 1
2
λˆ(z) + i1
2
ψˆ(z) = w˜ − 1
2
λ+ i1
2
ψ + 4ρaθ
a − bx˜+ , (3.30)
L(z+; g) is defined on chiral superspace, and since L(z+; g) is a 2× 2 matrix, we have
L(z+; g)ǫL(z+; g)
t = detL(z+; g) ǫ . (3.31)
Infinitesimally this is consistent with eq.(2.36).
We decompose L(z+; g) as
Lˆ(z+; g) = Ω+(z+; g)
− 1
2L(z+; g) , (3.32a)
Ω+(z+; g) = detL(z+; g) , (3.32b)
where Lˆ ∈ SL(2,C), the 2× 2 matrices with determinant one.
Since d
dt
u(z, t) = −u(z, t)(tˆ(zt) + i
2
N ψˆ(zt) + i
1
2
δ4N Ω), u† = u−1 and hence u ∈ U(N ).
If we write
uˆ(z; g) =
u(z; g)
(det u(z; g))
1
N
, (3.33)
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then uˆ ∈ SU(N ).
From eq.(3.27) Z¯ transforms as
Z¯(z′) = K¯(z; g)Z¯(z)G(g) , (3.34)
where
K¯(z; g) =
(
1 0
0 −1
)
K(z; g)†
(
1 0
0 −1
)
=
(
L¯(z−; g) 0
−2Σ¯(z; g) u−1(z; g)
)
,
L¯(z−; g) = L(z+; g)† , Σ¯(z; g) = Σ(z; g)† .
(3.35)
In a similar fashion to eq.(3.32a) we write
ˆ¯L(z−; g) = Ω−(z−; g)−
1
2 L¯(z−; g) = Lˆ(z+; g)† ∈ SL(2,C) , (3.36a)
Ω−(z−; g) = det L¯(z−; g) = Ω+(z+; g)∗ . (3.36b)
If we define for superinversion, z
is−→ z′, (2.48)
G(is)
−1 =
 ǫ¯ 0 00 ǫ−1 0
0 0 −ζ¯ab
 , K(z; is) =
(
i(ǫ¯x˜+)
−1 2ix˜−1− θ¯cζ
cb
0 −vac(z)ζ
cb
)
, (3.37)
an analogous formula to eq.(3.27) can be obtained
G(is)
−1Z(z)K(z; is) =
 1 0ix˜′t− −2θ′at
2θ¯′tb δ
a
b
 = Z¯(z′)t . (3.38)
Similarly we have
K¯(z; is)Z¯(z)G(is) = Z(z
′)t , (3.39)
where
K¯(z; is) =
(
−i(x˜−ǫ)−1 0
2iζ¯acθ
cx˜−1+ −ζ¯acv
−1c
b(z)
)
. (3.40)
For later use, we also define with eq.(3.9, 3.22)
d
dt
Υ(z, t) = iΩˆ(zt)Υ(z, t) , Υ(z, 0) = 1 ,
Υ(z; g) ≡ Υ(z, 1) ,
(3.41)
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and
Ω(z; g) ≡
√
Ω+(z+; g)Ω−(z−; g) . (3.42)
Note that
Ω(z; g)∗ = Ω(z; g) , Υ(z; g)∗ = Υ(z; g)−1 . (3.43)
Since
sdet G = exp(str lnG) , (3.44)
when N = 4, Υ(z; g) is related to the superdeterminant of G(g) ∈ Gs
Υ(z; g) = eiΩ =
√
sdet G(g) . (3.45)
If
σνR µν (z; g) = L(z+; g)σ
µL¯(z−; g) , (3.46)
then R µν (z; g) is identical to the definition (2.20), since infinitesimally
λˆ(z)σµ − ˜ˆw(z)σµ + σµwˆ(z) = λˆ(z)σµ − σνwˆ µν (z) = σ
ν∂νh
µ(z) , (3.47)
which agrees with eq.(2.26). Furthermore eq.(3.46) shows that the definition (2.21) of
Ω(z; g) is consistent with eq.(3.42). We may normalize R µν (z; g) as well
Rˆ µν (z; g) = Ω(z; g)
−1R µν (z; g) ∈ SO(1, 3) ∼= SL(2,C)/Z2 . (3.48)
3.3 Representations
Based on the results in the previous subsection, it is easy to show that the matrix,RMN (z; g),
given in eq.(2.22) is of the form
RMN(z; g)
=

R νµ (z; g) i(Σ¯
b(z; g)σ˜µL(z+; g))
β −i(L¯(z−; g)σ˜µΣb(z; g))β˙
0 (Ω(z; g)Υ(z; g))
1
2 Lˆ βα (z+; g)uˆ
−1b
a(z; g) 0
0 0
(
Ω(z; g)
Υ(z; g)
) 1
2
ˆ¯Lβ˙α˙(z−; g)uˆ
a
b(z; g)
 .
(3.49)
Since RM
N(z; g) is a representation of the four dimensional N -extended superconformal
group, each of the following also forms a representation of the group, though it is not a
faithful representation
Ω(z; g) ∈ D , Υ(z; g) ∈ U(1) , Rˆ(z; g) ∈ SO(1, 3) ,
Lˆ(z+; g) ∈ SL(2,C) ,
ˆ¯L(z−; g) ∈ SL(2,C) , uˆ(z; g) ∈ SU(N ) ,
(3.50)
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where D is the one dimensional group of dilations.
Under the successive superconformal transformations, g′′ : z
g
−→ z′
g′
−→ z′′, they satisfy
Ω(z; g)Ω(z′; g′) = Ω(z; g′′) , and so on. (3.51)
We note that when N 6= 4, Ω+(z+; g) and Ω−(z−; g) can be written as
Ω+(z+; g) = Ω(z; g)Υ(z; g)
N
N−4 ,
Ω−(z−; g) = Ω(z; g)Υ(z; g)
− N
N−4 .
(3.52)
Hence, they also form representations of the N 6= 4 superconformal group. On the other
hand, in the case of N = 4, due to the arbitrariness of ψ in eq.(2.70) L(z+; g) and L(z−; g)
do not form representations. They do so only if the equivalence relation (2.73) is imposed,
but this will give just Lˆ(z+; g) ,
ˆ¯L(z−; g) and Ω(z; g).
3.4 Functions of Two Points
In this subsection, we construct matrix valued functions depending on two points, z1 and
z2, in superspace which transform covariantly like a product of two tensors at z1 and z2
under superconformal transformations.
If F (z) is defined for z ∈ R4|4N by
F (z) = Z¯(0)GT (z)Z(0) =
(
−ix˜+ 2θ¯b
2θa δab
)
, (3.53)
then F (z) satisfies
F (−z) =
(
1 0
0 −1
)
F (z)†
(
1 0
0 −1
)
=
(
ix˜− −2θ¯b
−2θa δab
)
, (3.54)
and the superdeterminant of F (z) is given by
sdet F (z) = −x2− . (3.55)
If we consider(
1 0
−2iθax˜−1+ 1
)
F (z)
(
1 −2ix˜−1+ θ¯b
0 1
)
=
(
−ix˜+ 0
0 vab(−z)
)
, (3.56)
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then this defines vab(z) as
vab(z) = δ
a
b + 4i
1
x2−
θax−θ¯b . (3.57)
From eqs.(3.55, 3.56) it is evident that
det v(z) =
x2−
x2+
. (3.58)
It is useful to note
vab(−z) = v
−1a
b(z) = v
†a
b(z) = δ
a
b − 4i
1
x2+
θax+θ¯b . (3.59)
Now with the supersymmetric interval for R4|4N superspace defined by
GT (z2)
−1GT (z1) = GT (z12) , zM12 = (x
µ
12, θ
a
12, θ¯12a) = −z
M
21 ,
xµ12 = x
µ
1 − x
µ
2 + iθ
a
1σ
µθ¯2a − iθ
a
2σ
µθ¯1a , θ
a
12 = θ
a
1 − θ
a
2 , θ¯12a = θ¯1a − θ¯2a ,
(3.60)
we may write
Z¯(z2)Z(z1) = F (z12) =
(
ix˜2¯1 −2θ¯21b
−2θa21 δ
a
b
)
, (3.61)
and
sdet F (z12) = −x21¯2 , det v(z21) =
x22¯1
x21¯2
, (3.62)
where
xµ2¯1 = x
µ
2− − x
µ
1+ − 2iθ
a
1σ
µθ¯2a = x
µ
21 + iθ
a
21σ
µθ¯21a = (x21)
µ
− ,
xµ1¯2 = x
µ
1− − x
µ
2+ − 2iθ
a
2σ
µθ¯1a = x
µ
12 + iθ
a
12σ
µθ¯12a = (x12)
µ
− .
(3.63)
From eqs.(3.27, 3.34) F (z12) transforms as
F (z′12) = K¯(z2; g)F (z12)K(z1; g) . (3.64)
In particular, with eqs.(3.29, 3.35), this gives transformation rules for x˜′¯12 and x˜
′¯
21
x˜′¯12 = L¯(z1−; g)x˜1¯2L(z2+; g) , (3.65a)
x˜′¯21 = L¯(z2−; g)x˜2¯1L(z1+; g) , (3.65b)
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so that
x′21¯2 = Ω−(z1−; g)Ω+(z2+; g)x
2
1¯2 , (3.66a)
x′22¯1 = Ω−(z2−; g)Ω+(z1+; g)x
2
2¯1 , (3.66b)
and in particular
x′21¯2x
′2
2¯1 = Ω(z1; g)
2Ω(z2; g)
2x21¯2x
2
2¯1 , (3.67a)
(
x′21¯2
x′22¯1
) 4
N
−1
=
Υ(z1; g)
2
Υ(z2; g)2
(
x21¯2
x22¯1
) 4
N
−1
. (3.67b)
From eqs.(3.46, 3.65a) tr(σµx˜1¯2σ
ν x˜2¯1) transforms covariantly as
tr(σµx˜′¯12σ
ν x˜′¯21) = tr(σ
λx˜1¯2σ
ρx˜2¯1)Rλ
µ(z1; g)Rρ
ν(z2; g) . (3.68)
Since vab(z21) transforms infinitesimally as
δv(z21) = tˆ(z2)v(z21)− v(z21)tˆ(z1) + i
2
N (ψˆ(z2)− ψˆ(z1))v(z21) , (3.69)
finitely it transforms as
v(z′21) = u
−1(z2; g)v(z21)u(z1; g) . (3.70)
From eqs.(3.38, 3.39) F (z12) transforms under superinversion as
K¯(z2; is)F (z12)K(z1; is) = F (−z
′
12)
t , (3.71)
which gives
x˜−12− x˜2¯1 x˜
−1
1+ = −x
′¯
12 , x
′2
1¯2 =
x22¯1
x22− x21+
, (3.72)
and
ζ¯v−1(z2)v(z21)v(z1)ζ = v(z′21)
t . (3.73)
Eq.(3.72) shows that eq.(3.68) holds for superinversion as well
tr(σµx˜′¯12σ
ν x˜′¯21) = tr(σ
λx˜1¯2σ
ρx˜2¯1)Rλ
µ(z1; is)Rρ
ν(z2; is) . (3.74)
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3.5 Functions of Three Points
In this subsection, for three points, z1, z2, z3 in superspace, we construct ‘tangent’ vectors,
Zi, which transform homogeneously at zi, i = 1, 2, 3.
With z21
is−→ (z21)′, z31
is−→ (z31)′, we define ZM1 = (X
µ
1 ,Θ
a
1, Θ¯1a) ∈ R
4|4N by
GT ((z31)
′)−1GT ((z21)′) = GT (Z1) . (3.75)
Explicit expressions for ZM1 can be obtained by calculating
Z¯((z31)
′)Z((z21)′) = F (Z1) =
(
−iX˜1+ 2Θ¯1b
2Θa1 δ
a
b
)
. (3.76)
We get
X˜1+ = −x
−1
1¯3 x2¯3x
−1
2¯1 ,
Θa1 = i(
˜¯θa21x
−1
2¯1 −
˜¯θa31x
−1
3¯1 ) , Θ¯1a = i(x
−1
1¯3 θ˜13a − x
−1
1¯2 θ˜12a) .
(3.77)
Using
x1¯3 + x2¯1 + 4iθ˜13a
˜¯θa21 = x2¯3 , (3.78)
one can assure
X˜1− = X˜1+ − 4iΘ¯1aΘa1 = x
−1
1¯2 x3¯2x
−1
3¯1 = X˜
†
1+ ,
X˜1 =
1
2
(X˜1+ + X˜1−) = X
µ
1 σ˜µ .
(3.79)
It is evident from eq.(3.75) that under z2 ↔ z3, Z1 → −Z1.
Associated with F (z) given in eq.(3.53) we define F˜ (z) by
F˜ (z) =
(
ǫ 0
0 ζ
)
F (z)t
(
ǫ¯ 0
0 ζ¯
)
=
(
ix+ 2θ˜b
2˜¯θa δab
)
. (3.80)
With this definition we may write
F˜ (Z1) =
(
iX1+ 2Θ˜1b
2 ˜¯Θa1 δ
a
b
)
, (3.81)
where
X1+ = −x˜
−1
2¯1 x˜2¯3x˜
−1
1¯3 ,
Θ˜1a = i(x˜
−1
3¯1 θ¯31a − x˜
−1
2¯1 θ¯21a) ,
˜¯Θa1 = i(θ
a
12x˜
−1
1¯2 − θ
a
13x˜
−1
1¯3 ) .
(3.82)
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F˜ (Z1) transforms infinitesimally as
δF˜ (Z1) =
(
˜ˆw(z1)−
1
2
λˆ(z1) + i
1
2
ψˆ(z1) 0
0 tˆ(z1) + i
2
N (ψˆ(z1) + δ
4N Ω)
)
F˜ (Z1)
− F˜ (Z1)
(
wˆ(z1) +
1
2
λˆ(z1) + i
1
2
ψˆ(z1) 0
0 tˆ(z1) + i
2
N (ψˆ(z1) + δ
4N Ω)
)
,
(3.83)
and hence for finite transformations
F˜ (Z′1) =
(
L(z1+; g)
−1 0
0 u(z1; g)
−1
)
F˜ (Z1)
(
L¯(z1−; g)−1 0
0 u(z1; g)
)
. (3.84)
Thus Z1 transforms homogeneously at z1, as ‘tangent’ vectors do.
Explicitly we have from eq.(3.84)
X ′1+ = Ω(z1; g)
−1Lˆ(z1+; g)−1X1+ ˆ¯L(z1−; g)−1 ,
Θ˜′1a = Ω(z1; g)
− 1
2Υ(z1; g)
− 1
2 Lˆ(z1+; g)
−1Θ˜1buˆba(z1; g) ,
˜¯Θ′a1 = Ω(z1; g)
− 1
2Υ(z1; g)
1
2 uˆ−1ab(z1; g)
˜¯Θb1
ˆ¯L(z1−; g)−1 .
(3.85)
X1− also transforms in the same way as X1+ in eq.(3.85) and hence
X ′µ1 = Ω(z1; g)
−1Xν1 Rˆν
µ(z1; g) , (3.86a)
Θ′a1 σ
µΘ¯′1a = Ω(z1; g)
−1Θa1σ
νΘ¯1aRˆν
µ(z1; g) . (3.86b)
From eq.(3.55) we get
sdet F˜ (Z1) = sdet F (Z1) = −X
2
1− = −
x23¯2
x21¯2 x
2
3¯1
. (3.87)
If we define a function v˜(z) ∈ U(N ) by
v˜ab(z) = (ζv(z)
tζ¯)ab = δ
a
b − 4i
1
x2−
˜¯θax˜−θ˜b , (3.88)
then a direct calculation leads
v˜(Z1) = v(z13)v(z32)v(z21) . (3.89)
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Similarly for Rµ
ν(z; is) given in eq.(2.53) we have
R(Z1; is) = x
2
1¯2x
2
2¯1x
2
3¯1x
2
1¯3R(z12; is)R(z23; is)R(z31; is) . (3.90)
From eqs.(3.68, 3.70) v˜(Z1), R(Z1; is) transform homogeneously at z1 under superconformal
transformation, z
g
−→ z′,
v˜(Z′1) = u
−1(z1; g)v˜(Z1)u(z1; g) , (3.91a)
R(Z′1; is) = Ω(z1; g)
2R−1(z1; g)R(Z1; is)R(z1; g) . (3.91b)
Under superinversion, zj
is−→ z′j , j = 1, 2, 3, Z1 transforms to Z
′
1, from eq.(3.72), as
X˜′1+ = x˜1+X1−x˜1− ,
Θ′a1 = iv
−1a
b(z1)
˜¯Θb1x˜1− ,
(3.92)
and hence
X ′µ1 = Ω(z1; is)
−2Xν1Rν
µ(z1; is) , (3.93a)
Θ′a1 σ
µΘ¯′1a = −Ω(z1; is)
−2Θa1σ
νΘ¯1aRν
µ(z1; is) . (3.93b)
Note the minus sign in eq.(3.93b).
By taking cyclic permutations of z1, z2, z3 in eq.(3.77) we may define Z2, Z3. We find
Z2, Z3 are related to Z1 in a simple form
F ((Z2)
′) =
(
−ix˜2¯1 0
0 v(z21)
)
F˜ (Z1)
(
−ix˜1¯2 0
0 v(z12)
)
,
F (Z3) =
(
−ix−13¯1 0
0 v˜(z13)
)
F˜ ((Z1)
′)
(
−ix−11¯3 0
0 v˜(z31)
)
,
(3.94)
where (Z)′ = ((X)′, (Θ)′a, (Θ¯)′a) is defined by superinversion, Z
is−→ (Z)′.
Explicitly we have
(X2)
′
+·σ˜ = x˜2¯1X1+x˜1¯2 , (Θ2)
′a = −ivab(z21) ˜¯Θb1x˜1¯2 , (3.95a)
X˜3+ = x
−1
3¯1 (X1+)
′·σ x−11¯3 , Θ
a
3 = −iv˜
a
b(z13)(
˜¯Θ1)
′bx−11¯3 . (3.95b)
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From eqs.(3.77, 3.79) we get
X21+
X21−
=
x21¯2x
2
2¯3x
2
3¯1
x22¯1x
2
1¯3x
2
3¯2
, (3.96a)
X1+·X1−√
X21+X
2
1−
= −
tr(x2¯1x˜2¯3x1¯3x˜1¯2x3¯2x˜3¯1)
2
√
x21¯2x
2
2¯1x
2
2¯3x
2
3¯2x
2
3¯1x
2
1¯3
. (3.96b)
These expressions are invariant under cyclic permutations of z1, z2, z3 and hence
X21+
X21−
=
X22+
X22−
=
X23+
X23−
, (3.97a)
X1+·X1−√
X21+X
2
1−
=
X2+·X2−√
X22+X
2
2−
=
X3+·X3−√
X23+X
2
3−
. (3.97b)
From eq.(3.86a) these are invariants for any continuous superconformal transformation and
furthermore from eq.(3.93a) the latter is invariant under superinversion along with
X21+
X21−
+
X21−
X21+
. (3.98)
Note that such invariants, depending on three points, do not exist in ordinary conformal
theories and that in the case of N = 1 due to the identity (A.19a) those two variables are
not independent [24, 25].
4 Superconformal Invariance of Correlation Functions
In this section we discuss the superconformal invariance of correlation functions for quasi-
primary superfields and exhibit general forms of two-point, three-point and n-point func-
tions.
4.1 Quasi-primary Superfields
We first assume6 that there exist quasi-primary superfields, ΨI(z), which under the super-
conformal transformation, z
g
−→ z′, transform as
ΨI −→ Ψ′I , Ψ′I(z′) = ΨJ(z)D IJ (z; g) . (4.1)
6In [24] it was explicitly shown that the chiral/anti-chiral superfields and supercurrents in some N = 1
theories are quasi-primary.
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D(z; g) obeys the group property so that under the successive superconformal transforma-
tions, g′′ : z
g
−→ z′
g′
−→ z′′, it satisfies
D(z; g)D(z′; g′) = D(z; g′′) , (4.2)
and hence also
D(z; g)−1 = D(z′; g−1) . (4.3)
We choose here D(z; g) to be a representation of SL(2,C) × SU(N ) × U(1) × D, which is
a subgroup of the stability group at z = 0, and so we decompose the spin index, I, of
superfields into SL(2,C) index, ρ, and SU(N ) index, r, as ΨI ≡ Ψρr. Now D IJ (z; g) is
factorized as
D IJ (z; g) = D
σ
ρ (Lˆ(z+; g))D
r
s(uˆ(z; g))Ω(z; g)
−ηΥ(z; g)−κ , (4.4)
where D σρ (Lˆ), D
r
s(uˆ) are representations of SL(2,C), SU(N ) respectively, while η and κ
are the scale dimension and R-symmetry charge of Ψρr respectively.
Infinitesimally
δΨρr(z) = −(L + ηλˆ(z) + iκΩˆ(z))Ψ
ρ
r(z)−Ψ
σ
r(z)
1
2
(sµν)σ
ρwˆµν(z)−Ψρs(z)
1
2
(sab)
s
r tˆ
b
a(z) ,
(4.5)
where sµν , s
a
b are matrix generators of SO(1, 3), SU(N ) satisfying
[sµν , sλρ] = −ηµλsνρ + ηµρsνλ + ηνλsµρ − ηνρsµλ ,
[sab, s
c
d] = 2(δ
a
ds
c
b − δ
c
bs
a
d) ,
(4.6)
and hence
[1
2
sabt
b
1a,
1
2
scdt
d
2c] =
1
2
sab[t1, t2]
b
a . (4.7)
From eqs.(3.15, 3.17) using eq.(4.6) we have
δ3Ψ
ρ
r = [δ2, δ1]Ψ
ρ
r . (4.8)
It is useful to consider the complex conjugate superfield of Ψρr
Ψ¯ρr(z) = Ψρr(z)
† . (4.9)
Ψ¯ρr(z) transforms as
Ψ¯′ρr(z′) = Ω(z; g)−ηΥ(z; g)κD¯ρσ(
ˆ¯L(z−; g))Drs(uˆ(z; g)
−1)Ψ¯σs(z) . (4.10)
28
Superconformal invariance for a general n-point function requires
〈Ψ′I11 (z1)Ψ
′I2
2 (z2) · · ·Ψ
′In
n (zn)〉 = 〈Ψ
I1
1 (z1)Ψ
I2
2 (z2) · · ·Ψ
In
n (zn)〉 . (4.11)
In superconformal field theories on chiral superspace, the representation of U(1)×D is
given by
Ω+(z+; g)
−η , (4.12)
so that for N 6= 4, η and κ are related by, from eq.(3.52),
η + ( 4N − 1)κ = 0 . (4.13)
On the other hand when N = 4, as shown in subsection 3.3, Ω+(z+; g) does not form a
representation of the N = 4 superconformal group, and hence there is no conventional
way of defining quasi-primary chiral/anti-chiral superfields in N = 4 superconformal the-
ories. We speculate that this fact makes it difficult to construct four-dimensional N = 4
superconformal theories on chiral superspace.
4.2 Two-point Correlation Functions
The solution for the two-point function of the quasi-primary superfields, Ψρr, Ψ¯
ρr, has the
general form7
〈Ψ¯ρr(z1)Ψ
σ
s(z2)〉 = CΨ
Iρσ(ˆ˜x1¯2)I
r
s(vˆ(z12))
(x21¯2)
1
2
(η−( 4
N
−1)κ)(x22¯1)
1
2
(η+( 4
N
−1)κ) , (4.14)
where we define
ˆ˜x1¯2 =
x˜1¯2
(x21¯2)
1
2
∈ SL(2,C) ,
vˆab(z12) =
(
x22¯1
x21¯2
) 1
N
(δab + 4iθ
a
12x˜
−1
1¯2 θ¯12b) ∈ SU(N ) ,
(4.15)
and Iρσ(ˆ˜x1¯2), I
r
s(vˆ(z12)) are tensors transforming covariantly according to the appropriate
representations of SL(2,C), SU(N ) which are formed by decomposition of tensor products
of ˆ˜x1¯2, vˆ(z12).
7See subsection 4.4 for a proof.
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Under superconformal transformations, Iρσ(ˆ˜x1¯2) and I
r
s(v(z12)) satisfy from eqs.(3.65a, 3.70)
D¯(ˆ¯L(z1−; g))I(ˆ˜x1¯2)D(Lˆ(z2+; g)) = I(ˆ˜x′¯12) , (4.16a)
D(uˆ(z1; g)
−1)I(vˆ(z12))D(uˆ(z2; g)) = I(vˆ(z′12)) . (4.16b)
As examples, we first consider the chiral/anti-chiral scalar and spinorial fields,
S(z+), S¯(z−), φα(z+), φ¯α˙(z−) in N 6= 4 theories which transform as
S ′(z′+) = Ω+(z+; g)
−ηS(z+) , (4.17a)
S¯ ′(z′−) = Ω−(z−; g)
−ηS¯(z−) , (4.17b)
φ′α(z′+) = Ω+(z+; g)
−ηφβ(z+)Lˆ αβ (z+; g) , (4.17c)
φ¯′α˙(z′−) = Ω−(z−; g)
−η ˆ¯Lα˙
β˙
(z−; g)φ¯β˙(z−) , (4.17d)
so that from eq.(4.13) η + ( 4N − 1)κ = 0 and sµν →
1
2
σ[µσ˜ν] for the spinorial fields.
The two-point functions of them are
〈S¯(z1−)S(z2+)〉 = CS
1
(x21¯2)
η
, (4.18)
〈φ¯α˙(z1−)φα(z2+)〉 = Cφi
(ˆ˜x1¯2)
α˙α
(x21¯2)
η
. (4.19)
For a real vector field, V µ(z), where the representation of SL(2,C) is given by Rˆ νµ (z; g)
and the R-symmetry charge is zero, κ = 0, we have
〈V µ(z1)V
ν(z2)〉 = CV
Iµν(z12)
(x21¯2x
2
2¯1)
1
2
η
, Iµν(z12) =
1
2
tr(σµˆ˜x1¯2σ
ν ˆ˜x2¯1) . (4.20)
From eq.(A.10) one can show
Iµν(z12) =
1
2
tr(σµˆ˜x1¯2σν ˆ˜x2¯1) =
1
2
tr(σ˜µxˆ2¯1σ˜ν xˆ1¯2) , (4.21)
where
xˆ =
x
(x2)
1
2
= ˆ˜x
−1
. (4.22)
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Hence Iµν(z12) satisfies
Iµν(z12)Iλν(z12) = δ
µ
λ . (4.23)
Note that I(z12) ∝ R(z12; is), where R(z; is) is given by eq.(2.53).
For gauge fields, ψa(z), ψ¯
a(z), which transform as
ψ′a(z
′) = Ω(z; g)−ηΥ(z; g)−κψb(z)uˆba(z; g) , (4.24a)
ψ¯′a(z′) = Ω(z; g)−ηΥ(z; g)κuˆ−1ab(z; g)ψ¯
b(z) , (4.24b)
the two-point function of them is
〈ψ¯a(z1)ψb(z2)〉 = Cψ
vˆab(z12)
(x21¯2)
1
2
(η−( 4
N
−1)κ)(x22¯1)
1
2
(η+( 4
N
−1)κ) . (4.25)
Note that to have non-vanishing two-point correlation functions, the scale dimensions, η,
of the two fields must be equal and the R-symmetry charges must have the same absolute
value with opposite signs, κ, −κ, as shown in subsection 4.4 later.
For a real vector superfield, V µ(z), if we define
Vαα˙(z) = σµαα˙V
µ(z) , (4.26)
from eq.(4.20) we get
〈Vαα˙(z1)Vββ˙(z2)〉 = 2CV
(xˆ2¯1)αβ˙(xˆ1¯2)βα˙
(x21¯2x
2
2¯1)
1
2
η
. (4.27)
From
Daα(z1)x
µ
2¯1 = 2i(σ
µθ¯12a)α , Daα(z1)x
µ
1¯2 = 0 , (4.28)
with D˜aα = ζabǫ−1αβDbβ we get
D˜aα(z1)〈Vαα˙(z1)Vββ˙(z2)〉 = 4iCV (η − 3)
˜¯θa
12β˙
(x)βα˙
(x21¯2x
2
2¯1)
1
2
(η+1)
, (4.29)
and hence 〈Vαα˙(z1)Vββ˙(z2)〉 is conserved if η = 3
D˜aα(z1)〈Vαα˙(z1)Vββ˙(z2)〉 = 0 if η = 3 . (4.30)
The anti-commutator relation for Daα, D¯
b
α˙ (2.11) implies also
∂
∂xµ1
〈V µ(z1)V
ν(z2)〉 = 0 if η = 3 . (4.31)
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4.3 Three-point Correlation Functions
The solution for the three-point correlation function of the quasi-primary superfields, Ψρr,
has the general form8
〈Ψρ1r(z1)Ψ
σ
2 s(z2)Ψ
τ
3 t(z3)〉
=
Hρrσ′s′τ ′t′(Z1)I
σ′σ(ˆ˜x1¯2)I
τ ′τ (ˆ˜x1¯3)I
s′
s(vˆ(z12))I
t′
t(vˆ(z13))
(x21¯2)
1
2
(η2−( 4N −1)κ2)(x22¯1)
1
2
(η2+(
4
N
−1)κ2)(x21¯3)
1
2
(η3−( 4N −1)κ3)(x23¯1)
1
2
(η3+(
4
N
−1)κ3) ,
(4.32)
where Z1
M = (Xµ1 ,Θ
a
1, Θ¯1a) ∈ R
4|4N is given by eq.(3.75).
Superconformal invariance (4.11) is now equivalent to
Hρ
′
rσsτt(Z)Dρ′
ρ(Lˆ) = Hρrσ′sτ ′t(Z
′)D¯σ
′
σ(
ˆ¯L)D¯τ
′
τ (
ˆ¯L) ,
Z
′M = (XνRˆνµ(Lˆ), ΘaLˆ, ˆ¯LΘ¯a) ,
(4.33a)
Hρr′σs′τt′(Z)D
r′
r(uˆ)D
s′
s(uˆ)D
t′
t(uˆ) = H
ρ
rσsτt(Z
′′) ,
Z
′′M = (Xµ, Θb(ζ¯ uˆζ)ba, (ζ¯ uˆ−1ζ)abΘ¯b) ,
(4.33b)
Hρrσsτt(Z) = λ
η2+η3−η1Hρrσsτt(Z′′′) ,
Z
′′′M = (λXµ, λ
1
2Θa, λ
1
2 Θ¯a) ,
(4.33c)
Hρrσsτt(Z) = e
−i(κ1+κ2+κ3)ΩHρrσsτt(Z′′′′) ,
Z
′′′′M = (Xµ, ei
1
2
ΩΘa, e−i
1
2
ΩΘ¯a) .
(4.33d)
Note that Lˆ ∈ SL(2,C), uˆ ∈ SU(N ), λ ∈ R, Ω ∈ S1 and Rˆνµ(Lˆ) is given from eq.(3.46) by
Rˆν
µ(Lˆ) = 1
2
tr(σ˜νLˆσ
µ ˆ¯L) . (4.34)
In general there are a finite number of linearly independent solutions of eq.(4.33a), and
this number may be reduced by imposing extra restrictions on the correlation function.
8See subsection 4.4 for a proof.
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As an example, we consider the three-point correlation function of a real vector superfield,
V µ(z), where κ = 0. From eq.(4.32) we may write
〈V µ(z1)V
ν(z2)V
λ(z3)〉 =
Hµν
′λ′(Z1)Iν′
ν(z12)Iλ′
λ(z13)
(x21¯2x
2
2¯1x
2
3¯1x
2
1¯3)
1
2
η
. (4.35)
Since eq.(4.33a) is obtained by considering invariance under continuous superconformal
transformations, invariance under superinversion which is a discrete map may give an extra
restriction. Besides the superconformal invariance, the three-point function has additional
symmetry under permutations of the superfields. Furthermore, for supercurrents we may
require the correlation function to satisfy the conservation equations like eqs.(4.30 ,4.31).
More explicitly, under superinversion we may require V µ(z) transforms to
V ′µ(z′) = −V ν(z)Rˆνµ(z; is)Ω(z; is)−η . (4.36)
The occurrence of the minus sign in N = 1 Wess-Zumino model and vector superfield
theory was verified in [24]. Invariance under superinversion, zj
is−→ z′j , j = 1, 2, 3, implies
using eqs.(2.52, 3.72, 3.74)
Hµ
′ν′λ′(Z1)Rˆµ′
µ(z1; is)Rˆν′
ν(z1; is)Rˆλ′
λ(z1; is) = −Ω
−η(z1; is)Hµνλ(Z′1) , (4.37)
which also implies using eqs.(3.92, 3.95a)
Ω(z12; is)
ηHµ
′ν′λ′(Z1)Rˆµ′
µ(z12; is)Rˆν′
ν(z12; is)Rˆλ′
λ(z12; is) = −H
µνλ(−(Z2)
′) , (4.38)
where (Z2)
′ is given by superinversion, Z2
is−→ (Z2)′.
From 〈V µ(z1)V ν(z2)V λ(z3)〉 = 〈V µ(z1)V λ(z3)V ν(z2)〉 we have
Hµνλ(Z) = Hµλν(−Z) , (4.39)
and from 〈V µ(z1)V ν(z2)V λ(z3)〉 = 〈V ν(z2)V λ(z3)V µ(z1)〉 we have using eqs.(3.90, 4.38) with
Z
is−→ (Z)′
Hµνλ(−(Z)′) = −Ω(Z; is)−ηHνλ
′µ(Z)Rˆλ′
λ(Z; is) . (4.40)
Imposing these extra conditions it was shown that the three-point correlation functions of
supercurrents in N = 1 theories have two linearly independent forms [25]. Similarly, the
three-point functions of real scalar superfields in N = 1 theories have also two linearly
independent solutions [24].
Invariance under R-symmetry transformations (4.33b,d) implies that Hµνλ(Z) is a func-
tion of Xµ,ΘaαΘ¯α˙a or equivalently X
µ, ΘaσµΘ¯a, as demonstrated in subsection 4.5, and
hence we may put
Hµνλ(Z) = Hµνλ(Xλ,ΘaσλΘ¯a) . (4.41)
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4.4 n-point Correlation Functions - in general
In this subsection we show that the solution for n-point correlation functions of the quasi-
primary superfields, Ψρr, has the general form
〈Ψρ11 r1(z1) · · ·Ψ
ρn
n rn(zn)〉
= Hρ1r1ρ′2r′2···ρ′nr′n(Z1(1), · · · , Z1(n−2))
n∏
k=2
Iρ
′
k
ρk(ˆ˜x1¯k)I
r′
krk(vˆ(z1k))
(x21¯k)
1
2
(ηk−( 4N −1)κk)(x2
k¯1
)
1
2
(ηk+(
4
N
−1)κk)
,
(4.42)
where in a similar fashion to eq.(3.75) Z1(1), · · · , Z1(n−2) are given, with zk1
is−→ z˜k1, k ≥ 2,
by
GT (z˜n1)
−1GT (z˜j1) = GT (Z1(j−1)) , j = 2, 3, · · · , n− 1 . (4.43)
We note that all of them are ‘tangent’ vectors at z1.
Superconformal invariance (4.11) is equivalent to
Hρ
′
1r1ρ2r2···ρnrn(Z(1), · · · , Z(n−2))Dρ′1
ρ1(Lˆ) = Hρ1r1ρ′2r2···ρ′nrn(Z
′
(1), · · · , Z
′
(n−2))
n∏
k=2
D¯ρ
′
kρk(
ˆ¯L) ,
Z
′M
(j) = (X
ν
(j)Rˆν
µ(Lˆ), Θa(j)Lˆ,
ˆ¯LΘ¯(j)a) ,
(4.44a)
Hρ1r′1ρ2r′2···ρnr′n(Z(1), · · · , Z(n−2))
n∏
k=1
Dr
′
krk(uˆ) = H
ρ1
r1ρ2r2···ρnrn(Z
′′
(1), · · · , Z
′′
(n−2)) ,
Z
′′M
(j) = (X
µ
(j), Θ
b
(j)(ζ¯ uˆζ)b
a, (ζ¯ uˆ−1ζ)abΘ¯(j)b) ,
(4.44b)
Hρ1r1ρ2r2···ρnrn(Z(1), · · · , Z(n−2)) = λ
−η1+η2+···+ηnHρ1r1ρ2r2···ρnrn(Z
′′′
(1), · · · , Z
′′′
(n−2)) ,
Z
′′′M
(j) = (λX
µ
(j), λ
1
2Θa(j), λ
1
2 Θ¯(j)a) ,
(4.44c)
Hρ1r1ρ2r2···ρnrn(Z(1), · · · , Z(n−2)) = e
−i(κ1+···+κn)ΩHρ1r1ρ2r2···ρnrn(Z
′′′′
(1), · · · , Z
′′′′
(n−2)) ,
Z
′′′′M
(j) = (X
µ
(j), e
i 1
2
ΩΘa(j), e
−i 1
2
ΩΘ¯(j)a) .
(4.44d)
Thus, in general n-point functions reduce to one unspecified (n − 2)-point function which
must transform homogeneously under the rigid transformations,
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Without loss of generality, using the supertranslational invariance we can put the n-point
function with zk1
is−→ z˜k1, k ≥ 2 as
〈Ψρ11 r1(z1) · · ·Ψ
ρn
n rn(zn)〉
= Hρ1r1ρ′2r′2···ρ′nr′n(z˜21, z˜31, · · · , z˜n1)
n∏
k=2
Iρ
′
k
ρk(ˆ˜x1¯k)I
r′
krk(vˆ(z1k))
(x21¯k)
1
2
(ηk−( 4N −1)κk)(x2
k¯1
)
1
2
(ηk+(
4
N
−1)κk)
.
(4.45)
The superconformal invariance of the correlation function (4.11), using eqs.(3.67a, 3.85, 4.16a),
implies
Hρ1r1ρ′2r2···ρ′nrn(z˜
′
21, z˜
′
31, · · · , z˜
′
n1)
n∏
k=2
D¯ρ
′
kρk(
ˆ¯L(z1−; g))
= Ω(z1; g)
−η1+η2+···+ηnΥ(z1; g)−(κ1+κ2+···+κn)Hρ
′
1r′1ρ2r
′
2···ρnr′n(z˜21, z˜31, · · · , z˜n1)
×Dρ′1
ρ1(Lˆ(z1+; g))
n∏
k=1
Dr
′
krk(uˆ(z1; g)) .
(4.46)
Now we consider a superconformal transformation, z
gu−→ z′′, defined by
GT (z
′′) = GT (z′′1 )GT (zs(z
′; u)) ,
GT (z
′) = GT (z1)−1GT (z) ,
(4.47)
where zs(z
′; u) is a special superconformal transformation given in eq.(2.58) and z′′1 can be
arbitrary. Since
GT (z˜′′k1) = GT (u)GT (z˜k1) for k ≥ 2 ,
Lˆ(z1+; gu) =
ˆ¯L(z1−; gu) = 1 , Ω(z1; gu) = Υ(z1; gu) = 1 ,
(4.48)
Hρ1r1ρ2r2···ρnrn(z˜21, z˜31, · · · , z˜n1) possesses a supertranslational invariance
Hρ1r1ρ2r2···ρnrn(z˜21, z˜31, · · · , z˜n1) = H
ρ1
r1ρ2r2···ρnrn(z˜
′′
21, z˜
′′
31, · · · , z˜
′′
n1) . (4.49)
9The key idea in this proof first appeared in [24].
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Thus we can write
Hρ1r1ρ2r2···ρnrn(z˜21, z˜31, · · · , z˜n1) = H
ρ1
r1ρ2r2···ρnrn(Z1(1), · · · , Z1(n−2)) ,
GT (Z1(j−1)) = GT (z˜n1)−1GT (z˜j1) .
(4.50)
With the transformation rule for Z1 (3.85), eq.(4.50) completes our proof. Q.E.D.
We note that, in the case of n = 2, Hρ1r1ρ2r2 is independent of z1, z2 and eqs.(4.44c,d)
show that two-point functions vanish if η1 6= η2 or κ1 6= −κ2. Furthermore, if the represen-
tation is irreducible then H = 1 by Schur’s Lemma.
4.5 Selection Rule & Superconformal Invariants
We begin with fields, ψI(x), depending on x ∈ R4 which are obtained by letting the Grass-
mann coordinates inside quasi-primary superfields, ΨI(x, θa, θ¯a), be zero
ψI(x) ≡ ΨI(x, 0, 0) . (4.51)
They are the lowest order term appearing in the power series expansions of superfields in
Grassmann coordinates. The superconformal invariance under U(1) transformations (4.44d)
implies for arbitrary Ω ∈ S1
〈ψI11 (x1) · · ·ψ
In
n (xn)〉 = e
i(κ1+···+κn)Ω〈ψI11 (x1) · · ·ψ
In
n (xn)〉 , (4.52)
hence, if the the sum of the R-symmetry charge, κi, is not zero then the correlation function
must vanish as exhibited in eq.(1.2)
〈ψI11 (x1) · · ·ψ
In
n (xn)〉 = 0 if
n∑
i=1
κi 6= 0 . (4.53)
This selection rule can be generalized further to all the other component fields in the power
series expansions of superfields
ΨI(x, θa, θ¯a) = ψ
I(x) + ψIaα(x)θ
aα + θ¯α˙a ψ¯
Ia
α˙ (x) + · · · . (4.54)
If we define the R-symmetry charge of the component fields, ψI(x), ψIaα(x), ψ¯
Ia
α˙ (x), etc. as
κ, κ+ 1
2
, κ− 1
2
, etc. respectively, then the invariance under U(1) transformation,
〈ΨI11 (x1, θ
a
1 , θ¯1a) · · · 〉 = e
i(κ1+···+κn)Ω〈ΨI11 (x1, e
i 1
2
Ωθa1 , e
−i 1
2
Ωθ¯1a) · · · 〉 , (4.55)
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implies that the selection rule (4.53) holds for all the component fields.
The existence of this kind of selection rule in N = 4 super Yang-Mills theory was pre-
viously predicted by Intriligator within the context of AdS/CFT correspondence, as the
dual IIB supergravity contains a corresponding U(1) symmetry [1]. Therefore our results
provide a supporting evidence for the Maldacena conjecture, as the selection rule here is
derived by purely considering the symmetry on CFT side without referring to the string
side.
Essentially, for N 6= 4 case, the selection rule exists since the four-dimensional N 6= 4
superconformal group includes the U(1) factor inevitably. However in N = 4 case, as
verified in subsection 2.5, the corresponding superconformal group is isomorphic to a semi-
direct product of U(1) and a simple Lie supergroup so that it can be reduced to the simple
Lie subgroup by breaking the U(1) symmetry. In this case, the selection rule will not be
applicable to the corresponding N = 4 superconformal theory, since the U(1) representa-
tion becomes trivial, Υ(z; g) = 1, and the R-symmetry charge is not defined.
Now, we consider correlation functions of quasi-primary scalar superfields, Ψ(z). From
eqs.(4.44a,b)H(Z1(1), · · · , Z1(n−2)) must be SL(2,C)×SU(N ) invariant and hence it is a func-
tion of SL(2,C)×SU(N ) invariants. According to [42], these invariants can be obtained by
contracting in all possible ways the spinorial indices of
ǫαβ , ǫ
−1αβ , ǫ¯α˙β˙ , ǫ¯
−1α˙β˙ , (X1(i))αα˙ , Θaα1(i)Θ¯
α˙
1(j)a ,
ǫa1···aNΘ
a1α1
1(i1)
· · ·ΘaNαN1(iN ) , ǫ
a1···aN Θ¯α˙11(i1)a1 · · · Θ¯
α˙N
1(iN )aN
.
(4.56)
On the other hand if we write
X µ1(I) = (Xˆ
µ
1(i), Θˆ
a
1(j)σ
µ ˆ¯Θ1(k)a) , 1 ≤ I ≤ (n− 1)(n− 2) , (4.57)
where Zˆ
M
1(j) = (Xˆ
µ
1(j), Θˆ
a
1(j),
ˆ¯Θ1(j)a) are normalized Z
M
1(j)
Xˆµ1(j) =
Xµ1(j)
(X21(1)+X
2
1(1)−)
1
4
, Θˆa1(j) =
Θa1(j)
(X21(1)+X
2
1(1)−)
1
8
, ˆ¯Θ1(j)a =
Θ¯1(j)a
(X21(1)+X
2
1(1)−)
1
8
,
(4.58)
then using eq.(A.20a) one can show that X1(I)·X1(J) are all the invariants for SL(2,C) ×
SU(N )× U(1)× D and hence invariants for the whole N -extended superconformal group.
Note that from eq.(3.93b), some of them are pseudo invariants under superinversion.
Explicitly, we may reproduce the invariants depending on three points (3.97a) as
(Xˆ21(1)+)
2 =
X21(1)+
X21(1)−
, Xˆ1(1)+·Xˆ1(1)− =
X1(1)+·X1(1)−√
X21(1)+X
2
1(1)−
, (4.59)
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and using
X21(l−1)+ =
x2l¯n
x2
l¯1
x21¯n
, (4.60)
X2(l,m)+ =
x2l¯m
x2
l¯1
x21¯m
,
Xµ(l,m)+ = X
µ
1(l−1)+ −X
µ
1(m−1)− + 2iΘ
a
1(l−1)σ
µΘ¯1(m−1)a ,
(4.61)
we may also obtain cross ratio type invariants depending on four points, zr, zs, zt, zu
x2r¯sx
2
t¯u
x2r¯ux
2
t¯s
. (4.62)
From Xˆ21(1)+Xˆ
2
1(1)− = 1, the number of different X1(I)·X1(J), 1 ≤ I, J ≤ (n− 1)(n− 2) is
1
2
(n2 − 3n + 4)(n2 − 3n + 1). However, a vector, α, in d-dimensions may be specified by d
equations, α·βi = ci; 1 ≤ i ≤ d. Thus the number of independent superconformal invariants
or X1(I)·X1(J) in four-dimensions, #n, is
#n =

2 for n = 3 ,
4n2 − 12n+ 1 for n ≥ 4 .
(4.63)
This result holds for N ≥ 2, and for N = 1 due to the identity (A.19a) the number of
independent X1(I)·X1(J) reduces further to
10
#n =

1 for n = 3 ,
4n2 − 12n for n ≥ 4 .
(4.64)
In the case of
∑
i κi = 0, H(Zˆ1(1), · · · , Zˆ1(n−2)) must be SL(2,C) × SU(N ) × U(1) × D
invariant. Hence it is a function of X1(I)·X1(J) and the n-point correlation function of scalar
superfields reduces to an arbitrary #n variable function. The n-point function in this case
may have the following general form
〈Ψ1(z1) · · ·Ψn(zn)〉 =
F (X1(I)·X1(J))∏
l 6=m
(x2l¯m)
∆lm
, (4.65)
10Similar analysis for N = 1 was done by Osborn [25].
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where
∆lm = −
1
2(n−1)(n−2)
n∑
i=1
ηi +
1
2(n−2)(ηl + ηm) +
1
2n
( 4N − 1)(κl − κm) . (4.66)
F (X1(I)·X1(J)) is related to H(Z1(1), · · · , Z1(n−2)) by
F (X1(I)·X1(J)) = H(Zˆ1(1), · · · , Zˆ1(n−2))
∏
2≤l 6=m
(Xˆ21(l,m)+)
∆lm . (4.67)
This relation can be derived using eq.(4.44c) and the following identity which holds when
( 4N − 1)
∑n
i=1 κi = 0∏
l 6=m
(x2l¯m)
∆lm
( n∏
k=2
(x21¯k)
− 1
2
(ηk−( 4N −1)κk)(x2k¯1)
− 1
2
(ηk+(
4
N
−1)κk)
)
= λ−
1
2
(−η1+η2+···+ηn) ∏
2≤l 6=m
(
λx2l¯m
x2
l¯1
x21¯m
)∆lm
,
(4.68)
where λ ∈ R.
4.6 Non-supersymmetric Case
In particular, here, we consider the non-supersymmetric case, i.e. N = 0. Quasi-primary
fields, Ψρ(x), transform under the conformal transformations, x
g
−→ x′, as
Ψρ(x) −→ Ψ′ρ(x′) = Ψσ(x)Dσρ(Lˆ(x; g))Ω(x; g)−η . (4.69)
n-point function has the general form
〈Ψρ11 (x1) · · ·Ψ
ρn
n (xn)〉 =
Hρ1ρ′2···ρ′n(X1(1), · · · , X1(n−2))I
ρ′2ρ2(ˆ˜x12) · · · Iρ
′
nρn(ˆ˜x1n)
(x212)
η2 · · · (x21n)ηn
, (4.70)
where Hρ1ρ2···ρn(X1(1), · · · , X1(n−2)) is a function depending on n− 2 points,
X1(j), 1 ≤ j ≤ n− 2,
(X1(j))
µ =
xµn1
x2n1
−
xµ(j+1)1
x2(j+1)1
, X21(j) =
x2(j+1)n
x2n1x
2
(j+1)1
. (4.71)
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Under conformal transformations, X1(j) transforms homogeneously at x1 as in eq.(3.86a).
Conformal invariance is equivalent to
Hρ
′
1ρ2···ρn(X(1), · · · , X(n−2))Dρ′1
ρ1(Lˆ) = Hρ1ρ′2···ρ′n(X
′
(1), · · · , X
′
(n−2))D¯
ρ′2ρ2(
ˆ¯L) · · · D¯ρ
′
n
ρn(
ˆ¯L) ,
X ′µ(j) = X
ν
(j)Rˆν
µ(Lˆ) ,
(4.72a)
Hρ1ρ2···ρn(X(1), · · · , X(n−2)) = λ
−η1+η2+···+ηnHρ1ρ2···ρn(X
′′
(1), · · · , X
′′
(n−2)) ,
X ′′µ(j) = λX
µ
(j) .
(4.72b)
We note that this result holds in arbitrary dimension, d.
As an example, we consider scalar fields, Ψ(x). The n-point function of them is from
eq.(4.65)
〈Ψ1(x1) · · ·Ψn(xn)〉 =
F (Xˆ1(i)·Xˆ1(j))∏
l<m
(x2lm)
− 1
(n−1)(n−2)
(η1+···+ηn)+ 1n−2 (ηl+ηm)
, (4.73)
where
Xˆ1(j) =
X1(j)√
X21(1)
. (4.74)
Alternatively, from eq.(4.62), we may regard F (Xˆ1(i)·Xˆ1(j)) as an arbitrary function of cross
ratios (x2ijx
2
kl)/(x
2
ikx
2
jl).
The number of independent Xˆ1(i)·Xˆ1(j), 1 ≤ i, j ≤ n − 2 or cross ratios in d-dimensions,
#n|d, is
#n|d =

1
2
n(n− 3) for n ≤ d+ 2 ,
dn− 1
2
(d+ 1)(d+ 2) for n > d+ 2 .
(4.75)
and the n-point function of scalar fields reduces to an arbitrary #n|d variable function.
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5 Superconformally Covariant Operators
In general acting on a quasi-primary superfield, Ψρr(z), with the spinor derivative, Daα,
does not lead to a quasi-primary field. For a superfield, Ψρr, from eqs.(3.8, 3.10 ,4.5) we
have
DaαδΨ
ρ
r = −(L + (η +
1
2
)λˆ+ i(κ+ 1
2
)Ωˆ)DaαΨ
ρ
r
+ ˜ˆwα
βDaβΨ
ρ
r −DaαΨσr
1
2
(sµνwˆ
µν) ρσ
− tˆbaDbαΨρr −DaαΨρs
1
2
(sbctˆ
c
b)
s
r
+ 2ρˆbβ(ΨY
bβ
aα)
ρ
r .
(5.1)
We may connect the generator of SL(2,C) to SO(1, 3) by
sα
β ≡ −1
2
sµν(σ
[µσ˜ν])α
β , (5.2)
where
[sαβ , sγδ] = ǫαδsβγ + ǫβδsαγ + ǫαγsβδ + ǫβγsαδ ,
sαβ = sα
γǫγβ = sβα .
(5.3)
Y bβaα is given by
Y bβaα = ((
4
N − 1)κ− η)δ
b
aδ
β
α + δ
b
asα
β + 2sbaδ
β
α . (5.4)
To ensure that DaαΨ
ρ
r is quasi-primary it is necessary that the terms proportional to ρˆ
vanish and this can be achieved by restricting DaαΨ
ρ
r to an irreducible representation of
SL(2,C), SU(N ) and choosing a particular value of η and κ so that ΨY = 0. The changes
of the scale dimension and the R-symmetry charge, η → η + 1
2
, κ → κ + 1
2
, in eq.(5.1) are
also apparent from eq.(2.12)
Daα = Ω(z; g)
1/2Υ(z; g)
1
2 Lˆα
β(z; g)uˆ−1ba(z; g)D′bβ . (5.5)
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As an illustration we consider tensorial fields, Ψb1···bna1···amα1···αkα˙1···α˙l , which transform as
δΨb1···bna1···amα1···αkα˙1···α˙l = −(L + ηλˆ+ iκΩˆ)Ψ
b1···bn
a1···amα1···αkα˙1···α˙l
+
k∑
p=1
˜ˆwαp
βΨb1···bna1···amα1···β···αkα˙1···α˙l −
l∑
q=1
Ψb1···bn
a1···amα1···αkα˙1···β˙···α˙lwˆ
β˙
α˙q
−
m∑
i=1
Ψb1···bna1···c···amα1···αkα˙1···α˙l tˆ
c
ai +
n∑
j=1
tˆbjdΨ
b1···d···bn
a1···amα1···αkα˙1···α˙l .
(5.6)
Note that spinorial indices, α, α˙ may be raised by ǫ−1, ǫ¯−1.
For Ψb1···bna1···amα1···αkα˙1···α˙l we have
(ΨY bβaα)
b1···bn
a1···amα1···αkα˙1···α˙l = −2
k∑
p=1
δbaδ
β
αpΨ
b1···bn
a1···amα1···α···αkα˙1···α˙l
+ 2
m∑
i=1
δbaiδ
β
αΨ
b1···bn
a1···a···amα1···αkα˙1···α˙l
− 2
n∑
j=1
δ bja δ
β
αΨ
b1···b···bn
a1···amα1···αkα˙1···α˙l
+
(
( 4N − 1)κ− η + k + 2
1
N (n−m)
)
δbaδ
β
αΨ
b1···bn
a1···amα1···αkα˙1···α˙l .
(5.7)
In particular, eq.(5.7) shows that the following are quasi-primary
D(b(βΨa1···am)α1···αk)α˙1···α˙l if η − (
4
N − 1)κ = −k + 2(1−
1
N )m, (5.8a)
ζ¯b(aD˜
bβΨa1···am)βα˙1···α˙l if η − (
4
N − 1)κ = 3 + 2(1−
1
N )m, (5.8b)
D[b(βΨa1···am]α1···αk)α˙1···α˙l if η − (
4
N − 1)κ = −k − 2(1 +
1
N )m, (5.8c)
ζ¯b[aD˜
bβΨa1···am]βα˙1···α˙l if η − (
4
N − 1)κ = 3− 2(1 +
1
N )m, (5.8d)
where ( ), [ ] denote the usual symmetrization, anti-symmetrization respectively and obvi-
ously eqs.(5.8c,d) are nontrivial if m+ 1 ≤ N .
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Now we consider the case where more than one spinor derivative, Daα, act on a quasi-
primary superfield. In this case, it is useful to note
D(a(αDb)β) = 0 , D[a[αDb]β] = 0 , (5.9)
and
Daαρˆbβ = 0 . (5.10)
From eq.(5.7) one can show that the following are quasi-primary
D[b1(β1 · · ·DbnβnΨα1···αk)a1···am]α˙1···α˙l if η − (
4
N − 1)κ = 2− k − 2n− 2(1 +
1
N )m, (5.11a)
D(bcΨa1···am)α˙1···α˙l if η − (
4
N − 1)κ = 2 + 2(1−
1
N )m, (5.11b)
where
Dbc = ǫ
−1γβDbβDcγ . (5.12)
Eq.(5.11a) is nontrivial if m+ n ≤ N .
Similar analysis for D¯aα˙ is ready to be done by taking complex conjugates of the re-
sults (5.8a, 5.11a). We also note that in N 6= 4 chiral superfield theories, η and κ are
related by η + ( 4N − 1)κ = 0 as demonstrated in eq.(4.13).
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Appendix
A Notations & Useful Equations
With the four-dimensional Minkowskian metric, ηµν = diag(+1,−1,−1,−1), the 4 × 4
gamma matrices, γµ, µ = 0, 1, · · ·3, satisfy the Clifford algebra
γµγν + γνγµ = 2ηµν . (A.1)
The gamma matrices for even dimensions can be chosen in general to have the form
γµ =
(
0 σµ
σ˜µ 0
)
, (A.2)
and to satisfy
γ5 = −iγ0γ1γ2γ3 =
(
1 0
0 −1
)
. (A.3)
We also assume the hermiticity condition
γ0γµ†γ0 = γµ . (A.4)
The 2× 2 matrices, σµ, σ˜µ satisfy from eqs.(A.1,A.3)
σµσ˜ν + σν σ˜µ = 2ηµν , (A.5)
and
1
2
tr(σµσ˜ν) = ηµν , (A.6a)
1
2
tr(σµσ˜νσλσ˜ρ) = ηµνηλρ + ηνληρµ − ηµληνρ − iǫµνλρ , (A.6b)
where we put ǫ0123 = −ǫ0123 = 1.
σµ and σ˜µ separately form bases of 2× 2 matrices with the completeness relation
σµαα˙σ˜
β˙β
µ = 2δ
β
α δ
β˙
α˙ . (A.7)
The coefficient on the right hand side may be determined by eq.(A.6a).
Charge conjugation matrix C satisfies
CγµC−1 = −γµ , (A.8)
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and has the form
C =
(
ǫ 0
0 ǫ¯−1
)
, (A.9)
where ǫαβ , ǫ¯α˙β˙ are the 2× 2 anti-symmetric matrices, ǫ12 = ǫ¯12 = 1 with inverses,
(ǫ−1)αβ, (ǫ¯−1)α˙β˙.
Eq.(A.8) implies
ǫσ˜µtǫ¯ = −σµ . (A.10)
From eqs.(A.7,A.10) we get
σµαα˙σµββ˙ = 2ǫαβ ǫ¯α˙β˙ ,
(σ[µσ˜ν])α
β(σ[µσ˜ν])γ
δ = 4(δ βα δ
δ
γ − 2δ
δ
α δ
β
γ ) ,
(σ[µσ˜ν])α
β(σ˜[µσν])
α˙
β˙ = 0 .
(A.11)
It is useful to note
δ δα δ
β
γ − δ
β
α δ
δ
γ = ǫαγǫ
−1βδ . (A.12)
We may choose
σ0 = σ˜0 = 1 , (A.13)
then from eqs.(A.4,A.5)
σi = −σ˜i , σµ† = σµ , i = 1, 2, 3 . (A.14)
In four-dimensions there is a unique correspondence between a general four vector, vµ,
and a 2× 2 matrix, vαα˙ or v˜α˙α, through
vαα˙ = v
µσµαα˙ , v
µ = 1
2
tr(σ˜µv) ,
v˜α˙α = vµσ˜α˙αµ , v
µ = 1
2
tr(σµv˜) .
(A.15)
With this notation it is convenient to introduce the variables
x˜± = x˜± 2iθ¯aθa . (A.16)
Note that
x˜± = x
µ
±σ˜µ , x
µ
± = xµ ∓ iθaσµθ¯a ,
x˜†± = x˜∓ ,
(A.17)
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and
x± = x
µ
±σµ = x∓ 2iθ˜a
˜¯θa . (A.18)
Some useful identities relevant to the present paper are
θαθβ = −1
2
ǫ−1αβθθ˜ , θ¯α˙θ¯β˙ = 1
2
ǫ¯−1α˙β˙ ˜¯θθ¯ , (A.19a)
θσµθ¯θσν θ¯ = 1
2
ηµνθθ˜˜¯θθ¯ , (A.19b)
θσµθ¯θσµθ¯ =
4
x2
(θxθ¯)2 , (A.19c)
θα1 θ¯
α˙
2 =
1
2
θ1σ
µθ¯2 σ˜
α˙α
µ , (A.20a)
ǫµ1···µdǫν1···νd =
d!∑
p=1
sign(p) δµ1νp1 · · · δµdνpd p : permutations , (A.20b)
ǫµ1···µdx
µ1
(1) · · ·x
µd
(d) = ±
√
ǫi1···idx(1)·x(i1) · · ·x(d)·x(id) , (A.20c)
det(θaθ˜b) = (
1
2
)N (N + 1)!
N∏
a=1
θaθ˜a . (A.21)
B Solution of Superconformal Killing Equation
To solve the superconformal Killing equation (2.31) we first note that from eq.(2.32)
DbβDaαh˜
γ˙γ = 1
4
δ γα DbδDaβh˜
γ˙δ . (B.1)
Contracting β and γ indices gives
DbδDaαh˜
γ˙δ = 0 , (B.2)
and hence
DbβDaαh˜
γ˙γ = 0 . (B.3)
Now we write a general solution of eq.(2.27) as
hµ(z) = aµ(θ, θ¯) + λ(θ, θ¯)xµ + wµν(θ, θ¯)x
ν + 2x·b(θ, θ¯)xµ − x2bµ(θ, θ¯) , (B.4)
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where wµν(θ, θ¯) + wνµ(θ, θ¯) = 0.
Then eq.(B.4) can be written in terms of h˜ = hµσ˜µ as
h˜(z) = x˜−b(θ, θ¯)x˜+ + x˜−W (θ, θ¯) + W¯ (θ, θ¯)x˜+ + A˜(θ, θ¯) , (B.5)
where
W (θ, θ¯) = −1
4
wµν(θ, θ¯)σ
µσ˜ν + 1
2
λ(θ, θ¯)− 2ib(θ, θ¯)θ¯aθa = W¯ (θ, θ¯)† ,
A˜(θ, θ¯) = a˜(θ, θ¯)− i1
2
wµν(θ, θ¯)(θ¯aθ
aσ[µσ˜ν] + σ˜[µσν]θ¯aθ
a) + 4θab(θ, θ¯)θ¯bθ¯aθ
b = A˜(θ, θ¯)† .
(B.6)
Essentially we may regard W (θ, θ¯) as an arbitrary 2× 2 matrix and A˜(θ, θ¯) as an arbitrary
2× 2 hermitian matrix.
The variables, x˜± defined in eq.(A.16), satisfy
Daαx˜
β˙β
+ = −4iδ
β
α θ¯
β˙
a , Daαx˜
β˙β
− = 0 ,
D¯aα˙x˜
β˙β
+ = 0 , D¯
a
α˙x˜
β˙β
− = 4iδ
β˙
α˙ θ
aβ ,
(B.7)
which ensure that substituting eq.(B.5) into eq.(2.32) leads independent equations for
b(θ, θ¯), W (θ, θ¯), A˜(θ, θ¯).
After substituting eq.(B.5) into eq.(2.32), we get from the x2-terms
Daα(b(θ, θ¯)σ˜
µ) βδ =
1
2
δ βα Daγ(b(θ, θ¯)σ˜
µ) γδ . (B.8)
From eq.(A.7)
δ βγ Daαbδδ˙(θ, θ¯) =
1
2
δ βα Daγbδδ˙(θ, θ¯) , (B.9)
and hence
Daαb(θ, θ¯) = 0 . (B.10)
In a similar fashion, or taking complex conjugate, one can show D¯aα˙b(θ, θ¯) = 0. Therefore
bµ(θ, θ¯) is independent of θ, θ¯ and eq.(B.7) shows that x˜−bx˜+ is a solution of eq.(2.32).
The remaining terms lead
(DaαW¯ (θ, θ¯)x˜−)β˙β + (x˜−DaαW (θ, θ¯))β˙β + 4i(DaαW¯ (θ, θ¯)θ¯b)β˙θbβ +DaαA˜β˙β(θ, θ¯)
= 1
2
δ βα {(DaγW¯ (θ, θ¯)x˜−)
β˙γ + (x˜−DaγW (θ, θ¯))β˙γ + 4i(DaγW¯ (θ, θ¯)θ¯b)β˙θbγ +DaγA˜β˙γ(θ, θ¯)} .
(B.11)
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This gives two separate equations
Daα(W¯ (θ, θ¯)σ˜
µ + σ˜µW (θ, θ¯))β˙β = 1
2
δ βα Daγ(W¯ (θ, θ¯)σ˜
µ + σ˜µW (θ, θ¯))β˙γ , (B.12)
Daα(A˜(θ, θ¯) + 4iW¯ (θ, θ¯)θ¯bθ
b)β˙β = 1
2
δ βα Daγ(A˜(θ, θ¯) + 4iW¯ (θ, θ¯)θ¯bθ
b)β˙γ . (B.13)
Eq.(B.12) is equivalent, from eq.(A.7), to
δ βγ DaαW¯
β˙
γ˙(θ, θ¯) + δ
β˙
γ˙DaαW
β
γ (θ, θ¯) =
1
2
δ βα (DaγW¯
β˙
γ˙(θ, θ¯) + δ
β˙
γ˙DaδW
δ
γ (θ, θ¯)) . (B.14)
By contracting β and γ indices one can solve DaαW¯
α˙
β˙
(θ, θ¯) in terms of DaαW
γ
β (θ, θ¯), and
hence eq.(B.14) is equivalent to
DaαW¯
α˙
β˙
(θ, θ¯) = 1
3
δα˙
β˙
(DaβW
β
α (θ, θ¯)− 2DaαW
β
β (θ, θ¯)) =
1
2
δα˙
β˙
DaαW¯
γ˙
γ˙(θ, θ¯) , (B.15a)
DaαW
γ
β (θ, θ¯) =
1
3
δ γα (2DaδW
δ
β (θ, θ¯)−DaβW
δ
δ (θ, θ¯))−
1
2
δ γβ DaαW¯
β˙
β˙
(θ, θ¯) . (B.15b)
Eq.(B.13) gives from eq.(B.3)
0 = DbβDaαA˜
γ˙γ(θ, θ¯) + 4i(DbβDaαW¯ (θ, θ¯)θ¯c)
γ˙θcγ − 4i(DaαW¯ (θ, θ¯)θ¯b)
γ˙δ γβ , (B.16)
and {Daα, Dbβ} = 0 implies
0 = δ γβ (DaαW¯ (θ, θ¯)θ¯b)
γ˙ + δ γα (DbβW¯ (θ, θ¯)θ¯a)
γ˙ , (B.17)
and hence from eq.(B.15a)
0 = DaαW¯
α˙
α˙(θ, θ¯)θ¯
β˙
b . (B.18)
Therefore W¯ α˙α˙(θ, θ¯) is of the form
W¯ α˙α˙(θ, θ¯) = w¯(θ¯) + w
′(θ)θ¯2N , θ¯2N = θ¯21θ¯
2
2 · · · θ¯
2
N . (B.19)
We may require w′(0) = 0.
Substituting this expression into eq.(B.15a) gives
DaαW¯
α˙
β˙
(θ, θ¯) = 1
2
δα˙
β˙
Daαw
′(θ)θ¯2N , (B.20)
and hence we can put
W¯ α˙
β˙
(θ, θ¯) = 1
2
δα˙
β˙
w′(θ)θ¯2N + w¯α˙
β˙
(θ¯) ,
W αβ (θ, θ¯) =
1
2
δ αβ w¯
′(θ¯)θ2N + w αβ (θ) .
(B.21)
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Substituting this expression again into eq.(B.15a) gives
Daαw
′(θ)θ¯2N = −w¯′(θ¯)Daαθ2N , (B.22a)
Daβw
β
α (θ) = 2Daαw
β
β (θ) . (B.22b)
Thus we get
w′(θ) = 2ic θ2N , θ2N = θ21θ
2
2 · · · θ
2
N = θ¯
2N † , (B.23)
and from eq.(B.15b)
Daαw
γ
β (θ) =
1
2
δ γα Daδw
δ
β (θ) , (B.24)
where c ∈ R.
From eq.(B.3)
0 = DaαDbβw
δ
γ (θ) . (B.25)
Hence we can put
Daαw
β
β (θ) = 4ρaα . (B.26)
Therefore we get the solution for W βα (θ, θ¯)
W (θ, θ¯) = −ic θ2N θ¯2N − 4ρaθa − 14wµνσ
[µσ˜ν] + 1
2
λ . (B.27)
However, h˜(z) is independent of c and hence we can put c = 0.
Now, eq.(B.13) reads
DaαA˜
β˙β(θ, θ¯) = 1
2
δ βα DaγA˜
β˙γ(θ, θ¯) , D¯aα˙A˜
β˙β(θ, θ¯) = 1
2
δ β˙α˙ D¯
a
γ˙A˜
γ˙β(θ, θ¯) , (B.28)
and hence
D¯bα˙DaαA˜
β˙β(θ, θ¯) = 1
4
δ β˙α˙ δ
β
α D¯
b
γ˙DaγA˜
γ˙γ(θ, θ¯) . (B.29)
Since DaαDbβA˜(θ, θ¯) = 0 we can put
D¯aγ˙DbγA˜
γ˙γ(θ, θ¯) = −16itab + 8Ωδ
a
b , (B.30a)
DaαA˜
α˙α(θ, θ¯) = −8iε¯α˙a , (B.30b)
where Ω ∈ R and t ∈ su(N ) i.e. t† = −t, tr t = 0.
Eq.(B.30a) gives the general solution for A˜(θ, θ¯)
A˜(θ, θ¯) = −4iθ¯at
a
bθ
b + 2Ωθ¯aθ
a + 4i(ε¯aθ
a − θ¯aε
a) + a˜ . (B.31)
All together, we get the general solution of the superconformal Killing equation (2.34).
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C Basis for Superconformal Algebra
We write the superconformal generators in general as
K·P = aµPµ+ ε
aQa+ Q¯
aε¯a+λD+ iΩR+
1
2
wµνMµν + b
µKµ+S
aρa+ ρ¯
aS¯a+ t
a
bA
b
a , (C.1)
for
K = (aµ, bµ, εa, ε¯a, ρa, ρ¯a, λ,Ω, wµν , tab) , (C.2a)
P = (Pµ, Kµ, Qa, Q¯
a, Sa, S¯
a, D,R,Mµν , A
a
b) , (C.2b)
where the SU(N ) generators, Aab, satisfy A
† = −A, trA = 0. The superconformal algebra
can now be obtained by imposing
[K1·P,K2·P] = −iK3·P , (C.3)
where K3 is given by eq.(2.62). From this expression, we can read off the following super-
conformal algebra.
• Poincare´ algebra
[Pµ, Pν ] = 0 , [Mµν , Pλ] = i(ηµλPν − ηνλPµ) ,
[Mµν ,Mλρ] = i(ηµλMνρ − ηµρMνλ − ηνλMµρ + ηνρMµλ) .
(C.4)
• Supersymmetry algebra
{Qaα, Q¯bα˙} = 2δ
b
a σ
µ
αα˙Pµ ,
[Mµν , Qa] = i
1
2
σ[µσ˜ν]Qa ,
[Mµν , Q¯
a] = −i1
2
Q¯aσ˜[µσν] ,
[Pµ, Qaα] = [Pµ, Q¯
a
α˙] = {Qaα, Qbβ} = {Q¯
a
α˙, Q¯
b
β˙
} = 0 .
(C.5)
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• Special superconformal algebra
[Kµ, Kν ] = 0 , [Mµν , Kλ] = i(ηµλKν − ηνλKµ) ,
{S¯α˙a , S
bα} = 2δ ba σ˜
µα˙αKµ ,
[Mµν , S
a] = −i1
2
Saσ[µσ˜ν] ,
[Mµν , S¯a] = i
1
2
σ˜[µσν]S¯a ,
[Kµ, S
aα] = [Kµ, S¯
α˙
a ] = {S
aα, Sbβ} = {S¯α˙a , S¯
β˙
b } = 0 .
(C.6)
• Cross terms between (P,Q, Q¯) and (K,S, S¯)
[Pµ, Kν] = 2i(Mµν + ηµνD) ,
[Pµ, S
a] = −Q¯aσ˜µ , [Pµ, S¯a] = σ˜µQa ,
[Kµ, Qa] = σµS¯a , [Kµ, Q¯
a] = −Saσµ ,
{Qaα, Sbβ} = iδ ba (2δ
β
α D + (σ
[µσ˜ν]) βα Mµν)− 2iδ
β
α (A
b
a + (
4
N − 1)δ
b
a R) ,
{Q¯aα˙, S¯
β˙
b } = −iδ
b
a (2δ
β˙
α˙D − (σ˜
[µσν])β˙α˙Mµν)− 2iδ
β˙
α˙ (A
a
b + (
4
N − 1)δ
a
bR) ,
{Qaα, S¯
β˙
b } = {Q¯
a
α˙, S
bβ} = 0 .
(C.7)
• Dilations
[D,Pµ] = −iPµ , [D,Kµ] = iKµ ,
[D,Qa] = −i
1
2
Qa , [D, Q¯
a] = −i1
2
Q¯a ,
[D,Sa] = i1
2
Sa , [D, S¯a] = i
1
2
S¯a ,
[D,D] = [D,R] = [D,Mµν ] = [D,A
a
b] = 0 .
(C.8)
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• R-symmetry, U(1)× SU(N )
[R,Qa] = −i
1
2
Qa , [R, Q¯
a] = i1
2
Q¯a ,
[R, Sa] = i1
2
Sa , [R, S¯a] = −i
1
2
S¯a ,
[R,R] = [R,Pµ] = [R,Kµ] = [R,Mµν ] = [R,A
a
b] = 0 ,
[Aab, A
c
d] = 2i(δ
c
bA
a
d − δ
a
dA
c
b) ,
[Aab, Qc] = −2iδ
a
cQb , [A
a
b, Q¯
c] = 2iδ cb Q¯
a ,
[Aab, S
c] = 2iδ cb S
a , [Aab, S¯c] = −2iδ
a
cS¯b ,
[Aab, Pµ] = [A
a
b, Kµ] = [A
a
b,Mµν ] = 0 .
(C.9)
D Realization of O(2, 4) ∼= SU(2, 2) structure in M
We exhibit explicitly the relation of the four-dimensional conformal group to
O(2, 4) ∼= SU(2, 2) by introducing six-dimensional gamma matrices with A = 0, 1, · · · , 5(
0 ΣA
Σ˜A 0
)
. (D.1)
ΣA, Σ˜A satisfy
ΣAΣ˜B + ΣBΣ˜A = 2GAB , (D.2)
where GAB = diag(+1,−1,−1,−1,−1,+1). In particular, here we choose ΣA, Σ˜A as
Σµ =
(
σ˜µ 0
0 σµ
)
, Σ4 =
(
0 i
−i 0
)
, Σ5 =
(
0 i
i 0
)
,
Σ˜µ =
(
σµ 0
0 σ˜µ
)
, Σ˜4 = −Σ4 , Σ˜5 = −Σ5 .
(D.3)
ΣA, Σ˜A satisfy (
0 1
1 0
)
ΣA
(
0 1
1 0
)
= Σ˜A
† = ΣA . (D.4)
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For the supermatrix, M , given in eq.(2.63), we may now express the 4× 4 part in terms of
ΣAB ≡ 1
2
Σ[AΣ˜B] as
m ≡
(
w + 1
2
λ −ia˜
−ib w˜ − 1
2
λ
)
= 1
2
wABΣ
AB , (D.5)
where w45, wµ4, wµ5 are given by
ω45 = λ , ωµ4 = aµ − bµ , ωµ5 = aµ + bµ . (D.6)
ΣAB generates the Lie algebra of O(2, 4)
[ΣAB ,ΣCD] = −GACΣBD +GADΣBC +GBCΣAD −GBDΣAC . (D.7)
Eq.(2.67), the condition on M , is satisfied partially by eq.(D.4).
In general, m can be defined as a 4×4 matrix subject to trm = 0 and a reality condition
bm+m†b = 0 , b =
(
0 1
1 0
)
. (D.8)
Now, if we write
m˜ = p−1mp , b = pjp−1 ,
p = 1√
2
(
1 1
1 −1
)
, j =
(
1 0
0 −1
)
,
(D.9)
then tr m˜ = 0 and eq.(D.8) is equivalent to
jm˜+ m˜†j = 0 . (D.10)
Hence m˜ ∈ su(2, 2).
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