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Abstract
This paper is denoted to the study of dynamical behavior near explicit finite time blowup
solutions for three dimensional incompressible Magnetohydrodynamics (MHD) equations. More
precisely, we find a family of explicit finite time blowup solutions admitted smooth initial data
and infinite energy in whole space R3. After that, we prove asymptotic stability of those explicit
finite time blowup solutions for 3D incompressible Magnetohydrodynamics equations in a smooth
bounded domain with free surface
Ωt :=
{
(t, x1, x2, x3) : 0 ≤ xi ≤
√
T
∗
− t, t ∈ (0, T
∗
), i = 1, 2, 3
}
,
where T
∗
denotes the blowup time. This means we construct a family of stable blowup solutions
for 3D incompressible Magnetohydrodynamics equations with smooth initial data in Ωt.
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1 Introduction and main results
The incompressible Magnetohydrodynamics equations (MHD) describes the dynamics of
electrically conducting fluids arising from plasmas or some other physical phenomena. In the
present paper, we are interested in the stable blowup phenomena of smooth solutions to the
three dimensional MHD equations
∂tv+ v · ∇v+∇P = ν△v+ (∇×H)×H,
∂tH = µ△H+∇× (v×B),
∇ · v = 0, ∇ ·H = 0,
(1.1)
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where (t, x) ∈ R×R3, v denotes the 3D velocity field of the fluid, P stands for the pressure in the
fluid, H is the the magnetic field, ν ≥ 0 and µ ≥ 0 denote the viscosity constant and resistivity
constant, respectively. The divergence free condition in second equations of (1.1) guarantees
the incompressibility of the fluid. In particularly, when ν = µ = 0, equations (1.1) is called
ideal incompressible MHD; When µ > 0, equations (1.1) is called resistive incompressible MHD.
Assume that ν > 0 and µ > 0. It is easy to check that solutions of 3D incompressible
MHD equations (1.1) admits the scaling invariant property, that is, let (v,H, P ) be a solution
of (1.1), then for any constant λ > 0, the functions
vλ,α(t, x) = λv(λ
2t, λx),
Hλ,α(t, x) = λH(λ
2t, λx),
Pλ,α(t, x) = λ
2P (λ2t, λx),
are also solutions of 3D incompressible MHD equations (1.1). Here the initial data (v0(x),H0(x))
is changed into (λv0(λx), λH0(λx)).
The question of finite time singularity/global regularity for three dimensional incomprsssible
Navier-Stokes equations is the most important open problems in mathematical fluid mechanics
[12]. Since the three dimensional incomprsssible MHD equations (1.1) is a combination of the
Navier-Stokes equations of fluid dynamics and Maxwell’s equations of electromagnetism, it is
also natural important problem for the three dimensional incompressible MHD equations. To-
ward the well-posedness theory direction, it is natural to expect the global existence of classical
solutions for viscous and resistive MHD equations for small initial data [11, 23]. More precisely,
Sermange and Temam [23] established the local well-posedness of classical solutions for fully
viscous MHD equations, in which the global well-posedness is also proved in two dimensions.
Lin-Zhang [18] proved that the global well-posedness of a three dimensional incompressible
MHD type equations with smooth initial data that is close to some nontrivial steady state.
After that, a simpler proof was offered by Lin-Zhang [19]. Recently, Abidi-Zhang [1] showed
the global well-posedness for the three dimensional MHD equations without the admissible
restriction in the Lagrangian coordinate system. The global stability of Alfve´n waves [2] has
been obtained by He-Xu-Yu [14] and Cai-Lei [5], meanwhile, those results are related to the
vanishing dissipation limit from a fully dissipative MHD system to an inviscid and non-resistive
MHD equations. Wei and Zhang [25] proved the MHD equations with small viscosity and re-
sistivity coefficients are globally well-posed if the initial velocity is close to 0 and the initial
magnetic field is close to a homogeneous magnetic field in the weighted Ho¨lder space, where
the closeness is independent of the dissipation coefficients. Pan-Zhou-Zhu [20] gave the global
existence of classical solutions to the three dimensional incompressible viscous MHD equations
without magnetic diffusion in three dimensional torus. Chemin-McCormick-Robinson-Rodrigo
[6] obtained the local existence of solutions to the viscous, non-resistive MHD equations in Rn
with n = 2, 3. Li-Tan-Yin [17] improved the results in [6] in homogeneous Besov spaces.
For large initial data case, there are some numerical results to approach the singularity of
this kind problem [13]. The Beale-Kato-Majda’s blowup criterion for incompressible MHD was
obtained in [4, 7]. Chae [8] excluded the scenario of the apparition of finite time singularity
in the form of self-similar singularities. Very recently, Yan [27] found one family of stable
explicit infinite energy blowup solutions for 3D incompressible Navier-Stokes equations (1.1)
with x ∈ R3. We remark there may be other kind of explicit infinite energy blowup solutions,
but most of them are unstable! For example, we take the velocity
v(t, x) =
c
T − t
, c denotes nonzero constant vector,
and the pressure
P (t, x) =
x
T − t
.
One can check above solution is unstable. Assume that the blowup T = 1, then one can
also check the function v = ( 1
1−t
, 0, 0)T is an unstable solution for three dimensional
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incompressible Navier-Stokes equations. This means that it is not a genuine infinite
energy blowup solution.
Toward this direction, our first result show there exist a family of explicit infinite energy
blowup solutions to incompressible MHD equations (1.1) with smooth initial data ( [26] is a
part of this paper).
Theorem 1.1. Let constant T ∗ > 0 be maximal existence time and constants ν, µ ≥ 0. The
3D incompressible MHD equations (1.1) admits a family of explicit finite time blowup solutions
with smooth initial data as follows
vT ∗(t, x) =
(
v1(t, x), v2(t, x), v3(t, x)
)T
, (t, x) ∈ [0, T ∗)× R3,
HT ∗(t, x) =
(
H1(t, x), H2(t, x), H3(t, x)
)T
, (t, x) ∈ [0, T ∗)× R3,
(1.2)
where
v1(t, x) :=
ax1
T ∗ − t
+ kx2(T
∗ − t)2a,
v2(t, x) :=
ax2
T ∗ − t
− kx1(T
∗ − t)2a,
v3(t, x) := −
2ax3
T ∗ − t
,
and
H1(t, x) := a¯x1 +
2a¯kx2x3(T
∗ − t)2a+1
4a+ 1
,
H2(t, x) := a¯x2 −
2a¯kx1x3(T
∗ − t)2a+1
4a+ 1
,
H3(t, x) := −2a¯x3,
with the pressure
P (t, x) =
x21 + x
2
2
2
(
k2(T ∗ − t)4a −
a(a + 1)
(T ∗ − t)2
−
8a¯2k2x23(T
∗ − t)2(2a+1)
(4a+ 1)2
)
+ x23
(a(1− 2a)
(T ∗ − t)2
−
2a¯2k2r2(T ∗ − t)2(2a+1)
(4a+ 1)2
)
,
(1.3)
and the smooth initial data
vT ∗(0, x) =
(ax1
T ∗
+ kx2(T
∗)2a,
ax2
T ∗
− kx1(T
∗)2a, −
2ax3
T ∗
)T
,
HT ∗(0, x) =
(
a¯x1 +
2a¯kx2x3(T
∗)2a+1
4a+ 1
, a¯x2 −
2a¯kx1x3(T
∗)2a+1
4a+ 1
,−2a¯x3
)T
,
(1.4)
where constants k, a¯ ∈ R/{0} and a ∈ R/{−1
4
, 0}.
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Remark 1.1. It follows from (1.2) that
∇v1(t, x) =
( a
T ∗ − t
, k(T ∗ − t)2a, 0
)T
,
∇v2(t, x) =
(
− k(T ∗ − t)2a,
a
T ∗ − t
, 0
)T
,
∇v3(t, x) =
(
0, 0, −
2a
T ∗ − t
)T
,
∇H1(t, x) =
(
a¯,
2a¯kx3(T
∗ − t)2a+1
4a+ 1
,
2a¯kx2(T
∗ − t)2a+1
4a+ 1
)T
,
∇H2(t, x) =
(
−
2a¯kx3(T
∗ − t)2a+1
4a+ 1
, a¯,−
2a¯kx1(T
∗ − t)2a+1
4a + 1
)T
,
∇H3(t, x) =
(
0, 0,−2a¯
)T
,
which means that
div(vi)|x=x0 =∞, as t→ (T
∗)−,
and for a < −1
2
, there is
div(H i)|x=x0 =∞, as t→ (T
∗)−,
for a fixed point x0 ∈ R
3. Here one can see the initial data is smooth from (1.4). But the initial
data goes to infinity as x→∞.
On one hand, it is easy to see the blowup phenomenon of 3D incompressible MHD (1.1)
can only take place in the velocity field of the fluid v, but no blowup for the magnetic field H.
Moreover, the blowup solutions (1.2) independent of viscosity constant ν and resistivity constant
µ, so our results also hold for both 3D ideal incompressible MHD and resistive incompressible
MHD. On the other hand, if the magnetic field H ≡ 0, equations (1.1) is reduced into 3D
incompressible Navier-Stokes equations. Then corresponding explicit blowup solutions given in
(1.2) are also explicit stable blowup solutions for 3D incompressible Navier-Stokes equations
[27]. For the velocity field of the fluid v, it follows from (1.2) that there is self-smilar singularity
in x3 direction, that is, −
2ax3
T ∗−t
for a ∈ R/{0}. Moreover, by (1.2), there are not only blowup
for velocity field of the fluid v, but also blowup for the magnetic field H with constant a < −1
2
as t→ (T ∗)−.
Let the smooth bounded domain be the form
Ωt :=
{
(t, x1, x2, x3) : 0 ≤ xi ≤
√
T
∗
− t, t ∈ (0, T
∗
), i = 1, 2, 3
}
, (1.5)
which is a free boundary surface. The second result is devoted to the study of nonlinear stable
of singular solutions (1.2) in this smooth bounded domain. We set
v(t, x) = w(t, x) + vT∗(t, x),
H(t, x) = b(t, x) +HT ∗(t, x),
P (t, x) = p(t, x) + P (t, x),
then substituting above equalities into the three dimensional MHD system (1.1) to get the
perturbation system as follows
wt − ν△w = ∇p−w · ∇vT ∗ − (vT ∗ +w) · ∇w+ (HT ∗ + b) · ∇b
+ b · ∇HT ∗ −∇(HT ∗ · b)−∇(
|b|2
2
),
bt − µ△b = (HT ∗ + b) · ∇w+ b · ∇vT ∗ − vT ∗ · ∇b−w · ∇(HT ∗ + b),
∇ ·w = 0, ∇ · b = 0.
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Obviously, there are singular coefficients like 1
T
∗
−t
in above perturbation system. It causes
large difficulty to solve it directly. In order to overcome this case, we introduce the self-similarity
coordinates
τ = − ln(T
∗
− t) + lnT
∗
,
y =
x√
T
∗
− t
,
(1.6)
where one can see the blowup time T
∗
> 0 has been transformed into +∞. Thus the smooth
bounded domain (1.5) is transformed into a fixed domain
Ω := {(τ, y) : 0 < τ < +∞, y ∈ Ω := ([0, 1])3}.
So the local existence of perturbation system is equivalent to prove the global existence of
perturbation system.
In fact, this kind of domain has been widely encountered when one studied the stabliliy
of self-similar blowup solutions for wave equations (e.g. see [9, 10]). The main reason is the
propagation of singularity inside the light cone for wave equations. Since the explicit blowup
solutions given in (1.2) can also propagate inside the light cone, we study nonlinear stability of
blowup solutions (1.2) in the free boundary surface (1.5).
We supplement the MHD system (1.1) with initial data
v(0, x) = v0(x), H(0, x) = H0(x).
and boundary condition
(
v(t, x)− vT ∗(t, x)
)
|x∈∂Ωt = w(t, x)|x∈∂Ωt = 0,(
H(t, x)−HT ∗(t, x)
)
|x∈∂Ωt = b(t, x)|x∈∂Ωt = 0.
(1.7)
We now state the asymptotic stability of infinite energy blowup solutions (1.2).
Theorem 1.2. Let viscosity constant ν and resistivity constant µ be sufficient big, constants
a ∈ (0, 1
2
], a¯, k ∈ (0, 1], a fixed integer s ≥ 2. The family of explicit finite time blowup solutions
(1.2) is asymptotic stability in Ωt, i.e. for a sufficient small ε > 0, if
‖v0(x)− vT ∗(0, x)‖Hs(Ω0) + ‖H0(x)−HT ∗(0, x)‖Hs(Ω0) < ε,
then the three dimensional incompressible MHD equations (1.1) admits a local solution (v(t, x),H(t, x))
such that
v(t, x) = vT ∗(t, x) +w(t, x),
H(t, x) = HT ∗(t, x) + b(t, x),
with
‖w(t, x)‖2Hs(Ωt) + ‖b(t, x)‖
2
Hs(Ωt) . (T
∗
− t)Cε,a,a¯,k,ν,µ, ∀(t, x) ∈ (0, T
∗
)× Ωt,
with the boundary condition
w(t, x)|∂Ωt = 0, b(t, x)|∂Ωt = 0,
where Cε,a,a¯,k,ν,µ is a positive constant depending on constants ε, a, a¯, k, ν, µ, and H
s(Ωt) denotes
the usual Sobolev space.
Moreover, the blowup time T
∗
is contained in [T ∗− δ, T ∗+ δ] for a positive constant δ ≪ 1.
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Remark 1.2. Above stability result also tells us if we perturbe the initial data (vT ∗(0, x),HT ∗(0, x))
T ,
then we can construct blowup solutions
v(t, x) = vT ∗(t, x) +O(ε),
H(t, x) = HT ∗(t, x) +O(ε),
but with the blowup time T
∗
contained in the interval [T ∗ − δ, T ∗ + δ]. So the blowup time
maybe shift. A similar phenomenon has been proven in other kind of evolution equations ( for
example, nonlinear wave equation [9]).
Remark 1.3. For the three dimensional incompressible Navier-Stokes equations, we notice
that the pressure P is uniquely determined by the formula
P (t, x) = −△−1
3∑
i,j=1
∂vi
∂xj
∂vj
∂xi
.
Hence the nonlinear term v · ∇v is important for getting the pressure.
In fact, if we consider a simple model
vt +∇P = 0,
∇ · v = 0,
then we take both sides with divergence free condition to the equation, thus we can not get any
information on the pressure P with the velocity field v. So this means that the pressure can not
be unique determined.
Notations. Thoughout this paper, we denote the usual norm of L2(Ω) and Sobolev space
Hs(Ω) by ‖ · ‖L2 and ‖ · ‖Hs, respectively. The norm of L
2 space L2(Ω) := (L2(Ω))3 and Sobolev
space Hs(Ω) := (Hs(Ω))3 are denoted by ‖ · ‖L2 and ‖ · ‖Hs , repestively. The symbol a . b
means that there exists a positive constant C such that a ≤ Cb. (a, b, c)T denotes the column
vector in Ω. The space L2((0, T
∗
);Hs(Ω)) is equipped with the norm
‖u‖2
L2((0,T
∗
);Hs(Ω))
:=
∫ T ∗
0
‖u(t, ·)‖2Hsdt.
We also introduce the function space Cs1 :=
⋂1
i=0C
i((0, T
∗
);Hs−i(Ω)) with the norm
‖u‖2Cs1 := sup
t∈(0,T
∗
)
1∑
i=0
‖∂itu‖
2
Hs−i.
The letter C with subscripts to denote dependencies stands for a positive constant that might
change its value at each occurrence.
The organization of this paper is as follows. In section 2, we give the details of finding
explicit finite time blowup solutions of 3D incompressible MHD equations (1.1). In section 3,
we study the local well-posedness for the linearized 3D incompressible MHD equations (1.1)
around explicit finite time blowup solutions with small initial data. This last section will
prove asymptotic stability of those finite time blowup solutions by construction of Nash-Moser
iteration scheme.
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2 Explicit finite time blowup solutions with infinite energy
In this section, we show how to find a family of explicit finite time blowup solutions of
3D incompressible MHD equations (1.1), which contains the result given in [26]. We first
recall a result on the existence of explicit blowup axisymmetric solutions for 3D incompressible
Navier-Stokes equations [27]. Let er, eθ and ez be the cylindrical coordinate system,
er = (
x1
r
,
x2
r
, 0)T ,
eθ = (
x2
r
,−
x1
r
, 0)T ,
ez = (0, 0, 1)
T ,
(2.1)
where r =
√
x21 + x
2
2 and z = x3.
The 3D incompressible Navier-Stokes equations admits a family of explicit blowup axisym-
metric solutions:
v(t, x) = vr(t, r, z)er + v
θ(t, r, z)eθ + v
z(t, r, z)ez, (t, x) ∈ [0, T
∗)× R3, (2.2)
where
vr(t, r, z) =
ar
T ∗ − t
,
vθ(t, r, z) = kr(T ∗ − t)2a,
vz(t, r, z) = −
2az
T ∗ − t
,
where constants a, k ∈ R/{0}.
We now derive the 3D incompressible MHD equations (1.1) with axisymmetric velocity field
in the cylindrical coordinate (e.g. see [16]). The 3D velocity field v(t, x) and magnetic field
H(t, x) are called axisymmetric if they can be written as
v(t, x) = vr(t, r, z)er + v
θ(t, r, z)eθ + v
z(t, r, z)ez,
H(t, x) = Hr(t, r, z)er +H
θ(t, r, z)eθ +H
z(t, r, z)ez,
P (t, x) = P (t, r, z),
where (vr, vθ, vz), (Hr, Hθ, Hz) and P (t, r, z) do not depend on the θ coordinate.
Note that the Lorentz force term
(∇×H)×H = H · ∇H−∇
|H|2
2
.
Then 3D MHD equations (1.1) with axisymmetric velocity field in the cylindrical coordinates
can be reduced into a system as follows
∂tv
r + vr∂rv
r + vz∂zv
r −
1
r
(vθ)2 + ∂rP¯ = ν(△−
1
r2
)vr +Hr∂rH
r +Hz∂zH
r −
1
r
(Hθ)2, (2.3)
∂tv
θ + vr∂rv
θ + vz∂zv
θ +
1
r
vrvθ = ν(△−
1
r2
)vθ +Hr∂rH
θ +Hz∂zH
θ +
1
r
HθHr, (2.4)
∂tv
z + vr∂rv
z + vz∂zv
z + ∂zP¯ = ν△v
z +Hr∂rH
z +Hz∂zH
z, (2.5)
∂tH
r + vr∂rH
r + vz∂zH
r = µ(△−
1
r2
)Hr +Hr∂rv
r +Hz∂zv
r, (2.6)
∂tH
θ + vr∂rH
θ + vz∂zH
θ +
1
r
Hrvθ = µ(△−
1
r2
)Hθ +Hr∂rv
θ +Hz∂zv
θ +
1
r
vrHθ, (2.7)
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∂tH
z + vr∂rH
z + vz∂zH
z = µ△Hz +Hr∂rv
z +Hz∂zv
z, (2.8)
where the pressure is given by
P¯ = P +
|H|2
2
. (2.9)
The incompressibility condition becomes
∂r(rv
r) + ∂z(rv
z) = 0,
∂r(rH
r) + ∂z(rH
z) = 0.
(2.10)
The following result gives a family of explict self-similar blowup solutions for system (2.3)-
(2.9) with the incompressibility condition (2.10).
Proposition 2.1. Let T ∗ > 0 be a constant. System (2.3)-(2.9) with the incompress-
ibility condition (2.10) admits a family of explicit blowup solutions:
vr(t, r, z) =
ar
T ∗ − t
,
vθ(t, r, z) = kr(T ∗ − t)2a,
vz(t, r, z) = −
2az
T ∗ − t
,
Hr(t, r, z) = a¯r,
Hθ(t, r, z) =
2a¯krz(T ∗ − t)2a+1
4a+ 1
,
Hz(t, r, z) = −2a¯z,
(2.11)
where constants a¯, k ∈ R/{0} and a ∈ R/{−1
4
, 0}.
Proof. The idea of finding explicit blowup solutions for system (2.3)-(2.9) with the incompress-
ibility condition (2.10) comes from [27]. This is based on the observation on the structure
of system (2.3)-(2.9) and incompressibility condition (2.10). We notice that if the magnetic
field H = 0, equations (1.1) is reduced into 3D incompressible Navier-Stokes equations, so the
explicit blowup solutions (2.2) of Navier-Stokes equations should be a part of solutions for the
corresponding MHD equations.
We set
vr(t, r, z) =
ar
T ∗ − t
,
vθ(t, r, z) = kr(T ∗ − t)2a,
vz(t, r, z) = −
2az
T ∗ − t
,
(2.12)
be a part of solutions for (2.3)-(2.8), where constants a, k ∈ R/{0}.
Substituting (2.12) into equations (2.4) and (2.6)-(2.8), we get
Hr∂rH
θ +Hz∂zH
θ +
1
r
HθHr = 0, (2.13)
∂tH
r +
ar
T ∗ − t
∂rH
r −
2az
T ∗ − t
∂zH
r = µ(△−
1
r2
)Hr +
a
T ∗ − t
Hr, (2.14)
∂tH
θ +
ar
T ∗ − t
∂rH
θ −
2az
T ∗ − t
∂zH
θ + 2k(T ∗ − t)2aHr = µ(△−
1
r2
)Hθ +
a
T ∗ − t
Hθ, (2.15)
∂tH
z +
ar
T ∗ − t
∂rH
z −
2az
T ∗ − t
∂zH
z = µ△Hz −
2a
T ∗ − t
Hz, (2.16)
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We observe the the structure of incompressibility condition (2.10) on the magnetic field,
and we find it is better to set
Hr(t, r, z) =
a¯r
(T ∗ − t)α
,
Hz(t, r, z) = −
2a¯z
(T ∗ − t)α
,
(2.17)
where a¯ 6= 0, α are two unknown constants.
It is easy to see Hr(t, r, z) and Hz(t, r, z) given in (2.17) satisfies the incompressibility
condition (2.10) on the magnetic field.
Note that (△− 1
r2
)r = 0. Substituting the Hr in (2.17) into (2.14), we get
α = 0.
which gives that
Hr(t, r, z) = a¯r,
Hz(t, r, z) = −2a¯z,
(2.18)
We now find Hθ(t, r, z). Assume that
Hθ(t, r, z) =
k¯rpzq
(T ∗ − t)β
, (2.19)
where k¯ 6= 0 and p, q, β are unknown constants.
It is easy to check that Hr(t, r, z), Hz(t, r, z), Hθ(t, r, z) given in (2.18)-(2.19) satisfy (2.14)
and (2.16) with
p− 2q + 1 = 0. (2.20)
We substitute (2.18)-(2.19) into (2.15), it holds
βk¯rpzq
(T ∗ − t)β+1
+
apk¯rpzq
(T ∗ − t)β+1
−
2ak¯qrpzq
(T ∗ − t)β+1
+ 2ka¯r(T ∗ − t)2a =
ak¯rpzq
(T ∗ − t)β+1
, (2.21)
which gives that
α = −2a− 1, p = 1, q = 1,
and
k¯ =
2a¯k
4a+ 1
.
Thus we get
Hθ(t, r, z) =
2a¯krz(T ∗ − t)2a+1
4a+ 1
. (2.22)
In conclusion, by (2.18) and (2.22), we obtain
Hr(t, r, z) = a¯r,
Hθ(t, r, z) =
2a¯krz(T ∗ − t)2a+1
4a + 1
,
Hz(t, r, z) = −2a¯z,
which combining with (2.11) gives a family of solutions of system (2.3)-(2.9) with the incom-
pressibility condition (2.10). Here constants a¯, k ∈ R/{0} and a ∈ R/{−1
4
, 0}.
Furthermore, we compute the pressure P . We substitute (2.11) into (2.3) and (2.5), there
are
∂rP¯ =
(
a¯2 + k2(T ∗ − t)4a −
a(1 + a)
(T ∗ − t)2
−
4a¯2k2z2(T ∗ − t)2(2a+1)
(4a+ 1)2
)
r,
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and
∂zP¯ = 2z
(
2a¯2 +
a(1− 2a)
(T ∗ − t)2
)
.
Note that
|H|2 = a¯2r2 +
4k2a¯2r2z2(T ∗ − t)2(2a+1)
(4a+ 1)2
+ 4a¯2z2.
Thus by (2.9), direct computations give the pressure
P (t, r, z) =
r2
2
(
k2(T ∗ − t)4a −
a(a+ 1)
(T ∗ − t)2
−
8a¯2k2z2(T ∗ − t)2(2a+1)
(4a+ 1)2
)
+ z2
(a(1− 2a)
(T ∗ − t)2
−
2a¯2k2r2(T ∗ − t)2(2a+1)
(4a+ 1)2
)
.
Since
v(t, x) = vr(t, r, z)er + v
θ(t, r, z)eθ + v
z(t, r, z)ez,
H(t, x) = Hr(t, r, z)er +H
θ(t, r, z)eθ +H
z(t, r, z)ez,
we can obtain a family of explicit blowup axisymmetric solutions for 3D incompressible MHD
equations by noticing that er, eθ, ez are defined in (2.1), r =
√
x21 + x
2
2 and z = x3, and
vr(t, r, z) =
ar
T ∗ − t
,
vθ(t, r, z) = kr(T ∗ − t)2a,
vz(t, r, z) = −
2az
T ∗ − t
,
Hr(t, r, z) = a¯r,
Hθ(t, r, z) =
2a¯krz(T ∗ − t)2a+1
4a + 1
,
Hz(t, r, z) = −2a¯z,
where constants a¯, k ∈ R/{0} and a ∈ R/{−1
4
, 0}.
Futhermore the vorticity vector ω is
ω(t, x) = ωr(t, r, z)er + ω
θ(t, r, z)eθ + ω
z(t, r, z)ez,
where
ωr(t, r, z) = −∂zv
θ = 0,
ωθ(t, r, z) = ∂zv
r − ∂rv
z = 0,
ωz(t, r, z) =
1
r
∂r(rv
θ) = 2k(T ∗ − t)2a.
By directly computations, we can obtain a family of explicit blowup solutions from (2.2).
Moreover, the vorticity vector
ω(t, x) = ∇× v = 2k(T ∗ − t)2a.
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3 Well-posedness for the linearized time evolution
Since the dynamical behavior near blowup solutions is the study of local behavior near
blowup point, we consider nonlinear stability of explicit blowup solutions in a smooth bounded
domain with free boundary as follows
Ωt :=
{
(t, x1, x2, x3) : 0 ≤ xi ≤
√
T
∗
− t, t ∈ (0, T
∗
), i = 1, 2, 3
}
.
This section is devoted to the study of the well-posedness of linearized equations. We take the
divergence of the first equation in incompressible MHD (1.1) to get the pressure
△P =
3∑
i,j=1
(
−
∂vi
∂xj
∂vj
∂xi
+
∂Hi
∂xj
∂Hj
∂xi
)
−△(
|H|2
2
).
Let
v(t, x) = w(t, x) + vT∗(t, x),
H(t, x) = b(t, x) +HT ∗(t, x),
P (t, x) = p(t, x) + P (t, x),
then substituting above equalities into incompressible MHD equations (1.1), we get the pertur-
bation equations
wt − ν△w = ∇p−w · ∇vT ∗ − (vT ∗ +w) · ∇w+ (HT ∗ + b) · ∇b
+ b · ∇HT ∗ −∇(HT ∗ · b)−∇(
|b|2
2
),
bt − µ△b = (HT ∗ + b) · ∇w+ b · ∇vT ∗ − vT ∗ · ∇b−w · ∇(HT ∗ + b),
∇ ·w = 0, ∇ · b = 0,
(3.1)
with initial data
w(0, x) = w0(x) := v0(x)− vT ∗(0, x),
b(0, x) = b0(x) := b0(x)−HT ∗(0, x),
and boundary condition
w(t, x)|x∈∂Ωt = 0, b(t, x)|x∈Ωt = 0,
where (t, x) ∈ (0, T
∗
)× Ωt, v = (v1, v2, v3)
T ∈ R3, b = (b1, b2, b3)
T ∈ R3 and
∇v =


a
T
∗
−t
−k(T
∗
− t)2a 0
k(T
∗
− t)2a a
T
∗
−t
0
0 0 − 2a
T
∗
−t

 , (3.2)
∇H =

 a¯
2a¯kx3(T
∗
−t)2a+1
4a+1
2a¯kx2(T
∗
−t)2a+1
4a+1
−2a¯kx3(T
∗
−t)2a+1
4a+1
a¯ −2a¯kx1(T
∗
−t)2a+1
4a+1
0 0 −2a¯

 , (3.3)
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and the pressure
p(t, x) = −△−1
( 3∑
k=1
(
∂wk
∂xk
)2 + 2k(T
∗
− t)2a(
∂w2
∂x1
−
∂w1
∂x2
) + 2
∂w1
∂x2
∂w2
∂x1
+ 2
∂w1
∂x3
∂w3
∂x1
+ 2
∂w2
∂x3
∂w3
∂x2
)
+△−1
( 3∑
k=1
(
∂bk
∂xk
)2 +
4a¯kx3(T
∗
− t)2a+1
4a+ 1
(
∂b2
∂x1
−
∂b1
∂x2
) +
4a¯kx2(T
∗
− t)2a+1
4a+ 1
∂b3
∂x1
−
4a¯kx1(T
∗
− t)2a+1
4a+ 1
∂b3
∂x2
+ 2a¯(
∂b1
∂x1
+
∂b2
∂x2
− 2
∂b3
∂x3
) + 2
∂b1
∂x2
∂b2
∂x1
+ 2
∂b1
∂x3
∂b3
∂x1
+ 2
∂b2
∂x3
∂b3
∂x2
)
−
1
2
(b21 + b
2
2 + b
2
3)−
(
a¯x1 +
2a¯kx2x3(T
∗
− t)2a+1
4a+ 1
)
b1 −
(
a¯x2 −
2a¯kx1x3(T
∗
− t)2a+1
4a+ 1
)
b2
+ 2a¯x3b3.
(3.4)
Let R ∈ (0, 1) be a fixed constant. We define
BR := {(w,b) : ‖w‖Cs+31 + ‖b‖C
s+3
1
≤ R < 1, ∀s ∈ N+}. (3.5)
Assume that fixed functions (w,b) ∈ BR. We linearize nonlinear equations (3.1) around
(w,b) to get the linearized equations with an external force as follows
ht − ν△h = −h · ∇(vT ∗ +w)− (vT ∗ +w) · ∇h+∇[(Fwp)h+ (Fbp)q] + (HT ∗ + b) · ∇q]
+ q · ∇(HT ∗ + b)−∇((HT ∗ + b) · q) + f(t, x),
(3.6)
qt − µ△q = (HT ∗ + b) · ∇h+ q · ∇(vT ∗ +w)− (vT∗ +w) · ∇q
− h · ∇(HT ∗ + b) + g(t, x),
(3.7)
∇ · h = 0, ∇ · q = 0, (3.8)
where (t, x) ∈ (0, T
∗
) × Ωt, h = (h1, h2, h3)
T ∈ R3 and q = (q1, q2, q3)
T ∈ R3 denote two
unknown vector functions, Fw and Fb denote the Fre´chet derivatives on w and b, respectively,
f(t, x) = (f1(t, x).f2(t, x), f3(t, x))
T ∈ R3 and g(t, x) = (g1(t, x).g2(t, x), g3(t, x))
T ∈ R3 are two
external forces. More precisely, it holds
(Fwp)h+ (Fbp)q = −2△
−1
[ 3∑
i=1
∂xiwi∂xihi + k(T
∗ − t)2a(∂x1h2 − ∂x2h1) +
3∑
i,j=1,i 6=j
∂xihj∂xjwi
−
3∑
i=1
∂xibi∂xiqi −
2a¯k(T ∗ − t)2a+1
4a+ 1
(
x3(∂x1q2 − ∂x2q1) + x2∂x1q3 − x1∂x2q3
)
− a¯(∂x1q1 + ∂x2q2 − 2∂x3q3)−
3∑
i,j=1,i 6=j
∂xiqj∂xjbi
]
−
1
2
3∑
i=1
biqi − a¯
(
x1q1 + x2q2 − 2x3q3
)
−
2a¯k(T ∗ − t)2a+1
4a+ 1
(
x2x3q1 − x1x3q2
)
.
(3.9)
We supplement the linearized equations (3.6) with the initial data
h(0, x) = h0(x), q(0, x) = q0(x), (3.10)
and the boundary condition
h(t, x)|x∈∂Ωt = 0, q(t, x)|x∈∂Ωt = 0. (3.11)
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We introduce the similarity coordinates
τ = − ln(T
∗
− t) + lnT
∗
,
y =
x√
T
∗
− t
, ∀x ∈ Ωt, ∀y ∈ Ω := [0, 1]
3,
(3.12)
where one can see the blowup time T
∗
> 0 has been transformed into +∞ in the similarity
coordinates (3.12). Thus the smooth bounded domain Ωt is transformed into a fixed domain
Ω := {(τ, y) : 0 < τ < +∞, y ∈ Ω := ([0, 1])3}.
So the local existence of linearized coupled system (3.6)-(3.7) with the incompressible condition
in some Sobolev space is equivalent to prove the global existence of linearized coupled system.
More precisely, equations (3.6) is transformed into three coupled equations as follows
∂τh1 − ν△yh1 −
y
2
· ∇yh1 + ah1 + ay1∂y1h1 + ay2∂y2h1 − 2ay3∂y3h1
+ k(T
∗
)2a+1e−(2a+1)τ
(
h2 + y2∂y1h1 + y1∂y2h1
)
+ (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
(
hi∂yiw1 + wi∂yih1
)
= (T
∗
)
1
2∂y1f + T
∗
e−τf1(T
∗
(1− e−τ ), (T
∗
)
1
2 e−
1
2
τy),
(3.13)
∂τh2 − ν△yh2 −
y
2
· ∇yh2 + ah2 + ay1∂y1h2 + ay2∂y2h2 − 2ay3∂y3h2
− k(T
∗
)2a+1e−(2a+1)τ
(
h1 − y2∂y1h2 + y1∂y2h2
)
+ (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
(
hi∂yiw2 + wi∂yih2
)
= (T
∗
)
1
2∂y2f + T
∗
e−τf2(T
∗
(1− e−τ ), (T
∗
)
1
2 e−
1
2
τy),
(3.14)
∂τh3 − ν△yh3 −
y
2
· ∇yh3 − 2ah3 + ay1∂y1h3 + ay2∂y2h3 − 2ay3∂y3h3
+ k(T
∗
)2a+1e−(2a+1)τ
(
y2∂y1h3 − y1∂y2h3
)
+ (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
(
hi∂yiw3 + wi∂yih3
)
= (T
∗
)
1
2∂y3f + T
∗
e−τf3(T
∗
(1− e−τ ), (T
∗
)
1
2 e−
1
2
τy),
(3.15)
and equations (3.7) is transformed into three coupled equations as follows
∂τq1 − µ△yq1 −
y
2
· ∇yq1 − aq1 + ay1∂y1q1 + ay2∂y2q1 − 2ay3∂y3q1 + a¯T
∗
e−τh1
+ (T
∗
)
1
2 e−
τ
2
3∑
i=1
(hi∂y1bi − bi∂y1hi)− a¯
(
y1∂y1h1 + y2∂y1h2 − 2y3∂y1h3
)
+ k(T
∗
)2a+1e−(2a+1)τ
(
− h2 + y2∂y1q1 + y1∂y2q1
)
− (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
(
hi∂yiw1 − wi∂yiq1
)
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
(
y1y3∂y1h2 − y2y3∂y1h1 − T
∗
e−τy3h2
)
= T
∗
e−τg1(T
∗
(1− e−τ ), (T
∗
)
1
2 e−
1
2
τy),
(3.16)
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∂τq2 − µ△yq2 −
y
2
· ∇yq2 − aq2 + ay1∂y1q2 + ay2∂y2q2 − 2ay3∂y3q2 + a¯T
∗
e−τh2
+ (T
∗
)
1
2 e−
τ
2
3∑
i=1
(hi∂y2bi − bi∂y2hi)− a¯
(
y1∂y2h1 + y2∂y2h2 − 2y3∂y2h3
)
− k(T
∗
)2a+1e−(2a+1)τ
(
− h1 − y2∂y1q2 + y1∂y2q2
)
− (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
(
hi∂yiw2 − wi∂yiq2
)
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
(
y1y3∂y2h2 − y2y3∂y2h1 + T
∗
e−τy3h1
)
= T
∗
e−τg2(T
∗
(1− e−τ ), (T
∗
)
1
2 e−
1
2
τy),
(3.17)
∂τq3 − µ△yq3 −
y
2
· ∇yq3 + 2aq3 + ay1∂y1q3 + ay2∂y2q3 − 2ay3∂y3q3 − 2a¯T
∗
e−τh3
+ (T
∗
)
1
2 e−
τ
2
3∑
i=1
(hi∂y3bi − bi∂y3hi)− a¯
(
y1∂y3h1 + y2∂y3h2 − 2y3∂y3h3
)
+ k(T
∗
)2a+1e−(2a+1)τ
(
y2∂y1q3 − y1∂y2q3
)
− (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
(
hi∂yiw3 − wi∂yiq3
)
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
(
y1y3∂y3h2 − y2y3∂y3h1 + T
∗
e−τ (y2h1 − y1h2)
)
= T
∗
e−τg3(T
∗
(1− e−τ ), (T
∗
)
1
2 e−
1
2
τy),
(3.18)
with the incompressible condition
∇y · h = 0, ∇y · q = 0
where
f = −2△−1y
[ 3∑
i=1
∂yiwi∂yihi + k(T
∗
)2ae−2aτ (∂y1h2 − ∂y2h1) +
3∑
i,j=1,i 6=j
∂yihj∂yjwi
−
3∑
i=1
∂yibi∂yiqi −
2a¯k(T
∗
)2a+1e−(2a+1)τ
4a + 1
(
y3(∂y1q2 − ∂y2q1) + y2∂y1q3 − y1∂y2q3
)
− a¯(T
∗
)
1
2 e−
1
2
τ (∂y1q1 + ∂y2q2 − 2∂y3q3)−
3∑
i,j=1,i 6=j
∂yiqj∂yjbi
]
−
1
2
T
∗
e−τ
3∑
i=1
biqi
− a¯(T
∗
)
1
2 e−
1
2
τ (y1q1 + y2q2 − 2y3q3)−
2a¯k(T
∗
)2a+1e−(2a+1)τ
4a+ 1
(y2y3q1 − y1y3q2).
(3.19)
We supplement the linearized system (3.13)-(3.18) with the initial data
{
hi(0, y) = hi0(y), ∀y ∈ Ω, i = 1, 2, 3,
qi(0, y) = qi0(y), ∀y ∈ Ω, i = 1, 2, 3,
(3.20)
and the boundary condition
{
hi(τ, y)|y∈∂Ω = 0, i = 1, 2, 3,
qi(τ, y)|y∈∂Ω = 0, i = 1, 2, 3.
(3.21)
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3.1 Time-decay of solutions in L2-norm for the linear system
We first derive L2-estimate of solutions to linearized equations (3.13)-(3.18) with the initial
data (3.20) and boundary condition (3.21).
Lemma 3.1. Let constants a ∈ (0,min{ν, µ}) and ∀s ∈ N+. Assume that f, g ∈ C1((0,+∞), Hs(Ω))
and (w, b)T ∈ BR. The solution (h, q)
T of linearized coupled system (3.13)-(3.18) with the ini-
tial data (3.20) and condition (3.21) satisfies
∫
Ω
(
|h|2 + |q|2
)
dy . e−CR,ν,µτ
[ ∫
Ω
(
|h0|
2 + |q0|
2
)
dy +
∫ +∞
0
∫
Ω
(
|f|2 + |g|2
)
dydτ
]
, ∀τ > 0,
where CR,ν,µ is a positive constant depending on constants R, ν, µ.
Proof. Multiplying both sides of (3.13)-(3.15) by h1, h2, h3, respectively, then integrating by
parts, it holds
1
2
d
dτ
‖h1‖
2
L2(Ω) + ν
3∑
i,j=1
‖∂yihj‖
2
L2(Ω) + (a+
3
4
)‖h1‖
2
L2(Ω)
+ k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
h1h2dy + (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
∫
Ω
h1
(
hi∂yiw1 + wi∂yih1
)
dy
= (T
∗
)
1
2
∫
Ω
h1∂y1fdy + T
∗
e−τ
∫
Ω
h1f1dy,
(3.22)
1
2
d
dτ
‖h2‖
2
L2(Ω) + ν
3∑
i,j=1
‖∂yihj‖
2
L2(Ω) + (a+
3
4
)‖h2‖
2
L2(Ω)
− k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
h1h2dy + (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
∫
Ω
h2
(
hi∂yiw2 + wi∂yih2
)
dy
= (T
∗
)
1
2
∫
Ω
h2∂y2fdy + T
∗
e−τ
∫
Ω
h2f2dy,
(3.23)
and
1
2
d
dτ
‖h3‖
2
L2(Ω) + ν
3∑
i,j=1
‖∂yihj‖
2
L2(Ω) + (
3
4
− 2a)‖h3‖
2
L2(Ω)
+ (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
∫
Ω
h3
(
hi∂yiw3 + wi∂yih3
)
dy
= (T
∗
)
1
2
∫
Ω
h3∂y3fdy + T
∗
e−τ
∫
Ω
h3f3dy.
(3.24)
Similarly, we multiply both sides of (3.16)-(3.18) with h1, h2, h3 and q1, q2, q3, then we inte-
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grate by parts to derive
1
2
d
dτ
‖q1‖
2
L2(Ω) + µ
3∑
i,j=1
‖∂yiqj‖
2
L2(Ω) + (
3
4
− a)‖q1‖
2
L2(Ω) + a¯T
∗
e−τ
∫
Ω
q1h1dy
+ (T
∗
)
1
2 e−
τ
2
3∑
i=1
∫
Ω
(hi∂y1bi − bi∂y1hi)q1dy − a¯
∫
Ω
(
y1∂y1h1 + y2∂y1h2 − 2y3∂y1h3
)
q1dy
− k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
h2q1dy − (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
∫
Ω
(
hi∂yiw1 − wi∂yiq1
)
q1dy
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
∫
Ω
(
y1y3∂y1h2 − y2y3∂y1h1 − T
∗
e−τy3h2
)
q1dy
= T
∗
e−τ
∫
Ω
g1q1dy,
(3.25)
1
2
d
dτ
‖q2‖
2
L2(Ω) + µ
3∑
i,j=1
‖∂yiqj‖
2
L2(Ω) + (
3
4
− a)‖q2‖
2
L2(Ω) + a¯T
∗
e−τ
∫
Ω
q2h2dy
+ (T
∗
)
1
2 e−
τ
2
3∑
i=1
∫
Ω
(hi∂y1bi − bi∂y1hi)q2dy − a¯
∫
Ω
(
y1∂y2h1 + y2∂y2h2 − 2y3∂y2h3
)
q2dy
+ k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
h1q2dy − (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
∫
Ω
(
hi∂yiw2 − wi∂yiq2
)
q2dy
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
∫
Ω
(
y1y3∂y2h2 − y2y3∂y2h1 + T
∗
e−τy3h1
)
q2dy
= T
∗
e−τ
∫
Ω
g2q2dy,
(3.26)
and
1
2
d
dτ
‖q3‖
2
L2(Ω) + µ
3∑
i,j=1
‖∂yiqj‖
2
L2(Ω) + (
3
4
+ 2a)‖q3‖
2
L2(Ω) − 2a¯T
∗
e−τ
∫
Ω
q3h3dy
+ (T
∗
)
1
2 e−
τ
2
3∑
i=1
∫
Ω
(hi∂y1bi − bi∂y1hi)q3dy − a¯
∫
Ω
(
y1∂y3h1 + y2∂y3h2 − 2y3∂y3h3
)
q3dy
− (T
∗
)
1
2 e−
1
2
τ
3∑
i=1
∫
Ω
(
hi∂yiw3 − wi∂yiq3
)
q3dy
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
∫
Ω
(
y1y3∂y3h2 − y2y3∂y3h1 + T
∗
e−τ (y2h1 − y1h2)
)
q3dy
= T
∗
e−τ
∫
Ω
g3q3dy,
(3.27)
16
We sum up (3.22)-(3.27) to get
1
2
3∑
i=1
d
dτ
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)
)
+ 3
3∑
i,j=1
(
ν‖∂yihj‖
2
L2(Ω) + µ|∂yiqj‖
2
L2(Ω)
)
+ (a +
3
4
)
(
‖h1‖
2
L2(Ω) + ‖h2‖
2
L2(Ω)
)
+ (
3
4
− 2a)‖h3‖
2
L2(Ω) + (
3
4
− a)
(
‖q1‖
2
L2(Ω) + ‖q2‖
2
L2(Ω)
)
+ (
3
4
+ 2a)‖q3‖
2
L2(Ω) + (T
∗
)
1
2 e−
τ
2
3∑
j=1
3∑
i=1
∫
Ω
(
hj(hi∂yiwj + wi∂yihj) + (hi∂yjbi − bi∂yjhi)qj
)
dy
− a¯
3∑
i=1
∫
Ω
(
y1∂yih1 + y2∂yih2 − 2y3∂yih3
)
qidy − k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
(
h2q1 + h1q2
)
dy
− (T
∗
)
1
2 e−
1
2
τ
3∑
j=1
3∑
i=1
∫
Ω
(
hi∂yiwj − wi∂yiqj
)
qjdy
−
2a¯k(T
∗
)2a+
3
2
4a+ 1
e−(2a+
3
2
)τ
∫
Ω
(
y3(−h2q1 + h1q2) + (y2h1 − y1h2)q3
)
dy
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
3∑
i=1
∫
Ω
(
y1y3∂yih2 − y2y3∂yih1
)
qidy
= (T
∗
)
1
2
3∑
i=1
∫
Ω
hi∂yifdy + T
∗
e−τ
3∑
i=1
∫
Ω
(
hifi + qigi
)
dy.
(3.28)
We now estimate each coupled nonlinear term in (3.28). Note that y ∈ Ω, (w,b) ∈ BR and
H3(Ω) ⊂ L∞(Ω). We use Young’s inequality to derive
∣∣∣
3∑
j=1
3∑
i=1
∫
Ω
(
hj(hi∂yiwj + wi∂yihj) + (hi∂yjbi − bi∂yjhi)qj
)∣∣∣
.
( 3∑
j=1
3∑
i=1
‖∂yiwj‖
2
L∞(Ω) + ‖wi‖
2
L∞(Ω) + ‖∂yjqi‖
2
L∞(Ω) + ‖qi‖
2
L∞(Ω)
)
×
( 3∑
i=1
(‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)) +
3∑
j=1
3∑
i=1
‖∂yihj‖
2
L2(Ω)
)
,
. CR
( 3∑
i=1
(‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)) +
3∑
j=1
3∑
i=1
‖∂yihj‖
2
L2(Ω)
)
,
(3.29)
Similarly, it holds
∣∣∣
3∑
i=1
∫
Ω
(
y1∂yih1 + y2∂yih2 − 2y3∂yih3
)
qidy
∣∣∣ . CR
3∑
i=1
(
‖qi‖
2
L2(Ω) +
3∑
j=1
‖∂yihj‖
2
L2(Ω)
)
,
∣∣∣
∫
Ω
(
h2q1 + h1q2
)
dy
∣∣∣ ≤ 1
2
2∑
i=1
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)
)
,
(3.30)
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and
∣∣∣
3∑
j=1
3∑
i=1
∫
Ω
(
hi∂yiwj − wi∂yiqj
)
qjdy
∣∣∣ . CR
2∑
i=1
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)
)
,
∣∣∣
∫
Ω
(
y3(−h2q1 + h1q2) + (y2h1 − y1h2)q3
)
dy
∣∣∣ ≤ 1
2
( 3∑
i=1
‖qi‖
2
L2(Ω) +
2∑
j=1
‖hj‖
2
L2(Ω)
)
,
∣∣∣
3∑
i=1
∫
Ω
(
y1y3∂yih2 − y2y3∂yih1
)
qidy
∣∣∣ ≤ 1
2
3∑
i=1
(
‖qi‖
2
L2(Ω) +
2∑
j=1
‖∂yihj‖
2
L2(Ω)
)
,
(3.31)
and
∣∣∣
3∑
i=1
∫
R3
(
hifi + qigi
)
dy
∣∣∣ ≤ 1
2
3∑
i=1
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω) + ‖fi‖
2
L2(Ω) + ‖gi‖
2
L2(Ω)
)
. (3.32)
where CR is a postive constant depending on R.
On the other hand, by (3.19) and incompressible condition, we integrate by parts to derive
3∑
i=1
∫
Ω
hi∂yifdy =
∫
Ω
(
3∑
i=1
∂yihi)fdy = 0. (3.33)
Thus by (3.29)-(3.32), it follows from (3.28) that
1
2
3∑
i=1
d
dτ
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)
)
+
3∑
i,j=1
(
(3ν −
1
2
− CR)‖∂yihj‖
2
L2(Ω) + (3µ− CR)|∂yiqj‖
2
L2(Ω)
)
+ (a−
3
4
− CR)
(
‖h1‖
2
L2(Ω) + ‖h2‖
2
L2(Ω)
)
− (2a+ CR)‖h3‖
2
L2(Ω)
− (
5
4
+ a+ CR)
(
‖q1‖
2
L2(Ω) + ‖q2‖
2
L2(Ω)
)
+ (−
5
4
+ 2a− CR)‖q3‖
2
L2(Ω)
.
1
2
3∑
i=1
(
‖fi‖
2
L2(Ω) + ‖gi‖
2
L2(Ω)
)
.
(3.34)
where CR,T ∗ is a postive constant depending on R, which is small as R small.
Since we use Poincare´ inequality to derive
3∑
i,j=1
‖∂yihj‖
2
L2(Ω) &
3∑
i=1
‖hi‖
2
L2(Ω),
3∑
i,j=1
‖∂yiqj‖
2
L2(Ω) &
3∑
i=1
‖qi‖
2
L2(Ω),
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it holds
1
2
3∑
i=1
d
dτ
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)
)
+ (3ν + a−
7
4
− CR)
(
‖h1‖
2
L2(Ω) + ‖h2‖
2
L2(Ω)
)
+ (3ν − 2a−
1
2
− CR)‖h3‖
2
L2(Ω)
+ (3µ−
5
4
− a− CR)
(
‖q1‖
2
L2(Ω) + ‖q2‖
2
L2(Ω)
)
+ (3µ−
5
4
+ 2a− CR)‖q3‖
2
L2(Ω)
.
1
2
3∑
i=1
(
‖fi‖
2
L2(Ω) + ‖gi‖
2
L2(Ω)
)
.
(3.35)
Let 0 < a < min{ν, µ}. We notice that we can choose a sufficient small positive constant
R≪ min{1, ν, µ} and sufficient big ν and µ such that
3ν + a−
7
4
− CR > 0,
3ν − 2a−
1
2
− CR > 0,
3µ−
5
4
− a− CR > 0,
3µ−
5
4
+ 2a− CR > 0.
Hence, applying Gronwall’s inequality to (3.35), there exists a positive constant CR,ν,µ de-
pending on R, ν, µ such that
3∑
i=1
(
‖hi‖
2
L2(Ω) + ‖qi‖
2
L2(Ω)
)
. e−CR,ν,µτ
3∑
i=1
∫
Ω
[
h20i + q
2
0i +
∫ +∞
0
(
f 2i + g
2
i
)
dτ
]
dy, ∀τ > 0.
3.2 Time-decay of solutions in Hs-norm for the linear system
In what follows, we plan to carry out a higher order derivative estimates to the solutions
of linearized system (3.13)-(3.18). For a fixed integer s ≥ 1, applying ∇sy :=
(
∂sy1 , ∂
s
y2
, ∂sy3
)T
to
both sides of (3.13)-(3.18), we obtain
∂τ∇
s
yh1 − ν△y∇
s
yh1 −
y
2
· ∂y∇
s
yh1 +
(
a(1 + s)−
s
2
)
∇syh1 + ay1∂y1∇
s
yh1 + ay2∂y2∇
s
yh1
− 2ay3∂y3∇
s
yh1 − 3as
(
0, 0, ∂sy3h1
)T
+ k(T
∗
)2a+1e−(2a+1)τ
(
∇syh2 + y2∂y1∇
s
yh1 + y1∂y2∇
s
yh1
)
+ ks(T
∗
)2a+1e−(2a+1)τ
(
∂y2∂
s−1
y1
h1, ∂y1∂
s−1
y2
h1, 0
)T
= f˜1,
(3.36)
∂τ∇
s
yh2 − ν△y∇
s
yh2 −
y
2
· ∂y∇
s
yh2 +
(
a(s+ 1)−
s
2
)
∇syh2 + ay1∂y1∇
s
yh2 + ay2∂y2∇
s
yh2
− 2ay3∂y3∇
s
yh2 − 3as
(
0, 0, ∂sy3h2
)T
+ k(T
∗
)2a+1e−(2a+1)τ
(
−∇syh1 + y2∂y1∇
s
yh2 − y1∂y2∇
s
yh2
)
+ ks(T
∗
)2a+1e−(2a+1)τ
(
− ∂y2∂
s−1
y1
h2, ∂y1∂
s−1
y2
h2, 0
)T
= f˜2,
(3.37)
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∂τ∇
s
yh3 − ν△y∇
s
yh3 −
y
2
· ∂y∇
s
yh3 +
(
a(s− 2)−
s
2
)
∇syh3 + ay1∂y1∇
s
yh3 + ay2∂y2∇
s
yh3
− 2ay3∂y3∇
s
yh3 − 3as
(
0, 0, ∂sy3h3
)T
+ k(T
∗
)2a+1e−(2a+1)τ
(
y2∂y1∇
s
yh3 − y1∂y2∇
s
yh3
)
+ ks(T
∗
)2a+1e−(2a+1)τ
(
− ∂y2∂
s−1
y1
h3, ∂y1∂
s−1
y2
h3, 0
)T
= f˜3,
(3.38)
and
∂τ∇
s
yq1 − µ△y∇
s
yq1 −
y
2
· ∂y∇
s
yq1 +
(
a(s− 1)−
s
2
)
∇syq1 + ay1∂y1∇
s
yq1 + ay2∂y2∇
s
yq1 − 2ay3∂y3∇
s
yq1
− 3as
(
0, 0∂sy3q1
)T
+ a¯T
∗
e−τ∇syh1 − a¯
(
y1∂y1∇
s
yh1 + y2∂y1∇
s
yh2 − 2y3∂y1∇
s
yh3
)
− a¯s
(
∂sy1h1, ∂
s
y1
h2,−2∂
s
y1
h3
)T
+ k(T
∗
)2a+1e−(2a+1)τ
[
−∇syh2 + y2∂y1∇
s
yq1 + y1∂y2∇
s
yq1
]
+ ks(T
∗
)2a+1e−(2a+1)τ
(
∂y2∂
s−1
y1
q1, ∂y1∂
s−1
y2
q1, 0
)T
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
(
y1y3∂y1∇
s
yh2 − y2y3∂y1∇
s
yh1 − T
∗
e−τy3∇
s
yh2
)
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
se−(2a+
1
2
)τ
(
y3∂
s
y1
h2,−y3∂y1∂
s−1
y2
h1, y1∂y1∂
s−1
y3
h2 − y2∂y1∂
s−1
y3
h1 − T
∗
e−τ∂s−1y3 h2
)T
= g˜1,
(3.39)
∂τ∇
s
yq2 − µ△y∇
s
yq2 −
y
2
· ∂y∇
s
yq2 +
(
a(s− 1)−
s
2
)
∇syq2 + ay1∂y1∇
s
yq2 + ay2∂y2∇
s
yq2 − 2ay3∂y3∇
s
yq2
− 3as
(
0, 0, ∂sy3q2
)T
+ a¯T
∗
e−τ∇syh2 − a¯
(
y1∂y2∇
s
yh1 + y2∂y2∇
s
yh2 − 2y3∂y2∇
s
yh3
)
− a¯s
(
∂sy2h1, ∂
s
y2
h2,−2∂
s
y2
h3
)T
+ k(T
∗
)2a+1e−(2a+1)τ
(
∇syh1 + y2∂y1∇
s
yq2 − y1∂y2∇
s
yq2
)
+ k(T
∗
)2a+1e−(2a+1)τs
(
∂y2∂
s−1
y1
q2,−∂y1∂
s−1
y2
q2, 0
)T
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
(
y1y3∂y2∇
s
yh2 − y2y3∂y2∇
s
yh1 + T
∗
e−τy3∇
s
yh1
)
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
se−(2a+
1
2
)τ
(
y3∂y2∂
s−1
y1
h2,−y3∂
s
y2
h1, y1∂y2∂
s−1
y3
h2 − y2∂y2∂
s−1
y3
h1 + T
∗
e−τ∂s−1y3 h1
)T
= g˜2,
(3.40)
∂τ∇
s
yq3 − µ△y∇
s
yq3 −
y
2
· ∂y∇
s
yq3 +
(
a(s+ 2)−
s
2
)
∇syq3 + ay1∂y1∇
s
yq3 + ay2∂y2∇
s
yq3 − 2ay3∂y3∇
s
yq3
− 3as
(
0, 0, ∂sy3q3
)T
− 2a¯T
∗
e−τ∇syh3 − a¯
(
y1∂y3∇
s
yh1 + y2∂y3∇
s
yh2 − 2y3∂y3∇
s
yh3
)
− a¯s
(
∂sy3h1, ∂
s
y3
h2,−2∂
s
y3
h3
)T
+ k(T
∗
)2a+1e−(2a+1)τ
(
y2∂y1∇
s
yq3 − y1∂y2∇
s
yq3
)
+ k(T
∗
)2a+1e−(2a+1)τs
(
− ∂y2∂
s−1
y1
q3, ∂y1∂
s−1
y2
q3, 0
)T
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
(
y1y3∂y3∇
s
yh2 − y2y3∂y3∇
s
yh1 + T
∗
e−τ (y2∇
s
yh1 − y1∇
s
yh2)
)
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
se−(2a+
1
2
)τ
(
y3∂y3∂
s−1
y1
h2,−y3∂y3∂
s−1
y2
h1, ∂
s
y3
h2 − y2∂
s
y3
h1 + T
∗
e−τ∂s−1y3 h1
)T
+
2a¯k(T
∗
)2a+
3
2
4a+ 1
e−(2a+
3
2
)τ
(
− ∂s−1y1 h2, ∂
s−1
y2
h1
)T
= g˜3,
(3.41)
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where we denote by ∇i2y h∇
i1
y w :=
(
∂i2y1h∂
i2
y1
w, ∂i2y2h∂
i2
y2
w, ∂i2y3h∂
i2
y3
w
)T
for convenience, and
f˜1 := (T
∗
)
1
2∂y1∇
s
yf+T
∗
e−τ∇syf1−(T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i2y hj∂yj∇
i1
y w1+∇
i1
y wj∂yj∇
i2
y h1
)
,
(3.42)
f˜2 := (T
∗
)
1
2∂y2∇
s
yf+T
∗
e−τ∇syf2−(T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i2y hj∂yj∇
i1
y w2+∇
i1
y wj∂yj∇
i2
y h2
)
,
(3.43)
f˜3 := (T
∗
)
1
2∂y3∇
s
yf+T
∗
e−τ∇syf3−(T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i2y hj∂yj∇
i1
y w3+∇
i1
y wj∂yj∇
i2
y h3
)
,
(3.44)
g˜1 := T
∗
e−τ∇syg1 + (T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i1y hj∂yj∇
i2
y w1 −∇
i1
y wj∂yj∇
i2
y q1
)
− (T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i1y hj∂y1∇
i2
y bj −∇
i1
y bj∂y1∇
i2
y hj
)
,
(3.45)
g˜2 := T
∗
e−τ∇syg2 + (T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i1y hj∂yj∇
i2
y w2 −∇
i1
y wj∂yj∇
i2
y q2
)
− (T
∗
)
1
2 e−
τ
2
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i1y hj∂y2∇
i2
y bj −∇
i1
y bj∂y2∇
i2
y hj
)
,
(3.46)
g˜3 := T
∗
e−τ∇syg2 + (T
∗
)
1
2 e−
1
2
τ
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i1y hj∂yj∇
i2
y w3 −∇
i1
y wj∂yj∇
i2
y q3
)
− (T
∗
)
1
2 e−
τ
2
∑
i1+i2=s, 0≤i2≤s
3∑
j=1
(
∇i1y hj∂y3∇
i2
y bj −∇
i1
y bj∂y3∇
i2
y hj
)
.
(3.47)
Lemma 3.2. Let viscosity constant ν and resistivity constant µ be sufficient big, constants
a ∈ (0, 1
2
], a¯, k ∈ (0, 1] and ∀s ∈ N+. Assume that f, g ∈ C1((0,+∞), Hs(Ω)) and (w, b)T ∈ BR.
The solution (h, q)T of linearized coupled system (3.13)-(3.18) with the initial data (3.20) and
condition (3.21) satisfies
3∑
i=1
∫
Ω
(
|∇syhi|
2 + |∇syqi|
2
)
dy
. e−CR,a,a¯,k,ν,µτ
3∑
i=1
[ ∫
Ω
(
|∇syh0i|
2 + |∇syq0i|
2
)
dy +
∫ +∞
0
∫
Ω
(
|∇syfi|
2 + |∇sygi|
2
)
dydτ
]
,
where CR,a,a¯,k,ν,µ is a constant depending on constants R, a, a¯, k, ν, µ, and R is a sufficient small
constant.
Proof. We take the inner product to both sides of (3.36)-(3.38) by ∇syh1, ∇
s
yh2 and ∇
s
yh3,
21
respectively, then integrating by parts, it holds
1
2
d
dτ
‖∇syh1‖
2
L2(Ω) + ν
3∑
i,j=1
‖∂yi∇
s
yhj‖
2
L2(Ω) +
(
a(1 + s)−
s
2
+
3
4
)
‖∇syh1‖
2
L2(Ω)
+ k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
∇syh1 · ∇
s
yh2dy − 3as
∫
Ω
(
0, 0, ∂sy3h1
)T
· ∇syh1dy
+ ks(T
∗
)2a+1e−(2a+1)τ
∫
Ω
(
∂y2∂
s−1
y1
h1, ∂y1∂
s−1
y2
h1, 0
)T
· ∇syh1dy =
∫
Ω
∇syh1 · f˜1dy,
(3.48)
1
2
d
dτ
‖∇syh2‖
2
L2(Ω) + ν
3∑
i,j=1
‖∂yi∇
s
yhj‖
2
L2(Ω) +
(
a(1 + s)−
s
2
+
3
4
)
‖∇syh2‖
2
L2(Ω)
− k(T
∗
)2a+1e−(2a+1)τ
∫
Ω
∇syh1 · ∇
s
yh2dy − 3as
∫
Ω
(
0, 0, ∂sy3h2
)T
· ∇syh2dy
+ ks(T
∗
)2a+1e−(2a+1)τ
∫
Ω
(
− ∂y2∂
s−1
y1
h2, ∂y1∂
s−1
y2
h2, 0
)T
· ∇syh2dy =
∫
Ω
∇syh2 · f˜2dy,
(3.49)
and
1
2
d
dτ
‖∇syh3‖
2
L2(Ω) + ν
3∑
i,j=1
‖∂yi∇
s
yhj‖
2
L2(Ω) +
(
a(s− 2)−
s
2
+
3
4
)
‖∇syh3‖
2
L2(Ω)
− 3as
∫
Ω
(
0, 0, ∂sy3h3
)T
· ∇syh3dy + ks(T
∗
)2a+1e−(2a+1)τ
∫
Ω
(
− ∂y2∂
s−1
y1
h3, ∂y1∂
s−1
y2
h3, 0
)T
· ∇syh3dy
=
∫
Ω
∇syh3 · f˜3dy,
(3.50)
Similarly, we take the inner product to both sides of (3.39)-(3.41) by ∇syq1, ∇
s
yq2 and ∇
s
yq3,
respectively, then we integrate by parts to get
1
2
d
dτ
‖∇syq1‖
2
L2(Ω) + µ
3∑
i,j=1
‖∂yi∇
s
yqj‖
2
L2(Ω) +
(
a(s− 1)−
s
2
+
3
4
)
‖∇syq1‖
2
L2(Ω)
− 3as
∫
Ω
(
0, 0, ∂sy3q1
)T
· ∇syq1dy + a¯T
∗
e−τ
∫
Ω
∇syh1 · ∇
s
yq1dy
− a¯
[ ∫
Ω
(
y1∂y1∇
s
yh1 + y2∂y1∇
s
yh2 − 2y3∂y1∇
s
yh3
)
· ∇syq1dy + s
∫
Ω
(
∂sy1h1, ∂
s
y1
h2,−2∂
s
y1
h3
)T
· ∇syq1dy
]
− k(T
∗
)2a+1e−(2a+1)τ
[ ∫
Ω
∇syh2 · ∇
s
yq1dy + s
∫
Ω
(
∂y2∂
s−1
y1
q1, ∂y1∂
s−1
y2
q1, 0
)T
· ∇syq1dy
]
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
[ ∫
Ω
(
y1y3∂y1∇
s
yh2 − y2y3∂y1∇
s
yh1 − T
∗
e−τy3∇
s
yh2
)
· ∇syq1dy
+ s
∫
Ω
(
y3∂
s
y1
h2,−y3∂y1∂
s−1
y2
h1, y1∂y1∂
s−1
y3
h2 − y2∂y1∂
s−1
y3
h1 − T
∗
e−τ∂s−1y3 h2
)T
· ∇syq1dy
]
=
∫
Ω
∇syq1 · g˜1dy,
(3.51)
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12
d
dτ
‖∇syq2‖
2
L2(Ω) + µ
3∑
i,j=1
‖∂yi∇
s
yqj‖
2
L2(Ω) +
(
a(s− 1)−
s
2
+
3
4
)
‖∇syq2‖
2
L2(Ω)
− 3as
∫
Ω
(
0, 0, ∂sy3q2
)T
· ∇syq2dy + a¯T
∗
e−τ
∫
Ω
∇syh2 · ∇
s
yq2dy
− a¯
[ ∫
Ω
(
y1∂y2∇
s
yh1 + y2∂y2∇
s
yh2 − 2y3∂y2∇
s
yh3
)
· ∇syq2dy + s
∫
Ω
(
∂sy2h1, ∂
s
y2
h2,−2∂
s
y2
h3
)T
· ∇syq2dy
]
+ k(T
∗
)2a+1e−(2a+1)τ
[ ∫
Ω
∇syh1 · ∇
s
yq2dy + s
∫
Ω
(
∂y2∂
s−1
y1
q2,−∂y1∂
s−1
y2
q2, 0
)T
· ∇syq2dy
]
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
[ ∫
Ω
(
y1y3∂y2∇
s
yh2 − y2y3∂y2∇
s
yh1 + T
∗
e−τy3∇
s
yh1
)
· ∇syq2dy
+ s
∫
Ω
(
y3∂y2∂
s−1
y1
h2,−y3∂
s
y2
h1, y1∂y2∂
s−1
y3
h2 − y2∂y2∂
s−1
y3
h1 + T
∗
e−τ∂s−1y3 h1
)T
· ∇syq2dy
]
=
∫
Ω
∇syq1 · g˜1dy,
(3.52)
and
1
2
d
dτ
‖∇syq3‖
2
L2(Ω) + µ
3∑
i,j=1
‖∂yi∇
s
yqj‖
2
L2(Ω) +
(
a(s+ 2)−
s
2
+
3
4
)
‖∇syq3‖
2
L2(Ω)
− 3as
∫
Ω
(
0, 0, ∂sy3q3
)T
· ∇syq3dy − 2a¯T
∗
e−τ
∫
Ω
∇syh3 · ∇
s
yq3dy
− a¯
[ ∫
Ω
(
y1∂y3∇
s
yh1 + y2∂y3∇
s
yh2 − 2y3∂y3∇
s
yh3
)
· ∇syq3dy + s
∫
Ω
(
∂sy3h1, ∂
s
y3
h2,−2∂
s
y3
h3
)T
· ∇syq3dy
]
+ ks(T
∗
)2a+1e−(2a+1)τ
∫
Ω
(
− ∂y2∂
s−1
y1
q3, ∂y1∂
s−1
y2
q3, 0
)T
· ∇syq3dy
+
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
[ ∫
Ω
(
y1y3∂y3∇
s
yh2 − y2y3∂y3∇
s
yh1 + T
∗
e−τ (y2∇
s
yh1 − y1∇
s
yh2)
)
· ∇syq3dy
+ s
∫
Ω
(
y3∂y3∂
s−1
y1
h2,−y3∂y3∂
s−1
y2
h1, ∂
s
y3
h2 − y2∂
s
y3
h1 + T
∗
e−τ∂s−1y3 h1
)T
· ∇syq3dy
+ T
∗
e−τ
(
− ∂s−1y1 h2, ∂
s−1
y2
h1
)T
· ∇syq3
]
=
∫
Ω
∇syq3 · g˜3dy.
(3.53)
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We sum up (3.48)-(3.50) to get
1
2
3∑
i=1
d
dτ
(
‖∇syhi‖
2
L2(Ω) + ‖∇
s
yqi‖
2
L2(Ω)
)
+
3∑
i,j=1
(
3ν‖∂yi∇
s
yhj‖
2
L2(Ω) + 3µ‖∂yi∇
s
yqj‖
2
L2(Ω)
)
+
(
a(1 + s)−
s
2
+
3
4
) 2∑
i=1
‖∇syhi‖
2
L2(Ω) +
(
a(s− 2)−
s
2
+
3
4
)
‖∇syh3‖
2
L2(Ω)
+
(
a(s− 1)−
s
2
+
3
4
) 2∑
i=1
‖∇syqi‖
2
L2(Ω) +
(
a(s+ 2)−
s
2
+
3
4
)
‖∇syq3‖
2
L2(Ω)
+ I1 + I2 + I3 =
3∑
i=1
∫
Ω
(
∇syhi · f˜i +∇
s
yqi · g˜i
)
dy,
(3.54)
where coupled terms take the following form
I1 := −3as
3∑
i=1
∫
Ω
(
0, 0, ∂sy3hi
)T
· ∇syhidy
+ ks(T
∗
)2a+1e−(2a+1)τ
3∑
i=1
∫
Ω
(
∂y2∂
s−1
y1
hi, ∂y1∂
s−1
y2
hi, 0
)T
· ∇syhidy
− a¯
3∑
i=1
[ ∫
Ω
(
y1∂yi∇
s
yh1 + y2∂yi∇
s
yh2 − 2y3∂yi∇
s
yh3
)
· ∇syqidy
+ s
∫
Ω
(
∂syih1, ∂
s
yi
h2,−2∂
s
yi
h3
)T
· ∇syqidy
]
.
(3.55)
I2 := −k(T
∗
)2a+1e−(2a+1)τ
[ ∫
Ω
(
∇syh2 · ∇
s
yq1dy −∇
s
yh1 · ∇
s
yq2
)
dy
+ s
∫
Ω
(
∂y2∂
s−1
y1
q1, ∂y1∂
s−1
y2
q1, 0
)T
· ∇syq1dy − s
∫
Ω
(
∂y2∂
s−1
y1
q2,−∂y1∂
s−1
y2
q2, 0
)T
· ∇syq2dy
+ s
∫
Ω
(
∂sy3h1, ∂
s
y3
h2,−2∂
s
y3
h3
)T
· ∇syq3dy
]
,
(3.56)
I3 :=
2a¯k(T
∗
)2a+
1
2
4a+ 1
e−(2a+
1
2
)τ
[ 3∑
i=1
∫
Ω
(
y1y3∂yi∇
s
yh2 − y2y3∂yi∇
s
yh1
)
· ∇syqidy
+ T
∗
e−
1
2
τ
∫
Ω
(
− y3∇
s
yh2 · ∇
s
yq1 + y3∇
s
yh1 · ∇
s
yq2 + (y2∇
s
yh1 − y1∇
s
yh2) · ∇
s
yq3
)
dy
+
∫
Ω
(
y3∂
s
y1
h2,−y3∂y1∂
s−1
y2
h1, y1∂y1∂
s−1
y3
h2 − y2∂y1∂
s−1
y3
h1 − T
∗
e−τ∂s−1y3 h2
)T
· ∇syq1dy
+ s
∫
Ω
(
y3∂y2∂
s−1
y1
h2,−y3∂
s
y2
h1, y1∂y2∂
s−1
y3
h2 − y2∂y2∂
s−1
y3
h1 + T
∗
e−τ∂s−1y3 h1
)T
· ∇syq2dy
+ s
∫
Ω
(
y3∂y3∂
s−1
y1
h2,−y3∂y3∂
s−1
y2
h1, ∂
s
y3
h2 − y2∂
s
y3
h1 + T
∗
e−τ∂s−1y3 h1
)T
· ∇syq3dy
+ T
∗
e−τ
(
− ∂s−1y1 h2, ∂
s−1
y2
h1
)T
· ∇syq3
]
.
(3.57)
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We now estimate each coupled term in (3.54). On one hand, note that y ∈ Ω = ([0, 1])3
and (w,b)T ∈ BR. We employ Young’s inequality and Poincare´ inequality, and integrating by
parts to derive
∣∣∣I1
∣∣∣ . Ca,k,a¯
3∑
i=1
∫
Ω
(
|∇syhi|
2 + |∂yi∇
s
yhi|
2 + |∂yi∇
s−1
y hi|
2 + |∇syqi|
2
)
dy,
. Ca,k,a¯
3∑
i=1
∫
Ω
(
|∇syhi|
2 + |∂yi∇
s
yhi|
2 + |∇syqi|
2
)
dy,
∣∣∣I2
∣∣∣ . Ck
[ 3∑
i=1
∫
Ω
(
|∇syhi|
2 + |∇syqi|
2
)
dy +
2∑
j=1
∫
Ω
|∂yj∇
s
yqj |
2dy
]
,
∣∣∣I3
∣∣∣ . Ca,k,a¯
[ 3∑
i=1
∫
Ω
(
|∇syhi|
2 + |∇syqi|
2
)
dy +
3∑
i=1
2∑
j=1
∫
Ω
|∂yi∇
s
yhj |
2dy
]
,
(3.58)
where Ca,k,a¯ and Ck denote postive constants depending on a, k and a¯.
On the other hand, by (3.42)-(3.44), we know the highest order derivatives on hi of ∂yi∇
s
yf is
s. So we can use the standard Caldero´n-Zygmund theory, Young’s inequality, Hs(Ω) ⊂ L∞(Ω)
(s ≥ 2) and integrating by parts to derive
∣∣∣
3∑
i=1
∫
Ω
∇syhi · ∂yi∇
s
yfdy
∣∣∣ . CR
3∑
i=1
‖∇syhi‖
2
L2(Ω), (3.59)
furthermore, by (3.42)-(3.45) and Poincare´ inequality, we derive
∣∣∣
3∑
i=1
∫
Ω
(
∇syhi · f˜i
)
dy
∣∣∣ . (CR + a
2
)
3∑
i=1
‖∇syhi‖
2
L2(Ω) + 2a
−1
3∑
i=1
‖∇syfi‖
2
L2(Ω), (3.60)
where CR is a postive constant depending on R, which is small constant as R small.
Similarly to get (3.60), by (3.45)-(3.47), we can also use Poincare´ inequality and Young
inequality to derive
∣∣∣
3∑
i=1
∫
Ω
(
∇syqi · g˜i
)
dy
∣∣∣ . (CR + a
2
)
3∑
i=1
‖∇syqi‖
2
L2(Ω) + 2a
−1
3∑
i=1
‖∇sygi‖
2
L2(Ω). (3.61)
Hence we can apply estimates (3.58)-(3.61) to (3.54), it holds
1
2
3∑
i=1
d
dτ
(
‖∇syhi‖
2
L2(Ω) + ‖∇
s
yqi‖
2
L2(Ω)
)
+
(
3ν − Ca,k,a¯
) 3∑
i,j=1
‖∂yi∇
s
yhj‖
2
L2(Ω)
+
(
3µ− Ca,k,a¯
) 3∑
i,j=1
‖∂yi∇
s
yqj‖
2
L2(Ω) +
(
a(
1
2
+ s)−
s
2
+
3
4
− Ca,k,a¯,R
) 2∑
i=1
‖∇syhi‖
2
L2(Ω)
+
(
a(s−
5
2
)−
s
2
+
3
4
− Ca,k,a¯,R
)
‖∇syh3‖
2
L2(Ω) +
(
a(s−
3
2
)−
s
2
+
3
4
− Ca,k,a¯,R
) 2∑
i=1
‖∇syqi‖
2
L2(Ω)
+
(
a(s+
3
2
)−
s
2
+
3
4
− Ca,k,a¯,R
)
‖∇syq3‖
2
L2(Ω)
. 2a−1
3∑
i=1
(
‖∇syfi‖
2
L2(Ω) + ‖∇
s
ygi‖
2
L2(Ω)
)
,
(3.62)
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where Ca,k,a¯,R is a postive constant depending on constants a, k, a¯, R.
Furthermore, by Poincare´ inequality, it holds
‖∂yi∇
s
yhj‖
2
L2(Ω) & ‖∇
s
yhj‖
2
L2(Ω),
‖∂yi∇
s
yqj‖
2
L2(Ω) & ‖∇
s
yqj‖
2
L2(Ω),
which combining with (3.62) gives that
1
2
3∑
i=1
d
dτ
(
‖∇syhi‖
2
L2(Ω) + ‖∇
s
yqi‖
2
L2(Ω)
)
+
(
3ν +
a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R
) 2∑
i=1
‖∇syhi‖
2
L2(Ω)
+
(
3ν −
5a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R
)
‖∇syh3‖
2
L2(Ω)
+
(
3µ−
3a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R
) 2∑
i=1
‖∇syqi‖
2
L2(Ω)
+
(
3µ+
3a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R
)
‖∇syq3‖
2
L2(Ω)
. 2a−1
3∑
i=1
(
‖∇syfi‖
2
L2(Ω) + ‖∇
s
ygi‖
2
L2(Ω)
)
,
(3.63)
It is easy to see that for sufficient small constant R, a¯, k ∈ (0, 1] and sufficient big constants
µ, ν, we can choose a fixed constant a ∈ (0, 1
2
) and any fixed integer s, it holds
3ν +
a
2
+ (a−
1
2
)s +
3
4
− Ca,k,a¯,R > 0,
3ν −
5a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R > 0,
3µ−
3a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R > 0,
3µ+
3a
2
+ (a−
1
2
)s+
3
4
− Ca,k,a¯,R > 0.
Therefore, applying Gronwall’s inequality to (3.63), there exists a positive constant CR,a,a¯,k,ν,µ
depending on R, a, a¯, k, ν, µ such that
3∑
i=1
(
‖∇yhi‖
2
L2(Ω) + ‖∇yqi‖
2
L2(Ω)
)
. e−CR,a,a¯,k,ν,µτ
3∑
i=1
[
‖∇yhi(0, (T
∗
)
1
2 y)‖2
L2(Ω) + |∇yqi(0, (T
∗
)
1
2 y)‖2
L2(Ω)
+
∫ +∞
0
(
‖∇yfi‖
2
L2(Ω) + ‖∇ygi‖
2
L2(Ω)
)
dτ
]
, ∀τ > 0.
Similar to get the estimate in Lemma 3.2, we apply the operator ∂τ to both sides of (3.36)-
(3.41), then using the similar process of proof in Lemma 3.2 , we can obtain the following result.
Here we omit the details.
Lemma 3.3. Let viscosity constant ν and resistivity constant µ be sufficient big, constants
a ∈ (0, 1
2
], a¯, k ∈ (0, 1] and ∀s ∈ N+. Assume that f, g ∈ C1((0,+∞), Hs(Ω)) and (w, b)T ∈ BR.
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The solution (h, q)T of linearized coupled system (3.13)-(3.18) with the initial data (3.20) and
condition (3.21) satisfies
3∑
i=1
∫
Ω
(
|∇sy∂τhi|
2 + |∇sy∂τqi|
2
)
dy
. e−CR,a,a¯,k,ν,µτ
3∑
i=1
[ ∫
Ω
(
|∇sy∂τh0i|
2 + |∇sy∂τq0i|
2
)
dy +
∫ +∞
0
∫
Ω
(
|∇sy∂τfi|
2 + |∇sy∂τgi|
2
)
dydτ
]
,
where CR,a,a¯,k,ν,µ is a positive constant depending on constants R, a, a¯, k, ν, µ, and R is a suffi-
cient small constant.
3.3 Global existence of solutions for the linear system in self-similarity coordinates
Proposition 3.1. Let viscosity constant ν and resistivity constant µ be sufficient big, con-
stants a ∈ (0, 1
2
], a¯, k ∈ (0, 1] and ∀s ∈ N+. Assume that f, g ∈ C1((0,+∞), Hs(Ω)) and
(w, b)T ∈ BR. Then the linear problem (3.6)-(3.7) with the initial data (3.20) and boundary
condition (3.21) admits a solution
(h(τ, y), q(τ, y)) ∈
1⋂
i=0
C
i([0,+∞);Hs−i(Ω)×Hs−i(Ω)),
which satisfies
‖h(1)‖2Hs(Ω) + ‖q
(1)‖2Hs(Ω) . e
−CR,a,a¯,k,ν,µτ
(
‖h0‖
2
Hs(Ω) + ‖q0‖
2
Hs(Ω) + ‖f‖
2
Hs(Ω) + ‖g‖
2
Hs(Ω)
)
, (3.64)
and
‖h(1)‖2Cs1 + ‖q
(1)‖2Cs1 . ‖h0‖
2
Cs1
+ ‖q0‖
2
Cs1
+ ‖f‖2Cs1 + ‖g‖
2
Cs1
, (3.65)
where CR,a,a¯,k,ν,µ is a positive constant depending on constants R, a, a¯, k, ν, µ, and R is a suffi-
cient small constant.
Proof. Let P the Leray projector onto the space of divergence free functions. We apply the
Leray projector to (3.6)-(3.7), it holds
ht − νP△h+ N1(w,b,h,q) = Pf,
qt − µP△q+ N2(w,b,h,q) = Pg,
(3.66)
where
N1(w,b,h,q) = P
(
h · ∇(vT ∗ +w) + (vT∗ +w) · ∇h− (HT ∗ + b) · ∇q
− q · ∇(HT ∗ + b) +∇((HT ∗ + b) · q)
)
,
N2(w,b,h,q) = P
(
− (HT ∗ + b) · ∇h− q · ∇(vT ∗ +w) + (vT ∗ +w) · ∇q+ h · ∇(HT ∗ + b)
)
.
We recall that equations (3.66) can be rewritten as linear coupled system (3.13)-(3.18) in
the similarity coordinates (3.12) by applying the Leray projector P to them. For convenience,
we write them as
∂
∂τ
(
h
q
)
+
(
−νP△y 0
0 −µP△y
)(
h
q
)
+
(
N1(w,b,h,q)
N2(w,b,h,q)
)
=
(
Pf
Pg
)
. (3.67)
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We notice that there is no singular coefficient in (3.67) for τ ∈ (0,+∞), and the term
BP :=
(
N1(w,b, ◦, ◦)
N2(w,b, ◦, ◦)
)
can be seen as a bounded perturbation of the linear operator ML :=(
−νP△y 0
0 −µP△y
)
.
Thus the linear operator
Z := ML+BP
can generate a strongly continuous semigroup eZτ in Sobolev space Hs × Hs (see [27, 28]).
Hence linear equations (3.67) has a solution in
⋂1
i=0C
i([0,+∞);Hs−i(Ω) × Hs−i(Ω)). Then,
from Lemma 3.3-3.4, we can get (3.65) holds.
3.4 Local existence of solutions for the linear system in original coordinates
Recall the self-similarity coordinates (3.12), the original coordinate can be expressed by the
self-similarity coordinates as follows
t = T (1− e−τ ), x = y
√
T
∗
− t,
so we can directly use Proposition 3.1 to get the following result.
Proposition 3.2. Let viscosity constant ν and resistivity constant µ be sufficient big, con-
stants a ∈ (0, 1
2
], a¯, k ∈ (0, 1] and ∀s ∈ N+. Assume that f, g ∈ C1((0, T
∗
), Hs(Ωt)) and
(w, b)T ∈ BR. The linearized system (3.6)-(3.8) with the initial data (3.10) and condition
(3.11) admits a solution
(h(t, x), q(t, x))T ∈ Cs1 :=
1⋂
i=0
C
i((0, T
∗
);Hs−i(Ω)×Hs−i(Ω)).
Moreover, it satisfies
‖h(1)‖2Hs(Ωt)+ ‖q
(1)‖2Hs(Ωt) . (T
∗
− t)CR,a,a¯,k,ν,µ
(
‖h0‖
2
Hs(Ωt)+ ‖q0‖
2
Hs(Ωt)+ ‖f‖
2
Hs(Ωt)+ ‖g‖
2
Hs(Ωt)
)
,
(3.68)
and
‖h(t, x)‖2Cs1 + ‖q(t, x)‖
2
Cs1
. ‖h0‖
2
Cs1
+ ‖q0‖
2
Cs1
+ ‖f‖2Cs1 + ‖g‖
2
Cs1
, ∀t ∈ (0, T
∗
), (3.69)
where CR,a,a¯,k,ν,µ is a positive constant depending on constants R, a, a¯, k, ν, µ, and R is a suffi-
cient small constant.
4 Asymptotic stability of explicit blowup solutions
The stability of the explicit blowup solutions (vT ∗ ,HT ∗) is equivalent to prove the local exis-
tence of solutions (w(t, x),b(t, x)) for equations (3.1) with a given small initial data. Meanwhile,
this solution (w(t, x),b(t, x)) should be sufficient small in some Sobolev space as the time t
goes to the blowup time T
∗
.
4.1 The approximation scheme
We will construct a local higher regular solution for nonlinear equations (3.1) by using a
suitable new Nash-Moser iteration scheme, which has been used in [25, 27]. We introduce a
family of smooth operators possessing the following properties.
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Lemma 4.1. [3, 15] There is a family {Πθ}θ≥1 of smoothing operators in the space H
s(Ω)
acting on the class of functions such that
‖Πθw‖Hk1 ≤ Cθ
(k1−k2)+‖w‖Hk2 , k1, k2 ≥ 0,
‖Πθw−w‖Hk1 ≤ Cθ
k1−k2‖w‖Hk2 , 0 ≤ k1 ≤ k2,
‖
d
dθ
Πθw‖Hk1 ≤ Cθ
(k1−k2)+−1‖w‖Hk2 , k1, k2 ≥ 0,
(4.1)
where C is a positive constant and (s1 − s2)+ := max(0, s1 − s2).
In our iteration scheme, we set
θ = Nm = 2
m, ∀m = 0, 1, 2, . . . .
Then, by (4.1), there is
‖ΠNmw‖Hk1 . N
k1−k2
m ‖w‖Hk2 , ∀k1 ≥ k2. (4.2)
We consider the approximation problem of nonlinear equations (3.1) as follows
L(w,b) :=wt − ν△w+w · ∇vT ∗ + vT∗ · ∇w−HT ∗ · ∇b− b · ∇HT ∗ +∇(HT∗ · b)
+ ΠNm
(
w · ∇w−∇p− b · ∇b+∇(
|b|2
2
)
)
,
J (w,b) :=bt − µ△b−HT ∗ · ∇w− b · ∇vT ∗ + vT ∗ · ∇b+w · ∇HT ∗
+ΠNm
(
− b · ∇w+w · ∇b
)
,
∇ ·w =0, ∇ · b = 0,
(4.3)
with initial data
w(0, x) = w0(x) ∈ H
s(Ωt), b(0, x) = b0(x) ∈ H
s(Ωt),
and boundary conditions
w(t, x)|x∈∂Ωt = 0, b(t, x)|x∈∂Ωt = 0,
where (t, x) ∈ (0, T
∗
) × Ωt, the pressure p is given in (3.4), ∇vT ∗ and ∇HT ∗ are given in
(3.2)-(3.3), respectively.
Assume that the m-th approximation solutions of (4.3) is denoted by (w(m),b(m)) with
m = 0, 1, 2, . . .. Let
h(m) := w(m) −w(m−1),
q(m) := b(m) − b(m−1),
then we have
w(m) = w(0) +
m∑
i=1
h(i),
b(m) = b(0) +
m∑
i=1
q(i).
Our target is to prove that (w(∞),b(∞)) is a local solution of nonlinear equations (3.1). It is
equivalent to show the series
m∑
i=1
h(i) and
m∑
i=1
q(i) are convergence.
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We linearize nonlinear equations (3.1) around (w(m−1),b(m−1)) to get the linearized operators
as follows
L[(w(m−1),b(m−1))](h(m),q(m)) :=h
(m)
t − ν△h
(m) + h(m) · ∇(vT ∗ +w
(m−1)) + (vT ∗ +w
(m−1)) · ∇h(m)
−∇[(Fw(m−1)p)h
(m) + (F
b
(m−1)p)q(m)]− (HT ∗ + b
(m−1)) · ∇q(m)
− q(m) · ∇(HT ∗ + b
(m−1)) +∇((HT ∗ + b
(m−1)) · q(m)),
J [(w(m−1),b(m−1))](h(m),q(m)) :=q
(m)
t − µ△q
(m) − (HT ∗ + b
(m−1)) · ∇h(m) − q(m) · ∇(vT ∗ +w
(m−1))
+ (vT ∗ +w
(m−1)) · ∇q(m) + h(m) · ∇(HT ∗ + b
(m−1)).
Let constants k0 > 2 and 0 < 2ε0 < ε ≪ 1. We choose the approximation function
(w(0),b(0)) ∈ Ck0+31 × C
k0+3
1 satisfying
w(0) 6= (0, 0, 0)T , b(0) 6= (0, 0, 0)T ,
∇ ·w(0) = 0, ∇ · b(0) = 0,
‖w(0)‖Hs(Ωt) . ε0(T
∗
− t)Cε,a,a¯,k,ν,µ, ‖b(0)‖Hs(Ωt) . ε0(T
∗
− t)Cε,a,a¯,k,ν,µ,
‖w(0)‖
C
k0+3
1
. ε0 < ε, ‖b
(0)‖
C
k0+3
1
. ε0 < ε,
‖E
(0)
1 ‖Ck0+31
. ε0 <
ε
2
, ‖E
(0)
2 ‖Ck0+31
. ε0 <
ε
2
,
(4.4)
where the error term
E
(0)
1 := L(w
(0),b(0)),
E
(0)
2 := J (w
(0),b(0)).
The m-th error terms are defined by
R1(h
(m),q(m)) := L(w(m−1) + h(m),b(m−1) + q(m))−L(w(m−1),b(m−1))
−ΠNmL[(w
(m−1),b(m−1))](h(m),q(m)),
R2(h
(m),q(m)) := J (w(m−1) + h(m),b(m−1) + q(m))− J (w(m−1),b(m−1))
−ΠNmJ [(w
(m−1),b(m−1))](h(m),q(m)),
(4.5)
which are also the nonlinear term in approximation problem (4.3) at (w(m−1),b(m−1)). The
exact form of nonlinear term (4.5) is very complicated, here we does not write it down. We
carry out the tame estimates.
Lemma 4.2. Let viscosity constant ν and resistivity constant µ be sufficient big, constants
a ∈ (0, 1
2
], a¯, k ∈ (0, 1] and ∀s ∈ N+. Assume that (w(m−1), b(m−1)) ∈ Hs(Ωt) ×H
s(Ωt). Then
for any t ∈ (0, T
∗
), it holds
‖R1(h
(m), q(m))‖Cs1 . N
2
m
(
‖h(m)‖2Cs1 + ‖q
(m)‖2Cs1
)
,
‖R2(h
(m), q(m))‖Cs1 . N
2
m
(
‖h(m)‖2Cs1 + ‖q
(m)‖2Cs1
)
.
(4.6)
Proof. We notice that the highest order of nonlinear term in (4.3) is 2, and the highest order
of derivatives on x in (4.5) are 1. By (4.2) and (4.3), we use the standard Caldero´n-Zygmund
theory and Young’s inequality to estimate each term in R1(h
(m),q(m)) and R2(h
(m),q(m)), we
obtain
‖R1(h
(m),q(m))‖Cs1 . N
2
m
(
‖h(m)‖2Cs1 + ‖q
(m)‖2Cs1
)
,
‖R2(h
(m),q(m))‖Cs1 . N
2
m
(
‖h(m)‖2Cs1 + ‖q
(m)‖2Cs1
)
.
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The following Lemma is to show how to construct the m-th approximation solution.
Lemma 4.3. Let viscosity constant ν and resistivity constant µ be sufficient big, constants
a ∈ (0, 1
2
], a¯, k ∈ (0, 1] and ∀s ∈ N+. Assume that (w(m−1), b(m−1)) ∈ Bε. The linear problem
ΠNmL[(w
(m−1), b(m−1))](h(m), q(m)) = E
(m−1)
1 ,
ΠNmJ [(w
(m−1), b(m−1))](h(m), q(m)) = E
(m−1)
2 ,
∇ · h(m) = 0, ∇ · q(m) = 0,
with the initial data
h(m)(0, x) = h
(m)
0 (x), q
(m)(0, x) = q
(m)
0 (x),
and the boundary conditions
h(m)(t, x)|x∈∂Ωt = 0, q
(m)(t, x)|x∈∂Ωt = 0,
has a solution (h(m), q(m)) ∈ Hs(Ωt)×H
s(Ωt) satisfying
‖h(m)‖2Hs + ‖q
(m)‖2Hs . (T
∗
− t)Cε,a,a¯,k,ν,µ
(
‖h
(m)
0 ‖
2
Hs + ‖q
(m)
0 ‖
2
Hs + ‖E
(m−1)
1 ‖
2
Hs + ‖E
(m−1)
2 ‖
2
Hs
)
,
(4.7)
and
‖h(m)‖2Cs1 + ‖q
(m)‖2Cs1 . ‖h
(m)
0 ‖
2
Cs1
+ ‖q
(m)
0 ‖
2
Cs1
+ ‖E
(m−1)
1 ‖
2
Cs1
+ ‖E
(m−1)
2 ‖
2
Cs1
, (4.8)
where Cε,a,a¯,k,ν,µ is a positive constant depending on constants ε, a, a¯, k, ν, µ, and the error term
E
(m−1)
1 := L(w
(m−1), b(m−1)) = R1(h
(m), q(m)),
E
(m−1)
2 := J (w
(m−1), b(m−1)) = R2(h
(m), q(m)).
(4.9)
Proof. Assume that (w(0),b(0)) satisfies (4.4). The m− 1-th approximation solution is
w(m−1) = w(0) +
m−1∑
i=1
h(i),
b(m−1) = b(0) +
m−1∑
i=1
q(i).
Then we will find the m-th approximation solution (w(m),b(m)), which is equivalent to find
(h(m),q(m)) such that
w(m) = w(m−1) + h(m),
b(m) = b(m−1) + q(m).
(4.10)
Substituting (4.10) into (4.3), there is
L(w(m),b(m)) = L(w(m−1),b(m−1)) + ΠNmL[(w
(m−1),b(m−1))](h(m),q(m)) +R1(h
(m),q(m)),
J (w(m),b(m)) = J (w(m−1),b(m−1)) + ΠNmJ [(w
(m−1),b(m−1))](h(m),q(m)) +R2(h
(m),q(m)).
Set
L(w(m−1),b(m−1)) + ΠNmL[(w
(m−1),b(m−1))](h(m),q(m)) = 0,
J (w(m−1),b(m−1)) + ΠNmJ [(w
(m−1),b(m−1))](h(m),q(m)) = 0,
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we supplement it with the initial data
h(m)(0, x) = h
(m)
0 (x) := v0(x)− v(0, x)−
m−1∑
i=1
h(i)(0, x),
q(m)(0, x) = q
(m)
0 (x) := H0(x)−H(0, x)−
m−1∑
i=1
q(i)(0, x),
and boundary conditions
h(m)(t, x)|x∈∂Ωt = 0, q
(m)(t, x)|x∈∂Ωt = 0.
By Proposition 3.1, above problem admits a solution (h(m),q(m)) ∈ Hs(Ωt) ×H
s(Ωt) with
∇ · h(m) = 0 and ∇ · q(m) = 0. Furthermore, by (3.68)-(3.69), it satisfies
‖h(m)‖2Hs + ‖q
(m)‖2Hs . (T
∗
− t)Cε,a,a¯,k,ν,µ
(
‖h
(m)
0 ‖
2
Hs + ‖q
(m)
0 ‖
2
Hs + ‖E
(m−1)
1 ‖
2
Hs + ‖E
(m−1)
2 ‖
2
Hs
)
,
and
‖h(m)‖2Cs1 + ‖q
(m)‖2Cs1 . ‖h
(m)
0 ‖
2
Cs1
+ ‖q
(m)
0 ‖
2
Cs1
+ ‖E
(m−1)
1 ‖
2
Cs1
+ ‖E
(m−1)
2 ‖
2
Cs1
,
where one can see the m− 1-th error term E(m−1) such that
E
(m−1)
1 := L(w
(m−1),b(m−1)) = R1(h
(m),q(m)),
E
(m−1)
2 := J (w
(m−1),b(m−1)) = R2(h
(m),q(m)).
4.2 Convergence of the approximation scheme
For any fixed integer s ≥ 2, let 1 < k¯ < k0 ≤ k ≤ s and
km := k¯ +
k − k¯
2m
,
αm+1 := km − km+1 =
k − k¯
2m+1
,
which gives that
k0 > k1 > . . . > km > km+1 > . . . . (4.11)
Proposition 4.1. Let viscosity constant ν and resistivity constant µ be sufficient big, con-
stants a ∈ (0, 1
2
], a¯, k ∈ (0, 1], a fixed integer s ≥ 2, 0 < k0 ≤ s and 0 < ε≪ 1. The nonlinear
equations
wt +w · ∇vT ∗ + vT ∗ · ∇w+w · ∇w = ∇p+ ν△w+HT ∗ · ∇b+ b · ∇HT ∗
−∇(HT ∗ · b) + b · ∇b−∇(
|b|2
2
),
bt − µ△b = HT ∗ · ∇w+ b · ∇vT ∗ − vT ∗ · ∇b−w · ∇HT ∗ + b · ∇w−w · ∇b,
∇ ·w = 0, ∇ · b = 0,
(4.12)
with small initial data
w(0, x) = w0(x), b(0, x) = b0(x),
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and boundary conditions
w(t, x)|x∈∂Ωt = 0, b(t, x)|x∈∂Ωt = 0,
admits a local solution
w(∞)(t, x) = w(0)(t, x) +
∞∑
m=1
h(m)(t, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µw0(x),
b(∞)(t, x) = b(0)(t, x) +
∞∑
m=1
q(m)(t, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µb0(x),
where (t, x) ∈ (0, T
∗
)× Ωt,
∞∑
m=1
h(m)(t, x) ∈ Ck01 (Ωt),
∞∑
m=1
q(m)(t, x) ∈ Ck01 (Ωt), and Cε,a,a¯,k,ν,µ is
a positive constant depending on constants ε, a, a¯, k, ν, µ.
Moreover, it holds
‖w(∞)‖Hs(Ωt) . (T
∗
− t)Cε,a,a¯,k,ν,µ ,
‖b(∞)‖Hs(Ωt) . (T
∗
− t)Cε,a,a¯,k,ν,µ.
Proof. The proof is based on the induction. For convenience, we first deal with the case of zero
initial data, i.e. w(0, x) = 0 and b(0, x) = 0. After that, we discuss the small initial data case.
Note that Nm = N
m
0 with N0 > 1. ∀m = 1, 2, . . ., we claim that there exists a sufficient small
positive constant ε such that
‖h(m)‖
C
km
1
+ ‖q(m)‖
C
km
1
< ε2
m
,
‖E
(m−1)
1 ‖Ckm1
< ε2
m+1
, ‖E
(m−1)
2 ‖Ckm1
< ε2
m+1
,
(w(m),b(m)) ∈ Bε.
(4.13)
For the case of m = 1, we recall that the assumption (4.4) on (w(0),b(0)), i.e.
w(0) 6= (0, 0, 0)T , b(0) 6= (0, 0, 0)T ,
∇ ·w(0) = 0, ∇ · b(0) = 0,
‖w(0)‖Hs(Ωt) . ε0(T
∗
− t)Cε,a,a¯,k,ν,µ, ‖b(0)‖Hs(Ωt) . ε0(T
∗
− t)Cε,a,a¯,k,ν,µ,
‖w(0)‖
C
k0+3
1
. ε0 < ε, ‖b
(0)‖
C
k0+3
1
. ε0 < ε,
‖E
(0)
1 ‖Ck0+31
. ε0 <
ε
2
, ‖E
(0)
2 ‖Ck0+31
. ε0 <
ε
2
.
Note that h(m)(0, x) = 0 and q(m)(0, x) = 0. By (4.8), let 0 < ε0 < N
−8
0 ε
2 < ε
2
≪ 1, we
have
‖h(1)‖
C
k1
1
+ ‖q(1)‖
C
k1
1
. ‖E
(0)
1 ‖Ck01
+ ‖E
(0)
2 ‖Ck01
. 2ε0 < ε.
Moreover, by (4.6) and (4.9), we derive
‖E
(1)
1 ‖Ck11
. ‖R1(h
1),q(1))‖
C
k1
1
. N21
(
‖h(1)‖2
C
k1
1
+ ‖q(1)‖2
C
k1
1
)
. 2ε0N
2
1 < ε
2,
‖E
(1)
2 ‖Ck11
. ‖R2(h
1),q(1))‖
C
k1
1
. N21
(
‖h(1)‖2
C
k1
1
+ ‖q(1)‖2
C
k1
1
)
. 2ε0N
2
1 < ε
2,
and
‖w(1)‖
C
k1+3
1
+ ‖b(1)‖
C
k1+3
1
. ‖w(0)‖
C
k1+3
1
+ ‖b(0)‖
C
k1+3
1
+ ‖h(1)‖
C
k1+3
1
+ ‖q(1)‖
C
k1+3
1
. ‖w(0)‖
C
k0+3
1
+ ‖b(0)‖
C
k0+3
1
+ ‖E
(0)
1 ‖Ck01
+ ‖E
(0)
2 ‖Ck01
. ε,
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which means that (w(1),b(1)) ∈ Bε.
Assume that the case of m− 1 holds, i.e.
‖h(m−1)‖
C
km−1
1
+ ‖q(m−1)‖
C
km−1
1
< ε2
m−1
,
‖E
(m−1)
1 ‖Ckm−11
< ε2
m
, ‖E
(m−1)
2 ‖Ckm−11
< ε2
m
,
(w(m−1),b(m−1)) ∈ Bε,
(4.14)
then we prove the case of m holds. Using (4.8) and (4.14), we have
‖h(m)‖
C
km
1
+ ‖q(m)‖
C
km
1
. ‖E
(m−1)
1 ‖Ckm1
+ ‖E
(m−1)
2 ‖Ckm1
< ‖E
(m−1)
1 ‖Ckm−11
+ ‖E
(m−1)
2 ‖Ckm−11
< ε2
m
,
(4.15)
which combining with (4.6), (4.9) and (4.11), it holds
‖E
(m)
1 ‖Ckm1
+ ‖E
(m)
2 ‖Ckm1
= ‖R1(h
m),q(m))‖
C
km
1
+ ‖R2(h
m),q(m))‖
C
km
1
. N2m−1
(
‖E
(m−1)
1 ‖
2
C
km−1
1
+ |E
(m−1)
2 ‖
2
C
km−1
1
)
. N2m−1
(
‖E
(m−1)
1 ‖Ckm−11
+ |E
(m−1)
2 ‖Ckm−11
)2
. N
2(m−1)+4(m−2)
0
(
‖E
(m−2)
1 ‖Ckm−21
+ ‖E
(m−2)
2 ‖Ckm−21
)22
. . . . ,
.
[
N40
(
‖E
(0)
1 ‖Ck01
+ ‖E
(0)
2 ‖Ck01
)]2m
.
(4.16)
So by (4.4), there is a sufficient small positive constant ε0 such that
0 < N40
(
‖E
(0)
1 ‖Ck01
+ ‖E
(0)
2 ‖Ck01
)
< 2N40 ε0 < ε
2,
which combining with (4.16) gives that
‖E
(m)
1 ‖Ckm1
+ ‖E
(m)
2 ‖Ckm1
< ε2
m+1
.
On the other hand, note that Nm = N
m
0 , by (4.2) and (4.15)-(4.14), it holds
‖w(m)‖
C
km
1 +3
+ ‖b(m)‖
C
km
1 +3
. ‖w(m−1)‖
C
km−1+3
1
+ ‖b(m−1)‖
C
km−1+3
1
+ ‖h(m)‖
C
km+3
1
+ ‖q(m)‖
C
km+3
1
. ε+N3mε
2m . ε.
This means that (w(m),b(m)) ∈ Bε. Hence we conclude that (4.13) holds.
Furthermore, it follows from (4.13) that the error term goes to 0 as m→∞, i.e.
lim
m→∞
(
‖E
(m)
1 ‖Ckm1
+ ‖E
(m)
2 ‖Ckm1
)
= 0.
Therefore, equations (4.12) with the zero initial data w(0, x) = 0 and b(0, x) = 0, and
boundary condition w(t, x)|x∈∂Ωt = 0 and b(t, x)|x∈∂Ωt = 0 admits a solution
w(∞) = w(0) +
∞∑
m=1
h(m) ∈ Ck01 (Ωt),
b(∞) = b(0) +
∞∑
m=1
q(m) ∈ Ck01 (Ωt).
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Next we discuss the case of small initial data
w(0, x) = w0(x), b(0, x) = b0(x).
where
‖w0(x)‖Hs(Ωt) < ε, ‖b0(x)‖Hs(Ωt) < ε.
We introduce an auxiliary function
w(t, x) = w(t, x)− [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µw0(x),
b(t, x) = b(t, x)− [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µb0(x),
then small initial data is reduced into
w(0, x) = 0, b(0, x) = 0,
and equations (4.12) is transformed into equations of (w(t, x),b(t, x)). Since ε is sufficient
small and (w0(x),b0(x)) ∈ H
s(Ωt) × H
s(Ωt), we can follow above iteration scheme to obtain
the local existence of (w(t, x),b(t, x)) for (t, x) ∈ (0, T
∗
)× Ωt. Furthermore, the local solution
of equations (4.12) with small initial data takes the form
(
w(t, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µw0(x),b(t, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µb0(x)
)
.
Moreover, we can choose the initial approximation function (w
(0)
T
∗ (t, x),b
(0)
T
∗(t, x))T depending
on the parameter T
∗
continuity. Since the initial data depends on the parameter T ∗ continuity
when we solve the linearized system at each iteration step, so (h
(m)
T ∗ (t, x),q
(m)
T ∗ (t, x))
T also de-
pends on the parameter T ∗ continuity. By the exact form of solutions which we constructed, it
holds
w(m+1)(0, x) = w
(0)
T
∗ (0, x) +
m∑
i=1
h
(i)
T ∗(0, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µw0(x),
= RT ∗,T∗(0, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µw0(x),
and
b(m+1)(0, x) = b
(0)
T
∗(0, x) +
m∑
i=1
q
(i)
T ∗(0, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µb0(x),
= RT ∗,T∗(0, x) + [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µb0(x),
then there exists a T
∗
∈ [T ∗ − δ, T ∗ + δ] with 0 < δ ≪ 1 such that
‖RT ∗,T ∗(0, x)‖Hs(Ωt) = O(ε),
‖RT ∗,T ∗(0, x)‖Hs(Ωt) = O(ε).
Thus it holds
w(m+1)(0, x) = [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µw0(x) +O(ε),
b(m+1)(0, x) = [
1
T
∗ (T
∗
− t)]Cε,a,a¯,k,ν,µb0(x) +O(ε).
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At last, we recall the time-decay of each of approximation step given in (4.7), so we obtain
‖w(∞)‖Hs(Ωt) . (T
∗
− t)Cε,a,a¯,k,ν,µ ,
‖b(∞)‖Hs(Ωt) . (T
∗
− t)Cε,a,a¯,k,ν,µ.
This completes the proof.
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