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Abstract
The decision problem in this paper is to induce the preference range of a group, for which Interval AHP is suitable because of
an interval weight. Three crucial factors, namely, constructive conﬂict, consideration, and closure, are considered in decision
making with respect to Interval AHP. Constructive conﬂict is encouraged by giving and modifying judgments independently.
For fair consideration, the group decision is speciﬁed from the possible aggregation of all of the judgments, which could go
beyond any of them individually. To support an appropriate closure, the judgment is scrutinized from several viewpoints in
reconsideration and it avoids from inconsistent and opportunistic modiﬁcation.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International.
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1. Introduction
From the viewpoint that decision making is not an event but a process, there are inquiry and advocacy ap-
proaches [1]. The former is open process and the group considers a variety options carefully. While, the latter is
as a contest, although the participants do not necessarily compete openly or even consciously. It is noted that the
former produces decisions of the higher quality than the latter.
Focusing on practicing the decision, the advantage of the inquiry approach can be explained from the con-
cept of community of practice, whose origin and primary use is in learning theory, now is used for a variety of
analytical purposes in social science [2]. Communities of practice are people who share concern or a passion for
something they do and learn how to do it better as they interact regularly. It is constituted by three elements;
the domain, a commitment to which is implied as membership, the community, where members engage in joint
activities and discussions, help each other, and share information, and the practice which diﬀers from merely an
interest. This concept is applied to organizations in business to manage their knowledge formally and informally,
to government and schools to coordinate and share open knowledge, and also to the web which is beyond the
traditional community and calls for a new kind of shared practice. In this way, the practice of a community is
dynamic and involves learning on the part of everyone. Assuming members of community are practitioners, the
∗Corresponding author. Tel.: +81-078-303-1932 ; fax: +81-078-303-1932.
E-mail address: entani@ai.u-hyogo.ac.jp.
© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
847 Tomoe Entani /  Procedia Computer Science  22 ( 2013 )  846 – 854 
Fig. 1. Structure of AHP
excellence of the decision is not only the condition to the success but also the acceptability of members. Such a
practicability is enhanced by the inquiry approach, where members inﬂuence each other.
In order for the advocacy approach to move to the inquiry approach, it is said that three factors, construc-
tive conﬂict, consideration, and closure, are critical [1]. Constructive conﬂict can help participants to ﬂag real
weaknesses and introduces new ideas. Most decisions in our real life are the responsibility of groups rather than
individuals and generally it is believed that groups make better decision. One of the reasons why group decision
making outperforms individuals’ decisions is that they facilitate creativity, in that people can often spark oﬀ each
other and develop new ideas better in group abstracts [3]. The information given by the others encourage the
decision maker to resolve the diﬀerence and add new values. It is necessary to improve the quality of the ﬁnal
decision. Consideration can give participants opportunities to inﬂuence to the ﬁnal decision, even when the ul-
timate decision is made by the leader, and such a process leads them to commit to the resulting decision. In the
process, the decision maker gives and modiﬁes his/her opinion step by step and it should be fairly reﬂected to the
group decision. It is not forced to him/her to modify so as to be close to the group. When s/he sticks to his/her
own thoughts, s/he is free to intend to inﬂuence the group opinion. Closure cannot be too early nor too late. The
minority views which may broaden and deepen decision should be well cultivated and the same arguments should
not be constantly repeated. Thus, the modiﬁcations are repeated with avoiding their endless loop by explicit rule.
Depending on the purpose of the group decisions, there are two approaches, value-oriented and goal-oriented sys-
tems [4]. The essence of the former is to determine the relative importance of criteria and the concept of the later
is to seek solutions which are as near to the target as possible. In the value-oriented approach, where the answers
are created in the process, these three factors are more important.
This paper considers three crucial factors to model inquiry approach into Interval AHP. AHP (Analytic hierar-
chy process) [5] is one of the well-known value-oriented system. Instead of a crisp weight in AHP, Interval AHP
obtains an interval weight from the given pairwise comparison matrix. The interval weight reﬂects the uncertainty
of the given comparisons and represents the possibility of an alternative. When it comes to practice the decision,
a value in the interval can be chosen at a user’s own discretion. The didactic example is a decision for designing
something. The designer has to embody the preference of a client to the product, although it is often ambiguous
and imperfect. Such uncertain preference can be denoted by its bounds as interval. For the designer, the preference
range of his/her client is enough and useful, since s/he utilizes his/her skills and experience to make the product
better within the range. The decision problem assumed in this paper is that the user tries to know the preference
range of a group of decision makers. Since such a problem needs to leave some discretion to a user, it is discussed
from the viewpoint of Interval AHP with interval weights.
2. Preliminary: Interval AHP
The problem in AHP (Analytic hierarchy process) is decomposed into hierarchy by criteria and alternatives as
in Fig. 1 [5]. A decision maker compares the importance of criteria and the local weights of alternatives under
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each criterion. Such judgments on criteria and alternatives are given as the following pairwise comparison matrix.
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · a1n
... ai j
...
an1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (1)
where ai j shows the importance ratio of alternative/criterion i compared to alternative/criterion j, and comparisons
are identical and reciprocal, aii = 1 and ai j = 1/a ji.
Then, the crisp importance or local weights are found by the well-known eigenvector method formulated as
follows [5]:
Aw = λmaxw, (2)
where the weights are the normalized eigenvector, ∑i wi = 1, corresponding to the principle eigenvalue λmax.
A decision maker sometimes expresses frustrations in being forced to compare all pairs of criteria/alternatives,
ai j for all pairs (i, j), if s/he ﬁnds some comparisons unnecessary [4]. In cases, s/he does not care to make all
comparisons and sometimes feels that it is time-consuming to complete all comparisons. It is also diﬃcult to give
a comparison as crisp, if s/he does not have enough conﬁdence in it. In this way, a decision maker often gives
the incomplete information, i.e, some of comparisons may be missing and/or denoted as interval. Although (2)
cannot be solved with missing comparisons in A, several solutions to complement them are proposed in [6, 7, 8].
In case of interval comparisons, in order to solve (2), the comparisons may be transformed from interval to crisp
by giving up the possibility represented as the widths.
Since a decision maker gives comparisons one by one intuitively, the relative relations of all comparisons are
not always consistent, that is, transitivity ai j = aikak j is not always satisﬁed for all (i, j, k). As the number of
criteria/alternatives increases, it becomes almost impossible for an decision maker to give completely consistent
comparisons. Interval AHP, shown below, was originally proposed to reﬂect such an inconsistency among given
comparisons to the obtained weights. Using Interval AHP such an uncertainty is reﬂected in the weights [9, 10].
In Interval AHP, the weights are assumed as interval Wi = [wi,wi] extended from crisp wi in the conventional
AHP. The width representing the possibility of alternative is useful not only to reﬂect inconsistency among the
comparisons, but to give some discretion to a user by being able to choose any value in the interval. The proce-
dures of obtaining the importance of criteria and the local weights of alternatives under each criterion from the
corresponding comparison matrices are technically the same. The problem of obtaining interval weights Wi from
pairwise comparison matrix A = [ai j] is formulated as the following LP problem.
min
∑
i(wi − wi),
s.t.
∑
i j wi + wj ≥ 1 ∀ j,∑
i j wi + wj ≤ 1 ∀ j,
wi
wj
≤ ai j ≤ wi
wj
∀(i, j),
wi ≥  ∀i.
(3)
Since a comparison is a ratio measure, in case of crisp weights by (2), their sum is constrained to be one;∑
i wi = 1. In Interval AHP by (3), for the normalization of interval weights, the deﬁnition of interval probabil-
ities [11, 12] at the 1st and 2nd constraints are used. They exclude any redundancy in the intervals in order for
their sum to be one. The 3rd constraint shows the inclusion relation between the given comparisons and obtained
interval weights;
ai j ∈ WiWj =
⎡⎢⎢⎢⎢⎢⎣wiwj ,
wi
wj
⎤⎥⎥⎥⎥⎥⎦ ⇔ wiwj ≤ ai j ≤
wi
wj
∀(i, j), (4)
where the given comparison, however uncertain it is, is included in the ratio of the corresponding interval weights
with their maximum range.
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In order only to reﬂect and include uncertainty among given comparisons, it is enough to assign all alternatives
interval weight [0, 1]. From the sense that the interval weights with maximum width [0, 1] implies completely
unknown, such information does not help a user at all. Therefore, the weights should be the least uncertain, in
other words, the widths should be as small as possible, as in the objective function.
For the incomplete pairwise comparison matrix, where some comparisons are missing and/or intervals, In-
terval AHP (3) can be solved without preprocessing comparisons because of a LP problem. In case of missing
comparisons, the 3rd inclusion relation constraints corresponding to the missing ones are deleted. In the next
section, by assuming a group of decision makers, the comparison is denoted as an interval to possibly include all
decision makers’ comparisons. The interval comparison is easily considered into the inclusion relation (4).
3. Group decisions as possible estimations from the individual judgments
A user purposes to know the preference of a group of his/her clients as interval weights of alternatives. S/he
does not welcome the crisp weights, since they only tell the clients’ preference but do not leave any discretion for
him/her. In order to utilize the variety of a group in the process, a member has equal chance to show his/her own
judgments and also to reconsider them freely referring to the others’. Furthermore, the advantage of being a group
is that a new value happen to be added synthetically by possible aggregation.
At the beginning, member k gives own pairwise comparison matrix Ak as follows. S/he does not care the other
members’ comparisons, since the independence of the member may generate varieties and conﬂicts which are
necessary to reach better group decision [1].
Ak =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · ak1n
... aki j
...
akn1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , ∀k (5)
By Interval AHP (3), the interval weights of alternatives by member k are obtained as Wki = [wki,wki], where
aki j ∈ WkiWk j ↔
wki
wk j
≤ aki j ≤ wki
wk j
.
The matrices given by all members are considered fairy into the group matrix so that they are aggregated from
the possibility viewpoint as A;
Ak ∈ A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · A1n
... Ai j
...
An1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (6)
where interval comparison Ai j = [mink aki j,maxk aki j] represents the possible judgment of the group and may
work for the expectation of initiating some new values since comparisons by members are inﬂuenced each other.
Since each member’s comparisons are reciprocal as aki j = 1/ak ji, the reciprocal relation for the group interval
comparisons is also satisﬁed as
Ai j =
[
mink aki j,maxk aki j
]
=
[
min
k
1
ak ji
,max
k
1
ak ji
]
=
[
1
maxk ak ji
,
1
mink ak ji
]
=
1
[mink ak ji,maxk ak ji]
=
1
Aji
.
By replacing crisp comparison in (4) into interval one, the inclusion relation for an interval comparison is
rewritten as
Ai j ∈ WiWj ⇔
wi
wj
≤ min
k
aki j, max
k
aki j ≤ wi
wj
∀(i, j), (7)
which is introduced as the inclusion constraint to Interval AHP (3) and the problem for interval comparisons is
also a LP problem.
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By inclusion relation constraint (4) for member k, aki j ∈ WkiWk j . Because of ai jk ∈ Ai j and inclusion relation
constraint (7), the group interval weight apparently includes each member’s comparison, that is, aki j ∈ WiWj . How-
ever, any inclusion relation between Wi and Wki is guaranteed; Wi  Wki ↔ wki < wi and/or wi < wki ∃(k, i). Since
a comparison is a ratio measure, group interval weight Wi can be more or less than members’ ones Wki ∀k. From
the member’s viewpoint, his/her opinion is not seemingly included in the group one directly, but it is acceptable
since the inconsistency among his/her comparisons is canceled out by the other member’s comparisons. In a group
discussion, it is not a rare case that the support of the other member leads a new result which is not in his/her initial
thought but it is acceptable for him/her. Furthermore, the group opinion may be diﬀerent from any of member’s
one, wi < mink wki and/or maxk wki < wi, which indicates totally new value is initiated by grouping. By aggregat-
ing judgments from the possibility viewpoint, the variety of judgments, which is necessary for the better decision
in group decision making [3], makes group opinion could go beyond their sum.
The next step is to utilize such a group opinion, which is diﬀerent from the members’ initial thoughts more or
less, for reconsideration. The enlargement is one of the advantages in a group decision and it is kept in mind not
to force a member to agree the group opinion.
4. Reconsiderations of judgments to be close to or apart from the group opinions
A reference for reconsideration is the diﬀerence of a member from the group. Member k gets the information
how much more or less his/her opinion is than that of the groups. The upper and lower bounds of possible excess
of his/her interval weight of alternative i from the group are denoted as follows,
Uki = max{0, (wki − wi)},
Lki = max{0, (wi − wki)},
(8)
where both the upper and lower bounds are 0 in case that the interval weight by member k is included in that by
the group.
In contrast to the possible excess, the absolute excess is deﬁned as U′ki = max{0, (wki − wi)} and L′ki =
max{0, (wi − wki)}. When there is no intersection between interval weights by member k and the group, either
the upper or lower one is positive. It is always smaller than the possible one in (8) and equals to it in case of
crisp weight by member k. In order to curtail the tasks of members, e.g., there is not a plenty of time or there are
many alternatives, the absolute excess is suitable as a reference for reconsideration since the target alternatives are
focused.
Then, member k reconsiders n − 1 comparisons on the target alternative whose upper and/or lower excess are
positive, {i|Uki > 0 and/or Lki > 0}. For instance, it is assumed Uk1i1 > 0. When member k1 has conﬁdence in
his/her judgments and even wants to emphasize them by knowing the group tendency, s/he increases comparisons
of alternative i1 to the others ak1i1∗, which are on the i1th row of the matrix Ak1 . While, on second thoughts,
s/he decreases some of ak1i1∗ so as to be close to the group from the viewpoint of correction. The point is that a
member does not reconsider the interval weight of the target alternative directly but its comparisons. By doing
so, s/he has chances to check his/her judgment on the target alternative several times, as well as a comparison is
easier for him/her to give than an exact weight. As a result, a member can ﬁnd and give a more precise judgment
for him/her.
One of the crucial factors of group decision, constructive conﬂict, is encouraged by only letting a member
know the group tendency, since s/he can decide to stress or weaken his/her judgment depending on his/her intention
to inﬂuence the group opinion. In order to treat all members fairy, the group interval weight is obtained from
group judgments including all members’ ones. From the viewpoint of a member, it is useful to be returned such a
possible group opinion as interval, instead of an average or majority as crisp. It is also important for a member to
be left room to approach the group or not. In this way, the group interval weight as a reference for reconsideration
stimulates fair consideration, which is the other crucial factor of group decision making.
Although the reconsideration improves the quality of the given information, there is a risk to be in the endless
loop of modiﬁcations. In order to avoid it, in reconsideration on an alternative, a member is forced to check its
comparisons compared to all the other alternatives, which are in the same row of the matrix. Such a discreet
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Table 1. Pairwise comparison matrix by staﬀ
1.Headline 2.Photo 3.Abstract 4.Address Interval weight
Staﬀ 1
1.Headline 1 2 3 4 [0.500, 0.500]
2.Photo 1/2 1 2 3 [0.250, 0.250]
3.Abstract 1/3 1/2 1 2 [0.125, 0.167]
4.Address 1/4 1/3 1/2 1 [0.083, 0.125]
Staﬀ 2
1.Headline 1 2 4 8 [0.533, 0.533]
2.Photo 1/2 1 2 4 [0.267, 0.267]
3.Abstract 1/4 1/2 1 2 [0.133, 0.133]
4.Address 1/8 1/4 1/2 1 [0.067, 0.067]
Staﬀ 3
1.Headline 1 3 3 4 [0.571, 0.571]
2.Photo 1/3 1 2 4 [0.190, 0.190]
3.Abstract 1/3 1/2 1 1/2 [0.079, 0.190]
4.Address 1/4 1/4 2 1 [0.048, 0.159]
Staﬀ 4
1.Headline 1 2 2 2 [0.364, 0.364]
2.Photo 1/2 1 3 4 [0.364, 0.364]
3.Abstract 1/2 1/3 1 1/2 [0.091, 0.182]
4.Address 1/2 1/2 2 1 [0.091, 0.182]
Table 2. Group pairwise comparison matrix and interval weights
1.Headline 2.Photo 3.Abstract 4.Address Interval weight
Group of staﬀs
1.Headline 1 [2, 3] [2, 4] [2, 8] [0.471, 0.471]
2.Photo [1/3, 1/2] 1 [2, 3] [3, 4] [0.157, 0.235]
3.Abstract [1/4, 1/2] [1/3, 1/2] 1 [1/2, 2] [0.078, 0.235]
4.Address [1/8, 1/2] [1/4, 1/3] [1/2, 2] 1 [0.059, 0.235]
modiﬁcation with multiplex checking may work for a member not to be inconsistent and opportunistic. For
instance, the decision maker may be uncomfortable when s/he requires reconsideration of the alternative whose
comparisons s/he has already modiﬁed. In such a case, s/he does not renew any comparisons even if the possible
or absolute excess from the group opinion is speciﬁed. Therefore, it is reasonable to repeat reconsideration till no
one modiﬁes the comparisons. The last crucial factor of group decision, closure, is supported by scrutinizing an
alternative from the several viewpoints in reconsideration. As an explicit rule to terminate, for instance, it can be
set the number of times of reconsideration to the number of alternatives.
5. Numerical example
A designer is asked to produce a poster by an oﬃce for recruiting its new staﬀs and then the designer asks the
oﬃce to show its preference of some elements in the poster as a draft. For preparation, four staﬀs in the oﬃce
select four essential elements such as 1.Headline/lead, 2.Photo of oﬃce, 3.Abstract of job 4.Contact address, and
then start discussing their importance. The decision problem for this group of staﬀs is to determine the importance
weight of each element. The information is returned to the designer and then, the designer produces a poster in
the induced importance weights at his/her discretion.
At ﬁrst, each staﬀ compares all pairs of elements in the poster, 6 pairs, based on his/her own thought inde-
pendently and gives a pairwise comparison matrix shown in Table 1. The interval weights obtained from the each
matrix by (3) are shown at its right row. They are obtained and shown only to induce the diﬀerence of the individ-
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Table 3. Possible and absolute excess
1.Headline 2.Photo 3.Abstract 4.Address
Lower Upper Lower Upper Lower Upper Lower Upper
Possible excess
Staﬀ1 0 0.029 0 0.015 0 0 0 0
Staﬀ2 0 0.063 0 0.031 0 0 0 0
Staﬀ3 0 0.101 0 0 0 0 0.011 0
Staﬀ4 0.107 0 0 0.128 0 0 0 0
1.Headline 2.Photo 3.Abstract 4.Address
Lower Upper Lower Upper Lower Upper Lower Upper
Absolute excess
Staﬀ1 0 0.029 0 0.015 0 0 0 0
Staﬀ2 0 0.063 0 0.031 0 0 0 0
Staﬀ3 0 0.101 0 0 0 0 0 0
Staﬀ4 0.107 0 0 0.128 0 0 0 0
ual and group opinions in the process so that a staﬀ needs not to care about these interval weights at any stage. At
a glance, all staﬀs evaluate 1.Headline and 2.Photo more than 3.Abstract and 4.Address.
The 1st group opinion as the interval weights of alternatives are obtained by (3) with the inclusion relation
of the interval comparisons from the possibly aggregated comparison matrices by (6). They are shown in Table
2. Because of crisp weight of 1.Headline, its weights by all staﬀs cannot be included in the group. While, as
for 2.Photo, whose weights by all staﬀs are crisp but group weight is obtained as interval, crisp weight of staﬀ 3
is included in the group interval weight and those of the others are out of the group one. The upper bounds of
interval weights of 2.Photo by staﬀs 1, 2 and 4 are more than the group one. They may accept the group one since
it is obtained from the interval comparisons in Table 2 which include their initial ones in Table 1. By aggregating
comparisons, the inconsistency in a comparison matrix is canceled out by the other. Comparing the group interval
weights to the individual ones, it is found that 3.Abstract, and 4.Address are possible to be evaluated by the group
more than by all individuals. Similarly, the group evaluation of 2.Photo is possible to be less than all individuals.
From the sense that the new value is added, which is natural in the real situations, the group opinion induced in
the proposed method reﬂects one of the advantages of group decision making.
Next, each staﬀ gets the information how diﬀerent his/her judgment on an alternative from the group decision,
if his/her opinion is not completely included in the group’s one. The upper and lower bounds of possible and
absolute excess of by (8) are shown in Table 3. Since the weights of 1.Headline and 2.Photo by all staﬀs are crisp,
the possible and absolute excess is the same. The interval weight of 4.Address by staﬀ 3 has intersection to that
by the group but its lower bound is smaller by 0.011. Based on the possible excess, for instance, staﬀ 1 overes-
timates 1.Headline and 2.Photo comparing the group and may reconsider his/her initial comparisons on the two
alternatives. It is noted that the reconsideration depends on him/her and when s/he never modiﬁes comparisons,
they are used to obtain the ﬁnal decision. Assuming that staﬀ 1 is not conﬁdence in his/her initial judgments very
much, s/he reduces some of his/her comparisons on them. In this example, comparison of 1.Headline comparing
to 3.Abstract and comparison of 2.Photo to 4.Address are decreased as in the 1st matrix of Table 4. Corresponding
to their decreases, the reciprocal comparisons of 3.Abstract to 1.Headline and 4.Address to 2.Photo are increased.
Although staﬀ 1 reconsiders from the viewpoints of 1.Headline and 2.Photo, the modiﬁed comparisons aﬀect
3.Abstract and 4.Address indirectly because of pairwise comparison. In Table 4, in reconsideration, the increased
or decreased comparison is marked as ∗+ or ∗−, respectively, and the corresponding interval weights by (3) are
shown at its right. By weakening 1.Headline and 2.Photo, their lower bounds of interval weights are decreased
from 0.500 and 0.250 to 0.444 and 0.222, respectively. On the other hand, assuming that staﬀ 1 does not agree
the group opinion and tries to emphasize his/her judgments to impact the group, s/he increases comparisons of
1.Headline to 4.Address and comparison of 2.Photo to 3.Abstract as in the 2nd matrix of Table 4. By emphasiz-
ing 2.Photo, its upper bound is increased from 0.250 to 0.300. Similarly, in this example, staﬀ 4 revises his/her
initial comparisons assuming that s/he approaches to the group and emphasizes own opinion, shown as in the 3rd
and 4th matrices of Table 4, respectively. In the 4th matrix, although staﬀ 4 increases the comparison of 2.Photo
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Table 4. Revised pairwise comparison matrix
Headline Photo Abstract Address Interval weight
Staﬀ 1
approaches to
the group
1.Headline 1 2 2∗− 4 [0.444, 0.444]
2.Photo 1/2 1 2 2∗− [0.222, 0.296]
3.Abstract 1/2(∗+) 1/2 1 2 [0.148, 0.222]
4.Address 1/4 1/2(∗+) 1/2 1 [0.111, 0.111]
Staﬀ 1
emphasizes
his/her opinion
1.Headline 1 2 3 5∗+ [0.500, 0.500]
2.Photo 1/2 1 3∗+ 3 [0.250, 0.300]
3.Abstract 1/3 1/3(∗−) 1 2 [0.100, 0.167]
4.Address 1/5(∗−) 1/3 1/2 1 [0.083, 0.100]
Headline Photo Abstract Address Interval weight
Staﬀ 4
approaches to
the group
1.Headline 1 2 2 3∗+ [0.471, 0.471]
2.Photo 1/2 1 2∗− 4 [0.235, 0.235]
3.Abstract 1/2 1/2(∗+) 1 1/2 [0.098, 0.235]
4.Address 1/3(∗−) 1/4 2 1 [0.059, 0.196]
Staﬀ 4
emphasizes
his/her opinion
1.Headline 1 2 1∗− 2 [0.333, 0.500]
2.Photo 1/2 1 3 5∗+ [0.250, 0.250]
3.Abstract 1(∗+) 1/3 1 1/2 [0.083, 0.333]
4.Address 1/2 1/5(∗−) 2 1 [0.050, 0.167]
to 4.Address to emphasize the importance of 2.Photo, the interval weight of 2.Photo is decreased to 0.250 from
0.364, as well as the interval weight of 4.Address is decreased from [0.091, 0.182] to [0.050, 0.167]. This may be
because the comparison is reciprocal ai j = 1/a ji and the increase of comparison of 2.Photo to 4.Address means the
decrease of comparison of 4.Address to 2.Photo. The feedback information, which is staﬀ may underestimate an
alternative, does not always direct eﬀect on its interval weight, since the staﬀ always handles pairwise comparison.
Assuming that staﬀs 1 and 4 modify their judgments so as to approach to the group or to emphasize their own
opinions, there are four cases. The 2nd group opinion corresponding to four cases are shown in Table 5. In the
assumption where staﬀs 1 and 4 reconsider so as to approach and not to approach the group, respectively, at the
left of the 2nd column in Table 5, the upper bound of the new group interval weight of 3.Abstract is more than
that of 2.Photo. This mentions that in the 2nd group opinion it is possible for 3.Abstract to be more important
than 2.Photo, which never happens in the 1st matrix in Table 2. It shows an example of initiating a new value by
a group. In other assumptions, such an outstanding diﬀerence cannot be found, however, the possibilities of each
element by the assumptions are diﬀerent each other and some new values are added.
It is repeated that each staﬀ gets his/her diﬀerence from the group opinion and reconsiders his/her comparisons,
till it is not necessary for all staﬀs to reconsider comparisons.
6. Conclusion
In order to model inquiry approach in group decision based on the value-oriented system, three crucial factors
such as constructive conﬂict, fair consideration, and closure, are considered into Interval AHP. This paper assumes
the decision problem that a user tries to know the preference range of a group of decision makers. Interval AHP,
which ﬁnds interval weights representing the possibility of alternatives in the given judgment, is suitable for such
a decision problem that needs to be leave some discretion to a user. In order to encourage constructive conﬂict,
each decision maker gives his/her judgments independently and has chances to reconsider them based on his/her
own thought. For fair consideration, the group opinion is speciﬁed from the possible aggregation of all decision
makers’ judgments and the diﬀerence from the tentative group opinion is open to each decision maker. Although
the feedback information realizes a decision maker his/her overestimation or underestimation of an alternative
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Table 5. Group interval weights of four revised assumptions
Staﬀ 1 approaches to group Staﬀ 1 emphasizes his/her opinion
Staﬀ 4
approaches to
the group
1.Headline [0.471, 0.471] [0.500, 0.500]
2.Photo [0.157, 0.235] [0.167, 0.250]
3.Abstract [0.098, 0.235] [0.083, 0.250]
4.Address [0.059, 0.196] [0.063, 0.167]
Staﬀ 4
emphasizes
his/her opinion
1.Headline [0.292, 0.500] [0.269, 0.444]
2.Photo [0.250, 0.250] [0.148, 0.278]
3.Abstract [0.083, 0.292] [0.093, 0.269]
4.Address [0.050, 0.167] [0.056, 0.185]
comparing to the group, it depends on him/her to approach to it or emphasize his/her judgment to impact it.
At that time, because of a pairwise comparison, a decision maker has to scrutinize an alternative from several
viewpoints by comparing it to the others. It makes a decision maker to give a more precise judgment for him/her
and consequently leads a group decision to high quality. The discreet reconsideration also avoids a decision maker
inconsistent and opportunistic modiﬁcations to an appropriate closure.
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