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Abstract
For an undirectedmultigraphG=(V ,E), let  be a positive integer weight function onV. For a positive integer k,G is called (k, )-
connected if any two vertices u, v ∈ V remain connected after removal of any pair (Z,E′) of a vertex subset Z ⊆ V −{u, v} and an
edge subset E′ ⊆ E such that∑v∈Z(v) + |E′|<k. The (k, )-connectivity is an extension of several common generalizations of
edge-connectivity and vertex-connectivity. Given a (k, )-connected graph G, we show that a (k, )-connected spanning subgraph
of G with O(k|V |) edges can be found in linear time by using MA orderings. We also show that properties on removal cycles and
preservation of minimum cuts can be extended in the (k, )-connectivity.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V ,E) stand for an undirected multigraph deﬁned by a pair of a vertex set V and an edge set E, where
an edge e with endvertices u and v is denoted by {u, v}. Let n = |V | and m = |E|. The vertex set and edge set of a
graph G may be denoted by V (G) and E(G), respectively. A singleton set {x} may be simply written as x. For two
subsets X, Y ⊂ V (not necessarily disjoint), E(X, Y ;G) denotes the set of edges joining a vertex in X and a vertex in
Y, and d(X, Y ;G) denotes |E(X, Y ;G)|. In particular, they may be written as E(X;G) and d(X;G), respectively, if
Y = V −X. For a subset F ⊆ E (resp., X ⊆ V ), we denote by G − F (resp., G − X) the graph obtained from G by
removing the edges in F (resp., the vertices in X together with the edges incident to a vertex in X).
A mixed cut in G is deﬁned to be an ordered partition (A,B,Z) ofV such that A = ∅ and B = ∅, where Z is allowed
to be empty. We say that a mixed cut (A,B,Z) separates vertices u and v if one of u and v belongs to A and the other
belongs to B. That is, u and v are disconnected in G − Z − E(A,B;G).
Let  : V → Z+ be a vertex weight function, where Z+ denotes the set of positive integers. For a subset X ⊆ V ,
we denote (X) =∑v∈X(v). Given a function  : V → Z+, the size of a mixed cut (A,B,Z) is deﬁned to be
(Z) + d(A,B;G).
We deﬁne local -connectivity (u, v;G) between two vertices u, v ∈ V to be the minimum size of a mixed cut
(A,B,Z) separating u and v, i.e.,
(u, v;G) = min{(Z) + d(A,B;G)| mixed cuts (A,B,Z) separating u and v}.
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We say that a family of paths connecting two vertices u and v is -independent if they are edge-disjoint and each vertex
u′ ∈ V − {u, v} is contained in at most (u′) paths of them. By Menger’s theorem, it is a simple matter to see that
(u, v;G) is equal to the maximum number of -independent paths connecting u and v. Two vertices u and v are called
(k, )-connected if (u, v;G)k. A graph is called (k, )-connected if any two distinct vertices are (k, )-connected.
Observe that (u, v;G) is the local edge-connectivitywhen (x)> d(x;G), x ∈ V , while it implies the local vertex-
connectivity when (x) = 1, x ∈ V . Moreover, our -connectivity includes some of previous common generalizations
[1,6,8] of the edge and vertex connectivities. For a speciﬁed subset T ⊆ V of vertices, we say that a family of paths
connecting two vertices u and v is T-independent if they are edge-disjoint and every element of T is contained in
at most one path as an inner vertex. Frank et al. [6] have deﬁned local T-connectivity T (u, v;G) as the maximum
number of T-independent paths connecting u and v. Observe that T (u, v;G)= (u, v;G) when (x)= 1, x ∈ T and
(x)> d(x;G), x ∈ V − T .
On the other hand, Berg and Jordán [1] have deﬁned local -mixed connectivity between two vertices u and v by
(u, v;G) = min{|Z| + d(A,B;G)| mixed cuts (A,B,Z) separating u and v},
where 1 is a speciﬁed integer. They call a graph G -mixed p-connected if |V |p/+ 1 and (u, v;G)p for all
pairs u, v ∈ V . This is an extension of (k, )-connectivity previously introduced by Kaneko and Ota [8] in the sense
that (k, )-connectivity is equivalent to -mixed k-connectivity (see also [4] for the (k, )-connectivity). Obviously
(u, v;G) = (u, v;G) when (x) = , x ∈ V .
For the above connectivity notions, sparse spanning subgraphs preserving k-connectivity have been studied exten-
sively [1,3,5,6,14]. To generalize these results for our -connectivity, we deﬁne certiﬁcates of a graph as follows. A
spanning subgraph H of a graph G is called a (k, )-certiﬁcate of G if
(u, v;H) min{(u, v;G), k} for every vertex pair u, v ∈ V .
Clearly a (k, )-certiﬁcate of G is (k, )-connected if so is G. A (k, )-certiﬁcate is called sparse if it has O(kn)
edges. Finding such sparse certiﬁcates can be used as a preprocessing that reduces the size of graphs input for many
connectivity algorithms.
2. MA orderings
For a (multi)graph G= (V ,E), a total ordering = (v1, v2, . . . , vn) of vertices in V is called a maximum adjacency
ordering (an MA ordering, for short) in G if
d(Vi−1, vi;G)d(Vi−1, vj ;G) for all i, j with 2 i < jn,
where we denote Vi ={v1, v2, . . . , vi} (1 in). Such an ordering can be found by choosing an arbitrary vertex as v1,
and choosing a vertex u ∈ V − Vi that has the largest number of edges between Vi and u as the (i + 1)th vertex vi+1
after choosing the ﬁrst i vertices Vi ={v1, . . . , vi}. This procedure can be implemented to run in O(n+m) time by using
an appropriate data structure [14]. We start with the following observation which easily follows from the deﬁnition.
Observation 1. Let G = (V ,E) be a forest, and  = (v1, v2, . . . , vn) be an MA ordering of V in G. Then:
(i) Each vertex vj has at most one incident edge that joins vj and a vertex vi with i < j .
(ii) For each tree T in G, V (T ) consists of the consecutive vertices vi, vi+1, . . . , v. Then by (i) any subsequence
vi, vi+1, . . . , vh with h induces a connected graph from T.
We deﬁneF(G, )=(F1, F2, . . . , Fm) to be the following partition of the edge set E. For each i=2, . . . , n, consider
the set E(Vi−1, vi;G) of edges between Vi−1 and vi , and let ei,k ∈ E(Vi−1, vi;G) be the edge that appears as the kth
edge when the edges in E(Vi−1, vi;G) are arranged in the order ei,1 = {vj1 , vi}, ei,2 = {vj2 , vi}, . . . , ei,p = {vjp , vi},
where 1j1j2 · · · jp holds. By letting
Fk = {e2,k, e3,k, . . . , en,k}, k = 1, 2, . . . , m (1)
(some of ei,k may be void), we have a partitionF(G, )=(F1, . . . , Fm) of E, where possibly Fj =Fj+1=· · ·=Fm=∅
for some j. By construction ofF(G, ), we easily have the following observation.
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Lemma 1. For an MA ordering = (v1, v2, . . . , vn) of V in a multigraph G = (V ,E), letF(G, ) = (F1, . . . , Fm).
Then
(i) Exactly one edge en,k from each Fk , k = 1, . . . , d(vn;G) is incident to the last vertex vn.
(ii) If {u, v} ∈ Fi and {u, v} ∈ Fj for two vertices u and v and integers ij , then {u, v} ∈ Fh for all h with ihj .
For integers i, j with 1 ijm, we denote
Gj = (V , F1 ∪ F2 ∪ · · · ∪ Fj ), Gi,j = (V , Fi ∪ Fi+1 ∪ · · · ∪ Fj ).
We review an hierarchical property of subgraphs Gi,j [17,18].
Lemma 2. An MA ordering  in a multigraph G remains to be an MA ordering in Gi,j , and (V , Fi) is a maximal forest
in Gi,j .
It is known [5,7] that for any tree T in a forest Fk ∈ F(G, ), all vertices in T appear in  consecutively. This
follows from Observation 1(ii) and Lemma 2, since these imply that  remains to be an MA ordering in each forest
Fk ∈F(G, ).
There are many applications of MA orderings to graph connectivity problems such as computing a minimum cut,
constructing a compact representation for all minimum cuts, and ﬁnding all extreme vertex sets (see [12,16] for a survey
of applications of MA orderings).
3. Local (k, )-connectivity in forest decompositions
A graph G = (V ,E) is called -simple if for all pairs of vertices u, v ∈ V , d(u, v;G) (i.e., the number of multiple
edges joining u and v) is at most min{(u), (v)}. Following the proof scheme for -mixed connectivity certiﬁcates
due to Berg and Jordán [1], we prove the next result.
Theorem 3. For an -simple multigraph G = (V ,E), letF(G, ) = (F1, F2, . . . , Fm) for an MA ordering  of G. If
two vertices u and v are connected in forest (V , Fk), then (u, v;Gj)j holds for Gj = (V , F1 ∪ F2 ∪ · · · ∪ Fj ),
j = 1, 2, . . . , k.
Proof. We only have to show that (u, v;Gk)k, since (u, v;Gj)j (j < k) will follow from the fact that u and
v are connected also in (V , Fj ) by the maximality of forest (V , Fk) by Lemma 2.
By induction on k, we prove that for any mixed cut (A,B,Z) that separates these u and v, it holds
(Z) + d(A,B;Gk)k. (2)
For k=1, this trivially holds. Let k2, and assume that, for any k′ <k, the inequality holds. Consider Gh,k = (V , Fh ∪
Fh+1 ∪ · · · ∪Fk) with 2hk, which is clearly -simple. By Lemma 2,  remains to be an MA ordering in Gh,k , and
Fk is the (k − h + 1)th forest in Gh,k . Hence, by k − h + 1<k, our induction hypothesis tells that
(Z) + d(A,B;Gh,k)k − h + 1 (3)
for any mixed cut (A,B,Z) separating u and v and any integer h with 2hk.
Let (A,B,Z) be a mixed cut separating u and v. We ﬁrst consider the case where E(A,B;G1) = ∅. By (3), we
have (Z) + d(A,B;Gk) = (Z) + d(A,B;G2,k) + d(A,B;G1)(k − 2 + 1) + 1 = k, showing (2).
We then assume E(A,B;G1) = ∅. Since u and v are connected in (V , Fk) and (V , F1) is a maximal forest in G by
Lemma 2, u and v belong to a tree T of G1 = (V , F1). By E(A,B;G1) = ∅, Z ∩ V (T ) = ∅. Let va ∈ A ∩ V (T ),
vb ∈ B ∩V (T ) and vc ∈ Z∩V (T ) be the vertices with the minimum index according to our MA ordering, respectively
(see Fig. 1). Without loss of generality assume a <b. Then the vertex vi∗ ∈ V (T ) with the minimum index belongs to
A ∪ Z, and the set {vi∗ , vi∗+1, . . . , vb} of vertices in V (T ) with indices from i∗ to b induces a connected graph from
G1 by Lemma 2 and Observation 1(ii). This and E(A,B;G1) = ∅ means that E(Z,B;G1) contains an edge {vr , vb}
with i∗r < b, and thereby it holds cr < b.
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Fig. 1. Illustration for a mixed cut (A,B,Z) in the proof of Theorem 3.
We here claim that, for h∗ = (vc) + 1,
d(vc, B;Gh∗,m) = 0. (4)
Assume that there is an edge {vc, vg} ∈ E(vc, B;G) ∩ F for some h∗. By {vc, vg} ∈ F and Lemma 2, vc and
vg are connected in G1. Then vg ∈ B ∩ V (T ) and hence c <bg by the minimality of c and b in . Note then
that there is an edge e′ = {v′, vg} ∈ E({vi∗ , vi∗+1, . . . , vc}, vg;G) ∩ F1 by construction ofF(G, ), where v′ ∈ Z
holds since v′ /∈B holds by the minimality of b and v′ ∈ A holds by E(A,B;G1) = ∅. Moreover, v′ = vc holds since
vc ∈ Z ∩ V (T ) has the minimum index. Since both F1 and F contain edge {vc, vg} (i.e., {vc, vg}is a multiple edge),
it holds d(vc, vg)h∗ > (vc) by Lemma 1(ii), contradicting the -simplicity of G. This proves (4).
If k(vc), then (Z)+ d(A,B;Gk)k is immediate. Then assume kh∗ = (vc)+ 1(2). Let Z′ =Z − vc and
A′ = A ∪ {vc}. Then by (3) and (4)
(Z) + d(A,B;Gk)(Z) + d(A,B;Gh∗,k)
= (vc) + (Z′) + d(A′, B;Gh∗,k)
(vc) + (k − h∗ + 1) = k,
indicating that (2) holds for the current k. This completes the induction on k. 
Note that (k, )-connectivity of a multigraph G remains well deﬁned even if G is not -simple, where we see that an
edge between vertices u and v such that d(u, v;G)>min{(u), (v)} is redundant in considering (k, )-connectivity
of G. However, we need to assume that G is -simple to show that Gk = (V , F1 ∪F2 ∪· · ·∪Fk) obtained fromF(G, )
is a (k, )-certiﬁcate of G in the next section. For example, consider the case where (v) = 1, v ∈ V , for which a
(2, )-certiﬁcate G2 = (V , F1 ∪ F2) of a simple 2-vertex-connected graph G must be 2-vertex-connected. However, if
we add a copy F ′1 of F1 to G, then in the resulting non-simple graph we would have graph (V , F1 ∪ F ′1) as G2, which
is a tree of multiple edges and cannot be 2-vertex-connected.
4. Subgraphs preserving (k, )-connectivity
Based on Theorem 3, we can derive several properties on subgraphs of (k, )-connected graphs.
Let Ck(u, v;G) denote the set of all mixed cuts having size k and separating vertices u and v in G.
For a (k, )-certiﬁcate H of G, the size of a mixed cut in G may become smaller in H, but at least k in H (if it
decreases). More formally, this can be described as the following characterization of (k, )-certiﬁcates.
Lemma 4. For a multigraph G = (V ,E), let H be a spanning subgraph of G. Let k be a positive integer, and  be a
vertex weight function. Then the following three are equivalent:
(i) H is a (k, )-certiﬁcate of G.
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(ii) For any mixed cut (A,B,Z) in G such that (Z)+d(A,B;G)> (Z)+d(A,B;H), it holds (Z)+d(A,B;H)
k.
(iii) For every two distinct vertices u, v ∈ V ,
Cj (u, v;G) = Cj (u, v;H) (j < k), Ck(u, v;G) ⊆ Ck(u, v;H) and
⋃
ik+1
Ci (u, v;G) ⊆
⋃
ik
Ci (u, v;H).
Proof. (i)⇒(ii). Let (A,B,Z) be a mixed cut such that its size in H is smaller than that in G. Then there is an
edge e = {u, v} ∈ E(G) − E(H) joining a vertex u ∈ A and a vertex v ∈ B. Hence (u, v;H)< (u, v;G).
From (i), (u, v;H) min{(u, v;G), k}. In this case (u, v;H)k must hold, implying (Z) + d(A,B;H)
(u, v;H)k.
(ii) ⇒ (iii). Let (A,B,Z) be a mixed cut that separates vertices u and v in G (note that (A,B,Z) separates u
and v in any spanning subgraph of G). If the size of (A,B,Z) decreases in H, it holds (Z) + d(A,B;G)> (Z) +
d(A,B;H)k by (ii), implying⋃ik+1Ci (u, v;G) ⊆
⋃
ikCi (u, v;H). In particular, if (Z) + d(A,B;G) = k,
then (Z) + d(A,B;H) = k, indicating Ck(u, v;G) ⊆ Ck(u, v;H). For j < k, any mixed cut (A,B,Z) with size j
in H (resp., (A,B,Z) with size j in G) has the same size both in G and H. This implies Cj (u, v;G) = Cj (u, v;H).
(iii) ⇒ (i). For two distinct vertices u, v ∈ V , let h = (u, v;G), and (A,B,Z) be a mixed cut with (Z) +
d(A,B;G) = h. If hk, then Cj (u, v;H) = Cj (u, v;G) = ∅ (j < k) by (iii), indicating (u, v;H)k. On the
other hand, if h<k, then (A,B,Z) ∈ Ch(u, v;H) and Cj (u, v;H) = Cj (u, v;G) = ∅ (j <h) by (iii), implying
(u, v;H) = h. Therefore, (u, v;H) min{(u, v;G), k}. 
Corollary 1. For each k = 1, 2, . . . , m, Gk is a (k, )-certiﬁcate of G with at most k(n − 1) edges.
Proof. Obviously |E(Gk)|k(n− 1). To prove that Gk is a (k, )-certiﬁcate of G, it sufﬁces to show that H =Gk sat-
isﬁes the condition of Lemma 4(ii). Consider a mixed cut (A,B,Z) with (Z) + d(A,B;G)> (Z) + d(A,B;Gk).
There is an edge e = {u, v} ∈ E(A,B;G) ∩ Fj for some jk + 1; we choose such an edge e so that the in-
dex j is minimized. By the minimality of j, it holds (Z) + d(A,B;Gj−1) = (Z) + d(A,B;Gk). On the other
hand, by Theorem 3, we have (u, v;Gj−1)j − 1. Therefore (Z) + d(A,B;Gk) = (Z) + d(A,B;Gj−1)
(u, v;Gj−1)j − 1k. 
Corollary 1 together with Lemma 4 provides us a sparsiﬁcation technique. Suppose that an algorithm for determining
the k-edge/vertex-connectivity of a graph G (or between two vertices in G) is available. Then by applying the algorithm
to a (k, )-certiﬁcate Gk of G instead of applying it directly to G, we can reduce the input size for the execution of the
algorithm. Recall that Gk can be obtained in linear time. Similarly for any algorithm of enumerating all cuts with size
exactly k (or less than k+1), we can use a (k+1, )-certiﬁcate Gk+1 of G as its input. Sparsiﬁcation via MA orderings
is widely used to derive better time complexities of connectivity algorithms. In what follows, we observe some more
useful properties which can be obtained from Theorem 3.
A subgraph H of a graph G is called (k, )-removable in G if G − E(H) remains to be a (k, )-certiﬁcate of G.
Mader [10] has proven that every k-vertex-connected graph G with the minimum degree k + 2 admits a cycle C whose
removal leaves a k-vertex-connected graph. Such a cycle is used as a key tool to prove some connectivity property
(see [2]). Berg and Jordán [1] ﬁrst pointed out that MA orderings can be used to obtain a (linear time) algorithmic
proof for showing the existence of such a removable cycle (in an -mixed p-connectivity version).A (k, )-connectivity
version of this result can be stated as follows.
Corollary 2. Let G = (V ,E) be an -simple graph and k and h be positive integers such that d(v;G)k + h for all
vertices v ∈ V − s (possibly d(s;G)<k + h for some s ∈ V ). Then G has a (k, )-removable subgraph H which
consists of h -independent paths between some two adjacent vertices u and v.
Proof. Consider F(G, ) = (F1, F2, . . . , Fm) for an MA ordering  = (v1 = s, v2, . . . , vn) of V in G starting with
v1=s. TakeGk as a (k, )-certiﬁcate ofG, and consider the remaining subgraphGk+1,m=(V , Fk+1∪Fk+2∪· · ·∪Fm),
which is -simple. By assumption and s = vn, d(vn;G)k + h holds, and there is an edge e = {vj , vn} ∈ Fk+h.
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By Lemma 2,  is an MA ordering in Gk+1,m, and e belongs to the hth forest inF(Gk+1,m, ). Hence by Theorem 3,
(u, v;Gk+1,m)h, and Gk+1,m contains a desired subgraph H. 
From Corollary 2, we also have an extended result on removal cycles, that is, every -simple graph G with
d(v;G)k + 2, v ∈ V admits a (k, )-removable cycle. By Corollary 2, Mader’s result can be extended as fol-
lows: for a k-vertex-connected graph G with the minimum degree k + h, there are h internally vertex-disjoint paths
between some two adjacent vertices whose removal leaves a k-vertex-connected graph.
Corollary 2 also tells that any edge-minimal (k, )-connected spanning subgraph has a vertex u with degree k
(otherwise we would have a removable edge). More generally we can show that there is a pair of adjacent vertices u
and v such that (u, v;G) = min{d(u;G), d(v;G)}.
Corollary 3. For an MA ordering  = (v1, v2, . . . , vn) of V in an -simple graph G = (V ,E), let p be the largest
index i with {vi, vn} ∈ E. Then for any integers j, h with pj <hn, (vj , vh;G)d(vn;G). In particular,
(vj , vn;G) = d(vn;G).
Proof. Let  = d(vn;G). Since {vp, vn} ∈ F, all vertices vp, vp+1, . . . , vn−1, vn also belong to the same component
of (V , F), as reviewed after Lemma 2. Hence (vj , vh;G) holds by Theorem 3. Obviously (vj , vn;G)
(=d(vn;G)), and equality holds in this case. 
Mader [9,11] has shown that every simple graph G has a pair of adjacent vertices u and v such that (u, v;G) =
min{d(u;G), d(v;G)}, and that every multigraph G has a pair of adjacent vertices u and v such that (u, v;G) =
min{d(u;G), d(v;G)}, where (u, v;G) and (u, v;G) denote the local vertex- and edge-connectivities, respectively.
We see that the existence of such an edge e follows from Corollary 3 by setting e = {vp, vn} and (v) = 1, v ∈ V
for the vertex-connectivity (resp., (v)> d(v;G), v ∈ V for the edge-connectivity). The property that (u, v;G) for
some pair of vertices u and v can be determined in linear time is used to design a simple and efﬁcient algorithm for
determining the edge-connectivity of a multigraph G [15].
A pair of vertices u and v with (u, v;G)=min{d(u;G), d(v;G)}k can be considered as vertices that are locally k-
vertex-connected. Henzinger [7] has proven that any graphwith aminimum degree  has a subsetXwith |X|/2+1
such that any two vertices in X are locally (/2 + 1)-vertex-connected. It is known [7,13] that this property can be
used to design an efﬁcient algorithm for approximating the vertex-connectivity in a graph.
For the existence of a set of vertices that are locally (k, )-connected, Corollary 3 can be extended in the following
form.
Corollary 4. Let G = (V ,E) be an -simple graph and  be a positive integer such that d(v;G) for all vertices
v ∈ V − s (possibly d(s;G)<  for some s ∈ V ). Then, for each positive integer k, G has a subset Xk ⊆ V such
that (u, v;G)k for all pairs u, v ∈ Xk and |Xk|( − k + 1)/ + 1, where  = (Xk)/|Xk|.
Proof. Let  = (v1 = s, v2, . . . , vn) be an MA ordering of V in G. By Observation 1, forest Fk ∈ F(G, ) has
an edge e = {vp, vn} incident to vn. Let Xk = {vp, vp+1, . . . , vn}. Then d(Xk − vn, vn;G)d(vn;G) − k + 1.
Analogously with theproof of Corollary 3, we see that (u, v;G)k for all pairs u, v ∈ Xk . By the -simplicity of
G,
∑
u∈Xk−vn min{(u), (vn)}d(Xk − vn, vn;G). Hence we have
(|Xk| − 1)  min{(Xk − vn), (|Xk| − 1)(vn)}
d(Xk − vn, vn;G)d(vn;G) − k + 1 − k + 1,
as required. 
Henzinger’s result [7] follows from Corollary 4 by setting k=/2+1 and (x)=1, x ∈ V . Corollary 3 is implied
by Corollary 4 with k = .
5. Concluding remarks
In this paper, we have introduced -connectivity as a natural extension of edge- and vertex-connectivities, unifying
the previous common generalizations, T-connectivity due to Frank et al. [6], and -mixed connectivity due to Berg and
H. Nagamochi / Discrete Applied Mathematics 154 (2006) 2411–2417 2417
Jordán [1]. We have shown that similar useful properties on spanning subgraphs obtained for the previous connectivity
notions remain valid for the -connectivity. As pointed out by Berg and Jordán [1], proofs via MA orderings not only
show the existence of useful subgraphs (such as (k, )-certiﬁcates and removable cycles) but also provides linear time
algorithms for ﬁnding such subgraphs in many cases.
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