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Elimination‐by‐aspects  and  generalised  extreme  value  offer  competing 
paradigms for the representation of a common behaviour, that of individual 
discrete  choice.  Observing  certain  consistencies  in  their  mathematical 
structure,  several  eminent  authors  have  commented  on  the  degree  of 
equivalence between the two paradigms.  Most contributions to this debate 
have,  however,  been  less  than  definitive.  More  fundamentally,  the 
contributions  lack  consensus.  We  advance  the  debate  considerably  by 
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restrict  attention  here  to  the  disciplinary  interests  of  microeconomics  and 
mathematical psychology.  Despite sharing common origins in the literature 
of psychophysics, the paradigms that now prevail in the two disciplines are 
well‐developed  and  distinct.  That  they  differ,  in  fundamental  respects, 
should  perhaps  come  as  no  surprise.  Microeconomics  and  mathematical 
psychology may well have interest in the same behavioural observations, but 


















the  cognitive  processes  underlying  individual  behaviour.  A  consequence, 
perhaps  inevitably,  is  that  consensus  around  a  generic  paradigm  is  less 
evident than in economics; rather there exists a diverse range of paradigms 
specific to context.  This paper focuses on one such context, that of cognitive 
processing  in  ‘complex’  discrete  choice  tasks.  Complexity  has  attracted 
significant  attention  in  the  behavioural  science  literature,  wherein  Herbert 
Simon’s  contributions  (e.g.  1955,  1959,  1989,  1990)  have  achieved  seminal 
status.  For our chosen context, we focus further on one (albeit well known) 
model of discrete choice from mathematical psychology, namely Elimination‐
By‐Aspects  (EBA).  EBA,  which  was  proposed  by  Tversky  (1972a,  1972b), 
offers  a  simplifying  heuristic  for  complex  tasks,  conceptualising  discrete 
choice  as  a  process  of  sequentially  eliminating  alternatives  according  to 
criteria of acceptability, until a single ‘chosen’ alternative remains.    
 
Although  they  differ  fundamentally  in  their  paradigmatic  basis,  both  EBA 
and GEV adopt a probabilistic notion of choice, and represent the choice set as 
a ‘preference tree’, with subsets of similar alternatives nested together.  In this 









Train,  2003).  Since  these  observations  show  significant  inconsistencies, 






potential  for  greater  equivalence  between  EBA  and  the  GEV  family.  The 
contribution  of  our  paper  is  to  establish  the  conditions  under  which  the 
probability statements of EBA and RNEV are equivalent, thereby offering a 
more definitive result than previous researchers.  The importance of this work 
is  that  our  interpretation  of  behaviour  will  differ  under  each  of  the  two 
paradigms.  It is necessary, therefore, to design experiments that reveal which, 
if either, of the paradigms offers the correct representation of behaviour.  If, 
however,  the  models  developed  from  the  two  paradigms  yield 
indistinguishable predictions of behaviour under specific circumstances, then 











by  an  individual,  whereby  the  number  of  alternatives  in  the  choice  set  is 
finite, alternatives are mutually exclusive, and the choice set is exhaustive.  
Further, we restrict attention to choice under certain outcomes.  While this is a 
considerable  restriction,  choice  with  certainty  is  at  least  the  first  step  to 
developing a model of choice with uncertainty. 
 









Let T  be the universal set of discrete choice alternatives, and let  {} J S ,..., 1 =  be 
a subset  T S ⊆  that constitutes the offered or ‘choice’ set of  J  alternatives.  A 
stochastic model specifies, for each choice set S  and each alternative  S i∈ , the 
probability  () S i P  that an individual will choose  i from  S .  Under any such 
model, it must be true that  ( ) 1 0 ≤ ≤ S i P  and  ( ) ∑ =
∈S i
S i P 1 for all i and all S .  
 
We make three observations in relation to the stochastic model.  First, it is 
based  on  the  concept  of  a  single  individual  making  independent  repeated 

















as  a  development  of  Thurstone’s  (1927)  Law  of  Comparative  Judgement.  
Perhaps  unsurprisingly,  given  these  origins,  RUM  takes  a  nod  towards 
psychophysical  theory,  in  the  sense  that  the  model  accommodates  the 
possibility  that  behaviour  may  not  always  be  ‘consistent’.  In  economic 
parlance, this means that the repeated choices of an individual may imply 
variability  in  the  underlying  preference  ordering.  Moreover,  RUM  can  be 
considered  a  stochastic  analogue  of  the  more  conventional  microeconomic 
analysis  of  individual  choice  (e.g.  Debreu,  1954).  Marschak  et  al.  (1963) 
provided the following definition of RUM: 
 
A  stochastic  model  is  said  to  be  a  random  utility  model  if  there  exists  a 
random vector () J U U ,..., 1  such that, for each choice set S  and all  S i∈ :  
() { } S j U U S i P j i ∈ ≥ = all for Pr .    
A consequence of this definition [they also note] is that under any random 
utility model: 











as  representative,  not  of  an  individual  engaged  in  repeated  independent 
discrete choice tasks, but of a population of decision‐makers with explicitly 
varying tastes, each facing a single discrete choice task.  McFadden (1981) 
argued  that  the  two  interpretations  are  formally  equivalent,  i.e.  that  the 




Let  i i i V U ε + = , where  i V  is deterministic utility, and  i ε  is a random variable.  
Following  McFadden  (1978),  GEV  is  based  on  a  function  () J Y Y G G ,..., 1 = , 











This  model  has  a  mean  utility  given  by  γ + = G V log   where  γ   is  Euler’s 
constant.  The properties are as follows: 
(a)  0 ≥ G  for all positive values of  i Y , for all  S i∈ . 
(b) G is homogenous of degree one. 
(c)  ∞ → G  as  ∞ → i Y  for any i. 
(d) The  cross  partial  derivatives  of  G  switch  sign  in  a  particular  way, 
specifically:  0 ≥ i G   for  all  i,  0 ≤ ∂ ∂ = j i ij Y G G   for  all  i j ≠ , 
0 ≥ ∂ ∂ = k ij ijk Y G G  for any distinct i, j and k, and so on for higher order 
cross partial derivatives. 
 
A  few  comments  are  appropriate.  First,  an  oversight  is  apparent  in 
McFadden’s property (a); with reference to (1) and the mean utility result, it is 
clear that G must be positive.  Second, with reference to property (b), G may 


































where the choice set  {} J S ,..., 1 =  is partitioned into M non‐overlapping subsets 
or nests  M m S Rm ,..., 1 , = ⊆ .  The probability of choosing alternative i from  S  
is given by:  
 
() () () m m R i P R P S i P × =  
 































































where  m µ  is the dissimilarity parameter relating to nest  m R .  Consistency with 
RUM requires that  1 0 ≤ < m µ  for all  m µ .  In the limiting case where  1 = m µ  for 


















of  levels  but  without  cycles,  and  to  calculate  the  conditional  choice 
probabilities  by  logit  functions  at  each  node  in  the  network.  Daly  and 
Bierlaire  showed  that  this  structure  is  consistent  with  McFadden’s  GEV 
requirements and is therefore consistent with RUM.  RNEV generalises NL 












V V succ exp exp µ µ λ  
 
where  () b succ  is the set of immediate successors to b in the network; λ  and µ  
are sets of positive parameters with  b a µ µ ≥ , if  ( ) b a succ ∈ .  Daly and Bierlaire 
showed  that  r V exp   is  a  GEV  G  function,  where  r  is  the single  root  of  the 
network, defined over the functions  e V exp  for the elementary nodes (i.e. those  
 
14

























































process  is  repeated  until  only  one  alternative  remains.  The  model  can  be 
formalised following Tversky and Sattath: 
 
Again let  {} J S ,..., 1 =  be the choice set of alternatives.  Let each i in  S  be 
associated with a finite non‐empty set  { } ,... ,β α = ′ i  of aspects of i.  If aspect α  
is an element of  i′, alternative i is said to ‘include’ α .  Let  S′ be the set of  
 
16
aspects  that  are  included  in  at  least  one  alternative  in  S ,  i.e. 
{} S i i S ∈ ′ ∈ = ′ some for α α .  For any α  in  S′, let  { } i S i R ′ ∈ ∈ = α α  denote the 
subset of alternatives that include α .   
 













































In case IV, when aspects  1 α  and  2 α  are considered together as  α , we can 
write: 
 
() ( ) ( ) 2 1 α α α u u u + =  
 
and this gives the same probabilities as (2) because  α α α R R R = =
2 1  and so: 
 
() ( ) () ( ) ( ) ( ) α α α α α α R i P u R i P u R i P u = +
2 1 2 1  
 





() ( ) () ∑ =
′ ∈i



















  Regularity  asserts  that  the  choice  probability  of  specific  alternatives 
cannot be increased through enlargement of the choice set.   
  Multiplicative inequality asserts that the probability of choosing i from 
{} k j i , ,  cannot be less than the probability of choosing i from both {} j i,  
and {} k i,  in two independent choices. 





















Extending  the  above  analysis  of  EBA,  we  now  consider  PRETREE  more 
formally,  focussing  on  the  HEBA  interpretation.  Let  α R   be  the  set  of 
alternatives in  S  that include the link α , i.e.  { } i S i R ′ ∈ ∈ = α α .  Define  β α  if 
β  follows directly from α .  Let  ( ) α u  be the length (or utility) of α , and let 
() α w  be the total length of all links that follow from α , including α .  If 
* T  is 
a tree and  T S ⊂ , the set  { } S i i S ∈ ′ =
*  is referred to as a ‘sub‐tree’.  Finally, for 
α β R R ⊂ , let  ( ) α β R R P ,  be the probability that an alternative chosen from  α R  is 








A family of choice probabilities  ( ) S i P , for each choice set  S  and all  S i∈ , is 
HEBA if there exists a tree 
* T  with measure  u  such that the following three 
conditions hold: 
1.  If  β γ  and  α β  then  ( ) ( ) ( ) γ β β α γ α R R P R R P R R P , , , = . 














, provided  ( ) 0 , ≠ γ β R R P . 
3.  The above conditions also hold for any sub‐tree 
* S  of 




Since  it  is  a  special  case  of  EBA,  the  properties  of  regularity,  moderate 
stochastic  transitivity  and  multiplicative  inequality  apply  also  to  HEBA.  
Tversky  and  Sattath  (1979)  presented  two  further  properties,  namely  the 






The  trinary  condition  states  that  any  three  alternatives  that  form  a  sub‐tree 










j i j P
j i i P
, then  {} ()
{} ()
{ } ( )
{} ()
















k j k P
k j j P
k i k P
k i i P
j i j P

















both  HEBA  and  NL  are  characterised  by  regularity,  moderate  stochastic 
transitivity and multiplicative inequality.  These characteristics ‐ in particular 







regarded  as  a  random  utility  counterpart  of  the  latter’  (p567);  but  offered  no 
further insight.  McFadden (1981) presented a more detailed analysis.  For a 
preference  tree  consisting  of  three  alternatives,  multinomial  choice 
probabilities  were  derived  analytically  from  binary  choice  probabilities  for 
three  models:  NL,  HEBA  and  multinomial  probit  (MNP).  McFadden 
compared the multinomial choice probabilities forecast by the three models 
for  given  binary  choice  probabilities,  finding  that  the  multinomial  choice 








Extending  the  analysis,  it  is  insightful  to  also  consider  the  degree  of 
equivalence  between  EBA  and  CNL,  which  generalise  HEBA  and  NL 
respectively to accommodate a ‘cross‐nested’ structure.  Again, a number of 
authors  have  made  observations.  Small  (1987)  asserted  that  ordered  GEV 
(OGEV),  which  is  a  special  case  of  CNL,  is:  ‘…an  example  of  A.  Tversky’s  
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“elimination  by  aspect”  class  of  choice  models’  (p414).  Vovsha  (1997)  noted: 
‘…within the cross‐nested framework…choice can be conditionally made from several 
marginal nests reflecting different attraction focuses…From this point of view the 
cross‐nested  structure  comes  close  to  the  elimination‐by‐aspects  theory’  (p9).  
Unfortunately, neither Tversky nor Vovsha elaborated on these comments, 
but  perhaps  even  less  transparent  is  the  contribution  of  Train  (2003),  who 








NL.  While  necessary  to  establish  formal  equivalence,  this  is  not  however 





two  models  are  represented.  HEBA  in  its  most  basic  form  is  a  model  of 




















on  Standard  EBA  as  opposed  to  Ranking  EBA.  Second,  we  consider 
equivalence,  which  is  considerably  stronger  than  consistency.  Moreover, 











similarity.  More formally, consider a choice from the set  { } k j i S , , = , where i, 
j  and k  are characterised by unique aspects  i α ,  j α  and  k α , respectively, and 
i and  j  share a common aspect  ij α  which is not possessed by k .   
 
Create two subsets of S , the first containing the two alternatives i and  j  that 
share  ij α , and the second containing the remaining alternative k :  
 
{} j i R
ij , = α  
{} k R
k = α  
 
In  this  two‐level  model,  under  both  HEBA  and  NL  specifications  of  this 
problem, choice probability can be written as follows:  
 
() ( ) ( )
ij ij R i P R P S i P α α × =   
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() ( ) ( )
ij ij R j P R P S j P α α × =  
() ( )
k R P S k P α =  
 









() () ( ) ( )
() () () () k ij j i
ij j i
u u u u
u u u
R P
ij α α α α
α α α



















that  ( ) 0 > ij u α .  Similarly,  for  alternatives  i,  j   and  k   to  exist  as  distinct 





H1.  Define  () () n n u u α γ α = ′  for all n.  The factor γ  cancels out in (3) and (4), so 
that the entire model is unchanged.   
H2.  Define  () () n n u u α φ α = ′ ′  for  j i n , = .  With  ( ) k u α  held constant, the model 
remains unchanged if we define: 
 








() ( ) ( ) [ ] j i u u c α α φ + − = 1  
 












individual aspect weights becomes zero.  For example, if  ( ) 0 = k u α  in (3), then 
( ) 1 =
ij R P α  and (4) gives the probability of choosing i from the reduced choice 
set  {} j i, .  Similarly,  if  ( ) 0 = j u α   in  (4),  then  ( ) 1 =
ij R i P α   and  (3)  gives  the 
probability  of  choosing  i  from  the  reduced  choice  set  { } k i, .  Thus  the 




degrees  of  freedom  H1  and  H2,  then  extend  to  these  binary  cases.  Note 
however  that  if  ( ) 0 = ij u α   then  ( ) ij u α   becomes  irrelevant  by  property  I; 










() ( ) ( )



















exp exp exp log exp

















































N2.  The  addition  of  a  constant  to  ( ) k V α   and  ( ) ij V α   has  no  effect  on 
probability.   








five variables used in defining the model ( ( ) i V α ,  ( ) j V α ,  ( ) k V α ,  ( ) ij V α  and  µ ) 
are again reduced to two degrees of freedom by the constraint imposed. 
 
In  a  similar  manner  to  before,  the  NL  probabilities  of  choice  for  reduced 
choice sets can be derived from (5) and (6) by considering the form these 
equations take when individual utility weights tend to minus infinity.  For 
example, if  () −∞ → k V α  in (5), then  ( ) 1 →
ij R P α  and (6) gives the probability of 
choosing i from the reduced choice set { } j i, .  Similarly, if  ( ) −∞ → j V α  in (6), 
then  ( ) 1 →
ij R i P α  and (5) gives the probability of choosing i from the reduced 






the complete choice set  {} k j i , , , as well as for the binary subsets  {} j i, ,  {} k i,  
and  {} k j, .  As  the  preceding  discussion  has  demonstrated,  however,  the 











This  requirement  can  be  established  in  a  number  of  ways,  because  of  the 










exp   ( ) j u α =   (8) 
() k V α exp   () k u α =   (9) 
( ) { } ij ij W V µ α + exp   ( ) ij ij u W α + = exp   (10) 
 
where  () ( ) () () [] j i
j i
ij u u
V V W α α µ
α
µ
α + = ⎥ ⎦
⎤
⎢ ⎣
⎡ + = log exp exp log  
 
Solving the equation system (7) to (10) in terms of  ( ) i V α ,  ( ) j V α ,  () k V α  and 




() () [ ] i i u V α µ α log =     
( ) ( ) [ ] j j u V α µ α log =  
() () [ ] k k u V α α log =  
( ) ( ) [ ] ij ij ij ij W u W V µ α α − + = exp log   (11) 
 
Substituting these expressions for  ( ) i u α ,  ( ) j u α ,  ( ) k u α ,  ( ) ij u α  into (3) and (4), 
and  () i V α ,  ( ) j V α ,  () k V α ,  ( ) ij V α  into (5) and (6), or indeed into any limiting 
case of these probabilities, one can confirm the equivalence between NL and 
HEBA,  whatever  the  value  of  µ 1.  This  flexibility  with  respect  to  µ  
corresponds  to  the  additional  degree  of  over‐specification  of  NL  indicated 
above.  However, note that  ( ) ij V α  depends on both  ( ) i u α  and   ( ) j u α  unless 
( ) 0 = ij u α  and  1 = µ , when we get  ( ) 0 = ij V α  (i.e. the Luce model). 
 
The equivalence can also be set up in the opposite direction, deriving  () i u α , 
( ) j u α  and  () k u α  straightforwardly from the correspondingV ’s as in (7) to (9) 
and setting: 
 
( ) ( ) { } ij ij ij ij W W V u exp exp − + = µ α α   (12)
    







positive.  It is clear from (7) to (9) that this always holds for  () i u α ,  ( ) j u α  and 





1 exp exp ij ij W V   (13) 
 
With reference to over‐specification N2, however, it is clear that the addition 




Perusal of (11), which is expanded below as (14), reveals that although  ( ) ij V α  
is a component of the utility of alternative i, it is a function of  ( ) j u α , which 
itself depends on attributes of alternative j.  Similarly,  ( ) ij V α  forms part of the 
utility of alternative j, but depends partly on attributes of alternative i.   
 




Since  () i u α  and  ( ) j u α  will necessarily be significantly different from zero for 
compliance  with  HEBA,  the  implication  is  that  the  utility  of  one  nested 
alternative will be a function of the attributes of other alternatives in the same 




() ( ) ( ) ij i i V V V α α α + →  
( ) ( ) ( ) ij j j V V V α α α + →  




( ) { } ij ij ij W W u exp exp 0 − = < µ α   
 
which  holds  provided  1 0 < < µ   (i.e.  NL  does  not  collapse  to  MNL)  and 
0 < ij W ,  which  again  can  be  ensured  by  subtracting  a  sufficiently  large 





that  ( ) 0 = ij V α .  With  reference  to  identification  issue  H2,  the  relevant 
transformation is: 
 
( ) ( ) c u u ij ij + → α α ,  
 
() i u α   and  ( ) j u α   multiplied  by  factor  φ   with  ( ) ij W c exp 1 φ − = .  With  this 
transformation, (11) changes to: 
 
() () [ ] ( )
φ µ φ α α ij ij ij ij W W c u V − + + = exp log   
 




































that  can  be  achieved.  To  keep  the  discussion  clear,  we  assume  that  the 
simplifying properties I to V in section 4.1 above apply to the aspects and 
alternatives  in  an  EBA  model  and  consider  how  an  RNEV  model  can  be 
constructed which might be equivalent to it.   
 
If there are  n aspects, define the ‘index set’  N  over the aspects, i.e. the set of 
all possible combinations of aspects. Note that 
n N 2 = , providing we allow 
the  set  Φ  which  contains  no  aspects.  Define  N X ⊂   to  be  the  set  of 
combinations of aspects which are possessed by some alternatives.  Note that 
X  contains more than  Φ, because of simplifying property I, and  X  is less 




Every  subset  of  alternatives  has  a  well‐defined  set  of  aspects  which  all 
















set of aspects at  x and this predecessor is a member of  X  because all of the 
alternatives possessing the set at  x also possess the set at  x minus one aspect.  
Thus  the  network  fits  the  specification  for  RNEV  required  by  Daly  and 
Bierlaire (2005) and Φ is its root. 
 
Moreover,  choice  in  the  network  represents  exactly  the  EBA  model.  Each 
selection of an aspect will move to a new element in  X  and may (or may not) 
reduce  the  number  of  alternatives  that  are  still  open  for  consideration.  









models  in  terms  of  their  structure  and  because  of  the  simple  form  of  the 
conditional  choice  probability  at  each  stage  in  the  process.  It  is  therefore 
reasonable to enquire as to the full extent of that equivalence.  
 






























for  some  positive  constants  λ   and  µ ,  and 





To complete RNEV, for each node  x in the network defined over the set  X  
we must define the constants  0 > ≥ z x µ µ , where  z  is any successor of  x, and 













































The formula for  () x z P  is clearly the basic logit form.  To achieve equivalence 
with EBA, these conditional choice probabilities must be exactly proportional 






































































































































































component at each node, along the lines of  ( ) ij V α  introduced in equation (5) 
above.  The  problem  with  this  approach  is  that  an  additional  utility 
component of this type does not form part of the RNEV specification and, as 
in the NL case, prevents the model from being truly utility‐maximising, since 
the  utility  of  one  alternative  then  depends  on  characteristics  of  other 
alternatives. 
 
A  final  approach,  as  applied  in  the  simple  NL  case  of  section  5.1,  is  to 
‘demote’ the utility component corresponding to the λ ’s to the lowest level of 
the  choice  structure  and  incorporate  it  in  the  utility  of  the  elementary 
alternatives.  This approach exploits redundant degrees of freedom in EBA.  
To implement this approach, we have to incorporate the  λ  value at  x in the 
utility of all its successors  z .  The problem here is then that, because of the 
potential cross‐nesting, the utility of  z  must incorporate λ  values from all its 


























in  the  two  models, whilst  each  model  remains  valid  in  respect  of  its  own 
internal  conditions.  For  larger  tree  models  equivalence  can  also  be 
established. 
 





these  terms  in  influencing  behaviour  can  be  tested,  so  that  the  validity  of 
RNEV can be established.  A failure of this test ‐ i.e. the finding that a utility‐
breaching  term  was  significant ‐  would  indicate  that  EBA  was  more 
appropriate (or that a different RNEV specification was required).  In many 
cases, however, identification of the most appropriate model specification for 


















estimation‐free  comparison  of  the  models  via  the  trinary  condition.  Since 
both activities rely on the probability statement, however, it is necessary to 
issue qualification in the light of our own work.  Hence, either activity carries 
validity  as  a  means  of  identifying  the  Luce  model,  but  neither  activity  is 
capable of discriminating between HEBA and NL.  Moreover, our work places 
significant doubt on the validity of using choice probability (or any derivative 
thereof,  such  as  log‐likelihood  or  ‘testable’  properties  including  regularity, 
multiplicative inequality, moderate stochastic transitivity, or the trinary and 




In  simple  tree  models,  and  more  general  models  by  approximation,  the 









mixed  strategies,  for  example,  reducing  the  choice  set  to  reasonable 
dimensions by elimination strategies, then choosing to maximise utility in the 
reduced  choice  set.  This  possibility  has  been  suggested,  in  a  simple  way 
requiring strong assumptions, by Swait (2001). 
 

















It  thus  becomes  clear  that,  whether  the  disciplinary  interest  is  in 
microeconomics or mathematical psychology, equivalence between EBA and 
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