Abstract. Explicit auxiliary functions can be used in the "Schur-SiegelSmyth trace problem". In the previous works, these functions were constructed only with polynomials having all their roots positive. Here, we use several polynomials with complex roots, which are found with Wu's algorithm, and we improve the known lower bounds for the absolute trace of totally positive algebraic integers. This improvement has a consequence for the search of Salem numbers that have a negative trace. The same method also gives a small improvement of the upper bound for the integer transfinite diameter of [0,1].
1. Introduction 1.1. The trace of totally positive algebraic integers. Let α be a totally positive algebraic integer of degree d ≥ 2 (i.e. its conjugates α 1 = α, ..., α d are all positive real numbers) and let P be its minimal polynomial. We define the absolute trace of α as
and denote by T the set of all such Trace(α). The "Schur-Siegel-Smyth trace problem" (so called by P. Borwein in his book [B] ) is the following: Fix ρ < 2. Then show that all but finitely many totally positive algebraic integers α have Trace(α) > ρ.
Remark. Solving this problem is equivalent to proving that 2 is the smallest limit point of T .
The problem was solved in 1918 by I. Schur for ρ < √ e [Sc] ; in 1943 by C. L. Siegel for ρ < 1.7337 [Si] and in 1984 by C. J. Smyth for ρ < 1.7719 [Sm2] . More recently, it was solved in 2004 by J. F. McKee and C. J. Smyth for ρ < 1.7783786 [MS] , and in 2006 by J. Aguirre and J. C. Peral for ρ < 1.784109 [AP] . The method of proof, as in [Sm1] , uses an explicit auxiliary function of the following type:
where the c j are positive real numbers and the polynomials Q j are nonzero elements
We assume that P does not divide any Q j , then
is a nonzero integer because it is the resultant of P and Q j . Therefore, if α is not a root of Q j , we have
On the other hand, J. P. Serre (see Appendix B in [AP] ) showed that this method does not give such an inequality for any ρ larger than 1.8983021.... Therefore, this method cannot be used to prove that 2 is the smallest limit point of T . Nevertheless, it is interesting to try to get lower bounds for Trace(α). For instance, this was used for the search of Salem numbers of smallest degree with trace equal to −2 by J. F. McKee and C. J. Smyth [MS] . We will explain in Section 1.2 the consequence of our bound for the degree of Salem numbers of trace −3.
In this paper, we prove the following: Table 1 ), we have
Theorem 1. If α is a totally positive algebraic integer, then, with a finite set of explicit exceptions (see
The main point is to find a good list of polynomials Q j which gives a value of m as large as possible. In [Sm2] and [AP] the authors used an extended heuristic search to get polynomials of the following type: all their roots are positive and they have small absolute trace. Here we use a new approach relying on the auxiliary function (1.1) to a generalization of the integer transfinite diameter. Our polynomials are found by Wu's algorithm [Wu] . Surprisingly we get a lot of polynomials with some complex roots. This phenomenon has already been encountered by Habsieger and Salvy [HS] when they were studying the integer transfinite diameter of [0, 1] . Their exceptional polynomial (after a natural transformation) will appear during our search but will not be used in the final result (1.2). The complete list of polynomials Q j and coefficients c j is given in Table 2. 1.2. Salem numbers of trace −3. A Salem number is a real algebraic integer greater than 1 whose conjugates all lie in the closed disc |z| ≤ 1, with at least one on the unit circle. Its minimal polynomial is a reciprocal polynomial of degree 2d ≥ 4. Finding all Salem numbers of degree 2d and trace −3 is equivalent to finding all totally positive algebraic integers α of degree d and trace 2d − 3 such that α > 4 and all other conjugates of α are in the interval ]0,4[. In fact, let
be the minimal polynomial of such a totally positive algebraic integer. The trans-
which is the minimal polynomial of a Salem number of degree 2d and trace −3 because the roots of P in the interval ]0,4[ give pairs of roots of Q on the unit circle while the root of P in the interval ]4, +∞[ gives a pair of reciprocal real positive roots of Q. We prove the following:
Theorem 2. If a Salem number has trace −3, then its degree is at least 30.
It is an easy consequence of Theorem 1. As 1.78702 > 25 14 , then there exists no totally positive irreducible polynomial of degree 14 and trace 25 (corresponding or not to a Salem number of trace −3). Thus, the next largest possible degree for such a polynomial is 15 and so at least degree 30 for the corresponding Salem number. The previous bound for the absolute trace of a totally positive algebraic integer was 1.784109 [AP] . This proved that the minimal degree for a Salem number of trace −3 was at least 28.
The integer transfinite diameter. For a polynomial P ∈ Z[X] and a real
Many authors have given lower and upper bounds of t Z (I), especially when I = [0, 1] (see [AP] and [Pr] for an account of this). It is known that 
where the numbers c j are positive rational numbers satisfying the condition 1≤j≤J c j deg Q j ≤ 1 and the polynomials Q j are obtained from the irreducible factors of Q by the transformation above. It is plain that the algorithm given in Section 2 for the auxiliary function (1.1) is also convenient for the function (1.4). We get
This is a small improvement on the upper bound 0.42305209 given by Aguirre and Peral [AP] . The best known lower bound 0.4213 was given by Pritsker [Pr] . Here we also have several factors of Q, including the polynomial of Habsieger and Salvy, which has some complex roots.
In Section 2 we explain how to construct the auxiliary function (1.1) (the same method is used to construct the function (1.4) ). The numerical results are given in Section 3. All the computations are done on an iBook Macintosh with the languages Pascal, Maple and Pari. So, we may write:
where Q ∈ Z[X] is of degree r and t is a positive real number. We want to get a function f whose minimum m on (0, ∞) is as large as possible. Thus we search a polynomial
If we suppose that t is fixed, we need to get an effective upper bound for the quantity
in which we use the weight ϕ(x) = e −x . It is clear that this quantity is closely related to the usual integer transfinite diameter of an interval given by (1.3).
2.2.
How to find the polynomials Q j . We first take an initial value of t, say t 0 = 1 and a set E 0 of 50 control points uniformly distributed on [0, 2.5]. With Wu's algorithm [Wu] , we compute a polynomial Q of degree at most 10 which is small on E 0 . We define Q 1 as the irreducible factor of Q of smallest degree and we take the best value of c 1 to get the best auxiliary function f 1 . We deduce from this the value t 1 = c 1 deg(Q 1 ). We add to the set E 0 the points of [0, +∞) where f 1 has a local minimum (including those greater than 2.5) to get a new set E 1 of control points. With Wu's algorithm we compute a polynomial Q of degree 10 + deg Q 1 which is a multiple of Q 1 of small norm on E 1 and take Q 2 as another irreducible factor of Q. We optimize (c 1 , c 2 ) to get the best function f 2 . This gives t 2 . We get the set E 2 from E 1 adding the local minima of f 2 . Then we search a polynomial Q which is a multiple of Q 1 Q 2 of degree 10 + deg Q 1 + deg Q 2 and we continue this process until two consecutive steps produce no new polynomial.
Remark. The previous algorithm is used repeatedly with the constant 10 replaced successively by 11 to 20.
We give a numerical example of search for degree 13. We start with E 0 and t 0 defined as above. We search a polynomial Q of degree 13 such that xQ(x) is small on E 0 . LLL produces the polynomial Q(x) = x 7 (x − 1) 4 (2x − 1)(3x − 1). We optimize the auxiliary function
Only c 1 and c 2 are nonzero. We deduce the value of t 1 = c 1 deg(x)+c 2 deg(x − 1) = 1.606. We add to the set E 0 the two points where f 1 has a local minimum and we get a new set E 1 of control points. We repeat LLL and now search for a polynomial Q such that x 8 (x − 1) 4 Q(x) is small on E 1 . At the 8th step, LLL produces the
The underlined polynomial is related to the exceptional polynomial (i.e. with some complex roots) obtained by Habsieger and Salvy as explained in Section 3. We test the two new polynomials in the auxiliary function. Both have nonzero exponents. At this point, we have 1 d trace(α) ≥ 1.762. The polynomials used in the auxiliary function are the polynomials 1, 2, 3, 4, 6, 7, 11, 12, 14 in Table 1 and the underlined polynomial above.
2.3. Optimization of the c j . For the optimization of the auxiliary function we use the semi-infinite linear programming method introduced into number theory by Smyth [Sm1] . We recall it briefly. We define by induction a sequence of finite sets X n , n ≥ 0, with X n ⊂ [0, +∞). We start with an arbitrary set of points X 0 of cardinal greater than J. At each step n ≥ 0, we compute the best values for c j by linear programming on the set X n . We get a function f n whose minimum m n = min x∈X n f n (x) is greater than m n = min x>0 f n (x). We add to X n the points of [0, +∞) where f n has a local minimum smaller than m n + n , where ( n ) n≥0 is a decreasing sequence of positive numbers tending to 0 when n is increasing and chosen such that the set X n does not increase too quickly. We stop, for instance, when m n − m n < 10 −6 . If k steps are necessary, we take m = m k .
Numerical results
The method described above gives, among others, the 35 polynomials listed in Table 1 and the 28 polynomials listed in Table 2 . Among these polynomials, 17 are new.
Four of them are minimal polynomials of totally positive algebraic integers. The last thirteen polynomials have at least two complex roots. They are of the same type: their real parts all lie in [0, 5.2] and their imaginary parts are small, i.e |Im(z)| < 0.6325.
The first new polynomial of this family that appeared was x 5 − 8x 4 + 22x 3 − 25x 2 + 10x − 1. It has two complex roots, which has reminded us of the exceptional polynomial of Habsieger and Salvy. We transform this polynomial by x → 1 x − 4 in order to get a polynomial whose real roots are in [0, 1 4 ]. We find the polynomial 4921x 5 − 4594x 4 + 1697x 3 − 310x 2 + 28x − 1 which is the polynomial A 8 in [HS] . But this polynomial does not belong to the final list of our polynomials. Table 1 . List of the polynomials Q j that occur in the explicit auxiliary function (1.1) to obtain the inequality (1.2). Those marked with a sharp are the exceptions mentioned in Theorem 1. Those marked with an asterisk are only used for the lower bound of t Z ([0, 1]) . ν is the number of complex roots of the new polynomials Q j .
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