Abstract. We approximate the solution of initial boundary value problems for equations of the form Au (t) = B (t, u(t)
Introduction
In this paper we construct and analyse explicit multistep schemes for the time discretization of a class of equations of the form: Given t > 0 and u Using a we rewrite (1.1) in the following variational form: Find u(t) ∈ V, t ∈ J, such that (
1.2) a(u (t), v) = (B(t, u(t)), v), ∀v ∈ V, t ∈ J,
u(0) = u 0 .
Let us now consider a finite dimensional subspace V h of V . The corresponding semidiscrete problem will be: Find a function u h , u h (t) ∈ V h , t ∈ J, such that ( . In order to construct fully discrete approximations to u we have to discretize (1.3) in time. We do this using explicit multistep schemes. Thus consider a uniform partition of J with time step k := 
1.3) a(u h (t), χ) = (B(t, u h (t)), χ), ∀χ ∈ V
We shall assume that the linear multistep method, defined by the polynomials α and β, we use to discretize (1.3) in time, is stable and consistent. In §2 we consider a problem equivalent to (1.2): Find u(t) ∈ V , t ∈ J, such that (1.6) (
u (t), v) = (T B(t, u(t)), v), ∀v ∈ V, t ∈ J,
T denoting the solution operator of the problem: Given f ∈ V , find v ∈ V , such that (1.7) a(v, w) = (f, w), ∀w ∈ V.
We further assume that the operators B and T B satisfy a "Lipschitz"-like property, cf. (H3) and (H4) in §2. Due to this assumption, we do not have to impose restrictive mesh conditions or use a time discretization method with good stability properties, for example, Astability, for the resulting fully discrete scheme to be stable. Given U n+j ∈ V h , j = 0, . . . , q − 1, we calculate U n+q ∈ V h by solving an equivalent to scheme (1.5) linear system of dimension m = dim V h . This system has a unique solution due to the properties of operator A. Therefore, given U An alternative to multistep methods are Runge-Kutta methods which are widely used because of their good stability propetries. If we would use an explicit q-stage Runge-Kutta method instead, at every time step, we would have to solve q + 1 linear systems of dimension m. Also, we consider explicit methods since in the case of an implicit one we would have to solve a (possibly) nonlinear system of dimension m in the case of multistep methods, and of dimension qm in the case of a q-stage Runge-Kutta method at every time level.
Throughout this paper we assume that problem (1.1) has a unique and sufficiently smooth solution u. A brief overview is the following: In §2 we introduce an "elliptic" projection operator 2
to V h and we assume that V h satisfies two approximation properties, (H1) and (H2 and k, h sufficiently small, we prove
with a constant C independent of k and h. Finally, in §5, we apply this result to four specific examples, to the Rosenau equation, to a generalized Sobolev type equation, to a pseudoparabolic equation and to a Boussinesq type system of equations. This paper is motivated by the recent work of Akrivis, Crouzeix and Makridakis, [1] , on implicit-explicit multistep methods for nonlinear parabolic problems.
Preliminaries
We consider a family {V h } 0<h≤1 of finite dimensional subspaces of V . Using the auxiliary problem (1.7) we will state equivalent problems to (1.2) and (1.3) that will help us analyse the method (1.5) in §3 and §4. We will also assume some properties for the finite dimensional space V h and the operators B and T B.
Thus, consider problem (1.7). Obviously, a(·, ·) is an inner product in V . Also (V, a(·, ·)) is a Hilbert space, continuously embedded in H, (see, e.g., [8, Chapter VIII, §3, Theorem 13]). Therefore, the solution v of problem (1.7) is well defined. Denote by T , T : V → V , T f = v, the solution operator of this problem; then
Choosing now w = T f in (2.1) we easily obtain,
· denoting the dual norm of V . In the sequel, we consider the discrete analogue of (2.1).
This problem is equivalent to a linear system with square matrix and it is easily seen that it has a unique solution. Denote by T h : V → V h , T h f = v h , the solution operator of the above problem; then
Also in view of (2.3) and the symmetry of the bilinear form a, we obtain
In the sequel we will use the "elliptic" projection operator to
It is easily seen that R h is well defined. For the error analysis that will follow we will need some approximation properties for the "elliptic" projection R h . Therefore we assume the following:
There exists a constant C, such that
with an integer d > 0. Supposing that v is sufficiently smooth we further assume:
with N (v) bounded, if a suitable norm of v is bounded, and an integer r, r > d. Using (2.5), (2.3) and (2.1), we obtain T h = R h T . Therefore, in view of (H1), we easily see that T h f is an approximation to T f , of order d,
Having defined operators T and T h , we can state problem (1.2) equivalently as (1.6), and
. Because the bilinear form a is independent of t, from (H2) and the definition of the projection R h , (2.5), we have Lemma 2.1: Let u be a sufficiently smooth solution of (1.1) . Then there exist constants
and assume for the operators B and T B:
There exists a constant L 1 , independent of t and h, such that
Hypothesis 4: There exists a constant L 2 , independent of t and h, such that
Using then (2.6), (H4), (2.2) and (H3), we can prove
with a constant L, independent of t and h. Choosing now v = u(t) in (2.9) and using (2.8), we obtain
with a constant C(N (u)) independent of t and h.
Remark 2.1:
The assumption V h ⊂ V is not essential in our analysis. One can use an approximation space V h V by appropriately modifying the definition of the discrete operator R h , the set M and (H3) and (H4).
Fully discrete schemes: Explicit Euler method
In this section we will study the simplest method for the discretization in time of (1.3), the explicit Euler scheme. In the next section we will generalize our results for explicit multistep schemes.
Consider a uniform partition of the interval J. For N ∈ N, let k = t N be the time step and t n := nk, n = 0, . . . , N , the time levels. Also for a function ϕ, defined on the interval J, let ϕ
We discretize (1.3) in time by the explicit Euler method. The resulting scheme is
The approximations U n , n = 0, . . . , N, given by (3.1) are well defined, because given U
is the unique solution of a linear system with symmetric and positive definite matrix, due to the properties of operator A. Our objective is to estimate the approximation error u n − U n , n = 0, . . . , N . As an auxiliary result we will first show consistency of scheme (3.1) for the "elliptic" projection W of the solution u of (1.1). The consistency error E n of the scheme (3.1) for W is given by
Using now (3.3), (2.5), (2.3) and (1.2), for χ ∈ V h , we have
Therefore, using (H3) and choosing χ = E n in (3.4), we obtain (3.5) max
with a constant C ( u (2) , N (u)) independent of k and h. Next, choosing χ = T h E n in (3.4), in view of the symmetry of the bilinear form a, (2.3), (1.2), and (2.4), we can easily obtain, for n = 0, . . . , N − 1,
Hence, due to (2.8) and (2.10), we get (3.6) max
with a constant C(|u (2) |,
)) independent of k and h. In the sequel, using the consistency error estimations for the "elliptic" projection W , we will prove the main result of this paragraph, the convergence of the scheme (3.1). (2) , N (u), N (u (2) )), independent of h and k, such that
and max
Proof:
In order to show (3.7) we will estimate n and ϑ n in the corresponding norms. From (2.8) we easily obtain
Hence, we only have to estimate ϑ n . According to (3.2) and (3.8), there exists a constant C , independent of h, such that
From (3.1), (3.3) and (2.3), we get the following error equation, for χ ∈ V h and n = 0, . . . , N − 1,
Let now L 1 be the "Lipschitz" constant in (H3), C and C the constants in (3.5) and (3.9), respectively, and c := max(1 + L 1 , C , C ). We will show, by induction over n, that
Obviously, there exists a constant C, independent of k and h, such that
Since r > d, suppose now that h and k are sufficiently small, such that (3.13)
with C and C the constants in (3.12) and (3.8), respectively. According to (3.9), (3.11) holds for n = 0. Next, assume that (3.11) holds for n, 0 ≤ n ≤ N − 1. From the induction hypothesis, (3.8) and (3.13), we obtain (3.14) U n ∈ M.
in the error equation (3.10) , in view of (3.14), (H3) and the induction hypothesis, we can show
Therefore, (3.11) holds for n + 1, and so it holds for n = 0, . . . , N . Hence, from (3.12), we obtain
If we now choose
in the error equation (3.10) , in view of the symmetry of the bilinear form a, (2.3) and (2.4), we get
Using then (3.14), (2.9), (3.16) and (3.6) in the previous relation, we have, for n = 0, . . . N − 1,
Therefore, from (3.17), (3.9) and the discrete Gronwall lemma, we obtain
The estimate (3.7) follows immediately from (3.18), (3.16) and (3.8).
Fully discrete schemes: Explicit multistep methods
We shall next analyse fully discrete schemes for the discretization of (1.1), obtained by discretizing (1.3) in time with explicit q-step methods. In Theorem 4.1 we show optimal order of convergence in the norms · and | · |.
Consider an explicit q-step method and let α, β be the two polynomials, see (1.4) , that characterize it. We assume that the multistep method satisfies the root condition:
If z 0 is a multiple root of α, then |z 0 | < 1.
Also assume that it has order p ∈ N: 
We define now approximations
is the unique solution of a linear system with symmetric and positive definite matrix, due to the properties of operator A. In the sequel we will estimate the difference u
As an intermediate step we will show consistency of scheme (4.5) for the "elliptic" projection W of the solution u of (1.1).
The consistency error E n of scheme (4.5) for W is given by
Using (4.6), (2.5), (2.3) and (1.2), for χ ∈ V h , n = 0, . . . , N − q, it is easily seen (4.7)
Choosing now χ = E n in the previous relationship, due to (4.3) and (H3), for n = 0, . . . , N − q, we get (4.8) max
, N (u)) independent of k and h. Also choosing χ = T h E n in (4.7), in view of the symmetry of the bilinear form a, and (2.5), (1.2) and (2.4), for n = 0, . . . , N − q, we obtain
Using next (4.3), (2.8) and (2.10), for n = 0, . . . , N − q, in the previous relation, we get
with a constant C(|u
)) independent of k and h. Using the consistency error estimations for the "elliptic" projection W , we will prove the main result of this section, Theorem 4.1, the convergence of method (4.5). In the sequel we shall use the notation
Then, there exists an invertible matrix S such that the subordinate Euclidean matrix norm · 2 of the matrix
ΛS is bounded by one, )), independent of k and h, such that
Proof: Let n and ϑ n be as in the proof of Theorem 3.1. Then, according to (3.8) , it suffices to estimate ϑ n . From (4.5) and (4.6), for χ ∈ V h , n = 0, . . . , N − q, we obtain (4.12) 
According to (4.4) and (3.8), we can easily see that (4.14)
with a constant D independent of k and h. Let now L 1 be the "Lipschitz" constant in (H3), D and D the constants in (4.8) and (4.14), respectively, and c :
2 , D ). In the sequel we will show, by induction over n, that
Obviously, there exists a constant D, independent of k and h, such that (4.16) max
Since r > d, suppose now that h and k are sufficiently small, such that
with D and C the constants in (4.16) and (3.8), respectively. According to (4.14), (4.15) holds for n = 0. Next, assume that (4.15) holds for n, 0 ≤ n ≤ N − q. From the induction hypothesis, (3.8) and (4.17), we get
in the error equation (4.13), in view of (4.18), (H3) and the induction hypothesis, we obtain
Therefore (4.15) holds for n + 1, and so it holds for n = 0, . . . , N − q + 1. Hence, from (4.16), we obtain
in the error equation (4.13), in view of the symmetry of the bilinear form a, (2.3), (2.4) and the linearity of T h , we have
Using now (4.18), (2.9), (4.20), and (4.9) in the previous relation, we obtain (4.21)
Next, from (4.21), (4.14) and the discrete Gronwall lemma, we get
The estimate (4.11) follows immediately from (4.22), (4.20) and (3.8).
Applications
In this section we will apply Theorem 4.1 to some specific equations, namely the Rosenau equation in R 
where Ω is a bounded convex domain in R , to model the dynamics of large discrete systems in order to avoid the disadvantages of the Korteweg-de Vries (KdV) equation. Park, in [13] , proved existence, uniqueness and reqularity results for the solution u of (5a.1). Also Chung and Ha, in [6] , discretize (5a.1) using finite elements in space and the backward Euler or the Crank-Nicolson method in time. For the space discretization, consider a family {V h } 0<h≤1 of finite dimensional subspaces of H 2 0 . We assume that (having however in mind that in the case of a curved boundary ∂Ω the assumption V h ⊂ V may not hold, cf. Remark 2.1) V h satisfies the following approximation property
In the case m = 2, an example of finite dimensional subspaces of H 2 satisfying (5a.2) are the C 1 piecewise polynomials of degree r − 1, r ≥ 4, see [7] . We define the bilinear form a(·, ·) by
Then, using standard arguments, we can see that the "elliptic" projection R h : V → V h , defined in (2.5), satisfies hypotheses (H1) and (H2), with d = 2. Next, denote · L ∞ the norm of L ∞ (Ω). According to Sobolev's inequality, there exists a constant C , such that
with C the constant in (5a.3). Obviously, f restricted to M satisfies a Lipschitz condition, with constant L. Thus, one can show that for v, w ∈ M and ϕ ∈ V ,
Combining the above estimate with (2.2) we obtain, for v, w ∈ M ,
Then, it is easily seen that hypotheses (H3) and (H4) are satisfied.
, such that (5a.5)
. . , N , inductively by the scheme (5a.6)
for n = 0, . . . , N − q. Then from Theorem 4.1, for k and h sufficiently small, we have
r ), independent of k and h. 
with b and c strictly positive, continuously differentiable functions of x, 1-periodic, γ, δ and ε continuously differentiable functions of x, t and u, 1-periodic with respect to x. Equations of the form (5b.1) have been used to model many physical phenomena (see references in [9] ). An example is the equation
which has been widely studied by Benjamin, Bona and Mahony, in [3] , and other researchers, (see references in [2] ), as an alternative to the Korteweg-de Vries equation, to model long unidirectional dispersive waves. The numerical solution of problems of form (5b.1) has been studied by many researchers, namely Ewing, Ford, Ting, (see also the references in [2] ), using finite element methods as well as finite differences.
Define 1-periodic Sobolev spaces by H
We extend this partition periodically to a partition of R. For integer r ≥ 2, let V h denote a space of at least continuous, 1-periodic splines, of degree r − 1. It is well known, cf. e.g. [15, Theorem 8.12] , that the family {V h } 0<h≤1 satisfies the approximation property
We define the bilinear form a(·, ·) by
Then, we can easily see that the "elliptic" projection R h : V → V h , defined in (2.5), satisfies hypotheses (H1) and (H2), with
Because norms · 1 and · are equivalent, define the set M we introduced in §2 by,
, periodic with respect to its first variable, restricted to R × J × M satisfies a Lipschitz condition with respect to its third variable, uniformly to the other two variables, with Lipschitz constant L f . It is easily seen that
Thus, using (5b.4) for γ, δ, ε, and the fact that γ and δ are bounded restricted to R × J × M , one can see that for v, w ∈ M and ϕ ∈ H 1 p ,
with a constant C independent of v, w and ϕ. Next, denote by · 1,∞ the norm of the Sobolev space W 1,∞ (R). According to Sobolev's inequality, there exists a constant C, such that
Also there exists a uniquely defined element Q h v ∈ V h , see, e.g., [15, Theorem 8.12] , such that (5b.7)
Since we have assumed a quasiuniform partition of [0, 1], the following inverse inequality holds, cf., e.g., [5, Chapter 4] ,
Then, from (5b.6)-(5b.8), (5b.2) and the fact that r ≥ 2, we can easily get
Combining the above estimate with (5b.5) we see that hypothesis (H3) is satisfied. In the sequel, we will show that (H4) is also satisfied. To this end we consider the auxiliary function
p , for all t ∈ J, and v ∈ M . Next, for t ∈ J and v, w ∈ M , we have
v), w ) + (cq(·, t, v), w).
Let us define the operator F :
Then, in view of (5b.9), we have, for v ∈ M and w ∈ H 1 p ,
Consider also the auxiliary functions (x, t, y) . Obviously, f 1 and f 2 are continuously differentiable functions. According to the definition of f 1 and f 2 , (5b.4) and (5b.10), it is easily seen that (5b.12)
Next, consider the functions
. Using now (5b.4) for g 1 and g 2 , we can show
14 Using also (5b.4) for q and ε, and (5b.11)-(5b.13), one can prove , such that (5b.14)
. . , N , inductively by the scheme
for n = 0, . . . , N − q. Then, from Theorem 4.1, for k and h sufficiently small, we have
r ), independent of k and h.
5c. A pseudoparabolic equation. Consider now the following initial and boundary value problem: For t > 0 we seek a real-valued function u, defined in Ω × J, such that
with u 0 a given smooth function, Ω a bounded convex domain, η > 0 and λ ∈ R. Equations of this form are called pseudoparabolic, because the solution of the parabolic problem (η = 0 and λ > 0), can be approximated by a sequence of solutions u n of problems of the form (5c.1), with η = η n , where η n → 0, (see [16] , [10] and their references). Showalter and Ting, in [16] , show existence and regularity of the solution u of (5c.1) and mention specific physical phenomena described by this equation.
Denote For the space discretization consider a triangulation of Ω. For simplicity, let V h be the subspace of H 1 0 consisting of piecewise polynomials of degree at most r − 1, r ≥ 2, on the given triangulation. We assume that (having however in mind that in the case of a curved boundary ∂Ω the assumption V h ⊂ V may not hold, cf. Remark 2.1) V h satisfies the following approximation property System (5d.1) is an approximation of the two-dimensional propagation of surface waves in a uniform horizontal channel of length L 0 , filled with an irrotational, incompressible invisid liquid which in its undisturbed state has depth 1, (cf. [4] ). Also in this report, Bona and Chen prove existence, uniqueness and regularity results for the solution u of (5d.1).
For s ∈ N, denote H which is equivalent to · 1 .
