Abstract. In this paper, we investigate the mixed Laguerre-Legendre interpolation approximation and its application. Some approximation results are established. A mixed Laguerre-Legendre pseudospectral scheme is constructed for incompressible fluid flow in an infinite strip. Its stability and convergence are proved. Numerical results show the efficiency of this new approach.
Introduction
Recently, more and more attention is being paid to fluid flows in unbounded domains and their numerical simulations: see, e.g., Guo and Xu [13] , Kweon and Kellogg [14] , and Maday, Pernaud-Thomas and Vandeven [17] . In actual computations, we have to consider three things. The first one is the suitable choice of alternative formulations of partial differential equations governing the movements of fluid flows, which makes calculations simpler. As we know, the Navier-Stokes equation plays an important role in studying incompressible fluid flows. Usually we consider the primitive equation which is quite preferable in theoretical analysis; see, e.g., Lions [15] and Témam [20] . But it is not easy to deal with the incompressibility in computations by using the finite element method or the spectral method. At the same time it is difficult to evaluate the pressure on the boundary, if we use the finite difference method. So it is natural to consider other forms of the Navier-Stokes equation. For instance, we may consider the vorticity-stream function form. In this case, the incompressibility is included automatically, and the pressure no longer appears. However, there is no physical boundary condition on the vorticity. Some authors considered the stream function form of the NavierStokes equation, which avoids all trouble mentioned in the above; see, e.g., Guo and He [10] . This form might be one of reasonable formulations for numerical simulations of incompressible fluid flows. The second problem is the choice of numerical methods for unbounded domains. The simplest way is to restrict calculations to certain bounded domains and impose some artificial boundary conditions. However, this treatment also causes additional errors. So it seems better to discretize the
W (x, y, 0) = W 0 (x, y), in Ω.
Besides, the stream function W satisfies certain asymptotic boundary conditions as x → ∞. For simplicity, we assume that
We shall construct a scheme for (1.1)-(1.2) by using the Laguerre interpolation approximation in the x-direction and the Legendre interpolation approximation in the y-direction, give some numerical results, and analyze the numerical errors. This paper is organized as follows. In the next section, we first recall and establish some results on the Laguerre interpolation and the Legendre interpolation in one dimension, corresponding to pseudospectral methods for fourth-order problems. Then we investigate the mixed Laguerre-Legendre interpolation approximation, which plays an important role in numerical analysis of the related method. In Section 3, we first construct the mixed Laguerre-Legendre pseudospectral scheme for solving problem (1.1)-(1.2). Then we give the results on its stability and convergence and present some numerical results showing the efficiency of this new approach. In Section 4, we prove the error estimates. The final section is for some concluding remarks. The main idea and techniques used in this paper are also applicable to other nonlinear problems in multiple-dimensional unbounded domains.
The mixed Laguerre-Legendre interpolation approximation
This section is for the mixed Laguerre-Legendre interpolation approximation in two dimensions.
We first consider the Laguerre interpolation. Let Λ 1 = {x | 0 < x < ∞} and let χ(x) be a certain weight function. Assume α > −1. The generalized Laguerre polynomial of degree l is defined by
By (5.1.7) and (5.1.14) of Szegö [19] , we have that
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The set of the generalized Laguerre polynomials is the
is the usual Laguerre polynomial of degree l. By (2.1) and (2.2),
By (2.2) and (2.3),
with the Laguerre coefficientŝ
Now let N be any positive integer and let P N (Λ 1 ) be the set of restrictions to Λ 1 of all algebraic polynomials of degree at most N . Furthermore,
. We denote by c or c i certain generic positive constants independent of any function and N . Lemma 2.1 (see Maday, Pernaud-Thomas and Vandeven [17] ). For any φ ∈ P N (Λ 1 ) and r ≥ 0,
For technical reasons, Bernardi and Maday [4] introduced the space
where β is any nonnegative integer.
Lemma 2.2 (see Bernardi and Maday [4]). For any
, where β is the largest integer for which β < r + 1.
We next turn to a Gauss-quadrature which induces a suitable interpolation for fourth-order problems. Let σ N j be the zeros of the polynomial ∂ 2 x L N +1 (x). By (2.2), they are also the zeros of L (2) N −1 (x). Letω N j be the corresponding Christoffel numbers. According to (2.2) and to (3.6.6) of Davis and Rabinowitz [7] ,
Moreover, by (3.6.5) of Davis and Rabinowitz [7] , for any φ ∈ P 2N −3 (Λ 1 ),
In addition, we take 
Then a calculation shows that (see Appendix A of this paper),
Proof. For any φ ∈ P 2N −1 (Λ 1 ), we can rewrite it as
where ψ ∈ P 2N −3 (Λ 1 ) and η ∈ P 1 (Λ 1 ). So it suffices to prove that (2.8) is valid for
Similarly, a direct calculation shows that (2.8) is valid for φ 3 (x). This completes the proof.
We now introduce the discrete inner product and the discrete norm as follows,
By (2.8), for any φψ ∈ P 2,0
In particular, for any φ ∈ P
Lemma 2.4. For any φ ∈ P 2,0
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Proof. By (2.5), the set x∂
Consequently we obtain from (2.5) that 
and so by the Cauchy inequality,
(2.14)
The combination of (2.11), (2.12) and (2.14) leads to the desired result.
Remark 2.1. The first inequality in Lemma 2.4 cannot be improved.
Remark 2.2. We can see from (2.11) and (2.12) that for any φ ∈ P
Remark 2.3. We also have that for any φ ∈ P N −1 (Λ 1 ),
By the Trace Theorem (see, e.g., Theorem 3.2 of Lions and Magenes [16] ),
.
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According to Proposition 3.1 of Maday, Pernaud-Thomas and Vandeven [17] , the
The combination of (2.7) and (2.16)-(2.18) leads to the desired result.
We now study the Laguerre interpolation. Let Λ N = {σ
For deriving the approximation accuracy, we follow Mastroianni and Monegato [18] to introduce another space. For 0 < q < 1 and r ≥ 0,
andv l is the coefficients of the expansion of v in terms of the generalized Laguerre polynomials which are mutually orthogonal with the weight ω q (x). Next, for r ≥ 2,
By Theorem 2.1 of Xu and Guo [22] , we have that for any v ∈H
Furthermore, it is shown in Appendix B of this paper that for any v ∈ H
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Since
, we have from Lemma 2.4 that
Thus we deduce from (2.19) and (2.21) that
. Then by the definition of the spaceH r ω q 1 (Λ 1 ) and Lemma 2.3 of Mastroianni and Monegato [18] ,
This fact with (2.22) implies that
Proof. By Lemma 2.1,
Hence we obtain from Lemmas 2.2 and 2.5 that
We next consider the Legendre interpolation in the y-direction. Let Λ 2 = (−1, 1). For any r ≥ 0, we define the spaces H r (Λ 2 ) and H r 0 (Λ 2 ) as usual. The inner product, the seminorm and the norm of
Let L l (y) be the Legendre polynomial of degree l. The set of the Legendre polynomials is the L 2 (Λ 2 )-orthogonal system. Moreover, by (3.7) of Bernardi and Maday [3] ,
Multiplying the above formula by L m (y) and integrating by parts, we get that (2.23)
with the Legendre coefficients
Let M be any positive integer and let P M (Λ 2 ) be the set of restrictions to Λ 2 of all algebraic polynomials of degree at most M.
. Lemma 2.6 (see Bernardi and Maday [4] ). For any φ ∈ P M (Λ 2 ) and r ≥ 0,
Now we follow the idea of Bernardi and Maday (see page 319 of [4] ) to consider an interpolation which is suitable for numerical solutions of fourth-order problems.
are the corresponding Christoffel numbers, as in (4.9) of Bernardi and Maday [4] , with m = 2 and N replaced by N − 1. Let
In addition, (2.24)
By virtue of (4.3) and (4.29) of Bernardi and Maday [4] , for any φ
We next introduce the discrete inner product and the discrete norm as follows,
We get from (2.25) that for any φψ ∈ P
In particular, for any
Lemma 2.7 (Bernardi and Maday [4, (16.10) and (16.13)]). For any φ, ψ ∈ P
, and so for any φ ∈ P
where theφ l are the corresponding coefficients in the expansions in terms of
Thus by (2.26) and the fact that ∂
Remark 2.5. We also have that for any φ
In fact, φ 2 ∈ P 2M−4 (Λ 2 ) and so by (2.25),
Thanks to the Trace Theorem and Lemma 2.6,
Then the conclusion comes from (2.24), (2.28) and the above statements.
Lemma 2.8 (Bernardi, Coppoletta and Maday [2, Lemma 3.2]). For any φ ∈ P
. We now study the Legendre interpolation. [3, (13.30 
Lemma 2.9 (Bernardi and Maday
and 0 ≤ µ ≤ min(r, 2), 
N,M (Ω). For technical reasons, we introduce a nonisotropic space. For any 0 < q ≤ 1 and
Lemma 2.10 (Xu and Guo [22, Remark 2.4]). For any
The discrete inner products are given by
Thanks to Remark 2.2 and Lemma 2.7, for any φ,
By Lemmas 2.4 and 2.7, for any φ ∈ V 2,0
, then by Remarks 2.3 and 2.5,
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Finally we study the mixed Laguerre-Legendre interpolation. Let
It is easy to see that for any u, v ∈ C 1 (Ω),
. Proof. Let I be the identity operator. Then
. By Theorem 2.1 and Lemma 2.9,
) . This completes the proof.
In the numerical analysis of the mixed Laguerre-Legendre pseudospectral method, we need the following result.
Lemma 2.11. For any
, we have from (2.9), (2.26) and (2.32) that
On the other hand,
. Finally, using (2.30) yields that
This completes the proof.
The mixed Laguerre-Legendre pseudospectral scheme
In this section, we construct the mixed Laguerre-Legendre pseudospectral scheme for problem (1.1), (1.2) . As we know, the solution of (1.1), (1.2) possesses some conservations which come essentially from the skew-symmetricity of the nonlinear term G(u, v) , namely, for any u, v ∈ H 2 0 (Ω),
Since the domain Ω is an infinite strip, we shall approximation problem (1.1), (1.2) by the Laguerre interpolation in the x-direction. It means that we multiply (1.1) by the weight ω(x) additionally. However,
This fact destroys the conservations. To remedy this deficiency, let
in Ω.
To derive a reasonable weak formulation of (3.2), let
Due to (3.3), the solution of (3.4) keeps the related conservations. We now construct the mixed Laguerre-Legendre pseudospectral scheme. To do this, let
In particular, 
We now consider the stability of scheme (3.7). Assume that u 0,N,M and f have the errorũ 0,N,M andf , respectively. They cause the error of u N,M , denoted bỹ u N,M . In order to describe the numerical errors, we introduce the following inner products,ã 
We next deal with the convergence of scheme (3.7). For simplicity, let
Its norm v M r,s q is defined in the same way as for v M r,s q in Section 2. Clearly for any 0 < q 1 < q,
Also for q > 0, r, s ≥ 0 and δ > 0,
with c * being a positive constant depending on the norms of the spaces mentioned of U, U 0 and f . In the end of this section, we give some numerical results. We take the test function
with k = 0.2, h = 5.0. In actual computation, we use the standard fourth-order Runge-Kutta method in time t with the step τ . Let
The errors E N,M (t) andẼ N,M (t) at t = 1 are listed in Tables 1 and 2 , which indicate the convergence of scheme (3.7) as N, M increase and τ decreases. The errors E N,M (t) andẼ N,M (t) with M = 16, N = 64 and τ = 0.001 listed in Table 3 show the stability of calculation. For checking the spectral accuracy in the space, we list the errors E N,M (1) with N = M 2 and τ = 0.001 in Figure 1 , while we list errors E N,M (1) with N = M and τ = 0.001 in Figure 2 . Both show the spectral accuracy. But the the errors with N = M 2 are smaller than those with N = M . This coincides with the theoretical analysis. Table 2 . The errorsẼ N,M (1) . 
The proof of error estimates
We need some preparations stated in the following six lemmas.
Proof. By (2.9), Lemma 2.8 and integration by parts, we deduce that Take c 2 = 2 2 + c . Then the previous statements lead to
By the Poincaré inequality, for any
v ∈ H 1 0 (Λ 2 ), (4.2) v 2 Λ2 ≤ 2 ∂ y v(1 − c 2 ) Λ1 e −x ∂ x φ 2 M,Λ2 dx + Λ2 ∂ y φ 2 ω,N,Λ1 dy ≥ 1 4 φ 2 ω,N,M .
Thus (4.1) reads
Next, by virtue of Lemmas 2.4 and 2.7,
Furthermore, we obtain from (4.1) and Lemmas 2.4, 2.7 and 2.8 that 
Lemma 4.2. For any
Proof. A direct calculation gives that
. By (2.9) and integration by parts, (4.5)
On the other hand, as pointed out on page 92 of Bernardi and Maday [3] , for any
The combination of (4.1) and (4.4)-(4.6) implies the desired result. So it remains to estimate the terms at the right side of (4.7). First, integration by parts gives that for any v ∈ H 1 0,ω (Λ 1 ),
y).
Since e
, (2.9) and integration by parts lead to
Therefore by (4.9),
Next, by (2.9), Lemma 2.8 and integration by parts, By substituting (4.10)-(4.12) into (4.7), we reach the desired result.
Lemma 4.4. For any
Proof. We first derive some inequalities. By (4.8), (4.9) and integration by parts, we have that for
,
Furthermore, we have from (2.9), Lemma 2.4 and integration by parts that for any ψ ∈ P 2,0 
Now we observe that
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Thus by (4.15)-(4.17) and Remark 2.4, we obtain that
Next we have that
By an argument similar to that used in the derivation of (4.18), we use Remark 2.4 and (4.2) to deduce that (4.19)
Finally the desired result follows from (4.18) and (4.19).
Lemma 4.5. For any
φ ∈ V 2,0 N,M , N −1 i=1 M−3 j=1 ω N,M ij e σ N i ∆(e − x 2 φ)(σ N i , τ M j ) 2 ≤ c|φ| 2 2,ω,N,M,∼ .
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Proof. We have from (4.16) and Remark 2.5 that Proof. The conclusion comes from the Hölder inequality and Lemmas 4.4 and 4.5. We now prove Theorem 3.1. By (3.7), the errorũ N,M satisfies (4.20)
Letting φ = 2ũ N,M in (4.20), we get from (3.5), (3.6) and Lemma 4.2 that
By Lemma 4.6 and the Hölder inequality,
Thanks to Lemma 2.7 and (4.2),
Using (4.22), (4.23) and Lemma 4.3, we get from (4.21) that
Integrating the above inequality with respect to t, we get from Lemma 4.1 that
Finally we use the Gronwall inequality to reach Theorem 3.1.
Next we prove Theorem 3.2. For the sake of simplicity, we first compare the numerical solution u N,M with the orthogonal projection U N,M = P 2,0 N −1,M−3,q U, 0 < q < 1. Using (2.9) and (2.26), we obtain from (3.4) that
where
Then we get from (3.7) and (4.3) that First, we know from (4.13), Lemma 2.10 and result (iii) of Lemma 4.1 that for r 1 , s 1 ≥ 2,
We now estimate A i . We have from imbedding theory that for any v ∈ H 1+δ ω (Ω) and δ > 0,
Hence by (4.28),
Therefore we use Lemma 2.11, Theorem 2.2 and result (iii) of Lemma 4.1 to obtain that (4.29)
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We can derive an up-bound of A 2 , which is exactly the same as (4.29). Clearly by (2.29),
Next we estimate e
It is easy to see that
Thus by (2.31), Remark 2.6 and (4.30), we obtain that
The above statements lead to that for any 0 < q 1 < q < 1,
, we obtain from the Schwartz inequality and Lemma 4.4 that By Lemma 4.1 and Lemma 2.10, we have
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The above statements lead to
(4.31)
We now estimate A 4 . By the Schwartz inequality,
, we obtain from (2.31), Lemma 2.4, Remark 2.4, Theorem 2.2 and Lemma 2.10 that
By Lemma 2.4 and Remark 2.2,
By imbedding theory, for δ > 0,
By the same procedure as in the derivation of (4.31), we can get the same error as (4.31) for A 5 . According to (4.14) and Lemmas 2.10 and 4.1, we assert that for 0 < q < 1 and r, s ≥ 2,
We know from Lemmas 2.11 and 4.1 and Theorem 3.2 that for 0 < q < 1 and
(4.34)
We now estimate the initial error. By Lemma 4.1, Lemma 2.10 and Theorem 2.2, we get that
Also the combination of Lemma 4.1 and Lemma 2.10 implies that 
Some concluding remarks
In this paper, we consider the stream function form of incompressible fluid flow, and so we keep the physical boundary condition in actual computation. This avoids the numerical boundary layer caused by the nonphysical boundary condition and makes the calculation stable.
We use the Laguerre-Legendre pseudospectral approximation. So unlike the Galerkin method, we do not use some quadratures on unbounded domains for calculating the Laguerre coefficients, which is costly and usually not accurate.
We use the transformation W = − x 2 U so that the resulting system is well posed in the weighted space and possesses the conservations as in the continuous case. If we use the discrete inner product with uniform weight for the transformed function, then the problem is not well posed and does not preserve the conservations. We may not use this transformation and take the functions e − x 2 L l (x) as the base functions. But in this case, we need to build up a set of results for the spectral approximation by using the system {e − x 2 L l (x)}. This is not easy for spectral approximation of partial differential equations of fourth order.
The method in this paper can be used for several kinds of problems. For instance, we consider the fluid flow in a very long river that is walled by a dam. When the water follows from the gate of the dam, we need to consider the fluid flow in a strip that is walled at one end. Another important motivation of this work is the numerical simulation of exterior problems. For example, if the obstacle is rectangular, then we may divide the whole domain into eight subdomains (see Figure 3) . In this case, we could use the two-dimensional Laguerre approximation on the subdomains D 1 , D 3 , D 5 and D 7 , while we should use Laguerre-Legendre approximation on the
subdomains D 2 , D 4 , D 6 and D 8 . If the obstacle is not rectangular, then we can use the finite element method coupled with the method in this paper.
The main disadvantage of scheme (3.7) is that we need to solve a Laplace equation numerically at each time step. This feature comes from using the pseudospectral method for the high order differential equation (1.1). But if we solve the primitive form of the Navier-Stokes equation, then we need the nonphysical boundary condition on the pressure. On the other hand, if we solve the vorticity-stream form of the Navier-stokes equation, then we need the nonphysical boundary condition on the vorticity. They usually induce serious numerical errors. We may use the Galerkin method and take some special functions as base functions for solving (1.1) so that the corresponding matrix might not be full. But in this case, we have to use some quadratures on the unbounded domain to calculate the Laguerre coefficients. This is also costly and not as accurate as we usually expect. An interesting open problem is: Can we find a pseudospectral method for the Laplace equation on the unbouded domain so that the corresponding matrix is not full?
Appendix A
We have from David and Rabinowitz (see page 39 of [7] ) that By integration by parts, (A.2) and the orthogonality (2.3) with α = 0, we get that .
The combination of (B.1), (B.6) and (B.7) completes the proof.
