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Abstract—Cache prefetching technology has become the mainstream data access optimization strategy in the data centers. However,
the rapidly increasing of unstructured data generates massive pairwise access relationships, which can result in a heavy computational
burden for the existing prefetching model and lead to severe degradation in the performance of data access. We propose
cache-transaction-based data grouping model (CTDGM) to solve the problems described above by optimizing the feature
representation method and grouping efficiency. First, we provide the definition of the cache transaction and propose the method for
extracting the cache transaction feature (CTF). Second, we design a data chunking algorithm based on CTF and spatiotemporal
locality to optimize the relationship calculation efficiency. Third, we propose CTDGM by constructing a relation graph that groups data
into independent groups according to the strength of the data access relation. Based on the results of the experiment, compared with
the state-of-the-art methods, our algorithm achieves an average increase in the cache hit rate of 12% on the MSR dataset with small
cache size (0.001% of all the data), which in turn reduces the number of data I/O accesses by 50% when the cache size is less than
0.008% of all the data.
Index Terms—Data grouping model, correlation analysis, feature extraction method, cache prefetching, distributed storage systems.
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1 INTRODUCTION
THE fast development of cloud computing and mobilecomputing has enabled massive amounts of unstruc-
tured data, such as images, documents, and videos, by
mobile devices using the cloud platforms. Distributed stor-
age systems, such as the Hadoop Distributed File System
(HDFS) [1] and Ceph [2], have advantages in terms of scala-
bility, concurrency, and availability. Therefore, these systems
have become the mainstream storage solution for cloud
platforms and are used by large Internet-based companies
such as Facebook, Netflix, Yahoo, and Amazon [3]. Until
2017, Spotify and Yahoo stored approximately 50% of small
files with a size of less than 1 MB, and the number of I/O
operations on small files accounted for approximately 50%
of all I/O operations [4]. In addition, the rapid development
of data science [5] has increased the pressure on small-sized
unstructured data in distributed storage systems. However,
the storage mechanism of the distributed storage system is
mainly designed for storing large files, and accessing a large
number of small-sized unstructured data causes the storage
system generate a large number of I/O operations on disk
(e.g., metadata access, data access), which substantially af-
fects the access concurrency and response time of the data
center [6], [7].
Researchers have used data merging and cache prefetch-
ing strategies to improve the data access efficiency of stor-
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age systems and to address these problems. Among these
approaches, the data merging strategy merges small-sized
unstructured data that are strongly correlated into a big
file and store it in a consecutive location, which reduces
the number of I/O operations and improves the indexing
efficiency of the distributed storage system via hierarchical
indexing [8]. The cache prefetching technology predicts and
caches the data that may be accessed at the next moment
by estimating the correlation to previously accessed data.
The cache prefetching technology has been reported to effec-
tively reduce the data access latency, thereby improving the
concurrency of the storage system [9], [10]. These strategies
have produced good results and are widely used in storage
efficiency optimization [11], [12], [13], data deduplication
[14], [15] and other fields. Data grouping is a strategy that
merges related data into mutually exclusive groups and
accesses them by group, which effectively reduces the disk
I/O of the storage system. The accuracy and computational
complexity of the correlation mining algorithm, which is the
core component of the data grouping model, are the key
factors to address when aiming to improve the data access
efficiency of the storage system [16], which has become a
popular issue to study.
However, data in storage systems are saved as blocks of
different sizes that are scattered throughout disks instead of
in one continuous location. This type of storage is critical
for a multi-core server, but on such servers, the order of
the blocks in a file is not maintained. Therefore, block layer
correlations are common semantic patterns in storage sys-
tems [17]. Additionally, a block layer I/O trace can provide
detailed information about request queue operations and
is collected by utilities such as blktrace; thus, block-level
correlation mining is widely studied [18], [19]. Our study
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focuses on the data correlation in the block layer. In the
present study, the term data refers to the continuously saved
data in the block layer.
Data possess fewer valuable features for correlation min-
ing. Most existing data correlation analysis methods use
the block address and the access interval between data
as features and estimate data correlations by defining the
distance between data [20], [21], [22], [23]. These correlation
analysis methods determine the data features from related
data, and such features are called relationship defined fea-
tures (RDFs). Moreover, the distributed storage system runs
in multi-appli-cation and multi-user environments, and the
correlations between data change dynamically with time
[24]. Therefore, an RDF is an unstable feature that requires
a large amount of primary storage space to save pairwise
relations between data, and it must be recalculated when
access patterns change, resulting in substantial computa-
tional costs and memory consumption. Additionally, since
the cache space is limited, the size of the data may affect
the distribution of other data in the cache, which in turn
affects the data correlations. However, existing methods for
analyzing data relationships ignore the impact of the size of
the data on data correlations.
We proposed a data correlation feature called the cache
transaction feature (CTF). Unlike the RDF, a cache transac-
tion reflects the cache distribution of a real storage system.
A cache transaction consists of a set of data that appears
together in the cache; therefore, the data size can be con-
sidered in the data correlation analysis, and the data access
feature is represented as a vector of the cache transactions
in which the data appear. Thus, the feature is determined
by not only the pairwise access relation but also the data
itself, which substantially reduces the memory consumption
required for relationship storage.
Furthermore, we propose a data grouping model, CT-
DGM, based on a cache transaction. CTDGM aims to obtain
accurate and closely related data groups by merging highly
correlated data. In terms of computational efficiency, CT-
DGM divides the data grouping process into data chunking
and group merging processes. The data chunking algorithm
divides the data into data chunks according to access times,
spatial locality and CTF. The group merging process is
performed on highly related data chunks according to the
cache transaction, which potentially improves the mining
range and the inner relation strength of the group to pro-
vide a more accurate relation mining result. Moreover, the
complexity and number of calculations will be substantially
reduced by the two-layer relation mining method. The main
contributions of our study are listed below.
1) A more accurate representation of the relationships
between data: For RDF, the size of the data is often ignored.
The CTF incorporates the size of the data into the data
access feature. Moreover, it presents the access feature of
the data as a vector, which makes the value easy to calculate.
Therefore, it is suitable for data relation mining in the data
center and expresses more access features of the data.
2) Calculate the data correlation without a spatial
locality limitation: CTDGM improves the range of rela-
tion mining using the two-layer mining algorithm, which
reduces the negative impact of block address mining range
on the computing efficiency and thus potentially increases
the mining accuracy.
3) Ensure that data with strong correlations are accu-
rately mined: The independence of the data group requires
that data belong to only one group. CTDGM prioritizes the
merging of data highly correlated to ensure only the most
closely related data are merged and thus ensuring a high
group inner relation strength.
The CTDGM model works on block I/O level with low
computation overhead. It can also be used to group and
prefetch related data on proxy workloads. Through cross-
validation of widely used public datasets, our data grouping
model significantly improved the cache hit rate, reduced
the number of the disk I/Os, and reduced the data access
latency.
In Section 2, we introduced the background of and
motivation for the study. We describe the definition and
method used to calculate the cache transaction in Section
3. In Section 4, we provide a detailed description of the
data grouping algorithm. Section 5 presents the evaluation
methodology and results. Related studies are discussed in
Section 6. Finally, we provide some conclusions in Section 7.
2 BACKGROUND AND MOTIVATION
2.1 Data access feature extraction
As the basis of data access correlation mining, the method
for extracting access features is a popular topic in the field
of storage research. Most existing data correlation mining
algorithms are based on an RDF or Ordinal Feature (OF).
We provide a detailed explanation of the RDF and the OF
below.
Ordinal Feature (OF): An OF indicates that the data
are treated as separate units and are uniquely marked as
independent features. Therefore, an OF is a suitable feature
for the calculation of temporal locality. Researchers [25],
[26] use the OF-based frequent itemset mining algorithm
to analyze the correlations of Web resources and prefetch
files with high relevance. However, OF does not represent
the spatial locality, which reflects the potential correlation
between data [27]. When an OF is applied to NN-based
data prefetching strategies, it is represented as a one-hot
encoded vector that requires extensive storage resources
[28]. Therefore, in recent years, researchers have attempted
to mine data correlations based on RDF.
Relation Defined Feature (RDF): An RDF indicates that
the access feature of the data is defined by the related
data. Compared with an OF, an RDF is represented in
pairwise relations between data, and it introduces logical
block addresses as a factor that influences the data corre-
lations, which potentially improves the relationship mining
accuracy. Most RDF-based correlation mining models define
the distance between data and regard it as the closeness
of the data [11]. However, compared to an OF, the RDF
is calculated by determining the distance from other data,
causing the data to lose their independent features. Ad-
ditionally, the pairwise relations among massive amounts
of data must be pre-calculated and stored, which requires
extensive computing and storage resources.
Several RDF-based relation mining models perform the
relational calculation only on data with close block ad-
dresses to ensure computational accuracy. Otherwise, the
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A, B, and C have a similar block address, but not access time
B and D have a similar access time, but their relation is not mined
Fig. 1. An RDF-based relationship mining algorithm thoroughly exploits
the relationships among A, B, and C. However, the relationship between
B and D is difficult to mine.
method may generate n2 relations. These methods ignore
data with large block address distances and have strong
temporal locality, as shown in Fig. 1.
Additionally, we identified the problem in which both
the OF and RDF are unable to perceive the size of the
data. In a real storage environment, the storage system
concurrently receives access requests for both large data and
small data. As shown in Fig. 2, when large data are accessed,
the relevance of the data in the cache around the accessed
data may also be affected because they occupy most of the
cache space.
Therefore, the data size is a notable factor that the
relationship mining algorithm should consider. The data
near the larger data in the access sequence should be less
relevant. We propose a feature representation based on
cache transactions, which introduces the size of the data to
the correlation mining process to solve this problem; thus,
the degree of access relation between data is dynamically
adjusted according to the size of the accessed data.
Bb(8 MB) Bc(4 MB) Bd(3 MB)Ba(4 MB)Sa(16 KB) Sb(8 KB) Sc(8 KB)
Weaker Correlation
Sv(16 KB) Sm(128 KB) Sk(16 KB)Su(32 KB)Sa(16 KB) Sb(8 KB) Sc(8 KB)
Stronger Correlation
Access Sequence
Fig. 2. In the case of a limited cache size, a higher correlation is
observed between Sa, Sb, and Sc in the lower access sequence, since
they are more likely to appear in the cache at the same time.
2.2 Data locality statistics
In a distributed storage system, data access is characterized
by spatio-temporal locality. Most studies use this feature
to perform relation calculations and mine the access rela-
tionships among data [22]. However, since a large amount
Fig. 3. The blue line shows the distribution of data with a strong cor-
relation in terms of the block address distance and the red line is the
CDF of the blue line; we consider two data to be related when they
are always accessed sequentially. Approximately 60% of the data with
strong correlations exist in close block addresses, but a large number of
data with large distant block addresses (i.e., data with distances greater
than 1.4e10) still exist.
of data is stored in the storage system, the analysis of the
pairwise relationships generated by the data may consume
a large amount of computing resources. Therefore, most
studies use the spatial locality of data as a range limitation
of the access relation mining model. However, by analyzing
the block address distance of the data with the associated
relationship in the trace, temporal locality is indeed ob-
served between the data with large block address distances,
as shown in Fig. 3. As a result, since this method ignores a
large number of relationships, the improvement in efficiency
occurs at the expense of accuracy.
Researchers proposed Mithril [21] for mining the access
relation of data with large block address distances, based
on the idea that most related data have similar access times.
Mithril mines the access relations among the data with the
same access times. However, we calculated the difference in
access times to the data with access relevance, as shown in
Fig. 4. Approximately 70% of the data with access relevance
have the same access times, and the proportion changes
little under different relation strength limits. Therefore, the
exclusive use of the access time of data for limiting the range
of relation mining is inappropriate. Among the factors listed
above, the relation strength W is defined as the average
access interval between data, as shown in Equation (1).
Wx,y =
∑Ax
i=1 min (|seqxi − seqyj |)
Ax
, j ∈ Ay (1)
For data x, Ax is total number of accesses to data x, seqxi
is the ith access sequence number of data x.
For closely related data, an analysis of the correlation
of the data with similar access times and similar block
addresses is efficient. However, as discussed above, this
approach may ignore many relationships between blocks
that are farther part in block address. Therefore, this method
should be used only as a preliminary relationship mining
method. A correlation mining algorithm that can mine data
access relationships for data that are farther apart in block
address is needed as a supplement.
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TABLE 1
Comparation of prefetching approaches.
Algorithm Feature used Space overhead Time overhead Wasted Prefetches Method
AMP [29] OF Low Low Moderate Adaptive Asynchronous Prefetch
NN [28] OF Low High High Neural Network
MITHRIL [21] RDF High Moderate Moderate Distance between inverted data access index
Tombolo [30] OF High Moderate Moderate Directed graph
C-MINER [17] OF Moderate High Moderate Frequent pattern
Wildanis [20] RDF High Moderate Low Relation graph
CTDGM CTF Moderate Moderate Low Cache transactions and Complete subgraph
Fig. 4. We use 4 different relation strength limitsW < 20,W < 50,W <
100 and W < 150 to verify the effect of the difference in access times
on data correlation. Only approximately 70% of the data with access
relevance have the same number of access times, and the proportion
changes little under different relation strength limits.
2.3 Prefetching algorithms
Existing data prefetching algorithms are mainly divided
into two classes that 1) analyze association rules among
data and do prefetch in units of data, and 2) divide data
with strong relationships into groups, store them in con-
tiguous locations and prefetch them in groups. We com-
pare the popular cache prefetching algorithms in Table 1.
For the first type of prefetching algorithm, when a data
is accessed, the data related to it are prefetched and put
in the cache. On this basis, researchers have proposed
prefetching algorithms based on a neural network (NN)
[28], frequent items [31], probabilistic graphing [32], and
distance [20]. The total disk I/Os of this method are defined
as len (trace)∗(1− accuracy)+sum (prefetch). Regardless
of the accuracy, the reduction of the disk I/O depends on
the prefetching strategy. However, for a data access request,
whether it is a cache hit or a miss, new disk access requests
may be generated because all the data associated with the
currently accessed data may not be included in the cache.
Therefore, this method has a significant effect on the I/O
response time, but it may increase the I/O burden of the
disk. In the second type of prefetching algorithm, data are
read in groups. When data in the group are read, the entire
data group is prefetched and put in the cache. Therefore, the
data in the group should be strongly correlated. The state-of-
the-art graph-based data relationship mining algorithm uses
the data as the point and the relationships between the pairs
of data as edges to establish the relationship graph, and
the complete sub-graphs are the results of the data group
division [20]. This type of relationship mining algorithm
comprehensively identifies data groups displaying strong
correlations. However, this model cannot mine the relations
between data with large block address distances since it is
based on the RDF, as discussed in Section 2.2. Additionally,
this model cannot provide a clear division method for data
belonging to more than one group, as shown in Fig. 5.
A
B
DC
Related in block address 
and time
E
Data C belongs to 
two groups
Fig. 5. Data C is strongly related to A/B and E/D, but the RDF-based
complete subgraph search algorithm cannot provide a clear division
method for C.
Therefore, a data correlation mining algorithm that effi-
ciently mines data relations with significant block address
distances and divides the data into independent groups is
needed.
3 FEATURE EXTRACTION METHOD BASED ON THE
CACHE TRANSACTIONS
In this chapter, we present the definition of and method
used to calculate the cache transaction, and propose a data
access feature based on the cache transaction to solve the
problems we discussed in Section 2. We use the size of the
cache as the basis for partitioning the cache transaction to
define the conditions for the access relationship between the
data. The feature extraction model includes two steps: cache
transaction construction and CTF extraction, as shown in
Fig. 6.
3.1 Definition of a cache transaction
The cache transaction analyzes the historical data access
trace and simulates a cache queue with a space size of
M . Whenever M -sized data are cached, we build a cache
transaction using the block address of all the data in the
cache queue as the data index. Therefore, a cache transaction
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Fig. 6. Schematic depicting the cache transaction feature extraction method.
is understood as a collection of data indexes that may
appear in the cache together.
We have attempted to incorporate multiple cache strate-
gies as a queue for cache transactions. Finally, we selected
FIFO as the strategy since it is the ideal approach in terms
of both feature representation and computational efficiency.
Unlike LRU, LFU, and other cache strategies, FIFO retains
the timing characteristics. Although cache strategies such
as LRU and LFU provide a higher cache hit rate for data
accesses, these strategies cause the cache to be occupied with
frequently accessed data. Thus, most of the relationships we
obtain are generated between frequently accessed data, and
the association between data with lower access frequencies
is unable to be fully expressed. Moreover, in real storage
systems, the number of data access logs is extremely large,
and data access patterns change rapidly. The efficiency re-
quirement of the feature extraction method makes the FIFO
algorithm a better choice.
In this section, we provide a detailed description of
the method used to calculate the cache transaction. For a
cache transaction Ti = {b1...bn}, b1...bn represents the block
address of data in the cache transaction. When a new data
x is accessed, we determine whether bx has already been
added to Ti. If bx is included in Ti, then no operation is
performed; otherwise, bx will be added to Ti and the FIFO
cache. When a cache replacement occurs, the cache replaces
the size counter Out = Out + size (dout), where dout is the
data that was replaced from the cache, and size represents
a function that computes the size of a given data. When
Out ≥ M , Ti will join the cache transaction queue T and
start the calculation of Ti+1. The pseudocode of the cache
transaction division algorithm is shown in Algorithm 1.
Algorithm 1. Cache transaction division
Input: Max cache size M
Data access sequence d
Output: Cache Transactions T
1 : T ← {}
2 : Counter ← 0
3 : Out← 0
4 : Cache← {}
5 : For i in d
6 : if bi not in Cache
7 : Cache← Cache ∪ bi
8 : Counter ← Counter + size (i)
9 : while Counter > M
10: Counter ← Countersize (Cache [0])
11: Out← Out+ size (Cache [0])
12: Remove (Cache [0])
13: if Out ≥M
14: Out← 0
15: T ← T∪ Cache
16: Cache← {}
17: Return T
For the size of the cache queue M , we generally set
M to less than or equal to the actual cache size in the
runtime environment. A smaller M ensures that the cache
transaction contains fewer data than a larger M . Thus, data
have less of a possibility to have the same feature. Therefore,
M is defined as the strictness of feature extraction between
data.
3.2 Data access feature representation based on the
cache transaction
According to our previous analysis, a good data feature
must have the ability to calculate independent features
for each data. We introduce a data feature representation
method based on the cache transactions that represents the
appearance of each data in the cache to solve this problem.
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We invert the cache transactions to obtain the CTF of the
data, as shown in Fig. 7. We design a data feature vector
as V , where the dimension of V is the total number of
cache transactions. For a data i and cache transaction Tj ,
if bi appears in Tj , then Vi,j = 1; otherwise Vi,j = 0, as
shown in Equation (2).
Vi,j =
{
1 bi ∈ Tj
0 bi /∈ Tj (2)
  
  
  
  
  
  
  
Data A
Data B
Data C
Data X
  
Cache Transactions
CTF of data
Invert
Data A Data X Data S Data Q Data R Data C Data Y
Data E Data R Data A Data X Data V Data N Data Z
Data A Data X Data T Data U Data O Data P Data H
T0
T1
Tn
T0 T1 T4 T5 T7 T10 Tn
T4 T5 T14 T19 T26 T77 T128
T0 T143T69
T0 T1 T4 T5 T7 T26 Tn
Fig. 7. For cache transactions T0...Tn, after inversion, we obtain the
cache transaction features of all the data. We use these features as the
basis for the data chunking method.
We obtain valuable information from this feature. For
example, the Euclidean distance of two data are regarded
as the access relevance of the two data. |Vi,∗| represents
the data access frequency. Compared with RDF and OF,
the CTF more conveniently measures the similarity between
data and represents the independent feature with timing
characteristics of the data. In addition, CTF is more sensitive
to the size of the data in the access sequence than RDF
and OF, as addressed in Section 2.1. An explanation for
this finding is that larger data take up more space in a
cache transaction, reducing the number of data in the cache
transaction; thus, larger data are correlated with fewer data.
4 DATA GROUPING METHOD
Since CTF has advantages in terms of computability and
attribute coverage, in this section, we propose a data group-
ing model, CTDGM, based on CTF. The model completely
exploits the spatio-temporal locality features among data
and strictly groups data without group-across based on the
strength of the data relation. The model consists of three
parts. Firstly, the data are divided into different regions
according to their access frequency and block address.
Secondly, the data are clustered into chunks within each
region using the CTF. Finally, a data relationship graph
is constructed from the relationships between the chunks
and a complete subgraph searching algorithm with high
correlation priority is used to obtain the data grouping
result. A schematic depicting the model is shown in Fig.
8.
4.1 Data chunking algorithm based on cache transac-
tion features
As discussed in Section 2.1, the generation of all pairwise
relations among the data in a storage system is too costly.
In Section 2.2, we described how closely related data dis-
play similar numbers of access times and block addresses.
Therefore, we initially merge these highly correlated data
into chunks.
We propose a pre-blocking model to limit the amount of
data input into the chunking algorithm and to improve the
computational efficiency of the algorithm. The pre-blocking
algorithm uses the access times of the data as the ordinate
and the block address of the data as the abscissa to establish
a plane. The plane is divided into areas Ai = (x0, x1, y0, y1)
where x0 is the left horizontal coordinate of area Ai, x1 is
the right horizontal coordinate of the area, y0 is the lower
ordinate of the area Ai, and y1 is the upper ordinate of
the area. The block addresses are divided into the average-
cut regions. Regarding access times, although closer access
times indicate stronger relevance, the relationship is non-
linear. We assume two cases for Data a and Data b. In the
first case, |VData a,*| = 1 and |VData b,*| = 11; in the second,
|VData a,*| = 100 and |VData a,*| = 110. As we can see, in
both cases, |VData a,*| − |VData b,*| = 10. Where |VData a,*| is the
total times Data a shows in all transactions. However, in
the second case, a higher probability of a strong correlation
exists between the two data than in the first case. Therefore,
for access times, the partitioning method should be strict
for data with low access times and loose for data with high
access times. Assuming that the maximum block address of
the storage system is Q and that Q is divided into q regions,
we number and define the regions using Equation (3):
Ai =
(
i
q
Q,
i+ q
q
Q,
pi
q
Q,
pi+1
q
Q
)
(3)
where p indicates the division coefficient of the access
times. A larger value of p indicates a higher tolerance for
the data access gap in the chunking process, and the amount
of data in each area is larger than that when p is small. A
sample of our data pre-blocking model is shown in Fig. 9.
Then we then clustered the data in each area based on
their CTFs. For two data, Data x and Data y, the CTFs are
VData x,∗ and VData y,∗. We define the relationship distance
Dxy between the data using Equation (4).
Dxy = |VData x,∗ − VData y,∗| (4)
We define a strong relationship between Data x and
Data y if and only if they satisfy the relationship in Equation
(5).
Dxy <
|VData x,∗|+ |VData y,∗|
2
σ, (σ ≤ 1) (5)
The term σ indicates the relationship strength threshold.
When σ is smaller, there is less tolerance for the difference
in the CTF of the data. When σ = 0, only data with the same
CTF are merged into data chunks. Finally, we use the data
with a strong relationship {C} as the chunks of data. The
pseudocode of the data pre-blocking algorithm is shown in
Algorithm 2.
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Fig. 8. Schematic depicting the data grouping model. Different colored geometries represent different data. During the pre-blocking and chunking
phases, the data are merged into blocks according to the block address, access times and CTF. Data, such as the green and sandy brown blocks
are merged into one block. Second, we group the blocks according to the cache transactions and the relationship graph to get the final grouping
result, such as the data in the dashed box in the Result process.
Fig. 9. A sample of the data pre-blocking algorithm on MSR mds 1 trace.
Algorithm 2. Data pre-blocking algorithm
Input: Relation strength parameter σ
Data set DATA
Output: Data chunks C
1 : C ← {}
2 : for d in DATA
3 : k = dblockAddressm +mlogpdaccessT imes
4 : Ak ← Ak ∪ d
5 : n = max (k)
6 : for i from 1 to n
7 : C ← C ∪Hcluster (Ai, σ)
8 : Return C
4.2 Data group mining algorithm
The data chunking algorithm described in Section 4.1 ef-
ficiently merges data with strong correlations into chunks.
However, the data in a chunk belong to the same area that
was divided by the pre-blocking algorithm. At this stage, we
need to address only the boundary relationships across ar-
eas, which significantly reduces the number of relationships.
Therefore, the data grouping model efficiently mines all data
relationships, which is the bottleneck of existing algorithms.
The main purpose of the data grouping algorithm is to com-
pletely mine the data relationships across area boundaries
that are ignored by the data chunking algorithm, i.e., to
mine the relationships between chunks. At the same time,
this method effectively avoids the problem of group-across
data.
The chunks that appear in the same cache transaction
could be relevant. The condition of whether the chunk ap-
pears in a transaction is similar to that of the data. Namely,
if Data x in chunk Cy appears in Ti, then Cy appears in Ti.
For chunks Cx and Cy , the access relation between them is
defined as R (Cx, Cy), which indicates the number of times
they appeared in the same cache transaction. Since strongly
related data with spatial locality have been merged into
data chunks, the temporal complexity of this computational
operation is nearly linear. For data with strong relations, the
frequency at which they occur in the same cache transaction
should be similar to the frequency at which they appear
independently. Therefore, we filter the legitimacy of data
relationships. We define a legal set of data relationships as
L and define a relationship threshold parameter α. When
the chunks satisfy Equation (6), we add a relationship be-
tween Cx and Cy into L. Subsequently, we construct the
relation graph using L to mine the data groups with strong
correlations between chunks.
R (Cx, Cy) ≥ max
(|VCx | , ∣∣VCy ∣∣)α, (0 ≤ α ≤ 1) (6)
We propose a complete subgraph search algorithm with
a strong relation priority. Initially, we construct a data
relation graph. We use the chunk as a point and the rela-
tionship between the chunks as an edge. Then, we add the
relationships between chunks in L to the graph according
to strength from high to low. When we add R (Cx, Cy) to
the graph, we calculate the number of relationships for the
group in which they are located using Equation (7).
IEEE TRANSACTIONS ON CLOUD COMPUTING 8
R
(
GCx , GCy
)
= R
(
GCx , GCy
)
+ 1 (7)
Here, GCx is the group to which chunk Cx belongs and
R
(
GCx , GCy
)
represents the strength of the relationship
between GCx and GCy . For the merging process, GCx and
GCy are merged to a new complete subgraph when they
satisfy the condition in Equation (8).
R
(
GCx , GCy
) ≥ |GCx | ∣∣GCy ∣∣µ, (0 ≤ µ ≤ 1) (8)
|GCx | is the number of chunks contained in subgraph
GCx and µ is the relationship threshold parameter. A larger
µ indicates that the data in a group have a stronger relation-
ship with each other. The pseudocode of the data grouping
model is shown in Algorithm 3.
Algorithm 3. Data grouping algorithm
Input: Cache transaction T , threshold parameter α, µ
Output: Data groups G
1 : for t in T
2 : S ← {}
3 : for d in t
4 : S = S ∪ Chunk (d)
5 : for Ci, Cj in S
6 : R (Ci, Cj) = R (Ci, Cj) + 1
7 : Sort (R)
8 : for r in R
9: if R (r.x, r.y) ≥ max (|Vr.x| , |Vr.y|)α
10: Gx = Group (r.x)
11: Gy = Group (r.y)
12: if R (Gx, Gy) ≥ |Gx| |Gy|µ
13: Merge (Gx, Gy)
14: G← G−Gx −Gy ∪Gx,y
15: return G
Chunk (d) returns the chunk to which data d belongs,
Sort (R) sorts the relation strength into ascending order, r.x
and r.y are the chunks of the relation r, and Group (r.x)
returns the group to which chunk r.x belongs.
Unlike the traditional complete subgraph-based data
grouping model, our algorithm performs data-to-data rela-
tionship mining according to the relationship strength from
high to low. Two data/groups are immediately merged into
a new group, i.e., a new node in a relation graph when
they satisfy Equation (8). As shown in Fig. 10, this method
ensures that data do not simultaneously belong to multiple
groups at the same time.
5 EXPERIMENTS AND ANALYSIS
In this chapter, we evaluate the proposed feature extraction
method based on the cache transaction and data group
prefetching algorithm. We compare the proposed model
with popular feature extraction methods and prefetching
algorithms, including prefetching algorithms based on RDF
and OF, such as ANN [28], and Mithril [21].
All experiments described in this paper were performed
on a Huawei RH2288 V3 server with a Xeon E5-2620 v4
CPU, 64 GB of RAM, 4 TB, 7200 RPM SATA disk, and a 4096-
byte block. The system runs CentOS Linux release 7.5.1804,
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Fig. 10. Schematic depicting a high-correlation priority data grouping
algorithm. Nodes in different colors represent different groups, and white
nodes are chunks that do not belong to any group. Black lines represent
associations between groups to be mined, and red lines represent
relationships between groups that have been mined.
64 bit, with Linux kernel Version 3.10.0. In addition, the
algorithms we proposed can be deployed in a variety of
distributed storage systems. We evaluate the cache hit rate
performance of our model by block I/O traces. Furthermore,
to show the effect on the proxy server, we implemented our
model on the controller server in a three-node Openstack
Swift distributed storage system to group the related data
across storage nodes.
The dataset we selected to test our model is MSR [33],
which contains 1-week block I/O traces of enterprise servers
on 13 servers at Microsoft Research Cambridge. MSR is
widely used in storage research since it is a publicly avail-
able block I/O trace and contains multiple data access
business types. Data centers run in multi-application, multi-
user scenarios. These scenarios require a feature extraction
method and data grouping model that can handle various
types of data services. Therefore, the MSR dataset is a suit-
able and convincing selection for testing the performance
and universal applicability of our model [34].
The grouping algorithm adjusts the strictness of the
grouping by the threshold parameter. For the cache trans-
action size threshold M and the clustering stop threshold µ,
a higher threshold µ increases the strictness of the criteria
for data grouping, while the number of data in each group
and the total number of groups decreases. We adjusted the
parameters σ in the experiments and analyzed the changes
in Fig. 11. As the value of parameter σ increases, the total
number of groups decreases, while each group contains
more data than does a smaller σ. Thus, a more rigorous
chunking process results in chunks with a finer granular-
ity, and the correlation between the data in the chunks is
stronger. This approach causes the data grouping process to
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work better, but it may lead to a significant increase in the
computational complexity of the data grouping process.
Additionally, as shown in Fig. 12, a decrease in µ
weakens the conditions for merging data into groups, but
it affects only the results of grouping, and the effect on
computational complexity is slight. µ should be less than 1,
because some of the relations across two cache transactions
may be ignored by the model. The use of an excessively
strict division method prevents the chunking and the group-
ing model from fixing these errors, and thus some of the
strongly related data are unable to be merged into a group
by the model.
For the parameter M , the number of larger groups
increases as M increases, but the total number of groups
decreases, as shown in Fig. 13. We analyze this parameter
because the increase in the cache transaction size parameter
M facilitates the generation of access relationships between
data. Thus, the number of data groups is easier to determine.
However, a larger M also potentially increases the compu-
tational complexity of the data grouping process, since the
number of pairwise relationships between data is increas-
ing. At the same time, the size of M should be smaller than
the actual cache size in the running environment. Otherwise,
the grouping model may generate access relationships be-
tween data that do not simultaneously appear in the cache.
Regarding the number of groups, the stable trends imply
that the data in groups still exhibit strong relationships with
each other, confirming the accuracy of the relation mining
algorithm.
We validated the effect of grouping on all datasets of
MSR to verify the effectiveness of our data grouping algo-
rithm. We experimented with the cache hit rate in the group-
ing model. Compared with the existing cache prefetching
model, the model we proposed effectively improves the
cache hit rate. Notably, our algorithm significantly improves
the cache hit rate when the cache space is small, as shown
in Fig. 14.
We used three different parameters in the experiment
to determine the effect of the cache transaction parameter
M on the grouping result. When the cache size is less
than 0.0016% and the parameter M = 8, the effect of the
grouping is not as good as when the parameter M = 2.
However, as the cache size increases, the data group with
M = 8 displays a gradually better cache hit rate than the
group with M = 2. Therefore, the mining scope of the cache
transaction should be adjusted to accommodate changes in
the size of the runtime environment cache.
We show the average hit rate of each algorithm in Table
2 to more clearly display the advantages of the proposed
algorithm. The CTDGM model outperforms the existing
prefetching model in terms of cache hit rate, particularly
when the cache space is small. Additionally, a smaller cache
transaction size parameter M works better in smaller run-
time cache environments, which also confirms our interpre-
tation of the data presented in Fig. 13.
For the system I/Os, we implemented the grouped
results in two forms on proxy server in a three-node
Openstack swift distributed storage system. One stores the
grouping result and does not merge the data. When the
storage system accesses one data, data in the same group
are sequentially prefetched into the cache. In the other case,
we merge the data that belong to a group and save them in a
continuous storage area. When the storage system accesses
one data, the entire group is prefetched into the cache. We
count the number of I/Os using these two methods.
As shown in Fig. 15, when data groups are stored in
continuous storage areas, the number of I/Os is up to 60%
lower than that of the one-step prefetching method possibly
because the recall rate of the one-step prefetching method
is relatively low since the presence of mistaken data lead to
an increase in the number of I/O requests. However, I/Os
decrease significantly when using the merging approach,
because the related data are accessed by one I/O request.
Therefore, the RDF-based data correlation mining algorithm
cannot easily optimize the number of I/Os since it is unable
to provide explicit group divisions of the correlated data
and has a limited relation mining range.
As shown in Fig. 16, we performed a stability test on
the time range of the algorithm mining results to show
the stability of the relationships within the data group. The
MSR prxy dataset has a long period and multiple users, and
the users access interest may change. Therefore, we used this
dataset to test the effect of the algorithm. In the experiment,
we used the first 3 million accesses as a training set for
the grouping model. Then, we used the model to verify
the changes in the cache hit rate as the number of accesses
changed.
For the prxy 0 dataset, the overall trend of the cache
hit rate for the proposed grouping model is similar to the
LRU cache. Notably, at approximately 4.5× 106 and 6× 106
accesses, the cache hit rate of the grouping model decreased,
and the hit rate of the LRU cache increased, possibly because
the storage system has an access pattern that has not been
mined by the grouping algorithm. For prefetch models, this
situation is unavoidable because the model always performs
data prefetching based on existing access patterns. However,
its probability of occurrence is relatively low. In the prxy 1
dataset, the performance of the cache hit rate is more stable
than the that in the prxy 0 dataset. The cache hit rate
of the storage system showed an overall decrease up to
approximately 6.5 × 106 accesses. We analyzed this trend
because the access pattern changed. Therefore, our grouping
strategy has a relatively stable effect on the cache hit rate
over time; thus, we can confirm the stability of our proposed
algorithm.
6 RELATED STUDIES
As a method for effectively improving the access efficiency
of storage systems, prefetching is a key focus area for
researchers in the storage field [29], [35], [36], [37]. With the
expansion of storage space and the development of com-
puting power, researchers have shifted their research focus
to the optimization of the accuracy and efficiency of data
correlation mining algorithms. However, data have fewer
feature attributes and are present at a greater quantity than
in other subjects. Therefore, the main focus of data access
relation mining is the representation of data correlation
features and computing efficiency.
6.1 Data access relationship characteristics
In terms of data access feature representation, researchers
initially used the OF-based approach to estimate data cor-
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Fig. 11. Effect of variations in σ on the grouping results.
Fig. 12. Effect of variations in µ on the grouping results.
TABLE 2
Averange cache hit rate for prefetching models
0.001 0.002 0.004 0.008 0.016 0.032 0.064 0.128
LRU 0.2908 0.3203 0.3520 0.3901 0.4287 0.4558 0.4933 0.5121
ANN 0.3318 0.3590 0.3893 0.4174 0.4512 0.4757 0.5046 0.5223
Mithril 0.4786 0.5326 0.5733 0.5961 0.6139 0.6310 0.6471 0.6631
Group (0.1,8,0.5) 0.4724 0.5797 0.6326 0.6581 0.6720 0.6801 0.6857 0.6932
Group (0.1,2,0.5) 0.5961 0.6264 0.6440 0.6545 0.6622 0.6698 0.6772 0.6869
relations. OF treats data as an independent object using a
unique feature, such as the data storage path and one-hot
encoding, to identify data. Most researchers have used the
metadata and temporal locality to estimate data correlations.
However, data centers have changed their storage strategies
to handle the increasing amount of data. Block storage and
object storage have become the primary storage strategies,
making block-based data correlation mining algorithms a
mainstream approach. Since blocks have fewer independent
attribute features than files, researchers use an RDF to
estimate data correlations. RDF combines the block address
and the temporal locality of the data to define the data
correlations. Thus, all properties of an RDF are numerically
operated. Most studies estimate the correlations by defining
the distance between data. However, the distance definition
methods adopted by the RDF are mostly static and unable
to easily adapt to the dynamic changes in the data access
scenario. Researchers have proposed the use of the overall
access density of the storage system as a parameter for
dynamically defining the distance as a method to solve this
problem [20]. Since the prefetch algorithm is cache-oriented,
as long as two data can appear in the cache at the same time,
they have a potential correlation. Additionally, the access
density focuses on the level of concurrence and ignores the
data size and cache size.
We propose the cache transaction based on the content
of the cache for data correlation mining, because it is not
affected by changes in the data access scenario and can
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Fig. 13. Effect of variations in M on the grouping results.
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Fig. 14. Cache hit rate of the MSR dataset. The cache sizes we use here are the percentage of the total data size in traces.
calculate the data correlation stably without adding param-
eters. Moreover, the cache transaction introduces the data
size into the access feature, which expands the property
coverage of the feature. We also designed the CTF based on
cache transactions to ensure that the data have independent
computable features. Since this feature is represented as
a vector, it is also suitable for models that require vector
calculation, such as a neural network. To the best of our
knowledge, the CTF is the first method to establish a vector-
based data-independent feature. The proposed method pro-
vides new ideas for research into data correlation mining
and other fields.
6.2 Data correlation mining algorithm
For the data correlation mining model, the existing studies
are divided into two classes. The first includes online algo-
rithms that determine which data to prefetch when an access
request arrives, such as Mithril [21] and Tombolo [30].
Mithril prefetches data with the same access times and
small access intervals as the current data. Therefore, this
algorithm must establish an index of access frequency for
all data stored in memory to ensure that a prefetch decision
is made immediately when data are accessed. This solu-
tion quickly adapts to changes in data access patterns and
displays great flexibility. However, in distributed storage
systems that save massive amounts of data, Mithril requires
a large amount of memory to index the data. Moreover,
the scheme does not consider the effect of spatial locality
on data access relevance. The calculation of the correlations
among all data can place a heavy computational burden on
the server.
Tombolo uses a graph-based algorithm by establishing a
one-way edge between data that are successively accessed,
but it uses a substantial block address distance to form
a directed graph. When data are accessed, the nodes that
are reachable from the current node are the candidate
set, thereby determining the prefetched data. However, the
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Fig. 15. I/Os in the MSR proj 0 and rsrch 0 datasets
maintenance of this directed graph is costly, since the access
pattern in the data center is highly random and the access
frequency is high.
The other approach is an offline association mining
algorithm that calculates the correlations among data in
advance. When the data are accessed, the model prefetches
the associated data and puts them in the cache according
to a predetermined prefetching strategy, such as the strate-
gies described by Wildani [20] and Zhu [12]. The method
reported by Zhu calculates the access distance between data
whose access times differ by less than 10%, and the authors
define the distance according to the average access interval
between data. This method explicitly classifies the data but
does not consider the spatial locality and the effect of the
data size on the content of the cache. The method described
by Wildani pre-calculates the access distance based on the
block address, access time offset, and the overall data access
density of the storage system. Subsequently, the algorithm
filters out the data access relationships with large block
address distances and uses the remaining relationship as the
edge, and the data are defined as points so that a complete
subgraph search can be performed. Although the subgraph
searching process is dynamic, the graph is costly to maintain
since it must be precalculated and saved in the memory.
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Fig. 16. Changes in the cache hit rate over time as the number of
accesses to the MSR prxy dataset increases. The cache hit rate of the
LRU is used as the baseline to show the change in the access pattern.
Additionally, the algorithm filters out most of the data that
are located far from the block address. However, based
on our statistical results presented in Section 2.2, existing
relationships between the data have a large block address
distance. Therefore, the block address distance is used to
limit the mining range, which may improve the algorithm
calculation speed, but decrease the accuracy of correlation
mining.
6.3 Discussion
We propose the data correlation mining algorithm CTDGM
in this paper. Unlike the existing algorithms, our algorithm
estimates the access relationships of different granularities
in two steps, which expands the scope of relation mining.
Additionally, the algorithm is designed to clearly define data
that may belong to multiple groups, which solves the across-
group problem described in Section 2.3. Therefore, CTDGM
still provides a high cache hit ratio when the cache space is
small (0.001% of the total data size). Thus, our model can
be applied to environments other than distributed storage
systems, and it even serves as a solution for disk internal
caching.
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We used the offline association mining algorithm be-
cause prefetched data are time-sensitive, particularly in the
block layer. Although the online prefetching models may
not introduce overhead in the I/O critical path since it can
run in the background, the computing time for the groups
may increase when the I/O concurrency is high. Therefore,
the prefetched data may be out of date. However, high-
concurrency scenarios are the optimal scenarios for using
prefetching algorithms.
However, the access number covered by the CTF is
limited. According to our calculations, for a 4 MB cache
transaction, the CTF can cover approximately 4 TB of data
access. The proposed method is superior to the existing
feature extraction method in this regard, and this feature
is acceptable when the access characteristics of the data
are relatively stable. However, as the number of data and
access concurrency in the data center continue to increase,
and for complex business scenarios with multiple users and
multiple applications, the data access features must cover a
larger access space. We postulate that subsequent studies
will be able to expand these features by optimizing the
feature coding method. Additionally, CTDGM exhibits high
processing efficiency and low memory consumption. In the
test environment, the memory consumption of 3 million
visits is less than 1 GB, and the calculation time is less than
40 seconds. Thus, our mining algorithm will continue to run
on the storage node.
7 CONCLUSION
We propose a CTF extraction method for defining the ac-
cess features of the data and a high-correlation-first data
correlation mining method. Compared to existing methods,
our model considers the size of the data in the correlation
analysis, and the relationships between the data are clearly
defined based on the cache. Additionally, using the data
chunking algorithm, our method completely exploits the
temporal and spatial locality features between data. It ad-
dresses the inability of the traditional method to completely
exploit data relationships due to efficiency problems. Using
the MSR dataset, the proposed model displays, on average,
an average 12% increase in the cache hit rate at a small
cache size (0.001% of the total data size) compared with the
existing RDF and OF-based data correlation mining models.
The merged group prefetching model reduces the number
of I/Os by 50% when the cache size is less than 0.008% of
the total data size, thereby increasing the concurrency of the
storage system. We also propose a data feature representa-
tion method based on cache transactions, which provides a
new idea for the data correlation mining algorithm.
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