LES of a swirl-stabilized kerosene spray flame with a multi-component vaporization model and detailed chemistry by Eckel, Georg et al.
Combustion and Flame 0 0 0 (2019) 1–19 
Contents lists available at ScienceDirect 
Combustion and Flame 
journal homepage: www.elsevier.com/locate/combustflame 
LES of a swirl-stabilized kerosene spray ﬂame with a 
multi-component vaporization model and detailed chemistry 
Georg Eckel ∗, Jasper Grohmann , Luca Cantu , Nadja Slavinskaya , Trupti Kathrotia , 
Michael Rachner, Patrick Le Clercq, Wolfgang Meier, Manfred Aigner 
German Aerospace Center (DLR), Institute of Combustion Technology Pfaffenwaldring 38–40, 70569 Stuttgart, Germany 
a r t i c l e i n f o 
Article history: 
Received 30 November 2018 
Revised 25 February 2019 
Accepted 7 May 2019 
Available online xxx 
Keywords: 
Multi-phase LES 
Swirl-stabilized spray ﬂame 
Kerosene combustion 
Multi-component fuel 
Finite-rate chemistry 
a b s t r a c t 
Due to the introduction of alternative aviation fuels, new methods and models are necessary which have 
the capability to predict the performance of combustors dependent on the fuel composition. Towards 
this target, a multi-component vaporization model is coupled to a direct, detailed chemistry solver in the 
context of Eulerian–Lagrangian LES. By means of the computational platform, a lab-scale, swirl-stabilized 
spray ﬂame is computed. The burner exhibits some of the key features of current aero-engine combustors. 
Global features like the measured spray distribution and the position of the reaction zone are well repro- 
duced by the LES. The comparison of droplet size, droplet velocity and liquid volume ﬂux proﬁles with 
experimental data also show a good agreement. However, discrepancies in the temperature proﬁles in 
the central mixing zone exist. The computational results show that evaporation and mixing are the rate- 
controlling steps in the ﬂame zone. In this zone, chemistry can be assumed to be inﬁnitely fast. However, 
other zones exist where ﬁnite rate chemistry effects prevail. For these states, the direct computation of 
the elementary reactions by means of Arrhenius equations and the transport of all individual species are 
beneﬁcial. Furthermore, the ﬁnite rate chemistry approach demonstrates a great potential with respect to 
pollutant formation, as precursors can be directly computed. Additionally, the example of benzene form- 
ing from one speciﬁc chemical class in the fuel suggests that a multi-component description of the liquid 
phase and the evaporation process is required to correctly predict soot emissions. 
© 2019 Deutsches Zentrum f ¨u r Luft- und Raumfahrt e.V. (DLR). Published by Elsevier Inc. on behalf of 
The Combustion Institute. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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u. Introduction 
During the development process of modern combustors,
omputational ﬂuid dynamics (CFD) is increasingly used to com-
lement existing industrial knowledge, conception rules, and
ardware tests. But, as the sub-processes in a combustor, i.e.,
uel atomization, vaporization, mixing and chemical reaction, are
ighly interdependent, complex ﬂow dynamics and combustion
esponses develop. The prediction of these coupled unsteady
henomena is still a challenge for current computer models. With
espect to unsteady ﬂow features and instabilities, the prediction
ccuracy of simulations was enhanced in the last decades by the
ransition from modeling the entire spectrum of turbulent scales
RANS/URANS) to resolving parts of it (LES). LES with detailed
odels for the individual sub-processes show the potential to sup-
ort the understanding of fundamental combustion phenomena.∗ Corresponding author. 
E-mail address: georg.eckel@dlr.de (G. Eckel). 
a
 
a  
ttps://doi.org/10.1016/j.combustﬂame.2019.05.011 
010-2180/© 2019 Deutsches Zentrum f ¨u r Luft- und Raumfahrt e.V. (DLR). Published by E
nder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) ecently, new challenges have arisen due to the introduction of
etroleum- based, synthetic and biomass-based alternative fuels
1–3] . Since the ﬁrst jet engines, the design of combustors has
elied on experiences with petroleum-based fuels. Therefore, new
ethods and models are necessary having the capability to predict
he performance and emissions of combustors accounting also for
uel composition effects [4] . With this target in mind, the coupling
f a multi-component vaporization model with a direct, detailed
as phase chemistry solver is presented in this paper. By means
f the in-house developed computational platform, a lab-scale,
wirl-stabilized spray burner is simulated. The burner exhibits
ome of the key features of current aero-engine combustors. This
nvolves a high complexity due to the fact that a multi-component
uel is introduced via a hybrid fuel injector with a complicated
tomization pattern into a complex ﬂow with signiﬁcant heat loss
t the conﬁnements. Accurate predictions of such complex systems
re very challenging. 
Jet fuels are composed of hundreds of species, e.g., Wahl
nd Kapernaum [5] identiﬁed 410 different species in Jet A-1 bylsevier Inc. on behalf of The Combustion Institute. This is an open access article 
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 means of a gas chromatograph coupled to a mass spectrometer
(GC-MS). Several models can be found in the literature which
aim at reducing the number of variables and hence the computa-
tional expenses [6] . In the so-called surrogate models, the fuel is
represented by one or a few surrogate species. In the early days
of combustion simulation, researchers tried to incorporate both
physical and chemical properties into a single component surro-
gate, e.g., n-decane ( C 10 H 22 ) represented Jet A-1 in the aerospace
industry [6] . Instead of using a single n-alkane species, Rachner
et al. [7] proposed a single component surrogate exhibiting the
average properties of real multi-component Jet A-1 based on an
extensive literature study [8] . Numerical results obtained with
this single-component surrogate and experimental data were in
good agreement concerning global features of evaporation, mixing
[7] and combustion [9] . However, using single-component surro-
gates, the difference in volatility of the various species in real fuel
blends cannot be accounted for. Therefore, Edwards and Maurice
[10] recommended a multi-component surrogate, which reﬂects
the important chemical classes and the distillation curve. Jet fuels
are mainly composed of n-alkanes, iso-alkanes, cyclo-alkanes and
aromatics [11] . Ideally, a multi-component surrogate should mimic
physical properties (e.g., density, viscosity, surface tension, thermal
conductivity), which are important for atomization, dispersion
and vaporization, as well as chemical properties (e.g., laminar
ﬂame speed, ignition delay time, adiabatic ﬂame temperature and
chemical-class composition), which are important for chemical
reaction kinetics, i.e., ignition, combustion and pollutant emis-
sions. However, Violi et al. [12] and Kim et al. [13,14] show the
diﬃculties in optimizing a multi-component surrogate with a
small amount of surrogate species to match all of the physical
and chemical properties of conventional and alternative jet fuels.
Tamim and Hallett [15] as well as Hallett [16] proposed an alterna-
tive, in which the composition of mixtures with a large number of
components is described by means of distribution functions. The
number of variables is reduced to a few distribution parameters
while the entire spectrum from light to heavier components in
the mixture is considered. By means of this model, Le Clercq
and Bellan [17,18] performed direct numerical simulations of the
evaporation of gasoline, diesel and three types of kerosene (Jet A,
RP-1, JP-7) in gaseous mixing layers laden with liquid drops. The
results show that the thermo-physical properties and hence vapor-
ization can be accurately described while the computational costs
are kept at reasonable levels. Furthermore, the optimization of
the multi-component surrogate can exclusively focus on chemical
properties. Consequently, the Large Eddy Simulations presented in
this paper follow the same modeling approach for vaporization. 
The vaporization of complex mixtures also poses challenges
to the computation of chemical reactions. Most acceleration
techniques for the computation of the chemical reactions rely
on look-up tables which consist of solutions for pre-computed
laminar ﬂames, e.g., Flamelet Generated Manifolds (FGM). Even in
sophisticated versions, which account for the combustion regime
[19] and spray evaporation [20] , the tabulation is based on a
constant fuel composition reacting with the oxidizer. However,
the differences in volatility of the individual species in complex
fuel mixtures lead to non-constant, time- and space-varying fuel
compositions in the gas phase. This is a serious challenge for
tabulation techniques. As a consequence, several research groups
are working on reaction mechanisms for real fuel chemistry
[21–23] and their inclusion into LES codes [24–28] . In the work at
hand, the chemical reactions are directly calculated by a ﬁnite-rate
chemistry (FRC) approach during run-time. In the FRC model,
the rate constants are directly determined from the Arrhenius
laws based on the local composition. Unfortunately, this comes
along with the necessity of solving a transport equation for each
species. In the following Section 2 , the computational platform and the
nderlying equations will be presented in more detail. First of all,
ection 2.1 introduces the detailed chemistry solver. Subsequently,
he Lagrangian solver for the liquid phase and the coupling of the
ulti-component vaporization model with the detailed chemistry
olver will be explained ( Section 2.2 ). Thereafter, the test case
nd the numerical setup will be introduced ( Section 3 ) before the
esults will be reported ( Section 4 ). The paper ﬁnishes with the
ain ﬁndings and some concluding remarks ( Section 5 ). 
. Computational platform 
After the bulk liquid is atomized, the physical system consists
f discrete liquid droplets with a spectrum of diameters being
ispersed in a turbulent, continuous gaseous phase. Due to the
ery large number of droplets, resolving the detailed evolution
f the gas-liquid interfaces as well as the ﬂow on both sides
f the interfaces will not be feasible in the foreseeable future.
herefore, within this paper, the gaseous phase is calculated by
 ﬁnite volume solver in the Eulerian reference frame while the
iquid phase is computed by means of Lagrangian particle tracking
sing a point source approximation. In the latter, droplets are
ssumed to be mathematical points providing point sources and
oint forces to the gas ﬁeld. This comes along with shortcomings
n the dense spray region. In thermal turbomachinery however,
he dense spray region is conﬁned to a small area close to the
uel injector so that a dilute spray prevails in the major part of
he combustion chamber [29] . Data are exchanged online between
oth solvers via an iterative two-way-coupling procedure. 
.1. Gas ﬂow solver 
The ﬂow in the gaseous phase is computed by the ﬁnite-volume
olver THETA. Unstructured dual grids allow for the simulation
f ﬂows in and around complex geometries. In combination
ith a second-order Crank–Nicolson time discretization scheme,
 low-dissipation low-dispersion central second-order scheme
30] is used to calculate the convective and diffusive ﬂuxes. The
ressure-velocity coupling is based on a projection method. The
GMRES method preconditioned by a single multigrid V-cycle and
he BiCGStab method with Jacobi preconditioning are applied to
olve the Poisson equation for the pressure correction and the
ther transport equations, respectively [30] . 
.1.1. Gas phase equations 
Large Eddy Simulations (LES) depend on a scale separation
pproach, i.e., large scales are separated from the small ones by
 ﬁltering operation. Filtering the conservation equation for mass,
omentum, enthalpy and species mass results in: 
∂ ρ¯g 
∂t 
+ ∂ 
∂x i 
( ¯ρg ˜  ui ) = S¯ d ρ (1)
∂ 
∂t 
( ¯ρg ˜  ui ) + 
∂ 
∂x j 
( ¯ρg ˜  ui ˜  uj ) −
∂ 
∂x j 
(
τ¯i j − ρ¯g 
(˜ u i u j − ˜ ui ˜  uj ))
= − ∂ p¯ 
∂x i 
+ ρ¯g f i + S¯ d ρu (2)
∂ 
∂t 
( ¯ρg ˜  h ) + ∂ 
∂x i 
( ¯ρg ˜  ui ˜  h ) + 
∂ 
∂x i 
(
q¯ i − ρ¯g 
(˜ u i h − ˜ ui ˜  h ) ))
= d ¯p 
dt 
+ ρ¯g f i ˜  ui + S¯ d h (3)
∂ 
∂t 
( ¯ρg ˜  Y α) + ∂ 
∂x i 
( ¯ρg ˜  ui ˜  Y α) + 
∂ 
∂x i 
(
j¯ αi − ρ¯g 
(˜ u i Y α − ˜ ui ˜  Y α) ))
= S¯ Y α + S¯ d Y α (4)
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t  with the ﬁltered source terms S¯ d ρ, S¯ 
d 
ρu , S¯ 
d 
h 
, and S¯ d 
Y α
due to the
resence of the liquid droplets. The speciﬁc enthalpy of a gas mix-
ure h is deﬁned as: 
 = 
N sp ∑ 
α=1 
h αY α with h α = h 0 f,α + 
∫ T 
T 0 
c p,αdT (5)
n Eq. (5) , h 0 
f,α
and c p, α represent the heat of formation and the
peciﬁc isobaric heat capacity of species α, respectively. Within
his study, it is assumed that only thermal conduction (Fourier’s
aw) and energy ﬂuxes due to species diffusion contribute to the
ltered energy ﬂux q¯ i in Eq. (3) , while radiation is neglected.
he WALE (Wall-Adapting Local Eddy-viscosity) model [31,32] is
pplied to determine the unresolved sub-grid Reynolds stresses
¯g 
(˜ u i u j − ˜ ui ˜  uj ). The unresolved scalar ﬂuxes ρ¯g (˜ u i φ − ˜ ui ˜  φ) with
= h, Y 1 , . . . , Y sp−1 are calculated by means of the widely-used gra-
ient diffusion hypothesis in analogy to the resolved scalar ﬂuxes,
.e. the main scalar gradient drives the scalar transport. A formula-
ion based on Fick’s law approximates the ﬁltered species diffusion
uxes j¯ αi . Differential diffusion was neglected, i.e., it was assumed
hat Le = 1 . 
.1.2. Chemical reactions 
The conversion of a reactant M α into a product by a reaction r
s described by [33] : 
N sp 
 
α
ν ′ α,r M α
k f,r 

k b,r 
N sp ∑ 
α
ν ′′ α,r M α (6) 
′ 
α,r and ν
′′ 
α,r represent the stoichiometric coeﬃcient of species α
n the reactant side and the product side, respectively. The mod-
ﬁed Arrhenius equation determines the forward and backward
eaction rate k f,r and k b,r [33] : 
 r = A r T b r exp 
(
−E a,r R T 
)
(7)
n the pre-exponential factor, A r and b r are a constant and the
emperature exponent, respectively. E a,r represents the activation
nergy of the reaction r . By summing over all reactions in the
hemical reaction mechanism and introducing the concentra-
ion [ M α] of species M α, the unﬁltered source term on the
ight hand side of the equation for mass conservation of species
= 1 , . . . , N sp − 1 can be calculated [33] : 
 α = M α
N r ∑ 
r=1 
( (
ν ′′ α,r − ν ′ α,r 
)( 
k f 
N sp −1 ∏ 
β=1 
[ M α] ν
′ 
β,r − k b 
N sp −1 ∏ 
β=1 
[ M α] ν
′′ 
β,r 
) )
(8) 
The ﬁnite-rate chemistry model (FRC) used within this work
elies on a direct computation of these terms. This requires solving
dditional transport equations for all species in the chemical
eaction mechanism except for the last one, which is given by
 N sp 
α=1 Y α = 1 . The ideal gas law for a gaseous mixture is used to
etermine the gas density ρg : 
g = p g R T g 
∑ N sp 
α=1 (Y α/M α) 
(9) 
o account for the unresolved turbulent ﬂuctuations in the sub-
rid scale, an assumed probability density function approach is
sed to compute the ﬁltered chemical source term S¯ α . Therefore,
wo additional transport equation for the sub-grid scale tempera-
ure variance and the sum of the sub-grid scale species variances
re solved, assuming that the temperature and the species follow
 clipped Gaussian PDF and a multivariate β-PDF, respectively
34] . In total, the entire set comprises N sp + 6 transport equationshich are directly solved. The chemical surrogate for the vapor-
zed fuel consists of four species, i.e., one representative species
or each of the most important chemical classes. N-dodecane
 C 12 H 26 ), iso-octane ( C 8 H 18 ), cyclo-hexane ( C 6 H 12 ) and toluene
 C 7 H 8 ) represent the n-alkanes, iso-alkanes, cyclo-alkanes and
romatics, respectively. In total, the detailed skeletal chemical
eaction mechanism for Jet A-1, used within this paper, involves
 sp = 80 species and a set of N r = 464 elementary reactions. It is
ased on the kerosene mechanism of Slavinskaya et al. [35] with
dditional sub-mechanisms for the formation of thermal NO and
H ∗ from Smith et al. [36] and Kathrotia [37] , respectively. The
hemistry is solved by a fully implicit scheme which is fully
oupled with the ﬂuid motion. The source terms are linearized
sing an analytic expression of the Jacobian [34] . 
.2. Liquid phase solver 
The DLR in-house Lagrangian particle tracking code SPRAYSIM
olves the coupled ordinary differential equations (ODEs) for the
ocation, velocity, diameter, composition, and temperature of the
ispersed liquid phase. It relies on the widely-used point source
pproximation. 
.2.1. Droplet dispersion 
The droplet dispersion is calculated by the following ODEs for
he droplet location, velocity and diameter: 
d  xp 
dt 
=  up (10) 
d  up 
dt 
= 3 
4 
c d 
d p 
ρg 
ρl 
|  ug −  up | · (  ug −  up ) + 
(
1 − ρg 
ρl 
)

 g (11) 
d(d p ) 
dt 
= −d p 
3 
1 
ρl 
dρl 
dt 
− 2 
ρl 
˙ m v ap 
πd 2 p 
(12) 
n Eq. (11) only the most important accelerations acting on the
article are considered, i.e., the acceleration due to drag (ﬁrst term
n the RHS) and gravity (second term on the RHS). The indices g
nd l stand for gas and liquid, respectively. The change in droplet
iameter d p ( Eq. (12) ) can be inferred from mass conservation.
he inﬂuence of the unresolved (sub-grid scale) turbulent ﬂuc-
uations on the droplet dispersion is modeled by an anisotropic
ariant of the stochastic dispersion model of Bini and Jones [38] .
roplet-droplet interactions are neglected. Relying on the point
ource approximation, the ﬁltered spray source terms in the gas
hase equations ( Eq. (1) –(4) ) are computed following the approach
resented in [39] . Droplet break-up was modeled by the cascade
tomization and drop breakup (CAB) model of Tanner [40] in
onjunction with the droplet deformation law of Schmehl [41] and
rag formulae from Clift and Grace [42] . 
.2.2. Vaporization model 
The vaporization model used for the study at hand is based on
he uniform temperature model of Abramzon and Sirignano [43] in
ombination with the continuous thermodynamics model (CTM)
f Doué [44] , which is based on the work of Tamim and Hallett
15,16] . It approximates the large number of species in a complex
ixture by a continuous description via distribution functions. The
omposition of the Jet A-1 burned in the experiment was deter-
ined by GCxGC chromatography. According to their molecular
tructure, the components ranging from C 6 to C 17 were grouped
nto four chemical classes (n-alkanes, iso-alkanes, cyclo-alkanes,
nd aromatics). Figure 1 shows the chemical composition of the
uel as measured by the GCxGC system (bars) and the approxi-
ation by the PDFs (lines). The coupling of fuel vapor species to
he chemical surrogate in the gas ﬁeld CFD code is established by
4 G. Eckel, J. Grohmann and L. Cantu et al. / Combustion and Flame 0 0 0 (2019) 1–19 
Fig. 1. Discrete species distribution from the GCxGC measurement (bars) and the 
approximation by the continuous thermodynamics model (lines). 
Table 1 
Coupling between fuel vapor species and species in the gas phase reaction mecha- 
nism. 
Fuel vapor species family Assigned gaseous species in the 
reaction mechanism 
n-alkanes n-dodecane 
Iso-alkanes Iso-octane 
Cyclo-alkanes Cyclo-hexane 
Mono-aromatics Toluene 
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Eassigning one equivalent gaseous species for each family according
to Table 1 . The continuous thermodynamics model (CTM) can be
applied with different distribution parameters, e.g., molar mass,
carbon atom number or normal boiling point, depending on ac-
curacy and availability of experimental data. In the following, the
concept will be brieﬂy explained based on the molar mass. The
total molar mass X j of a family j results from the sum over the
molar masses X i of species i contained in j : 
X j = 
∑ 
i ∈ j 
X i (13)
Vice versa, the molar mass of an individual species is obtained
from the distribution function f j by: 
X i = X j f j (I)I ≈ X j f j (I) dI (14)
The distribution function of each family needs to follow the
normalization condition 
∫ ∞ 
0 f j (I) dI = 1 . In the work at hand, each
chemical class is represented by a -PDF [45] : 
f j (I) = 
(
I − γ j 
)α j −1 
β
α j 
j 
(α j ) 
e 
I−γ j 
β j (15)
with the origin of the PDF γ j as well as the parameters αj and
β j describing the shape of the distribution. ( αj ) represents the
-function given by: 
(α j ) = 
∫ ∞ 
0 
t α j −1 e −t dt (16)
The mean θ j , the second moment ψ j and the variance σ
2 
j 
are
related to the distribution parameters αj , β j and γ j by: 
θ j = α j β j + γ j 
σ 2 j = α j β2 j (17)
ψ j = θ2 j + σ 2 j 
A drawback of presuming a distribution function is that the basic
shape is a priori ﬁxed and cannot change during run-time. Alter-
natively, the PDF can be described by a Fourier series as shown by
Doué [46] and Le Clercq et al. [47] allowing for complexly shapedDFs. This is especially advantageous in case of condensation. Un-
ortunately, the description by Fourier series is prone to oscillations
ending to under- and overshoot the mole or mass fraction bound-
ries of [0; 1]. Due to this fact and due to lower computational
osts (3–6 Fourier coeﬃcients needed in the Fourier approach), the
resumed PDF approach was preferred within the work at hand. 
It can be shown [48] that the vaporizing mass ﬂow rate and
he change in composition of family j follow the same equations
s derived for discrete species [43] replacing the index i for the
pecies by j for the family: 
˙ 
 v ap = πd p Sh ρg D ln ( 1 + B M ) (18)
ith 
 M = 
Y S 
j 
− Y ∞ 
j 
ζ j − Y S j 
= 
∑ N S 
j 
j=1 Y 
S 
j 
−∑ N ∞ j 
j=1 Y 
∞ 
j 
1 −∑ N S j 
j=1 Y 
S 
j 
(19)
nd 
j = 
∑ 
i ∈ j 
ζi = 
˙ m j, v ap 
˙ m v ap 
= 
Y S 
j ( 1 + B M ) − Y ∞ j 
B M 
(20)
he change in composition of family j is given by: 
dY j,l 
dt 
= 6 ˙ m v ap 
ρl πd 
3 
p 
(
Y j,l − ζ j 
)
(21)
he species distribution can be computed by means of the mass
ractions of the N j families and the ODEs for the ﬁrst and second
oments given by [48] : 
dθ j,l 
dt 
= 6 ˙ m v ap 
ρl πd 
3 
p 
M¯ j,l 
Y j,l B M 
( 
Y ∞ 
j,g 
(
θ∞ 
j,g 
− θ j,l 
)
M¯ ∞ 
j,g 
−
Y S 
j,g 
(
θ S 
j,g 
− θ j,l 
)
M¯ S 
j,g 
( 1 + B M ) 
) 
(22)
dψ j,l 
dt 
= 6 ˙ m v ap 
ρl πd 
3 
p 
M¯ j,l 
Y j,l B M 
( 
Y ∞ 
j,g 
(
ψ ∞ 
j,g 
−ψ j,l 
)
M¯ ∞ 
j,g 
−
Y S 
j,g 
(
ψ S 
j,g 
−ψ j,l 
)
M¯ S 
j,g 
( 1 + B M ) 
) 
(23)
he change in droplet temperature for the mixture yields: 
dT p 
dt 
= − 1 
c p l 
6 ˙ m v ap 
ρl πd 
3 
p 
∑ 
j 
( 
ˆ h v ap j −
ˆ cp j 
(
T ∞ g − T S g 
)
B T 
) 
(24)
n Eq. (24) , the speciﬁc heat of evaporation and the spe-
iﬁc isobaric heat capacities are replaced by their molar
DF-representation h v ap i = H v ap i (T l , I i ) /M j (I i ) and c p i =
 p i (T re f , I i ) /M j (I i ) and the following abbreviations are brought in: 
ˆ h v ap j = 
∑ 
i ∈ j 
(
X S 
j,g 
f S 
j,g 
(I i )(1 + B M ) 
M¯ S g B M 
−
X ∞ 
j,g 
f ∞ 
j,g 
(I i ) 
M¯ ∞ g B M 
)
H v ap j (T l , I i )I i
≈
∫ ∞ 
γ j 
(
X S 
j,g 
f S 
j,g 
(I)(1 + B M ) 
M¯ S g B M 
−
X ∞ 
j,g 
f ∞ 
j,g 
(I) 
M¯ ∞ g B M 
)
H v ap j (T l , I) dI 
(25)
ˆ p j = 
∑ 
i ∈ j 
(
X S 
j,g 
f S 
j,g 
(I i )(1 + B M ) 
M¯ S g B M 
−
X ∞ 
j,g 
f ∞ 
j,g 
(I i ) 
M¯ ∞ g B M 
)
C p j (T re f , I i )I i 
≈
∫ ∞ 
γ j 
(
X S 
j,g 
f S 
j,g 
(I)(1 + B M ) 
M¯ S g B M 
−
X ∞ 
j,g 
f ∞ 
j,g 
(I) 
M¯ ∞ g B M 
)
C p j (T re f , I) dI (26)
n the equations derived above, several physical properties are
eeded in a continuous form. The correlations are taken from
ckel [48] . 
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Fig. 2. Sketch of the pre-ﬁlming airblast atomizer. 
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Table 2 
Boundary conditions of the experiment at baseline conditions. 
Fuel Jet A-1 
Liquid temperature T liq [ K ] 303 
Fuel mass ﬂow rate ˙ m f uel [ g / h ] 850 
Oxidizer Air 
Air pressure p air [ bar ] 1.0 
Air temperature T air [ K ] 323 
Air mass ﬂow rate ˙ m air [ g / s ] 4.31 
Geom. swirl numbers S inner / S outer [ −] 1.17 / 1.22 
Global equivalence ratio φ [ − ] 0.8 
Thermal power P thermal [kW] 10.2 
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v  The unresolved (sub-grid scale) turbulent ﬂuctuations around
he droplet result in an enhanced mixing and an increase in
he heat and mass transfer, which is only partly covered by the
ub-grid scale model for droplet dispersion. Therefore, the Nusselt
nd Sherwood numbers are additionally corrected by empirical
orrelations from Clift et al. [42 , pp. 266–271]. 
. Test case description and numerical setup 
The generic swirl-stabilized spray burner with a pre-ﬁlming air-
last atomizer was experimentally investigated by Grohmann et al.
49,50] . The spray was generated by a pre-ﬁlming airblast atomizer
hat is schematically shown in Fig. 2 . Air at 323 K was supplied
rom a plenum to two swirlers that generate co-rotating ﬂows in
he inner and outer nozzle vanes. Fuel was sprayed onto the inner
urface of the nozzle by a pressure-swirl atomizer (Schlick Mod.
21) which produced a hollow cone spray. The fuel ﬁlm was trans-
orted by the air ﬂow to the atomizer lip where it was re-atomized
nd injected into the combustion chamber. The diameters of the
nner and outer nozzle were 8 and 11.6 mm, respectively. The
ertically standing combustion chamber had a cross section of
5 ×85 mm and a height of 169 mm. Four quartz plates provided
ptical access to the ﬂame for the application of optical and
aser-based measurement techniques. The top plate was equippedFig. 3. Computational grid for the swith a round exit port (Ø = 40 mm) for the exhaust gas. The cold
as ﬂow ﬁeld was measured by Particle Image Velocimetry (PIV).
hase Doppler Anemometry (PDA) and a Mie-scattering technique
ere applied to determine the spray characteristics. The reactive
ase was qualitatively characterized by CH ∗-Chemiluminescence.
urthermore, temperature measurements were performed applying
oherent Anti-Stokes Raman Scattering (CARS) spectroscopy. For
his paper, the baseline condition listed in Table 2 was simulated. 
.1. Discretization 
The computational domain shown in Fig. 3 comprises the
ombustion chamber and the air supply system including both
wirlers. Due to its complexity, the geometry is discretized by a
ully unstructured tetrahedral mesh. The grid is reﬁned in near
all regions as well as within the swirler vanes, the mixing zone
nd in the vicinity of the ﬂame. The location of the reﬁnement
egions is based on the ratio between turbulent and molecular
iscosity determined in non-reacting preliminary investigations.irl-stabilized burner test case. 
6 G. Eckel, J. Grohmann and L. Cantu et al. / Combustion and Flame 0 0 0 (2019) 1–19 
Fig. 4. Instantaneous and time-averaged mean z-velocity ﬁeld predicted by the LES as well as time-averaged PIV data in the center plane (a-c) and in a horizontal plane at 
z = 0.015 m (d-e) of the non-reacting single phase ﬂow. 
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80.7 million tetrahedra. 
3.2. Wall boundary conditions 
The wall temperatures were experimentally determined by
phosphor thermometry [51] . On the bottom plate of the com-
bustion chamber the temperatures are set to a constant value of
717, 901 and 831 K in the central part, the glowing ring and the
corners of the bottom plate according to the measured temper-
atures in these zones, respectively. The side windows are set to
a constant temperature of 1205 K being the average temperature
of 36 measurement positions (10–120 mm above the burner). All
other walls, e.g., within the swirler vanes, the plenum and the
outlet, are assumed to be adiabatic. 
3.3. Droplet starting conditions 
The starting conditions for the droplets are derived from PDA
measurements. As measurements close to atomizers are diﬃcult
due to the dense spray as well as non-spherical droplets and
ligaments [52] , the PDA sampling volumes were located 15 mm
downstream of the nozzle. However, the simulation requires
droplet starting conditions close to the nozzle exit as the heat-up
of the spray (e.g., along these 15 mm) strongly inﬂuences the po-
sition of the reaction zone. Therefore, using the intercept theorem,
the measured proﬁles are projected to an annular area 1.5 mm
above the pre-ﬁlmer lip with an inner and outer diameter of 7
and 9 mm, respectively. Within this area, the starting positionsf the droplets are randomly generated. An automated ﬁtting
outine determines the optimum size distribution based on the
haracteristic diameters for each starting location. This results in
 combination of modiﬁed log-Rosin-Rammler and root-normal
istributions at smaller radii and log-Rosin-Rammler distributions
owards larger radii of the annular area. As PDA measurements of
he absolute mass ﬂow rate have high uncertainties [52] , the local
ass ﬂow rate is determined by using the relative information
btained by PDA in conjunction with the total mass ﬂow rate
upplied by the mass ﬂow controller. 
. Results 
.1. Flow features of the non-reacting single-phase ﬂow 
Figure 4 shows the instantaneous and time-averaged (162.5 ms)
ow ﬁeld of the cold single-phase ﬂow. It can be seen from Fig. 4 a
hat a highly unsteady turbulent ﬂow is present in the combustion
hamber. The air exits the nozzle with a high velocity, which
nduces the generation and shedding of small vortices from the
harp edges. A time-average of the velocity data reveals large
integral scale) ﬂow recirculations ( Fig. 4 b). A small central re-
irculation zone forms close to the nozzle exit ( −10 mm < y <
0 mm, 0 mm < z < 20 mm). The swirling ﬂow leads to a radial
ressure gradient with a low pressure region towards the axis [53] .
he expansion after the nozzle causes a decay of the tangential
elocity equalizing the radial pressure proﬁle. As a consequence,
 negative axial pressure gradient builds up close to the z-axis
esulting in a ﬂow reversal. Due to the conﬁnement and driven
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Fig. 5. Time-averaged mean velocity proﬁles in the center plane at different downstream positions: LES (blue lines) and experimental data (black squares). (For interpretation 
of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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s  y the high momentum air, two pairs of counter-rotating external
ecirculations establish close to the walls. The low pressure zone
lose to the central z-axis described before supports the backﬂow
owards the nozzle. Figure 4 c depicts experimental data taken by
IV. The agreement of the qualitative ﬂow features between the
IV measurements and the LES prediction in Fig. 4 b is excellent.
he asymmetry in both the simulated and measured time-averaged
ow ﬁeld is due to the swirl and the change from a circular cross-
ection of the nozzle to a quadratic cross-section of the vitreous
ombustion chamber, as can be seen from the z-velocity ﬁeld in a
ross-section 15 mm downstream of the nozzle ( Fig. 4 d, c). 
.2. Velocity proﬁles of the non-reacting single-phase ﬂow 
To assess the accuracy of the LES computations with respect
o the non-reacting single-phase ﬂow, the numerical results are
uantitatively compared with the PIV measurements at differentownstream positions from the swirler exit plane. The time-
veraged mean velocity proﬁles ( x , y , and z -direction) in planes
–50 mm downstream of the nozzle exit plane are depicted in
ig. 5 . The time-averaged velocity ﬂuctuations in the same planes
re given in Fig. 6 . The blue lines refer to the LES predictions while
he black squares represent the experimental PIV data. Except for a
light overshoot in the prediction of the maximum and minimum
 - and z -velocity at z = 0.005 m, an overall excellent agreement
an be observed. The negligible deviations are well within the
emporal and spatial accuracy of the measurement system. It
s noteworthy that not only the mean quantities but also the
uctuations are remarkably well reproduced. 
.3. Overall characteristics of the reacting multi-phase ﬂow 
Figure 7 illustrates the combustion of Jet A-1 in the swirl-
tabilized spray burner. The fuel droplets, launched above the
8 G. Eckel, J. Grohmann and L. Cantu et al. / Combustion and Flame 0 0 0 (2019) 1–19 
Fig. 6. Time-averaged velocity ﬂuctuations (RMS) proﬁles in the center plane at different downstream positions: LES (blue lines) and experimental data (black squares). 
Remark: The RMS values are positive without exception, the proﬁles were shifted for the sake of visualization. (For interpretation of the references to color in this ﬁgure 
legend, the reader is referred to the web version of this article.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
s  
t  
(  
t  
v  
c  
a  
c  
g  
a  
c  
z  
i  
t  
v  
spre-ﬁlmer lip, disperse in the combustion chamber while in-
teracting with the turbulent eddies. During the dispersion, the
surrounding hot gases heat up the droplets until they start to
evaporate. As soon as the fuel is evaporated, it mixes and reacts
with the oxygen in the air. A highly wrinkled ﬂame forms touching
the side windows of the combustion chamber. 
4.4. Flow and temperature ﬁelds of the reacting multi-phase ﬂow 
As the air mass ﬂow rate is equivalent to the one in Section 4.1 ,
the reacting multi-phase ﬂow shows strong similarities to the cold
single-phase ﬂow. The ﬂow displays a large spectrum of coherent
structures and turbulent scales (see Fig. 8 ). Small vortices are evi-
dent in the instantaneous snapshot ( Fig. 8 a) while the time average
(32.5 ms, Fig. 8 b) reveals large (integral scale) ﬂow recirculations,
which are induced by the swirling high-velocity stream coming
from the nozzle. The asymmetry in Fig. 8 b is partly due to thewirl and the change from a circular cross-section of the nozzle
o a quadratic cross-section of the vitreous combustion chamber
as explained in Section 4.1 ). However, it is also partly attributed
o the fact that the simulation is not yet statistically fully con-
erged in the low speed downstream regions. Due to the immense
omputational costs of the reacting case, the period for the time-
veraging is a factor of 5 shorter than the one in the non-reacting
ase. The temperature ﬁeld ( Fig. 9 ) exhibits a high temperature re-
ion ( T > 1600 K ) within the lower external recirculation zones and
 low temperature region (T < 800 K) in the swirling air stream
oming from the nozzle. In the large downstream recirculation
ones, the temperature reaches 140 0–150 0 K. In the central mix-
ng zone, temperatures range from 800 to 1400 K. Furthermore,
he cooling (due to the isothermal boundary conditions) in the
icinity of the conﬁnements is visible, i.e., T ≈ 1200 K close to
ide windows and 900 K < T < 1000 K close to the bottom plate. 
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Fig. 7. Spray combustion in the swirl-stabilized spray burner. 
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ﬁA closer look at Fig. 8 a reveals a regular ﬂow pattern in the
icinity of the nozzle. As explained in Section 4.1 , the swirl (see
ed spots with high velocities near the nozzle) leads to a static
ressure drop close to the central z-axis resulting in a toroidal
ow reversal (see vortices in the central recirculation near the
ozzle) sucking hot gases back. This so-called precessing vortex
ore (PVC) is visualized in Fig. 10 a. The PVC extends to roughly 2
urner exit diameters from the nozzle exit plane where the vortex
tarts to break down. The Fourier transformation of the relative
ressure signal at a monitor point located within the PVC indicates
hat the PVC rotates with a frequency of 4180 Hz (see Fig. 10 b).
esides the distinct peak at 4180 Hz, a ﬁrst higher harmonic at
360 Hz is also visible. 
.5. Droplet distribution and vaporization 
Figure 11 shows an instantaneous snapshot of the spray dis-
ribution in the center plane of the combustion chamber. On theig. 8. Calculated streamlines and velocity magnitude in the center plane of the reacting
gure, the reader is referred to the web version of this article.) eft, the instantaneous (coloured “speckles”) and time-averaged
contour lines) experimental data obtained by evaluating the Mie
cattering on the droplets is depicted. On the right, the instanta-
eous volume faction predicted by the LES is displayed. Although
 one to one comparison of instantaneous data is not advisable,
ig. 11 gives an impression of the qualitatively good agreement
etween simulation and experiment. However, the droplet tra-
ectories in the LES seem to have a slightly steeper angle than
he ones observed in the experiment. Besides, the experiments
howed that some of the droplets impinge the side windows of
he combustion chamber. In the simulation, these droplets un-
ergo a perfectly elastic reﬂection without any proper droplet-wall
nteraction model. As only 3.9% of the injected liquid mass hits
he side windows in the simulation, an inﬂuence is expected to
e minor but cannot be excluded. Figure 12 illustrates evaporation
elated proﬁles over the axial distance from the nozzle. Each point
eﬂects a registration plane orthogonal to the main ﬂow direction
 z -axis). Within the ﬁrst 0.05 m, the droplets experience the hot
ombustion zone. The droplet temperature (mass-averaged over
ach registration plane) rapidly rises from 300 to 450 K ( Fig. 12 a).
n this region, 95 mass-% of the fuel evaporates ( Fig. 12 b). The
ean molar masses of the fuel families rise as the components
ith shorter chain lengths evaporate more and more ( Fig. 12 c). At
he same time, the PDF distributions become narrower ( Fig. 12 d).
he mass ﬂuxes through the registration planes of the four fuel
amilies ( Fig. 12 e) indicate that the cyclo-alkanes evaporate ﬁrst,
ollowed by the iso-alkanes, the n-alkanes and the aromatics. It
s explained by looking at the vapor pressure of the four fuel
amilies as a function of temperature ( Fig. 12 f). The cyclo-alkane
amily exhibits the highest vapor pressure, followed by the iso-
lkane family, the n-alkanes and the aromatics. Here, it should
e remarked that the vapor pressure is depicted for an entire
amily. It depends not only on the physical properties for a spe-
iﬁc molecular structure but also on the chain length. For the
peciﬁc composition of Fig. 1 for example, the cyclo-alkanes hold
he molecules with the shortest chain length, i.e., lowest molar
ass. This leads to the highest vapor pressure. On the contrary,
he lowest vapor pressure is observed for the mono-aromatics,
espite the fact that they exhibit similar chain lengths. In this
ase, the different molecular structures lead to differences in
olatility.  swirl-stabilized spray burner. (For interpretation of the references to color in this 
10 G. Eckel, J. Grohmann and L. Cantu et al. / Combustion and Flame 0 0 0 (2019) 1–19 
Fig. 9. Calculated temperature ﬁeld in the center plane of the reacting swirl-stabilized spray burner. 
Fig. 10. Precessing vortex core computed by the simulation. 
Fig. 11. Experimental (left) and numerical instantaneous spray distribution (right), 
contour lines represent a time-average of the experimental data. 
4
 
c  
b  
s  
i  
c  
i  
[
Z  
I  
e  s  .6. Mixing and ﬂame stabilization 
Flame stabilization is a central design criterion for combustion
hambers in aero-engines as a stable and safe operation has to
e guaranteed at any operating point. To understand the ﬂame
tabilization in the lab-scale swirl-stabilized spray burner, it it
mportant to analyze, in addition to the vaporization of the fuel
omponents, also the mixing of these components with the oxygen
n the air. Therefore, the mixture fraction deﬁnition by Bilger et al.
54] is introduced: 
 = 
2 Y C 
M C 
+ 1 
2 
Y H 
M H 
+ Y O,ox −Y O 
M O 
2 
Y C, f uel 
M C 
+ 1 
2 
Y H, f uel 
M H 
+ Y O,ox 
M O 
(27)
t is based on the elemental mass fractions Y C , Y H and Y O of the
lements C, H , and O , respectively. Z amounts to Z = 1 in the fuel
tream (subscript fuel) and Z = 0 in the oxidizer stream (subscript
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Fig. 12. Evaporation related proﬁles over the axial distance from the nozzle in the reacting swirl-stabilized spray burner (a–e). Vapor pressure of the individual fuel families 
for the Jet A-1 composition shown in Fig. 1 as a function of temperature (f). 
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Fig. 13. Instantaneous temperature ﬁeld (grey scale contour plot) and mixture frac- 
tion (colored lines). (For interpretation of the references to color in this ﬁgure, the 
reader is referred to the web version of this article.) 
 
 
 
 
 
 
 
 x). The stoichiometric value is given by: 
 st = 
Y O,ox 
M O 
2 
Y C, f uel 
M C 
+ 1 
2 
Y H, f uel 
M H 
+ Y O,ox 
M O 
(28) 
or the investigated condition, the stoichiometric mixture frac-
ion in the swirl-stabilized spray burner yields Z st = 0 . 0635 . The
ixture fraction Z is a scalar, which varies due to evaporation, dif-
usion, and convection, not because of reaction or heat extraction.
igure 13 displays the instantaneous temperature ﬁeld (grey scale
ontours) in combination with the instantaneous mixture fraction
eld (lines) as deﬁned by Eq. (27) . At a glance, a direct correlation
etween the both can be noted and different characteristic zones
an be identiﬁed: 
1. Unmixed air stream: The lowest temperatures correspond to
a zone close to the nozzle ( T = 323 K), which is only covered
by the oxidizer from the high-velocity swirling air stream
(see dark blue lines). In this zone, the droplets have not yet
evaporated and no combustion products have yet mixed with
the incoming fresh air. 
2. Flame zone: The highest temperatures ( T > 1600 K) are en-
countered in this region with mixture fractions close to the
stoichiometric value of Z st = 0 . 0635 (see green line colors). The
majority of the fuel vaporization takes place here and insular
spots around droplet clusters with rich mixtures can be found. 
3. Lower external mixing zone: This zone is conﬁned by the side
windows and the bottom plate of the combustion chamber
as well as the ﬂame zone (zone 2) and the unmixed air
stream (zone 1). The mixing in this zone is driven by the
lower external recirculations. These recirculations transport
hot combustion products back towards the burner, where they
mix with the incoming fresh air. During this transport, the hot
gases are cooled by the side windows and the bottom plate. 4. Lower central mixing zone: This zone is conﬁned by the un-
mixed air stream (zone 1) and the upper mixing zone (see
below). The mixing in this zone is driven by the small central
recirculations and the precessing vortex core, which transport
hot gases down to the nozzle exit plane. 
5. Upper mixing zone: The mixing in this zone is driven by the
upper external recirculations. In the upper external region close
to the side windows (especially in the corners of the combus-
tion chamber), hot gases together with unburned droplets from
12 G. Eckel, J. Grohmann and L. Cantu et al. / Combustion and Flame 0 0 0 (2019) 1–19 
Fig. 14. (a) Time-averaged measured CH ∗-Chemiluminescence, Abel deconvoluted (left) and time-averaged OH ∗-distribution predicted by the LES (right); (b) Identiﬁcation of 
premixed (blue) and diffusion (red) ﬂame zones by means of the Takeno ﬂame index. (For interpretation of the references to color in this ﬁgure legend, the reader is referred 
to the web version of this article.) 
Fig. 15. (a) Scatter plot of the states of the reacting multi-phase ﬂow; (b) Regions corresponding to the colors in the scatter plot. (For interpretation of the references to 
color in this ﬁgure, the reader is referred to the web version of this article.) 
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T  the ﬂame zone (zone 2) are entrained into the upper recircu-
lation zone. These hot gases are slightly cooled by the colder
side windows and then transported back towards the nozzle in
the central region. On their way towards the nozzle, these hot
gases mix with the cold ﬂow of the air stream (zone 1). 
The recirculation of hot products in the lower external mix-
ing zone (zone 3), the lower central mixing zone (zone 4) and
upper mixing zone (zone 5) provides the necessary energy to
continuously ignite the incoming reactants after being suﬃciently
mixed. By the transport of hot combustion products back to the
ﬂame root, the ﬂame stabilizes in the lower external recirculation
zones along the mean spray trajectory. On a time average basis,
a v-shaped ﬂame zone can be observed. Figure 14 a illustrates a
center plane cut through this ﬂame zone. The LES prediction of the
OH ∗-ﬁeld (right) is depicted together with the Abel-deconvoluted
CH ∗-Chemiluminescence measured in the experiment (left). Qual-
itatively, the position of the main ﬂame zone matches well.
Although two different chemiluminescent species were used as a
marker of the ﬂame zone, Kathrotia et al. [55] and Prabasena et al.
[56] showed in one-dimensional ﬂame conﬁgurations that both
excited species are located very close to each other over a wide
range of equivalence ratios. However, they observed two small dif-
ferences. Firstly, OH ∗ proﬁles tend to be wider than those of CH ∗.
Secondly, the peak of OH ∗ is slightly shifted towards the lean side,
while the CH ∗-peak appears towards the fuel-rich side. In additiono the effects related to the different chemiluminescent species,
he offset might be due to the slightly steeper spray angle of the
imulation in comparison to the experimental ﬁndings, which was
eported in Section 4.5 . The discontinuous CH ∗-Chemiluminescence
ignal close to the z-axis is an artifact of the Abel transformation.
remixed and diffusion ﬂame zones were identiﬁed by means of
he Takeno ﬂame index [57] . Figure 14 b shows the ﬂame index
alculated from the n-dodecane and oxygen mass fraction ﬁelds
nd weighted by the n-dodecane reaction rate [58] : 
 I = | ˙ ω nC 12 H 26 | ∇ Y nC 12 H 26 · ∇ Y O 2 |∇ Y nC 12 H 26 · ∇ Y O 2 | (29)
remixed ﬂames are observed in the inner part of the ﬂame zone,
here the highly turbulent ﬂow results in an enhanced mixing.
ence, the scales of the premixed ﬂames are of the order of the
urbulent ﬂow structures. Diffusion ﬂames appear on scales of the
rder of droplet clusters. They are scattered over the entire ﬂame
one with a slightly higher likelihood towards the conﬁnements. 
Figure 15 a displays the different states of the reacting multi-
hase ﬂow system. More precisely, only the gaseous phase is de-
icted and the temperature is plotted against the mixture frac-
ion ( Eq. (27) ). Black circles represent all the individual positions
n the entire computational domain. Colored data points corre-
pond to the regions in Fig. 15 b marked with the same color code.
he “frozen chemistry” or “pure mixing” limit is reached if the
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Fig. 16. Time-averaged proﬁles of spray characteristics 15 mm downstream of the nozzle: LES (colored symbols) and experimental data (black symbols). (For interpretation 
of the references to color in this ﬁgure, the reader is referred to the web version of this article.) 
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l  iffusion and ﬂow time scales are considerably shorter than chem-
cal time scales. In Z-T space, this limit is represented by straight
ines. Mixing zones are visible between the ﬂame zone (red) and
he side walls with a temperature of 1205 K as well as close to
he central axis (blue) and the lower external mixing zone in the
icinity of the injector (orange), where products are transported
ack towards the nozzle. On the contrary, equilibrium or inﬁnitely
ast chemistry is reached if the chemical time scales are consider-
bly shorter than diffusion and ﬂow time scales. The dashed line
epresents this limit of inﬁnitely fast chemistry under adiabatic
onditions determined by an adiabatic equilibrium calculation with
ANTERA [59] . The maximum temperature is found around the
toichiometric value of the mixture fraction ( Z = Z st = 0 . 0635 , dot-
ed line). The dashed limit cannot be reached as the system suffers
rom heat losses at the side windows and the bottom plate. There-
ore, it is concluded that the upper boundary of the scatter points
epresents the limit of inﬁnitely fast chemistry (equilibrium) under
on-adiabatic conditions. A substantial share of the points in the
ame zone (red) is located close to this boundary suggesting that
hese states are controlled by evaporation and mixing and not by
he reaction kinetics. However, if all reactions occurred inﬁnitely
ast in the entire domain, the Z - T -diagram would show distinct
urves, i.e., a lower curve representing the unburnt state and an
pper curve representing the burnt state. On the contrary, Fig. 15 a
hows a wide scatter indicating that many states are governed by a
nite rate chemistry. In these states, fuel and oxidizer can coexist.
epending on the ﬂow time scales, the evaporation time scales,
nd the chemical time scales, the situation becomes more com-
lex. The mixtures can be diluted by recirculating reaction prod-
cts or be inﬂuenced by heat transfer in the vicinity of the con-
nements. For example, the heat loss at the bottom plate (green
oints/region) leads to a substantial drop in gas temperature,hich is limited by the temperatures of the base plate (717, 831
nd 901 K, see Section 3.2 ). However, the temperature drop is not
xpected to be so pronounced in reality. It is rather a numerical
rtefact caused by the Dirichlet boundary condition, i.e., due to the
ssumption of isothermal walls for the bottom plate and the side
alls. Furthermore, around droplets and droplet clusters, insular
pots of rich mixtures can be found (see points with Z > 0.0635). 
.7. Spray characteristics 
Figure 16 displays time-averaged proﬁles of spray characteris-
ics in a plane 15 mm downstream of the nozzle exit. These spray
haracteristics comprise the Sauter mean diameter ( Fig. 16 a), the
ormalized volume ﬂux ( Fig. 16 b) as well as the axial, radial and
angential droplet velocities ( Fig. 16 c–e). The LES data is repre-
ented by the colored symbols. The experimental data measured
y a PDA system is illustrated by black squares. As can be seen
rom Fig. 16 a, the Sauter mean diameter in the LES is in the range
 − 40 μm and shows a distinct peak of ∼40 μm at y ≈ ±0.02 m.
n contrast, the measured SMD almost monotonically increases
ith the distance from the central axis from 18 μ to 35 μm. The
iscrepancy amounts to 0-8 μm in the region of the maximum
olume ﬂux (see Fig. 16 b) and goes up to 12 μm for the highest
MD measured. The normalized volume ﬂux ( Fig. 16 b) predicted
y the LES agrees well with the one measured by Mie scattering
n the droplets. The asymmetry in the measured proﬁle is due to
he fact that the pressure-swirl atomizer located in the center of
he airblast atomizer ( Fig. 2 ) produced a non-uniform spray in cir-
umferential direction. This lead to a non-uniform liquid ﬁlm and
ence an asymmetric circumferential spray distribution. This is
ot accounted for in the simulation. In Fig. 16 c–e, the droplet ve-
ocities for three diameter classes, i.e., 10 μm (red symbols), 30 μm
14 G. Eckel, J. Grohmann and L. Cantu et al. / Combustion and Flame 0 0 0 (2019) 1–19 
Fig. 17. Time-averaged horizontal (a–c) and vertical (d-e) temperature proﬁles at different positions: LES (black lines) and experimental data (black symbols), (f) Axial proﬁle 
of the mean temperature measured by CARS (blue line) and portion of single-shot measurements used for the temperature determination (red line). (For interpretation of 
the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
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m  (green symbols), and 50 μm (blue symbols), are plotted for the LES
computation. In order to have a larger set of droplet data for the
ensemble averages, a ±10% margin was introduced resulting in
the following diameter ranges: 9 μm < d < 11 μm, 27 μm < d < 33 μm
and 45 μm < d < 55 μm. From the PDA measurement, only the aver-
age velocity for all droplets is available. A one to one comparison
is not possible, but from Fig. 16 a it can be inferred that the mea-
sured proﬁle reﬂects droplets in the size range 18 μm < d < 25 μm
and 25 μm < d < 35 μm in the inner and outer region, respectively.
Hence, in the outer range the measured velocities are comparable
to the ones of the 30μm diameter class (green symbols). The
axial and tangential velocity match well, while the radial velocity
predicted by the LES is slightly lower. In the inner region, there
is no corresponding diameter class but the values are expected to
be between the ones for the 10 μm and 30 μm diameter class. This
suggests that the radial and tangential velocity are well predicted
by the LES while the axial velocity is slightly overpredicted. 
4.8. Temperature proﬁles 
Figure 17 shows a comparison of the time-averaged temper-
ature proﬁles between the LES (lines) and experimental data
(squares) from the CARS measurement system. Three horizontal
proﬁles at z = 0.015 m, z = 0.025 m and z = 0.035 m ( Fig. 17 a–c)
together with two vertical proﬁles at x = −0.02 m ( Fig. 17 c) and
x = 0.0 m ( Fig. 17 e) are presented. The temperature rise at the
beginning of the ﬂame zone (zone 2) in the lower external recir-
culation zones is well reﬂected by the LES computation. In this
region, the proﬁles match for all horizontal proﬁles ( Fig. 17 a–c).
This is also conﬁrmed by the vertical proﬁle at y = −0.02 m
( Fig. 17 d). Although the temperatures at the conﬁnements were
measured, the cooling effect due to the isothermal walls seems to
be overestimated in the computation resulting in a rapid temper-
ature decay close to the conﬁnements (see | y | ≥0.03 in Fig. 17 a–cnd z ≤0.005 in Fig. 17 d). The experimentally observed maximum
time-averaged) temperature of 1820 K is therefore never reached
n the entire simulation domain with a maximum (time-averaged)
emperature in the LES of 1730 K. Furthermore, a clear discrepancy
s observable in the central region, where the measurement shows
nother distinct temperature peak. A small peak is also visible in
he simulation data but far less pronounced. This is also conﬁrmed
y the vertical proﬁle along the z -axis ( Fig. 17 e). Although a similar
emperature rise is visible in the LES data compared to the CARS
ata, a signiﬁcant vertical offset of about 15–20 mm is evident.
urthermore, the ﬁnal temperature level ( ∼ 1660 K), which is
eached for z > 0.05 m, is 100 K hotter than the one predicted by
he LES. The discrepancies between measurement and computation
ight be due to differences in the temperature boundary condi-
ions for the conﬁnements mentioned above or the droplet starting
onditions. For the latter, it was assumed that the entire spray is-
uing from the central pressure nozzle impinges on the pre-ﬁlmer
urface and forms a ﬁlm, which is ﬁnally atomized. However, it
annot be excluded that small droplets evaporate before hitting
he surface. Furthermore, the ﬂame temperatures were measured
y single-shot coherent-anti-Stokes Raman spectroscopy (CARS)
s described in [60] . In brief, for the measurements, three pulsed
aser beams were overlapped in the measurement volume to gen-
rate the CARS signal beam by the interaction of the laser radiation
ith the non-linear susceptibility of the nitrogen molecules. The
easurement volume had a diameter of approximately 0.1 mm
nd a length of 2.2 mm. When droplets were present in or nearby
he probe volume, the high laser power densities could lead to
n optical breakdown, i.e. ionization of molecules followed by a
lasma generation. When optical breakdown occurred, the CARS
ignal was so heavily disturbed that a temperature evaluation was
ot possible. Such single-shot measurements were discarded. At
ach measurement location, typically 1200 single shot measure-
ents were performed from which the temperature PDFs were
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Fig. 18. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of n-dodecane. Black lines in the 
instantaneous snapshots show where n-dodecane evaporates. 
Fig. 19. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of iso-octane. Black lines in the 
instantaneous snapshots show where iso-octane evaporates. 
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s  et up. The discard of single-shot measurements is expected to
ias the temperature PDF to higher temperatures because optical
reakdown occurred predominantly in regions with high droplet
oading and these regions were presumably rather cold. Although
he bias cannot be quantiﬁed in the experiment, it must be kept
n mind when comparing experimental and simulated tempera-
ure proﬁles. As an example, Fig. 17 f displays the axial proﬁle of
he mean temperature together with the portion of used single
hot CARS measurements from which the temperatures were
educed. Close to the nozzle, a large portion of measurements
ere discarded and the mean temperatures are certainly biased
o a too high value. For positions with z > 25 mm the portion of
sed single shots is larger than 0.9 and a possible temperature
ias is thus small. In order to clarify if the observed temperature
ifferences are due this bias or are rather related to deﬁciencies
n the boundary conditions, sub-models or reaction mechanism of
he computation, further measurements and simulations will be
ecessary to analyze the sensitivity of the results on these aspects.
.9. Vapor species ﬁelds, pollutant formation and emissions 
Figures 18–21 show the instantaneous (a) and time-averaged
as concentrations of the fuel species as well as the instantaneouset production and consumption rate (c). The instantaneous snap-
hots (a and c) are overlaid with black lines illustrating where
he fuel components evaporate. As expected, the only source
f gaseous fuel species is through evaporation. The absence of
aseous fuel species around most of the evaporation locations
see Figs. 18 a–21 a) and the strong consumption in Figs. 18 c–21 c
uggest that the evaporated fuel species immediately react in the
ame zone (zone 2). In this zone, evaporation appears to be the
ate controlling step, i.e. evaporation and mixing times introduce
n inherent damping to combustion. In case the evaporated fuel
pecies encounter a cold region in the incoming swirling air
tream (zone 1) or the lower part of the upper mixing zone
zone 5), pockets of unburned gaseous fuel species can form (see
igs. 18 a–21 a). On average ( Figs. 18 b–21 b), the maxima of the
uel species mass fractions are found in the shear layer between
nmixed air stream (zone 1) and the ﬂame zone (zone 2). The
mount of species entrained into the lower central mixing zone
zone 4) is attributed to the evaporation and the chemical con-
ersion rates of the individual species. The effect of different
olatility can be seen for n-dodecane, iso-octane and cyclo-hexane
 Figs. 18–20 )), i.e., the faster the evaporation, the higher the mass
ractions in the lower central recirculation zone. In Section 4.5 , it is
hown that the cyclo-alkanes evaporate before the iso-alkanes and
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Fig. 20. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of cyclo-hexane. Black lines in the 
instantaneous snapshots show where cyclo-hexane evaporates. 
Fig. 21. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of toluene. Black lines in the 
instantaneous snapshots show where toluene evaporates. 
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s  the n-alkanes. The absolute values are also strongly related to the
initial fuel composition of 22.49% n-alkanes, 20.82% iso-alkanes,
35.05% cyclo-alkanes and 21.64% aromatics. However, the toluene
concentrations show that besides evaporation the chemical con-
version rates of the individual fuel surrogate species effect the
entrainment into the lower central mixing zone. Toluene exhibits
a slow evaporation, but also the slowest chemical conversion
rates of the four fuel surrogate species, which was observed in
1-d ﬂames calculated with the same reaction mechanism (not
shown here). As a consequence, toluene is present in the lower
central recirculation zone, which has not yet reacted. Pollutant
formation and emissions are not in the primary focus of this
work, i.e. the detailed formation mechanisms for soot and NO x 
were not considered. Nevertheless, the Zeldovich sub-mechanism
for thermal NO formation from the GRI 3.0 reaction mechanism
[36] and soot precursors such as benzene are included in the re-
action mechanism (see Section 2.1.2 ). Figs. 22 , 23 and 25 illustrate
the instantaneous (a) and time-averaged gas concentrations of
NO, CO and benzene as well as the instantaneous net production
and consumption rate (c). As expected, NO forms in the high
temperature region ( T > 1600 K) (see Fig. 22 ) leading to the
highest concentrations in the ﬂame zone (zone 2). Nevertheless,he NO emissions of 1.3 ppm in the exhaust gas are not correctly
redicted in the simulation being an order of magnitude lower
han the measured value of 22.5 ppm. One reason for the dis-
repancy can be the underestimation of temperatures in the LES
hown in Section 4.8 . Besides, a closer look at the thermal NO
ub-mechanism in the GRI 3.0 mechanism reveals that the con-
tants differ from the ones given in the literature, e.g., in [61] . It is
uite possible that the constants are only valid in conjunction with
he other NO x formation paths and the sub-mechanism should not
e used isolated from these formation paths. According to Figs. 23
nd 24 , CO is mainly produced at the early stages of the fuel ox-
dation and then further oxidized to CO 2 in the presence of OH. In
his manner, the major portion of CO is consumed but a small rest
n the ppm-range is emitted. The CO emissions predicted by the
ES amount to 20.3 ppm and are close to the 18.6 ppm experimen-
ally determined in the exhaust gas. Although detailed predictions
f soot emissions were not part of this study, the Jet A-1 reaction
echanism includes reaction paths, which lead to the formation of
oot precursors, e.g., benzene (C 6 H 6 ). The soot precursor benzene
 Fig. 25 ) is mainly formed from toluene (C 7 H 8 ) in regions where
oluene is not directly oxidized, i.e., in locally toluene-rich discrete
pots around the droplets and in regions occupied by toluene
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Fig. 22. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of nitrogen monoxide. 
Fig. 23. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of carbon monoxide. 
Fig. 24. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of carbon dioxide. 
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Fig. 25. Instantaneous (a) and time-averaged (b) gas concentration ﬁeld as well as instantaneous net production / consumption rate (c) of benzene. 
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 and temperatures T < 1200 K. It is consumed encountering regions
with high temperatures. The example of benzene formation from
one speciﬁc fuel family shows that a multi-component description
of the liquid phase and the evaporation process is a necessary
requirement for the prediction of soot emissions. 
5. Conclusions 
In the work at hand, the multi-component vaporization model
of Tamim and Hallett [15,16] was coupled to a direct, detailed
chemistry solver based on Arrhenius equations. The physical prop-
erties of the liquid were represented by the continuous thermody-
namics approach in order to accurately describe the vaporization
process while maintaining the computational costs at at reasonable
level. The chemical surrogate for kerosene consisted of one rep-
resentative species from the four most important chemical classes
(n-alkanes, iso-alkanes, cyclo-alkanes and aromatics). By means
of the computational platform, a lab-scale, swirl-stabilized spray
burner was simulated. Exhibiting some of the key features of cur-
rent aero-engines combustors, the test case has a high complexity.
This is due to the fact that a multi-component fuel is introduced
via a hybrid fuel injector with a complicated atomization pattern
into a highly turbulent ﬂow within a complex geometry. Further-
more, mixing and combustion take place with signiﬁcant heat loss
at the conﬁnements. Accurate predictions of such complex systems
are very challenging, especially as uncertainties concerning the
boundary conditions for the conﬁnements and the spray cannot
be excluded. Despite these complications, global features like the
measured spray distribution and the measured position of the
reaction zone are well reproduced by the LES. The quantitative
comparison of droplet size, droplet velocity and liquid volume ﬂux
proﬁles also show a good agreement. However, the temperature
proﬁles reveal a signiﬁcant discrepancy in the central mixing zone.
In the LES, the temperature rise on the central axis is observed
further towards the outlet. It could not be ﬁnally clariﬁed if the
discrepancies are related to a bias in the measurement, differences
in boundary conditions or still existing deﬁciencies in the sub-
models. Further simulations and measurements will be necessary
to analyze the sensitivity of the results on these aspects. Especially
the proper representation of the atomization process in combus-
tion simulations is still a major scientiﬁc challenge and involves
high uncertainties. Universally valid, accurate and eﬃcient models,
which can be embedded into simulation tools, are yet not available
and need to be in the focus of future research programs. Neverthe-
less, the analysis presented in Section 4 show the great potentialf spray combustion LES. In comparison to measurements,
 large set of simultaneously taken three-dimensional data with
 high temporal and spatial resolution is available. Therefore, LES
an help in the understanding and interpretation of complex phe-
omena. In this context, the simulations showed that evaporation
nd mixing are the rate-controlling steps in the ﬂame zone. In
his zone, chemistry can be assumed to be inﬁnitely fast. That
eans that evaporation and mixing times introduce an inherent
amping to combustion. These ﬁndings directly relate to modern
ombustion concepts explaining why the trend towards a higher
egree of prevaporization and premixing makes these combustion
ystems more susceptible to instabilities. In contrast to the in-
nitely fast chemistry in the ﬂame zone, other zones exist where
nite rate chemistry effects prevail. For these states, the direct
omputation of the elementary reactions by means of Arrhenius
quations and the transport of all individual species are beneﬁcial.
urthermore, the ﬁnite rate chemistry approach demonstrates a
reat potential with respect to pollutant formation, as precur-
ors can be directly computed. The example of benzene forming
rom one speciﬁc chemical class in the fuel additionally shows
hat a multi-component description of the liquid phase and the
vaporation process is required to correctly predict soot emissions.
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