Abstract-Many researchers have been focused on improving the performance, especially in accuracy in many Intrusion Detection System (IDSs). But, at the same time, they also realized that they need to detect in time as fast as they can. Therefore, the time consuming to match with a lot of the training data with testing or real-time connection data is becomes the bottleneck of the IDSs. Feature Selection with the ranked features from the training data and also from testing data and filtering the other unimportant features, play a vital role for the IDSs for detection and preventing to intrusions or attacks to the network. The ranking and filtering techniques, Information Gain in Random Forest (RF), will rank the weighted attribute and eliminate unimportant attributes for the detection of the attacks which trained in KDD's training datasets. The results will come out by matching using with pattern recognition algorithm, K-Nearest Neighbors (KNN) for detection the known and unknown attacks. The experimental results can compare with the proposed combine method and the results of the other machine learning algorithms.
I. INTRODUCTION
N intrusion detection system is an important component of the network architecture in an organization which attempts to protect the network computers against various kinds of possible attacks. Computer systems are exposed to increasing number of such security threats. To overcome these threats, a network intrusion detection system has to adopt the network security policies to detect and react against these threats as quickly as possible. Intrusion detection techniques fall under two categories i.e., misuse detection and anomaly detection.
In misuse detection, the IDS analyzes the information it gathers and compares it to large databases of attack signatures, while in anomaly detection, any deviation from the established profiles of normal activities is treated as an attack. Anomaly detection can detect novel attacks but has a high false positive rate, whereas a misuse detection system cannot detect new attacks. based [17] , which has an intrinsic limitation of low detection rate for new attacks. Therefore, to overcome the limitations of the rule-based network intrusion detection techniques, several data mining techniques have been employed to find models that are better understandable by the data owner [18] , [19] . There is a wide variety of network traffic, and the data required for detecting network intrusion is composed of various features. All the features in the network traffic are not necessarily required for intrusion detection. So we need to extract those features which have higher intrusion detection tendency. For that reason, different statistical techniques have been used to reduce the feature space.
There are four main categories of attacks found in the literature, namely: 1) DoS (denial-of-service) attacks, 2) R2L (Remote to Local) attacks, 3) U2R (User to Root) attacks, and 4) PROBE attacks. For establishing a connection, an attacker may follow the same steps e.g., establishing a connection from source IP to the target IP and sending data to the attack target [6] . In KDD99Cup dataset [7] different attacks have different connections, as some of the attacks have few network connections such as U2R and R2L whereas others may have hundreds of network connections such as DoS and Probe. There are different feature values for normal and attack connections in the packet header, and the packet contents can be used as signatures for intrusion detection.
In this paper we propose and implement a hybrid classifier based on Random Forests (RDF) and k-Nearest Neighbor (KNN) algorithm for the classification of DoS attacks in a network. Random Forests is an ensemble classification and regression approach which is unbeatable in accuracy among current data mining algorithms. Random forests algorithm has also been used in applications like prediction [20], probability estimation [4] , and pattern analysis. After reducing the features we need to classify the records between other records and DOS attacks. We further optimize the selected features with the help of RF algorithm and compare our results with several different classification techniques. We evaluate our proposed approach on KDD'99Cup dataset. Experimental results show that by using the proposed approach, average detection rate is increased and at the same time average false positive rate is also decreased when compared with other algorithms. The rest of the paper is organized as follows. Section 2 presents the related research using corresponding machine learning Algorithms. In section 3 described the KDD 99 CUP intrusion detection datasets which including DoS attacks data.
Ranking and Filtering the Selected Attributes for Intrusion Detection System
Phyu Thi Htun and Kyaw Thet Khaing A Section 4 introduces about the proposed system for DoS detection. The usefulness of Random Forest and k-NN, presented in Section 4, Section 5 describes the experimental results obtained, using the Random Forest for feature selection and examined with k-NN for performance evaluation analysis. Section 6 explains the conclusion and further extension to our research by using out coming results.
II. RELATED WORKS
Many researchers tried to increase the performance of detection attacks by using many machine learning algorithms. Reference [3] have presented a comparative study between five data mining algorithms (ID3, C4.5, Random Forest, Multilayer Perceptron, Naive Bayes, k-Nearest Neighbor) applied to the classification of network intrusions. The Algorithms that have shown the highest prediction rate are the Random Forest and Naive Bayes Algorithms. ID3 is a supervised algorithm developed by [4] whose purpose is to build decision trees from a data set. Decision trees are very efficient as they classify new cases from the training data and test data to properly assess the quality of the tree constructed. The decision tree is built recursively. The ID3 calculates, among the remaining attributes, the ones which will generate the most information (information gain), which will classify examples of any level of the decision tree.
The literature suggests that hybrid or assembling multiple classifiers can improve the accuracy of a detection [5] [6]. According to [5] , an important advantage for combining redundant and complementary classifiers is to increase robustness, accuracy and better overall generalization. Reference [8] demonstrated the use of ensemble classifiers gave the best accuracy for each category of attack patterns. Ensemble methods aim at improving the predictive performance of a given statistical learning technique.
The most related work is done by [5] . They use Random Forests Algorithm [7] over rule-based NIDSs. They applied Random Forests Algorithm for only misuse detection. Misuse detection discovers attacks based on the patterns extracted from known intrusions.
Thus, novel attacks can't be detected in this network intrusion detection system. Surveys of the various data mining techniques have been proposed towards the enhancement of IDSs. Reference [9] shown the ways in which data mining has been known to aid the process of Intrusion Detection and the ways in which the various techniques have been applied and evaluated by researchers.
III. UNITS
Since 1999, KDD'99 [13] has been the most widely used data set for the evaluation of anomaly detection methods. This data set is built based on the data captured in DARPA'98 IDS evaluation program. DARPA'98 is about 4 gigabytes of compressed raw (binary) tcpdump data of 7 weeks of network traffic. The two weeks of test data have around 2 million connection records. KDD training dataset consists of approximately 4,900,000 single connection vectors each of which contains 41 features and is labeled as either normal or an attack, with exactly one specific attack type. The simulated attacks fall in one of the following four categories:
(1) Denial of Service Attack (DoS) (2) User to Root Attack (U2R) (3) Remote to Local Attack (R2L) and (4) Probing Attack Table I showed the four categories and their corresponding attacks on each category. It is important to note that the test data is not from the same probability distribution as the training data, and it includes specific attack types not in the training data which make the task more realistic.
Some intrusion experts believe that most novel attacks are variants of known attacks and the signature of known attacks can be sufficient to catch novel variants.
This testing datasets contains more examples of attacks than normal connections and the attack types are not represented equally. In this table described the attacks types in two, known and unknown. In the testing datasets, it will contains the attack which are not included in training datasets are called unknown attacks and described as the bold letters.( such as . apache2 in DoS attack type ). For the relevant and redundant of KDD datasets, the NSL-KDD datasets modified those data sets and shared 4 dataset file, Train+, Train+_20Percent,Test+ and Test-21. The first two files represent for training datasets and contain the general attacks. The rest two files represent for testing datasets and contain not only general attacks but also the unknown (novel) attacks which are described with bold in Table 1 . The connection for each attack type is shown in Table 2 . 
IV. EXPERIMENTAL RESULTS
Since 1999, KDD'99 [13] has been the most Complex relationships exist between the features, which are practically impossible for humans to discover. IDS must therefore reduce the amount of data to be processed. This is extremely important if real-time detection is desired. Reduction can occur in one of several ways.Finally, some data sources can be eliminated using feature selection
A. Data Filtering
The purpose of data filtering is to reduce the amount of data directly processed by the IDS. Some data may not be useful to the IDS and thus can be eliminated before processing. This has the advantage of decreasing storage requirements, reducing processing time and improving the detection rate (as data irrelevant to intrusion detection are discarded). However, filtering may throw out useful data, and so must be done carefully [10] .
B. Feature Selection
The purpose Feature selection (also known as subset selection or variable selection) is a process commonly employed in machine learning to solve the high dimensionality problem. It selects a subset of important features and removes irrelevant, redundant and noisy features for simpler and more concise data representation.
The benefits of feature selection are multi-fold. First, feature selection greatly saves the running time of a learning process by removing irrelevant and redundant features. Second, without the interference of irrelevant, redundant and noisy features, learning algorithms can focus on most important aspects of data and build simpler but more accurate data models. Therefore, the classification performance is improved. Third, feature selection can help us build a simpler and more general model and get a better insight into the underlying concept of the task [11] , [12] .
C. Information Gain
In this method, the important features are calculated over multiple RDF iterations, the least important features being removed after each. The objective of using Random Forest is to reduce the impurity or uncertainty in data as much as possible .A subset of data is pure if all instances belong to the same class. The heuristic is to choose the attribute with the maximum Information Gain or Gain Ratio based on information theory.
Entropy is a measure of the uncertainty associated with a random variable. Given a set of examples D is possible to compute the original entropy of the dataset such as:
where C is the set of desired class. If we make attribute Ai, with v values, the root of the current tree, this will partition D into v subsets D 1 ,D 2 ….D j . The expected entropy if A i is used as the current root.
Information gained by selecting attribute A i to branch or to partition the data is given by the difference of prior entropy and the entropy of selected branch.
We can choose the attribute with the highest gain to branch/split the current tree numbered.
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D. Proposed System
There are two phase in my proposed Model. This system is process of identifying the abnormal and normal instances in first and then identifying again to classify attacks types of those abnormal instances. The first phase is the training phase and intends to reduce the irrelevant features. After loading the training dataset, features are reduced by Random Forest Algorithm with information Gain. Using those features, the system will classify the normal and abnormal data in first step.
If normal, system keeps that connection in normal database. And then continuing classifies the abnormal connections in four types of attacks and keeps in attack database.
Next phase is detection phase. It will input the testing data set and mapping the data sets as the remaining features of the training data set. As the training phase, will detect normal and four attacks type and display an alert if a connection is a one of the attacks. This system is shown in Fig. 1 .
We summarize the experimental results to detect attacks for intrusion detection with over the NSL-KDD datasets. Experimental results are presented in terms of the classes that achieved good level of discrimination from others in the training set.
Firstly, our proposed system will reduced some features in training dataset by using Random Forest algorithm to each connection at filtering in preprocessing state. The system will use information Gain Algorithm to eliminate as Fig. 2 . So, system will try to detect various anomaly attacks using KDD dataset with KNN classification algorithm. The proposed system will reduced in training time and will increase the accuracy of the system's classification, also will solve imbalance intrusions problem by increasing the accuracy on minority attacks.
For the improvement of detection rate on our proposed system, we examined the number of features to use by ranking and reducing features and getting the best experimental results as shown in fig (3) , getting the best number of features is 9. Fig. 3 The detection rates between proposed method RFKNN with RF and KNN in overall attacks type
In the experiments process, the system use 10 trees and reduced 9 features in my proposed method to classify. The accuracy of the system will be increased other systems in overall and the detection rate using proposed method on each minority attack types.
The experiment result in fig. 3 is the comparison between Random Forest, KNN and the proposed method by classifying with training dataset in cross-validation mode and testing with test datasets. The results will shown that the proposed method can detect in more precisely than other. Fig. 3 The false positive rates between proposed method RFKNN with RF and KNN in overall attacks type
As a results shown in Fig. 4 , the proposed method will reduce the false positive rate more than each separated algorithm significantly.
V. CONCLUSION
Many researchers are presented as a classical tool for Intrusion Detection System as separated algorithm. But in each algorithm has the weakness and draw backs in timing and performance. So, we intend to solve this by combining the advantages of feature selection of Random Forest and the pattern classification of KNN. System can detected more precisely and reduce in false positive rate. These experiments prove that the proposed method can stand as a classical tool for IDSs. By using this proposed method, data can be reduced in size and process time. And the accuracy can get more.
