A theoretical study of delayed feedback in spin-torque nano-oscillators is presented. A macrospin geometry is considered, where self-sustained oscillations are made possible by spin transfer torques associated with spin currents flowing perpendicular to the film plane. By tuning the delay and amplification of the self-injected signal, we identify dynamical regimes in this system such as chaos, switching between precession modes with complex transients, and oscillator death. Such delayed feedback schemes open up a new field of exploration for such oscillators, where the complex transient states might find important applications in information processing.
A theoretical study of delayed feedback in spin-torque nano-oscillators is presented. A macrospin geometry is considered, where self-sustained oscillations are made possible by spin transfer torques associated with spin currents flowing perpendicular to the film plane. By tuning the delay and amplification of the self-injected signal, we identify dynamical regimes in this system such as chaos, switching between precession modes with complex transients, and oscillator death. Such delayed feedback schemes open up a new field of exploration for such oscillators, where the complex transient states might find important applications in information processing.
Spin-torque nano-oscillators (STNO) are nanoscale electrical oscillators based on ferromagnetic materials that are promising for a number of technological applications, such as microwave sources and field sensors.
1-3 They are typically based on magnetoresistive stacks, whereby spin-torques exerted by the flow of spin-polarized currents result in the self-sustained oscillation of the magnetization in the free layer. [4] [5] [6] [7] The oscillation state can comprise (quasi-)uniform precession, 8, 9 spin wave bullets, 10 gyrating vortices [11] [12] [13] [14] [15] and skyrmions, 16 and dynamical droplet solitons. 17 Delayed feedback in dynamical systems, whereby the output signal of a system is sent back into its input with amplification and delay, can result in a variety of nonlinear behaviors. 18 One important consequence of delayed feedback is the possibility of inducing chaotic dynamics, even in low-dimensional systems. From a mathematical perspective, the delayed feedback expands the phase space of the dynamical system, which means that phenomena such as chaos can appear. A wellknown example is the Mackey-Glass oscillator, 19 which is described by a first-order delay-differential equation and can exhibit a variety of different dynamical states, including limitcycle and aperiodic states, and complex transients. Indeed, such a dynamical system has recently been implemented in an optoelectronic circuit to perform reservoir computing. 20 For the STNO, whose dynamics is well-described by a two-dimensional dynamical system 7 , it is intriguing to inquire whether delayed feedback lead to more complex behavior such as chaos, much like periodic forcing. 21 It has been shown that delayed feedback can improve spectral properties such as the emission linewidth. [22] [23] [24] Here, we will present results of a theoretical study on the complex transient response and chaotic behavior in STNOs subject to delayed feedback. We considered a model oscillator system in which the output is generated by changes in the magneto-resistance, which is subsequently fed back as variations in the input drive current. An interesting example is the macrospin 25 oscillator operating near the transition between the in-plane (IPP) and out-of-plane (OPP) precession regimes. By tuning the delay and amplification of the self-injected signal, we identify dynamical regimes a) Electronic mail: jerome.williame@c2n.upsaclay.fr b) Electronic mail: joo-von.kim@c2n.upsaclay.fr in this system such as chaos, IPP/OPP switching with complex transients, and oscillator death.
The macrospin dynamics is described by the LandauLifshitz equation with spin torques,
where γ 0 = µ 0 γ is the gyromagnetic constant, m is a unit vector representing the magnetization state, H eff is the effective field, α is the Gilbert damping constant, J is the applied current density, and p is orientation of the spin polarization. Note that J is expressed as a magnetic field, where a density of 10 7 A/cm 2 corresponds to a field of 10 mT, which is consistent with spin valve nanopillar devices based on Co/Cu/Co. 8 In our calculations, we assume a thin film geometry in which z is the direction perpendicular to the film plane with a uniaxial anisotropy and an applied field along the x axis. As such,
In what follows, we used µ 0 H 0 = 0.1 T, µ 0 H an = 0.05 T, and µ 0 H d = 1.7 T, which are similar to values considered elsewhere. 8, 27 We take p =x which defines the parallel configuration.
Some possible precession modes are illustrated in Fig. 1 . As established previously, 25 the onset of self-sustained oscillations first involves precession of the magnetization in the film plane (IPP), where the trajectory takes the shape of a clamshell centered about the x axis. As the current is increased, the preferred oscillation mode involves out-of-plane precession (OPP), where the axis of precession is the film normal and the orbits are more circular. Note that for this mode there are two degenerate states, i.e., precession about the +z and −z axes, which we denote as (OPP+) and (OPP−), respectively.
The current dependence of the mean values of the three magnetization components and the oscillation period (of the m x component) is presented in Fig. 2 . We observe a clear current threshold at J ≈ 0.007 T, below which the magnetization remains static along x. Above this threshold in the IPP regime, the average m x component (linked to magnetoresistance variations) decreases rapidly as a function of current density, which is also accompanied by a sharp decrease in the oscillation frequency. tization components have nonzero time averages. The current dependence of m x exhibits the opposite behavior compared with the IPP state, where it progressively increases and is accompanied by an increase in the oscillation frequency. The dashed lines in Fig. 2 indicate the degenerate OPP state. As we will discuss in more detail in the following, these average magnetization components will allow us to identify the different precession states under delayed feedback.
The output signal of a spin-torque nano-oscillator is typically determined by the giant or tunnel magneto-resistance effect, where the electrical resistance depends on the relative orientation between the free and reference layer magnetizations. As such, it is natural to employ the output current (or voltage) variation as the feedback signal. We can therefore assume a time-dependent applied current density of the form
where J 0 is the injected dc current, ∆ j is the relative feedback amplitude, and τ is a variable time delay. We note that only the m x component enters since we have assumed that the reference magnetization is oriented along x. We are interested in the effect of time-delay feedback when the oscillator is operating close to the IPP to OPP transition. To this end, we consider a constant drive current of J 0 = 0.015 T, which leads to IPP dynamics but is close to the threshold current for the OPP region. In Fig. 3 , we present the full phase diagram of the oscillator behavior as a function of the time delay τ and feedback amplitude ∆ j. We considered time delays over several orders of magnitude, which allows us to probe different time scales from single precession periods over to longer transients. The phase diagram is represented using a composite red-green-blue color scheme, where the blue component is a measure of the time-averaged in-plane component of the magnetization, sign of m x , which when combined with the feedback determines whether the average applied current leads to the IPP or OPP dynamics, as shown in Fig. 2 ; m x < 0 around the IPP/OPP transition, so a negative feedback (∆ j < 0) will drive the system into the OPP regime, while a positive feedback (∆ j > 0) will drive the system further into the IPP regime, away from the IPP/OPP threshold. For very small time delays (regions 'C' and 'D'), which represent a fraction of the typical precession periods ∼ 0.1 ns, we see a reversal of the IPP and OPP position on the feedback amplitude axis. Although this is clearly different from what takes place in regions A and B, the STNO trajectories are very close to the usual IPP/OPP orbits and are practically indistinguishable from them. However, their inverted positions along the ∆ j axis with respect to the 'C' and 'D' regions indicate a different physical process at play. We will return to this point later after the following discussion.
When the time delay becomes comparable to the precession period, we begin to see signatures of chaotic dynamics that appear as a result of the feedback. Because of the complex oscillatory nature of STNOs, and the added layer of complexity arising from the feedback loop, a calculation of the maximal Lyapunov exponent 28 to characterize chaos is numerically demanding. Instead, we employ a simpler method that allows us to obtain a qualitative measure of chaos. After the delayed feedback is switched on in the simulation, we let the system evolve so that the initial transients have died out. We then designate this state (t 0 , m 0 ). We consider next the time evolution of a second independent oscillator without feedback with an initial state (t 0 , m 0 + x), where the magnetization vector is slightly displaced toward the x axis by an infinitesimal . We then compute how the trajectories of these two oscillators (i.e., with and without feedback) diverge over a hundred periods. Regions where chaos is detected are denoted by 'E' in Fig. 3 , where the dynamics comprises intermittent switching between the IPP and degenerate OPP states, with no welldefined periodicity. An example of the time dependence of the magnetization vector in this regime is shown in Fig. 4 .
In order to gain a better understanding of this chaotic Fig. 3 ). There is a synchronization between output (m x (t)) and feedback (m x (t − τ)) signals before every mode switching (straight line) but there are also some synchronization events not followed by a mode switching (dashed line).
regime, we examine the magnetization trajectories and feedback signals at the points where switching between the IPP and OPP modes take place. This is shown in Fig. 5 , where m z (t), m x (t), and m x (t − τ) are illustrated over several periods for τ = 0.5 ns and ∆ j = -100%. The main feature seen here is that mode switching almost always occurs after a temporary synchronization between the output and feedback signals, as indicated by the solid lines in the figure. The second highlighted synchronization (dashed line) on Figure 5 is not followed by a OPP+/OPP-or OPP/IPP switch, but we can see a slightly longer OPP+ period just after. This seems that the STNO is starting a mode switching from OPP+ to IPP or OPPbut is going back to OPP+, which is possible since the STNO has the same probability to go in either OPP+ or OPP-state. As such, it is possible to have OPP+/OPP+ and OPP-/OPPtransitions where a small transient phase occurs in between these states. This results in a jitter in the precession period, which may also impede subsequent synchronizations to the feedback signal. Since non chaotic behavior implies a fixed phase difference between the output and feedback signals (in the form of the delay), and mode switching appears to be triggered by the synchronization of these two signals, it is interesting to examine how the phase difference between these two signals vary with the time delay. This is presented in Fig. 6 , where the oscillator period, T , and phase difference with the feedback signal, is shown as a function of τ. T 0 denotes the precession period in the absence of chaos at ∆ j = −0.1. We note that other feedback strengths lead to the similar behavior and that certain aspects are analogous to the response to an ac current at fixed frequency. 29 The figure shows that the oscillator period exhibits large variations as a function of the delay, where the period almost doubles at small delays with deviations from the natural period decreasing with increasing delay. The appearance of the chaotic regime is intimately related to the phase difference between the feedback signal and the oscillator state. Consider first what happens when the regimes 'A' and 'B' are attained. Here, the phase difference between the oscillator and feedback signals remain constant at a value τ mod T , where T is close to T 0 . Values of τ around a multiple of the natural period T 0 would therefore lead to a very small phase difference. However, we saw previously in Fig. 5 that temporary synchronization leads either to mode switching or a jitter in the period. For the former, the system does not attain a stable limit cycle, while for the latter the jitter results in increases in the average period until the stable limit cycle is reached. These two cases are illustrated in Fig. 6 . For values of τ just below a multiple of T 0 (i.e., small negative phase differences), we observe increases in the average period leading to stable oscillations, while for small positive phase differences a chaotic regime is attained. This behavior is due to the fact that mode switching can only occur at certain points along the trajectory, much in the same way as periodic core reversal in nanocontact vortex oscillators, 30 so chaotic dynamics can only appear if the feedback signal produces such transitions at certain points along the trajectories.
With this in mind, let us now return to the discussion on regions 'C' and 'D'. Here, the feedback delay is under a period and as such, there is always a small positive phase difference between the feedback and oscillator signals. The result is that the feedback triggers constant switching between the IPP and OPP states, but the overall behavior gives the impression of a stable IPP or OPP precession, as in regions 'A' and 'B'.
Finally, regions 'F' and 'G' in Fig. 3 represent phenomena that only occur at long delays (more than 10 periods) and high feedback amplitudes. Such delays are comparable to the typical relaxation time toward the steady state orbit, i.e., the time required for initial transients associated with stable precession states like IPP or OPP to die out. 'F' represents a behavior in which transitions between the IPP and OPP states are seen. In contrast to 'C' and 'D', the oscillator remains in each of the IPP or OPP states for a longer duration, but switches intermittently between the two as in the chaotic state. An example of the time evolution is shown in Fig. 7 . This figure depicts a typical time trace in the 'F' region where the feedback drives near-periodic switching between the IPP and OPP states. Af- ter each switching event, the oscillator relaxes toward a stable oscillatory state, but transients that reappear in the feedback signal after a long delay causes the system to switch to the other oscillation state. 'G' is similar, but describes transitions between the IPP state and the extinguished state, where no oscillations are present. This is similar to the 'oscillator death' scenario in systems of coupled limit-cycle oscillators. 31 This behavior follows on from the different values of m x attainable in the IPP phase (Fig 2) , where m x > 0 combined with large ∆ j < 0 results in a suppression of the IPP mode and stabilization in the non-oscillatory state.
In summary, we have shown that delayed feedback in a macrospin spin-torque nano-oscillator can result in a variety of dynamical states, where transitions between different oscillation modes (such as in-plane and out-of-plane precession) can be triggered by using different delays and feedback amplitude. This is inherently possible due to the strongly nonlinear nature of magnetization dynamics, combined with the presence of multiple (and possibly degenerate) oscillatory states. The results suggest that delayed feedback may be a practical way for generating chaos and complex transient states in such oscillators, which might be useful for tasks such as fast random number generation 32, 33 , chaos multiplexing for cryptography, 34 and chaos-based computing. 35 
