Community Question Answering forums are popular among Internet users, and a basic problem they encounter is trying to find out if their question has already been posed before. To address this issue, Natural Language Processing researchers have developed methods to automatically detect question-similarity, which was one of the shared tasks in SemEval [3] . The best performing systems for this task made use of Syntactic Tree Kernels (SPTK) [2] or the SoftCosine metric [1]. However, it remains unclear why these methods seem to work, whether their performance can be improved by better preprocessing methods and similarity metrics and what kinds of errors they (and other methods) make. In this study, we therefore systematically combine and compare these two approaches with the more traditional BM25 [4] and translation-based models (TRLM) [5] . Moreover, we analyze the impact of preprocessing steps (lowercasing, suppression of punctuation and stop words removal) and word meaning similarity based on different distributions (word translation probability, Word2Vec, fastText and ELMo) on the performance of the task. We conduct an error analysis to gain insight into the differences in performance between the system set-ups. 12 We applied the aforementioned alternated set-ups to two benchmark datasets: Qatar Living 3 and Quora 4 . We added two ensemble settings to test whether a combination of approaches can lead to an improved performance. In Table 1 we 
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Most of our experimentation was conducted on the SemEval dataset, in which similarity between questions is labeled. We also showed that adjusting preprocessing and word similarity settings led to better results in the task of identifying question duplicates, in the Quora dataset. More research is needed to see whether the patterns that we find are dataset-independent.
