The problem of deadlock resolution arising in manufacturing environments organized according to the ty ical process-layout has only recently been underd e n by the scientific community. Furthermore, deadlock avoidance methodologies, which seem to be the most appropriate deadlock-handling strategies in this particular context, unfortunately, in the general case, suffer from increased computational complexity, which results in heuristic solutions and/or reduced performance. This paper proposes an analytical framework for designin scalable and yet provably correct deadlock avoifance policies for a sub- is a propriate for the study of the dea d lock problem
Introduction
An Automated Manufacturing Cell (AMC) consists of a number of workstations / machines, each one able to perform a set of elementary operations, and a number of transport units (Material Handling System, MHS) which carry the various workpieces among the workstations. The cell concurrently produces a number of parts, each of which is fabricated by a predetermined sequence of elementary operations (process route), and corresponds to a distinct process. The number of elementary o erations that can be executed simultaneously by tfe workstations and the MHS is finite, and defines their ca acity. In this and the MHS constitutes the set the system resources shared by the concurrently executed processes. The abstracted system of interacting processes and the set of shared resources is characterized as a Resource Allocation System (RAS).
Actually, the RAS model underlyin way, the finite operational space o f t K e workstations the AMC opto the class of the $ob Step models . It follows, then, that the AMC is eadlock. Specifically, an AMC deadlock arises when there exists a set of processes such that every process in the set is waiting for the acquisition of some resources already allocated to some other process(es) in the set. However, in the past, the manufacturing community has tended to ignore the deadlock problem since the presence of human operators allowed for an easy solution, namely the preemption of a number of deadlocked jobs to auxilliary buffers so that the remainder could proceed. Presently, the increasing automation of manufacturing systems control requires automated solutions to the deadlock problem. Furthermore, any holistic approach to the real-time manufacturing control problem should view deadlocks as constraints imposed by the plant structure on operational policies. For these reasons, there is a resurgent interest in the problem of deadlocks occuring in job step models.
The methodologies for addressing the problem of deadlock are broadly classified as [3] : (i) Prevention, (ii) Detection & Recovery, and (iii) Avoidance. Among the three approaches, avoidance is judged to be the most appropriate for dealing with the AMC deadlock [4, 5, 61. In general, avoidance methods use on-line feedback about the RAS state w.r.t. the allocation of the system resources in order to control how resources are granted to requesting processes. Given the current RAS state, a process request is granted only if the resulting state is safe. By definition, a state is safe, if there exists a sequence of resource acquisition and release operations that allows all processes in the system to run to com letion 41. On about the safety of a resource allocation o eration, thus allowing the RAS to achieve increasecfflexibility. However, two important assumptions qualify this statement: First, it is assumed that the algorithm has complete knowledge of future process behaviors w.r.t. resource allocation, i.e. the algorithm uses information about the current allocation of the system tesources, as well as, the sequence of additional allocation (request / release operations that every process, presently in the R A 2 must undergo to reach completion. Secondly, it is assumed that the algorithm can resolve the safety of the considered allocation in real-time. Even though the a priori knowledge of the process routes of the parts produced by the AMC satisfies the first assumption, it is shown in 71 that for termining the safety o f a RAS state is NP-complete. An im ortant implication is that some flexibility, and possibk performance, must be sacrificed when using the avoidance methodology for an arbitrary RAS.
A critical overview of current attempts to deal with deadlock in manufacturing systems can be found in [6] . As it is pointed there, with the exception of [4] , [l] and [8], these approaches suffer from problems arising principle, such a scheme leads to in P d ormed ecisions the considered job-ste models, the prob \ em of de-from the NP-complete nature of the state-safety decision problem. Therefore, with these solutions either (i) there is no guarantee that the system will never enter deadlock or restricted deadlock, or (ii) if such a guarantee is provided, it is obtained by (potentially) excessive computational cost ( required computation is exponential in the size of the R A S configuration). In the first case, we say that the avoidance policy is not provably correct and in the second case that it is not scalable. where F(si) is the set of feasible2 events in state si and the function succ(si, e ) returns the state that results when event e E F ( s i ) takes place with the AMC being in state si. Finally, the inataal and final states are identified by state so, the state in which the AMC is idle and empty of jobs. The language accepted by the A M C consists of those input (controller command) strin s that, starting from the empty state, leave the A d C in the same idle condition. In a physical interpretation, these strings correspond to complete production runs. in the STD represents a feasible sequence of events in the AMC. We are mainly interested in paths that start and finish in the empty state so. However, there might exist a subset of nodes for which there is no directed path from state so. This implies that when the AMC is started from the empty state, under normal operation, the states (resource allocation) represented by these nodes will never occur. These states will be referred to as unreachable. The remainin states are feasible states under normal operation an$ will be called reachable states. The set of reachable states will be denoted by S, and the set of unreachable states will be denoted by &. Similarly, states from which the empty state so is reachable by following a directed path of the STD are called safe, while states from which this is not possible are called unsafe, the implication being that if the AMC enters any of the unsafe states, it will never be able to complete all running jobs, i.e. become idle and empty.
The set of safe states is denoted by S, and the set of unsafe states is denoted by Ss. We extend the characterization of safety to AMC transitions emanating from safe states, by characterizing them as safe if they result in a safe state. Finally, we denote the intersection of any two classes resulting from the previous two classifications by Ssy where t = T , 7, and y = s, i ? .
AMC Deadlock The natural reason for the exis tence of unsafe states in the AMC operation is deadlock. Formally, the A M C is in a deadlock state if a subset of its resources is filled to capacity and every job holding a unit of those resources requires transfer to another resource of that group for its next processing step.
In [SI it is shown that (i) a deadlock is an unsafe state, and (ii) every directed path in the STD that starts from an unsafe state results in a deadlock.
Deadlock Avoidance Policies
The problem undertaken by this work is the development of control strategies that will restrict the operation of a given AMC by limiting it to a fully connected subgraph of its reachable and safe subspace S,, which contains the empty state so. Thus, an avoidance policy for the AMC is a function P : s,, -+ 2 E , with P(sd) = {e E F ( s i ) : e is selected by the policy}.
Events e E Ui:s,ES,s P(si) are called the (polacy-)enabled events. An avoidance policy P is correct (deadlock-free), if for every state which is reachable under the policy, there exists a path of policy-enabled events that can take the AMC to the empty state so.
By definition, a correct avoidance policy P is optimal if it disables only the minimal number of events rep d to establish correctness. In the graph-theoretic ormalism of STD, establishing the optimal control policy is e uivalent to removin from the reachability graph tiose transition arcs t i a t belong to the cut [Sr,, &SI. An implication of this characterization of the optimal policy is that, for a iven AMC configuthermore, since the inclusion of a transition to the optimal avoidance olicy depends on the safety of the successor state, it kllows that obtaining the optimal avoidance policy is an NP-hard problem.
Typically, a deadlock avoidance policy is expressed ration, the optimal avoidance PO 7 icy is unique. Furby a set of lo ical and/or algebraic constraints imposed on the 1 M C operation. Under such a formalism, the scalability requirement for the policy im lies 
A New Characterization of the State-Safety Problem and its Implications to the Design of Avoidance Policies
This section presents another characterization of the state safety decision problem. The significance of this characterization is that it serves as a framework for the analysis of the correctness of a certain class of deadlock avoidance policies, to be called the Rpolicies. R-policies are formulated as a set of inequalities which constrain the allocation of system resources at any single instance. These constraints are "static", i.e. they consider only the present status of resource allocation and not its history. This particular constraint structure, coupled with the proposed safety characterization, can facilitate the analysis of correctness of the underlying avoidance policy.
The proposed state-safety characterization
Consider the AMC state si = SO in which JO jobs, 
In the previous equations, sr(i, k , p i ) is a function returning the resource type required by job ji for its next processing step, given that it is currently allocated one unit of resource ty e k for the execution of its pj-th processing step [s-uccessor r-esource An example of applying the proposed system of equations as a correctness-analysis tool is given in the next section.
The Resource Upstream Neighborhood (RUN) Avoidance Policy
The Resource Upstream Neighborhood (RUN) avoidance policy is based on the idea that if there are certain resources of increased capacity in the system, then they can function as temporary buffers for the jobs that they support. The policy was first presented in [l] , where considerable experimental evidence but no formal proof for its correctness was provided. Here, the policy is restated as a set of "static" constraints to be added to the system of Equations 1 -7 and a proof for its correctness is then developed, in line of the discussion of the previous section. 
