German import represents 5.6% of total global imports and this establishes Germany as the third largest importer in the world. This study examines the dependence of imports on consumption, investment and exports in Germany, using time series data for the period 1997-2013. We received an error correction model that involved short-term and long-term effects and seasonal components. Based on the estimated model, with 1% increase in investment or exports the short-term effect would result in an increase in imports by 0.39% and 0.58%, respectively. We determined the period for which there would be a balance of imports in case of shock on independent variables. There is also a slight constant change in imports during different seasons and a general reduction of import growth by 5.59% on average.
Introduction
The German import represents 5.6% of total global imports and this establishes Germany as the third largest importer in the world. Primary German import partners are European Union (54.8%), China (8.9%), US (5.5%), Switzerland (4.2%) and Russia (3.3%).
The behaviour of the import function has been the subject matter of a number of empirical studies. One may mention the contributions by [19] , [34] , [25] , [18] , [2] , [42] , [17] , [5] , [29] , [36] , [3] , [14] , [22] , [23] , [24] , [41] , [26] , [32] , [4] .
According to numerous scholars, including [28] , [40] , [30] , [37] , [38] , [13] , [17] , and [29] , traditional models estimate import demand as a function of relative prices and income (GDP), omitting changes in foreign reserves. Most of these models assume that macroeconomic variables are stationary, but evidence indicates the contrary, namely, that macroeconomic time series are typically nonstationary, exhibiting high serial correlation between successive observations. This implies that the t and F tests are incorrect and lead to false conclusions and spurious regression problems (portrayed by a high R 2 value and a statistically significant Durbin-Watson statistic) (see [10] , [12] ).
The linkage between imports and exports, consumption and investment based on the cointegration method (whose focus focuses on the econometric implications of non-stationarity assumptions) have become a recent direction of research (see [1] , [27] , [39] , [28] , [20] , [40] , [15] , [35] , [30] , [7] , [8] , [33] , [37] , [38] , [39] , [12] ).
Given the importance of imports for Germany's economic development, and the ensuing implications, the central aim of this paper is to examine the dependence of imports on consumption, investment and exports in Germany, using time series data for the period 1997-2013.
Data and Methodology

Data Description
We used quarterly data Germany observations on import of goods and services, consumption, investment, and exports of goods and services. Quaterly data on all variables are available from 1997 to 2013 from World Development Indicators. All the variables are taken in their natural logarithms to avoid the problems of heteroscedasticity.
Statistical Software
Statistical analysis and all chartings were performed within the R program. All statistical tests applied to the variables were obtained within attaching package 'rgive'.
Model Specification
This paper uses error correction model (ECM) to identify the dependence of imports on consumption, investment and exports in Germany. The long-run import function is specified as follows:
where Im is import, Cons is consumption, Invest is investment and Ex is export, and t is the time trend.
In an explicit and econometric form, using the log-linear form equation (1) can be stated as
where ε t is the i.i.d. error term at period t, a 0 is the constant term, and ln stands for natural logarithms. From economic theory, the signs for the coefficients a 1 , a 2 and a 3 are expected to be positive. To distinguish the short-run effects from the long-run trend, equation (2) must be specified in an error correction model (ECM) format following [31] , which has been used in many recent studies, including [40] , [7] , [37] , and [12] . Equation (2) is therefore rewritten in an ECM format in equation (3) below:
all variables are defined as before, except the first difference operator, which is ∆.
Statistical Tests
Ordinary Least Squares (OLS) method
In econometrics, Ordinary Least Squares (OLS) method is widely used to estimate the parameter of a linear regression model. OLS estimators minimize the sum of the squared errors (a difference between observed values and predicted values). The OLS estimator is consistent when the regressors are exogenous, and optimal in the class of linear unbiased estimators when the errors are homoscedastic and serially uncorrelated. Under these conditions, the method of OLS provides minimum-variance mean-unbiased estimation when the errors have finite variances. Under the additional assumption that the errors are normally distributed, OLS is the maximum likelihood estimator.
The Stationarity Test (Unit Root Test)
In order to investigate the stationarity properties of the data, a univariate analysis of each of the four time series imports, consumption, investment, and exports, was carried out by testing for the presence of a unit root Augmented Dickey Fuller (ADF) (see [9] ). The lag length for the ADF test was selected to ensure that the residuals were white noise.
The Cointegration Test
Cointegration, an econometric property of time series variable, is a precondition for the existence of a long run or equilibrium economic relationship between two or more variables having unit roots (i.e. integrated of order one). The Johansen approach can determine the number of co-integrated vectors for any given number of non-stationary variables of the same order. Two or more random variables are said to be cointegrated if each of the series are themselves non-stationary. This test may be regarded as a long run equilibrium relationship among the variables. The purpose of the Cointegration tests is to determine whether a group of non-stationary series is cointegrated or not.
Breusch-Godfrey Test
In statistics, the Breusch-Godfrey test, named after Trevor Breusch and Leslie Godfrey (see [6] , [16] ), is used to assess the validity of some of the modelling assumptions inherent in applying regression-like models to observed data series.
In particular, it tests for the presence of serial correlation that has not been included in a proposed model structure and which, if present, would mean that incorrect conclusions would be drawn from other tests, or that sub-optimal estimates of model parameters are obtained if it is not taken into account. The regression models to which the test can be applied include cases where lagged values of the dependent variables are used as independent variables in the model's representation for later observations. This type of structure is common in econometric models. The null hypothesis is that there is no serial correlation.
Jarque-Bera and Doornik-Hansen Tests
The Jarque-Bera test (see [21] ) is a popular test for univariate normality based on moments. The test statistic is the sum of the squares for the sample standardized third and fourth moments. This test is emphasized especially in econometrics to test normality. The null hypothesis for the test is that the data is normally distributed. The Jarque-Bera statistic is particularly suitable for large samples. For small sample sizes the test procedure by [11] was developed.
White test
In econometrics, an extremely common test for heteroscedasticity is the White test (see [43] ), which begins by allowing the heteroscedasticity process to be a function of one or more of independent variables. The White test allows the independent variable to have a nonlinear and interactive effect on the error variance. The null hypothesis of White test of no heteroscedasticity against heteroscedasticity of unknown, general form.
Nested test
The Nested test is used to examine whether two models, one of which contains a subset of the variables contained in the other, are statistically equivalent in terms of their predictive capability. The null hypothesis for the test is that the two models are statistically equivalent in terms of their predictive capability. The alternative hypothesis would be that the full model contributes additional information about the association between the target and predictor variables.
Empirical Results
The long-run trends of the variables included in the import function are shown in Figure 1 . The time series ln Im (natural logarithm of import), ln Ex (natural logarithm of export) and ln Cons (natural logarithm of consumption) have an upward trend. No discernible trend is observed in the time series ln Invest (natural logarithm of investment). On Figure 1 presence of a pronounced seasonal component in time series ln Cons and ln Invest is observed whose period is 4. This requires the inclusion of seasonality dummy variables in the model. We began by investigating the stationarity properties of each of the four variables. Based on the results of the ADF test for the time series ln Cons with added 9 maximum lags and difference equal to 2 (Table 1) , we accept that the time series ln Cons is non-stationary and the order of integration is 2.
Similarly, we found that the order of integration of time series ln Ex also was 2, and the other two time series ln Invest and ln Im was integrated of order 1. Therefore, the time series ln Cons, ln Ex, ln Invest and ln Im need to be differentiated twice and once, respectively.
Creating an Initial Model -Model 1
In statistics, it is known that the number of lags added to each of the variables is desirable to be a number divided by the number of periods in the time series. Due to this, we added 8 lags to each of the four variables. That's how we Table  2 . The value of R 2 is an indication that this model describes well the dynamics of the dependent variable. Based on the F -statistics we can consider that this model is adequate. In order to use the t-statistics to determine the significant variables in Model 1 the assumptions about residuals of a model must be satisfied.
Checking the Assumptions about Residuals of Model 1
From the histogram of the residuals (Figure 3 ) follows that the residuals have a normal distribution. This conclusion was confirmed through normality tests of Jarque-Bera and Doornik-Hansen whose results are 0.115 and 0.137, respectively.
The graph of the residuals of Model 1 is presented on Figure 4 . Due to the presence of the periods in which the residues are systematically positive and periods in which they are systematically negative, we assumed that in Model 1 there is the presence of autocorrelation. To test this, we used BreuschGodfrey test for serial correlation of order 8 and we received the following results: F = 0.900, df 1 = 8, df 2 = 9, p-value = 0.554. Because of the large pvalue we cannot reject H 0 . Therefore, the residuals of Model 1 are independent.
The scatter plot of the residuals of Model 1 is presented on Figure 5 . We assume that there is heteroscedasticity of residuals because there are some places with concentration of the residues. We checked this conclusion by using the White test and we obtained the following results: X 2 = 56, df = 55, 
Reducing Model 1 to a Model with 2 Lags
The next step in our study is to check whether Model 1 (the model whit 8 lags) can be reduced to a model with fewer lags. For this purpose, by using the Nested Table 3 . Based on the values of R 2 and F -statistics we can consider that this model describes well the dynamics of the dependent variable and it is adequate. Figure 6 graphically depicts the actual data vs fitted data from Model 2.
Checking the Assumptions about Residuals of Model 2
From the histogram of the residuals (Figure 7 ) it follows that the residuals of Model 2 have normal distribution. We confirmed this conclusion through The graph of the residuals of Model 2 is presented on Figure 8 . Due to the presence of the periods in which the residues are systematically positive and periods in which they are systematically negative, we assumed that in Model 2 there is the presence of autocorrelation. To test this, we used BreuschGodfrey test for serial correlation of order 8 and we received the following results: F = 1.272, df 1 = 8, df 2 = 39, p-value = 0.286. Because of the large pvalue we cannot reject H 0 . Therefore, the residuals of Model 2 are independent.
The scatter plot of the residuals of Model 2 is presented on Figure 9 . We assume that there is heteroscedasticity of residuals because there are some places with a concentration of the residues. This conclusion is not confirmed by the White test from which we have the following results: X 2 = 25.745, df = 25, p-value = 0.421. Consequently, residuals are equally distributed.
From the above research we have concluded that the assumptions about the residuals of Model 2 are satisfied. Therefore, we can use t-statistics from the OLS method to determine which variables of Model 2 are significant and which are not. As a result, in the Model 2 variables ln Cons, ln Cons 1, ln Invest 1, ln Ex 1, ln Cons 2, ln Ex 2, ln Im 2 are non-significant and the rest variables 
Model with Maximum Number of Stationary Time Series
From the fact that we work with non-stationary time series, t-statistics are offset and therefore the significant of the variables can be misleading. Therefore, we created a model in which we replaced all non-stationary time series participating in Model 2 with stationary, generating the first differences of ln Im and ln Invest and the second differences of ln Ex and ln Cons, respectively. The model thus created is denoted as dModel 2. All variables involved in dModel 2 are: ln Ex, Since dModel 2 is equivalent to Model 2, we have concluded that the assumptions about residuals of dModel 2 are satisfied. Then, having in mind the results of the OLS method (Table 4) , we have concluded that of all variables involved in the model dModel 2 the only variables ddln Cons and dln Im 1 are non-significant. Figure 10 graphically depicts the actual data vs. fitted data from model dModel 2. Here the variable dln Im is stationary. Because we have a small sample to build a statistical model, this could lead to multicollinearity. In this regard, we examined the coefficients of all the variables in the model dModel 2 that are presented in Table 5 . 
Since there are values exceeding 10, we concluded that there is multicollinearity between the independent variables. This fact could be avoided by removing the non-significant variables from the model. For this purpose, using the model dModel 2 by sequentially removing the non-significant variables (those with the large p-value), we created 4 sub-models. We evaluated each of them by the OLS method and the results are presented in Table 6 . We examined the possibility of reducing the model dModel 2 to a model with fewer variables (i.e. to one of the four sub-models) by using the Nested test. Based on the obtained results presented in Table 7 , we reduced the model dModel 2 to a model dModel 2 4. Due to the fact that the dModel 2 4 model is not equivalent to the dModel 2 model, it is necessary to verify that the assumptions about residuals of dModel 2 4 are satisfied.
Checking the Assumptions about Residuals of dModel 2 4
Figure 11 graphically depicts the actual data vs fitted data from dModel 2 4.
From the histogram (Figure 12 ) it follows that the residuals of dModel 2 4 have a normal distribution. This conclusion is also confirmed by the normality tests of Jarque-Bera and Doornik-Hansen whose results are 0.969 and 0.895, respectively.
The graph of the residuals of dModel 2 4 is presented on Figure 13 . Due to the presence of the periods in which the residues are systematically positive and Figure 11 : Actual data vs. fitted data from dModel 2 4 periods in which they are systematically negative, we assumed that in dModel 2 4 there is autocorrelation. This result is not confirmed by the BreuschGodfrey test for serial correlation of order 8 whose results are: F = 0.905, df 1 = 8, df 2 = 43, p-value = 0.521. Therefore, the residuals of dModel 2 4 are independent.
The scatter plot of the residuals of dModel 2 4 is presented on Figure 14 . We assumed that there is heteroscedasticity of residuals because there are some places with concentration of residues. This conclusion is not confirmed by the White test the results of which results are: X 2 = 25.025, df = 17, p-value = 0.094. Consequently, residuals are equally distributed.
Based on the above conclusions, we accepted that the assumptions about the residuals of dModel 2 4 are satisfied. Then, by using the t-statistics and p-values in Table 6 , we have concluded that all variables in dModel 2 4 are significant. To test whether multicollinearity exists in dModel 2 4, we studied the coefficients in front of all the variables which are presented in Table 8 . Since there are values exceeding 10, we concluded that there is multicollinearity between the independent variables. This is probably due to the fact that we have a small sample. However, the absolute value of t-statistics is greater than 2, so we can do nothing to remove multicollinearity. where the short-term effects are recorded on the first line, on the second and third -the long-term and on the fourth -the seasonal components.
Conclusion
This study examines the dependence of imports on consumption, investment and exports in Germany by using time series data for the period 1997-2013. We received an error correction model that involved short-term and long-term effects and seasonal components. Based on the estimated model, we can make the following interpretations:
• If the investments increase by 1%, the short-term effect of this increase would result in an increase in imports by 0.39%;
• If exports increase by 1%, the short-term effect of this increase would result in an increase in imports by 0.58%;
• We determined a period of 1.4 quarters for which there would be a balance of imports in case of shock on independent variables;
• There is also a slight constant change in imports during different seasons and a general reduction of import growth by 5.59% on average.
