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1 Introduction
Several models for high frequency nancial asset price data have been put forward
during the last decade. Overviews of recent developments and some of the related
methodological background are given in Barndor¤-Nielsen et al. (2001), Harvey
et al. (2004), Shephard (2005) and Andersen et al. (2009). This paper builds
on the class of models proposed and analyzed in Barndor¤-Nielsen and Shephard
(2001, 2002, 2003) (hereafter BS), where volatility (stochastic variance) is modeled
as positive Ornstein-Uhlenbeck processes driven by Levy jump processes. A main
benet of this class of continuous time models is that many closed form solutions can
be derived, such as exact discrete time transition equations, that are useful both for
tting empirical models (using data collected in discrete time), and for applications
in nancial engineering, e.g. derivative pricing. However, when it comes to joint
modeling of several asset prices in continuous time, the literature is sparse, both
with regard to theoretical and applied results. Nevertheless, multivariate modeling
is highly relevant for portfolio optimization and risk management, which are major
areas of nancial analysis. For example, to measure the value at risk, quantiles
in the returns distribution of a portfolio consisting of a large number of assets and
derivatives must be estimated, obviously requiring realistic and analytically tractable
multivariate models. To address these issues, we here advocate using non-Gaussian
Ornstein-Uhlenbeck (OU) processes as building blocks for multivariate stochastic
volatility models. We implement a quasi-likelihood estimator for this class of models
and also provide software written as a user friendly R-package that interfaces e¢ cient
C++ code.1
Multivariate discrete time models have been available in the econometric litera-
ture for some time. Most of these models build on the ARCH/GARCH tradition; see
Bollerslev et al. (1988), Diebold and Nerlove (1989), Engle et al. (1990) and King et
al. (1994). In GARCH-type models the conditional variance of nancial returns is
1See http://folk.uio.no/skare/SV/ for software and user documentation (How to get started).
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modeled as a deterministic function of past returns. Recent surveys of multivariate
GARCH models is given by Bauwens et al. (2006) and Silvennoinen and Teräsvirta
(2009). There exists a parallel literature on multivariate discrete time stochastic
volatility (MSV) models, where the conditional variance is modeled as a dynamic
latent variable. See e.g. the surveys in Asai et al. (2006) and Chib et al. (2009).
MSV models combine features of the classical univariate stochastic volatility model
(see e.g. Taylor, 1986) with classical factor analysis: The co-movements in the
volatility among several return series is captured by a few common dynamic factors.
Stochastic volatility based models are more exible than GARCH-type models and
many empirical studies have conrmed that they give a better t to high frequency
asset returns data. The MSV literature goes back to Harvey et al. (1994), and have
been extended, among others, by Aguilar and West (2000) and Chib et al. (2006).
A main problem associated with many of these models is that estimation is com-
plex, requiring simulation based (MCMC) methods (see Yu and Meyer, 2006, and
Johannes and Polson, 2009, for overviews). The MCMC approach is cumbersome
for large data sets and also relies on specic distributional assumptions, including
prior distributions over xed parameters. The latter feature may be unattractive to
non-Bayesians.
In contrast to the GARCH and MSV literature, this paper builds on the tradition
of continuous time models built out of Brownian motions (the Black-Scholes-Merton
model), which is the cornerstone of modern mathematical nance. The class of ana-
lytically tractable continuous time models was substantially extended by BS (2001),
who consider the variance of asset returns as determined by a (continuous time) OU
process driven by Levy jump processes. Since asset returns data are not registered in
continuous time, the observable counterpart of a continuous time model is typically
a time series of integrated (or aggregate) returns over xed time intervals with length
. The models we will consider have integrated returns that are uncorrelated, yet
not independent. In particular, squared returns have autocorrelation functions that
are exponentially decaying. Moreover, by adding independent OU processes with
di¤erent parameters, great exibility is achieved, leading to autocorrelation func-
tions of squared returns that are weighted averages of exponential functions. Since
4
the distribution of aggregate returns is derived by integrating the underlying contin-
uous time processes over xed intervals, the parameters of the models are trivially
invariant to the choice of interval width, . This property is highly desirable and
does not apply to discrete time GARCH or to stochastic volatility models (see Drost
and Nijman, 1993).
In the univariate case, the statistical properties of OU processes as well as im-
plications for derivative pricing have been examined by BS (2001), Nicolato and
Venardos (2003), Benth et al. (2007), and others. However, to the best of our
knowledge, none have applied these models to vector processes. Almost all issues
regarding practical implementations and estimation in the multivariate case are
therefore unresolved. This paper uses univariate Levy OU processes as building
blocks for multivariate models. A parsimonious parametrization, which is necessary
to avoid the curse of dimensionality when going from univariate to multivariate high
frequency time series, is achieved by imposing a factor structure, similar to what
is done in the discrete time MSV models mentioned above. We model the indi-
vidual variables (each asset returns series) as univariate processes, augmented by
common dynamic factors that account for the co-movements among them. These
co-movements are assumed to be represented by a small, or moderate, number of
independent, common shocks, which are increments of a standard Brownian motion
multiplied by a stochastic scale coe¢ cient. The stochastic, time-varying scale co-
e¢ cient accounts for stochastic volatility. The common shocks enter one or more
series at the same time, but with a di¤erent weight (loading coe¢ cient). A exi-
ble stochastic volatility structure is obtained by assuming that the stochastic scale
coe¢ cients are generated by sums of independent non-Gaussian OU processes.
As shown by BS (2001), the OU framework allows exact discrete time transition
equations that can be represented on a linear state space form with the observation
vector consisting of returns and squared returns. We extend these results to the
multivariate case. A Gaussian quasi-likelihood function is derived by treating the
one-step-ahead predictions of the returns and squared returns as if they were con-
ditional expectations. Although the error terms of the state space representation
are not Gaussian, they are white noise and strong mixing (see BS, 2001). Thus the
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Kalman lter provides optimal linear predictors in a mean squared error sense (see
Brockwell and Davis, 1993, Ch. 12). Moreover, the asymptotic theory of Dunsmuir
(1979) applies, implying that the quasi-likelihood estimator based on the Gaussian
approximation to the model provides consistent estimators.
The applied part of this paper considers a bivariate model for the Euro/NOK
and US Dollar/NOK exchange rates using 5332 daily returns data for the period
2.1.1989-4.2.2010. While there exists a large literature on exchange rate dynamics,
the well-known study of Meese and Rogo¤ (1983) demonstrate for a wide range of
exchange rate models based on economic fundamentals that neither of these were
able to outperform a simple random walk model in forecasting competitions. Modern
econometric contributions to this research area focus mainly on the modeling of
volatility. Another line of empirical research focus on market microstructure (see
Lyons, 2001). Some inuential contributions to the study of multivariate exchange
rate dynamics during the last decade are Andersen et al. (2001), Barndor¤-Nielsen
and Shephard (2004), Jungbacker and Koopman (2006) and Chib et al. (2006).
The rest of this paper is organized as follows: Section 2 presents the formal mod-
eling framework, Section 3 establishes the quasi-likelihood function and its deriv-
atives, based on an approximative Gaussian state space model, Section 4 contains
the empirical application, while Section 5 concludes.
2 Levy driven OU processes
Stochastic volatility models based on OU processes: Di¤usion based models
for asset returns with stochastic volatility usually takes as their starting point the
stochastic di¤erential equation
dy(t) = dt+ (t)dw(t), (1)
where  is the drift term, w(t) is a standard Brownian motion and 2(t) is a strictly
positive stochastic process, usually called spot volatility in the econometric literature.
To understand the implications of (1) for aggregate returns over xed intervals of
length , set tn = n, for some  > 0 and n = 1; 2; :::; N . Then the increments
wn  w(n) w((n 1)) are identically and independently distributed with mean
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0 and variance . Moreover,
yn  y(n)  y((n  1)),
i.e., integrated returns over the interval [(n  1); n], can be written
yn = + u1n, (2)
where
u1n =
Z n
(n 1)
(u)dW (u).
It is well known that
u1n
D
= n"n, (3)
with
"n  IN (0; 1) and 2n 
Z n
(n 1)
2(t)dt.
Thus u1n is a white noise error term with a mixed Gaussian distribution and mixing
parameter n. In the econometric literature, 2n is called actual volatility. In the
classical Black-Scholes-Merton model, 2(t) = 2. Hence 2n = 
2 and there is
no mixing. However, there is overwhelming evidence that this assumption leads to
a poor t to nancial returns data over small to medium time intervals (see e.g.
Jondeau et al., 2007, for an overview). Real time transaction data exhibit serious
departure from normality and homoscedasticity: When  is small or moderate
(corresponding to minutes, hours or days), the changes yn are heavily tailed and
squared changes, y2n, are serially correlated (volatility clustering). Sometimes the
distribution of yn is also signicantly skewed. Skewness is not considered here,
but can be incorporated into (1) through so-called leverage e¤ects, i.e., a negative
correlation between returns and changes in actual volatility. As  increases, a
central limit theorem seems to be at work, so that if E(2(t)) = , then
t 1=2(y(t)  t) D! N (0; ): (4)
In BS (2001) it is assumed that 2(t) is a positive Ornstein-Uhlenbeck (OU)
process:
d2(t) =  2(t)dt+ dz(t); z(0) = 0, (5)
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where z(t) is a Levy jump process, i.e., a process with positive, stationary and
independent increments. Some important features characterize this process:
First, 2(t) moves up only by jumps in z(t), and then tails o¤ exponentially
at the rate : Thus  can be interpreted as a discount- or decay-parameter, which
determines the memory of the process: a small  implies a long-memory process
2(t), while a large  means that past jumps are quickly discounted. The parameter
 also determines the rate at which jumps in z(t) occurs: A small  yields a process
with small, infrequent jumps that are slowly discounted. On the other hand, a high
 yields a process with frequent and large jumps, which are quickly discounted. Two
simulated actual volatility series 2n (with  = 0:015 and 0:6) are depicted in Figure
1 to illustrate these features. Second, 2(t) has a stationary distribution which does
not depend on  the latter result is obtained by the peculiar timing z(t). Let
E(2(t))   and V ar(2(t))  !2, then it is shown in BS (2001) that
2(n) = e 2((n  1)) + n, (6)
with
n  i:i:d:
 
(1  e( )); !2(1  e( 2)) .
Thus (6) can be interpreted as a continuous time autoregressive model, where
exp( ) is the autoregressive parameter in the corresponding (exact) discrete-
time transition equation for 2(n).
An advantage of this OU-based stochastic volatility model, compared both to
more traditional discrete-time approaches and the (continuous time) constant elas-
ticity of variance process advocated by Meddahi and Renault (2004), is that they
generate many closed form solutions under temporal aggregation: BS (2001) charac-
terize the marginal distribution of integrated (actual) volatility, 2n, and integrated
price changes, yn, not only their dynamic structure (see also BS, 2003). For example,
using (5), it is easy to show that
E(2n) = 
V ar(2n) = 2!
2 2fe    1 + g: (7)
Because estimation of the model at di¤erent time frequencies is just a matter of
choosing a di¤erent , the parameters of the model are (trivially) invariant under
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temporal aggregation. In contrast, if we formulate a GARCH model for a given time
frequency (e.g. daily) and then decide to estimate the model on another frequency
(e.g. weekly), the latter model is no longer a GARCH model; GARCH processes
are generally not closed under aggregation (see Drost and Nijman, 1993). The
availability of closed form results regarding the distribution of integrated volatility
has huge consequences for derivative pricing and risk analysis, as shown in Nicolato
and Venardos (2003). Algorithms for exact simulation from some non-Gaussian OU
processes are also available (see Zhang and Zhang, 2008).
The family of marginal distributions for 2(t) which is consistent with the OU
assumption, is the self-decomposable distributions on R+. In general, a random
variable x (not necessarily restricted to R+) is self-decomposable if for any c 2 (0; 1);
there exists a random variable xc; independent of x, such that
x
D
= cx+ xc.
The close relation between OU processes and self-decomposable distributions is not
surprising in view of (6). An important class of self-decomposable distribution on
R+, and hence candidate distributions for 2(t), is the generalized inverse Gaussian
distribution, which contains the inverse Gaussian, inverse 2 and Gamma distribu-
tion as special cases (see BS, 2001). Another example is the log normal distribution
(see BS, 2003 and Bondesson, 2002), which has been advocated by Andersen et
al. (2001) to model exchange rate volatility. In this paper, however, the particular
choice of parametric family does not play any role, as we here only utilize the rst-
and second-order properties of integrated volatility and returns.
Multivariate extensions Multivariate di¤usion based models with stochastic
volatility have not been much studied, despite their obvious usefulness in nan-
cial applications. A natural generalization of (1), briey discussed in BS (2001), is
the vector OU process,
dy(t) = dt+ (t)1=2dw(t), (8)
where y(t) = [y1(t); :::; y

q (t)]
0 is a vector of q log-prices,  = [1; :::; q]
0, (t) is a
q q time-varying stochastic spot covariance matrix and w(t) = [w1(t); :::; wq(t)]0 is
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a vector of q independent standard Brownian motions. The main challenge when
going from the univariate to the multivariate case is to specify a tractable model for
(t). Our approach consists in specifying (t) indirectly through a particular factor
structure. That is, for i = 1; :::; q, we assume that
dyi (t) = idt+ i(t)dwi(t) +
pX
j=1
ijq+j(t)dBj(t); p  q   1, (9)
where wi(t) (i = 1; :::; q) and Bj(t) (j = 1; :::; p) are mutually independent standard
Brownian motions, whereas 21(t); :::; 
2
p+q(t) are p + q mutually independent Levy
OU processes. The stochastic di¤erential equation (9) implies a particular structure
for the spot covariance matrix (t) in (8):
(t) = diag(21(t); :::; 
2
q(t)) + diag(
2
q+1(t); :::; 
2
q+p(t))
0,
where diag(a1; :::; am) denotes the diagonal matrix with diagonal elements a1; :::; am;
and
 =
2664
11    1p
21    2p
q1    qp
3775 , with ii = 1 for i = 1; :::; q and ij = 0 for j > i.
The restrictions ij = 0 for j > i are standard in factor models, while ii = 1 could be
replaced by
Pq
i=1 
2
ij = 1; j = 1; :::; p, implying that 
0 can be interpreted as a
constant correlation matrix of the q innovations
Pp
j=1 ijq+j(t)dBj(t), i = 1; :::; q.
Of course, other observationally equivalent parameter restrictions exist. It is easily
seen that if p = q 1, a completely unrestricted spot covariance matrix(t) is allowed
by this model specication, thus generalizing the constant conditional correlation
matrix proposed by Bollerslev (1990) in the framework of multivariate GARCH and
Harvey et al. (1994) in the context of discrete time MSV modeling. Clearly, when p
is large, the model is not tractable due to the curse of dimensionality. But if the co-
movements across the q returns series, dyi (t) can be represented by a few common
factors, q+1(t)dB1(t),...,q+p(t)dBp(t), i.e., p is small, a computationally tractable
model can be built, as we will demonstrate below. Note that because of the volatility
factor 2i (t) which is specic to series i (i = 1; ::; q), no linear combination of asset
returns will have constant variance. Neither will any two linear combinations of asset
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returns have constant correlation. These features of our model are highly desirable
in practical modeling and represent improvements relative to most additive factor
model hitherto considered in the literature; for instance by Aguilar and West (2000).
Analogously to actual volatility, 2n, we dene the actual covariance as
n =
Z n
(n 1)
(t)dt. (10)
Moreover, dene
2jn =
Z n
(n 1)
2j(t)dt; j = 1; :::; q + p
and
yin =
Z n
(n 1)
dyi (t); i = 1; :::; q:
Then, similarly to (2)-(3), we can write
yin = i+ ui1n; i = 1; :::; q, (11)
with
ui1n
D
= in"in +
pX
j=1
ijq+j;njn, (12)
where "in  IN (0; 1), jn  IN (0; 1) and "in and jm are mutually independent
for all i; j; n and m. Thus jn, j = 1; :::; p, are common factors, while "in is an
idiosyncratic error terms specic to series i (i = 1; :::; q). Note that all the additive
terms in (12) are mutually uncorrelated.
The main feature that separates (11)-(12) from a standard dynamic factor model
is the presence of the time-varying, stochastic scale coe¢ cients, q+j;n. Our model
does have similarities with Chib et al. (2006). An important di¤erence, however, is
that our approach leads to a computationally simple quasi-likelihood function based
on a linear state space representation of the model. In contrast, Chib et al. (2006)
use complicated MCMC methods in a Bayesian context to t their model.
We will in Section 3 present a state space form of the model (11) in terms of the
observation vector Yn = [y1n; y21n; :::; yqn; y
2
qn]
0, thereby extending the univariate case
(q = 1) analyzed in BS (2001) and Raknerud and Skare (2009). To be able to do
so, we rst observe that, for i = 1; :::; q,
y2in = 
2
i
2 + 2in +
pX
j=1
2ij
2
q+j;n + ui2n, (13)
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where
ui2n
D
= 2in("
2
in   1) +
pX
j=1
2ij
2
q+j;n(
2
jn   1) + 2iin"in + 2i
pX
j=1
ijq+j;njn
+2
pX
j=1
in"inijq+j;njn + 2
X
j>r
ijirq+j;nq+r;njnrn.
Note that the di¤erent additive terms in ui2n are also uncorrelated (but not inde-
pendent). Let 2n = (
2
1n; :::; 
2
q+p;n). Then it is easily seen that
E(ui1nj2n) = E(ui2nj2n) = 0, i = 1; :::; q.
The conditional second order moments are also easy to derive. For i = 1; :::; q,
E(ui1nui2nj2n) = 2i2in + 2i
pX
j=1
2ij
2
q+j;n
E(u2i1nj2n) = 2in +
pX
j=1
2ij
2
q+j;n
E(u22inj2n) = 24in + 2
pX
j=1
4ij
4
q+j;n + 4
2
i
22in + 4
2
i
2
pX
j=1
2ij
2
q+j;n + 4
2
in
pX
j=1
2ij
2
q+j;n
+4
X
j>r
2ij
2
ir
2
q+j;n
2
q+r;n: (14)
Moreover, for i; k = 1; :::; q and i 6= k:
E(ui1nuk1nj2n) =
pX
j=1
ijkj
2
q+j;n
E(ui2nuk2nj2n) = 2
pX
j=1
2ij
2
kj
4
q+j;n + 4ik
2
pX
j=1
ijkj
2
q+j;n + 4
X
j>r
ijirkjkr
2
q+j;n
2
q+r;n
E(ui1nuk2nj2n) = 2k
pX
j=1
ijkj
2
q+j;n: (15)
Setting
un = [u11n; u12n;    ; uq1n; uq2n]0;
and applying the rule of iterated expectation to (14) and (15), we obtain
V ar(un)  
= blockdiag(1; :::;q) + e
e0, (16)
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where blockdiag(A1; :::; Am), for general square matrices Ai, denotes the blockdiag-
onal matrix with the ith block equal to Ai. We have
i =

E(2in) 2iE(
2
in)
2iE(
2
in) 2E(
4
in) + 4
2
i
2E(2in) + 4E(
2
in)
Pp
j=1 
2
ijE(
2
q+j;n)

, i = 1; :::; q.
Moreover,

 =

diag(!1) if p = 1
diag(!1; !2) if p > 1
;
with
!1 =

E(2q+1;n); 2E(
4
q+1;n); E(
2
q+2;n); 2E(
4
q+2;n); :::; E(
2
q+p;n); 2E(
4
q+p;n)

(p  1)
!2 =

4E(2q+2;n
2
q+1;n); 4E(
2
q+3;n
2
q+1;n); 4E(
2
q+3;n
2
q+2;n); :::
::: ; 4E(2q+p;n
2
q+1;n) 4E(
2
q+p;n
2
q+p 1;n)

(p  2).
Furthermore, e = ( e1 if p = 1
[e1 : e2] if p > 1,
with
e1 =
2666666666664
11 0       1p 0
2111 
2
11       211p 21p
21 0       2p 0
2221 
2
21       222p 22p
...
...
...
...
...
...
...
...
q1 0 qp 0
2qq1 q1       2qqp qp
3777777777775
: 2q  2p
and
e2 =
2666666666664
0    0    0 0    0 0
1211    1j11    1j1;j 1 1;j+111    1;j+11j 1p1;p 1
0    0    0 0    ... 0
2221    2j21    2j2;j 1 2;j+121    2p2;p 1
0    0    0 0    0
...
...
...
...
...
...
0    0    0 0    0 0
q2q1    qjq1    qjq;j 1 p;j+1p1    p;j+1pj qpq;p 1
3777777777775
: 2qp(p  1)
2
.
Explicit expressions for E(2jn) and E(
4
jn) follow directly from (7):
E(2jn) = j
E(4jn) = V ar(
2
jn) + 
2
j
2
= 2!2j
 2
j fe j   1 + jg+ 2j2. (17)
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When 3p=2 + p2=2 < 2q,  has a sparse structure that can be utilized to simplify
the calculation of  1 needed in the estimation of the model (see Appendix B).
3 The quasi likelihood function based on an ap-
proximative Gaussian state space representa-
tion
A fully specied state space representation of the multivariate model considered
in Section 2 is given below. The state space form allows us to formulate a quasi-
likelihood function. We will combine features of the EM algorithm with an e¢ cient
quasi-Newton method. Let  denote the vector of unknown parameters to be esti-
mated. In the EM algorithm, the log-likelihood function, L( ) (which in our case
will be a quasi log-likelihood function), is decomposed as:
L( ) =M( j 0) H( j 0), (18)
whereM( j 0) is maximized iteratively with respect to  to update  0. Importantly,
the function M( j 0) has the following property:
@L( )
@ 

 = 0
=
@M( j 0)
@ 

 = 0
: (19)
The relevance of this result in the present context is discussed in Raknerud and Skare
(2009). Explicit expressions for M( j 0) and @M( j 0)=@ are given in Appendix
B.
A state space form in the univariate case: q = 1 (p = 0), is given in BS
(2001) with observation vector Yn = [y1; y21]
0 and state vector n =

2n 
2(n

.
Now consider the multivariate case, i.e., assuming that 2j(t) are independent OU
processes for j = 1; :::; q + p, with E(2j(t)) = j and V ar(
2
j(t)) = !
2
j . The auto-
correlation function, rj(s), of 2j(t) is then given by rj(s) = exp( jjsj). Our main
result is stated in the following proposition:
Proposition 1 Dene as the observation vector
Yn = (y1n; y
2
1n; :::; yqn; y
2
qn)
0
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and as the state vector
en =  21n   1; 21(n)  1;    ; 2q+p;n   q+p; 2q+p(n)  q+p 0 .
Then
Yn =  +Gen + un; E(un) = 0; V ar(un) = en = z en 1 + en, E(en) = 0; V ar(en) = Q ; n = 1; :::; N ,
where  is dened in (16); en and um are uncorrelated vectors for all n;m; and
 =

1; 
2
1
2 + 1+
Pp
j=1 1jq+j;    ; q; 2q2 + q+
Pp
j=1 qjq+j
0
G =

Iq 

  0 0
1 0

z =
26664
F1 0 0 0
0 F2 0 0
...
...
. . .
...
0 0 0 Fq+p
37775
Q =
26664
Q1 0 0 0
0 Q2 0 0
...
...
. . .
...
0 0 0 Qq+p
37775 .
Fj and Qj are given by (j = 1; :::; q + p ):
Fj =
"
0 1 e
 j
j
0 e j
#
Qj = 2!
2
j

 2j
  3
2
  1
2
e 2j + 2e j + j

 1j
 
1  e j   1
2
(1  e( 2j))
 1j
 
1  e j   1
2
(1  e( 2j)) 1
2
(1  e( 2j))

.
Having established (11)-(16) in Section 2, the proof of Proposition 1 is a straight-
forward extension of the proof of Proposition 2 in Raknerud and Skare (2009). The
generalization to the case with superpositions is considered in Appendix A, i.e.,
where 2j(t) is a sum of m independent OU processes:
2j(t) =
mX
k=1
2jk(t); j = 1; :::; q + p, (20)
with 2jk(t) being independent OU processes with parameters (jk; jk; !jk) for j =
1; :::; p + q and k = 1; :::;m. Then the autocorrelation function, rj(s), of 2j(t) is
given by
rj(s) =
mX
k=1
wjke
 jkjsj, with wjk = !2jk=
mX
k=1
!2jk. (21)
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As shown in Appendix A, only E(2j(t))  j =
Pm
k=1 jk can be identied, not the
individual parameters jk. As shown in Raknerud and Skare (2009), m = 2 gives a
good t to daily exchange rate data. This pattern is also conrmed by Gri¢ n and
Steel (2006) on daily US stock returns data.
To evaluate the log-likelihood, let atjs = E(etjz1; :::; zs) and Vtjs = V ar(etjz1; :::; zs),
which are easily computed by means of the Kalman lter and -smoother (see Ap-
pendix B) under the assumption of joint normality of all the random vectors. The
(quasi) log-likelihood function based on the Gaussian state space model then takes
the standard form:
L( ) =  1
2
NX
n=1
ln jDnj+
 
Yn     Ganjn 1
0
Dn
 1  Yn     Ganjn 1 :
See Appendix B for more details regarding the computation of Dn, anjn 1 and deriv-
atives @L( )=@ = @M( j 0)=@ .
The asymptotic theory for the quasi-likelihood estimator based on Gaussian ap-
proximations to models that can be formulated on a state space form with white
noise error terms, is given in Dunsmuir (1979). In particular, the quasi-likelihood
estimator is consistent, with
p
N(b N    ) D) N (0; J 1IJ 1), (22)
where
I = lim
N!1
V ar(N 1=2
@
@ 
L( ))
J =  p lim
N!1
N 1
@2
@ @ 0
L( ):
An estimator of J is a simple by-product of the quasi-Newton algorithm used to
estimate  , while we estimate I using the formula in Gourieroux et al. (1993).
4 Application: Exchange rates
The purpose of the application presented here is to demonstrate the potential use of
the results established in Section 3. We consider bivariate data: the Euro/NOK and
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US Dollar/NOK daily exchange rate data for the period 2.1.1989-4.2.2010. That is,
y1n and y2n, for n = 1; :::; N , are the daily changes in the log prices of Euro and
US Dollar, respectively, measured in Norwegian kroner. Days where at least one of
the exchange rates is missing from the data, are deleted, giving N = 5332. We will
refer to yin (i = 1; 2) as daily returns, i.e., the returns in NOK of the assets in a
portfolio consisting of a unit Euro and a unit US Dollar. The exploration of the full
potential of our methods in applications will be deferred to future research, as more
work need to be done to optimize computer routines to handle high dimensional
covariance matrices (utilizing sparse matrix structures in the programming codes,
etc.). We rst present results on univariate models, basically replicating Raknerud
and Skare (2009), but on a more up-to-date data set (one more year of data is added
here). Then we present the corresponding results for the bivariate model, i.e., with
q = 2 equations and p = 1 common volatility factor. The state space equations for
this special case of our model, with each volatility factor being a superposition of
m = 2 OU processes, are given in Appendix A. In our application,  = 1, which
corresponds to one day.
The optimization of the quasi-likelihood L( ) with respect to  is carried out
by means of a quasi-Newton algorithm that incorporates Fletchers line search sub-
algorithm (Fletcher, 1987, p. 34). We consider the optimization as having converged
when the gradient vector has no components exceeding 0:001 in absolute value. To
take restrictions on the parameters into account, these are reparametrized as follows:
For j = 1; :::; q,
j1 =
max
1 + e cj1
; jk =
j;k 1
1 + e cjk
; k = 2; ::;m;
!jk = e
cj;m+k ; k = 1; : : : ;m; and j = e
cj;2m+1.
max is a pre-specied upper bound on j1, and cj1; : : : ; cj;2m+1 are unrestricted
parameters. Note that j1 > j2 > ::: > jm.
The two returns series are depicted in Figure 2. The nancial crisis that broke
out in September 2008 is clearly visible in the form of a cluster of large spikes
and dips in both returns series (volatility clustering). The presence of a positive
correlation in daily returns between the Euro/NOK and US Dollar/NOK exchange
rate is evident from the gure. The single largest spike in the absolute value of the
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returns occurred from 22-23.10.2008 in both series, when both the Euro and Dollar
rate dropped more than 4 per cent. High exchange rate volatility is also observed
during the emerging market crisis of 1997-1998, characterized by high oil prices and
wide NOK interest rate di¤erentials against Euro and Dollar. In particular, both
exchange rates decreased more than 3.3 per cent from 27.-28.08.1998. Related to the
collapse of the ERM exchange rate system, we also observe considerable exchange
rate volatility in the fourth quarter of 1992. In particular, from 9.-11.12.1992 the
Euro increased by 3.9 percent, while the Dollar exchange rate increased by 3 per cent
against the Norwegian krone. Descriptive statistics calculated from these empirical
densities are shown in Table 1, including measures of skewness and kurtosis for
daily returns, yn, n = 1; : : : ; 5332; and scaled 5-days returns:
p
5 1
P5
i=1 y5(m 1)+i,
m = 1; :::; 1066. Table 1 shows that the empirical coe¢ cient of skewness is zero
for all practical purposes, which is common for exchange rate data. For the daily
returns, we nd excess kurtosis (above 3) for both Euro and Dollar, but less so for
Dollar (4.47) than for Euro (6.18). Both coe¢ cients of kurtosis are closer to 3 for
the 5-days returns than for the daily returns, which is as expected in view of the
temporal aggregation result (4).
Univariate model (q = 1; p = 0) Results from the quasi-likelihood estimation
of the model with superposition of m = 2 OU processes are shown in Table 2.
When estimating models with m = 3, we obtain indistinguishable estimates of 2
and 3, so we are not able to identify a third volatility component. Thus m =
2 seems to be adequate. Gri¢ n and Steel (2006) came to the same conclusion
using daily U.S. stock returns data. We see from Table 2 that the standard errors
(SE) are quite large for the i- and !2i -coe¢ cients. For example, SE(bi)=bi and
SE(b!2i )=b!2i are mostly between 1/2 and 1/3. As demonstrated in Raknerud and Skare
(2009), a model without superposition is not able to pick up the slowly decaying
empirical autocorrelation pattern for lags exceeding 5-10 days, cf. the empirical
autocorrelation functions (ACFs) in chart (a) and (b) of Figure 4.
For both exchange rates, the smallest  (2) is estimated to around 0:01 and
the largest  (1) to around 0:45. We also see from the estimates of !21 and !
2
2 in
Table 2, that the ACF for Dollar has more weight on 2 relative to 1 compared to
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Euro, leading to a more slowly decaying pattern (cf. (21)).
We note that the estimated average spot volatility E(2(t)) =  is much higher
for Dollar/NOK (0.44) than for Euro/NOK (0.12). The spot volatility of the
Dollar/NOK rate also uctuates much more over time: V ar(2(t)) = !21 + !
2
2 is
estimated to 0.37 for Dollar/NOK, but only to 0.12 for Euro/NOK. That the Dollar-
volatility is much larger than the Euro-volatility is also evident from Figure 3, which
shows the estimated (predicted) values of actual volatility obtained from the Kalman
smoother. We see that the actual Dollar-volatility is almost uniformly higher than
the Euro-volatility over the sample period.
Bivariate model (q = 2; p = 1) The results for the bivariate model are depicted
in Table 3. The parameters are grouped into three classes: parameters specic to
(i) the Euro/NOK equation, (ii) the Dollar/NOK equation and (iii) the common
volatility factor (23(t)). Guided by the univariate results in Table 2, a model spec-
ication where each 2j(t) (j = 1; 2; 3) is a superposition of m = 2 OU processes
was estimated. The most striking aspect of the results is that no superposition
of OU processes is necessary to represent 21(t) and 
2
2(t), i.e., 
2
1(t) = 
2
11(t) and
22(t) = 
2
21(t). This is seen from the fact that the maximum quasi-likelihood es-
timates of both !12 and !22 are zero (hence 12 and 22 are not identied). On
the other hand, the estimated 11 and 21 are both very small (and smaller than
the smallest , i.e., 2, in the corresponding univariate models with superposition).
This means that each volatility factor which is specic (idiosyncratic) to a partic-
ular exchange rate, is highly persistent, with few and small jumps (that are slowly
discounted). On the other hand, the common volatility factor 23(t) is a sum of a rel-
atively short-memory component, with decay-parameter 31 estimated to 0:28, and
a long-memory component with decay-parameter 32 estimated to 0:015. It is note-
worthy that the standard error of b31 (0:003) and SE(b31)=b31 (0:07) is much smaller
than the corresponding expressions for b1 in both univariate models presented in
Table 2 (around 0:15 and 0:3, respectively). Thus, the bivariate model seems to
have substantially smaller estimation uncertainty with regard to key parameters,
compared to the univariate models.
It follows from the results in Table 3 that the implied ACFs of the idiosyncratic
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volatility factors 21(t) and 
2
2(t) have a very slowly decaying pattern (small 11
and 21). On the other hand, the ACF of 23(t) is dominated by an OU process
with a much higher decay-parameter 31 (with estimated weight, w31, equal to 6=7
(see (21)). The estimated loading coe¢ cient 21 of the common factor 3;n3n in
the Dollar/NOK equation (cf. (12)) is 1:27, whereas the loading coe¢ cient in the
Euro/NOK equation is 11 = 1 a priori. Thus both loading coe¢ cients are of the
same magnitude. We conclude that the periods of high-volatility in both series are
determined by a common volatility factor characterized by large jumps that quickly
die out. Note that all the co-movements in the returns depicted in Figure 4, are
accounted for by the common factor.
Figure 4 depicts the empirical versus estimated (model-based) ACFs of squared
returns for Euro/NOK (in chart (a)), Dollar/NOK (in chart (b)), and the cross-
autocorrelation function (cross-ACF) between the two returns series (in chart (c)).
The gure shows that the estimated model ts the auto- and cross-correlation pat-
terns in the returns data well. At short lags, the estimated cross-ACF for the
Euro/NOK and Dollar/NOK returns tail o¤ quickly, and then much more slowly
after 510 days lags. The unconditional correlation between the two returns (the
cross-ACF at lag zero) is estimated to 0:39, but decreases rapidly towards zero. This
holds both for the empirical and the estimated (model-based) cross-ACF. It appears
from Figure 4 that the empirical cross-ACF pattern of the two exchange rates is
picked up very well by the estimated model.
The strong dependence structure between the two exchange rate series is also
evident from tables 4-6. Table 4 shows the simultaneous covariance matrix of the
41 vector Yn = [y1n; y21n; y2n; y22n]0 of returns and squared returns. Table 5 displays
the estimated covariance matrix  of the vector of error terms un (dened in (16)),
whereas the corresponding correlation matrix is shown in Table 6. In particular,
we see from Table 6 that the pairwise correlations between the error terms in the
returns equations (i.e., the equations for y1n and y2n, see (11)) and the error terms of
the two squared returns equations (i.e., the equations for y21n and y
2
2n; see (13)) are
almost identical: 0:39. Figure 5 depicts the actual correlation for n = 1; :::; 5332
between the Euro/NOK and Dollar/NOK returns, derived from the estimated actual
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covariance n dened in (10). We see that the actual correlations uctuate widely,
from near zero to almost one. Periods with high actual correlation coincides with
periods of high volatility, which is seen by comparing Figure 4 and 5. This result is
consistent with the nding that the common factor 3n3n is more volatile than the
two idiosyncratic error components in"in (i = 1; 2), cf. (12).
5 Conclusions
In this paper we have developed and explored a quasi-likelihood estimator for a
class of multivariate stochastic volatility models based on non-Gaussian Ornstein-
Uhlenbeck (OU) processes. A parsimonious parametrization is achieved by im-
posing a factor structure, where individual asset returns are modelled as univari-
ate processes, augmented with common dynamic factors that account for the co-
movements among the returns series. These co-movements are assumed to consist
of independent, common shocks, each of which are represented as the increment of a
standard Brownian motion multiplied by a time-varying stochastic scale coe¢ cient
which accounts for volatility (stochastic variance). The common shocks enter one or
more series at the same time, but with a di¤erent loading coe¢ cient. We show that
the OU framework allows exact discrete time transition equations that can be rep-
resented on a linear state space form. A quasi-likelihood function is constructed by
means of the Kalman lter, assuming that the actual volatility process is a Gaussian
latent variable. In an application using 5332 daily exchange rate observations for
the period 2.1.1989-4.2.2010 for the Euro/NOK and US Dollar/NOK exchange rates,
we nd that our estimation algorithm is feasible with large data sets (large N) and
have good convergence properties. The results show that periods of high volatility
are mainly driven by one common volatility factor, and hence is a common charac-
teristic of both series. This common factor can be represented as a superposition
(sum) of two independent OU processes: one with a relatively high decay-parameter
(  0:3) and one with a small decay-parameter (  0:01). On the other hand,
shocks that are idiosyncratic to each of the series, have almost constant variance
over time, i.e., they can be represented as OU-processes with small and infrequent
jumps and corresponding decay-parameters that are less than 0:01.
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Appendix A: Superpositions
Assume the 2j(t) are given by (20), then
E(2jn) = j, j =
mX
k=1
jk, jk > 0
E(4jn) = V ar(
2
jn) + 
2
j
2
=
mX
k=1
2!2jk
 2
jk fe jk   1 + jkg+ 2j2
and  is modied accordingly. The individual parameters jk are not identied,
only j =
Pm
k=1 jk. The state space representation in Proposition 1 is modied in
the following way:
en =  211n   11; 211(n)  11;    ; 21mn   1m; 2mn(n)  1m;
   ; 2j;1;n   j;1; 2j1(n)  j1    2jmn   jm; 2jm(n)  jm
2q+p;1;n   q+p;1; 2q+p;1(n)  q+p;1    2q+p;mn   q+p;m; 2q+p;m(n)  q+p;m

G =

Iq 

  G1    Gm  , where Gk =  0 01 0

, k = 1; :::;m
Fi = blockdiag [Fi1; :::; Fim] , Fik =

0 1 e
 ik
ik
0 e ik

, k = 1; :::;m,
Qi = blockdiag [Qi1; :::; Qim] , where
Qik = 2!
2
ik

 2ik
  3
2
  1
2
e 2ik + 2e ik + ik

 1ik
 
1  e ik   1
2
(1  e( 2ik)
 1ik
 
1  e ik   1
2
(1  e( 2ik) 1
2
(1  e( 2ik))

, k = 1; :::;m,
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Special case with q = 2; p = 1, m = 2 and  = 1. We then obtain
Yn = [y1; y
2
1; y2; y
2
2]
0
 = [1; 
2
1 + 1 + 113; 2; 
2
2 + 2 + 213]
0
G = [I2 : ]


0 0 0 0
1 0 1 0

 =

11
21

i =

i 2ii
2ii
P2
j=1 4!
2
i;j
 2
i;j fe ij   1 + ijg+ 22i + 42i i + 4i2i13

(i = 1; 2)

 =

3 0
0
P2
j=1 4!
2
3;j
 2
3;jfe 3j   1 + 3jg+ 223

e =
2664
1 0
21 
2
11
21 0
2221 
2
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Appendix B: M( j 0) and its derivatives
The Kalman lter and smoother: atjs and Vtjs We assume e1 = 0, since we
may ignore the initial value problem because N is large. Then
Kalman ltering:
a0j0 = 0; V0j0 = 0
For n = 1; :::; N :
anjn 1 = zan 1jn 1
Vnjn 1 = zVn 1jn 1z0 +Q
Dn = GVnjn 1G0 + 
Kn = Vnjn 1G0D 1n
anjn = anjn 1 +Kn
 
Yn     Ganjn 1

Vnjn = Vnjn 1  KnGVnjn 1,
25
In a typical situation p will be much smaller than q, and so the following matrix
inversion lemma is useful:
D 1n = 
 1    1G(V  1njn 1 +G0 1G) 1G0 1.
Moreover, if 3p=2 + p2=2 < 2q,  1 can be calculated as (see (16)):
 1 = blockdiag( 11 ; :::;
 1
q )  blockdiag( 11 ; :::; 1q )e



 1 + e0
 1e 1
e0blockdiag( 11 ; :::; 1q )
The required conditional expectations anjN and variances VnjN are obtained in sub-
sequent backward smoothing recursions (see Fahrmeir and Tutz, 1994, p. 265):
Kalman smoothing:
For n = N; :::; 2:
an 1jN = an 1jn 1 +Bn(anjN   anjn 1)
Vn 1jN = Vn 1jn 1 +Bn(VnjN   Vnjn 1)B0n,
where
Bn = Vn 1jn 1z0V  1njn 1. (23)
Expressions for M( j 0) and @M( j 0)
@ 
First
M( j 0) = E ln f(Y; ; )jY ; 0	 , (24)
where f(Y; ; ) is generic notation for the joint normal density function of (Y; )
given the parameter vector  , where Y = fYngNn=1 is the observed Yn-vectors,  =
fengNn=1 are the latent variables and E jY ; 0	 denotes the condition expectation
given Y evaluated at  =  0. We need to evaluate
M( j 0) =M (1)(;  ; Gj 0) +M (2)(z; Qj 0), (25)
where
M (1)(;  ; Gj 0) =  N
2
ln jj
  1
2
NX
n=1

tr

 1(Yn     GanjN)(Yn     GanjN)0
	
+ tr

 1GVnjNG0
	
(26)
26
and
M (2)(z; Qj 0) =
mX
i=1

 N
2
ln jQij
 1
2
NX
n=1
h
tr
n
Q 1i (a
(i)
njN   Fia(i)njN)(a(i)njN   Fia(i)njN)0
oi
+tr
n
Q 1i

V
(i;i)
njN   (V 0njNB0n)(i;i)F 0i   Fi
 
BnVnjN
(i;i)
+ FiV
(i;i)
njN F
0
i
o
;
(27)
where the 2m dimensional vector a is dened by the partition
a =
24 a(1)
a(m)
35 ,
with a(i)(i = 1; 2; :::;m) being 2-dimensional vectors. Moreover, the 2m2m matrix
A, is dened by the partition
A =
2664
A(1;1) A(1;2) ::: A(1;m)
A(2;1) A(2;2) ::: A(2;m)
A(m;1) A(m;2) A(m;m)
3775 ,
with A(i;j)(i; j = 1; 2; :::;m) being 22 matrices. Furthermore, Bn is dened in (23),
and we have utilized that
E(n
0
n 1jY ; ) = anjNan 1jN 0 + V 0njNB0n
The partial derivatives are then given by:
@M (1)(;  ; Gj 0)
@G
=
NX
n=1
 1
  
Yn     GanjN

a0njN  GVnjN

@M (1)(;  ; Gj 0)
@
=
NX
n=1
 1
 
Yn     GanjN

@M (1)(;  ; Gj 0)
@vec()
=  N
2
vec( 1) +
1
2
( 1 
  1)
NX
n=1
vec
h 
Yn     GanjN
  
Yn     GanjN
0
+GVnjNG0

@M (2)(z; Qj 0)
@vec(Qi)
=  N
2
vec(Q 1i ) +
1
2
(Q 1i 
Q 1i )
NX
n=1
vec
h
(a
(i)
njN   Fia(i)n 1jN)(a(i)njN   Fia(i)n 1jN)0
+V
(i;i)
njN   Fi(BnVnjN)(i;i)   (V 0njNB0n)(i;i)Fi 0 + Fi(Vn 1jN)(i;i)Fi 0
i
@M (2)(z; Qj 0)
@Fi
= Q 1i
" 
NX
n=1
a
(i)
njNa
(i)
n 1jN
0 + (V 0njNB
0
n)
(i;i)
!
  
 
NX
n=1
a
(i)
n 1jNa
(i)
n 1jN
0 + V (i;i)n 1jN
!#
(28)
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Finally, (;  ; G;z; Q) are functions of the free parameters  , and the partial deriv-
atives with respect to  are trivially obtained using the chain rule on (28).
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Figures and tables
Table 1: Descriptive statistics. Daily and scaled 5-day returns
Euro/NOK Dollar/NOK
 = 1  = 5  = 1  = 5
Mean 0:001 0:006 0:0002  0:0005
Variance 0:10 0:11 0:46 0:48
Skewness 0:17 0:29 0:15 0:07
Kurtosis 6:18 4:52 4:47 3:33
Table 2: Quasi-likelihood estimates. Univariate models for Euro/NOK and
Dollar/NOK exchange rates (2.1.1989-4.2.2009). No. of superpositions: m=2
Euro/NOK Dollar/NOK
Parameter Estimate 95% CI Estimate 95% CI
 :017 (:02) [ :01; :03]  :002 (:01) [ :02; :02]
1 :45 (:12) [:27; :77] :45 (:15) [:23; :85]
2 :015 (:008) [:004; :04] :010 (:002) [:007; :015]
1 :12 (:02) [:07; :18] :51 (:02) [:48; :55]
!21 :10 (:06) [:03; :33] :24 (:06) [:15; :38]
!22 :02 (:01) [:001; :07] :13 (:04) [:07; :22]
Standard errors in parentheses based on (estimated)
asymptotic covariance matrix J 1IJ
95 % Condence Intervals (CI) are transformed CI of
unrestricted parameters c1; :::; c2m+1
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Table 3: Quasi-likelihood estimates of bivariate (Euro/NOK, Dol-
lar/NOK) model. Exchange rates from 2.1.1989-4.2.2009. No. of superpositions:
m=2
Parameter Estimates 95% CI
Euro/NOK specic parameters:
1 :022 (:005) [:01; :03]
11 :0004 (:0005) [:000; :005]
12  
1 :06 (:006) [:05; :08]
!211 :05 (:03) [:02; :14]
!212 0 ( ) 
11 1 ( )  
Dollar/NOK specic parameters:
2 :007 (:01) [ :01; :03]
21 :003 (:001) [:001; :006]
22  
2 :37 (:017) [:34; :41]
!221 :20 (:07) [:10; :40]
!222 0 ( ) 
21 1:27 (:22) [:81; 1:71]
Common parameters (corresponding to 23(t)):
31 :28 (:02) [:21; :91]
32 :015 (:003) [:01; :02]
3 :08 (:007) [:07; :10]
!231 :06 (:02) [:03; :12]
!232 :01 (:006) [:006; :033]
Standard errors in parentheses based on (estimated) asymptotic covariance
matrix J 1IJ
95 % Condence Intervals (CI) are transformed CI of unrestricted parameters
cj1; :::; cj;2m+1
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Figure 1: Two simulated actual volatility series 2n
Table 4: Empirical covariance matrix for returns and squared returns
Euro/NOK
returns squared returns
:14 :031
 :39
 
 
Dollar/NOK
returns squared returns
:11 :006
:013 :40
:52 :016
 1:62
Table 5: Quasi-likelihood estimate of . No. of superpositions: m=2
Euro/NOK
returns squared returns
:14 :006
 :28
 
 
Dollar/NOK
returns squared returns
:11 :002
:005 :24
:52 :008
 1:30
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Table 6: Correlation matrix derived from estimate of . No. of superposi-
tions: m=2
Euro/NOK
returns squared returns
1 :032
 1
 
 
Dollar/NOK
returns squared returns
:399 :004
:013 :393
1 :010
 1
Figure 2: Daily relative changes in exchange rates (in percent): Euro/NOK and US
Dollar/NOK
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Figure 3: Actual volatility estimates
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Figure 4: Autocorrelation functions of squared returns for Euro/NOK in chart
(a), Dollar/NOK in chart (b) and the cross-autocorrelation function between the
Euro/NOK and Dollar/NOK exchange rates in chart (c)
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Figure 5: Actual correlation estimates
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