Abstract-Sparse domain thresholding filters operating in a sparse domain are highly effective in removing Gaussian random noise under Gaussian distribution assumption. Erratic noise, which designates non-Gaussian noise that consists of large isolated events with known or unknown distribution, also needs to be explicitly taken into account. However, conventional sparse domain thresholding filters based on the least-squares (LS) criterion are severely sensitive to data with high-amplitude and non-Gaussian noise, i.e., the erratic noise, which makes the suppression of this type of noise extremely challenging. In this paper, we present a robust sparsity-promoting denoising model, in which the LS criterion is replaced by the Huber criterion to weaken the effects of erratic noise. The random and erratic noise is distinguished by using a data-adaptive parameter in the presented method, where random noise is described by mean square, while the erratic noise is downweighted through a damped weight. Different from conventional sparse domain thresholding filters, definition of the misfit between noisy data and recovered signal via the Huber criterion results in a nonlinear optimization problem. With the help of theoretical pseudoseismic data, an iterative robust sparsity-promoting filter is proposed to transform the nonlinear optimization problem into a linear LS problem through an iterative procedure. The main advantage of this transformation is that the nonlinear denoising filter can be solved by conventional LS solvers. Tests with several data sets demonstrate that the proposed denoising filter can successfully attenuate the erratic noise without damaging useful signal when compared with conventional denoising approaches based on the LS criterion.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TGRS.2018.2802462 incoherent noise [7] . The coherent noise often contains a degree of redundancy, such as wavefronts (i.e., reflections). On the contrary, incoherent noise shows an uncertain distribution and cannot be captured as wavefronts. In this paper, we focus on the incoherent noise that is extensively presented in the prestack seismic data [8] - [14] . For the incoherent noise in seismic data, suppression of random noise has received enough attention [9] , [15] - [17] . During the past decades, there are several classical approaches for random noise attenuation: prediction-based noise-attenuation approaches [18] , [19] , mean filtering [7] , [20] , [21] , median filtering [22] - [26] , multichannel singular spectrum analysis [27] - [29] , and sparsity-promoting thresholding filters (SPTFs) [30] . Benefiting from the prosperous field of compressive sensing or compressive sampling [12] , [31] , [32] , the applications of sparse representation of signal have been deeply developed during the past decade, such as noise attenuation [33] - [35] . There are several sparse transforms that can be utilized for signal decomposition, such as wavelet [36] , [37] , curvelet [33] , [38] , contourlet [39] , seislet transforms [40] - [44] , shearlet transforms [45] - [47] , and the learning dictionary [48] - [50] . Regarding the sparse domain thresholding filters, the main assumption is that the wavefronts are inherently sparse in a certain domain, whereas objective noise is not. In the sparse domain, a signal representation is sparse when it can capture signal as a superposition of a small number of coefficients, so that a thresholding on those coefficients with respect to a collection of prototype waveforms is a key component in solving denoising problem using sparse domain thresholding filters [30] , [37] . The Gaussian distribution assumption for noise is fundamental in this denoising approach [33] .
For removing Gaussian random noise, the least-squares (LS) criterion used in conventional sparse domain thresholding filters is usually optimal. Land and marine prestack seismic traces often contain erratic noise [51] . Air blast, power line and other cultural noises, recording and parity errors, uncorrected polarity reversals, isolated noise or poorly coupled geophones, wind, rain, and endless other effects can lead to noise which is non-Gaussian in the spatial direction [27] , and thus present unrestricted distorting influence on a classical denoising method under the assumption of Gaussian distribution. The main denoising method for this kind of noise is generally implemented in two phases: detection of anomalous amplitudes (large value) in time-space or frequency-space window [52] , [53] and correction of the noisy amplitudes by proper attenuation or interpolation [54] . Besides, the ideal approach to denoising aims at deriving insensitive methods that produce accurate result not only when the noise follows Gaussian distribution but also when this happens only approximately in the sense just described [55] . Some robust denoising methods considering erratic noise have been proposed in the past few years, such as robust principal component analysis [56] and robust reduced rank filtering [27] , [57] - [61] . The robust principal component analysis supposes that the original data are the superposition of a noisy low-rank signal and a sparse erratic noise. Under this assumption, it is possible to recover both the low-rank and the sparse components exactly from random and erratic noise by solving a very convenient convex problem. Robust reduced rank filtering replaces the sensitive LS criterion by a robust criterion, such as Huber function [62] or Tukeys bisquare function [63] . Those robust criteria combine robust L1-norm treatment of a large erratic noise with Gaussian L2-norm treatment of a random noise [64] , and can effectively weaken the influence of erratic noise during denoising. However, this approach suffers from a limitation for real signal in terms of the curve wavefronts that easily violate the low-rank assumption.
Compared with conventional sparse domain thresholding filters which only require computational procedures based on the well-established numerical linear algebra methods, computing those aforementioned robust criteria needs to solve a number of highly nonlinear optimization problems. These nonlinear problems typically cause a dramatic increase in computational complexity and running time [55] . Several strategies have been proposed to overcome this drawback of robust criteria. For example, Bube and Langan [65] apply an iterative reweighted LS (IRLS) method to minimize this nonlinear criterion on a tomography problem. Guitton and Symes [64] propose to solve the optimization problem with a quasi-Newton method, in which the line search algorithm that ensures sufficient decrease of the misfit function is a computational burden. Chen and Sacchi [57] combine the alternating minimization method and QR factorization to minimize this nonlinear criterion by using IRLS. After introducing a theoretically constructed pseudodata, [66] presents a general algorithm to transform the robust criterion minimization problem into a sequence of fast and well-understood squared loss minimization problem. The greatest advantage of this general algorithm lies in the potential to transform a rich class of (nonrobust) algorithms into robust algorithms, including the sparse domain thresholding filters.
In this paper, we present an iterative robust sparsitypromoted filter to attenuate incoherent noise, more specifically the erratic noise, while well preserving the useful signals. This filter relies on a robust sparsity-promoting denoising model in which the sensitive LS sparsity-promoting denoising criterion is replaced by a robust Huber criterion. The general algorithm [66] is utilized to transform the nonlinear robust sparsitypromoting model to iterative linear LS case. During each iteration, the nonlinear Huber criterion can be solved based on the LS criterion with the help of theoretical pseudoseismic data. Some seismic data sets with variable erratic noise are used to demonstrate the superior performance of the proposed The tendency of the signal contaminated by the Gaussian noise can be described under the LS criterion. However, the small amount of the singular values has influenced the whole predicted tendency, in which the desired signal will encounter some damage. denoising filter to that of the conventional denoising filters based on Madagascar software [67] .
II. METHODOLOGY

A. Sparsity-Promoting Thresholding Filters for Denoising
This section provides a brief review of the basic idea of the SPTFs for denoising. Details regarding the implementation of those filters for denoising can be found in [33] . Briefly, the forward observed data can be written as where D is the observed noisy seismic data, M is the unknown noiseless signal, and N is the incoherent noise, i.e., the erratic noise. Our objective is to recover M. The denoising problem with a sparsity-promoting approach can be formulated into the following constrained optimization problem:
In this expression, the symbolM represents the estimated quantities, S represents the sparse transform operator, is proportional to the noise level, and the L1-norm * 1 and L2-norm * 2 are defined as
respectively. This denoising model seeks the balance between the regularity of the result and the sparsity of its associated sparse coefficients, in which the first term minSM 1 of (2) is to ensure that the recovered signalM is sparse under the analysis of S and the LS criterion D −M 2 is to make sure that the recovered signalM is close to the observed data D. To some extent, the Lagrangian form of this optimization is
where γ is the regularization parameter that determines the tradeoff between data consistency and sparsity, and argmin stands for the value minimizing. For denoising methods based on the SPTFs, the choice of sparse transform operator plays an important role. In fact, the sparser and more generic the transform, the more successful it is when used for signal denoising [33] . Thresholding on the expansions coefficients in the sparse domain is another key point for solving L1-norm in denoising problem (3). Soft thresholding [30] , for example, on each expansions coefficients of the noisy seismic data solves for the noiseless signalM throughM
where S H represents the inverse sparse transform operator, and soft thresholding operator T w defines those expansions coefficients t as
where w stands for the threshold whose value depends on both the noise level and the desired sparsity degree of the images.
Although the LS criterion is effective for attenuating Gaussian noise under a Gaussian distribution assumption, its application to real seismic data set is limited due to the lack of robustness to non-Gaussian incoherent noise (i.e., erratic noise). As for the normal LS criterion which is based on mean square function with the expected value μ
its influence function (IF), according to the definition (24) in Appendix A, is unbounded, since its derivative ψ(d, μ) = |d − μ| is monotonously increasing with variable d without constraints. The large erratic noise in prestack seismic data will not only influence the attenuation of incoherent noise but also may corrupt the recovery of signal. Fig. 1 plots the autoregression results under different situations. Once the noise can be totally represented by Gaussian distribution, the LS autoregression result shows an optimal prediction, as shown in Fig. 1(a) . However, in Fig. 1(b) , the additional abnormal value located at the lower right corner makes the LS autoregression fit the data very poorly. The sensitivity of the LS criterion to abnormal value will limit its application in real seismic data. The ideal autoregression method should provide a robust prediction even for abnormal values, just like Fig. 1(c) . The robust approach should give essentially similar results as the LS-based method when the seismic data contained only random incoherent noise, and provide a better match and prediction than the LS-based method when other erratic incoherent noise exits.
B. Robust Sparsity-Promoting Denoising Model
Motivated by developing robust literature [68] , we propose to replace the LS criterion of sparse domain thresholding strategies by a robust Huber criterion [62] as follows [which is plotted in Fig. 2(a) ]: with tuning parameter c denoting the threshold. For many robust estimation problems, this tuning parameter c is empirically set as c = 1.345σ (8) to achieve 95% relative efficiency compared with the LS criterion [62] , where σ is the estimate of the standard deviation of the incoherent noise (i.e., removed data set x). The robust estimate of σ can be replaced by median absolute deviation [69] as 
According to the definition (24) of IF (Appendix A), the IF of the Huber criterion is bounded in terms of the biggest value of its derivative in (10) and is restricted to sign(x)c, which means that the breakdown point of Huber criterion can tolerate some additional abnormal. Different from the LS criterion, the influence of outlier will be restricted within a finite level in the Huber criterion. As for Huber function, its weighted function, according to the definition (26) , can be presented as
which is plotted in Fig. 2(c) . This weight function W c (x) reveals that in the Huber criterion, small residuals (i.e., random noise) are maintained to be described by mean square, and large residuals (i.e., erratic noise) are downweighted through a damped weight. In summary, the sparsity-promoting denoising model can be expressed as a robust case as follows:
In short, the robust denoising model treats the erratic noise as large residual, while the random noise is small. Through denoising, random noise within tuning parameter is attenuated by using the optimal LS criterion, and residual erratic noise outside tuning parameter is damped. Theoretically, the robust denoising model can provide a better fit and prediction than the LS model when erratic noise exists.
C. Iteratively Robust Sparsity-Promoting Filter for Denoising
Definition of the misfit via the Huber criterion results in a nonlinear optimization problem, because any incoherent noise close to the tuning parameter can oscillate in terms of different measures on both sides [64] . As for the conventional sparsitypromoting denoising model, they only require computational procedures based on the linear algebra methods, such as soft thresholding. For the solution of the robust sparsity-promoting denoising model (12), the nonlinear criterion suggests an iterative procedure.
For solving this nonlinear problem, Oh et al. [70] introduce a so-called theoretical pseudodata to transform this nonlinear optimization problem into a linear LS problem. Following this idea, Wong and Lee [66] extend it to robust matrix completion optimization problem. This section adapts similar idea to minimize our robust sparsity-promoting denoising model.
As similar to [67] and [71] , pseudodata associated with the seismic data are defined as follows:
where E = D−M stands for the residual in the last denoising.
In terms of the definition of ψ c , the pseudodata Z will be adjusted by using a different weight of the Huber criterion as follows:
In pseudodata, the random noise that is smaller than the tuning parameter is retained, whereas the bigger erratic noise is attenuated to tuning parameter level. Meanwhile, the subgradient of f (M|Z ) with respect toM while replacing observed data D by pseudodata Z
is equivalent to the subgradient of g(M|D) with respect toM while inserting (13) into (15)
which means that the minimization of the robust sparsitypromoting denoising model equals to the case when the input of conventional sparsity-promoting denoising model is pseudodata Z . f (M|Z ) can be robustly solved using a linear solver in terms of the pseudodata Z and is more suitable for Gaussian distribution. This is a huge advantage since a number of existing (non-robust) methods can be made robust against erratic noise, such as soft thresholding, and many useful results from conventional sparse domain thresholding strategies can be borrowed to study the theoretical properties of our robust sparsity-promoting denoising model. Here, a robust iterative algorithm is given in algorithm 1 to solve the robust sparsitypromoting denoising model. We shall call this algorithm IRSPF. As for the proposed denoising filter, it is obvious that the condition
, which ensures its convergence. More specifically, there are three parameters need to be determined in each iteration. The first one is the threshold w used in SPTFs shown in (5) . This parameter should be the basis of the following two parameters. The denoising performance is also dependent to its value, because a large w value often leads to a smoother denoising result and worse amplitude preserving. In experiments, one can test w for several times to define the best one. In our case, the threshold w is robustly given by the robust estimate of standard deviation σ through (9) in each iteration, in which x in (9) is defined as the out layer of curvelet transform in our following numerical examples. Another parameter that is worth mentioning is the tuning parameter c. As we introduced earlier, this parameter makes the seismic data approximate to the Gaussian distribution to a certain extent by damping the undesired erratic noise. This parameter should be determined by using (8) with the help of robust estimate of standard deviation σ , while x in (9) is the removed noise in the last iteration rather than the out layer of curvelet transform. When using the proposed denoising filter, we stop the computation when the error between old estimate M old and new estimate M new reaches the noise level
or the given maximal iterations N is reached, n is the dimension of observed data D, and C is a gain factor set to 1.15 as proposed in [71] .
III. NUMERICAL EXAMPLES In this section, we use several seismic data set with random and erratic noise to demonstrate the performance of our proposed IRSPF. As comparisons, we also present the results of SPTFs [33] , [35] , FX prediction filter [18] , [19] , and MSSA [27] . It is worth noting that all these three aforementioned denoising approaches all rely on the assumption that the noise follows the Gaussian distribution. The sparse transform we choose in this part is the curvelet transform. We stop the computation of Algorithm 1 in accordance with the given maximal iterations. As for the following numerical examples, we set the maximal iteration to be 6 to obtain the final denoising results. In order to test the improvement of the proposed approach, signal-to-noise ratio (SNR) is used to judge the quality of the denoising results [72] , [73] , which is defined as follows [35] : where X * and X denote the clean data and denoised result, respectively. Besides, SNR is not always the best measurement for denoising performance, because it does not measure the leakage signal [15] . In addition to SNR, we also use the local similarity [74] as a convenient measure to estimate signalpreserving performance. More details of the definition of local similarity can be found in [74] . After the local similarity map between the clean data and removed noise is calculated, we can judge from the similarity map if there is leakage energy in the removed noise sections and the performance of signal preserving.
The specific advantages that IRSPF should have are its ability to attenuate random noise just like the conventional denoising filters based on L2 norm and simultaneous random and erratic noise attenuation. The first example is a denoising test that contains random plus erratic noise with SNR = −12.48, as shown in Fig. 3 . The noise sets we test in this section are composed of random noise and erratic noise, in which erratic noise follows the random distribution along the Trace direction under 12%. The denoising results, the removed noise, and the local similarity between the noise sections and the clean data [ Fig. 3(a) ] are presented in Fig. 4 . The output SNR corresponding to different approaches is summarized in Table I . From the noise sections and similarity sections, we can conclude that the conventional denoising filters, which are based on L2 norm, seriously suffer from leakage energy and residual noise when the incoherent noise does not follow the Gaussian distribution (i.e., the erratic noise). In addition, as shown in Fig. 4(a) and (d), the FX prediction filter and SPTF suffer from those erratic noise, while FX prediction filtering even introduces some artifacts. However, for the proposed denoising approach, the signal and noise are appropriately separated, which suppose a generally better signal-preserving denoising result than the other three methods.
The second synthetic example is a simulated result of Society of Exploration Geophysicists/European Association of Geoscientists and Engineers salt model [75] , which is used to investigate the denoising performance for complex curving events. The number of time samples is 3000, and the number of spatial samples is 520. Fig. 5 shows the clean section, erratic noise section, and noisy section with SNR = −8.3464. The denoised profiles, shown in Fig. 6(a) , (e), (i), and (m), correspond to FX prediction filter, MSSA, SPTF, and proposed IRSPF, respectively. The SNR is summarized in Table II . Fig. 7 shows the constant-time spatial trace comparison at 1.5 s of Fig. 6(a) , (e), (i), and (m). From the corresponding noise sections and similarity sections, we can see that considerable leakage signal affects the signal-preserving performance of FX prediction filter and MSSA. The proposed denoising approach preserves the useful energy to the greatest extent while removing the additional erratic noise. To deeply investigate the feasibility of the proposed denoising approach, more severe erratic noise is applied to this synthetic record shown in Fig. 8 . In Fig. 8(c) , the erratic noise is strong enough to contaminate the most events. The corresponding denoising results are shown in Fig. 9 . Not surprisingly, the proposed denoising approach can still provide signal-preserving denoising results, and most of the useful events are recovered from the noisy data set. Fig. 10 donates the SNR changing diagrams with respect to different input noise levels, from which the proposed denoising approach shows a stable convergence for severe erratic noise.
In the last example, the proposed IRSPF is applied to a real prestack marine streamer data, as shown in Fig. 11 . These seismic data are contaminated by the random noise and swell noise. Fig. 12 presents the denoising results by different denoising approaches. The similarity maps are calculated between the noise sections and the denoising result of the proposed denoising approach [ Fig. 12(m) ]. Here, since we do not have ground-truth solution of the real example, we roughly treat the denoised result from the proposed method as the clean data. FX prediction filter, MSSA, and proposed denoising approaches show a similar denoising result from a visual standpoint, while SPTF shows residual swell noise. From these noise sections and similarity sections, we see clearly that the FX prediction filter and MSSA leak a significant amount of desired energy into the noise sections, and thus, they cannot provide a signal-preserving result. From these differences, we conclude that the proposed denoising approach, named iteratively robust sparsity-promoting denoising filter, is more satisfactory than the conventional denoising approaches that are based on L2 norm, in that it leaves less useful energy in the noise section.
IV. DISCUSSION
The proposed IRSPF attempts to create an appropriate combination of the conventional sparsity-promoting denoising filter and the robust criterion and to overcome the sensibility of traditional LS-based criterion to the non-Gaussian distribution. With the help of introduced pseudodata, the nonlinear Huber criterion can be transformed into a linear algorithm such as the LS criterion. Theoretically, those non-Gaussian erratic noises can be properly removed after one operation with the Huber criterion. This criterion, however, is not as efficient as the LS criterion, and thus, an iterative operator is required to reach the point of convergence gradually. The proposed Algorithm 1 can relieve the dependence of the sensitivity of Huber criterion, because the denoising process is divided into several iterations rather than performing one operation. Iterative operation implies several times additional computational cost compared with the conventional sparse domain thresholding filter. The logical judgments involved in the calculation of pseudodata in each iteration may be a nonnegligible factor while implemented on a multidimensional seismic data.
Considering the input data, the best results will be obtained with the marine seismic data. For land seismic data, signal with small amplitude that comes from weak reflection or deep layer is easily overwhelmed in the strong random noise, while the signal of marine seismic data can usually be kept in a visible level. Although we focus on a signal-preserving denoising problem, the precondition of recoverable signal requires that it can be captured as a superposition of a small number of coefficients. Another case worth mentioning is that the proposed approach is presented mainly for erratic noise, but it also has a potential to be extended to other type of noise. One can simply apply the similar idea to modify other denoising approaches for attenuating coherent noise (i.e., surface wave and multiple reflections) into a robust version, where the LS criterion is involved in those approaches [76] - [79] .
Another aspect worth mentioning is that the proposed IRSPF is more a concept than a specific type of denoising method. The sparsity-promoting approach used in Algorithm 1 can be replaced by other filters, such as FX prediction filter and MSSA. Curvelet transform used in this paper can also be replaced by learning-based dictionary [80] - [82] to achieve the overall better performance. Considering this point, the method proposed in this paper is also not limited to the application to noise attenuation. Other possible applications based on the LS criterion include seismic data interpolation and regularization and sparsity-based seismic inversion [83] - [85] .
V. CONCLUSION
In order to deal with the variable erratic noise presented in real seismic data, we have extended the sparse domain thresholding filters for signal-preserving erratic noise attenuation named iteratively robust sparsity-promoting denoising filter. In this filter, a joint minimization of the L2-norm regularization of the random noise component and the L1-norm regularization of the erratic noise component allows us to robustly suppress incoherent noise, and avoids the sensitivity to outliers that plagues classical approaches. Several numerical examples have demonstrated its efficiency in incoherent noise attenuation and signal preserving. Besides, as for most seismic data processing based on the LS criterion, such as data reconstruction and inversion, the basic thought introduced in this paper can also be extended in several fields. However, it should be noted that to achieve the robust denoising, the computational amount of iterative robust sparsity-promoting denoising filter is several times greater than that of the conventional sparse domain thresholding filters. Further research needs to focus on improving the computational efficiency of the proposed algorithm to make it more feasible.
APPENDIX A INFLUENCE FUNCTION OF GENERAL CRITERION
Let the observations x i be independent, with common distribution F, and let G = G (x 1 , x 2 , . . . , x n ) be a sequence of estimates or test statistics. As for certain criterion ρ(x), the maximum likelihood estimate T of F under those estimates is a solution of its derivative ψ(x, T ) = ψ(x − T ) ψ(x, T )G(dx) = 0 (19) where G(dx) means the value G at spatial location dx and T is the expected value. The observed data may be described by supposing G = (1 − )F + δ x , where is the contamination rate, and δ x may be any distribution. An early example of the use of this distribution was given by Tukey [86] . In general, G is called a mixture of F and δ x , and is called a normal mixture when both F and δ x are normal. When the sample contains a small fraction if identical outliers, the IF [87] can be defined as
where T and T 0 are the expected values of G and G 0 , respectively. The IF intuitively describes the local sensitivity to outliers. To calculate the IF of certain criterion, we insert G for G into (19) and take the derivative with respect to at = 0. In detail, if we leṫ
whereṪ gives the value of the IF, we obtaiṅ (22) by differentiation of the defining (19) . By solving (21) 
The IF of certain criterion is proportional to its derivative.
APPENDIX B AUTOREGRESSION RESULT OF DATA SET
As for the optimal autoregression result, the derivative ψ of criterion ρ should yield
where μ is the expected value of the total data set and n stands for the size of data set. In most cases of interest, ψ(0) = 0 and ψ (0), so that ψ(x) is approximately linear. Let
Then, (25) can be written as
So one can obtain the analytical solution of the expected value μ of the observed data set
which expresses the estimate as a weighted mean. W (x) can be treated as the weighted function of certain criterion.
