Abstract. The literature on network flow problems is extensive, and over the past 40 years researchers have made continuous improvements to algorithms for solving several classes of problems. However, the surge of acti ty concerning the algorithmic aspects of network flow problems over the past few years has been particularly striking. Several tecnniques nave oven to De very successIul in permitting researchers to make these recent contributions: (i) scaling of the problem data; (ii) improved analysis of algorithms, especially amortized worstcase performance and the use of potential functions; and (iii) enhanced data structures. This survey illustrates some of these techniques and their usefulness in developing faster network flow algorithms. The discussion focuses on the design of faster algorithms from the worst-case perspective, and is limited to the following fundamental problems: the shortest path problem, the maximum flow problem, and the minimum cost flow problem. Several representative algorithms from each problem class are considered, including the radix heap algorithm for the shortest path problem, preflow push algorithms for the maximum flow problem, and the pseudoflow push algorithms for the minimum cost flow problem.
1. Introduction. The field of networks flows has evolved in the best tradition of applied mathematics: it was born from a variety of applications and continues to contribute to practice in many applied problem settings; it has developed a strong methodological core; and, it has posed numerous challenging computational issues. In addition, the field has inspired considerable research in discrete mathematics and optimization that go beyond the specific setting of networks: for example, decomposition methods for integer programming, the theory of matroids, and a variety of min/ max duality results in finite mathematics.
From the late 1940s through the 1950s, researchers designed many of the fundamental algorithms for network flows-including methods for shortest path problems, and the so-called maximum flow and minimum cost flow problems. The research community can also point to many fine additional contributions in the 1960s and 1970s, and particularly to the creation of efficient computational methods for minimum cost flow problems. Over the past two decades, the community has also made a continuous stream of research contributions concerning issues of computational complexity of network flow problems (especially the design of algorithms with improved worst-case performance). Nevertheless, the surge of activity on this particular aspect of network flows over the past five years has been especially striking. These contributions have demonstrated how the use of clever data structures and careful analysis can improve the theoretical performance of network algorithms. They have revealed the power of methods like scaling of problem data (an old idea) for improving algorithmic performance; and, they have shown that, in some cases, new insights and simple algorithmic ideas can still produce better algorithms. In addition, this research also resolved at least one important theoretical issue. As constrai researchers from the computer science and operations research communities were dewhich w which w veloping new results in computational complexity throughout the last two decades, they capacitic have been able to show how to solve large classes of linear programs, including network The flow problems, in computational time that is polynomial in the dimension of the problem, in the th i.e., in the number of nodes and arcs. This type of result was actually old hat for many Th network flow problems. Indeed, for the special cases of shortest path problems and maxdirected imum flow problems, the research community had previously developed polynomial data in time algorithms that depended only on the number of nodes and arcs in the underlying and uij = network, and not on the values of the cost and capacity data (these types of algorithms every otl are said to be strongly polynomial). An important unresolved question was whether the The single commodity network flow model, the minimum cost flow problem, was a member maximu of this problem class. This question has now been answered affirmatively.
node t. Our purpose in this paper is to survey some of the most recent contributions to the arc (t, s field of network flows. We concentrate on the design and analysis of provably good (that nodes an is, polynomial-time) algorithms for three core models: the shortest path problem, the the flow maximum flow problem, and the minimum cost flow problem. As an aid to readers who might not be familiar with the field of network flows and its practical utility, we also .1.1. provide a brief glimpse of several different types of applications. We will not cover imsettings portant generalizations of the three core models which include (i) generalized network most rea flows, (ii) multicommodity flows, (iii) convex cost flows, and (iv) network design.
works, A This paper is an abbreviated and somewhat altered version of a chapter that we electrcal have recently written for a handbook targeted for a management science and operations or increa research audience (see Ahuja, Magnanti, and Orlin [1989 ] ). This paper differs from the many ph longer version in several respects. For example, we describe different applications and Tra present a different radix heap implementation of Dijkstra's shortest path algorithm. For works. T more details on the material contained in this paper, we refer the reader to our chapter and logls or to a forthcoming book that we are writing on network flows (Ahuja, Magnanti, and illustrati graphical Orlin [forthcoming] a distribution center, and (iv) from the distribution center (on a local delivery truck) to the final customer. If we assign the arc the composite distribution cost of all the intermediary legs, as well as with the distribution capacity for this route, this problem becomes a classic network transportation model defined over a bipartite graph: find the flows from warehouses to customers that minimize overall costs. Similar applications arise in all of the problem settings we have mentioned in our discussion of physical networks. In some applications, however, the network might contain intermediate points that serve as transshipment nodes-they neither generate flow nor consume flow. Pumping stations in a water resources network would be an example. In these applications, the network model is a general minimum cost flow problem, rather than a classical transportation problem.
Network flow problems also arise in surprising ways for problems that on the surface might not appear to involve networks. A variety of problems in project, machine, and crew scheduling; location and layout theory; warehousing and distribution situations; production planning and control; and social, medical, and defense contexts can be formulated as network flow problems. The paper by Ahuja, Orlin, and Reddy [ 19901 describes over 100 applications of this type. In the following discussion, we describe a few sample applications that are intended to illustrate a range of applications and to be suggestive of how network flow problems arise in practice. Application 1.1: reallocation of housing (Wright [19751) . A housing authority has a number of houses at its disposal that it lets to tenants. Each house has its own particular attributes. For example, a house might have or might not have a garage, it has a certain number of bedrooms, and its rent falls within a particular range. These variable attributes permit us to group the house into several categories, which we index by i = 1, 2, -,n.
Over a period of time a number of tenants will surrender their tenancies as they move or choose to live in alternative accommodations. Furthermore, the requirements of the tenants will change with time (because new families arrive, children leave home, incomes and jobs change, and so on). As these changes occur, the housing authority will wish to relocate each tenant to a house of his or her choice category. While the authority can often accomplish this objective by simple exchanges, sometimes it will encounter cases in which one tenant moving to another house is replaced by another tenant from a house in a different category who, in turn, is replaced by a tenant from a house in another category and so on, thus creating a cycle of change. We call such a change a cyclic change. Identifying a cyclic change might be difficult task if done by hand, but can be carried out easily using a network algorithm.
We first create a relocation graph G whose nodes represent various categories of houses and we add an arc (i, j) whenever a person living in a house of category i wishes to move to a house of category j. A directed cycle in G specifies a cycle of changes that will satisfy the requirements of one person in each of the categories contained in the cycle. Applying this method iteratively, we can satis the requirements of an increasing number of persons.
This application requires a method for identifying directed cycles in a network, if they exist. A well-known method, known as topological sorting, will identify such cycles. (We do not cover topological sorting in this paper, many standard texts such as the one by Aho, Hopcroft, and Ullman [1974] discuss this method.)
In general, there might be many possible tenant reassignments, and so the relocation graph G might contain several cycles. In that case, the authority's management would typically want to find a cycle containing as few arcs as possible since fewer moves are easier to handle administratively. It is possible to solve this problem u ashortest path algorithm (see Lawler [ 1976 ] (s, i) to G with capacity b(i), and for each node i with b(i) < 0, we add desc sink a rc (i, ) with capaci ty -b(i). We call the new network the transformed network.
Mo
Then we solve a maximum flow problem from s to t on the transformed network. If the tr i maximum flow saturates all the source and sink arcs, then problem (1.2) has a feasible t moe solution; otherwise, it is infeasible. It is easy to verify why this approach works. If x is a flow satisfying the constraints probi (l.2a) and ( .2b), then the same flow with x = b(i) for each source arc (s, i) and x, = -b(i) for each sink arc (i, t) is a maximum flow in the transformed network (it is a maximum flow because it saturates all the source and sink arcs). Likewise, if x is a maximum flow in the transformed network that saturates all the source and sink arcs, then the same flow satisfies the constraints ( 1.2a) and ( 1.2b). Hence the original network has a feasible flow if and only if the transformed network has a flow that saturates all the source and sink arcs. This observation establishes the correctness of our method. and
We now discuss some more applications of the feasible flow problem. miles Xi -
Furthermore, a possible winning record must also satisfy the upper bound conditions
This discussion shows that the record a is a possible winning record if the network flow problem defined by (1.3) has a feasible solution x. Let b(i) = a -(i -)c. Observe that both the exnressions T., a; and ; ,A, (i -1 c are eual to n(n -I )/2. which i the total number of games played. Hence ZiN b(i) = 0. Application 1.5: scheduling on uniform parallel machines (Federgruen and Groenevelt 1986) . This application models a problem of scheduling J jobs on M uniform parallel machines. Each job j J has a processing requirement pj denoting the number of machine days required to complete the job, a release date r representing the beginning of the day when job j becomes available for processing, and a due date d r + Pi representing the beginning of the day by which the job must be completed. We assume that a machine can work on only one job at a time and that each job can be processed by at most one machine at any time. However, we allow preemptions, i.e., we can interrupt the processing of any job and can process part of the job on different machines on different days. The scheduling problem is to determine a feasible schedule that completes all jobs before their due dates or to show that no such schedule exists. This type of scheduling problem arises in many applications such as the scheduling of computer programs on identical computers. The feasible schedule problem we have 'o , described is a fundamental problem in this situation and can be used as a subroutine for more general scheduling problems: for example, when we wish to minimize the maximum tardiness of any job, minimize the (weighted) completion time of the jobs, or maximize the (weighted) utilization of the machines. We now show how to formulate the feasible schedule problem as a maximum flow problem. We shall illustrate our formulation using the following data: j 1 2 3 4 pj 1.5 1.25 2.1 3.6 rj 3 1 3 5 d 5 4 7 9
First, we rank all the release and due dates, r and dj for all j, in ascending order and determine P _ 2J -1 mutually disjoint intervals of dates between consecutive milestones. Let k and I + 1 be two consecutive milestones, and let Tk,/ denote the time interval that starts at the beginning of date k and ends at the beginning of date I + 1. For our example, the ordered list of release and due dates is 1, 3, 4, 5, 7, 9. We have five intervals represented by Tt 2 , T3.3, T4,4, T5,6, and T 7 , 8 . Note that within each interval Tk,1, the set of jobs available for processing does not change: the machines can process all jobs j with r -k and dj > -I + I at any time in the interval. We formulate the scheduling problem as a maximum flow problem on a bipartite network G as follows. We introduce a source node s, a sink node t, a node corresponding to each job j, and a node corresponding to each interval Tkj, as shown in Fig. 1 .1. We connect the source node to every job node j and associate a capacity of pj, indicating that we can assign at most pj machines to job j. We connect each interval node Tk to the sink node t and associate a capacity of (k -+ I )M with this arc, representing the total number of machine days available on days from k to 1. Finally, we connect a job node j to every interval node Tk,I that satisfies the conditions rj < k and dj I + 1 and associate a capacity of (k -I + 1 ) with this arc, which represents the maximum amount of processing time that the machines can allocate to job j on days from k to I. (Farley 19801 ). This application is thz was inspired by a common problem facing civil engineers when they are building road reaso reaso networks through hilly or mountainous terrain. The problem concerns the distribution is of earth from high points to low points of the terrain in order to produce a levelled road befor bed. The engineer must determine a plan for levelling the route by specifying the number sides of truckloads to move earth between various locations along the proposed road network. numi We first construct a terrain graph, which is an undirected graph whose nodes represent chose locations with a demand for earth (low points) or locations with a supply of earth (high distri points). An arc of this graph represents an available route for distributing the earth and centa the cost of this arc represents the cost of traversal per truck load. A truck load is the basic in a redistributing unit, a fixed amount of earth. Figure 1 .2 shows a portion of the terby th rain graph.
A levelling plan for a terrain graph is a flow (set of truck loads) that meets the the a demands at nodes (levels low points) by the available supplies (by earth obtained from descr high points) at the minimum cost (of carrying truck loads). This model is clearly a this fi minimum cost flow problem in the terrain graph. schoc Application 1.7: racial balancing of schools (Belford and Ratliff [1972 1). In 1968, the Supreme Court of the United States ruled that all school systems in the country should begin admitting students to schools on a nondiscriminatory basis, and should employ faster techniques to promote desegregated schools across the nation. This decision made it necessary for many school systems to develop radically different procedures for assigning students to schools. Since the Supreme Court did not specify what constitutes an acceptable racial balance, the individual school boards used their own best judgments to arrive at acceptable criteria upon which to base their desegregation plans. This application describes a minimum cost flow model for determining an optimum assignment of students to schools (which minimizes the total distance travelled by the students), ig the number -h comparison ;one step and y the fact that SOME RECENT ADVANCES IN NETWORK FLOWS O( ) notation ignores differences in running times of at most a constant factor, which is the time difference between an addition and a division on essentially all modern computers. Nevertheless, the reader should note that this assumption is invalid for digital computers if the numbers are far too large to fit into a single memory location, for example, if the numbers are of the size 2". In order to ensure that the numbers involved are not too large, we will sometimes assume that log U = O(log n) and log C = O(log n). Equivalently, we assume that the costs and capacities are bounded by some polynomial in n. We refer to this assumption as the similarity assumption, which is a very reasonable assumption in practice. For example, if we were to restrict costs to be less than 100n 3 , we would allow costs to be as large as 100,000,000,000 for networks with 1,000 nodes.
An algorithm is said to be a polynomial time algorithm if its running time is bounded by a polynomial function of the input length. The input length of a problem is the number of bits needed to represent it. For a network problem, the input length is a low-order polynomial function of n, m, log C, and log U. Consequently, a network algorithm is a polynomial time algorithm if its running time is bounded by a polynomial function of n, m, log C, and log U. A polynomial time algorithm is said to be a strongly polynomial time algorithm if its running time is bounded by a polynomial function in only n and m, and does not involve log C or log U. For example, the time bound of O(nm + n 2 log U) is polynomial time, but it is not strongly polynomial. For the sake of comparing (weakly) polynomial time and strongly polynomial time algorithms, we will typically assume that the data satisfies the similarity assumption, which is quite reasonable in practice. If we invoke the similarity assumption, then all polynomial time algorithms are strongly polynomial time because log C = O(log n) and log U = O(log n). As a result, interest in strongly polynomial time algorithms is primarily theoretical.
An algorithm is said to be an exponential time algorithm if its running time grows as a function that cannot be polynomially bounded. Some examples of exponential time bounds are O(nC), 0(2"), and O(n°gn). We say that an algorithm is pseudopolynomial time if its running time is polynomially bounded in n, m, C, and U. Some instances of pseudopolynomial time bounds are O(m + nC) and O(mC).
13. Notation and definitions. We consider a directed graph G = (N, A) consisting of a set N of nodes and a set A of arcs whose elements are ordered pairs of distinct nodes. A directed network is a directed graph with numerical values attached to its nodes and/ or arcs. As before, we let n = NI and m = I A We associate with each arc (i, j)E A a cost ci and a capacity uij. We assume throughout that uiji 0 for each (i, j) E A. Frequently,
For simplicity of notation, we shall often refer to a path as a sequence of nodes ii2 -ik. At other times, we refer to it by its set of arcs. Two nodes i and j are said to be connected if the graph contains at least one undirected path from i to j. A graph is said to be connected if all pairs of nodes are connected; otherwise, it is disconnected. In this paper, we always assume that the graph G is connected. We refer to any set Q c A with the property that the graph G = (N, A -Q) is disconnected, and no subset of Q has this property, as a cut of G. A cut partitions the graph into two sets of nodes, X and N -X. We shall alternatively represent the cut Q as the node partition (X, N -X).
A tree is a connected acyclic graph. A subtree of a tree T is a connected subgraph of T. A tree Tis said to be a spanning tree of G if Tis a spanning subgraph of G. Arcs belonging to a spanning tree T are called tree arcs, and arcs not belonging to T are called nontree arcs. A spanning tree of G = (N, A) has exactly n -I tree arcs.
In this paper, we assume that logarithms are expressed in base 2 unless we state otherwise. We represent the logarithm of any number b by log b.
1.4. Network representations. The complexity of a network algorithm depends not only on the algorithm itself, but also upon the manner used to represent the network within a computer and the storage scheme used for maintaining and updating the intermediate results. The running time of an algorithm (either worst-case or empirical) can often be improved if we represent the network more cleverly or we use different data structures.
One computer representation of a network is the node-arc incidence matrix, which is the constraint matrix of the mass balance constraints for the minimum cost flow problem. This representation has n rows, one row corresponding to each node; and m columns, one column corresponding to each arc. The column corresponding to each arc (i, j) has two nonzero entries: a + 1 entry in the row corresponding to node i and a -1 entry in the row corresponding to node j. This representation requires nm words to store a network, of which only 2m words have nonzero values. Clearly, this network representation is not space efficient. Another popular way to represent a network is the node-node adjacency matrix representation. This representation stores an n X n matrix I with the property that the element Ii = I if arc (i, j) A, and Itj = 0 otherwise. The arc costs and capacities are also stored in n X n matrices. This representation is adequate for very dense networks, but is not attractive for storing a sparse network (i.e., one with m < n 2 ). A more attractive representation for storing a sparse network is the adjacency list representation. Recall that the adjacency list of node i is defined as the list of arcs emanating from that node. We may store each A(i) as a singly linked list. Occasionally, we might also wish to store the set B(i) of ars directed into node i, which also might be stored as a singly linked list In several algorithms discussed in this paper, whenever we updatm data for an arc (i, j), we also need to update data for its reversal at (j, i). The art(ijJ) is a member of list A(i), whereas the arc (j, i) is a member of list A(j)* We satisfy the-preceding requirement within the framework of adjacency list rep resentation by maintaining a pointer for every arc (i, j) that points to its reversda arc (j, i), and vice versa. For the purposes ofthis paper, the adjacncy list rcentation Initially, the source node is marked and added to LIST. Subsequently, at each iteration, the algorithm selects a node i from LIST, deletes it from LIST, and then scans every arc (i, j) in its adjacency list A (i). If (i, j) is scanned and node j is unmarked, then the algorithm marks node j and adds it to LIST. The algorithm terminates when LIST is empty. When the algorithm terminates, all the nodes reachable from source are marked, and all unmarked nodes are not reachable. It is easy to see that the search algorithm terminates in O(m) time, because the algorithm examines each node and each arc at most once. The algorithm, as described, does not specify the order for examining and adding nodes to LIST. Different rules give rise to different search techniques. If the set LIST is maintained as a queue, i.e., nodes are always selected from the front and added to the rear, then the search algorithm selects the marked nodes in the first-in, first-out order. This kind of search amounts to visiting the nodes in the order of increasing distance from s; therefore, this version of search is called a breadth-first search. It marks nodes in the nondecreasing order of their distance from s, with the distance from s to i measured as the minimum number of arcs in a directed path from s to i.
Another popular method is to maintain the set LIST as a stack, i.e., nodes are always selected from the front (usually called TOP in a stack) and added to the front; in this instance, the search algorithm selects the marked nodes in the last-in, first-out order. This algorithm performs a deep probe, creating a path as long as possible, and backs up one node to initiate a new probe when it can mark no new nodes from the tip of the path. Hence, this version of search is called a depth-first search.
The book by Even [19791 gives a comprehensive discussion of breadth-first and depth-first searches of a network.
1.6. Obtaining improved running times. Several different techniques have led to improvements in the running times of network flow algorithms. Two broad techniques have recently proven to be very successful: (i) enhanced data structures combined with improved analysis of algorithms (especially amortized average case pertormance and te use of potential functions); and (ii) scaling of the problem data.
Data structures. Data structures are critical to the performance of algorithms, both in terms of their worst-case performance and in terms of their behavior in practice. In fact, the distinction between an algorithm and its data structures is somewhat arbitrary, since the procedures involved in implementing operations for data structures are quite properly viewed as algorithms. Within the area of network optimization, researchers have developed a number of data structures. Most notable are dynamic trees (due to Sleater and Tarjan [19831) and Fibonacci heaps (due to Fredman and Tarjan [1984] ). These data structures are quite intricate but support a large number of operations and are used in a variety of algorithms. Other data structures, such as distance labels for maximum flow problems, are not significant in isolation, but they are very useful aspects of the overall algorithm design. In this paper, we will discuss several data structures, including 
radix-heaps (in § 2.3) and distance labels (in § 3.3), that have led to improved running times for network flow problems.
To prove the improved performance due to data structure enhancements, researchers often rely on amortized complexity analysis. We illustrate amortized complexity analysis in the study of radix heaps (in § 2.3). We illustrate a companion analysis technique called "potential function" analysis, in discussing the excess scaling technique for the maximum flow problem (in § 3.5).
Scaling. We now briefly outline the major ideas involved in scaling. The basic approach in scaling is to solve a problem P as a sequence of K problems P( 1), -.. , P( K). The first problem P( ) is a very rough approximation to P. The second problem is a less rough approximation. Ultimately, problem P(K) is the same as problem P. In order to solve problem P(k), we start with an optimal solution to problem P(k -1) and reoptimize it. The scaling approach is useful for many problems because: (i) The problem P 1 is easy to solve. (ii) The optimal solution of problem Pk-is an excellent starting solution of problem Pk, since Pk-t and Pk are quite similar. Hence, starting with the optimum solution of Pk-I often speeds up the search for an optimum solution of Pk. (iii) For problems satisfying the similarity assumption, the scaling approach required that we solve O(log n) problems. Thus for this approach to work, reoptimization needs to be only a little more efficient than optimization.
We describe two approaches to scaling. The first is the bit-scaling approach. The idea in bit-scaling is to define problem P(k) by approximating some part of the data to the first k bits. We illustrate this idea on the maximum flow problem. Suppose we write all of the capacities in binary, and assume that each number contains exactly K bits. (We might need to pad the number with leading zeros in order to make each number K bits long.) For example, suppose that K = 6, and that u 12 = 01 1010. We solve the maximum flow problem as a sequence of six problems P( 1), ... , P(6), obtaining P(k) from the original problem by considering each arc capacity as only its leftmost k bits. For exam-
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Shortest paths.
Shortest path problems are the most fundamental and also the most commonly encountered problems in the study of transportation and communication networkt The shortest path problem arises when trying to determine the shortest, cheapest, or the most reliable path between one or many pairs of nodes in a network. More important; algorithms for a wide variety of combinatorial optimization problems such as vehicle routing and network design often call for the solution of a large number of shortest path problems as subroutines. Consequently, designing and testing efficient algorithms for the shortest path problem has been a major area of research in network optimization.
We consider a directed network G = (N, A) with an integer arc length (or cost) c i y associated with each arc (i, j)E A, and as before let C denote the largest arc length in indicated in § 1.1, the shortest path problem is a special case of the minimum cost flow problem stated in ( 1 ).
In the subsequent discussion, we assume that the network contains a directed path from node s to every other node in the network. We can satisfy this assumption by adding an arc (s, i) with large cost for each node i that is not connected to s by a directed path. We also assume that the network does not contain a negative cycle (i.e., a directed cycle of negative length). In the presence of a negative cycle, the linear programming formulation of the shortest path problem has an unbounded solution, since we can send an infinite amount of flow along this cycle. All the algorithms we suggest fail to determine the shortest simple paths (i.e., those that do not repeat nodes) if the network contains a negative cycle. However, these algorithms are capable of detecting the presence of a negative cycle.
The shortest path problem has a uniquely simple structure that has allowed researchers to develop several intuitively appealing algorithms. The following geometric solution procedure for obtaining a shortest path from a source node s to a sink node t gives a nice insight into the problem. We construct a string model with strings representing arcs, knots representing nodes, and the length of the string between two knots i and j being proportional to cij. After constructing the model, we hold the knot representing node s in one hand, the knot representing node t in the other, and pull our hands apart. Then one or more paths will be held tight; these are the shortest paths from node s to node t. (We point out that this approach has converted the cost minimization shortest path problem into a related maximization problem. In essence, it is solving the shortest path problem by implicitly solving its linear programming dual problem.)
Researchers have studied several different (directed) shortest path models. The major types of shortest path problems are: (i) finding shortest paths from one node to all other nodes when arc lengths are nonnegative; (ii) finding shortest paths from one node to all other nodes for networks with arbitrary arc lengths; (iii) finding shortest paths from every node to every other node; and (iv) various generalizations of the shortest path problem. In this paper, we discuss the problem types (i) and (ii) only.
The algorithmic approaches for solving problem types (i) and (ii) can be classified into two groups-label setting and label correcting. The label setting algorithms are applicable to networks with nonnegative arc lengths, whereas label correcting algorithms apply to networks with negative arc lengths as well. Each approach assigns tentative distance labels (which are upper bounds on shortest path distances) to nodes at each step. Label setting algorithms designate one or more labels as permanent (optimum) at each iteration. Label correcting algorithms consider all labels as temporary until the final step when they all become permanent.
2.1. Basic label setting algorithm. The label setting algorithm is called Dijkstra's algorithm since it was discovered by Dijkstra [ 1959 ] (and also independently by Dantzig [19601 and Whiting and Hillier [1960] ). In this section, we shall study several implementations of Dijkstra's algorithm. We shall first describe a simple implementation that requires O(n 2 ) running time. In the next two sections, we shall discuss several implementations that achieve improved running times in theory or in practice.
Dijkstra's algorithm finds shortest paths from the source node s to all other nodes in a network with nonnegative arc lengths. The basic idea in the algorithm is to fan out from node s and label nodes in order of their distances from s. Each node i has a label, denoted by d(i): the label is permanent once we know that it represents the shortest distance from s to i; otherwise it is temporary. At each iteration, the label of a node i is its shortest distance from the source node along a path whose internal nodes are all permanently labeled. The algorithm selects a node i with the minimum temporary label, makes it permanent, and scans arcs in A(i) to update the distance labels of adjacent nodes. The algorithm terminates when it has designated all nodes as permanent. The correctness of the algorithm relies on the key observation that it is always possible to designate the node with the minimum temporary label as permanent. The following algorithmic description specifies the details of a rudimentary implementation of the algorithm. 
end;
The algorithm associates a predecessor index, denoted by pred (i), with each node i i N. The algorithm updates these indices to ensure that pred (i) is the last node prior to i on the (tentative) shortest path from node s to node i. At termination, these indices allow us to trace back along a shortest path from each node to the source.
The computational time for Dijkstra's algorithm can be split into the time required by the following two basic steps: (i) node selection; and (ii) distance update. In the most straightforward implementation, the algorithm performs the node selection step at most n times and each such step requires examining each temporarily labeled node. Thus the total time for node selection is O(n2). The algorithm performs the distance update step I A (i)j times for node i. Overal, the algorithm' performs this step Z IvN A(i) = m times. Each distance update step takes 0( ) time, resulting in O(m) total time for all distance updates. Consequently, this implementation of Dijkstra's algorithm runs in O(n 2) time. This time bound is the best possible for completely dense networks, but can be improved for spase network In the next two sections we shall discuss several such improvements. 
. (x, H) . Delete an object x of minimum key from the collection H of objects.
If we implement Dijkstra's algorithm using a heap, then H would be the collection of nodes with finite temporary distance labels and the key of a node would be its distance label. The algorithm would perform the operation find-min ( i, H) to locate a node i with minimum distance label and perform the operation delete-min (i, H) to delete it from the heap. Further, while scanning the arc (i, j) in A(i), if the algorithm finds that d(j) = xo, then it updates d(j), and performs the operation insert (j, H); otherwise, if the distance update step decreases d(j) to a smaller value, say val, then it performs decrease (val, i, H) . Clearly, the algorithm performs the operations find-min, deletemin, and insert at most n times and the operation decrease at most m times. We now describe the running times of Dijkstra's algorithm if it is implemented using different data structures.
Binary heap implementation (Williams [19641) . The binary heap data structure takes O(log n) time to perform every heap operation. Consequently, a binary heap version of Dijkstra's algorithm runs in O( m log n) time. Note that the binary heap implementation is slower than the original implementation of Dijkstra's algorithm for completely dense networks, but is faster for sparse networks.
d-Heap implementation (Johnson [1977al) . For a given parameter d > 2, the dheap data structure takes O(logd n) time for every heap operation except delete-min which takes O( d log n) time. Consequently, the running time of this version of Dijkstra's algorithm is O(m log n + nd log n). An optimal choice of d occurs when both the terms are equal. Hence, d = max { 2, m/nl } and the resulting running time is O(m log n). Observe that for completely dense networks (i.e., when m is proportional to n 2 ), the running time of d-heap implementation is O(n 2 ) which is comparable to that of the original implementation, and for very sparse networks (i.e., m = O(n)), the running time of d-heap implementation is 0(n log n) which is comparable to that of the binary heap implementation. For networks with intermediate densities, the d-heap implementation runs faster than both the other implementations.
Fibonacci heap implementation (Fredman and Tarjan 119841). The Fibonacci heap data structure performs every heap operation in O( l ) amortized (average) time except delete-min, which takes 0(log n) time. Hence the running time of this version of Dijkstra's algorithm is O(m + n log n). This time bound is consistently better than that of binary heap and d-heap implementations for all network densities. This implementation is also currently the best strongly polynomial algorithm for solving the shortest path problem. 2.3. Radix heap implementation. We now describe a radix heap implementation of Dijkstra's algorithm, whose running time is comparable to the best algorithm listed previously when applied to problems satisfying the similarity assumption. The choice of the name radix heap reflects the fact that the radix heap implementation exploits properties of the binary representation of the distance labels. The algorithm we present is a variant of the original radix heap algorithm presented in Ahuja et al. [1988] , which in turn extends an algorithm proposed by Johnson [1977bJ. We point out that the radix heap data structure is similar to the binary heap, d-heap and Fibonacci heap data structures discussed in the previous section in the sense that it also supports the four heap iterations such as find-min, insert, decrease and delete-min. It is, however, more restrictive in the sense that it does not permit us to increase the key of any object; for if it did, the worstcase complexity of performing various heap operations would not be attractive.
The radix heap algorithm and its analysis highlight the following key concepts that underlie recent improvements in network flow algorithms:
(i) How running times might be improved through careful implementation of data structures.
(ii) How we might obtain improved running times by exploiting the integrality of the data and the fact that the integers encountered are not too large.
(iii) The algorithm and its analysis are relatively simple, especially as compared to other heap implementations and their analyses.
(iv) The analysis of the radix heap implementation relies on evaluating directly the total time for two of its operations (find-min and update) rather than the maximum time for a single iteration. In fact, the maximum time for a given find-min operation is O(n log (nC)) in the implementation we describe, while the sum of the computational times for all find-mins is also O(n log (nC)); thus, the average time per find-min is O(log (nC)). In order to establish this time bound, we must adopt a more global perspective in the running time analysis.
The radix heap implementation relies on the use of buckets for storing nodes. This idea has also been used in other shortest path algorithms, notably those proposed by Dial [1969 ] and by Denardo and Fox [1979] . Before illustrating the radix heap implementation, as a starting point we first present a very simple bucket scheme algorithm due to Dial [1969] .
Suppose that we maintain I + n C buckets numbered 0, 1, -. nC. Recall that nC is an upper bound on the length of any path in G, and hence is an upper bound on the shortest path from node I to any other node.
Simple storage rule. Store a node j with temporary distance label
This storage rule is particularly easy to enforce. Whenever a temporary label for node j changes from k to k', we delete node j from bucket k and add it to bucket kt. Each of these operations takes 0( 1 ) steps if we use doubly linked lists to represent nodes in the buckets. To carry out the find-min operation, we scan the buckets to look for the minimum nonempty bucket. However, to carry out this operation efficiently, we exploit the following elementary property of Dijkstra's algorithm.
OBSERVATION 2.1. The distance labels that Dijkstra's algorithm designates as permanent are nondecreasing This observation follows from the fact that at every iteration, the algorithm permanenty labels a node i with the smallest temporary distance label d(i), and; since arc leng are nonnegative, scanning ars in A(i) during the distance update step does not decrease the distance label of any node below d(i). Let Pm denote the maximum distance label of a permanently labeled node; i.e., it is the distan label d(i) of the node i most recently designated as permanent By Observation 2.1, ca search for the minimum nonempty bucket star with bucket Pm. Thus, the tota entin bucketsis O(nC). .
Now consider the mechanics of performing thefind-min step, and for updating the storage structure as Pma changes. To carry out the find-min operation, we sequentially scan buckets to find the lowest indexed nonempty bucket B. (This operation takes O(log (nC)) time per find-min step and O(n log (nC)) time in total.) Having located bucket B, we scan its contents in order to select the node i with minimum distance label. We then replace Pm. by d(i), and we modify the bucket assignments so that they again satisfy the radix heap storage rule.
To illustrate the operations needed to carry out the find-min step, suppose that the minimum nonempty bucket from our example is bucket 4. Thus d(i) lies between 11000 and 11111. Pmv differs from d(i) in the 4th bit, and agrees in bit j for j > 4. Thus each node in a bucket k for k >_ 5 still satisfies the storage rule when we increase Pmn to value d(i). The only nodes that shift buckets are those currently in bucket 4, since they agree with d(i) in all bits k for k > 4 and thus differ, if at all, in bit 1, 2, or 3. In general, the algorithm satisfies the following property.
OBSERVATION 2.3. Suppose that the node with minimum temporary distance label (as determined by thefind-min operation) lies in bucket B. Then after the algorithm has updated Pm,, and enforced the storage rule, each node in bucket B will shift to a smaller indexed bucket. Every other node stays in the same bucket it was in prior to the findmin step.
Since we change the label of any node and re-configure the storage of nodes only after the algorithm has updated Pma, the preceding observation implies the following result.
OBSERVATION 2.4. Whenever a node with a temporary distance label moves to a different bucket, it always moves to a bucket with a lower index. Consequently, the number of node-shifts is O(n log (nC)) in total.
We have shown that the number of node-shifts is O(n log (nC)). Therefore, to achieve the desired time bound of O(m + n log (nC)) for the algorithm as a whole, we must show that the other operations-assigning nodes to buckets and finding the node with minimum temporary distance label-do not require any more than this amount of work. First, we show that we need not compute the binary representation of the distance labels. Then we consider the time to find the minimum distance label.
To implement the radix heap implementation, we need not determine the binary representation of the distance labels. Rather, we can rely solely on the binary representation of Pma. Determining this representation requires O(log (nC)) time, since the number of bits in any distance label is at most log (nC). Knowing the binary representation of Pmax, we can then (i) Compute all of the bucket ranges in an additional O(log (nC)) time; and (ii) Determine the bucket for storing nodej by sequentially scanning bucket rangeLs. For example, suppot that node j currently lies in bucket B, and that we have just updated its distance label d(j). We can determine the new bucket for nodej by sequentially scanning the ranges of buckets B, B -1, B -2, ... until we locate the bucket whose range contains d(j). For each node j, the number of scanning steps over all iterations is bounded by the number of buckets plus the number of times that we update d(j). Since the number of updates of d( ) is at most m in total, the running time for reestablishing the radix heap storage ruleis O(m + n log (nC)) in total Now consider the time spent in the find-min operation. Recall that we first search for the minimum indexed nonempty bucket B. This search takes O(log (nC)) time per find-min, or O(n log (nC)) time in total We must also search B for the minimum distance label d(i)~ The time to find the minimum label is proportional to the number of nodes in B, which is bounded by n -1. But this bound is unsatisfactory. However,. :ermine the binary nary representation since the number y representation of i C)) time; and ning bucket ranges. that we have just de j by sequentially the bucket whose )ver all iterations is update d(j). Since -for re-establishing that we first search log (n C)) time per for the minimum onal to the number isfactory. However, SOME RECENT ADVANCES IN NETWORK FLOWS by Observation 2.3, we know that each node scanned in bucket B must move after we have replaced Pma by d(i). Thus the number of distance labels we scan in thefind-min operation is bounded by the number of times that nodes change buckets, which is bounded by O(n log (nC)) over all iterations. We have thus proved that the sum of the times to carry out the Jind-min operations is O(n log (nC)). Note that establishing this bound requires that we view the algorithm globally by looking at the relationship among its overall steps; looking at each component step individually does not provide us with sufficient information to assess the computational work this precisely. The analysis of many contemporary network flow algorithms requires a similar "amortization" approach that bounds the average, rather than the maximum amount of work per iteration.
To summarize the time bounds, the time for updating distances is O(m + n log (nC)): the O(m) term stems from the tfact that we examine each arc, and the O( n log (n C)) term stems from the fact that whenever we move a node to a new bucket, it moves to a lower indexed bucket. The time bound for the find-min operation is O (n log (nC) ). This bound includes both (i) the time to find the minimum indexed nonempty bucket and to search for the minimum distance label d(i) in this bucket, and (ii) the time to reinforce the storage rule. Thus, the time for the entire algorithm is O(m + n log (nC)). We summarize our discussion as follows.
THEOREM 2. 1. The R-heap implementation ofDijkstra's algorithm solves the shortest path problem in O(m + n log (nC)) time. 0 For problems that satisfy the similarity assumption, this bound becomes O(m + n log n). If we were to use a substantially more intricate algorithm and data structures, it is possible to reduce this time bound (for situations that satisfy the similarity assumption) further to O( m + n Vlogn ), which is a linear time algorithm for all but the sparsest classes of shortest path problems (see Ahuja et al. [ 1988 ] ).
2.4. Label correcting algorithms. The label correcting algorithms are very general procedures to solve the shortest path problem and are also applicable to networks with negative arclengths (but containing no negative length cycle). These algorithms maintain tentative distance labels (upper bounds on shortest path distances) to nodes and keep improving them until they represent optimum distances. The generic label correcting algorithm was first suggested by Ford [1956] and subsequently studied by Ford and Fulkerson [1962] , Moore [1957] , and Bellman [1958] . The label correcting algorithms are based on the following result. 
Proof. Let P, consisting of the nodes s = i -i 2 --ik = j, be any directed path from s to some node j. Condition (C2.2) implies that
is a lower bound on the length of any directed path from node s to nodej (including the shortest path to nodej). By condition (C2. 1), d(j) is an upper bound on the length of the shortest path. Thus d(j) is the length of a shortest path from node s to node j. 0 The label correcting algorithm is a general procedure for successively updating the distance labels until they satisfy the condition (C2.2). The following algorithmic statement formally describes a generic version of the label correcting algorithm.
_ 1 __1_
·_rl ll_ __I_ _· __ _ l__i___l____ __ _ end; end;
In general, the label correcting algorithm terminates finitely if the network contains no negative cost circuit; however, the proof of finiteness is particularly simple when the data is integral. Since each d(i) is bounded from above by n C and below by -n C, and each updating of d( i) decreases it by at least one unit, the algorithm updates d( i) at most 2nC times. Hence the total number of distance updates is 2n 2 C. Since each iteration updates some distance label, the algorithm performs O(n 2 C) iterations. There are a large number of possible implementations of the label correcting algorithm. Here we present three specific implementations of the generic label correcting algorithm that exhibit certain nice properties.
First-in, first-out (FIFO) implementation. Bellman [1958] suggested this FIFO implementation of the label correcting algorithm. This implementation maintains a queue, Q, of all nodes whose shortest path distances are possibly nonoptimum. The algorithm removes the front node from Q, say node i, examines each arc (i, j) in A (i) and checks
and adds nodej to the rear of Q. The algorithm terminates when Q is empty. It is possible to show (see, e.g., Ahuja, Magnanti, and Orlin [1989] ) that this algorithm runs in O(nm) time. This method is the best strongly polynomial time algorithm to solve the shortest path problem with arbitrary arc lengths.
Deque implementation. Pape [1974] (and D'Esopo) suggested the deque implementation of the label correcting algorithm. A deque is a two-sided queue; i.e., it is a data structure that stores a set so that elements can be added or deleted from the front as well as the rear of the set. The deque implementation of the label correcting algorithm is the same as the FIFO implementation with one exception: if the algorithm has examined a node earlier (i.e., the node is not now in Q, but has appeared there before), then it adds the node to the front of Q; otherwise, it adds the node to the rear of Q. This implementation does not run in polynomial time, but has been found in practice to be one of the fastest algorithms for solving the shortest path problems in sparse networks.
Scaling label correcting algorithm. This recent implementation of the label correcting algorithm, due to Ahuja and Orlin [1988J, ensures that the algorithm alters node labels only if doing so decreases them by a sufficiently large amount. The algorithm performs a number of scaling phases and maintains a parameter A that remains unchanged throughout a scaling phase. Initially, A = 2 u". In the A-scaling phase, the algorithm updates a 
distance label d(j) only when d(j) > d(i) + c + A/2. When no arc satisfies the condition d(j) > d(i) + c + A/2, then the algorithm replaces A by
subproblem in more complex combinatorial optimization problems. Moreover, this problem plays an important role in solving the minimum cost flow problem (see Rock [1980 ] Bland and Jensen [1985] , and Goldberg and Tarjan [1987] ).
The maximum flow problem has an extensive literature. Numerous research contributions, many of which often have built upon their precursors, have produced algorithms with improved worst-case complexity and some of these improvements have also produced faster algorithms in practice. The first formulation of the maximum flow problem was given by Ford and Fulkerson [ 1956 ] , Dantzig and Fulkerson [ 1956 ] , and Elias, Feinstein, and Shannon [1956] , who also suggested algorithms for solving the problem. Since then researchers have developed many improved algorithms. Table 3 .1 summarizes the running times of some of these algorithms. In Table 3 . 1, n denotes the number of when the nodes and m the number of arcs, and U is an upper bound on the integral arc capacities.
-n C, and The algorithms whose time bounds involve U assume integral capacities; the other al-) at most gorithms apply to problems with arbitrary rational or real capacities. In Table 3 .1, we iteration state only the running times of deterministic and sequential algorithms. Researchers have re a large also developed probabilistic and parallel algorithms for the maximum flow problem. e present Some of the important contributions in this direction are parallel algorithms by Shiloach eit certain and Vishkin [1982] and by Goldberg and Tarjan [1987] that use O(n) processors and run in O( n 2 log n) time; and a randomized algorithm by Cheriyan and Hagerup [1989] -IFO imthat runs in O(nm + n 2 log 3 n) time. In this section, we shall study some of these algorithms, namely, ilgorithm (i) The basic augmenting path algorithm developed by Ford and Fulkerson [ 1956] ; id checks
(ii) The shortest augmenting path algorithm due to Dinic [1970] and Edmonds the rear and Karp [1972] and as modified by Ahuja and Orlin [1987] ;
; Ahuja,
The capacity scaling algorithm proposed by Gabow [1985] and modified by ethod is Ahuja and Orlin [ 1987 ] ; -em with (iv) The preflow push algorithms developed by Goldberg and Tajan [ 1986] ; and (v) The excess scaling algorithm proposed by Ahuja and Orlin [1989] . te implee., it is a 
T. L. MAGNANTI, AND J. B. ORLIN
We first define some notation. We consider a directed network G = (N, A) with a positive integer capacity uij associated with every arc (i, j) for some v > 0. We refer to v as the value of flow x. The maximum flow problem is to determine a flow x that achieves the maximum possible flow value v. In considering the maximum flow problem, we impose three assumptions: (i) all arc capacities are finite integers; (ii) for every arc (i, j) in A, (j, i) is also in A, possibly with zero capacity; and (iii) the maximum flow value is nonzero. It is easy to show that we incur no loss of generality in making these assumptions. The concept of a residual network plays a central role in the discussion of all the maximum flow algorithms we consider. Given a flow x, the residual capacity, r, of any arc (i, j) E A represents the maximum additional flow that can be sent from node i to node j using the arcs (i, j) and (j, i). The residual capacity has two components: (i) ui, -x, the unused capacity of arc (i, j), and (ii) the current flow xji on arc (j, i) which can be cancelled to increase flow from node i to node j. Consequently, ri = ui -x + xji. We call the network consisting of only those arcs with positive residual capacities as the residual network (with respect to the flow x), and represent it as G(x).
Recall from § 1.
that a set of arcs Q A is a cut if the subnetwork G' = (N, A -Q) is disconnected and no subset of Q has this property. A cut partitions the set N into two subsets. Conversely, any partitions of the node set as S and S = N -S defines a cut. Consequently, we denote an s-t cut as [S, S]. A cut [S, S] is called an s-t cut if s E S and t S. We define the capacity of an s-t cut as u[S, Si = i ts zjgs uij.
Each maximum flow algorithm that we consider finds both a maximum flow and a cut of minimum capacity. These values are equal, as is well known from the celebrated maxflow min-cut theorem.
THEOREM 3.1 (max-flow min-cut theorem). The maximum value offlow from s to t equals the minimum capacity of all s-t cuts. C 3.1. Generic augmenting path algorithm. A directed path from the source to the sink in the residual network is called an augmenting path. We define the residual capacity of an augmenting path as the minimum residual capacity of any arc in the path. Observe that by the definition of an augmenting path, its capacity is always positive. Hence the presence of an augmenting path implies that we can send additional flow from the source to the sink. The generic augmenting path algorithm is essentially based on this simple idea. The algorithm proceeds by identifying augmenting paths and augmenting flows on these paths until the network contains no such path. The following high-level (and flexible) description of the algorithm summarizes the basic iterative steps, without specifying any particular strategy for how to determine augmenting paths. We now discuss the augmenting path algorithm in more detail. Since an augmenting path is any directed path from s to t in the residual network, by using any graph search technique such as breadth-first search or depth-first search, we can find one such path, if the network contains any, in 0(m) time. If all capacities are integral, then the algorithm m is to I would increase the value of the flow by at least one unit in each iteration and hence ring the would terminate in a finite number of iterations. The maximum flow value, however, e finite might be as large as nU, and the algorithm could perform O(n U) iterations and take ity; and 0O(nmU) time to terminate. This bound on the number of iterations is not polynomial loss of for large values of U; e.g., if U = 2, the bound is exponential in the number of nodes. We shall next describe two specific implementations of the generic algorithm that perform f all the a polynomial number of augmentations. , of any 3.2. Capacity scaling algorithm. The generic augmenting path algorithm is slow in ode i to the worst case because it could perform a large number of augmentations, each carrying ants: (i) a small flow. Hence, one natural specialization of the augmenting path algorithm would cc (j, i) be to augment flow along a path with the maximum (or nearly maximum) residual ly, r = capacity. The capacity scaling algorithm uses this idea. The capacity scaling algorithm residual was originally developed by Gabow [1985] . Here, we present a modification of this is G(x). algorithm due to Ahuja and Orlin [1987] . rk G' = The capacity scaling algorithm uses a parameter A. For any given flow x, we define ions the the A-residual network, G(x, A), as the subnetwork consisting of arcs with residual = N -S capacity of at least A. Initially, A = 2 lg A1. We refer to a phase of the algorithm during ailed an which A remains constant as a scaling phase, or a A-scalingphase, ifwe wish to emphasize ZjS uij.
the specific value of A. In the A-scaling phase, the algorithm identifies a directed path nd a cut from s to t in G(x, A) and augments maximum possible flow on this path. When ed max-G(x, A) contains no augmenting path, the algorithm replaces A by A/2 and repeats the computations. In the last scaling phase, A = I and hence G(x, A) = G(x). Confrom s to sequently, at the end of the last scaling phase, the algorithm terminates with a maximum flow. The efficiency of the algorithm depends upon the fact that it performs at most 2m -e to the augmentations per scaling phase. To establish this result, consider the flow at the end of capacity the A-scaling phase. Let x' be this flow and let its flow value be v'. possible to improve even further on the complexity of the capacity scaling algorithm to O(nm log U) by augmenting flows along shortest paths in G(x, A), as described by Ahuja and Orlin [ 1987 ] .
3.3. Shortest augmenting path algorithm. Another natural specialization of the augmenting path algorithm is to augment flow along a "shortest path" from the source to the sink, defined as a directed path in the residual network consisting of the fewest number of arcs. If we always augment flow along a shortest path, then from one iteration to the next the length of a shortest path either stays the same or increases. Moreover, as we will see, within m augmentations, the algorithm is guaranteed to increase the length of the shortest path. Since no path contains more than n -I arcs, this property guarantees that the number of augmentations are at most (n -I )m. This algorithm, called the shortest augmenting path algorithm, was independently discovered by Edmonds and Karp [ 1972 ] and Dinic [ 1970 ] . Here we shall describe a modified version of the algorithm developed by Ahuja and Orlin [1987] .
It is easy to determine a shortest augmenting path by performing a breadth-first search of the residual network. This approach would take O(m) steps per augmentation in the worst case as well as in the practice. Using the concept of distance labels, described next, we can reduce the (amortized) average time per augmentation to O(n). Distance labels were developed for the maximum flow problem by Goldberg [ 1985 1 in the context of preflow push algorithms. They are closely connected to the concept of -complementary slackness as developed by Bertsekas [ 1979 ] , [1986] for the assignment and minimum cost flow problems.
Distance labels. Informally, a distance label of node i, represented by d(i), is a lower bound on the length of the shortest path from node i to node t in the residual network. Formally, a distance function d: N --Z + with respect to the residual capacities ri is a function from the set of nodes to the nonnegative integers. We say that a distance function is valid if it satisfies the following two conditions: The inherent drawback of augmenting path al~go-rithms is that sending flow along a path can be computationally expensive, i.e., it takes 0(n) time in the worst case. Preflow push algorithms overcome this drawback and therefore provide dramatic improvements in te worst-case complexity. To understand this point better, consider an (artiicially extreme) example given in ig 3. . When we apply any augmenting path algorithm to this problem, it would discover 10 augmenting paths each of length IO, and would augment unit flow along each of these paths. But, observe that although al of these paths have the first 8 arcs in common, each augmentation traverses all these arcs. If we could have pushed 10 units of flow from node I to node 9, and then sent a unit flow along 10 different paths of length 2, we would have saved a fair amount of repetitive work in traversing the common set of arcs. This observation is the essential idea underlying the preflow push algorithms. Karzanov [1974] suggested i the first preflow push algorithm for the maximum flow problem. The generic distance directed preflow push algorithm we describe here is due to Goldberg and Tarjan 1986 ], which in turn is based on a layered network preflow push algorithm due to Shiloach and Vishkin [1982 ] . 
operation. The purpose of the relabel operation is to create at least one admissible arc on which the algorithm can perform further pushes.
The following generic version of the preflow push algorithm combines the subroutines just described. It might be instructive to visualize the generic preflow push algorithm in terms of a physical network whose arcs represent flexible water pipes, nodes represent joints, and the distance function measures how far nodes are above the ground; in this network, we wish to send water from the source to the sink. In addition, we visualize flow in an admissible arc as water flowing downhill. Initially, we move the source node upward, and water flows to its neighbors. In general, water flows downhill toward the sink; however, occasionally flow becomes trapped locally at a node that has no downhill neighbors. At this point, we move the node upward, and again water flows downhill toward the sink. Eventually, no flow can reach the sink. As we continue to move nodes upward, the remaining excess eventually flows back to the source. The algorithm terminates when all the water flows either into the sink or into the source.
We now indicate how the algorithm keeps track of active nodes for the push/ relabel steps. The algorithm maintains a set S of active nodes. It adds nodes to S that become active following a push and are not already in S, and deletes nodes from S that become inactive following a nonsaturating push. Several data structures are available for storing S so that the algorithm can add, delete, or select elements from it in 0(1 ) time. To identify admissible arcs emanating from a node, the algorithm uses the current-arc data structure described earlier for the shortest augmenting path algorithm.
We now analyze the worst-case complexity of the genetic preflow push algorithm. We first note that distance labels are always valid and each relabel operation strictly increases a distance label. The proof of this result is similar to Lemma 3.1 because, as in the shortest augmenting path algorithm, the preflow push algorithm pushes flow only on admissible arcs and relabels a node only when no admissible arc emanates from it. We also need the following results. . The running time of the generic preflow push algorithm is comparable to the bound of the shortest augmenting path algorithm However, the preflow push algorithm has several nice features, in particular, its flexiility a n dits potential for firthe imp m vements. 
l SOME RECENT ADVANCES N NETWORK FLOWS By specifying different rules for selecting active nodes for push/relabel steps, we can derive many different algorithms with worst-case complexity different from the generic version. The bottleneck operation in the generic preflow push algorithm is the number of nonsaturating pushes; however, many specific rules for examining active nodes substantially decrease the number of nonsaturating pushes. We shall consider the following implementations: (i) the first-in, first-out (FIFO) preflow push algorithm; (ii) the highest label preflow push algorithm; and (iii) the excess scaling algorithm. FIFO preflow push algorithm. Before we describe the FIFO preflow push algorithm, we define the concept of a node-examination. In an iteration, the generic preflow push algorithm selects a node, say node i, and performs a saturating push or a nonsaturating push or relabels the node. If the algorithm performs a saturating push, then node i might still be active, but it is not mandatory for the algorithm to select this node again in the next iteration. The algorithm may select another node for push/relabel. However, it is easy to incorporate the rule that whenever the algorithm selects an active node, it keeps pushing flow from that node until either its excess becomes zero or it is relabeled. Consequently, there might be several saturating pushes followed by either a nonsaturating push or a relabel operation. We refer to this sequence of operations as a node examination. We shall henceforth assume that the preflow push algorithms adhere to this rule.
The FIFO preflow push algorithm examines active nodes in the FIFO order. The algorithm maintains a queue Q of active nodes. It selects a node i from the front of this queue, performs pushes from this node and adds newly active nodes to the rear of the queue. The algorithm examines node i until either it becomes inactive or it is relabeled. In the latter case, we add node i to the rear of the queue. The algorithm terminates when the queue of active nodes is empty.
For the purpose of our analysis, we partition the total number of node examinations into different phases. The first phase consists of the nodes that become active during the pre-process step. The second phase consists of all nodes that are in the queue after the algorithm has examined all the nodes in the first phase. Similarly, the third phase consists of all the nodes that are in the queue after the algorithm has examined all the nodes in the second phase, and so on. To bound the number of phases in the algorithm, we consider the total change in the potential function F = max { d( i): i is active } over an entire phase. If the algorithm performs no relabel operation in a phase, then the excess of every node that is active at the beginning of the phase moves to nodes with smaller distance labels, and F decreases by at least one unit. However, if the algorithm performs at least one relabel operation in the phase, then F might increase by as much as the maximum increase in any distance label. Lemma 3.4 implies that the total increase in F over all the phases is 2n 2 . Combining the two cases, we find that the total number of phases is O(n 2 ). Each phase examines a node at most once. Hence, we have established the following result.
THEOREM 3.4. The FIFO preflow push algorithm runs in O(n 3 ) time. 0 Highest label preflow push algorithm. The highest label preflow push algorithm, also proposed by Goldberg and Tarijan [ 1986] , always pushes flow from an active node with the highest (i.e., largest) distance label. For this algorithm there is a simple proof that the number of nonsaturating pushes is 0(n 3 ). Let h* = max { d(i): i is active }. We consider a sequence of pushes during which no relabel occurs. The algorithm first examines nodes with distance labels equal to h *. These nodes push flow to nodes with distance label equal to h * -1, and these nodes, in turn, push flow to nodes with distance label equal to h * -2, and so on until either the algorithm has relabeled a node or the network contains no more active nodes. If a node is relabeled, then the algorithm repeats the same process. But if the algorithm does not relabel any node during n consecutive node examinations, then all the excess reaches the sink (or the source) and the algorithm Wh terminates. Since the algorithm performs at most 2n 2 relabel operations, we immediately b obtain a bound of O(n 3 ) on the number of node examinations. Since each node examination entails at most one nonsaturating push, the highest label preflow push algorithm performs O(n 3 ) nonsaturating pushes and runs in the same time. Cheriyan and Maheshwari [ 1987] have improved the analysis of the algorithm so as to show that the highest label preflow push algorithm performs at most (n 2 Tm) pushes and runs in this amount of time.
THEOREM 3.5 (Cheriyan and Maheshwari [1987] ). The highest label preflow push algorithm solves the maximumflow problem in O(n2Vm) time. C Cheriyan and Maheshwari have also shown that this bound is tight in the sense that em for some classes of maximum flow problems, the algorithm actually performs compu-end; tations proportional to n2m. In addition, they have shown that for certain suitably . chosen networks, the FIFO preflow push algorithm performs computations proportional to n 3 and the generic preflow push algorithm performs computations proportional to preflow n 2 m. These results show that the worst-case time bounds for these three variants of the min {ei preflow push algorithm are all tight. ensures 3.5. Excess scaling algorithm. The excess scaling algorithm, developed by Ahuja the exc and Orlin [1989 ] , is similar to the capacity scaling algorithm discussed in § 3.2. Recall 0O(log that the generic augmenting path algorithm performs O(nU) augmentations and the algorith capacity scaling algorithm improves upon the computational complexity by reducing the LE number of augmentations to 0(m log U) by ensuring that each augmentation carries (i "sufficiently large" flow. In the generic preflow push algorithm as well, nonsaturating (ii pushes carrying small amount of flow can, in theory, be a bottleneck in the algorithm. SA The excess scaling algorithm assures that each nonsaturating push carries "sufficiently arc (i, large" flow so that the number of nonsaturating pushes is "sufficiently small." excess ( Let emu = max {e(i): i is active} and let A denote an upper bound on em,,. We d(j) < refer to A as the excess-dominator. We refer to a node with e(i) > A/2 2 er/2 as a LI node with large excess, and refer to other nodes as nodes with small excess. The excess pushes. scaling algorithm always pushes flow from a node with large excess. This choice assures Si that during nonsaturating pushes, the algorithm sends relatively large excess closer to lemma the sink.
A by The excess scaling algorithm also does not allow the maximum excess to increase phases beyond A. This algorithmic strategy might prove to be useful for the following reason. In Suppose several nodes send flow to a single node j, creating a very large excess. It is likely e e(i) that node j cannot send the accumulated flow closer to the sink, and thus the algorithm ing pha will need to increase its distance label and return much of its excess back to the nodes to a no( it came from. Thus, pushing too much flow to any node is also likely to be wasted effort. The excess scaling algorithm uses the same push/relabel (i) step as the generic preflow push algorithm but with one slight difference. Instead of pushing 6 = min {e(i), rj } units of flow, it pushes 6 = min {e(i), rij, A -e(j)} units. This change ensures that the algorithm permits no excess to exceed A.
The excess scaling algorithm performs a number of scaling phases with the value of the excess-dominator A decreasing from phase to phase. The algorithm performs O(log U) scaling phases. We now briefly discuss the worst-case complexity of the .
.,
Increasing the distance label of a node i by increases F by at most e (because e(i) _ A). Thus the total increase in Fdue to the relabel operations is O(n 2 ) over all scaling phases (by Lemma 3.4). Each nonsaturating push carries at least A/2 units of flow to a node with a smaller distance label and hence decreases F by at least A/2 units. These observations give a bound of O(n 2 log U) on the number of nonsaturating pushes. 0l THEOREM 3.6. The excess scaling algorithm solves the maximum flow problem in O(nm + n 2 log U) time. Proof. This result follows from Lemma 3.8 and the fact that performing saturating pushes, relabel operations, and finding admissible arcs require O(nm) time. This accounting ignores the time needed to identify a large excess node with the smallest distance label. Available simple data structures allow us to perform this computation at an average cost of 0(1 ) time per push, hence this time is not a bottleneck operation for the algorithm. 0 3.6. Improved preflow push algorithms. Ahuja, Orlin and Tarjan [1989 ] have suggested several improved versions of the original excess scaling algorithm. These improvements emerge from the proof of Lemma 3.8. This proof bounds the number of nonsatu- 2 log U/log log U) nonsaturating pushes and runs in O(nm + n 2 log U/log log U) time. The wave scaling algorithm performs O(n2VVlog U) nonsaturating pushes and runs in 0(nm + n2Vlog U) time.
Our approach so far has been to reduce the number of nonsaturating pushes by carefully examining the active nodes. An orthogonal approach would be to reduce the total time of the push operations without necessarily reducing their number. We can achieve this goal by using the dynamic tree data structure of Sleator and Tarjan [ 1983 ] . The following basic idea underlies the dynamic tree data structure implementation of the shortest augmenting path algorithm. The shortest augmenting path algorithm repeatedly identifies a path consisting solely of admissible arcs and augments flows on these paths. Each augmentation saturates some arcs on this path. If we delete all the saturated arcs from this path we obtain a set of path fragments. The dynamic tree data structure stores these path fragments (in a very clever way) and uses them later to identify augmenting paths quickly. Furthermore, this data structure allows the algorithm to augment flow over a path fragment of length k in 0(log k) time. Ahuja, Odrin, and Tarjan [ 1989] have conjectured that, given a version of the preflow push algorithm with a bound of p nm on the total number of nonsaturating pushes, the running time of the algorithm can be reduced from (p) to (nm log ((p/nm) + 2)) by using dynamic trees. Although proving such a general theorem is still an open problem, researchers have established this result for each version of the preflow push algorithm developed so far. For example, Goldberg and Tarjan [1986] improved the running time of their FIFO preflow push algorithm from O(n 3 ) to (nm log (n 2 /m)) and Ahuja, Orlin, and Taran [1989] improved the running times of their stack scaling and wave scaling algorithms to respectively. Recently, Cheriyan and Hagerup [1989] developed a randomized algorithm for solving the maximum flow problem in (nm + n log 3 n) steps. This time bound is the best strongly polynomial time bound for all networks in which m/n _ log 2 n. However, it does not dominate te time bound of O(nm + n2logU) unless U > 2 6n . For example, for n 1000, U must exceed 2 1000,0 4. Minimum cost flows. The minimum cost flow problem is another core network flow model that is of considerable theoretical interest and has a great many practical applications Recent research contributions, obtained using a number of different algorithmicapproaches, have led to a series of improvements in the worst-case running times of methods for solving the minimum cost flow problem. Table 4 .1 reports the running times of some minimum cost flow algorithms. In Table 4 .2, n, m, C, and U, respectively, represent the number of nodes, number of arcs, the largest arc cost, and the largest arc capacity in the network. In Table 4 .1, S( ) is the running time of the best shortest path algorithm and M( ) is the running time of the best maximum flow algorithm. 
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Goldberg and Taran [1987] 0(nm log (n 2 /m) log (nC)) 6
Goldberg and Tajan [1988] O(nm log n log (nC)) 7
Ahuja et al. [1988] 0(nm log log U log (nC)) Goldberg and Tarjan [1987] 0(nm 2 log n log (n 2 /m)) 6
Goldberg and Tarjan [1988] O(nm 2 log 2 n) 7
Orlin [19881 O(m log nS(n, m)) For the sake of comparing the polynomial and strongly polynomial time algorithms for the shortest path and maximum flow problems, we invoke the similarity assumption.
RDrnal that th tmp hnnnlie inrnn-rat tshl accilmrntinn tthat sarh arithmtir AnPratinn 
Polynomial time bounds Discoverers

S(n, m, C) = O(min (m log log C, m + niVlogC))
Johnson [1982] , and Ahuja et al. [1990] M (n, m, C) 4.1. Background. We have already given a linear programming formulation of the minimum cost flow problem in ( I). In considering this problem, we make the following assumptions:
(i) All arc costs are nonnegative; (ii) The network connects every pair of nodes by a path of infinite capacity (possibly of large cost); (iii) For every pair of nodes i and j, the arc set A does not contain both (i, j) and (j, i) .
It is easy to show that the first two assumptions impose no loss of generality. We do incur some loss of generality by imposing the third assumption; however, we make this assumption solely for notational convenience.
Our algorithms rely on the concept of residual networks. In the context of the minimum cost flow problem discussed in this section, we define the residual network G(x) corresponding to a flow x as follows: We replace each arc (i, j) E A by two arcs (i, j) and (j, i). The arc (i, j) has cost ci and residual capacity ri, = ui -xij, and the arc (j, i) has cost -cij and residual capacity r = x i . The residual network consists only of arcs with positive residual capacity.
A dual solution to the minimum cost flow problem is a vector r of node potentials. We assume that r( 1) = 0. The reduced costs J with respect to the node potentials r are defined as c0j = c -ir(i) + r(j). A pair x, 7r of flow and node potentials is optimum if. it satisfies the following linear programming optimality conditions: (C4.1 ) (Primal feasibility) x is a feasible flow.
(C4.2) (Dual feasibility) ij > 0 for every arc (i, j) in the residual network G(x).
4.2.
Negative cycle algorithm. The negative cycle algorithm, attributed to Klein [1967 ] , builds upon the observation that whenever the residual network contains a negative (cost) cycle, we can improve upon the cost of the current flow by sending additional flow in this cycle. At every iteration, the algorithm identifies a negative cycle in the residual network by solving a shortest path problem and augments the maximum possible flow in the cycle. The algorithm terminates when the residual network contains no negative cycle. This solution is a minimum cost flow.
The generic version of the negative cycle algorithm runs in pseudo-polynomial time since the algorithm improves the objective function value by at least one unit in every iteration and the maximum possible improvement in the objective function is mCU. Recently, researchers have suggested the following two polynomial time versions of the negative cycle algorithm.
(i) Canceling cycles with maximum improvement. Barahona and Tardos [ 1987] show that if the negative cycle algorithm always augments flow along a cycle that gives the maximum improvement in the objective function, then the algorithm terminates within O(m log (mCU)) iterations. Since identifying a cycle with maximum improvement is difficult (in particular, it is NP-hard), they describe a method based upon solving an auxiliary assignment problem to determine a set of disjoint augmenting cycles with the property that augmenting flows along these cycles improves the flow cost by at least as much as augmenting flow along any single cycle. 
ing formulation of the xe make the following inite capacity (possibly ontain both (i, j) and loss of generality. We n;: however, we make [1987] ,ng a cycle that gives tlgorithm terminatec ;t of a cycle is its cost )88b] showed that if whose mean cost is n log n ) iterations.
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Goldberg and Tarjan also describe an implementation of a variant of this approach that runs in O(n m log n min log (n C), m log n } ) time.
43. Successive shortest path algorithm. The negative cycle algorithm maintains primal feasibility of the solution at every step and attempts to achieve dual feasibility. In contrast, the successive shortest path algorithm, as introduced by Busaker and Gowen [ 1961 ] , maintains dual feasibility of the solution at every step and strives to attain primal feasibility. This algorithm maintains a solution that satisfies the nonnegativity and capacity constraints, but violates the supply/demand constraint of the nodes. Such a solution is called a pseudoflow. For any pseudoflow x, we define the imbalance of any node ieNas (i, j) in G(x) . It is possible to show that x also satisfies the dual feasibility conditions with respect to the node potentials r' =r -d. Moreover, the new reduced cost (defined with respect to the potentials r') of every arc in the shortest path from node k to node I is zero. Augmenting flow on any arc (i, j) in this path might add arc (j, i) to the residual network. But since cj is zero, cj is also zero and so arc (j, i) also satisfies (C4.2). 0 The successive shortest path algorithm starts with a zero flow and zero node potentials. At each iteration the algorithm selects a node k with excess and a node with deficit, determines shortest path distances d( ) from k to all other nodes, updates node potentials via the operation r = r -d, and augments maximum possible flow on the shortest path from node k to node 1. The algorithm terminates when the solution becomes a flow (i.e., satisfies the supply/demand constraints).
The node potentials play a very important role in the successive shortest path algorithm. Besides using them to prove the correctness of the algorithm, we use them to ensure that the arc lengths are nonnegative, thus enabling us to solve the shortest ath 4.4. Right-hand side (RHS) scaling algorithm. The RHIS-scaling algorithm was originally proposed by Edmonds and Karp [1972] . The version we present here is a modification due to Orlin [1988] . The RHS-scaling algorithm is a polynomial time version of the successive shortest path algorithm. The inherent drawback in the successive shortest path algorithm is that augmentations might carry relatively small amounts of flow, resulting in a fairly large number of augmentations in the worst case. The RHSscaling algorithm guarantees that each augmentation carries sufficiently large flow and thereby reduces the number of augmentations substantially. We shall illustrate RHSscaling on the uncapacitated minimum cost flow problem, i.e., a problem with uii = o for each (i, j) E A. This algorithm can be applied to the capacitated minimum cost flow problem after it has been converted into an uncapacitated problem using a standard transformation (see Orlin [1988] ). The following algorithmic description gives a formal statement of the algorithm. Proof. We use induction on the number of augmentations and scaling phases. The initial residual capacities are a multiple of A because they are either 0 or oo. Each augmentation changes the residual capacities by 0 or A units and preserves the inductive hypothesis. A decrease in the scale factor by a factor of 2 also preserves the inductive hypothesis. 0C We next bound the number of augmentations that the algorithm performs. The algorithm performs a number of scaling phases; we refer to a scaling phase with a specific value of A as the A-scaling phase. At the beginning of the A-scaling phase, either S(2A) = 0 or T(2A) = 0. We consider the case when S(2A) = 0. A similar proof applies when T(2A) = 0. Consequently, at the beginning of the phase, A e(i) < 2A for each i E S(A). Each augmentation in the phase starts at a node in S(A), ends at a node with a deficit, and carries A units of flow (by Lemma 4.2); therefore, it decreases I S(A)I by one. Since, initially, S(A)1 Z n, the algorithm performs at most n augmentations per phase. Since the algorithm requires I + log Ul scaling phases, we obtain the following result. if the network contains an admissible arc (i, j) then push 6 = min {e(i), rj } units of flow from node i to node j else replace ir(i) by ir(i) + e/2; As in our earlier discussion of preflow push algorithms for the maximum flow problem, if 6 = rii then we refer to the push as saturating; otherwise, it is nonsaturating. We also refer to the updating of the potential of a node as a relabel operation. The purpose of a relabel operation is to create new admissible arcs. Moreover, we use the same data structure used in the maximum flow algorithms to identify admissible arcs. For each node i, we maintain a current-arc (i, j) , which is the current candidate for pushing flow out of the node i. The current arc is found by sequentially scanning the arc list A (i).
The correctness of the cost scaling algorithm rests upon the following results. LEMMA 4.4. The improve-approximation procedure always maintains e/2-optimality of the pseudoflow, and at termination yields an e/2-optimalflow. Sketch ofproof. First show that the adjustment of arc flows at the beginning of the procedure yields an e/ 2-optimal pseudoflow (in fact, it is a O-optimal pseudoflow). Then perform induction on the number of pushes and relabel steps. O In the last scaling phase, e < 1 /n and by Lemma 4.3, we obtain an optimum flow of the minimum cost flow problem. We now analyze the worst-case complexity of the cost scaling algorithm. The complexity analysis uses the following lemma which is a generalization of Lemma 3.2 and Lemma 3.3 in the context of the maximum flow problem. Proof. See Goldberg and Tarjan [1987] for the proof. 0 As in the generic preflow push algorithm for the maximum flow problem, the bottleneck operation in the improve-approximation procedure is the number of nonsaturating pushes. It is possible to show that the generic version of the improve-approximation )lem, the botnonsaturating pproximation r SOME RECENT ADVANCES IN NETWORK FLOWS 215 procedure, i.e., a version that permits us to select active nodes in any arbitrary order for the pushl relabel operations, performs O(n 2 m) nonsaturating pushes. Here we shall describe a specific implementation of the generic version, called the wave implementation that performs O(n 3 ) nonsaturating pushes per execution of the procedure. Goldberg and Tarjan [1987 ] and Bertsekas and Eckstein [ 1988 ] independently developed this implementation of the cost-scaling preflow-push algorithm. The following result is crucial to the analysis of the wave implementations.
LEMMA 4.6. The admissible network, i.e., the subnetwork consisting of all admissible arcs in the network, is acyclic throughout the improve-approximation procedure.
Sketch of proof. First show that the admissible network at the beginning of the procedure (after adjustments of arc flows) contains no arc and, hence, is acyclic. Then perform induction of the number of relabels and pushes. E The wave implementation uses the fact that the admissible network is acyclic. As is well known, nodes of an acyclic network can be numbered in a so-called topological order, that is, so that v < w for each arc (v, w) bound for the cost scaling algorithm. For completely dense networks, the wave algorithm has the advantage of simultaneously being simple and very efficient. Unfortunately, the algorithm is increasingly less efficient as the network becomes sparser. However, if the network is sparse, there is another simple algorithm that achieves a running time that is nearly O(log(nC)) times the running time for a maximum flow algorithm. This variant of the cost-scaling algorithm, called the double scaling algorithm, is due to Ahuja et al. [ 1988 1 . The double scaling algorithm combines ideas from both the RHS-scaling and cost scaling algorithms and obtains an improvement not obtained by either algorithm alone. The double scaling algorithm is the same as the cost scaling algorithm discussed in the previous section except that it uses a more efficient version of the improve-approximation procedure. The improve-approximation procedure in the previous section relied on a pseudoflow push method. The double scaling algorithm instead relies on an augmenting path based method. This approach sends flow from a node with an excess to a node with a deficit over an admissible path, i.e., a path in which each arc is admissible.
The double scaling algorithm also incorporates ideas from the RHS-scaling algorithm so as to reduce the number of augmentations to O(n log U) for an uncapacitated problem by ensuring that each augmentation carries sufficiently large flow. This approach gives us an algorithm that does cost scaling in the outer loop and within each cost scaling phase performs a number of RHS-scaling phases; hence, the name the double scaling algorithm. A simple version of the double scaling algorithm runs in O((nm log U/log log U) log (nC)) time, which would be the best polynomial time bound to solve the (capacitated) cost flow problem for nondense problem classes satisfying the similarity assumption. However, Ahuja et al. [1988] showed how to improve the running time by a further factor of O(log U/(log log U) 2 ) by incorporating the dynamic tree data structure.
4.6. A strongly polynomial algorithm. We shall now briefly discuss the strongly polynomial algorithm due to Orlin [1988] , which is currently the best strongly polynomial algorithm for solving the minimum cost flow problem. This algorithm is an improvement of the RHS-scaling algorithm described in § 4.4.
The RHS-scaling algorithm is weakly polynomial because its worst-case bound contains the term "log U," which is the number of scaling phases it performs. For exponentially large values of U, the number of scaling phases might not be bounded by any polynomial function of n and m. For example, if U = 2", then the algorithm performs n scaling phases. Orlin [1988 uses several ideas found in the RHS-scaling algorithm to convert the "log U" term to "log n" so that the algorithm becomes strongly polynomial. The key idea is in identifying arcs whose flow is so large in the A-scaling phase, that they are guaranteed to have positive flow in all subsequent phases. In the A-scaling phase, the flow in any arc can change by at most nA units, since this phase can make at most n augmentations and each augmentation carries A units of flow. If we sum the changes in flow in any arc over all scaling phases, the total change is at most n(A + A/2 + A/4 + -. 1 ) = 2nA. Consequently, any ar whose flow exceeds 2n A at any point during the A-scaling phase will have positive flow at each subsequent iteration. A natural operation would then be to contract (or shrink) any such arc and continue the scaling procedure on a problem involving fewer nodes. (Tardos [1985] developed a dual approach to the one presented here. Fujishige [19861 and Orlin [19841 usedsimilar approaches for their algorithms.) The strongly polynomial algorithm uses the fact that within O( log n) scaling phases, we can always contract a new arc. Since we can, perform the contraction at most n times, the algorithm performs O(n log n) scaling phases. However, we can obtain a significant reduction in the running time by reducing the total number of shortest path computations performed by the algorithm in all these phases to O(n log n). To accomplish the reductio in the number of shortest path computations, we: modify the RHS-scaling algorithm w follows: .
(I) If all the arc flows in the -(contrcted) network are 0 then set A= max (e(:i). 
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