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1 Synthèse de l’activité de recherche et
présentation succincte des travaux
La dynamique des populations est une discipline scientifique qui s’intéresse à la description des variations
au cours du temps d’une ou plusieurs variables structurantes d’une ou plusieurs populations. Discipline faisant
intervenir de nombreux domaines : mathématique, sciences sociales (géographie, démographie), biologie (gé-
nétique, géologie), . . ., elle est à l’origine de nombreuses avancées, notamment en démographie et en écologie.
Dès son origine, le recours à la modélisation mathématique a permis de mieux comprendre certains aspects de
la dynamique de la population (survie, invasion, clustering, . . .) et a bien souvent contribué à la réconciliation
entre prédictions théoriques et données expérimentales.
Les évolutions récentes de nos sociétés (globalisation et multiplications des échanges, transformation des pay-
sages, politique agricole ou démographique,. . .) ont mis à rude épreuve les différents écosystèmes et les modèles
historiques basés sur les systèmes d’équations différentielles ne suffisent plus pour appréhender cette nouvelle
réalité. Dans ce contexte, la conception et l’analyse de modèles intégrant ces nouvelles contraintes (interaction
à longue distance, hétérogénéité des paysages, effets d’échelle, . . .) se révèlent d’une grande importance.
Depuis ma thèse sous la direction de H. Berestycki et soutenue en 2003, mon activité de recherche s’est prin-
cipalement portée sur l’étude mathématique de modèles du type “réaction-dispersion” intégrant ces nouvelles
contraintes. Je me suis principalement intéressé à l’analyse de modèles mathématiques ayant une ou plusieurs
composantes décrivant des interactions à longue distance. Ces interactions peuvent résulter de différents proces-
sus comme par exemple d’un phénomène de dispersion à longue distance ou d’une compétition entre individus.
Les modèles étudiés sont des modèles intégrodifférentiels (IDE) faisant intervenir une variable de temps et une
ou plusieurs variables structurantes (espace, trait, . . .) ainsi qu’une partie intégrale modélisant la ou les interac-
tions à longues distances considérées. Concrètement, cela se traduit par l’étude des propriétés qualitatives des
solutions d’équations du type
∂tu(t, x) = D[u](t, x) + f(t, x, u(t, x),K[u]),
où f,K décrivent les processus démographiques suivis par la population considérée et D est un opérateur
décrivant le déplacement des individus constituant cette population.
Présentation des travaux
Ce manuscrit est une synthèse de mes travaux sur ces équations. Il reflète l’ensemble des sujets d’études que
j’ai eu l’occasion d’aborder ces dix dernières années (2003-2014) et, je l’espère, les différentes influences que j’ai
pu avoir à travers mes séjours post-doctoraux (U. Paris Dauphine, CMM-UChile, Max Planck Institute) et depuis
mon recrutement à l’INRA. J’ai décomposé cette synthèse en trois parties, les deux premières correspondent
à mes travaux sur deux types d’équations intégrodifférentielles issus de contextes écologique/biologique bien
identifiés. La dernière partie regroupe mes contributions s’inscrivant dans d’autres thématiques scientifiques.
Les modèles de réaction-diffusion avec diffusion non locale
La première partie de ce manuscrit regroupe mes travaux sur les équations de réaction dispersion ( i.e.
équation de réaction-diffusion avec une diffusion non locale), thématique issue principalement de mes travaux
de thèse [P22, P8, P23, P9, P24] sur les fronts de propagation de l’équation homogène
∂tu(t, x) = J ⋆ u(t, x)− u(t, x) + f(u(t, x)),
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où la modélisation du déplacement des individus se fait au moyen d’un opérateur intégral plutôt qu’avec un
opérateur de diffusion classique. Je me suis ainsi spécialisé dans l’étude des équations intégrodifférentielles du
type
∂tu(t, x) =
ˆ
Ω
k(x, y)u(t, y) dy + f(x, u(t, x)),
où k est un noyau positif et f une fonction décrivant des interactions locales.
Ces dix dernières années j’ai poursuivi mes travaux de thèse dans plusieurs directions : dispersion anisotrope
et caractérisation des fronts [P6, P5, P11, P19] ; prise en compte de l’environnement dans les processus de
dispersion [P7, P26] ; intégration d’hétérogénéités spatiales dans les processus démographiques : critère de
persistance [P4, P18, P13, P16] et phénomènes de propagation [P20] ; Estimation de paramètres dans les
modèles non locaux [WiP4].
Les difficultés inhérentes à l’étude de ces équations m’ont aussi conduit à compléter les connaissances sur
certains outils fondamentaux, tels le principe du maximum [P10, P12], les inégalités de Harnack [P14] ou
encore la valeur propre principale [P13, P15, P16], [PreP1]. Ces notions sont bien établies en théorie des EDP,
ce qui n’est pas le cas pour la plupart des équations non locales où il reste encore beaucoup à faire.
Ces recherches ont été menées avec le soutien de deux projets de coopération franco-chilien “Hardy Inequa-
lities and non local models in population dynamics” (Ecos-Conycit 2006-2009), “Heterogeneous ecological models
and singular nonlinear PDE’s” (Ecos-Conycit 2010-2013), du projet MATHAMSUD “Nonlinear and Partial Diffe-
rential Equation” (NAPDE, 2009-2012) et de L’ANR blanche“NONLOCAL” (2015-2019) qui vient de démarrer et
dont je suis l’un des responsables de tâche. Cette ANR regroupant un large panel de chercheurs symbolise le
dynamisme scientifique autour de ces équations et la pertinence de leur étude.
Une partie de ces recherches m’a permis de participer à la formation de jeunes chercheurs. J’ai notamment
participé pendant 2 ans à l’encadrement de la thèse de H. Vo, étudiant sous la direction de H. Berestycki. Ce
travail s’est concrétisé par les deux articles [PreP1] et [P4].
Les modèles démo-génétiques
Peu de temps après mon arrivée à l’INRA dans l’unité BioSP, je suis rentré en contact privilégié avec F. Fabre et
B. Moury, des pathologistes, spécialistes des virus plantes de l’unité de pathologie végétale de l’INRA d’Avignon.
Les problématiques sur lesquels ils travaillaient m’ont amené à travailler sur l’analyse de certains modèles démo-
génétiques [P25],[PreP2, PreP3]. Ces premiers travaux ont généré de nombreuses interactions avec les membres
de la communauté de biologie théorique de Montpellier : O. Ronce (ISEM-UM2), S. Gandon (CEFE) et G. Raoul
(CEFE) ainsi que certains membre du département de mathématique de l’université de Montpellier 2 : M. Alfaro
et R. Carles (ACSIOM) et ont conduit à l’encadrement de plusieurs stage de Master : E. Rousseau (INSA-Lyon),
F. Chaves (UM2) et T. Mauranyapin (UM2). Ces interactions se sont aussi concrétisées par plusieurs publications
sur les phénomènes de propagations que l’on peut observer dans une équation du type :
∂tu(t, x, y) = ∆u(t, x, y) + u(t, x, y)
(
r(x, y) −
ˆ
R
β(x, y, z)u(t, x, z) dz
)
sur R+ × Rd × R,
modélisant une population structurée par une variable d’espace x et une variable de trait phénotypique y évo-
luant dans un environnement hétérogène, [P1, P2, P3]. La motivation première de ces études concerne la
compréhension de la structuration spatiale d’une population en présence de gradients de sélection et la quan-
tification de vitesse de colonisation. Entre autre, avec M. Alfaro et G. Raoul nous caractérisons le phénomène
d’invasion par adaptation pour des relations linéaires entre la position et valeur du trait optimale [P2] .
Ma participation dans le projet INRA “Take Control”(2013-2016) , l’ANR jeune chercheur “MODEVOL”(2014-
2017) ainsi que dans l’ANR Bio-Adapt “MECC”(2014-2018) regroupant des chercheurs de différents horizons
(biologie théorique, mathématique appliquée, probabilité, ecologistes, . . .) concrétisent mon implication dans
des thématiques plus appliquées et témoignent du dynamisme autour des questions de modélisation démo-
génétique et de la pertinence des ces sujets de recherche.
Autres contributions scientifiques
La dernière partie de ce manuscrit est consacrée à deux travaux annexes, l’un sur un problème de combustion
en micro-gravité [P17] et l’autre sur le déplacement d’interfaces en milieu aléatoire [P21]. Ces deux sujets
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ont été initiés lors de mes séjours pré et post-doctoraux à l’université de Tel-Aviv et au Max Planck Institute de
Leipzig. Au cours de mon service militaire réalisé en coopération en Israël, j’ai commencé à étudier les problèmes
de combustion en micro-gravité auprès de G. Sivashinsky spécialiste des phénomènes de combustion. Je me suis
penché sur l’étude des “flame ball”, flammes sphériques apparaissant lors de la combustion de mélanges peu
inflammables. Ces flammes peuvent être décrites à l’aide du système couplé

ρCp∂tT = ∇ · (λ∇T ) + QBY ρ
m
e−
E
RT − εq(T ) dans R3,
ρ∂tY = ∇ · (µ∇Y )− BY ρe− ERT dans R3,
Y → Y∞, T → T∞ quand |x| → ∞.
Bien que n’ayant pas eu de résultat probant à la fin de ma coopération, j’ai poursuivi mes recherches sur ce
sujet et récemment, en introduisant certaines simplifications de ce modèle, avec J. Davila nous avons montré
l’existence de plusieurs solutions radiales. Ces résultats ouvrent de nombreuses pistes de recherches allant de
l’obtention des solutions pour le modèle ci-dessus, à l’exploration d’autres types de solutions.
L’étude de la dynamique d’interfaces en milieu aléatoire est un sujet que j’ai abordé avec N. Dirr et S. Luck-
haus lors de mon séjour au Max Planck Institute de Leipzig. Nous nous sommes intéressés au phénomène de
blocage/déblocage d’interfaces se déplaçant dans un environnement aléatoire. Les interfaces considérées sont
décrites par le graphe Γ(t) := (x, u(t, x)) d’une fonction u(t, x) qui vérifie l’équation d’évolution suivante :
∂tu(t, x) = uxx(t, x) + f(x, u(t, x), ω) + F sur R+ × R,
u(x, 0) = 0,
où F est une constante représentant un champ extérieur et f(x, s, ω) : R × R × Ω → R est un champ aléatoire
régulier à moyenne nulle décrivant l’environnement rencontré par l’interface. Si presque sûrement il existe
une solution stationnaire du problème, l’interface Γ(t) est dite bloquée. Dans le cas contraire, elle n’est jamais
bloquée. Pour des champs f représentant des obstacles d’intensité aléatoire et situés sur une grille régulière nous
caractérisons l’existence de solutions stationnaires en fonction de F . Nous donnons une borne déterministe sur
F , permettant de prouver que presque sûrement il n’existe pas d’états stationnaires.
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Première partie
Etude de modèles de réaction-diffusion
avec diffusion non-locale
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2 Introduction
J’ai résumé dans cette partie mes travaux sur certains modèles de réaction-dispersion non locaux utilisés
en dynamique des populations. Ces travaux sont à la fois “prospectifs” et/ou guidés par différentes probléma-
tiques écologiques lorsque des données de terrain sont accessibles. Voici quelques exemples de problématiques
spatialisées qui ont motivé ces recherches.
Extension d’aire de répartition
Une colonisation est caractérisée par la croissance de l’aire de répartition d’une espèce pour une période
de temps donnée. Qu’elles soient naturelles ou artificielles, elles jouent un rôle important dans l’évolution des
espèces. Les changements induits par ces colonisations peuvent potentiellement avoir de graves conséquences
(sanitaire, économiques, sur la biodiversité, . . .) [66, 180].
Un exemple de colonisation très documenté concerne l’expansion de l’aire de répartition de la processionnaire
du pin sur le territoire français. La processionnaire du pin est une chenille classée comme nuisible pour les
écosystèmes forestiers.
L’extension de son aire naturelle ces dernières années et les conséquences de cette extension en ont fait
un objet d’étude important. Si le principal problème lié à ce papillon est d’ordre écologique tant qu’il reste
confiné aux zones forestières, il devient aussi sanitaire quand il commence à coloniser les zones péri-urbaines.
A son stade larvaire, les poils de la chenille de ce papillon sont très urticants et peuvent provoquer différentes
pathologies allant de la simple allergie cutanée à des chocs anaphylactiques.
L’équipe URZF de l’INRA d’Orléans travaille sur cette invasion et supervise la collecte et l’analyse des données
accumulées sur cette invasion. Voici les cartes des relevés de présence de cette chenille autour du bassin parisien
au cours des années 2007, 2008, 2009.
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A partir de ces données de présence/absence, L. Roques (BioSP, INRA Avignon) et S. Soubeyrand (BioSP,
INRA Avignon) ont proposé un modèle spatial permettant d’estimer la densité de population et l’extraction
de différents paramètres d’intérêts (coefficient de diffusion, coefficients démographiques), consistants avec les
observations [177].
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Cependant, dans leur discussion, les auteurs mettent en lumière certaines carences de leur modèle. En par-
ticulier, leur modèle basé sur des équations de réaction-diffusion, bien qu’expliquant correctement une partie
des données, surestime la capacité de diffusion connue de cet insecte [177]. Une possible explication de cette
sur-dispersion serait la présence au cours de la colonisation, d’événements de dispersion à longue distance qui
n’auraient pas été pris en compte.
Ce type de problématique concerne d’autres espèces invasives où les événements de dispersion à longue
distance ne peuvent plus être ignorés [43, 64, 65, 76, 182].
Ainsi, des nombreuses questions qui se posent, on peut retenir en premier lieu :
— Comment tenir compte des événements de dispersion à longue distance ?
— Quels sont leurs impacts sur la dynamique ?
— Comment les estimer ?
Protection d’espèce
Une autre problématique écologique, en lien avec le thème des invasions biologiques, concerne la conserva-
tion d’espèce. Le projet Européen AMIGA (Assessing and Monitoring the Impacts of Genetically modified plants
on Agro-ecosystems) a pour but d’évaluer les impacts environnementaux et économiques causés par la culture
d’OGM. Une question de ce projet, porte sur “l’étude des effets de l’introduction de la culture maïs Bt sur la
mortalité des papillons à l’échelle régionale”. La pyrale du maïs est un lépidoptère ravageur, à l’origine de pertes
substantielles pour les agriculteurs.
(a) Pyrale adulte (b) Dégâts de la larve () Dégâts de la larve
Le maïs Bt est une variété de maïs génétiquement modifiée produisant un insecticide (protéine Cry1Ab) contre
la prolifération de cette chenille. Bien que la protéine Cry1Ab n’est censée cibler qu’une famille particulière
d’insecte, d’autres organismes non-nuisibles vivant dans ou à proximité de la culture de ce maïs peuvent être
exposés à cet “insecticide naturel" [14, 116, 136, 165]. En particulier, le maïs Bt peut potentiellement intoxiquer
d’autres populations de lépidoptères, qualifiées de non-cibles, vivant dans un paysage où cet OGM est cultivé
[116, 136, 165, 164, 183].
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Pour épargner les espèces non-cibles, la stratégie généralement préconisée aux cultivateurs de maïs est de
constituer des “zones refuges" en bordure des champs. Ces zones constituent un habitat privilégié où les popu-
lations de lépidoptères sont susceptibles de survivre. L’évaluation de ce type de stratégie et la quantification du
risque d’extinction des espèces non-cibles restent encore marginales faute d’outils adaptés. Le développement
de méthodes et d’outils de modélisation intégrant des contraintes liées aux pratiques agricoles sont au coeur du
projet AMIGA.
Epidémiologie forestière
Le dernier exemple concerne l’épidémiologie végétale. On cherche à comprendre comment se déroule au
cours du temps une épidémie de rouille du peuplier dans la vallée de la Durance. Voici une cartographie de
quelques données de terrain récoltées par l’équipe de F. Halkett (INRA-NANCY).
Figure 2.1  Evolution de d'épidémie et son intensité
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Figure 2.2  Composition Phénotypique
Figure 2.3  Composition Génotypique
Au vue de ces données, les premières questions qui viennent à l’esprit sont :
1. Peut-on construire un modèle spatio-temporel qui reproduit quantitativement/qualitativement les obser-
vations ?
2. Quels sont les apports respectifs de ces différentes données et comment les intégrer dans un unique
modèle ?
3. Que peut-on dire sur la vitesse d’expansion de l’épidémie ?
4. Quelles méthodes statistiques pour inférer les paramètres pertinents du modèle et ainsi le valider ?
Modèles non locaux et Hypothèses de travail
Pour tenter de répondre aux questions soulevées par ces problématiques, mes recherches se sont principale-
ment portées sur l’étude de modèles de “réaction - dispersion ” fondés sur des équations intégro-différentielles :
∂tu(t, x) =
ˆ
Ω
k(x, y)u(t, y) dy − u(t, x)
ˆ
Ω
k(y, x) dy + f(x, u(t, x)). (2.1)
Dans ce cadre, u(t, x) représente la densité de la population que l’on cherche à décrire, Ω l’environnement où vit
cette espèce, k est un noyau de dispersion et f(x, s) est une fonction non-linéaire décrivant la démographie de
cette population (e. g. les processus de naissances et de morts associés à cette population). Ce type de modèle,
permet de décrire une population pouvant se disperser sur de longues distances ([89, 101, 123, 144, 153, 192]).
La queue du noyau k(x, y) peut être considérée comme une mesure de la fréquence à laquelle les événements
de dispersion à longues distance se produisent.
Dans ce cadre, j’ai abordé plusieurs questions naturelles qui se posent lors de l’étude de l’équation intégrodif-
férentielle (2.1). J’ai regroupé au sein de 5 chapitres mes recherches sur ce type d’équation :
— Boite à outils pour les équations non-locales [P10, P12, P13, P14, P15],[PreP1] [WiP2]
— Modélisation du déplacement des individus [P7, P26],[WiP3]
— Critère de persistance et comparaison de stratégies [P4, P18, P13, P16]
— Propagation et caractérisation des invasions [P6, P5, P22, P8, P23, P9, P24, P11, P19, P20]
— Adéquation du modèle aux données, Estimation [WiP4]
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3 Boite à outils pour l’étude des modèles non
locaux
Ce chapitre est consacré à différents outils d’analyse permettant l’étude d’équations non locales du type :
L
Ω
[u] + f(x, u) = 0 dans Ω (3.1)
ou
∂tu = LΩ [u] + f(x, u) dans Ω× R+ (3.2)
où Ω ⊂ Rd est un domaine et L
Ω
est un opérateur linéaire continu sur C(Ω) défini par
L
Ω
[ϕ](x) :=
ˆ
Ω
k(x, y)ϕ(y) dy (3.3)
avec k ∈ C(Ω× Ω), k ≥ 0 tel que pour tout x, k(x, · ) ∈ L1(Rd).
Les équations (3.1) et (3.2) font partie d’une classe d’équations non locales que j’appelle "équations de
réaction-dispersion". L’opérateur L
Ω
peut modéliser le “déplacement” des individus tandis que f(x, u) décrit les
interactions locales. Ces équations présentent des similitudes avec les équations de réaction-diffusion classiques
et leurs études empruntent bon nombre d’idées et de méthodes développées pour l’étude des EDP elliptiques
semi-linéaires. Cependant, si la panoplie de techniques d’analyse des équations de réaction diffusion est très
riche, ce n’est plus le cas pour les équations (3.1) et (3.2) et un certain nombre de techniques couramment uti-
lisées pour étudier les EDP sont, dans le cadre non local, peu informatives, voire inutilisables. L’une des causes
de ce déficit provient de l’absence d’effet régularisant lié aux opérateurs L
Ω
+ a quand a ∈ C(Ω¯) ∩ L∞(Ω). Ce
manque de régularité se traduit par de multiples difficultés, telles par exemple :
— Le manque de critères de compacité standards susceptibles d’être utilisés lors de construction par approxi-
mation
— Des difficultés dans la description du spectre de l’opérateur non compact L
Ω
+ a.
Au cours de ces dernières années, en trouvant/adaptant des méthodes classiques d’EDP compatibles avec
l’analyse des problèmes non locaux ou en comblant des manques théoriques, je me suis attaché à compléter
la panoplie des techniques utilisables pour l’analyse des équations (3.1) et (3.2), [P9, P10, P12, P13, P14,
P20, P15, P16, P23],[PreP1],[WiP2]. Ces travaux viennent enrichir les connaissances sur la théorie linéaire des
opérateurs non locaux L
Ω
+ a, connaissances indispensables pour l’étude des équations (3.1)–(3.2). Dans ce qui
suit, je présente mes contributions à certains outils élémentaires.
3.1 Principe du maximum et applications : [P23, P9, P10, P12]
Le principe du maximum positif, défini par exemple dans Bony, Courrège et Priouret [32], est une propriété
de certains opérateurs (non-) linéaires. Elle se définit par :
Definition 3.1 ([32]). Soient Ω un domaine de Rd et T un opérateur linéaire agissant sur des fonctions
continues f i.e. f ∈ C(Ω¯). Soit D(T ) le domaine de définition de cet opérateur. On dit que l’opérateur T vérifie
le principe du maximum positif si pour toute fonction f ∈ C(Ω¯) ∩D(T ) qui atteint son maximum en un point
x0 ∈ Ω et telle que f(x0) ≥ 0, alors on a
T [f ](x0) ≤ 0.
Cette propriété implique le résultat suivant :
19
Théorème 3.1 (Principe du maximum). Soient Ω un domaine borné et T un opérateur vérifiant le principe
du maximum positif. Soit u ∈ C(Ω¯) ∩D(T ) vérifiant
T [u] > 0, sur Ω.
Alors u ne peut atteindre de maximum positif dans Ω. De même si u vérifie
T [u] < 0, sur Ω,
alors u ne peut atteindre de minimum négatif dans Ω.
L’intérêt de ce résultat est de fournir une information sur l’endroit où le maximum est atteint. En effet,
Corollaire 3.1 (Principe du maximum faible). Soient Ω un domaine borné et T un opérateur vérifiant le
principe du maximum positif. Pour a ∈ R, on note a± les quantités suivantes a+ := sup{0, a} et a− :=
sup{0,−a}. Soit u ∈ C(Ω¯) ∩D(T ) vérifiant
T [u] > 0, sur Ω,
alors
sup
Ω
u+ = sup
∂Ω
u+.
Dans le cas où u vérifie
T [u] < 0, sur Ω,
alors
inf
Ω
(−u−) = inf
∂Ω
(−u−).
La conséquence immédiate de ce corollaire est de pouvoir ordonner certaines fonctions. Plus précisément,
Théorème 3.2 (Principe de Comparaison). Soient Ω un domaine borné et T un opérateur linéaire vérifiant le
principe du maximum positif. Soient u et v dans C(Ω¯) ∩D(T ) vérifiant
T [u] > T [v] sur Ω (3.4)
u ≤ v sur ∂Ω, (3.5)
alors u ≤ v sur Ω¯.
Il est bien connu que certains opérateurs elliptiques E := σij(x)∂ij + b(x)∂i + c(x) vérifient la propriété du
principe du maximum positif, voir par exemple [32]. On s’aperçoit que les opérateurs L
Ω
+ a(x) de la forme
L
Ω
[ϕ](x) + a(x)ϕ(x) :=
ˆ
Ω
k(x, y)[ϕ(y) − ϕ(x)] dy
avec k(x, y) ≥ 0, vérifient aussi la propriété du principe du maximum positif. Les résultats de Bony, Courrège et
Priouret [32] montrent que seules certaines combinaisons des opérateurs E et L
Ω
vérifient cette propriété.
Le principe du maximum fort est aussi une propriété satisfaite par les opérateurs elliptiques vérifiant la
propriété de principe du maximum positif, voir par exemple [100]. Pour les fonctions sur-harmoniques, cela
se traduit par
Théorème 3.3 (Principe du maximum fort). Soient Ω un domaine borné et u ∈ C2(Ω) vérifiant
∆u ≤ 0 sur Ω.
Alors u ne peut atteindre de minimum dans Ω sans être constante.
Si k(x, y) > 0, il est facile de voir que le principe du maximum fort est aussi vrai pour les opérateurs
L
Ω
[ϕ](x) + a(x)ϕ(x) :=
ˆ
Ω
k(x, y)[ϕ(y) − ϕ(x)] dy.
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Dans [P10, P12], je m’attache à comprendre sous quelles hypothèses les principes du maximum faible et fort
restent vrais pour les opérateurs non locaux. Si [P10] concerne essentiellement le cas k(x, y) = J(x− y) avec J
positif, [P12] se place dans le contexte très général des opérateurs
M[u](x) :=
ˆ
G
J(g)[u(x ∗ g−1)− u(x)]dµ(g),
où G est un groupe topologique continu agissant sur un espace de Hausdorff X , dµ est une mesure de Borel
sur G, J ∈ C(G,R) et u ∈ C(X). Ce dernier cadre très théorique permet de considérer sous un même forma-
lisme différentes hypothèses que l’on pourrait faire sur k. En notant e l’élément unité du groupe G, je montre
notamment que J(e) > 0 est une condition suffisante pour que l’opérateurM vérifie le principe du maximum
fort.
Les principes de comparaison sont à la base de nombreuses techniques d’analyse des EDP (itération mono-
tone, méthode de glissement, moving planes, . . .). Si certaines méthodes (e.g. itération monotone) s’adaptent
assez facilement à l’étude des équations (3.1) et (3.2), d’autres requièrent des propriétés intimement liées aux
opérateurs elliptiques et ne peuvent être directement transposées au cadre non local (e.g. moving planes). Dans
[P23, P9, P10], je montre comment adapter ces méthodes (itération monotone, méthode de glissement, ba-
layage) pour l’étude de (3.1) et (3.2). En particulier, l’utilisation des ces techniques m’a permis d’obtenir pour
certains problèmes non locaux, des propriétés qualitatives sur les solutions (e.g. monotonie, unicité) [P9].
3.2 Inégalité de Harnack [P14]
L’inégalité de Harnack est une estimation a priori fondamentale de la théorie des EDP elliptiques. Pour un
opérateur elliptique E := σij(x)∂ij+bi(x)∂i+c(x) régulier (i.e. σij ∈ L∞(Ω)∩C0,α(Ω) uniformément elliptique,
bi, c ∈ C0,α(Ω) ∩ L∞) satisfaisant le principe du maximum, cette inégalité caractérise les solutions positives du
problème
E [u] = 0 dans Ω.
Théorème 3.4 (Inégalité de Harnack,[100]). Soient Ω ⊂ Rd un domaine et E un opérateur elliptique régulier
vérifiant le principe du maximum. Soit u ∈ C2(Ω) ∩C0(Ω¯), u ≥ 0, vérifiant
E [u] = 0 dans Ω,
alors pour tout compact ω ⊂⊂ Ω, il existe une constante C(ω) telle que
u(y) ≤ C(ω)u(x) ∀x, y ∈ ω.
De plus cette constante est indépendante de u.
Cette estimation est précieuse, car elle permet d’obtenir une estimation localement uniforme à partir d’une
estimation ponctuelle. Pour les fonctions harmoniques, E = ∆, cette inégalité est une conséquence de la formule
de la moyenne.
Théorème 3.5 (Formule de la moyenne [100]). Soit Ω ⊂ Rd un domaine et u une fonction harmonique sur Ω.
Alors pour tout x ∈ Ω, on a
u(x) =
 
Br(x)
u(y) dy :=
1
|Br|
ˆ
Br(x)
u(y) dy,
pour toute boule ouverte Br(x) ⊂⊂ Ω.
Maintenant, soit Br ⊂⊂ Ω, alors pour tout x, y ∈ Br/8, on aura
u(x) =
 
Br/2(x)
u(z) dz ≥ 1|Br/2(x)|
ˆ
Br/4(y)
u(z) dz = 2−d
 
Br/4(y)
u(z) dz = 2−du(y).
Ainsi pour ω ⊂⊂ Ω, par un simple argument de recouvrement de ω par un nombre fini de boules Br, on obtient
u(x) ≥ 2−dNu(y) pour tout x, y ∈ ω,
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où N est la taille du recouvrement.
Quand a(x) < 0, on remarque qu’une solution positive u de l’équation
L
Ω
[u] = −a(x)u sur Ω ⊂ Rd,
vérifie en tout point x ∈ Ω une "propriété de moyenne restreinte", i.e en tout point x ∈ Ω on a
u(x) =
1
−a(x)
ˆ
Ω
k(x, y)u(y) dy =
ˆ
Ω
u(y) dµ(x, y), (3.6)
où dµ(x, y) = k(x,y)dy−a(x) est une mesure positive. On peut ainsi se demander si cette “propriété de moyenne
restreinte” est suffisante pour obtenir une inégalité du type Harnack pour les solutions positives de (3.6).
Pour certains k(x, y) et a(x), l’inégalité de Harnack est la conséquence du caractère harmonique de la solution
u. Plus précisément, lorsque a(x) = −1 et k(x, y) est défini par
k(x, y) =
{
1
|B(x,r(x))| si y ∈ B(x, r(x))
0 sinon
où 0 < c0 < r(x) < d(x, ∂Ω) est une fonction donnée, les solutions positives de (3.6) sont alors des fonctions
harmoniques [13, 37]. Il existe une vaste littérature consacrée à ce qu’on appelle en théorie du potentiel “The
converse mean value problem”[13, 68, 69, 111, 112, 113, 114, 159, 160, 195]. La question centrale est alors
de trouver des conditions sur k(x, y) et a(x) de sorte que les solutions positives de (3.6) soient harmoniques.
Dans ce contexte, Veech [195] puis Cornea et Veselý [68, 69] montrent que l’on peut obtenir une estimation du
type Harnack directement à partir de cette propriété de moyenne restreinte pourvu que dµ satisfasse certaines
conditions de non dégénérescence. Plus précisément, par des arguments de théorie du potentiel, ils montrent :
Théorème 3.6 (Veech,Cornea-Veselý [195, 68, 69]). Soient Ω ⊂ Rd un domaine régulier et k(x, y) un noyau
positif tel que ∀x ∈ Ω, il existe deux voisinages compact de x, Vx ⊂ Wx ⊂ Ω, et deux constantes strictement
positives mx et Mx tels que
mxχVx (y) ≤ k(x, y) ≤MxχWx (y), (CV)
où χA est la fonction caractéristique de l’ensemble A. Soit ν(x, y, dy) := k(x, y)dy. Alors, pour tout ensemble
compact ω ⊂⊂ Ω, il existe une constante C(ω, d(ω, ∂Ω), k) telle que pour toute fonction u super-médiane (c’est
à dire, toute fonction u positive, satisfaisant pour tout x,u(x) ≥ ´Ω u(z) ν(x, y, dy) ) on a l’inégalité suivante :ˆ
Ω
u(y) ν(x, y, dy) ≤ C
ˆ
Ω
u(y)ν(z, y, dy) ∀x, z ∈ ω.
Ce résultat permet d’obtenir une inégalité de type Harnack pour les solutions positives de (3.6) pourvu que
k
−a vérifie les hypothèses de ce théorème. Ces conditions imposent, entre autre que k(x, x) ≥ c0 > 0 et que pour
tout x, le support de k(x, · ) soit borné.
x
y
supp k(x, y)
Figure 3.1  Exemple de noyau à support borné vériant la ondition (CV). Il existe une bande de taille xe autour
de la diagonale où k(x, y) > c0.
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Remarque 3.1. Quand Ω est borné, la condition k(x, y) ≤ MxχWx (y) est satisfaite en prenant Wx = Ω et
Mx = ‖k(x,.)a(x) ‖∞. Notons que ce n’est plus le cas quand Ω est non borné, d’où la restriction sur le support de k.
Les méthodes utilisées dans ces articles sont abstraites et ne permettent pas d’établir les dépendances de la
constante C en fonction de ω, d(ω, ∂Ω) et k. Par ailleurs, les conditions imposées sur la mesure n’autorisent pas
l’existence d’une certaine dégénérescence du noyau k sur la diagonale. Par exemple, si on considère le noyau
k(x, y) := J
(
x−y
g(y)
)
1
gd(y) où J est une fonction continue positive à support compact et g une fonction continue,
bornée, positive ou nulle, la mesure dµ(x, y) associée à ce noyau ne vérifie pas les hypothèses du Théorème 3.6.
La condition (CV) n’est jamais vérifiée aux points où g s’annule.
Pour ce type de noyau, je montre dans [P14] qu’une inégalité ponctuelle du type Harnack reste vraie. En effet
pour J, g et b satisfaisant :
J ∈ C(Rd) ∩ L1(Rd), (H1)
Il existe des constantes positives, r0 ≤ R0,m0 ≤M0 telles que m0χB(0,r0) ≤ J ≤M0χB(0,R0) , (H2)
g ∈ C(Ω) ∩ L∞(Ω), 0 ≤ g ≤ β, 1
gd
∈ Lploc(Ω) p > 1, (H3)
a ∈ C(Ω¯), a(x) < 0. (H4)
j’obtiens l’estimation :
Théorème 3.7 ([P14]). Soient J , g, et a satisfaisant (H1-H4) et notons S l’ensemble des points d’annulation
de g (i.e. S := {x ∈ Ω¯|g(x) = 0} ). Soit ω ⊂ Ω¯ un compact régulier de Ω (e.g. ω vérifie de manière uniforme
une condition de cone intérieur) et supposons de plus que Ω∩S ⊂⊂ Ω. Alors il existe une constante positive η∗
telle que pour tout 0 < η ≤ η∗, il existe une constante C(J, ω, b, g, η) telle que pour toute solution positive u de
(3.6) on a :
u(x) ≤ Cu(y) pour tout x ∈ ω, y ∈ ω ∩ {y ∈ Ω|g(y) > 2η}.
Les hypothèses du théorème ne nécessitent pas que le compact ω soit strictement inclus dans Ω. Quand Ω est
régulier, on peut donc obtenir une estimation ponctuelle faisant intervenir les valeurs de la fonction au bord
∂Ω. La validité de cette estimation de type Harnack jusqu’au bord est une spécificité de l’équation non-locale
(3.6). Ce type d’estimation n’est pas vrai pour les solutions positives d’équations elliptiques avec conditions de
Dirichlet. Quand ω est strictement inclus dans Ω et si g > c0 > 0, on retrouve l’estimation ponctuelle du type
Harnack obtenue dans le Théorème 3.6.
Les preuves de ces résultats reposent essentiellement sur :
1. Un Lemme de contraction (Lemme 4.1 [P14]) qui permet de montrer qu’il existe un sous domaine com-
pact Ωε ⊂⊂ Ω(ω) :=
⋃
x∈ω(B(x, ‖g‖∞)∩Ω) et une constante c0 tels que toute solution positive u de (3.6)
vérifie ˆ
Ωε
u(s) ds ≥ c0
ˆ
Ω(ω)
u(s) ds.
2. Une caractérisation de certaines normes L1loc d’un ensemble de fonctions vérifiant une estimation ponc-
tuelle (Lemmes 3.1 & 3.2 dans [P14]). Cette caractérisation me permet de montrer que pour tout sous
ensemble compact connexe Σ de Ω(ω) strictement inclus dans Ω(ω), il existe η > 0 et C > 0 telles que
toute solution positive de (3.6) vérifie
ˆ
B(x, η4 )
u(s) ds ≥ C
ˆ
B(y, η4 )
u(s) ds pour tout x, y ∈ Σ.
Ces résultats obtenus pour k(x, y) = J
(
x−y
g(y)
)
1
gd(y) sont facilement transposables à un noyau quelconque dès
que la mesure dµ(x, y) vérifie la condition (CV). J’obtiens ainsi une généralisation de l’estimation ponctuelle de
Cornea et Veselý à des domaines pouvant toucher le bord et des mesures plus générales. En outre, la constante
obtenue ne dépend que de la taille de Ω(ω).
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3.3 Analyse Spectrale
La théorie spectrale des opérateurs L
Ω
+ a est un autre outil fondamental dans l’étude des équations de
réaction - dispersion (3.1) et (3.2). Cependant, à part les propriétés élémentaires obtenues par application des
théorèmes fondamentaux d’analyse fonctionnelle, on connaît peu de choses des propriétés du spectre, σ(L
Ω
+a),
de L
Ω
+ a, et en particulier des propriétés du spectre ponctuel σp(LΩ + a), c’est à dire sur les solutions (ϕ, λ) du
problème
L
Ω
[ϕ] + a(x)ϕ(x) + λϕ(x) = 0. (3.7)
Pour un opérateur T continu et positif sur un Banach X muni d’un cône positif et normal K, on peut toujours
définir la quantité suivante [203] :
λp(T ) := sup{λ ∈ R | ∃e ∈ X, e > 0, T [e] + λe ≤ 0}.
λp est appelé valeur propre principale de l’opérateur T mais n’est pas forcément une valeur propre stricto-sensu.
Sous certaines conditions sur l’opérateur T , il existe un couple (ϕ, λ) vérifiant (3.7) avec ϕ ∈ K.
Théorème 3.8 (Krein-Rutman [203]). Soient X un espace de Banach ordonné dont le cône positif K est normal
et T une application linéaire fortement positive et compacte de X → X. Alors, il existe (ϕp, λ) solution de (3.7).
De plus ϕp > 0 et λ = λp(T ).
L’opérateur L
Ω
+ a n’est pas nécessairement un opérateur positif sur C(Ω¯) ou Lp(Ω), mais la définition de λp
reste valide pour L
Ω
+ a tant que a ∈ C(Ω¯) ∩ L∞(Ω) :
λp(LΩ + a) := sup{λ ∈ R | ∃ϕ ∈ C(Ω¯), ϕ > 0,LΩ [ϕ] + (a(x) + λ)ϕ ≤ 0}.
On peut noter que L
Ω
+ a− infΩ a est un opérateur positif quand a ∈ L∞, et un rapide calcul montre que
λp(LΩ + a) = λp(LΩ + a− inf
Ω
a)− inf
Ω
a.
Ainsi, l’existence d’une fonction propre ϕ > 0 associée à λp(LΩ + a) se ramène à trouver une fonction propre
ϕp > 0 associée à λp(LΩ + a− infΩ a). Cependant hormis le cas a ≡ Cste, l’opérateur LΩ + a− infΩ a n’est pas
compact et le théorème de Krein-Rutmann ne peut s’appliquer. Pour obtenir des informations sur λp, on s’en
remet à une généralisation du théorème de Krein-Rutman, dû à Edmund, Potter et Stuart [84].
Théorème 3.9 (Edmund-Potter-Stuart [84]). Soient X un espace de Banach ordonné muni d’un cône positif,
normal K et T une application linéaire fortement positive de X → X. Notons r(T ) le rayon du spectre essentiel
de T . S’il existe (λ, ϕ) vérifiant ϕ ≥ 0, λ > r(T ) et
T [ϕ] ≥ λϕ
alors T admet une valeur propre ρ ≥ λ et ρ est associé à une fonction propre ψ > 0.
Ce théorème ne nécessite pas que l’opérateur T soit compact mais les hypothèses imposées sont assez contrai-
gnantes. Pour un opérateur L
Ω
+ a quelconque, il est difficile de vérifier si les hypothèses du théorème EPS sont
effectivement vérifiées. De plus, il n’y est pas certain que ρ, la valeur propre obtenue par le théorème EPS, vérifie
λp(LΩ + a) = ρ.
3.3.1 Critère d’existence/ Non-existence [P13]
Un de mes premiers objectifs a été de trouver un critère simple et fonctionnel garantissant l’existence d’une
fonction propre positive associée à λp(LΩ+a). L’intérêt est double, d’une part je montre que la quantité spectrale
pertinente est λp et de l’autre, j’obtiens directement de la définition de λp toute sorte de propriétés de monotonie
sur λp. Par exemple,
Proposition 3.1.
(i) Soient deux domaines Ω1 ⊂ Ω2, alors
λp(LΩ1 + a) ≥ λp(LΩ2 + a).
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(ii) Soient a1 ≥ a2 deux fonctions continues sur un domaine Ω fixé, alors
λp(LΩ + a2) ≥ λp(LΩ + a1).
(iii) λp(LΩ + a) est une fonction Lipschitz par rapport à a. Plus précisément,
|λp(LΩ + a)− λp(LΩ + b)| ≤ ‖a− b‖∞
(iv) Soient k1 ≤ k2 deux noyaux positifs et intégrables. Considérons L1,Ω et L2,Ω les opérateurs définis par
L
i,Ω
[ϕ] :=
´
Ω
ki(x, y)ϕ(y) dy. Alors pour tout a ∈ C(Ω)
λp(L1,Ω + a) > λp(L2,Ω + a).
Dans [P13], j’obtiens un critère simple sur a garantissant l’existence d’une fonction propre positive associée à
λp(LΩ + a) :
Théorème 3.10 (Critère d’existence de fonction propre [P13]). Supposons Ω un domaine de Rd et a ∈ C(Ω¯).
Soit σ := supΩ a(x) et supposons que la fonction a vérifie la condition
1
σ − a 6∈ L
1
loc(Ω¯). (3.8)
Soient k ∈ C(Ω¯ × Ω¯) un noyau positif vérifiant la condition de Cornea-Veselý (Condition (CV)) et L
Ω
+ a
l’opérateur continu associé à k. Alors λp(LΩ + a) est une valeur propre de l’opérateur LΩ + a, i.e. il existe une
fonction positive ϕp ∈ C(Ω¯) associée à λp. En outre, on a l’estimation suivante :
−σ′ < λp < −σ,
où σ′ := supx∈Ω[a(x) + LΩ [1]].
La première force de ce critère est d’être valide pour Ω borné ou non. De plus en petite dimension d = 1 ou 2,
quand Ω est régulier, une hypothèse sur la régularité de a garantit que (3.8) est vérifiée. En effet, si a ∈ C2(Ω¯)
alors 1σ−a ∼ 1(x0−x)2 n’est pas localement intégrable si d = 1 ou d = 2. Quand d > 2, la régularité de a ne suffit
plus pour satisfaire les hypothèses du théorème 3.10. Toutefois, si a est continue et localement constante en
son maximum (i.e. u ≡ σ dans Bε(x0) ∩ Ω¯), alors la condition (3.8) est vérifiée, garantissant l’existence d’une
fonction propre positive pour ce type de fonction.
Remarque 3.2. Toute fonction continue peut être approchée par une suite de fonctions localement constantes
en leur maximum. Ainsi, au vu des propriétés de λp(LΩ + a), on obtient
λp(LΩ + a) = lim
ε→0
λp(LΩ + aε),
où aε est une fonction localement constante en son maximum.
La condition 1σ−a 6∈ L1loc(Ω¯) est presque optimale au sens où il est possible de construire des contre-exemples
quand a vérifie 1σ−a ∈ L1loc(Ω¯). En effet,
Contre-exemple 1: Soit d = 3, Ω = B1(0) et prenons k(x, y) ≡ γ pour tout x, y ∈ Ω. Considérons la fonction
régulière a(x) = 1− |x|2, alors si γ < 14pi le problème spectral
γ
ˆ
Ω
ϕ(y) dy + (a(x) + λ)ϕ(x) = 0 sur Ω (3.9)
n’a pas de solution dans C(Ω¯) ni dans Lp(Ω) pour tout p ≥ 1 et λp(LB1(0) + a) = −1.
Ce contre-exemple est particulièrement éclairant sur la structure du spectre de L
Ω
+ a et nous renseigne sur
les conditions suffisantes garantissant l’existence d’une fonction propre positive associée à λp. Pour des fonctions
a vérifiant la condition 1σ−a 6∈ L1loc(Ω), on s’aperçoit que le problème spectrale (3.9) admet une unique fonction
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propre positive continue associée à λp. La combinaison du théorème EPS (théorème 3.9) et la résolution de
problèmes spectraux du type (3.9) sont au cœur de la preuve du Théorème 3.10 quand Ω est un domaine borné.
Quand Ω est un domaine non-borné, la preuve repose sur les propriétés de λp ainsi que l’inégalité de type
Harnack (Théorème 3.7) assurant une certaine compacité des suites construites. Des extensions à des opérateurs
L
Ω
+a dont le noyau k vérifie une condition Cornea-Veselý affaiblie sont aussi obtenues en utilisant les propriétés
de λp et une inégalité de type Harnack adaptée.
Ces résultats sont le prélude à une étude plus approfondie des propriétés de λp [P20, P15, P16],[PreP1].
3.3.2 Mesure positive associée à λp(LΩ + a) [P15]
Quand Ω est un domaine borné, on peut caractériser un peu plus finement λp(LΩ + a) en travaillant dans
l’espace des mesures positivesM+(Ω) :
Théorème 3.11 (Critère d’existence de mesure propre [P15]). Soient Ω un domaine borné, a ∈ C(Ω¯) et
σ := supΩ a(x). Alors, il existe une mesure positive dµ(x) = f(x)dx + dµs(x) avec f > 0, f ∈ L1(Ω), associée
à λp(LΩ + a(x)), i.e.(ˆ
Ω
k(x, y)dµ(y)
)
dx+ (a(x) + λp)dµ(x) = 0 au sens des mesures.
De plus dµ est régulière si et seulement si λp < −supΩa(x). En outre si #{x ∈ Ω¯ | a(x) = supΩ a} > 1 et
dµ est singulière alors cette mesure n’est pas unique.
Dans le contre-exemple précédent (a(x) = 1−|x|2), quand γ < 14pi , la mesure associée à λp(LB1(0)+(1−|x|2))
est dµ = dx|x|2 + (1 − 4πγ)δ0. La structure de la mesure associée à λp(LΩ + a) est intimement liée à la structure
de l’ensembleM+(Ωσ) où
Ωσ := {x ∈ Ω¯ | a(x) = σ = sup
Ω
a}.
Cet ensemble M+(Ωσ) peut être très riche, même quand Ωσ est de mesure de Lebesgue nulle. Par exemple,
pour Ω := B1(0)× [0, 1] avec B1(0) la boule unité de R2, considérons le problème aux valeurs propres
ρ
ˆ
Ω
ϕ(y) dy + (1−
√
x21 + x
2
2 + λ)ϕ(x) = 0 dans Ω.
Alors {x ∈ Ω¯ | a(x) = sup a = 1} = {(0, 0, x3), avec x3 ∈ (0, 1)} et on peut montrer que λp est associé à
une fonction propre positive si et seulement si ρ ≥ 12pi . Quand ρ < 12pi , la construction de solution mesure
proposée dans [P15] montre qu’à toute mesure singulière ayant pour support tout ou partie de l’ensemble
{(0, 0, x3), avec x3 ∈ (0, 1)}, on peut associer une solution mesure au problème aux valeurs propres. Notam-
ment, en tout point de l’axe central (0, 0, x3), on montre que la mesure
(1− 2πρ) δ(0,0,x3) +
1√
x21 + x
2
2
est une solution mesure du problème aux valeurs propres. Cet exemple montre que l’ensemble des solutions
mesures associées à λp est plutôt riche.
3.3.3 Autres quantités spectrales, Caractérisation variationnelle de λp
[P20, P16, PreP1]
Dans la littérature, d’autres quantités spectrales utiles ont été introduites. Les travaux de Donsker et Varadhan
[82, 83] montrent que la valeur propre principale d’un opérateur de diffusion L, peut toujours se définir au
moyen d’une formule variationnelle. Soient D+ le cône positif de l’espace D(Ω) := C∞c (Ω) et P(Ω) l’espace des
mesures de probabilités sur Ω. On définit la fonctionnelle suivante sur P(Ω) : pour µ(dx) ∈ P(Ω)
I(µ) := − inf
u∈D+
ˆ
Ω
(
Lu
u
)
(x)µ(dx).
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La valeur propre énoncée dans [82] est donnée par
λ1(L+ a) = sup
µ∈P(Ω)
(ˆ
Ω
a(x)µ(dx) − I(µ)
)
.
Pour un opérateur elliptique E défini sur un domaine borné Ω, les travaux de Berestycki Nirenberg et Varadhan
[26] montrent que cette formulation est équivalente à la définition suivante :
λ1(E ,Ω) := sup{λ ∈ R | ∃ϕ ∈W 2,d(Ω) ∩ C(Ω¯), ϕ > 0, E [ϕ](x) + λϕ(x) ≤ 0 sur Ω}. (3.10)
Pour un opérateur elliptique, d’autres définitions tout aussi utiles coexistent [25, 28, 20, 29, 31, 82, 83, 163],
par exemple :
λ′1(E ,Ω) := inf{λ ∈ R | ∃ϕ ∈ W 2,d(Ω) ∩ L∞(Ω), ϕ ≥ 0, t.q. ∀ξ ∈ ∂Ω, lim
x→ξ
ϕ(x) = 0, E [ϕ](x) + λϕ(x) ≥ 0 sur Ω, },
λ′′1 (E ,Ω) := sup{λ ∈ R | ∃ϕ ∈ W 2,d(Ω), tel que inf
Ω
ϕ > 0, E [ϕ](x) + λϕ(x) ≤ 0 sur Ω}.
et dans le cas auto-adjoint
λv := inf
ϕ∈H10(Ω)
− 〈E [ϕ], ϕ〉‖ϕ‖2L2(Ω)
,
où 〈, 〉 est le produit scalaire de L2(Ω) et H10 (Ω) := {f ∈ L2(Ω),∇f ∈ L2(Ω), f = 0 sur ∂Ω}.
Si pour un domaine Ω borné, on peut montrer que toutes ces quantités sont égales, les travaux récents de
Berestycki et Rossi [28, 29, 31] sur les opérateurs elliptiques, montrent que ce n’est plus nécessairement le cas
quand Ω est non borné. Il est donc important de comprendre les relations entre les différentes formulations.
On peut aisément transposer les différentes définitions de λ1(E ,Ω), λ′1(E ,Ω), λv(E ,Ω) au cas d’un opérateur
L
Ω
+ a. Cela donne en particulier :
λp(LΩ + a) := sup{λ ∈ R | ∃ϕ ∈ C(Ω¯), ϕ > 0, tel que LΩ [ϕ] + a(x)ϕ(x) ≤ 0} (3.11)
λ′p(LΩ + a) := inf{λ ∈ R | ∃ϕ ∈ C(Ω¯) ∩ L∞(Ω), ϕ ≥ 0, tel que LΩ [ϕ] + a(x)ϕ(x) ≥ 0} (3.12)
λ′′p(LΩ + a) := inf{λ ∈ R | ∃ϕ ∈ Cc(Ω¯), ϕ ≥ 0, tel que LΩ [ϕ] + a(x)ϕ(x) ≥ 0} (3.13)
et dans le cas auto-adjoint
λv(LΩ + a) := inf
ϕ∈L2(Ω),ϕ 6≡0
−〈LΩ [ϕ] + a(x)ϕ,ϕ〉‖ϕ‖22
(3.14)
Comme pour les opérateurs elliptiques, il est important d’étudier les relations existantes entre λp, λ′p, λ
′′
p et
λv. Pour des noyaux k vérifiant la condition de Cornea-Veselý (CV), j’obtiens :
Théorème 3.12 ([PreP1]). Soient Ω ⊂ Rd un domaine, a ∈ C(Ω¯) et k ∈ C(Ω × Ω) vérifiant la condition de
Cornea-Veselý (CV). Alors
λ′p(LΩ + a) ≤ λ′′p(LΩ + a) ≤ λp(LΩ + a).
Si en outre, Ω est borné ou k est symétrique alors
λp(LΩ + a) = λ′p(LΩ + a) = λ′′p(LΩ + a).
Si k est symétrique, on a de plus
λp(LΩ + a) = λ′p(LΩ + a) = λ′′p(LΩ + a) = λv(LΩ + a).
Ces résultats sont valides pour tout domaine, borné ou non. Lorsque Ω est non-borné, l’équivalence entre
λp(LΩ + a) et λ′p(LΩ + a) reste un problème ouvert pour des noyaux k généraux ne vérifiant pas la condition de
Cornea-Veselý (CV). Ces résultats se généralisent aux noyaux vérifiant une condition de Cornea-Veselý affaiblie.
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Les preuves de ces résultats s’appuient sur la construction de fonctions test adéquates permettant d’obtenir
diverses inégalités entre λp, λ′p et λv. La construction de ces fonctions test repose sur l’inégalité de Harnack
(Théorème 3.7) et l’utilisation du critère d’existence d’une fonction propre.
On voit ainsi apparaître certaines limites de la méthode employée. Pour traiter des noyaux plus généraux, il
faut, soit étendre les inégalités de type Harnack à ces noyaux, soit trouver une construction s’en affranchissant.
Cette dernière étant utilisée pour assurer à la fois de la compacité et garantir la non trivialité des fonctions
limites, il semble difficile de s’en passer complètement.
3.3.4 Limite Asymptotique [PreP1, P20]
Pour affiner notre compréhension de ces opérateurs non-locaux, il est important d’analyser le comportement
de λp(LΩ + a) par rapport aux différents éléments constitutifs de l’opérateur LΩ + a. De la définition de λp, on
obtient aisément un certain nombre de propriétés de monotonie ou de continuité par rapport aux termes a, k et
du domaine Ω. L’étude du comportement de λp(LΩ + a) pour des perturbations singulières de l’opérateur est,
elle, plus délicate. Récemment, j’ai obtenu quelques résultats dans cette direction.
3.3.4.1 Stabilité au sens des viscosités :
Lors de l’étude de la régularité des fronts pulsatoires [P20], en collaboration avec J. Davila et S. Martinez,
j’ai montré que les définitions (3.11) (3.12) et (3.14) sont stables au sens des viscosités quand le noyau est de la
forme k(x, y) := J(x− y)eλ(x−y) et a est périodique. Plus précisément, si on considère
λε,p(ε∆+ L
Rd
+ a) := sup{λ ∈ R | ∃ϕ ∈ C2per(Rd), ϕ > 0, tel que ε∆+ LRd [ϕ] + a(x)ϕ(x) ≤ 0} (3.15)
λ′ε,p(ε∆+ LRd + a) := inf{λ ∈ R | ∃ϕ ∈ C2per(Rd), ϕ ≥ 0, tel que ε∆+ LRd [ϕ] + a(x)ϕ(x) ≥ 0} (3.16)
λε,v(ε∆+ L
Rd
+ a) := inf
ϕ∈H10 (Rd),ϕ 6≡0
−〈ε∆ϕ+ LRd [ϕ] + a(x)ϕ,ϕ〉‖ϕ‖22
(3.17)
alors quand a ∈ C0,1per(Rd) on a
lim
ε→0
λε,p(ε∆+ L
Rd
+ a) = λp,per(L
Rd
+ a) (3.18)
lim
ε→0
λ′ε,p(ε∆+ LRd + a) = λ′p,per(LRd + a) (3.19)
lim
ε→0
λε,v(ε∆+ L
Rd
+ a) = λv(L
Rd
+ a) (3.20)
où λp,per, λ′p,per sont définis en remplaçant dans les définitions (3.11) (3.12) l’espace C(Ω) par l’espace des
fonction périodiques continues Cper(Rd).
Dans certain cas, on peut aussi établir la convergence des fonctions propresϕε,p. Notamment, quand λp,per(L
Rd
+
a(x)) est associée à une fonction propre périodique ϕp ∈ Cper(Rd), et si a et J sont suffisamment réguliers, on
montre que
ϕε,p → ϕp localement uniformément.
La démonstration de ces résultats repose essentiellement sur les propriétés de λp,per, λ′p,per , λε,p et λ
′
ε,p et
en particulier sur l’égalité λp,per = λ′p,per . Ces résultats restent vrais pour des noyaux k(x, y) plus généraux,
notamment ceux vérifiant la condition de Cornea-Veselý (CV).
3.3.4.2 Comportement asymptotique de λp vis à vis d’un scaling du noyau :
L’étude du comportement de λp vis à vis d’un scaling du noyau k est un autre élément important dans la
compréhension des propriétés de dispersion de certains opérateurs L
Ω
+ a. Pour des noyaux k de la forme
k(x, y) = J(x − y) avec J paire et de masse unité, j’ai étudié dans [PreP1] différents scalings de l’opérateur de
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dispersion L
Rd
− 1. Plus précisément, le comportement en fonction de ε de λp(Mε,m,Ω + a(x)) où
M
ε,m,Ω
[ϕ] :=
1
εm
(
1
εd
ˆ
Ω
J
(
x− y
ε
)
ϕ(y) dy − ϕ(x)
)
,
est un scaling particulier de l’opérateur L
Rd
− 1 est décrit par :
Théorème 3.13 ([PreP1]). Soit Ω un domaine régulier (C0,1) et soient J ∈ Cc(Rd)∩L1(Rd), positive, radiale
et a ∈ C(Ω) ∩ L∞(Ω). Alors, on a
— Si 0 < m ≤ 2 limε→+∞ λp(Mε,m,Ω + a) = − supΩ a
— Si m = 0, limε→+∞ λp(Mε,0,Ω + a) = 1− supΩ a
— Si 0 ≤ m < 2, limε→0 λp(Mε,m,Ω + a) = − supΩ a
— Si m = 2 et a ∈ C0,α(Ω) pour un α > 0, alors
lim
ε→0
λp(Mε,2,Ω + a) = λ1
(
K2,ND2(J)
2
∆ + a(x),Ω
)
où
D2(J) :=
ˆ
RN
J(z)z2 dz, K2,N :=
1
|SN−1|
ˆ
SN−1
(σ.e1)
2 dσ =
1
N
et
λ1 (K2,ND2(J)∆ + a,Ω) := inf
ϕ∈H10(Ω),ϕ 6≡0
K2,ND2(J)
2
´
Ω
|∇ϕ|2(x) dx
‖ϕ‖22
−
´
Ω
a(x)ϕ2(x) dx
‖ϕ‖22
.
De plus, il existe ε0 tel que pour tout ε ≤ ε0, il existe une fonction propre ϕp,ε associée à λp(Mε,m,Ω + a).
Quand Ω est borné, on a de plus
ϕp,ε → ϕ1 dans L2(Ω) quand ε→ 0.
Les preuves de ces résultats utilisent l’équivalence entre les quantités λp(Mε,m,Ω+a), λ′p(Mε,m,Ω+a), λv(Mε,m,Ω+
a) ainsi que la construction de fonctions test adéquates. La limite singulière ε → 0, dans le cas m = 2 est plus
difficile à obtenir et nécessite, en sus de la construction de fonctions test, le recours à la caractérisation des
espaces de Sobolev dûe à Bougain-Brezis-Mironescu [34, 36, 169, 168]. Un certain nombre de ces résultats
s’étendent à des noyaux à support borné singulier, voir [PreP1].
L’extension de ces résultats à des noyaux à support non borné et non symétriques nécessite une meilleure
compréhension des relations entre les différentes quantités, λp, λ′p, λ
′′
p et λv.
3.4 Aspects Numériques
Le principal problème pour la simulation numérique d’équations non locales du type (3.1) et (3.2) est de trou-
ver des schémas astucieux de discrétisation des dérivées et des intégrales garantissant une précision correcte
en des temps de calculs raisonnables. En effet, si l’équation traitée n’est plus homogène en espace, la discrétisa-
tion de l’opérateur intégral conduit à la résolution de systèmes linéaires denses, ce qui pose un réel problème
d’exécution pour des matrices de grande taille. Avec O. Bonnefon et G. Legendre, je travaille sur une approche
éléments finis pour simuler une équation linéaire du type
∂tu(t, x) =
ˆ
Ω
k(x, y)u(t, y) dy + a(x)u(t, x) dans R+ × Ω (3.21)
u(0, x) = u0(x) dans Ω (3.22)
où k est un noyau positif symétrique.
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3.4.1 Formulation Variationnelle
L’idée est simple. En multipliant (3.21) par v ∈ H10 (Ω), on obtient après intégration sur Ω
∂t
ˆ
Ω
u(t, x)v(x) dx −
ˆ
Ω
ˆ
Ω
k(x, y)u(t, y)v(x) dydx −
ˆ
Ω
a(x)v(x)u(t, x) dx = 0. (3.23)
La discrétisation en temps de la solution u(t, x) est standard et peut être traitée comme pour l’équation de la
chaleur. De même, on peut utiliser une discrétisation spatiale de u(t, x) utilisant les éléments finis de Lagrange
pour traiter le terme ˆ
Ω
a(x)v(x)u(t, x) dx.
Pour discrétiser le terme non local, on procède comme suit :
u(tn, x) ≈
N∑
i=1
u
(n)
j wj(x),
où wj est le jéme élément dans la base éléments finis. Ainsi, pour v = wi, on a
ˆ
Ω
ˆ
Ω
k(x, y)u(tn, y)v(x) dydx ≈
ˆ
Ω
ˆ
Ω
k(x, y)
N∑
j=1
u
(n)
j wj(y)wi(x) dydx,
qui peut se écrire comme suit
ˆ
Ω
ˆ
Ω
k(x, y)u(tn, y)v(x) dydx ≈
N∑
j=1
u
(n)
j
(ˆ
Ω
ˆ
Ω
k(x, y)wj(y)wi(x) dydx
)
. (3.24)
On interpole maintenant la fonction x, y 7→ k(x, y) sur la base d’éléments finis de H1(Ω) ×H1(Ω) et obtenir
ainsi
k(x, y) ≈
N∑
k=1
N∑
l=1
Kk,lwk(x)wl(y).
De cette interpolation, il vient
ˆ
Ω
ˆ
Ω
k(x, y)wj(y)wi(x) dydx ≈
N∑
k=1
N∑
l=1
Kl,k
ˆ
Ω
wj(y)wk(y) dy
ˆ
Ω
wl(x)wi(x) dx.
Notons M et K les deux matrices suivantes :
Mij :=
ˆ
Ω
wi(y)wj(y) dy et Kij := k(xi, yj).
On obtient donc ˆ
Ω
ˆ
Ω
k(x, y)wj(y)wi(x) dydx ≈
N∑
k=1
N∑
l=1
MilKlkMkj . (3.25)
En injectant (3.25) dans (3.24), on aboutit à
ˆ
Ω
ˆ
Ω
k(x, y)u(tn, y)v(x) dydx ≈
N∑
j=1
u
(n)
j (MKM)ij
La matrice éléments finis représentant le terme intégral est ainsi obtenue comme le produit de 3 matrices,
MKM .
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J’ai implémenté cette approche pour la simulation de l’équation de réaction-dispersion suivante :
∂tu(t, x) = σ∆u(t, x) + ρ
(ˆ
Ω
e−|x−y|
2
u(t, y) dy − u(x)
ˆ
Ω
e−|x−y|
2
dy
)
+ u(t, x)(r(x) − u(t, x)) sur R+ × Ω
u(0, x) = u0(x)
où Ω est un rectangle et r(x) est une fonction régulière positive.
(a) t = 1 (b) t = 3 () t = 5
(d) t = 7 (e) t = 9 (f) t = 11
(g) t = 40 (h) t = 80 (i) t = 200
Figure 3.2  Modèle de propagation d'un pathogène au sein d'un verger omposé d'arbres plus ou moins sen-
sible. Simulations obtenues ave Freefem++ pour σ = 0, ρ = 1 et r(x) une fontion prédéterminée
modélisant un verger. Maillage adapté ∼ 7000 triangles et ∼ 3500 noeuds, temps de aluls ∼ 10′.
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4 Modélisation du déplacement des individus
Ce chapitre concerne ma contribution à la modélisation des processus de dispersion à longue distance, et en
particulier, l’influence de l’environnement sur le comportement de ces processus [P7, WiP3, P26].
4.1 Petit rappel sur la diffusion non locale
Une manière de modéliser le déplacement des individus susceptibles de disséminer à longue distance est de
modifier l’approche “marche aléatoire” considérée dans le cas d’une diffusion classique.
Cette approche proposée par Hutson, Martinez, Mischaikow et Vickers [123] consiste à discrétiser l’espace
ambiant Ω en sites ∆xi et à décrire, à l’aide d’une densité de population, les échanges d’individus entre sites.
Par exemple en 1d, si on note
— Ω = R
— u(t, xi) la densité d’individu sur le site ∆xi de taille |∆xi|
— N(t, xi) = u(xi, t)|∆xi| le nombre d’individus au site ∆xi.
— ∆t, la durée de transit sur un site
on se ramène alors à décrire N(t + ∆t, xi) en fonction des échanges d’individus entre sites. Pour ce faire, on
suppose que :
— “Le taux d’individus allant d’un site ∆xi vers un site ∆xj , k(xj , xi) (pour simplifier ki→j) est
positif ou nul et constant au cours du temps ”
— “La durée de transit est indépendante du site”, i.e. ∆t indépendant de ∆xi.
— “Il n’y a pas de création de nouveaux individus au cours du transit” i.e.
+∞∑
j=−∞
u(t, xj)|∆xj | = Cste.
— “La moyenne et la variance des distances parcourues par les individus sont bornées” i.e
Pour tout i,
+∞∑
j=−∞
k(xj , xi)|xi − xj ||∆xj | < +∞,
+∞∑
j=−∞
k(xi, xj)|xi − xj ||∆xj | < +∞,
Pour tout i,
+∞∑
j=−∞
k(xj , xi)|xi − xj |2|∆xj | < +∞,
+∞∑
j=−∞
k(xi, xj)|xi − xj |2|∆xj | < +∞.
Sous ces hypothèses, on déduit que le nombre d’individus Ni→ qui quittent le site i durant l’intervalle de temps
[t, t + ∆t] est proportionnel au nombre d’individus sur le site i, à la durée de transit ∆t et à la taille des sites
cibles ∆xj . Ainsi Ni→ est donné par :
Ni→ := u(t, xi)|∆xi|∆t

 +∞∑
j 6=i,j=−∞
k(xj , xi)|∆xj |

 .
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Figure 4.1  Exemple de transfert spatial unidimensionnel
De même, le nombre d’individus qui migrent vers le site i est donné par :
Ni← :=

 +∞∑
j 6=i,j=−∞
k(xi, xj)u(t, xj)|∆xj |

∆t|∆xi|.
Ainsi la variation instantané de N(t, xi) au cours du transit est donnée par
N(t+∆t, xi)−N(t, xi)
∆t
=
Ni← −Ni→
∆t
=
+∞∑
j=−∞
k(xi, xj)u(t, xj)|∆xj ||∆xi| −
+∞∑
j=−∞
k(xj , xi)u(t, xi)|∆xi||∆xj |.
Comme N(t, xi) = u(t, xi)|∆xi|, on obtient la relation suivante :
u(t+∆t, xi)− u(t, xi)
∆t
=
+∞∑
j=−∞
k(xi, xj)u(t, xj)|∆xj | −
+∞∑
j=−∞
k(xj , xi)u(t, xi)|∆xj |.
Par construction, l’application T définie sur C(R) par
T : v(x) 7→ T (v)(x) :=
∑
i,j
k(xi, xj)1[xi−∆xi2 ,xi+
∆xi
2 [
(x)v(xj)|∆xj |
est linéaire et continue et en faisant tendre |∆xj |,∆t→ 0, on obtient
∂tu(t, x) =
ˆ +∞
−∞
k(x, y)u(t, y) dy − u(t, x)
ˆ +∞
−∞
k(y, x) dy.
Le terme k(x, y) dy s’interprète comme la densité du taux de migration du point y vers le point x. En écologie,
cette densité est apparentée à une densité de probabilité que l’on cherche à estimer. La caractérisation de la
forme et des dépendances de ce taux de migration par rapport aux variables environnementales est un sujet de
recherche des plus dynamiques actuellement [40, 76, 139, 182, 158].
4.2 Impact des hétérogénéités sur la dispersion [P7]
En collaboration avec C. Cortazar, M. Elgueta et S. Martinez [P7], j’ai étudié l’impact de l’hétérogénéité
spatiale sur la dispersion des individus. Pour ce faire, nous avons traité le modèle suivant :
∂tu(t, x) =
ˆ
Rd
J
(
x1 − y1
g1(y)
; . . . ;
xd − yd
gn(y)
)
u(t, y)∏d
i=1 gi(y)
dy − u(t, x) pour (t, x) ∈ R+ × Rd, (4.1)
u(0, x) = u0(x) ≥ 0, (4.2)
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où J est une densité de probabilité symétrique à support compact et les gi sont des fonctions positives bornées.
Dans ce modèle, la prise en compte de l’environnement se fait au travers des fonctions gi qui viennent modifier
localement la distance de dispersion. Plus concrètement, les fonctions gi permettent de traduire des contraintes
liées à la difficulté/facilité de se déplacer dans l’environnement. Par exemple, si pour simplifier pour tout i ∈
{1, . . . , d}, gi = g et supp(J) = B(0, 1), pour pouvoir migrer vers une position x0 fixée, les individus à la position
y doivent vérifier : ∥∥∥∥x0 − yg(y)
∥∥∥∥ ≤ 1⇐⇒ y ∈ B(x0, g(y))⇐⇒ x0 ∈ B(y, g(y)).
Ainsi, suivant la position de départ de l’individu (y) et conditionnellement au milieu où il se trouve (g(y)), cet
individu aura plus ou moins de chance de pouvoir migrer vers la position x0. Dans ce contexte on peut identifier
globalement quatre effets possibles illustrés par le schéma ci-dessous :
g(y) = 0 : Pas de possibilité de migration pour ces individus.
g(y) ≈ 0 : Migration locale
g(y) >> 1 : Migration à très longue distance
g(y) = +∞ : Aucune contrainte de distance
Pour ce modèle, nous avons caractérisé la répartition limite de la densité d’individus (e.g. le comportement
asymptotique quand t → +∞ de la solution u) en fonction des propriétés de g. Nous avons identifié deux
comportements possibles : soit limt→∞ u(t, x) = 0 pour tout x (comportement de type diffusion ) soit u(t, x)
explose en certains points de l’espace impliquant un phénomène d’accumulation. Ce comportement explosif
apparaît quand la fonction g s’annule "fortement", et peut par exemple correspondre à une zone de pièges.
Figure 4.2  g > 0 Figure 4.3  g modélisant un trou,
On établit le résultat suivant :
Théorème 4.1 ([P7]). Soient, d = 1, J ∈ Cc(R), J ≥ 0 et symétrique et g ∈ C(R) une fonction positive
et bornée telle que infR g > 0. Alors pour tout u0 ∈ L1(R) ∩ L∞(R), u0 ≥ 0, il existe une solution positive
u(t, x) ∈ C1(R+, L1(R) ∩ L∞(R)) au problème (4.1)–(4.2). De plus,
lim
t→∞
u(t, x) = 0 localement uniformément.
La démonstration de ce résultat repose essentiellement sur l’existence d’une entropie relative et une esti-
mation a priori uniforme sur la norme L2 de u. Cette entropie relative a été introduite dans [150] pour des
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équations linéaires de ce type. Elle est construite à partir de solutions particulières de l’équation et de son
équation duale. Ici, sachant l’existence de solutions stationnaires du problème primal p(x) et dual q(x), on peut
montrer que toute solution L2 de (4.1) vérifie
d
dt
ˆ
R
q(x)
u2(t, x)
p(x)
dx = −
¨
R2
J
(
x− y
g(y)
)
q(x)p(y)
g(y)
[
u(t, y)
p(y)
− u(t, x)
p(x)
]2
dxdy.
De cette égalité, si p et q sont positives, on va pouvoir obtenir le comportement asymptotique de u. En effet, si
u(t, x) converge faiblement dans L2(R) vers une limite u¯ ∈ L2, l’égalité ci dessus montre que nécessairement
pour presque tout x ∈ R, limt→∞ u(t, x) = u¯(x) = c0p(x) avec c0 ∈ R.
Ainsi le comportement asymptotique de u se ramène à l’étude des solutions p(x) et q(x) et de leurs propriétés.
Pour l’équation (4.1), on peut voir que q(x) ≡ 1 est une solution du problème dual. La difficulté de ce
problème réside en fait dans la construction de p et de sa caractérisation. Sous les hypothèses du Théorème 4.1,
nous montrons
Théorème 4.2 ([P7]). Soient, d = 1, J ∈ Cc(R), J ≥ 0 et symétrique et g ∈ C(R) une fonction positive et
bornée telle que infR g > 0, alors il existe p(x) ∈ C(R) une solution stationnaire de (4.1) telle que infR p(x) > 0.
Ce résultat nous permet d’identifier c0 quand u0 ∈ L1(R) ∩ L∞. En effet, comme l’équation (4.1) préserve la
masse, si u0 ∈ L1 alors u(t, x) est uniformément bornés dans L1. Par ailleurs, pour tout u0 ∈ L∞, nous montrons
que u(t, x) est borné uniformement. Par interpolation on obtient une borne uniforme sur la norme L2 de u(t, x)
et ainsi pour toute suite (tn)n∈N telle que tn → +∞, il existe u¯ ∈ L2 telle que u(tn, x) ⇀ u¯(x) ∈ L2. Or pour
presque tout x ∈ R, u¯(x) = c0p(x), ce qui force c0 = 0 car p 6∈ L2(R). La convergence de u(t, x) → 0 dans L2
puis localement uniformément s’obtient en manipulant simplement l’équation.
La construction de cet état d’équilibre se fait en deux étapes. On commence par montrer le Théorème 4.2
pour une classe spécifique de fonctions g (g ∈ C(R) ∩ L∞(R), infR g > 0 et telles que g ≡ α1 sur [R1,+∞) et
g ≡ α2 sur (−∞,−R1], où R1, α1 et α2 sont des constantes strictement positives). Puis, on obtient le cas général
par approximation et passage à la limite. Pour conserver la propriété infR p(x) > 0 lors du passage à la limite,
on établit une estimation de type Harnack sur les solutions stationnaires positives du problème (4.1). On montre
plus précisément que :
Théorème 4.3 ([P7]). Soit p(x) une solution stationnaire positive du problème (4.1) alors il existe deux
constantes C := C(J, g) et D := D(J, g) telles que
p(x) ≤ C
ˆ y+D
y−D
p(z) dz pour tout x, y ∈ R.
Remarque 4.1. Cette estimation de type Harnack est différente de celles obtenues dans [P14]. C’est une
estimation ponctuel en fonction d’une norme L1loc(R) de la solution.
En travaillant sur les hypothèses on peut étendre le Théorème 4.1 à des noyaux moins réguliers et à des
fonctions g qui s’annulent, voir [P7]. Une partie de ces résultats s’étende aussi en dimension supérieure, voir
[70].
4.3 Discussion et Perspectives [P26]
D’autres types d’effets de l’environnement sont actuellement envisagés et en particulier, la modélisation de
l’attractivité d’un site [WiP3]. Un moyen d’incorporer cet effet est d’introduire de nouvelles fonctions hi(x)
décrivant l’influence de cette attractivité. Concrètement, on regarde maintenant une équation de la forme
∂tu(t, x) =
ˆ
Rd
J
(
x1 − y1
h1(x)g1(y)
; . . . ;
xn − yn
hn(x)gn(y)
)
u(t, y) dµ(y)− α(x)u(t, x) pour (t, x) ∈ R+ × Rd, (4.3)
u(0, x) = u0(x) ≥ 0, (4.4)
où α(x) =
´
Rd
J
(
x1−y1
h1(y)g1(x)
; . . . ; xn−ynhn(y)gn(x)
)
dµ(y).
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Pour comprendre comment agissent ces fonctions hi, comme dans l’exemple ci-dessus, posons pour tout
i ∈ {1, . . . , d}, gi = g, hi = h et supp(J) = B(0, 1). Ainsi pour pouvoir migrer vers une position x0 fixée, les
individus à la position y doivent vérifier :∥∥∥∥ x0 − yg(y)h(x0)
∥∥∥∥ ≤ 1⇐⇒ y ∈ B(x0, g(y)h(x0))⇐⇒ x0 ∈ B(y, g(y)h(x0)).
La dispersion des individus est ainsi conditionnée par le point de départ et d’arrivée. On peut remarquer que
l’équation (4.1) est un cas particulier de l’équation (4.3) où tous les points ont la même attractivité (i.e. h ≡ 1).
Les techniques d’analyses utilisées dans l’étude de (4.1) ne se transposent pas complètement à (4.3) et pour le
moment je n’ai obtenu que des résultats partiels. En particulier, une obstruction importante concerne l’existence
d’une inégalité de type Harnack caractérisant les solutions stationnaires positives de (4.3). Ce problème reste à
ce jour un problème ouvert.
Les questions liées à la dispersion des individus restent centrales en écologie et le modèle ci-dessus présente un
moyen, parmi d’autres, de prendre en compte les événements de dispersion à longue distance. En collaboration
avec les collègues de l’unité BioSP S. Soubeyrand, J. Fayard, et L. Roques, nous avons exploré un autre type de
modèle, susceptible de décrire des “patterns” de dispersion, généralement expliqués par des effets de dispersion
à longue distance [P26]. L’idée novatrice introduite par S. Soubeyrand est de définir la notion de dispersion
groupée. Cette notion repose sur l’idée que pour certaines familles d’organismes, la dispersion des individus se
fait au sein d’un groupe. Par exemple, suite à une rafale de vent, on peut supposer que plusieurs propagules
peuvent être libérées et transportées dans un volume d’air plus ou moins grand. La description du mouvement
des individus se décompose ainsi en une dispersion non locale du barycentre du groupe et un mouvement
diffusif au sein du groupe.
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Figure 4.4  Représentation de la densité de probabilité de la position d'une partiule d'un groupe inonnu ondi-
tionnellement à la position du baryentre du groupe
Ce travail exploratoire permet de définir de nouveaux modes de dispersion dont les propriétés restent encore
à étudier.
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5 Persistance vs Extinction
Ce chapitre est consacré à l’étude de critères de persistance pour des populations décrites par une équation
intégrodifférentielle du type :
∂tu(t, x) =
ˆ
Ω
k(x, y)u(t, y)− u(t, x)
ˆ
Ω
k(y, x) dy + f(x, u(t, x)) pour t, x ∈ R+ × Ω (5.1)
u(0, x) = u0 (5.2)
où Ω ⊂ Rd est un domaine de Rd, éventuellement Rd lui-même, k(x, y) est un noyau de dispersion et f(x, u)
est une fonction non linéaire décrivant les processus de naissance et de mort au sein de la population.
Dans ce chapitre, sauf mention contraire, nous considérerons que la fonction non linéaire f(x, s) est du type
Fisher-KPP, c’est à dire que f(x, s) ∈ C1,α(Rd × R) vérifie

f( · , 0) ≡ 0,
Pour tout x ∈ Rd, f(x, s)/s est une fonction décroissante sur (0,+∞).
Il existe S(x) ∈ C(Ω) ∩ L∞(Ω) tel que f(x, S(x)) ≤ 0 pour tout x ∈ Ω.
Un exemple typique de telles fonctions est donné par f(x, s) := s(a(x) − b(x)sp) avec a, b borné, b > 0
et p > 1. Sous cette forme, on peut facilement associer les différents processus démographiques aux différents
coefficients. Le coefficient a(x) sera associé à un processus de natalité tandis que b(x) sera associé à un processus
de mortalité.
Pour simplifier l’exposé des résultats qui suivent, la non-linéarité f sera supposée de la forme s(a(x)− s). De
plus, nous considérerons le noyau de dispersion de la forme k(x, y) = J(x− y) où J vérifie
(H1) J ∈ C(Rd) ∩ L1(Rd), J ≥ 0, J(−z) = J(z) et ´
Rd
J(z) dz = 1.
(H2) J est à support compact et J(0) > 0
5.1 Critère de persistance [P4, P18, P13, P20, P16]
L’objectif principal est de trouver des conditions sur J , a qui caractérisent la persistance vs l’extinction de
l’espèce modélisée par (5.1). La dérivation de critère de persistance pour ces équations non locales emprunte
un bon nombre d’idées développées pour l’étude de la persistance de population modélisée par une équation de
réaction diffusion
∂tu(t, x) = ∆u(t, x) + u(t, x)(a(t, x) − u(t, x)) dans R+ × Ω (5.3)
+ Conditions de bord (5.4)
où Ω est un domaine de Rd, éventuellement Rd. Pour ces équations de réaction diffusion, suivant les propriétés
de l’environnement considérées (périodique, quasi-periodique, ergodique, modélisant un changement clima-
tique, . . .), on trouve dans la littérature de multiple critères de persistance, voir [19, 20, 29, 29, 16, 30, 49, 50,
51, 93, 155, 157, 167, 185, 199].
Pour ce type de non-linéarité, que ce soit pour l’équation (5.1) ou pour l’équation de réaction diffusion (5.3),
la fonction u ≡ 0 est toujours une solution du problème. Dans la perspective d’obtenir un critère de persistance,
il est ainsi assez logique d’étudier la stabilité/instabilité de cette solution. Une question fondamentale sera donc
de définir et caractériser cette stabilité. Pour une équation de réaction diffusion, on est ainsi amené à étudier
les propriétés spectrales de l’opérateur ∂t − ∆ − a(t, x). Quand l’environnement est indépendant du temps,
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a(t, x) = a(x), ∀x, l’étude du spectre σ (∂t −∆− a(t, x)) se ramène à l’étude de la première valeur propre λ1 de
l’opérateur elliptique ∆+ a, i.e
∆ϕ(x) + a(x)ϕ(x) + λϕ(x) = 0 dans Ω,
+ conditions de bord.
Dans cette situation, dans la plupart des cas, on peut montrer que la connaissance du signe de λ1 fournit un
critère optimal de persistance. Plus précisément, on montre qu’il existe une unique solution stationnaire positive
de (5.3) si et seulement si λ1 < 0. L’existence d’une fonction propre positive ϕ1 et de différentes formulations
variationnelles pouvant servir de définition pour λ1 s’avère cruciale dans l’établissement de ces résultats.
L’obtention de critères de persistance pour des équations intégrodifférentielles du type (5.1) est plus récente
et s’appuie sur les mêmes idées. On est ainsi amené à étudier le spectre de l’opérateur L
Ω
− j + a, où j et L
Ω
sont définis par
j(x) :=
ˆ
Ω
J(x− y) dy, L
Ω
[ϕ](x) :=
ˆ
Ω
J(x − y)ϕ(y) dy
et à caractériser l’ensemble des solutions positives du problème non local suivant :
L
Ω
[u](x) − j(x)u(x) + u(x)(a(x) − u(x)) = 0 dans Ω. (5.5)
A ma connaissance Hutson, Martinez, Mischaikow, et Vickers [123] sont les premiers à présenter un critère
de persistance reposant sur une étude du spectre de ce type d’opérateur. Dans ce travail, l’existence d’une valeur
propre λ1 associée à une fonction propre positive ϕ1 est prouvée quand Ω est un domaine borné de R ( Ω =
(−R,R)) et les fonctions j, a sont régulières. Cependant, les auteurs n’obtiennent qu’une condition suffisante
pour l’existence d’une solution positive du problème (5.5). Ces travaux ont ensuite été repris et complétés par
Bates et Zhao [10] pour obtenir une condition nécessaire et suffisante d’existence d’une solution positive de
(5.5) quand Ω est un domaine borné de R, j et a sont des fonctions régulières et qu’il existe une valeur propre
λ1 associée à une fonction propre positive ϕ1.
En collaboration avec J. Davila (DIM-Uchile) et S. Martinez (DIM-Uchile), en s’appuyant sur les travaux
[10, 123], nous avons obtenu un critère de persistance optimal pour des environnements périodiques uni-
dimensionnels [P18]. Plus précisément, nous montrons
Théorème 5.1 ([P18]). Soient Ω = R, J et a tels que J vérifie (H1−H2) et a ∈ C0,1(Ω). Supposons de plus
que a est une fonction périodique. Alors il existe une unique solution positive, continue, p(x), au problème (5.5)
si et seulement si λper(M+ a) < 0, où M[ϕ] := J ⋆ ϕ(x)−ϕ(x) et λper(M+ a) est la valeur propre périodique
du problème spectral suivant :
M[ϕ](x) + a(x)ϕ(x) + λϕ(x) = 0 sur R,
avec ϕ ∈ Cper(R). En outre, p est une fonction périodique et pour le problème d’évolution (5.1)-(5.2) associé,
on obtient :
Si λper(M+ a) ≥ 0, alors pour toute donnée initiale u0 ≥ 6≡ 0, la solution positive u(t, x) du problème d’évolu-
tion (5.1) converge localement uniformément vers 0
Si λper(M+ a) < 0, alors pour toute donnée initiale u0 ≥ 6≡ 0, la solution positive u(t, x) du problème d’évolu-
tion (5.1) converge localement uniformément vers p.
Comme dans [10, 123], l’existence d’une solution repose de manière essentielle sur l’existence d’une fonction
propre positive ϕper associée à λper . L’unicité de cette solution s’obtient ici par une méthode de balayage. En
deux mots, cette méthode fonctionne comme suit : Soient u et v deux solutions positives, bornées de (5.5), telles
que
inf
Ω
u > 0 et inf
Ω
v > 0.
Alors pour τ > 0 assez grand, u ≤ τv et par continuité, la quantité suivante est bien définie :
τ∗ := inf{τ > 0 |u ≤ τv}.
L’objectif est de montrer que τ∗ ≤ 1. A l’aide du principe du maximum et des caractéristiques de l’équation, on
peut montrer que c’est le cas et ainsi obtenir l’inégalité u ≤ v. En intervertissant le rôle de u et v, on obtient les
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inégalités v ≤ u ≤ v, qui prouvent l’unicité de la solution positive. Il reste à montrer que toute solution positive
u du problème (5.5) vérifie infΩ u > 0. Si cette dernière propriété est triviale à obtenir quand Ω est borné, elle
est beaucoup plus difficile à prouver quand Ω est un domaine non-borné. Quand a est périodique, la preuve
de cette propriété passe par une compréhension accrue des propriétés de λ1(L(−R,R) + a(x) − 1) et notamment
l’obtention de la limite suivante
λper = lim
R→+∞
λ1(L(−R,R) + a(x)− 1).
On peut légitimement penser que la restriction à des domaines de R est purement technique et que de tels
critères restent vrais en dimension supérieure. Toutefois, la généralisation de ces résultats se heurte au déficit de
compréhension de σ (L
Ω
− j + a) pour des domainesΩ ⊂ Rd, et en particulier au manque de résultat d’existence
de fonction propre, outil fondamental dans les analyses [10, P12, 123].
5.2 Une première généralisation [P13]
Comme je l’ai montré dans le Chapitre 3, la caractérisation du spectre d’un opérateur L
Ω
+a n’est pas toujours
simple et l’existence de fonction propre positive et continue n’est pas toujours garantie. En m’appuyant sur mes
résultats sur la caractérisation de la valeur propre principale de l’opérateur L
Ω
− j + a (Chapitre 3, Section 3.3,
Théorème 3.10 ), je montre que la connaissance du signe de λp(LΩ − j + a) fournit un critère de persistance
adéquat. Plus précisément, pour le problème (5.5) je montre le résultat suivant
Théorème 5.2 ([P13] ). Soient Ω ⊂ Rd un domaine borné et J , a tels que J vérifie (H1 −H2) et a ∈ C(Ω).
Alors il existe une solution positive, continue, u˜, au problème (5.5) si et seulement si λp(LΩ + a − j) < 0. En
outre, quand elle existe cette solution est unique. Par ailleurs, pour l’équation d’évolution (5.1)-(5.2) associée
on obtient :
Si λp(LΩ + a− j) ≥ 0 , alors pour toute donnée initiale u0 ≥ 6≡ 0, la solution positive u(t, x) du problème
d’évolution (5.1)-(5.2) converge uniformément vers 0
Si λp(LΩ + a− j) < 0 , alors pour toute donnée initiale u0 ≥ 6≡ 0, la solution positive u(t, x) du problème
d’évolution (5.1)-(5.2) converge uniformément vers u˜.
La force de ce critère optimal est qu’il ne nécessite pas l’existence d’une fonction propre associée à λp. L’idée
est d’exploiter les propriétés de λp (cf Chapitre 3 Section 3.3) pour obtenir soit l’existence soit la non-existence
de solution du problème non-linéaire. Par exemple, supposons que λp(LΩ + a − j) > 0 et qu’il existe u˜ une
solution positive continue et bornée de (5.5). Alors u˜ satisfait
L
Ω
[u˜](x) + (a(x) − j(x))u˜ = b(x)u˜2(x) ≥ 0,
et donc λ′p(LΩ + (a− j)) ≤ 0. De la caractérisation de λp (Théorème 3.12) on obtient la contradiction
0 ≥ λp(LΩ + a− j) > 0.
Dans le cas contraire, λp(LΩ+a−j) < 0, le critère d’existence de fonction propre (Théorème 3.10) me permet
de construire une fonction ϕ ∈ C(Ω¯), ϕ > 0 telle que
L
Ω
[ϕ](x) + (a(x)− j(x))ϕ(x) ≥ −λp
2
ϕ(x) sur Ω,
et ainsi construire une sous-solution positive et borné du problème. Cette sous-solution bornée permet, par une
méthode itérative, la construction d’une solution positive de l’équation (5.5).
Depuis ces travaux, des critères de persistance ont été obtenues par différents auteurs pour d’autres types
d’environnement : domaines borné ou périodique en espace [P20],[131, 188], périodique en temps [174],
périodique espace-temps [173], localement hétérogène [96, 117, 134, 186]. Dans la plupart de ces travaux, le
critère de persistance se base sur une quantité spectrale différente de λp, λ˜ définie par
λ˜ := sup {Re(µ) |µ ∈ σ (∂t − LΩ − a(t, x))} ,
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où σ (∂t − LΩ − a(t, x)) est le spectre de l’opérateur considéré dans l’espace de Banach adéquat. Quand l’envi-
ronnement est indépendant du temps, cette quantité est équivalente à λp. Pour certains environnements dépen-
dant du temps (periodique en temps), cette quantité devrait être équivalente à une définition dans l’esprit de
celle donnée par Nadin [154, 155] pour des opérateurs paraboliques.
Remarque 5.1. La généralisation des critères de persistance connus dans le cas de domaine de R est à l’origine
de mes travaux sur la caractérisation de λp. Ces deux questions de recherches, qui peuvent être vues comme
indépendantes, se nourrissent mutuellement des résultats obtenus.
5.3 Le cas non-borné [P4]
Très récemment, en collaboration avec H. Berestycki et H. Vo [P4], nous avons obtenu un critère optimal
de persistance quand Ω est un domaine non borné. Plus précisément, pour un modèle décrivant une niche
écologique bornée, (i.e lim sup|x|→∞ a(x) < 0), nous obtenons
Théorème 5.3 ([P4]). Soient Ω = Rd et J , a tels que J vérifie (H1 − H2) et a ∈ C0,α(Rd) ∩ L∞(Rd)
satisfait lim sup|x|→∞ a(x) < 0. Alors il existe une solution positive, u˜, au problème (5.5) si et seulement si
λp(M + a) < 0 où M[ϕ] := J ⋆ ϕ − ϕ. En outre, quand elle existe, cette solution est unique et u˜ ∈ L1. Par
ailleurs, pour l’équation d’évolution (5.1)-(5.2) associée, on obtient :
Si λp(M+ a) ≥ 0 , alors pour toute donnée initiale u0 ≥ 6≡ 0, la solution positive u(t, x) du problème d’évolution
(5.1)-(5.2) converge uniformément vers 0
Si λp(M+ a) < 0 , alors pour toute donnée initiale u0 ≥ 6≡ 0, la solution positive u(t, x) du problème d’évolution
(5.1)-(5.2) converge uniformément vers u˜. Si de plus u0 ∈ L1(Rd) alors la convergence est dans L1(Rd)
La démonstration de ces résultats s’appuie sur des caractérisations précises de λp(LΩ + (a − j)) quand Ω est
un domaine non borné (cf Chapitre 3, Section 3.3, Théorème 3.12) et différents schémas d’approximations.
L’une des difficultés de cette analyse réside dans le manque d’estimation a priori permettant d’extraire d’une
suite de fonctions bornées, une sous-suite convergente. Le schéma d’approximation devient alors crucial pour
obtenir des propriétés supplémentaires sur les suites construites. Pour ce problème, la solution stationnaire est
dans L1 et ainsi ne peut être strictement positive comme dans le cas périodique. L’unicité de cette solution ne
s’obtient donc pas par une méthode de balayage comme dans la situation périodique mais par un argument
énergétique. Le comportement asymptotique s’obtient à l’aide d’identités différentielles qui nous permettent de
contrôler certaines normes L1.
5.4 Le modèle de refuge [P16]
Les modèles avec refuge sont aussi une classe de modèles où des critères d’existence optimaux existent. Le
prototype de ce type de modèle est le suivant :
∂tu(t, x) = LΩ [u](t, x)− j(x)u(t, x) + u(t, x)(a(x) − b(x)up−1(t, x)) dans R+ × Ω (5.6)
u(0, t) = u0 ≥ 6≡ 0 sur Ω (5.7)
avec Ω ⊂ Rd un domaine borné, p > 1 et b(x) ≥ 0 est telle qu’il existe un sous domaine ω où b s’annule. Ce
modèle est une variante du modèle de Fisher-KPP dans laquelle la contrainte de saturation globale du milieu
est affaiblie. Cette nouvelle contrainte permet de modéliser une situation où il existe des zones de l’espace sans
mortalité. Ecologiquement parlant, cela reproduit une situation idéalisée où il existe une zone où la capacité
d’accueil et les conditions démographiques sont telles que la population peut s’accroître de façon Maltusienne.
Comme pour les modèles de type Fisher-KPP, on se concentre sur les critères d’existence de solutions positives
de l’équation
L
Ω
[u](x)− j(x)u(x) + u(x) (a(x)− b(x)up−1(x)) = 0 dans Ω (5.8)
où b(x) = 0 sur ω ⊂ Ω un sous domaine de Ω.
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Pour la version locale de (5.8) :
∆u(x) + u(x)
(
a(x) − b(x)up−1(x)) = 0 dans Ω (5.9)
u(x) = 0 sur ∂Ω (5.10)
il est bien connu [48, 93, 94, 95] qu’il existe une solution positive bornée de (5.9)–(5.10) si et seulement si les
inégalités suivantes sont vérifiées
λ1(∆ + a,Ω) < 0 < λ1(∆ + a, ω).
Je montre dans [P16] que ce type de critère reste valide pour l’équation (5.8) si on remplace λ1 par λp. Plus
précisément,
Théorème 5.4 ([P16]). Soient Ω ⊂ Rd un domaine borné et J , a ∈ C(Ω), b ∈ C(Ω) telles que J vérifie
(H1 − H2) et b ≥ 0. Supposons de plus qu’il existe un sous-domaine ω tel que b|ω ≡ 0. Alors il existe une
solution positive, u˜, au problème (5.8) si et seulement si
λp(LΩ + a) < 0 < λp(Lω + a).
Remarque 5.2. Du point de vue écologique, le critère de persistance reste la condition λp(LΩ+a) < 0. En effet,
quand λp(Lω +a) ≤ 0, la solution du problème d’évolution explose en temps infini sur tout Ω. Ce comportement
garantit de facto la persistance de l’espèce. La condition λp(Lω + a) > 0 n’est là que pour forcer l’existence d’un
équilibre borné globalement attractif.
D’autres modèles avec refuge ont été récemment étudiés [96, 141], menant à l’obtention d’autres critères
d’existence de solutions bornées.
5.5 1er utilité de ces critères : le cas d’un contrôle partiel [P16]
Dans le cadre du projet ERC AMIGA, je me suis penché sur l’évaluation de l’impact de certaines pratiques
agricoles sur la survie d’espèces non-cibles. Pour tenter de comprendre cet impact, j’ai étudié les critères de
persistance que l’on pouvait obtenir dans un modèle naïf intégrant une pratique agricole. Plus précisément, on
considère que la démographie de la population peut être décrite par l’équation intégrodifférentielle
∂tu(t, x) = LΩ [u](t, x)− j(x)u(t, x) + u(t, x) (a0(x) + κa1(x)− b(x)u(t, x)) dans R+ × Ω (5.11)
où Ω ⊂ Rd est un domaine borné, b est un taux de mortalité et a0 + κa1 est un taux de croissance intégrant la
pratique agricole via κ. Ici, l’idée originale vient de la forme du taux de croissance a0(x) + κa1(x), qui dépend
de 3 paramètres. Ces trois paramètres peuvent s’interpréter comme suit : a0 représente un taux de croissance
intrinsèque de la population dans un paysage donné en l’absence de traitement, a1 est une zone agricole où un
traitement est utilisé et κ ∈ R un paramètre de contrôle décrivant la nocivité de cette pratique. Le schéma ci
dessous illustre les situations envisagées :
(a) Paysage sans OGM (b) Paysage avec des champs OGM
L’idée maintenant est d’étudier l’influence du paramètre κ sur la dynamique décrite par (5.11). Pour ce faire on
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étudie le comportement des critères d’existence en fonction de κ. En l’absence de zone de refuge (inf b(x) > 0),
j’obtiens :
Théorème 5.5 ([P16]). Soient J , ai ∈ C(Ω) et b ∈ C(Ω) telles que J vérifie (H1−H2) et infΩ b > 0. Alors il
existe κ∗ ∈ [−∞,∞), de sorte que pour tout κ > κ∗ il existe une unique solution stationnaire continue positive
uκ de (5.11). Lorsque κ
∗ ∈ R, pour tout κ ≤ κ∗, il n’y a aucune solution positive de (5.11). De plus, nous avons
la trichotomie :
— κ∗ = −∞ quand λp(LΩ\Ω1 − j + a0) < 0,
— κ∗ ∈ [−∞,∞) quand λp(LΩ\Ω1 − j + a0) = 0,
— κ∗ ∈ R quand λp(LΩ\Ω1 − j + a0) > 0.
En outre, l’application κ→ uκ est monotone croissante et nous avons
∀x ∈ Ω¯ lim
κ→+∞
uκ(x) = +∞,
∀x ∈ Ω¯ lim
κ→κ∗,+
uκ(x) = u∞(x),
où u∞ ≡ 0 sur Ω1 := {x ∈ Ω| a1(x) > 0} et u∞ est une solution positive bornée de l’équation
L
Ω\Ω1
[u]− j(x)u(x) + u(x)(a0(x) − b(x)u(x)) = 0 sur Ω \ Ω1.
En sus, u∞ est non triviale uniquement quand λp(LΩ\Ω1 − j + a0) < 0.
Comme attendu, le domaine où aucun contrôle n’est exercé joue un rôle central dans la persistance de l’espèce.
Lorsque les conditions sont assez favorables sur Ω \ Ω1, on montre que les espèces survivront à toute pratique
agricole. Pour obtenir ces résultats, les propriétés de monotonie de λp(LΩ + a) par rapport au domaine et a
(cf Chapitre 3 Proposition 3.1) ainsi que l’existence d’une mesure positive associée à λp(LΩ + a) (cf Chapitre 3
Théorème 3.11 ) sont des éléments fondamentaux dans les preuves et en particulier pour définir κ∗.
Lorsqu’un refuge ω existe, j’obtiens aussi une description assez complète de l’ensemble des solutions positives
de (5.8). Dans cette situation, je montre que l’existence ou non de solutions positives bornées est régie par
deux paramètres critiques κ∗ et κ∗∗. Ce deuxième paramètre critique est intimement lié à la deuxième condition
nécessaire pour l’existence d’une solution bornée dans une telle situation. On trouvera une description complète
des résultats dans le cas d’un modèle refuge dans [P16].
Remarque 5.3. Au vu des résultats et compte tenu des propriétés de λp, on s’attend à ce que la surface de
culture contrôlé a1 ait un effet bien plus important sur la persistance d’une espèce que la toxicité de la pratique
en elle-même. Mais ceci reste à confirmer par une étude plus approfondie de la dépendance de κ∗ par rapport aux
différents paramètres du problème. Ainsi, si les préconisations faites aux agriculteurs, concernant l’instauration
de zone refuge, ne peuvent que favoriser la persistance d’une espèce, elle n’en sont en rien garantes de sa survie.
5.6 Comparaison entre différentes stratégies de dispersion [P4]
Dans la nature, les organismes vivants ont développé une large variété de stratégies de dispersion. Ces straté-
gies sont le fruit de “choix” évolutifs conduisant à une meilleure adaptation des espèces à leur environnement.
Pour tenter de comprendre ces “choix” évolutifs, l’étude des propriétés des critères de persistance s’avère très
informative. Dans ce contexte, la définition des stratégies de dispersion et la comparaison de leurs mérites res-
pectifs sont déjà des problèmes en soi. Une manière de faire est d’introduire la notion de budget de dispersion,
introduite dans [123]. A cette fin, revenons à la description de la dispersion à longue distance décrite dans le
Chapitre 4 Section 4.1.
5.6.1 Le budget de dispersion
L’idée principal derrière la notion de “budget de dispersion” est la suivante :
A cause de contraintes environnementales ou de développement, on peut considérer que la quantité
d’énergie consacrée par chaque individu pour la dispersion de ces descendants est fixe.
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Notons u, la densité de la population considérée et supposons, par exemple, qu’elle représente une population
d’arbres qui produit et disperse ses graines. Pour cette population, plusieurs stratégies de dispersion sont alors
possibles : elle peut “choisir" de ne disperser que quelques graines sur de longues distances ou un grand nombre
de graines sur une courte distance ou, bien sûr, tout autre stratégie intermédiaire. Nous pouvons donc supposer
que les coûts impliqués dans la dispersion sont proportionnels :
— au nombre de personnes dispersées,
— à une fonction symétrique croissante α qui ne dépend que de la distance parcourue.
Par exemple, pour une population d’arbres, la fonction α peut, en quelque sorte, être liée à la quantité d’énergie
utilisée pour produire des semences avec des formes sophistiquées et/ou des composants permettant de profiter
du vent, de la gravité ou de tout autre moyen de transport.
Maintenant, si on discrétise uniformément l’espace Rd par des cubes de volume ∆x centré en xi et qu’on
discrétise le temps en intervalle ∆t, on peut calculer les coûts C(xi, xj) associés au transfert d’un site j vers un
site i
C(xj , xi) = k(xj , xi)α(xi − xj)u(xj , t)(∆x)2∆t,
où le terme k(xj , xi)u(xj , t)(∆x)2∆t représente le nombre total d’individus transférés d’un site j vers une site
i au moyen du noyau de dispersion k. Au cours de l’intervalle de temps ∆t, le coût total pour un site typique j
est donc :
u(xj , t)∆x∆t
∑
i
k(xj , xi)α(xi − xj)∆x.
Si pour chaque individu, la quantité d’énergie consacrée pour la dispersion de ces descendants est fixe, cela
implique que ∑
i
k(xi, xj)α(xj − xi)∆x = c0
où c0 > 0 est une constante. En faisant tendre le volume des cubes ∆x vers 0, on obtient
ˆ
Rd
k(x, y)α(y − x) dx = c0.
Pour un noyau de dispersion k qui ne dépend que de la distance parcourue, (ie k(x, y) = J(x− y)), on obtient
ˆ
Rd
J(z)α(z) dz = c0. (5.12)
En fixant α et c0, on conditionne le choix du noyau utilisé pour décrire le processus de dispersion. En effet,
pour que la contrainte (5.12) soit vérifiée on utilisera le noyau c0´
Rd
J(z)α(z) dz
J(z) pour décrire le processus de
dispersion i.e. (L
Rd
−j). Fixer le budget de dispersion signifie maintenant que le processus de dispersion impliqué
est défini par l’opérateur
D[ϕ] := L
Rd
[ϕ]− j(x)ϕ = c0´
Rd
J(z)α(z) dz
(J ⋆ ϕ− ϕ).
5.6.2 Influence du rayon de dispersion
Pour étudier les effets du rayon de dispersion sur la survie d’une espèce, il est raisonnable d’étudier les
critères de persistance d’un modèle Fisher-KPP pour une famille de noyaux Jε(z) := 1εd J
(
z
ε
)
. Si la dispersion
est contrainte par un budget de dispersion, on est amené à étudier des critères d’existence de solutions positives
pour l’équation
Dε[u] + u(x)(a(x) − u(x)) = 0 dans Rd,
où Dε[ϕ] := c0´
Rd
Jε(z)α(z) dz
(Jε ⋆ ϕ− ϕ) et a décrit la niche écologique de l’espèce.
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Pour la fonction de coûts α(z) = |z|m, le terme c0´
Rd
Jε(z)α(z) dz
se calcule simplement et on obtient
Dε[ϕ] = α0(m)
εm
(Jε ⋆ ϕ− ϕ) avec α0 := c0´
RN
J(z)|z|m dz .
Notons,Mε,m l’opérateur définie par Dε pour la fonction de coût α(z) = |z|m, i.e.
Mε,m [ϕ] :=
α0(m)
εm
(Jε ⋆ ϕ− ϕ).
Pour ce type de fonction de coûts, on étudie donc le comportement du critère d’existence de solutions positives
de l’équation
M
ε,m
[u](x) + u(x)(a(x) − u(x)) = 0 dans Rd, (5.13)
en fonction de ε et m.
De la formulation de l’opérateur de dispersionMε,m, deux stratégies se dégagent. L’espèce a le “choix" entre
ε grand, ce qui correspond à une stratégie consistant à disperser très loin peu de descendants ou ε petit, ce
qui correspond à la stratégie inverse, c’est-à-dire disperser un grand nombre de descendants sur une courte
distance.
En collaboration avec H. Berestycki et H. Vo [P4] nous étudions le problème (5.13) où a décrit une niche
écologique bornée (lim sup|x|→∞ a(x) < 0). Dans cette situation, nous étudions séparément les trois situations
suivantes : m = 0, 0 < m < 2 et m = 2. Commençons par le cas m = 0. Dans ce cas, nous obtenons le résultat
suivant :
Théorème 5.6 ([P4]). Soient J et a ∈ C0,1(Rd)∩L∞(Rd) tels que J vérifie (H1−H2) et a satisfait la condition
lim sup|x|→∞ a(x) < 0 et soit m = 0. Alors il existe ε0 ∈ (0,+∞] tel que pour tout ε < ε0 il existe une solution
positive uε de (5.13). Par ailleurs, en ε0, nous avons
lim
ε→ε0
uε(x) = (a(x) − 1)+,
où s+ désigne la partie positive de s (ie s+ = sup{0, s}). En outre, nous avons
lim
ε→0
uε(x) = v(x) pour presque tout x ∈ Rd
où v est une solution bornée positive de
v(x)(a(x) − v(x)) = 0 dans Rd.
Lorsque ε0 < +∞ et, en plus, a(x) est symétrique (a(−x) = a(x) pour tout x) et l’application t → a(tx) est
décroissante pour tout x, t > 0, alors ε0 est optimal, en ce sens que pour tout ε ≥ ε0 il n’y a pas de solution
positive de (5.13).
Comme dans le cas classique, on voit que les stratégies avec un faible rayon de dispersion sont toujours
garantes de la persistance de l’espèce. Lorsque m > 0, la caractérisation change et une nouvelle structure
émerge. En particulier, pour les grandes valeurs de ε, nous montrons qu’il existe toujours une solution positive.
Pour être plus précis, nous obtenons les théorèmes suivants :
Théorème 5.7 ([P4]). Soient J et a ∈ C0,1(Rd)∩L∞(Rd) tels que J vérifie (H1−H2) et a satisfait la condition
lim sup|x|→∞ a(x) < 0 et soit 0 < m < 2. Alors il existe ε0 ≤ ε1 ∈ (0,+∞) tels que pour tout ε < ε0 et pour
tout ε ≥ ε1 il existe une solution positive uε de (5.13). En outre, nous avons
lim
ε→+∞
‖uε − a+‖∞ = 0, lim
ε→+∞
‖uε − a+‖L2(Rd) = 0.
Par ailleurs, en supposant de plus que la fonction a ∈ C2(Rd), nous avons
lim
ε→0
uε(x) = v(x) pour presque tout x ∈ Rd,
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où v est une solution bornée positive de
v(x)(a(x) − v(x)) = 0 dans Rd.
Dans ce dernier théorème, nous notons D2(J) le second moment de J i.e.
D2(J) :=
ˆ
Rd
J(z)|z|2 dz.
Théorème 5.8 ([P4]). Soient J et a ∈ C0,1(Rd)∩L∞(Rd) tels que J vérifie (H1−H2) et a satisfait la condition
lim sup|x|→∞ a(x) < 0 et soit m = 2. Alors il existe ε1 ∈ (0,+∞] tel que pour tout ε > ε1 il existe une solution
positive uε de (5.13). De plus,
lim
ε→+∞
uε = a
+(x).
En outre, si J est radialement symétrique, nous avons la dichotomie suivante
— Lorsque λ1
(
D2(J)
2N ∆+ a(x)
)
< 0, il existe ε0 ∈ (0,∞) tel que pour tout ε ≤ ε0 il existe une solution
positive de (5.13) et
uε → v, dans L2loc(Rd),
où v est l’unique solution positive et bornée de
D2(J)
2N
∆v(x) + v(x)(a(x) − v(x)) = 0 dans Rd.
— Lorsque λ1
(
D2(J)
2N ∆+ a(x)
)
> 0, il existe ε0 ∈ (0,∞) tel que pour tout ε ≤ ε0 l’équation (5.13) n’admet
pas de solution positive bornée.
Ces résultats mettent clairement en évidence les effets de la fonction de coût sur la persistance d’une espèce.
Surtout quand m = 2, les stratégies de dispersion ayant un faible rayon de dispersion peuvent ne pas être
optimales. En effet, dans certaines situations (λ1
(
D2(J)
2N ∆+ a(x)
)
> 0), une population ayant adopté une telle
stratégie peut s’éteindre. En un sens, lorsque m = 2, la situation est opposée au cas m = 0.
Remarque 5.4. Le cas m > 2 peut aussi être traité par l’analyse produite dans [P4]. Dans ce cas, on montre
qu’il existe ε0 tel que pour tout ε ≤ ε0 il n’existe pas de solution positive du problème. En quelque sorte, la
stratégie ε ≈ 0 est une stratégie vouée à l’extinction de l’espèce.
5.6.3 Conséquences de ces résultats théoriques
D’un point de vue écologique, ces résultats donnent un aperçu de l’impact de la fonction de coût sur les
différentes stratégies de dispersion possibles. Les trois cas envisagés m = 0, 0 < m < 2, et m = 2 offrent
des situations contrastées en terme de persistance des espèces. En l’absence de coût (m = 0), on retrouve les
résultats connus dans le cas d’une diffusion classique. La stratégie optimale est de réduire au maximum son
rayon de dispersion et les stratégies avec un grand rayon de dispersion sont souvent néfastes pour la survie de la
population. Lorsque l’on introduit un coût à la dispersion, on observe certains effets inattendus (Cf. le casm = 2
où la fonction de coût peut altérer suffisamment la persistance d’une espèce pour rendre une stratégie a priori
optimale (m = 0, ε petit) en une stratégie potentiellement létale pour l’espèce (m = 2, ε petit)).
Pour étudier davantage les effets du budget dispersion sur les différentes stratégies, nous avons utilisé la notion
de Stratégie évolutive stable (ESS) introduit en Dynamique Adaptive, voir par exemple [77, 78, 149, 196]. Le
concept d’ESS vient de la théorie des jeux et remonte aux travaux de Hamilton [110] sur l’évolution du sex-
ratio. Grosso modo, une stratégie évolutive stable est une stratégie telle que, si la plupart des membres de la
population l’adopte, il n’y a pas de stratégie “ mutante ” qui donnerait une capacité de reproduction plus élevée.
Dans ce cadre, les stratégies sont comparées à l’aide de la notion de “relative pay-off” [190]. Ce concept a
récemment été utilisé et adapté dans plusieurs contextes pour étudier les traits liées à la dispersion des individus,
voir par exemple [81, 115, 124] pour une dispersion inconditionnelle, [6, 52, 53, 54, 63, 73, 71, 106] pour une
dispersion conditionnelle et [123, 131] pour une dispersion à longue distance. On pourra se référer à [72] pour
une review sur ce sujet.
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Dans ces travaux, l’idée générale est de comparer les stratégies de dispersion à travers l’analyse d’un critère
d’invasion. Dans notre situation, suivant cette idée, les stratégies peuvent être comparées par l’étude du système
de compétition suivant
∂tu(t, x) =Mε1,m[u](t, x) + u(t, x)(a(x) − u(t, x)− v(t, x)) sur R+ × Rd
∂tv(t, x) =Mε2,m[v](t, x) + v(x, t)(a(x) − u(t, x)− v(t, x)) sur R+ × Rd
où u est une population qui a adopté la stratégie de dispersion ε1 et v la stratégie ε2. La notion d’ESS est alors
liée à une condition d’invasion, condition définie par la stabilité de la solution stationnaire (u∗, 0). L’analyse
de la stabilité de cet équilibre conduit ainsi à évaluer le signe de la valeur propre principale de l’opérateur
Mε2,m + a − u∗. Lorsque λp(Mε2,m + a − u∗) < 0, l’équilibre (u∗, 0) est instable et un mutant peut envahir le
territoire. Par conséquent, la stratégie suivie par u ne sera pas une ESS. Au contraire, quand λp(Mε2,m+a−u∗) >
0 l’équilibre (u∗, 0) est stable et un mutant ne pourra pas envahir son territoire, ce qui qualifie cette stratégie
pour être une possible ESS.
Lorsquem = 0, comme dans le cas d’une diffusion classique (∼ ∆), on voit que la stratégie singulière ε = 0 est
une ESS. Ce n’est plus le cas lorsque l’on considère une fonction de coût quadratique (m = 2). En effet, quand
m = 2, la stratégie de moindre rayon de dispersion (ε = 0) se ramène à l’étude du signe de λp(Mε2,2 + a− u∗)
où u∗ est la solution de
D2(J)
2N
∆u∗ + u∗(a(x) − u∗) = 0.
Or, pour ε2 assez grand, λp(Mε2,2 + a− u∗) ≤ − supRd(a(x)− u∗) < 0 (Cf. Chapitre 3, Théorème 3.13) et donc
l’équilibre (u∗, 0) est instable. Ainsi cette stratégie singulière n’est pas une ESS.
Lorsque 0 < m < 2, l’effet de la fonction de coût est double, à la fois les grands et petits rayons de dispersion
s’avèrent des stratégies pouvant être favorables pour la survie d’une espèce. En effet, soit ε1 le rayon de dispersion
associé à l’une des espèces et notons u∗ l’équilibre atteint par cette population, alors u∗ > 0 (ou u∗ = 0 s’il n’y a
pas d’équilibre positif) est la solution deMε1,m[u∗] + u∗(a − u∗) = 0. En outre, par application du principe du
maximum, sup
Rd
(a− u∗) > 0. Maintenant, soit ε2 le rayon de dispersion associé à une autre espèce. Regardons
le signe de λp(Mε2,m + a− u∗). De nos résultats sur les propriétés de la valeur propre principale, (Cf. Chapitre
3, Théorème 3.13), pour ε2 assez grand ou assez petit, nous avons λp(Mε2,m + a− u∗) ≈ − supRd(a − u∗). En
conséquence, pour ε2 assez grand ou assez petit, λp(Mε2,m + a − u∗) < 0 et la population ayant le rayon de
dispersion ε1 sera anéantie.
5.7 Discussion et Perspectives
Les perspectives de recherche sur les critères de survie et leurs applications sont multiples et variées. Je ne
mentionnerai que quelques pistes de recherche future.
— Si les critères de persistance sont maintenant relativement bien compris dans le cadre de domaines bornés
ou pour des hétérogénéités spatiales simples (périodique, niche compact), ce n’est pas le cas pour des
hétérogénéités spatiales ou temporelles plus complexes (Shift temporel a(x − ct), périodicité ou quasi-
périodicité en espace-temps, . . .). En outre, pour des domaines non bornés, l’établissement de critères
optimaux reste sujet à une condition assez restrictive sur le noyau k(x, y). De mon point de vue, cette
condition semble technique et les critères dérivés pour des noyaux à support borné devraient être vrais
pour des noyaux k(x, y) généraux. L’un des verrous techniques identifié est l’absence d’identité de type
Harnack pour des noyaux à support non-borné.
— L’utilisation de ces critères pour l’analyse de problématiques écologiques et/ou génétiques est un autre
champ de recherche très vaste où il reste encore beaucoup à faire. Que se soit dans l’étude du problème de
contrôle partiel ou dans l’analyse des stratégies de dispersion, les résultats obtenus soulèvent de multiples
problèmes. Une compréhension accrue de la dépendance de λp(LΩ + a) par rapport au domaine, pourrait
par exemple permettre de mieux évaluer le seuil critique κ∗ dans l’évaluation de l’impact de certaines
pratiques agricoles.
— La comparaison des différentes stratégies de dispersion et la recherche d’ESS est un sujet où de nombreux
problèmes restent encore sans réponse. Le manque de Théorèmes de compacité associés à ces problèmes
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rend parfois leur étude assez délicate. L’obtention d’une caractérisation des espaces de Sobolev Fraction-
naire dans l’esprit de celle obtenue par Bourgain Brezis et Mironescu [34], permettrait de palier à ce
manque de compacité. L’obtention de propriétés plus fines sur les dépendances de λp par rapport à ε
et m (monotonie, convexité,. . .) est un autre objectif important. Enfin, l’utilisation d’autres fonctions de
coût et une réflexion approfondie sur la modélisation permettraient d’intégrer et d’étudier de nouveaux
phénomènes, tel la rétraction de zones d’habitats favorables.
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6 Propagations et invasions
Dans les modèles du chapitre précédent, lorsque la population survit et qu’il existe une solution stationnaire
positive u˜ décrivant la population à son équilibre, pour toutes données initiales u0 ≥ 0, la solution u(t, x) du
problème de Cauchy associé converge vers cet état stationnaire. L’étude de cette convergence et des effets des
hétérogénéités spatiales sur cette convergence sont l’objet de ce chapitre.
Depuis les travaux de Fisher [91] et Kolmogorov, Petrovskii et Piskunov [133], l’étude des solutions du type
fronts progressifs s’est révélée très efficace pour caractériser finement les transitions entre états stationnaires qui
peuvent exister dans les modèles de réaction-diffusion [5, 90, 98, 108, 193, 198]. Ces fronts progressifs, quand
ils existent, sont des solutions particulières de l’équation considérée décrivant une transition à vitesse constante
d’un état stationnaire à un autre. Dans le contexte d’un modèle de réaction diffusion
∂tu(t, x)−∆u(t, x) = f(t, x, u(t, x)) dans R+ × Rd, (6.1)
on cherchera à étudier des solutions u(t, x) := ψ(x · e − ct, t, x) où c représente la vitesse du front, e ∈ Sd−1
est une direction de l’espace et ψ un profil vérifiant en sus certaines propriétés imposées par la structure de
l’environnement. Par exemple, si f(t, x, u) est une fonction périodique de t et x, on supposera que ψ l’est aussi.
Dans le cas d’une équation homogène i.e. f(t, x, u) = f(u), on cherchera des fronts plan u(t, x) := ψ(x · e− ct).
Ainsi, si 0 et 1 sont deux équilibres, en posant ξ := x · e− ct le couple (c, ψ) vérifie alors
ψξξ + cψξ + f(ψ) = 0 pour tout ξ ∈ R, (6.2)
lim
ξ→+∞
ψ(ξ) = 0, lim
ξ→−∞
ψ(ξ) = 1. (6.3)
Remarque 6.1. Bien évidemment, on peut aussi chercher à construire des solutions entières de la forme
u(t, x) := ψ(x · e+ ct, t, x) avec les conditions aux limites adéquates.
Dans ce cadre homogène, les résultats sur les fronts progressifs sont bien connus pour trois grandes classes de
non-linéarité : bistable, ignition et monostable
bistable ignition type KPP type
1 0 100 1 aa s
f(s)
Pour les cas bistable et ignition, la vitesse du front est unique et le profil est monotone, unique à translation
près [5, 90, 128, 129, 204]. Dans le cas monostable et KPP, la situation est différente et il existe une demi-droite
de vitesses possibles [c∗,+∞), [5, 91, 133, 130]. Nous renvoyons à [98] pour une classification récente de ces
solutions au moyen de la notion de front poussé et front tiré.
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Figure 6.1  Simulation d'un front se déplaçant de la gauhe vers la droite
Pour l’extension de ces résultats à des environnements hétérogènes (périodique en espace, périodique en
temps et espace, ergodique, . . . ) et/ou des géométries complexes, on se référera à [15, 19, 25, 86, 107, 146,
145, 147, 154, 162, 185, 201, 199]. Remarquons que dans le cadre hétérogène, la notion de front planaire ne
fait plus sens et doit être remplacée par une notion plus adaptée. Dans le cas périodique, on parlera de fronts
pulsatoires. Dans ce cadre, les solutions particulières u(t, x) := ψ(x · e − ct, x) vérifierons en sus une condition
de périodicité en x.
Figure 6.2  Simulation d'un front pulsatoire se déplaçant de la gauhe vers la droite
Enfin, signalons [18, 17] pour une définition généralisée des fronts de propagation pour une large famille
d’équations de réaction-diffusion.
L’étude de ce type de solutions pour les modèles de réaction dispersion est plus récente et les résultats sont
moins nombreux. Le cas homogène, f(x, u) = f(u), est bien évidemment la situation où nombres de résultats
sont connus. Les sections qui suivent résument mes contributions dans l’étude des fronts pour l’équation
∂tu(t, x) = J ⋆ u(t, x)− u(t, x) + f(t, x, u(t, x)) (6.4)
avec J un noyau intégrable régulier et f une non-linéarité du type bistable, ignition ou monostable, selon le
contexte étudié. Commençons par le cas homogène.
6.1 Le cadre homogène [P22, P23, P9, P10, P11, P12]
Dans ce contexte f(t, x, u) = f(u) et l’étude des fronts solutions de (6.4) se ramène à étudier le problème
suivant :
J ⋆ ψ − ψ + cψξ + f(ψ) = 0 dans R, (6.5)
lim
ξ→−∞
ψ(ξ) = 1, lim
ξ→+∞
ψ(ξ) = 0, (6.6)
où J est le noyau :
J(s) :=
ˆ
Hs
J (y) dy
avec Hs = {y ∈ Rd : 〈y, e〉 = s}.
L’existence d’un front planaire (c, ψ) a été établi pour les trois grandes classes de non-linéarité mentionnées
ci-dessus (bistable, ignition et monostable). En particulier, pour f bistable ou ignition et pour un noyau J
intégrable, régulier et de premier moment fini, il existe une unique vitesse c admissible [2, 9, 62, P22, P10].
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Quand f est du type monostable, comme dans le cas classique, il existe une demi-droite de vitesse admissible
pourvu que le noyau J décroisse suffisamment vite [55, P24, P11, P19, 88, 89, 148, 153, 181, 198]. Plus
précisément, si
∃λ > 0, tel que
ˆ
R
J(z)eλ|z| dz < +∞, (CM)
alors, il existe une vitesse critique c∗ telle que pour toute vitesse c ≥ c∗, il existe une solution positive ψ vérifiant
(6.5)-(6.6). De plus, dans le cas d’une fonction du type KPP, c∗ est donné par la formule suivante :
c∗ := inf
λ>0
1
λ
(ˆ
R
J(z)eλz dz − 1 + f ′(0)
)
.
Cette condition sur le noyau est été introduite par Mollison [153] et est depuis appelée “condition de Mollison".
Pour des non-linéarités du type KPP, la condition de Mollison est indispensable. En effet, en supprimant cette
hypothèse, intuitivement on s’aperçoit que c∗ = +∞, ce qui moralement exclut l’existence de fronts. Yagisita
[202] montre rigoureusement que cette condition de Mollison est en faite une condition nécessaire à l’existence
des fronts. Quand le noyau ne vérifie pas cette condition, les travaux récents de Garnier [97] montrent que les
solutions positives u(t, x) de l’équation (6.4) avec donnée initiale à support compact accélèrent. Pour montrer
cette accélération, Garnier obtient des estimations précises sur les positions des lignes de niveaux de la fonction.
Plus précisément, pour λ ∈ (0, 1), si on considère une ligne de niveau Eλ(t) := {x ∈ Rd |u(t, x) = λ} alors pour
tout xλ ∈ Eλ,
min
(
J−1
(
e−(f
′(0)−ε)t
)
∩ [0,+∞)
)
≤ |xλ(t)| ≤ max
(
J−1
(
e−ρt
) ∩ [0,+∞)) , pour t suffisamment grand.
De cet encadrement, on prouve le phénomène d’accélération. Par exemple, pour un noyau à décroissance
algébrique J ∼ |x|−α, on déduit qu’il existe c0, C0 positives telles que |xλ(t)| vérifie
c0t ≤ ln(|xλ(t)|) ≤ C0t.
Ainsi |xλ(t)|t2 > 0, ce qui prouve l’accélération. De ces estimations, on quantifie plus précisément l’accélération.
Pour un noyau algébrique, on voit que |xλ(t)| se déplace à vitesse exponentielle.
Remarque 6.2. Pour un noyau J ∼ e−|x|α avec α < 1, on obtient l’encadrement
c1t
1
α ≤ |xλ(t)|) ≤ C1t 1α .
Comme pour le noyau algébrique, on obtient |xλ(t)|t2 > 0. Par contre, l’accélération est plus lente et |xλ(t)| se
déplace à une vitesse algébrique sur-linéaire.
Ce phénomène d’accélération n’a été prouvé que pour des non-linéarités monostables vérifiant f ′(0) > 0.
Quand f ′(0) = 0, des simulations numériques suggèrent l’existence de fronts pour des noyaux ne vérifiant pas
la condition de Mollison. Des résultats récents obtenus en collaboration avec M. Alfaro viennent confirmer ce
constat [WiP1]. Le phénomène d’accélération semble ainsi lier aussi bien à la décroissance du noyau qu’au degré
d’annulation de f (k)(0), i.e.
(
inf k ∈ N, k > 0 tel que f (k)(0) > 0). Cependant, la caractérisation complète des
transitions reste encore un problème ouvert à ce jour.
Ma contribution à ce sujet a été de compléter les résultats sur l’existence de fronts et leurs caractérisations.
Tout d’abord, j’ai généralisé les résultats d’existence de fronts obtenus pour des noyaux symétriques et pour
f(s) = s(1 − s) dû à Schumacher [181] au cas de non-linéarités du type ignition et monostable [P22, P10].
En parallèle, sous des hypothèses très faibles sur J , j’ai aussi obtenu des résultats d’unicité et de monotonie
des fronts pour les trois classes de non-linéarités pré-citées [P9]. La combinaison de ces deux résultats a permis
d’obtenir différentes caractérisations variationnelles pour la vitesse c∗ [P23]. En particulier, en collaboration
avec L. Dupaigne, je montre que :
— pour f bistable ou ignition, l’unique vitesse admissible c∗ vérifie les identités suivantes
c∗ = min
w∈X
sup
ξ∈R
{
J ⋆ w − w + f(w)
w′
}
= max
w∈X
inf
ξ∈R
{
J ⋆ w − w + f(w)
w′
}
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— pour f monostable, la vitesse minimale c∗ vérifie l’identité suivante
c∗ = min
w∈X
sup
ξ∈R
{
J ⋆ w − w + f(w)
w′
}
où X = {w ∈ C0(R)|w est strictement croissante, w(+∞) = 1 et w(−∞) = 0}.
Suite à cette première série de travaux, constitutifs de ma thèse de doctorat [P22], en introduisant une
nouvelle méthode, j’ai généralisé ces résultats, d’existence, d’unicité et de monotonie des fronts progressifs à
des noyaux positifs généraux [P24, P12].
Pour une non-linearité du type bistable ou ignition, je montre en autre :
Théorème 6.1. Soient J ∈ C(Rd), J ≥ 0 tel que ´
R
J(z)|z| dz < +∞ et f ∈ C0,1, f(0) = f(1) = 0 du type
bistable ou ignition, alors il existe un unique c ∈ R pour lequel il existe un front ψ solution de (6.5)–(6.6). De
plus ce front est monotone
Les estimations a priori obtenues lors de la construction de ce front sont très robustes et permettent de prouver
l’existence de fronts pour des noyaux moins réguliers, entre autre des mesures positives J de premier moment
fini. Les résultats obtenus restent valides même pour des noyaux positifs dont l’opérateur J ⋆ ϕ − ϕ ne vérifie
pas le principe du maximum fort.
Dans le cas monostable, en collaboration avec J. Davila et S. Martinez j’ obtiens
Théorème 6.2 ([P12]). Soient J ∈ C(Rd), J ≥ 0 tel que ´
R
J(z)|z| dz < +∞ et f ∈ C0,1, f(0) = f(1) = 0 du
type monostable. Supposons de plus qu’il existe (κ,w) avec w ∈ C(R) une sur-solution de (6.5)–(6.6) prenant
au moins une valeur strictement inférieure à 1, i.e w satisfait
J ⋆ w − w + κwξ + f(w) ≤ 0 pourtout ξ ∈ R,
lim
ξ→+∞
w(ξ) ≥ 0, lim
ξ→−∞
w(ξ) ≥ 1
et il existe x0 ∈ R tel que w(x0) < 1. Alors il existe une vitesse critique c∗ ≤ κ, telle que pour tout c ≥ c∗ il
existe un front monotone (c, ψ) solution de (6.5)–(6.6), et pour tout c < c∗ il n’existe pas de front monotone de
vitesse c.
Le résultat précédent bien que très générique donne peu d’information sur la vitesse c∗ ainsi que sur les
propriétés des fronts (unicité, comportement asymptotique, . . .). En se plaçant dans un cadre plus restrictif,
c’est à dire J non symétrique vérifiant la condition (CM) et f monostable avec f ′(0) > 0, on caractérise plus
précisément ces fronts. Sous ces conditions, on peut définir
c1 := inf
λ>0
1
λ
(ˆ
R
J(z)eλz dx+ f ′(0)− 1
)
,
et montrer que c∗ ≥ c1. La preuve de cette inégalité repose sur les propriétés asymptotiques des fronts et permet
une caractérisation précise de leur décroissance en +∞. Pour c ≥ c1, si on note λ(c) l’unique solution minimale
λ > 0 de
cλ+
ˆ
R
J(z)eλzdx+ f ′(0)− 1 = 0
alors on a
Théorème 6.3 ([P12]). Soient f monostable tel que f ′(0) > 0 et J une densité de probabilité régulière vérifiant
la condition de Mollison. Supposons de plus que f ∈ C1,γ au voisinage de 0 et qu’il existe m ≥ 1, δ > 0, A > 0
tels que
|s− f(s)| ≥ Asm pour tout 0 ≤ s < δ. (6.7)
Alors c1 ≤ c∗ et si ψ est une solution de (6.5)–(6.6), 0 ≤ ψ ≤ 1, ψ 6≡ 0, alors on observe le comportement
suivant : {
0 < limx→−∞
u(x)
|x|eλ(c∗)x <∞ quand c = c1,
0 < limx→−∞
u(x)
eλ(c)x
<∞ quand c > c∗. (6.8)
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Ce résultat permet de caractériser le comportement asymptotique des fronts dans presque tous les cas, le seul
cas non couvert étant la situation c = c∗ > c1. Dans cette situation, le comportement asymptotique du front
n’est toujours pas connu et reste un problème ouvert. Notons que pour f de type KPP, on a
c∗ = c1,
ce qui exclut de facto la situation c = c∗ > c1 .
On peut observer que pour des noyaux symétriques, l’inégalité de Jensen implique que c1 > 0. Ceci n’est pas
nécessairement vrai pour des noyaux généraux et il est assez simple de construire des exemples où c1 ≤ 0. On
obtient ainsi des situations où un front de vitesse nulle existe. Ces solutions stationnaires ne sont pas toujours
régulières et peuvent même être discontinues. Dans un tel cas, il existe en fait une infinité de profils solutions.
Nos travaux permettent de mieux cerner les hypothèses essentielles pour l’existence de fronts et tout particu-
lièrement la condition de Mollison. Concernant celle-ci, on s’aperçoit que l’existence de fronts est liée plutôt à
la condition ˆ +∞
0
J(z)eλz dz < +∞ pour 0 < λ < λ0
quand on regarde des fronts se propageant de gauche à droite et à la condition
ˆ +∞
0
J(−z)eλz dz < +∞ pour 0 < λ < λ0
si l’ on cherche des fronts se propageant de droite à gauche. En conséquence, pour des noyaux asymétriques, on
peut facilement construire un noyau J non symétrique violant la condition (CM) mais pour lequel on peut tout
de même construire des fronts dans certaines directions.
Remarque 6.3. L’originalité de ces travaux vient aussi en partie des méthodes introduites et utilisées dans
l’analyse et la construction des fronts. Je me suis appuyé en particulier sur des techniques se basant sur le
principe de maximum (méthode des itérations monotones, méthode de glissement, sur et sous-solutions, . . . ),
techniques classiques dans l’analyse des EDP. Bien évidemment, une adaptation au cadre non locale a été
nécessaire ce qui réduit le panel de techniques utilisables.
6.2 Le cadre hétérogène [P20]
Dans un cadre hétérogène, l’étude des fronts progressifs, solution du problème (6.4) est nettement plus ardue
et à ma connaissance, l’existence de fronts a été établie seulement pour des hétérogénéités périodiques en
temps [11], en espace [P20, 187] ou en espace-temps [175]. Les premiers résultats ont été obtenus par Bates
et Chen [11] pour une non-linéarité bistable périodique en temps. Ce type d’hétérogénéités reste assez simple à
appréhender car il diffère peu du cas homogène et les techniques utilisées dans le cas homogène sont aisément
transposables. Ce n’est plus le cas quand on considère une hétérogénéité périodique en espace ou périodique
en espace temps. Dans ce contexte, les fronts planaires ou périodiques n’existent plus et la notion de front doit
alors être remplacée par une notion plus générale, celle des fronts pulsatoires, introduite par Shigesada [189]
et par Xin [201]. Voici de quoi il s’agit, considérons l’équation non-locale
∂tu(t, x) = J ⋆ u(t, x)− u(t, x) + f(x, u(t, x)) pour t, x ∈ R+ × Rd. (6.9)
avec f(x, s) périodique en x de période L ∈ Zd, i.e (L := (L1, . . . , Ld)). Alors un front pulsatoire reliant 2 états
stationnaires périodiques p0, p1 de (6.9) est une solution de la forme u(t, x) := ψ(x · e− ct, x) où e est un vecteur
unitaire de Rd, c ∈ R, et ψ(s, x) est une fonction périodique en x vérifiant,
lim
s→+∞ψ(s, x) = p0(x) uniformément en x
lim
s→−∞
ψ(s, x) = p1(x) uniformément en x.
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La constante c est alors appelée “vitesse effective” du front. On peut remarquer que ce front pulsatoire vérifie la
propriété suivante :
∀ k ∈
d∏
i=1
LiZ, ∀x ∈ Rd, u
(
t+
k.e
c
, x
)
= u(t, x+ k).
Historiquement, la première définition des fronts pulsatoires, celle introduite par Shigesada [189], s’appuie sur
cette propriété plutôt que sur les solutions entières de la forme ψ(x · e− ct, x).
Les premiers résultats sur les fronts pulsatoires pour l’équation non locale (6.9) ont été obtenus simultanément
par Shen et Zhang [187] et par Davila, Martinez et moi-même [P20] pour une non-linéarité f(x, s) du type KPP
en la variable s et pour un noyau symétrique J ayant une décroissance rapide. C’est à dire dans le cas où
f : Rd × [0,∞)→ R [0, 1]d-périodique en x vérifie :


f ∈ C3(Rd × [0,∞)),
f( · , 0) ≡ 0,
f(x, s)/s est strictement décroissante par rapport à s > 0,
il existeM > 0, tel que f(x, s) ≤ 0 for all s ≥M et pour tout x.
et J : Rd → R qui satisfait la condition (CM) et tel que :

J ≥ 0,
ˆ
Rd
J = 1, J (0) > 0,
J est régulier, symétrique.
Sous ces hypothèses, l’existence de fronts pulsatoires est uniquement conditionnée par le signe de la valeur
propre principale généralisée du problème spectral :
J ⋆ ϕ− ϕ+ fs(x, 0)ϕ+ λϕ = 0 sur Rd,
où ϕ ∈ Cper(Rd), l’espace des fonctions continues périodiques de Rd. Cette valeur propre principale généralisée
est définie par
λ0 = sup{ µ ∈ R | ∃ϕ ∈ Cper(Rd), ϕ > 0, telle que J ⋆ ϕ− ϕ+ fs(x, 0)ϕ+ µϕ ≤ 0}.
Plus précisément, on a
Théorème 6.4 ([P20, 187]). Supposons que λ0 < 0 et qu’il existe ϕ ∈ Cper(Rd), ϕ > 0 une fonction propre
associée à λ0. Alors il existe une unique solution stationnaire positive et périodique p(x) de (6.9). De plus pour
tout vecteur unitaire e ∈ Rd, il existe c∗e > 0, tel que pour tout c ≥ c∗e l’équation (6.9) admet un front pulsatoire
u(t, x) = ψ(x.e− ct, x) de vitesse effective c. En outre, pour c < c∗e, une telle solution n’existe pas.
La vitesse minimale c∗e est donnée par la formule :
c∗e := inf
µ>0
(−λµ
µ
)
où λµ est la valeur propre principale du problème
Jµ ⋆ ϕ− ϕ+ fs(x, 0)ϕ + µϕ = 0 sur Rd
avec Jµ(x) := J (x)eµx.e.
Outre les méthodes employées pour la construction des fronts pulsatoires, nos résultats [P20] diffèrent de
ceux de Shen et Zhang [187] par bien des aspects. En particulier, nous prouvons que les fronts pulsatoires sont
réguliers. Par ailleurs, à la différence de la méthode proposée par Shen et Zhang, notre approche nous permet
de construire des fronts de vitesse critique c∗e. L’obtention de la régularité des fronts peut sembler anecdotique,
il n’en est rien. Ce résultat de régularité est un élément essentiel dans la construction des fronts et reste valide
pour d’autres types de non-linéarités.
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Comme corollaire de notre construction, nous obtenons le comportement asymptotique de ψ(s, x) quand
s→ ±∞. Plus particulièrement, nous montrons que
Théorème 6.5. Supposons que λ0 < 0 et qu’il existe ϕ0 ∈ Cper(Rd), ϕ0 > 0 une fonction propre associée à λ0.
Alors, pour tout vecteur unité e ∈ Rd et c ≥ c∗e,
a) il existe µ(c) > 0 et C > 0 tels que
ψ(s, x) ≤ Ce−µs ∀x ∈ Rd, ∀s ∈ R.
b) il existe σ,C > 0 tels que
0 ≤ p(x)− ψ(s, x) ≤ Ceσs ∀x ∈ Rd, ∀s ≥ 0.
Ces asymptotiques sont des éléments importants nous permettant de dériver la régularité des fronts pulsa-
toires. Intuitivement, pour un front pulsatoire ψ, on s’attend à observer le comportement suivant :
ψ(s, x) = e−µsw(x) + o(e−µs) quand s→ +∞, x ∈ Rd
où w est une fonction positive et périodique et µ > 0 est donné. Par une adaptation des méthodes Tauberiennes
(Théorème d’Ikeara [200]), on montre que ce type de décomposition est valide en prenant w = ϕµ, la fonction
propre positive périodique associée à la valeur propre principale du problème spectral :
ˆ
Rd
J (x− y)eµ(y−x).ew(y) dy − w + fs(x, 0)w + λw = 0 dans Rd.
Cette décomposition exponentielle, nous permet ensuite d’obtenir un contrôle, localement uniforme, sur les
normes de Sobolev ‖ψ‖W 1,p pour tout p > d, impliquant la régularité du front.
Remarque 6.4. Soulignons que la construction d’un front pulsatoire est nettement plus difficile que dans le cas
d’un front plan. L’une des difficultés principales réside dans l’équation même des fronts pulsatoires. En effet,
après substitution de ψ dans l’équation (6.9), on se ramène à l’étude d’un problème intégrodifférentiel faisant
intervenir un opérateur non local en temps et espace, qui est en un certain sens dégénéré. Plus précisément, on
aboutit à


− cψs =M [ψ]− ψ + f(x, ψ) ∀s ∈ R, x ∈ Rd
ψ(s, x+ k) = ψ(s, x) ∀s ∈ R, x ∈ Rd, k ∈ Zd,
lim
s→−∞
ψ(s, x) = 0 uniformément en x,
lim
s→∞
ψ(s, x) = p(x) uniformément en x,
(6.10)
avec l’opérateur non local
M [ψ](s, x) =
ˆ
Rd
J(x− y)ψ(s+ (y − x) · e, y) dy.
Cette difficulté est aussi présente lors de la construction de fronts pulsatoires pour les équations de réaction-
diffusion et rend hasardeuse l’utilisation des méthodes classiques de construction. En outre, contrairement au
cas homogène, l’absence d’effet régularisant est ici bien plus problématique. En effet, si de l’équation on peut
facilement obtenir la régularité partielle de ψ en s quand c 6= 0, il n’en va pas de même pour la régularité de
ψ en x. Cette difficulté supplémentaire soulève une question plus fondamentale pour ce type de problème, à
savoir, comment obtenir des estimations a priori suffisantes permettant d’avoir des suites d’approximation
pré-compactes. Cette question est au cœur de notre étude et de l’approche que nous développons pour construire
ces fronts [P20].
L’existence ou non d’une fonction propre positive et périodique associée à λ0 est une caractéristique propre de
l’opérateur non local considéré et l’on peut légitimement se demander si l’hypothèse d’existence d’une fonction
propre positive est nécessaire à la construction de fronts. Que ce soit dans notre construction [P20] ou dans
l’approche proposée par Shen et Zhang [187], l’existence de cette fonction propre positive et périodique ϕ0
associée à λ0 est fondamentale.
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Pour obtenir des résultats sans cette hypothèse supplémentaire, l’approche la plus simple est d’utiliser les
critères d’existence de fonctions propres (Chapitre 3, théorème 3.10) et d’approcher f par une suite (fn)n∈N
vérifiant les hypothèses du théorème 6.4. Cependant, les estimations a priori sur les fronts (cn, ψn)n∈N s’avèrent
insuffisantes pour extraire une sous-suite convergente vers un front pulsatoire. Les difficultés techniques en-
gendrées par cette inexistence sont pour nous et pour l’instant insurmontables. Une compréhension accrue
des propriétés de λ0 est nécessaire pour cerner complètement ce problème. Pour l’instant sans cette hypothèse
supplémentaire, l’existence de fronts pulsatoires reste un problème ouvert.
Mes travaux récents sur les propriétés de λ0 et les mesures associées à cette quantité [P14] ouvrent une piste
de réflexion sur l’existence/la non-existence de fronts réguliers en l’absence d’une fonction propre périodique.
En exemple, la simulation suivante (figure 6.3) donne un aperçu des comportements potentiels :
(a) t = 0 (b) t = 10 () t = 20
(d) t = 40 (e) t = 80 (f) t = 160
Figure 6.3  Simulation d'un front pulsatoire onnetant les équilibres 0 et 1 dans le as où λ0 n'est pas assoiée à
une fontion propre. J est une gaussienne,f(x, s) = a(4x)s(1− s) où a(x) = 1−
√
|x| sur [−1, 1] est
prolongée par périodiité. On observe la formation de pi à l'avant du front se propageant à vitesse
onstante
6.3 Dynamique interne [P6, P5]
Le concept de dynamique interne d’un front a permis à J. Garnier, T. Gilleti, F. Hamel et L. Roques d’obtenir
une nouvelle classification des fronts progressifs d’équations de réaction-diffusion [98]. Ce nouveau concept,
s’inspirant d’études sur la dynamique de la diversité lors d’une colonisation [87, 104, 105, 197], consiste à
supposer qu’un front est composé de sous-populations appelées fractions neutres (i.e. sous-population ayant tous
la même capacité de diffusion et le même taux de croissance) et à caractériser la dynamique de ces fractions.
Pour fixer les idées, soit u(t, x) une solution positive de l’équation de réaction diffusion :
∂tu(t, x) = ∂xxu+ f(u), dans R+ × R,
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et supposons que u(t, x) soit composé de plusieurs fractions neutres vi(t, x) ≥ 0 (i ∈ I ⊂ N), c’est à dire ,
u(t, x) =
∑
i∈I
vi(t, x), pour tout t > 0, x ∈ R.
Nécessairement, les fractions vi satisfont{
∂tvi(t, x) = ∂xxvi(t, x) +
vi(t,x)
u(t,x) f(u(t, x)), pour tout t > 0, x ∈ R,
vi(0, x) = v0,i(x), pour tout x ∈ R,
(6.11)
avec la contrainte qu’au temps t = 0,
u(0, x) =
∑
i∈I
v0,i(x), pour tout x ∈ R.
La caractérisation de la solution u sera alors obtenue par les propriétés génériques de ses composants. Dans le
cas des fronts progressifs u(t, x) = ψ(x−ct), l’étude de leur dynamique interne permet d’obtenir une classification
en deux catégories : les fronts poussés et les fronts tirés, dont voici les définitions précises :
Definition 6.1 (fronts tirés). Un front progressif u(t, x) = ψc(x − ct) est dit tiré, si pour n’importe qu’elle
fraction vi vérifiant (6.11), 0 ≤ v0,i ≤ ψc et v0,i(x) = 0 pour x suffisamment grand, on a
vi(t, x+ ct)→ 0 quand t→ +∞, uniformément sur tout compact.
Supposons que ψc soit un front tiré et considérons la fraction vr, satisfaisant à t = 0, vr0 = ψc ·1[α,+∞), où
1[α,+∞) désigne la fonction indicatrice de l’intervalle [α,+∞), pour α ∈ R. Notons vl la fraction correspondante
à la partie restante du front vl0 = ψc ·1(−∞,α). Par définition, cette fraction converge vers 0 dans le référentiel
se déplaçant à vitesse c. Puisque
u(t, x+ ct) = ψc(x) = v
l(t, x+ ct) + vr(t, x+ ct),
il s’ensuit que vr(t, x + ct) converge vers ψc(x) quand t → ∞ dans le référentiel en mouvement. Ainsi, le front
ψc tend à être constitué seulement de la fraction la plus à droite. En d’autres termes, il est tiré par la fraction à
l’avant du front.
Definition 6.2 (fronts poussés). Un front progressif u(t, x) = ψc(x−ct) est dit poussé, si pour n’importe qu’elle
fraction vi vérifiant (6.11), 0 ≤ v0,i ≤ ψc et v0,i(x) 6≡ 0, il existe M > 0 tel que
lim sup
t→+∞
sup
x∈[−M,M ]
vi(t, x+ ct) > 0.
Cette définition signifie que toutes les fractions d’un front poussé se propage à la même vitesse c. En d’autres
termes, le front est poussé par toutes ses fractions.
Figure 6.4  Représentation shématique d'un front ψ (ourbe noire) omposé de 6 frations. Chaque fration est
représentée par une ouleur.
Ce concept très intuitif est adaptable à différents contextes. En collaboration avec O. Bonnefon, J. Garnier
et L. Roques [P6, P5], nous avons étudié, adapté et étendu ce concept de dynamique interne aux solutions de
59
l’équation non locale
∂tu(t, x) = J ⋆ u− u+ f(u), dans R+ × R, (6.12)
u(0, x) = u0 ≥ 6≡ 0 (6.13)
où f est monostable (f(0) = f(1) = 0, f > 0 sur (0, 1)) telle que f ′(0) > 0, J est une densité de probabilité
régulière et la donné initiale u0 vérifie infx∈R u0(x) = 0.
6.3.1 Dynamique interne des solutions d’équations non locales [P6, P5]
L’existence de fronts progressifs n’étant pas toujours garantie pour cette équation non locale [97], nous avons
tout d’abord étendu les définitions de fronts poussés et fronts tirés, aux solutions positives u(t, x) de (6.12)-(6.13).
Revenons donc à la notion de dynamique interne. Cette notion appliquée à une solution u de (6.12)-(6.13) nous
amène à considérer le système suivant :{
∂tvi(t, x) = J ⋆ vi − vi + vi(t,x)u(t,x) f(u(t, x)), pour tout t > 0, x ∈ R,
vi(0, x) = v0,i(x), pour tout x ∈ R,
(6.14)
avec les contraintes supplémentaires
v0,i 6≡ 0 et 0 ≤ v0,i(x) ≤ u0(x) pour tout x ∈ R, (6.15)
et
u(0, x) =
∑
i∈I
v0,i(x), pour tout x ∈ R.
Pour caractériser maintenant la solution u(t, x) via sa dynamique interne, nous introduisons les définitions de
solution poussée vers la droite et solution tirée vers la droite. Ces définitions, s’appuient sur la notion d’ensemble
de niveau. Puisque toute solution u(t, x) de (6.12)-(6.13) converge localement uniformément vers 1, u(t, x)
prend ses valeurs dans (0, 1) en tout temps. Ainsi pour tout λ ∈ (0, 1) et t > 0, on définit l’ensemble de niveau
Eλ(t) par
Eλ(t) := {x ∈ R |u(t, x) = λ}.
Quand la donnée initiale u0 ≥ 6≡ 0 vérifie infR u0 = 0, on peut vérifier que pour tout λ ∈ (0, 1), il existe un temps
t(λ) à partir duquel l’ensemble de niveau Eλ(t) n’est jamais vide. Notons Supp(u0) l’ensemble {x ∈ R |u0(x) >
0} et posons x+0 := sup(Supp(u0)), x−0 = inf(Supp(u0)), alors une solution tirée vers la droite est définie par
Definition 6.3 (solution tirée vers la droite). Une solution u(t, x) de (6.12)-(6.13) telle que infR u0 = 0 est dite
tirée vers la droite, si pour pour toute fraction neutre vi solution de (6.14)-(6.15) vérifiant Supp(v0,i) ⊂ [x−0 , x+0 ),
on a
sup
xλ(t)∈E+λ (t)
vi(t, xλ(t))→ 0 quand t→ +∞, pour tout λ ∈ (0, 1),
où E+λ (t) := Eλ(t) ∩ [0,+∞)
De même, une solution poussée vers la droite sera définie par
Definition 6.4 (solution poussée vers la droite). Une solution u(t, x) de (6.12)-(6.13) telle que infR u0 = 0 est
dite poussée vers la droite, s’il existe une fraction neutre vi solution de (6.14)-(6.15) et vérifiant Supp(v0,i) ⊂
[x−0 , x
+
0 ), telle qu’il existe λ ∈ (0, 1) de sorte que
lim sup
t→+∞
sup
xλ(t)∈E+λ (t)
vi(t, xλ(t)) > 0.
Les notions de solutions poussées/ tirées vers la gauche peuvent également être définies, pour cela il suffit de
remplacer dans les précédentes définitions E+λ (t) par E
−
λ (t) := Eλ(t) ∩ (−∞, 0] et [x−0 , x+0 ) par (x−0 , x+0 ].
Pour les solutions de type front, ces définitions sont consistantes avec les définitions 6.1 et 6.2. En effet, dans le
cas d’un front monotone u(t, x) = ψ(x − ct) de vitesse c > 0, x±0 = ±∞ et Eλ(t) = {x = ψ−1(λ) + ct}. Ainsi,
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pour une fraction vi, on a pour t assez grand,
sup
xλ(t)∈E+λ (t)
vi(t, xλ(t)) = vi(t, ψ
−1(λ) + ct).
Un front tiré au sens de la définition 6.1 sera aussi un front tiré au sens de la définition 6.3 et un front poussé
au sens de la définition 6.2 sera aussi un front poussé au sens de la définition 6.4
Pour simplifier la discussion qui va suivre, j’introduis la dichotomie suivante. On dira que le noyau J est
à queue légère si J vérifie la condition de Mollison (J vérifie la condition (CM)) et à queue lourde sinon.
Commençons par les noyaux à queue légère.
6.3.2 Le cas de noyaux à queue légère
Dans cette situation, des fronts progressifs monotones, solution de (6.12), existent, (voir section 6.1). De plus,
pour λ > 0 suffisamment petit, les quantités suivantes sont bien définies
h(λ) :=
ˆ
R
J(z)eλ|z| − 1 + f ′(0), c0 := inf
λ>0
h(λ)
λ
,
et la vitesse minimale c∗ vérifie toujours c∗ ≥ c0. Par ailleurs, quand f ′(0) > 0, pour tout c > c0 il existe
exactement deux racines positives à l’équation h(λ) = cλ. Nous noterons λ−(c) la plus petite racine. Notre
premier résultat concerne le cas des non-linéarités de type KPP :
Théorème 6.6 (Le cas KPP). Soit f une fonction de type KPP et soit J ∈ C(R) une densité de probabilité à
queue légère. Soient (c, ψ) un front de vitesse c ≥ c∗ = c0 et v la solution du problème de Cauchy (6.14) avec
donnée initiale v0 vérifiant (6.15) et
ˆ +∞
0
x2eλ
−(c)x v0(x) dx < +∞. (6.16)
alors
v(t, x+ ct)→ 0 uniformément sur les compacts de R, quand t→ +∞.
L’hypothèse (6.16) nécessite que v0 décroisse plus vite que le profil du front ψ. Cette hypothèse est toujours
vérifiée pour des données initiales v0 qui sont nulles pour des x assez grand. Ainsi, ce résultat implique que tous
les fronts monotones sont des fronts tirés aussi bien au sens de la définition 6.1 que de la définition 6.3.
(a) t = 0 (b) t = 40 () t = 72
Figure 6.5  Dynamique interne du front de vitesse minimale pour la non linéarité de Fisher f(s) := s(1 − s)
et pour le noyau J(z) = 12e
−|z|
. Chaque fration est représentée par une ouleur et une épaisseur
orrespondant, en haque point x à la densité vi de la fration.
Notre second résultat concerne lui, les non-linéarités monostables ne vérifiant pas l’hypothèse KPP. On se
restreint aux non-linéarités modélisant un effet Allee faible tels que f ′(0) > 0. Pour ce type de fonction nous
montrons :
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Théorème 6.7 (Le cas f ′(0) > 0). Soit f une fonction monostable telle que f ′(0) > 0 et soit J ∈ C(R) une
densité de probabilité à queue légère. Soient (c, ψ) un front de vitesse c ≥ c∗∗ := c0+ 1λ0
(
maxs∈[0,1]
f(s)
s − f ′(0)
)
et v une solution du problème de Cauchy (6.14) avec donnée initiale v0 vérifiant (6.15) et
ˆ +∞
0
x2eλ
−(c)x v0(x) dx < +∞.
Alors
v(t, x+ ct)→ 0 uniformément sur les compacts de R, quand t→ +∞.
Ce résultat montre que les fronts monotones de grande vitesse sont des fronts tirés aussi bien au sens de la
définition 6.1 que de la définition 6.3. Pour les fronts de vitesse c∗ ≤ c < c∗∗ nous n’avons pas pour l’instant
de résultats analytiques. Une étude par simulation nous indique cependant que les fronts de vitesse sur-critique
c > c∗ sont toujours des fronts tirés. Pour le front de vitesse critique c∗, on observe une dichotomie en fonction
de c∗. Si c∗ = c0 alors le front de vitesse c∗ est un front tiré, par contre si c∗ > c0, c’est un front poussé, voir
figure 6.6.
(a) c = c∗ > c0, t = 0 (b) c = c
∗ > c0, t = 40 () c = c
∗ > c0, t = 40
−200 −100 0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
(d) c > c∗∗, t = 0 (e) c > c∗∗, t = 3 (f) c > c∗∗, t = 6.5
−200 −100 0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
(g) c∗∗ > c > c∗, t = 0 (h) c∗∗ > c > c∗, t = 5.5 (i) c∗∗ > c > c∗, t = 11
Figure 6.6  Dynamique interne des fronts : (a,b,) de vitesse minimale ( c = c∗ ≃ 3.51 > c0) ; (d,e,f,g,h,i) de
vitesse sur-ritique c ≃ 20.13 > c∗∗ = 19.14; et c∗∗ ≃ 19.14 > c ≃ 14.13 > c∗ ≃ 3.51. Chaque fration
est représentée par une ouleur et une épaisseur, orrespondant en haque point x à la densité vi de
la fration.
Cette étude numérique a été réalisée avec J(z) = 12e
−|z| et f(s) := s(1 − s)(1 + 10s). Pour ce noyau et cette
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non-linéarité, les valeurs explicites de c0, λ0 et c∗∗ sont
c0 :=
3
√
3
2
, λ0 =
1√
3
et c∗∗ =
141
√
3
40
.
De plus, pour c ≥ c∗, on peut calculer les racines λ±(c) de l’équation h(λ) = cλ :
λ−(c) = 2λ0 cos
(
1
3
arccos
(c0
c
)
+
π
3
)
et λ+(c∗) = 2λ0 cos
(
1
3
arccos
(c0
c∗
)
− π
3
)
.
6.3.3 Le cas des noyaux à queue lourde
Quand J est à queue lourde, les fronts progressifs monotones solutions de (6.12)-(6.13) n’existent plus né-
cessairement et les solutions du problème de Cauchy peuvent “accélérer”, cf. section 6.1. Ce phénomène d’ac-
célération se produit pour les noyaux à queue lourde et quand f est du type KPP . Dans ce cadre, nous nous
sommes concentrés sur deux situations contrastées. Pour une non linéarité du type KPP, nous avons étudié la
dynamique interne des solutions du problème de Cauchy (6.12)-(6.13) quand J est, soit un noyau de Cauchy
J ∼ 11+x2 , soit un noyau de la forme Jsqrt ∼ e
−
√
1+|x|√
1+|x| .
Pour ces deux noyaux, on a une caractérisation précise de ce phénomène d’accélération (cf section 6.1).
Quand J est à décroissance algébrique, l’accélération est exponentielle tandis qu’elle est linéaire pour le noyau
Jsqrt.
Pour le noyau de Cauchy, nous obtenons un résultat analytique caractérisant la dynamique interne des solu-
tions de (6.12)-(6.13). Plus précisément, soit u(t, x) la solution de (6.12)-(6.13) avec donné initial u0 = 1[−l,l].
x0
υ
1
0
(x) υ2
0
(x)
u0(x)
−l l
Figure 6.7  Deomposition de la ondition initiale u0 en deux frations v1,0 et v2,0.
Nous montrons que cette solution est à la fois poussée à droite et poussée à gauche au sens de la définition 6.4 :
Théorème 6.8. Soit v1,0 = 1[−l,0], alors il existe un temps τ > 0 et une constante α > 0 tels que
v1(t, x)
u(t, x)
≥ α pour tout t ≥ τ et x ∈ R.
Les constantes τ et α sont explicites. La preuve de ce résultat repose en partie sur une propriété spécifique
des noyaux à queue lourde. Pour ces noyaux, pour tout l ∈ R il existe une constante positive c0 telle que
J(x+ l)
J(x)
≥ c0 pour tout x.
Pour le noyau Jsqrt nous n’avons pas encore obtenu de résultats analytiques nous permettant de caractériser
la dynamique interne de la solution. Toutefois par simulations (figure 6.9), nous obtenons une indication sur
la structure interne de la solution. Comme pour le cas d’un noyau de type Cauchy, les solutions du problème
(6.12)-(6.13) avec donnée initiale à support compact sont à la fois des solutions poussées à gauche et solutions
poussées à droite.
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(a) t = 0 (b) t = 1.4 () t = 3.4
Figure 6.8  Dynamique interne des solutions du problème de Cauhy (6.12)-(6.13), ave le noyau Jcauchy =
π/(1 + x2), f(s) = s(1 − s) et donnée initiale du type Heaviside i.e. u0 = 1(−∞,0]. Chaque fration
est représentée par une ouleur et une épaisseur, orrespondant en haque point x à la densité vi de
la fration.
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Figure 6.9  Dynamique interne des solutions du problème de Cauhy (6.12)-(6.13), ave le noyau Jsqrt =
e−
√
1+|x|/
√
1 + |x|, f(s) = s(1 − s) et donnée initiale du type Heaviside i.e. u0 = 1(−∞,0].
6.4 Discussion et Perspectives
L’analyse des phénomènes de propagation pour ces équations non locales reste encore ciblée sur des situations
relativement simples (milieux homogènes ou périodiques). Par manque d’outils adéquats, même dans ces cas
simples l’analyse se révèle parfois très ardue. La dichotomie entre propagation à vitesse finie versus accélération
observée dans le cas KPP suggère l’existence de nouvelles structures propres aux modèles intégrodifférentiels et
incite à être prudent dans les conjectures que l’on peut émettre. De nombreuses pistes émergent naturellement
de ces travaux et je n’en évoquerai que deux.
— La caractérisation des dynamiques internes de solutions est une source de problèmes très intéressants tant
du point de vue mathématique que du point de vue écologique. La caractérisation de la bio-diversité
neutre est souvent un enjeux important dans les études de (re)colonisation. Les patrons génétiques obte-
nus après colonisation sont des indicateurs des processus du type de dispersion mis en oeuvre au cours
de la colonisation. La caractérisation des dynamiques internes relèvent pleinement de ces problématiques
et l’obtention de résultats analytiques pour les solutions de problèmes intégrodifférentiels fournissent des
outils qui permettrons de trancher entre les différents scénarios. Dans cette optique, il semble pertinent
de s’intéresser aux dynamiques internes des solutions de modèles non locaux ayant des non linéarités
modélisant un effet Allee fort (f ′(0) ≤ 0).
— La propagation en milieux hétérogènes est sans doute le sujet qui suscite le plus d’activité à l’heure
actuelle. L’existence de fronts pulsatoires et la compréhension en profondeur des situations restantes
restent des défis mathématiques très stimulant. En particulier, la singularité générée par l’inexistence
d’une fonction propre complique grandement l’analyse de la dynamique des solutions du problème de
Cauchy et laisse apparaître l’existence de nouveaux phénomènes.
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7 Inférence de modèles non-locaux [WiP4]
Ce dernier chapitre de la première partie est très appliqué, il concerne l’analyse statistique de données d’épi-
démie de rouille du peuplier dans la vallée de la Durance :
L’objectif de ce travail, en collaboration avec C. Xhaard (MIA-INRA Nancy), F. Halkett (MIA-INRA Nancy),
F. Fabre (Phase, INRA Bordeaux) et S. Soubeyrand (BioSP, INRA Avignon) est d’essayer de comprendre la
dynamique de cette épidémie et d’inférer statistiquement les paramètres importants, tels la distance moyenne
de dispersion, la forme de la dispersion, les taux de reproduction. Pour traiter ces données, notre approche
s’appuie sur un modèle mécanico-statistique élaboré à partir d’hypothèses sur la dynamique de la population de
rouille et sur le processus d’observation. L’idée est de modéliser l’épidémie de rouille par un modèle déterministe
et de le coupler à un modèle aléatoire d’observation. Concrètement, on modélise la dynamique d’une densité de
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spore de rouille u(t, x) soit par une équation de réaction-diffusion
∂tu(t, x) = σ∂xxu(t, x) + u(t, x)(r(x) − u(t, x)) pour t, x ∈ R+ × [−R,R]
∂nu(t, R) = 0 = ∂nu(t,−R)
soit à l’aide d’une équation intégrodifférentielle du type
∂tu(t, x) =
ˆ R
−R
J(x− y)u(t, y) dy − u(t, x) + u(t, x)(r(x) − u(t, x)) pour t, x ∈ R+ × [−R,R]
et on cherche à estimer le couple J, r ou σ, r. Pour ce faire on adosse à ce modèle déterministe un modèle
d’observations qui fait le lien entre la densité théorique et les données observées. Ici, les données sont du
type présence/absence de lésions (les lésions étant formées suite à la germination de spores sur la feuille de
peuplier). Ainsi on n’observe pas directement les spores de rouille modélisés par la densité u(t, x). Pour décrire
le lien entre u et les données, on utilise une variable aléatoire supplémentaire qui fera office de “proxy”. On
commence par discrétiser l’espace en segment de taille uniforme et centré en xi. Soit Ni(t) le nombre de lésions
causées par les spores de rouille sur l’intervalle centré en xi et au temps t. On va voir que cette variable permet
de faire le lien entre les données et la densité u(t, x).
On suppose que Ni(t) suit une loi de Poisson :
Ni(t) | u(t, xi) ∼ Poisson(u(t, xi)). (7.1)
On fait maintenant le lien avec les données en supposant que la variable d’observationObsi(t) sur le site i et au
temps t suit une loi binomiale de paramètre pt,i où pt,i est calculé à partir des probabilités P[Ni(t) = 0 | u(t, xi)]
(absence) et P[Ni(t) > 0 | u(t, xi)] (présence) :
Obsi(t) | u(t, xi) ∼ Bernoulli(pt,i) = Bernoulli(P[Ni(t) > 0 | u(t, xi)]).
Comme Ni suit une loi exponentielle, on a
pt,i = P[Ni(t) > 0 | u(t, xi)] = 1− P[Ni(t) = 0 | u(t, xi)] = 1− e−u(t,xi),
et ainsi P[Obsi(t) = 1 | u(t, xi)] = 1− e−u(t,xi).
On peut maintenant écrire une vraisemblance sur les paramètres à estimer. Par exemple, soit (Xk)k∈{0,1,...,K}
les sites d’observations au temps (tk)k∈{0,1,...,K}, et soit ntj le nombre de sites d’observations au temps tj en
supposant que les variables Ni(tk) sont indépendantes conditionnellement à u, on peut écrire la vraisemblance
suivante :
L(J, r) =
K∏
k=0

ntj∏
i=0
p
Obsi(tk)
tk,i
(1− ptk,i)1−Obsi(tk)

 .
L’inférence statistique des paramètres (J, σ, r) par maximum de vraisemblance montre que parmi un classe
raisonnable de J et r, i.e. J ∼ κ
2αΓ( 1κ)
e−| zα |
κ
et r(x) ≈ r11(a,R)(x) + r21(b,a)(x) + r31(c,b)(x) + r41(−R,c)(x) où
a, b, c et ri sont des constantes, le modèle de dynamique de population décrivant le mieux les données est un
modèle intégrodifférentiel avec r ≈ r11(a,R) + r21(b,a) + r31(−R,b) et J ∼ κ2αΓ( 1κ)e
−| zα |κ avec κ = 0.15 et de
distance moyenne parcourue λ := α
Γ( 2κ)
Γ( 1κ)
= 0.07km.
Cette analyse statistique vient confirmer l’intérêt d’étudier les équations de réaction diffusion avec diffusion
non locale. Les résultats montrent clairement que le processus de dispersion de la rouille se fait au moyen d’un
noyau à queue lourde, ce qui en terme de propagation à des conséquences importantes. On s’attend ainsi à
observer une progression accéléré de l’épidémie plutôt qu’une progression de type front.
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Deuxième partie
Etude de modèles démo-génétiques
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8 Introduction
Cette partie regroupe mes travaux sur certains modèles démo-génétiques, thématique que j’ai abordé suite à
mon recrutement à l’INRA en 2008. Mon implication dans cette thématique a pour origine une collaboration
avec B. Moury et F. Fabre, de l’unité de Pathologie Végétale (INRA PACA), sur des questions de gestion des
ressources génétiques résistantes à certains pathogènes et en particulier sur les phénomènes de contournement
et d’adaptation de pathogènes viraux aux résistances qualitatives/quantitatives [PreP2, PreP3], [P25]. Cette
fructueuse collaboration m’a permis d’interagir avec des membres de la communauté de biologie théorique de
Montpellier (S. Gandon, G. Raoul du CEFE et O. Ronce de l’ISEM) ainsi qu’avec des membres de l’équipe de
mathématique ASCIOM de l’Université de Montpellier 2 (R. Carles, M. Alfaro). J’ai ainsi pu mieux cerner les
enjeux et attentes de mes collègues biologistes et faire évoluer mes questions de recherche en conséquence.
Caractéristiques des modèles étudiés
Dans cette partie, les populations étudiées dans ces modèles sont soumises aux interactions fondamentales
de reproduction, mutation, dispersion et compétition. Les modèles sous-jacents font intervenir un terme “non
local” associé à la compétition entre espèces et parfois aussi un autre terme “non local” décrivant la mutation.
Les modèles considérés varient en fonction du type de problème abordé mais conservent les mêmes propriétés
structurelles. Je me suis concentré sur l’étude de deux types de modèles :
1. Les systèmes d’EDO couplées, du type Lotka-Volterra avec mutation :
dvi
dt
= vi

ri −∑
j
βijvj

+∑
j
µij(vj − vi), (8.1)
2. Les EDP non locales de la forme :
∂tv = v
(
r(x, y)−
ˆ
Ω
β(x, y, z)v(t, x, z) dz
)
+
ˆ
Ω
µ(x, y, z)(v(t, x, z)−v(t, x, y)) dz+σ0∆yv+σ1∆xv. (8.2)
Ces deux types de modèles sont en fait assez semblables et présentent deux caractéristiques fondamentales :
— le processus de mutation joue le rôle d’une diffusion dans l’espace des phénotypes/génotypes,
— le processus de compétition pour la ressource introduit une nouvelle composante non-locale.
Si l’opérateur de mutation permet de garder une structure du type réaction-diffusion, l’interaction de compé-
tition la détruit et génère de nombreuses difficultés techniques dans leur analyse. En particulier, les méthodes
fondées sur le principe de comparaison (itération monotone, méthodes de glissement) sont inutilisables dans ce
cadre. L’introduction d’outils plus abstraits et non constructifs est souvent nécessaire pour l’analyse. Pour simpli-
fier la présentation des résultats qui vont suivre, j’ai regroupé l’ensemble de mes résultats en deux chapitres. Le
premier est consacré essentiellement aux questions d’existence de solutions stationnaires non triviales et à leur
stabilité [WiP2],[PreP2, PreP3],[P25]. Le second porte sur les phénomènes de propagation pouvant intervenir
dans ces EDP non locales [P1, P2, P3].
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9 Modèles en dynamique démo-génétique
Dans ce chapitre, nous nous concentrerons sur l’étude de modèles démo-génétiques non spatialisés, c’est à
dire, sur l’étude de modèles où les effets de l’environnement sont négligés et seules les interactions de croissance,
compétition et mutation sont prises en compte.
9.1 Un modèle de Lotka-Volterra avec mutation [PreP3, P25]
Pour commencer, en collaboration avec R. Senoussi (BioSP) et mes collègues F. Fabre, J. Montarry et B. Moury
de l’unité de Pathologie Végétale, nous avons cherché à interpréter les données expérimentales concernant la
dynamique intra-hôte de virus ARN PVY :
Figure 9.1  Dynamique moyenne d'une infetion de plants de poivron par le virus PVY
L’objet d’étude de mes collègues pathologistes est de comprendre la dynamique de compétition qui s’opère
dans des plants de poivron lors de l’infection de ceux-ci par 4 variants pathogènes du virus PVY. Pour ce faire, 5x8
plantes sont infectées simultanément et suivies pendant 35 jours. À 5 dates d’échantillonnage (6, 10, 15, 24, 35
jours après inoculation (dpi)), une rangée de 8 plantes est analysée et donc détruite et un génotypage complet de
chaque plante est réalisé. Ce génotypage permet d’obtenir pour chaque plante les fréquences relatives de chacun
des variants viraux. Ainsi, à chaque date, nous avons un échantillon de 8 plantes suffisamment représentatif de
l’évolution conjointe des fréquences de chaque variant. L’idée ensuite est d’utiliser une approche mécanico-
statistique pour analyser ces données. L’approche consiste à supposer que pour chaque plante et au temps
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d’échantillonnage t les fréquences relatives observées (Np1 (t), . . . , N
p
4 (t)) sont distribuées selon une loi Dirichlet-
Multinomiale de paramètres λ(t), θ(t) et Nptot, i.e.
Np(t) ∼ DM(λ(t), Nptot, θ(t))
où θ(t) est un paramètre d’échelle relié à la différentiation génétique des virus et λ(t) = (λ1(t), . . . , λ4(t)) :=
v(t)∑
j
vj(t)
est le vecteur des fréquences théoriques calculé à partir de la solution d’un modèle de Lotka-Volterra
avec mutation du type :
dvi
dt
= rivi

1− 1
K

vi + 4∑
j 6=i
βijvj



+ 4∑
j=1
µij(vj − vi). (9.1)
Pour l’interprétation, on notera que θ(t) est relié à l’indice FST de différentiation génétique par la formule
suivante :
FST (t) :=
θ(t)
1 + θ(t)
.
L’inférence statistique des paramètres ri, βij , µij , θ montre que parmi les modèle raisonnables de Lotka-Volterra
avec mutation, celui qui décrit le mieux les données est :
dvi
dt
= vi

ri − 4∑
j=1
rjvj

+ 4∑
j=1
µij(vj − vi). (9.2)
Ce premier résultat a permis de valider expérimentalement une forme précise pour l’interaction de compé-
tition, forme conjecturée par Solé et al. [191]. D’autre part, l’analyse du système (9.2) montre l’existence d’un
unique équilibre globalement asymptotiquement stable. Plus précisément,
Théorème 9.1 ([P25]). Il existe un unique v¯ ∈ R4, tel que v¯i > 0 pour tout i et v¯ est une solution stationnaire
du système d’EDO (9.2). De plus, toute solution positive v(t) de (9.2) converge vers v¯.
D’un point de vue mathématique, on peut légitimement se demander si le résultat du Théorème 9.1 est
purement spécifique au modèle d’EDO (9.2) ou s’il existe une structure sous-jacente ayant conduit à ce résultat
et quelle serait cette structure pour des modèles plus généraux. Les travaux [WiP2, PreP2, PreP3] tentent de
répondre à ces questions.
Tout d’abord, on remarquera que le système (9.2) est un cas particulier du système
dvi
dt
= vi (ri −Ψi(v)) +
N∑
j=1
µij(vj − vi) (9.3)
vi(0) = vi,0 (9.4)
où N ∈ N et ri,Ψi et µij vérifient :

Pour tout i, ri > 0,
(µij) est une matrice positive, symétrique et irréductible
Ψi ∈ C0,1loc (RN ,R),Ψi(0) = 0
Pour tout v ∈ RN,+, l’application de R→ R, t→ Ψi(tv) est monotone croissante.
(9.5)
En l’absence du terme de mutation, le système d’EDO devient un système de compétition au sens de Hirsh [118]
pour lequel il existe une vaste littérature consacrée à son étude [1, 41, 42, 61, 74, 79, 103, 118, 119, 120, 121,
122, 125, 142, 166]. Ce n’est pas le cas pour les modèles de Lotka-Volterra avec mutation qui ont reçu très peu
d’attention. La plupart des travaux concernent des interactions de compétition Ψi très particulières et/ou pré-
supposent une condition de “petite mutation” i.e. µij ≈ 0 [12, 42, 44, 45, 74, 103, 121]. Dans ce dernier cas,
le système (9.3) est vu comme une perturbation d’un système de compétition. L’hypothèse de “petite mutation”
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est l’inconvénient majeur de ces approches. D’une part il est difficile de quantifier précisément ce que veux dire
“petit” dans ces approches et d’autre part d’estimer si les valeurs obtenues sont consistantes avec des données
réelles de taux de mutation de virus.
En collaboration avec F. Fabre, pour des interactions Ψi vérifiant certaines propriétés de croissance, nous
obtenons dans ce cadre des résultats sur le comportement asymptotique des solutions du système (9.3) sans hy-
pothèse supplémentaire sur le terme de mutation. Plus précisément, on suppose que les Ψi vérifient la condition
de croissance suivante : Pour tout i, il existe des constantes positives Ri, ki, ci telles que
ci

 N∑
j=1
vj


ki
≤ Ψi(v), pour tout v ∈ RN,+ \QRi(0), (9.6)
où QRi(0) représente l’hypercube de rayon Ri centré en 0.
Remarque 9.1. Cette hypothèse de croissance n’est pas très restrictive. Elle est notamment vérifiée par les
interactions Ψi de la forme Ψi(v) =
∑
j βijvj avec βij ≥ 0, couramment utilisées dans les modèles de génétique
des populations.
Sous les hypothèses (9.5) - (9.6), quand la donnée initiale vi(0) est positive, l’existence d’une solution glo-
bale en temps du système (9.3) est une conséquence triviale des théorèmes classiques d’analyse. Les questions
pertinentes dans cette situation concernent l’existence d’équilibres et de cycles limites et la caractérisation de
ceux-ci. Si les systèmes de compétition généraux exhibent des comportements riches et variés, avec une mul-
titude d’équilibres, il n’en est rien pour le système (9.3). Le terme de mutation, pouvant être assimilé à une
diffusion, joue un rôle stabilisateur dans la dynamique du système excluant bon nombre de situations rencon-
trées dans les modèles de compétition.
Par exemple, pour l’interaction que l’on appelle compétition aveugle, i.e. Ψi ≡ Ψj pour tout i 6= j, en l’ab-
sence de mutation, le système possède au moins autant d’équilibres que d’espèces considérées et la dynamique
est caractérisée par le phénomène “d’exclusion compétitive”, i.e. seule l’espèce ayant le plus grand taux de re-
production survit au détriment de toutes les autres. En présence de mutation, la structure de l’ensemble des
équilibres et la dynamique sont singulièrement différentes :
Théorème 9.2 (“Compétition aveugle” : Ψi ≡ Ψj ∀ i 6= j ). Soient ri,Ψi et µij vérifiant (9.5). Supposons
de plus que Ψi est indépendant de i et vérifie (9.6). Alors il existe un unique état stationnaire positif non nul
v¯ du système (9.3). En outre, pour toute donnée initiale v(0) ≥ 0 non nulle, la solution correspondante v(t) de
(9.3)-(9.4) converge vers v¯.
De ce résultat, par une méthode de degré topologique, nous prouvons l’existence d’un état stationnaire positif
pour des interactions quelconques. Plus précisément,
Théorème 9.3 (Solution stationnaire). Soient ri,Ψi et µij vérifiant (9.5). Supposons de plus que Ψi vérifie
(9.6). Alors il existe une solution stationnaire positive v¯ 6≡ 0 du système (9.3).
Pour des interactions Ψi quelconques, l’analyse du comportement asymptotique des solutions de (9.3)-(9.4)
est pour l’instant hors de portée. Cependant, notre approche est suffisamment robuste pour montrer que la
dynamique observée dans le cas d’une compétition aveugle est préservée pour des petites perturbations du
terme d’interaction. Si l’interaction est de la forme Ψi(v) = α(v) + εψi(v) et ε petit nous montrons qu’il existe
un unique état stationnaire “globalement attractif”. Je renvois à [PreP3] pour plus de détails concernant les
preuves et les résultats obtenus.
Remarque 9.2. Ces premiers résultats montrent que l’existence d’un équilibre globalement asymptotiquement
stable n’est pas spécifique au modèle (9.2) et suggèrent que seule la structure de l’interaction de compétition et la
présence de l’opérateur de mutation induisent ce type de comportement. Par ailleurs, le processus de mutation tel
qu’il est modélisé repose sur une hypothèse de symétrie. Cette hypothèse est un point de modélisation discutable
et en toute généralité nous devrions considérer des matrices de mutation non symétriques. Il semble qu’une
partie des résultats puissent être généralisés à ce cadre. C’est notamment le cas pour une compétition aveugle
(Ψi ≡ Ψj ∀ i, j) où l’existence d’une formule explicite de la solution du système (9.3)-(9.4) permet de mieux
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comprendre le phénomène de convergence : [PreP3]
vi(t) =
(
e(R+M)tv(0)
)
i
1 +
∑N
j=1 αj
´ t
0
(
e(R+M)sv(0)
)
j
ds
.
9.2 Les modèles continus de mutation-selection [WiP2, PreP2]
Dans la littérature des versions en trait continu du système (9.3) sont aussi étudiées [7, 8, 41, 42, 44, 45, 46,
47, 56, 60, 75, 79, 125, 143, 171, 172]. Ces modèles ont été introduits pour étudier l’évolution de populations
clonales structurées par un trait phénotypique et soumises aux processus fondamentaux de naissance, mort,
compétition et mutation. Les principaux modèles rencontrés sont du type :
∂tv(t, x) = v(t, x)
(
r(x) −
ˆ
Ω
β(x, y)v(t, y) dy
)
+∆v(t, x) sur R+ × Ω (9.7)
+ conditions de bord homogène ( Neuman ∂nv(t, x) = 0 ou Dirichlet v(t, x) = 0) (9.8)
pour des mutations locales. Pour des mutations non locales, on regarde :
∂tv(t, x) = v(t, x)
(
r(x) −
ˆ
Ω
β(x, y)v(t, y) dy
)
+
ˆ
Ω
µ(x, y)(v(t, y)− v(t, x)) dy sur R+ × Ω. (9.9)
Dans ce contexte, v(t, x) représente une densité de population, x est une variable de trait phénotypique,
Ω ⊂ Rd est un domaine régulier borné ou non et r(x) est une fonction continue décrivant le taux de reproduction
des individus de trait x. Le noyau β( · , · ) positif et continu décrit les interactions de compétitions entre les
individus de traits différents. Le processus de mutation est quand à lui modélisé, soit par une diffusion ∼ ∆v,
soit par un processus de saut ∼ ´Ω µ(x, y)(v(t, y) − v(t, x)) dy. Dans ce dernier cas, µ(x, y) est un noyau positif
et intégrable. Je renvois à [59, 92] pour une dérivation rigoureuse de ce type d’équation à partir de processus
stochastiques.
Comme pour l’étude des systèmes d’EDO, la plupart des résultats dans la littérature sont obtenus sous l’hypo-
thèse supplémentaire de “petite mutation”. Sous cette hypothèse, le terme de mutation est alors modélisé par
ε∆ ou ε(
´
Ω
µ(x, y)(v(t, y)− v(t, x)) dy). Dans ce contexte, certains régimes asymptotiques (ε→ 0) peuvent être
analysés au moyen d’approches du type Hamilton-Jacobi avec contraintes [7, 8, 56, 60, 79, 125, 143, 166] ou
par des techniques plus classiques (Semi-groupe, perturbations singulières) [44, 45, 46, 171, 172].
Pour des données initiales particulières du type v(0) =
∑N
i=1 vi(0)δxi où δxi est la mesure de Dirac au point
xi ∈ Ω, en posant v(t) =
∑N
i=1 vi(t)δxi le problème (9.9) se ramène à l’étude d’un système d’EDO du type (9.3)
avec ri = r(xi), µij = µ(xi, xj) et Ψi(v) =
∑N
j=1 βi,jvi(t) où βij = β(xi, xj). Ainsi, les comportements observés
pour les solutions de systèmes de Lotka -Volterra avec mutation devraient se transposer aux solutions de ces
EDP.
Par une adaptation des méthodes utilisées dans l’analyse du système d’EDO, j’apporte un éclairage diffé-
rent sur l’analyse de ces équations. Dans un grand nombre de situations, je caractérise l’existence de solutions
stationnaires positives ainsi que leur comportement en temps long. Cet éclairage nouveau permet de mieux
comprendre la dynamique des solutions et révèle de nouveaux phénomènes de concentration, inaccessibles via
une approche de type Halmiton-Jacobi ou par perturbations. Commençons par discuter du cas d’une mutation
modélisée par une diffusion.
9.2.1 Le cas diffusif [PreP2]
Dans ce chapitre,Ω sera un domaine borné de Rd et le noyau de compétition β vérifiera la condition suivante :
Il existe deux constantes positives c ≤ C telles que
c ≤ β(x, y) ≤ C. (9.10)
Sous ces hypothèses, j’obtiens essentiellement les mêmes résultats que pour le système d’EDO. C’est à dire
— un critère optimal d’existence,
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— une description de la dynamique asymptotique pour des interactions “simples”,
— la stabilité des dynamiques asymptotiques pour des interactions “simples”.
Plus précisément, je prouve tout d’abord
Théorème 9.4 (Critère d’existence). Soient Ω un domaine borné régulier, β ∈ C0,1(Ω×Ω) vérifiant (9.10) et
r ∈ C0,1(Ω). Alors, il existe une solution stationnaire positive bornée de l’équation (9.7) si et seulement si
λ1(∆ + r) < 0,
où λ1 désigne la valeur propre de l’opérateur ∆+ r avec la condition de bord adéquat (Dirichlet ou Neumann).
Remarque 9.3. Quand la condition de bord est du type Neumann, ce critère n’en est pas un car il est toujours
vérifié. En effet, dans ce cas λ1 ≤ −
´
Ω r(x) dx < 0. Ce qui n’est plus vrai dans le cas Dirichlet.
La démonstration s’appuie pour une bonne part sur les idées développées pour la construction d’états station-
naires du système d’EDO. On commence par transformer le problème d’existence d’un état stationnaire en la
recherche d’un point fixe pour une certaine application compacte T . Une fois cette application construite, on
cherche une déformation homotopique de T vers un problème simplifié nous permettant un calcul simple du
degré topologique. Concrètement cela revient à considérer l’homotopie Ts suivante
Ts : [0, 1]× C0,α(Ω) → C0,α(Ω)
(s, v) 7→ Ts(v) := (∆ + r(x) − k)−1n [Ψs(x, v)v − kv],
où k > 0 est un réel bien choisi et Ψs(x, v) :=
´
Ω
βs(x, y)|v|(y) dy où βs est définie par
βs(x, y) := sβ(x, y) + (1− s)β(x0, y).
On vérifie bien qu’un point fixe de T1 est une solution stationnaire du problème avec β. Mais contrairement au
cas du système d’EDO, l’application T0 n’a pas toujours de point fixe positif. En réalité, l’existence d’un point fixe
positif est uniquement conditionnée par le signe de λ1(∆+r). La condition λ1(∆+r) < 0 apparaît naturellement
dans la preuve d’existence lors de la construction des ouverts utilisés pour le calcul du degré. On montre par
ailleurs que cette condition λ1(∆ + r) < 0 est en fait une condition nécessaire pour l’existence de solutions
positives.
Comme pour le système d’EDO, pour un noyau de compétition β général, l’analyse de la dynamique en temps
long des solutions de ces EDP reste pour le moment hors de portée. Cependant, en imposant des contraintes
supplémentaires sur β, on obtient une description complète des dynamiques asymptotiques. Par exemple, pour
un noyau d’interaction β(x, y) identique pour tout les traits x i.e β(x, y) = β˜(y), on obtient le résultat :
Théorème 9.5 (Dynamique simple). Soient Ω un domaine borné régulier, β ∈ C0,1(Ω×Ω) vérifiant (9.10) et
r ∈ C0,1(Ω). Supposons de plus que β est indépendant du trait x, i.e. β(x, y) = β˜(y) pour tout x ∈ Ω. Alors il
existe une unique solution stationnaire, positive et bornée de l’équation (9.7) si et seulement si
λ1(∆ + r) < 0.
En outre, soit ϕ1 la fonction propre positive associée à λ1 normalisée par ‖ϕ1‖L2(Ω) = 1, alors les solutions
positives et régulières v(t, x) de (9.7)-(9.8) ont le comportement suivant :
— Si λ1 ≥ 0, v(t, x)→ 0 uniformément quand t→∞ ;
— Si λ1 < 0, alors v(t, x)→ −λ1´
Ω
β˜(y)ϕ1(y) dy
ϕ1(x) quand t→∞.
La preuve de ce résultat s’appuie sur les mêmes techniques que celles développées pour l’analyse du système
d’EDO et utilise l’idée suivante : si v reste dans L2 pour tout t, alors on peut introduire la décomposition :
v(t, x) = γ(t)v¯ + h(t, x)
où v¯ ∈ L2 est un état stationnaire et h ∈ ϕ⊥1 := {f ∈ L2(Ω) | 〈f, ϕ1〉L2 = 0}. En introduisant cette décomposition
dans l’équation et en intégrant contre des fonctions test bien choisies (i.e. v¯ et h), on obtient des équations pour
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γ et h :
γ′(t) = (λ1 −Ψ(v))γ(t),〈
∂h(t)
∂t
, h
〉
=
〈
(r(x) −Ψ(v))h+∆h, h
〉
,
où Ψ(v) =
´
Ω β(y)v(t, y) dy et 〈, 〉 est le produit scalaire de L2(Ω). Il ne reste alors à montrer que h tend vers 0
et γ → 1.
Un élément clé dans cette analyse est l’obtention de formules d’entropie relative généralisée pour les solutions
de l’équation (9.7) :
Théorème 9.6 (Entropie Relative Généralisée). Soient H : R → R une fonction régulière (au moins C2) et
v¯ > 0 et v deux solutions régulières de (9.7)–(9.8). Supposons que v¯ soit une solution stationnaire de (9.7)–(9.8).
Alors,
d
dt
HH,v¯ [v](t) = −D(v) +
ˆ
Ω
v¯(x)H ′
(v
v¯
(t, x)
)
Γ(t, x)v(t, x) dx (9.11)
où HH,v¯ [v](t), Γ et D sont définis par :
H
H,v¯
[v](t) :=
ˆ
Ω
v¯2(x)H
(
v(x)
v¯(x)
)
dx, D(v) :=
ˆ
Ω
v¯2(x)H ′′
(
v(x)
v¯(x)
) ∣∣∣∇(v
v¯
)∣∣∣2 dx,
Γ(t, x) :=
ˆ
Ω
β(x, y)(v¯(y)− v(t, y)) dy.
Les formules ci-dessus sont consistantes avec les formules d’entropie relative connues pour les opérateurs
paraboliques linéaires [150]. En effet, dans ce cas Γ(t) ≡ 0 et on retrouve les formules classiques. Comme dans
le cas des opérateurs paraboliques, ces formules restent vraies dans d’autres contextes (système d’EDO, diffusion
non-locale, . . .).
En fait, ces formules jouent un rôle fondamental dans mon approche. Les identités différentielles obtenues
via ces formules permettent d’obtenir des estimations uniformes sur certaines normes Lp de la solution, qui,
combinées avec la théorie de la régularité elliptique, fournissent des bornes uniformes en temps dans des espaces
réguliers (C2,α). Ces estimations permettent dans le cas général de justifier l’existence d’une solution globale
en temps pour toutes données initiales positives dans L1, résultat qui est non trivial. D’autre part, pour un β
indépendant du trait x, les (in-)équations différentielles obtenues via ces formules, permettent de montrer que
γ(t) est uniformément borné par deux constantes positives et que
d
dt
log
( ‖h‖2L2(Ω)
γ2(t)‖v¯‖2L2(Ω)
)
< 0.
Cette dernière inégalité permet de conclure ma démonstration de convergence en montrant que la fonction h
tend vers 0 en norme L2.
La souplesse de cette approche, combinée aux outils de la théorie elliptique, m’ont permis d’étendre les
résultats de convergence à des noyaux β de la forme β(x, y) = β0(y) + εβ1(x, y). Pour ce type de noyau, il
existe ε∗(β0, β1) tel que, pour tout ε ≤ ε∗, le problème (9.7) possède une unique solution stationnaire positive
globalement attractif. Je renvoie à [PreP2] pour les détails.
Remarque 9.4. La plupart des résultats présentés ici restent vrais pour des équations plus générales ; voir
[PreP2, PreP3] pour les détails. Par souci de simplicité, je me suis restreint ici à une classe simple d’équations.
9.2.2 Le cas nonlocal [WiP2]
Dans le contexte d’une mutation par noyaux,(équation (9.9)), la démarche suivie pour l’analyse du cas diffusif
reste pertinente. Toutefois, la perte de l’effet régularisant induit par l’opérateur non-local ne permet pas d’obtenir
des résultats aussi fins. En exemple, dans le cas a priori simple (β(x, y) = β(y)), il est parfois impossible de
garantir une décomposition dans L2 de la forme γ(t)ϕp + h pour toute solution v de (9.9). Néanmoins, cette
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démarche reste assez fructueuse dans un certain nombre de situations. Posons L
Ω
[ϕ] :=
´
Ω µ(x, y)(ϕ(y) −
ϕ(x)) dy et λp la valeur propre principale de l’opérateur LΩ + r(x). Dans ce cas particulier, j’obtiens
Théorème 9.7. Soient Ω un domaine borné régulier, β ∈ C0,1(Ω × Ω) vérifiant (9.10), r ∈ C0,1(Ω) et µ ∈
C(Ω×Ω) un noyau positif irréductible. Supposons de plus que β est indépendant du trait x, i.e. β(x, y) = β˜(y)
pour tout x ∈ Ω. Alors, pour une donnée initiale positive v0 ∈ L2, ∃!v(t, x) ∈ C1(R+, L2(Ω)) solution de (9.9).
En outre, on a le comportement suivant :
— si λp ≥ 0, alors v(t, x)→ 0 quand t→∞ uniformément
— si λp < 0 et λp est associé à une fonction propre positive ϕp ∈ C(Ω) alors il existe un état stationnaire
positif unique v¯ de l’équation (9.9) et v(x, t)→ v¯ pour presque tout x.
Ici le rôle de λp remplace le rôle de λ1 dans le cas diffusif. La nouveauté tient dans la condition suivante :
“λp est associé à une fonction propre”. En effet, quand λp n’est pas associé à une fonction propre, l’existence
d’une solution stationnaire s’avère être un problème mal posé dans les espaces fonctionnels usuels. L’existence
de mesures positives associées à λp (Chapitre 3, théorème 3.11) montre que ce problème admet au moins une
“solution mesure” et que la structure de l’ensemble des points de maximum de la fonction r(x) − ´Ω µ(x, y) dy
joue un rôle très important. En particulier, plus cet ensemble est riche, plus il existe de solutions mesures du
problème stationnaire, ce qui complique l’analyse du problème d’évolution. L’étude du cas particulier suivant
permet de s’en convaincre
∂tv(t, x) = v(t, x)
(
r(x) −
ˆ
Ω
v(t, y) dy
)
+ ρ
(ˆ
Ω
v(t, y) dy − |Ω|v(t, x)
)
in R+ × Ω, (9.12)
v(0, x) = v0(x). (9.13)
Pour ce problème, on obtient une caractérisation de la convergence de la solution. Plus précisément
Théorème 9.8. Soient Ω un domaine borné régulier, et r ∈ C0,1(Ω). Supposons de plus que r atteint son
unique maximum en x0 ∈ Ω x0 et vérifie ‖ 1r(x0)−r(x)‖1 < 1. Supposons en outre que λp < 0, alors il existe ρ0 tel
que pour tout ρ ≤ ρ0 et pour toute donnée initiale v0 ∈ L1 la solution v(t, x) ∈ C1(R+, C(Ω)) explose en temps
infini. De plus, v(t, x)→ αδx0 + f où f ∈ L1.
Les figures 9.2 et 9.3 illustrent les deux situations possibles, convergence vers un état stationnaire ou explo-
sion.
(a) t = 0 (b) t = 10 () t = 20
(d) t = 100 (e) t = 200 (f) t = 400
Figure 9.2  ρ = 0.5 Convergene vers la solution stationnaire
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(a) t = 0 (b) t = 10 () t = 20
(d) t = 100 (e) t = 200 (f) t = 400
Figure 9.3  ρ = 0.1 Explosion, onvergene vers la mesure stationnaire
Quand r atteint son maximum en plusieurs points, la dynamique semble bien plus complexe à appréhender.
Les simulations numériques (figures 9.4 et 9.5) réalisées pour r prenant son maximum en 4 points semblent
indiquer une dépendance forte aux conditions initiales. En effet, suivant la condition initiale, il semble que la
mesure stationnaire atteinte ne soit pas la même. Ces simulations posent une question fondamentale : comment
identifier l’équilibre atteint qui, dans certain cas, peut être multiple ?
(a) t = 0 (b) t = 100 () t = 200
(d) t = 400 (e) t = 800 (f) t = 1600
Figure 9.4  r atteint son maximum en 4 points, ondition initiale U0 1 pi, onvergene vers la mesure stationnaire
à 1 Dira
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(a) t = 0 (b) t = 100 () t = 200
(d) t = 400 (e) t = 800 (f) t = 1600
Figure 9.5  r atteint son maximum en 4 points, ondition initiale U0 2 pis, onvergene vers la mesure stationnaire
à 2 Dira
Remarque 9.5. De même que pour le cas diffusif, les comportements observés pour une interaction simple
restent valides pour des petites perturbations du noyau d’interaction.
9.3 Discussion et Perspectives
Ces travaux viennent en développement d’une réflexion assez large concernant l’émergence dans un paysage
agricole de variants viraux adaptés à une variété résistante. Le diagramme ci-dessous résume les échelles espace-
temps importantes de ce processus d’adaptation pour un virus transmis par un vecteur de type puceron.
Figure 9.6  Diagramme d'émergene d'un virus adapté transmis par puerons
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Lorsque la compétition entre souches est faiblement dépendante des variants, l’analyse présentée dans [P25]
et [PreP3] permet de justifier l’existence d’un équilibre démo-génétique robuste dans chaque plante infectée. Ce
constat rend possible (valide) la construction d’un modèle “simple” à l’échelle du paysage agricole permettant
aussi d’évaluer les temps de contournement pour différentes stratégies de gestion des pratiques culturales [85].
Il reste toutefois beaucoup de questions en suspens concernant ces modèles, et les résultats théoriques obtenus
peuvent parfois surprendre et potentiellement influencer les expérimentations à venir. L’analyse de la dynamique
des solutions de l’équation avec mutation non locale en est un bon exemple. Pour cette équation, même dans
un cas a priori simple, la dynamique des solutions du problème de Cauchy n’est pas claire et l’état d’équilibre
atteint reste un mystère.
La compréhension des effets respectifs des différents termes et l’assouplissement de certaines hypothèses
(diffusion auto-adjointe, forme des noyaux d’interaction, forme de la reproduction, . . .) sont aussi des enjeux
scientifiques importants. Ceux sont des sujets pertinent et très dynamiques où différentes approches coexistent.
Dans cette perspective, l’approche par Entropie Relative me semble très prometteuse pour étudier
ces problèmes.
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10 Phénomènes de propagation dans les
modèles démo-génétiques
Ce chapitre est consacré aux phénomènes de propagation qui apparaissent dans certains modèles démo-
génétiques et plus particulièrement à l’existence de fronts progressifs dans des équations de réaction-diffusion-
compétition. Le modèle typique est un modèle démo-génétique spatialisé de la forme :
∂u
∂t
(t, x, y) = ∆x,yu(t, x, y) + u(t, x, y)
(
r(x, y) −
ˆ
R
β(x, y, z)u(t, x, z) dz
)
sur R+ × Rd × R (10.1)
où u(t, x, y) représente la densité d’une population structurée par deux variables, une d’espace (x) et une de
trait (y). Cette équation modélise une population qui, se développe suivant un processus démographique du
type logistique non locale, se déplace par diffusion dans l’espace physique et mute suivant un processus de
diffusion. Le contrôle logistique non local modélise la compétition entre les individus de traits distincts pour
une ressource spatialisée. Ce modèle apparaît notamment dans la description de l’évolution de populations
asexuées, voir par exemple la thèse de Céline Prevost [170] ou [58, 57].
Pour ce type d’équations, je me suis principalement concentré sur les phénomènes de propagation [P1, P2,
P3]. D’un point de vue écologique, ces phénomènes de propagation peuvent nous renseigner sur les processus
d’adaptation pouvant être potentiellement mis en œuvre par une espèce pour envahir ou non un nouveau
territoire.
Sans hypothèses supplémentaires sur le noyau d’interaction β et le taux de reproduction r, l’existence de
fronts pour l’équation (10.1) reste à ce jour un problème ouvert ardu. Sous certaines hypothèses sur β, r, il
est possible de construire des fronts progressifs, solutions de (10.1). Commençons par discuter de l’équation de
Fisher-KPP non locale.
10.1 L’équation de Fisher-KPP non locale [P1, P3]
Une situation qui a récemment conduit à d’intenses recherches, concerne le cas où le taux de reproduc-
tion r(x, y) = µ est indépendant de la position et du trait et où l’interaction de compétition est de la forme´
R
β(x, y, z)u(t, x, z) dz = µ
´
R
φ(y − z)u(t, x, z) dz avec φ ∈ C2(R) vérifiant
φ ≥ 0 , φ(0) > 0 ,
ˆ
R
φ = 1 ,
ˆ
R
z2φ(z) dz <∞ .
Sous ces hypothèses, l’équation (10.1) s’écrit
∂tu(t, x, y) = ∆u(t, x, y) + µu(t, x, y) (1− φ ⋆ u(t, x, y)) sur R+ × Rd × R.
En se restreignant aux solutions u(t, x, y) = v(t, y) indépendantes de x, on est conduit à étudier
∂tv(t, y) = ∂yyv(t, y) + µv(t, y) (1− φ ⋆ v(t, y)) sur R+ × R. (10.2)
On reconnaît en (10.2), une variante non locale de l’équation de Fisher-KPP
∂tv(t, y) = ∂yyv(t, y) + µv(t, y) (1− v(t, y)) sur R+ × R. (10.3)
Depuis les travaux de Fisher [91] et Kolmogorov, Petrovskii et Piskunov [133], cette équation (10.3) est
bien connue pour admettre des solutions du type front progressif, i.e. des solutions de (10.3) de la forme
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u(t, y) = ψ(y − ct) qui vérifient
ψξξ + cψξ + µψ(1− ψ) = 0 pour tout ξ ∈ R, (10.4)
lim
ξ→+∞
ψ(ξ) = 0, lim
ξ→−∞
ψ(ξ) = 1. (10.5)
Plus précisément,
Théorème 10.1 (Fisher-KPP [133]). Soit c∗ = 2
√
µ alors pour tout c ≥ c∗, il existe une fonction ψ ∈ C2(R),
ψ ≥ 0 telle que (c, ψ) soit une solution de (10.4) - (10.5). De plus cette solution est décroissante et unique à
translation près. En outre, si c < c∗ il n’existe pas de fronts progressifs positifs.
Dans l’esprit des résultats de Fisher-KPP, H. Berestycki, G. Nadin, B. Perthame et L. Ryzhik [23] montrent
que l’équation de Fisher-KPP non locale (10.2) admet des “semi-fronts” i.e des solutions de (10.2) de la forme
u(t, y) = ψ(y − ct) qui vérifient
ψξξ + cψξ + µψ(1− φ ⋆ ψ) = 0 pour tout ξ ∈ R, (10.6)
lim
ξ→+∞
ψ(ξ) = 0, ψ > 0, lim inf
ξ→−∞
ψ(ξ) > 0. (10.7)
Ils obtiennent le résultat suivant :
Théorème 10.2 ([23]). Soit c∗ = 2
√
µ alors pour tout c ≥ c∗, il existe une fonction ψ ∈ C2(R), ψ ≥ 0 telle
que (c, ψ) est une solution de (10.6) - (10.7). En outre, si c < c∗ il n’existe pas de semi-front positif.
Les semi-fronts dans ce cas ne sont pas nécessairement monotones, ainsi l’étude de leurs limites en±∞ s’avère
parfois ardue sans autres informations sur les équilibres 0 et 1. En imposant des conditions supplémentaires sur
le noyau φ ou sur µ on garantit la stabilité de l’équilibre 1 et ainsi il est plus aisé de montrer que les semi-fronts
connectent l’état d’équilibre instable 0 à son unique équilibre stable 1. On trouve dans [23] deux conditions
distinctes permettant de garantir la stabilité de 1. La première porte uniquement sur la ressource µ : si celle-ci
est “petite” alors 1 est nécessairement stable. En d’autres termes
Proposition 10.1 ([23]). Il existe µ0 > 0 indépendant de φ tel que, pour tout 0 < µ < µ0 les semi-fronts du
théorème 10.2 vérifient limξ→−∞ ψ(ξ) = 1.
L’autre condition porte elle uniquement sur le noyau φ indépendamment de la ressource considérée.
Proposition 10.2 ([23]). Si la transformation de Fourier φˆ est positive sur R, alors, pour tout µ > 0 les
semi-fronts du théorème 10.2 vérifient limξ→−∞ ψ(ξ) = 1.
Quand ces conditions ne sont pas vérifiées, l’équilibre 1 peut être instable au sens de Turing [23, 99, 156] et
d’autres solutions stationnaires apparaissent [4, 99]. Dans ces conditions, le comportement asymptotique des
semi-fronts est plus ardu à analyser et il n’est en général pas connu. En collaboration avec M. Alfaro, je montre
que les semi-fronts de grande vitesse sont toujours des fronts progressifs, même quand l’équilibre 1 est instable.
Nous montrons
Théorème 10.3 ([P1]). Soit
c = c(φ, µ) := µ
(ˆ
R
z2φ(z) dz
)1/2(ˆ
R
φ(z)
(
1− µz
2
2
)+
dz
)−1
.
alors les semi-fronts du théorème 10.2 de vitesse c > c vérifient limξ→−∞ ψ(ξ) = 1.
Ce résultat est la conséquence d’une estimation a priori dans L2 de ψ′ que l’on obtient en utilisant habilement
l’inégalité de Cauchy-Schwarz. Une fois ψ′ ∈ L2 prouvé, il est alors simple de montrer que les limites de ψ en
±∞ sont des constantes. Ce résultat répond en outre à une question posée dans [156], à savoir, “Existe-t-il des
fronts connectant deux états stationnaires instables ?”. Malheureusement, ce résultat ne couvre pas toutes les
situations et on peut aisément construire des noyaux φ tels que c∗ < c(φ, µ). Dans ce cas, le comportement du
semi-front de vitesse minimale n’est en général pas connu.
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Faisant suite à ce résultat, en collaboration avec M. Alfaro et G. Raoul [P3], je me suis consacré à l’étude de
l’équation non locale :
∂tv(t, y) = ∂yyv(t, y) + v(t, y)(v(t, y)− θ) (1− φ ⋆ v(t, y)) sur R+ × R. (10.8)
Cette équation peut-être vue comme une version non locale de l’équation de réaction-diffusion bistable
∂tv(t, y) = ∂yyv(t, y) + v(t, y)(v(t, y) − θ) (1− v(t, y)) sur R+ × R,
équation connue pour admettre un front monotone (c, ψ) connectant les deux équilibres stables 0 et 1 [5, 90].
Comme pour l’équation de Fisher-KPP non locale, nous montrons que l’équation (10.8) admet pour solution
un semi-front, i.e. une solution entière v(t, y) := ψ(y − ct) de (10.8) qui vérifie
ψξξ + cψξ + µψ(ψ − θ)(1− φ ⋆ ψ) = 0 pour tout ξ ∈ R, (10.9)
lim
ξ→+∞
ψ(ξ) = 0, ψ(0) = θ, lim inf
ξ→−∞
ψ(ξ) > θ. (10.10)
Plus précisément :
Théorème 10.4 ([P3]). Il existe c ∈ R et une fonction positive ψ ∈ C2(R) tels que (c, ψ) vérifie (10.9) –
(10.10).
Quand le noyau d’interaction φ est suffisamment proche d’une masse de Dirac, nous prouvons que ce semi-
front est bien un front connectant les deux équilibres 0 et 1.
La construction repose sur un schéma classique d’approximation, utilisé notamment dans [24]. L’idée direc-
trice est de résoudre une version tronquée de (10.9) – (10.10) définie sur des intervalles bornés [−a, a] et de
faire tendre a → +∞. Pour être utile, cette méthode requiert une normalisation précise et un contrôle fin sur
les solutions construites dans les bornés. Ici, le terme non local ne permet pas l’utilisation des outils fondés sur
le principe du maximum (principe de comparaison, méthode de glissement, . . .). La normalisation et le contrôle
fin sont les difficultés majeures de cette construction. On s’en sort par une étude approfondie de la solution
obtenue par degré topoloqique. Entre autre, nous montrons que la valeur θ qui nous sert de normalisation ne
peut être prise qu’en un point.
10.2 Couplage trait-espace [P2]
Le cas d’un gradient d’adaptation est aussi une situation où l’on est susceptible d’observer un phénomène
de propagation. Ces gradients apparaissent notamment lors d’études sur la répartition spatiale de populations
structurées par un trait phénotypique [132, 152]. Les exemples suivants, tirés des travaux [161, 179], suggèrent
un lien linéaire entre le trait optimal et la position spatiale des individus, voir la figure 10.1. Dans ce contexte,
le taux de croissance et le noyau de compétition prennent la forme suivante : r(x, y) = a(y−Bx.e), β(x, y, z) =
K(y − Bx · e, z − Bx · e) où e ∈ Sd−1, B ≥ 0, K ∈ C(R2,R+) et a ∈ C(R) est maximal en zéro et négatif en
dehors d’un intervalle compact. Sous ces hypothèses l’équation (10.1) s’écrit
∂tu(t, x, y)−∆x,yu(t, x, y) =
(
a(y −Bx · e)−
ˆ
R
K(y −Bx · e, z −Bx · e)u(t, x, z) dz
)
u(t, x, y).
La population ainsi modélisée vit sur ce que les écologistes appellent un gradient environnemental : pour survivre
au point x les individus doivent avoir un trait proche du trait optimal yopt := Bx · e. Ainsi pour envahir un
territoire, la population doit nécessairement évoluer. Sans perte de généralité, on peut supposer que e = e1 et
en posant u˜(t, x, z) = u(t, x, z +Bx · e1), on obtient une équation sur u˜ de la forme
∂tu˜(t, x, z)− E [u˜](t, x, z) =
(
a(z)−
ˆ
R
K(z, z′)u˜(t, x, z′) dz′
)
u˜(t, x, z), (10.11)
avec E [u˜] := ∆xu˜+ (B2 + 1)∂zzu˜− 2B∂xzu˜, un opérateur elliptique.
Comme dans les chapitres précédents, l’étude du problème linéarisé en 0 :
E [ϕ](x, z) + a(z)ϕ(x, z) + λϕ(x, z) = 0 dans Rd × R, (10.12)
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Figure 10.1  Exemples de relations de dépendane entre traits phénotypiques optimaux et la latitude [179℄
fournit un critère de persistance vs extinction. Quand λ1(E + a) > 0, on montre facilement que la population u˜
s’éteint exponentiellement vite. La question de la persistance est plus subtil. Supposons donc λ1(E + a) < 0 et
définissons la valeur propre auxiliaire suivante :
Definition 10.1 (Valeur propre généralisée). On notera λ0 la première valeur propre généralisée de l’opérateur
(B2 + 1)∂zz + a et ϕ0 la fonction propre associée à λ0. (λ0, ϕ0) vérifie donc
(B2 + 1)∂zzϕ0(z) + a(z)ϕ0(z) + λ0ϕ0(z) = 0 pour tout z ∈ R. (10.13)
En s’appuyant sur les résultats récents de Berestycki et Rossi [31, 28, 27], on montre que λ1(E+a) = λ0. Ainsi
quand λ1 < 0 on a λ0 < 0 qui est une condition suffisante pour construire une solution stationnaire positive du
problème
(B2 + 1)∂zzu+
(
a(z)−
ˆ
R
K(z, z′)u(z′) dz′
)
u(z) = 0 pour tout z ∈ R. (10.14)
Par un rapide calcul cette solution s’avère être aussi une solution stationnaire de (10.11). Le cas λ1 = 0 est plus
délicat à traiter et reste pour l’instant un problème ouvert.
Pour simplifier l’exposition des résultats qui vont suivre, fixons a(z) = 1−Az2. Pour ce a particulier, λ0 et ϕ0
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sont connus explicitement :
λ0 =
√
A(B2 + 1)− 1, ϕ0(z) = exp
(
−
√
A
B2 + 1
z2
2
)
.
Lorsque que λ1 < 0 nous construisons des semi-fronts (solutions de la forme u˜(x, z) = ψ(x · e1 − ct, z)) se
propageant le long de l’axe optimal z = 0. Plus précisément, nous montrons
Théorème 10.5. Supposons λ1(E + a) < 0 et soit
c∗ := 2
√
−λ0
B2 + 1
.
(i) Pour tout c ≥ c∗, il existe ψ ∈ C2(R2) solution strictement positive de
E [ψ](s, z) + c∂sψ(s, z) +
(
a(z)−
ˆ
R
K(z, z′)ψ(s, z′) dz′
)
ψ(s, z) = 0 pour tout s, z ∈ R2, (10.15)
En outre, ψ vérifie
‖ψ(s, · )‖∞ → 0,
ˆ
R
ψ(s, z) dz → 0 quand s→ +∞,
et il existe des constantes positives ν, C et κ telles que
ν1(s,z)∈(−∞,0]×[−ν,ν](s, z) ≤ ψ(s, z) ≤ Ce−κz
2
.
(ii) Pour 0 ≤ c < c∗, il n’existe pas de solution positive de (10.15) vérifiant ψ(s, z) ≤ γ(z) pour un γ ∈ L1 et
lim infs→+∞ ψ(s, 0) = 0.
Pour la démonstration de ce résultat, nous suivons la même stratégie que celle utilisée dans le cas de l’équation
de Fisher-KPP et de l’équation bistable non locale. On commence par étudier une version tronquée de (10.15)
définie sur (−a, a)× (−b, b). L’existence d’une solution pour cette version tronquée est obtenue par un argument
utilisant le degré topologique. La difficulté principale est d’obtenir des estimations a priori indépendantes de
a et b sur les ψa,b et ca,b, solutions du problème tronqué. Pour obtenir ces estimations, on obtient d’abord une
estimation indépendante de a et b de la quantité
´
R
ψ(s, z) dz. Via des résultats classiques, cette estimation nous
permet de montrer que ‖ψa,b‖∞ est contrôlée par une constante indépendante de a et b. Le contrôle de ca,b se
fait en imposant l’intervalle sur lequel on obtient par degré des solutions normalisés.
Contrairement aux semi-fronts solutions de l’équation de Fisher-KPP non locale, où sous certaines hypothèses
on peut prouver qu’ils sont monotones, la monotonie des semi-fronts solutions de (10.15) est loin d’être claire.
Notre compréhension du comportement de l’onde en −∞ est ainsi assez limitée pour l’instant.
10.3 Discussion
L’étude de modèles démo-génétiques spatialisés est un domaine très actif et de nombreux résultats ont été
récemment obtenus tant sur l’équation de Fisher-KPP que sur certaines formes de l’équation (10.1). Citons par
exemple les travaux de Hamel et Ryzhik [109] sur les solutions périodiques de l’équation de Fisher-KPP, Alfaro,
Berestycki et Raoul [3] sur des versions du modèle (10.11) incorporant un changement climatique ou encore
Bouin et Calvez [33] sur les fronts de propagation pour une équation où le coefficient de diffusion dépend de
la variable de trait. Sur ces sujets, je souhaite m’investir essentiellement sur les deux problèmes suivants :
— Pour l’équation de Fisher-KPP comme pour dans les autres équations étudiées ici, la construction des
(semi-)fronts bute sur des difficultés techniques importantes. L’impossibilité d’utiliser les principes de
comparaison et les techniques associées (itération monotone, méthode de glissement, balayage, . . .) com-
plique énormément l’obtention d’estimations a priori uniformes. Ce point est souvent contourné par
l’utilisation forte de la théorie elliptique (estimation L∞, Bootstrap via Sobolev, . . .) rendant presque illu-
soire l’extension de ces résultats dans des contextes moins réguliers (diffusion ou mutation non locale).
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L’exploration de techniques plus élémentaires pour obtenir ces estimations est une première étape cruciale
en vue d’une généralisation de ces résultats à des situations moins régulières qui sont plus pertinentes du
point de vue écologique.
— dans tous ces modèles, la reproduction des individus apparaît sous la forme d’un taux de croissance.
Cette description est particulièrement bien adaptée pour la description de populations clonales dont les
individus muteraient (ou pas) à chaque événement de naissance. Pour les populations de virus et de
manière plus générale pour les populations sexuées, les événements de naissance, et par conséquent les
phénomènes de mutation, sont bien plus complexes et nécessitent l’introduction d’autres types de modèle.
Une première piste que je souhaite explorer concerne l’existence et la caractérisation de phénomènes de
propagation pour un modèle du type
∂u
∂t
(t, x, y) = ∆u(t, x, y) + u(t, x, y)
(
r(x, y)−
ˆ
R
K(y, z)u(t, x, z) dz
)
+ γ
¨
R2
Q(y, y∗, y′∗)u(t, x, y∗)u(t, x, y
′
∗)dy∗dy
′
∗ sur R
+ × Rd × R
où le noyau Q est un noyau de collision, modélisant la formation d’un nouvel individu à partir de deux
parents.
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Troisième partie
Autres Problèmes
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Introduction
Dans cette dernière partie, je présente des résultats obtenus lors de diverses collaborations nouées au cours de
mes différents pre- et postdocs à l’université de Tel Aviv, au Centro de Modelamieto Matematico de l’universidad
de Chile, et au Max Planck Institute for mathematics de Leipzig. Ces résultats concernent :
— le problème de Combustion en micro-gravité [P17]
— la propagation d’interfaces en milieu aléatoire [P21]
Les deux chapitres suivants résument mes résultats sur ces deux sujets.
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11 Contribution à l’étude des flameballs [P17]
Depuis les expériences de Ronney (1984), il est bien connu que lorsque l’on déclenche la combustion d’un
mélange H2 − air très pauvre, on observe la naissance de très petites flammes courbes [38, 39, 140, 176]. Ces
flammes apparaissent comme stationnaires (animées d’une vitesse constante) et ne constituent pas de nouvelles
sources d’ignition pour le milieu ambiant.
Ceci présage d’une certaine stabilité de ces flammes ainsi que l’existence d’un mécanisme de stabilisation lors
de la combustion. Pour expliquer l’apparition de ces flammes, Buckmaster - Joulin - Ronney [38, 39, 176] ont
émis l’hypothèse que la perte de chaleur lors de la combustion imparfaite du combustible serait à l’origine de la
stabilisation du front de flamme. Cette hypothèse est étudiée via l’analyse du modèle de réaction diffusion :

ρCp∂tT = ∇ · (λ∇T ) + QBY ρ
m
e−
E
RT − εq(T ) dans R3,
ρ∂tY = ∇ · (µ∇Y )−BY ρe− ERT dans R3,
Y → Y∞, T → T∞ quand |x| → ∞,
(11.1)
où T est la température et Y la concentration du réactif. Les paramètres Y∞ > 0, T∞ > 0 sont la concentration
du réactif et la température à l’infini tandis que Cp, R,Q et m sont respectivement la capacité de chaleur
spécifique à pression constante, la constante des gaz parfaits, le dégagement de chaleur chimique et la masse
moléculaire du réactif. La réaction est caractérisée par la loi d’Arrhenius à un pas ∼ Be−ERT où B et E sont des
constantes positives. En outre, les effets hydrodynamiques sont négligés, à savoir la densité ρ, la conductivité
thermique λ et le coefficient de diffusion µ sont constants. Le terme q(T ) représente les pertes radiatives dues à
une combustion imparfaite du réactif.
Sous l’hypothèse de hautes énergie d’activation (E >> 1), une simplification courante de (11.1) est de sup-
poser que la combustion s’opère dans une couche mince de l’espace (typiquement la surface d’une sphère)
et de considérer qu’après combustion le combustible est entièrement consumé. Cette approche, utilisée dans
[38, 39, 138, 151], conduit à l’étude du problème à frontière libre

∂tT = ∆T +Be
− E
2T∗ δ(r −R(t))− εq(T ) in R3
∂tY =
1
Le
∆Y −Be− E2T∗ δ(r −R(t)) in R3
Y ≡ 0 in B(0, R(t))
q ≡ 0 in R3 \B(0, R(t))
Y → Y∞, T → T∞ as |x| → ∞
(11.2)
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où R(t) est le rayon du front de flamme, δ est la mesure de Dirac, T ∗ est la température du front et Le est le
nombre de Lewis.
Pour ce système, lorsque la perte de chaleur n’excède pas une certaine valeur positive critique ε0 Buckmaster
et al. [38, 39] obtiennent l’existence de deux solutions stationnaires (i.e. il existe deux valeurs possibles pour
R). Par ailleurs, ils montrent que la flamme de plus petit rayon est instable alors que celle de grand rayon est
stable.
Plus récemment, d’autres modèles ont été introduits pour justifier et décrire l’existence des flameballs. Citons
par exemple, le modèle intégrodifférentiel décrivant l’évolution du rayon de la flamme [126, 137, 178] :
1√
π
ˆ t
0
R˙(s)√
t− sds = RLog(R) + Eq(t)− λR
3,
et un modèle à frontière libre incorporant une description des mécanismes causant la perte de chaleur [194,
102] : 

∆T − 3α2(T − T∞) + α∆(Θ4) = 0 dans R3
1
Le∆Y = 0 dans R
3 \ SR∗
∆Θ+ β(T − T∞) = 0 dans R3 \ SR∗
Y ≡ 0 dans B(0, R∗)
[Θ] = [Y ] = 0, −[Θr] = 1Le[Yr] = F (Θ(R∗))
T → T∞, Θ→ Θ∞, Y → Y∞ quand |x| → ∞
Cependant, bien que ces modèles produisent des résultats en partie conformes aux observations réalisées en
microgravité, on peut légitimement s’interroger sur l’existence de solutions stationnaires radiales pour le modèle
(11.1).
Un modèle avec température d’ignition
Ma principale contribution à l’étude des flameballs, consiste en l’analyse d’un modèle approché de (11.1), où
l’on introduit les deux simplifications suivantes :
a) Les pertes de chaleurs sont linéaires, i.e., q(T ) = a(T − T∞) avec a > 0,
b) On approche la loi d’Arrhenius e−
E
RT par η(T −T0)BY e− ERT ou T0 est une constante appelée température
d’ignition et η est une fonction cut-off vérifiant η > 0 sur R+ et η ≡ 0 sur R−.
C’est deux simplifications sont motivées par les travaux [127, 184], où les pertes radiatives sont modélisées
par la loi de Stefan : q(T ) = ε(T 4 − T 4∞) pour ε > 0. Quand T est proche de T∞, on peut approcher q(T ) ≈
4εT 3∞(T − T∞). Dans notre étude, on suppose que cette relation linéaire est vraie pour toute température
T . On observe que ce type d’approximation linéaire se retrouve aussi dans différents travaux [35, 151, 184].
L’hypothèse b), quand à elle, correspond à une approximation standard permettant d’éviter le problème de la
frontière froide, voir [21].
Après adimensionnement du système, on est conduit à étudier le système


∆u+ vg(u)− cu = 0 in R3
1
Le
∆v − vg(u) = 0 in R3
u→ 0, v → v∞ as |x| → +∞
(11.3)
où u, v représentent respectivement la température et la concentration du combustible, Le > 0 est le nombre de
Lewis, c > 0, v∞ > 0 et g est une fonction de type ignition, c’est à dire, qu’il existe θ > 0 de sorte que g(u) = 0
quand u ≤ θ et g > 0 si u > θ.
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En posant v(x) = v∞ v˜(
√
Lex), u(x) = v∞Le u˜(
√
Lex) on se ramène à l’étude du système :


∆u+ vf(u)− εu = 0 dans R3
∆v − vf(u) = 0 dans R3
u→ 0, v → 1 quand |x| → +∞
(11.4)
où f est une fonction de type ignition. Ce changement de variable montre en particulier que le nombre de Lewis
Le ne joue aucun rôle particulier dans l’existence/non existence de solutions positives de (11.3).
En absence de pertes de chaleur (ε = 0) u + v est alors une fonction harmonique bornée et le système (11.4)
se réduit à l’étude d’une EDP semi-linéaire sur R3,{
∆u+ (1 − u)f(u) = 0 sur R3,
u→ 0, quand |x| → +∞. (11.5)
Dans le cas d’une fonction f de type ignition, l’existence d’une solution positive non triviale de (11.5) est bien
connue, voir par exemple [22, 67, 135]. Cette réduction n’est plus valide en présence de pertes de chaleur car
dans cette situation la fonction u + v n’est plus une fonction harmonique bornée. Intuitivement, il est toutefois
naturel de penser que le système (11.4) admet au moins une solution positive non-triviale quand ε est petit.
Mon premier résultat va dans ce sens et même au delà. En collaboration avec J. Davila nous obtenons :
Théorème 11.1. Soit f : [0, 1]→ [0,+∞) une fonction continue du type ignition vérifiant pour certains C > 0
f(t) ≤ Cf(u) ∀t ≤ u, t, u ∈ [θ, 1]. (11.6)
Alors, il existe 0 < ε1 < +∞ tel que pour tout 0 < ε < ε1, il y a au moins 2 solutions positives de (11.4).
La démonstration repose en partie sur l’observation suivante. Si (u, v) est une solution radiale non triviale de
(11.4), alors il existe r > 0 tel que u(r) > θ et ainsi puisque limr→∞u(r) = 0, il existe βu > 0 tel que
u(βu) = θ et u(r) < θ ∀r > βu.
Ainsi par un changement d’échelle, en posant u = u(βr), v = (βr), l’étude de (11.4) se ramène à l’étude de deux
systèmes couplés


∆u− β2εu = 0 sur (1,+∞)
∆v = 0 sur (1,+∞)
u(1) = θ, v(1) = γ
u(+∞) = 0 v(+∞) = 1
(11.7)
et 

∆u− β2εu = −β2vf(u) sur (0, 1)
∆v = β2vf(u) sur (0, 1)
u(1) = θ v(1) = γ
u′(0) = 0 v′(0) = 0
u′(1−) = u′(1+) v′(1−) = v′(1+)
(11.8)
où γ est un paramètre à ajuster et β est une nouvelle variable. Le système (11.7) s’intégrant explicitement,
u =
θe−β
√
ε(r−1)
r
v = 1− 1− γ
r
on est en fait ramené à l’étude du problème sur-déterminé
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

∆u− β2εu = −β2vf(u) sur B(0, 1),
∆v = β2vf(u) sur B(0, 1),
u(x) = θ v(x) = γ sur ∂B(0, 1),
u′(0) = 0 v′(0) = 0,
u′(x) = −θ(1 + β√ε) v′(x) = 1− γ sur ∂B(0, 1).
(11.9)
En jouant sur les paramètres ε, β et γ, on déduit certaines propriétés des solutions de (11.9) permettant de
construire des solutions non-triviales via le degré topologique. Dans cette analyse, le paramètre β permet à la
fois de distinguer les différentes solutions possibles et d’étudier les dépendances des solutions par rapport à ε.
En particulier, on montre :
Théorème 11.2. Soient (uε, vε) et (Uε, Vε) les solutions de (11.4) pour tout 0 < ε ≤ ε1 obtenues au théorème
11.1 alors l’une d’entre d’elle a un rayon de réaction borné quand ε→ 0, c’est à dire β(ε) = O(1) quand ε→ 0,
et l’autre a un rayon de réaction dans l’intervalle δ/
√
ε ≤ β(ε) ≤ 1/(θ√ε) quand ε → 0, où δ > 0 est une
constante fixée.
Le cas d’une fonction discontinue
Dans la pratique, l’extension des Théorèmes 11.1–11.2 à des non-linéarités discontinues peut s’avérer utile
pour la compréhension de la structure de l’ensemble des solutions. Le cas particulier de la fonction d’ignition
f = H(x − θ) avec H la fonction de Heaviside est particulièrement intéressant car pour cette non-linéarité
on obtient une description complète de l’ensemble des solutions positives. Plus précisément, nous obtenons le
résultat :
Théorème 11.3. Soit f la fonction de Heaviside, alors il existe ε0 > tel que, pour tout 0 < ε < ε0 il existe
deux solutions radiales de (11.4), il existe une unique solution radiale pour ε = ε0 et aucune pour ε > ε0.
Ce résultat est illustré par le diagramme de bifurcation de R(ε) = β(ε) en fonction de ε pour θ = 12 :
Figure 11.1  Courbe β(ε) = R(ε) solution quand f est une fontion de Heaviside H(x− θ) ave θ = 1/2.
La démonstration de ce résultat consiste en une construction explicite des solutions. Dans ce cas précis, le
système sur-déterminé (11.9) s’intègre complètement. En effet, dans cette situation, seuls deux situations sont
possibles. Soit u > θ dans B(0, 1), soit u ≤ θ sur B(0, η) et u > θ dans sur l’ anneau A(0, η, 1). Dans les deux cas,
le système (11.9) s’intègre complètement, donnant des relations implicites entre les coefficients. Par exemple,
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dans le cas u > θ dans B(0, 1), on obtient
θ(1− ε)(1 + th(β√ε)) + th(β)
β
=
th(β
√
ε)
β
√
ε
, γ =
th(β)
β
.
L’étude analytique de ces relations permet de montrer l’existence de solutions C1 non-triviales de (11.4) et
de construire le diagramme de bifurcation illustré par la figure 11.1. Cette méthode permet aussi d’avoir une
information plus précise sur la structure des solutions. En particulier on s’aperçoit que pour ε petit la solution
de plus grand rayon vérifie u ≤ θ sur B(0, η) et u > θ sur l’ anneau A(0, η, 1) tandis que la solution de petit
rayon vérifie u ≥ θ sur B(0, 1).
En combinant les résultats du cas Heaviside et les théorèmes 11.1 et 11.2, on généralise nos résultats d’exis-
tence à des fonctions d’ignition satisfaisant
f continue sur (θ, 1] et limu→θ+ f(u) existe. (11.10)
Pour ces fonctions nous montrons :
Théorème 11.4. Soit f : [0, 1] → [0,+∞) une fonction d’ignition vérifiant (11.6), et (11.10). Alors il existe
0 < ε1 < +∞ de sorte que pour tout 0 < ε < ε1 il existe au moins deux solutions de (11.4). L’une d’entre
elle vérifie limε→ βε = β0 > 0 où β0 est une constante positive, tandis que l’autre vérifie δ/
√
ε ≤ β ≤ 1/(θ√ε)
quand ε→ 0, où δ > 0 est une constante donnée.
La démonstration s’opère en deux temps. On introduit une suite de fonctions régulières (fn)n∈N qui sont des
régularisations de la fonction discontinue f . Les estimations a priori obtenues via le théorème 11.1 permettent
la construction de solutions pour le problème régularisé pour tout ε ∈ (0, ε1) où ε1 ne dépend plus de n. La suite
de solutions (un, vn)n∈N étant uniformément bornée, l’extraction d’une paire de fonction limite ne pose donc pas
de problème majeur. Par contre, du fait de la discontinuité de f , le passage à la limite dans les équations vérifiées
par (un, vn) s’avère très délicat. Une analyse fine de l’ensemble des points Γn := {x ∈ [0, 1), u¯n(x) = θ} pour
tout n nous permet d’obtenir une borne uniforme sur le cardinal de cet ensemble fini. Ainsi, après extraction, le
couple de fonctions (u¯, v¯) vérifie (11.4) presque partout.
Perspectives
La suite pertinente de ce travail consiste en la compréhension fine de la dépendance des solutions radiales par
rapport au paramètre θ et la construction des solutions non triviales pour le système (11.1). Au vu des résultats
expérimentaux, la question de l’existence de solutions non radiales est assez naturelle. Le problème (11.4) étant
invariant par translation, l’une des pistes à explorer est la construction d’une solution multi-modales à partir de
solutions radiales construites et centrées en différents points de l’espace.
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12 Etude de propagation d’interfaces en milieu
aléatoire [P21]
Ce dernier chapitre présente mes contributions à l’étude de la propagation d’interfaces dans un milieu aléa-
toire [P21]. Ce travail est le fruit d’une collaboration avec N. Dirr et S. Luckhaus (Max Planck Institut, Leipzig)
lors de mon séjour au Max Planck Institute de Leipzig.
Nous nous sommes intéressés à l’influence des hétérogénéités et du bruit sur la propagation d’une interface
dans un milieu donné. Plus précisément, on s’intéresse aux propriétés qualitatives de l’interface Γt := (x, u(x, t))
où u est une solution du problème d’évolution suivant :
∂tu(x, t) = uxx(x, t) + f(x, u(x, t)) + F sur R× R+, (12.1)
u(x, 0) = 0, (12.2)
où F est une constante représentant un champ extérieur et f(x, s, ω) : R × R × Ω → R est un champ aléatoire
régulier à moyenne nulle. On s’intéresse en particulier à la relation entre la vitesse de l’interface Γt et la force
du champ extérieur F (phénomène de blocage/déblocage).
Ce modèle peut être vu comme une approximation “petit gradient” d’un modèle de propagation d’interface
par courbure moyenne avec perturbations aléatoires. L’interface décrite se déplace ainsi par courbure moyenne
dans un substrat comportant des défauts distribués de manière aléatoire. Le champ aléatoire f(x, s, ω) décrit
ainsi la structure des obstacles rencontrés par l’interface Γt. Dans ce contexte, les obstacles sont simplement les
régions où f < 0, et plus f est négative, plus l’obstacle sera difficile à passer.
Pour des substrats périodiques (f périodique), Dirr et Yip [80] ont caractérisé un phénomène de blocage/déblocage
d’interface.
d
F
Figure 12.1  Champ périodique d'obstales de même type
Dans ce cas, ils montrent qu’il existe une force critique F ∗ décrivant le seuil de déblocage. C’est à dire, si
F < F ∗, alors l’interface se retrouve bloquée (u(x, t) converge vers un état stationnaire borné), situation qui
n’arrive jamais lorsque F > F ∗ où l’interface se propage à une vitesse positive.
Notre étude porte sur le même type de phénomènes mais pour des substrats f(x, s, ω) aléatoires. Plus pré-
cisément, nous considérons un modèle d’obstacles aléatoires, où la position des obstacles est fixée et seul leur
intensité est aléatoire.
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d
F
Figure 12.2  Une réalisation du hamp d'obstales f(x, s, ω). Les ouleurs symbolisent les diérents types d'obs-
tales présents
Concrètement, on commence par définir un réseau d’obstacles :
Figure 12.3  Réseau d'obstales
Definition 12.1 (Obstacles).
1. Soit Z1/2 := Z +
1
2 . Nous supposons que les obstacles se trouvent sur un réseau R := Z × Z1/2 où pour
plus de commodité (bij)i,j∈Z désignent les nœuds du réseau, c’est à dire bij := (i, j + 1/2).
2. Pour d < 1/2, on définit Qd := [−d, d]2, et Qd(i, j) := Qd + bi,j . Les obstacles, à savoir les régions où
f < 0, sont ainsi représentés par Qd(i, j).
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Pour obtenir l’existence de solutions régulières au problème de Cauchy, la non-linéarité f(x, s) doit être
suffisamment régulière :
Definition 12.2 (champ aléatoire).
Soit (l(i, j)(ω))(i,j)∈Z×Z1/2 un champ de variables aléatoires exponentielles indépendantes et identiquement dis-
tribuées i.e. il existe λ0 > 0 tel que pour r ≥ 0
P{l(i, j)(ω) > r} = e−λ0r.
Soient Σ l’ensemble des obstacles, c’est-à-dire Σ :=
⋃
(i,j)∈Z×Z1/2
(
Qd(i, j)
)
et φ ∈ C∞c une fonction non
négative dont le support est contenu dans le cube Qd. On définit le champ aléatoire f de la manière suivante :
f(x, s) = g(x, s)−
∑
(i,j)∈Z×Z1/2
l(i, j)φ((x, s)− bi,j)
où g est une fonction non-négative choisie de sorte que le champ f soit à moyenne nulle dans un sens convenable :
g ≥ 0 sur R2 et g = 0 sur Σ¯,
lim
L→∞
1
(2L)2
ˆ
[−L,L]2
f(x, s) dxds = 0 presque surement.
Remarque 12.1. Comme E(l(i, j)) = 1λ , la loi des grands nombres nous indique qu’on peut choisir g de la
forme
g(x, s) =
∑
(i,j)∈Z×Z1/2
1
λ
φ((x, s) − bij).
Pour ce type de champs aléatoires f , nous montrons qu’il existe une constante de forçage F ∗ telle que, pour
tout F ≥ F ∗ et pour presque toutes les configurations d’obstacles l’interface Γt := (x, u(x, t)) n’est jamais piégée,
i.e pour presque toutes les configurations d’obstacles, la solution u(x, t) ne converge pas vers une solution
stationnaire positive du problème. Pour obtenir ce résultat, nous montrons que les solutions stationnaires d’un
problème de Dirichlet défini sur [−N,N ], sont “grandes” avec une grande probabilité quand N >> 1.
Plus précisément, considérons le problème de Dirichlet suivant :
uxx + f(x, u, ω) + F = 0 sur [−N + d,N − d], (12.3)
u(−N + d) = u(N − d) = 0. (12.4)
Pour ce problème nous obtenons le résultat suivant :
Théorème 12.1. Il existe des constantes positives F ∗ > 0, C et K telles que pour tout F > F ∗ et pour N
suffisamment grand, alors
P ({ω|u(x, ω) ≥ (K(N − 1)−K|x|)+ sur [−N + d,N − d]}) ≥ 1− Ce−NC ,
où a+ désigne la partie positive du réel a et u(ω) est une solution de (12.3)-(12.4).
De ce résultat découle le corollaire :
Corollaire 12.1. Soit F > F ∗, avec F ∗ défini par le théorème 12.1. Alors on a
1. Presque sûrement, il n’existe pas de solution stationnaire positive globale de (12.1).
2. Soit u une solution du problème d’évolution (12.1)-(12.2). Alors avec probabilité 1,
lim
t→∞
u(t, x, ω) = +∞ pour tout x ∈ R.
L’originalité de ce travail a été d’obtenir une borne déterministe pour F ∗ garantissant la propagation de
l’interface même s’il existe des régions où f(x, u, ω) << −1. En fait, nous montrons que, tant que la probabilité
de trouver de telles régions est suffisamment “petite”, une borne déterministe sur F ∗ existe. Par ailleurs, comme
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f peut prendre des valeurs arbitrairement grandes, les preuves ne s’appuient pas sur des constructions EDP
classiques. En effet, en l’absence d’un contrôle uniforme sur f , l’existence de sous-solutions permettant de
pousser l’interface est exclue, rendant ainsi nécessaire l’utilisation d’arguments probabilistes.
La preuve de ces résultats repose sur une série d’approximations des solutions stationnaires de (12.1) et
l’estimation de la probabilité de certaines configurations d’obstacles. L’idée centrale est de relier la position
des solutions stationnaires aux configurations d’obstacles possibles et d’estimer la probabilité de trouver u au
dessus d’un chemin donné. Pour ce faire, à toute solution stationnaire u(ω) de (12.1), on associe un chemin
u¯d : Z→ dZ. Puis on relie ce chemin aux obstacles grâce à une estimation sur le Laplacien discret de ce chemin
(∆du¯d). Via les outils liés à l’étude des grandes déviations, cette estimation nous permet d’estimer la probabilité
qu’a de ce chemin d’être au dessus du chemin défini par (K(N−1)−K|x|)+. La construction du chemin ainsi que
l’estimation du Laplacien discret sont des points clefs de cette analyse. Pour construire ce chemin, on commence
par transformer le problème (12.1) et on considère les solutions du problème suivant :
∂tv(x, t) = vxx(x, t) + f˜(x, v(x, t)) + Fχε(x) sur R× R+, (12.5)
v(x, 0) = 0, (12.6)
où f˜(x, s) := −∑(i,j)∈Z×Z1/2 l(i, j)φ((x, s) − bi,j) et χε est une régularisation de la fonction indicatrice de
l’ensemble R2 \ {⋃i∈Z(i−d, i+d)×R}. L’interface Γ˜ := (x, v(t, x)) évolue maintenant dans le paysage aléatoire
suivant :
Figure 12.4  Réseau d'obstales modié, le hamps F agit maintenant en dehors des zones grisés et des obstales.
Par construction, u(x, t) est une sur-solution de l’équation vérifiée par v. Ainsi, par construction u(x, t) ≥
v(x, t) grâce au principe du maximum et à toute solution stationnaire u(ω) il existe une solution stationnaire
v(ω) vérifiant u(ω) ≥ v(ω). On va maintenant travailler sur les solutions stationnaires de (12.5) et construire le
chemin associé à u(ω). On remarque que les solutions stationnaires v(ω) de (12.5) vérifient
vxx = −Fχε(x) sur (i+ d, i − d+ 1), (12.7)
vxx =
∑
j∈Z∗
l(i, j)(ω)φi,j(x, v(x)) sur (i− d, i+ d) (12.8)
Ainsi pour connaître v, il suffit de connaître les valeurs de v en i − d et i + d. Soit maintenant w(i) :=
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Figure 12.5  Constrution du hemin w.
v(i− d) + 2dvx(i− d), on définit le chemin u¯d par
u¯d[i] := d
[
w
d
(i)− 1
2
]
= inf{k ∈ dZ|w(i) − d/2 ≤ k}.
Une fois le chemin construit, il reste à le relier aux obstacles via son Laplacien discret. L’une des difficultés de
cette estimation réside dans l’estimation du nombre d’obstacles traversés par l’interface. On montre en fait que
pour une constant fixe F¯ bien choisie, pour tout i, il existeM(i) > 0 telle que
∣∣∆du¯d(i) + F¯ ∣∣ ≤ C0
M(i)
∑
−M(i)+v¯(i)≤j≤v¯(i)+M(i)
li,j(ω). (12.9)
Ainsi, les
∣∣∆du¯d(i) + F¯ ∣∣ sont des variables aléatoires indépendantes, dont on a une bonne idée de leur fonction
de répartition. Grâce à l’inégalité de Chebyshev, on a
P
[∣∣∆du¯d(i) + F¯ ∣∣ ≥ r] ≤ e−λrE [eλ|∆du¯d(i)+F¯ |] ≤ e−λrE
[
e
λ 1M
∑
i−M≤j≤i+M
lij(ω)
]
≤ Ce(λ0−r)λ.
L’estimation (12.9) fournit aussi un moyen d’estimer la probabilité qu’un chemin soit “compatible” avec la
configuration d’obstacles. Par chemin compatible, on entend, un chemin vd qui serait obtenu par discrétisation
d’une solution v(ω) de (12.7) (vd = u¯d)). En particulier, on obtient l’estimation
P
[
vd compatible
] ≤ eCN P˜ [vd]
où C(d, λ0) est une constante et P˜ est une probabilité sur les chemins (w[i])i de Z→ dZ définie par
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P˜[w] :=
1
Z2N−1
e
−λ1
∑N−1
i=−N+1
|∆dw(i)+F¯ |,
où Z :=
∑+∞
k=−∞ e
−λ1|kd+F¯ | et λ1 est une constante qui ne dépend que de d et λ0.
Pour finir, il nous reste à estimer la probabilité qu’un chemin compatible (vd[i])i soit au dessus du chemin
(z[i])i défini par (K(N−1)−K|x|)+,i.e. (P
[
vd compatible et vd ≥ z]). Pour estimer cette probabilité, on définit
la notion de “croisement” de deux chemins et on estime via les grandes déviations, la probabilité que le chemin
(vd[i])i “croise” le chemin (z[i])i, i.e. on estime P˜[vd croise z].
Figure 12.6  Croissement des Chemins z1, z2 et du triangle zR.
Remarque 12.2. 1. Les résultats de non-existence de solutions stationnaires positives restent valables pour
tout champ de variables aléatoires i.i.d. l(i, j) telles qu’il existe λ0 > 0 avec
P{l(i, j)(ω) > r} ≤ Cstee−λ0r.
2. Dans notre analyse, on s’aperçoit que la forme des obstacles (supp(φ)) ne joue aucun rôle et les résultats
demeurent vrais si l’on considère un champ aléatoire comme par exemple
f = g(x, s)−
∑
(i,j)∈Z×Z∗
l(i, j)Φi,j((x, s))
où Φi,j sont des fonctions lisses uniformément bornées et telle que supp(Φi,j) ⊂ Qd(bi,j).
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