We present algorithms for automatic image annotation and retrieval based on color, shape, texture, and any combination of two or more of these features. Pixel-or region (object)-based color; region-based shape; and block-or region-based texture features have been considered. Automatic region selection has been accomplished by integrating color and spatial edge features. Color, shape, and texture indexing may be knowledgebased (using appropriate training sets) or by example. The multi-feature integration algorithms are designed to: i) o er the user a wide range of options and exibilities in order to enhance the outcome of the search and retrieval operations, and ii) provide a compromise between accuracy and computational complexity, and vice versa. We demonstrate the performance of the proposed algorithms on a variety of images.
Introduction
In recent years, we have seen an ever growing interest in accessing, searching, retrieving, and handling of digital images, with an emphasis on intelligent, content-based processing. Early approaches for content-based image indexing and retrieval were based on manually extracting a set of image attributes, which are managed within the framework of traditional database systems 1]. More recent systems aim to employ computer image analysis for feature extraction and image classi cation. The ultimate goal is to provide the user with the ability to manage large, local or remote visual databases in an automatic, exible, and e cient manner. However, this is quite a challenge. For instance, consider the situation where the user would like to retrieve all \picnic" photos from a family album. This type of search is performed interactively at present, since the event \picnic" requires a level of knowledge and understanding that is currently unmatched by computers. As a result, the present trend is to develop systems that can assist a user in accessing and retrieving images based on some lowor mid-level features, such as color, shape, texture, etc. in an automatic or semi-automatic fashion 2, 3, 4, 5] .
the most suitable models and similarity measures for retrieval from a \society of models," based on some user-provided positive and negative examples 13] . To the best of our knowledge, none of these systems attempt to automatically segment the image into meaningful objects for object/region-based indexing.
The system proposed in this paper allows for pixel-or region (object)-based color; regionbased shape; and block-or region-based texture analysis; and several schemes for integration of them. One of its salient features is its ability to automatically segment images into meaningful regions (objects), which enables automatic region-based color, shape, and texture analysis. This is accomplished by integrating color and spatial edge information. The region formation approach rests on the principle that the segmentation map which is an indicator of \similarities" between pixels must be consistent with the edge map which represents \dis-continuities" between pixels. To this e ect, a split-merge procedure starting from an initial color segmentation and using 3-channel spatial gradient information is presented in Section 2. Section 3 describes image classi cation tools using one of color, shape, or texture. A wide variety of color, shape and texture classi cation techniques are available in the literature. Color histogram methods have been employed for image classi cation and indexing in 14, 15] (see 3] for further references). Here, we employ a pixel-based or region-based adaptive color classi cation method. Various methods have been used for shape analysis and classi cation, including local features 16, 17] . In our system, we have chosen to employ an a ne shape matching method similar to one proposed in 31], and co-occurrence texture features. Indexing can be knowledge-based (using appropriate training sets for selected keywords) or by example. We elaborate on developing training sets in Section 3. Section 4 provides ve algorithms to integrate color, shape, and texture features in a generic framework. The application of these algorithms to automatic image annotation and retrieval, and experimental results are presented in Sections 5. This paper o ers the following contributions: i) an automatic object/region-based indexing framework is described, whereby region-based shape and texture analysis can be performed without user interaction, ii) a new texture-only image classi cation algorithm is presented (in Section 3.2.3) and iii) a range of generic multi-feature integration algorithms (including simple logical AND/OR based schemes, sequential schemes, and more sophisticated Bayesian fusion) have been proposed (in Section 4). An early version of the region formation algorithm (Section 2) was presented in 32]. The pixel-based color classsi cation algorithm (Section 3.1.2) was rst presented in 33] . A version of the shape classi cation method (Section 3.3) was presented in 34] . Note that in the sequential integration schemes the outcome depends on the order of the color and shape modules. The prefered ordering usually depends on the nature of the query. The algorithms are designed to o er the user the most exibility to strike the best balance between the accuracy and computational complexity.
Region Formation by Integration of Color and Edge Features
In this section, we propose a method for integration of color segmentation and spatial edges to generate regions (objects) suitable for further texture and/or shape analysis. Image segmentation based only on color or gray-level usually fails to identify meaningful objects. Edge detection using classical approaches usually fails to extract connected edges. Other techniques to integrate region and edge information include region growing 35], co-occurrences 36], or optimization 37] type algorithms. Our method rst computes an intermediate segmentation map, which is modeled by a GRF, to ensure formation of spatially contiguous regions. Next, spatial edge locations are determined using the magnitude of the gradient of the 3-channel image eld. Then, regions containing one or more edge segments are split so that no region contains a signi cant edge segment. Finally, adjacent regions are merged by a region-labeling procedure to enforce their consistency with the edge map. A owchart of the complete region formation algorithm is shown in Figure 1 . In the following, each component of this algorithm is explained brie y. 42] proposed an adaptive Bayesian segmentation approach using a space-varying image intensity model to color images. An extension of this scheme, to include a \small" class elimination step, has been used here to obtain an initial color segmentation.
The Bayesian approach requires maximization of the a posteriori probability p(xjy) / p(yjx)p(x); (1) of the segmentation eld x, given the multispectral image y = y 1 ; y 2 ; y 3 ] T . In (1), p(yjx)
denotes the conditional pdf of the image given the segmentation, and p(x) is the a priori pdf, modeled by a Gibbs distribution
where Z denotes the partition function, C is the set of all cliques. The individual two-pixel clique potential V c (i; j; k; l) is given by V c (i; j; k; l) = ( ? if x(i; j) = x(k; l)
where (i; j) and (k; l) denote pixels forming a clique c, and is a positive number in order to impose spatial connectivity of the segmentation eld. Modeling the image by a space variant mean plus zero-mean white Gaussian residual, the conditional pdf in (1) can be expressed as 42] p(yjx) / exp ; ; (4) where x(i;j) n (i; j) is the mean function for each distinct class as a function of location (i; j). An iteration is composed of three steps (see Figure 2 for a owchart): Starting with an initial segmentation, the rst step encompasses the calculation of the means for all pixels belonging to class x(i; j) within a window, whose size is initially taken to be equal to the size of the image itself. In the second step, the segmentation labels are updated by utilizing the iterated conditional modes (ICM) algorithm. This procedure often converges to a local minimum of the Gibbs potential within a relatively small number of cycles. The last step consists of eliminating \small" classes, which is accomplished by combining them with their nearest color neighbors. This step results in adaptation of the number of classes to the image at hand. Upon convergence, the size of the window, employed in the computation of the means, is then reduced by a factor of two in both horizontal and vertical directions, and the procedure is repeated until the window size is smaller than a user speci ed threshold. As a result, the algorithm starts with global estimates and slowly adapts to the local characteristics of each region. The initial segmentation is obtained by quantizing each of the three components with a pre-speci ed step size. The number of pixels falling into each box in the resulting 3-D histogram is used to determine the initial number of classes.
2) Color Gradient Estimation: Both the split procedure and the edge eld estimation (which follow) use the magnitude of the gradient of the 3-channel color image eld. The computation of the magnitude of the spatial gradient of the 3-channel image, described by Lee (10) Finally, the magnitude of the gradient G(i; j) = q (i; j).
3) Region Splitting: Color regions that have at least one edge segment within their boundary will be split into multiple regions. The splitting is accomplished by rst thresholding G(i; j) at 10% of the maximum of G(i; j), and labeling all contiguous regions therein as seeds. Small seeds are eliminated by combining them with closest color spatial neighbor. The seeds are then allowed to grow in the direction of the increasing gradient until all pixels are assigned to one of the seeds. Note that the region growing procedure will not allow seeds to grow past color segmentation boundaries. Next, this region map is overlayed on the color segmentation map, and color regions containing multiple edge-based regions are split accordingly. A owchart of the split procedure is provided in Figure 3 . It should be noted that oversplitting of regions is well accomodated, since the split process is followed by a merging procedure.
4) Edge Field Estimation:
The edge eld, composed of the horizontal and vertical edge elds, is an indicator function of edge locations which are consistent with segmentation boundaries following the split operation. The sites of the horizontal and vertical edge elds are located in between the pixel sites (i; j) and (i + 1; j), and (i; j) and (i; j + 1), respectively. The edge eld estimation module consists of two components: i) two-level thresholding of G(i; j) with a neighborhood check, similar to Canny's hysterisis idea 44], to determine major edge locations and ii) a check for zero-crossings of the partials of the magnitude of the gradient for edge-thinning. In the rst step, the magnitude of the gradient G(i; j) is binarized by two-level thresholding with a neighborhood check as follows: L(i; j) = 1 if G(i; j) > T H or G(i; j) > T L and it is connected to at least one point that has a gradient amplitude greater than T H , where T H and T L are the high and low thresholds respectively, otherwise L(i; j) = 0. Two-level thresholding with hysterisis is performed to avoid detection of false edge points (G(i; j) must lie above the higher threshold) and avoid broken contours (G(i; j) must fall below the low threshold). Next, horizontal and vertical edge elds, L h (i; j; i+1; j) and L v (i; j; i; j +1), are generated between those sites which have di erent segmentation labels x(i; j) and x(i+1; j), and x(i; j) and x(i; j + 1), respectively, according to L h (i; j; i + 1; j) = The window size for computing the local means is taken equal to the last window size utilized in the color segmentation algorithm. The mean estimate for class k at the pixel (i; j) is deemed unreliable if the number of pixels of class k inside the window is less than a pre-speci ed threshold, N min = min(window width; window height), and such pixels are not employed in the energy computation. The result of merging is, therefore, a ected by the window size chosen; e.g., a larger window size would result in less merging.
b. Change the label of the region with minimum stability to the one that corresponds to the lowest energy, then update its stability and that of its neighbors until Stability 0 for all regions.
c. Stop if none of the regions labels have changed, otherwise re-label the regions, update the edge eld and go to step 1.
This procedure merges two neighboring regions when their local means are \similar" ( rst term in (14)) and there is no edge eld elements between them (second term in (14)).
Single-Feature Image Classi cation Tools
This section presents tools for color-only, shape-only, and texture-only classi cation.
Color Classi cation
Color is an attribute of a single pixel. It is also possible to index regions by color, such as a red car. Therefore, in this paper we consider pixel-based and region-based color classi cation.
Color Space
It is desirable to perform color segmentation and classi action in a color space that is invariant to shading, highlights, etc. To this e ect, several \luminance-chrominance" spaces have been proposed 38, 48, 49] . However, it is also generally agreed that there does not exist a single color space which is good for all images 50]. The results in this paper have been obtained using the YES space de ned by 49] where R, G, and B denote the SMPTE (Society of Motion Picture and Television Engineers) RGB coordinates. Note, however, that the proposed algorithms can be implemented in any color space.
Pixel-based Color
The pixel-based color classi cation module implements an algorithm presented earlier by the authors 33]. The approach consists of two steps, which are brie y reviewed below: classi cation by xed thresholding, and reassignment by adaptive thresholding. The second step can be bypassed, thereby improving the computational e ciency (see Figure 4 ). In summary, the class conditional pdf of the chrominance components w ij = E ij S ij ] T belonging to each class x ij is modeled by a 2-D Gaussian, given by p(w ij jx ij ) = (2 ) 
denote the distance of the chrominance components at pixel (i; j) from the respective class means. Then, a succession of binary hypothesis tests with xed or image-adaptive thresholds are employed to decide whether each pixel in a database image belongs to one of the predetermined classes or not. The thresholds can be estimated either at run time from user speci ed con dence bounds, or pre-computed by using receiver operating characteristic (ROC) analysis on a set of training images (see Section 3.1.4). The main advantage of this approach is its computational e ciency since a segmentation is not required prior to color classi cation. Furthermore, the user may choose to employ morphological operations or GRF smoothing to form contiguous decision regions, as an alternative supervised region formation procedure. The performance of the pixel-based approach followed by the adaptive thresholding was demonstrated in 33], where skin, sky, and grass were selected as the target classes. These results indicate that color can serve as a powerful initial classi er for image access and retrieval.
Region-based Color
The proposed region-based color classi cation approach consists of a region formation (see Section 2) process followed by a supervised classi cation of regions, based on appropriate training sets or color examples provided by the user at run time. A block diagram of the method is shown in Figure 5 . The supervised color classi cation is performed in two steps. First, the mean color of each region is computed. Then, the mean color of each region is modeled by a 2-D Gaussian as in Eq. (18), and a threshold classi er is utilized to accept or reject the entire region as a sample of the desired class. In the event that a segmentation map is stored in the database with each image, the region-based approach becomes computationally more attractive than the pixel-based color classi er.
Training
Training of the pixel-or region-based color classi cation algorithms includes: i) selection of a set of training images where each pre-de ned class is properly represented, ii) computation of the mean vector and covariance matrix of each class, and iii) computation of the xed threshold. The mean vector and covariance matrix for each class are estimated as the sample mean and sample covariance of pixels from manually segmented subregions within the respective training images. Fixed thresholds are obtained by an ROC analysis. To this e ect, an ROC curve is constructed as a result of a true positive (TP) -false positive (FP) analysis, performed on the training set for various threshold values. Consequently, the xed threshold is selected at the intersection of the ROC curve and the diagonal line with the negative slope 33]. This optimum threshold yields the maximum TP and minimum FP simultaneously on the training set.
Texture Classi cation
Texture is also a useful cue for image annotation and retrieval, either knowledge-based or by-example. In this section, we describe a set of texture features and its use for block-based and region-based image classi cation.
Texture Features
The texture is modeled, based on the luminance (Y) channel, by a set of prede ned features. The features employed in this paper are the \Haralick" measures 22] computed from cooccurrence matrices. However, the proposed texture classi cation algorithm is generic in the sense that it can be utilized with any type and number of features, such as Tamura features, MRSAR features, wavelet domain features, etc. 3]. Our choice of Haralick features is in uenced by the work of Ohanian et al. 47] , who showed that co-occurrence based features performed best in their texture classi cation experiments.
The co-occurrence matrices provide information about the relative frequency of occurence of pairs of gray levels, separated by a certain distance in a certain direction. Let d be the distance that separates two pixels, whose position are (i; j) and (k; l) with gray levels g 1 and g 2 . Then, the co-occurrence matrix for the horizontal direction ( = 0) is de ned as: The block-based texture classi er employs the following hypothesis test:
where z ij u is an appropriate threshold computed at run time based on some user speci ed con dence bound, or pre-computed from a representative training set using the ROC curve analysis described in Section 3.2.4. For the con dence bound analysis, note that z ij ij denotes the distance of the feature vector from the respective class mean, and is chi-squared distributed.
Here, the classi er is implemented on non-overlapping blocks because the computation of the statistic z ij ij at each pixel on a sliding window basis is expensive. A block diagram of the block-based classi er is given in Figure 6 . The output of the classi cation is blocks whose texture is similar to the one represented by the training set or by the example. The advantage of the approach lies in its computational e ciency since a segmentation is not required prior to the texture analysis.
Region-based Texture
The region-based approach classi es each region obtained by the region formation module (see Section 2) as a representative of a particular texture class (e.g., in the training set or provided by the example) or not. The method followed here is similar to that of the blockbased texture classi er, except: i) a denser set of feature vectors (hence z ij ij values) have been computed within each region by allowing a 50 % overlapping of the blocks in each direction, and ii) a majority voting decision is utilized to classify the region given all z ij ij within the region.
To this e ect, each region (speci ed by the map x) is divided into several rectangular blocks as shown in Figure 7 . The size of the blocks are chosen to match the size employed in the training set to compute the corresponding statistics for each texture class. We compute z ij ij only on the grid of points marked in Figure 7 by \X." These grid points (i; j) correspond to the center of those blocks (50 % overlapping in each direction) that are completely inside the region (depicted by the dashed box in the gure). The overlapping is allowed to enhance the classi cation accuracy. A classi cation is, then, performed at each grid point (i; j) using an appropriate threshold computed at run time or pre-computed based on the training set as in the case of blockbased classi cation. This step classi es the feature vector f ij computed at each grid point as belonging to the distribution of the desired texture class or not. Finally, a decision for the region is made based on majority voting of the results at all grid points. The outcome is a set of regions that possess a texture \similar" to those in the training set or to the example. A owchart of this approach is shown in Figure 8. 
Training
The mean vector z ij t;ij and covariance matrix K z ij t;ij are obtained from training sets by considering parts of images that contain only the desired class. The parts in question are then divided into blocks of size M N. Subsequently, the texture features, CON, ASM, etc. are calculated for each block as described in Section 3.2.1. Threshold computation from a training set of textures belonging to a speci c class is accomplished by simultaneously max-imizing the count of true positives and minimizing the count of false positives based on the respective receiver operating characteristic (ROC) curve. The procedure follows the same steps described for the case of the pixel-based color approach (see Section 3.1.4).
Shape Classi cation
Shape classi cation assumes that a desired template is provided by the user (either by an example sketch or a keyword matching one of those in the shape database) as a basis for query. The boundary of the desired template is approximated by B-splines, whose joint points are taken as shape features. The goal is to locate all translated, rotated and scaled instances of the template within a database. Here, we brie y describe the region-based shape matching algorithm, that was rst presented by the authors in 46], where each region or combinations of neighboring regions (found by the region formation module in Section 2) constitute \potential" objects." That is, we model the boundary of each potential object in a picture by a B-spline, and attempt to match their joint points with those from the templates in the database or provided as examples at run time. The shape matching module tries to establish a ne correspondences between joint points of potential objects in a picture and the templates. A block diagram of the shape classi cation algorithm is shown in Figure 9 . The output of the shape classi cation algorithm is a set of regions whose shape is \similar" to the user speci ed template. 4 
Multi-Feature Image Classi cation Algorithms
It is clear that we are faced with certain limitations when employing color, shape and texture cues individually. For instance, color alone cannot be used to distinguish between a \blue car" and a \blue sky." Similarly, shape alone is not su cient to distinguish between di erent color versions of the same object. Therefore, combination of two or more of these cues can serve to improve annotation and retrieval results. For example, color and shape can be employed to locate a \red car" in a database. Likewise, color and texture can be utilized to locate \green grass." Hence, in this section, we introduce classi cation algorithms based on the combined use of color, shape and texture information. The integration algorithms are designed to o er the user maximum exibility. Some of the options are intended to improve the computational e ciency. For instance, Algorithm A combines pixel-based color and block-based texture using logical \AND/OR" operations (as is commonly done in several systems). On the other hand, Algorithm B o ers more sophisticated Bayesian integration of color and texture, which gives higher accuracy. Algorithms C, D, and E o er various options on combinations of color, texture and shape.
Algorithm A: Parallel Integration of Pixel-Based Color and
Block-Based Texture
The simplest approach is to combine pixel-based color and block-based texture by logical \AND/OR" operations. A block diagram of Algorithm A is shown in Figure 10 . The pixelbased color classi cation box refers to the algorithm shown in Figure 4 (see Section 3.1.2). The block-based texture classi cation box refers to the algorithm shown in Figure 6 (see Section 3.2.2). A choice of smoothing via morphological operations or GRF ltering has been added following the pixel-based color classi cation to obtain contiguous label clusters. The morphological procedure consists of three erosions followed by three dilations using a 3 3 kernel. The GRF algorithm is the same as the one employed in the unsupervised segmentation, except it is initialized with the result of pixel-based color classi cation, and executed for a few iterations. The advantages of this approach lie in its computational e ciency, and its ability to form smooth regions without an unsupervised segmentation.
Algorithm B: Bayesian Integration of Color and Texture
Color and texture classi cations can also be integrated within a Bayesian framework using a single segmentation map x to indicate regions with similar color and texture features. This approach determines x by using the maximum a posteriori probability criterion rather than simple logical operations; thereby resulting in enhanced classi cation at the expense of an increase in computational complexity. By assuming conditional independence between the color and texture features, we can express p(x j w;f) / p(w; f j x)p(x) = p(w j x)p(f j x)p(x) (24) Eq. (26) has three terms: The rst and second terms are the color and texture data consistency terms, and the third imposes spatial continuity of the segmentation labels. The MAP segmentation is obtained by maximizing Eq. (26) iteratively through the ICM procedure as described in Section 2. Consequently, the algorithm alternates between computing the mean vectors and covariance matrices for the appropriate classes, and estimating x until a convergence criterion is satis ed. The initial segmentation can be obtained by using Algorithm A. One can combine the use of color, texture and/or shape information by utilizing a regionbased approach, where the color, texture and shape classi cations are performed indepen-dently. A block diagram of the proposed region-based approach is shown in Figure 11 . The unsupervised segmentation is achieved as outlined in Section 2. The region-based color, shape, and texture classi cations are obtained as described in Sections 3.1.3, 3.3 and 3.2.3 respectively. The outputs of these classi cations are integrated by employing an \and/or" operation. This approach is suitable for searching and retrieving objects that possess a \single" color and texture throughout, since the output of the unsupervised segmentation would classify the object of interest into a single region. For instance, assume that the user is interested in retrieving all images that contain a pro le of an all \white rabbit". The output of the unsupervised segmentation would identify the \white rabbit" as one region. Consequently, the classi cation obtained by integrating the output of the color, texture, and shape classi ers by an \and" operation would include the \white rabbit" and exclude the remaining regions in the scene.
Algorithm D: Sequential Integration of Region-Based Shape, Color, and Texture
One can also combine the use of color, texture and/or shape information by utilizing a regionbased approach, where the color, texture and shape classi cations are performed sequentially as indicated in the block diagram shown in Figure 12 . The unsupervised segmentation is achieved as outlined in Section 2. The output of the shape classi er is obtained as described in Section 3.3, yielding a region or grouping of regions with a shape \similar" to the given template. The color and texture of the region or grouping of regions, identi ed by the shape classi er as potential matches, are then analysed by using a majority voting rule similar to the one described in Section 3.2.3. The majority vote rule is employed to accomodate objects whose shape presents a \high" similarity to the pre-speci ed template, but possess multiple colors and/or texture. For instance, the windows of a \red car" are not \red", yet the grouping of the window regions along with the body determine the shape of the car as demonstrated in Figure 15 . The advantages of this approach lie in: 1) its computational e ciency since only those regions or grouping of regions that constitute potential shape matches are further analysed by the color and texture classi ers, 2) the ability to perform the texture analysis at the appropriate scale determined by the shape classi er thereby enhancing the accuracy of the texture classi cation, and 3) the exibility to handle objects that possess other colors (textures) along with the dominant color (texture) -such as the \white" windows of the dominantly \red" car in Figure 15 -since a majority vote rule is employed to accept or reject the entire region or grouping of regions. The major drawback of this approach is that the second classi er in the sequence is limited to examining only those regions that resulted in a positive classi cation. For instance, the color classi er is only employed to classify those regions or grouping of regions that were determined to constitute potential matches by the shape classi er, while the remaining regions are not examined since they were eliminated by the shape classi cation step.
Algorithm E: Sequential Integration of Region-based Color, Shape, and Texture
The last of the algorithms that we introduce, is also intended to combine the use of color, texture and/or shape information in a sequential fashion, where the order of the color and shape classi cations are interchanged. A block diagram of the algorithm is shown in Figure  13 . The color classi cation can be performed by utilizing either of the following two options: 1) pixel-based classi cation followed by supervised GRF or morphological \closing" operation in order to yield contiguous regions, or 2) region-based classi cation as discussed in Section 3.1.3. The shape and texture classi cations are performed as outlined in Section 4.4. The main advantage of this algorithm over the one discussed in Section 4.4 is in the extensive reduction of the number of region combinations to be tested in order to arrive at the best shape match. However, in order for this approach to be successful, the color around the object boundary must constitute the dominant color selected by the user speci ed color example. For instance, consider the car shown in Figure 15a . Although, it is made up of a variety of colors, the \red" color de nes the boundary of the car. Consequently, a color classi cation, utilizing the color \red" as an example, would result in selecting the front and back fenders as well as the doors and the \red" trim above the windows, while the windows themselves would not be selected. However, the boundary of the selected items would represent the shape of a car.
Applications and Results
In this section, we provide a demonstration of the performance of the proposed algorithms on a variety of images. The color original images are of RGB type, where each channel is quantized to 8 bits/pixel. The size of the outdoor scene shown in Figures 14a, 17a , and 18a is 240 144. On the other hand, the sizes of the car scenes shown in Figures 15a  and 16b are 305 149 and 288 130 respectively. The various regions resulting from the unsupervised segmentation are shown in di erent colors. The results of the classi cations are shown as \white" on a \red" background, where the \white" portions indicate the regions that resulted in a positive match. The parameters utilized throughout the segmentation and fusion are: = 3, = 3, n = 5:0, T L = 0:05, and T H = 0:1. The threshold for the split process was taken equal to T H . These were determined empirically through extensive experimentation. Regions smaller than 100 pixels were eliminated by grouping them with their closest neighboring regions in terms of color. Howeve r, these do not have to be eliminated if the user requires the level of detail conveyed by these \small" regions.
Automatic Image Annotation and Retrieval
Although keyword matching is well suited for textual information retrieval, it places certain limitations in retrieval of visual information, since the content of an image cannot always be described accurately in terms of keywords alone. The proposed algorithms form a basis for automatically generating keyword annotations that describe the content of an image, and/or performing image retrieval using content-based queries. The segmentation and classi cation algorithms are designed to provide the user with a variety of tools that o er a wide range of exibilities in order to enhance the outcome of the annotation and retrieval operations. For instance, in automatic image annotation, the keyword \grass" may be assigned to an image that contains green regions with grass texture. Similarly, the keyword \car" would be assigned to an image that contains a shape which is similar to a car template. Furthermore, an image may be classi ed as an \outdoor" scene if it contains regions of sky, grass, etc. In content-based retrieval, the user is given the exibility of textual queries using keywords whose visual features are stored in a knowledge base (e.g., retrieve all \outdoor" scenes); color based queries (e.g., retrieve all images with \red" objects); shape based queries (e.g., retrieve all images with objects similar to a \car" template); texture based features (e.g., retrieve all images with \grass" texture); and/or a combination of any of the above features (e.g., retrieve all images with red objects which are similar to a \car" template).
The exibility of allowing the user to select the appropriate tool or set of tools must be, in our opinion, an underlying requirement of any system designed for image access and retrieval. For instance, a user may be interested in retrieving all \car" images and subsequently locating the \car" in a given image. Certainly, keyword searching would be su cient to retrieve all \car" images in a \real time" fashion, while the shape module in Algorithm D, for instance, would help locating the car in the scene. Figure 14 serves to demonstrate the results of integrating color and texture using algorithms A, B, C, and E. The objective is to detect the presence of \lawn" regions within a given image. Figures 14b and 14c show the results of the unsupervised segmentation before and after the fusion in this respect. Figure 14d shows the result of applying the pixel-based color classi cation algorithm (see Figure 4) . Figures 14e, and 14f demonstrate the results of smoothing the image shown in Figure 14d by applying GRF and morphology, respectively. Figure 14g demonstrates the performance of the region-based color classi cation (see Figure  5) . Figures 14h and 14i show the results of utilizing the block (see Figure 6 ) and region (see Figure 8 ) based texture classi cation algorithms respectively. Figures 14j, 14k, 14l , and 14m demonstrate the results of combining color and texture using algorithms A, B, C, and E respectively. Figure 14l shows the result of performing a pixelwise \and" operation between Figures 14g and 14i . Finally, Figure 14m shows the results of utilizing the pixel-based/GRF option of algorithm E (see Figure 13 ) followed by a region-based texture classi cation. Note that the intermediate classi cation obtained as a result of the pixel-based/GRF color classi cation is shown in Figure 14e The results obtained by combining the use of color and texture -as shown in Figures  14j, 14k , 14l, 14m -are suited for various situations. For instance, Figure 14j provides a computationally e cient classi cation suitable for generating keyword annotations such as \lawn" or \outdoor". On the other hand, Figures 14k, 14l and 14m provide a more accurate classi cation at the expense of an increase in computational complexity due to: 1) the need to obtain an unsupervised segmentation as required in Figure 14l , 2) the iterative nature of Algorithm B requiring the computation of the means, covariance and class labels until convergence, as required for Figure 14k, or 3 ) the need for generating contiguous regions using GRF followed by a region-based texture classi cation for Figure 14m . Figures 15i/16i show the result of performing a shape classi cation followed by a regionbased color classi cation as described in Algorithm D. Finally, Figures 15j/16j and 15k/16k demonstrate the results of utilizing algorithm E using the pixel-based and region-based color options respectively.
Integration of Color and Texture Features

Integration of Color and Shape Features
The results obtained by combining the use of color and shape -as shown in Figures  15h/16h , 15i/16i, 15j/16j, 15k/16k -are suited for various situations. The pixel-based/GRF option of Algorithm E followed by the shape classi cation (see Figure 15j /16j) yields the most computationally e cient classi cation provided that the \border" of the object of interest is detected, thereby providing a suitable shape description. If, for instance, the \red" regions surrounding the car windows were not detected by the color classi er, then the shape classi cation would not yield the car as a positive match since its shape would be changed drastically. In this situation, Algorithms C, or D would yield more favorable results -as shown in Figures 15h/16h , and 15i/16i respectively -at the expense of an increase in computations due to: 1) the need to obtain an unsupervised segmentation, and 2) the increase in the number of combinations tested by the shape algorithm prior to extracting the \closest" match. The results obtained using the unsupervised segmentation/region-based color classi cation option of Algorithm E (see Figures 15k/16k ) provide a more accurate boundary segmentation of the object of interest at the expense of an increase in computation when compared with the pixel-based/GRF option of Algorithm E, due to the unsupervised segmentation. However, it su ers from the same drawbacks as pixel-based/supervised GRF option.
Integration of Shape and Texture Features
Figure 17 serves to demonstrate the results of integrating shape and texture using algorithms C, and D. The objective is to detect the presence of the \Anvil" within a given image. Figures  17b and 17c show the results of the unsupervised segmentation before and after the fusion in this respect. Figures 17d, and 17e show the results of individually applying the region-based texture (see Figure 8 ) and shape (see Figure 9 ) classi cation algorithms, respectively using the segmentation shown in Figure 17c .
Figures 17f, and 17g demonstrate the results of combining shape and texture using algorithms C, and D respectively. Figure 17f is obtained by performing a pixelwise \and" operation between Figures 17d and 17e . On the other hand, Figure 17g shows the result of performing a shape classi cation followed by a region-based texture classi cation as described in Algorithm D. Algorithm D provides a more computationally e cient approach for retrieving the \Anvil", since the region-based texture classi cation is performed on the outcome of the region-based shape algorithm (see Figure 17e ) rather than on all regions shown in Figure 17c . Figure 18 serves to demonstrate the results of integrating color, shape and texture using algorithms C, D, and E. The objective is to detect the presence of the \Anvil" within a given image. Figures 18b and 18c show the results of the unsupervised segmentation before and after the fusion in this respect. Figure 18d shows the results of applying the pixelbased color classi cation algorithm (see Figure 4) . Figure 18e demonstrates the results of smoothing Figure 18 using GRF. Figures 18f, 18g , and 18h demonstrate the results of individually applying the region-based color (see Figure 5 ), texture (see Figure 8) , and shape classi cation (see Figure 9 ) using the segmentation shown in Figure 18c .
Integration of Color, Shape and Texture Features
Figures 18i, 18j, 18k, and 18l demonstrate the results of combining color, texture and shape using algorithms C, D, and both options of E respectively. Figure 18i is obtained by performing a pixelwise \and" operation between Figures 18f, 18g and 18h. Figure 18j shows the result of performing a shape classi cation followed by a region-based color and texture classi cation as described in Algorithm D. Finally, Figures 18k and 18l demonstrate the results of utilizing algorithm E using the pixel-based and region-based color options respectively. Note that the results obtained using algorithm E (sequence of color, shape and texture in this respect), did not yield a successful retrieval of the \Anvil", since the shape classi er rejected the output of the color classi cation shown in Figures 18e or 18f.
Performance Analysis
The various algorithms proposed in this paper can be utilized to retrieve images from a given visual database while providing the user with a wide range of options and exibilities. In our proposed system, we have chosen to rank the retrieved images and quantify our results according to the area of the region of interest (ROI). For instance, if the query were to nd the top 20 images that contain \grass" regions, our system ranks the image with the largest \grass" area highest, and so on. With that in mind, we draw the reader's attention to Table  1 where the results of our experiments, shown in Figures 14 through 18 , are documented. All results except the image size are reported for a normalized image area (e.g., we report ROI size/image size, and so on) in order to facilitate image to image comparisons. For each gure where applicable, we show, in the rst column the normalized area of 1) the ideal ROI; 2) the pixel-based color classi cation (PBCC); 3) the smoothed GRF (SupGRF) of the PBCC; 4) the region-based color (RBCC); 5) texture (RBTC); and 6) shape classi cations (RBSC); 7) the block-based texture classi cation (BBTC); and 8-13) algorithms A through E, respectively. In the second column, we report the error committed by the respective classi cation techniques. The error is computed as Error = jArea of Classi cation Result ? Area of Ideal ROIj Area of Ideal ROI (27) where j:j stands for absolute value. For instance, the error committed in Figure 14d It can be seen from Table 1 that Algorithm B outperformed, as expected, Algorithm A in the identi cation of the \grass" regions within the scene. Furthermore, Algorithms C and E provided a more accurate outcome when compared with Algorithms A and B. In addition, Algorithm C reported a higher error when compared with Algorithms D and E in Figures 15  and 16 , while Algorithm D reported the lowest error when compared with C and E in Figure  18 . The error in Figures 15 and 16 were due mainly to the \windows" of the car which, in a \pixel and color -shape" sequence would exclude the \windows" from the scene, while in a \shape then color" sequence would include the entire \anvil" shape as shown in Figure 18 .
As a nal note, the proposed algorithms are designed to provide the user with a range of exibility to strike the appropriate balance between the retrieval time (computational complexity) and the accuracy of the results. For example, some users prefer to retrieve \grass" scenes without the need to identify the segmentation map of \grass" regions (see Algorithm A), while others are interested in locating a search object (e.g., \car") exactly within the scene (see Algorithms B-E). 6 
Conclusions
This paper presented single and multiple feature based algorithms for automatic image annotation and retrieval using color, shape, texture, and any combination of two or more of these features. The algorithms are designed to: 1) o er the user a wide range of options and exibilities in order to enhance the outcome of the classi cation, and 2) provide a compromise between accuracy and computational complexity, and vice versa. In addition, we described an approach to automatically segment images into meaningful regions, which enables automatic region-based color, shape, and texture analysis. The approach rests on the principle that the segmentation map which is an indicator of \similarities" between pixels must be consistent with the edge map which represents \discontinuities" between pixels. Alg.E RBCC 0.210 0.000 0.325 0.010 0.000 1.000 
