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the Conference on Modelling Fluid Flow (CMFF’06)
In this special issue of JCAM we have the pleasure to feature articles based upon
papers presented at the Conference on Modeling Fluid Flow (CMFF’06), held at Bu-
dapest University of Technology and Economics in September 2006. This conference
was the 13th event in the International Conference Series on Fluid Flow Technologies
held in Budapest, and attracted authors from more than 40 nations.
From among the 139 conference presentations, several regarded as being of par-
ticular interest to a wider audience were selected, and their authors were invited to
extend the topic of their presentations into expanded articles for journal publication.
We are therefore able to offer our readers a taste of the variety of CMFF’06, in the
form of articles by authors from a number of nations dealing with various aspects of
flow.
For the conference itself, papers were divided into two workshop sessions and nine
parallel sessions. In this special issue we bring you papers representing a majority
of the sessions: External Fluid Dynamics, Turbomachinery, Internal Flows, Flow
and Acoustics, Multiple Phase Flows and Components, Turbulence Modeling and
Numerical Methods, and the workshop session on the Modelling of Turbomachinery
Aerodynamics. The authors represented in this volume are carrying out their research
in universities across Europe, and we are pleased to present papers from Far-East
Asian researchers as well.
The articles in this volume cover topics ranging from low Reynolds number flow
around a cylinder to subsonic flow around an aircraft, and from computation of the
acoustic field in a combustion chamber to an analysis of spray evolution in internal
combustion engines. Flow is studied in turbomachines - a centrifugal fan, axial-flow
fan, cross-flow fan, an axial compressor - in nozzles, and in channels, around cylinders
- circular, square, orbiting, oscillating, installed in a cruciform arrangement - and
even around an athlete’s body. Studies feature both commercial and in-house codes,
and include both two-dimensional and three-dimensional simulations.
In this issue readers can find many computational studies: Abboudi et al., Didier
and Borges, Hős and Kullmann, Jia et al., Kadocsa et al., Karabelos and Markatos,
Lewis, Punčochářová et al., Szász et al., and Younsi et al. Several of these compare
their computational results with previously published measurements. Corsini and
c©2007 Miskolc University Press
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Sheard present both computational and experimental results in his article, as do
Klemm et al., while Koide et al. and Oggiano et al. present experimental studies.
With such a variety of topics and studies represented, we are sure that every reader
will find something of interest in this issue, which is being published as Volume 8,
Numbers 1 and 2.
Miskolc, 15 November 2007
László Baranyi
Editor of the special issue
János Vad
Guest editor
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THERMAL WALL INFLUENCE ON THE BEHAVIOR OF
AXISYMMETRIC LAMINAR COMPRESSIBLE FLOW IN
NOZZLE
Said Abboudi, Jing Deng, Michel Imbert
FEMTO-ST, UMR 6174 CNRS, Dpt CREST
UFC-UTBM, Site de Sévenans, 90010, Belfort Cedex, France
said.abboudi@utbm.fr
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Abstract. The present work concerns a numerical study of an axisymmetric laminar flow
of a compressible gas in a small size convergent-divergent nozzle. The geometry and the
reservoir conditions are like that they make important dissipative effects. The numerical
study is performed with Mac-Cormack explicit scheme and the splitting of the operator in
the two spatial directions is adopted. Comparisons between different thermal wall conditions
(adiabatic, cooling, and heating) are realized and show the influence of these conditions on
the structure of the flow, in particular in predominant viscous effects region.
Mathematical Subject Classification: 76M25
Keywords: Compressible, Mac-Cormack scheme, nozzle, numerical study, viscous flow, wall
thermal conditions
1. Introduction
Although the most obvious applications of compressible gas flow are in aerospace, the
knowledge of the effects of compressibility in a flow is absolutely necessary for many
others engineering applications: gas turbines, combustion chambers for examples.
Compressible gas flows at moderate Reynolds number in channels of constant or
variable cross section are also frequently met in several branches of contemporary
technicals as for examples: micro-channels, chemical reactive flow and gasodynamic
lasers [1-5], shock waves interactions [6,7] , spray process [8,9], production of mi-
cro metallic particles [10,11], conception and design of micro valveless pumps, micro
joining, micro combustion and vaporizing water micro-thruster [12-15].
The calculation of viscous nozzle flows can be accomplished by either solving the
inviscid core and viscous boundary layer equations separately or by solving the com-
plete Navier-Stokes equations for the entire flow field. In this study, the very small size
convergent-divergent nozzle and the reservoir conditions lead to a Reynolds number
on the order of 103 based on the throat radius. In these conditions the thickness of
c©2007 Miskolc University Press
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the boundary layer cannot be regarded as thin when compared to the nozzle diameter
and the splitting of the flow in two parts is a questionable assumption.
The conservative form of the complete Navier-Stokes equations for axisymmetric,
compressible, viscous time dependent flow of a perfect gas is solved. The numerical
study is performed with Mac-Cormack explicit finite difference scheme and the split-
ting of the two-dimensional operator in two one-dimensional operators is adopted [6]
and [16-25].
Other investigations based on the finite volume method are proposed in [26-27] and
a new formulation using characteristic wave relations through boundaries is derived
for the Euler equations and generalized to the Naviers-Stokes equations [??].
The obtained numerical results are shown in figures for the cases (a) of an adia-
batic wall, (b) of cooling of the wall, and (c) of heating of the wall. Comparisons
between these different wall thermal conditions are realized and show their influence
on the structure of the flow, in particular in the region where the viscous effects are
predominant.
2. Governing equations
2.1. Formulation of the problem. The governing equations for a compressible,
viscous fluid in the absence of body forces consist of the unsteady Navier-Stokes
equations. In the cylindrical coordinates (r, θ, x), these equations for axisymmetric












H̃ = 0 (2.1)
where Ũ , F̃ , G̃, H̃ are 4-component vectors defined as :
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. (2.5)
The stress and heat transfer components are given as:
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The state equation of perfect gas is used to close the system (2.12):
P = ρ<T. (2.12)
The coefficient of viscosity is assumed to vary according to the temperature and the
second coefficient of viscosity is assumed to follow Stokes’ hypothesis: 3λ+ 2µ = 0.
As it is usual in nozzle flow calculations, the physical domain D(x, r) is transformed
into a rectangular one by means of the transformation T :





and η (x, r) = 1− r
rp (x)
,
where r∗p and rp (x) are respectively the radius of the throat and the wall.







































where J = ∂(ξ,η)∂(x,r) is the Jacobian of the transformation T .
2.2. Computational domain. The domain of integration is limited by the wall at
η = 0, the nozzle axis at η = 1 and the two boundaries, upstream ξ = 0 and ξ = ξmax
downstream normal to the axis. The line (η = 0) gives the position of the wall, while
the symmetry axis of the nozzle is situated midway between the two last lines of the
grid. In the longitudinal direction ξ, the step is chosen constant. In the transverse
direction η, in order to take into account the viscous effects, the step is taken to be
variable from the wall to ηf , and then it is constant up to the nozzle axis.
2.3. Boundary conditions. The values on the symmetry axis (η = 1) are taken to
be ∂ϕ/∂η = 0 for ϕ = u, T, P , and v = 0.
At the exit of the nozzle, the boundary conditions values of the flow are obtained
by a linear extrapolation.
At the wall (η = 0) the no-slip condition gives u = v = 0.
The pressure P is obtained from the second momentum equation.
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Figure 1. Definition of the integration domain
The wall of the nozzle is submitted to an adiabatic or variable temperature condi-
tions. At the inlet boundary, the value of the velocity is obtained by an extrapolation
from the adjacent interior grid points. The temperature is deduced by using the
conservation of the total enthalpy between the reservoir and the inlet grid boundary.
An isentropic evolution between the reservoir and the inlet is adopted to obtain
the pressure.
3. Numerical method
The Navier-Stokes equations system is solved by an explicit predictor-corrector scheme
as given by Mac-Cormack [6]. The accuracy of this numerical method is second order
in space and time. The solution at the time (n+ 1) ∆t is calculated from knowledge
of the solution at n∆t by:
Un+1i,j = L (∆t)U
n
i,j . (3.1)
The two dimensional operator L (∆t) is split into two one-dimensional operators
Lξ (∆tξ) and Lη (∆tη) according to the sequence which favors the transverse effects
and preserves the second order accuracy of the numerical scheme:
Un+1i,j = Lη (∆tη)Lξ (∆tξ)Lη (∆tη)U
n
i,j . (3.2)
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. (3.6)


























Notice that the spatial derivates of F and G are discretized with opposite one-sided
finite differences in the predictor and corrector stages.
The difference equations are stable if:




For the difference equations applied to the full set of Naviers-Stokes equations, the



















where Pr is the Prandlt number, λ = 23µ and is calculated by Sutherland’s formula.
The details of this numerical scheme are given in the reference [6].
4. Numerical results and discussion
The numerical results are obtained in the following conditions:
The half angle of the conical convergent is 45◦.
The half angle of the conical divergent is 10◦.
The convergent and the divergent are connected by an arc of circle.
The radius of the throat is Rcol = 0.03cm.
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The reservoir conditions are: P0 = 1.2 · 105 Pa and T0 = 1500 K.
Figure 2. Geometry of the nozzle
The results are presented for three different wall thermal conditions:
Case a: Insulated (or adiabatic) wall.
Case b: Variable temperature profile, cooling wall Tw (x) = Ax2 + Bx + C for
0 < x < 0.25, with A = 7.2 · 10−3, B = −0.12, and C = 1. The minimum of Tw (x) is
equal to 0.5T0 at x = 0.25 cm.
Case c: Variable temperature profile, heating wall Tw (x) = Ax2 + Bx + C for
0 < x < 0.25, with A = −7.2 · 10−3, B = 0.12, and C = 1. The maximum of Tw (x)
is equal to 1.5T0 at x = 0.25 cm.
In the computational field, we have used 90 grid points in the ξ direction and 32
grid points in the η direction. The time step is chosen according to the stability
criterion of the numerical scheme described above.
Under these conditions, the isotherm curves in the physical plane are presented in
the figures 3 a, b, c for the three studied cases.
The figure 3a shows that the dissipative effects are significant on about a third of
the exit radius. With regard to the cases (b) and (c), the cooling of the wall involves a
decrease of the thickness of the thermal boundary layer and an increase in the heating
case. In this last case, this thickness reaches 40% of the exit radius, figure 3 c and
figure 4 for x = 0.25 cm.
In the inviscid core of the flow, the effects of the parietal thermal conditions are
obviously less important but nevertheless visible as it can be seen on figure 4 for
x = 0.18 cm and x = 0.25 cm.
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Figure 3. a, b, c. Contours of constant dimensionless temperature in
the physical plane (∆T = 0.02) for the three cases
In the supersonic expansion, the dynamic effects play a prominent role compared
to the parietal heating effects. The thicknesses of the dynamic boundary layer are
almost of the same order for the three cases, figures 5, 6 and 7.
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Figure 4. Non-dimensional temperature profiles in different cross
sections for the three cases
However, a certain number of expected results are found. In the divergent of the
nozzle, the supersonic velocities, for the adiabatic case, are lower than that corre-
sponding to the cooling case and higher than that corresponding to the heating case,
figures 5, for x = 0.18 cm and x = 0.25 cm.
These results can also be seen on the Mach profiles, figures 6 a, b c where the values
of the exit mach numbers are respectively M = 2.5 for the case (b), M = 2.4 for the
case (a) and M = 2.3 for the case (c). The velocity profiles, figures 7 plotted at the
same axial position show the same dynamic behavior.
Thermal effect on laminar compressible flow in cylindrical nozzle 13
Figure 5. Non-dimensional Mach profiles in different cross section for
the three cases
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Figure 6. a, b, c. Isomachs in the physical plane (∆M = 0.05)
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Figure 7. Non-dimensional velocity profiles in different cross section
for the three cases
The same remarks can be made on the isobar curves, plotted in the physical plane,
figures 8 a, b and c. The strongest expansion of the gas flow corresponds to the
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cooling case and the weakest expansion corresponds to the heating case, figures 8 a,
b, and c and figures 9 a, b and c for x = 0.13 cm, x = 0.18 cm and x = 0.25 cm.
Figure 8. a, b, c. Contours of constant dimensionless pressure in the
physical plane (∆P = 0.02) for the three cases
Thermal effect on laminar compressible flow in cylindrical nozzle 17
Figure 9. Non-dimensional pressure profiles in different cross sections
for the three cases
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5. Conclusion
Solutions for an axisymmetric nozzle flow were obtained numerically using the full
Naviers-Stokes equations. The numerical study was performed with Mac Cormack
finite difference scheme splitting of the operator in the two spatial directions. Three
wall thermal conditions were analyzed (adiabatic, cooling and heating). The pro-
file and contours of constant dimensionless temperature, Mach number and pressure
are presented for the three cases. The results show that the dissipative effects are
more significant for the heating case while of course, the expansion in the supersonic
divergent is more important in the cooling case.
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Abstract. This paper reports on quantitative tests of passive techniques for rotor-tip noise
control in ventilating fans using modifications to the blade-tip end-plate as anti-vortex ap-
pendages. A variable thickness in the end-plate appendage is shown to control the chord-wise
evolution of leakage-vortex rotation number. The results show that the new end-plate design
configuration provides passive control of vortex breakdown, and thus represents a mechanism
whereby leakage-vortex bursting can be avoided.
Keywords: rotor noise passive control, tip end-plates, leakage vortex breakdown, rotation
number stability criterion
1. Introduction
Blade-tip aerodynamics are driven by non-linear interactions among: (i) tip-leakage
flow; (ii) skewed end-wall boundary layers; and (iii) blade-passage secondary flows.
The complexity of blade-tip aerodynamics determines the rotor operating margin in
tip-stalling rotors because the aerodynamics establish the blade span-wise loading
and loss distributions, as well as the turbomachine’s aero-acoustic signature [1-3].
As observed by Ganz et al [4], the physical mechanisms that determine the tip-region
flow around blades in turbomachinery compressors also apply in industrial ventilating
and cooling fans. The diminished performance associated with these flow mechanisms
has prompted designers of fans and compressors alike to devise new design features
that minimise the adverse aerodynamic effects of tip gap. In doing so, their objec-
tive is to manage the tip-clearance flow in a manner that reduces the self-generated
noise without sacrificing aerodynamic efficiency. The objective of reducing noise with-
out sacrificing aerodynamic performance can be accomplished either by reducing the
leakage flow rate or by enhancing the primary–secondary flow momentum transfer.
c©2007 Miskolc University Press
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For industrial fans and turbomachinery compressors, research efforts in pursuit of
this objective can be categorised into two approaches. The use of casing treatments
in the shroud portion over the blade tip was first reported in the early 1970s. This
provided an improved stable flow range by weakening the tip-leakage vortex (TLV).
Notable contributions have reported the use of grooves and slots [5, 6] and stepped tip
gaps [7]. More specifically, in terms of fan technology, recirculating vanes and annular
rings have been proposed as anti-stall devices [8]; indeed, these are now routine in
commercial operations.
A second approach consists of passive control techniques. Various passive ap-
proaches based on blade-tip anti-vortex appendages have been proposed—such as
those investigated by Quinlan and Bent [9] and those provided by several industrial
patents for ventilating fans [8, 10-12].
Recently, Corsini et al. [13-15] investigated the application of profiled end-plates
to the blade tips of a family of commercially available industrial fans. They re-
ported benefits in terms of aerodynamic and aeroacoustic performance as a result of
the adoption of modified blade-tip configurations. In particular, the adoption of a
constant-thickness end-plate (designated AC90/6/TF) that had originally been de-
signed at Fläkt Woods Ltd for an industrial fan provided effective control of leakage-
flow phenomena over the fan operating range. However, in spite of the aeroacoustic
gains, aerodynamic tests on AC90/6/TF revealed a diminution in performance in as-
sociation with the occurrence of leakage vortex bursting over the tip end-plate. This
breakdown was characterised by the abrupt expansion of the swirling core into a
bubble-like circulatory zone.
The aim of the present paper is to present an anti-vortex tip end-plate of variable
thickness. It is contended that the variable thickness of this new configuration controls
the chord-wise evolution of the leakage-vortex rotation number. As such, the new
end-plate configuration promises to provide a passive control mechanism whereby
leakage-vortex bursting can be avoided.
Vortex breakdown is an intriguing phenomenon of practical importance. It occurs
in swirling flows and, depending on the application, can be a positive or negative oc-
currence. Control of the phenomenon has been of interest to scholars for two decades,
and continues to be an active area of research—especially in the field of aeronauti-
cal applications (for example, delaying delta wing vortices or accelerating trailing tip
vortices [16]), and in combustors, valves, and cyclones [17]. In the present study, the
modified configuration aims to influence the onset of vortex breakdown by the use of
a variable chordwise end-plate thickness distribution. The aim is to enhance near-
axis swirl [18, 19] by influencing the momentum transfer from the leakage flow and
inducing some waviness into the leakage vortex trajectory, as suggested by Srigrarom
and Kurosaka [20] in delta-wing platform design.
The remainder of this paper is organised as follows. In the next section, the family
of test fans is described and the background quantitative experimental investiga-
tions are summarised. In the following section, leakage flow in the tip region of the
AC90/6/TF fan is surveyed to provide evidence of the presence of vortex breakdown.
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In the fourth section, the rationale for the proposed end-plate of variable thickness
is described. The final section of the paper presents a comparative assessment of the
end-plate aerodynamics of the datum fan, the constant-thickness AC90/6/TF fan,
and the proposed end-plate of variable thickness (designated ‘AC90/6/TFvte’). The
overall objective is to investigate the technical merits of a passive control strategy
for controlling leakage flow, with a view to ascertaining its potential for reducing
tip-clearance interaction noise and rotor-tip noise.
2. Test fans and background studies
2.1. 2.1 Test fans. The present study was undertaken using a family of commercially
available industrial cooling fans. In-service experience had indicated that this family
of fans provides state-of-the-art acoustic performance. The fan studied here featured a
six-blade unswept rotor, with the blade profiles being a modified ARA-D configuration
originally designed for propeller applications. The details of the blade profile for the
AC90/6 fan are shown in Table 1. The design configurations for both the datum
Table 1. Blade profile geometry
AC90/6 fan blade
hub midspan tip
`/t 1.32 0.5 0.31
pitch angle (deg) 36 31.2 28
camber angle (deg) 46 44 41
and modified rotors are shown in Table 2. They featured a large tip-stagger angle
of 28 degrees, which was measured (as is customary in industrial fan practice) from
the peripheral direction. This rotor angular setting was chosen to exploit operating
points at which the vortex flow near the rotor tip has its most significant effects on
the aerodynamic performance and noise characteristics of the investigated fans.
Table 2. AC90/6 fan family specifications
Design specifications
blade number 6
blade tip stagger angle (deg) 62
hub-to-casing diameter ratio v 0.22
Dh (mm) 200.0
Dc (mm) 907
rotor tip clearance χ (% span) 1.0
rotational frequency (rpm) 900÷ 935
 
Dh    Dc  
Figure 1 illustrates the configurations for: (i) the datum rotor (AC90/6); and (ii) a
modified rotor (designated ‘AC90/6/TF’), which was designed with a view to reducing
noise emission. The modified AC90/6/TF rotor blades differed from the datum blades
in the vicinity of the tip. The configuration of the AC90/6/TF blade tip, which was
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Figure 1. Rotors blade details: a) datum fan, and b) improved AC90/6/TF.
originally inspired by designs developed for tip-vortex control and drag reduction in
aircraft wings and catamaran hulls, differed from the datum fan by the addition of
an end-plate. This end-plate ran along the blade pressure surface and ended on the
blade trailing edge with a square tail. The addition of the end-plate meant that the
blade section was locally thickened by a factor of three with respect to the maximum
thickness at the tip of the datum blade. This dimension was chosen on the basis of
previous studies of rotors of axial compressors [21] and fans [22], in which end-plate
dimensions were determined in proportion to the radial dimension of the leakage
vortex to be controlled—estimated in this case to be 0.1–0.2 blade spans.
2.2. Background studies. Recent studies by Corsini et al. [13–15] have assessed the
performance of the modified end-plate configuration of the AC90/6/TF rotor. These
studies demonstrated that the modified end-plate configuration effectively controlled
leakage-flow phenomena over the fan operating range. In doing so, the modified end-
plate improved the three-dimensional (3-D) loss behaviour, moved the peak efficiency
plateau towards the lower flow rate, and markedly reduced the fan’s aero-acoustic
signature.
Table 3. Measured fans overall aerodynamic and acoustic performance
Datum rotor AC/90/6/TF rotor
Aerodynamic ∆pstat η ∆pstat η
(Pa) (Pa)
D point 134.8 0.49 126.2 0.51
P point 184.4 0.44 179.4 0.49
Acoustic un-weighted A-weighted un-weighted A-weighted
SWL SWL SWL SWL
dB dB(A) dB dB(A)
D point 72.38 70.85 70.17 66.92
P point 72.72 71.85 69.66 67.44
Table 3 shows the overall aerodynamic and acoustic performance for two operating
points: (i) near-design condition (designated ‘D point’) with volume flow rate 7 m3/s;
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and (ii) a near-peak pressure condition (designated ‘P point’) with a volume flow rate
of 6 m3/s. In addition, Table 3 shows the overall noise performance in terms of the
un-weighted and A-weighted sound-power levels (SWLs) at a distance of 6 m from
the fan outlet.
3. Leakage vortex breakdown detection
3.1. Evidence of the vortex breakdown. One of the main findings reported by
Corsini et al. [13] was that the leakage-flow control provided by the aerodynamic
appendages at the blade tip of AC90/6/TF gave rise, under near-design operating
conditions, to a bursting of the tip-leakage vortex. To provide greater insight into
this phenomenon, the 3-D streamline behaviour in the tip gap of rotor AC90/6/TF
was visualised (see Figure 2) under D operating conditions with a volume flow rate 7
m3/s and a global flow coefficient (Φpg) of 0.278. The anti-vortex effect produced by
Figure 2. Streamlines in the rotor tip gap @ D operating point, and
vortex bursting visualization
the end-plate acted as a physical obstacle to the pressure surface-flow migration and
preserved the pressure-side tip vortex, thus promoting a vena contracta effect. As a
consequence, the reduced leakage flow (visualised as 3-D streamlines) altered the swirl-
to-axial vortex velocity component ratio, which gave rise to an unseparated bubble
core about mid-chord, followed by of a large bubble-type separation in the aft portion
of the blade passage. This finding was in accordance with the existence of a vortex
breakdown (because the flow reversal is indicative of the critical bursting phenomenon
[23]). Moreover, according to Liebovich [24], the appearance of the vortex bursting in
the bubble form can be interpreted as a consequence of a sufficiently large swirl level.
As observed by Escudier and Zehnder [25] and Inoue and Furukawa [26], the stability
of the bubble form of the vortex increases with the level of swirl, which supports
the proposition that the bubble-separation core is evidence of the occurrence of tip-
leakage vortex breakdown. The mid-chord bubble-core can therefore be considered as
evidence of the onset of the bursting of the rear vortex.
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Figure 3. Streamlines and vortex axial velocity isosurface (waTLV =
0) in the rotor tip gap @ D operation
To assess the veracity of the above conjecture, tip-leakage vortex axial velocity zero
iso-surfaces were drawn, as shown in Figure 3, together with 3-D streamlines in the
blade-tip region. A zero waTLV core was located in coincidence with the unseparated
bubble-core (see Figure 2), which was identified as the onset of the vortex breakdown.
This finding was in accordance with the observation of Spall et al. [16], who first
identified the presence of a stagnation point along the vortex axis as an essential
precondition for the breakdown to appear. A second and larger zero-velocity iso-
surface is also shown, which limits the bursting core featuring the flow reversal.
As a last criterion for the detection of vortex breakdown, the tip-leakage vor-
tex structures were investigated using a normalised helicity (Hn) based on the ab-
solute vorticity [2, 26] as a detection tool. Hn was defined and normalised as:
Hn = (ξi · wi) / (|ξ| |w|) with i = 1 . . . 3, where ξi and wi are the Cartesian com-
ponents of the absolute vorticity and relative velocity vectors, |ξ| and|w| their norms.
The normalised helicity (Hn) contours on cross-section for the datum and AC90/6/TF
rotors are shown in Figure 4. The probing planes were located at 0.25 blade chords,
0.43 blade chords, 0.65 blade chords, 0.89 blade chords, and 1.2 blade chords from the
tip-section leading edge. The normalised helicity distribution was then plotted with
the vortex cores (coloured in accordance with the Hn local magnitude).
As shown in Figure 4, the AC90/6/TF rotor (Figure 4a) demonstrated a modified
tip-leakage phenomenon compared with the datum rotor (Figure 4b). In particular,
at about mid-chord, the main tip-leakage vortex featured a gradual reduction in Hn
as a result of the weakening of the flow vortex and the deflection of the vortex core.
This finding is in accordance with the hypothesis of mass leaking reduction along
the chord, which gives rise to leakage-flow structures adjacent to the blade’s suction
surface. In the aft portion of the blade, the leakage flow insufficiently feed the main
tip-leakage vortex (TLV) that collapses and evolves into a counter-clockwise vortex
under the influence of trailing-edge leakage-flow streams, which rapidly washed out
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Figure 4. Normalized helicity Hn contours on cross sections and vor-
tex cores at the tip, Doperating point: a) AC90/6/TF rotor, b)
AC90/6 datum rotor.
the vortex behind the rotor. Correspondingly, on the 1.2 ` plane, no coherent vortex
structure was apparent.
These findings can be taken as additional evidence in support of the proposition
that vortex breakdown occurred. The most distinctive feature was found in the helic-
ity inversion, which occurred as a result of the counter-rotation of the vortex exiting
from the bursting region. This phenomenon, which is accepted as evidence of vortex
breakdown in compressor rotors [26], is consistent with the criterion based on the
angle between the velocity and vortex vectors. Several studies have attempted to
explain vortex breakdown on the basis of the behaviour of the azimuthal vortex com-
ponent; in particular, Leibovich [27] has stated that a change in sign of the azimuthal
vorticity is definitive evidence of the existence of vortex breakdown.
3.2. Vortex breakdown Rossby number analysis. Almost all of the studies on
vortex breakdown, including those that have analysed linear stability and phase veloc-
ity [28] and those that have adopted a wave-trapping mechanism [29], have attempted
to identify a critical condition for the appearance of vortex bursting using swirl-based
parameters. Leibovich [24] explained a vortex breakdown as a change in the struc-
ture of the vortex initiated by a variation in the ratio between tangential velocity
components and axial velocity components.
In a similar vein, Ito et al. [30], who undertook a theoretical study of unsteady and
steady vortex breakdown, proposed a novel interpretive criterion based on the use of
the Rossby number (or inverse swirl parameter), defined as:
Ro = V/ (rΩ) (3.1)
with: V , r and Ω represent characteristic velocity, length and rotation rate scales.
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Figure 5. Chordwise distributions of tip leakage vortex rotation num-
ber Ro a) design and b) peak pressure operating points (dashed line:
datum fan; solid line: AC90/6/TF fan)
The breakdown criterion based on the Rossby number was completed by Spall et
al. [16], who proposed scale definitions for the velocity distribution consistent with
swirling flows, leading-edge vortices, and unconfined trailing wing-tip vortices. These
definitions were adopted in the present study in the context of a confined tip-leakage
vortex, which is typical of axial decelerating turbomachinery. In the present study: r,
was taken to be the radial distance from the vortex axis at which the swirl velocity was
at a maximum (corresponding to the characteristic viscous length scale, as suggested
by Leibovich [31]); V = waTLV , was taken to be the axial velocity at r; and Ω, was
taken to be the rotation rate in the wing-tip vortices due to the solid body rotation-like
structure (estimated near the vortex centre).
The choice of waTLV as a velocity scale was consistent with the swirl scale (Ωg =
wpTLV ) and the critical Ro number values mentioned in the relevant literature. This
ranged from 0.64 for a confined axi-symmetric vortex breakdown (Uchida et al. [32])
to 0.6 for wing-tip vortices with bubble- or spiral-type vortex breakdown (Garg and
Leibovich [33]).
Figure 5 shows a comparison of the chord-wise distributions of the tip-leakage vor-
tex Rossby numbers for the datum rotor and the AC90/6/TF rotor at the design point
(Figure 5a) and at the peak-pressure point (Figure 5b). The Ro distributions under
design conditions indicate that the AC90/6/TF fan featured a vortex breakdown and
confirm that the unseparated bubble-core at mid-chord (as previously illustrated in
Figure 2) corresponded to the attainment of the critical Rossby number value. This
finding provides evidence for the validity of the Rossby breakdown concept in assessing
the swirling flows of axial rotor turbomachinery.
The findings with respect to chord-wise Ro distributions also show that the trend
in the Rossby number, approaching the critical value, was related to an incipient
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breakdown. This is evident from the observation that Ro values below the critical
threshold appeared for both the AC90/6/TF fan rotor (D point in Figure 5a) and
the datum rotor (P point in Figure 5b). The Ro distributions also reveal that the
approach to the breakdown is driven by a similar chord-wise decrease in the vortex
rotation number. This suggests that control of the tip-leakage vortex Rossby number
could be based on a near-axis swirl supply or subtraction, which could be implemented
by a modification of the end-plate configuration with a view to establishing an original
design concept for blade-tip aerodynamic appendages.
4. Tip end-plate design concept
To suppress the tip-leakage vortex-bursting phenomenon in the operation of the
AC90/6/TF fan rotor, a new end-plate design concept has been recently proposed.
The proposed configuration controls vortex breakdown by means of an end-plate of
variable chord-wise thickness. The aim of the new concept is to enhance near-axis
swirl [18, 19] by reconfiguring the end-plate at the tip with a view to influencing
the momentum transfer from the leakage flow and to force some waviness into the
leakage-vortex trajectory, as suggested by Srigrarom and Kurosaka [20] in delta-wing
platform design. According to the analysis of tip-leakage vortices in terms of Rossby
number behaviour (as shown in Figure 4), the shape of the end-plate is based on the
definition of a safe rotation number chord-wise gradient.
The rationale of the present investigation was to compute the end-plate thickness
distribution (tep(sc)) by combining a simplified law for the tip-gap pressure drop
with a stability criterion of TLV prescribed by a safe chord-wise distribution of the
vortex Rossby number (as shown in Figure 5). The pressure losses within the tip
gap at each chord-wise abscissae sc was modelled by studying the leakage flow as a
two-dimensional flow orthogonal to the chord line. The pressure drop could thus be
expressed as a function of:
1. the geometry of the gap (height τgap, width tep);
2. the kinetic energy of the leakage flow, as given by the leakage velocity compo-
nent normal to the chord (wLn)2;
3. the friction factor ff which is itself a function of leakage flow Reynolds number,
Regap = f(τgap, wLn) velocity scale;; and
4. the end-plate thickness tep(sc).
On the basis of the above, the pressure drop through the gap at each abscissae sc
is given by:






It is noteworthy that the friction factor ff dependence on the chord-wise position sc
is fixed by means of the adoption of a scaling value for the leakage flow bulk velocity
wLn. The derivation of equation (4.1) along the chord thus gives the directional
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Figure 6. Coordinate system definition














By re-arranging equation (4.2), it is possible to formulate a correlation between the
end-plate geometry, parameterised by its thickness, and the aerodynamics of leakage







in which: B, accounts for the tip gap pressure drop; and Aw depends on the definition
of a velocity scale for the leakage flow. The ARocoefficient is made proportional to the





By means of the chord-wise gradient of wLn(sc) in equation (4.4), it is then possible to
include in equation (4.3) an explicit dependence from the rotation number gradient.
On the basis of the definition in equation (3.1), the Rossby number chord-wise gradient














The leakage-flow velocity wL(sc) approximates the axial velocity of the leakage vortex
waTLV at its periphery. By assuming a uniform direction of the leakage flow along the
blade-tip chord, equation (4.4) can be rearranged in terms of the leakage-flow velocity
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Figure 7. Parametric analysis of end-plate thickness design distribu-
tions, a) for increasing Rossby number gradient from ARo1 to ARo6,
and b) for increasing gap pressure drop gradient from B1 to B6
It is then possible to establish the end-plate thickness distribution according to any















A parametric analysis of the end-plate thickness distribution is presented in Figure 7.
This was obtained by solving equation (4.3) by: (i)assuming a constant pressure-drop
gradient and changing the rotation number gradient (Figure 7a); and (ii) assuming a
constant ARo and varying the tip-gap pressure-drop gradient (Figure 7b). Figure 8
shows a qualitative view (not to scale) of the blade-tip of the new end-plate (designated
‘AC90/6/Tfvte’) compared with the datum fan and the constant-thickness end-plate
(AC90/6/TF).
5. Assessment of end-plate aerodynamics
Experimental quantitative studies were conducted to assess the aerodynamic perfor-
mance of the modified end-plate configuration (AC90/6/TFvte) compared with the
datum fan and the AC90/6/TF fan. The studies were carried out in ducted config-
uration under near-design conditions. The Reynolds number, based on tip diameter
and rotor tip speed, was 8.3× 105 (for ISO air conditions).
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Figure 8. Test fans and end-plate geometries (not to scale)
Figure 9. Measured static pressure and total pres-
sure efficiency characteristic curves (dashed lines:
datum fan; solid lines: AC90/6/TF fan; line-
symbols: AC90/6/TFvte fan)
5.1. Aerodynamic tests. The
main performance parameters used
in this assessment were the fan
static pressure and the efficiency.
Measurements of static and dynamic
pressure were carried out with four
taps, equally spaced on the casing
wall, and a standard Pitot-probe.
The probe was mounted on a tra-
verse mechanism fixed to the outer
wall of the test rig. A Furness digital
multi-channel micro-manometer
(Model FC012, Furness Controls
Ltd, UK) with 2 kPa range and
a resolution of 1 Pa, was used to
read pressure data. The accuracy
of pressure measurements was ±
0.5% of read data. The efficiency
was calculated as the ratio between
the air power (computed on either
static or dynamic pressure rise) and
the electric power. The absorbed
electric power was measured with an
AC power analyser with an accuracy
of 0.24% of read data.
The static pressure and efficiency characteristic curves for the datum rotor, the
AC90/6/TF rotor, and the AC90/6/TFvte rotor are shown in Figure 9. As shown
in the diagram, analysis of the static pressure curves revealed a small reduction in
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Table 4. Predicted and measured fan overall performance
@ 7 m3/s
Measurements Predictions
∆pstat (Pa) η ∆pstat (Pa) η
datum 134.8 0.49 133.3 0.510
AC90/6/TF 126.2 0.51 126.1 0.504
AC90/6/TFvte 129.0 0.52 128.2 0.516
performance (about 2% at 6m3/s) in the AC90/6/TF rotor as a result of the interac-
tion between the tip-clearance flow and the suction-side near-surface fluid [35]. This
diminution in performance was recovered (at least in part) by the AC90/6/TFvte
rotor, in which the static pressure rise increased by throttling the rotor towards peak
pressure.
A comparison of the efficiency curves revealed that both of the modified rotors
(AC90/6/TF and AC90/6/TFvte) demonstrated an improvement in efficiency when
the volume flow rate was greater than the design volume flow rate. Moreover, compar-
ison of the efficiency curves indicates that the adoption of the modified tip end-plates
resulted in the appearance of a clear efficiency plateau, which shifted the peak η
volume flow rate towards the rotor stall margin.
The rotor performance was assessed along the operating line. Table 4 shows a
comparison of the predicted overall performance (at 900-rpm rotational frequency)
with the experimental data. Efficiency η was computed in terms of static pressure rise.
The comparison confirmed the validity of the predicted performance at the chosen
blade angle—the blade angle at which the fan blades are most heavily loaded (and thus
more prone to flow separation). The parameters for prediction of performance referred
to axial sections located at: (i) the inlet of the domain; and (ii) 20% midspan chords
downstream of the blade’s trailing edge. The comparison validated the predicted
performance.
5.2. Loss at the rotor tip. Rotor loss behaviour at the blade tip was assessed under
near-design conditions (D point) in terms of the local total loss coefficient (ζp,defined
as: ζ = p0in − p0
/
0.5ρw2in, in which: p0 is the local total pressure, p0in and 0.5ρw
2
in
are respectively the reference pitch-averaged relative total and dynamic pressures
computed at the inlet mid-span plane.
The total loss coefficient distribution within the blade passage was obtained by
probing the flow fields in the vicinity of the blade leading edge at about mid-chord
and in the region behind the blade (at approximately 25%, 65%, and 120% chords
from the leading edge). The predicted loss evolutions, under design operating con-
ditions, as shown in Figures 10a, 10b, and 10c, were in accordance with studies of
low-speed rotors [36] and with the other aerodynamic tests carried out in the present
study. At the rotor inlet, all rotor distributions demonstrated loss cores that were
mainly concentrated on the hub annulus walls. Moving towards the aft portion of the
blade, the loss maps were characterised by loss core directly related to the develop-
ment of primary tip vortices travelling through the blade vane. As a result of vortex
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Figure 9. Evolution of total pressure loss coefficient (ζ) inside the
blade passage: a) datum rotor, b) AC90/6/TF rotor, and c)
AC90/6/TFvte
breakdown, a larger peak loss core was associated with the modified tip configuration
of the AC90/6/TF rotor (Figure 10b). A comparison of the AC90/6/TF rotor and
the datum rotor loss map at 1.2 ` revealed that the modified tip rotor featured a
beneficial span-wise loss distribution; it outperformed the datum fan within the wake
and on the hub end-wall where it provided healthier near wall layers on pressure- and
suction-side corners.
With regard to the AC90/6/TFvte fan rotor (Figure 10c), there was evidence that
the control of the leakage-vortex breakdown was able to reduce the high loss core at
the tip—both behind the rotor and along the blade suction side within the interac-
tion region between leakage and near surface flows. This can be considered to be a
consequence of the reduced 3-D flow rearrangement occurring as a result of the reduc-
tion in mass leaking through the tip gap. The limited radial migration of near-wall
surface fluid induced smaller hub loss core and contraction of the suction/corner stall
(Figures 10b and 10c).
6. Conclusions
The aim of the present study was to develop improved tip configurations to control
leakage-flow phenomena and rotor aero-acoustic signatures in a family of axial flow
fans. The passive control technique explored in the study was based on blade tips
that had been modified by the addition of anti-vortex appendages as end-plates.
The objective of the modified end-plates was to control the chord-wise evolution
of the leakage-vortex swirl level by preventing the occurrence of tip-leakage vortex
bursting by the enhancement of near-axis swirl. Two end-plate configurations were
investigated: (i) an end-plate with constant thickness; and (ii) an end-plate with a
variable thickness distribution according to the concept of a safe rotation number
chord-wise gradient.
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The aerodynamic tests reported here indicate that the original tip concept demon-
strated reduced performance along the operating line, but that this was recovered by
the adoption of the end-plate designed according to the concept of the leakage-vortex
rotation number. The measured efficiency revealed an improvement with increased
peak performance. It was thus apparent that the variable-thickness end-plate was
able to provide a wider high-efficiency plateau towards the rotor stall margin.
The loss coefficient distributions confirmed that the highest loss regions were always
observed in coincidence with the leakage-vortex core, with a nearly constant peak loss
value. The comparative loss behaviour was in accordance with the aerodynamic test
results, and the overall efficiency gain for the investigated end-plates was found to
be a consequence of the reduced 3-D flow rearrangement caused by the improved tip
configurations.
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Abstract. Flow over an oscillating cylinder at Re = 300 is simulated. For in–line oscil-
lations, the vortex–shedding frequency locks–on the cylinder frequency in a wide frequency
band, around twice the natural vortex–shedding frequency observed for a stationary cylinder.
For cross–flow oscillations, lock–in occurs in a narrow frequency band around the natural
frequency. When circular motion is simulated the two bandwidths of lock–in are slightly
different than those observed for simple in-line or transverse oscillation.
Keywords: finite volume method, fully coupled resolution method, lock-in, circular motion
of a circular cylinder, vortex shedding
1. Introduction
Study of flow past a circular cylinder is of special interest for basic understanding
of the aerodynamics of aeroelastic phenomena. Despite the simplicity of geometry
the flow around a cylinder is very complicated and of particular importance, since it
may induce unsteady forces on structures associated with vortex shedding. Unsteady
forces acting in both directions, in-line and cross–flow, represented by drag and lift
coefficients respectively, can induce structure vibrations. Bodies oscillate in response
to these forces, possibly in linear or orbital motion. In such cases the vortex shedding
properties will change resulting in quite different lift and drag periodic fluctuations
in time.
The time-varying component of the lift force is usually an order of magnitude
larger than that corresponding to the drag force. Therefore, in general, the cylinder
oscillations are predominantly in the cross–flow direction. For this reason most of
the research efforts in the past have been concentrated on cross–flow oscillations. A
cylinder that is subjected to forced cross–flow oscillations with an amplitude beyond
a certain threshold value exhibits the phenomenon of lock-in. The vortex-shedding
frequency of the oscillating cylinder changes to the frequency of cylinder vibrations
[1]. Similar observations also apply to cylinders mounted on flexible supports and
c©2007 Miskolc University Press
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allowed to undergo vortex–induced oscillations of sufficient amplitude [2]. The obser-
vation that the flow field changes significantly as a result of the cylinder oscillations
was already noticed in the computational study of Mittal [3]. Flow past cylinders
subjected to forced in-line oscillations was studied experimentally by Griffin [4] and
numerically by Chang [5], Mittal [3] and Didier [6]. Flow structure in the wake of an
oscillating cylinder has been investigated by many other researchers, e.g. Bearman
[7], Okajima [8], Mittal [9], Griffin [10], Lecointe [11], Williamson [12], and Nobari
[13]. In some of these studies the cylinder is subjected to oscillations at frequencies
that are sub- and super-harmonics of the natural vortex-shedding frequency for a
stationary cylinder.
As already mentioned, the cylinder oscillations are predominantly in the cross-flow
direction, but strictly speaking the cylinder describes an orbital motion. Vortex-
induced vibrations of a circular cylinder placed in an uniform flow at Reynolds number
325 are investigated numerically by Mittal [9]. In this study the cylinder is allowed
to vibrate in both directions. In most of the cases, the trajectory of the cylinder
corresponds to a Lissajou figure of an 8. Mittal observes that the vortex-shedding
frequency of the oscillating cylinder does not match exactly the structural frequency.
More recently, Lewis [14] investigated the orbital motion of a circular cylinder in an
uniform flow using a vortex cloud flow modelling. Studies of this type were previous-
ly undertaken by Baranyi [15, 16] employing a grid-based Eulerian type method for
solving the two-dimensional Navier-Stokes equations. Abrupt jumps were found in
the time-mean and rms values of lift and drag that seem to be caused by a critical
change in the vortex structure.
This paper focuses on the case of uniform flow past an oscillating cylinder in the
in-line, cross-flow or both in-line and cross-flow directions that results in an circular
motion in the present study. Computations are carried out for various values of the
structural frequency, including the natural shedding frequency, and velocity amplitude
of cylinder, 10 to 30% of the free-stream velocity. The flow field changes significantly
and manifests in the forces experimented by the cylinder and the related Strouhal
number.
Computational investigations are performed considering unsteady two-dimensional
flow for an incompressible viscous fluid. An implicit second order fully coupled reso-
lution method [17, 18, 19] developed for structured and unstructured meshes with a
finite volume framework for cell-centered collocated grids is presented. This approach
is an alternative to classical segregated methods, like SIMPLE [20] or PISO [21].
Whereas the segregated methods lead to a sequential resolution of discrete equations,
the fully coupled resolution method solves only one linear system in velocity-pressure.
This approach does not require correction steps, relaxation parameters or other spe-
cial treatment to ensure convergence, and reduces the number of non-linear iterations
needed to converge. Flow past a stationary cylinder at Re = 300 is simulated and
provide a good test of the accuracy of the fully coupled resolution method.
Flow past an oscillating cylinder 41
2. Governing equations
The unsteady two-dimensional Navier-Stokes equations for incompressible viscous
fluid are considered in conservative dimensionless integral form and written in the
referential of the cylinder.
∫
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These equations involve dimensionless variables: the Cartesian components ui of
the velocity, the pressure p, and the time t. V is the volume of an element, S its
area and ni the components of the outward unit vector normal to the surface, −→n .
The Reynolds number Re is defined using the free-stream velocity U∞, the cylinder
diameter D and the fluid viscosity ν.
The motion of the centre of the cylinder is specified as follows:
uCyl1 = ue1cos(2πfe1t), (2.3)
uCyl2 = ue2sin(2πfe2t), (2.4)
where ue1, ue2 and fe1, fe2 are the dimensionless amplitude velocities and frequencies
of the cylinder oscillatory motion in the in-line and cross-flow directions. When the
two amplitudes and frequencies are equal, fe1 = fe2 and ue1 = ue2, the motion path
becomes a circle. If one of the amplitudes is zero, longitudinal or transverse oscillation
is obtained. Evidently when both amplitudes are zero the cylinder is stationary.
3. Fully coupled resolution method
3.1. Introductory remarks. The fully coupled resolution method is developed for
structured and unstructured grids and unsteady flow within a finite volume frame-
work. This method differs from segregated formulations by the implicit treatment
of pressure-velocity coupling. Only one linear system is solved and no relaxation
parameters or special operations are required to ensure convergence.
3.2. Finite volume mesh convention. Finite volume discretization schemes are
used with collocated cell-centered unknowns. The central control volume is denoted
by c and the neighbouring control volumes are denoted by nb. Mnb is the midpoint
of the face shared by two adjacent cells. For a non-orthogonal grid, the face midpoint
may be different from the point defined by the intersection cell-centroids line and the
face. Therefore a correction is required to transfer the values from the cell center c
and nb to the points c′ and nb′ (Figure 1).
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Figure 1. Interface of two adjacent cells and notation for discretization
3.3. Discretization schemes. The fully coupled resolution method involves solving
a complex linear system of algebraic equations. It is thus necessary to consider com-
pact implicit schemes, based only on the adjacent cells, conserving in the same time
a precision of second order.
An implicit three-level second order scheme is used to discretize the transient term
[22].
Central differencing scheme, that involves only the values of adjacent cells, is used
to evaluate the viscous term.
The pressure term is calculated using a linear interpolation between the cells centre
c′ and nb′.
The advection term is calculated using the deferred correction approach [23], com-
bining a first-order UDS and a higher-order scheme, WACEB [24], with the factor
ωDC set to 1. At non-linear convergence, the advection term is of WACEB scheme
order, e.g. third order. The ith component velocity at the interface f of the control












When the grid is non-orthogonal, corrections are required to estimate pressure and
velocity at the midpoint of the face. These corrections, involving gradients evaluated
at the element’s centroid using the Gauss theorem, are small compared to the other,
if the grid non-orthogonality is not severe. They are added explicitly to the source
term of discrete equations.

















The source term bui gathers contributions of the explicit part of discretization
schemes.
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Following Prakash and Patankar [25], the convected velocity (ui)c can be considered















The pseudo-elocity gathers all contributions of discrete momentum equations, ex-
cept the pressure gradient contribution:







The continuity equation (2.1) is expressed in discrete form as follows:∑
nb
(uini)nb Snb = 0. (3.5)
It requires a mass flux specification, at the interfaces of the control volume sur-
rounding the node c. The velocity (ui) in this equation is obtained from relation
(3.3). Then, the continuity equation, expressed in terms of pseudo-velocity and re-



















3.5. Resolution strategy. The fully coupled system is constructed gathering equa-
tions (3.3), (3.4) and (3.6). In the linear system (3.7), I is the identity matrix, G
denotes the gradient operator, C gathers the off–diagonal influence coefficients of the
convective–diffusion scheme, D denotes the divergence operator, and S represents the








The matrix of this linear system is sparse, non–symmetrical, with a large dimension
and an ill–conditioned pressure block. The linear system is solved using the iterative
algorithm BiCGSTAB − ω [27], in conjunction with a LU preconditioner.
In opposition to segregated methods, like SIMPLE [20] or PISO [21], that lead to a
sequential resolution of discrete equations, the fully coupled resolution method allows
to solve only one single linear system, gathering pressure and velocity, to obtain
the solution. The residual convergence is fast due to the implicit velocity-pressure
coupling. A residual reduction of six to seven orders is obtained in a few number of
non-linear iterations (Figure 3). At the beginning of the non-linear process, a rather
high number of iterations is mandatory to solve the linear system, see Figure 2, and
a severe variation of normalized residual is observed, Figure 3. This step corresponds
to the main non-linear reduction phase.
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Figure 2. Convergence history for a stationary cylinder, Re = 300, at
t = 100: number of iterations to solve the fully linear system during
the non-linear convergence process
Figure 3. Convergence history of non-linear normalized residue con-
vergence for a stationary cylinder, Re = 300, at t = 100
4. CFD results and discussion
CFD results at Re = 300 are presented for motions with various velocity amplitudes
and frequencies, namely: 10, 20 and 30% of the free-stream velocity and normalized
frequencies between 0.2 and 3.0. Before simulating the flow past an oscillating cylin-
der, the stationary cylinder is considered first. It serves as a reference to analyse forces
and flow topology when oscillations occur. These reference values are represented by
a thin horizontal line in figures that present drag and lift coefficient, and Strouhal
number.
4.1. Stationary cylinder. In this section the flow around a stationary cylinder is
considered, since it shall provide a good test of the accuracy of the fully coupled
resolution method and, additionally, shall function as a reference to the subsequent,
more elaborate cases. A preliminary grid refinement study revealed that an O–grid
with 200 and 155 nodes in angular and radial direction, respectively, with a first
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grid–point near to the wall situated at 5 × 10−4D is well adapted to the present
simulation. To ensure that external boundary effects are sufficiently minimized the
integration volume has a radius equal to 50D (Figure 4). The time step is equal to
10−2.
Table 1. Comparison of present results with literature data
Present Singh Henderson Nobari Roshko Schlichting
method [28] from [29] [13] from [13] [30]
C̄Do 1.352 1.357 1.360 1.365 - 1.378
Sto 0.214 0.210 0.212 0.207 0.21 -
Table 1 presents the drag coefficient and the Strouhal number, St = fD/U∞, with
f being the vortex–shedding frequency. The present results exhibit good agreement
with numerical results of Singh [28], Nobari [13] and Henderson, from Williamson [29],
and experimental data of Roshko, from [13], and Schlichting [30]. The rms of drag and
lift coefficients, CDo,rms and CLo,rms, are equal to 5.3 × 10−2 and 0.62 respectively.
Efficiency and accuracy of the present resolution method were demonstrated by the
authors in [19, 31, 6].
Figure 4. Computational O–grid around the cylinder: (a) overall
view and (b) detail near the wall
4.2. In-line oscillation. When in-line oscillation occurs, the cylinder oscillates only
in the direction of the free-stream velocity. Calculated Strouhal number and drag
coefficient are presented in Figures 5(a) and 5(b). Figures 5(c) and 5(d) show the
rms drag and lift coefficients versus the normalized in-line excitation frequency fe1/fo,
with fo being the natural frequency of vortex shedding for a stationary cylinder in an
uniform flow.
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It can be observed that the in-line oscillation alters the flow field significantly, as
has been reported by various authors [5, 3, 6]. These effects manifest themselves
in the forces experienced by the cylinder and the related Strouhal numbers for the
vortex-shedding frequencies.
Figure 5. In–line oscillation: (a) Strouhal number, (b) mean drag
coefficient, (c) drag coefficient rms and (d) lift coefficient rms
As can be seen in Figure 5(a), in-line cylinder oscillations cause a global diminution
of the shedding frequency. This is not true for frequencies higher than 2fo, where
the Strouhal number is either higher or equal than Sto. The minimum shedding
frequency decreases when velocity amplitude of the cylinder increase. The shedding
frequency locks-on the excitation frequency, in a large frequency band for frequencies
lower or slightly higher than 2fo, with the following relation: St/Sto = fe1/2fo.
The bandwidth of lock-in increases with the amplitude of velocity oscillation. For
fe1 = 2fo the lock-in is strong, the shedding frequency is equal to the natural shedding
frequency. This effect is called synchronization.
The longitudinal and transversal forces acting on the cylinder globally increase
when compared to the values calculated for stationary uniform flow. Mean drag and
rms lift coefficients are larger when lock-in occurs. Maximum values of mean drag and
rms lift coefficients take place for synchronization, i.e. fe1 = 2fo. However, another
smaller peak appears when fe1 ∼ fo for the larger amplitude velocity fluctuation. For
normalized frequency fe1/fo under 0.3 or above 2.7, mean drag and rms lift coeffi-
cients converge to the values of the stationary cylinder case. The rms drag coefficient
does not follow this behaviour and increases with frequency. This is connected with
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inertial effects. Effectively, numerical values agree well with the theoretic formula-
tion, considering the added mass and neglecting viscous effects. This agreement is
especially observed at high frequencies where the inertial effects dominate the viscous
non-linear phenomenon, as shown previously in [6].
Figure 6. Stationary cylinder: (a) drag and lift coefficients and (b)
vorticity field
Figure 7. In-line oscillation, fe1/fo = 2 and ue1 = 0.20: (a) drag and
lift coefficients and (b) vorticity field
Figure 8. In-line oscillation, fe1/fo = 0.7 and ue1 = 0.20: (a) drag
and lift coefficients and (b) vorticity field
Figures 6(a) and 7(a) show the time history of drag and lift coefficients for a
stationary cylinder and for an in-line cylinder oscillation in an uniform flow, with
ue1 = 0.20 and fe1/fo = 2. Figures 6(b) and 7(b) show the vorticity field at the
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non-dimensional time 0.1/St, considering the temporally periodic solution for the
two cases. As can be seen, the rms lift coefficient is larger than the natural one.
The CL temporal signal becomes asymmetric, while the uniform flow lift coefficient is
harmonic. This is a characteristic feature of the lock-in phenomena. As can be seen
in Figures 6(b) and 7(b), the near vorticity field is rather affected by the cylinder
oscillations. The structure of positive and negative vorticity is significantly modified.
The time history of drag and lift coefficients, for a low oscillation frequency with
ue1 = 0.20 and fe1/fo = 0.70, are presented in Figure 8. The flow topology is strongly
modified comparing with the flow past a stationary cylinder. Vortex structures depart
from the classical vortex-street pattern. As expected, the forces acting on the cylinder
are very variable. A spectral analysis, presented in the next section, shows that
other frequencies appear due to the combination of the frequency fe1 and the vortex-
shedding frequency.
Figure 9. Power spectra for in-line oscillation, ue1 = 0.20: (a)
fe1/fo = 0.7 and (b) fe1/fo = 1.4
Figure 10. Power spectra for in-line oscillation, ue1 = 0.20: (a)
fe1/fo = 2 and (b) fe1/fo = 2.9
The normalized power spectra for four oscillation frequencies is presented in Figures
9(a) and 9(b), fe1/fo = 0.7 and fe1/fo = 1.4, and Figures 10(a) and 10(b), fe1/fo = 2
and fe1/fo = 2.9. Observation of these figures reveals that in-line cylinder oscillation
causes interferences between the cylinder motion and the vortex-shedding which can
result in the appearance of additional frequencies in the spectrum. Around the os-
cillation frequency fe1 = 0.7 the spectrum is rich. Observed frequencies result from
the combination of the oscillation frequency fe1 and the vortex-shedding frequency
fs: fs − fe1, 2fe1, 2fs, 2fs − fe1 and 2fe1 − fs. Dominant frequencies are those
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associated with the lift coefficient signal. When lock-in occurs, like for fe1/fo = 1.4
and fe1/fo = 2, vortex-shedding locks-on to the oscillation frequency. In the spec-
trum, the oscillation frequency fe1 and the vortex-shedding frequency fs = fe1/2
appear. A single additioned frequency appears, 2fe1 − fs. For an higher frequency,
like fe1/fo = 2.9, only the oscillation frequency and the vortex-shedding frequency
are identified in the spectrum.
Figure 11. Simulation points for in-line oscillation at Re = 300.
Lock-in does not occur () and lock-in occur (). Bounds of the
lock-in region: (+). Results of Griffin [4] at Re = 190, (x) results of
Hall [32] at Re = 200.(B). Numerical results of Nobari [13] at Re =
300
The simulation results for values of velocity amplitude, transformed in motion
amplitude, and frequency oscillations are presented in Figure 11. These results are
compared with the numerical results of Nobari [13] at Re = 300 and experimental
data obtained by Griffin [4] and Hall [32], respectively at Re = 190 and Re = 200.
Bounds of the lock-in region, adapted from the results of Griffin[4], are plotted. Solid
circles indicate occurrence of lock-in. As has been demonstrated by the authors in
[6], the lock-in bandwidth is Reynolds number dependent, between Re = 100 to
Re = 300. The lock-in bandwidth increases when Reynolds number increases: the
upper bound of lock-in frequency region is rather affected and is slightly higher than
fe1/fo = 2, but the lower bound decreases. The present computational results are in
reasonable agreement with available experimental data and in good accordance with
computational results obtained by Nobari [13] with a finite element method.
4.3. Cross-flow oscillation. Figures 12(a), 12(b) and 13 show the Strouhal num-
ber, the mean and rms drag coefficient versus the normalized cross-flow excitation
frequency fe2/fo.
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Figure 12. Cross-flow oscillation: (a) Strouhal number and (b) mean
drag coefficient
Figure 13. Cross-flow oscillation: rms drag coefficient
Cross-flow oscillations cause only a significant variation of the shedding frequency
in a band around the natural shedding frequency fo. This frequency band is nar-
rowed compared with that obtained for an in-line oscillation. The shedding frequency
locks-on the excitation frequency, with the following relation: St/Sto = fe2/fo. For
fe2/fo = 1 the shedding frequency equals the natural frequency. It is the synchroniza-
tion. The lock-in frequency band increases with amplitude velocity of cylinder. For
the higher excitation frequencies it can be seen that the Strouhal number is slightly
lower than the natural Strouhal number. However, Strouhal number, mean drag and
rms drag coefficients tend toward natural Sto, CDo and CDo,rms.
For each amplitude the mean drag coefficient presents a linear variation in the lock-
in zone, like the rms drag. For low lock-in frequencies the mean drag is slightly lower
than the natural one. For the higher lock-in frequency the mean drag is maximum
and much higher than the natural drag. The rms drag coefficient presents a type of
crisis before the lock-in zone. The CD,rms decrease to reach its minimum value. It
then increases, linearly, in the lock-in band up to its maximum value before decreasing
again, slowly, tending to the natural CDo,rms. This abrupt jump can be caused by a
critical change in vortex the structure.
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4.4. Circular motion. Computations are carried out for equal cylinder amplitude
velocity, ue1 = ue2, set to 10% of the free-stream velocity. In-line and cross-flow
motion frequencies are equal and denoted fe. Results are compared with reference
values and with results obtained for in-line and cross-flow oscillations.
Figures 14(a) and 14(b) show the Strouhal number and the mean drag coefficient
against the normalized frequency. The lock-in occurs in two frequency bands around
fe/fo = 1 and fe/fo = 2. However, frequency lock-in bands are different than those
obtained for in-line or cross-flow oscillating cylinder. The first one is located in the
normalized frequency interval 0.94 to 1 and can be defined by the relation St =
Stofe/fo. The lock-in occurs in a restricted bandwidth, narrower than the frequency
band associated to the cross-flow oscillation cylinder motion. The second one, defined
by St = Stofe/2fo, appears between 1.63 to 2.13. The lock-in bandwidth is slightly
broader than the frequency band defined for an in-line oscillating cylinder.
Figure 14. Circular oscillation: (a) Strouhal number and (b) mean
drag coefficient
Figure 15. Mean and rms pressure coefficient for fe/fo = 0.94 and
ue1 = ue2 = 0.10
In Figure 14(b), it can be seen that the mean drag variation in the first lock-in
band, around fe/fo = 1, is not equal to mean drag evolution obtained for cross-flow
cylinder motion. Firstly, the band frequency is smaller. Secondly, minimum and
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maximum mean drag coefficient values in the lock-in band are larger. The jump of
mean drag coefficient in this lock-in zone presents a slightly larger amplitude than
that occurring for cross-flow motion.
Figure 16. Circular oscillation: (a) rms drag and (b) rms lift coefficients
Figure 15 shows the mean and rms pressure coefficients on the cylinder surface in
transversal and circular motion, compared with a stationary one. Mean Cp values are
similar for all cases in the front region of the cylinder. Beyond 80 degrees, the mean
Cp for circular motion is larger than the others, like the Cp,rms, and minimum mean
drag coefficient is smaller than for the other motions. Flow topology analysis shows
that, for circular motion, the separation points move further downstream. Hence,
the variation of mean drag coefficient is larger than that obtained for the cross-flow
cylinder motion. The line slope defined by dfe/dfo is twice that obtained for cross-flow
only oscillation. For high frequencies, around fe/fo = 2, the mean drag coefficient is
similar to that of in-line oscillation.
Figures 16(a) and 16(b) show the rms drag and lift coefficients. Inertial effects are
observed for both coefficients at higher frequencies. As can be seen in Figure 16(a), the
rms drag coefficients for circular cylinder motion and in-line motion present a similar
evolution. Only small lock-in effects are observed around fe/fo = 1 and fe/fo = 2. In
Figure 16(b), evolution of rms lift coefficient is similar than that obtained for cross-
flow motion of cylinder: inertial effects are observed like the influence of the lock-in in
the band frequency around fe/fo = 2. The jump of rms lift coefficient in the lock-in
zone, around fe/fo = 1, presents a slightly larger intensity than that obtained for
cross-flow oscillating cylinder. Particularly, the rms lift coefficient is almost half than
the reference value. Like the mean drag coefficient, the line slope variation dfe/dfo is
twice that obtained for cross-flow only oscillation. This effect is clearly induced by
the in-line component of the circular motion of the cylinder.
5. Conclusions
Numerical simulation of flow past an oscillating cylinder in an uniform free-stream
was done using an implicit fully coupled second order resolution method, developed
by the first author. This constitutes an original approach to solve Navier-Stokes
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equations. Numerical simulation of the flow past a stationary circular cylinder shown
the efficiency and accuracy of this resolution method.
Lock-in and synchronisation were observed for all cases studied: for in-line and
cross-flow cylinder oscillation and for the various amplitudes of cylinder motion. The
cylinder in-line and cross-flow oscillations of sufficient amplitude alter the flow field
significantly, and consequently the time-varying forces acting on the cylinder.
For in-line oscillations, the shedding frequency locks-on the excitation frequency,
in a large frequency band for frequencies lower or slightly higher than 2fo, with the
following relation: St/Sto = fe1/2fo. In comparison with the stationary cylinder, the
flow is perturbed in a large band of normalized frequencies, between 0.3 to 2.6. Mean
drag and rms lift coefficients are both larger than the natural values when lock-in
occurs and also for the normalized frequency band 0.25 to 2.6.
For cross-flow oscillations, the flow is disturbed in a narrower frequency band. The
shedding frequency locks-on the cross-flow oscillation around the natural frequency
fo, with the following relation: St/Sto = fe2/fo. Mean drag and rms drag and lift
coefficients present a sharp variation in this narrow band. The lock-in bandwidth is
narrower in this case. The abrupt jump and drop observed in the CD,rms can be
caused by a critical change in vortex structure.
The analysis of the circular motion of the cylinder shows that aerodynamical coef-
ficients and the related Strouhal number include contributions from in-line and cross-
flow motions. However, differences are observed: first, lock-in bandwidth is narrower
than the cross-flow one; second, lock-in zone is broader than the in-line one; the slope
of mean drag and rms lift coefficients in lock-in band, around fe/fo = 1, is twice
the slope obtained for the cross-flow oscillation. Those differences are clearly due to
the cylinder circular motion. Around fe/fo = 2, mean drag and rms lift coefficient
are not significantly affected by the circular motion if compared with the in-line ones.
The rms drag coefficient is not modified in this case.
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Abstract. This paper presents the results of a numerical study on a two-dimensional free-
surface channel flow over a bottom obstacle. Of main interest is the capability of commercial
CFD codes to solve such problems. ANSYS CFX 10.0 was used with its built-in two-phase
flow model. While keeping the upstream water level in the channel constant, the downstream
water level was systematically decreased, which results in increasing flow rate, supercritical
flow, transcritical flow and weak hydraulic jump. The surface shapes of the subcritical CFD
computations are compared to the results of the classic 1D theory. In the supercritical case,
the parameters - wave crest and toe heights - of undular hydraulic jumps obtained by CFD
are compared to the classic theory and to experimental results.
Keywords: open channel flow, undular hydraulic jump
1. Introduction
Free-surface flows and hydraulic jumps are important for environmental engineering
(river flows, sediment distribution), ship engineering, water turbine engineering etc.
The actual problem motivating this paper was the need for open-surface channel
modelling for the steady-state calculation of an urban water supply network. The
basic concept was to verify the results of the model based on the classic 1D theory by
means of 2D Computational fluid dynamics (CFD) simulations. Furthermore, classic
theory gives only limited description of the flow but cannot handle e.g. supercritical
cases. Also, there are parameters (notably the friction coefficient), which are hard to
estimate. Finally, two-dimensional (and three-dimensional) effects are interesting as
understanding these issues might help to improve the simple 1D models.
The classic models on free-surface flows are based on the shallow water equations
(see [1] or [2]), neglecting the deviation from the hydrostatic pressure distribution
(vertical accelerations). These simple models are suitable only for purely subsonic
or supersonic flows and more sophisticated models are needed for transonic flows
and hydraulic jumps. The hydraulic jump is a spectacular phenomenon, with a lot of
c©2007 Miskolc University Press
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turbulence, waves, unsteadiness and air entrainment, hence seems to be an appropriate
test case for advanced numerical techniques of fluid mechanics.
Hydraulic jumps (analogous to shock waves in gas dynamics) are easily formed
in free-surface flows as the wave velocity (
√
gh in rectangular channels, h being the
fluid depth) is often in the same order of magnitude as the flow velocity scale. The
transition from supercritical to subcritical flows occurs via hydraulic jumps, through
which the well-known 1D models describing the surface shape are not valid. Hydraulic
jumps are not only challenging from the theoretical viewpoint (e.g. lack of an inviscid
solution, deviation from the hydrostatic pressure distribution [3], presence of multiple
scales [10]) but also raise problems in numerical modelling due to the sharp local
gradient in the surface shape near the jump. Advanced numerical techniques employed
to solve such problems start from finite difference methods [11], include local time
stepping techniques [13] and generalised Riemann solvers [12] and attain full growth
in the 3D RANS models as e.g. in [6] or [5]. Systematic measurements were also
performed, see e.g. [3], [4], [9] and [8]. Ohtsu in [8] and Chanson in [9] give flow
conditions for undular jump formation in terms of the Froude number (being the
ratio of flow and wave velocity) and channel width, consider Reynolds number effects,
describe the main flow patterns and classifies the hydraulic jumps. They also report
on the velocity and pressure distribution under the wave crests and at the wave toes.
The aim of the present paper is to test the capabilities of a commercial CFD code
(ANSYS CFX 10.0) in terms of free-surface flows on a test case with subcritical and
weakly supercritical flows. The paper is organised as follows. First, the classic theory
is briefly summarised. Then, the CFD set-up (grid, turbulence model, boundary
conditions, etc.) is presented. The results are split into two groups; subcritical
and supercritical cases. The results of subcritical cases are compared to the classic
1D theory. The numerical results of the supercritical cases are finally compared to
measurements.
2. Theory
In this section we briefly summarise some classic theoretical results of the correspond-
ing literature. Consider the free-surface flow of an incompressible fluid in a channel
of uniform width. In the case of steady-state behaviour, the losses in the flow (fric-











where y denotes the water height, z represents the bottom contour and h′ is the head
loss. The continuity equation can be written as
Q = Byv = const. (2.2)
with channel width B and average flow velocity v. Note that (2.1) assumes uniform
velocity distribution (straight streamlines) and hydrostatic pressure distribution along
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the depth. For most open-channel flows, the friction factor is independent of the
Reynolds number and is only a function of the wall roughness. Its actual value is






, where C = R1/6h /n. (2.3)
Here Rh is the hydraulic radius (Rh = A/P , i.e. wetted area over wetted perimeter)
and n is a roughness coefficient having different values for different types of channel
wall roughness.
Our study neglects 3D effects, thus only a segment of the flow with width B is
considered, without side walls. We assume that B  y. Thus, A = By, P = B,
Rh = y and q = yv [m2/s]. Inserting (2.2) and (2.3) into (2.1) we arrive at the







= i− q2 n2 y10/3, (2.4)
where the new notation i = −dz/dx was introduced. Note that if the term on the
right-hand side vanishes, the slope of the surface does not change. This flow rate is





On the other hand, if the term on the left-hand side vanishes, the slope of the










= 1− Fr2. (2.6)
The Froude number Fr is the ratio of the fluid and wave velocity and is analogous
to the Mach number in gas dynamics. As Fr → 1, dy/dx→∞, which is not possible.
Indeed, with strongly curved water surface, the assumptions of straight streamlines
and hydrostatic pressure variations are no longer valid. If Fr < 1, the flow is called
subcritical while if Fr > 1, the flow is called supercritical.
The transition from subcritical to supercritical flow (or vice versa) cannot be com-





















1 + 8Fr21 − 1
)
. (2.8)
Equation (2.8) gives the connection between the upstream and downstream ve-
locities and water heights across a hydraulic jump, where subscript ’1’ refers to the
upstream side and subscript ’2’ to the downstream side of the jump.
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3. CFD setup
The commercial computational fluid dynamics code ANSYS CFX 10.0 was used for
2D steady-state numerical simulation. The set of equations solved by CFX 10.0
are the unsteady Reynolds-averaged Navier-Stokes equations in their conservation
form, see [7] for details. An additional general transport equations is solved for
each component’s volume fraction. The total length of the bottom obstacle was
L = 0.355m (see Figure 1) and the computational domain stretched 3L length before
and 10L after the obstacle. The height of the domain was 0.5m. Two-dimensional
structured mesh was created, with a thickness of 0.01m in the span-wise direction.
Mesh sensitivity tests were performed with three different mesh densities on the same
blocking structure and the middle one containing approx. 25k of cells was found to
be adequate. (These results are not reported here; the difference in mass flow rate
was below 1% for the middle and the finest mesh. The computational effort on the
finest mesh was almost unbearable; a typical computation needed approx. 6 days
on our 2.4 GHz PC with 1GB RAM.) Due to visibility reasons, a blow-up of the
coarsest mesh close to the obstacle is shown in Figure 2. The actual (middle) mesh
used in the computations contained four times denser mesh in the vertical direction
and twice denser in the horizontal direction. The cell aspect ratio was between 0.025
and 0.9996, the skewness was between 0.646 and 1.000 and the maximal volume ratio
was between 1.0004 and 4.9.
Figure 1. Geometry of the bottom obstacle
The inclination of the bottom was set to i = 3×10−4, which was taken into account
by defining the appropriate components of the gravity force gx and gy. Water level
boundary conditions were set on the upstream and downstream side being prescribed
through hydrostatic pressure profiles. Rough wall with 0.5mm wall roughness was set
for the channel bottom and opening boundary condition with uniform static pressure
of 1 bar was set for the upper boundary. High resolution spatial difference scheme was
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applied and relatively small, 0.01 s physical time step was prescribed. Note that as
the wave velocity was typically 1.32m/s (yu = 0.18m) and the overall length of the
computational domain was 4.97m, the characteristic time was 3.73 s. Yet numerical
experiments showed that a maximal time step of 0.01 s was needed for stable simula-
tion, which resulted in a large number of iterations, typically between 5000 and 10000.
The convergence was judged by means of mass flow rate balance at the inlet and out-
let because it was found that during the computations, the usual convergence criteria
for the residuals (typically, 10−5) do not guarantee a mass balance error smaller than
0.1%. Homogenous multiphase model was used, which handles the two phases as a
single mixture with different volume fractions. The surface tension, interphase mass
transport and interphase forces were neglected. Standard k− ε turbulence model was
adopted.
Figure 2. The coarsest computational mesh close to the obstacle, see
text for details
4. Overview of the results
Table 1 gives a general overview of the simulations. The upstream water height
was kept constant at yu = 0.18m while the downstream water height was decreased
systematically, from yd = 0.18m to yd = 0.11m. The water surface is defined as an
isosurface with 50% volume fraction of water. The water surface shapes are depicted
in Figure 3.
The very first simulation with the same upstream and downstream water level
allows us to calculate the normal flow rate and thus to identify the wall roughness
parameter n defined in (2.3), which was found to be n = 0.0149. Note that this value
is consistent with the literature, e.g. for smooth metal flumes, cement mortar surfaces
or unplaned plank flumes, [14] (p.435) gives n = 0.011 . . . 0.015.
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Table 1. Summary of the CFD runs. †: indicates that the undular
jump stretched outside the computational domain. For all calcula-
tions yu = 0.18m.
yd [m] Q× 103 [m3/s] Frmax [−] Comment
0.180 0.667 0.334 subcritical
0.175 1.104 0.630 subcritical
0.170 1.256 0.791 subcritical
0.160 ≈1.410 ≈0.958 unstable
0.155 1.402 1.076 undular jump
0.150 1.422 1.236 undular jump
0.145 1.429 1.415 undular jump
0.140 1.432 1.411 undular jump
0.130 1.463 1.402 undular jump †
0.120 1.487 1.395 undular jump †
0.110 1.529 1.349 undular jump †
Figure 3. Fluid surface shapes for several downstream water heights
(see Table 1 for the actual values). The different line widths are only
for visibility reasons
As the downstream water level was decreased, the flow rate increased. Calculating
the maximal Froude number along the channel shows that the subcritical/supercritical
transition occurs at approx. yd = 0.16m. Indeed, this calculation was unstable
and only approximate values of flow rate and Froude number were obtained. (By
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"unstable" a periodic oscillation with an amplitude of about 10% of the flow rate is
meant. During the oscillation, the RMS value of the residuals was continuously below
10−5.)
By decreasing the downstream water height below 0.16m, the flow became super-
critical. As it is known from the literature (e.g. [3]), for small Froude numbers of
1 < Fr < 1.7, undular jumps are formed. In the last three simulations, the Froude
number was between 1.4 and 1.35 yet no undular jumps were observed, which is prob-
ably due to the insufficient length of the computational domain in the downstream
direction. This issue needs further study and the analysis of these results is not ad-
dressed in this paper, however for the sake of completeness, the main parameters of
these runs and the corresponding surface shapes are also given.
5. Analysis of the subsonic results
In the case of subcritical flow (first three simulations in Table 1), the CFD results
are compared to the surface predicted by the 1D model. The ordinary differential
Figure 4. Subcritical computations, comparison of 1D model and
CFD results. Note that for better visibility, the bottom obstacle
was shifted by 0.15m in the y (vertical) direction
equation (2.4) together with the upstream and downstream water heights defines
a boundary value problem with two boundary conditions and one free parameter,
namely the flow rate. The problem was solved with Matlab’s boundary value solver
bvp4c. The roughness parameter n was kept constant (0.0149) during the calculations.
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The 1D model predicts the subcritical/supercritical transition to yd ≈ 0.172m, thus
the solution obtained with yd = 0.173m was plotted vs. the CFD result with 0.17m.
Note that the boundary value problem was solved on the same domain as the CFD
calculations (total length of 14 times the obstacle length) but for better visibility,
only the region close to the obstacle is presented in Figure 4.
As the flow rate increases (yd decreases), an increasing difference between the 1D
model and the CFD results is observed. The main reason for this increasing deviation
is the increasing curvature of the streamlines and thus the loss of validity of the
1D assumptions (uniform flow profile, hydrostatic pressure distribution). It is also
interesting that the 1D model predicts much sharper surfaces and the wavy contour
after the obstacle is missed. This suggests that although (2.4) remains physically
meaningful up to Fr = 1, it provides acceptable results only for a much narrower
range of the Froude number, i.e. for flows with slightly curved surface.
6. Analysis of the supercritical results
For slightly supercritical flows with 1 < Fr1 < 1.7 undular jumps are formed, see
e.g. [9] for details. The situation is sketched in Figure 5: the supersonic (Fr1 > 1)
upstream flow slows down to subsonic flow via a hydraulic jump. As the energy is
not dissipated by rollers or regions of high turbulence intensity, the energy losses are
radiated forward in a train of stationary waves. The most important parameters are
the Froude number and the water height at the toe of the jump and at the first wave
crest. According to the classic 1D theory, these values are connected by (2.8).
Figure 5. Parameters of the undular hydraulic jump
The experiments of Ohtsu et al. [8] are used as reference for validating the compu-
tations. Also, some preliminary measurements were performed on the recently built
channel of the Dept. of Hydrodynamic Systems but as the experimental rig is not
yet fully set up these results are only for rough checking. The authors in [8] give the
following conditions for the classification of undular jumps (UJ): 1 ≤ Fr1 ≤ Fr1limit
for breaking UJ and Fr1limit ≤ Fr1 ≤ Fr1u for nonbreaking UJ, where
Fr1limit = 1.79− 0.03 (10−B/y1)1.35 , (6.1)
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Fr1u = 2.10− 0.03 (12−B/y1)1.35 , (6.2)
with 2 ≤ B/y1 ≤ 10 and 2 ≤ B/y1 ≤ 12 for (6.1) and (6.2), respectively. Here B is
the channel width. As only 2D simulations were performed in this study, we use the
largest value of the B/y1 values, which gives Fr1limit = 1.78 and Fr1u = 2.1. Indeed,
the largest Froude number ( at the toe of the UJ) in the simulation was 1.457 and
undular jumps were observed in the computations.
Let ywc denote the height of the first wave crest and ywt stand for the height of
the first wave toe, see Figure 5. Than, according to [8], we have
ywc
y1
= −0.76 (Fr1 − 1)2 + 2.3 (Fr1 − 1) + 1, (6.3)
ywt
y1
= 0.90 (Fr1 − 1)2.5 + 0.2 (Fr1 − 1) + 1. (6.4)
Table 2 presents the comparison between the CFD results, (2.8) (with y2 = ywc)
and Ohtsu’s formula (6.3) from [8]. The water heights at the first wave crest predicted
by classic theory and those ones of CFD computations agree well. Note that as the
energy dissipation in undular jumps is very low, classic analytical formula (2.8) is
well applicable. From the CFD point of view, as wild recirculation zones with high
turbulence intensity and air entrainment (e.g. rollers) are not present, turbulence
modelling is not a primary issue and also as the interface of the two phases remain well-
defined (no air entrainment or bubble formation), there is no need for inhomogeneous
multiphase models. Ohtsu’s formula slightly overpredicts the height but it should be
emphasised that this formula has been developed for a much wider Froude number
range.
Table 2. Undular hydraulic jump: comparison of classic theory, CFD
results and Ohtsu’s formula (6.3) in [8]
yd y1 Fr1 Frwc ywc/y1, (2.8) ywc/y1, CFD ywc/y1, (6.3)
[m] [m] [−] [−] [−] [−] [−]
0.155 0.1192 1.179 0.617 1.241 1.233 1.387
0.150 0.1091 1.310 0.631 1.419 1.412 1.640
0.145 0.1010 1.460 0.678 1.624 1.624 1.897
0.140 0.0970 1.457 0.684 1.620 1.690 1.892
Figures 6 and 7 provide a visual interpretation of Table 2. Starting with Figure
6, we conclude again that the CFD results show a satisfactory coincidence with the
classic theory (2.8) while (6.3) gives slightly larger values. It is not clear for the authors
why (6.3) is inconsistent with (2.8): at least for the Fr1 → ∞ limit (6.3) should
tend asymptotically to (2.8). Due to the uncertainties in water level measurement,
the experimental results are hard to judge. The error in the height measurement is
estimated to be 3mm, the velocity measurement (performed with metering orifice) is
loaded with max. 1% error. This results in a relative error in Fr1 between 2.7% and
5.7%, and 6.3 . . . 13.3% in ywc/y1 and ywt/y1.
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Figure 6. Dimensionless wave crest height vs. upstream Froude num-
ber. Circles denote measurement, asterisk stands for CFD results, the
continuous line is (2.8) and dashed line is (6.3)
Figure 7. Dimensionless wave toe height vs. upstream Froude num-
ber. Circles denote measurement with error bars, asterisk stands for
CFD results and the dashed line is (6.4)
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The parameters of the first wave toe depicted in Figure 7 is again very hard to
judge. On one hand, the measurements are close to Ohtsu’s formula (6.4) apart from
the two points of high wwt/y1. On the other hand, the measurements and Ohtsu’s
results do not coincide with the CFD results but it is not clear that if CFD predicts
the first wave crest height properly, why would it miss the first wave toe. However,
one should be aware that during the post-processing of the CFD results, another
uncertainty is introduced: the extracted water heights depend on the volume fraction
level through which the surface is defined (50% in this paper): by varying the volume
fraction level (say, to 90%), the surface also changes. This issue needs further study
and notably a systematic CFD study coupled with experiments.
Figure 8. Dimensionless pressure distribution vs. dimensionless
depth at the crest of the first wave. The parameters in the legend
refer to yd
Next, the pressure distributions are studied. Figures 8 and 9 depict the dimen-
sionless pressure distributions across the depth at the toe of the jump and at the
first wave crest. The reference pressure was set to pref = ρ g ywc and pref = ρ g ywt
(respectively), i.e. the hydrostatic pressure according to the water height. The results
are in good accordance with [4] and [15], especially the profiles beneath the first wave
crest. Clearly, the pressure distribution is not hydrostatic beneath the undulations;
the pressure gradients were larger when the free-surface was curved upwards (i.e. con-
cave) and less than the hydrostatic gradient when the surface was convex. Note that
no recirculation zones have been observed in these calculations. For the last two cases
(yd = 0.145 and yd = 0.14) the hydrostatic pressure distribution was regained at the
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Figure 9. Dimensionless pressure distribution vs. dimensionless
depth at the toe of the hydraulic jump. The parameters in the legend
refer to yd
toe of the jump, however, for yd = 0.155 and yd = 0.15 a higher pressure gradient
has been observed. Figure 10 provides a visual interpretation of the highly curved
streamlines in the undular hydraulic jump.
Figure 10. Streamlines beneath the undular jump, yd = 0.145m
7. Conclusion
It was shown that commercial CFD codes offer the possibility of analysing free-surface
flows without differentiating between or separately modelling subcritical, transcritical
and supercritical cases. The price is the computational effort: one steady-state run
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for the presented problem would require 10-15 hours of computation on a 2.4 GHz
PC with 1GB RAM. Two-dimensional features of such flows were highlighted, no-
tably non-hydrostatic pressure distribution. Weak hydraulic jumps (undular jumps)
were studied; classic theory, recent experiment-based formulae, CFD results and ex-
periments were compared. Although several questions have not yet been solved (e.g.
why CFD and measurement do not coincide at the first wave toe) it is clear that
commercial CFD codes - under careful supervision - are useful tools for analysing
such problems. However, whether stronger jumps (larger Fr numbers) with wilder
transition zones, air entrainment and unsteady phenomena can be analysed with such
numerical techniques is an issue the authors whish to study in the future.
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Abstract. The relative motion of rotor and stator leads to viscous and inviscid interactions
between the blade rows. This is the reason why the flow in turbomachines is periodically
unsteady. The unsteady flow field of the first stage with inlet guide vane row (IGV ) of the
Dresden Low-Speed Research Compressor (LSRC) is investigated using a 3D time-accurate,
viscous solver. The unsteady profile pressure distribution on the pressure side (PS) and
the suction side (SS) of the rotor at midspan (MS) for the design point are presented and
analysed. A comparison to experiments performed at the same compressor is drawn [1, 2].
The pressure fluctuation on the rotor depends on the superimposed effect of the wakes of
the inlet guide vane and the potential effect of the downstream stator. The time-resolved
pressure in the simulation changes nearly simultaneously along the whole chord length like
as also observed in the experiment. A phase shift between the pressure fluctuations on the
PS and the SS is found. Furthermore the unsteady blade pressure forces of the rotor blades
are calculated from the profile pressure distribution at midspan. The results are compared
with the experimental results.
Keywords: axial compressor, rotor-stator-interaction, periodic unsteady blade pressure fluc-
tuation, unsteady blade pressure force
Nomenclature
A [m2] area of blade surface
cF [-] pressure force coefficient
cM [-] moment coefficient
F [N ] pressure force
f [Hz] frequency
K [-] number of time steps
l [m] chord length
M [Nm] moment
N [-] number of time steps
p [Pa] static pressure
t [s] time
c©2007 Miskolc University Press
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w [m/s] relative velocity
x [m] chordwise position
y [m] position perpendicular to chord








1 measuring plane upstream of the rotor blade row
cg centre of gravity
cl centre of lift
dyn dynamic
i, j indices for time traces
x component in blade chord direction
y component perpendicular to the blade chord
Abbreviations
BPF blade passing frequency
IGV inlet guide vane
LSRC Low-Speed Research Compressor
MS midspan
PS pressure side
RMS Root Mean Square Value
SS suction side
1. Introduction
The flow in turbomachinery is inherently unsteady because of the relative motion
between stationary and rotating blade rows. The relative motion between rotor and
stator blades induces unsteady aerodynamic interactions which lead to a periodic fluc-
tuation of the profile pressures. The resulting unsteady blade forces have a significant
influence on the fatigue behaviour of the blades. Therefore it is necessary to gain a
better understanding of the unsteady interaction mechanisms in turbomachines.
Early investigations on rotor-stator interaction were carried out by Kemp et al.
[3]. They analysed the unsteady pressure response and the excitation of the unsteady
forces theoretically. Within recent years several experimental investigations and nu-
merical simulations on this topic were carried out. Hsu and Wo [4] experimentally
investigated the unsteady blade row interaction in a large-scale low-speed 1.5-stage
axial compressor. Lee and Feng [5] studied the same compressor numerically. Dorney
et al. [6, 7] investigated the clocking effect on unsteady force in an axial compressor
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and a turbine. The pressure fluctuations and the unsteady force changes on the blades
were considered for the operating points with maximum and minimum efficiency. Li
and He [8] numerically investigated the effect of different stator blade numbers on the
unsteady blade loading on the rotor blades and stator blades in a 1.5-stage transonic
turbine. Marconcini and Pacciani [9] simulated the effects of clocking on efficiency
and unsteady forces in a 1.5-stage high-pressure turbine.
In this paper, the numerical investigation is carried out with the geometry of the
Dresden LSRC. The pressure fluctuation and the unsteady blade loading on rotor
blades of the first stage are presented and compared with the experimental results
from Mailach et al [1, 2].
2. Numerical method
The Dresden LSRC consists of 4 repeating stages which are preceded by an inlet
guide vane row. The blading of the compressor was developed from a typical middle
stage of a high pressure compressor of a gas turbine. A detailed description of the
Dresden LSRC is given in [10-12].
In this paper, the unsteady flow field of the first stage with IGV of the Dresden
LSRC is numerically investigated. The calculations were carried out atMS for design
conditions of the compressor.
The 3D time-accurate, viscous flow solver FINETM/Turbo for a compressible ideal
gas was used for these investigations. The Baldwin-Lomax algebraic vortex-viscosity
model is employed to solve the turbulent flow field. The spatial discretization of
the Reynolds-averaged Navier-Stokes equations is based on a cell-centered control
volume scheme. The control equations are advanced by a time-marching scheme
using an explicit 4-stage Runge-Kutta method. Local time stepping, implicit residual
smoothing and multigrids are used to accelerate the computational convergence. A
dual time stepping method is used to carry out the unsteady simulation.
The blade number of the IGV , the rotor and the stator blade rows in the experiment
are 51, 63 and 83, respectively. In the calculation, the blade number is scaled to 42
inlet guide vanes, 63 rotor blades and 84 stator blades in order to make a compromise
between a reasonable precision of the simulation and the cost of the computational
time. Thus, with the scaled blade numbers only 2 passages of the IGV , 3 passages
of the rotor and 4 passages of the stator have to be simulated in the computational
domain.
The complete mesh and the details of the meshes at the leading edge and at the
trailing edge of the rotor are shown in Figure 1. To resolve the flow field near the
blades O-type grids are used. H-grids are used to resolve the flow field in the blade
passages. The total number of grid points is 348, 825.
As boundary conditions at the inlet, the stagnation parameters and the flow angle
are specified. At the outlet, the pitch-wise mean static pressure is defined. The shroud
and hub walls are treated as Euler-wall. The sliding mesh method is employed at the
rotor/stator interface. Using this method, the grid of the rotor is rotated in function
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of the physical time step and the rotor turning speed. Then the flow field is resolved
at the given physical time step. In one simulation period, 90 physical time steps are
simulated. One simulation period is the time that one rotor passes two IGV ’s.
Figure 1. Computational mesh
3. Time-averaged pressure distribution on the rotor blades
Figure 2 shows the steady distribution of the pressure coefficient for the design con-
dition on the rotor blade at MS. The agreement of the results of the simulation with
the experimental data is satisfactory.
It can be observed in Fig. 2 that the flow accelerates to 15% chord on the SS. At
15% chord, the pressure minimum is reached. After the pressure minimum, the flow
begins to decelerate towards the blade trailing edge. On the PS the flow accelerates
to 8% chord where the pressure is minimal. Then the flow decelerates to 80% chord.
From 80% chord towards the trailing edge the flow accelerates slightly.
4. Unsteady pressure distribution on the rotor blades
In Figure 3 the time-averaged pressure distribution is given as solid lines for the
calculation (Figure 3a) and the experiment (Figure 3b). The pressure coefficient is
calculated from the time-averaged values of the unsteady simulation.
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Figure 2. Steady pressure distribution, rotor 1, MS, design point






[pi (t)− p]2 (4.1)
which represents information about periodic fluctuation in the simulation. In the
experiment, it includes both periodic and stochastic pressure fluctuations.
In Fig. 3 the fluctuations around the time-averaged pressure distributions are
shown as dashed lines. It can be seen, that the fluctuations in the experiment are
somewhat stronger than that in the simulation. This can also be observed in the
space-time-diagrams of the unsteady pressure distribution on the rotor, shown later
in this section.
Figure 3. Steady pressure distribution with RMS-values, rotor 1,
MS, design point
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In the simulation, the relative position of the IGV and the stator in every IGV
passage is identical, because the stator blade number is twice the blade number of the
IGV (42 IGV ’s and 84 stator blades).
In the experimental setup, the blade numbers of IGV (51) and stator (83) are not
multiples. So the relative configuration between the IGV and the stator in every
passage is different.
Therefore the experimental data are considered at a circumferential position of the
compressor, where a comparable relative position of IGV and stator blades can be
found like in the simulation.
Figure 4a and 4c shows the numerical results for this configuration, whereas the
experimental results are shown in Figure 4b and 4d. The time is related to the
passing time of the downstream stator tstator. In each case the fluctuating part of
the profile pressures is shown. The experimental results are ensemble-averaged using
a once-per-revolution signal. This was done with the equation






It can be observed, that the unsteady profile pressure fluctuation is influenced by
the superimposed effect of the IGV wake and the potential effect of the downstream
stator. For both, the simulation and the experiment, on the PS and the SS the
pressure changes nearly instantaneously in time along the chordwise direction.
The unsteady profile pressure fluctuation in the simulation appears periodically.
In every second stator passing period the pressure fluctuation repeats since the blade
number of the stator is twice the IGV number. In the experiments 2 blade passing
periods of the stator corresponds to 1.23 periods of the IGV .
If the pressure fluctuation induced by the IGV and the pressure fluctuation due
to the downstream stator potential field are superimposed, the pressure fluctuation
is intensified (Fig. 4a). This appears at every second blade passing period of the
stator. When t/tstator is equal to 1.2 and 3.2, the unsteady pressure fluctuation is
intensified on the PS of the rotor. When t/tstator is equal to 0.2 and 2.2, the pressure
fluctuation due to the downstream stator is superimposed with a pressure fluctuation
of the IGV wake with the opposite sign. As a result the resulting pressure fluctuation
is reduced.
The same situation can be observed in the experiment (Fig. 4b). If t/tstator is 1.3
and 3.2, respectively, the unsteady pressure amplitude on the PS of the rotor blade
reaches a maximum. At t/tstator = 2.2 the unsteady pressure amplitude is clearly
smaller.
The largest pressure fluctuations on the PS appear between the leading edge and
50% chord. In the simulation the maximum pressure fluctuation amplitude is +/−5%
of the dynamic head of the incoming flow. Compared to the experimental results, the
maximum pressure fluctuations of the simulation are somewhat lower than that from
the experiments.
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Also on the SS the superposition of the IGV wakes and the potential field of the
stator leads to a modulation of the resulting pressure fluctuation amplitudes (Fig.
4c). So the pressure amplitudes at t/tstator = 0.6 and 2.6 are somewhat higher than
at t/tstator = 1.6 and 3.6.
The experimental results on the SS show a comparable pressure distribution con-
cerning the fundamental pattern and the pressure amplitudes (Fig. 4d). However,
the increase of the pressure amplitudes for every second passing stator blade does not
appear since the ratio of stator blade to IGV number is not equal to two.
Figure 4. Unsteady pressure distribution on PS and SS of rotor1,
MS, design point
On the SS, the largest pressure fluctuations appear in the range of 20−80% chord
(Figs. 4c and 4d). In this area the flow decelerates. Similarly, the maximum pressure
fluctuations on the PS appear in the region with decelerated flow (from 10 − 50%
chord, Figs. 4a and 4b).
It can be stated, that a good qualitative consistency of the experiment and the
simulation exists. Differences can arise from the fact, that the unsteady pressure
fluctuations on rotor 1 are also affected by the potential fields of the stators of the
subsequent compressor stages, which are not considered in the simulation. Further-
more the neglected spanwise pressure distribution as well as the not modelled radial
gaps of the rotor blades leads to differences between simulation and experiment.
As part of the data of Fig. 4, in Figure 5 the fluctuating part of the profile pressures
at the 50% chord positions on PS and SS are presented. Figure 5a shows the time
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traces of the pressure fluctuation on PS and SS as a result of the calculation. The
timescale is again normalised with the passing period of the downstream stator. The
4 passing periods of the downstream stator corresponds to 2 passing periods of the
IGV . The pressure fluctuations are caused by the superimposed effect of the IGV
wakes and the potential effect of the downstream stator blades. Because of the given
blade count ratio the characteristic pattern of pressure fluctuations repeat periodically
in every second passing periods of the downstream stator. Between the signals on PS
and SS a constant phase shift between the pressure fluctuations on PS and SS of
about 180 degrees can be observed.
The corresponding experimental data show more spiky fluctuations with larger
amplitudes. The phase shift between the signals on PS and SS is changing in time
between 90− 180 degrees, depending on the relative position of the IGV wakes and
the stator potential effects [1]. This changing phase shift appears because the stator
blade number for the experiment is not a multiple of the IGV number.
Figure 5. Pressure fluctuations at 50% chord of the rotor blades at
MS, design point
In Figures 6a and 6b the frequency spectra of the pressure at the 50% chord position
on the PS of the rotor are given for the simulation and the experiment. The design
rotational speed of the compressor is 1000 revolutions per minute. In the simulation,
the blade passing frequencies (BPF ) of the IGV and the stator are 700Hz and
1400Hz, respectively (42 IGV and 84 stator blades). In the experiment the 1. BPF
of IGV is 850Hz and 1383Hz for the stator (51 IGV and 83 stator blades).
In the simulation the dominant periodic influence of the IGV wakes is reflected by
the 1. BPF of the IGV . The 2. BPF of the IGV corresponds to the 1. BPF of the
stator blades. Thus for this frequency component the stator potential effect cannot
be distinguished from the IGV wake effect. However, in Fig. 4 the dominance of the
potential effect of the stator blades versus the IGV wake effect is obvious. According
to that, it can be assumed, that the main contribution to the peak at 1.4kHz stems
from the potential field of the downstream stator.
This is also confirmed by the experimental data (Fig. 6b). The amplitude of the
potential effect of the downstream stator is about two times of the wake effect of the
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Figure 6. Frequency spectra of pressure on the rotor blades, 50%
chord, design point
IGV (1. BPF ’s of IGV and stator blades). The higher harmonics of the BPF ’s of
the blade rows can be neglected.
In the numerical results the amplitude at the 1. BPF of the IGV is only 43%
of that appearing at the 1. BPF of the stator (Fig. 6a). This is the same order
of magnitude than observed in the experimental results. At 2.8kHz the pressure
amplitude from the simulation is considerably higher than in the experiment. This is
due to the superimposed effects of the 2. BPF of the stator and the 4. BPF of the
IGV . Other higher harmonics of stator and IGV BPF ’s are of less importance for
the blade excitation.
On the SS (no figure) comparable observations can be made like described for the
PS. That means, the amplitude due to the potential effect of the downstream stator
(1. BPF stator) is largest and the effect of the IGV wake (1. BPF IGV ) amounts
to about 50% of the potential effect of the downstream stator (1. BPF stator).
5. Unsteady pressure force on the rotor blades
Due to the unsteady profile pressure distribution an unsteady blade pressure force
and unsteady moment are generated. The unsteady aerodynamic blade loading sig-
nificantly influences the blade life cycle. In this section, the unsteady blade pressure
forces at MS on the rotor blade in the first stage for the design condition will be
discussed. The algorithm used here to calculate the unsteady force is described by
Mailach et al. [2].
Figure 7 shows the force component definitions in the blade coordinate system.
The components of the force F are denoted as Fx and Fy. These components are
directed along the blade chord direction and perpendicular to that, respectively. The
moment Mcg acts around the centre of gravity of the blade.
The unsteady pressure force in the experiment is calculated from the pressure
distribution, which is measured with piezoresistive pressure transducers [1]. These
sensors are arranged at MS on PS and SS each from 10% chord to 90% chord with
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Figure 7. Forces in blade coordinate system
an equal spacing of 10% chord. At the leading edge and the trailing edge no pressure
transducers could be mounted. In the experiment the time traces of the pressure at
the leading edge and the trailing edge are extrapolated from the transducers mounted
at 10% and 90%, respectively.
In the simulation, the force is calculated from the unsteady profile pressure distri-
bution along the whole chord of the rotor blades at MS, including the leading edge
and the trailing edge regions.
Because the pressure force is related to the up- and downstream flow field, the force
coefficient is calculated with the following relation
cF (t) =
F (t)
ρ/2 · w2∞ ·A
(5.1)
while the nondimensional moment is calculated with
cm,cg (t) =
Mcg (t)
ρ/2 · w2∞ ·A · l
(5.2)
In Table 1 the time-averaged pressure force coefficient cF on the rotor, its com-
ponents cF,x along blade chord direction (x) and cF,y in the perpendicular direction
to the blade chord (y) as well as the moment around the center of gravity are given.
A good agreement of these time-averaged quantities from the simulation and the ex-
periment is evident. The dominating force component is Fy. Its mean value is about
10 times of Fx. Thus, the force coefficient cF is nearly equal to the force component
coefficient in y direction. Time-resolved values from the force calculation are shown
in Figure 8. These are the force coefficient, the moment around the centre of gravity
and the angle between Fy and F .
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Table 2. Time-averaged pressure force coefficients of the rotor blade
for design point
Rotor 1 cF cF,y cF,x cM,cg γ [deg]
Simulation 0.566 0.563 -0.05 0.56 -5.2
Experiment 0.55 0.55 -0.06 0.65 -6.7
As already observed for the unsteady profile pressure distribution, the IGV wakes
and the potential effects of the downstream stator blades are the dominating periodic
influences.
Figure 8. Unsteady pressure force coefficients, momentum coefficient
and angle γ on rotor blades, design point
In the simulation the maximum fluctuation amplitude of the force coefficient cF is
+/− 12% of the averaged values. Because of the lower values of cF,x, the maximum
fluctuation amplitude of the force coefficient cF,y is also +/ − 12% of the averaged
values (no figure). The maximum fluctuation amplitude of the force coefficient in x-
direction (cF,x) is +/− 8% of the mean values. The maximum fluctuation amplitude
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of the moment around the centre of gravity is +/ − 14% of the mean values. The
fluctuation of the angle γ between cF and cF,x is only +/− 0.5 degrees.
Somewhat larger fluctuation amplitudes of the force parameters are observed in
the experiments. As reported in [2], the maximum fluctuation amplitudes of the force
coefficient are +/−15% of its mean values for the experiment. The fluctuation of the
angle γ between cF and cF,x is about +/− 1.0 degrees in the experiment. However,
the time-resolved force parameters from the simulation and the experiment show a
comparably good agreement. The experimental results are more noisy because the
limited spatial resolution and the missing sensors at the leading and trailing edge of
the blade.
The frequency spectrum of the force coefficient from the simulation is shown in
Figure 9. As already observed for the pressure fluctuation on PS and SS, the potential
flow field effect from stator 1 is the dominating periodic influence. In the frequency
spectrum of the force the amplitude of the IGV wake effect is 50% of the potential
effect of the downstream stator. The distribution of the peaks in the force spectrum
is comparable to that of the pressure spectrum (Fig. 6a).
6. Summary
The unsteady flow field of a 1.5-stage configuration of the Dresden Low-Speed Re-
search Compressor is investigated using a 3D time-accurate, viscous solver. The
numerical results are analysed and compared with the experiments at midspan.
The unsteady profile pressure distributions on PS and SS of the rotor blades in
the first stage are presented for the design conditions. The profile pressures are peri-
odically affected by the IGV wakes and the potential effect of the downstream stator
blades. The potential effect of the downstream stator dominates the pressure fluctu-
ation. The wakes of the IGV play only a secondary role because of the comparably
small velocity deficit of the IGV wakes. The maximum pressure fluctuation is about
+/ − 5% of the dynamic head of the incoming flow. There is a phase shift of the
pressure signals on PS and SS, which amounts to about 180 degrees.
The unsteady blade pressure force parameters of the rotor blades are calculated
from the profile pressure distribution. The time traces and frequency contents of
the pressure forces are also presented. The mean value of the force coefficient in y-
direction is 10-times of that in x-direction. The maximum fluctuation amplitude of
the force coefficient cF is +/− 12% of the mean values.
A detailed comparison of the results from the simulation and the experiments
showed a good agreement of both time-averaged and time-resolved flow quantities.
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Abstract. Numerical simulation is a widely used research tool in internal combustion related
research. This paper summarizes results of research on a new approach of spray formation
calculations. Using a primary breakup model for separately describing the initial liquid
disintegration of injected liquid based on the flow properties stemming from a previous
calculation of injector nozzle flow gives a better predicting capability and is able to suit
the new needs of advanced combustion systems such as HCCI engines or various forms of
split injection. The child breakup mechanism provides the necessary droplet surface for
evaporation in the vicinity of nozzle, but it causes bimodality in the size spectrum, hence
there is an unrealistic factor behind seemingly good agreement of calculation results and
measurement data. The new homogenous distribution child production model proposed here
is aimed at reducing this effect, and providing a more even size distribution while retaining
good agreement with measurement data in other aspects of examination.
Keywords: Diesel injection, numerical simulation, primary breakup, child droplet size distri-
bution
Nomenclature
Ci [-] breakup model constants
Cµ [-] standard k − ε turbulence model constant (Cµ = 0.09)
D [m] droplet diameter













[-] Weber number defined with injected liquid density
a [m] stable droplet radius
k [m2/s2] turbulent kinetic energy
r [m] actual droplet radius
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rc [m] child droplet radius
t [s] time
u [m/s] relative velocity
z [-] non-dimensional radius
ε [m2/s3] turbulent dissipation rate
τ [s] characteristic breakup time
Λ [m] wavelength of fastest growing surface wave
Ω [1/s] growth rate of fastest growing surface wave
µl [kg/ms] dynamic viscosity of injected liquid
ρg [kg/m3] gas density at ambient pressure
ρl [kg/m3] density of injected liquid
σ [N/m] characteristic breakup time
1. Introduction
Numerical simulation has played an important role in engine development for two
decades. As the models applied developed, and the increase in computational perfor-
mance created the opportunity to include larger domains and more detailed modeling
approaches, it became an acknowledged research tool as well. Numerical simulation
has played an important role in engine development for two decades. As the models
applied developed, and the increase in computational performance created the oppor-
tunity to include larger domains and more detailed modeling approaches, it became
an acknowledged research tool as well.
The accuracy of prediction of mixture formation is of great importance concerning
the subsequent combustion processes, and thus it influences the ability of numerical
simulation to predict e.g. pollutant emission. With the increased attention on envi-
ronmental aspects of internal combustion engines, the simulation of spray formation
gained on increased importance, and became an area of intensive development. The
changing requirements represented by advanced injection systems – e.g. spilt injec-
tion or HCCI engines – resulted in a need for rethinking the conception of spray
formation simulation, and providing a new approach to fulfill these requirements.
Since measurement technology provides due to its limitation concerning time and
length scales and because of its outstandingly high cost demand only a limited op-
portunity to investigate the very small time and length scales characteristic to direct
fuel injection, numerical simulation plays an important role in engine related research
as well.
The new approach of using a separate primary breakup model to better simulate
the initial phase of liquid breakup represents an answer to the newly arising needs of
internal combustion engine research and development. The new model used through-
out the simulations of this paper is implemented in a specialized commercial CFD
code [1], and is used for diesel engine injection simulations. The calculations presented
here and the new method for predicting child droplet production were realized in the
framework of a research project aiming at gaining experience about the combination
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and interaction of models, to identify areas for improvement and to propose or realize
new ideas aiming at better prediction capability.
2. Breakup of fluids
Fluid columns break up into ligaments or droplets, and these latter break up into
further droplets according to different, simultaneously acting mechanisms, depending
on a number of physical characteristics. The first process is generally referred to
as primary breakup and the latter process is called secondary breakup [2, 3, 4].
Based on their characteristic physical processes, these basic breakup regimes can be
differentiated, and they are treated in literature usually separately.
In both basic breakup regimes a number of different breakup types appear. These
breakup types can be characterized by various properties of spray. The most impor-
tant quantity summarizing the influential factors concerning the intensity and type
of breakup is the Weber number, calculated with droplet (or nozzle orifice) diameter,
and either with ambient gas or injected liquid density, and is referred to as Weg and
Wel respectively. The type of Weber number to be used depends on the aim of in-
vestigation, but both dimensionless parameters describe the same phenomenon, only
from another perspective.
Another important quantity is the Reynolds number, defined in spray literature in
general [5, 6] with density and viscosity values referring to injected liquid.
The third important quantity representing the effect of viscosity and surface tension









Based on these quantities, there are a number of classification methods for describ-
ing the regimes of initial liquid disintegration, i.e. primary breakup. A classification
is given by Schneider [7] based on the works of Lefebvre [5] and Reitz [8], as depicted
in Fig. 1.
In general it can be stated that the higher the Weber number, the more intensive
the breakup is, thus ranging from Rayleigh type of breakup (Zone A) through first
(Zone B) and second (Zone C) wind-induced breakup to atomization (Zone D). In
case of our investigations the general Weber number far exceeds the highest limit
of regime switch, therefore the breakup process is characterized by properties of the
regime “atomization” [9].
The subsequent breakup of ligaments and droplets, i.e. secondary breakup can also
be classified according to Weber number, as depicted in Fig. 2. It ranges from bag
breakup through bag and stamen type of breakup to boundary layer stripping and
catastrophic breakup, with increasing Weber number. For diesel conditions boundary
layer stripping, capillary wave detachment (Kelvin-Helmholtz instability) and cata-
strophic breakup by Rayleigh-Taylor waves are typical [10].
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Figure 1. Primary breakup zones as a function of Reynolds number
and ambient gas density [7]
The most important factor influencing primary breakup – as agreed by most of
recent literature – is the character of the fluid flow leaving the injector orifice [12,
13], being injection pressure [14], L/D ration [13] and shape of injection nozzle bore
[15] the most decisive aspects. Secondary breakup is most influenced by properties
of injected liquid – mostly viscosity [16, 17] – and by ration of liquid and gas density
[18, 19].
3. Modeling spray formation
To appropriately model spray formation, a number of physical processes must be
taken into consideration. For most of these processes a separate sub-model accounts
for. Besides breakup such processes are evaporation, droplet drag and collision and
coalescence of droplets [1]. All these processes are covered in the calculations presented
here by separate, generally accepted models, however the emphasis of this research is
put on primary and secondary breakup, therefore other mechanisms are not discussed
here in detail.
Modeling of liquid breakup has been developed significantly in the past two decades,
however most of these models adapted the approaches generally used in simulations.
A good example on this is that droplets are generally tracked in a Lagrangian way in a
gas flow field, which latter is treated by conservation equations for mass, momentum
and energy as well as turbulence in an Eulerian frame of reference.
Another general framework is represented by the Discrete Droplet Model (DDM)
[20]. Since the typical number of droplets arising during a high pressure diesel injection
is in the order of magnitude of 106−108, the registration and tracking of each and every
individual droplet is not practical and not even necessary. Therefore, in the DDM
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Figure 2. Secondary breakup zones as a functionof Weber number [11]
approach the droplets are collected into parcels, and they have uniform properties
(diameter, velocity, temperature etc.) within one parcel. A parcel behaves like one
drop with the additional information on the number of identical droplets represented.
Hence, the calculation is not necessary to be performed for every single droplet,
however, the diversity of droplets is still well represented by choosing an appropriate
number of parcels (typically in the order of 104).
The calculation of the parcel movement is done with a subcycling procedure be-
tween the gas phase time steps taking into account the forces exerted on droplets
in the parcels by the gas phase as well as the related heat and mass transfer. In
an analogous way the gas phase receives the forces resulted from spray movement as
source terms in the next gas time step.
A further approach that is used by most of the prevalent models is the rate approach
[6]. As it is described by equation (2), it grabs the phenomenon of breakup through
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the velocity of loss of droplet radius, providing a widely used approach of breakup.
dr
dt
= −r − a
τ
(2)
The submodels for breakup used in most of CFD codes all aim at determining the
value of stable radius a and characteristic breakup time τ determining the breakup
rate, and they mostly use all the above mentioned approaches as framework for op-
eration. The advancement is thus usually achieved through creating new models for
determining the stable radius a and characteristic breakup time τ .
One of the earliest attempts for this was the Taylor Analogy Breakup (TAB)
model [21], which is based on the analogy between an oscillating and distorting droplet
and a spring-mass system. The external force is represented by the aerodynamic
forces acting on the droplet, the spring force is related to the surface tension, and the
damping force corresponds to the force due to liquid viscosity. Hence, as a reaction
on the aerodynamic forces, the droplet starts to oscillate. As soon as the amplitude
of this oscillation reached a predefined level, the droplet disintegrates, i.e. breakup
occurs.
A similar idea, based also on the elliptic deformation of the droplet is reflected in
the Dynamic Droplet Breakup (DDB) model, which tracks the motion of the mass
centers of the half droplets [22]. It is essentially a nonlinear formulation of the TAB
model equations, and the time consuming numerical integration seems not to have
been offset by the increase in accuracy, since the model has not found wide acceptance
[23].
The most commonly used single secondary breakup model was developed by Reitz
[6] and is called Wave. This model is used for simulation of secondary breakup in
calculations of this paper, therefore its working principles are described here in more
detail.
This model relates breakup to the Kelvin-Helmholtz instability, as depicted in
Figure 3.
The growth of an initial perturbation of a liquid surface is linked to liquid Reynolds
number as well as gas Weber number and other physical and dynamic parameters (e.g.
viscosity) of the injected fuel and the domain fluid. The stable radius is linked to the
wavelength of the fastest growing surface wave according to equation (3) [6].
a = C1Λ (3)
where Λ represents the wavelength of fastest growing surface wave, and is defined in
equation (4).
Λ = 9.02r
(1 + 0.45Oh0.5)(1 + 0.4T 0.7)
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Figure 3. The Wave model relates breakup to Kelvin-Helmholtz in-
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(7)
and C1 and C2 are model constants.
When exposed to certain conditions (e.g. high relative ambient gas velocities), and
the actual radius is larger than the stable radius under the circumstances considered,
the droplets of a parcel start “losing” diameter as prescribed by equation (2). In
basic case, the mass shed from these droplets in each subcycle is used to update the
diameter of drops. This is done by calculating the new drop diameter from the rate
of equation (2) according to the local conditions for stable diameter a and breakup
time τ . Based on the updated radius the total mass is converted into an increased
number of droplets of identical diameter (within the same parcel). Hence, the mass in
a parcel is always conserved (not considering evaporation, or child droplet production
as described later), only the number of droplets contained is changing according to
droplet diameter.
Since the droplets lose diameter always only in proportion to the time passed since
the last spray time step, the model does not deliver enough small droplets near the
nozzle. Therefore, a so called child production mechanism was inserted into Wave [6].
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The basic idea of child production mechanism is that a certain proportion of the
shed mass immediately receives the stable diameter, i.e. they do not “approach” it
incrementally according to the rate approach of equation (2). Since the basic idea
of the DDM method is that a parcel contains droplets of identical properties, the
droplets created in the framework of the child droplet mechanism, referred to as child
droplets, are placed in a newly created parcel. The diameter of these child droplets is
in most cases much lower than the value reached by the parent droplets (the droplets
from which the child droplets were created) in the same timeframe, which provides
the necessary additional droplet surface for evaporation already in the vicinity of the
injection nozzle.
The above mentioned models have been used – and are still widely used – to predict
the entire spray breakup process. However, a disadvantage of all these models if used
alone is that certain initial properties of the spray have to be provided by the user,
or have to be assumed by the model based on practical or theoretical considerations.
Such initial circumstances include the spray angle and droplet diameter at the noz-
zle orifice and the transition from a continuum liquid column to droplets that can
subsequently be handled by secondary breakup models discussed above.
The use of an appropriate separate primary breakup model enables the prediction of
these initial quantities. The basic prerequisite necessary for this is to have information
about the injector flow properties, which are regarded to play a key role in early spray
properties, such as spray angle. Diesel Breakup model, the primary breakup model
used throughout this research uses a so called nozzle file for this purpose [1].
The nozzle file is created in advance in a separate, 3 dimensional, time dependent
multi-phase simulation of the flow in the injector nozzle, so at the beginning of the
spray calculation all relevant data on the nozzle flow is available time and spatially
resolved into the nozzle file. The subsequent, separate spray calculation uses this data
source as an input for the breakup mechanism. Hence, all droplets initialized by the
primary breakup model consider the properties of injected liquid, as calculated in the
previous simulation. The use of an independent simulation and a separate nozzle file
enables e.g. various combustion chamber geometries to be simulated using the same
nozzle file without the need for repeating the injector nozzle calculation for each case.
According to this approach the injected liquid is already tracked in the injector
nozzle (this information is contained in the nozzle file). After leaving the injector
nozzle it is treated by the primary breakup model, and after reaching certain prede-
fined conditions (e.g. a predefined Weber number) the droplets are handed over to the
secondary breakup model. All these droplets are treated by the secondary breakup
model, until a final stable diameter is reached, and no more breakups occur.
In the vicinity of the nozzle – where primary breakup occurs and hence the primary
breakup model should be used – two different mechanisms result in breakup. One of
them is a consequence of turbulence of the flow of liquid, while the other one is related
to the aerodynamic forces acting on the droplet, as in case of secondary breakup.
There is no general agreement in literature which of these mechanisms dominates
primary breakup, and it also depends on the topical circumstances of spray formation
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considered. Therefore, a basic idea of Diesel Breakup model is to let these mechanisms
compete in case of every breakup. Hence, for each parcel equation (2) is calculated
by means of both mechanisms, and the mechanism giving a higher breakup rate will
govern breakup.
The aerodynamic mechanism is accounted for by the Wave model, just as in case
of secondary breakup throughout this research. Turbulent breakup is calculated from
turbulence values of injected liquid (contained in the nozzle file), according to equa-











4. Background of calculation
The investigations reported have been accomplished using the FIRE software (v8.3−
8.4), a CFD code developed by AV L List1, specialized on internal combustion engine
related numerical simulation [1]. The parameters of the spray formation process to be
simulated were chosen based on the data available for validation. The measurement
data used throughout this research were received from Toyota Central Research and
Development Laboratories and Doshisha Universtiy, and they were widely used in the
wider context of the works presented here. The basic settings of all calculations are
as displayed in Table 1.
Table 2. Characteristics of calculation
Injection time 2ms
Total simulated time 8ms
Length of time step 0.01ms
Maximum number of iterations per time step 100
Nozzle bore diameter 0.14mm
Nozzle bore length 0.8mm
Injected liquid Hexadecane
Injection pressure 87.5MPa
Total volume injected 1.01316e− 8m3
Ambient gas CO2
Ambient gas pressure 2.1e+ 6Pa
Ambient gas temperature 293K
The computational domain models a simple, box shaped environment, but the gen-
eral order of magnitude of cell sizes takes into consideration the usual characteristics
1AV L List is world’s largest privately owned engine developer, located in Graz, Austria.
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Figure 4. The cell structure in the vertical cut through the injection axis
of numerical grids for the purpose of internal combustion engine calculations. How-
ever, the structure of grid considers the expected pattern of flow field, determined
mainly by the evolving spray cone. The injector nozzle is placed symmetrically in the
middle of the box modeled.
The numerical model consists entirely of hexahedron cells, and it has total dimen-
sions of 0.4 × 0.2 × 0.12m. The structure is considerably compressed towards the
injector orifice, and has long cells further away from the nozzle. These cells are, how-
ever, directed in the expected main flow direction, as depicted in Figure 4. (The spray
displayed along with the cut through view of the grid represents a status of 2ms after
start of injection, and the color data corresponds to the diameter of droplets, while
the size of displayed droplets is chosen to be constant for better visibility.) The total
number of cells is 45, 144.
There is a wall type boundary condition on all boundaries of the model applied,
with a prescribed temperature of 300K, however, the droplets are not expected to
reach any of these boundaries in the time window of the calculation.
5. The new model applied
The aim of the child mechanism introduced by Reitz [6] for the Wave model was
to provide sufficiently small droplets in the vicinity of injector nozzle to meet evap-
oration behavior characteristic to real life spray processes. An average of these child
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droplets and the significantly larger parent droplets can deliver a reasonable agree-
ment with measured SMD values. However, this procedure delivers by nature a
markedly bimodal spectrum in droplet size distribution.
Since Diesel Breakup model is responsible for breakup of liquid in the vicinity
of nozzle, it also includes child production mechanism. In case of this model, an
attempt has already been made to reduce the shortcoming of the child production
procedure used in secondary breakup. A Chi-square distribution of probable child
droplet sizes was assumed, and a random number is used on the ordinate of the
cumulative distribution diagram to get the appropriate diameter of child droplets via
the inverse function on the diameter coordinate axis. However, the size distribution
still tends to show bimodality.
A main aim of the current research is to develop an altered approach for child
production both in secondary and primary breakup to reduce bimodality of size dis-
tribution. Calculations have been performed to optimize model parameters based
on measurement data. As a result of these investigations good agreement in spray
penetration and average SMD value could be obtained. However, size distributions
of these calculations were characterized by significant bimodality. Since the available
measurement data showed that bimodality of droplet size spectrum is fully absent,
effort has been made to decrease this undesired effect of child droplet production
mechanism.
To reduce bimodality, a linear distribution of child droplet sizes is assumed between
the lower limit of stable droplet radius a respectively the upper limit taken as parent
droplet radius r of the considered parcel. This approach assumes a constant value of
the probability density function for the child droplet size between the lower and an
upper limiting value. For the mathematical formulation a non-dimensional radius z





According to earlier investigations, child production mechanism plays a more pro-
nounced role in case of primary breakup, therefore the new idea for child production
was first implemented in Diesel Breakup model. To avoid confusing effects, child
production for secondary breakup was switched off in all calculations.




0 for z ≤ 1
a (z − 1)
(r − a)








The implementation in the FIRE code uses a random number chosen on the ordi-
nate of the cumulative distribution diagram to get the appropriate diameter via the
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Figure 5. Penetration curves without and with use of the new pri-
mary breakup child production mechanism
inverse function on the non-dimensional diameter coordinate axis. This value is as-
signed to the child parcel under consideration. The use of random numbers provides
a representation of the entire size distribution applied.
6. Results
A pair of sample calculations is presented here to introduce the effect of the new
child production mechanism implemented. In these calculations the proportion of
mass put into child parcels from the entire shed mass and the frequency of child
parcel introduction was set high, in order to see the effects of the model change more
pronounced. Due to the same considerations the C4 program parameter belonging
to the characteristic breakup time τ of Diesel Breakup model was set high to cause
slow parent droplet breakup, and hence set stable diameter to a low value (if parent
breakup is slow parent drops retain their size and hence their speed in a greater
extent).
In one of the calculations the standard (Chi-square type of) child production mech-
anism, in the other calculation the new child production mechanism was used.
The penetration curves were barely affected by this change, and both gave a good
agreement with measurement data, as depicted in Figure 5.
The changes were expected to be perceived in case of size distributions. This
property is very rarely investigated in similar simulations, therefore comparison with
literature data is not possible, however results are good interpretable without com-
parison as well.
For visualization of this a set of three curves was introduced. The first curve is the
number weighted distribution, which is the covering curve of the bars representing the
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Figure 6. Size distributions with use of the conventional child pro-
duction mechanism
relative prevalence of size classes, each 1 micron wide (e.g. representing the propor-
tion of droplets with diameter between 3 and 4 microns related to the entire droplet
population). The second curve is the surface area weighted distribution. It covers
the bars representing the contribution of each of these 1 micron size classes to the
cumulative surface of the entire droplet population. The third curve (mass weighted
distribution) covers the bars representing the contribution of these size classes to the
cumulative mass of the entire droplet population.
The most important indicator with respect to mixture formation is the surface
weighted size distribution, since this is in closest relation to the expected evaporation
behavior. On the other hand, bimodality appears on this curve most pronounced,
since a large number of small droplets can “elevate” the left part of the curve. The
size distribution without using the new child production model looks as depicted in
Figure 6.
A pronounced bimodality is observable in this case with two peaks of surface
weighted size distributions at 4 − 5 micron and 30 micron respectively. It means
that although the targeted average sauter mean diameter of 23.2 micron of measure-
ments is reached in good agreement (calculation results showed 23.9 micron), this is
obtained through an artificial duality of a large number of very small droplets, and a
group of droplets representing large mass with higher than the target diameter.
If the new child production model is switched on, the size distribution changes
significantly, as depicted in Figure 7.
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Figure 7. Size distributions with use of the new primary breakup
child production mechanism
It is clearly observable that the artificial peak at the beginning of the surface
weighted curve disappears, and the curve representing the contribution of each 1
micron size class to the cumulative surface of the entire droplet population becomes
more even. The good agreement of average sauter mean diameter value to measure-
ment could be retained (calculation result showed an average of 24.3 micron), and
the relatively high proportion of smaller droplets aiming at providing a satisfactory
extent of surface is also preserved as can be seen in case of the number weighted
distribution curve.
7. Conclusion
A new approach implemented in a specialized commercial engine simulation code for
predicting diesel spray formation was investigated and areas for improvement were
identified. Bimodality of droplet size spectrum is by definition a consequence of the
models used, but this is proved not to match reality according to measurements.
Hence, a new approach is proposed to decrease bimodality of droplet size spectrum,
while a sufficient number of relatively small droplets remaining in the vicinity of
injector nozzle in agreement with reality.
Through introduction of a new child production mechanism the bimodality char-
acteristic to the calculations using child production mechanisms could significantly
be reduced. The analysis conducted drew attention to the fact that calculations
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seemingly providing excellent agreement with detailed measurement data might also
contain discrepancies related to reality in terms of size distribution. Through imple-
mentation of a homogenous distribution function for child production these discrepan-
cies could be reduced considerably, and in the model a new tool is provided to further
change the shape of size distribution according to measurement data concerning this
quantity.
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Abstract. Numerical simulation is a widely used research tool in internal combustion related
research. This paper summarizes results of research on a new approach of spray formation
calculations. Using a primary breakup model for separately describing the initial liquid
disintegration of injected liquid based on the flow properties stemming from a previous
calculation of injector nozzle flow gives a better predicting capability and is able to suit
the new needs of advanced combustion systems such as HCCI engines or various forms of
split injection. The child breakup mechanism provides the necessary droplet surface for
evaporation in the vicinity of nozzle, but it causes bimodality in the size spectrum, hence
there is an unrealistic factor behind seemingly good agreement of calculation results and
measurement data. The new homogenous distribution child production model proposed here
is aimed at reducing this effect, and providing a more even size distribution while retaining
good agreement with measurement data in other aspects of examination.
Keywords: Diesel injection, numerical simulation, primary breakup, child droplet size distri-
bution
Nomenclature
Ci [-] breakup model constants
Cµ [-] standard k − ε turbulence model constant (Cµ = 0.09)
D [m] droplet diameter













[-] Weber number defined with injected liquid density
a [m] stable droplet radius
k [m2/s2] turbulent kinetic energy
r [m] actual droplet radius
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rc [m] child droplet radius
t [s] time
u [m/s] relative velocity
z [-] non-dimensional radius
ε [m2/s3] turbulent dissipation rate
τ [s] characteristic breakup time
Λ [m] wavelength of fastest growing surface wave
Ω [1/s] growth rate of fastest growing surface wave
µl [kg/ms] dynamic viscosity of injected liquid
ρg [kg/m3] gas density at ambient pressure
ρl [kg/m3] density of injected liquid
σ [N/m] characteristic breakup time
1. Introduction
Numerical simulation has played an important role in engine development for two
decades. As the models applied developed, and the increase in computational perfor-
mance created the opportunity to include larger domains and more detailed modeling
approaches, it became an acknowledged research tool as well. Numerical simulation
has played an important role in engine development for two decades. As the models
applied developed, and the increase in computational performance created the oppor-
tunity to include larger domains and more detailed modeling approaches, it became
an acknowledged research tool as well.
The accuracy of prediction of mixture formation is of great importance concerning
the subsequent combustion processes, and thus it influences the ability of numerical
simulation to predict e.g. pollutant emission. With the increased attention on envi-
ronmental aspects of internal combustion engines, the simulation of spray formation
gained on increased importance, and became an area of intensive development. The
changing requirements represented by advanced injection systems – e.g. spilt injec-
tion or HCCI engines – resulted in a need for rethinking the conception of spray
formation simulation, and providing a new approach to fulfill these requirements.
Since measurement technology provides due to its limitation concerning time and
length scales and because of its outstandingly high cost demand only a limited op-
portunity to investigate the very small time and length scales characteristic to direct
fuel injection, numerical simulation plays an important role in engine related research
as well.
The new approach of using a separate primary breakup model to better simulate
the initial phase of liquid breakup represents an answer to the newly arising needs of
internal combustion engine research and development. The new model used through-
out the simulations of this paper is implemented in a specialized commercial CFD
code [1], and is used for diesel engine injection simulations. The calculations presented
here and the new method for predicting child droplet production were realized in the
framework of a research project aiming at gaining experience about the combination
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and interaction of models, to identify areas for improvement and to propose or realize
new ideas aiming at better prediction capability.
2. Breakup of fluids
Fluid columns break up into ligaments or droplets, and these latter break up into
further droplets according to different, simultaneously acting mechanisms, depending
on a number of physical characteristics. The first process is generally referred to
as primary breakup and the latter process is called secondary breakup [2, 3, 4].
Based on their characteristic physical processes, these basic breakup regimes can be
differentiated, and they are treated in literature usually separately.
In both basic breakup regimes a number of different breakup types appear. These
breakup types can be characterized by various properties of spray. The most impor-
tant quantity summarizing the influential factors concerning the intensity and type
of breakup is the Weber number, calculated with droplet (or nozzle orifice) diameter,
and either with ambient gas or injected liquid density, and is referred to as Weg and
Wel respectively. The type of Weber number to be used depends on the aim of in-
vestigation, but both dimensionless parameters describe the same phenomenon, only
from another perspective.
Another important quantity is the Reynolds number, defined in spray literature in
general [5, 6] with density and viscosity values referring to injected liquid.
The third important quantity representing the effect of viscosity and surface tension









Based on these quantities, there are a number of classification methods for describ-
ing the regimes of initial liquid disintegration, i.e. primary breakup. A classification
is given by Schneider [7] based on the works of Lefebvre [5] and Reitz [8], as depicted
in Fig. 1.
In general it can be stated that the higher the Weber number, the more intensive
the breakup is, thus ranging from Rayleigh type of breakup (Zone A) through first
(Zone B) and second (Zone C) wind-induced breakup to atomization (Zone D). In
case of our investigations the general Weber number far exceeds the highest limit
of regime switch, therefore the breakup process is characterized by properties of the
regime “atomization” [9].
The subsequent breakup of ligaments and droplets, i.e. secondary breakup can also
be classified according to Weber number, as depicted in Fig. 2. It ranges from bag
breakup through bag and stamen type of breakup to boundary layer stripping and
catastrophic breakup, with increasing Weber number. For diesel conditions boundary
layer stripping, capillary wave detachment (Kelvin-Helmholtz instability) and cata-
strophic breakup by Rayleigh-Taylor waves are typical [10].
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Figure 1. Primary breakup zones as a function of Reynolds number
and ambient gas density [7]
The most important factor influencing primary breakup – as agreed by most of
recent literature – is the character of the fluid flow leaving the injector orifice [12,
13], being injection pressure [14], L/D ration [13] and shape of injection nozzle bore
[15] the most decisive aspects. Secondary breakup is most influenced by properties
of injected liquid – mostly viscosity [16, 17] – and by ration of liquid and gas density
[18, 19].
3. Modeling spray formation
To appropriately model spray formation, a number of physical processes must be
taken into consideration. For most of these processes a separate sub-model accounts
for. Besides breakup such processes are evaporation, droplet drag and collision and
coalescence of droplets [1]. All these processes are covered in the calculations presented
here by separate, generally accepted models, however the emphasis of this research is
put on primary and secondary breakup, therefore other mechanisms are not discussed
here in detail.
Modeling of liquid breakup has been developed significantly in the past two decades,
however most of these models adapted the approaches generally used in simulations.
A good example on this is that droplets are generally tracked in a Lagrangian way in a
gas flow field, which latter is treated by conservation equations for mass, momentum
and energy as well as turbulence in an Eulerian frame of reference.
Another general framework is represented by the Discrete Droplet Model (DDM)
[20]. Since the typical number of droplets arising during a high pressure diesel injection
is in the order of magnitude of 106−108, the registration and tracking of each and every
individual droplet is not practical and not even necessary. Therefore, in the DDM
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Figure 2. Secondary breakup zones as a functionof Weber number [11]
approach the droplets are collected into parcels, and they have uniform properties
(diameter, velocity, temperature etc.) within one parcel. A parcel behaves like one
drop with the additional information on the number of identical droplets represented.
Hence, the calculation is not necessary to be performed for every single droplet,
however, the diversity of droplets is still well represented by choosing an appropriate
number of parcels (typically in the order of 104).
The calculation of the parcel movement is done with a subcycling procedure be-
tween the gas phase time steps taking into account the forces exerted on droplets
in the parcels by the gas phase as well as the related heat and mass transfer. In
an analogous way the gas phase receives the forces resulted from spray movement as
source terms in the next gas time step.
A further approach that is used by most of the prevalent models is the rate approach
[6]. As it is described by equation (2), it grabs the phenomenon of breakup through
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the velocity of loss of droplet radius, providing a widely used approach of breakup.
dr
dt
= −r − a
τ
(2)
The submodels for breakup used in most of CFD codes all aim at determining the
value of stable radius a and characteristic breakup time τ determining the breakup
rate, and they mostly use all the above mentioned approaches as framework for op-
eration. The advancement is thus usually achieved through creating new models for
determining the stable radius a and characteristic breakup time τ .
One of the earliest attempts for this was the Taylor Analogy Breakup (TAB)
model [21], which is based on the analogy between an oscillating and distorting droplet
and a spring-mass system. The external force is represented by the aerodynamic
forces acting on the droplet, the spring force is related to the surface tension, and the
damping force corresponds to the force due to liquid viscosity. Hence, as a reaction
on the aerodynamic forces, the droplet starts to oscillate. As soon as the amplitude
of this oscillation reached a predefined level, the droplet disintegrates, i.e. breakup
occurs.
A similar idea, based also on the elliptic deformation of the droplet is reflected in
the Dynamic Droplet Breakup (DDB) model, which tracks the motion of the mass
centers of the half droplets [22]. It is essentially a nonlinear formulation of the TAB
model equations, and the time consuming numerical integration seems not to have
been offset by the increase in accuracy, since the model has not found wide acceptance
[23].
The most commonly used single secondary breakup model was developed by Reitz
[6] and is called Wave. This model is used for simulation of secondary breakup in
calculations of this paper, therefore its working principles are described here in more
detail.
This model relates breakup to the Kelvin-Helmholtz instability, as depicted in
Figure 3.
The growth of an initial perturbation of a liquid surface is linked to liquid Reynolds
number as well as gas Weber number and other physical and dynamic parameters (e.g.
viscosity) of the injected fuel and the domain fluid. The stable radius is linked to the
wavelength of the fastest growing surface wave according to equation (3) [6].
a = C1Λ (3)
where Λ represents the wavelength of fastest growing surface wave, and is defined in
equation (4).
Λ = 9.02r
(1 + 0.45Oh0.5)(1 + 0.4T 0.7)
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Figure 3. The Wave model relates breakup to Kelvin-Helmholtz in-
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(7)
and C1 and C2 are model constants.
When exposed to certain conditions (e.g. high relative ambient gas velocities), and
the actual radius is larger than the stable radius under the circumstances considered,
the droplets of a parcel start “losing” diameter as prescribed by equation (2). In
basic case, the mass shed from these droplets in each subcycle is used to update the
diameter of drops. This is done by calculating the new drop diameter from the rate
of equation (2) according to the local conditions for stable diameter a and breakup
time τ . Based on the updated radius the total mass is converted into an increased
number of droplets of identical diameter (within the same parcel). Hence, the mass in
a parcel is always conserved (not considering evaporation, or child droplet production
as described later), only the number of droplets contained is changing according to
droplet diameter.
Since the droplets lose diameter always only in proportion to the time passed since
the last spray time step, the model does not deliver enough small droplets near the
nozzle. Therefore, a so called child production mechanism was inserted into Wave [6].
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The basic idea of child production mechanism is that a certain proportion of the
shed mass immediately receives the stable diameter, i.e. they do not “approach” it
incrementally according to the rate approach of equation (2). Since the basic idea
of the DDM method is that a parcel contains droplets of identical properties, the
droplets created in the framework of the child droplet mechanism, referred to as child
droplets, are placed in a newly created parcel. The diameter of these child droplets is
in most cases much lower than the value reached by the parent droplets (the droplets
from which the child droplets were created) in the same timeframe, which provides
the necessary additional droplet surface for evaporation already in the vicinity of the
injection nozzle.
The above mentioned models have been used – and are still widely used – to predict
the entire spray breakup process. However, a disadvantage of all these models if used
alone is that certain initial properties of the spray have to be provided by the user,
or have to be assumed by the model based on practical or theoretical considerations.
Such initial circumstances include the spray angle and droplet diameter at the noz-
zle orifice and the transition from a continuum liquid column to droplets that can
subsequently be handled by secondary breakup models discussed above.
The use of an appropriate separate primary breakup model enables the prediction of
these initial quantities. The basic prerequisite necessary for this is to have information
about the injector flow properties, which are regarded to play a key role in early spray
properties, such as spray angle. Diesel Breakup model, the primary breakup model
used throughout this research uses a so called nozzle file for this purpose [1].
The nozzle file is created in advance in a separate, 3 dimensional, time dependent
multi-phase simulation of the flow in the injector nozzle, so at the beginning of the
spray calculation all relevant data on the nozzle flow is available time and spatially
resolved into the nozzle file. The subsequent, separate spray calculation uses this data
source as an input for the breakup mechanism. Hence, all droplets initialized by the
primary breakup model consider the properties of injected liquid, as calculated in the
previous simulation. The use of an independent simulation and a separate nozzle file
enables e.g. various combustion chamber geometries to be simulated using the same
nozzle file without the need for repeating the injector nozzle calculation for each case.
According to this approach the injected liquid is already tracked in the injector
nozzle (this information is contained in the nozzle file). After leaving the injector
nozzle it is treated by the primary breakup model, and after reaching certain prede-
fined conditions (e.g. a predefined Weber number) the droplets are handed over to the
secondary breakup model. All these droplets are treated by the secondary breakup
model, until a final stable diameter is reached, and no more breakups occur.
In the vicinity of the nozzle – where primary breakup occurs and hence the primary
breakup model should be used – two different mechanisms result in breakup. One of
them is a consequence of turbulence of the flow of liquid, while the other one is related
to the aerodynamic forces acting on the droplet, as in case of secondary breakup.
There is no general agreement in literature which of these mechanisms dominates
primary breakup, and it also depends on the topical circumstances of spray formation
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considered. Therefore, a basic idea of Diesel Breakup model is to let these mechanisms
compete in case of every breakup. Hence, for each parcel equation (2) is calculated
by means of both mechanisms, and the mechanism giving a higher breakup rate will
govern breakup.
The aerodynamic mechanism is accounted for by the Wave model, just as in case
of secondary breakup throughout this research. Turbulent breakup is calculated from
turbulence values of injected liquid (contained in the nozzle file), according to equa-











4. Background of calculation
The investigations reported have been accomplished using the FIRE software (v8.3−
8.4), a CFD code developed by AV L List1, specialized on internal combustion engine
related numerical simulation [1]. The parameters of the spray formation process to be
simulated were chosen based on the data available for validation. The measurement
data used throughout this research were received from Toyota Central Research and
Development Laboratories and Doshisha Universtiy, and they were widely used in the
wider context of the works presented here. The basic settings of all calculations are
as displayed in Table 1.
Table 2. Characteristics of calculation
Injection time 2ms
Total simulated time 8ms
Length of time step 0.01ms
Maximum number of iterations per time step 100
Nozzle bore diameter 0.14mm
Nozzle bore length 0.8mm
Injected liquid Hexadecane
Injection pressure 87.5MPa
Total volume injected 1.01316e− 8m3
Ambient gas CO2
Ambient gas pressure 2.1e+ 6Pa
Ambient gas temperature 293K
The computational domain models a simple, box shaped environment, but the gen-
eral order of magnitude of cell sizes takes into consideration the usual characteristics
1AV L List is world’s largest privately owned engine developer, located in Graz, Austria.
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Figure 4. The cell structure in the vertical cut through the injection axis
of numerical grids for the purpose of internal combustion engine calculations. How-
ever, the structure of grid considers the expected pattern of flow field, determined
mainly by the evolving spray cone. The injector nozzle is placed symmetrically in the
middle of the box modeled.
The numerical model consists entirely of hexahedron cells, and it has total dimen-
sions of 0.4 × 0.2 × 0.12m. The structure is considerably compressed towards the
injector orifice, and has long cells further away from the nozzle. These cells are, how-
ever, directed in the expected main flow direction, as depicted in Figure 4. (The spray
displayed along with the cut through view of the grid represents a status of 2ms after
start of injection, and the color data corresponds to the diameter of droplets, while
the size of displayed droplets is chosen to be constant for better visibility.) The total
number of cells is 45, 144.
There is a wall type boundary condition on all boundaries of the model applied,
with a prescribed temperature of 300K, however, the droplets are not expected to
reach any of these boundaries in the time window of the calculation.
5. The new model applied
The aim of the child mechanism introduced by Reitz [6] for the Wave model was
to provide sufficiently small droplets in the vicinity of injector nozzle to meet evap-
oration behavior characteristic to real life spray processes. An average of these child
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droplets and the significantly larger parent droplets can deliver a reasonable agree-
ment with measured SMD values. However, this procedure delivers by nature a
markedly bimodal spectrum in droplet size distribution.
Since Diesel Breakup model is responsible for breakup of liquid in the vicinity
of nozzle, it also includes child production mechanism. In case of this model, an
attempt has already been made to reduce the shortcoming of the child production
procedure used in secondary breakup. A Chi-square distribution of probable child
droplet sizes was assumed, and a random number is used on the ordinate of the
cumulative distribution diagram to get the appropriate diameter of child droplets via
the inverse function on the diameter coordinate axis. However, the size distribution
still tends to show bimodality.
A main aim of the current research is to develop an altered approach for child
production both in secondary and primary breakup to reduce bimodality of size dis-
tribution. Calculations have been performed to optimize model parameters based
on measurement data. As a result of these investigations good agreement in spray
penetration and average SMD value could be obtained. However, size distributions
of these calculations were characterized by significant bimodality. Since the available
measurement data showed that bimodality of droplet size spectrum is fully absent,
effort has been made to decrease this undesired effect of child droplet production
mechanism.
To reduce bimodality, a linear distribution of child droplet sizes is assumed between
the lower limit of stable droplet radius a respectively the upper limit taken as parent
droplet radius r of the considered parcel. This approach assumes a constant value of
the probability density function for the child droplet size between the lower and an
upper limiting value. For the mathematical formulation a non-dimensional radius z





According to earlier investigations, child production mechanism plays a more pro-
nounced role in case of primary breakup, therefore the new idea for child production
was first implemented in Diesel Breakup model. To avoid confusing effects, child
production for secondary breakup was switched off in all calculations.




0 for z ≤ 1
a (z − 1)
(r − a)








The implementation in the FIRE code uses a random number chosen on the ordi-
nate of the cumulative distribution diagram to get the appropriate diameter via the
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Figure 5. Penetration curves without and with use of the new pri-
mary breakup child production mechanism
inverse function on the non-dimensional diameter coordinate axis. This value is as-
signed to the child parcel under consideration. The use of random numbers provides
a representation of the entire size distribution applied.
6. Results
A pair of sample calculations is presented here to introduce the effect of the new
child production mechanism implemented. In these calculations the proportion of
mass put into child parcels from the entire shed mass and the frequency of child
parcel introduction was set high, in order to see the effects of the model change more
pronounced. Due to the same considerations the C4 program parameter belonging
to the characteristic breakup time τ of Diesel Breakup model was set high to cause
slow parent droplet breakup, and hence set stable diameter to a low value (if parent
breakup is slow parent drops retain their size and hence their speed in a greater
extent).
In one of the calculations the standard (Chi-square type of) child production mech-
anism, in the other calculation the new child production mechanism was used.
The penetration curves were barely affected by this change, and both gave a good
agreement with measurement data, as depicted in Figure 5.
The changes were expected to be perceived in case of size distributions. This
property is very rarely investigated in similar simulations, therefore comparison with
literature data is not possible, however results are good interpretable without com-
parison as well.
For visualization of this a set of three curves was introduced. The first curve is the
number weighted distribution, which is the covering curve of the bars representing the
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Figure 6. Size distributions with use of the conventional child pro-
duction mechanism
relative prevalence of size classes, each 1 micron wide (e.g. representing the propor-
tion of droplets with diameter between 3 and 4 microns related to the entire droplet
population). The second curve is the surface area weighted distribution. It covers
the bars representing the contribution of each of these 1 micron size classes to the
cumulative surface of the entire droplet population. The third curve (mass weighted
distribution) covers the bars representing the contribution of these size classes to the
cumulative mass of the entire droplet population.
The most important indicator with respect to mixture formation is the surface
weighted size distribution, since this is in closest relation to the expected evaporation
behavior. On the other hand, bimodality appears on this curve most pronounced,
since a large number of small droplets can “elevate” the left part of the curve. The
size distribution without using the new child production model looks as depicted in
Figure 6.
A pronounced bimodality is observable in this case with two peaks of surface
weighted size distributions at 4 − 5 micron and 30 micron respectively. It means
that although the targeted average sauter mean diameter of 23.2 micron of measure-
ments is reached in good agreement (calculation results showed 23.9 micron), this is
obtained through an artificial duality of a large number of very small droplets, and a
group of droplets representing large mass with higher than the target diameter.
If the new child production model is switched on, the size distribution changes
significantly, as depicted in Figure 7.
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Figure 7. Size distributions with use of the new primary breakup
child production mechanism
It is clearly observable that the artificial peak at the beginning of the surface
weighted curve disappears, and the curve representing the contribution of each 1
micron size class to the cumulative surface of the entire droplet population becomes
more even. The good agreement of average sauter mean diameter value to measure-
ment could be retained (calculation result showed an average of 24.3 micron), and
the relatively high proportion of smaller droplets aiming at providing a satisfactory
extent of surface is also preserved as can be seen in case of the number weighted
distribution curve.
7. Conclusion
A new approach implemented in a specialized commercial engine simulation code for
predicting diesel spray formation was investigated and areas for improvement were
identified. Bimodality of droplet size spectrum is by definition a consequence of the
models used, but this is proved not to match reality according to measurements.
Hence, a new approach is proposed to decrease bimodality of droplet size spectrum,
while a sufficient number of relatively small droplets remaining in the vicinity of
injector nozzle in agreement with reality.
Through introduction of a new child production mechanism the bimodality char-
acteristic to the calculations using child production mechanisms could significantly
be reduced. The analysis conducted drew attention to the fact that calculations
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seemingly providing excellent agreement with detailed measurement data might also
contain discrepancies related to reality in terms of size distribution. Through imple-
mentation of a homogenous distribution function for child production these discrepan-
cies could be reduced considerably, and in the model a new tool is provided to further
change the shape of size distribution according to measurement data concerning this
quantity.
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