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Abstract: We consider the (Rényi) mutual information, I(n)(A,B) = S(n)A +S
(n)
B −S(n)A∪B,
of distant compact spatial regions A and B in the vacuum state of a free scalar field.
The distance r between A and B is much greater than their sizes RA,B. It is known that
I(n)(A,B) ∼ C(n)AB 〈0|φ(r)φ(0) |0〉2 . We obtain the direct expression of C(n)AB for arbitrary
regions A and B. We perform the analytical continuation of n and obtain the mutual
information. The direct expression is useful for the numerical computation. By using the
direct expression, we can compute directly I(A,B) without computing SA, SB and SA∪B
respectively, so it reduces significantly the amount of computation.
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1 Introduction
The entanglement entropy in the quantum field theory plays important roles in many fields
of physics including the string theory [1–12], condensed matter physics [13–16], lattice
gauge theories [17, 18], cosmology [19], and the physics of the black hole [20–25]. The
entanglement entropy is a useful quantity which characterizes quantum properties of given
states.
For a given density matrix ρ of the total system, the entanglement entropy of the
subsystem Ω is defined as
SΩ = −TrρΩ ln ρΩ, (1.1)
where ρΩ = TrΩcρ is the reduced density matrix of the subsystem Ω and Ωc is the comple-
ment of Ω. The Rényi entropy S(n)Ω is defined as
S
(n)
Ω =
1
1− n ln Trρ
n
Ω. (1.2)
The limit n→ 1 coincides with the entanglement entropy limn=1 S(n)Ω = SΩ.
In this paper, we consider the (Rényi) mutual information, I(n)(A,B) = S(n)A + S
(n)
B −
S
(n)
A∪B, of distant compact spatial regions A and B in the vacuum state of a free scalar field.
The distance r between A and B is much greater than their sizes RA,B. It is known that
[26], when r  RA,B, the (Rényi) mutual information behaves as
I(n)(A,B) ∼ C(n)AB 〈0|φ(r)φ(0) |0〉2 , (1.3)
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where C(n)AB depends on the shapes of the regions A and B. When both A and B are the
spheres and the scalar field is massless, the coefficient C(n)AB was calculated analytically by
Cardy [26]. However, it is difficult to calculate C(n)AB analytically when both A and B are not
the spheres or the scalar field is not massless. In this paper, we obtain the direct expression
of C(n)AB for arbitrary regions A and B in the vacuum state of a scalar field which has a
general dispersion relation. We perform the analytical continuation of n and obtain the
mutual information I(A,B) = limn→1 I(n)(A,B). The direct expression is useful for the
numerical computation. By using the direct expression, we can compute directly I(A,B)
without computing SA, SB and SA∪B respectively, so it reduces significantly the amount of
computation.
We comment on the advantages of this direct expression over the conventional numerical
computation by the real time formalism. Entanglement entropy in free scalar fields can
be calculated numerically by the real time formalism [20, 21]. In order to calculate the
coefficient C(n=1)AB by the real time formalism, we have to plot the mutual information
I(A,B) as a function of r and extract the coefficient [25]. So we have to calculate numerically
SA∪B many times to plot I(A,B) as a function of r. On the other hand, in our method,
we separate the r dependence of I(A,B) analytically and obtain the direct expression of
C
(n=1)
AB . So, it reduces significantly the amount of computation.
To obtain the direct expression of C(n)AB, we use the operator method to compute the
Rényi entropy developed in [27]. This operator method is based on the idea that TrρnΩ is
written as the expectation value of the local operator at Ω. This idea was originally used to
compute I(n)(A,B) in the vacuum state by Cardy [26], Calabrese et al. [28] and Headrick
[29]. This idea was generalized to an arbitrary density matrix ρ and the local operator was
explicitly constructed in [27].
The present paper is organized as follows. In section 2, we review the operator method
to compute the Rényi entropy developed in [27]. In section 3, we expand the glueing
operator which plays the important role in the operator method to compute the (Rényi)
mutual information. In section 4, we compute the (Rényi) mutual information and obtain
the direct expression of C(n)AB.
2 The review of the operator method to compute the Rényi entropy
We review the operator method to compute the Rényi entropy developed in [27]. We
consider n copies of the scalar fields in (d+1) dimensional spacetime and the j-th copy
of the scalar field is denoted by {φ(j)}. Thus the total Hilbert space, H(n), is the tensor
product of the n copies of the Hilbert space, H(n) = H ⊗H · · · ⊗H where H is the Hilbert
space of one scalar field. We define the density matrix ρ(n) in H(n) as
ρ(n) ≡ ρ⊗ ρ⊗ · · · ⊗ ρ (2.1)
where ρ is an arbitrary density matrix in H. We can express TrρnΩ as
TrρnΩ = Tr(ρ
(n)EΩ), (2.2)
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where
EΩ =
∫ n∏
j=1
∏
x∈Ω
DJ (j)(x)DK(j)(x) exp[i
∫
ddx
n∑
l=1
J (l+1)(x)φ(l)(x)]
× exp[i
∫
ddx
n∑
l=1
K(l)(x)pi(l)(x)]× exp[−i
∫
ddx
n∑
l=1
J (l)φ(l)],
(2.3)
where pi(x) is a conjugate momenta of φ(x), [φ(x), pi(y)] = iδd(x − y), and J (j)(x) and
K(j)(x) exist only in Ω and J (n+1) = J (1) and we normalize the measure of the functional
integral as
∫
DJ (j) exp[i
∫
ddxJ (j)(x)f(x)] =
∏
x∈Ω δ(f(x)) where f(x) is an arbitrary func-
tion. Notice that φ and pi in (2.3) are operators and the ordering is important. This operator
EΩ is called as the glueing operator. When ρ is a pure state, ρ = |Ψ〉 〈Ψ|, the equation (2.2)
becomes
TrρnΩ = 〈Ψ(n)|EΩ |Ψ(n)〉 (2.4)
where
|Ψ(n)〉 = |Ψ〉 |Ψ〉 . . . |Ψ〉 . (2.5)
The useful property of the glueing operator for calculating the mutual information is
the locality. When Ω = A ∪B and A ∩B = ∅,
EA∪B = EAEB. (2.6)
From the locality (2.6), the mutual Rényi information in the vacuum state can be expressed
as the correlation function of the glueing operators,
Trρ
(n)
A∪B
Trρ
(n)
A Trρ
(n)
B
=
〈0(n)|EAEB |0(n)〉
〈0(n)|EA |0(n)〉 〈0(n)|EB |0(n)〉
. (2.7)
We consider (d + 1) dimensional free scalar field theory. For free scalar fields, it is
useful to represent the glueing operator EΩ in (2.3) as the normal ordered operator. We
decompose φ and pi into the creation and annihilation parts,
φ(x) = φ+(x) + φ−(x), pi(x) = pi+(x) + pi−(x), (2.8)
where
φ+(x) =
∫
ddp
(2pi)d
1√
2Ep
ape
ipx, φ−(x) = (φ+(x))†,
pi+(x) =
∫
ddp
(2pi)d
(−i)
√
Ep
2
ape
ipx, pi−(x) = (pi+(x))†,
(2.9)
here Ep is the energy and [ap, a
†
p′ ] = (2pi)
dδd(p− p′). The commutators of these operators
are
[φ+(x), φ−(y)] = 〈0|φ(x)φ(y) |0〉 =
∫
ddp
(2pi)d
1
2Ep
eip(x−y) ≡ 1
2
W−1(x, y),
[pi+(x), pi−(y)] = 〈0|pi(x)pi(y) |0〉 =
∫
ddp
(2pi)d
Ep
2
eip(x−y) ≡ 1
2
W (x, y),
[pi+(x), φ−(y)] = [pi−(x), φ+(y)] = − i
2
δd(x− y),
(2.10)
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where we have defined the matrices W and W−1 which has continuous indices x, y in (2.10)
andW−1 is the inverse ofW . W andW−1 are positive definite symmetric matrices. By us-
ing (2.10) and the Baker-Campbell-Hausdorff (BCH) formula eXeY = e[X,Y ]eY eX , eX+Y =
e−
1
2
[X,Y ]eXeY , for [[X,Y ], X] = [[X,Y ], Y ] = 0, we obtain
exp[i
∫
ddxJ ′φ] exp[i
∫
ddxKpi] exp[−i
∫
ddxJφ]
=: exp[i
∫
ddx(Kpi + (J ′ − J)φ)] :
× exp[
∫
ddxddy(−1
4
K(x)A(x, y)K(y)− 1
4
(J ′ − J)(x)D(x, y)(J ′ − J)(y))
−
∫
ddx
i
2
K(x)(J ′ + J)(x)],
(2.11)
where : O : means the normal ordered operator of O. From (2.11) we can rewrite EΩ in
(2.3) as the normal ordered operator,
EΩ =
∫ n∏
j=1
∏
x∈Ω
DJ (j)(x)DK(j)(x) : exp[i
n∑
l=1
∫
ddx((J (l+1) − J (l))φ(l) +K(l)pi(l))] : exp[−S˜],
(2.12)
where J (n+1) = J (1) and
S˜ ≡
n∑
l=1
[
∫
ddxddy[
1
4
K(l)(x)W (x, y)K(l)(y) +
1
4
(J (l+1) − J (l))(x)W−1(x, y)(J (l+1) − J (l))(y)]
+
i
2
∫
ddxK(l)(x)(J (l+1) + J (l))(x)].
(2.13)
3 The expansion of the glueing operator
We consider a complex scalar field φ because it is useful for later calculation. The mutual
information of a real free scalar field can be obtained by dividing the mutual information
of the complex free scalar field by 2. Then, the glueing operator becomes
EΩ =
∫ n−1∏
j=0
∏
x∈Ω
DJ (j)(x)DK(j)(x) : exp[i
n−1∑
l=0
∫
ddx((J (l+1) − J (l))φ(l)∗ +K(l)pi(l)∗
+ (J (l+1)∗ − J (l)∗)φ(l) +K(l)∗pi(l))] : exp[−S˜],
(3.1)
where
S˜ ≡
n∑
l=1
[
∫
ddxddy[
1
2
K(l)(x)A(x, y)K(l)∗(y) +
1
2
(J (l+1) − J (l))(x)D(x, y)(J (l+1)∗ − J (l)∗)(y)]
+
i
2
∫
ddx(K(l)(x)(J (l+1)∗ + J (l)∗)(x) +K(l)∗(x)(J (l+1) + J (l))(x))].
(3.2)
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For the free scalar field, it is useful to use the following Fourier transformation,
f (l) =
1√
n
n−1∑
k=0
e2piikl/nf˜ (k) (3.3)
where f (l) is an arbitrary n dimensional vector and f˜ (k) is its Fourier transformation, i.e.
(3.3) is the definition of the Fourier transformation. The Fourier transformation diagonalizes
the glueing operator,
EΩ =
n−1∏
k=0
E
(k)
Ω (3.4)
where
E
(k)
Ω =
∫ ∏
x∈Ω
DJ˜ (k)(x)DK˜(k)(x) : exp[iQ(k)] : exp[−S˜(k)] (3.5)
Q(k) ≡
∫
ddx[(e2piik/n − 1)J˜ (k)φ˜(k)∗ + (e−2piik/n − 1)J˜ (k)∗φ˜(k) + K˜(k)p˜i(k)∗ + K˜(k)∗p˜i(k)]
(3.6)
S˜(k) ≡
∫
ddxddy[
1
2
K˜(k)(x)A(x, y)K˜(k)∗(y) +
1
2
(1− cos(2pik
n
))J˜ (k)(x)D(x, y)J˜ (k)∗(y)]
+
i
2
∫
ddx((e−2piik/n + 1)K˜(k)(x)J˜ (k)∗(x) + (e2piik/n + 1)K˜(k)∗(x)J˜ (k)(x)).
(3.7)
In order to expand : exp[iQ(k)] : in E(k)Ω , we define 〈. . . 〉 as
〈. . . 〉 ≡
∫ ∏
x∈ΩDJ˜
(k)(x)DK˜(k)(x) exp[−S˜(k)] . . .∫ ∏
x∈ΩDJ˜ (k)(x)DK˜(k)(x) exp[−S˜(k)]
(3.8)
where . . . is an arbitrary function of J˜ (k) and K˜(k). When Ω is a compact spatial region,
we express E(k)Ω as a sum of the local operators at a conventionally chosen point x0 inside
Ω. Thus, we expand E(k)Ω as
E
(k)
Ω
〈0|E(k)Ω |0〉
= 1− 1
2
〈: (Q(k))2 :〉+ · · ·
= 1−
(
2− 2 cos
(
2pik
n
))∫
ddxddy〈J˜ (k)(x)J˜ (k)∗(y)〉 : φ˜(k)∗(x)φ˜(k)(y) : + · · ·
= 1− : φ˜(k)∗(x0)φ˜(k)(x0) :
(
2− 2 cos
(
2pik
n
))∫
ddxddy〈J˜ (k)(x)J˜ (k)∗(y)〉+ · · · .
(3.9)
In order to represent the Gauss integrals of K˜(k) and J˜ (k), we will use the following matrix
notation,
W (x, y) =
(
W (xΩ, yΩ) W (xΩ, yΩc)
W (xΩc , yΩ) W (xΩc , yΩc)
)
≡
(
A B
BT C
)
(3.10)
W−1(x, y) =
(
W−1(xΩ, yΩ) W−1(xΩ, yΩc)
W−1(xΩc , yΩ) W−1(xΩc , yΩc)
)
≡
(
D E
ET F
)
(3.11)
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where xΩ(Ωc) and yΩ(Ωc) are the coordinates in Ω(Ωc), where Ωc is the complement of Ω.
In order to calculate 〈J˜ (k)(x)J˜ (k)∗(y)〉, we perform the K˜(k) integral first,∫ ∏
x∈Ω
DK˜(k)(x) exp[−S˜(k)]
=
1
det
(
A
2pi
) exp[−∫ ddxddyJ˜ (k)∗(x)(A−1 +D + cos(2pik
n
)
(A−1 −D)
)
(x, y)J˜ (k)(x)].
(3.12)
From (3.12), we obtain
〈J˜ (k)(x)J˜ (k)∗(y)〉 =
∫ ∏
x∈ΩDJ˜
(k)(x)DK˜(k)(x) exp[−S˜(k)]J˜ (k)(x)J˜ (k)∗(y)∫ ∏
x∈ΩDJ˜ (k)(x)DK˜(k)(x) exp[−S˜(k)]
=
(
A−1 +D + cos
(
2pik
n
)
(A−1 −D)
)−1
(x, y).
(3.13)
In order to separate the n dependence of 〈J˜ (k)(x)J˜ (k)∗(y)〉, we rewrite it as(
A−1 +D + cos
(
2pik
n
)
(A−1 −D)
)−1
= X
(
1− cos
(
2pik
n
)
Y
)−1
X (3.14)
where
X ≡ (A−1 +D)−1/2, Y ≡ X(D −A−1)X (3.15)
Y = OTΛO, Λ = diag(λi) (3.16)
Thus we obtain(
X
(
1− cos
(
2pik
n
)
Y
)−1
X
)
i,j
=
∑
l
Zli
1
1− λl cos
(
2pik
n
)Zlj (3.17)
where Z = OX and we discretized the space coordinates in order to regularize the scalar
field. In the appendix A, we show that the range of the eigenvalues λi is
0 ≤ λi < 1. (3.18)
Finally, when Ω is a compact spatial region, we obtain the expansion of E(k)Ω as
E
(k)
Ω
〈0|E(k)Ω |0〉
= 1− : φ˜(k)∗(x0)φ˜(k)(x0) : C(k)Ω + · · · , (3.19)
where
C
(k)
Ω ≡
(
2− 2 cos
(
2pik
n
))∫
ddxddy〈J˜ (k)(x)J˜ (k)∗(y)〉
=
(
2− 2 cos
(
2pik
n
))∑
i
∑
j
∑
l
Zli
1
1− λl cos
(
2pik
n
)Zlj . (3.20)
– 6 –
4 The (Rényi) mutual information of distant regions
We apply above results to the mutual Rényi information I(n)(A,B) of disjoint compact
spatial regions A and B in the vacuum states of the free scalar field. From (2.7), (3.4) and
(3.19), we obtain
TrρnA∪B
TrρnATrρ
n
B
=
n−1∏
k=0
〈0|E(k)A E(k)B |0〉
〈0|E(k)A |0〉 〈0|E(k)B |0〉
'
n−1∏
k=0
〈0| (1− : φ˜(k)∗(xA)φ˜(k)(xA) : C(k)A )(1− : φ˜(k)∗(xB)φ˜(k)(xB) : C(k)B ) |0〉
=
n−1∏
k=0
(1 + C
(k)
A C
(k)
B f(r))
(4.1)
where xA and xB are some conventionally chosen points inside A and B, r = |xA−xB|, and
f(r) ≡ 〈0| : φ˜(k)∗(xA)φ˜(k)(xA) :: φ˜(k)∗(xB)φ˜(k)(xB) :) |0〉
= (〈0|φ(xA)φ∗(xB) |0〉)2
(4.2)
From (4.1), we obtain the mutual Rényi information as
I(n)(A,B) =
1
n− 1 ln
TrρnA∪B
TrρnATrρ
n
B
' 1
n− 1
n−1∑
k=0
ln
(
1 + C
(k)
A C
(k)
B f(r)
)
' f(r)
n− 1
n−1∑
k=0
C
(k)
A C
(k)
B
(4.3)
We substitute C(k)Ω in (3.20) into (4.3) and obtain
I(n)(A,B) ' C(n)ABf(r), (4.4)
C
(n)
AB ≡
4
n− 1
∑
iA
∑
jA
∑
lA
∑
iB
∑
jB
∑
lB
Z
(A)
lAiA
Z
(A)
lAjA
Z
(B)
lBiB
Z
(B)
lBjB
F (n, λ
(A)
lA
, λ
(B)
lB
), (4.5)
where
F (n, a, b) ≡
n−1∑
k=0
(
1− cos
(
2pik
n
))2 1
1− a cos (2pikn ) 11− b cos (2pikn ) . (4.6)
We can perform explicitly the summation in (4.6) and obtain (see Appendix B)
F (n, a, b) = n
(1 + p2)(1 + q2)
4pq
[
2− (1− p)(1 + p
n)
(1 + p)(1− pn) −
(1− q)(1 + qn)
(1 + q)(1− qn)
+
2
(1 + p)(1 + q)(p− q)(1− pq)
{ 1− p
1− pn p(1− q)
2(1 + q)− 1− q
1− qn q(1− p)
2(1 + p)
− (p− q)(1 + pq − (p+ q)pq)
}] (4.7)
where
p ≡ ρ(a) = 1
a
(1−
√
1− a2), q ≡ ρ(b) = 1
b
(1−
√
1− b2). (4.8)
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From (4.7), for n = 1, 2, 3 and 4, we obtain
F (n = 1, a, b) = 0 (4.9)
F (n = 2, a, b) = 4
(1 + p2)
(1 + p)2
(1 + q2)
(1 + q)2
(4.10)
F (n = 3, a, b) =
9
2
1 + p2
1 + p+ p2
1 + q2
1 + q + q2
(4.11)
F (n = 4, a, b) = 2
[
1 + 2
(1 + p2)
(1 + p)2
(1 + q2)
(1 + q)2
]
. (4.12)
When n = 2, 3, F (n, a, b) is a product of the function of a and b and C(n)AB becomes,
C
(n)
AB = C˜
(n)
A C˜
(n)
B , (n = 2, 3) (4.13)
where C˜(n)A(B) is a function which is determined by the shape of A(B). So, when n = 2, 3,
C
(n)
AB is not entangled, i.e. it is a simple product of functions each of which is determined
by the shape of A(B). In general, F (n, a, b) is not a product of the function of a and b and
C
(n)
AB is entangled.
Because F (n, a, b) is an elementary function of n, its analytical continuation is trivial.
So we can take n→ 1 limit in C(n)AB in (4.5). From (4.7) and (4.9), we obtain
C
(n=1)
AB = 4
∑
iA
∑
jA
∑
lA
∑
iB
∑
jB
∑
lB
Z
(A)
lAiA
Z
(A)
lAjA
Z
(B)
lBiB
Z
(B)
lBjB
(
∂
∂n
F (n, λ
(A)
lA
, λ
(B)
lB
)
)∣∣∣∣
n=1
,
(4.14)
where(
∂
∂n
F (n, a, b)
)∣∣∣∣
n=1
=
1
2
(1 + p2)(1 + q2)
(1 + p)(1 + q)(p− q)(1− pq) [(1− p)(1 + q) ln p− (1 + p)(1− q) ln q] .
(4.15)
C
(n=1)
AB is entangled. The calculation of the matrix Z and the eigenvalues λi is simple matrix
computation. So, we can compute C(n=1)AB numerically.
5 Conclusion and discussions
In this paper, we considered the (Rényi) mutual information, I(n)(A,B) = S(n)A + S
(n)
B −
S
(n)
A∪B, of distant compact spatial regions A and B in the vacuum state of a free scalar field.
The distance r between A and B is much greater than their sizes RA,B and the (Rényi)
mutual information behaves as I(n)(A,B) ∼ C(n)AB 〈0|φ(r)φ(0) |0〉2. We obtained the direct
expression of C(n)AB for arbitrary regions A and B. We performed the analytical continuation
of n and obtain the mutual information I(A,B) = limn→1 I(n)(A,B). When n = 2, 3, C
(n)
AB
is not entangled, i.e. it is a simple product of functions each of which is determined by the
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shape of A(B). For general n, C(n)AB is not a simple product of functions each of which is
determined by the shape of A(B) and C(n)AB is entangled. For example, C
(n=1)
AB is entangled
when n = 1, 4.
The direct expression is useful for the numerical computation. By using the direct
expression, we can compute directly I(A,B) without computing SA, SB and SA∪B respec-
tively, so it reduces significantly the amount of computation.
It is an interesting future problem to apply our direct expression to study the shape
dependence of C(n)AB. For example, the corner contribution to mutual information in (2+1)
dimension is an interesting problem. The corner contributions to entanglement entropy in
(2+1) dimension are universal and have important information of the QFT [30–33], however,
the corner contribution to mutual information has not been studied well. Our method is
useful for studying the corner contributions of mutual information. It is also an interesting
future problem to generalize our method to the entanglement negativity [34, 35].
Acknowledgments
I would like to thank Tokiro Numasawa, Sotaro Sugishita, Tadashi Takayanagi, Kotaro
Tamaoka, and Kento Watanabe for useful comments and discussions. I also thank the
Yukawa Institute for Theoretical Physics at Kyoto University. Discussions during the work-
shop YITP-T-19-03 "Quantum Information and String Theory 2019" were useful. This work
was supported by JSPS KAKENHI Grant Number JP19K14721.
A Derivation of 0 ≤ λi < 1
We show that the range of the eigenvalues λi of Y in (3.16) is 0 ≤ λi < 1. A and D
in (3.10) and (3.11) are positive definite symmetric matrices because W and W−1 are
positive definite symmetric matrices. So, X = (A−1 +D)−1/2 in (3.15) is a positive definite
symmetric matrix.
In order to show that Y is a positive semidefinite matrix, we use the following identity,(
1 0
0 1
)
=
(
A B
BT C
)(
D E
ET F
)
=
(
AD +BET AE +BF
BTD + CET BTE + CF
)
. (A.1)
From (A.1), we obtain DA− 1 = −EBT and BT = −F−1ETA. Thus we rewrite D −A−1
in Y as
D −A−1 = (DA− 1)A−1 = −EBTA−1 = EF−1ET . (A.2)
Because F−1 is a positive definite matrix and (A.2), D − A−1 is a positive semidefinite
matrix. Therefore, Y = X(D − A−1)X is a positive semidefinite matrix and we obtain
0 ≤ λi.
Next we consider the upper bound of λi. We rewrite 1− Y as
1− Y = (A−1 +D)−1/2 [A−1 +D − (D −A−1)] (A−1 +D)−1/2
= (A−1 +D)−1/22A−1(A−1 +D)−1/2.
(A.3)
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Because A−1 is a positive definite matrix and (A.3), 1−Y is a positive definite matrix and
we obtain λi < 1. Therefore, we have shown 0 ≤ λi < 1.
B The calculation of F (n, a, b) in (4.6)
We calculate the summation F (n, a, b) in (4.6) for 0 ≤ a < 1, 0 ≤ b < 1. We expand(
1− cos (2pikn ))2 in (4.6) and rewrite F (n, a, b) as
F (n, a, b) =
n
ab
+
1
a
(
1− 1
b
) n−1∑
k=0
1
1− b cos (2pikn ) + 1b
(
1− 1
a
) n−1∑
k=0
1
1− a cos (2pikn )
+
(
1− 1
a
)(
1− 1
b
) n−1∑
k=0
1
1− a cos (2pikn ) 11− b cos (2pikn ) .
(B.1)
In order to calculate the summations in (B.1), we use the following expansion,
1
1− a cos θ = (1 + ρ(a)
2)
1
1− ρ(a)eiθ
1
1− ρ(a)e−iθ = (1 + ρ(a)
2)
∞∑
p=0
∞∑
p′=0
ρ(a)p+p
′
ei(p−p
′)θ
(B.2)
where
ρ(a) ≡ 1
a
(1−
√
1− a2), (B.3)
here 0 ≤ ρ(a) < 1 for 0 ≤ a < 1, and
a =
2ρ(a)
1 + ρ(a)2
. (B.4)
B.1 The calculation of
∑n−1
k=0
1
1−a cos( 2pikn )
By using the expansion in (B.2), we obtain
n−1∑
k=0
1
1− a cos (2pikn ) = (1 + ρ(a)2)
∞∑
p=0
∞∑
p′=0
ρ(a)p+p
′
n−1∑
k=0
ei(p−p
′) 2pik
n . (B.5)
We split the p, p′ summation into three parts,
∞∑
p=0
∞∑
p′=0
=
∞∑
p′=0
∞∑
l=0
∣∣∣∣∣∣
p=p′+l
+
∞∑
p=0
∞∑
l=0
∣∣∣∣∣∣
p′=p+l
−
∞∑
p=0
∣∣∣∣∣∣
p′=p
, (B.6)
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where we subtracted the p = p′ part to avoid double counting. From (B.5) and (B.6), we
obtain
∞∑
p=0
∞∑
p′=0
ρ(a)p+p
′
n−1∑
k=0
ei(p−p
′) 2pik
n
=
∞∑
p′=0
∞∑
l=0
ρ2p
′+l
n−1∑
k=0
eil
2pik
n +
∞∑
p=0
∞∑
l=0
ρ2p+l
n−1∑
k=0
e−il
2pik
n −
∞∑
p=0
ρ2p
n−1∑
k=0
1
= n
∞∑
p′=0
∞∑
j=0
ρ2p
′+nj + n
∞∑
p=0
∞∑
j=0
ρ2p+nj − n
∞∑
p=0
ρ2p
=
2n
(1− ρ2)(1− ρn) −
n
1− ρ2 =
n
1− ρ2 ·
1 + ρn
1− ρn
(B.7)
where we have used
n−1∑
k=0
eil
2pik
n = nδl,nj (j = 0, 1, 2, · · · ). (B.8)
We substitute (B.7) into (B.5) and obtain
n−1∑
k=0
1
1− a cos (2pikn ) = (1 + ρ(a)2) n1− ρ(a)2 · 1 + ρ(a)
n
1− ρ(a)n . (B.9)
B.2 The calculation of
∑n−1
k=0
1
1−a cos( 2pikn )
1
1−b cos( 2pikn )
In the same way as above, by using the expansion in (B.2), we obtain
n−1∑
k=0
1
1− a cos (2pikn ) 11− b cos (2pikn )
= (1 + ρ(a)2)(1 + ρ(b)2)
n−1∑
k=0
∞∑
p=0
∞∑
p′=0
ρ(a)p+p
′
ei(p−p
′) 2pik
n
∞∑
q=0
∞∑
q′=0
ρ(b)q+q
′
ei(q−q
′) 2pik
n .
(B.10)
From (B.6), we can rewrite the summations in (B.10) as
∞∑
p=0
∞∑
p′=0
∞∑
q=0
∞∑
q′=0
=
 ∞∑
p′=0
∞∑
l=0
∣∣∣∣∣∣
p=p′+l
+
∞∑
p=0
∞∑
l=0
∣∣∣∣∣∣
p′=p+l
−
∞∑
p=0
∣∣∣∣∣∣
p′=p
 ∞∑
q′=0
∞∑
m=0
∣∣∣∣∣∣
q=q′+m
+
∞∑
q=0
∞∑
m=0
∣∣∣∣∣∣
q′=q+m
−
∞∑
q=0
∣∣∣∣∣∣
q′=q
 .
(B.11)
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We substitute (B.11) into (B.10) and obtain
1
(1 + ρ(a)2)(1 + ρ(b)2)
n−1∑
k=0
1
1− a cos (2pikn ) 11− b cos (2pikn )
=
n−1∑
k=0
2
 ∞∑
p′=0
∞∑
l=0
∞∑
q′=0
∞∑
m=0
ρ(a)2p
′+lρ(b)2q
′+mei(l+m)2pik/n
+
∞∑
p′=0
∞∑
l=0
∞∑
q=0
∞∑
m=0
ρ(a)2p
′+lρ(b)2q+mei(l−m)2pik/n
−
∞∑
p′=0
∞∑
l=0
∞∑
q=0
ρ(a)2p
′+lρ(b)2qeil2pik/n
−
∞∑
p=0
∞∑
q′=0
∞∑
m=0
ρ(a)2pρ(b)2q
′+meim2pik/n

+
∞∑
p=0
∞∑
q=0
ρ(a)2pρ(b)2q
 .
(B.12)
The last term in (B.12) can be evaluated as
n−1∑
k=0
∞∑
p=0
∞∑
q=0
ρ(a)2pρ(b)2q = n
1
1− ρ(a)2
1
1− ρ(b)2 . (B.13)
The third term in (B.12) can be evaluated as
n−1∑
k=0
∞∑
p′=0
∞∑
l=0
∞∑
q=0
ρ(a)2p
′+lρ(b)2qeil2pik/n = n
∞∑
p′=0
∞∑
j=0
∞∑
q=0
ρ(a)2p
′+njρ(b)2q
= n
1
1− ρ(a)2
1
1− ρ(a)n
1
1− ρ(b)2 .
(B.14)
The fourth term in (B.12) is obtained by interchanging a and b in the third term in (B.12).
We perform the p′ and q summations in the second term in (B.12) and obtain
n−1∑
k=0
∞∑
p′=0
∞∑
l=0
∞∑
q=0
∞∑
m=0
ρ(a)2p
′+lρ(b)2q+mei(l−m)2pik/n
=
1
1− ρ(a)2
1
1− ρ(b)2
n−1∑
k=0
∞∑
l=0
∞∑
m=0
ρ(a)lρ(b)mei(l−m)2pik/n.
(B.15)
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By using (B.6), we obtain
n−1∑
k=0
∞∑
l=0
∞∑
m=0
ρ(a)lρ(b)mei(l−m)2pik/n
=
n−1∑
k=0
[ ∞∑
l=0
∞∑
α=0
ρ(a)lρ(b)l+αe−iα2pik/n +
∞∑
m=0
∞∑
α=0
ρ(a)m+αρ(b)meiα2pik/n −
∞∑
l=0
ρ(a)lρ(b)l
]
= n
∞∑
l=0
∞∑
j=0
ρ(a)lρ(b)l+nj + n
∞∑
m=0
∞∑
j=0
ρ(a)m+njρ(b)m − n 1
1− ρ(a)ρ(b)
=
n
1− ρ(a)ρ(b)
[
1
1− ρ(b)n +
1
1− ρ(a)n − 1
]
.
(B.16)
Thus, we substitute (B.16) into (B.15) and obtain the second term in (B.12)
n−1∑
k=0
∞∑
p′=0
∞∑
l=0
∞∑
q=0
∞∑
m=0
ρ(a)2p
′+lρ(b)2q+mei(l−m)2pik/n
=
1
1− ρ(a)2
1
1− ρ(b)2
n
1− ρ(a)ρ(b)
[
1
1− ρ(a)n +
1
1− ρ(b)n − 1
]
.
(B.17)
We perform the p′ and q′ summations in the first term in (B.12) and obtain
n−1∑
k=0
∞∑
p′=0
∞∑
l=0
∞∑
q′=0
∞∑
m=0
ρ(a)2p
′+lρ(b)2q
′+mei(l+m)2pik/n
=
1
1− ρ(a)2
1
1− ρ(b)2
n−1∑
k=0
∞∑
l=0
∞∑
m=0
ρ(a)lρ(b)mei(l+m)2pik/n
(B.18)
By using (B.8), we obtain
n−1∑
k=0
∞∑
l=0
∞∑
m=0
ρ(a)lρ(b)mei(l+m)2pik/n = n
∞∑
j=0
nj∑
l=0
ρ(a)lρ(b)nj−l
= n
∞∑
j=0
ρ(b)nj
(
1− (ρ(a)/ρ(b))nj+1
1− (ρ(a)/ρ(b))
)
=
n
ρ(b)− ρ(a)
[
ρ(b)
1− ρ(b)n −
ρ(a)
1− ρ(a)n
]
.
(B.19)
We substitute (B.19) into (B.18) and obtain the first term in (B.12)
n−1∑
k=0
∞∑
p′=0
∞∑
l=0
∞∑
q′=0
∞∑
m=0
ρ(a)2p
′+lρ(b)2q
′+mei(l+m)2pik/n
=
1
1− ρ(a)2
1
1− ρ(b)2
n
ρ(b)− ρ(a)
[
ρ(b)
1− ρ(b)n −
ρ(a)
1− ρ(a)n
]
.
(B.20)
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Finally, we substitute (B.13), (B.14), (B.17) and (B.20) into (B.12) and obtain
1
(1 + ρ(a)2)(1 + ρ(b)2)
n−1∑
k=0
1
1− a cos (2pikn ) 11− b cos (2pikn )
= 2
[
1
1− ρ(a)2
1
1− ρ(b)2
n
ρ(b)− ρ(a)
(
ρ(b)
1− ρ(b)n −
ρ(a)
1− ρ(a)n
)
+
1
1− ρ(a)2
1
1− ρ(b)2
n
1− ρ(a)ρ(b)
(
1
1− ρ(a)n +
1
1− ρ(b)n − 1
)
−n 1
1− ρ(a)2
1
1− ρ(b)2
(
1
1− ρ(a)n +
1
1− ρ(b)n
)]
+ n
1
1− ρ(a)2
1
1− ρ(b)2
= 2n
1
1− ρ(a)2
1
1− ρ(b)2
1
ρ(a)− ρ(b)
1
1− ρ(a)ρ(b)
×
[
ρ(a)(1− ρ(b)2)
1− ρ(a)n −
ρ(b)(1− ρ(a)2)
1− ρ(b)n −
1
2
(ρ(a)− ρ(b))(1 + ρ(a)ρ(b))
]
.
(B.21)
We substitute (B.9) and (B.21) into (B.1) and obtain
F (n, a, b) = n
(1 + p2)(1 + q2)
4pq
[
2− (1− p)(1 + p
n)
(1 + p)(1− pn) −
(1− q)(1 + qn)
(1 + q)(1− qn)
+
2
(1 + p)(1 + q)(p− q)(1− pq)
{ 1− p
1− pn p(1− q)
2(1 + q)− 1− q
1− qn q(1− p)
2(1 + p)
− (p− q)(1 + pq − (p+ q)pq)
}] (B.22)
where 0 ≤ a < 1, 0 ≤ b < 1 and
p ≡ ρ(a) = 1
a
(1−
√
1− a2), q ≡ ρ(b) = 1
b
(1−
√
1− b2). (B.23)
Thus (B.22) is equal to (4.6).
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