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Abstract
Recently, Hairer et al. [HHJ14] showed that there exist stochastic differential
equations (SDEs) with infinitely often differentiable and globally bounded coeffi-
cient functions whose solutions fail to be locally Lipschitz continuous in the strong
Lp-sense with respect to the initial value for every p ∈ (0,∞]. In this article we pro-
vide sufficient conditions on the coefficient functions of the SDE and on p ∈ (0,∞]
which ensure local Lipschitz continuity in the strong Lp-sense with respect to the
initial value and we establish explicit estimates for the local Lipschitz continuity
constants. In particular, we prove local Lipschitz continuity in the initial value for
several nonlinear stochastic ordinary and stochastic partial differential equations
in the literature such as the stochastic van der Pol oscillator, Brownian dynam-
ics, the Cox-Ingersoll-Ross processes and the Cahn-Hilliard-Cook equation. As an
application of our estimates, we obtain strong completeness for several nonlinear
SDEs.
2010 Mathematics Subject Classification. Primary: 60H10; Secondary: 60H15.
Key words and phrases. Non-linear stochastic ordinary differential equations, non-linear sto-
chastic partial differential equations, regularity with respect to initial value, strong completeness,
stochastic Van der Pol equation, stochastic Duffing-Van der Pol equation, stochastic Burgers
equations, Cahn-Hilliard-Cook equation, non-linear stochastic wave equation.
Support by the ETH Fellowship “Convergence rates for approximations of stochastic (partial)
differential equations with non-globally Lipschitz continuous coefficients” is gratefully acknowl-
edged.
Support by the the research project “Numerical approximation of stochastic differential equa-
tions with non-globally Lipschitz continuous coefficients” funded by the German Research Foun-
dation is gratefully acknowledged.
iv
CHAPTER 1
Introduction
Let d,m ∈ N, let O ⊆ Rd be an open set, let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochas-
tic basis, let W : [0,∞)×Ω→ Rm be a standard (Ft)t∈[0,∞)-Brownian motion, let
µ : O→ Rd and σ : O → Rd×m be continuous functions and letXx : [0,∞)×Ω→ O,
x ∈ O, be adapted stochastic processes with continuous sample paths which solve
the stochastic differential equation (SDE)
(1.1) Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs
P-a.s. for all t ∈ [0,∞) and all x ∈ O.
An essential question in stochastic analysis is regularity of solution processes of
the SDE (1.1) in the initial value. In this article, our main objective are sufficient
conditions on µ, σ and t, p ∈ (0,∞) which ensure that the function O ∋ x 7→ Xxt ∈
Lp(Ω;Rd) is locally Lipschitz continuous. In particular, for every t, p ∈ (0,∞), our
goal is to obtain a continuous function ϕt,p : O
2 → [0,∞) such that for all x, y ∈ O
it holds that
(1.2) ‖Xxt −Xyt ‖Lp(Ω;Rd) ≤ ϕt,p(x, y) ‖x− y‖ .
In addition, we want the values of the functions ϕt,p, t, p ∈ (0,∞), to be as small
and as explicit as possible. A well-known sufficient condition for (1.2) with p = 2
is the global monotonicity assumption that there exists a c ∈ R such that for all
x, y ∈ O it holds that
(1.3) 〈x− y, µ(x)− µ(y)〉+ 12 ‖σ(x) − σ(y)‖2HS(Rm,Rd) ≤ c ‖x− y‖2 .
If the monotonicity assumption is satisfied, inequality (1.2) holds with p = 2 and
ϕt,2(x, y) = e
ct for all t ∈ (0,∞) and all x, y ∈ O (see, e.g., Assumption (H2) and
Proposition 4.2.10 in Pre´voˆt & Ro¨ckner [PR07]). Thus the global monotonicity
property (1.3) implies for all t ∈ [0,∞) global Lipschitz continuity of the func-
tion O ∋ x 7→ Xxt ∈ L2(Ω;Rd). Unfortunately, the coefficient functions of a large
number of nonlinear SDEs arising from applications do not satisfy the global mono-
tonicity assumption (1.3) (see Sections 4 and 5 for a selection of examples, note that
by ‘SDE’ we mean both stochastic ordinary and stochastic partial differential equa-
tions). It remained an open problem to find conditions on µ, σ and p ∈ [2,∞) which
are satisfied by most of the nonlinear SDEs from applications and which ensure for
all t ∈ [0,∞) local Lipschitz continuity of the function O ∋ x 7→ Xxt ∈ Lp(Ω;Rd).
In this article, we partially solve this problem.
In the deterministic case σ ≡ 0, the solution of (1.1) is always locally Lipschitz
continuous in the initial value if µ is locally Lipschitz continuous. The stochastic
case is more subtle than the deterministic case. To emphasize the challenge of the
stochastic case, we consider the following example SDE. In the special case d = 2,
1
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m = 1, O = Rd and µ(x1, x2) = (x1x2,−(x1)2) for all (x1, x2) ∈ R2 the SDE (1.1)
reads as
(1.4) dXxt =
(
Xx,1t X
x,2
t
−(Xx,1t )2
)
dt+ σ(Xxt ) dWt
for (t, x) ∈ [0,∞)×R2. Hairer et al. [HHJ14] prove that if σ(x) = x for all x ∈ R2
in (1.4), then for any t, p ∈ (0,∞) the mapping R2 ∋ x 7→ Xxt ∈ Lp(Ω;R2) is well-
defined but not locally Lipschitz continuous. In addition, Theorem 1.2 in Hairer
et al. [HHJ14] implies that this loss of regularity phenomenon can happen even in
the case of globally bounded and smooth coefficients. In contrast, Corollary 2.32
below implies for the SDE (1.4) that if σ in (1.4) is globally bounded and globally
Lipschitz continuous, then for all t, p ∈ (0,∞) the mapping R2 ∋ x 7→ Xxt ∈
Lp(Ω;R2) is locally Lipschitz continuous. More generally, Corollary 2.32 ensures
for the SDE (1.1) that if µ is differentiable with limx→∞ ‖µ′(x)‖/‖x‖2 = 0 and
lim supx→∞〈x, µ(x)〉/‖x‖2 <∞ and if σ is globally bounded and globally Lipschitz
continuous, then for all t, p ∈ (0,∞) the mapping Rd ∋ x 7→ Xxt ∈ Lp(Ω;Rd) is
locally Lipschitz continuous.
It turns out that for some SDEs such as Cox-Ingersoll-Ross processes (Subsec-
tion 4.10) or the Cahn-Hilliard-Cook equation (Subsection 5.3), it is appropriate to
measure distance with a general function V ∈ C2(O2, [0,∞)) rather than with the
squared Euclidean distance O2 ∋ (x, y) 7→ ‖x − y‖2 ∈ [0,∞). Then Itoˆ’s formula
implies that dV (Xxt , X
y
t ) = (Gµ,σV )(Xxt , Xyt ) dt + (GσV )(Xxt , Xyt ) dWt for all t ∈
[0,∞), x, y ∈ O where the linear operators Gµ,σ : C2(O2,R)→ C(O2,R) (see (1.1)
in Maslowski [Mas86] and Ichikawa [Ich84]) and Gσ : C
2(O2,R)→ C(O2,R1×m)
are defined by
(Gµ,σφ)(x, y) :=
(
∂
∂xφ
)
(x, y)µ(x) +
(
∂
∂yφ
)
(x, y)µ(y)
+ 12
m∑
i=1
(
∂2
∂x2φ
)
(x, y)
(
σi(x), σi(x)
)
+
m∑
i=1
(
∂
∂y
∂
∂xφ
)
(x, y)
(
σi(x), σi(y)
)
+ 12
m∑
i=1
(
∂2
∂y2φ
)
(x, y)
(
σi(y), σi(y)
)
(Gσφ)(x, y) :=
(
∂
∂xφ
)
(x, y)σ(x) +
(
∂
∂yφ
)
(x, y)σ(y)
for all x, y ∈ O and all φ ∈ C2(O2,R). In terms of these operators, we formulate
the first main result of this article.
Theorem 1.1. Assume the above setting and let t ∈ (0,∞), α0, α1, β0, β1, c ∈
[0,∞), V ∈ C2(O2, [0,∞)), U0, U1 ∈ C2(O, [0,∞)), U ∈ C(O, [0,∞)), r, p, q0, q1 ∈
(0,∞] with 1r+ 1q0 + 1q1 = 1p and (V −1)(0) ⊆ (Gµ,σV )−1(0)∩(GσV )−1(0). Moreover,
assume
(Gµ,σV )(x,y)
V (x,y) +
(r−1)‖(GσV )(x,y)‖2
2 (V (x,y))2 ≤ c+ U0(x)+U0(y)2q0teα0t +
U(x)+U(y)
2q1eα1t
,(1.5)
U ′0(x)µ(x) +
tr(σ(x)σ(x)∗(HessU0)(x))
2 +
1
2‖σ(x)∗(∇U0)(x)‖2 ≤ α0U0(x) + β0,(1.6)
U ′1(x)µ(x) +
tr(σ(x)σ(x)∗(HessU1)(x))
2 +
1
2‖σ(x)∗(∇U1)(x)‖2 + U(x)
≤ α1U1(x) + β1
(1.7)
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for all x, y ∈ O with V (x, y) 6= 0 and supx,y∈K,V (x,y) 6=0 ‖(GσV )(x,y)‖V (x,y) < ∞ for all
compact sets K ⊆ O. Then
‖V (Xxt , Xyt )‖Lp(Ω;Rd) ≤ V (x, y) exp
(
ct+
∑1
i=0
2βit+Ui(x)+Ui(y)
2qi
)
(1.8)
for all x, y ∈ O.
Theorem 1.1 follows immediately from the more general version in Theorem 2.24
in Subsection 2.4.2 below. In addition, the second main result of this article, The-
orem 2.30 in Subsection 2.4.3 below, establishes a sufficient condition on µ, σ and
t, p ∈ (0,∞) which ensures that the function O ∋ x 7→ Xx|[0,t] ∈ Lp(Ω;C([0, t],Rd))
is locally Lipschitz continuous, that is, loosely speaking, an estimate such as (1.2)
with supremum over time inside the Lp-norm. Theorem 1.1 implies local Lipschitz
continuity in the initial value for all examples in Sections 4 and 5. In many of these
examples the function V in Theorem 1.1 is the squared Euclidean distance, that is,
V (x, y) = ‖x− y‖2 for all x, y ∈ O. In that case, in the notation of Theorem 1.1,
condition (1.5) reads as
2〈x−y,µ(x)−µ(y)〉+‖σ(x)−σ(y)‖2
HS(Rm,Rd)
‖x−y‖2 +
2(r−1)‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
≤ c+ U0(x)+U0(y)2q0teα0t +
U(x)+U(y)
2q1eα1t
(1.9)
for all (x, y) ∈ O2 with x 6= y (see Example 2.15 and Corollary 2.26). For
Cox-Ingersoll-Ross processes in Subsection 4.10 and for Wright-Fisher diffusions
in Subsection 4.11, we choose V such that GσV ≡ 0. This considerably sim-
plifies condition (1.5) with the cost that in a second step we need to derive a
local Lipschitz estimate from inequality (1.8). Also the function O2 ∋ (x, y) 7→
‖x− y‖2 (1 + ‖x‖q + ‖y‖q) ∈ [0,∞) for some q ∈ [2,∞) can be a good choice. We
note that in a number of our examples, we could not verify the conditions (1.6)
and (1.9) with U ≡ 0. The key to many of our examples is either inequality (1.9)
together with condition (1.7) with U 6≡ 0 (see Subsections 4.2, 4.3, 4.6, 5.2, 5.3)
or to find a suitable function V which is not the squared Euclidean distance (see
Subsections 4.10, 4.11 and 5.4).
The method of proof of Theorem 1.1 is to show under suitable assumptions
(see Proposition 2.12 for details) that
V (Xxt , X
y
t ) = V (x, y) exp
(
t
∫
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
ds
)
· exp
(
t
∫
0
(GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs −
t
∫
0
‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)(1.10)
P-a.s. for all t ∈ (0,∞) and all x, y ∈ O where 00 := 0 and then to estimate the
Lp-norm of the right-hand side for each p ∈ (0,∞). Now due to condition (1.5),
it suffices to estimate exponential moments. Exponential moments, in turn, are
guaranteed by conditions (1.6) and (1.7). More precisely, Corollary 2.4 together
with conditions (1.6) and (1.7) implies that∥∥∥∥exp
(
t
∫
0
U0(X
x
s )
2q0teα0s
ds
)∥∥∥∥
L2q0 (Ω;R)
≤ 1t
∫ t
0
∥∥∥exp(U0(Xxs )2q0eα0s
)∥∥∥
L2q0(Ω;R)
ds
≤ exp
(
β0t+U0(x)
2q0
)(1.11)
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and
∥∥∥∥exp
(
U1(X
x
t )
2q1eα1t
+
t
∫
0
U(Xxs )
2q1eα1s
ds
)∥∥∥∥
L2q1(Ω;R)
≤ exp
(
β1t+U1(x)
2q1
)
(1.12)
for all x ∈ O and all t ∈ (0,∞). Note that the final factor on the right-hand
side of (1.10) is a local exponential martingale so that in the case that V : O2 →
R
2 is the squared Euclidean distance, the global monotonicity assumption (1.3)
immediately implies for all t ∈ [0,∞) and all x, y ∈ O that ‖Xxt − Xyt ‖L2(Ω;R) ≤
‖x− y‖ ect.
There are a number of related results in the literature. The idea of a general
function for measuring distance was used in Theorem 1.2 in Maslowski [Mas86] (cf.
also Ichikawa [Ich84] and, e.g., also Leha & Ritter [LR94, LR03]) for studying
long-time stability properties of SDEs under the assumption (Gµ,σV )(x, y) ≤ 0 for
all x, y ∈ O. The relation (1.10) with V being the squared Euclidean distance
appeared in (14) in Zhang [Zha10] and on page 311 in Taniguchi [Tan89] and
in (14) in Li [Li94] in terms of the derivative in probability (see Definition 4.9
in Krylov [Kry99]) of the mapping O ∋ x 7→ Xx ∈ L0(Ω;Rd). Building on
Taniguchi’s equation for the squared norm of the derivative process, Theorem 5.1
and Theorem 3.1 in Li [Li94] proves a conditional result which implies that if O
is a complete connected Riemannian manifold, if there exists an x ∈ O such that
P
[∀ t ∈ [0,∞) : Xxt ∈ O ] = 1, if µ and σ are twice continuously differentiable and
if there exists a measurable function f : O → [0,∞) and a p ∈ (0,∞) such that for
all x ∈ O, v ∈ Rd \ {0} it holds that
2〈(∇µ)(x)v, v〉 +
m∑
i=1
‖σ′i(x)(v)‖2 + (p− 2)
m∑
i=1
‖v‖−2 |〈σ′i(x)(v), v〉|2 ≤ 6pf(x)‖v‖2
and
m∑
i=1
‖σ′i(x)‖2L(Rd,Rd) ≤ f(x)
and such that for all t ∈ (0,∞) and all compact sets K ⊂ O it holds that
sup
x∈K
E
[
exp
(
6p2
∫ t
0
f(Xxs )1∩r∈[0,s]{Xxr ∈O} ds
)]
<∞,
then for all t ∈ (0,∞) the mapping O ∋ x 7→ Xx ∈ Lp(Ω;C([0, t], O)) is locally
Lipschitz continuous (cf. also Corollary 2.29 below). In addition, Lemma 6.1 in
Li [Li94] derives inequality (1.11) from inequality (1.6) in the case α0 = 0 and
O = Rd. Moreover, Theorem 6.2 in Li [Li94] proves inequality (1.6) with α0 = 0
and with U0(x) = ln(1 + ‖x‖2) for all x ∈ Rd under a global log-Lipschitz type
condition (see Li [Li94] for details). In addition, Corollary 6.3 in Li [Li94] and
Theorem 1.7 in Fang, Imkeller and Zhang [FIZ07] prove locally Lipschitz continuity
results under appropriate at most quadratic growth assumptions on µ, µ′, σ and σ′
(see Corollary 2.32 below for details). Furthermore, Lemma 2.3 in Zhang [Zha10]
implies that if O = Rd, if c ∈ (0,∞) is a real number and if U0 ∈ C2(Rd, [1,∞)) is
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a function such that for all x, y ∈ Rd it holds that
U ′0(x)µ(x) +
tr(σ(x)(σ(x))∗(HessU0)(x))
2 ≤ c U0(x),
‖σ(x)∗(∇U0)(x)‖2 ≤ c U0(x),
〈x− y, µ(x)− µ(y)〉 ≤ c (U0(x) + U0(y)) ‖x− y‖2
and ‖σ(x) − σ(y)‖2HS(Rm,Rd) ≤ c (U0(x) + U0(y)) ‖x− y‖2,
then for all p ∈ [2,∞) there exists a t ∈ (0,∞) such that the mapping Rd ∋
x 7→ Xx|[0,t] ∈ Lp(Ω;C([0, t];Rd)) is locally Lipschitz continuous. In particu-
lar, Lemma 2.3 in Zhang [Zha10] yields local Lipschitz continuity in the initial
value for sufficiently small positive time points for the stochastic van der Pol os-
cillator in the case of globally bounded noise (Subsection 4.2), for the stochastic
Duffing oscillator with a globally Lipschitz continuous diffusion coefficient, (see
Subsection 4.3), for the stochastic Lorenz equation with additive noise (see Sub-
section 4.4), for the Langevin dynamics under certain assumptions (see Subsec-
tion 4.5), for a model from experimental psychology (see Subsection 4.8) and for
the stochastic Brusselator under certain assumptions (see Subsection 4.9). More-
over, local Lipschitz continuity in the initial value in the Lp-norm for any p ∈ (0,∞)
and any time point for the vorticity formulation of the two-dimensional stochastic
Navier-Stokes equations follows from Lemma 4.10 in Hairer & Mattingly [HM06].
Lemma 4.10 in Hairer & Mattingly [HM06] also includes an inequality similar
to (1.12) in the case where U1 is the squared Hilbert space norm for the vortic-
ity formulation of the two-dimensional stochastic Navier-Stokes equations. Fur-
ther instructive results on exponential moments can be found, for example, in
[BRH13, ESS10, FIZ07, HS13]. Theorem 1.1 in this article implies local Lip-
schitz continuity in the initial value for all t, p ∈ (0,∞) for the stochastic van der
Pol oscillator with unbounded noise (Subsection 4.2), for the stochastic Duffing-
van der Pol oscillator with unbounded noise (Subsection 4.3), for the over-damped
Langevin dynamics under certain assumptions (Subsection 4.6), for the stochastic
SIR model (Subsection 4.7), for Cox-Ingersoll-Ross processes, for the Ait-Sahalia
interest rate model, for Heston’s 3/2-volatility, for constant elasticity of variance
processes (Subsection 4.10), for Wright-Fisher diffusions (Subsection 4.11), for the
stochastic Burgers equation with a globally bounded diffusion coefficient (Subsec-
tion 5.2), for the Cahn-Hilliard-Cook equation (Subsection 5.3) and for Galerkin
approximations of a non-linear wave equation (Subsection 5.4. Note that in the case
of stochastic partial differential equations (SPDEs), we first apply Theorem 1.1 to
spatial discretizations of the considered SPDE and then let the dimension of the
discretization approach infinity.
We sketch three applications of Theorem 1.1. First, Theorem 1.1 and its uni-
form counterpart in Theorem 2.30 can be applied to establish strong completeness of
the SDE (1.1). More precisely, we show in Lemma 3.2 in Section 3 that if there exist
a p ∈ (d,∞) and an ε ∈ (0, 1) such that O¯ ∋ x 7→ (Xxt )t∈[0,ε] ∈ Lp(Ω;C([0, ε], O¯))
is locally Lipschitz continuous, then the SDE (1.1) is strongly complete (we assume
here that X , µ and σ are extended continuously to O¯ in an appropriate way; see
Lemma 3.2 for the precise assumptions and, e.g., Subsection 4.7 for the applica-
tion of Lemma 3.2 to an SDE on a domain which is not equal to Rd) and, thus,
there exists a mapping Z : Ω→ C([0,∞)× O¯, O¯) such that Zx, x ∈ O¯, solve (1.1).
Then combining Lemma 3.2 with Theorem 2.30 yields strong completeness for all
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examples in Section 4; see Section 4 for the precise assumptions. We emphasize
that strong completeness may fail to hold even in the case of smooth and globally
bounded coefficient functions; see Li & Scheutzow [LS11].
Secondly, a local Lipschitz estimate such as (1.2) is an important tool for prov-
ing strong and weak convergence rates of numerical approximations to the solu-
tion processes of the SDE (1.1). In the literature strong and weak convergence
rates for temporally discrete or spatially discrete numerical approximation pro-
cesses for multi-dimensional SDEs are generally (except for in the case of Do¨rsek’s
insightful work [Do¨r12]; see Corollary 3.2 in [Do¨r12]) only known under the
global monotonicity condition (1.3); see, e.g., [Hu96, HMS02, Liu03, GM09,
HJK12, MS13, KN13, Sab13a, Sta13] and the references mentioned therein.
Inequality (1.2) and Theorem 1.1 now allow us to establish strong and weak con-
vergence rates for numerical approximation processes of SDEs which fail to satisfy
the global monotonicity condition (1.3). Heuristically, the argument is as follows.
Let T ∈ (0,∞) and let Xˆs,x : [s, T ] × Ω → O, s ∈ [0, T ], x ∈ O, be solution pro-
cesses of dXˆs,xt = µ(Xˆ
s,x
t ) dt+ σ(Xˆ
s,x
t ) dWt and Xˆ
s,x
s = x for t ∈ [s, T ], s ∈ [0, T ],
x ∈ O, and for every h ∈ (0, T ] let Y x,h : [0, T ] × Ω → Rd, x ∈ O, be a family
of one-step numerical approximation stochastic processes for the SDE (1.1) with
step size h ∈ (0, T ] (cf., e.g., Section 2.1.4 in [HJ14a]). Heuristically speaking, the
exact solution is the best approximation process so that for estimating the quantity
‖XxT − Y x,hT ‖L2(Ω;Rd) for x ∈ O and small h ∈ (0, T ] we need to estimate at least
the quantity ∥∥XxT − Xˆh,Y x,hhT ∥∥L2(Ω;Rd) = ∥∥Xˆh,XxhT − Xˆh,Y x,hhT ∥∥L2(Ω;Rd)
for x ∈ O and small h ∈ (0, T ]. This can be done with a local Lipschitz estimate
such as (1.2) together with estimates on the one-step approximation errors ‖Xxh −
Y h,xh ‖Lp(Ω;Rd), x ∈ O, h ∈ (0, T ], p ∈ (2,∞), and together with suitable a priori
estimates on the approximation processes (see, e.g., Section 2 in [HJ14a]). The
detailed analysis of strong and weak convergence rates for numerical approximation
processes based on (1.2) and Theorem 1.1 will be the subject of future work, see
e.g. [HJ14b].
A third application of Theorem 1.1 is to obtain moment bounds on the deriv-
ative process. If the coefficient functions µ and σ are continuously differentiable,
then Theorem 4.10 in Krylov [Kry99] shows that there exist stochastic processes
Dx : [0,∞)× Ω→ Rd×d, x ∈ O, such that for all y ∈ O, t ∈ [0,∞) it holds that
sup
s∈[0,t]
‖Xxs −Xys −Dys (x − y)‖/‖x− y‖+ sup
s∈[0,t]
‖Dxs −Dys‖L(Rd) → 0
in probability as y 6= x → y. Thus, if µ and σ are continuously differentiable and
if inequality (1.2) holds, then dividing by ‖x − y‖ ∈ (0,∞) in (1.2) and applying
Fatou’s lemma (cf., e.g., Lemma 3.10 in [HJ14a]) immediately implies that
(1.13) ‖Dyt ‖Lp(Ω;Rd×d) ≤ d sup
v∈Rd,‖v‖≤1
‖Dyt v‖Lp(Ω;Rd) ≤ dϕt,p(y, y)
for all y ∈ O and with t, p ∈ (0,∞) as in inequality (1.2).
1.1. Notation
Throughout this article we use the following notation. For d,m ∈ N :=
{1, 2, . . .}, v = (v1, . . . , vd) ∈ Rd and A ∈ Rd×m we denote the Euclidean norm
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of v by ‖v‖ := [|v1|2 + . . .+ |vd|2] 12 and the Euclidean operator norm of A by
‖A‖ := ‖A‖L(Rm,Rd) = supv∈Rm\{0}
[‖Av‖/‖v‖], and we denote by A∗ the trans-
posed matrix of A. For two sets A and B we denote by M(A,B) the set of all
mappings from A to B. For two measurable spaces (A,A) and (B,B) we denote by
L0(A;B) the set of allA/B-measurable mappings from A to B. For two normed vec-
tor spaces (V1, ‖·‖V1) and (V2, ‖·‖V2) satisfying V1 6= {0} and a function f : V1 → V2
from V1 to V2, we define ‖f‖Lip(V1,V2) := supv,w∈V1,v 6=w
‖f(v)−f(w)‖V2
‖v−w‖V1 . If (Ω,F ,P)
is a probability space, if I ⊆ R is a closed and non-empty interval and if (Ft)t∈I is
a normal filtration on (Ω,F ,P), then we call the quadruple (Ω,F , P, (Ft)t∈I) a sto-
chastic basis (see, e.g., Appendix E in Pre´voˆt & Ro¨ckner [PR07]). For d, m ∈ N,
an open set O ⊆ Rd and two functions µ : O → Rd and σ : O → Rd×m, we de-
fine linear operators Gµ,σ : C2(O,R) →M(O,R), Gσ : C1(O,R) →M(O,R1×m),
Gµ,σ : C2(O2,R)→M(O2,R) and Gσ : C1(O2,R)→M(O2,R1×m) by
(Gµ,σφ)(x) := φ′(x)µ(x) + 12 tr
(
σ(x)σ(x)∗(Hessφ)(x)
)
,(1.14)
(Gσψ)(x) := ψ
′(x)σ(x),(1.15)
(Gµ,σΦ)(x, y) :=
(
∂
∂xΦ
)
(x, y)µ(x) +
(
∂
∂yΦ
)
(x, y)µ(y)(1.16)
+ 12
m∑
i=1
(
∂2
∂x2Φ
)
(x, y)
(
σi(x), σi(x)
)
+
m∑
i=1
(
∂
∂y
∂
∂xΦ
)
(x, y)
(
σi(x), σi(y)
)
+ 12
m∑
i=1
(
∂2
∂y2Φ
)
(x, y)
(
σi(y), σi(y)
)
,
(GσΨ)(x, y) :=
(
∂
∂xΨ
)
(x, y)σ(x) +
(
∂
∂yΨ
)
(x, y)σ(y)(1.17)
for all x ∈ O, φ ∈ C2(O,R), ψ ∈ C1(O,R), Φ ∈ C2(O2,R), Ψ ∈ C1(O2,R).
We call the linear operator Gµ,σ defined in (1.14) the generator, we call the linear
operator Gσ defined in (1.15) the noise operator, we call the linear operator Gµ,σ
defined in (1.16) the extended generator and we call the linear operator Gσ defined
in (1.17) the extended noise operator. The extended generator has been exploited
in Ichikawa [Ich84] and Maslowski [Mas86] (see, e.g., also Leha & Ritter [LR94,
LR03]). Whereas these references rely on the extended generator, in our analysis
below both the extended generator and the extended diffusion operator play an
essential role.
Throughout this article we also often calculate and formulate expressions in the
extended real numbers [−∞,∞] = R ∪ {−∞,∞}. In particular, we frequently use
the conventions 00 = 0 · ∞ = 0, 00 = 1, a0 = ∞, −a0 = −∞, 0−a = 10a = ∞, b∞ =
0a = 0 for all a ∈ (0,∞) and all b ∈ R and sup(∅) = −∞. Moreover, if d, m ∈ N,
T ∈ (0,∞), if (Ω,F ,P, (Ft)t∈[0,T ]) is a stochastic basis, if W : [0, T ]× Ω → Rm is
a standard (Ft)t∈[0,T ]-Brownian motion and if X : [0, T ]× Ω → [−∞,∞]d×m is an
adapted and product measurable stochastic process with
∫ T
0
‖Xs‖2 ds < ∞ P-a.s.,
then we define
∫ T
0
Xs dWs ∈ L2(Ω;Rd) by
∫ T
0
Xs dWs :=
∫ T
0
1{Xs∈Rd×m}Xs dWs
P-a.s. Furthermore, we define x ∧ y := min(x, y) and x ∨ y := max(x, y) for all
x, y ∈ R. Finally, for two sets A,B and a function f : A → B we denote by
im(f) = {f(x) ∈ B : x ∈ A} the image of f .

CHAPTER 2
Strong stability analysis for solutions of SDEs
The main results of this section are Theorem 2.24 and Theorem 2.30 below
which establish marginal and uniform strong stability estimates respectively.
2.1. Setting
Throughout this section we will frequently use the following setting. Let d,m ∈
N, T ∈ (0,∞), let O ⊆ Rd be an open set, let µ ∈ L0(O;Rd), σ ∈ L0(O;Rd×m),
let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis and let W : [0, T ] × Ω → Rm be a
standard (Ft)t∈[0,T ]-Brownian motion.
2.2. Exponential integrability bounds for solutions of SDEs
The main result of this subsection, Proposition 2.3 below, establishes certain
exponential integrability properties for solutions of SDEs. Further instructive re-
sults on exponential moments can, for example, be found in [HM06, BRH13,
ESS10, FIZ07, HS13]. For the proof of Proposition 2.3, we first present two
well-known auxiliary lemmas.
Lemma 2.1 (Positivity). Let T ∈ [0,∞), let (Ω,F ,P) be a probability space
and let Z : [0, T ] × Ω → R be a product measurable stochastic process satisfying∫ T
0 max(Zt, 0) dt < ∞ P-a.s. and Zt ≥ 0 P-a.s. for Lebesgue-almost all t ∈ [0, T ].
Then
∫ T
0 Zt dt ≥ 0 P-a.s.
Proof of Lemma 2.1. Note that
0 ≤ E
[
∫T0 max(Zt, 0) dt− ∫T0 Zt dt
]
= ∫T0 E[max(Zt, 0)− Zt] dt = 0
and hence that 0 ≤ ∫ T
0
max(Zt, 0) dt =
∫ T
0
Zt dt P-a.s. This finishes the proof of
Lemma 2.1. 
For convenience of the reader, we recall the following well-known Lyapunov
estimate (cf., e.g., the proof of Lemma 2.2 in Gyo¨ngy & Krylov [GK96a]).
Lemma 2.2 (A Lyapunov estimate). Assume the setting in Section 2.1, let V ∈
C1,2([0, T ]×O, [0,∞)), α ∈ L0([0, T ]; [0,∞)) with ∫ T0 α(t) dt <∞, let τ : Ω→ [0, T ]
be a stopping time and let X : [0, T ]×Ω→ O be an adapted stochastic process with
continuous sample paths satisfying
∫ τ
0
‖µ(Xs)‖+ ‖σ(Xs)‖2 ds <∞ P-a.s.,(
∂
∂tV
)
(t ∧ τ,Xt∧τ ) +
(
∂
∂xV
)
(t ∧ τ,Xt∧τ )µ(Xt∧τ )
+ 12 tr
(
σ(Xt∧τ )σ(Xt∧τ )∗(HessxV )(t ∧ τ,Xt∧τ )
) ≤ α(t ∧ τ)V (t ∧ τ,Xt∧τ )(2.1)
P-a.s. and Xt∧τ = X0 +
∫ t∧τ
0
µ(Xs) ds +
∫ t∧τ
0
σ(Xs) dWs P-a.s. for all t ∈ [0, T ].
Then E
[
V (τ,Xτ )
] ≤ exp( ∫ T
0
α(s) ds
)
E
[
V (0, X0)
] ∈ [0,∞].
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Proof of Lemma 2.2. First, we assume w.l.o.g. that E[V (0, X0)] <∞. Next
define stopping times ρn : Ω→ [0, T ], n ∈ N, by
ρn :=
inf
(
{τ} ∪
{
t ∈ [0, T ] : sups∈[0,t] V (s,Xs) + ∫ t0 ‖σ(Xu)∗(∇xV )(u,Xu)‖2 du ≥ n
})
for all n ∈ N. Then note that Itoˆ’s formula proves that
V (t ∧ ρn, Xt∧ρn) = V (0, X0) +
∫ t∧ρn
0
(
∂
∂xV
)
(s,Xs)σ(Xs) dWs(2.2)
+
∫ t∧ρn
0
(
∂
∂sV
)
(s,Xs) +
(
∂
∂xV
)
(s,Xs)µ(Xs) ds
+
∫ t∧ρn
0
1
2 tr
(
σ(Xs)σ(Xs)
∗(HessxV )(s,Xs)
)
ds
P-a.s. for all (t, n) ∈ [0, T ]×N and assumption (2.1) and Lemma 2.1 hence imply
that
V (t ∧ ρn, Xt∧ρn)
≤ V (0, X0) +
∫ t∧ρn
0
(
∂
∂xV
)
(s,Xs)σ(Xs) dWs +
∫ t∧ρn
0
α(s)V (s,Xs) ds
(2.3)
P-a.s. for all (t, n) ∈ [0, T ]×N. Taking expectations then shows that
E
[
V (t ∧ ρn, Xt∧ρn)
] ≤ E[V (0, X0)] +
∫ t
0
α(s)E
[
1{s≤ρn}V (s,Xs)
]
ds
≤ E[V (0, X0)] +
∫ t
0
α(s)E
[
V (s ∧ ρn, Xs∧ρn)
]
ds
(2.4)
for all (t, n) ∈ [0, T ]×N. The estimate E[V (t∧ρn, Xt∧ρn)] ≤ n+E[V (0, X0)] <∞
for all (t, n) ∈ [0, T ]×N and Gronwall’s lemma therefore yield E[V (t∧ρn, Xt∧ρn)] ≤
e
∫
t
0
α(s) ds
E
[
V (0, X0)
]
for all (t, n) ∈ [0, T ]×N. This and Fatou’s lemma complete
the proof of Lemma 2.2. 
The next proposition proves exponential integrability properties for solution
processes of SDEs.
Proposition 2.3 (Exponential integrability properties). Assume the setting
in Section 2.1, let U ∈ C1,2([0, T ]×O,R), U ∈ L0([0, T ]×O;R), let τ : Ω→ [0, T ]
be a stopping time and let X : [0, T ]×Ω→ O be an adapted stochastic process with
continuous sample paths satisfying
∫ τ
0
‖µ(Xs)‖ + ‖σ(Xs)‖2 + |U(s,Xs)| ds < ∞
P-a.s., Xt∧τ = X0 +
∫ t∧τ
0 µ(Xs) ds+
∫ t∧τ
0 σ(Xs) dWs P-a.s. for all t ∈ [0, T ] and
( ∂∂tU)(t, x) + (
∂
∂xU)(t, x)µ(x) +
tr(σ(x) σ(x)∗(Hessx U)(t,x))+‖σ(x)∗(∇xU)(t,x)‖2
2
≤ −U(t, x)
(2.5)
for all (t, x) ∈ ∪ω∈Ω{(s,Xs(ω)) ∈ [0, T ]×O : s ∈ [0, τ(ω)]}. Then
E
[
exp
(
r
[
U(τ,Xτ ) +
∫ τ
0
U(s,Xs) +
(1−r)
2 ‖σ(Xs)∗(∇xU)(s,Xs)‖2 ds
])]
≤ E
[
er U(0,X0)
]
∈ [0,∞]
(2.6)
for all r ∈ [0,∞).
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Proof of Proposition 2.3. First of all, let r ∈ [0,∞) and define V¯ : [0, T ]×
O × R → R by V¯ (t, x, y) = exp(r [U(t, x) + y]) for all (t, x, y) ∈ [0, T ] × O × R.
Then note that assumption (2.5) implies that
( ∂∂t V¯ )(t, x, y) + (
∂
∂x V¯ )(t, x, y)µ(x) +
1
2 tr(σ(x)σ(x)
∗(Hessx V¯ )(t, x, y))
+ ( ∂∂y V¯ )(t, x, y)
[
U(t, x) + (1−r)2 ‖σ(x)∗(∇xU)(t, x)‖2
]
= rV¯ (t, x, y)
[
( ∂∂tU)(t, x) + (
∂
∂xU)(t, x)µ(x) + U(t, x) +
(1−r)
2 ‖σ(x)∗(∇xU)(t, x)‖2
+ 12 tr(σ(x)σ(x)
∗(Hessx U)(t, x)) + r2‖σ(x)∗(∇xU)(t, x)‖2
]
= rV¯ (t, x, y)
[
( ∂∂tU)(t, x) + (
∂
∂xU)(t, x)µ(x) + U(t, x)
+ 12 tr(σ(x)σ(x)
∗(Hessx U)(t, x)) + 12‖σ(x)∗(∇xU)(t, x)‖2
]
≤ 0
(2.7)
for all (t, x, y) ∈ ∪ω∈Ω{(s,Xs(ω)) ∈ [0, T ] × O : s ∈ [0, τ(ω)]} × R. Next let
Y : [0, T ] × Ω → R be an adapted stochastic process with continuous sample
paths satisfying Yt = ∫ t∧τ0 U(s,Xs) + (1−r)2 ‖σ(Xs)∗(∇xU)(s,Xs)‖2 ds P-a.s. for all
t ∈ [0, T ]. Then we get from (2.7) that
( ∂∂t V¯ )(t ∧ τ,Xt∧τ , Yt∧τ ) + ( ∂∂x V¯ )(t ∧ τ,Xt∧τ , Yt∧τ )µ(Xt∧τ )
+ ( ∂∂y V¯ )(t ∧ τ,Xt∧τ , Yt∧τ )
[
U(t ∧ τ,Xt∧τ ) + (1−r)2 ‖σ(Xt∧τ )∗(∇xU)(t ∧ τ,Xt∧τ )‖2
]
+ 12 tr
(
σ(Xt∧τ )σ(Xt∧τ )∗ (HessxV¯ )(t ∧ τ,Xt∧τ , Yt∧τ )
) ≤ 0
(2.8)
for all t ∈ [0, T ]. An application of Lemma 2.2 hence completes the proof of
Proposition 2.3. 
The next corollary, Corollary 2.4, specializes Proposition 2.3 to the case where
U(t, x) = e−αt U(0, x) and U(t, x) = e−αt Uˆ(t, x) for all (t, x) ∈ [0, T ]×O and some
α ∈ R.
Corollary 2.4 (Exponential integrability properties (time-independent ver-
sion)). Assume the setting in Section 2.1, let α ∈ R, U ∈ C2(O,R), U ∈ L0([0, T ]×
O;R), let τ : Ω→ [0, T ] be a stopping time and let X : [0, T ]×Ω→ O be an adapted
stochastic process with continuous sample paths satisfying
∫ τ
0 ‖µ(Xs)‖+‖σ(Xs)‖2+
|U(s,Xs)| ds <∞ P-a.s., Xt∧τ = X0 +
∫ t∧τ
0
µ(Xs) ds+
∫ t∧τ
0
σ(Xs) dWs P-a.s. for
all t ∈ [0, T ] and
(2.9) (Gµ,σU)(x) + 12eαt ‖σ(x)∗ (∇U)(x)‖2 + U(t, x) ≤ αU(x)
for all (t, x) ∈ [0, T ]× ∪ω∈Ω{Xs(ω) ∈ O : s ∈ [0, τ(ω)]}. Then
E
[
exp
(
U(Xτ )
eατ +
τ
∫
0
U(s,Xs)
eαs ds
)]
≤ E
[
exp
(
U(X0)
)] ∈ [0,∞].(2.10)
A slightly different formulation of Corollary 2.4 is presented in the following
corollary.
12 2. STRONG STABILITY ANALYSIS FOR SOLUTIONS OF SDES
Corollary 2.5. Assume the setting in Section 2.1, let τ : Ω → [0, T ] be a
stopping time and let X : [0, T ] × Ω → O be an adapted stochastic process with
continuous sample paths satisfying
∫ τ
0
‖µ(Xs)‖ + ‖σ(Xs)‖2 ds < ∞ P-a.s. and
Xt∧τ = X0 +
∫ t∧τ
0
µ(Xs) ds+
∫ t∧τ
0
σ(Xs) dWs P-a.s. for all t ∈ [0, T ]. Then
E
[
exp
(
e−ατU(Xτ ) +
τ
∫
0
e−αs
[
αU(Xs)−(Gµ,σU)(Xs)− e
−αs
2 ‖σ(Xs)
∗(∇U)(Xs)‖2
]
ds
)]
≤ E
[
eU(X0)
]
∈ [0,∞]
(2.11)
for all α ∈ R and all U ∈ C2(O,R).
We illustrate Corollary 2.5 by three simple examples. First, observe that if
r ∈ R and if U in Corollary 2.5 satisfies U(x) = r ‖x‖2 for all x ∈ O, then (2.11)
shows for every α ∈ R that
E
[
exp
(
r
eατ ‖Xτ‖2 +
τ
∫
0
r
eαs
[
α‖Xs‖2−2〈Xs,µ(Xs)〉−‖σ(Xs)‖2HS(Rm,Rd)−
2r
eαs ‖σ(Xs)
∗Xs‖2
]
ds
)]
≤ E
[
er‖X0‖
2
]
.
Second, note that if ε ∈ (0,∞) and if µ and σ in Corollary 2.5 satisfy µ(x) =
−(∇U)(x) and σ(x) = √εI for all x ∈ O and some U ∈ C2(O,R), then (2.11)
implies for every α, r ∈ R that
E
[
exp
(
r
eατ U(Xτ ) +
τ
∫
0
2r
eαs
[
αU(Xs) +
[
1− εr2eαs
] ‖(∇U)(Xs)‖2 − ε(∆U)(Xs)] ds
)]
≤ E
[
erU(X0)
]
.
(2.12)
A result related to (2.12) can, e.g., be found in Lemma 2.5 in Bou-Rabee &
Hairer [BRH13]. Finally, observe that if r ∈ R and if U in Corollary 2.5 sat-
isfies U(x) = r ln
(
1 + ‖x‖2) for all x ∈ O, then (2.11) implies for every α ∈ R
that
E
[(
1 + ‖Xτ‖2
) r
eατ exp
(∫ τ
0
αr
eαs ln(1 + ‖Xs‖2) ds
)
· exp
(∫ τ
0
r
eαs
[
−2〈Xs,µ(Xs)〉−‖σ(Xs)‖2HS(Rm,Rd)
(1+‖Xs‖2) +
[
1− reαs
] 2 ‖σ(Xs)∗Xs‖2
(1+‖Xs‖2)2
]
ds
)]
≤ E
[ (
1 + ‖X0‖2
)r ]
.
(2.13)
The following corollary of (2.13) states a moment estimate for solutions of SDEs
which is interesting on its own.
Corollary 2.6. Assume the setting in Section 2.1, let p, c ∈ R, α ∈ [0,∞), let
τ : Ω→ [0, T ] be a stopping time and let X : [0, T ]×Ω→ O be an adapted stochastic
process with continuous sample paths satisfying
∫ τ
0
‖µ(Xs)‖+ ‖σ(Xs)‖2 ds <∞ P-
a.s., Xt∧τ = X0 +
∫ t∧τ
0
µ(Xs) ds+
∫ t∧τ
0
σ(Xs) dWs P-a.s. for all t ∈ [0, T ] and
(2.14)
2〈x, µ(x)〉+ ‖σ(x)‖2HS(Rm,Rd) + 2 (p−1) ‖σ(x)
∗x‖2
(1+‖x‖2) ≤
(
c+ α ln(1 + ‖x‖2)) (1 + ‖x‖2)
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for all x ∈ im(X). Then E[e−cτ (1 + ‖Xτ‖2)pe−ατ ] ≤ E[(1 + ‖X0‖2)p].
Lemma 2.7. Let m ∈ N, T ∈ [0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic
basis, let W : [0, T ] × Ω → Rm be a standard (Ft)t∈[0,T ]-Brownian motion and
let A : [0, T ] × Ω → Rm be an adapted and product measurable stochastic process
satisfying
∫ T
0 ‖As‖2 ds <∞ P-a.s. Then it holds for all p ∈ (1,∞] that∥∥∥∥∥ supt∈[0,T ] exp
(∫ t
0
〈As, dWs〉 − 12
∫ t
0
‖As‖2 ds
)∥∥∥∥∥
Lp(Ω;R)
≤ 1
(1 − 1p )
inf
q∈[p,∞]
∥∥∥∥∥ exp
(
1
2
[
1
( 1p− 1q )
− 1
] ∫ T
0
‖As‖2 ds
)∥∥∥∥∥
Lq(Ω;R)
(2.15)
≤ 1
(1 − 1p )
∥∥∥∥∥ exp
((
p− 12
) ∫ T
0
‖As‖2 ds
)∥∥∥∥∥
L2p(Ω;R)
∈ [0,∞].(2.16)
Proof of Lemma 2.7. Inequality (2.16) follows from inequality (2.15) by tak-
ing q = 2p. It thus remains to prove inequality (2.15). If the right-hand side
of (2.15) is infinite, then the proof is complete. So for the rest of the proof, we
assume that the right-hand side of (2.15) is finite. If the infimum on the right-hand
side of (2.15) is attained at q = p, then necessarily
∫ T
0
‖As‖2 ds = 0 P-a.s. In that
case, both sides of (2.15) are equal to 1 and this completes the proof in that case.
So for the rest of the proof, we assume that p ∈ (1,∞) and that the infimum on
the right-hand side of (2.15) is not attained at q = p. Let Z(r) : [0, T ] × Ω → R,
r ∈ R, be adapted stochastic processes with continuous sample paths satisfying
Z
(r)
t = exp
(
r
∫ t
0
〈As, dWs〉 − 12r2
∫ t
0
‖As‖2 ds
)
(2.17)
P-a.s. for all t ∈ [0, T ], r ∈ R. It follows from, e.g., [Kal02, Lemma 18.21] that
for every r ∈ R the process Z(r) is a local martingale. For every r ∈ R, let
τr,n : Ω→ [0, T ], n ∈ N, be a localizing sequence of stopping times for Z(r). Doob’s
martingale inequality and Ho¨lder’s inequality imply that for every q, r ∈ (p,∞),
n ∈ N with 1q + 1r = 1p it holds that∥∥∥∥ sup
t∈[0,T∧τr,n]
Z
(1)
t
∥∥∥∥
Lp(Ω;R)
≤ p
(p− 1)
∥∥∥Z(1)T∧τr,n
∥∥∥
Lp(Ω;R)
=
p
(p− 1)
∥∥∥∥∥
(
Z
(r)
T∧τr,n
) 1
r
exp
(
1
2 (r − 1)
∫ T∧τr,n
0
‖As‖2 ds
)∥∥∥∥∥
Lp(Ω;R)
≤ p
(p− 1)
(
E
[
Z
(r)
T∧τr,n
]) 1
r
∥∥∥∥∥ exp
(
1
2 (r − 1)
∫ T
0
‖As‖2 ds
)∥∥∥∥∥
Lq(Ω;R)
=
p
(p− 1)
∥∥∥∥∥ exp
(
1
2
(
1
( 1p− 1q )
− 1
)∫ T
0
‖As‖2 ds
)∥∥∥∥∥
Lq(Ω;R)
.
(2.18)
Letting n → ∞ and applying the monotone convergence theorem implies inequal-
ity (2.15). The proof of of Lemma 2.7 is thus completed. 
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2.3. An identity for Lyapunov-type functions
In Lemma 2.10 below, a simple identity for suitable Lyapunov-type functions is
proved. In the proof of Lemma 2.10 the following stochastic version of the Gronwall
lemma is used. For completeness its proof is given below.
Lemma 2.8. Let m ∈ N, T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochas-
tic basis, let W : [0, T ] × Ω → Rm be a standard (Ft)t∈[0,T ]-Brownian motion, let
τ : Ω → [0, T ] be a stopping time, let X : [0, T ] × Ω → R be an adapted stochas-
tic process with continuous sample paths and let Aˆ, A : [0, T ]× Ω → [−∞,∞] and
Bˆ : [0, T ]×Ω→ [−∞,∞]1×m be adapted and product measurable stochastic processes
satisfying
∫ τ
0
|As| + |Aˆs| + ‖Bˆs‖2 ds < ∞ P-a.s. and Xt∧τ = X0 +
∫ t∧τ
0
As ds +∫ t∧τ
0
BˆsXs dWs P-a.s. for all t ∈ [0, T ] and 1{t<τ}At ≤ 1{t<τ}AˆtXt P-a.s. for
Lebesgue-almost all t ∈ [0, T ]. Then
(2.19) Xτ ≤ exp
(
τ
∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
τ
∫
0
Bˆs dWs
)
X0 P-a.s.
If, in addition, 1{t<τ}At = 1{t<τ}AˆtXt P-a.s. for Lebesgue-almost all t ∈ [0, T ],
then (2.19) holds with equality.
Proof of Lemma 2.8. Let Y : [0, T ]× Ω→ R be an adapted stochastic pro-
cess with continuous sample paths satisfying
(2.20) Yt = Xt∧τ exp
(
−
t∧τ
∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds−
t∧τ
∫
0
Bˆs dWs
)
P-a.s. for all t ∈ [0, T ]. Then Itoˆ’s formula proves that
Yt = X0 +
∫ t∧τ
0
As exp
(
−
s∧τ
∫
0
[
Aˆu − 12‖Bˆu‖2
]
du−
s∧τ
∫
0
Bˆu dWu
)
ds
−
∫ t∧τ
0
[
Aˆs − 12‖Bˆs‖2
]
Ys ds+
∫ t∧τ
0
Ys
[
Bˆs − Bˆs
]
dWs
+ 12
∫ t∧τ
0
Ys ‖Bˆs‖2 ds−
∫ t∧τ
0
Ys ‖Bˆs‖2 ds
= X0 +
∫ t∧τ
0
As exp
(
−
s∧τ
∫
0
[
Aˆu − 12‖Bˆu‖2
]
du−
s∧τ
∫
0
Bˆu dWu
)
ds
−
∫ t∧τ
0
AˆsYs ds
(2.21)
P-a.s. for all t ∈ [0, T ]. The assumption 1{s<τ}(AˆsXs−As) ≥ 0 P-a.s. for Lebesgue-
almost all s ∈ [0, T ] together with Lemma 2.1 and ∫ τ
0
|As| + |AˆsXs| ds < ∞ P-
a.s. hence implies that Yt ≤ X0 P-a.s. for all t ∈ [0, T ] and, in particular, that
YT ≤ X0 P-a.s. In addition, observe that if 1{s<τ}As = 1{s<τ}AˆsXs P-a.s. for
Lebesgue-almost all s ∈ [0, T ], then Lemma 2.1 implies that YT = X0 P-a.s. This
finishes the proof of Lemma 2.8. 
The following corollary shows that if X in Lemma 2.8 is non-negative, then
fewer integrability assumptions are needed.
Corollary 2.9. Let m ∈ N, T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a sto-
chastic basis, let W : [0, T ]× Ω → Rm be a standard (Ft)t∈[0,T ]-Brownian motion,
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let τ : Ω → [0, T ] be a stopping time, let X : [0, T ] × Ω → R be an adapted sto-
chastic process with continuous sample paths and let Aˆ, A : [0, T ]× Ω → [−∞,∞]
and Bˆ : [0, T ] × Ω → [−∞,∞]1×m be adapted and product measurable stochastic
processes satisfying Xt∧τ ≥ 0 P-a.s.,
∫ τ
0
|As| + max(Aˆs, 0) + ‖Bˆs‖2 ds < ∞ P-
a.s. and Xt∧τ = X0 +
∫ t∧τ
0
As ds +
∫ t∧τ
0
BˆsXs dWs P-a.s. for all t ∈ [0, T ] and
1{t<τ}At ≤ 1{t<τ}AˆtXt P-a.s. for Lebesgue-almost all t ∈ [0, T ]. Then
(2.22) Xτ ≤ exp
(
τ
∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
τ
∫
0
Bˆs dWs
)
X0 P-a.s.
If, in addition, 1{t<τ}At = 1{t<τ}AˆtXt P-a.s. for Lebesgue-almost all t ∈ [0, T ],
then (2.22) holds with equality.
Proof of Corollary 2.9. As 1{t<τ}At ≤ 1{t<τ}AˆtXt = 1{t<τ}AˆtXt∧τ ≤
1{t<τ}max(Aˆt,−n)Xt P-a.s. and
∫ τ
0 |max(Aˆs,−n)| ds < ∞ P-a.s. for Lebesgue-
almost all t ∈ [0, T ] and all n ∈ N, Lemma 2.8 implies
(2.23) Xτ ≤ exp
(
τ
∫
0
[
max(Aˆs,−n)− 12‖Bˆs‖2
]
ds+
τ
∫
0
Bˆs dWs
)
X0 P-a.s.
for all n ∈ N. Now the monotone convergence theorem shows
lim
n→∞
∫ τ
0
max(Aˆs,−n) ds =
∫ τ
0
max(Aˆs, 0) ds− lim
n→∞
∫ τ
0
min(max(−Aˆs, 0), n) ds
=
∫ τ
0
max(Aˆs, 0) ds−
∫ τ
0
max(−Aˆs, 0) ds =
∫ τ
0
Aˆs ds.
(2.24)
So letting n→∞ on the right-hand side of (2.23) yields
(2.25) Xτ ≤ exp
(
τ
∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
τ
∫
0
Bˆs dWs
)
X0 P-a.s.
This proves (2.22). For the remainder of the proof, we assume that 1{t<τ}At =
1{t<τ}AˆtXt P-a.s. for Lebesgue-almost all t ∈ [0, T ]. Define a sequence of stopping
times ρn : Ω→ [0, T ], n ∈ N, by ρn := inf
({τ}∪{t ∈ [0, T ] : ∫ t
0
|Aˆs| ds ≥ n}
)
for all
n ∈ N. Then left-continuity of the mapping [0, T ] ∋ t 7→ ∫ t
0
|Aˆs| ds ∈ [0,∞] implies
that
∫ ρn
0
|Aˆs| ds ≤ n for all n ∈ N. Consequently, Lemma 2.8 shows
(2.26) Xρn = exp
(
ρn∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
ρn∫
0
Bˆs dWs
)
X0 P-a.s.
for all n ∈ N. Now the assumption that Xτ ≥ 0 P-a.s., inequality (2.25) and∫ τ
0 ‖Bˆs‖2 ds+ |
∫ τ
0 Bˆs dWs| <∞ P-a.s. imply
0 ≤ Xτ1{∫ τ
0
Aˆs ds=−∞}
≤ 1{∫ τ
0
Aˆs ds=−∞} exp
(
τ
∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
τ
∫
0
Bˆs dWs
)
X0 = 0
(2.27)
P-a.s. Moreover, it follows from
1{∫ τ
0
Aˆs ds>−∞} = 1{
∫
τ
0
|Aˆs| ds<∞} = 1(∪n∈N{ρn=τ}) = limn→∞
(
1{ρn=τ}
)
P-a.s.
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and from (2.26) that
Xτ1{∫ τ
0
Aˆs ds>−∞} = limn→∞
(
Xτ1{ρn=τ}
)
= lim
n→∞
(
Xρn1{ρn=τ}
)
= lim
n→∞
[
1{ρn=τ} exp
(
ρn∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
ρn∫
0
Bˆs dWs
)
X0
]
= 1{∫ τ
0
Aˆs ds>−∞} exp
(
τ
∫
0
[
Aˆs − 12‖Bˆs‖2
]
ds+
τ
∫
0
Bˆs dWs
)
X0
(2.28)
P-a.s. Combining (2.27) and (2.28) finishes the proof of Corollary 2.9. 
Lemma 2.10 (An identity for Lyapunov-type functions). Assume the setting in
Section 2.1, let V ∈ C2(O,R), let τ : Ω→ [0, T ] be a stopping time, let X : [0, T ]×
Ω → O be an adapted stochastic process with continuous sample paths satisfying
V (Xt∧τ ) ≥ 0 P-a.s.,
(2.29)
∫ τ
0
‖µ(Xs)‖+ ‖σ(Xs)‖2 +max
(
(Gµ,σV )(Xs)
V (Xs)
, 0
)
+ ‖(GσV )(Xs)‖
2
(V (Xs))2
ds <∞
P-a.s. and Xt∧τ = X0 +
∫ t∧τ
0
µ(Xs) ds +
∫ t∧τ
0
σ(Xs) dWs P-a.s. for all t ∈ [0, T ].
Then
(2.30)
V (Xτ ) ≤ V (X0) exp
(
τ
∫
0
[
(Gµ,σV )(Xs)
V (Xs)
− ‖(GσV )(Xs)‖22 (V (Xs))2
]
ds+
τ
∫
0
(GσV )(Xs)
V (Xs)
dWs
)
P-a.s. If, in addition, (V −1)(0) ⊆ (Gµ,σV )−1([0,∞)), then equality holds in (2.30).
Proof of Lemma 2.10. Path continuity together with V ∈ C2(O,R) implies
that ∫ τ0 |(Gµ,σV )(Xs)| + ‖(GσV )(Xs)‖2 ds <∞ P-a.s. Next the inequality a < 0 =
a
0 · 0 for all a ∈ (−∞, 0) implies(
(Gµ,σV )(Xt)− (Gµ,σV )(Xt)V (Xt) V (Xt)
)
1{t<τ}1{(Gµ,σV )(Xt)<0} ≤ 0 P-a.s.
for all t ∈ [0, T ]. Moreover, Assumption (2.29) yields that
(2.31)
∫ τ
0
(
(Gµ,σV )(Xs)1{(Gµ,σV )(Xs)≥0} + ‖(GσV )(Xs)‖2
)
1{V (Xs)=0} ds = 0
P-a.s. and, consequently, that∫ τ
0
∣∣∣(Gµ,σV )(Xs)− (Gµ,σV )(Xs)V (Xs) V (Xs)
∣∣∣1{(Gµ,σV )(Xs)≥0} ds
+
∫ τ
0
∥∥∥GσV )(Xs)− (GσV )(Xs)V (Xs) V (Xs)
∥∥∥2 ds = 0(2.32)
P-a.s. This together with Itoˆ’s formula results in
V (Xt∧τ ) = V (X0) +
∫ t∧τ
0
(Gµ,σV )(Xs) ds+
∫ t∧τ
0
(GσV )(Xs) dWs
= V (X0) +
∫ t∧τ
0
(Gµ,σV )(Xs) ds+
∫ t∧τ
0
(GσV )(Xs)
V (Xs)
· V (Xs) dWs
(2.33)
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P-a.s. for all t ∈ [0, T ]. Moreover, (2.32) and Fubini’s theorem also imply that
0 = E
[∫ τ
0
∣∣∣(Gµ,σV )(Xs)− (Gµ,σV )(Xs)V (Xs) V (Xs)
∣∣∣1{(Gµ,σV )(Xs)≥0} ds
]
=
∫ T
0
E
[∣∣∣(Gµ,σV )(Xt)− (Gµ,σV )(Xt)V (Xt) V (Xt)
∣∣∣1{t<τ}1{(Gµ,σV )(Xt)≥0}] dt
(2.34)
so that 1{t<τ}
(
(Gµ,σV )(Xt) − (Gµ,σV )(Xt)V (Xt) V (Xt)
)
1{(Gµ,σV )(Xt)≥0} = 0 P-a.s. for
Lebesgue-almost all t ∈ [0, T ]. Combining these observations then shows that
1{t<τ}
(
(Gµ,σV )(Xt) − (Gµ,σV )(Xt)V (Xt) V (Xt)
) ≤ 0 P-a.s. for Lebesgue-almost all t ∈
[0, T ]. Applying Corollary 2.9 to the stochastic process V (Xt), t ∈ [0, T ], and to
the stopping time τ together with Assumption (2.29) yields that
(2.35)
V (Xτ ) ≤ V (X0) exp
(
τ
∫
0
[
(Gµ,σV )(Xs)
V (Xs)
− ‖(GσV )(Xs)‖22 (V (Xs))2
]
ds+
τ
∫
0
(GσV )(Xs)
V (Xs)
dWs
)
P-a.s. This proves inequality (2.30). The additional assumption (V −1)(0) ⊆
(Gµ,σV )−1([0,∞)) implies 1{t<τ}
(
(Gµ,σV )(Xt) − (Gµ,σV )(Xt)V (Xt) V (Xt)
)
= 0 P-a.s. for
all t ∈ [0, T ]. In that case, Corollary 2.9 yields equality in (2.30). This completes
the proof of Lemma 2.10. 
2.4. Two solution approach
In this subsection, we apply Lemma 2.10 to the bi-variate process of two so-
lutions of the same SDE (see Proposition 2.12 below). From this, we then derive
marginal and uniform estimates for this bi-variate process (see respectively Propo-
sitions 2.17 and 2.27 below).
The next remark illustrates the relation between the extended generator defined
in (1.16) and the “standard” generator defined in (1.14) and between the extended
noise operator defined in (1.17) and the “standard” noise operator in (1.15). The
proof of Remark 2.11 is clear and therefore omitted.
Remark 2.11 (Relation between generator and extended generator and be-
tween noise operator and extended noise operator). Let d,m ∈ N, let O ⊆ Rd be
an open set, let µ : O → Rd and σ : O → Rd×m be functions and define func-
tions µ : O2 → R2d and σ : O2 → R(2d)×m by µ(x, y) = (µ(x), µ(y)) and by
σ(x, y)u = (σ(x)u, σ(y)u) for all x, y ∈ O and all u ∈ Rm. Then Gµ,σ = Gµ,σ
and Gσ = Gσ.
Using both the extended generator and the extended noise operator, we now es-
tablish in Proposition 2.12 an elementary identity which is crucial for the results de-
veloped in this article. Proposition 2.12 follows immediately from Remark 2.11 and
Lemma 2.10. Proposition 2.12 generalizes a relation on page 1935 in Zhang [Zha10].
Proposition 2.12 (Two solution approach). Assume the setting in Section 2.1,
let τ : Ω → [0, T ] be a stopping time, let V ∈ C2(O2,R), let X i : [0, T ] × Ω → O,
i ∈ {1, 2}, be adapted stochastic processes with continuous sample paths satisfying
(2.36)∫ τ
0
max
(
(Gµ,σV )(X1s ,X2s )
V (X1s ,X
2
s )
, 0
)
+ ‖µ(X is)‖+ ‖σ(X is)‖2 + ‖(GσV )(X
1
s ,X
2
s )‖2
(V (X1s ,X
2
s ))
2 ds <∞
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P-a.s., V (X1t∧τ , X
2
t∧τ ) ≥ 0 P-a.s. and X it∧τ = X i0+
∫ t∧τ
0
µ(X is) ds+
∫ t∧τ
0
σ(X is) dWs
P-a.s. for all (t, i) ∈ [0, T ] ∈ {1, 2}. Then
V (X1τ , X
2
τ ) ≤ V (X10 , X20 ) exp
(∫ τ
0
[
(Gµ,σV )(X1s ,X2s )
V (X1s ,X
2
s )
− ‖(GσV )(X1s ,X2s )‖2
2(V (X1s ,X
2
s ))
2
]
ds
)
· exp
(∫ τ
0
(GσV )(X
1
s ,X
2
s )
V (X1s ,X
2
s )
dWs
)
(2.37)
P-a.s. If, in addition, (V −1)(0) ⊆ (Gµ,σV )−1([0,∞)), then equality holds in (2.37).
2.4.1. Calculations for the extended noise operator and the extended
generator. Lemma 2.13 below provides the extended generator and the extended
noise operator applied to a suitable class of twice continuously differentiable func-
tions. Examples 2.15 and 2.16 below demonstrate the use of this result.
Lemma 2.13. Let d,m, k ∈ N, p ∈ [2,∞), let O ⊆ Rd be an open set, let
µ ∈ L0(O;Rd), σ ∈ L0(O;Rd×m), Φ ∈ C2(O,Rk) and let V : O2 → R be given by
V (x, y) = ‖Φ(x) − Φ(y)‖p for all x, y ∈ O. Then V ∈ C2(O2,R) and
(2.38)∥∥(GσV )(x, y)∥∥2
|V (x, y)|2 =
p2
∑m
i=1 |〈Φ(x) − Φ(y),Φ′(x)σi(x) − Φ′(y)σi(y)〉|2
‖Φ(x)− Φ(y)‖4 and
(Gµ,σV )(x, y)
V (x, y)
=
p 〈Φ(x)− Φ(y),Φ′(x)µ(x) − Φ′(y)µ(y)〉
‖Φ(x) − Φ(y)‖2
+
(p− 2)∥∥(GσV )(x, y)∥∥2
2 p |V (x, y)|2
+
p
m∑
i=1
〈
Φ(x)− Φ(y),Φ′′(x)(σi(x), σi(x)) − Φ′′(y)(σi(y), σi(y))〉
2 ‖Φ(x)− Φ(y)‖2
+
p1{Φ(x) 6=Φ(y)} ‖Φ′(x)σ(x) − Φ′(y)σ(y)‖2HS(Rm,Rk)
2 ‖Φ(x)− Φ(y)‖2
(2.39)
for all x, y ∈ O.
Remark 2.14 (Derivatives of powers of the norm function). Let p ∈ [2,∞) and
let (H, 〈·, ·〉H , ‖·‖H) be an R-Hilbert space. Then the function F : H → R given by
F (x) = ‖x‖p for all x ∈ H is twice continuously differentiable and fulfills
F ′(x)(v) = p ‖x‖(p−2) 〈x, v〉 ,
F ′′(x)(v, w) = p ‖x‖(p−2) 〈v, w〉+ p (p− 2) ‖x‖(p−4) 〈x, v〉 〈x,w〉
(2.40)
for all x, v, w ∈ H . In particular, the function G : H2 → R given by G(x, y) =
‖x− y‖p for all x, y ∈ H is twice continuously differentiable and fulfills((
∂
∂xG
)
(x, y)
)
(v) = −
((
∂
∂yG
)
(x, y)
)
(v) = p ‖x− y‖(p−2) 〈x− y, v〉 ,((
∂2
∂x2G
)
(x, y)
)
(v, w) =
((
∂2
∂y2G
)
(x, y)
)
(v, w) = −
((
∂
∂y
∂
∂xG
)
(x, y)
)
(v, w)
= p ‖x− y‖(p−2) 〈v, w〉 + p (p− 2) ‖x− y‖(p−4) 〈x− y, v〉 〈x− y, w〉
(2.41)
for all x, y, v, w ∈ H .
2.4. TWO SOLUTION APPROACH 19
Proof of Lemma 2.13. First, note that the chain rule together with Re-
mark 2.14 shows that V ∈ C2(O2,R). Next observe that Remark 2.14 implies
that
(Gµ,σV )(x, y) = p ‖Φ(x) − Φ(y)‖(p−2) 〈Φ(x)− Φ(y),Φ′(x)µ(x) − Φ′(y)µ(y)〉
+
p
2
‖Φ(x)− Φ(y)‖(p−2)
·
m∑
i=1
〈
Φ(x) − Φ(y),Φ′′(x)(σi(x), σi(x)) − Φ′′(y)(σi(y), σi(y))〉
+ p ‖Φ(x)− Φ(y)‖(p−2)
·
m∑
i=1
[
‖Φ′(x)σi(x)‖2+‖Φ′(y)σi(y)‖2
2 − 〈Φ′(x)σi(x),Φ′(y)σi(y)〉
]
+
p (p− 2)
2
‖Φ(x)− Φ(y)‖(p−4)
m∑
i=1
|〈Φ(x) − Φ(y),Φ′(x)σi(x)〉|2(2.42)
+
p (p− 2)
2
‖Φ(x)− Φ(y)‖(p−4)
m∑
i=1
|〈Φ(x) − Φ(y),Φ′(y)σi(y)〉|2
− p (p− 2) ‖Φ(x)− Φ(y)‖(p−4)
·
m∑
i=1
〈Φ(x) − Φ(y),Φ′(x)σi(x)〉 〈Φ(x)− Φ(y),Φ′(y)σi(y)〉
and
(GσV )(x, y) = p ‖Φ(x)− Φ(y)‖(p−2) (Φ(x) − Φ(y))∗ (Φ′(x)σ(x) − Φ′(y)σ(y))
(2.43)
for all x, y ∈ O. This shows that
(Gµ,σV )(x, y) = p ‖Φ(x) − Φ(y)‖(p−2) 〈Φ(x)− Φ(y),Φ′(x)µ(x) − Φ′(y)µ(y)〉
+
p
2
‖Φ(x)− Φ(y)‖(p−2)
·
m∑
i=1
〈
Φ(x) − Φ(y),Φ′′(x)(σi(x), σi(x)) − Φ′′(y)(σi(y), σi(y))〉
+
p
2
‖Φ(x)− Φ(y)‖(p−2) ‖Φ′(x)σ(x) − Φ′(y)σ(y)‖2HS(Rm,Rk)
+
p (p− 2)
2
‖Φ(x)− Φ(y)‖(p−4)
·
m∑
i=1
|〈Φ(x) − Φ(y),Φ′(x)σi(x) − Φ′(y)σi(y)〉|2
(2.44)
and
∥∥(GσV )(x, y)∥∥2HS(Rm,R)
= p2 ‖Φ(x) − Φ(y)‖(2p−4)
[
m∑
i=1
|〈Φ(x)− Φ(y),Φ′(x)σi(x)− Φ′(y)σi(y)〉|2
]
(2.45)
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for all x, y ∈ O. Hence, we obtain that
(Gµ,σV )(x, y)
V (x, y)
=
p 〈Φ(x) − Φ(y),Φ′(x)µ(x) − Φ′(y)µ(y)〉
‖Φ(x) − Φ(y)‖2
+
p
∑m
i=1
〈
Φ(x)− Φ(y),Φ′′(x)(σi(x), σi(x)) − Φ′′(y)(σi(y), σi(y))〉
2 ‖Φ(x)− Φ(y)‖2
+
p ‖Φ(x) − Φ(y)‖(p−2) ‖Φ′(x)σ(x) − Φ′(y)σ(y)‖2HS(Rm,Rk)
2 ‖Φ(x)− Φ(y)‖p
+
p (p− 2)∑mi=1 ‖Φ(x) − Φ(y)‖(p−4) |〈Φ(x)− Φ(y),Φ′(x)σi(x)− Φ′(y)σi(y)〉|2
2 ‖Φ(x)− Φ(y)‖p
and ∥∥(GσV )(x, y)∥∥2
|V (x, y)|2 =
∥∥(GσV )(x, y)∥∥2HS(Rm,R)
|V (x, y)|2
=
p2 ‖Φ(x)− Φ(y)‖(2p−4)
[
m∑
i=1
|〈Φ(x)− Φ(y),Φ′(x)σi(x)− Φ′(y)σi(y)〉|2
]
‖Φ(x)− Φ(y)‖2p(2.46)
=
p2
m∑
i=1
|〈Φ(x) − Φ(y),Φ′(x)σi(x)− Φ′(y)σi(y)〉|2
‖Φ(x)− Φ(y)‖4
and therefore
(Gµ,σV )(x, y)
V (x, y)
=
p 〈Φ(x)− Φ(y),Φ′(x)µ(x) − Φ′(y)µ(y)〉
‖Φ(x) − Φ(y)‖2
+
p
m∑
i=1
〈
Φ(x)− Φ(y),Φ′′(x)(σi(x), σi(x)) − Φ′′(y)(σi(y), σi(y))〉
2 ‖Φ(x)− Φ(y)‖2
+
p ‖Φ(x)− Φ(y)‖(p−2) ‖Φ′(x)σ(x) − Φ′(y)σ(y)‖2HS(Rm,Rk)
2 ‖Φ(x)− Φ(y)‖p(2.47)
+
(p− 2)∥∥(GσV )(x, y)∥∥2
2 p |V (x, y)|2
for all x, y ∈ O. This completes the proof of Lemma 2.13. 
Next we illustrate (2.38) and (2.39) in Lemma 2.13 by two simple corollaries,
Example 2.15 and Example 2.16. Example 2.15 is the special case of Lemma 2.13
where Φ(x) = x for all x ∈ O.
Example 2.15. Let d,m ∈ N, p ∈ [2,∞), let O ⊆ Rd be an open set, let µ ∈
L0(O;Rd), σ ∈ L0(O;Rd×m) and let V : O2 → R be given by V (x, y) = ‖x− y‖p
for all x, y ∈ O. Then V ∈ C2(O2,R) and∥∥(GσV )(x, y)∥∥2
|V (x, y)|2 =
p2 ‖(σ(x) − σ(y))∗(x− y)‖2
‖x− y‖4
(2.48)
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and
(Gµ,σV )(x, y)
V (x, y)
= p
[
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2
]
+
(p−2)‖(GσV )(x,y)‖2
2 p |V (x,y)|2
≤ p
[
〈x−y,µ(x)−µ(y)〉+ (p−1)2 ‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2
]
(2.49)
for all x, y ∈ O.
Example 2.16 is the special case of Lemma 2.13 where O = (0,∞) ⊂ R and
where Φ(x) = xq for all x ∈ O and some q ∈ R.
Example 2.16. Let p ∈ [2,∞), q ∈ R and let V : (0,∞)2 → R be given by
V (x, y) = |xq − yq|p for all x, y ∈ (0,∞). Then V ∈ C2((0,∞)2,R) and∥∥(GσV )(x, y)∥∥2
|V (x, y)|2 =
p2q2
(
x(q−1) σ(x) − y(q−1) σ(y))2
(xq − yq)2
(2.50)
and
(Gµ,σV )(x, y)
V (x, y)
=
pq
(
x(q−1) µ(x) − y(q−1) µ(y) + (q−1)2
[
x(q−2)(σ(x))2 − y(q−2)(σ(y))2])
(xq − yq)
+
p (p− 1) q2 (x(q−1) σ(x) − y(q−1) σ(y))2
2 (xq − yq)2
(2.51)
for all x, y ∈ (0,∞).
2.4.2. Marginal strong stability analysis for solutions of SDEs.
Proposition 2.17 (Marginal strong stability analysis). Assume the setting in
Section 2.1, let x, y ∈ O, V ∈ C2(O2, [0,∞)), let τ : Ω → [0, T ] be a stopping
time and let Xz : [0, T ]× Ω → O, z ∈ {x, y}, be adapted stochastic processes with
continuous sample paths satisfying∫ τ
0
‖µ(Xzs )‖ + ‖σ(Xzs )‖2 +max
(
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
, 0
)
+
‖(GσV )(Xxs ,Xys )‖2
(V (Xxs ,X
y
s ))2
ds <∞
P-a.s. and Xzt∧τ = z+
∫ t∧τ
0
µ(Xzs ) ds+
∫ t∧τ
0
σ(Xzs ) dWs P-a.s. for all (t, z) ∈ [0, T ]×
{x, y}. Then it holds for all p, q, r ∈ (0,∞] with 1p + 1q = 1r that
‖V (Xxτ , Xyτ )‖Lr(Ω;R)
≤ V (x, y)
∥∥∥∥exp
(∫ τ
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(p−1) ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lq(Ω;R)
.
(2.52)
In addition, if
∫ τ
0 ‖(GσV )(Xxs , Xys )‖2 ds = 0 P-a.s. and if one has that (V −1)(0) ⊆
(Gµ,σV )−1([0,∞)), then it holds for all r ∈ (0,∞] that
‖V (Xxτ , Xyτ )‖Lr(Ω;R) = V (x, y)
∥∥∥∥exp
(∫ τ
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
ds
)∥∥∥∥
Lr(Ω;R)
.(2.53)
22 2. STRONG STABILITY ANALYSIS FOR SOLUTIONS OF SDES
Proof of Proposition 2.17. Proposition 2.12 combined with Ho¨lder’s in-
equality implies that∥∥V (Xxτ , Xyτ )∥∥Lr(Ω;R)
≤ V (x, y)
·
∥∥∥∥exp
(
τ
∫
0
[
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
− ‖(GσV )(Xxs ,Xys )‖2
2(V (Xxs ,X
y
s ))2
]
ds+
τ
∫
0
(GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs
)∥∥∥∥
Lr(Ω;R)
≤ V (x, y)
∥∥∥∥exp
(
τ
∫
0
[
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(p−1) ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
]
ds
)∥∥∥∥
Lq(Ω;R)
·
∥∥∥∥exp
(
τ
∫
0
(GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs −
τ
∫
0
p ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lp(Ω;R)
≤ V (x, y)
∥∥∥∥exp
(
τ
∫
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(p−1) ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lq(Ω;R)
for all p, q, r ∈ (0,∞] with 1p+ 1q = 1r . This proves (2.52). In the next step we observe
that if
∫ τ
0 ‖(GσV )(Xxs , Xys )‖2 ds = 0 P-a.s. and if (V −1)(0) ⊆ (Gµ,σV )−1([0,∞)),
then Proposition 2.12 proves that
(2.54) V (Xxτ , X
y
τ ) = exp
(∫ τ
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
ds
)
V (x, y)
P-a.s. and hence
(2.55) ‖V (Xxτ , Xyτ )‖Lr(Ω;R) = V (x, y)
∥∥∥∥exp
(∫ τ
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
ds
)∥∥∥∥
Lr(Ω;R)
for all r ∈ (0,∞]. The proof of Proposition 2.17 is thus completed. 
Remark 2.18. Note in the setting of Proposition 2.17 that if Vˆ ∈ C2(O, [0,∞)),
gˆ ∈ C(O,R ∪ {∞,−∞}), x = y and if V (v, w) = Vˆ (v) and g(v, w) = gˆ(v) for all
v, w ∈ O, then (2.52) in Proposition 2.17 reduces to an estimate for ‖Vˆ (Xxτ )‖Lr(Ω;R).
The corollary below follows immediately from Proposition 2.17 and Exam-
ple 2.15. It establishes an estimate for the Lr-norm of the difference of two solutions
of the same SDE starting in different initial values for r ∈ (0,∞].
Corollary 2.19. Assume the setting in Section 2.1, let x, y ∈ O, let τ : Ω→
[0, T ] be a stopping time, let Xz : [0, T ]× Ω→ O, z ∈ {x, y}, be adapted stochastic
processes with continuous sample paths satisfying∫ τ
0
‖µ(Xzs )‖ + ‖σ(Xzs )‖2 + max(〈X
x
s−Xys ,µ(Xxs )−µ(Xys )〉,0)+‖σ(Xxs )−σ(Xys )‖2
‖Xxs−Xys ‖2 ds <∞
P-a.s. and Xzt∧τ = z+
∫ t∧τ
0
µ(Xzs ) ds+
∫ t∧τ
0
σ(Xzs ) dWs P-a.s. for all (t, z) ∈ [0, T ]×
{x, y}. Then
(2.56) ‖Xxτ −Xyτ ‖Lr(Ω;R)
≤ ‖x− y‖
∥∥∥∥∥∥∥exp

∫ τ
0


〈Xxs−Xys ,µ(Xxs )−µ(Xys )〉+ 12 ‖σ(Xxs )−σ(Xys )‖2HS(Rm,Rd)
‖Xxs−Xys ‖2
+
( p2−1) ‖(σ(Xxs )−σ(Xys ))∗(Xxs−Xys )‖2
‖Xxs−Xys ‖4

ds


∥∥∥∥∥∥∥
Lq(Ω;R)
for all p, q, r ∈ (0,∞] with 1p + 1q = 1r .
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Corollary 2.19 simplifies in the case of one-dimensional SDEs. More precisely,
(2.56) reads as
‖Xxt −Xyt ‖Lr(Ω;R)
≤ ‖x− y‖
∥∥∥∥exp
(∫ t
0
(Xxs−Xys ) (µ(Xxs )−µ(Xys ))+ p−12 ‖σ(Xxs )−σ(Xys )‖2HS(Rm,R)
|Xxs−Xys |2 ds
)∥∥∥∥
Lq(Ω;R)
(2.57)
for all p, q, r ∈ (0,∞] with 1p + 1q = 1r in the case d = 1. To analyze and to esti-
mate the term appearing in the exponent in (2.56) in Corollary 2.19, the following
elementary proposition can be quite useful (see, e.g., Subsection 4.10.2 below).
Proposition 2.20 (On the global monotonicity of the dynamics and the global
coercivity of its derivative). Assume the setting in Section 2.1, assume that O is
convex, and assume that µ ∈ C1(O,Rd) and σ ∈ C1(O,Rd×m). Then for all
p ∈ (0,∞), x, y ∈ O with x 6= y it holds that
(2.58)
sup
z∈{(1−r)x
+ry : r∈(0,1]}
[
〈x−y,µ′(z)(x−y)〉+ 12‖σ′(z)(x−y)‖2HS(Rm,Rd)
‖x−y‖2 +
( p2−1) ‖(σ′(z)(x−y))∗(x−y)‖2
‖x−y‖4
]
≤ sup
z∈{(1−r)x
+ry : r∈(0,1]}
[
〈x−z,µ(x)−µ(z)〉+ 12‖σ(x)−σ(z)‖2HS(Rm,Rd)
‖x−z‖2 +
( p2−1) ‖(σ(x)−σ(z))∗(x−z)‖2
‖x−z‖4
]
,
for all p ∈ [1,∞), x, y ∈ O with x 6= y it holds that
(2.59)
sup
z∈{(1−r)x
+ry : r∈(0,1]}
[
〈x−y,µ′(z)(x−y)〉+ 12‖σ′(z)(x−y)‖2HS(Rm,Rd)
‖x−y‖2 +
( p2−1) ‖(σ′(z)(x−y))∗(x−y)‖2
‖x−y‖4
]
= sup
z∈{(1−r)x
+ry : r∈(0,1]}
[
〈x−z,µ(x)−µ(z)〉+ 12‖σ(x)−σ(z)‖2HS(Rm,Rd)
‖x−z‖2 +
( p2−1) ‖(σ(x)−σ(z))∗(x−z)‖2
‖x−z‖4
]
,
for all p ∈ (0,∞) it holds that
(2.60)
sup
x∈O
sup
v∈Rd\{0}
[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1) ‖(σ′(x)v)∗v‖2
‖v‖4
]
≤ sup
x,y∈O,
x 6=y
[
〈x−y,µ(x)−µ(y)〉+12‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2 +
(p2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
]
,
and for all p ∈ [1,∞) it holds that
(2.61)
sup
x∈O
sup
v∈Rd\{0}
[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1) ‖(σ′(x)v)∗v‖2
‖v‖4
]
= sup
x,y∈O,
x 6=y
[
〈x−y,µ(x)−µ(y)〉+12‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2 +
(p2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
]
.
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Proof of Proposition 2.20. First of all, note that the definition of µ′ and
σ′ ensures that for all x ∈ O, v ∈ Rd\{0} with x+ v ∈ O it holds that
(2.62)[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1) ‖(σ′(x)v)∗v‖2
‖v‖4
]
= lim
rց0
[
〈−rv,µ(x)−µ(x+rv)〉+ 12‖σ(x)−σ(x+rv)‖2HS(Rm,Rd)
‖rv‖2 +
( p2−1) ‖(σ(x)−σ(x+rv))∗(rv)‖2
‖rv‖4
]
≤ sup
z∈{x+rv :
r∈(0,1]}
[
〈x−z,µ(x)−µ(z)〉+ 12‖σ(x)−σ(z)‖2HS(Rm,Rd)
‖x−z‖2 +
( p2−1)‖(σ(x)−σ(z))∗(x−z)‖2
‖x−z‖4
]
.
This proves (2.58). Moreover, let A be the set given by
(2.63) A =
{
(x, v) ∈ O × (Rd\{0}) : x+ v ∈ O}
and note that (2.62) and the fact that O is an open set ensure that for all p ∈ (0,∞)
it holds that
(2.64)
sup
x∈O
sup
v∈Rd\{0}
[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1)‖(σ′(x)v)∗v‖2
‖v‖4
]
= sup
(x,v)∈A
[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1) ‖(σ′(x)v)∗v‖2
‖v‖4
]
≤ sup
(x,v)∈A
sup
y∈{x+rv :
r∈(0,1]}
[
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2
+
(p2−1)‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
]
= sup
x,y∈O,
x 6=y
[
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2 +
( p2−1)‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
]
.
This proves (2.60). It thus remains to prove (2.59) and (2.61). To this end let
p ∈ [1,∞) and let gx,v : [0, 1]→ R, (x, v) ∈ A, and hx,v : [0, 1]→ R, (x, v) ∈ A, be
the functions with the property that for all r ∈ [0, 1], (x, v) ∈ A it holds that
gx,v(r) =
〈v, µ′(x+ rv)v〉 + 12‖σ′(x+ rv)v‖2HS(Rm,Rd)
‖v‖2 +
(p2 − 1) ‖(σ′(x + rv)v)∗v‖2
‖v‖4
(2.65)
and with the property that for all r ∈ (0, 1], (x, v) ∈ A it holds that hx,v(0) = gx,v(0)
and
hx,v(r)
=
〈rv,µ(x)−µ(x+rv)〉+12 ‖σ(x)−σ(x+rv)‖2HS(Rm,Rd)
‖rv‖2 +
( p2−1) ‖(σ(x)−σ(x+rv))∗(rv)‖2
‖rv‖4
= 〈v,µ(x)−µ(x+rv)〉−r‖v‖2 +
1
2‖σ(x)−σ(x+rv)‖2HS(Rm,Rd)
r2‖v‖2 +
(p2−1) ‖(σ(x)−σ(x+rv))∗v‖2
r2‖v‖4 .
(2.66)
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Next we observe that for all r ∈ (0, 1), (x, v) ∈ A it holds that hx,v|(0,1) : (0, 1)→ R
is continuously differentiable and that
(2.67)
h′x,v(r) =
〈v,−µ′(x+ rv)v〉
−r‖v‖2 +
〈v, µ(x) − µ(x+ rv)〉
r2‖v‖2
− 〈σ(x) − σ(x+ rv), σ
′(x+ rv)v〉HS(Rm,Rd)
r2‖v‖2
−
‖σ(x) − σ(x+ rv)‖2HS(Rm,Rd)
r3‖v‖2
− (p− 2) 〈(σ(x) − σ(x + rv))
∗v, (σ′(x + rv)v)∗v〉
r2‖v‖4
− (p− 2) ‖(σ(x) − σ(x + rv))
∗v‖2
r3‖v‖4 .
This ensures that for all r ∈ (0, 1), (x, v) ∈ A it holds that
(2.68)
h′x,v(r)
=
1
r
[
〈v, µ′(x+ rv)v〉
‖v‖2 −
〈v, µ(x)− µ(x+ rv)〉
−r‖v‖2
− 1
2 ‖v‖2
∥∥∥∥ (σ(x) − σ(x + rx))r + σ′(x+ rv)v
∥∥∥∥
2
HS(Rm,Rd)
+
1
2 ‖σ′(x+ rv)v‖2HS(Rm,Rd)
‖v‖2 −
1
2 ‖σ(x) − σ(x + rv)‖2HS(Rm,Rd)
r2‖v‖2
− (
p
2 − 1)
‖v‖4
∥∥∥∥ (σ(x) − σ(x + rv))∗vr + (σ′(x+ rv)v)∗v
∥∥∥∥
2
+
(p2 − 1) ‖(σ′(x + rv)v)∗v‖2
‖v‖4 −
(p2 − 1) ‖(σ(x) − σ(x + rv))∗v‖2
r2‖v‖4
]
.
Hence, we obtain that for all r ∈ (0, 1) and all (x, v) ∈ A it holds that
(2.69)
h′x,v(r)
=
(gx,v(r) − hx,v(r))
r
− 1
2r‖v‖2
∥∥∥∥ (σ(x) − σ(x + rv))r + σ′(x+ rv)v
∥∥∥∥
2
HS(Rm,Rd)
− (
p
2 − 1)
r‖v‖4
∥∥∥∥
[
(σ(x) − σ(x+ rv))
r
+ σ′(x+ rv)v
]∗
v
∥∥∥∥
2
≤ (gx,v(r) − hx,v(r))
r
− 1
2r‖v‖2
∥∥∥∥ (σ(x) − σ(x + rv))r + σ′(x+ rv)v
∥∥∥∥
2
HS(Rm,Rd)
+
1
2r‖v‖4
∥∥∥∥
[
(σ(x) − σ(x+ rv))
r
+ σ′(x+ rv)v
]∗
v
∥∥∥∥
2
≤ (gx,v(r) − hx,v(r))
r
.
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Furthermore, for every (x, v) ∈ A let τx,v ∈ R be a real number given by
(2.70) τx,v = sup({−1} ∪ {r ∈ [0, 1] : hx,v(r) = gx,v(r)}) .
The fact that ∀ (x, v) ∈ A : hx,v(0) = gx,v(0) ensures that
(2.71) ∀ (x, v) ∈ A : τx,v ∈ [0, 1].
In the next step we intend to show that for all (x, v) ∈ A it holds that
(2.72) hx,v(1) ≤ sup
r∈[0,1]
gx,v(r).
We prove (2.72) by contradiction. Let (x0, v0) ∈ A be such that
(2.73) hx0,v0(1) > sup
r∈[0,1]
gx0,v0(r).
This, in particular, implies that hx0,v0(1) > gx0,v0(1). Hence, the fact that ∀ (x, v) ∈
A : hx,v, gx,v ∈ C([0, 1],R) establishes that τx0,v0 < 1 and that for all r ∈ (τx0,v0 , 1]
it holds that
(2.74) gx0,v0(r) < hx0,v0(r).
This, the fundamental theorem of calculus and (2.69) prove that it holds that
hx0,v0(1) = hx0,v0(τx0,v0) +
∫ 1
τx0,v0
h′x0,v0(r) dr
≤ hx0,v0(τx0,v0) +
∫ 1
τx0,v0
(gx0,v0(r) − hx0,v0(r))
r
dr < hx0,v0(τx0,v0) = gx0,v0(τx0,v0).
(2.75)
This contradicts to (2.73) and we hence obtain that for all (x, v) ∈ A it holds that
(2.76) hx,v(1) ≤ sup
r∈[0,1]
gx,v(r).
This and (2.65)–(2.66) ensure that for all r ∈ [0, 1], (x, v) ∈ A it holds that
(2.77) hx,v(r) ≤ sup
s∈[0,r]
gx,v(s).
Therefore, we obtain that for all (x, v) ∈ A it holds that
(2.78) sup
r∈[0,1]
hx,v(r) ≤ sup
r∈[0,1]
gx,v(r).
Combining this with (2.62) proves (2.59). It thus remains to establish (2.61). For
this note that (2.78) ensures that for all p ∈ [1,∞) it holds that
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(2.79)
sup
x∈O
sup
v∈Rd\{0}
[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1) ‖(σ′(x)v)∗v‖2
‖v‖4
]
≥ sup
(x,v)∈A
[
〈v,µ′(x)v〉+ 12‖σ′(x)v‖2HS(Rm,Rd)
‖v‖2 +
( p2−1) ‖(σ′(x)v)∗v‖2
‖v‖4
]
= sup
(x,v)∈A
gx,v(1) ≥ sup
(x,v)∈A
sup
r∈[0,1]
hx,v(r) = sup
(x,v)∈A
sup
r∈(0,1]
hx,v(r)
= sup
(x,v)∈A
hx,v(1)
= sup
x,y∈O,
x 6=y
[
〈x−y,µ(x)−µ(y)〉+12‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2 +
(p2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
]
.
Combining the above with estimate (2.64) proves (2.61), and the proof of Proposi-
tion 2.20 is thus completed. 
Remark 2.21. The identities (2.59) and (2.61), in general, fail to hold for
p ∈ (0, 1). Indeed, let d = m = 1, O = R, and let µ : R → R and gp, σp : R → R,
p ∈ (0, 1), be the functions with the property that for all x ∈ R, p ∈ (0, 1) it holds
that
(2.80) µ(x) =


−x3 + 3x+ 2 : x ∈ [−1, 1]
0 : x ∈ (−∞,−1)
4 : x ∈ (1,∞)
,
(2.81) gp(x) =


√
6 (1− p)−1/2√1− x2 : x ∈ [−1, 1]
−√6 (1− p)−1/2√1− (x − 2)2 : x ∈ [1, 3]
0 : x ∈ (−∞,−1) ∪ (3,∞)
and σp(x) =
∫ x
−∞ gp(y) dy. Then note that for all p ∈ (0, 1) it holds that µ, σp ∈
C1(R,R) and note that for all x ∈ R it holds that
(2.82) µ′(x) =
{
−3 (x2 − 1) : x ∈ [−1, 1]
0 : x ∈ (−∞,−1) ∪ (1,∞) .
Furthemore, observe that for all p ∈ (0, 1), x ∈ (−∞,−1] ∪ [3,∞) it holds that
σp(x) = 0. In particular, for all p ∈ (0, 1) it holds that
(2.83) (µ(3)− µ(−1))
4
+
(p2 − 12 ) |σp(3)− σp(−1)|2
42
= 1− 0 = 1.
In addition, for all p ∈ (0, 1) it holds that
(2.84) sup
x∈R
(
µ′(x) +
(
p
2 − 12
) ∣∣σ′p(x)∣∣2) = sup
x∈R
(
µ′(x)− (1−p) |σ
′
p(x)|2
2
)
= 0.
Combining (2.83) and (2.84) proves, in particular, that for all p ∈ (0, 1) it holds
that
(2.85)
sup
x,y∈R,
x 6=y
(
µ(x)−µ(y)
(x−y) +
(p2 − 12 ) |σp(x)− σp(y)|2
|x− y|2
)
> sup
x∈R
(
µ′(x) + (p2 − 12 )
∣∣σ′p(x)∣∣2) .
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We have thus established that for all p ∈ (0, 1) there exist µ, σ ∈ C1(R,R), x, y ∈ R
with x 6= y such that
sup
z∈R
sup
v∈R\{0}
[
〈v,µ′(z)v〉+ 12‖σ′(z)v‖2HS(R,R)
‖v‖2 +
(p2−1) ‖(σ′(z)v)∗v‖2
‖v‖4
]
<
[
〈x−y,µ(x)−µ(y)〉+12 ‖σ(x)−σ(y)‖2HS(R,R)
‖x−y‖2 +
( p2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
]
.
(2.86)
Lemma 2.23 below uses Corollary 2.4 above to estimate expectations of certain
exponential integrals. Besides Corollary 2.4, the proof of Lemma 2.23 also uses the
following well-known consequence of Jensen’s inequality in the next lemma (see,
e.g., inequality (19) in Li [Li94]).
Lemma 2.22. Let T ∈ (0,∞), let (Ω,F ,P) be a probability space and let
A : [0, T ]× Ω→ R be a product measurable stochastic process satisfying
min
{∫ T
0
max(0, As) ds,
∫ T
0
max(0,−As) ds
}
<∞
P-a.s. Then it holds for all p ∈ [1,∞] that
(2.87)∥∥∥∥exp
(
T
∫
0
At dt
)∥∥∥∥
Lp(Ω;R)
≤ 1
T
∫ T
0
∥∥eTAt∥∥
Lp(Ω;R)
dt ≤ sup
t∈[0,T ]
∥∥eTAt∥∥
Lp(Ω;R)
.
Using Lemma 2.22 and Corollary 2.4, we are now ready to prove Lemma 2.23.
Lemma 2.23 is crucial for Theorems 2.24 and 2.30 below.
Lemma 2.23. Assume the setting in Section 2.1, let k ∈ N, x, y ∈ O, α0, α1,
β0, β1 ∈ Rk, p ∈ (0,∞], q0, q1 ∈ (0,∞]k with
∑1
i=0
∑k
l=1
1
qi,l
= 1p , let there be map-
pings U0 = (U0,l)l∈{1,...,k}, U1 = (U1,l)l∈{1,...,k} ∈ C2(O,Rk), U = (U l)l∈{1,...,k} ∈
C(O,Rk), V ∈ L0(O2;R) and c ∈ L0([0, T ];R), let τ : Ω → [0, T ] be a stop-
ping time and let Xz : [0, T ]× Ω → O, z ∈ {x, y}, be adapted stochastic processes
with continuous sample paths satisfying ∫ τ0 max(c(s), 0) + ‖µ(Xzs )‖ + ‖σ(Xzs )‖2 +
max(V (Xxs , X
y
s ), 0) ds <∞ P-a.s. and Xzt∧τ = z+
∫ t∧τ
0 µ(X
z
s ) ds+
∫ t∧τ
0 σ(X
z
s ) dWs
P-a.s. for all (t, z) ∈ [0, T ]× {x, y} and
(2.88) V (v, w) ≤ c(t) +∑kn=1 [U0,n(v)+U0,n(w)2q0,nTeα0,nt + Un(v)+Un(w)2q1,neα1,nt ] and
(2.89) (Gµ,σUi,l)(u)+ 12eαi,lt ‖σ(u)
∗(∇Ui,l)(u)‖2+1{1}(i) ·U l(u) ≤ αi,lUi,l(u)+βi,l
for all i ∈ {0, 1}, l ∈ {1, . . . , k}, u ∈ {v, w}, (v, w) ∈ im(Xxt )× im(Xyt ), t ∈ [0, T ].
Then∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ exp
(
k∑
l=1
[
T
∫
0
β0,l (1− sT )
q0,le
α0,ls ds+
1∑
i=0
Ui,l(x)+Ui,l(y)
2qi,l
])
·
∥∥∥∥exp
(
τ∫
0
c(s) ds+
k∑
l=1
τ∫
0
β1,l
q1,le
α1,ls
ds−
k∑
l=1
U1,l(X
x
τ )+U1,l(X
y
τ )
2q1,le
α1,lτ
−
k∑
l=1
T∫
τ
U0,l(X
x
s )+U0,l(X
y
s )
2q0,lTe
α0,ls
ds
)∥∥∥∥
L∞(Ω;R)
.
Proof of Lemma 2.23. To streamline the proof we define p0, p1 ∈ (0,∞),
R ∈ [0,∞] by pi = [
∑k
l=1
1
qi,l
]−1, i ∈ {0, 1}, and
R =
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(
τ∫
0
c(s) ds+
k∑
l=1
τ∫
0
β1,l
q1,le
α1,ls
ds−
k∑
l=1
U1,l(X
x
τ )+U1,l(X
y
τ )
2q1,le
α1,lτ
−
k∑
l=1
T∫
τ
U0,l(X
x
s )+U0,l(X
y
s )
2q0,lTe
α0,ls
ds
)∥∥∥∥
L∞(Ω;R)
.
Observe that Ho¨lder’s inequality proves that∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ R ·
∥∥∥∥exp
(
τ∫
0
V (Xxs ,X
y
s )−c(s)−
k∑
l=1
Ul(X
x
s )+Ul(X
y
s )
2q1,le
α1,ls
ds+
k∑
l=1
T∫
τ
U0,l(X
x
s )+U0,l(X
y
s )
2q0,lTe
α0,ls
ds
)∥∥∥∥
Lp0(Ω;R)
·
∥∥∥∥exp
(
k∑
l=1
[
U1,l(X
x
τ )+U1,l(X
y
τ )
2q1,le
α1,lτ
+
τ∫
0
Ul(X
x
s )+Ul(X
y
s )
2q1,le
α1,ls
ds−
τ∫
0
β1,l
q1,le
α1,ls
ds
])∥∥∥∥
Lp1(Ω;R)
.
Hence, (2.88) implies that∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ R ·
∥∥∥∥exp
(
k∑
l=1
T
∫
0
U0,l(X
x
s )+U0,l(X
y
s )
2q0,lTe
α0,ls ds
)∥∥∥∥
Lp0(Ω;R)
·
∥∥∥∥exp
(
k∑
l=1
[
U1,l(X
x
τ )+U1,l(X
y
τ )
2q1,le
α1,lτ +
τ
∫
0
U l(X
x
s )+Ul(X
y
s )−2β1,l
2q1,le
α1,ls ds
])∥∥∥∥
Lp1(Ω;R)
and again Ho¨lder’s inequality and the fact that pi = [
∑k
l=1 qi,l]
−1, i ∈ {0, 1},
therefore proves that∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ R ·
k∏
l=1
∥∥∥∥exp
(
T
∫
0
U0,l(X
x
s )
2q0,lTe
α0,ls −
s
∫
0
β0,l
2q0,lTe
α0,lu du ds
)∥∥∥∥
L2q0,l (Ω;R)
·
k∏
l=1
∥∥∥∥exp
(
T
∫
0
U0,l(X
y
s )
2q0,lTe
α0,ls −
s
∫
0
β0,l
2q0,lTe
α0,lu du ds
)∥∥∥∥
L2q0,l (Ω;R)
·
k∏
l=1
∥∥∥∥exp
(
U1,l(X
x
τ )
2q1,le
α1,lτ +
τ
∫
0
U l(X
x
s )−β1,l
2q1,le
α1,ls ds
)∥∥∥∥
L2q1,l (Ω;R)
·
k∏
l=1
∥∥∥∥exp
(
U1,l(X
y
τ )
2q1,le
α1,lτ +
τ
∫
0
U1,l(X
y
s )−β1,l
2q1,le
α1,ls ds
)∥∥∥∥
L2q1,l (Ω;R)
· exp
(
k∑
l=1
T
∫
0
s
∫
0
β0,l
q0,lTe
α0,lu du ds
)
.
(2.90)
Lemma 2.22 hence implies that
∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ R · exp
(
k∑
l=1
T
∫
0
β0,l(T−s)
q0,lTe
α0,ls ds
)
·
k∏
l=1
∣∣∣∣∣ sups∈[0,T ]E
[
exp
(
U0,l(X
x
s )
e
α0,ls
−
s∫
0
β0,l
e
α0,lu
du
)]
sup
s∈[0,T ]
E
[
exp
(
U0,l(X
y
s )
e
α0,ls
−
s∫
0
β0,l
e
α0,lu
du
)]∣∣∣∣∣
1
2q0,l
·
k∏
l=1
∣∣∣∣E
[
exp
(
U1,l(X
x
τ )
e
α1,lτ
+
τ∫
0
Ul(X
x
s )−β1,l
e
α1,ls
ds
)]
E
[
exp
(
U1,l(X
y
τ )
e
α1,lτ
+
τ∫
0
Ul(X
y
s )−β1,l
e
α1,ls
ds
)]∣∣∣∣
1
2q1,l
.
(2.91)
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Corollary 2.4 therefore proves that
∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ R · exp
(
k∑
l=1
T
∫
0
β0,l(1− sT )
q0,le
α0,ls ds
)
·
[
k∏
l=1
exp
(
U0,l(x)+U0,l(y)
2q0,l
)]
·
[
k∏
l=1
exp
(
U1,l(x)+U1,l(y)
2q1,l
)]
(2.92)
and this implies that∥∥∥e∫ τ0 V (Xxs ,Xys ) ds∥∥∥
Lp(Ω;R)
≤ R · exp
(
k∑
l=1
[
T
∫
0
β0,l(1− sT )
q0,le
α0,ls ds+
U0,l(x)+U0,l(y)
2q0,l
+
U1,l(x)+U1,l(x)
2q1,l
])
.
The proof of Lemma 2.23 is thus completed. 
In the next step we present Theorem 2.24 which is the main result of this
subsection. It is an immediate consequence of Proposition 2.17 and Lemma 2.23.
Theorem 2.24 appeared in the special case c = 0 and U0 ≡ 0 ≡ U1 in Theorem 2.1 in
Maslowski [Mas86] (cf. Ichikawa [Ich84] and, e.g., Leha & Ritter [LR94, LR03])).
In Sections 4 and 5 below various examples of SDEs are presented that fulfill the
assumptions of Theorem 2.24.
Theorem 2.24. Assume the setting in Section 2.1, let x, y ∈ O, k ∈ N,
α0, α1, β0, β1 ∈ Rk, c ∈ L0([0, T ];R), V ∈ C2(O2, [0,∞)), U0 ∈ C2(O,Rk),
U1 ∈ C2(O, [0,∞)k), U ∈ C(O,Rk), r, p ∈ (0,∞], q0, q1 ∈ (0,∞]k with 1p +∑1
i=0
∑k
l=1
1
qi,l
= 1r and let X
z : [0, T ]× Ω → O, z ∈ {x, y}, be adapted stochastic
processes with continuous sample paths satisfying
(Gµ,σV )(v,w)
V (v,w) +
(p−1) ‖(GσV )(v,w)‖2
2 (V (v,w))2 ≤ c(t) +
k∑
n=1
[
U0,n(v)+U0,n(w)
2q0,nTe
α0,nt
+ Un(v)+Un(w)
2q1,ne
α1,nt
]
and
(Gµ,σUi,l)(u) + 12eαi,lt ‖σ(u)
∗(∇Ui,l)(u)‖2 + 1{1}(i) · U l(u) ≤ αi,lUi,l(u) + βi,l
for all i, j ∈ {0, 1}, l ∈ {1, . . . , k}, u ∈ {v, w}, (v, w) ∈ im(Xxt )× im(Xyt ), t ∈ [0, T ]
and ∫ T
0
|c(s)|+ ‖µ(Xzs )‖+ ‖σ(Xzs )‖2 + ‖(GσV )(X
x
s ,X
y
s )‖2
(V (Xxs ,X
y
s ))2
ds <∞ P-a.s.
and Xzt = z +
∫ t
0 µ(X
z
s ) ds +
∫ t
0 σ(X
z
s ) dWs P-a.s. for all (t, z) ∈ [0, T ] × {x, y}.
Then
‖V (XxT , XyT )‖Lr(Ω;R)
≤ exp
(
T
∫
0
c(s) ds+
1∑
i=0
k∑
l=1
[
T
∫
0
βi,l (1− sT )(1−i)
qi,l e
αi,ls ds+
Ui,l(x)+Ui,l(y)
2qi,l
])
V (x, y) .
Corollary 2.26 below specializes Theorem 2.24 to the case where µ and σ are
locally Lipschitz continuous functions, where V ∈ C2(O2, [0,∞)) satisfies V (x, y) =
‖x− y‖2 for all x, y ∈ O. For this the following result from the literature (see, e.g.,
Theorem 2.1 in Yamada & Ogura [YO81]) is needed.
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Lemma 2.25. Assume the setting in Section 2.1, let µ : O → Rd and σ : O →
R
d×m be locally Lipschitz continuous, let τ : Ω → [0, T ] be a stopping time and let
X i : [0, T ] × Ω → O, i ∈ {1, 2}, be adapted stochastic processes with continuous
sample paths satisfying X it∧τ = X
i
0+
∫ t∧τ
0 µ(X
i
s) ds+
∫ t∧τ
0 σ(X
i
s) dWs P-a.s. for all
(t, i) ∈ [0, T ]× {1, 2}. Then P[{∃ t ∈ [0, τ ] : X1t = X2t } ∩ {X0 6= Y0}] = 0.
We are now ready to present the promised Corollary 2.26. It follows immedi-
ately from Theorem 2.24 and Example 2.15.
Corollary 2.26. Assume the setting in Section 2.1, let µ : O → Rd and
σ : O → Rd×m be locally Lipschitz continuous, let α0, α1, β0, β1, c ∈ R, r, p, q0, q1 ∈
(0,∞] with 1p + 1q0 + 1q1 = 1r , U0 ∈ C2(O,R), U1 ∈ C2(O, [0,∞)), U ∈ C(O,R)
and let Xx : [0, T ]×Ω→ O, x ∈ O, be adapted stochastic processes with continuous
sample paths satisfying Xxt = x+
∫ t
0 µ(X
x
s ) ds+
∫ t
0 σ(X
x
s ) dWs P-a.s., (Gµ,σUi)(x)+
1
2‖σ(x)∗(∇Ui)(x)‖2 + 1{1}(i) · U(x) ≤ αiUi(x) + βi and
〈x−y,µ(x)−µ(y)〉+12 ‖σ(x)−σ(y)‖2HS(Rm,Rd)
‖x−y‖2 +
( p2−1)‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
≤ c+ U0(x)+U0(y)2q0Teα0t +
U(x)+U(y)
2q1eα1t
for all i ∈ {0, 1}, (t, x, y) ∈ [0, T ]× O2 with x 6= y. Then it holds for all x, y ∈ O
that
‖XxT −XyT ‖Lr(Ω;Rd)
≤ exp
(
cT +
∑1
i=0
[
∫T0 βi (1−
s
T )
(1−i)
qieαis
ds+ Ui(x)+Ui(y)2qi
])
‖x− y‖ .
(2.93)
2.4.3. Uniform strong stability analysis for solutions of SDEs.
Proposition 2.27. Assume the setting in Section 2.1, let x, y ∈ O, V ∈
C2(O2, [0,∞)), let τ : Ω → [0, T ] be a stopping time and let Xz : [0, T ] × Ω → O,
z ∈ {x, y}, be adapted stochastic processes with continuous sample paths satisfying∫ τ
0 ‖µ(Xzs )‖+ ‖σ(Xzs )‖2+max
( (Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
, 0
)
+
‖(GσV )(Xxs ,Xys )‖2
(V (Xxs ,X
y
s ))2
ds <∞ P-a.s.
and Xzt∧τ = z+
∫ t∧τ
0 µ(X
z
s ) ds+
∫ t∧τ
0 σ(X
z
s ) dWs P-a.s. for all (t, z) ∈ [0, T ]×{x, y}.
Then
∥∥∥∥ sup
t∈[0,τ ]
V (Xxt , X
y
t )
∥∥∥∥
Lr(Ω;R)
≤ V (x, y)[
1− θp
] 1
θ
∥∥∥ exp([ 1
( 1p− 1v )
− θ] τ∫
0
‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥
Lv(Ω;R)
·
∥∥∥∥ exp( sup
t∈[0,τ ]
t
∫
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(θ−1) ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lq(Ω;R)
for all v ∈ [p,∞], θ ∈ (0, p) and all p, q, r ∈ (0,∞] with 1p + 1q = 1r .
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Proof of Proposition 2.27. Let p, q, r ∈ (0,∞] with 1p + 1q = 1r and θ ∈
(0, p). Then Ho¨lder’s inequality proves that
∥∥∥∥ sup
t∈[0,τ ]
exp
(
t
∫
0
(Gµ,σV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
− ‖(GσV )(X
x
s ,X
y
s )‖
2
2 (V (Xxs ,X
y
s ))
2 ds+
t
∫
0
(GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs
)∥∥∥∥
Lr(Ω;R)
(2.94)
≤
∥∥∥∥ sup
t∈[0,τ ]
exp
(∫ t
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(θ−1) ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lq(Ω;R)
·
∥∥∥∥ sup
t∈[0,τ ]
exp
(∫ t
0
(GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs −
∫ t
0
θ ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lp(Ω;R)
=
∥∥∥∥ exp
(
sup
t∈[0,τ ]
∫ t
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(θ−1)‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lq(Ω;R)
·
∥∥∥∥ sup
t∈[0,T ]
exp
(∫ t
0
θ (GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs −
∫ t
0
‖θ(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
1
θ
Lp/θ(Ω;R)
.
In addition, Lemma 2.7 with As =
1{s<τ}‖θ(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
, s ∈ [0, T ], gives
∥∥∥∥ sup
t∈[0,T ]
exp
(∫ τ
0
θ (GσV )(X
x
s ,X
y
s )
V (Xxs ,X
y
s )
dWs −
∫ t
0
‖θ(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
1
θ
Lp/θ(Ω;R)
≤ inf
v∈[ pθ ,∞]
[
1
(1− θp )
∥∥∥∥exp
(
1
2
[
1
( θp− 1v )
− 1
] ∫ τ
0
θ2‖(GσV )(Xxs ,Xys )‖2
(V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lv(Ω;R)
] 1
θ
=
1[
1− θp
] 1
θ
inf
v∈[ pθ ,∞]
∥∥∥∥exp
([
1
( θp− 1v )
− 1
] ∫ τ
0
θ ‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lvθ(Ω;R)
=
1[
1− θp
] 1
θ
inf
v∈[p,∞]
∥∥∥∥ exp
([
1
( 1p− 1v )
− θ
] ∫ τ
0
‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lv(Ω;R)
.
(2.95)
Combining (2.94), (2.95) and Proposition 2.12 proves that∥∥∥∥ sup
t∈[0,τ ]
|V (Xxt , Xyt )|
∥∥∥∥
Lr(Ω;R)
≤ |V (x, y)|[
1− θp
] 1
θ
∥∥∥∥ exp
([
1
( 1p− 1v )
− θ
] ∫ τ
0
‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lv(Ω;R)
·
∥∥∥∥ exp
(
sup
t∈[0,τ ]
∫ t
0
(Gµ,σV )(Xxs ,Xys )
V (Xxs ,X
y
s )
+
(θ−1)‖(GσV )(Xxs ,Xys )‖2
2 (V (Xxs ,X
y
s ))2
ds
)∥∥∥∥
Lq(Ω;R)
(2.96)
for all v ∈ [p,∞]. This completes the proof of Proposition 2.27. 
The next remark to Proposition 2.27 is the uniform counterpart to Remark 2.18.
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Remark 2.28. Note in the setting of Proposition 2.27 that if Vˆ ∈ C2(O, [0,∞)),
if x = y and if V (v, w) = Vˆ (v) for all v, w ∈ O, then Proposition 2.27 reduces to
an estimate for ‖ supt∈[0,τ ] Vˆ (Xxt )‖Lr(Ω;R) for p, q, r ∈ (0,∞], v ∈ [p,∞], θ ∈ (0, p)
with 1p +
1
q =
1
r .
The next corollary, Corollary 2.29, specializes Proposition 2.27 to the case
where the function V ∈ C2(O2, [0,∞)) satisfies V (x, y) = ‖x− y‖2 for all x, y ∈ O
(cf. Theorem 5.1 in Li [Li94]). Corollary 2.29 follows immediately from Proposi-
tion 2.27 and Example 2.15.
Corollary 2.29. Assume the setting in Section 2.1, let x, y ∈ O, let τ : Ω→
[0, T ] be a stopping time and let Xz : [0, T ] × Ω → O, z ∈ {x, y}, be adapted sto-
chastic processes with continuous sample paths satisfying∫ τ
0
‖µ(Xzs )‖ + ‖σ(Xzs )‖2 + max(〈X
x
s−Xys ,µ(Xxs )−µ(Xys )〉,0)+‖σ(Xxs )−σ(Xys )‖2
‖Xxs−Xys ‖2 ds <∞
P-a.s. and Xzt∧τ = z+
∫ t∧τ
0 µ(X
z
s ) ds+
∫ t∧τ
0 σ(X
z
s ) dWs P-a.s. for all (t, z) ∈ [0, T ]×
{x, y}. Then
∥∥∥∥∥ supt∈[0,τ ]‖Xxt −Xyt ‖
∥∥∥∥∥
Lr(Ω;R)
≤ ‖x− y‖[
1− θp
] 1
θ
∥∥∥exp([ 1( 1p− 1v ) − θ] ∫ τ0 ‖(σ(Xxs )−σ(Xys ))∗(Xxs−Xys )‖22 ‖Xxs−Xys ‖4 ds
)∥∥∥
Lv(Ω;R)
·
∥∥∥∥∥∥∥exp

 sup
t∈[0,τ ]
∫ t
0


〈Xxs−Xys ,µ(Xxs )−µ(Xys )〉+ 12‖σ(Xxs )−σ(Xys )‖2HS(Rm,Rd)
‖Xxs−Xys ‖2
+
(θ−1)‖(σ(Xxs )−σ(Xys ))∗(Xxs−Xys )‖2
‖Xxs−Xys ‖4

 ds


∥∥∥∥∥∥∥
Lq(Ω;R)
(2.97)
for all v ∈ [p,∞], θ ∈ (0, p) and all p, q, r ∈ (0,∞] with 1p + 1q = 1r .
The next theorem is the uniform counterpart to Theorem 2.24. It follows
directly from Proposition 2.27 and from Lemma 2.23.
Theorem 2.30. Assume the setting in Section 2.1, let x, y ∈ O, k ∈ N, r, p ∈
(0,∞], θ ∈ (0, p), ρ ∈ [p,∞], (αi,j,l)i,j∈{0,1},l∈{1,...,k}, (βi,j,l)i,j∈{0,1},l∈{1,...,k} ⊂
R, (qi,j,l)i,j∈{0,1},l∈{1,...,k} ⊂ [r,∞] satisfying
∑1
i=0
∑k
l=1
1
q0,i,l
= 1ρ as well as
1
p +
∑1
i=0
∑k
l=1
1
q1,i,l
= 1r , c0, c1 ∈ L0([0, T ];R), V ∈ C2(O2, [0,∞)), U0,0, U1,0 ∈
C2(O,Rk), U0,1, U1,1 ∈ C2(O, [0,∞)k), U0,1, U1,1 ∈ C(O,Rk) and let Xz : [0, T ]×
Ω → O, z ∈ {x, y}, be adapted stochastic processes with continuous sample paths
satisfying
∫ T
0 c0(s) + c1(s) + ‖µ(Xzs )‖ + ‖σ(Xzs )‖2 ds < ∞ P-a.s. and Xzt = z +∫ t
0 µ(X
z
s ) ds+
∫ t
0 σ(X
z
s ) dWs P-a.s. for all (t, z) ∈ [0, T ]× {x, y} and
(Gµ,σUi,j,l)(u) + 12eαi,j,lt ‖σ(u)
∗(∇Ui,j,l)(u)‖2 + 1{1}(j) · U i,j,l(u)
≤ αi,j,lUi,j,l(u) + βi,j,l,
(2.98)
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[
1
(2/p−2/ρ) − θ2
]
‖(GσV )(v,w)‖2
(V (v,w))2
≤ c0(t) +
∑k
n=1
[
U0,0,n(v)+U0,0,n(w)
2q0,0,nTe
α0,0,nt
+
U0,1,n(v)+U0,1,n(w)
2q0,1,ne
α0,1,nt
](2.99)
and
0 ∨
[
(Gµ,σV )(v,w)
V (v,w) +
(θ−1) ‖(GσV )(v,w)‖2
2 (V (v,w))2
]
≤ c1(t) +
∑k
n=1
[
U1,0,n(v)+U1,0,n(w)
2q1,0,nTe
α1,0,nt
+
U1,1,n(v)+U1,1,n(w)
2q1,1,ne
α1,1,nt
](2.100)
for all i ∈ {0, 1}, l ∈ {1, . . . , k}, u ∈ {v, w}, (v, w) ∈ im(Xxt )× im(Xyt ), t ∈ [0, T ].
Then ∥∥∥∥ sup
t∈[0,T ]
|V (Xxt , Xyt )|
∥∥∥∥
Lr(Ω;R)
≤ V (x, y)[
1− θp
] 1
θ
exp
(
T
∫
0
c0(s) + c1(s) ds
)
· exp
(
1∑
i,j=0
k∑
l=1
[
T
∫
0
βi,j,l (1− sT )(1−j)
qi,j,l e
αi,j,ls ds+
Ui,j,l(x)+Ui,j,l(y)
2qi,j,l
])
.
(2.101)
The next corollary specializes Theorem 2.30 to the case where k = 1, where V
satisfies V (x, y) = ‖x− y‖2 for all x, y ∈ O and where µ and σ are continuous (cf.
Lemma 2.3 in Zhang [Zha10]). It follows directly from Theorem 2.30 and from
Example 2.15.
Corollary 2.31. Assume the setting in Section 2.1, let x, y ∈ O, r, p ∈ (0,∞],
θ ∈ (0, p), ρ ∈ [p,∞], (αi,j)i,j∈{0,1}, (βi,j)i,j∈{0,1} ⊂ R, (qi,j)i,j∈{0,1} ⊂ [r,∞]
with
∑1
i=0
1
q0,i
= 1ρ and
1
p +
∑1
i=0
1
q1,i
= 1r , c0, c1 ∈ C([0, T ],R), U0,0, U1,0 ∈
C2(O,R), U0,1, U1,1 ∈ C2(O, [0,∞)), U0,1, U1,1 ∈ C(O,R), µ ∈ C(O,Rd), σ ∈
C(O,Rd×m) and let Xz : [0, T ]×Ω→ O, z ∈ {x, y}, be adapted stochastic processes
with continuous sample paths satisfying Xzt = z+
∫ t
0
µ(Xzs ) ds+
∫ t
0
σ(Xzs ) dWs P-a.s.
for all (t, z) ∈ [0, T ]× {x, y} and
(Gµ,σUi,j)(u) + 12eαi,j t ‖σ(u)∗(∇Ui,j)(u)‖2 + 1{1}(j) · U i,j(u) ≤ αi,jUi,j(u) + βi,j ,[
1
(2/p−2/ρ) − θ2
]
‖(v−w)∗(σ(v)−σ(w))‖2
‖v−w‖4 ≤ c0(t) +
U0,0(v)+U0,0(w)
2q0,0Te
α0,0t
+
U0,1(v)+U0,1(w)
2q0,1e
α0,1t
and
max
{
0,
〈v−w,µ(v)−µ(w)〉+ 12‖σ(v)−σ(w)‖2HS(Rm,Rd)
‖v−w‖2 +
(θ/2−1) ‖(v−w)∗(σ(v)−σ(w))‖2
‖v−w‖4
}
≤ c1(t) + U1,0(v)+U1,0(w)2q1,0Teα1,0t +
U1,1(v)+U1,1(w)
2q1,1e
α1,1t
(2.102)
for all i, j ∈ {0, 1}, u ∈ {v, w}, (v, w) ∈ im(Xxt )× im(Xyt ), t ∈ [0, T ]. Then∥∥∥∥supt∈[0,T ] ‖Xxt −X
y
t ‖
‖x− y‖
∥∥∥∥
Lr(Ω;R)
≤ e
∫ T
0
c0(s)+c1(s) ds
[1− θp ]
1
θ
exp
(
1∑
i,j=0
[
T
∫
0
βi,j (1− sT )(1−j)
qi,j e
αi,js ds+
Ui,j(x)+Ui,j(y)
2qi,j
])
.
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The next corollary (Corollary 2.32) is the special case of Corollary 2.31 where
U0,0(x) = U1,0(x) = c (1 + ‖x‖2)ε and U0,1(x) = U1,1(x) = U0,1(x) = U1,1(x) = 0
for all x ∈ Rd and some c ∈ (0,∞), ε ∈ (0, 1] and where q0,1 = ∞ = q1,1,
q1,0 = 2r = p, q0,0 = 4r = ρ, θ = 2, β0,0 = β1,0 = β, β0,1 = β1,1 = 0, r ∈ (1,∞].
Corollary 2.32 is related to Theorem 1.7 in Fang, Imkeller & Zhang [FIZ07] and
to Corollary 6.3 in Li [Li94].
Corollary 2.32. Assume the setting in Section 2.1, let x, y ∈ O, let µ ∈
C(O,Rd), α, β, c0, c1 ∈ [0,∞), c ∈ (0,∞), r ∈ (1,∞], εin(0, 1] and let Xz : [0, T ]×
Ω → O, z ∈ {x, y}, be adapted stochastic processes with continuous sample paths
satisfying Xzt = z+
∫ t
0 µ(X
z
s ) ds+
∫ t
0 σ(X
z
s ) dWs P-a.s. for all (t, z) ∈ [0, T ]×{x, y}
and
〈v−w,µ(v)−µ(w)〉+ 12‖σ(v)−σ(w)‖2HS(Rm,Rd)
‖v−w‖2 +
‖(σ(v)−σ(w))∗(v−w)‖2
2 ‖v−w‖4
≤ c1 + c (1+‖v‖
2)ε+c (1+‖w‖2)ε
4rTeαT ,
(4r−2) ‖(σ(v)−σ(w))∗(v−w)‖2
2 ‖v−w‖4 ≤ c0 + c (1+‖v‖
2)ε+c (1+‖w‖2)ε
8rTeαT ,(2.103)
2 〈u, µ(u)〉+ ‖σ(u)‖2HS(Rm,Rd) + 2cε‖σ(u)
∗u‖2
(1+‖u‖2)(1−ε)
≤ αε
(
1 + ‖u‖2)+ βcε (1 + ‖u‖2)(1−ε)
for all u ∈ {v, w}, (v, w) ∈ im(Xx)× im(Xy). Then∥∥∥∥supt∈[0,T ] ‖Xxt −X
y
t ‖
‖x− y‖
∥∥∥∥
Lr(Ω;R)
≤ [1− 1r ]− 12 exp((c0 + c1)T + βT+c(1+‖x‖2)ε+c(1+‖y‖2)ε2r ) .
(2.104)

CHAPTER 3
Strong completeness of SDEs
The theory developed in Subsection 2.4 can be used to establish strong com-
pleteness of SDEs with non-globally Lipschitz continuous nonlinearities by com-
bining it with a suitable Kolmogorov argument; see Lemma 3.2 and Lemma 3.3
below. As, e.g., in the proof of Theorem 2.4 in Zhang [Zha10] we exploit that local
Lipschitz continuity estimates on a time interval of positive length are sufficient to
establish strong completeness on the whole time interval [0,∞).
First, however, we recall some notation: for α ∈ [0, 1], d ∈ N, a set D ⊆ Rd
and a Banach space (E, ‖·‖E), we define the Banach space of globally bounded and
α-Ho¨lder continuous functions from D to E by
(3.1) Cαb (D,E) :=
{
f ∈ C(D,E) : sup
x∈D
‖f(x)‖E + sup
x,y∈D,x 6=y
‖f(x)−f(y)‖E
‖x−y‖α <∞
}
.
In addition, for α ∈ [0, 1], d ∈ N, a set D ⊆ Rd and a Banach space (E, ‖·‖E), we
say that a mapping f : D → E is locally α-Ho¨lder continuous if for every x ∈ D
there exists a relatively open set U ⊆ D containing x such that f |U ∈ Cαb (U,E).
Finally, we recall the notion of pathwise uniqueness.
Definition 3.1. Let d,m ∈ N, let D ⊆ Rd be a closed set, let µ ∈ L0(D;Rd),
σ ∈ L0(D;Rd×m), and let ν : B(D)→ [0, 1] be a probability measure. We say that
solutions to the SDE with coefficients (µ, σ) and initial distribution ν are pathwise
unique if for every stochastic basis (Ω,F ,P, (Ft)t∈[0,∞)), every standard (Ft)t∈[0,∞)-
Brownian motion W : [0,∞) × Ω → Rm and all adapted stochastic processes
X1, X2 : [0,∞)×Ω→ D with continuous sample paths and with P[X10 = X20 ] = 1,
P ◦ (X10 )−1 = ν and
X it = X
i
0 +
∫ t
0
µ(X is) ds+
∫ t
0
σ(X is) dWs(3.2)
P-a.s. for every (i, t) ∈ {1, 2} × [0,∞), it holds that P[X1 = X2] = 1.
Lemma 3.2 (Strong completeness based on uniform strong stability estimates).
Let d,m ∈ N, let D ⊆ Rd be a non-empty closed set, let µ ∈ L0(D;Rd), σ ∈
L0(D;Rd×m), let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis, let W : [0,∞) × Ω →
R
m be a standard (Ft)t∈[0,∞)-Brownian motion and assume that for every x ∈ D
there exists an adapted stochastic process Xx : [0,∞) × Ω → D with continuous
sample paths satisfying
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs(3.3)
P-a.s. for every t ∈ [0,∞). Moreover, assume that for every x ∈ D solutions
to the SDE with coefficients (µ, σ) and initial distribution δx are pathwise unique.
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In addition, assume that there exist ε ∈ (0,∞), p ∈ (d,∞), α ∈ (dp , 1] such that
for every x ∈ D it holds that (Xxt )t∈[0,ε] ∈ Lp(Ω;C([0, ε],Rd)) and such that the
mapping D ∋ x 7→ (Xxt )t∈[0,ε] ∈ Lp(Ω;C([0, ε],Rd)) is locally α-Ho¨lder continuous.
Then there exists a Y ∈ L0([0,∞) ×D × Ω;D) such that for every ω ∈ Ω it holds
that Y (·, ·, ω) ∈ C([0,∞) × D,D) and such that for every x ∈ D it holds that
(Y (t, x))t∈[0,∞) = (Xxt )t∈[0,∞) P-a.s.
Lemma 3.3 (Strong completeness based on marginal strong stability estimates).
Let d,m ∈ N, let D ⊆ Rd be a non-empty closed set, let µ ∈ L0(D;Rd), σ ∈
L0(D;Rd×m), let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis, let W : [0,∞) × Ω →
R
m be a standard (Ft)t∈[0,∞)-Brownian motion and assume that for every x ∈ D
there exists an adapted stochastic process Xx : [0,∞) × Ω → D with continuous
sample paths satisfying
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs(3.4)
P-a.s. for every t ∈ [0,∞). Moreover, assume that for every x ∈ D solutions to
the SDE with coefficients (µ, σ) and initial distribution δx are pathwise unique. In
addition, assume that there exist ε ∈ (0,∞), p ∈ (d + 1,∞), α ∈ (d+1p , 1] such
that for every (t, x) ∈ [0, ε] × D it holds that Xxt ∈ Lp(Ω;Rd) and such that the
mapping [0, ε] × D ∋ (t, x) 7→ Xxt ∈ Lp(Ω;Rd) is locally α-Ho¨lder continuous.
Then there exists a Y ∈ L0([0,∞) ×D × Ω;D) such that for every ω ∈ Ω it holds
that Y (·, ·, ω) ∈ C([0,∞) × D,D) and such that for every x ∈ D it holds that
(Y (t, x))t∈[0,∞) = (Xxt )t∈[0,∞) P-a.s.
3.1. Theorems of Yamada-Watanabe and of Kolmogorov-Chentsov type
We shall use a Yamada-Watanabe type theorem (see Theorem 3.4 below) and
the Kolmogorov-Chentsov theorem (see Theorem 3.5 below) to prove Lemmas 3.2
and 3.3. More specifically, the following theorem is a slightly modified version
of Theorem 21.14 in [Kal02]. For the definition of universally adapted we refer
to [Kal02, Page 423].
Theorem 3.4. Let d,m ∈ N, let D ⊆ Rd be a non-empty closed set, let
µ ∈ L0(D;Rd), σ ∈ L0(D;Rd×m), let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis,
let W : [0,∞) × Ω → Rm be a standard (Ft)t∈[0,∞)-Brownian motion and assume
that for every x ∈ D there exists an adapted stochastic process Xx : [0,∞)×Ω→ D
with continuous sample paths satisfying
Xxt = x+
∫ t
0
µ(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs(3.5)
P-a.s. for every t ∈ [0,∞). Moreover, assume that for every x ∈ D solutions to the
SDE with coefficients (µ, σ) and initial distribution δx are pathwise unique. Then
there exists a Borel measurable and universally adapted function
(3.6) F : D × C([0,∞),Rm)→ C([0,∞),Rd)
such that for every stochastic basis (Ω˜, F˜ , P˜, (F˜t)t∈[0,∞)), every standard (F˜t)t∈[0,∞)-
Brownian motion W˜ : [0,∞)× Ω˜→ Rm and every X˜0 ∈ L0(Ω˜, F˜0;D) it holds that
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the process X˜ : [0,∞) × Ω˜ → Rd defined by X˜ := F (X˜0, W˜ ) is the up to indistin-
guishability unique (F˜t)t∈[0,∞)-adapted stochastic process with continuous sample
paths satisfying X˜ ∈ C([0,∞), D) P˜-a.s. and
(3.7) X˜t = X˜0 +
∫ t
0
µ(X˜s) ds+
∫ t
0
σ(X˜s) dW˜s
P˜-a.s. for every t ∈ [0,∞).
Proof of Theorem 3.4. Let µˆ : Rd → Rd and σˆ : Rd → Rd×m be mappings
given by µˆ(x) = 0, σˆ(x) = 0 for every x ∈ Rd\D and µˆ(x) = µ(x), σˆ(x) = σ(x) for
every x ∈ D. Observe that µˆ ∈ L0(Rd;Rd) and σˆ ∈ L0(Rd;Rd×m). Moreover, let
Xˆx : [0,∞)×Ω→ Rd, x ∈ Rd, be given by Xˆxt = x for every x ∈ Rd\D, t ∈ [0,∞)
and by Xˆxt = X
x
t for every x ∈ D, t ∈ [0,∞). Note for every x ∈ Rd that Xˆx is an
adapted stochastic process with continuous sample paths and observe that
(3.8) Xˆxt = x+
∫ t
0
µˆ(Xˆxs ) ds+
∫ t
0
σˆ(Xˆxs ) dWs
P-a.s. for every (t, x) ∈ [0,∞) × Rd. It follows from the fact that Rd\D is open,
that for every x ∈ Rd the solutions to the SDE with coefficients (µˆ, σˆ) and initial
distribution δx are pathwise unique. In conclusion, the conditions of [Kal02, The-
orem 21.14] are satisfied, which provides the existence of a measurable and univer-
sally adapted mapping F : D×C([0,∞),Rm)→ C([0,∞),Rd) such that for every
stochastic basis (Ω˜, F˜ , P˜, (F˜t)t∈[0,∞)), every standard (F˜t)t∈[0,∞)-Brownian motion
W˜ : [0,∞) × Ω˜ → Rm and every X˜0 ∈ L0(Ω˜;D) it holds that X˜ := F (X˜0, W˜ ) is
the up to indistinguishability unique (F˜t)t∈[0,∞)-adapted stochastic process with
continuous sample paths satisfying
(3.9) X˜t = X˜0 +
∫ t
0
µˆ(X˜s) ds+
∫ t
0
σˆ(X˜s) dW˜s
P˜-a.s. for every t ∈ [0,∞). It remains to be prove that if X˜0 ∈ L0(Ω˜, F˜0;D), then
F (X˜0, W˜ ) ∈ C([0,∞), D) P˜-a.s. This follows from the fact that by construction it
holds for all x ∈ D that F (x,W ) = Xx P-a.s. and that W˜ is independent of X˜0. 
The next theorem provides a suitable extension to Theorem 2.1 in [MS03].
Theorem 3.5. Let d ∈ N, p ∈ (d,∞), α ∈ (dp , 1], let (E, ‖·‖E) be a Banach
space, let F ⊆ E be a non-empty closed set, let D ⊆ Rd be a non-empty set and let
X ∈ Cαb (D,Lp(Ω;F )). Then there exists a Y ∈
⋂
β∈(0,α−dp ) L
p(Ω;Cβb (D,F )) such
that for every x ∈ D it holds that Y (x) = X(x) P-a.s.
Proof of Theorem 3.5. In the case that F = E, the proof of this theorem
is provided in Theorem 2.1 in [MS03] (the assumption that the Banach space
E is real and separable in the statement of [MS03, Theorem 2.1] is not used in
its proof). In the case that F 6= E, we first observe that by the above there
exists a Yˆ ∈ ⋂β∈(0,α−dp ) Lp(Ω;Cβb (D,E)) such that for every x ∈ D it holds that
Yˆ (x) = X(x) P-a.s. As D ⊆ Rd is separable, there exists a sequence xn ∈ D,
n ∈ N, such that {xn ∈ D : n ∈ N} is dense in D. This in turn implies that
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{xn ∈ D : n ∈ N} = D. Next we define Ω0 ∈ F by
(3.10) Ω0 :=
⋂
n∈N
{ω ∈ Ω: Yˆ (xn, ω) = X(xn, ω)}
and we observe that P
[
Ω0
]
= 1. Moreover, note that for every ω ∈ Ω0, y ∈ D there
exists an increasing sequence nk ∈ N, k ∈ N, such that limk→∞ xnk = y and the
continuity of Yˆ (·, ω) and the closedness of F hence show that
(3.11) Yˆ (y, ω) = Yˆ
(
lim
k→∞
xnk , ω
)
= lim
k→∞
Yˆ (xnk , ω) = lim
k→∞
X(xnk , ω) ∈ F.
This proves for every (ω, y) ∈ Ω0×D that Y (ω, y) ∈ F . Now let ξ ∈ F be arbitrary
and let Y : Ω→ Cβb (D,F ) be given by Y (x, ω) = Yˆ (x, ω) for every x ∈ D, ω ∈ Ω0
and by Y (x, ω) = ξ for every x ∈ D, ω ∈ Ω\Ω0. By construction it holds that
P
[
Y = Yˆ
]
= 1 and for every ω ∈ Ω, x ∈ D that Y (ω, x) ∈ F . The proof of
Theorem 3.5 is thus completed. 
Remark 3.6. The Kolmogorov-Chentsov theorem as provided in [MS03, The-
orem 2.1] is obtained from an extension result that can be found in the book of
Stein [Ste70]. More specifically, it is proven in [Ste70, Section VI.2.2.1] that for
every d ∈ N and every α ∈ (0, 1] there exists a real number C ∈ [0,∞) such that
for every D ⊆ Rd there exists a mapping E0 : Cαb (D,Rd)→ Cαb (Rd,Rd) such that
for every f ∈ Cαb (D,Rd) it holds that E0(f)|D = f and
(3.12) ‖E0(f)‖Cαb (Rd,Rd) ≤ C ‖f‖Cαb (D,Rd) .
The proof carries over mutatis mutandis to the space Cαb (D,E), where (E, ‖·‖E) is
a real Banach space. This extension operator in combination with the Kolmogorov-
Chentsov theorem on rectangles provided, e.g., in [RY91, Theorem I.2.1], proves
the Kolmogorov-Chentsov theorem as provided in [MS03, Theorem 2.1].
Note that this version of the proof of the Kolmogorov-Chentsov theorem does
not rely on Sobolev embeddings. In particular, no assumptions on the smoothness
of the domain D are required.
3.2. Proofs of the strong completeness results
Proof of Lemma 3.2. Let F : D × C([0,∞),Rm) → C([0,∞),Rd) be the
measurable and universally adapted function provided by Theorem 3.4. In partic-
ular, for every x ∈ D we have
(3.13) (Xxt )t∈[0,∞) = F (x,W )
P-a.s.
Throughout this proof we use the closed balls BR ⊆ Rd, R ∈ (0,∞), given
by BR = {x ∈ Rd : ‖x‖ ≤ R} for every R ∈ (0,∞) and the stochastic processes
W ∗θs : [0,∞) × Ω → Rm, s ∈ [0,∞), given by W ∗θst = Wt+s − Ws for every
s, t ∈ [0,∞). Observe that W ∗θs is a standard (Fs+t)t∈[0,∞)-Brownian motion
for every s ∈ [0,∞). Clearly, it holds for every s ∈ [0,∞) that F (x,W ) and
F (x,W ∗θs) are equal in distribution. It thus follows from (3.13) and the fact that
D ∋ x 7→ (Xxt )t∈[0,ε] ∈ Lp(Ω;C([0, ε],Rd)) is locally α-Ho¨lder continuous, that for
every n ∈ N0 one has that D ∋ x 7→ F (x,W ∗θnε)|[0,ε] ∈ Lp(Ω;C([0, ε],Rd)) is
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locally α-Ho¨lder continuous. As D is closed, it follows for every n,R ∈ N0 that
D ∩BR is a compact set and, consequently, that
(3.14) sup
x,y∈D∩BR
x 6=y
[∥∥F (x,W ∗θnε)|[0,ε] − F (y,W ∗θnε)|[0,ε]∥∥Lp(Ω;C([0,ε],Rd))
‖x− y‖α
]
<∞.
By applying Theorem 3.5 to the mappings D ∩ BR ∋ x 7→ F (x,W ∗θnε)|[0,ε] ∈
Lp(Ω;C([0, ε],Rd)), (n,R) ∈ N0 ×N, it follows that for every n ∈ N0 there exists
a mapping Y (n) ∈ L0(D × Ω;C([0, ε], D)) such that for every x ∈ D it holds that
Y (n)(x) = F (x,W ∗θnε)|[0,ε] P-a.s. and such that for every ω ∈ Ω it holds that
Y (n)(·, ω) ∈ C(D,C([0, ε], D)).
Claim. For every n ∈ N0 and every ξ, ξ˜ ∈ L0(Ω,Fnε;D) satisfying ξ = ξ˜ P-a.s. it
holds that
(3.15) Y (n)(ξ˜) = F (ξ,W ∗θnε)|[0,ε] P-a.s.
Proof of the claim. Clearly, if ξ, ξ˜ ∈ L0(Ω,Fnε;D) satisfy ξ = ξ˜ P-a.s.,
then for every n ∈ N0 it holds that
(3.16) Y (n)(ξ) = Y (n)(ξ˜)
P-a.s. Moreover, it follows by the independence of (W ∗θnεt )t≥0 and Fnε, n ∈ N0,
that for all n ∈ N0 it holds that
(3.17) Y (n)(ξ) = F (ξ,W ∗θnε)|[0,ε] P-a.s.

Claim. For every ξ ∈ L0(Ω,F0;D) and every s ∈ [0,∞) it holds that
(3.18)
(
F (ξ,W )(t)
)
t∈[s,∞) =
(
F
(
F (ξ,W )(s),W ∗θs
)
(t− s)
)
t∈[s,∞)
P-a.s.
Proof of the claim. Let s ∈ [0,∞) and ξ ∈ L0(Ω,F0;D) be arbitrary and
define Ω0 ⊆ Ω by
(3.19) Ω0 =
{
ω ∈ Ω: F (ξ(ω),W (ω)) ∈ C([0,∞), D) and
F
(
F (ξ(ω),W (ω))(s),W ∗θs(ω)
) ∈ C([0,∞), D)
}
.
Observe that P
[
Ω0
]
= 1. Next let Z : [0,∞) × Ω → D be given by Zt(ω) = ξ(ω)
for all (t, ω) ∈ [0,∞)× Ω \ Ω0 and by
(3.20) Zt(ω) =
{
F (ξ(ω),W (ω))(t) : t ∈ [0, s]
F
(
F (ξ(ω),W (ω))(s),W ∗θs(ω)
)
(t− s) : t ∈ (s,∞)
for every (t, ω) ∈ [0,∞)×Ω0. One may easily verify that Z is an adapted stochastic
process with continuous sample paths which satisfies
(3.21) Zt = ξ +
∫ t
0
µ(Zu) du+
∫ t
0
σ(Zu) dWu
P-a.s. for every t ∈ [0,∞). Pathwise uniqueness of solutions to the SDE with
coefficients (µ, σ) and initial distribution P ◦ (ξ)−1 hence shows that Z = F (ξ,W )
P-a.s. The proof of the claim is thus completed. 
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In the next step let Y : D × [0,∞)× Ω→ D be a mapping defined recursively
by Y (x, ω, t) := Y (0)(x, ω)(t) for every x ∈ D, ω ∈ Ω, t ∈ [0, ε] and by
(3.22) Y (x, t, ω) = Y (n)
(
Y (x, nε, ω), ω
)
(t− nε)
for every x ∈ D, ω ∈ Ω, t ∈ (nε, (n + 1)ε], n ∈ N. Note that Y is an adapted
stochastic process with continuous sample paths. Moreover, observe that by con-
struction it holds that Y (nε, x) = F (x,W )(nε) P-a.s. for every x ∈ D and every
n ∈ N0. This and the two claims above show that(
Y (t, x)
)
t∈[nε,(n+1)ε] =
(
F
(
F (x,W )(nε),W ∗θnε
)
(t− nε)
)
t∈[nε,(n+1)ε]
= F (x,W )|[nε,(n+1)ε]
(3.23)
P-a.s. for every x ∈ D and every n ∈ N0. Hence, we obtain that
(3.24) (Y (t, x))t∈[0,∞) = F (x,W ) = (Xxt )t∈[0,∞)
P-a.s. for every x ∈ D. Moreover, as Y (n)(·, ω) ∈ C(D,C([0, ε], D)) = C([0, ε] ×
D,D) for every ω ∈ Ω, it immediately follows from our construction that Y (·, ·, ω) ∈
C([0,∞)×D,D) for every ω ∈ Ω. This completes the proof of Lemma 3.3. 
Proof of Lemma 3.3. Let F : D × C([0,∞),Rm) → C([0,∞),Rd) be the
measurable and universally adapted function provided by Theorem 3.4. As before,
it follows from the fact that the mapping [0, ε]×D ∋ (t, x) → Xxt ∈ Lp(Ω;Rd) is
locally α-Ho¨lder continuous and Theorem 3.4 that for every n,R ∈ N0 it holds that
(3.25) sup
(s,x),(t,y)∈[0,ε]×(D∩BR)
(s,x) 6=(t,y)
∥∥F (x,W ∗θnε)(s) − F (y,W ∗θnε)(t)∥∥
Lp(Ω;Rd)
(‖x− y‖+ |s− t|)α <∞.
By applying Theorem 3.5 to the mappings
(3.26) [0, ε]× (D∩BR) ∋ (t, x) 7→ F (x,W ∗θnε)(t) ∈ Lp(Ω;D), (n,R) ∈ N0×N,
it follows for every n ∈ N0 that there exists a mapping Y (n) ∈ L0([0, ε] × D ×
Ω;D) such that for every x ∈ D and every t ∈ [0, ε] it holds that Y (n)(t, x) =
F (x,W ∗θnε)(t) P-a.s. and such that for every ω ∈ Ω it holds that Y (n)(·, ·, ω) ∈
C([0, ε] × D,D). Path continuity implies for every n ∈ N0 and every x ∈ D
that (Y (n)(t, x))t∈[0,ε] = F (x,W ∗θnε)|[0,ε] P-a.s. The rest of the proof is entirely
analogous to the proof of Lemma 3.2. This completes the proof of Lemma 3.3. 
3.3. Strong completeness for SDEs with additive noise
Theorems 2.24 and 2.30 together with Lemmas 3.3 and 3.2 can be used to
prove strong completeness for SDEs. In the case of additive noise, another well-
known possibility for proving strong completeness is to subtract the driving noise
process from the SDE and then to try to solve the resulting random ordinary
differential equation (RODE) globally for every continuous trajectory of the driving
noise process. This approach works, for instance, if the drift coefficient grows at
most linearly. However, if the drift coefficient grows super-linearly then it might
happen that the resulting RODE can not be solved globally for every continuous
trajectory of the driving noise process. This is illustrated in the following example.
Let Ω =
{
f ∈ C([0,∞),R2) : f(0) = 0}, let F = B(Ω), let P : F → [0, 1] be the
Wiener measure on (Ω,F), let W : [0,∞)× Ω→ R2 be given by Wt(ω) = ω(t) for
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every t ∈ [0, T ], ω ∈ Ω, let R = ( 0 1
−1 0
) ∈ R2×2 and let Xx : [0,∞) × Ω → R2,
x ∈ R2, be adapted stochastic processes with continuous sample paths satisfying
(3.27) Xxt = x+
∫ t
0
‖Xxs ‖2RXxs ds+Wt
P-a.s. for every (t, x) ∈ [0,∞)×R2. Then observe for every ρ ∈ [0,∞) and every
x ∈ R2 that
2ρ 〈x, µ(x)〉 + 12 tr
(
2ρI
)
+ 12 ‖2ρx‖2 = 2ρ+ 2ρ2 ‖x‖2 = 2ρ+ 2ρ
[
ρ‖x‖2] .(3.28)
Corollary 2.4 (with U(x) = 1+ρ‖x‖2 and U(x) ≡ 0 in the setting of that corollary)
hence implies for every ρ, t ∈ [0,∞) and every x ∈ R2 that
(3.29) E
[
exp
(
ρ‖Xxt ‖2
e2ρt
)]
≤ exp(1− e−2ρt + ρ ‖x‖2) ≤ exp(1 + ρ ‖x‖2) .
In addition, note for every x = (x1, x2), y = (y1, y2) ∈ R2 with x 6= y that
〈
x− y, ‖x‖2Rx− ‖y‖2Ry〉
‖x− y‖2 =
(‖x‖2 − ‖y‖2) 〈x− y,R(x+ y)〉
2 ‖x− y‖2
=
(‖x‖+ ‖y‖) 〈x− y,R(x+ y)〉
2 ‖x− y‖ ≤
(‖x‖+ ‖y‖) ‖R(x+ y)‖
2
≤ ‖x‖2 + ‖y‖2.
(3.30)
Corollary 2.31 (with U0,0 = Ui,1 = U i,1 ≡ 0, U1,0 = 1 + ρ‖x‖2, q1,0 = r, p = ∞
and βi,j = 0 for i, j ∈ {0, 1} in the setting of that corollary) hence implies for every
x, y ∈ R2, ρ, T ∈ (0,∞) and every r ∈ (0, ρ e−2ρT2T ) that
(3.31)
∥∥∥∥ sup
t∈[0,T ]
‖Xxt −Xyt ‖
‖x− y‖
∥∥∥∥
Lr(Ω;R)
≤ exp
(
2 + ρ ‖x‖2 + ρ ‖y‖2
2r
)
.
Combining this and the fact that for every ρ ∈ (0,∞) it holds that limTց0 ρ e
−2ρT
2T =∞ with Lemma 3.2 shows that the SDE (3.27) is strongly complete. Next let
x0 ∈ R2\{0} be arbitrary and let τ ∈ (0,∞] be the unique maximal extended
real number such that there exists a unique continuously differentiable function
z : [0, τ)→ R2 satisfying
(3.32)
z(0) = x0 and ∀ t ∈ [0, τ) : z′(t) =
∥∥∥∥z(t)− tRz(t)‖z(t)‖ 32
∥∥∥∥
2
R
(
z(t)− tRz(t)
‖z(t)‖ 32
)
.
Note that this definition ensures for every t ∈ [0, τ) that
∂
∂t‖z(t)‖2 = 2 〈z(t), z′(t)〉 = 2
∥∥∥∥z(t)− tRz(t)‖z(t)‖ 32
∥∥∥∥
2 〈
z(t), R
(
z(t)− tRz(t)
‖z(t)‖ 32
)〉
= −2 t
‖z(t)‖ 32
∥∥∥∥z(t)− tRz(t)‖z(t)‖ 32
∥∥∥∥
2 〈
z(t), R2z(t)
〉
= 2t‖z(t)‖ 12
∥∥∥∥z(t)− tRz(t)‖z(t)‖ 32
∥∥∥∥
2
= 2t‖z(t)‖ 12 [‖z(t)‖2 + t2‖z(t)‖] ≥ 2t‖z(t)‖5/2 = 2t [‖z(t)‖2]5/4 .
(3.33)
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This implies that τ is a real number, i.e., that τ <∞. Next let ω0 ∈ Ω be given by
(3.34) ω0(t) =
{− tRz(t)
‖z(t)‖ 32
: t < τ
0 : t ≥ τ
for every t ∈ [0,∞) and note that (3.32) implies that
(3.35)
z(0) = x0 and ∀ t ∈ [0, τ) : z′(t) = ‖z(t) +Wt(ω0)‖2R (z(t) +Wt(ω0)) .
This proves that there do not exist stochastic processes Y x : [0,∞)×Ω→ R2, x ∈
R
2, with continuous sample paths which satisfy for every (t, x, ω) ∈ [0,∞)×R2×Ω
that
(3.36) Y xt (ω) = x+
∫ t
0
‖Y xs (ω) +Ws(ω)‖2R (Y xs (ω) +Ws(ω)) ds.
In conclusion, the RODE (3.36) associated to the SODE (3.27) with additive noise
can thus not be solved globally for every continuous trajectory of the driving noise
process.
CHAPTER 4
Examples of SODEs
In this section we apply Theorem 2.24 and Theorem 2.30 to several example
SDEs from the literature.
4.1. Setting
Throughout Section 4 we shall frequently use the following setting. Let m, d ∈
N, let D ⊆ Rd be a closed set, let (Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis,
let W : [0,∞) × Ω → Rm be a standard (Ft)t∈[0,∞)-Brownian motion, and let
µ : D → Rd and σ : D → Rd×m be locally Lipschitz continuous mappings.
Finally, let Xx : [0,∞)× Ω→ D, x ∈ D, be adapted stochastic processes with
continuous sample paths satisfying
(4.1) Xxt = x+
∫ t
0
µ(Xs) ds+
∫ t
0
σ(Xxs ) dWs
P-a.s. for all (t, x) ∈ [0,∞)×D.
4.2. Stochastic van der Pol oscillator
The van der Pol oscillator was proposed to describe stable oscillation; see van
der Pol [vdP26]. Timmer et al. [THLL00] considered a stochastic version with
additive noise acting on the velocity. Here we consider a more general version
thereof.
Assume the setting of Section 4.1 with d = 2 and D = R2, let α ∈ (0,∞),
γ, δ, η0, η1 ∈ [0,∞), let g : R→ R1×m be a globally Lipschitz continuous function
with ‖g(y)‖2 ≤ η0 + η1y2 for all y ∈ R, let µ : R2 → R2 and σ : R2 → R2×m be
given by µ(x) =
(
x2,
(
γ − α(x1)2
)
x2 − δx1
)
and σ(x)u = (0, g(x1)u) for all x =
(x1, x2) ∈ R2, u ∈ Rm. Let Xx = (Xx,1, Xx,2) : [0,∞) × Ω → Rd, x = (x1, x2) ∈
R
2, be adapted stochastic processes with continuous sample paths satisfying (4.1)
P-a.s. for all (t, x) ∈ [0,∞)×Rd, i.e., Xx,1 is the solution process to the SDE known
as the stochastic van der Pol oscillator :
X¨x,1t = γ + α
(
Xx,1t
)2
X˙x,1 − δXx,1t + g(Xx,1t )W˙t, t ∈ [0,∞),
Xx,10 = x1, X˙
x,1
0 = x2.
(4.2)
Next we define a function ϑ : (0,∞) → [0,∞) by ϑ(ρ) := minr∈(0,∞)
([ |δ−1|
r +
η1
]∨[r |δ−1|+2γ+4η0ρ]) for all ρ ∈ (0,∞). If ρ ∈ [0,∞) and if U,U : R2 → R are
given by U(x) = ρ ‖x‖2 and U(x) = 2ρ [α− ρη1] (x1x2)2 for all x = (x1, x2) ∈ R2,
then it holds for every x = (x1, x2) ∈ R2 that
(Gµ,σU)(x) + 12‖σ(x)∗(∇U)(x)‖2 + U(x)
= 2ρ
[
(1− δ)x1x2 + γ(x2)2 − α(x1x2)2 + 12‖g(x1)∗‖2
]
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+ 2(ρx2)
2‖g(x1)∗‖2 + U(x)
≤ ρη0 + 2ρ
[
(1− δ)x1x2 + η12 (x1)2 + [γ + 2η0ρ] (x2)2
]
(4.3)
+ 2ρ [ρη1 − α] (x1x2)2 + U(x)
≤ ρη0 + 2ρ inf
r∈(0,∞)
[[ |δ−1|
2r +
η1
2
]
(x1)
2 +
[ r |δ−1|
2 + γ + 2η0ρ
]
(x2)
2
]
≤ ρη0 + ϑ(ρ)U(x).
Corollary 2.4 hence proves for every x ∈ R2, t ∈ [0,∞), ρ ∈ [0, αη1 ] ∩R that
E
[
exp
(
ρ
eϑ(ρ)t
‖Xxt ‖2 +
∫ t
0
2ρ(α−ρη1)
eϑ(ρ)s
∣∣X1,xs X2,xs ∣∣2 ds
)]
≤ exp
(∫ t
0
ρη0
eϑ(ρ)s
ds+ ρ‖x‖2
)
≤ e 14+ρ‖x‖2 .
(4.4)
In the next step we observe for every x = (x1, x2), y = (y1, y2) ∈ R2 with x2 ·y2 < 0
that (x2 − y2) · ((x1)2x2 − (y1)2y2) ≥ 0. Consequently, we get for every x =
(x1, x2), y = (y1, y2) ∈ R2 with x 6= y that
− α (x2 − y2)
[
(x1)
2x2 − (y1)2y2
]
‖x− y‖2
≤ −1[0,∞)(x2y2) ·
α (x2 − y2)
[
(x1)
2x2 − (y1)2y2
]
‖x− y‖2
= −1[0,∞)(x2y2) ·
α (|x2| − |y2|)
[
(x1)
2|x2| − (y1)2|y2|
]
‖x− y‖2
≤ −1[0,∞)(x2y2) ·
α (|x2| − |y2|)
(
(x1)
2 − (y1)2
)
min(|x2|, |y2|)
‖x− y‖2
≤ α |x2 − y2|
∣∣(x1)2 − (y1)2∣∣min(|x2|, |y2|)
‖x− y‖2
· 1(−∞,0]
(
(|x2| − |y2|)((x1)2 − (y1)2)
)
≤ α2 (|x1|+ |y1|)min(|x2|, |y2|) · 1(−∞,0]((|x2| − |y2|)(|x1| − |y1|))
≤ α2 (|x1|+ |y1|)min(|x2|, |y2|) ≤ α2 [|x1x2|+ |y1y2|] .
(4.5)
This implies for every t, q, θ ∈ (0,∞), ρ ∈ (0, αη1 ), x = (x1, x2), y = (y1, y2) ∈ R2
with x 6= y that
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(Rm,R2)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
=
〈x−y,µ(x)−µ(y)〉+12‖g(x1)∗−g(y1)∗‖2
‖x−y‖2 +
( θ2−1) (x2−y2)2 ‖g(x1)∗−g(y1)∗‖2
‖x−y‖4
≤ γ+
√
γ2+(δ−1)2
2 +
α
2 (|x1||x2|+ |y1||y2|) +
1
2 ‖g∗‖2Lip(R,Rm)|x1−y1|2
‖x−y‖2
+
| θ2−1| (x1−y1)2 (x2−y2)2 ‖g∗‖2Lip(R,Rm)
‖x−y‖4
≤ γ+
√
γ2+(δ−1)2
2 +
[
1
2 +
1
4 max(
θ
2 − 1, 0)
] ‖g∗‖2Lip(R,Rm) + qα2eϑ(ρ)t8ρ[α−ρη1 ]
+
2ρ[α−ρη1][(x1x2)2+(y1y2)2]
2qeϑ(ρ)t
.
(4.6)
4.3. STOCHASTIC DUFFING-VAN DER POL OSCILLATOR 47
Combining this and (4.3) with Corollary 2.31 proves for every T ∈ (0,∞), x =
(x1, x2), y = (y1, y2) ∈ R2, ρ ∈ (0, αη1 ), r, p, q ∈ (0,∞], θ ∈ (0, p) with 1p + 1q =
1
r (and with, in the setting of Corollary 2.31, U0,0 = U1,0 = U0,1 = U0,1 ≡ 0,
U1,1(x) = ρ‖x‖2 for all x ∈ R2, U1,1(x1, x2) = 2ρ(α− ρη1)(x1x2)2 for all (x1, x2) ∈
R
2, α1,1 = ϑ(ρ), β1,1 = ρη0, ρ = q0,0 = q0,1 = q1,0 = ∞, q1,1 = q, c0(t) =
1
8 (p− θ)‖g∗‖2Lip(R,Rm), c1(t) =
γ+
√
γ2+(δ−1)2
2 +
[p+2∨(4−θ)] ‖g∗‖2Lip(R,Rm)
8 +
qα2eϑ(ρ)t
8ρ[α−ρη1 ]
for all t ∈ [0,∞)) that
∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖
[1− θ/p] 1θ
exp
( [
γ+
√
γ2+(δ−1)2
]
T
2
)
· exp
(
[p+2∨(4−θ)]T ‖g∗‖2Lip(R,Rm)
8 +
∫
T
0
qα2eϑ(ρ)s ds
8ρ[α−ρη1] +
1
2+ρ‖x‖2+ρ‖y‖2
2q
)
.
(4.7)
In particular, in the case of additive noise, i.e., g(y) = g(0) for all y ∈ R, this
shows for every T ∈ (0,∞), x = (x1, x2), y = (y1, y2) ∈ R2, ρ ∈ (0, αη1 ), r ∈ (0,∞],
θ ∈ (0,∞) that∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖ exp
( [
γ+
√
γ2+(δ−1)2
]
T
2 +
∫ T
0
rα2eϑ(ρ)s ds
8ρ[α−ρη1 ] +
1
2+ρ‖x‖2+ρ‖y‖2
2r
)
.
(4.8)
In addition, combining (4.7) with Lemma 3.2 proves that the stochastic Van der
Pol oscillator (4.2) is strongly complete. Strong completeness for the SDE (4.2)
follows from earlier results in the literature, namely from Theorem 2.4 (applied
with W(x) = ‖x‖2 for all x ∈ R2 and α = 1) in Zhang [Zha10] in the case of
a globally bounded and globally Lipschitz continuous g and it follows with the
method of Theorem 3.5 in Schenk-Hoppe´ [SH96b] in the case where g is twice
continuously differentiable with a globally bounded first derivative by showing for
every x ∈ R2 that [0,∞) ∋ t 7→ (Xx,1t , Xx,2t − g(Xx,1t )Wt) ∈ R2 is the solution of
an appropriate random ordinary differential equation (RODE).
4.3. Stochastic Duffing-van der Pol oscillator
The Duffing-van der Pol equation unifies both the Duffing equation and the
van der Pol equation and has been used for example in certain flow-induced struc-
tural vibration problems (see Holmes & Rand [HR80]) and the references therein.
Schenk-Hoppe´ [SH96a] studied a stochastic version with affine-linear noise acting
on the velocity (see also the references in [SH96a]). Here we consider a more
general version thereof.
Assume the setting of Section 4.1 with d = 2, D = R2, let η0, η1, α1 ∈ [0,∞),
α2, α3 ∈ (0,∞), let g : R → R1×m be a globally Lipschitz continuous function
with ‖g(y)‖2 ≤ η0 + η1y2 for all y ∈ R, let µ : R2 → R2 and σ : R2 → R2×m be
given by µ(x) =
(
x2, α2x2 − α1x1 − α3(x1)2x2 − (x1)3
)
and σ(x)u = (0, g(x1)u)
for all x = (x1, x2) ∈ R2, u ∈ Rm and let Xx = (Xx,1, Xx,2) : [0,∞) × Ω → R2,
x = (x1, x2) ∈ R2, be adapted stochastic processes with continuous sample paths
satisfying (4.1) P-a.s. for all (t, x) ∈ [0,∞)×R2, i.e., Xx,1 is the solution process
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to the SDE know as the stochastic Duffing-van der Pol oscillator :
X¨x,1t = α2X˙
x,1
t − α1Xx,1t − α3
(
Xx,1t
)2
X˙x,1t −
(
Xx,1t
)3
+ g(Xx,1t )W˙t, t ∈ [0,∞),
Xx,10 = x1, X˙
x,1
0 = x2.
(4.9)
If ρ ∈ (0,∞) and if U : R2 → R is given by U(x1, x2) = ρ
[ (x1)4
2 + α1 (x1)
2
+
(x2)
2 ]
for all x = (x1, x2) ∈ R2 (cf., e.g., (8) in Holmes & Rand [HR80]), then it
holds for every x = (x1, x2) ∈ R2 that
(Gµ,σU)(x) + 12‖σ(x)∗(∇U)(x)‖2
= 2ρα1x1x2 + 2ρx2
[
α2x2 − α1x1 − α3x2(x1)2
]
+ ρ ‖g(x1)‖2 + 2(ρx2)2‖g(x1)‖2
≤ ρη0 + ρ
[
η1(x1)
2 + 2 [ρη0 + α2] (x2)
2
]
+ 2ρ [ρη1 − α3] (x1x2)2
≤ ρη0 + ρ [η1 − 2α1(ρη0 + α2)] (x1)2 + 2ρ (ρη0 + α2)
[
α1(x1)
2 + (x2)
2
]
+ 2ρ [ρη1 − α3] (x1x2)2
≤ ρη0 + ρ|0∨(η1−2α1(ρη0+α2))|
2
4(ρη0+α2)
+ 2 (ρη0 + α2)U(x) + 2ρ [ρη1 − α3] (x1x2)2.
(4.10)
Corollary 2.4 hence proves for every t ∈ (0,∞), ρ ∈ [0, α3η1 ] ∩R, x = (x1, x2) ∈ R2
that
E
[
exp
(
ρ
(
1
2 [X
x,1
t ]
4+α1[X
x,1
t ]
2+[Xx,2t ]
2
)
exp(2t[ρη0+α2])
+
t
∫
0
2ρ[α3−ρη1][Xx,1s Xx,2s ]
2
exp(2s[ρη0+α2])
ds
)]
≤ exp

 t∫
0
ρη0+
ρ|0∨(η1−2α1[ρη0+α2])|2
4[ρη0+α2]
exp(2s[ρη0+α2])
ds+ ρ
[
(x1)
4
2 + α1(x1)
2 + (x2)
2
]
≤ exp
(
1+ρ(α1)
2
2 +
tρ(η1)
2
4(ρη0+α2)
+ ρ(x1)
4 + ρ(x2)
2
)
.
(4.11)
In the next step we observe for every x = (x1, x2), y = (y1, y2) ∈ R2 with x 6= y
that
− [(x1)
3−(y1)3][x2−y2]
‖x−y‖2 = −
[(x1)2+x1y1+(y1)2][x1−y1][x2−y2]
[x1−y1]2+[x2−y2]2 ≤
(x1)
2+x1y1+(y1)
2
2 .(4.12)
Combining (4.5) and (4.12) implies for every ε, θ ∈ (0,∞), x = (x1, x2), y =
(y1, y2) ∈ R2 with x 6= y that
〈x−y,µ(x)−µ(y)〉+12‖σ(x)−σ(y)‖2HS(Rm,R2)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
≤ α2+
√
(α1−1)2+(α2)2
2 −
α3[x2(x1)2−y2(y1)2][x2−y2]+[(x1)3−(y1)3][x2−y2]
‖x−y‖2
+ ‖g(x1)−g(y1)‖
2
2 ‖x−y‖2 +
( θ2−1) |x2−y2|2 ‖g(x1)−g(y1)‖2
‖x−y‖4
≤ α2+
√
(α1−1)2+(α2)2
2 +
max(θ+2,4)
8 ‖g∗‖2Lip(R,Rm)
+ α32 [|x1x2|+ |y1y2|] + 3[(x1)
2+(y1)
2]
4 .
(4.13)
Corollary 2.31 hence shows for every T ∈ (0,∞), ρ0 ∈ (0, α3η1 ] ∩ R, ρ1 ∈ (0, α3η1 ),
x = (x1, x2), y = (y1, y2) ∈ R2, r, p, q0, q1 ∈ (0,∞], θ ∈ (0, p) with 1p + 1q0 + 1q1 = 1r
(and with, in the setting of Corollary 2.31, U0,0 = U0,1 = U0,1 ≡ 0, U1,0(x1, x2) =
ρ0(
1
2x
4
1 + α1x
2
1 + x
2
2), U1,1(x1, x2) = ρ1(
1
2x
4
1 + α1x
2
1 + x
2
2), U1,1(x1, x2) = 2ρ(α3 −
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ρη1)(x1x2)
2 for all (x1, x2) ∈ R2, α1,0 = 2(ρ0η0 + α2), α1,1 = 2(ρ1η0 + α2), β1,0 =
ρ0η0 +
|0∨(η1−2α1(ρ0η0+α2))|2
4(ρ0η0+α2)
, β1,1 = ρ1η0 +
|0∨(η1−2α1(ρ1η0+α2))|2
4(ρ1η0+α2)
, ρ = q0,0 = q0,1 =
∞, q1,0 = q0, q1,1 = q1, c0(t) = 18 (p− θ)‖g∗‖2Lip(R,Rm),
c1(t) =
α2+
√
(α1−1)2+(α2)2
2 +
p+2∨(4−θ)‖g∗‖2Lip(R,Rm)
8
+ q1(α3)
2e2t[ρ1η0+α2]
8ρ1[ρ1η1−α3] +
9q0Te
2t[ρ0η0+α2]
16ρ0
(4.14)
for all t ∈ [0,∞)) that
∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R2)
≤ ‖x−y‖
[1−θ/p]1/θ exp
([
α2+
√
(α1−1)2+(α2)2
]
T
2 +
[p+2∨(4−θ)]T‖g∗‖2Lip(R,Rm)
8
)
· exp
(∫ T
0
9q0Te
2s[ρ0η0+α2]
16ρ0
ds+
∫ T
0
q1(α3)
2e2s[ρ1η0+α2]
8ρ1[ρ1η1−α3] ds
)
· exp
(∫ T
0
1
q0
[
ρ0η0 +
|0∨(η1−2α1(ρ0η0+α2))|2
4(ρ0η0+α2)
]
(1− sT )e−2s[ρ0η0+α2] ds
)
· exp
(∫ T
0
1
q1
[
ρ1η0 +
|0∨(η1−2α1(ρ1η0+α2))|2
4(ρ1η0+α2)
]
e−2s[ρ1η0+α2] ds
)
· exp
([
ρ0
q0
+ ρ1q1
] [
(x1)
4+(y1)
4
4 +
α1[(x1)
2+(y1)
2]
2 +
(x2)
2+(y2)
2
2
])
.
(4.15)
This implies for every T ∈ (0,∞), ρ0, ρ1 ∈ (0, α3η1 ), x = (x1, x2), y = (y1, y2) ∈ R2,
r, q0, q1 ∈ (0,∞], p ∈ (2,∞] with 1p + 1q0 + 1q1 = 1r that∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R2)
≤ ‖x−y‖√
1−2/p exp
(
1
2q0
+ 12q1 + α2T +
(α1+1)T
2 +
(p+2)T‖g∗‖2Lip(R,Rm)
8
)
· exp
(
1∑
i=0
2i(η1)
2T
8qi(ρiη0+α2)
+ q0T
2e2T [ρ0η0+α2]
ρ0
+ q1(α3)
2e2T [ρ1η0+α2]
8ρ1[α3−ρ1η1]
)
· exp
([
ρ0
q0
+ ρ1q1
] [
(x1)
4+(y1)
4
4 +
α1[(x1)
2+(y1)
2]
2 +
(x2)
2+(y2)
2
2
])
.
(4.16)
Combining this with Lemma 3.2 proves that the stochastic Duffing-van der Pol
oscillator (4.9) is strongly complete. Strong completeness for the SDE (4.9) fol-
lows from earlier results in the literature, namely it follows for the Duffing oscil-
lator (i.e., the case α3 = 0) from Theorem 2.4 in Zhang [Zha10] (applied with
W(x1, x2) = (1 + 12 (x1)4 + (x2)2)
1
2 for all x1, x2 ∈ R2 and α = 1), and follows
with the method of Theorem 3.5 in Schenk-Hoppe´ [SH96b] for twice continuously
differentiable functions g with globally bounded first derivative by showing that
[0,∞) ∋ t 7→ (Xx,1t , Xx,2t − g(Xx,1t )Wt) ∈ R2 is the solution of a random ordinary
differential equation for every x ∈ R2.
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4.4. Stochastic Lorenz equation with additive noise
Lorenz [Lor63] suggested a three-dimensional ordinary differential equation as
a simplified model of convection rolls in the atmosphere. As, for instance, in Zhou
& E [ZE10], we consider a stochastic version thereof with additive noise.
Assume the setting of Section 4.1 with d = m = 3, D = R3, let α1, α2, α3, β ∈
[0,∞), and let A ∈ R3×3, µ : R3 → R3 and σ : R3 → R3×3 be given by
(4.17) A =

 −α1 α1 0α2 −1 0
0 0 −α3

 , µ

 x1x2
x3

 = Ax+

 0−x1x3
x1x2


and σ(x) =
√
βI
R
3 for all x = (x1, x2, x3) ∈ R3. Moreover, let
(4.18) Xx = (Xx,1, Xx,2, Xx,3) : [0,∞)× Ω→ R3, x ∈ R3,
be adapted stochastic processes with continuous sample paths satisfying (4.1) P-a.s.
for all (t, x) ∈ [0,∞)×R3, i.e.,
(4.19) Xxt = x+
∫ t
0
AXxs +

 0 0 00 0 −Xx,1s
0 Xx,1s 0

Xxs ds+√βWt
P-a.s. for all (t, x) ∈ [0,∞) × R3. Thus the processes Xx, x ∈ Rd, are solution
processes of the stochastic Lorenz equation in Zhou and E [ZE10].
In the next step we define a real number ϑ ∈ [0,∞) by
(4.20) ϑ := min
r∈(0,∞)
[[ (α1+α2)2
r − 2α1
] ∨ [r − 1] ∨ 0] .
If ρ ∈ [0,∞) and if U : R3 → R is given by U(x) = ρ ‖x‖2 for all x ∈ R3, then it
holds for every x = (x1, x2, x3) ∈ R3 that
(Gµ,σU)(x) + 12‖σ(x)∗(∇U)(x)‖2
= 2ρ 〈x, µ(x)〉 + 3ρβ + 2ρ2β‖x‖2
= 2ρα1x1(x2 − x1) + 2ρx2(α2x1 − x2)− 2ρα3(x3)2 + 3ρβ + 2ρβU(x)
= 2ρ(α1 + α2)x1x2 − 2ρ
[
α1(x1)
2 + (x2)
2 + α3(x3)
2
]
+ 3ρβ + 2ρβU(x)
≤ ρ · inf
r∈(0,∞)
[[ (α1+α2)2
r − 2α1
]
(x1)
2 + (r − 1) (x2)2 − 2α3(x3)2
]
+ 3ρβ + 2ρβU(x)
≤ 3ρβ +
[
2ρβ + inf
r∈(0,∞)
[[ (α1+α2)2
r − 2α1
] ∨ [r − 1] ∨ [−2α3]]
]
U(x)
≤ 3ρβ + [2ρβ + ϑ]U(x).
(4.21)
Hence, Corollary 2.4 implies for every x ∈ R3 and every t, ρ ∈ [0,∞) that
E
[
exp
(
ρ
e(2ρβ+ϑ)t
‖Xxt ‖2
)] ≤ exp(∫ t0 3ρβe(2ρβ+ϑ)s ds+ ρ ‖x‖2) ≤ exp( 32 + ρ ‖x‖2) .
(4.22)
Next we apply Corollary 2.31. For this observe for every θ ∈ (0,∞] and every
x = (x1, x2, x3), y = (y1, y2, y3) ∈ R3 with x 6= y that
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(R3)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
= 〈x−y,µ(x)−µ(y)〉‖x−y‖2
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≤ max(spectrum(A+A∗))2 + (x3−y3)(x1x2−y1y2)−(x2−y2)(x1x3−y1y3)‖x−y‖2
= max(spectrum(A+A
∗))
2 +
(x1−y1)(y2x3−x2y3)
‖x−y‖2(4.23)
= max(spectrum(A+A
∗))
2 +
(x1−y1)[(y2+x2)(x3−y3)−(x2−y2)(y3+x3)]
2 ‖x−y‖2
≤ max(spectrum(A+A∗))2 + |x2|+|x3|+|y2|+|y3|4 .
The estimate a ≤ δ4 + a
2
δ for all a ∈ R, δ ∈ (0,∞) hence proves for every x =
(x1, x2, x3), y = (y1, y2, y3) ∈ R3 with x 6= y and every r, t, T, ρ ∈ (0,∞), θ ∈ (0,∞]
that
〈x−y,µ(x)−µ(y)〉+12 ‖σ(x)−σ(y)‖2HS(R3)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
≤ max(spectrum(A+A∗))2 + 14 · rTe
(2ρβ+ϑ)t
8ρ +
8ρ
rTe(2ρβ+ϑ)t
· |x2|2+|x3|2+|y2|2+|y3|216
≤ max(spectrum(A+A∗))2 + rTe
(2ρβ+ϑ)t
32ρ +
ρ[‖x‖2+‖y‖2]
2rTe(2ρβ+ϑ)t
.
(4.24)
Corollary 2.31 hence implies for every T, r, ρ ∈ (0,∞) and every x, y ∈ R3 that∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R3)
≤ ‖x− y‖ exp
(
max(spectrum(A+A∗))T
2 +
rT 2e(2ρβ+ϑ)T
32ρ +
3+ρ ‖x‖2+ρ ‖y‖2
2r
)
.
(4.25)
Combining this with Lemma 3.2 ensures that the stochastic Lorenz equation (4.19)
is strongly complete. In the same way as above strong stability estimates of the
form (4.25) and strong completeness can be proved if the diffusion coefficient is
not necessarily constant as in (4.19) but globally bounded and globally Lipschitz
continuous. Strong completeness for the SDE (4.19) follows also from inequal-
ity (4.24) and Theorem 2.4 in Zhang [Zha10]. If the diffusion coefficient is linear
and if m = 1, then strong completeness follows in the case α2 = α1 from Theorem
4.1 in Schmalfuß [Sch97]. If the diffusion coefficient is merely globally Lipschitz
continuous but not globally bounded, then it is still an open question whether
strong stability estimates of the form (4.25) do hold (see also Section 2 in Hairer
et al. [HHJ14] for a counterexample with a related drift coefficient function and a
linear diffusion coefficient function) and also whether strong completeness does hold
if σ is non-linear or if m > 1. Another way for establishing strong completeness
for the stochastic Lorenz equation (4.19) in the case of additive noise is to subtract
the noise process and then to solve the resulting random ordinary differential equa-
tions for every continuous trajectory of the driving noise process (cf. the remarks
in Subsection 3.3).
4.5. Langevin dynamics
Assume the setting of Section 4.1 with d = 2m, D = R2m, let γ, ε ∈ (0,∞),
U ∈ C2(Rm,R), let µ : R2m → R2m and σ : R2m → R(2m)×m be given by µ(x) =
(x2,−(∇U)(x1) − γx2) and σ(x)u = (0,
√
εu) for all x = (x1, x2) ∈ R2m, u ∈ Rm
and letXx : [0,∞)×Ω→ R2m, x = (x1, x2) ∈ R2m, be adapted stochastic processes
with continuous sample paths satisfying (4.1) P-a.s. for all (t, x) ∈ [0,∞)×R2m, i.e.,
Xx,1 is a solution process to the SDE known as the stochastic Langevin equation,
a well-known model for the dynamics of a molecular system:
(4.26)
X¨x,1t = −(∇U)(Xx,1t )− γX˙x,1t +
√
εW˙t, t ∈ [0,∞), Xx,10 = x1, X˙x,10 = x2.
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Next observe that if ρ ∈ [0,∞) and if U0 : R2m → R is given by U0(x) =
ρU(x1) +
ρ
2 ‖x2‖2 for all x = (x1, x2) ∈ R2m, then it holds for every x = (x1, x2) ∈
R
2m that
(Gµ,σU0)(x) + 12‖σ(x)∗(∇U0)(x)‖2 = ρεm2 + ρ
[
ρε
2 − γ
] ‖x2‖2.(4.27)
Corollary 2.4 hence implies for every x = (x1, x2) ∈ R2m, t, ρ ∈ [0,∞) that
E
[
exp
(
ρU(Xx,1t ) +
ρ ‖Xx,2t ‖2
2 +
∫ t
0
ρ
[
γ − ρε2
] ∥∥Xx,2s ∥∥2 ds
)]
= exp
(
ρεmt
2 + ρU(x1) +
ρ
2 ‖x2‖2
)
.
(4.28)
Combining (4.27) and Corollary 2.31 shows that if there exist ρ ∈ [0, 2γε ] and
r, T ∈ (0,∞) such that for all x, y ∈ Rm, x 6= y it holds that
(4.29) ‖(∇U)(x)−(∇U)(y)‖
2‖x−y‖2 ≤ c+
ρU(x)+ρU(y)
2rT ,
then it holds for every x = (x1, x2), y = (y1, y2) ∈ R2m that
(4.30)∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖ exp
([
c+ 12 +
ρεm
4r
]
T + ρU(x1)+ρU(y1)2r
)
.
This and Lemma 3.2 imply that if
(4.31) ∃ c ∈ [0,∞) : supx,y∈Rm
[
‖(∇U)(x)−(∇U)(y)‖
2‖x−y‖2 − cU(x)− cU(y)
]
<∞,
then the SDE (4.26) is strongly complete. Strong completeness for the SDE (4.26)
follows also from inequality (4.27) and Theorem 2.4 in Zhang [Zha10]. Let us
point out that even in the case of SDEs with additive noise such as (4.26) strong
completeness is not clear in general; see Subsection 3.3 above for details.
4.6. Brownian dynamics (Over-damped Langevin dynamics)
Brownian dynamics is a simplified version of Langevin dynamics in the limit of
no average acceleration, and models the positions of molecules in a potential (see,
for instance, Section 2.1 in Beskos & Stuart [BS09]).
Assume the setting of Section 4.1 with d = m, D = Rd, and let ε ∈ (0,∞),
η0 ∈ [0,∞), η1 ∈ R, η2 ∈ [0, 2ε ], U ∈ C2(Rd, [0,∞)) satisfy
(4.32) ∀x ∈ Rd : (∆U)(x) ≤ η0 + 2η1U(x) + η2 ‖(∇U)(x)‖2 ,
and let Xx : [0,∞) × Ω → Rd, x ∈ Rd, be adapted stochastic processes with
continuous sample paths satisfying
(4.33) Xxt = x−
∫ t
0
(∇U)(Xxs ) ds+
√
εWt
P-a.s. for all (t, x) ∈ [0,∞) × Rd. If ρ ∈ [0,∞) and U1, U : Rd → R satisfy for
every x ∈ Rd that
(4.34) U1(x) = ρU(x) and U(x) = ρ
(
1− ε2 (η2 + ρ)
) ‖(∇U)(x)‖2 ,
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then it holds for every x ∈ Rd that
(G−∇U,√εIU1)(x) + 12
∥∥√ε(∇U1)(x)∥∥2 + U(x)
= −ρ ‖(∇U)(x)‖2 + ερ2 tr((HessU)(x)) + ερ
2
2 ‖(∇U)(x)‖2 + U(x)
≤ ερ2η12 U(x) + ρ
[
ε(η2+ρ)
2 − 1
]
‖(∇U)(x)‖2 + U(x) + ερη02
= ερη02 + εη1U1(x) .
(4.35)
Hence, Corollary 2.4 implies for every t ∈ [0,∞), ρ ∈ [0, 2ε − η2] and every x ∈ Rd
that
(4.36) E
[
exp
(
ρU(Xxt )
eεη1t +
∫ t
0
ρ(1− ε2 (η2+ρ))
eεη1s ‖(∇U)(Xxs )‖2 − ερη02eεη1s ds
)]
≤ eρU(x).
This exponential moment estimate generalizes Lemma 2.5 in the work of Bou-
Rabee & Hairer [BRH13] in the case where the function Θ appearing in Lemma
2.5 in [BRH13] satisfies Θ(u) = exp(ρu) for all u ∈ R and some ρ ∈ [0, 2ε − η2]. If
T ∈ (0,∞), c ∈ R, ρ0, ρ1 ∈ [0, 2ε − η2], r ∈ (0,∞], q0, q1 ∈ [r,∞] with 1q0 + 1q1 = 1r
satisfy for every x, y ∈ Rd that
〈x−y,(∇U)(y)−(∇U)(x)〉
‖x−y‖2
≤ c+ ρ0
2q0Teεη1T
[U(x) + U(y)] +
ρ1(1− ε2 (η2+ρ1))
2q1eεη1T
[‖(∇U)(x)‖2 + ‖(∇U)(y)‖2] ,
(4.37)
then Corollary 2.31 (applied with U0,0 ≡ U0,1 ≡ U0,1 ≡ 0, U1,0 = ρ0U , U1,1 = ρ1U1
and c0 ≡ 0) together with inequalities (4.35) and (4.37) shows for every x, y ∈ Rd
that ∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖ exp
(
cT +
(
ρ0
q0
+ ρ1q1
)
εη0T
2 +
ρ0(U(x)+U(y))
2q0
+ ρ1(U(x)+U(y))2q1
)
.
(4.38)
Hence, if there exist ρ0 ∈ (0,∞) and ρ1 ∈
(
0,
(1− ε2η2)2
4εd
)
such that
sup
x,y∈Rd
[
〈x−y,(∇U)(y)−(∇U)(x)〉
‖x−y‖2 − ρ0 [U(x) + U(y)]− ρ1
[‖(∇U)(x)‖2 + ‖(∇U)(y)‖2]]
<∞,
(4.39)
then there exist T, c ∈ (0,∞), ρ0, ρ1 ∈ [0, 2ε − η2], r ∈ (d,∞), q0, q1 ∈ (r,∞)
with 1q0 +
1
q1
= 1r such that inequality (4.38) holds and then Lemma 3.2 proves
that the SDE (4.33) is strongly complete. Strong completeness for the SDE (4.33)
follows from Theorem 2.4 in Zhang [Zha10] under the stronger assumption that
condition (4.32) holds with η2 = 0 and that condition (4.39) holds with ρ1 = 0.
4.7. Stochastic SIR model
The SIR model from epidemiology for the total number of susceptible, infected
and recovered individuals has been introduced by Anderson & May [AM79]. This
section establishes strong stability estimates for the stochastic SIR model studied
in Tornatore, Buccellato & Vetro [TBV05].
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Assume the setting of Section 4.1 with d = 3, m = 1, D = [0,∞)3, let
α, β, γ, δ ∈ (0,∞), let µ : [0,∞)3 → R3 and σ : [0,∞)3 → R3 be given by
(4.40) µ

 x1x2
x3

 =

 −αx1x2 − δx1 + δαx1x2 − (γ + δ)x2
γx2 − δx3

 , σ

 x1x2
x3

 =

 −βx1x2βx1x2
0


for all x = (x1, x2, x3) ∈ [0,∞)3 and let Xx = (Xx,1, Xx,2, Xx,3) : [0,∞) × Ω →
[0,∞)3, x ∈ [0,∞)3, be adapted stochastic processes with continuous sample paths
satisfying (4.1) P-a.s. for all (t, x) ∈ [0,∞)× [0,∞)3, i.e.,
(4.41) Xxt = x+
∫ t
0

 −αXx,1s Xx,2s −δXx,1s +δαXx,1s Xx,2s −(γ+δ)Xx,2s
γXx,2s −δXx,3s

 ds+ ∫ t
0

 −βXx,1s Xx,2sβXx,1s Xx,2s
0

 dWt
P-a.s. for all (t, x) ∈ [0,∞)× [0,∞)3.
For the stochastic SIR model it is well known that the sum of the first two
coordinates serves as a Lyapunov-type function (cf., e.g., Tornatore, Buccellato &
Vetro [TBV05]). We use this to construct an exponential Lyapunov-type function
in the sense of Corollary 2.4. More formally, if ρ, κ ∈ [0,∞) and if U : R3 → R
is given by U(x) = ρ (x1 + x2 − κ) for all x = (x1, x2, x3) ∈ R3, then it holds for
every x = (x1, x2, x3) ∈ [0,∞)3 that
(Gµ,σU)(x) + 12e−δt ‖σ(x)∗(∇U)(x)‖2
= ρ [−αx1x2 − δx1 + δ + αx1x2 − (γ + δ)x2]
= ρ [−δx1 + δ − δx2]− ργx2 = −δρ [x1 + x2 − 1]− ργx2
= −δU(x)− δρ [κ− 1]− ργx2 ≤ −δU(x)− δρ [κ− 1] ≤ δρ.
(4.42)
Corollary 2.4 hence implies for every x = (x1, x2, x3) ∈ [0,∞)3, ρ, t ∈ [0,∞) that
E
[
exp
(
ρ eδt(Xx,1t +X
x,2
t − 1)
)]
≤ eρ(x1+x2−1),
E
[
exp
(
ρ (Xx,1t +X
x,2
t ) + δρ
∫ t
0
(Xx,1s +X
x,2
s ) ds
)]
≤ eρ(δt+x1+x2).
(4.43)
Moreover, if ρ ∈ [0,∞) and if U : R2 → R is given by U(x) = ρ (x1 + x2 − 1)2 for
all x = (x1, x2, x3) ∈ R3, then it holds for every x = (x1, x2, x3) ∈ [0,∞)3 that
(Gµ,σU)(x) + e2δt2 ‖σ(x)∗(∇U)(x)‖2
= 2ρ (x1 + x2 − 1) [−αx1x2 − δx1 + δ + αx1x2 − (γ + δ)x2]
= 2ρ (x1 + x2 − 1) [−δx1 + δ − δx2]− 2ργ (x1 + x2 − 1)x2
= −2δU(x)− 2ργ (x1 + x2 − 1)x2 ≤ −2δU(x)− 2ργ (x2 − 1)x2
= −2δU(x)− 2ργ ((x2)2 − x2 + 14)+ ργ2 = −2δU(x)− 2ργ (x2 − 12)2 + ργ2
≤ ργ2 − 2δU(x) ≤ ργ2 .
(4.44)
Corollary 2.4 hence ensures for every x = (x1, x2, x3) ∈ [0,∞)3, ρ, t ∈ [0,∞) that
(4.45)
E
[
exp
(
ρ e2δt
[
Xx,1t +X
x,2
t − 1
]2)]
≤ exp
(
γ
4
[
e2δt − 1]+ ρ [x1 + x2 − 1]2)
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and E
[
eρ[X
x,1
t +X
x,2
t −1]2+2ρδ
∫
t
0
[Xx,1s +X
x,2
s −1]2 ds
] ≤ e ργt2 +ρ[x1+x2−1]2 . In the next step
note for every x = (x1, x2, x3), y = (y1, y2, y3) ∈ [0,∞)3 with x 6= y that
‖(σ(x) − σ(y))∗(x− y)‖2
‖x− y‖4 ≤
‖σ(x) − σ(y)‖2
‖x− y‖2 =
β2 (x1x2 − y1y2)2
‖x− y‖2
=
β2 [(x1 − y1)(x2 + y2) + (x1 + y1)(x2 − y2)]2
4 ‖x− y‖2
(4.46)
≤ β24 max([x1 + y1]2, [x2 + y2]2) + β
2
8 [x1 + y1][x2 + y2] ≤ β
2
4 [x1 + y1 + x2 + y2]
2
≤ β2 [x1 + x2 − 1]2 + β2 [y1 + y2 − 1]2 + 2β2
and that
〈x− y, µ(x)− µ(y)〉
‖x− y‖2 =
α [(x2 − y2)− (x1 − y1)] (x1x2 − y1y2)
‖x− y‖2
=
α (x2 − y2 − (x1 − y1)) [(x1 − y1)(x2 + y2) + (x1 + y1)(x2 − y2)]
2 ‖x− y‖2
≤ 3α4 (x1 + y1) + α4 (x2 + y2) ≤ 3α2 + 3α4 (x1 + x2 − 1) + 3α4 (y1 + y2 − 1)
(4.47)
This implies for every θ ∈ [0,∞), x = (x1, x2, x3), y = (y1, y2, y3) ∈ [0,∞)3 with
x 6= y that
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(R,R3)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
≤ (
√
2−1) γ
2 − δ + 3α4 (x1 + x2) + 3α4 (y1 + y2) + [1+|θ−2|] ‖σ(x)−σ(y)‖
2
2 ‖x−y‖2
≤ γ + 3α4 (x1 + x2) + 3α4 (y1 + y2)(4.48)
+ β2
[
1
2 + | θ2 − 1|
] (
[x1 + x2 − 1]2 + [y1 + y2 − 1]2 + 2
)
.
Combining (4.42), (4.44), (4.7) and (4.48) with Corollary 2.31 then shows for every
T ∈ [0,∞), r, p, q1,0,1, q1,0,2 ∈ [2,∞), η ∈ [p,∞], θ ∈ (0, p) with 1p+ 1q1,0,1 + 1q1,0,2 = 1r
and every x = (x1, x2, x3), y = (y1, y2, y3) ∈ [0,∞)3 that
∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖
[1− θp ]
1
θ
· exp
((
2β2
[
1
(2/p−2/η) − θ2
]
+ γ
)
T + β2γT 2
[
1
(2/p−2/η) − θ2
])
· exp
(
β2T
[
1
(2/p−2/η) − θ2
] [
(x1 + x2 − 1)2 + (y1 + y2 − 1)2
])
· exp
(
3αδT 2
2 +
3αT
4 (x1 + x2 + y1 + y2) + β
2γT 2
[
1
2 + | θ2 − 1|
])
· exp(β2T [12 + | θ2 − 1|] [(x1 + x2 − 1)2 + (y1 + y2 − 1)2]) .
(4.49)
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This implies for every T ∈ [0,∞), r, p ∈ (2,∞), η ∈ [p,∞], θ ∈ [2, p) with 1p < 1r
and every x = (x1, x2, x3), y = (y1, y2, y3) ∈ [0,∞)3 that∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖[
1− θp
] 1
θ
· exp
(
β2T
[
1
(1/p−1/η) − θ
]
+ γT + 3αT4
(
2δT + x1 + x2 + y1 + y2
))
· exp
(
β2T
2
[
1
(1/p−1/η) − 1
] [
γT + (x1 + x2 − 1)2 + (y1 + y2 − 1)2
])
.
This finally shows for every T ∈ [0,∞), r ∈ (2,∞), θ ∈ [2, r) and every x =
(x1, x2, x3), y = (y1, y2, y3) ∈ [0,∞)3 that∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖[
1− θr
] 1
θ
· exp(β2T (r − θ) + γT + 3αT4 (2δT + x1 + x2 + y1 + y2))
· exp
(
β2T (r−1)
2
[
γT + (x1 + x2 − 1)2 + (y1 + y2 − 1)2
])
.
(4.50)
Combining this with Lemma 3.2 proves that the stochastic SIR model (4.41) is
strongly complete.
4.8. Experimental psychology model
Assume the setting of Section 4.1 with d = 2, m = 1, D = R2, let α, δ ∈ (0,∞),
β ∈ R, let µ : R2 → R2 and σ : R2 → R2 be given by
(4.51) µ
(
x1
x2
)
=
(
(x2)
2
(δ + 4αx1)− β
2x1
2
−x1x2 (δ + 4αx1)− β
2x2
2
)
, σ
(
x1
x2
)
=
( −βx2
βx1
)
for all x = (x1, x2) ∈ R2 and let Xx = (Xx,1, Xx,2) : [0,∞)× Ω → R2, x ∈ R2, be
adapted stochastic processes with continuous sample paths satisfying (4.1) P-a.s.
for all (t, x) ∈ [0,∞)×R2, i.e.,
(
Xx,1t
Xx,2t
)
= x+
∫ t
0
( (
Xx,2s
)2(
δ+4αXx,1s
)
− 12β2Xx,1s
−Xx,1t Xx,2s
(
δ+4αXx,1s
)
− 12β2Xx,2s
)
ds+
∫ t
0
(
−βXx,2s
βXx,1s
)
dWs
(4.52)
P-a.s. for all (t, x) ∈ [0,∞)×R2. The SDE (4.52) is a suitable transformed version
of a model proposed in Haken, Kelso & Bunz [HKB85] in the deterministic case
and in Scho¨ner, Haken & Kelso [SHK86] in the stochastic case (see Section 7.2 in
Kloeden & Platen [KP92] for details).
If p ∈ [1,∞), ρ ∈ (0,∞) and if U : R2 → R satisfies U(x) = ρ ‖x‖2p for all
x ∈ R2, then it holds for every x ∈ R2 that
(Gµ,σU)(x) + 12‖σ(x)∗ (∇U)(x)‖2 = 2pρ ‖x‖(2p−2)
[〈x, µ(x)〉 + 12‖σ(x)‖2] = 0.
(4.53)
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In addition, we get from Itoˆ’s formula that for every x ∈ R2, t ∈ [0,∞) it holds
that ‖Xxt ‖ = ‖x‖ P-a.s. Next note for every θ ∈ (0,∞), x, y ∈ R2 with x 6= y that
〈x−y,µ(x)−µ(y)〉+ 12‖σ(x)−σ(y)‖2HS(R,R2)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
=
〈x− y, µ(x)− µ(y)〉+ 12‖σ(x) − σ(y)‖2
‖x− y‖2
=
(x1 − y1)
[
(x2)
2(δ + 4αx1)− β
2x1
2 − (y2)2(δ + 4αy1) + β
2y1
2
]
‖x− y‖2
+
(x2 − y2)
[
−x1x2(δ + 4αx1)− β
2x2
2 + y1y2(δ + 4αy1) +
β2y2
2
]
‖x− y‖2
+
1
2β
2
[
(x1 − y1)2 + (x2 − y2)2
]
‖x− y‖2 .
(4.54)
This implies for every θ, ε ∈ (0,∞), x, y ∈ R2 with x 6= y that
〈x−y,µ(x)−µ(y)〉+12 ‖σ(x)−σ(y)‖2HS(R,R2)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
=
(x1−y1)[(x2)2(δ+4αx1)−(y2)2(δ+4αy1)]
‖x−y‖2 − (x2−y2)[x1x2(δ+4αx1)−y1y2(δ+4αy1)]‖x−y‖2
≤ δ(x1−y1)(x2−y2)(x2+y2)‖x−y‖2 − δ(x2−y2)[(x2−y2)(x1+y1)+(x1−y1)(x2+y2)]2 ‖x−y‖2
+
4α(x1−y1)[(x2)2x1−(y2)2y1]
‖x−y‖2 −
4α(x2−y2)[(x1)2x2−(y1)2y2]
‖x−y‖2
≤ δ(x1−y1)(x2−y2)(x2+y2)2 ‖x−y‖2 − δ(x2−y2)
2(x1+y1)
2 ‖x−y‖2(4.55)
+
2α(x1−y1)[(x2−y2)(x2+y2)(x1+y1)+((x2)2+(y2)2)(x1−y1)]
‖x−y‖2
− 2α(x2−y2)[(x1−y1)(x1+y1)(x2+y2)+((y1)
2+(x1)
2)(x2−y2)]
‖x−y‖2
≤ δ4 |x2 + y2|+ δ2 |x1 + y1|+ 2α(x1−y1)
2((x2)
2+(y2)
2)−2α(x2−y2)2((x1)2+(y1)2)
‖x−y‖2
≤ δ4 |x2 + y2|+ δ2 |x1 + y1|+ 2α
[
(x2)
2 + (y2)
2
]
≤ δ232ε + δ
2
4(2α+ε) + [2α+ ε]
[‖x‖2 + ‖y‖2] .
Combining (4.53) and (4.55) with Corollary 2.31 proves for every ε, r, T ∈ (0,∞),
x, y ∈ R2 with x 6= y that∥∥∥∥ sup
t∈[0,T ]
‖Xxt −Xyt ‖
∥∥∥∥
Lr(Ω;R)
≤ exp
(
δ2T
32ε +
δ2T
4(2α+ε) + [2α+ ε]T
(
‖x‖2 + ‖y‖2
))
‖x− y‖.
(4.56)
Combining this with Lemma 3.2 proves that the SDE (4.52) is strongly complete.
Strong completeness for the SDE (4.52) follows also from the inequalities (4.53)
and (4.55) together with Theorem 2.4 in Zhang [Zha10].
4.9. Stochastic Brusselator in the well-stirred case
The Brusselator is a model for a trimolecular chemical reaction and has been
studied in Prigogine & Lefever [PL68] and by other scientists from Brussels (cf.
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Tyson [Tys73]). A stochastic version thereof was proposed by Dawson [Daw81]
(see also Scheutzow [Sch86]).
Assume the setting of Section 4.1 with d = 2, D = [0,∞)2, and let α, δ ∈
(0,∞), let σ = (σi,j)(i,j)∈{1,2}×{1,...,m} : [0,∞)2 → R2×m be a globally Lipschitz
continuous function with ∀ y ∈ (0,∞) : σ(0, y) = σ(y, 0) = 0 (cf. the last sentence
in Section 1 in Scheutzow [Sch86]), let µ = (µ1, µ2) : [0,∞)2 → R2 be given by
(4.57) µ
(
x1
x2
)
=
(
δ − (α+ 1)x1 + x2(x1)2
αx1 − x2(x1)2
)
for all x = (x1, x2) ∈ [0,∞)2. Let Xx : [0,∞) × Ω → [0,∞)2, x ∈ [0,∞)2, be
adapted stochastic processes with continuous sample paths satisfying (4.1) P-a.s.
for all (t, x) ∈ [0,∞)× [0,∞)2, i.e.,
(4.58) Xxt = x+
∫ t
0
(
δ − (α+ 1)Xx,1s +Xx,2s (Xx,1s )2
αXx,1s −Xx,2s
(
Xx,1s
)2
)
ds+
∫ t
0
σ(Xxs ) dWs
P-a.s. for all (t, x) ∈ [0,∞) × [0,∞)2. We first apply Proposition 2.17 to (4.58).
More formally, if V : [0,∞)2 → R is given by
(4.59) V (x, y) = |〈x− y, (1, 1)〉|2 = [(x1 + x2)− (y1 + y2)]2
for all x = (x1, x2), y = (y1, y2) ∈ [0,∞)2, then it holds for every x = (x1, x2), y =
(y1, y2) ∈ [0,∞)2 with x 6= y that
(Gµ,σV )(x, y) = 2 [(x1 + x2)− (y1 + y2)] [(µ1(x) + µ2(x))− (µ1(y) + µ2(y))]
+ tr
(
(σ(x) − σ(y)) (σ(x) − σ(y))∗
(
1 1
1 1
))
=
m∑
i=1
[(σ1,i(x) + σ2,i(x)) − (σ1,i(y) + σ2,i(y))]2 = ‖(σ(x) − σ(y))∗(1, 1)‖2 .
(4.60)
Proposition 2.17 hence implies that if
(4.61) ∀ r ∈ (0,∞) : supx,y∈[0,∞)2,‖x‖,‖y‖≤r
(
‖(σ(x)−σ(y))∗(1,1)‖
|〈x−y,(1,1)〉|
)
<∞,
then it holds for every x, y ∈ [0,∞)2, T ∈ [0,∞), r, p, q ∈ (0,∞] with 1p + 1q = 1r
that
∥∥∥(Xx,1T −Xy,1T ) + (Xx,2T −Xy,2T )∥∥∥
Lr(Ω;R)
≤ |(x1 − y1) + (x2 − y2)|
∥∥∥exp(∫T0 (p−1) ‖(σ(Xxs )−σ(Xys ))∗(1,1)‖22 |〈Xxs−Xys ,(1,1)〉|2 ds
)∥∥∥
Lq(Ω;R)
.
(4.62)
For instance, if m = 1, β ∈ R, v ∈ R2 and if σ(x) = v + βx for all x ∈ [0,∞)2,
then (4.62) shows for every x, y ∈ [0,∞)2, T, r ∈ (0,∞) that
∥∥∥(Xx,1T −Xy,1T ) + (Xx,2T −Xy,2T )∥∥∥
Lr(Ω;R)
≤ e (r−1)β
2T
2 |(x1 − y1) + (x2 − y2)| .
(4.63)
In the following we additionally assume that η := supy∈[0,∞)2 ‖σ(y)∗(1, 1)‖ ∈ [0,∞)
(cf. the last sentence in Section 1 in Scheutzow [Sch86]) and further investigate the
stochastic Brusselator equation (4.58) under this additional assumption. In that
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case it holds that if ρ ∈ (0,∞) and if U : R2 → R is given by U(x) = ρ (x1 + x2)2
for all x = (x1, x2) ∈ R2, then it holds for every x = (x1, x2) ∈ [0,∞)2, ε ∈ (0,∞)
that
(Gµ,σU)(x) + 12‖σ(x)∗(∇U)(x)‖2
= 2ρ (x1 + x2) (δ − αx1) + ρ tr
(
σ(x)σ(x)∗
(
1 1
1 1
))
+ 2ρU(x)‖σ(x)∗(1, 1)‖2
≤ 2ρδ (x1 + x2) + ρη2 + 2ρη2U(x) ≤ δ22ε + ρη2 + 2ρ
[
η2 + ε
]
U(x) .
(4.64)
In addition, note for every x = (x1, x2), y = (y1, y2) ∈ [0,∞)2, θ ∈ (0,∞) that
〈x−y,µ(x)−µ(y)〉+12 ‖σ(x)−σ(y)‖
2
HS(Rm,R2)
‖x−y‖2 +
( θ2−1) ‖(σ(x)−σ(y))∗(x−y)‖2
‖x−y‖4
≤ (x1)2+(y1)24 + 3(x1+y1)(x2+y2)4 +
[
1
2 + | θ2 − 1|
]‖σ‖2Lip(R2,HS(R2))(4.65)
= (x1)
2+(y1)
2
4 +
3(x1x2+x1y2+y1x2+y1y2)
4 +
[
1
2 + | θ2 − 1|
]‖σ‖2Lip(R2,HS(R2))
≤ (x1 + x2)2 + (y1 + y2)2 +
[
1
2 + | θ2 − 1|
]‖σ‖2Lip(R2,HS(R2)).
Combining (4.64) and (4.65) with Corollary 2.31 hence implies that if
(4.66) η = sup
y∈[0,∞)2
‖σ(y)∗(1, 1)‖ ∈ [0,∞),
then it holds for every x = (x1, x2), y = (y1, y2) ∈ [0,∞)2, r, p, q ∈ (2,∞), T, ε, ρ ∈
(0,∞) with 1p + 1q = 1r and exp
(
2ρT [η2 + ε]
) ≤ ρ2qT that
∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖∥∥∥
Lr(Ω;R)
≤ ‖x− y‖√
1− 2/p exp
(
(p−1)T
2 ‖σ‖2Lip(R2,HS(R2)) + δ
2T/ε+1+ρ(x1+x2)
2+ρ(y1+y2)
2
2q
)
.
(4.67)
This together with Lemma 3.2 implies that the SDE (4.58) is strongly complete pro-
vided that σ is globally Lipschitz continuous and that supy∈[0,∞)2 ‖σ(y)∗(1, 1)‖2 <
∞.
4.10. Stochastic volatility processes and interest rate models (CIR,
Ait-Sahalia, 3/2-model, CEV)
There are a number of models in the finance literature which generalize the
Black-Scholes model by the use of a stochastic process for the squared volatility.
The following SDE includes a number of these models for the squared volatility. Let
(Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis, let W : [0,∞) × Ω → R be a standard
(Ft)t∈[0,∞)-Brownian motion, let a ∈ (1,∞), b ∈ [ 12 ,∞), c, β ∈ (0,∞), α, κ ∈
[0,∞), γ, δ ∈ R, and letXx : [0,∞)×Ω→ [0,∞), x ∈ (0,∞), be adapted stochastic
processes with continuous sample paths satisfying
(4.68) Xxt = x+
∫ t
0
[
κ
(Xxs )
c
+ δ + γXxs − α (Xxs )a
]
ds+
∫ t
0
β (Xxs )
b dWs
P-a.s. for all t ∈ [0,∞) and all x ∈ (0,∞). The class (4.68) of processes includes
Cox-Ingersoll-Ross processes (b = 0.5, γ < 0 < δ, α = κ = 0), Ait-Sahalia interest
rate models, the volatility processes in Heston’s 3/2-models (b = 1.5, a = 2, δ =
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κ = 0 ≤ γ, α, β > 0) and constant elasticity of variance processes (b ∈ [0.5, 1],
α = δ = κ = 0 ≤ γ, β > 0). Let τxy : Ω → [0,∞], x ∈ (0,∞), y ∈ [0,∞),
be given by τxy = inf
({t ∈ [0,∞) : Xxt = y} ∪ {∞}) for all x ∈ (0,∞) and all
y ∈ [0,∞). For the rest of Subsection 4.10, we assume that the boundary point 0 is
inaccessible, that is, that P
[
τx0 = ∞
]
= 1 for all x ∈ (0,∞). According to Feller’s
boundary classification (see, e.g., Theorem V.51.2 in [RW00]), the boundary point
0 is inaccessible if and only if (i) κ > 0 or (ii) b = 12 and 2δ ≥ β2 or (iii) b > 12 and
δ > 0 or (iv) b ≥ 1 and δ ≥ 0.
4.10.1. Local Lipschitz continuity in the initial value. In the case b 6=
1, the processes (Xx)(1−b), x ∈ (0,∞), satisfy an SDE with constant diffusion
function (see, e.g., Alfonsi [Alf05]) and globally one-sided Lipschitz continuous
drift function (see, e.g., Dereich, Neuenkirch & Szpruch [DNS12], Neuenkirch &
Szpruch [NS12]). In the following calculation we exploit this observation together
with the results in Section 2 to derive an estimate for the Lyapunov-type function
V : (0,∞)2 → [0,∞) given by V (x, y) = |x(1−b) − y(1−b)|2 for all x, y ∈ (0,∞). For
this, let µ, σ : (0,∞)→ R be given by µ(x) = κx−c + δ+ γx−αxa and σ(x) = βxb
for all x ∈ (0,∞). Then Example 2.16 implies that for all x, y ∈ (0,∞) it holds
that
‖(GσV )(x,y)‖2
|V (x,y)|2 =
4(1−b)2[x−bβxb−y−bβyb]2
[x(1−b)−y(1−b)]2
= 0(4.69)
and in the case b 6= 1 that for all x, y ∈ (0,∞) with x 6= y it holds that
(Gµ,σV )(x,y)
V (x,y)
=
2(1−b)(x−b[κx−c+δ+γx−αxa]−y−b[κy−c+δ+γy−αya]− b2 [x1−b−2β2x2b−y1−b−2β2y2b])
x1−b−y1−b
= 2 (1− b) γ + 2(1−b)
∫
x
y [−δbz(−b−1)−α(a−b)z(a−b−1)−κ(c+b)z(−c−b−1)−
b(b−1)
2 β
2z(b−2)] dz
x1−b−y1−b
≤ 2 (1− b) γ
+
2(1−b)[
∫ x
y
z−b dz][supu∈(0,∞)(−δbu−1−α(a−b)u(a−1)−κ(c+b)u(−c−1)− b(b−1)2 β2u(2b−2))]
x(1−b)−y(1−b)
= 2
[
supu∈(0,∞)
(
(1− b)γ − δbu − α(a− b)u(a−1) − κ(c+b)u(c+1) +
b(1−b)β2
2 u
(2b−2)
)]
.
Proposition 2.17 with r = ∞ = p = q together with Lemma 2.25 hence yields for
all t ∈ [0,∞) and all x, y ∈ (0,∞) that
∥∥(Xxt )(1−b) − (Xyt )(1−b)∥∥L∞(Ω;R)
≤
∣∣∣x(1−b) − y(1−b)∣∣∣ exp(t [supu,v∈(0,∞),u6=v (Gµ,σV )(u,v)V (u,v) ])
≤
∣∣∣x(1−b) − y(1−b)∣∣∣
· exp
(
t supu∈(0,∞)
(
(1− b)γ − δbu − α(a− b)u(a−1) − κ(b+c)u(c+1) +
b(1−b)
2 β
2u(2b−2)
))
.
(4.70)
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Moreover, Proposition 2.27 with v = ∞ = p = q = r together with Lemma 2.25
yields for all t ∈ [0,∞) and all x, y ∈ (0,∞) that
∥∥∥sups∈[0,t] ∣∣∣(Xxs )(1−b) − (Xys )(1−b)∣∣∣∥∥∥
L∞(Ω;R)
≤
∣∣∣x(1−b) − y(1−b)∣∣∣ exp(tmax{0, supu,v∈(0,∞) (Gµ,σV )(u,v)V (u,v) })
≤
∣∣∣x(1−b) − y(1−b)∣∣∣
· exp
(
tmax
{
0, supu∈(0,∞)
(
(1−b)γ− δbu −α(a−b)u
(a−1)−κ(b+c)
u(c+1)
+
b(1−b)
2 β
2u(2b−2)
)})
.
(4.71)
The right-hand sides of (4.70), of (4.70) and of (4.71) are finite if (i) κ > 0 or (ii)
b = 12 and 2δ ≥ β2 or (iii) b > 12 and δ > 0 or (iv) b ≥ 1 and δ ≥ 0.
Next, for the convenience of the reader, we derive well-known moment esti-
mates. For this let η ∈ (0,∞) be a fixed real number and let Up : (0,∞)→ (0,∞),
p ∈ R, be given by Up(x) = η + xp for all x ∈ (0,∞), p ∈ R. Then Lemma 2.2
implies for all t ∈ [0,∞), x ∈ (0,∞), p ∈ R that
E
[
η + (Xxt )
p
] ≤ (η + xp) exp( supu∈(0,∞) t (Gµ,σUp)(u)Up(u)
)
= (η + xp)
· exp
(
supu∈(0,∞)
t p [κu(p−1−c)+δu(p−1)+γup−αu(p+a−1)+ 12 (p−1)β2u(p+2b−2)]
η+up
)
.
(4.72)
Next observe for all p ∈ [1,∞)∩[(c+1)1(0,∞)(κ),∞) that if (i) b ≤ 1 or (ii) b < a+12
and α > 0 or (iii) b = a+12 and 2α ≥ (p− 1)β2 or (iv) p = 1, then
supu∈(0,∞)
[
(Gµ,σUp)(u)
Up(u)
]
= p supu∈(0,∞)
[
κu(p−1−c)+δu(p−1)+γup−αu(p+a−1)+ 12 (p−1)β2u(p+2b−2)
η+up
]
<∞.
(4.73)
Moreover, note that Itoˆ’s formula shows that
Up(X
x
t ) = Up(x) +
∫ t
0
(Gµ,σUp)(Xxr ) dr +
∫ t
0
(GσUp)(X
x
r ) dWr
≤ Up(x) +
[
sup
u∈(0,∞)
(Gµ,σUp)(u)
Up(u)
] ∫ t
0
Up(X
x
r ) dr +
∫ t
0
(GσUp)(X
x
r ) dWr
(4.74)
P-a.s. for all t ∈ [0,∞), x ∈ (0,∞), p ∈ R. In addition, Jensen’s inequality and
Doob’s martingale inequality yield for all t ∈ [0,∞), x ∈ (0,∞), p ∈ R that
∥∥∥∥ sup
s∈[0,t]
∣∣∣∣
∫ s
0
(GσUp)(X
x
r ) dWr
∣∣∣∣
∥∥∥∥
L1(Ω;R)
≤
∥∥∥∥ sup
s∈[0,t]
∣∣∣∣
∫ s
0
(GσUp)(X
x
r ) dWr
∣∣∣∣
∥∥∥∥
L2(Ω;R)
≤ 2
∥∥∥∥
∫ t
0
|(GσUp)(Xxr )|2 dr
∥∥∥∥
1
2
L1(Ω;R)
= 2|p|β
[∫ t
0
E
[
(Xxr )
(2p−2+2b)
]
dr
] 1
2
.
(4.75)
Then taking supremum over the time interval [0, t ∧ τxn ] for t ∈ [0,∞) in in-
equality (4.74), taking the expectation and applying inequality (4.75) shows for
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all t ∈ [0,∞), x ∈ (0,∞), p ∈ R, n ∈ N that
∥∥∥∥ sup
s∈[0,t∧τxn ]
Up(X
x
s )
∥∥∥∥
L1(Ω;R)
≤ Up(x) +
∥∥∥∥
∫ t∧τxn
0
Up(X
x
r ) dr
∥∥∥∥
L1(Ω;R)
max
{
0, sup
u∈(0,∞)
(Gµ,σUp)(u)
Up(u)
}
+
∥∥∥∥ sup
s∈[0,t]
∣∣∣∣
∫ s
0
(GσUp)(X
x
r ) dWr
∣∣∣∣
∥∥∥∥
L1(Ω;R)
(4.76)
≤ Up(x) + 2|p|β
[∫ t
0
E
[
(Xxr )
(2p−2+2b)
]
dr
] 1
2
+
[ ∫ t
0
∥∥∥∥ sup
r∈[0,s∧τxn]
Up(X
x
r )
∥∥∥∥
L1(Ω;R)
ds
]
max
{
0, sup
u∈(0,∞)
(Gµ,σUp)(u)
Up(u)
}
.
Now the monotone convergence theorem, Gronwall’s inequality, inequality (4.76)
and inequality (4.72) yield for all t ∈ [0,∞), x ∈ (0,∞), p ∈ R that
∥∥ sups∈[0,t] Up(Xxs )∥∥L1(Ω;R) = limn→∞ ∥∥ sups∈[0,t∧τxn ] Up(Xxs )∥∥L1(Ω;R)
≤
[
Up(x) + 2|p|β
∣∣∣∣
∫ t
0
E
[
(Xxr )
(2p−2+2b)
]
dr
∣∣∣∣
1
2
]
· exp
(
tmax
{
0, supu∈(0,∞)
(Gµ,σUp)(u)
Up(u)
})
(4.77)
≤

Up(x) + 2|p|β
∣∣∣∣∣U2p−2+2b(x)
∫ t
0
exp
(
sup
u∈(0,∞)
r (Gµ,σU2p−2+2b)(u)
U2p−2+2b(u)
)
dr
∣∣∣∣∣
1
2


· exp
(
max
{
0, sup
u∈(0,∞)
t (Gµ,σUp)(u)
Up(u)
})
.
In the next step we observe that in the case b 6= 1 it holds for all x, y ∈ (0,∞) that
|x− y| =
∣∣∣[x1−b] 1(1−b) − [y1−b] 1(1−b) ∣∣∣
=
∣∣∣∣
∫ x1−b
y1−b
1
(1−b) z
[ 11−b−1] dz
∣∣∣∣ ≤ max(xb,yb)|1−b| ∣∣x1−b − y1−b∣∣ ,
∣∣x1−b − y1−b∣∣ = ∣∣∣∣(1 − b)
∫ x
y
z−b dz
∣∣∣∣ ≤ |1−b|min(xb,yb) |x− y|.
(4.78)
The estimate (4.71) together with the inequalities (4.78) and monotonicity of solu-
tions of (4.68) with respect to the initial values implies in the case b 6= 1 that for
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all x, y, t, p ∈ (0,∞) it holds that
∥∥∥∥ sup
s∈[0,t]
|Xxs −Xys |
∥∥∥∥
Lp(Ω;R)
≤ 1|1− b|
∥∥∥∥ sup
s∈[0,t]
max
{
(Xxs )
b, (Xys )
b
}∥∥∥∥
Lp(Ω;R)
∥∥∥∥ sup
s∈[0,t]
∣∣∣(Xxs )1−b − (Xys )1−b∣∣∣
∥∥∥∥
L∞(Ω;R)
≤ 1|1− b|
[
max
z∈{x,y}
∥∥∥∥ sup
s∈[0,t]
(Xzs )
b
∥∥∥∥
Lp(Ω;R)
]∥∥∥∥ sup
s∈[0,t]
∣∣∣(Xxs )1−b − (Xys )1−b∣∣∣
∥∥∥∥
L∞(Ω;R)
≤
∣∣x1−b − y1−b∣∣
|1− b|
[
max
z∈{x,y}
∥∥∥∥ sup
s∈[0,t]
Xzs
∥∥∥∥
b
Lpb(Ω;R)
]
exp
(
tmax
{
0, sup
u,v∈(0,∞)
(Gµ,σV )(u,v)
V (u,v)
})
≤ |x− y|
min(xb, yb)
[
max
z∈{x,y}
∥∥∥∥ sup
s∈[0,t]
Xzs
∥∥∥∥
b
Lpb(Ω;R)
]
exp
(
tmax
{
0, sup
u,v∈(0,∞)
(Gµ,σV )(u,v)
V (u,v)
})
(4.79)
and inserting (4.77) hence shows in the case b 6= 1 that for all x, y, t, p ∈ (0,∞) it
holds that
∥∥∥∥ sup
s∈[0,t]
|Xxs −Xys |
∥∥∥∥
Lp(Ω;R)
≤ |x− y|
min(xb, yb)
· exp
(
t
[
max
{
0, sup
u,v∈(0,∞)
(Gµ,σV )(u,v)
V (u,v)
}
+max
{
0, sup
u∈(0,∞)
(Gµ,σUp)(u)
pUp(u)
}])
· max
z∈{x,y}
[
Upb(z) + 2pbβ
[
U2(pb+b−1)(z)
∫ t
0
exp
(
sup
u∈(0,∞)
r (Gµ,σU2pb−2+2b)(u)
U2pb−2+2b(u)
)
dr
] 1
2
] 1
p
.
(4.80)
This implies in the case b 6= 1, η ≥ 1 that for all x, y, t ∈ (0,∞), p ∈ [1,∞) it holds
that
∥∥∥∥ sup
s∈[0,t]
|Xxs −Xys |
∥∥∥∥
Lp(Ω;R)
≤ |x− y| [1+η+max(x
b,yb)]
min(xb,yb)
[
1 +
[
2pbβt2
] 1
p
]
· exp
(
t
[
max
{
0, sup
u,v∈(0,∞)
(Gµ,σV )(u,v)
V (u,v)
}
+max
{
0, sup
u∈(0,∞)
(Gµ,σUp)(u)
pUp(u)
}])
· exp
(
tmax
{
0, sup
u∈(0,∞)
t (Gµ,σU2pb−2+2b)(u)
2pU2pb−2+2b(u)
})
.
(4.81)
Combining the statement below (4.71) and (4.73) shows that the right-hand sides
of (4.80) and of (4.81) are finite for all x, y, t ∈ (0,∞) and
(4.82) p ∈ [max{1, (c+ 1)1(0,∞)(κ), ( c+32b − 1)1(0,∞)(κ)},∞)
in either of the four following cases:
(i) b = 12 and (2δ ≥ β2 or κ > 0),
(ii) 12 < b ≤ 1 and κ+max(0, δ) > 0,
(iii) 1 ≤ b < a+12 , α > 0 and (δ ≥ 0 or κ > 0),
(iv) b = a+12 , max{ p−12 , pb+ b− 32} ≤ αβ2 and (δ ≥ 0 or κ > 0).
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Analogously, the inequalities (4.70), (4.72) and (4.78) show in the case b 6= 1 that
for all x, y, t, p ∈ (0,∞) it holds that
‖Xxt −Xyt ‖Lp(Ω;R) ≤ |x− y|
[
η +max{xpb, ypb}] 1p
min(xb, yb)
· exp
(
t
[
sup
u,v∈(0,∞),u6=v
(Gµ,σV )(u,v)
V (u,v) + sup
u∈(0,∞)
(Gµ,σUp)(u)
pUp(u)
])
.
(4.83)
Combining the statement below (4.71) with equation (4.73) shows that the right-
hand side of (4.83) is finite for all x, y, t ∈ (0,∞), p ∈ [1,∞)∩ [(c+1)1(0,∞)(κ),∞)
in either of the five following cases:
(i) b = 12 and (2δ ≥ β2 or κ > 0),
(ii) 12 < b ≤ 1 and κ+max(0, δ) > 0,
(iii) 1 ≤ b < a+12 , α > 0 and (δ ≥ 0 or κ > 0),
(iv) b = a+12 , (p− 1)β2 ≤ 2α and (δ ≥ 0 or κ > 0),
(v) b ≥ 1, δ ≥ 0 and p = 1.
4.10.2. Global Lipschitz continuity in the initial value. The estimates
provided by equations (4.81) and (4.83) imply under suitable assumptions (see the
statements below (4.81) and (4.83) for details) that the solutions process of the
SDE (4.68) is locally Lipschitz continuous in the initial value in some sense. By
applying Corollary 2.19 and Proposition 2.20 one can obtain global Lipschitz conti-
nuity in the initial value for a smaller class of problems, as we will now demonstrate.
Let µ, σ : (0,∞) → R be the functions with the property that for all x ∈ (0,∞) it
holds that
(4.84) µ(x) = κx−c + δ + γx− αxa and σ(x) = βxb
and note that for all x, y ∈ (0,∞) with x 6= y it holds that
(x−y)(µ(x)−µ(y))+ 12 (p−1)(σ(x)−σ(y))2
(x−y)2
= γ + κ(x
−c−y−c)−α(xa−ya)
(x−y) +
β2(p−1)
2
(
xb−yb
x−y
)2
.
(4.85)
This together with Lemma 2.25 and Corollary 2.19 (see (2.57)) implies that for all
p, x, y ∈ (0,∞), t ∈ [0,∞) it holds that
‖Xxt −Xyt ‖Lp(Ω;R)
≤ ‖x− y‖ exp

t γ + t sup
u,v∈(0,∞),
u6=v
[
κ(u−c−v−c)−α(ua−va)
(u−v) +
β2(p−1)
2
(
ub−vb
u−v
)2 ] .
(4.86)
It remains to identify the values of α, β, κ, a, b, c and p for which the right-hand
side of (4.86) is finite. First of all, observe that the right-hand side of (4.86) is
finite if p ∈ (0, 1]. Moreover, Proposition 2.20 shows that for all p ∈ [1,∞) it holds
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that
(4.87)
sup
u,v∈(0,∞),
u6=v
[
κ(u−c−v−c)−α(ua−va)
(u−v) +
β2(p−1)
2
(
ub−vb
u−v
)2 ]
= sup
x∈(0,∞)
[
µ′(x) − γ + p−12 |σ′(x)|
2
]
= sup
x∈(0,∞)
[
−cκx−c−1 − aαxa−1 + (p−1)b2β22 x2b−2
]
.
This shows that for every p ∈ [1,∞) it holds that the right-hand side of (4.87) is
finite if one of the following two cases is satisfied:
(i) 1 ≤ b < a+12 and α > 0,
(ii) b = a+12 and p ≤ 1 + 8αaβ2(a+1)2 .
In conclusion, for every p ∈ (0,∞) it holds that the right-hand side of (4.86) is
finite for all x, y ∈ (0,∞), t ∈ [0,∞) if at least one of the following three cases is
satisfied:
(i) p ≤ 1,
(ii) 1 ≤ b < a+12 and α > 0,
(iii) b = a+12 and p ≤ 1 + 8αaβ2(a+1)2 .
Recall that estimate (4.86) holds if the boundary point 0 is inaccessible. Note that
in the appendix of the work Sabanis [Sab13b] it is demonstrated for the specific
case that κ = δ = 0, a = 2, b = 32 that estimate (4.86) has a finite right-hand side
for all x, y ∈ (0,∞), t ∈ [0,∞), p ∈ (0, 1+ αβ2 ]. The arguments above demonstrate
in the specific case κ = δ = 0, a = 2, b = 32 that estimate (4.86) has a finite
right-hand side even for all x, y ∈ (0,∞), t ∈ [0,∞), p ∈ (0, 1 + 16α9β2 ].
4.11. Wright-Fisher diffusion
In biology, the Wright-Fisher diffusion is a model for the relative frequency of
type ‘A’ in a panmictic population of constant population size with two types ‘A’
and ‘a’; see, e.g., Chapter 7 in Durrett [Dur08]. Let s ∈ R denote the relative
fitness advantage of type ‘A’, let ρ0 ∈ [0,∞) be the mutation rate from type ‘a’
to type ‘A’, let ρ1 ∈ [0,∞) be the mutation rate from type ‘A’ to type ‘a’ and
let β ∈ (0,∞) be the inverse of the (effective) number of haploid individuals. Let
(Ω,F ,P, (Ft)t∈[0,∞)) be a stochastic basis, let W : [0,∞) × Ω → R be a standard
(Ft)t∈[0,∞)-Brownian motion, and letXx : [0,∞)×Ω→ [0, 1], x ∈ (0, 1), be adapted
stochastic processes with continuous sample paths satisfying
(4.88) Xxt = x+
∫ t
0
ρ0(1−Xxr )−ρ1Xxr +sXxr (1−Xxr ) dr+
∫ t
0
√
βXxr (1−Xxr ) dWr
P-a.s. for all t ∈ [0,∞) and all x ∈ (0, 1). In addition, define stopping times
τxh : Ω → [0,∞], x ∈ (0, 1), h ∈ [0, 1], by τxh := inf({t ∈ [0,∞) : Xxt = h} ∪ {∞})
for all x ∈ (0, 1) and all h ∈ [0, 1]. Feller’s boundary classification (e.g., Theorem
V.51.2 in [RW00]) implies that P[τx0 = ∞] = 1 for all x ∈ (0, 1) if and only if
2ρ0 ≥ β and that P[τx1 =∞] = 1 for all x ∈ (0, 1) if and only if 2ρ1 ≥ β.
In the case ρ0, η1 ∈ [β4 ,∞) the processes arcsin(
√
Xx), x ∈ (0,∞), satisfy an
SDE with constant diffusion function and non-increasing drift function; see, e.g.,
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Neuenkirch & Szpruch [NS12]. In the following calculation, we exploit this obser-
vation together with the results in Section 2 to derive an estimate for the Lyapunov-
type function V : (0, 1)2 → R given by V (x, y) = | arcsin(√x)− arcsin(√y)|2 for all
x, y ∈ (0, 1). Let µ, σ : (0, 1)→ R be given by µ(x) = ρ0(1 − x) − ρ1x + sx(1 − x)
and σ(x) =
√
βx(1 − x) for all x ∈ (0, 1) and let f : (0, π/2)→ R be given by
f(x) =
[
ρ0(1−y)−ρ1y+sy(1−y)−β4 (1−2y)√
y(1−y)
]
y=(sin(x))2
=
ρ0(cos(x))
2−ρ1(sin(x))2+s(sin(x))2(cos(x))2− β4 ((cos(x))2−(sin(x))2)
sin(x) cos(x)
=
(
ρ0 − β4
)
1
tan(x) −
(
ρ1 − β4
)
tan(x) + s2 sin(2x)
(4.89)
for all x ∈ (0, π/2). Next we infer from (0, π/2) ∋ x 7→ tan(x) ∈ (0,∞) being an
increasing function that
f(x)−f(y)
x−y ≤ s2 sin(2x)−sin(2y)x−y ≤ |s|(4.90)
for all x, y ∈ (0, π/2) in the case ρ0, ρ1 ∈ [β4 ,∞). Now we apply Lemma 2.13 and
inequality (4.90) to obtain that for all x, y ∈ (0, 1) it holds that
‖(GσV )(x,y)‖2
|V (x,y)|2 =
4
[√
βx(1−x)
2
√
x(1−x)
−
√
βy(1−y)
2
√
y(1−y)
]2
|arcsin(√x)−arcsin(√y)|2 = 0
(4.91)
and
(Gµ,σV )(x,y)
V (x,y) =
2
arcsin(
√
x)−arcsin(√y)
[
ρ0(1−x)−ρ1x+sx(1−x)
2
√
x(1−x) −
ρ0(1−y)−ρ1y+sy(1−y)
2
√
y(1−y)
]
+ 1
arcsin(
√
x)−arcsin(√y)
[
βx(1−x)(2x−1)
4[x(1−x)]3/2 −
βy(1−y)(2y−1)
4[y(1−y)]3/2
]
=
1√
x(1−x)
(ρ0(1−x)−ρ1x+sx(1−x)−β4 (1−2x))− 1√y(1−y) (ρ0(1−y)−ρ1y+sy(1−y)−
β
4 (1−2y))
arcsin(
√
x)−arcsin(√y)
=
f(arcsin(
√
x))−f(arcsin(√y))
arcsin(
√
x)−arcsin(√y) ≤ |s|.
(4.92)
Hence, Proposition 2.27 with O = (0, 1) and with v = ∞ = p = q = r shows that
in the case ρ0, ρ1 ∈ [β2 ,∞) it holds for all t ∈ [0,∞) and all x, y ∈ (0, 1) that
∥∥∥∥ sup
r∈[0,t]
∣∣∣arcsin(√Xxr )− arcsin(√Xyr )∣∣∣2
∥∥∥∥
L∞(Ω;R)
≤ ∣∣arcsin(√x)− arcsin(√y)∣∣2 et|s|.
(4.93)
Clearly, this implies that if ρ0, ρ1 ∈ [β2 ,∞), then it holds for all t ∈ [0,∞), x, y ∈
(0, 1) that
∥∥∥∥ sup
r∈[0,t]
∣∣∣arcsin(√Xxr )− arcsin(√Xyr )∣∣∣
∥∥∥∥
L∞(Ω;R)
≤ e t|s|2 ∣∣arcsin(√x)− arcsin(√y)∣∣ .
(4.94)
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This together with the estimates
| arcsin(√x)− arcsin(√y)| =
∣∣∣∣
∫ x
y
1√
4z(1−z) dz
∣∣∣∣ ≤ |x− y|
[
max
z∈{x,y}
1√
4z(1−z)
]
,
|x− y| =
∣∣∣[sin(arcsin(√x))]2 − [sin(arcsin(√y))]2∣∣∣
=
∣∣∣∣∣
∫ arcsin(√x)
arcsin(
√
y)
2 sin(z) cos(z) dz
∣∣∣∣∣
≤ ∣∣arcsin(√x)− arcsin(√y)∣∣
(4.95)
for all x, y ∈ (0, 1) implies that if ρ0, ρ1 ∈ [β2 ,∞), then it holds for all t ∈ [0,∞),
x, y ∈ (0, 1) that∥∥∥∥ sup
r∈[0,t]
|Xxr −Xyr |
∥∥∥∥
L∞(Ω;R)
≤
[
e
t|s|
2 max
z∈{x,y}
1√
4z(1−z)
]
|x− y| .(4.96)

CHAPTER 5
Examples of SPDEs
The theory developed in Chapter 2 for proving regularity with respect to the
initial value of the solution to a stochastic differential equation in Rd, d ∈ N, can
also be applied to stochastic differential equations in an infinite-dimensional Hilbert
space H (i.e., an equation that typically describes a stochastic partial differential
equation). To be precise, one first verifies that Theorem 2.30 (or Corollary 2.31)
may be applied to the stochastic differential equations in Rn, n ∈ N, arising by
considering Galerkin projections of the stochastic differential equation in H . If
the solutions to the finite-dimensional Galerkin projections converge to the solu-
tion of the original SDE in the right sense, then regularity with respect to the
initial value of the solution to the SDE in H is obtained. In this section we demon-
strate this principle based on two examples, namely the stochastic Burgers equation
(Section 5.2) and the stochastic Cahn-Hilliard-Cook equation (Section 5.3). In ad-
dition, in Section 5.4 we demonstrate that Theorem 2.30 can be applied to the
finite-dimensional SDEs obtained by taking the Galerkin projection of a certain
stochastic non-linear wave equation. Unfortunately, proving convergence of these
finite-dimensional processes to the solution of the non-linear wave-equation in a
suitable sense it is beyond the scope of this article.
5.1. Setting
Throughout this section the following setting is used. Let T ∈ (0,∞), let
(Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let (H, 〈·, ·〉H , ‖·‖H) and (H, 〈·, ·〉H , ‖·‖H)
be (non-trivial) R-Hilbert spaces, let (VF,1, ‖·‖VF,1 ), (VF,2, ‖·‖VF,2) be R-Banach
spaces such that VF,1 →֒ H →֒ VF,2 densely, and let (Wt)t∈[0,T ] be a cylindrical
IdH-Wiener process with respect to (Ft)t∈[0,T ], let A : D(A) ⊆ H → H be the
generator of a strongly continuous semigroup (eAt)t∈[0,∞) ⊆ L(H) such that for
all t ∈ [0,∞) the operator eAt extends to an element of L(VF,2) (which is again
denoted by eAt), let F : VF,1 → VF,2 be Lipschitz continuous on bounded sets, let
B : H → HS(H, H) be globally Lipschitz continuous, let
(5.1) ς := sup
x,y∈H,x 6=y
‖B(x)−B(y)‖HS(H,H)
‖x− y‖H ∈ [0,∞),
and for all x ∈ H let Xx : [0, T ]× Ω→ VF,1 be an adapted stochastic process with
continuous sample paths such that for all t ∈ [0, T ] it holds that
(5.2)
∫ t
0
‖eA(t−s)F (Xxs )‖VF,2 + ‖eA(t−s)B(Xxs )‖2HS(H,H) ds <∞
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P-a.s., and
(5.3) Xxt = e
Atx+
∫ t
0
eA(t−s)F (Xxs ) ds+
∫ t
0
eA(t−s)B(Xxs ) dWs
P-a.s. In addition, for n ∈ N let Hn ⊆ D(A) and Hn ⊆ H be finite dimensional
subspaces such that for all n ∈ N and all v ∈ Hn it holds that F (v) ∈ H , let
Pn ∈ L(H), Qn ∈ L(H) be such that Pn(H) = Hn and Qn(H) = Hn, and for
n ∈ N define µn : Hn → Hn, σn : Hn → HS(Hn, Hn), Wn : [0, T ] × Ω → Hn
by µn(v) = Pn(Av + F (v)), σn(v)u = Pn
(
B(v)u
)
for all v ∈ Hn, u ∈ Hn, and
Wnt = QnWt for all t ∈ [0, T ], and for all (x, n) ∈ H ×N let Xx,n : [0, T ]×Ω→ Hn
be adapted stochastic processes with continuous sample paths satisfying
(5.4)
∫ T
0
‖µn(Xx,nt )‖H + ‖σn(Xx,nt )‖HS(Hn,H) dt <∞
P-a.s. and, for all (x, n, t) ∈ H ×N× [0, T ],
(5.5) Xx,nt = Pnx+
∫ t
0
µn(X
x,n
s ) ds+
∫ t
0
σn(X
x,n
s ) dW
n
s
P-a.s.
5.2. Stochastic Burgers equation with a globally bounded diffusion
coefficient and trace class noise
Assume the setting of Section 5.1 with H = L2((0, 1);R), i.e., H is the R-
Hilbert space of equivalence classes of Lebesgue square integrable functions from
(0, 1) to R, A : D(A) ⊂ H → H the Laplacian with Dirichlet boundary conditions,
that is, D(A) = {v ∈ H2((0, 1),R) : v(0) = v(1) = 0} and Av = v′′ for all v ∈ D(A)
(we follow the convention of identifying an element of v ∈ L2((0, 1)) that admits
a continuous version with this continuous function), moreover assume VF,1 = H ,
VF,2 = W
−1,1((0, 1);R) ⊂ W− 32 ,2((0, 1);R), let c ∈ R and assume F : VF,1 → VF,2
is given by F (v) = − c2 (v2)′ for all v ∈ H , and assume η := supx∈H ‖B(x)‖2HS(H,H) ∈
(0,∞). Note that by the smoothing property of the analytic semigroup (etA)t∈[0,∞)
we have that etA extends to an element of L(W−
2
3 ,2(0, 1), H) for all t ∈ (0, T ].
We have that A is diagonisable and that the eigenvectors ek ∈ H , k ∈ N,
of A are given by ek(y) =
√
2 sin(kπy) for all y ∈ (0, 1), k ∈ N; for n ∈ N
let (Hn, 〈·, ·〉Hn , ‖ · ‖Hn) = (span({e1, . . . , en}), 〈·, ·〉H , ‖ · ‖H) and let Pn be the
H-orthogonal projection on Hn, i.e., for (v, n) ∈ H × N it holds that Pnv =∑n
k=1 〈ek, v〉H ek.
Results on the existence of processes (Xx,nt )t∈[0,T ] and (X
x
t )t∈[0,T ], (x, n) ∈
H × N satisfying (5.3) and (5.5) P-a.s. for all t ∈ [0, T ] can be found in e.g. in
[LR10, Theorem 1.1 and Remark 3.1]. Note that the processes (Xxt )t∈[0,∞), x ∈ H ,
provide a mild solution to the stochastic Burgers equations with a certain type of
multiplicative trace-class noise.
As for all n ∈ N it holds that Hn ⊂ D(A), for all n ∈ N and all x ∈ Hn it holds
that 〈x, F (x)〉H = 0 and ‖x‖H ≤ ‖x′‖H . It follows that for all (n, ρ) ∈ N× [0,∞)
and for U : Hn → R given by U(x) = ρ ‖x‖2H for all x ∈ Hn, one has that for every
5.2. STOCHASTIC BURGERS EQUATION 71
x ∈ Hn it holds that
U ′(x)µn(x) + 12 tr
(
σn(x)σn(x)
∗ (HessU)(x)
)
+ 12 ‖σn(x)∗(∇U)(x)‖2H
= 2ρ 〈x,Ax+ F (x)〉H + ρ ‖σn(x)‖2HS(H,Hn) + 2ρ2‖σn(x)∗x‖2H
≤ −2ρ ‖x′‖2H + ρ ‖B(x)‖2HS(H,H) + 2ρ2 ‖B(x)∗x‖2H
≤ ρη − 2ρ ‖x′‖2H + 2ρ2η‖x‖2H ≤ ρη + 2ρ
[
ρη
pi − 1
] ‖x′‖2H .
(5.6)
As for every n ∈ N it holds that (Hn, 〈·, ·〉Hn , ‖·‖Hn) is isometric isomorphic to
(Rn, 〈·, ·〉 , ‖·‖), it follows from (5.6) with ρ = pi2η and Corollary 2.4 (with U(x) =
pi
2η‖x′‖2H − pi2 for all x ∈ Hn) that for all (n, t) ∈ N× [0,∞) and all x ∈ Hn it holds
that
E
[
exp
(
pi
2η‖Xx,nt ‖2H +
∫ t
0
pi
2η‖(Xx,ns )′‖2Hds
)]
≤ e pit2 + pi2η ‖x‖2H .(5.7)
In the next step we note for all (n, p, ε) ∈ N × (0,∞)2 and all (x, y) ∈ H2n with
x 6= y that
(5.8)
[
1
(2/p) − 1
] ‖(σn(x)−σn(y))∗(x−y)‖2H
‖x−y‖4H
≤ max{0,p−2}2 ς2
where ς is as defined in (5.1), and
max
{
0,
〈x−y,µn(x)−µn(y)〉H+ 12‖σn(x)−σn(y)‖2HS(Hn,H)
‖x−y‖2H
}
≤ max
{
0,
− c4 〈(x−y)2,(x+y)′〉H−‖x′−y′‖2H
‖x−y‖2H
+ 12 ς
2
}
≤ max
{
0,
|c|‖x′+y′‖H‖x−y‖H‖x−y‖L∞((0,1);R)−‖x′−y′‖2H
4 ‖x−y‖2H
+ 12 ς
2
}
≤ max
{
0,
ε‖x′+y′‖2H
4 +
c2
16ε‖x−y‖2L∞((0,1);R)−‖(x′−y′)‖2H
‖x−y‖2H
+ ς
2
2
}
.
(5.9)
By the Sobolev inequalities, [Lun09, Theorem 4.36] and [Gri67, Section 8], and the
interpolation property for fractional powers of an operator (see e.g. [SY02, Theorem
37.6]) there exists a function κ : (0,∞) → (0,∞) such that for all r ∈ (0,∞) and
all u ∈ H10 ((0, 1)) = D((−A)
1
2 ) it holds that
(5.10) ‖u‖2L∞((0,1);R) ≤ κ(r) ‖u‖2H + r‖u′‖2H .
It follows that for all (n, q) ∈ N × (0,∞) and all (x, y) ∈ H2n with x 6= y, by
substituting ε = piηq and r =
16ε
c2 =
16pi
c2ηq in (5.9) and (5.10), that
max
{
0,
〈x−y,µn(x)−µn(y)〉H+ 12‖σn(x)−σn(y)‖2HS(Hn,H)
‖x−y‖2H
}
≤
pi
2η ‖x′‖2H+ pi2η ‖y′‖2H
2q +
c2ηqκ(16pi/(c2ηq))
8pi +
ς2
2 .
(5.11)
Combining (5.6), (5.8) and (5.11) and Corollary 2.31 (with, in the setting of that
corollary, θ = 2, ρ =∞, q1,1 = q, q0,0 = q0,1 = q1,0 =∞, p = p, r = r, αi,j = 0 for
(i, j) ∈ {0, 1}2, β1,1 = pi2 , β0,0 = β0,1 = β1,0 = 0, c0 ≡ p−22 ς2,
(5.12) c1 ≡
c2ηqκ
(
16pi
c2ηq
)
8pi +
ς2
2 ,
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U0,0 = U0,1 = U1,0 = U0,1 ≡ 0 and U1,1(x) = pi2η‖x‖2H , U1,1(x) = pi2η‖x′‖2H for all
x ∈ D(A)) implies that for all (n, T, r) ∈ N× (0,∞)× (2,∞), all p, q ∈ (r,∞) such
that 1p +
1
q =
1
r , and all (x, y) ∈ H2n it holds that∥∥∥supt∈[0,T ] ‖Xx,nt −Xy,nt ‖H∥∥∥
Lr(Ω;R)
≤ ‖x− y‖H√
1− 2/p exp
(
c2ηqTκ(16pi/(c2ηq))
8pi +
(p−1)Tς2
2 +
piT
2q +
pi‖x‖2H+pi‖y‖2H
4ηq
)
.
(5.13)
It follows from a standard localization argument (see e.g. [CHJvN14]) and Fatou’s
lemma that for (T, r) ∈ (0,∞)× (2,∞), all p, q ∈ (r,∞) such that 1p + 1q = 1r , and
all (x, y) ∈ H2 it holds that∥∥∥supt∈[0,T ] ‖Xxt −Xyt ‖H∥∥∥
Lr(Ω;R)
≤ ‖x− y‖H√
1− 2/p exp
(
c2ηqTκ(16pi/(c2ηq))
8pi +
(p−1)Tς2
2 +
piT
2q +
pi‖x‖2H+pi‖y‖2H
4ηq
)
.
(5.14)
5.3. Cahn-Hilliard Cook equation with trace class noise
Assume the setting of Section 5.1 with H = L2((0, 1);R), let L : D(L) ⊂ H →
H be the Laplacian with Neumann boundary conditions on (0, 1), that is, D(L) =
{v ∈ H2((0, 1),R) : v′(0) = v′(1) = 1} and Lv = v′′ for all v ∈ D(L), and assume
A = −L2, i.e., D(A) = D(L2) and Av = −L2v for all v ∈ D(A), assume VF,1 =
W
1
3 ,2((0, 1);R) and assume VF,2 = W
−2,2((0, 1);R), let c ∈ (0,∞) and assume
F : VF,1 → VF,2 is given by F (v) = cL(v3 − v) for all v ∈ VF,1. As for the Burgers
equation in Section 5.2 we have that A is diagonisable; the eigenvectors ek, k ∈ N, of
A are given by e1(x) = 1 and ek+1(x) =
√
2 cos(kπx) for all x ∈ (0, 1), k ∈ N. Once
again we define, for n ∈ N, (Hn, 〈·, ·〉Hn , ‖·‖Hn) = (span({e1, . . . , en}), 〈·, ·〉H , ‖·‖H),
and Pn is defined by Pnv =
∑n
k=1 〈ek, v〉H ek for all v ∈ H . Concerning the mapping
B : H → HS(H, H) we assume that for all ε ∈ (0,∞) it holds that
ηε :=
sup
v∈H
[
‖(I − P1)B(v)‖2HS(H,H) − ε
(
‖((I − P1)v)2‖2H − ‖(I − P1)v‖2H ‖v‖2H
)]
<∞.
(5.15)
In the case that H = H and (B(v)u)(x) = (√Qu)(x) for all x ∈ (0, 1), (u, v) ∈
H2, where LQ ∈ L(H) is a strictly positive trace class operator (see, e.g., Appen-
dix B in Pre´voˆt & Ro¨ckner [PR07]), it holds that supv,w∈H,v 6=w
‖B(v)−B(w)‖HS(H,H)
‖v−w‖H =
0 and (5.15) is satisfied, and in that case Equation (5.3) is the Cahn-Hilliard-Cook
type SPDE
(5.16) dXt(x) =
[
− ∂4∂x4Xt(x) + c ∂
2
∂x2
[
(Xt(x))
3 −Xt(x)
]]
dt+
√
QdWt(x)
for x ∈ (0, 1), t ∈ [0, T ], equipped with the Neumann and the non-flux boundary
conditions X ′t(0) = X
′
t(1) = X
′′′
t (0) = X
′′′
t (1) = 0 for t ∈ [0, T ], and results on the
existence and uniqueness of processes (Xxt )t∈[0,T ], x ∈ H , satisfying (5.3) P-a.s. for
all t ∈ [0, T ], and of processes (Xx,nt )t∈[0,T ], (x, n) ∈ H ×N, satisfying (5.5) P-a.s.
for all t ∈ [0, T ] can be found under some additional assumptions on the noise in,
e.g., Da Prato & Debussche [DPD96, Theorem 2.2 and Remark 2.2].
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In order to apply Corollary 2.31 we define the projection P˜ ∈ L(H) and the
operator L∈ L(H) by setting
(5.17)
P˜ v = (I − P1)v = v − e1 〈e1, v〉H and Lv = −
∞∑
k=2
(k − 1)−2 π−2 〈ek, v〉H ek
for all v ∈ H . Note that for all v ∈ D(L) it holds that
(5.18) Lv = L Lv = P˜ v.
Now observe that Young’s inequality proves that for all (δ, n) ∈ (0,∞)×N and all
x ∈ Hn it holds that
−c 〈P˜ x, x3〉
H
= −c
〈
P˜ x,
(
P˜ x+ P1x
)3〉
H
= −c
〈
P˜ x,
(
P˜ x
)3〉
H
− 3 c
〈
P˜ x,
(
P˜ x
)2
(P1x)
〉
H
− 3 c 〈P˜ x, (P˜ x)(P1x)2〉H − c 〈P˜ x, (P1x)3〉H
= −c ∥∥(P˜ x)2∥∥2
H
− 3 c
〈
P˜ x,
(
P˜ x
)2〉
H
〈e1, x〉H
− 3 c ∥∥P˜ x∥∥2
H
|〈e1, x〉H |2 − c
〈
P˜ x, e1
〉
H
(〈e1, x〉H)3
≤ −c ∥∥(P˜ x)2∥∥2
H
+
[√
2cδ
∥∥(P˜ x)2∥∥
H
] [
3
√
c
2δ
∥∥P˜ x∥∥
H
|〈e1, x〉H |
]
− 3 c ∥∥P˜ x∥∥2
H
|〈e1, x〉H |2
≤ −c (1− δ) ∥∥(P˜ x)2∥∥2
H
− 3 c (1− 34δ )
∥∥P˜ x∥∥2
H
|〈e1, x〉H |2
= −c (1− δ) ∥∥(P˜ x)2∥∥2
H
− 3 c (1− 34δ )
∥∥P˜ x∥∥2
H
[
‖x‖2H −
∥∥P˜ x∥∥2
H
]
= c
[
δ + 2− 94δ
] ∥∥(P˜ x)2∥∥2
H
− 3 c (1− 34δ )
∥∥P˜ x∥∥2
H
‖x‖2H .
(5.19)
In the next step observe that for all n ∈ N and all x ∈ Hn it holds that
〈 Lx, µn(x)〉H = 〈 Lx, Pn(Ax+ F (x))〉H = 〈 LPnx,Ax+ F (x)〉H
= − 〈 Lx,L2x〉
H
+ 〈 Lx, F (x)〉H = −
〈
P˜ x, Lx
〉
H
+ c
〈
P˜ x, x3 − x〉
H
=
〈
(−L) 12 P˜ x, (−L) 12 P˜x〉
H
+ c
〈
P˜x, x3
〉
H
− c〈P˜ x, x〉
H
=
∥∥(−L) 12 P˜ x∥∥2
H
+ c
〈
P˜ x, x3
〉
H
− c∥∥P˜ x∥∥2
H
.
(5.20)
Now define, for all (ρ, ρˆ) ∈ (0,∞)2, the function Uρ,ρˆ ∈ C2(H, [0,∞)) by setting
Uρ,ρˆ(x) =
ρ
2
∥∥(− L) 12x∥∥2
H
+ ρˆ2
∥∥P˜ x∥∥2
H
(5.21)
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for all x ∈ H . It follows from estimate (5.20) that for all (n, ρ, ρˆ) ∈ N × (0,∞)2
and all x ∈ Hn it holds that
(Gµn,σnUρ,ρˆ)(x) + 12 ‖σn(x)∗(∇Uρ,ρˆ)(x)‖2H
=
[
−ρ 〈 Lx, µn(x)〉H + ρ2
∥∥(− L) 12 σn(x)∥∥2HS(Hn,H)
]
+
[
ρˆ
〈
P˜x, µn(x)
〉
H
+ ρˆ2
∥∥P˜ σn(x)∥∥2HS(Hn,H))
]
+ 12
∥∥σn(x)∗[ρ (− L)x+ ρˆ P˜ x]∥∥2H
≤ ρ
[
c
∥∥P˜ x∥∥2
H
− ‖x′‖2H − c
〈
P˜ x, x3
〉
H
+ 12
∥∥(− L) 12B(x)∥∥2
HS(H,H)
]
+ ρˆ
[
c ‖x′‖2H − ‖x′′‖2H − c 〈x′, (x3)′〉H + 12
∥∥P˜B(x)∥∥2
HS(H,H)
]
+ 12
∥∥B(x)∗[ρˆP˜ − ρ L]x∥∥2
H
.
(5.22)
Combining this with (5.19) and the estimate
∥∥(− L) 12 v∥∥2
H
≤ ∥∥P˜ v∥∥2
H
for all v ∈ H
proves that for all (n, ρ, ρˆ, δ) ∈ N× (0,∞)3 and all x ∈ Hn it holds that
(Gµn,σnUρ,ρˆ)(x) + 12 ‖σn(x)∗(∇Uρ,ρˆ)(x)‖2H
≤ ρ
[
c
∥∥P˜ x∥∥2
H
− ‖x′‖2H + c
[
δ + 2− 94δ
] ∥∥(P˜ x)2∥∥2
H
− 3 c (1− 34δ )
∥∥P˜x∥∥2
H
‖x‖2H
]
+ ρˆ
[
c ‖x′‖2H − ‖x′′‖2H − 3 c ‖x′x‖2H
]
+ 12 (ρ+ ρˆ)
∥∥P˜B(x)∥∥2
HS(H,H)
+ 12‖B(x)‖2HS(H,H)
∥∥ρˆP˜ − ρ L∥∥2
L(H)
∥∥P˜ x∥∥2
H
.
(5.23)
From (5.15) it follows that for all (n, ε, ρ, ρˆ, δ) ∈ N × (0,∞)4 and all x ∈ Hn it
holds that
(Gµn,σnUρ,ρˆ)(x) + 12 ‖σn(x)∗(∇Uρ,ρˆ)(x)‖2H
≤ ρ
[
−‖x′‖2H + c
[
δ + 2− 94δ
] ∥∥(P˜ x)2∥∥2
H
− 3 c (1− 34δ )
∥∥P˜ x∥∥2
H
‖x‖2H
]
+ ρˆ
[
c ‖x′‖2H − ‖x′′‖2H − 3 c ‖x′x‖2H
]
+ 12 (ρ+ ρˆ)
[
ηε + ε
∥∥(P˜ x)2∥∥2
H
+ ε
∥∥P˜ x∥∥2
H
‖x‖2H
]
+ 12‖B(x)−B(0) +B(0)‖2HS(H,H)
∥∥ρˆP˜ − ρ L∥∥2
L(H)
∥∥P˜ x∥∥2
H
+ ρ c
∥∥P˜ x∥∥2
H
≤
[
(ρ+ρˆ) ε
2 + ρ c
[
δ + 2− 94δ
]] ∥∥(P˜ x)2∥∥2
H
+ [ρˆ c− ρ] ‖x′‖2H − ρˆ
[‖x′′‖2H + 3 c ‖x′x‖2H]
+
[
(ρ+ρˆ) ε
2 − ρ c (3− 94δ )
] ∥∥P˜x∥∥2
H
‖x‖2H
+
[
ς2 ‖x‖2H + ‖B(0)‖2HS(H,H)
] ∥∥ρˆP˜ − ρ L∥∥2
L(H)
∥∥P˜ x∥∥2
H
+ ρ c
∥∥P˜ x∥∥2
H
+ ηε (ρ+ρˆ)2 .
(5.24)
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Hence, we obtain that for all (n, ε, ρ, ρˆ, δ) ∈ N × (0,∞)4 and all x ∈ Hn it holds
that
(Gµn,σnUρ,ρˆ)(x) + 12 ‖σn(x)∗(∇Uρ,ρˆ)(x)‖2H
≤
[
(ρ+ρˆ) ε
2 + ρ c
[
δ + 2− 94δ
]] ∥∥(P˜ x)2∥∥2
H
+
[
ρ c+ ‖B(0)‖2HS(H,H)
∥∥ρˆP˜ − ρ L∥∥2
L(H)
] ∥∥P˜ x∥∥2
H
+ [ρˆ c− ρ] ‖x′‖2H − ρˆ
[‖x′′‖2H + 3 c ‖x′x‖2H]
+
[
(ρ+ρˆ) ε
2 + ς
2
∥∥ρˆP˜ − ρ L∥∥2
L(H)
− ρ c (3− 94δ )
] ∥∥P˜ x∥∥2
H
‖x‖2H + ηε (ρ+ρˆ)2 .
(5.25)
For all (ρ, ρˆ) ∈ (0,∞)2 one has ∥∥ρˆP˜ − ρ L∥∥
L(H)
= ρˆ+ ρpi2 . It follows that for all
(ρ, ρˆ) ∈ (0,∞)2 it holds that
[
ρ c+ ‖B(0)‖2HS(H,H)
∥∥ρˆP˜ − ρ L∥∥2
L(H)
] ∥∥P˜ x∥∥2
H
≤ ρc160
∥∥(P˜ x)2∥∥2
H
+ 40ρc
(
1 + pi
2ρˆ+ρ
pi2ρc ‖B(0)‖2HS(H,H)
)2
.
(5.26)
For all (ρ, ρˆ) ∈ (0,∞)2 define Uρ,ρˆ ∈ C(D(L),R) by setting
(5.27) Uρ,ρˆ(x) = ρˆ‖x′′‖2H + ρc16‖x‖2H‖P˜ x‖2H
for all x ∈ D(L). Define β : (0,∞)2 → (−∞,∞] by setting
β(ρ, ρˆ) := sup
n∈N
sup
x∈Hn
[
(Gµn,σnUρ,ρˆ)(x) + 12 ‖σn(x)∗(∇Uρ,ρˆ)(x)‖2H + Uρ,ρˆ(x)
]
(5.28)
for all (ρ, ρˆ) ∈ (0,∞)2. From (5.25) and (5.26) it follows that there exist (ρ, ρˆ) ∈
(0,∞)2 such that β(ρ, ρˆ) < ∞, indeed, setting δ = 45 and ε = c400 in (5.25)
and (5.26) we obtain
(5.29)
β
(
c
400ς2 ,
min(1,c)
400ς2
)
≤ c210ς2
(
1 + (c+pi
2 min(1,c))
pi2c2 ‖B(0)‖2HS(H,H)
)2
+
ηc/400(c+min(1,c))
800ς2 .
The next step is to prove that condition (2.102) in Corollary 2.31 is satisfied
for µ = µn, σ = σn, n ∈ N. To this end first observe that for all n ∈ N and all
(x, y) ∈ H2n it holds that
〈
x− y, cL(x3 − y3)〉
H
= −c 〈(x− y)′, [(x− y)(x2 + xy + y2)]′〉
H
= −c 〈[(x− y)′]2, x2 + xy + y2〉
H
− c 〈(x− y)′, (x − y)(2x′x+ x′y + xy′ + 2y′y)〉H
≤ − c4
〈
[(x− y)′]2, (|x|+ |y|)2〉
H
+ 2c 〈|(x− y)′|, |x− y|(|x|+ |y|)(|x′|+ |y′|)〉H
≤ − c4 ‖(x− y)′(|x|+ |y|)‖
2
H + 2c ‖(x− y)′(|x| + |y|)‖H ‖(x− y)(|x′|+ |y′|)‖H
≤ 4c ‖(x− y)(|x′|+ |y′|)‖2H
(5.30)
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where Young’s inequality is applied in the final estimate. It follows from this
estimate that for all n ∈ N and all (x, y) ∈ H2n it holds that
〈x− y, µn(x)− µn(y)〉H + 12‖σn(x)− σn(y)‖2HS(Hn,H)
= − 〈x− y, L2(x− y)〉
H
+
〈
x− y, cL(x3 − y3 − x+ y)〉
H
+ 12‖Pn(B(x) −B(y))‖2HS(Hn,H)
≤ −‖L(x− y)‖2H + 4c‖(x− y)(|x′|+ |y′|)‖2H + c‖(x− y)′‖2H + ς
2
2 ‖x− y‖2H
≤ −‖(x− y)′′‖2H + 8c
(
‖x′‖2L∞(0,1) + ‖y′‖2L∞(0,1)
)
‖x− y‖2H + c‖(x− y)′‖2H
+ ς
2
2 ‖x− y‖2H .
(5.31)
By integrating by parts and applying Ho¨lder’s and Young’s inqualities we obtain
that for all x ∈ D(A) it holds that
(5.32) c ‖x′‖2H ≤ c
2
4 ‖x‖2H + ‖x′′‖
2
H .
Moreover, by similar arguments used to obtain (5.10), it follows that there exists
a function κ : (0,∞) → (0,∞) such that for all x ∈ D(A), all (q, ρ, ρˆ) ∈ (0,∞)3 it
holds that
(5.33)
8c ‖x′‖2L∞(0,1) = 8c
∥∥(P˜ x)′∥∥2
L∞(0,1)
≤ c2κ( ρˆ2q )∥∥P˜x∥∥2H + ρˆ2q ‖x′′‖2H
≤ 8c
3q(κ( ρˆ2q ))
2
ρ +
1
2qUρ,ρˆ(x).
Inserting this into (5.31) proves that for all (n, q, ρ, ρˆ) ∈ N×(0,∞)3 and all (x, y) ∈
H2n it holds that
max
{
0,
〈x−y, µn(x)−µn(y)〉H+ 12 ‖σn(x)−σn(y)‖2HS(Hn,H)
‖x−y‖2H
}
≤ ς22 +
8c3q(κ( ρˆ2q ))
2
ρ +
c2
4 +
1
2q
(
Uρ,ρˆ(x) + Uρ,ρˆ(y)
)
.
(5.34)
It follows from Corollary 2.31 (with, in the setting of that corollary, θ = 2, ρ =∞,
q1,1 = q, q0,0 = q0,1 = q1,0 = ∞, p = p, r = r, αi,j = 0 for (i, j) ∈ {0, 1}2,
β1,1 = β(ρ, ρˆ), β0,0 = β0,1 = β1,0 = 0, c0 ≡ p−22 ς2,
(5.35) c1 ≡ ς22 +
8c3q(κ( ρˆ2q ))
2
ρ +
c2
4 ,
U0,0 = U0,1 = U1,0 = U0,1 ≡ 0, and U1,1 = Uρ,ρˆ, U1,1 = Uρ,ρˆ) that for all
(n, ρ, ρˆ, T, r) ∈ N× (0,∞)3 × (2,∞), all (p, q) ∈ (r,∞)2 satisfying 1p + 1q = 1r , and
all (x, y) ∈ H2n, it holds that∥∥ supt∈[0,T ] ‖Xx,nt −Xy,nt ‖H∥∥Lr(Ω;R)
≤ ‖x− y‖H√
1− 2/p exp
((
(p−1)ς2
2 +
8c3q(κ( ρˆ2q ))
2
ρ +
c2
4 +
β(ρ,ρˆ)
2q
)
T
)
· exp
(
ρ‖(− L)1/2y‖
H
+ρˆ‖P˜ x‖H
4q +
ρ‖(− L)1/2y‖
H
+ρˆ‖P˜ y‖H
4q
)
.
(5.36)
It follows from a standard localization argument (see [CHJvN14]) and Fatou’s
lemma that for all (ρ, ρˆ, T, r) ∈ (0,∞)3×(2,∞), all p, q ∈ (r,∞) such that 1p+ 1q = 1r ,
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and all (x, y) ∈ H2 it holds that∥∥ supt∈[0,T ] ‖Xxt −Xyt ‖H∥∥Lr(Ω;R)
≤ ‖x− y‖H√
1− 2/p exp
((
(p−1)ς2
2 +
8c3q(κ( ρˆ2q ))
2
ρ +
c2
4 +
β(ρ,ρˆ)
q
)
T
)
· exp
(
ρ‖(− L)1/2y‖
H
+ρˆ‖P˜ x‖H
4q +
ρ‖(− L)1/2y‖
H
+ρˆ‖P˜ y‖H
4q
)
.
(5.37)
5.4. Non-linear wave equation
Let the setting be as in Section 5.1. LetK ⊂ R2 be non-empty and compact and
define D := {x ∈ R2 : infy∈K ‖x− y‖ < T } ⊂ R2. Assume ∂D is Lipschitz contin-
uous. For all twice differentiable x ∈ L2(D;R) define ‖x‖2H1(D;R) := ‖x‖2L2(D;R) +
‖∇x‖2L2(D;R2) ∈ [0,∞), let H1(D;R) be the Hilbert space of x ∈ L2(D;R) for
which ‖x‖H1(D;R) <∞ and let
(5.38)
(H, 〈·, ·〉H , ‖·‖H)
= (H1(D;R)× L2(D;R), 〈·, ·〉H1(D;R)×L2(D;R) , ‖·‖H1(D;R)×L2(D;R)),
let A : D(A) ⊂ H → H be given by D(A) = (H2(D;R) ∩H10 (D;R)) ×H10 (D;R),
A((u1, u2)) = (u2,∆u1) for all (u1, u2) ∈ D(A), let p ∈ (3, 4) and assume VF,1 =
Lp(D;R) and VF,2 = L
p/3(D;R), assume F : VF,1 → VF,2 is given by F ((u1, u2)) =
(0,−u31) for all (u1, u2) ∈ VF,1, assume B ∈ C(H,HS(H, H)) is given by B(u1, u2) =
(0, B2(u1, u2)) for some B2 ∈ C(H,HS(H, L2(D;R))) satisfying
(5.39) η := sup
v∈H
‖B2(v)‖HS(H,L2(D;R)) <∞.
Note that the semigroup (etA)t∈[0,∞) extends to a semigroup on V ×Lp/3 for some
Banach space V , see e.g. [ABHN01, Theorem 3.14.11] and [Hie91].
For k ∈ N let ek ∈ H2(D;R) ∩ H10 (D;R) be such that (ek)k∈N is total in
H10 (D;R) (hence also in L
2(D;R)). For n ∈ N we assume (Hn, 〈·, ·〉Hn , ‖ · ‖Hn) =
([span({e1, . . . , en})]2 , 〈·, ·〉L2(D;R2), ‖ · ‖L2(D;R2)), and let P˜n ∈ L(L2(D;R)) be
the L2(D;R)-orthogonal projection of L2(D;R) onto span({e1, . . . , en}), and let
Pn ∈ L(H) be defined by Pn((u1, u2)) = (P˜nu1, P˜nu2) for all (u1, u2) ∈ H .
We define U : H → R by
(5.40) U((u1, u2)) =
1
4‖u1‖4L4(D;R) + 12‖∇u1‖2L2(D;R2) + 12‖u2‖2L2(D;R)
for all (u1, u2) ∈ H . Observe that for all n ∈ N and all (u1, u2) ∈ Hn it holds that
(5.41) (U |Hn)′(u1, u2) = (u1 −∆u1, u2)
and
(5.42) (U |Hn)′′ =
[
Ispan({e1,...,en}) −∆ 0
0 Ispan({e1,...,en})
]
,
and thus that
(5.43)
(Gµn,σnU) ((u1, u2)) = 〈u31 −∆u1, u2〉L2(D;R) + 〈u2, P˜n∆u1 − P˜nu31〉L2(D;R)
+ 12‖P˜nB2(u1, u2)‖2HS(Hn,L2(D;R))
= 12‖P˜nB2(u1, u2)‖2HS(Hn,L2(D;R)) ≤ η
2
2 ,
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where η is defined in (5.39). It follows from [GK96b, Lemma 2.2] that for all
(x, n) ∈ H×N the (Ft)t∈[0,T ]-adapted processes (Xx,nt )t∈[0,T ] satisfying (5.5) exist.
Remark 5.1. One may consider the processes (Xn,x)n∈N to be Galerkin ap-
proximations to the following non-linear stochastic wave equation in R2
(5.44)
∂2
∂t2u(t, s) = ∆su(t, s)− u3(t, s) + b
(
u(t, s), ∂∂tu(t, s)
)
W˙t(s), (t, s) ∈ [0, T ]×R2,
u(0, s) = x1;
∂
∂tu(0, s) = x2, s ∈ R2;
where x = (x1, x2) ∈ H is such that supp(x1) ⊆ K, supp(x2) ⊆ K P-a.s.,
W : [0, T ] × Ω → L2(D;R) is a Brownian motion in L2(D;R) with covariance
operator Q = R∗R, R ∈ HS(H, L2(D;R)), and b : R → R is globally Lipschitz
continuous and bounded. (In this case (B2(u, v)w)(s) = b(u(s))(Rw)(s) for all
(u, v) ∈ H , all w ∈ H, and all s ∈ D.) It follows from [MM01, Theorem 4.1]
that this equation admits a (weak) solution u : Ω→ C([0, T ], Lp(R2;R)) such that
supp(u(t, ·)) ⊆ D for all t ∈ [0, T ], provided the kernel k : R2×R2 → R defining R
and the initial data x = (x1, x2) satisfy certain conditions. However, it is beyond
the scope of this article to verify that limn→∞Xn,x = (u, ∂∂tu) in some sense.
We now define V : H ×H → R by V (u, v) = ‖u− v‖2H for all (u, v) ∈ H2 and
observe that for all n ∈ N, all p ∈ (2,∞), and all (u, v) = ((u1, u2), (v1, v2)) ∈ H2n
it holds that
(5.45)
[
1
2/p − 1
] ‖(GσnV )(u, v)‖2H
|V (u, v)|2 =
[
p−2
2
] ‖(σn(u)− σn(v))∗(u− v)‖2L2(D;R)
‖u− v‖4H
≤ [p−22 ] ‖B2‖
2
Lip(H,HS(H,L2(D;R)))‖u− v‖4H
|V (u, v)|2
=
[
p−2
2
]
ς2,
where ς is as in (5.1), and
(5.46)
(Gµn,σnV )(u, v)
V (u, v)
=
〈(
u1 − v1 −∆(u1 − v1)
u2 − v2
)
,
(
u2 − v2
P˜n(∆u1 − u31)− P˜n(∆v1 − v31)
)〉
L2(D;R)
V (u, v)
+
‖P˜n(B2(u)−B2(v))‖2HS(Hn,L2(D;R))
2V (u, v)
≤
1
2
(
‖u1 − v1‖2L2(D;R)) + ‖u2 − v2‖2L2(D;R))
)
+
〈
u2 − v2,−u31 + v31
〉
L2(D;R))
V (u, v)
+
ς2‖u− v‖2H
2|V (u, v)| .
By similar arguments as used to obtain (5.10) we have that there exists a κ : (0,∞)→
(0,∞) such that for all r ∈ (0,∞), all u1 ∈ H1(D;R) and all u2 ∈ L2(D;R) it
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holds that
(5.47)
‖u1‖2L6(D;R) ≤ κ(r)‖u1‖2L2(D;R) + r‖∇u1‖2L2(D;R2)
≤ (κ(r))2|D|2r + r2‖u1‖4L4 + r‖∇u1‖2L2(D;R2) ≤ (κ(r))
2|D|
2r + 2rU((u1, u2)).
It follows that for all n ∈ N, all (u, v) = ((u1, u2), (v1, v2)) ∈ H2n and all r ∈ (0,∞)
it holds that
(5.48)〈
u2 − v2,−u31 + v31
〉
L2(D;R)
=
∫
D
(u21(x) + u1(x)v1(x) + v
2
1(x))(v1(x) − u1(x))(u2(x)− v2(x)) dx
≤
(∫
D
|u21(x) + u1(x)v1(x) + v21(x)|3 dx
) 1
3
‖v1 − u1‖L6(D;R)‖u2 − v2‖L2(D;R)
≤ 6
(
‖u1‖2L6(D;R) + ‖v1‖2L6(D;R)
)(
‖v1 − u1‖2L6(D;R) + ‖u2 − v2‖2L2(D;R)
)
≤ 6max{1, κ(1)}
(
(κ(r))2|D|
r + 2r(U(u) + U(v))
)
·
(
‖v1 − u1‖2H1(D;R) + ‖u2 − v2‖2L2(D;R)
)
= 6max{1, κ(1)}
(
(κ(r))2|D|
r + 2r(U(u) + U(v))
)
V (u, v).
For all q ∈ [1,∞) define rq :=
(
24max{1, κ(1)}qT eηT)−1 . Taking r = rq in the
above estimate and inserting this estimate into (5.46) and taking (5.45) into account
gives that for all (q, n) ∈ (2,∞)×N and all (u, v) = ((u1, u2), (v1, v2)) ∈ H2n it holds
that
(5.49)
max
{
0,
(Gµn,σnV )((u1, u2), (v1, v2))
V ((u1, u2), (v1, v2))
+
‖(GσV )((u1, u2), (v1, v2))‖2H
2|V ((u1, u2), (v1, v2))|2
}
≤ 12 + 6max{1,κ(1)}(κ(rq))
2|D|
rq
+
U(u) + U(v)
2qT eηT
+ ς2.
Moreover, it follows from (5.43) that for all n ∈ N, all u = (u1, u2) ∈ Hn and all
t ∈ [0, T ] it holds that
(5.50) (Gµn,σnU) (u)+ 12eηt ‖σn(u)∗(U ′)(u)‖2H ≤ η2 (1+ ‖u2‖2L2(D;R)) ≤ η2 + ηU(u),
where in the final estimate we use Ho¨lder’s and Young’s inequalities. It thus fol-
lows from Theorem 2.30 (with, in the setting of that Theorem, k = 1, θ = 2,
ρ = ∞, α1,0,1 = η, α0,0,1 = α0,1,1 = α1,1,1 = 0, β1,0,1 = η2 , β0,0,1 = β0,1,1 =
β1,1,1 = 0, q1,0,1 = q, q0,0,1 = q0,1,1 = q1,1,1 = ∞, c0 ≡ (p−2)ς
2
2 , c1 ≡ 12 + ς2 +
6max{κ(1),1}(κ(rq))2|D|
rq
, U1,0,1 = U , U0,0,1 = U0,1,1 = U1,1,1 = U0,1,1 = U1,1,1 ≡ 0)
that for all (n, T, r) ∈ N × (0,∞) × (2,∞), all p, q ∈ (r,∞) such that 1p + 1q = 1r ,
and all (x, y) ∈ H2n it holds that
(5.51)
∥∥∥∥∥ supt∈[0,T ] ‖Xx,nt −Xy,nt ‖H
∥∥∥∥∥
Lr(Ω;R)
≤ ‖x− y‖H√
1− 2/p
· exp
(
T
2 +
pς2T
2 +
6T max{κ(1),1}(κ(rq))2|D|
rq
+ (e
ηT+ηT−1)
2ηTq +
U(x)+U(y)
2q
)
.
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