Abstract-Several variations of Cramer-Rao bounds for carrier frequency offset (CFO) estimation in frequency-selective fading channels have been used to benchmark practical estimators' performance or to design training signals for CFO estimation. Among them, the extended Miller-Chang bound (EMCB) provides a tighter bound than the CRB for locally unbiased estimators. However, there is no closed-form expression of the EMCB for the CFO estimation in frequency-selective fading channels with an arbitrary training signal. In this letter, we derive a closed-form exact average CRB (the EMCB) valid for any training signal and any signal structure for the CFO estimation over frequency-selective Rayleigh fading channels with uncorrelated or arbitrarily correlated taps. The accuracy and generality of the proposed average CRB expression, and its advantages over the existing expressions are corroborated by numerical and simulation results.
I. INTRODUCTION
T HE carrier frequency offset (CFO) between the transmitter and receiver can cause a severe performance degradation [1] , [2] , and hence several CFO estimators, e.g., [3] - [6] , have been proposed in the literature. Due to the presence of other unknown parameters (e.g., channel impulse response, phase offset), the existing CFO estimators can be categorized into two types -a direct CFO estimation, e.g., [3] , [5] , and a joint estimation of CFO and channel impulse response (or generalized maximum likelihood approach), e.g., [4] , [7] - [10] . To benchmark performance of these estimators, several variations of Cramer-Rao bound were derived in [4] , [11] - [16] . Among them, the extended Miller-Chang bound (EMCB) provides a tighter bound than the CRB, the hybrid CRB, the modified CRB (MCRB), Miller-Chang bound, and asymptotic CRB for locally unbiased estimators 1 [13] . When considering a joint estimation of CFO and channel impulse response, the corresponding CRBs of the CFO and the channel response only concern with the particular realization of channel and CFO. In particular, the CRB of CFO estimation in this case depends on the particular channel realization 2 2 In some particular cases, a specifically designed training sequence may make the CRB decoupled from the channel realization [17] but the CRB will still depend on the energy of that channel realization, and hence an averaging over the random snap-shot channel energy would still be required.
will call it a snap-shot CRB). If an average performance bound of CFO based on the joint estimation is desired, the above snap-shot CRB needs to be averaged over the channel fading. This average CRB corresponds to the extended Miller-Chang bound, and the Monte Carlo simulation is used to compute this average CRB (e.g., see [13] and [6] ) as no closed-form expression is available.
The CRB or similar bounds are also useful in designing training signals [7] , [8] , [16] , [18] , but not all of them are analytically tractable. The use of average CRB in [8] provides better training signals than the use of asymptotic CRB in [7] . The average CRB is derived by means of an approximation in [8] for periodic training signals with cyclic prefix (CP) structure. The existing closed-form average CRB expression in [8] holds for neither an arbitrary training signal nor a zeropadded (ZP) signal structure. To the best of our knowledge, the closed-form exact average CRB expression for the CFO estimation in frequency-selective Rayleigh fading channels for an arbitrary training signal with any structure (CP or ZP) has not been derived in the literature, and is what we propose in this letter.
The rest of this paper is organized as follows. Section II describes the signal model, the CRB, the MCRB, and the snap-shot CRB. Section III derives the closed-form exact average CRB for an arbitrary training signal. Section IV provides performance comparison and discussions, and Section V concludes the paper. We use the following notations. The superscripts and denote the transpose and the Hermitian transpose, while tr(⋅) stands for the trace operation. is the × identity matrix.
II. SIGNAL MODEL AND THE SNAP-SHOT CRB
Let us consider a wide-sense-stationary quasi-static frequency-selective Rayleigh fading channel characterized by its low-pass-equivalent channel impulse response (CIR) vector
, where is the number of the sample-spaced ( -spaced) CIR samples. is a zero-mean complex Gaussian random vector with a covariance matrix given by 
where
and is the zero-mean white complex Gaussian noise vector with the covariance matrix
For Rayleigh fading channels, ( | ), the probability density function (pdf) of given is zero-mean complex Gaussian with the covariance matrix
and the CRB of the direct CFO estimation can be obtained as [14] 
The corresponding maximum likelihood estimator 4 (MLE) of which maximizes ( | ) is also known as Bayesian MLE and it requires the knowledge of and 2 , and hence it is unrealizable for practical systems with unknown and 2 . On the other hand, both and can be jointly estimated based on ML principle as in [4] , [7] - [10] .
The (snap-shot) CRB for the derived from the joint estimation of and is given by [4] 
The notation CRB| is used to reflect that the CRB is just for a given channel realization . The MCRB is given by [11] [13]
III. AVERAGE CRB In this section, we present the CRB of the CFO estimation based on the ML joint CFO and channel estimation in multipath Rayleigh fading channels. We derive the closed-form 3 They can also be in the form of null suffix. 4 which is given asˆM L = arg min{ Ω( )
expression of the CRB averaged over a multipath Rayleigh fading channel as
With the definition of
the snap-shot CRB can be expressed as
where = ′2 2 8 2 , and the average CRB can be obtained as
where is a unitary matrix and (9) can be written as
where =˜. In a multipath Rayleigh fading channel, both˜and are zero-mean complex Gaussian random vectors with the covariance matrix ′ , and is a sum of weighted Chi-square random variables. Depending on the eigen-values of , we divide the whole space of possible training signals into two cases: 1) Case I: has at least two distinctive eigen-values. The moment generating function of in (13) is given by [20] 
where is the number of nonzero distinct eigen-values { } of and is the multiplicity of . By the inverse Laplace transform, the pdf of can be expressed as [21] 
where ( ) is a Chi-square pdf with degrees of freedom (DOFs), and
After some manipulation, the average CRB is given by
where ( ) is the cumulative distribution function of a Chi-square random variable with DOFs, and E 1 ( ) is the exponential integral function defined by
with being the Euler's constant. Based on (22) , an approximate average CRB for periodic training signals with CP structure can be obtained as in [9] . In the following we will derive the closed-form exact average CRB expression for an arbitrary training signal with any structure (CP or ZP).
According to the property of the Laplace transform, we have
From (15) , the left side of (24) can be written as
Substituting (14) into the right side of (24), we have
and from (24-26) we obtain
Substituting (27) and (23) back to (22), we obtain the average CRB as
2) Case II: has identical eigen-values . In this case, we have
Then, is a Chi-square random variable with DOF 2 , and the pdf of is given by
where Γ(⋅) is the gamma function. Substituting (30) into (21), we obtain the average CRB as
From (28) and (31), we observe that the average CRB is determined only by the eigen-values of , which is closely related with the training signal matrix and the channel covariance matrix ℎ . For a given ℎ , the average CRB expressions (28) and (31) provide an easy computation of the exact average CRB for the CFO estimation in a frequencyselective Rayleigh fading channel for any training signal with any structure (CP or ZP). They also enable an easy numerical comparison of performance of different training signals.
IV. PERFORMANCE COMPARISON
We assume = 64 and = 16 in our simulation. We evaluate the CRBs in both uncorrelated and correlated multipath Rayleigh fading channels. The uncorrelated channel has 8 sample-spaced taps and an exponential power delay profile with 3 dB per tap decaying factor. The correlated sample-spaced channel is the Channel B of the indoor office ITU-R channel model [22] .
We verify the accuracy of our closed-form exact average CRB expressions by comparing them with the Monte Carlo low SNR. Fig. 4 and Fig. 5 plot the proposed exact average CRB, the existing approximate average CRB [8] , the MCRB calculated by (7), the CRB calculated by (4) , and the Monte Carlo results for several ZP periodic training signals [19] in multipath fading channels with uncorrelated taps and correlated taps, respectively.
The existing approximate average CRB expression yields slightly larger values than the Monte Carlo results for the constant amplitude zero auto-correlation (CAZAC) training sequence, and the performance gap becomes significantly larger for the non-ZAC training sequence. The gaps of the CRB and the MCRB to the Monte Carlo results are also large for both the CAZAC and non-ZAC training sequence, which indicates that CRB and the MCRB are rather loose although their computation may be simpler than our average CRB. It is interesting to note in Fig. 4 and Fig. 5 that the existing approximate average CRB, which should represent a lower bound, may be even larger than the estimator's MSE, which underlines importance of the accurate average CRB. Our closed-form average CRB expression provides an exact match to the Monte Carlo MSE results for both correlated and uncorrelated multipath fading channels. These results highlight the accuracy and generality of our closed-form average CRB expressions and their advantages over the existing expressions. Note that the CFO estimation performance based on the ML joint CFO and channel estimation does not approach to the CRB (4) even for large SNR and training signal length. This is not contradictory to the well-known fact that MLE approaches to CRB asymptotically. The CRB in this case corresponds to the Bayesian MLE which requires the knowledge of the channel covariance matrix and the noise variance. Without those knowledge, the Bayesian MLE which maximizes ( | ) cannot be realized. On the other hand, the ML joint CFO and channel estimation does not require those knowledge, and as illustrated in Figs. 1-3 , its performance is matched by our average CRB expressions.
V. CONCLUSIONS
We have derived a closed-form exact average CRB (averaged over the channels) of the CFO estimation over multipath Rayleigh fading channels with uncorrelated or arbitrarily correlated taps for any training signal with any structure (CP or ZP). In contrast to the limited applicability and/or inaccuracy of the existing average CRB expression, and the extensive Monte Carlo simulation run time required by other existing bounds, our closed-form expressions provide an easy computation of the exact average CRB without any limitation to the training signals and structures. Simulation results corroborate that our results closely match with the mean-square error performance of a practical generalized maximum likelihood estimator and are much more accurate than other existing bounds. Our average CRB expressions provide a useful metric for evaluating exact estimation performance bound in fading channels and for designing corresponding training signals.
