We develop a formalism for predicting morphology evolution during electrodeposition as a function of the deposition parameters, composition of the electrolyte, and the species being deposited. Our model explicitly couples the electrostatic fields and the metal cations and spectator ions of arbitrary concentrations. We first perform a mixed asymptotics analysis to predict the self-consistent, uniform, steady-state electrostatic, and concentration fields. Morphology evolution is analyzed within the framework of perturbation theory, where we linearize around the uniform, steady-state fields. We find that the surface is unstable at long length scales due to a diffusional instability, in agreement with previous results. Furthermore, we find that both increasing the deposition rate and the spectator ion concentration within the electrolyte at fixed deposition rate increases surface roughness, also in agreement with common experience. We provide an approximate analytical formula for the perturbation growth rates as a function of the spectator ion concentration. The formalism developed here provides a rigorous, self-consistent foundation upon which the effects of additives on surface morphology are analyzed in a companion paper. Electrodeposition ͑ED͒ is widely employed in the deposition of pure metals and alloys for such applications as interconnects in microelectronics, as magnetic media in recording devices, and to fabricate high-aspect-ratio micromachines via the LIGA process.
Electrodeposition ͑ED͒ is widely employed in the deposition of pure metals and alloys for such applications as interconnects in microelectronics, as magnetic media in recording devices, and to fabricate high-aspect-ratio micromachines via the LIGA process. 1, 2 In most applications, a smooth film surface is desired. However, morphological instabilities during deposition commonly produce poor quality films with rough surfaces. [3] [4] [5] [6] 8 Common experience shows, 9, 10 however, that film properties can be effectively controlled by introducing small quantities of additives to the electrochemical bath. In addition to controlling the large-scale roughness ͑leveling͒, additives have been used to control crystallographic texture and grain size of the film. While there are many commercial levelers, a predictive understanding of their effects and, in particular, the physical and chemical mechanisms that allow these molecules to effectively reduce the roughness of films is still missing. Our objective is to understand the mechanisms that give rise to the rough morphologies observed during ED and to unravel the physical mechanisms by which the additives stabilize the growth front. To this end, in this paper, Part I, we develop a formalism within which the steady-state solutions are obtained for an arbitrary supporting electrolyte concentration, and thus the morphology evolution can be studied. The formalism is then extended and applied in a companion paper, Part II, 11 to quantify the roles played by additives in stabilizing the growth front. A brief account of this work can be found in Ref. 12 . We note that these two manuscripts explicitly focus on the case where morphology evolution is not influenced by the underlying microstructure and as such are directly applicable only to single crystals or the evolution of the morphology on scales smaller than grain size.
Morphology evolution in the absence of additives has been discussed by many authors from both the experimental and theoretical viewpoints. A wide range of morphologies has been seen, [3] [4] [5] [6] [7] [8] including the preferred flat topography, depending on the growth conditions. For example, larger deposition rates have been observed to produce rougher films. 4, 6 On the theoretical side, two different approaches have been pursued. In the first, one writes down continuum or discrete equations for mass transport in a particular geometry and solves these equations numerically to yield the time evolution of the growth front. Such an approach has been undertaken, e.g., by Madore et al., 13 Georgiadou et al., 14 Cao et al., 15 and Pricer et al. 16 The advantage of this approach is that it is well suited for studying the deposition process in nontrivial geometries, such as the filling of microtrenches. However, the underlying physical mechanisms that give rise to rough morphologies are not easily unraveled within this approach.
In the second approach, the processes which lead to the roughening of a planar surface are analyzed within the context of linear stability theory. Although the results from this approach are not easily transferrable to nonplanar geometries, it provides a robust means of determining the underlying mechanisms that control surface roughening during ED, as well as its dependence on growth conditions and materials parameters. In this spirit, Aogaki et al. 17 presented a linear stability analysis in which they neglected both the migration effect of the ionic species and the interfacial kinetics. They concluded that the formation of powder deposits can be correlated with the diffusional instability of the growth front. Barkey et al. 18 then studied the surface roughness evolution in metal ED first by solving the steady-state metal cation diffusion equation and the Laplace equation for the electric potential and then carrying out a perturbation analysis for small surface corrugation amplitudes. They showed that surface roughening takes place on smaller and smaller wavelengths as the deposition rate is increased. Subsequently, Chen and Jorne 19 performed a linear stability analysis for surface roughness and obtained perturbation growth rates for an electrolytic solution containing a supporting electrolyte and a binary electrolyte. Pritzker and Fahidy 20 studied the early-time morphology evolution during ED and electrodissolution in a continuum model where the ions obey continuity equations in the bulk, coupled to the Butler-Volmer boundary condition at the surface. They demonstrated that the surface is unstable at long wavelengths, whereas capillarity effectively stabilizes the surface on short scales. Sundstrom and Bark 21 studied the stability properties of deposits grown from a stagnant binary electrolyte by numerically solving the full stability problem for time-dependent perturbations around the steady-state solutions. Elezgaray et al. 22 then extended their analysis to account for transients and their effect on the growth front stability in unsupported electrolytes. A related model for ED with purely diffusive metal cation transport was recently presented by Cuerno and Castro, 23 who extended the perturbation analysis to include the lowest order nonlinearity in the growth front evolution equation.
While the aforementioned linear stability analyses have been able to explain many of the experimentally observed features, they are in general applicable to either unsupported binary [18] [19] [20] [21] [22] or fully supported electrolytes. 17, 19, 23 In particular, a thorough analysis of the general case of arbitrary supporting electrolyte concentration has not been performed. Because surface stability varies greatly from the unsupported to fully supported electrolyte limit, a general analysis that is capable of describing these limiting cases and all of those in between should clarify the full range of supporting electrolyte effects. Perhaps more importantly, previous linear stability analyses have not considered the role of additives on the growth front stability. The analysis presented herein provides a rigorous, general approach to obtaining the steady-state solutions for the different ion concentrations and the electric potential and predicting morphological stability as a function of materials and process parameters for arbitrary supporting electrolyte concentration. This approach is generalized to the industrially important case of ED in the presence of additives in a companion paper ͑Part II͒.
We first outline a model for metal cation transport and film growth which explicitly includes the effect of a supporting electrolyte ͑i.e., the presence of spectator ions͒. We then perform a boundary layer analysis to determine the steady-state properties. The existence of the classical Gouy-Chapman ͑G-C͒ charge layer at the growth front is a natural by-product of this analysis. In order to account for the evolution of the surface morphology during growth, we perform a perturbation analysis about the steady-state solution.
As expected, we find that surface perturbations grow faster with increasing deposition rate and that increasing the spectator ion concentration leads to rougher surfaces at fixed deposition rate. More importantly, we demonstrate that quantitative understanding of the surface stability requires that the electric migration effects are accounted for explicitly. Furthermore, we provide an approximate analytical formula for the perturbation growth rates as a function of the spectator ion concentration. In order to emphasize the physical results, many of the mathematical details are relegated to appendixes. In Part II 11 we extend the formalism introduced here to account for the role of additives on the morphology of the growing surface.
Model Details
Our theoretical approach to modeling the growth and morphology evolution of ED films is as follows. We employ a continuum model which explicitly accounts for the concentrations of all ions, as well as the local electrostatic potential. We begin with the timedependent equations for each of these fields. Note that the numbers of ions of each type are conserved in the solution, since the reduction of metal cations occurs only at the cathode. Hence, following common practice ͑see, e.g., Ref. 20͒, we write a continuity equation for the number density for each of these species
where i ϭ C, A, XC, XA denotes the metal cations to be deposited, anions, spectator cations, and spectator anions, respectively. Spectator ions constitute the supporting electrolyte, and they are added to the bath to reduce convective transport near the cathode and to keep the charged boundary layer compact ͑i.e., they move to screen the electric field͒. 24 For the ion fluxes j i (r), we write
where D i denotes the diffusivity and is the electrostatic potential. is determined from the Poisson equation
where ⑀ denotes the local permittivity of the ionic solution ͑which is taken to be constant in this work, see Appendix A and the following discussion͒. Note that we explicitly include electric migration terms in the ion fluxes. This is essential in order to accurately determine the role of spectator ions in the steady-state solutions and ultimately, the stability properties of the growth front. We consider a rectangular system of dimensions L x ϫ L z ϭ W ϫ L, where W denotes the linear dimension ͑width͒ of the planar surface and L describes an effective diffusion length ͑i.e., thickness of the mass-transfer layer͒ over which the concentrations vary. Beyond L, the concentrations of all species are very nearly constant. We employ periodic boundary conditions in the x direction, and the boundary conditions in the z direction become
and (x, L) ϭ 0. At the cathode surface, (x, 0) ϭ V ext , and the ion fluxes i ϭ (A, XC, XA) vanish as these species do not codeposit: j i ϭ Ϫj i • n ϭ 0, where n is the surface normal ͑pointing into the bath͒. The magnitude of the local metal cation flux onto the growing surface j C is given by the Butler-Volmer ͑B-V͒ equation
where F and R are the Faraday's and gas constants, and (␣ 1 , ␣ 2 ) denote the so-called symmetry factors related to the potential barrier for metal cation reduction. 1 It should be emphasized that j C is taken to be positive for a growing film. The overpotential is given by
The equilibrium potential of the metal-solution interface is V eq , and varying the external electrode potential V ext away from V eq leads to either deposition ( Ͼ 0) or dissolution ( Ͻ 0). The third term in Eq. 5 accounts for the metal cation concentration dependence of V eq , and the last term describes the effects of surface curvature and surface tension ␥, i.e., the Gibbs-Thomson effect. The quantity q C ej 0 denotes the exchange current density, and ⍀ denotes the atomic volume of the metal in the deposit. Furthermore, the local growth velocity in the normal direction n , v n , follows from the mass-balance relation v n ϭ Ϫ⍀j C • n . Finally, it is noteworthy that although we employ a 2D system, the main results of our linear stability analysis also remain valid in 3D provided that the surface tension and exchange current density are isotropic. Modifications due to e.g., anisotropic surface tension, can be easily incorporated within our formalism but provide little new insight.
Steady-state properties.-We now examine the steady-state properties of the model as a prerequisite to the morphology analysis. For a planar surface, the problem formally reduces to finding a one-dimensional solution to the steady-state continuity equations expressed in Eq. 1, with the appropriate flux boundary conditions at the surface and constant concentrations in the bulk. It is noteworthy that even solving the steady-state equations is nontrivial due to the nonlinearity imposed by the Poisson equation, Eq. 3. However, as noted by Bonnefont et al., 26 there is a small parameter in the problem under typical experimental conditions. This parameter is the ratio of the G-C boundary layer thickness GC to the thickness of the mass-transfer layer L:⑀ ϭ GC /L. In practice, this parameter is small, because the electric potential is screened on scales comparable to the Debye screening length close to the cathode. Armed with this information, one could imagine carrying out a standard perturbation expansion in ⑀ and finding the solution to the required accuracy. However, as shown in Appendix A, setting ⑀ ϭ 0 to obtain the zeroth order solutions is not straightforward because ⑀ multiplies the highest derivative. This represents a singular perturbation, and therefore standard perturbation expansion methods fail. Instead, one can carry out a boundary layer analysis ͑see, e.g., Ref. 27͒. Roughly speaking, one solves the problem in two domains, namely, close to the surface where the singular term dominates and deep in the bulk where the effect of the singular term becomes small. The solution can be obtained perturbatively in ⑀ in both domains, and a valid approximate solution is obtained everywhere ͑i.e., within both the G-C boundary layer and the diffusion layer͒ by matching the two solutions in an intermediate region where both expansions are valid.
We begin by recording the steady-state equations in a dimensionless form. In the remainder of the paper, all lengths are measured in units of the mass-transfer layer thickness L ͑and thus all wavenumbers in units of 1/L), time in units of diffusion time of metal cations across the diffusion layer L 2 /D C , ionic and additive concentrations in units of the bulk metal cation concentration C 0 , electric potential in units of the equilibrium voltage V eq of the metalelectrolyte interface, and fluxes in units of the diffusion-limited flux D C C 0 /L. For simplicity, we assume that q C ϭ q XC ϭ q and q A ϭ q XA ϭ Ϫq, i.e., a symmetric electrolyte. In the subsequent calculations we employ L ϭ 4 ϫ 10 Ϫ4 m, appropriate for free convection electroplating conditions.
In steady state, the metal cation flux is constant across the diffusion layer L and the anion and spectator ion fluxes vanish. Therefore, we may write the steady-state equations simply as
where the dimensionless metal cation flux
simply a measure of the G-C boundary layer width ͑in the absence of spectator ions͒ GC ϵ ͱ⑀ V eq /qC 0 e, in units of the diffusion length L, as anticipated. The steady-state solutions for C A , C XA , and C XC can be readily obtained immediately, as these ions do not deposit and are in quasi-static equilibrium with the ͑yet unknown͒ electric potential : C A ϭ e ␤ , C XC ϭ C 1 e Ϫ␤ , and C XA ϭ C 1 e ␤ , where we have normalized all ion concentrations by C 0 . The steady-state solutions for C C and are obtained from perturbation theory for ⑀ Ӷ 1, which pertains under typical experimental conditions ( GC /L ϳ 10 nm/100 m ϭ 10 Ϫ4 ). Carrying out the perturbation analysis ͑see Appendix A͒, we obtain
and * ϵ V ext /V eq . Appendix A demonstrates that this solution is accurate to lowest order in ⑀ everywhere, and to lowest order in j/(1 ϩ C 1 ) within the boundary layer 0 р z Շ ⑀, and to all orders in j in the bulk. Note that Eq. 7 essentially demonstrates the validity of the common assumption of charge neutrality within the diffusion layer, where the O(⑀ 2 ) term can be neglected. The spatial variation of , from Eq. 8, is shown in Fig. 1a for j ϭ 0.5 and for several spectator ion concentrations. Here we have assumed that the electrode is negatively charged, which implies that V eq Ͻ 0. We have also chosen the reference potential in the bulk to correspond to ϭ 0. Notice the rapid variation of the potential in the vicinity of the electrode (z ϭ 0); this is the G-C boundary layer. The boundary layer becomes increasingly narrow with increasing concentration of spectator ions in the solution. This is not surprising, because it is the overall screening of the ions which determines GC , and increasing the ionic strength of the solution should thus provide more effective screening and a smaller GC . Indeed, this is one of the reasons for adding spectator ions into the bath. 24 In the presence of an external current, d/dz is generally nonzero in the bulk ͑see Fig. 1a͒ , implying that the motion of metal cations is a result of diffusion in a concentration gradient and drift in an electric field. This effect was discussed by Chazalviel, 28 who showed that such a region generally exists ahead of the growth front in the absence of a supporting electrolyte. However, with increasing spectator ion concentration, the magnitude of the electric field decreases rapidly and hence, the transport of metal cations is increasingly dominated by the diffusive drift down the metal cation concentration gradient. In the limit C 1 → ϱ, the electric field is completely localized within the extremely narrow boundary layer and the metal cation current is driven solely by the concentration gradient. 19 These observations are supported by taking the limit C 1 ӷ 1 in Eq. 8 for fixed z ӷ ⑀ ͑i.e., in the bulk͒, which yields ϭ O(1/C 1 ) and
, where O(x n ) indicates that the equality is valid to order n in the variable x. Henceforth, we call this limit the ''fully supported'' electrolyte regime and refer to the complete absence of spectator ions as the ''unsupported'' electrolyte.
The accuracy of the analytical solution for , Eq. 8, can be assessed by examination of Fig. 1b , which shows the analytical solution for ͑as per Eq. 8͒ and the corresponding numerical solution of the exact equation, Eq. A-2, for an unsupported electrolyte (C 1 ϭ 0). The analytical solution is very accurate in the bulk region z ӷ ⑀, while the two solutions slightly deviate within the boundary layer. This is not surprising because the analytical solution is accurate to zeroth order in j/(1 ϩ C 1 ) within the boundary layer and corrections become appreciable for j ϭ 0.5 and C 1 ϭ 0. However, the accuracy improves with increasing C 1 , as expected, such that Eq. 8 provides an excellent approximation to the true under typical deposition conditions ͑where C 1 ӷ 1). Figure 2 shows the spatial variation of the metal cation concentration C C in steady state for two values of the externally imposed flux j ϭ 0 and 0.5. Increasing C 1 leads to a larger metal cation concentration gradient away from the boundary layer when a current is applied, as discussed previously. In the next section we show that this increase in the metal cation concentration gradient due to the presence of spectator ions is an important factor in the stability properties of the surface.
Surface morphology stability and evolution.-A complete description of the time evolution of the film morphology requires solution of the moving boundary value problem defined by Eq. 1 and 3, coupled to the mass-balance relation v n ϭ ⍀ j C . Because of the boundary conditions imposed at the moving boundary the problem is nonlinear and finding analytical solutions for the time evolution of a surface of arbitrary shape is nontrivial. However, experience with similar moving boundary problems suggests that linear stability analysis can provide useful insight into morphological evolution; examples include dendrite formation during solidification processes 29 and roughening of strained heteroepitaxial films. 30 In both cases, the growth rates for small sinusoidal perturbations at the surface can be determined from perturbation theory, which shows that there is a band of unstable modes for perturbations with a sufficiently long wavelength, implying roughening. More strikingly, there exists an excellent quantitative correspondence between the characteristic wavelength of the roughness seen in experiment and the wavelength of the fastest growing perturbation within the linear stability analysis. It is precisely this feature which makes such an analysis a valuable tool for understanding and characterizing morphology evolution.
In this section we perform a linear stability analysis of the ED model. Before embarking on the detailed stability analysis we first discuss the underlying physical reason for the morphological instability. Consider a small perturbation to the planar surface. Since ٌC C • n Ͼ 0 away from the boundary layer ͑see Fig. 2b͒ , the metal cation concentration C C is larger ͑smaller͒ near protrusions ͑depres-sions͒ than near the flat surface. In the absence of surface tension, an increase in C C leads to a larger metal cation flux via the B-V equation ͑cf. Eq. 4͒. The larger metal cation flux leads to an increase in v n and hence, to faster ͑slower͒ growth at a protrusion ͑depression͒. This positive feedback leads to unstable growth of the perturbations.
Surface tension can restrain this instability at short wavelengths, leaving the instability only at large wavelengths, in a manner analogous to the Mullins-Sekerka ͑M-S͒ instability of a solidification front. 29 These arguments are validated by the more formal linear stability analysis.
We begin the perturbation analysis by assuming that the position of the surface in the laboratory frame is
where the initial perturbation amplitude is ␦ Ӷ 1, the wavelength of the perturbation is 2/k, and the growth rate of the perturbation with this particular wavenumber is (k). The aim of the present calculation is to obtain (k) for all k, thereby determining which modes are unstable ͓(k) Ͼ 0͔ and which are stable ͓(k) Ͻ 0͔. In particular, if unstable modes are found, the maximally unstable mode k max is computed from the maximum growth rate d(k max )/dk ϭ 0, and the lateral scale of the surface roughness which is seen in the experiment is approximately 2/k max . We note that the surface perturbation ␦ ϭ ␦ e ikxϩ(k͒t implies a local variation in the dimensionless normal growth speed given by ␦v ϭ (k)␦ e ikxϩ(k͒t ϭ ⍀C 0 ␦ j ϵ ⍀Ј␦ j. Next we solve for the perturbed metal cation concentration field ␦C C as a function of ␦ by linearizing the moving boundary problem in ␦ and ␦C C . Hence, we obtain ␦j Ϸ A␦ to linear order in ␦, which immediately yields (k)/⍀Ј ϭ A.
The calculation proceeds as follows. We first determine the perturbations in the concentration and potential fields from the governing equations. In particular, we write C C ϭ C C ss ϩ ␦C C , C A ϭ C A ss ϩ ␦C A , C XC ϭ C XC ss ϩ ␦C XC , C XA ϭ C XA ss ϩ ␦C XA , and ϭ ss ϩ ␦, where the terms with superscripts ss denote the steady-state solutions from the previous section. Furthermore, we assume that k Ӷ 1/⑀, which implies that the wavelength of the perturbation is long compared to the thickness of the boundary layer ͑ϳ⑀͒. Additionally, we require that ⑀ Ӷ 1, where denotes the local curvature of the surface. If these conditions are satisfied, the inner solution is still given by the planar ͑i.e., steady-state͒ one, to leading order in ⑀. This is very convenient because only the perturbations in the bulk solution must be determined.
We consider only fully supported electrolytes here as the algebra for partially supported electrolytes is cumbersome. Nonetheless, that important case is analyzed in Appendix B. In the fully supported electrolyte case, ϭ 0 in the bulk and therefore the perturbation ␦C C satisfies a simple diffusion equation
The solution of Eq. 10 is given by ␦C C ϭ ␦Ĉ C e ikxϪkzϩ(k͒t and is well behaved for large k and positive z. The unknown integration constant ␦Ĉ C is found upon applying boundary conditions at the perturbed surface. To this end, the B-V equation, evaluated at the perturbed surface ͓x, ␦(x, t)͔, becomes
where we have defined the dimensionless surface tension ␥ ϵ ⍀␥/(LqRT), and * ϵ V ext /V eq . For a gently curved surface, the surface normal n Ϸ ͓Ϫd/dx, 1͔ T and local surface curvature
Upon substituting the expression ␦C C ϭ ␦Ĉ C e ikxϪkzϩ(k͒t into Eq. 11, employing the steady-state solution for C C , and linearizing in the small quantities ␦Ĉ C and ␦ , we can determine ␦Ĉ C in terms of ␦ and the other parameters in the problem. In particular, we obtain the following relation between ␦ and ␦Ĉ C , valid in the limit k ӷ 1 and F/RT ӷ 1 ͑appropriate for growth͒
Here we have employed the fact that C C (0) Ϸ 1 Ϫ j, in the limit ⑀ → 0.
Now we are in a position to calculate the dispersion relation. Using the definition
and ␦ j Ϸ Ϫk␦Ĉ C e ikxϩ(k͒t , we can now determine the growth rate (k) of the perturbation with wavenumber k
Similar expression for (k) has also been previously obtained by Barkey et al. 18 in the fully supported case. Figure 3a shows the growth rate (k) in the fully supported electrolyte case ͑Eq. 14͒ for several values of the externally imposed deposition flux j and for ␣ 1 ϭ 0.5, ␥ ϭ 0.001. The curves corresponding to the different deposition fluxes j behave in a qualitatively similar manner: (k) is positive and increasing for small k, reaches a maximum for a particular k ϭ k max , and becomes negative for sufficiently large wavenumbers k Ͼ k 0 . As discussed previously, a positive (k) implies that the corresponding perturbation tends to grow. It is noteworthy that increasing j increases both the growth rates and the range of unstable wavenumbers. In particular, this implies that increasing j leads to roughness on progressively smaller scales and faster roughness growth, in agreement with experimental observations and earlier theoretical predictions. [17] [18] [19] [20] [21] [22] [23] Using the exact dispersion relation, Eq. 14, we find that the surface is unstable for wavenumbers in the range 0
The fastest growing wavenumber
, with growth rate (k max ) ϵ max , dominates the early-time behavior and thus determines the characteristic scale of the roughness. Physically, the existence of a finite k 0 is due to the presence of surface tension which suppresses instability on scales ᐉ Ͻ ᐉ s ϵ 2/k 0 , where ᐉ s denotes the stabilization length below which the surface remains smooth. In particular, increasing the surface tension or decreasing the deposition flux increases In the limit k Ӷ j/(1 Ϫ j), Eq. 14 reduces to the standard M- 4, 20, 23, 29 while in the opposite limit,
Note that (k) ϳ k for small k, in the M-S limit. This relation embodies the nonlocal nature of diffusive transport of metal cations onto the surface.
In the partially supported electrolyte case, the analysis is complicated by the drift of the metal cations in the electric field in the bulk solution. However, we can obtain (k) from a perturbation calculation, where we treat the flux j as a small parameter. The resulting calculation is tedious ͑as the steady-state solutions already contain a nontrivial j dependence͒; the main steps are outlined in Appendix B. The idea is to expand the potential and metal cation fields in a power series in j
where we have employed the fact that the zeroth order contributions vanish identically in equilibrium ( j ϭ 0). Next we expand the equations satisfied by the perturbed potential and metal cation fields in j, and by substituting the expansions from Eq. 15 into these equations we obtain solutions for the ␦C C ͑i) and ␦ (i) order by order.
These solutions contain several integration constants which are determined by applying the B-V equation, again expanding it in a power series in j. Once the constants have been determined, the resulting expressions for the perturbations can be substituted back into the B-V equation to yield (k). The growth rates (k) obtained in this manner are shown in Fig.  3b for the unsupported electrolyte (C 1 ϭ 0) . Qualitatively, (k) obtained in this case are similar to the ones shown in Fig. 3a for a fully supported electrolyte. However, there is one important quantitative difference, namely, that the unsupported system is more stable for all nonzero values of the external flux j. A similar observation was made by Chen and Jorne 19 who computed (k) for a fully supported and an unsupported electrolyte. This is supported by the results shown in Fig. 3c , where we plot (k) for a fixed deposition flux j ϭ 0.4 and several values of the spectator ion concentration C 1 . Indeed, as C 1 increases, the range of k over which the system is unstable increases. This well-known result can be understood by considering the physical reason for the instability, namely, the increase of the metal cation concentration ahead of a protrusion associated with an increasing metal cation concentration gradient. As demonstrated in the previous section, an increase in C 1 is accompanied by an increase in the local metal cation gradient as the drift in the ͑screened͒ electric fields quickly becomes negligible. Therefore, a protrusion finds a larger metal cation concentration with increasing spectator ion concentration and becomes less stable as the local flux increases via the B-V relation. This effect can also be qualitatively understood by considering migration effects in the limiting current density. The limiting current density decreases as the migration effects become smaller, and therefore one expects the surface to be more unstable as the growth of the deposit becomes more masstransport limited.
It is interesting to consider the effect of the supporting electrolyte in the experiments of Ref. 8 . We predict that in the absence of additives the characteristic lateral scale of the roughness 2/k max should be in the range 0.05 mm Շ 2/k max Շ 0.14 mm, as the supporting electrolyte concentration is varied; increasing the supporting electrolyte concentration pushes the lateral scale of the roughness toward smaller wavelengths.
Admittedly, the surface stability analysis presented in Appendix B for electrodeposition in the presence of a supporting electrolyte of arbitrary concentration is somewhat complex and cumbersome. In order to make this general result more accessible and usable, we developed an approximate form that accurately captures the perturbation growth rate (k) as a function of the spectator ion concentration C 1 for the partially supported electrolyte case
where the parameter G is given by
and ⌫ Ϸ 4/3. This approximate expression for (k) reduces to Eq. 14 in the fully supported electrolyte limit C 1 → ϱ ͑i.e., G → 1). The functional form of Eq. 16 can be obtained by approximating the steady-state solution for C C as C C Ϸ 1 Ϫ G j ϩ G jz ͑obtained by expanding the exact solution to first order in j͒ and assuming that the cation flux is due simply to diffusion: j ϭ G Ϫ1 dC C /dz. Such an approach predicts ⌫ ϭ 1; however, an effect of including higher order terms is to change ⌫ to approximately 4/3. In other words, in this simple approximation, electric migration effects are implicitly included in the coefficient G. Carrying out the stability analysis in this way then yields Eq. 16 and 17. This result reproduces the known stability analysis results for fully and unsupported electrolyte and all cases in between. This is the central result of this paper.
Conclusions
We have introduced a physically motivated continuum model for the morphological stability of surfaces during ED. The ED model explicitly accounts for the electric field in the electrolyte, the metal cations and anions, and spectator ions from a supporting electrolyte. The model predicts steady-state solutions for the ion concentrations and the electric potential for an arbitrary spectator ion concentration. We demonstrated that the model naturally gives rise to the G-C boundary layer and that increasing the concentration of the spectator ions leads to a rapid decrease in the magnitude of the electric field in the bulk, as expected. In this limit, the metal cation transport is dominated by diffusion in the concentration gradient. Linear perturbation theory shows how the surface morphology roughens during early stages of growth. For any finite external deposition flux, the surface is always linearly unstable against perturbations with a sufficiently large wavelength, both with and without the supporting electrolyte. Capillarity effectively suppresses perturbations on small scales. Increasing the deposition flux makes the surface rough on smaller scales and leads to faster roughening, in agreement with common experience. For a fixed deposition flux, the surface becomes increasingly stable with decreasing spectator ion concentration, in agreement with earlier work on fully supported electrolytes. 19 This is a consequence of the increasing local metal cation concentration gradient as more spectator ions are added to the bath. In particular, the limiting current density decreases due to the smaller electric migration effects within the diffusion layer, thereby rendering the surface less stable. Except in fully supported electrolytes, accurate predictions for the surface stability require taking electric migration effects explicitly into account. The results of the full perturbation analysis were captured within a simple analytical form that explicitly shows the dependence of the roughness growth rate on deposition rate and surface tension. Unlike previous morphological stability analyses, however, the present results are valid for any supporting electrolyte concentration and reproduce previous results in appropriate limits ͑i.e., fully supported and unsupported electrolytes͒. The theoretical framework developed here provides a rigorous foundation upon which we build a model for the effects of additives on surface morphology in Part II.
Converting back to z ϭ y/⑀ and noting that 0 OUT ϭ 1/␤ ln͓1 Ϫ j/(2 ϩ 2C 1 ) ϩ jz/(2 ϩ 2C 1 )͔, we obtain a solution that is accurate to lowest order in j/(1 ϩ C 1 ) within the boundary layer and to all orders in j in the bulk
The calculation is completed by self-consistently determining the current j from the B-V equation, Eq. 4. The form of the outer solution for ͑and thus all C i ) depends very weakly on ⑀ (r). To lowest order in ⑀ ͑considered here͒, ⑀ (r) does not enter the calculation at all, as seen from Eq. A-2. This justifies our approximation of a constant ⑀ in the bulk.
geneous partial differential equations, the solutions of which are not straightforward to find explicitly. Approximate solutions, however, can be found perturbatively, the expansion parameter being the dimensionless metal cation flux j.
To this end we assume that perturbations to the surface profile create perturbations in the metal cation concentration and electric potential profiles. Substituting these perturbations to the steady-state solution into the governing equations ͑and working within the quasi-static approximation, where the evolution of the surface is slow compared to the relaxation of the fields͒, we obtain to first order in the perturbations
Similarly, for the electrostatic potential we obtain
Because C A ss ϩ ␦C A ϭ exp͓␤( ss ϩ ␦)͔, we obtain ␦C A ϭ ␤C A ss ␦. Similar considerations for the spectator ion concentrations allow us to express ␦C C as
Substituting Eq. B-4 and the steady-state concentration profiles
into Eq. B-1 and retaining the lowest order terms in ⑀ ͑as appropriate in the bulk͒ yields a linear, inhomogeneous partial differential equation for ␦. Because of this complicated spatial dependence of the inhomogeneous terms, the resultant equation is not easily solved. However, approximate solutions can be obtained by considering j(Ӷ1) as a perturbation parameter. Substituting Eq. B-3 in Eq. B-1 and retaining the zeroth order terms in ⑀ gives
͓B-6͔
We anticipate that ␦ ϭ O( j) ͑from the boundary conditions͒ so we formally write
Substituting Eq. B-7 and B-5 into Eq. B-6 and expanding to first order in j yields
, where ␦ (1) is determined from the boundary condition ͑after expanding the potential at z ϭ 0)
because the surface is an equipotential surface. By definition, ͉ int ϭ () ϩ j␦ (1) e ikxϩ(k͒t ϩ j 2 ␦ (2) , to second order in j. However, because ϭ ␦ exp͓ikx ϩ (k)t͔ and
͓B-11͔
Continuing to second order in j, Eq. B-6 yields
Substituting Eq. B-11 into the equation and solving using standard methods yields
Finally, we determine ␦ (2) from Eq. B-9, B-10, and B-13 after a few simple manipulations obtain
͓B-15͔
We next determine the perturbation ␦C C in a similar manner. First, we expand ␦C C in a power series in j
where we have employed the fact that the perturbations vanish identically in equilibrium ( j ϭ 0). Substituting Eq. B-5, B-7, and B-16 into Eq. B-1 and expanding in j yields a power series which we use to determine the equations satisfied by the functions ␦C C (1) and ␦C C (2) ͑upon setting the coefficients in the series equal to zero, up to second order͒
These equations can be solved analytically to yield 
Now the dimensionless B-V equation, evaluated at the perturbed surface, reads
where we have defined ␤ 1 ϵ ␣ 1 FV eq /RT, ␤ 2 ϵ ␣ 2 FV eq /RT, the dimensionless surface tension ␥ ϵ ⍀␥/(LqRT), and employed the fact that for a gently curved surface, the surface normal n Ϸ ͓Ϫd/dx, 1͔ T and the local surface curvature Ϸ d 2 /dx 2 . Upon substituting the expression for ␦C C from Eq. B-18, ␦ from Eq. B-11 and B-14, C C from Eq. A-5, and from Eq. A-4 into Eq. B-20, linearizing in the small quantities (␦ (i) , ␦C C ͑i͒ ), expanding everything in a power series in j, and matching the coefficients of the power series on both sides determines ␦Ĉ C (1) and ␦Ĉ C (2) in terms of ␦ and the parameters in the problem. Note that we implicitly assume that k is O͑1͒ in the perturbation analysis, and hence we can only accurately probe the large k regime in the linear stability diagram. In principle, upon solving for ␦Ĉ C ͑i) in terms of ␦ and the parameters in the model and substituting the resulting expressions into the B-V equation yields (k), since ␦ j ϭ (k)␦/⍀Ј. This part of the analysis is conveniently carried out using a symbolic manipulation program. However, the expressions are too complex to be reproduced here, and therefore only plots of some representative data are showed in the text. GC thickness of the G-C boundary layer electric potential * potential of the metal-solution interface, normalized by the equilibrium potential ⍀ atomic volume of the metal in the deposit ⍀Ј dimensionless atomic volume of the metal in the deposit (k) growth rate of perturbation with wavenumber k
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