Block-level cooperation is an endurance management technique that operates on top of error correction mechanisms to extend memory lifetimes. Once an error recovery scheme fails to recover from faults in a data block, the entire physical page associated with that block is disabled and becomes unavailable to the physical address space. To reduce the page waste caused by early block failures, other blocks can be used to support the failed block, working cooperatively to keep it alive and extend the faulty page's lifetime.
. Memory lifetime and the average error per page for different scenarios. Each scenario mimics different behavior of workloads or memory system. Non-uniformity in write accesses reduces PCM memory lifetime significantly and results in under-utilization of error correcting chip for error recovery.
error correction schemes are less effective. To show the impact of non-uniformity on memory lifetimes, we model more than two thousand 4K pages, each containing 64 memory blocks. 1 We define five scenarios with generating different synthetic workloads and PCM parameters. Each scenario is described as follows:
(1) We assume each block experiences 50% bit flips in each write, and the flips are uniformly distributed across cells. We also assume perfect wear leveling and uniform writes across all memory blocks. The mean value of cell lifetimes is assumed 10 8 , which follows a normal distribution, with a dispersion of 20% around the mean value (i.e., Coefficient of Variance or CoV = 0.2). (2) This scenario represents the impact of process variation on the lifetime of cells. This scenario is similar to scenario 1, except we increase the Coefficient of Variance (CoV) to 0.3. (3) Workloads exhibit a different number of bit flips during each memory writeback. To synthetically reproduce this behavior, we randomly flips 10-50% of cells at each write. The other parameters are similar to scenario 1. (4) Workloads usually do not write to all memory blocks of all the pages. To reproduce this level of non-uniformity in workloads, we select between 1 to 32 blocks to write in each page versus writing all blocks. The other parameters are similar to scenario 1. (5) In this scenario, we combine all the previous non-uniformity in workloads and process technology. The CoV is assumed to be 0.3, bit flips per writes are 10-50%, and we only select 1 to 32 blocks of 64 blocks in each page to be written.
We model Error Correction Pointer (ECP) [41] and Aegis [16] , two state-of-the-art error correction schemes proposed for resistive memories. Once an error correction scheme can no longer tolerate faults in a data block, the entire physical page associated with that data block must be disabled and becomes unavailable to the physical address space. We continuously write to the memory and record the number of errors in each data block until all the pages are taken offline. In Figure 1 , we plot the memory lifetime in terms of billion writes per page (Y-axis) versus the average number of errors per page (X-axis) for both ECP and Aegis. Each point represents a specific scenario for synthetic workloads.
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By stressing the memory with different scenarios, we make the following observations:
(1) Non-uniformity in write accesses, as well as the manufacturing process, can dramatically reduce the memory lifetime. Note that the non-uniformity increases gradually from scenario 1 to scenario 5. Using the number of writes per page (Y-axis) as a proxy for memory lifetime, we can impact wearout by a factor of 8X and 6X for ECP and Aegis, respectively, in the worst case. (2) Even though ECP can tolerate up to six faults per data block, almost 77% of data blocks experience three or fewer faults in scenario 1. However, Aegis 2 can tolerate 10 faults (deterministically) and is able to tolerate more faults (probabilistically). However, almost 50% of all of the data blocks tolerate five or fewer faults. Increasing non-uniformity severely reduces the effectiveness of using error correcting codes. We see a shift to the left when compare the average number of errors per page occurring, as we compare scenarios 1 through 5. The average number of corrected errors per page is reduced by a factor of 4X for both error correcting schemes when experiencing increased non-uniformity.
The observations for these two different error recovery schemes confirms that non-uniformity hampers the effectiveness of error correction and reduces the utility of the ECC bits, significantly. Informed by these observations, we propose using block cooperation, a simple but effective technique that can be incorporated with different error correction schemes to boost PCM lifetimes, while imposing little extra cost.
To evaluate the effectiveness of our proposed approach, we exploit block cooperation on top of ECP [41] and Aegis [16] error correction schemes. Block cooperation allows memory blocks that experience a small number of errors to come to the rescue of blocks with a larger number of errors, avoiding an early page death due to non-uniform writes. Block cooperation is realized through metadata sharing in ECP. Metadata sharing can be performed at a single level, where one data block shares its unused metadata with another data block, or can be implemented to be multi level, where multiple data blocks can share their metadata together. In Aegis, block cooperation is realized through data layout reorganization, where the blocks with fewer faults can help failed blocks to bring a page back to life. Using single-level (or multi-level) block cooperation, we can increase memory lifetimes by 28% (37%) and 8% (14%), on average, for ECP and Aegis, respectively. This article substantially extends our previous work [47] , where we proposed the basic idea of block cooperation, as follows:
(1) We provide a comprehensive workload characterization by analyzing write access patterns that impact memory lifetimes. In this phase, we describe and determine fundamental workload execution metrics that most directly impact memory lifetimes. We identify key benchmark features as part of our workload characterization and use these quantitative metrics to make choices that impact memory lifetimes. Our characterization uses trace-driven simulation that models the data values transferred between on-chip and main memories. (2) In previous work [47] , only statistical simulation is performed to show the benefits of block cooperation. This approach has been followed in previous lifetime studies [16, 30, 41] . In this article, we extend our lifetime analysis framework to simulate write accesses at a bit-level granularity. We model not only the writes to memory blocks but also data values to capture the number of bit flips during each writeback for more accurate lifetime analysis. Moreover, start-gap [39] is integrated into our framework as a low-cost and state-of-the-art wear-leveling mechanism to efficiently distribute writes at a block level. The rest of this article is organized as follows: In Section 2, we briefly present related work, reviewing error detection and failure mechanisms in PCM. We present our block cooperation scheme in Section 3. Metadata sharing for ECP, and data layout reorganization for Aegis, are covered in Section 4. Section 5 describes our experimental framework for both Monte Carlo and trace-driven simulation, workload characterization, and simulation results. Finally, in Section 6, we summarize the lessons learned in this article.
BACKGROUND AND RELATED WORK
To mitigate the write endurance problem in PCMs, prior work proposed techniques to proactively alleviate the write impact on cell endurance. Fine-Grained Current Regulation (FGCR) [23] , which is possible by modifying the PCM's peripheral circuit, reduces the RESET programming power and increases memory lifetime. Employing a DRAM buffer [28] , data coding/encoding [4, 33, 45] , wear-leveling algorithms [1, 39] , and data compression [5, 22, 36] are among the several competing mechanisms that have been explored to improve PCM lifetime. Although these techniques are effective in prolonging memory lifetimes, error correction mechanisms still need to be included to handle faults due to wear-out.
In this section, first we describe write mechanisms and fault detection mechanisms used in PCM Dual In-line Memory Modules (DIMM). Then, we discuss the different fault models in PCM. Finally, we review prior work targeting hard error correction in PCM.
Write Mechanisms in PCM DIMMs
Since write operations are costly in PCM and result in cell wear-out, and only a limited portion of the memory block is modified on each writeback to main memory [44, 50] , Data Comparison Writes (DCWs) [52] are used to limit bit writes to only the differences in a memory block. Figure 2 shows a PCM DIMM. More specifically, a read-modify-write circuit [52] is provided on PCM chips to first read the old data, find the differences with the new data, and only write to the modified bits in the memory block. A PCM rank comprises nine chips, where the ninth chip stores an Error Correcting Code (ECC) for the other eight data chips. The data is interleaved across all of the chips in the DIMM. In the case of reading/writing from/to erroneous blocks, metadata in the ECC chip is exploited for error recovery. Therefore, for every 64-byte data block, 8 bytes of storage are used to maintain the metadata. The standard DIMM has a 72-bit data path (along with 8 bits for ECC chip), therefore eight burst accesses are required to read or write a 64-byte block of data.
In cases of stuck-at faults, the cell cannot be reprogrammed but can be read using normal read circuitry in PCMs. Therefore, faults can be detected on write accesses using read verification. Read verification circuitry [2, 10, 25 ] is a standard part of the PCM technology, embedded into the logic of PCM chips. The extra read ensures that the resistance of each cell is within a safe region and is used for error detection as well. Read verification mechanism is used for error detection in our work (as considered in prior studies [4, 16, 30, 32, 38, 41, 42, 45, 46, 49] ).
PCM Fault Model

Hard
Faults. PCM stores data in either a low-resistance crystalline state (SET or "1") or a high-resistance amorphous state (RESET or "0"). As more and more state transitions occur in a PCM cell, at some point the cell loses its ability to switch and the cell will be stuck at either a SET or a RESET state. The former is referred to as a SET-stuck failure (SSF), and the latter is referred to RESET-stuck failure (RSF), respectively. SSF and RSF occur for different reasons. An SSF occurs due to germanium (Ge) depletion inside the programmable area, which affects the level of cell resistance [27] . However, an RSF happens because of the detachment of the heating electrode used for programming [27] . SSF can be recovered to some extent by utilizing a reverse electric field [29] , while RSF is unrecoverable. We refer to both as hard faults or stuck-at faults in this article. These errors are permanent and only occur after write operations. [2, 37] , as well as scrubbing mechanisms [3] , to address drift faults in MLC.
Soft
(ii) Write disturbance faults. When writing to a cell, adjacent cells may be thermally disturbed, and their resistance may change. This inadvertent resistance change when writing to neighboring cells in a PCM is referred to as a write disturbance. This problem is more pronounced in small device geometries and dense PCM, where the inter-cell distance can be very small [15, 24, 45, 48] . Trading off capacity for reliability by introducing thermal bands along cell lines can effectively reduce write disturbance. Data encoding techniques [15, 24, 45] are also an effective approach to reduce the frequency of write disturbance.
Related Work: Hard-Fault Tolerance in PCM
Hard errors are permanent and increase over time. So the mechanisms found in current DRAMs (such as Single Error Correction, Double Error Detection-SECDED) are insufficient for PCMs due to their very different error profiles. Prior work proposed error correction schemes specifically designed for PCM to improve memory lifetime. We classify these schemes into the following three categories [46] . Category 1 -Replacing Faulty Bits with Healthy Bits. The basic idea is to find the location of bit failures and to replace them with healthy bits. The Error Correction Pointer (ECP) scheme [41] is the pioneering work in this category, where for every faulty bit, the scheme keeps one pointer and one replacement bit (forming one ECP entry). Error correction is performed by restoring the correct value of the faulty bit (the location where the ECP points) with the replacement bit. Assuming a standard DIMM with one ECC chip for every eight data chips [21] , ECP can correct six faulty bits, irrespective of the location of the faulty memory cells in a 64-byte data block. This is known as ECP6, and we will refer to it as such throughout this article.
Qureshi [38] proposes the Pay-As-You-Go (PAYG) error recovery scheme to significantly reduce the storage overhead of ECP. Leveraging PAYG, for each data block, one dedicated ECP entry is allocated. To correct more bit failures, PAYG maintains additional ECP entries in a global structure, enabling dynamic management and reducing the storage overhead. PAYG enjoys a 3× reduction in ECP storage overhead, with only minimal performance degradation.
REMAP [46] uses all the metadata space for replacing faulty bits. The locations of failed memory cells are identified by extra write operations, instead of storing a pointer to each failed cell. Therefore, the number of correctable errors increases. To alleviate the overhead of extra writes on memory lifetime, REMAP uses static and dynamic partitioning.
Category 2 -Partitioning Data Blocks and Bit-wise Inversion. The schemes in this category mask errors by storing data in their inverted forms (e.g., storing a "0" instead of a "1" into an stuck-at RESET cell). A necessary condition to be satisfied to use inversion for masking errors is that each faulty cell needs to be in a different partition. SAFER [42] partitions the data block dynamically to ensure that each partition has at most one faulty bit and decides whether to store data in its original or complement form. Aegis [16] exploits the same approach but uses a more efficient data block partitioning scheme-Aegis corrects more faulty bits with fewer partitions, as compared to SAFER. RDIS [30, 32] works in the same way but is more efficient than SAFER when the number of faulty bits grows beyond six. However, there are some error patterns that RDIS may fail to recover from when the number of errors is even greater than 3.
Compared to the schemes in the first category, all three implementations in the second category can tolerate more errors by removing the need for pointers in metadata. However, these schemes usually suffer from two issues. First, due to the lack of tracking the location, the solutions in the second category usually impose extra write overhead, which negatively impacts memory performance and endurance. The second issue relates to increased design complexity when implementing complicated partitioning algorithms.
Category 3 -Pairing the Faulty Blocks. When a memory block (either a data block or page) becomes faulty, instead of discarding it, we can pair it with another failed block to restore data correctness using redundancy. Dynamically Replicated Memory (DRM) [19] implements this concept by pairing two failed memory pages whose faulty bits are not at the same offset. Using this scheme, DRM delivers better memory system lifetime by gradually degrading the available storage. Free-p [49] is another scheme where each memory block that has many faulty bits stores a pointer to a replacement block, reducing the need for a pointer field as required in the first category. The pointer is replicated multiple times to tolerate errors. Zombie [4] extends the memory lifetime by reusing the healthy blocks of a discarded page that is visible to software. Zombie significantly improves endurance but requires complicated bookkeeping at a hardware level.
Chen et al. [8] proposed dynamic redundancy using mirroring and parity pages. In the mirroring scheme one redundant (mirror) bit is selected for every data bit by grouping two pages. The mirror page is selected in a way that there is no fault in the same bit location of the corresponding faulty page. In the parity page scheme, N faulty PCM pages form a group together to tolerate errors. This scheme imposes off-chip DRAM buffer and on-chip cache structure overheads for page mapping.
The schemes that are based on pairing exploit dead pages to tolerate errors. As a result, the visible memory space is reduced over time as more faults are encountered.
The main difference of the Block cooperation scheme with pairing schemes (category 3) is that it aims to provide improved fault-tolerance at a block level, without using spare memory blocks. If block cooperation is not able to correct errors, then pairing schemes can be applied as another layer of defense to resuscitate the page with help from another spare page.
Collaborative sharing of metadata increases metadata utilization in block cooperation and can be built on top of the schemes described in categories 1 and 2 to extend memory lifetime. We apply the block cooperation concept to ECP [41] from category 1, and Aegis [16] from category 2, as representative error correction schemes.
BLOCK COOPERATION
Applications do not access all data blocks uniformly. The write endurance of cells within a data block is also not equal across all cells. Some will wear out sooner than others (surviving fewer writes). When ECC is no longer able to tolerate faults in a data block, the operating system will remove the entire page that contains that block. Hence, the weakest block in a page dictates the fate of the rest of the block in a page. This is while the metadata of the other blocks within the page remain under-utilized, and while the other blocks in the page may experience no or only a few faults. Block cooperation techniques address this problem by allowing data blocks to share their data and/or metadata cooperatively, extending memory lifetime.
In general, block cooperation can be performed on a single level, where only a single live block cooperates with another dying block, or can be performed across multiple levels, where multiple live blocks are able to cooperate with a single dying block. A control field is required in each block's metadata to maintain the state of the data blocks and any information that supports cooperation. An indirection pointer is used to help the memory controller quickly find a cooperating block or blocks.
To initiate the cooperation procedure, the memory controller needs to be able to find a candidate block. The selection policy can be done randomly or can follow a set of policies. To record each state, and manage transitions through these states during the lifetime of a data block, we use statecharts. Depending on the state of a data block, the memory controller is responsible for updating the block state and initiating any required operations to handle block cooperation. Statecharts are more flexible than finite-state machines [17] . Figure 3 shows a statechart that describes our block cooperation algorithm. Note that the transitions presented by dotted arrows only occur during multi-level cooperation. Figure 3 also shows the binary representation of each state. For every transition, the control field of the metadata is updated by this binary representation.
At the highest level of the statechart hierarchy, the data block status contains two superstates, faulty and non-faulty. Once a cell becomes faulty due to wear-out, the state for the data block transitions from non-faulty to faulty. Within these two superstates, the following sub-states are defined:
• Private. The block does not cooperate with other blocks.
• Shared. The block cooperates and shares its data or metadata with another block.
• Shared + . The block shares its data or metadata with another block, and uses indirection pointer to refer to another shared or shared + block.
• Co − op. The block is dead and has requested cooperation to become live again.
The following actions/operations are also defined to facilitate our cooperative scheme:
• Join. When a block needs to cooperate, a candidate block is selected, and then a join operation is initiated. The candidate block needs to be in the private state, and after joining, the state of the block changes to shared.
• Disjoin. A block in the shared or shared + state may not share its data or metadata for its own benefit. In this case, a disjoin operation is performed, and a transition to the private state is made. Since the corresponding block in the Co-op state has lost its block cooperator, a different data block(s) needs to be selected to join and save the entire page from failure.
• Indirection. When a block needs to cooperate with another block to survive, it transitions to the Co-op state, and the cooperator block transitions to the shared state. In case of multi-level cooperation, a data block may request cooperation with more blocks. Hence, an indirection operation is performed to have another block join the shared pool. This operation also sets an indirection pointer for the cooperating block. By adding indirection pointers to the metadata, the block can transition to the shared + .
• Cooperation request. Requests for cooperation are initiated when (i) a data block is in the private state and is about to die or (ii) during a disjoin or indirection operation, where a data block requests cooperation with more blocks. If the block selection policy finds a block that can resuscitate the failed block, then the data block transitions to the Co-op state (if it is not already in that state). Otherwise, it is no longer possible to save the block and the entire page must be disabled.
For block cooperation, the statechart can be simply implemented using a finite-state machine and reserving three bits of metadata in the ECC chip.
BLOCK COOPERATION ADOPTION
To show the effectiveness of our approach, we select two error correction schemes designed specifically for resistive memories: (i) ECP [41] and (ii) Aegis [16] . We integrate block cooperation with both of them. Next, we outline the range of design parameters considered in this work.
Block cooperation is integrated with ECP and Aegis using metadata sharing and data layout reorganization techniques, respectively. In the former, data blocks cooperate by sharing their metadata, while in the latter, blocks cooperate through data sharing and shuffling. In the following, we describe the details of block cooperation adoption.
Block Cooperation in ECP
The Error Correction Pointer (ECP) [41] is the pioneering work for using ECC in resistive memories. The faulty bits are located by a read verification after the write. Then for every faulty bit, one pointer and one replacement bit are kept in the metadata (forming one ECP entry). The metadata storage requirement increases by introducing more faults in a data block. Error correction is performed by replacing the correct bit with the bit pointed to by the pointer. In a standard DIMM with one ECC chip per eight data chip, 8-byte of metadata are available for a 64-byte data block, ECP provides the ability to correct up to six faults, which we will refer to as ECP6 throughout the rest of this article. In the ECP6 scheme, one bit is used to indicate whether a block is faulty or not, and 60 bits are used to keep track of the six ECP entries. As discussed in Section 3, three bits are required to maintain a block's status and enable metadata sharing for ECP. When a block is in the private state, the rest of the metadata (61 bits) provides six ECP entries. Therefore, the error correction capability (in the worst case) is not less than the standard ECP6. Figure 4 shows the metadata format when single or multi-level sharing is used. When a block is in the Co-op state, six more bits are required for the indirection pointer. The indirection pointer field shows the location of helper block in page. Five bits indicate the number of extra ECP entries required by the Co-op block, thereby providing the capability of tolerating 36 faults for a block (in the best case). Providing block cooperation requires additional fields in the metadata, which results in reducing ECP entries to 5. In other words, we can only have six ECP entries if a block is in the private state, otherwise the number is reduced to 5.
When a block is in the shared or shared + state, three bits are required to track the number of ECP entries used. This field is essential for distinguishing between the ECPs that are used privately for a block, and the ECPs that are shared with other blocks. In the disjoin operation, the state of the current block, and the indirection pointer of a block that points to the current block need to be updated. In the shared state, six bits are allocated to indicate the borrower block. This field is not essential for the functionality of metadata sharing. However, the field provides a structure, similar to a circular list, that is used during the disjoin operation. In this way, the helped block can easily be reach to join it with another helper block.
The policy for selecting a block for join operations can be simply a random policy. However, the better selection policy is to find a block with no or the lowest number of faulty cells. To this end, all of the metadata in the block should be read, which incurs one (best-case) to 63 (worst-case) read(s) in the corresponding page. Note that this operation is not frequent, and aggregation of extra read latencies in the case of a row buffer hit in the page is small [21] .
Block Cooperation in Aegis
Aegis [16] , which similar to SAFER [42] and RDIS [30] , uses partitioning and bit inversion to mask stuck-at errors by storing faulty values in their inverted form. To exploit fault masking in these 36:11 error correction schemes, faults should be isolated logically using partitioning. The goal of the partitioning scheme is to guarantee the existence of no two faults in the same partition.
Aegis partitioning distributes faults into different groups. When a new error is introduced in a group with an error, re-partitioning is performed to resolve error collisions. Aegis performs this partitioning by mapping data blocks to a two-dimensional (2D) Cartesian plane with A × B elements. On a Cartesian plane, any two different points on a line determines the slope of the line. Changing the slopes of the line preserves, at most, one cell of the original line to stay on a new line. All the cells that are covered by a line, belong to the same group. In the Aegis error correction scheme, there are B lines that share a common slope, so each cell can be covered by only one line or group. The re-partitioning is performed simply by changing the slope associated with a block. The slope can be stored with only loд 2 B bits.
The plane for a simplified 32-bit data block, in a 5 × 7 organization, is shown in Figure 5 (a). In this format, each error is shown as a black square on the plane, while partitions are the B parallel lines (in this example B is equal to 7). The slope of the parallel lines should be chosen such that no two faults are placed on the same line or partition. If a valid slope (i.e., 0 ≤ K < B) is not found that can satisfy this property in a block, then error recovery is not possible.
To describe how block cooperation is adopted in Aegis with our simplified Cartesian plane, we show three different blocks in Figure 5(a) . Blocks α, β, and γ contain six and four faults and one fault, respectively. No valid slope is found for block α, whereas blocks β and γ can tolerate the fault pattern with slopes of one and zero, respectively.
Similarly to ECP, we can exploit block cooperation, allowing multiple blocks to work cooperatively to keep their associated page alive. In contrast to ECP, Aegis metadata is fixed and independent of the number of faults in a data block. Therefore, it is not possible to share metadata to exploit underutilized metadata, so a different approach is needed for block cooperation.
To extend the memory lifetimes in Aegis, we use data layout reorganization, where blocks with fewer faults help dying blocks (i.e., blocks with no valid slope) to keep the page alive. For instance, in Figure 5 (b), three blocks are joined together and each portion of the plane (i.e., P 1 , P 2 , and P 3 in Figure 5 (b)) is filled by one of the three blocks. The new slopes for new data layout are calculated to check whether all the faults in the data blocks are recoverable. Note that the data layout reorganization is performed in the Aegis buffer in the memory controller. A block that requests cooperation transitions to the Co-op state, and the block that is selected to join transitions to the shared state. If we fail to find a valid slope for the new date layout, then more blocks are gradually invited to join the Co-op block to help. Block cooperation in Aegis helps to spread faults across different blocks more evenly, resulting in limited page waste due to early block failures. For example, in Figure 5 (a), the number of faults are six, four, and one in the data blocks that change to four, four, and three in Figure 5 (b), after applying data layout reorganization.
Assuming two blocks cooperate to save a faulty block, but no valid slope K is found for at least one of them, then the controller needs to select another private data block to perform the join operation. The number of retries that can be performed is equal to the number of private blocks within a page. We can also select a predefined maximum try threshold. For instance, the block α in Figure 5 (a) cannot be saved, even if cooperates with the block β. However, for the next retry, if the block γ is selected, the block α can be revived.
In multi-block cooperation, new blocks can be joined with a Co-op block through indirection, until there are no more private blocks. Alternatively, a predefined limit can be set for the number of shared blocks to manage the complexity of error correction. We define this variable as the sharing level in the data layout reorganization. Note that in metadata sharing in ECP, accesses to Co-op blocks requires accesses to helper blocks for recovery, but helper blocks are self-contained and accessing them does not incur extra accesses to other blocks. In data layout reorganization, this is not the case, because for data recovery for both helper and helped blocks, issuing accesses to other blocks is necessary. Figure 6 breaks down the required fields for the Aegis metadata when block cooperation is enabled. Just as with ECP, Aegis requires both a 3-bit Block status field and an indirection pointer field. Additionally, a loд 2 B -bit field is required to keep track of the slope of the lines, and B-bits are required to save the inverse indicator for partitions. The inverse indicator bits denote whether the data is stored in its actual or inverted form.
SIMULATION RESULTS AND WORKLOAD CHARACTERIZATION
Monte-Carlo Simulation for Memory Lifetime Analysis
We begin our evaluation using Monte-Carlo simulation, making a few simplifying assumptions to perform lifetime simulation in a reasonable amount of time. Much of the prior work discussed in this article used Monte Carlo simulation to evaluate their error recovery schemes [4, 8, 16, 32, 38, 41, 42, 46, 47] .
Experimental Setup.
To evaluate the effectiveness of block cooperation, we exploit Monte Carlo simulation. We model a PCM with 2,048 4K-pages, with 64 memory blocks per page. The memory lifetime is assumed to follow a normal distribution, with a mean of 10 8 . Coefficient of variation (CoV) values of 0.2, and 0.3 are used in our experiments to model different degrees of imperfection in process technology [41, 46, 51] . The higher the CoV, the higher the variability of the lifetimes across memory cells. For each 512 bits of data, 64 bits of metadata is maintained, as is used in standard ECC-based DIMM memories (see Figure 2) . We also consider the impact of wear-out on the metadata in our simulations.
The probability of a bit flip in a cell is assumed to be 0.5 throughout the simulations. Similarly to the previous work [16, 32, 41, 42, 46] , we assume perfect wear leveling across the memory blocks. The entire page is disabled if ECC is not able to correct faults in a memory block, and the write in that block is uniformly distributed among other blocks.
Lifetime Results Evaluation.
The memory lifetimes, when single and multi-level metadata sharing are integrated with ECP, are presented in Figure 7 . For single-level metadata, as the CoV parameter is varied from 0.2 to 0.3, lifetime improves over standard ECP6 from 9% to 28%. Using multi-level sharing boosts the lifetime improvement to 12% and 37%, with CoV values of 0.2 and 0.3, respectively. As Figure 7 shows, higher CoV results in better lifetime improvements when using metadata sharing (differences between ECP6 and sharing increase from left to right). Therefore, when using technology with high process variation, exploiting a metadata sharing technique with ECP6 is more effective and will increase lifetimes considerably.
The policy for selecting a block for join operations is to find a block with no or the minimum number of faulty cells within the page. We also consider no limitation on the number of blocks for multiple cooperation. Figure 8 shows page lifetimes with single and multiple levels of sharing integrated with Aegis and compares against Aegis without any cooperative sharing. CoV values of 0.20 and 0.30 are again considered. For single sharing, the maximum retry threshold is set to 4, while this parameter is increased to 8 for multi-sharing. We choose to increase this limit so that we can explore the limits of cooperation in our evaluation. The policy for selecting a block for join operations is random, as there is no notation of the number of faults in Aegis metadata as compared to ECP. The memory lifetime increases by more than 3% (6%) and 8% (14%) when single (multiple) sharing is used. Just as when we added block cooperation to ECP, Aegis also shows better results with higher CoV.
Comparison to Other Error Correction Schemes.
To compare the effectiveness of our block cooperation scheme against other rivals approaches, we modeled four other error recovery schemes from specific categories (as explained in Section 2.3).
• PAYG [38] 3 : This schemes is in category 1 of the error correction schemes. The underlying logic is similar to the ECP scheme, except that the ECP entries are not distributed uniformly. One local, dedicated, and low-latency ECP entry is allocated for each data block. To correct more bit failures, PAYG maintains additional ECP entries in a global shared structure, with higher latency, to reduce the storage overhead. The main advantage of PAYG is that it uses significantly less storage overhead as compared to ECP. However, it requires non-trivial modifications to the PCM memory array and standard DIMM structure. • Layered ECP [41] 4 : This schemes lies in the category 1 of the error correction schemes. Similarly to PAYG, Layered ECP uses ECP as underlying method for error correction. However, Layered ECP adds another row, using larger entries to correct errors throughout a 4KB page. With similar added overhead, Layered ECP can provide better endurance as compared to ECP. However, Layered ECP is more complex to implement [41] and requires operating system modifications to allocate an extra row for each page.
• SAFER32 [42] . This scheme is from category 2 of the error correction schemes. SAFER partitions memory blocks into 32 partitions, and uses data inversion for each partition to mask errors. Similarly to ECP [41] , the error correction codes are maintained inside of the NVM-DIMM, so no modifications are required of the standard interface.
• Dynamically Replicated Memory (DRM) [19] . This scheme is in category 3 of the error correction schemes. DRM assigns a parity bit to every 8-bit memory cell to detect errors. The first failed bit within a 4KB page causes the block to die, but the page is paired with another spare page to ensure data correctness. So no modifications are needed in the NVM-DIMM to support DRM. However, replicating the data in both pages can rapidly degrade the effective capacity of the memory system and lead to performance loss. Figure 9 shows the fraction of pages that survive a given number of page writes, while increasing the coefficient of variation from 0.2 to 0.3, for different error correction schemes. DRM is less beneficial as compared to the other error recovery schemes. In addition, memory capacity is reduced to half quickly, since DRM only relies on page pairing just after the first cell failure occurs in the memory. PAYG and SAFER32 perform similar to each another, particularly when the cell lifetime variance is higher. Layered ECP is capable of outperforming PAYG and SAFER32 by 10% in higher CoV, balancing tolerated errors in rows and within a page. Exploiting block cooperation helps ECP6(multiple) and Aegis(multiple) tolerate more than 230 million and 675 million more writes per page as compared to Layered ECP, which is equivalent to a 16% and 29% longer lifetime, respectively, as compared to PAYG. 
Trace-Driven Simulation for Memory Lifetime Analysis
We use SniperSim [7] to execute workloads and generate memory traces of applications from the SPEC2006 benchmark suite [13] . Table 1 describes the parameters used in the modeled system. Our baseline is a four-core out-of-order multiprocessor that includes three levels of on-chip cache in the memory hierarchy. The benchmarks are executed in rate mode [34] , where all the four cores execute the same benchmark.
Memory write requests are captured at the PCM memory and on evictions from the last-level cache (i.e., L3 in our simulations). The granularity of read and write requests are 64 bytes (i.e., one cache line) and are serviced by one of the PCM banks. The first two billion instructions for each benchmark are used for warming up on-chip caches. All references to main memory, each 64 bytes of data, are captured. We terminate trace recording after either 10 million main memory references, or 20 billion executed instructions, whichever occurs first. Note that 10 million references typically correspond to several billions of instruction executed for each benchmark.
NVM Workload Characterization.
One of the most valuable insights derived from workload characterization is the identification of key architectural features that will dominate program execution. Past workload characterization has focused on performance optimization [6, 12, 18] . However, in this article, we identifying quantitative metrics for a workload that will most impact non-volatile memory. By providing a set of quantitative workload metrics, we can better understand the relationship between workload and memory lifetimes. We perform characterization using detailed trace-driven simulation that models actual data values transferred between on-chip memory and main memory. In Figure 10 , we present an overview of the various steps comprising our framework, which are used for endurance analysis and associated workload characterization.
We study 15 different benchmarks, providing us with a range of different write intensities and behaviors. The percent of bit flips per block on a writeback varies from 5% to 45% across the benchmark suite. 5 For all of the benchmarks, we used the reference inputs. It is noteworthy that the input of a benchmark can change the size of the memory footprint and even the read/write characteristics of an application. However, as our main goal is to investigate the relationship between The following metrics were captured across all the benchmarks. Results are provided in Table 2  and Table 3: • Average % of Bit Flips per Writeback to Blocks. Applications only modify a limited portion of the 64-byte data block on each memory writeback. As a PCM chip only writes the differences using the DCW mechanism, a limited number of bit flips will be exposed. The higher the number of bit flips, the more lifetime degradation experienced in the PCM. lbm, astar, and libquantum benchmarks only experience, on average, around 5% bit flips on each writeback, while for the calculix benchmark, the percentage grows to 43%. The average percentages of bit flips per writeback across the studied benchmarks is 17.7%.
• Average Kilo Bit Flip for Pages. This metric captures the number of bit flips at a page-level granularity. hmmer and lbm exhibit 51.7-and 1.2-Kilo bit flips per page, on average, which are the two ends of spectrum, respectively. The average for this metric is 16.5-Kilo bit flips across all benchmarks.
• Block-level Bit Flip Intensity. If one of the memory blocks within a page experiences more errors than the tolerable limit, then the operating system will discard entire the page. Therefore, a single memory block of the 64 blocks in a page can dictate the entire page's lifetime. In other words, approximately 1/64≈2% of the blocks that experience the highest number of bit flips contribute the most to page wear-out and reduce memory lifetime. The Block-level Bit Flip Intensity metric is computed as the average number of bit flips per block for the 2% of the blocks that experience the highest number of bit flips. A well-designed wear-leveling algorithm should effectively distribute these bit flips across all the blocks in memory.
• Page-level Bit Flip Intensity. In case of a page failure, the operating system needs to remap the page to another location in memory. This gradually reduces the spare blocks available and shrinks the size of the memory system. Consequently, the pressure the on memory system escalates over time and memory lifetime decreases. The Page-level Flip Intensity metric is computed as the average number of Kilo bit flips (i.e., 1,000 bit flips) in a page, for the 2% of pages that experience the highest number of bit flips. We expect that, in the future, these pages will cause more wear-out.
• Number of Writes (Reads). This metric captures the number of write (read) accesses that are captured when recording the trace of each benchmark (a trace is either 10M references to main memory, or 20B instructions, whichever comes first).
• Written Pages. This metric records the number of pages that experienced at least one block write. • Average Writes per Page. This metric reports the average number of writes to each page.
• Spare Factor. Having a larger capacity memory system, while running an application, provides more spare pages that can come to the rescue during wear-leveling and error correction to prolong memory lifetimes. The spare factor includes the capacity of the whole PCM DIMM over the capacity of written pages (i.e., a value greater than 1, where higher is better).
Although simplified metrics are good indicators to distinguish workload behaviors, the distribution of writes or bit flips in individual benchmarks cannot be easily captured in a single metric. To this end, we use a Violin plot to show the shape of the probability density of writes and bit flips at both a block-level and page-level granularity. Figure 11 (a) and (b) present the number of writes and bit flips encountered, at a block level, across the 13 benchmarks. Wider sections of the Violin plot represent a higher density of the points for the given value, while the skinnier sections represent a lower density.
Some of the benchmarks are less variable than the others. For instance, astar, lbm, libquantum, and soplex show much less variation than xalancbmk, perlbench, and gromacs. The number of writes to a single block can reach 972, 177, and 90 for these three benchmarks, respectively.
For xalancbmk, the Violin shape is tall and narrow, which means the points are spread across a wide range of values, even though the number of bit flips at a page level can reach 78.1 Kilo bit flips. Figure 12 shows the distribution of writes and bit flips at a page-level granularity. In contrast to the block-level granularity, the shapes of writes and bit flips are similar in many of the benchmarks. But aggregating behavior at a page level, the similarity decreases. The number of writes per page can reach to 6,422 for xalancbmk, while lbm only experiences one write per block in some pages (at most 64 writes per page). xalancbmk experiences a maximum of 572-Kilo bit flips in a page, which is the highest number of bit flips within a page for the workloads studied. For the same workload, the mean number of bit flips across all the pages is only 6.4 Kilo. lbm has a median value of 26 bit flips per page, and a mean of 1.2-Kilo bit flips per page, and has the smallest total number of bit flips.
Experimental Setup.
Memory lifetime simulation involves a few challenges, as it is challenging to simulate memory with actual data values to accurately assess memory wear-out for long-running programs. This challenge is further exacerbated when the size of the simulated memory is large [46] . If we adopt Monte Carlo simulation, then we would generally assume that the wear-leveling algorithm is perfect, that all of the blocks in a page experience exactly the same number of writes, and that the probability of a bit flip is 50% across all blocks. However, real applications rarely access all of the blocks in the memory and certainly do not access every data block uniformly.
In trace-driven simulation, applications can touch a large number of pages. Since memory reliability simulation needs to be carried out at the granularity of a bit level, simulating a large number of pages results in a dramatically larger memory footprint for the simulation, reaching many gigabytes in size. To reduce simulation time, while not sacrificing accuracy in our results, we assume the number of writes that each cell can tolerate before a failure follows a normal distribution, with a mean (μ) of 10 5 (versus 10 8 , which is the value used in our Monte Carlo simulations). The number of simulated memory pages is assumed equal to the memory footprint of an application. However, we scaled the final results with respect to the total size of the main memory to make results across benchmarks comparable and meaningful. Note that the former optimizations may introduce small artifacts into the results but greatly reduce our simulation time.
We replay the trace of applications repeatedly, tracking the accesses made to each memory block. Moreover, we keep track of modifications at a bit-level granularity to check whether the number of writes to a bit address exceeds wear-out limits or not. Logical-to-physical address mapping is performed, along with applying a Start-Gap wear-level mechanism [39] . If a selected error recovery scheme is not capable of tolerating faults in a given data block, then the whole page is dead and is marked unusable by the operating system. Our framework maps the address of the dead page to another available physical page. The simulation continues until half of the physical pages in our simulation are dead.
Lifetime Analysis.
For lifetime analysis, we compare the volume of writes that occur before half of the availability memory pages die across the four error recovery schemes: ECP6, ECP6 with multiple block cooperation, Aegis 17 × 31, and Aegis 17 × 31 with multiple block cooperation. We measure write volume in petabytes and use this metric to evaluate memory durability for each benchmark. This metric helps to identify common memory access behaviors across workloads that impact memory durability and allows us to compare and evaluate different lifetime enhancement strategies with block cooperation. Figure 13 and Figure 14 show the number of petabyte writes, across different error recovery schemes, and with a CoV of 0.2 and 0.3, respectively.
Block cooperation significantly increases memory durability in perlbench for both ECP and Aegis schemes. For instance, we see an increase of 60% (68%) and 18% (30%) in terms of longer lifetimes achieved, with a CoV of 0.2 (0.3) for ECP and Aegis, respectively. However, the average improvement over all the benchmarks is 18% (24%) and 9% (19%) when block cooperation is used with ECP and Aegis, with a CoV of 0.2 (0.3), respectively.
As Figure 13 and Figure 14 show, we see that memory durability is impacted more in gromacs, calculix, hmmer, leslie3d, and xalancbmk than in the other benchmarks. These workloads generally have higher block-level and page-level bit flip intensities as compared to the other benchmarks. Increasing the CoV from 0.2 to 0.3 reduces the memory lifetime by 31% on average.
lbm achieves the longest memory lifetime among all benchmarks, which is tied to the memory characteristics of this benchmark. In Figure 11 and Figure 12 , which show the distribution of writes to blocks and pages, lbm has the lowest values. lbm has the smallest number of bit flips per pagethe average number of bit flips per block writeback is very small (i.e., 4.9%). The number of written pages, and the number of writes, is large. However, only one write is performed to each block in a page for lbm. Note that metadata sharing in ECP can only increase lifetime by~3-4% for lbm, while when using data layout reorganization in Aegis, lifetime can increase by 25%. The correlation between block-level bit flip intensity with the average number of bit flips per block is moderately positive (0.66), while the correlation between page-level bit flip intensity with the average bit flip per page is strongly positive (0.95). The lifetime correlation with bit flips at a block level and page level is moderately negative and varies between~−0.44 and −0.54. Benchmarks with a higher number of pages accessed, such as lbm, astart, and omnetpp, experience longer lifetimes, as there is a greater chance to balance wear-out across more pages. Note that there is moderately strong correlation (almost 0.50) between the number of written pages and the benchmark lifetime. Since block cooperation more effectively uses the metadata, it can tolerate more errors, thereby improving memory durability. Figure 15 shows the petabyte writes occurring (as a representative metric of memory durability) for three benchmarks, each possessing a different number of tolerable errors per page. The results are for different error correction schemes with and without block cooperation and vary the CoV. Aegis can correct a larger number of errors and always produces more correctable errors as compared to ECP. Block cooperation increases the number of correctable errors, although its effectiveness varies with respect to the error correction scheme and the specific benchmark considered. Since ECP can only tolerate six errors, the metadata are always underutilized. Multi-block cooperation shows significant potential, across all of the benchmarks, in tolerating more errors and increasing memory lifetimes. For omnetpp using Aegis, block cooperation provides a significant improvement, while xalancbmk sees little improvement.
Block Cooperation Discussion: Complexity, Overhead, and Compatibility
Exploiting metadata sharing for ECP [41] , and data layout reorganization for Aegis [16] , we can improve memory lifetimes considerably. The block cooperation concept is applicable to all blocklevel error corrections (i.e., categories 1 and 2) if the standard memory interface (with the ECC chip) is used for error correction. However, minor modifications to a metadata format are required to be tailored to a specific scheme. For instance, the data layout organization proposed for Aegis can be modified to be used for other category 2 schemes, such as SAFER [42] (the modification required is due to the format of metadata, which is different in SAFER). Similarly, the metadata sharing proposed for ECP can be also customized for other category 1 schemes, such as REMAP [46] . However, block cooperation is similar to other error correction schemes [4, 16, 32, 41, 42, 49] in that it adds some complexity to the memory system. Block cooperation schemes are fully compatible with NVM-based DIMMs, so they incur no modifications. Hence, all the required metadata can be stored in the ECC chip. However, the logic for block cooperation presented through the statechart in Figure 3 is required to implement in the memory controller to support block cooperation.
It might seem that accessing cooperative blocks introduces some performance degradation, as single or multiple accesses are required for error recovery. Nonetheless, the row buffer in the main memory architecture overfetches data, e.g., 4KB is read for a 64B request. This will impact the latency associated with subsequent memory accesses within the page (i.e., a row buffer hit is around 20 ns [21] ). In the absence of block cooperation, the entire page should be disabled, which then would lead to an access to the next level of the memory hierarchy or a page swap by the operating system. Either of these approaches results in a high-latency access (on the order of thousands of cycles). Therefore, saving blocks from failure, at the added cost of a small latency, is much more palatable, especially versus disabling the page.
Page-level paring schemes, such as DRM [19] and Zombie [4] , can be used as a second layer of defense, with block cooperation, to further increase memory lifetimes. However, they require access to an additional page of memory, which is costly in terms of performance and energy consumption, as compared to block cooperation, which tries to increase correctable errors by exploiting resources within a page. Limiting block cooperation to within a page's address range and applying this change at a block level increases row buffer hits and incurs negligible power increases and performance overheads. Supporting block cooperation across page boundaries incurs design complexity, energy, and performance overhead for error correction. Additionally, having cooperative blocks maintain only within page boundaries provides better utilization of metadata for error correction in a multiple block scenario. Moreover, as all the required metadata for error recovery is confined within a page, the block cooperation scheme is completely compatible with page-level wear-leveling schemes [14, 51] and hence does not need any modification to the underlying logic of the error recovery scheme.
In block-level wear-leveling schemes such as the Start-Gap mechanism [39] , block movements or rotations are used to distribute writes uniformly across blocks. The metadata associated with data blocks need to be updated on every write, independent of whether the write operation is due the application performing a write-back or is invoked by the wear-leveling mechanism. In the presence of the block cooperation, a block-level wear-leveling mechanism may exchange the contents of a Co-op block with several stuck-at faults with another block (i.e., the Gap block in Start-Gap mechanism). As the metadata of a Co-op block is distributed across other blocks, the metadata of the associated blocks should be updated accordingly. This procedure is the same as when data are written back to a Co-op block from the on-chip memory hierarchy.
In ECP, when using metadata sharing, read/write operations from/to only the Co-op blocks impose extra read/write operations from/to metadata, while the accesses to the shared and shared + blocks are performed with no extra latency and further memory access. In Aegis, when using data layout reorganization, every read from the cooperative blocks requires reading data and metadata from other blocks. For writing to the cooperative blocks, reading data from the other blocks is required, involving further metadata updates. Therefore, error recovery can take more cycles in Aegis as compare to ECP with block cooperation. The worst-case scenario (from a performance perspective) associated with block cooperation is when an access to one block leads to a chain of accesses to all the other blocks within a page to correct the errors. The performance loss in the worst case is bounded; this is a rare case, considering that errors follow a normal distribution in the memory cells. Nonetheless, the performance overhead is negligible over the lifetime of the system. Performance only gradually degrades as more errors occur in the memory system.
CONCLUSION
Limited write endurance is the primary shortcoming of resistive memories. Hence, error recovery schemes are required to correct errors and boost memory lifetimes of resistive memory devices. Once an error recovery scheme fails to recover from faults in a data block, the entire physical page associated with that block is disabled and becomes unavailable to the physical address space. To reduce page waste caused by early block failures, and increase utilization of metadata, we proposed block cooperation. Our approach allows live blocks to help failed blocks to remain alive and extend a page's lifetime.
We combined the proposed technique with two state-of-the-art error recovery schemes, ECP and Aegis. The goal was to increase memory lifetimes, with only minor modifications to the underlying error correction mechanism. We evaluated our propose modifications to ECP (metadata sharing) and Aegis (data layout reorganization). We used both Monte Carlo and trace-driven simulation to evaluate our approach. We also presented a workload characterization scheme that focuses on memory lifetimes, providing insight on how workload behavior is tied to the success of different error recovery schemes.
Employing block cooperation on top of Error Correction Pointer (ECP) and Aegis increased memory lifetimes by 37%, and 14% on average, respectively. Lifetimes can be increased further by 60% (68%) by exploiting metadata sharing, or through data layout reorganization 13% (30%), considering CoV of 0.2 (0.3), respectively.
