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Flood scenario of the dam-break simulation  
 
 
C. B. Liao 1, M. S. Wu 2, C. H. Chen3
 
 
ABSTRACT 
 
We present a two-dimensional finite-difference shallow water model for simulating flood and 
dam-break in an actual terrain environment. This model uses a second-order hybrid type of total 
variation diminishing (TVD) approximate scheme to solve the shallow water equations. The limiter 
functions for the TVD scheme, the MUSCL, are used simultaneously in the calculating process. The 
minimum positive depth scheme (MPDS) was employed to handle the advancement of drying and 
wetting fronts. Several model problems, including a dam-break flooding over a triangle obstacle, a 
dam-break in a valley, an estuary with an adverse inconstant slope under a tidal cycle, have been 
used to verify the model. Finally, we present the physical model with DEM data to simulate dam-
break flow in the Hsindian Creek and Pa-Chang Creek in Taiwan. We obtained the realistic and 
good results. The model also exhibits the potential to provide the basis for computationally efficient 
flood routing and warning information. 
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1. INTRODUCTION 
 
Reservoirs are important sources for water and hydraulic power supplies and they also have the 
function of flood control. Failure of reservoirs will result in enormous loss of lives and properties in 
the region. 
Many experiments and numerical simulations on dam-breaks were discussed by scholars. The finite 
volume method and experiments were applied for dam-breaks in a rectangular flume with various 
flow and channel conditions by Bellos et al. (1992). Garcia and Kahawita (1986) reported on a 
solution for the inviscid one-dimensional (1D) St. Venant equations using the MacCormack finite 
difference scheme. 
The Lax-Wendroff and MacCormack methods were applied to study by Alcrudo and Garcia-
Navarro (1993), and Fennema and Chaudhry (1990). Wang et al. (2000) developed a second-order 
hybrid type of TVD scheme by solving dam-break problems. Tseng and Chu (2000) solved 1D dam-
break problems using the TVD-MacCormack scheme. Toro (1649) developed a second-order 
weighted average flux scheme in a finite difference method for a solution to high gradient and 
nonlinear effects of the 2D dam-break problem effects. Toro (2001) solved 1D and 2D shallow 
water equations using many kinds of TVD schemes and tested with a one-dimensional Riemann 
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analytical solution. Tchamen and Kahawita (1998), Heniche et al. (2000), Valian et al. (2002), 
Brufau et al. (2002), and Brufau and Garcia-Navarro (2003) have developed numerical 
drying/wetting models to simulate the dam-break and flood problems. 
This paper deals with TVD scheme for 2D shallow water equations. The minimum positive 
depth scheme (MPDS) is solved simply and fast, and was applied to a drying-wetting front so that 
the natural landform simulation would be successful. The model used in this study is the finite 
difference TVD scheme proposed by Wang et al. (2000). We extended the scheme to include the 
drying and wetting front process. The Minimum positive depth scheme (MPDS) is used to solve the 
shallow water equations with source terms such as bed level and bed slope. This scheme is simple, 
efficient and accurate. We describe a general scheme for shallow water flow over a dry bed by 
extending the MPDS. This scheme is used to simulate several test problems and natural complex 
topography. The numerical results are compared with the experimental data. 
 
 
2. Formulation problems 
 
For the detailed deduction of a one-dimensional formulation and calculation method please refer to 
Liao et al. (2002). The flow field solution has the same result as that by Wang et al. (2000). Hence, 
the discussion here addresses only the two-dimensional governing equations. 
 
2.1 Governing equations 
 
The governing equations for a 2D dam-break flow are the shallow water equations. The 
conservation form is 
 
( ) ( ) ( ) ( )U F u G u S u T u
t x y
∂ ∂ ∂+ + = +∂ ∂ ∂  (1) 
in which 
 ( ), , Tx yU h q q=  (2) 
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10 / 32 2 2 /fx x x ys n q q q h= += −∂ ∂ ,  (7) 
oys z= −∂ ∂y 10 / 32 2 2 /fy y x ys n q q q h= + ,  (8) 
 
U is the vector of conserved variable; while F and G are the flux vectors in the x and y directions 
respectively. S and T are the source term vectors in the x and y directions respectively. h is the water 
depth; xq and are the discharge per unit width components in the x and y directions, respectively; 
and are the bed friction slopes in the x and y directions respectively. z is the bed elevation; g is 
the acceleration due to gravity; and n is the Manning roughness coefficient. 
yq
oxs oys
Equation (1) can be expressed in quasi-linear form as 
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where  and  are real eigenvalues. The right eigenvector AE BE matrix is given by 
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is given by and the left eigenvector matrix 
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A is a 3×3 matrix. The eigenvalues are a , a , and a1 2 3. Three linearly independent eigenvectors are 
obtained. A matrix that diagonalizes A is RA. Matching the eigenvalues with the eigenvectors in RA, 
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we have , and  and AR
1
A AR AR D
− = 1AR−  as the transformation and inverse transformation matrixes 
respectively. 
Where 
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Moreover we can have the same result in the matrix B in computing process. 
 
 
2.2 Initial and boundary conditions 
 
The mass conservation rule must be obeyed for the entire computational domain during the 
solution process. Two kinds of Initial conditions must be given. The first is that h = constant and q = 
0 exist in a hydrostatic solution. The second is that 0( , , )h h x y t= and q = 0 exist in a spatially 
variable free surface. 
The boundary conditions for natural rivers are applied at the shallow water equations. It can be 
imposed on two different types of boundaries, the solid boundary and the open boundary, as 
depicted in Figure 1. 
Solid boundary  sΓ
sΓFor the shallow water problem, the solid  boundary has a slip boundary and a no-slip boundary. In 
Figure 1, the slip and no-slip boundary conditions are imposed as flows: 
slip： , , )()1( MhMh =+ )()1( MqMq xx −=+ sΓ)()1( MqMq yy =+ , on  
no-slip： , )()1( MhMh =+ )()1( MqMq xx −=+ , )()1( MqMq yy −=+ , on  sΓ
M 1+Mand denote the left and right boundaries respectively, at a cell interface (Figure 2). where 
1−M M 1+M 2+M and are the last cells inside the computational domain.  and are two ghost 
cells outside the computational domain. 
To maintain second-order-accuracy, we also need to extend one-cell for a boundary. The slip and 
no-slip boundary conditions are imposed as flows: 
slip： , )1()2( −=+ MhMh )1()2( −−=+ MqMq xx , )1()2( −=+ MqMq yy , on  sΓ
no-slip： , )1()2( −=+ MhMh )1()2( −−=+ MqMq xx , )1()2( −−=+ MqMq yy , on  sΓ
When the boundary is a solid boundary, it has two ghost cells outside the computational domain. 
The ghost cell is a mirror cell. The water depth has the same value as the boundary cell and the 
discharges have the opposite sign. This boundary belongs to a reflective boundary condition. 
 
 
 
Γ s
Γ s
sΓ
sΓ
i nΓ
o u t
,q h
,q h Γ
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Figure 1 Definition of the computational domain 
 
 
Figure 2 Sketch of the computational cells inside and outside boundary. 
 
 
Figure 3 Sketch of the computational cells inside and outside boundary. 
 
Open boundaries  and  inΓ outΓ
inΓ outΓThe inflow and outflow boundaries belongs to open boundaries and . The inflow boundary has 
cells inside and outside the computational domain (Figure 3). 
inflow boundary 
Bhh =)1( , on  inΓ
Bx qq =)1( , on  inΓ
, on  inΓ0)1( =yq
outflow boundary 
)()1( MhMh =+ , on  outΓ
)()1( MqMq xx =+ , on  outΓ
, on  outΓ)()1( MqMq yy =+
 
Here the subscript B denotes the physical boundary value. The form of second-order-accuracy form 
is the same as the solid boundary. For a shallow water problem, the outflow boundary condition is 
called the transmissive boundary. It usually uses boundary conditions to deal with the flow motion 
boundary, without respect to 1D or 2D, and maintains second-order-accuracy. 
 
3. Numerical method 
 
A dam-break problem is modeled as an unsteady flow. The numerical scheme used to compute 
the dam-break problem does not handle discontinuities well. However, because of the numerical 
solver, the shallow water equation process, most traditional simulation models displayed non-
physical oscillations at the shock waves. These numerical results are absurd. A high-resolution non-
oscillation of total variation diminishing (TVD) scheme was put forward by Harten (1983) and Yee 
(1987). Other schemes were widely used and applied in gas dynamics. It had the advantage of 
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capturing complex shock waves, and restraining non-physical oscillations across the discontinuities. 
This scheme has been successfully applied to solve the dam-break flow problem. It can be achieve 
stable accuracy properties and capture the bore wave at the same time. The numerical methods are 
shown below. 
We consider the 1D hyperbolic conservation initial value problem forms as 
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The TVD difference form of equation (19) can be written as 
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+ is the uniform mesh ratio, andwhere is the numerical flux. In this paper, an algorithm is 
established using the TVD scheme and a hybrid scheme based on the upwind and Lax-Wendroff 
schemes to estimate the numerical flux. This scheme can maintain second-order accuracy as given 
by Yee. The numerical flux has two features that have specific dissipation and high order accuracy. 
The new flux form is 
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where iii uuu −=Δ ++ 121 , 21+ia is the characteristic velocity, ψ is the dissipative function, and )(rφ is 
the limiter function. 
 
The dissipative function  is given by 
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The upwind parameter limiter function: 
)(rφ is replaced by , where ),( +− rrφ
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To use MUSCL limiter (MUSCL limiter of van Leer, 1982), where [ ]{ }),(5.0,2,2,2min,0max),( +−+−+− = rrrrrrφ  (25)  
 
The two-dimension shallow water equation can be split into 1D equation along x- and y- direction as 
follows: 
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The TVD difference form can be written as 
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Δ=λ F~ G~where , ,  and  is the numerical flux. 
The numerical flux for Equation (28) is given as 
 
)(
2
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Equation (30), 21+iR is relative value of  on , and 2/1+iuAR
 
 [ ]{ }21 2 1 2 1 2 1 2( ) ( ) 1 ( ) ( )i x i i iH a r r aλ φ φ ψ α+ + += + − +  (31) 
{ [ ] }1 1/2 1/2 1/2 1/2 1/2 1/2( / ) /2i i x i x i i iq h q h C Cα+ + + + += Δ −Δ − +
)h
1α +
 (32) 
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*~GWe can obtain  by solving the numerical flux 1+nu  for Equation (27). 
For numerical stability, the time step tΔ  must be selected based on the Courant–Friedrich–Lewy 
(CFL) stability criterion. The maximum allowable time step is limited in this paper by the following 
 
min( , )
max( , )yx
CFL x yt
qq c c
h h
⋅ Δ ΔΔ =
+ +
 ,  (35) 0.10 ≤< CFL
 
We consider the bed slope of the source term, used fourth order center difference scheme. 
The x direction as follows: 
oyox ss ,
 
xjizjizjizjizsox Δ−+−−+++−−= 12/)),2(),1(),1(8),2((  (36) 
4. Drying and wetting fronts 
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When computing the actual irregular Dam-break and inundation simulations topography, dealing 
with drying and wetting fronts is unavoidable. If the numerical computations are conducted without 
any special-purpose processing, the water level or the depth will be turning as a zero or negative 
value when the simulated water body lashed the barrier or the mound. It cannot be performed or 
calculated smoothly meantime. Many scholars therefore used the characteristic theory to solve or 
match theories that were difficult to develop in higher dimension spaces. 
This case is divided into three parts, especially when the normal depth and the underbed 
interface are involved. Figure 4(a), (b), and (c) zhH += are the relative elevation, depth and subbed 
forms. No special treatment in needed for the wetting fronts in Figure 4(a). Figure 4(b) shows the 
drying and wetting fronts conditions when the drying and wetting interface of the numerical is zero. 
Figure 4(c) shows the negative depth. The mass equation 0// =∂∂+∂∂ xqth is used here. It is zero 
when we have a steady flow and the water surface has come to a standstill. The mass equation 
comes to zero, i.e. . We can also use the 0/ =∂∂ xq 0)( =Δ LRq  formulation. The balanced terms are 
as follows:  
0)( =Δ LRH  (37)  
The relative elevation and depth difference equations are obtained using the balanced terms.  
such as 
 
LRLR hz )()( Δ−=Δ  (38) 
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Figure 4 Three kinds of discontinuity interaction of drying and wetting front on steady state. 
 
 
 
 
 
 
Rz
（c） 
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Figure 5 Alteration of discontinuity cross section for drying and wetting front.  
 
The MPDS leading concept in such a situation is close to the PDS when the relative equations are 
used to modify the numerical model. At present, this scheme can take the smallest main depth of 
. 410−
There are three kinds of drying and wetting interface states. Figure 4(a) is a  situation. 
It can directly compute the flow field based on Roe’s approximate Riemann solver without any 
special treatment in the numerical simulation. Figure 4(b) and (c) is 
RL HH >
RL HH ≤  situation. Therefore, 
special treatment is needed in the numerical simulation. Figure 4(b) shows the minimum positive 
depth to produce the new dry cell velocity. The discharge components  are equal to zero. yx qq ,
In Figure 4(c) case, the difference in depth is correct when tiny negative depths appear at a moment. 
Such as the Figure 5, and Figure 5(a) are modified into Figure 5(b). Figure 5(b) uses the same 
method as Figure 4(b), which uses MPDS to compute. When in the numerical computations process 
exhibits zero depth and negative depths at a moment, the scheme is coerced . That 
is, over the LR interface, use a wet cell instead the right side cell to process the computations and 
fulfill the mass conservation. 
LRLR hz )()( Δ−=Δ
 
5. Experimental test case 
 
Under the two-dimension model test, experimental data obtained from the Recherches 
Hydrauliques Lab. at the University of Bruxells was used under the direction of Prof. J. M. Hiver. 
These measurements were used in references (Brufau et al., 2002) and (Chacon et al., 2003) during 
simulation development. The physical model is combined with reservoir and rectangular channels. 
3D geometry is shown in Figure 6(a) The experiment data and lateral views points are shown in 
Figure 6(b). The reservoir is 15.5m long and 1.75m wide, respectively. Channel is 22.5m long and 
1.75m wide. The triangular obstacle is 0.4m high and 6m long. The Manning coefficient is 0.0125 on 
the bed and 0.011 on the vertical rectangular channel walls. The initial water depth of the reservoir 
is 0.75m. The initial bed condition in the channel is dry. The Dam is located at m. G1 is 
situated 4m downstream dam. G2 is situated at 10m, G3 is situated at 11m and G4 is situated at 20m. 
15.5x =
The numerical condition is now given. The computation mesh is 190*50, 0.2xΔ =  
m, m, and . At x=0 m, the boundary condition is 0h h
x y
∂ ∂= =∂ ∂0.1CFL =  and ,  0x yq q= =0.035yΔ =
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(a) (b) 
Figure 6 3D and 2D geometry of the physical model for the simulation for a Dam-break 
simulation over a triangular obstacle. 
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Figure 7 Comparison between the measurements and numerical solution on the evolution of 
water depth during 40s at the different gauges. 
 
and the downstream is an open boundary. Compared with a water depth of G1~G5, the numerical 
data matches the experimental data, as depicted in Figure 7. The numerical method result with the 
drying and wetting front matches the result by Brufau et al. (2002) and Chacon et al. (2003). At 
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point G4, the experimental data heights are larger than the numerical result for the same time. The 
G4 point at the top of the triangular obstacle is a critical point between the drying and wetting front. 
The numerical data is therefore smaller than the experimental data. 
 
Figure 8 Depict of the geometry model of dam-break. 
 
6. Numerical applications 
 
6.1 Dam-break simulation 
The MPDS was then applied to simulate dam-break of the Feitsui reservoir of the Hsindien 
Creek, Taiwan. The study area covers 4,000 m × 4,000 m. The dam of Feitsui reservoir is located at 
0 m downstream from the uppermost north of the study area. The Hsindien Creek consists of 3,960 
m long irregular channel. The water depth of Hsindien Creek is dry bed initially. Solid wall 
boundary condition was applied for the whole domain, except at the outlet where the open condition 
was used.  
The original simulate condition is Manning 0.3n ≤ ， the simulate time is from 0 sec to 
61,400sec. The digital elevation model (DEM) is constructed with 40 m × 40 m resolution DEM 
data, as shown in Figure 8. The inflow is located on the right-side of landform (the dam body of 
Feitsui Reservoir) and the outflow is situated on the left-side. 
The landform is constructed from DEM data. The four measuring points are given inside the 
landform to measure the stage water depth variation status and used for inundation potential 
information analysis in the river downstream when flood peak discharge. In order to measure them, 
the coordinates of gauge points are set to G1(0, 240), G2(480, 1960), G3(256, 1960)and G4( 3920, 
2560) , as depicted in Figure 8. The scenario of flood after the dam-break, from 0 s to 59,400 s, was 
illustrated in Figure 9. It clearly illustrates the spatial and temporal variation of the flooding. When 
time is at 300 s, the flood wave flows into the valley of Chukeng dam; at 700 s, the flood wave has 
already flowed into the store water area of Chukeng dam, the dam-break wave was diffused widely 
all over around. At 900 s, the flood has diffused and reached the store water area; afterwards, as 
follow the flood propagation, it will pass the Chukeng dam location. If there is no Chukeng dam 
exists, it will not be submerged. It will continuously follow the channel and then flow downstream 
and keep on propagation.  
Figure 10 shows the historical variation diagram of 4 gauge points G1, G2, G3 and G4, it lasts 
61,400 s. It shows that the maximum water depth of flood peak stage is about 36, 13, 3.5, and 2 m. 
As the time increase, approximately after 18,000 s, the water level will be getting stable and 
continuously keep steady water level. Whereas, gauge points G2 is belong to Chunkeng dam store 
water area. Therefore, the variation of the invariable stage water level would be slightly higher than 
the stage water level within the intake-flow. 
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(a) (b) 
 
(c) (d) 
 
 
Figure 9 Flood scenario of the dam-break simulation of Feitsui Reservoir, Hsindien Creek, 
Taiwan, at time (a) 300 s, (b) 700 s, (c) 900 s, and (d) 59,400 s, respectively. 
 
 
Figure 10 Time evolution of the water depth at gauging point G1, G2, G3and G4. 
 
6.2 Compared with FLO-2D 
 
As shown in Figure 11, the comparison of models is based on simulating the flow state of main 
dam and dam-break of Lantan Reservoir. We would like to present the result of FLO-2D dam-break 
simulation. The result is as shown in Figure 12. The simulation time is set within 0.5 hour. In 24 min 
of the simulated processing time, the analysis result of its preliminary course is similar to the one of 
dam-break. The differences between two models are mainly in shock wave analysis of handle 
capability. The FLO-2D model does not have the capability to handle the shock wave. Whereas, the 
TVD dam-break model developed by Liao et al. (2002) are capable to handle the numerical 
oscillation phenomenon caused by the shock wave. In calculation field, add two gauge points: P1 
(196358.8, 2595386) and P2 ( 195674.70, 2595505) . Then measure and compare the water level of  
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Figure 11 Illustration of the location of study area. 
 
 
(a) (b) 
 
Figure 12 Flood scenario of the dam-break simulation of Lantan Reservoir, Pa-Chang Creek, 
Taiwan (a)FLO-2D simulation, (b)present results at time = 24 min, respectively. 
 
dam-break after flood, as seen in Table 1, the comparison results of water level after flood between 
two dam-break models are very close.  
 
7. Conclusion 
 
In this paper, a hybrid type of high-accuracy TVD scheme and upwind limiter models were 
used for unsteady Dam-break flows in shallow water equations. This scheme could effectively 
restrain non-physical oscillation and maintain second-order accuracy. It is able to handle complex 
flow and simulate dam-break waves and complex topography. The drying and wetting fronts process 
solution for a dry bed or obstacle above water level were calculated using a minimum positive depth 
scheme (MPDS) based on the mass conservation. The dam-break for drying and wetting front 
problems were simulated and compared to show good agreements with the results reported by other 
scholars. The TVD scheme is simple, efficient, accurate and highly stable for simulation of actual 
dam-break wave and bore wave simulations, illustrating the robustness of the scheme and its ability 
to deal with the dam-break wave and bore wave simulation problem. 
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Table 1 Comparison of the water level of FLO-2D and TVD model with measurements of the 
dam-break at the different gauges. 
 
Dam-break model P1 (m) P2 (m) 
FLO-2D model 42.7 39.08 
TVD model 42.65 39.07 
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