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6Abstract
In this thesis, we discuss the optimal liquidation problem in a finite horizon model with
permanent and temporary pricing impact. We use different model set-ups including a fi-
nite time Markov diffusion model and a regime switching model with exit time. The drift
and diffusion terms of the asset price are general functions depending on the state vari-
ables as well as the control. There is also a non-linear transaction cost associated with the
liquidation. We verify the continuity of the value function and show that it is the unique
viscosity solution of the associated HJB equation. We also propose a perturbation method
to approximate the viscosity solution through a series of classical solutions with the help of
the stability property of viscosity solutions. We revise the definition of viscosity solutions
for the regime switching model and show that the value function is a strong-form viscosity
solution. Numerical results are presented at the end to show the relationship between the
optimal selling rate and the state variables.
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Chapter 1
Introduction
With the financial crisis being revealed over the past several years, the importance of liq-
uidity risk is gradually being appreciated by both practitioners and regulators. The term
‘liquidity risk’ refers to different issues against different backgrounds. Market liquidity
risk is the risk that a given financial asset cannot be traded quickly enough or in desired
volume without impacting the going market price. Whereas the risk that liabilities cannot
be met when they fall due is known as funding liquidity risk. These two types of liquid-
ity risk require different sets of tools for analysis. The liquidity risk and liquidity cost
discussed in this thesis mainly refer to market liquidity risk.
Stimulated by the introduction of electronic trading systems in a number of major ex-
changes, brokerages and traders specialized in automatic order execution emerge as the
mainstream in current markets. These institutions/personnels often deal with large orders
and heavily rely on mathematical models to quantify liquidity cost and to find the opti-
mal trading strategy. Quantification of the price impacts of block transaction can help us
value a large portfolio under liquidity constraints and price and hedge derivatives in illiquid
markets. As a result, methodologies applied in studies of optimal liquidation and those in
studies of liquidity risk often coincide with each other.
According to C¸etin and Rogers (2007), current literatures on (market) liquidity risk fall
into two classes: (1) studies on the effect of a large trader, and (2) studies on the price
impact due to immediacy provision by market makers. These are categorized as temporary
and permanent impacts of a large trader. First, the order size has an impact on local trans-
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action prices. Second, fundamental asset prices following a transaction are also affected
by a large order. Several market microstructure models have been proposed to explain the
price impacts of large transactions endogenously. For example, Kyle (1985) builds an eco-
nomic model with one market maker and a number of informed and uninformed investors.
In equilibrium, each order has a permanent impact on market prices as there is a possibility
that the order is induced by insider’s information. In another model by Easley and O’Hara
(1987), a temporary price impact is caused by the market maker’s inability to differentiate
between informed and uninformed traders.
Although the economic models are self-contained and can endogenously explain the
price impact, they are usually too simplified to give any suggestions to real-world optimal
liquidation problems. In another field of research which relies on models with strong ex-
ogenous assumptions on price impacts of large traders, optimal control is used to find the
best trading strategy to maximize the payoff from liquidation or to find the hedging strategy
to super-replicate a derivative. The assumptions provide enough tractability to generate a
solution, either analytically or numerically, and they can be relaxed step by step for a better
understanding of the model. Most literatures on optimal liquidation fall into this group.
Current literatures on optimal liquidation vary widely in the way of modelling liquidity
constraints and quantifying liquidity costs. In a perfectly liquid market, the optimal liqui-
dation becomes an optimal stopping problem in which traders are expected to find the best
stopping time to maximize the expected payoff from liquidation (Pemy and Zhang (2006)).
When the market is not perfectly liquid, a number of approaches have been adopted to
model the liquidity constraints in literatures. For example, Almgren and Chriss (2001) as-
sume separate terms in asset price dynamics to describe permanent and temporary price
impacts respectively. Within such framework, the trader is to find the optimal trading strat-
egy to minimize a combination of mean and variance of trading costs, which turns the
optimal liquidation into a mean-variance optimization problem. In Gassiat et al. (2012),
the liquidity constraint is taking another form, in which trading is only allowed at jump
times of a Cox process. C¸etin and Rogers (2007) use an explicit function  to model the
local transaction price given the size of an order. This is a temporary price impact since the
asset price after the trading is not impacted by the local transaction. Similar approaches can
be found in C¸etin et al. (2004); Rogers and Singh (2005). On the other hand, a permanent
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price impact is modelled by making the drift and diffusion terms of the price dynamics de-
pendent on the size of a transaction (Cuoco and Cvitanic´ (1998); Cvitanic´ and Ma (1996)).
In this thesis, we integrate permanent and temporary price impacts of liquidation in one
model by assuming that the asset price dynamics depend on actions of traders and the local
transaction price is determined by the size of a transaction. We first assume a Markov diffu-
sion model with a finite horizon and then a regime switching model with exit time. In both
cases, we apply the optimal control theory to characterize the value function as the unique
viscosity solution of the associated HJB equation. Our model set-up is in some sense simi-
lar to that of Zhu (2011) in which a finite time cost minimization problem of an insurance
company is studied with the surplus being modelled by a controlled diffusion process with
regime switching. The main difference is, apart from studying different problems, that
we prove the comparison principle which leads to the uniqueness of the viscosity solution
whereas there is no discussion of uniqueness in Zhu (2011). Other differences include the
introduction of a strong-form viscosity solution for the coupled system of HJB equations,
new assumptions which guarantee the continuity of the value function for regime switching
model, and the introduction of a perturbed problem to approximate the viscosity solution
by a sequence of classical solutions.
This thesis is organized as follows.
Chapter 2 introduces the stochastic control theory for Markov diffusion processes. A
few important results in this field are presented, which are necessary for later development
of the optimal liquidation problem. Since the associated HJB equation is a non-linear PDE
for which a classical solution usually does not exist, the viscosity solution is defined as a
solution of the non-linear PDE in a weak sense.
Chapter 3 discusses the optimal liquidation problem in a Markov diffusion model with
finite horizon. The stock price is assumed to follow a general Markov diffusion process
with drift and diffusion terms depending on the control, which reflects the permanent price
impact of liquidation. We follow C¸etin and Rogers (2007) by using functions  and g to
capture the temporary price impact of liquidation , with one for ‘flow’ trade before terminal
T and the other for block trade at T . The value function is non-decreasing in number of
shares to be liquidated, locally bounded and continuous. It is the unique viscosity solu-
tion of the HJB equation associated with the optimal liquidation problem. We introduce a
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perturbation to the model so that a classical solution exists for the perturbed problem. We
show that the sequence of classical solutions of the perturbed model converges to the value
function uniformly on compact sets. Currently there is no discussion of analytic viscosity
solutions in literatures on optimal control. The perturbation method is a potential way of
approximating a viscosity solution by a series of analytic classical solutions.
Chapter 4 further refines the model of Chapter 3 by introducing a market regime which
follows a Markov chain process and an exit time at which the number of shares reaches
0. In regime switching model, the single HJB equation turns into a coupled system of
non-linear PDEs. The presence of the market regime and the exit time complicates the
analysis to some degree. The study shows that all properties of the value function obtained
in Markov diffusion model still hold in regime switching model, i.e. monotonicity, local
boundedness, continuity, existence and uniqueness of the viscosity solution. Finally, a finite
difference method is applied to estimate the viscosity solution numerically and to show the
relationship between the optimal selling rate and initial values of state variables.
In Chapter 5, conclusions are drawn and suggestions on possible extension of the cur-
rent model are given for future research.
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Chapter 2
Stochastic Control of Markov Diffusion
Processes
2.1 Introduction
In this chapter, we give a brief introduction of the stochastic control theory for Markov
diffusion processes and present a few results that will be used repeatedly throughout this
thesis. This chapter serves only as a presentation of relevant background knowledge which
is mainly from textbooks, e.g. Fleming and Soner (2006); Pham (2009); Crandall et al.
(1992).
Stochastic control in Markov diffusion model is the study of the optimal control prob-
lem in a dynamic system driven by continuous-time Markov diffusion processes. The dy-
namic programming principle, which can be traced back to Bellman’s work in 1950s, con-
siders the idea of varying the initial values of a controlled system and constructs a relation
between value functions. For controlled Markov diffusion processes, the dynamic pro-
gramming principle leads to a second order, non-linear partial differential equation (PDE),
which is universally referred to as Hamilton-Jacobi-Bellman (HJB) equation. When the
PDE has a classical solution, which means that the solution is smooth enough so that its
first-order and second-order derivatives exist, the Verification Theorem is used to show that
the classical solution of the HJB equation is the value function, which is defined as the
optimal value achieved in the control problem.
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More often than not, HJB equations may not satisfy the strict regularity conditions.
In their breakthrough paper, Crandall and Lions (1983) provide a weak formulation of so-
lutions to a general first order non-linear PDE, which is called viscosity solutions. The
second order case is studied by Lions (1983a,b) and Jensen (1988).
This chapter is organized as follows. Section 2.2 formulates a general optimal control
problem and derives the dynamic programming principle. The HJB equation is derived
in Section 2.3 and the Verification Theorem is stated without proof. Section 2.4 gives the
definition of viscosity solutions as well as Ishii’s Lemma, which is critical in proving the
comparison principle.
2.2 Dynamic Programming Principle
Derivation of the main results of stochastic control theory is dependent on the particular
model set-up. Although we try to be as general as possible, we build the model in such a
way that all results in this chapter can be directly applied to the optimal liquidation problem
to be discussed in the next two chapters.
Let T be a fixed terminal time, t 2 [0; T ) the starting time and r 2 [t; T ] the generic
time variable. The control process u := u(r)0rT is called admissible control if u is
progressively measurable and u(r) 2 U for r 2 [0; T ], where U is a compact set in R.
Denote by U the admissible control set. Let X(r)trT be a controlled Markov diffusion
process in Rn associated with a control u governed by the stochastic differential equation
(SDE)
dX(r) = (r;X(r); u(r))dr + (r;X(r); u(r))dW (r) (2.1)
with initial value
X(t) = x; (2.2)
whereW is a d-dimensional Brownian motion on a filtered probability space (
;F ; fFrg;P).
Assumption 2.2.1 Assume functions  : [0; T ]RnU ! Rn and  : [0; T ]RnU !
Rnd satisfy the usual conditions: there exists a constant K  0 such that, for x; y 2 Rn,
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r 2 [0; T ] and  2 U ,
j(r; x; )  (r; y; )j+ j(r; x; )  (r; y; )j  Kjx  yj; (2.3)
j(r; x; )j+ j(r; x; )j  K(1 + jxj): (2.4)
Under Assumption 2.2.1, it can be shown that there exists a unique strong solution to the
SDE (2.1) with the initial value (2.2). See Pham (2009, chap. 2). Denote by Xut;x(r)trT
this unique solution associated with control u. The solution satisfies the condition that
Et
"
sup
r2[t;T ]
Xut;x(r)2
#
<1: (2.5)
Define the expected payoff function by
J(t; x;u) := Et
Z T
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e (T t)g
 
Xut;x(T )

;
for (t; x) 2 [0; T ]Rn and u 2 U .  > 0 is the discount rate. The objective is to maximize
the expected payoff J over admissible control set U . Define the value function V as the
optimal value over all admissible controls, which is
V (t; x) := sup
u2U
J(t; x;u):
Assumption 2.2.2 Let f : [0; T ]RnU ! R and g : Rn ! R be measurable functions
and g be lower-bounded. There exists a constant K > 0 such that, for r 2 [0; T ]; x 2
Rn;  2 U
jf(r; x; )j  K(1 + jxj2); (2.6)
jg(x)j  K(1 + jxj2): (2.7)
Assumption 2.2.2 guarantees that V is finite so that the optimal control problem is well
defined.
Theorem 2.2.3 (Dynamic programming principle) 1. Let (t; x) 2 [0; T ]  Rn,  be
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a Ft-stopping time and  =  ^ T . For all u 2 U , we have
V (t; x)  Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()

: (2.8)
2. Let (t; x) 2 [0; T ] Rn. For  > 0, there exists u 2 U such that for all Ft-stopping
time  and  =  ^ T , we have
V (t; x)    Et
Z 
t
e (r t)f
 
r;Xut;x(r); u
(r)

dr + e ( t)V
 
;Xu

t;x()

:
(2.9)
Dynamic programming principle (DPP) has a very intuitive meaning. Given a stopping
time  =  ^ T , the optimal control in finite horizon [t; T ] can be achieved in two steps:
first solving the optimization problem in [; T ] with initial state valueXut;x(), then looking
for the optimal control u in time interval [t;  ] to maximize the value of
Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()

:
Although the intuition behind the DPP is easy, a rigorous proof of the principle is rather
tricky and closely dependent on the model set-up. There are many literatures directly ap-
plying DPP with only a reference saying the proof can be found in another paper, where the
model set-up is totally different. For example, in Fleming and Soner (2006), the DPP holds
only under certain conditions which guarantee a continuous value function. Whereas in
some literatures, DPP is used to prove the continuity of value function. Bhouchard and Touzi
(2011) introduce a weak version dynamic programming principle that does not need the
regularity condition a priori. Gassiat et al. (2012) find a way to get around of the require-
ment of continuous value function at the boundary. Pham (2009) gives another concise
proof of DPP which is dependent on the non-trivial measurable selection theorem. Since
this thesis is not a discussion of the fundamental control theory, we will give the concise
proof in Pham (2009) without covering the measurable selection theorem.
Proof For an admissible control u 2 U , the Markov process Xut;x is uniquely defined. So
Xut;x(r) = X
u
;Xut;x()
(r)
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for r   .
By the law of iterated conditional expectation, we have
J(t; x;u)
=Et
 Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr +
Z T

e (r t)f
 
r;Xut;x(r); u(r)

dr
+ e (T t)g
 
Xut;x(T )
 
=Et
 Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)
Z T

e (r )f

r;Xu;Xut;x()(r); u(r)

dr
+ e ( t)e (T )g
 
Xut;x(T )
 
=Et
 Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)J
 
;Xut;x();u
 
:
Since J  V and u is arbitrary in U , we have
J(t; x;u)  sup
u2U
Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()

:
By taking supremum over u on the left hand side, we obtain
V (t; x)  sup
u2U
Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()

: (2.10)
Let u 2 U be an arbitrary control and  a stopping time defined earlier. For  > 0, there
exists a -optimal control u such that
V
 
;Xut;x()
    J  ;Xut;x();u :
Define a new control u^ as
u^(r) =
(
u(r) r 2 [0;  ];
u(r) r 2 [; T ]:
By the measurable selection theorem, it can be shown that the process u^ is progressively
measurable. Furthermore, u^(r) 2 U . So u^ 2 U . By the law of iterated conditional
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expectation, we have
J(t; x; u^)
=Et
 Z 
t
e (r t)f
 
r;X u^t;x(r); u^(r)

dr + e ( t)
Z T

e (r )f
 
r;X u^t;x(r); u^(r)

dr
+ e (T t)g
 
X u^t;x(T )
 
=Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)J
 
;Xut;x(); u^

=Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)J
 
;Xut;x();u


Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()
  :
By sending  to 0 and taking supremum over u on the right hand side of the inequality
above, we get
V (t; x)  J(t; x; u^)
 sup
u2U
Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()

: (2.11)
Combining (2.10) and (2.11), we have
V (t; x) = sup
u2U
Et
Z 
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e ( t)V
 
;Xut;x()

;
which is equivalent to (2.8) and (2.9).
2.3 Hamiltonian-Jacobian-Bellman Equation
In this section, we give a formal derivation of the Hamiltonian-Jacobian-Bellman (HJB)
equation, which describes the local behavior of the value function for a controlled Markov
diffusion process. Because of the Brownian motion term in the Markov diffusion process,
the HJB equation is a second order non-linear PDE. If the non-linear PDE is uniformly
parabolic, it has a unique classical solution. Given the existence of a smooth classical
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solution, Verification Theorem shows that the classical solution is the value function. As a
byproduct, the optimal control can be characterized.
Let h > 0. Define a constant control u such that u(r)   2 U for r 2 [0; T ]. It is
straightforward that u 2 U . By the dynamic programming principle from Theorem 2.2.3,
we have
V (t; x)  Et
Z t+h
t
e (r t)f
 
r;Xut;x(r); u(r)

dr + e (t+h t)V
 
t+ h;X ut;x(t+ h)

:
(2.12)
Assume that the value function V is first-order differentiable in t and second-order
differentiable in x. For  2 U and a smooth function V , define the operator L by
LV (t; x) := T (t; x; )DxV (t; x) + 1
2
tr
 
T (t; x; )D2xV (t; x)(t; x; )

;
where the superscript T represents the transpose of a vector or a matrix.
By applying Dynkin’s formula (see Øksendal (2010, Chapter 7)) to V , we have
Et

e (t+h t)V (t+ h;X ut;x(t+ h))

=V (t; x) + Et
Z t+h
t
e (r t)

 V + @
@t
V + LV

(r;X ut;x(r))dr

: (2.13)
Combining (2.12) and (2.13), we get
0  Et
Z t+h
t
e (r t)

 V + @
@t
V + LV

(r;X ut;x(r)) + f
 
r;X ut;x(r); u(r)

dr

:
Divide both sides by h and let h converge to 0. Note that u(r)  . By the mean value
theorem, we have
0   V (t; x) + @
@t
V (t; x) + LV (t; x) + f(t; x; ):
By taking supremum of the right hand side over  and rearranging, we have
V (t; x)  @
@t
V (t; x)  sup
2U
[LV (t; x) + f(t; x; )]  0:
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To further show the equality, let u be the optimal control of the problem and Xut;x be
the associated state process. By applying dynamic programming principle again, we have
V (t; x)  @
@t
V (t; x)  Lu(t)V (t; x) + f(t; x; u(t)) = 0:
Therefore, the HJB equation takes the form
V (t; x)  @
@t
V (t; x)  sup
2U
[LV (t; x) + f(t; x; )] = 0 (2.14)
for (t; x) 2 [0; T ) Rn.
When a smooth solution of the HJB equation exists, it still needs to be verified that the
solution is the value function of the optimal control problem. This is known as Verification
Theorem. From now on, we denote by C1;2([0; T )  Rn) the set of functions f(t; x) that
is first-order continuously differentiable with respect to t and second-order continuously
differentiable with respect to x and byC0([0; T ]Rn) the set of functions that is continuous
in [0; T ] Rn.
Theorem 2.3.1 (Verification Theorem) Let V be the value function defined earlier and
W 2 C1;2([0; T ) Rn)TC0([0; T ] Rn). Assume there is a constant K > 0 such that
W (t; x)  K(1 + jxj2) (2.15)
for all (t; x) 2 [0; T ] Rn.
1. Suppose that
W (t; x)  @
@t
W (t; x)  sup
2U
[LW (t; x) + f(t; x; )]  0; (t; x) 2 [0; T ) Rn;
(2.16)
W (T; x)  g(x); x 2 Rn: (2.17)
ThenW  V on [0; T ] Rn.
2. In addition to the assumption in 1, suppose further thatW (T; ) = g and there exists
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a measurable function u : [0; T ) Rn ! U such that
W (t; x)  @
@t
W (t; x)  Lu(t;x)W (t; x) + f(t; x; u(t; x)) = 0: (2.18)
ThenW = V on [0; T ] Rn and u is the optimal Markovian control.
Proof 1. Fix a control u 2 U . For n > 0, define a series of stopping times n by
n := inffr  t :
Z r
t
jDxW (s;Xut;x(s))T(s;Xut;x(s); u(s))j2ds  ng:
Then n % 1 as n goes to infinity. For r 2 [t; T ], let n = n ^ r. By applying Dynkin’s
formula, we have
Et

e (n t)W
 
n; X
u
t;x(n)

=W (t; x) + Et
 Z n
t
e (s t)

  W  s;Xut;x(s)
+
@
@t
W
 
s;Xut;x(s)

+ Lu(s)W  s;Xut;x(s) ds:
(2.19)
By combining (2.16) with (2.19), we have
Et

e (n t)W
 
n; X
u
t;x(n)
 W (t; x)  Et Z n
t
e (s t)f
 
s;Xut;x(s); u(s)

ds

:
(2.20)
By (2.15) and (2.5), the left hand side of (2.20) is finite because
Et
W  n; Xut;x(n)  K
 
1 + Et
"
sup
r2[t;T ]
Xut;x(r)2
#!
<1:
Due to (2.6) and (2.5), the second term on the right hand side of (2.20) is finite as well
because
Et
Z n
t
f
 
s;Xut;x(s); u(s)

ds
  Et Z T
t
f  s;Xut;x(s); u(s) ds
 K
 
1 + Et
"
sup
r2[t;T ]
Xut;x(r)2
#!
<1:
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Due to the integrability of both sides of (2.20), we can apply the dominated convergence
theorem. SinceW is continuous on [0; T ]Rn, by sending n to infinity and r to T in (2.20),
we can get
Et

e (T t)g
 
Xut;x(T )
  W (t; x)  Et Z T
t
e (s t)f
 
s;Xut;x(s); u(s)

ds

:
Since u 2 U is arbitrary, we have
W (t; x)  sup
u2U
Et
Z T
t
e (s t)f
 
s;Xut;x(s); u(s)

ds+ e (T t)g
 
Xut;x(T )

= V (t; x):
2. Since u(r; x) 2 U is an admissible control, we apply u as the control. By applying
Dynkin’s formula, we have
Et

e (r t)W
 
r;Xu

t;x(r)

=W (t; x) + Et
 Z r
t
e (s t)

  W  s;Xut;x(s)
+
@
@t
W
 
s;Xu

t;x(s)

+ Lu(s;Xut;x(s))W  s;Xut;x(s) ds:
(2.21)
Substituting (2.18) into (2.21), we have
Et

e (r t)W
 
r;Xu

t;x(r)

= W (t; x)  Et
Z r
t
e (s t)f
 
s;Xu

t;x(s); u
(s)

ds

:
By sending r to T , we get
W (t; x) = Et
Z T
t
e (s t)f
 
s;Xu

t;x(s); u
(s)

ds+ e (T t)g
 
Xu

t;x(T )
  V (t; x):
Since W  V and W  V , W is equal to the value function V with u being the
optimal Markovian control.
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2.4 Viscosity Solution
Although Verification Theorem shows that a smooth solution of the HJB equation (2.8) is
the value function for the control problem, a smooth solution does not necessarily exist for
a non-linear PDE. In general, the value function is not smooth enough to satisfy the HJB
equation in a classical sense. Fleming and Soner (2006, Section II.2) give an example that
a function other than the value function satisfies the HJB almost everywhere. Therefore a
weaker formulation of solutions of the HJB equation is necessary.
Crandall and Lions (1983) propose a new way of formulating solutions of a non-linear
PDE, which is called viscosity solution. A complete survey on the development of viscosity
solutions can be found in Crandall et al. (1992). Here we give two equivalent definitions
of the viscosity solution. One is the standard definition and the other is the definition in
terms of subjet and superjet which is helpful in the proof of the comparison principle and
the uniqueness of the value function.
Definition 2.4.1 (Viscosity Solution) LetW (; ) be a continuous function on [0; T ]Rn.
1. W is a viscosity subsolution of the HJB equation (2.14) if, for ' 2 C1;2([0; T )Rn)
such thatW   ' attains its maximum at (t; x) 2 [0; T ) Rn,
W (t; x)  @
@t
'(t; x)  sup
2U
[L'(t; x) + f(t; x; )]  0: (2.22)
2. W is a viscosity supersolution of (2.14) if, for ' 2 C1;2([0; T )Rn) such thatW '
attains its minimum at (t; x) 2 [0; T ) Rn,
W (t; x)  @
@t
'(t; x)  sup
2U
[L'(t; x) + f(t; x; )]  0: (2.23)
3. W is a viscosity solution of (2.14) if it is both a viscosity subsolution and a viscosity
supersolution.
Remark 2.4.2 1. Without loss of generality, we can assume thatW (t; x) = '(t; x).
2. The assumption of continuity ofW is not necessary. For a semi-continuous function,
the viscosity solution is defined in terms of its upper semi-continuous envelope and
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lower semi-continuous envelope. Since all the value functions discussed in this thesis
are continuous, we only give the definition of continuous viscosity solution to simplify
the expression.
Next, we give an equivalent definition of viscosity solutions in terms of superjets and
subjets, which is necessary for the proof of the comparison principle.
For an upper semi-continuous function W , the second order superjet P2;+W (t; x) at
(t; x) 2 [0; T ) Rn is the set of elements (q; p; M) 2 R Rn  Sn such that
W (t; x)  W (t; x) + q(t  t) + p(x  x) + 1
2
M(x  x)  (x  x) + o(jt  tj+ jx  xj2);
where Sn is the set of n n symmetric matrices and o(jt  tj+ jx  xj2) is a higher order
error term.
By the same token, for a lower semi-continuous function V at (t; x) 2 [0; T )Rn, the
second order subjet P2; V (t; x) is the set of (q; p; M) 2 R Rn  Sn such that
V (t; x)  V (t; x) + q(t  t) + p(x  x) + 1
2
M(x  x)  (x  x) + o(jt  tj+ jx  xj2):
It is easy to show by the Taylor expansion that for ' 2 C1;2([0; T )  Rn) such that
W   ' attains it maximum at (t; x), then
@
@t
'(t; x); Dx'(t; x); D
2
x'(t; x)

2 P2;+W (t; x): (2.24)
The converse is not trivial and can be found in Fleming and Soner (2006). For any
(q; p;M) 2 P2;+W (t; x), there exists ' 2 C1;2([0; T )  Rn) such that W   ' attains its
maximum at (t; x) and
(q; p;M) =

@
@t
'(t; x); Dx'(t; x); D
2
x'(t; x)

: (2.25)
Lemma 2.4.3 Given (t; x) 2 [0; T )  Rn, the triplet (q; p;M) 2 P2;+W (t; x) (resp.
P2; V (t; x)) if and only if there exists ' 2 C1;2([0; T )  Rn) satisfying (2.25) such that
(t; x) 2 [0; T ) Rn is a maximum (resp. minimum) ofW   ' (resp. V   ').
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The limiting superjet P2;+W (t; x) is a set of elements (q; p;M) 2 R  Rn  Sn
for which there exists a sequence (t; x; q; p;M) in [0; T )  Rn  P2;+W (t; x) such
that (t; x;W (t; x); q; p;M) converges to (t; x;W (t; x); q; p;M). The limiting subjet
P2; V (t; x) is defined in a similar way.
The alternative definition of viscosity solutions is presented as follows.
Lemma 2.4.4 (Viscosity Solution) A continuous functionW on [0; T )Rn is a viscosity
subsolution (resp. supersolution) to the HJB equation (2.14) if and only if, for all (t; x) 2
[0; T ) Rn and (q; p;M) 2 P2;+W (t; x) (resp. (q; p;M) 2 P2; W (t; x)),
W (t; x)  q   sup
2U

T (t; x; )p+
1
2
tr
 
T (t; x; )M(t; x; )

+ f(t; x; )

 0;
(resp.  0):
(2.26)
The uniqueness of a viscosity solution of a second order HJB equation is first proved in
Jensen (1988). The introduction of Ishii’s lemma greatly improves the proof for the second
order problem. Next we will give Ishii’s lemma for problems of parabolic types without
proof. The reader is referred to Crandall et al. (1992, Theorem 8.3) for a complete proof.
Lemma 2.4.5 (Ishii’s lemma) Let W and V be continuous functions on [0; T ]  Rn,  2
C1;2;1;2([0; T )  Rn  [0; T )  Rn) and (t; x; r; y) 2 [0; T )  Rn  [0; T )  Rn a local
maximum of W (t; x)   V (r; y)    (t; x; r; y). Then, for  > 0, there exist M; N 2 Sn
such that 
@
@t
 (t; x; r; y); Dx (t; x; r; y);M

2 P2;+W (t; x);
  @
@r
 (t; x; r; y); Dy (t; x; r; y); N

2 P2; V (r; y);
and  
M 0
0  N
!
 D2x;y (t; x; r; y) + 
 
D2x;y (t; x; r; y)
2
: (2.27)
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Chapter 3
Optimal Liquidation in a Markov
Diffusion Model
3.1 Introduction
In this chapter, we discuss the optimal liquidation problem in a finite horizon Markov
diffusion model. Both permanent and temporary price impacts of liquidation are considered
in this model. The fundamental asset price is affected by a large order through its drift and
diffusion terms depending on the order size. The local transaction price which is only
effective temporarily is determined by the size of an order through some predetermined
functions.
Within such framework, the objective of the trader is to maximize the expected payoff
by optimally selling the stock endowed at starting time. The main result of this chapter
states that the value function is the unique viscosity solution of the HJB equation asso-
ciated with the optimal liquidation problem. Usually the HJB equation cannot be solved
analytically. We propose a perturbation method of slightly tweaking the model such that a
classical solution exists for the perturbed model. Then we show that the sequence of clas-
sical solutions converges to a limit, which is exactly the viscosity solution for the original
model.
The rest of this chapter is arranged as follows. Section 3.2 introduces the set-up of
the model. The continuity and some other properties of the value function are proved in
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Section 3.3. We characterize the value function as the unique viscosity solution of the
associated HJB equation in Section 3.4 and Section 3.5. In Section 3.6, a perturbation is
introduced to the original model to find a sequence of classical solutions convergent to the
original viscosity solution.
3.2 Problem Formulation
Let (
;F ;P) be a probability space. fFrg is a filtration generated by a standard P-
Brownian motionW (r), augmented by all P-null sets. The probability space (
;F ;P) to-
gether with the filtration fFrg is called a filtered probability space, denoted by (
;F ; fFrg;P).
Let r 2 [t; T ] be the generic time variable, T the fixed terminal time and t 2 [0; T ) the start-
ing time. We consider the optimal liquidation of a large block of stock. But it could be any
other asset as well. Let S(r)0rT be the stock price and X(r)0rT the number of shares
of stock held at r. Let u(r)0rT denote the rate of selling the stock, which is the con-
trol variable in this optimal liquidation problem. The process u := u(r)0rT is called an
admissible control if
1. The process u is progressively measurable, which means that u(r) is measurable with
respect to the -algebra B([0; r])NFr,
2. u(r) 2 U for 0  r  T , where U  [0;1) is a compact set.
Denote by U the set of all admissible controls.
The stock price S(r) follows a general Markov diffusion process described by
dS(r) = (r; S(r); u(r))dr + (r; S(r); u(r))dW (r): (3.1)
Note that in the stock price dynamics, the drift and diffusion terms depend not only on
time and state variables but also on the control u. In this way, the trader’s transaction has an
indirect impact on the fundamental stock price. This effect is defined in many literatures as
the permanent price impact of a large trader. For example, Cuoco and Cvitanic´ (1998) and
Cvitanic´ and Ma (1996) assume a diffusion model for the price dynamics in which the drift
and diffusion terms depend on a large trader’s trading strategy. Similarly, Bank and Baum
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(2004) assume that drift and diffusion terms of the asset price depend on the trades of a
single large investor and extend the discrete-time model of Jarrow (1994) to continuous
time. From the perspective of market microstructure theory, several theoretical models
have been built to explain the permanent price impact of a large trader. In Kyle (1985), an
equilibrium model is used to show that asset prices depend on the large trader’s actions. In
that model, each order has a permanent impact on market prices due to the possibility that
the order might be information-induced. Similar models are proposed in other literatures of
market microstructure theory including Back (1992) and Foster and Viswanathan (1996).
We implicitly assume that the stock price S(r) is positive for 0  r  T . A sufficient
condition that guarantees a positive stock price is that S(r) follows a geometric Brownian
motion (GBM) process, i.e.
dS(r) = (r; u(r))S(r)dr + (r; u(r))S(r)dW (r):
Note that all conclusions made for the general Markov diffusion process (3.1) hold
for the GBM process as well. Throughout this thesis, we denote by K a generic positive
constant which may take different values at different places. From time to time, we may
use K with subscripts, e.g. Kx and Kx;s, to signify the dependence of the generic positive
constant on particular values of x and (x; s).
Wemake the following assumption on the drift and diffusion coefficients of the SDE (3.1):
Assumption 3.2.1 (Lipschitz condition and linear growth condition) Let  : [0; T ] 
R+  U ! R+ and  : [0; T ]  R+  U ! R+ be continuous functions. For f = ; ,
t; r 2 [0; T ], s; z 2 (0;1) and  2 U ,
jf(t; s; )  f(r; z; )j  K(jt  rj+ js  zj); (3.2)
jf(t; s; )j  K(1 + jsj): (3.3)
With Assumption 3.2.1, it can be shown that, for any admissible control u 2 U , there
exists a unique strong solution of the SDE (3.1) starting from t with the initial value S(t) =
s 2 (0;1) (see e.g. Pham (2009)). Denote the unique solution by fSut;s(r); t  r  Tg,
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where the superscript and subscripts signify its association with the control u and the initial
value s.
Lemma 3.2.2 Given Assumption 3.2.1, there exists a constant K > 0 such that
(1) for s 2 (0;1),  2 [t; T ], u 2 U and p = 1; 2,
Et
"
sup
r2[t;T ]
Sut;s(r)p
#
 K(1 + sp); (3.4)
Et
"
sup
r2[t;]
Sut;s(r)  sp
#
 K(1 + sp)(   t) p2 ; (3.5)
(2) for s1; s2 2 (0;1) and u 2 U ,
Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)
#
 K js1   s2j : (3.6)
Proof (1) In Pham (2009, Theorem1.3.16), it is shown that
Et
"
sup
r2[t;T ]
Sut;s(r)2
#
 K(1 + s2):
By Cauchy-Schwarz inequality, we have
 
Et
"
sup
r2[t;T ]
Sut;s(r)
#!2
 Et
"
sup
r2[t;T ]
Sut;s(r)2
#
 K(1 + s2)  K(1 + s)2:
Taking the square roots of both sides, we get
Et
"
sup
r2[t;T ]
Sut;s(r)
#
 K(1 + s);
which completes the proof of (3.4).
According to Krylov (1980, Chapter 2), it can be shown that
Et
"
sup
r2[t;]
Sut;s(r)  s2
#
 K(1 + s2)(   t):
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By Cauchy-Schwarz inequality, we have
 
Et
"
sup
r2[t;]
Sut;s(r)  s
#!2
 Et
"
sup
r2[t;]
Sut;s(r)  s2
#
 K(1 + s2)(   t)
 K(1 + s)2(   t):
This leads to (3.5).
(2) By SDE (3.1), Sut;s1(r) and S
u
t;s2
(r) can be written as
Sut;s1(r) = s1 +
Z r
t

 
; Sut;s1(); u()

d +
Z r
t

 
; Sut;s1(); u()

dW ();
Sut;s2(r) = s2 +
Z r
t

 
; Sut;s2(); u()

d +
Z r
t

 
; Sut;s2(); u()

dW ():
Squaring the difference between Sut;s1(r) and S
u
t;s2
(r) and taking expectation of the
supremum, we have
Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)2
#
=Et
"
sup
r2[t;T ]
(s1   s2) + Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

d
+
Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

dW ()
2#
3 js1   s2j2 + 3Et
"
sup
r2[t;T ]
Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

d
2
#
+ 3Et
"
sup
r2[t;T ]
Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

dW ()
2
#
=3js1   s2j2 + I1 + I2: (3.7)
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By Lipschitz condition (3.2) and Cauchy-Schwarz inequality, I1 can be written as
I1 =3Et
"
sup
r2[t;T ]
Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

d
2
#
3TEt
"
sup
r2[t;T ]
Z r
t
(; Sut;s1()u())  (; Sut;s2(); u())2 d
#
3TEt
Z T
t
(; Sut;s1(); u())  (; Sut;s2(); u())2 d
K
Z T
t
Et
h 
Sut;s1()  Sut;s2()
2i
d: (3.8)
The other term I2 is
I2 =3Et
"
sup
r2[t;T ]
Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

dW ()
2
#
=3Et
24 sup
r2[t;T ]
Z r
t
 
(; Sut;s1(); u())  (; Sut;s2(); u())

dW ()

!235
KEt
Z T
t
(; Sut;s1(); u())  (; Sut;s2(); u())2 d
K
Z T
t
Et
h 
Sut;s1()  Sut;s2()
2i
d; (3.9)
where we have applied Burkholder-Davis-Gundy inequality (see Karatzas and Shreve (1991,
Section 3.3)) on the third line above and Lipschitz condition on the last line.
By combining (3.7), (3.8) and (3.9), we have
Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)2
#
3 js1   s2j2 +K
Z T
t
Et
h 
Sut;s1()  Sut;s2()
2i
d
3 js1   s2j2 +K
Z T
t
Et
"
sup
r2[t; ]
Sut;s1(r)  Sut;s2(r)2
#
d:
(3.10)
By Gronwall’s inequality (see Karatzas and Shreve (1991, Section 5.2)), there exists a
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constantK > 0 such that
Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)2
#
 K js1   s2j2 :
By Cauchy-Schwarz inequality, we have
 
Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)
#!2
Et
24 sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)
!235
=Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)2
#
 K js1   s2j2 :
So there is a constant K > 0 such that, for all s1; s2 2 (0;1),
Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)
#
 K js1   s2j ;
which is (3.6).
Following Pemy et al. (2008), we model the stock liquidation with a ‘fluid’ model in the
sense that the stock holding is liquidated by continuous selling over time. The liquidation
is determined by the rate of selling u(r) 2 U  [0;1) where U is a compact set. In
the model, the trader sells the stock at rate of u(r) when u(r) is strictly positive and stops
selling if u(r) = 0. LetX(r) be the number of shares of stock held at time r, which follows
the dynamics
dX(r) =  u(r)dr: (3.11)
Let fXut;x(r); t  r  Tg denote the process of stock holding associated with control u,
starting from time t 2 [0; T ) with initial value X(r) = x 2 (0;1). From (3.11), we can
write Xut;x(r) as
Xut;x(r) = x 
Z r
t
u(s)ds: (3.12)
Since U is compact, u(r) is bounded from above by a constant N . From (3.12), we
have Xut;x(r) 2 [x   NT; x] for t  r  T . The fact that Xut;x(r) is bounded will be used
later in various places.
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Suppose a large trader, starting from time t, is endowed with a block of stock with size
x > 0 to be liquidated by terminal time T . The initial stock price is s > 0. Apart from the
indirect permanent price impact by a large trader, there is a direct temporary price impact
from the large trader as well. In the model with temporary price impact in C¸etin and Rogers
(2007), a large trader’s activities only affect local transaction price. When the transaction
is completed, the asset price will go back to its fundamental level. In other words, trading
at one point in time has no impact on the transaction price at other time. A number of
other papers adopt similar approaches. In C¸etin et al. (2004), a local supply curve for
the transaction price of a security is assumed as a function of trade size, i.e. a function
S(t; x) of trade size x. The marginal price S(t; 0) represents the fundamental asset price
without concern of liquidity. Easley and O’Hara (1987) propose an economic model to
explain the temporary liquidation impact. In their model, the market maker does not know
exactly whether there is informed trader or not. When order size increases, it could be a
signal of the arrival of new information. When order flow goes down, the market maker’s
subjective belief of the presence of new information diminishes and the price recovers. This
mechanism leads to a temporary price impact of large trader. Instead of using a local supply
curve to model the transaction price, C¸etin and Rogers (2007) explicitly assume a function
() to model the temporary price impact. For x shares of stock liquidated in a single
transaction, the price the trader gets from markets is (x)Si where Si is the fundamental
stock price. Of course, in a completely liquid market, (x) = x and the trader’s effective
price is xSi, which is just like the situation in a frictionless market.
Whereas in our model, the trader liquidates the stock in a continuous fashion until ter-
minal time T . When the trader is left with a positive number of shares at T , he must sell the
block all at once. If he is left with a short position (X(T ) is negative), he must buy back the
same amount of stock and close his short position. Models by Obizhaeva and Wang (2012);
Alfonsi et al. (2010) reveal that the optimal trading strategy is absolutely continuous except
for very small block trades at the beginning and end of trading, which suggests our model
combining ‘flow’ trade and block trade is more realistic. We adopt similar functions as
in C¸etin and Rogers (2007) to model the local transaction price with liquidity constraints.
Although the function in their paper is for block trade in discrete time, we use the functions
for both ‘flow’ trade before T and for block trade at T . Let () be the function measuring
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the temporary price impact of a ‘flow’ trade at rate  and g(x) the function measuring the
temporary price impact of a block trade of size x. Define the expected payoff associated
with a control u 2 U for (t; x; s) 2 [0; T ) R R+ and u 2 U by
J(t; x; s; u) := Et
Z T
t
e (r t) (u(r))Sut;s(r)dr + e
 (T t)g
 
Xut;x(T )

Sut;s(T )

;
where  > 0 is a discount rate. We make the following assumption on functions  and g.
Assumption 3.2.3 Functions  : R 7! R and g : R 7! R are continuous, concave and
increasing. For f = ; g, f(0) = 0 and f 0(0) = 1. Furthermore, the function g satisfies
Lipschitz condition: there exists a constantK > 0 such that, for x; y 2 R,
jg(x)  g(y)j  Kjx  yj: (3.13)
Remark 3.2.4 In a completely liquid market, () =  and g(x) = x. The expected payoff
turns into
Et
Z T
t
e (r t)u(r)Sut;s(r)dr + e
 (T t)Xut;x(T )S
u
t;s(T )

;
which is exactly the expected payoff from liquidation in a frictionless market.
Remark 3.2.5 A particular form of the function  assumed in C¸etin and Rogers (2007) is
() =
1  e

;
where  is the liquidity parameter. Lower  stands for a more liquid market. As  goes to
0, () converges to , which corresponds to the case for completely liquid market.
The objective of the trader in our model is to maximize the expected payoff from stock
liquidation over the set of admissible controls. Define the value function V by
V (t; x; s) := sup
u2U
J(t; x; s;u) (3.14)
for (t; x; s) 2 [0; T ) R R+.
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There are many other ways of formulating the optimal liquidation problem. For exam-
ple, Almgren and Chriss (2001) construct a finite horizon discrete-time model with both
permanent and temporary price impacts. The trader is to find an optimal trajectory of
stock holding to minimize a combination of mean and variance of liquidation costs. The
mean-variance criteria are also used in Konishiy and Makimoto (2001); Almgren (2003);
Huberman and Stanzl (2005). In another formulation, Pemy and Zhang (2006) consider an
optimal stopping problem in a finite horizon continuous-time model. The objective is to
find an optimal time to sell the whole block of stock all at once to maximize the expected
payoff. The optimal stopping problem can be traced back to McKean (1960) and has been
covered by many papers, e.g. Guo and Zhang (2005); Pemy et al. (2007). Regarding the
criteria to be optimized, apart from the expected payoff, the expected utility is often taken
as the objective in literatures on optimal liquidation. For example, C¸etin and Rogers (2007)
study the optimal liquidation to maximize the utility of terminal wealth in a finite horizon
discrete-time model. Other literatures taking utility maximization as the objective of the
optimal liquidation include Pham and Tankov (2009); Gassiat et al. (2012).
For convenience of later presentations throughout this chapter, define the operator L,
associated with a constant  2 U , by
Lf(t; x; s) :=   @
@x
f(t; x; s) + (t; s; )
@
@s
f(t; x; s) +
1
2
2(t; s; )
@2
@s
f(t; x; s)
for any smooth function f(t; ; ) 2 C1;2.
To simplify the notation, let O := [0; T )RR+ and O the closure of O. By (2.14),
the HJB equation for the optimal liquidation problem is
V (t; x; s)  @
@t
V (t; x; s)  sup
2U
[LV (t; x; s) + ()s] = 0 (3.15)
for (t; x; s) 2 O, with the terminal condition
V (T; x; s) = g(x)s: (3.16)
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3.3 Properties of Value Function
In this section, we will discuss some properties of the value function for the optimal liqui-
dation problem.
Lemma 3.3.1 For (t; s) 2 [0; T ] R+, V (t; ; s) is non-decreasing in R.
Proof For   0, let x 2 R and y = x+ . For r 2 [t; T ] and u 2 U , we have
Xut;y(r) = (x+ ) 
Z r
t
u()d = Xut;x(r) +   Xut;x(r):
Since function g() is increasing and the admissible control set U is independent of time
variable t and state variables (x; s), we have
V (t; y; s) = sup
u2U
Et
Z T
t
e (r t) (u(r))Sut;s(r)dr + e
 (T t)g
 
Xut;y(T )

Sut;s(T )

 sup
u2U
Et
Z T
t
e (r t) (u(r))Sut;s(r)dr + e
 (T t)g
 
Xut;x(T )

Sut;s(T )

= V (t; x; s):
Note that we have not shown the monotonicity of the value function in s. This is due to
the general Markov diffusion process assumed for the stock price. Since the stock price is
not increasing in its initial value s, the value function is not necessarily increasing in s.
Lemma 3.3.2 For (t; x; s) 2 O, the absolute value jV (t; x; s)j is bounded by some con-
stantKx;s depending on (x; s). That is, V (t; x; s) is locally bounded.
Proof By (3.5), we have
Et
"
sup
r2[t;T ]
Sut;s(r)  s
#
 K(1 + s)(T   t)1=2  K(1 + s);
where K is a constant independent of t. Because
Et
"
sup
r2[t;T ]
Sut;s(r)
#
  s  Et
"
sup
r2[t;T ]
Sut;s(r)  s
#
;
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we get
Et
"
sup
r2[t;T ]
Sut;s(r)
#
 K(1 + s):
Since Xut;x(T ) 2 [x   NT; x] and g() is continuous, g(Xut;x(T )) is bounded by a con-
stantKx depending on x.
By definition of the value function, we get
jV (t; x; s)j  sup
u2U
Et
Z T
t
 (u(r))Sut;s(r) dr + g  Xut;x(T )Sut;s(T )
 sup
u2U
Et

K
Z T
t
Sut;s(r) dr +Kx Sut;s(T )
 sup
u2U
 
K
Z T
t
Et
"
sup
2[t;T ]
Sut;s()
#
dr +KxEt
"
sup
r2[t;T ]
Sut;s(r)
#!
 K(1 + s)(T   t) +Kx(1 + s)  Kx;s;
which completes the proof.
Theorem 3.3.3 Given Assumptions 3.2.1 and 3.2.3, the value function V (; ; ) is continu-
ous on O.
Proof We will show the continuity of the value function V in two steps. First, V (t; ; ) is
continuous on R R+, uniformly in t 2 [0; T ]. Second, V (; x; s) is continuous on [0; T ].
Step 1:
Let (x1; s1); (x2; s2) 2 R  R+ and t 2 [0; T ]. By the supremum nature of the value
function V , for any  > 0 there exists a control u 2 U such that
V (t; x1; s1)    Et
Z T
t
e (r t) (u(r))Sut;s1(r)dr + e
 (T t)g
 
X ut;x1(T )

S ut;s1(T )

(3.17)
and
V (t; x2; s2)  Et
Z T
t
e (r t) (u(r))Sut;s2(r)dr + e
 (T t)g
 
X ut;x2(T )

Sut;s2(T )

:
(3.18)
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By subtracting (3.18) from (3.17), we get
V (t; x1; s1)  V (t; x2; s2)  
Et
 Z T
t
 (u(r))  S ut;s1(r)  Sut;s2(r) dr + g  X ut;x1(T )S ut;s1(T )  g  X ut;x2(T )Sut;s2(T ) 
Et
 Z T
t
 (u(r))  S ut;s1(r)  Sut;s2(r) dr
+ Et
 g  X ut;x1(T )Sut;s1(T )  g  X ut;x1(T )Sut;s2(T ) 
+ Et
 g  X ut;x1(T )Sut;s2(T )  g  X ut;x2(T )Sut;s2(T ) 
=I1 + I2 + I3; (3.19)
where we have used the fact that e (r t)  1 for r 2 [t; T ]. Because () is continuous
and the control u(r) 2 U for t  r  T where U is a compact set, (u(r)) is bounded by
some constant K. So we have
I1 KEt
Z T
t
S ut;s1(r)  Sut;s2(r) dr = K Z T
t
Et
Sut;s1(r)  Sut;s2(r) dr
KEt
"
sup
r2[t;T ]
S ut;s1(r)  S ut;s2(r)
#
:
By (3.6), we get
I1  Kjs1   s2j: (3.20)
Since X ut;x1(T ) 2 [x1  NT; x1] and g is continuous, jg(X ut;x1(T ))j is bounded by Kx1
and I2 can be written as
I2 Kx1Et
S ut;s1(T )  S ut;s2(T )  Kx1Et
"
sup
r2[t;T ]
Sut;s1(r)  Sut;s2(r)
#
Kx1 js1   s2j; (3.21)
where we have applied (3.6) again in the last line above.
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By (3.13) and (3.4), we have
I3 Et
  g  X ut;x1(T )  g  X ut;x2(T )Sut;s2(T ) 
Kjx1   x2jEt

sup
r2[t;T ]
S ut;s2(T ) 
K(1 + s2)jx1   x2j: (3.22)
By substituting (3.20), (3.21) and (3.22) into (3.19) and sending  to 0, we get
V (t; x1; s1)  V (t; x2; s2)  K(1 + s2)jx1   x2j+Kx1 js1   s2j: (3.23)
For  > 0, there exists another control ~u 2 U such that
V (t; x2; s2)    Et
Z T
t
e (r t) (~u(r))S~ut;s2(r)dr + e
 (T t)g
 
X ~ut;x2(T )

S ~ut;s2(T )

and
V (t; x1; s1)  Et
Z T
t
e (r t) (~u(r))S~ut;s1(r)dr + e
 (T t)g
 
X ~ut;x1(T )

S~ut;s1(T )

:
Similar derivation will lead to the inequality the other way around:
V (t; x2; s2)  V (t; x1; s1)  K(1 + s2)jx1   x2j+Kx1 js1   s2j: (3.24)
Combining (3.23) and (3.24), we have
jV (t; x2; s2)  V (t; x1; s1)j  K(1 + s2)jx1   x2j+Kx1 js1   s2j:
For (x1; s1) and (x2; s2) close enough such that for  > 0, s2 2 (s1 ; s1+)
T
(0;1),
we have
jV (t; x2; s2)  V (t; x1; s1)j  K(1 + s1 + )jx1   x2j+Kx1 js1   s2j
= Ks1 jx1   x2j+Kx1 js1   s2j; (3.25)
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which means that the value function V (t; ; ) is continuous in R R+ for t 2 [0; T ].
Step 2:
Let 0  t1  t2  T and (x; s) 2 R R+. By the dynamic programming principle,
jV (t1; x; s)  V (t2; x; s)j
=
 sup
u2U
Et1
h Z t2
t1
e (r t1)(u(r))Sut1;s(r)dr + e
 (t2 t1)V
 
t2; X
u
t1;x
(t2); S
u
t1;s
(t2)
 i
  V (t2; x; s)

 sup
u2U
Et1
 Z t2
t1
e (r t1)(u(r))Sut1;s(r)dr + e
 (t2 t1)V
 
t2; X
u
t1;x
(t2); S
u
t1;s
(t2)

  V (t2; x; s)

 sup
u2U
Et1
Z t2
t1
(u(r))Sut1;s(r) dr
+ sup
u2U
Et1
e (t2 t1)V  t2; Xut1;x(t2); Sut1;s(t2)  V (t2; x; s) = I4 + I5: (3.26)
Because of the boundedness of (u(r)) and (3.4), we obtain that
I4  K sup
u2U
Et1
Z t2
t1
Sut1;s(r) dr  K sup
u2U
Et1
"Z t2
t1
sup
2[t1;T ]
Sut1;s() dr
#
 K sup
u2U
Et1
Z t2
t1
(1 + s)dr

= Ksjt2   t1j: (3.27)
By splitting the second term I5 into two parts, we get
I5  sup
u2U
Et1
e (t2 t1)V  t2; Xut1;x(t2); Sut1;s(t2)  e (t2 t1)V (t2; x; s)
+ sup
u2U
Et1
e (t2 t1)V (t2; x; s)  V (t2; x; s)
 sup
u2U
Et1
V  t2; Xut1;x(t2); Sut1;s(t2)  V (t2; x; s)
+ sup
u2U
Et1
e (t2 t1)V (t2; x; s)  V (t2; x; s)
=I6 + I7
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By the boundedness of u(r), (3.25) and (3.5), I5 can be written as
I6  Kx;s sup
u2U
Et1
Xut1;x(t2)  x+ Sut1;s(t2)  s
 Kx;s sup
u2U
Et1
  Z t2
t1
u(r)dr
+K(1 + s)(t2   t1)1=2
 Kx;sjt2   t1j+Kx;sjt2   t1j1=2: (3.28)
On the other hand, by Lemma 3.3.2 and the fact that je a   e bj  ja  bj for a; b  0,
we have
I7 = jV (t2; x; s)j
e (t2 t1)   1  Kx;sjt2   t1j: (3.29)
Substituting (3.27), (3.28) and (3.29) into (3.26), we get
jV (t1; x; s)  V (t2; x; s)j  Kx;sjt2   t1j+Kx;sjt2   t1j1=2: (3.30)
Combining (3.25) and (3.30) together, we have for (t1; x1; s1) and (t2; x2; s2) close
enough,
jV (t2; x2; s2)  V (t1; x1; s1)j
jV (t2; x2; s2)  V (t2; x1; s1)j+ jV (t2; x1; s1)  V (t1; x1; s1)j
Ks1jx1   x2j+Kx1 js1   s2j+Kx1;s1 jt2   t1j+Kx1;s1jt2   t1j1=2
Therefore, the value function V (; ; ) is continuous on O.
3.4 Viscosity Solution
The last section establishes the continuity of value function V . For simplicity of expression,
we do not need to give the definition of viscosity solutions for general semi-continuous
functions. In this section, we will show that the value function is a viscosity solution of the
HJB equation (3.15) through two lemmas. One is for viscosity supersolution and the other
for viscosity subsolution.
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Proposition 3.4.1 (Viscosity supersolution) Let V be the value function defined in (3.14).
For  2 C1;1;2(O) such that V    attains its minimum at (t; x; s) 2 O,
V (t; x; s)  @
@t
 (t; x; s)  sup
2U
[L (t; x; s) + ()s]  0:
Proof Without loss of generality, assume that
V (t; x; s) =  (t; x; s):
If this is not the case, simply choose the test function  0(t; x; s) :=  (t; x; s)+V (t; x; s) 
 (t; x; s).  0 will satisfy all the conditions in this lemma and V (t; x; s) =  0(t; x; s).
Choose a constant control u(r)   2 U for r 2 [0; T ]. So u is an admissible control.
Let the state variables X and S start from time t with initial values (x; s). Denote the state
processes associated with control u by X ut;x and S
u
t;s.
Fix  > 0. Denote by B(x; s) the ball centered at (x; s) with radius . Define a
stopping time  by
 := (t+ h) ^ inffr  t : (Xut;x(r); Sut;s(r)) 62 B(x; s)g:
Without loss of generality, assume that  and h are small enough such that B(x; s) 
R R+ and (t+ h) < T .
By the dynamic programming principle (2.8), we have
V (t; x; s)  Et
Z 
t
e (r t)(u(r))Sut;s(r)dr + e
 ( t)V
 
;X ut;x(); S
u
t;s()

:
Since (V    )(t; x; s) is the minimum of (V    )(t; x; s) for (t; x; s) 2 O, we have
 (t; x; s) = V (t; x; s)
 Et
Z 
t
e (r t)(u(r))Sut;s(r)dr + e
 ( t)V
 
;X ut;x(); S
u
t;s()

 Et
Z 
t
e (r t)(u(r))Sut;s(r)dr + e
 ( t) 
 
;X ut;x(); S
u
t;s()

: (3.31)
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By Dynkin’s formula, we have
Et

e ( t) 
 
;X ut;x(); S
u
t;s()
 
=  (t; x; s) + Et
 Z 
t
e ( t)

    r;X ut;x(r); S ut;s(r)
+
@
@t
 
 
r;X ut;x(r); S
u
t;s(r)

+ L  r;X ut;x(r); Sut;s(r) dr (3.32)
The reason that we can apply Dynkin’s formula is because by time  , the state vari-
ables are limited in a compact set B(x; s). Since function  is continuous, the value of
 (r;X ut;x(r); S
u
t;s(r)) is bounded for r 2 [t;  ]. So we have
Et
Z 
t

 
r; S ut;s(r); u(r)
 @
@t
 
 
r;X ut;x(r); S
u
t;s(r)

dW (r)

= 0;
which is canceled when applying Dynkin’s formula.
By substituting (3.32) into (3.31) and dividing both sides by h, we get
Et

1
h
Z 
t
e (r t)

 
 
r;X ut;x(r); S
u
t;s(r)
  @
@t
 
 
r;X ut;x(r); S
u
t;s(r)

  L  r;X ut;x(r); Sut;s(r)  (u(r))Sut;s(r)dr  0 (3.33)
Before the stopping time  , the point (r;X ut;x(r); S
u
t;s(r)) is in a compact subset in
O. All terms inside the expectation of (3.33) are continuous, so they are bounded for
r 2 [t;  ]. Let h ! 0, the point (r;X ut;x(r); S ut;s(r)) converges in mean to (t; x; s) due to
their continuous paths. By the mean value theorem, the term inside the square bracket of
the expectation in (3.33) converges to
V (t; x; s)  @
@t
 (t; x; s)  (L (t; x; s) + ()s) :
By sending h to 0 and applying the dominated convergence theorem to the left hand
side of (3.33), we get
V (t; x; s)  @
@t
 (t; x; s)  (L (t; x; s) + ()s)  0: (3.34)
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By taking the supremum on the left hand side of (3.34) over  2 U , we have
V (t; x; s)  @
@t
 (t; x; s)  sup
2U
[L (t; x; s) + ()s]  0;
which means that V is a viscosity supersolution of the HJB equation (3.15).
For (t; x; s; p; q;M) 2 O  R R R, define the Hamiltonian H associated with the
optimal liquidation problem by
H(t; x; s; p; q;M) := sup
2U

 p+ (t; s; )q + 1
2
(t; s; )2M + ()s

: (3.35)
Lemma 3.4.2 (Hamiltonian) The Hamiltonian H is continuous on O  R R R.
Proof Fix a point (t; x; s; p; q; M) in ORRR. By the supremum nature of Hamil-
tonian H , for any  > 0, there exists a constant  2 U such that
H(t; x; s; p; q; M)     p+ ()s+ (t; s; )q + 1
2
(t; s; )2 M: (3.36)
Let B(t; x; s; p; q; M) denote the ball centered in (t; x; s; p; q; M) with radius . For
any (t; x; s; p; q;M) 2 B(t; x; s; p; q; M)
TO  R  R  R, by the definition of H , we
have
H(t; x; s; p; q;M)   p+ ()s+ (t; s; )q + 1
2
(t; s; )2M: (3.37)
By substracting (3.37) from (3.36), we get
H(t; x; s; p; q; M) H(t; x; s; p; q;M)  
(p  p) + ()(s  s) + [(t; s; )q   (t; s; )q] + 1
2

(t; s; )2 M   (t; s; )2M
jp  pj+ ()js  sj+ (t; s; )jq   qj+ j(t; s; )  (t; s; )j jqj
+
1
2
(t; s; )2j M  M j+ 1
2
(t; s; )2   (t; s; )2 jM j
jp  pj+ ()js  sj+ (t; s; )jq   qj+ j(t; s; )  (t; s; )j (jqj+ )
+
1
2
(t; s; )2j M  M j+ 1
2
(t; s; )2   (t; s; )2 (j M j+ ): (3.38)
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By the boundedness of  and () and Assumption 3.2.1, (3.38) becomes
H(t; x; s; p; q; M) H(t; x; s; p; q;M)  
Kjp  pj+Kjs  sj+Ksjq   qj+Kq(jt  tj+ js  sj) +Ksj M  M j
+Ks; M(jt  tj+ js  sj)
Ks;q; M(jt  tj+ js  sj+ jp  pj+ jq   qj+ j M  M j):
Since  is chosen arbitrarily and Ks;q; M doesn’t depend on the value of , we have
H(t; x; s; p; q; M) H(t; x; s; p; q;M)  Ks;q; M(jt tj+js sj+jp pj+jq qj+j M M j):
(3.39)
By the same token, for the same point (t; x; s; p; q;M), we can choose an -optimal
control  2 U such that
H(t; x; s; p; q;M)     p+ ()s+ (t; s; )q + 1
2
(t; s; )2M (3.40)
and
H(t; x; s; p; q; M)   p+ ()s+ (t; s; )q + 1
2
(t; s; )2 M: (3.41)
Subtracting (3.41) from (3.40), we get
H(t; x; s; p; q;M) H(t; x; s; p; q; M)  
jp  pj+ ()js  sj+ (t; s; )jq   qj+ j(t; s; )  (t; s; )jjqj
+
1
2
(t; s; )2j M  M j+ 1
2
j(t; s; )2   (t; s; )2jj M j:
By the linear growth condition (3.3) and js sj  , (t; s; ) and (t; s; ) are bounded
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by some constant Ks and we have
H(t; x; s; p; q;M) H(t; x; s; p; q; M)  
Kjp  pj+Kjs  sj+Ksjq   qj+Kq(jt  tj+ js  sj) +Ksj M  M j
+Ks; M(jt  tj+ js  sj)
Ks;q; M(jt  tj+ js  sj+ jp  pj+ jq   qj+ j M  M j);
where Ks;q; M is independent of . Let ! 0, we have
H(t; x; s; p; q;M) H(t; x; s; p; q; M)  Ks;q; M(jt tj+js sj+jp pj+jq qj+j M M j):
(3.42)
By combining (3.39) and (3.42), we get
H(t; x; s; p; q; M) H(t; x; s; p; q;M)  Ks;q; M(jt tj+js sj+jp pj+jq qj+j M M j);
which means that H is continuous on O  R R R.
Proposition 3.4.3 (Viscosity subsolution) Let V be the value function defined in (3.14).
For  2 C1;1;2(O) such that V    attains its maximum at (t; x; s) 2 O,
V (t; x; s)  @
@t
 (t; x; s)  sup
2U
[L (t; x; s) + ()s]  0: (3.43)
Proof Without loss of generality, assume that
0 = (V    )(t; x; s) = max
(t;x;s)2O
(V    )(t; x; s): (3.44)
By using the Hamiltonian defined in (3.35), (3.43) can be rewritten in terms of Hamil-
tonian as
V (t; x; s)  @
@t
 (t; x; s) H  t; x; s;D x(t; x; s); D s(t; x; s); D 2s(t; x; s)  0:
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Assume, for contradiction, that
V (t; x; s)  @
@t
 (t; x; s) H  t; x; s;D x(t; x; s); D s(t; x; s); D 2s(t; x; s) > 0:
Since  2 C1;1;2, Dx (; ; ), Ds (; ; ) and D2s (; ; ) are continuous. Due to the
continuity of H from Lemma 3.4.2, for any  > 0, there exists an  > 0 such that
 (t; x; s)  @
@t
 (t; x; s) H  t; x; s;D x(t; x; s); D s(t; x; s); D 2s(t; x; s)  :
(3.45)
for all (t; x; s) 2 B(t; x; s).
Define the stopping times  and  by
 := inf

r  t :  r;Xut;x(r); Sut;s(r) 62 B(t; x; s)	
and
 := (t+ h) ^ :
By the dynamic programming principle (2.9), there exists an admissible control u 2 U
such that
V (t; x; s)  
2
h  Et
Z 
t
e (r t)(u(r))Sut;s(r)dr + e
 ( t)V
 
;X ut;x(); S
u
t;s()

:
(3.46)
Substituting (3.44) into (3.46), we get
 (t; x; s)  
2
h  Et
Z 
t
e (r t)(u(r))Sut;s(r)dr + e
 ( t) 
 
;X ut;x(); S
u
t;s()

:
(3.47)
By substituting (3.32) into (3.47) and dividing both sides by h, we have
Et

1
h
Z 
t
e (r t)

 
 
r;X ut;x(r); S
u
t;s(r)
  @
@t
 
 
r;X ut;x(r); S
u
t;s(r)

  L  r;X ut;x(r); S ut;s(r)  (u(r))S ut;s(r)dr  2  0:
(3.48)
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For r 2 [t;  ], the point (r;X ut;x(r); S ut;s(r)) is staying in the ball B(t; x; s). So by
(3.45), (3.48) turns into

h
Et[   t]  
2
 0: (3.49)
By Chebyshev’s inequality (see Capin´ski and Kopp (2007, Theorem 8.11)), we have
Pt(  t+ h) = Pt
 
sup
r2[t;t+h]
h
jr   tj2 + X ut;x(r)  x2 + Sut;s(r)  s2i  2
!

Et

supr2[t;t+h]

jr   tj2 +
X ut;x(r)  x2 + Sut;s(r)  s2
2
:
Because u(r) is bounded,
Et
 
sup
r2[t;t+h]
X ut;x(r)  x2
!
= Et
0@ sup
r2[t;t+h]

Z t+h
t
u(r)dr

2
1A  Kh2:
By (3.5), we have
Et
 
sup
r2[t;t+h]
Sut;s(r)  s2
!
 Ksh:
Therefore, as h ! 0, Pt(  t + h) ! 0 and Pt( > t + h) ! 1. By the definition of
 , we have
1  1
h
Et[   t]
=
1
h

Et[hj > t+ h]Pt[ > t+ h] + Et[(   t)j > t+ h]Pt[  t+ h]

 1
h
hPt[ > t+ h] = Pt[ > t+ h]:
So, as h! 0, we get
lim
h!0
1
h
Et[   t] = 1: (3.50)
By substituting (3.50) into (3.49), we get =2  0, which is a contradiction. Hence, we
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conclude that
V (t; x; s)  @
@t
 (t; x; s) H  t; x; s;D x(t; x; s); D s(t; x; s); D 2s(t; x; s)  0;
and V is a viscosity subsolution of the HJB equation (3.15).
Theorem 3.4.4 (Viscosity solution) The value function V is a viscosity solution of the
HJB equation (3.15).
Proof Since V is both a viscosity supersolution and a viscosity subsolution, we make the
conclusion that it is a viscosity solution.
3.5 Comparison Principle and Uniqueness
The last section concludes that the value function is a solution of the HJB equation (3.15)
in a viscosity sense. A natural question to ask is whether this solution is unique. Only
when the uniqueness of the solution is established, works on numerical approximation of
the viscosity solution are meaningful. The standard approach for the proof of uniqueness of
a viscosity solution is to apply the comparison principle, which states that a supersolution
is less than or equal to a subsolution on the entire domain as long as the same inequality
holds on the boundary of the domain. On the other hand, the viscosity supersolution is
greater than or equal to the subsolution by definition. Thus, the uniqueness is established
by comparing one supersolution with the other subsolution.
There are plenty of literatures studying comparison principles for general non-linear
PDEs. In this section, we only focus on the HJB equation arising from the optimal liquida-
tion problem and show the proof particularly tailored for the continuous non-smooth value
function.
Theorem 3.5.1 (Comparison principle) Let functions U(; ; ) and V (; ; ) are continu-
ous on O. Let U be a viscosity subsolution and V a viscosity supersolution of the HJB
equation (3.15) satisfying the polynomial growth condition, that is, for f = U; V there
exists p  1 andK > 0 such that
jf(t; x; s)j  K(1 + jxjp + jsjp) (3.51)
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for all (t; x; s) 2 O. And U(T; ; )  V (T; ; ) on (x; s) 2 R  R+. Then U  V on the
entire domain O.
Proof Let (x; s) := (1 + jxj2p + jsj2p) and (t; x; s) := e t(x; s) for  > 0. Due to
the linear growth condition (3.3) and the boundedness of the set U , there exists a constant
K > 0 such that, for (t; x; s) 2 O,
(t; x; s)  @
@t
(t; x; s)  sup
2U
[L(t; x; s)]
=e t(x; s) + e t(x; s)  e t sup
2U
h
  Dx(x; s) + (t; s; )Ds(x; s)
+
1
2
(t; s; )2D2s(x; s)
i
e t( + )(x; s)  e t sup
2U
h
  Kjxj2p 1 +K(1 + jsj)jsj2p 1
+K(1 + jsj2)jsj2p 2
i
e t( +   K):
Since we can always choose  large enough such that ( +   K) > 0, without loss
of generality, we assume that
(t; x; s)  @
@t
(t; x; s)  sup
2U
L(t; x; s)  0: (3.52)
For any constant c > 0, define the function V c(t; x; s) := V (t; x; s) + c(t; x; s). We
claim that V c is also a viscosity supersolution. To verify this, let  c(t; x; s) be the test
function of V c such that
0 = (V c    c)(t; x; s) = min(V c    c)(t; x; s):
Define the function  (t; x; s) =  c(t; x; s)  c(t; x; s). Since we have
0 = (V c    c)(t; x; s) = (V    )(t; x; s)
and
(V    )(t; x; s) = (V c    c)(t; x; s)  0;
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 (t; x; s) is a test function for V . Due to the fact that V is a viscosity supersolution, we
have
V (t; x; s)  @
@t
 (t; x; s)  sup
2U
[L (t; x; s) + ()s]  0: (3.53)
By combining (3.52) and (3.53), we have
V c(t; x; s)  @
@t
 c(t; x; s)  sup
2U
[L c(t; x; s) + ()s]
=(V + c)(t; x; s)  @
@t
( + c)(t; x; s)  sup
2U
[L( + c)(t; x; s) + ()s]
V (t; x; s)  @
@t
 (t; x; s)  sup
2U
[L (t; x; s) + ()s]
+ c

(t; x; s)  @
@t
(t; x; s)  sup
2U
L(t; x; s)

0;
which means that V c is a viscosity supersolution as well.
The polynomial growth condition (3.51) means that
sup
(t;x;s)2O
jU(t; x; s)j+ jV (t; x; s)j
1 + jxjp + jsjp <1: (3.54)
By (3.54) and the definition of , we have
lim
x;s!1
sup
t2[0;T ]
(U   V c)(t; x; s) = lim
x;s!1
sup
t2[0;T ]
(U   V   c)(t; x; s) =  1:
So we can assume that the maximum of U   V over O is attained at (t; x; s) 2 O1, where
O1 is a compact subset of O. Because otherwise we can always work on the viscosity
supersolution V c up to a penalization. Denote byM the maximum of U   V over O1.
Suppose, for contradiction, that there exists a point (t; x; s) 2 O1 such that U(t; x; s) >
V (t; x; s). Then we have
M := sup
(t;x;s)2O
(U   V )(t; x; s) = max
(t;x;s)2O1
(U   V )(t; x; s) > 0: (3.55)
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For any  > 0, define the functions   and 	 by
 (t; x; s; r; y; z) :=
1
2
jt  rj2 + jx  yj2 + js  zj2
and
	(t; x; s; r; y; z) := U(t; x; s)  V (r; y; z)   (t; x; s; r; y; z):
By definition, 	 is continuous and thus attains its maximum over the compact set
O1 O1 at (t; x; s; r; y; z). Denote byM this maximum value. By definition of the
function  , the maximum of (U  V )(t; x; s) over the compact setO1 is always attainable
for U(t; x; s)  V (r; y; z)   (t; x; s; r; y; z) by choosing t = r, x = y and s = z. So we
have
MM = U(t; x; s)  V (r; y; z)   (t; x; s; r; y; z)
 U(t; x; s)  V (r; y; z): (3.56)
By sending  to 0, the bounded sequence (t; x; s; r; y; z) 2 O1  O1 converges,
up to a subsequence, to a limit (t; x; s; r; y; z) 2 O1  O1. The continuous function
U(t; x; s) V (r; y; z) is bounded for all  > 0. Since  (t; x; s; r; y; z) is bounded
by the inequality (3.56), it must be true that t = r, x = y, s = z. Otherwise the term
 (t; x; s; r; y; z) will explode as ! 0. So, in limit, we have
lim
!0
(t; x; s; r; y; z) = (t; x; s; t; x; s); lim
!0
M =M; lim
!0
 (t; x; s; r; y; z) = 0:
(3.57)
we simplify the notation by denoting the vector of state variables by x = (x; s) and
y = (y; z). Their specific values are defined similarly, e.g. x = (x; s). By the definition of
 , we have
D2x;y 
(t; x; r; y) =
1

2666664
1 0  1 0
0 1 0  1
 1 0 1 0
0  1 0 1
3777775 :
By applying Ishii’s lemma (Lemma 2.4.5) to the function 	 at its maximum point
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(t; x; r; y), we can findM ; N  2 S2 such that
1

(t   r); 1

(x   y);M 

2 P2;+U(t; x);
1

(t   r); 1

(x   y); N 

2 P2; U(r; y)
and "
M  0
0  N 
#
 D2x;y (t; x; r; y) + 
 
D2x;y 
(t; x; r; y)
2
=
3

2666664
1 0  1 0
0 1 0  1
 1 0 1 0
0  1 0 1
3777775 : (3.58)
The inequality in (3.58) implies that, for any c; d 2 R, we have
c2M 22   d2N 22 
3

(c  d)2; (3.59)
where M 22 denotes the element in the 2nd row and 2nd column of matrix M
. The same
rule applies to N 22.
To simplify the notation, define
(1; 

2; 

3) :=

1

(t   r); 1

(x   y); 1

(s   z)

:
By the alternative definition of viscosity solutions in terms of superjets and subjets and
the definition of Hamiltonian (3.35), we have
0 U(t; x; s)  1   sup
2U

 2 + (t; s; )3 +
1
2
(t; s; )2M 22 + ()s


=U(t; x; s)  1  H (t; x; s; 2; 3;M 22) (3.60)
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and
0 V (r; y; z)  1   sup
2U

 2 + (r; z; )3 +
1
2
(r; z; )2N 22 + ()z


=V (r; y; z)  1  H (r; y; z; 2; 3; N 22) : (3.61)
By subtracting (3.61) from (3.60), we have
 (U(t; x; s)  V (r; y; z))  H (t; x; s; 2; 3;M 22) H (r; y; z; 2; 3; N 22) :
(3.62)
By the supremum nature of the Hamiltonian, for  > 0, there exists a  2 U such that
H (t; x; s; 2; 

3;M

22)     2 + (t; s; )3 +
1
2
(t; s; )2M 22 + (
)s:
(3.63)
We also have
H (r; y; z; 2; 

3; N

22)   2 + (r; z; )3 +
1
2
(r; z; )2N 22 + (
)z:
(3.64)
By subtracting (3.64) from (3.63) and applying (3.59) as well as the Lipschitz condition
(3.2), we get
H (t; x; s; 2; 

3;M

22) H (r; y; z; 2; 3; N 22)  
3

(t; s; )  (r; z; )+ 3
2

(t; s; )  (r; z; )2 + ()(s   z)
3K(jt   rj+ js   zj) +
3
2
K(jt   rj2 + js   zj2) +Kjs   zj:
By (3.57), as ! 0,
lim sup
!0
[H (t; x; s; 2; 

3;M

22) H (r; y; z; 2; 3; N 22)]    0:
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Since  is chosen arbitrarily, we have
lim sup
!0
[H (t; x; s; 2; 

3;M

22) H (r; y; z; 2; 3; N 22)]  0:
By (3.62) and the inequality above, we have
 (U   V ) (t; x; s)  0;
which contradicts the assumption (3.55). Therefore U  V over O.
Corollary 3.5.2 (Uniqueness) The value function V is a unique viscosity solution of the
HJB equation (3.15).
Proof Suppose that there are two distinct viscosity solutions V andW of the HJB equation
(3.15). Since both V andW satisfy the terminal condition (3.16), we have
V (T; x; s) = W (T; x; s)
for (x; s) 2 R R+.
Since V is a viscosity subsolution andW is a viscosity supersolution with V (T; ; ) 
W (T; ; ), by Theorem 3.5.1, we have V (t; x; s)  W (t; x; s) over O.
On the other hand,W is a viscosity subsolution and V is a viscosity supersolution with
W (T; ; )  V (T; ; ). By applying Theorem 3.5.1 again, we get W (t; x; s)  V (t; x; s)
over O.
Therefore,W = V over O and the viscosity solution V is unique.
3.6 Perturbation and Stability
Although existence and uniqueness of the viscosity solution of the HJB equation (3.15)
are established, we have not suggested on how to find this viscosity solution. There are
literatures on approximating the viscosity solution by numerical methods. Whereas, we
propose an alternative way of approximating the viscosity solution by utilizing the stability
property of the viscosity solution. In this section, we introduce a perturbation to the original
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model. Under certain conditions, it can be shown that a classical solution exists for the
perturbed model and the classical solution converges to the viscosity solution of the original
model. Thus, the viscosity solution can be approximated by the sequence of such classical
solutions.
First, we will truncate each term in the original problem and convert it to a bounded
function. For a small constant 0 <  < 1, we make the following definition:
(t; s; ) :=
8>><>>:
(t; ; ) if s 2 ( 1; ];
(t; s; ) if s 2 (; 1=);
(t; 1=; ) if s 2 [1=;1);
(t; s; ) :=
8>><>>:
(t; ; ) if s 2 ( 1; ];
(t; s; ) if s 2 (; 1=);
(t; 1=; ) if s 2 [1=;1);
l(s; ) :=
8>><>>:
() if s 2 ( 1; ];
()s if s 2 (; 1=);
()1= if s 2 [1=;1);
g(x) :=
8>><>>:
g( 1=) if x 2 ( 1; 1=];
g(x) if x 2 ( 1=; 1=);
g(1=) if x 2 [1=;1);
#(x; s) :=
8>><>>:
g(x) if s 2 ( 1; ];
g(x)s if s 2 (; 1=);
g(x)1= if s 2 [1=;1):
(3.65)
Due to the continuity of , ,  and g, it is apparent that the functions , , l and # are
continuous and bounded over the domain O  U . Whereas they are not differentiable at
the boundary of the truncated region. To make these functions smooth, we need to define a
function , for  > 0, by
(x) :=
1

p
2
exp

  x
2
22

:
Remark 3.6.1 For any  > 0, the function  is a probability density function of a normal
distribution with mean 0 and variance 2. So we haveZ 1
 1
(x)dx = 1:
By using a convolution approach, we can convert , , l and # into smooth functions
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by
(t; s; ) :=
Z 1
 1
(t; ; )
(s  )d;
(t; s; ) :=
Z 1
 1
(t; ; )
(s  )d;
l(s; ) :=
Z 1
 1
l(; )
(s  )d;
#(x; s) :=
Z 1
 1
Z 1
 1
#(1; 2)
(x  1)(s  2)d2d1: (3.66)
Remark 3.6.2 By construction, for any 0 <  < 1, the functions ,  , l and # are
continuous in time and state variables and bounded. , 

 , l

 are infinitely continuously
differentiable with respect to s and # is infinitely continuously differentiable with respect
to (x; s).
In order to prove the main theorem in this section, we make further assumptions on 
and  in addition to Assumption 3.2.1.
Assumption 3.6.3 The drift and diffusion terms  : [0; T ]  R+  U ! R+ and  :
[0; T ] R+  U ! R+ are continuously differentiable with respect to t.
Lemma 3.6.4 Each of the functions (t; s; ), (t; s; ), l(s; ) and #(x; s) converges
respectively to its original version (t; s; ), (t; s; ), ()s and g(x)s uniformly on com-
pact sets in O  U as ! 0.
Proof (1) Let   [0; T ] (0;1) U be a compact set. For each (t; s; ) 2 ,
j(t; s; )  (t; s; )j  j(t; s; )  (t; s; )j+ j(t; s; )  (t; s; )j:
Since  is a compact set, we can find  > 0 such that for all (t; s; ) 2 , we have
s 2 (; 1=). So that for all   ,
j(t; s; )  (t; s; )j = 0:
Chapter 3. Optimal Liquidation in a Markov Diffusion Model 59
Because  is a kernel function, we have
j(t; s; )  (t; s; )j =
Z 1 1 (t; ; )(s  )d  
Z 1
 1
(t; s; )
()d
Z 1 1 (t; s  ; )()d  
Z 1
 1
(t; s; )
()d


Z 1
 1
j(t; s  ; )  (t; s; )j()d: (3.67)
Since (t; s; ) is Lipschitz continuous in s, the truncated function (t; s; ) is Lip-
schiz continuous in s as well (see Zheng (2009, Lemma 6)). So (3.67) becomes
j(t; s; )  (t; s; )j K
Z 1
 1
jj()d
=KE
jj j   N(0; 2) = Kr 2

; (3.68)
where E [jj j   N(0; 2)] is the mean of jj given  follows a normal distribution with
mean 0 and variance 2.
Combining (3.67) and (3.68) leads to the conclusion. Given a compact set , there
exists a constant  > 0 andK > 0 such that for all (t; s; ) 2  and 0 <   ,
j(t; s; )  (t; s; )j  K  K:
So  converges to  uniformly on compact sets. Similarly we can show that 

 converges
to  uniformly on compact sets.
(2) To show the uniform convergence of l on compact sets, let 1  (0;1)  U be a
compact set and (s; ) 2 1. By splitting the difference, we get
jl(s; )  ()sj  jl(s; )  l(s; )j+ jl(s; )  ()sj:
Similar to the proof of , there exists a constant  such that jl(s; )   ()sj = 0 for
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all   . And the other term is
jl(s; )  l(s; )j 
Z 1
 1
jl(s  ; )  l(s; )j()d

Z 1
 1
j()(s     s)j ()d
=j()j
Z 1
 1
jj()d
K
r
2

;
which means that, given a compact set 1, there exists a constant  > 0 and K > 0 such
that for all (s; ) 2 1 and 0 <   ,
jl(s; )  l(s; )j  K  K:
So l(s; ) converges to ()s uniformly on compact sets.
(3) Let 2  ( 1;1) (0;1) be a compact set and (x; s) 2 2. We have
j#(x; s)  g(x)sj  j#(x; s)  #(x; s)j+ j#(x; s)  g(x)sj:
Since 2 is a compact set, we can find  > 0 such that for all (x; s) 2 2, we have
x 2 ( 1=; 1=) and s 2 (; 1=). So that for all   ,
j#(x; s)  g(x)sj = 0:
By definition of #, we have
j#(x; s)  #(x; s)j 
Z 1
 1
Z 1
 1
j#(x  1; s  2)  #(x; s)j (1)(2)d2d1
=
Z 1
 1
Z 1
 1
jg(x  1)(s  2)  g(x)sj (1)(2)d2d1:
(3.69)
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By the boundedness of (x; s), the Lipschitz continuity of g and truncated g, we have
jg(x  1)(s  2)  g(x)sj
 jg(x  1)(s  2)  g(x)(s  2)j+ jg(x)(s  2)  g(x)sj
K(j1j+ j2j): (3.70)
By substituting (3.70) into (3.69), we have
j#(x; s)  #(x; s)j K
Z 1
 1
Z 1
 1
(j1j+ j2j)(1)(2)d2d1
=K
Z 1
 1
j1j(1)d1 +
Z 1
 1
j2j(2)d2

K
r
2

:
Therefore, given a compact set 2, there exists a constant  > 0 and K > 0 such that for
all (x; s) 2 2 and 0 <   ,
j#(x; s)  g(x)sj  K  K;
and #(x; s) converges to g(x)s uniformly on compact sets.
Lemma 3.6.5 For  > 0, let f = ;  , @f(t; s; )=@s and @2f(t; s; )=@s2 are bounded
for (t; s; ) 2 [0; T ) (0;1)U . Let h = l, @h(s; )=@s and @2h(s; )=@s2 are bounded
for (s; ) 2 (0;1) U .
Proof (1) For (t; s; ) 2 [0; T ) (0;1) U , we have @@s(t; s; )
 = Z 1 1

 s  
2

(t; ; )
(s  )d
 = 12
Z 1 1 (t; s  ; )()d

 1
2
Z 1
 1
j(t; s  ; )j()d:
Since (t; s  ; ) is bounded, we have @@s(t; s; )
  K Z 1 1 jj()d = K
r
2

 K: (3.71)
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And the second order derivative is @2@s2(t; s; )
 = 12
Z 1 1 (t; ; )(s  )d +
Z 1
 1
(s  )2
2
(t; ; )
(s  )d

 1
2
Z 1
 1
j(t; ; )j (s  )d + 1
2
Z 1
 1
(s  )22 (t; ; )
 (s  )d
=
1
2
Z 1
 1
j(t; s  ; )j ()d + 1
2
Z 1
 1
22 (t; s  ; )
 ()d
K

1 +
Z 1
 1
jj2()d

 K: (3.72)
By (3.71) and (3.72), we conclude that @(t; s; )=@s and @
2(t; s; )=@s
2 are bounded.
Similarly, we can show that @(t; s; )=@s and @
2(t; s; )=@s
2 are bounded as well.
(2) For (s; ) 2 (0;1) U , we have @@sl(s; )
 = Z 1 1

 s  
2

l(; )
(s  )d
 = 12
Z 1 1 l(s  ; )()d

K
Z 1
 1
jj()d = K
r
2

 K:
The second order derivative is @2@s2 l(s; )
 = 12
Z 1 1 l(; )(s  )d +
Z 1
 1
(s  )2
2
l(; )
(s  )d

K
Z 1
 1
()d +
Z 1
 1
jj2()d

 K:
So @l(s; )=@s and @
2l(s; )=@s
2 are bounded.
Lemma 3.6.6 For  > 0, let f = ;  , @f(t; s; )=@t is continuous and bounded for
(t; s; ) 2 [0; T ) (0;1) U .
Proof For (t; s; ) 2 [0; T ) (0;1) U , we have @@t(t; s; )
 = Z 1 1 @@t(t; ; )(s  )d
 = Z 1 1 @@t(t; s  ; )()d


Z 1
 1
 @@t(t; s  ; )
 ()d (3.73)
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By Assumption 3.6.3,  is continuously differentiable with respect to t. The function 
is truncated on s. For s 2 (; 1=), @=@t = @=@t. For s 2 ( 1; ], @(t; s; )=@t =
@(t; ; )=@t. For s 2 [1=;1), @(t; s; )=@t = @(t; 1=; )=@t. Therefore,  is
continuously differentiable in t as well. Therefore, @=@t is continuous and the integrand
in (3.73) is bounded. We have @@t(t; s; )
  K Z 1 1 ()d = K;
which means that @(t; s; )=@t is bounded for (t; s; ) 2 [0; T ) (0;1)U . Similarly,
we can show that @(t; s; )=@t is bounded.
Lemma 3.6.7 The function # 2 C3b (R  R+), where C3b is the set of functions which are
3-times continuously differentiable and all the partial derivatives of which up to the third
order are bounded.
Proof By construction, # is infinitely continuously differentiable with respect to (x; s).
We only need to show that he partial derivatives of # up to third order are bounded.
By definition, for (x; s) 2 ( 1;1) (0;1), @@x#(x; s)
 = Z 1 1
Z 1
 1

 x  1
2

#(1; 2)
(x  1)(s  2)d2d1

=
Z 1 1
Z 1
 1

 1
2

#(x  1; s  2)(1)(2)d2d1

K
Z 1
 1
j1jd1  K: (3.74)
The cross derivative is @2@x@s#(x; s)
 = Z 1 1
Z 1
 1

 x  1
2

 s  2
2

#(1; 2)
(x  1)(s  2)d2d1

=
Z 1 1
Z 1
 1

 1
2

 2
2

#(x  1; s  2)(1)(2)d2d1

K
Z 1
 1
Z 1
 1
j1jj2j(1)(2)d1d2
=
Z 1
 1
j1j(1)d1
Z 1
 1
j2j(2)d2  K:
3.6 Perturbation and Stability 64
The second order derivative is @2@x2#(x; s)
 = Z 1 1
Z 1
 1

  1
2

#(1; 2)
(x  1)(s  2)d2d1
+
Z 1
 1
Z 1
 1
(x  1)2
2
#(1; 2)
(x  1)(s  2)d2d1

K

1 +
Z 1
 1
j1j2(1)d1

 K:
By the same token, we can show that all partial derivatives of # up to third order is
bounded.
We build the perturbed model in the following way. Assume the state variables X(r)
and S(r) follow the dynamics
dS(r) =(r; S(r); u(r))dt+ (

(r; S(r); u(r)) + ) dW
1(r); (3.75)
dX(r) =  u(r)dt+ dW 2(r); (3.76)
whereW 1(r) andW 2(r) are two independent Brownian motion processes.
The value function is defined by
V  (t; x; s) := sup
u2U
Et
Z T
t
e (r t)l
 
Sut;s(r); u(r)

dr + e (T t)#
 
Xut;x(T ); S
u
t;s(T )

:
(3.77)
The HJB equation associated with the perturbed problem is
V  (t; x; s) 
@
@t
V  (t; x; s)  sup
2U

  DxV  (t; x; s) + (t; s; )DsV  (t; x; s)
+
1
2
2D2x(t; x; s) +
1
2
((t; s; ) + )
2D2s(t; x; s) + l

(s; )

= 0: (3.78)
Lemma 3.6.8 The HJB equation (3.78) is uniformly parabolic.
Proof The diffusion term for the multivariate perturbed problem is
(t; s; ) :=
"
 0
0 (t; s; ) + 
#
:
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For any 2-dimensional vector v = (v1; v2)T 2 R2, for all (t; s; ) 2 [0; T ](0;1)U ,
vT ((t; s; )T(t; s; ))v = 2v21 + (

(t; s; ) + )
2 v22  2jvj2:
Hence the HJB equation (3.78) is uniformly parabolic.
Theorem 3.6.9 Given Assumption 3.2.1, Assumption 3.2.3 and Assumption 3.6.3, there
exists a unique classical solution V  to the perturbed HJB equation (3.78) such that V

 2
C1;2;2b (
O).
Proof We refer readers to Fleming and Soner (2006, Chapter IV, Theorem 4.2) to check
the list of all necessary conditions for the existence of a unique classical solution. Here we
just confirm that all conditions hold for the perturbed model.
(a) The HJB equation is uniformly parabolic. See Lemma 3.6.8.
(b) U is compact. This holds by assumption.
(c) , 

 and l

 are continuous and bounded on O  U . See Remark 3.6.2.
(d) For g = ; 

; l

, the function g and its partial derivatives gt, gs, gss are continuous
and bounded on O  U . See Remark 3.6.2, Lemma 3.6.5 and Lemma 3.6.6.
(e) The terminal value #(x; s) 2 C3b (R R+). See Lemma 3.6.7.
Given conditions (a),(b),(c),(d) and (e), by Fleming and Soner (2006, Chapter IV, The-
orem 4.2), the HJB equation (3.78) with terminal condition V  (T; x; s) = #

(x; s) has a
unique solution V  2 C1;2;2b (O).
For  > 0, define the Hamiltonian H for the perturbed problem by
H (t; x; s; p; q;N;M) := sup
2U

 p+ (t; s; )q +
1
2
2N +
1
2
( + )
2M + l(s; )

(3.79)
for (t; x; s; p; q;N;M) 2 O  R R R R.
Then the HJB equation (3.78) in terms of Hamiltonian can be written as
V  (t; x; s) 
@
@t
V  (t; x; s) H

t; x; s;DxV

 (t; x; s);DsV

 (t; x; s); D
2
xV

 (t; x; s);
D2sV

 (t; x; s)

= 0: (3.80)
3.6 Perturbation and Stability 66
Lemma 3.6.10 The term  H is elliptic.
Proof Let x denote the 2-dimensional vector (x; s)T . In order to show the ellipticity of
 H , we need to write it in a multivariate form. Define a and b by
a(t; x; ) :=
"
 
(t; x; )
#
; b(t; x; ) :=
"
2 0
0 ((t; x; ) + )
2
#
:
The Hamiltonian for multivariate state variables can be written as, for p 2 R2 and
M 2 S2,
F (t; x;p;M) := sup
2U

a(t; x; )  p+ 1
2
tr (b(t; x; )M) + l(x; )

;
where
tr (bM) =
nX
i;j=1
bi;jMi;j:
So the following two expressions are equivalent:
 F  t; x; DV  (t; x); D2V  (t; x) =  Ht; x; s;DxV  (t; x; s);DsV  (t; x; s); D2xV  (t; x; s);
D2sV

 (t; x; s)

:
For A;B 2 S2 with B  0,
 F (t; x; p;A+ B) =  sup
2U

a(t; x; )  p+ 1
2
tr (b(t; x; )(A+ B)) + l(x; )

=  sup
2U

a(t; x; )  p+ 1
2
tr (b(t; x; )A) + l(x; ) +
1
2
tr (b(t; x; )B)

  sup
2U

a(t; x; )  p+ 1
2
tr (b(t; x; )A) + l(x; )

=  F (t; x;p;A):
Therefore,  F as well as  H are elliptic.
Lemma 3.6.11 The Hamiltonian H is continuous on O  R4.
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Proof Fix a point (t; x; s; p; q; N; M) 2 O  R4. By the supremum nature of H , for any
 > 0, there exists  2 U such that,
H (t; x; s; p; q; N; M)    p+(t; s; )q+
1
2
2 N+
1
2
((t; s; ) + )
2 M+ l(s; ):
(3.81)
Let  > 0. For any (t; x; s; p; q;N;M) 2 B(t; x; s; p; q; N; M), we have
H (t; x; s; p; q;N;M)   p+ (t; s; )q +
1
2
2N +
1
2
((t; s; ) + )
2M + l(s; ):
(3.82)
Due to the Lipschtiz condition of , , their smoothed truncated version  and 

 are
Lipschtiz continuous as well. So we can apply a similar approach as in Lemma 3.4.2 to
show the continuity. By subtracting (3.82) from (3.81), we have
H (t; x; s; p; q; N; M) H (t; x; s; p; q;N;M)  
Ks;q; M(jt  tj+ js  sj+ jp  pj+ jq   qj+ j N  N j+ j M  M j):
By sending  to 0, we have
H (t; x; s; p; q; N; M) H (t; x; s; p; q;N;M)
Ks;q; M(jt  tj+ js  sj+ jp  pj+ jq   qj+ j N  N j+ j M  M j): (3.83)
Similarly, we can get the inequality in the other direction by
H (t; x; s; p; q;N;M) H (t; x; s; p; q; N; M)
Ks;q; M(jt  tj+ js  sj+ jp  pj+ jq   qj+ j N  N j+ j M  M j): (3.84)
Combining (3.83) and (3.84), we have
H (t; x; s; p; q; N; M) H (t; x; s; p; q;N;M)
Ks;q; M(jt  tj+ js  sj+ jp  pj+ jq   qj+ j N  N j+ j M  M j);
which means that H is continuous on O  R4.
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Lemma 3.6.12 As  ! 0, H converges to the Hamiltonian H for the original problem
defined in (3.35) uniformly on compact subsets of O  R4.
Proof Let  OR4 be a compact set and  > 0. For any point (t; x; s; p; q; N; M) 2 ,
by the supremum nature of H , for  > 0, there exists  2 U such that
H (t; x; s; p; q; N; M)     p+(t; s; )q+
1
2
2 N +
1
2
((t; s; ) + )
2 M + l(s; )
(3.85)
and
H(t; x; s; p; q; M)   p+ (t; s; )q + 1
2
(t; s; )2 M + ()s: (3.86)
By subtracting (3.86) from (3.85), we have
H (t; x; s; p; q; N; M) H(t; x; s; p; q; M)  
 j(t; s; )  (t; s; )j jqj+
1
2
(t; s; )2   (t; s; )2 M + j(t; s; )jj M j
+
1
2
2j M + N j+ jl(s; )  ()sj :
Due to the uniform convergence of , 

 and l

 on compact sets proved in Lemma 3.6.4,
and the boundedness of q, M , N and (t; s; ), there exists a  > 0 such that for all  < ,
H (t; x; s; p; q; N; M) H(t; x; s; p; q; M)    :
Since  does not depend on the choice of , it does not depend on  and (t; x; s; p; q; N; M)
either. By sending  to 0, we have
H (t; x; s; p; q; N; M) H(t; x; s; p; q; M)   (3.87)
for all (t; x; s; p; q; N; M) 2 , for  small enough.
By applying the same approach the other way around, we can show that, by choosing 
small enough, we have
H(t; x; s; p; q; N; M) H (t; x; s; p; q; M)   (3.88)
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for all (t; x; s; p; q; N; M) 2 .
So (3.87) and (3.88) lead to the conclusion that H converges uniformly to H on com-
pact sets as ! 0.
With Lemma 3.6.10, Lemma 3.6.11 and Lemma 3.6.12 at hand, we can go to the main
theorem of this section on stability of viscosity solutions.
Theorem 3.6.13 If the classical solution V  of the HJB equation (3.78) for the perturbed
model converges to a limit function V uniformly on compact sets, then V is the viscosity
solution of the HJB equation (3.15) for the original optimal liquidation problem.
Proof To prove this theorem, we refer to a general result on stability of viscosity solutions
in Fleming and Soner (2006, Chapter II, Lemma6.2). With the following three conditions
satisfied, it can be shown that V is the viscosity solution of the original HJB equation.
(a) H is a continuous function on its domain. See Lemma 3.6.11.
(b)  H satisfies the ellipticity condition. See Lemma 3.6.10.
(c)H converges toH uniformly on every compact subset of its domain. See Lemma 3.6.12.
Given (a), (b) and (c), Fleming and Soner (2006, Chapter II, Lemma6.2) show that the
limit of the uniform, on a compact set, convergent viscosity solution of the perturbed model
is a viscosity solution of original HJB equation.
We have shown in Theorem 3.6.9 that there exists a classical solution V  of the HJB
equation for the perturbed model. By definition, a classical solution is naturally a viscosity
solution. If V  converges to a limit V uniformly on compact sets, V is the viscosity solution
of the original HJB equation.
By showing the stability of viscosity solutions, we propose an alternative way to find
the value function for the optimal liquidation problem other than numerical methods. If
the original non-linear HJB equation can be simplified, by introducing a perturbation, to
the extent that a simple analytic solution exists, then the value function is the limit of the
sequence of such analytic solutions. Given the stability of viscosity solutions, we still need
to verify that the classical solution converges to a limit. The next lemma establish this
property.
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Wewill introduce the upper-semicontinuous (USC) envelope and lower-semicontinuous
(LSC) envelope of the limit of a series of viscosity solutions. Suppose we have a sequence
V
1=n
1=n , n = 1; 2; : : :, of classical solutions of the HJB equation (3.78) on a locally compact
set   O. For (t; x; s) 2 , define the USC limit of V 1=n1=n by
V (t; x; s) := lim sup
n!1
V 1=n1=n (t; x; s)
= lim
j!1
sup
n
V
1=n
1=n (t; x; s) : n  j; (t; x; s) 2 ; and
 jt  tj2 + jx  xj2
+ js  sj21=2  1
j
o
(3.89)
and the LSC limit of V 1=n1=n by
V (t; x; s) := lim inf
n!1 
V
1=n
1=n (t; x; s)
= lim
j!1
inf
n
V
1=n
1=n (t; x; s) : n  j; (t; x; s) 2 ; and
 jt  tj2 + jx  xj2
+ js  sj21=2  1
j
o
: (3.90)
Lemma 3.6.14 As n ! 1, the sequence of classical solutions fV 1=n1=n gn for the perturbed
model is uniformly convergent to a limit on compact sets.
Proof We have shown in Theorem 3.6.9 that the function V 1=n1=n is a classical solution of the
HJB equation (3.78) with  replaced by 1=n. So it is both a supersolution and a subsolution.
Let  be a compact subset of O. In Crandall et al. (1992, Lemma 6.1, Remark 6.2 and
Remark 6.3), they show that, for (t; x; s) 2 , V (t; x; s) and V (t; x; s), as defined in (3.89)
and (3.90), are the viscosity subsolution and supersolution of the original HJB equation
(3.15) respectively. By the comparison principle in Theorem 3.5.1,
V (t; x; s)  V (t; x; s):
On the other hand, by definition, V is a USC envelope of the limsup of a sequence of
functions and V is a LSC envelope of the liminf of the same sequence of functions. So we
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have
V (t; x; s)  V (t; x; s):
Let’s define V , for (t; x; s) 2 , by
V (t; x; s) := V (t; x; s) = V (t; x; s):
Since V is both USC and LSC, it is a continuous function and we have
V = lim
n!1
V
1=n
1=n (t; x; s):
We conclude that, on any compact subset of O, the perturbed classical solution V 1=n1=n
converges uniformly to the continuous viscosity solution V of the original HJB equation as
n!1.
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Chapter 4
Optimal Liquidation in a Regime
Switching Model with Exit Time
4.1 Introduction
In this chapter, we discuss the optimal liquidation in a finite horizon regime switching
model with exit time. We further refine the model discussed in Chapter 3 in two respects.
First, we introduce a regime variable to the asset price dynamics to add more flexibility to
the model. In the new model, the market fluctuates between several regimes which repre-
sent the general economic environment.  and  take different values in different market
regimes. Second, we introduce an exit time to the model to prevent a trader from over-
selling the stock holding. As the problem concerned in this thesis is optimal liquidation,
the ultimate objective of the trader is to sell a large block of stock in an optimal way. It
is natural for the trader to stop when the stock holding is completely liquidated before
terminal time.
The introduction of the market regime and the exit time increases the complexity of
analysis, and the properties of the value function for Markov diffusion model with fixed
terminal T cannot be naturally extended to the new model. We will show the challenges
brought by the two elements in specifics and propose new approaches accordingly.
Optimal control with regime switching has been studied in many literatures on various
contexts. For example, Zhu (2011) investigates the cost optimization of an insurance com-
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pany of which the surplus is modeled by a regime switching diffusion process. Song et al.
(2011) study the optimal harvesting problem for a single species living whose population
growth is governed by a regime switching diffusion process. Pemy et al. (2008) discuss
the optimal liquidation by large traders over an infinite horizon regime switching model.
Gassiat et al. (2012) consider the problem of utility maximization from consumption un-
der a non-bankruptcy constraint in an infinite regime switching model in which trading
can only happen at jump times of a Cox process. The introduction of the market regime
turns the HJB into a coupled system of non-linear second order PDEs. Due to the jump
induced by the Markov chain, the analysis of viscosity solutions involves an extra jump
term. We point out that there is an ambiguity in standard definition of viscosity solutions
when dealing with a coupled system of HJB equations. Therefore a new definition of vis-
cosity solutions distinguishing between the weak-form and the strong-form is introduced.
Equipped with the new definition, we show the value function is the unique strong-form
viscosity solution of the associated coupled system of HJB equations.
The stochastic exit time for the optimal liquidation problem adds another level of com-
plexity to the proof of continuity of the value function. The property of continuity is im-
portant when we consider numerical approximation of the value function. Without conti-
nuity, the value function may not even converge as we decrease step size of discretization.
Bayraktar et al. (2010) and Kushner and Dupuis (2001) give examples in which the value
function is discontinuous for an optimal control problem with exit time. Fleming and Soner
(2006) list a set of sufficient conditions on the underlying diffusion process and the ad-
missible control set which guarantees continuity of the value function. Those conditions,
however, do not hold in the optimal liquidation problem discussed here, so the established
results of stochastic control theory cannot be applied directly. We propose a perturbation
method to prove continuity of the value function through the convergence of a sequence of
auxiliary functions.
The rest of this chapter is organized as follows. Section 4.2 formulates the optimal
liquidation problem in a regime switching model with exit time. Section 4.3 shows the
properties of value function such as continuity, monotonicity and local boundedness. Sec-
tion 4.4 gives definition of the strong-form viscosity solution and shows that the value func-
tion is the unique strong-from viscosity solution of the coupled system of HJB equations.
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Section 4.5 verifies the comparison principle and the uniqueness of the value function for
regime switching model. Section 4.6 gives the numerical results showing the relationship
between the value function, the optimal selling rate and the state variables.
4.2 Problem Formulation
Let (
;F ;P) be a probability space. Let W be a standard P-Brownian motion and  a
continuous-time Markov chain. Assume W and  are independent of each other. fFrg is
the filtration generated by the Brownian motionW (r) and the Markov chain process (r),
augmented by all P-null sets. (
;F ; fFrg;P) is the filtered probability space.
Suppose that the Markov chain  has a finite state space M = f1; 2; : : : ;mg and is
generated by a generatorQ = fqijgi;j2M, where qij  0 for i; j 2M, j 6= i and
Pm
j=1 qij =
0 for each i 2M. The transitional probability of  is given by
P [(r +) = j j (r) = i] =
(
qij+ o() if j 6= i;
1 + qii+ o() if j = i
(4.1)
for small time increment > 0. We use the continuous Markov chain to model the general
market state which affects the drift and diffusion terms of the stock price dynamics.
Let r 2 [t; T ] be the generic time variable, T the fixed terminal time and t 2 [0; T )
the starting time. We still work on the problem of optimal liquidation of a large block of
stock. Similar to Chapter 2, S(r)0rT is the stock price and X(r)0rT is the number of
shares of the stock. u(r)0rT denotes the rate of selling the stock, We call the control u
admissible if it is progressively measurable and u(r) 2 U for a compact set U  [0;1)
for all r 2 [t; T ]. Let U be the set of all admissible controls.
Let the stock price S(r) follow a regime switching diffusion process
dS(r) = (r; S(r); u(r);(r))dr + (r; S(r); u(r);(r))dW (r) (4.2)
and let the stock holding X(r) follow the dynamics
dX(r) =  u(r)dr: (4.3)
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Here the market regime (r) enters the drift and diffusion terms of S(r), which empha-
sizes the fact that growth rate and volatility of the stock price are different under different
market condition. We use a semicolon to signify that  is a parameter rather than a variable
in the model. We still useK, with or without subscripts, for a generic constant which takes
differnt value at various place.
The following assumptions on the drift and diffusion terms of S(r) are being made.
Assumption 4.2.1 (Lipschitz condition and linear growth condition) For each ` 2 M,
functions (; ; ; `) and (; ; ; `) are continuous on [0; T ]R+U . For f = ; , there
existsK > 0 such that, for t; r 2 [0; T ], s; z 2 (0;1),  2 U and ` 2M,
jf(t; s; ; `)  f(r; z; ; `)j  K(jt  sj+ jx  yj); (4.4)
jf(t; s; ; `)j  K(1 + jsj): (4.5)
Under Assumption 4.2.1, it is shown by Mao and Yuan (2006) that, for any u 2 U and
initial values (t; s; `) 2 [0; T )  (0;1) M, there exists a unique solution to (4.2) with
the initial conditions S(t) = s and (t) = `, associated with control u. Denote the unique
solution by fSut;s;`(r); t  r  Tg. Similarly, let fXut;x(r); t  r  Tg be the process of X
associated with control u. Since X is independent of , the initial value ` does not appear
in the subscript. Let ft;`(r); t  r  Tg denote the market regime process with initial
value (t) = `. u is not present in the superscript because the market regime process is
independent of the control by assumption.
Lemma 4.2.2 Given Assumption 4.2.1, there exists a constant K > 0 such that
(1) for (t; s; `) 2 [0; T ) (0;1)M, t1; t2 2 [t; T ], u 2 U and p = 1; 2,
Et
"
sup
r2[t;T ]
Sut;s;`(r)p
#
 K(1 + sp); (4.6)
Et
Sut;s;`(t2)  Sut;s;`(t1)  K(1 + s)jt2   t1j1=2; (4.7)
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(2) for t 2 [0; T ), s1; s2 2 (0;1), ` 2M and u 2 U ,
Et
"
sup
r2[t;T ]
Sut;s1;`(r)  Sut;s2;`(r)
#
 K js1   s2j : (4.8)
Proof (1) By Mao and Yuan (2006, Theorem 3.13), we have
Et
"
sup
r2[t;T ]
Sut;s;`(r)2
#
 K(1 + s2):
Applying Cauchy-Schwarz inequality leads to
Et
"
sup
r2[t;T ]
Sut;s;`(r)
#
 K(1 + s):
Mao and Yuan (2006, Theorem 3.23) show the inequality (4.7).
(2)We can use a similar proof as that in Lemma 3.2.2 to show (4.8).
Suppose a trader starts from time t, endowed with initial values (x; s; `) 2 (0;1) 
(0;1)M. Define a stopping time
0 := inffr  t : Xut;x(r) = 0g ^ T (4.9)
for u 2 U . This is the first time that the number of shares Xut;x(r) exits from (0;1) before
or at fixed terminal time T . The difference between this model and that of Chapter 2 is that
we prevent the trader from being short in the stock position. When the number of shares
to be liquidated reaches zero before time T , the liquidation process stops. Otherwise, it
stops at T . To accommodate to the change in model setup, we revise the notation of O by
defining O := [0; T ) (0;1) (0;1).
The expected payoff for (t; x; s) 2 O, ` 2M and u 2 U is
J(t; x; s; `; u) = Et
Z 0
t
e (r t) (u(r))Sut;s;`(r)dr + e
 (0 t)g
 
Xut;x(0)

Sut;s;`(0)

;
where  > 0 is the discount rate and functions  and g are still defined in the same way as
in Chapter 2. We make extra assumptions on  and g as follows.
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Assumption 4.2.3 In addition to Assumption 3.2.3, assume that function g is continuously
differentiable and its first derivative satisfies Lipschitz condition: there exists a constant
K > 0 such that, for x; y 2 R,
jg0(x)  g0(y)j  Kjx  yj: (4.10)
The objective of the trader is to maximize the expected payoff over all admissible con-
trols. Define the value function V by
V (t; x; s; `) := sup
u2U
J(t; x; s; `; u) (4.11)
for (t; x; s; `) 2 O M.
For t 2 [0; T ), ` 2 M and  2 U , define the operator L for a smooth function
f(t; ; ; `) 2 C1;2 by
Lf(t; x; s; `) :=   @
@x
f(t; x; s; `)+(t; s; ; `)
@
@s
f(t; x; s; `)+
1
2
2(t; s; ; `)
@2
@s2
f(t; x; s; `):
The generator Q of the Markov chain process is defined by
Qf(t; x; s; `) :=
j 6=`X
j2M
(V (t; x; s; j)  V (t; x; s; `)) :
It can be shown that the coupled system of HJB equations for the optimal liquidation in
regime switching model is, for each ` 2M,
V (t; x; s; `)  @
@t
V (t; x; s; `) sup
2U
[LV (t; x; s; `) + ()s] QV (t; x; s; `) = 0 (4.12)
for (t; x; s) 2 O, with the boundary condition
V (t; 0; s; `) = 0 (4.13)
and the terminal condition
V (T; x; s; `) = g(x)s: (4.14)
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4.3 Properties of Value Function
In this section, we will show that all properties of the value function shown in Section 3.3
still hold for the optimal control problem in regime switching model.
Lemma 4.3.1 For (t; s) 2 [0; T ] R+ and ` 2M, V (t; ; s; `) is non-decreasing in R+.
Proof See the proof of Lemma (3.3.1).
Lemma 4.3.2 V (t; x; s; `) is locally bounded for (t; x; s; `) 2 O M.
Proof Since Xut;x(0) 2 [0; x] and g() is continuous, g(Xut;x(0)) is bounded by a constant
Kx depending on x.
By definition of the value function,
jV (t; x; s; `)j  sup
u2U
Et
Z 0
t
 (u(r))Sut;s;`(r) dr + g  Xut;x(0)Sut;s;`(0)
 sup
u2U
Et

K
Z 0
t
Sut;s;`(r) dr +Kx Sut;s;`(0)
 sup
u2U
 
K
Z 0
t
Et
"
sup
r2[t;T ]
Sut;s;`(r)
#
dr +KxEt
"
sup
r2[t;T ]
Sut;s;`(r)
#!
:
By (4.6), we conclude that
jV (t; x; s; `)j  K(1 + s)(T   t) +Kx(1 + s)  Kx;s:
Therefore V (t; x; s; `) is locally bounded.
Due to the stochastic exit time, the proof of continuity is not as straightforward as in
Markov diffusion model. In Fleming and Soner (2006, Chapter V, Theorem 2.1), they work
on a minimization problem and give sufficient conditions under which the value function
for the Markov diffusion model with exit time is continuous. If we convert our model into
a minimization problem, the sufficient conditions should be translated into the following
three conditions: 1. When X(r) = 0, any admissible control should make X move out of
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[0;1) the next moment. 2. For (t; x; s) 2 O and ` 2 M, the functions  and g satisfy the
inequality
()s  g(x)s  g0(x)s+ (t; s; ; `)g(x)  0:
3. O is a bounded open set. Therefore the boundary @O is a compact set. Similar assump-
tions are also being made in Zhu (2011); Bayraktar et al. (2010).
Obviously conditions 1 and 3 do not hold in our model. Condition 2 is also too strong to
be intuitively explained. As a result, we propose an alternative way to show the continuity
of the value function. To the best of our knowledge, there is no similar approach found in
literatures on the optimal liquidation.
We first remove the terminal bequest function by redefining the running payoff function.
To simplify the notation, for (t; x; s; ; `) 2 O  U M, define a function L by
L(t; x; s; ; `) := ()s  g(x)s  g0(x)s+ (t; s; ; `)g(x):
Since g is continuously differentiable by assumption, by applying Dynkin’s formula to
the terminal bequest function we have
J(t; x; s; `; u) = Et
 Z 0
t
e (r t) (u(r))Sut;s;`(r)dr +
Z 0
t
e (r t)

  g  Xut;x(r)Sut;s;`(r)
  g0  Xut;x(r)Sut;s;`(r) + (r; s; ; `)g  Xut;x(r) dr+ g(x)s
= Et
 Z 0
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

+ g(x)s:
For (t; x; s; `) 2 O M, define a new value function by
eV (t; x; s; `) := sup
u2U
Et
Z 0
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

: (4.15)
Since V (t; x; s; `) = eV (t; x; s; `) + g(x)s and g is a continuous function, V (t; x; s; `) is
continuous as long as eV (t; x; s; `) is continuous. From now on in this section, we will work
on the value function eV .
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In order to prove the continuity of eV , we build a perturbed model and show that the
value function for the perturbed model is continuous and converges quasi-uniformly to eV .
First, for 0 <  < 1, we move the boundary X = 0 by  to the left and define a new
stopping time by
 := inffr  t : Xut;x(r) =  g ^ T;
which is the first time the number of shares Xut;x(r) exits from ( ;1). A control process
u = fu(r)g0rT is admissible if it is progressively measurable and u(r) 2 U(Xut;x(r)),
where U(x) = U if x  0 and U(x) = bU , a compact subset of U in (0;1) if x < 0. The
key here is to rule out zero from the compact set bU after X(r) reaches zero. Denote by U 0
the new admissible control set. Note that when we only look at the control process before
stopping time 0, U and U 0 coincide with each other.
Lemma 4.3.3 For (t; x; s; ; `) 2 OU M, x1; x2 2 (0;1), s1; s2 2 (0;1), r 2 [t; T ],
and u 2 U , we have
L  r;Xut;x(r); Sut;s;`(r); ; `  Kx  1 + Sut;s;`(r) (4.16)
and
L  r;Xut;x1(r); Sut;s1;`(r); ; `  L  r;Xut;x2(r); Sut;s2;`(r); ; ` 
Kx1
Sut;s1;`(r)  Sut;s2;`(r)+K  1 + Sut;s2;`(r) jx1   x2j:
(4.17)
Furthermore, if x is in a compact set, we have
L  r;Xut;x(r); Sut;s;`(r); ; `  K  1 + Sut;s;`(r) : (4.18)
Proof Since U is a compact set in [0;1), there is a constant N > 0 such that U  [0; N ].
For r 2 [t; T ], Xut;x(r) 2 [x   NT; x]. Since both g and g0 are continuous, which implies
that g(Xut;x(r)) and g
0(Xut;x(r)) are bounded by some constantKx > 0. By the linear growth
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condition and the boundedness of (), we have
L  r;Xut;x(r); Sut;s;`(r); ; `
=
()Sut;s;`(r)  g  Xut;x(r)  g0  Xut;x(r)Sut;s;`(r) +   r; Sut;s;`(r); ; ` g  Xut;x(r)
Kx
 
1 + Sut;s;`(r)

;
which shows (4.16).
If x is in a compact set,Xut;x(r) is in a compact set which is independent of x. g(X
u
t;x(r))
and g0(Xut;x(r)) are bounded by a constantK > 0, which verifies (4.18).
By the Lipschitz condition on g, g0 and  and the linear growth condition on , we have
L  r;Xut;x1(r); Sut;s1;`(r); ; `  L  r;Xut;x2(r); Sut;s2;`(r); ; ` 
K Sut;s1;`(r)  Sut;s2;`(r)+Kjx1   x2j+Kx1 Sut;s1;`(r)  Sut;s2;`(r)+KSut;s2;`(r)jx1   x2j
+Kx1
Sut;s1;`(r)  Sut;s2;`(r)+K  1 + Sut;s2;`(r) jx1   x2j
Kx1
Sut;s1;`(r)  Sut;s2;`(r)+K  1 + Sut;s2;`(r) jx1   x2j;
which completes the proof of (4.17).
For 0 <  < 1 and (t; x; s; `) 2 O M, define a perturbed value function eV  by
eV (t; x; s; `) := sup
u2U 0
Et
Z 
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

:
For  > 0, define an auxiliary function  ; by
 ;(x) := exp

 1

(x+ ) 

;
where x  = max(0; x). Clearly,  ;()  1 by definition. For r 2 [t; ], Xut;x(r)   
and  ;(Xut;x(r)) = 1. Define the auxiliary expected payoff eJ ; by
eJ ;(t; x; s; `; u) := Et Z T
t
e (r t) ;(Xut;x(r))L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

;
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and the auxiliary value function eV ; by
eV ;(t; x; s; `) := sup
u2U 0
eJ ;(t; x; s; `; u):
From (4.16) and (4.6), we have that
eV ;(t; x; s; `)  Kx(1 + jsj); (4.19)
which means that eV ; is locally bounded.
Next we will show that the auxiliary value function is continuous.
Theorem 4.3.4 Given Assumptions 4.2.1 and 4.2.3, for ` 2 M, 0 <  < 1 and  > 0, the
auxiliary value function eV ;(; ; ; `) is continuous over O.
Proof Similarly to the proof of Theorem 3.3.3, we will show the continuity in two steps.
Step 1.
Let (x1; s1); (x2; s2) 2 (0;1) (0;1) close enough such that jx2  x1j < 1 and js2 
s1j < 1. Let t 2 [0; T ] and ` 2 M. Consider the auxiliary value functions eV ;(t; x1; s1; `)
and eV ;(t; x2; s2; `).
By the fact that j exp( a)  exp( b)j  ja  bj for any a; b  0, we have
 ;(Xut;x1(r))   ;(Xut;x2(r))  1 (Xut;x1(r) + )    (Xut;x2(r) + )   1 jx1   x2j:
(4.20)
By the definition of auxiliary value function and the fact that
j sup
u2U 0
A(u)  sup
u2U 0
B(u)j  sup
u2U 0
jA(u) B(u)j;
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we get
eV ;(t; x1; s1; `)  eV ;(t; x2; s2; `)
 sup
u2U 0
Et
 Z T
t
 ;(Xut;x1(r))L  r;Xut;x1(r); Sut;s1;`(r); u(r);t;`(r)
   ;(Xut;x2(r))L
 
r;Xut;x2(r); S
u
t;s2;`
(r); u(r);t;`(r)
 dr
 sup
u2U 0
Et
 Z T
t
L  r;Xut;x1(r); Sut;s1;`(r); u(r);t;`(r)  L  r;Xut;x2(r); Sut;s2;`(r); u(r);t;`(r)
+
L  r;Xut;x2(r); Sut;s2;`(r); u(r);t;`(r)  ;(Xut;x1(r))   ;(Xut;x2(r)) dr
Kx1Et
jSut;s1;`(r)  Sut;s2;`(r)j+K  1 + Et Sut;s2;`(r) jx1   x2j
+
1

jx1   x2jKx1
 
1 + Et

Sut;s2;`(r)

Kx1;s1 (jx1   x2j+ js1   s2j) ; (4.21)
where we have applied the inequalities (4.6), (4.8), (4.16), (4.17) and (4.20). This shows
that the auxiliary value function eV ; is continuous in (x; s), uniformly in t and `.
Step 2.
Next we will prove that the auxiliary value function eV ; is continuous in t. Let 0 
t1 < t2  T and (x; s; `) 2 [0;1) (0;1)M. By dynamic programming principle, for
any  > 0, there exists an admissible control u 2 U 0 such that
eV ;(t1; x; s; `)  
Et1
h Z t2
t1
e (r t1) ;(Xut1;x(r))L
 
r;Xut1;x(r); S
u
t1;s;`
(r); u(r);t1;`(r)

dr
+ e (t2 t1)eV ;  t2; Xut1;x(t2); Sut1;s;`(t2);t1;`(t2) i
eV ;(t1; x; s; `)
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By rearranging the inequality above, we have
eV ;(t1; x; s; `)  eV ;(t2; x; s; `)  

Et1h Z t2
t1
e (r t1) ;(Xut1;x(r))L
 
r;Xut1;x(r); S
u
t1;s;`
(r); u(r);t1;`(r)

dr
+ e (t2 t1)eV ;  t2; Xut1;x(t2); Sut1;s;`(t2);t1;`(t2) i  eV ;(t2; x; s; `)
Et1
Z t2
t1
L  r;Xut1;x(r); Sut1;s;`(r); u(r);t1;`(r) dr
+ Et1
he (t2 t1)eV ;  t2; Xut1;x(t2); Sut1;s;`(t2); `  eV ;(t2; x; s; `)i
+ Et1
heV ;  t2; Xut1;x(t2); Sut1;s;`(t2);t1;`(t2)  eV ;  t2; Xut1;x(t2); Sut1;s;`(t2); `i
=I1 + I2 + I3:
By (4.6) and (4.16), we have
I1  Kx(1 + jsj): (4.22)
By (4.19) and the tower property of conditional expectation, we have
Et1
heV ;  t2; Xut1;x(t2); Sut1;s;`(t2);t1;`(t2)i  Kx  1 + Et1 Sut1;s;`(t2)  Kx;s:
Since the term inside the expectation of I3 is zero when t1;`(t2) = `, from the inequal-
ity above, we get
I3  Kx;sP [t1;`(t2) 6= `] : (4.23)
By the transitional probability of Markov chain in (4.1), I3 goes to zero as t2  t1 ! 0.
By (4.21), (4.19) and (4.7), we have
I2 Et1
heV ;  t2; Xut1;x(t2); Sut1;s;`(t2); `  eV ;(t2; x; s; `)i+ (e (t2 t1)   1)eV ;(t2; x; s; `)
Kx;sEt1
Xut1;x(t2)  x+ Sut1;s;`(t2)  s+Kx;s e (t2 t1)   1
Kx;s
 
(t2   t1) + (t2   t1)1=2 +
e (t2 t1)   1 (4.24)
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By the estimates in (4.22), (4.23) and (4.24), we have that I1, I2 and I3 all tend to zero
as t2   t1 tends to zero. This convergence is independent of the choice of  and control u.
Since  is arbitrarily chosen, by sending  to zero, we have
eV ;(t1; x; s; `)  eV ;(t2; x; s; `)! 0;
which means that eV ; is continuous in t.
Combining the continuity of eV ; in (x; s), uniformly in t, and the continuity of eV ; in
t, we conclude that eV ;(; ; ; `) is continuous on O for ` 2M.
We have shown the continuity of the auxiliary value function eV ;. This is the value
function for the auxiliary problem with fixed terminal time T . The ultimate goal is to
show the continuity of the original value function eV with exit time. Next, we establish the
quasi-uniform convergence of the auxiliary value function to the eV . We refer a theorem in
Gordon (1998) which states that quasi-uniform convergence can pass the continuity from
the convergent functions to the limit function.
Lemma 4.3.5 Let 0 <  < 1 and  > 0. For all ` 2 M, eV ;(; ; ; `) converges toeV (; ; ; `) quasi-uniformly on O as ! 0 and ! 0.
Proof We show the quasi-uniform convergence of eV ; to eV in two steps. First, the aux-
iliary value function eV ; converges to the perturbed value function eV  quasi-uniformly
as  ! 0. Second, the perturbed value function eV  converges to the value function eV
quasi-uniformly as ! 0.
Step 1.
Fix a point at the boundary (t; x; s) 2 [0; T )  f g  (0;1). Since Xut;x(t) =  ,
we have  = t and for r  t the admissible control u(r) 2 U(Xut;x(r)) = bU , where bU is
in a compact subset of U in (0;1). Without loss of generality, assume bU  [N0; N ] with
N0; N > 0. So we have Xut; (r) <   for r > t, which means that X(r) will move out of
the boundary x =   the next moment for all admissible controls. By definition
 ;
 
Xut; (r)

= exp

 1

Z t
r
u(s)ds

:
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Therefore, it is bounded by an upper bound and a lower bound
0 < exp

 N

(r   t)

  ;  Xut; (r)  exp N0 (r   t)

< 1: (4.25)
As ! 0,  ;(Xut; (r)) goes to zero. By (4.18), (4.6) and (4.25), we have
 eJ ;(t; ; s; `; u) K Z T
t
exp

 N0

(r   t)
 
1 + Et
jSut;s;`(r)j dr
K(1 + s) 
N0

1  exp

 N0

T

K(1 + s) 
N0
:
Since eV ; is the supremum of eJ ; over admissible control set, we have
eV ;(t; ; s; `)  K(1 + s) 
N0
:
For (t; x; s; `) 2 O M, note the fact that  ;(Xut; (r)) = 1 for r 2 [t; ]. Applying
the dynamic programming principle, we get
eV ;(t; x; s; `)
= sup
u2U 0
Et
 Z 
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr
+e ( t)eV ;  ; ; Sut;s;`();t;`() 
 sup
u2U 0
Et
 Z 
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr +K(1 + Sut;s;`())

N0

 eV (t; x; s; `) +K(1 + s) 
N0
:
Chapter 4. Optimal Liquidation in a Regime Switching Model with Exit Time 87
On the other hand, we also have
eV ;(t; x; s; `)
 sup
u2U 0
Et
 Z 
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr  K(1 + Sut;s;`())

N0

 eV (t; x; s; `) K(1 + s) 
N0
The two inequalities above imply that, for ` 2M, eV ; converges to eV  quasi-uniformly
as ! 0, independent of .
Step 2.
Due to the fact that the admissible control set U 0 coincides with U in the time interval
[0; 0], the perturbed value function can be written as
eV (t; x; s; `) = sup
u2U 0
Et
 Z 0
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr
+
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

 sup
u2U
Et
Z 0
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

+ sup
u2U 0
Et
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

=eV (t; x; s; `) + sup
u2U 0
Et
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

:
(4.26)
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There is also a lower bound which is
eV (t; x; s; `) = sup
u2U 0
Et
 Z 0
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr
+
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

 sup
u2U
Et
Z 0
t
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

  sup
u2U 0
Et
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

=eV (t; x; s; `)  sup
u2U 0
Et
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

:
(4.27)
By applying Cauchy-Schwartz inequality twice, combined with (4.16), (4.6) and the
fact that u(r)  N0 for r > 0, we havesup
u2U 0
Et
Z 
0
e (r t)L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)

dr

 sup
u2U 0
Et
Z 
0
L  r;Xut;x(r); Sut;s;`(r); u(r);t;`(r) dr
= sup
u2U 0
Et
Z T
t
1f0  r  g
L  r;Xut;x(r); Sut;s;`(r); u(r);t;`(r) dr
 sup
u2U 0
Et
"
(   0)1=2
Z T
t
L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)
2
dr
1=2#
 sup
u2U 0
Et [   0]1=2Et
Z T
t
L
 
r;Xut;x(r); S
u
t;s;`(r); u(r);t;`(r)
2
dr
1=2



N0
1=2
Kx
 
1 + Et
"
sup
r2[t;T ]
jSut;s;`(r)j2
#!1=2
Kx(1 + s)


N0
1=2
: (4.28)
Substituting (4.28) into (4.26) and (4.27), we have
eV (t; x; s; `) Kx(1 + s) 
N0
1=2
 eV (t; x; s; `)  eV (t; x; s; `) +Kx(1 + s) 
N0
1=2
:
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As  ! 0, for t 2 [0; T ], ` 2 M and any (x; s) 2 [0;1)  (0;1), there exists a
compact set such that eV (t; x; s; `) converges uniformly to eV (t; x; s; `) on the compact set.
So we conclude that eV ; converges to eV quasi-uniformly.
Theorem 4.3.6 For all ` 2M, the value function V (; ; ; `) is continuous over O.
Proof By Gordon (1998, Theorem 2), for each ` 2 M, since eV ;(; ; ; `) converges toeV (; ; ; `) quasi-uniformly as  ! 0,  ! 0 and eV ;(; ; ; `) is a continuous function
overO, eV (; ; ; `) is continuous overO as well. Since V (t; x; s; `) = eV (t; x; s; `)+ g(x)s,
V (; ; ; `) is continuous over O.
4.4 Viscosity Solution
In this section, we will discuss the viscosity property of the value function for the optimal
liquidation problem in a regime swiching model. As we have explained in Section 4.1, the
presence of market regime makes the HJB a coupled system of non-linear PDEs such as
(4.12). For this reason, the definition of viscosity solution has to be adjusted accordingly.
In standard definition of viscosity solutions of a single HJB equation, at any point where
the difference between value function and test function attains its maximum/minimum, a
certain inequality must hold. In regime switching model, HJB turns into a coupled system
of non-linear PDEs, with one equation for each regime state. In such system, when we
talk about the maximum/minimum point, a natural question to ask is whether this max-
imum/minimum point is a local one for each state or a global one over all states. This
technical issue makes difference in verifying whether a value function is a viscosity solu-
tion.
In current literatures on stochastic control in regime switching model, both types of
definition of viscosity solutions are observed. For example in Gassiat et al. (2012), they
only look at the global maximum/minimum point over all states to check whether certain
inequality hold to qualify the function as a viscosity solution. Similar approach is adopted
in Zhu (2011). Whereas in Pemy et al. (2008), the inequality has to hold at the local maxi-
mum/minimum point of every regime in order to make it a viscosity solution. We define the
former as a weak-form viscosity solution and the latter a strong-form viscosity solution. It
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is easy to find that a strong-form viscosity solution is a weak-form viscosity solution. But
reverse is not necessarily true.
We give the definition of strong-form viscosity solution firstly.
Definition 4.4.1 (Strong-form viscosity solution) A system of continuous functions V =
fV (; ; ; `)g`2M on O is a viscosity subsolution (resp. viscosity supersolution) of the
coupled system of HJB equations (4.12) if, for each ` 2 M, '(; ; ) 2 C1;1;2(O) and
(t; x; s) 2 O such that V (t; x; s; `)   '(t; x; s) attains it maximum (resp. minimum) at
(t; x; s), we have
'(t; x; s)  @
@t
'(t; x; s)  sup
2U
[L'(t; x; s) + ()s] QV (t; x; s; `)  0;
(resp.  0): (4.29)
The system of continuous functions V is a viscosity solution if it is both a viscosity subso-
lution and a viscosity supersolution.
Given the definition above, we will show that the value function for the regime switch-
ing model is a strong-form viscosity solution.
Proposition 4.4.2 (Strong-form viscosity supersolution) Let V be the value function de-
fined in (4.11). For each ` 2 M and ' 2 C1;1;2(O) such that V (; ; ; `)   '(; ; ) attains
its minimum at (t; x; s) 2 O,
V (t; x; s; `)  @
@t
'(t; x; s)  sup
2U
[L'(t; x; s) + ()s] QV (t; x; s; `)  0: (4.30)
Proof For ` 2M and (t; x; s) 2 O, without loss of generality, assume that
V (t; x; s; `)  '(t; x; s) = 0 (4.31)
Choose a constant control u(r)   2 U for r 2 [0; 0]. Let the sate variables X ,
S and the market regime  start from time t with initial values x, s and `. Denote the
corresponding process by X ut;x(r), S
u
t;s;`(r) and t;`(r).
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Define ^1 as the first jump time of the market regime. Let  > 0 and assume without
loss of generality that  is small enough such that B(x; s)  (0;1)  (0;1). Define ^2
by
^2 := inffr  t :
 
X ut;x(r); S
u
t;s;`(r)
 62 B(x; s)g:
Define the stopping time  by
 := (t+ h) ^ ^1 ^ ^2;
where h < T   t. Note that  < 0. By the dynamic programming principle, we have
V (t; x; s; `)  Et
Z 
t
e (r t)(u(r))Sut;s;`(r)dr + e
 ( t)V
 
;X ut;x(); S
u
t;s;`();t;`()

:
(4.32)
For the test function ' and ` 2M, define a new function  ` by
 `(t; x; s; j) =
(
'(t; x; s) if j = `;
V (t; x; s; j) if j 6= `:
(4.33)
From the definition of function  ` and (4.31), we have
V
 
;X ut;x(); S
u
t;s;`();t;`()
   `  ;X ut;x(); S ut;s;`();t;`() :
By applying Dynkin’s formula to  `, also noting that  `(t; x; s; `) = '(t; x; s) and
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(4.31), we have
Et
h
e ( t) `
 
;X ut;x(); S
u
t;s;`();t;`()
i
= `(t; x; s; `) + Et
 Z 
t
( )e (r t) `
 
r;X ut;x(r); S
u
t;s;`(r); `

+ e (r t)

@
@t
+ L

 `
 
r;X ut;x(r); S
u
t;s;`(r); `

+ e (r t)Q `
 
r;X ut;x(r); S
u
t;s;`(r); `

dr

=V (t; x; s; `) + Et
 Z 
t
( )e (r t)'  r;X ut;x(r); S ut;s;`(r)
+ e (r t)

@
@t
+ L

'
 
r;X ut;x(r); S
u
t;s;`(r)

+ e (r t)Q `
 
r;X ut;x(r); S
u
t;s;`(r); `

dr

;
(4.34)
where the last term is
Q `
 
r;X ut;x(r); S
u
t;s;`(r); `

=
j 6=`X
j2M
 
 `
 
r;X ut;x(r); S
u
t;s;`(r); j
   `  r;X ut;x(r); S ut;s;`(r); `
=
j 6=`X
j2M
 
V
 
r;X ut;x(r); S
u
t;s;`(r); j
  '  r;X ut;x(r); Sut;s;`(r)

j 6=`X
j2M
 
V
 
r;X ut;x(r); S
u
t;s;`(r); j
  V  r;X ut;x(r); S ut;s;`(r); `
=QV  r;X ut;x(r); S ut;s;`(r); ` :
So we have
Et
h
e ( t)V
 
;X ut;x(); S
u
t;s;`();t;`()
i
V (t; x; s; `) + Et
 Z 
t
( )e (r t)'  r;X ut;x(r); S ut;s;`(r)
+ e (r t)

@
@t
+ L

'
 
r;X ut;x(r); S
u
t;s;`(r)

+ e (r t)QV  r;X ut;x(r); S ut;s;`(r); ` dr
(4.35)
Chapter 4. Optimal Liquidation in a Regime Switching Model with Exit Time 93
Substitute (4.35) into (4.32) and divide both sides by  h, we get
0 Et

1
h
Z 
t
e (r t)

'
 
r;X ut;x(r); S
u
t;s;`(r)
   @
@t
+ L

'
 
r;X ut;x(r); S
u
t;s;`(r)

   (u(r))Sut;s;`(r) QV
 
r;X ut;x(r); S
u
t;s;`(r); `
 
dr

Et

1
h
Z t+h
t
e (r t)

'
 
r;X ut;x(r); S
u
t;s;`(r)
   @
@t
+ L

'
 
r;X ut;x(r); S
u
t;s;`(r)

   (u(r))Sut;s;`(r) QV
 
r;X ut;x(r); S
u
t;s;`(r); `
 
dr j ^1 ^ ^2 > t+ h

Pt [^1 ^ ^2 > t+ h]
+K
Et [(^1 ^ ^2   t) j ^1 ^ ^2  t+ h]
h
Pt [^1 ^ ^2  t+ h]
Et

1
h
Z t+h
t
e (r t)

'
 
r;X ut;x(r); S
u
t;s;`(r)
   @
@t
+ L

'
 
r;X ut;x(r); S
u
t;s;`(r)

   (u(r))Sut;s;`(r) QV
 
r;X ut;x(r); S
u
t;s;`(r); `
 
dr j ^1 ^ ^2 > t+ h

+KPt [^1 ^ ^2  t+ h] (4.36)
for some constant K > 0, due to continuity of the function on the left hand side of (4.30)
and the boundedness of state variable on the time inverval [0; ^1 ^ ^2].
Since ^1 is the first jump time of the Markov chain , we have
Pt [^1  t+ h] = 1  Pt
h
t;`(r) = ` for r 2 (t; t+ h]
i
= 1  eq``h:
So as h! 0, Pt [^1  t+ h] goes to 0. By Chebyshev’s inequality, we have
Pt [^2  t+ h] =Pt
"
sup
r2[t;t+h]
hX ut;x(r)  x2 + S ut;s;`(r)  s2i  2
#

Et

supr2[t;t+h]
X ut;x(r)  x2+ Et supr2[t;t+h] S ut;s;`(r)  s2
2
By the boundedness of u(r) and (4.6), we have
lim
h!0
Pt [^2  t+ h] = 0:
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Thus we have
lim
h!0
Pt [^1 ^ ^2  t+ h]  lim
h!0
(Pt [^1  t+ h] + Pt [^2  t+ h]) = 0:
By sending h to 0 in (4.36), by the mean value theorem and the dominated convergence
theorem, we have
V (t; x; s; `)  @
@t
'(t; x; s)  L'(t; x; s)  ()s QV (t; x; s; `)  0:
Since  2 U is chosen arbitrarily, we take the supremum over U and get
V (t; x; s; `)  @
@t
'(t; x; s)  sup
2U
[L'(t; x; s) + ()s] QV (t; x; s; `)  0:
Therefore, the system of equations V is a viscosity supersolution of the HJB equation
(4.12).
For (t; x; s; p; q;M ; `) 2 O  R  R  R M, define the Hamiltonian H associated
with the regime switching model by
H(t; x; s; p; q;M ; `) := sup
2U

 p+ (t; s; ; `)q + 1
2
(t; s; ; `)2M + ()s

: (4.37)
Lemma 4.4.3 For each ` 2M, the HamiltonianH(; ; ; ; ; ; `) is continuous onOR
R R.
Proof Since the proof is similar to that of Lemma 3.4.2, we skip the details here.
Proposition 4.4.4 (Strong-form viscosity subsolution) Let V be the value function de-
fined in (4.11). For each ` 2 M and ' 2 C1;1;2(O) such that V (; ; ; `)   '(; ; ) attains
its maximum at (t; x; s) 2 O,
V (t; x; s; `)  @
@t
'(t; x; s)  sup
2U
[L'(t; x; s) + ()s] QV (t; x; s; `)  0: (4.38)
Proof Assume, for contradiction, that there exists ` 2 M, (t; x; s) 2 O and a test function
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' 2 C1;1;2(O) such that
V (t; x; s; `)  @
@t
'(t; x; s)  sup
2U
[L'(t; x; s) + ()s] QV (t; x; s; `) > 0; (4.39)
where V (t; x; s; `)   '(t; x; s) attains its maximum at (t; x; s). Without loss of generality,
assume that V (t; x; s; `)  '(t; x; s) = 0.
By continuity of the left hand side of (4.38), for  > 0, there exists  > 0 such that
V (t; x; s; `)  @
@t
'(t; x; s)  sup
2U
[L'(t; x; s) + ()s] QV (t; x; s; `)  ; (4.40)
for all (t; x; s) 2 B(t; x; s) \ O.
Let h > 0 be small enough such that (t; t + h)  [0; T ). Let ^1 still be the first jump
time of t;`(). Define ^3 by
^3 := inf

r  t :  r;X ut;x(r); S ut;s;`(r) 62 B(t; x; s) \ O	 :
Let  := (t + h) ^ ^1 ^ ^3. By dynamic programming principle, there exists a control
u 2 U such that
V (t; x; s; `)  
2
h  Et
Z 
t
e (r t) (u(r))S ut;s;`(r) + e
 ( t)V
 
;X ut;x(); S
u
t;s;`();t;`()

:
(4.41)
For `, define the function  ` as in (4.33). Similarly, we have
 `
 
;X ut;x(); S
u
t;s;`();t;`()
  V  ;X ut;x(); Sut;s;`();t;`()
and
Q `
 
;X ut;x(); S
u
t;s;`(); `
  QV  ;X ut;x(); S ut;s;`(); ` : (4.42)
So equation (4.41) turns into
V (t; x; s)  
2
h  Et
Z 
t
e (r t) (u(r))Sut;s;`(r) + e
 ( t) `
 
;X ut;x(); S
u
t;s;`();t;`()

:
(4.43)
By combining (4.34), (4.42) and (4.43) and dividing both sides of the equation by h,
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we have
0   
2
+ Et

1
h
Z 
t
e (r t)

'
 
r;X ut;x(r); S
u
t;s;`(r)
   @
@t
+ Lu(r)

'
 
r;X ut;x(r); S
u
t;s;`(r)

   (u(r))Sut;s;`(r) QV
 
r;X ut;x(r); S
u
t;s;`(r); `
 
dr

: (4.44)
Substituting (4.40) into (4.44), we get
0    
2
+

h
Et[   t]: (4.45)
By the definition of  , we have
1  1
h
Et[ t]  1
h
Et[h j ^1^ ^3 > t+h]Pt[^1^ ^3 > t+h] = Pt[^1^ ^3 > t+h]: (4.46)
Similar to the proof of viscosity supersolution, it can be shown that
lim
h!0
Pt[^1  t+ h] = 0
and
lim
h!0
Pt[^3  t+ h] = 0:
So we have
lim
h!0
Pt[^1 ^ ^3 > t+ h] = 1  lim
h!0
Pt[^1 ^ ^3  t+ h] = 1;
which, combined with (4.46), implies that
lim
h!0
1
h
Et[   t] = 1:
By sending h to 0 in (4.45), we get =2  0, which is a contradiction. Therefore, the
inequality (4.39) must hold, which completes the proof. The system of value functions V
is a viscosity subsolution of the coupled system of HJB equations (4.12).
Theorem 4.4.5 (Strong-form viscosity solution) The value function V is a viscosity so-
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lution of the HJB equation (4.12).
Proof From Proposition 4.4.2 and Proposition 4.4.4, V is both a (strong-form) viscosity
supersolution and a (strong-form) viscosity subsolution, it is a (strong-form) viscosity so-
lution.
4.5 Comparison Principle and Uniqueness
In this section, we will establish uniqueness of the viscosity solution for the optimal liq-
uidation problem in regime switching model. To simplify the notation, we still denote by
x = (x; s) and y = (y; z) the two dimensional vector of real variables. Their specific val-
ues are defined similarly. And we also need to adjust the alternative definition of viscosity
solution in Lemma 2.4.4 to accommodate to the regime switching model.
Lemma 4.5.1 (Viscosity solution) An m-tuple V = fV (; ; ; `)g`2M of continuous func-
tions on O is a viscosity subsolution (resp. supersolution) to the HJB equation (4.12) if
and only if, for (t; x) 2 O and (b; p; q;M) 2 R  R  R  S2 such that (b; q; p;M) 2
P2;+V (t; x; `) (resp. (b; q; p;M) 2 P2; V (t; x; `)) for any fixed ` 2M, we have
V (t; x; `)  b H(t; x; p; q;M22; `) QV (t; x; `)  0 (resp.  0); (4.47)
where H is the Hamiltonian defined in (4.37). The m-tuple V is a viscosity solution if it is
both a viscosity subsolution and a viscosity supersolution.
With the help of the alternative definition of viscosity solutions, we can proceed to
prove the comparison principle.
Theorem 4.5.2 (Comparison principle) Let U and V be systems of continuous functions
onO. Let U be a viscosity subsolution and V a viscosity supersolution of the HJB equation
(4.12) satisfying the polynomial growth condition that there exist p  1 and K > 0 such
that for all (t; x; s) 2 O and ` 2M,
jV (t; x; s; `)j+ jU(t; x; s; `)j  K(1 + jxjp + jsjp):
4.5 Comparison Principle and Uniqueness 98
Assume further that U(T; ; ; `)  V (T; ; ; `) on (0;1)  (0;1) for all ` 2 M. Then
U  V on O M.
Proof The uniform polynomial growth condition for U and V implies that for each ` 2M,
sup
O
jU(t; x; s; `)j+ jV (t; x; s; `)j
1 + jxjp + jsjp <1:
Define a function (x; s) := (1 + jxj2p + jsj2P ) and (t; x; s) := e t(x; s) for  > 0.
As explained in the proof of Theorem 3.5.1, without loss of generality, assume that
(t; x; s)  @
@t
(t; x; s)  sup
2U
L(t; x; s)  0: (4.48)
Similar to the technique applied in the proof of Theorem 3.5.1, assume that the max-
imum of (U   V )(t; x; `) over ` 2 M and (t; x) 2 O is attained (up to a penalization) at
` 2M and (t; x) 2 , where   O is a compact set. LetM denote this maximum.
Suppose, for contradiction, that there exists ` 2M and (t; x) 2  such that U(t; x; `) >
V (t; x; `). We have
M := max
i2M
sup
O
(U   V )(t; x; i) = max
(t;x;i)2M
(U   V )(t; x; i) > 0: (4.49)
For any  > 0, define functions   and 	 by
 (t; x; r; y) :=
1
2
jt  rj2 + jx  yj2
and
	(t; x; r; y; `) := U(t; x; `)  V (r; y; `)   (t; x; r; y):
For each ` 2 M, 	(; ; ; ; `) is continuous. Therefore, the maximum of 	, denoted
by M`, over the compact set    can be attained at a point. Let (t`; x`; r`; y`) be the
maximum point. Assume that, for , the global maximumM := max`2MM` is attained
at the market regime ` 2 M and the corresponding time and state values (t` ; x` ; r` ; y`).
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So we have
MM = 	(t` ; x` ; r` ; y` ; `)  U(t` ; x` ; `)  V (r` ; y` ; `): (4.50)
As  ! 0, the bounded sequence (t` ; x` ; r` ; y`) converges, up to a subsequence, to
a limit (t; x; r; y) 2   . For each ` 2 M, the bounded sequence (t`; x`; r`; y`) also
converges, up to a subsequence, to its limit respectively. Since the state spaceM is finite,
for  small enough, ` will stay at `2 M without jumping anymore. In other words, there
exists `2M such that ` = ` for  small enough.
By the continuity of value functions U and V and the boundedness of state variables,
U(t` ; x` ; `)   V (r` ; y` ; `) is bounded for all  > 0. From (4.50),  (t` ; x` ; r` ; y`) is
also bounded, which implies that
lim
!0
(t` ; x

` ; r

` ; y

`) = (t; x; t; x); lim
!0
 (t` ; x

` ; r

` ; y

`) = 0 (4.51)
and
lim
!0
M =M = (U   V )(t; x; `): (4.52)
By applying Ishii’s Lemma to function 	 at its maximum point (t` ; x` ; r` ; y`) with
market regime `, we can findM ; N  2 S+ such that
1

(t`   r`);
1

(x`   y`);M 

2 P2;+U(t` ; x` ; `);
1

(t`   r`);
1

(x`   y`); N 

2 P2; V (t` ; x` ; `)
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and "
M  0
0  N 
#
 D2x;y (t; x; r; y) + 
 
D2x;y 
(t; x; r; y)
2
=
3

2666664
1 0  1 0
0 1 0  1
 1 0 1 0
0  1 0 1
3777775 :
which implies that, for any c; d 2 R, we have
c2M 22   d2M 22 
3

(c  d)2: (4.53)
Denote by
(1; 

2; 

3) :=

1

(t`   r`);
1

(x`   y`);
1

(s`   z`)

:
Since U is a viscosity subsolution and V a viscosity supersolution, by the alternative
definition of viscosity solutions in Lemma 4.5.1, we have
U(t` ; x

` ; `
)  1  H(t` ; x` ; 2; 3;M 22; `) QU(t` ; x` ; `)  0; (4.54)
V (r` ; y

` ; `
)  1  H(r` ; y` ; 2; 3; N 22; `) QV (r` ; y` ; `)  0: (4.55)
By definition of the operator Q, we have
Q (U(t` ; x` ; `)  V (r` ; y` ; `))
=
j2MX
j 6=`
q`j [(U(t

` ; x

` ; j)  V (r` ; y` ; j))  (U(t` ; x` ; `)  V (r` ; y` ; `))]
=
j2MX
j 6=`
q`j [	
(t` ; x

` ; r

` ; y

` ; j) 	(t` ; x` ; r` ; y` ; `)]
0; (4.56)
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where the last line is from the fact that	(t` ; x` ; r` ; y` ; `) is the maximum of	(t; x; r; y; `)
over  M.
By subtracting (4.55) from (4.54) and substituting (4.56), we get
 (U(t` ; x

` ; `
)  V (r` ; y` ; `))  H(t` ; x` ; 2; 3;M 22; `) H(r` ; y` ; 2; 3; N 22; `)
(4.57)
By the supremum nature of the Hamiltonian, for any  > 0, there exists a  2 U such
that
H(t` ; x

` ; 

2; 

3;M

22; `
)    2+(t` ; s` ; ; `)3+
1
2
(t` ; s

` ; 
; `)2M 22+(
)s` :
(4.58)
We also have
H(r` ; y

` ; 

2; 

3; N

22; `
)   2+(r` ; z` ; ; `)3+
1
2
(r` ; z

` ; 
; `)2N 22+(
)z` :
(4.59)
Subtracting (4.59) from (4.58), we get
H(t` ; x

` ; 

2; 

3;M

22; `
) H(r` ; y` ; 2; 3; N 22; `)  
3
 
(t` ; s

` ; 
; `)  (r` ; z` ; ; `)

+
3
2
 
(t` ; s

` ; 
; `)  (r` ; z` ; ; `)
2
+ ()(s`   z`); (4.60)
where we have applied (4.53).
By Assumption 4.2.1, the boundedness of () and (4.51), the right hand side of (4.60)
tends to zero as ! 0. Since  > 0 is chosen arbitrarily, we have
lim sup
!0
[H(t` ; x

` ; 

2; 

3;M

22; `
) H(r` ; y` ; 2; 3; N 22; `)]  0: (4.61)
Combining (4.52), (4.57) and (4.61), we have

 
U(t; x; `)  V (t; x; `)  0;
which contradicts the assumption (4.49). Therefore, U  V over the entire domainOM.
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With the comparison principle, the value function is a unique viscosity solution of the
associated HJB equation.
Corollary 4.5.3 (Uniqueness) The value function V is a unique viscosity solution of the
HJB equation (4.12) with the boundary condition (4.13) and the terminal condition (4.14).
Proof Suppose, for contradiction, that the viscosity solution is not unique. Let W be
another viscosity solution of the same HJB equation (4.12). Since V and W satisfy the
boundary and the terminal conditions, we have
V (t; 0; s; `) = W (t; 0; s; `)
over (t; s; `) 2 [0; T ) (0;1)M, and
V (T; x; s; `) = W (T; x; s; `)
over (x; s; `) 2 (0;1) (0;1)M.
Since V is a viscosity subsolution andW a viscosity supersolution, by Theorem 4.5.2,
we have V (t; x; s; `)  W (t; x; s; `) over O M.
Similarly, givenW is a viscosity subsolution and V a viscosity supersolution, we have
W (t; x; s; `)  V (t; x; s; `) over O M. Therefore, W = V and the viscosity solution V
is unique.
4.6 Numerical Examples
In this section, we apply finite difference method to find a numerical approximation of the
value function for the optimal liquidation problem in regime switching model with exit
time as well as the corresponding optimal selling rate.
To simplify the model, we assume that there are only two market regimes, regime 1 for
the strong economy and regime 2 for the weak economy. Assume that the stock price S(r)
follows a GBM process with (r; s; ; `) = (`)s and (r; s; ; `) = (`)s. So the mean
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and the volatility of the stock return depend only on the market regime `. By assuming a
GBM process, a positive stock price is always guaranteed. Note that the numerical example
is highly stylized because a simpler structure is more intuitive and easily understood.
We work on log price z = log s and backward in time by defining  = T   t. Let the
function W (; x; z; `) := V (t; x; s; `). The first and second order partial derivatives of the
new value functionW can be found in the following equations:
@V
@t
=
@W
@
@
@t
=  @W
@
;
@V
@x
=
@W
@x
;
@V
@s
=
@W
@z
@z
@s
=
1
s
@W
@z
;
@2V
@s2
=
1
s
@2W
@z2
@z
@s
  1
s2
@W
@z
=
1
s2
@2W
@z2
  1
s2
@W
@z
: (4.62)
By substituting (4.62) into the HJB equation (4.12) and rearranging, we have the new
HJB equation
W (; x; z; `) +
@
@
W (; x; z; `)  sup
2U

   @
@x
W (; x; z; `) + (`)
@
@z
W (; x; z; `)
+
1
2
(`)2

@2
@z2
W (; x; z; `)  @
@z
W (; x; z; `)

+ ()ez

 QW (; x; z; `) = 0;
(4.63)
with the boundary condition
W (; 0; z; `) = 0
and the terminal condition
W (0; x; z; `) = g(x)ez:
To approximate the solution to (4.63), we discretize variables  , x and z with stepsizes
 , x and z respectively. The value of W at a grid point (n; xi; zj) in market regime
` is denoted byW ni;j(`). The derivatives ofW at a grid point are approximated by
W (n; xi; zj) 
W n+1i;j (`) W ni;j(`)

; Wx(n; xi; zj) 
W ni+1;j(`) W ni 1;j(`)
2x
;
Wz(n; xi; zj) 
W ni;j+1(`) W ni;j 1(`)
2z
; Wzz(n; xi; zj) 
W ni;j+1(`) +W
n
i;j 1(`)  2W ni;j(`)
z2
:
Discretizing the HJB equation (4.63) by substituting the quotients above and rearrang-
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ing the terms, we get
W n+1i;j (`) =
"
  + 1

  q``0   (`)
2
z2

W ni;j(`) +

(`)  1
2
(`)2
2z
+
(`)2
2z2

W ni;j+1(`)
+

 (`) 
1
2
(`)2
2z
+
(`)2
2z2

W ni;j 1(`) + q``0W
n
i;j(`
0)
+ sup
2U
n
  W
n
i+1;j(`) W ni 1;j(`)
2x
+ ()ez
o#
; (4.64)
where `; `0 2 f1; 2g and ` 6= `0.
Assume that the temporary liquidation impact function is given by
() =
1

(1  e );
where  > 0, and the block liquidation impact function is given by
g(x) =
8>>>>>>>>>><>>>>>>>>>>:
x if 0  x  5,
 0:01x2 + 1:1x  0:25 if 5 < x  15,
10 + 0:8(x  10) if 15 < x  40,
 0:0075x2 + 1:4x  10 if 40 < x  60,
42 + 0:5(x  50) if x > 60.
Functions  and g satisfy the Assumption 4.2.3. In fact, g is constructed as a smooth
approximation to the piecewise linear function f defined by
f(x) =
8>>>><>>>>:
x if 0  x  10,
10 + 0:8(x  10) if 10 < x  50,
42 + 0:5(x  50) if x > 50.
Function f captures the block liquidation effect at time T but is not differentiable at x = 10
and 50 and does not satisfy Assumption 4.2.3. The function f means that at terminal time
T , when the number of unliquidated stock is less than 10, the trader can get the full amount
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from selling at going market price. If the number of shares is between 10 and 50, the trader
can get 80% of the money for the part over 10. If the number of shares is over 50, the trader
can only get 50% price for the extra shares.
We use following data for the numerical tests:  = 0:005,  = 0:01, f(1); (2)g =
f0:3; 0:1g, f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U = [0; 100], T = 1 with
stepsize of 0:005, x 2 [0; 100] with stepsize of 5, the log price z 2 [ 1; 2] with stepsize of
0:03, which is equivalent to the stock price s 2 [e 1; e2].
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Figure 4.1: The value function at time t = 0 against x and s. The left figure is for market
regime 1 and the right figure for market regime 2. There are twomarket regimes and a GBM
model is assumed for the stock price.  = 0:005 for function . The slopes for piecewise
bequest function g are 1, 0:8 and 0:5 respectively.  = 0:01, f(1); (2)g = f0:3; 0:1g,
f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U = [0; 100], T = 1 with stepsize of
0:005, x 2 [0; 100] with stepsize of 5, the log price z 2 [ 1; 2] with stepsize of 0:03, which
is equivalent to the stock price s 2 [e 1; e2].
Figure 4.1 plots the value function at starting time t = 0 against initial stock holding x
and initial stock price s for two regimes. It is clear from the figures that the value function
V is increasing in both x and s. The value function for market regime 1 is a bit higher than
the value function for market regime 2. This is reasonable since the trader should expect
higher revenue from liquidation when starting from a generally good economy.
Figure 4.2 plots the optimal instant selling rate at starting time t = 0 against initial stock
holding x and initial stock price s for two regimes. The figures show that the more shares
one holds, the sooner and the more one wants to sell to avoid potential large transaction
cost during the whole period. The market regime determines at what level of stock holding
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Figure 4.2: The optimal selling rate at time t = 0 against x and s. The left figure is for
market regime 1 and the right figure for market regime 2. There are two market regimes
and a GBM model is assumed for the stock price.  = 0:005 for function . The slopes
for piecewise bequest function g are 1, 0:8 and 0:5 respectively.  = 0:01, f(1); (2)g =
f0:3; 0:1g, f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U = [0; 100], T = 1 with
stepsize of 0:005, x 2 [0; 100] with stepsize of 5, the log price z 2 [ 1; 2] with stepsize of
0:03, which is equivalent to the stock price s 2 [e 1; e2].
one should start to sell. In a rising market (regime 1) the trader is willing to keep the stock
for a longer period in the hope for a higher price, which results in a lower optimal selling
rate, whereas in a falling market (regime 2) the trader wants to liquidate the stock quickly
to avoid a lower price in the future. This is consistent with the general market phenomenon.
Another interesting point is that the optimal selling rate is independent of initial asset price
in the numerical test. This is not surprising as the asset price follows a GBM process with
drift and diffusion terms independent of the local price. Therefore the initial asset price
does not come into the maximization problem over admissible control at all. As a result,
the value function depend on the initial asset price linearly and the optimal selling rate is
independent of the initial price. But in general model set-up, the optimal selling rate should
also depend on the asset price.
In order to better demonstrate the relationship between the value function and the stock
holding, we draw 2-dimensional graphs of the value function against initial stock holding x
for given initial prices in Figure 4.3. This is actually the cross section of the 3-dimensional
surface in Figure 4.1 at certain s. As it is shown, the value function is increasing in x. The
whole curve for s = 5 is above the curve for s = 1. And the value function in regime 1 is
Chapter 4. Optimal Liquidation in a Regime Switching Model with Exit Time 107
0 20 40 60 80 100
0
100
200
300
400
500
600
700
800
stock holding x
va
lu
e 
fu
nc
tio
n 
V
V at t=0 for market regime 1
(a) Market Regime 1
0 20 40 60 80 100
0
100
200
300
400
500
600
700
800
stock holding x
va
lu
e 
fu
nc
tio
n 
V
V at t=0 for market regime 2
(b) Market Regime 2
Figure 4.3: The value function at time t = 0 against x. The solid line is for s = 1 and the
dotted line for s = 5. The left figure is for market regime 1 and the right figure for market
regime 2. There are two market regimes and a GBM model is assumed for the stock price.
 = 0:005 for function . The slopes for piecewise bequest function g are 1, 0:8 and 0:5
respectively.  = 0:01, f(1); (2)g = f0:3; 0:1g, f(1); (2)g = f0:2; 0:4g, q12 = 0:5,
q21 = 1,  2 U = [0; 100], T = 1 with stepsize of 0:005, x 2 [0; 100] with stepsize of
5, the log price z 2 [ 1; 2] with stepsize of 0:03, which is equivalent to the stock price
s 2 [e 1; e2].
generally higher than that in regime 2, all other parameters being equal.
Since the optimal selling rate is independent of the initial asset price s, we combine
the 2-dimensional curves of the optimal selling rate against initial stock holding x in one
graph in Figure 4.4. The solid line is for regime 1 and the dotted line for regime 2. The
relationship between the optimal selling rate and the market regime can be easily observed
in this graph. With higher stock return and lower volatility in regime 1, the trader is willing
to hold the stock for longer for better price, which results in a lower instant selling rate.
Furthermore, when the stock holding is low enough, the liquidity cost from block liquida-
tion at terminal time is very low compared with instant liquidation, which encourages the
trader to keep the stock. The particular shape of the curves in Figure 4.4 is determined by
the tradeoff between function  that captures the liquidity effect from “flow” trading and
function g that reflects the liquidity cost for the block liquidation at terminal T .
In the second example, we let () =  and g(x) = 0. This corresponds to the situation
that the market is perfectly liquid when the trader sells stock before terminal time T . But
the stock left unliquidated at terminal time will be ‘confiscated’. All other parameters are
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Figure 4.4: The optimal selling rate at time t = 0 against x. The solid line is for regime
1 and the dotted line for regime 2. There are two market regimes and a GBM model is
assumed for the stock price.  = 0:005 for function . The slopes for piecewise be-
quest function g are 1, 0:8 and 0:5 respectively.  = 0:01, f(1); (2)g = f0:3; 0:1g,
f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U = [0; 100], T = 1 with stepsize of
0:005, x 2 [0; 100] with stepsize of 5, the log price z 2 [ 1; 2] with stepsize of 0:03, which
is equivalent to the stock price s 2 [e 1; e2].
the same as those adopted in the first example.
Figure 4.5 shows the value function against x and s for two market regimes. The
shape is similar to the first example. Since there is no liquidity cost in the ‘flow’ trade
before terminal T , the trader will expect higher revenue for liquidating the same amount of
shares. This explains why the surface in Figure 4.5 is generally higher than the surface in
Figure 4.1.
The optimal selling rate for the second example is presented in Figure 4.6. Note that in
this example the optimal selling rate is a ‘bang-bang’ control with either no trading  = 0
or selling at maximum rate  = 100. This is due to the linear dependence of control  in
the Hamiltonian function. In market regime 1 with higher stock return, one should hold
the stock for longer than in market regime 2 in order to capture the rising price. This
can be seen more clearly in the 2-dimensional graph of the optimal selling rate against
stock holding x in Figure 4.7. Here the solid line for market regime 1 is below the dotted
line for market regime 2. Note that the slope between  = 0 and  = 100 is due to the
undetermined value between mesh points. Theoretically it should be a jump from 0 to 100.
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Figure 4.5: The value function at time t = 0 against x and s with () =  and g(x) = 0.
The left figure is for market regime 1 and the right figure for market regime 2. There are two
market regimes and a GBMmodel is assumed for the stock price.  = 0:01, f(1); (2)g =
f0:3; 0:1g, f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U = [0; 100], T = 1 with
stepsize of 0:005, x 2 [0; 100] with stepsize of 5, the log price z 2 [ 1; 2] with stepsize of
0:03, which is equivalent to the stock price s 2 [e 1; e2].
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Figure 4.6: The optimal selling rate at time t = 0 against x and s with () =  and
g(x) = 0. The left figure is for market regime 1 and the right figure for market regime 2.
There are two market regimes and a GBM model is assumed for the stock price.  = 0:01,
f(1); (2)g = f0:3; 0:1g, f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U =
[0; 100], T = 1 with stepsize of 0:005, x 2 [0; 100] with stepsize of 5, the log price z 2
[ 1; 2] with stepsize of 0:03, which is equivalent to the stock price s 2 [e 1; e2].
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Figure 4.7: The optimal selling rate at time t = 0 against x with () =  and g(x) = 0.
The solid line is for regime 1 and the dotted line for regime 2. There are two market regimes
and a GBM model is assumed for the stock price.  = 0:01, f(1); (2)g = f0:3; 0:1g,
f(1); (2)g = f0:2; 0:4g, q12 = 0:5, q21 = 1,  2 U = [0; 100], T = 1 with stepsize of
0:005, x 2 [0; 100] with stepsize of 5, the log price z 2 [ 1; 2] with stepsize of 0:03, which
is equivalent to the stock price s 2 [e 1; e2].
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Chapter 5
Conclusion
In this thesis, we study the optimal liquidation problem in a market with both permanent
and temporary price impacts of liquidation.
We first consider a finite horizonMarkov diffusion model and show the continuity of the
value function. The value function is characterized as a viscosity solution of the associated
HJB equation. We prove the comparison principle, and the uniqueness of the viscosity
solution is established as a result. A perturbation is introduced to the original model and
a classical solution is shown to exist for the perturbed model. We propose a method to
approximate the viscosity solution of the original model by a sequence of classical solutions
of the perturbed model. We also verify the convergence of classical solutions as the size
of the perturbation decreases and suggest an approach to find the limit of such convergent
functions.
Next we consider a regime switching model with stochastic exit time. Within such
framework, we apply a perturbation method and show the continuity of the perturbed value
functions. The sequence of perturbed value functions converges to the original value func-
tion quasi-uniformly. Hence, the continuity property is passed to the limit and the con-
tinuity of the original value function is established. We revise the definition of viscosity
solutions of the coupled system of HJB equations and show the value function is the unique
strong-form viscosity solution. Finally, we apply the finite difference method to find the
value function numerically, and the relationship between the optimal selling rate and the
state variables is presented.
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A number of questions in this thesis deserve further investigation. The perturbation
method proposed in Section 3.6 of approximating the viscosity solution by a sequence of
classical solutions has not been verified for the regime switching model with exit time. It
is even more interesting if we can find an example that a simple analytic solution exists
for the perturbed problem. The viscosity solution can be obtained simply by looking at the
limit of the series of convergent analytic solutions.
The assumptions made in this work can be relaxed as well. For example, currently the
control set is assumed to be compact. In the future, we may relax this point by assuming
a closed convex cone. This will inevitably create challenges since current analysis heavily
relies on compactness of the control. The other possible extension is to move the optimal
liquidation problem to a more general jump-diffusion model.
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