Automated recommender systems play an important role in e-commerce applications. Such systems recommend items (movies, music, books, news, web pages, etc.) 
Introduction
In recent years, the Internet has had an exponential growth of its number of users, the number of computers connected and the quantity of information available. In fact, according to Computer Industry Almanac [1] , in 2005, the total number of Internet users was more than 948 million, two times the number in 2001. Also, in 2006, the Internet was estimated to contain 161 exabytes of information [2] , compared to 7500 terabytes in 2001 [7] . In May 2007, more than 118 million Web sites were listed, four times the number in 1999 [3] .
Because of the extraordinary growth and diversity of the resources available on the Web, it is difficult to find what you are looking for. In fact, according to Search Engine Watch, search engines are the most widespread applications on the Web and more than 213 million queries are executed each day [4] . However, due to search engine limitations, the performance of these systems appears to the majority of Internet users, insufficient. Increasingly, net surfers are using recommender systems to help them to find the information that they are looking for. In fact, these systems, as opposed to search engines, try to propose to the user the information that fits their profile. The profile can be based on user behavior and interaction patterns.
Recommender systems are gaining popularity in a variety of e-commerce applications. Amazon recommends all kinds of products (movies, music, books, etc.) to consumers; Netflix, moviecritics, and Cinemax propose movies to users; iTunes, Pandora and Rhapsody advise music; Trabble suggest restaurants; Expedia and Travelocity recommend travels; CNN advise News; Jester proposes jokes.
The focus of this work is on the recommender systems. The rest of this article proceeds as follows. In Section 2 we briefly go through the major types of recommender systems. In Section 3 we give an overview of different recommendation methods used in our experiments. We compare the performance of different recommendation techniques based on user population size in Section 4. Finally, we conclude and discuss future directions for our research in Section 5.
Major types of recommender systems
A literature review, on recommender systems, reveals that there are a huge number of techniques available for prediction algorithms. However, these techniques can be divided into three principal families based on the information used for creating the profile of each user [5] :
• Content-based approaches try to see if the keywords based user profile fit the document.
• Collaborative filtering approaches try to predict, using the ratings the current user made in the past, if he will like an item.
• Hybrid approaches are the result of different methods combining content-based and collaborative filtering approaches.
Methods used in our experiments
This section describes, in detail, the three approaches used in our experiments for the evaluation of the impact of population size. We did not include pure content-based approaches because they are not affected by the neighborhood size. We defined, for this approaches, different matrixes used to compute the predictions (UserVSItem, ItemVSTerm, UserVSTerm, and UserVSDem). For example, the UserVSItem matrix represent the evaluation by a given user of a given item.
Collaborative filtering
Collaborative filtering recommends items to a given user based on the ratings of other neighbors. Once a neighborhood of users is formed, the ratings dataset is represented as a UserVSItem matrix with users for rows and items for columns. The similarity between a user u i and a user u j can be computed using different similarity measures (Least Squares, Pearson Correlation Coefficient, and Cosine Similarity) based on the ratings made by the users. The result of this step is a UserVSUser matrix that defines the correlation between all users. In our work, the prediction of the user u i on the item r j is computed using the following equation [5] :
is the average evaluation of the user u, eval(u, r j ) is the evaluation made by the user u in the item r j , and the weight w(u i ,u) is the similarity between the user u i and the user u given by the UserVSUser matrix. We let, in our case,
Hybrid Collaborative filtering
In order to test hybrid methods, we loaded contents description (Pilot, actors, countries.) from Internet Movie DataBase (IMBD, www.imdb.com) and we associated it to the already existing data (Title, release year, genres.). We also calculated the traditional TF-IDF of the terms by document and then, we obtain the ItemVSTerm matrix. We then computed the UserVSTerm matrix that identify the users profile using the Rocchio Algorithm [1] :
Where, for a given user j, C is the relevant item set known from the UserVSItem matrix, n is the total number of items, n c is the number of the relevant item, w 1,j is the existing weight, and the x i,j is the TF-IDF of each term of the item i from the ItemVSTerm matrix. In our experiment, we let coefficient α=0, β=1 and γ=1. The rest of the steps are similar to the previous approach. The only difference is that we use the UserVSTerm matrix instead of the UserVSItem matrix to compute the similarity between users.
Demographic hybrid approach
The steps are similar to the previous approach. The only difference is that we add, to user profile (UserVSTerm), some normalized simple demographic information (UserVSDem) about the users (age, gender, occupation, zip code).
Experimental evaluation
In this section we present a brief introduction of our experimental data collection, evaluation metric and experimental procedure followed by the experimental results and discussion.
Data Sets
Recommender system researchers use a number of different datasets (MovieLens, Jester, BookCrossing, and Netflix, etc.) for evaluating the performance of the recommendation algorithms [6] . For our experiments, a meticulous attention has been given to the choices of the collection. One of our concerns was to choose a dataset easily accessible, already used in the past, and likely to be used in the future.
We hence opted for the popular MovieLens datasets (www.grouplens.org), which exhibits these three properties [6, 7] . In fact, these publicly available datasets contains explicit ratings about movies, demographic information about users, a brief description of the movies, as well as having very high densities. In these datasets, there are 10,000 ratings made by 943 users (only the users that have rated at least 20 movies are considered.) on 1682 movies. These datasets have already been the subject of numerous empirical investigations [6] .
Several datasets were chosen for the evaluation. The first five were divided into 10,000 ratings as training set (e.g. U1.BASE) and 20,000 predictions as test set (e.g. U1.TEST). These sets will be called U1 to U5, respectively. The two remaining sets were divided into 10,000 ratings as training set (e.g. UA.BASE) and 9,430 predictions (Exactly 10 ratings per user.) as test set (e.g. UA.TEST). These sets will be called UA, and UB, respectively. Each data set was converted into a user-movie matrix UserVSMovie with 943 rows (users) and 1682 columns (movies).
Evaluation metrics
This section gives an outline of the metrics used for our offline recommender systems evaluations. In reality, as the findings of the literature review reveal
], a significant number of different measures are used for evaluating the prediction algorithms. Our choice of metrics is based on an extensive and more complete survey provided by Herlocker et al. [6, 7] .
For our experiment, we followed Herlocker et al. [6, 7] recommendation and we used a widely popular statistical accuracy metric named Mean Absolute Error (MAE), which measures the average magnitude of the errors. The MAE evaluate the quality of the prediction.
where r i (b k ) is the real rating value on the item b k , w i (b k ) is the rating value predicted by the system, and B i is the number of items. Also, we opt for Recall, which measures the percentage of relevant items a recommendation system predicts. Recall is an indicator of the quality of the neighborhood.
where N rc is the number of relevant items predicted by the system, and N r is the number of real relevant items. Finally, we choose Rating Coverage, which measures the percentage of items for which a recommendation system can provide predictions. This metric, as for the Recall, evaluate the quality of the neighborhood.
where N r is the number of real relevant items, and N rn is the number of real relevant items that cannot be predicted by the system.
Experimental Protocol
We adopt the experimental procedure that gives the best results [6] . In fact, in this empirical evaluation on collaborative filtering, hybrid, and demographic hybrid approaches, we ran experiments where, successively, we began by a training cycle on a given training base for each one of the approaches, followed by a test cycle on the test base in which each approach generates a set of predictions, and to finish, we compute the metrics we presented in the above section and we collected the results. After this operation and until we arrive to the total training base (943 users), 50 new neighbors were added to the training set and another training/test cycle was performed.
Results and discussion
In all datasets, we can observe that, between the three observed similarity measures (Least Squares, Pearson Correlation Coefficient, and Cosine Similarity), the least squares similarity measure is reasonably efficient. Figures 1, 2 , and 3 present the results collected using the U1 dataset for the different approaches.
All 7 collections demonstrate a significant equivalence in the results. However, the results shown in figures 4, 5, and 6 are the ones collected using U1 dataset and Least Squares similarity measure. Each one of the metrics is applied to the collaborative filtering, the hybrid collaborative filtering, and the demographic hybrid collaborative filtering approaches. The curves shown in Figure 4 present the quality of the neighborhood and reveal that Coverage is strongly equivalent between the three approaches. Also, we can see that the systems reach their optimal value when the neighborhood size is around 500 users. Figure 5 illustrates the recommendations quality and the reader can note that the collaborative filtering and the demographic hybrid collaborative filtering approaches are quite equivalent. In addition, we can observe that, as was for the coverage, the systems get to the optimal value when the user population size is around 500 users. Figure 6 presents the prediction accuracy and we remark a modest difference between the three approaches. Also, the figure shows that the hybrid collaborative filtering and the demographic hybrid collaborative filtering methods are reasonably efficient given fairly small training datasets (less than 350). However, the collaborative filtering approach demonstrates a modest advantage given a bigger training dataset. 
Conclusion and future work
In recent years, Internet users are progressively moving to recommender systems to help them find the information that they are looking for. A huge number of recommendation algorithms are also available in the literature. However, to date, there has been no study that tries to investigate the impact of user population size on these different approaches.
In this paper, we demonstrate the impact of the neighborhood size on the different recommender system approaches. In fact, the main purpose of this study is to improve the performance of current recommender systems. On the other hand, we raised many problems that future research should address [5] . Indeed, one of the concerns in the evaluation of current recommender systems is the metrics used. In fact, we need to propose better metrics, which evaluate at the same time the accuracy of the prediction, decisionsupport metrics, and other kind of metrics (e.g. Coverage, Novelty and Serendipity, Trust, etc.), to measure the performance of the different prediction algorithms [5, 6] . Also, the key challenge for the next generation of recommender systems is portability. Distributed recommender systems, based on Peer-ToPeer technology, are a potential solution for addressing this issue [7] . Finally, the 21 ST century's biggest concern in recommender systems is the privacy issue. Due to the nature of the information involved in recommender systems, these applications will have to provide strong protection of individual data privacy [8] .
