The problem of aligning two sensors using targets of opportunity is examined in this report, where one of the sensors is a 3-D sensor that measures range, azimuth, and elevation and the other one is a 2-D sensor that measures azimuth and elevation. Both a mathematical model and an alignment algorithm are developed for this problem, where attitude and offset errors in both sensors are included in the formulation. Because of the method used to formulate the problem, it is not possible to determine the individual alignment errors at each sensor. However, it is possible to determine the differences in the respective alignment errors of the two sensors. This is sufficient to align one sensor relative to the other one. For illustrative purposes, the alignment algorithm is applied to simulated data from two sensors. The algorithm converges within 50 sec to values very close to the actual values of the alignment parameters. Using these values, it is possible to obtain a dramatic 23-fold reduction in the relative error between the tracks generated by the sensors.
INTRODUCTION
In recent years, interest in integrating stand-alone sensors into multisensor systems has been increasing. The reasons for this interest include the potential for improvement of system performance and enhanced system capabilities. To effectively share the data between the sensors in the systems, all of the sensors must be accurately aligned. This is particularly important if the data from the sensors are to be fused. The presence of alignment errors will degrade the overall system performance and may lead to system performance that is worse than the performance of the individual sensors in the system. The alignment procedure must correct the effects of the alignment errors on the multisensor data.
The alignment of the sensors on a ship is usually performed when the ship is undergoing dockside maintenance. At that time, they are aligned with respect to some stationary point.
Typically, this is the only time that the sensors are aligned. Once the ship returns to duty and puts out to sea, there is no way of checking the alignment of the sensors. If the errors in the alignment of each sensor fluctuate only a small amount during the ship's time at sea, there is little reason to worry about alignment errors. This is especially true when the data from the various sensors are not integrated. However, with the advent of sensors having greater accuracies and the desire to fuse the data from several sensors to obtain more accurate and reliable tracks, it is now necessary to be able to check the accuracy of the alignment of the sensors throughout the period of time the ship is at sea. For example, two sensors whose data might be fused are a 3-D radar that measures range, azimuth, and elevation and a 2-D sensor that measures azimuth and elevation (e.g., an infrared OR) sensor). Here, the IR sensor might have angular accuracies of less than a milliradian and the radar will measure a relatively accurate range, something the IR sensor does not measure. Sensor alignment is also required when integrating data from land-based sensors. The problem of sensor misalignment in a system of 1-1 NSWCDD / TR -92 / 181 land-based sensors has been documented with real data collected during the North Atlantic Treaty Organization (NATO) Antiair Warfare (AAW) experiments.
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One source of alignment errors is sensor calibration errors (i.e., offsets). Although the sensors are usually calibrated in an initial calibration procedure, the calibration may deteriorate over time. Another source of alignment errors is attitude errors between the sensor's reference frame and its stabilized frame. One source of these attitude errors is flexure in the platform on which the sensors are located. 2 In shipboard applications, the action of waves on a ship, the amount of loading on a ship, and the motion of a ship can all cause the ship's structure to flex. This flexing will cause the sensor's reference frame to become misaligned with respect to the ship's stabilized frame. The magnitude of this misalignment will depend on the location of the sensor on the ship; and because the various sensors are usually located at different places on the ship, the misalignment due to flexing will be different for each sensor. Platform flexure will also be a problem for sensors located on an aircraft.
Some work has been done on the removal of alignment errors in multisensor systems consisting of 3-D sensors. 3,4 ,5 ,6 One problem that has received little attention is the removal of alignment errors in dissimilar sensors (e.g., active and passive sensors, 2-D and 3-D sensors, etc.). However, the alignment of dissimilar sensors is important in applications. For example, this alignment problem occurs in the integration of a 2-D radar to a 3-D radar and in the integration of an optical sensor to a radar. The problem of aligning two sensors using targets of opportunity is examined in this report, where one of the sensors is a 3-D sensor that measures range, azimuth, and elevation and the other one is a 2-D sensor that measures azimuth and elevation. It will be assumed that the sensors are close to each other, as would occur for sensors located on the same platform, and the alignment errors do not change with time (i.e., static alignment problem).
This report is organized in the following manner: In Section 2, a mathematical model is developed for this alignment problem. Kalman filtering techniques are applied to this model in Section 3 to obtain the alignment algorithm; and this algorithm is tested with simulated data in Section 4. Finally, Section 5 summarizes the results of this study.
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MATHEMATICAL DEVELOPMENT
The problem addressed in this report can be stated as follows: Given the measurements from two sensors (range, elevation, and azimuth from the 3-D sensor and elevation and azimuth from the 2-D sensor) over time for a specific target, estimate the parameters that will align the data from the 2-D sensor to the data from the 3-D sensor. Several assumptions will be employed in dealing with this problem. Specifically, the assumptions are as follows:
1. The distance between the sensors is small (< 100 m).
2. Any location errors in the relative positions of the sensors are negligible.
3. The magnitudes of the alignment errors are small. 4 . The sensors provide the measurement data at the same rates, and the data from the sensors are coincident in time.
The first assumption is consistent with sensors located on a single platform, and it will allow us to use the flat-Earth approximation in the transformation of data between the sensors.
The second assumption is also consistent with sensors located on a single plaform. Errors in the relative locations of sensors on a single platform are negligible because the distances between the sensors can be accurately surveyed in an initial calibration procedure. Errors in the translation vector between the sensor's frames could occur because of platform flexure. This will introduce, at most, a difference in distance of several meters from the surveyed distance between the sensors. This error in distance between the sensors will produce a small relative error in the data when the data are transformed between the sensors. The small error in the distance between the sensors will be ignored because of its small effect on the data. Of course, this flexing will produce a change in the direction of the translation vector between the sensors which, in turn, will introduce errors in the relative orientation of the sensor's frames. These orientation errors will be modeled. The third assumption will allow us to employ a first-order
Taylor series approximation, and it will result in a linearized version of the alignment problem.
Finally, the last assumption is made for convenience in developing the theory. This last assumption will not hold in practice. The data from the various sensors are not coincident in time, and they must be extrapolated to a common point of time. Also, the data rates from the various sensors are usually different. These two important factors will not be addressed in this report.
AITITUDE ERRORS
Consider a particular sensor, say the kh sensor, where k = 1, 2. A reference frame is necessary in describing the k t h sensor's measurements. The reference frame in which this sensor's measurements are made will be called the sensor's measurement frame. There is also a stabilized frame associated with this sensor. The stabilized frame is aligned to the true northsouth horizontal line, the true east-west horizontal line, and the axis that is orthogonal to the horizontal plane formed by the north-south and east-west lines. Because of attitude (or orientation) alignment errors (e.g., from platform flexure), the measurement frame may not be aligned to the stabilized frame. Both frames have the same origin, but one frame is tilted with respect to the other one.
The stabilized frame at the kth sensor can be represented by the three mutually orthogonal unit vectors exk, ey k, and ez'k. The subscript k denotes the kh sensor, and the subscripts x', y', and z' refer to the directions of north, east, and up, respectively. Similarly, the measurement frame at the /ch sensor can be represented by the three mutually orthogonal unit vectors exk, eyk.
and ezk.
Let the spherical coordinates of a point in the kh sensor's stabilized frame be denoted by r k, 0 k, and c'., which represent the range, azimuth, and elevation of the point, respectively. The position vector for this point expressed in rectangular coordinates in the k th sensor's stabilized frame will be denoted by r' k , where r = [x'k yk z k ]T is the 3 x I column vector (the superscript T denotes matrix transposition) with the rectangular coordinates (2-2)
The transformation between the kh sensor's stabilized frame and measurement frame can be described by a set of Eulerian angles. The xyz-convention 7 will be employed in this report.
In the xyz-convention, the first rotation is the yaw angle Ok about the stabilized frame's z-axis, the second rotation is the pitch angle Tk about the intermediate y-axis, and the third rotation is the roll angle 'Vk about the final x-axis. The transformation of the position vector from the k t h sensor's stabilized frame to its measurement frame is given by
where Ak is the 3 x 3 orthogonal matrix given by isor's measurement frame, and it accounts for the attitude alignment errors in both sensors.
Assuming that the yaw, pitch, and roll angles at each sensor are small (5 10), the small-,le approximations (i.e., first-order Taylor series expansions about zero) can be used in the ronometric quantities in R, and R 2 . In this case, Rk (where k = 1, 2) can be approximated by first order)
ere I is the 3 x 3 identity matrix, and dRk is the matrix differential of Rk given by
)stituting these into Equation 2-9 allows the matrix R to be approximated by (to first order) The vector-valued functions f, g, and h are defined by In a similar manner, the random error vector e can be expressed as Kalman filtering techniques will be applied to Equation 3-19 to obtain the estimate of b.
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The vector b will be assumed to be a constant that is driven by zero-mean white noise; that is, and Si is the covariance matrix for vj. The one-step predicted covariance Pjj-I is given by Pjl -I = P -I j--I + Qj-, and the covariance matrix Ptj 1 is generated by that is, one sensor appears to be perfectly aligned and it is called the master sensor. The algorithm developed in this report aligns the other sensor relative to the master sensor. The problem is formulated to allow either sensor to serve as the master sensor. Of course, both sensors cannot be the master sensor at the same time. The alignment algorithm is applicable to those situations where the distance between the sensors is small, the magnitude of the alignment errors is small, and the alignment errors do not change with time (stationary).
For illustrative purposes, the alignment algorithm was applied to simulated data from two sensors that were tracking a target undergoing a simple maneuver. Each of the sensors had realistic values for their measurement errors. The filter converged within 50 sec to values of the azimuth, elevation, pitch, and roll alignment errors that are very close to their actual values.
Utilizing these values, it was possible to obtain a dramatic 23-fold reduction in the relative error between the tracks generated by the sensors. For further verification of this algorithm, it should first be applied to a large number of simulated tracks following different trajectories and then to simultaneous data from real target tracks.
