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The absence of parity and time-reversal symmetry in two-dimensional Fermi liquids gives rise to non-
dissipative transport features characterized by the Hall viscosity. For non-vanishing magnetic fields,
the Hall viscous force directly competes with the Lorentz force, since both mechanisms contribute to
the Hall voltage. In this work, we present a channel geometry that allows us to uniquely distinguish
these two contributions and derive, for the first time, their functional dependence on all external
parameters. In particular, the ratio of Hall viscous to Lorentz force contributions decreases with the
width and slip-length of our channel, while it increases with its carrier density and electron-electron
mean free path. Therefore, for typical materials such as GaAs, the Hall viscous contribution can
dominate the Lorentz signal by orders of magnitudes up to a few tens of millitesla. This paves the
way to uniquely measure and identify Hall viscous signals in simple experimental setups.
Introduction. The idea of describing electrons in solids
via hydrodynamics goes back to the discovery of the
Gurzhi effect in (Al)GaAs quantum wires [1–3]. Recently,
hydrodynamic transport has received renewed attention
due to the accessibility of the hydrodynamic regime in
modern materials [4–7], even beyond the Fermi liquid
regime [8–10]. In particular, two-dimensional systems
that violate parity invariance are of special interest, since
they exhibit novel non-dissipative hydrodynamic trans-
port coefficients, such as the Hall viscosity ηH [11–16].
Recent experiments in graphene have shown that ηH may
be of the same order of magnitude as the shear viscos-
ity η and therefore is expected to significantly affect the
fluid transport [17]. However, current theoretical and ex-
perimental works [18–20] do not provide a quantitative
answer to the functional dependence of Hall viscous ef-
fects on external parameters describing the system.
To address this open issue, we predict in this work a
Hall viscous contribution ∆VηH to the total Hall voltage
∆Vtot = ∆VηH +∆VB measured across a two-dimensional
channel in the Fermi liquid regime, with ∆VB the Lorentz
contribution. We derive the functional dependence of
∆VηH on all external parameters. In particular, we eval-
uate its dependence on the wire widthW , on the impurity
limp and slip lengths ls, as well as on the equilibrium car-
rier density ρ0 and the magnetic field B. This allows to
explicitly distinguish ∆VηH from ∆VB in two-dimensional
Hall setups, such as the structure shown in Fig. 1. In this
way, we provide a direct answer to the question of how
to distinguish Hall viscous and Lorentz force contribu-
tions to the total Hall voltage. For both weak and strong
magnetic fields as well as for clean systems our approach
is analytical, whereas for intermediate field regimes we
numerically solve the Navier-Stokes equations. In par-
ticular, we demonstrate that ∆VB is proportional to the
velocity profile integrated over the channel width, and
therefore proportional to the total fluid momentum. In
contrast, ∆VηH exclusively depends on the gradient of the
velocity profile at the boundaries of the system. Based on
this, we analytically prove that for small fields and clean
systems with Poiseuille-like (parabolic) velocity profile
the ratio ∆VηH/∆VB is determined completely by the in-
terplay of length scales defining the system. While this
ratio increases with the transverse electron-electron mean
free path lee, it decreases with W, ls and limp. Since lee
and limp are density dependent, this ratio acquires a den-
sity dependence as well. In particular, in the absence of
impurities ∆VηH/∆VB =O(ρ30), whereas for weak impu-
rity strength there exists an additional O(ρ20) contribu-
tion. Hence, it is possible to achieve ∆VηH/∆VB  1
by tuning the width and density of the sample. For
ρ0 = 9.1 × 1011cm−1 and W = 3µm, such a regime is
for instance realized in GaAs for B≤20mT. Beyond the
weak field limit, we numerically show that increasing B
strongly reduces ∆VηH/∆VB , due to the suppression of
η and ηH [13]. For large magnetic fields, for example
in GaAs for B & 0.5T, impurities dominate the trans-
port, which causes an Ohmic (flat) fluid profile with van-
ishing ∆VηH/∆VB . The critical field Bc at which the
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FIG. 1. Setup to distinguish Hall viscous from Lorentz force
contributions to the total Hall voltage. The red curve shows
the hydrodynamic velocity profile vx(y) in a channel of length
L and width WL in presence of an electric field E and
an out-of-plane magnetic field B. Momentum transfer to the
boundaries, captured by the slip length ls, is shown by the red
dashed curve. The total Hall force Ftot induces a transverse
pressure gradient, giving rise to a gradient in the chemical
potential ∆µ, illustrated (initially) by the (dashed) black line.
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2transition ∆VηH/∆VB=1 occurs, increases with decreas-
ing W, ls, limp and l
−1
ee , even beyond the weak field limit.
For GaAs we find Bc'O(10mT), making our predictions
experimentally measurable.
Model. Our setup is shown in Fig. 1. We analyze the
hydrodynamic flow of non-relativistic electrons along a
two-dimensional channel under the combined influence
of a DC electric field E = −Exex and an out-of-plane
magnetic field B = −Bez. To justify our hydrodynamic
approach, we assume that lee is the shortest length scale
in our system [21]. In particular, it is smaller than the
cyclotron radius rc = meffvF/|eB|, which is defined in
terms of the effective electron mass meff , the electron
charge e < 0 and the Fermi velocity vF. Additionally, we
assume that our system is incompressible and has trans-
lational invariance in longitudinal, as well as vanishing
current in transversal direction. These assumptions lead
to the hydrodynamic variables [22]
v = vx(y) ex, µ=µ0+∆µ, T = T0 = constant , (1)
where ∆µ is the local chemical potential fluctuation
about the global equilibrium value µ0 [23]. The dynami-
cal equations for this ansatz are obtained by applying the
non-relativistic Navier-Stokes equations for incompress-
ible fluids [24–27],
η ∂2y vx = e
(
ρ0 +
∂ρ0
∂µ
∆µ
)
Ex +
ρ0vFmeff
limp
vx, (2)
∂y p = ρ0 ∂y∆µ =
(
eBρ0 − ηH∂2y
)
vx . (3)
Here, p=p0+ρ0∆µ defines the pressure in terms of ∆µ.
In two dimensions, the dynamics of incompressible, non-
relativistic fluids is entirely captured by the shear and
Hall viscosities [13, 28]
η =
η0
1 + (2 lee/rc)2
, ηH =
2 η0 lee/rc
1 + (2 lee/rc)2
, (4)
where η0 = meffρ0vFlee/4 is the shear viscosity for van-
ishing magnetic field B= 0. The main goal of this work
is to determine the total transverse voltage drop
∆Vtot =
∆µ(W )−∆µ(0)
e
(5)
as a response to Ex, and to separate the Hall viscous and
Lorentz force contributions therein. Therefore, we solve
Eqs. (2) and (3) under the general boundary conditions
vx(−ls) = vx(W + ls) = 0 , (6)
∆µ
∣∣
y=0
+ ∆µ
∣∣
y=W
= 0 .
The slip length ls characterizes the velocity profile at
the boundaries, as shown in Fig. 1. For ls = 0, the fluid
flow is Poiseuille-like (parabolic), while ls →∞ defines
the diffusive regime with a flat vx(y) [29].
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FIG. 2. Velocity profile vx(y) of a general Fermi liquid with
ρ0 = 9.1 × 1011cm−2, η0 = 1.7×10−16Js/m2 and limp = 40µm.
From the bottom up, the magnetic field is raised from B = 0T
(blue) to B = 0.6T (red), associated with an increase of the
fluid velocity. The asymptotic flat velocity profile is caused
by impurities, since for large magnetic fields these provide the
only mechanism for attaining a steady fluid flow.
Transverse Response. The total Hall voltage con-
sists of two different terms, namely the Hall viscous
and the Lorentz force contribution, satisfying ∆Vtot =
∆VηH + ∆VB . To analytically derive the functional de-
pendence of these building blocks, we first restrict our-
selves to weak magnetic fields, defined by lG/rc1. The
Gurzhi length lG =
√
limpη/(ρ0meffvF) quantifies the rel-
ative strength of impurity to shear effects. While the
flow is Poiseuille-like for lG/W1, it becomes Ohmic for
lG/W1. In general, the assumption of weak magnetic
fields allows us to expand the velocity profile and hence
the Navier-Stokes equations in powers of B. With this
ansatz, the linearized Navier-Stokes Eqs. (2)-(3) predict
the total Hall voltage of Eq. (5) to be given by [27]
∆Vtot =
elimpEx
meffvF
[
lG
(meffvFηH
eηlimp
−B
)
(7)
× (A1 sinh(Wl−1G )+A2 [cosh(Wl−1G )−1])−BW],
where A1 and A2 are functions of ls and W , explicitly
defined in Ref. [27]. In the limit W/lG  1, where shear
effects dominate, Eq. (7) implies up to first order in l−1imp
∆VηH =
ηH
η
Ex
[
W +
ρ0meffvF
12ηlimp
(
W 3+6lsW
2+6l2sW
)]
,
∆VB =
eρ0BEx
12η
(
W 3+6lsW
2+6l2sW
)
. (8)
For weak magnetic fields, Eq. (4) predicts that ηH linearly
increases while η decreases as a function of B. As a
consequence, Eq. (8) implies
∆Vη
H
∆VB
=
l2ee
1
6W
2 + lsW + l2s
+ 2
lee
limp
. (9)
Thus, for small B and W/lG  1, this ratio is com-
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FIG. 3. ∆VηH/∆VB for different Fermi liquids at B=10mT.
In the left (right) panel, this ratio is shown as a function of
W vs. ls (lee vs. limp). For those parameters that are not
altered we choose ls = 1µm, W = 3µm, ρ0 = 9.1 × 1011cm−2,
T = 1.4K, η0 = 1.7×10−16Js/m2 and limp = 40µm. While
∆VηH/∆VB strongly decreases with W and ls, this ratio is
rather unaffected by limp and increases as a function of lee.
In particular, the transition ∆VηH/∆VB=1 is illustrated as a
black dashed curve.
pletely determined by the characteristic length scales of
the system. In particular, it decreases as a function of
W , ls and limp, whereas it increases with lee. While the
hydrodynamic assumption lee limp strongly suppresses
the second term [30], the first term in Eq. (9) may ex-
perimentally be much larger than order of one [8–10].
In particular, for very small ls and W in comparison to
lee, engineered e.g. in Ref. [31], the Hall viscous con-
tribution can dominate the Lorentz signal by orders of
magnitude. In addition, Eq. (8) provides the density de-
pendence of each voltage contribution. For temperatures
much smaller than the Fermi energy, we obtain the de-
pendence [32, 33]
∆VηH = f1 ρ0 + f2(nimp) ∧ ∆VB = f3 ρ−20 , (10)
where nimp is the impurity concentration and f1,2,3 are
density independent functions, given in Ref. [27]. Explic-
itly, Eq. (10) predicts ∆Vη
H
/∆VB =Oclean(ρ30)+Oimp(ρ20).
Hence, in the weak field limit and for W/lG  1, the
Hall viscous contribution becomes strongly enhanced in
comparison to Lorentz force signal as the the carrier
density increases. Summarizing, the distinct dependence
of ∆VηH and ∆VB on ρ0,W, ls, limp and lee allows to
experimentally distinguish these two contributions in
the limit of weak magnetic fields and clean systems.
Beyond this limit, the Hall viscous and Lorentz force
contributions to ∆Vtot need to be evaluated numerically.
By solving Eqs. (2)-(3) for the velocity profile, we obtain
∆VB=B
∫ W
0
dy vx(y) ∧ ∆VηH =−
ηH
eρ0
[∂yvx(y)]
W
y=0 . (11)
In what follows, we numerically investigate the depen-
dence of these voltage contributions on B,W, ls, limp and
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FIG. 4. Lorentz ∆VB (red, dashed) and Hall viscous contri-
bution ∆VηH (blue, dotted) to the total Hall voltage ∆Vtot
(solid) in GaAs, shown as functions of the magnetic field B.
The parameters for this calculation are given in the caption
of Fig. 3. For B < Bc ' 20mT, we find ∆VηH/∆VB > 1,
whereas otherwise we identify ∆VηH/∆VB < 1.
lee. Notice, that while ∆VB is proportional to the inte-
grated value of vx(y), which characterizes the overall fluid
momentum, ∆VηH is totally determined by the gradient
of the velocity profile at the boundaries of the channel.
In Fig. 2, we plot the velocity profile of a general Fermi
liquid for different magnetic fields. With increasing B the
fluid is accelerated due to the successive suppression of
η in magnetic fields, as predicted by Eq. (4). According
to Eq. (11), this leads to an enhancement of ∆VB . For
large fields, η vanishes and impurity scattering is solely
responsible for momentum relaxation. As a consequence
vx(y) approaches an Ohmic profile characterized by limp.
Therefore, Eq. (11) predicts that also ∆VB converges to
a fixed quantity which is analytically given by [34]
∆VB =
e limpEx
vFmeff
BW . (12)
The dependence of ∆VηH on the magnetic field is more
subtle. Figure 2 shows that for weak magnetic fields with
Poiseuille-like velocity profile, the gradient ∂yvx(y)|y=0,W
increases as a function of B. According to Eq. (11), this
corresponds to an enhancement of ∆VηH . As discussed
above, impurities dominate the bulk transport for large
B, implying an Ohmic (flat) velocity profile. This again
decreases ∂yvx(y)|y=0,W and therefore reduces ∆VηH . Al-
together, this implies that systems in which Hall viscous
effects dominate the weak magnetic field regime are even-
tually always driven to ∆VηH/∆VB1. In particular, the
transition ∆VηH/∆VB = 1 occurs at a critical magnetic
field Bc, which strongly depends on the width, slip-length
and electron-electron mean free path of the system.
This is explicitly shown in Fig. 3, which illustrates
∆VηH/∆VB as a function of W, ls, lee and limp. According
to Eq. (11), the dependence of this ratio on these param-
eters can be explained by analyzing the corresponding
velocity profiles, depicted in Fig. 2. We observe that as
ls increases, the gradient ∂yvx(y)|y=0,W decreases, lead-
4ing to a reduction of ∆VηH . In contrast, since the overall
fluid momentum is enhanced, ∆VB increases as a func-
tion of the slip length. Therefore, in total, ∆VηH/∆VB
monotonically decreases as a function of ls, as illustrated
in Fig. 3. Increasing the channel width leads to the same
result, since it also increases the overall fluid momen-
tum and at the same time decreases ∂yvx(y)|y=0,W . In
contrast, ∆VηH/∆VB scales oppositely with the electron-
electron mean free path. According to Eq. (4), the vis-
cosities η, ηH as well as the ratio ηH/η increase as a func-
tion of lee as long as lee  rc. Effectively, this reduces
the overall fluid momentum but increases the Hall vis-
cous voltage contribution. This dependence changes for
lee/rc & 1. However, in this limit the applicability of
hydrodynamics breaks down. Last but not least, Fig. 3
illustrates that as a consequence of the hydrodynamic as-
sumption lee  limp, limp does not significantly change
∆VηH/∆VB. All our numerical results agree with Eq. (9),
which analytically describes the functional dependence of
∆VηH/∆VB in weak magnetic fields.
To demonstrate the experimental relevance of our
predictions, Fig. 4 finally shows ∆VηH ,∆VB and ∆Vtot
in GaAs as a function of the magnetic field [8, 9]. For
B  Bc ' 20mT, the Hall viscous voltage contribution
exceeds the Lorentz signal and gives rise to a Hall
viscosity dominated transport regime. Since with the
exception of lee it is possible to evaluate all parameters in
Eqs.(2)-(4) precisely, measuring ∆VηH and ∆VB with in-
creasing B, enables us to determine the electron-electron
mean free path in this sample by fitting theoretical and
experimental data. In general, this procedure works
for any Fermi liquid and is therefore a powerful tool to
evaluate the interaction strength in those systems. For
BBc, Fig. 4 illustrates that transport is dominated by
the Lorentz signal. Eventually, this leads to the Ohmic,
impurity driven velocity profile, implying Eq. (12). Our
present approach does not incorporate the formation
of Landau levels which in GaAs occurs beyond the
applicability of hydrodynamics for B&1T.
Conclusions. Our results provide new insights into Hall
viscous effects of two-dimensional non-relativistic elec-
tron fluids in external magnetic fields. We presented a
setup that allows to distinguish unambiguously between
Hall viscous and Lorentz force contributions to the total
Hall voltage in such systems. In particular, we proved
that in clean systems the ratio of Hall viscous to Lorentz
force induced voltage contributions decreases with the
width and slip-length of the setup, while it increases with
the carrier density and electron-electron mean free path.
For typical Fermi liquids such as GaAs, we found that
the Hall viscous signal dominates over the Lorentz force
contribution up to a critical magnetic field which is on
the order of a few tens of millitesla. Hence, our pre-
dictions pave the way for an experimental identification
of Hall viscous effects and explicitly illustrate how this
response can be used to determine the electron-electron
interaction strength in hydrodynamic systems.
Possible future directions of our approach include
two-dimensional massive Dirac systems, where parity
and time reversal symmetry are already broken for
vanishing magnetic fields [35] and a torsional Hall
viscous term is expected to be present [12, 36].
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SUPPLEMENTAL MATERIAL
Equations of motion. We derive the equations of mo-
tion for a charged two-dimensional Fermi liquid confined
to a channel geometry and under the influence of a DC
electric field E and an out-of-plane magnetic field B (cf.
Eqs. (1)-(2) of the main text). In particular, this set of
equations is given by the charge continuity as well as by
the momentum conservation (Navier-Stokes) equations,
(∂ + v · ∇) ρ = −ρ∇ · v, (S1)
ρ (∂t + v · ∇)v = −∇p+ η∇2v + ηH∇2(v × ez)
+ eρ(E+ v ×B)− ρ0vFmeff
limp
v. (S2)
In our analysis, we consider a steady, hydrodynamic flow
of electrons, which is translationally invariant along the
ex-direction. Moreover, we assume a vanishing current in
the ey-direction, implying that the velocity profile takes
the form v = vx(y)ex. To obtain an inhomogeneous,
non-trivial velocity profile, our system needs to deviate
from global thermal equilibrium. However, in order to
be able to linearize Eqs. (S1) and (S2), we assume that
variations of the chemical potential and temperature are
small compared to their global equilibrium values
µ(y) = µ0 + ∆µ(y) with ∆µ(y) µ0 , (S3)
T (y) = T0 + ∆T (y) with ∆T (y) T0 .
For typical Fermi liquids, such as GaAs, µ0 = O(50 meV)
whereas T0 = O(1 K). Note, that due to time and trans-
lational invariance in ex-direction, ∆µ and ∆T solely
vary in the ey-direction. In terms of µ(y) and T (y), pres-
sure and density fluctuations in our system are given by
ρ(y) = ρ0 +
∂ρ0
∂µ0
∆µ+
∂ρ0
∂T0
∆T , (S4)
p(y) = p0 +
∂p0
∂µ0
∆µ+
∂p0
∂T
∆T = p0 + ρ0∆µ+ s0∆T ,
where s0 is the equilibrium entropy of the fluid. With
these assumptions in place, Eq. (S1) is trivially satisfied.
Therefore, the dynamics of vx(y), ∆µ(y) and ∆T (y) are
completely described by the set of Navier-Stokes equa-
tions (S2). In particular, the gradients of ∆µ(y) and
∆T (y) appear only through the pressure gradient in
Eq. (S2). For our system, the gradient of temperature
is negligible compared to the gradient of the chemical
potential. To see this, we write
∂yp = ρ0µ0∂y
(
∆µ
µ0
)
+ s0T0∂y
(
∆T
T0
)
. (S5)
Due to the assumptions in Eq. (S3), the dimensionless
gradients ∂y(∆µ/µ0) and ∂y(∆T/T0) are of the same or-
der of magnitude. As a consequence, the relative strength
of the chemical potential contribution to the tempera-
ture contribution in Eq. (S5) is given by U = ρ0µ0/s0T0.
6If U  1, the chemical potential gradient dominates
over temperature fluctuations and vice versa. For typical
Fermi liquids, such as GaAs, we find U ' 1016. Hence,
in those samples the gradient of temperature is clearly
negligible. Thus, we assume T (y) = T0 and define
ρ(y) = ρ0 +
∂ρ0
∂µ0
∆µ(y) ∧ p(y) = p0 + ρ0∆µ(y) . (S6)
Substituting this into Eq. (S2), leads to
η∂2yvx(y)=
(
ρ0 +
∂ρ0
∂µ
∆µ
)(
eEx +
vFmeff
limp
vx(y)
)
, (S7)
∂yp =
[
eB
(
ρ0 +
∂ρ0
∂µ
∆µ
)
− ηH∂2y
]
vx(y) . (S8)
So far, Eqs. (S7)-(S8) still deviate from Eqs. (1)-(2) of
the main text, due to additional terms ∝ ∆µ(y)vx(y).
However, these terms induce non-linear corrections to
our physical observables in terms of the electromagnetic
fields. Therefore, in the context of linear response theory,
we are allowed to drop these additional terms without loss
of generality. This leads to Eqs. (1)-(2) of the main text
η∂2yvx(y) =
(
ρ0 +
∂ρ0
∂µ
∆µ
)
eEx +
ρ0vFmeff
limp
vx(y), (S9)
∂yp = ρ0∂y∆µ =
(
eBρ0 − ηH∂2y
)
vx(y) . (S10)
For our setup, we supplement these equations with no-
slip boundary conditions of the form
vx(−ls) = vx(W + ls) = 0 , (S11)
∆µ
∣∣
y=0
+ ∆µ
∣∣
y=W
= 0 . (S12)
In the following, we provide an explicit solution of the
Navier-Stokes Eqs. (S9)-(S10) under these boundary
conditions for weak and strong magnetic fields, since
in that regime the physical properties of the analytic
solutions become most apparent.
Weak magnetic field regime. The weak magnetic field
limit rc  lG allows for the expansion of the velocity pro-
file and hence of the Navier-Stokes equations in powers of
B. Technically, this expansion is achieved by introducing
the dimensionless parameter  1, satisfying
B → B, ηH → ηH, ∆µ→ ∆µ , vx =v0x + v1x. (S13)
In particular, this assumes that to first order the system
responds linearly in terms of the magnetic field. With
this ansatz the Navier-Stokes Eqs. (S9)-(S10) reduce to
η∂2yv
0
x(y)−
meffvFρ0
limp
v0x(y) = eρ0Ex , (S14)(
eBρ0 − ηH∂2y
)
v0x(y) = ρ0∂y∆µ(y) , (S15)
η∂2yv
1
x(y)−
meffvFρ0
limp
v1x(y) = eEx
∂ρ0
∂µ
∆µ(y) . (S16)
To find an explicit solution of this set of equations we
first determine v0x(y) by solving Eq. (S14), which is the
zero-field Poiseuille flow equation in the presence of impu-
rities. Once we have obtained v0x(y), we calculate ∆µ(y)
by integrating Eq. (S15). Substituting this quantity in
Eq. (S16) finally allows us to derive the first order veloc-
ity correction v1x(y). Explicitly, we find
v0x(y)=−
eExlimp
meffvF
(
A1cosh
[
yl−1G
]
+A2sinh
[
yl−1G
]
+1
)
(S17)
∆µ(y)=
e limpEx
meffvF
[
lG
(meffvFηH
ηlimp
− eB
)
(S18)
× (A1sinh[yl−1G ]+A2cosh[yl−1G ])−eBy]+ Γ,
where for clarity we defined
A1 = − cosh
[
W
2lG
]
sech
[
2ls +W
2lG
]
, (S19)
A2 = sinh
[
W
2lG
]
sech
[
2ls +W
2lG
]
. (S20)
Γ = −e limpEx
2meffvF
[
lG
(meffvFηH
ηlimp
− eB
)
(S21)
×
(
A1sinh
[
Wl−1G
]
+A2
[
cosh
[
Wl−1G
]
+ 1
])
−eBW
]
.
Before we explicitly present our result for v1x(y), we want
to emphasize that Eq. (S18) predicts the total Hall volt-
age ∆Vtot = [∆µ(W )−∆µ(0)]/e, measured across the
sample. To derive Eq. (6) of the main text, we need to
expand the hyperbolic functions in Eqs. (S19)-(S21) up
to third order in W/lG. As a result, we find
∆VηH=
ηHEx
η
[
W+
ρ0meffvF
12ηlimp
(
W 3+6lsW
2+6l2sW
)]
(S22)
∆VB=
eρ0BEx
12η
(
W 3+6lsW
2+6l2sW
)
. (S23)
In Eq. (8) of the main text, we have illustrated the density
dependence of these voltage contributions,
∆VηH = f1 ρ0 + f2(nimp) ∧ ∆VB = f3 ρ−20 . (S24)
However, so far we did not specify the functions f1,2,3.
This will be the purpose of the following paragraph. The
linear, impurity independent scaling of ∆VηH is defined as
the limp→∞ limit of Eq. (S22). The density dependence
of this term is given by (cf. Eq. (3) of the main text)
∆V 0ηH =
ηH
η
ExW =
2leeExW
rc
=
2τeeExW |eB|
meff
(S25)
=
12~3ExW |eB|
F 2pim
2
effk
2
BT
2
ln2
(
~2piρ0
meffkBT
)
ρ0 = f1ρ0 .
Here, according to Refs. [13, 32, 39, 40], we introduced
the second momentum relaxation time
τee =
lee
vF
=
6~3
F 2pimeffk
2
BT
2
ln2
(
~2piρ0
meffkBT
)
ρ0 , (S26)
7where kB is the Boltzmann constant and Fpi is a geo-
metric factor, characterizing electron-electron scattering
amplitudes. Since density variations do not significantly
change the ln2(µ/kBT ) terms in the Fermi liquid regime
µ kBT , we treat f1 as density independent function.
Moreover, the impurity contribution to ∆VηH is given by
∆V impηH =
ηH
η
Ex
ρ0meff
12ητimp
(
W 3+6lsW
2+6l2sW
)
(S27)
=
|eB|m2effν20nimpEx
3~5pi
(
W 3+6lsW
2+6l2sW
)
=f2.
Here, we considered point like impurities with concentra-
tion nimp, scattering strength ν0 and inverse momentum
relaxation time τ−1imp =vFl
−1
imp =meffν
2
0~−3ρ0nimp [33]. In
the same manner, Eq. (S23) evolves to
∆VB=
eρ0BEx
12η
(
W 3+6lsW
2+6l2sW
)
(S28)
=
eBEx
3meffv2Fτee
(
W 3+6lsW
2+6l2sW
)
=
emeffBEx
6pi~2ρ0τee
(
W 3+6lsW
2+6l2sW
)
= f3ρ
−2
0 .
Having derived the explicit density dependence of ∆VηH
and ∆VB , we proceed in presenting our solution for v
1
x(y).
Therefore, we substitute Eq. (S18) into Eq. (S16), which
leads to the first order velocity correction
v1x(y) = (C1 + λ1 y) cosh
[
yl−1G
]
(S29)
+ (C2 + λ2 y) sinh
[
yl−1G
]−A3 +A4 y .
Here, for clarity, we defined the following functions
λ1 =
e2limpE
2
x
∂ρ0
∂µ
2meffvF
(
eB − meffvFηH
limp
)
A2 , (S30)
λ2 =
e2limpE
2
x
∂ρ0
∂µ
2meffvF
(
eB − meffvFηH
limp
)
A1 ,
A3 =
e limpEx
∂ρ0
∂µ
meffvFρ0
Γ , A4 =
e2l2impExB
m2effv
2
Fρ0
,
C1 = csch[(2ls+W )l
−1
G ]
(
sinh[(ls+W )l
−1
G ]
[
A3−ls
(
λ2 sinh[lsl
−1
G ]−λ1 cosh[lsl−1G ]−A4
)]
(S31)
− sinh[lsl−1G ]
[
(λ2ls−A3+W ) sinh[(ls+W )l−1G ]+λ1ls+W ) cosh[(ls+W )l−1G ]+A4ls+W )
])
,
C2 =− csch[(2ls+W )l−1G ]
(
2(A4W−A3) cosh[lsl−1G ]+2A3 cosh[(ls+W )l−1G ] (S32)
+ λ2W sinh[(2ls+W )l
−1
G ]+sinh[Wl
−1
G ]+λ1W
[
cosh[(2ls+W )l
−1
G ]+cosh[Wl
−1
G ]
]
+2ls
[
λ1
[
cosh[(2ls+W )l
−1
G ] + cosh[Wl
−1
G ]
]
+A4
[
cosh[(ls+W )l
−1
G ]+cosh[lsl
−1
G ]
]
+λ2 sinh[Wl
−1
G ]
])
/2 ,
Notice, that for ηH 6= 0, the first order correction v1x(y)
breaks the reflection symmetry of the entire velocity
profile with respect to y = W/2. Explicitly this is caused
by the linear terms in powers of y within Eq. (S29).
Moreover, since C1,2, λ1,2 and A1,2,3,4 are non-linear
in Ex and limp, Eq. (S29) implies that the first order
correction v1x  v0x in the linear response regime.
Strong magnetic field regime. We now move on to
the discussion of strong magnetic fields, implicitly de-
fined by rc  lG. In this limit, η and ηH tend to zero
(cf. Eq. (3) of the main text), which strongly simplifies
Eqs. (S9)-(S10). In particular, these equations yield
vx = −e limpEx
meffvF
∧ ∂y∆µ = eBvx . (S33)
Here, we again dropped a term ∝∆µEx due to its neg-
ligibility in the linear response regime. Consequently,
Eq. (S33) predicts the transverse voltage drop ∆VB in the
strong magnetic field regime, explicitly given by Eq. (10)
of the main text.
