We consider the expressive power of the first-order structure Ω, C where Ω is either of two of different domains of extended regions in Euclidean space, and C(x,y) is the topological relation "Region x is in contact with region y." We prove two main theorems:
• The choice of relations. Here there is a wide range of choices, which can be categorized in terms of the underlying geometry. For instance, there are set theoretic or mereological properties, such as PartOf(x,y). There are topological properties such as ExternallyConnnected(x,y) or Connected(x). There are affine properties, such as Convex(x). There are metric properties, such as Sphere(x) or Closer(x,y,z). And, of course, combinations of these can be used.
For each of these structures, there are a number of metalogical questions that can be asked. What is the computational complexity of the decision problem for sentences in the structure? What is the expressivity of the structure; i.e. what features or relations can be expressed as open formulas?
strong results on metalogical properties of first-order languages over regions in one-dimensional space and of existential languages in dimensions 2 and higher can be found in [21] .
Preliminaries
Throughout we will be dealing with regions in n-dimensional Euclidean space E n for fixed n ≥ 2. (E 1 is different; see [21] for a discussion.) The symbol n will always refer to the dimension of the space.
We begin with formal definitions of the two domains of regions that are the primary focus of this paper.
Definition 1 A subset R of E
n is topologically closed regular if it is equal to the closure of its interior. For the remainder of this paper we will simply say "regular" to mean "topologically closed regular". The symbol R will denote the class of non-empty, bounded, regular subsets of E n .
Since we will extensively be using the theory of simplices in section 3, we will use that as the basis of our definition of polyhedra.
Definition 2 Let 0 ≤ k ≤ n. Let V = {v 1 . . . v k+1 } be a set of k + 1 points in E n that do not lie in any affine space of dimension k − 1. Then the (closed) k-dimensional Euclidean simplex with vertex set V is the convex hull of V .
If V is a set of k + 1 points as above and Q is a non-empty subset of V then the convex hull of Q is a face of V .

Definition 3 A Euclidean complex is a finite set C of Euclidean simplices satisfying the following:
• if U ∈ C and V is a face of U then V ∈ C.
• if U ∈ C and V ∈ C then either U ∩ V is empty or U ∩ V is both a face of U and a face of V .
The extent of C, denoted |C|, is the union of all the elements of C: |C| = ∪ U ∈C U . A piece of C is any maximal element of C; that is, any element that is not a face of some other element. The set of vertices of C is denoted Vertices(C).
Definition 4 A point set S is a polytope if S = |C| for some Euclidean complex C. A polytope is fully dimensional if S is the union of n-dimensional simplices; equivalently, if S is topologically closed regular. A fully dimensional polytope is called a polyhedron. A polytope is rational if the coordinates of all its vertices are rational. The set of all rational polyhedra is denoted P[Q].
There are two arbitrary choices in the above domains. The first is the decision to use closed regular regions rather than open regular regions (i.e. regions equal to the interior of their closure); this is entirely arbitrary since the domain of closed regular regions and the domain of open regular regions are isomorphic. The second is to restrict the domain to bounded regions and exclude unbounded regions. This is largely a matter of taste; some researchers, most notably Pratt-Hartmann, prefer to use domains of unbounded regions [24] . The theorems in this paper remain valid if the domains are defined to include unbounded regions and the proofs require only very slight modification. In an analysis that relies on simplicial decomposition of polyhedra, it is slightly simpler to use bounded polyhedra.
In this paper, we deal primarily with the two domains P[Q], the class of bounded, non-empty rational polyhedra in E n , and R, the class of all bounded, non-empty, regular regions in E n . Some further domains of regions will be considered in section 3.5. Almost all of the discussion in this section will apply to both domains; we will use the symbol Ω to mean either domain. Throughout this paper a region will be an element of whichever domain is under discussion; other subsets of E n will be called "point sets".
The fundamental topological relation we will consider in this paper is C(x, y) meaning "x and y are in contact"; that is, they have at least one point in common.
Notation: We will use boldface lower case symbols like p for points; boldface upper case symbols like R for regions; and italicized upper-case symbols like S for other point sets and other entities. We will use calligraphic font like T for sets of point sets, both simplicial complexes and domains of regions.
The symbol R k means the space of all k-tuples of real numbers; in section 5 especially, it will be important to distinguish this numeric space from the (isomorphic, but conceptually different) geometric space E n . We will use vector notation v for vectors (i.e. k-tuples) in R k . Other sequences, finite or infinite, will be designated using hat notationĉ. We will coerce sequences to the corresponding sets; that is, we will use expressions like x ∈ĉ to mean "there is a i such that x =ĉ i ." We assume throughout that there is a standard coordinate system e : E n → R n mapping points to vectors; note that such an assumption is inherent in the very concept of "rational polyhedra".
The symbol P \ Q is the set difference P minus Q (not the regularized difference). S
• denotes the interior of S. Both S − and Closure(S) denote the closure of S relative to the space E n . The boundary of S relative to E n is denoted Bd(S) = S − \ S • (not the boundary of S in the sense of a manifold.) The function d(p, q) is the Euclidean distance. The open ball centered at p of radius r is denoted B(p, r) and the closed ball is denotedB(p, r).
The symbol C k will denote the standard k-dimensional cube, [0, 1] k . The symbol F k will denote the standard embedding of the k-cube in E n , C k × {0} n−k .
We will use typewriter font like C(x,y) for expressions in the formal languages, with lower-case letters for variables and upper-case letters for constant, function, and predicate symbols. We will sometimes be imprecise about the distinction between the formal symbol and the entity it denotes; in view of the logical simplicity of what we are doing, that should cause no distress.
Slightly at variance with standard terminology, we will say that regular region R is a "neighborhood" of point p if p ∈ R • .
Basic Topological Relations
Let Ω be either the domain P[Q] or the domain R.
We begin by defining some basic topological predicates, including the standard RCC relations in terms of the predicate, C(x,y), x is in contact with y. These definitions have been known at least since [25] . In all of the following, the variables range over regions in Ω.
P(x,y) ≡ ∀ z C(z,x) ⇒ C(z,y).
PP(x,y) ≡ P(x,y) ∧ ¬P(y,x).
DC(x,y) ≡ ¬C(x,y).
O(x,y) ≡ ∃ z P(z,x) ∧ P(z,y).
DS(x,y) ≡ ¬O(x,y).
EC(x,y) ≡ C(x,y) ∧ DS(x,y).
OV (x,y) ≡ O(x,y) ∧ ¬P(x,y) ∧ ¬P(y,x).
NTPP(x,y) ≡ PP(x,y) ∧ ¬TPP(x,y).
EQ(x,y) ≡ P(x,y) ∧ P(y,x).
Union(x,y,z) ≡ ∀ a C(a,z) ⇔ C(a,x) ∨ C(a,y).
Intersect(x,y,z) ≡ ∀ a P(a,z) ⇔ P(a,x) ∧ P(a,y).
It is well known, and easily proved, that over either domain R or P[Q], the above definitions do indeed define the intended relations.
Lemma 1 Consider the structure Ω, C where Ω may be either R or P[Q], and C(x, y) holds if x ∩ y is non-empty. Then the relations defined in the above formal definitions satisfy the following:
O(x,y) iff x and y overlap; that is x ∩ y has non-empty interior. DS(x,y) iff x is disjoint from y; that is, the interior of x ∩ y is empty. EC(x,y) iff x is externally connected to y. OV(x,y) iff x and y properly overlap; that is, they overlap but neither is a subset of the other. TPP(x,y) iff x is a tangential proper part of y. That is, x is a proper subset of y and the boundary of x meets the boundary of y. NTPP(x,y) iff x is a non-tangential partial part of y. That is, x is a proper subset of y and the boundary of x does not meet the boundary of y. EQ(x,y) iff x and y are equal. Union(x,y,z) iff z is the set union of x and y. Intersect(x,y,z) iff z is the regularized intersection of x and y. Dconn(x) iff x is a disconnected region. Conn(x) iff x is a connected region. InteriorConnected(x) iff the interior of x is connected. IntConnComp(x,y) iff x is an interior connected component of y;
i.e. the closure of a maximal connected open subset of y.
Proof: These are well-known and easily proved [24] .
Lower Dimensional Entities
Definition 5 A point set S is lower-dimensional if the interior of S is the empty set.
We characterize a lower-dimensional entity S in terms of an externally-connected pair A, B ∈ Ω such that S = A ∩ B. Such a point-set will be called an "iregion" (for intersection region); the collection of iregions will be denoted Ω ′ .
In these definitions, we will use semi-colons to group together the pairs of region arguments that are defining an iregion or some other entity such as a number. This is purely for readability; logically, the semi-colon is equivalent to a comma.
We now show that we can define the following basic relations on iregions. 
Point
Region(a,b) ≡ ∃ r SameIregion(a,b;r,r).
Note that any region r = r ∩ r, so a region is also an iregion.
In P[Q], a particular point p can be indicated using the predicate Point(a,b) only if p has rational coordinates.
The correctness of the above formal definition of Point as a formula over R can be proved as follows:
Lemma 2 Over the domain R, two regions A, B meet at a single point if and only if they satisfy the definition of Point given above.
Proof: Left to right. Suppose that A and B meet only at point p. Then they are certainly EC. Let X, Y be regions such that PP(X,A), C(X,B), PP(Y,B), C(Y,A). Since C(X,B), X must have a point in common with B and since PP(X,A) that point can only be p. Likewise p ∈ Y, so C(X,Y).
Right to left. Suppose that A and B are EC and meet in two points p and q. Let U and V be disconnected regions such that p ∈ U • and q ∈ V • . Let X and Y be the regularized intersections of U with A and of V with B respectively. It is easily shown that X and Y are non-empty and that they satisfy the conditions of the definition. .
The proof of the correctness of the other definitions is entirely straightforward.
We can therefore, without affecting the expressivity, extend our domain to the domain of iregions with an equality relation, all the predicates over regions defined in section 2.1 plus the predicates Point(x), Region(x), Subset(x,y), and PtIn(p,x). with the obvious interpretations. That is, any sentence φ in the new structure with variables ranging over iregions can be translated into a sentence θ in the structure Ω, C , replacing every iregion variable in φ by a pair of region variables, and replacing each predicate in φ by its definition as shown above.
Arithmetic and analytical relations
In this section we review the definitions of the classes of arithmetic relations and analytical relations and we discuss how other structures can be defined in terms of them. (These definitions are adapted from [16] ; see especially section 3.5, pp. 114-124. The proofs in this section are presented in greater detail in [21] , section 4.3.3).
The symbol N represents the set of natural numbers. N * (Kleene star) is the set of finite sequences of natural numbers. N N is the set of all countable sequences of natural numbers.
Definition 6 A relation over N is arithmetic if it can be defined as an open formula in the structure N, +, * (the natural numbers with addition and multiplication).
Any computable function can be expressed in the language over the natural numbers with + and * [16] ; hence the class of arithmetic relations includes all computable functions.
Using Gödel numbering, it is possible to define a function TupleToNat from N * to N that maps each finite sequencex ∈ N * to a unique value. Basic operations onx such as extracting the ith element are then definable as arithmetic relations. We can therefore extend the notion of an arithmetic relation to be any relation definable in the structure N ∪ N * , +, * , [ ], TupleToNat wherex[i] is the indexing function returning the ith element of tuplex. Iterating the operation, we can encode finite tuples of tuples, finite sets of tuples, and so on as natural numbers; we will use the symbol N * loosely to include any such entity. A real number can be represented as a sequence of integers (the bits in its binary expansion); a countable sequence of real numbers can likewise be represented as a sequence of integers, by dovetailing. It is easily shown that real addition, real multiplication, and indexing into the sequence of real numbers correspond to analytical relations over the corresponding sequence of integers. See [8] or [21] for details, though the result is certainly not original there. We will therefore use all these entities and relations freely in our constructions below.
A positive natural number n will be encoded in our geometric language as a region with n interiorconnected components. This encoding and the definitions of two regions representing the same number and of addition were given by Grzegorczyk [14] . Our definition of multiplication is different from Grzegorczyk's, but either will do.
We must begin by defining the property of having finitely many interior-connected components, and thus being a representative of a proper natural number. In the domain P[Q], this goes without saying, because all polyhedra have finitely many interior-connected components, but in R it must be dealt with. We will impose the further condition that a region R used to represent a natural number must have "separated interior-connected components"; that is, if A and B are interior-connected components of R, then A and B have no boundary points in common. Suppose that R is a region in R with infinitely many, separated, interior-connected components. Since R is bounded, any infinite sequence of interior-connected components C 1 , C 2 . . . has an accumulation point p. Since the interior-connected components are separated, the point p can be an element of at most one of these; exclude this, if there is one, take the union of the rest, and let Q be the closure of that union. Then Q has the following properties:
• Q ∈ R.
• Q ⊂ R.
• Every interior-connected component of Q is an interior-connected component of R.
• Q contains at least one point p that is not part of any region that is an interior-connected component of Q.
Conversely, if R has finitely many, separated, interior-connected components, then no region Q can have this property.
We define the property SeparatedICC(r) (separated interior-connected components) as follows:
We can therefore define the property NaturalNum(r) as follows:
In the domain P[Q] we take NaturalNum to be simply the universal relation, since all regions in that domain have finitely many interior-connected components.
To define the relation of two regions having the same number of interior-connected components, we begin by defining a condition that is sufficient but not necessary: Region A can be shrunk to P, preserving the number of interior-connected components, if every interior-connected component of A contains exactly one interior-connected component of P and vice versa.
Shrink(a,p): a can be shrunk to p, preserving the number of interior-connected components.
One can then define the general case of two regions A and B that have the same number of interiorconnected components: Shrink A down to P, where the interior-connected components of P are small dots, and shrink B down to Q. Match up the components of P to the component of Q by using a region C each of whose components stretches from a component of P to one of Q. Then P and Q are both shrinkings of C (Figure 1 ).
SameNum(a,b): a and b represent the same natural number.
A is the union of the rectangles. B is the union of the circles. C is the union of the irregular shapes. P is the union of the triangles.
Q is the union of the stars. The sum of two numbers is just their disjoint union.
The number r is the product p · q if r ⊂ p and every connected component of p contains exactly q components of r.
Times(p,q,r):
We have thus established the following lemma:
Lemma 3 The structure N, +, * can be defined in terms of the structure P[Q], C . Any arithmetic relation over N or over N * can be defined in the structure P[Q], C .
In the structure R, C we can go further, taking advantage of the fact that R includes pathological regions with infinitely many interior-connected components. A sequenceŝ = ŝ [1] ,ŝ [2] . . . is represented in terms of three regions A, B, C. Region A has infinitely many interior-connected components, A 1 , A 2 . . .. Region B is constructed so that A i ∩ B has i connected components (this . . . 
IsSequence(a,b,c): a, b, c represents a sequence s if each natural number i appears at least once as an index, and s[i] is always uniquely defined and a natural number.
We have thus proven the following:
Arithmetic topological relations over polyhedra
In this section, we characterize the properties that are definable in the structure P[Q], C . As we have shown, starting with the structure P[Q], C we can define an extended structure that includes all iregions (polytopes), N and N * together with the relations on iregions defined in section 2.2 and the relations over N and N * defined in section 2.3. This extended structure will be denoted P ′ . Any relation that is definable in P ′ is implicitly definable in P[Q], C ; any relation over elements of
Our final theorem is only proven for two-and three-dimensional Euclidean space E 2 and E 3 , but we have stated as many lemmas as possible in terms of E n in general. We have not attempted to generalize to topological spaces other than E n .
In section 3.1 we show how the topology of a polyhedron can be represented as a tuple of numbers, and we define the class of arithmetic relations over polytopes. In section 3.2 we discuss how the vertices of a simplicial complex can be labelled using regions. In section 3.3 we show how the structure of a triangulation can be defined in terms of a fixed number of regions. we complete the proof in section 3.4. In section 3.5 we extend this to some other domains, such as the domain of all polyhedra and the domain of semi-algebraic regions.
The structural description of a polyhedron
We begin with some standard definition in the theory of simplices. 
If U is a k-ball, let @U be the boundary of U in the manifold sense. That is, if h is a homeomorphism from a k-dimensional simplex S to U , and F is the union of the faces of S, then @U = h(F ).
Definition 9 A triangulation T is a finite set of 0-balls (points), 1-balls, 2-balls, . . . n-balls satisfying the following:
• If U is a k-ball in T , then there are exactly k + 1 0-balls v ∈ T such that v ∈ @U . This set is denoted Vertices(U ).
• If U ∈ T , then for any non-empty proper subset S ⊂ Vertices(U ) there exists a unique element
• If U, V ∈ T then either U ∩ V = ∅ or U ∩ V is both a face of U and a face of V .
• @U is equal to the union of the faces of U .
Definition 10 A piece of a triangulation T is an element of T that is not a face of any other element. A triangulation T is fully dimensional if every piece of T is a n-ball; equivalently, if |T | is topologically closed regular.
A Euclidean complex is a special case of a triangulation, in which the elements are all simplices: The elements of a Euclidean complex are Euclidean simplices: points, lines, triangles, tetrahedra. The elements of a triangulation are polytopes (because the space of regions is defined to be P[Q]) whose topological relations satisfy the same constraints as the simplices of a Euclidean complex. Being a Euclidean complex is a geometric property of a set of polytopes, but certainly not a topological property, and hence not definable in P[Q], C . Being a triangulation is a topological property of a set of polytopes, and, as we shall show below, it is definable in P[Q], C . If T is a triangulation, D is a subtriangulation of T and P = |D|, then we will write D = T | P , read "T restricted to P".
• |T | is an n-ball; Definition 12 Let P 1 . . . P k be polyhedra, and let T be a triangulated package for
an injection from the vertices of T to N; that is, an assignment of a unique identification code to each vertex. The structural description
An example is shown in figure 4 . P 1 is the rectangle, and P 2 is the triangle. The edges of the triangulation are shown in dashed lines. The structural description of P 1 . . .
Lemma 6 Any homeomorphism h from the unit n − 1-sphere to itself can be extended to a homeomorphism from the unit n-ball to itself. (Weak Alexander trick).
Proof:
Lemma 7 If triangulations T and D have the same structural description then they are homeomorphic.
Proof: Since T and D have the same structural description, there is an isomorphism ι :
We define a homeomorphism h from T to D by induction on the dimension of the cells.
Assume that h has been defined over the cells of dimension k − 1. Let U be a k-cell in T and let V = ι(W ). Since U and V are k-cells, there are homeomorphisms g U and g V from the unit k-ball to U and V respectively. Let @U and @V be the boundaries of U and V ; then g U and g V map the unit k − 1 sphere into @U and @V . Moreover @U and @V are unions of k + 1 cells of dimension k − 1 in T and D, so by induction h is a homeomorphism from @U to @V . Therefore q = g
homeomorphism from the unit k-sphere to itself. By lemma 6, we can extend q to be a homeomorphism from the unit k-ball to itself. Then
U is a homeomorphism from U to V that agrees with h on @U . Thus we can extend h to include h U,V . Since cells in T and D intersect only along lower-dimensional faces, this process never creates inconsistencies or discontinuities.
Definition 14 A triangulation T is realizable in E
n if there exists a Euclidean complex in E n with the same structural description.
Note that, though being Euclidean is not a topological property of a triangulation, being realizable in E n is a topological property, since it is invariant under homeomorphism.
Definition 15 Two tuples of regionsP andQ are similarly situated if there is a homeomorphism
h from E n to itself such that h(P) =Q. They are rational PL-similarly situated if h is rational piecewise linear. Proof: The first statement is trivial: If h is a PL-homeomorphism of E n that maps P to Q, then h maps any triangulated package for P into a structurally identical triangulated package for Q.
For the second statement: Let T and D be triangulated packages forP andQ respectively that have identical structural descriptions. By lemmas 7 and 8, T and D are PL-homeomorphic. But since |T | and |D| are n-balls and contain all ofP andQ, it is easily shown that the PL-homeomorphism from |T | to |D| can be extended to a PL-homeomorphism from E n to itself.
Clearly, a tuple of this kind ĉ,v 0 . . .v k determines the polyhedra P 1 . . . P k uniquely; there is at most one tuple of polyhedra for which ĉ,v 0 . . .v k is an exact description. (There may be none, if the description is ill-formed or geometrically inconsistent.) We define the partial function η(ĉ,v 0 . . .v k ) as mapping a putative exact description onto a tuple of polyhedra. It is easily seen that the relation "η(ĉ,v 0 . . .v k ) defines a tuple of polyhedra" is a computable and hence an arithmetic relation.
Then:
Proof of a: Letv 0 . . .v k be a structural description of P 1 . . . P k . By the assumption of the lemma,
Proof of b: By definition 17, since Γ is arithmetic, ∇(Γ) is arithmetic, so Ψ is also arithmetic.
.
In our construction here, we introduce the coordinate tupleĉ in definition 16, only to immediately remove it by existential quantification in lemma 10. (By contrast, the construction of sections 4 and 5 involve actually labelling points with their coordinates in a coordinate system.) Since we are only representing topological relations, which are determined by the structural description, the formula Ψ of lemma 10 depends only on the structural description. However, we nonetheless include the coordinates in definition 17 because we wish to define the concept of "an arithmetic relation over regions" in general, independently of the particular context of topological relations. For example, the relation "The distance from P 1 to P 2 is less than 2" is certainly an arithmetic relation over the polyhedra, since it can be computed from the exact descriptions, though it is not a topological relation.
It is not immediately obvious what kinds of topological relations over polyhedra are in fact arithmetic. Suppose, for example, that we are interested in the relation PLHomeomorphicStructures(û,v) that holds if there exists complexes A and B such that u is a structural description of A, v is a structural description of B, and |A| is PL-homeomorphic to |B|. It is difficult to write down an algorithm that computes this relation in E 2 and E 3 and it is undecidable for manifolds of dimension 4 and higher [18] .
2 However, combining the powers of arbitrary quantification and Gödel numbering, it is easy to show that this and similar relations are indeed arithmetic. 3 We proceed as follows: If rational polyhedra A and B are PL-homomorphic, then there exists a rational PL-homeomorphism Γ from A to B with finitely many cells. Such a homeomorphism can be encoded as a finite data structure with integer fields; that is, an element of N * . The structural description is another element of N * and the function that applies a rational homeomorphism thus encoded to a Euclidean complex is certainly computable. The relation PLHomeomorphicStructure(û,v) can therefore be expressed as follows: "There exist rational coordinate assignmentsĉ,d and an encodingĝ of PL-homeomorphism Γ such that the image under Γ of the instantiation ofû with coordinatesĉ is equal to the instantiation of v with coordinatesd."
Using regions to label vertices
We now show how the structural description of a triangulation can be instantiated as a pair of regions L, M that label the vertices and n-balls of the triangulation. 
Constructing triangulations from a fixed number of regions
In order to translate the definitions in section 3.1 into the language P[Q], C , it is necessary to quantify over triangulations, which means that a triangulation of arbitrarily many cells must be represented in terms of a fixed number of polyhedra. To accomplish this, we return to the discussion of iregions, begun in section 2.2. Recall that an iregion is a point set that is equal to the intersection of two regions. We will designate the space of iregions formed by regions in
′ . The first question is, what point sets are iregions? The answer is as general as one could reasonably hope for.
Lemma 12 Any polytope is an iregion.
Proof: Let C be a Euclidean complex. We wish to find polyhedra A and B such that A ∩ B = |C|.
First let R be the union of all the n-balls in C. We can simply include these in both A and B. Let A 0 = B 0 = R.
To handle the lower-dimensional pieces of C we proceed as follows. Let U be a open rational n-ball polytope that contains C in its interior. Consider the set difference D 0 = U \ |C|. Let P 1 . . . P m be the number of lower-dimensional pieces of C. Now carry out the following procedure:
for (i← 1 to m) { using the triangulation theorem, construct a Euclidean complex E triangulating of D i−1 such that P i is a face of a simplex in E. let T i and W i be two n-dimensional simplices in E that have P i as a face. /* if P i is n − 1 dimensional, these will be on opposite sides of P ; otherwise, there will be more than two such simplices; choose any two */ construct n-dimensional simplices U i and V i such that (a) P i is a face of U i and of
In particular, U i and V i do not meet any of the other P j .
It is easily shown that each step of this procedure can be executed; that
We can now characterize a fully-dimensional triangulation T in E n in terms of a region and n iregions (and thus 2n+1 regions); namely, the region |T | and, for every k < n, the union of the k-dimensional elements of T .
The following lemmas show that we can define the relations over triangulations that we need as formulas in P[Q], C .
For the remainder of this paper, we will describe the definitions of relations in English, but we will not give the formalism. It should in each case be clear how the formalism could be constructed, if desired.
Lemma 13 In E
n , the relation SimpleCurve(x,a,b) meaning "x is a simple curve with endpoints a and b" is definable in P ′ .
Proof: Iregion x is a simple curve from a to b iff a = b and x is a setwise minimal connected point set containing a and b. Note that if x is a connected polytope containing a and b then there exists a piecewise-linear path y from a to b such that y ⊂ x. Therefore, x is setwise minimal only if it is equal to such a path y. • . Since C is a positive distance from @X (they are disjoint compact sets), C does not separate @X from X • \ C. .
A subtlety in the above argument should be noted. The result in [29] states that for any curve C, and any two points u, v ∈ E 2 \ C, there exists a curve P ⊂ E 2 \ C with endpoints u and v. In our discussion here, everything is placed in the space of rational polytopes; thus the desired statement is that, for any states that for any rational polyline C, and any two rational points u, v ∈ E 2 \ C, there exists a rational polyline P ⊂ E 2 \ C with endpoints u and v. As regards the existence of P , this is in fact a stronger statement. However, the proof in [29] in fact constructs a polyline, which can easily be chosen to be a rational polyline.
Lemma 18
If X is a 2-ball, and C ⊂ X is a simple curve that meets the boundary of X at a single point p, then C does not separate X.
Proof by contradiction. Suppose that C separates X; thus X \ C has at least two path-connected components. It is clear that any two points on @X \ {p} are connected by a path that goes around @X in the direction that avoids p, so all of @X is in one path-connected component of X \ C. Let u be a point in a different path-connected component of X \ C and let v be a point in @X \ {p}. Thus u ∈ X
• . By the theorem cited in the proof of lemma 17, there is a simple curve Q
is a curve in X \ C from u to @X, contrary to assumption.
Lemma 19 Let X be a 2-ball and let C be a setwise-minimal separator of X. Then the endpoints of C lie in the boundary of X.
Proof: By lemmas 17 and 18 C meets the boundary of X at at least two points. Conversely, a simple curve that does meet the boundary of X at two separate points does divide X, by the Jordan curve theorem.
Suppose then that C meets the boundary of X at two points p and q; then the segment of C between p and q divides X. Since C is setwise-minimal, it must be equal to that segment; that is, p and q are the endpoints of C. .
Lemma 20 In either E
2 or E 3 the relation 2BallBd(x,y) meaning "x is a 2-ball with boundary y" is definable in P ′ .
Proof: By lemma 19, 2BallBd(x,y) can be defined as the property, "A point p is in Y iff there exists a curve C such that C is a setwise-minimal divider of X and p is an endpoint of C."
Lemma 21
In E 3 the relation 3BallBd(x,y) meaning "x is a 3-ball with boundary y" is definable in P ′ .
Proof: A point p is on the boundary of ball X if p ∈ X and p ∈ E for some E that is externally connected to X. .
We will describe the construction of a three-dimensional triangulation; the two-dimensional case is exactly analogous.
We will give the construction of a triangulation T as a quadruple of four iregions V, E, F, B where V is the union of all the vertices in T , E is the union of the edges, F is the union of the faces, and B = |T |.
Definition 20
In E 3 let V, E, F, B be a quadruple of iregions.
• A simple curve C is a constituent of E with respect to V if C ⊂ E, the endpoints of C are in V , and no other points in V are C.
• A 2-ball Q is a constituent of F with respect to E, V if Q ⊂ F , @Q = Q ∩ E is the union of three constituents of E, and Q ∩ V is a set of three vertices. 
Definition 21 A quadruple V, E, F, B represents a triangulation if it meets the following conditions.
A. V is a finite set of points.
B. E, F, and B each has finitely many constituents and are each equal to the union of their constituents.
C. The intersection of any two constituents is either a point in V , a constituent, or empty. Figure 6 shows this construction for a complex with two triangles. The complex is shown in thick lines. The set of vertices V is constructed as the intersection of the dashed quadrilaterals with the solid quadrilaterals. The set of edges E is constructed as the intersection of the dashed triangles with the solid, thin triangles.
Lemma 22 A quadruple V, E, F, B satisfies the conditions of definition 21 if and only if the set of vertices of V union the set of constituents of E union the set of constituents of F union the set of constituents of B is a triangulation.
Proof: Immediate from the definitions.
Lemma 23
In E 3 the relations Triangulation(V,E,F,B) meaning " V, E, F, B represents a triangulation" and VertexConstituent(Q,V,E,F,B), EdgeConstituent(Q,V,E,F,B), FaceConstituent(Q,V,E,F,B), and SolidConstituent(Q,V,E,F,B), meaning that Q is a constituent of the specified kind in the triangulation represented by V, E, F, B are definable in P ′ .
Proof: The translation of definitions 20 and 21 to P ′ is straightforward, given the relations we have already defined. The finiteness conditions can be expressed using labelling, if necessary. Proof: Given the definitions of triangulations and their constituents in lemma 23, the translation of definition 11, is straightforward. The function Φ from the vertices to the natural numbers used in definitions 12 and 13 is instantiated as a pair of regions L, M that label the vertices with Φ. Lemma 11 guarantees that such a pair of labelling regions can always be found.
Completing the proof
Lemma 25 In E 3 , let Γ(P 1 . . . P k ) be a
relation over P[Q] that is arithmetic and invariant under rational PL-homeomorphisms of the space to itself. Then Γ is definable in P[Q], C .
Proof: Define the relation ∆(P 1 . . . P k ) as follows:
if and only if there exist:
• a triangulation T of P 1 . . . P k , represented as a quadruple V, E, F, B ;
• a labelling L,M of the vertices in V that assigns a different number Φ(u) to each vertex u; ∆ is clearly definable in P ′ using the relations constructed in section 3.3. By lemma 10, ∆ is equivalent to Γ.
Lemma 26 Any relation definable in P[Q], C is invariant under rational PL-homeomorphisms of
Proof: Immediate from the fact that any rational PL-homeomorphisms maps P[Q] to itself and leaves C(x,y) invariant.
Lemma 27 Any relation definable in P[Q], C is arithmetic.
Proof: Immediate from the fact that C(x, y) is computable from exact descriptions of X and Y and hence arithmetic. See also [21] , p. 93, theorem 103.
a relation over P[Q] is definable over P[Q], C if and only if it is arithmetic and invariant under rational PL-homeomorphism of the space to itself.
Proof: The conjunctions of lemmas 25, 26 and 27.
Thus, suppose that you have in mind some particular relation Γ over regions -"P has a prime number of interior cavities", or "P and Q are interlocked toruses in E 3 ", for example. To express this in P[Q], C , you do the following:
Step 1. Figure out how you can express it as an arithmetic expression Ψ(ĉ,ŵ 0 . . .ŵ k ) over exact descriptions of the polyhedra ĉ,ŵ 0 . . .ŵ k . If, as in this case, it is in fact computable, then you can write a program that takes as input exact descriptions of polyhedra and returns as an output "true" if the descriptions are well-formed and satisfy Γ and "false" otherwise. Then use standard computation theory to translate your program into the first-order theory of arithmetic. In any case, such an expression must exist if Γ is an arithmetic relation, because that is what it means for Γ to be an arithmetic relation (definition 17).
Step 2. Use Grzegorczyk's technique, described in section 2.3 to translate Ψ from step 1 into a formula over C, where the numbers are all represented in terms of numbers of interior-connected components.
Step 3. Using lemma 24, construct the relation StructuralDescription(w0 ...wk, P1 ...Pk). (This depends only on k and is independent of Γ.)
Step 4. Return the formula
That is, you use the triangulation and labelling to translate from the topological relation Γ to a relation over numbers, and then you use Grzegorczyk's technique to translate back from the numbers to regions.
Extension to other domains of regions
Theorem 1 can be extended to some other domains of regions using the elementary equivalence results presented in [9] . For example, let P[R] be the class of all polyhedra (not necessarily rational). The two following propositions follow directly from the analysis in [9] . Proof: See [9] .
The point here is that the scope of the other quantified variables that are bound in α has changed from rational to real polyhedra, but that does not affect the truth of the formula.
Lemma 29 Any k-tuple of polyhedra is PL-similarly situated to a k-tuple of rational polyhedra.
Proof: See [9] , lemma 20.
We also have an analogue of lemma 26:
Lemma 30 Any relation definable in P[R], C is invariant under PL-homeomorphisms of E n to itself.
Proof: Immediate from the fact that any PL-homeomorphism maps P[R] to itself and leaves C(x,y) invariant.
Let A be the class of relations characterized by theorem 1; that is, the class of arithmetic relations that are invariant under rational PL-homeomorphisms of the space to itself. Combining these lemmas with theorem 1, we can characterize the expressive power of P[R], C as follows: 
An equivalent formulation of corollary 31 is as follows. Let α be a formula over C. The extension of α over P[R] is the image of its extension over P[Q] under all PL-homeomorphisms of the space to itself. Therefore a relation is expressible in P[R], C just if it is the image of some relation in A under all PL-homeomorphisms of the space to itself.
Using the other elementary equivalence results in [9] and an exactly analogous argument, we can prove the following:
Corollary 32 Let F be a subfield of the reals, and let P[F] be the domain of polyhedra over F. In
, C if and only if
• Γ is invariant under F-PL-homeomorphisms of the space to itself; and
Corollary 33 Let G be the domain of bounded closed regular semi-algebraic regions. In
and only if
• Γ is invariant under semi-algebraic homeomorphisms of the space to itself; and
Corollary 34 Let O be an o-minimal domain and let D be the class of bounded closed regular definable regions in
O. In E 2 or E 3 , a k-place relation Γ(P 1 . . . P k ) is definable in O, C if
and only if
• Γ is invariant under definable homeomorphisms of the space to itself; and
See [9] for the details on all these.
Representing the k-cube using regular regions
We now turn to the domain R of regular regions.
In this section, we show how the k-cube in E n for k < n can be represented in R, C . This serves as a "warm-up" to the much more general theorem 3 in the next section; the same basic construction is used in the proof, but the restricted setting here makes it easier to follow.
As above, let R be the domain of all non-empty, bounded, regular regions in E n , and let R ′ be the set of iregions. Let S ′ be the structure with domain R ′ containing all of the relations over iregions defined in section 2; as we have shown, S is definable in R, C.
Notational comment: In this section and in section 5, we will be dealing with three kinds of enumeration:
a. The coordinate of a k-dimensional vector (i.e. k-tuple of real numbers). For this we will use a vector symbol with a subscript; e.g. v i is the ith coordinate of vector v.
b. The jth element in a sequence (usually infinite) of vectors. For this, we will use a hatted symbol to denote the sequence, subscripted with j. For examplev j is the jth vector of the sequencev.
This can be combined with (a) by combining the two subscripts with a comma. For examplê v j,i = (v j ) i , the ith coordinate of the jth vector in sequencev.
c. We will need multiple sequences. For this we will use superscripts. Thusŵ k is the kth sequence. This can be combined with (a) and (b); e.g.ŵ 
Lemma 36 Every compact set in E
n is an iregion in R ′ .
Proof: Let C be a compact set in E n . We need to construct two regular regions X, Y such that X ∩ Y = C. We do this in two parts: first, the points that are in the regularization of C, which are easy, and then the points that are not, which require more work.
− , the regularization of C. R is itself regular, unless it is empty, and R ⊂ C so we will simply include it in both X and Y. Let p 1 , p 2 . . . be a countable sequence of distinct points that is dense in C \ R. We will construct three sequences of open sets, U i , X i and Y i . The U 's will be setwise decreasing, and the X's and Y 's will be increasing.
• Let S be a bounded open set containing C.
• Let U 0 = S \ C. Note that U 0 is open and that all the points p i are on Bd(U 0 ).
• for i ≥ 1, Next we will define a general construction called a "labelled comb" which we can associate with any compact, lower-dimensional, point set. To illustrate how this works, we will first show how a particular comb can be created for the standard embedding of the n − 1 cube in E n and then generalize it.
Let F n−1 be the standard embedding in E n of the n − 1-dimensional cube:
We begin by describing a certain region Z, which we will call a "comb", consisting of infinitely many little cones, each of which touches F n−1 in a point with rational coefficients. The cones are right circular cones rising in the nth dimension. For any rational point p = p 1 . . . p n−1 , 0 , let q be the largest denominator of any of the p i expressed in lowest terms; then the cone rising from p goes to height 1/4q 2 . That is, the cone C from p is defined by the expression
One constructs such a cone over every rational point in F n−1 and then Z is the union of all these cone. The intersection of Z with a "horizontal" hyperplane z = h consists of a collection of n − 1 dimensional spheres of radius h centered over a rational point whose highest denominator q satisfies 1/4q 2 ≥ h. It is easily shown that no two such points can be closer than 1/q(q − 1); hence, no two spheres at the same height meet; hence, no two cones meet. Therefore, each cone is an interiorconnected component of Z.
We now "label" each cone C with the numerators and denominators of the corresponding point { p 1 . . . p n−1 , 0 } = C ∩ F n−1 by creating 2(n − 1) regions N 1 . . . N n−1 and D 1 . . . D n−1 such that the number of interior-connected components of N i ∩ C and of D i ∩ C are the numerator and denominator of p i . Figure 8 shows the cones of the labelled comb with q ≤ 3 for n = 2.
In order to attach a similar construction to an arbitrary lower-dimensional set, we need to generalize it slightly. The problem is that if C is a lower-dimensional compact set and p ∈ C, there is not necessarily a interior-connected open subset of E n \ C whose boundary contains p. We fix this by replacing the "cone" meeting p by an infinite sequence of interior-connected regions in E n \ C that converge on p and we label each of these with the desired label. Figure 9 illustrates the basic construction. Note that no connected open region with p on the boundary avoids C, but the union of the dotted regions does. 
Proof: Carry out the same construction as in lemma 36. As constructed, the sequence of open sets V 1 , V 2 . . . has the properties that
• for i = j, Closure(V i ) and Closure(V j ) are disjoint.
• for each i,
For each interior-connected component U of V i and for each j = 1 . . . k, let K(U, j) and K(U, k + j) be a regular region that are subsets of U and that have r i,j components and d i,j components respectively. Let L j be the closure of the unions of K(U, j) over all such U . Then the sector of Z labelled withq i , Y(q i ) is just Closure(V i ). .
We now present a topological characterization of the labelling of the k-cube discussed above. 
A.ii Y( m) ∩ S is a single point {p}, which we will denote p( m)
For brevity we will say that Y( m) and its components and p( m) are labelled with m.
C. Let x be a point in E n , and suppose that for every neighborhood U of x there exists a vector m ∈ Q such that p( m) ∈ U. Then x ∈ S. That is, S contains the closure of the set {p( m) | m ∈ Q}.
D. For every m ∈ Q and every rational δ > 0, there exists a region H such that for every q ∈ Q, p( q) ∈ H • if and only if d( m, q) < δ. We will call this region H( m, δ).
E. For every point x ∈ S and neighborhood U of x there exists a vector m ∈ Q and a rational δ > 0 such that x ∈ H( m, δ) ⊂ U.
F. For any
Lemma 38 For any fixed k, the relation "iregion with a k-cube rational labelled comb" is definable in the structure S ′ .
Proof: Let S be an iregion and let Z, L 1 . . . L k be regions. 
The region "H( m, δ)" can be defined in terms of S, Z, L 1 . . . L m as follows: "H( m, δ) is a region; and for every vector q ∈ Q, p( q) is in the interior of H( m, δ) if and only if d( q, m) < δ." Note that the inequality "d( q, m) < δ" is just an arithmetic relation over rational numbers, representable as in section 2.3. This is not, of course, the geometric distance between points in E n , which is not expressible in our language; it is an arithmetic relation between two 2k-tuples of natural numbers, which we instantiate in terms of numbers of interior-connected components, and interpret as k-tuples of rational numbers.
Using these relations, the translation of definition 23 into a first-order formula over S ′ is entirely straightforward.
is a surface with a k-cube rational labelled comb.
Lemma 39 If iregion S is homeomorphic to C
k then S is a k-cube combable surface.
Proof: Let h be a homeomorphism from C k to S. By lemma 37 there exist Z, L 1 . . . L 2k such, for every rational vector q ∈ C k the point h( q) ∈ S is labelled with q by Z, L 1 . . . L 2k . Properties A-F of definition 23 are immediate from the fact that h is a homeomorphism.
Lemma 40 If S is a k-cube combable surface, then S is homeomorphic to the k-cube C k .
Proof: Let S, Z, L 1 . . . L 2k be a surface with a labelled comb. We construct the homeomorphism h( x) from C k to S as follows:
• If x is a rational vector, then define h( x) = p( x)
• Else, letm be a sequence of rational vectors converging to x. Then h( x) is the unique accumulation point of h(m).
Essentially, the conditions in definition 23 assert directly that h is a homeomorphism. To be specific: to prove that h is a homeomorphism, we need to show that it is uniquely defined, a bijection, and continuous. Since C k is compact, it follows that h is a homeomorphism.
h is uniquely defined:. Letm andq be sequences of rational vectors in Q that both converge to the same value x. Since S is compact (all iregions are compact), the sequences h(m) and h(q) have accumulation points a and b respectively. Suppose that a = b. Choose disjoint neighborhoods A of a and B of b. Using part (E) of definition 23, choose u, δ u , v, δ v so that a ∈ H( u, δ u ) ⊂ A and h is a surjection: Let p ∈ S. Using part (C), we can find a sequencem of rational vectors in Q, such that h(m) converges to p. Let x be an accumulation point in C k ofm then p = h( x).
h is continuous. Let p ∈ S and let U be a neighborhood of p. Using part (E) choose rational v and δ such that
Theorem 2
The property "Iregion P is homeomorphic to the k-cube" is definable in S ′ .
Proof: Immediate from lemmas 38, 39, and 40.
Corollary 41 takes this back to the original structure R, C .
Corollary 41
The property "The intersection of regions A and B is homeomorphic to the k-cube," is definable in R, C .
Representing analytical relations
In this section we prove a very strong generalization of theorem 2. 
Then Γ is said to be analytical if Γ ′ is analytical.
We now define a mapping ∇(Γ) which maps a k-place relation Γ over the space of compact geometric region to a k-place relation over sequences of real numbers. The symbol W will denote the collection of all compact point sets of E n .
Definition 26
Let e : E n → R n be the standard coordinate system. Let Γ be a k-place relation over W. We define ∇(Γ) to be the k-place relation ∆ over (R n ) N satisfying the following. For any sequences of n-vectorsŵ
For example we can show that the relation over compact point sets "A is homeomorphic to B" is analytical. The construction is analogous to the proof (p. 16) that PL-homeomorphism over polyhedra is arithmetic. Let h be a homeomorphism from compact A to B. Then h can be specified by specifying the values of x and h( x) for x ∈ S where S is a countable dense subset of A. Thus, effectively, h can be construed as an element of R N , a countable sequence of reals. Therefore given w A , a sequence of points dense in A, andŵ B , a sequence of points dense in B, the relation "A is homeomorphic to B" corresponds to the following condition onŵ It is easy to show that both (1) and (2) are definable in the structure
Definition 28 A k-place relation Γ over W is invariant under homeomorphisms if the following holds: Let C 1 . . . C k ∈ W be compact sets satisfying Γ. Let h be a homeomorphism from
We now show how to construct a labelled comb for any lower-dimensional, compact point set S in R n . We will choose an countable dense subset of points in S, and label each point with its n-dimensional coordinates.
Definition 30 generalizes definition 23. It defines a "labelled comb" that can be constructed on any lower-dimensional region S and that characterizes S up to homeomorphism. 
A.ii Y( m) ∩ S is a single point {p}, which we will denote p( m). 
•
is an iregion with a labelled comb based onŵ j . Proof: Let h be a homeomorphism from Closure(ŵ) to S. Using lemma 42, construct a comb S, Z, L 1 . . . L 3n where for every m ∈ŵ, the point h( m) is labelled with m. Then it is straightforward to check that the conditions of definition 30 are satisfied. 
Proof: Analogous to the proof of lemma 40.
Theorem 3 Any analytical relation Γ over compact lower-dimensional regions that is invariant over homeomorphisms can be expressed in S ′ .
Proof: This is simply a matter of putting the pieces together.
Let ∆ = ∇(Γ), as defined in definition 26. By definition 26 ∆ is analytic, so by lemma 43, the relation "
Let e : E n →R n be the standard coordinate system. Let
Then the following are equivalent:
B. There existŵ
C. There existv To show that (C) implies (B), assume that we are given such h andv (D) follows from (C) by lemmas 47 and 46.
Thus the condition Γ(Q 1 . . . Q k ) is definable in the structure R ′ , C .
Other languages
Combining the analysis developed in this paper with that in [8] and [9] , we are able to give a substantial part of an answer to a challenge recently raised by Hahmann and Gruninger [15] . They write (p. 47)
Of particular interest is the question whether other theories [i.e. first-order theories with quantification over regions] exists between mereotopology and mereogeometries. The RCC with convexity is so far the weakest theory extending pure mereotopology with some morphological predicate, but perhaps, other predicates such as relative size can be used to extend mereotopology without reaching full mereogeometry or even the equivalent of affine geometry. This question remains unexplored as far as we know and needs to be looked at more carefully in the future.
We can approach this problem along the following lines. Suppose that Ω is some "reasonable" domain of regions, e.g. P[Q], P[R] or R. Suppose further that we have some collection of relations over regions Φ 1 , Φ 2 . . . Φ k ; we will assume that Φ 1 is in fact the relation C(x, y) since we agree with the implicit assumption of the quoted passage that theories that do not at least include mereotopology are not worth considering. Suppose finally that all these relations are not off the charts in terms of computational/logical complexity; specifically, if the domain of regions is either P[Q] then these are all arithmetic relations and if the domain is P[R] or R then they are all analytical relations. It will also be convenient to define Φ 0 as the unary relation of being an element of Ω: Φ 0 = { x |x ∈ Ω}. Let ∆ be the structure Ω, C, Φ 2 . . . Φ k . The problem then is to characterize the relations that can be defined in ∆.
Following [9] let Θ(Φ 0 . . . Φ k ) be the class of all homeomorphisms of E n to itself for which the relations Φ 0 . . . Φ k are all invariants; this is clearly a subgroup of the space of all homeomorphisms of E n to itself. Then we can certainly make the following claims:
1. Any relation that is definable in ∆ is invariant under Θ(Φ 0 . . . Φ k ). The proof is analogous to that of lemma 26.
2. If Ω = P[Q] and Φ 0 . . . Φ k are all arithmetic relations, then any relation that is definable in ∆ is arithmetic. The proof is analogous to lemma 27. For example, following the suggestion of Hahmann and Gruninger, let us consider the relation LargerVolume(x,y), meaning that the volume of x is greater than the volume of y. It is easily shown that the corresponding group of homeomorphisms Θ(Ω, C, LargerVolume) is the class of homeomorphisms that multiply the volume of every region by a fixed constant c > 0. Over the domains P[Q] and P[R], this is the class of PL-homeomorphisms where either every cell has determinant c or every cell has determinant −c. Over the domain R, this is harder to characterize; it certainly includes, but is not limited to, all homeomorphisms of E n to itself that are piecewise differentiable, and such that the Jacobian on the interior of every cell is either always c or always −c. Therefore, any predicate definable in the structure Ω, C, LargerVolume is invariant under the corresponding group of volume-ratio preserving homeomorphisms.
In [8] we were able to completely characterize the expressivity of the structures Ω, C, Convex and Ω, C, Closer , where Ω can be either P[Q], P[R] or R, in E n for n ≥ 2. Closer(x,y,z) is the ternary relation "x is closer to y than to z". Convex(x) is the unary relation "x is convex".
• In P[Q], C, Closer , a relation is definable iff it is arithmetic and invariant under Euclidean transformations.
• In P[R], C, Closer , and in R, C, Closer , a relation is definable iff it is analytical and invariant under Euclidean transformations.
• In P[Q], C, Convex , a relation is definable iff it is arithmetic and invariant under affine transformations.
• In P[R], C, Convex , and in R, C, Convex , a relation is definable iff it is analytical and invariant under affine transformations.
Since volume ratios are preserved under affine transformations, but affine properties such as Convex are not preserved under volume-ratio preserving transformations, it follows that Ω, C, Convex is strictly more expressive than Ω, C, LargerVolume , for any of the domains Ω under consideration.
We can carry out a similar analysis for other relations. For instance, consider the relation Smooth(x), meaning that region x has an everywhere differentiable boundary. Over the domain of polyhedra, this is the null relation, since no polyhedra are smooth, but over the domain R, the associated group of homeomorphisms Θ(R, C, Smooth) is just the class of diffeomorphisms of E n to itself. The relation Smooth is not invariant under under volume-ratio preserving transformations, though it is invariant under affine transformations; and conversely the relation LargerVolume is not invariant under diffeomorphisms. We can conclude, therefore that expressivity of the structure R, C, Smooth is incomparable to the expressivity of the structure R, C, LargerVolume and strictly less than the expressivity of the structure R, C, Convex .
We conclude this section by posing a new challenge in the spirit of Hahmann and Gruninger's:
Can we give general conditions for relations Φ 2 . . . Φ k that suffice to guarantee the statement, "A relation is definable in the structure Ω, C, Φ 2 . . . Φ k if it is [arithmetic/analytical] and invariant under Θ(Φ 0 . . . Φ k )?" We have proven this for the particular relations listed above; are these special cases of a more general theorem?
Conclusions
We have given necessary and sufficient conditions for a property over polyhedra to be definable over P [Q] , C in two-and three-dimensional space, and we have proven a strong result about the expressivity of R, C in characterizing relations over lower-dimensional point sets in n-dimensional space.
Certainly, there is room for improvement. As regards theorem 1, the most obvious improvement would be to generalize to E n for n > 3. The main difficulty is generalizing lemmas 14 and 15 to the n-dimensional case. This seems to be difficult; the topology of E n for n > 3, especially for n = 4 is full of strange anomalies, and the techniques used to prove these theorems do not at all generalize.
As regards theorem 3, it would obviously be desirable to have a theorem that includes fully dimensional regions, and that strengthens "homeomorphic" to "similarly situated", and that gives a biconditional. These objectives are, in fact, rather closely related. Since a regular region is largely, though not entirely, determined by its boundary, and since theorem 3 allows us to characterize the boundary of a region up to homeomorphism, it seems as though there might be some way to strengthen this from a characterization of the boundary to a characterization of the whole region, but we have not found it.
A final source of discontent is that, though definition 17 of an arithmetic relation over rational polyhedra and definition 27 of an analytical relation compact point sets each seems reasonable enough individually, they are rather ad-hoc and different in flavor. One would prefer to have a more principled or systematic way of associating a complexity category with a property of point set relations.
