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Abstract: Pitman [75] (and subsequently Gnedin and Pitman [31]) showed
that a large class of random partitions of the integers derived from a stable
subordinator of index α ∈ (0, 1) have infinite Gibbs (product) structure as a
characterizing feature. The most notable case are random partitions derived
from the two-parameter Poisson-Dirichlet distribution, PD(α, θ), which are
induced by mixing over variables with generalized Mittag-Leffler distribu-
tions, denoted by ML(α, θ). Our aim in this work is to provide indications
on the utility of the wider class of Gibbs partitions as it relates to a study
of Riemann-Liouville fractional integrals and size-biased sampling, decom-
positions of special functions, and its potential use in the understanding of
various constructions of more exotic processes. We provide novel charac-
terizations of general laws associated with two nested families of PD(α, θ)
mass partitions that are constructed from notable fragmentation operations
described in Dong, Goldschmidt and Martin [27] and Pitman [73], respec-
tively. These operations are known to be related in distribution to various
constructions of discrete random trees/graphs in [n], and their scaling lim-
its, such as stable trees. A centerpiece of our work are results related to
Mittag-Leffler functions, which play a key role in fractional calculus and
are otherwise Laplace transforms of the ML(α, θ) variables. Notably, this
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leads to an interpretation of PD(α, θ) laws within a mixed Poisson waiting
time framework based on ML(α, θ) variables, which suggests connections
to recent construction of Po´lya urn models with random immigration by
Peko¨z, Ro¨llin and Ross [65]. Simplifications in the Brownian case are high-
lighted.
AMS 2000 subject classifications: Primary 60C05; secondary 60E05.
Keywords and phrases: beta gamma algebra, Brownian and Bessel pro-
cesses, Gibbs partitions, Mittag-Leffler functions, stable Poisson-Kingman
distributions.
1. Introduction
It is known [71, 75, 76] that random partitions of the integers [n] := {1, . . . , n},
say {C1, . . . , CKn}, with Kn ≤ n unique blocks and sizes nj = |Cj |, can be gen-
erated by a process of discovery of excursion intervals away from 0 of Brownian
motion or more general Bessel processes of dimension 2 − 2α, for 0 < α < 1.
That is to say, more generally, processes whose inverse local time follows a
stable subordinator (Sˆα(t) : t ≥ 0) of index α ∈ (0, 1), where we can take
Sˆα(1) = c
1/αSα, with a positive stable random variable Sα having Laplace
transform E[e−λSα ] = e−λ
α
and density denoted as fα(t). Taking c = 1 and
letting (∆k) denote the ranked jumps of the subordinator, the ranked lengths
of excursion can be constructed as (Pℓ := ∆ℓ/Sα) ∈ P∞ = {s = (s1, s2, . . .) :
s1 ≥ s2 ≥ · · · ≥ 0 and
∑∞
i=1 si = 1}, where P∞ denotes the space of mass par-
titions summing to 1 [8, 76], and (Pℓ) ∼ PD(α, 0) denotes the Poisson-Dirichlet
distribution with parameters (α, 0) [81].
For Kn = k, the probability of {C1, . . . , Ck} is given by, what is referred to
as the exchangeable partition probability function (EPPF),
pα(n1, . . . , nk) =
αk−1Γ(k)
Γ(n)
k∏
j=1
(1− α)nj−1. (1.1)
where, for any non-negative integer x, (x)n = x(x+1) · · · (x+n−1) = Γ(x+ n)/Γ(x)
denotes the Pochhammer symbol. The above EPPF (1.1) and its two-parameter
extension (see [69, 70]),
pα,θ(n1, . . . , nk) =
α( θα )k
(θ)n
Γ(n)
Γ(k)
pα(n1, . . . , nk), (1.2)
derived from the two-parameter Poisson-Dirichlet distribution, (Pℓ) ∼ PD(α, θ),
as defined in [81], constitute the most tractable and notable class of EPPF’s that
exhibit an inifinite Gibbs or product form [76]. The EPPF (1.2) is obtained by
replacing Sα in the above discussion with another variable Sα,θ having density
fα,θ(t) = t
−θfα(t)/E[S−θα ]. Furthermore, it corresponds to random partitions
generated by the two-parameter Chinese restaurant process, with law denoted
as CRP(α, θ), as described in [69, 70, 76].
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An important quantity, derived from (1.2), is the probability of the number
of blocks Kn = k, denoted by P
(n)
α,θ(k) =
α(θ/α)k
(θ)n
Γ(n)
Γ(k)P
(n)
α (k) in the PD(α, θ)
case, where
P
(n)
α (k) := Pα,0(Kn = k) =
αk−1Γ(k)
Γ(n)
Sα(n, k),
with Sα(n, k) =
1
αkk!
∑k
j=1(−1)j
(
k
j
)
(−jα)n denoting the generalized Stirling
number of the second kind. See [72, 76] for more details in relation to the deriva-
tion of P
(n)
α,θ(k). [75] shows that, as n→∞, n−αKn → S−αα,θ almost surely (a.s.).
Within this context, S−αα,θ is referred to as the α-diversity of the PD(α, θ). Fol-
lowing [67, 76, 81], a version of S−αα,θ may be interpreted in terms of the local
time up to time 1 of a generalized Bessel process, specifically,
S−αα,θ :=
1
Γ(1− α) limǫ→0 ǫ
α|{i : Pi ≥ ǫ}| a.s.. (1.3)
For general α, they also arise in various Po´lya urn and random graph/tree
growth models as described in, for instance, [1, 2, 14, 22, 32, 36, 37, 45, 49,
50, 63, 64, 66, 83, 84]. S−αα , with density gα(z) := fα(z
− 1α )z−
1
α−1/α, is of-
ten referred to as having a Mittag-Leffler distribution. Hence, the generalized
Mittag-Leffler variable, S−αα,θ , with distribution denoted as ML(α, θ), has the
power-biased density of gα,
gα,θ(z) =
z
θ
α gα(z)
E[S−θα ]
.
See [25, 26] for its simulation and other properties. The CRP(α, θ) partition
of [n] may also be generated by exchangeably sampling n variables from the
random distribution function, Pα,θ(y) =
∑∞
k=1 PkI{U˜k≤y}, defined for (U˜k) an
infinite collection of iid Uniform(0, 1) variables, independent of (Pk). Pα,θ is
now known as a Pitman-Yor process (named in [40]), which has applications in
Bayesian statistics and machine learning, and arises in numerous areas consti-
tuting combinatorial stochastic processes [8, 16, 33, 40, 41, 43, 70, 76, 81, 89, 91].
We note the recursive procedure of size biased sampling with excision (of ex-
cursion intervals), as described in [67] (see also [75, 76, 80, 81]), whereby
newly discovered intervals are immediately excised and the remaining lengths
are re-scaled to be of length 1, produces the stick-breaking sequence (P˜ℓ)
d
=
(β1−α,θ+ℓα
∏ℓ−1
j=1 βθ+jα,1−α; ℓ ≥ 1) ∼ GEM(α, θ) of independent beta variables,
which is the size-biased re-arrangement of (Pk). GEM(α, θ) stands for the two-
parameter extension of the Griffiths-Engen-McCloskey distribution. Through-
out this paper, Ga denotes a Gamma(a, 1) variable, and βa,b denotes a Beta(a, b)
variable with density
fβa,b(u) =
Γ(a+ b)
Γ(a)Γ(b)
ua−1(1 − u)b−1, 0 < u < 1.
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1.1. Preliminaries on Poisson-Kingman distributions and Gibbs
partitions
While we shall discuss many properties of the PD(α, θ) distribution, our primary
focus in this paper are results centered around the general class of EPPF’s
constituting Gibbs partitions, as derived and discussed in [31, 75, 76], called
the Poisson-Kingman (PK) partitions. Those works showed that sampling from
(Pℓ)|Sα = t, with law denoted as PD(α|t), leads to a general class of random par-
titions that have infinite Gibbs (product) structure as a characterizing feature.
Specifically, the law of {C1, . . . , Ck}|Sα = t can be expressed as
pα(n1, . . . , nk|t) = G(n,k)α (t)
k∏
j=1
(1− α)nj−1, (1.4)
where
G
(n,k)
α (t) =
αkt−n
Γ(n− kα)fα(t)
[∫ t
0
fα(v)(t − v)n−kα−1dv
]
. (1.5)
As in [75], for any non-negative function h(t) satisfying E[h(Sα)] = 1, one may
mix PD(α|t) over the density, γ(dt)/dt := h(t)fα(t), to obtain a huge class of
distributions for the Gibbs random partitions. We shall write
(Pℓ) ∼ PKα(γ) =
∫ ∞
0
PD(α|t)γ(dt), (1.6)
and also use the notation PKα(h ◦ fα) = PKα(γ). For instance, PD(α, θ) arises
when γ(dt) = fα,θ(t)dt. Integrating over (1.4) with respect to γ(dt) leads to
the EPPF of the PK partitions (see [76, Theorem 4.6] and [31, Theorem 12]),
expressed as
p[γ]α (n1, . . . , nk) = Vn,k
α1−kΓ(n)
Γ(k)
pα(n1, . . . , nk), (1.7)
where Vn,k =
∫∞
0
G
(n,k)
α (t)γ(dt). Naturally, evaluation of (1.7) relies very much
on the form of G
(n,k)
α (t). Pitman (see [75, Section 8] and [76, Section 4.5, p.90])
developed the Brownian case of α = 12 , which in many respects is the most
remarkable, and showed that the EPPF in that case can be expressed explicitly
in terms of Hermite functions, or equivalently, confluent hypergeometric func-
tions. Some details of those results are given here in Section 5.5. For a general
0 < α < 1, it is nonetheless non-trivial to obtain a representation of G
(n,k)
α (t) in
terms of special functions or other transcendental functions, a question posed
in [76, Problem 4.3.3, p.87]. In [39, Theorem 2.1 and Theorem 3.1], we provided
an answer whereby, using representations in [85, 86], we gave alternative expres-
sions of G
(n,k)
α (t) in terms of Fox H functions for any general α, and in terms
of readily computable Meijer G functions for the case of α = mr , with co-prime
integers m < r. See [56] and references therein, as well as [39], for more on these
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special functions, especially their connections to fractional calculus. The Meijer
G representations are facilitated by the use of [87] and the following distribu-
tional representatons of ML(mr , θ) variables, which can be found in [43, Section
8] (see also [21, 93], for θ = 0),(
m
Sm
r ,θ
)m
r
d
= r
(
m−1∏
k=1
β
1
r
θ
m+
k
n ,k(
1
m− 1r )
)(
r−1∏
k=m
G
1
r
θ
m+
k
r
)
. (1.8)
Importantly, we provided a distributional interpretation which expresses (1.4)
as
pα(n1, . . . , nk|t) =
f
(n−kα)
α,kα (t)
fα(t)
× pα(n1, . . . , nk), (1.9)
where f
(n−kα)
α,kα (t) denotes the conditional density of Sα|Kn = k, and it corre-
sponds to the densities of random variables of independent pairs,
Sα,kα
βkα,n−kα
=
Sα,n
β
1
α
k, nα−k
. (1.10)
The equalities in distribution can be read from James [43, eq. (2.11)]. The
expression
(
Sα,n β
− 1α
k, nα−k
)−α
= S−αα,n βk, nα−k also arises in [29, Proposition 2]
as the conditional α-diversity of a PD(α, 0) distribution. As such, one may
represent (1.7) as
p[γ]α (n1, . . . , nk) = E
h
 Sα,n
β
1
α
k, nα−k
 pα(n1, . . . , nk), (1.11)
where the expectation is also identical to E[h(Sα)|Kn = k]. Although the
PD(α, θ) class of models dominates the broad literature, there has been sig-
nificant interest in the general class of Gibbs partitions. Here we note a few
examples in [5, 18, 23, 35, 38, 39, 55, 79]. Our exposition takes another view-
point of this general class as we begin to describe next.
1.2. Outline
The results in [31, 39, 75], coupled with refinements in this work, allows one to
describe explicit distributions and establish scaled limit theorems for a myriad
of random partitions of [n], and related constructions based on (Pℓ) ∼ PKα(γ).
However, in general, those results have not been exploited to provide insights in
terms of interpretations, or in fact how to utilize the general framework of Gibbs
partitions in novel ways, for what would otherwise be interesting exotic random
processes. More specifically, for a given choice of γ, how does one interpret
(Pℓ) ∼ PKα(γ) in (1.6)? For example, if γ corresponds to Sα|Y = y, (Pℓ) ∼
PKα(γ) does not necessarily equate to the distribution of (Pℓ)|Y = y. As another
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example, which we shall discuss further in Section 5.5, [65, eq. (1.2)] describe
a class of Po´lya urn models based on randomized discrete waiting times, that
induce random limits corresponding to a broad class of distributions denoted
as UL(v, (ak){k≥1}). It is a simple matter to select γ with this distribution, and
thus achieve comparable limits, however there is not an immediate interpretation
of (Pℓ) etc. The deletion of classes [75, Proposition 7] in the case of a stable
subordinator, derived from the stick-breaking regime [67], is an important case
where interpretation is clear.
In order to give some insights into issues of novel usage and distributional
interpretations of the Gibbs partitions, this paper presents three broad based
intertwined themes which we first sketch below.
1.2.1. Fractional operators indexed by fα and size-biased sampling
Section 2 presents results from the viewpoint of fractional integrals indexed by
fα and a parameter ν > 0. In particular, applying a simple change of variable,
one can express α−ktnfα(t)G
(n,k)
α (t) as
(
In−kα+ fα
)
(t) =
1
Γ(n− kα)
∫ t
0
fα(v)(t − v)n−kα−1dv (1.12)
=
E
[
(t− Sα)n−kα−1I{Sα<t}
]
Γ(n− kα) .
Replacing fα(t) with any integrable function f(t), one sees that these equations
arise as special cases of right-sided Riemann-Liouville fractional operators of
orders ν = n− kα, for k = 1, . . . n, defined by
(
Iν+f
)
(t) =
1
Γ(ν)
∫ t
0
f(u)(t− u)ν−1du. (1.13)
One may also consider left-sided Riemann-Liouville fractional integral operators,
defined by (
Iν−f
)
(t) =
1
Γ(ν)
∫ ∞
t
f(u)(u− t)ν−1du,
which we omit further discussion for brevity though. The identity (1.12) leads
to natural connections to the field of fractional calculus, wherein the inter-
play between special functions, probability theory, in particular as it relates to
size-biased sampling, and fractional operator theory is illustrated. Noting that
G
(1,1)
α (t) = 1 leads to the equation,
α
(
I1−α+ fα
)
(t) = tfα(t), (1.14)
which identifies fα(t) as the unique solution to a particular Abel equation involv-
ing general functions f(t). This solution arises as an example in, for instance,
[51, 60, 86]. In addition, as can be read from [75, eqs. (18-19)], the equation
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and its unicity arises as a special case of properties of infinitely divisible vari-
ables, see [88], and is directly related to size-biased sampling with n = 1. In
this regard, it is easy to check that the expression (1.14) corresponds to the
identity Sα = Sα,α/βα,1−α, established in [67]. [48, Section 2.6.b, p.386] obtain
the equation (1.14) in their derivation of the Thorin measure (hence the Le´vy
density) of the random variable G
1/α
1
d
= G1/Sα, where the variables on the right
hand side are independent. [48, Lemma 2.4], not taking into account the points
mentioned above, re-establishes the unicity of (1.14) via a Laplace transform
argument. It is interesting to note that for each n, the random variable with
distribution Tn
d
= Gn/Sα plays a subtle but important role here in regards to
size-biased sampling (see [42, 46]). Furthermore, (Pℓ)|Gn/Sα = λ does indeed
have a PK distribution. As such, we incorporate the recent exposition of [78]
on mixed Poisson processes where, in particular, new interpretations of these
distributions in the size-biased sampling/species sampling setting are given. A
study of the general class
(
Iν+fα
)
(t) is given, which connects to various distribu-
tional results and identities, including known results for PD(α, θ) derived from
a different perspective.
1.2.2. Operations on nested families of mass partitions – Fragmentations
Section 3, 5, and 6 describe various results for PKα(γ) distributions in (1.6)
based on well-known constructive operations in the PD(α, θ) setting that in-
duce Markov chains, relevant to the construction of random graphs, trees and
related structures in continuous and discrete time, and exhibit dual fragmen-
tation/coagulation properties. In particular, in this broader setting, we obtain
distributional properties of two types of fragmentation operations described in
PD(α, θ) setting in Dong, Goldschmidt and Martin [27], and Pitman [72]. These
are complementary results to those for stick-breaking operations in [67, 75, 76]
in the PKα(γ) setting. That is to say, complementary to [75, Proposition 7], and
the family of distributions, ((Pk,r), r ≥ 0) ∼ (PD(α, θ+rα), r ≥ 0), produced by
deletion/insertion operations [81, Section 6.1] when (Pk,0) ∼ PD(α, θ). As such,
this gives tractable descriptions of combinatorial structures, their non-trivial
limits, and other properties, derived from (arguably) the three most prominent
actions on nested spaces of mass partitions appearing in the literature. In fact,
as far as we know, our descriptions of the fragmentation operations in Section 6
have not been developed in any detail elsewhere. Our descriptions in Section 3
and 6 exploit quite subtle structural properties, in the two respective cases, to
obtain rather remarkable distributional representations.
1.2.3. Mittag-Leffler function Gibbs classes and mixed Poisson/inter-arrival
time models
A centerpiece of our work, constituting most of our explicit examples, are re-
sults related to various generalizations of the Mittag-Leffler function which play
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a key role in fractional calculus [34]. In Section 4, as special functions, we con-
sider these in the range of 0 < α < 1, which corresponds to the case where the
functions are completely monotone, and, hence, in the first instance here, are
Laplace transforms of ML(α, θ) variables, S−αα,θ . We show that there is a decom-
position in terms of Prabhakar functions, and then describe a corresponding PK
class and its EPPF in terms of such functions. Distributional interpretatons are
further explored in Section 5. In particular, the view as Laplace transforms of
ML(α, θ) variables naturally links to the mixed Poisson/inter-arrival framework
in [78]. This suggests potentially a dual interpretation to the species sampling
framework involving the inverse local time Sα. In the α =
1
2 case, we derive more
explicit results, and establish connections to variables appearing in [20, 65, 74].
For instance, we connect the continuous waiting time framework with a class of
discrete waiting time models in [65], which also invites further study. We also
encounter further generalizations using the fragmentation operations described
in Section 3 and 6.
An outline of the paper is as follows. Section 2 presents a characterization of
G
(n,k)
α (t) in terms of Riemann-Liouville fractional integrals of orders ν = n−kα
indexed by a stable density, and connects this with size-biased sampling and
a waiting time framework discussed in [78]. Extending this to a study for all
ν > 0, we encounter some interesting identities appearing in the literature from
another viewpoint. Section 3 presents detailed characterizations of the distribu-
tion of the Mittag-Leffler Markov chain in [83] under the more general PKα(γ)
setting. Simplifications and decompositions are achieved by exploiting identi-
ties in Proposition 2.6 of Section 2. Section 4 describes how one can use the
Gibbs partition framework as a method to decompose various special functions.
An extensive example is given in terms of a Mittag-Leffler function Gibbs class
which can be expressed in terms of Prabhakar functions discussed in [34]. Sec-
tion 5 gives several distributional interpretations of the Mittag-Leffler function
Gibbs class. In particular, concrete (conditional) distributional descriptions of
PD(α, θ) mass partitions are made in terms of a mixed Poisson waiting time
framework based on S−αα,θ ∼ ML(α, θ) variables, which exhibit distinguished
properties. The results of Section 3 are applied to this setting. Section 5.5 spe-
cializes to the Brownian case of α = 12 , where many explicit results are given and
connections are made to a UL(2θ+ j +1, ( λ2θ+j+1 ,
1
2θ+j+1 )) distribution arising
in [65]. These distributions are exponentially tilted and power-biased Rayleigh
distributions. Section 6 presents the analysis of a Markov chain deduced from
fragmentation operations in [72], which should, for instance, be connected to
the nesting phenomena observed in [22]. Remarkable characterizations, which
exploit results deduced from dual coagulation operations, are given. Interesting
examples are given in term of fragmentations of a Brownian excursion partition
conditioned on its local time and a further fragmentation of the Mittag-Leffler
function Gibbs class. The appendix contains various results deduced from the
coagulation operation in [72], including, for example, an apparently new repre-
sentation for the distribution of the number of blocks Kn in the α =
1
4 case.
Throughout variations of the Mittag-Leffler function are encountered.
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2. Connections to Riemann-Liouville fractional operators
We first present a simple but revealing result, which ties in the properties of
G
(n,k)
α (t) with the right-sided Riemann-Liouville fractional operator of orders
ν = n− kα, In−kα+ fα, defined in (1.13).
Lemma 2.1. There is the relation for the operator,
Γ(n)
n∑
k=1
P
(n)
α,0(k)
(
In−kα+ fα
)
(t)
Γ(k)
= tn−1
(
I1−α+ fα
)
(t) =
tnfα(t)
α
. (2.1)
(i) Taking Laplace transforms of both sides of (2.1) yields, for λ > 0,
λn−1
Γ(n)
∫ ∞
0
e−λttnfα(t)dt = αe−λ
α
n∑
k=1
P
(n)
α,0(k)
λkα−1
Γ(k)
. (2.2)
(ii) Letting φ
(n)
α (λ) denote the n-th derivative of φα(λ) = e
−λα , (2.2) corre-
sponds to the known general representation,∫ ∞
0
e−λttnfα(t)dt = (−1)nφ(n)α (λ) = e−λ
α∑
π
k∏
j=1
κnj (λ), (2.3)
where the notation
∑
π denotes the sum over all partitions of [n] and
κj(λ), defined by Γ(1 − α)κj(λ) = α
∫∞
0
sj−α−1e−λsds, is the exponential
cumulant.
Proof. (2.1) arises from (1.4). Statement (i) follows from the known fact that,
for any non-negative function f , the Laplace transform of the operator Iν+f ,
at a point λ > 0, is equal to
∫∞
0 e
−λt (Iν+f)(t) dt = λ−ν ∫∞0 e−λsf(s)ds, which
specializes to ∫ ∞
0
e−λt
(
Iν+fα
)
(t) dt = λ−νe−λ
α
.
2.1. A mixed Poisson process viewpoint with respect to Sα
The expressions in (2.2) correspond to the density of a random variable Tn
d
=
Gn/Sα, with argument λ. Furthermore, the expression on the right indicates
that Tn
d
= G
1/α
Kn
, where Kn is the random number of blocks of a PD(α, 0) par-
tition of [n]. When Sα is replaced by an infinitely divisible random variable
corresponding to a general subordinator evaluated at a fixed time, such vari-
ables Tn appear, among other places, in the form of a gamma randomization
in relation to exchangeable sampling from discrete random measures formed by
normalized subordinators in [42, 46]. See also [15, 52, 75]. Pitman [78] offers
a fresh exposition on mixed Poisson processes and their relevance to applica-
tions involving, for instance, species sampling models and random partitions,
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which allows one to enrich the interpretation of Tn and related variables. The
next general facts and definitions may be read from [78]. For r = 1, 2 . . . , let
Gr :=
∑r
j=1 ej := Gr−1 + er denote increasing sums of independent standard
exponential variables. For a non-negative random variable A independent of the
sequence (Gr), define, for each r, Tr = Gr/A, whence (Tr) may be interpreted as
the sequence of waiting times of a mixed Poisson process (NA(t); t ≥ 0) defined
as
NA(t) =
∞∑
r=1
I{Tr≤t}.
That is, Tr = inf {t : NA(t) = r}, for r = 1, 2, . . .. There is the following de-
scription of the conditional distribution of A given (NA(y); 0 ≤ y ≤ λ), for
j = 0, 1, 2, . . . ,
P(A ∈ da|(NA(y); 0 ≤ y ≤ λ), NA(λ) = j) = a
je−λaP(A ∈ da)
E[Aje−λA]
. (2.4)
Throughout this paper, let (τα(y); y ≥ 0) denote a generalized gamma sub-
ordinator so that, for fixed λ, τα(λ
α)/λ is a random variable with density
eλ
α
e−λtfα(t). In general, for j = 0, 1, 2, . . . , define
fˆ [j]α (t|λ) =
λj−1eλ
α
e−λttjfα(t)
Γ(j)α
∑j
ℓ=1 P
(j)
α,0(ℓ)
λℓα−1
Γ(ℓ)
=
tj × (eλαe−λtfα(t))
E
[(
τα(λα)
λ
)j] , (2.5)
which is the j-th size biased density of τα(λ
α)/λ, and is otherwise a special
case of (2.4) with A = Sα. See [61] for more on j-biased generalized gamma
distributions. Setting, γ(dt)/dt = fˆ
[j]
α (t|λ), for each j, define PKα(γ) laws
P
[j]
α (λ) :=
∫ ∞
0
PD(α|t)fˆ [j]α (t|λ)dt,
where P
[0]
α (λ) is the popular generalized gamma case. Along with that case,
P
[1]
α (λ) is treated in [44]. Set Sα(λ, j) =
(
NSα(y); 0 ≤ y ≤ λ,NSα(λ) = j
)
, for
j = 0, 1, 2, . . .
We use these facts to obtain the following results, which are known in some
form. In particular, all the results related explicitly to the mixed Poisson for-
mulation can be read from [78], with further details.
Proposition 2.1. Let (Pℓ) ∼ PD(α, 0), which may be constructed from a stable
subordinator such that Sˆ(1) := Sα. Set A = Sα and consider the mixed Poisson
process (NSα(t); t ≥ 0) with waiting times (Tn = Gn/Sα;n ≥ 1), where, for each
n, Tn has density as in (2.2), and, in particular, T1
d
= G
1/α
1 .
(i) The conditional density of Sα|Tn = λ is given by fˆ [n]α (t|λ), in (2.5).
(ii) The conditional density of Sα|Tn = λ corresponds to the distribution of
the random variable
τα
(
λα +Gn
α−Kn
)
λ
.
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(iii) When n = 1, (2.5) reduces to λ1−αt(eλ
α
e−λtfα(t))/α, which is the size
biased density of τα(λ
α)/λ, and corresponds to the distribution of the ran-
dom variable
τα(λ
α)
λ
+
G1−α
λ
=
τα
(
λα +G 1−α
α
)
λ
.
(iv) For j = 0, 1, 2, . . . , (Pℓ)|Sα(λ, j) ∼ P[j]α (λ) .
Proof. Statements (i) and (ii), along with the case of n = 1 in (iii), may be
deduced as a special case of [46, Theorem 2]. Both statements (i) and (iv) follow
from [78].
Remark 2.1. It is simple to extend the results to (Pℓ) ∼ PD(α, θ) by setting
A = Sα,θ.
2.2. Properties of Iν+fα, ν > 0
We next provide a study of the operator Iν+fα, for general index ν > 0.
Theorem 2.1. Select h(t) ≥ 0 such that h(t)fα(t) is the density of a random
variable T, implying E[h(Sα)] = 1. Then, for any ν, λ > 0, there is the following
property,∫ ∞
0
e−λth(t)
(
Iν+fα
)
(t) dt =
1
λνeλα
∫ ∞
0
∫ ∞
0
h(u+ s)f
(ν)
α,λ(u, s) du ds, (2.6)
where, for a fixed λ, f
(ν)
α,λ(u, s) = λ
νuν−1e−λu/Γ(ν)×(eλαe−λsfα(s)) corresponds
to the density of the conditionally independent pair of random variables(
Gν
λ
,
τα(λ
α)
λ
)
d
=
(
τα
(
G ν
α
)
λ
,
τα(λ
α)
λ
)
. (2.7)
Hence, one may define the sum as a random process (S˜α,ν(λ);λ > 0) by the sum
of the random variables in (2.7), with
S˜α,ν(λ) :=
τα
(
G ν
α
)
+ τα(λ
α)
λ
=
τα
(
G ν
α
+ λα
)
λ
, (2.8)
which can be equivalently expressed as
S˜α,ν(λ) =
τα(G να + λ
α)
τα(λα)
× τα(λ
α)
λ
(2.9)
=
τα
(
G ν
α
+ λα
)(
G ν
α
+ λα
) 1
α
×
(
G ν
α
+ λα
λα
) 1
α
. (2.10)
The variables separated by × are not independent for fixed λ.
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Proof. (2.6) is obtained by noting that the left hand side can be expressed as∫∞
0
[
∫∞
s
(t− s)ν−1h(t)e−λtdt]fα(s)ds/Γ(ν). One may then appeal to [81, Propo-
sition 21] to obtain the representation in (2.7). That is, τα
(
G ν
α
) d
= Gν , which is
otherwise easy to verify.
Corollary 2.1. The random variable S˜α,ν(λ) has a density in t as
λνeλ
α
Γ( να )
e−λt
∫ 1
0
fα(tu
1
α )u−
(ν−1)
α −1(1− u) να−1du, (2.11)
and its Laplace transform is given as, for y > 0,
E
[
e−yS˜α,ν(λ)
]
=
eλ
α−(λ+y)α
(1 + yλ)
ν .
(i) If the density (2.11) is exponentially tilted by e−yt for a fixed y > 0, then
the corresponding random variable can be represented as S˜α,ν(λ+ y).
(ii) When ν = 1 − α, (2.11) agrees with the density of Sα|T1 = λ specified as
λ1−αt
(
eλ
α
e−λtfα(t)
)
/α. This yields the known identity,
1
Γ(1−αα )
∫ 1
0
fα(tu
1
α )(1− u) 1−αα −1du = 1
α
tfα(t),
which corresponds to the result Sα = Sα,1 × β−
1
α
1, 1−αα
.
Proof. The density and the Laplace transform are straightforward. Result
in (i) follows readily from the density (2.11). For (ii), one may appeal to [46,
Theorems 1 and 2] in the case n = 1. Equivalently, this can be deduced from a
careful read of [67, 80], see in particular [80, remark 3.6 and eq. (3.q)], which
yields the appropriate form of the conditional density. Or otherwise one can
use (2.5) in the case of n = 1.
2.3. Associated random variables appearing in Bertoin and Yor [13]
and James [43]
In this section, we show that the general operators Iν+fα are directly linked
to random variables appearing in [13, 43]. In particular, the variables Z
( να )
α,ω in-
dexed by (ν, ω), described below, correspond to the entire range of variables
given in [13, Lemma 6, eq. (10)], and also [43], as described in the forthcom-
ing Remark 2.2. See also [62].
Proposition 2.2. For any ω > 0, let Gω
α
be a gamma random variable with
parameters (ωα , 1), which is independent of S˜α,ν(λ).
(i) The following random variables are equivalent.
Y (ν)α,ω := S˜α,ν
(
G
1
α
ω
α
)
=
Sα,ω
βω,ν
=
Sα,ω+ν
β
1
α
ω
α ,
ν
α
, (2.12)
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where the variables appearing in the ratios are independent.
(ii) Define Z
( να )
α,ω =
(
Y
(ν)
α,ω
)−α
. Then,
Z
( να )
α,ω :=
[
S˜α,ν
(
G
1
α
ω
α
)]−α
=
βαω,ν
Sαα,ω
=
βω
α ,
ν
α
Sαα,ω+ν
. (2.13)
Proof. Statement (i) follows from the representations of S˜α,ν(λ) given in
Theorem 2.1 coupled with [81, Proposition 21].
Remark 2.2. Setting ω = τσ and ν = τ(1 − σ), for τ > 0 and 0 < σ < 1, one
sees that the equality on the right hand side of (2.12) agrees, in full generality,
with the identity in James [43, eq. (2.11)], except, by construction, they are on
the same space.
We now give equivalent expressions of the densities of the random variables
in (2.12).
Proposition 2.3. Let f
(ν)
α,ω(t) denote the density of Y
(ν)
α,ω defined in (2.12).
(i) Using the form of the density indicated by Sα,ω/βω,ν, it follows that, for
ω > 0,
f (ν)α,ω(t) =
αΓ(ν + ω)
Γ(ωα )
t−(ν+ω)
(
Iν+fα
)
(t), (2.14)
where
Γ(ω)E[S−ωα ]
Γ(ν+ω) =
Γ(ω/α)
αΓ(ν+ω) .
(ii) Using (2.11), an alternate form of f
(ν)
α,ω(t) is obtained as
αΓ(ν + ω)
Γ( να )Γ(
ω
α )
t−(ν+ω)
∫ 1
0
fα(tu
1
α )u−
(ν−1)
α −1(1 − u) να−1du. (2.15)
(iii) Combining (2.14) and (2.15) gives an identity, for ν > 0,
(
Iν+fα
)
(t) =
1
Γ( να )
∫ 1
0
fα(tu
1
α )u−
(ν−1)
α −1(1− u) να−1du. (2.16)
Remark 2.3. Theorem 2.1 and Corollary 2.1 show what can be understood from
operators of general index ν. It is, for instance, interesting, and a bit surprising,
to us that the identity (2.12) appears in this context.
Combining the results in Propositions 2.1 and Theorem 2.1 leads to∫ ∞
0
λn−1h(t)tne−λt
Γ(n)
fα(t)dt =
α
eλα
n∑
k=1
P
(n)
α,0(k)λ
kα−1
Γ(k)
E[h(S˜α,n−kα(λ))]. (2.17)
Corollary 2.2. The expression (2.17) indicates that S˜α,n−kα(λ) corresponds
to the conditional distribution of Sα|Kn = k, Tn = λ. Integrating over λ on
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both sides of (2.17) indicates that the conditional distribution of Sα|Kn = k is
equivalent to
Y
(n−kα)
α,kα := S˜α,n−kα
(
G
1
α
k
)
=
Sα,kα
βkα,n−kα
=
Sα,n
β
1
α
k, nα−k
. (2.18)
which, as in [39], has the density
f
(n−kα)
α,kα (t) =
αΓ(n)
Γ(k)
t−n
(
In−kα+ fα
)
(t).
2.4. Recursive density decompositions and semi-group properties
Gnedin and Pitman [31, Definition 3 or eq. (8)] establishes the following back-
ward recursion for all Vn,k, n = 1, 2, . . . , k = 1, 2, . . . , n,
Vn,k = (n− kα)Vn+1,k + Vn+1,k+1, (2.19)
with V1,1 = 1. We use this to obtain the next result.
Proposition 2.4. The densities f
(n−kα)
α,kα (t), and hence the operators I
ν
+fα, sat-
isfy the following mixture relationships.
(i) The stable density can be decomposed in terms of its conditional densities,
and is given by
fα(t) =
n∑
k=1
P
(n)
α,0(k)f
(n−kα)
α,kα (t). (2.20)
(ii) Manipulating the recursive equation in (2.19) leads to two equivalent back-
ward recursive 2–point mixture representations,
f
(n−kα)
α,kα (t) =
(
kα
n
)
f
(n+1−(k+1)α)
α,(k+1)α (t) +
(
1− kα
n
)
f
(n+1−kα)
α,kα (t), (2.21)
with f
(1−α)
α,α (t) = fα(t), and
t
(
In−kα+ fα
)
(t) = (n− kα) (In+1−kα+ fα)(t)+α (In+1−(k+1)α+ fα)(t). (2.22)
Remark 2.4. A special case of (2.1) with n = 2,
t2fα(t) = α(1 − α)
(
I2−α+ fα
)
(t) + α2
(
I2−2α+ fα
)
(t),
appears by setting n = k = 1 in the latter equation.
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2.5. Decompositions associated with the semi-group property of
Iν+fα
For the relevant background in this section, see, for instance, [34, 56]. It is known
that, for any function f , and ν1, ν2 > 0, the operators I
ν1
+ and I
ν2
+ satisfy the
following semi-group property,((
Iν1+ ∗ Iν2+
)
f
)
(t) :=
1
Γ(ν1)
∫ t
0
(t− s)ν1−1 (Iν2+ f)(s) ds = (Iν1+ν2+ f)(t). (2.23)
We also introduce Erde´lyi-Kober operators defined as(
E
κ,νf
)
(t) =
t−κ−ν
Γ(ν)
∫ t
0
f(s)sκ(t− s)ν−1ds. (2.24)
When f(s) is the density for a random variable Y, Γ(ν + κ)/Γ(κ)× (E κ,νf)(t)
is the density of the variable Y/βκ,ν .
Proposition 2.5. For j = 1, . . . , k, and k = 1, . . . , n,
(
Ik−kα+ fα
)
(t) =
(( k terms︷ ︸︸ ︷
I1−α+ ∗ · · · ∗ I1−α+
)
fα
)
(t) =
tkf
(k−kα)
α,kα (t)
α
, (2.25)
where, for each fixed k, f
(k−kα)
α,kα (t) is the conditional density of the random
variable Sα|Kk = k, when the number of blocks Kk of a partition of [k] =
{1, . . . , k} is k under PD(α, 0). Then,
(i)
(
In−kα+ fα
)
(t) =
((
In−k+ ∗ Ik−kα+
)
fα
)
(t) is equivalent to
α
(
In−kα+ fα
)
(t) =
1
Γ(n− k)
∫ t
0
sk(t− s)n−k−1f (k−kα)α,kα (s)ds. (2.26)
(ii) (2.26) indicates the following relation to Erde´lyi-Kober operators,
f
(n−kα)
α,kα (t) =
αΓ(n)
Γ(k)
t−n
(
In−kα+ fα
)
(t) =
Γ(n)
Γ(k)
(
E
k,n−kf (k−kα)α,kα
)
(t).
(2.27)
(iii) f
(k−kα)
α,kα (t) is the density of random variables,
Y
(k(1−α))
α,kα := S˜α,k(1−α)
(
G
1
α
k
)
=
Sα,kα
βkα,k−kα
=
Sα,k
β
1
α
k,k( 1−αα )
. (2.28)
(iv) It follows from (2.27) that Y
(n−kα)
α,kα = Y
(k(1−α))
α,kα /βk,n−k.
Proof. (2.25) can be deduced from (2.14) or Corollary 2.2, coupled with the
semi-group property. The remaining results follow from this.
Remark 2.5. Proposition 2.5 highlights the fact that the random variable Y
(k(1−α))
α,kα ,
when further randomized, leads to the random variable Y
(Kn(1−α))
α,Knα
, which seems
worthwhile to investigate further.
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2.6. Recovering results for PD(α, θ)
We now demonstrate how to recover some known and some not so well-known
results in the PD(α, θ) setting from the current perspective. Here we will em-
ploy the following facts involving conditional expectations E[S−θα |Kn = k] =
Γ(n)Γ( θα + k)/[Γ(k)Γ(θ + n)] and hence
d
(n)
α,θ(k) =
E[S−θα |Kn = k]
E[S−θα ]
=
Γ(n)Γ(θ + 1)Γ( θα + k)
Γ(k)Γ(θ + n)Γ( θα + 1)
=
Γ(n)
Γ(k)
α( θα )k
(θ)n
.
Corollary 2.3. Under the PD(α, θ) setting for θ > −α, the change of measure
corresponds to the choice of h(t) = t−θ/E[S−θα ]. That is, fα,θ(t) = h(t)fα(t).
Hence, for PD(α, θ), the joint distribution of (Sα,θ,Kn = k) can be expressed as
t−θf (n−kα)α,kα (t)
E[S−θα ]d
(n)
α,θ(k)
× d(n)α,θ(k)P(n)α,0(k). (2.29)
(i) Using (2.14), the conditional density of Sα,θ|Kn = k is f (n−kα)α,θ+kα (t).
(ii) Integrating (2.29) over t recovers the known distribution of Kn under
PD(α, θ), with
P
(n)
α,θ(k) = d
(n)
α,θ(k)P
(n)
α,0(k). (2.30)
(iii) An application of (2.12) shows that f
(n−kα)
α,θ+kα (t) corresponds to the density
of random variables,
Y
(n−kα)
α,θ+kα := S˜α,n−kα
(
G
1
α
θ
α+k
)
=
Sα,θ+kα
βθ+kα,n−kα
=
Sα,θ+n
β
1
α
θ
α+k,
n
α−k
. (2.31)
Hence, there is a recovery of the identities
Sα,θ =
Sα,θ+Knα
βθ+Knα,n−Knα
=
Sα,n+θ
β
1
α
θ
α+Kn,
n
α−Kn
:= Y
(n−Knα)
α,θ+Knα
, (2.32)
and G
1
α
θ
α+Kn
d
= Gθ+n/Sα,θ.
The next Corollary corresponds to the notion that size-biased sampling with
and without excision (of excursion intervals) agree when n = 1.
Corollary 2.4. Setting n = 1 in (2.32), or otherwise noting that P
(1)
α,θ(1) = 1
implies Sα,θ|K1 = 1 is just Sα,θ, conclude the following.
(i) For ν = 1− α, ω = θ + α, and θ > −α,
Sα,θ = S˜α,1−α
(
G
1
α
θ+α
α
)
=
Sα,θ+α
βθ+α,1−α
=
Sα,θ+1
β
1
α
θ+α
α ,
1−α
α
:= Y
(1−α)
α,θ+α . (2.33)
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(ii) The expressions in (2.33) correspond to the size-biased sampling results
in [67, 80, 81], specialized to the case of PD(α, θ). The natural size-biased
representation, without scalings, is given by
S˜α,1−α
(
G
1
α
θ+α
α
)
=
τα
(
G θ+α
α
)
G
1
α
θ+α
α
+
τα
(
G 1−α
α
)
G
1
α
θ+α
α
, (2.34)
where the first ratio in the sum at the right hand side is equivalent to
Sα,θ+α, and the second term is the first jump picked according to size-
biased sampling, when n = 1. The two terms are not independent.
(iii) With G θ+α
α
+G 1−α
α
:= G θ+1
α
,
Sα,θ+1 :=
τα
(
G θ+1
α
)
G
1
α
θ+1
α
, βθ+α,1−α =
Sα,θ+α
Sα,θ
, and β θ+α
α ,
1−α
α
=
S−αα,θ
S−αα,θ+1
.
(iv) The recursions suggested by (2.33) lead to the known representations, for
each n ≥ 1,
Sα,θ =
Sα,θ+nα∏n
j=1 βθ+jα,1−α
=
Sα,θ+n∏n
j=1 β
1
α
θ+α+j−1
α ,
1−α
α
. (2.35)
Remark 2.6. The beta variables are to be understood in terms of their repre-
sentations as ratios of the local times that just happen to have independent beta
distributions under PD(α, θ).
2.7. Beta products and Kn
Combining (2.32) and (2.35) leads to
S−αα,θ = S
−α
α,θ+n
n∏
j=1
β θ+α+j−1
α ,
1−α
α
d
= S−αα,θ+n β θα+Kn, nα−Kn , (2.36)
which, as pointed out in James [44, Proposition 6.6 (iii)], results in the following
key distributional equality,
n∏
j=1
β θ+α+j−1
α ,
1−α
α
d
= β θ
α+Kn,
n
α−Kn . (2.37)
We provide the following identities, which play a key role in the next section.
Proposition 2.6. The relations in (2.36) and (2.37) lead to the following re-
sults.
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(i) The density of
∏n
j=1 β θ+α+j−1
α ,
1−α
α
can be expressed as
n∑
k=1
P
(n)
α,θ(k)fβ θ
α
+k, n
α
−k
(u). (2.38)
(ii) Let α = 1r , for r = 2, 3, . . .. There is an identity
n∏
j=1
βrr(θ+j−1)+1,r−1
d
=
r−1∏
i=1
βθ+ ir ,n
. (2.39)
(iii) When α = 12 , there is the easily deduced fact that
n∏
j=1
β22(θ+j)−1,1
d
= βθ+ 12 ,n.
(iv) When α = 13 ,
∏n
j=1 β
3
3(θ+j)−2,2
d
= βθ+ 13 ,n × βθ+ 23 ,n.
Proof. (2.38) is immediate from (2.37). It remains to establish (ii). Specializing
(2.36) and (1.8) to the case of α = 1r yields
r−1∏
i=1
Gθ+ ir
d
=
r−1∏
i=1
Gθ+n+ ir ×
n∏
i=1
βrr(θ+j−1)+1,r−1.
Independence of the products on the right hand side and standard beta-gamma
calculus concludes the result.
Remark 2.7. Although the variables in (2.37) are moment determinate, it is
difficult to establish (2.37) via direct arguments involving moments as that itself
constitutes non-obvious identities. One can work through the α = 12 case with
some efforts. In this sense, the identity (2.36) is crucial.
Remark 2.8. Goldschmidt and Haas [32, Lemma 1.2] show that as n→∞,
n
1−α
α
n∏
j=1
β
1
α
θ+α+j−1
α ,
1−α
α
a.s.→ α 1αS−1α,θ,
which implies that n1−αSα,θ+n
a.s.→ α 1α . It is easy to show directly the equivalent
behavior for β
1
α
θ
α+Kn,
n
α−Kn
.
3. Mittag-Leffler Markov chains under PKα(γ)
This section provides distributional characterizations of nested families induced
by fragmentation operations described in [27] under the general PKα(γ) setting.
Simplifications and various decompositions are facilitated by Proposition 2.6.
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Consider nested families of mass partitions ((Pk,r); r ≥ 0) coupled with a family
of random variables Z := (Zr, r ≥ 0), satisfying for each integer r ≥ 0, as in
(1.3),
Zr :=
1
Γ(1− α) limǫ→0 ǫ
α|{ℓ : Pℓ,r ≥ ǫ}| a.s. (3.1)
and forming a Markov chain with stationary transition density Z1|Z0 = z given
by, for y > z,
P(Z1 ∈ dy|Z0 = z)/dy = α(y − z)
1−α
α −1ygα(y)
Γ(1−αα )gα(z)
. (3.2)
When Z0
d
= S−αα,θ , it follows that, for each r, Zr
d
= S−αα,θ+r and it satisfies the
relation indicated in (2.36). Correspondingly, for each r,
(Pk,r) ∼ PD(α, θ + r),
(Pk,r)|Zr = zr, . . . , Z0 = z0 ∼ PD
(
α|z− 1αr
)
.
(3.3)
In these cases, the sequence may be referred to as a Mittag-Leffler Markov chain
with law denoted as Z ∼ MLMC(α, θ), as in [83]. The Markov chain is described
prominently in various generalities in [32, 36, 44, 45, 83] and arises in Po´lya urn
and random graph/tree growth models as described in, for instance, [2, 24, 30,
32, 36, 49, 59, 64, 66, 83, 90]. In many of these cases, one considers the spacings
(Z0, Z1 − Z0, Z2 − Z1, . . .).
See [47, 83] for more details. We will sometimes write the distribution of the
coupled family as ((Pk,r), Zr; r ≥ 0) ∼ MLMC(α, θ) with obvious meaning.
The Brownian case of α = 12 , that is, MLMC(
1
2 , θ), results in the simplest
distributional description whereby, Z0
d
= 2
√
Gθ+ 12 , and
(Zr; r ≥ 0) d=
2
√√√√Gθ+ 12 + r∑
ℓ=1
eℓ; r ≥ 0
 . (3.4)
When θ = 12 , Z0
d
= 2
√
e0, for e0 ∼ exponential(1), this relates to the construc-
tion of the Brownian CRT [2, 3]. See [66] for No-Loop and Loop preferential
attachment graph models corresponding to α = 12 and θ = 0,
1
2 , respectively. As
pointed out in [45], the natural extensions for general α are the cases θ = 1−2α
and θ = 1−α, corresponding to models analyzed by [59, 90], see also [12, 24, 28].
While Z ∼ MLMC(α, θ) arises by various constructions in the literature,
we focus on its description, and more directly that of ((Pk,r); r ≥ 0), in terms
of the PD(α, 1 − α) single-block size-biased fragmentation operation described
in [27] (see also [10], for α = 0) which has a dual coagulation operation. Precisely,
let (Pk) ∈ P∞ denote a mass partition, let P˜1 denote its first size-biased pick
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and let (Pk)1 := (Pk)/P˜1 denote the remainder. A PD(α, 1 − α) fragmentation
of (Pk) is defined as
F̂ragα,1−α((Pℓ)) := Rank((Pk)1, P˜1(Qℓ)) ∈ P∞,
where, independent of (Pk), (Qℓ) ∼ PD(α, 1 − α), and Rank(·) denotes the
ranked re-arrangment. Let ((Q
(j)
ℓ ); j ≥ 1) denote an independent collection of
PD(α, 1− α) mass partitions defining a sequence of independent fragmentation
operators (F̂rag
(j)
α,1−α(·); j ≥ 1). It follows from [27] that a version of the family
((Pk,r); r ≥ 0) may be constructed by the recursive fragmentation, for r =
1, 2, . . . ,
(Pℓ,r) = F̂rag
(r)
α,1−α((Pℓ,r−1)) = F̂rag
(r)
α,1−α ◦ · · · ◦ F̂rag
(1)
α,1−α((Pℓ,0)). (3.5)
We now describe the law of ((Pk,r), Zr; r ≥ 0) when (Pk,0) ∼ PKα(γ). The
forthcoming initial descriptions, although not well-known, follow readily from
the Markovian structure of (Zr; r ≥ 0) dictated by (3.2), and also (2.36). With
the dependent structure dictated by (3.2) and (3.5), it suffices to describe the
marginal distribution of ((Pk,r), Zr) for each integer r ≥ 0. For γ(dt)/dt =
h(t)fα(t), define
h0(t) = h(t),
hr(t) = t
−r
E
[
h
(
t
r∏
i=1
β
− 1α
α+i−1
α ,
1−α
α
)]
/E[S−rα ], r = 1, 2, . . . ,
and the probability measures, for each integer r ≥ 1,
γr(dt)/dt = hr(t)fα(t) = E
[
h
(
t
r∏
i=1
β
− 1α
α+i−1
α ,
1−α
α
)]
fα,r(t). (3.6)
Lemma 3.1. Consider the MLMC(α, 0) sequence of local times Z := (Zr; r ≥
0)
d
= (S−αα,r ; r ≥ 0), satisfying (2.36) with θ = 0. Then, the law of the sequence
Z|Z0 = y−α is denoted as MLMC(α|y), where the joint behaviour is determined
by (3.2). Further mixing over the density γ(dy)/dy := h(y)fα(y) leads to the
distribution denoted as MLMC[γ](α). It follows that under this law, for each
r ≥ 0, Z− 1αr has distribution γr, and hence the marginal density of Zr can be
expressed as
gα,r(s; γ) = E
[
h
(
s−
1
α
r∏
i=1
β
− 1α
α+i−1
α ,
1−α
α
)]
gα,r(s). (3.7)
In addition, the corresponding ((Pk,r); r ≥ 0) is such that for each r, (Pk,r) has
distribution PKα(γr) =
∫∞
0
PD(α|s− 1α )gα,r(s; γ)ds.
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Set
V˜
(nα−k)
α, θα+k
(y) = E
[
h
(
y
Sα,θ+n
β
1
α
k+ θα ,
n
α−k
)]
= Eα,θ[h(ySα,θ)|Kn = k],
and thus, V˜
( nα−k)
α,k (1) = Vn,k
α1−kΓ(n)
Γ(k) .We now provide a description of the corre-
sponding EPPF’s and the distributions of the numbers of blocks for the nested
sequence of random partitions of [n].
Proposition 3.1. Consider ((Pk,r), Zr; r ≥ 0) ∼ MLMC[γ](α), where (Pk,0) ∼
PKα(γ) with EPPF expressed as
V˜
(nα−k)
α,k (1)× pα(n1, . . . , nk).
(i) For each r ≥ 0, the EPPF of (Pk,r) ∼ PKα(γr) can be expressed as
E
[
V˜
(nα−k)
α, rα+k
(
r∏
i=1
β
− 1α
α+i−1
α ,
1−α
α
)]
pα,r(n1, . . . , nk).
(ii) Let (Kn,r, r ≥ 0) denote the increasing sequence in r, where, for each fixed
r, Kn,r is the corresponding number of blocks in a PKα(γr) partition of
[n]. The probability mass function of Kn,r is, for k = 1, . . . , n,
P
(n)
α|γr(k) = E
[
V˜
( nα−k)
α, rα+k
(
r∏
i=1
β
− 1α
α+i−1
α ,
1−α
α
)]
P
(n)
α,r(k),
where, for Kn,0, P
(n)
α|γ(k) = V˜
( nα−k)
α,k (1)× P(n)α,0(k).
(iii) As n→∞, n−αKn,r a.s.→ Zr, where Zr has density (3.7).
Proof. One may express gα,r(s; γ) in (3.7) as hr
(
s−
1
α
)
gα(s), where
hr
(
s−
1
α
)
= s
r
αE
[
h
(
s−
1
α
∏r
i=1 β
− 1α
α+i−1
α ,
1−α
α
)]
/E[S−rα ]. Using (1.11), the EPPF
may be expressed as E
[
hr
(
Sα,nβ
− 1α
k, nα−k
)]
pα(n1, . . . , nk). Statements (i) and
(ii) follow by a re-arrangement of terms and by summing over the EPPF in (i),
respectively. Statement (iii) is a direct consequence of [75, Proposition 13], see
also [76, Lemma 13].
3.1. Results for the Brownian case of α = 1
2
We describe further simplifications in the case of α = 12 using statement (iii) of
Proposition 2.6. We first introduce some additional notation and facts. Similar
to [75, 76, 77], we specify (L˜1,r; r ≥ 0) d= (Zr/
√
2; r ≥ 0) to be the sequence
of local times at 0 up till time one of a nested family of generalized bridges
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(B(r) := (B
(r)
t : t ∈ [0, 1]); r ≥ 0) whose excursion intervals correspond in
(joint) distribution to the fragmentation operations (3.5). See [77] for a formal
description of the operations of [27] at the level of processes B(r). When Z ∼
MLMC(12 , θ), L˜1,r := L1,θ+r is such that L
2
1,θ+r
d
= 2Gθ+r+ 12 ∼ χ22θ+2r+1, where
χ2p denotes a chi-squared distribution with p degrees of freedom, having a density
fχ2p . The cases of θ = 0 and θ =
1
2 correspond to cases where one can take B
(0)
to be respectively standard Brownian motion and Brownian bridge. Throughout
B1 denotes Brownian motion at time 1, having a standard normal density φ(λ) =
1√
2π
e−λ
2/2. L1, 12
d
=
√
2G1 has a Rayleigh distribution with density fL
1, 1
2
(x) =
xe−x
2/2, x > 0. It follows from statement (iii) of Proposition 2.6 that when
α = 12 ,
γr(dt)/dt = hr(t)f 1
2
(t) = E
[
h
(
tβ−11
2 ,r
)]
f 1
2 ,r
(t), (3.8)
leading to the following simplified description in this case.
Proposition 3.2. Consider ((Pk,r), Zr; r ≥ 0) ∼ MLMC[γ](12 ), where (Pk,0) ∼
PK 1
2
(γ), and, generally, (Pk,r) ∼ PK 1
2
(γr) is specified by (3.8).
(i) As a straightforward generalization of (3.4), there is the equivalence in
joint distribution,
(L˜1,r; r ≥ 0) d=
(
Zr√
2
; r ≥ 0
)
d
=
√√√√Z20
2
+ 2
r∑
ℓ=1
eℓ; r ≥ 0
 . (3.9)
where, for w(y) = h
(
1
y
)
, L˜21,r
d
= Z2r/2 has density E[w(2yβ 12 ,r)]fχ
2
2r+1
(y).
(ii) For each r ≥ 0, the EPPF of (Pk,r) ∼ PK 1
2
(γr) can be expressed as
E
[
V˜
(2n−k)
1
2 ,2r+k
(
1
β 1
2 ,r
)]
p 1
2 ,r
(n1, . . . , nk).
(iii) The distribution of Kn,r for a PK 1
2
(γr) partition of [n] can be expressed
as
P
(n)
1
2 |γr
(k) = E
[
V˜
(2n−k)
1
2 ,2r+k
(
1
β 1
2 ,r
)]
Γ(n)
Γ(k)
(2r)k
(r)n
(
2n− k − 1
n− 1
)
2k−2n.
(iii) As n→∞, n− 12Kn,r a.s.→ Zr d= 2
√
Z20
4 +
∑r
ℓ=1 eℓ.
3.1.1. Brownian size-biased representations
It is the case that, for each r ≥ 0, (Pk,r)|L˜1,r = s has the distribution PD(12
∣∣ 1
2s
−2).
Generically, let (P˜ℓ(s), ℓ ≥ 1) denote the size-biased re-arrangement of a mass
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partition having law PD(12
∣∣ 1
2s
−2), where P˜1(s) is the first size-biased pick. Then,
from [4, Corollary 3], see also [75, Proposition 14], one may set
P˜1(s)
d
=
B21
B21 + s
2
with corresponding density, for 0 < p < 1,
fP˜1(p|s) =
s√
2π
p−
1
2 (1− p)− 32 e− s
2
2 (
p
1−p ), (3.10)
and, for each ℓ ≥ 1,
P˜ℓ(s) =
s2
s2 +Rℓ−1
− s
2
s2 +Rℓ
, (3.11)
where R0 = 0, and Rℓ =
∑ℓ
i=1Xi for Xi independent with common distribution
equivalent to B21 . These facts coupled with Proposition 3.2 lead to the next
result.
Corollary 3.1. Let (Pk,r) ∼ PK 1
2
(γr), specified by (3.8), for fixed r = 0, 1, 2, . . . .
Its size-biased re-arrangement is equivalent in distribution to
(P˜ℓ(L˜1,r); ℓ ≥ 1),
which is specified by (3.9) and (3.11).
3.2. Mixture representations for MLMC[γ](α)
For each fixed r ≥ 1, and i = 1, . . . , r, define the probability measures
γr,i(dt)/dt =
E
[
h
(
tβ
− 1α
i, rα−i
)]
V˜
( rα−i)
α,i (1)
fα,r(t) (3.12)
of random variables Z
− 1α
r,i with corresponding mass partition (P
(i)
k,r) ∼ PKα(γr,i),
satisfying (3.1) with (r, i) in place of r. Recall from Proposition 3.1 that P
(r)
α|γ(i) =
V˜
( rα−i)
α,i (1)×P(r)α,0(i) is the distribution ofKr,0 based on a PKα(γ) partition of [r].
We now apply Proposition 2.6 to Proposition 3.1 to obtain mixture representa-
tions of the quantities in Proposition 3.1. This also leads to the identification,
and description of their properties, of other mass partitions, (P
(i)
k,r) ∼ PKα(γr,i),
for each r ≥ 1.
Proposition 3.3. Suppose that (Pℓ,0) ∼ PKα(γ) with EPPF expressed as
V˜
(nα−k)
α,k (1)× pα(n1, . . . , nk).
The nested family ((Pℓ,r), Zr; r ≥ 0) ∼MLMC[γ](α) has the following properties.
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(i) The marginal distribution of Z
− 1α
r , γr in (3.6), can be expressed as γr(dt) =∑r
i=1 P
(r)
α|γ(i)γr,i(dt) and
(Pk,r) ∼ PKα(γr) =
r∑
i=1
P
(r)
α|γ(i)PKα(γr,i).
(ii) The EPPF of (P
(i)
k,r) ∼ PKα(γr,i) based on a partition of [n] can be ex-
pressed as
p[γr,i]α (n1, . . . , nk) =
E
[
V˜
(nα−k)
α, rα+k
(
β
− 1α
i, rα−i
)]
V˜
( rα−i)
α,i (1)
pα,r(n1, . . . , nk).
(iii) The EPPF of (Pℓ,r) ∼ PKα(γr) based on a partition of [n] can be expressed
as
∑r
i=1 P
(r)
α|γ(i)p
[γr,i]
α (n1, . . . , nk).
Proof. With regards to Proposition 3.1, apply a special case of the identity
in (2.37),
∏r
j=1 βα+j−1
α ,
1−α
α
d
= βKr, rα−Kr , where its density is given in (2.38) of
Proposition 2.6, taking the form,
∑r
i=1 P
(r)
α,0(i)fβi, r
α
−i
(u).
4. Decomposition of special functions and first examples
One of the un-exploited features of the Gibbs partitions, beyond the case of
inducing various distributions over partitions, is that it provides a method of
obtaining decompositions for a host of special functions connected to fα. We
further note that while these decompositions will now be shown to arise from
basic probabilistic principles, their derivations from other perspectives would
not be so transparent. Perhaps the simplest example is, using (2.30),
E[S−θα ] = Eα,0
[
Γ(n)Γ( θα +Kn)
Γ(θ + n)Γ(Kn)
]
=
Γ( θα + 1)
Γ(θ + 1)
, (4.1)
which agrees with [76, exercise 3.2.9, p.66]. This is equivalent to
n∑
j=1
P
(n)
α (j)
Γ( θα + j)
Γ(j)
=
Γ(θ + n)Γ( θα + 1)
Γ(n)Γ(θ + 1)
. (4.2)
Lemma 4.1. Let ϕ(t) denote an arbitrary non-negative function such that
E[ϕ(Sα)] < ∞. Set h(t) = ϕ(t)/E[ϕ(Sα)], and thus γ(dt)/dt = h(t)fα(t). For
each n ≥ 1, there is the decomposition,
E[ϕ(Sα)] =
n∑
k=1
E[ϕ(Sα)|Kn = k]Pα(Kn = k), (4.3)
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where E[ϕ(Sα)|Kn = k] can be expressed as
E
[
ϕ
(
Sα,n
β
1/α
k, nα−k
)]
=
αΓ(n)
Γ(k)
∫ ∞
0
ϕ(t)t−n
(
In−kα+ fα
)
(t) dt. (4.4)
Then,
(i) E[ϕ(Sα)] := E[ϕ(Sα)|K1 = 1] = α
∫∞
0
ϕ(t)t−1
(
I1−α+ fα
)
(t) dt.
(ii) Vn,k :=
∫ ∞
0
G
(n,k)
α (t)γ(dt) =
αk−1Γ(k)
Γ(n)
× E[ϕ(Sα)|Kn = k]
E[ϕ(Sα)]
.
(iii) The recursion (2.19) shows that E[ϕ(Sα)|Kn = k] can be expressed as(
kα
n
)
E[ϕ(Sα)|Kn+1 = k + 1] +
(
1− kα
n
)
E[ϕ(Sα)|Kn+1 = k].
Remark 4.1. When not considering constructions for Vn,k, both (4.3) and (4.4)
apply for any integrable real or complex valued function ϕ.
4.1. Example: Decomposing generalized Mittag-Leffler functions in
terms of scaled Prabhakar functions
As we mentioned in the introduction, the Mittag-Leffler function plays an im-
portant role in fractional calculus as described in the book [34]. Here we show
that the Mittag-Leffler function and its generalizations pertinent to the PD(α, θ)
distribution can be decomposed in terms of scaled versions of functions intro-
duced by [82]. We also show that Laplace transforms of Z
( να )
α,ω are special cases
of functions in [82] up to a constant of proportionality. This example is also
inspired by some results in [43]. Recall that the Mittag-Leffler function may be
defined by
Eα,1(−λ) = E
[
e−λS
−α
α
]
=
∞∑
ℓ=0
(−λ)ℓ
Γ(αℓ + 1)
= E
[
e−λ
1
αXα
]
,
where, for S′α
d
= Sα, and otherwise independent, Xα := Sα/S
′
α. Remarkably
although Sα does not have a simple density, except for α =
1
2 , [92] (see also
[6, 53, 80] and [21, exercise 4.2.1]) shows that the density of Xα is, for y > 0,
fXα(y) =
sin(πα)
π
yα−1
y2α + 2 cos(πα)yα + 1
. (4.5)
This coincides with the integral representation
Eα,1(−λ) = sin(πα)
π
∫ ∞
0
e−λ
1/αyyα−1
y2α + 2 cos(πα)yα + 1
dy.
James [43, Section 3], here we use a slight adjustment in notation, showed that,
for θ > −α,
E
[
e−λS
−α
α,θ
]
= E
[
e−λ
1/αXα,θ
]
= E
( θα+1)
α,θ+1 (−λ), (4.6)
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where Xα,θ := Sα/Sα,θ are the Lamperti variables studied in [43], and
E
( θα+1)
α,θ+1 (−λ) =
∞∑
ℓ=0
(−λ)ℓ
ℓ!
Γ( θα + 1 + ℓ)Γ(θ + 1)
Γ( θα + 1)Γ(αℓ+ θ + 1)
, θ > −α, (4.7)
which further reduces to E
( θα )
α,θ (−λ), for θ > 0. We now extend these results for
the general case of ω and ν.
Proposition 4.1. Consider the random variables Z
( να )
α,ω defined in (2.13). Their
Laplace transforms are equal to
E
(ωα )
α,ω+ν(−λ) =
∞∑
ℓ=0
(−λ)ℓ
ℓ!
Γ(ωα + ℓ)Γ(ω + ν)
Γ(ωα )Γ(αℓ+ ω + ν)
. (4.8)
Proof. Using (4.6),
E
[
e−λZ
( ν
α
)
α,ω
]
= E
[
e
−λ1/αβ1/αω
α
, ν
α
Xα,ω+ν
]
= E
[
E
(ω+να +1)
α,ω+ν+1
(− λβω
α
, ν
α
)]
.
The result is concluded by substituting E
[
βℓω
α ,
ν
α
]
=
Γ(ω+να )Γ(
ω
α + ℓ)
Γ(ωα )Γ(
ω+ν
α + ℓ)
.
We now show that the generalized Mittag-Leffler functions can be expressed
in terms of special cases of the previous result.
Proposition 4.2. Following Lemma 4.1, set ϕ(t) = e−λt
−α
t−θ/E[S−θα ]. Then,
E[ϕ(Sα)] = E
( θα+1)
α,θ+1 (−λ), and there is the decomposition, for each fixed λ > 0,
E
( θα+1)
α,θ+1 (−λ) =
n∑
k=1
P
(n)
α,θ(k)E
( θα+k)
α,θ+n (−λ) = Eα,θ
[
E
( θα+Kn)
α,θ+n (−λ)
]
,
where E
( θα+k)
α,θ+n (−λ) = E
[
E
( θ+nα )
α,θ+n
(
− λβ θ
α+k,
n
α−k
)]
can be expressed as
E
( θα+k)
α,θ+n (−λ) =
∞∑
ℓ=0
(−λ)ℓ
ℓ!
Γ( θα + k + ℓ)Γ(θ + n)
Γ( θα + k)Γ(αℓ + θ + n)
,
as read from (4.8).
Proof. The result follows by combining Proposition 4.1 with Lemma 4.1,
where
E[ϕ(Sα)|Kn = k] = E
[
e−λZ
(n−kα
α
)
α,θ+kα
]
× E[S
−θ
α |Kn = k]
E[S−θα ]
.
4.2. Results for the corresponding mass partition
It follows that, in this case, there is corresponding (Pk) ∼ PKα(γ), with
γ(dt)/dt =
e−λt
−α
t−θ
E[S−θα ]E
( θα+1)
α,θ+1 (−λ)
fα(t) =
e−λt
−α
fα,θ(t)
E
( θα+1)
α,θ+1 (−λ)
. (4.9)
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A change of variable leads to the exponentially tilted density of S−αα,θ given by
g
(0)
α,θ(s|λ) :=
e−λsgα,θ(s)
E
( θα+1)
α,θ+1 (−λ)
, (4.10)
which reflects the local time up till time one or the α-diversity in this setting.
We now describe the distribution of the relevant mass partition and its EPPF.
Proposition 4.3. Consider the setting in Proposition 4.2. The choice of ϕ
corresponds to a mass partition (Pℓ,0(λ)) ∼ PKα(γ), specified by (4.9), or (4.10),
with distribution otherwise denoted by
L
(0)
α,θ(λ) :=
∫ ∞
0
PD(α|s− 1α )g(0)α,θ(s|λ)ds. (4.11)
(i) The EPPF of a partition of [n] is given by
p
(0)
α,θ(n1, . . . , nk|λ) =
E
( θα+k)
α,θ+n (−λ)
E
( θα+1)
α,θ+1 (−λ)
pα,θ(n1, . . . , nk). (4.12)
(ii) The distribution of the number of blocks, Kn(λ), is
P
(n)
α|γ(k) := ω
(n)
α,θ(k|λ) =
E
( θα+k)
α,θ+n (−λ)
E
( θα+1)
α,θ+1 (−λ)
P
(n)
α,θ(k). (4.13)
(iii) n−αKn(λ)
a.s.→ Z0(λ), where Z−
1
α
0 (λ) has density in (4.9).
Remark 4.2. For clarity, in (4.12),
α1−kΓ(n)
Γ(k)
Vn,k =
E
( θα+k)
α,θ+n (−λ)
E
( θα+1)
α,θ+1 (−λ)
E[S−θα |Kn = k]
E[S−θα ]
. (4.14)
Using the addition rules associated with the EPPF (4.12) leads to the fol-
lowing property.
Corollary 4.1. For positive integers k ≤ n, and θ > −α,
E
( θα+k)
α,θ+n (−λ) =
(
θ + kα
θ + n
)
E
( θα+k+1)
α,θ+n+1 (−λ) +
(
1− θ + kα
θ + n
)
E
( θα+k)
α,θ+n+1(−λ).
Remark 4.3. When α = 12 , as remarked in [43, Remark 3.1, p.1320], from the
setting in [75, Section 8], there is the identity
E 1
2 ,0
[(
1− G˜1
)θ+ 12 ∣∣∣∣L1 = λ] = E[|B1|2θ+1]h˜−(2θ+1)(λ)
= E
(2θ+1)
1
2 ,θ+1
(
− λ√
2
)
,
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where the first expression represents the moments of the meander length, (1 −
G˜1), of a Brownian motion B := (Bt : t ∈ [0, 1]), conditioned on its local
time L1, as in Pitman [75, eq. (88)], E
[|B1|2θ+1] replaces the incorrect value
E
[|B1|θ+ 12 ] in [43, Remark 3.1, p.1320], and h˜−(2θ+1)(λ) denotes a Hermite
function of index −(2θ + 1).
Remark 4.4. The function introduced by [82] takes the form
E˜κρ,µ(−λ) =
∞∑
ℓ=0
(−λ)ℓ
ℓ!
(κ)ℓ
Γ(ρℓ+ µ)
, (4.15)
where ρ, µ, κ ∈ C, and Re(ρ) > 0. It follows that (4.8) may be expressed as
E
(ωα )
α,ω+ν(−λ) = Γ(ω + ν)E˜
ω
α
α,ω+ν(−λ).
See Gorenflo, Kilbas, Mainardi, and Rogosin [34, Chapter 5] for more discussion
on these functions.
4.3. More general Mittag-Leffler functions
There are a multitude of generalizations of the Mittag-Leffler function in the lit-
erature. [34, Chapter 5], although not exhaustive, describes quite a few. Within
our exposition, we shall encounter the 3m-parametricMittag-Leffler function (see [34,
eq. (6.3.8)]), which generalizes the Prabhakar’s function (4.15), defined as
E˜
(κi),m
(ρi),(µi)
(−λ) =
∞∑
ℓ=0
(−λ)ℓ
ℓ!
∏m
i=1(κi)ℓ∏m
i=1 Γ(ρiℓ+ µi)
, (4.16)
where ρi, µi, κi ∈ C and Re(ρi) > 0, for i = 1, . . . ,m.
Lemma 4.2. Let βωj
α ,
νj
α
, for j = 1, . . . , r, denote r independent beta random
variables. Then,
E
[
E
(
ω0
α )
α,ω0+ν0
(
− λ
r∏
j=1
βωj
α ,
νj
α
)]
:=
∞∑
ℓ=0
(−λ)ℓ
ℓ!
Γ(ω0 + ν0)
Γ(αℓ+ ω0 + ν0)
∏r
i=0(
ωi
α )ℓ∏r
i=1(
ωi+νi
α )ℓ
,
is proportional to the 3m-parametric Mittag-Leffler function in (4.16) with m =
r+1, κi =
ωi
α and µi =
ρi(ωi+νi)
α , for i = 1, . . . , r+1, ρi =
{
1, i = 1, . . . , r
α, i = r + 1
,
and the constant of proportionality is
∏r+1
i=1 Γ(µi).
5. Another view of the Mittag-Leffler function Gibbs class
Propositions 4.2 and 4.3 present a nice illustration of the idea of how to obtain
interesting decompositions of special functions in a systematic manner. Fur-
thermore, the results indicate a non-obvious EPPF based on notable special
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functions (in this case, Mittag-Leffler type functions) that appear in the broad
literature [34], and connect this with a mass partition (Pℓ(λ)) ∼ L(0)α,θ(λ) as
in (4.11). That is, PKα(γ), with
h(s−
1
α ) =
e−λss
θ
α
E[S−θα ]E
( θα+1)
α,θ+1 (−λ)
.
In this section, we offer two related derivations of this Gibbs class, based on con-
ditioning on a variable M
(η)
α,θ := G θ−η
α
Sαα,η, defined for θ > η > −α, and based
on waiting times with marginals GjS
α
α,θ
d
= M
(θ)
α,θ+jα, j = 1, 2, . . . , from a mixed
Poisson waiting time perspective following [78]. We also define an MLMC[γ](α)
class where (Pℓ,0(λ)) has law (4.11). We then specialize the results to the in-
teresting Brownian case of α = 12 , where more explicit results are obtained. As
a highlight, in the case of α = 12 , we focus on explicit properties of a variable
which is related to variables appearing in [20, 65, 74].
5.1. Conditioning on M
(η)
α,θ for θ > η > −α
Proposition 5.1. Let (Pℓ) ∼ PD(α, η) with corresponding local time S−αα,η, for
η > −α, having density gα,η(s). Let S−αα,θ be a variable with density gα,θ(s), for
θ > η. Independent of (Pℓ), consider a variable G θ−η
α
∼ Gamma( θ−ηα , 1), and
define the random variable
M
(η)
α,θ = G θ−η
α
Sαα,η =
(
G
1
α
θ−η
α
Sα,η
)α
. (5.1)
(i) The density of M
(η)
α,θ is, for λ > 0,
λ
θ−η
α −1E[S−θα ]
Γ( θ−ηα )E[S
−η
α ]
E
( θα+1)
α,θ+1 (−λ). (5.2)
(ii) The conditional density of S−αα,η|M (η)α,θ = λ is
g
(0)
α,θ(s|λ) =
e−λsgα,θ(s)
E
( θα+1)
α,θ+1 (−λ)
.
(iii) (Pℓ)|S−αα,η = s,M (η)α,θ = λ has distribution PD(α|s−
1
α ).
(iv) (Pℓ)|M (η)α,θ = λ has the distribution L(0)α,θ(λ) in (4.11) with EPPF in (4.12).
Proof. Using (5.1) and the density of Sα,η, fα,η, it follows that the joint density
of (Sα,η,M
(η)
α,θ ) is proportional to
λ
θ−η
α −1s−θ+ηe−λs
−α
fα,η(s),
leading to statements (i) and (ii). Statements (iii) and (iv) follow, since by
construction (Pℓ)|Sα,η = t,M (η)α,θ = λ is PD(α|t).
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Remark 5.1. When η = 0, M
(0)
α,θ = G θα
Sαα =
(
G
1
α
θ
α
Sα
)α
, where GθXα,θ
d
=
G
1
α
θ
α
Sα
d
= Sˆα(G θ
α
) are generalized positive Linnik variables as described in [43,
Section 2.3, p.1314]. See also [15, 68].
5.2. Results for MLMC(α, η) nested families conditioned on
M
(η)
α,θ = λ
Here we now consider (Zr; r ≥ 0) d= (S−αα,η+r; r ≥ 0) ∼ MLMC(α, η) conditioned
on M
(η)
α,θ = λ. We denote the MLMC sequence with this conditional law as
(Zr(λ); r ≥ 0), where Z0(λ) has density g(0)α,θ(s|λ). In this section,
hr(t) =
t−(θ+r)E
[
e
−λt−α ∏ri=1 βα+i−1
α
, 1−α
α
∏r
i=1 β
θ
α
α+i−1
α ,
1−α
α
]
E[S−θα ]E[S−rα ]E
( θα+1)
α,θ+1 (−λ)
.
Hence, after some manipulations, it follows that (3.6) in this case is
γr(dt)/dt =
E
[
e
−λt−α ∏ri=1 β θ+α+i−1
α
, 1−α
α
]
E
( θα+1)
α,θ+1 (−λ)
fα,θ+r(t), (5.3)
where E
[
e
−λs∏ri=1 β θ+α+i−1
α
, 1−α
α
]
= Eα,θ
[
e
−λsβ θ
α
+Kr,
r
α
−Kr
]
.
Proposition 5.2. Suppose that for θ > η > −α, (Pℓ,0) ∼ PD(α, η), with corre-
sponding local time Z0
d
= S−αα,η. Furthermore, consider the family ((Pℓ,r), Zr; r ≥
0) ∼ MLMC(α, η). Let (Pℓ,0(λ), Z0(λ)) denote the mass partition and local
time corresponding to the distribution of (Pℓ,0)|M (η)α,θ = λ, which is described
in (4.11). The family of mass partitions ((Pℓ,r); r ≥ 0)|M (η)α,θ = λ has the distri-
bution of the family of mass partitions (Pℓ,r(λ); r ≥ 0), defined by the recursive
fragmentation, for r = 1, 2, . . . ,
(Pℓ,r(λ)) = F̂rag
(r)
α,1−α((Pℓ,r−1(λ))),
with corresponding local times denoted as (Zr(λ); r ≥ 0). Then, for each fixed
r ≥ 0, the followings hold.
(i) The marginal density of Zr(λ), which is the density of Zr|M (η)α,θ = λ, is
given by
g
(r)
α,θ(s|λ) :=
E
[
e
−λs∏ri=1 β θ+α+i−1
α
, 1−α
α
]
E
( θα+1)
α,θ+1 (−λ)
gα,θ+r(s). (5.4)
The density of
(
Zr(λ)
)− 1α is denoted as f (r)α,θ(t|λ).
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(ii) The marginal distribution of (Pℓ,r(λ)) ∼ PKα(γr), specified by (5.3), can
be expressed as
L
(r)
α,θ(λ) =
∫ ∞
0
PD(α|s− 1α )g(r)α,θ(s|λ)ds.
(iii) The EPPF of (Pℓ,r(λ)) can be expressed as
E
[
E
( θ+rα +k)
α,θ+r+n
(− λ∏ri=1 β θ+α+i−1
α ,
1−α
α
)]
E
( θα+1)
α,θ+1 (−λ)
× pα,θ+r(n1, . . . , nk), (5.5)
where the numerator can be further explicitly expressed in terms of a
3(r + 1)-parametric Mittag-Leffler function using Lemma 4.2.
5.2.1. Mixture representations
For each fixed r ≥ 1, and i = 1, . . . , r, define the probability measures γr,i
of random variables
(
Zr,i(λ)
)− 1α corresponding to the appropriate specification
of (3.12) in this setting as
γr,i(dt)/dt =
1F1(
θ
α + i;
θ
α +
r
α ;−λt−α)
E
( θα+i)
α,θ+r(−λ)
fα,θ+r(t), (5.6)
where 1F1
(
θ
α + i;
θ
α +
r
α ;−λs
)
= E
[
e
−λsβ θ
α
+i, r
α
−i
]
is a confluent hypergeomet-
ric
function of the first kind. Furthermore, P
(r)
α|γ(i) := ω
(r)
α,θ(i|λ), as in (4.13). The
next result follows from an application of Proposition 3.3.
Proposition 5.3. Consider the same settings as in Proposition 5.2, and γr,i
specified by (5.6). Then, for r ≥ 1, and i = 1, . . . , r,
(i) (Pℓ,r(λ)) ∼ L(r)α,θ(λ) =
∑r
i=1 ω
(r)
α,θ(i|λ)PKα(γr,i).
(ii) The EPPF of (P
(i)
k,r) ∼ PKα(γr,i) based on a partition of [n] can be ex-
pressed as
E
[
E
( θ+rα +k)
α,θ+n+r
(− λβ θ
α+i,
r
α−i
)]
E
( θα+i)
α,θ+r(−λ)
pα,θ+r(n1, . . . , nk), (5.7)
where the expectation at the numerator equals
∞∑
ℓ=0
(−λ)ℓ
ℓ!
Γ(θ + n+ r)
Γ(αℓ+ θ + n+ r)
( θ+rα + k)ℓ(
θ
α + i)ℓ
( θ+rα )ℓ
,
and corresponds to a special case of Lemma 4.2.
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5.3. An interesting distributional result
We now highlight the following interesting property.
Proposition 5.4. Consider the family
(
(Pℓ,r), S
−α
α,η+r
) ∼ MLMC(α, η), and let(
(Pℓ,r(λ)), S
−α
α,r (λ)
)
denote the random quantities corresponding to the condi-
tional distribution
(
(Pℓ,r), S
−α
α,η+r
)∣∣M (η)α,θ = λ. Then, for any θ′ such that θ >
θ′ ≥ η, mixing λ over the density,
f
M
(θ′)
α,θ
(λ) =
λ
θ−θ′
α −1E[S−θα ]
Γ( θ−θ
′
α )E[S
−θ′
α ]
E
( θα+1)
α,θ+1 (−λ),
of a random variable equivalent in distribution to M
(θ′)
α,θ = G θ−θ′
α
Sαα,θ′ leads to(
(Pℓ,r(M
(θ′)
α,θ )), S
−α
α,r (M
(θ′)
α,θ )
)
∼MLMC(α, θ′).
That is, for r = 0, 1, 2, . . . ,
(
Pℓ,r(M
(θ′)
α,θ )
) ∼ PD(α, θ′ + r) and S−αα,r (M (θ′)α,θ ) d=
S−αα,θ′+r.
Proof. The result follows by a simple gamma integral calculation which shows
that the density of Z0
d
= S−αα,0(M
(θ′)
α,θ ) can be expressed as∫ ∞
0
e−λsgα,θ(s)
E
( θα+1)
α,θ+1 (−λ)
f
M
(θ′)
α,θ
(λ)dλ = gα,θ′(s).
5.4. A mixed Poisson process viewpoint with A = S−αα,θ ∼ML(α, θ)
We now revisit the mixed Poisson framework in [78], as described in Section 2.1.
In particular, here we set A = S−αα,θ ∼ ML(α, θ), the local time or α-diversity
of a PD(α, θ) distribution, whereas Section 2.1 focused on the inverse local
time Sα. While this explicit case does not yet appear there, [78] is timely in
terms of helping us offer another very interesting interpretation of the Mittag-
Leffler distributions we encounter in terms of waiting times. As in Section 2.1,
Gj :=
∑j
i=1 ei, j ≥ 1, (ei) are iid standard exponential random variables. Let
Nα,θ(λ, j) =
(
NS−αα,θ
(y); 0 ≤ y ≤ λ,NS−αα,θ(λ) = j
)
.
Proposition 5.5. Suppose that (Pℓ) ∼ PD(α, θ), with local time/α-diversity
S−αα,θ . Set A = S
−α
α,θ , with density gα,θ(s), for θ > −α, and consider the mixed
Poisson process
(
NS−αα,θ
(t); t ≥ 0) with waiting times (Tj = GjSαα,θ; j ≥ 1). The
joint distribution of the waiting times can be expressed as
(Tj; j ≥ 1) d=
(
M
(θ)
α,θ+jα; j ≥ 1
)
,
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where the joint dependence on the right hand side is dictated by the representa-
tion of (Tj ; j ≥ 1), and, for each j, the marginal density of Tj d= M (θ)α,θ+jα is
given by
fTj (λ) =
λj−1E
[
S
−(θ+jα)
α
]
Γ(j)E[S−θα ]
E
( θα+j+1)
α,θ+jα+1(−λ). (5.8)
(i) For any θ > −α, the mixing distribution (conditional local time) in Propo-
sition 4.2 may be interpreted as
P
(
S−αα,θ ∈ ds|NS−αα,θ(λ) = 0
)
/ds =
e−λsgα,θ(s)
E
( θα+1)
α,θ+1 (−λ)
:= g
(0)
α,θ(s|λ).
(ii) The conditional density of S−αα,θ |Tj = λ, for j = 1, 2, . . . , is equivalent to
P
(
S−αα,θ ∈ ds|Nα,θ(λ, j)
)
/ds =
e−λsgα,θ+jα(s)
E
( θα+j+1)
α,θ+jα+1(−λ)
:= g
(0)
α,θ+jα(s|λ).
(iii) P
(
S−αα,θ ∈ ds|Nα,θ(λ, j)
)
= P
(
S−αα,θ+jα ∈ ds|NS−αα,θ+jα(λ) = 0
)
.
(iv) (Pℓ)|Nα,θ(λ, j) ∼ L(0)α,θ+jα(λ), for j = 0, 1, 2, . . . .
Proof. Beyond the descriptions from [78], the result in (5.8) and statement
(i) follow from Proposition 5.1 with η = θ and θ otherwise replaced by θ + jα.
(2.4) indicates that the relevant density appearing in statement (ii) should be
expressed to be proportional to e−λssjgα,θ(s), which is indeed the case, since
sjgα,θ(s) ∝ gα,θ+jα(s).
The next result, which is now straightforward to verify, describes the marginal
distribution of the mixed Poisson process that illustrates a specific case of the
Poisson switching identity described in [78, Lemma 4.5].
Proposition 5.6. For θ > −α, and j = 0, 1, . . .,
P(NS−αα,θ
(λ) = j) =
λjE
[
S
−(θ+jα)
α
]
j!E[S−θα ]
E
( θα+j+1)
α,θ+jα+1(−λ),
which is the same as (λ/j)fTj (λ), for j 6= 0. Furthermore, this implies the
identity
E[S−θα ] =
Γ( θα + 1)
Γ(θ + 1)
=
∞∑
j=0
λjΓ( θα + j + 1)
j!Γ(θ + jα+ 1)
E
( θα+j+1)
α,θ+jα+1(−λ).
Remark 5.2. The mixed Poisson process (NS−αα,θ
(t); t ≥ 0) has similarities
to generalizations of the fractional Poisson process, see [34, Section 9.6] for
references and further details, except in that case the waiting times are iid.
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5.5. The Brownian case α = 1
2
, Hermite functions and Mills ratio
We now specialize the results of the previous sections to the Brownian case of
α = 12 . First, with respect to (Pℓ(s)) ∼ PD(12 | 12s−2), we describe the special
α = 12 explicit case of the Gibbs partitions (EPPF) of [n] in terms of Hermite
functions as derived in [75], see also [76, Section 4.5], as
p 1
2
(n1, . . . , nk|s) = sk−1h˜k+1−2n(s) Γ(n)
21−nΓ(k)
p 1
2
(n1, . . . , nk), (5.9)
where, for U(a, b, c) a confluent hypergeometric function of the second
kind (see [54, p.263]),
h˜−2q(s) = 2−qU
(
q,
1
2
,
s2
2
)
=
∞∑
ℓ=0
(−s)ℓ
ℓ!
Γ(q + ℓ2 )
2Γ(2q)
2q+
ℓ
2 .
is a Hermite function of index −2q. That is to say
G
(n,k)
1
2
(
1
2
s−2
)
= 2n−kλk−1h˜k+1−2n(s). (5.10)
The distribution of the number of blocks K˜n(s) can be read from [75, eq. (115)]
as
P(K˜n(s) = k) =
(2n− k − 1)!sk−1h˜k+1−2n(s)
(n− k)!(k − 1)!2n−k . (5.11)
Let L
(0)
1
2 ,θ
(λ) denote a random variable with density, defined for θ > − 12 ,
g˜
(0)
1
2 ,θ
(x|λ) := x
2θe−
1
2x
2
e−λx
Γ(2θ + 1)h˜−(2θ+1)(λ)
=
e−λxfL1,θ(x)
E
[|B1|2θ+1]h˜−(2θ+1)(λ) , (5.12)
which arises as the density of the conditional local time in the next few results.
We first present the special case of Proposition 5.1.
Proposition 5.7. For η > − 12 , as in Proposition 5.1 with α = 12 , let L1,η :=(
2S 1
2 ,η
)− 12 d= √2Gη+ 12 denote the local time at 0 up till time 1 of a process
B = (Bt : t ∈ [0, 1]) whose ranked excursion lengths (Pℓ) ∼ PD(12 , η). Then,
for θ > η, set
√
2M
(η)
1
2 ,θ
:=
G2(θ−η)
L1,η
d
=
G2(θ−η)√
2G
η+1
2
.
(i) The density of
√
2M
(η)
1
2 ,θ
can be expressed in terms of the Hermite
function h˜−(2θ+1)(λ) as
2(θ−η)Γ(2θ + 1)
Γ(η + 12 )Γ(2(θ − η))
λ2(θ−η)−1E
[|B1|2θ+1]h˜−(2θ+1)(λ).
(ii) The density of L1,η
∣∣√2M (η)1
2 ,θ
= λ is g˜
(0)
1
2 ,θ
(x|λ), defined in (5.12).
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(iii) (Pℓ)
∣∣L1,η = s,√2M (η)1
2 ,θ
= λ is PD(12
∣∣ 1
2s
−2), with EPPF as in (5.9).
(iv) The distribution of (Pℓ)
∣∣√2M (η)1
2 ,θ
= λ is L
(0)
1
2 ,θ
(
λ√
2
)
with EPPF,
E
(2θ+k)
1
2 ,θ+n
(− λ√
2
)
E
[|B1|2θ+1]h˜−(2θ+1)(λ)p 12 ,θ(n1, . . . , nk), (5.13)
as in (4.12).
We now specialize the mixed Poisson waiting time framework of Proposi-
tion 5.5 to this setting with A := L1,θ.
Proposition 5.8. Let B = (Bt; t ∈ [0, 1]) with ranked excursion lengths (Vℓ) ∼
PD(12 , θ), and corresponding local time L1,θ :=
(
2S 1
2 ,θ
)− 12 , for θ > − 12 . Consider
the mixed Poisson process
(
NL1,θ (t); t ≥ 0
)
=
(
N
S
−1/2
1
2
,θ
(
t√
2
)
; t ≥ 0
)
, with
waiting times (
T˜j =
Gj
L1,θ
; j ≥ 1
)
d
=
(√
2M(θ)1
2 ,θ+
j
2
; j ≥ 1
)
.
Then, for λ > 0 and j = 0, 1, 2, . . . ,
(i) (Vℓ)
∣∣∣N 1
2 ,θ
(
λ√
2
, j
)
∼ L(0)1
2 ,θ+
j
2
(
λ√
2
)
.
(ii) P
(
L1,θ ∈ dx
∣∣∣N 1
2 ,θ
(
λ√
2
, j
))
= P
(
L1,θ+ j2
∈ dx
∣∣∣∣NL1,θ+ j
2
(λ) = 0
)
has den-
sity equivalent to that of the random variable L
(0)
1
2 ,θ+
j
2
(λ),
g˜
(0)
1
2 ,θ+
j
2
(x|λ) := x
2θ+je−
1
2x
2
e−λx
Γ(2θ + j + 1)h˜−(2θ+j+1)(λ)
. (5.14)
Remark 5.3. The density (5.14) of the local time variable L
(0)
1
2 ,θ+
j
2
(λ) agrees,
up to a scaling factor, with that of [65, example 9, eq. (3.1)] arising from a
Po´lya urn model where additional black balls are added at geometrically dis-
tributed waiting times. In particular, they have the distribution UL(2θ + j +
1, ( λ2θ+j+1 ,
1
2θ+j+1 )), as defined in [65].
5.5.1. Properties of the variable L
(0)
1
2 ,θ
(λ) with density in (5.12)
We now focus on obtaining a more explicit description of the variable L
(0)
1
2 ,θ
(λ)
with density (5.12), which is related to variables appearing in [20, 65, 74]. We
shall show some parallels using the continuous waiting time framework in Propo-
sition 5.8.
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First, in addition to Remark 4.3, there are the identities,
E
[
(P˜1(λ))
θ+ 12
]
= E
[|B1|2θ+1]h˜−(2θ+1)(λ) = E[e−λ√2Gθ+12 ]. (5.15)
Furthermore, from [75, p. 25] or [76, p. 93],
h˜−1(λ) =
P(B1 > λ)
φ(λ)
and h˜−2(λ) = 1− λh˜−1(λ) = P(K˜2(λ) = 1),
where h˜−1(λ) equates with Mill’s ratio and h˜−2(λ) equates with the probability
that two independent uniform random variables fall into the excursion interval
of (Bt : t ∈ [0, 1]) given L1,0 = λ, when the sample size is n = 2. From this,
one may express the cases of θ = 0 and θ = 12 of the densities in (5.12) as
e−
1
2x
2
e−λxφ(λ)
P(B1 > λ)
and
xe−
1
2x
2
e−λxφ(λ)
φ(λ) − λP(B1 > λ) ,
respectively. In addition, see [20, p.1758] for various interpretations, there is the
simple formula,
P
(
(L1, 12 − λ) ≥ x
∣∣L1, 12 ≥ λ) = e− 12x2e−λx, (5.16)
corresponding to distributions with linear hazard rates. Pitman [74, eq. (18)]
shows that (5.16) is the survival distribution of a random variable representable
as
L1, 12
√
B21
B21 + λ
2
, (5.17)
where L1, 12 is independent of B1. See [74, eq. (17)] for various interpretations of
the random variable
B21
B21+λ
2
d
= P˜1(λ). Next, we provide a mixture representation
of random variables having the density in (5.12).
Proposition 5.9. For θ > − 12 , let P˜
(θ+ 12 )
1 (λ) denote the random variable with
density corresponding to the θ + 12 bias of the density (3.10) of P˜1(λ). That is,
f
P˜
(θ+ 1
2
)
1
(p|λ) = p
θ+ 12 fP˜1(p|λ)
E[|B1|2θ+1]h˜−(2θ+1)(λ)
. (5.18)
(i) L
(0)
1
2 ,θ
(λ)
d
= L1,θ
√
P˜
(θ+ 12 )
1 (λ) with density g˜
(0)
1
2 ,θ
(x|λ) in (5.12).
(ii) For θ > η,
L21,η
d
= L21,θP˜
(θ+ 12 )
1
(√
2M
(η)
1
2 ,θ
) ∼ χ22η+1. (5.19)
(iii) P˜
(θ+ 12 )
1
(√
2M
(η)
1
2 ,θ
) d
= βη+ 12 ,θ−η.
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(iv) When θ = 0,
f
P˜
( 1
2
)
1
(p|λ) = λφ(λ)
P(B1 > λ)
√
2π
(1− p)− 32 e−λ
2
2 (
p
1−p ). (5.20)
(v) When θ = 12 , P˜
(1)
1 (λ) has the size-biased distribution of P˜1(λ) with density
f
P˜
(1)
1
(p|λ) = λφ(λ)
[φ(λ) − λP(B1 > λ)]
√
2π
p
1
2 (1 − p)− 32 e−λ
2
2 (
p
1−p ). (5.21)
Proof. The form of the density in (5.18) is determined by (3.10) and (5.15).
Statement (i) follows by the usual argument to derive the density of a randomly
scaled gamma variable, which in this case involves cancellations from the choice
of the density (5.18). The form of the density is concluded by noting that,
(compare with (5.16)),
E
[
e
− 12 x
2
P˜1(λ)
]
= E
[
e−
x2
2
(
2λ2S1/2+1
)]
= e−
1
2x
2
e−λx.
Statement (ii) follows from Proposition 5.7. Statement (iii) is obtained by stan-
dard beta-gamma algebra. Statements (iv) and (v) follow from the preceding
discussion.
In view of (5.20) and (5.21), we establish a simple mixture relationship to
the random variable defined by (5.16) and (5.17) appearing in [20, 74].
Proposition 5.10. Consider the random variable defined by (5.16) and (5.17),
and let K˜2(λ) denote the random variable with distribution in (5.11) for n = 2,
s = λ, and hence k = 1, 2. Then, setting θ = 1 − K˜2(λ)/2 in Proposition 5.9
gives
L1, 12
√
B21
B21 + λ
2
d
= L
(0)
1
2 ,
2−K˜2(λ)
2
(λ)
d
= L
1,
2−K˜2(λ)
2
√
P˜
(
3−K˜2(λ)
2
)
1 (λ).
Proof. From (5.16), it follows that the density of (5.17) can be expressed as
(x+ λ)e−
1
2x
2
e−λx = P(K˜2(λ) = 1)g˜
(0)
1
2 ,
1
2
(x|λ) + P(K˜2(λ) = 2)g˜(0)1
2 ,0
(x|λ).
The results above allows us to express the 12 -diversity in terms of a specific
random variable, which we now describe relative to the mixed Poisson wait-
ing time setting. Recall that the distribution of the number of blocks Kn of a
PD(12 , θ) partition of [n] has the explicit form
P
(n)
1
2 ,θ
(k) =
Γ(n)
Γ(k)
(2θ)k
(θ)n
(
2n− k − 1
n− 1
)
2k−2n. (5.22)
Corollary 5.1. Let Kn denote the number of blocks in a PD(
1
2 , θ) partition of
[n], having distribution P
(n)
1
2 ,θ
(k) as in (5.22). Consider the mixed Poisson/waiting
time setting in Proposition 5.8, and, for each j = 0, 1, 2, . . . , let Kn(
λ√
2
, j) de-
note the random variable that equates with the distribution of Kn|N 1
2 ,θ
(
λ√
2
, j
)
.
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(i) From (5.13),
P
(
Kn
(
λ√
2
, j
)
= k
)
=
E
(2θ+j+k)
1
2 ,θ+
j
2+n
(− λ√
2
)
E
[|B1|2θ+j+1]h˜−(2θ+j+1)(λ)P(n)12 ,θ+ j2 (k).
(ii) As n → ∞, (2n)− 12Kn
(
λ√
2
, j
) a.s.→ L(0)1
2 ,θ+
j
2
(λ)
d
= L1,θ+ j2
√
P˜
(
θ+ j+12
)
1 (λ),
with density g˜
(0)
1
2 ,θ+
j
2
(x|λ).
Remark 5.4. One may further compare the conditional limiting results for
discrete geometric waiting times as described in [65, p.6] with statement (ii) of
Corollary 5.1.
5.5.2. MLMC(12 , η) conditioned on
√
2M
(η)
1
2 ,θ
= λ
Proposition 5.8 and Corollary 5.1 seem to suggest strong relationships to the
discrete waiting time framework in [65], which is worthy of future investigations
and also lends support to the notion of looking at more exotic choices of γ in con-
structive models. Here, relative to an MLMC(12 , η) conditioned on
√
2M
(η)
1
2 ,θ
= λ,
setting α = 12 , in (5.3), applying a change of variable, Proposition 3.2 and the
results in the previous section lead to a sequence of local times (L
(r)
1
2 ,θ
(λ), r ≥ 0)
satisfying (in joint distribution)
(
L
(r)
1
2 ,θ
(λ); r ≥ 0
)
d
=
√√√√L21,θP˜ (θ+ 12 )1 (λ) + 2 r∑
i=1
ei; r ≥ 0
 , (5.23)
with respective marginal densities, for r = 0, 1, 2, . . . ,
g˜
(r)
1
2 ,θ
(s|λ) =
E
[
e
−λs
√
β
θ+1
2
,r
]
fL1,θ+r(s)
E
[|B1|2θ+1]h˜−(2θ+1)(λ) , (5.24)
and
E
[
e
−λs
√
β
θ+1
2
,r
]
=
∞∑
ℓ=0
(−λs)ℓ
ℓ!
Γ(θ + 12 + r)Γ(θ +
ℓ+1
2 )
Γ(θ + 12 )Γ(θ +
ℓ+1
2 + r)
.
One has L
(r)
1
2 ,θ
( λ√
2
) =
∫∞
0
PD
(
1
2 | 12s−2
)
g˜
(r)
1
2 ,θ
(s|λ)ds.
Proposition 5.11. Consider
(
(Pk,r),
√
2L1,η+r; r ≥ 0
) ∼ MLMC(12 , η). Then,
the conditional distribution of
(
(Pk,r),
√
2L1,η+r; r ≥ 0
) ∣∣∣√2M (η)1
2 ,θ
= λ is such
that (Pk,r)
∣∣∣√2M (η)1
2 ,θ
= λ ∼ L(r)1
2 ,θ
(
λ√
2
)
, and the nested family is jointly equivalent
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in distribution to ((Pℓ,r(λ)); r ≥ 0) defined by the recursive fragmentation, for
r = 1, 2, . . .,
(Pℓ,r(λ)) = F̂rag
(r)
1
2 ,
1
2
◦ · · · ◦ F̂rag(1)1
2 ,
1
2
((Pℓ,0(λ))),
where (Pℓ,0(λ)) ∼ L(0)1
2 ,θ
(
λ√
2
)
.
(i) The joint conditional distribution of (L1,η+r; r ≥ 0)
∣∣∣√2M (η)1
2 ,θ
= λ is equiv-
alent in joint distribution to the collection
(
L
(r)
1
2 ,θ
(λ); r ≥ 0) in (5.23) with
marginal densities (5.24).
(ii) For each fixed r, the EPPF of the L
(r)
1
2 ,θ
(
λ√
2
)
partition of [n] can be expressed
as
E
[
E
(2θ+2r+k)
1
2 ,θ+r+n
(
−
λ
√
β
θ+1
2
,r√
2
)]
E
[|B1|2θ+1]h˜−(2θ+1)(λ) p 12 ,θ+r(n1, . . . , nk),
where the expectation at the numerator can be expressed as
∞∑
ℓ=0
(−λ)ℓ
ℓ!
2−
ℓ
2Γ(θ + r + n)
Γ( ℓ2 + θ + r + n)
(θ + 12 )r(2(θ + r) + k)ℓ
(θ + ℓ+12 )r
.
The next result combines the waiting time framework with the MLMC mod-
els.
Corollary 5.2. Suppose that for θ > − 12 , ((Pk,r),
√
2L1,θ+r, r ≥ 0) ∼ MLMC(12 , θ).
Consider the waiting time framework in Proposition 5.8 and Corollary 5.1.
Then, ((Pk,r),
√
2L1,θ+r; r ≥ 0)|N 1
2 ,θ
(
λ√
2
, j
)
has the distributional properties in
Proposition 5.11, with θ replaced by θ + j2 for j = 0, 1, 2, . . . .
Remark 5.5. As is known, the MLMC(12 ,
1
2 ) distribution corresponds to the
components of the line-breaking construction of the BCRT as described in Aldous[2,
3]. Corollary 5.2 shows that a BCRT conditioned appropriately on the events
N 1
2 ,
1
2
(
λ√
2
, j
)
is equivalent in distribution to the line-breaking construction based
on the collection
(√
2L
(r)
1
2 ,
j+1
2
(λ); r ≥ 0
)
where L
(0)
1
2 ,
j+1
2
(λ) has a UL(2+j, ( λ2+j ,
1
2+j ))
distribution, described in [65], as noted in Remark 5.3. Less obvious is that
Corollary 5.2, coupled with the results in [65, 66], shows that these limits may
be achieved by a preferential attachment scheme with Bernoulli immigration and
appropriate conditioning.
Remark 5.6. It follows from Proposition 5.4 that, for any θ′ satisfying θ >
θ′ ≥ η, (
L
(r)
1
2 ,θ
(√
2M
(θ′)
1
2 ,θ
)
; r ≥ 0
)
d
=
√√√√L21,θ′ + 2 r∑
ℓ=1
eℓ; r ≥ 0
 .
See [66] for some possible interpretations.
M.-W. Ho, L. F. James and J. W. Lau/Gibbs CRP 40
Remark 5.7. [77] describes various properties and constructions of the class
of generalized Brownian bridges B = (Bt : t ∈ [0, 1]) with local times L1,θ for
θ > − 12 , where L21,θ ∼ χ22θ+1 has a chi-squared distribution with 2θ + 1 degrees
of freedom.
6. Gibbs partitions derived from the Fragα,−αδ fragmentation
operator
Let (Pk,0) ∈ P∞ denote a general mass partition. Independent of this, con-
sider a countable collection of iid mass partitions ((Q
(ℓ)
k ); ℓ ≥ 1) with common
distribution PD(α,−αδ), where α, δ ∈ (0, 1). Then, a PD(α,−αδ) fragmenta-
tion operator, Fragα,−αδ, defined in [11, 73], creates a mass partition (Pk,1) by
fragmenting (Pk,0) as follows.
(Pk,1) := Fragα,−αδ((Pk,0)) = Rank
(
Pℓ,0(Q
(ℓ)
j ); ℓ ≥ 1
)
. (6.1)
This in fact corresponds to a generic notion of an infinite fragmentation where
one can replace PD(α,−αδ), as descrbed in [8, 76]. However, [73] shows that
when (Pk,0) ∼ PD(αδ, θ) for θ > −αδ, it follows that (Pk,1) ∼ PD(α, θ), which
generalizes many important special cases appearing in the literature. Specialized
to the setting where (Pk,1) ∼ PD(α, θ), [73] shows there is a dual coagulation
operation, Coagδ, θα
, such that
(Pk,0) := Coagδ, θα
((Pk,1)),
where the coagulator is based on a mass partition (Wk,1) ∼ PD(δ, θα ) inde-
pendent of (Pk,1). This operation may be understood in terms of the follow-
ing equivalent property of composition of independent distribution functions
Pαδ,θ = Pα,θ ◦ Pδ, θα , details are omitted for brevity. It follows, for general θ >
−αδ, that ((Pk,0), (Pk,1), (Wk,1)) have respective local times (S−αδαδ,θ , S−αα,θ , S−δδ, θα )
satisfying the exact relationship,
S−αδαδ,θ = S
−αδ
α,θ × S−δδ, θα , (6.2)
where Sα,θ and Sδ, θα
are independent. The next lemma, which is simple to prove,
shows that the conditional densities of Sα,θ,|Sαδ,θ = y and Sδ, θα |Sαδ,θ = y do
not depend on θ.
Lemma 6.1. For all θ > −αδ, consider the random variables (Sαδ,θ, Sα,θ, Sδ, θα )
satisfying (6.2).
(i) The conditional density of Sα,θ|Sαδ,θ = y is the same as the case of θ = 0,
and is given by
fα|αδ(t|y) =
[
αfδ((
y
t )
α
)t−α
y1−αfαδ(y)
]
fα(t). (6.3)
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(ii) The conditional density of Sδ, θα
|Sαδ,θ = y is the same as the case of θ = 0,
and is given by
f †δ|αδ(ω|y) =
fα(yω
− 1α )
ω
1
α fαδ(y)
fδ(ω). (6.4)
(iii) When Sαδ has density γ(dy)/dy = h(y)fαδ(y), for E[h(Sαδ)] = 1, the joint
density of (Sαδ, Sα) is given by
αfδ(
(
y
t
)α
)t−αfα(t)γ(dy)
y1−αfαδ(y)dy
= αyα−1h(y)fδ
((
y
t
)α)
t−αfα(t), (6.5)
and Sα has density
γα|δ(dt)/dt =
[∫ ∞
0
h(r
1
α t)fδ(r)dr
]
fα(t) = E
[
h(tS
1
α
δ )
]
fα(t). (6.6)
(iv) The joint density of (Sα, Sδ) can be expressed as
κ
[γ]
α,δ(t, ω) = fα(t)fδ(ω)h(tω
1
α ). (6.7)
As discussed in [8, 9, 11, 73, 76], when θ = 0, and α and δ vary as time
parameters, the dynamic of the Coagδ,0 operations corresponds in distribution
to that of the Bolthausen-Sznitman coalescent. Here given the structural rela-
tionship between (Pk,0) ∼ PD(αδ, 0) and (Pk,1) ∼ PD(α, 0) described by the
fragmentation operation in (6.1), we shall proceed to present a rather interesting
description of the law of (Pk,1)|Sαδ = y, where Sαδ is the inverse local time at
zero up till time 1, satisfying (Pk,0)|Sαδ = y ∼ PD(αδ|y).
Proposition 6.1. Suppose that (Pk,0) ∼ PD(αδ, 0). Then, for a version of
(Pk,0), the following facts can be read from [73].
(i) (Pk,1) := Fragα,−αδ((Pk,0)) ∼ PD(α, 0).
(ii) The relation between their respective local times (S−αδαδ , S
−α
α ) is given by
S−αδαδ = (S
−α
α )
δ × S−δδ , where S−δδ is the local time of (Wk,1) ∼ PD(δ, 0),
a mass partition independent of (Pk,1), defining the coagulation operator
that gives, (Pk,0) := Coagδ,0((Pk,1)).
These facts indicate that the distribution of (Pk,1)|Sαδ = y is specified by the
PK distribution, PDα|δ(α|Sαδ = y) := PDα|δ(α|y), defined as
PDα|δ(α|y) :=
∫ ∞
0
PD(α|t)fα|αδ(t|y) dt, (6.8)
where fα|αδ(t|y) is the density of Sα|Sαδ = y, described in (6.3).
Proof. Set Y = Sα × S
1
α
δ . It follows that (Pk,1)|Sα = t, Y = y is the same
as (Pk,1)|Sα = t, which is PD(α|t). The derivation of (6.8) is a straightforward
application of Bayes rule.
M.-W. Ho, L. F. James and J. W. Lau/Gibbs CRP 42
Remark 6.1. Refer to [37, Corollary 10], in the case where α ∈ ( 12 , 1) and
δ = 1−αα , (Pℓ,0) ∼ PD(1−α, 1−α), with inverse local time S1−α,1−α, corresponds
(in distribution) to the coarse spinal partition of a stable tree of dimension 1 <
1
α < 2, (Pℓ,1) = Fragα,α−1((Pℓ,0)) ∼ PD(α, 1− α) corresponds to the fine spinal
partition. The coagulator (Wℓ,1) ∼ PD
(
1−α
α ,
1−α
α
)
. Hence, (Pℓ,1)|S1−α,1−α = y
is PDα| 1−αα (α|y).
Proposition 6.1 indicates laws for the general case where (Pk,0) ∼ PKαδ(γ).
Thus it provides a description of all laws generated by a stable (αδ) subordinator
via the PD(α,−αδ) fragmentation operation.
Corollary 6.1. In the setting of Proposition 6.1, if (Pk,0) ∼ PKαδ(γ), then the
joint density of (Sαδ, Sα) is given by (6.5), and hence the marginal distribution
of (Pk,1) := Fragα,−αδ((Pk,0)) is
PKα(γα|δ) :=
∫ ∞
0
PD(α|t)γα|δ(dt) =
∫ ∞
0
PDα|δ(α|y)γ(dy),
where γα|δ(dt)/dt = E
[
h
(
tS
1
α
δ
)]
fα(t), as in (6.6).
Remark 6.2. Setting h(y) = y−θ/E[S−θαδ ] yields the case of (Pk,0) ∼ PD(αδ, θ)
and (Pk,1) ∼ PD(α, θ), which follows from E[S−θαδ ] = E[S−θα ]E
[
S
− θα
δ
]
.
6.1. The PDα|δ(α|y) Gibbs partition of [n]
Recall that when (Pℓ,0) ∼ PD(αδ, 0), (Pℓ,0)|Sαδ = y has the associated Gibbs
partition of [n] described by the conditional EPPF,
pαδ(n1, . . . , nk|y) :=
f
(n−kαδ)
αδ,kαδ (y)
fαδ(y)
pαδ(n1, . . . , nk), (6.9)
where
f
(n−kαδ)
αδ,kαδ (y)
fαδ(y)
= G
(n,k)
αδ (y)
(αδ)
1−k
Γ(n)
Γ(k)
.
The next theorem provides the rather remarkable description of the EPPF of
PDα|δ(α|y) under the same setting as specified in Proposition 6.1.
Theorem 6.1. Consider (Pℓ,0) ∼ PD(αδ, 0) and (Pℓ,1) := Fragα,−αδ((Pℓ,0)) ∼
PD(α, 0), as specified in Proposition 6.1. Then, (Pℓ,1)|Sαδ = y has law PDα|δ(α|y)
as defined in (6.8). The EPPF of the PDα|δ(α|y) Gibbs partition of [n] can be
expressed as
pα|δ(n1, . . . , nk|y) :=
 k∑
j=1
P
(k)
δ,0 (j)
f
(n−jαδ)
αδ,jαδ (y)
fαδ(y)
 pα(n1, . . . , nk), (6.10)
where
∑k
j=1 P
(k)
δ,0 (j)f
(n−jαδ)
αδ,jαδ (y) is, for K
(1)
n the number of blocks in a PD(α, 0)
partition of [n], the conditional density of Sαδ|K(1)n = k. P(k)δ,0 (j) = Pδ,0(Kk = j)
is the distribution of the number of blocks in a PD(δ, 0) partition of [k].
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Proof. The EPPF is the conditional distribution of a PD(α, 0) partition of [n]
given Sαδ = y. (6.10) is such a representation in terms of the marginal EPPF
pα(n1, . . . , nk) and the conditional density of Sαδ|K(1)n = k. It remains to show
that Sαδ|K(1)n = k agrees with the expression in (6.10) as indicated, which is
rather challenging. The formal proof of this result is given in Theorem B.1 of
the appendix.
We now describe the distribution of the number of blocks and its limiting
behavior.
Corollary 6.2. Suppose that, for fixed y > 0, a mass partition (Pˆℓ(y)) has law
PDα|δ(α|y) as defined in (6.8). Its EPPF is given by (6.10) based on a partition
of [n], with Kˆn(y) denoting the random number of unique blocks. Then, for
k = 1, . . . , n,
P(Kˆn(y) = k) =
 k∑
j=1
P
(k)
δ,0 (j)
f
(n−jαδ)
αδ,jαδ (y)
fαδ(y)
P(n)α,0(k),
and, as n→∞, n−αKˆn(y) a.s.→ Zˆ(y), where Zˆ(y) is equivalent in distribution to
S−αα |Sαδ = y, specified by (6.3).
Now, suppose that (Pℓ,0) ∼ PKαδ(γ), where γ(dy)/dy = h(y)fαδ(y) with
E[h(Sαδ)] = 1. The associated Gibbs partition of [n] is described by the EPPF
expressed as
p
[γ]
αδ(n1, . . . , nk) = V˜n,k × pαδ(n1, . . . , nk), (6.11)
where V˜n,k = Eαδ[h(Sαδ)|Kn = k] = Vn,k (αδ)
1−kΓ(n)
Γ(k) and, for clarity, Kn is the
number of blocks of a PD(αδ, 0) partition of [n].
Proposition 6.2. Suppose that (Pℓ,0) ∼ PKαδ(γ) with EPPF in (6.11). Corol-
lary 6.1 gives (Pℓ,1) := Fragα,−αδ((Pℓ,0)) ∼ PKα(γα|δ). The PKα(γα|δ) EPPF
of the associated Gibbs partition of [n] can be expressed as k∑
j=1
P
(k)
δ,0 (j)V˜n,j
 pα(n1, . . . , nk). (6.12)
Proof. The EPPF is equivalent to
∫∞
0
pα|δ(n1, . . . , nk|y)γ(dy), indicated by (6.10).
Remark 6.3. (6.12) provides a description of any mass partition with distri-
bution PKα(γα|δ), where γα|δ(dt)/dt = E
[
h
(
tS
1
α
δ
)]
fα(t), regardless of whether
or not it actually arises from a fragmentation operation.
As a check, in the case where (Pℓ,0) ∼ PD(αδ, θ), (6.12) must satisfy
k∑
j=1
P
(k)
δ,0 (j)
Γ
(
θ
αδ + j
)
Γ
(
θ
αδ + 1
)
Γ(j)
=
Γ
(
θ
α + k
)
Γ
(
θ
α + 1
)
Γ(k)
. (6.13)
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However, (6.13) is verified since, similar to (4.1), it agrees with [76, exercise
3.2.9, p.66], with k in place of n. There is the following Corollary in the case of
δ = 12 .
Corollary 6.3. Specializing Theorem 6.2 to the case of δ = 12 , where (Pk,0) ∼
PKα
2
(γ), and V˜n,k = Eα2 [h(S
α
2
)|Kn = k], the PKα(γα| 12 ) EPPF in (6.12) can
be expressed as  k∑
j=1
(
2k − j − 1
k − 1
)
2j+1−2kV˜n,j
 pα(n1, . . . , nk). (6.14)
6.1.1. An equivalent expression for the EPPF
A remarkable feature of the EPPF’s in Theorem 6.1 and (6.12) is that in general,
in view of the results of [39], the most tractable results only require αδ = m/r
and otherwise α can be quite general. As we shall show in the appendix, those
results require more delicate distributional arguments exploiting properties of
the dual coagulation operation. It is however worthwhile to describe an alterna-
tive expression for the EPPF, which we do next. It is the case for the expression
below that, in general, in order to get expressions in terms of Meijer G func-
tions, both α and δ have to be rational numbers. In that case, the Meijer G
representation is not difficult to obtain, but for brevity we do not include it
here.
Proposition 6.3. Suppose that (Pk) ∼ PDα|δ(α|y) as in Theorem 6.1. The
EPPF may be expressed in terms of Fox H functions as
αH0,22,2
[
y
∣∣∣∣∣
(
1− 1αδ , 1αδ
)
,
(
1− 1α − k, 1α
)
(
1− 1α , 1α
)
, (−n, 1)
]
H0,11,1
[
y
∣∣∣∣∣
(
1− 1αδ , 1αδ
)
(0, 1)
] Γ(n)
Γ(k)
pα(n1, . . . , nk).
Proof. αyα−1
∫∞
0 fδ((y/t)
α
)t−αf (n−kα)α,kα (t)dt is, by the definition of f
(n−kα)
α,kα (t),
the density of the random variable
Sα,n
β
1
α
k, nα−k
× S 1αδ . (6.15)
The Fox H expression for this is obtained by noting the Fox H representations
for fδ and f
(n−kα)
α,kα , followed by applying [19, Theorem 4.1]. One then uses the
Fox H representation for fαδ(y). Otherwise details are similar to the arguments
in [39].
M.-W. Ho, L. F. James and J. W. Lau/Gibbs CRP 45
6.2. Generating PDα|δ(α|y) partitions via PD(α,−αδ)
fragmentation of partitions
While the EPPF’s (6.10) and (6.12) are quite interesting from various perspec-
tives, it is not entirely necessary to employ them directly to obtain random
partitions from PDα|δ(α|y) and PKα(γα|δ). A two-stage sampling scheme may
be employed utilizing the dual partition based interpretation of the Fragα,−αδ
operator. The following scheme can be deduced from Bertoin [8], see also [73, 76].
1. Generate n iid PD(α,−αδ) partitions of [n], say, A1, . . . ,An, where, for
each i, Ai := {A(i)1 , . . . , A(i)M(i)n } with M
(i)
n blocks.
2. Independent of this, for each fixed y, generate a PD(αδ|y) partition of [n],
say, {H1, . . . , HKn(y)} where Kn(y) denotes the number of blocks.
3. Consider the pairs (Hi,Ai), for i = 1, . . . ,Kn(y) = ℓ ≤ n.
4. For i = 1, . . . , ℓ, fragment Hi by Ai according to
Hi =
{
Hi,j := Hi ∩ A(i)j : Hi ∩ A(i)j 6= ∅, j ∈
{
1, . . . ,M (i)n
}}
5. The collection {Hi,j ∈ Hi : i ∈ [Kn(y)]} (arranged according to least ele-
ment) constitutes a PDα|δ(α|y) partition of [n], with Kˆn(y) :=
∑Kn(y)
i=1 |Hi|
number of blocks.
6. Replace step 2 with a PKαδ(γ) partition of [n] to obtain a PKα(γα|δ)
partition of [n].
Remark 6.4. The scheme above requires sampling of a PD(αδ|y) partition of
[n]. The relevant results of [39] show that this is the easiest when αδ is a rational
number. In that case, G
(n,k)
αδ (y) has a tractable representation in terms of Meijer
G functions. So, this applies to, in particular, (Pk,1) ∼ PDα| mrα (α|y) for every
α > mr , where m < r are coprime positive integers. We look at perhaps the most
remarkable case, PDα| 12α (α|y), in the next section.
6.3. PD(α,−1
2
) Fragmentation of a Brownian excursion partition
conditioned on its local time
Following Pitman [75, Section 8] and [76, Section 4.5, p.90], let (Pℓ,0) ∼ PD
(
1
2 , 0
)
denote the ranked excursion lengths of a standard Brownian motion B := (Bt :
t ∈ [0, 1]), with corresponding local time at 0 up till time 1 given by L1 :=(
2S 1
2
)− 12 d=√2G 1
2
d
= |B1|. Then, it follows that (Pℓ,0)|L1 = λ has a PD(12 | 12λ−2)
distribution.
Proposition 6.4. As in [75, Proposition 14], consider the sequence (P˜ℓ,0(λ))
of length-biased random permutations of the lengths of excursions of a Brown-
ian motion or a standard Brownian bridge over [0, 1] conditioning on L1 = λ,
as defined by (3.11), and the corresponding EPPF in (5.9). Then, for a fixed
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α ∈ ( 12 , 1), the ranked mass partition (Pℓ,1(λ)) defined as the PD(α,− 12 ) frag-
mentation of (P˜ℓ,0(λ)) has a PDα| 12α
(
α
∣∣ 1
2λ
−2) distribution. That is,
(Pℓ,1(λ)) := Fragα,− 12 ((P˜ℓ,0(λ))) ∼ PDα| 12α
(
α
∣∣∣∣12λ−2
)
. (6.16)
The corresponding EPPF of the PDα| 12α
(
α| 12λ−2
)
partition of [n] can be ex-
pressed in terms of a mixture of Hermite functions, k∑
j=1
P
(k)
1
2α
(j)2n−1λj−1h˜j+1−2n(λ)
Γ(n)
Γ(j)
 pα(n1, . . . , nk), (6.17)
where P
(k)
1
2α
(j) = P 1
2α ,0
(Kk = j) is the distribution of the number of blocks in a
PD( 12α , 0) partition of [k].
Proof. The result is just a special case of Proposition 6.1 and Theorem 6.1,
with δ = 12α , and otherwise using the explicit form of the EPPF in (5.9).
Remark 6.5. In order to obtain a partition of [n] corresponding to the EPPF
in (6.17), one can sample from (5.9) via the prediction rules indicated in [75,
eqs. (111) and (112)], or otherwise employ the scheme described in Section 6.2.
Remark 6.6. Besides properties (3.11) and (5.9), a striking feature of the
PD(12 |t) distribution is that one can construct continuous time fragmentation
processes based on processes (Π∞(λ); λ ≥ 0) and ((P˜ℓ,0(λ)); λ ≥ 0) by varying
in λ as described in [4, 7, 8, 76]. [58] showed that one cannot extend such
constructions to the distribution of (Pℓ)|Sα = t, PD(α|t), for other choices of
α. However, in the present setting, since the Fragα,− 12 operator is independent
of ((P˜ℓ,0(λ)); λ ≥ 0) and is not affected by the time λ, it would be interesting to
investigate the properties of ((Pℓ,1(λ)); λ ≥ 0), defined by (6.16), in this regard.
Note the range α = 1α˜ ∈
(
1
2 , 1
)
suggests possible connections to stable processes
or trees of index 1 < α˜ < 2 (See, for instance, [22, 57]).
6.4. PD(α,−αδ) Fragmenting the Mittag-Leffler function case
We now show that a PD(α,−αδ) fragmentation of (Pℓ,0(λ)) ∼ L(0)αδ,θ(λ) leads
to a mass partition (Pℓ,1(λ)), whose corresponding α-diversity, say Zˆ1(λ), has
density expressed in terms of a ratio of two Mittag-Leffler functions,
gˆ
(1)
α|δ,θ(s|λ) =
E
( θαδ+1)
δ, θα+1
(−λsδ) gα,θ(s)
E
( θαδ+1)
αδ,θ+1 (−λ)
. (6.18)
Proposition 6.5. As in (4.12), and (4.11), where α is replaced by αδ, let
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(Pℓ,0(λ)) ∼ L(0)αδ,θ(λ), with EPPF
E
( θαδ+k)
αδ,θ+n (−λ)
E
( θαδ+1)
αδ,θ+1 (−λ)
pαδ,θ(n1, . . . , nk). (6.19)
Then, (Pℓ,1(λ)) := Fragα,−αδ((Pℓ,0(λ))) ∼ L(1)α|δ,θ(λ), where
L
(1)
α|δ,θ(λ) =
∫ ∞
0
PD(α|s− 1α ) gˆ(1)α|δ,θ(s|λ)ds, (6.20)
with gˆ
(1)
α|δ,θ(s|λ) given in (6.18).
(i) The L
(1)
α|δ,θ(λ) EPPF of [n] can be expressed as k∑
j=1
P
(k)
δ, θα
(j)
E
( θαδ+j)
αδ,θ+n(−λ)
E
( θαδ+1)
αδ,θ+1 (−λ)
 pα,θ(n1, . . . , nk). (6.21)
(ii) In (6.21),
∑k
j=1 P
(k)
δ, θα
(j)E
( θαδ+j)
αδ,θ+n(−λ) is equivalent to
E
[
E
( θαδ+1)
δ, θα+1
(− λS−αδα,n βδk, nα−k)× S−θα,nβ θαk, nα−k] /E[S−θα ],
which is given by
∞∑
ℓ=0
(−λ)ℓ
ℓ!
Γ(θ + 1)
Γ(αδℓ+ θ + n)
Γ( θαδ + 1 + ℓ)Γ(δℓ+
θ
α + k)
Γ( θαδ + 1)Γ(δℓ+
θ
α + 1)
.
Proof. Using Corollary 6.1 and Proposition 6.2, (6.20) follows from the fact
that
h(y) =
e−λy
−αδ
y−θ
E
( θαδ+1)
αδ,θ+1 (−λ)E
[
S−θαδ
] and E [e−λy−αδS−δδ, θα ] = E( θαδ+1)δ, θα+1
(
− λ
yαδ
)
.
From (4.14), (6.12), and (6.19) the EPPF can be represented as k∑
j=1
P
(k)
δ,0 (j)
E
( θαδ+j)
αδ,θ+n(−λ)
E
( θαδ+1)
αδ,θ+1 (−λ)
E
[
S−θαδ |Kn = j
]
E
[
S−θαδ
]
 pα(n1, . . . , nk),
which, along with (A.5), yields (i). Statement (ii) follows from E[S−αδℓ−θα,n ]E
[
β
δℓ+ θα
k, nα−k
]
=
Γ(n)Γ(δℓ+ θα + k)
Γ(k)Γ(αδℓ + θ + n)
.
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In the case of a PD(α| − α2 ) fragmentation of (Pℓ,0(λ)) ∼ L(0)α2 ,θ(λ), where
δ = 12 , we see from (6.20) that the density of Zˆ1(λ) can be expressed in terms
of a Hermite function,
gˆ
(1)
α| 12 ,θ
(s|λ) =
E
[|B1| 2θα +1]h˜−( 2θα +1)(λ√2s)gα,θ(s)
E
( 2θα +1)
α
2 ,θ+1
(−λ)
.
When α = 12 ,
(
Pℓ,1
(
λ√
2
)) ∼ L(1)1
2 | 12 ,θ
(
λ√
2
)
results in a local time Lˆ1(λ) = Zˆ1
(
λ√
2
)
/
√
2
with density
E
[|B1|4θ+1]h˜−(4θ+1)(λ√x)fL1,θ (x)
E
(4θ+1)
1
4 ,θ+1
(− λ√
2
) .
Furthermore, for Zˆ1(
λ√
2
), where αδ = 1/2, one has, for α ∈ (12 , 1), densities of
the form
gˆ
(1)
α| 12α ,θ
(
s
∣∣∣∣ λ√2
)
=
E
(2θ+1)
1
2α ,
θ
α+1
(
− λ√
2
s
1
2α
)
gα,θ(s)
E
[|B1|2θ+1]h˜−(2θ+1)(λ) .
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Appendix A: Results derived from the Coagδ, θ
α
operator
A.1. Identities associated with the Coagδ, θ
α
operator
We now proceed to derive a variety of results related to the coagulation operator,
Coagδ, θα
. As shown in [9], see also [8, 73, 76], the coagulation results are the eas-
iest to obtain in the important case of θ = 0, corresponding to the Bolthausen-
Sznitman coalescent. This in effect corresponds to well-known results about
composition of independent stable subordinators Sˆαδ(t)
d
= Sˆα(Sˆδ(t)), and cor-
responding random variables Sα,δ
d
= SαS
1/α
δ . The next lemma, which is known
in some form (see [26]), illustrates that many properties in the general case can
be deduced from the case of θ = 0 by a simple change of measure argument.
It in effect presents an alternative illustration of how the choices of (α, θ) and
(δ, θα ) arise in [73].
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Lemma A.1. Let 0 < αi < 1, for i = 1, . . . ,m, denote indices for indepen-
dent stable random variables and their two-parameter counterparts. Set α˜k :=∏k
i=1 αi, for k = 1, . . . ,m, and choose θ > −α˜m. The decomposition,
Sα˜m = Sα1 × S1/α1α2 × · · · × S1/α˜m−1αm , (A.1)
implies, under a PD(α˜m, θ) distribution,
Sα˜m,θ = Sα1,θ × S1/α1α2, θα1 × · · · × S
1/α˜m−1
αm,
θ
α˜m−1
. (A.2)
As a special case Sαm,θ =
∏m
i=1 S
α1−i
α,θα1−i .
Proof. The law of Sα˜m,θ is characterized via the law of Sα˜m by
E
[
S−θα˜m
]
E[ϕ(Sα˜m ,θ)] = E
[
S−θα˜mϕ(Sα˜m)
]
.
Substituting Sα˜m with its decomposition in (A.1) deduces the change of measure
on the individual components leading to (A.2).
A version of the next, simple but important, consequence of Pitman’s [73]
coagulation operation expressed in terms of random partitions of [n], appears
in [47]. (See [17, Section 4] for related results.)
Lemma A.2. Consider two independent mass partitions with respective distri-
butions (Pk,1) ∼ PD(α, θ) and (Pk,2) ∼ PD(δ, θα ), employed in the coagulation
operation described by Coagδ, θα
. For positive integers m and n, let K(1)(n) :=
K
(1)
n and K(2)(m) := K
(2)
m denote independent random variables corresponding
to the number of blocks in partitions of [n] and [m] generated from the respec-
tive CRP(α, θ) and CRP(δ, θα ) processes. Let Kn denote the number of blocks of
the resulting PD(αδ, θ) partition of [n], corresponding to the (Pk,0) ∼ PD(αδ, θ)
mass partition obtained from (Pk,0) = Coagδ, θα
((Pk,1)). Then,
(i) Kn := K
(2)(K(1)(n)).
(ii) As n→∞, n−αδKn a.s.∼ S−αδαδ,θ = S−αδα,θ × S−δδ, θα .
A.2. More Beta identities and results for Kn
Proposition A.1. Let α = 1rm , for r = 2, 3, . . . , and m = 1, 2, . . .. Then, there
is the identity,
n∏
i=1
βr
m
rm(θ+j−1)+1,rm−1
d
=
rm−1∏
i=1
βθ+ irm ,n
d
=
m∏
j=1
r−1∏
i=1
βr
j−1
θrj−1+ ir ,nr
j−1 , (A.3)
which represents a reduction from rm − 1 terms to m(r − 1) terms. For α = 14 ,
setting r = 2 and m = 2 yields
n∏
i=1
β44(θ+j−1)+1,3
d
= βθ+ 14 ,nβθ+
1
2 ,n
βθ+ 34 ,n
d
= βθ+ 12 ,nβ
2
2θ+ 12 ,2n
. (A.4)
M.-W. Ho, L. F. James and J. W. Lau/Gibbs CRP 55
Proof. Specializing (2.36) and (1.8) to the case of α = 1rm , and further
applying Lemma A.1, leads to
m∏
j=1
r−1∏
i=1
Gr
j−1
θrj−1+ ir
d
=
m∏
j=1
r−1∏
i=1
Gr
j−1
(θ+n)rj−1+ ir
×
n∏
i=1
βr
m
rm(θ+j−1)+1,rm−1.
The result follows as in Lemma 2.6.
Proposition A.2. Applying Lemma A.2 leads to the following identities.
(i) P
(n)
αδ,θ(k) =
n∑
ℓ=k
P
(n)
α,θ(ℓ)P
(ℓ)
δ, θα
(k), for θ > −αδ.
(ii) There is the easily checked result,
Eαδ,0[S
−θ
αδ |Kn = k]
E[S−θαδ ]
=
Eα,0[S
−θ
α |Kn = ℓ]
E[S−θα ]
× Eδ,0
[
S
− θα
δ |Kℓ = k
]
E
[
S
− θα
δ
] . (A.5)
(iii) Statement (ii) coincides with the fact that statement (i) is determined by
the case of θ = 0,
P
(n)
αδ,0(k) =
n∑
ℓ=k
P
(n)
α,0(ℓ)P
(ℓ)
δ,0(k), (A.6)
which leads to identities for the generalized Stirling numbers,
a(n, k, αδ) =
n∑
ℓ=k
a(n, ℓ, α)a(ℓ, k, δ), (A.7)
or, equivalently,
Sαδ(n, k) =
n∑
ℓ=k
αℓ−kSα(n, ℓ)Sδ(ℓ, k), (A.8)
where Sα(n, ℓ) = α
−ℓa(n, ℓ, α) =
∑ℓ
j=1
(−1)j
ℓ!
(
ℓ
j
)
(−jα)n.
Proof. Lemma A.2 implies that Pαδ,θ(Kn = k|K(1)n = ℓ) = Pα,θ(K(2)ℓ = k),
which leads to statement (i) and (A.6). (A.7) and (A.8) follow from this. The
remainder of the results are easily checked.
Lemma A.3. Consider the converse to the setting in Lemma A.2, where (Pk,0) ∼
PD(αδ, θ) and (Pk,1) ∼ PD(α, θ) as defined by the fragmentation operator (6.1).
Then, for all θ > −αδ, the conditional distribution of the number of blocks
of the partition of [n] arising from fragmenting the PD(αδ, θ) partition of [n]
with k blocks by iid partitions of [n] from a PD(α,−αδ) distribution, that is,
K
(1)
n |Kn = k, can be expressed as
P
(n)
α|αδ(ℓ|k) :=
Pδ,0(K
(2)
ℓ = k)Pα,0(K
(1)
n = ℓ)
Pαδ,0(Kn = k)
, ℓ = k, . . . , n,
which does not depend on θ.
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A.2.1. Kn in the case of α =
1
4
Proposition A.2 leads to a new simpler representation in the case of Kn derived
from a PD(14 , 0) distribution.
Corollary A.1. Using P 1
2 ,0
(Kn = ℓ) =
(
2n−ℓ−1
n−1
)
2ℓ+1−2n, it follows that
(i) P
(n)
1
4 ,0
(k) := P 1
4 ,0
(Kn = k) can be expressed as
P
(n)
1
4 ,0
(k) = 2k+2−2n
n∑
ℓ=k
2−ℓ
(
2n− ℓ− 1
n− 1
)(
2ℓ− k − 1
ℓ− 1
)
, (A.9)
which further simplifies to
P
(n)
1
4 ,0
(k) = 22−2n
(
2n− k − 1
n− 1
)
3F2
(
k+1
2 ,
k
2 , k − n
k, 1 + k − 2n
; 2
)
. (A.10)
(ii) As a special case of Lemma A.3, set α = δ = 12 , for ℓ = k, . . . , n,
P
(n)
1
2 | 14
(ℓ|k) =
2k−ℓ
(
2ℓ− k − 1
ℓ− 1
)(
2n− ℓ− 1
n− 1
)
(
2n− k − 1
n− 1
)
3F2
(
k+1
2 ,
k
2 , k − n
k, 1 + k − 2n
; 2
) .
Remark A.1. The simplification in (A.10) was communicated to us by Jim
Pitman using Mathematica.
Appendix B: Conditional representations for Sαδ,θ
We now describe the key distributional results to obtain the description of the
EPPF in Theorem 6.1. Throughout, similar to [11], we set ταδ(·) := τα(τδ(·))
for independent generalized gamma subordinators (τα, τδ).
Lemma B.1. Consider Sαδ,θ under a PD(αδ, θ) distribution, with Kn number
of blocks of a partition of [n]. For each n ≥ 1, Sαδ,θ has an equivalent represen-
tation,
Y
(n−Knαδ)
αδ,θ+Knαδ
= Sα,θ+n ×
[
Y
( nα−Knδ)
δ, θα+Knδ
] 1
α
. (B.1)
Proof. An initial description of Sαδ,θ in terms of Y
(n−Knαδ)
αδ,θ+Knαδ
:= Sαδ,θ+n ×
β
− 1αδ
θ
αδ+Kn,
n
αδ−Kn
can be read from (2.32). Note that the first variable in the prod-
uct,
Sαδ,n+θ = Sα,n+θ × S
1
α
δ, θ+nα
=
τα(τδ(G θ+n
αδ
))(
τδ(G θ+n
αδ
)
) 1
α
τδ(G θ+nαδ )
G
1
δ
θ+n
αδ

1
α
,
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where equivalences and independence properties can be read from [81, Proposi-
tion 21]. Hence,
Y
(n−Knαδ)
αδ,θ+Knαδ
= Sα,θ+n ×
 Sδ, θ+nα
β
1/δ
θ
αδ+Kn,
n
αδ−Kn

1
α
. (B.2)
The result follows by noticing that the ratio with an exponent 1α in the last
expression equals Y
( nα−Knδ)
δ, θα+Knδ
by definition in (2.32).
Theorem B.1. Consider Sαδ,θ := Sα,θ × S
1
α
δ, θα
under a PD(αδ, θ) distribu-
tion. As in Lemma A.2, Kn := K
(2)(K
(1)
n ) denotes the number of blocks of a
PD(αδ, θ) partition of [n]. The random variable
Y
(
n−K(2)ℓ αδ
)
αδ,θ+K
(2)
ℓ αδ
=
Sα,θ+n
β
1
α
θ
α+ℓ,
n
α−ℓ
×
(
Sδ, θα
) 1
α
(B.3)
has the conditional distribution of Sαδ,θ|K(1)n = ℓ. Hence, the conditional density
is given by
P(Sαδ,θ ∈ dt|K(1)n = ℓ)/dt :=
ℓ∑
j=1
P
(ℓ)
δ, θα
(j)f
(n−jαδ)
αδ,θ+jαδ(t), (B.4)
which gives an alternative expression for the density of the random variable in
(6.15) for the case of ℓ = k, t = y and θ = 0.
Proof. Combining Lemma B.1 and Kn := K
(2)
(
K
(1)
n
)
yields
Sαδ,θ = Y
(
n−K(2)(K(1)n )αδ
)
αδ,θ+K(2)(K
(1)
n )αδ
.
Then, given K
(1)
n = ℓ, the right hand side becomes Y
(
n−K(2)
ℓ
αδ
)
αδ,θ+K
(2)
ℓ αδ
by writing
K(2)(ℓ) := K
(2)
ℓ , and is equivalent to the distribution of Sαδ,θ|K(1)n = ℓ. The
equality in (B.3) can be obtained by inserting the conditional statement {K(1)n =
ℓ} in the equation (B.2) in the proof of Lemma B.1. Consider the ratio with an
exponent 1α in (B.2) given by
Sδ, θ+nα
β
1
δ
θ
αδ+Kn,
n
αδ−Kn
=
Sδ, θα+Knδ
β θ
α+Knδ,
n
α−Knδ
=
Sδ, θα+Knδ
β θ
α+K
(1)
n ,
n
α−K
(1)
n
β θ
α+Knδ,K
(1)
n −Knδ
,
where the first equality is a special case of (2.12) and the last is just a beta iden-
tity using the fact that nα > K
(1)
n ≥ Kn. Replacing Kn := K(2)
(
K(1)(n)
)
from
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Lemma A.2 in the latter expression yields that the ratio under consideration
conditioning on K
(1)
n = ℓ equals β
−1
θ
α+ℓ,
n
α−ℓ
times
Sδ, θα+[K(2)(ℓ)]δ
β θ
α+[K
(2)(ℓ)]δ,ℓ−[K(2)(ℓ)]δ
= Y
(
ℓ−K(2)ℓ δ
)
δ, θα+K
(2)
ℓ δ
= Sδ, θα
,
where the first equality follows from (2.32), and the last equivalence is a special
case of (2.32) based on the fact that for any fixed integer ℓ, K
(2)
ℓ is the number
of blocks of a partition of [ℓ] = {1, . . . , ℓ} generated from PD(δ, θα). Combining
all these results justifies the right hand side of (B.3) to be the conditional dis-
tribution of Sαδ,θ|K(1)n = ℓ. What remains is to set K(2)ℓ = j so as to recognize
that Y
(n−jαδ)
αδ,θ+jαδ is equivalent to (2.31) with k = j and αδ in place of α, and thus
it has density f
(n−jαδ)
αδ,θ+jαδ. Otherwise one mixes over P
(ℓ)
δ, θα
(j) := Pδ, θα
(K
(2)
ℓ = j) as
indicated to get (B.4).
We conclude this subsection with some more distributional results about Sαδ,θ
following from Lemma B.1 and Theorem B.1.
Corollary B.1. Consider the same setting as in Lemma B.1.
(i) The random variable Y
( nα−Knδ)
δ, θα+Knδ
=
S
δ, θ+n
α
β
1
δ
θ
αδ
+Kn,
n
αδ
−Kn
in the representation (B.1)
of Sαδ,θ can be alternatively expressed as
Y
(nα−Knδ)
δ, θα+Knδ
=
Sδ, θα
β θ
α+K
(1)
n ,
n
α−K
(1)
n
d
=
Sδ, θα∏n
j=1 β θ+α+j−1
α ,
1−α
α
. (B.5)
(ii) The distribution of Sαδ,θ|Kn = k corresponds to the random variable
Sα,θ+n ×
[
Y
( nα−kδ)
δ, θα+kδ
] 1
α
, where
Y
( nα−kδ)
δ, θα+kδ
=
Sδ, θ+nα
β
1
δ
θ
αδ+k,
n
αδ−k
d
=
Sδ, θα
β θ
α+K
(1)
n|k
, nα−K
(1)
n|k
, (B.6)
and K
(1)
n|k has distribution P
(n)
α|αδ(ℓ|k).
Proof. In (B.5), the first equality follows from a similar proof to that of
Theorem B.1, while the second equality is due to the identity (2.37).
