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a b s t r a c t
Let G be a graph and F be a family of graphs. We say that G is F -saturated if G does not
contain a copy of any member of F , but for any pair of nonadjacent vertices x and y in
G, G + xy contains a copy of some H ∈ F . A great deal of study has been devoted to the
maximum and the minimum number of edges in an F -saturated graph. Little is known,
however, about F -saturated graphs of other sizes or, alternatively, about the F -saturated
subgraphs of an arbitrary graph G.
In this paper, we introduce the game of F -saturator on G as a means to study the
characteristics of all of the F -saturated subgraphs of G. Two players alternate, selecting
edges from G and considering the subgraph of G formed by all of the edges selected thusfar.
The first player to create a copy of H , for some H ∈ F , loses the game. Alternatively, the
first player to create an F -saturated subgraph of G wins the game. We consider the game
of F -saturator for various choices of F and G.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered here are simple, and for any undefined termswe refer the reader to [19]. Wewill let α(G) and β(G)
denote the maximum number of independent vertices and edges in G, respectively. For graphs G and H , G× H denotes the
cartesian product of G and H .
Let F = {H1, . . . ,Ht} be a family of graphs. A graph G is F -saturated if G does not contain any member of F , but for
any pair of nonadjacent vertices x and y in G, G + xy contains some member of F . The saturation number of F , sat(F , n),
is the minimum size of an F -saturated graph on n vertices. The extremal, or Turán number of F , ex(F , n), is the minimum
integer such that any graph with n vertices and ex(F , n) edges contains some member of F . Consequently, ex(n,F ) − 1
is the maximum size of an F -saturated graph. For convenience, if F = {H} then we will write H-saturated, sat(H, n), and
ex(H, n).
Erdős, Hajnal and Moon introduced the parameter sat(H, n) [7] and studied it for cliques. There are very few graphs for
which sat(H, n) is known exactly. In addition to cliques, sat(H, n) is known for stars, paths and matchings [12], tKp, Kp ∪ Kq
and generalized friendship graphs [8], books [3,16], C4 [15], C5 [4], and K2,3 [17]. Some progress has been made for arbitrary
cycles, and the current best known upper bound on sat(Ct , n) can be found in [9]. The best upper bound on sat(H, n) for an
arbitrary graphH appears in [12], and it remains an interesting problem to determine a non-trivial lower bound on sat(H, n).
The study of the parameters sat(F , n) and ex(F , n) can be naturally viewed as considering the F -saturated subgraphs
of Kn. Also of interest is the problem of determining the minimum and the maximum size of an F -saturated subgraph
of an arbitrary graph G. As G becomes more asymmetric, the study of these subgraphs may become more difficult. Some
examples include [6], in which Erdős proposes studying C4-saturated subgraphs of the hypercube and [2,5] which consider
H-saturated subgraphs of complete bipartite graphs for certain choices of H .
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In this paper, we are interested in examining all of the F -saturated subgraphs of a graph G, as opposed to only those
of maximum and minimum size. This is not a trivial task, as there may be a great variety to these subgraphs and for fixed
F and G, the class of F -saturated subgraphs of G may lack any clear or unifying structure. For instance, it is shown in [1]
that in addition to the complete bipartite graphs Ka,n−a, there exist K3-saturated graphs of order n and sizem for eachm in
{2n − 5, 2n − 4, . . . , (n − 1)2/4}. We introduce a combinatorial game, the game of F -saturator, as a means to enable our
investigation of the F -saturated subgraphs of an arbitrary graph G.
2. The game ofF -saturator
Let F be a family of graphs and let G be an arbitrary graph. The game of F -saturator on G begins with the vertices of G
and none of its edges. PlayersA andB take turns selecting edges from G, starting with PlayerA, and consider the subgraph
formed by the edges selected by all players. The first player to select an edge that results in a graph containing some H ∈ F
as a subgraph loses the game. Alternatively, the first player to create an F -saturated subgraph of G wins the game. For a
given game, we will refer to the final (F -saturated) graph created as the terminal subgraph of the game.
The game ofF -saturator is an avoidance game on a graph, as introduced in [11] and can also be considered as a one-color
positional game. Unlike the widely studied game of maker–breaker and other two-color games, the subgraph created by the
revealed edges belongs to both players, which leads to a number of interesting distinctions.
For givenF and G, we say thatF -saturator on G is Player A-optimal or a Player A game (respectively Player B-optimal or
Player B game) if there is a strategy that assures that PlayerA (resp. PlayerB) will win the game. At times, we will consider
games in progress. We will say that a subgraph G′ of G is Player A-optimal or is a Player A subgraph if there is a strategy
that assures PlayerA can win if presented with G′ at some point in the game. A Player B subgraph is defined analogously.
For the remainder of the paper, we make the assumption that no player will make a move that will result in their losing the
game, provided a non-losing move remains.
2.1. Initial observations
Let G and H be fixed graphs. The difficulty of determining winning strategies for H-saturator on G depends heavily on
how many copies of H are contained in G and, more importantly, how the copies intersect. To illustrate this, we consider
two specific situations in which determining a winning strategy is rather simple.
Suppose first that all of the copies ofH in G are edge-disjoint, and let nH denote the number of copies ofH in G. A terminal
subgraph in this gamewill consist of all edges of G except for a single edge from each copy ofH in G. Consequently, this game
is PlayerA-optimal if and only if |E(G)| − nH is odd. Under the assumption that no player will make a losing move if it can
be avoided, there is no formal strategy to be employed in this case.
Assume then that H 6∼= P3 is connected and any copy of H in G has at most one edge that lies in multiple copies of H .
For instance, consider the game of H-saturator on k ≥ 2 copies of H intersecting in a common edge f . A terminal subgraph
containing f will have e(H, k) = k(|E(H)| − 2) + 1 edges. If e(H, k) is odd, then Player A will select f on their first turn,
assuring a victory. If e(H, k) is even, then since H is not P3, PlayerB may select f on their first turn and assure a victory.
Extending this observation, suppose we were to play H saturator on G = G1 ∪ . . . ∪ Gt where each Gi is ki ≥ 1 copies of
H sharing a common edge fi. If
t∑
i=1




is odd, then PlayerA can assure that each fi is selected, forcing the terminal subgraph to have an odd number of edges, and
assuring their victory. Similarly, if (|E(H)| − 1)∑ ki is even, then PlayerB can force each fi to be in the terminal subgraph,
assuring their victory. In a similar manner, it is easy to determine a winning strategy for H-saturator on Gwhen any copy of
H in G has at most one edge that lies in multiple copies of H .
2.2. Pairing strategies
A pairing strategy in a positional game involves pairing off possible moves such that whenever your opponent takes one
element of a pair, you take the other. In this section, wewill discuss two situations that allow particular pairing strategies for
F -saturator on certain highly symmetric graphs.We start by presenting a straightforward result that serves to demonstrate
a PlayerB-optimal pairing strategy. Let Qd denote the d-dimensional hypercube.
Claim 2.1. For any j < d, the game of Qj-saturator in Qd is Player B-optimal.
Proof. For any vertex v in V (Qd) (considered as a d-element binary vector), we let v denote the bitwise complement of v.
Along these lines, if e = xy is an edge in Qd, then we will let e denote the edge xy.
Player B will employ the following simple strategy. Whenever Player A selects the edge e, Player B will respond by
selecting e. Note that e and e are always distinct and that e = e, and hence this strategy is well defined. Proceeding in
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this way, Player B can never be the first player to create a copy of Qj since if Q is a copy of Qj, in Qd, then so too must be
Q = {e | e ∈ E(Q )}. 
The strategy employed by PlayerB in Claim 2.1 motivates the following condition that enables similar PlayerB-optimal
pairing strategies.
Theorem 2.2. Let G be a graph, F be a family of graphs. If there exists an involution pi of E(G)with no fixed points such that for
each subgraph F ′ of G that is isomorphic to an element of F :
(a) the subgraph
pi(F ′) = {pi(e) | e ∈ E(F ′)}
is isomorphic to an element of F , and
(b) E(F ′) ∩ E(pi(F ′)) = ∅,
then the game of F -saturator on G is Player B-optimal.
Proof. Assume such an involution pi exists. Throughout the course of the game, if Player A takes an edge e ∈ E(G), then
PlayerB will respond by taking the edge pi(e). This is always possible as E(F ′) ∩ E(pi(F ′)) = ∅. If, by selecting pi(e), Player
B created a subgraph F ′ of G that was in F , then pi−1(F ′) = {pi−1(e) | e ∈ E(F ′)} would, by assumption, also be in F . The
strategy assures as well that pi−1(F ′)must already be in the subgraph under consideration prior to PlayerB selecting pi(e).
Hence PlayerAmust be the first player to create an element of F . 
For another example aside from Claim 2.1, consider the game of C4-saturator on the grid Pn× Pm where bothm and n are
odd. The involution pi is a rotation of the grid by 180◦ about the vertex that is the geometric center of the grid.
To demonstrate a similar, Player A-optimal pairing strategy, we consider the game of P3-saturator on Pn. As will be
discussed in the next section, this game has been completely solved in [10], but it serves as a useful example here. Suppose
n ≥ 4 is even, and let e1, . . . , en−1 be the edges of Pn in order. PlayerAwill begin by taking e n2 . This prohibits either player
from selecting either e n
2−1 or e n2+1 and reduces the game to P3-saturator on 2P n2−1 where PlayerB is the first player. From
this point on, PlayerA simply mirrors the moves made by Player B. That is, if PlayerB selects an edge in one copy of P n
2−1,
Player A will select the same edge in the other copy of P n
2−1. Employing this strategy, Player B must be the first player to
create a copy of P3. The following formalizes this strategy.
Theorem 2.3. Let G be a graph, and F be a family of graphs. If there exists an involution pi of E(G) with exactly one fixed point,
ê such that for each subgraph F ′ of G that is isomorphic to an element of F :
(a) the subgraph
pi(F ′) = {pi(e) | e ∈ E(F ′)}
is isomorphic to an element of F , and
(b) E(F ′) ∩ E(pi(F ′)) ⊆ {̂e}
then the game of F -saturator on G is Player A-optimal.
Proof. Assuming such an involution exists, Player A will begin by taking ê, the edge fixed by pi . For the rest of the game,
if Player B selects any other edge e in G, then PlayerA will respond by selecting pi(e). In this way, much as in the proof of
Theorem 2.2, the conditions on pi assure that PlayerA cannot be the first to create a copy of any F in F . 
As another example, consider the game of C4-saturator on the grid Pn × Pm where n is odd and m is even. If we denote
the vertices of Pn by {1, . . . , n} and the vertices of Pm by {1, . . . ,m} then the involution pi is a rotation of 180◦ about the
midpoint of the edge {( n+12 , m2 ), ( n+12 , m2 +1)}. This edge is fixed by pi and is hence the first edge selected by PlayerAwhen
employing the above strategy.
An interesting problem that arises from these examples is the problem of determining which player wins C4-saturator
on Pn × Pm when both m and n are even. It is not difficult to see that the pairing strategies in Theorems 2.2 and 2.3 are not
applicable in this case.
3. Paths
In this section, we consider some instances of Pt-saturator.
3.1. P3-saturator
The game of P3-saturator on G can be envisioned as a game centered around matchings of G, in that the first Player to
create a maximal matching of Gwill win the game.
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A graph G iswell edge covered if every maximal matching of G is also maximum. Therefore, if G is in the class of well edge
covered graphs, the winner of P3 saturator on Gwill be completely determined by the parity of β(G). For instance, PlayerA
will win P3-saturator on Kn if and only if b n2c is odd.
In the casewhere G is not well edge covered, the game of P3-saturator becomesmore complex to analyze. The casewhere
G is itself a path has been considered [10] in a different guise. The authors introduce the ‘‘edge-delete game’’ on a graph G.
In this game, players take turns removing edges from G, and the first player to isolate a vertex of G loses the game. If G is
a cycle, then the edge-deletion game and P3 saturator are identical on G. If G = Pn for some n ≥ 3, then the edge-delete
game on Pn+2 is identical to P3-saturator on Pn, under the assumption that neither player wouldmake a suboptimal move by
deleting a pendant edge, provided another legal move existed. We summarize their results here in the language developed
here.
Theorem 3.1 (Gallant, Gunther, Hartnell, Rall [10]). The game of P3-saturator is Player B-optimal on Pn if and only if n =
15, n = 35 or n ≡ 5, 9, 21, 25 or 29 (mod 34).
3.2. P4-saturator
When considering the game of P4-saturator, the following observation about the structure of P4-saturated graphs will be
useful.
Observation 1. If G is P4-saturated subgraph of Kn, then each component of G is either an isolated point, a triangle or a star.
Even given this simple characterization of P4-saturated graphs, we will see that analysis of P4-saturator on an arbitrary
graph G can be difficult.
3.3. P4-saturator on Km,n
We consider the game of P4-saturator on the complete bipartite graph Km,n. In particular, we show the following.
Theorem 3.2. Player A has a winning strategy for P4-saturator on Km,n if and only if both m and n are odd.
Proof. Since Km,n is triangle-free, any P4-saturated subgraph of Km,n, and therefore each subgraph created throughout the
game, will be a union of stars. We first consider the case where both m and n are odd. Each time Player A selects an edge,
their strategy will be to assure that each component in the resulting graph has odd size. We claim that this is a winning
strategy for PlayerA.
On the first turn, Player A selects an arbitrary edge from Km,n. In each subsequent turn, Player A will take one of two
actions, based on theprevious action of PlayerB. If PlayerB selects an edge that shares no endpointwith any edgepreviously
selected, then Player A will do the same, selecting another edge that has no endpoint in common with any other edge. If
PlayerB selects an edge that shares an endpoint v with an edge already selected, then v must be the center of a star. Player
A, in turn, will also select an edge in Km,n that is incident to v. This strategy will assure that each time Player A selects an
edge, the result will be a graph with every component being a star of odd size.
Since bothm and n are odd, this strategy also forces each of the subgraphs considered by PlayerB to have an even number
of isolated vertices from each partite set. Consequently, at some point, Player B will consider a subgraph of G in which all
of the isolated vertices lie in the same partite set. If we let X denote this partite set and Y denote the other partite set of Km,n
then there are two possible scenarios. First, if no star already constructed has a center in Y (where either vertex in a copy of
K2 can be considered a center) then any edge selected by PlayerB will result in a copy of P4. If there is at least one center in
Y , then the players will alternate connecting the isolated vertices in X to some center in Y . Since there were an even number
isolated vertices, eventually Player B will be unable to add an edge without creating a copy of P4. In either case, Player A
wins.
Assume then that m is even and let X and Y denote the partite sets of order m and n in Km,n, respectively. Player B’s
strategy is to choose edges that assure no star in the graph constructed thus far has its center in X . If Player A selects an
edge e that is independent from all of the previously selected edges, then PlayerB will select the edge between the endpoint
of e that lies in Y and any isolated vertex in X . If PlayerA selects an edge that is incident to a vertex v which is at the center
of a star, then, given PlayerB’s strategy, vmust lie in Y . PlayerB will then select any edge connecting v to an isolated vertex
in X . At any point of the game, the center of each star in the subgraph under consideration lies in Y (assuming we consider
both vertices in any K2 to be centers). This implies, given the strategy of Player B and the fact that |X | = m is even, Player
A will always consider a subgraph with an even number of isolated vertices in X . Since on PlayerA’s turn each center lies
in Y , they must reduce the number of isolated vertices in X by exactly one each time they select an edge. This means that
PlayerB will always be able to select an edge on their turn that does not result in a P4 andmaintains the strategy of denying
centers in X . 
3.4. {P4, K3}-saturator
Observation 1 suggests that it may be interesting to consider the game of P4-saturator in situations where triangles are
in some way prohibited. One option is to play P4-saturator on atriangle-free graph. The other option is to simply consider
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the game of {P4, K3}-saturator. We will briefly consider the latter scenario, as it turns out to be equivalent to an elementary
combinatorial game.
In thematch game the players are presented with a pile of nmatches and a fixed integer k is specified. Each turn, a player
may remove up to kmatches from the pile, andmust always remove at least onematch. The player who takes the last match
wins the game. The strategy of this game is relatively simple. A player is in a winning configuration if, at any point, they are
able to present their opponent with some (nonnegative) multiple of k + 1 matches. It follows that the second player will
win the match game if and only if n ≡ 0 (mod k+ 1).
When playing {P4, K3}-saturator on Kn, each of the subgraphs created must be a union of (possibly trivial) stars. Each
player may reduce the number of isolated vertices by one or two, with the exception of the first move, in which Player A
must reduce the number of isolated vertices by two. This is precisely the match game with a pile size n, k = 2, and the
added stipulation that the first player must take two matches on the first move of the game. This observation, along with
the strategy given above for the match game, yields the following result.
Theorem 3.3. Player A has a winning strategy for {P4, K3}-saturator on Kn if and only if n ≡ 2 (mod 3).
4. K1,3
As in the case of P4-saturated graphs, it is simple to describe the structure of the K1,3-saturated subgraphs of Kn. Despite
this fact, the game of K1,3-saturator on Kn takes some care to analyze.
Observation 2. If H is a K1,3 saturated subgraph of Kn then H is either a 2-factor, a union of disjoint cycles and an isolated point,
or a union of disjoint cycles and an isolated edge.
Theorem 4.1. For n ≥ 4, the game of K1,3-saturator is Player B-optimal on Kn if and only if n = 4 or n is odd and n 6= 7.
Proof. Wewill consider the game of K1,3-saturator on K4 through K12 separately and then prove the theorem for n ≥ 13 by
induction. One simple, but useful observation is that on the second turn of the game, Player B will either create a copy of
2K2 or P3.
When playing on K4 Player B will create 2K2 on their first move, allowing Player B to create a C4 on their next turn,
winning the game. On the other hand, when playing on K5, Player B could make either move on their first turn. This is
because the only possible terminal position in this game that had odd size is C5 and it is easy to see that PlayerB can force
either a C3 or a C4 with logical play.
On K6, if PlayerB creates 2K2 then playerAwill respond in turn by creating 3K2. This allows playerA to create C4∪K2 on
their third turn, assuring their victory. If PlayerB creates a P3, then PlayerA creates a P4 and, on their next turn can create
either a C4 and an edge or a C5 and an isolated vertex, again assuring a PlayerA victory.
Observe that if the subgraph under consideration contains a copy of Ck, then neither player will willingly add an edge
incident to a vertex on that Ck. Therefore, the game in progress is equivalent to an in-progress game of K1,3-saturator on
Kn−k, although the order of the players may be reversed depending on the number of edges in the graph.
When playing on K7, if PlayerB creates a P3, then PlayerAwill create a copy of C3. Then, by the above observation, Player
A is the second player in K1,3-saturator on K4 and can therefore win. If PlayerB creates 2K2 then PlayerAwill respond by
creating 3K2. However Player B moves next, creating either a P3 or a P4, Player A can force the terminal subgraph to be
C3 ∪ C4, assuring their victory.
On K8, if playerAwas permitted to form a C3 on their second turn, then they would be the second player on K5, assuring
their victory. PlayerB must therefore create 2K2 and PlayerAwill respond by creating P3 ∪ K2. Were PlayerB to select an
edge that resulted in C3 ∪ K2, then they would assume the role of the first player on K5, sealing their defeat.
This leaves Player B with four other options, namely creating one of P3 ∪ 2K2, 2P3, P4 ∪ K2 or P5. If player B were to
create a position containing P3 then playerA will respond by making that P3 into a K3. This makes them the second player
on K5 with two edges placed. As detailed above, the second player is able towin in this situation. Hence PlayerBmust create
either P4 ∪ K2 or P5. In either case, PlayerA will respond by creating a P6. It is then easy for PlayerA to force the terminal
position in the game to be either C7 ∪ K1 or C6 ∪ K2, assuring their victory.
OnK9 PlayerBwill create a P3 during the first turn. Creating a C3 or taking an independent edgewould result in a situation
equivalent to PlayerA being the second player on K6, thus Player Amust create a P4. PlayerB will now create a C4, making
PlayerB the second player on K5, which is PlayerB-optimal.
When considering the game on K10 regardless of Player B’s first move, Player A will create a P4 on their second turn.
Creating a C4 or taking an independent edge will cause PlayerB to become the second player on K6, so PlayerB must create
P5. PlayerA then creates a C5, reducing the game to K5-saturator on K5 with the standard player order. Hence this game is
PlayerA-optimal.
On K11, Player B will create a P3 during the first turn. On the subsequent turns, it is elementary to check that, in order
to avoid reductions to losing positions, the Players will elongate this path until PlayerA creates a copy of P6. Player B then
creates C6, making PlayerB the second player on K5 and implying the game is PlayerB-optimal.
When playing on K12, PlayerB will create 2K2, since if PlayerAwere permitted to create a C3 on their second turn, then
PlayerB would be the first player on K9, whichwould assure PlayerA the victory. After PlayerB has created this 2K2, Player
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Awill respond by creating a copy of P4. A quick analysis of the above cases shows that in order to avoid placing themselves
in a losing situation, the players will each continue elongating this path (as opposed to creating a cycle or selecting an
independent edge) until a P7 is produced. At this time, PlayerAwill create a C7, making them the second player on K5, and
assuring victory.
Having completed our base cases, suppose that t ≥ 13, the theorem holds for K1,3-saturator played on Kn for all n < t
and consider the game of K1,3-saturator on Kt .
If t is odd, then Player B will create P3 during the first turn. If Player A creates a C3 or takes an independent edge then
PlayerAwill become the second player on Kt−3. Since t−3 ≥ 10 is even, the induction hypothesis yields that K1,3-saturator
is Player A-optimal on Kt−3. Hence Player A must create a P4 on their second turn and Player B will, in turn, create a C4,
becoming the second player on Kt−4. Since t − 4 ≥ 9 is odd, this is PlayerB-optimal by the induction hypothesis.
Now suppose that t is even. Player B will create 2K2 since if Player A creates a C3 on their second turn, this will result
in them being the second player on Kt−3 which will assure their victory, per the induction hypothesis, as t − 3 > 11 is odd.
Player A will then create a P4. Creating either C4 or P4 ∪ K2 causes Player B to become the second player on Kt−4. Since
t − 4 > 8 and is even, K1,3-saturator on Kt−4 is Player A-optimal. Thus Player B must create P5 and Player A will then
create a C5 and become the second player on Kt−5, which is PlayerB-optimal since t − 5 > 7 and is odd. Hence Kn is Player
A-optimal for n 6= 4 and even. 
5. Odd cycles
If C = {C2t+1 | t ≥ 1}, then the first player to create a non-bipartite graph is the loser of C-saturator on G. The following
result considers C-saturator on the complete graph.
Theorem 5.1. The game of C-saturator in Kn for n ≥ 3 is a Player A game if and only if n ≡ 2 (mod 4).
Proof. We begin by noting that the terminal subgraph in this game must be a complete bipartite graph. If n is odd, any
complete bipartite graph Ka,n−a will have one partite set of even order, and as such will have an even number of edges. This
implies that PlayerB will always win C-saturator on Kn when n is odd, regardless of the actions taken by either player.
Suppose then that n is even and note that if at any point the subgraph created contains a matching of size n2 , then the








has an odd number of edges if and only if n ≡ 2 (mod 4), it
suffices to show that either player can force such a matching, should they choose to do so.
For the purposes of this proof, we will rename our players, since depending on n either player may wish to construct
a matching. We will call the player who wishes to construct a matching of size n2 the Matchmaker, and the other player
the Doomed. The strategy for the Matchmaker is relatively straightforward. They will always make a move that creates a
subgraph containing a matching of size k and exactly n− 2k isolated vertices.
Suppose that the Matchmaker presents the Doomed with a subgraph H of Kn containing a matching of size k < n2 and
exactly n − 2k isolated vertices. Note that since n is even, so too is n − 2k. The Doomed has three options (recall that the
Doomed will never make a move that ends the game, provided any other move exists). First, they may choose to connect
two of the isolated vertices. If this creates a matching of size n2 , we are done. If not, then there are n− 2k− 2 > 0 isolated
vertices remaining, and the Matchmaker will add an edge between any two of the remaining isolates, resulting in a graph
with a matching of size k+2 and n−2k−4 isolated vertices. Secondly, the Doomedmay add an edge between two vertices
having degree at least one in H . In this case, the Matchmaker will again add an edge between any two isolates, resulting in a
graph with a matching of size k+1 and n−2k−2 isolated vertices. Finally, the Doomedmay add an edge between a vertex
having degree at least one in H and some isolated vertex v. Since n− 2kwas even, there is at least one other isolated vertex
v′ in H , so the Matchmaker will respond by adding the edge v′v. Since v′ will have degree exactly one after adding v′v, it is
clear that no odd cycle is produced. This will again result in a graph with a matching of size k + 1 and n − 2k − 2 isolated
vertices.
Since theMatchmaker can always return theDoomed a subgraphwith this property, and theMatchmaker always reduces
the number of isolated vertices by at least one on their turn (provided any isolates exist), this process will eventually lead
to the Matchmaker creating a graph that contains a matching of size n2 . All that remains is to note that on their first turn, the
Matchmaker can always create a subgraph that adheres to the strategy given above, regardless of whether or not they are
the first player. 
6. Matchings
In this section we consider games in which the graph we wish to avoid is a matching of size k.
We begin by observing that the game of kK2-saturator played on Pn or Cn is PlayerB-optimal. This is because it is always
possible for Player B to select an edge such that each component of the subgraph under consideration is an even path. By
making such a move, PlayerB will never increase the size of a maximummatching. Along the same lines, following a move
by Player B, Player A will create a graph with one more edge and exactly one path of odd length. This must increase the
size of a maximummatching, and hence will eventually force PlayerA to create a matching of size k.
M. Ferrara et al. / Discrete Applied Mathematics 158 (2010) 189–197 195
When we play kK2 on Kn the game becomes more complicated to analyze. Using slightly different terminology than that
employed here, Mader [14] utilized Tutte’s 1-factor Theorem [18] to completely describe the structure of tK2-saturated
subgraphs of Kn. While this characterization is both useful and interesting, it does not seem to facilitate a clear strategy for
either player in the game of tK2-saturator on Kn. For the case t = 3 we obtain the following result.
Theorem 6.1. For n ≥ 6 the game of 3K2-saturator on Kn is Player B-optimal.
Proof. Note that the subgraphs 2K3 and K5 are both 3K2-saturated and have an even number of edges, so they are both
PlayerB-optimal. Note as well that if K3∪K2 is the subgraph under consideration, then one of these two subgraphs must be
the terminal position, and is therefore also PlayerB-optimal. Additionally, if the subgraph under considerationwere to ever
contain a C5, then this would force the terminal position to be K5, and therefore any such graph is also a PlayerB subgraph.
We propose that PlayerB should create a P3 on their first turn, and consider the possible responses by PlayerA.
Since PlayerA cannot allow PlayerB to create a copy of K3∪K2, theymust extend this P3 to a P4 which PlayerB will then
use to create a C4. At this point each player may only select edges incident to at least one vertex on this C4. If Player A selects
an edge with one vertex off of the cycle, then PlayerB will respond by creating a subgraph that contains a C5, assuring their
victory. Alternatively, if Player A creates K4 − e, then Player B will create a K4, allowing them to create a subgraph that
contains C5 on their next turn. In either case, we see that this game is PlayerB-optimal. 
6.1. tK2-saturator in Kn,n
In this section, we study the game of tK2-saturator in the complete bipartite graph Kn,n. Let α1(G) denote the vertex-
covering number ofG- theminimumnumber of vertices needed to cover all of the edges inG. The following classical theorem
of König [13] will play a role in our analysis.
Theorem 6.2. If G is a bipartite graph, then the size of a maximum matching in G is α1(G).
When playing tK2-saturator on G = Kn,n, the terminal subgraph H will be a maximal tK2-saturated subgraph of G. Using
Theorem 6.2, we can easily describe such subgraphs.
Let H be a tK2-saturated subgraph of Kn,n and let X and Y denote the partite sets of this graph. Clearly H must contain a
matchingM of size t − 1 so that U , a minimum vertex cover of H , must have t − 1 elements. Let UX = U ∩ X , UY = U ∩ Y .
Since H is tK2-saturated, it must be the case that if ux is in UX and y is in Y , then uxy is an edge of H . If not, then the edges
of H + uxy are still covered by U , implying that H + uxy contains no matching of size t . Similarly if uy is in UY and x is in X ,
then uyx is in H . Additionally, since each edge in H is covered by U , there are clearly no edges from X − UX to Y − UY .
These assertions allow us to determine exactly the number of edges in H . Specifically, if we let x = |UX | and y = |UY |,
then
|E(H)| = xn+ yn− xy = (t − 1)n− xy.
Note that if t − 1 is odd, then (t − 1)n− xy has the same parity as n. This yields the following result.
Theorem 6.3. If t ≥ 1 is an even integer, then the game of tK2-saturator on Kn,n is a Player B-optimal game if and only if n is
even.
6.2. 3K2-saturator in {C3, C5}-free graphs
In light of Theorem 6.3, we now turn our attention to the game of tK2 saturator on Kn,n when t is odd. Specifically, we
show the following
Theorem 6.4. If G is a regular {C3, C5}-free graph of order at least six, then 3K2-saturator is Player B-optimal on G.
Theorem 6.5. If m ≥ n ≥ 3, then the game of 3K2-saturator on Km,n is Player B-optimal.
More generally, we analyze the game of 3K2-saturator in a superclass of bipartite graphs with large enough minimum
degree. For the remainder of this section, let G be a graph with δ(G) ≥ 3 containing neither C3 nor C5 as a subgraph. Note
that as we play 3K2-saturator on G, each subgraph produced must be bipartite, as G contains no odd cycle of length three or
five and an odd cycle of length seven or greater must contain 3K2 as a subgraph.
This allows us to apply Theorem 6.2 and furthermore implies that the edge set of any terminal subgraph G′ can be
decomposed into two stars S1 and S2, having centers v1 and v2, respectively. Additionally, each edge incident to v1 or v2
in G must be in G′. We can therefore analyze the game based on the parities of d(v1) and d(v2). For convenience, we will
refer to a vertex v in G as even (odd) if dG(v) is even (odd). Thus we can unambiguously refer to the parity of v throughout
our discussion.
In particular, if v1 and v2 are nonadjacent in G (and therefore in G′) then G′ is a Player B subgraph if and only if v1 and
v2 have the same parity. Similarly, if v1 and v2 are adjacent in G, then G′ is a PlayerA subgraph if and only if v1 and v2 have
the same parity.
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This suggests a method for analyzing 3K2-saturator on G. If a player is presented with a subgraph H that either forces
or allows them to force the two vertices that will be in the vertex cover of the terminal subgraph, then depending on the
parities of these vertices, we will be able to determine if H is Player A- or Player B-optimal. The following lemmas, given
without proof, demonstrate this concept and will be useful for further analysis.
Lemma 6.6. Let H be a subgraph of G that does not contain 3K2. If P = v1v2v3v4v5 is a P5 in H, then H is Player A-optimal if
and only if v2 and v4 do not have the same parity.
Lemma 6.7. If C = v1v2v3v4 is a C4 in G, then C is Player A-optimal if, and only if either v1 and v3 or v2 and v4 have different
parities.
The above lemmas indicate that our analysis will depend on the parity of vertices in vertex covers of the subgraphs
constructed at each stage. As such, we will call an edge xy even (odd) if x and y are both even (odd) and we will call xy
mixed if x and y have different parity. We begin with a sufficient condition for a subgraph H isomorphic to K2 to be Player
A-optimal. For convenience if two edges e and e′ in G do not lie on a common P4, we will say that e and e′ are remote, or that
e is remote from e′.
Lemma 6.8. Let H be a subgraph of G with exactly one edge, e. If there exists and edge e′ remote from e such that e and e′ have
the same type, then H is Player B-optimal.
Proof. When presented with any such H , PlayerB will proceed by selecting e′. We then consider the type of e to determine
the outcome of the game.
Suppose e is either even or odd. This implies that the vertex cover of the terminal subgraph in this game will consist of
exactly one end-vertex of e and exactly one end-vertex of e′. Since the assumption that e and e′ implies that these vertices
are nonadjacent and they must have the same parity, PlayerB will be the winner.
Therefore, assume that e is a mixed edge. PlayerAmust then select an edge uv where v is an end-vertex of either e or e′.
Suppose that v is in e. PlayerB will then select any edge incident to the vertex in e′ having the same parity as v. This again
implies that the vertex cover of the terminal subgraph will consist of nonadjacent vertices with the same parity. Again, this
implies that PlayerB will win the game. 
Next, we consider the possibility that PlayerA begins the game by selecting an edge e such that there is no edge e′ remote
from e having the same type. Our analysis will proceed by considering possible choices made by PlayerB. Suppose first that
Player B selects an edge e′ remote from e. By assumption, e′ and e do not have the same type. If e is an even edge, then at
least one end-vertex v of e′ is odd, and PlayerAwill respond by selecting an edge incident to v. Similarly, if e is odd, then at
least one end-vertex v of e′ is even, and PlayerA will respond by selecting an edge incident to v. In either case, the vertex
cover of the terminal subgraph of this game will consist of two nonadjacent vertices of opposite parity, implying that Player
Awill triumph.
Assume then that e is mixed, so that e′ will either be even or odd. If e′ is even, then PlayerAwill select an edge incident
to the odd vertex in e. Along the same lines, if e′ is odd, PlayerAwill select an edge incident to the even vertex in e. In either
case, this again implies that the terminal subgraphwill have a vertex coverwith two nonadjacent vertices of opposite parity,
implying that PlayerAwill be the winner.
Consequently, if PlayerA selects an edge e = xywith no remote edge of the same type, then PlayerB must respond by
selecting an edge that either lies on a P3 or a P4 with e. The following lemma considers the case in which PlayerB selects an
edge e′ = zw that is disjoint from e.
Lemma 6.9. Let e = v1v2 and e′ = v3v4 be edges in G such that v1v2v3v4, are the vertices of P ∼= P4 in G. Then the subgraph
H of G consisting only of e and e′ is Player B-optimal if and only if, up to the reversal of P, v2 and v4 have the same parity and
either
(1) v1 and v3 have the same parity, or
(2) v1 and v4 have the same parity, v2 and v3 have different parities and v1v4 is not an edge in G.
Proof. The assumptions that G is triangle-free and δ(G) ≥ 3 imply that each of the vertices in S = {v1, v2, v3, v4} have at
least one neighbor outside of S. Note also that since v1v2v3v4 is a P4 in G, neither v1v3 nor v2v4 is an edge in G.
Suppose that v1 and v3 have the same parity and that v2 and v4 do as well. If PlayerA selects an edge from vi to NG−S(vi),
then Player B will respond by selecting an edge from vi+2 to NG−S(vi+2) where we let v3+2 = v1 and v4+2 = v2. This forces
{vi, vi+2} to be the vertex cover in the terminal subgraph of this game. Since these vertices are nonadjacent and have the
same parity, this is a Player B-optimal subgraph. If Player A were to select an edge lying entirely within S, then he must
select either v2v3 or, if it exists, v1v4. In either case, PlayerB can select an edge that results in a P5 that is PlayerB-optimal
by Lemma 6.6.
Consider then the case where v1 and v3 do not have the same parity. If, additionally, v2 and v4 do not have the same
parity, then Player A will proceed by selecting the edge v2v3. Then Player B will either select the edge v1v4 (if it exists),
creating a C4 that is PlayerA-optimal by Lemma 6.7, or PlayerB will select an edge suwhere s is in S and u is not. If s = v1
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or s = v4, this creates a PlayerA-optimal P5. Suppose then s = v2. Then PlayerAwill select an edge of the form v4u′, where
u′ is not in S, resulting in a subgraph containing the Player B-optimal path v1v2v3v4u′. The case where s = v3 is handled
similarly.
Suppose that exactly one of the pairs v1, v3 or v2, v4 have the same parity. Note that the two cases are the same up to the
reversal of the path v1v2v3v4. Therefore, we will assume that v2 and v4 have the same parity, while v1 and v3 do not. If v2
and v4 have the same parity as v3, then PlayerAwill select an edge v3xwhere x is in G−S. This implies that the vertex cover
in the terminal subgraph will consist of v3 and one of v1 and v2. In either case, this is a PlayerA-optimal configuration.
Finally, we assume then that v2 and v4 have the same parity as v1. If v1v4 is an edge in G, then Player A will select an
edge v1x, where x is in G− S. This implies that the vertex cover in the terminal subgraph will consist of v1 and one of v3 and
v4. In either case, this is a PlayerA-optimal configuration.
If v1v4 is not an edge in G, then PlayerA can only win if the covering set in the terminal subgraph is {v1, v3}. However,
if Player A selects an edge of the form v1x, then x must lie in G − S. Player B can then select an edge from v4 to G − S,
assuring that v1 and v4 will be the covering set in the terminal subgraph, which is Player B-optimal. If PlayerA selects an
edge incident with v3, then Player B will respond by selecting an edge from v2 to G − S, implying that v2 would be in the
covering set of the terminal subgraph and, therefore, that PlayerB will win the game. 
Theorem 6.5 is an immediate consequences of Lemmas 6.8 and 6.9. Theorem 6.4 follows from the lemmas and a simple
analysis in the case where G is 1− or 2−regular. While extending the approach utilized above is feasible, it rapidly becomes
tedious, and is certainly not practical for larger matchings. It remains an interesting and challenging problem to study the
game of tK2 saturator on Gwhen t is odd and G has odd girth at least 2t + 1.
7. Conclusion
A number of open problems and questions remain about many different instances of F -saturator. One example, as
demonstrated throughout this paper, are those choices of F for which we can completely describe the structure of an F -
saturated graph. Despite this, analysis ofF -saturator remains complex for certain choices of G, and is an interesting avenue
for inquiry. One may wish to consider adding additional aspects to the game, such as turn-limited games or non-partizan
play, in which the players may select different numbers of edges on their turns.
As mentioned in the introduction, our larger goal is to study the F -saturated subgraphs of G, for any choice of F and G.
This remains a challenging and rich problem in general, and F -saturator is just one of many feasible approaches.
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