Local CBF (LCBF) can be quantitated from positron computed tomographic (PCT) data and physio logically based mathematical models by several general methods. Those using a dynamic sequence of PCT scans allow the simultaneous estimation of both LCBF and p, the indicator's tissue-blood partition coefficient. This ar ticle presents a comparison of three rapid estimation techniques for use with inert ditTusible radioindicators and serial PCT, each of which is based on the original Kety modeL One method, developed in our laboratory, involves minimizing the mean squared discrepancy be tween measured data and model predictions, whereas the puted tomography.
The measurement of CBF is important in the as sessment of cerebral function. The combination of positron computed tomography (PCT) and physio logically based mathematical models permits the noninvasive quantitation of local CBF (LCBF) on a pixel-by-pixel basis, thereby providing functional images of cerebral perfusion. Several general methods for determining blood flow exist, many of which involve the administration of an inert diffu sible gaseous or liquid radioindicator. Such methods are based on the original work of Kety (1951,1960a,b) . The general Kety method has been extended to PCT through steady-state (Subra manyam et aI., 1978; Frackowiack et aI., 1980) , in vivo autoradiographic (Ginsberg et aI., 1982; Her scovitch et aI., 1983) , and dynamic (Yamamoto et aI., 1977; Holden et aI., 1981; Huang et aI., 1983; Alpert ct aI., 1984) protocols. Steady state and in other two methods, recently reported in the literature.
are weighted integration techniques that involve multi plying the measured data by time-dependent weighting functions. Simulation studies of noise propagation and other sources of error were performed under a variety of simulated conditions. Functional images of LCBF and p were calculated using each method for both phantom and human subject data. Errors can differ by as much as a factor of 2-3 between methods, with each having its own unique advantages and disadvantages. Key Words: Local cerebral blood flow-Parameter estimation-Positron computed tomography-Tracer kinetic modeling, vivo autoradiography are single scan techniques that require assumed fixed values of the indicator's tissue-blood partition coefficient (p) to estimate LCBF. Sequential scan techniques, however, allow for the simultaneous determination of both LCBF and p, and also permit local variations in p. For any indicator having significant local p variations, both steady-state and in vivo auto radiographic tech niques become difficult to implement on a pixel-by pixel basis, as the estimation of flow requires an assumed p value for each region examined.
Fitting of the two parameters in the Kety model is conventionally accomplished by nonlinear least squares analysis, This approach requires consider able computation time and, therefore, is also im practical on the pixel-by-pixel basis required for functional images. This article examines three al ternative rapid parameter estimation schemes for use with dynamic PCT data, The first method, de veloped in our laboratory, is a modified least squares search scheme that performs a series of linear least-squares calculations instead of a single iterative nonlinear calculation, This method offers least-squares optimization, yet requires far less time to perform than the standard nonlinear ap proach. Two recently reported methods (Huang et aI., 1982; Alpert et aI. , 1984) based on integrals of time-weighted data are examined for comparison. The accuracy of the estimated functional image pa rameters depends on (a) the magnitude of the errors in the measured data, (b) the validity of the math ematical model (how closely it describes the true physiological behavior of the indicator), and (c) the error sensitivity of the mathematical techniques used to estimate the parameters of the model. Ex amination of this third source of error for dynamic peT studies is the subject of this report.
We first review the Kety flow model for inert dif fusible substances, discuss its modifications for use with PCT, and describe the three different estima tion schemes. A description of simulation studies is given, and results show the precision and biases of each method. We then present the analysis of phantom and human subject data. Finally, we dis cuss the relative performances and individual ad vantages and shortcomings of the methods.
THEORY

Kety blood flow model
The kinetics of inert diffusible radioindicators can be described by a first-order differential equation equivalent to that of Kety (l960a, b) modified to in clude radioactive decay:
where C and Ca are the radioindicator concentra tions in cerebral tissue and arterial blood, respec tively, f is the flow/volume, p is the indicator's tissue-blood partition coefficient, and}.. is the ra dioactive decay constant of the radionuclide. The solution of Eq. 1 for C(O) = 0 is
where * is the symbol for mathematical convolution and k = }.. + (fIp). If both C and Ca are corrected for radioactive decay, the solution to Eq. 1 retains the same form, but with k equaling f/p.
The validity of the Kety equation, and hence the accuracy of the estimated parameters, is dependent upon a number of assumptions. First, the indicator must be chemically inert. Second, the indicator must be freely and rapidly diffusible; that is, it must be totally extracted in a single capillary transit. Ex change between tissue and blood is assumed to be so rapid compared with the capillary transit time that tissue and venous outflow concentrations are always in equilibrium. Third, blood flow must re main constant during the entire procedure. Fourth, the tissue within each region must be homogeneous with respect to flow, k . and partition coefficient. The validity of the first two assumptions is depen dent upon the radioindicator used. Errors due to failure of these assumptions have been reported previously (Kety, 1951; Eichling et aI. , 1974; To mita and Gotoh, 1981) and will not be discussed here. The validity of the homogeneity assumption is pri marily dependent upon the resolution of the posi tron scanner. We will consider only errors arising owing to failure of this last assumption.
In dynamic PCT applications, estimates of f, p, and k are made, pixel by pixel, from serial mea surements of indicator concentrations in tissue and arterial blood. The arterial time course is most often measured as a series of instantaneous values and usually interpolated onto a time grid of no more than a few seconds per point. Actual tissue concen trations acquired with the positron tomograph are not measured as instantaneous values, but as inte grals over the duration of a single scan. Thus, for a dynamic sequence of scans, Eq. 2 becomes (3) where T is the single scan duration, I is an integer ranging from 1 to the total number of scans, and the subscript i refers to an individual pixel of the image. Given an input function Ca(tL every pixel sequence CJI) can be described uniquely by the parameters fi and kj•
Description of parameter estimation techniques
The first estimation method is our modification of conventional nonlinear least-squares fitting, which results in a rapid linearized least-squares search technique. Conventionally, the measured data Cj(I) are fitted to give fi and kj (hence also p ) using a nonlinear least-squares algorithm (Bev ington, 1969) . However, the time required is pro hibitive, and a faster method is necessary. The basis of our modified method is the linear dependence of the measured data on the parameter f, and the as sumption that the total squared discrepancy be tween data and model (X 2 ) has a smooth dependence on the parameter k. with a single minimum within the range of physiologically meaningful k values. This assumption has been well validated by both simulated and actual data. Parameter optimization can then be performed as a search over the non linear parameter k and a conventional linear least squares optimization of f First, model estimates X(I,k) are calculated and stored using numerical convolutions of the mea sured input function Ca(t) with e -k t :
fi T X(I,k) = Ca(t) * ekt dt (/ -I )T To minimize X 2 , the algorithm searches for the (k,f op t) pair with the maximum value of j� P t L I X(/,k) Y(l)/fJ(J) 2 . Considerable time is saved by per forming the search in three stages, with progres sively finer grid step sizes for k. In our dynamic CBF studies using 12 I-min scans, a 3-s convolution time grid, and 128 k values ranging from 0.01 to 1.28 min -1, the fitting can be carried out for each pixel of a 100 x 100 functional image in <2 min on our PDP 11160 minicomputer with floating point processor.
The other two methods are in the literature and will be only briefly summarized here. Both are weighted integration techniques that mUltiply mea sured data by two time-dependent weighting func tions, wl(t) and 1I' 2 (t). One method, developed by Huang et al. (1982) and later optimized by Carson et al. (1983) , consists of multiplying Eq. I by wl(t) and It' 2 (t) and integrating over the entire scan du ration, yielding the matrix equation (7) where T is now the total scan duration. The values of f, k, and p are calculated by matrix inversion. If the product of each of the weighting functions with the tissue concentration is not zero at t = 0 and t = T, then additional terms must be included in the solution (Huang et aI., 1982) . The other method, developed by Alpert et al. (1984) , involves multi plying Eq. 2 by w 1 (t) and w 2 (t) and integrating over the entire scan duration, yielding i T
where T is again the total scan duration. The flow terms cancel and k is obtained by matching the value of the left side of Eq. 8 to the closest value from a "lookup table" calculated from the right side, where k is again varied over the physiological range of interest. Once k is determined, f and p can be calculated directly.
In the original formulation of the matrix inversion method (Huang et aI., 1982) , weighting functions of wl(t) = 1 and wit) = e + O.341 1 were used. Since these functions are not zero at t = 0 and t = T, the and
where all time integrations are from t = 0 to t = T and C(n is the non-decay-corrected tissue concen tration at time T. The lookup table method, in its original formulation (Alpert et aI., 1984) , used the functions wl(t) = 1 and w2(t) = t. However, both methods can use any pair of continuous functions. Optimization of these weighting functions for the matrix inversion method is described by Carson et al. (1983) and could be adapted to the lookup table method. Both methods have the advantage that in dividual tissue concentration images do not have to be reconstructed; only one reconstruction for each set of weighted data is necessary. Thus, the data can be weighted as they are measured, and the ef fective temporal resolution of the tissue concentra tion data becomes the time required to measure a single projection ray, not the time required for a full scan. The least-squares search method requires that each individual scan be reconstructed, and thus the effective temporal resolution is the time of a single scan. The effects of this will be discussed below.
METHODS
Computer simulation studies were designed to evaluate the performance of the three estimation techniques. Pa rameter biases and standard deviations caused by statis tical uncertainties of PCT data were examined for a va riety of conditions by varying total scan duration, indi cator half-life and administration protocol (arterial input shape), flow rate, and temporal resolution of the PCT data. Parameter biases due to timing uncertainties be tween measured and actual cerebral arterial input curves and biases due to tissue inhomogeneities were also ex amined. Images of LCBF, k, and p were calculated using each estimation technique for both phantom and human data acquired with an Ortec ECAT-II scanner (Phelps et aI., 1978) .
Sensitivity to statistical noise in the tissue concentra tion data was analyzed using simulated noisy data. Con volutions were performed on a 3-s grid, and scan values were obtained by appropriate summing. The k grid for both the least-squares search and weighted lookup table methods corresponded to either 128 or 1,024 discrete values covering a range from 0.01 to 1.28 min -I. PCT scanning was assumed to start upon administration of the radioindicator, although this is not a requirement for any of the methods. Unless otherwise stated, I-min integrals of the tissue concentration were used for all calculations with the least-squares search technique and 3-s integrals were used for both weighted integration methods. In the actual application of either weighted integration tech nique, raw data values are weighted prior to reconstruc-tion. For simplicity, we first calculated reconstructed values of C(t) and then weighted the data. The two are completely equivalent since temporal weighting and image reconstruction steps commute (Tsui and Budinger, 1978) . Furthermore, for simulating statistical uncertainty in the PCT measurements, adding noise to 3-s integrals of C(t) before weighting is equivalent to adding the ap propriate noise to the raw projection data before recon struction and weighting.
Pseudo-gaussian noise was added to each individual scan value according to the empirical relation of Budinger et al. (1978) . Tar get-to-background contrast, relative area of target and background regions, scanner resolution, and total number of coincidence events were all accounted for. The resolution and sensitivity of an ECAT-II scanner were assumed. Since brain radioactivity is dependent on flow, the peak count rates for high-and low-flow cases were not scaled to the same value. Rather, a constant administered radioactivity was assumed for each type of administration, and peak count rates were allowed to vary according to the model predictions. Administered radioactivities for the three PCT protocols were scaled to give the same total counts (2.5 x 106) in 12 min, corre sponding to �50-60 mCi of H,ISO and 25-30 mCi of CH,18F. Although the radioactivit -y required for an arterial bolus would be only a small fraction of these amounts, this administration protocol was examined only to test dependence on input function shape, not as a plausible alternative to conventional administrations. As scan du ration was varied, total detected counts were varied, but counts acquired during any time interval were held con stant, as would be the case in an actual scan. Each re ported mean value and percentage root mean squared error, including bias, was calculated from 1,000 indi vidual sets of noisy data.
In applying the matrix inversion method, Eqs. 9 and 10 were used for calculating LCBF and partition coeffi cient. The additional term C(l) is the non-decay-cor rected tissue concentration at the end of the scanning period. Huang et al. (1983) Errors caused by timing uncertainties between the measured and true arterial brain time courses were also 1985 examined. The measured arterial time course was shifted ± 3 relative to the true arterial brain input. Model esti mates from the shifted arterial time course were calcu lated, and the tissue data were then fitted using these shifted model estimates.
Errors caused by tissue mixing were studied by using the model equations to calculate noisefree tissue concen trations for homogeneous regions. Tissue residue curves for heterogeneous regions were simulated by simple weighted sums of homogeneous region data. The mixed tissue data were then fitted using the homogeneous region assumption in the same manner as before.
Plow, k, and p were estimated from actual PCT scan data using each method. Both human subject and phantom data were analyzed. The human subject data were from fluoromethane (CH118F) blood flow studies (Koeppe et aI., 1984) . The half-life of 18F is 109.8 min. and therefore, the difference between decay-and non decay-corrected data is very small during the short scan ning period. Thus, for the matrix inversion method, decay-corrected data with weighting functions of H'IU) = 1.0 and wit) = e -" (not e HI ) were used instead. There is nothing fundamental in the matrix inversion method that requires the value of" to be determined by the decay constant of the radioindicator. Therefore. " was still set equal to 0.341, the decay constant (in min -I ) for 150. Weighting functions of II'IU) = I and lI'e(t) = t were used for the lookup table method. Tw elve I-min scans were used for evaluation of the parameters. Since the data were not weighted on-line, the temporal resolution of the weighting functions was not O.OS min. but 1 min. the du ration of a single scan. As discussed later. this causes increased uncertainties in the weighted integration methods that could be avoided by on-line weighting.
Phantom studies were performed using a brain slice phantom, similar to that described by Hoffman et al. (1983) . filled with an aqueous IJN solution. Because all the radioactivity is in the field of view at the start of the scan, the input function for this study can be assumed to be an ideal impulse. Since there is no actual flow in the phantom, the apparent clearance rate constant k is due entirely to decay of UN. A sequence of 2.S-min scans was acquired but analyzed as if they were 0.2S-min scans.
providing an apparent k value of 0.694 min -I. Each pixel has the same decay rate, and therefore the functional image of k should be constant over the entire phantom.
The absolute flow and partition coefficient values are ar bitrary owing to the nature of the phantom. and therefore.
only the ratio of flow and partition coefficient is mean ingful. The matrix inversion and lookup table methods were performed in the same manner as for the human CH318p studies, using identical weighting functions. but on a 0.2S-min time grid.
RESULTS
Figures 1 and 2 show percentage root mean squared errors caused by statistical uncertainty in
Cj(I) for each parameter estimation scheme. The matrix inversion method with exponential weighting [w 1 (t) = 1.0 and �i' 2 (t) = e+o.34 1 1 1 and the lookup table method with t weighting [H' I (t) = 1.0 and wit) = t] were performed as described above.
The lookup table method with exponential weighting was performed using the calculation Figure 1 gives per centage root mean squared error in flow, k, and p for flows ranging from 5 to 100 ml 100 g -I min -I, a tissue-blood partition coefficient of 1.0 ml g-I, and a total scan duration of 10 min. Errors are strongly dependent on the estimation technique used. The linearized least-squares search technique gives the best results with percentage root mean squared errors in flow of 4-9% over the physiolog ical range of flow values, whereas the matrix in version technique with exponential weighting has errors of 10-16%. Errors in the values of the par tition coefficient and clearance rate constant k vary considerably with flow. At low values of flow, both parameters have root mean squared errors of >20% for all methods. The linearized least-squares search scheme gives the best results for both p and k. Figure 2 gives percentage root mean squared error in flow at flow values of 70 and 20 ml 100 g -I min-I for scan durations ranging from 3 to 20 min. Errors from the least-squares search method are relatively unaffected by scan duration at high flows, with er rors in the neighborhood of 4.5%, but are more de pendent at low flows, with errors increasing to 10% as scan duration is decreased from 20 to 3 min. The lookup table method with t weighting shows slight increases in error with increasing scan duration at high flows, whereas exponential weighting with ei ther weighted integration technique shows dramatic increases in error as scan duration exceeds 8-10 min.
The effect of the administration protocol and ra dioindicator half-life on percentage root mean squared error varies among the estimation tech niques. Ta ble 1 gives percentage root mean squared errors for input functions and tissue residue curves simulating three administration protocols: (a) an ar terial bolus injection of an ISO-labeled radioindi cat or, such as NoISO; (b) an intravenous injection of Ho 1 50; and (c) a 2-min rebreathing of a longer lived inert gas such as CH 3 1 8 F. The scan duration is 10 min in all cases. The least-squares search scheme is relatively insensitive to PCT protocol, providing the best overall stability against noise. The lookup table method with t weighting is nearly as good,
whereas error sensitivity using exponential weighting, particularly with the matrix inversion method, is strongly dependent upon the protocol. As the input function becomes less bolus-like or as the radioindicator half-life increases, error in flow increases when using the matrix inversion method with weights of 1 and e + O.34 1 1. LEAST  SQUARES SEARCH   LOOKUP  TABLE  (T WEIGHT)   LOOKUP  TABLE  (EXP  WEIGHT) - Biases in flow due to tissue inhomogeneities are shown in Ta bles 3 and 4. Calculations assume the mixing of two homogeneous components repre senting gray and white matter, each with p equal to 1.0. Ta ble 3 shows gray matter component flows of 40, 60, and 80 ml 100 g-I min -I combined with white matter component flows of 10 and 20 ml 100 g-l min -I for volume fractions varying from 10 to 90% gray matter. Errors are calculated for a scan duration of 12 min and an H 2 150 protocol. Ta ble 4 shows errors calculated for scan durations of 4 and 12 min for both H 2 150 and CH318p input functions. The gray and white component flows are 80 and 20 ml 100 g -1 min -I, respectively. Underestimations of flow occur in almost all conditions tested. Por each estimation technique, (a) error increases as the ratio of gray to white matter flow increases, (b) error increases as scan duration increases, and (c) maximum error occurs when gray matter fractions of 30-40% are encountered. The shape of the input function and the half-life of the radioindicator are seen to affect the sensitivity to tissue heterogenei-ties far more for the matrix inversion technique than for the other methods. When used for the H2150 procedure it was designed for, matrix inversion yields the smallest errors of any of the methods (typically < 10%), but when used for the rebreathing CH318p procedure, underestimations can exceed 30%.
Ta ble 2 shows effects of the temporal resolution
Preliminary data of CH318p studies on human subjects analyzed by each of the techniques indi cate that all three methods give very similar results. A quantitative comparison of the functional images (LCBP, partition coefficient, and k) is difficult since the true values of the parameters are not known. Regional standard deviations were similar for all techniques, but these were dominated by actual variations in flow across a region rather than by noise, thus masking differences between the methods. Visual comparisons of the functional Flow values are given as ml 100 g-I min-I. Total scan duration for all calculations was 10 min.
maps also suggested little difference among the methods, although this may be due partially to the limited resolution of the scanner and the low-reso lution reconstruction filter. A phantom study containing 6.5 million coinci dence events was analyzed with each method. Ta ble 5 gives the mean whole-slice value of the clearance parameter k and standard deviations of the mean values of 2.5-cm 2 regions of interest. The true k value is constant throughout the slice and equals 0.694 min -1.
DISCUSSION AND CONCLUSIONS
PCT offers noninvasive measurement of CBF, which assists in the understanding of many neuro logical disorders. However, when a blood flow pro tocol is adopted, the limitations of the physiological model and the characteristics of the parameter es timation scheme must be evaluated and carefully considered when interpreting results. The three techniques evaluated in this article can all provide estimates of the kinetic parameters of the Kety model. Therefore, the relative performances of each can be readily examined for a variety of criteria to select the estimation method most appropriate for a particular blood flow protocol.
The basic natures of the three estimation tech niques differ from each other. The matrix inversion technique is a general method based on a set of first order differential equations. It can be used to esti mate parameters of more complex models, pro vided that the model differential equations are linear in all coefficients to be estimated and that each of the compartmental concentration time courses in the model can be measured or otherwise determined. The linearized least-squares and lookup table methods are based on integral equa tions that involve both linear and nonlinear depen dences on model parameters. Although these methods are not specific to the Kety model, they are practical only for models that have at most one nonlinear dependence. For example, the integral equations from a model for the dynamic measure ment of oxygen utilization (G. D. Hutchins, per sonal communication, 1984) involve linear depen dence on two parameters (mass-specific blood flow and oxygen utilization rate) and nonlinear depen dence on a third (tissue clearance rate for water). The linearized least-squares and lookup table methods are thus easily adapted to this application.
The errors in the fitted parameters examined in this report can be separated into two categories: uncertainties due to statistical noise in the PCT data, and biases caused by timing errors and by violations of basic model assumptions. Statistical errors are dependent upon a number of factors in cluding scanner resolution and sensitivity, admin- All values were normalized to the uncertainty for a temporal resolution of 3 s. An intravenous H2 150 injection was simulated. Total scan duration was 10 min. Weighting functions were wl(t) = 1.0 and w2(t) = I for the lookup table and 11 ' 1
(1) = 1.0 and w2(t) = exp( +0.3411) for the matrix inversion method.
FIG. 3. Percentage error in estimated flow due to timing error between mea sured and actual cerebral arterial inputs versus flow rate for two input function shapes. A +3-s error (measured input curve late) and a -3-s error (measured input curve early) are shown for scan du rations of 6 and 12 min. ."'"::-: :: �_� --=--- -9.15 -14.70 -13.32 -7.52 -3.51 -10.82 -20.36 -20.47 -16.10 -6.68 -8.01 -14.56 -14.19 -9.54 -1.85 The administration protocol simulated an intravenous injection of H, 1 50. The total scan duration was assumed to be 12 min. Weighting functions were wl(t) = 1.0 and w2(1) = ,i()r thc lookup ta b le method a nd \\' 1 (1) = 1.0 and \\'2(1) = exp( +0.3411) for the matrix inversion method. -2.72 -9.15 -0.64 -9.43 -4.06 -14.70 -4.21 -16.52 -3.26 -13. 32 -3. 43 -14.21 -2.51 -7.52 -2.62 -8.56 -1. 13 -3.51 -1.18 -3.89 -3.08 -10.82 -3.18 -10.73 -5.43 -20. 36 -4.52 -20.37 -3.91 -20.47 -4.04 -22.03 -2.45 -16.10 -2. 53 -17.44 -1.11 -6.68 -1.14 -7.90 -1.17 -8.01 -1.89 -16.25 -3. 35 -14.56 -5.17 -32. 31 -2.11 -14.19 -4.06 -36.46 +0. Blood flow values are given as ml 100 g-1 min -I. The true flow value is given by the weighted sum of the individual component flow values. Total scan durations of 4 and 12 min are shown. Weighting functions were \\' 1 (1) = 1.0 and \\'2(1) = I for the lookup table method and \\'1(1) = 1. 0 and \\'2(1) = exp(+0.34It) for the matrix inversion method. estimation procedures. The least-squares search scheme provides the best results, with the lookup table method using t weighting being nearly as good. The use of exponential weighting with either weighted integration technique causes increased uncertainty in the fitted parameters, implying that this pair of weighting functions is far from optimal. The results of Fig. 2 also illustrate several points. Exponential weighting causes increasingly larger errors as total scan duration exceeds 8-10 min. This is due to overweighting of the late, low-count rate data. At short scan durations, errors from the matrix inversion method increase dramatically, owing primarily to the additional terms required when the product of the weighting function and tissue concentration is not zero at both the begin ning and the end of the study. For the least-squares scheme and either weighted integration method with more nearly optimal weighting functions, the uncertainty in flow decreases considerably with in creasing scan duration at low flows but only slightly at high flows. This result and those of Fig. I suggest that the total number of counts acquired during the study is the most important determinant of the un certainty in the estimated flow value.
The percentage root mean squared errors shown in Ta ble I reflect effects of the shapes of both ce rebral tissue and arterial blood time activity curves. The weighting functions of I and e +O.341t were found not to work well for scanning protocols using longer half-life radioisotopes, therefore suggesting that a different pair of weighting functions should be chosen for each particular protocol. A general method for optimizing the weighting functions of the matrix inversion technique is described by Carson et al. (1983) . The weighting functions are Values are the whole-slice means and the SOs of the mean values of 2.5-cm2 regions of interest.
All values are given as min -I. Scans were performed on an ECAT -II scanner using medium-resolution acquisition mode and reconstructed with the low-resolution filter.
optimized with respect to input function shape, in dicator half-life, distribution of flow values, and scan duration. An error analysis comparing the original exponential weighting functions (referred to as the integrated projection technique) and a pair of optimized weighting functions (referred to as the weighted integration method) for a venous injection of H2150 followed by an 8-min study was performed by Carson and Huang (1984) . Their results show reduction of statistical error to near the level ob tained by the least-squares search method. Similar optimizations could produce weighting functions appropriate for other scanning protocols, such as CH318F blood flow studies. The least-squares search and lookup table methods both involve convolution of the arterial input function with e� k r for discrete k values cov ering the physiological range. A range from 0 to 1.28 min � 1 was covered by computing the convolution for either 128 or 1,024 evenly spaced values of k, thus providing k step sizes of 0.01 or 0.00125 min� I, respectively. For unit partition coefficient, this cor responds to flow increments of 1.0 and 0.125 ml 100 g�l min�l, respectively. No changes of >1% were seen in either method by using the finer grid, even at low-flow values where the fractional step size is larger. Thus. a k table of 128 values appears suffi cient for present applications.
The effective temporal resolution of the PCT data was shown by Ta ble 2 to be different for the least squares search and the weighted integral tech niques. Simulations using the least-squares search scheme show that even if 3-s PCT scans could be obtained, no significant reduction in noise propa gation would occur. Therefore, the limitation of the temporal resolution being the duration of an indi vidual scan does not reduce the effectiveness of the method. However, for the integral techniques, if weighting is done on a I-min instead of a 3-s grid, greater noise propagation is seen, with maximum increases of 6 and 16% for the lookup table and matrix inversion methods, respectively.
The magnitudes of parameter biases caused by timing errors between measured and actual cerebral input functions and errors due to inhomogeneous tissue within a single region also exhibit depen dence on flow rate, scan duration, and shape of the time-activity curves. The biases from timing errors shown in Fig. 3 indicate that all methods produce similar results. However, the matrix inversion method shows additional bias at short scan dura tions, again owing mostly to the correction terms required by the exponential weighting functions. The results presented in Ta bles 3 and 4 show tissue inhomogeneities to be a major source of error in the determination of CBF using dynamic methods. Owing to this violation of one of the basic model assumptions, an individual region cannot be accu rately characterized by a single exponential clear ance. In principle, a more detailed model, not re quiring the homogeneity assumption, will describe the actual physiological behavior more accurately. However, there is a trade-off between complexity of the model and both the increased statistical re quirements and computation time needed for esti mating additional parameters. Even though future higher-resolution scanners will diminish the effects of tissue inhomogeneities, the problem should not be disregarded. Ta ble 4 also indicates that weighting functions can be optimized to decrease this source of bias. Errors arising from the lookup table method with t weighting for long scan durations or from the matrix inversion technique for a rebreathing pro tocol are considerably larger than those arising from the least-squares search scheme. However, Carson and Huang (J 984) have shown that if the weighting functions are properly tuned to the scanning pro tocol, tissue mixing errors from the matrix inver sion technique can be comparable with or even lower than those obtained by the least-squares search technique.
Each of the three methods has been implemented on our ECAT-II system. Weighting functions for both the lookup table and matrix inversion methods can be selected by the user. Results of the weighted integration methods suffer slightly since the weighting is not performed on-line during data ac quisition but afterward on each individual scan. Since the matrix inversion method with positive ex ponential weighting was found to perform poorly for rebreathing protocols with longer-lived radioindi cators, the CH,18F blood flow studies on human subjects were analyzed using decay-corrected data and negative exponential weighting, thus improving the results considerably.
The phantom study shows performance of the techniques for a bolus injection with no recircula tion. Standard deviations are comparable for all methods, and biases are minimal. Although the phantom study describes a physical rather than a physiological condition, it does demonstrate the ef fects of statistical noise in the PCT data on the es timation of the parameter k.
Another factor to be considered when selecting an estimation technique is the computational time required. Each technique is far faster than standard nonlinear least-squares fitting and can be performed in a time comparable with that of a single recon struction. The weighted integration techniques are faster for two reasons. First, only a single calcula-tion is needed per pixel, whereas the least-squares search scheme must search over the range of k values. Second, since the weighting can be per formed on-line on the raw projection data, only one reconstruction is necessary for each set of weighted data. The least-squares search scheme requires all individual images to be reconstructed, and thus could be quite time consuming if an array processor were not available. Of the two weighted integration methods, the matrix inversion method is faster since it does not require the calculation of a lookup table prior to actual fitting of the data.
In summary, we have described a modified least squares search routine for rapid parameter estima tion in dynamic PCT studies. The performance of this previously unreported technique was compared with that of two existing approaches that use inte grals of weighted data. The least-squares search scheme was found to have the best overall stability against statistical errors for the widest varieties of flow rates, scan durations, and input function shapes. A disadvantage of the scheme is that each scan must be reconstructed, and thus it requires the greatest amount of computer time. The methods using weighted integrations are computationally faster; however, to achieve the same stability against noise, simple weighting functions such as time weighting and particularly exponential weighting are not always sufficient. An optimiza tion of the weighting functions, such as that de scribed by Carson et al. (1983) , is required for each particular scanning protocol.
