Abstract This paper presents a comparison between Artificial Neural Networks and Support Vector Machines in the application of classifying automotive wheels in an industrial environment. Performance of these two approaches over a range of classifier parameters on a data set pre-processed in multiple ways has been evaluated and the results analysed. Results indicate that the best performance is obtained using a support vector machine approach incorporating a linear kernel.
Introduction
Automatic classification by visual inspection is a useful tool in a manufacturing environment. The use of a fixed camera for inspection is of particular interest in cases where the natural movement of the part to be inspected is highly repeatable and passes through an area with sufficient room to mount lighting and cameras such that they are free from obstruction. The benefits of automated inspection include high repeatability, consistent accuracy and ability to detect faults that are not visible to a human operator.
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The specific application of wheel identification is particularly suited to camera-based inspection due to: the possibility of achieving low image noise and strong feature edges with back lighting, repeatable wheel position, perceivable rotational variability in the wheel limited to the degree of rotational symmetry and a limited and unique set of wheels to select between. The challenge in this application, as discussed by Shabestari et al. [1] , comes from choosing the correct feature set for each wheel so that even the most similar of wheel types is correctly classified every time and developing a robust enough classifier to cope with noise and typical dimensional variations observed in manufactured products.
Support vector machines (SVM) and artificial neural networks (ANN) These investigations indicate that the SVM algorithm will generally perform better than an ANN; however, there are exceptions that occur when the user has specific knowledge of the application and the available data [4] . When SVMs are outperformed by expertly trained ANNs, the performance difference between the classifiers is usually small [2, 11] .
The problems related to using vision-based systems in a manufacturing environment are significant. The main challenge has been identified as designing a robust system that can function within a noisy environment and accurately determine a result repeatedly within strict timing requirements. For a vision system, this usually means being capable of dealing with system drift (accumulated small changes), vibration, lighting changes, and other random noise. Also, in terms of achieving a long-lasting solution, the process of retraining to include new products should be a relatively simple task that does not compromise performance or lead to any unnecessarily large amounts of down time. SVMs seek to determine a linear separator between binary data classes. The optimal position of the separating plane is specified as where the margin between the plane and the data points is maximised. This concept is generally referred to as a maximal margin classifier, and its strength lies in determining a good general solution to the classification problem without overfitting the data.
Support vector machines
In order to separate more complex data sets, a kernel function is used to map the data into a higher dimensioned space where a single hyperplane can separate the binary classes. The commonly used kernels tested in this work included:
-Radial basis functions; and
-Sigmoid which is the basis for the standard multilayered perceptron.
Multi-class classification can be achieved using either a multi-class version of the SVM algorithm or by the more common method of using a combination of binary classifiers with a decision function. Crammer and Singer [19] and Weston and Watkins [20] present multi-class SVMs, and compare their performance against combinations of binary SVMs resulting in performance similar to the algorithms listed below, with some additional computational load. In this paper, the notation mSVM will refer only to the multi-class classifiers achieved using combinations of binary SVMs. Research [24, 25] appears to indicate that, generally, one algorithm will perform slightly better than the others on a given application; however, the degree of improvement is usually very small. As Anthony et al. [26] states, the main contender for best general mSVM performance is the OvO algorithm. And so, in this work, the OvO approach has been used as it has been shown to perform well in every test. Also, as a small percentage of the data is used for training at a given time, OvO is generally quite fast to train and classify, even though it usually requires significantly more classifier evaluations than OvA. As classes are not combined in the training stage, pre-classification and class grouping are not required for the OvO approach.
The SVM algorithm has been implemented using the LIBSVM toolbox in Matlab 1 [27] . LIBSVM is written in the C++ language and accessed via a Matlab executable (MEX) function. The optimal kernel and parameters values have been determined by testing parameters in the range of 2 −15 , 2 −14 , . . . , 2 5 , except for the polynomial order which was tested in the range of 2, . . . , 8. Parameter estimation and training have been completed using the leave-one-out (LOO) approach to reduce the potential problems inherent in having few samples for training compared to the amount of data in each sample.
Artificial neural networks
ANNs are parallel systems modelled on the biological processes in the human brain. There are numerous examples of ANNs in pattern recognition and data classification [28] . ANNs in this work have been implemented using the Matlab toolbox. The parameters to consider in the design stage are the network layout, the
