Introduction
Slow Feature Analysis (SFA) was first proposed in [25] as an unsupervised methodology for finding slowly varying (invariant) features from rapidly temporal varying signals. The exploited slowness learning principle in [25] was motivated by the empirical observation that higher order meanings of sensory data, such as objects and their attributes, are often more persistent (i.e., change smoothly) than the independent activation of any single sensory receptor. For instance, the position and the identity of an object are visible for extended periods of time and change with time in a continuous fashion. Their change is slower than that of any primary sensory signal (like the responses of individual retinal receptors or the gray-scale values of a single pixel in a video camera), thus being more robust to subtle changes in the environment.
To identify the most slowly varying features, a trace optimization problem with generalized orthogonality constraints was formulated in [25] that assumes a discrete time input signal 1 and the low dimensional output signal is obtained as a linear transformation of a non-linear expansion of the input. The proposed in [25] optimization problem aims to minimize the magnitude of the approximated first order time derivative of the extracted slowly varying features under the constraints that these are centered (i.e. have zero mean) and uncorrelated. Thus, the slowest varying features are identified by solving a generalized eigenvalue problem for the joint diagonalization of the data covariance matrix and the covariance matrix of the first order forward data differences.
Intuitively, SFA imitates the functionality of the receptive fields of the visual cortex [2] , thus being appropriate for describing the evolution of time varying visual phenomena. However, until today limited research has been conducted regarding its efficacy on computer vision problems [8, 13, 14, 15, 26] . Recently, SFA and its discriminant extensions have been successfully applied for human action recognition in [26] , while hierarchical segmentation of video sequences using SFA was investigated in [15] . In [8] SFA was applied for object and object-pose recognition on a homogeneous background, while in [14] SFA for vectorvalued functions was studied for blind source separation. Finally, an incremental SFA algorithm for change detection was proposed in [13] .
Links between SFA and other other component analysis techniques, such as Independent Component Analysis (ICA) and Laplacian Eigenmaps (LE) [1] were extensively studied in [4, 20] . In [4] , the equivalence between linear SFA and the second-order ICA algorithm, in the case of one time delay, is demonstrated. In [20] , the relation between LE and SFA was studied and exhibited that SFA is a special case of kernel Locality Preserving Projections (LPP) [9] acquired by defining the data neighborhood structure using their temporal variations. In [21] , it was shown that the projection bases provided by SFA are similar to those yielded by the Maximum Likelihood (ML) solution of a probabilistic generative model in the limit case that the noise variance tends to zero. The probabilistic generative model comprises a linear model for the generation of observations and imposes a Gaussian linear dynamical system with diagonal covariances over the latent space.
In this paper, we study the application of SFA for unsupervised facial behaviour analysis. Our motivation is based on the aforementioned theory on the close relationship between human perception and SFA. Our application is further motivated by Fig. 1 . In more detail, in Fig. 1 , we can see the resulting latent space obtained by EM-SFA, applied on a video sequence where the subject is activating Action Unit (AU) 22 (Lip Funneler). In general, when activating an AU, the following temporal phases are recorded: Neutral, when the face is relaxed, Onset, when the action initiates, Apex, when the muscles reach the peak intensity and Offset when the muscles begin to relax. The action finally ends with Neutral. It can be clearly observed in the figure, that the latent space obtained by EM-SFA accurately captures the transitions between the temporal phases of the AU, providing an unsupervised method for detecting the temporal phases of AUs.
Summarising the contributions of our paper, we propose the following theoretical novelties:
• We propose the first Expectation Maximization (EM) algorithm for learning the model parameters of a probabilistic SFA (EM-SFA). In contrast to existing ML approaches ( [21] ), our approach allows for full probabilistic modelling of the latent distributions instead of mapping the variances to zero, as in ML.
• We extend both deterministic and probabilistic SFA to enable us to find the common slowest varying features of two or more time varying data sequences, thus allowing the simultaneous analysis of multiple data streams.
The novelties of our paper in terms of application can be summarized as follows:
• We apply the proposed EM-SFA to facial behaviour dynamics analysis and in particular for facial Action Units (AUs) analysis. More precisely, we demonstrate that it is possible to discover the dynamics of AUs in an unsupervised manner using EM-SFA. To the best of our knowledge, this is the first unsupervised approach which detects the temporal phases of AUs (other unsupervised approaches such as [29] focus on detecting global structures (i.e. AUs or expressions) rather than their temporal phases).
• We combine the common latent space derived by EM-SFA with Dynamic Time Warping techniques [18] for the temporal alignment of dynamic facial behaviour. We claim that by using the slowest varying features for sequence alignment is well motivated by the principle of slowness as described above (i.e., slowly varying features correspond to meaningful changes rather than rapidly varying ones, which most likely correspond to noise [25] ).
The rest of the paper is organised as follows. In Sec.2, we describe the deterministic SFA model, while in Sec. 3, we introduce the probabilistic interpretation of SFA. Our proposed EM-SFA is presented in Sec. 4, both for one (Sec. 4.1) and multiple sequences (Sec. 4.2), while the latter method is incremented with warpings in Sec. 5.3. Finally, we evaluate the proposed models in Sec. 5, by a set of experiments with both synthetic (Sec. 5.1) and real (5.2, 5.3) data.
Deterministic Slow Feature Analysis
In order to identify the slowest varying features deterministic SFA considers the following optimization problem. Given an M -dimensional time-varying input sequence
, where t denotes time and x t ∈ M is the sample of observations at time t, SFA seeks to determine appropriate projection bases stored in the columns of
, that in the low dimensional space minimize the variance of the approximated first order time derivative of the latent vari-
N ×T subject to zero mean, unit covariance and decorrelation constraints:
where tr [.] is the matrix trace operator, 1 is a T × 1 vector with all its elements equal to 1 T , I is a N ×N identity matrix and matrixẎ approximates the first order time derivative of Y, evaluated using the forward latent variable differences as follows:Ẏ
Considering the linear case where the latent space can be derived by projecting the input samples on a set of basis V where Y = V T X and assuming that input data have been normalized such as to have zero mean, problem (1) can be reformulated to the following trace optimization problem:
where B is the input data covariance matrix and A is an M ×M covariance matrix evaluated using the forward temporal differences of the input data, contained in matrixẊ
The solution of (3) can be found from the Generalized Eigenvalue Problem (GEP) [25] :
where the columns of the projection matrix V are the generalized eigenvectors associated with the N -lower generalized eigenvalues contained sorted in the diagonal matrix L.
A Probabilistic Interpretation of SFA
In this section, we discuss a probabilistic approach to SFA latent variable extraction. Let us assume the following linear generative model that relates the latent variable y t with the observed samples x t as:
where e i is the noise which is assumed to be an isotropic Gaussian model. Hence the conditional probability is
Let us also assume the linear Gaussian dynamical system priors over the latent space Y are:
Defining the model parameters θ = {θ x , θ y } where
] the prior over the latent space can be evaluated as:
In [21] , it was shown that the ML solution of the above model in the deterministic case (i.e., σ 2 x → 0) with T → ∞, where the conditional probability in (8) is simplified
, is evaluated as:
yields the same solution as (3) up to a scale factor.
In the ML solution the direction of V does not depend on σ 2 n and λ n . If 0 < λ n < 1, ∀ n, then larger values of λ n correspond to slower latent variables. This corresponds directly to inducing an order to the derived SFA slowly varying features. In order to recover the exact equivalent of the deterministic SFA algorithm, another limit is required to correct the scales. A natural approach is to set σ [21] , which constraints the prior covariance of the latent variables to be one.
Extension to two sequences
The probabilistic interpretation of SFA discussed above can be extended to more than one sequences. Under this scenario, the method essentially uncovers the common slowly varying features extracted from the sequences athand. We define the following generative model,
where
(12) By taking the derivatives and solving for the loadings V 1 and V 2 , we arrive at the condition
since Λ (2) and Λ (1) are diagonal, then the projection bases V 1 , V 2 are given by joint diagonalization of B and A. Hence, the ML solution of the above probabilistic model gives the same (up to a scale) projection bases as the following trace optimization problem.
which can be solved by keeping the smallest eigenvalues of the following GEP
It is straightforward to extend the above methodology such as to identify the common slowest varying features of multiple sequences.
4. An EM approach for probabilistic SFA
The ML approach for probabilistic SFA bears many disadvantages. Firstly, the mapping of σ 2 x → 0 essentially reduces the model to a deterministic one, and serves mostly as a theoretical proof of the connection of the probabilistic interpretation and the deterministic model. Furthermore, the ML method approximates the latent markov chain by employing first order derivatives. In this section, we present a fully probabilistic treatment to SFA, which includes modelling full distributions along with both observation and latent variance (EM-SFA, Sec. 4.1). Furthermore, we extend EM-SFA to handle two distinct sequences (Sec. 4.2), while the extension for handling any number of multiple sequences is straight-forward.
EM-SFA for Single Sequence
In this Section we propose a complete probabilistic SFA algorithm using EM, while following the constraints discussed in Sec. 3 (0 < λ n < 1, ∀ n and σ
2 . First let us slightly modify the considered linear generative model such as x t = Vy t + e t , e t ∼ N (0, σ 2 x I) 3 . Let us also define the new model parameters θ = {θ x , Σ 1 , Λ} (since Σ is a function of Λ).
In order to perform EM we need to define the complete log likelihood of the model as:
In the Expectation step we need to find the sufficient statistics given the observed data and the model parameters θ. [17] . In the Maximization step given the sufficient statistics obtained, we need to find the model parameters θ by optimising: 
Subsequently, by setting the derivatives for V new and 2 The EM algorithm presented shares some similarities with the EM for LDS c.f., Chap. 13 of [3] , [19] , [7] , [5] 3 In the ML problem V −1 was used instead in order to facilitate the computations in the case of σ 2 x → 0.
(σ new x
) 2 equal to zero we obtain the updates
By maximizing, the second part E P (Y|X) [P (y 1 |Σ 1 )] we find the updates for the observed variance, Σ 1 as:
from which we derive 
where by computing the first order derivative with respect to λ n we derive to the following cubic equation:
The above equation yields three solutions for λ new n . We retain the solution which satisfies 0 < λ new n < 1. Due to space limitations the detailed solution of the cubic equation is provided in the supplementary materials.
EM-SFA for two sequences
In the following we propose a generative probabilistic model for finding the common higher-order, slowest varying feature between the two sequences. To do so let us assume the following generative model for the samples of the following time varying input sequences
where each sequence has different loads V 1 and V 2 and noise, while both sequences share a common latent space Y with P (Y|θ y ) given by (8) . The complete joint likelihood distribution P (X 1 , X 2 , Y) is of the form
where now θ = {θ 
Regarding Λ and Σ 1 the updates are given by (21) and (20) 
Aligning observed sequences
In this section we propose an algorithm that uses the latent spaces provided by the two-sequence EM-SFA for time-series alignment. We claim that since the twosequence EM-SFA provides the slowest varying common features, these features would be well-suited for time series alignment. In essence, this translates to aligning the slowest varying features from two sequences. This entails that we disregard high frequency features which are likely to be noisy. We note that recently, time series alignment was performed on a space recovered by the application of Canonical Correlation Analysis (CCA) ( [27] ). A simple, commonly used [27] and optimal method for finding the warpings is Dynamic Time Warping (DTW) 4 , which we employ in our case. Given two sequences
M2×T2 of different lengths T 1 = T 2 , DTW aims is to find the warpings Δ 1 ∈ T1×T and Δ 2 ∈ T2×T such that the observation sequences will have common length of size T . The augmentation of EM-SFA with DTW is presented in Algorithm 1. Update Σ acc. to σ
Experimental Results
For demonstrating the effectiveness of our proposed methods, experiments were conducted both on synthetic (Sec. 5.1) and real (Sec. 5.2, 5.3) data.
Synthetic Data
In this section we demonstrate the experimental results of our proposed algorithms on synthetic data. We use the Dimensionality Reduction Toolbox to generate randomly scaled synthetic examples of 1000 data points each. In Fig. 2 , we can see a comparison between the resulting latent space of EM-SFA and deterministic SFA, when applying the algorithms on the two sequences presented in Fig.  2(a,b) . It is easy to observe that the latent spaces derived by both EM-SFA (d) and deterministic SFA Fig. 2(c) are essentially equivalent. Due to lack of space, further synthetic examples are shown in the supplementary materials.
Real Data 1: Unsupervised AU Temporal Phase Segmentation
Regarding real data, we employ the publicly available MMI database [16] , which consists of more than 400 videos annotated in terms of facial Action Units (AUs) and their temporal phases, i.e. Neutral, Onset, Apex and Offset. Throughout this section, we use trackings of facial expres- sions for each subject. The employed tracker is a personindependent implementation of Active Appearance Models (AAMs), using the normalised gradient features proposed in [6] . The implementation used, presented in [22] , firstly detects the faces of the subjects by applying the Viola-Jones face detector [23] and subsequently tracks 68 2-dimensional facial points. For the first experiment, our goal is to measure how effectively EM-SFA can detect the temporal phases of AUs, in comparison to deterministic SFA and traditional Linear Dynamic Systems (LDS). In this experiment, for each AU present in the data, we apply the compared algorithms based on the corresponding region of the face (mouth, eyes, brows). We subsequently evaluate the latent space obtained by all methods, and compare to the annotated ground truth.
To facilitate the comparison with the ground truth, we map the recovered latent space to the temporal phases of AUs. This is done by finding the points in which the first order derivative of the obtained latent space (most slowly varying feature) crosses zero and switches to positive or negative. In more detail, when the derivative switches to positive and then back to zero we obtain points x 1 and x 2 and when the derivative switches to a negative value and back we obtain the points x 3 and x 4 . These points are clearly illustrated in Fig. 3(a) quently, we corresponded the points from 0 to x 1 to Neutral, from x 1 to x 2 to Onset, from x 2 to x 3 to Apex and from x 3 to x 4 to Offset, while the rest of the frames are considered as Neutral. The overall results for the applied methods are summarized in Table 1 . The presented results show that EM-SFA overperforms deterministic SFA and LDS on the unsupervised detection of the temporal phases of AUs, for all temporal phases and for all relevant regions of the face. Furthermore, in Table 1 ta we show the results for detecting the peak of the expression, i.e. when the intensity of the expression is maximal. This corresponds to the maximum of the derived latent space, and should in theory correspond to a frame which is annotated as an apex frame. In this scenario, EM-SFA outperforms all compared methods. We note that the low performance in terms of Apex and Expression Peak for eyes, is due to the fact that most eyerelated AUs in the data were blinks, which have a very small apex (most of the times just 1 frame). Therefore, it is very challenging to capture it. Nevertheless, EM-SFA appears to capture the blink Apex much better than compared methods. In Fig. 3 , we can visually evaluate the performance of EM-SFA and deterministic SFA on the given problem. Two examples are shown, in (a), both methods manage to capture the apex of the expression as well as segment the temporal phases according to the ground truth, with EM-SFA performing better. In example (b), deterministic SFA fails to capture the dynamics of the AU, while EM-SFA accurately captures the transition.
Real Data 2: Temporal Alignment
In this section, we present results on aligning pairs of videos from the MMI database, where the same AU is activated. The goal of this experiment is to evaluate the derived space of EM-SFA to the obtained space when using CCA. Our claim is that the space derived by SFA (essentially recovering the slowest varying feature) will enable better alignment (when combined with DTW) than CCA (when combined with DTW (CTW [27] ). Of major importance to this claim is the modelling of dynamics in EM-SFA, on the contrary to traditional CCA, which is does not account for temporal dependencies. Results are presented in Fig. 4 . The error we used is the percentage of misaligned frames for each pair of videos, normalised per frame (i.e. divided by the aligned video length). We present results on average (for the entire video) and results regarding the apex, as well as neutral, onset and offset. It is clear from our results that the derived space of SFA is better suited for the alignment of temporal sequences than the space obtained by applying CCA.
Conclusions
In this paper, we presented a novel, probabilistic approach to Slow Feature Analysis. Specifically, we extended SFA to a fully probabilistic EM model (EM-SFA), while we augmented both deterministic and EM-SFA to handle multiple sequences. With a set of experiments we have shown the applicability of these novel models on both synthetic and real data. Our results show that the EM-SFA is a flexible component analysis model, which in an unsupervised manner can accurately capture the dynamics of sequences, such as facial expressions.
