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Abstract Stochastic flexural vibrations of small-scale Bernoulli-Euler beams with
external damping are investigated by stress-driven nonlocal mechanics. Damping
effects are simulated considering viscous interactions between beam and surround-
ing environment. Loadings are modeled by accounting for their random nature.
Such a dynamic problem is characterized by a stochastic partial differential equa-
tion in space and time governing time-evolution of the relevant displacement field.
Differential eigenanalyses are performed to evaluate modal time coordinates and
mode shapes, providing a complete stochastic description of response solutions.
Closed-form expressions of power spectral density, correlation function, station-
ary and non-stationary variances of displacement fields are analytically detected.
Size-dependent dynamic behaviour is assessed in terms of stiffness, variance and
power spectral density of displacements. The outcomes can be useful for design
and optimization of structural components of modern small-scale devices, such as
Micro- and Nano-Electro-Mechanical-Systems (MEMS and NEMS).
Keywords Stochastic dynamics · small-scale beams · size effects · viscous
damping · stress-driven nonlocal integral elasticity · MEMS/NEMS
1 Literature survey, motivation and outline
Methodologies to predict random vibrations in structural systems have reached
over the last century a significant importance in design and optimization of new-
generation composites [1, 2] and technological devices, such as: micro-bridges [3],
nano-switches [4], nano-generators [5, 6], nano-sensors [7, 8], energy harvesters [9–
11]. It is acknowledged that continuum mechanics is able to model structural com-
ponents of small-scale systems [12], but some mechanical expedients are needed to
accurately predict nonconventional phenomena, such as size and damping effects.
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It is well-established that inter-atomic forces and molecular interactions cannot
be overlooked in small-scale structures which exhibit technically significant size
effects [13–18]. Such a phenomenon cannot be captured by the classical theory of
local continuum [19] due to lack of internal characteristic scales. Nonlocal continua,
driven by suitably chosen scale characteristic parameters, are instead appropriate
to model micro- and nano-structures [20–23], as confirmed by molecular dynamic
simulations [24–26]. Nonlocal methodologies allow for modeling complex mechan-
ical behaviours avoiding computationally expensive procedures [27, 28].
Nonlocal theory, in its earliest formulation [29, 30] is based on the idea that the
stress at a point of a continuum depends not only on elastic strain at that point
but involves local responses of the whole structure. Long-range interactions are
thus described by a strain-driven convolution integral supplemented with an aver-
aging kernel characterized by a nonlocal length-scale parameter. Such an approach
was consistently applied by Eringen [31, 32] to nonlocal problems involving screw
dislocation and wave propagation, that are formulated in unbounded domains.
However, mathematical difficulties are apparent when the strain-driven strategy is
applied to structural problems which are generally defined in bounded domains.
In fact, assuming that the averaging kernel is the Green function of a differen-
tial operator, from the integral convolution it is possible to obtain a consequent
differential formulation [33, 34]. For bounded structural domains, to the differen-
tial formulation above is needed to add a proper set of Constitutive Boundary
Conditions (CBCs) [35]. Paradoxical results and unacceptable nonlocal responses
are obtained [36, 37] if CBCs are ignored. Several nonlocal theories have been
adopted to overcome the aforementioned difficulties, such as: two-phase models
[38, 39], strain and stress gradient theories [40–44], nonlocal gradient techniques
[45–47], strain-difference approaches [48–50], displacement-based nonlocal mod-
els [51–54], stress-driven formulation of nonlocality [55, 56]. Advantageously, the
stress-driven approach has been shown to be able to effectively model the nonlocal
behaviour of small-scale structures and provides exact solutions for problems of ap-
plicative interest in Nano-Engineering [57, 58]. The stress-driven nonlocal integral
model is therefore adopted in this paper to significantly tackle size-dependent ran-
dom vibrations in inflected elastic small-scale beams. A first effort on the matter,
disregarding random phenomena, was performed in [59].
Another import effect in dynamics of micro- and nano-systems concerns damp-
ing phenomena which should be properly modeled in applicative problems of nano-
engineering. Instances are listed as follows: external magnetic force [60], humidity,
thermal and paddling effects [61] and internal viscous force due to material rheolog-
ical properties [62]. Modeling of internal viscous forces is successfully performed by
properly selecting constitutive formulations [63]. Other effects, mentioned above,
are related to surrounding environmental interactions [64]. In the present paper,
particular attention is paid to capture external damping effects, useful to anal-
yse modern small-scale structures, such as: sensors inside viscous fluid, devices
under magnetic field, nano-systems for biological detection. Specifically, a bed of
independent dashpots will be considered to simulate external viscous interactions
between nonlocal beam and surrounding environment.
At micro- and nano-scales, structures can be excited by different kind of force
systems. An example is the effect of environmental thermal and/or mechanical
noises in nano-sensors [65]. Stochastic approaches can be conveniently exploited to
model external loadings [66–68], effectively representable by random time-process
[69–71].
For the aforesaid reasons, the present research provides a novel strategy for
stress-driven nonlocal analysis of damped vibrations of elastic nano-beams due to
stochastic excitation. Steady-state solutions are established, detecting thus analyt-
ical expressions of power spectral density and stationary variance of displacements.
Closed-form solutions are also evaluated for non-stationary responses of nonlocal
damped beams forced by Gaussian white noise.
The manuscript is organized as follows. Strain- and stress-driven models of pure
nonlocal integral elasticity are recalled and specialized to Bernoulli–Euler beams
in Section 2. Dynamic equilibrium equations of damped beams are established in
Section 3 by using the well-posed stress-driven nonlocal strategy of elasticity. Mode
shape functions and natural frequencies are analytically detected and an effective
methodology to perform dynamic eigenanalysis is also elucidated. A stochastic
analysis of nonlocal damped beams forced by Gaussian white noise is developed
in Section 4. Both stationary and non-stationary examinations are performed, de-
tecting thus closed form solutions of displacement variance, power spectral density
and correlation function. Numerical simulations are implemented in Section 5 to
test accuracy of obtained solutions. Analytical stationary and non-stationary vari-
ances are compared with numerical outcomes derived by Monte Carlo simulations.
A parametric study of stochastic responses, in terms of displacement variances
and natural frequencies, is given in Section 5 to study nonlocal effects. Closing
remarks are outlined in Section 6.
2 Purely nonlocal integral elasticity
Two purely nonlocal models of elasticity are available in literature:
1. strain-driven integral law [29], applied to problems of screw dislocation and
wave propagation [31, 32];
2. stress-driven integral law [55] applied to nonlocal mechanics of structures.
These theories are preliminarily recalled below for 3-D continua and specialized
to Bernoulli-Euler beams. Eringen’s strain-driven law is based on the idea that
the stress σ at a point x of a nonlocal 3-D continuous body B is the output of
a convolution between the local response to the elastic strain field ε and a scalar
kernel Φλ depending on a non-dimensional positive nonlocal parameter λ. That is,
σ(x) =
∫
B
Φλ(x, x¯)E(x¯) ε(x¯)dx¯ (1)
with E fourth-order local elasticity stiffness tensor.
For a Bernoulli-Euler inflected beam of length L , the nonlocal strain-driven
relation Eq. (1) takes the form
M(z) = EI
∫ L
0
Φλ(z, z¯)χ(z¯)dz¯ (2)
with M bending moment, E Euler-Young modulus, I cross-sectional moment of
inertia along the bending axis y , z beam axial abscissa and χ elastic curvature.
The integral kernel Φλ can be selected among exponential, Gaussian or power-
law type functions and must satisfy properties of positivity, symmetry and limit
impulsivity [32]. A convenient choice for the averaging kernel is the special bi-
exponential function
Φλ(z, z¯) =
1
2λL
exp
(
−|z − z¯|
λL
)
(3)
where λL is the characteristic length Lc. With the assumption above, the integral
law Eq. (2) is equivalent to the second-order differential equation [35]
M (2)(z)− 1
(λL)2
M(z) = − EI
(λL)2
χ(z) (4)
supplemented with the following constitutive boundary conditions (CBC)
M (1)(0) =
1
λL
M(0)
M (1)(L) = − 1
λL
M(L)
(5)
It is worth noting that, for structural problems of applicative interest, CBCs
Eq. (5) are in contrast with equilibrium requirements [35]. Incompatibility between
equilibrium and constitutive conditions reveals that Eringen’s nonlocal model leads
to ill-posed structural problems, generally formulated in bounded domains. Such
an obstruction can be overcome by using the stress-driven approach [55] which is
well-posed. Exact nonlocal structural solutions can be found in [58].
In stress-driven mechanics, the elastic strain ε at a point x of B is obtained by
convoluting the local stress σ with an averaging kernel Φλ
ε(x) =
∫
B
Φλ(x, x¯)C(x¯)σ(x¯)dx¯ (6)
with C = E−1 local elastic compliance. The stress-driven model for Bernoulli-
Euler beams is governed by the following moment-curvature relation
χ(z) =
1
EI
∫ L
0
Φλ(z − z¯)M(z¯)dz¯ (7)
The integral formulation Eq. (7), with the special kernel Eq. (3), is equivalent
to the second order differential equation [55]
χ(2)(z)− 1
(λL)2
χ(z) = − 1
EI(λL)2
M(z) (8)
equipped with the following constitutive boundary conditions
χ(1)(0) =
1
λL
χ(0)
χ(1)(L) = − 1
λL
χ(L)
(9)
The stress-driven approach Eqs. (8), (9) provides exact solutions in both static
and dynamic structural problems and is exploited in the present study to analyt-
ically tackle size-dependent random vibrations of slender elastic beams.
3 Dynamical analysis of nonlocal beams
Let us consider a nonlocal beam of length L and cross-sectionial area At subjected
to a transverse loading per unit of length q(z, t), see Fig. 1. (x, y, z) is the adopted
system of orthogonal coordinates, v(z, t) denotes the transverse displacement and
ρ(z) is the mass density. The stress-driven formulation Eqs. (8), (9) is used as
q(z, t)
L
dz
v(z, t)
x
y
z
o
Fig. 1: Bernoulli-Euler beam with external damping
q(z, t)dz
dz
T (z, t)
M(z, t)
T (z + dz, t)
M(z + dz, t)
z
ηv˙dz
ρv¨Adz
Fig. 2: Free-body diagram of a beam differential element
nonlocal elasticy law while the effect of external damping is introduced and mod-
eled as a bed of dashpots with viscosity η. This kind of viscous interaction is able
to model a possible external interaction between nonlocal beam and viscous fluid.
Damping can be also simulated as a material effect [72–77] by a viscoelastic law.
In this paper, following the Newtonian approach, we consider a beam differen-
tial element of length dz, whose free-body diagram is represented in Fig. 2. The
equilibrium equation along the y-direction, involving external loading, inertial and
damping forces, and bending and shearing fields, writes as
∂T (z, t)
∂z
dz + q(z, t)dz = ηdz
∂v(z, t)
∂t
+ ρAdz
∂2v(z, t)
∂t2
, 0 < z < L (10)
By ignoring second-order terms in dz and neglecting mass moment of inertia
and angular acceleration, the rotational equilibrium along the x-axis gives
∂M(z, t)
∂z
− T (z, t) = 0, 0 < z < L (11)
Combining the equilibrium equations along x- and y-directions we get the
partial differential equation
− ∂
2M(z, t)
∂z2
+ η
∂v(z, t)
∂t
+ ρA
∂2v(z, t)
∂t2
= q(z, t), 0 < z < L (12)
By introducing the nonlocal stress-driven relation in Eq. (8), from Eq. (12) we get
− EI
[
∂2χ(z, t)
∂z2
− (λL)2 ∂
4χ(z, t)
∂z4
]
+ η
∂v(z, t)
∂t
+ ρA
∂2v(z, t)
∂t2
= q(z, t) (13)
According to Bernoulli-Euler kinematics, curvature χ(z, t) is related to the
transverse displacement v(z, t) by
χ(z, t) = −∂
2v(z, t)
∂z2
(14)
and by placing Eq. (14) into Eq. (13) we have that
∂4v(z, t)
∂z4
− (λL)2 ∂
6v(z, t)
∂z6
+
η
EI
∂v(z, t)
∂t
+
ρA
EI
∂2v(z, t)
∂t2
=
q(z, t)
EI
(15)
which is the partial differential equilibrium equation ruling bending vibrations of
a nonlocal Bernoulli-Euler beam resting on a bed of dashpots.
For vanishing nonlocal parameter λ→ 0+, Eq. (15) provides the known differ-
ential equation governing forced vibrations of local Bernoulli-Euler beams resting
on a bed of independent dashpots. Moreover, setting η = 0, the classical formu-
lation of undamped local beams is obtained [78, 79]. Solutions of the introduced
partial differential equation may be found by imposing two initial conditions, four
standard BCs and two constitutive BCs of the stress-driven model Eq. (9).
3.1 Free vibrations of undamped nonlocal beam
In order to solve Eq. (15), we first consider the undamped nonlocal beam in free
vibration. In other words, we set q(z, t) = 0 and η = 0. These assumptions imply
that Eq. (15) yields
∂4v(z, t)
∂z4
− (λL)2 ∂
6v(z, t)
∂z6
+
ρA
EI
∂2v(z, t)
∂t2
= 0, 0 < z < L (16)
which rules free vibrations of undamped nonlocal beam. We suppose that the
displacement function v(z, t) is with separable variables and so it can be expressed
by a product of a space function φ(z) (mode shape) and a time-dependent function
y(t) that modulates the amplitude of mode shape in time. That is,
v(z, t) = φ(z)y(t) (17)
by substituting Eq. (17) into Eq. (16) we get
y(t)
[
d4φ(z)
dz4
− (λL)2 d
6φ(z)
dz6
]
+
ρA
EI
φ(z)
d2y(t)
dt2
= 0, 0 < z < L (18)
where partial derivatives have been replaced by total derivatives due to the as-
sumption in Eq. (17). Moreover, by using Lagrange’s differential notation for space
derivative and Newton’s notation for time derivative we can rewrite Eq. (18) as
EI
ρA
(λL)2φ(6)(z)− φ(4)(z)
φ(z)
=
y¨(t)
y(t)
, 0 < z < L (19)
where both sides of Eq. (19) must be equal to a constant α that can be associated
with the natural frequency of the oscillation ω0 as
α = −ω20 (20)
Hence, Eq. (19) can be rewritten as
EI
ρA
(λL)2φ(6)(z)− φ(4)(z)
φ(z)
=
y¨(t)
y(t)
= −ω20 (21)
by considering the left side of Eq. (21), we get the following sixth order differential
equation in the space variable z
(λL)2φ(6)(z)− φ(4)(z) + ω20 ρA
EI
φ(z) = 0, 0 < z < L (22)
whose solution must satisfy the four BCs depending on the type of loads and
constraints at the bounds and the two constitutive BCs in Eq. (9). That is,
φ(3)(0) =
1
λL
φ(2)(0)
φ(3)(L) = − 1
λL
φ(2)(L)
(23)
The problem to find the constant ω0 and φ(z) such that Eq. (22) admits non-
trivial solution is known as differential eigenvalue-eigenfunction problem, where
ω0 is the eigenvalue and φ(z) represents the corresponding eigenfunction. Eq. (22)
admits infinite eigenvalues and then infinite eigenfunctions. Therefore, the solution
in terms of displacement can be expressed as a sum of infinite products between
the modal time coordinates yj(t) and the mode shapes φj(z)
v(z, t) =
∞∑
j=1
φj(z)yj(t) (24)
where the j-th eigenfunction φj(z) is a solution of the j-th homogeneous sixth-
order differential equation in Eq. (22). Specifically,
φj(z) =
3∑
i=1
{
Ci exp
[√
γi(ω0,j)z
]
+ Ci+3 exp
[
−
√
γi(ω0,j)z
]}
(25)
where γi(ω0,j) with i = 1, 2, 3 are the roots of the following characteristic third
degree polynomial
(λL)2γ3 − γ2 + ω20,j ρA
EI
= 0 (26)
and the coefficients Ci are obtained by imposing that solution in Eq. (25) satisfies
the previous six BCs and the normality condition. In this manner, each eigenfunc-
tion possesses the following orthonormality property
∫ L
0
φi(z)φj(z)dz = δkj (27)
where δkj indicates the Kronecker delta defined as
δkj =
{
1 if k = j,
0 if k 6= j (28)
Such solution of differential eigenvalue problem will be used in the next section
to solve the more general case of a forced nonlocal damped beam.
3.2 Forced vibrations of damped nonlocal beam
Now, we consider the dynamical problem of a forced beam with external damping.
The solution in terms of displacements expressed in Eq. (24) in function of mode
shapes φj(z) is placed into the equilibrium equation (15). Specifically,
EI
ρA
 ∞∑
j=1
yj(t)φ
(4)
j (z)−
∞∑
j=1
yj(t)(λL)
2φ
(6)
j (z)
+
+
η
ρA
∞∑
j=1
y˙j(t)φj(z) +
∞∑
j=1
y¨j(t)φj(z) =
q(z, t)
ρA
(29)
by multiplying both sides of Eq. (29) by the i-th eigenfunction φi(z) and integrat-
ing on the domain [0, L], Eq. (29), we get
EI
ρA
 ∞∑
j=1
yj(t)
∫ L
0
φi(z)φ
(4)
j (z)dz
+
− EI
ρA
 ∞∑
j=1
yj(t)(λL)
2
∫ L
0
φi(z)φ
(6)
j (z)dz
+
+
η
ρA
∞∑
j=1
y˙j(t)
∫ L
0
φi(z)φj(z)dz +
∞∑
j=1
y¨j(t)
∫ L
0
φi(z)φj(z)dz =
1
ρA
∫ L
0
φi(z)q(z, t)dz
(30)
Taking into account the eigenfunctions orthonormality property in Eq. (27),
from Eq. (30) we get the second order differential equation in terms of modal
coordinate yi(t) that rules the motion of a forced damped modal oscillator
EI
ρA
yi(t)
[
ai − (λL)2bi
]
+
η
ρA
y˙i(t) + y¨i(t) =
1
ρA
∫ L
0
φi(z)q(z, t)dz (31)
where the coefficients ai and bi are
ai =
∫ L
0
φi(z)φ
(4)
i (z)dz, bi =
∫ L
0
φi(z)φ
(6)
i (z)dz (32)
Moreover, we assume that also the load is with separable variables. Therefore,
q(z, t) = g(z)f(t) (33)
this implies that Eq. (31) can be rewritten as
kλ,i
ρA
yi(t) +
η
ρA
y˙i(t) + y¨i(t) =
ci
ρA
f(t) (34)
where the nonlocal modal stiffness kλ,i is defined as
kλ,i = EI
[
ai − (λL)2bi
]
(35)
and the coefficient ci is
ci =
∫ L
0
φi(z)g(z)dz (36)
Notice that the following term
ω0,i =
√
kλ,i
ρA
(37)
represents the natural frequency associated to the i-th mode φj(z).
Solution of Eq. (34) provides the i-th modal time coordinate of the infinite
series in Eq. (24). Truncating the sum to an appropriate number n of eigenfunctions
and modal coordinates leads to the following approximated solution, that will be
used for the numerical applications
v(z, t) ≈
n∑
j=1
φj(z)yj(t) (38)
4 Stochastic analysis of nonlocal beams
Now we turn the attention to random vibrations of nonlocal beams, supposing
that the time-dependent part of the transverse load q(z, t) has a stochastic nature.
Specifically, from Eq. (33) we assume that
q(z, t) = g(z)F (t) (39)
where g(z) is a deterministic function, while F (t) is a stochastic process, the latter
is noted by a capital letter to distinguish it from the deterministic function f(t).
Moreover, we assume that F (t) is a stationary Gaussian process with zero mean µF
and with an assigned correlation function (CF) denoted by RF (τ). Thus, the input
process is completely described by the following time-independent parameters
µF = µF (t) := E [F (t)] = 0 (40a)
RF (τ) = RF (t, t+ τ) : = E [F (t)F (t+ τ)]− µ2F
= E [F (t)F (t+ τ)]
(40b)
where E[·] is the averaging operator. For τ = 0 the CF gives the value of the
variance σ2F . That is,
σ2F = E [F (t)F (t)] = RF (0) (41)
Being F (t) a stationary process, by virtue of Wiener-Khinchin theorem, the
power spectral density (PSD), denoted by SF (ω), is the Fourier transform of the
correlation function. That is,
SF (ω) : =
1
2pi
∫ ∞
−∞
Rf (τ)e
−iωτdτ
= lim
T→∞
1
2piT
E
[
Fˆ ∗(ω,T)Fˆ (ω,T)
] (42)
where i =
√−1 is the imaginary unit, Fˆ (ω,T) indicates the truncated Fourier
transform of the process F (t) in a finite time interval [0,T], and Fˆ ∗(ω,T) denotes
its complex conjugate.
By taking into account Eq. (39) and the definition in Eq. (40b), CF of the
loading q(z, t) is given by
Rq(z, τ) = E [q(z, t)q(z, t+ τ)]
= g(z)E [F (t)F (t+ τ)] g(z)
= g2(z)RF (τ)
(43)
Similarly, the PSD of the loading is
Sq(z, ω) = lim
T→∞
1
2piT
E
[
qˆ∗(z, ω,T)qˆ(z, ω,T)
]
= g(z) lim
T→∞
1
2piT
E
[
Fˆ ∗(ω,T)Fˆ (ω,T)
]
g(z)
= g2(z)SF (ω)
(44)
and the variance σ2q(z) is
σ2q(z) = E [q(z, t)q(z, t)] = g(z)σ2F g(z) (45)
Now we want to characterize the response process in terms of displacement
v(z, t) when the input is a Gaussian stationary process. Being the stochastic input
Gaussian also the stochastic output will be Gaussian, but the response process will
have a stationary part for t 0 and a transient non-stationary one. Therefore, it
is needed the evaluation of the evolution in time of the statistics.
4.1 Time-domain response
By observing Eq. (34) we deduce that if the forcing load f(t) = F (t), then also
the time response of the beam in terms of modal coordinate will be a stochastic
process Y (t). Hence, from Eq. (24) we get
v(z, t) =
∞∑
j=1
φj(z)Yj(t) (46)
where φj(z) is a deterministic function that can be analytically evaluated. While,
the stochastic response Yj(t) is solution of the following stochastic differential
equation
Y¨j(t) +
η
ρA
Y˙j(t) +
kλ,j
ρA
Yj(t) =
cj
ρA
F (t) (47)
The forced input F (t) is a Gaussian process and the differential equation in
Eq. (47) is linear. This implies that the output process Yj(t) will be Gaussian too,
and then can be completely characterized by the mean µYj (t) and the correlation
function RYj (t, t+ τ). Under the assumption that the beam is quiescent at t = 0,
the two initial conditions become{
v(z, 0) = 0, ∀z ∈ [0, L]⇒ Yj(0) = 0, ∀j ∈ N+
v˙(z, 0) = 0, ∀z ∈ [0, L]⇒ Y˙j(0) = 0, ∀j ∈ N+
(48)
The output process is obtained by applying the Duhamel superposition integral
Yj(t) =
cj
ρA
∫ t
0
hj(t− τ)F (τ)dτ (49)
being hj(t) a deterministic function which represents the impulse response of the
j-th modal oscillator. Such a function is defined as
hj(t) =
√
4(ρA)2
4kλ,jρA − η2 exp
(
− η
2ρA
t
)
sin
(√
4kλ,jρA− η2
4(ρA)2
t
)
(50)
We can observe that the term
ωD,j =
√
4kλ,jρA− η2
4(ρA)2
(51)
is the damped frequency. Therefore, the impulse response can be rewritten as
hj(t) =
1
ωD,j
exp
(
− η
2ρA
t
)
sin (ωD,jt) (52)
Taking Eq. (40a) into account and by applying the averaging operator to
Eq. (49) we can prove that the mean of the response process is zero. That is,
µYj (t) = E
[
cj
ρA
∫ t
0
hj(t− τ)F (τ)dτ
]
=
cj
ρA
∫ t
0
hj(t− τ)E [F (τ)] dτ
=
cj
ρA
∫ t
0
hj(t− τ)µF (τ)dτ = 0
(53)
Eq. (53) implies that also the mean of displacements is zero µv(z, t) = 0 for all
t > 0, and for z ∈ [0, L].
CF of the response process Yj(t) can be evaluated taking into account the
assumption in Eq. (40b) and the Duhamel integral in Eq. (49). We apply the
averaging operator to the process Yj(t) considering two different time-step t = t1
and t+ τ = t2. That is,
RYj (t1, t2) :=E [Yj(t1)Yj(t2)]
=
c2j
(ρA)2
∫ t1
0
∫ t2
0
hj(t1 − τ1)hj(t2 − τ2)E [F (τ1)F (τ2)] dτ1dτ2
=
c2j
(ρA)2
∫ t1
0
∫ t2
0
hj(t1 − τ1)hj(t2 − τ2)RF (τ2 − τ1)dτ1dτ2
(54)
from Eq. (54) the variance σ2Yj (t) can be also evaluated by placing t1 = t2.
By taking into account the Eq. (46) the CF of the displacement v(z, t) is
Rv(z, t1, t2) : = E [v(z, t1)v(z, t2)]
=
∞∑
j=1
∞∑
i=1
φj(z)RYjYi(t1, t2)φi(z)
(55)
where RYjYi(t1, t2) is the cross correlation of the modal response processes Yj(t)
and Yi(t) defined as
RYjYi(t1, t2) :=E [Yj(t1)Yi(t2)]
=
cjci
(ρA)2
∫ t1
0
∫ t2
0
hj(t1 − τ1)hi(t2 − τ2)RF (τ2 − τ1)dτ1dτ2
(56)
If t1 = t2 = t Eq. (55) provides the non-stationary variance of the displacement
v(z, t). That is,
σ2v(z, t) : = E [v(z, t)v(z, t)]
=
∞∑
j=1
∞∑
i=1
φj(z)σ
2
YjYi(t)φi(z)
(57)
where σ2YjYi(t) is
σ2YjYi(t) :=E [Yj(t)Yi(t)]
=
cjciσ
2
F
(ρA)2
∫ t
0
∫ t
0
hj(t− τ)hi(t− τ)dτdτ
=
cjciσ
2
F
(ρA)2
t
∫ t
0
hj(t− τ)hi(t− τ)dτ
(58)
and represents the cross variance of the modal response processes Yj(t) and Yi(t).
4.1.1 Monte Carlo simulation
In some cases, Eq. (56) and Eq. (58) cannot be evaluated in closed form and
it is needed a numerical approach to characterized the response process form a
stochastic point of view. In this context, Monte Carlo (MC) method is a powerful
tool that provides a time-domain response with the aid of digital simulations.
Specifically, as a first step, it is needed the generation of a proper number N
of samples (or realizations) of the stochastic input F (t). The i-th realization of
the stochastic input process is denoted as F i(t) and can be generated by harmonic
superposition method proposed by Shinozuka and Deodatis [80]. According to this
approach the generic i-th sample of the forced process is given as
F i(t) =
√
2
m∑
j=1
√
2SF (ωj)∆ω cos
(
ωjt+ θ
i
j
)
(59)
where ωj = j∆ω, ∆ω is the discretization step in the frequency domain of the PSD
function SF (ω), θ
i
j represents i-th realization of the independent random phase
with uniform distributed probability density function between 0 and 2pi.
As second step, it is needed to evaluate the response samples. In particular, for
each input sample F i(t) we need to evaluate the output process Y ij (t) in Eq. (47)
with the aid of the Duhamel superposition integral in Eq. (49). Thus,
Y ij (t) =
cj
ρA
∫ t
0
hj(t− τ)F i(τ)dτ (60)
As last step, after the evaluation of the n × N response processes Y ij (t) with
i = 1, 2 . . . , N , and j = 1, 2, . . . , n, the stochastic displacement process samples
vi(z, t) can be used to evaluate the statistics numerically.
4.2 Frequency domain approach
Steady-state analysis and characterization of stationary responses can be driven
in analytical way. Specifically, we make the truncated Fourier transform of the
stochastic differential equation (47). That is,
Yˆj(ω,T)
[
−ω2 + η
ρA
iω +
kλ,j
ρA
]
=
cj
ρA
Fˆ (ω,T) (61)
which transforms the differential equation in time domain to an algebraic equation
in frequency domain. From Eq. (61) we get the solution Yˆj(ω,T) as
Yˆj(ω,T) =
1
−ω2+ˆ ηρA iω + kλ,jρA
cj
ρA
Fˆ (ω,T)
= Hj(ω)
cj
ρA
Fˆ (ω,T)
(62)
where Hj(ω) is the transfer function of the j-th modal oscillator. Once the response
Yˆj(ω) in frequency domain is known, we can place it in the expression of the cross
PSD of the response processes Yj(t) and Yi(t). That is,
SYjYi(ω) = lim
T→∞
1
2piT
E
[
Yˆ ∗j (ω,T)Yˆi(ω,T)
]
=
cj
ρA
H∗j (ω) lim
T→∞
1
2piT
E
[
Fˆ ∗(ω,T)Fˆ (ω,T)
] ci
ρA
Hi(ω)
=
cjci
(ρA)2
H∗j (ω)Hi(ω)SF (ω)
(63)
Finally, by using Eq. (63), it is possible to evaluate the analytical form of the
PSD of beam displacements as follows
Sv(z, ω) =
∞∑
j=1
∞∑
i=1
φj(z)φi(z) lim
T→∞
1
2piT
E
[
Yˆ ∗j (ω,T)Yˆi(ω,T)
]
=
∞∑
j=1
∞∑
i=1
φj(z)φi(z)SYjYi(ω)
=
SF (ω)
(ρA)2
∞∑
j=1
∞∑
i=1
φj(z)φi(z)cjciH
∗
j (ω)Hi(ω)
(64)
The PSD in Eq. (64) allows for evaluating the stationary variance of transverse
displacements σ2v(z). That is,
σ2v(z) =
∫ ∞
−∞
Sv(z, ω)dω =
1
(ρA)2
∞∑
j=1
∞∑
i=1
φj(z)φi(z)cjci
∫ ∞
−∞
H∗j (ω)SF (ω)Hi(ω)dω
(65)
4.3 Nonlocal beam under Gaussian white noise
In this section we consider the case in which the input process is a Gaussian white
noise with zero mean denoted by W (t) and characterized by a constant PSD and
a Dirac delta as CF. That is,
SW (ω) = S0, RW (τ) = 2piS0δ(τ) (66)
With this assumption the present study does not lose generality inasmuch several
real excitation process can be modeled as summation of modulated white noises.
Moreover, from this considered case analytical solutions in terms of statistics of
the response can be obtained and some useful results about the time and frequency
domain analysis can be drawn. Under the assumptions in Eq. (66), Eq. (64) and
Eq. (65) provide the characterization of the stochastic output process in terms of
PSD and stationary variance. Specifically,
Sv(z, ω) =
S0
(ρA)2
∞∑
j=1
∞∑
i=1
φj(z)φi(z)cjciH
∗
j (ω)Hi(ω) (67)
and
σ2v(z) =
S0
(ρA)2
∞∑
j=1
∞∑
i=1
φj(z)φi(z)cjci
∫ ∞
−∞
H∗j (ω)Hi(ω)dω (68)
However, the quantities in Eqs. (67) and (68) provide a characterization of the
displacement just at steady-state. In order to provide a complete stochastic char-
acterization of the response it is needed to evaluate the CF in Eq. (46) and the
time-dependent non-stationary variance in Eq. (57). In this regard, exploiting the
properties of the stochastic input, the CF of the displacement is given by
Rv(z, t1, t2) =
∞∑
j=1
∞∑
i=1
φj(z)RYjYi(t1, t2)φi(z) (69)
where each term in the summations can be evaluated in closed form. That is,
RYjYi(t1, t2) =
cjci2piS0
(ρA)2
∫ t1
0
∫ t2
0
hj(t1 − τ1)hi(t2 − τ2)δ(τ2 − τ1)dτ1dτ2
=
cjci2piS0
(ρA)2
∫ t1
0
hj(t1 − τ1)hi(t2 − τ1)dτ1
(70)
From Eq. (69) the time-dependent variance of the displacement is
σ2v(z, t) = Rv(z, t, t) =
∞∑
j=1
∞∑
i=1
φj(z)φi(z)RYjYi(t, t)
=
2piS0
(ρA)2
∞∑
j=1
∞∑
i=1
cjciφj(z)φi(z)
∫ t
0
hj(t− τ)hi(t− τ)dτ
(71)
Note that both the expressions in Eq. (70) and in Eq. (71) can be evaluated
in analytical form.
5 Numerical simulation and parametric study
This section is devoted to the stationary and non-stationary analysis of the stochas-
tic response of a nonlocal damped Bernoulli-Euler beam forced by a random load.
Such numerical analysis aims to study the influence of the nonlocal parameter λ
in the response in terms of CF, PSD and stationary and non-stationary variance.
We consider a micro-beam of length L = 300 µm, rectangular cross section with
width b = 30 µm and thickness h = 25 µm, made of epoxy characterized by density
ρ = 1.20 g/cm3 and elastic modulus E = 2.20 GPa [65, 81]. Damping effects
due to surrounding environment are modeled by the following value of viscosity
η = 2.00 cP describing a wide variety of viscous fluids of technical interest [81, 82].
The considered micro-beam is constrained as a cantilever beam and is forced by
a ground motion acceleration as depicted in Fig. 3a. Without loss of generality,
such imposed acceleration on the basis z = 0 is a Gaussian white noise
v¨(0, t) = ag(t) = W (t) (72)
where the white noise W (t) has zero-mean and constant PSD S0 = 10
3 N2s, and
v(z, t) denotes the relative displacement with respect to the basis. In this case the
partial differential equation (15) becomes
∂4v(z, t)
∂z4
−(λL)2 ∂
6v(z, t)
∂z6
+
η
EI
∂v(z, t)
∂t
+
ρA
EI
[
∂2v(z, t)
∂t2
+ ag(t)
]
= 0, 0 < z < L
(73)
and the BCs ∀t are {
v(0, t) = 0, M(L, t) = 0,
ϕ(0, t) = 0, T (L, t) = 0
(74)
Let us recall that, by virtue Eq.(8) and Eq.(11), bending moment M and shear
force T fields can be expressed in terms of elastic curvature and its derivatives as
M(z, t) = EIχ(z, t)− EI(λL)2 ∂
2χ(z, t)
∂z2
(75a)
T (z, t) = EI
∂χ(z, t)
∂z
− EI(λL)2 ∂
3χ(z, t)
∂z3
(75b)
To show the effects of the nonlocal parameters in the response, different cases
of Eq. (73) are considered. Specifically, we select three values of the nonlocal
parameter λ, i.e., λ = {0.1, 0.2, 0.3}.
The solution in terms of displacement function is obtained with the aid of
Eq. (38), where each eigenfunction is obtained by solving the differential problem
in Eq. (22) with the two constitutive BCs in Eq. (23) and the four BCs in Eq. (74).
The latter BCs in terms of eigenfunctions are{
φ(0) = 0, φ(2)(L)− (λL)2φ(4)(L) = 0,
φ(1)(0) = 0, φ(3)(L)− (λL)2φ(5)(L) = 0
(76)
The first five eigenfunctions for λ = 0.2 are shown in Fig. 3b and the first five
natural frequencies for different values of λ are reported in Table 1.
Taking Eq. (73) into account and with the aid of the definition in Eq. (67) the
PSD of the displacement is
Sv(z, ω) ≈ S0
n∑
j=1
n∑
i=1
φj(z)φi(z)cjciH
∗
j (ω)Hi(ω) (77)
where for the present numerical simulations we assume n = 5.
In Fig. 4 the PSD of the displacements are reported for different values of
λ. Specifically, Fig. 4a shows the PSDs of the mid-point displacements, while
in Fig. 4b the PSDs at z = L are shown. We can observe that the nonlocal
parameter influences both the natural frequencies and the peak amplitudes in
ag(t) = W (t)
nonlocal beam
viscous fluid
z
y
L
(a) Layout of the cantilever micro-beam
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(b) First five eigenfunctions for λ = 0.2
Fig. 3: Cantilever micro-beam forced by ground motion acceleration
λ ω0,1 ω0,2 ω0,3 ω0,4 ω0,5
0.10 4.2323× 105 2.8373× 106 8.8780× 106 1.9924× 107 3.7820× 107
0.15 4.4551× 105 3.1643× 106 1.0609× 106 2.5278× 107 5.0090× 107
0.20 4.6795× 105 3.5244× 106 1.2495× 107 3.1001× 107 6.2992× 107
0.25 4.9002× 105 3.9038× 106 1.4464× 106 3.6905× 107 7.6186× 107
0.30 5.1192× 105 4.2951× 106 1.6481× 107 4.2909× 107 8.9539× 107
Table 1: Natural frequencies in rad/s of cantilever micro-beam for different values
of λ.
the PSD. Specifically, when the nonlocal parameter increases the amplitude of the
peaks decrease and their frequencies increases. From the PSD in Eq. (77) and with
the aid of Eq. (65) we can also evaluate the stationary variance of the displacement.
Such quantity can be evaluated by the integration of the PSD in Eq. (77) as follow
σ2v(z) =
∫ ∞
−∞
Sv(z, ω)dω ≈ S0
n∑
j=1
n∑
i=1
φj(z)φi(z)cjci
∫ ∞
−∞
H∗j (ω)Hi(ω)dω (78)
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(b) PSD for z = L
Fig. 4: PSD of a cantilever micro-beam response for different values of λ
In Table 2 stationary variances at z = L/2 and z = L for different values of
λ are reported. Taking into account the values in this table we can state that the
λ σ2v(L/2) σ
2
v(L)
0.10 0.0200 0.1975
0.15 0.0165 0.1791
0.20 0.0144 0.1645
0.25 0.0138 0.1548
0.30 0.0115 0.1416
Table 2: Displacement variances in µm2 at z = L/2 and z = L, for different values
of λ.
nonlocal parameter also influences stationary variances. Specifically, when the non-
local parameter λ grows up then the displacement stationary variances decrease.
The PSD in Eq. (77) and the stationary variance in Eq. (78) provide a steady-
state characterization of the displacement process due to a stochastic ground mo-
tion acceleration. However, taking Eq. (73) into account, a characterization of the
non-stationary response can be pursued by using Eq. (69) to evaluate the CF of
the process v(z, t). That is,
Rv(z, t1, t2) = 2piS0
∞∑
j=1
∞∑
i=1
φj(z)φi(z)cjci
∫ t1
0
hj(t1 − τ1)hi(t2 − τ1)dτ1 (79)
By virtue of the definition in Eq. (71) the time-dependent variance is
σ2v(z, t) = Rv(z, t, t) =
∞∑
j=1
∞∑
i=1
φj(z)φi(z)RYjYi(t, t)
= 2piS0
∞∑
j=1
∞∑
i=1
cjciφj(z)φi(z)
∫ t
0
hj(t− τ)hi(t− τ)dτ
(80)
From Eq. (80) it is possible to obtain the stationary variance in Eq. (78) by
performing the following limit
σ2v(z) = lim
t→∞σ
2
v(z, t) (81)
while the stationary CF is given by
Rv(z, τ) = lim
t→∞Rv(z, t, t+ τ) (82)
the latter equation is related to the PSD in Eq. (77) by Fourier transform (Wiener-
Khinchin theorem). Fig. 5 shows the stationary and non-stationary displacement
variances for different values of the nonlocal parameter λ. Dashed lines represent
the stationary variances, whereas continuous lines are the non-stationary ones
obtained with the aid of Eq. (80). Such exact variances are compared with the nu-
merical results obtained by means of the MC approach described in Section 4.1.1.
Specifically, the numerical variances (dotted lines in Fig. 5) are obtained consid-
ering N = 4 × 103 samples and by assuming m = 2 × 103 and ∆ω = ω0,1/50
in Eq. (59). From Fig. 5 we can observe that the steady state is reached in all
considered case in a few tens of microseconds. This is due to the fact that the
involved stiffnesses in such micro-beams are great and the masses are little. More-
over, the nonlocal parameter influences the duration of the transient state, indeed,
if λ grows up the variance reaches the stationary value more quickly.
6 Concluding remarks
Random vibrations of damped nonlocal Bernoulli-Euler beams due to stochastic
excitation have been investigated in the present research. Two specific effects have
been accurately analyzed: size and damping phenomena, respectively modeled by
stress-driven nonlocal mechanics and external viscous interactions. A stochastic
input for the loading has been assumed to simulate external actions randomness.
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(b) Displacement variance at z = L
Fig. 5: Exact stationary (dashed line) and non-stationary (continuous line) dis-
placement variance in contrast with those obtained by MC simulations
A stochastic differential problem in space and time, governing the motion of
nonlocal beams under stochastic loading, has been formulated.
Exact solutions of power spectral density, correlation function and displace-
ment variance have been evaluated by differential eigenanalysis.
From the analytical formulation of stationary and non-stationary responses
and with the aid of numerical simulations, it has been highlighted a significant
reduction of stationary variances and duration of the transient state in responses
and an increasing of natural frequencies for increasing nonlocal scale parameter.
The predicted smaller-is-stiffer phenomenon, confirmed recently in [49], agrees with
most of experimental outcomes associated with inflected small-scale beams [83].
In summary, the nonlocal approach developed to model damped small-scale
beams is able to capture size and damping effects and random excitations. The
methodology provides analytical solutions in terms of statistics of the response
and closed-form natural frequencies. The contributed results can be exploited for
structural design and optimization of smaller and smaller devices used in modern
technological applications, such as: sensors, actuators, MEMS/NEMS, resonators.
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