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Motivated by recent experiments, we theoretically study the domain-wall (DW) magnetoresis-
tance (DWMR) in antiferromagnetic (AFM) metals. We compute the DWMR when the current is
perpendicular to the wall for several different spin structures with various DW orientations. We find
results for diffusive walls that are thicker than the mean free path and for thinner ballistic walls. In
the diffusive transport regime, the DWs can enhance or unintuitively reduce the resistance, depend-
ing on the spin configuration along the DW orientation. Unlike ferromagnetic metals, the negative
DWMR is caused neither by disorder nor by asymmetric spin-dependent scattering lifetimes. In the
ballistic regime, the DWs enhance the resistance in a strongly anisotropic way originating from the
DW orientation. This kind of intrinsic anisotropy depending on the spin ordering is a new feature
in antiferromagnets in the absence of spin-orbit coupling.
Antiferromagnetic (AFM) materials are promising can-
didates in a new generation of spintronics devices [1, 2].
Controlling the motion of domain walls (DWs) is essen-
tial for data storage in magnetic memory devices [3]. The
coupling between currents and spins enables efficient ma-
nipulation of AFM textures. Understanding this connec-
tion and the detection mechanisms for AFM textures is
crucial in developing the frontier of the field further.
The interplay between charge or magnon currents and
DWs in magnetically ordered materials has attracted in-
tense interest in decades. The dynamics of ferromag-
netic (FM) DWs and AFM-DWs have been studied in
the presence of charge and magnon currents [4–27]. Be-
sides, scatterings of charge and magnon currents from
FM-DWs also have been explored extensively [28–38].
Recently, scattering of magnon currents from AFM-DWs
[24–26, 39, 40] was studied. However, there is still no
systematic study of charge current scatterings and asso-
ciated DW magnetoresistance (DWMR) in AFM metals.
In FM metals, usually a DW acts as an effective barrier
and increases the resistance [28–33]. Negative DWMR
may appear in special cases when either the DW en-
hances electron decoherence in disordered systems [29]
or the relaxation time is spin-dependent [41]. AFM sys-
tems, on the other hand, have more complex magnetic
textures [42]. Consequently, the AFM-DWMR can ex-
hibit more exotic properties [43]. A recent experimental
study on the charge transport in the AFM metal Mn2Au,
showing anisotropic magnetoresistance and possibly ef-
fects of DWMR, has called for a theoretical understand-
ing of AFM-DWMR [44, 45].
In this Letter, we theoretically study the resistance
arising from DWs in AFM metals with a cubic crystal
structure. Assuming that the DW is pinned sufficiently
strongly, we focus on the charge transport perpendicular
to a DW when the Fermi wavelength lF is much smaller
than the DW width w. We consider both diffusive regime
when the mean free path (MFP) lMFP < w and ballistic
regime when lMFP & w for different AFM spin structures.
In the diffusive regime, we find that the DWMR mag-
nitude is ∝ 1/w. However, in systems with parallel mag-
netic moment (PMM) and staggered magnetic moment
(SMM) ordering along the current direction, the DWMR
is positive and mostly negative, respectively. In the bal-
listic regime, it is positive and anisotropic. In the PMM
configuration, the DWMR is ∝ 1/w2. While in the SMM
configuration, it is ∝ 1/w for a moderate filling of the
electron orbitals, and vanishes for a low or high filling.
Model.—All AFM spin structures that we will treat are
listed in Table I. We model the conduction electrons in
these AFM metals with the Hamiltonian
H = −Jn · στz + h1(k)σ0τx + h2(k)σ0τ0. (1)
In above, k is the electron wave vector. J denotes the s-d
exchange interaction strength between the itinerant elec-
trons and the staggered magnetization n [46]. τ and σ
are the Pauli matrix vectors acting on the AFM sublat-
tice space and the spin space, respectively. The structure
factor h1(k) = −t1
∑
d cos (k · d) describes hopping be-
tween the nearest-neighbor (NN) sites with antiparallel
magnetic moments, and h2(k) = −t2
∑
b cos (k · b) gov-
erns hopping between NN sites with PMMs, where the
vector d connects the NN A-B sites and b connects the
NN sublattices A-A or B-B. Note that for G-type AFM
systems, there is no term h2. The Supplementary Ma-
terial (SM) [47] describes the Hamiltonian (1) in more
details. Without loss of generality, we consider J > 0,
and set the lattice constant a = 1 and hopping integrals
t1 = t2 = t for simplicity.
Symmetry.—In a single AFM domain, n is spatially
independent. The system has a global U(1)×SU(2) sym-
metry. The U(1) represents the charge conservation. The
SU(2) has generators sz = n · σ, sxτx, and syτx, where
s are Pauli matrices that satisfy sisj = δijs0 + iijksk.
Next, we show that the symmetry reduces to U(1)×U(1)
when DWs appear.
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2TABLE I. The DWMR for different AFM spin structures.
Spin structure a
∆shift and m
∗
(~ = a = 1)
Z for Eqs.(3)
and (8)
As
∆shift = −J2/16a
m∗x = a/2t
2
m∗y = m
∗
z = 1/2t
a =
√
t2 + J2/4
Z = − J2
32t2
Ap
∆shift = tJ
2/162a
m∗y = a/2t
2
m∗x = m
∗
z = 1/2t
Z = J2
322a
Cs
∆shift = −J2/64c
m∗x = m
∗
y = c/2t
2
m∗z = 1/2t
c =
√
t2 + J2/16
Z = − J2
128t2
Cp
∆shift = tJ
2/642c
m∗y = m
∗
z = c/2t
2
m∗x = 1/2t
Z = J2
1282c
G
∆shift = −J2/144g
m∗x = m
∗
y = m
∗
z
= g/2t
2
g =
√
t2 + J2/36
Z = − J2
288t2
a The black vectors show the direction of the charge current
along the x-direction. The DW is perpendicular to the x-axis.
Without loss of generality, we assume that the DW is
perpendicular to the x-axis and set n(x) = (sin θ cosφ,
sin θ sinφ, cos θ), where φ is constant and θ depends on
x. In the first quantization theory, we replace the lon-
gitudinal wave-vector component kx with the differential
operator −i∂x in Eq. (1). The transverse components ky
and kz are good quantum numbers. We introduce a gauge
transformation Rθ = exp[−iφσz/2] exp[−iθσy/2], which
makes the exchange term uniform, R−1θ [n(x) ·σ]Rθ = σz
[29]. After the transformation, the non-abelian gauge po-
tential in the expression R−1θ [−i∂x]Rθ = −i∂x − λσy/2
represents the DW, where λ = dθ/dx describes the spa-
tial gradient of the spin texture. Further rotation trans-
formation T = exp[−iσxpi/4] exp[−iτypi/4] separates the
Hamiltonian into two decoupled 2×2 block matrices. The
rotated Hamiltonian H = T −1R−1θ HRθT becomes
H = Jσyτx+h1(kˆ+ eˆxλσz/2)τz +h2(kˆ+ eˆxλσz/2), (2)
where eˆx = (1, 0, 0) and kˆ = (−i∂x, ky, kz). Eq. (2) has
a global U(1)×U(1) symmetry. One U(1) remains the
charge conservation. The other one has the generator
ζ = σzτz that satisfies [ζ,H] = 0, corresponding to an ef-
fective spin conservation. The quantum states decouple
into eigenstates with ζ = 1 and ζ = −1. In the follow-
ing, we compute the AFM-DWMR based on the effective
electronic Hamiltonian Eq. (2).
Diffusive transport theory.—When the MFP is signifi-
cantly shorter than the DW width w, electrons move dif-
fusively. The corresponding FM-DWMR has previously
been evaluated using perturbative quantum field theory
(QFT) [29, 33] or Boltzmann transport equation [30].
To circumvent the complicated evaluation of Feynman
diagrams in QFT, we provide a new and considerably
simpler method for computing the diffusive transport in
AFM systems when the DW is wide w > lF and λ(x)
varies slowly.
We divide the DW into small spin-spiral (SS) domains
and treat the gradient λ(x) in each SS domain spatial-
independently. In the diffusive regime, Ohm’s law ap-
plies. The resistance for each effective spin direction
ζ = ±1 is a series resistance, Rζ =
∫ L/2
−L/2[1/σζ(λ)]dx/S,
where σζ(λ) is the conductivity in a SS domain. L is
the system length along the x-axis and S is the cross-
section. In determining the transport, the two effective
spin directions function as parallel circuits. The total re-
sistance R is determined by 1/R = 1/R+ + 1/R−. The
DWMR is Rw = R − R0 ' −σ−20 S−1
∫ L/2
−L/2 δσdx, where
R0 = L/Sσ0 is the resistance of a single AFM domain.
σ0 = 2σ+(0) = 2σ−(0) is the conductivity for a single
domain since transport is spin degenerate in diffusive
AFMs. δσ(λ) = σ(λ)− σ0 is the correction arising from
SS and σ(λ) = σ+(λ) + σ−(λ).
At low filling regime that only the low energy states
in the lowest band of H(λ) are occupied, the eigenener-
gies Esζ for a SS domain (where s denotes different en-
ergy levels for each ζ) [47] becomes especially simple,
E ' cλ2 + 2bλkx + k2x/2m∗x + k2y/2m∗y + k2z/2m∗z + const.,
where m∗ is the effective mass. The Drude conductivity
is σ(λ) = e2nτ/|m∗x|, where n = kxF kyF kzF /3pi2 is the elec-
tron density, kiF is the anisotropic Fermi wavevector for
i = x, y, z, and τ is the electron lifetime. SS contributes
an energy shift δE = ∆shiftλ
2, where ∆shift = c− 2b2m∗x.
The relative change in the resistance due to the DW is
Rw
R0
= 2±1 · (l
x
F )
2
Lw
· 3Z, (3)
where the dimensionless quantity Z = m∗x∆shift is a func-
tion of J2/t2, liF = 1/k
i
F is the anisotropic Fermi wave-
length, and 2±1 refers to 180◦ and 90◦ DWs, respectively.
We have assumed that for a 180◦ DW, the staggered tex-
ture is cos θ = tanh (x/w) [24, 25], and for a 90◦ DW,
cos 2θ = tanh (x/w). Thus,
∫ L/2
−L/2 λ
2dx = 2/w and 1/2w,
and λmax = 1/w and 1/2w for these DWs, respectively.
Table I lists the effective mass m∗, the energy shift
coefficient ∆shift, and the parameter Z for each type.
The DWMR in Ap- and Cp-type AFM are positive. In
strong contrast, it is negative in As-, Cs- and G-type
AFM due to negative Z caused by negative energy shift.
In fact, from Drude’s formula, negative energy shift en-
hances the electron density and thus induces a negative
DWMR. Note that for these three types, the magnetic
moments are staggered along the current direction (which
is perpendicular to the DW). Table I shows that the co-
efficient Z is larger and thus the DW effect is stronger for
3FIG. 1. The coefficient Cdiffuse with respect to the chemical
potential µ for different cases. J = t.
a larger exchange interaction J . As compared to As and
Cs types, the DW effect in G type is suppressed because
of a smaller |Z|. We attribute it to a larger magnetic
self-screening effect in G-type AFM spin structure.
In general, still considering the diffusive regime, using
the Kubo formula [47, 48], the electric conductivity for a
SS domain with constant gradient λ is
σζ(λ) = e
2τ
∑
s
∫
BZ
d3k
(2pi)3
(vζsx )
2δ(Esζ − µ), (4)
where vζsx = ∂E
s
ζ/∂kx is the group velocity. By expand-
ing Eq. (4) as a function of the gradient λ, the correction
from SS is of the order of λ2. The relative DWMR for a
180◦ DW and a 90◦ DW, respectively, becomes
Rw
R0
= 2±1
Cdiffuse
Lw
, (5)
where
Cdiffuse = −e
2τ
σ0
∑
ζ,s
∫
BZ
d3k
(2pi)3
F2[Esζ ]δ(Esζ |λ=0 − µ), (6)
and F2[E] =
[
E¨′E′/2 − E˙E˙′′ − E¨E′′/2 + E′′′E˙2/2E′ −
E′′2E˙2/2E′2 + E′′E˙E˙′/E′
]∣∣
λ=0
[47]. We have used the
convention that E˙ = ∂λE and E
′ = ∂kxE. Eq. (5)
demonstrates that in the diffusive transport regime, the
DWMR is inversely proportional to the DW width.
At low filling, Eq. (5) is consistent with Eq. (3). From
Eq. (4), a negative energy shift from SS decreases the
resistance because both the density of state (DOS) and
the Fermi velocity are enhanced at the Fermi level µ.
In Fig. 1, we show the numerical results of the coeffi-
cient Cdiffuse, by employing Monte Carlo method for the
integrals in Eq. (6). The results confirm the existence
of negative DWMR in As-, Cs- and G-type AFM at the
low or high filling case. The coefficient (6) diverges and
therefore the expansion breaks down when the chemi-
cal potential µ ∈ [−4t − J, 4t + J ] in the As model,
µ ∈ [−2t − J, 2t + J ] in the Cs model, or µ ' ±J in
the G model, in which region the velocity E′ = vx can
be zero and the DOS is not a differentiable function of λ
anymore [47].
FIG. 2. Diffuse conductivity σ(λ) and DOS as functions of
the chemical potential µ. For visualization the difference in
different SS cases (solid lines are for λ = 0 and dotted lines
are for λ = 1/a), we chose a large exchange interaction, J = t,
and a large λ = 1/a. The result for λ = 1/2a can be found
in supplementary [47]. The unit σ¯ = e2τ/3pi2m0a
3, where
m0 = 1/2t. The DOS at λ = 0 is same for As and Ap, and
also for Cs and Cp.
To understand the DWMR in all regions, in Fig. 2, we
plot the SS conductivity and DOS for λ = 0 and λ = 1/a
(the spiral period is 2pi/λ), respectively. Comparing As-
and Ap-types, or Cs- and Cp-types, we find that the single
domain conductivity (λ = 0) along the PMM direction is
larger than that along the SMM direction. It means that
along the SMM direction, the electron mobility is sup-
pressed according to Eq. (4). Especially for a low filling,
along the SMM direction, the system has a larger effec-
tive mass, suppressing the electron velocity and conduc-
tivity σ0. The anisotropic mass may explain the observed
anisotropic magnetoresistance in Mn2Au [44, 45].
Along the PMM direction, spin spiral always decreases
the conductivity and thus the DWMR is positive. In con-
trast, along the SMM direction, SS usually increases the
conductivity, leading to a negative DWMR. An interpre-
tation is that SS or DW effectively eases the magnetic
staggering and thus enhances the electron mobility. In
particular, for the As-type at µ ' 0, neglecting the cor-
rection of DOS from spin-spiral λ and taking only the ve-
locity corrections into account, we estimate δσ(λ)/σ0 =
A · a2λ2, where A = Jt2/4a(2t2 + J2 − 2aJ) and a =√
t2 + J2/4. The estimated correction for the conduc-
4tivity from SS is positive and qualitatively matches our
numerical results (for J = t, A ∼ 1/4). The relative
DWMR is Rw/R0 = −2±1 · (a2/Lw) · A < 0. There is
some small energy regions for the As, Cs and G model,
SS decreases the conductivity and the coefficient Cdiffuse
becomes positive (see Fig. 1). In these regions, the con-
ducting channels are (strongly) suppressed due to SS,
which can be observed in the DOS in Fig. 2.
In experiments, to check such DW effects, one could
measure the magnetoresistance for single crystaline sam-
ples with and without DWs along different crystallo-
graphic directions.
Ballistic transport theory.—When the electron MFP is
larger than the DW width, the conductance along the
x-direction at zero temperature reads
G = e2S
∑
ζs
∫ vζsx >0
BZ
d3k
(2pi)3
vζsx |λ=0Tζs,kxδ(Esζ |λ=0 − µ),
(7)
where Tζs,kx is the transmission coefficient for each chan-
nel [49]. The integral region is confined to vζsx > 0 for the
right moving electrons. Since λ varies slowly, the adia-
batic approximation can be applied. In other words, we
can treat the quasiparticle motion classically [50]. The
transmission coefficient Tkx = 1 for open channels and
Tkx = 0 for closed channels. The DWMR is determined
by the number of open channels in a single domain that
become closed due to the DW, analogous to the calcula-
tion for FM metals. The maximum value of the gradient
of the spin structure, λmax, determines the reduced num-
ber of channels. Since the number of channels is reduced,
the ballistic DWMR is positive.
When the filling is low, R0 = (4pi
2~/e2)(lyF lzF /S). For
As, Cs, and G-types, DWs are transparent and cause no
additional resistance, since all low energy channels are
open due to the negative energy shift δE = ∆shiftλ
2
max.
For Ap and Cp-types, δE is positive and we obtain
Rw
R0
=
(lxF )
2
4dw2
· 2Z, (8)
where d = 0 for a 180◦ DW and d = 1 for a 90◦ DW. In
the case of a high filling, the results are the same.
The situation differs in the moderate filling case. Spe-
cially for the As-type case, the local SS dispersion is
Esζ = h2 + Esζ , where h2 = −2t(cos ky + cos kz) and
E±ζ = 2ζt sin(λ/2) sin kx ±
√
4t2 cos2(λ/2) cos2 kx + J2.
Rewriting E±ζ (λ(x)) = E±ζ (λ = 0) + Veff, we find that
back scattering exists near kx = ±pi/2, where the effec-
tive potential Veff = ±2t sin[λ(x)/2]. For a wide DW
w  a, we have Max[|Veff|] = ta/2dw for 180◦ and 90◦
DWs. Furthermore, we obtain the relative DWMR
Rw
R0
= −δG
G0
= CAs · a
2dw
, (9)
FIG. 3. Rw/R0 as functions of the chemical potential. J = t.
where CAs(µ) = t(ρ2Dµ−J + ρ2Dµ+J)
/
2
∫
J<|−µ|<2a ρ
2D
 d
and ρ2D is the two-dimensional DOS of h2 [47]. By as-
suming that ρ2D is uniform for  ∈ [−4t, 4t], we estimate
that CAs ∼ t/2(2a − J) for the moderate filling case and
obtain CAs = 0 for µ /∈ [−4t−J, 4t+J ] [47]. This estima-
tion fits pretty good with numerical results. For instant,
J = t, we get CAs ∼ 0.4 at a moderate filling, close to the
numerical result shown in Fig. 3. For the Ap-type, back
scattering exists near kx = 0 due to the positive energy
shift δE ∝ λ2max. Detailed discussion shows
Rw
R0
= DAp · a
2
4dw2
, (10)
and the coefficient is estimated to be DAp ∼ J/16a [47].
For J = 1, DAp ' 0.056, which also well agrees with the
numerical result. The dependence of the DWMR on the
DW width in the Ap-type is the same as in FM metals,
but differently, it is strongly suppressed through the ratio
J/t [32, 33, 47]. Cs-type has similar behavior with the
As-type. We plot the relative DWMR Rw/R0 in Fig. 3.
For As-type and Cs-type, the DWMR is ∝ a/w for a
moderate filling and vanishes for a low or high filling. In
contrast, for the Ap-type and Cp-type, the DW resistance
is ∝ a2/w2 for a moderate filling, and ∝ (lxF )2/w2 for a
low or high filling. For G-type, DW resistance is nonzero
only for µ ' ±J , where backscattering happens. More
details can be found in SM [47].
The qualitative dependence of the DWMR on the DW
properties, such as the width, might be measurable in ex-
periments. By varying the anisotropy of the systems, for
example by strain, one can vary the width and ascertain
the DWMR in conjunction with magnetic imaging using
x-ray magnetic linear dichroism contrast [39, 44].
Conclusions.—We have systemically studied the
DWMR in AFM metals. The behavior of the DWMR
in AFMs is richer and offers more tunability than in fer-
romagnets. The DWMR depends on the orientation of
the DW as well as on the AFM structure. In contrast to
FM-DW, the AFM DWMR can be negative even in the
diffusive regime with a spin-independent relaxation time.
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Hamiltonian and spin-spiral spectrum
TABLE II. Hamiltonian, spin-spiral spectrum and parameters for different AFM spin structure
Spin structure a
Hamiltonian H = −Jn · στz + h1(k)σ0τx + h2(k)σ0τ0
Spin-spiral spectrum Esζ , where s = ±1 and ζ = ±1
∆shift and m
∗
(~ = a = 1)
Coefficient Z
As
h1 = −2t cos kx
h2 = −2t(cos ky + cos kz)
Esζ = h2 + Esζ
Esζ = 2ζt sin λ2 sin kx + s
√
4t2 cos2 λ
2
cos2 kx + J2
∆shift = −J2/16a
m∗x = a/2t
2
m∗y = m
∗
z = 1/2t
a =
√
t2 + J2/4
Z = − J2
32t2
Ap
h1 = −2t cos ky
h2 = −2t(cos kx + cos kz)
Esζ = −2t cos λ2 cos kx − 2t cos kz
+ s
√
4t2(cos ky − ζ sin λ2 sin kx)2 + J2
∆shift = tJ
2/162a
m∗y = a/2t
2
m∗x = m
∗
z = 1/2t
Z = J2
322a
Cs
h1 = −2t(cos kx + cos ky)
h2 = −2t cos kz
Esζ = −2t cos kz + 2ζt sin λ2 sin kx
+ s
√
4t2[cos λ
2
cos kx + cos ky]2 + J2
∆shift = −J2/64c
m∗x = m
∗
y = c/2t
2
m∗z = 1/2t
c =
√
t2 + J2/16
Z = − J2
128t2
Cp
h1 = −2t(cos ky + cos kz)
h2 = −2t cos kx
Esζ = −2t cos λ2 cos kx
+ s
√
4t2(cos ky + cos kz − ζ sin λ2 sin kx)2 + J2
∆shift = tJ
2/642c
m∗y = m
∗
z = c/2t
2
m∗x = 1/2t
Z = J2
1282c
G
h1 = −2t(cos kx + cos ky + cos kz)
h2 = 0
Esζ = 2ζt sin
λ
2
sin kx
+ s
√
4t2[cos λ
2
cos kx + cos ky + cos kz]2 + J2
∆shift = −J2/144g
m∗x = m
∗
y = m
∗
z
= g/2t
2
g =
√
t2 + J2/36
Z = − J2
288t2
a The black vectors show the direction of the charge current along the x-direction. The DW is perpendicular to the x-axis.
Charge conductivity in the spin-spiral system
We rewrite the Hamiltonian as H = H0(k)+V (x), where H0(k) = h1(k)σ0τx+h2(k)σ0τ0 contains all hopping terms
and V (x) = −Jn(x) · στz represents the effective potential. The matrix representation of the current corresponding
8to the U(1) charge conservation is Jk = ∂kxH0(k) [51]. We have set e = 1 and ~ = 1 for simplicity. The gauge
transformation RθT = exp[−iφσz/2] exp[−iθσy/2] exp[−iσxpi/4] exp[−iτypi/4] gives H = T −1R−1θ HRθT = H0 + V ,
where H0 = h1(kˆ + eˆxλσz/2)τz + h2(kˆ + eˆxλσz/2) and V = Jσyτx. For the spin-spiral case that λ is a constant, the
wave vector kx becomes a good quantum number and the current matrix after the gauge transformation becomes,
J k = T −1R−1θ JkRθT = ∂kxH0 = ∂kxH. (11)
The second quantization form of the Hamiltonian, can be written in the following form
Hˆ =
∑
k,s,s′
cˆ†k,sHk;s,s′ cˆk,s′ , (12)
where cˆk is the Fourier transformed of the rotated annihilation operator cˆx = T −1R−1θ cˆ0x and cˆ0x is the original
annihilation operator. Since ζ is a conserved spin in our systems and we focus on each subspace with ζ = 1 or ζ = −1,
we have omitted the notation ζ for simplicity. The current operator is
jˆx =
∑
k,s,s′
cˆ†k,sJ k;s,s′ cˆk,s′ . (13)
We will further write these operators in the eigen-basis of the Hamiltonian H. We introduce a unitary transformation
Uk so that Hk = U†kΛkUk, where the matrix Λk = diag{E+(k), E−(k)} is diagonal. The current operator becomes
jˆx =
∑
k,s,s′
dˆ†k,sJk;s,s′ dˆk,s′ , (14)
where dˆk = Ukcˆk is the annihilation operator corresponding to the eigen-basis and Jk = UkJ kU†k.
The conductivity in Kubo formula is [48]
σ = lim
ω→0
{ Im[pi(iωn → ω + iδ)]
ω
}
, (15)
where the current-current correlation is
pi(iωn) =
1
V
∫ β
0
dteiωnt〈Ttjˆx(t)jˆx(0)〉
=
1
β
∑
ip
∫
d3k
(2pi)3
Tr
[
JkGk(ip+ iω)JkGk(ip)
]
. (16)
Here Gk(ip) is diagonal and in the Lehmann representation,
Gk;s,s′(ipn) = δs,s′
∫
d
2pi
As(k, )
ipn − + µ, (17)
where the spectral density As(k, ) =
2∆k
(Es−µ)2+∆2k
for s = ± and ∆k = 1/2τk. Here, τk is the lifetime of the
quasiparticle. Using the same techniques developed in Section 8.1 of Mahan’s book [48], we obtain the conductivity
σ =
∑
s,s′
∫
d3k
(2pi)3
d
4pi
Jk;s,s′Jk;s′,sAs(k, )As′(k, )δ(− µ). (18)
For a large τk (i.e., a small ∆k), we have As(k, )As′(k, ) ' 4piδ(−Es)τk when Es = Es′ [48], and As(k, )As′(k, ) =
0 when Es 6= Es′ . Using the fact that Jk = UkJ kU†k = Uk[∂kx(U†kΛkUk)]U†k, we obtain Jk = Uk(∂kxU†k)Λk+∂kxΛk+
Λk(∂kxUk)U
†
k. Thus, for E
s = Es
′
, we have
Jk,s,s′ = [Uk(∂kxU
†
k) + (∂kxUk)U
†
k]s,s′E
s′
k + δs,s′∂kxE
s′
k = δs,s′∂kxE
s
k. (19)
We further assume that τk = τ and finally obtain
σ = e2τ
∑
s
∫
d3k
(2pi)3
(vsx)
2δ(Es − µ), (20)
where vsx = ∂kxE
s
k. We have added the factor e
2, which is preset to be 1 in the derivation above.
9Order by order expansion of Eq.(4) in main text
We consider the integral
I =
∫
BZ
d3k
(2pi)3
v2δ(E − µ), (21)
where E(k, λ) and v(k, λ) = E′ = ∂kxE are functions of k and λ. Using the convention E˙ = ∂λE, we expand the
velocity v and the δ-function around λ = 0,
v2δ(E − µ) = (v0 + v˙0λ+ 1
2
v¨0λ
2
)2(
δ0 + δ˙0λ+
1
2
δ¨0λ
2
)
, (22)
where v0 = v|λ=0 and δ0 = δ(E|λ=0 − µ). Order by order expanding the function v2δ(E − µ), we obtain coefficients
for λi as following,
λ0 : v20δ0 (23a)
λ1 : 2v0v˙0δ0 + v
2
0 δ˙0 (23b)
λ2 : v˙0v˙0δ0 + v0v¨0δ0 +
1
2
v0v0δ¨0 + 2v0v˙0δ˙0. (23c)
For simplicity, we will omit the foot index 0 but keep in mind λ→ 0. Note that
δ˙ = E˙∂Eδ =
E˙
v
δ′, (24)
δ¨ =
∂
∂λ
(E˙∂Eδ) = E¨∂Eδ + E˙
∂
∂λ
(∂Eδ) = E¨∂Eδ + E˙
2(∂2Eδ)
=
E¨
v
δ′ + E˙2
1
v
∂
∂kx
(1
v
δ′
)
=
E¨
v
δ′ + E˙2
1
v2
δ′′ − E˙2 v
′
v3
δ′. (25)
Integration by parts for the integral (21) shows that these coefficients become
λ1 :
[
(E′E˙′ − E′′E˙)]∣∣
λ=0
δ(E|λ=0 − µ), (26)
λ2 :
[1
2
E¨′E′ − E˙E˙′′ − 1
2
E¨E′′ +
1
2
E′′′
E′
E˙2 − 1
2
E′′2
E′2
E˙2 +
E′′
E′
E˙E˙′
]∣∣∣
λ=0
δ(E|λ=0 − µ). (27)
As a result, we obtain
δσ = e2τ
∑
ζ,s
∫
BZ
d3k
(2pi)3
{
λF1[Esζ ] + λ2F2[Esζ ]
}
δ(Esζ |λ=0 − µ), (28)
where
F1[E] =
[
E′E˙′ − E′′E˙]∣∣
λ=0
, (29)
F2[E] =
[1
2
E¨′E′ − E˙E˙′′ − 1
2
E¨E′′ +
1
2
E′′′
E′
E˙2 − 1
2
E′′2
E′2
E˙2 +
E′′
E′
E˙E˙′
]∣∣∣
λ=0
. (30)
For all models in Table I, the parity symmetry of the functions under kx → −kx, determines that the integral of F1
vanishes. The DW resistance becomes
Rw =
Cdiffuse
σ0S
∫ L/2
−L/2
λ2dx =
2±1
w
Cdiffuse
σ0S
, (31)
where
Cdiffuse = −e
2τ
σ0
∑
ζ,s
∫
BZ
d3k
(2pi)3
F2[Esζ ]δ(Esζ |λ=0 − µ). (32)
Here, 2±1 is for a 180◦ DW and a 90◦ DW, respectively. Using R0 = L/σ0S, we finally obtain Rw/R0 = 2±1Cdiffuse/Lw.
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When the velocity v = 0, the derivative (24) is divergent. The δ-function, as a function of λ, is not differentiable.
For this case, if we omit the dependence of δ-function on the spin-spiral parameter λ, then the coefficient for λ2 in
Eq. (23c) becomes v˙0v˙0δ0 + v0v¨0δ0, which is fully from the correction of velocity by the spin-spiral. Especially for the
As model, we use the following approximation to estimate the spin-spiral domain resistance in this case. From Eq.(4)
in main text, we have
σζ =
e2τ
2pi
∑
s
∫
dkx(v
ζs
x )
2ρ2Dµ−Esζ , (33)
where
ρ2D =
1
4pi2
∫
dkydkzδ(− h2) (34)
is the two-dimensional density of state (2D-DOS) for the Hamiltonian h2 = −2t(cos ky + cos kz) and Esζ can be
found in Table II. We further treat the 2D-DOS ρ2D as a nonzero constant in region  ∈ [−4t, 4t] and as zero
when  /∈ [−4t, 4t]. In this treatment, 2D-DOS of course does not depend on the spin-spiral λ. When the chemical
potential µ ∈ [−4t + 2a, 4t − 2a], where a =
√
t2 + J2/4, the 2D-DOS ρ2Dµ−Esζ is nonzero for all kx in the first
Brillouin zone. Thus, Cdiffuse = −
∑
ζ,s
∫
BZ
dkx(E˙
′2 + E¨′E′)
/[∑
ζ,s
∫
BZ
dkxE
′2], where E = Esζ ∣∣λ=0. Finally, We get
δσ(λ)/σ0 = −Cdiffuseλ2 = a2λ2Jt2/4a(2t2 + J2 − 2aJ) > 0. The spin-spiral enhances the electron mobility and thus
the conductivity. For Cs-type, we expect a similar behaviour.
Ballistic transport
For the As-type case, we show the classical paths for ζ = 1 in Fig. 4. For the branch E+ζ , back scattering exists only
near kx =
pi
2 , where the DW servers as a barrier. It becomes a valley near kx = −pi2 and the particles are unobstructed.
This can be confirmed by expanding the dispersion E+ζ around kx = ±pi2 and λ = 0, showing an effective potential
±2t sin λ(x)2 . The potential have opposite scattering effects (as barrier or valley) for the branch E−ζ due to the negative
effective mass.
Due to the DW, for an effective barrier, open-channel only exists when |Esζ | ∈ [J+, 2a], where J+(λmax) = J +
2t sin(aλmax/2). The conductance (7) in the main text becomes
G =
e2
2pi~
S
2∑
i=1
∫
Ri
dkydkz
4pi2
, (35)
where R1 = R(0) and R2 = R(λmax) with R(λ) :=
{
(ky, kz) ∈ BZ
∣∣ J+(λ) < |µ − h2(ky, kz)| < 2a}. R1 represent
the effective valley part which contributes no additional resistance from the DW. The increased conductance is
δG ' −(e2S/pi~)(ρ2Dµ−J + ρ2Dµ+J)× t sin
(
aλmax/2
)
. The DW resistance is
Rw
R0
= −δG
G0
= CAs · 2 sin aλmax
2
, (36)
where CAs(µ) = t(ρ2Dµ−J + ρ2Dµ+J)
/
2
∫
J<|−µ|<2a ρ
2D
 d. Now we suppose the 2D-DOS is uniform in the energy region
[−4t, 4t]. For the case J  2t, we obtain
CAs(µ) '

t/(6t+ µ), µ ∈ [−4t,−2t],
1/4, µ ∈ [−2t, 2t],
t/(6t− µ), µ ∈ [2t, 4t],
0, others.
(37)
The coefficient CAs(µ) is estimated to be 0.25 to 0.5 for µ ∈ [−4t, 4t]. For a general J/t, CAs(µ) = 0 when µ /∈
[−4t − J, 4t + J ], since ρ2Dµ±J vanishes outside this region. For moderate filling, using the uniform ρ2D , we obtain
CAs = t/2(2a − J).
Now we consider the Ap type case. ky and kz are good quantum numbers, and are fixed during the electron motion.
By expanding the spin-spiral dispersion Esζ in Table II as a function of λ, we find that due to the DW, the band width
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FIG. 4. The color plot of E±ζ=1 in x-kx phase space for a 180◦ DW with w = 6a (for visualization effect, we use this small DW
width), and the plot of E±ζ=1 as functions of kx for different λ. The lines (with arrow) represent the classical paths in the phase
space, which are also the equal-energy contour lines. Here J = t.
becomes narrower to −2t + λ2maxFky + E± < E±ζ < 2t − λ2maxFky + E±, where E± = −2t cos kz ±
√
4t2 cos2 ky + J2
and Fky = tJ
2/4(4t2 cos2 ky + J
2) > 0. Thus, the conductance (7) in the main text becomes
G =
e2
pi~
S
∑
s
∫
Rs
dkxdky
4pi2
, (38)
where Rs :=
{
(kx, ky) ∈ BZ
∣∣ µ − 2t + λ2maxFky < Es < µ + 2t − λ2maxFky}. The relative DW resistance has the
following form
Rw
R0
= DAp(µ) · a2λ2max. (39)
In the following, we estimate the coefficient DAp(µ) for a moderate filling case. For this purpose, we use the
average of Fky over the first Brillouin zone, F ky = Jt/8a, to replace Fky in the region Rs. By defining a
2D-DOS ρ¯s = (1/4pi
2)
∫
dkydkzδ( − Es) for the dispersion Es, we obtain the coefficient in terms of 2D-DOS,
DAp(µ) = F ky [
∑
s(ρ¯
s
µ+ + ρ¯
s
µ−)]
/
[
∑
s
∫
µ−<<µ+
ρ¯sd], where µ± = µ ± 2t. We further suppose that the total 2D-
DOS (ρ¯+µ + ρ¯
−
µ ) is uniform for µ ∈ [−2t − 2a, 2t + 2a], and thus estimate DAp ∼ J/16a for a moderate filling
case.
Ballistic transport for ferromagnetic metals
It is interesting to compare with ferrromagnetic metals with Hamiltonian
HF = −Jn(x) · s− 2t(cos kx + cos ky + cos kz)s0, (40)
12
where n is the local magnetic moment. We assume that the DW is perpendicular to the x-axis and set n(x) =
(sin θ cosφ, sin θ sinφ, cos θ), where φ is constant and θ depends on x. We also use the replacement kx = −i∂x.
After the gauge transformation OFθ = RFθ T F , where RFθ = exp[−iszφ/2] exp[−isyθ/2] and T F = exp[−isxpi/4], the
Hamiltonian becomes
HF = [OFθ ]−1HFOFθ = −2t cos(szλ/2− is0∂x)− 2t(cos ky + cos kz)s0 − Jsy. (41)
where λ = dθ/dx.
It has spiral solutions
E±kx = E±kx + h2, (42)
where
E±kx = −2t cos
λ
2
cos kx ±
√
4t2 sin2
λ
2
sin2 kx + J2, (43)
h2 = −2t(cos ky + cos kz). (44)
The band width of E±kx is [−2t±J, 2t±J ] at x = ±∞ where λ = 0, and becomes narrower to [−2t±J+ta2λ2max/4, 2t±
J − ta2λ2max/4] at x = 0 due to the FM-DW. The relative DWMR becomes
Rw
R0
= DF a
2
4× 4dw2 , (45)
where
DF (µ) =
t(ρ2Dµ+2t−J + ρ
2D
µ+2t+J + ρ
2D
µ−2t−J + ρ
2D
µ−2t+J)∫
−2t−J<|µ−|<2t−J ρ
2D
 d+
∫
−2t+J<|µ−|<2t+J ρ
2D
 d
, (46)
and ρ2D is defined by Eq. (34). We estimate DF(EF ) ∼ 0.5 for a moderate filling case by assuming a uniform 2D-DOS.
For low filling case, cos k ' 1− k2/2, the new scale k2F appears, and we find DF(µ) = 1/k2F for small J/t (two bands
are occupied). It recovers the previous result [32, 33].
Fig. 5: Plot of diffuse conductivity σ(λ) and DOS
Fig. 6: Plot of ballistic conductance G0
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FIG. 5. Diffuse conductivity σ(λ), the coefficient Cdiffuse and DOS as functions of the chemical potential µ (in unit [t]) for
different models. For visualization the difference in different spin-spiral cases, we chose a large exchange interaction, J = t.
The unit σ¯ = e2τ/3pi2m0a
3, where m0 = 1/2t.
FIG. 6. Ballistic conductance G0 and Rw/R0 as functions of the chemical potential µ[t] for different models. Here, J = t.
