Abstract: We present a novel technique for improving a fundamental aspect of iterated dynamic programming procedures on sequences, such as progressive sequence alignment. Instead of relying on the unrealistic assumption that each iteration can be performed accurately without including information from other sequences, our technique employs the combinatorial data structure of weighted sequence graphs to represent an exponential number of optimal and suboptimal sequences. The usual dynamic programming algorithm on linear sequences can be generalized to weighted sequence graphs, and therefore allows to align sequence graphs instead of individual sequences in subsequent stages. Thus, locally suboptimal, but globally correct solutions can for the first time be identified through iterated sequence alignment. We demonstrate the utility of our technique by applying it to the benchmark alignment problem of Sankoff et al. (1976) . Although a recent effort could improve on the original solution from 1976 slightly, our technique leads to even more significant improvements.
Introduction
Aligning two or more sequences is one of the most frequently performed task in the analysis of biomolecular sequences. Most methods for sequence alignment build on the fact that alignments correspond to source-to-sink paths in the acyclic edit graph [MM88, Gus97] . In this graph, short paths are assumed to correspond to relevant alignments. Current methods mostly compute a single shortest path through the edit graph. Although linear-time algorithms for computing a shortest path in a directed acyclic graph are simple, in practical applications the size of the edit graphs for many sequences are very large, which makes the problem computationally hard.
As in any biological inference, however, a result obtained by a computational method can rarely be an ultimate answer, but an approximation to the true result. This is particularly true for the alignment problem, as there are usually many short paths through the edit graph, and the edge weights are input parameters determined with a certain degree of uncertainty. Taking this fact into account, one is frequently interested in all near-optimal alignments, instead of a single optimal one.
Efficient methods have been developed for the enumeration of near-optimal alignments [BW84, NB94] , but in view of the large number of alignments, it is practically more tractable to represent them for further analysis, instead of enumerating them. Naor and Brutlag [NB94] have proposed a graph representation of near-optimal alignments for the case of two sequences. Hein [Hei89a] has introduced the data structure of a sequence graph and shown how the alignment process can be iterated, as required in iterative multiple sequence alignment methods. Sequence graphs, however, are only capable of representing strictly optimal solutions, and the algorithm presented in [Hei89a] does not work with commonly used, non-metric, edge weights.
In this paper, we extend the concept of sequence graphs in several respects. We introduce the weighted sequence graph that is capable of representing suboptimal alignments, and we provide the associated algorithms that work with commonly used edge weights. We illustrate the use of weighted sequence graphs by integrating them into our heuristic for the Generalized Tree Alignment problem [SV97a] . We start the technical discussion by describing this problem.
The Generalized Tree Alignment Problem

Notation
We consider sequences (a 1 , . . ., a n ), n ∈ N 0 , over a finite alphabet Σ. For the sake of brevity we will write a 1 . . . a n . The set of all finite sequences is denoted by Σ * . The symbol "−" (gap character or gap) is the neutral character for sequence catenation, i.e., s− = −s = s for any sequence s. We let Σ := Σ ∪ {−}. We denote the set of all multiple alignments of m sequences by A m . A column of an alignment A ∈ A m than merely consists of gaps is called a gap column.
Gap columns are frequently irrelevant to an alignment and can be removed. We call the resulting alignment without gap column reduced, and will mostly assume that an alignment A is given in its reduced form. Any two rows i, j ∈ {1, . . ., m} induce a reduced pairwise alignment A ∈ A 2 of s i with s j , which we denote by
To measure the quality of a pairwise alignment, one usually employs a score function sc : A 2 → R. The most widely employed score functions have two components. With each column x y of A, where x, y ∈ Σ, a symmetric score matrix w : Σ × Σ → R associates a score w xy = w(x, y). If x or y is a gap character, that character occurs in a maximal contiguous series of gap characters that cannot be extended to the left or to the right. Such a series of gap characters is called maximal gap. With each maximal gap of length k ∈ N, a gap penalty g(k) = a + b · k with a, b ∈ R ≥0 is associated. The alignment score of a reduced pairwise alignment A under the score matrix w and the gap penalty function g is the sum over all associated scores w xy and gap penalties g(k). We denote the alignment score by sc w,g (A). sc w,g is called pairwise alignment score function.
Given two sequences s, t ∈ Σ * , one is interested in alignments A of s and t with a minimal score sc w,g (A). We denote the score of such an optimal alignment by sc w,g (s, t). The concept of a tree alignment includes an evolutionary tree that describes an evolutionary history among the sequences. Formally, an evolutionary tree for m ∈ N sequences s 1 , . . . , s m is a tree T = (V, E), with the leaves 1, . . ., m, internal nodes m + 1, . . . , m + k, k ∈ N 0 , and E ⊆ V 2
. Here will consider trees where every internal node has a degree of 3, an assumption that is suitable for most practical applications.
Given an evolutionary tree T = (V, E) for m sequences s 1 , . . . , s m with m + k nodes, a tree alignment of s 1 , . . . , s m on T is a multiple alignment A of s 1 , . . . , s m+k , where s m+1 , . . . , s m+k ∈ Σ * . Note that the notion of a tree alignment thus implies specifying "internal sequences" s m+1 , . . ., s m+k . When a sequence s is specified for an internal node v, we say that v is labeled with s.
The tree alignment score is defined on the basis of a pairwise alignment score function sc = sc w,g . The tree alignment score sc T (A) of a tree alignment A is the sum of the score of the pairwise alignments that are induced over the edges of the evolutionary tree T . Formally, sc T (A) := {v,w}∈E sc w,g (A (v,w) ).
The score sc T (A) constitutes an attempt at quantifying the "complexity" of A. The following definition therefore captures the problem of searching for a most parsimonious solution under a given hypothesis for the evolutionary tree [SMC73, San75] .
Definition 1 (Tree Alignment Problem). Given m sequences s 1 , . . ., s m , a pairwise mutation score function sc w,g , and an evolutionary tree T for s 1 , . . . , s m , find a tree alignment A on T such that sc T (A) is minimal.
The following problem extends the Tree Alignment Problem to the case of an unknown evolutionary tree.
Definition 2 (Generalized Tree Alignment Problem). Given m sequences s 1 , . . . , s m and a pairwise alignment score function sc w,g , find and an evolutionary tree T and a tree alignment A on T such that sc T (A) is minimal.
The Tree alignment problem is N P -hard and the Generalized tree alignment problem is MAX SN P -hard [WJ94] . Here, we will present a technique of representing locally suboptimal solutions to subproblems of these problems, and assembling them to solve the two above problems.
Analogy to the Steiner Problem
Before discussing the tree alignment problems, we point out their relationship to the Steiner problem.
A Steiner tree in a metric space (X, d) is a connected graph T = (X , E ), where X ⊆ X and E ⊆ X 2 . The length of T is {x,y}∈E d(x, y). The internal nodes of T are usually called Steiner points.
Definition 3 (Steiner Problem in a Metric Space). Given a metric space (X, d) and a set of terminals N ⊆ X, find a Steiner tree of minimum length that connects the vertices of N .
If the pairwise alignment score function sc w,g is a metric, the Generalized tree alignment problem is equivalent to the above Steiner problem, if one sets X = Σ * and d = sc w,g . In the following text, we will use "score" and "length"
interchangeably. The Steiner points correspond to the sequences that are associated by a tree alignment A with the internal nodes on an evolutionary tree T . Motivated by this correspondence, we also call these sequences Steiner sequences.
Previous Approaches
General Approaches
To approximate the Generalized tree alignment problem, Gusfield [Gus93] has proposed a heuristic that guarantees an error bound of 2 − 2/n for n sequences. Others [JL94, JLW94] have suggested more general approaches that rely on assembling an evolutionary tree from k-restricted components. In [SV97a] , we have argued why we deem these approaches problematic for reconstructing an evolutionary tree.
With explicit reference to the Steiner problem, other approaches achieve performance guarantees below 2 by choosing as Steiner sequences optimal Steiner sequences for triples of input sequences as Steiner sequences [LR99] , or just suitable input sequences [Liu98] .
Other approaches [HH84, Hei89b, Hei94, Got96] alternate between optimizing for tree alignment and optimizing for the evolutionary tree. Yet others [VvH94, VvH97] compute alignment and tree simultaneously, but without optimizing for an objective function different from the tree alignment score.
Deferred Path Heuristics
In [SV97a, SV97b] , we have presented a heuristic for the GTA that computes an evolutionary tree and a multiple alignment simultaneously. This heuristic is analogous to a path heuristic [HRW92] for computing Steiner trees. Starting with the isolated elements of the input set, a path heuristic iteratively connects two unconnected components until all components are connected to form a Steiner tree. The connection is usually made greedily, by choosing a shortest possible path for connecting any two components. A deferred path heuristic represents a variation on this. In a first stage, only the topology of the final Steiner tree is calculated, together with a set of candidates for each Steiner point. The ultimate choice among these candidates is deferred to a second stage, in which, for each node, one of the candidates is selected as a Steiner point of the final tree.
The deferral of the choice is motivated by the observation that there usually exists a multitude of shortest paths that connects two given components. An arbitrary decision for one of the shortest paths usually entails the risk of discarding another path that could prove superior only in a subsequent iteration of the heuristic. The deferred path heuristic [SV97a] avoids this problem by deferring the decision to a second stage of the algorithm. It works according to the following scheme.
1. The first stage begins with a set of rooted trees, one for each input sequence, and each tree initially consisting of a single node. In each iteration, the following rule is applied.
(a) The root nodes of two selected trees are connected via a new node to form a new, larger tree with the new node as its root.
(b) For the newly created root node, a candidate set of sequences is determined.
After n − 1 iterations for n input sequences, the resulting tree connects all initially isolated nodes.
2. In the second stage, one sequence from each candidate set is chosen as the Steiner sequence of the final tree.
Although the final Steiner sequences are selected only in the second stage, an efficient dynamic programming algorithm can be employed to make an optimal choice from the candidate sets computed in the first stage. The challenge thus lies in designing a good rule for selecting candidates in stage 1(b). If a rule would conform to the following criteria, it would always lead to an optimal result.
(a) Such two root nodes are chosen that are also connected by a third node in an optimal tree.
(b) The candidate set of the new root node includes at least one sequence that occurs in an optimal solution together with a selection from the previously candidates in the subtree below the new root node.
In the light of the computational hardness of the Generalized tree alignment problem, it is unlikely that such a rule exists. In [SV97a] , we have proposed a greedy rule. To describe and extend this rule, we introduce the following notions.
Definition 4 (Fork Distance, Betweenness). Given a score function sc = sc w,g and sequences s l , s m ∈ Σ * , we call
the fork distance of s l and s m . A sequence s ∈ Σ * is said to lie between s l and s m if it achieves the minimum, i.e.,
Given two sets S l , S m ⊆ Σ * , we say that a sequence lies between S l and S m if it lies between two sequences s l ∈ S l and s m ∈ S m that have a minimum fork distance Λ(s l , s m ). We call this distance the fork distance between S l and S m .
Remark. In the context of this paper, the above minima are always assumed, because we consider finite sequences over a finite alphabet, alignments among a given set of sequences are bounded in length, and all components of the score function are taken from a finite set of values. The definition of "betweenness", as given here, generalizes the notion of betweenness from [SV97a] , which only applies to metric score functions sc.
The algorithm in [SV97a] corresponds to an instance of the above algorithm with the following Shortest Paths Rule:
(a) Select two root nodes l and m such that their candidate sets S l and S m have a minimal fork distance.
(b) The candidate set of the root node is the set of sequences between S l and S m .
Detours and Weighted Candidate Sets
Detours and the Detour Rule
It is evident that the choice of Steiner points between other sequences is optimal only with respect to the current iteration step of the heuristic. In general, the quality of the final solution increases if one considers Steiner points that are suboptimal with respect to the current iteration step. We call such Steiner points detours. Hein [Hei89a] has conjectured that, generally, only "very close to minimal" solutions would have to be considered to ensure that a globally optimal solution is included. Besides being promising candidates for globally optimal solutions, near-optimal alignments have also frequently proven biologi-
The iterated use of suboptimal candidate sequences requires a certain bookkeeping. To see this, observe that, if we allow suboptimal candidate sequences, a slightly suboptimal candidate sequence s at a node k in the tree can be based on candidates in the subtree below k that are suboptimal, too. In this case, the various degrees of suboptimality all contribute to the total score. A criterion for including a sequence s into the candidate set of a node k thus must refer not only to the cost of connecting s to its potential neighbors, but to the cost of the whole subtree under k that would be incurred by making s the Steiner sequence at node k. This observation motivates the following concepts.
We assume that s ∈ Σ * , T is a rooted tree, k is one of its interior nodes, and a candidate set S i has already been assigned to each node i in the subtree under k.
Definition 5 (Subtree Score, Detour). By f k (s) we denote the minimal length of the subtree under k, given that k is labeled with s and each node i in the subtree is labeled with a member of S i . When a sequence s ∈ Σ * has a subtree score f k (s) that is δ-suboptimal with respect to to the optimal subtree score f k (s
In this context, we call ∆ the detour limit.
The practical relevance for the concept of the subtree score comes from the fact that the subtree score can be calculated recursively.
Lemma 1 (Subtree Score Lemma). Denote the children of k by l and m. Then
Using the subtree score as a criterion for selecting candidates is realized by the following rule.
∆-Detour Rule: (a) Select two root nodes l and m such that their candidate sets S l and S m have a minimal fork distance. Create a new root node k and edges {k, l} and {k, m}.
(b) Define S k to be the set of ∆-near-optimal detours at k.
Representing Detours: Weighted Candidate Sets
We will now introduce a data structure to represent ∆-near-optimal detours, along with their subtree score. Conceptually, we will from now on treat a sequence and a subtree score as a unit, a weighted sequence.
Definition 6 (Weighted Sequence). When we write a sequence s ∈ Σ * aŝ s, we associate a weight w s ∈ R with s, and we callŝ = (s, w s ) a weighted sequence. The set of all finite weighted sequences will be denoted byΣ * .
The candidate set associated with a node i of the evolutionary tree T will be a set of weighted sequences, denoted byŜ i . A highly efficient data structure for representing candidate sets is of critical importance for an implementation of the ∆-Detour rule. The following concept extends the notion of a sequence graph [Hei89a] and allows us to represent a set of weighted sequences.
Definition 7 (Weighted Sequence Graph
Since G is acyclic, there exists a topological ordering on its nodes; w.l.o.g. we can assume that V = {1, . . ., n} and i < j for all (i, j, l) ∈ E. A sequence graph has one designated node without incoming edges (its source) and one designated node without outgoing edges (its sink). The edge labels of a path P = (e 1 , . . . , e k ) in G generate a weighted sequenceŝ(P ) := (s, w s ), where s = l 1 l 2 . . . l k and
When P runs from source to sink, we say that P runs through G, or P is a full path, and the sequenceŝ(P ) is said to be represented by G. S(G) denotes the set of all represented sequences. When G consists of a single node only, we understand that the empty sequence is represented by G.
For i = 1, . . ., n, {1, . . . , i} induces a subgraph ofĜ with sink node i. We denote this graph byĜ(i). Note that any single sequenceŝ with weight w s = 0 can be represented by a linear weighted sequence graph with edge weights σ(e) = 0. We will denote such a graph by G(ŝ).
An example of a weighted sequence graph is given in Figure 1 . Remark. Any given set of weighted sequences can be represented in a weighted sequence graph, by representing each weighted sequence by a disjoint path from source to sink. Also notice that a sequence graph can represent one sequence by multiple paths.
Computing Near-Optimal Detours
To implement the ∆-Detour rule, we need to solve the following problem.
Detour Construction Problem: Given ∆ ∈ R ≥0 andŜ l ,Ŝ m ⊆ Σ * , compute the setŜ k of ∆-near-optimal detours betweenŜ l and
The ∆-near-optimal detours will be represented in a weighted sequence graph, which we call ∆-detours graph. Conceptually, this graph can be derived via two precursor stages, the Fork alignment graph and the Detours graph.
Fork Alignments
Definition 8 (Fork Alignment, Distance). A fork alignment A of a sequenceŝ 1 ∈Σ * withŝ 2 ∈Σ * with center sequence s ∈ Σ * is a set of two pairwise alignments, one of s with s 1 , and one of s with s 2 . Under a given pairwise alignment score function sc, we define the score of A as sc(A) := sc(s, s 1 ) + w s1 + sc(s, s 2 ) + w s2 .
We call A regular when it aligns no letter of s simultaneously with a gap in s 1 and a gap in s 2 . The fork distance of two sets of weighted sequencesŜ 1 and S 2 is the minimum score of any fork alignment between anyŝ 1 ∈Ŝ 1 and anŷ s 2 ∈Ŝ 2 , and we denote it by Λ(Ŝ 1 ,Ŝ 2 ). Figure 2 gives an example of a regular fork alignment. The two pairwise alignments are represented by a multiple alignment of the three sequences. The following lemma is the basis for characterizing the relationship between fork alignments and the subtree score of candidate sequences s.
Lemma 2. For any sequence s
where A is a fork alignment of anyŝ 1 ∈Ŝ l with anyŝ 2 ∈Ŝ m with center sequence s.
Proof. Consider the fork alignment A that achieves the minimum score sc(A).
Since the other two sequences in the fork alignment are members ofŜ l andŜ m , sc(A) = min Under unit mutation and indel costs, the optimal pairwise alignments of s with s1 and s2 generate a score of 5; adding the weights ofŝ1 andŝ2 results in the total fork alignment score of 9.
according to Definition 8. Since we assume that the weights of the sequences in S l andŜ l correspond to their subtree score,
which is exactly the subtree score f u (s).
Lemma 2 allows us the following characterization of ∆-near-optimal detours in terms of fork alignments.
Corollary 3. A sequence s has a ∆-near-optimal subtree score if and only if it occurs as the center sequence of some ∆-near-optimal fork alignment of anŷ s 1 ∈Ŝ 1 with anyŝ 2 ∈Ŝ 2 .
Thus, the ∆-near-optimal detours are exactly the center sequences of ∆-near-optimal fork alignments. Here we restrict ourselves to center sequences of regular fork alignments, because they are easier to compute and non-regular fork alignments are frequently locally suboptimal [Sch98] .
Fork Alignment Graph
We now derive the first-stage precursor to the ∆-detour graph, the Fork alignment graph. This graph contains all regular fork alignments between two weighted candidate sets. We assume that the candidate sets of the children l and m are already represented by weighted sequence graphs,Ĝ 1 andĜ 2 , and each sequence therein is represented with its subtree score. The regular fork alignments will be represented by a directed acyclic graph, too.
The idea behind our construction lies in formally decomposing the score of an alignment into the contributions from each of its columns, which is possible for the case of a linear gap score function. In the case of an affine linear gap score function, different cases according to the pattern of gaps in the previous column must be distinguished. As we will show, neither the fact that we are dealing with fork alignments instead of pairwise alignments, nor the fact that the edges are weighted, restricts the applicability of the dynamic programming approach.
To avoid one level of technical detail here, we present an algorithm for the case of linear gap penalty function, g(k) = b · k. An extended algorithm for gap penalty functions g(k) = a + b · k is found in [Sch98] . To describe our algorithm in simple terms, we extend the mutation score function w to w : Σ × Σ → R by setting w(x, −) := w(−, x) := b for all x ∈ Σ, and w(−, −) := 0. The following definition introduces an analogue to the usual edit graph of two sequences. It is designed to represent all regular fork alignments between two weighted sequence graphs, i.e., between any pair of weighted sequences represented in them.
Definition 9 (Fork Alignment Graph). Given two weighted sequence graphsĜ 1 = (V 1 , E 1 ) andĜ 2 = (V 2 , E 2 ), we define the new weighted sequence graph F = F(Ĝ 1 ,Ĝ 2 ). F has the node set V 1 × V 2 . The weighted edges of F are defined by the patterns in Table 1 . An edge from a source node to a target node is defined in F for all edges e 1 = (i , i, l 1 ) ∈ E 1 , e 2 = (j , j, l 2 ) ∈ E 2 and l ∈ Σ , when the edge label prescribed by Table 1 is distinct from
We call F the fork alignment graph ofĜ 1 andĜ 2 .
Source node
Target node Edge label Edge weight The following theorem asserts that F(Ĝ 1 ,Ĝ 2 ) indeed represents all regular fork alignments.
Theorem 4. For two weighted sequence graphsĜ 1 andĜ 2 and a linear gap score function, the paths through F = F(Ĝ 1 ,Ĝ 2 ) represent all regular fork alignments of anyŝ 1 ∈ S(Ĝ 1 ) with anyŝ 2 ∈ S(Ĝ 2 ). The sum of the edge weights along a path through F equals the score of the corresponding fork alignment.
Proof. For i = 1, . . ., |V 1 | and j = 1, . . ., |V 2 |, the edge labels in Table 1 represent all patterns for a terminal column of a regular fork alignment between anŷ s 1 ∈ S(Ĝ 1 (i)) with anyŝ 2 ∈ S(Ĝ 2 (j)). Notice that, sinceĜ 1 andĜ 2 are acyclic, the graph F is acyclic, too. By induction over any topological order of the nodes of F, the paths from (1, 1) to a node (i, j) correspond to the regular fork alignments of anyŝ 1 ∈ S(Ĝ 1 (i)) with anyŝ 2 ∈ S(Ĝ 2 (j)), and the weight of such a path corresponds to the score of the fork alignment. This is because, for each terminal column implied by an edge in F, the weights of the involved edges in G 1 andĜ 2 , and their contributions to the alignment score can be summed up over the columns of the fork alignment. This holds particularly for i = |V 1 | and j = |V 2 |, which proves the theorem.
Detours Graph
From the Fork alignment graph F we now derive the Detours graph that merely represents merely the center sequences of regular fork alignments, instead of the alignment columns.
Definition 10 (Detours Graph). LetĜ 1 andĜ 2 be two weighted sequence graphs. Denote by S = S(Ĝ 1 ,Ĝ 2 ) the graph that is obtained when all edges between a fixed pair of nodes in F(Ĝ 1 ,Ĝ 2 ) sharing the same letter l ∈ Σ in the center position of their label are replaced by a single edge with the label l. The new edge receives the minimum weight of the replaced edges. We call the resulting weighted sequence graph S(Ĝ 1 ,Ĝ 2 ) detours graph.
The following theorem claims that the detours graph indeed represents the center sequences of the fork alignments we are interested in.
Theorem 5. For two weighted sequence graphsĜ 1 andĜ 2 , the detours graph S(Ĝ 1 ,Ĝ 2 ) represents the center sequences of all regular fork alignments between anyŝ 1 ∈ S(Ĝ 1 ) and anyŝ 2 ∈ S(Ĝ 2 ). The length of a shortest path that represents a given center sequence s ∈ Σ equals its subtree score f u (s).
Proof. According to Theorem 4, the fork alignment graph represents all regular fork alignments A between anyŝ 1 ∈ S(Ĝ 1 ) and anyŝ 2 ∈ S(Ĝ 2 ), and it is clear from the construction of the detours graph S that it represents exactly the center sequences s that occur.
It remains to show that the length of the shortest path representing a given center sequence s ∈ Σ is equal to its subtree score. Consider all paths in F(Ĝ 1 ,Ĝ 2 ) that represent fork alignments with s as center sequence. Since the construction of S(Ĝ 1 ,Ĝ 2 ) from F(Ĝ 1 ,Ĝ 2 ) drops only edges that belong to non-shortest paths through F(Ĝ 1 ,Ĝ 2 ), the shortest path in S(Ĝ 1 ,Ĝ 2 ) for s corresponds to a shortest path in F(Ĝ 1 ,Ĝ 2 ) that represents the best possible fork alignment with s as a center sequence. According to Lemma 2, the score of this fork alignment equals f u (s).
Notice that a sequence s can occur as the center sequence in distinct fork alignments, and thus, the same sequence s can still be multiply represented in S(Ĝ 1 ,Ĝ 2 ), possibly with distinct weights.
∆-Detours graph
In the previous section we have constructed the weighted sequence graph S(Ĝ 1 ,Ĝ 2 ) that represents the center sequences of all regular fork alignments. Since we are only interested in ∆-near-optimal fork alignments (cf. Corollary 3 on p. 11), many edges in S(Ĝ 1 ,Ĝ 2 ) are redundant. In this section we show how to identify a minimal edge subset of S(Ĝ 1 ,Ĝ 2 ) that still represents each δ-detour for any δ ≤ ∆.
We derive the edge subset by generalizing the method employed by Naor and Brutlag [NB94] to efficiently represent all near-optimal alignments of two sequences. Naor and Brutlag treat the problem in a maximization framework. To be compatible with the notion of shortest paths, we assume a minimization framework, which can be obtained from a maximization framework by reversing the signs of all edge weights.
Near-Shortest Paths in Directed Graphs
The key to identify a minimal edge subset of S(Ĝ 1 ,Ĝ 2 ) is a "detour cost" δ(e) that we can assign to each edge e of a directed graph.
Definition 11. Let G = (V, E) be a directed graph with edge weights σ(e) for e ∈ E, and s, t ∈ V , s.t. there exists a shortest path from s to t. Analogous to the case of a sequence graph, a path P in G is called full, if it runs from s to t. For x, y ∈ V , let λ(x, y) be the length of a shortest path from x to y. For each edge e = (u, v) ∈ E we set δ(e) := λ(s, u) + σ(e) + λ(v, t) − λ(s, t), if e lies on a full path, δ(e) := ∞ otherwise. Given any ∆ ∈ R ≥0 we set
This cost has been used by Edmonds and Karp [EK72] because of the following property.
Theorem 6. Let G = (V, E) be a directed graph with two designated nodes s and t and real edge weights σ : E → R. Assume that δ and E ∆ are defined as in Definition 11 and consider the full paths in G. Then G ∆ is the minimal subgraph of G that contains any ∆-near-optimal full path.
Proof. If a full path P uses a certain edge e / ∈ E ∆ (i.e., with δ(e) > ∆), P has a length of at least λ(s, t)+δ(e) > λ(s, t)+∆. Therefore, P is not ∆-near-optimal. On the other hand, each edge in E ∆ is contained in some ∆-near-optimal path, according to the definition of δ(e). Therefore, E ∆ is the minimal subset of edges containing each ∆-near-optimal full path.
Note that, in general, besides containing all ∆-near optimal paths of E, E ∆ also contains paths that are not ∆-near-optimal.
Representing ∆-Limited Detours
Theorem 6 can be applied to S(Ĝ 1 ,Ĝ 2 ) in a straightforward way.
Corollary 7. Let S = S(Ĝ 1 ,Ĝ 2 ) be the Detours graph of weighted sequence graphsĜ 1 andĜ 2 , and S ∆ = (V, E ∆ ). Then S ∆ is the (edge-wise) minimal subgraph of S that represents all center sequences of ∆-near-optimal regular fork alignments betweenŝ 1 ∈Ĝ 1 andŝ 2 ∈Ĝ 2 in S. The weight ofŝ ∈ S(S ∆ ) is the corresponding fork alignment score.
According to Corollary 3, S ∆ (Ĝ 1 ,Ĝ 2 ) can be used to represent all sequences with a ∆-near-optimal subtree score, if the candidate sets of l and m are represented byĜ 1 andĜ 2 , respectively.
Notice that S ∆ (Ĝ 1 ,Ĝ 2 ) also represents sequences that are less than ∆-nearoptimal. However, since the dynamic programming technique in the second stage of our algorithm guarantees an optimal result for any given candidate sets, enlarging any candidate sets can only improve the final result. Excluding those sequences from S ∆ (Ĝ 1 ,Ĝ 2 ) that are not ∆-near-optimal is therefore not necessary.
Definition 12 (∆-Detours Graph). Since S ∆ = S ∆ (Ĝ 1 ,Ĝ 2 ) contains any sequence on any δ-detour between any S(Ĝ 1 ) and S(Ĝ 2 ) for any δ ≤ ∆, we call S ∆ the ∆-detours graph ofĜ 1 andĜ 2 .
Small Example
In this section, we present a data set used by Perrey et al. [PSMD97] to show how iterative alignment methods can fail to deliver optimal solutions, and how the detour concept helps to avoid this.
The sequences are short noncoding -globin sequence fragments of human (s 1 ), chimpanzee (s 2 ) and orangutan (s 3 ). Specifically, s 1 = GGAAGG, s 2 = GGGAGG, and s 3 = GGAGAGG. The score function employed by Perrey et al. scores 1 for every point mutation and 1 for every single gap. An optimal choice for the internal sequence is s * = GGAGAGG (see Fig. 3 ). In their study, Perrey et al. examine the iterative alignment order ((s 1 ,s 2 ),s 3 ), i.e., s 1 and s 2 are aligned first. Common iterative methods can make a mistake in the first alignment. As a candidate for the ancestral sequence of s 1 and s 2 , s * is suboptimal by a value of 1. This is, because this sequence can be derived only from the alignment
between s 1 and s 2 , which is 1-suboptimal with respect to these two sequences.
We examine the behavior of the Deferred path heuristic with detours on this example. The three following figures present the ∆-detour graphs for ∆ = 0, 1, and 4.
3 They indicate the label of a sequence graph edge by its color (green: G, blue: A, yellow: C, red: T, black: −). The thickness of an edge e indicates its weight σ(e); a solid line means a weight of 0; higher weights are indicated by thin lines. We first consider the case ∆ = 0. Figure 4 shows the 0-detours graph S 0 (Ĝ(s 1 ),Ĝ(s 2 )) created by our algorithm in the first step. Indeed, this graph only represents the two sequences arising from the alignment GGAAGG GGGAGG .
As expected, the sequence s * = GGAGAGG is not represented. Therefore the algorithm cannot find the optimal solution with ∆ = 0. Increasing ∆ to 1 solves this problem. Figure 5 shows the 1-detours graph S 1 (Ĝ(s 1 ),Ĝ(s 2 )). Since the optimal sequence s * = GGAGAGG arises from a 1- 
Sankoff et al. benchmark
We have implemented our method in C++, and refer to our implementation as Prodali (short for PROactive Dynamic programming ALIgnment). Prodali allows to specify the parameter ∆, all mutation penalties and a guide tree along which the alignments are performed. As a practical issue, due to memory constraints we had to restrict the size of the detour graphs for the higher values of ∆. Prodali therefore invokes a straightforward mechanism to randomly prune edges from each Detour graph until the total number of edges in all source-to-sink paths sinks below 1000.
We study the performance of Prodali on a dataset studied by Sankoff et al. [SCL76] . This dataset consists of nine 5S RNA sequences, and the connecting evolutionary tree of Figure 7 . We use the original parameters, i.e., w(A, C) = 1.75, w(A, G) = 1.00, w(A, U) = 1.75, w(C, G) = 1.75, w(C, U) = 1.00, w(G, U) = 1.75, and g(k) = 2.25k. We have evaluated Prodali using different combinations of parameters, included and excluded the evolutionary tree of Figure 7 as an input, and varied the detour limit ∆. Detailed results are given in Table 11 in the Appendix. Figure 8 compares Prodali (with parameter setting ∆ = 10) to the results of the programs TAAR with its four different modes [Liu98] , the optimal lifted tree alignment [GW99] , the best result by GESTALT [LR99] , and the original alignment computed by Sankoff et al. [SCL76] .
4 Since their algorithm was described in a nondeterministic way, we have added the results of our own implementation of this algorithm. Summarizing, Prodali computes significantly better alignments than the other methods in the shortest time (except for the optimal lifted alignment, which produces long trees). The tree alignment of length computed by Prodali with the fixed tree of Figure 7 is shown in Figure 9 .
Other uses of Weighted Sequence Graphs
The technique described here is applicable to a range of other other problems in which dynamic programming is performed on a result that was itself obtained by dynamic programming. Instead of computing a single solution in the first stage, one computes a weighted sequence graph, and performs dynamic programming, as outlined above, between sequence graphs or just between a sequence graph and another linear sequence. Conceivable applications include operon prediction [CPS + 00], gene finding [BK97] , maximum likelihood reconstruction of ancestral amino acid sequences [PPSG00] , threading [RSS97] , RNA folding [ZS84] , and all methods based on Hidden Markov Models.
PC. All other running times come from our own experiments on a Sun workstation in a similar category. Also, our verification of the alignment in [SCL76] has revealed that the score of that alignment is 303.25, instead of 295.50, as claimed in [SCL76] . Table 11 gives running times and resulting tree lengths for various programs. For Prodali, we have included tree length and running time after a postoptimization phase according to the algorithm of Sankoff et al. [SCL76] . The "-s" parameter of Prodali sets the detour limit ∆. Notice how increasing ∆ from 0 improves the solutions until ∆ = 10, as expected, but further increase of ∆ does not effect any further improvement by the Sankoff et al. [SCL76] method in the post-optimization phase. Our interpretation is that the "lookahead" incorporated by the suboptimal solutions of the weighted sequence graphs has preempted (and exceeded) any possible improvement by the Sankoff et 
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