In this paper, we analyze the performance of a CDMA reverse link with an up/down power control algorithm in the presence of fading. We derive a stochastic nonlinear feedback control system model for the power controlled reverse link and study the power control performance based on the nonlinear model using the technique of statistical linearization. We provide a general analysis frame work that allows us to study the effect of mobile speed, power control step size, and fading channel parameters such as correlation coefficient and rate of fading on power control errors. Numerical results show excellent accuracy of our analysis, which can be used to design and optimize the system parameters without going through lengthy simulations. For example, in the presence of shadow fading, it is seen that a power control step size in the range of 0.5 -1.3 dB is sufficient to keep power control errors near a minimum. In the case of Rayleigh fading, the standard deviation of power control errors grows quickly even at moderate mobile speeds.
Introduction
Power control is essential in CDMA systems to provide satisfactory quality of service (QoS) and to combat the near-far problem. The QoS for voice is decided by the achieved signal to interference ratio (SIR). On the reverse link, the base station controls the transmit power of the mobile stations so that each user meets its SIR requirement. Power control schemes can be centralized [1, 2] or decentralized [3] [4] [5] according to the nature of control. A centralized controller has the information (e.g., all link gains) for each user and it decides control actions for all the users [1, 2] . A decentralized controller on the other hand, only utilizes local information to decide the control action for a user (e.g., only uses a user's own link gain and/or SIR to decide its power) [3] [4] [5] . A comprehensive survey of power control literature can be found in [6] .
The study of the performance of the above algorithms (in the literature) often assumes the availability of link information (such as channel gains or SIR values) and its exact exchange between the base station and mobile station. However, in practical systems such as [7, 8] , the link information is not readily available and the exchange between the base station and mobile station is limited to qualitative information depending on the SIR level achieved. Typically, these are implemented using commands from the base station to the mobile that either increase or decrease the transmit power in (possibly) fixed amounts. As a result, power control is usually done based on (feedback) commands from the base station where the transmit power of the mobile is either increased or decreased. We will refer to this kind of power control as up/down power control. In this type of power control, the base station measures the SIR for each user and compares it with a target. A power control bit is then sent to the mobile station on the feedback channel on the forward link in every predetermined epoch referred to as the power control group (PCG) [7] . Thus the transmit power updates at the mobile occur once every PCG based on the one bit feedback to increase or decrease power by a certain amount. Similar limited feedback schemes are also considered in [9] [10] [11] , however the treatment there does not take into account the coupling between users.
This paper analyzes the reverse link of a CDMA system with this up/down power control algorithm in the presence of fading. Power control with nonlinearity was study in [12] using root locus techniques and describing functions. Stability and convergence properties of a similar up/down power control loop was studied in [13] and [14] . Both works consider nonfading environments. In this paper, we will consider a fading environment. We focus primarily on shadow fading and also extend the analysis to the case of Rayleigh fading and the case with the external interference. We will first model the power controlled reverse link as a stochastic nonlinear feedback control system and then study the its performance using the technique of statistical linearization. Numerical results show excellent accuracy of the approximation. Such an analytical approach can be used to design/optimize the system parameters without going through lengthy simulations. For example, our analysis gives a direct method to evaluate power control stability and errors as a function of mobile speed, power control step size and fading channel parameters such as correlation coefficient and rate of fading.
System Model
We consider a CDMA uplink with K users. Considering the observation interval to be infinite, the received signal is given by
• T c is the chip duration.
• c k,j is the value of the jth chip of the k th user.
• b k,j represents the value of the bit containing the jth chip c k,j . It takes on the same value for M successive chips where M is the number of chips in a bit.
• s(t) is the chip waveform, which is assumed to be the same for all users.
• φ k is the phase offset and τ k is the delay.
• p k (t) is the received power of user k which is equal to a k (t)x k (t).
• x k (t) is the mobile transmit power and a k (t) is the link gain.
• w(t) is a zero mean complex Gaussian process with two-sided power spectral density N 0 .
We are interested in user 1, whose delay is assumed to be 0. For other users, τ k is i.i.d uniform over [0, T c ]. Let ǫ k = τ k /T c . We will consider a BPSK system with perfect phase estimation 1 . For simplicity, we further assume that the phases of all the users are equal to 0. This implies that all useful information for the signal as well as the interference is contained in the real part of r(t). The bits and chips are +1 and -1 with equal probability. Based on these assumptions, the received signal can be rewritten as
where N t = Re{w(t)} is a real Gaussian process with two side PSD N 0 /2. The receiver is assumed to be a matched filter matched to the spreading waveform c 1 (t),
where we assume j = 0 is the first chip in a bit. The decision statistic is
Let us define the auto-correlation function of the chip waveform s(t) as
Assuming zero inter-chip interference, D 1 in (4) can be written as
where
2 ), i.e., a zero mean Gaussian random variable with variance M
Averaging over the distribution of ǫ k ,
is the spectrum of the chip pulse waveform. For a rectangular pulse which has a sinc spectrum, σ s = 2/3 [15, 16] . For a sinc pulse with rectangular spectrum, σ s = 1. In practical systems, a raised cosine pulse with excess bandwidth β is commonly used and σ 2 s = 1 − β/4. Typically, β is close to 0.1 [7] and σ s is very close to 1. In this paper, we will assume σ s = 1. Then,
Since both the mobile transmit power and the link gain are assumed to be fixed during a Power Control Group (PCG), (which contains multiple chips), the time variable t can be ignored in our analysis. Instead, we can index the above quantities by PCGs and derive a discrete model. Then, in the nth PCG, D 1 has mean 2p 1 (n)M and variance (2
We assume that the SIR for user 1 can be estimated perfectly by the base station 2 . The SIR for user 1 can be written in discrete form as
where n is the PCG iteration index. Note that while (10) is derived under the assumption that the phase φ k = 0, for all k, it is easy to derive an appropriate expression as in (10) even when the phases are random 3 .
To facilitate a tractable analysis, we will assume that p k (n) is controlled around the target p * k and replace
In [13] , we showed that p k (n) will converge to a neighborhood of p * k for feasible systems with constant link gains. Essentially, we assume that the sum of a large number of interferers is relatively constant during a frame. Note that we do not need to estimate p * k . We will show that our proposed analytical results are valid as long as the sum remains close to a constant. Such treatment of p k (n) is also consistent with the results in [19] as well as experimental measurements of [20, 21] . This approximation removes the correlation in the received power from interferers and simplifies the problem. Finally, equation (10) is reduced to
We will use the capital letters to denote values in dB. In dB, equation (11) can be written as
2 In general, errors in SIR estimation increase the standard deviation of the power control errors. For the effect of SIR measurements on power control, we refer the reader to [17] and for results on SIR estimation in CDMA systems, we refer the reader to [18] . 3 For random phases, Equation (4) 
Equations (8) - (10) can be modified accordingly by averaging over the distribution of the phases φ k . The resulting SIR equation is similar to Equation (10) and the analysis in the paper will apply. This point will be further verified in the numerical results section where I is a constant given by I = 10 log 2
At the base station, γ 1 (n) is compared with a target γ tar 1 to decide to either raise or lower the received power for user 1. Since M is a constant, without loss of generality, we can normalize γ tar i by M . Thus, in the remainder of the paper, γ tar i will denote γ tar i /M . Equivalently, we can compare Γ 1 with Γ tar 1 since log is a monotonic function. Note that for convenience, both Γ i and Γ tar i can be normalized too. If Γ 1 < Γ tar 1 , the base station will command the mobile to reduce its power by d dB; otherwise to increase its power by d dB. In a practical system such as [7] , γ tar 1 is adapted slowly by an outer loop to guarantee a certain QoS such as FER. The adaptation is usually very slow, so that when we focus on the fast inner loop, γ tar 1 can be treated as a fixed reference. Finally, we can write the state equation for the up/down power control algorithm as a nonlinear difference equation:
where the nonlinear term Ψ is defined as:
Since user 1 is the user being considered, we drop the subscript 1 for simplicity. The system of equations (14) and (15) can be represented via the block diagram of a nonlinear feedback control system as shown in Figure 1 . Since the adjustment at a PCG depends on the SIR measurement of the previous PCG, a PCG power control delay is introduced in the feedback portion of Figure 1 . Note that the channel gain A(n) (interference I as well, if I is not constant) needs to be delayed for 1 PCG as well. This delay is represented by a delay component in Figure 1 . The input to the PCG. This leaves shadowing as the main factor in deciding the characteristics of the channel gain sequence used as the input to system (14) . We first consider only the case of shadow fading and later show in sections 5 and 6 how the analytical techniques here can be extended to the case of Rayleigh fading and the case with the presence of external interference. Note that in equations (11) - (13), we have treated the AWGN noise N (t) only through its power spectral density N 0 /2. This is under the assumption that during a PCG several samples of the received signal are averaged to obtain the SIR. Later, in Section 6, we will consider the case with the presence of additive external interference which can not be averaged out. For shadow fading, empirical studies have shown that a(n) follows a log-normal distribution [19, 22] . This implies A(n) is Gaussian. A simple and realistic model of A(n) is a Gaussian process with the correlation given as (see [22] pp. 90):
• ξ is the correlation between two points separated by a spatial distance of D.
• T is the sampling period which is the length of a PCG for the system (14).
• v is the speed of the mobile. vT gives the distance covered by the mobile in a sample interval.
Different channels are characterized by different values of ξ, D and v.
Some experimental values for different environments can be found in the experimental studies of [23, 24] . Also note that in (14), we can combine A with I and Γ by defining
Note that B(n) is still a Gaussian process with the same covariance as A(n). The state equation is simplified as:
Analysis via statistical linearization
To evaluate the performance of the power control algorithm, we are interested in finding the distribution of the SIR error Y (n) = Γ tar − Γ(n − 1). A narrow pdf centered at 0 implies tight power control. However, to find the pdf of Y (n) from Equation (14) is not simple. The pdf can be found using the method of Markov Process outlined in ( [25] , Chapter 1). A brief description of the method is given as follows. This method is based on Markov theory which states that the pdf of the response of a dynamic system to white noise excitation satisfies the partial difference equation called the Fokker-PlanckKolmogorov (PFK) equation [25] . This method is the utmost method in providing an analytical nonlocal solution for a general nonlinear system. However, solving the PFK equation is very difficult. Analytical solutions are possible only for some limited cases. In our power control problem, the input is correlated because otherwise power control should not be even attempted due to its inherent delay. We can approximate A(n) by passing white-noise through a linear filter. This will increase the order of the system and leave the system very difficult to solve. As an alternative, local methods such as perturbation methods and statistical linearization may be used [25, 26] . Perturbation methods are not feasible for this power control problem due to the discontinuity of Ψ( ) at 0. In this paper, we will analyze the system through the technique of statistical linearization.
The statistical linearization approach [27] is based on the concept of approximating the solution to a nonlinear random system by that obtained from an "equivalent" linear system. The equivalent linear system is obtained by replacing the nonlinear component with a linear one which minimizes a certain objective function such as mean square error within a certain class of linear approximators. The best linear approximation depends on the statistics of the input signal to the nonlinear component. On the other hand, the statistics of the input signal can also be found by solving the equivalent linear system once the best linear approximator is decided. Thus, we can set up an equation for the input signal statistics.
An inherent difficulty of this approach is that this equation not only contains the first and second moments but higher moments as well and some time even the entire pdf is needed. To overcome this difficulty, some hypothesis is usually introduced concerning the nonlinear input signal pdf . And the functional equation is simplified into an algebraic or transcendental equation of some parameters such as low order moments.
Let us consider a feedback system consisting of a nonlinear memoryless component and a linear component. If the input signal is a Gaussian random process and the nonlinearity is a lagless odd function, then it can be shown ( [26] , section 4.6) that the system response is approximately Gaussian if the frequency band of the external signal does not coincide with the frequency band of the linear component. Since the power adaptation in (14) is faster than the channel variation (i.e., the external signal), we shall approximate X(n) as Gaussian. Consequently, Y (n) is Gaussian as well. This assumption is also consistent with the classical treatment in [19] .
We will further assume that Y (n) has zero mean. An intuitive argument is given as follows. Suppose Y (n) is a Gaussian process with a positive mean. Then, P rob{Y (n) > 0} − P rob{Y (n) ≤ 0} > 0. The output of the hardlimter Z(n) in Figure 1 is a sequence of +d's and −d's, with P rob{Z(n) = d} = P rob{Y (n) > 0} and P rob{Z(n) = −d} = P rob{Y (n) ≤ 0}. Then,
Thus, the mean of X(n) increases linearly with the PCG index n. Consider Γ(n) = X(n)+A(n)−I. Note that A(n) has a constant mean. Therefore, the mean of Γ(n), increases linearly with the index n. Further, since Y (n) = Γ tar − Γ(n − 1), Y (n) must have a mean decreasing linearly with the PCG index n (since Γ tar is fixed). Therefore, we note that as n → ∞, E{Y (n)} → −∞. This contradicts the assumption that Y (n) has a positive mean. Similarly, it can be argued that Y (n) can not have a negative mean either. Thus, the mean of the power control error sequence Y (n) must be zero. Now we only need to focus on finding the variance of Y (n) by statistical linearization. The simplest linear approximation is to replace a nonlinear component f (x) with a constant gain. The best approximator K * minimizes an objective function such as E{(Kx − f (x)) 2 }. This simple approximation was shown to generate reasonably good results for continuous nonlinear systems in [25, 26] . However, we find that for the discrete nonlinear system such as in (14) , this simple linearization drastically underestimates the variance of Y (n). Instead, we propose to approximate dΨ( ) with a constant gain K and an uncorrelated random noise with the restriction that the equivalent term results in the same mean and variance as the original nonlinear term. In other words, we want to approximate the output of Z = dΨ(Y ) withẐ = KY + W for some constant gain K and white noise W with a constraint that Z andẐ have the same mean and variance. This approximation is shown in Figure 2 . Within this class of linear approximators, the optimal one is defined as the one that minimizes the MSE E{(Z − KY ) 2 }. Note that Z being zero mean implies that W has zero mean as well.
Let Y ∼ N (0, σ 2 Y ). Assuming σ Y is known, we shall find the optimal K and σ W as functions of σ Y . To find K * , we proceed as follows:
Taking the partial derivative,
This yields
The variance of W can be found using the constraint that Z andẐ have the same variance.
which implies
Replacing dΨ(Y ) with K * Y + W , we have the equivalent linear system shown in Figure 2 . We use two approaches to find σ Y in terms of K * , namely (1) The spectrum integration approach and (2) The Lyapunov equation approach.
Spectrum Integration Approach
The transfer function from B to X is 
The transfer function from W to Y is
Thus the variance of Y is given as
where S B (e −jw ) is the spectrum of B and is given by
The first term on the right-had side of equation (27) is the contribution from channel variation B and the second term from noise input W . The variance of Y can be solved numerically once the spectrum of B is known. The solution always exists due to the following reason. For a fixed step size d, the variance of W is independent of K. So the second term is a constant. The first term, which is the variance contribution from B does depend on K * . Note that H B,Y has one zero at e jw and a pole at 
Lyapunov Equation Approach
The spectrum integration method works for a general fading process which is Gaussian. If the fading can be further modeled as a Gaussian white noise process filtered by a low pass filter, the power control error variance can be obtained more efficiently using the Lyapunov equation [28] . Consider the model suggested by Gudmundson [24] ,
where α is a parameter that controls the spatial decorrelation of the shadowing and U (k) is a zero-mean Gaussian random process. The spectrum of B(k) is exponential. A more general model for a random process with exponential spectrum is
The variance of power control error Y can be found by considering U (k) and W (k) as two inputs, both of which are zero-mean Gaussian random process. Starting from an initial guess of the value of K * , the state space equation can be written as:
and the output equation is
and V I be the covariance of the input
For simplicity, let us denote Let us define
The covariance matrix of X satisfies the following equation.
This is an algebraic Lyapunov equation [28] . The solution is given as
and
The variance of Y can be found as
The above equation can be rewritten as a fifth order polynomial equation for σ Y . Then σ Y can be solved iteratively using equations (36) and (21) where we successively iterate between the values of K * and σ 2 Y .
Numerical Results
In this section, we present numerical results on the analysis of the up/down power control algorithm in the presence of log-normal shadow fading. We consider the reverse link of a single cell system with N users each employing the up/down power control algorithm. In order to validate the analysis, we perform simulations that include the power control loop implementations for all the users and also the interaction of these users as interference to each other. The simulation model is shown in Figure 3 . Note that in Figure 3 , the nonlinear feedback control system that reflects the power control loop for each user is also excited by the transmit power outputs that result from the power control loops of the other users. The shadow fading is introduced into the model for the ith user via the sequence A i (n), which is a Gaussian process with the correlation given in equation (16) . The mobile speed v, the correlation parameter ξ and σ 2 A are used to parameterize the correlation process in the numerical results described here.
Note that in our analysis, the only assumption on the interference is that it remains close to constant. The simplifying assumption of treating the sum of interferers as a constant (see equations (11) - (13)) is done only to make the analysis more tractable. To compare the analytical results with simulations, in the simulation model in Figure 3 , we do not assume the total interference is a constant. Instead, it is generated through actual power control of each user. In other words, we do not replace Σ k =i p k (n) with Σ k =i p * k (n). The simulations takes into account the effect of the correlation in the received power from interfering users. Thus the inaccuracy of the analysis are not only due to the statistical linearization but also includes the error due to interference model simplification.
The function f ( ) converts dbW to W and is defined as f (x) = 10 x/10 . The function g( ) calculates I i (n) based on the interference from other users and it is defined as g(x) = 10 log 2x+N 0 /2 2 . For the 2-user simulation, the speed of the other mobile is 100 kmph. For the 16-user simulation, the speeds for other mobiles are uniformly distributed from 1 to 300 kmph. In the results shown, the SIR targets are the same for all the users and they are chosen such that the total received power is 9 dB over the noise floor N 0 /2, i.e., The analytical results are compared with simulations as follows. The power control error standard deviation σ Y v.s speed v is plotted in Figure 4 . To see the effect of channel correlation, the plot of σ Y vs ξ is shown in Figure 5 . To validate our analysis, simulation results as well as analytical results using spectrum integration and Lyapunov equation are plotted in all figures. The solid curves are the simulation results for different number of users. Note that the constant values of p k do not affect the variance σ Y in the analysis. The dash-dotted curve is the analytical result using spectrum integration and the dashed curve is the analytical result obtained by solving the Lyapunov equations.
We state in the following some observations regarding the results:
• Compared with 1-user simulation results, the analytical approach slightly underestimates at low speeds and overestimates at high speeds. Overall, the analytical results match the simulation results results very well. This shows that our statistical linearization approach is valid and accurate.
• For the 1-user case, the only interference is the constant noise floor. The worst case is the 2-user system, where the interference from a single user fluctuates enough to not be a constant as we have assumed in our analysis. Simulation results for the 1-user system match that of the 16-user system. This suggests that the approximation in (11) is valid when there are many users in a system and no dominant ones.
• The analytical results obtained through spectrum integration match that obtained by solving
Γ N (n-1) the Lyapunov equation. The small variation is caused primarily by the inaccuracy in numerical integration of the spectrum. The Lyapunov method gives a polynomial equation which can be solved very conveniently. In most of the later results in the section, only the Lyapunov method is used to obtain the analytical results.
• At a very slow speed, σ Y ≈ 0.25 dB. Note that for a non-fading channel, the power adjustment will be alternating up and down adjustments. For d = 0.5 dB, it results in a variance of 0.25 dB. This implies that the variance is primarily caused by the power control algorithm. Therefore, a smaller step size is more beneficial at very low speeds.
• For high speeds, σ Y is primarily caused by the channel variation. Both the analytical method and our simulations show that σ Y → 3.16 dB as the speed approaches infinity. Note that the value of 3.16 dB is in the ball park of the channel variance which is 3 dB.
The second test is to see how the power control algorithm works with different step size d. Assuming the same parameters for the channel and a mobile speed of 60 kmph, σ Y is plotted in Figure 6 . In the simulation, we assume there are 16 users in the system. We state below some observations regarding the results: • If a step size is too small, it may not be efficient to compensate the channel fading; On the other hand, if the step size is too large, it may overly compensate and thus introduce extra variance in power control error. The optimal step size in this example is about 0.8 dB.
• Using the assumed parameters, the performance seems to be not very sensitive to the step size. In the range between 0.5 dB and 1.3 dB, the performance in terms of the power control variance σ 2 Y is quite close to the optimum value of 1.12 dB for this example.
An interesting question is to find the optimal step size d for users with different speeds. Simulations are typically very time consuming and practically only picks the best one from a set of candidate step sizes. The analytical approach using Lyapunov equation is very efficient. The optimal step size for different speeds are plotted in Figure 7 . An important observation is that the optimal step size depends on the mobile speed, or the channel correlation factor. We can see that at low speeds, a smaller step size should be used since the fading is slow. When the speed increases, channel variation increases and the optimal step size increases. It can be shown by our analysis (not shown here) that if the speed is too high, the optimal step size decreases again. We find that the optimal step size reaches the maximum at speed a close to 300 kmph. In the above simulations, we have assumed that all the users have phases that are identically zero. We now consider the effect of non-zero phases on the performance of the power control algorithm (see Footnote 3) . Note that the analysis for this case remains unchanged since we assume that the total interference is relatively constant (see equation 11). The effect of having a non-zero phase φ k is to replace p * k by p * k cos 2 φ k in the SIR expression in equation (11) . Even though I in equation (13) has a different value now, this only affects the mean of B in equation (17) . The variance and auto-correlation of B are thus unaffected and as has already been shown this does not change the variance of the power control error. For simulating the effect of random phases, we modify the simulation model in Figure 3 to include the effect by scaling all powers p k (n) with cos 2 φ k where φ k ∼ U [0, 2π]. The results are shown in Figure 8 where we have plotted the analysis curve as well as 2 and 16 user simulation results. We observe that the simulation results match well the analysis results and also seem to suggest that the unequal phases do not affect much the performance of the up/down power control algorithm. 
Application of statistical linearization to Rayleigh fading channels
Thus far we have primarily focused on shadow fading, which has a log-normal distribution. However, if the up/down power adjustment is done at a high frequency, it is also capable of combating fast fading to some degree [11, 29] . The practical issue is one of how quickly the system can issue the feedback commands to the mobile. It is meaningful to know if the statistical linearization technique can apply to other fading channels such as those suggested by ITU in [29] . A general answer is that this technique may apply if we have a certain knowledge of the fading channel statistics to obtain a reasonable initial guess of the distribution of the input to the hardlimiter (i.e., power control error). It is known that in fast fading conditions, such as in Rayleigh fading channels, the power control error may still have a distribution close to log-normal [20] . We will use this assumption from [20] and consider the analysis of the up/down power control algorithm through the statistical linearization technique. Numerical results show that this linearization technique for analysis works well in fast fading channels as well. We will present a numerical example to demonstrate the accuracy of the techniques.
Let us consider a one-path Rayleigh fading channel. The state equation (18) is once again given as:
The link gain A(n) is obtained in this case by taking the logarithm of the Rayleigh fading process a(n) instead of a shadow fading process. The interference I is assumed to be a constant as in the case of shadow fading. The power control error variance σ Y can be calculated as follows. For a variance σ Y , the optimal K * is given by equation (21) as
. For a given K * , the variance σ Y can found by equation (27) . However, note that we require the power spectrum S B (e −jw ) of the process B(n). We can obtain the spectrum numerically from the sequence B(n) via for instance, the Blackman-Tukey spectral estimation algorithm [30] . The spectrum only depends on the channel fading process A(n) and can be estimated numerically prior to the calculation of the variance σ Y . Thus, given an initial guess of K * , the power control error σ Y can be calculated iteratively using equations (21) and (27) .
In our example, the channel is simulated using a filtered Gaussian noise model [22] . The power control step size d is chosen to be 1 dB. In Figure 9 , σ Y by analysis is compared with that obtained by simulation for a 16-user system. The speeds are ranging from 0.3 kmph to 150 kmph. We observe very good accuracy between the analysis and simulations. The results show that the up/down power control is effective only when then mobile speed is slow.
Application of statistical linearization in the presence of external interference
In order to test the versatility of the analysis technique, we also performed tests to see how the power control works in the presence of external interference. Such external interference in a CDMA system may arise from surrounding cells or other systems such as AMPS or TDMA [31] . A detailed explanation of possible sources of external interference can be found in Chapter 7 of [32] . Let η 2 (n) be the external interference power received at the base station receiver in the nth PCG. The SIR for user 1 in the nth PCG is then given as:
In general, it is difficult to model the process η 2 (n) because its statistics are entirely environment dependent. As an example, to demonstrate the effectiveness of the analytical method, we assume η(n) to be a correlated Gaussian random process with the following correlation function: The state equation (18) is now given as: X(n + 1) = X(n) + dΨ(B(n + 1) − X(n)), where B(n + 1) = −A(n) + I(n) + Γ tar We will again focus only on shadow fading for the desired user's signal. Thus the link gain A(n) will be same as described in Section 3. However, because of the presence of external interference, the interference I(n) is not a constant. Specifically, in the nth PCG, the interference is:
I(n) = 10 log 2
We can use a similar method as in the case of Rayleigh fading to find the spectrum of B(n). First, we generate the sequence of B(n) by numerically generating the sequences of A(n) and η(n). Then, we can calculate the spectrum of B(n) using standard spectrum estimation techniques [30] . Again, since the variation of η is slower compared with the power updates, we can still approximate the power control error Y to be Gaussian distributed. Thus for the variance σ Y , the optimal K * can still be found from equation (21) . The power control error σ 2 Y can then be calculated iteratively using equations (27) and (21) .
In Figure 10 , the mean of the other interference power is assumed to be 60% of total received signal power with an 8 dB variance. Its correlation coefficient ρ = 0.5. We assume there are 16 users in the system. Other parameters are set the same as in Figure 4 . Note that in equation (14) , both input A and total interference I are random processes. Simulation results are also plotted on the same figure. We can see that the analytical method in general works reasonably well. 
Conclusion
In this paper, a CDMA reverse link with the up/down algorithm power control was studied in the presence of fading. The effect of mobile speed, power control step size and fading channel parameters such as correlation coefficient and rate of fading on power control errors was investigated. First, we derived a stochastic nonlinear feedback control system model for the power controlled reverse link. And then, we studied the power control performance based on the nonlinear model using the technique of statistical linearization. Numerical results show excellent accuracy of our analysis. Such an analytical approach can be used to design and optimize the system parameters without going through lengthy simulations. For example, our analysis gives a direct method to evaluate power control stability and errors as a function of mobile speed, power control step size and fading channel parameters such as correlation coefficient and rate of fading. Such an approach is also useful in designing more advanced power control schemes such as in systems with multi-bit feedback or high order loop-filters. In this paper, the SIR measurement is assumed to be perfect and the effect of SIR measurement errors is a topic of further study.
