Abstract-In this paper, we develop a multichannel image restoration algorithm using Compound Gauss Markov Random Fields (CGMRF) models. The line process in the CGMRF will allow the channels to share important information regarding the objects present in the scene. In order to estimate the underlying multichannel image two new iterative algorithms are presented, whose convergence is established. They can be considered as extensions of the classical simulated annealing and iterative conditional methods. Experimental results with color images demonstrate the effectiveness of the proposed approaches.
Bayesian Multichannel Image Restoration Using
Compound Gauss-Markov Random Fields Rafael Molina, Member, IEEE, Javier Mateos, Aggelos K. Katsaggelos, Fellow, IEEE, and Miguel Vega Abstract-In this paper, we develop a multichannel image restoration algorithm using Compound Gauss Markov Random Fields (CGMRF) models. The line process in the CGMRF will allow the channels to share important information regarding the objects present in the scene. In order to estimate the underlying multichannel image two new iterative algorithms are presented, whose convergence is established. They can be considered as extensions of the classical simulated annealing and iterative conditional methods. Experimental results with color images demonstrate the effectiveness of the proposed approaches.
Index Terms-Compound Gauss-Markov random fields, iterative conditional mode, multichannel image restoration, simulated annealing.
I. INTRODUCTION
I N MANY applications the images to be processed have a multichannel nature; that is, there are several image planes available called channels with redundant, as well as complementary information. The different channels may correspond, for instance, to different frequencies, different sensors, or different time frames. Application areas where multichannel images are used include, among others, multi-spectral satellite remote sensing, multi-sensor robot guidance, medical image analysis, electron microscopy image analysis, and color image processing.
The goal of multichannel image restoration is to obtain an estimate of the source multichannel image from its blurred and noisy observation, exploiting the known complementarity of the different channels. Information that is not readily available from the observed multichannel image is recovered by the restoration process.
Processing multichannel images is much more complicated than processing single channel (grayscale) images, due to, among other reasons, the higher dimensionality of the problem. However, relevant information present in a given channel can be taken into account when processing the others, providing therefore more accurate restoration results. In order Manuscript received November 26, 2001 ; revised May 8, 2003 . This work was supported by the "Comisión Nacional de Ciencia y Tecnología" under Contract TIC2000-1275. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Mark S. Drew.
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Digital Object Identifier 10.1109/TIP. 2003.818015 to effectively deconvolve the observed image, this joint processing of the different channels is particularly essential when cross-channel blurring is present. However, even in the absence of cross-channel blurring, more precise restorations can be obtained by combining information from the various channels [1] . Consider, for instance, the case of an object having a very low intensity in one of the channels; knowledge of its presence in the other channels may prevent us from smoothing its boundary, which may produce texture errors and color bleeding. Previous works have approached the restoration of noisy and blurred multichannel images by using Wiener filtering [1] , [2] , set theoretic and constrained least squares [3] - [6] , Bayesian methods [7] - [11] and Total Variation methods [12] . See [13] for an overview of multichannel restoration techniques. See also [14] and [15] for new restoration methods based on highly redundant multiscale transforms.
In order to effectively deconvolve the image taking into account the information from the other channels, it is necessary to discern what is relevant and what is spurious information coming from the rest of the channels. A way to deal with this problem is to enforce the similarity between intensity values of corresponding pixels in different channels using so called spectral, or cross-channel, regularization. In 3-D Laplacian regularization this cross-channel regularization operator is combined with spatial, within channel, regularization [5] . These techniques give results which range from a clear improvement of multichannel over single-channel processing, if the different channel images are highly correlated, to a worsening if they are uncorrelated [3] . Another significant approach is weighted 3-D Laplacian regularization [3] where the influence of each channel is weighted according to the value of its norm or its optical flux [7] . The weighted approach yields better results than the 3-D Laplacian regularization approach if the channels are highly correlated; if the bands, however, do not have similar values, which is the case with most real color images, color bleeding and flux leaking is observed in the resulting restoration. Therefore, techniques adapted to the properties of the different image region should be included in order to prevent these problems from occurring.
The correct treatment of object edges, whose variability across channels and from object to object is to a large extent responsible for the nonstationary nature of cross-channel correlations [8] , has been shown to be necessary for the success of multichannel restoration approaches. Experiments have been reported where nonadaptive multichannel techniques yield worse results than single-channel ones as a consequence of object boundary misalignments among different channels [8] .
Since the correlation between the different channels may be small, in this paper we propose a solution to the multichannel image restoration problem from the point of view of similarity among the region edges in the different channels. Hence, similarity between pixel values in different channels will not be enforced but edge preserving spatial regularization will be applied within channel regions. Similarity between different channel edges is introduced by favoring the presence of an edge in a channel if the same edge is present in the other channels, thus detecting similar regions in all image channels and successfully preventing color bleeding in image edges while preserving the channel local characteristics.
In this paper we will use the results in [9] , where we apply Compound Gauss Markov Random Fields (CGMRF) based edge preserving regularization to the restoration of severely blurred high range images, and extend them to the multichannel processing problem, advancing along the lines of our preliminary results [10] , [11] .
This paper is organized as follows. In Section II, notation, the proposed model for the image and line processes, and the noise model, are introduced. In Section III, algorithms to obtain the MAP estimate without blurring using stochastic and deterministic approaches are described. Problems with such methods in the presence of blurring are addressed in Section IV. In Section V we present a modified version of the stochastic algorithm and its corresponding deterministic one to restore multichannel images when blurring is present. In Section VI, the performance of the proposed algorithms is presented and compared with other methods. Finally, Section VII concludes the paper.
II. NOTATION AND MODELS

A. Bayesian Model
We will distinguish between , the 'true' or source image which would be observed under ideal conditions (i.e., no noise and no distortions produced by blurring and instrumental effects), and , the observed image. Let us assume that there are channels, each one of size , represented by
where each one of the vectors , results from the lexicographic ordering of the two-dimensional signal in each channel. We will denote by the intensity of the original channel at the pixel location on the lattice. The convention applies equally to the observed image . Our aim will be to reconstruct from . Bayesian methods start with a prior distribution, a probability distribution over images where we incorporate information on the expected structure within an image. When using a CGMRF as prior distribution, we also introduce a line process, , that, intuitively, acts as an activator or inhibitor of the relation between two neighboring pixels depending on whether or not the pixels are separated by an edge. In the Bayesian framework it is also necessary to specify , the probability distribution of observed images if were the 'true' image and the line process. This distribution models how the observed image has been obtained from the 'true' one. The Bayesian paradigm dictates that inference about the true and should be based on given by (1) Maximization of (1) with respect to and yields (2) the maximum a posteriori (MAP) estimate. Let us now examine the degradation and prior models.
B. Degradation Model
The model to obtain from is given by where , is a Gaussian noise vector of independent components with . Note that each is an column vector. is the multichannel blurring matrix of the form
whose components, , are matrices defining systematic blurs (assumed to be known) and denotes the contribution of each channel to the blurring of a given channel . Note, that is a "classical" energy preserving linear space-invariant blurring function used in single channel restoration problems. Note also, that for to be an energy preserving multichannel blurring matrix, , and . With the above formulation, each component of , is obtained as where are the coefficients defining the blurring function represented in . We therefore have that the probability of the observed image if were the 'true' image and the 'true' line process is (4) (note that ) where , is an block-diagonal matrix of the form
where, for each is an diagonal matrix of the form with . Let us now briefly comment on the structure of the matrix . In [8] examples are reported for the case with . This matrix corresponds, for instance, to motion blur. As pointed out in [8] with different blurring matrices in each band corresponds to chromatic aberrations sometimes present in camera lenses (see also [16] ). The case with is encountered in remote sensing of multispectral satellite images. Less than ideal spectral characteristics of detectors produce leakage between adjacent bands, resulting in between-channel degradation [17] . Blurring matrices with a great deal of inter-channel blur also appear in the restoration of color images taken with a single CCD sensor [18] . In this case, however, the observed multichannel (color) images are also subsampled, something that is not addressed by our problem formulation.
An equally important issue is the modeling of the noise process. In all the reported work in the literature on multichannel image restoration that we are aware of, the noise between channels is assumed to be independent and Gaussian independent noise within each channel. In other words, the model of (4) is used. Additional noise models are also captured by (4), for example, if the noise is independent between channels and within channel independent Gaussian with signal dependent variance , for each channel and each pixel, then (4) is still valid with each diagonal term of in (5) given by . For applications with independent Poisson noise within each channel (4) needs to be rewritten and the algorithms in [19] need to be modified to deal with the multichannel problem when using the prior model proposed next.
C. Prior Model
The use of a CGMRF as prior was first presented in [20] using an Ising model to represent the upper level and a line process to model the abrupt transitions. The model was extended to continuous range images in [21] (see also [22] and [23] ).
Let us first describe the prior model for one channel, i.e., , and without any edges. Our prior knowledge about the smoothness of the object luminosity distribution makes it possible to model the distribution of by a CAR (Conditional Auto-Regressive) model (see [24] ). Thus, where if cells and are spatial neighbors (pixels at distance one), zero otherwise and just less than . The parameter measures the smoothness of the "true" image. The above prior distribution can be written as Then, if we assume a "toroidal correction" and denote the four pixels around pixel as described in Fig. 1 (note that if they correspond to , and , respectively), we have
We now introduce a line process by defining the function as taking the value zero if pixels and are not separated by an active line and one otherwise (see Fig. 1 ). Then we would have, in the single channel case
The introduction of an active line element in the position is penalized by the term since otherwise the above equation would obtain its minimum value by setting all line elements equal to one. The intuitive interpretation of this line process is simple; it acts as an activator or inhibitor of the relation between two neighbor pixels depending on whether or not the pixels are separated by an edge. The straightforward extension of the above prior model to the multichannel case, that is, and , is to write
We want, however, to increase the probability of a new active line element in the position in a given channel if the other channels have a line in the same position (see Fig. 2 for a three channels-RGB-example).
To do so we include in the prior model the term with and and finally write the proposed prior multichannel model as (6) The introduction of these cross terms will help to recognize the same objects in all the channels even if they do not have similar intensities. Note that if no prior edge information will be passed between channels. Furthermore, if is very large the restoration will tend to have the same edge map in all channels.
It could be argued that by the introduction of these crosschannel terms in the line process, the prior may end up creating nonexisting regions in some channels. Consider, for instance, an 8-bit per channel RGB image consisting of an object with intensity 128 in the R and B channels and a blue background, also of intensity 128. In this case the prior may create the object in the blue band when, in fact, if we look only in terms of intensity values in that band, the object does not exist. This creates no problems, however, since the introduction of a line will only force smoothing with fewer than four neighbors. On the other hand, for this same example, if the intensity of the background changes from the value of 128 to 100, the prior will allow the recognition of the object, despite the small intensity difference between object and background in the blue channel.
III. MAP ESTIMATION USING STOCHASTIC AND DETERMINISTIC RELAXATION
In order to find the MAP estimate for problems where the prior model explicitly favors the presence of discontinuities, stochastic algorithms such as simulated annealing (see [20] and also [9] ), deterministic methods (see [23] , [25] and also [26] ) and mixed-annealing algorithms, where stochastic steps alternate with deterministic ones (see [27] and [28] ), have been proposed.
The classical simulated annealing (SA) algorithm, for our multichannel MAP estimation problem defined in (2), uses the probability distribution, derived from (4) and (6) (7) where is the temperature and a normalization constant. The algorithm simulates the conditional a posteriori density function of , given the rest of and and the conditional a posteriori density function of given the rest of and . To simulate , using a raster-scanning scheme we have (8) (9) To simulate the conditional a posteriori density function of given the rest of and , using a raster-scanning scheme we have (10) where (11) (12) where the suffix " " denotes the four neighbor pixels at distance one from pixel (see Fig. 1 ), (13) (14) Then the sequential SA to find the MAP estimate, when no blurring is present , proceeds as described in [21] and [29] (see also [9] ).
Instead of using a stochastic approach, we can use a deterministic method to search for a local maximum. An advantage of the deterministic method is that its convergence is much faster than that of the stochastic approach, since instead of simulating the distributions, the mode from the corresponding conditional distribution is chosen, hence called Iterative Conditional Mode (ICM). Note that with this approach, 0 is selected for the line process if the value of (8) is greater than that of (9), and 1 otherwise, and for the mean, i.e., the value given by (11) is selected. A disadvantage of the method is that a local optimum is obtained. Another disadvantage that we have observed experimentally is that it tends to produce either very few active lines or excessive clusters of them in the reconstruction. This method can be seen as a particular case of SA where the temperature is always set to zero.
IV. INSTABILITY OF THE SA AND ICM SOLUTIONS
Unfortunately, due to the presence of blurring the convergence of SA has not been established for this problem. Let us examine intuitively and formally why there may exist convergence problems with the SA and ICM algorithms.
Following [9] , let us assume for simplicity that there is no line process and examine the iterative procedure where we update the whole image at the same time. For this simplified case, we have (15) where is the iteration number, understood as a sweep of the whole image. is a block diagonal matrix of the form
where each is a diagonal matrix with diagonal entries given by as defined in (13) with . is a block diagonal matrix of the form
where each is a diagonal matrix of the form with defined in (14) . Finally, is a block diagonal matrix of the form
where if cells and are spatial neighbors (pixels at distance one) and zero otherwise.
Note that (15) can be written as (19) where (20) For this algorithm to converge must be a contraction mapping, that is . However this may not be the case. For instance, if the image suffers from severe blurring then the elements of are close to zero and the matrix has eigenvalues greater than one. Furthermore, if the image has a high dynamic range it is natural to assume that is small and thus, has eigenvalues greater than one, which could imply having eigenvalues less than minus one. Therefore, this iterative method may not converge. It is important to note that, when there is no blurring, and therefore which is a contraction mapping.
To establish the convergence of the SA algorithm, we need to show that is a contraction (Lemma 1 in [29] ). Since, for the blurring case, is not a contraction, convergence cannot be established for the multichannel deconvolution problem under consideration.
Let us then now modify in order to make it contractive. Writing the iterative method in (15) as a gradient descent method we have (21) where is a block diagonal matrix of the form . . .
where each is a diagonal matrix of the form and that is, is a block diagonal matrix of the form
with diagonal block . We note that for the iterative gradient descent method defined in (21) to converge the step size has to be small enough. However, using the step size in (23) our modified iterative scheme is not guaranteed to converge. In Appendix A we show that if we use a modified step size given by (24) instead of , the gradient descent algorithm in (21) will converge.
The use of in (21) instead of results in the modified iteration (25) where . All entries of are now less than one. The interpretation of the iterative method in (25) is that the whole image is updated by using a convex combination of the old value of the image and the conditional mean described in (11) . We will use these ideas in the following section to propose our modified multichannel simulated annealing algorithm.
V. PROPOSED MODIFIED MULTICHANNEL SIMULATED ANNEALING ALGORITHM
Having studied the problem of simulating the conditional distribution when blurring but no line process is present, let us now examine how to replace the mean of the conditional distribution in order to have a contraction when a CGMRF is used.
In [9] modified versions of the classical SA [21] and ICM [30] algorithms were proposed, to deal with the presence of blurring in single channel image restoration. The convergence of these modified algorithms (referred to as MSA and MICM) was established. These methods were extended to the multichannel restoration case in [10] and [11] , for block diagonal blurring matrices (intra-channel degradations). In the following we extend such methods to the general case described by (3) .
We start by rewriting the conditional mean in (11) as Again, as explained in Section IV, the resulting iterative restoration algorithm is not guaranteed to converge since the mapping resulting from the right hand side of the above equation is not contractive. In order to have a contraction we replace this conditional mean by (26) with (27) In the modified simulated annealing procedure we propose, we sample the whole image at the same time, each component according to the distribution (28) where (29) The reason for using this modified variance is clear if we take into account that, if and where , then
The resulting proposed Multichannel Modified Simulated Annealing algorithm (MMSA) is as follows.
Algorithm 1 (MMSA Procedure): 1) Set and assign an initial configuration denoted as and initial temperature . 2) The evolution of the line process can be obtained by sampling the next point of the line process from the raster-scanning scheme based on the conditional probability mass function defined in (8) and (9) and keeping the rest of unchanged.
3) Set
. Go back to step 2 until a complete sweep of the field is finished. 4) The evolution of the image can be obtained by sampling the next value of the whole image based on the conditional probability mass function given in (28). 5) Go to step 2 until , where is a specified integer. Two points are worth mentioning now. In the proposed algorithm we have now a contraction and so Lemma 1 in [29] is satisfied (see Appendix B). Unfortunately we have to update the whole image at the same time and in addition we are no longer sampling from the conditional distribution of given the rest of and . In other words, we do not have a stationary distribution. This will prevent us from using Lemma 3 in [20] that shows that starting from the uniform distribution over all global maxima the process of simulating the conditional distribution of given the rest of and when the temperature decreases converges to the above uniform distribution over all global maxima. In Appendix B we also prove the following theorem that guarantees the convergence of the MMSA to a local MAP estimate, even in the presence of intra and inter-channel blurring.
Theorem 1: If the following conditions are satisfied: 1) ; 2) as ; such that 3)
; then for any starting configuration , we have where is a probability distribution over local MAP solutions, is a constant and is the sweep iteration number at time .
We notice that if the method converges to a configuration , then
We conjecture that the proposed MMSA method converges to a distribution over global maxima. However, the difficulty of using synchronous models prevent us from proving this result (see [31] ).
A modified multichannel ICM procedure (MMICM) can be obtained by selecting in steps 2 and 4 of Algorithm 1 the mode of the corresponding transition probabilities.
Finally, we make a comment on the block diagonal blurring case. In [10] and [11] , for block diagonal blurring matrices, that is, if and , we used instead of defined in (27) . Using , assigns a larger weight to in (26), equivalent to replacing in (24) by a block diagonal matrix with diagonal block . It is shown at the end of Appendices A and B that when is a block diagonal blurring matrix (the case studied in [10] and [11] ), can be used instead of .
VI. EXPERIMENTAL RESULTS
Experiments were carried out with RGB color images in order to evaluate the performance of the proposed methods and compare them with other existing ones. Although visual inspection of the restored images is a very important quality measure for the restoration problem, in order to get quantitative image quality comparisons, the peak signal-to-noise ratio (PSNR) of each channel is used. Given two image channels and of size and values in the range [0, 255], the PSNR of channel is defined as
The mean of the PSNR values of all channels is used as a figure of merit for the color image.
Results obtained with the 256 256 Lena image are reported next. In order to test the proposed methods, the original image was blurred with a color bleeding multichannel point spread function, , given by (30) where defines an out-of-focus blurring with radius 5 (see [32] for an analytical expression of this blurring). Gaussian noise of variance was added to each channel, , obtaining the degraded image shown in Fig. 3(a) with a PSNR of 18.593 dB, 20.286 dB, and 21.146 dB for the R, G, and B channels, respectively, resulting in a mean PSNR of 20.008 dB. Note that only the 192 192 central part of the image is shown.
The MMSA and MMICM algorithms were run on this multichannel image for 4000 and 400 iterations, respectively (see comments on the number of iterations later). The parameters for the prior model were chosen to be and , for all and . The restored images by the MMSA and MMICM algorithms are shown in Fig. 3 Table I . These results show that both the MMSA and the MMICM algorithms produce very good restorations both in terms of visual quality and PSNR values; the mean PSNR value for the MMSA algorithm is slightly better. Fig. 4 depicts the line processes for the R, G, and B bands. A black pixel at location in this figure means that either or are equal to 1. Although both methods detect a large number of lines (edges) present in the image, the MMICM method shows fewer lines [see Fig. 4(b) ]. The MMSA method, on the other hand, gives us more complete contours [ Fig. 4(a) ] and details are better resolved. There are some gaps in the line process and some of the diagonal edges show a staircase effect. Better results are expected if 8 neighbors instead of 4 are used or, in general, more intra-channel terms are added to the line process energy function.
The effect of the cross term, , introduced in (6) is considered next. Fig.  4(c) shows the line process obtained by the MMSA algorithm when the parameter in (9) is set to zero for all . Note that since the similarity between the different line processes is not taken into account, fewer edges are now detected and some features on the face of Lena are lost in most of the channels. Color bleeding and artifacts may now be observed in the restored image [ Fig. 3(d) ]. Fig. 3(e) shows an enlarged part of Fig. 3(d) . Note that the border of the hat and the white of the eye show color bleeding. This effect is clearly corrected by introducing the cross terms as shown in Fig. 3(b) and its enlargement shown in Fig. 3(f) while obtaining, at the same time, sharp edges. The effect of the line process is also clear by examining the PSNR values shown in Table I . As can be seen in it, the incorporation of an inter-channel line process increases the PSNR value. It is mentioned here that clearly the introduction of line processes affects primarily edge pixels. Due to this, although visual quality of the restored image is considerably increased, the resulting PSNR increase is small, since only a small number of pixels is affected. Fig. 5 shows the number of line elements detected by the MMSA method on the three channels of the Lena image when the parameter varies from 0 to 150 and shows the sensitivity of the model to changes in the parameter. For the line processes obtained for the three channels are very similar.
The total computation time for the MMSA and MMICM methods on images of size 256 256 pixels is 5700 s (for 4000 iterations) and 500 s (for 400 iterations), respectively, on an AMD K7 1000 processor. These numbers imply that a single iteration of the algorithms takes 1.425 s and 1.25 s for the MMSA and MMICM methods, respectively. Note that the small difference in the computation time of one iteration between the two methods is due to the fact that most of the time is spent in convolving images, which is done by both methods. This clearly favors the deterministic MMICM algorithm, since typically it needs a considerably smaller number of iterations for producing acceptable results. Although we ran the MMICM algorithm for 400 iterations in our experiments, similar results are obtained with a much smaller number of iterations since after about 100 iterations the method has practically converged. This is shown in Fig. 6 , where the norm of the difference between two consecutive iterations divided by the norm of the image in this iteration is used to establish convergence (note that the vertical axis is plotted in logarithmic scale). For images of size 512 512 and 1024 1024, computation times per iteration are 7.6 and 36.1 s, respectively, for the MMSA algorithm, and 7.1 and 34.7 s, respectively for the MMICM algorithm. The algorithm's complexity is since we compute part of the algorithm in the Fourier domain, using FFT.
The proposed algorithms were also compared with other existing methods, such as the one proposed by Guo et al. [5] , Galatsanos et al. [3] and Molina and Mateos [7] . These methods are based on a 3-D regularization operator that enforces similarity between the pixel values in the different image channels. Although the method proposed in [5] is based on the 3-D Laplacian we can easily find its Conditional Autoregressive (CAR) version, given by (31) where the parameters control the similarity between channels while the parameters control the smoothness within channels. The method proposed in [3] takes into account the norm of each channel, that is, is replaced by in the CAR model given by (31) . Finally, the method proposed in [7] tries to preserve the flux within each channel by replacing in (31) by . Results of the comparison of these methods with the proposed MMSA and MMICM algorithms are presented again for the Lena image. Unfortunately, some of these methods do not allow for cross channel blurring so we used a diagonal point spread function, i.e., each channel was blurred independently of the other channels. The degradation used for each channel was an out-offocus blur with radius 5 and additive Gaussian noise of variance . The resulting degraded image is shown in Fig. 7(a) . Note that, although the whole image was processed, Fig. 7 depicts only the 192 192 pixel central part of the images.
All methods were run with the parameters that empirically gave the bestPSNR value. Resultingrestored images are shownin Figs. 7(b)-7(d) by the methods presented in [5] , [3] and [7] , respectively. The MMICM and MMSA methods were run for 4000 and 400 iterations, respectively. The parameters for the prior model were chosen to be and , for all and . The restored images by the MMSA and MMICM methods are shown in Fig. 7 (e) and 7(f), respectively. For a better visual inspection, Fig. 8 presents a magnified view of Fig. 7 . The corresponding PSNR values for all methods are summarized in Table  II . It can be observed that in all cases the proposed methods produce better image quality and higher PSNR. It is clear that edges are sharper and there is no ringing in the restorations provided by the proposed methods. It is also important to note that the model in [7] and the ones proposed in this paper are the only ones that preserve the flux within each channel.
Finally, the proposed method was tested on a real astronomical image. Although the original image size was 512 512 pixels, only a small 192 192 region of interest is presented in Fig. 9 . The observed image, depicted in Fig. 9(a) , corresponds to three different images of the same object taken at different wavelength. The image was scaled to the range for printing since the range of the original bands was extremely low.
Since the images were taken at different times no cross-channel blurring is present. The blurring functions, , can be approximated by
We found and pixels in all the channels. In order to compare the effects of the line process parameters, the MMSA algorithm was run on this multichannel image for 4000 iterations. The noise parameters were chosen to be 11.20, 1.75 and 1.75 for the R, G and B bands, respectively. The parameters for the prior model were chosen to be and . Three test were performed using different values for the parameters that control the line process, and . In the first test, shown in Fig. 9(b) , and , for all and were selected, that is, no line process is considered. The second test, see Fig. 9(c) , allows for the line process but does not take into account the relations between the bands ( and , for all and ). A magnified view of a part of this figure is depicted in Fig. 9(e) . Finally, Fig. 9(d (magnified in Fig. 9(f) ) shows the results when considering the full model by using and , for all and . By comparing the resulting images in Figs. 9(b)-9(d) , it is clear that, although improvement is clear in all of them, restoration with the line process produces crisp edges and better definition of the high luminosity objects in the image. Note that, using the cross terms, the color bleeding, that appears in Fig. 9(c) , is highly reduced or eliminated.
VII. CONCLUSION
In this paper, we have used CGMRF prior models in multichannel image restoration problems in order to exchange information among channels. This exchange of information is carried out through the line process with the objective of preserving similar regions in the channels. This approach is different from the classical ones where the exchange of information is performed with the use of the flux of each channel. In order to find the MAP estimates for these problems we have proposed two new methods that can be considered as extensions of the In this section we shall examine the convergence of the MMSA algorithm (Algorithm 1). It is important to make clear that in this new iterative procedure we simulate the whole multichannel image at the same time using (28) and to simulate we keep using (8) and (9) .
Step 4 in algorithm 1 can be written as (34) where is a random column vector with independent components , where has been defined in (29) . Following the same steps as in [9] (the steps used in [9] are the same as the ones used in [29] ) to prove Theorem 1 we only need to show the following Lemma. 
