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ABSTRACT
The development of satellite swarm technology offers new possibilities for space studies and comes with
new challenges. Among them is the need for knowledge on the swarm topology and attitude, especially in
the context of space based radio interferometry. This paper presents an algorithm that recovers the absolute
swarm attitude without the need for an external system such as GNSS (Global Navigation Satellite Systems).
This algorithm uses the imaging capability of a low frequency radio interferometer in order to function like
a star-tracker using the main radio sources in the sky. The recovery of the source directions for the Lost-InSpace (LIS) mode is presented in this paper. This algorithm is studied through numerical simulations. This
concept is applied here to the kilometric wavelength spectral range (30kHz – 1MHz).
Images are reconstructed using an iterative Discrete Fourier Transform (DFT) at two frequencies. The
sources contributions are subtracted at each iteration. The modeled interferometer corresponds to the
NOIRE (Nanosatellites pour un Observatoire Interférométrique Radio dans l’Espace) concept study. The
accuracy on the recovered swarm attitude is measured for different levels of noise in the interferometric
visibilities.
The simulation shows that the suggested pipeline can achieve an attitude knowledge error lower than 1
arcmin for a swarm scale of 100 km.
1 Introduction

NOIRE aims to make images of the sky in this
frequency range. For that, it implements the interferometry technique made possible in space thanks
to swarm technologies. The implementation of this
method requires a precise knowledge on the 3D
topology of the swarm. Recent studies for swarms
of satellites choose to benefit from GNSS (Global
Navigation Satellite Systems) for positioning which
enable them to reconstruct the full 3D topology. An
example of that is the mission SunRISE (Sun Radio
Interferometer Space Experiment).2 However, this
method no longer holds for a swarm orbiting the
Moon. The swarm of NOIRE is designed to be autonomous, i.e. it cannot benefit from any external
supporting infrastructure.

1.1 Context
Nanosatellites have experienced exponential development over the last decades. Their uses went
from being a concept marginally developed in universities by students to being a building block for
new space technologies. Nowadays, nanosatellites
can be found either in demonstration missions, either in constellations for commercial purposes or
even in scientific missions.
The NOIRE concept study1 anticipates a scientific observatory composed of a swarm of 50
nanosatellites orbiting the Moon. It is meant to observe the sky at extremely low frequency (30 kHz-100
MHz). The sky remains mostly unexplored in this
frequency range and various science cases can be covered by those wavelengths. Namely: space weather,
stellar studies, planetary emissions and cosmology.
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This paper presents an algorithm that recovers
the absolute swarm attitude by taking advantage of
the imaging capability of the interferometer. The
basic principle remains the same as a classical star1
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tracker. When the tracker is in Lost-In-Space mode
(LIS), it compares the positions of recognizable patterns of the sky between the measurements and a
known catalog.
The present algorithm is evaluated for the LIS
mode through a numerical simulation in the context
of NOIRE.

1.2 Swarm Orientation

An interferometer is an observing system producing correlation coefficients (named “interferometric
visibilities”), which can be used for reconstructing
images in any direction observable in its antenna
field of view. In the case of NOIRE, the three orthogonal dipole antennas mounted on each satellite
behave like an omnidirectional antenna. Hence, the
antennas are not physically pointed to the direction
of the observation, but the system is rather electronically or digitally phased into that direction.

Figure 1: Simplified schematic diagram of a
two-element interferometer. Source:.3
The relative 3D topology of a swarm can be retrieved with algorithms whose inputs are the distances between the satellites4–6 . These distances
can be measured autonomously.However, the topology reconstructed that way is only relative to the
swarm. It means that the baseline ⃗b are expressed
in an arbitrary frame Rs generated by the algorithm.
On the other hand, the position of the elements
of interest for the observatory ⃗s, namely the radio
sources, are known in a different frame called the
absolute frame Ra . The transform between the two
frames have to be monitored in order to phase in a
given direction. This transform can be expressed as
a rotation but can also include a symmetry. While
the interferometer is able to generate an image of
the full sky without knowledge of the transform, it
is necessary to measure it in order to provide directional information associated with the image.
In the previous study,1 it has been highlighted
that an accuracy on the directional information provided by the instrument close to 1 arcminute is sufficient to cover all science cases.

Producing directional information with an interferometer requires tuning a shift function and adjusting it to an absolute direction of the sky. This
hence requires the knowledge of the absolute orientation of the interferometric baselines. The absolute
orientation of each individual node can be measured
using a classical star-tracker, but retrieving its location relative to its neighbors (i.e., retrieving the
absolute orientation of the interferometric baselines)
is a non-trivial problem.
The nodes have to be phased according to a given
direction of observation in order to combine their signals. For a given pair of nodes, the phasing compensate the time delay between the nodes due to their
relative location projected onto the direction of interest. This delay is expressed as τg = (⃗bi,j · ⃗s)/c
where c is the speed of light, ⃗s is the unit vector corresponding to the pointing direction and ⃗bi,j = ⃗ri −⃗rj
is the baseline between the position of the two nodes.
These elements are depicted on Fig. 1. For a given
frequency ν, this delay can be expressed as a phase
shift. Its expression in the complex notation is
exp (−ic⃗k · ⃗b) with the wave vector ⃗k = 2πν/c ·⃗s and
where ic is the imaginary unit. Hence, the phase
shift to be applied for a observation direction ⃗s depends on the baseline ⃗b.
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1.3 Environment
The low frequency radio sky is dominated by four
great sources called the A-team. Their fluxes at 50
MHz are specified in Table 1. These sources are expected to dominate the other sources even at very
low frequencies, although this assumption has still
to be validated. Thus, it is expected that the main
2
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Table 1: The A-team: flux at 50 MHz and angular size, adapted from.7
Source name

Flux (Jy)

Size (arcmin)

Cassiopeia A (3C 461)

27104

7.4

Cygnus A (3C 405)

27104

2.3

Taurus A (3C 144, M 1, Crab Nebula)

2008

7.9

Virgo A (3C 274, M 87)

2635

15.0

sources that can be found in the reconstructed map
of the sky are the A-team. These sources also have
the advantage of being well scattered in the sky. It
improves the accuracy on the rotation matrix and
it reduces the risk that two of them are missing at
same time, e.g., due to an occultation by the Moon.
Theoretically, only 3 sources are necessary to
retrieve the rotation matrix, but the more sources
found, the more precise the method. As the Ateam dominates the sky, they overshadow the other
sources that could be found because such an interferometer has multiple grating lobes. If a bright source
were to be in the direction of a grating lobe, it could
dominate the signal received in the main lobe which
may hide fainter sources.
To address this issue, the algorithm presented
here does not look for all the sources in the first
reconstructed image but uses an iterative process.
It performs a so-called “peeling”, similar to what is
done with the CLEAN algorithm.8 For each iteration, the algorithm finds the brightest source, stores
its position and amplitude, removes its contribution
into the signals, reconstructs a new image and repeats.

given by:
x
Vi,j =
B(θk , ϕk ) exp (−ic ⃗k · ⃗bi,j ) dΩk

where B is the brightness map of the sky, ⃗bi,j
is the baseline between the nodes i and j, ic is the
imaginary unit, ⃗k is the wavevector and dΩk is the
elementary solid angle in the direction of ⃗k, with
spherical coordinates components (θk , ϕk ).
The brightness map can be reconstructed using
the Discrete Fourier Transform (DFT) defined as follows :


1 X
⃗
⃗
I(θ, ϕ) = ℜ
Vi,j e+ic k(θ,ϕ)·bi,j
(2)
Nbl
(i,j)

The maps used in the simulation are generated
using the HEALPix (Hierarchical Equal Area isoLatitude Pixelation) mapping.9 This tessellation is
suited for full sky imaging as it guarantees that each
pixel covers the same surface of the sky. For each
pixel of the output map, the brightness is computed
using Eq.2.
2.2 Source Subtraction
In order to remove its contribution in the signal,
the found source is considered to be a point source.
The visibilities associated to this source are computed with:

2 Methods
The main idea of a star tracker is to compare the
positions of recognizable patterns of the sky between
the measurements and a known catalog. For that it
requires two lists of source positions, one measured
and one stored onboard. The following subsections
describe how the list of measured sources positions
is made.

Vi,j (s) = Bs exp (−ic ⃗ks · b⃗i,j )

(3)

where Bs is the brightness of the source s and
⃗ks is the wavevector, whose direction is that of the
source s.
These visibilities are then subtracted to the total visibilities Vn+1 = Vn − V(s). Thus, even the
contributions in the grating lobes of the source are
removed. This cleaning step enables to find more
sources and allows to have a better estimation on
the position of the sources found afterward.

2.1 Image Reconstruction
The pipeline proceeds by iteration to get the positions of the sources. It reconstructs an image of
the sky from the interferometric visibilities, spots
the position of a source, removes its contribution in
the visibilities and iterates. The interferometric visibilities are the correlation coefficients between the
signals received at the different nodes. The expression of the visibility between the nodes i and j is
Rouille

(1)

2.3 Retrieving sources coordinates
The peeling process is a powerful tool, however,
in order to perform well, the position and the bright3
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ness of the source have to be known precisely. Therefore, the algorithm computes these parameters by
fitting a Gaussian on the sky map around the source.
A sub-pixel precision can be achieved with such fitting but it requires the source to be at least a few pixels wide. Thus, the spatial sampling of the map used
for the fitting is taken as 10 times smaller than the
1
λ/Dmax with
resolution of the instrument, i.e., 10
Dmax the scale of the swarm.
However, in Lost-In-Space (LIS) mode, the position of the sources is unknown to the instrument
and, thus, the whole sky has to be scanned. It would
be inefficient to map the whole sky with a pixel size
suited for the Gaussian fit. Therefore, the algorithm
proceeds by iterative zooms in the sky.
It uses different frequencies to benefit from increasing resolution. The angular sizes of the zoomed
images are taken to be 5 times the resolution of the
previous image. This factor is a compromise that is
deemed large enough to ensure the source remains
in the imaged field and small enough to reduce the
computation time. In total, three images per iteration are generated with two frequencies ν1 and ν2
with ν2 = 8ν1 and ν1 > 30 kHz. Their respective resolutions are noted ∆θ1 = λ1 /Dmax = c/(ν1 Dmax )
and ∆θ2 . The factor 8 between the two frequencies
is chosen to minimize the amount of computation for
a given resolution ∆θ2 . The calculations supporting
this result are described in Appendix A. In order
to achieve an even greater resolution, the imaging
could be divided into even more levels of zooming
performed at higher frequencies.
The first one is an image of the whole sky noted
Map1, it is performed at the frequency ν1 and with a
pixel size of ∆θ1 /2 (see Fig.2a). The second image,
noted Map2, is generated at frequency ν2 (see Fig.
2b). The pixel values are computed only around
the position of the brightest pixel of Map1 in a radius of 5∆θ1 . The pixel size is set to ∆θ2 /2. The
third map, noted Map3, is computed at the same frequency around the brightest point of Map2 within a
radius of 5∆θ2 and with a pixel size of ∆θ2 /10 (see
Fig. 2c). These properties are summarized in Table
2. An example of these images is depicted in Figure
3.
The Gaussian fit is then performed on the last
map Map3 using a least squares minimization. The
map dynamical range is re-sampled between 0 and
1. The Gaussian function fitted is expressed in the
following form:

G(⃗s) = B + A exp

Rouille

arccos (⃗s · ⃗s0 )
2σ02

2

whose parameters B, A, σ0 , ⃗s0 = (θ0 , ϕ0 ) are the
background brightness, the source’s brightness, the
angular size of the source and its central direction.
This Gaussian function assumes that sources have
a circular shape. It is not impacted by distortion
of the map at a very large scale as it uses the angular distance between the considered pixel to the
Gaussian center. The position of the fitted source
is given by ⃗s0 and its brightness is retrieved from A
after inverting the normalization process.
Nevertheless, the described process does not
guarantee to find a source in the third map. Therefore, the algorithm applies rejection criteria in order
to exclude bad iterations. The criteria are the following: The fitting function has converged The amplitude of the source is greater than the background
fluctuations A > 0.5 The angular size of the source
is similar to the resolution σ0 < 1.5∆θ2 The difference between the fitted function and Map3 is lower
than 10% in average
If all criteria are met, the source and its parameters are stored in a list of found sources for the next
step of the pipeline. Then, the signal for this source
is subtracted from the visibilities as previously described. However, the brightness of the source is a
priori not the same at both frequencies and is only
measured at ν2 . Thus, the brightness at ν1 is computed using the Equation 2 in the same direction ⃗s0
with the visibilities at ν1 . The subtraction is then
performed the same way with the same direction.
This process is iterated. However, the sources are
not totally removed by the peeling process from the
visibilities as they are not perfect point sources and
because of the inaccuracies on the fitted parameters.
Thus, they leave artifacts in the reconstructed images especially around their original positions. The
next iterations could find a maximum in these residuals confusing it with a spurious additional source.
To prevent this, the areas already explored are no
longer considered in the next iterations by applying
a mask. Moreover, the sources of the A-team have
a considerable angular separation. Selecting a large
mask radius speeds up the process. The masks are
centered on ⃗s0 with a radius of 5◦ .
In case the fit is rejected by one of the criteria,
the algorithm performs a visibility subtraction anyway and masks out the region, using the position
and amplitude of the maximum pixel in the third
map. This enables it to ignore a part of the signal
that may come from the Galaxy.

!
(4)

4
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Table 2: Properties of the images generated during the peeling process
Name
Map1
Map2
Map3

Image
Full sky (Fig. 2a)
First zoom (Fig. 2b)
Second zoom (Fig. 2c)

(a) Map1 Full sky image at ν1

Frequency
ν1
ν2
ν2

Size
4πsr
5∆θ1
5∆θ2

Pixel size
∆θ1 /2
∆θ2 /2
∆θ2 /10

(b) Map2 First zoom
at ν2

Number of pixels
4π(D/8c)2 ν22
π(5 ∗ 8)2
π(5 ∗ 10)2

(c) Map3 Second zoom at ν2
and the result of the Gaussian
fit

Figure 3: Example of the three images generated during the peeling process. These ones are
generated during the first iteration of peeling at ν2 = 240kHz.
2.4 Star-Tracker function

vectors are supposed to be already expressed in the
system frame. The transform between the absolute
frame and the system frame is simulated with a random rotation whose angle of rotation is uniformly selected between [−π; π] and whose axis is uniformly
selected on the sphere. Also, a symmetry is randomly applied with a fifty-fifty chance to take into
account that the reconstruction algorithm may introduce a symmetry. However, in the simulations
presented in the result section, the pipeline was not
stimulated with symmetries. This transform is applied to the sky before computing the input signal
received by the interferometer. This is equivalent to
applying the inverse transform to the system frame.

Once a list of measured sources positions is made,
it can be compared with the catalog. From there, the
pipeline works like a classical star-tracker.
It performs the pattern matching technique by
generating tables of geometric properties between
triplets of sources for both the catalog and the measured list. When a source shares similar geometric
properties in both tables, it is considered to be a
match. With the matching between the two lists, the
rotation matrix that links them can be computed.
By running the pattern matching, eventual false
positives can be ignored which further improve the
reliability of the pipeline.

The signal received by the interferometer is simulated using a map of the sky and a list of point
sources at 50 MHz that are extrapolated to the frequencies of interest. The extrapolation follows two
power laws with a turnover as described by Jester
and Falcke [10] for the galaxy. The simulation uses
the interferometric measurements directly instead of
computing the signals received by every satellite before the interferometric measurements. A random
white noise is added to the measurements to account for the noise induced by brightness temperature. The noise amplitude is defined by a dimensionless noise factor noted α. It depends on the acquisition parameters of the instrument and thus can
be tuned by the user for the simulations. It is defined
as follow:

3 Simulation
The pipeline’s efficiency is studied by stimulating the pipeline with realistic inputs and by evaluating its outputs with a metric. The individual
algorithms are not evaluated on their own, nor are
they compared to other algorithms performing the
same functions. Only the outputs of the full pipeline
are evaluated. For each simulation, the pipeline is
stimulated with a different set of inputs.
3.1 Modeled inputs
The swarm of satellites is simulated by a set of
points randomly drawn with a uniform distribution
inside a sphere of radius 100 km. Their position
Rouille
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α= √

1
2∆ντ

of sources found of 15 also. In practice, half of the
iterations are rejected as highlighted in Figure 4. Either they zoom in a place where no sources can be
found - in the galactic background or in a noisy spot
- or they zoom on a source that does not match the
rejection criteria.

(5)

where ∆ν is the frequency span and τ is the integration time.
3.2 Evaluation metric
The Euclidean norm on a rotation matrix is not
suited to estimate the offset on the directional information of the images.
For a scientific observation a maximum offset on
the imaged field is required. Thus, the figure of interest here is the maximum error. Yet, the offset
error measured depends on the position on the celestial sphere.
For now, the precision is evaluated using a
Monte-Carlo method: the directional error is evaluated on a set of 1000 vectors uniformly sampled on
the unit sphere. The error considered is the maximal
value observed over the set of vectors. Both the measured rotation matrix M rot, mes and the simulated
rotation M rot, simu are applied to each vector ⃗s and
their angular distance is computed. The maximal
offset is thus computed with:

Figure 4: Mean number of true sources found
in 15 iterations of peeling for all simulations
If an element meets the rejection criteria without
being a source, it is considered to be a false positive
(FP). It can be detected if these elements do not find
a match in the catalog through the pattern matching. Among the detections, only a small amount
are FP. No more than two FP per simulation are
observed throughout all the simulations. It means
that the rejection criteria are efficient at selecting
the sources.
On the other hand, the pattern matching algorithm appears to be robust to FP. No simulation has
seen the pattern matching algorithm failing to reject a FP even when manually adding extra sources.
Still, it is not able to perform if too many FP remain
as the minimum number of votes assumes that half
the sources are true positives.
Thus, the rejection criteria for FP could be alleviated in order to allow more source detection and
potentially a better precision.


ϵ = max3 arccos (M rot, mes · ⃗s) · (M rot, simu · ⃗s)
⃗
s ∈S

(6)
The Monte-Carlo method was implemented in
order to evaluate the average error in the first place.
However, the maximum error is more relevant for
scientific purposes. The method used remains efficient but is not satisfying. Work is in progress to
improve it.
4 Results
The pipeline was tested for three frequencies
ν2 = {240, 400, 800}kHz at different noise levels.
The results were obtained by averaging over multiple noise draws and using the same swarm topology.
Although the swarm topology impacts the instrumental response, it has shown that it only has a
significant influence on the overall accuracy at low
level of noise. On the other hand, the noise draw has
a more significant influence over the range of noise
factors considered. In order to reduce the influence
of the random draws, the accuracy is averaged over
10 simulations with different noise draws.

4.2 Accuracy
The accuracy of the pipeline evaluated with Eq.
6 as a function of the noise level is depicted on Fig.
5. It has shown to be proportional to the accuracy
on the single source centroid estimation thanks to
Fig. 6.
The first result that is outlined by this plot is
that the radio-source tracker was able to achieve an
accuracy under 1 arcminute in all cases where the
noise factor is below 0.1. In comparison, the noise
factor expected for the study solar radio burst is

4.1 Identification rate
All simulations presented here were run with 15
iterations of peeling leading to a maximum number
Rouille
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Figure 5: Directional error ϵ in arcmin as a function of the noise level α for 3 pairs of frequencies. The directional errors when no noise is added are displayed with dotted lines.

Figure 6: Ratio Directional error ϵ over the average centroid error as a function the noise level
α at three different frequencies.

Rouille
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0.024 with a frequency band of 30 kHz and an integration time of 30 ms.
The plot also highlights how an increase in frequency improves the accuracy. Indeed, for higher
frequency, the resolution is enhanced and thus the
sources positions are measured with a better accuracy.
On the contrary, the noise decreases the accuracy of the pipeline as it lowers the accuracy on
the sources centroids but also because it reduces
the number of detected sources. For noise factors
above 0.1, it is difficult for the algorithm to detect
the sources because of the important noise-induced
artifacts. If less than 3 sources are measured, it is
impossible for the radio-source tracker to recover the
frame transform. That is why no points are plotted
for , not enough simulations were successful to calculate an average value not biased.
This leads to a lower limit for the acquisition parameters: ∆ντ > 50. For example, it corresponds to
a frequency band of 1 kHz and an acquisition time
of 50 ms.
Although this is not represented in the figure
above, the influence of the symmetry was also evaluated. No differences were noticed with or without
it. The pipeline has been successful at discriminating the presence of a symmetry for each simulation.
The random swarm topology has shown to have
only a minor sensitivity on the accuracy of the radiosource tracker. It was highlighted that it may permute the order of accuracy among the frequencies
at very low level of noise . This effect is mostly
due to the positions of the main sources relative to
the instrumental response. Hence, for the same geometry but with different orientations relatively to
these main sources, the accuracy is different. Also,
this effect may be greater for more exotic topology.
The accuracy of the estimation of the source centroid appears to be proportional to the pipeline’s accuracy. Yet, the single source centroid estimation is
mostly related to the brightness of the source and
to the number of peeling iterations run before finding the source. Still, the average angular error of
each found source can be computed. This angular
error follows the same trend as the overall accuracy
appears twice larger. This is highlighted on Figure
6, which displays the ratio between the two angular
errors as a function of α for the three frequencies.
Moreover, the error on the source centroid estimations confirms that the Gaussian fit greatly increases the accuracy of the estimation. It appears
that the average centroid error is at least 40 times
smaller than the resolution for every simulation.
Rouille

5 Discussion
The algorithm pipeline presented in this paper
has shown to be able to recover the attitude of the
swarm with an accuracy that meets the scientific
requirements of NOIRE. The simulations have highlighted a few preliminary constraints on the acquisition parameters. These constraints enable to define
the area of use of a radio-source tracker function to
recover the absolute attitude.
The results presented here will have to be refined with a proper map of the sky at very low frequency as the simulated sky used for the simulations is extrapolated from the one at 50 MHz. The
angular broadening of point sources is not modeled
whereas it is expected to be important for very low
frequencies. Also, this simulated sky is composed
exclusively of extra-solar sources whereas the Sun,
the Earth and Jupiter are sources that can emit in
the frequency range considered. Simulating these
sources could degrade the performances of the radiosource tracker.
With the noise being dominated by brightness
temperature, the noise is dependent on the sky
brightness. Thus, the lack of information on the
sky makes the noise level less representative. Therefore, the maximum noise level that emerged from
this study has to be refined as well.
Further work is needed to study the real time
implementation of the radio-source tracker. In particular, the tracking mode is yet to be developed
while somewhat similar to the LIS mode. Moreover,
it would be interesting to study its coupling with
the topology reconstruction algorithm and also with
a Kalman filter. Such studies will inform, for instance, on the required rate of the tracking mode to
ensure a given accuracy.
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