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Abstract
The investigation of the factorizing codes C, i.e., codes satisfying Schützenberger’s factorization
conjecture, has been carried out from different viewpoints, one of them being the description of
structural properties of the words in C. In this framework, we can now improve an already published
result. More precisely, given a factorizing code C over a two-letter alphabet A={a, b}, it was proved
by De Felice that the words in the set C1 = C ∩ a∗ba∗ could be arranged over a matrix related to
special factorizations of the cyclic groups. We now prove that, in addition, these matrices can be
recursively constructed starting with those corresponding to preﬁx/sufﬁx codes.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, a subset C of a free monoid A∗ is a (variable-length) code if each word in
A∗ has at most one factorization into words of C, i.e., C is the base of a free submonoid of
A∗ [1]. This algebraic approach was initiated by Schützenberger in [24] and subsequently
developedmainly by his school. The theory of codes is rich in signiﬁcant results, which have
been obtained by using several different methods (combinatorial, probabilistic, algebraic)
and tools from automata, formal power series and semigroup theory.
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Nevertheless some basic problems are still open. One of the most difﬁcult of these, the
factorization conjecture, was proposed by Schützenberger as follows: given a ﬁnite max-
imal code C, there would be ﬁnite subsets P, S of A∗ such that C − 1 = P(A − 1)S,
with X denoting the characteristic polynomial of X [1,2,5]. We refer to Section 2 for all
the known results concerning this conjecture. Any code C which satisﬁes the above equal-
ity is ﬁnite, maximal, and is called a factorizing code, whereas a ﬁnite maximal code is
a maximal object in the class of ﬁnite codes for the order of set inclusion. For example,
ﬁnite bipreﬁx maximal codes are factorizing [1]. This note deals with the investigation of
the class of the factorizing codes C. This research line has been carried out from differ-
ent viewpoints, one of them being the description of structural properties of the words
in C. Continuing the investigation initiated in [9], here we enhance a property of the sets
C1 ⊆ a∗ba∗ such that C1 = C ∩ a∗ba∗ for a factorizing code C over a two-letter al-
phabet A = {a, b}. Precisely, we already know that C1 satisﬁes the property reported
below:
Property 1.1. The words in C1 can be arranged over a matrix C1 = (arp,q
bavp,q )1pm,1q such that for each row Rp = {rp,q | q ∈ {1, . . . , }} and each
column Tq = {vp,q |p ∈ {1, . . . , m}} in this matrix, (Rp, Tq) is a Hajós factorization
of Zn.
We recall that a pair (R, T ) of subsets of N is a factorization of Zn if for each z ∈
{0, . . . , n − 1} there exists a unique pair (r, t), with r ∈ R and t ∈ T , such that r +
t = z (mod n). The general structure of the pairs (R, T ) is still unknown but two simple
families of these pairs can be recursively constructed: Krasner factorizations and Hajós
factorizations (see Section 4 for precise deﬁnitions). The latter factorizations seem to have
an important role in the description of the structure of factorizing codes (see [6–9]).
In this paper we prove, that for each factorizing code C, an arrangement of C1 = C ∩
a∗ba∗ satisfying Property 1.1 can be recursively constructed by a natural two-dimensional
generalization ofHajósmethod.This improved version of the result given in [9] is interesting
in its own right but it has additional appeal since, as conjectured in [12], given a set C1
satisfying this property, there would exist a factorizing code C such that C1 = C ∩ a∗ba∗.
As we have already said, we take into account codes over a two-letter alphabet but, as
done in [9], extending the results presented here to alphabets of larger size should not be
difﬁcult.
This paper is organized as follows. Section 2 contains all the basic deﬁnitions and results
concerning codes. Section 3 summarizes the contents of the subsequent sections and outlines
the main result. In Section 4 we have gathered basics on the factorizations of cyclic groups
and in Sections 5, 6 we have collected intermediate results, subsequently used in Section 7
to show the above-mentioned property of the factorizing codes.
2. Basics
Given a ﬁnite alphabet A, let A∗ be the free monoid generated by it. We denote by 1 the
empty word and we set A+ = A∗ \ 1.
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A subset C of A∗ is a code if C∗ is a free submonoid of A∗ of base C. In other words, C
is a code if, for any c1, . . . , ch, c′1, . . . , c′k ∈ C, we have:
c1, . . . , ch = c′1, . . . , c′k ⇒ h = k, ∀i ∈ {1, . . . , h}, ci = c′i .
Examples of codes can be easily constructed by considering, for instance, the class of the
preﬁx codes, C being preﬁx if C ∩ CA+ = ∅. A more complex class is that of maximal
codes. A code C is maximal over A if C is not a proper subset of another code over A. As
one of Schützenberger’s basic theorems shows, a ﬁnite code C is maximal if and only if C
is complete, that is C∗ ∩ A∗wA∗ = ∅, for any w ∈ A∗ [1].
The class of codes which we consider in this paper is that of the factorizing codes,
introduced by Schützenberger. The deﬁnition of such codes is given in terms of polynomials.
Here, we denote Z〈A〉 the ring of the noncommutative polynomials in variables A and
coefﬁcients in the ring Z of the integers and N〈A〉 the semiring of the noncommutative
polynomials in variables A and coefﬁcients in the semiring N of the nonnegative integers
[2]. P 0 means P ∈ N〈A〉. As usual, the value of P ∈ Z〈A〉 on w ∈ A∗ is denoted
by (P,w) and is referred to as the coefﬁcient of w in P. The characteristic polynomial
of a ﬁnite language X ⊆ A∗, denoted X, is the polynomial X = ∑x∈X x. Henceforth,
we will at times identify X with its characteristic polynomial even if this is not stated
explicitly.
A (ﬁnite) code C over A is factorizing if there exist two ﬁnite subsets P, S of A∗ such
that:
C − 1 = P(A− 1)S. (1)
For instance, a ﬁnite maximal preﬁx code C is factorizing, by taking S = {1} and P equal
to the set of the proper preﬁxes of the words in C [1]. If C is a factorizing code then C is
a ﬁnite maximal code [1]. However it is not known whether every ﬁnite maximal code is
factorizing. This problem is known as the factorization conjecture [1,2,25].
Conjecture 2.1. (Schützenberger). Any ﬁnite maximal code is factorizing.
Some partial results are known and are mentioned below. The ﬁrst examples of families
of factorizing codes can be found in [3,4]. Subsequently, Reutenauer obtained the result that
was closest to a solution of the conjecture [2,21,22]. He proved that Eq. (1) holds for any
ﬁnite maximal codeC if we substituteP , S withP, S ∈ Z〈A〉. Results concerning problems
which are closely connected to the factorization conjecture can be found in [17,18].
Another class of results has been obtained by considering ﬁnite maximal codes over a
two-letter alphabet A = {a, b} having a constraint on the number of the occurrences of
the letter b in each word. More precisely, consider a ﬁnite maximal code C over A such
that each word in C has a maximum of m occurrences of the letter b. C is also named an
m-code. If m is less than or equal to three, then C is factorizing [7,13,19]. Moreover, C is
also factorizing if bm ∈ C and m is a prime number orm = 4 [26]. Form3, the structure
of the m-codes has also been described and is related to the solutions to some inequalities
which are, in turn, related to the factorizations of the cyclic groups [6,7,19]. Furthermore,
other results which relate words in a ﬁnite maximal code to the factorizations of the cyclic
groups can be found in [16,20].
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3. Outline of the results
The aim of this paper is to prove that, for a given factorizing code C, words inC∩a∗ba∗,
i.e., words in C having one occurrence of b′s satisfy a special property. In Section 1, we
introduced factorizations of cyclic groups. A special class of these is the so-called Hajós
factorizations. There exist at least two recursive deﬁnitions of this class of factorizations
and they are recalled in Section 4. In this note we will introduce a two-dimensional ex-
tension of Hajós factorizations such that they still admit a recursive construction. More
precisely, we consider a sequence (R1, T1), . . . , (Rm, Tm) of Hajós factorizations and we
consider matrices with integer entries in which each row is one of the Rj ’s. Obviously, sev-
eral matrices exist with this property but one of them exists, named good arrangement of
R1, . . . , Rm, which can be obtained startingwith simpler good arrangements andby a natural
two-dimensional extension of Hajós method (Section 5). Finally, we introduce the crossed
two-dimensional Hajós factorizations. Namely, given a sequence (R1, T1), . . . , (Rm, Tm)
of Hajós factorizations, we consider matrices having pairs (r, v) of integers as elements and
r ∈ Rj , v ∈ Ti . We focus our attention on arrangements such that a recursive algorithm
exists constructing them. Once again these are called good arrangements (Section 7). We
prove that, for a given factorizing code C, words in C ∩ a∗ba∗, i.e., words in C with one
occurrence of b′s, can be canonically associated with a matrix which is a good arrangement
of a crossed two-dimensional Hajós factorization.
4. Hajós factorizations and their recursive constructions
In [14], Hajós gave a method, slightly corrected later by Sands in [23], for the construc-
tion of a class of factorizations of an abelian group (G,+) which are of special interest
in the construction of factorizing codes. As done in [8], we report this method for the
cyclic group Zn of order n (Deﬁnition 4.1). The corresponding factorizations will be named
Hajós factorizations. The operation ◦ also intervenes: for subsets S = {s1, . . . , sq}, T of
Zn, S ◦ T denotes the family of subsets of Zn having the form {si + ti | i ∈ {1, . . . , q}},
where {t1, . . . , tq} is any multiset of elements of T having the same cardinality as S. Fur-
thermore, it is convenient to translate the deﬁnitions in a polynomial form. For a polyno-
mial in N〈a〉, the notation aH = ∑n∈N(H, n)an will be used with H ∈ N〈1〉, i.e., with
H being a ﬁnite multiset of nonnegative integers. Therefore, if H1, H2, . . . , Hk ∈ N〈1〉,
the expression aH1baH2 , . . . , aHk is a notation for the product of the formal power series
aH1 , b, aH2 , . . . , aHk . For instance, a{2,3}ba{1,5} = a2ba + a2ba5 + a3ba + a3ba5. Com-
putation rules are also deﬁned: aM+L = aMaL, aM∪L = aM + aL, aM◦L = aM ◦ aL,
a∅ = 0, a0 = 1. Finally, letX1, X2 ⊆ N, let n ∈ N. The equationX1 = X2 (mod n)means
that for each x1 ∈ X1 a unique x2 ∈ X2 exists with x1 = x2 (mod n) and for each x′2 ∈ X2
a unique x′1 ∈ X1 exists with x′1 = x′2 (mod n).
Deﬁnition 4.1. Let R, T be subsets of N. (R, T ) is a Hajós factorization of Zn if and only
if there exists a chain of divisors of n:
k0 = 1 | k1 | k2 | . . . | ks = n, (2)
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such that:
aR ∈
(((
a − 1
a − 1 ◦
ak1 − 1
a − 1
)
· a
k2 − 1
ak1 − 1
)
◦ . . . · . . . a
n − 1
aks−1 − 1
)
, (3)
aT ∈
(((
a − 1
a − 1 ·
ak1 − 1
a − 1
)
◦ a
k2 − 1
ak1 − 1
)
· . . . ◦ . . . a
n − 1
aks−1 − 1
)
. (4)
Furthermore we have R, T ⊆ {0, . . . , n− 1}.
Observing the deﬁnition of theHajós factorizationswe can obtain a recursive construction
of them with ease. This recursive construction, which will be widely used in this paper, was
ﬁrst given in [16] as a direct result, then it was proved in [11] for the sake of completeness,
and now it is illustrated in Proposition 4.1.
Proposition 4.1 (Lam [16]). Let R, T ⊆ {0, . . . , n−1} and suppose that (R, T ) is aHajós
factorization of Zn with respect to the chain k0 = 1 | k1 | k2 | . . . | ks = n of divisors of n.
Then either (R, T ) = (R1, T1) or (R, T ) = (T1, R1), where (R1, T1) satisﬁes one of the
two following conditions:
(1) There exists t ∈ {0, . . . , n−1} such thatR1 = {0, . . . , n−1}andT1 = {t}.Furthermore,
s = 1.
(2) R1 = R(1) + {0, 1, . . . , g − 1}h, T1 = T (1) ◦ {0, 1, . . . , g − 1}h, (R(1), T (1)) being a
Hajós factorization of Zh, g, h ∈ N, n = gh, R(1), T (1) ⊆ {0, . . . , h − 1}. The chain
of divisors deﬁning (R(1), T (1)) is k0 = 1 | k1 | k2 | . . . | ks−1 = h.
Theorem 4.1 is one of the results which allow us to link factorizing codes and Hajós
factorizations of Zn. In Theorem 4.1 a crucial role is played by particular factorizations
deﬁned as follows. Starting with the chain of divisors of n in Eq. (2), let us consider the two
polynomials aI and aJ deﬁned by:
aI =
∏
j even,1 j s
(akj − 1)
(akj−1 − 1) , a
J =
∏
j odd,1 j s
(akj − 1)
(akj−1 − 1) . (5)
The two polynomials above have been considered by Krasner and Ranulac in [15] and are
the simplest examples of Hajós factorizations of Zn. In the same paper they proved that a
pair (I, J ) satisﬁes Eqs. (5) if and only if (I, J ) satisﬁes the following property: for any
z ∈ {0, . . . , n− 1} there exists a unique (i, j), with i ∈ I and j ∈ J , such that i + j = z,
i.e., aI aJ = (an − 1)/(a − 1). (I, J ) is called a Krasner factorization.
Theorem 4.1 (De Felice [8]). For R, T ⊆ {0, . . . , n − 1} the following conditions are
equivalent:
(1) (R, T ) is a Hajós factorization of Zn.
(2) There exists a Krasner factorization (I, J ) of Zn such that (I, T ), (R, J ) are (Hajós)
factorizations of Zn.
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(3) There exist L,M ⊆ N and a Krasner factorization (I, J ) of Zn such that:
aR = aI (1+ aM(a − 1)), aT = aJ (1+ aL(a − 1)). (6)
Furthermore, (2)⇔ (3) also holds for R, T ⊆ N.
As stated in Theorem 4.1, the equivalence between conditions (2) and (3) still holds
under the more general hypothesis thatR, T are arbitrary subsets ofN (not necessarily with
maxR < n, max T < n). In order to keep this general framework, in the next part of this
paper, for R, T ⊆ N, we will say that (R, T ) is a Hajós factorization of Zn if (R(n), T(n))
satisﬁes the conditions contained in Deﬁnition 4.1 where, for a subset X of N and n ∈ N,
we denoteX(n) the subset of {0, . . . , n−1} such thatX(n) = X (mod n). This is equivalent,
as Lemma 4.1 below shows, to deﬁning Hajós factorizations of Zn as those pairs satisfying
Eqs. (6). The recursive construction of the solutions of Eqs. (6), given in [6] allowed us to
obtain another recursive construction of the Hajós factorizations, given in [8].
Lemma 4.1 (De Felice [10]). Let (I, J ) be a Krasner factorization of Zn. LetR,R′,M be
subsets of N such that aR = aI (1 + aM(a − 1)) and aR′ = aR(n) . Then, M ′ ⊆ N exists
such that aR′ = aI (1+ aM ′(a − 1)) and I +maxM ′ + 1 ⊆ {0, . . . , n− 1}. Furthermore,
if we set R′ = {r1, . . . , rq}, R = {r1 + 1n, . . . , rq + qn}, for 1, . . . , q0, and if
we set aH = ar1+{0,n,...,(1−1)n} + · · · + arq+{0,n,...,(q−1)n} then we have a disjoint union
M = M ′ ∪M ′′ withM ′′ ⊆ N, aM ′′ = aJ aH and aR = aR′ + aI (a − 1)aM ′′ .
It is worthy of note that there is a relationship between Krasner factorizations and Hajós
factorizations which goes beyond the observation that the former are simple examples
of the latter. Firstly, Theorem 4.1 points out that, for each Hajós factorization (R, T ),
we can associate a Krasner factorization (I, J ) with (R, T ), called a Krasner companion
factorization of (R, T ) in [16]. Secondly, given a Hajós factorization (R, T ) of Zn such that
(R(n), T(n)) is deﬁned by Eqs. (3), (4), a Krasner companion factorization (I, J ) is naturally
associated with (R, T ): in order to get (I, J ) we have to erase from Eq. (3) polynomials
Pj = (akj − 1)/(akj−1 − 1) with j odd, and from Eq. (4) polynomials Pj with j even [8].
(I, J )will be called the Krasner companion factorization of (R, T )with respect to the chain
of divisors of n given in Eq. (2). Proposition 4.2 shows how these two notions are related to
each other.
Proposition 4.2. Each Krasner companion factorization (I, J ) of (R, T ) is a Krasner
companion factorization of (R, T ) with respect to a chain of divisors of n which deﬁnes
(R, T ).
Proof. Let (I, J ) be a Krasner companion factorization of (R, T ), i.e., suppose that (R, T )
satisﬁes Eqs. (6). Since (I, J ) is also a Krasner companion factorization of (R(n), T(n)), we
can suppose that R, T ⊆ {0, . . . , n−1}. We prove the statement by induction on the length
s of the chain k0 = 1 | k1 | k2 | . . . | ks = n of divisors of n which deﬁnes (I, J ).
If s = 1 and (I, J ) = ({0}, {0, . . . , n − 1}) then aR = 1 + aM(a − 1), aT = [(an −
1)/(a − 1)] + aL(an − 1), and (R, T ) satisﬁes condition (1) in Proposition 4.1 (see also
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[6]). Thus, (I, J ) is a Krasner companion factorization of (R, T ) with respect to the chain
k0 = 1 | k1 = n which deﬁnes (R, T ).
Suppose s > 1. By using Eqs. (5), there exist g, h ∈ N such that n = gh and I = I (1) +
{0, 1, . . . , g − 1}h, J = J (1), (I (1), J (1)) being a Krasner factorization of Zh deﬁned by
k0 = 1 | k1 | k2 | . . . | ks−1 = h. SinceR ⊆ {0, . . . , n−1} and aR = aI (1+aM(a−1))0,
we have max I +maxM + 1 < n which implies max I1+maxM + 1 < h. Thus, for each
t ∈ N, we have (aI (1) (1+ aM(a − 1)), at ) = 0 if th, otherwise (aI (1) (1+ aM(a − 1)),
at ) = (aI (1+ aM(a − 1)), at ). Consequently, we have aR(1) = aI(1) (1+ aM(a − 1))0,
R = R(1) + {0, 1, . . . , g − 1}h (see also [10,12]). In addition, by using Lemma 4.1 we
also have aT(h) = aJ (1 + aL′(a − 1))0. Thus, by Theorem 4.1, (aR(1) , aT(h) ) is a Hajós
factorization of Zh having (I (1), J ) as a Krasner companion factorization, where (I (1), J )
is deﬁned by the chain k0 = 1 | k1 | k2 | . . . | ks−1. By induction hypothesis, (I (1), J ) is a
Krasner companion factorization of (aR(1) , aT(h) ) with respect to this chain which deﬁnes
(aR
(1)
, aT(h) ). Since R = R(1) + {0, 1, . . . , g − 1}h, T = T(h) ◦ {0, 1, . . . , g − 1}h, we
conclude that (I, J ) is a Krasner companion factorization of (R, T ) with respect to the
chain k0 = 1 | k1 | k2 | . . . | ks = n of divisors of n which deﬁnes (R, T ). 
Let us consider Hajós factorizations (R1, T1), . . . , (Rm, Tm) having the same Krasner
companion factorization (I, J ). In the next part of this paper, all the elements denoted by
the same symbol R with different indices will refer to the same element in the Krasner pair,
i.e., the statement “(R1, T1), . . . , (Rm, Tm) have (I, J ) asKrasner companion factorization”
willmean (Ri, J ) and (I, Ti) are factorizations ofZn, i ∈ {1, . . . , m}. Furthermore, by using
Proposition 4.2, we can conclude that (R1, T1), . . . , (Rm, Tm) can be deﬁned by the same
chain of divisors and have the same Krasner companion factorization (I, J ) with respect to
this chain of divisors.
5. Two-dimensional Hajós factorizations
In the next part of this paper, matrices with entries in A∗ or in N will also be considered
andA = (ap,q)1pm, 1q will be an alternative notation for the matrix of sizem× :
A =


a1,1 . . . a1,
a2,1 . . . a2,
...
. . .
...
am,1 . . . am,

 .
Given a matrixA = (ap,q)1pm, 1q with entries inN and a positive integer n, n2,
we denote A(n) = (a′p,q)1pm, 1q, where, for each p, q, 1pm, 1q, we
have a′p,q = ap,q(mod n), 0a′p,qn−1.We also denote h+A = (bp,q)1pm, 1q,
where, for each p, q, 1pm, 1q, we have bp,q = h + ap,q and A ∪ B =
(ap,q)1pm, 1q2, where B = (ap,q)1pm, +1q2. Finally, ⋃ni=1Ai =
(
⋃n−1
i=1 Ai ) ∪An.
Given X, with X ⊆ A∗ (resp. X ⊆ N) an arrangement of X will be an arrangement of
the elements of X in a matrix with entries in A∗ (resp. N) and size |X|. We now deﬁne
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special arrangements of Hajós factorizations by a natural two-dimensional extension of
Hajós method.
Deﬁnition 5.1. Let (R1, T1), . . . , (Rm, Tm) be Hajós factorizations of Zn having (I, J ) as
a Krasner companion factorization.
An arrangement D = (rp,q)1pm, 1q l of ⋃mp=1 Rp having the Rp’s as rows is
a good arrangement of (R1, . . . , Rm) (with respect to the rows) if D can be recursively
constructed using the following three rules.
(1) D is a good arrangement of ⋃mp=1 Rp (with respect to the rows) if D(n) is a good
arrangement of
⋃m
p=1(Rp)(n) (with respect to the rows).
(2) Suppose that (Rp, Tp) satisﬁes condition (1) in Proposition 4.1, for all p ∈ {1, . . . , m}.
If Rp = {rp} with rp ∈ {0, . . . , n − 1}, then D is the matrix with only one col-
umn having rp as the pth entry. If Rp = {rp,0, . . . , rp,n−1} with rp,i = i, then D =
(rp,j )1pm, 0 jn−1.
(3) Suppose that (Rp, Tp) satisﬁes condition (2) in Proposition 4.1, for all p ∈ {1, . . . , m},
i.e., eitherRp = R(1)p +{0, h, . . . , (g−1)h)} orRp = R(1)p ◦{0, h, . . . , (g−1)h)}. Let
D(1) be a good arrangement of ⋃mp=1 R(1)p . In the ﬁrst case, we set D = ⋃g−1k=0(kh +
D(1)). In the second case, D is obtained by taking D(1) and then substituting in it each
r
(1)
p,q ∈ R(1)p with the corresponding r(1)p,q + p,qh ∈ Rp.
Let (R1, T1), . . . , (Rm, Tm) beHajós factorizations ofZn having (I, J ) as aKrasner com-
panion factorization. It goes without saying that we can consider arrangements of
⋃m
p=1 Rp
having theRp’s as columns and therefore, we can give a dual notion of a good arrangement
of
⋃m
p=1 Rp with respect to the columns. This arrangement will be the transpose matrix of
a good arrangement of
⋃m
p=1 Rp with respect to the rows.
Example 5.1. It is easy to see that ({0}, {0, 1}), ({1}, {1, 2}) and ({2}, {2, 3}) are Hajós
factorizations of Z2 having ({0}, {0, 1}) as a Krasner companion factorization. According
to Deﬁnition 5.1, D1 is a good arrangement whereas D2 is not a good arrangement, where
we set:
D1 =
(0 1
2 1
2 3
)
, D2 =
(0 1
1 2
2 3
)
.
Indeed, (D1)(2) satisﬁes condition (2) in Deﬁnition 5.1 whereas (D2)(2) does not satisfy
the same condition (2).As another example, ({0, 2, 4}, {0, 1, 6, 7}), ({0, 2, 4}, {1, 2, 8, 19})
and ({0, 2, 4}, {2, 3, 8, 9}) are Hajós factorizations of Z12 having ({0, 2, 4}, {0, 1, 6, 7}) as
a Krasner companion factorization. According to Deﬁnition 5.1, D3 is a good arrangement
whereas D4 is not a good arrangement, where we set:
D3 =
(0 1 6 7
2 1 8 19
2 3 8 9
)
, D4 =
(0 1 6 7
8 19 2 1
8 9 2 3
)
.
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Indeed, (D3)(12) satisﬁes condition (3) in Deﬁnition 5.1 since we have (D3)(12) = ⋃1k=0
(6k + (D3)(1)(12)), where (D3)(1)(12) = D1 is a good arrangement. On the contrary, D4 is not a
good arrangement since, in view of Proposition 5.1, there exists a unique good arrangement
of {0, 1, 6, 7} ∪ {1, 2, 8, 19} ∪ {2, 3, 8, 9} and that is D3. Note that for each columnWq =
(r1,q , r2,q , r3,q) of D3, 1q4, an ordered sequence Iq = (i1,q , i2,q , i3,q) of elements of
{0, 2, 4} exists satisfying:
r1,q + i1,q = r2,q + i2,q = r3,q + i3,q = nq (mod 12).
Indeed, we have 0+2 = 2+0 = 2+0 = 2 (mod 12), 1+2 = 1+2 = 3+0 = 3 (mod 12),
6+2 = 8+0 = 8+0 = 8 (mod 12), 7+2 = 19+2 = 9+0 = 9 (mod 12). In Proposition
6.1, we will prove that each good arrangement satisﬁes this special property.
Proposition 5.1. Let (R1, T1), . . . , (Rm, Tm) be Hajós factorizations of Zn having (I, J )
as a Krasner companion factorization. There exists a (unique) good arrangement D of⋃m
p=1 Rp with respect to the rows (resp. columns).
Proof. As we observed at the end of Section 4, if (R1, T1), . . . , (Rm, Tm) are Hajós fac-
torizations of Zn having (I, J ) as a Krasner companion factorization then (R1, T1), . . . ,
(Rm, Tm) canbedeﬁnedbya samechainof divisors ofnof length s.Thus, (R1, T1), . . . , (Rm,
Tm) satisfy the same condition contained in Proposition 4.1. The proof is by induction on
s and we will prove the statement for good arrangements with respect to the rows (an
analogous argument can be used for good arrangements with respect to the columns).
SupposeRp, Tp ⊆ {0, . . . , n−1} forp ∈ {0, . . . , n−1}. If s = 1, then (R1, T1), . . . , (Rm,
Tm) satisfy condition (1) in Proposition 4.1 and (a unique)D exists which satisﬁes condition
(2) in Deﬁnition 5.1. Thus, let s > 1. Hence, (R1, T1), . . . , (Rm, Tm) satisfy condition (2)
in Proposition 4.1. Therefore, looking at condition (3) in Deﬁnition 5.1, (a unique)D exists
since (a unique) D(1) exists by induction hypothesis.
If Rp, Tp ⊆ {0, . . . , n − 1} for p ∈ {0, . . . , n − 1}, then ((Rp)(n), (Tp)(n)) are Hajós
factorizations of Zn having (I, J ) as a Krasner companion factorization. Thus, for the
argument above, a (unique) good arrangementD(n) of
⋃m
p=1(Rp)(n) exists. Hence, looking
at condition (1) in Deﬁnition 5.1, (a unique) D also exists. 
6. A property of good arrangements of Hajós factorizations
In this section we will prove technical results concerning good arrangements of Hajós
factorizationswhichwill be subsequently used in the proof of Proposition 7.3. The argument
used in the proof of Proposition 6.1 has also been used in the proof of another result stated
in [9]. Nevertheless the complete proof of Proposition 6.1 is reported here for the sake of
completeness.
Proposition 6.1. Let (R1, T1), . . . , (Rm, Tm) be Hajós factorizations of Zn having (I, J )
as a Krasner companion factorization. Let D = (rp,q)1pm, 1q be the good ar-
rangement of ⋃mp=1 Rp with respect to the rows. Then, the two following conditions are
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satisﬁed:
(a) For each column Wq = (r1,q , . . . , rm,q) of D, there exists an ordered sequence Jq =
(j1,q , . . . , jm,q) of elements of J satisfying
r1,q + j1,q = r2,q + j2,q = · · · = rm,q + jm,q = nq (mod n). (7)
(b) Suppose that Rp, Tq ⊆ {0, . . . , n − 1}. Thus, for each column Wq = (r1,q , . . . , rm,q)
ofD, there exists an ordered sequence Jq = (j1,q , . . . , jm,q) of elements of J satisfying
r1,q + j1,q = r2,q + j2,q = · · · = rm,q + jm,q = nq. (8)
The nq ’s are all different.
Proof. Let (R1, T1), . . . , (Rm, Tm) beHajós factorizations ofZn having (I, J ) as a Krasner
companion factorization. LetD be a good arrangement of⋃mp=1 Rp with respect to the rows.
Let us demonstrate that the statement is proved if we prove condition (b). Indeed, suppose
that (Rp, Tp) = ((Rp)(n), (Tp)(n)). Using condition (b), the good arrangement D(n) of⋃m
p=1(Rp)(n) satisﬁes Eq. (8). On the other hand, when we change in Eq. (8) the elements
in a columnWq of D(n) with the elements in the corresponding column in D, according to
condition (1) in Deﬁnition 5.1, the sum deﬁnes the same integer mod n and so Eq. (7) holds,
i.e., D satisﬁes condition (a).
We prove condition (b) by using induction on the length s of the common chain of divisors
of n given in Eq. (2) and deﬁning (R1, T1), . . . , (Rm, Tm) (Deﬁnition 4.1). Let us ﬁrstly
suppose that s = 1. Then, (Rp, Tp) satisﬁes condition (1) in Proposition 4.1. If Rp =
{rp,0 . . . , rp,n−1} = {0, . . . , n − 1} then J = {0} and obviously D (deﬁned by condition
(2) in Deﬁnition 5.1) satisﬁes Eq. (8). Otherwise we have Rp = {rp} ⊆ {0, . . . , n − 1},
J = {0, . . . , n− 1}. Set rmax = max{rp | 1pm}. We obviously have:
r1 + (rmax − r1) = r2 + (rmax − r2) = · · · = rm + (rmax − rm),
where rmax − rp ∈ {0, . . . , n − 1} = J . Thus, D (deﬁned by condition (2) in Deﬁnition
5.1) satisﬁes Eq. (8).
Let us suppose that condition (b) holds for good arrangements of Hajós factorizations
(Rp, Tp) deﬁned by starting with a chain of divisors of length less than s > 1 and let k0 =
1 | k1 | k2 | . . . | ks = n be the chain of divisors of n associatedwith (Rp, Tp). Thus, (Rp, Tp)
satisﬁes condition (2) in Proposition 4.1. Then we have I = {0}, J = {0}. Furthermore,
either Rp = R(1)p + {0, h, . . . , (g − 1)h}, J = J (1) or Rp ∈ R(1)p ◦ {0, h, . . . , (g − 1)h},
J = J (1)+{0, h, . . . , (g− 1)h} with (R(1)p , T (1)p ) being a Hajós factorization of Zh having
the Krasner companion factorization (I (1), J (1)), g > 1, n = gh, with respect to the
chain k0 = 1 | k1 | k2 | . . . | ks−1 = h of divisors of h = ks−1 of length less than s and
deﬁning (R(1)p , T (1)p ). Furthermore, R(1)p , T (1)p ⊆ {0, . . . , h− 1}. By induction hypothesis,
the good arrangement D(1) of ⋃mp=1 R(1)p satisﬁes condition (b). Thus, for each column
W
(1)
q = (r(1)1,q , . . . , r(1)m,q) of D(1), an ordered sequence J (1)q = (j (1)1,q , . . . , j (1)m,q) of elements
of J (1) exists satisfying
r
(1)
1,q + j (1)1,q = r(1)2,q + j (1)2,q = · · · = r(1)m,q + j (1)m,q . (9)
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Firstly, we suppose Rp = R(1)p + {0, h, . . . , (g − 1)h}. Then, for each  ∈ {0, . . . , g − 1},
in virtue of Eq. (9), we have:
r
(1)
1,q + h+ j (1)1,q = r(1)2,q + h+ j (1)2,q = · · · = r(1)m,q + h+ j (1)m,q .
Looking at Deﬁnition 5.1, we see that the good arrangement D of ⋃mp=1 Rp (deﬁned by
condition (3) in Deﬁnition 5.1) satisﬁes condition (b).
We now suppose Rp ∈ R(1)p ◦ {0, h, . . . , (g − 1)h}. Let p,q ∈ {0, . . . , g − 1} such that
r
(1)
p,q + p,qh ∈ Rp. Thanks to Eq. (9), we have
(r
(1)
1,q + 1,qh)+ (j (1)1,q + (max,q − 1,q)h)
= · · · = (r(1)m,q + m,qh)+ (j (1)m,q + (max,q − m,q)h),
where max,q = max{p,q | 1pm}. As max,q − p,q ∈ {0, . . . , g − 1} then j (1)p,q +
(max,q − p,q)h ∈ J . Looking at Deﬁnition 5.1, we see that the good arrangement D of⋃m
p=1 Rp (deﬁned by condition (3) in Deﬁnition 5.1) satisﬁes condition (b). Finally, the
nq ’s are all different since (Rp, J ) is a Hajós factorization of Zn (if nq = nq ′ then we would
have rp,q+jp,q = rp,q ′ +jp,q ′ (mod n)with jp,q, jp,q ′ ∈ J , rp,q, rp,q ′ ∈ Rp, rp,q = rp,q ′ ,
a contradiction). 
Proposition 6.2. Let A = (zp,q)0pm−1, 0qn−1, be a matrix of sizem×n satisfying
the following conditions:
(1) For each p ∈ {0, . . . , m − 1}, we have R′p = {zp,q | 0qn − 1} = {0, . . . , n −
1} (mod n).
(2) For each q, q ′ ∈ {0, . . . , n − 1}, for each p, p′ ∈ {0, . . . , m − 1}, we have zp,q =
zp′,q ′ (mod n) if and only if q = q ′.
(3) There exists a Krasner factorization (I, J ) ofZn andHajós factorizations (R0, T0), . . . ,
(Rm−1, Tm−1) of Zn having (I, J ) as a Krasner companion factorization, such that A
is an arrangement of⋃m−1p=0 (Rp + J ) with (zp,q)0qn−1 = Rp + J , 0pm− 1.
Set  = |I |. Then, for each q ∈ {0, . . . ,  − 1}, an ordered sequence Jq = (j0,q , . . . ,
jm−1,q) of elements of J exists and  = |I | columns (zp,nq )0pm−1 in A also exist such
that, for each p ∈ {0, . . . , m − 1} and q ∈ {0, . . . ,  − 1}, we have zp,nq = rp,q + jp,q ,
with D = (rp,q)0pm−1, 0q−1 being a good arrangement of⋃m−1p=0 Rp with respect
to the rows.
Proof. Let D = (rp,q)0pm−1, 0q−1 be the good arrangement of ⋃m−1p=0 Rp with
respect to the rows, where we obviously have  = |I |. In virtue of Proposition 6.1, for
each q ∈ {0, . . . ,  − 1}, an ordered sequence Jq = (j0,q , . . . , jm−1,q) of elements of J
exists satisfying Eq. (7), i.e., rp,q + jp,q = nq (mod n). Now, let us consider the integers nq
deﬁned by Eq. (7). In view of condition (2) in the statement, for each q ∈ {0, . . . ,  − 1},
there is a unique column (zp,nq )0pm−1 in A associated with nq , i.e., such that zp,nq =
nq (mod n). Thus, in view of condition (3) in the statement, we have zp,nq = rp,q + jp,q
for the unique pair (rp,q, jp,q) ∈ Rp × J such that rp,q + jp,q = nq (mod n). Clearly,
the columns (zp,nq )0pm−1, 0q − 1 satisfy the conditions contained in the
statement. 
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Finally, we explicitly note that we can state a dual version of Propositions 6.1 and 6.2 for
good arrangements with respect to the columns.
7. Crossed two-dimensional Hajós factorizations
Given a sequence (R1, T1), . . . , (Rm, Tm) of Hajós factorizations, we now consider ma-
trices having pairs (r, v) of integers as elements and such that the good arrangement of⋃m
p=1 Rp (resp.
⋃m
q=1 Tq ), with respect to the rows (resp. columns), can be obtained by
taking the induced arrangement having the ﬁrst (resp. second) elements in the pairs as en-
tries (Deﬁnition 7.2). We prove that for a given factorizing code C, words in C ∩ a∗ba∗,
i.e., words in C with one occurrence of b′s, can be canonically associated with one of these
special matrices. We recall that for a ﬁnite subset X of A∗, we set Xk = X ∩ (a∗b)ka∗.
Deﬁnition 7.1. Let C1 = (arp,q bavp,q )1pm, 1q be an arrangement of C1 ⊆ a∗ba∗.
The matrix R = (rp,q)1pm, 1q is the induced arrangement of the rows Rp =
{rp,q | q ∈ {1, . . . , }} and the matrix T = (vp,q)1pm, 1q is the induced arrange-
ment of the columns Tq = {vp,q |p ∈ {1, . . . , m}}. Furthermore, Rp,w = {arp,q bavp,q |
1q} (resp. Tq,w = {arp,q bavp,q | 1pm}) is a word-row (resp. a word-column) of
C1, for 1pm (resp. 1q).
Deﬁnition 7.2. An arrangement C1 = (arp,q bavp,q )1pm, 1q of C1 ⊆ a∗ba∗ is a
good arrangement (with (I, J ) as a Krasner associated pair) if it satisﬁes the following
three conditions:
(1) For each row Rp and each column Tq , 1pm, 1q, (Rp, Tq) is a Hajós fac-
torization of Zn having (I, J ) as a Krasner companion factorization with respect to a
chain of divisors of n = |C1|.
(2) The induced arrangement of the rows is a good arrangement of⋃mp=1 Rp with respect
to the rows.
(3) The induced arrangement of the columns is a good arrangement of⋃lq=1 Tq with respect
to the columns.
Example 7.1. C1 = a{0,2,4}b + a{3,5}ba{3} + aba5 has the following good arrangement
(with ({0, 2, 4}, {0, 1}) as a Krasner associated pair):
C1 =
(
a0b a2b a4b
aba5 a3ba3 a5ba3
)
.
Analogously, for C′1 = a{0,2,4,12,14,16}ba{0,6,21} + a{0,4,8,12,16,20}ba{3} we have the fol-
lowing good arrangement (with ({0, 2, 4, 12, 14, 16}, {0, 1, 6, 7}) as a Krasner associated
pair):
C′1 =


a0b a2b a4b a12b a14b a16b
a0ba3 a8ba3 a4ba3 a12ba3 a20ba3 a16ba3
a0ba6 a2ba6 a4ba6 a12ba6 a14ba6 a16ba6
a0ba21 a2ba21 a4ba21 a12ba21 a14ba21 a16ba21

 .
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Let us recall two known equations associated with sets C1 of words with one b′s in a
factorizing codeC. LetP, S be ﬁnite subsets ofA∗ such thatC = P(A−1)S+1.As a direct
result, we have C0 = P0(a− 1)S0+ 1 and Cr =∑i+j=r Pi(a− 1)Sj +∑i+j=r−1 PibSj ,
for r > 0 [7]. Consequently, there exists n ∈ N and a Krasner factorization (I, J ) of Zn
such that:
C0 = an, P0 = aI , S0 = aJ , aI aJ = a
n − 1
a − 1 . (10)
Furthermore, if we set P1 =∑i∈I ′ aibaLi , S1 =∑j∈J ′ aMj baj , I ′, J ′, Li , Mj ⊆ N, we
have:
C1 = C ∩ a∗ba∗ = aI baJ
+
∑
i∈I ′
aibaLi (a − 1)aJ +
∑
j∈J ′
aMj (a − 1)aI baj0. (11)
Proposition 7.1 (De Felice [9]). Let C1 be a subset of a∗ba∗ which satisﬁes Eqs. (10) and
(11). Then, there exists a unique arrangement A′1 = (azp,q batp,q )0pn−1, 0qn−1 of
aJC1aI which satisﬁes the following properties, for p, q ∈ {0, . . . , n− 1}:
(1) R′p = {zp,q | q ∈ {0, . . . , n − 1}} = {0, . . . , n − 1} (mod n), T ′q = {tp,q |p ∈
{0, . . . , n− 1}} = {0, . . . , n− 1} (mod n).
(2) Two words azp,q batp,q , azp′,q′batp′,q′ have the same exponent zp,q = zp′,q ′ = q (mod n)
(resp. tp,q = tp′,q ′ = p (mod n)) if and only if q = q ′ (resp. p = p′), i.e., they belong
to the same word-column T ′q,w (resp. word-row R′p,w).
(3) For the word-rows R′p,w and the word-columns T ′q,w it holds:
∀ i ∈ I, j ∈ J, arbav ∈ C1 ar+j bav+i ∈ R′p,w ⇒ aJ arbav+i ⊆ R′p,w,
ar+j bav+i ∈ T ′q,w ⇒ ar+j bavaI ⊆ T ′q,w.
Proposition 7.2 (De Felice [9]). For every word-row R′p,w (resp. word-column T ′q,w) in
A′1, a subset Rp,w = arp,1bavp,1 + · · · + arp,bavp, (resp. Tq,w = ar
′
1,q ba
v′1,q + · · · +
ar
′
m,q bav
′
m,q ) of words in C1 exists such that:
R′p,w = aJ (arp,1bavp,1+ip,1 + · · · + arp,l bavp,+ip, ),
(resp. T ′q,w = (ar
′
1,q+j ′1,q bav
′
1,q + · · · + ar ′m,q+j ′m,q bav′m,q )aI , )
where the order of the elements is not taken into account and ip,1, . . . , ip, ∈ I (resp.
j ′1,q , . . . , j ′m,q ∈ J )arenot necessarily different. Furthermore, letRp = {rp,g | arp,g bavp,g ∈
Rp,w} and Tq = {v′g,q | ar
′
g,q bav
′
g,q ∈ Tq,w}. Thus, for p, q ∈ {0, . . . , n− 1}, (Rp, Tq) is a
Hajós factorization of Zn having (I, J ) as a Krasner companion factorization and it holds:
aR
′
p = aJ aRp , aT ′q = aTq aI .
Let C1 be a subset of a∗ba∗ which satisﬁes Eq. (11) with (I, J ) deﬁned by Eq. (10).
Then C1 satisﬁes the conditions contained in Proposition 7.1 and letA′1 be the correspond-
ing arrangement of aJC1aI . In Proposition 7.3 below, we show that there exists a good
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arrangement B of C1 with (I, J ) as a Krasner associated pair. In the proof of this result, we
construct B starting withA′1 and with the induced arrangementA of the rows inA′1, by the
following matrix transformations:
A′1
1→ B′1 (deﬁned by|I | columns in A′1 which are selected according to
Proposition 6.2),
2→ B1 (deﬁned by erasing the elements of aJ on the left of b in B′1),
3→ B′ (deﬁned by the dual version of 1, i.e., by |J | selected rows in B1),
4→ B (deﬁned by the dual version of 2, i.e., by erasing the elements of aI
on the right of b in B′).
Proposition 7.3. Let C1 be a subset of a∗ba∗ which satisﬁes Eq. (11)with (I, J ) deﬁned by
Eq. (10). Then, there exists a good arrangement of C1 with (I, J ) as a Krasner associated
pair.
Proof. Let C1 be a subset of a∗ba∗ which satisﬁes Eq. (11) with (I, J ) deﬁned by Eq.
(10). Then, C1 satisﬁes the conditions contained in Propositions 7.1 and 7.2 and we will
use the same notations used in these propositions. Let (Rp, Tq) be the Hajós factoriza-
tions of Zn deﬁned in Proposition 7.2, let A′1 be the arrangement of aJC1aI satisfy-
ing the conditions contained in Proposition 7.1. Consider the induced arrangement A =
(zp,q)0pn−1, 0 jn−1 of the rows in A′1. By using Proposition 6.2, an ordered se-
quence Jq = (j0,q , . . . , jn−1,q) of elements of J exists and  = |I | columns A′ =
(zp,nq )0pn−1, 0q−1 in A also exist such that, for each p ∈ {0, . . . , n − 1} and
q ∈ {0, . . . ,  − 1}, we have zp,nq = rp,q + jp,q with D = (rp,q)0pn−1, 0q−1
being a good arrangement of
⋃n−1
p=0 Rp with respect to the rows. Consider the columns
B′1 = (arp,q+jp,q batp,nq )0pn−1, 0q−1 of A′1 such that the induced arrangement of
the rows of B′1 is A′.
We claim that, when we erase in B′1 the elements of aJ on the left (i.e., when we consider
the matrix deﬁned by the word-columns T ′nq ,w = (ar0,q bav0,q +· · ·+arn−1,q bavn−1,q )aI ) we
obtain an arrangement B1 ofC1aI . Intuitively, when we erase the elements of aJ on the left
in a word-row R′p,w, we obtain |J | copies of a subset of C1aI : B1 is obtained by selecting
one copy of each element in this subset. In detail, for each word arbav ∈ C1, there exist a
word-row R′p,w of A′1 and i ∈ I such that all the elements in ar+J bav+i are elements of
R′p,w. Thus, r ∈ Rp and there exist q, rp,q, jp,q such that r = rp,q and zp,nq = rp,q + jp,q .
Since araJ ba∗ ∩R′p,w = ar+J bav+i we have that arbav+i is in T ′nq ,w. Furthermore, when
we consider in B1 the corresponding arrangement of the exponents of the a′s on the left of
b, we ﬁnd the good arrangement D.
We now ﬁnd the required arrangement of C1 by using the same argument as above with
respect to the columns and to the exponents of the a′s on the right of b. Indeed, each
word-column T ′nq ,w in B′1 is also a word-column in A′1. Thus, B′1 (and so B1) maintains
all properties of A′1 contained in Propositions 7.1, 7.2, with respect to the columns. In
particular, the induced arrangement T = (tp,nq )0pn−1, 0q−1 of the columns in B1
is an arrangement of
⋃−1
q=0(Tq + I ) such that (Tq + I ) is the qth column, 0q − 1.
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Furthermore,we haveT ′nq = Tq+I = {tp,nq |p ∈ {0, . . . , n−1}} = {0, . . . , n−1} (mod n)
and two words arp,q batp,nq , arp′,q′ba
tp′,n
q′ have the same exponent tp,nq = tp′,nq′ =
p (mod n) if and only if p = p′, i.e., they belong to the same word-row R′p,w.
Then, by using the dual version of Proposition 6.2, for each p ∈ {0, . . . , m − 1}, with
m = |J |, an ordered sequence Ip = (ip,0, . . . , ip,−1) of elements of I exists and m = |J |
rows T ′ = (tn′p,nq )0q−1 in T also exist such that, for each p ∈ {0, . . . , m − 1} and
q ∈ {0, . . . ,  − 1}, we have tn′p,nq = vp,q + ip,q with D′ = (vp,q)0pm−1, 0q−1
being a good arrangement of
⋃−1
q=0 Tq with respect to the columns.
Consider the rows B′ = (arp,q bavp,q+ip,q )0pm−1, 0q−1 of B1 such
that the induced arrangement of the columns of B′ is T ′. Let us prove that
when we erase in B′ the elements of aI on the right, we obtain a good arrangement B =
(arp,q bavp,q )0pm−1, 0q−1 of C1.
Firstly, B is an arrangement of C1. Intuitively, when we erase the elements of aI on the
right in a word-column T ′nq ,w, we obtain |I | copies of a subset of C1: B is obtained by
selecting one copy of each element in this subset. In detail, we have already observed
that B1 is an arrangement of C1aI which maintains all properties of A′1 contained in
Propositions 7.1, 7.2, with respect to the columns. Now, for each arbav ∈ C1, arbav
belongs to a column in B1 (since B1 is an arrangement of C1aI ) and so all the elements
in arbav+I are in a word-column T ′nq ,w in B1, in view of condition (3) in Proposition
7.1. Thus, there exist p, vp,q, ip,q such that v = vp,q and tn′p,nq = vp,q + ip,q . Since
a∗bav+I ∩ T ′nq ,w = arbav+I , we have arbav ∈ B and B is an arrangement of C1. Finally,
when we consider B, we see that the induced arrangement of the rows is a set of rows
in D and the induced arrangement of the columns is D′. Thus, B is a good arrangement
of C1. 
Suppose that (I, J ) is a Krasner factorization of Zn and suppose that C1 has a good
arrangement with (I, J ) as a Krasner associated pair. A natural question which arose is
whether the set C1 ∪ an is a code and partial results towards a positive answer to this
question have been given in [12].We end this section with an example which shows that the
hypothesis of the existence of this special arrangement is necessary. Indeed, in Example 7.2,
wepoint out that setsC1 ofwords existwithC1 ⊆ a∗ba∗,which are not codes butwhich have
arrangements over amatrix such that for any row Tp and any columnRq , (Tp, Rq) is a Hajós
factorization of Zn.
Example 7.2. Consider C1 = {b, aba, a4ba, a5b, a4ba2, a3ba3, ba3, a7ba2}. C1 is not a
code since (ba3)(aba) = b(a4ba). Observe that n is uniquely deﬁned by n = |C1| and
thus n = 8. We have two possible arrangements of C1 over a matrix such that for any
row Tp and any column Rq , (Tp, Rq) is a Hajós factorization of Z8 which correspond
to the chain 1|2|4|8 of divisors of 8. They are not good arrangements and are reported
below:
C1 =
(
a0ba0 a1ba1 a4ba1 a5ba0
a4ba2 a3ba3 a0ba3 a7ba2
)
,
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with corresponding Krasner pair I = {0, 1, 4, 5}, J = {0, 2} and
C1 =


a4ba1 a0ba0
a5ba0 a1ba1
a7ba2 a3ba3
a0ba3 a4ba2

 ,
with corresponding Krasner pair I = {0, 4}, J = {0, 1, 2, 3}. We also observe that codes
exist which have no (good) arrangement, namely X = {ba, ab, ba2, a3ba2}. We know
that X + a4 has no factorizing completion but we do not know whether X + a4 has a
ﬁnite completion. If this ﬁnite completion existed then it would be a counterexample to the
factorization conjecture.
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