A large number of real-world domains possess heterogeneity in their data, which implies that different partitions of the data show different relationships between explanatory and response variables. This increases the overall model complexity of predictive learning in the presence of heterogeneity. Additionally, a number of real-world domains lack sufficient training data, making the learning algorithm prone to over-fitting, especially when the model complexity is large. However, there often exists a structure among the data instances and their partitions which can be appropriately leveraged for reducing the model complexity along with addressing heterogeneity. In this paper, we present a framework for learning robust predictive models in real-world heterogeneous datasets which lack sufficient number of training samples. We demonstrate the usefulness of our framework in the domain of remote sensing for forest cover estimation. Through a series of comparative experiments with baseline approaches, we are able to show that our framework: (a) captures meaningful information about heterogeneity in the data, (b) improves prediction performance by addressing data heterogeneity, (c) is robust to over-fitting in the presence of limited training data, and (d) is robust to the choice of the number of partitions used for representing heterogeneity.
Introduction
Real-world datasets commonly exhibit heterogeneity in the relationships between explanatory and response variables, which can be attributed to a number of factors. For example, remote sensing datasets exhibit heterogeneity due to the presence of multiple geographies, seasons, climatic zones, types of vegetation, etc., each inducing a different heterogeneous distribution in the data instances. Learning relationships in such scenarios usually leads to increased model complexity.
In order to learn predictive relationships in the pres- * University of Minnesota.
ence of heterogeneity, one approach can be to first partition the heterogeneous dataset into homogeneous partitions (whose instances share a common relationship between explanatory and response variables), and then learn a different predictive model over each such homogeneous partition. If sufficient training data is available, we can conveniently learn a predictive model for each data partition independently of the other partitions, since the richness in the training data is able to account for the increased model complexity encountered while learning heterogeneous relationships. However, a number of real-world domains suffer from insufficient training data, which when coupled with data heterogeneity makes the learning prone to over-fitting, leading to poor generalization performance. Hence, there exists a trade-off between increasing the amount of heterogeneity explained by the model and reducing the model complexity. This motivates the need for an approach that that can utilize the structure in the data instances and their partitions for regularized learning of heterogeneous relationships. There are various forms of structure that exist in real-world datasets. As an example, remote sensing datasets show a strong structure in space and time, and the presence of multiple types of vegetation on land dictates a structured similarity among locations belonging to similar vegetation (land cover) types. Social network datasets on the other hand express the structure among users (data instances) using graph-based network representations. The structure among the data instances can be leveraged for reducing the model complexity, by constraining the model search space. As an example, we can penalize the learning of widely dissimilar relationships at structurally similar partitions of the data, leading to a lower model complexity as opposed to learning a model at each partition independently.
In this paper, we propose a framework for learning predictive relationships in the presence of data heterogeneity and insufficient training data, which utilizes the structure among data partitions for robust predictive learning. Specifically, the proposed approach comprises of the following key steps: (a) partitioning the heteroge-neous data into relatively homogeneous data partitions, (b) extracting the structure among the data partitions, and (c) utilizing the structure among the partitions for regularizing the learning of a predictive model at each data partition.
By performing a series of experiments to evaluate our performance in comparison with the baseline approaches, we show that our method: (a) captures meaningful information about the heterogeneity in the data, (b) improves the prediction performance in the presence of data heterogeneity, (c) is robust to over-fitting in scenarios with limited training data, and (d) is robust to the choice of the number of partitions used to represent the heterogeneity in the data.
The remainder of the paper is organized as follows: Section 2 provides a brief overview of related work. Section 3 describes the proposed approach. Section 4 discusses the data. Section 5 discusses the evaluation setup. Section 6 provides experimental results. Section 7 includes concluding remarks and discusses directions for future work.
Related Work
Existing methods that utilize structure in the data can be broadly classified into the following three categories: (i) methods that utilize structure among the explanatory variables, (ii) methods that utilize structure among the response variables, and (iii) methods that utilize structure among the data instances. In this section, we briefly review the literature pertaining to each of the three categories above. Out of these three categories, methods that utilize structure among the data instances for addressing heterogeneity are most related to this paper.
Methods that utilize structure among the explanatory variables aim at extracting discriminative features from explanatory variables which are useful in predictive learning. In this context, dimensionality reduction and subspace monitoring techniques have been explored for high-dimensional predictor datasets [1] . Further, shrinkage estimators encompass a broad family of methods that aim at regularizing ill-posed problems by introducing additional information, such as the desired structural properties of explanatory variables [17] .
Methods that have utilized structure among multivariate response variables include structured output regression techniques, that have been mainly explored for localization and image restoration applications in computer vision and image processing [2] . Multi-label learning has been proposed for classification scenarios where the classes are not mutually exclusive and there is a structure among the classes [3] .
The family of methods that is closest to the problem being addressed in this paper includes those that incorporate structure among data instances or their partitions. Methods that perform semi-supervised learning utilize information about the structure in unlabeled data, which can then be used to assist a supervised learning task [18] . However, they do not explore the heterogeneity in relationships between explanatory and response variables, which requires learning a different model for each partition of the data. On the other hand, transfer learning and multi-task learning aim at utilizing the knowledge learned in a source task for its application in a target task [12] or for sharing the learning among multiple related tasks [5] . For instance, the similarity among related tasks can be represented in the form of a graph which can then be used for regularizing the learning over each individual task [6, 13] . Further, task clustering has been used for representing task similarities in multi-task learning [9] . However, these approaches need explicit knowledge about task definitions and prior information about the number of tasks and their structure. Obtaining information about task divisions can be difficult in real-world scenarios where the inherent heterogeneity is implicit and needs to be extracted.
Proposed Approach
We first present a generic formulation of the proposed approach in section 3.1, and then subsequently provide a specific instantiation of the proposed approach for its application in estimating forest cover using remote sensing datasets in section 3.2.
3.1 Generic Formulation: Let y ∈ R be the response variable that needs to be predicted using x ∈ R d , which is a d-dimensional vector comprising of d explanatory variables. Let X = {x i } N 1 and Y = {y i } N 1 be the set of explanatory variables and response variables over N data instances, respectively. Let there exist a heterogeneity among the N data instances, implying that different segments of (X , Y) share different relationships between x and y. Furthermore, let each data instance, (x i , y i ), be associated with an additional set of structural variables, z i , that capture information about the structural dependencies of (x i , y i ) with other data instances. The structural variables, Z = {z i } N 1 , thus account for the heterogeneity in the data, and can take different forms depending on the source of heterogeneity being experienced in the application domain.
We consider the scenario where both X and Z are available over all N data instances during the training phase, but supervised information about y is available only over a few n data instances, where n N . Let Y tr = {y i } available during the training phase. Our objective is to utilize the information in X , Z, and Y tr for learning relationships between x and y, and use the learning to predict y i for each x i ∈ X .
We present a framework for learning predictive relationships in the presence of heterogeneity and limited training data, which comprises of the following three steps: (a) partitioning the overall data into homogeneous partitions (whose instances share a common relationship between x and y), (b) learning the structure among the data partitions, and (c) using the structure among the partitions for regularizing the learning of a relationship at each partition of the data. We next provide a brief description of each of the three steps of the generic framework.
In order to group data instances into homogeneous partitions, we make use of the structural variables, z i ∈ Z, for assigning every x i ∈ X to a homogeneous data partition comprising of structurally similar data instances (with similar z i values). With the assumption that structurally similar data instances share similar relationships between x and y, we can cluster
1 denote the set of response variables for some n k instances in X k , for which training data is available. Let X k denote the set of explanatory variables for the same n k instances in X k , where m k=1 n k = n. We consider learning a generalized linear model [11] at each data partition, X k , for predicting Y k given X k .
Let the linear predictor at X k be given by:
The expected value of the set of response variables,
can be written as a function of the linear predictor using a link function, g, in the following fashion:
The model parameter can then be estimated by minimizing the negative log-likelihood function of β k .
However, in scenarios where m is large and n k is small, learning a unique β k independently at each data partition is prone to over-fitting. Instead, we can make use of the structure among the data partitions, {X k } m 1 , for regularizing our learning of β = {β k } m 1 . Let the structure among the data partitions be represented as an undirected graph, G = (V, E), where the vertices of the graph, V, denote the m data partitions, and the edges of the graph, E, denote similarities among the data partitions, learned using similarities in the structural variables of the partitions, {Z k } m 1 . We include the structure among the data partitions, expressed using G, as a regularization term in our objective function of minimizing the negative log-likelihood of β. In particular, we intend to penalize the learning of model parameters, β i and β j , if i and j are neighboring data partitions in G but β i is widely different from β j . This can be achieved by introducing the squared L 2 distance between β i and β j in our objective function as follows:
where λ is a regularization trade-off parameter. It can be observed that the regularization term in equation 3.4 can be succinctly written as β TL β, whereL is the component-wise unnormalized graph Laplacian of G [16] , over each dimension in β k from 1 to d.L can thus be written as T be an n × 1 stacked vector of response values over all data partitions, and X be the design matrix of size: n × md over all data partitions, represented as
where 0 denotes a zero matrix of appropriate dimensions. Equation 3.4 can then be rewritten using matrix notations involving β, as
The solution to equation 3.7 can be found by using gradient descent techniques or the Newton-Raphson method [7] .
Specific Formulation:
The generic formulation described in section 3.1 comprises of three essential steps. In this section, we present specific approaches for realizing each of the three steps for the purpose of forest cover estimation in the remote sensing domain.
For the problem of forest cover estimation, the response variable, y l,t , is the amount of forest cover (FC) at a location l in year t, where forest cover denotes the proportion of pixel area covered by forests at a given location in a year (y l,t ∈ [0, 1]). The explanatory variable, x l,t , consists of land surface temperature (LST) observations at a location l in year t.
Due to the presence of multiple land cover types, different regions on land show different relationships between LST and FC, leading to the presence of data heterogeneity. Since information about land cover types is not known explicitly, we are tasked at learning the partitioning of locations into homogeneous regions (whose locations share a common relationship between LST and FC). To achieve this, we look at the temporal behavior of locations in remote sensing datasets over the first few years, represented as a time-series at every location. With the assumption that locations that behave similarly in time (having similar time-series characteristics) belong to the same data partition, and thus share similar relationships between LST and FC, we can extract the data heterogeneity due to the presence of land cover types. We use normalized difference vegetation index (NDVI) time-series during the first few years as our structural variable, since NDVI has been shown to contain discriminatory information about land cover types in a recent study [10] .
Partitioning the data:
We employ unsupervised clustering approaches on Z (NDVI) for partitioning locations into homogeneous groups, each belonging to a different land cover type. By clustering the NDVI time-series during the first few years (z l ), we are able to group locations that show similar trend in the NDVI time-series, which is indicative of their belonging to the same land cover type. The choice of the clustering method would be more evident in the subsequent discussion in section 3.2.2 on learning the structure among data partitions.
Learning structure among data partitions:
There exists multiple techniques for learning the structure among data partitions which have been obtained by clustering NDVI time series (z l ). If the partitions have been discovered using a partitional clustering approach, such as the k-means algorithm, we can use the similarity between cluster representatives (centroids) for learning the structure among the partitions as a weighted complete graph among the m partitions. As an alternative approach, relationships between data partitions can be learned by employing hierarchical clustering techniques such as the bisecting k-means algorithm [14] , and using the parent-child associations obtained in the clustering process as the structure among partitions. The presence of aggregated groups discovered by bisecting k-means is intuitive for our target application, since land cover types exhibit a hierarchical structure among themselves, e.g. broadleaf and needleleaf forests can be grouped into evergreen forests, which can be grouped with deciduous forests to form dense forests. It should be noted that the aggregated groups discovered as internal nodes act as dummy clusters that induce a structure among the leaf clusters. However, the final partitioning of the data is obtained only using the leaf nodes.
Using
The structure among the clusters can be represented as a graph and used for regularizing our learning in lines of equation 3.7. Furthermore, due to the presence of aggregated groups which do not directly take part in the partitioning process, we discount the log-likelihood of observations at an internal node at height i by w i , where w i < w j for i > j (nodes with higher heights have lower weights). Let (3.9) W = Diag(w h1 e n1 , w h2 e n2 , . . . , w hm e nm ) be a diagonal matrix of size n×n, where h i is the height of node i, and e n i is a vector of ones of length n i . Minimizing the negative log-likelihood of β using the logit link function along with introducing a regularization term in the objective function leads to the following optimization problem:
where, µ = (µ
T , and e n is a vector of ones of length n. Taking the first and second derivatives of E(β) with respect to β, we get
where, R = Diag(µ (1 − µ) ) is a diagonal matrix of size n × n. We can then use the values of ∇E(β) and ∇ 2 (β) in the Newton-Raphson method to get the following update equation for β:
where D = X T RWX + 2λL is an md × md matrix whose inverse has to be computed at each iteration of the Newton-Raphson method. We start with an initial choice of β 0 as the global β learned by running a single logistic regression over the entire data. We stop iterating when the difference in β t+1 and β t starts diminishing and goes below a certain tolerance value (10 −3 ), which indicates that the learning has converged to the optimum solution. After learning β, we use the β i at a leaf node for testing over unseen data instances that belong to partition i (leaf node).
Datasets
Both LST and NDVI are obtained from the MODIS instrument onboard NASA's Terra and Aqua satellitesThe datasets are gridded at a spatial resolution of 0.05
• on the geographic climate modeling grid (CMG), and are available at a monthly temporal resolution starting from the year 2000. We provide a description of each of the datasets below:
Land Surface Temperature (LST):
LST is derived from thermal infrared bands and measures the land surface temperature during the day as well as the night. We only consider cloud-free observations of LST for evaluation. Using a similar treatment of LST as proposed in [15] , we consider the mean difference between LST Day and LST Night during the months corresponding to the dry season at a location in a year as the explanatory variable.
Normalized Difference Vegetation Index (NDVI):
NDVI provide a measure of greenness at a location which is indicative of the health of the biomass at that location. We consider the monthly NDVI timeseries at a location, l, over a period of five years (2000 to 2004) as our structural variable, z l . The choice of NDVI for discriminating different land cover types from each other has been justified in a previous work on forest cover estimation [10] .
Forest Cover Dataset (PRODES):
To obtain supervised information about the forest cover at a given location in Brazil, we used information from the Program for the Estimation of Deforestation in the Brazilian Amazon (PRODES) [4] , which provides an annual deforestation product for each state in the Brazilian Amazon, using the analysis of high-resolution Landsat Thematic Mapper (TM) images.
Evaluation Setup 5.1 Baseline Algorithms:
We compare the performance of our approach with the following three baseline methods:
Global Model (GLOBAL):
This baseline method (proposed in [15] ) relies on learning a single logistic regression over the entire data. Since the global model neglects the rich heterogeneity in remote sensing datasets due to the presence of multiple land cover types, it suffers from poor generalization performance, and suffers from under-fitting.
Unregularized Regression (UNREG):
Instead of learning a single global model of the relationship between x and y, this baseline method (proposed in [10] ) independently learns a separate logistic regression model at each data partition discovered by clustering z. This can be viewed as a special version of our proposed approach, where the value of the regularization parameter, λ, is equal to 0, indicating the absence of any regularization. This model suffers from high model complexity and in scenarios where the size of training data is small, it often experiences the phenomena of over-fitting, leading to poor generalization performance. Since the model is not able to perform any learning in clusters which have 0 training instances, we utilize the global model learned using the overall data at such clusters for making predictions.
Ridge Regression (RIDGE):
In order to minimize the structural risk (indicative of the complexity of the model) at a data partition independently of other partitions, we introduce the L 2 -norm of β as a regularization term in the objective function of UN-REG, an approach commonly used in statistics to handle multi-collinearity [8] . This can be viewed as a special case of the proposed approach where the graph consists of a completely disconnected set of nodes with no edges. This enforces complete independence among the learned model parameters at data partitions and thus is a weaker form of regularization as compared to our proposed approach. In order to learn relationships at clusters with 0 training instances, we utilize the global model learned using the overall data.
Evaluation Metric:
We consider prediction performance as the guiding theme for evaluating and comparing predictive learning models. Let {y i } n 1 denote the set of true observations for a response variable, and let { y i } n 1 be the set of predicted values of the response variable. The Coefficient of Determination (R 2 ), which measures the proportion of variability in the response variable explained by the regression model, can then be formally defined as (5.14)
(y i − y) 2 where y = y i /n denotes the mean. We use (1 − R 2 ) as an evaluation metric for analyzing the performance of our approach in comparison with other baseline approaches, since the same evaluation metric has been used in existing approaches for forest cover estimation, such as [10] . A lower (1 − R 2 ) value corresponds to a better goodness of fit of the model.
Experimental Design:
We evaluate the performance of our proposed approach in comparison with the baseline approaches over the combined region of four states in Brazil. The names of the four states, along with their latitude and longitude boundaries, can be enlisted as: Mato Grosso (7
• -19
• W ), and Roraima (6
• -58
• W ). We consider 10 years of LST and FC data from 2000 to 2009 for the purpose of evaluation. The total number of locations in the combined region of these four states is 164,400, amounting to 1,644,000 distinct data instances. We randomly sample P number of data instances for training, Q = 100 number of data instances from the remaining data for validating meta-parameters, and the remainder of the data is used for testing. Each random sampling is repeated N = 50 times so as to obtain the mean and standard deviation statistics of the evaluation metric, (1 − R 2 ).
Experimental Results

Visualization of clusters:
We cluster the overall data into 15 partitions using the bisecting k-means algorithm, and specifically focus on two of the discovered clusters in figure 1 . Figures 1(a) and 1(b) show the scatter plot of data instances belonging to cluster 1 and cluster 2, respectively, where the X axis corresponds to the explanatory variable, LST, and the Y axis corresponds to the response variable, FC. The black curves show the global logistic regression model learned over the entire data, whereas the red curves shows the logistic regression models learned at each cluster of the data independently. It can be seen that the global model overestimates Y in cluster 1, while it underestimates Y in cluster 2 as compared to the individual models at each cluster. This shows the importance of learning different regression models over different clusters of the data, thus accounting for data heterogeneity. Figures 1(c) and 1(d) show the the centroid NDVI time series of locations belonging to cluster 1 and cluster 2, respectively. It can be seen that locations belonging to cluster 1 have a higher seasonal variance in NDVI and a lower annual NDVI mean than locations belonging to cluster 2. Furthermore, figures 1(e) and 1(f) show a sample of locations on land (marked by orange and yellow dots respectively) that belong to cluster 1 and cluster 2, respectively. It can be observed that cluster 1 corresponds to a land cover type that includes farms and barren land, while cluster 2 corresponds to densely vegetated forests. This shows that the discovered clusters correspond to land cover types and have realworld interpretability. Figures 1(a) and 1(b) show scatter plot of data instances belonging to cluster 1 and 2, respectively. The X axis is LST Day -LST Night (explanatory variable) and the Y axis is FC (response variable). The black curves represents the global model, while the red curves represent individual models learned at each of the two clusters. Figures 1(c) and 1(e) show NDVI time series of the centroids of cluster 1 and 2, respectively. Figures 1(e) and 1(f) show sample images of locations belonging to cluster 1 and 2, respectively. Note: Figures in the paper are best viewed in color.
Varying the number of clusters:
We randomly sample P = 400 observations for training and explore the behavior of testing errors for each competing algorithm as the number of clusters is increased from 1 to 500. Figure 2 shows the behavior of the mean and standard deviation of (1 − R
2 ) values over varying number of clusters. It can be observed that the GLOBAL approach gives a constant mean (1 − R 2 ) value of 0.70, since the GLOBAL approach is oblivious to any clustering procedure. On the other hand, UNREG, RIDGE, and the proposed approach shows an improvement in performance as the number of clusters, m, is increased from 1 to 30. This indicates their potential in addressing data heterogeneity. However, increasing m from 30 to 500 increases the model complexity, making the learning prone to over-fitting. UNREG gradually starts over-fitting and reaches a (1 − R 2 ) value close to that of GLOBAL at higher values of m. On the other hand, RIDGE is able to regularize the learning and maintains a constant (1 − R 2 ) value as m is increased from 30 to 100. This shows the ability of RIDGE in avoiding overfitting using limited training data. However, the performance of RIDGE eventually starts degrading as m increases from 50 to 500. Finally, the proposed approach consistently outperforms the three baseline methods for every value of m and is able to provide a stronger regularization in the learning, indicated by lower (1 − R
2 ) values even at m = 500. The minimum (1 − R 2 ) value obtained by the proposed approach is 0.41, at m = 50. 2 ) at P = 400, as the number of clusters is increased from 1 to 500.
6.3
Varying the size of training data: As we increase the number of observations available during training, we progress from an insufficient training data scenario to a sufficient training data scenario. In the presence of sufficient training data, algorithms with higher model complexity (such as UNREG) can be supported with lesser propensity of running into the problem of over-fitting. Figure 3 illustrates this effect by showing the results obtained by using P = 1000 observations for training. It can be observed that the (1 − R
2 ) values for RIDGE and UNREG are relatively closer to the proposed approach, and keep on decreasing for all values of m from 1 to 50. 2 ) at P = 1000 as the number of clusters is increased from 1 to 500
On the contrary, reducing the size of the training set reduces the amount of information available for addressing heterogeneity in the data, thus limiting the scope for reducing (1 − R
2 ) values as compared to the GLOBAL approach. Furthermore, algorithms with higher model complexity would start over-fitting at lower values of m. Figure 4 demonstrates this phenomena using P = 100 observations for training. In this case, both UNREG and RIDGE start overfitting at m = 5. Also, it can be observed that the performance of UNREG deteriorates as we increase m from 1 to 30, indicating the presence of over-fitting. However, as we increase m from 30 to 500, we start encountering clusters with 0 training instances, and since the UNREG approach is not able to perform any learning in such clusters, it starts using the GLOBAL model for making predictions at such clusters. Thus, it can be observed that the performance of UNREG starts approaching the GLOBAL results at m = 500. On the other hand, our proposed approach consistently outperforms the baseline approaches for each value of m, since it employs a strong structural regularization scheme. The lowest (1 − R 2 ) values obtained by the proposed approach is 0.48 at m = 5. It can also be observed that the performance of the proposed approach does not drastically deteriorate on increasing the m as compared to the baseline approaches. Figure 4 : Errorbar plots of (1 − R 2 ) at P = 100 as the number of clusters is increased from 1 to 500 6.4 Randomizing the structure in data: In order to assess the significance of using the structure among data partitions in regularizing our learning, we perform two randomization experiments, R-CLUSTER and R-EDGE, described as follows:
6.4.1 R-CLUSTER: Instead of assigning locations to clusters on the basis of their similarity in z (NDVI time series), we randomly assign each location to a cluster, while still preserving the structure among the clusters extracted using bisecting k-means. By randomizing the assignment of locations to clusters, we intend to construct artificial partitioning of locations which do not resemble homogeneous partitions of the data (corresponding to land cover types), but still are treated as unique entities (requiring the learning of separate model parameters) by the proposed approach. This would help quantitatively verify the interpretability of the discovered data partitions, obtained by clustering NDVI time series.
R-EDGE:
We preserve the assignment of locations to clusters but randomize edges between the leaf nodes and their immediate parents in the structure among the clusters, leading to the creation of a randomized structure among clusters. The aim of this experiment is to test the significance of the structural relationships (extracted by bisecting k-means) among the data partitions, useful in regularizing our model learning and avoiding over-fitting. Figure 5 summarizes the results of the randomization experiments in comparison with the results of the proposed approach and the GLOBAL model (repeated from section 6.2), using P = 400 observations for training. 2 ) values than the GLOBAL model. This indicates that learning multiple model parameters (in an ensemble fashion) over random partitions of the data does not necessarily capture data heterogeneity. On the other hand, due to the increased model complexity of R-CLUSTER, the performance of R-CLUSTER starts degrading even in comparison with the GLOBAL approach.
It can be observed from figure 5 that R-EDGE shows similar (1 − R
2 ) values as the proposed approach for m less than 50, after which it starts over-fitting. This can be explained by the fact that addressing heterogeneity alone is sufficient to improve the prediction performance for smaller values of m. However, as m is increased from 50 to 500, R-EDGE starts over-fitting in the presence of a randomized structure among data partitions. This indicates the existence of an underlying structure among the clusters, which is being extracted by the bisecting k-means and is being utilized in the learning process for overcoming over-fitting. Furthermore, it can be observed that the performance of R-EDGE is very similar to that of the RIDGE model, shown in figure 2 and described in section 6.2. This correspondence can be explained by the fact that in the presence of a randomized structure among clusters, the regularization scheme effectively starts learning model parameters at each cluster independently, since sharing the model parameters in accordance with the randomized structure does not provide any gain in performance.
Conclusions and Future Work
There exists a rich heterogeneity in a number of realworld datasets, that correspond to the presence of different relationships between explanatory and response variables over different partitions of the data. This can be conveniently exploited for improving prediction performance. In the absence of sufficient training data, addressing data heterogeneity is challenging, due to the increased model complexity in addressing heterogeneity. We proposed a framework for learning relationships in the presence of data heterogeneity and limited training data, which utilizes the structure among data partitions for regularizing the overall learning. We presented a generic formulation of our approach using generalized linear models, and further provided specific instantiations of the generic formulation for its application in estimating forest cover using remote sensing datasets. In particular, we utilized a graph-Laplacian based regularization scheme for sharing the learning of logistic regression models over data partitions (corresponding to land cover types), in the presence of limited training data. By performing a series of comparative experiments with the baseline approaches, we show that our proposed approach is both accurate and robust to overfitting and the choice of parameters used to represent the heterogeneity in remote sensing datasets.
Future work would explore specific instantiations of each of the key steps of the proposed framework using state-of-the-art methods. In particular, we can explore extending our generic formulation using graph-based regularization to non-linear regression models. Since the guiding theme of our current paper is improving the prediction performance, we have omitted any discussion on the computational efficiency of our approach. Since the solution to our proposed approach requires matrix inversions at each step of an iterative algorithm, we can explore techniques for improving the computational efficiency of the proposed approach. Further, we would be interested in learning the posterior estimates of the model parameters, thus additionally learning the confidence in our predictions of response variables. Finally, the proposed approach can be applied in other domains of study which suffer from insufficient training data, and exhibit similar forms of data heterogeneity.
