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Abstract
The idea that spacetime has to be replaced by Clifford space (C-space) is ex-
plored. Quantum field theory (QFT) and string theory are generalized to C-space.
It is shown how one can solve the cosmological constant problem and formulate
string theory without central terms in the Virasoro algebra by exploiting the pecu-
liar pseudo-Euclidean signature of C-space and the Jackiw definition of the vacuum
state. As an introduction into the subject, a toy model of the harmonic oscillator
in pseudo-Euclidean space is studied.
1 Introduction
Quantum field theory is a very successful theory, but also enigmatic. There occur
infinities which require renormalization. This suggests that the theory is not yet
complete1. An approach whose roots go back to Feynman2 [2] employs an invariant
evolution parameter τ , introduced by Fock and Stueckelberg [4], and subsequently
pursued by many authors [5, 6]. Another direction of research starts from the idea
1P.A.M. Dirac expressed such a view, e.g., in a talk presented at the Erice 1982 conference [1].
2See a nice paper by Schweber [3].
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that spacetime has to be replaced by a more general space, namely the Clifford
space (shortly, C-space) [6]–[13]. It has been found [9, 6] that the Stueckelberg
theory with the Lorentz invariant evolution parameter τ naturally occurs as being
embedded in the theory based on Clifford space. In this paper we would like to
point out another important aspect of Clifford space. We will show that quantum
field theory generalized to Clifford space provides a natural way of resolving the
notorious cosmological constant problem. We exploit the property of Clifford space
with signature (+++...−−− ...), where the number of plus and minus signs is the
same, provided that the underlying spacetime has Minkowski signature. We find
that by using the Jackiw definition of vacuum [14], the concept of C-space enables a
formulation of QFT in which zero point energies belonging to positive and negative
signature degrees of freedom cancel out, while preserving the Casimir effect.
Introduction of C-space has consequences for string theory which can be for-
mulated without central terms in Virasoro algebra even when the dimension of the
underlying spacetime is four. We do not need a higher dimensional target spacetime
for a consistent formulation of (quantized) string theory. Instead of a higher dimen-
sional space we have the 16-dimensional Clifford space which also provides a natural
framework for description of superstings and supersymmetry, since spinors are just
the elements of left or right minimal ideals of Clifford algebra [16]–[18], [6, 25].
After a brief review of the concept of Clifford space we first discuss a toy model
of the harmonic oscillator in pseudo-Euclidean space. We employ the obvious fact
that if a Lagrangian is multiplied by −1, whilst the definitions of momentum and
energy are kept the same, namely, pµ = ∂L/x˙
µ, E = pµx˙
µ−L, then energy becomes
negative. In such case the criterion for stability is reversed: the system is stable
when its energy has maximum. This is precisely what happens in a pseudo-Euclidean
space: The Lagrangian is a quadratic form which has the terms with positive and
negative signs. Therefore the expression for energy is also composed of the terms
with positive and negative signs.
We then describe a system of n scalar fields forming a spaceMr,−s, n = r+s, and
show that when r = s, the zero point energy vanishes. The vacuum contribution to
the stress-energy tensor is zero, and there is no cosmological constant problem [26]
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in this model3. Then we discuss a model in which the space of n-fields is generalized
to the corresponding Clifford space.
Finally, we discuss the string theory and generalize it to C-space.
2 Clifford Space as the Arena for Physics
Clifford algebra is a very useful tool for description of geometry. Since Hestenes’s
seminal books [17], there is a growing interest in using Clifford algebra in physics
(see e.g. refs. [18]–[24]), and generalizing physics from spacetime to Clifford space
[6]–[13]. An n-dimensional flat space (e.g, spacetime)Mn can be described by means
of a complete set of basis vectors γµ, µ = 0, 1, 2, ..., n− 1, which satisfy the Clifford
algebra relations
γµ · γν ≡ 1
2
(γµγν + γνγµ) = gµν (1)
This is just the symmetric part of the Clifford (or geometric) product γµγν. It is
equal to the metric gµν . The antisymmetric part defines a bivector which represents
an oriented unit area:
γµ ∧ γν = 1
2
(γµγν − γνγµ) ≡ 1
2
[γµ, γν ] (2)
This can be continued to the antisymmetrized product of 3, 4, .., n basis vectors
γµ1 ∧ γµ2 ∧ γµ3 =
1
3!
[γµ1, γµ2 , γµ3] (3)
... (4)
γµ1 ∧ γµ2 ∧ ... ∧ γµn =
1
r!
[γµ1 , γµ2, ..., γµn ] (5)
An object γµ1 ∧ γµ2 ∧ ...∧ γµr of degree r, 1 ≤ r ≤ n, is called a basis multivector or
r-vector. it represents an oriented r-dimensional unit area.
A point P in Mn can be associated with a vector x joining the coordinate origin
O and P :
x = xµγµ (6)
3An eventual small non-vanishing cosmological constant, as confirmed by recent observations
[27], can be a residual effect of something else, or due to our incomplete understanding of the
dynamical laws at cosmological scales.
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A generic object is a Clifford number, called also a polyvector or Clifford aggre-
gate, which is a superposition of multivectors4:
X = σ1 + xµγµ +
1
2
xµ1µ2γµ1µ1 + ...+
1
n!
xµ1...µnγµ1...µn ≡ xMγM (7)
Here γµ1...µr ≡ γµ1 ∧ γµ2 ∧ ... ∧ γµr and
xM = (σ, xµ, xµ1µ2 , ..., xµ1...µr)
γM = (1, γµ, γµ1µ2 , ..., γµ1...µr) , µ1 < µ2 < ... < µr (8)
are respectively coordinates and basis elements of Clifford algebra.
The coordinates Xµ1...µr determine an oriented r-area. They say nothing
about the precise form of the (r − 1)-loop enclosing the r-area. The coordinates
σ, xµ, xµ1µ2 , ... provide a means for a description of extended objects. If an object
is extended, then not only its center of mass coordinates xµ, but also the higher
grade coordinates xµ1µ2 , xµ1µ2,µ3,..., associated with the object extension, are dif-
ferent from zero, in general. Those higher grade coordinates model the extended
object. They are a generalization of the concept of center of mass [10].
Since xM assumes any real value, the set of all possible X forms a 2n-dimensional
manifold, called Clifford space, or shortly C-space.
Let us define the quadratic form by means of the scalar product
|dX|2 ≡ dX‡ ∗ dX = dxMdxNGMN ≡ dxMdxM (9)
where the metric of C-space is given by
GMN = γ
‡
M ∗ γN (10)
The operation ‡ reverses the order of vectors:
(γµ1γµ2 ...γµr)
‡ = γµr ...γµ2γµ1 (11)
Indices are lowered and raised by GMN and its inverse G
MN , respectively. The
following relation is satisfied:
GMJGJN = δ
M
N (12)
4Although Hestenes and others use the term ‘multivector’ for a generic Clifford number, we
prefer to call it ‘polyvector’, and reserve the name ‘multivector’ for objects of definite grade. So
our nomenclature is in agreement with the one used in the theory of differential forms, where
’multivectors’ mean objects of definite grade, and not a superposition of objects with different
grade.
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Considering the definition (10) for the C-space metric, one could ask why just
that definition, which involves reversion, and not a slightly different definition, e.g.,
without reversion. That reversion is necessary for consistency we can demonstrate
by the following example. Let us take a polyvector which has only the 2-vector
component different from zero:
xN = (0, 0, xαβ, 0, 0, ..., 0) (13)
Then the covariant components are
xM = GMNx
N =
1
2
GM [αβ]x
αβ (14)
Since the metric GMN is block diagonal, so that GM [αβ] differs from zero only if M
is bivector index, we have
xM = xµν =
1
2
G[µν][αβ]x
αβ (15)
From the definition (10) we find
G[µν][αβ] = (γµ ∧ γν)‡ ∗ (γα ∧ γβ) = (γν ∧ γµ) ∗ (γα ∧ γβ) = gµαgνβ − gµβgνα (16)
Inserting (16) into (15) we obtain
xµν =
1
2
(gµαgνβ − gµβgνα)xαβ = gµαgνβxαβ (17)
From the fact that the usual metric gµν lowers the indices µ, ν, α, β, ..., so that
gµαgνβx
αβ = xµν (18)
It follows that eq. (17) is just an identity.
Had we defined the C-space metric without employing the reversion, then in-
stead of eq.(16) and (17) we would have G[µν][αβ] = −(gµαgνβ − gµβgνα) and
xµν = −gµαgνβxαβ = −xµν , which is a contradiction5.
Eq.(9) is the expression for the line element in C-space. If C-space is generated
from the basis vectors γµ of spacetime Mn with signature (+ − − − − − ...), then
5By an analogous derivation we find that the relation xM = GMNx
N = δMNx
N holds if
GMN = (γ
M )‡ ∗ γN . The definition GMN = γM ∗ γN leads to the contradictory equation xM =
GMNx
N = −δMNxN .
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the signature of C-space is (+++...−−− ...), where the number of plus and minus
signs is the same, namely, 2n/2. This has some important consequences that we are
going to investigate in the next sections.
We assume that 2n-dimensional Clifford space is the arena in which physics takes
place. We can take n = 4, so that the spacetime from which we start is just the
4-dimensional Minkowski space M4. The corresponding Clifford space has then 16
dimensions. In C-space the usual points, lines, surfaces, volumes and 4-volumes
are all described on the same footing and can be transformed into each other by
rotations in C-space (called polydimensional rotations):
x′M = LMNx
N (19)
subjected to the condition |dX ′|2 = |dX|2.
We can now envisage that physical objects are described in terms of xM =
(σ, xµ, xµν , ...). The first straightforward possibility is to introduce a single parame-
ter τ and consider a mapping
τ → xM = XM(τ) (20)
where XM(τ) are 16 embedding functions that describe a world-line in C-space.
From the point of view of C-space, XM(τ) describe a wordlline of a “point particle”:
At every value of τ we have a point in C-space. But from the perspective of the un-
derlying 4-dimensional spacetime, XM(τ) describe an extended object, sampled by
the center of mass coordinates Xµ(τ) and the coordinates Xµ1µ2(τ), ..., Xµ1µ2µ3µ4(τ).
They are a generalization of the center of mass coordinates in the sense that they
provide information about the object 2-vector, 3-vector, and 4-vector extension and
orientation6
Let the dynamics of such an object be determined by the action
I[X ] =M
∫
dτ (X˙‡ ∗ X˙) 12 =M
∫
dτ(X˙MX˙M)
1
2 (21)
The dynamical variables are given by the polyvector
X = XMγM = σ1 +X
µγµ +X
µ1µ2γµ1µ2 + ...X
µ1...µnγµ1...µn (22)
6A systematic and detailed treatment is in ref. [10].
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whilst
X˙ = X˙MγM = σ˙1 + X˙
µγµ + X˙
µ1µ2γµ1µ2 + ...X˙
µ1...µnγµ1...µn (23)
is the velocity polyvector, where X˙M ≡ dXM/dτ .
In the action (21) we have a straightforward generalization of the relativistic
point particle in M4:
I[Xµ] = m
∫
dτ(X˙µX˙µ)
1
2 , µ = 0, 1, 2, 3 (24)
If a particle is extended, then the latter action (24) provides only a very incomplete
description. A more complete description is given by the action (21), in which the
C-space embedding functions XM(τ) sample the objects extension [10].
3 A toy model: Harmonic oscillator in pseudo-
Eucidean space
3.1 A simple model in M1,−1
Suppose that instead of usual Harmonic oscillator we have a system given by the
Lagrangian [15]
L =
1
2
(x˙2 − y˙2)− 1
2
ω2(x2 − y2) (25)
If we derive the equations of motion we find that they are indistinguishable form
those of the usual harmonic oscillator:
x¨+ ω2x = 0 , y¨ + ω2y = 0 (26)
The change of sign in front of the y-term have no influence on the equations of
motion.
However, a difference occurs when we calculate the canonical momenta
px =
∂L
∂x˙
= x˙ , py =
∂L
∂y˙
= −y˙ (27)
and the Hamiltonian
H = pxx˙+ pyy˙ − L = 1
2
(p2x − p2y) +
ω2
2
(x2 − y2) (28)
We see that the y-terms have negative contribution to the energy of our system, and
that energy has no lower bound (as well as no upper bound). For a usual physical
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system this indicates its instability. But for a system derived from the Lagrangian
(25) this is not the case. In eq.(25) the kinetic term for the y-component has negative
sign, whilst that for the x-component has positive sign. Therefore, the equations of
motion are
x¨ = −∂V
∂x
, y¨ =
∂V
∂y
(29)
where V = 1
2
ω2(x2 − y2) is the potential. For the x-component the force is given by
minus gradient of the potential, whilst for the y-component the force is given by plus
gradient of the potential. Therefore, the criterium for the stability of motion for the
y-degree of freedom is that the potential has to have a maximum in the (y, V )-plane.
This is just opposite to the case of the x-degree of freedom where stability requires
a minimum of V (x, y) in the plane (x, V ).
This was just a more sophisticated explanation which involves the concept of
energy. That our system is indeed stable can be directly read from the equations
of motion (27) from which it follows that both x and y degrees of freedom oscillate
around the origin x = 0, y = 0.
In the Hamiltonian form the equations of motion read
x˙ = {x,H} = ∂H
∂px
= px
y˙ = {y,H} = ∂H
∂py
= −py
p˙x = {px, H} = −∂H
∂px
= −ω2x
p˙y = {py, H} = −∂H
∂py
= ω2y (30)
where the Poisson brackets are defined as usual. In particular we have
{x, px} = 1 , {y, py} = 1 (31)
The system can be quantized by replacing the canonically conjugate variables
(x, px) and (y, py) by operators satisfying the following commutation relations
7:
[x, px] = i , [y, py] = i (32)
Let us introduce non Hermitian operators
cx =
1√
2
(
√
ω x+
i√
ω
px) , c
†
x =
1√
2
(
√
ω x− i√
ω
px) (33)
7We use units in which h¯ = c = 1.
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cy =
1√
2
(
√
ω y +
i√
ω
py) , c
†
y =
1√
2
(
√
ω y − i√
ω
py) (34)
They satisfy the commutation relations
[cx, c
†
x] = 1 , [cy, c
†
y] = 1 (35)
[cx, cy] = [c
†
x, c
†
y] = 0 (36)
In terms of the new variables (33),(34) the Hamiltonian reads
H =
1
2
ω(c†xcx + cxc
†
x − c†ycy − cyc†y) (37)
Let us define vacuum state according to
cx|0〉 = 0 , cy|0〉 = 0 (38)
so that cx, cy are annihilation and c
†
x, c
†
y creation operators. Using (35) we find
H = ω(c†xcx − c†ycy) (39)
In the latter expression we have ordered the operators so that creation operators are
on the left and annihilation operators on the right. We see that zero point energy
in the Hamiltonian (39) cancels out!
It is instructive to consider the (x, y)-representation in which the momentum
operators are px = −i∂/∂x, py = −i∂/∂y, and writing 〈x, y|0〉 ≡ ψ0(x, y). Eqs. (38)
then become
1
2
(√
ωx+
1√
ω
∂
∂x
)
ψ0(x, y) = 0 (40)
1
2
(√
ωy +
1√
ω
∂
∂y
)
ψ0(x, y) = 0 (41)
A solution which is in agreement with the probability interpretation reads
ψ0 =
2pi
ω
e−
1
2
ω(x2+y2) (42)
and is normalized according to
∫
ψ20 dx dy = 1. A particle described by the wave
function ψ0 of eq. (42) is localized around the origin. The excited states obtained by
applying the product of operators c†x, c
†
y to the vacuum state are also localized. This
is in agreement with the property that the corresponding classical particle moving
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according to the equations of motion (27) is also “localized” in the vicinity of the
origin.
All states |ψ〉 of our system have positive norm. For instance
〈0|cc†|0〉 = 〈0|[c, c†]|0〉 = 〈0|0〉 =
∫
ψ2 dx dy = 1 (43)
This is so because of our choice of vacuum (38). Had we defined vacuum differently,
e.g., by cx|0〉 = 0, c†y|0〉 = 0 we would have states with negative norm in our theory.
Our action (25) is invariant under the pseudo rotations in M1,−1:
x′ =
x− vy√
1− v2 , y
′ =
y − vx√
1− v2 (44)
where v is the parameter of the transformation. In a new reference frame S ′ we have
cx′|0〉 = 0, cy′|0〉 = 0, and a normalized solution is
ψ′0 =
2pi
ω
e−
ω
2
(x′2+y′2) (45)
Expressed in terms of the old coordinates the latter wave function reads
ψ′0 =
2pi
ω
exp
[
−ω
2
(x2 + y2)
1 + v2
1− v2 +
2ωv
1− v2 xy
]
(46)
Let us now decide to observe everything from a fixed frame S. It is not difficult to
find out that ψ′0 of eq. (46) satisfies the Schro¨dinger equation in the old frame S:
− 1
2
(
∂2ψ′0
∂x2
− ∂
2ψ′0
∂y2
)
+
ω2
2
(x2 − y2)ψ′0 = 0 (47)
In a given reference frame we have thus a family of solutions
ψ0(x, y; v) =
2pi
ω
exp
[
−ω
2
(x2 + y2)
1 + v2
1− v2 +
2ωv
1− v2 xy
]
(48)
all having zero energy. For v = 0 we recover eq. (42).
The first excited state in the x and y direction, respectively, are
ψ10 =
1√
2
(√
ωx− 1√
ω
∂
∂x
)
ψ0 =
√
2
√
ω x e−
1
2
ω(x2+y2) (49)
ψ01 =
1√
2
(√
ωy − 1√
ω
∂
∂y
)
ψ0 =
√
2
√
ω y e−
1
2
ω(x2+y2) (50)
In a new reference frame S ′ obtained by the transformation (44) the vacuum state
is given by (45) and the excited states are given by the same equations (49),(50) in
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which x and y are replaced by x′ and y′. Expressing x′ and y′ in terms of x and y
by using the transformation (44) we obtain
ψ10(x, y; v) =
√
2ω√
1− v2 (x− vy)exp
[
−ω
2
(
(x− vy)2
1− v2 +
(y − vx)2
1− v2
)]
(51)
ψ01(x, y; v) =
√
2ω√
1− v2 (y − vx)exp
[
−ω
2
(
(x− vy)2
1− v2 +
(y − vx)2
1− v2
)]
(52)
which are now the states as observed from the reference frame S. A state ψ(x, y; v)
is obtained from the state ψ(x, y; 0) by an active pseudo rotation of the form (44).
One can verify that the states ψ10(x, y; v) and ψ01(x, y; v) satisfy the Schro¨dinger
equation in frame S for arbitrary value of the parameter v:
[
−1
2
(
∂2
∂x2
+
∂2
∂y2
)
+
ω
2
(x2 − y2)
]
ψ10(x, y; v) = ω ψ10(x, y; v) (53)
[
−1
2
(
∂2
∂x2
+
∂2
∂y2
)
+
ω
2
(x2 − y2)
]
ψ01(x, y; v) = −ω ψ01(x, y; v) (54)
The state ψ10(x, y; v) has energy E = ω, whilst the state ψ01(x, y; v) has energy
E = −ω. A generic excited state ψnm(x, y; v) has energy E = ω(n − m). Since
v is an arbitrary parameter v ∈ [0, 1] we have for fixed m,n a family of states
{ψmn(x, y; v)} all having the same energy E = ω(n − m). Not only the states
(49),(50), but also the states (51),(52) and the higher excited states for arbitrary
values of v satisfy the same Schro¨dinger equation.
A particular model of relativistic Harmonic oscillator in spacetime M1,−3 has
been considered in refs. [28] with a motivation to explain partons.
3.2 Generalization to Mr,−s
Let us now consider the harmonic oscillator in a pseudo-Euclidean space of arbitrary
dimensiona and signature. Instead of (25) we have now the Lagrangian
L =
1
2
x˙µx˙µ − 1
2
ω2xµxµ (55)
The canonical momenta are
pµ =
∂L
∂x˙µ
= x˙µ = ηµν x˙
ν (56)
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The Hamiltonia is
H =
1
2
pµpµ +
1
2
ω2xµxµ (57)
Upon quantization the phase space variables (xµ, pν) become operators satisfying
[xµ, pν ] = iδ
µ
ν or [x
µ, pν ] = iηµν (58)
A straightforward generalization of the non Hermitian operators (33),(34) is
cµ =
1√
2
(√
ωxµ +
i√
ω
pµ
)
, (59)
cµ† =
1√
2
(√
ωxµ − i√
ω
pµ
)
(60)
Notice that in the definition of cµ, cµ† we take contravariant components of coor-
dinates and covariant components of pµ. This is in agreement with the definition
(33),(34) where px, py defined in eq. (27) are in fact the covariant components.
Using (59),(60), the Hamiltonian operator (57) becomes
H =
1
2
ω(c†µc
µ + cµc†µ) (61)
The definition of vacuum state which is a generalization of the definition (38)
reads
cµ|0〉 = 0 (62)
The annihilation and creation operators cµ, cν† satisfy the commutation relations
[cµ, cν†] = δµν (63)
where δµν is the Kronecker symbol (having +1 values on the diagonal and zero
elsewhere). Using (63) we have
cµc†µ = ηµνc
µcν† = ηµν(c
ν†cµ + δµν) ≡ cµ†cµ + r − s (64)
where we have written ηµνc
ν†cµ = ηµνc
µ†cν ≡ cµ†cµ and ηµνδµν = r− s. Here r is the
number of positive and s negative signature components.
The Hamiltonian is thus
H = ω(c†µc
µ +
r
2
− s
2
) (65)
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In particular, if r = s, the zero point energies cancel out.
The definition (59),(60) of the creation and annihilation operators is natural,
because it takes a superposition of coordinates and canonical momenta. But from
the viewpoint of the tensor calculus the notation in eq, (59),(60 is not very fortunate,
because normally we do not sum covariant and contravariant components. Therefore
I will now rewrite the theory by using the usual formalism in which creation and
annihilation operators are defined in terms of contravariant components xµ and pµ:
aµ =
1
2
(√
ω xµ +
i√
ω
pµ
)
(66)
aµ† =
1
2
(√
ω xµ − i√
ω
pµ
)
(67)
The non vanishing commutators are
[aµ, a†ν ] = δ
µ
ν or [a
µ, aν†] = ηµν (68)
Hamiltonian is
H =
1
2
ω (aµ†aµ + aµa
µ†) (69)
Given the operators (66),(67), let us consider two possible definitions of vacuum.
1st possible definition of vacuum
This is the definition that is usually adopted and it reads
aµ|0〉 = 0 (70)
The Hamiltonian, after using (68) and (70), is
H = ω
(
aµ†aµ +
d
2
)
(71)
where d = ηµνηµν = r + s is the dimension of Mr,−s. There occurs the non van-
ishing zero point energy. The eigenstates of H are all positive. This is so even for
those terms in H which belong to negative signature: negative sign of a term in
aµ†aµ is compensated by negative sign in the commutation relations (68). Also the
expectation values between the eigenstates |A〉 of H calculated according to
〈H〉 = 〈A|H|A〉〈A|A〉 (72)
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are always positive, since the negative norm in the denominator and negative norm
in the numerator together give 1.
2nd possible definition of vacuum
Let us split aµ = (aα, aα¯), where indices α, α¯ refer to the components with
positive and negative signature, respectively, and define the vacuum according to
[14] (see also [15]
aα|0〉 = 0 aα¯†|0〉 = 0 (73)
Using (68) we obtain the Hamiltonian in which the annihilation operators, defined
according to eq. (73), are on the right:
H = ω
(
aα†aα +
r
2
+ aα¯a
α¯† − s
2
)
(74)
where δα
α = r and δα¯
α¯ = s. If the number of positive and negative signature
components is the same, i.e., r = s, then the Hamiltonian (74) has vanishing zero-
point energy:
H = ω(aα†aα + aα¯a
α¯†) (75)
Its eigenvalues are positive or negative, depending on which component (positive or
negative signature) are excited. In x-representation the vacuum state (73) is
ψ0 =
(
2pi
ω
)d/2
exp[−ω
2
δµνx
µxν ] (76)
where the Kronecker symbol δµν has values +1 for µ = ν and 0 otherwise. It is a
solution of the Schro¨dinger equation
− (1/2)∂µ∂µψ0 + (ω2/2)xµxµψ0 = E0ψ0 (77)
with E0 = ω(
1
2
+ 1
2
+ ....− 1
2
− 1
2
− ...). One can also easily verify that there are no
negative norm states.
Let us now consider a pseudo rotation
x′µ = Lµνx
ν (78)
The transformed vacuum wave function reads (see Sec.(3.1) for specific examples in
M1,−1):
ψ0(x
′) = exp
[
−ω
2
δµνx
′µx′ν
]
= exp
[
−ω
2
δµνL
µ
ρL
ν
σx
ρxσ
]
= ψ′(x) (79)
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In order to show that also ψ′(x) is a solution of the Schro¨dinger equation we use
∂βψ
′
0 = −ωδµνLµβLνσxσψ′ (80)
and
ηαβ∂α∂βψ
′
0(x) =
(
−ωηαβLµαLνβδµν + ω2ηαβδµνLµβLνσxσLǫαLγρxρδǫγ
)
ψ′0(x)
= ω2xαxαψ
′
0(x) (81)
where we have used ηαβLµβL
ν
α = η
µν and ηµνδµν = r − s = 0. From eq.(81) it
follows that ψ′0(x) satisfies
− 1
2
ηαβ ∂α∂βψ
′
0(x) +
ω2
2
xαxαψ
′
0(x) = 0 (82)
which is the Schro¨dinger equation for the (actively) transformed vacuum wave func-
tion. Hence the theory is covariant, although the vacuum, defined according to
eq. (73), is not invariant under the pseudo rotations.
In general, for the excited states, let us start from the Schro¨dinger equation in a
reference frame S ′:
− 1
2
ηρσ ∂′ρ∂
′
σψ(x
′)
ω2
2
x′µx′µψ(x
′) = Eψ(x′) (83)
Let us now apply to eq.(83) the pseudo rotation x′µ = Lµρx
ρ, briefly, x′ = L(x):
− 1
2
ηρσ LµρL
ν
σ∂µ∂νψ(L(x)) +
ω2
2
xµxµψ(L(x))) = Eψ(L(x)) (84)
Writing ψ(L(x)) = ψ′(x) we find
− 1
2
∂µ∂µψ
′(x) +
ω2
2
xµxµ ψ
′(x) = Eψ′(x) (85)
which means that the (actively) transformed excited state ψ′(x) (as observed from
the frame S) satisfied the Schro¨dinger equation. So we have found that ψ(x) as
well as ψ′(x) are solutions of the Schro¨dinger equation in S and they both have the
same energy E. In general, in a given reference frame we have thus a degeneracy of
solutions with the same energy (see also ref. [28]).
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4 Quantum field theory
4.1 A system of scalar fields
Let us now turn to the theory of n scalar fields φa, a = 0, 1, 2, ..., n − 1, over the
4-dimensional spacetime parametrized by coordinates xµ, µ = 0, 1, 2, 3. The action
for such system is
I[φa] =
1
2
∫
d4x
√−g(gµν∂µφa ∂νφb −m2φaφb)γab (86)
where γab is the metric in the space of fields φ
a, and gµν the metric of spacetime.
Let us assume that gµν = ηµν is the metric of flat spacetime.
The canonical momenta are
pia =
∂L
∂∂0φa
= ∂0φa = ∂0φa ≡ φ˙a (87)
Upon quantization the following equal time commutation relations are satisfied:
[φa(x), pib(x
′)] = iδ3(x− x′)δab (88)
The Hamiltonian is given by
H =
1
2
∫
d3x (φ˙aφ˙b − ∂iφa∂iφb +m2φaφb)γab (89)
where i = 1, 2, ..., n− 1. We shall assume that γab is diagonal. A general solution to
the equations of motion derived from the action (86) can be written in the form
φa =
∫
d3k
(2pi)3
1
2ωk
(aa(k)e−ikx + aa†(k)eikx) (90)
Here8 ωk ≡ |
√
m2 + k2|. The creation and annihilation operators satisfy the com-
mutation relations
[aa(k), ab
†(k′)] = (2pi)3 2ωk δ
3(k− k′)δab (91)
or
[aa(k), ab
†
(k′)] = (2pi)3 2ωk δ
3(k− k′)γab (92)
8We use units in which h¯ = c = 1.
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Inserting the expansion (90) of fields φa into the Hamiltonian (89) we obtain
H =
1
2
∫
d3k
(2pi)3
ωk
2ωk
(aa†(k)ab(k) + aa(k)ab
†
(k))γab (93)
Let us assume that the signature of the metric γab is pseudo-Euclidean, and let
us write
aa(k) = (aα, aα¯) (94)
where α denotes positive and α¯ negative signature components.
We will define vacuum according to
aα(k)|0〉 = 0 , aα¯†(k)|0〉 = 0 (95)
If we order the operators so that the annihilation operators, defined in eq. (95), are
on the right, and use the commutation relations (92), we find
H =
∫
d3k
(2pi)3
ωk
2ωk
(aα†(k)aα(k) + a
α¯(k)aα¯
†) +
1
2
∫
d3kωkδ
3(0)(r − s) (96)
where r = δαα and s = δ
α¯
α¯. In the case in which the signature has equal number of
plus and minus signs, i.e., when r = s, the zero point energies cancel out from the
Hamiltonian.
4.2 Genaralization to Clifford space
Now a question arises as to why should the space of fields have the metric with
r = s. Isn’t it an ad hoc assumption? The answer is as follows. We can consider
the space of fields Vn just as a starting space, with basis ea, a = 0, 1, 2, ..., n −
1, from which we generate the 2n-dimensional Clifford space CVn with basis eA =
(1, ea, ea1a2 , ..., ea1...an), a1 < a2 < ... < an. If Vn is a Euclidean space so that
ea ·eb = δab is the Euclidean metric, then also the metric eA†∗eB of CVn is Eucliddean.
But, as it was pointed out in refs. [9, 6], instead of the basis eA we can take another
basis, e.g.,
γA = (1, γa, γa1a2 , ..., γa1...an) (97)
generated from the set of Clifford numbers γa = (e0, eie0), a = 0, 1, 2, ..., n− 1; i =
1, 2, ..., n satisfying
γa · γb ≡ 1
2
(γaγb + γbγa) = ηab (98)
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The metric
γA
‡ ∗ γB = GAB (99)
defined with respect to the new basis is pseudo-Euclidean, its signature having 2n/2
plus and 2n/2 minus signs.
We assume that a field theory should be formulated in C-space in which the met-
ric is given by eq.(99). Instead of the action (86) we thus consider its generalization
to C-space:
I =
1
2
∫
d4x
√−g(gµν∂µφA∂νφB −m2φAφB)GAB (100)
Here φAγA is a polyvector field. Since the metric GAB has signature (+ + +... −
− − ...) = (R+, S−) with R = S, zero point energies of a system based on the
action (100) cancel out: vacuum energy vanishes. Consequently, in such a theory
there is no cosmological problem [15]. The small cosmological constant, as recently
observed, could be a residual effect of something else.
Cancellation of vacuum energies in the theory does not exclude [15] the existence
of well known effects, such as Casimir effect, which is a manifestation of vacuum
energies.
3. Strings and Clifford space
Usual strings are described by the mapping (τ, σ) → xµ = Xµ(τ, σ), where the
embedding functionsXµ(τ, σ) describe a 2-dimensional worldsheet swept by a string.
The action is given by the requirement that the area of the worldsheet be “minimal”
(extremal). Such action is invariant under reparametrizations of (τ, σ). There are
several equivalent forms of the action including the “σ-model action” which, in the
conformal gauge, can be written as
I[Xµ] =
κ
2
∫
dτ dσ (X˙µX˙µ −X ′µX ′µ) (101)
where X˙µ ≡ dXµ/dτ and X ′µ ≡ dXµ/dσ. Here κ is the string tension, usually
written as κ = 1/(2piα′).
String coordinates Xµ and momenta Pµ = ∂L/∂X˙
µ = κX˙µ satisfy the following
constraints (σ ∈ [0, pi]):
ϕ1(σ) = P
µPµ +
X ′µX ′µ
(2piα′)2
≈ 0 ϕ2(σ) =
P µX ′µ
piα′
≈ 0 (102)
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which can be written as a single constraint on the interval σ ∈ [−pi, pi]
ΠµΠµ(σ) ≈ 0 Πµ = P µ + X
′µ
2piα′
(103)
to which the open string is symmetrically extended. (For more details see the
literature on strings, e.g., [29].)
If we generalize the action (101) to C-space, we obtain
I[X ] =
κ
2
∫
dτ dσ (X˙MX˙N −X ′MX ′N)GMN (104)
where κ is the generalized string tension. Taking 4-dimensional spacetime, there
are D = 24 = 16 dimensions of the corresponding C-space. Its signature (+ +
+...−−− ...) has 8 plus and 8 minus signs. The variables XM are components of a
polyvector X expanded according to eq. (22) and they depend on two parameters
τ and σ. From the point of view of C-space the variables XM(τ, σ) describe an
object with two intrinsic dimensions, that is, a 2-dimensional ‘world sheet’ living in
a 16-dimensional C-space. Therefore we will keep on talking about ‘strings’ (that
sweep a world sheet).
Let us consider the case of an open string satisfying the boundary condition
X ′M = 0 at σ = 0 and σ = pi. Then we can make the expansion
XM(τ, σ) =
∞∑
n=−∞
XMn (τ) e
inσ (105)
where from the reality condition (XM)∗ = XM it follows
XMn = X
M
−n (106)
Inserting (105) into (104), integrating over σ and taking into account (106) we obtain
the action expressed in terms of XMn (τ):
I[XMn ] =
κ′
2
∫
dτ
∞∑
n=−∞
(X˙Mn X˙
N
n − n2XMn XNn )GMN (107)
where κ′ = 2piκ = 1/α′. This is just the action of infinite number of harmonic
oscillators.
The Hamiltonian corresponding to the action (107) is
H =
1
2
∞∑
n=−∞
(
1
κ′
PMn PnM + κ
′ n2XMn XnM
)
(108)
19
Let us introduce
aMn =
1√
2
(
1√
κ′
PMn − in
√
κ′XMn
)
aMn
†
=
1√
2
(
1√
κ′
PMn + in
√
κ′Xn
)
(109)
We see that
aM−n = a
M
n
†
(110)
Rewriting H in terms of aMn , a
M
n
†
we obtain
H =
1
2
∞∑
n=−∞
(aMn
†
anM + anMa
M
n
†
) =
∞∑
n=1
(aMn
†
anM + anMa
M
n
†
) +
1
2κ′
PM0 P0M (111)
Upon quantization we have
[XMn , PnN ] = iδ
M
N or [X
M
n , P
N
n ] = iG
MN (112)
and
[aMn , a
†
nN ] = nδ
M
N or [a
M
n , a
N
n
†
] = nGMN (113)
In order to construct the Fock space of excited states, one has first to define a
vacuum state. There are two possible choices [15].
Possibility I. Conventionally, the vacuum state is defined according to
aMn |0〉 = 0 , n ≥ 1 (114)
and the excited part of the Hamiltonian Hexc = H−(1/κ′)PM0 P0M , after using (113)
and (114) is
Hexc =
∞∑
n=−∞
(aMn
†
anM +
n
2
D) = 2
∞∑
n=1
(aMn
†
anM +
n
2
D) (115)
D = δMM = G
MNGMN
Its eigenvalues are all positive9 and there is the non vanishing zero point energy.
But there exist negative norm states.
9This is so even for those components aM
n
that belong to negative signature: negative sign of a
term in aMn
†
anM is compensated by negative sign in the commutation relation (113).
20
Possibility II. Let us split aMn = (a
A
n , a
A¯
n ) where the indices A, A¯ refer to the
components with positive and negative signature, respectively, and let us define
vacuum according to
aAn |0〉 = 0 , (aA¯n )
†|0〉 = 0 , n ≥ 1 (116)
Using (113) we obtain the Hamiltonian in which the annihilation operators, defined
according to eq.(116), are on the right:
Hexc = 2
∞∑
n=1
(aAn
†
anA +
n
2
D+ + anA¯a
A¯
n
† − n
2
D−) (117)
where
D+ = δA
A , D− = δA¯
A¯ (118)
are, respectively, the number of positive and negative signature dimensions and
D = D+ +D− = δM
M the total number of dimensions of Clifford space. There are
no negative norm states.
Since in Clifford space the number of positive and negative signature components
is the same, i.e., D+ = D−, the above Hamiltonian has vanishing zero point energy:
Hexc = 2
∞∑
n=1
(aAn
†
anA + anA¯a
A¯
n
†
) (119)
Its eigenvalues can be positive or negative, depending on which components (positive
or negative signature) are excited.
An immediate objection could arise at this point, namely, that since the spectrum
of the Hamiltonian is not bounded from below, the system described byH of eq.(117)
or (119) is unstable. This objection would only hold if the kinetic terms X˙Mn X˙nM in
the action (107) (or the terms PMn PnM in the Hamiltonian (108)) were all positive,
so that negative eigenvalues of H would come from the negative potential terms
in n2XMn XnM . But since our metric is pseudo-Euclidean, whenever a term in the
potential is negative, also the corresponding kinetic term is negative. Therefore, the
acceleration corresponding to negative signature term is proportional to the plus
gradient of potential (and not to the minus gradient of potential as it is the case for
positive signature term); such system is stable if the potential has maximum, i.e.,
if it has an upper bound (and not a lower bound). The overall change of sign of
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the action (Lagrangian) has no influence on the equations of motion (and thus on
stability).
In the bosonic string theory based on the ordinary definition of vacuum (Possibil-
ity I) and formulated in D-dimensional spacetime with signature (+−−− ...−−−)
there are negative norm states, unless D = 26. Consistency of the string theory
requires extra dimensions, besides the usual four dimensions of spacetime.
My proposal is that, instead of adding extra dimensions to spacetime, we can
start from 4-dimensional spacetime M4 with signature (+ − −−) and consider the
Clifford space CM4 (C-space) whose dimension is 16 and signature (8+, 8−). The
necessary extra dimensions for consistency of string theory are in C-space. This also
automatically brings spinors into the game. It is an old observation that spinors are
the elements of left or right ideals of Clifford algebras [16]–[18] (see also a very lucid
and systematic recent exposition in refs. [25]). In other words, spinors are particular
sort of polyvectors [6]. Therefore, the string coordinate polyvectors contain spinors.
This is an alternative way of introducing spinors into the string theory [6, 11]. An
attempt to achieve a deeper understanding of the structure of supersymmetry has
beeb undertaken in refs.[30].
Let the constraints (102),(103) be generalized to C-space. So we obtain
ΠMΠM ≈ 0 , ΠM = PM + X
′M
2piα′
(120)
Using (105) and expanding the momentum PM(σ) according to
PM =
∞∑
n=−∞
PMn e
inσ (121)
we can calculate the Fourier coefficients of the constraint (called Virasoro genera-
tors):
Ln =
piα′
2
∫ π
−π
dσ e−inσ ΠMΠM =
1
2
∞∑
r=−∞
aM−ra
N
r−nGMN (122)
Let us now calculate the commutators of Virasoro generators. If m 6= −n the
commutators can be straightforwardly calculated. The result is
[Ln, Lm] =
1
2
(n−m)
∞∑
r=−∞
aMr a(n+m−r)M = (n−m)Ln+m , m 6= −n (123)
For m = −n we have to bear in mind that aM−r and aMr due to eqs.(110) and (113)
do not commute. Therefore, if we put the operators which annihilate the vacuum
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according to eq.(116) on the right, we obtain the following expression:
[Ln, L−n] = n
∞∑
r=−∞
aMr a−rM
= n
(
aM0 a0M +
∞∑
r=1
(aA−rarA + a
A¯
−rarA¯ + a
A
r a−rA + a
A¯
r a−rA¯)
)
= n
(
aM0 a0M +
∞∑
r=1
(2aA−rarA + rD+ + 2a
A¯
r a−rA¯ − rD−)
)
= 2nL0 + n
∞∑
r=1
r(D+ −D−) = 2nL0 , m = −n (124)
where in the last step we have taken into account that in C-space the number of
positive and negative signature dimensions is the same, i.e., D+ = D−.
Combining together eqs. (123) and (124) we find the following relation
[Lm, Ln] = (m− n)Ln+m (125)
which holds for arbitrary positive or negative integers n and m. There are no
central terms. The terms which arise after normal ordering the operators in eq.
(124) have opposite sign for positive and negative signature components, and thus
cancel out. The algebra of Virasoro generators is thus closed, which automatically
assures consistency of quantum string theory formulated in 16-dimensional Clifford
space generated by the spacetime vectors γµ.
5 Conclusion
We have shown that generalizing physics from 4-dimensional spacetime to Clifford
space (C-space) has promising consequences for quantum field theory and string
theory. In order to avoid inconsistencies, the definition of C-space metric as the
scalar product of two basis elements has to involve reversion. The metric so defined
has signature (+ + +... − − − ...) ( eight times plus, eight times minus). In QFT
formulated in C-space the vacuum energy vanishes, if the vacuum state is defined in
a very natural and straightforward way as proposed by Jackiw [14] (see also [15]).
Therefore, there is no cosmological constant problem in such a theory. Generalizing
the 4-dimensional target space (in which a string lives) to a 16-dimensional Clifford
space, we have found that the (quantum) algebra of Virasoro generators has no
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central terms. String theory is consistent if formulated in 16-dimensional Clifford
space. This automatically brings fermions into the game, since fermions are the
elements of left and right ideals of a Clifford algebra. Therefore the C-space formu-
lation of string theory is an alternative to the usual superstring formulation which
involves 10 extra dimensions of target space and Grassmann odd variables. While
in the usual string theory one has to go beyond the 4-dimensional spacetime, and
then study how to compactify the unobservable extra dimensions, in the proposed
new theory we remain in 4-dimensional spacetime. The ”extra dimensions” reside
in Clifford space, and they have a physical interpretation as providing a description
of extended object [10, 6]. We have thus found a very promising outline of QFT and
string theory which deserves further studies.
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