Sequence pattern discovery is a key issue in multivariate time series analysis. Popular approaches first obtain the pattern of each single-variate time series and then obtain cross-variate associations. In this paper, we consider different variables at the same time during pattern construction, and propose a new type of pattern called State Transition pAttern with Periodic wildcard gaps (STAP). Compared to previous types, STAP reveals stronger cross associations among different variables and provides better interpretability for decision makers. We design an approach with two stages, namely frequent state discovery and pattern synthesis, to obtain frequent STAPs. We propose two pre-pruning and an Apriori-pruning techniques to speed up pattern discovery. We also propose two post-pruning techniques to simplify the output and a visualization way to support expert decision. Experimental results on four real-world datasets demonstrate 1) STAP captures the cross and temporal associations; 2) the five pruning and pattern synthesis techniques are quite effective; and 3) visualization technique greatly increases the readability of STAP.
I. INTRODUCTION
The time series is a data sequence indexed by time [1] - [3] . It can be categorized according to the number of variables, the elementary data type, and the periodicity. Typical univariate time series includes weather temperature [4] , solar facula [5] , stock price [6] , and so on. Multivariate time series (MTS), commonly generated from the sensor network applications, records the performance of metric set at different time (see, e.g., [7] - [12] ). The elementary data may take numeric [13] , [14] , symbolic [15] , [16] , image [17] , or other types of values [18] , [19] . A time series is periodic (see, e.g., [20] - [23] ) if the time interval between any two adjacent data points is the same, otherwise it is aperiodic (see, e.g., [24] , [25] ). Figure 1 shows some techniques for time series association analysis. One kind of method for numerical data is regression analysis. It involves model assumption (see, e.g., linear [26] , nonlinear [27] , univariate [28] and multivariate [29] , [30] ), model fitting (see, e.g., least-squares-based meshless time-domain method (LSM) [31] and maximum The associate editor coordinating the review of this manuscript and approving it for publication was Qingchao Jiang . likelihood estimators (MLE) [32] ) and model evaluation (see, e.g., F-, R-, S-, and T-testings [33] ). To obtain symbolic sequences with better description, higher query efficiency, less noise, and less redundancy, methods such as symbolic aggregate approximation (SAX) [34] , discrete fourier transform(DFT) [35] , discrete wavelet transform (DWT) [36] , piecewise linear representation (PLR) [37] and minimum description length (MDL) [38] are proposed. Pattern discovery techniques such as temporal association rules discovery (TARD) [39] and discovery of temporal associations (DTA) [40] consist of 2 stages, namely feature clustering [41] and block sequence discovery. However, the multivariate patterns are based on univariate ones, making the cross-variate association of DTA and TARD rather weak. Additionally, different subsequences within the same cluster may hamper the interpretability of the pattern.
In this paper, we propose a new type called State Transition pAttern with Periodic wildcard gaps (STAP) to enrich cross associations. A STAP is composed of a number of states separated by periodic wildcard gaps. Each state corresponds to an essential part of the pattern, and each gap provides the flexibility of pattern matching. A STAP is frequent in an MTS if the number of occurrences of each state exceeds a userspecified threshold, and the number of occurrences of the STAP exceeds another threshold. Therefore, our problem is to discover all frequent STAPs from a given MTS.
To handle this problem, we propose an effective approach with two stages, namely frequent state discovery and pattern synthesis. First, all frequent states are obtained through the Apriori algorithm [42] , [43] with a given threshold. The set of frequent states are exactly the alphabet of STAP. Second, horizontal and vertical algorithms are proposed to discover all frequent STAPs. The horizontal algorithm obtains the occurrence of each STAP by re-scanning the symbolic MTS. The vertical one preserves the position information for each STAP in a list structure. The occurrence of STAP can be directly obtained by looking up the list. The time delays in STAP, also called periodic wildcard gaps [44] - [47] coincide with that of DTA when the lower bound equals 0.
Due to the problem of pattern explosion in the process of STAP mining, the Apriori property is proven and applied to effectively prune candidate states and STAPs. That is 1) all sub-states of an infrequent state are infrequent; 2) all super-STAPs of an infrequent STAP are infrequent. Additionally, we propose two pre-pruning techniques to speed up pattern synthesis. Replacing the general states with closed or maximal frequent ones is reasonable and effective. We also propose two post-pruning techniques to simplify the output. This is because maximal and closed frequent STAPs provide enough information through preserving the least patterns. We can deduce all general frequent STAPs with the maximal ones, while we can obtain them all and their supports with the closed ones.
The original idea in this work appeared in [48] , which is extended here in the following aspects.
• Four new effective algorithms are proposed by replacing the frequent general states with the closed and maximal ones.
• Two new post-pruning strategies are designed to simplify discovered STAPs.
• A visualization technique of STAP is presented to strengthen the ability of decision support. Experiments are undertaken on four real-world datasets including air quality, central air-conditioning, oil ESP sanding diagnose and working diagnose. Results show that: 1) STAP provides richer cross and temporal associations of MTS; 2) the pre-pruning technique speeds up the process about 10 to 10 3 times; 3) the post-pruning technique simplifies the output up to 93.33%; 4) the vertical algorithm runs much faster than the horizontal in most cases; and 5) the semantics of discovered STAPs is easy to understand especially with the visualization results.
The rest of paper is organized as follows. Section II first discusses the foundation including the form of state and STAP, then presents the problems of frequent STAPs discovery. Section III propose a scalable algorithm containing horizontal and vertical techniques to handle the problems. Section IV discusses the experiment results. Finally, the conclusion is presented by Section V.
II. PATTERN STATEMENT
In this section, we first define the data model of MTS. Second, we propose the pattern definitions of state and STAP. Finally, we propose the problem of frequent STAP discovery. Table 1 lists notations used throughout the paper.
A. DATA MODEL
With the development of sensor technology, the collection of time series data becomes convenient and reliable. In many applications, we are interested in the following data model. Definition 1: A multivariate time series (MTS) is the quadruple
where T = {t 1 , t 2 , . . . , t n } is the finite set of time points, A = {a 1 , a 2 , . . . , a m } is the finite set of variables, V a is the value ranges of variable a, and f : T ×A → V is the mapping function. If all attribute ranges are symbolic, we call it a symbolic multivariate time series. We further assume that t i+1 − t i = t i − t i−1 (2 ≤ i ≤ n − 1). That is, the time series is periodic. 
while a state with the logic form is
An example of state is { a 1 , L , a 2 , H } or equivalently a 1 , L ∧ a 2 , H . We are usually interested in whether or not a state matches MTS at a time point. Therefore, we propose the concept of state matching as follows.
We further denote the state matching as a function m(S, t, s) = 1, if s matches S at t; 0, otherwise.
When s ⊇ s , we will call s a sub-state of s , which is also denoted by s s .
Accordingly, s will be called the super-state of s. A state is a sub-state (or super-state) of itself. Moreover, we use s s to express that s is not a sub-state of s . For example, let s = { a 1 , L , a 2 , H } and s = { a 1 , L }, we have s s . In this case, we also say that s (s ) is more special (general) than s (s).
Therefore, the following propositions holds.
The empty state ∅ is the super-state of any state. Since
i.e., ∅ matches the MTS at any time point, it is called a wildcard. For univariate time series, a wildcard [44] , [45] , [47] (also called a not cared position) matches any character which is time point in an MTS.
To judge whether or not state s is frequent in S, we need to calculate its support, which is given by
It is abbreviated as Sup(s) when S is specified in the context. Therefore, we also have the following propositions about substate and ∅. 
where s 1 through s k are non-empty states, and k is the length of P.
To handle the pattern matching of a STAP, we should initially introduce the concept of position sequence. It is essentially introduced in [49] for a different scenario.
The first condition ensures that the position i 1 of I is in the index range. Note that the other positions do not have this requirement. The second condition ensures that the gap constraint is met. In other words, s j+1 is required to occur in
Given a STAP, the number of all possible position sequences is required.
be a wildcard gap, P = s 1 s 2 . . . s k be a STAP, and I be the set of all possible I of P. The cardinality of I is
The key issue is how a STAP matches an MTS at a position sequence.
If m(S, I , P) = 1, we say that P matches S at I . Moreover, the following property holds.
Proposition 4: Let P P , and I be a position sequence.
Proof:
According to Definition 7, we have m(S, I , P) = 1.
Finally, we can define the support of a STAP in an MTS as follows.
Definition 8: Given an MTS S = (T , A, V , f ) and a STAP P, the set of position sequences matching P is
hence the support of P in S is
When MTS is specified, Sup(P, S) can be abbreviated as Sup(P). Given a support threshold ρ d , P is called a frequent STAP iff Sup(P) ≥ ρ d . For example, given Table 2 as an MTS and
The following property holds. Proposition 5: If STAPs P P ,
Proof: We only need to consider the condition where P contains one less component than P . Formally, P = s 1 s 2 . . . s k−1 , and P = s 1 s 2 . . . s k . According to Eq. (11),
On the other hand, each match of P corresponds to at most | | matches of P , i.e.,
Therefore, we have
C. PROBLEM STATEMENT
We first propose the problem of frequent STAPs discovery as follows. Problem 1: Frequent STAPs discovery.
P is the set of frequent STAPs, which satisfy the constraints of ρ w and ρ d . Moreover, ρ w is the threshold for frequent states s ∈ P, and ρ d is the threshold for frequent STAPs. Now we analyze the time complexity of Problem 1. There are |V a | + 1 possible values for attribute a, including |V a | values and an additional choice for not using the attribute. Attributes are independent from each others while form a state. Moreover, the empty set is not viewed as a state. Consequently, the number of all states is
There are n time points and m attributes in MTS. For brevity, let M = max a∈A (|V a |)+1 where max a∈A (|V a |) is the maximal size of V a . Hence the time complexity of frequent state discovery is (nmM m ).
A STAP is constructed on the set of frequent states. Let the length of STAP be k ∈ [1, n] . There are n k=1 ( a∈A (|V a | + 1) − 1) k possible STAPs. With proposition 3, there are up to nm| | k−1 times of matching calculations. Let M be the same as before. Therefore, the time complexity of frequent STAP discovery is 
In other words, if a state is infrequent, all its sub-states are infrequent neither. Similarly, with proposition 5, we have Lemma 2: Let ρ d be the support threshold of STAP. If STAPs P P , Then, we replace the set of frequent states with frequent closed and maximal states. Because we have L max ⊆ L clo ⊆ L gen (i.e., |L max | ≤ |L clo | ≤ |L|), the process of STAPs discovery with L max is much faster than that with L clo , followed by that with L gen . Similarly, P max and P clo can significantly simplify the discovered STAPs, because P max preserves the complete frequent information of P gen , while P clo keeps both frequent and support information of P gen . Therefore, we can obtain three types of STAPs depending on three types of states.
III. METHODOLOGY
In this section, we first illustrate the framework of frequent STAPs discovery approach. In terms of three stages, we respectively adopt fluctuation discretization for feature extraction, width-growth for frequent state discovery, and depth-growth for pattern synthesis. Where, we further propose two algorithms for depth-growth stage and analyze the space complexity of the vertical one. Finally, we present a running example for good readability.
A. FRAMEWORK Figure 2 shows the framework of frequent STAPs discovery. For the input MTS, ρ w , ρ d and have been discussed in Section II-C. ''State type'' has three choices, namely general, closed and maximal state. ''STAP algorithm'' has two choices, namely horizontal and vertical algorithms. ''STAP type'' has three choices, namely general, closed and maximal STAP. In the fluctuation discretization state, the numerical MTS is transformed into a symbolic one. In the width-growth stage, three types of frequent states are obtained with the symbolic MTS. In the depth-growth stage, three types of frequent STAPs are discovered with the states from width-growth stage.
B. DISCRETIZATION
The SDA [50] , [51] algorithm computes the changes between values from one instance to the next, and divide the range into user-predefined sections. The data fluctuation is
where a ∈ A and i ∈ [1, |T | − 1], f , A and T all belongs to MTS in Definition 1. Then, we obtain a symbolic time series using a discretization table such as Table 3 . This table is application dependent, so it should be specified by the domain experts to get better results. For example, Table 3 is unsuitable for China stock market where the fluctuation interval is [−10%, +10%].
C. WIDTH-GROWTH
The general steps are shown in Figure 3 . Frequent states are obtained in this stage through an efficient frequent itemset discovery algorithm [42] , [43] . k-C is the set of candidate states with length k, and k-L is the set of frequent states with length k. L = k−1 i=1 i-L is the set of all frequent states. The support of candidate states are computed by the step/rectangle painted gray. If the support of a state with length k is not less than ρ w , it is frequent and stored in set k-L. When k-L = ∅, the loop will be stopped to output the set of frequent general/closed/maximal STAPs.
A vertical algorithm using Tids-list [43] is applied to speed up support computing through avoiding re-scanning MTS. Apriori property is introduced in the third step generating k-C, the algorithm is faster with less candidate states. We can obtain the other two kinds of output, namely frequent closed and maximal states, with the general ones. We define three types of frequent state as follows.
Definition 9: Let ρ w be the support threshold of frequent states. The set of frequent general states is
The set of frequent maximal states is
The set of frequent closed states is
Here frequent maximal and closed states are proposed to simplify the discovered states. Their relationship is given by the following proposition.
Proposition 6:
In a word, we can obtain L ∈ {L gen , L clo , L max } after width-growth stage. Algorithms can discovery frequent STAPs faster with less states. When L = L max , algorithms run at the fastest speed and maintain the complete information of frequent state.
D. DEPTH-GROWTH
For the simplicity of algorithm presentations, we first define the growth operation of position sequence and STAP. The growth operation of two position sequences is proposed as follows.
Definition 10:
The growth operation of position sequences I = i 1 i 2 . . . i n and I = i 1 i 2 . . . i m is
where
Consequently, the following propositions hold.
For brevity, the sub-sequence relationship of position sequence is denoted as I I .
For pattern growth, we present the following concept. We use P P to express that P is a sub-STAP of P , and P P to express that P is not a sub-STAP of P .
Given two STAPs, P = s 1 s 2 . . . s i and P = s 1 s 2 . . . s j , i, j ≥ 1, the growth operation is
Note that, there must be a between the end of P (i.e., s i ) and the start of P (i.e., s 1 ). In addition, growth operation ⊗ subjects to the following properties. Proposition 8: STAPs P, P α and P β subject to 1)
3) If P = P α ⊗ P β , P is a STAP and P α , P β P; Frequent STAPs are discovered in this stage with Algorithm 1. Using ρ d and L ∈ {L gen , L clo , L max }, depthgrowth stage obtains the set of three types of frequent STAPs P ∈ {P gen , P max , P clo }. For brevity, we only discuss the most general situation, namely let P = P gen and L = L gen .
L is the alphabet of STAP. Hence, 1-P in Line 2 is the set of frequent STAPs with length 1 and initialized by L. Longer STAPs are all constructed on 1-P, which is shown in Lines 7. Note that, Lines 8-10 is an Apriori pruning technique, where P.tail is also a STAP composed of the last i − 1 states of P. For example, let A, B, C and D be states, then we have P = A B C D and P.tail = B C D. If B C D is infrequent (P.tail / ∈ (i − 1)-P), A B C D must be infrequent. Lines 16-18 is the terminate condition of Algorithm 1, i-P = ∅ indicates that there is no longer frequent STAPs. Line 21 returns the set of all frequent STAPs, namely P gen = ∪ k−1 i=1 i-P. Finally, P max and P clo can be obtained with P gen .
Algorithm 1 Frequent STAPs Discovery
Input: An MTS S = (T , A, V , f ), ρ d and L = L gen ; Output: P gen = {P|Sup(P, S) ≥ ρ d }; Method: STAPsDiscovery. 1: P gen ← ∅; 2: 1-P ← L; 3: for (i ← 2; i < |T |; i + +) do 4: i-P ← ∅; 5: for (each P ∈ (i − 1)-P) do 6: for (each P ∈ 1-P) do 7: P ← P ⊗ P ;// Eq. (33). 8: if (P.tail / ∈ (i − 1)-P) then 9: continue;// Go to Line 6. Check a new P .
10:
end if 11: if (Sup(P) ≥ ρ d ) then 12: i-P ← i-P ∪ {P}; 13: end if 14: end for 15: end for 16: if (i-P = ∅) then 17: break;// Terminate the loop from Line 3.
18:
end if 19: P gen ← P gen ∪ i-P; 20: end for 21: return P gen ; Algorithm 2 shows the support computing of a STAP with horizontal technique. The support of each STAP is obtained by scanning the symbolic MTS. For each time point t i ∈ T (i ∈ [1, |T |]), there is a matching checking for s 1 ∈ P (Line 3). If s 1 matches t i , the number of all position sequences beginning with t i and matching P will be obtained by Algorithm 3. Among the inputs, α and β are two indices for iteration: α is the current start index of time point, and β is the index of current checked states of P.
Algorithm 4 is vertical and obtains the support through looking up its terminate position list (TPList).
Definition 12: Given a STAP P with length k, the TPList is defined by
where c(i k ) = |{I ∈ I P |I ends with i k }|.
The structure is fixed and easy to update. However, TPList is not available when users take the complete matching position sequences (i.e., i 1 i 2 . . . i k ) into account. if (s β matches t α+i ) then 7: c ← c + Count(S, P, G, G, α + i, β + 1); 8: end if 9: end for 10: return c;
On the basis of TPList, Algorithm 4 can easily obtain the support of P. The most improvement of efficiency is Line 5, which avoids copying and storing complete position sequences. In this way, Algorithm 4 becomes significantly fast.
We analyze the space complexity of complete position sequences. In the worst situation, maintaining complete position sequences of all STAPs probably make support computation slower than horizontal one or even unavailable due to out of memory. Moreover, the space complexity is
Fortunately, the maximal space of P.TPList is 2n. Therefore, the space complexity of Algorithm 4 is only ( n k=1 2n) = (n 2 ).
We propose the formal description for three types of frequent STAPs set as follows. The set of frequent general Algorithm 4 Support With TPList Technique Input: P .TPList, P .TPList, = [G, G]; Output: Sup(P); Method: STAP-AV. 1 : P.TPList ← ∅; 2: for (each elements (c(i k−1 ), i k−1 ) ∈ P .TPList) do 3: for (each elements (c(i 1 ), i 1 ) ∈ P .TPList) do 4: if 
STAPs is
The set of frequent maximal STAPs is P max = {P ∈ P gen | ∃P ∈ P gen s.t. P P }.
The set of frequent closed STAPs is P clo = {P ∈ P gen | P ∈ P gen , s.t. P P , Sup(P) = Sup(P )}.
Frequent maximal and closed STAPs can reduce redundant frequent STAPs, which makes the results more easy to understand. Naturally, the following proposition holds.
Proposition 9:
Replacing P gen with P max or P clo can effectively simplify the output. Table 4 lists the 9 subtypes of STAPs, where G, C, and M stand for general, closed, and maximal, respectively. GG-STAP is the most general type corresponding to the original definition of STAP (Definition 5). CC-STAP is the type where each state is closed, and the pattern is also closed. MM-STAP is the type where each state is maximal, and the pattern is also maximal. Namely, we have up to 9 techniques for STAP discovery corresponding to these subtypes. 
1) PATTERN COMPARISON
The left part of Figure 4 depicts an example of DTA. In the first stage, frequent subsequences are obtained and clustered through clustering [39] , [40] , [52] . An example of a feature cluster is a = {HLL, NHLL} PM2.5 . In second stage, frequent cluster sequences [40] across different time series are discovered through cluster connection. In this way, a DTA can cover k variables by connecting k times at least. The right part of Figure 4 shows an example. An example of state is d = { PM2.5, H , Temprature, H }. A STAP can cover all variables by connecting once when one of two states contains them all. An example is the state e → f in Figure 4 .
2) STAP-AH
Given an MTS listed in Table 2 There are two position sequences ended with 27, and three ones ended with 29. Therefore, the TPList of a 1 , L a 2 , H is
Finally, the support of a 1 , L a 2 , H is = 0.0625. The support of a 2 , H a 1 , L is 1+2 80 = 0.0375.
IV. EXPERIMENTS
In this section, we focus on the problem of temporal association analysis where the scalability of algorithm and the readability of pattern is the most important. Therefore, the following questions are answered by experiments: 1) 1) How is the performance of pre-pruning and postpruning techniques? 2) How is the performance of horizontal and vertical algorithms? 3) What interesting STAPs can we obtain from the realworld datasets?
A. DATASETS In order to obtain the significant STAPs, we make widthgrowth algorithms ignore the specific value ''N'' of each attribute. This is because ''N'' means the current state of the corresponding attribute with ''minor change'', which most probably happens but is usually not concerned by people. All of their symbolic version can be downloaded from SAMLE 4 .
B. PRUNING PERFORMANCE
Question 1 is discussed here. First, we discuss the pruned state and STAP number of pre-pruning and post-pruning techniques. Second, we discuss the running time of Algorithm 2 (horizontal) and Algorithm 4 (vertical) with two different prepruning techniques. Figure 6 shows the numbers of the frequent general, closed and maximal states change with threshold ρ w . The black - * -line means general states, the red rectangle denotes closed states, and the blue --rectangle denotes maximal states. We can observe that the pre-pruning technique obtaining frequent maximal states has the best pruning performance, followed by that of obtaining frequent closed states. Although frequent maximal state is a kind of loss compression, the number of pruned states is very satisfactory. In Figure 6(b) , the difference between maximal and general state is up to 5 orders of magnitude. In Figure 6(c) , the difference between maximal and general state is still 3 orders of magnitude. Although frequent closed states can retain the support information (lossless compression), the number of closed states increases rapidly with less ρ w (see, sub- Figures 6(a) and (d) ). Figure 7 shows the numbers of the frequent general, closed and maximal STAPs change with threshold ρ d . Without loss of generality, we obtain P gen , P clo and P max with L gen , L clo and L max , respectively. Table 6 shows the number of patterns under different ρ w settings. | ≤ |P clo | ≤ |P gen |, hence frequent maximal and closed STAP can effectively simplify the output. We also observe that |P max | = |P clo | = |P gen | when ρ d is set relatively large (see, e.g., ρ d = 4E − 3 or 2E − 3 in Figure 7 (i) and ρ d = 0.9981 or 0.998 in Figure 7 (d) ). This is because algorithms only obtain frequent STAPs with length 1 using these ρ d settings. Moreover, the form like ''aE − b'' means a × 10 −b , for example 4E − 3 = 4 × 10 −3 = 0.004. With the other sub-figures, we can observe that less ρ d brings us more frequent STAPs. Figures 7 (d) (e) show a fluctuation trend for maximal STAP. This is because there are some new frequent maximal STAPs occurring and pruning more existing STAPs. Finally, we observe that 1) Figure 7 (a) is the same as Figure 7 (b); 2) Figure 7 (d) is the same as Figure 7 (e). This is because they have the same set of frequent states, namely L gen = L clo (see, e.g., Table 6 ). 2) THE EFFECT OF PRUNING TO RUNTIME Table 7 shows the average runtime affected by pre-pruning techniques obtaining frequent STAPs with L gen , L clo and L max respectively. The range of ρ d is set from 0.01 to 0.005 in Dataset I with step length being 10 −3 . The range of ρ d is set from 0.9981 to 0.9972 in Dataset II with step length being set as 10 −4 . The range of ρ d is set from 0.02 to 0.0183 in Dataset III with step length being set as 2 × 10 −4 . The range of ρ d is set from 0.2 to 0.075 in Dataset IV with step length being 5 × 10 −4 .
1) THE EFFECT OF PRUNING TO THE NUMBER OF PATTERNS
First, it can be observed that the runtime of two algorithms based on L clo and L max is much shorter than that based on L gen . In Dataset I of Table 7 , pre-pruning technique with L clo speeds up about 3000ms while that with L max speeds up about 11 times. In Dataset II of Table 7 , prepruning technique of L clo speeds up about 17 times while that of L max speeds up about 750 times. In Dataset III of Table 7 , pre-pruning technique of L clo speeds up little while that of L max speeds up about 216 times. In Dataset IV of Table 7 , pre-pruning technique of L clo speeds up about 10 6 ms while that of L max speeds up about 8,268 times.
Second, Table 7 (b) does not show the runtime of vertial algorithm on Dataset II. This is because the vertical one (STAP-AV) is too time-consuming (≥ 24 hours) to obtain the set of frequent STAPs (P ∈ {P gen , P max , P clo }). More seriously, when ρ d is set less than 0.9, it makes computer run out of memory due to massive and long TPlists. It is mostly caused by the distribution of dataset, namely most of candidate STAPs are indeed frequent in Dataset II (88,840 rows × 51 columns).
C. ALGORITHM PERFORMANCE
Question 2 is discussed here. We successively present the runtime of STAP-AH and STAP-AV changing with threshold ρ d and wildcard gaps . 1) RUNTIME WRT. ρ d Figure 8 shows the runtime of the Algorithms 2 (STAP-AH) and 4 (STAP-AV) with three different types of states, namely L gen , L clo and L max . For these 4 sub-figures, Horizontal-General means we apply horizontal algorithm with general frequent states, namely let STAP algorithm be STAP-AH and L = L gen . Similarly, Vertical-Maximal indicates that we use vertical algorithm with frequent maxima states, namely let STAP algorithm be STAP-AV and L = L max . In a word, there are total 6 combinations presented and all of them can be shorted as ''2 STAP algorithms with 3 state types''.
First, we can observe that the speed of STAP-AV is much faster than that of STAP-AH in most cases. In terms of Dataset III, the runtime of STAP-AV ranges from 1.3×10 3 ms to 1.5 × 10 3 ms with ρ d set from 0.06 to 0.02. The runtime of STAP-AH ranges from 1.1 × 10 5 ms to 1.8 × 10 6 ms. STAP-AV is about 10 2 to 10 3 times faster than STAP-AH on this dataset. In terms of Dataset IV, the runtime of STAP-AV ranges from 8.9 × 10 3 ms to 1.6 × 10 5 ms with ρ d set from 0.11 to 0.075. The runtime of STAP-AH ranges from 9.4 × 10 4 ms to 1.2 × 10 7 ms. STAP-AV is about 10 to 10 2 times faster than STAP-AH on this dataset. In a word, vertical STAP-AV has better scalability than horizontal STAP-AH based on these two datasets. In terms of Figure 8 Second, the speed of STAP-AV may be slower than that of STAP-AH. In Figure 8 (a) , STAP-AV is about 3 × 10 3 ms slower than STAP-AH when ρ d = 10 −2 = 0.01.
In Figure 8 (b) , STAP-AV is even unavailable with the general and closed frequent states. Moreover, the runtime of Vertical-Maximal is about 10 times slower than its competitor Horizontal-Maximal. The reason of the above two cases is that the cost of updating TPList greatly exceeds the cost of re-scanning the whole dataset. In Figure 8 (d) , Horizontal-Maximal is about 1 to 2 orders of magnitude faster than Vertical-General and Vertical-Closed. This is because the number of maximal frequent states is much less than that of closed and general states. Therefore, there are much less candidate STAPs generated by the maximal ones.
D. STAP VISUALIZATION
Question 3 is discussed here. Figures 9-10 illustrate the discovered interesting STAPs visualization results on Datasets I and III. The results of other two datasets are ignored for simplicity. We draw an arc from state s 1 to s 2 when we look up an interesting STAP s 1 s 2 . For the brevity of visualization, we adjust ρ w and ρ d to keep the number of frequent STAPs with length 2 ranging from 10 to 20. Although interesting STAPs with length greater than 2 cannot be observed directly, the graph still presents certain clue. Finally, the wildcard gap between any two states is set [3, 6] .
1) DATASET I
In terms of Figure 9 , state 1 (i.e., C6H6(GT), e ) is the cause of 3 states and the effect of 6 states. State 2 (i.e., PT08.S2(NMHC), d ) is the cause of 2 states and the effect of 5 states. State 5 (i.e., T, c ) is the cause of 11 states, however it is only the effect of 5 states. There are strong associations among the above three sates, because the arrows connecting them are bi-directional. Moreover, states 3, 4, 14 and 16 are also interesting because they have some possible cause and effect relationships with states 1, 2 and 5.
2) DATASET III Figure 10 shows an unconnected graph of state transition. This is because the associations between states 1-2 and states 3-11 is not significant enough for threshold ρ d = 0.019. States 3 (i.e., flow pressure(MPa), f ) and 7 (i.e., shock(VIB), f ) are the center node while they are only connected by state 4 (i.e., producing water(m3) , B ). States 1 (i.e., casing pressure(MPa) , f ) and 2 (i.e., gas/oil ratio(m3/m3), f ) have a strong associations which is independent of the other states. However, the potential relationships may be discovered with a more appropriate ρ d .
V. CONCLUSION AND FURTHER WORKS
This paper proposes a state transition pattern with periodic wildcard gaps (STAP) on four practical scenes ( Table 5 ). STAPs are frequent states occurring sequentially with periodic time delays so as to capture a wide range of local temporal associations among multivariate time series (MTS). Moreover, the horizontal and vertical algorithms are proposed to discover frequent patterns. The vertical algorithm is much faster than the horizontal one in most cases except the cost of operating TPList exceeds that of scanning the whole MTS. Furthermore, pruning techniques such as obtaining frequent closed, maximal states and STAPs, effectively speed up algorithms and simplify the output. Finally, the visualization technique can further strengthen the readability of STAP.
The following research topics deserve further investigation: 1) 1) Develop new algorithms such as pattern-tree and incremental learning to obtain STAPs. 2) Develop new algorithms to straightforward discover frequent closed and maximal STAPs but post-pruning. 3) Entrust states more semantics to get more interesting STAPs, such as tripartition [53] states into weak, medium and strong sets. 4) Improve visualization technology such as TextFlow, for better readability of STAPs. 5) Extend new pattern mining problem such as Nonoverlapping rules [54] and Multi-pattern matching [55] .
