Abstract: This paper addresses multisensor collaboration for the detection of weak and noisy signals using a network of wireless sensors. We propose a scheme that is designed to detect spatially correlated signals, which is common in many sensor network applications. The proposed scheme allows sensor nodes to automatically form collaborative teams to combine multisensor information for efficient detection of target signals. It applies a clustering measure for multisensor decision fusion that improves the detection performance over traditional schemes that use a counting rule. Associated communication protocols to perform multisensor collaboration, data aggregation and fusion are presented. These protocols are designed to optimise the communication cost in the network while maintaining low probabilities of error for collaborative detection. Performance evaluations of the proposed schemes, obtained using extensive computer simulations, are presented.
Introduction
A wireless sensor network typically consists of a large number of inexpensive sensor nodes that are distributed over a region of interest. Each sensor node may be equipped with multiple sensors (such as sensors for detecting temperature, light, sound, humidity, chemical, etc.) along with limited processing and wireless communication capabilities. The sensor nodes can autonomously form a wireless network among themselves using multihop wireless transmissions. Although the processing and communication capabilities of individual sensor nodes are limited due to their small form factor and cost, the collective capacity of a network of many sensor nodes provides a powerful distributed sensing platform. Hence, there is tremendous interest in using wireless sensor networks for autonomous detection and monitoring of signals over large areas (Estrin et al., 1999 (Estrin et al., , 2001 . Applications include environmental monitoring, intelligent battlefields, disaster detection, agriculture, industrial process monitoring and control and even home applications such as home security, airconditioning and child safety systems.
Sensor nodes are expected to be small and remain unattended for a long period of time. Thus, battery is a premium resource and energy consuming activities such as wireless packet transmissions and signal processing must be minimised so as to maximise the battery life at the sensor nodes. Consequently, a key challenge is to design communication/networking schemes for wireless sensor networks that are energy-efficient. Since such solutions are highly application dependent (Zhao and Guibas, 2004) , designing tailored solutions for the processing and associated inter-sensor communication protocols for desired applications are of interest.
This paper addresses applications requiring the detection of targets that are characterised by a weak signal distributed over a certain region. Examples of such targets include chemical or radioactive leaks in industrial environments; contamination, pH levels or salinity in groundwater and the temperature/humidity distributions that may be used to detect the potential of fire hazard in forests. In most cases, the signal level produced by such targets may be low and noisy, causing individual sensor observations to be insufficient for reliable detection. However, the fusion of independent local decisions from a group of sensors can be used to obtain a global decision regarding the presence of the target with low probabilities of error. Multisensor fusion algorithms can also benefit from exploiting the inherent spatial correlation of the signal distribution from such targets, which is the main goal of this work. The challenge is to design a set of communication and data fusion algorithms that can enable the sensors to autonomously form a collaborative team to efficiently and quickly detect the target.
Though the topic of information fusion is centuries old, the specific challenges for multisensor data integration in sensor networks deserve special attention due to several reasons. To conserve energy, sensor networks must involve a minimum number of sensors for collaboration. In the absence of any fixed infrastructure, this can be achieved by designing signal processing and communication protocols that allow sensor nodes to autonomously form collaborative teams near a suspected target. Since such actions imply the collaboration of a random number of nodes as well as their communication topology, the problem of designing optimum fusion rules for such applications is much more complex than that addressed in traditional distributed detection literature (Viswanathan and Varshney 1997; Varshney, 1996) , where a predefined number of sensors and their topology are assumed. Recent research on distributed detection problems in sensor networks involving fusion of random number of sensors may be found in Niu and Varshney (2005) Van Dyck (2001) and Patwari and Hero (2003) .
We propose a multisensor collaboration scheme that is designed to detect spatially correlated signals by involving a small subset of nodes in the network. The proposed scheme includes a set of communication protocols and a novel multisensor data fusion scheme to perform the following functions: 1 all sensors periodically compute local decisions regarding the presence or absence of the target from their own signal samples. Whenever a sensor is 'triggered' by a positive local decision, it seeks inputs from a certain number of neighbouring sensors for collaborative signal detection 2 an appropriate set of neighbors respond to this collaboration request by transmitting their local decisions to the requesting sensor node and 3 the requesting sensor applies a data fusion algorithm based on the received information to generate the final decision regarding the presence or absence of the signal.
A key contribution of this work is the introduction of a clustering measure in the fusion algorithm for detecting spatially correlated signals as opposed to one that is based on a counting rule (Niu and Varshney, 2005) . The proposed fusion rule utilises location information from collaborating sensors to determine the proximity of sensors that have similar observations. We simulate the proposed scheme using the discrete event network simulation platform SensorSim (Park et al., 2001 ) and obtain average detection probabilities and communication costs under various signal and noise models. The benefits of using the clustering measure for detecting spatially correlated signals are analysed from these simulations. Following this introduction, we present preliminary ideas on multisensor information fusion and the assumed system model in Section 2. The proposed collaborative detection scheme, including the communication framework and fusion algorithm is described in Section 3. Performance evaluations obtained from computer simulations are presented in section 4. Conclusions are presented in Section 5.
Preliminaries
Multisensor information fusion has been researched for many years for applications involving detecting signals that are distributed over areas larger than the coverage area of an individual sensor (Blum et al., 1997; Viswanathan and Varshney, 1997) . For such cases, combining or fusing information from multiple sensors improves reliability in detection over that obtained from any one sensor. This is particularly useful when the signal being detected is weak and noisy. The basic objectives for designing such distributed detectors are to obtain a set of local processing (in each sensor) and data fusion algorithms so as to minimise the probabilities of detection errors while meeting specified constraints of the communication cost. We assume a network of a large number of wireless sensor nodes that are distributed over the monitoring area. Each sensor is aware of its location in the network, which is possible using special geopositioning techniques (Bulusu et al., 2000; Saverese et al., 2001) . Sensor nodes independently obtain periodic observation samples to monitor the existence of the signal. Each sensor processes its observation samples to generate a local decision that Figure 1 Illustration of collaborative detection of a target by a set of sensors located near it. Here, a sensor close to the target sends out a request for collaboration to its neighbors. Upon receiving the responses, marked by arrows, it takes a final decision about the target. Figure 1 . Noise in the sensor observations may lead to two types of errors. The event in which the final decision is the hypothesis H 1 even when a signal is not present is known as a false alarm and the event in which the decision is H 0 when a signal is actually present is known as a missed detection. Although it is desirable to design decision rules that generate low probabilities of false alarms as well as missed detections, for most practical signal detection problems there is a tradeoff between these two error probabilities. In general terms, this can be seen by considering the following fact: if we change the decision threshold for a threshold detector so as to increase the probability of detecting a target when one is present (i.e. to reduce the probability of miss), it is likely that it will also have a higher probability of deciding that the target is present when it is in fact not present (i.e. generates a false alarm). However, when comparing two different detectors, a performance criterion based on both error probabilities need to be used. One of the optimisation criteria used for designing a detector, which we use in this work, requires that the probability of missed detection P miss be minimised while maintaining the false alarm probability P FA to be within a specified limit (Van Trees, 1968) . Note that P miss = 1−P DET , where P DET is the probability of detecting an existing signal. Hence, this criterion implies that the detection probability is maximised while the false alarm probability is maintained within some acceptable limit.
Optimisation of a collaborative detection scheme requires the derivations of optimum solutions for two problems: (a) the binary hypothesis testing problem at the local sensors, that is, the local decision rule and (b) the fusion rule for generating the global decision from a set of local decisions.
Rather than deriving the jointly optimum solutions for these problems, we present a collaborative detection scheme in which the local decision at each sensor node is generated by applying a threshold test to its local observations and the fusion rule is based on the combination of a counting rule and a clusterisation metric. The performance of this detection scheme is compared numerically with one in which such a clusterisation metric is not used.
Proposed detection scheme
In this section, we first present the assumed signal and noise models and then describe details of the proposed collaborative detection scheme.
Signal and noise model
We assume that all sensor nodes periodically obtain observation samples of the signal to detect the presence of the target. The j th observation sample Y ij at the ith sensor SN i may be represented as:
where a i is the strength of the signal emitted by the target and received at SN i and N ij , j = 1, 2, . . ., represent random variables that model the noise in Y ij . We assume that the noise random variables N ij at each sensor SN i , i = 1, 2, . . ., are independent and identically distributed (iid), though its probability density function (pdf) may be different at different sensors.
We consider two types of targets that are characterised by the following models for the received signal strength a i :
1 Single point source: here, the target is modelled as an isotropic signal source with a path loss factor α. Accordingly, the signal strength a i at SN i may be represented as:
where θ is the strength of the signal at the source locationx, andx i is the location of SN i . Examples of targets for which this model may be applied include the source of leakage of some contaminating chemical in industrial or agricultural settings, the sound from a moving armoured vehicle in a battlefield or a source of a radioactive material. The path loss factor α will depend on the type of signal considered (sound, radioactive radiation, etc.). This model implies a high degree of spatial correlation of the target signal.
2 Distributed signal source: spatially correlated signals may also arise from non-point or distributed sources, where the signal is perceived at relatively larger regions of the monitored area. Examples include regions where soil temperatures, humidity, salinity, pH levels, etc., exceed certain desired levels. We characterize a distributed source by a contiguous region S where the signal is present. All other locations of the monitored area are considered to have zero signal. Here, the signal strength at the ith sensor may be represented as
where θ is the signal strength that is assumed to be equal at all locations within S. Although this may not be accurate assumption in some cases, it represents a simple model to describe such distributed sources. An illustration of a distributed signal source is depicted in Figure 5 .
Proposed collaborative detection scheme
We propose that each sensor periodically performs a threshold test on its local observations to determine when it should seek collaboration. The local threshold test at SN i is described as follows:
where u i is the binary local decision that is computed using the average of L consecutive observation samples at SN i , and T l is a predefined local threshold. When the threshold test produces a positive local decision at SN i , that is, u i = 1, SN i decides to seek collaboration from its neighbours for obtaining a global decision about the presence of the target. This is based on the idea that although noise in the local decision observation samples may sometimes cause u i = 1 even when the target is not present, most neighbouring sensors would not have wrong local decisions. On the other hand, since the target signal is spatially correlated, whenever a target is present, the local decisions of neighbouring sensors are expected to be 1. Hence, when u i = 1, SN i only decides that the target is likely to be present for which collaboration is necessary. For the sake of simplicity, we consider T l to be constant and equal at all sensors. In applications marked with variations in noise estimates and/or calibration differences among sensors a variable or adaptive local threshold may be considered.
Collaboration is sought from neighbours by transmitting a query packet that is broadcast over a Region of Collaboration (ROC). All sensors in the ROC reply by sending back their local decisions as well as their geographical locations. The sensor node that initiated the query broadcast determines the global decision based on the received information from the ROC. A critical issue in this scheme is to avoid incurring unnecessary communication costs that can be caused by multiple sensors seeking collaboration concurrently. While cost-effective collaboration is implemented by a set of appropriately designed communication rules, minimisation of errors in obtaining the global decision depends on the data fusion scheme. These schemes are described in the following.
Communication framework
The proposed framework for implementing energy-efficient communications for collaboration among sensors is based on the following principles:
• Delayed query transmissions: a node that requires collaboration schedules the transmission of the query packet after a delay that is inversely proportional to the observation sample. This mechanism allows the node that received the maximum observation sample (i.e. located nearest to the signal source) to initiate the collaboration for detecting the signal. However, to avoid concurrent transmissions of query packets from multiple nodes in the same locality, an additional random delay is introduced before the query is transmitted. A node cancels its scheduled transmission of a query packet if it receives a query packet from another node.
• Localised flood of query packets: once a query packet is triggered, it initiates a localised query flood within the ROC. This is implemented using a hop count counter in the query packet. A node that receives the query packet increments the counter and re-broadcasts the query packet as long as it is below a maximum of K max hops (predetermined). After K max hops the query packet is not forwarded further. Instead, a reply packet is sent back to the source, containing the node's local decision and its location information.
• Aggregation of data packets on reverse route: when reply packets are forwarded back to the root node that initiated collaboration, each forwarding node attempts to aggregate the information from all its children before transmitting the information back to its parent node. This is implemented by introducing a waiting period at each node before forwarding the reply packet, to allow all of its children to reply.
These ideas are incorporated into a communication framework that consists of query broadcasting and aggregation phases, as detailed below:
• Query broadcasting phase:
• Broadcasting the query and forwarding of reply packets are implemented using a tree-based routing algorithm with the triggered node as the root. The query packet includes the node ID, an incremental sequence number and a counter with a predefined hop count.
• Any node that receives the query packet checks its sequence number to determine if it is a duplicate of one that it has received before. If it has not been received before, it performs the following tasks:
-it increments the hop count by one -it inserts the packet in its broadcast table and -it saves the sender node's ID as its parent, to be used for routing reply packets back to the source.
• Each of the nodes receiving a new query packet then rebroadcasts it after inserting its own IDs and the root information.
• When a query packet is received with the counter value of K max , the node unicasts a reply packet back to the root, according to the rules of the aggregation phase.
• Aggregation phase:
• Any node that initiates transmission of the reply packet and all other nodes along the route back to the root insert their own local decisions and location information in the reply packet before transmission.
• All intermediate nodes perform data aggregation from all its children before forwarding it. The children have a specific amount of time from the time of receiving the query packet by which they should forward the reply packet to its parent. After waiting for this stipulated waiting period, an intermediate node aggregates all received reply packets and sends it to its parent.
• Eventually all reply packets are forwarded to the root, where the communication is stopped.
Distributed sensor data fusion
Once the node that initiated the query flood receives the replies (implemented by a maximum waiting period for all replies to be received), it performs fusion of the received information by utilising the following factors:
• Number of positive local decisions: if the signal and noise distributions at all the collaborating sensors is identical and noise is Gaussian, it can be shown that the optimum fusion policy at a central node (root) that receives all the local decisions is given by comparing the number of positive local decisions to a threshold (Viswanathan and Varshney, 1997) . Although the signal and noise distributions at different sensor nodes under the proposed scenarios are expected to be different, we use the number of positive local decisions as one of the factors for decision fusion.
• Spatial correlation of the detected signal: to further improve the detection probability, we apply a measure of spatial correlation for target detection. The idea is to include a clustering measure in the fusion rule that gives greater importance to local decisions that are 1 when the corresponding sensors are more clustered than those that are spatially isolated. This is illustrated in Figure 2 where filled circles indicate those sensors whose local decisions are u i = 1 and unfilled circles represent sensors whose u i = 0. The clustering measure should give greater weight during fusion to the 7 sensors whose u i = 1 within the smaller circle in Figure 2 (b) than to the 7 sensors whose u i = 1 within the circle in Figure 2 (a) because of the fact that 7 sensors in the first case are within closer proximity of one another. Here, the larger circles are used to indicate the region where collaboration is enacted. Such a clustering measure is computed from the locations of the sensors that replied to the query and depicts the degree of spatial correlation of sensors for which u i = 1.
With these, the proposed fusion rule is described as:
where N r is the number of sensors that replied to the query packet, u i represents their local decisions (0 or 1) and F is a clustering measure that represents the degree of clustering of the sensors whose local decisions are 1. The threshold T f is determined on the basis of the desired probabilities of false alarm and missed detection. To obtain F , the fusion node first determes the centroid of the N 1 sensors whose u i = 1. Then, F is calculated as
where r i is the distance from the centroid of the ith sensor whose u i = 1 and R max is longest distance of any node from the centroid within the collaborative zone.
Numerical results
We now present the performance of the proposed scheme in several example scenarios consisting of both point and distributed signal sources. For all scenarios we consider a network consisting of 100 nodes that are placed uniformly in a 10 × 10 grid with internode spacing of 14 m (see Figure 3) . The proposed communication and detection schemes were implemented in a discrete event sensor network simulator called Sensorsim, which is based on the network simulator ns-2 (1997). Each sensor obtains a local decision from its local observations at intervals of 20 s. Threshold values for the local threshold tests and the fusion rule are chosen such that the overall probability of false alarm is P f a = 0.01. These are obtained offline from simulations using a signal strength θ = 0. With these threshold values, we run simulations with different values of θ in the range 0.0 to θ max to determine the performance of the collaborative detection scheme in terms of its probability of detection and the corresponding communication cost. θ max is 10.0 for the case of point sources and 1.0 for distributed sources. The detection probability is obtained from the average number of times a signal is detected during a simulation time of 2000 s, that is, 100 observation Figure 2 Example scenarios of distribution of nodes with local decisions u i = 1 depicted by filled circles and u i = 0 depicted by unfilled circles. The scenario in (a) shows a typical distribution of local decisions caused by noise only (no target signal) whereas (b) depicts a scenario that is caused by some physical phenomenon occuring at the centre of the field
intervals. The communication cost is estimated from the average number of packets transmitted in the network. The noise is assumed to be white Gaussian with a variance of 1.0 for all simulations.
To determine the benefit of using the proposed clustering measure, we compare the detection probabilities obtained using the proposed collaborative detection scheme with that where the clustering measure is not used, that is, fusion is based on a counting rule. When the clustering measure is not used (F = 1), the global decision is obtained by comparing 1/N r i u i to a threshold. Point source results: we first consider a scenario where the target is a point source located at the centre of the network. We assume a signal decay exponent α = 1 and obtain the average detection probabilities with and without using the clustering factor, with K max = 1, 2, 3 and 4. The results, depicted in Figure 4 , indicate that the proposed collaborative detection scheme using the clustering measure provides much higher detection probabilities than that where the clusterisation measure is not used, for all values of K max . The detection probabilities depend on the ROC, which is determined by K max . It is interesting to note that a larger ROC does not necessarily provide the best detection performance. For this scenario, the detection performance improves when K max is increased from 1 to 2, but degrades when it is increased beyond 2. This is due to the fact that the exponentially decaying signal strength causes sensors that are located farther from the target to be less effective in detecting the target (i.e. their observations are characterised by lower signal strength compared to noise and hence the probability of u i = 1 decreases with increasing distance from the target). Consequently, the average detection probability decreases when the global decision is obtained by combining the local decisions of sensors that are significantly far from the target. The number of packet transmissions in the network depend on the frequency of collaboration requests generated and the size of the ROC, that is, K max . Since a sensor node schedules a collaboration request every time the local decision u i = 1, the frequency of collaboration requests depends mainly on two factors: the threshold for the local decision rule T l and the signal strength at the sensor. The probability of u i = 1 increases when the signal strength at the sensor is higher or when T l is lower. Hence, for the same signal strength, the number of packet transmissions may be reduced by choosing a lower value of T l at the sensor nodes. Since the value of T l along with that of T f determines the probability of detection, one may not set the value of T l arbitrarily. However, it is possible to choose a number of combinations of values for T l and T f so as to obtain similar detection error probabilities.
In Table 1 , we list a number of different sets of T l and T f values that generate the same P f a using the proposed collaborative detection scheme and depict the corresponding P DET values (probability of target detection when θ = 10.0) and the average number of packet transmissions. It is observed that for all sets of thresholds, the number of packet transmissions is higher when the signal strength θ = 10.0 as opposed to when θ = 0.0. The number of packet transmissions is significantly reduced for higher values of T l (which require appropriately chosen values of T f so as to maintain the same P f a ). However, for threshold sets where T l > 0.7, the value of P DET is lower. Hence, a balance between the desired detection probability and the communication cost is desired. The detection probabilities depicted in Figure 4 correspond to (T l = 0.43, T f = 0.76). Distributed source results: the improvement obtained in the detection probability using the clustering measure for the point source is not surprising, as the fusion rule is designed to favour the detection of a point source for which clustering is highest. To determine the performance of the proposed collaborative detection scheme for other types of spatially correlated signals, we consider distributed sources as shown in Figure 5 . These two distributed sources were constructed to cover the same number of sensor nodes with different amounts of spatial correlation. The corresponding detection probabilities using K max = 2 are shown in Figures 6 and 7 , respectively. The results indicate that the performance of the collaborative detection scheme degrades when the spatial correlation is smaller. However, usage of the clustering measure provides better performance in both cases. The corresponding number of routing packets generated, shown in Figure 8 , are much higher than that for the point source scenario. This is due to two reasons. Firstly, due to the comparitively weaker signal strength of the distributed target, the local thresholds T l used in this case are much lower. Hence, more number of collaborations were initiated in these scenarios. Secondly, the larger area of the distributed target also contributed to the increase in the number of collaborations in the network, thereby increasing the number of routing packets in the network. The communication increases with signal strength, due to higher number of collaborations initiated at different parts of S. 
Conclusions
We presented a multisensor collaboration scheme for wireless sensor networks that is effective in detecting weak but spatially correlated signals. The proposed scheme allows sensors to collaborate among a certain number of neighbours to reliably detect the target without incurring a high communication cost. A novelty of the scheme is the utilisation of a clustering measure to improve the possibility of detecting such targets. Clustering analysis has been successfully applied in a wide range of applications that include marketing, medicine, city planning, etc. (Anderberg, 1973) . Our studies show that it has a tremendous scope for designing signal processing algorithms in sensor networks as well.
The communication cost depends largely on the thresholds used for the local and global decision tests. These values may be optimised to maintain the desired detection error probabilities while minimising the number of packet transmissions in the network. It may be noted that since the presence of a target is a rare event in most applications, the number of packet transmissions when θ = 0 is a crucial factor that determines the average energy consumption in the network. Hence, in addition to maintaining the highest possible value of T l , additional measures may be taken to reduce the probability of generation of query floods caused by noise when no signal is present. A possible mechanism to achieve this is to allow only those nodes in the ROC to propagate the query packet for which u i = 1. This could suppress many query packets from propagating that are generated by noise only. However, the corresponding fusion scheme would be more complex.
The effectiveness of the clustering measure for detection of spatially correlated signals provides motivation in applying the concept in other signal detection applications in sensor networks as well. In our earlier work on signal detection with sensor networks (Patil et al., 2004) , we presented a serial traversal scheme over a sensor network to detect a weak signal. The objective is to search through the whole network sequentially until the target is found. In such applications, the sequential fusion scheme may benefit from using a clustering measure to exploit the spatial correlation of signals from a possible target. The main challenge would be to design appropriate data aggregation techniques that avoid making the payload of wireless packets too high while conveying clustering information during traversal through the network.
