Predictive models, based on environmental and water quality variables, have been used to improve the timeliness and accuracy of recreational water quality assessments, but their effectiveness has not been studied in inland waters. Sampling at eight inland recreational lakes in Ohio was done in order to investigate using predictive models for Escherichia coli and to understand the links between E. coli concentrations, predictive variables, and pathogens. Based upon results from 21 beach sites, models were developed for 13 sites, and the most predictive variables were rainfall, wind direction and speed, turbidity, and water temperature. Models were not developed at sites where the E. coli standard was seldom exceeded. Models were validated at nine sites during an independent year. At three sites, the model resulted in increased correct responses, sensitivities, and specificities compared to use of the previous day's E. coli concentration (the current method). Drought conditions during the validation year precluded being able to adequately assess model performance at most of the other sites. Cryptosporidium, adenovirus, eaeA (E. coli), ipaH (Shigella), and spvC (Salmonella) were found in at least 20% of samples collected for pathogens at five sites. The presence or absence of the three bacterial genes was related to some of the model variables but was not consistently related to E. coli concentrations. Predictive models were not effective at all inland lake sites; however, their use at two lakes with high swimmer densities will provide better estimates of public health risk than current methods and will be a valuable resource for beach managers and the public.
C urrent bacterial indicator methods used to monitor recreational water quality take 18 to 24 h before results are available. For example, in Ohio, a recreational water quality advisory is posted if the previous day's Escherichia coli concentration is above the single-sample bathing-water standard of 235 CFU per 100 ml (http://www.odh .ohio.gov/odhprograms/eh/bbeach/beachmon.aspx). Because bacterial concentrations might change overnight and even throughout the day (1, 2), water quality advisories may not reflect the current public health risk. Due to this time lag issue, water resource managers are seeking solutions that provide near-real-time estimates of recreational water quality (3) .
Predictive models are recommended by the U.S. Environmental Protection Agency (EPA) to improve the timeliness and accuracy of recreational water quality assessments (4) . Predictive models use rapid or easily measured environmental and water quality variables to yield the probability that the state standard will be exceeded or to estimate densities of bacterial indicators, such as E. coli. Predictive models have been used to provide near-real-time assessments ("nowcasts") of recreational water quality at Great Lakes beaches and are used as the basis for posting advisories at three Lake Erie beaches in Ohio (http://www.ohionowcast.info), three Lake Michigan beaches in Illinois (http://www.lakecountyil .gov/Health/want/Pages/SwimCast.aspx), and two Lake Michigan beaches in Wisconsin (http://www.wibeaches.us/). These models are also used to predict levels of E. coli in recreational rivers, including the Cuyahoga River in Ohio (http://www.ohionowcast .info) and the Chattahoochee River in Georgia (http://ga2.er.usgs .gov/bacteria/default.cfm).
Although predictive models have been used at coastal beaches, little work has been done to develop and test their use in inland recreational lakes and reservoirs. Inland water bodies are popular swimming and boating destinations throughout the United States. For example, in the Ohio State Park system, there are 78 designated swimming beaches, the majority of which are inland lakes (5) . Alum Creek State Park, near Columbus, OH, and included in this study, receives over 2,000,000 visitors annually, similar to visitation rates at several Lake Erie beaches.
In spite of widespread use of inland recreational waters, there is also a paucity of information on the occurrence of pathogens that cause disease in these waters. Data on pathogens at inland beaches are needed in order to establish the link between results from predictive models and the density of pathogens that increase human health risk. In 2007 and 2008, pathogens associated with outbreaks of illness acquired from ambient recreational waters in the United States included E. coli O157:H7, Shigella, Cryptosporidium, and norovirus (6) . In recreational epidemiological studies, diarrhea and respiratory ailments are the common reported health outcomes, and it is believed that these may be associated with a variety of unidentified enteric viruses (7) . Avian species, such as gulls, which are commonly found at beaches, have been known to carry pathogens that can infect humans, such as Campylobacter spp. (8) and Cryptosporidium and Giardia (9, 10, 11) . While ruminant species, such as cows and deer, are the primary reservoir of pathogenic E. coli, these pathogens have also been found in humans, swine, and other domestic and wild animals as host organisms (12) . Markers of pathogenic E. coli have been found in river systems that can influence beach environments (13) . Salmonella species are recognized for having a very large host range that includes humans, birds, and most other warm-blooded animals (14) , but gulls and sewage are recognized as important sources of Salmonella in recreational waters (15) . Unlike pathogenic E. coli and Salmonella, Shigella species are almost exclusively associated with human hosts (16) , and thus only direct or indirect human fecal inputs would be sources of Shigella at beaches.
This article describes the results of research by the U.S. Geological Survey (USGS), in cooperation with local and state agencies, to determine if predictive models can be used to provide near-real-time assessments of water quality at inland recreational waters that are more accurate than current methods. Sampling was done 4 days/week at eight inland recreational lakes over three recreational seasons in Ohio to develop and validate models for future implementation of nowcast systems. At five sites, a subset of samples was analyzed for bacterial, protozoan, and viral pathogens to begin to understand the link between E. coli concentrations, environmental and water quality variables, and health risk from pathogens at inland lakes. popular beaches, three beaches located at campgrounds ("camper's beach"), five sites accessible only by boat ("boater's site"), five small beaches on canal lakes, and a ditch tributary to one of the popular beaches. At Alum Creek State Park (sites 2 and 3) and Buck Creek State Park (sites 11 and 12, located on CJ Brown Reservoir), two sampling sites were established because of the extended length of each beach. The canal lakes, Buckeye Lake and Grand Lake St. Marys (GLSM), are shallow man-made reservoirs constructed in the early 19th century for the Miami and Erie Canal, which connected the Ohio River with Lake Erie. One site (site 21) was included to determine concentrations of pathogens in a ditch that flows into Tappan Main (site 20); the ditch receives treated effluent from a wastewater package plant. Potential sources of fecal contamination at all beaches include birds and other wildlife, swimmers, domestic animals, and storm water runoff. Effluents from septic tanks are potential sources at Buck Creek, and treated wastewater is a potential source at Tappan Main; otherwise, no other point sources have been identified. Alum, Buckeye, Buck Creek, and GLSM are State Park beaches operated by Ohio Department of Natural Resources, Tappan and Atwood recreational sites are operated by the Muskingum Watershed Conservancy District, and Eastview is operated by the City of Celina, OH. Official USGS site names, identification numbers (which correspond to latitudes and longitudes), site descriptions, and agencies responsible for sampling are listed in Table  S1 in the supplemental material.
Sample collection and frequency. Data were collected during the recreational seasons (May to September) of 2010 and/or 2011 for development of predictive models, for pathogens in 2011, and for validation of predictive models in 2012.
Samples for E. coli, turbidity, and bacterial pathogens (bacterial virulence genes and Campylobacter) were collected using the standard grabsampling technique (17) at 0.6-to 1-m water depths in areas used for swimming. A 500-ml, 1-liter, or 3-liter sterile polypropylene sample bottle was filled with water about 0.3 m below the water's surface and immediately placed on ice. For predictive model development and validation, data were collected 4 days/week (including weekends). The USGS in Columbus, OH (Alum and Buckeye sites), a USGS student in Celina, OH (GLSM sites), and the Clark County Combined Health District (Buck Creek sites) sampled between 6 and 10 a.m. with consistent sampling times at each site. The Muskingum Watershed Conservancy District (MWCD) varied the order of lake sampling and sampled from 6 a.m. to 2 p.m. at the Atwood, Seneca, and Tappan sites. In 2011, afternoon sampling was added at four Alum and Buck Creek sites to determine temporal differences in water quality.
Sampling methods for viral and protozoan pathogens included glasswool filtration (18, 19) and manual ultrafiltration (20) . Glass-wool filtration and manual ultrafiltration were chosen because they represented two types of filtration approaches used for concentrating pathogens: virus adsorption-elution (VIRADEL) and ultrafiltration, respectively. Glasswool filters (special order from the USDA Agricultural Research Station, Marshfield, WI) concentrate microorganisms by charge interactions. The ultrafilters used were Rexbrane Membrane High-Flux, Rexeed-25S (Asahi Kasei Kuraray Medical Co., Ltd., Japan) with molecular cutoffs of 29,000 Da, surface areas of 2.5 m 2 , and fiber inner diameters of 185 m; they concentrate microorganisms by physical removal. Each sampling apparatus included a peristaltic pump that drew water through 9 m of sterile inlet tubing attached to the middle of a steel bar anchored to the lake or ditch bottom, where water depths were 0.6 to 1 m. On each sampling event, approximately 100 liters of water was sampled through both filters at lake sites. At the ditch site, 100 liters was filtered by ultrafiltration, but only 3 to 4 liters could be filtered through the glass-wool filter before clogging. After ultrafiltration, elution solution (0.01% Tween 80) was recirculated through the sampling apparatus in the field to remove microorganisms from the ultrafilter and collected into an eluate bottle. For glass-wool filtration, the elution step was done in the USGS Ohio Water Microbiology Laboratory in Columbus, OH (Columbus Laboratory). Sampling events for pathogens included both rain events and dry days at five sites: Atwood Main, Buckeye Brooks, Buckeye Fairfield, Tappan Main, and Tappan ditch. Although a total of 31 samples were collected, they were not consistently analyzed for all pathogens. In addition to regular sampling for pathogens, five field blanks were collected and analyzed for all microorganisms, and seven replicates were collected and analyzed for bacterial pathogens. Replicates for protozoan and virus analyses were not included because of the low probability of a positive result. All field blanks were below the level of detection for bacterial, protozoan, and viral pathogens and E. coli. For bacterial pathogens, presence/absence results of the replicates were always in agreement.
Processing and analysis for bacteria. (i) E. coli and enterococci. Samples for bacterial indicators were processed or analyzed within 6 h of collection by the agency that collected the sample in a local laboratory using the Colilert Quanti-Tray/2000 method for E. coli (IDEXX Laboratories, Inc., Westbrook, ME) and the mEI agar method for enterococci (21) . Sample processing and quality control procedures are described elsewhere (17) .
(ii) Identification of Shigella, Salmonella, and pathogenic E. coli genes by enrichment and endpoint PCR. Twenty-two samples were analyzed for Shigella species, Shiga toxin-producing E. coli (STEC), and Salmonella enterica virulence genes. In a local laboratory, 100 ml of sample was plated using the mENDO agar method (22) within 6 h of sample collection. The resulting enrichment was enumerated, frozen, and shipped on dry ice to the USGS Michigan Bacteriological Research Laboratory in Lansing, MI (Lansing Laboratory) for further processing. After the plates were thawed for 15 min, the filters were folded in half four times and placed in a bead-beating tube with 0.65 g of 0.1-mm glass beads (Mo Bio Laboratories, Inc., Carlsbad, CA) with the open side facing down. Any liquid present on the plate was added to the bead-beating tube, and sterile deionized water was used to bring the total volume up to 1 ml. Samples were bead beaten for 2 min on high speed and then allowed to sit undisturbed for 5 min (to diminish foam). Bead-beating tubes containing the filters were stored at Ϫ70°C until DNA purification. Bead tubes were thawed, pulse vortexed, and further homogenized using a 200-l pipette tip. DNA extraction was done by drawing off 100 l for use in the Qiagen (Qiagen, Valencia, CA) DNeasy Gram-negative extraction protocol.
DNA extracted from the mENDO plate served as the template for several PCRs to identify specific toxin and virulence genes. Shigella species were identified using adapted methods of Islam et al. (23) , targeting the invasion plasmid antigen H (ipaH) gene. Salmonella enterica was identified using methods adapted from the work of Chiu and Ou (24) to detect the invasion A (invA) and Salmonella plasmid of virulence (spvC) genes. Pathogenic Shiga-toxin producing E. coli (STEC) was identified by following the methods of Duris et al. (13) to detect the Shiga toxin 1 and 2 genes (stx 1 and stx 2 ), the intimin (eaeA) gene, and a generic 16S rRNA gene marker for E. coli in a four-gene multiplex PCR. E. coli O157 was detected using the methods of Osek (25) to detect the gene encoding the O157 surface protein (rfb O157 ). The bovine-associated heat-labile toxin (LTIIa) and the human-associated heat-stable toxin (STh) were identified using methods adapted from the work of Jiang et al. (26) . The porcine-associated heat-stable toxin (STII) was identified using methods adapted from the work of Khatib et al. (27) . Details of all PCRs are listed in Table S2 in the supplemental material.
Standard quality assurance and control procedures were followed for all PCRs (28) . Detection limits for PCRs were determined using serial dilutions of target chromosomal or plasmid DNA controls. For approximately every 20 samples of any given PCR, PCR positive controls near the detection limit and PCR negative controls (no template reactions) were included. If a reaction failed quality control tests for either of these controls, the reaction was repeated for all samples in the batch.
(iii) Identification of Campylobacter jejuni and Campylobacter coli by enrichment and endpoint PCR. Twenty-six samples were analyzed for C. jejuni and C. coli (Campylobacter). Selective enrichment for Campylobacter was done in the Lansing Laboratory by inoculating 14 ml of Bolton broth with Preston supplement (Oxoid, Cambridge, United Kingdom) with a 0.45-m-pore-size mixed cellulose ester filter (Advantec MFS, Inc., Dublin, CA) through which 100 ml of sample water was passed (29) . Samples were incubated for 4 h at 37°C and then transferred to a 41.5°C incubator for 48 h. After incubation, the growth was pelleted and the supernatant was decanted. The pellet was resuspended in 1 ml of 20% glycerol prepared in one-half-strength phosphate-buffered saline. Glycerol preparations were stored at Ϫ70°C until DNA extraction. Pellets from broth cultures were thawed at room temperature, and DNA was extracted using the Qiagen DNeasy Gram-negative extraction protocol. DNA extracted from the Bolton broth enrichment served as the template for a single PCR that detects a 16S rRNA gene fragment specific to C. jejuni and C. coli.
PCR was performed according to methods adapted from those of Inglis and Kalischuck (30) . Details of the PCR are listed in Table S2 in the supplemental material. Quality assurance and quality control practices for Campylobacter PCR were the same as those performed for STEC, Salmonella, and Shigella PCR.
Processing and analysis for viruses and protozoa. (i) Postfiltration processing. Fourteen samples by manual ultrafiltration and 12 samples by glass-wool filtration were analyzed for Cryptosporidium, Giardia, adenovirus, enterovirus, and norovirus (protozoan and viral pathogens). The glass-wool filters and ultrafiltration eluates were transported to the Columbus Laboratory on ice and processed within 24 h of collection. Microorganisms were eluted from glass-wool filters by use of a beef extract and glycine solution and concentrated by polyethylene glycol (PEG) precipitation as described previously (18, 19) . The final concentrate from the glass wool (volumes ranged from 145 to 230 ml) was split into aliquots for shipment for protozoan analysis and storage at Ϫ70°C for virus analyses. The ultrafiltration eluate was centrifuged at 3,300 ϫ g for 30 min. The eluate pellet was resuspended with a sodium phosphate solution at a volume that completely dissolved the entire pellet (23.5 to 58 ml) for protozoan analysis. The remaining eluate supernatant (volumes ranged from 320 to 655 ml) from the ultrafiltration was flocculated with 40 g PEG and 5.7 g NaCl and processed and stored to obtain a final concentrate for virus analysis.
(ii) Analysis of viruses by qPCR and qRT-PCR. Viral RNA and DNA were extracted from the final concentrates using the QIAamp DNA miniextraction kit (Qiagen, Valencia, CA) according to the manufacturer's instructions, except that the AL general lysis buffer was substituted for the AVL viral lysis buffer with the addition of carrier RNA (Qiagen, Valencia, CA). Samples were analyzed by use of quantitative PCR (qPCR) for adenovirus or quantitative reverse transcription-PCR (qRT-PCR) for enterovirus as described by Jothikumar et al. (31) and Gregory et al. (32) . PCR inhibition was determined using matrix spikes by seeding the master mix with an extracted positive-control virus in a duplicate qPCR or qRT-PCR. The cycle threshold (C T ) of the sample was then compared to the C T in the clean matrix control, which also used the same seeded master mix. Sample extracts were considered to be inhibited and were diluted and reanalyzed if the seeded test sample was Ͼ2 C T cycles higher than the seeded clean matrix control.
The standard curves for molecular detection of adenovirus and enterovirus were created using virus stocks treated with Benzonase (Novagen, Madison, WI) as described elsewhere (18) except that the treated stocks were incubated overnight at 37°C as recommended by Novagen instead of 30 min at 37°C and 2 days at 4°C. Treated stocks were extracted, and the amount of viral DNA or RNA was measured by using PicoGreen or RiboGreen (Molecular Probes, Eugene, OR) using a spectrophotometer, and the number of genomic copies (gc) was calculated. After quantification, viral stocks were serially diluted using a 2% beef extract solution. Each standard point was extracted in duplicate and then analyzed by qPCR or qRT-PCR in duplicate along with each run. Replicate runs of the standard curve for adenovirus produced a dynamic range of 5.91 to 5.91Eϩ06, an amplification efficiency of 99%, and an R 2 value of 0.985 and for enterovirus produced a dynamic range of 15.5 to 1.55Eϩ07, an amplification efficiency of 96%, and an R 2 value of 0.998. (iii) Immunomagnetic separation/immunofluorescence assay (IMS/ FA) for protozoa. Cryptosporidium and Giardia were isolated and enumerated using EPA method 1623 with heat dissociation (33, 34) . Processed samples were shipped overnight at 4°C from the Columbus Laboratory to the EPA National Exposure Research Laboratory, Cincinnati, OH. One IMS reaction was performed per sample. In highly turbid samples, an additional 10-ml deionized water rinse was added after the first IMS purification. The slides were stained with EasyStain G&C (BTF Pty. Ltd., North Ryde, Australia), following the manufacturer's protocol except that steps 3, 6, and 7 were omitted.
Environmental and water quality data. Personnel collected daily data for environmental and water quality variables expected to affect E. coli and pathogen concentrations.
(i) Field measurements. Upon arrival at the beach, the number of birds and swimmers were noted on field forms. For wave height measurements, a graduated rod was placed at the sampling location. Measurements of specific conductance and water temperature were done at the sampling location using a digital thermometer and/or in situ probe and standard USGS methods (35) . In the laboratory, duplicate measurements of turbidity using the E. coli samples were made using a portable turbidimeter (model 2100P; Hach Company, Loveland, CO). Secchi disk measurements were made as an alternative indicator of water clarity at sites monitored by MWCD.
(ii) Sources of environmental data. Environmental data were obtained from the nearest airport weather station or agency gauge, and/or from radar (see Table S3 in the supplemental material). These environmental data were from locations that were within 25 miles from a study site, and most were within 10 miles. Airport rainfall and wind direction and speed data were obtained from the National Oceanic and Atmospheric Administration (NOAA) National Weather Service (NWS) forecast offices in Pittsburgh, PA, Cleveland, OH, and Wilmington, OH (http: //www.erh.noaa.gov/). Hourly radar rainfall data from the NWS (http: //water.weather.gov/precip/download.php) were compiled for single 4-km grids ("cells") surrounding a site and/or for 12 to 18 cells (multiple cells) that encompassed the drainage area to a lake. Data on rainfall, precipitation, stream stage or discharge, and water surface elevation were obtained from USGS or U.S. Army Corps of Engineers (USACE) stations through the USGS National Water Information System website (NWIS web) (http://oh.water.usgs.gov/). Solar radiation data were obtained from the Ohio Agricultural Research and Development Center Weather System (OARDC) (http://www.oardc.ohio-state.edu/newweather/).
(iii) Compiling data and calculating variables. Antecedent hourly rainfall data were compiled for the 24-h period ending at 7:00 a.m. for radar data or 8:00 a.m. for airport or agency rainfall. Using these data, the total rainfall for a 24-h period before daily sampling was calculated (R dϪ1 ) consistently for all sites. Three radar rainfall variables were calculated: (i) the summed amount of radar rainfall in the previous 24 h in one cell (Radar1cell-R dϪ1 ), (ii) the hourly maximum values among multiple cells divided by the number of cells for the previous 24 h (Radarxcell-av-R dϪ1 ), and (iii) the sum from multiple cells for the previous 24 h (Radarxcellsum-R dϪ1 ). Data were then lagged 1 or 2 days to represent the amount of rainfall in the 24-h period 2 days (R dϪ2 ) and 3 days (R dϪ3 ) prior to sampling. Weighted rainfall variables were calculated from airport, agency gauge, or radar rainfall as described previously (3) .
For stream stage and stream discharge, hourly data were compiled, and the mean value was calculated for the 24-h period up to 8:00 a.m. For water surface elevation, the instantaneous value at 8 a.m. near the time of sampling was used. For solar radiation, 5-min-interval data were compiled, and the summed value was calculated for 12 a.m. to 11:55 p.m. for the day previous to the day of sampling.
Antecedent hourly wind direction and wind speed data were compiled for the instantaneous value at 8 a.m. and for the 24-h period ending at 8 a.m. The 24-h wind variables were calculated by summing hourly wind vectors for the 24-h period preceding sampling and determining the direction and speed of the resultant vector. The instantaneous 8 a.m. and 24-h wind speed and direction variables were used to calculate alongshore and offshore wind components as described by the EPA (36) . For some sites, wind directions were placed in categories by examining patterns in plots of E. coli concentrations as a function of wind direction. Site-specific wind codes were calculated by assigning the most weight to the range of wind directions associated with the highest E. coli concentrations. Processes affecting E. coli were also considered to ensure that the wind direction categories could be reasonably explained by physical processes.
Data management, statistical analysis, and modeling. Daily data on E. coli concentration, turbidity, wave height, specific conductance, water temperature, and protozoan pathogens were entered into the USGS NWIS website (http://nwis.waterdata.usgs.gov/oh/nwis/qwdata) using USGS site identification numbers (see Table S1 in the supplemental material).
Concentrations of E. coli were log 10 transformed before any statistical testing and modeling was done. Concentrations of E. coli and field measurements and variables collected in the morning were compared to those collected in the afternoon by use of the signed-rank test, a nonparametric alternative to the paired t test, using the SAS 9.2 software program (SAS Institute Inc., Cary, NC). The relationships between the occurrence of pathogens and E. coli concentrations or some key explanatory variables were determined by use of the Wilcoxon rank-sum test using the statistical software package TIBCO Spotfire Sϩ 8.1 for Windows (Tibco Software Inc., Somerville, Mass.).
Data from 2010-2011 were used for exploratory data analysis and to develop site-specific predictive models for E. coli. These procedures are detailed by Francy and Darner (37) and were facilitated by use of beach modeling software (36) . The software program, Virtual Beach, is a free tool available for building predictive models. The general steps in model development and selection using Virtual Beach were as follows. (i) After importing and validating the data set, compute alongshore and onshore wind components and log 10 transform E. coli data.
(ii) Transform explanatory variables using log 10 , inverse, square, and square root transformations. (iii) Examine the relationships between environmental and water quality variables and E. coli concentrations using Pearson's r correlation analysis and data plots. The models predict the probability that the single-sample water standard will be exceeded. Establish threshold probabilities for posting advisories as described by Francy and Darner (37) .
The model responses for the calibration data set (data used to develop the model, 2010-2011) and validation data set (data collected during an independent year, 2012) were evaluated in terms of the correct predictions, sensitivities, and specificities and compared to the use of the previous day's E. coli concentrations. A correct response was based on the actual E. coli concentration, measured by the culture method. The sensitivity was the percentage of exceedances of the bathing-water standard that were correctly predicted by the model. The specificity was the percentage of nonexceedances that were correctly predicted by the model. Correct responses, sensitivities, and specificities were also calculated using the previous day's E. coli concentration to predict the current day's E. coli concentration.
RESULTS
E. coli concentrations and differences between morning and afternoon samples. Summary statistics for E. coli concentrations at 22 sites are listed in Table 1 . E. coli concentrations ranged from Ͻ1 to 4,900 most probable number (MPN)/100 ml. Excluding Tappan ditch (site 21), which is not a swimming beach, median concentrations of E. coli were highest at Buckeye Crystal and GLSM West. The percentages of days that the standard was exceeded in 2012 were the same or nearly the same as those in 2010-2011 at Alum Campers, Atwood Main, the three Buck Creek sites, GLSM west, and Tappan Main. The standard was exceeded more often in 2010-2011 than in 2012 at Alum North, Alum Central, GLSM Campers, and GLSM East.
In addition to daily morning sampling during 2011, 30 afternoon samples were added at the Alum North and Central sites and 32 afternoon samples were added at the Buck Creek North and South sites. At Alum Creek, concentrations of E. coli, number of swimmers, wave height, and turbidity were statistically higher in afternoon samples than in morning samples (P Յ 0.0004, signedrank test, data not shown), but the numbers of birds at the times of morning and afternoon samplings were not statistically different (P ϭ 0.2227). For 8 out of 10 exceedances at Alum Creek, the E. coli single-sample bathing-water standard was exceeded in the afternoon sample but not in the morning sample ( Fig. 2A) . The standard was exceeded in 5.4% and 21.6% of the 30 morning and afternoon samples, respectively. At Buck Creek, concentrations of E. coli, number of swimmers, wave height, and turbidity were statistically higher in afternoon samples than in morning samples (P Ͻ 0.05; data not shown); in contrast, the number of birds was statistically higher in the morning samples than in the afternoon samples (P ϭ 0.0005). At Buck Creek, the E. coli standard was exceeded in two morning samples (6.3%) and three afternoon samples (9.4%), with none of the five exceedances in concurrence (Fig. 2B) . Combining the morning and afternoon results for each beach for Pearson's correlation analyses, the number of swimmers was significantly related to log 10 E. coli concentrations at Alum Creek (r ϭ 0.56) and Buck Creek (r ϭ 0.29).
Relationships of E. coli concentrations to environmental and water quality variables and predictive models at inland lake sites. Predictive models were developed using data collected during 2010-2011 for 13 out of 22 sampling sites (Table 1) . Models were not developed for Tappan ditch because it is not a swimming beach, for Seneca because only 1 year of data was available, and for seven other sites because the E. coli standard was exceeded Ͻ5% of the time during 2010 or 2010-2011.
As a first step in predictive model development, Pearson's correlations between log 10 E. coli concentrations (hereinafter "E. coli concentrations") and potential explanatory variables were determined. Table 2 presents a partial list of explanatory variables and includes those variables that were subsequently used in at least one model. Correlations that were significant (P Յ 0.05) are in bold and italics, and those used in models are shaded. Data are organized into four categories: field data, weather data from the NWS, radar rainfall data, and USGS and USACE gauge data.
Among the field measurements and observations, the overall highest correlation was found between E. coli and turbidity at Atwood Main (r ϭ 0.47). It should be noted that the relation between the Secchi disk and E. coli at Atwood Main and Tappan Main (r ϭ Ϫ0.47 and Ϫ0.23; data not shown) was the exact inverse of the relation between turbidity and E. coli. Day of the year was the field variable most often related (46%), and number of birds least often related (23%), to E. coli. Turbidity and/or water temperature was used in some models even though they were not always significantly related to E. coli (as shown by Pearson's r correlations) because plots of each of these variables versus E. coli concentrations indicated a positive trend (data not shown). Turbidity and water temperature were used in models six times, the highest frequency among all the variables in Table 2 .
Weather data from the NWS nearest airport sites were used in models at eight sites. Rainfall data were used in only two models, although these data were related to E. coli at 54% and 62% of the sites. This was most likely due to collinearity between airport and radar rainfall data. Alongshore and offshore wind variables were significantly related to E. coli at 15 to 31% of the sites. Wind codes were compiled at the two Buck Creek and three GLSM beaches, where plots indicated patterns between wind directions and E. coli concentrations. For example, at Buck Creek North, higher E. coli concentrations were associated with winds from the southwest, west, and northwest, and these received a code of "1," while all other wind directions received a code of "0." Wind codes were not compiled at other beaches because no patterns were observed. The wind code multiplied by the wind-speed 8 a.m. variable was used in four models, the second-highest frequency among all the variables in Table 2 .
Radar rainfall data were used in models at nine sites, and six radar variables from multiple cells were significantly related to E. coli at more than 60% of the sites. Single-cell radar rainfall data were compiled for Atwood Main, Buck Creek North and South, and Tappan Main, but these variables were not significantly related to E. coli at any of the sites (data not shown).
Three rainfall variables from USGS or USACE rain gauge sites were significantly related to E. coli at 69% of the sites. Mean discharge or stage for the past 24 h was not used in any models, although these variables were significantly related to E. coli at four sites (data not shown). Once again, these variables were most likely excluded from the models because of collinearity with other variables, such as radar rainfall. The mean discharge for the past 24 h lagged 1 day, however, showed a significant negative correlation to E. coli at the two Buck Creek sites and was used for those models. Solar radiation (the sum from the previous day) was not significantly related to E. coli at the two beaches where these data were available (Alum and Buck Creek; data not shown).
The selected best models are presented in the supplemental material (see "Equations for the selected best models for each inland lake site"). Model adjusted R 2 values, threshold probabilities, and responses from the calibration data set are presented in Table 3 . Adjusted R 2 values ranged from 0.19 at GLSM West to 0.56 at Alum Campers. Threshold probabilities were set based on the calibration data set and represented a compromise between reducing false negatives and maintaining a relatively high percentage of correct responses. An example of setting the threshold probability for Buck Creek is presented in the supplemental material (see "Determining probabilities and establishing a threshold probability for issuing advisories"). All sensitivities were set at Ն50%, with specificities of Ͼ82%. Among the selected models, a Relations that were significant at P Ͻ 0.05 are in italics and bold. -, not determined. Variables used in selected models are shaded. b R dϪ1 is the amount of rainfall in the 24-h period before sampling. c R dϪ2 is the amount of rainfall in the 24-h period 2 days before sampling. d R dϪ3 is the amount of rainfall in the 24-h period 3 days before sampling. e Rw48 is the amount of rainfall in the 48-h period before sampling, with the most recent rainfall receiving the most weight and calculated as (2 ‫ء‬ R dϪ1 ) ϩ R dϪ2 . f Rw72 is the amount of rainfall in the 72-h period before sampling, with the most recent rainfall receiving the most weight and calculated as (
g Radarxcell-av is the hourly maximum value among multiple 4-km cells divided by the number of cells for the time period specified. h Radarxcell-sum is the sum from multiple 4-km cells for the time period specified.
the highest percentage correct was found for Alum Central (96.6%), the highest sensitivity for Alum Campers (85.7%), and the highest specificity for Alum North (100%).
Validation of predictive models. Models for nine beaches were validated in 2012. The three Buckeye Lake sites were not included in the 2012 validation because of low R 2 values in 2 of the 3 models, a low percentage correct at Buckeye Crystal, and reduced swimmer density. GLSM West was not included in the 2012 validation because of a low R 2 value and because this beach was seldom used by swimmers.
The model responses during the validation year were compared to use of the previous day's E. coli concentration, the current method for assessing recreational water quality (Table 4) . At Buck Creek North and South and Tappan Main, use of the model resulted in an increase in correct responses, sensitivities, and specificities compared to use of the persistence model. This was not the case for the other beaches; however, at four of the sites (Alum North, Alum Central, GLSM Campers, GLSM East), there were too few exceedances during 2012 (Table 1 ) to adequately assess model performance. Pathogens in lake water samples. Concentrations of E. coli, protozoan and viral pathogens, presence or absence results for bacterial pathogens, values for key explanatory variables related to E. coli concentrations, and probability outputs for applicable predictive models are presented for 31 samples in Table S4 in the supplemental material.
The percentages of detections of pathogens in samples collected from Buckeye Lake and MWCD sites (Tappan and Atwood) are shown in Fig. 3 . Enterovirus, E. coli stx 1 , LTIIa, STh, and STII, and Salmonella invA were not found in any samples. Cryptosporidium was found in 43% of samples, and only one sample (7%) was positive for Giardia. Concentrations of Cryptosporidium and Giardia ranged from Ͻ0.1 to 2 oocysts or cysts/10 liters (see Table  S4 in the supplemental material). Adenovirus was identified in 29% of samples, with concentrations ranging from Ͻ1.2 to 39 gc/liter (see Table S4 ). Five out of six detections of protozoan pathogens were done by use of ultrafiltration, whereas 3 out of 4 detections of adenovirus were done by use of glass-wool filtration (see Table S4 ). For the 16S rRNA genes marker for Campylobacter, only one sample (4%) was positive. The eaeA marker for pathogenic E. coli was the most frequently detected bacterial pathogen gene, being identified in 68% of samples.
Pathogen gene marker data representing pathogenic E. coli, Shigella, and Salmonella were collected for 22 samples. Three bacterial pathogen gene markers (for E. coli, eaeA; for Shigella, ipaH; for Salmonella, spvC) were identified in more than 20% of the samples, allowing a more robust statistical data analysis. Modeled parameter variables were split into two categories based on the presence or absence of each gene. Median values for model variables and probabilities for each group are shown in Table 5 . Median rainfall and turbidity values were significantly higher (P Ͻ 0.1) and specific conductance was significantly lower in samples having the eaeA E. coli pathogen gene than in those lacking the gene. Samples containing the spvC marker for pathogenic Salmonella had higher median concentrations of E. coli, while samples containing the ipaH gene of pathogenic Shigella had significantly lower median concentrations of E. coli, than those lacking the gene. Samples having the ipaH gene of Shigella had significantly higher specific conductance values and higher (positive) alongshore and near-shore winds. Despite samples possessing the eaeA and spvC genes having similarly higher median rainfall values than those lacking the genes, possession of the eaeA gene of E. coli by samples was unrelated to the model probability of E. coli, while samples possessing the spvC gene had a significantly higher model probability of E. coli.
DISCUSSION
Although previous studies have documented the development of predictive models for Great Lakes beaches (38, 39) and ocean beaches (40) , this was the first study to systematically investigate the use of predictive models at multiple inland recreational beaches. Predictive models were developed for 13 out of the 21 beach sites initially included in the current study. Models were not developed for seven sites because the E. coli single-sample bathingwater standard was exceeded Ͻ5% of the time, making them poor candidates for predictive modeling, and at one site because only 1 year of data was available. Previous work has shown that at least 2 years of data are needed to develop predictive models and that models work best at moderately contaminated beaches (39) . The variables used in models at inland lakes in the current study had some commonalities with those used in models at coastal beaches. In the current study, the variables used most often in models were radar rainfall (10 times), wind variables (10 times), rainfall from an airport or other agency gauge (9 times), turbidity (6 times), and water temperature (6 times). Similar to the present study, investigators used turbidity and radar and/or airport rainfall in models for two Lake Erie beaches (3) and these same variables plus wind direction at another Lake Erie beach (41) . Wave height and day of the year were important predictors for E. coli at Lake Erie beaches (3) but were seldom used in models in the current study (Յ2 times). This was to be expected, since smaller lakes have less fetch than the Great Lakes and thus lower wave heights and less influence from waves. At several urban Lake Michigan beaches, investigators found that winds influenced a nearby river's impact on beaches and thereby developed separate models for different prevailing wind directions incorporating variables for wave height, turbidity, and rainfall (38) . At another Lake Michigan beach, the best-fit model contained measurements of winds, rainfall, solar radiation, lake level, water temperature, and turbidity (42) . Because they expected different factors to influence Southern California ocean beaches on dry and wet days, Hou et al. (43) developed separate models for these two conditions. The important variables in models were rainfall and stream discharge (wet days only), tides, water temperature, winds, visitor numbers, waves, and solar radiation (dry days only) (43) . In the present study, the day of the year, number of swimmers, wave height, discharge from a nearby stream, and water surface elevation were seldom used in models (Ͻ2 times). However, in the present study, the numbers of swimmers were related to E. coli concentrations when afternoon samples were included. The models for inland beaches in the present study and those for Great Lakes beaches in past studies showed the importance of selecting site-specific variables that address local geography, nearby stream discharge, runoff potential, wind direction patterns relative to the beach, contamination dilution, and local versus watershed-wide rainfall amounts. Inland water bodies are very different in terms of hydrology and water quality than ocean or Great Lakes beaches, and these differences need to be considered when including variables in site-specific models.
A unique example of a site-specific variable can be found in the present study. The two Buck Creek sites are located on CJ Brown Reservoir, controlled by a USACE dam directly south of the beaches, with a USGS gaging station downstream from the dam. The mean discharge (flow) at the gaging station for the past 24 h, lagged 1 day, was negatively related to E. coli concentrations and was used in models for the two Buck Creek sites. The mean discharge as a negative coefficient was not used in any other models in the current study or in past studies. A negative correlation to E. coli indicates that when E. coli concentrations were higher, less water was moving through the dam. Under these low-flow conditions, the higher E. coli concentrations may be attributed to greater influences from local sources, such as septic systems, bathers, and wildlife.
In the current study at Alum Creek, the E. coli single-sample standard was exceeded much more often in afternoon samples (21.6%) than in morning samples (5.4%). This did not occur at the Buck Creek sites, where the percentage of exceedance was only slightly higher in the afternoon (9.4%) than in the morning (6.3%). At Alum Creek and Buck Creek beaches, the concentrations of E. coli, number of swimmers, wave height, and turbidity were statistically higher in the afternoon than in the morning. This is in contrast to the findings of other researchers, where bacterial indicator concentrations were higher in the morning than in the afternoon at a California ocean beach (1) and at a Lake Michigan beach (2) . The swimmers may have a stronger influence on water quality at inland lake beaches than they have at coastal beaches because of less water and smaller amounts of dilution in inland lakes. The increased E. coli concentrations in the afternoon in the current study may have been from swimmer shedding and/or from resuspension of E. coli from bottom sediments. Gerba (44) conducted a literature review, modeled pathogen shedding, and concluded that persons of all ages shed fecal indicators and pathogens into recreational waters. In a study at Lake Erie beaches (45) , bottom sediments from bathing areas contained E. coli and were identified as a potential source of resuspended E. coli for the water column. The models developed from samples collected in the morning in the present study may underestimate health risks at times when many swimmers are present in inland lakes. Although models can perform fairly well when predicting responses to data used to develop them, a better test of a model is to predict responses during an independent, validation year (37) . In the current study at inland lake beaches, nine models were validated and compared to use of the previous day's E. coli concentration (persistence model) during a validation year. Model results at several beaches could not be adequately evaluated because there were far fewer E. coli exceedances during the validation year (2012) than during the calibration years (2010-2011) ( Table 1) . This may have occurred because of climatic conditions that were different in 2010-2011 from those in 2012. For example, in central Ohio, where Alum Creek Reservoir is located, the area was rated as very moist in 2011 but was rated as being in moderate drought during 2012 (http://www.ncdc.noaa.gov/sotc/drought/). This highlights the importance of collecting data for development and validation of models during multiple years in order to include the variety of weather and water quality conditions that occur from year to year. Development of new models with 2012 data may improve model performance at the Alum Creek sites. At Atwood Main, overall correct responses, sensitivity, and specificity for the model were lower than those found for the persistence model (Table 4 ). Further examination of the model responses revealed that false positives were dominant early in the season and false negatives were dominant later in the season. Two subseason models (before and after July 15), therefore, may work better at Atwood Main. At three beaches (Buck Creek North, Buck Creek South, and Tappan Main), the nowcast model provided moreaccurate responses than the persistence model during 2012 (Table  4 , bolded responses), and these are good candidates for a nowcast system in 2013. At two Great Lakes beaches that are part of the Ohio Nowcast (http://www.ohionowcast.info), the models provided correct responses (84.2 and 74.4%), sensitivities (54.9 and 56.8%), and specificities (89.6 and 80.3%) that were in the same range as those found at these three sites, except that a lower sensitivity was found at Tappan Main (40%). Most of the false model responses at Tappan (9 out of 12) were found after July 22, indicating that two subseason models may provide better predictions.
A considerable number of published reports of studies of coastal recreational beaches describe the occurrence of pathogens (7, 46) . Only a few of these types of studies have been done at inland recreational beaches, and many of these were done among compilations of different types of inland waters. For example, Cryptosporidium was detected in 22% and Giardia was detected in 47% of non-effluent-dominated Chicago-area waters that included river, Lake Michigan harbor and beach, and inland lake sites (47) . In the present study, Cryptosporidium was found in 43% of inland water samples, but Giardia was found in only one sample (7%). Low levels of Cryptosporidium and Giardia were found in recreational lakes in Amsterdam (48) , similar to levels found in the present study. A large-scale survey at 25 freshwater recreational and water supply sites in New Zealand showed that Campylobacter and human adenoviruses were most likely to cause human waterborne illness in recreational freshwater users (49) . In the present study, adenovirus was found in 29% of samples, but Campylobacter was found in only one sample (4%). While bacterial pathogens have been identified as sources of outbreaks from recreational contact with water at inland lakes (50) and extensive studies were done looking at pathogens in various sources and inputs to recreational waters (51) , there are only sporadic reports detailing the occurrence of bacterial pathogens at inland lake beaches (52, 53) .
The data for three bacterial pathogen gene markers (for E. coli, eaeA; for Shigella, ipaH; for Salmonella, spvC) were used to identify relationships between the presence of the genes and model variables or E. coli concentrations. When the data for all beaches were combined, rainfall, conductivity, turbidity, water temperature, wind, and model probability were related to the presence/absence of at least one of the genes. E. coli concentrations were significantly higher in samples where the spvC (Salmonella) gene was present but not for the other two genes. These findings illustrate the relationships that different pathogens can have with environmental variables and with E. coli. To our knowledge, there are no other published studies that have examined bacterial pathogen occurrence in the context of environmental variables. At two Lake Michigan beaches, Wong et al. (7) demonstrated that predictive models of virus pollution were best described using wind speed, wind direction, and water temperature and traditional indicators did not generally address viral risks.
The current study showed that models could be used to provide near-real-time assessments at some recreational inland beaches and that some of the variables for inland lake sites were similar to those used at coastal beaches. Predictive models were not effective at all inland lake sites; however, their use at two lakes with high swimmer densities will provide better estimates of public health risk than current methods and a valuable resource for beach managers and the public. In implementing nowcast systems for inland lakes, beach managers should continue to be vigilant in monitoring water quality from year to year, refining models as needed, and working to understand the processes that affect fecal contamination at beaches. The variables used in the models at inland lakes were related to detection of some pathogen genes; more work needs to be done, however, to examine the relationships between explanatory variables and pathogens at inland recreational beaches.
