as examples together with simulated data. We found that the formal mumm approach for hypothesis testing more resembles the MAM than the standard 2-way mixed model, and that both the mumm approach and the MAM give a higher power to detect product differences than the 2-way mixed model, when a "scaling effect" is present. We also validated that the novel contrast confidence limit method suggested previously for the MAM performs well and in line with the formal likelihood based confidence intervals of the mumm. Finally, the likelihood based mumm approach suggests that the more proper test for product difference would be a test that has a "joint product and scaling effect" interpretation.
Introduction
Sensory profile data, where I assessors scored J products in K replications, is frequently analysed by a 2-way mixed analysis of variance (ANOVA) corresponding to the following model
where a i is the random assessor main effect, i = 1, ..., I, ν j is the product main effect, j = 1, ..., J, g ij is the random assessor-by-product interaction and ijk , k = 1, ..., K, is the random residual error.
However, the assessor-by-product interaction will often not only consist of real deviations in perception of product differences (disagreement effect), but also of scale range differences between assessors (scale effect). Scale range differences appear when some assessors use a larger part of the scale than others, when scoring the products. In Brockhoff et al. (2015) a meta study of 8619 attributes from 369 profile data sets showed that such scaling heterogeneity was significantly present in 45% of all the attributes. Thus, it will not be valid in general to assume that scale range differences are not present. To account for the scale effect, Brockhoff et al. (2015) uses the multiplicative model approach suggested in Brockhoff & Skovgaard (1994) and combines it with the general mixed model approach. As a result, the Mixed Assessor Model (MAM) was introduced:
where x j = y .j. − y ... are the centered product averages inserted as a covariate, implying that the βs are the individual scaling slopes; the bigger the scale 2 range, the larger the slope. The purpose of including the term β i x j is to model the assessors' individual ranges of scale use, such that the interaction, d ij , captures the disagreement effect and not the scale effect. Consequently, the scaling heterogeneity between the assessors is removed from the assessor-by-product interaction, when used for hypothesis testing of product differences. Since the x j s are calculated directly from data, MAM is a linear mixed model and should be seen as an approximation of the following more properly specified mixed model (Brockhoff et al., 2015 )
where the covariate is the true product effects, ν j , and where the scaling slopes, 5 b i , are modelled as random effects. It is worth noting that in Brockhoff et al. (2015) , the model is written without the correlation between a i and b i . But the model is in that paper only used to express product contrast variances and these contrasts are not affected by this correlation, so everything in Brockhoff et al (2015) is unchanged based on the model including the correlation stated here.
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However, since it impacts the optimization of the likelihood function for the model and the resulting parameters, we allow for a correlation between them.
Due to the multiplicative term, b i ν j , this model is a so-called multiplicative mixed model and does not belong to the class of linear mixed models. The model is not straightforward to estimate, since the unknown product values, ν j ,
15
enter both the expectation and the variance structure. Therefore, the theory and the computations become simplified when using the MAM.
In Smith et al. (2003) a multiplicative mixed model is also applied for the analysis of sensory profile data, but since they use the model to examine assessor performances, they assume assessor effects to be fixed and product effects 20 random. Under that assumption, the model has a factor analytic covariance 3 structure, which simplifies the estimation. The assumption of random product effects and fixed assessor effects is, however, not reasonable in our case, since our main focus is on the comparison of specific products, and not on the particular assessors in the panel.
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Even though the MAM is an approximation, Brockhoff et al. (2015) justifies that the model produces valid hypothesis tests for overall product differences and also for post-hoc product difference testing. They further show that MAM increases the power to detect product differences, compared to a standard 2-way mixed model. The MAM is also used in Peltier et al. (2014) for monitoring 30 assessor and panel performance, based partly on ideas from Brockhoff (2003) .
In Brockhoff & Belmonte (2018) a full overview of the use of the MAM is given, together with a demonstration of how to fit the model by the R-package SensMixed, (Kuznetsova et al., 2016b; R Core Team, 2017) .
However, the MAM will, in general, fail to produce valid post-hoc prod-
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uct difference confidence intervals. Therefore Brockhoff et al. (2015) suggests a novel procedure to obtain appropriate product difference confidence intervals.
In this paper, we compare the hypothesis tests for overall product differences when using the MAM, the 2-way mixed model and the multiplicative mixed 40 model, where the latter is fitted by the newly developed R-package mumm (Pødenphant & Brockhoff, 2016) by optimization of the likelihood function (Section 2). Further, we investigate whether the suggested procedure in Brockhoff et al. (2015) actually does produce appropriate product difference confidence intervals. We will do this by using the procedure to estimate confidence intervals 45 for simulated data sets and, thereafter, calculating coverage probabilities for the estimated confidence intervals. Additionally, we will use R-package mumm to find the profile likelihood based confidence intervals for the product differences for the multiplicative mixed model, and calculate the resulting coverage probabilities. Subsequently we will compare the performance of the full likelihood 50 approach and the novel method suggested by Brockhoff et al. (2015) (Section 3). In Section 4, we propose a new test for product difference for the MAM.
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Finally, Section 5 includes a summary, a discussion about computation time and some final remarks.
2. Power to detect product differences
55
The hypothesis tests for overall product differences were conducted by Ftests for model (1) and (2) and by likelihood ratio tests for model (3). The product difference F-test based on the MAM differs from the F-test based on the 2-way mixed model by having M S Disagreement instead of M S Interaction as denominator in the F-statistic. This is the reason for the increased power to detect product differences (Brockhoff et al., 2015) . The F-test based on the MAM was carried out by the use of R-package SensMixed (Kuznetsova et al., 2016b) . The likelihood ratio test for product differences in (3) was performed by testing the reduced (null) model with no product effect
against the full model. The full model and its likelihood were found by using the R-package mumm (Pødenphant & Brockhoff, 2016) , which is a wrapper of the Template Model Builder R-package (TMB ) (Kristensen et al., 2016) .
TMB enables fast optimization of the Laplace approximation of the marginal log-likelihood function for the multiplicative mixed model. The "Laplace ap-60 proximation" is a standard procedure within likelihood theory, often used for nonlinear mixed models as a way to approximate the complicated likelihood function, which otherwise is a complex multi-integral expression (Wolfinger, 1993; Vonesh, 1996) . Fast optimization of the Laplace approximation is made possible with TMB through the use of Automatic Differentiation (AD of replicated difference testing data, cf. Brockhoff & Linander (2017) . In other words, we do not know the best possible choice of number of degrees of freedom for the test.
However, we do know that, with a significance level at 5%, the false discovery rate should also be 5%. In the likelihood ratio test for product difference, we 90 have therefore used the number of degrees of freedom that, in a simulation study under the null hypothesis, fulfills this criteria. In the simulation study we used 1000 data sets, simulated from the null model (4), where the parameters are set equal to the values we get from fitting (4) to the example data set in question.
Data example
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We have analyzed the TVbo data set from the R-package lmerTest (Kuznetsova et al., 2016a (Kuznetsova et al., , 2017 . The data stems from sensory evaluations of Bang & Olufsen (BO) televisions, which were characterized by two design factors, Picture and TVset, with 4 and 3 levels, respectively. To compare the power of the methods in an illustrative way, a data set in which the product effect is on the boundary 100 of significance is preferred. In this example, we have therefore allowed ourselves to analyze a subset of the data to lower the significance of the product effect.
Thus, we have discarded all the observations for the two last levels of Picture, such that this factor only has 2 levels. Afterwards, the two design factors were crossed, yielding 6 products in total. The products were evaluated by 8 asses-105 sors in 2 replications, yielding 16 observations per product, and the assessment was based on 15 attributes, of which we chose Dim glass effect as the response variable for this example. The Dim glass effect is big if parts of the picture seems dim/dull and the scale goes from none to a lot. Table 1 shows the ANOVA table for this data set and Table 2 shows the 110 result of the hypothesis tests for overall product differences. The approximate number of degrees of freedom in the likelihood ratio test is 9, which was found from the method described previously. In Table 1 , we see that a significant assessor-by-product interaction is present, of which a big part is explained by the scaling effect, whereas the disagreement effect is non-significant. Observing 115 the p-values for the product effect in Table 2 , we see that significance at a 5% level was obtained for all the methods. However, we failed to find a significant product effect at a 1% level, when using the standard 2-way mixed model. To see if the results from this example illustrate a general tendency, we have conducted a simulation study, to be presented in the next section. 
Simulation study
For the comparison of the hypothesis tests for overall product difference, 1000 data sets have been simulated from the multiplicative mixed model (3). Each data set contains scores given by 8 assessors to 6 products in 2 replications. The product effect parameters and the variance components were set equal to the 125 parameter estimates obtained from fitting model (3) by the mumm R-package to the TVbo data set with Dim glass effect as the response variable (without the two last levels of Picture). The parameter estimates are given in Table 3 . In this study, we found that in 962 cases out of 1000, the p-value for the MAM was smaller than for the 2-way mixed model. This number was a bit difference in 78.0% of the attributes, whereas the multiplicative mixed model finds a difference in 99.2% of the cases. The 2-way model finds the fewest sig-135 nificant differences, with a percentage of 55.8%. The difference between the methods becomes bigger if the significance level is lowered to 0.01. In this case, a significant difference is found for the MAM, the multiplicative mixed model and the 2-way model in 72.2%, 98.4% and 43.8% of the cases, respectively. This reflects the increased power obtained from using the MAM instead of the com-140 mon 2-way mixed model, as described in Brockhoff et al. (2015) . It further shows that using the multiplicative mixed model we obtain the greatest power to detect product differences. model, we are able to capture some information about product differences that the two other models fail to. We elaborate more on this in Section 4.
Different data scenarios
In the previous data example, the scaling effect was present while the disagreement effect was non-significant. In this section, we want to investigate how 165 generic our findings are, regarding the power to detect product differences, by considering two other types of data scenarios. In the first alternative example, we have analyzed a data set, where both the scaling effect and the disagreement effect are present (at a 5% level). The data also stems from the TVbo data set, but this time we choose the attribute Colourbalance as our response 170 variable, and we have discarded all the observations for the first and the fourth level of Picture. In the last example, we have considered a data set, where the disagreement effect is present, while the scaling effect is non-significant. Yet again, the data stems from the TVbo data set, where we choose Depth as the response variable and discarded the observations for the second and third level 175 of Picture. Table 4 shows the p-values for the interaction effects and the overall product effect for the three data scenarios. When both the scaling effect and the disagreement effect are present, the p-value for an overall product effect is lower 11 for the MAM and for the multiplicative mixed model than for the 2-way model,
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with the MAM resulting in the lowest p-value. On the other hand, when the scaling effect is non-significant the standard 2-way mixed model gives the lowest p-value, when testing for an overall product effect. We have conducted Comparison 2 stats the percentage of times the p-value for the mumm is lower than for the 2-way model. The rest of the results are the percentage of times the models find a significant product effect (the power).
a simulation study for the two alternative data scenarios, similar to the one conducted for the first data set. The results are shown in Table 5 . When the 185 interaction consists of a significant scaling effect and a significant disagreement effect, the MAM and the multiplicative mixed model have a very similar power to detect product differences, whereas the 2-way model finds a significant effect less often. However, the difference between the methods are smaller in this sce-nario, than in the scenario without a significant disagreement effect. When the 190 scaling effect, on the other hand, is not significant, the 2-way mixed model has the largest power to detect product differences. This is anyhow not surprising, since the MAM and the multiplicative mixed model waste degrees of freedom on estimating a non-existing scaling effect.
Confidence intervals for product differences 195
The procedure suggested by Brockhoff et al. (2015) for obtaining product difference confidence intervals based on (2), while taking (3) into consideration, is implemented in the R-package SensMixed. The exact command used to achieve the estimated confidence intervals is shown in Appendix A. This novel procedure gives non-symmetrical confidence intervals, because the scaling variance is taken into account. This contradicts the confidence intervals one would obtain from running the MAM in standard statistical software for linear models, i.e computing the confidence intervals in the following way (Brockhoff et al., 2015) :
where t 0.975 (f ) is the 0.975 quantile of the Student's t-distribution with degrees of freedom f = DF Disagreement = (I − 1)(J − 2).
It is important to note that this method is not recommended, since the scaling variance is falsely ignored. This method of computing confidence intervals will from now on be referred to as method "MAM naive ", whereas method "MAM"
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will denote the novel procedure suggested by Brockhoff et al. (2015) , which takes the scaling variance into account.
The profile likelihood estimated confidence intervals based on (3) were found by R-package mumm. The mumm function calls, for obtaining the estimated 205 confidence intervals, are shown in Appendix A. Let this method be referred to as method "mumm".
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Note that none of the confidence intervals are corrected for multiple comparisons. Such adjustments could be implemented in the methods, but this is 210 beyond the scope of this paper.
Data example
We consider again the TVbo data set, with the attribute Dim glass effect as the response variable, but this time we keep all of the observations, meaning that we now analyze 12 products.
215 Table 6 shows the ANOVA table for this data set and Table 7 shows the p-values for the product effect. We see that all the effects are highly significant, except for the disagreement effect, which is non-significant. It is clear that the product effect is significant no matter which model is used. We also see that the disagreement effect is non-significant, meaning that 220 the scaling effect alone explains the assessor-by-product interaction.
We have estimated the product contrasts and their corresponding 95%-confidence intervals by method "MAM", method "MAM naive ", method "mumm", and by using the standard 2-way mixed model. To illustrate the difference between these four methods, the contrast estimates and the confidence intervals Confidence intervals for product contrasts Figure 4 : The estimated product contrasts (black dots) and the corresponding 95%-confidence intervals. Method "MAM" refers to the procedure suggested in Brockhoff et al. (2015) , method "MAM naive " refers to using MAM directly, and method "mumm" refers to the use of R-package mumm for finding the profile likelihood based confidence intervals. Only the confidence intervals for the three smallest and the three largest contrasts are plotted. estimated confidence intervals from method "MAM" and method "mumm" are asymmetric as expected, being wider "away from zero" than "towards zero" (Brockhoff et al., 2015) . Moreover, the intervals obtained by method "MAM" 230 are wider than the intervals obtained from method "mumm", for the small contrasts. The confidence intervals from method "MAM naive " and the 2-way model are symmetric and have a constant width for all of the contrasts, which makes them notably shorter than the intervals from the two other methods, for large contrasts, and wider for small contrasts. For small contrasts, the intervals for 235 "MAM naive " look reasonable, whereas the intervals for the 2-way model appear to be too wide compared to the others. However, from this plot we cannot say much about which intervals are more correct. Therefore, we have conducted a simulation study to compute the coverage probabilities for the confidence intervals, which will be described in the following section. 
Simulation study
To compute coverage probabilities for the estimated confidence intervals, 1000 data sets were simulated from the multiplicative mixed model (3). Each data set contains scores given by 8 assessors to 12 products in 2 replications. The product effect parameters and the variance components were set equal to the 245 parameter estimates obtained from fitting model (3) to the TVbo data set with Dim glass effect as the response variable. The estimated model parameters used in the simulation study are shown in Table 8 . We have estimated the product difference confidence intervals for all of the 1000 data sets by the four methods. Hereafter, the coverage probabilities of the confidence intervals have 250 been calculated from the "true" known product differences. Table 9 shows the coverage probabilities of the estimated confidence intervals, found from the simulation study. As seen, the coverage probabilities of the confidence intervals produced by method "MAM" look very reasonable and are very similar to the coverage probabilities for method "mumm". On the other Table 9 : The coverage probablities.
Different data scenarios
To investigate how the results generalize to other data scenarios, we have 260 estimated the product contrast confidence intervals for the TVbo data set with first Colourbalance and then Depth as the response variable. All the observations was included, yielding 12 products in total. As in Section 2.3, both the scaling effect and the disagreement effect are present in the assessor-byproduct interaction when Colourbalance is the response variable, whereas only 265 the disagreement effect is present when Depth is chosen as the response variable. Figure 5 show the estimated confidence intervals for the first-mentioned example. We see that the difference between the methods is smaller now, compared to in Figure 4 . The corresponding coverage probabilities are shown in Table   10 , where we see that the two-way model and "MAM naive " are still performing 270 poorly -especially for large contrasts. We further see that method "mumm" produces confidence intervals with slightly too small coverage probabilities. On the other hand, method "MAM" produces confidence intervals with very reasonable coverage probabilities. Figure 6 shows the estimated confidence intervals for the last data scenario.
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Here we see that the methods produce very similar intervals, which is expected when the scaling effect is not present. The intervals found by the "mumm" method are, though, a bit narrower overall. This is also reflected in Table   11 , which shows that the coverage probabilities are slightly too low for these intervals. The table further shows that the rest of the methods produce intervals 280 with proper coverage probabilities, as expected due to the insignificant scaling effect.
New F-test for the MAM
In Section 2 it was found that the MAM gives a higher power to detect product differences than the 2-way mixed model, when a scaling effect is present.
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Using the multiplicative mixed model, however, we obtain an even higher power to detect product differences. In this section, we therefore propose a new and improved F-test for the MAM, for testing the significance of an overall product effect.
When using the 2-way mixed model, the denominator in the F-test, for 290 testing the significance of an overall product effect, is the mean square for the product-by-assessor interaction (M S Interaction ). However, the interaction con- Confidence intervals for product contrasts Figure 5 : The estimated product contrasts (black dots) and the corresponding 95%-confidence intervals, for the Colourbalance attribute. Method "MAM" refers to the procedure suggested in Brockhoff et al. (2015) , method "MAM naive " refers to using MAM directly, and method "mumm" refers to the use of R-package mumm for finding the profile likelihood based confidence intervals. Only the confidence intervals for the three smallest and the three largest contrasts are plotted.
tains the scale effect, which means that the variation due to the assessors' different use of scale range ends up in the denominator, i.e in the "error". When using the MAM, on the other hand, the denominator is M S Disagreement , which 295 is the mean square for the interaction without the mean square for the scale effect. Hence, the scale effect has been removed from the "error" in the F-test, giving an increased power to detect product differences.
In the likelihood ratio test, when using the multiplicative mixed model, the full model is tested against a reduced model, where both the product effect and the scaling effect is removed. This idea is similar to using an F-test for Confidence intervals for product contrasts Figure 6 : The estimated product contrasts (black dots) and the corresponding 95%-confidence intervals, for the Depth attribute. Method "MAM" refers to the procedure suggested in Brockhoff et al. (2015) , method "MAM naive " refers to using MAM directly, and method "mumm" refers to the use of R-package mumm for finding the profile likelihood based confidence intervals. Only the confidence intervals for the three smallest and the three largest contrasts are plotted.
the MAM with the mean square for the combined effect of product and scaling (M S P roduct+Scaling ) in the numerator instead of just M S P roduct . This makes sense, since a large scaling effect is a sign of product difference. Therefore we propose a new F-test for testing the significance of an overall product effect, with the F-statistic:
When performing this F-test in the simulation study described in 2.2 and 2.3, we get the results shown in Table 12 . Following this, the power to detect product 
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This is however okay, since this new F-test is intended for data sets, where the scaling effect is present. Therefore we take a closer look at the results of the simulation study for data scenario 1. 74.5 45.9 Table 12 : The results from the simulation studies when using the new F-test for the MAM.
Summary and discusion
In this paper we have compared the hypothesis tests for overall product differences when using the MAM, the 2-way mixed model and the multiplicative 320 mixed model. It was found that the use of the multiplicative mixed model results in the highest power to detect product differences, when a scaling effect is present. It was further found, in accordance with Brockhoff et al. (2015) , that also the MAM gives an increased power to detect product differences compared to the 2-way mixed model. In addition we found that our novel product differ- Through simulation studies, this paper also investigated whether the suggested procedure in Brockhoff et al. (2015) , based on the MAM, produce appropriate confidence intervals for product differences. We compared those intervals 330 with the profile likelihood based confidence intervals, based on the multiplicative mixed model, one can obtain from using the R-package mumm. 
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This emphasizes that the MAM based method is a good alternative to the more formal profile likelihood based method.
The results in this work are based on three different data scenarios, with a significant scaling and/or disagreement effect, each with one parameter constellation. In future work, it would be beneficial to investigate how the results
345
generalize to other data sets with other parameter constellations.
Computation time
The estimation of the parameters in the multiplicative mixed model (3), when fitting the model to the Dim glass effect attribute by mumm, takes on average 0.36 seconds (average of 100 runs). To achieve the corresponding confi-
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dence intervals for all of the 66 product contrasts, 410.54 seconds, i.e. almost 7 minutes, are needed on average 1 . In Pødenphant et al. (2018) the computation time for the model estimation when using mumm is compared to the computation time for fitting the model by the NLMIXED procedure in SAS (Littell et al., 2007) , and the authors state that mumm is faster than NLMIXED. When fitted
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to the TVbo data set, mumm is more than 20% faster than NLMIXED, and when fitted to larger data sets, the difference can be substantial; In one of their examples, mumm is more than 40 times faster. They further note that proper confidence intervals for the multiplicative mixed model cannot be estimated by NLMIXED.
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The computational burden is, however, immensely reduced for the "MAM" method, with an average computation time of only 0.29 seconds for fitting the MAM and estimating the 66 confidence intervals. This gives a strong advantage to MAM, especially regarding simulation studies and analysis of data from experiments with many products. When a scaling effect is present in the data, both models give an improved power to detect product differences compared to a 2-way mixed analysis of variance, with the multiplicative model resulting in the highest. We have, however, proposed a new F-test for the MAM, which results in a power that resembles, and 375 sometimes even exceeds, the power of the formal modeling approach. Further, we found that the suggested procedure in Brockhoff et al. (2015) , based on the MAM, produces appropriate confidence intervals for product differences. In the light of the reduced computation time, we therefore see the MAM as a good alternative to the formal multiplicative mixed model. 
