Abstract: Entity recognition and disambiguation (ERD) is a crucial technique for knowledge base population and information extraction. In recent years, numerous papers have been published on this subject, and various ERD systems have been developed. However, there are still some confusions over the ERD field for a fair and complete comparison of these systems. Therefore, it is of emerging interest to develop a unified evaluation framework. In this paper, we present an easy-to-use evaluation framework (EUEF), which aims at facilitating the evaluation process and giving a fair comparison of ERD systems. EUEF is well designed and released to the public as an open source, and thus could be easily extended with novel ERD systems, datasets, and evaluation metrics. It is easy to discover the advantages and disadvantages of a specific ERD system and its components based on EUEF. We perform a comparison of several popular and publicly available ERD systems by using EUEF, and draw some interesting conclusions after a detailed analysis.
Introduction
Entity recognition and disambiguation (ERD) is a crucial technique for discovering knowledge in text, which would facilitate different tasks such as information extraction (IE), knowledge base population (KBP), and natural language processing (NLP). Generally, there are two variants of the ERD task, Wikification and named entity linking (NEL), and we use ERD to refer to both of them in this paper. Recent literature has introduced a variety of ‡ Corresponding author * Project supported by the National Natural Science Foundation of China (No. 61572434), the China Knowledge Centre for Engineering Sciences and Technology (No. CKC-EST-2015-2-5) , and the Specialized Research Fund for the Doctoral Program of Higher Education (SRFDP), China (No. 20130101110-136) ORCID: Hui CHEN, http://orcid.org/0000-0001-9709-977X
c Zhejiang University and Springer-Verlag Berlin Heidelberg 2017 ERD systems. However, there is still some confusion over the performances of these ERD systems, because they are generally evaluated using different datasets and evaluation metrics. Ling et al. (2015) argued the confusion in three aspects: (1) There is no standard definition of the ERD task; (2) ERD systems are rarely compared by using the same datasets and evaluation metrics; (3) There is a lack of understanding of which aspect of a system is better than another. These problems have given rise to the development of a framework to unify and facilitate the evaluation process. Therefore, in this paper, we propose a flexible and easy-to-use evaluation framework (EUEF). EUEF defines a series of matching and evaluation metrics which ensure a fair comparison among different ERD systems. EUEF also helps to improve an ERD system by discovering the strengths and weaknesses of its components. The ERD task usually has a referential knowledge base (KB) that contains many entities as disambiguation targets. Most previous systems adopted Wikipedia, as it not only has abundant structural information, but also includes massive unstructured text information. Considering this scenario, as well as keeping consistency with previous work, EUEF also adopts the current version of Wikipedia as the referential KB.
The development of an evaluation framework for ERD systems has been mentioned in a few previous papers (Cornolti et al., 2013; Usbeck et al., 2015) . EUEF is similar to them in some respects, but goes beyond them in several dimensions: (1) EUEF puts forward new matching metrics that are different from those in previous works; (2) EUEF adopts a new method to process and evaluate NILs (NIL is defined in Section 3), while previous frameworks usually overlook them; (3) EUEF evaluates and analyzes the components of an ERD system more concretely, and the architecture of EUEF is refined and well designed, which is easily extensible and easy to use.
In this paper, we introduce a flexible and easyto-use evaluation framework for benchmarking ERD systems, which is open source (https://github.com/ htlchh/EUEF) and has a good extendibility. EUEF has already integrated several popular publicly available ERD systems, datasets, and evaluation metrics. The motivation of this work is to make an attempt to facilitate and unify the evaluation process of ERD systems, as well as present a framework for analyzing the advantages and disadvantages of a specific ERD system. Our contributions are mainly in three aspects: (1) We propose an evaluation framework EUEF for ERD systems and make it publicly available; (2) We propose several new matching metrics as well as a new approach to process and evaluate NILs; (3) Based on the analysis of the performances of various ERD systems, we give some suggestions for designing a better ERD system.
Related work
A variety of ERD systems have been proposed so far, ranging from pipeline and joint inference models to deep neural networks, and Shen et al. (2015) gave a survey about the ERD task. However, it is still difficult to understand the state-of-the-art for ERD, as previously proposed approaches are usually evaluated with non-comparable evaluation metrics over different datasets. This situation necessitates the development of a unified evaluation framework.
To the best of our knowledge, the BAT framework (Cornolti et al., 2013) is the first framework designed for a fair comparison of various ERD systems. This framework defines a set of tasks as well as matching and evaluation metrics. It evaluates seven ERD systems on five datasets by using Wikipedia as the referential knowledge base. However, the matching metrics defined in the BAT framework are restrictive. Rizzo et al. (2014) evaluated a bundle of ERD systems and combined them by using a machine learning algorithm to form a new ERD system. This proposed system chooses DBpedia (Bizer et al., 2009 ) as a referential knowledge base, and makes a mapping between Wikipedia and DBpedia. However, this work is inclined to developing a new ERD system rather than an evaluation framework. Hachey et al. (2014) designed an evaluation tool based on the AIDA-YAGO dataset (Hoffart et al., 2011) , extending the BAT framework by adding an isolated evaluation of disambiguation. However, this framework does not evaluate mentions or NILs. Usbeck et al. (2015) proposed an evaluation framework GERBIL by extending the BAT framework. GERBIL provides a web service API (http://aksw.org/Projects/GERBIL.html) and allows access to the platform through some permanent URLs and NIF-based parameters.
Compared with these previous works, EUEF has several advantages. EUEF not only assesses the comprehensive performance of an ERD system but also evaluates the components, which provides a better analysis of the system. We can discover the strengths and weaknesses of an ERD system based on component evaluations. In addition, EUEF evaluates NILs, which are usually overlooked in previous frameworks. Finally, EUEF is designed for good extendibility and we make it publicly available as an open source.
Terminologies
As mentioned in Section 1, EUEF adopts Wikipedia as the referential knowledge base, so all Wikipedia titles (articles) are the referential target entities, denoted by T . 3. A mention is a phrase embedded in d, which is used to refer to something in the real world. Each mention is denoted by m and m is a triple p, l, s , where p is the position of the occurrence of the mention in d, l is the length of the mention, and s is the confidence in recognizing the mention.
4. An entity is an instance of T , denoted by e and e ∈ T . 5. A 'null' is a label parallel to an entity, representing all referential targets that are not contained in T . Thus, {null} ∩ T = ∅ and {null} ∪ T is the universal set of referential targets.
6. An annotation is a triple representing the mapping of a mention to an entity with a confidence, which is denoted by a = m, e, s .
7. A NIL is also a triple m, null, s , which represents that the referential target of the mention does not exist in T , and s is the confidence in mapping m to null. NIL is a special annotation essentially.
8. A candidate c consists of two parts: a mention m and a set of pairs-formally, m, { e 1 , s 1 , e 2 , s 2 , . . .} , and each pair is in the form of e, s , where e is a valid entity of the mention and s is the corresponding confidence. If the mention does not have any corresponding entities, then c is simplified as m, { null, s } . 9. A dereference function 'df(·)' illustrates a many-to-one relation (Cornolti et al., 2013) . Considering that Wikipedia has redirects, it is necessary to use df to normalize them to non-redirects when making comparisons. Formally, given two entities e 1 ∈ T and e 2 ∈ T , df(e 1 ) and df(e 2 ) are two non-redirects, which are equal if and only if df(e 1 ) = df(e 2 ).
Given a document, an ERD system will recognize a set of mentions, create candidates for mentions, and finally generate a set of annotations and NILs.
The proposed framework

Architecture overview
The architecture of EUEF is very concise (Fig. 1) . Given an ERD system and a dataset, and then picking a matching metric, EUEF would output the results after running the executor. The ERD systems, datasets, and matching metrics could be extended by implementing pre-defined interfaces. EUEF has already integrated several popular ERD systems, datasets, and evaluation metrics, which will be described in the following sections. However, the main intention of this study is to introduce the evaluation framework, rather than make a comparison of all available ERD systems and datasets, while more ERD systems and datasets will be incorporated in future work.
Integrated ERD systems
To this end, EUEF has integrated three ERD systems that are publicly available without any license keys or version issues. This section makes a brief description about these ERD systems.
1. Wikipedia Miner: Wikipedia Miner is one of the earliest ERD systems and has been described in Milne and Witten (2008; . This system starts by gathering all n-grams. Then it uses machine learning algorithms for mention recognition and disambiguation. Its mention recognition component is based on its disambiguation component. Wikipedia Miner annotates named entities as well as common concepts, but it does not produce NILs. The authors provided the source code and also a publicly available web service API (http://wikipedia-miner.cms. waikato.ac.nz).
2. Illinois Wikifier: Illinois Wikifier uses a local and global paradigm to solve the ERD problem (Ratinov et al., 2011) . This system adopts the Illinois Named Entity Recognition (NER) (Ratinov and Roth, 2009 ) tool (http://cogcomp.cs.illinois.edu/ page/software_view/NETagger) to recognize mentions and performs some postprocessing by predefined regular expressions. Then it treats the disambiguation process as a quadratic optimization problem.
Wikifier annotates only named entities, and does not produce NILs. The executable code of the system has been made publicly available, and it could be downloaded and run locally (http://cogcomp.cs.illinois.edu/page/software/). 3. Priorer: Priorer is a simple pipeline ERD system. Priorer applies the Stanford NER tool (Finkel et al., 2005 ) to recognize mentions, and then retrieves CrossWikis (Spitkovsky and Chang, 2012) to generate candidates by using a search engine (http: //lucene.apache.org). CrossWikis is a dictionary that is created by crawling Wikipedia and Google cache and could be downloaded online (http://nlp. stanford.edu/pubs/crosswikis-data.tar.bz2/). Since each line of CrossWikis is a mention with its possible entity associated with a confidence score, Priorer simply chooses the entity with the largest confidence as the disambiguation target. If mentions have no candidates, or if the generated candidates are invalid (without corresponding Wikipedia titles), Priorer would transform these mentions into NILs. Priorer annotates only named entities, but it predicts NILs.
Integrated datasets
Several publicly available datasets are collected (Ratinov et al., 2011; Cornolti et al., 2013) . Datasets, e.g., AQUAINT, AIDA/CoNLL, IITB, MSNBC, and ACE2004, are all appropriate for testing ERD systems, and EUEF has integrated all of these datasets. If more datasets are available, it is also convenient to integrate them into EUEF. Basic statistical information about these datasets is shown in Table 1 . Four of the integrated datasets are from newswire texts, and IITB consists of crawled web pages. Datasets IITB and AQUAINT contain gold standards consisting of named entities as well as common concepts. However, the other three datasets contain only named entities. This distinction of gold standards would make a significant impact on the performance of the component for mention recognition, which would be demonstrated in Section 5.1. In Table 1 , Men, Ent, and Ent dist represent the multiplicity of mentions and entities of the dataset. EUEF has filtered those documents without any gold standards, as predictions for these documents would all be false positives, which would reduce the precision. Some datasets contain embedded gold mentions, and EUEF filters out all these embedded mentions but the one with the largest length when making an evaluation.
AIDA/CoNLL, MSNBC, and ACE2004 annotate NIL explicitly, while the other two datasets do not. EUEF classifies NIL into two groups: explicit and implicit NILs. Explicit NIL is the annotation that is labeled with null (none, nme, etc.). For example, an explicit NIL Dana, null, 1 in dataset MSNBC means that the mention 'Dana' is annotated with a 'null' label. Implicit NIL is the annotation whose entity is already invalid according to Wikipedia. For instance, a mention 'Al Goldman' is annotated with the entity 'Al Goldman' in MSNBC. However, the article about 'Al Goldman' does not exist in Wikipedia and this annotation has already been deprecated. These deprecated annotations are treated as NILs as well. EUEF introduces implicit NIL for two reasons: (1) The deprecated annotations are out of work mainly because the corresponding entities are invalid. However, the mentions are still gold standards, and it is natural to transform these annotations into NILs. (2) If no preprocessing is conducted on these deprecated annotations, whatever an ERD system predicts for the mentions, it will always result in false positives. T doc : type of source document in the dataset; T gold : type of gold standard (NE means that only named entities are annotated and Mixed means that common concepts are also annotated); Doc: total number of documents in the dataset; Men: total number of mentions; Ent: total number of entities; Ent dist : total number of distinct entities in the dataset; Ann: total number of annotations; NIL: total number of NILs; AVG doc : average length of the documents in the dataset
Integrated matching metrics
A matching metric is a Boolean function for comparing the results generated by ERD systems and gold standards. Each matching metric defines some constraints; the results are correct if and only if they satisfy the defined constraints compared to gold standards. Different from previous frameworks, EUEF defines only one type of matching metric, fuzzy matching metric, which covers both the strong and weak matching metrics defined in Cornolti et al. (2013) . The confidence score associated with mention (candidate, annotation, and NIL) is used only for ranking and filtering in recognition and disambiguation phases, but is not used in the matching phase. Thus, the confidences would be discarded by choosing a best threshold when making an evaluation.
Mention matching metric
Defining a fine matching metric between two mentions is challenging, because it involves two dimensions: the syntactic one and the semantic one (Cornolti et al., 2013) . EUEF implements only syntactic matchings so far, and would consider semantic matchings in the future. It seems inappropriate if comparing only two mentions in accordance to their exact syntactics, as human annotators would annotate mentions with their preferences and bring bias in gold standard mentions. We have sampled documents from MSNBC and marked the mentions manually. Compared with the original labels, the Kappa coefficient (Carletta, 1996) indicates an agreement ratio with a score of 0.69. For example, 'Home Depot Inc' and 'Wal-Mart Stores Inc.' are two gold mentions about companies, but they are annotated with an inconsistent style as one ends with a period while the other does not. If an ERD system makes predictions such as 'Home Depot Inc.' and 'WalMart Stores Inc.', the results are both false positives for missing or containing a period, and this is not expected. To tackle this problem, EUEF introduces a fuzzy matching metric based on the edit distance (Ristad and Yianilos, 1998) .
First, we define two functions, equal(m 1 , m 2 ) and overlap(m 1 , m 2 ), as
where m 1 and m 2 are two given mentions. The function equal(·) tests whether two mentions are exactly syntactically matched, while the function overlap(·) measures whether two mentions are overlapping with each other. equal(·) and overlap(·) were used in Cornolti et al. (2013) and Usbeck et al. (2015) as the cores of strong matching and weak matching, respectively. Let M denote a set of mentions generated by an ERD system and G denote gold standard mentions. The fuzzy mention matching metric MM is defined as
where m ∈ M , m ∈ G, and t ∈ [0, 1] is a given threshold. The function ned(m, m ) represents the normalized edit distance, which is defined as
where ed(m, m ) is the edit distance between m and m and | · | represents the length of a string. If choosing a threshold t = 1, then MM is exactly the equal(·) function, while with a threshold t = 0, MM is equivalent to the overlap(·) function. Hence, the two mention matching metrics defined in Cornolti et al. (2013) and Usbeck et al. (2015) can be deduced to MM. Some ERD systems would generate embedded mentions; e.g., the mention 'New York' is embedded in the mention 'New York Stock Exchange'. EUEF adopts a co-reference step for preprocessing the embedded mentions. If two or more mentions, which are generated by an ERD system, are embedded, EUEF would choose the one with the largest string length and discard the others, as it is considered that the long mention would be more representative and less ambiguous. Otherwise, if two or more embedded mentions are generated without co-reference, they may lead to more than one true positive according to MM when evaluated.
Candidate matching metric
Candidate matching metric CM is used to evaluate the performance of the component that generates candidates. CM is based on MM, as a mention is embedded in a candidate. Let C denote a set of candidates generated by an ERD system, and G denote gold standard candidates. CM is defined as
where c ∈ C, c ∈ G, m is the embedded mention of c, m is the embedded gold mention of c , ps is the target entity-score pair set of m, and ps is the gold entity-score pair set of m . Since ps and ps contain a series of entities, ps and ps should be dereferenced by the function df(·) first. Two candidates are matched if and only if their mentions are matched according to the given MM, and then there is at least one common referential entity (or null) for the two mentions. EUEF also includes a co-reference preprocessing step to identify candidates whose mentions are embedded.
Disambiguation matching metric
In the entity disambiguation task, the gold mentions are given along with documents, and the only thing to do is to find the target entities of the given mentions. However, EUEF does not define a disambiguation metric explicitly for two main reasons: First, for an ERD system, the performance of the disambiguation component could be estimated from MM and AM (Section 4.4.4). Namely, for acquiring the performance of MM, it is easy to obtain the total number of correctly recognized mentions. For acquiring the performance of AM, it is also easy to obtain the total number of correctly disambiguated mentions. Then the performance of disambiguation could be estimated by a simple division of these two numbers. Since the integrated systems' disambiguation algorithms are not available, EUEF evaluates the performance of the involved ERD systems by this method. Second, if gold mentions and the disambiguation algorithm are both available, it is also easy to transform these gold mentions and their corresponding generated disambiguation targets into annotations, and then adopt AM to evaluate the results.
Annotation matching metric
Annotation matching metric AM is an end-toend evaluation of an ERD system. An annotation is a triple m, e, s , and thus the matching consists of two parts: mention matching metric MM and entity matching metric EM. MM has already been defined above. If an ERD system captures a set of entities E for a document, and let G denote the gold standard entities, EM is defined as EM(e, e ) = 1, df(e) = df(e ), 0, else,
where e ∈ E and e ∈ G. EM exactly measures the matching of entities that are already de-referenced. Based on MM and EM, the annotation matching metric AM could be defined. Let A denote a set of annotations generated by an ERD system, and G denote gold standard annotations. Then AM is
where a ∈ A, a ∈ G, e is the disambiguated entity of a, and e is the gold entity of a . EUEF includes a co-reference preprocessing phase and de-references the entities before comparison.
NIL matching metric
A NIL, which is annotated with a null label, is a special annotation essentially. Therefore, the NIL matching metric NM is similar to AM. Let N denote a set of NILs generated by an ERD system, and G denote gold standard NILs. Then NM is defined as
where n ∈ N , n ∈ G, m is the embedded mention of n, and m is the embedded gold mention of n . The null labels are left out when comparing NILs, because they are always matched. Since NILs may contain embedded mentions, EUEF also contains a co-reference preprocessing phase. The gold standard NILs are preprocessed as described in Section 4.3.
Matching metrics for deduced tasks
The BAT framework (Cornolti et al., 2013) defines a set of annotation tasks, namely D2W, A2W, Sa2W, C2W, Sc2W, and Rc2W, and suggests that all the other tasks can be deduced from the Sa2W task. An ERD system usually generates annotations associated with confidence scores, exactly equal to the Sa2W task. Therefore, it is easy to evaluate these reduced tasks according to the reduction rules from the results output by ERD systems. The C2W, Rc2W, and Sc2W tasks do not rely on mentions, and could be evaluated by using EM. The A2W task is similar to the Sa2W task except for associated confidence scores. Since confidence scores play no role in matching, it is natural to use AM to evaluate the A2W task. The D2W task is only the disambiguation task and has been discussed in Section 4.4.3. The Sa2W task could be evaluated by AM. The BAT framework does not define matching metrics for NILs. However, we could use NM to evaluate the given ERD system if it predicts NILs.
Evaluation metrics
EUEF adopts two groups of the classical F1 measures: macro group and micro group. Let D denote a dataset and d ∈ D denote a document. Then precision and recall are defined as
where P mic is the micro-precision, R mic the microrecall, P mac the macro-precision, R mac the macrorecall, TP d the count of true positives of document d, FP d the count of false positives, and FN d the count of false negatives. Then, the F1 scores are defined as
where F1 mic indicates the micro-F1 score and F1 mac the macro-F1 score. In TAC-KBP (Ji et al., 2014; , NIL is evaluated by using clustering metrics that aim to discover new NIL clusters for populating knowledge bases. However, EUEF aims to evaluate the performance of the component for NIL generation and does not produce NIL clusters. Hence, EUEF also evaluates NIL by F1 measures for consistency.
Evaluation and discussion
Robust experiments are conducted for the three ERD systems without any training or tuning, and then evaluations of mention recognition components, candidate generation components, disambiguation components, and end-to-end systems are performed by using matching and evaluation metrics defined above. We choose two typical datasets, MSNBC and AQUAINT, as examples for illustration of performance comparison and analysis. MSNBC contains only named entities, while AQUAINT includes common concepts as well.
Mention evaluation and discussion
The performance of the mention recognition component is measured with the defined MM. In our evaluation example, the threshold t of edit distance is simply assigned to 0, and MM is the same as the weak matching introduced in Cornolti et al. (2013) . Wikipedia Miner and Wikifier produce the confidence scores associated with mentions. However, Priorer does not output confidence scores, and EUEF sets the default score as Table 1. Table 2 shows the results of the three ERD systems evaluated over two datasets. Priorer achieves the best performance over MSNBC in terms of all precisions, recalls, and F1 scores. Wikifier performs a little better than Wikipedia Miner in precisions and F1 scores, but with close recalls. As for AQUAINT, even though Priorer achieves the best precisions and F1 scores, the recalls are relatively poor. Compared with Priorer, Wikifier performs a little worse in precisions and F1 scores but comparably in recalls, and Wikipedia Miner achieves the best recalls.
Two examples are selected to illustrate the performance of MM. First, consider two gold mentions 'Home Depot Inc' and 'Wal-Mart Stores Inc.'. The latter is annotated by ending with a period while the former does not. However, an ERD system, for example, Priorer, predicts two mentions 'Home Depot Inc.' and 'Wal-Mart Stores Inc.', and both of them are wrong if evaluated with exact syntactic matching, which is not satisfactory. However, this problem P mic : micro-precision; R mic : micro-recall; F1 mic : micro-F1 score; Pmac: macro-precision; Rmac: macro-recall; F1mac: macro-F1 score; TP: total number of true positives; FP: total number of false positives; FN: total number of false negatives. The entries in boldface represent the best micro and macro precisions, recalls, and F1 scores could be solved well by evaluation with MM. Then considering another gold mention 'Institute for Supply Management', Priorer makes a prediction 'Institute for Supply Management and', which is obviously a false positive by using MM. These false positives could be filtered out by tuning the threshold of the edit distance. As mentioned above, MSNBC annotates named entities, while AQUAINT annotates named entities as well as common concepts. Priorer and Wikifier perform better than Wikipedia Miner in MSNBC in spite of the fact that they make much fewer predictions, which indicates that if a dataset is annotated only with named entities, it is better to choose NER for mention recognition. However, if more common concepts are annotated in a dataset, e.g., AQUAINT, n-gram and dictionary-based methods could discover more mentions. There is one important distinction that NER works much better in discovering NILs than n-gram, because n-gram based methods would discard all mentions that are out of the dictionary.
Candidate evaluation and discussion
As Wikipedia Miner web service API returns annotations that consist of one mention and one corresponding entity, the evaluation based on CM is similar to that with AM. Wikifier and Priorer both generate a list of entities for each mention. Mentions could be disambiguated correctly if and only if their candidates capture the correct entities. Recall is more important than precision and F1 score in the candidate generation phase, as it illustrates the upper bound of mentions which would be disambiguated correctly. EUEF computes two types of recalls in Table 3 : recall R g compared with the gold standards, and recall R m compared with the recognized mentions. Priorer achieves the highest scores of R g and R m over MSNBC. As for AQUAINT, Wikipedia Miner obtains the highest R g score, while Priorer produces the highest R m score.
CM is based on MM, and therefore the count of TP derived from MM is an upper bound of CM. All these systems generate candidates by retrieving dictionaries. R g is decided by the mention recognition component and the dictionary together, while R m is relevant only to the dictionary. Wikipedia Miner and Wikifier both adopt Wikipedia's resources (anchors, titles, redirects) as the dictionary, while Priorer chooses CrossWikis. From Table 3 , it can be seen that Priorer's R m on both datasets is the highest, which shows that CrossWikis is a better dictionary for candidate generation than Wikipedia resources in these two datasets, and this conclusion is consistent with that of Ling et al. (2015) . Priorer produces a low R g score in AQUAINT mainly due to its poor performance in mention recognition.
Disambiguation evaluation and discussion
Disambiguating the given mentions according to Wikipedia is the popular D2W task. As mentioned in Section 4.4.3, EUEF does not define an explicit disambiguation matching metric, and the disambiguation performance is estimated from MM and AM. Since in the disambiguation phase the mentions are given, precision, recall, and the F1 score are equivalent, and accuracy is usually chosen instead as the evaluation metric. The results of disambiguation components are shown in Table 4 . Wikipedia Miner achieves the best accuracies over both datasets. Wikifier performs better than Priorer in disambiguation. Wikipedia Miner's disambiguation component adopts a classifier tuned on three features: prior probability, context relatedness, and quality. Wikifier disambiguates mentions as an optimization problem by combining local and global features. Priorer simply chooses the candidate with the maximum prior probability as the target entity. All ERD systems obtain better scores over AQUAINT than over MSNBC, which implies that disambiguating common concepts is easier than disambiguating named entities. Priorer disambiguates mentions based on the prior probabilities of entities from CrossWikis, which is effective when the target entities have the maximum prior probabilities. However, it performs very poorly when disambiguating long-tailed entities. Wikipedia Miner and Wikifier both treat the disambiguation process as a learning to rank problem. Wikifier designs features based on the syntactic information and Wikipedia's linking structure, while Wikipedia Miner discards syntactic features with only three more semantic like features. Even though Wikipedia Miner's disambiguation algorithm is very concise, it achieves the best performance on both datasets, which indicates that the disambiguation task relies more on semantic features than on syntactic features.
Annotation evaluation and discussion
Annotation evaluation is to investigate an ERD system's end-to-end performance. An ERD system needs to balance its modules for the best comprehensive performance. Most ERD systems generate annotations with confidence scores; however, it is difficult to set the filtering threshold, which plays a vital role in final performance measurement. To this end, we choose the best predictions of each system for evaluation by iterating the filtering threshold from 0 to 1 at intervals of a specific number. Fig. 2 shows the micro-F1 scores of the three systems over two datasets with multiple thresholds. As shown in The main idea of Wikipedia Miner is to achieve a high recall in the mention recognition phase with a relatively low but tolerable precision, and then refine the results in the following phases which aim mainly to improve precision. However, Wikifier and Priorer try to perform as well as possible at each step. As mentioned above, Priorer performs well in mention recognition and candidate generation phases. Even though its disambiguation performance is the worst, it still works best over MSNBC and achieves a median result over AQUAINT, which illustrates that this simple method is a strong baseline for the ERD task. Wikipedia Miner works well in balancing precision and recall, and finally achieves good comprehensive performance over both datasets. As shown in Fig. 2 , the curves in two sub-figures are similar, which indicates the robustness of these systems over different datasets. Wikifier and Priorer's performances are stable as the threshold varies, but Wikipedia Miner is more sensitive to the threshold value.
NIL evaluation and discussion
Even though n-gram and dictionary-based methods would obtain high recalls, they have a vital drawback; that is, their capacity for recognizing unknown but potential entities is rather limited, as these unknown entities would be discarded if they are out of the dictionary. However, approaches based on NER would achieve a better performance for recognizing unknown entities, especially named entities. Wikipedia Miner does not predict NILs for its restriction of its mention recognition component. Even though Wikifier adopts NER for mention recognition, it does not make a prediction for NILs. Priorer integrates a simple NIL component. If the recognized mentions have no candidates, or the generated candidates do not exist in Wikipedia, Priorer would annotate these mentions as NILs. As dataset AQUAINT has no explicit or implicit NILs, it is replaced by ACE for NIL evaluation, and the results are shown in Table 5 .
Priorer's performance over NILs is better than annotation over MSNBC, and the improvement is due mainly to no disambiguation step in the NIL evaluation task. The precision over ACE is not very high, as the ACE dataset contains only annotations that are relevant to the main idea of the current document, while Priorer makes exhaustive predictions. However, the capacity of recognizing NIL is important for an ERD system, and would be in favor of finding novel potential entities. Priorer's NIL component is very simple and natural, while more effective methods would be investigated in future work.
Evaluation summary
The integrated ERD systems and their components have already been evaluated comprehensively. Based on the analysis of their performance, we could draw several interesting conclusions: (1) NER methods are more appropriate for finding named entities, especially for predicting NILs, while n-gram-based methods usually aim at achieving a high recall. (2) It is interesting to note that a high performance of a specific component of an ERD system may have limited contributions to the overall performance, and a system needs to make a trade-off among its components. (3) It is useful to discover the advantages and disadvantages of different ERD systems, which would help design a better ERD system by combining the well-working components. For example, improving the Priorer's disambiguation algorithm referring to other systems would endow it with a better comprehensive performance.
Conclusions
In this paper, we proposed an evaluation framework called EUEF for benchmarking ERD systems. EUEF aims at facilitating the evaluation process and giving fair comparison and detailed analysis of various ERD systems. EUEF is flexible and easy to use, and can be extended conveniently with novel ERD systems, datasets, and evaluation metrics. We made it publicly available as an open source. EUEF has defined several new fuzzy matching metrics, and we proposed a new method to evaluate NILs. With fair and exhaustive comparisons based on EUEF, it is more convenient to discover the advantages and disadvantages of various ERD systems.
We also identified some shortcomings when developing EUEF, which would be resolved in future work. For example, for the mention matching metric it is crucial to combine semantic information and syntactic information, while EUEF considers only syntactic information at present. We believe our framework would be helpful in the development of better ERD systems.
