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Abstract
In this paper, we study the relationship between the Asymmetric Traveling Salesman Problem (ATSP) and the Cycle Cover
Problem in terms of the strength of the triangle inequality on the edge costs in the given complete directed graph instance,
G = (V, E). The strength of the triangle inequality is captured by parametrizing the triangle inequality as follows. A complete
directed graph G = (V, E) with a cost function c : E → R+ is said to satisfy the γ -parametrized triangle inequality if
γ (c(u, w)+ c(w, v)) ≥ c(u, v) for all distinct u, v, w ∈ V . Then the graph G is called a γ -triangular graph. For any γ -triangular
graph G, for γ < 1, we show that ATSP(G)AP(G) ≤ γ1−γ + o(1), where ATSP(G) and AP(G) are the costs of an optimum Hamiltonian
cycle and an optimum cycle cover respectively. In addition, we observe that there exists an infinite family of γ -triangular graphs
for each valid γ < 1 which demonstrates the near-tightness (up to a factor of 12γ + o(1)) of the above bound. For γ ≥ 1, the ratio
ATSP(G)
AP(G) can become unbounded. The upper bound is shown constructively and can also be viewed as an approximation algorithm
for ATSP with parametrized triangle inequality.
We also consider the following problem: in a γ -triangular graph, does there exist a function f (γ ) such that cmaxcmin is bounded
above by f (γ )? (Here cmax and cmin are the costs of the maximum cost and minimum cost edges respectively.) We show that
when γ < 1√
3
, cmaxcmin ≤
2γ 3
1−3γ 2 . This upper bound is sharp in the sense that there exist γ -triangular graphs with
cmax
cmin =
2γ 3
1−3γ 2 .
Moreover, for γ ≥ 1√
3
, no such function f (γ ) exists.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The Asymmetric Traveling Salesman Problem (ATSP) is to find a minimum cost directed Hamiltonian cycle in a
complete digraph G = (V, E) with cost function c : E → <+ associated with the edges. A Hamiltonian cycle will
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Science 2002, LNCS 2285.
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be referred to as a tour. We denote the cost of an optimum tour in G by ATSP(G). A cycle cover is a subgraph of G in
which each of the n vertices has in-degree 1 and out-degree 1. The problem of finding the minimum cost cycle cover
in G is equivalent to the assignment problem in a related matrix, as explained below.
The Assignment Problem (AP) can be described as follows. Given an n×n matrixC = (ci j ), find a permutation σ of
{1, . . . , n} that minimizes∑ni=1 ciσ(i). Given a complete directed graphG = (V, E)with a cost function c : E → R+,
a corresponding matrix C can be defined as follows: for 1 ≤ i, j ≤ n, Ci, j = c(i, j) for i 6= j and Ci,i = ∞. Note
that a permutation that optimizes the objective function for the assignment problem in this matrix corresponds to a
minimum cost cycle cover in G. Thus we denote the cost of the minimum cost cycle cover in G by AP(G).
Since Hamiltonian cycles are special cases of cycle covers, we have AP(G) ≤ ATSP(G). It is known that ATSP is
NP-hard [15], whereas AP is polynomial time solvable. Several people (for a survey see [3]) have investigated if AP
can be used effectively in a branch and bound method to solve ATSP. AP also plays an important role in the design of
approximation algorithms for ATSP. An f -factor approximation algorithm for ATSP seeks to find a tour whose cost is
at most f ·ATSP(G). Designing a constant factor approximation algorithm for ATSP (assuming triangle inequality) is
one of the most important open problems in the field of approximation algorithms. The best approximation algorithms
to date, for this problem, achieve only factors of O(log n) [12,6,16]. In fact all the currently known approaches for
designing approximation algorithms for ATSP rely on (if not directly, in a more sophisticated way) using AP(G) as a
lower bound. So, understanding the relation between AP(G) and ATSP(G) is very important.
One line of approach has been to explore this relation in a probabilistic setting. In a seminal paper Karp [17] proved
via the analysis of an O(n3) time algorithm that ATSP(G)AP(G) = 1 + o(1) with high probability (whp), where the cost of
each edge is an independent uniform [0, 1] random variable. A sequence of papers, Karp and Steele [18], Dyer and
Frieze [10] and Frieze and Sorkin [14], tightened this result. Frieze, Karp and Reed [13] also studied the ratio ATSP(G)AP(G) ,
in the probabilistic setting but using a slightly different model.
From the perspective of approximation algorithms, a standard way of imposing more structure on the edge costs
is to assume that the cost function satisfies the triangle inequality (i.e., the metric property) — namely, if u, v, w are
three distinct vertices of the graph,
c(u, w) ≤ c(u, v)+ c(v,w).
In this paper, we study the ratio ATSP(G)AP(G) in terms of the “strength” of the triangle inequality. To capture the strength
of the triangle inequality, we consider the following parametrization:
c(u, w) ≤ γ (c(u, v)+ c(v,w)) for all distinct u, v, w ∈ V .
We call this inequality, the γ -parametrized triangle inequality. A graph that satisfies the γ -parametrized triangle
inequality will be referred to as a γ -triangular graph. Such a parametrization of the triangle inequality has been
studied in the context of symmetric (i.e., undirected) graphs [8,2,4,1,9]. It is intuitive that, as γ decreases, the cost
function becomes more and more structured. When γ = 1, the γ -parametrized triangle inequality becomes the usual
triangle inequality. Note that γ is always at least 12 . To see this, let (u, v) be an edge with maximum cost cm . Let w
be a vertex other than u and v. Also let the costs c(u, w) and c(w, v) be a and b respectively. We have a ≤ cm and
b ≤ cm . Because of the parametrized triangle inequality, cm ≤ γ (a + b) from which γ ≥ 1/2 follows.
In this paper we show that if G is a γ -triangular graph, then ATSP(G)AP(G) ≤ γ1−γ + o(1) for γ < 1. If γ ≥ 1, there
exist graphs for which the ratio ATSP(G)AP(G) is unbounded. Moreover, when γ < 1, the upper bound proved is tight up to
a factor of 12γ + o(1): We demonstrate for every γ < 1 that there exists an infinite family of γ -triangular graphs G
for which ATSP(G)AP(G) =
(
1
2−2γ
)
·
(
γ
1−γ
)
. This is probably not surprising since the structure increases more and more as
γ approaches 12 .
We derive the aforementioned upper bound constructively. Given a cycle cover of cost c, we provide a polynomial
time algorithm which outputs a tour of cost at most ( γ1−γ +o(1))c. Thus, combined with the fact that an optimum cycle
cover can be computed in polynomial time [11], our algorithm is, in fact, an asymptotic γ1−γ -factor approximation
algorithm for ATSP, when the graph instance satisfies γ -parametrized triangle inequality for γ < 1. Recently Bla¨ser
et al. [5,7] have shown that one can achieve a slightly better approximation algorithm (with a factor of 1+γ2−γ−γ 3 for
all γ ∈ [0.5, 1)) for 1 > γ ≥ 0.5437. But for γ < 0.5437, our algorithm is still the best although this range of γ is
relatively less interesting compared to the range in which the algorithms of [5,7] perform better. Since the algorithm
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of Bla¨ser et al. [5,7] makes use of many cycle covers at multiple stages (as in [12]), it doesn’t bring out the relation
between ATSP and cycle covers.
Next we ask the following question. Can the parameter γ control the relative costs of the edges? In other words, if
cmin and cmax represent the costs of the minimum and maximum cost edges respectively, does there exist a function
f (γ ) such that cmaxcmin is bounded above by f (γ )? This question can be motivated by the observation that if f (γ ) is a
constant, then any ATSP tour is at most a constant times costlier than an optimum tour. It is easy to verify that when
the cost function is symmetric, there is one such function if γ < 1 (refer to [8]) and for γ ≥ 1, no such function
exists. Thus γ = 1 represents a point of structural transition in the symmetric case. We consider the same question
for the asymmetric case. The simple and intuitive approach that works neatly for the symmetric case doesn’t seem
to work anymore when it comes to the asymmetric case. We show that in the case of asymmetric cost functions, the
corresponding structural transition occurs at a lower value of γ , namely at γ = 1√
3
. We show that cmaxcmin ≤
2γ 3
1−3γ 2
when γ < 1√
3
. This upper bound is sharp in the sense that there exist γ -triangular graphs for which cmaxcmin =
2γ 3
1−3γ 2 .
Moreover, for γ ≥ 1√
3
, no such function f (γ ) exists.
2. The upper bound
We are given a complete directed graph G = (V, E)with cost function, c : E → <+ satisfying the γ -parametrized
triangle inequality i.e., c(u, v) ≤ γ (c(u, w) + c(w, v)) for all distinct u, v, w ∈ V with γ ∈ [ 12 , 1). We define
c(X) =∑e∈X c(e) for X ⊆ E . Also assume that the cost of the optimal tour in G is ATSP(G). Let |V | = n.
Lemma 1. Let C = (u1, u2, . . . , uk) be a directed cycle in G with 2 ≤ k ≤ n and γ ∈ [1/2, 1). Let uk+1 = u1. Let
w ∈ V . Then, there exists an edge (ui , ui+1) with 1 ≤ i ≤ k such that c(ui , w) ≤ γ1−γ c(ui , ui+1).
Proof. Ifw ∈ C then sayw = ui+1. Clearly the edge (ui , ui+1) satisfies the required property since γ1−γ ≥ 1. Ifw /∈ C
then let c(u j , w) = max{c(ui , w) : i = 1, . . . , k}. We claim that the edge (u j , u j+1) satisfies the required property. By
the γ -parametrized triangle inequality, we have c(u j , w) ≤ γ (c(u j , u j+1)+ c(u j+1, w)). As c(u j+1, w) ≤ c(u j , w),
( 1
γ
− 1)c(u j , w) ≤ c(u j , u j+1). That is, c(u j , w) ≤ γ1−γ c(u j , u j+1), as required.
Lemma 2. Let C = (u1, u2, . . . , uk) be a directed cycle in G with 2 ≤ k ≤ n and γ ∈ [1/2, 1). Let uk+1 = u1. Let
w ∈ V \C. If (u j , w) is such that c(u j , w) = max{c(ui , w) : i = 1, . . . , k}, then c(u j , w) ≤ γ1−γ c(u j , u j+1).
Proof. Follows directly from the proof of Lemma 1.
We first present a subroutine that constructs a Hamiltonian path ending at a specified vertex given a cycle cover
and the vertex as input.
We start with a minimum cost cycle cover. If an edge is removed from a cycle, we are left with a path that spans the
vertices of the cycle. If one edge is removed from each cycle, we get a collection of such paths. Now we can connect
these paths properly so that we get a Hamiltonian path. The trick is to carefully select the edge to be removed from
each cycle.
Algorithm 1 HamPath
Input: A cycle cover C = {C1,C2, . . . ,Ck}; a vertex u1 ∈ C1.
Output: A Hamiltonian path of G ending at vertex u1.
1: Remove (u1, v1) ∈ C1. Now we have a path from v1 to u1.
2: For i = 2 · · · k do:
(a) Get an edge (ui , vi ) in Ci such that c(ui , vi−1) = max{c(x, vi−1) : ∀x ∈ Ci } and remove it.
(b) Add the edge (ui , vi−1). We have a path from vi to u1.
3: Output the Hamiltonian path constructed, which goes from vk to u1.
Lemma 3. On a cycle cover C, Algorithm HamPath outputs a Hamiltonian path H with a cost of at most γ1−γ c(C).
In particular, if C is a minimum cost cycle cover, c(H) ≤ γ1−γ ATSP(G).
L. Sunil Chandran, L. Shankar Ram / Theoretical Computer Science 370 (2007) 218–228 221
Proof. Let e2, . . . , ek be the edges removed from C2, . . . ,Ck respectively in Step2(a) and f2, . . . , fk be the edges
included in Step 2(b). From Lemma 2, we see that c( fi ) ≤ γ1−γ c(ei ). So the increase in cost by the replacements
ICR :=
k∑
i=2
[c( fi )− c(ei )] ≤
(
γ
1− γ − 1
) k∑
i=2
c(ei ) ≤
(
γ
1− γ − 1
)
c(C).
The total cost of the path H is
c(H) ≤ c(C)+ ICR ≤ γ
1− γ c(C).
If C is a minimum cost cycle cover, c(H) ≤ γ1−γ ATSP(G) since the cost of any minimum cost cycle cover is a lower
bound for ATSP(G).
Lemma 4. Let P = (u0, u1, . . . , uk) be a path of length k. Then c(u0, uk)≤ γ blog2(k)c c(P).
Proof. First we show the result for k = 2i for some i ≥ 1. When i = 1, this is obvious from the definition
of the γ -parametrized triangle inequality. As the induction hypothesis, assume that the claim is true for all paths
P ′ of length k = 2i−1, i > 1. A path P = (u0, u1, . . . , uk) where k = 2i can be seen as the concatenation
of two subpaths P1 = (u0, u1, . . . , u k
2
) and P2 = (u k
2
, . . . , uk) both having length 2i−1. Therefore, c(u0, uk) ≤
γ (c(u0, u k
2
) + c(u k
2
, uk)) ≤ γ (γ i−1c(P1) + γ i−1c(P2)) = γ ic(P). To see the result when k is not a power of 2,
consider the vertex u j where j = 2blog2(k)c − 1. We first short-circuit the subpath of P from u j to uk using the edge
(u j , uk) to obtain a path P ′ = (u0, u1, . . . , u j , uk). Obviously, c(P ′) ≤ c(P) and P ′ has length 2blog2(k)c. It follows
that c(u0, uk) ≤ γ blog2(k)cc(P ′) ≤ γ blog2(k)cc(P).
Our algorithm makes use of a cycle of length at most
√
n in the minimum cost cycle cover. If such a cycle is not
present, we obtain one by splitting one of the cycles in such a way that the cost of the new cycle cover is not much
more than the old one. The following subroutine achieves this.
Algorithm 2ModifyCycleCover
Input: A cycle cover C = {C1,C2 . . . ,Ck} ; k ≥ 2 such that |Ci | > √n for all i .
Output: A cycle cover C′ = {C ′1, . . . ,C ′k+1} such that |C ′k+1| = 2.
1: Let Cr = (u1, u2, . . . , ul) be a cycle in C. Without loss of generality, assume that (u1, u2) is the minimum cost
edge in Cr .
2: Split Cr into a cycle C ′k+1 = (u1, u2) and C ′r = (u3, . . . , ul). Note that C ′r is obtained by closing the path from
u3 to ul by the edge (ul , u3).
3: C ′j = C j for j 6= r, 1 ≤ j ≤ k.
4: Output C′ = {C ′1, . . . ,C ′k+1}.
Lemma 5. c(C′) ≤
(
1+ 1√n + γ blog2(
√
n−1)c
)
c(C).
Proof. Since (u1, u2) is the minimum cost edge in Cr and the length of the cycle |Cr | > √n, c(u1, u2) < 1√n c(Cr ).
We observe that (u2, u1) short-circuits the directed path P = (u2, u3, . . . , ul , u1) in Cr . Since |Cr | > √n,
|P| ≥ √n − 1. Hence by Lemma 4, c(u2, u1) ≤ γ blog2(
√
n−1)cc(P) ≤ γ blog2(√n−1)cc(Cr ). Thus, C ′k+1 ≤
( 1√n + γ blog2(
√
n−1)c)c(Cr ). Also, c(C ′r ) ≤ c(Cr ) since C ′r is obtained just by short-circuiting Cr from ul to u3.
Therefore, c(C′) ≤ c(C)+ c(C ′k+1) and the lemma follows.
Now we present and examine Algorithm PatchCycles. We assume that the minimum cost cycle cover is not already
a Hamiltonian cycle.
Lemma 6. There exists a ti ∈ V ′ such that c(ti , si ) ≤ γ blog2(
√
n−1)cATSP(G), where (ti , si ) is the edge added to Hi
in step 3(c) of algorithm PatchCycles to make it a tour Ti .
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Algorithm 3 PatchCycles
Input: A minimum cost cycle cover C.
Output: A directed Hamiltonian cycle.
1: If there is a cycle Ci such that |Ci | ≤ √n in the minimum cost cycle cover C, let C′ = C else C′ =
ModifyCycleCover(C).
2: Let C′ = {C1, . . . ,Clast} and let Clast be the smallest length cycle in C′. Let V ′ = V − {u : u ∈ Clast}. Set τ = ∅.
3: For each ti ∈ V ′ do the following:
(a) Arrange the cycles of C′ such that the cycle containing ti is the first cycle and Clast is the last cycle.
(b) Hi =HamPath(C′, ti ). Let si be the start vertex of Hi and remember that ti will be the end vertex. Also note
that si ∈ Clast.
(c) Ti = Hi ∪ {(ti , si )}.
(d) τ = τ ∪ {Ti }.
4: Output the minimum cost tour in τ .
Proof. Consider an optimum tour To. Since |Clast| ≤ √n, there exist two vertices a, b ∈ Clast such that the
length of the directed path P = (a, u1, u2, . . . , b) in To is at least √n and P ∩ Clast = {a, b}. Take ti = u1.
Obviously, ti ∈ V ′. Consider the edge (ti , si ) added by step 3(c) of the algorithm. Since si ∈ Clast, the length
of the directed path P ′ from ti to si along the directed cycle To has length at least
√
n − 1. Now by Lemma 4,
c(ti , si ) ≤ γ blog2(
√
n−1)cc(P ′) ≤ γ blog2(√n−1)cATSP(G).
Lemma 7. Let C be a cycle cover as input to the algorithm PatchCycles and T be the corresponding output. Then
we have
c(T ) ≤
(
γ
1− γ + o(1)
)
c(C).
Proof. Consider the tour Ti corresponding to the vertex ti indicated by Lemma 6. Let Hi be the Hamiltonian path
from which Ti was constructed. Now,
c(Ti ) = c(Hi )+ c(ti , si ). (1)
Due to Lemma 3, we have c(Hi ) ≤ γ1−γ c(C′) where C′ is the cycle cover input to the routine HamPath.
But by Lemma 5, c(C′) ≤
(
1+ 1√n + γ blog2(
√
n−1)c
)
c(C). Substituting in Eq. (1), we get c(Ti ) ≤
γ
1−γ
(
1+ 1√n + γ blog2(
√
n−1)c
)
c(C)+ c(ti , si ), i.e., c(T ) ≤ c(Ti ) ≤
(
γ
1−γ + o(1)
)
c(C) as required.
Theorem 8. Let G be a complete directed graph where the cost function c : E → <+ satisfies the γ -parametrized
triangle inequality for γ < 1. Then,
ATSP(G)
AP(G)
≤
(
γ
1− γ
)
+ o(1).
Proof. Since the cycle cover C given as input to the algorithm is a minimum cost cycle cover, from Lemma 7,
c(T ) ≤
(
γ
1− γ + o(1)
)
AP(G).
Also ATSP(G) ≤ c(T ). Thus the theorem follows.
3. Sharpness
In this section, we show that the upper bound given in Theorem 8 is nearly tight (up to a factor of 12γ + o(1)), by
constructing an infinite family of γ -triangular graphs for each γ < 1. Recall that γ is always at least 12 . In [19], a
tight example for the approximation algorithm of Frieze et al. [12] based on cycle covers for ATSP with usual triangle
inequality (γ = 1) is provided. The construction given below is an easy adaptation of that.
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Theorem 9. There exists an infinite family of γ -triangular graphs G, for each 12 ≤ γ < 1, such that
ATSP(G)
AP(G)
=
(
1
2− 2γ
)
∀G ∈ G.
For γ ≥ 1, the ratio is unbounded, i.e. cannot be bounded by any function of γ .
Proof. Let V = {1, 2, . . . , n} where n is even. For a given γ , we define the costs on the edges of G as follows:
c(i, i + 1) = 1 = c(i + 1, i) for all i = 1, 3, 5, . . . , n − 1.
For all other edges ( j, k),
c( j, k) = γ
1− γ ≥ 1
[
since γ ≥ 1
2
]
.
It can easily be verified that in this graph G, the γ -parametrized triangle inequality is satisfied.
Clearly in this graph, the cost of a minimum cost cycle cover is n. Also, we claim that ATSP(G) = n2 + γ1−γ n2 =
n
2(1−γ ) . To see this, observe that in any tour, out of the 2 edges (i, i +1) and (i +1, i), at most one of them can appear
and thus the cost of any tour has to be at least n2(1−γ ) . On the other hand, there exists a tour of cost
n
2(1−γ ) , namely,
{1, 2, 3, . . . , n, 1}. It follows that, for the above family of graphs, ATSP(G)AP(G) = 12(1−γ ) .
If γ ≥ 1 then by modifying the edge costs in the following manner (this trick is known before), we can show that
ATSP(G)
AP(G) is unbounded:
c(i, i + 1) = 1 = c(i + 1, i) for all odd i
c(2, 3) = W ′
where W ′ is arbitrarily large. For all other edges ( j, k),
c( j, k) = W
where W = γ · (1 + W ′) for a given γ . This graph satisfies the γ -parametrized triangle inequality. To see this, note
that for distinct vertices u, v, w the ratio c(u,v)c(u,w)+c(w,v) is maximum for a triangle involving vertices 2 and 3. But for
any triangle (2, 3, j) this ratio is γ . Also the ratio ATSP(G)AP(G) becomes unbounded since W
′ can be made arbitrarily large
independent of γ .
4. Structural results
It is interesting to study how the structure increases as the parameter γ becomes smaller and smaller. An ultimate
form of structure may be, if the relative costs of the edges are controlled by the parameter γ . In other words, if we
assign unit cost to an edge, can we say that every other edge cost has to be at most f (γ ) for some function f ? It is
not very difficult to show that this is not true for γ ≥ 1 even in the symmetric case. On the other hand, as is shown in
[8], in the symmetric case, if γ < 1 then cmaxcmin ≤
2γ 2
1−γ . Thus we see that in the symmetric case γ = 1 is a structural
transition point with respect to cmaxcmin in the sense that for γ ≥ 1, one cannot claim any upper bound for cmaxcmin , and for
γ < 1, cmaxcmin ≤
2γ 2
1−γ . (It is not difficult to prove that this upper bound is sharp.)
What is the corresponding structural transition point with respect to cmaxcmin for the asymmetric case? What is the
sharpest possible upper bound for the ratio cmaxcmin , when γ is below this structural transition point ? The intuitive and
simple approach which worked neatly in the symmetric case doesn’t seem to work any more when it comes to the
asymmetric case. With exhaustive case analysis, it is possible to get some bounds which are not sharp. Moreover, such
case analysis doesn’t seem to be powerful enough to give the exact value of the transition point. It seems that, to solve
this problem, a slightly deeper analysis is required. In this section we answer these questions. In particular we prove
the following theorem.
Theorem 10. Let G be a complete directed graph with costs on the edges satisfying γ -parametrized triangle
inequality. Then,
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Fig. 1. A graph of the functions 2γ
3
1−3γ 2 ( f ) and
γ 2
1−γ−γ 2 (g). Here, A, B have γ values
1√
3
and
√
5−1
2 respectively.
(1) cmaxcmin ≤
2γ 3
1−3γ 2 , when γ ∈ [ 12 , 1√3 ).
(2) For each n, there exists an n node γ -triangular graph such that cmaxcmin =
2γ 3
1−3γ 2 , when γ ∈ [ 12 , 1√3 ).
(3) For γ ≥ 1√
3
, cmaxcmin can be arbitrarily large.
A curious structural observation we made (in the process of proving the above theorem) is as follows. If γ <
√
5−1
2
(the so-called golden ratio), and if cmaxcmin is reasonably big (i.e., ≥
γ 2
1−γ−γ 2 ), then the minimum cost edge and the
maximum cost edge are unique. Moreover the unique maximum cost edge and the minimum cost edge will lie opposite
to each other i.e., if (x, y) is the minimum cost edge, then the maximum cost edge will be (y, x). In the graph shown in
Fig. 1, the solid curve ( f ) stands for the upper bound 2γ
3
1−3γ 2 , and the dotted curve (g) stands for
γ 2
1−γ−γ 2 . (The curves
are drawn just to illustrate the idea, without keeping in mind their actual shape. But notice that 2γ
3
1−3γ 2 ≥ γ
2
1−γ−γ 2 when
γ ∈ [ 12 , 1√3 ).) The points A and B marked on the γ -axis correspond to
1√
3
and the golden ratio
√
5−1
2 respectively.
The shaded region represents the pairs (γ, cmaxcmin ) for which the structural property described in this paragraph is true
i.e., the maximum and minimum cost edges are unique and appear as a pair opposite to each other.
When we started looking at the ATSP problem with the strengthened assumption of γ -parametrized triangle
inequality, one immediate idea which came to mind was to see whether there exists any upper bound for cmaxcmin in terms
of γ . If such an upper bound existed, it not only meant that there exists a constant factor approximation algorithm, but
also that every tour in such a graph will be at most a constant factor (i.e., cmaxcmin ) costlier than the optimum tour. (Note
that the cost of an arbitrary tour is at most n · cmax whereas the cost of the optimum is at least n · cmin. ) Moreover,
this reasoning works not only for the TSP problem, but for any optimization problem where we seek to find a sparse
substructure (say with a linear number of edges) in the given complete weighted graph. We were also encouraged by
the fact that such an upper bound does exist for cmaxcmin when γ < 1 in the symmetric case.
Unfortunately, as is shown in this paper no such function f (γ ) that upper bounds cmaxcmin can exist for γ ≥ 1√3 .
5. Proof of Theorem 10
Lemma 11. Let γ < 1. Let u, v, w ∈ V . Let (u, v) be the edge of minimum cost i.e., c(u, v) = c¯min in the induced
subgraph on {u, v, w}. And let the maximum cost in this induced subgraph on {u, v, w} be c¯max = r c¯min. Then
c(u, w) = x ≤ rγ
2 + γ
1− γ 2 c¯min, c(v,w) = y ≤
rγ + γ 2
1− γ 2 c¯min
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and
c(w, v) = y′ ≤ rγ
2 + γ
1− γ 2 c¯min, c(w, u) = x
′ ≤ rγ + γ
2
1− γ 2 c¯min.
Proof. Assume without loss of generality that c¯min = 1 (since we can scale the costs such that c¯min = 1 and the ratios
are not affected).
We define two sequences {xi } = x0, x1 . . . and {yi } = y0, y1 . . . as follows:
x0 = r
xi = γ + γ 2r + γ 2xi−1 for i ≥ 1
yi = γ (r + xi ) for i ≥ 0.
In the following if one substitutes y′ for x and x ′ for y, the arguments will still hold good. So the bound we derive for
x and y will also be valid for y′ and x ′ respectively.
Now we show that {xi } and {yi } define sequences of upper bounds for x and y respectively.
We first note that if xi is an upper bound for x , yi has to be an upper bound for y, since y ≤ γ (r+x) ≤ γ (r+xi ) =
yi . Therefore we only need to prove that each term in the sequence {xi } is an upper bound for x . Obviously, x0 = r is
an upper bound. Now assume that xi−1 is an upper bound where i ≥ 1. Then yi−1 is an upper bound for y. Now
x ≤ γ (1+ y) ≤ γ (1+ yi−1) = γ (1+ γ (r + xi−1)) = (γ + γ 2r)+ γ 2xi−1 = xi .
Thus xi is also an upper bound for x . Now we prove that {xi } is a convergent sequence by showing that it is bounded
and monotone.
Before proceeding further, note that we can assume r > γ
2r+γ
1−γ 2 . Otherwise, if r ≤ γ
2r+γ
1−γ 2 , the required statements
of the lemma are already true, since x ≤ r and y ≤ γ (r + x) ≤ γ (r + γ 2r+γ1−γ 2 ) = rγ+γ
2
1−γ 2 .
Thus we have x0 = r > γ 2r+γ1−γ 2 . Now we use induction on i to show that {xi } is bounded below. Suppose
xi−1 >
γ 2r + γ
1− γ 2 for i ≥ 1.
But,
xi = γ + γ 2r + γ 2xi−1 > γ + γ 2r + γ 2
(
γ 2r + γ
1− γ 2
)
= γ
2r + γ
1− γ 2 .
Thus we have
xi >
γ 2r + γ
1− γ 2 for all i.
Also we note that {xi } will be a strictly decreasing sequence, since
xi−1 >
γ 2r + γ
1− γ 2
i.e.
(1− γ 2)xi−1 > γ 2r + γ
xi−1 > γ + γ 2r + γ 2xi−1 = xi .
Therefore we have proved that {xi } is bounded and monotone and hence is a convergent sequence. Now as i →∞,
lim xi = xi−1. Substituting this in xi = γ + γ 2r + γ 2xi−1,
lim
i→∞ xi =
γ 2r + γ
1− γ 2 .
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Since, for all i , x ≤ xi , we have1 c(u, w) = x ≤ γ 2r+γ1−γ 2 .
As yi = γ (r+xi ) and {xi } is a convergent sequence, {yi } is also convergent. Also, limi→∞ yi = γ 2+γ r1−γ 2 . Therefore,
c(v,w) = y ≤ γ 2+γ r1−γ 2 .
As mentioned earlier we can also prove that
c(w, u) = x ′ ≤ γ
2 + γ r
1− γ 2 , c(w, v) = y
′ ≤ γ
2r + γ
1− γ 2 .
Corollary 12. If r > γ
2
1−γ−γ 2 and γ ∈ ( 12 ,
√
5−1
2 ), then x, y, x
′, y′ < r and (v, u) is the unique maximum cost edge
in the induced subgraph on {u, v, w}, where x, y, x ′, y′, r are as defined in Lemma 11.
Proof. Now, r > γ
2
1−γ−γ 2 i.e. (1−γ 2)r−γ r > γ 2 which implies that r > γ
2+γ r
1−γ 2 ≥ y from Lemma 11. Hence y < r .
Also, r > 1 implies that γ
2+γ r
1−γ 2 ≥ γ
2r+γ
1−γ 2 ≥ x . So, x < r . Similarly, we can prove that x ′ < r and y′ < r . Since every
edge other than (v, u) has cost strictly less than r , it must be the case that (v, u) is the edge(unique) of cost r .
The upper bounds obtained in the above lemma help us to make an interesting observation about the maximum
cost edge in a γ -triangular graph.
Lemma 13. Let cmax and cmin be the costs of the maximum cost and minimum cost edges in G respectively, and let
cmax
cmin
= r > γ 21−γ−γ 2 ; γ ∈ ( 12 ,
√
5−1
2 ). Then there will be a unique minimum cost edge (u, v) in the graph. Moreover,
(v, u) will be the unique maximum cost edge.
Proof. Consider a minimum cost edge (u, v) in the graph. Let the cost of this edge be 1 without loss of generality
(scale all the costs accordingly otherwise). First we partition E = {(x, y) : x, y ∈ V and x 6= y} into two sets H
and F = E\H . We define H = {(x, y) ∈ E : x, y ∈ V \{u, v}} i.e., H is the edge-set of the induced subgraph on
V \{u, v}. Now F , the set of the remaining edges, forms a flower like structure with edges (u, v) and (v, u) at the
centre. Consider a node w ∈ V \{u, v}. The induced subgraph on {u, v, w} forms a petal of the flower, say Pw.
Consider an edge (a, b) ∈ H . Let c(a, b) = z. Now z ≤ γ (c(a, u)+ c(u, b)). Now from Lemma 11, considering
the induced graph on {u, v, a} we know that c(a, u) = x ′ ≤ γ r+γ 21−γ 2 and similarly considering the induced subgraph on
{u, v, b}, we have c(u, b) = x ≤ γ 2r+γ1−γ 2 . Hence, z ≤ γ
2
1−γ (1+ r). Now, since r > γ
2
1−γ−γ 2 , we have r + 1 > 1−γ1−γ−γ 2
which gives by rearranging r > γ
2
1−γ (1 + r) ≥ z. This means that the maximum cost edge of G occurs in F , the
flower.
Now consider the petal Pw of the flower which contains the maximum cost edge. Since r >
γ 2
1−γ−γ 2 , we have
from Corollary 12 that the maximum cost edge must be (v, u) and its cost is r . But this edge is part of every petal
Pw, w ∈ V \{u, v} and rw = max{c(e) : e ∈ Pw} = r > γ 21−γ−γ 2 . Therefore, Corollary 12 is applicable for each petal
Pw and there cannot be another maximum cost edge in any of the petals. It follows that (v, u) is the unique maximum
cost edge in the graph. This also implies that (u, v) is the unique minimum cost edge also — otherwise we could have
started with the other minimum cost edge and its reverse edge will turn out to be a maximum cost edge as well which
is contradictory.
Proof of Theorem 10(1). Since 1 ≤ 2γ which implies 1 − γ − γ 2 ≥ 1 − 3γ 2, for γ ∈ [ 12 , 1√3 ), we have
γ 2
1−γ−γ 2 ≤ 2γ
3
1−3γ 2 . So if r ≤ γ
2
1−γ−γ 2 , we are done. Otherwise, let (v, u) be the maximum cost edge in the graph. By
Lemma 13, (u, v) is the minimum cost edge. c(v, u) ≤ γ (c(v,w)+ c(w, u)) for some w ∈ V \{u, v}. By Lemma 11,
1 To put it more rigorously, if x = γ 2r+γ
1−γ 2 +  for  > 0, then there exists an i such that xi <
γ 2r+γ
1−γ 2 +  by definition of convergence and this
contradicts the fact that xi is an upper bound for x .
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r ≤ γ (y + x ′) ≤ 2γ (rγ + γ
2)
1− γ 2
rearranging which the claim follows.
Now, we illustrate the sharpness of Theorem 10(1). More precisely,
Proof of Theorem 10(2) and (3). We prove (2) by constructing such a family. To make the presentation clear, we first
exhibit a 3-node graph which itself is enough to demonstrate the tightness of the first statement of Theorem 10. Then
we construct an n-node graph by using these 3-node graphs as components.
Consider the 3-node graph, shown in the figure, with vertex set V = {u, v, w}. Let this graph be denoted by Pw. (We
remind the reader of the notation used for a petal in the proof of Lemma 13.) Let c(u, v) = 1, c(v, u) = s (which we
keep as a variable) and let x = γ+γ 2s1−γ 2 and y = γ s+γ
2
1−γ 2 . (Assume that s > 1. Then (u, v) is the minimum cost edge and
y ≥ x .) One can verify that except for the case when c(v, u) appears in the lhs, the γ triangle inequality is satisfied
for all γ ∈ [1/2, 1) and s ∈ [1,∞). For example, c(u, w) ≤ γ (c(u, v)+ c(v,w)) is easily verified for γ and s in the
above ranges.
Now consider the case of (v, u). We need
s ≤ γ (y + y) = 2γ (γ
2 + γ s)
1− γ 2 . (2)
First we show that when γ ≥ 1√
3
, for every s ∈ [1,∞) the above inequality is valid. This is because it is equivalent to
(1− 3γ 2)s ≤ 2γ 3
which holds true since the lhs ≤ 0 while rhs > 0. Thus in the above graph, with γ ≥ 1√
3
, the cmaxcmin ratio, not smaller
than s, can be arbitrarily large. For γ ∈ [ 12 , 1√3 ), we see that, as long as s ≤
2γ 3
1−3γ 2 , the inequality of (2) will be
satisfied. In particular, when s = 2γ 31−3γ 2 , cmax = s and cmaxcmin =
2γ 3
1−3γ 2 . This proves the claim.
We extend the above 3-node graph to an n-node graph. LetW = {w1, w2, . . . , wn−2}. Consider a complete directed
graph G, with vertex set V = {u, v}⋃W . We again remind the reader of the flower-petal view of a complete directed
graph introduced in the proof of Lemma 13. Now let {(u, v), (v, u)} be at the centre of the flower and let each wi ∈ W
form a petal Pwi with {u, v}. Wemake each petal Pwi identical to Pw, the 3-node graph constructed above, by assigning
the petal edge costs as follows. Let c(u, v) = 1, c(v, u) = s, c(u, wi ) = c(wi , v) = x, c(v,wi ) = c(wi , u) = y for
each wi ∈ W . Also let c(wi , w j ) = z = s+γ1+γ ∀wi , w j ∈ W . Observe that the claim has already been verified for
each petal. It remains to be shown that the introduction of the new nodes and edges does not violate the γ -triangle
inequality. First observe that within the induced subgraph on W , γ –triangle inequality is valid for γ = 1/2 itself.
Now we have to verify that for the induced graphs on {u, wi , w j } as well as {v,wi , w j } it is also not violated. Noting
that y ≥ x , we see that these inequalities turn out to be valid if(
1− γ
γ
)
y ≤ z (3)
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and
z ≤ γ (x + y). (4)
While inequality (3) is easy to verify, inequality (4) can be rearranged to get s(1 − γ − γ 2 − γ 3) ≤ 2γ 2 + γ 3 − γ .
While the rhs is always positive, the lhs is positive only for γ ∈ [ 12 , a) where a < 1√3 , a being the root of
1 − γ − γ 2 − γ 3 = 0. (It is easy to see using elementary calculus that f (γ ) = 1 − γ − γ 2 − γ 3 has only one
root in [ 12 , 1) at a = 0.543 · · · < 1√3 .) In this range, [
1
2 , a), the inequality will be valid when s ≤ 2γ
2+γ 3−γ
1−γ−γ 2−γ 3 . Now,
we show that,
2γ 3
1− 3γ 2 ≤
2γ 2 + γ 3 − γ
1− γ − γ 2 − γ 3 .
This can be rearranged to get 4γ 3 + γ 4 + 1 ≤ 2γ + 2γ 2 + 2γ 5. Since γ 4 ≤ 2γ 5, we need only to show that
4γ 3 + 1 ≤ 2γ + 2γ 2. Or equivalently, (2γ − 1)(1− 2γ 2) ≥ 0 which is true in the range γ ∈ [ 12 , 1√3 ). Hence, if we
choose s = 2γ 31−3γ 2 , then cmax = s and cmaxcmin =
2γ 3
1−3γ 2 .
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