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A NON-LINEAR EGOROV THEOREM AND POINCARÉ-BIRKHOFF NORMAL FORMS FOR
QUASI-LINEAR PDES ON THE CIRCLE
ROBERTO FEOLA AND FELICE IANDOLI
ABSTRACT. In this paper we consider an abstract class of quasi-linear para-differential equations on the
circle. For each equation in the class we prove the existence of a change of coordinates which conjugates
the equation to a diagonal and constant coefficient para-differential one. In the case of Hamiltonian equa-
tions we also put them in Poincaré-Birkhoff normal form. By means of the Bony para-linearization formula
we prove that it is possible to apply this transformation to quasi-linear Hamiltonian perturbations of the
Schrödinger and beam equations. In this way we obtain the first long time existence result without requir-
ing any symmetry on the initial data in the case of quasi-linear PDEs with super-linear dispersion law. We
also prove the local in time existence of solutions for quasi-linear (not necessarily Hamiltonian) perturba-
tions of the Benjamin-Ono equation.
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1. INTRODUCTION
In the past years numerous progresses have been done concerning the study of quasi-linear, disper-
sive, evolution equations on the circle. The local in time solvability has been proven for several models,
as well as the existence of large sets of periodic and quasi-periodic in time solutions. More recently it
has been established the long time existence and stability of small amplitude solutions for the gravity-
capillary water waves equation in [9] and for quasi-linear perturbations of the Schrödinger equation in
[26].
Due to the compactness of the circle the dispersive character of the equation is absent in the fol-
lowing sense: the solutions of the linear equation do not decay when the time goes to infinity. On the
other hand, thanks, among several other things, to such a compactness, in the last decade it has been
developed a very fruitful and systematic way to study the linearization of such equations at certain ap-
proximate solutions. The linearized equation coming from a quasi-linear problem is much more com-
plicated compared with the one coming from semi-linear equations because it has variable coefficients.
In this direction the first breakthrough result is due to Plotnikov-Toland [32] and Ioos-Plotnikov-Toland
[29], the new idea is to apply a suitable diffeomorphism of the circle and pseudo-differential changes of
coordinates in order to invert the linearized operator at an approximate solution. This is done in the
Felice Iandoli has been supported by ERC grant ANADEL 757996. Roberto Feola has been supported by the Centre Henri
Lebesgue ANR-11-LABX- 0020-01 and by ANR-15-CE40-0001-02 “BEKAM” of the Agence Nationale de la Recherche.
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context of a Nash-Moser iterative scheme in order to prove the existence of periodic in time solutions.
The strategy in [32, 29] has been improved by Baldi-Berti-Montalto [3, 4] in order to show the existence of
quasi-periodic solutions for quasi-linear perturbations of the KdV equation. These ideas has been used
also for several other equations, for instance one can look at [12, 27, 2, 28, 23]. A similar method has been
successfully applied also the context of reducibility of linear operators. We quote for instance [24, 7, 22].
This procedure, which has allowed to obtain so many results in the study of linearized equation, has
been, very recently, transported to a non-linear level by Berti-Delort in [9] obtaining the aforementioned
long-time existence result. Inspired by this work, we have proved first the local in timewell-posedness in
[25] and then the long time stability in [26] for quasi-linear perturbations of the Schrödinger equation.
In order to obtain long-time stability of the solutions on compact manifolds the only helpful approach,
due to the lack of dispersion, is the normal forms one. For semi-linear equations we have, nowadays, a
very good knowledge of the topic, see for instance [16, 17, 5, 6, 20]. This approach does not apply directly
in the quasi-linear case because of the loss of derivatives introduced by the nonlinearity. In this direction
it is fundamental to reduce the equation to a constant coefficient one before performing a normal form
procedure. This problem has been extensively explained in the introductions of [9] and [26], to which we
refer for more details.
The non-linear adaptation of such techniques is a difficult problem. The main tool used is the para-
differential calculus. Roughly speaking one wants to try to mimic the changes of coordinates previously
operated on the linearized equations, on the para-linearized equations à la Bony [13], (see also [31]).
In [9, 26] the authors prove that the original equation may be reduced to a new one which has constant
coefficients up to very regularizing terms. They do not find changes of coordinates of the phase space,
but they provide somemodified energieswhich, in any case, are sufficient to establish thewanted results.
In the following we shall fix some notation and we shall provide an example in order to explain precisely
all the concepts that have been previously mentioned and not been introduced yet.
The main purpose of this paper is to prove a theorem which provides the existence of a change of co-
ordinates of the phase space which transforms a quite general para-differential equation on the circle to
another one which has constant coefficients up to very regularizing terms (see Theorem 3.1). For a com-
prehensive introduction to the importance of Hamiltonian PDEs in mathematics and physics we refer
to the books by Berti [8], Kuksin [30], Zhakarov [34]. As a consequence we are able to put in Poincaré-
Birkhoff normal form a class of abstract Hamiltonian para-differential equations satisfying some non-
resonance conditions. Consequently we shall obtain a long time existence theorem (in the same sense
of [9, 26]) for the latter class of para-differential equations posed on H s(T). We will apply this last the-
orem to some explicit examples of quasi-linear dispersive PDEs (with super-linear dispersion law) on
the circle, obtaining, to the best of our knowledge, the first long time existence result for an equation
of this kind without assuming any symmetry on the initial data (in [9, 26] the parity of the initial con-
dition is necessary). Let us mention that, recently, Berti-Feola-Pusateri in [11], and Berti-Feola-Franzoi
in [10], prove some long time existence results for gravity and gravity-capillary water waves equation
without symmetry assumptions on the initial data. In the quoted papers the authors exploit an a poste-
riori identification argument of normal formwhich allows them to compute the Birkhoff normal form at
the fourth order. With our method we will be able to compute the Birkhoff normal form, preserving the
Hamiltonian structure, at any order.
In Section 1.1 we introduce themain Theoremof this paper, in 1.2 we give some ideas on the proof and
we make a comparison between the strategy of this paper and the one in [9, 26]. In Section 1.3 we shall
define a class of Hamiltonian para-differential equation which we are able to put in Poincaré-Birkhoff
normal form. We shall also give some examples of PDEs which satisfy the hypotheses we shall require.
Finally in 1.4 of this introduction we explain how the paper is organized.
1.1. Introduction to theEgorov theorem. Let us introduce somenotation and amodel problem in order
to give an informal statement of our main theorem. An accurate definition, with an extensive analysis,
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of the para-differential operators is given in Section 2. We shall deal with symbols T×R ∋ (x,ξ)→ a(x,ξ)
with limited smoothness in x satisfying, for somem ∈R, the following estimate
|∂β
ξ
a(x,ξ)| ≤Cβ〈ξ〉m−β, ∀β ∈N,
where 〈ξ〉 :=
√
1+|ξ|2. These functions will have limited smoothness in x because they will depend on x
through the dynamical variableU of a para-differential equation which is in H s(T) for some s. From the
symbol a(x,ξ) one can define the para-differential operatorOpB(a(x,ξ))[·], acting on periodic functions
of the form u(x)=∑ j∈Z û( j ) e i j xp2π , in the following way:
OpB(a(x,ξ))[u] := 1
2π
∑
k∈Z
e ikx
(∑
j∈Z
χ
(k − j
〈 j 〉
)
â
(
k − j , j
)
û( j )
)
,
where â(k , j ) is the k th-Fourier coefficient of the 2π-periodic in x function a(x,ξ), and where χ(η) is a
C∞0 function supported in a sufficiently small neighborhood of the origin. This is the standard para-
differential quantization of a symbol, in the paper we shall use the Weyl one, see formula (2.26), in this
introduction we preferred to use it in order to simplify the presentation.
We consider a para-differential equation of the form
∂tU = iEA (U ;x)U +R(U )U , E =
[
1 0
0 −1
]
, (1.1)
whereU = (u,u), R(U ) is a 2×2-matrix of smoothing operators andA is a 2×2-matrix of para-differential
operators of order m > 1. We assume that the initial datum is of the formU (0) =U0 = (u0,u0), where
u0 belongs to a classical Sobolev space H s(T;C) for s big enough, the smoothing remainder maps H s
in H s+ρ for a large number ρ > 0. We shall make in Section 3 some precise hypotheses on the matrix
A (U ;x), we do not recall them here in the complete generality. For simplicity one can think thatA (U ;x)
is an elliptic, self-adjoint matrix of para-differential operators. We assume moreover that the matrices
of operators A (U ;x)[·] and R(U )(·) are reality preserving, i.e. they leave invariant the real subspace of
(C∞(T;C))2 made of those couples having the form (u,u).
We shall prove that there exists a non-linear map Ψ, which is bounded and invertible in a small neigh-
borhood of the origin of H s such that Z :=Ψ(U ) solves the following problem
∂tZ = iED(Z )Z +R˜(Z )Z , (1.2)
where D(Z ) is a reality preserving and diagonal matrix, whose entries are real and constant in x non-
linear functions in Z ; R˜(Z ) is a reality preserving matrix of smoothing operators mapping H s in H s+ρ˜
with ρ˜ > 0 possibly smaller than ρ. This is essentially a rough statement of our main result which is
Theorem 3.1. The hypotheses of Theorem 3.1 are slightly milder, it is not strictly necessary to require the
self-adjointness of the matrix A (U ;x), see (3.3) and (3.5).
To clarify things one can think about the following concrete example. Consider the quasi-linear per-
turbation of the Schrödinger equation
∂tu = i(1+|u|2)uxx . (1.3)
By applying the celebrated para-linearization formula of Bony one finds that such an equation is equiv-
alent to the following system
∂tU = iEOpB(A(U ;x,ξ))U +R(U ),
where thematrix A(U ;x,ξ) has the following form
A(U ;x,ξ)=
(
a(U ;x,ξ) b(U ;x)
b(U ;x) a(U ;x,ξ)
)
,
{
a(U ;x,ξ)= (1+|u|2)(iξ)2+uuxx
b(U ;x,ξ)= uuxx ,
4 ROBERTO FEOLA AND FELICE IANDOLI
and the matrix R is a matrix of smoothing operators. In this case our theorem applies and provides a
change of variable Z =Ψ(U ) such that the system in the new coordinates reads as
∂tZ = iEOpB
(
A+(Z )(iξ2)
)
Z +ℓ.o.t . , A+(Z ) :=
(
a+(Z ) 0
0 a+(Z )
)
, (1.4)
and the function on the diagonal has the form
a+(Z ) :=
∫
T
f (Z )dx ∈R
for some regular and real function f . Essentially we have reduced the equation to a Kirchhoff-type one
in the following sense. In the new coordinates system the equation is still a quasi-linear one, but the co-
efficients of the para-differential operators are constants. In this way the system enjoys a property which
is peculiar of semi-linear equations: the linearized equation at any solution has constant coefficients at
highest order. We are confident that it would be convenient to start a KAM procedure from the regular-
ized system (1.4), instead of the original system (1.1), because it would be easier to study the invertibility
of the linearized operator at periodic/quasi-periodic solutions. This is an advantage of having produced
changes of coordinates of the phase space instead of modified energies.
A deeper advantage of our method is the following. In the case that (1.1) is an Hamiltonian equation
(in the sense specified in section 1.3) it is possible to find a symplectic version of the aforementioned
change of coordinates. In such a way the new system (1.4) is still Hamiltonian. Moreover, since it is
reduced to constant coefficients up to smoothing reminders, it is possible to performa Poincaré-Birkhoff
normal argument by means, again, of a symplectic change of coordinates of the phase space. In this
way standard arguments on non-resonant systems provide control on the growth of Sobolev norms for
long time (for a detailed introduction on this topic see 1.3). In this way we obtain, to the best of our
knowledge, the first results (in the case of super-linear dispersion law, for the linear see [15, 14]) of long
time existence for quasi-linear equations without assuming any symmetry on the initial condition. This
is a consequence of the fact that we are able to fully exploit theHamiltonian structure. We shall consider
quasi-linear Hamiltonian perturbation of the Schrödinger and beam equation and prove a long time
existence in the spirit of [9, 26] but without the parity assumption therein. Besides these applications
to long time solutions of Hamiltonian equations, we think that the Egorov theorem 3.1 is important per
se, in order to stress this fact we prove a local well posedness theorem for quasi-linear, not necessarily
Hamiltonian, perturbations of the Benjamin-Ono equation. This is deduced from the fact that a system
like (1.4) admits energy inequality on H s(T). In a forthcoming paper we want to apply this theorem also
to the gravity-capillary waterwaves system in order to obtain a long time result without any symmetry on
the initial datum, the proof of this fact is much more involved compared with the examples we provide
here.
1.2. Ideas of the proof of the Egorov theorem. The previously mentioned non-linear change of coordi-
nates Z =Ψ(U ) will be obtained as the composition of numerous changes of coordinates. Each change
of coordinates, let us call itψ, will be generated as the flow of a para-differential operator as follows{
∂τψ
τ =Gτ(ψτ)ψτ
ψ0 = Id, (1.5)
whereGτ is some non-linear vector field possibly depending explicitly on τ. We shall defineψ :=ψτ|τ=1.
Note that the equation above is a non-linear para-differential equation, whose well-posedness has to be
analyzed, this is done in Section 2.5. Then defining Z :=ψ(U ) one has that the new unknown Z solves a
system of the form
∂tZ = P1(Z ) ,
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where Pτ(Z ), for τ ∈ [0,1], is the solution of the non-linear Heisenberg equation{
∂τP
τ(Z )=
[
Gτ(Z ),Pτ(Z )
]
P0(Z )= iEA (Z ;x)Z +R(Z )Z ,
(1.6)
where we have denoted by [·, ·] the non-linear commutator. More precisely, given two vector fields X (u)
and Y (u), we define the non-linear commutator between the two as
[X ,Y ](u) := dX (u)
[
Y (u)
]
−dY (u)
[
X (u)
]
. (1.7)
We have chosen to generate changes of coordinates in this way because there is a systematic method to
prove that the equation for the new variable Z is still a para-differential one. Formore details one should
look at Section 5.
In Section 5 we performall the changes of coordinates. First of all one has to diagonalize thematrix of
symbols A (U ), this is done by applying several changes of coordinates which diagonalize A (U ) at each
order, this is the content of Section 5.2.
Once achieved the diagonalization of A (U ) we shall perform further changes of variables in order
to put to constant coefficient the symbol at each order appearing on the diagonal of the new system,
this is the content of Section 5.1. Among all the changes of coordinates the most difficult is the one
which is needed to remove the x-dependence from the symbol at the highest order. We explain here the
strategy we adopted for this step, this may be considered as a guideline also for all the other changes
of coordinates which are performed in Section 5. To clarify things we explain the idea, having in mind
equation (1.3), on the following toy model
∂tu = iOpB((1+|u|2)(iξ)2)u . (1.8)
We define z = ψτ(u)τ=1, where ψτ solves (1.5) with Gτ(u) := iOpB(b(τ,u;x)ξ)u and b(τ,u;x) is a path
of symbols with τ ∈ [0,1]. Then the equation in the new variable is ∂t z = P1(z), where Pτ solves the
Heisenberg equation {
∂τPτ(z)=
[
iOpB(b(τ,z;x)ξ)z,Pτ(z)
]
P0(z)= iOpB(1+|z|2(iξ)2)z .
At this point one can make the ansatz that Pτ is of the formOpB(a+(τ;z,x,ξ))z +ℓ.o.t . for a symbol a+
of order 2. By developing the commutator, by means of symbolic calculus (see Prop. 2.25), one obtains
that the equation for the highest order symbol a+(τ;z,x,ξ) is the following{
∂τa+(τ,Z ;x,ξ)=
{
b(τ,Z ;x)ξ,a+(τ,Z ;x,ξ)
}
−dza+(τ,z;x,ξ)[OpB(ib(τ,z;x,ξ))[z]]
a+(0;z,x,ξ)= (1+|z|2)(iξ)2 , (1.9)
where { f ,g } := ∂ξ f ∂xg −∂x f ∂ξg denotes the Poisson bracket between function. Such an equation is a
non-linear transport one. In order to solve it we proceed as follows. Define the function
g (τ)= a+(τ,z(τ);x(τ),ξ(τ))
and note that this function is constant along the flow of the following non-linear system
∂τx(τ)=−b(τ,z(τ);x(τ))
∂τξ(τ)= bx(τ,z(τ);x(τ))ξ(τ)
∂τz(τ)=OpB
(
ib(τ,z(τ);x(τ))ξ(τ)
)
[z(τ)] .
(1.10)
Note that the system above is a system of non-linear coupled equations, its well-posedness is not trivial
and it is discussed in Section 4.1. Denote by
Υ˜
τ
b(z,x,ξ) :=
(
Υ˜
(z)
b ,Υ˜
(x)
b ,Υ˜
(ξ)
b
)
(τ,z,x,ξ)
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the inverse of the flow of system (1.10), then the solution of equation (1.9) is
a+(z,x,ξ)=
(
1+
∣∣∣Υ˜(z)b (Υ˜(x)b )∣∣∣2)(iΥ˜(ξ)b )2 . (1.11)
We want to find a function b(τ,z;x) and a constant (w.r.t. x) mb such that one solves the equation
a+(z,x,ξ) =mb(iξ)2. This is another non-linear and implicit equation which is solved in Theorem 4.2.
Choosing such a b we have removed the x-dependence on the highest order term.
We are now in position tomake a short comparison between this way of generating changes of coordi-
nates and the ones used in [9, 26]. In those papers the authors look formodified energies, more precisely,
starting from a solutionU (t ,x) of the equation (1.1), they want to define a new unknownW =Φ(U )U in
the following way. One requires that ‖W ‖L∞H s ∼ ‖U‖L∞H s and that the time-dependent map Φ(U )[·] is
linearly invertible in a small neighborhood of the origin of the space of continuous function in time with
values in H s for any fixed functionU (t ,x). The map Φ(U )[·] is chosen in such a way that the equation
for the new unknown W has constant coefficient in x. By using the existing results on the local well-
posedness of the equations, they may recover information on the original variable U . Note that these
modified energies make sense only in the case that one already owns a local Cauchy theory for the equa-
tion. An advantage of performing a complete change of coordinates is that we do not need any a priori
local well-posedness result. As we shall see, these changes of coordinates can actually be used in order to
prove local well-posedness results for several quasi-linear equations. Let us suppose thatU is a solution
of (1.1), then equation solved by the new unknown (à la Berti-Delort) W = Φ(U )U takes the following
form
∂tW =Φ(U )Ut + [∂tΦ(U )]U +ℓ.o.t .
=Φ(U )iEA (U ;x)(Φ(U ))−1W + (∂tΦ(U ))[(Φ(U ))−1W ]+ℓ.o.t . .
(1.12)
If, for instance, the operatorΦ(U )[·] is a para-differential one, then a time derivative falls on the symbol,
this fact has to be taken into account in the definition of symbols in [9, 26]. In analogy we shall take
into account that a differential with respect to the variableU falls on the symbols, as one can see from
equations (1.6) and (1.7). Further comments on these differences are given in Section 2. In the case of
themodified energies, since one looks only for a linear invertibility of the mapΦ(U )[·], one can realize it
as the flow of a linear operator, for instance as follows{
∂τΦ(τ)= iOpB(F (U ;x,ξ))Φ(τ)
Φ(τ)= Id, (1.13)
whosewell-posedness is easier to discuss compared to the non-linear equation (1.5). (Note that here one
has to reason at fixedU , instead by following our strategy one would have found the same equation with
U  Φ(τ)). It turns out that, being the equations super-linear, the highest order term in the right hand
side of (1.12) is the first one Q :=Φ(U )iEA (U ;x)(Φ(U ))−1 . Moreover one has thatQ =Qτ|τ=1, whereQτ
solves the linear Heisenberg equation{
∂τQτ(U )[·]=
[
iOpB(F (U ;x,ξ))[·],Qτ(U )[·]
]
−
Q0(U )[·]= iEA (U ;x)[·] ,
(1.14)
where we denoted by [·, ·]− the commutator between two linear operators. Consider again the toy model
in (1.8), let us see how the procedure changes if one looks only for a modified energy in order to put
the system to constant coefficients. One should consider the flow in (1.13) with F (U ;x,ξ) := b(u;x)ξwith
b ∈R. Then the highest order operator in the r.h.s. of (1.12) is of the formQτ(u)w =OpB(a+(u;x)(iξ)2)w+
ℓ.o.t .. By developing the linear commutators in (1.14) on find that the equation solved by the new symbol
a+(u;x) is {
∂τa+(τ,u;x,ξ)=
{
b(τ,u;x)ξ,a+(τ,u;x,ξ)
}
a+(0;u,x,ξ)= (1+|u|2)(iξ)2 . (1.15)
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For any fixed u one notes that the function
g (τ,u;x,ξ)= a+(τ,u;x(τ),ξ(τ))
is constant along the solutions of the system{
∂τx(τ)=−b(τ,u;x(τ))
∂τξ(τ)= bx(τ,u;x(τ))ξ(τ) ,
(1.16)
which is different from (1.10) because here the function u is fixed and it does not depend on τ. At this
point one denotes by (G˜ (x)b ,G˜
ξ
b) the inverse flow of (1.16) and finds the solutions of (1.15) as
a+(τ,u;x,ξ)=
(
1+
∣∣∣u (G˜ (x)b (τ))∣∣∣2)(iG˜ (ξ)b (τ))2 . (1.17)
One could show that at the first order of homogeneity the symbol in (1.17) and the one in (1.11) coin-
cide by taking the Taylor expansion at τ = 0. In other words the symbol à la Berti-Delort in (1.17) is
an approximation of the symbol we find through changes of coordinates in (1.11) up to terms of higher
homogeneity.
1.3. Poincaré-Birkhoff normal forms and applications to quasi-linear PDEs. The main consequence
of the Egorov regularization theorem 3.1 we are interested in putting in Poincaré-Birkhoff normal forms
a class of Hamiltonian equations in the following sense. We consider system of the form
∂tU = XH (U ), XH (U )=
(
i∂uH
−i∂uH
)
= iJ∇H , J :=
(
0 1
−1 0
)
(1.18)
where H is an Hamiltonian function of the form
H (U )=
∫
T
Ωu ·udx+
∫
T
F (U )dx ,
whereΩ is a linear pseudo-differentialoperator satisfying somenon-resonance conditions at orderN (see
Definition 3.4) and F is a non-linear, possibly unbounded, operator on H s . The symplectic structure is
the one induced by the non-degenerate symplectic form
λ(U ,V ) :=
∫
T
U · iJV dx =
∫
T
i(uv −uv)dx (1.19)
on the space made by the couples U =
[u
u
]
, V =
[ v
v
]
. The Poisson brackets between two Hamiltonian
H ,G are defined as
{G ,H } :=λ(XG ,XH ) (1.19)=
∫
iJ∇G ·∇Hdx = i
∫
∂uH∂uG−∂uH∂uGdx . (1.20)
We have that
[XG ,XH ]=−X{G ,H} , (1.21)
where [·, ·] is defined in (1.7).
We introduce informally our result. Assume that the system (1.18) satisfy the hypotheses of Theorem
3.1, then there exists a change of coordinatesψ(U )=W such that the equation in the new variables reads
∂tW = iEΩW +XGres (W )+X≥N (W ), (1.22)
where XGres (W ) is the Hamiltonian vector-field of a resonant HamiltonianGres (W ), i.e.{
Gres (W ),
∫
T
ΩW ·Wdx
}
= 0,
where the Poisson parenthesis are defined in (1.20) and X≥N (W ) is anHamiltonian vector-field satisfying
Re
(
〈D〉sX≥N (W ),〈D〉sW
)
L2 ≤ ‖W ‖N+2H s ,
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where 〈D〉 is the Fourier multiplier defined by linearity in (2.4). We say that the system (1.22) is in
Poincaré-Birkhoff normal form up to order N . Thanks to the non-resonance conditions in Definition
3.4, the resonant Hamiltonian is the sum of monomials of the form
wn0 · · ·wnpwnp+1 · · ·wn j+1 , {|n0|, . . . , |np |}= {|np+1|, . . . , |n j+1|} , p = j/2.
Thanks to this structure one can prove that the super-actions |w j |2 + |w− j |2 are prime integrals of the
Hamiltonian. This guarantees the long time stability for the whole system in the spirit of [19]. For a
more detailed statement we refer to Theorem 3.7. In fact the classical dynamical consequence of having
a system in such a form is a long time existence and stability theorem. More precisely, if we consider a
solution whose initial datum has size ε, then it exists for a time of size, at least, ε−N and moreover the
solution remains of size ε for this long time. This is the consequence of Corollary 3.8 and a standard
bootstrap argument.
Thefirst step in theproof of this theorem is tofind a symplectic correction to the change of coordinates
given in Theorem 3.1. It turns out that this is possible up to correcting the generator of the transforma-
tion by a a smoothing operator, this is the content of Theorem 3.3 whose proof is done in Section 6. At
this point we obtain an Hamiltonian system having the following structure
∂tZ = iE
(
ΩZ +D(Z )Z
)
+R˜(Z )Z , (1.23)
where D(Z )Z and R˜(Z )Z are vector-fields satisfying the properties listed below equation (1.2). We
shall perform two different Poincaré-Birkhoff normal forms, one on the matrix of para-differential (with
constant coefficients) operators D(Z )Z and a second one on the matrix of the smoothing remainders
R˜(Z )Z . This is the content of Section 7.
We shall apply the abstract results we have introduced above to some quasi-linear PDEs on the circle.
We conclude this introduction by stating the theorems we obtain on quasi-linear perturbations of the
Schrödinger, beam and Benjamin-Ono equations.
The quasi-linear Schrödinger equation. Consider the following equation
i∂tu−∂xxu+P~m ∗u+ f (u,ux ,uxx )= 0, u = u(x, t ), x ∈T , t ∈R (1.24)
where the f (z0,z1,z2) is a polynomial in the variables (z0,z1,z2) ∈C3 with a zero of order at least 2 at the
origin. The potential P~m(x) = (
p
2π)−1
∑
j∈Z p̂( j )e i j x is a real function with real Fourier coefficients and
the term P~m ∗u denotes the convolution between the potential P~m(x) and u(x)= (
p
2π)−1
∑
j∈Z û( j )e i j x
P~m ∗u(x)=
∫
T
P~m(x− y)u(y)d y =
∑
j∈Z
p̂( j )û( j )e i j x .
Concerning the convolution potential P~m(x) we define its j -th Fourier coefficient as follows. Fix M > 0
and set
p̂( j ) := p̂~m( j )=
M∑
k=1
mk
〈 j 〉2k+1 , (1.25)
where ~m = (m1, . . . ,mM ) is a vector in O := [−1/2,1/2]M and 〈 j 〉 =
√
1+| j |2. We assume that the nonlin-
earity in (1.24) has the form
f (u,ux ,uxx )= (∂z0F )(u,ux)−
d
dx
[(∂z1F )(u,ux)] , (1.26)
where ∂zi := (∂Re(zi )− i∂Im(zi ))/
p
2 and ∂zi := (∂Re(zi )+ i∂Im(zi ))/
p
2 for i = 0,1, and F (z0,z1) is a real valued
polynomial in (z0,z1) ∈ C2 vanishing at order 3 near the origin. Thanks to (1.26) the equation (1.24)
is Hamiltonian with respect to the symplectic form (1.19), namely ita can be written in the complex
Hamiltonian form
∂tu = i∇uH (u)= iΩu+ i f (u,ux ,uxx ) (1.27)
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with Hamiltonian function
H (u) :=
∫
T
Ωu ·u+F (u,ux)dx , (1.28)
where the operatorΩ :=−∂xx +P~m∗ is the Fourier multiplier (recall (1.25))
Ωe i j x =ω j e i j x , ω j =ω j (~m) := j 2+ p̂( j ) , j ∈Z . (1.29)
We have the following.
Theorem 1.1. (Long time existence for quasi-linear Schrödinger equations). There is a zero Lebesgue
measure set N ⊂ O such that for any integer 0 ≤ N ≤M and any ~m ∈ O \N there exists s0 ∈ R such that
for any s ≥ s0 there are constants r0 ∈ (0,1), cN > 0 and CN > 0 such that the following holds true. For any
0< r ≤ r0 and any function u0 in the ball of radius r of H s(T;C), the equation (1.24)with initial datumu0
has a unique solution
u(t ,x)∈C0
(
[−Tr ,Tr ];H s(T;C)
)⋂
C1
(
[−Tr ,Tr ];H s−2(T;C)
)
, Tr ≥ cN r−N . (1.30)
Moreover one has that
sup
t∈(−Tr ,Tr )
‖u(t , ·)‖H s ≤CN r . (1.31)
Notice that a similar Theorem is given in [26] in the case of a parity-preserving and reversible pertur-
bation f . In that paper it is fundamental to assume that the initial condition is an even function of x ∈T.
Here we do not need such an assumption since we fully exploit the Hamiltonian structure of the equa-
tion. Notice also that, by using Theorem 3.1, one could recover the local existence result given in [25] by
following the strategy we suggest for the Benjamin-Ono equation in the following.
The quasi-linear beam equation. We consider the following quasi-linear beam equation
ψt t +∂2xxψ+mψ+p(ψ)= 0, ψ=ψ(t ,x) , x ∈T , t ∈R , (1.32)
where themass parameter m ∈ [1,2] and the non linearity has the form
p(ψ)= g (ψ,ψx ,ψxx ,ψxxx ,ψxxxx ) , (1.33)
with g a polynomial function with a zero of order at least 2 at the origin. We shall also assume that
g (ψ,ψx ,ψxx ,ψxxx ,ψxxxx )= (∂ψG)(ψ,ψx ,ψxx )
− d
dx
[
(∂ψxG)(ψ,ψx ,ψxx )
]
+ d
2
dx2
[
(∂ψxxG)(ψ,ψx ,ψxx )
]
,
(1.34)
for some polynomial G(ψ,ψx ,ψxx ). For some information about the model we refer the reader to [18],
[21], [33]. We have the following result.
Theorem 1.2. (Long time existence for quasi-linear beam equation). There is a zero Lebesgue measure
set N ⊂ [1,2] such that for any m ∈ [1,2] \N any integer 1≤N there exists s0 ∈ R such that for any s ≥ s0
there are constants r0 ∈ (0,1), cN > 0 and CN > 0 such that the following holds true. For any 0< r ≤ r0 and
any functionψ0 in the ball of radius r of H s(T;R), the equation (1.32)with initial datumψ0 has a unique
solution and
ψ(t ,x) ∈C0
(
[−Tr ,Tr ];H s(T;R)
)⋂
C1
(
[−Tr ,Tr ];H s−2(T;R)
)
, Tr ≥ cN r−N . (1.35)
Moreover one has that
sup
t∈(−Tr ,Tr )
‖ψ(t , ·)‖H s ≤CN r . (1.36)
The quasi-linear Benjamin-Ono equation. We consider the following model
ut +H uxx +uux +N (u)= 0, u = u(t ,x) , x ∈T , t ∈R , (1.37)
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where the unknown u(t ,x) is real valued, H is the periodic Hilbert transform, namely the Fourier mul-
tiplier
H e i j x =−isign( j )e i j x , j ∈Z . (1.38)
The non linearity N (u) has the form
N (u)= g (u,H u,ux ,H ux ,H uxx ) (1.39)
where g (z0,z1,z2,z3,z4) is a real valued polynomial in the variables (z0,z1,z2,z3,z4) ∈ R5 with a zero of
order at least 3 in the origin. We assume that
(
∂z3g
)
(u,H u,ux,H ux ,H uxx )=
d
dx
[(
∂z4g
)
(u,H u,ux ,H ux ,H uxx)
]
. (1.40)
Examples of admissible non linearities are the following:
(i) g =u2H uxx +2uuxH ux
(ii) g = g (u,H u,ux) .
We remark that the non linearityN (u) is not necessarily Hamiltonian, i.e. equation (1.37) does not have
necessarily the form
ut = J∇H (u)+ J∇K (u) , J =−∂x , H (u)=
∫
T
(
uH ux
2
+ u
3
6
)
dx , ∇K (u)= bounded operator, (1.41)
with ∇ the L2-gradient. Here H (u) is the hamiltonian of the “unperturbed” Benjamin-Ono equation,
namely equation (1.37) with N ≡ 0. For further details regarding the admissible perturbationsN (u) we
refer the reader to [1]. In this paper we assume the (1.40) as an example, but of course other choices are
possible. We have the following result.
Theorem 1.3 (Local well-posedness for quasi linear Benjamin-Ono-type equations). Consider equa-
tion (1.37) with (1.39), (1.40). Then there exists s0 > 0 such that for any s ≥ s0 there exists r0 > 0 such that,
for any 0≤ r ≤ r0, and for any u0 in the ball of radius r of H s(T;R) the following holds. The equation (1.37)
with initial datum u0 has a unique classical solution u(t ,x) such that
u(t ,x)∈C0
(
[0,T );H s(T;R)
)⋂
C1
(
[0,T );H s−2(T;R)
)
, T & r−1 . (1.42)
Moreover there is a constantC > 0
sup
t∈[0,T )
‖u(t , ·)‖H s ≤C‖u0‖H s . (1.43)
1.4. Plan of the paper. The paper is organized as follows. In Section 2 we develop a para-differential
calculus for symbols which depend non-linearly on a functionU in a certain Sobolev space. In Section 3
we state ourmain Theorem 3.1 and its principal application to Poincaré-Birkhoff normal form (Theorem
3.7). Moreover we apply this theorem to some quasi-linear equations, obtaining a result of long time ex-
istence and stability. In Section 4 we prove the well-posedness of several non-linear equation which we
need to solve in order to diagonalize and put to constant coefficient the original para-differential equa-
tion. In Section 5 we produce the changes of coordinates whose composition gives the proof of Theorem
3.1. In Section 6 we provide symplectic corrections to the previously found changes of coordinates, fi-
nally in Section 7 we prove Theorem 3.7.
Acknowledgments. We would like to thank Michela Procesi for the inspiring discussions andMassimil-
iano Berti for having introduced us to these interesting problems.
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2. PARA-DIFFERENTIAL CALCULUS
In this section we develop a para-differential calculus following the ideas (and notation) in [9]. We
shall introduce some classes of symbols and operators which slightly differ from the ones in [9]. As in [9]
we shall define classes ofmultilinear and non-homogeneous symbols (and their relative para-differential
quantization) and smoothing operators. The main difference between our classes and those in [9] is
the following. The non-homogeneous symbols in [9] depend on some extra functionU which depends
on space-time variables, in the application the function U is indeed the solution of certain evolution
PDEs. In our case, see item (i i ) in Def. 2.1, the extra function U depends only on the space variable,
however, in the case of space-time dependence of the functionU , we recover the definition given in [9]
as shown in Remark 2.3. Roughly speaking the conditions on the time derivative in [9] are replaced by
some conditions on the differentials of the symbols with respect toU in (2.11) which makes our classes
a generalization of the ones in [9].
In the following we fix some notation that will be kept until the end of the paper. For s ∈R we denote
by H s(T;C) (respectively H s(T;C2)), with T := R/2πZ, the Sobolev space of 2π-periodic functions with
values in C (respectively C2). Sometimes we shall simply write H s when this does not create confusion.
Moreover if r > 0 we define the ball of radius r
Br (H
s) := {U ∈H s(T;C) : ‖u‖H s < r }.
We expand a 2π-periodic function u(x) in Fourier series as
u(x)=
∑
n∈Z
û(n)
e inxp
2π
, û(n) := 1p
2π
∫
T
u(x)e−inx dx . (2.1)
We also use the notation
u+n := un := û(n) and u−n := un := û(n) . (2.2)
For n ∈N∗ :=N\{0} we denote byΠn the orthogonal projector from L2(T;C) to the subspace spanned by
{e inx ,e−inx }, i.e.
(Πnu)(x) := û(n)
e inxp
2π
+ û(−n)e
−inx
p
2π
,
while in the case n = 0 we define the mean Π0u = 1p2π û(0) =
1
2π
∫
T
u(x)dx. We denote by Πn also the
corresponding projector in L2(T,C2). We shall identify the Sobolev norm ‖ · ‖H s (T,C) =: ‖ · ‖H s with the
norms
‖u‖2H s := ‖u‖2s :=
∑
j∈Z
〈 j 〉2s|u j |2 , 〈 j 〉 :=
√
1+| j |2 , j ∈N . (2.3)
We introduce the operator 〈D〉 defined by linearity as
〈D〉e i j ·x = 〈 j 〉e i j ·x . (2.4)
With this notation we have that the norm in (2.3) reads
‖u‖2H s := (〈D〉su,〈D〉su)L2 (2.5)
where (·, ·)L2 denotes the standard complex L2-scalar product
(u,v)L2 :=
∫
T
u ·vdx , ∀u,v ∈ L2(Td ,C) . (2.6)
If U = (U1, . . . ,Up ) is a p-tuple of functions,~n = (n1, . . . ,np )∈Np , we set
Π~nU := (Πn1U1, . . . ,ΠnpUp ). (2.7)
For a family (n1, . . . ,np+1) ∈Np+1 wedenote bymax2(〈n1〉, . . . ,〈np+1〉), the second largest among thenum-
bers 〈n1〉, . . . ,〈np+1〉.
Notation. A.s B means A ≤C (s)B whereC (s)> 0 is a constant depending on s ∈R.
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2.1. Classes of operators.
2.1.1. Classes of symbols. We give the definition of a class of symbols we shall use along the paper.
Definition 2.1. (Classes of symbols). Let m ∈R, p,N ∈N, r > 0.
(i ) p-homogeneous symbols. We denote by Γ˜mp the space of symmetric p-linear maps from (H
∞(T;C2))p
to the space of C∞ functions of (x,ξ) ∈ T×R, U → ((x,ξ)→ a(U ;x,ξ)), satisfying the following. There is
µ> 0 and, for any α,β ∈N, there is C > 0 such that
|∂αx ∂
β
ξ
a(Π~nU ;x,ξ)| ≤C |~n|µ+α〈ξ〉m−β
p∏
j=1
‖Πn jU j‖L2 (2.8)
for any U = (U1, . . . ,Up ) in (H∞(T;C2))p , and ~n = (n1, . . . ,np) ∈ (N∗)p . Moreover we assume that, if for
some (n0, . . . ,np )∈N× (N∗)p ,
Πn0a(Πn1U1, . . . ,ΠnpUp ; ·) 6= 0, (2.9)
then there exists a choice of signs σ0, . . . ,σp ∈ {−1,1} such that
∑p
j=0σ jn j = 0. For p = 0 we denote by Γ˜m0
the space of constant coefficients symbols ξ 7→ a(ξ) which satisfy (2.8) with α = 0 and the right hand side
replaced by C〈ξ〉m−β. In addition we require the translation invariance property
a(τθU ;x,ξ)= a(U ;x+θ,ξ) , ∀θ ∈R . (2.10)
(i i ) Non-homogeneous symbols. Let p ≥ 1, d ≥ 0. We denote by Γm,dp [r ] := Γmp [r ] the space of functions
(U ;x,ξ)7→ a(U ;x,ξ), defined for U ∈ Br (H s0), for some large enough s0, with complex values such that for
any s ≥ s0, there are C > 0, 0< r0 < r and for anyU ∈Br0(H s0)∩H s and any α,β ∈N, withα+d ·k ≤ s− s0,
the following holds
|∂αx ∂
β
ξ
(dkua(U ;x,ξ)[h1, . . . ,hk ])| ≤C〈ξ〉m−β
[
max{0,p−k}‖U‖max{0,p−k−1}H s0 ‖U‖H s0+α
k∏
j=1
‖h j‖H s0+
+‖U‖max{0,p−k}H s0
k∑
i=1
k∏
j=1, j 6=i
‖h j‖νH s0 ‖hi‖H s0+α
] (2.11)
for any h j ∈H s , where ν= 1 if k ≥ 2 and ν= 0 otherwise.
(i i i ) Symbols. We denote by ΣΓmp [r,N ] the space of functions (U ,x,ξ) → a(U ;x,ξ) such that there are
homogeneous symbols aq ∈ Γ˜mq , q = p, . . . ,N −1, and a non-homogeneous symbol aN ∈ΓmN [r ] such that
a(U ; t ,x,ξ)=
N−1∑
q=p
aq (U , . . . ,U ;x,ξ)+aN (U ;x,ξ) . (2.12)
We denote by ΣΓmp [r,N ]⊗M2(C) the space 2×2matrices with entries in ΣΓmp [r,N ].
Remark 2.2. We omit the dependence on the number d in the definition of Γmp [r,N ] because this is a
number that will be fixed once for all in the procedure that we shall implement in Sections 5 and 7 of our
paper. In the classical definition of symbols one does not have the loss d · k appearing in the definition
above. We have to include this loss in our definition because of the following reason. In Sections 5 and 7
we shall perform some changes of variable, in one of them we shall redefine the variable of the ambient
space x ∈ T in function of a solution of a para-differential equation whose principal symbol, in these
notation, has order d. For this reason the smoothness in x and inU of the symbols is linked by the relation
α+d ·k ≤ s− s0. In such a way our classes will be closed for the changes of coordinates that we shall define
in Sections 5 and 7.
Remark 2.3. Let usmake a comment about thenon-homogeneous symbols defined in the item (i i ) ofDef.
2.1. We claim that if we plug a function U (t ,x) (depending on the space-time couple (x, t )) in a symbol
a(U ;x,ξ) we recover the definition given in the previous papers [26] and [9], more precisely the following
holds true. Let K −K ′ > 0, suppose for simplicity that K −K ′ < p, and consider a functionU ∈CK−K ′∗ (I ,H s)
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defined in Section 2 in [26]. Let a be a symbol satisfying (2.11) with s0 := σ0 − 2(K −K ′)≫ 1. For any
0≤ k ≤K −K ′ we have
|∂kt ∂αx ∂
β
ξ
a(U ; t ,x,ξ)| ≤C
k∑
γ=1
∑
k1+...+kγ=k
〈ξ〉m−β
[
(p−γ)‖U‖p−γ−1
σ0−2(K−K ′)‖U‖σ0−2(K−K ′)+α
γ∏
j=1
‖∂k jt U‖σ0−2(K−K ′)
+‖U‖p−γσ0
γ∑
i=1
γ∏
i 6= j=1
‖∂k jt U‖σ0−2(K−K ′)‖∂kit U‖σo−2(K−K ′)+α
]
,
therefore, by recalling that 0≤ k ≤ K −K ′ and k j ≤ k, one obtains the thesis. In order to recover the defini-
tion of non-homogeneous smoothing operator given in [9] the computation is the same.
Remark 2.4. Let s0 > µ+ 1/2 and s ≥ s0. Consider a function U in Br (H s0)∩H s , then for any 0 ≤ α ≤
s− s0 and β ∈N the function a˜(U ;ξ) := a(U , . . . ,U ;ξ) defines a non-homogeneous symbol as in item (i i ) of
Definition 2.1. To see this let us develop in Fourier series
a(U , . . . ,U ;x,ξ)=
∑
n1,...,np∈N
a(Πn1U , . . . ,ΠnpU ;ξ),
therefore by using condition (2.8) and supposing, for simplicity, that n1 ≥ . . .≥ np we deduce that
|∂αx ∂
β
ξ
a(U , . . . ,U ;x,ξ)| ≤
C
∑
n1,...,np∈N
〈ξ〉m−β 〈n1〉µ+α
p∏
j=1
‖Πn jU‖L2 =
C
∑
n1,...,np∈N
〈ξ〉m−β 〈n1〉µ+α
p∏
j=1
〈
n j
〉−σ0 p∏
j=1
〈
n j
〉σ0 ‖Πn jU‖L2 .
From the latter inequality it is easy to obtain the condition (2.11) by using the Cauchy-Schwartz inequality
and the fact that µ− s0 <−1/2 in the case that no differentials, with respect toU, on the symbols are taken.
The estimate for the differentials of the symbol a˜(U ;ξ), i.e. the case k > 0 in the notation of item (i i ) of
Definition 2.1, is trivial thanks to multi-linearity of the symbol a with respect its arguments.
We also introduce the following class of “functions”, i.e. those symbols which are independent of the
variable ξ.
Definition 2.5 (Functions). Fix N ∈N, p ∈N with p ≤N, with r > 0. We denote by F˜p (resp. Fp [r ], resp.
ΣFp [r,N ]) the subspace of Γ˜0p (resp. Γ
0
p [r ], resp. ΣΓ
0
p [r,N ]) made of those symbols which are independent
of ξ. We shallwrite F˜Rp (resp. F
R
p [r ], resp. ΣF
R
p [r,N ] to denote those functions in the class F˜p (resp. Fp [r ],
resp. ΣFp [r,N ]) which are real valued.
Remark 2.6. The class of symbols Γmp [r ], defined in item (i i ) of Definition 2.1, restricted to Br (H
s), is a
Fréchét space equipped with the family of semi-norms
|a|Γm ,s
α,β,k := inf{C > 0 : (2.11)holds true} (2.13)
with α+d ·k ≤ s − s0. The semi-norms on the space of functions Fp [r ] are analogously defined and we
shall denote them by |a|F ,s
α,k . Moreover we shall use the following notation
|a|Fs :=
∑
α+d ·k≤s−s0
|a|F ,s
α,k . (2.14)
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The quantity defined in (2.14) is a norm on the space Fp [r ]. The couple (Fp [r ], |a|Fs ) defines a Banach
space. We shall also write
|a|Fs,0 :=
∑
α≤s−s0
|a|F ,sα,0 . (2.15)
Remark 2.7. Let a ∈F1[r ] restricted to Br (H s). Then, recalling the definition (2.13)-(2.14), we have for
any α≤ s− s0
‖∂αx a(U ;x)‖L∞x .s |a|F ,sα,0 r .s |a|Fs r .
More in general, for a ∈Γm1 [r ], we have
〈ξ〉−m‖∂αx a(U ;x)‖L∞x .s |a|Γ
m ,s
α,0,0r .
Remark 2.8. Let a ∈Γmp [r ], b ∈Γm
′
p [r ]. One can check, by using the Leibniz rule, that
|ab|Γm+m
′
,s
α,β,k .s
∑
α1+α2=α
β1+β2=β
k1+k2=k
|a|Γm ,s
α1,β1,k1
|b|Γm
′
,s
α2,β2,k2
.s |a|Γ
m ,s
α,β,k |b|
Γ
m′ ,s
α,β,k .
Consider also a function f (x) which is analytic in some neighborhood of the origin of C and let c ∈F1[r ].
Then, using the formula of Faa di Bruno (i.e. the formula for the derivatives of the the composition of
functions), one has that d := f (c) is a function in F1[r ]. In particular
|d |Fs .s C ,
whereC > 0 is a constant depending only on s and the semi-norm |c |Fs . If f (x)= 1/(1+x)−1 and c ∈Γm1 [r ],
then d = f (c) ∈Γm1 [r ] and
|d |Γm ,s
α,β,k .s C ,
for some constant C > 0 depending only on s and the seminorm |c |Γm ,s
α,β,k .
Remark 2.9. (Expansion of Homogeneous symbols). Let ap ∈ Γ˜mp (see Def. 2.1). Notice that, by the
autonomous condition (2.9) and the x-translation invariant property (2.10), we can write the symbol ap ,
expanding u as in (2.1), (2.2), as
ap(U ;x,ξ)=
∑
j∈Z
e i j x
∑
σi∈{±} ,i=1,...,p∑p
i=1σi ji= j
(ap)
σ1···σp
j1,..., jp
(ξ)uσ1j1 . . .u
σp
jp
, (2.16)
for some coefficients (ap)
σ1···σp
j1,..., jp
(ξ) ∈ Γ˜m0 .
2.1.2. Spaces of Smoothing operators. We now introduce some classes of smoothing operators.
Definition 2.10 (Classes of smoothing operators). Let ρ ∈R, with ρ ≥ 0, p,N ∈N, r > 0.
(i ) p−homogeneous smoothing operator. We denote by R˜−ρp the space of (p +1)-linear maps from the
space (C∞(T;C2))p×C∞(T;C) to the spaceC∞(T;C) symmetric in (U1, . . . ,Up ), of the form (U1, . . . ,Up+1)→
R(U1, . . . ,Up )Up+1, that satisfy the following. There is µ≥ 0, C > 0 such that
‖Πn0R(Π~nU )Πnp+1Up+1‖L2 ≤C
max2(〈n1〉, . . . ,〈np+1〉)ρ+µ
max(〈n1〉, . . . ,〈np+1〉)ρ
p+1∏
j=1
‖Πn jU j‖L2 , (2.17)
for any U = (U1, . . . ,Up ) ∈ (C∞(T;C2))p , anyUp+1 ∈C∞(T;C), any ~n = (n1, . . . ,np) ∈Np , any n0,np+1 ∈N.
Moreover, if
Πn0R(Πn1U1, . . . ,ΠnpUp )Πnp+1Up+1 6= 0, (2.18)
then there is a choice of signs σ0, . . . ,σp+1 ∈ {−1,1} such that
∑p+1
j=0 σ jn j = 0. In addition we require the
translation invariance property
R(τθU )[τθUp+1]= τθ
(
R(U )Up+1
)
, ∀θ ∈R . (2.19)
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(i i ) Non-homogeneous smoothing operators. We define the class of remainders R
−ρ
N [r ] as the space
of maps (V ,u) 7→ R(V )u defined on Br (H s0)×H s0(T,C) which are linear in the variable u and such that
the following holds true. For any s ≥ s0 there exist a constant C > 0 and r (s) ∈]0,r [ such that for any
V ∈Br (H s0)×H s(T,C), any u ∈H s(T,C), any 0≤ k ·d ≤ s− s0 the following estimate holds true
‖((dkV R(V ))u)[h1, . . . ,hk ]‖H s+ρ−dk ≤C
[
max{0,p−k}‖V ‖max{0,p−k−1}s0 ‖V ‖s‖u‖s0
k∏
j=1
‖h j‖s0+
+‖V ‖max{0,p−k}s0 ‖u‖s0
k∑
i=1
k∏
j=1, j 6=i
‖h j‖νH s0 ‖hi‖H s
+‖V ‖max{0,p−k}s0 ‖u‖s
k∏
j=1
‖h j‖s0
]
(2.20)
for any h j andU ∈H s , where ν= 1 if k ≥ 2 and ν= 0 otherwise. Here d is the same number appearing in
the definition of the non-homogeneous symbols, see also the Remark 2.2.
(i i i ) Smoothing operators. We denote by ΣR−ρp [r,N ] the space of maps (V , t ,u)→ R(V , t )u that may be
written as
R(V ; t )u =
N−1∑
q=p
Rq (V , . . . ,V )u+RN (V ; t )u,
for some Rq ∈ R˜−ρq , q = p, . . . ,N−1 and RN belongs toR−ρN [r ]. We denote by ΣR
−ρ
p [r,N ]⊗M2(C) the space
2×2matrices with entries in ΣR−ρp [r,N ].
Remark 2.11. Let R1(U ) be a smoothing operator in ΣR
−ρ1
p1 [r,N ] and R2(U ) in ΣR
−ρ2
p2 [r,N ], then the
operator R1(U )◦R2(U )[·] belongs to ΣR−ρp1+p2 [r,N ], where ρ =min(ρ1,ρ2).
Remark 2.12. We remark that if R is in R˜−ρp , p ≥N, then (V ,U )→R(V , . . . ,V )U is inR−ρN [r ]. This inclusion
follows by the multi-linearity of R in each argument, and by estimate (2.17). The proof of this fact is very
similar to the one given in the remark after Definition 2.2.3 in [9].
Remark 2.13. In analogywithRemark 2.3 wemake a comparison between thenon-homogenous smooth-
ing remainders defined in [9] or [26] and the ones defined in item (i i ) in Def. 2.10. LetU (t ,x) be a function
inCK−K
′
∗ (I ,H
s) (defined in Section 2 in [26]) and (V ,u) 7→R(V )u be a smoothing operator satisfying (2.20)
with s0 := s˜0−2(K −K ′)≫ 1. Let us suppose for simplicity that p −k −1 ≥ 0 and k ≥ 2, in the other cases
the proof may be easily adapted. For any 2≤ k ≤K −K ′ we have
‖∂kt R(V )u‖s−2k ≤
∥∥∥ ∑
k ′+k"=k
k ′∑
γ=1
∑
k1+...+kγ=k ′
dk
′
V R(V )
[
∂
k1
t V , . . . ,∂
kγ
t V ,∂
k"
t u
]∥∥∥
s−2k
≤C
∑{
‖V ‖p−γ−1s0 ‖V ‖s−2k‖∂k
′′
t u‖s0
γ∏
j=1
‖∂k jt V ‖s0+
+‖V ‖p−γs0 ‖∂k"t u‖s0
γ∑
i=1
γ∏
j=1, j 6=i
‖∂kit V ‖s−2k‖∂
k j
t V ‖s0+
+‖V ‖p−γs0
γ∏
j=1
‖∂k jt V ‖s0‖∂k
′′
t u‖s−2k
}
,
where the sum in the r.h.s. is taken over the set of indices such that k ′+ k ′′ = k ,k1+ . . .kγ = k" and γ =
1, . . . ,k ′. The r.h.s. of the above inequalitymay be bounded fromabove by the r.h.s. of (2.7) in [26]. Therefore
we recover the definition of non-homogeneous smoothing operators given in [26]. To recover the definition
in [9] the computation is the same.
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Remark 2.14. (Expansion of Homogeneous remainders). Let Rp ∈ R˜−ρp ⊗M2(C). Then by (2.18), (2.19)
we deduce the following. First of all write
Rp(U )=
(
(Rp (U ))++ (Rp (U ))
−
+
(Rp (U ))+− (Rp (U ))
−
−
)
, (Ri (U ))
σ′
σ ∈ R˜
−ρ
p , (2.21)
for σ,σ′ ∈ {±} and i = 1,2. Then, expanding u as in (2.1), (2.2), we have and
(Rp (U ))
σ′
σ z
σ′ = 1p
2π
∑
j∈Z
( ∑
k∈Z
(Rp (U ))
σ′ ,k
σ, j z
σ′
k
)
e iσ j x (2.22)
with entries
(Rp(U ))
σ′ ,k
σ, j :=
1
(2π)p
∑
σi∈{±}, ji∈Z∑p
i=1σi ji=σ j−σ′k
(
(rp )
σ1···σp
j1,..., jp
)σ′,k
σ, j u
σ1
j1
. . .u
σp
jp
, j ,k ∈Z\ {0} , (2.23)
and suitable scalar coefficients
(
(rp)
σ1···σp
j1,..., jp
)σ′,k
σ, j ∈C.
2.1.3. Spaces of Maps. Below we deal with classes of operators without keeping track of the number of
lost derivatives in a precise way (see Definition 3.9 in [9]). The class M˜mp denotes multilinear maps that
losem derivatives and are p-homogeneous inU , while the class Mmp contains non-homogeneousmaps
which losem derivatives, vanish at degree at least p inU .
Definition 2.15. (Classes of maps). Let p,N ∈N, with p ≤N, N ≥ 1 andm ≥ 0.
(i ) p-homogeneous maps. We denote by M˜mp the space of (p + 1)-linear maps M from (H∞(T;C2))p ×
H∞(T;C) to the space H∞(T;C)which are symmetric in (U1, . . . ,Up ), of the form
(U1, . . . ,Up+1)→M (U1, . . . ,Up )Up+1
and that satisfy the following. There is C > 0 such that
‖Πn0M (Π~nU )Πnp+1Up+1‖L2 ≤C (n0+n1+·· ·+np+1)m
p+1∏
j=1
‖Πn jU j‖L2
for anyU = (U1, . . . ,Up ) ∈ (H∞(T;C2))p , anyUp+1 ∈H∞(T;C), any ~n = (n1, . . . ,np) ∈ (N∗)p , any n0,np+1 ∈
N
∗. Moreover the properties (2.18)-(2.19) hold.
(i i ) Non-homogeneous maps. We denote by MmN [r ] the space of maps (V ,u) 7→ M (V )U defined on
Br (H s0)×H s0(T,C)which are linear in the variableU and such that the following holds true. For any s ≥ s0
there exist a constantC > 0 and r (s)∈]0,r [ such that for any V ∈Br (H s)∩H s (T,C2), anyU ∈H s(T,C), any
0≤ dk ≤ s− s0, we have ‖dkV (M (V )U ) [h1, . . . ,hk ]‖H s−m−dk is bounded by the right hand side of (2.20).
(i i i )Maps. We denote by ΣMmp [r,N ] the space of maps (V , t ,U )→M (V , t )U that may be written as
M (V ; t )U =
N−1∑
q=p
Mq (V , . . . ,V )U +MN (V ; t )U
for some Mq in M˜mq , q = p, . . . ,N − 1 and MN in MmN [r ]. Finally we set M˜p := ∪m≥0M˜mp , Mp [r ] :=
∪m≥0Mmp [r ] and ΣMp [r,N ] :=∪m≥0ΣMmp [r ].
We denote byΣMmp [r,N ]⊗M2(C) the space of 2×2matriceswhose entries aremaps in the classΣMmp [r,N ].
We also set ΣMp [r,N ]⊗M2(C)=∪m∈RΣMmp [r,N ]⊗M2(C).
• IfM is in M˜mp , p ≥N , then (V ,U )→M (V , . . . ,V )U is in MmN ,0[r ].
• If a ∈ΣΓmK ,K ′,p [r,N ] for p ≥ 1, thenOpBW(a(V ; t , ·))U is in ΣMm
′
p [r,N ] for somem
′ ≥m.
• Any R ∈ΣR−ρp [r,N ] defines an element of ΣMmp [r,N ] for somem ≥ 0.
• IfM ∈ΣMp [r,N ], M˜ ∈ΣM1[r,N −p], then (V , t ,U )→M (V + M˜(V ; t )V ; t )[U ] is in ΣMp [r,N ].
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• IfM ∈ΣMmp [r,N ] and M˜ ∈ΣMm
′
q [r,N ], thenM (U ; t )◦ M˜(U ; t ) is in ΣMm+m
′
p+q [r,N ].
2.2. Quantization of symbols. Given a smooth symbol (x,ξ)→ a(x,ξ), we define, for any σ ∈ [0,1], the
quantization of the symbol a as the operator acting on functions u as
Opσ(a(x,ξ))u =
1
2π
∫
R×R
e i(x−y)ξa(σx+ (1−σ)y,ξ)u(y)d ydξ . (2.24)
This definition is meaningful in particular if u ∈ C∞(T) (identifying u to a 2π-periodic function). By
decomposing u in Fourier series as u =∑ j∈Z û( j )(1/p2π)e i j x , we may calculate the oscillatory integral
in (2.24) obtaining
Opσ(a)u :=
1p
2π
∑
k∈Z
(∑
j∈Z
â
(
k − j , (1−σ)k +σ j
)
û( j )
)
e ikxp
2π
, ∀ σ∈ [0,1] , (2.25)
where â(k ,ξ) is the k th−Fourier coefficient of the 2π−periodic function x 7→ a(x,ξ). For convenience in
the paper we shall use two particular quantizations:
Standard quantization. We define the standard quantization by specifying formula (2.25) for σ= 1:
Op(a)u :=Op1(a)u =
1p
2π
∑
k∈Z
(∑
j∈Z
â
(
k − j , j
)
û( j )
)
e ikxp
2π
;
Weyl quantization. We define theWeyl quantization by specifying formula (2.25) for σ= 12 :
OpW (a)u :=Op 1
2
(a)u = 1p
2π
∑
k∈Z
(∑
j∈Z
â
(
k − j , k + j
2
)
û( j )
)
e ikxp
2π
. (2.26)
Moreover the above formulas allow to transform the symbols between different quantizations, in partic-
ular we have
Op(a)=OpW (b) , where b̂( j ,ξ)= â( j ,ξ− j
2
).
We want to define a para-differential quantization. First we give the following definition.
Definition 2.16. (Admissible cut-off functions). Fix p ∈Nwith p ≥ 1. We say thatχp ∈C∞(Rp×R;R) and
χ ∈ C∞(R×R;R) are admissible cut-off functions if they are even with respect to each of their arguments
and there exists δ> 0 such that
suppχp ⊂
{
(ξ′,ξ) ∈Rp ×R; |ξ′| ≤ δ〈ξ〉
}
, χp (ξ
′,ξ)≡ 1 for |ξ′| ≤ δ
2
〈ξ〉 ,
suppχ⊂
{
(ξ′,ξ) ∈R×R; |ξ′| ≤ δ〈ξ〉
}
, χ(ξ′,ξ)≡ 1 for |ξ′| ≤ δ
2
〈ξ〉 .
We assumemoreover that for any derivation indicesα and β
|∂αξ ∂
β
ξ′χp (ξ
′,ξ)| ≤Cα,β〈ξ〉−α−|β| , ∀α ∈N, β ∈Np ,
|∂αξ ∂
β
ξ′χ(ξ
′,ξ)| ≤Cα,β〈ξ〉−α−β , ∀α , β ∈N .
An example of function satisfying the condition above, and that will be extensively used in the rest of the
paper, is χ(ξ′,ξ) := χ˜(ξ′/〈ξ〉), where χ˜ is a function in C∞0 (R;R) having a small enough support and equal
to one in a neighborhood of zero. For any a ∈C∞(T) we shall use the following notation
(χ(D)a)(x)=
∑
j∈Z
χ( j )Π j a .
Definition2.17. (TheBonyquantization). Letχbe an admissible cut-off function according toDefinition
2.16. If a is a symbol in Γ˜mp and b is in Γ
m
p [r ], we set, using notation (2.7),
aχ(U ;x,ξ)=
∑
~n∈Np
χp (~n,ξ)a(Π~nU ;x,ξ) , bχ(U ;x,ξ)=
1
2π
∫
T
χ
(
η,ξ
)
b̂(U ;η,ξ)e iηxdη .
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We define the Bony quantization as
OpB(a(U ; ·))=Op(aχ(U ; ·)) , OpB(b(U ; ·))=Op(bχ(U ; t , ·)) .
and the Bony-Weyl quantization as
OpBW(a(U ; ·))=OpW(aχ(U ; ·)), OpBW(b(U ; t , ·))=OpW(bχ(U ; ·)). (2.27)
Finally, if a is a symbol in the class ΣΓmp [r,N ], that we decompose as in (2.12), we define its Bony quanti-
zation as
OpB(a(U ; ·))=
N−1∑
q=p
OpB(aq (U , . . . ,U ; ·))+OpB(aN (U ; ·)) ,
and its Bony-Weyl quantization as
OpBW(a(U ; ·))=
N−1∑
q=p
OpBW(aq (U , . . . ,U ; ·))+OpBW(aN (U ; ·)) .
Remark 2.18. Let a ∈ΣΓmp [r,N ]. We note that
OpB(a(U ;x,ξ)[v ]=OpB(a∨(U ;x,ξ))[v ] , OpBW(a(U ;x,ξ)[v ]=OpBW(a∨(U ;x,ξ))[v] ,
where
a∨(U ;x,ξ) := a(U ;x,−ξ) .
Moreover if we define the operator A(U )[·] :=OpBW(a(U ;x,ξ))[·] we have that A∗(U ), its adjoint operator
w.r.t. the L2(T;C) scalar product, can be written as
A∗(U )[v ]=OpBW
(
a(U ;x,ξ)
)
[v ] . (2.28)
Remark 2.19. By formula (2.28) one has OpBW(a(U ;x,ξ))[·] is self-adjoint, w.r.t. the L2(T;C) scalar prod-
uct, if and only if the symbol a(U ;x,ξ) is real valued for any x ∈T, ξ ∈R.
The next proposition states boundedness properties on Sobolev spaces of the para-differential oper-
ators (see Proposition 3.8 in [9]).
Proposition 2.20. (Action of para-differential operator 1). Let r > 0, m ∈ R, p ∈ N. Then: (i ) There is
s0 > 0 such that for any symbol a ∈ Γ˜mp , for any s ≥ s0 there is a constantC > 0, depending only on s and on
(2.8)with α=β= 0, such that for anyU = (U1, . . . ,Up )
‖OpBW(a(U ; ·))Up+1‖H s−m ≤C
p∏
j=1
‖U j‖H s0 ‖Up+1‖H s , (2.29)
for p ≥ 1, while for p = 0 the (2.29) holds by replacing the right hand side withC‖Up+1‖H s .
(i i )There is s0 > 0 such that for any symbol a ∈ Γmp [r ] and any s ≥ s0 there is a constantC > 0, depending
only on s,r and (2.11)with 0≤α≤ 2, β= 0, such that, for any t ∈ I , any 0≤ dk +2≤ s− s0,
‖OpBW((∂kua)(U ; ·)[h1, . . . ,hk ])‖L (H s ,H s−m ) ≤C‖U‖
max{0,p−k}
H s0
k∏
i=1
‖hi‖s0 . (2.30)
Proof. The proof of item (i ) may be found at pag. 47 of the book [9], the item (i ) of this theorem is indeed
the same of item (i ) of Prop. 3.8 in [9]. Note that the proof of item (i i ) in the case that k = 0 is the
same given in item (i i ) of Prop 3.8 in [9], in the case k > 0 is very similar, however we give the proof for
completeness. Let χ an admissible cut-off function ion the sense of Def. 2.16. We set
bk(x,ξ) :=
(
dkua(U ; ·)[h1, . . . ,hk ]
)
χ =
∑
n∈Z
χ(n,ξ)Πnd
k
ua(U ;x,ξ)[h1, . . . ,hk ]
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for any fixed ξ ∈R. Let V be a regular function on the torus, we have the following
OpBW(∂kua(U ;x,ξ)[h1, . . . ,hk ])v =
1p
2π
∑
n′∈Z
∑
k ′∈Z
b̂k(k
′−n′, k
′+n′
2
)v̂(n′)
e ik
′x
p
2π
,
where by b̂k(ℓ,n) we have denoted the ℓ-Fourier coefficient with respect to x of the function bk(x,ξ)
restricted at ξ= n. We need to estimate the general Fourier coefficient b̂k(ℓ,ξ). By definition we have
b̂k(ℓ,ξ)=
∫
T
bk(x,ξ)e
−iℓxdx ,
therefore, by integrating twice in x and by using (2.11) with α= 2 (relabelling s0 s0+2), we obtain
|b̂k (ℓ,ξ)| ≤C 〈ξ〉m
1
〈ℓ〉2
‖U‖p−ks0
k∏
j=1
‖h j‖s0 .
Having this inequality one can conclude the proof as done in the case of Prop. 3.8 in [9]. 
Remark 2.21. Notice that the following holds.
• Let m ≤ 0 and p ≥ 1 and let a be a symbol in ΣΓmp [r,N ], then the map (U ,V ) 7→OpBW(a(U ;x,ξ))V
is in ΣRmp [r,N ];
• let a be a symbol in ΣΓmp [r,N ], then themap (U ,V ) 7→OpBW(a(U ;x,ξ))V is in ΣMm
′
p [r,N ] for any
m′ ≥m;
• any smoothing operator in ΣR−ρp [r,N ] defines an element of ΣMm
′
p [r,N ] for some m
′ > 0.
We now state a classical version of the action-theoremon Sobolev spaces for para-differential operators,
whose proof can be found in the book byMetivier [31] (see Theorem 5.1.15 and formula (5.1.25) therein).
Proposition 2.22. (Action of para-differential operators 2). Consider a symbol a ∈Γmp [r ], then it defines
a bounded operator from H s to H s−m with the following estimate
‖OpBW(a(U ;x,ξ))‖L (H s ,H s−m ) ≤ sup
ξ∈R
〈ξ〉−m‖a(U ;x,ξ)‖L∞x .
Remark 2.23. Note that in Prop. 2.22 we have better estimates in terms of regularity of the function a(U ; ·)
in the r.h.s. compared to Prop. 2.20. In Prop. 2.20 we have more information on the smallness of the
symbol in terms of its dependence of the functionU but we have to pay the price of losing some derivatives
in the r.h.s.. In Section 2.5 we shall need the optimal estimate in term of regularity given by Prop. 2.22 in
several proofs.
2.3. Symbolic calculus and Compositions theorems. We introduce the following differential operator
σ(Dx ,Dξ,Dy ,Dη) :=DξDy −DxDη ,
where Dx := 1i ∂x and Dξ,Dy ,Dη are similarly defined. Given two symbols a and b, in the following we
define a new symbol a#ρb which turns out to be the symbol of the composition of the para-differential
operators generated by a and b modulo smoothing operators of order −ρ.
Definition 2.24. (Asymptotic expansion of composition symbol). Let ρ,p,q be in N, m,m′ ∈ R, r > 0.
Consider a ∈ΣΓmp [r,N ] and b ∈ΣΓm
′
q [r,N ]. ForU in Br (H
σ)we define, for ρ <σ− s0, the symbol
(a#ρb)(U ;x,ξ) :=
ρ∑
k=0
1
k !
(
i
2
σ(Dx ,Dξ,Dy ,Dη)
)k [
a(U ;x,ξ)b(U ; y,η)
]
|x=y,ξ=η
(2.31)
modulo symbols in ΣΓ
m+m′−ρ
p+q [r,N ].
• The symbol a#ρb belongs to ΣΓm+m
′
p+q [r,N ].
• We have the expansion a#ρb = ab + 12i {a,b}+ ·· · , up to a symbol in ΣΓm+m
′−2
p+q [r,N ], where {a,b} :=
∂ξa∂xb−∂xa∂ξb denotes the Poisson bracket.
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Proposition 2.25. (Composition of Bony-Weyl operators). Let ρ,p,q be inN, m,m′ ∈R, r > 0. Consider
a ∈ΣΓmp [r,N ] and b ∈ΣΓm
′
q [r,N ]. Then
R(U ) :=OpBW(a(U ;x,ξ))◦OpBW(b(U ;x,ξ))−OpBW
(
(a#ρb)(U ;x,ξ)
)
(2.32)
is a non-homogeneous smoothing remainder in ΣR−ρ+m+m
′
p+q [r,N ].
Proof. We give the proof of the theorem in the case that the symbols a and b are non-homogenous in
the classes Γmp [r ] and Γ
m′
q [r ] respectively. In the case of composition between operators generated by
homogeneous symbols we refer to the proof of Prop. 3.12 in [9] since our classes coincide with the ones
therein. We set
a˜χ(x,ξ)= dk1U a(U ;x,ξ)
[
hn1 , . . . ,hnk1
]
b˜χ(x,ξ)= dk2U b(U ;x,ξ)
[
hnk1 , . . . ,hnk1+k2
]
.
We have that the (k1+k2)-differential with respect toU of the expression in (2.32) applied to the vector
[hn1 , . . . ,hnk1+k2 ] may be written as Op
W (r1(U ;x,ξ)+ r2(U ;x,ξ)) where
r1(U ; ·)= a˜χ#b˜χ− (a˜χ#b˜χ)ρ ,
r2(U ; ·)= (a˜χ#b˜χ)ρ − (a˜#b˜)ρ,χ ,
where a#b is the symbol of the composition given in Lemma 3.14 in [9]. We estimate the term coming
from r1(U ; ·), the other one is similar. At this point one has to use Lemma 3.13 in [9] by using the fact
the the symbols a and b satisfy the estimate (2.11). By following the proof of the action-theorem 2.20
one can estimate the H s−m−m
′+ρ−2 of OpW (r1(U ; ·))v for some regular function v obtaining the estimate
of smoothing remainder (2.20) (up to renaming ρ−2 ρ). The translation invariance property (2.19)
follows as in [11]. 
Remark 2.26. As proved in the remark after the proof of Proposition 3.12 in [9], the remainder obtained
by the composition of para-differential operators in Proposition 2.25 has actually better estimates than
(2.20), i.e. it is bounded from H s to H s+ρ−(m+m
′) for any s, with operator norm bounded by ‖U‖p+qs0 .
Proposition 2.27. (Compositions). Let m,m′,m′′ ∈R, N ,p1,p2,p3,ρ ∈N, p1+p2 <N, p2+p3 <N ρ ≥ 0
and r > 0. Let a ∈ΣΓmp1 [r,N ], R ∈ΣR
−ρ
p2 [r,N ] and M ∈ΣMm
′′
p3 [r,N ]. Then
(i) R(U )◦OpBW(a(U ;x,ξ)), OpBW(a(U ;x,ξ))◦R(U ; t ) are in ΣR−ρ+mp1+p2 [r,N ].
(ii) R(U )◦M (U ) and M (U ; t )◦R(U ) are smoothing operators in ΣR−ρ+m
′′
p2+p3 [r,N ].
(iii) If R2 ∈ R˜−ρp2 then R2(U ,M (U )U ) belongs to ΣR
−ρ+m′′
p2+p3 [r,N ].
(iv) Let c be in Γ˜mp , p ∈N. Then
U → cM (U ;x,ξ) := c(U , . . . ,U ,M (U )U ;x,ξ)
is in ΣΓmp+p3 [r,N ]. If the symbol c is independent of ξ (i.e. c is in F˜p ), so is the symbol cM (thus it is
a function in ΣFp+p3 [r,N ]). Moreover if c is a symbol in Γ
m
N [r ] then the symbol cM is in Γ
m
N [r ].
(v) OpBW(c(U , . . . ,U ,W ;x,ξ))|W=M(U )U =OpBW(b(U ;x,ξ))+R(U ) where
b(U ;x,ξ) := c(U , . . . ,U ,M (U )U ;x,ξ)
and R(U ) is in ΣR
−ρ
K ,K ′,p+p1 [r,N ].
Proof. We prove (i ) in the case of the operator H (U ) := R(U )◦OpBW(a(U ;x,ξ)). Let s0−m≫ 1, we have
to estimate the quantity ‖dkUH (U )(h1, . . . ,hk)‖s+ρ−dk−m. We give the proof in the case that the symbol a
is in Γmp1 [r,N ] and R is in R
−ρ
p2 [r,N ]. By using estimate (2.20) for the operator R(U ) we may bound from
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above, modulo the constant appearing in (2.20), the previous quantity by
∑
k1+k2=k
{
1{p−k≥0}‖U‖max{0,p−k−1}s0−m ‖U‖s−m‖OpBW(d
k2
U a(U ;x,ξ)[h1, . . . ,hk2])V ‖s0−m
k∏
j=k2+1
‖hk j ‖s0−m
+‖U‖max{0,p−k}s0−m ‖OpBW(d
k2
U a(U ;x,ξ)[h1, . . . ,hk2])V ‖s0−m
k∑
i=k2+1
k∏
j=k2+1, j 6=i
‖h j‖νs0−m‖hi‖s−m (2.33)
+‖U‖max{0,p−k}s0−m ‖OpBW(d
k2
U a(U ;x,ξ)[h1, . . . ,hk2])V ‖s−m
k∏
j=k2+1
‖h j‖s0−m ,
where by 1A we denoted the characteristic function of the set A. We prove the result in for the addendum
in (2.33), the others may be similarly bounded. We just have to use Theorem 2.20 obtaining
1{p−k≥0}‖U‖max{0,p−k−q}s0−m ‖U‖s−m
k∏
j=k2+1
‖h j‖s0−m
×‖U‖max{0,p−k−1}s0−m ‖V ‖s0
k2∏
j=1
‖h j‖s0−m ,
which is the first line of (2.20) up to renaming s0 s0−m. See Proposition 3.16, 3.17, 3.18 in [9]. The
translation invariance properties for the composed operators and symbols in items (i)-(v) follow as in
the proof of Proposition 2.25 in [11]. 
2.4. Real to real and self-adjointmatrices of operators. We discuss some algebraic properties of matri-
ces of operators.
Real-to-real operators. Given a linear operator R(U )[·] acting on C2 (it may be a smoothing operator
in ΣR−ρ1 [r,N ] or Op
BW(a(U ;x,ξ)) with a ∈ ΣΓm1 [r,N ]) we associate the linear operator defined by the
relation
R(U )[V ] :=R(U )[V ] , ∀V ∈C2 . (2.34)
We say that a matrix of operators acting in C2 is real-to-real, if it has the form
R(U )=
(
R1(U ) R2(U )
R2(U ) R1(U )
)
. (2.35)
Notice that
• if R(U ) is a real-to-real matrix of operators then, given V =
[ v
v
]
, the vector Z := R(U )[V ] has the form
Z =
[ z
z
]
, namely the second component is the complex conjugated of the first one.
• If a matrix of symbols A(U ;x,ξ), in some class ΣΓm1 [r,N ]⊗M2(C), has the form
A(U ;x,ξ)=
(
a(U ;x,ξ) b(U ;x,ξ)
b(U ;x,−ξ) a(U ;x,−ξ)
)
, (2.36)
then thematrix of operatorsOpBW(A(U ;x,ξ)) is real-to-real.
Definition 2.28. (Classical symbol). A symbol a of order d is called classical if a(x,ξ)∼∑a j (x,ξ) and a j
is positive homogeneous with respect to ξ of order d − j .
Self-adjoint para-differential operators. We now study self-adjoint matrices para-differential opera-
tors. We shall restrict to the case that suchmatrices are reality preserving, i.e. matrices of the form (2.35).
Consider an operator F of the form
F :=
(
A B
B A
)
, (2.37)
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for A,B linear operators and denote by F∗ its adjoint with respect to the scalar product
(U ,V )H0 :=
∫
T
U ·V dx , U =
[u
u
]
,V =
[v
v
]
∈H s(T,C2) ,
i.e.
(FU ,V )H0 = (U ,F∗V )H0 .
One can check that
F∗ :=
(
A∗(U ; t ) B
∗
(U ; t )
B∗(U ; t ) A
∗
(U ; t )
)
,
where A∗ andB∗ are respectively the adjoints of the operators A andB with respect to the complex scalar
product on L2(T;C) in (2.6).
Definition 2.29. (Self-adjointness). Let F be a reality preserving linear operator of the form (2.37). We
say that F is self-adjoint if A,A∗,B ,B∗ :H s →H s ′ , for some s, s′ ∈R and
A∗ = A, B =B∗. (2.38)
We consider para-differential operators of the form:
OpBW(A(U ;x,ξ)) :=OpBW
(
a(U ;x,ξ) b(U ;x,ξ)
b(U ;x,−ξ) a(U ;x,−ξ)
)
:=
(
OpBW(a(U ;x,ξ)) OpBW(b(U ;x,ξ))
OpBW(b(U ;x,−ξ)) OpBW(a(U ;x,−ξ))
)
,
(2.39)
where a and b are symbols in Γmp [r ] andU is a function belonging to B
K
r (H
s0) for some s0 large enough.
Note that the matrix of operators in (2.39) has the form (2.37). Moreover it is self-adjoint if and only if
a(U ;x,ξ)= a(U ;x,ξ) , b(U ;x,−ξ)= b(U ;x,ξ) , (2.40)
indeed conditions (2.38) on these operators read(
OpBW(a(U ;x,ξ))
)∗ =OpBW (a(U ;x,ξ)) ,
OpBW(b(U ;x,ξ))=OpBW
(
b(U ;x,−ξ)
)
.
(2.41)
2.5. Flows of para-differential operators. The main result of this section is Theorem 2.31. In this The-
orem we analyze the well-posedness of some non linear flows generated by para-differential operators.
These flows will be used in the next Sections as auxiliary flows in order to generate non linear changes of
coordinates. More preciselywe study the system (2.51) in the cases of generators as in (2.52), (2.53), (2.54)
and (2.55). We shall define a sequence of linear problems approximating the non linear one. In section
2.5.1 we study the linear problem associated to problem (2.51). In section 2.5.2 we prove Theorem 2.31.
2.5.1. Linear flows. Let 0< r ≪ 1, u ∈Br (H s) we define the symbols
A˜1(τ,u;x,ξ) := A(τ,u;x)ξ, with A ∈FR1 [2r ],
A j (τ,u;ξ) ∈ΣΓ jp [r,N ], j ≥ 0, and
{
1≤ j , real and independent of x
j < 1, A j − A j ∈ΣΓ0p [r,N ],
and we consider the problem {
∂τz =OpBW
(
iA(τ,u;x,ξ)
)
[z] ,
z(0)=u , (2.42)
whereA equals either A˜1 or A j . We have the following.
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Lemma 2.30. Let d be the number appearing in the definition of symbols 2.1 item (ii). Consider the prob-
lem (2.42)withA= A j , then for any 0≤ j ≤ d the following holds true. For any s ≥ s0 there is r0,C > 0 such
that for 0≤ r ≤ r0, one has:
‖z(τ)‖H s ≤‖u‖H s (1+C‖u‖H s0 ) ∀0≤ τ≤ 1,
‖∂kτz(τ)‖H s− jk ≤C‖u‖H s‖u‖kH s0 , 1≤ dk ≤ s− s0 .
(2.43)
Moreover
‖(duz)(u)[h]‖H s− j ≤ ‖h‖H s (1+C‖u‖H s ) , ∀0≤ τ≤ 1 ∀h ∈H s , (2.44)
and, for any 2≤ dk ≤ s− s0, we have that
‖(dku z)(u)[h1, . . . ,hk ]‖H s− jk ≤C‖h1‖H s · · ·‖hk‖H s , ∀0≤ τ≤ 1 ∀hi ∈H s i = 1, . . . ,k . (2.45)
for some constant C = C (s,k) > 0 independent of A. The same estimates hold true with j = 1 in the case
thatA= A˜1.
Proof. We give the proof in the case of A˜1, for A j with j > 0 the proof is similar and for j = 0 it is standard
theory of Banach spaces ODEs. By reasoning as in Lemma 3.22 in [9] one can prove that the flow Φτ =
Φ
τ(u)
∂τΦ
τ(u)=OpBW(iA(τ,u;x)ξ)[Φτ(u)] , Φ0(u)= Id (2.46)
is well posed on H s and satisfies
‖Φτ(u)h‖H s ≤C‖h‖H s (1+‖u‖H s0 ) ∀0≤ τ≤ 1. (2.47)
In particular setting z(τ)=Φτ(u)u the (2.43) holds.
To prove (2.44) we argue as follows. By differentiating in u the problem (2.42) we have{
∂τ(duz)(u)[h]=OpBW
(
iA(τ,u;x)ξ
)
[(duz)(u)[h]]+ f (τ;u) ,
(duz(0))(u)[h]=h ,
(2.48)
where
f (τ;u) :=OpBW
(
i(duA)(τ,u;x)[h]ξ
)
[z] . (2.49)
By estimate (2.11) and the Lemma of action of para-differential operators on Sobolev spaces we have
‖ f (τ,u)‖H s−1 .s ‖h‖s0‖z‖H s
(2.43)
.s ‖u‖H s‖h‖H s0 , ∀0≤ τ≤ 1. (2.50)
By Duhamel formula we have (recall (2.46))
(duz)(u)[h]=Φτh+Φτ
∫τ
0
(Φσ)−1 f (σ;u)dσ
which, together with (2.47), (2.50) , implies (2.44). Iterating this reasoning one gets the (2.45). 
2.5.2. Non-linear flows. Consider the Cauchy problem{
∂τz =OpBW
(
i f (τ,z;x,ξ)
)
[z] ,
z(0)= u , u ∈Br (H s) ,
(2.51)
for some r > 0 small and s > 0 large, where f is a symbol assuming one of the following forms:
f (τ,u;x,ξ) :=B (τ,u;x)ξ , B (τ,u;x)∈ΣFR1 [r,N ] , (2.52)
f (τ,u;x,ξ) ∈ΣΓm1 [r,N ] , 0<m < 1, f (τ,u;x,ξ)− f (τ,u;x,ξ)∈ΣΓ01[r,N ] , (2.53)
f (τ,u;x,ξ) ∈ΣΓm1 [r,N ] , m ≤ 0, (2.54)
f (τ,u;ξ) ∈ΣΓm1 [r,N ] , m ≥ 0, f (τ,u;x) real and independent of x , (2.55)
with τ ∈ [0,1]. We also assume that the symbol f (τ,u;x,ξ) satisfies the estimates (2.8)-(2.11) uniformly
in τ ∈ [0,1]. The key result of this section is the following.
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Theorem 2.31. (The non-linear transport flow). For any s ≥ s0 there is r0,C > 0 such that for 0≤ r ≤ r0,
the following holds. There exists a unique solutions of (2.51) (with generator in (2.52), (2.53), (2.54),(2.55))
z(τ) :=Φτ(u), defined for τ ∈ [0,1] such that
z(τ) ∈
K⋂
k=0
Ck ([0,1];H s− j k) , 0≤ jK ≤ s− s0 . (2.56)
In particular we have
sup
τ∈[0,1]
‖z(τ)‖H s ≤‖u‖H s (1+C‖u‖H s0 ) , (2.57)
sup
τ∈[0,1]
‖∂kτz(τ)‖H s− jk ≤C‖u‖H s‖u‖kH s0 , 1≤ k ≤ s− s0 , (2.58)
sup
τ∈[0,1]
‖(dkuΦτ)(u)[h1, . . . ,hk ]‖H s− jk ≤C‖h1‖H s · · ·‖hk‖H s , ∀hi ∈H s i = 1, . . . ,k , (2.59)
with j = 1 in the case of (2.52), j = m for the cases (2.53), (2.54),(2.55). Finally we have that Φτ(u) =
u+M (τ;u)[u]with M (τ;u)∈ΣM1[r,N ]with estimates uniform in τ ∈ [0,1].
The proof of Theorem 2.31 relies on an iterative scheme based on the ideas used in [25]. We give the
proof of the result of the case f (τ,Z ;x,ξ) in (2.52), the others are similar. Let us introduce the following
sequence of linear problems. Let u(0) ∈H s such that ‖u(0)‖H s ≤ r for some r > 0. For n = 0 we set
A0 :=
{
∂τu0 = 0,
u0(0)=u(0) .
(2.60)
The solution of this problem exists and it is unique, defined for any τ ∈ R by standard linear theory. For
n ≥ 1, assuming un satisfies (2.56) for some s0,K > 0 and s ≥ s0, we define the Cauchy problem
An :=
{
∂τun−OpBW(iB (τ,un−1;x)ξ)un = 0,
un(0)= u(0) ,
(2.61)
where the symbol B (τ,z;x) is defined in (2.52). One has to show that each problem An admits a unique
solutionUn defined for τ ∈ [0,1]. We use Lemma 2.30 in order to prove the following.
Lemma 2.32. If r is sufficiently small, then there exists s0 > 0 such that for all s ≥ s0 the following holds.
There exists a constant θ, depending on r and s, such that for any n ≥ 0 one has:
(S1)n for 0≤m ≤ n there exists a function um in um ∈
⋂K
k=0C
k ([0,1];H s−k), 0≤K ≤ s− s0 such that
‖um(τ)‖H s ≤ ‖u0‖H s (1+C‖u0‖H s0 ) ∀0≤ τ≤ 1,
‖∂kτum(τ)‖H s−k ≤C‖u0‖H s‖u0‖kH s0 , 1≤ dk ≤ s− s0 ,
‖(dkuum)(u)[h1, . . . ,hk ]‖H s−k ≤C‖h1‖H s · · ·‖hk‖H s , ∀0≤ τ≤ 1 ∀hi ∈H s i = 1, . . . ,k .
(2.62)
for some C > 0 independent of m,n, which is the unique solution of the problem Am ;
(S2)n for 0≤m ≤ n one has
K∑
k=0
‖∂τ(um −um−1)‖H s′−k ≤ 2−mr, s0 ≤ s′ ≤ s−1, ∀0≤ τ≤ 1, (2.63)
whereU−1 := 0.
Proof. We argue by induction. The (S1)0 and (S2)0 are trivial (see the problem (2.60)). Suppose that
(S1)n−1,(S2)n−1 holdwith a constantC =C (s)≫ 1. We show that (S1)n ,(S2)n holdwith the same constant
C . By estimates (2.62) on un−1 we deduce that ‖un−1‖H s ≤ 2r (if r > 0 is small enough) and the symbol
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B (τ,un−1,x)ξ satisfies the hypotheses of Lemma 2.30. Then the (2.62) on un follows by estimates (2.43)-
(2.45). Let us check (S2)n . Setting vn = vn−vn−1 we have that{
∂τvn−OpBW(iB (τ,un−1;x)ξ)vn+ fn = 0,
vn(0)= 0,
(2.64)
where
fn := iOpBW
(
B (τ,un−1;x)ξ−B (τ,un−2;x)ξ
)
Un−1 . (2.65)
Notice that
B (τ,un−1;x)−B (τ,un−2;x)= (duB )(τ,un−1+σvn−1)[vn−1]
for some σ ∈ [0,1]. Moreover, by (2.11), we have
‖(duB )(τ,un−1+σVn−1)[Vn−1]‖L∞x .s C‖vn−1‖H s0 .
Therefore, by Proposition 2.22, we have
‖ fn‖H s′ ≤‖iOpBW
(
B (un−1;x)ξ−B (un−2;x)ξ
)
Un−1‖H s′ .s C‖vn−1‖H s0 ‖un−1‖H s′+1 . (2.66)
Let ψun−1 (τ) be the flow of system (2.64) with fn = 0, which is given by Lemma 2.30. The Duhamel for-
mulation of (2.64) is
vn(τ)=ψun−1(τ)
∫τ
0
(ψun−1 (σ))
−1 fn(σ)dσ . (2.67)
Then using the inductive hypothesis (2.62), inequality (2.43) we get
‖vn‖H s′ ≤Csr‖vn−1‖H s′ , ∀ t ∈ [0,1] , (2.68)
where Cs > 0 is a constant depending s. If Csr ≤ 1/2 then we have ‖vn‖H s′ ≤ 2−nr for any t ∈ [0,1] which
is the (S2)n . 
Proof of Theorem 2.31. By Lemma 2.32 we know that the sequence un defined by the problem (2.61)
converges strongly to a function z inC0([0,1],H s
′
) for any s′ ≤ s−1 and, up to subsequences,
un(τ)*U (τ), in H
s , ∂τun(τ)* ∂τu(τ), in H
s−1, (2.69)
for any τ ∈ [0,1], moreover the function u is in L∞([0,1],H s)∩Lip([0,1],H s−1). We claim that, z solves
the (2.51), it belongs to C0([0,1];H s)∩C1([0,1];H s−1) and it is unique. This can be proved by classical
arguments, for instance following the proof of Theorem 1.1 in section 6 in [25]. The (2.58), (2.59) can be
deduced by differentiating the equation (2.51) (or using that z is weak limit of the sequence un satisfying
the estimates (2.62)). The theorem in the cases (2.53), (2.54), (2.55) may be proved exactly in the same
way modifying Lemma 2.32 according to Lemma 2.30 in the case thatA= A j = f in (2.53), (2.54), (2.55),
with j m. 
3. MAIN RESULTS AND APPLICATIONS TO PDES
In this section we state the main results of this paper. Consider
m = k
2
, k ∈N , (3.1)
and let fm ∈ Γm0 be a real valued, even in ξ ∈R classical symbol, i.e. it admits and expansion in decreasing
homogeneous symbols. Let us define the operatorΩ as
Ωe i j x =ω j e i j x , ω j := fm( j ) , ∀ j ∈Z . (3.2)
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In other wordsΩ :=OpBW( fm(ξ)). We consider symbols of the following form
a(U ;x,ξ)= (1+am(U ;x)) fm (ξ)+am′ (U ;x,ξ) , m > 1, m′ =m−
1
2
or m′ =m−1,
b(U ;x,ξ)= bm(U ;x) fm (ξ)+bm′(U ;x,ξ) ,
am ∈ΣFR1 [r,N ] , bm ∈ΣF1[r,N ] , am′ , bm′ ∈ΣΓm
′
1 [r,N ] ,
am′(U ;x,ξ)−am′ (U ;x,ξ) ∈ΣΓ01[r,N ] ,
(3.3)
and the system {
U˙ = X (U ) := iEOpBW(A(U ;x,ξ))[U ]+R(U )[U ]
U (0)=U0 ∈H s ×H s
(3.4)
with R ∈ΣR−ρ1 [r,N ]⊗M2(C) and
A(U ;x,ξ) :=
(
a(U ;x,ξ) b(U ;x,ξ)
b(U ;x,−ξ) a(U ;x,−ξ)
)
. (3.5)
3.1. Regularization of para-differential vector fields. The main result of the paper is the following.
Theorem 3.1. (Non-linear Egorov). There exist s0 > 0, r0 > 0 such that, for s ≥ s0, r ≤ r0 the following
holds true. There exist an invertiblemap
Ψ :Br (H
s(T;C2))∩U →H s(T;C2)∩U ,
such that, setting
Z :=Ψ(U ) , Y (Z ) := dΨ
(
Ψ
−1(Z )
)[
X (Ψ−1(Z ))
]
, (3.6)
we have that {
Z˙ =Y (Z ) := iEL (Z )[Z ]+Q(Z )[Z ]
Z (0)=Ψ(U0)
(3.7)
whereQ ∈ΣR−ρ1 [r,N ]⊗M2(C) and (see (3.2))
L (Z ) :=OpBW
(
fm(ξ) 0
0 fm(ξ)
)
+OpBW
(
M(Z ;ξ)
)
, M(Z ;ξ) :=
(
m(Z ;ξ) 0
0 m(Z ;−ξ)
)
,
m(Z ;ξ) :=mm(Z ) fm(ξ)+mm′ (Z ;ξ) , mm(Z )∈ΣFR1 [r,N ] ,m′=m−
1
2
mm′(Z ;ξ)∈ΣΓm
′
1 [r,N ] , mm′(Z ;ξ)−mm′(Z ;ξ)∈ΣΓ01[r,N ] .
(3.8)
Moreover, for any s ≥ s0, the mapsΨ±1 satisfy
‖Ψ±1(U )‖H s ≤ ‖U‖H s (1+C‖U‖H s0 ) , (3.9)
for some constant C > 0 depending on s.
Proof. We shall apply iteratively Theorems 5.3, 5.4, 5.1 and 5.2. 
Some comments on the theorem above are in order
• The Theorem above shows that a system as (3.4) can be reduced to a diagonal system with con-
stant coefficients plus a smoothing remainder. This will be achieved into two steps: (i ) a block-
diagonalization of the system (which is the content of Theorems 5.3, 5.4); (i i ) a reduction to
constant coefficients of the diagonal terms (which is the content of Theorems 5.1, 5.2).
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• The parity assumption of the Fourier multiplier fm(ξ) is used only in the block-diagonalization
procedure in sections 5.2. Therefore, Theorem 3.1 applies also to scalar equations of the form
u˙ = iOpBW
(
a(u;x,ξ)
)
u+Q(u)[u] , (3.10)
where a(u;x,ξ) is a scalar symbol as in (3.3) and Q ∈ ΣR−ρ1 [r,N ]. In this case, we assume that
fm(−ξ)= fm(ξ), i.e. it is odd in ξ ∈R, then we have the following result which is a consequence of
Theorem 3.1.
Corollary 3.2. There exist s0 > 0, r0 > 0 such that, for s ≥ s0, r ≤ r0 the following holds true. There exist an
invertiblemapΨ :Br (H s(T;R))→Br (H s(T;R)) satisfying estimates like (3.9) and
z˙ = iOpBW
(
fm(ξ)+m(z;ξ)
)
z+Q˜(z)[z] , (3.11)
where z =Ψ(u),m(z;ξ) is as in (3.8) and Q˜ ∈ΣR−ρ1 [r,N ].
In the case that the vector field X (U ) in (3.4) has an Hamiltonian structure (see (1.18)) we also have a
version of Theorem 3.1 which preserves the symplectic structure of the vector field.
Theorem 3.3. (Symplectic structure). Assume that the vector field X (U ) in (3.4) isHamiltonian, i.e.
X (U ) := XH (U ) := iJ∇H (U ) ,
for some Hamiltonian H (U ) : BR(H s(T;C))→ R. Then the result of Theorem 3.1 holds with a symplectic
map Ψ and the vector field Y in (3.6) is Hamiltonian with respect to the symplectic form λ in (1.19).
Moreover the operator L (Z ) in (3.8) is self-adjoint.
3.2. Poincaré-Birkhoff normal forms. In this section we state an abstract Birkhoff normal form result
for vector a fieldY (Z ) as in (3.7) given by Theorem 3.1 assuming that the starting vector field X is Hamil-
tonian. Recalling (3.2), thanks to Theorems 3.1 and 3.3 the system (3.7) is rewritten as
Z˙ =Y (Z )= iEΩZ + iEOpBW
(
M(Z ;ξ)
)
Z +Q(Z )[Z ] , (3.12)
whereM(Z ;ξ)∈ΣΓm1 [r,N ]⊗M2(C) is given in (3.8), Q is in ΣR
−ρ
1 [r,N ]⊗M2(C) andY (Z ) in (3.12) is an
Hamiltonian vector field. Furthermore the matrixM(Z ;ξ) is self-adjoint, i.e. it satisfies (2.40). Recalling
the Definitions 2.1, 2.10 and the remarks under the Definition 2.15 we have that
M (Z ) := iEOpBW
(
M(Z ;ξ)
)
+Q(Z )∈ΣM1[r,N ]⊗M2(C) ,
hence Z˙ = iEΩZ +M (Z )[Z ] . We also assume that the frequencies (3.2) are such that
ω0 6= 0. (3.13)
In order to state the main result of the section we need some further definitions.
Definition 3.4. (Non-resonance conditions). We say that the linear frequencies ω j in (3.2) are not reso-
nant, at order N ≥ 1, if the following holds. There are N0 > 0 and c > 0 such that, for any 1 ≤ p ≤ N, one
has
|σ1ω j1 + . . .+σpω jp | ≥ cmax{〈 j1〉, . . . ,〈 jp〉}−N0 , ∀σi =± , ji ∈Z , i = 1, . . . ,p , (3.14)
unless p is even and, up to permutations, one has
σi =σ p
2+i , | ji | = | j p2+i | , i = 1, . . . ,p . (3.15)
Let~σ := (σ1, . . . ,σp) ∈ {±}p , ~j = ( j1, . . . , jp )∈Zp , we define the resonant set Sp as
Sp :=
{
(~σ,~j ) ∈ {±}p ×Zd : (3.15) holds
}
(3.16)
for p even andSp =; for p odd.
The aim of this section is to conjugate, if Ω is non-resonant, the system in (3.12) to another para-
differential systemof the same formwhose symbols and smoothing remainders are resonant, up to terms
of degree of homogeneity N , according to the following definition.
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Definition 3.5. Let ap ∈ Γ˜mp independent of x ∈T, Rp ∈ R˜
−ρ
p ⊗M2(C) and recall the homogeneity expan-
sions in Remarks 2.9, 2.14.
(i ) Given the symbol ap (recall the expansion (2.16)) we define the symbol [[ap ]] as
[[ap ]](U ;ξ)=
∑
∑p
i=1σi ji=0
(~σ,~j )∈Sp
(ap )
σ1···σp
j1,..., jp
(ξ)uσ1j1 . . .u
σp
jp
. (3.17)
We say that ap is resonant if ap ≡ [[ap ]]. Let a ∈ΣΓm1 [r,N ] (independent of x) of the form
a(U ;ξ)=
N−1∑
p=1
ap(U ;ξ)+aN (U ;ξ), ap ∈ Γ˜mp , aN ∈ΣΓmN [r ],
we define the symbol [[a]](U ;ξ) as
[[a]](U ;ξ) :=
N−1∑
p=1
[[ap]](U ;ξ)+aN (U ;ξ) ,
where [[ap ]](U ;ξ) is in (3.17). For a diagonal matrix of symbols A ∈ΣΓm1 [r,N ]⊗M2(C) of the form
A(U ;ξ)=
(
a(U ;ξ) 0
0 a(U ;−ξ)
)
,
we define
[[A]](U ;ξ) :=
(
[[a]](U ;ξ) 0
0 [[a ]](U ;−ξ)
)
. (3.18)
(i i ) Given an operator Rp (recall the expansion (2.21), (2.22), (2.23)) we define the operator [[Rp ]] as the
operator with the form (2.21), (2.22), with coefficients
([[Rp ]](U ))
σ′ ,k
σ, j :=
1
(2π)p
∑
∑p
i=1σi ji=σ j−σ′k
(~µ,~J )∈Sp+2
(
(rp)
σ1···σp
j1,..., jp
)σ′,k
σ, j u
σ1
j1
. . .u
σp
jp
, j ,k ∈Z\ {0} , (3.19)
where
~µ := (~σ,σ,σ′)= (σ1, . . . ,σp ,σ,σ′) , ~J := (~j , j ,k)= ( j1, . . . , jp , j ,k) .
We say that Rp is resonant if Rp ≡ [[Rp ]]. Let R ∈ΣR−ρ1 [r,N ]⊗M2(C) of the form
R(U )=
N−1∑
p=1
Rp(U )+RN (U ), Rp ∈ R˜−ρp , RN ∈ΣR−ρN [r ],
we define the operator [[R]](U ) as
[[R]](U ) :=
N−1∑
p=1
[[Rp ]](U )+RN (U ) ,
where [[Rp ]](U ) are matrices of operators with entries given by the r.h.s. of (3.19).
Remark 3.6. Consider amultilinear and constant coefficients in x symbol ap in Γ˜mp , and consider the case
of an Hamiltonian vector-field of the form
iE [OpBW([[Ap ]](U , . . . ,U ;ξ))U +R(U , . . . ,U )U ] (3.20)
for a smoothing reminder R in R˜
−ρ
p , where the matrix [[Ap ]](U , . . . ,U ;ξ) is defined as in (3.18). Then its
Hamiltonian function has the form∫
T
OpBW([[Ap(U , . . . ,U ;ξ)]])U ·Udx+
∫
T
M (U )U ·Udx, (3.21)
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where M (U ) =Mp(U , . . . ,U ) for a multilinear map Mp in M˜p ⊗M2(C). We know by Proposition 6.4 that
there exists R˜ smoothing remainder in R˜p such that the Hamiltonian vector field of (3.21) equals (recall
(1.18))
iE
(
OpBW([[Ap ]](U , . . . ,U ))U + R˜(U , . . . ,U )U
)
+ iJ∇U
(∫
T
M (U )U ·Udx
)
.
By (3.20) we must have R = iER˜(U , . . . ,U )U + iJ∇U (
∫
T
M (U )U ·Udx). Since we are considering a matrix
whose entries are resonant symbols (they are [[ap ]], see Definition 3.5), we have R˜ = [[R˜]] and therefore
R⊥ :=R − [[R]]= [[iJ∇U (
∫
T
M (U )U ·Udx)]] is an Hamiltonian vector field.
More precisely we prove the following result.
Theorem 3.7. (Poincaré-Birkhoff normal form). Assume that ω j in (3.2) are non-resonant at order N
according to Definition 3.4 and that (3.13) holds. There exist s0 > 0, r0 > 0 (possibly larger and smaller
resp. with respect to the ones in Theorem 3.1) such that, for s ≥ s0, r ≤ r0 the following holds true. There
exist an invertible and symplectic map
B :Br (H
s(T;C2))∩U →H s(T;C2)∩U ,
such that, setting (recall (3.6))
W :=B(Z ) , YN (Z ) := dB
(
B−1(Z )
)[
Y (B−1(Z ))
]
,
we have that {
W˙ =YN (W ) := iEΩW + iEOpBW
(
[[M(N)]](W ;ξ)
)
[W ]+ [[QN ]](W )[W ]
W (0)=B(Z0)
(3.22)
whereQN ∈ΣR−ρ2 [r,N ]⊗M2(C),M(N) ∈ΣΓm2 [r,N ]⊗M2(C) is independent of x ∈T and it has the form
M(N)(Z ;ξ) :=
(
m(N)(W ;ξ) 0
0 m(N)(W ;−ξ)
)
,
m(N)(W ;ξ) :=m(1)m (W ) fm(ξ)+m(N)m′ (W ;ξ) , m
(1)
m (W ) ∈ΣFR1 [r,N ] ,
m
(N)
m′ (W ;ξ) ∈ΣΓ
m′
1 [r,N ] ,
(3.23)
withm(N)(W ;ξ) real valued. Moreover the vector fieldYN is Hamiltonian. Finally, for any s ≥ s0, themaps
B±1 satisfy
‖B±1(Z )‖H s ≤ ‖Z‖H s (1+C‖Z‖H s0 ) , (3.24)
for some constant C > 0 depending on s.
Proof. It follows by applying the result of section 7.2 and then, iteratively, the results of Lemmata 7.5,
7.7. 
The Theorem above is the key step to obtain a long time existence and stability result for a system of
the form (3.4). In particular the following result is consequence of Theorem 3.7.
Corollary 3.8. (A priori energy estimate). Let W =
[w
w
]
∈ C0([0,T );H s(T;C2))∩C1([0,T );H s−m(T;C2))
for T > 0 be a solution of the system (3.22) with initial condition W0 =
[w0
w0
]
∈ Br (H s)(T;C2)), 0 < r ≪ 1.
Then there exists C =C (s)> 0 such that
‖w (t )‖2H s ≤ ‖w0‖2H s +C
∫t
0
‖w (σ)‖N+2H s dσ , ∀t ∈ [0,T ) . (3.25)
The proof of the corollary is given in Section 7.
3.3. Applications to some PDEs. In this section, by using Theorems 3.1, 3.3 and 3.7, we shall prove The-
orems 1.1, 1.2, 1.3.
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3.3.1. The quasi-linear Schödinger equation. We give the proof of Theorem 1.1.
Proof of Theorem 1.1. In order to prove Theorem 1.1 we shall apply Theorems 3.1, 3.3, 3.7 and Corollary
3.8. Let us show that equation (1.24) satisfies the assumptions of these abstract results.
First of all we recall that the nonlinearity f (u,ux ,uxx) is a polynomial of maximum degree q ≥ 2. There-
fore, by Lemmata 3.2, 3.3 in [26] and Lemma 4.1 in [25] we have
f (u,ux ,uxx )=OpBW(g2(U ;x))∂xxu+OpBW(h2(U ;x))∂xxu
+OpBW(g1(U ;x))∂xu+OpBW(h1(U ;x))∂xu
+OpBW(g0(U ;x))u+OpBW(h0(U ;x))u+R(U )[U ] ,
(3.26)
where R(U )=∑qj=1R j (U ) and R j are 1×2 matrices of operators in R˜−ρj , and
gi (U ;x)=
q∑
j=1
g ( j )i (U ;x) , hi (U ;x) =
q∑
j=1
h( j )i (U ;x) , g
( j )
i ,h
( j )
i ∈ F˜ j , i = 0,1,2.
Moreover
gi (U ;x) :=
(
∂∂ixu f
)
(u,ux ,uxx) , hi (U ;x) :=
(
∂
∂ixu
f
)
(u,ux ,uxx) .
More precisely, using the (1.26), we have
g2 :=−∂uxuxF , h2 :=−∂ux uxF ,
g1 :=−
d
dx
(
∂uxuxF
)
+∂uxuF −∂uuxF , h1 :=−
d
dx
(
∂ux uxF
)
+∂ux uF −∂uuxF ,
g0 = ∂uuF −
d
dx
(
∂uuxF
)
, h0 = ∂uuF −
d
dx
(
∂uuxF
)
.
(3.27)
Recall now that ∂px := OpBW
(
(iξ)p
)
, p = 0,1,2. Then, using the composition Proposition 2.25 (see also
(2.31)) and the formulæ (1.26), (3.27), we obtain
f (u,ux ,uxx )=OpBW
(
a˜2(U ;x)(iξ)
2+ a˜1(U ;x)(iξ)+ a˜0(U ;x)
)
u
+OpBW
(
b˜2(U ;x)(iξ)
2+ b˜1(U ;x)(iξ)+ b˜0(U ;x)
)
u+R(U )U ,
(3.28)
where R(U ) is a 1×2 matrix of operators in ΣR−ρ1 [r,N ] (for any N ≥ 1), and
a˜2 :=−∂uxuxF , b˜2 :=−∂ux uxF ,
a˜1 := ∂uxuF −∂uuxF , a˜0 := ∂uuF −
1
2
∂x
(
∂uxuF +∂uuxF
)
,
b˜1 := h1−
1
2
h2 , b˜0 = h0+
1
2
∂xxh2−
1
2
∂xh1 .
(3.29)
Notice that a˜i , b˜i ∈ΣF1[r,N ], i = 0,1,2. Moreover, by (1.25), we can also note that
p(ξ) := p̂(ξ) , ξ ∈R p ∈ Γ˜00 . (3.30)
Then we write
Ω :=OpBW( f2(ξ)) , f2(ξ) := ξ2+p(ξ) ∈ Γ˜20 . (3.31)
The symbol f2(ξ) is real valued, even in x and classical, namely satisfies the properties of fm in Theorem
3.1. By (3.31), (3.28), we have that equation (1.27) reads
u˙ = iOpBW
(
(1− a˜2(U ;x)) f2(ξ)+ a˜1(U ;x)iξ+ a˜0(U ;ξ)+ a˜2(U ;x)p(ξ)
)
u
+OpBW
(
− b˜2(U ;x) f2(ξ)+ b˜1(U ;x)iξ+ b˜0(U ;ξ)+ b˜2(U ;x)p(ξ)
)
u+R(U )U
(3.32)
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where R is a 1×2 matrix of operators in ΣR−ρ1 [r,N ]. Then, setting
a2 :=−a˜2 , b2 :=−b˜2 , a0 := a˜0+ a˜2p(ξ) , b0 := b˜0+ b˜2p(ξ) ,
a = a(U ;x,ξ) := (1+a2(U ;x)) f2(ξ)+a1(U ;x,ξ) , a1(U ;x,ξ) := a˜1(U ;x)(iξ)+a0(U ;x,ξ)
b(U ;x,ξ)= b2(U ;x) f2(ξ)+b1(U ;x,ξ) , b1(U ;x,ξ) := b˜1(U ;x)(iξ)+b0(U ;x,ξ) ,
(3.33)
we have that (3.32) is equivalent to the system on the variablesU =
[u
u
]
U˙ = iEOpBW
(
A(U ;x,ξ)
)
U +R(U )U , A(U ;x,ξ)=
(
a(U ;x,ξ) b(U ;x,ξ)
b(U ;x,−ξ) a(U ;x,−ξ)
)
(3.34)
where R(U ) is some smoothing remainder in ΣR
−ρ
1 [r,N ]⊗M2(C) which is real-to-real (see (2.35)). By
(3.33), (3.29) and using that F (u,ux) is real valued, we deduce that
a(U ;x,ξ)= a(U ;x,ξ) . (3.35)
Therefore system (3.34) has the same formof (3.4), (3.3) and Theorem3.1 applies. Moreover the equation
(1.27) (and hence (3.34)) is Hamiltonian with respect to the symplectic form (1.19). Hence Theorem 3.3
guarantees that the map Ψ given by Theorem 3.1 is symplectic. Then, setting Z =Ψ(U ), we have that
system (3.34) conjugates to a system of the form (3.6), (3.7) with Y (Z ) an Hamiltonian vector field. The
local well-posedness on the system (3.7) can be deduced as in Theorem 2.31. Furthermore the linear
frequencies of oscillations in (1.29) are non-resonant according to Definition 3.4 for any choice of pa-
rameters ~m = (m1, . . . ,mM ) (see (1.25)) in [−1/2,1/2]M \N where N has zero Lebesgue measure. This
is a consequence of Proposition 5.5 in [26]. Theorem 3.7 applies and provide a symplectic mapB such
that the system for the variablesW :=B(Z ) has the form (3.22). Namely we conjugate, in a symplectic
way the system (3.34) to its resonant Poincaré-Birkhoff normal form up to order N (see (3.22)). We used
themapB◦Ψ. In particular, by estimates (3.9),(3.24), we deduce that
‖W ‖H s ∼ ‖U‖H s , W =B◦Ψ(U ) , (3.36)
if r > 0 is small enough. Let W be the solution of problem (3.22) and assume it is defined on a time
interval [0,T ), T > 0. By the estimate (3.25) in Corollary 3.8 and using a standard bootstrap argument
(see for instance the proof of Theorem 5.1 in [26]) one can prove that actually
‖W (t )‖H s .s ‖W (0)‖H s , t ∈ [0,T ) , T & r−N .
The latter estimate combined with (3.36) proves the estimate (1.31) over a time scale as in (1.30). This
concludes the proof. 
3.3.2. Quasi-linear perturbations of the beam equation. Introducing the variable v = ψ˙ = ∂tψ we can
rewrite equation (1.32) as {
ψ˙=−v ,
v˙ =Ω2ψ+p(ψ) , Ω :=
(
∂2xx +m
) 1
2 .
(3.37)
Notice that the operatorΩ is the Fourier multiplier defined as
Ωe i j x =ω j e i j x , ω j =ω j (m) :=
√
| j |4+m , j ∈Z . (3.38)
We define the complex variable
u := 1p
2
(
Ω
1
2ψ+ iΩ− 12 v
)
. (3.39)
Therefore the (3.37) reads
u˙ = iΩu+ ip
2
Ω
− 12 p
(
Ω
− 12
(u+up
2
))
. (3.40)
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Notice that (3.40) has the form u˙ = i∂uH (u,u), i.e. is the Hamiltonian equation (w.r.t. the symplectic
form (1.19)) of the Hamiltonian
H (u,u)=
∫
T
Ωu ·udx+
∫
T
P
(
Ω
− 12
(u+up
2
))
dx (3.41)
where
P(ψ) :=G(ψ,ψx ,ψxx ) . (3.42)
We now prove the following.
Lemma 3.9. (Paralinearization of the beam equation). The equation (3.40) can be written in the form
U˙ = X (U ), U =
[u
u
]
where X (U ) is an Hamiltonian vector filed of the form (3.4), (3.3) where fm  f2(ξ)
defined as
f2(ξ) :=
√
ξ4+m ∈ Γ˜20 . (3.43)
Proof. We reason as done in section 3.3.1. First of all consider the function G(ψ,ψx ,ψxx) appearing in
(1.34). SinceG is a real valued polynomial in the variables (ψ,ψx ,ψxx ) it is easy to check that
c j k(ψ;x) :=
(
∂
∂kxψ∂
j
xψ
G
)
(ψ,ψx ,ψxx ) ∈ΣFR1 [r,N ] , N ≥ 1, k , j = 0,1,2. (3.44)
Then, using the Bony paralinearization formula (see also Lemmata 3.2, 3.3 in [26] and Lemma 4.1 in
[25]), we can deduce that (see (1.34))
g (ψ,ψx ,ψxx ,ψxxx ,ψxxxx )=C (ψ)ψ+Q(ψ)ψ ,
C (ψ) :=
2∑
k , j=0
Ck j (ψ) , Ck j (ψ) := (−1)k∂kxOpBW
(
c j k(ψ;x)
)
∂
j
x
(3.45)
for someQ(ψ) ∈ΣR−ρ1 [r,N ]. Wenote that the operatorC (ψ) is self-adjoint. IndeedC00 =OpBW(c00(ψ;x))
is self-adjoint since the symbol is real valued (recall (2.41)). Reasoning similarly we have that the opera-
tors
C01(ψ)+C10(ψ)=OpBW
(
c01(ψ;x)
)
∂x −∂xOpBW
(
c10(ψ;x)
)
,
C02(ψ)+C11(ψ)+C20(ψ)=OpBW
(
c02(ψ;x)
)
∂xx −∂xOpBW
(
c11(ψ;x)
)
∂x +∂xxOpBW
(
c20(ψ;x)
)
C12(ψ)+C21(ψ)=−∂xOpBW
(
c12(ψ;x)
)
∂xx +∂xxOpBW
(
c21(ψ;x)
)
∂x
C22(ψ)= ∂xxOpBW
(
c22(ψ;x)
)
∂xx ,
are self-adjoint since c j k = ck j . Using the Definition 2.1, 2.10 and the (3.39), one can check that
c˜ j k(U ;x) := c j k
(
Ω
− 12 u+up
2
;x
)
∈ΣFR1 [r,N ] , Q˜(U ) :=Q
(
Ω
− 12 u+up
2
)
∈ΣR−ρ1 [r,N ] . (3.46)
We define
B (U ) :=
2∑
j ,k=0
Bk j (U ) , Bk j (U ) :=
(−1)k
2
Ω
− 12 ∂kxOp
BW(c˜k j (U ;x))∂ jxΩ− 12 ,
Q̂(U ) := 1
2
Ω
− 12 Q˜(U )Ω−
1
2
(3.47)
With this notation, recalling (1.33), (3.45), we have that equation (3.40) reads
u˙ = iΩu+ iB (U )u+ iB (U )u + iQ̂(U )[u]+ iQ̂(U )[u] . (3.48)
In order to show that equation (3.48) can be written in the form (3.4) we provide a more explicit descrip-
tion of the operator B (U ) at the highest order. Let us write Ω := OpBW( f2(ξ)), ∂px = OpBW((iξ)p ) where
f2(ξ) is in (3.43). Notice also that
(ξ4+m)−1(iξ)4 = 1−m(ξ4+m)−1 .
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Then, using (3.47) and the expansion (2.31), we have
B (U ) :=OpBW
(
a2(U ;x) f2(ξ)+a1(U ;x,ξ)
)
, a2(U ;x)=−
1
2
c˜22(U ;x) (3.49)
up to smoothing remainders inΣR
−ρ
1 [r,N ] andwhere a1(U ;x,ξ) is a symbol inΣΓ
1
1 [r,N ]. Moreover, since
B (U ) is self-adjoint and c˜22(U ;x) is real-valued (see (3.46)), we must have that a1(U ;x,ξ) is real-valued.
Using (3.49) we rewrite (3.48) as
U˙ = iEOpBW
(
(1+a2) f2(ξ) a2 f2(ξ)
a2 f2(ξ) (1+a2) f2(ξ)
)
U + iEOpBW
(
a1(U ;x,ξ) a1(U ;x,ξ)
a1(U ;x,−ξ) a1(U ;x,−ξ)
)
U +R(U )U
which has the form (3.4). 
We now state a result regarding the non-resonance of the linear frequencies of oscillations.
Lemma 3.10. There exists a zero Lebesgue measure set N ⊂ [1,2] such that, for any m ∈ [1,2] \N , the
frequenciesω j =ω j (m) in (3.38) are non-resonant according to Definition 3.4.
Proof. It follows by Proposition 3.1 in [18] reasoning as in the proof of Proposition 5.5 in [26] 
Following almost word by word the proof of the long time existence Theorem 1.1 using Lemmata 3.9,
3.10 one can deduce the proof of Theorem 1.2.
3.3.3. Benjamin-Ono type equations. We prove the following.
Lemma 3.11. (Paralinearization of the Benjamin-Ono equation) Let 0 < r ≪ 1 and ρ > 0. Then there
exist a remainder R ∈R−ρ1 [r ] and a symbol a(u;x,ξ) in Γ21[r ] of the form
a(u;x,ξ)= a2(u;x)|ξ|ξ+a1(u;x,ξ) , a2(u;x) :=
(
∂z4g
)
(u,H u,ux ,H ux ,H uxx ) ∈FR1 [r ] ,
a1(u;x,ξ)∈Γ11[r ] , a1(u;x,ξ)−a1(u;x,ξ) ∈Γ01[r ] ,
(3.50)
such that the following holds. The equation (1.37) can be written as
ut =−iOpBW
(
(1+a2(u;x))|ξ|ξ+a1(u;x,ξ)
)
u+R(u)[u] . (3.51)
Proof. Since g (z0,z1,z2,z3,z4) is a polynomial in the variables (z0,z1,z2,z3,z4), it is easy to check (recall
Def. 2.1) that
b j (u;x) :=
(
∂z j g
)
(u,H u,ux,H ux ,H uxx ) ∈FR1 [r ] . (3.52)
Then, using the Bony paralinearization formula (see also Lemmata 3.2, 3.3 in [26] and Lemma 4.1 in
[25]), we can deduce that (see (1.39))
N (u)=B (u)u+Q(u)u , Q ∈R−ρ1 [r ] ,
B (u)=OpBW(b4(u;x))H ∂xx +OpBW(b3(u;x))H ∂x +OpBW(b2(u;x))∂x
+OpBW(b1(u;x))H +OpBW(b0(u;x)) .
Recalling (1.38) we write H = OpBW(−isign(ξ)). Using the expansion (2.31) we get, up to smoothing
remainders in R
−ρ
1 [r ]
B (u)=OpBW
(
b4i|ξ|ξ+
1
2i
{b4, i|ξ|ξ}+b3|ξ|+b2iξ+ b˜(u;x,ξ)
)
for some symbol b˜ ∈Γ01[r ]. We also have
1
2i
{b4(u;x), i|ξ|ξ}+b3(u;x)|ξ| = −∂x
(
b4(u;x)
)
|ξ|+b3(u;x)|ξ| (3.52),(1.40)= 0.
We define a2(u;x) := b4(u;x) and
a1(u;x,ξ) := (u+b2(u;x))ξ+ux + b˜(u;x,ξ) . (3.53)
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Therefore the equation (1.37) assumes the form
ut =−H ∂xxu− iOpBW(a2(u;x)|ξ|ξ+a1(u;x,ξ))+R(u)u ,
for some R ∈ R−ρ1 [r ]. Since −H ∂xx = −iξ|ξ| we get the (3.51). The symbol a1 in (3.53) satisfies the
property in (3.50) by explicit computation. 
We are in position to prove Theorem 1.3.
Proof of Theorem 1.3. By Lemma 3.11 we have that equation (1.37) has the form (3.10) (see (3.51)) for
some symbol a(u;x,ξ) satisfying the properties in (3.3). Therefore the Corollary 3.2 of Theorem 3.1 ap-
plies. Then there is a map Ψ such that the equation for the variable z =Ψ(u) has the form (3.11). The
existence result for such an equation over a time interval [0,T ), can be deduce by Theorem 2.31 in the
case of generator as in (2.55). Moreover, reasoning as in the proof of Corollary 3.8 one can prove an a pri-
ori energy estimate for the equation (3.11) of the form (3.25) with N = 1. Then, reasoning as in the proof
of Theorem 1.1, one can prove that estimate (1.43) holds over a time interval [0,T ) with T & r−1. 
4. SOME NON LINEAR PARA-DIFFERENTIAL EQUATIONS
This section is the core of our paper. We study four non linear problems arising in implementing an
iterative procedure which diagonalizes and conjugates to constant coefficients a system like (3.4). These
problems involve symbols transported along the flows of some para-differential equations and can be
considered as a non linear counterpart of problems arising the Egorov Theory for pseudo-differential
operators.
4.1. Diagonal terms at highest order. The equation that we study in this subsection is the one appear-
ing in conjugating to constant coefficient the principal symbol on the diagonal of the system (3.4). The
equation we need to solve, and that will be used in section 5.1.1, is the (4.8). This equation involves a
non linear auxiliary flow which is the solution of the system (4.2). Such a system is a highly non-linear
system of coupled equations. Given a function b(τ,u;x), we study the well-posedness of such flow in
Section 4.1.1 (see Theorem 4.3). In section 4.1.2 (see Theorem 4.6) we provide a more explicit expres-
sion of such flow in the case that the function b(τ,u;x) is the one associated to a torus diffeomorphism
x→ x+β(u;x) (see equations (4.32), (4.33)). This is necessary in order to solve (4.8) which depends on
the flow generated by β. A similar problem is faced also in the paper [9]. In such paper the authors do
not look for an invertible change of coordinates of the phase space, as a consequence the equation they
need to solve is "essentially linear". We explain in Remark 4.8 the link between our and their solution,
another comparison between the twomethods is made in Remark 4.7.
Finally, in section 4.1.3, we look for a solution of equation (4.8). Being (4.8) a non-linear equation we
use an iterative scheme (see system (4.45)-(4.47), which are well-posed thanks to Section 4.1.1) which
converges to a solution of (4.8). In the proof of the convergence of the aforementioned iterative scheme
one can note the nth approximate solution of the non-linear system (4.50), (4.51) are "close" (up h.o.t.
in degree of homogeneity) to the "linear" solutions found in [9], see equations (5.1.8) and (5.1.9) therein.
In analogy with the papers [9], [25], [26] this is the most delicate part of our analysis.
Before entering in the core of the section we fix the following notation.
Notation 4.1. Throughout this section (and also the throughout the next ones) we fix a number 1<m in
1
2N and we work with symbols in ΣΓ
m′
p [r,N ]withm
′ ≤m. We fix d =m, where d is the number appearing
in item (i i ) of Definition 2.1, in other words, in the notation of item (i i ) of Definition 2.1 we shall work
with symbols in the classes ΣΓm
′,m
p [r,N ]withm
′ ≤m. The role of this number is discussed in Remark 2.2.
Consider a symbol a(u;x,ζ) in the class ΣΓm1 [r,N ], m ∈ R, 0 < r ≪ 1 and assume that it is classical ac-
cording to Definition 2.28. Assume also that its principal part am has the following structure
am(z0,x0;ξ0) := (1+ a˜m(z0,x0)) f0(ξ0) , a˜m(z0,x0) ∈ΣFR1 [r,N ] , (4.1)
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where f0 is a m-homogeneous C∞(R+,R) function and z0 is in H s for s large enough. Let b(τ,w, y) ∈
ΣF
R
1 [r,N ], τ ∈ [0,1], and consider the system
∂τx(τ)=−b(τ,z(τ);x(τ))
∂τξ(τ)= bx(τ,z(τ);x(τ))ξ(τ)
∂τz(τ)=OpBW
(
ib(τ,z(τ);x(τ))ξ(τ)
)
[z(τ)] ,
(4.2)
with initial condition (z(0),x(0),ξ(0)) = (z0,x0,ξ0). We have the following.
Theorem 4.2. Assume (4.1). For r > 0 small enough there exists a symbol b(τ,w ; y)∈ΣFR1 [r,N ], τ ∈ [0,1],
such that, the following holds.
(i) The flow
(z(τ),x(τ),ξ(τ))=Φb(τ,z0,x0,ξ0)= (Φ(z)b (τ),Φ
(x)
b (τ),Φ
(ξ)
b (τ))(z0,x0,ξ0) (4.3)
of (4.2) is well-posed and
z(τ)=Φ(z)b (τ,z0) ∈∩
K
k=0C
k ([0,1];H s−k) , 0≤K ≤ s , (4.4)
x(τ)=Φ(x)b (τ,z0,x0)= x0+Ψ
(x)
b (τ,z0,x0) , Ψ
(x)
b ∈ΣF
R
1 [r,N ] (4.5)
ξ(τ)=Φ(ξ)b (τ,z0,x0,ξ0)= ξ0(1+Ψ
(ξ)
b (τ,z0,x0)) , Ψ
(ξ)
b ∈ΣF
R
1 [r,N ] . (4.6)
It is invertible, we denote by (Φ˜(z)b (τ, z˜0),Φ˜
(x)
b (τ, z˜0, x˜0),Φ˜
(z)
b (τ, z˜0, x˜0, ξ˜0)) its inverse where
z˜0 =Φ(z)b (1,z0) , x˜0 =Φ
(x)
b (1,z0,x0) , ξ˜0 =Φ
(ξ)
b (1,z0,x0,ξ0) .
We have that
Φ˜
(ξ)
b (τ, z˜0, x˜0, ξ˜0)= (1+Ψ˜
(ξ)
b (τ, z˜0, x˜0))ξ˜0. (4.7)
(ii) There is mb in the class ΣF
R
0 [r,N ] independent of x ∈T such that we have
F (b) := (1+ a˜m(Φ˜(z)b (1, z˜0),Φ˜
(x)
b (1, z˜0, x˜0)))
(
1+Ψ˜(ξ)b (1, z˜0, x˜0)
)d =mb . (4.8)
The proof of Theorem 4.2 involves many different arguments that we shall study in the following sub-
sections.
4.1.1. Well-posedness of the flow (4.2). In this subsection we study the existence of the flow of (4.2) for
any generator b(τ;w, y) in the class FR1 [r ].
Theorem 4.3. (WP of (4.2)). Consider the problem (4.2) with b in the class FR1 [r ] for some small enough
r > 0. Then there exists 0< r˜ ≪ r such that if z0 is in B r˜ (H s) the followingholds true. There exists a solution
of the problem (4.2)with initial condition z(0)= z0, x(0)= x0, ξ(0)= ξ0 of the form (4.4)-(4.6) for τ ∈ [0,1].
In particular (recall (2.13), (2.14)) one has
sup
τ∈[0,1]
|Ψ(x)b (τ)|
F ,s−1
α,k ≤C |b|
F
s ; (4.9)
sup
τ∈[0,1]
|Ψ(ξ)b (τ)|
F ,s−2
α,k ≤C |b|
F
s−1 ; (4.10)
z(τ) ∈C0(I ,H s)∩C1(I ,H s−1), sup
τ∈[0,1]
‖z(τ)‖s ≤C‖z0‖s , (4.11)
‖(dku z)(z0)[h1, . . . ,hk ]‖H s−mk ≤C‖h1‖H s · · ·‖hk‖H s , ∀0≤ τ≤ 1 ∀hi ∈H s i = 1, . . . ,k . (4.12)
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The proof of the theorem above is based on the following iterative scheme. Define for any n ≥ 1 the
following system of equations
∂τxn =−b(τ,zn−1;xn) (4.13)
∂τξn = (∂xb)(τ,zn−1;xn)ξn (4.14)
∂τzn =OpBW
(
ib(τ,zn−1;xn−1)ξn−1
)
[zn] , (4.15)
(xn(0),ξn(0),zn (0))= (x0,ξ0,z0) .
We shall prove that the sequence of solutions of the problem above converges to a solution of the system
(4.2). To start, in the following lemma, we shall prove that, if z0 is small enough in H s for some s≫ 1, for
any n in N∗ there are functionsΨ(x)n ,Ψ
(ξ)
n in F
R
1 [r ] such that the solutions of (4.13) and (4.14) are of the
form
xn(τ)= x0+Ψ(x)n (τ,z0,x0) , Ψ(x)n ∈FR1 [r ], (4.16)
ξn(τ)= ξ0
(
1+Ψ(ξ)n (τ,z0,x0)
)
, Ψ(ξ)n ∈FR1 [r ] . (4.17)
Moreover we shall prove that {Ψ(x)n }n∈N∗ , {Ψ
(ξ)
n }n∈N∗ are converging sequences in the space FR1 [r ]. Fur-
thermore we prove that for any n in N∗ the equation (4.15) admits a solution zn such that {zn}n∈N∗ is a
Cauchy sequence in H s−1 and it is bounded in H s .
Lemma 4.4. (Iterative Lemma). Consider b a function in FR1 [r ]. There exist r˜ > 0 and s > 0 respectively
small and big enough, such that if z0 ∈B r˜ (H s) the following holds true. For any n ∈N∗ there exist a unique
solution (xn(τ),ξn(τ),zn(τ)) of the system made of equations (4.13), (4.14), (4.15) with initial condition
(xn(0)= x0,ξn(0)= ξ0,zn(0)= z0) satisfying the following properties.
(S1)n: xn(τ) and ξn(τ) have the form (4.16) and (4.17) respectively. Moreover, recalling the notation
(2.14), there exists a constantC > 0 depending on r˜ and s (independent on n) such that
sup
τ∈[0,1]
|Ψ(x)n (τ)|F ,sα,k ≤C |b|
F
s ; (4.18)
sup
τ∈[0,1]
|Ψ(ξ)n (τ)|F ,s−1α,k ≤C |b|
F
s ; (4.19)
zn(τ) ∈C0(I ,H s)∩C1(I ,H s−1), sup
τ∈I
‖zn(τ)‖s ≤C‖z0‖s ; (4.20)
b(τ,zn−1(τ),xn−1(τ)) satisfies (2.11) for any α and k such thatα+mk ≤ s− s0. (4.21)
(S2)n: We have the following estimates, recall (2.15),
|Ψ(x)n −Ψ(x)n−1|Fs−1,0 ≤ 2−n ; (4.22)
|Ψ(ξ)n −Ψ(ξ)n |Fs−2,0 ≤ 2−n ; (4.23)
‖zn− zn−1‖H s−1 ≤ 2−n r˜ . (4.24)
Proof. We proceed by induction over n in N∗. In the case that n = 1 we have
x1(τ)= x0−
∫τ
0
b(s,z0;x0)ds, ξ1(τ)= ξ0
(
1+
∫τ
0
(∂xb)(s,z0;x0)ds
)
. (4.25)
Concerning the solution of (4.15), in the case that n = 1, one has to reason as done in Lemma 3.22 in [9],
obtaining a solution z1(τ) belonging toC0([0,1],H s)∩C1([0,1],H s−1) and such that
sup
τ∈I
‖z1(τ)‖H s ≤Cs,r ‖z0‖H s ,
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therefore if z0 is small enough in H s the statement (S1)1 is proved by setting
Ψ
(x)
1 (τ,z0;x0)=−
∫τ
0
b(s,z0;x0)ds,
Ψ
(ξ)
1 (τ,z0;x0)=
∫τ
0
(∂xb)(s,z0;x0)ds.
We recall that the (4.21) is trivial and follows immediately from the fact that function b belongs toFR1 [r ].
We now prove (S2)1. The function v(τ) := z1(τ)− z0 solves the problem
∂τv(τ)=OpBW(ib(τ;z0,x0)ξ0)v(τ)+OpBW(ib(τ;z0,x0)ξ0)z0,
therefore, by using the Duhamel formulation and Lemma 3.22 in [9] we obtain
‖v(t )‖s−1 ≤C‖z0‖s0‖z0‖s ,
therefore it is enough to choose ‖z0‖s0 small enough to satisfy the third condition in (S2)1. We obtain the
first line in (S2)1 by using equation (4.25). The reasoning for the second line in (S2)1 is similar.
We suppose that (S1)n , (S2)n hold true and we prove (S1)n+1, (S2)n+1. We start by showing the (4.18)
of (S1)n+1, we have that
xn+1(τ)−x0 =−
∫τ
0
b(σ,zn(σ),xn(σ))dσ
=−
∫τ
0
b
(
σ,zn(σ),x0+Ψ(x)n (τ,z0,x0)
)
dσ :=Ψ(x)n+1(τ,z0,x0).
We want to bound the semi-norm |Ψ(x)n+1(τ,z0,x0)|Fα,k for any α and k satisfying α+mk ≤ s− s0. We shall
do the computation, for simplicity, in the caseα= 0. Ifα> 0 the reasoning is similar but the computation
is much more tedious. Let K ≤ k where k is as in (4.21), we have
DKz Ψ
(x)
n+1(τ,z,x)=−
∫τ
0
DKz b(σ,zn ;x+Ψn (z,x))[h1, . . . ,hK ]dσ .
We expand the term inside the integral in the equation above by using the formula for the derivatives of
the composition of functions, obtaining
K∑
k=1
∑
k1+k2=K
k1∑
ν1=1
k2∑
ν2=1
∑
p1+...+pν1=k1
∑
q1+...+qν2=k2
C
p1 ,...,pν1
q1 ,...,qν2
ν1∏
j=1
(
D
p j
z0 (x0+Ψ(x)n (x0,z0))
[
hp j ,1, . . . ,hp j ,p j
])
∂
k1
y D
k2
znb(zn ,x0+Ψ(x)n (x0,z0))
[
D
q1
z0 zn
[
hq1,1, . . . ,hq1,q1
]
, . . . ,D
qν2
z0 zn
[
hqν2 ,1, . . . ,hqν2 ,qν2
]]
,
(4.26)
where we denoted y = x0+Ψ(x)n (x0,z0) and byC
p1 ,...,pν1
q1,...,qν2
some combinatorial coefficients. We estimate the
absolute value of the general term in the sum above. The first factor may be bounded from above by
ν1∏
j=1
∣∣∣Dp jz (x0+Ψ(x)n (x0,z0))[hp j ,1, . . .hp j ,p j ]∣∣∣≤C (1+|Ψ(x)n |F ,sp j ,0)‖z0‖max{0,1−p j }s0 ν1∏
j=1
‖h j‖s0 , (4.27)
here we have used just the definition of symbol (more precisely the definition of a function independent
on ξ) and of semi-norm, i.e. (2.11) and (2.13). For the second factor we have∣∣∣∂k1y Dk2znb(zn ;x0+Ψ(x)n (x0,z0))[Dq1z0 zn[hq1,1, . . . ,hq1,q1 ], . . . ,Dqν2z0 zn[hqν2 ,1, . . . ,hqν2 ,qν2 ]]∣∣∣≤
|b|F ,sk1,k2
{
max{0,1−k2}‖zn‖max{0,p−k2−1}s0 ‖zn‖s0+k1
k2∏
j=1
‖Dq jz0 zn[hq j ,1, . . . ,hq j ,q j ]‖s0
+‖zn‖max{0,1−k2}s0
k2∑
i=1
k2∏
j=1, j 6=i
‖Dq jz0 zn[hq j ,1, . . . ,hq j ,q j ]‖s0‖D
qi
z0 zn[hqi ,1, . . . ,hqi ,qi ]‖s0+k1
}
.
(4.28)
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Thanks to the inductive hypothesis (4.21) we can apply the Lemma 2.30, therefore we can estimate from
above the r.h.s. of (4.28) by
C |b|F ,sk1,k2
{
max{0,1−k2}‖z0‖max{0,p−k2−1}s0 ‖z0‖s0+k1
k2∏
j=1
j∏
i=1
‖h j ,i‖s0
+‖z0‖max{0,1−k2}s0
k2∏
j=1
j∏
i=1
‖h j ,i‖s0+k1
}
.
(4.29)
Putting together (4.27), (4.28) and (4.29) we obtain the bound (2.11) for the general term of the sum in
(4.26) up to renaming, with abuse of notation, s0 s0+k1 with the constantC in (2.11) replaced by
C
ν1∏
j=1
(
1+|Ψ(x)n |Fp j ,0
)
|b|Fk1,k2 ,
which, by using the inductive hypothesis is bounded by C (1+ |b|Fk1,0)
ν1 |b|Fk1,k2 . Therefore one obtains
(4.18) by using the smallness of r .
The proof of (4.19) of (S1)n+1 is similar. One can also deduce the (4.21) of (S1)n+1 by equation (4.26).
Concerning (4.20) of (S1)n+1 one has to reason as done in Section 3 of [9] by recalling that (4.21) and
(4.20) of (S1)n hold true.
We now pass to the proof of (S2)n+1, starting from (4.22). By using the fundamental calculus’ theorem
we obtain
xn+1−xn =
∫τ
0
b(σ,zn−1;xn−1)−b(σ,zn ;xn)dσ
=
∫τ
0
∫1
0
∂xb
(
σ,zn−1;xn−1+γ(xn −xn−1)
)
(xn−1−xn)
+Dzb
(
σ,zn−1+γ(zn − zn−1);xn
)
[zn−1− zn]dγdσ .
For the first addendum inside the integral of the r.h.s. of the equation above we can proceed as follows.
Let α such thatα≤ s− s0−1, we have
∂αx0
[
∂xb
(
σ,zn−1;xn−1+γ(xn −xn−1)
)
(xn−1−xn)
]
=∑
α1+α2=α
Cα1,α2
(
∂
α1
x0 ∂xb
(
σ,zn−1;xn−1+γ(xn −xn−1)
)
∂
α2
x0 (xn−1−xn) ,
(4.30)
Therefore wemay deduce, by using (4.22) of (S2)n and the formula for the derivatives of the composition
of functions, that
|∂xb
(
σ,zn−1;xn−1+γ(xn−xn−1)
)
(xn−1−xn)|F ,sα,0
≤ |b|Fs−1‖zn−1‖s0 |xn−1−xn |
F ,s
α,0 ≤ |b|Fs−1Cr2−n ,
fromwhich the thesis follows if r is chosen small enough in such a way that rC |b|Fs ≤ 1/2. The computa-
tion is similar for the other addendum of (4.30), therefore (4.22) of (S2)n+1 is proved. The proof of (4.23)
of (S2)n+2 is analogous.
For the proof of (4.24) we define the following quantities and we reason as follows:
bn := b(τ,zn ;x0+Ψ(x)n (x0,z0))(1+Ψ(ξ)n (x0,z0)), bn−1 := b(τ,zn−1;x0+Ψ(x)n−1(x0,z0))(1+Ψ
(ξ)
n−1(x0,z0)),
fn :=OpBW
(
i(bn −bn−1)ξ0
)
zn , vn+1 := zn+1− zn .
Since the function zn+1 solves the problem
∂τzn+1 =OpBW
(
ib(τ,zn ;x0+Ψ(x)n (x0,z0))(1+Ψ(ξ)n (x0,z0))ξ0
)
[zn+1],
(and since the function zn solves the same problem up to relabelling n n−1) we have that
∂τvn+1 =OpBW(ibnξ0)vn+1+ fn . (4.31)
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Therefore, by using Theorem 3.5.2 in [9] and the Duhamel principle, we obtain
vn+1(τ)=Θτn
∫τ
0
[
Θ
τ′
n
]−1 fn(τ′)dτ′,
where Θτn is the flow of the equation (4.31) with fn = 0. From the equation above one infers that
‖vn+1(τ)‖s−1 ≤C‖zn‖s‖bn−bn−1‖s0 ≤Cr‖zn − zn−1‖s0 ≤Cr2
−nr ,
where in the last inequality we have used the (4.24) of (S2)n . The thesis is proved if one choses r such
that rC ≤ 1/2. 
We are ready to prove the existence of the flow of equation (4.2).
Proof of Theorem 4.3. For any n ≥ 1 we consider the system made by the equations (4.13), (4.14) and
(4.15), with initial conditions zn(0) = z0, xn(0) = x0, ξn(0) = ξ0. By Lemma 4.4 and Remark 2.6 we have,
up to extracting a subsequence, a sequence of solutions of the form (4.5) and (4.6) such that
Ψ
(x)
n *
∗
Ψ˜
(x) in FR1 [r ] , ∂
α
xΨ
(x)
n → ∂αxΨ(x) uniformly in x0 for α≤ s− s0−1,
Ψ
(ξ)
n *
∗
Ψ˜
(ξ) in FR1 [r ], ∂
α
xΨ
(ξ)
n → ∂αxΨ(ξ) uniformly in x0 for α≤ s− s0−2,
zn*
∗ z˜ in L∞([0,1],H s) , zn→ z in L∞([0,1],H s) .
We deduce that Ψ˜(x) =Ψ(x), Ψ˜(ξ) =Ψ(ξ) and z˜ = z. We claim that the triple in (4.3) solves respectively the
third, the first and the second equation in (4.2). Let us consider the third equation for instance. Wewant
to show that there exists s′ > 0 such that
‖OpBW(b(τ,z;x)iξ)z−OpBW(b(τ,zn ;xn)iξn )zn‖s ′ → 0,
when n goes to infinity. We can estimate from above the preceding inequality by
‖OpBW(b(τ,z;x)iξ)[z− zn]‖s ′ +‖OpBW(b(τ,z;x)iξ)[zn]−OpBW(b(τ,z;x)iξn)[zn]‖s ′
+‖OpBW(b(τ,z;x)iξn)[zn]−OpBW(b(τ,z;xn)iξn )[zn]‖s ′
+‖OpBW(b(τ,z;xn)iξn)[zn]−OpBW(b(τ,zn ;xn)iξn)[zn]‖s ′ .
The first summand is bounded byC‖z‖s0‖z−zn‖s ′+1. The second onemay be bounded byC‖z‖s0‖Ψ
(ξ)
n −
Ψ
(ξ)‖s0‖zn‖s ′ , and similarly the others. Therefore it is enough to choose s′+1 ≤ s −1. The regularity of
the solution z may be deduced in a classical way by using the third equation in (4.2). One can prove the
(4.12) by using the (4.9), (4.10), by differentiating the third equation in (4.2) and reasoning as in Lemma
2.30. 
Remark 4.5. One can note that the inverse flow Φ˜(z)b (1,z) of (4.2) satisfies estimates similar to (4.12). This
follows by differentiating the relation Φ˜(z)b
(
1,Φ(z)b (1,z0)
)
= z0.
4.1.2. Explicit expressions for the flow (4.2). As shown in subsection 4.1.1, the Theorem 4.3 guarantees
the well-posedness of the flow (4.2) for any given symbol b(τ,w ;x) in FR1 [r ]. In particular such a flow
has the form (4.3)-(4.6). In order to solve the equation (4.8) and prove the main Theorem 4.2 we shall
provide a more explicit expression for the flow (4.2) in the case that b(τ,w ;x) has a special structure (see
formulæ (4.32), (4.33)). We have the following.
Theorem 4.6. Let β(W ;x) be a function in FR1 [r ]. Then if ‖W ‖s ≪ 1 for a sufficiently large s then the
following holds.
(i) There is a unique γ(τ,W ;x) in FR1 [r ], τ∈ [0,1] such that
x0+γ(τ,W,x0)+τβ(W,x0+γ(τ,W,x0))= x0 , ∀τ ∈ [0,1] ,x0 ∈T , W ∈H s . (4.32)
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(ii) There exists a unique b(τ,W ;x) in FR1 [r ] solution of the following equation
b(τ,W ;x)= β(W ;x)+τdW β(W ;x)[Op
BW(b(τ,W ;x)ξ)W ]
1+τ(β)x (W,x)
. (4.33)
In particular there is a constant C> 0 depending only on s and |β|Fs+1 such that (recall (2.14) and (2.15))
|b|Fs . C , (4.34)
|b|Fs,0.s |β|Fs+1,0 . (4.35)
(iii) Recalling (4.4)-(4.6) (the flow of (4.2)) we have
x(τ) := x0+Ψ(x)b (τ,z0,x0)= x0+γ(τ,Φ
(z)
b (τ,z0),x0)= x0+γ(τ,z(τ),x0) , (4.36)
ξ(τ)= ξ0(1+Ψ(ξ)b (τ,z0,x0))= ξ0(1+τ(β)x (z(τ),x(τ))) , (4.37)
where b(τ,W, y) is given by formula (4.33) and γ(τ;W, y) by formula (4.32).
Proof of Item (i ) of Theorem 4.6. One can reason as in Section 2.5 in [9]. 
Proof of Item (i i ) of Theorem 4.6. We proceed inductively, we define
b0 =
β(W ;x)
1+τβx (W ;x)
(4.38)
and the n-th problem as
bn(τ,W ;x)=
β(W ;x)+τdW β(W ;x)[OpBW(bn−1(τ,W ;x)ξ)W ]
1+τ(β)x (W,x)
=b0(W,x)+τ
dW β(W ;x)[OpBW(bn−1(τ,W ;x)ξ)W ]
1+τ(β)x (W,x)
,
(4.39)
we shall prove that for any n ≥ 0 the solution (4.39) is a symbol in FR1 [r ]. More precisely we show that if
β(W ;x) satisfies the estimate (2.11) for a certain s0 then for any n the symbol bn defined in (4.39) satisfies
the same estimate with s0+1.
By Remark 2.8 we deduce that b0 satisfies the (4.34). Using the smallness of r > 0 (see Remark 2.7) one
can also check the bound (4.35).
Then let us assume that bn−1 satisfies (4.34), (4.35). For simplicity we show that bn satisfies (2.11),
with estimates as in (4.34), (4.35) in the case that α= 0 and k = 0. Moreover we note that it is enough to
prove the claim for dWβ(W ;x)[OpBW(bn−1(τ,W ;x)ξ)W ]. We have
|dWβ(W ;x)[OpBW(bn−1(τ,W ;x)ξ)W ]| ≤C‖OpBW(bn−1(W ;x)ξ)W ‖s0 ≤C‖W ‖s0‖W ‖s0+1,
where we have used in the first estimate the (2.11) for the symbol β(W ;x) withα= 0 and k = 1 and in the
second we have used the Theorem 2.20.
We now prove that the sequence of bn converges for any τ> 0 in the space FR1 [r ], therefore its limit is a
symbol and solves the equation (4.33). More precisely we prove, by using that ‖W ‖s0+1≪ 1, that for any
there exists a constantC > 0 such that (recall (2.15))
|bn+1−bn |Fs,0 ≤C2−(n+1), (4.40)
for any n ≥ 1 and τ> 0. We note that
(b1−b0)(τ,W ;x)= τduβ(W ;x)
[
OpBW(b0(τ,W ;x)ξ)W
]
,
therefore thanks to the smallness ofW and to the fact that b0 is a functionwe obtain the (4.40) with n = 1.
We proceed with the inductive step
(bn+1−bn)(τ,W ;x)= τ
duβ(W ;x)
[
OpBW((bn −bn−1)(τ,W ;x)ξ)W
]
1+τ(β)x (W ;x)
,
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by using formula (2.11), the smallness of ‖W ‖s0+1 (therefore of (β)x (W ;x)) and Proposition 2.22 we ob-
tain
|(bn+1−bn)(τ,W ;x)| ≤C‖bn −bn−1‖L∞‖W ‖s0+1 ≤C |bn+1−bn |Fs ‖W ‖s0‖W ‖s0+1
≤C2−n‖W ‖s0‖W ‖s0+1 ≤C2
−n−1‖W ‖s0+1,
where we have used the inductive hypothesis and the smallness of ‖W ‖s0 . To prove the (4.40) it is enough
to apply ∂αx for α≤ s− (s0+1) and reason as above by using the chain rule.
Reasoning as done in the proof of Theorem 4.3, one deduces that the sequence bn(W ;x) converges in the
space FR1 [r ] to a symbol b(W ;x) solving the equation (4.33). Let us prove that such a solution is unique.
Suppose that there exists another solution b˜(W ;x) of (4.33). Then we have
(b− b˜)(τ,W ;x)= τduβ(W ;x)
[
OpBW((b− b˜)(τ,W ;x)ξ)W
]
1+τ(β)x (W ;x)
,
which, as before, implies
‖b− b˜‖L∞x ≤ τC‖W ‖s0+1‖b− b˜‖L∞x ,
therefore a contradiction if ‖W ‖s0+1 is small enough. 
Remark 4.7. Notice that the first order of approximation of our symbol b (see the (4.38)) coincide with the
definition of b given in the paper [9].
Proof of Item (i i i ) of Theorem 4.6. First of all we recall that by Item (ii) we have that b ∈FR1 [r ]. Hence
the flow in (4.3) of (4.2) is well-posed and unique and satisfies (4.4)-(4.6) by Theorem 4.3. So we just have
to show that x(τ) defined in (4.36), with b given in item (i i ), solve the first equation in (4.2). We recall
that, by (4.36) and (4.4), we have x(τ)= x0+γ(τ,Φ(z)b (τ,z0),x0). By differentiating (4.32) we get
∂τx(τ)+β(z(τ),x(τ))+τ(duβ)
(
z(τ),x(τ)
)
[∂τ(τ)]+τ(∂xβ)(z(τ),x(τ))∂τx(τ)= 0.
Hence
∂τx(τ)=−
β(z(τ),x(τ))+τ(duβ)
(
z(τ),x(τ)
)
[∂τz(τ)]
1+τ(∂xβ)(z(τ),x(τ))
, (4.41)
where u = z(τ). We shall use this notation also in the rest of the proof. Recalling that (see the third
equation in (4.2)) one has ∂τz(τ)=OpBW
(
ib(τ,z(τ);x(τ))ξ(τ)
)
[z(τ)], and using the definition of b in (4.33)
the (4.41) implies
∂τx(τ)= ∂τ
(
x0+γ(τ,z(τ),x0)
)
=−b(τ,z(τ),x(τ)) ,
which is the first equation in (4.2).
Consider now ξ(τ) in (4.37). Hence
∂τξ(τ)= ξ0(β)x (z(τ),x(τ))+τξ0(β)xx (z(τ),x(τ))∂τx(τ)
+ξ0τ(dzβ)x(z(τ),x(τ))[∂τz(τ)] .
(4.42)
This is true because
∂x
(
dw
(
β
)
(w,x)[h]
)
= (dw (β)x )(w,x)[h] . (4.43)
By (4.42), using (4.37), the first and the third equations in (4.2) we also deduce
∂τξ(τ)= ξ(τ)
(β)x (z(τ),x(τ))
1+τ(β)x (z(τ),x(τ))
−τξ(τ) (β)xx (z(τ),x(τ))∂τx(τ)
1+τ(β)x (zn(τ),xn(τ))
b(τ,z(τ),x)
+τξ(τ) (duβ)x (z(τ),x(τ))
[
OpBW
(
ib(τ,z(τ);x(τ))ξ(τ)
)
[z(τ)]
]
1+τ(β)x (z(τ),x(τ))
.
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Now, using (4.33), we have
(b)x(τ,z(τ),x(τ))=
=−β(z(τ),x(τ))+τ(duβ)(z(τ),x(τ))[Op
BW(ib(τ,z(τ),x(τ))ξ(τ))[z(τ)]]
(1+τ(β)x (w,x))2
(β)xx (z(τ),x(τ))
+ (β)x (z(τ),x(τ))
1+τ(β)x (z(τ),x(τ))
+ τ(duβ)x (z(τ),x(τ))
[
OpBW
(
ib(τ,z(τ);x(τ))ξ(τ)
)
[z(τ)]
1+τ(β)x (z(τ),x(τ))
,
again recalling (4.43). Therefore
∂τξ(τ)= ξ(τ)(b)x (τ,z(τ),x(τ)) .
This means that (4.37) solves he second equation in (4.2). 
Remark 4.8. Notice that, by Taylor expanding in z the flow Φ(z)b (τ,z) in (4.36), (4.37), one obtains the
formula (3.5.31) in [9] up to higher order homogeneity terms.
4.1.3. Proof of Theorem 4.2. In this subsection we conclude the proof of Theorem 4.2. The key point is to
understand how to choose the function b(τ,W ; y) in such a way the equation (4.8) is satisfied.
Notice that by Theorem 4.6 we also deduce information on the inverse flow (4.2). In particular, using
(4.36), (4.37) we can rewrite the equation (4.8). It is easy to check that
F (b) := (1+ a˜m(z0, y))
(
1+γy (1,z, y)
)m
|y=x+β(z,x) =mb (4.44)
where γ,b are given (in terms of β) by (4.32) and (4.33) and
z =Φ(z)b (1,z0) , ←→ z0 = Φ˜
(z)
b (1,z) .
The equation (4.44) is non linear in the symbol b(τ,W ; y). So, roughly speaking, we shall construct the
solution b = b∞ of (4.44) as limit of a sequence of approximate solutions bn(τ,W ; y) ∈ FR1 [r ]. More
precisely, let γ0 =β0 = b0 = 0 and for any n ≥ 1 consider the problem
∂τxn(τ)=−bn(τ,zn(τ);xn(τ)) , (4.45)
∂τξn(τ)= (bn)x (τ,zn(τ);xn(τ))ξn (τ) , (4.46)
∂τzn(τ)=OpBW
(
ibn(τ,zn(τ);xn (τ))ξn(τ)
)
[zn(τ)] , (4.47)
where bn(τ,w,x) it the symbol defined by
bn(τ,w,x) :=
βn(w,x)+τ(duβn)(w,x)[OpBW(ibn(τ,w,x)ξ)[w ]]
1+τ(βn )x (w,x)
(4.48)
and βn(w,x) is defined by
x0+γn(τ,w,x0)+τβn(w,x0+γn(τ,w,x0))= x0 , ∀τ ∈ [0,1] ,x0 ∈T , w ∈H s , (4.49)
and
γn(1,w,x) := ∂−1x

 mn(w )
1+ a˜m(Φ˜(z)bn−1 (1,w ),x)
 1m −1
 , (4.50)
mn(w ) :=
2π
∫
T
1
(1+ a˜m(Φ˜(z)bn−1 (1,w ),x))
1
m
d y
−1m −1. (4.51)
We shall prove inductively the following: for any n ≥ 1
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(S1)n One has that mn in (4.51) belongs to FR0 [r ] and it is independent of x; the functions γn ,βn ,bn
given respectively by (4.50), (4.49) and (4.48) belong toFR1 . In particular we have that there exists
a constant C> 0 depending only on |a˜d |Fs such that
|mn |Fs +|γn |Fs +|βn |Fs +|bn |Fs .s C . (4.52)
Moreover
|mn |Fs,0+|γn |Fs+1,0+|βn |Fs+1,0+|bn |Fs,0.s |a˜d |Fs,0 . (4.53)
(S2)n the flow of (4.45)-(4.47) with bn given by (4.48) is well-posed, has the form
zn(τ)=Φ(z)bn (τ,z0) ∈∩
K
k=0C
k([0,1];H s−k) ,
xn(τ)= x0+γn(τ,zn(τ),x0) ,
ξn(τ)= ξ0
(
1+τ(βn )x (zn(τ),xn (τ))
)
.
(4.54)
We argue by induction.
Inizialization. The (S1)0, (S2)0 are trivial.
So we assume that (Sk) j , for k = 1,2, hold true with 0≤ j ≤n−1.
Proof of (S1)n . By the inductive hypothesis bn−1 is a symbol in FR1 [r ], hence, by Theorem 4.3, the flow
of (4.2) with b bn−1 is well-posed. Therefore, using the formula of Faa di Bruno and (4.12), one can
check that (reasoning as in (4.26)-(4.29))
|a˜d (Φ˜(z)bn−1 (1,w ),x)|
F
s .s |a˜d |Fs .
Hence, using the (4.51) and Remark 2.8, one deduces the (4.52) for mn . Recalling Remark 2.7 one ob-
tains the (4.53) for mn . The estimates (4.52), (4.53) for γn follow in the same way using (4.50) and the
smoothing effect of the Fourier multiplier ∂−1x .
Using the relation (4.49) at τ = 1 one construct the function βn (independent of τ) as the inverse
diffeomorphism of y = x0 +γn(1,w,x0). One can check that |βn |Fs .s C (|γn |Fs ) and |βn |Fs,0 .s |γn |Fs,0.
Hence the (4.52), (4.53) hold for βn . The family [0,1] ∋ τ→ γn(τ,w ;x0) is given by item (i ) of Theorem
4.6. Since βn satisfies (4.52), (4.53) then, item (i i ) of Theorem 4.6 implies that the function bn in (4.48) is
well-posed and satisfies (4.52), (4.53). 
Proof of (S2)n . Thanks to (4.52), (4.53). we can apply Theorems 4.3 and 4.6 (see item (i i i )) which imply
the (4.54). 
In order to conclude the proof of Theorem 4.2 we have to check the (4.8). We need some preliminary
results which are consequences of (S1)n , (S2)n .
Lemma 4.9. For r > 0 satisfying
rCs sup
τ∈[0,1]
(
|bn|Fs +|bn−1|Fs
)
≪ 1, (4.55)
for someCs ≫ 1we have
sup
τ∈[0,1]
‖Φ(z)bn −Φ
(z)
bn−1
‖H s−1 .s r sup
τ∈[0,1]
|bn−bn−1|Fs−1,0 , (4.56)
whereΦ(z)b j , j = n,n−1 is the solution of (4.47).
We postpone the proof of Lemma 4.9 and we first show some consequences.
Remark 4.10. If Φ˜(z)bn and Φ˜
(z)
bn−1
are respectively the inverse flows ofΦ(z)bn andΦ
(z)
bn−1
, then on can write
Φ˜
(z)
bn
− Φ˜(z)bn−1 =−Φ˜
(z)
bn
(
Φ
(z)
bn
−Φ(z)bn−1
)
Φ˜
(z)
bn−1
.
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Then, since ‖Φ˜(z)b j ‖H s .s ‖z0‖H s , j = n,n−1 (it satisfies the same estimates of the flow Φ
(z)
b j
in (4.11)), and
using the (4.56)we deduce
sup
τ∈[0,1]
‖Φ˜(z)bn − Φ˜
(z)
bn−1
‖H s−1 .s r sup
τ∈[0,1]
|bn−bn−1|Fs−1,0 . (4.57)
Notice that, by (4.52), we have
bn*
∗ b˜ in FR1 [r ] ,
with b˜ still satisfying (4.52). Moreover, by Ascoli-Arzelà theorem, we deduce that
bn→ b in Ck (T,R) , (4.58)
for 0 ≤ k ≤ s − s0 − 1 uniformly in x0 ∈ T. Hence we deduce b˜ ≡ b, which means that b ∈ FR1 [r ] with
bounded | · |Fs−1-norm. In the same way one deduces that mn(w ) converges in norm | · |Fs,0 to another
constant functionmb(w ). We are now ready to prove (4.8).
Lemma 4.11. One has that F (bn)→mb(w ) in the space Ck (T,R)with 0≤ k ≤ s− s0−1.
Proof. We set
z = zn(1)=Φ(z)bn (1,z0) , x = xn(1)=Φ
(x)
bn
(1,x0) .
Then, using the (4.54) in (S2)n , we have that
F (bn)=
(
1+ a˜m
(
Φ˜
(z)
bn
(1,z),Φ˜(xbn (1,z,x)
))
(1+Ψ˜(ξ)bn (1,z,x))
m
=
(
1+ a˜m
(
Φ˜
(z)
bn
(1,z), y
))(
1+ (γn )y (1,z, y)
)m
|y=x+βn(z,x)
=
(
1+ a˜m
(
Φ˜
(z)
bn−1
(1,z), y
))(
1+ (γn)y (1,z, y)
)m
|y=x+βn(z,x)︸ ︷︷ ︸
(4.50)= mn
+
[
a˜m
(
Φ˜
(z)
bn
(1,z), y
)
− a˜m
(
Φ˜
(z)
bn−1
(1,z), y
)](
1+ (γn )y (1,z, y)
)m
|y=x+βn(z,x)︸ ︷︷ ︸
to be bounded
(4.59)
To bound the last term in (4.59) we reason as follows. Recalling that a˜m ∈FR1 we have
‖(du a˜m)(w )
[
Φ˜
(z)
bn
(1,z)− Φ˜(z)bn−1 (1,z)
]
‖L∞x .s ‖Φ˜(z)bn (1,z)− Φ˜
(z)
bn−1
(1,z)‖H s0
(4.57)
.s r sup
τ∈[0,1]
|bn −bn−1|Fs−1,0 .
By (4.58) we have that the estimate above implies F (bn)→mb(w ) in C0(T,R). For the derivatives in x0
one can reason similarly. 
In order to prove Lemma 4.9, we need the following result.
Lemma 4.12. Let f ∈F1[r ] and define
G(τ,z0;x0) := f (z j (τ),x j (τ))ξ j (τ)
1
ξ0
where (z j (τ),x j (τ),ξ j (τ)) is the flow of (4.45)-(4.47) generated by b j . Then, for r small enough, one has
sup
τ∈[0,1]
|G|Fs,0 .s sup
τ∈[0,1]
| f |Fs,0(1+ r sup
τ∈[0,1]
|b j |Fs,0) .
Proof. First of all we have
∂x0G = f (z j ,x j )∂x0Ψ(ξ)b j +ξ j (τ)
1
ξ0
(∂x f )(z j ,x j )∂x0x j
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Hence (recall (2.11))
‖∂x0G‖L∞x .s ‖ f (z j ,x j )‖L∞x ‖∂x0Ψ
(ξ)
b j
‖L∞x + (1+‖Ψ
(ξ)
b j
‖L∞x )‖(∂x f )(z j ,x j )‖L∞x (1+‖∂x0Ψ(x)b j ‖L∞x )
(4.9),(4.10)
.s | f |F0,0|b j |F1,0‖z j‖H s0 ‖z0‖H s0+1
+ (1+|Ψ(ξ)b j ‖z0‖H s0 |
F
0,0)| f |F1,0(1+|Ψ(x)b j |
F
1,0‖z0‖H s0+1)‖z j‖H s0+1 .
(4.60)
Using (4.11) we obtain
sup
τ∈[0,1]
|G|F1,0.s sup
τ∈[0,1]
| f |F1,0(1+ r sup
τ∈[0,1]
|b j |F1,0) .
To estimate ‖∂αx0G‖L∞x one can apply the formula of Faa di Bruno and reasoning as done in (4.60). 
Proof of Lemma 4.9. Consider the equations (4.45)-(4.47) and set, for any n ≥ 1,
Xn(τ) := xn(τ)−xn−1(τ) , (4.61)
Yn(τ) := ξn(τ)−ξn−1(τ) , (4.62)
Zn(τ) := zn(τ)− zn−1(τ) . (4.63)
We claim that if (4.55) holds then, for s ≥ s0+2,
sup
τ∈[0,1]
(
|Xn |Fs−1,0+|Ynξ−10 |Fs−2,0+‖Zn‖H s−1
)
.s r sup
τ∈[0,1]
|bn −bn−1|Fs−1,0 . (4.64)
The (4.64) implies the (4.56).
Let us prove the (4.64). Notice that, for some σi ∈ [0,1], i = 1, . . . ,6,
−∂τXn (4.45)=
(
∂xbn
)
(τ,zn ,xn−1+σ1Xn)
[
Xn
]
+
(
dubn
)
(τ,zn−1+σ2Zn ,xn−1)
[
Zn
]
+
(
bn−bn−1
)
(τ,zn−1,xn−1) .
(4.65)
∂τYn
(4.46)= (bn)x (τ,zn ,xn)Yn +ξn−1
(
bn
)
xx (τ,zn ,xn−1+σ3Xn)
[
Xn
]
+ξn−1
(
dubn
)
x (τ,zn−1+σ4Zn ,xn−1)
[
Zn
]
+ξn−1
(
bn−bn−1
)
x
(τ,zn−1,xn−1) .
(4.66)
∂τZn
(4.47)= OpBW
(
ibn(τ,zn ;xn)ξn
)
[Zn]+OpBW
(
ibn(τ,zn ;xn)Yn
)
[zn−1]
+OpBW
(
i
(
∂xbn
)
(τ,zn ;xn−1+σ5Xn)[Xn]ξn−1
)
[zn−1]
+OpBW
(
i
(
dubn
)
(τ,zn−1+σ6Zn ;xn−1)[Zn]ξn−1
)
[zn−1]
+OpBW
((
bn−bn−1
)
(τ,zn−1,xn−1)ξn−1
)
[zn−1] .
(4.67)
We now estimate Xn(τ) in (4.61). First we note that, by (4.65),
Xn(τ)=
∫τ
0
(
∂xbn
)
(t ,zn(t ),xn−1(t )+σ1Xn(t ))
[
Xn(t )
]
dt
+
∫τ
0
(
dubn
)
(t ,zn−1(t )+σ2Zn(t ),xn−1(t ))
[
Zn(t )
]
dt
+
∫τ
0
(
bn −bn−1
)
(t ,zn−1(t ),xn−1(t ))dt .
(4.68)
Notice that
xn−1(t )+σ1Xn(t )= xn−1(t )+σ1(xn −xn−1)(t )
satisfies, by using (4.9)-(4.10) (with b bn−1 and b bn),
sup
τ∈I
|xn−1+σ1Xn |F ,sα,0 .s |bn|Fs,0+|bn−1|Fs,0 (4.69)
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Similarly we can get bounds on ξn−1(t )+σYn(t ) and zn−1(t )+σZn(t ) for some σ∈ [0,1]. Then, by differ-
entiating the (4.68), using Lemma 4.12 (see also (4.69)) and recalling Remark 2.7, we get
sup
τ∈[0,1]
|Xn |Fs,0.s r An|Xn |Fs,0+Cn‖Zn‖H s + r sup
τ∈[0,1]
|bn−bn−1|Fs,0(1+ r sup
τ∈[0,1]
|bn−1|Fs,0) , (4.70)
where
An := sup
τ∈[0,1]
|bn|Fs+1,0
(
1+ r |bn |Fs,0+ r |bn−1|Fs,0
)
, (4.71)
Cn := sup
τ∈[0,1]
|bn|Fs+1 . (4.72)
Therefore, for r > 0 such that
r An ≤ 1/2 (4.73)
we get we obtain
sup
τ∈[0,1]
|Xn |Fs,0.s Cn‖Zn‖H s + r sup
τ∈[0,1]
|bn −bn−1|Fs,0 (4.74)
We recall that, by (4.6), the symbol Ynξ−10 is actually a function in F
R
1 [r ]. Then reasoning as done for Xn
and using equation (4.66), we deduce
sup
τ∈[0,1]
|ξ−10 Yn |Fs,0.s r sup
τ∈[0,1]
|bn|Fs+2,0 sup
τ∈[0,1]
|Xn |Fs + sup
τ∈[0,1]
|bn|Fs+2 sup
τ∈[0,1]
‖Zn‖H s
+ r sup
τ∈[0,1]
|bn −bn−1|Fs+1,0(1+ r sup
τ∈[0,1]
|bn−1|Fs )
(4.74)
.s sup
τ∈[0,1]
|bn|Fs+2 sup
τ∈[0,1]
‖Zn‖H s + r sup
τ∈[0,1]
|bn −bn−1|Fs+1,0
(4.75)
where we used the smallness condition
r sup
τ∈[0,1]
(
|bn |Fs+2,0+|bn−1|Fs+2,0
)
≪ 1. (4.76)
We now consider the equation (4.67). Using Proposition 2.22 (and r > 0 small enough)we deduce
‖OpBW
(
ibn(τ,zn ;xn)Yn
)
[zn−1]‖H s .s ‖zn−1‖H s+1‖bn(τ,zn ;xn)Ynξ−10 ‖L∞x
Lem.4.12
.s ‖zn−1‖H s+1‖zn‖H s0 sup
τ∈[0,1]
|bn |F0,02 sup
τ∈[0,1]
|ξ−10 Yn |F0,0
(4.75)
.s ‖zn−1‖H s+1 sup
τ∈[0,1]
|bn|Fs0+2 sup
τ∈[0,1]
‖Zn‖H s0 +‖zn−1‖H s+1r sup
τ∈[0,1]
|bn −bn−1|Fs0+1,0
(4.77)
Reasoning in the same way and using (4.74), (4.72), we get
‖OpBW
(
i
(
∂xbn
)
(τ,zn ;xn−1+σ5Xn)[Xn]ξn−1
)
[zn−1]‖H s+
‖OpBW
(
i
(
dubn
)
(τ,zn−1+σ6Zn ;xn−1)[Zn]ξn−1
)
[zn−1]‖H s
.s ‖zn−1‖H s+1 sup
τ∈[0,1]
|bn |Fs0+2 sup
τ∈[0,1]
‖Zn‖H s0 +‖zn−1‖H s+1r sup
τ∈[0,1]
|bn−bn−1|Fs0+1,0
(4.78)
and
‖OpBW
((
bn−bn−1
)
(τ,zn−1,xn−1)ξn−1
)
[zn−1]‖H s .s ‖zn−1‖H s+1 sup
τ∈[0,1]
|bn−bn−1|F0,0r . (4.79)
Finally, recalling (2.5) and using symbolic calculus, one can check that
Re
(
〈D〉sOpBW
(
ibn(τ,zn ;xn)ξn
)
[Zn],〈D〉sZn
)
L2
.s ‖Zn‖sH s sup
τ∈[0,1]
|bn |Fs,0r . (4.80)
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Therefore, putting together the (4.77), (4.78), (4.79) and (4.80), by equation (4.67) we deduce
∂τ‖Zn‖2H s .s ‖Zn‖2H s sup
τ∈[0,1]
|bn |Fs,0r +‖zn−1‖H s+1‖Zn‖H s sup
τ∈[0,1]
|bn |Fs0+2 sup
τ∈[0,1]
‖Zn‖H s0
+‖zn−1‖H s+1‖Zn‖H s r sup
τ∈[0,1]
|bn−bn−1|Fs0+1,0 .
(4.81)
We now recall that ‖zn−1‖H s .s r . We use formula (4.81) with s s −1. Then, for r > 0 (small enough)
such that r supτ |bn |Fs,0≪ 1, we get
sup
τ∈[0,1]
‖Zn‖2H s−1 .s sup
τ∈[0,1]
‖zn−1‖H s+1 sup
τ∈[0,1]
‖Zn‖H s r sup
τ∈[0,1]
|bn−bn−1|Fs0+1,0 , ⇒
sup
τ∈[0,1]
‖Zn‖H s−1 .s r 2 sup
τ∈[0,1]
|bn −bn−1|Fs0+1,0 . (4.82)
Since condition (4.55) implies (4.73)-(4.71) with s s−1, and the (4.76) with s s −2, then by (4.82),
(4.75) with s s−2 and (4.74) with s s−1 we obtain the (4.64).
In order to conclude the proof of Theorem 4.1.3 we need to prove that actually the functions b(w ;x)
andmb(w ) belong to the class ΣF
R
1 [r,N ]. In order to prove such a fact one makes the following ansatz:
b =∑Nj=1b j with b j ∈ F˜R1 and bN in FRN [r ]. Then one may prove, by using Taylor expansions, that the
flows in (4.5) and (4.6) are verified, while the flow z(τ,z0) = z0+M (τ,z0)z0 in (4.4) with M in the class
ΣM1[r,N ]. One find, by using (4.8), some recursive equation on the terms b j , which may be expressed
at each depending only on bk with k < j . 
4.2. Off-diagonal terms at highest order. In this subsection we study a non-linear problem we need
to solve in order to conjugate system (3.4) to another one whose matrix of symbols is diagonal at the
highest order. A similar problem has been solved in [26]. In such a paper the matrix is diagonalized by
means of a parametrix generated by the matrix of eigenvectors of the original matrix. Unfortunately it
is not easy to transform such parametrix in a change of coordinates of the phase space. At a linear level
the diagonalization problem has achieved in [25] by means of auxiliary linear flows. We adapt the last
strategy to the non-linear problem.
The main result of this subsection is Theorem 4.13. This result shows that the equations (4.86) and
(4.87) have solutions in the our classes of symbols. Furthermore it guarantees that it is possible to choose
the generator of the flow in (4.85) in such a way the new off-diagonal symbol b+ equals 0. The proof is
quite long and it is divided in several steps. In Section 4.2.1 we study the well-posedness of equations
(4.86) and (4.87). In Section 4.2.2 we solve (4.89), this is a non-linear problem and the unknown is the
generatorC of the flow (4.85), the techniques used are similar to the one used in Section 4.1.3.
Consider functions
a(U ;x) ∈ΣFR1 [r,N ] , b(U ;x) ∈ΣF1[r,N ] . (4.83)
Let
C (τ,U ;x) ∈ΣF1[r,N ] , τ∈ [0,1] , (4.84)
and consider the equation{
∂τZ (τ)=OpBW
(
C(τ,Z (τ);x)
)
[Z (τ)] ,
Z (0)= Z0 =
[ z0
z0
]
,
C(τ,U ;x) :=
(
0 C (τ,U ;x)
C (τ,U ;x) 0
)
. (4.85)
In the following we shall write dU to denote the differential of a symbol a(U ;x,ξ) with respect to the
variableU =
[u
u
]
, i.e.
(dUa)(U ;x,ξ)[H ]= (dua)(U ;x,ξ)[h]+ (dua)(U ;x,ξ)[h] , H =
[h
h
]
.
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We consider the two problems∂τa
+(τ,Z ;x)=−2Re
(
C (τ,Z ;x)b+(τ,Z ;x)
)
− (dUa+)(τ,Z ;x)
[
OpBW
(
C(Z ;x)
)
[Z ]
]
,
1+a+(0,Z ;x)= 1+a(Z ;x) ,
(4.86)
{
∂τb
+(τ,Z ;x)=−2(1+a+(τ,Z ;x))C (τ,Z ;x)− (dUb+)(τ,Z ;x)
[
OpBW
(
C(Z ;x)
)
[Z ]
]
,
b+(0,Z ;x)= b(Z ;x) .
(4.87)
The following holds true.
Theorem 4.13. Assume (4.83). For r > 0 small enough there exists a symbol C (τ,U ;x) as in (4.84) such
that the symbols defined by (4.86), (4.87) are such that
a+(τ,U ;x) ∈ΣFR1 [r,N ] , b+(τ,U ;x) ∈ΣF1[r,N ] (4.88)
with estimates uniform in τ ∈ [0,1]. Moreover one has
F (C ) := b+(1,Z ;x)≡ 0. (4.89)
The rest of the section is devoted to the proof of Theorem 4.13. At the beginning we shall work with
non-homogeneous symbols in the class F1[r ].
4.2.1. Solutions of (4.86), (4.87). First of all we note that, if the symbol C belongs to F1[r ], the flow in
(4.85) is well-posed by Theorem 2.31 applied with generator as in (2.54). We denote by ΨτC , (Ψ
τ
C )
−1 re-
spectively the flow and the inverse flow of (4.85). Set
g1(τ,x) := a+(τ,Z (τ);x) , g2(τ,x) := b+(τ,Z (τ);x) , Z (τ) :=ΨτC (U ) . (4.90)
We have that (recall (4.86), (4.87))
∂τg1(τ,x)=−2Re
(
g2(τ,x)C (τ,Z (τ);x)
)
, g1(0)= a(U ;x) ,
∂τg2(τ,x)=−2(1+ g1(τ))C (τ,Z (τ);x) , g2(0)= b(U ;x) ,
(4.91)
which implies
g1(τ) := a(U ;x)−2
∫τ
0
Re
(
g2(σ,x)C (σ,Z (σ);x)
)
dσ ,
g2(τ) := b(U ;x)−2
∫τ
0
(1+ g1(σ,x))C (σ,Z (σ);x)
)
dσ .
(4.92)
By (4.90) we write Z (σ)=ΨσC (U )=ΨσC ◦ (ΨτC )−1(Z ) and by (4.92) we deduce that equations (4.86), (4.87)
are equivalent to
a+(τ,Z ;x) := a
(
(ΨτC )
−1(Z );x
)
−2
∫τ
0
Re
(
b+(σ,ΨσC (Ψ
τ
C )
−1(Z );x)C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)
)
dσ , (4.93)
b+(τ,Z ;x) := b
(
(ΨτC )
−1(Z );x
)
−2
∫τ
0
(
1+a+(σ,ΨσC (ΨτC )−1(Z );x)
)
C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)dσ . (4.94)
To solves the (4.93), (4.94) we reason as follows. Let a+−1 = b+−1 ≡ 0 and consider, for n ≥ 0, the following
problems:
a+n (τ,Z ;x) := a
(
(ΨτC )
−1(Z );x
)
−2
∫τ
0
Re
(
b+n−1(σ,Ψ
σ
C (Ψ
τ
C )
−1(Z );x)C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)
)
dσ , (4.95)
b+n (τ,Z ;x) := b
(
(ΨτC )
−1(Z );x
)
−2
∫τ
0
(
1+a+n−1(σ,ΨσC (ΨτC )−1(Z );x)
)
C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)dσ . (4.96)
We have the following.
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Lemma 4.14. (Iterative Lemma). Let C (τ,U ;x) ∈F1[r ] and assume that (recall (2.14))
|C |Fs =
∑
α+mk≤s−s0
|C |F ,s
α,k ≤ C ,
for some C > 0 (depending on s) and s0 ≫ 1. Then for r > 0 small enough one has the following for any
n ≥ 0:
(S1)n one has that (recall (4.95), (4.96) ) a+n ∈FR1 [r ], b+n ∈F1[r ]. Moreover there are constants Cα,k , inde-
pendent of n, increasing in k such that
|a+n |F ,sα,k +|b
+
n |F ,sα,k ≤Cα,k , α+mk ≤ s− s0 . (4.97)
Moreover the constantsCα,k depends on s and on the norms |a|Fs , |b|Fs , |c |Fs .
(S2)n We have that
|a+n −a+n−1|F ,s−1α,0 +|b+n −b+n−1|
F ,s−1
α,0 ≤ 2−n , α≤ s− s0−1. (4.98)
Proof. Assume inductively that (S1)n−1, (S2)n−1 hold. We prove the (S1)n , (S2)n for the symbol a+n . The
proof of the properties for the symbol b+n is the same.
(S1)n . Using the estimates (2.59) on the flow (ΨτC )
−1 one can prove (using Faa di Bruno’s formula) that
the term a
(
(ΨτC )
−1(Z );x
)
in (4.95) satisfies the (4.97). So we study the term
d (τ,σ,Z ;x) := b+n−1(σ,ΨσC (ΨτC )−1(Z );x)C (σ,ΨσC (ΨτC )−1(Z );x) ,
providing estimates independent of σ and τ. We prove the result only for α = 0, mk ≤ s − s0. First of all
notice that
|b+n−1(σ,ΨσC (ΨτC )−1(Z );x)|F ,s0,p .s C˜|b+n−1|0,p .s C˜C0,p , p ≤ k , (4.99)
where in the last inequality we used the inductive hypothesis. Here the constant C˜ depends also on the
constant appearing in (2.59). The first inequality can be deduced by reasoning exactly as in (4.26)-(4.29)
using (2.59) and recalling Remarks 2.7, 2.8 . In the same way we have
|C (σ,ΨσC (ΨτC )−1(Z );x)|F ,s0,p .s C˜|C |0,p , p ≤ k .
Therefore we have
|d |F ,s0,k .s C˜C0,k |C |
F ,s
0,0 r + C˜C0,k−1|C |
F ,s
0,k ≤C0,k
forC0,k suitably chosen and r small enough. This implies the (4.97) with α= 0. For α> 0 one can reason
in the same way.
(S2)n . We prove the result for a+n . By (4.95) we have
a+n −a+n−1 =−2
∫τ
0
Re
((
b+n−1−b+n−2
)
(σ,ΨσC (Ψ
τ
C )
−1(Z );x)C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)
)
dσ .
Reasoning as in (4.99) one gets
|
(
b+n−1−b+n−2
)
(σ,ΨσC (Ψ
τ
C )
−1(Z );x)|F ,sα,0 .s |b+n−1−b+n−2|
F ,s
α,0
(4.98)
.s 2
−(n−1) .
Therefore (recall Remark 2.8)
|a+n −a+n−1|F ,sα,0 .s |C |
F ,s
α,0 r2
−(n−1) ≤ 2−n
for r small enough. This is the (4.98) at the step n. 
By Lemma 4.14 and Remark 2.6 we have, up to extracting a subsequence, a sequence of solutions of
(4.95), (4.96) such that
a+n *
∗ a˜+ in F1[r ] , ∂αx a
+
n → ∂αx a+ uniformly in x0 for α≤ s− s0−1,
b+n *
∗ b˜+ in F1[r ], ∂αx b
+
n → ∂αx b+ uniformly in x0 for α≤ s− s0−1.
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Therefore we deduce a˜+ = a+, b˜+ = b+.
4.2.2. The choice of the generator. Wewant to exhibit a symbol C (τ,U ;x) in such a way (4.89) holds true.
We define the following
GC (τ,U ) := b
(
U ;x
)
−2
∫τ
0
(
1+a(U ;x)
)
C (σ,ΨσC (U );x)dσ
−4
∫τ
0
∫σ
0
Re
(
b+(θ,ΨθC (U );x)C (θ,Ψ
θ
C (U );x)
)
C (σ,ΨσC (U );x)dθdσ .
Then, by using (4.93) and (4.94), we note that
b+(τ,Z ;x)=GC (τ, (ΨτC )−1(Z )) .
We look forC (τ,U ;x) such that (see (4.89))
b+(1,Z ;x)=GC (1, (Ψ1C )−1(Z ))= 0.
We reason as follows. Given functions f ,g ,h ∈F1[r ] we define the functional
T ( f ,g ,h) := b
(
U ;x
)
−2
∫1
0
(
1+a(U ;x)
)
f (σ,Ψσg (U );x)dσ
−4
∫1
0
∫σ
0
Re
(
h(θ,Ψθg (U );x)g (θ,Ψ
θ
g (U );x)
)
f (σ,Ψσg (U );x)dθdσ .
(4.100)
According to this notation we have
GC (1,U )≡T (C ,C ,b+) .
We setC0 = 0 and for any n ≥ 1 we consider the symbol Cn(τ,U ;x,ξ) as the solution of
T (Cn ,Cn−1,b+n−1)= 0 (4.101)
where b+n−1 is defined as
b+n−1(τ,Z ;x)=GCn−1(τ, (ΨτCn−1 )
−1(Z )) . (4.102)
We shall prove the following lemma.
Lemma 4.15. For r > 0 small enough one has the following for any n ≥ 1:
(S1)n The symbols Cn defined by (4.101) belong to F1[r ]. In particular there are constants Cα,k , indepen-
dent of n, increasing in k such that
|Cn |F ,sα,k ≤Cα,k , α+mk ≤ s− s0 . (4.103)
Moreover the constantsCα,k depends on s and on the norms |a|Fs , |b|Fs .
(S2)n We have that
|Cn −Cn−1|F ,s−1α,0 ≤ 2−n , α≤ s− s0−1. (4.104)
In order to prove the above Lemma we need some preliminary results.
Lemma 4.16. Assume that Cn ,Cn−1 ∈F1[r ]. For r > 0 small enough
sup
τ∈[0,1]
‖ΨτCn −Ψ
τ
Cn−1‖H s .s r sup
τ∈[0,1]
|Cn −Cn−1|F ,s0,0 ,
whereΨτC j , j = n,n−1 is the solution of (4.85)withC j in place of C.
Proof. We set vn(τ) := Zn(τ)−Zn−1(τ). We get
∂τvn = iOpBW(Cn(Zn ;x))[vn]+ iOpBW(Cn(Zn ;x)−Cn(Zn−1;x))[Zn−1]
+ iOpBW
(
(Cn −Cn−1)(Zn−1;x)
)
[Zn−1] ,
where Cn is the matrix in (4.85) with C Cn . Since the generator is bounded one can reason essentially
as in the proof of the estimates for Xn ,Yn in the proof of Lemma 4.9. 
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Proof of Lemma 4.15. We argue by induction. Assume that (S1)n−1, (S2)n−1 hold.
Proof of (S1)n . SinceCn−1 is a symbol satisfying (4.103), then by subsection 4.2.1 we have that the symbol
b+n−1(τ,U ;x) defined by (4.102) is in F1[r ] with estimates
|b+n−1|F ,sα,k ≤Cα,k , α+mk ≤ s− s0 ,
for some constantsCα,k depending only on the norms |a|Fs , |b|Fs and |Cn−1|Fs . Then, by reasoning as in
the proof of (4.97) and using (4.101), we obtain the (4.103) forCn .
Proof of (S2)n . By (4.100) we have
0=T (Cn ,Cn−1,b+n−1)−T (Cn−1,Cn−2,b+n−2)=
=−2
∫1
0
(
1+a(U ;x)
)(
Cn(σ,Ψ
σ
Cn−1 (U );x)−Cn−1(σ,Ψ
σ
Cn−1 (U );x)
)
dσ
−2
∫1
0
(
1+a(U ;x)
)(
Cn−1(σ,ΨσCn−1 (U );x)−Cn−1(σ,Ψ
σ
Cn−2 (U );x)
)
dσ
−4
∫1
0
∫σ
0
Re
(
b+n−1(θ,Ψ
θ
Cn−1 (U );x)Cn−1(θ,Ψ
θ
Cn−1
(U );x)
)
Cn(σ,Ψ
σ
Cn−1 (U );x)dθ
+4
∫1
0
∫σ
0
Re
(
b+n−2(θ,Ψ
θ
Cn−2 (U );x)Cn−2(θ,Ψ
θ
Cn−2
(U );x)
)
Cn−1(σ,ΨσCn−2 (U );x)dθ .
(4.105)
First of all notice that, using Lemma 4.16 and estimates (2.59) on the flowΨτC j ,
|Cn−1(σ,ΨσCn−1 (U );x)−Cn−1(σ,Ψ
σ
Cn−2 (U );x)|
F ,s−1
α,0 .s |Cn−1|Fs r |Cn−1−Cn−2|Fs−1,0 ,
|Cn−1(σ,ΨσCn−1 (U );x)−Cn−2(σ,Ψ
σ
Cn−1 (U );x)|
F ,s−1
α,0 .s |Cn−1|Fs r |Cn−1−Cn−2|Fs−1,0 .
(4.106)
One can prove the following inequality
|b+n−1−b+n−2|Fα,0.s C|Cn−1|Fs r |Cn−1−Cn−2|Fs−1,0 , (4.107)
for some C> 0 depending on |a|Fs , |b|Fs . In order to prove this fact one has to use the definition (4.102),
triangular inequality, (4.106) and the smallness of r . By (4.105), (4.106), (4.107), for r > 0 small enough
we deduce the (4.104). 
We have the following.
Lemma 4.17. One has T (Cn ,Cn ,b+n )→ 0 as n→∞ in the norm | · |F ,s−1α,0 .
Proof. Wewrite
T (Cn ,Cn ,b
+
n )=T (Cn ,Cn−1,b+n−1)+T (Cn ,Cn ,b+n )−T (Cn ,Cn−1,b+n−1)
(4.101)= T (Cn ,Cn ,b+n )−T (Cn ,Cn−1,b+n−1) .
By reasoning as in the proof of (S2)n in Lemma 4.15 one can check
|T (Cn ,Cn ,b+n )−T (Cn ,Cn−1,b+n−1)|F ,s−1α,0 .s 2−n
for r > 0 small enough. Hence the result follows. 
The discussion above provides symbols a+(τ,U ;x),b+(τ,U ;x),C (τ,U ;x), in the class F1[r ] such that
the (4.88), (4.89) hold. Actually, reasoning as in the conclusion of the proof of Theorem 4.2, one can prove
that such symbols belong to the class ΣF1[r,N ].
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4.2.3. Non-homogeneous problem. In section 5.2.1 we shall deal with the following problem. We fixm′ <
m and we consider symbols
am′(U ;x,ξ) , bm′(U ;x,ξ) , q
(1)(τ,U ;x,ξ) , q (2)(τ,U ;x,ξ) ∈ΣΓm′1 [r,N ] , τ ∈ [0,1] (4.108)
and the two problems
∂τa
+
m′(τ,Z ;x,ξ)=−2Re
(
C (τ,Z ;x)b+m′(τ,Z ;x,ξ)
)
+q (1)(τ,Z ;x,ξ)
− (dUa+m′)(τ,Z ;x,ξ)
[
OpBW
(
C(Z ;x)
)
[Z ]
]
,
a+m′(0,Z ;x,ξ)= am′(Z ;x,ξ) ,
(4.109)
∂τb
+
m′(τ,Z ;x,ξ)=−
(
a+m′(τ,Z ;x,ξ)+a+m′(τ,Z ;x,−ξ)
)
C (τ,Z ;x)+q (2)(τ,Z ;x,ξ)
− (dUb+m′)(τ,Z ;x,ξ)
[
OpBW
(
C(Z ;x)
)
[Z ]
]
,
b+m′(0,Z ;x,ξ)= bm′(Z ;x,ξ) ,
(4.110)
whereC is in (4.84). The following holds true.
Proposition 4.18. Assume (4.108) and (4.84). For r > 0 small enough the symbols defined by (4.109),
(4.110) are such that
a+m′(τ,U ;x,ξ) , b
+
m′(τ,U ;x,ξ) ∈ΣΓm
′
1 [r,N ] ,
with estimates uniform in τ ∈ [0,1].
Proof. Wedenote byΨτC , (Ψ
τ
C )
−1 respectively theflowand the inverse flowof (4.85)with symbolC (τ,U ;x)
in (4.84) and we set
g1(τ,x,ξ) := a+m′(τ,Z (τ);x,ξ) , g2(τ,x,ξ) := b+m′(τ,Z (τ);x,ξ) , Z (τ) :=ΨτC (U ) .
We have that (recall (4.109), (4.110))
∂τg1(τ,x,ξ)=−2Re
(
g2(τ,x,ξ)C (τ,Z (τ);x)
)
+q (1)(τ,Z (τ);x,ξ) ,
∂τg2(τ,x,ξ)=−(g1(τ,x,ξ)+ g1(τ,x,−ξ))C (τ,Z (τ);x)+q (2)(τ,Z (τ);x,ξ) ,
g1(0,x,ξ)= am′(U ;x,ξ) , g2(0,x,ξ)= bm′(U ;x,ξ) ,
which implies
g1(τ,x,ξ) := a(U ;x,ξ)−
∫τ
0
2Re
(
g2(σ,x,ξ)C (σ,Z (σ);x)
)
−q (1)(σ,Z (σ);x,ξ)dσ ,
g2(τ,x,ξ) := b(U ;x,ξ)−
∫τ
0
(
g1(σ,x,ξ)+ g1(σ,x,−ξ)
)
C (σ,Z (σ);x)
)
−q (2)(σ,Z (σ);x,ξ)dσ .
(4.111)
By (4.111) we deduce that equations (4.109), (4.110) are equivalent to
a+m′(τ,Z ;x) := am′
(
(ΨτC )
−1(Z );x,ξ
)
−2
∫τ
0
Re
(
b+m′(σ,Ψ
σ
C (Ψ
τ
C )
−1(Z );x,ξ)C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)
)
dσ
+
∫τ
0
q (1)(σ,ΨσC (Ψ
τ
C )
−1(Z );x,ξ)dσ , (4.112)
b+m′(τ,Z ;x,ξ) := bm′
(
(ΨτC )
−1(Z );x,ξ
)
−
∫τ
0
(
a+m′(σ,Ψ
σ
C (Ψ
τ
C )
−1(Z );x,ξ)+a+m′(σ,ΨσC (ΨτC )−1(Z );x,−ξ)
)
C (σ,ΨσC (Ψ
τ
C )
−1(Z );x)dσ
+
∫τ
0
q (2)(σ,ΨσC (Ψ
τ
C )
−1(Z );x,ξ)dσ . (4.113)
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Equations (4.112), (4.113) differs form (4.93), (4.94) for the non-homogeneous terms depending on q (i ),
i = 1,2. In order to conclude the proof of the proposition it is sufficient to follow almost word by word
the proof of Lemma 4.14 in subsection 4.2.1. 
4.3. Diagonal terms at lower orders. In the following we consider two non-linear equations which will
appear in sections 5.2.2, 5.1.2. Consider symbols
f (ξ) ∈Γm0 , m > 1, f (ξ) ∈R a(u;x,ξ)∈ΣΓm
′
1 [r,N ] , m
′ <m , (4.114)
m(τ,u)∈ΣFR1 [r,N ] , independent of x ∈T , (4.115)
a(u;x,ξ)−a(u;x,ξ)∈ΣΓ01[r,N ] . (4.116)
Assume also thatm(τ,u) satisfies the estimates (2.8)-(2.11) uniformly in τ ∈ [0,1]. Let
c(τ,w ;x,ξ)∈ΣΓδ1[r,N ] , τ ∈ [0,1] , δ :=m′−m+1, c(u;x,ξ)−c(u;x,ξ)∈ΣΓ01[r,N ] . (4.117)
Consider the equation {
∂τz(τ)=OpBW
(
ic(τ,z(τ);x,ξ)
)
[z(τ)] ,
z(0)= z0 .
(4.118)
The aim of the section is to prove the following.
Theorem 4.19. Assume (4.114), (4.115), (4.116). For r > 0 small enough there exist a symbol c(τ,w ;x,ξ) as
in (4.117) and a symbol C(w,ξ)∈ΣΓm′1 [r,N ], independent of x ∈R, such that the following holds. One has
F (c) := a(u;x,ξ)−
∫1
0
(∂ξ f )(ξ)
(
1+m(σ,Φσc (u))
)
(∂xc)(σ,Φ
σ
c (u);x,ξ)dσ
=C(u,ξ) := 1
2π
∫
T
a(u;x,ξ)dx ,
(4.119)
where Φτ(u), τ ∈ [0,1] is the flow of (4.118). Moreover the symbol C(w,ξ) satisfy the same condition of
a(u;x,ξ) in (4.116).
By following the strategy adopted in the previous sections, it is sufficient to prove the result in the case
of non-homogeneous symbols. We reason inductively. Let c0 = 0 and for any n ≥ 1 consider the problem
∂τzn(τ)= iOpBW(cn(τ,zn(τ);x,ξ))[zn(τ)] , zn(0)= z0 , zn(τ) :=Φτcn (z0) , (4.120)
where the symbol cn(τ,w ;x,ξ) is defined as
cn(τ,w ;x,ξ) := ∂−1x
(
a((Φτcn−1)
−1(w );x,ξ)−C((Φτcn−1 )−1(w );ξ)(
1+m(τ,w )
)
(∂ξ f )(ξ)
)
. (4.121)
First of all notice that the constant C(u;ξ) defined in (4.119) belongs to Γm
′
1 [r ] and
|C|Γm
′
,s
0,β,k .s |a|
Γ
m′ ,s
0,β,k , mk ≤ s− s0 . (4.122)
For any n ≥ 1 we shall prove inductively that the following conditions hold.
(S1)n One has that the symbol cn in (4.121) belongs to Γm
′−m+1
1 . In particular (see (2.13)) there exists
constant C (independent of n) depending only on s, |a|Γm
′
,s
α,β,k and |m|
Γ
0,s
0,β,k such that
|cn|Γ
δ,s
α,β,k .s C , α+mk ≤ s− s0 , (4.123)
|cn |Γ
δ,s+1
α,β,0 .s |a|
Γ
m′ ,s
α,β,0 , α≤ s+1− s0 . (4.124)
The symbol cn satisfies the same condition of a(u;x,ξ) in (4.116).
(S2)n The flow of (4.120) with cn given by (4.121) is well-posed, has the form
zn(τ)=Φ(z)cn (τ,z0) ∈∩
K
k=0C
k ([0,1];H s−k) . (4.125)
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We argue by induction. So we assume that (Sk) j , for k = 1,2, hold with 0≤ j ≤n−1.
Proof of (S1)n . By the inductive hypothesis cn−1 is a symbol satisfying (4.117). Then we can apply The-
orem 2.31 (with generator as in (2.53) or (2.54)). So the flow of (4.118) with c  cn−1 is well-posed.
Therefore, using the formula of Faa di Bruno and the (2.59), one can check
|a((Φτ)−1cn−1 (w ),x,ξ)|
Γ
m′ ,s
α,β,k .s |a|
Γ
m′ ,s
α,β,k .
Moreover
a((Φτcn−1)
−1(w );x,ξ)−C((Φτcn−1 )
−1(w );ξ) (4.126)
has zero average in x ∈T. Indeed the symbol in (4.126) is nothing but the symbol
a(u;x,ξ)−C(u;ξ)= a(u;x,ξ)− 1
2π
∫
T
a(u;x,ξ)dx
evaluated at u = (Φτcn−1 )−1(w ). Therefore ∂−1x in (4.121) is well defined. Finally, using (4.122), (4.121) and
Remark 2.8, we get the (4.123). Taking into account the smoothing effect of the Fourier multiplier ∂−1x ,
Remarks 2.8, 2.7, we obtain the (4.124) for r small enough. By formula (4.121) and hypothesis (4.116) we
deduce that cn satisfies the same condition of a in (4.116). 
Proof of (S2)n . Thanks to (4.123), (4.124) the (4.125) follows by Theorem 2.31. 
Inizialization. The (S1)0, (S2)0 are trivial.
In order to conclude the proof of Theorem 4.19 we have check the (4.119). We need some preliminary
results which are consequences of (S1)n , (S2)n .
Lemma 4.20. For r > 0 small enough we have
sup
τ∈[0,1]
‖Φτcn −Φ
τ
cn−1‖H s−1 .s r sup
τ∈[0,1]
|cn −cn−1|Γ
δ
0,0,0 , (4.127)
whereΦτc j , j = n,n−1 is the solution of (4.120).
Proof. We set vn(τ) := zn(τ)− zn−1(τ). By (4.120) we get
∂τvn = iOpBW(cn(zn ;x,ξ))[vn]+ iOpBW(cn(zn ;x,ξ)−cn(zn−1;x,ξ))[zn−1]
+ iOpBW
(
(cn −cn−1)(zn−1;x,ξ)
)
[zn−1] .
Let us consider the case δ > 0 which is the most difficult one. If δ ≤ 0 one can reason as in the proof of
the estimates for Xn ,Yn in the proof of Lemma 4.9 (see (4.64)).
Using that cn(zn ;x,ξ) is real valued, Propositions 2.22,2.25, the (2.31), Remark 2.7, and (2.5), we get,
for any s ∈R,
∂τ‖vn‖2H s .s ‖vn‖2H s sup
τ∈[0,1]
∑
α≤s−s0
|cn |Γ
δ,s
α,0,0r
+‖zn−1‖H s+1‖vn‖H s
(
|cn |Γ
δ,s
s0,0,1
‖vn‖H s0 +|cn −cn−1|Γ
δ,s
0,0,0
)
.
(4.128)
We now recall that ‖zn−1‖H s .s r . We use formula (4.128) with s s−1. Then, reasoning as in (4.82), we
deduce that if
r sup
τ
(
|cn|Γ
δ
s−s0,0,0+|cn |
Γ
δ
s0,0,1
)
≪ 1,
then
sup
τ∈[0,1]
‖vn‖H s−1 .s r sup
τ∈[0,1]
|cn −cn−1|F0,0,0 .
Then we get the (4.127). 
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We now study the convergence of the symbols cn in (4.121). We claim that
sup
τ∈[0,1]
|cn −cn−1|Γ
δ,s
α,β,0.β
1
2n
, ∀n ≥ 1,α≤ s−1− s0 . (4.129)
For n = 1 it is trivial. Assume that (4.129) holds for j ≤n−1. By (4.121) we can write
∂x(cn −cn−1) :=
1(
1+m(τ,w )
)
(∂ξ f )(ξ)
(
a((Φτcn−1)
−1(w );x,ξ)−a((Φτcn−2)
−1(w );x,ξ)
)
+ 1(
1+m(τ,w )
)
(∂ξ f )(ξ)
(
C((Φτcn−2)
−1(w );ξ)−C((Φτcn−1 )
−1(w );ξ)
)
.
Define dn(τ) := a((Φτcn−1 )−1(w );x,ξ)−a((Φτcn−2 )−1(w );x,ξ). We have that
dn(τ)= (dua)
(
(Φτcn−2 )
−1(w )+σ((Φτcn−1 )
−1(w )− (Φτcn−2 )
−1(w ))
)
[(Φτcn−1)
−1(w )− (Φτcn−2 )
−1(w )] ,
for some σ ∈ [0,1]. Hence, for any α1 ≤ s− s0 and β1 ∈N, we get (see (2.11))
|∂α1x ∂β1ξ dn(τ)|.s C〈ξ〉
m′−β1‖(Φτcn−1)
−1(w )− (Φτcn−2 )
−1(w ))‖H s0+α1
(4.127)
.s C〈ξ〉m
′−β1r sup
τ∈[0,1]
|cn−1−cn−2|Γ
δ
0,0,0 ,
whereC > 0 is some constant dependingonly on s and |a|Γm
′
,s
α1,β1,1
. Let us define gn(τ) :=C((Φτcn−2 )−1(w );ξ)−
C((Φτcn−1 )
−1(w );ξ). For any α≤ s− s0 and β ∈Nwe have
|∂α+1x ∂
β
ξ
(cn −cn−1)| = |
∑
β1+β2=β
∂
β1
ξ
(
1(
1+m(τ,w )
)
(∂ξ f )(ξ)
)
∂α+1x ∂
β2
ξ
(dn(τ)− gn (τ))|
.s K 〈ξ〉m
′−m+1−βr sup
τ∈[0,1]
|cn−1−cn−2|Γ
δ
0,0,0 ,
where K is some constant depending only on s and |a|Γm
′
,s
α,β,1 and |m|
Γ
m′ ,s
0,β,0 . For r > 0 small enough and by
the inductive assumption we obtain the (4.129). By (4.129) we deduce that cn converges to a symbol c in
the Fréchet space defined by the semi-norms | · |Γm
′−m+1
α,β,0 with α≤ s− s0. In order to prove that the symbol
c admits differentials with respect to the variable w (see formula (2.11)) we reasons as follows. For fixed
N > 0, consider the Banach space defined by the norm∑
β≤N
α+m·k≤s−s0
| · |Γm
′−m+1
α,β,k .
For any N > 0, the sequence cn is bounded, uniformly in n, in such a space thanks to estimate (4.123).
Therefore, up to subsequences, cn converges weak-∗ to a function c˜ in the above Banach space. This
implies that c˜ admits estimates on the differentials in w . Since c˜ coincides with the symbol c almost
everywhere we conclude the proof.
We are now ready to prove (4.119).
Lemma 4.21. One has that
lim
n→∞ supτ∈[0,1]
〈ξ〉m′‖F (cn)−C‖L∞ = 0 (4.130)
where C is given in (4.119).
Proof. By (4.121) with w =Φτcn−1(u) we can check that
a(u;x,ξ)−
∫1
0
(∂ξ f )(ξ)
(
1+m(σ,Φσcn−1 (u))
)
(∂xcn)(σ,Φ
σ
cn−1 (u);x,ξ)dσ=C(u,ξ) . (4.131)
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By (4.119) (reasoning as in (4.59)) we have that
F (cn)= a(u;x,ξ)−
∫1
0
(∂ξ f )(ξ)
(
1+m(σ,Φσcn (u))
)
(∂xcn)(σ,Φ
σ
cn (u);x,ξ)dσ
= a(u;x,ξ)−
∫1
0
(∂ξ f )(ξ)
(
1+m(σ,Φσcn−1 (u))
)
(∂xcn)(σ,Φ
σ
cn−1 (u);x,ξ)dσ
+
∫1
0
(∂ξ f )(ξ)An (σ)dσ ,
(4.131)= C(u;ξ)+
∫1
0
(∂ξ f )(ξ)An (σ)dσ ,
(4.132)
where
An(σ) :=
(
1+m(σ,Φσcn−1 (u))
)
(∂xcn)(σ,Φ
σ
cn−1 (u);x,ξ)−
(
1+m(σ,Φσcn (u))
)
(∂xcn)(σ,Φ
σ
cn (u);x,ξ) .
We now show that An(σ) goes to zero in norm ‖ ·‖L∞ uniformly in σ∈ [0,1]. Notice that
An(σ)=
(
1+m(σ,Φσcn−1 (u))
)[
(∂xcn)(σ,Φ
σ
cn−1 (u);x,ξ)− (∂xcn)(σ,Φ
σ
cn (u);x,ξ)
]
(4.133)
+
[
m(σ,Φσcn−1 (u))−m(σ,Φ
σ
cn (u))
]
(∂xcn)(σ,Φ
σ
cn (u);x,ξ) . (4.134)
Sincem ∈FR1 [r ] and setting h =Φσcn (u)+σ′(Φσcn−1 (u)−Φσcn (u)) for some σ′ ∈ [0,1], we have
|m(σ,Φσcn−1 (u))−m(σ,Φ
σ
cn (u))|. |(dum)(h)[Φ
σ
cn−1(u))−Φ
σ
cn (u)]|
(2.11),(4.127),(4.129)
.s 2
−n ,
for r small enough. Reasoning in the same way on the term in (4.133) we get the claim on An(σ). Hence,
by (4.132), we deduce (4.130). 
This concludes the proof of Theorem 4.19.
4.4. Off-diagonal terms at lower orders. Consider symbols
f (ξ) ∈Γm0 , m > 1, f (ξ) ∈R am(U ;x) ∈ΣFR1 [r,N ] , (4.135)
am′(U ;x,ξ) ∈ΣΓm
′
1 [r,N ] , m
′ <m . (4.136)
Let
C (τ,U ;x,ξ) ∈ΣΓδ1[r,N ] , τ ∈ [0,1] , δ :=m′−m .
and consider the equation{
∂τZ (τ)=OpBW
(
iEC(τ,z(τ);x,ξ)
)
[z(τ)] ,
Z (0)= Z0 =
[ z0
z0
]
,
C(τ,U ;x,ξ) :=
(
0 C (τ,U ;x,ξ)
C (τ,U ;x,−ξ) 0
)
. (4.137)
The following holds true.
Theorem 4.22. Assume (4.135), (4.136). For r > 0 small enough there exists a symbol C (τ,U ;x,ξ) belong-
ing to ΣΓδ1 [r,N ], τ∈ [0,1], δ=m′−m such that
F (c) := am′(U ;x,ξ)−2
∫1
0
(
1+am(σ,ΦσC (u))
)
f (ξ)C (σ,ΦσC (u);x,ξ)dσ= 0, (4.138)
whereΦτC (u), τ ∈ [0,1] is the flow of (4.137).
Proof. One can reasons by following almost word by word the proof of Theorem 4.19. 
A NON-LINEAR EGOROV THEOREM 57
5. CONJUGATIONS
In this section we prove four abstract theorems which will be used in order to prove Theorem 3.1. In
all the theorems we shall consider a system of the form{
U˙ = X (U )
U (0)=U0 ∈H s ×H s
, (5.1)
where thematrix of operator X (U ) is defined as follows
X (U ) := iEOpBW(A(U ;x,ξ))[U ]+R(U )[U ] , E =
[
1 0
0 −1
]
,
R ∈ΣR−ρ1 [r,N ]⊗M2(C) , A(U ;x,ξ) ∈ΣΓm0 [r,N ]⊗M 2(C) .
(5.2)
In Theorem 5.1 we shall consider the system (5.1), where the matrix of operators in r.h.s. is defined in
(5.2). Here the matrix of para-differential operators is assumed to be diagonal (its off diagonal symbols
equal 0). In such aTheoremweexhibit a change of coordinates of the phase spaceH s×H s which removes
the dependence on the space variable x from the symbols on the diagonal at the highest order.
Themain theorem in Section 5.1.2 is the 5.2. In this case thematrix of symbols A(U ;x,ξ) is assumed to
be diagonal as before with following additional assumption. We assume that symbol on the diagonal a
admits an expansion in decreasing orders which is equal to a Fourier multiplier at the highest order plus
a lower order term which may depend on x (see equation (5.44)). We provide a change of coordinates
which removes the dependence on x from such a lower order term.
In the same spirit, in Section 5.2 we explain how diagonalize thematrix A(U ;x,ξ) bymeans of changes
of coordinates. The diagonalization of the highest order is the content of Theorem 5.3, the lower order
terms are treated in Theorem 5.4.
The general strategy that we adopt in the proofs of all the theorems of this section is the following. We
shall consider changes of coordinates defined through non-linear flows of the form{
∂τΨ
τ =Gτ(Ψτ)
Ψ
0 = Id, (5.3)
whereGτ is some non-linear vector field possibly depending explicitly on τ ∈ [0,1]. In the application the
operator Gτ is para-differential. All the issues of well posedness of (5.3) have been analyzed in Section
2.5. We consider as a new variable the function Z := Ψ(U ) := Ψτ|τ=1(U ). The system (5.1) in the new
coordinates reads {
Z˙ = dΨ
(
Ψ
−1(Z )
)[
X (Ψ−1(Z ))
]
=: (Ψ)∗X (Z )=: P1(Z )
Z (0)=Ψ(U0),
(5.4)
where P1(Z )= (Pτ(Z ))τ=1 with Pτ defined, for τ ∈ [0,1], as
Pτ(Z ) := dΨτ
(
(Ψτ)−1(Z )
)[
X ((Ψτ)−1(Z ))
]
. (5.5)
On can prove that Pτ satisfies the non-linear Heisenberg equation{
∂τP
τ(Z )=
[
Gτ(Z ),Pτ(Z )
]
P0(Z )= X (Z ) ,
(5.6)
where the non-linear commutator is defined in (1.7). We choose this Heisenberg approach since we
start from a para-differential system and we are interested in preserving such structure. The Heisenberg
approach provides a systematic way to prove this fact at each step. This Heisenberg strategy has been
already used in [9], [26], [25], [11]. As already said in other part of the manuscript the authors in those
papers do not attempt to find non-linear changes of coordinates but only some modified energies. As a
consequence they face a linear version of system (5.6), where the non linear commutators are replaced by
the linear ones and the operatorGτ is linear. In this case the commutator between two para-differential
operators is still a para-differential onemodulo smoothing remainders, this is a consequence of standard
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para-differential calculus. In our case the non-linear commutators involves also the differential of the
symbols with respect to the "non-linear" variableU , this is coherent with our definition of symbols and
operators given in Section 2.
5.1. Reduction to constant coefficients. In this section we show how to conjugate to constant coef-
ficients para-differential systems which are diagonal up to smoothing remainders, we shall adopt the
Notation 4.1.
5.1.1. Reduction at the highest orders. We consider system (5.1) with operator X (U ) defined in (5.2). We
shall assume that the matrix A(U ;x,ξ) is as follows
A(U ;x,ξ) :=
(
a(U ;x,ξ) 0
0 a(U ;x,−ξ)
)
. (5.7)
The symbol a(U ;x,ξ) has the form
a(U ;x,ξ)= (1+am(U ;x)) fm(ξ)+am′ (U ;x,ξ) , m > 1, m′ =m−
1
2
,
am(U ,x) ∈ΣFR1 [r,N ] , am′(U ;x,ξ) ∈ΣΓm
′
1 [r,N ] ,
am′(U ;x,ξ)−am′ (U ;x,ξ) ∈ΣΓ01[r,N ] .
(5.8)
wherem satisfies (3.1), fm ∈Γm0 is an even in x classical symbol. In particular fm admits the expansion
fm(ξ)= f0(ξ)+ f˜m−1(ξ) , f˜m−1 ∈Γm−10 , (5.9)
and f0(ξ) ∈ Γm0 is a m-homogeneous function. The symbol in (5.8) (recall also (5.9)) satisfies the as-
sumption (4.1), therefore Theorem 4.2 applies and provides a symbol b such that (4.8) holds true with
a˜m am . Having such b we now consider the matrix of symbols
B(τ,U ;x,ξ) :=
(
B (τ,U ;x,ξ) 0
0 B (τ,U ;x,−ξ)
)
=
(
B (τ,U ;x,ξ) 0
0 −B (τ,U ;x,ξ)
)
B (τ,U ;x,ξ) := b(τ,U ;x)ξ , b ∈ΣFR1 [r,N ] ,
(5.10)
and letΨτ be the flow of (5.3) with
Gτ(U ) := iEOpBW(B(τ,U ;x,ξ))U . (5.11)
Notice that the flow of system (5.3) with generator (5.11) is well-posed by Theorem 2.31 applied with
generator as in (2.52). We define
Z :=
[ z
z
]
:=Ψτ(U )|τ=1 . (5.12)
Notice that, by (5.10),
Ψ
τ(U )|τ=1 :=
(
Φ
τ(u)
Φτ(u)
)
|τ=1
, ∂τΦ
τ(u)=OpBW(iB (τ,Φτ(u);x,ξ))[Φτ(u)] .
Themain result of this section is the following.
Theorem 5.1. (Non-linear Egorov). For r > 0 small enough the conjugate of X in (5.1) with generator
(5.11) has the form (see (5.12))
Z˙ = iEOpBW(A+(Z ;x,ξ))[Z ]+R+(Z )[Z ] , R+ ∈R ∈ΣR−ρ1 [r,N ]⊗M2(C) , (5.13)
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and the matrix of symbols A+ ∈ΣΓm1 [r,N ]⊗M2(C) has the form
A+(Z ;x,ξ) :=
(
a+(Z ;x,ξ) 0
0 a+(Z ;x,−ξ)
)
,
a+(Z ;x,ξ)=m(Z ) fm(ξ)+a+m′(Z ;x,ξ) , m ∈ΣFR0 [r,N ] , m′ =m−
1
2
,
a+m′(Z ;x,ξ)∈ΣΓm
′
1 [r,N ] , am′(U ;x,ξ)−am′ (U ;x,ξ) ∈ΣΓ01[r,N ] .
(5.14)
withm(Z ) is independent of x ∈T.
The rest of the section is devoted to the proof of the result above. The system (5.1) in the new coordi-
nates (5.12) has the form (5.4)-(5.6) withGτ as in (5.11). Moreover, by the remarks under Definition 2.15
and by Theorem 2.31, we note that
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ] , M1 ∈ΣM1[r,N ]⊗M2(C) , (5.15)
with estimate uniform in τ∈ [0,1], whereΩ is in (3.2). Actually we shall prove that
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ]= iEOpBW(A+(τ,Z ;x,ξ))[Z ]+R+(τ,Z )[Z ] , (5.16)
with
A+(τ,Z ;x,ξ) :=
(
a+(τ,Z ;x,ξ) 0
0 a+(τ,Z ;x,−ξ)
)
, R+ ∈ΣR−ρ1 [r,N ]⊗M2(C) . (5.17)
In particular we make the ansatz
a+(τ,Z ;x,ξ)=
2(ρ+m)∑
j=0
a+m− j (τ,Z ;x,ξ) , a
+
m ∈ΣΓm0 [r,N ] a+m− j ∈ΣΓ
m− j2
1 [r,N ] , j > 0. (5.18)
Let F (Z ) :=OpBW(iEB(τ,Z ;x,ξ))[Z ]. Then one can note that
(dZF )(Z )[V ]=OpBW(iEB(τ,Z ;x,ξ))[V ]+OpBW(iE (dZB)(τ,Z ;x,ξ)[V ])[Z ] , (5.19)
and we also recall that
(dZB)(τ,Z ;x,ξ)[V ]= (∂ZB)(τ,Z ;x,ξ) ·V .
By the definition of the non-linear commutator in (1.7) we write[
OpBW(iEB(τ,Z ;x,ξ))[Z ],Pτ(Z )
]
=OpBW(iEB(τ,Z ;x,ξ))
[
Pτ(Z )
]
+OpBW
(
iEdZB(τ,Z ;x,ξ)[P
τ(Z )]
)
[Z ]
−dZPτ(Z )
[
OpBW(iEB(τ,Z ;x,ξ))[Z ]
]
.
(5.20)
By (5.15), (5.10), we deduce that the matrix of symbols in the second summand in the r.h.s. of (5.20) has
the form (
(dZB )(τ,Z ;x,ξ)[Pτ(Z )] 0
0 −(dZB )(τ,Z ;x,ξ)[Pτ(Z )]
)
∈ΣΓ11[r,N ]⊗M2(C) . (5.21)
For simplicity we shall write
(∂tB)(τ,Z ;x,ξ) := dZB(τ,Z ;x,ξ)[Pτ(Z )] . (5.22)
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By (5.16), (5.22) we have that (5.20) becomes[
OpBW(iEB(τ,Z ;x,ξ))[Z ],Pτ(Z )
]
=
OpBW(iEB(τ,Z ;x,ξ))
[
OpBW(iEA+(τ,Z ;x,ξ))[Z ]
]
(5.23)
−OpBW(iEA+(τ,Z ;x,ξ))
[
OpBW(iEB(τ,Z ;x,ξ))[Z ]
]
(5.24)
+OpBW
(
iE (∂tB)(τ,Z ;x,ξ)
)
[Z ] (5.25)
−OpBW
(
iE (dZ A
+)(τ,Z ;x,ξ)[OpBW(iEB(τ,Z ;x,ξ))[Z ]]
)
[Z ] (5.26)
+OpBW(iEB(τ,Z ;x,ξ))
[
R+(Z )[Z ]
]
−R+(Z )[OpBW(iEB(τ,Z ;x,ξ))[Z ]] (5.27)
− (dZR+)(Z )[OpBW(iEB(τ,Z ;x,ξ))[Z ]] . (5.28)
We now analyze each summand above. By Proposition 2.27 we have
(5.27)+ (5.28) ∈ΣR−ρ1 [r,N ]⊗M2(C) .
By (5.18) we have that (recall (5.26))
iE (dZ A
+)(τ,Z ;x,ξ)[OpBW(iEB(τ,Z ;x,ξ))[Z ]]= iE
(
d˜(τ,Z ;x,ξ) 0
0 d˜ (τ,Z ;x,−ξ)
)
,
d˜(τ,Z ;x,ξ)=
ρ+m∑
j=0
(dZ a
+
m− j )(τ,Z ;x,ξ)[Op
BW(iEB(τ,Z ;x,ξ))[Z ]] .
(5.29)
By Proposition 2.25 we also deduce
(5.23)+ (5.24)=OpBW
(
iEB(τ,Z ;x,ξ)⋆ρ iEA
+(τ,Z ;x,ξ)
)
[Z ]+ R˜(τ,Z )[Z ] ,
where R˜ ∈ΣR−ρ1 [r,N ]⊗M2(C) (with estimates uniform in τ∈ [0,1]) and
iEB(τ,Z ;x,ξ)⋆ρ iEA
+(τ,Z ;x,ξ) :=
:= iEB(τ,Z ;x,ξ)#ρ iEA+(τ,Z ;x,ξ)− iEA+(τ,Z ;x,ξ)#ρ iEB(τ,Z ;x,ξ)
(5.10),(5.17)=
(
d (τ,Z ;x,ξ) 0
0 d (τ,Z ;x,−ξ)
)
,
where
d (τ,Z ;x,ξ) := iB (τ,Z ;x,ξ)#ρ ia+(τ,Z ;x,ξ)− ia+(τ,Z ;x,ξ)#ρiB (τ,Z ;x,ξ) . (5.30)
By recalling the ansatz (5.18) and using the expansion (2.31) we get
d (τ,Z ;x,ξ)= i
2(m+ρ)∑
j=0
{
b(τ,Z ;x)ξ,a+m− j (τ,Z ;x,ξ)
}
+ r j (τ,Z ;x,ξ) , (5.31)
where
r0 = r−1 ≡ 0, r j (τ,Z ;x,ξ)∈ΣΓ
m− j2
1 [r,N ] , j ≥ 2,
the symbol r j depends only on b(τ,Z ;x)ξ and on the symbols a+m−k with k < j . Recalling (5.21), (5.22)
and (5.31) we define, for j = 0, . . . ,2(m+ρ),
q j (τ,Z ;x,ξ) :=
{r j (τ,Z ;x,ξ) , j 6= 2(m−1),
r j (τ,Z ;x,ξ)+ (∂tB )(τ,Z ;x,ξ) , j = 2(m−1).
(5.32)
Our aim is to prove the ansatz (5.16) using (5.6), the expansion (5.23)-(5.28). We shall solve such equation
iteratively expanding the symbol in (5.30) in decreasing orders.
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Orderm. By (5.29), (5.30), (2.31), (5.31) we have that, at the highest order, the equation (5.6) reads{
∂τa
+
m(τ,Z ;x,ξ)=
{
b(τ,Z ;x)ξ,a+m(τ,Z ;x,ξ)
}
−dZ a+m(τ,Z ;x,ξ)[OpBW(iEB(τ,Z ;x,ξ))[Z ]]
a+m(0,Z ;x,ξ)= a(Z ;x,ξ) ,
(5.33)
where {·, ·} denotes the ∂ξ∂x −∂x∂ξ. Notice that the function
g (τ)= a+m(τ,Z (τ);x(τ),ξ(τ))
is constant along the solution of (4.2). By Theorem 4.2 we have that the flow of (4.2) is well posed and
invertible. We denote by
Υ
τ(U ,x0,ξ0) :=
(
Υ
(Z ),Υ(x),Υ(ξ)
)
(τ,U ,x0,ξ0) ,
Υ˜
τ(Z ,x,ξ) :=
(
Υ˜
(Z ),Υ˜(x),Υ˜(ξ)
)
(τ,Z ,x,ξ) ,
(5.34)
respectively the flow and the inverse flow of (4.2). In particular we have (recall (4.7))
Υ˜
(ξ)(τ,Z ;x,ξ) := (1+Ψ˜(ξ)(τ,Z ;x))ξ , Ψ˜(ξ) ∈ΣFR1 [r,N ] . (5.35)
By the proof of Theorem 4.2 we also deduce that
g (Z ;x,ξ)∈ΣΓm0 [r,N ] ⇒ g (Υ˜τ(Z ,x,ξ))∈ΣΓm0 [r,N ] .
Hence the symbol
a+m(τ,Z ;x,ξ)= a(Υ˜τ(Z ;x,ξ)) , (5.36)
belongs to ΣΓm1 [r,N ]⊗M2(C) and solves the problem (5.33). We now study the properties of the symbol
a+m by using the result of Theorem 4.2, in particular equation (4.8). By (5.8), (5.9), and using (5.36), (5.34),
(5.35), (we shall omit the dependence on Z ,x) we have
a+m(τ,Z ;x,ξ)=
(
1+am(Υ˜(z),Υ˜(x))
)
fm
(
(1+Ψ˜(ξ))ξ
)
+am′
(
Υ˜
(z),Υ˜(x),Υ˜(ξ)
)
(5.9)=
(
1+am(Υ˜(z),Υ˜(x))
)
(1+Ψ˜(ξ))m fm(ξ)+ r1+ r2
(4.8)= m fm(ξ)+ r1+ r2 ,
(5.37)
wherem ∈ΣFR0 [r,N ] is independent of x ∈T and
r1 :=m
(
f0(ξ)− fm(ξ)
)
+m(1+Ψ˜(ξ))−m f˜m−1
(
(1+Ψ˜(ξ))ξ
)
,
r2 := am′
(
Υ˜
(z),Υ˜(x),Υ˜(ξ)
)
.
(5.38)
By (5.37), (5.38), and using the properties of Υ˜ in Theorem 4.2 we deduce that
a+m(1,Z ;x,ξ)=m(Z ) fm(ξ)+ r (Z ;x,ξ) , m ∈ΣFR0 [r,N ] , r ∈ΣΓm
′
1 [r,N ] ,
andm is independent of x ∈T.
Lower orders. Recalling (5.31), (5.32), (5.29) we have that the equation (5.6), at orderm− j/2 with j ≥ 1,
reads
∂τa
+
m− j (τ,Z ;x,ξ)=
{
b(τ,Z ;x)ξ,a+m− j (τ,Z ;x,ξ)
}
−dza+m− j (τ,Z ;x,ξ)[OpBW(iEB(τ,Z ;x,ξ))[Z ]]− iq j (τ,Z ;x,ξ) (5.39)
a0(0,z;x,ξ)= 0,
where the q ′j s are defined in (5.32). Setting g (τ)= a+m− j (τ,Z (τ);x(τ),ξ(τ)) , with z,x,ξ satisfying (4.2), we
note that
∂τg (τ)=−iq j (τ,Z (τ);x(τ),ξ(τ)) ⇒ g (τ)=−
∫τ
0
iq j (σ,Z (σ);x(σ),ξ(σ))dσ.
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Hence we have that (recall (5.34))
a+m− j (τ,Z ;x,ξ)=−
∫τ
0
iq j (σ,Υ
σ ◦ Υ˜σ(Z ;x,ξ))dσ∈ΣΓm−
j
2
1 [r,N ]
solves the problem (5.39). By iterating the procedure above (by solving the problems (5.39)) we construct
a symbol a+ as in (5.18) such that the following holds. Define
Qτ(Z )=OpBW(iEA+(τ,Z ;x,ξ))[Z ]
with A+ of the form (5.17) with a+ as in (5.18). Then the operatorQτ(Z ) solves the problem (recall (5.11)){
∂τQ
τ(Z )=
[
Gτ(Z ),Qτ(Z )
]
+Gρ(τ;Z )
Q0(Z )= iEOpBW(A(Z ;x,ξ))[Z ] ,
(5.40)
whereGρ(τ;Z ) :=OpBW(Gρ(τ,Z ;x,ξ))[Z ] for somematrix of symbolsGρ ∈ΣΓ−ρ1 [r,N ]⊗M2(C). It remains
to prove that the difference Qτ−Pτ is a smoothing remainder in in ΣR−ρ1 [r,N ]⊗M2(C). First of all we
write
Qτ(Z )−Pτ(Z )=V τ ◦ (Ψτ)−1(Z ) , (5.41)
where, recalling (5.5),
V τ(U ) :=Qτ ◦Ψτ(U )− (dUΨτ)(U )[X (U )] .
Recalling (5.11), (5.40), (5.3), Z =Ψτ(U ), we deduce that
∂τdUΨ
τ(U )[·]=
(
dZG
τ
)
(Ψτ(U ))
[
dUΨ
τ(U )[·]
]
,[
Gτ(Ψτ(U )),Qτ(Ψτ(U ))
]
=
(
dZG
τ
)
(Ψτ(U ))
[
Qτ(Ψτ(U ))
]
−
(
dZQ
τ
)
(Ψτ(U ))
[
Gτ(Ψτ(U ))
]
.
Therefore we have that {
∂τV
τ(U )= (dZGτ)(Ψτ)
[
V τ
]
+Gρ(Ψτ) ,
V 0(U )=−R(U )[U ] .
(5.42)
We claim that V τ ∈ ΣR−ρ1 [r,N ]⊗M2(C). We start by studying the flow generated by (dZF τ)(Ψτ)[·], de-
noted byΦτdG , by using formula (5.19). The existence of such flow can be deduced reasoning as in Lemma
2.30. We now provide estimates on Sobolev spaces. Let us denote ΦτB the (linear) flow generated by
OpBW(iEB(τ,Ψτ(U );x,ξ))[·] withU ∈H s . We have that
‖ΦτBh‖H s .s ‖h(0)‖H s (1+‖Ψτ(U )‖H s0 ).s ‖h(0)‖H s (1+‖U‖H s0 ) . (5.43)
Therefore we write (recall (5.19))
Φ
τ
dGh =ΦτBh(0)+ΦτB
∫τ
0
(ΦσB )
−1OpBW
(
iE (dWB)(σ,Ψ
σ(U );x,ξ)[ΦτdGh]
)
[Ψσ(U )]dσ ,
whereW =Ψσ(U ). Hence, using (5.43) and Proposition 2.20,
‖ΦτdGh‖H s−1 .s ‖h(0)‖H s−1 +‖ΦτdGh‖H s0 ‖U‖H s ,
from which we deduce ‖ΦτdGh‖H s−1 .s ‖h(0)‖H s−1 , for any s, if U ∈ Br (H s) with r > 0 is small enough.
Then we obtain, using the Duhamel formula on (5.42),
‖V τ(U )‖H s+ρ−1 .s ‖ΦτdFR(U )U‖H s+ρ−1 +‖ΦτdG
∫τ
0
(ΦσdG )
−1
Gρ(σ;Ψ
σ)dσ‖H s+ρ−1 .s ‖U‖H s0 ‖U‖H s .
This proves the (2.20) for V τ with k = 0. The estimates on the differentials inU (with k ≥ 1) follow by dif-
ferentiating the equation (5.42) and reasoning in the same way. As a consequence, using also estimates
(2.59) on the flow Ψτ, we have that the operator in (5.41) belongs to R
−ρ
1 [r ]⊗M2(C). The fact that the
operator Qτ−Pτ admits an expansion in homogeneous operators, i.e. it is in ΣR−ρ1 [r,N ]⊗M2(C), fol-
lows by using the expansion in homogeneous symbols and operators of B(τ,Z ;x,ξ) and ofΨτ(U )−U ∈
ΣM1[r,N ]⊗M2(C). This proves the (5.13).
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5.1.2. Reduction at lower orders. In this section we study how a para-differential vector field conjugate
under the flow in (2.51) with f (τ,u;x,ξ) as in (2.53) or (2.54). Let us consider
M (U ;ξ)= (1+m(U )) fm (ξ)+ M˜ (U ;ξ) , m ∈FR1 [r,N ] , M˜(U ;ξ) ∈ΣΓ
m− 12
1 [r,N ] ,
R ∋ fm(ξ) ∈Γm0 , m > 1, M (U ;ξ) independent of x ∈T ,
M (U ;ξ)−M (U ;ξ) ∈ΣΓ01[r,N ].
We also assume that (3.1) holds. Consider the operator X (U ) as in (5.2) with A(U ;x,ξ) as in (5.7) and we
assume that the symbol a(U ;x,ξ) has the form
a(U ;x,ξ)=M (U ;ξ)+am′(U ;x,ξ) , am′(U ;x,ξ) ∈ΣΓm
′
1 [r,N ] , m
′ =m− p
2
, (5.44)
for some p ≥ 1 and
am′(U ;x,ξ)−am′ (U ;x,ξ) ∈ΣΓ01[r,N ].
The symbol a in (5.44) satisfies the assumptions (4.114), (4.115), (4.116). Hence, by Theorem 4.19, there
exists a symbol c(τ,U ;x,ξ) satisfying (4.117), such that equation (4.119) is verified. Let us now consider
the matrix of symbols
C(τ,U ;x,ξ) :=
(
c(τ,U ;x,ξ) 0
0 c(τ,U ;x,−ξ)
)
(5.45)
and letΨτ be the flow of (5.3) with
Gτ(U ) := iEOpBW(C(τ,U ;x,ξ))[U ] . (5.46)
Notice that this flow is well-posed by Theorem 2.31. We define
Z :=
[ z
z
]
:=Ψτ(U )|τ=1 . (5.47)
By using (5.45) one has
Ψ
τ(U )|τ=1 :=
(
Φ
τ(u)
Φτ(u)
)
|τ=1
, ∂τΦ
τ(u)=OpBW(ic(τ,Φτ(u);x,ξ))[Φτ(u)] .
Themain result of this section is the following.
Theorem5.2. For r > 0 small enough the conjugate of X in (5.1) (with the assumption (5.44)) has the form
(see (5.47))
Z˙ = iEOpBW(A+(Z ;x,ξ))[Z ]+R+(Z )[Z ] , R+ ∈ΣR−ρ1 [r,N ]⊗M2(C) ,
and the matrix of symbols A+(Z ;x,ξ) has the form
A+(Z ;x,ξ) :=
(
a+(Z ;x,ξ) 0
0 a+(Z ;x,−ξ)
)
, m′′ :=m− p+1
2
,
a+(Z ;x,ξ)=M ((Ψ1)−1(Z );ξ)+ m˜(Z ;ξ)+a+m′′(Z ;x,ξ) , a+m′′(Z ;x,ξ)∈ΣΓm
′′
1 [r,N ] ,
m˜(Z ;ξ)− m˜(Z ;ξ) ∈ΣΓ01[r,N ] ,
a+m′′(Z ;x,ξ)−a+m′′(Z ;x,ξ)∈ΣΓ
0
1[r,N ] ,
and where m˜ ∈ΣΓm′1 [r,N ] is independent of x ∈T.
The rest of the section is devoted to the proof of the result above andwewill follow the strategy used in
section 5.1.1. The system (5.1) in the new coordinates (5.47) has the form (5.4)-(5.6) withGτ as in (5.46).
We recall also that, by the remarks under Definition 2.15 and by Theorem 2.31, we have
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ] , M1 ∈ΣM1[r,N ]⊗M2(C) (5.48)
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with estimates uniform in τ ∈ [0,1], where Ω is in (3.2). We shall look for a solution of the Heisenberg
equation of the form
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ]= iEOpBW(A+(τ,Z ;x,ξ))[Z ]+R+(τ,Z )[Z ] , (5.49)
with A+, R+ as follows
A+(τ,Z ;x,ξ) :=
(
a+(τ,Z ;x,ξ) 0
0 a+(τ,Z ;x,−ξ)
)
, R+ ∈ΣR−ρ1 [r,N ]⊗M2(C) . (5.50)
In particular we make the ansatz (recall (3.1))
a+(τ,Z ;x,ξ)= a+m(τ,Z ;ξ)+a+m− 12 (τ,Z ;ξ)+
2ρ+m∑
j=0
a+
m− p+ j2
(τ,Z ;x,ξ) ,
a+
m− j2
(τ,Z ;x,ξ) ∈ΣΓm−
j
2
1 [r,N ] ∀ j ∈N
a+m(Z ;ξ)= (1+m+(τ,Z )) fm(ξ) , m+ ∈FR1 [r,N ] ,
M˜+(Z ;ξ) := a+
m− 12
(τ,Z ;ξ) ∈ΣΓm−
1
2
1 [r,N ] is independent of x ∈T,
M˜+(U ;ξ)− M˜+(U ;ξ) ∈ΣΓ01[r,N ].
(5.51)
Expanding the non-linear commutator as in (5.20)-(5.28) we get[
OpBW(iEC(τ,Z ;x,ξ))[Z ],Pτ(Z )
]
= iEOpBW
(
d (τ,Z ;x,ξ) 0
0 d (τ,Z ;x,−ξ)
)
[Z ]+Gρ(Z )[Z ] (5.52)
where Gρ ∈ΣR−ρ1 [r,N ]⊗M2(C) and
id (τ,Z ;x,ξ)= ic(τ,Z ;x,ξ)#ρ ia+(τ,Z ;x,ξ)− ia+(τ,Z ;x,ξ)#ρic(τ,Z ;x,ξ)
+ i(∂t c)(τ,Z ;x,ξ)− i(dZ a+)(τ,Z ;x,ξ)
[
iEOpBW(C(τ,Z ;x,ξ))[Z ]
] (5.53)
with
(∂t c)(τ,Z ;x,ξ) := (dZ c)(τ,Z ;x,ξ)[Pτ(Z )] .
In order to lighten the notation we shall sometimes omit the dependence on (τ,Z ;x,ξ) of the symbols.
By recalling the ansatz (5.51) and using the expansion (2.31) we get
d = {c ,a+m}+
m+2ρ∑
j=1
q j − (dZ a+)(τ,Z ;x,ξ)
[
iEOpBW(C(τ,Z ;x,ξ))[Z ]
]
,
q j ∈ΣΓ
m− p+ j2
1 [r,N ] , j = 1, . . . ,2ρ+m , m−
p+ j
2
6= δ (5.45),(5.44)= 1− p
2
,
q j := (∂t c)+ r j , m−
p+ j
2
:= 1− p
2
, r j ∈ΣΓδ1 [r,N ] .
(5.54)
Moreover the symbols q j depend only on c , a+m− j/2, qk , with k < j . Our aim is to prove the ansatz (5.49)
using the expansion (5.53). We shall solve the Heisenberg equation iteratively expanding the symbol in
(5.53) in decreasing orders as in (5.54).
Orderm. By (5.53), (2.31), we have that, at the highest order, the Heisenberg equation reads{
∂τa
+
m(τ,Z ;ξ)=−dZ a+m(τ,Z ;ξ)[OpBW(iEC(τ,Z ;x,ξ))[Z ]]
a+m(0,Z ;ξ)= (1+m(Z )) fm(ξ) .
(5.55)
Notice that the function
g (τ)= a+m(τ,Z (τ);ξ) (5.56)
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is constant along the solution generated by (5.46). By Theorem 2.31 such flow is well posed and invert-
ible. Hence the symbol
a+m(τ,Z ;ξ)= (1+m((Ψτ)−1(Z ))) fm(ξ)=: (1+m+(τ,Z )) fm(ξ) , (5.57)
belongs to ΣΓm1 [r,N ] and solves the problem (5.55). The symbol a
+
m(τ,Z ;ξ) in (5.57) is constant in x. We
have verified the ansatz (5.51) at the highest order.
Orderm−1/2. By (5.53), (2.31), we have that, at orderm−1/2, the Heisenberg equation reads
∂τa
+
m−1/2(τ,Z ;x,ξ)=−dZ a+m− 12 (τ,Z ;x,ξ)[Op
BW(iEC(τ,Z ;x,ξ))[Z ]]
a+
m− 12
(0,Z ;x,ξ)= M˜(Z ;ξ) .
(5.58)
Notice that the function g (τ)= a+m−1/2(τ,Z (τ);x,ξ) is constant along the solution of (5.46), therefore the
symbol
a+m−1/2(τ,Z ;x,ξ)= M˜((Ψτ)−1(Z );ξ)=: M˜+(τ,Z ;ξ)
belongs to ΣΓ
m− 12
1 [r,N ] and solves the problem (5.58). The symbol a
+
m− 12
(τ,Z ;x,ξ) in (5.57) clearly is
constant in x. Hence it verifies the ansatz (5.51).
Orderm−p/2. By (5.53), (5.54), we have that, at orderm−p/2, the Heisenberg equation reads
∂τa
+
m− p2
(τ,Z ;x,ξ)= {C (τ,Z ;x,ξ), (1+m+(τ,Z )) fm(ξ)}−dZ a+m− p2 (τ,Z ;x,ξ)[Op
BW(iEC(τ,Z ;x,ξ))[Z ]]
a+
m− p2
(0,Z ;x,ξ)= am− p2 (Z ;x,ξ) . (5.59)
Notice that the function g (τ)= a+
m− p2
(τ,Z (τ);x,ξ) satisfies
∂τg (τ)= {c(τ,Z ;x,ξ), (1+m+(τ,Z )) fm(ξ)}=−(1+m+(τ,Z ))(∂ξ fm)(ξ)(∂xc)(τ,Z ;x,ξ) ,
g (0)= am− p2 (Z (0);x,ξ)= am− p2 (U ;x,ξ) .
Therefore
a+
m− p2
(τ,Z ,x,ξ)=am− p2 ((Ψ
τ)−1(Z );x,ξ)
−
∫τ
0
(1+m+(σ,Ψσ(Ψτ)−1(Z )))(∂ξ fm)(ξ)(∂xc)(σ,Ψσ(Ψτ)−1(Z );x,ξ)dσ
solves the problem (5.59). Moreover, by Theorem 4.19 (see (4.119)), we have
a+
m− p2
(1,Z ;x,ξ)= m˜(Z ;ξ) (4.119):= 1
2π
∫
T
am− p2
(
(Ψ1)−1(Z );x,ξ
)
dx ,
i.e. a+
m− p2
(τ,Z ;x,ξ) at τ= 1 is constant in x ∈T.
Lower orders. Recalling (5.54), we have that the equation (5.6), at orderm− (p+ j )/2, reads
∂τa
+
m− p+ j2
(τ,Z ;x,ξ)=−dZ a+
m− p+ j2
(τ,Z ;x,ξ)[OpBW(iEC(τ,Z ;x,ξ))[Z ]]+q j (τ,Z ;x,ξ) (5.60)
a+
m− p+ j2
(0,z;x,ξ)= 0.
Setting
g (τ)= a+
m− p+ j2
(τ,Z (τ);x,ξ)
with Z (τ) satisfying (5.46) we note that
∂τg (τ)= q j (τ,Z (τ);x,ξ) ⇒ g (τ)=
∫τ
0
q j (σ,Z (σ);x,ξ)dσ.
Hence we have that
a+
m− p+ j2
(τ,Z ;x,ξ)=
∫τ
0
q j (σ,Ψ
σ(Ψτ)−1(Z );x,ξ)dσ∈ΣΓ j1[r,N ] ,
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solves the problem (5.60). To summarize by iterating the procedure above (by solving the problems
(5.60)) we construct a symbol a+ as in (5.51) such that the following holds. Define
Qτ(Z )=OpBW(iEA+(τ,Z ;x,ξ))[Z ]
with A+ of the form (5.50) with a+ as in (5.51). Then the operatorQτ(Z ) solves the problem{
∂τQ
τ(Z )=
[
OpBW(iEC(τ,Z ;x,ξ))[Z ],Qτ(Z )
]
+Gρ(τ;Z )
Q0(Z )= iEOpBW(A(Z ;x,ξ))[Z ] ,
where Gρ(τ;Z ) :=OpBW(Gρ(τ,Z ;x,ξ))[Z ] for some matrix of symbols Gρ ∈ ΣΓ−ρ1 [r,N ]⊗M2(C). The fact
that the difference Qτ −Pτ is a smoothing remainder in ΣR−ρ1 [r,N ]⊗M2(C) can be proved following
word by word the conclusion of the proof of Theorem 5.1.
5.2. Diagonalization of the para-differential matrix. In this section we show how to diagonalize a ma-
trix of para-differential operators up to smoothing remainders.
5.2.1. Diagonalizationof thematrix at the highest order. In this section we study how a para-differential
vector field conjugates under the flow in (2.51) with f (τ,u;x,ξ) as in (2.54). Let us consider X (U ) as in
(5.2) with thematrix A(U ;x,ξ) as follows
A(U ;x,ξ) := Am(U ;x,ξ)+ Am′ (U ;x,ξ) , m′ =m−
1
2
, Am(U ;x,ξ) := (1+ A˜m(U ;x)) fm(ξ) ,
A˜m(U ;x) :=
(
am(U ;x) bm(U ;x)
bm(U ;x) am(U ;x)
)
∈ΣF1[r,N ]⊗M2(C) , am(U ,x) ∈ΣFR1 [r,N ]
Am′(U ;x,ξ) :=
(
am′(U ;x,ξ) bm′(U ;x,ξ)
bm′(U ;x,−ξ) am′(U ;x,−ξ)
)
∈ΣΓm′1 [r,N ]⊗M2(C) ,
am′(U ;x,ξ)−am′ (U ;x,ξ) ∈ΣΓ01[r,N ] .
(5.61)
where fm ∈Γm0 and in particular it is am-homogeneousC∞(R+,R). We also assume that fm(ξ) is even in
ξ and the (3.1). Our aim is to conjugate system (5.1) with hypotheses (5.61) with the flowΨτC (U ) of (5.3)
with
Gτ(U ) :=OpBW
(
C(τ,U ;x)
)
[U ] C(τ,U ;x) :=
(
0 C (τ,U ;x)
C (τ,U ;x) 0
)
(5.62)
where the symbol C (τ,U ;x) in ΣF1[r,N ] is given by Theorem 4.13. Notice that the flow of (5.62) is well-
posed by Theorem 2.31 with generator as in (2.54). We define
Z :=
[ z
z
]
:=ΨτC (U )|τ=1 . (5.63)
Themain result of this section is the following.
Theorem 5.3. For r > 0 small enough the conjugate of X in (5.1)with assumption (5.61) has the form (see
(5.63))
Z˙ = iEOpBW(A+(Z ;x,ξ))[Z ]+R+(Z )[Z ] , R+ ∈R ∈ΣR−ρ1 [r,N ]⊗M2(C) ,
where
A+(Z ;x,ξ) := A+m(Z ;x,ξ)+ A+m′(Z ;x,ξ) , A+m(Z ;x,ξ) := (1+ A˜+m(Z ;x)) fm(ξ) ,
A˜+m(Z ;x) :=
(
a+m(Z ;x) 0
0 a+m(Z ;x)
)
∈ΣFR1 [r,N ]⊗M2(C) ,
A+m′(Z ;x,ξ) :=
(
a+m′(Z ;x,ξ) b
+
m′(Z ;x,ξ)
b+m′(Z ;x,−ξ) a+m′(Z ;x,−ξ)
)
∈ΣΓm′1 [r,N ]⊗M2(C) ,
a+m′(U ;x,ξ)−a+m′ (U ;x,ξ) ∈ΣΓ
0
1[r,N ] .
(5.64)
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The rest of the section is devoted to the proof of the result above and we will follow the strategy used
in section 5.1.1.
The system (5.61) in the new coordinates (5.63) has the form (5.4)-(5.6) with Gτ as in (5.62). We note
that because of the remarks under Definition 2.15 and by Theorem 2.31,
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ] , M1 ∈ΣM1[r,N ]⊗M2(C) ,
with estimate uniform in τ ∈ [0,1], where Ω is in (3.2). We shall look for a solution of the Heisenberg
equation of the form
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ]= iEOpBW(A+(τ,Z ;x,ξ))[Z ]+R+(τ,Z )[Z ] , (5.65)
with R+ ∈ΣR−ρ1 [r,N ]⊗M2(C) and A+ of the form
A+(τ,Z ;x,ξ) :=
(
a+(τ,Z ;x,ξ) b+(τ,Z ;x,ξ)
b+(τ,Z ;x,−ξ) a+(τ,Z ;x,−ξ)
)
. (5.66)
In particular we make the ansatz
a+(τ,Z ;x,ξ)= (1+a+m(τ,Z ;x)) fm(ξ)+
2(m+ρ)∑
j=1
a+
m− j2
(τ,Z ;x,ξ) ,
b+(τ,Z ;x,ξ)= b+m(τ,Z ;x) fm(ξ)+
2(m+ρ)∑
j=1
b+
m− j2
(τ,Z ;x,ξ) ,
a+m ∈FR1 [r,N ] , b+m ∈F1[r,N ] a+m− j2
,b+
m− j2
∈ΣΓm−
j
2
1 [r,N ] , j = 1, . . . ,2(m+ρ) .
(5.67)
Expanding the non-linear commutator as in (5.20)-(5.28) we get[
OpBW(C(τ,Z ;x,ξ))[Z ],Pτ(Z )
]
= iEOpBW
(
d1(τ,Z ;x,ξ) d2(τ,Z ;x,ξ)
d2(τ,Z ;x,−ξ) d1(τ,Z ;x,−ξ)
)
Z +Gρ(Z )[Z ]
where Gρ ∈ΣR−ρ1 [r,N ]⊗M2(C) and
d1 =−C (τ,Z ;x)#ρb+(τ,Z ;x,−ξ)−b+(τ,Z ;x,ξ)#ρC (τ,Z ;x)
− (dZ a+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x))[Z ]
] (5.68)
d2 =−C (τ,Z ;x)#ρa+(τ,Z ;x,−ξ)−a+(τ,Z ;x,ξ)#ρC (τ,Z ;x)
+ (∂tC )(τ,Z ;x)− (dZb+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x))[Z ]
] (5.69)
with
(∂tC )(τ,Z ;x) := (dZC )(τ,Z ;x)[Pτ(Z )] .
By recalling the ansatz (5.67) and using the expansion (2.31) we get
d1 =−2Re
(
C (τ,Z ;x)b+m(τ;Z ,x)
)
fm(ξ)−2
2(m+ρ)∑
j=1
Re
(
C (τ,Z ;x)b+
m− j2
(τ;Z ,x,ξ)
)
+
2(m+ρ)∑
j=1
q (1)j (τ,Z ;x,ξ)− (dZ a
+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x,ξ))[Z ]
] (5.70)
d2 =−2C (τ,Z ;x)(1+a+m(τ,Z ;x)) fm(ξ)−
2(m+ρ)∑
j=1
(
a+
m− j2
(τ,Z ;x,ξ)+a+
m− j2
(τ,Z ;x,−ξ)
)
C (τ,Z ;x)
+
2(m+ρ)∑
j=1
q (2)j (τ,Z ;x,ξ)− (dZb
+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x,ξ))[Z ]
] (5.71)
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where
q (1)j , q
(2)
j ∈ΣΓ
m− j2
1 [r,N ] . (5.72)
Moreover the symbols q (k)j depends only on the symbols C , a
+
m , b
+
m , q
(k)
p with p < j . Note that in the
notation above the term ∂tC in (5.69) is contained in q
(2)
2m. In the expansion for d2 we used that a
+
m is real
valued.
Our aim is to prove the ansatz (5.65), (5.67) using the expansions (5.68), (5.69).
Orderm. By (5.68), (5.69), the expansions (5.70), (5.71) and (5.67), we have that, at the highest order, the
Heisenberg equation reads∂τa
+
m(τ,Z ;x)=−Re
(
C (τ,Z ;x)b+m(τ;Z ,x)
)
−dZ a+m(τ,Z ;x)[OpBW(C(τ,Z ;x))[Z ]]
a+m(0,Z ;x)= am(Z ;x) ,
(5.73)
{
∂τb
+
m(τ,Z ;x)=−2(1+a+m (τ,Z ;x))C (τ,Z ;x)−dZb+m(τ,Z ;x)[OpBW(C(τ,Z ;x))[Z ]]
b+m(0,Z ;x)= bm(Z ;x) .
(5.74)
Notice that the problems (5.73), (5.74) have the form (4.86), (4.87). Therefore, by Theorem 4.13 we have
a+m(τ,Z ;x) ∈ΣFR1 [r,N ] , b+m(τ,Z ;x)∈ΣF1[r,N ] ,
with estimates uniform in τ ∈ [0,1] and
b+m(1,Z ;x)≡ 0.
Lower orders. Recalling (5.70), (5.71), (5.72) we have that the Heisenberg equation, at orderm− j/2, for
j ≥ 1, reads
∂τa
+
m− j2
(τ,Z ;x,ξ)=−2Re
(
C (τ,Z ;x)b+
m− j2
(τ,Z ;x,ξ)
)
+q (1)j (τ,Z ;x,ξ)
− (dZ a+
m− j2
)(τ,Z ;x,ξ)
[
OpBW
(
C(Z ;x)
)
[Z ]
]
,
a+
m− j2
(0,Z ;x,ξ)= a
m− j2
(Z ;x,ξ) ,
(5.75)
∂τb
+
m− j2
(τ,Z ;x,ξ)=−
(
a+
m− j2
(τ,Z ;x,ξ)+a+
m− j2
(τ,Z ;x,−ξ)
)
C (τ,Z ;x)+q (2)j (τ,Z ;x,ξ)
− (dZb+
m− j2
)(τ,Z ;x)
[
OpBW
(
C(Z ;x)
)
[Z ]
]
,
b+
m− j2
(0,Z ;x,ξ)= b
m− j2
(Z ;x,ξ) ,
(5.76)
where (recall (5.61)) we defined
a
m− j2
(Z ;x,ξ) := 0, b
m− j2
(Z ;x,ξ) := 0, j ≥ 2. (5.77)
Notice that the problems (5.75), (5.76) are of the form (4.109), (4.110). Since the symbols q (1)j ,q
(2)
j depend
only on the symbols C , a+m , b
+
m , q
(k)
p with p < j , we can iteratively solve the problems (5.75), (5.76) and
verify that, at the step j , the symbols q (1)j ,q
(2)
j satisfy the hypothesis (4.108). Therefore, by Proposition
4.18, we have that the solutions of (5.75), (5.76) satisfy
a+
m− j2
(τ,U ;x,ξ) , b+
m− j2
(τ,U ;x,ξ) ∈ΣΓm−
j
2
1 [r,N ] .
By iterating the procedure above we construct symbols a+,b+ as in (5.67) such that the following holds.
Define
Qτ(Z )=OpBW(iEA+(τ,Z ;x,ξ))[Z ]
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with A+ of the form (5.66) with a+,b+ as in (5.67). Then the operatorQτ(Z ) solves the problem{
∂τQ
τ(Z )=
[
OpBW(C(τ,Z ;x,ξ))[Z ],Qτ(Z )
]
+Gρ(τ;Z )
Q0(Z )= iEOpBW(A(Z ;x,ξ))[Z ] ,
where Gρ(τ;Z ) :=OpBW(Gρ(τ,Z ;x,ξ))[Z ] for some matrix of symbols Gρ ∈ ΣΓ−ρ1 [r,N ]⊗M2(C). The fact
that the difference Qτ −Pτ is a smoothing remainder in ΣR−ρ1 [r,N ]⊗M2(C) can be proved following
word by word the conclusion of the proof of Theorem 5.1.
5.2.2. Diagonalization of the matrix at lower orders. Let us consider the operator X (U ) as in (5.2) with
A(U ;x,ξ) :=
(
a(U ;x,ξ) b(U ;x,ξ)
b(U ;x,−ξ) a(U ;x,−ξ)
)
,
where
a(U ;x,ξ)= (1+am(U ;x)) fm(ξ)+am′ (U ;x,ξ) , m > 1, m′ =m−
1
2
,
b(U ;x,ξ)= bm′′(U ;x,ξ) ∈ΣΓm
′′
1 [r,N ] , m
′′ :=m′− p
2
, for some p ≥ 0
am(U ,x) ∈ΣFR1 [r,N ] , am′(U ;x,ξ) ∈ΣΓm
′
1 [r,N ] ,
am′(U ;x,ξ)−am′ (U ;x,ξ) ∈ΣΓ01[r,N ] .
(5.78)
where fm ∈ Γm0 and in particular is a m-homogeneous C∞(R+,R) and even in ξ ∈ R. Assume also that
(3.1) holds. Let us now consider the matrix of symbols
C(τ,U ;x,ξ) :=
(
0 C (τ,U ;x,ξ)
C (τ,U ;x,−ξ) 0
)
, C (τ,U ;x,ξ) ∈ΣΓδ1[r,N ] , δ :=m′′−m ,
where C (τ,U ;x,ξ) is the symbol given by Theorem 4.22 with m′ m′′, and let Ψτ be the flow of (5.3)
with
Gτ(U ) :=OpBW(C(τ,U ;x,ξ))[U ] . (5.79)
Notice that the flow of (5.3) with generator in (5.79) is well-posed by Theorem 2.31. We define
Z :=
[ z
z
]
:=Ψτ(U )|τ=1 . (5.80)
Themain result of this section is the following.
Theorem 5.4. For r > 0 small enough the conjugate of X in (5.1)with assumption (5.78) has the form (see
(5.80))
Z˙ = iEOpBW(A+(Z ;x,ξ))[Z ]+R+(Z )[Z ] , R+ ∈R ∈ΣR−ρ1 [r,N ]⊗M2(C) ,
and the matrix of symbols A+ ∈ΣΓm1 [r,N ]⊗M2(C) has the form
A+(Z ;x,ξ) :=
(
a+(Z ;x,ξ) b+(Z ;x,ξ)
b+(Z ;x,−ξ) a+(Z ;x,−ξ)
)
, (5.81)
where
a+(Z ;x,ξ)= (1+a+m(Z ;x)) fm(ξ)+a+m′(Z ;x,ξ) , b+(Z ;x,ξ)= b+m′′− 12 (Z ;x,ξ) ,
a+m(Z ,x)∈ΣFR1 [r,N ] , a+m′(Z ;x,ξ)∈ΣΓm
′
1 [r,N ] , b
+(Z ;x,ξ)∈ΣΓm
′′− 12
1 [r,N ]
a+m′(U ;x,ξ)−a+m′ (U ;x,ξ) ∈ΣΓ
0
1[r,N ] .
(5.82)
The rest of the section is devoted to the proof of the result above and we will follow the strategy used
in section 5.1.1.
The system in the new coordinates (5.80) has the form (5.4)-(5.6) with Gτ as in (5.79). We recall also
that, by the remarks under Definition 2.15 and by Theorem 2.31, we note that
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ] , M1 ∈ΣM1[r,N ]⊗M2(C) ,
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with estimate uniform in τ ∈ [0,1], where Ω is in (3.2). We shall look for a solution of the Heisenberg
equation of the form
Pτ(Z )= iEΩZ +M1(τ;Z )[Z ]= iEOpBW(A+(τ,Z ;x,ξ))[Z ]+R+(τ,Z )[Z ] ,
with A+, R+
A+(τ,Z ;x,ξ) :=
(
a+(τ,Z ;x,ξ) b+(τ,Z ;x,ξ)
b+(τ,Z ;x,−ξ) a+(τ,Z ;x,−ξ)
)
, R+ ∈ΣR−ρ1 [r,N ]⊗M2(C) . (5.83)
In particular we make the ansatz
a+(τ,Z ;x,ξ)= (1+a+m(τ,Z ;x)) fm(ξ)+a+m′ (τ,Z ;x,ξ)+
2(m+ρ)∑
j=0
a+
2m′′−m− j2
(τ,Z ;x,ξ) ,
b+(τ,Z ;x,ξ)= b+m′′(τ,Z ;x,ξ)+
2(m+ρ)∑
j=1
b+
m′′− j2
(τ,Z ;x,ξ) ,
a+m ∈ΣFR1 [r,N ] , a+m′ ∈ΣΓm
′
1 [r,N ] , a
+
2m′′−m− j2
∈ΣΓ2m
′′−m− j2
1 [r,N ] , b
+
m′′− j2
∈ΣΓm
′′− j2
1 [r,N ] ,
(5.84)
with j ≥ 0. Expanding the non-linear commutator as in (5.20)-(5.28) we get[
OpBW(C(τ,Z ;x,ξ))[Z ],Pτ(Z )
]
= iE
(
d1(τ,Z ;x,ξ) d2(τ,Z ;x,ξ)
d2(τ,Z ;x,−ξ) d1(τ,Z ;x,−ξ)
)
Z +Gρ(Z )[Z ]
where Gρ ∈ΣR−ρ1 [r,N ]⊗M2(C) and
d1 =−C (τ,Z ;x,ξ)#ρb+(τ,Z ;x,−ξ)−b+(τ,Z ;x,ξ)#ρC (τ,Z ;x,−ξ)
− (dZ a+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x,ξ))[Z ]
] (5.85)
d2 =−C (τ,Z ;x,ξ)#ρa+(τ,Z ;x,−ξ)−a+(τ,Z ;x,ξ)#ρC (τ,Z ;x,ξ)
+ (∂tC )(τ,Z ;x,ξ)− (dZb+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x,ξ))[Z ]
] (5.86)
with
(∂tC )(τ,Z ;x,ξ) := (dZC )(τ,Z ;x,ξ)[Pτ(Z )] .
By recalling the ansatz (5.84) and using the expansion (2.31) we get
d1 =−2
2(m+ρ)∑
j=0
Re
(
C (τ,Z ;x,ξ)b+
m′′− j2
(τ,Z ;x,ξ)
)
+
2(m+ρ)∑
j=2
q (1)j (τ,Z ;x,ξ)
− (dZ a+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x,ξ))[Z ]
] (5.87)
d2 =−2(1+a+m (τ,Z ;x)) fm(ξ)C (τ,Z ;x,ξ)
−
(
a+m′(τ,Z ;x,ξ)+a+m′(τ,Z ;x,−ξ)
)
C (τ,Z ;x,ξ)+
2(m+ρ)∑
j=0
q (2)j (τ,Z ;x,ξ)
− (dZb+)(τ,Z ;x,ξ)
[
OpBW(C(τ,Z ;x,ξ))[Z ]
] (5.88)
where
q (1)j ∈ΣΓ
2m′′−m− j2
1 [r,N ] , j ≥ 2,
depends only on the symbols C and b+
m′′− k2
with 0≤ k ≤ j −2 , while
q (2)j ∈ΣΓ
m′′− j2
1 [r,N ] , j ≥ 2, and
j
2
6=m ,
q (2)j = r j + (∂tC ) ,r j ∈ΣΓ
m′′− j2
1 [r,N ] , for
j
2
=m ,
A NON-LINEAR EGOROV THEOREM 71
depends only on the symbols C , a+m, a
+
m′ and a
+
2m′′−m−k/2 with k such that 2m
′′−m−k/2<m′′− j/2.
High orders of the symbol a+. By (5.85), (2.31), we have that, at the highest order, the Heisenberg equa-
tion at ordersm andm′ reads{
∂τa
+
m(τ,Z ;x)=−dZ a+m(τ,Z ;x)[OpBW(C(τ,Z ;x,ξ))[Z ]]
a+m(0,Z ;x)= am(Z ;x) fm(ξ) .
(5.89)
{
∂τa
+
m′(τ,Z ;x,ξ)=−dZ a+m′(τ,Z ;x,ξ)[OpBW(C(τ,Z ;x,ξ))[Z ]]
a+m′(0,Z ;x,ξ)= am′(Z ;x,ξ)) .
(5.90)
Notice that the functions
g1(τ)= a+m(τ,Z (τ);x) , g2(τ)= a+m′(τ,Z (τ);x,ξ)
are constant along the solution of (5.79). By Theorem 2.31 such flow is well posed and invertible. Hence
the symbols
a+m(τ,Z ;x,ξ)= am((Ψτ)−1(Z );x) , a+m′(τ,Z ;x,ξ)= am′((Ψτ)−1(Z );x,ξ) ,
belong respectively to ΣΓm1 [r,N ], ΣΓ
m′
1 [r,N ] and solves the problem (5.90).
High orders of the symbol b+. By (5.86), (2.31), we have that, at the highest order, the Heisenberg equa-
tion at ordersm′′ for the symbol b+ reads
∂τb
+
m′′(τ,Z ;x,ξ)=−2(1+a+m(τ,Z ;x)) fm(ξ)C (τ,Z ;x,ξ)−dZb+m′′(τ,Z ;x,ξ)[OpBW(C(τ,Z ;x,ξ))[Z ]]
b+m′′(0,Z ;x,ξ)= bm′′(Z ;x,ξ) . (5.91)
Notice that the function g (τ)= b+m′′(τ,Z (τ);x,ξ) satisfies
∂τg (τ)=−2(1+a+m (τ,Z (τ);x)) fm(ξ)C (τ,Z (τ);x,ξ) ,
g (0)= bm′′(Z (0);x,ξ)= bm′′(U ;x,ξ) .
Therefore
b+m′′(τ,Z ,x,ξ)=bm′′((Ψτ)−1(Z );x,ξ)
−2
∫τ
0
(1+a+m(σ,Ψσ(Ψτ)−1(Z ))) fm(ξ)C (σ,Ψσ(Ψτ)−1(Z );x,ξ)dσ
solves the problem (5.91). Moreover, by Theorem 4.22 (see (4.138)), one has that
b+m′′(1,Z ;x,ξ)
(4.138)= 0.
Lower orders. We start by studying the first lower order corrections to the symbols a+, b+ in (5.84)
which are respectively of order 2m′′−m andm′′− 12 . Recalling (5.87), (5.88), we have that theHeisenberg
equation, at these orders reads
∂τa
+
2m′′−m(τ,Z ;x)=−dZ a+2m′′−m(τ,Z ;x)[OpBW(C(τ,Z ;x,ξ))[Z ]]
−2Re
(
C (τ,Z ;x,ξ)b+m′′(τ,Z ;x,ξ)
)
,
a+2m′′−m(0,Z ;x)= 0,
(5.92)
∂τb
+
m′′− 12
(τ,Z ;x,ξ)=−dZb+m′′− 12 (τ,Z ;x,ξ)[Op
BW(C(τ,Z ;x,ξ))[Z ]]
−
(
a+m′(τ,Z ;x,ξ)+a+m′(τ,Z ;x,−ξ)
)
C (τ,Z ;x,ξ) ,
b+
m′′− 12
(0,Z ;x,ξ)= 0.
(5.93)
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The symbols b+m′′ and a
+
m′ have been already computed at the previous steps. Therefore, one can check
that
a+2m′′−m(τ,Z ;x,ξ) :=−2
∫τ
0
Re
(
C (τ,Ψσ(Ψτ)−1(Z );x,ξ)b+m′′(τ,Ψ
σ(Ψτ)−1(Z );x,ξ)
)
dσ ,
b+
m′′− 12
(τ,Z ;x,ξ) :=
∫τ
0
Q(σ,Ψσ(Ψτ)−1(Z );x,ξ)dσ ,
Q(τ,Z ;x,ξ) :=−
(
a+m′(τ,Z ;x,ξ)+a+m′(τ,Z ;x,−ξ)
)
C (τ,Z ;x,ξ) ,
solve the problems (5.92), (5.93). In particular, using the estimates (2.59) on the flowΨτ (and reasoning
as in section 4), one can prove that a+2m′′−m ∈ ΣΓ2m
′′−m
1 [r,N ] and b
+
m′′− 12
∈ ΣΓm
′′− 12
1 [r,N ]. For the lower
order terms we reason similarly and iteratively. Recalling (5.87), (5.88), we have that the Heisenberg
equation, at lower orders reads
∂τa
+
k (τ,Z ;x,ξ)=−2Re
(
C (τ,Z ;x,ξ)b+
m′′− j2
(τ,Z ;x,ξ)
)
−dza+k (τ,Z ;x,ξ)[OpBW(C(τ,Z ;x,ξ))[Z ]]+q (1)j (τ,Z ;x,ξ) (5.94)
a+k (0,z;x,ξ)= 0,
with k := 2m′′−m− j/2. It is important to note that 2m′′−m− j/2 <m′′− j/2. Then the corresponding
equation for the symbol b+
m′′− j2
does not depend on the symbol a+2m′′−m− j/2. Actually, recalling (5.88), we
have
∂τb
+
k (τ,Z ;x,ξ)=−dZb+k (τ,Z ;x,ξ)[OpBW(C(τ,Z ;x,ξ))[Z ]]+ q˜ (2)j (τ,Z ;x,ξ) (5.95)
b+k (0,z;x,ξ)= 0,
with k :=m′′− j2 for some q˜
(2)
j depending on q
(2)
j and a
+
p with p < 2m′′−m− j/2. One can easily check
that
a+k (τ,Z ;x,ξ)=−2
∫τ
0
Re
(
C (τ,Ψσ(Ψτ)−1(Z );x,ξ)b+
m′′− j2
(τ,Ψσ(Ψτ)−1(Z );x,ξ)
)
dσ
+
∫τ
0
q (1)j (σ,Ψ
σ(Ψτ)−1(Z );x,ξ)dσ∈ΣΓ j1[r,N ] , k = 2m′′−m−
j
2
,
b+k (τ,Z ;x,ξ)=
∫τ
0
q˜ (2)j (σ,Ψ
σ(Ψτ)−1(Z );x,ξ)dσ∈ΣΓk1 [r,N ] , k =m′′−
j
2
solve the problems (5.94), (5.95). To summarize by iterating the procedure above we construct symbols
a+,b+ as in (5.84) such that the following holds. Define
Qτ(Z )=OpBW(iEA+(τ,Z ;x,ξ))[Z ]
with A+ of the form (5.83) with a+,b+ as in (5.84). We define the matrix in (5.81) as A+(Z ;x,ξ) :=
A+(1,Z ;x,ξ). By the construction above we can note that the conditions in (5.82) are satisfied. More-
over the operatorQτ(Z ) solves the problem{
∂τQ
τ(Z )=
[
OpBW(C(τ,Z ;x,ξ))[Z ],Qτ(Z )
]
+Gρ(τ;Z )
Q0(Z )= iEOpBW(A(Z ;x,ξ))[Z ] ,
where Gρ(τ;Z ) :=OpBW(Gρ(τ,Z ;x,ξ))[Z ] for some matrix of symbols Gρ ∈ ΣΓ−ρ1 [r,N ]⊗M2(C). The fact
that the difference Qτ −Pτ is a smoothing remainder in ΣR−ρ1 [r,N ]⊗M2(C) can be proved following
word by word the conclusion of the proof of Theorem 5.1. This concludes the proof of Theorem 5.4.
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6. SYMPLECTIC CONJUGATIONS
In this section we explain how, with mild modifications, the change of coordinates of Section 3 can be
adapted to our Hamiltonian contexts. In other words in the case that the equation (3.4) has the Hamil-
tonian structure introduced in Section 1.3, one may be interested in preserving such a structure for the
equation in the new coordinates (3.6).
Para-differential Hamiltonian vector field. Let u be aC∞ function on the Twith values in C. We define
the following frequency localization:
Sξu :=
∑
|k |≤ε|ξ|
uke
ikx , (6.1)
for some 0< ε< 1. Let A(U ;x,ξ) ∈ΣΓm1 [r,N ]⊗M2(C) be amatrix of symbols real-to-real and self-adjoint,
i.e. satisfying (2.36) and (2.40) and consider the Hamiltonian function
H (U ) := 1
2
∫
T
OpBW(A(SξU ;x,ξ))U ·Udx , U =
[u
u
]
, (6.2)
where SξU := (Sξu,Sξu)T . We are going to show that the Hamiltonian vector field of H in (6.2), which
by definition is iJ∇H (U ), equals iEOpBW(A(U ;x,ξ))U modulo smoothing remainders. We need some
preliminary lemmas.
Lemma 6.1 (Differential of symbols). Fix p ∈N, m ∈R and consider a symbol a ∈ Γ˜mp . For u1, . . . ,up+1,h
in C∞(T;C2) define a linear operator on h as
F [h]= F (u2, . . . ,up+1)[h] :=OpBW(a(h, . . . ,up ;ξ))[up+1].
Then the operator F∗, the adjoint with respect to the L2 scalar product of F , belongs to the class R˜−ρp for
any ρ > 0.
Proof. First we note that
F [h] :=
∑
n0∈Z
∑
σ1n1+σ2n2+...+σpnp=σ0n0−σp+1np+1
C
np+1
n1,...,np (Πn1h)(Πn2u2) . . . (Πnpup)(Πnp+1up+1)
for some coefficientsC
np+1
n1,...,np ∈C, σi ∈ {±}, which are different from zero only if
p∑
j=1
|n j | ≤ ε〈np+1〉, 0< ε≪ 1.
Then one has that (
F [h],up+2
)
L2
=
∫
T
F [h] ·up+2 =
∫
T
h ·L(u2, . . . ,up+1)[up+2],
where the operator L is defined as
L(u2, . . . ,up+1)[up+2] :=∑
j∈Z
∑
σ2n2+σ3n3+...+σp+1np+1−np+2=n1
C
np+1
− j ,...,np (Πn2u2) . . . (Πnpup)(Πnp+1up+1)(Π−np+2up+2) .
In order to obtain the thesis it is sufficient to prove that L belongs to the class of remainders, i.e. one has
to show that (2.17) holds. First we note that, using (2.8), there exists µ> 0 such that
‖Π jL(Πn2u2, . . . ,Πnp+1up+1)Πnp+2up+2‖L2 ≤Cmax(〈n2〉, . . . ,〈np+1〉,〈np+2〉)µ
p+2∏
j=2
‖Πn ju j‖L2 . (6.3)
We remind that L is different from zero only if the following two conditions hold:
p∑
i=2
|ni |+ | j | ≤ ε〈np+1〉, σ2n2+σ3n3+ . . .+σp+1np+1−np+2 =−σ1n1.
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Hence there exist constants c ,C > 0 such that
cmax(〈n2〉, . . . ,〈np+1〉,〈np+2〉)≤max2(〈n2〉, . . . ,〈np+1〉,〈np+2〉)≤Cmax(〈n2〉, . . . ,〈np+1〉,〈np+2〉),
which, together with (6.3), proves that L satisfies the estimate (2.17) for any ρ > 0. 
In the following lemma we prove that a para-differential operatorOpBW(a(u;x,ξ)) equals to the trun-
cated oneOpBW(a(Sξu;x,ξ)) modulo smoothing remainders.
Lemma 6.2. Fix p ∈N, m ∈R, r > 0, any ρ > 0 and consider a(u;ξ)∈Γmp [r ] and set
R(u) :=OpBW(a(u;x,ξ)−a(Sξu;x,ξ)) .
Then R(u) belongs to the classR
−ρ
p [r ].
Proof. Let v ∈H s , expanding we obtain
R(u)v =
∑
k∈Z
e ikx
∑
j :|k− j |≤ε| j |
(
a(u; j )−a(S ju; j )
)
k− j v j .
Setting R ju = u−S ju there exists σ ∈ (0,1) such that
R(u)v =
∑
k∈Z
e ikx
∑
j :|k− j |≤ε| j |
(
dua(u−σR ju)R ju
)
k− j v j
=
∑
k∈Z
e ikx
∑
j :|k− j |≤ε| j |
∑
j ′:| j ′|>ε| j |
(
dua(u−σR ju)
)
k− j− j ′ (R ju) j ′v j .
Therefore
‖R(u)v‖2H s+ρ ≤
∑
k∈Z
( ∑
j :|k− j |≤ε| j |
∑
j ′:| j ′|>ε| j |
∣∣∣(dua(u−σR ju))k− j− j ′ (R ju) j ′v j ∣∣∣〈k〉s+ρ
)2
≤C
∑
k∈Z
( ∑
j :|k− j |≤ε| j |
∑
j ′:| j ′|>ε| j |
∣∣∣(dua(u−σR ju))k− j− j ′∣∣∣ ∣∣(R ju) j ′∣∣〈 j ′〉ρ ∣∣v j ∣∣〈 j 〉s
)2
≤C‖dua(u−σR ju)‖2H s0 ‖u‖2H s0+ρ‖v‖2H s ,
for any s0 > 1/2, C > 0 depending on s. This implies the bound (2.20). The bound on the differential in u
follows by (2.11) on the symbol a and reasoning similarly. This concludes the proof. 
We leave to the reader the proof of the following lemma which is similar to the one of Lemma 6.2.
Lemma 6.3. Fix p ∈N, m ∈R, r > 0, any ρ > 0 and consider a(u;ξ)∈ Γ˜mp and set
R(u) :=OpBW(a(u;x,ξ)−a(Sξu;x,ξ)) .
Then R(u) belongs to the class R˜−ρp .
In the following proposition we give an explicit structure of the Hamiltonian vector field of theHamil-
tonian function in (6.2) as a sum of a para-differential operator plus a smoothing term.
Proposition 6.4. Fix p ∈ N, m ∈ R, r > 0, any ρ > 0 and let A(U ;x,ξ) ∈ ΣΓmp [r,N ]⊗M2(C) of the form
(2.36), consider the Hamiltonian function H (U ) in (6.2). Then there exist R ∈ ΣR−ρp [r,N ]⊗M2(C) such
that
XH (U )= iJ∇H (U )= iEOpBW(A(U ;x,ξ))U +R(U )U .
Proof. By using (6.2) and (2.36) we have the following
H (U )=H (u,u)=1
2
∫
T
(
OpBW(a(Sξ(u,u);x,ξ))u ·u+OpBW(b(Sξ(u,u);x,ξ))u ·u
+OpBW(b(Sξ(u,u);x,−ξ))u ·u+OpBW(a(Sξ(u,u);x,−ξ))u ·u
)
dx.
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We prove the theorem for the first addendum, one can deal with the others in the same way and deduce
the thesis. Since a(U ;x,ξ) ∈ ΣΓmp [r,N ] we may decompose it as a sum of multilinear terms in Γ˜mj and a
non homogeneous one in ΓmN [r ]. We have
∂u
(∫
T
OpBW(a(Sξ(u,u);x,ξ))u ·udx
)
=OpBW(a(Sξ(u,u);x,ξ))u+F∗[u],
where F∗ is the adjoint of the linear operator F : h 7→ OpBW(dua(Sξ(u,u))h)u. Thanks to Lemma 6.2
it is enough to prove that the addendum F∗[u] is a smoothing remainder in the class ΣR−ρp [r,N ]. The
multilinear counterpart of this claim is true thanks to Lemma 6.1. In the following we prove that the non
homogeneous part of F∗[u] is a smoothing remainder. With abuse of notation let a be in ΓmN [r ], we have∫
T
OpBW
(
[∂ua(S ju)]S jh
)
u ·udx =
∑
k∈Z
(∑
j∈Z
(∂ua(S ju)S jh)k− ju j
)
(u−k)
=
∑
k∈Z
∑
|k− j |≤ε| j |
∑
| j ′|≤ε| j |
(∂ua(S ju))k− j− j ′(h) j ′u j (u)−k
=
∑
j ′∈Z
h j ′
∑
ε| j |>| j ′|
∑
|k− j |≤ε| j |
(∂ua(S ju))k− j− j ′u j (u)−k
:=
∑
j ′
h j ′( f )− j ′ .
Therefore we can continue as follows
‖ f ‖2H s+ρ ≤
∑
m∈Z
( ∑
|k− j |≤ε| j |
∑
|m|≤ε| j |
|(dua(S ju))k− j+m||u j ||(u)−k |〈m〉s+ρ
)2
≤
∑
m∈Z
( ∑
|k− j |≤ε| j |
∑
j∈Z
|(dua(S ju))k− j+m||u j |〈 j 〉s |(u)−k |〈m〉ρ
)2
≤
∑
m∈Z
(∑
k∈Z
∑
j∈Z
|(dua(S ju))k− j+m||u j |〈 j 〉s |(u−k )|〈k〉ρ
)2
≤ ‖dua(Sξu)‖H s0 ‖u‖H s‖u‖H s0+ρ .
As done in Lemma 6.2 one concludes that f is a smoothing remainder hence the result follows. 
Symplectic Flows. In this section we study the symplectic corrections of the flows considered in Section
2.5.2. Consider a symbol f (τ,U ;x,ξ) as in (2.52), (2.53), (2.54), (2.55) a symbol g (τ,U ;x,ξ) ∈ ΣΓm1 [r,N ],
m ≤ 0, and assume that
f (τ,U ;x,ξ)= f (τ,U ;x,ξ) , g (τ,U ;x,−ξ)= g (τ,U ;x,ξ) .
We also assume that the symbols f (τ,U ;x,ξ), g (τ,U ;x,ξ) satisfy the estimates (2.8)-(2.11) uniformly in
τ ∈ [0,1]. Let us define the operator
G (U )[·] :=OpBW
(
f (τ,U ;x,ξ) g (τ,U ;x,ξ)
g (τ,U ;x,−ξ) f (τ,U ;x,−ξ)
)
[·] , (6.4)
and the Hamiltonian functionG(U ) :H s(T;C)∩U →R defined as
G(U ) :=
∫
T
G (SξU )[U ] ·Udx , (6.5)
where Sξ is defined in (6.1). We have the following result.
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Proposition 6.5. (Symplectic flow). Let us defineΨτG , τ ∈ [0,1], the flow generated by the HamiltonianG
in (6.5). We have thatU (τ) :=ΨτG (U0) , U0 ∈H s(T;C2)∩U , solves the problem
∂τU = iJ∇G(U ) = iEG (U )[U ]+R(U )U , U (0)=U0 , (6.6)
whereR ∈ΣR−ρ1 [r,N ]⊗M2(C). The mapΨτG satisfies estimates like (2.57)-(2.59) and it is symplectic, i.e.
λ
(
Ψ
τ
G (U ),Ψ
τ
G (V )
)
=λ
(
U ,V
)
, ∀U , V ∈U ,
where λ(·, ·) is the symplectic form in (1.19).
Proof. Notice that the operator G (U ) in (6.4) is self-adjoint according to Definition 2.29. Hence formula
(6.6) follows by Proposition 6.4. The flow ΨτG is well-posed by Theorem 2.31. Moreover it is symplectic
since it is the flow on an Hamiltonian vector field. 
Proof of Theorem 3.3 . In order to prove Theorem 3.1 we apply iteratively Theorems 5.3, 5.4, 5.1 and 5.2.
The maps provided by such results are constructed as flows of para-differential vector fields. In order
to obtain a symplectic correction to such maps one can reason as follows. Instead of considering the
flows generated by (5.62), (5.79), (5.11) and (5.46) one can consider their symplectic corrections gener-
ated by Hamiltonian functions of the form (6.5). By Proposition 6.5 the maps constructed in this way
are symplectic. Moreover the generators of such flows have the form (6.6). In other words the genera-
tor of the symplectic correction to the maps (5.62), (5.79), (5.11) and (5.46) has the same form up to a
smoothing remainder. Therefore the results of Theorems 5.3, 5.4, 5.1 and 5.2 hold true with some very
mild modifications of their proofs.
In order to prove the self-adjointness of the operator L (Z ) is it sufficient to show that the symbol
m(Z ;ξ) is real valued. We need to enter the proofs of the results in section 5.
First of all, since X (U ) in (3.4) is Hamiltonian, then the matrix A(U ;x,ξ) in (3.5) is self-adjoint, i.e.
it satisfies (2.40). In giving the proof of Theorem 5.3 with this additional assumption on A(U ;x,ξ) it is
evident that the matrix A+(Z ;x,ξ) in (5.64) still satisfies (2.40). This can be deduced from equations
(5.67)-(5.69) and (5.73), (5.74). This gives the self-adjointness at the highest order m. One can check
this property at lower orders by using equations (5.75), (5.76). At this point rename A+ = A and apply
Theorem 5.4. In the same way one deduces the self-adjointness of the matrix A+ in (5.81) by equations
(5.84)-(5.86) and (5.89), (5.90), at the highest order. Similarly for the lower orders.
One has to repeat this check in the proofs of Theorems 5.1, 5.2. 
7. POINCARÉ-BIRKHOFF NORMAL FORMS
The proof of the Theorem 3.7 is based on the iterative procedure which is performed in the following
subsections.
7.1. Abstract conjugation results. In this section we provide a conjugation result of a vector field of the
form (3.12) under the flow generated either by Fourier multipliers or by smoothing reminders. We shall
we consider the system
U˙ =X (U )= iEΩU + iEOpBW
(
N(U ;ξ)
)
U +R(U )[U ] , U (0)=U0 , (7.1)
whereΩ is in (3.2),R ∈ΣR−ρ1 [r,N ]⊗M2(C),N(Z ;ξ)∈ΣΓm1 [r,N ]⊗M2(C) is independent of x ∈T and has
the form
N(U ;ξ) :=
[n(U ;ξ) 0
0 n(U ;−ξ)
]
,
for some n ∈ΣΓm1 [r,N ] real valued.
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7.1.1. Flows of Fourier multipliers. Fix p ∈N and consider the matrix of symbols
Bp(U ;ξ) :=
(
bp (U ;ξ) 0
0 bp(U ;−ξ)
)
, bp(U ;ξ) ∈ Γ˜mp , (7.2)
where bp is real, independent of x ∈T and admits the expansion (2.16). Consider the Hamiltonian func-
tion (recall (6.1))
G (U ) := 1
2
∫
T
OpBW(Bp (SξU ;ξ))U ·Udx . (7.3)
We are using the abuse of notation bp(U ;ξ) := bp(U , . . . ,U ;ξ). Let A˜ τp be the solution of{
∂τA˜
τ
p (U )= XG (A˜ τp (U ))
A˜
0
p (U )=U ,
(7.4)
where XG is the Hamiltonian vector field of (7.3) and has the form (see Proposition 6.4 and Lemma 6.3)
XG (U )= iEOpBW(Bp(U ;ξ))U +Bp(U )U , Bp ∈ R˜−ρp . (7.5)
We prove the following.
Proposition 7.1. For r > 0 small enough the following holds. Setting (recall (3.6), (7.1))
W := A˜p(U ) := A˜ 1p (U ) , X +(W ) := Pτ(W )|τ=1 := dA˜ τp
(
A˜
−τ
p (W )
)[
X (A˜ −τp (W ))
]
|τ=1 , (7.6)
we have that {
W˙ =X +(W ) := iEΩW + iEOpBW
(
N+(W ;ξ)
)
[W ]+R+(W )[W ]
W (0)=A (Z0)
(7.7)
whereR+ ∈ΣR−ρ1 [r,N ]⊗M2(C) andN+ ∈ΣΓm1 [r,N ]⊗M2(C) is independent of x ∈T, real valued and has
the form
N+(W ;ξ) :=
(
n+(W ;ξ) 0
0 n+(W ;−ξ)
)
,
n+(W ;ξ)= n(A˜ −1p (W );ξ)+
∫1
0
(dZbp)
(
A˜
σ
p A˜
−1
p (W );ξ
)
[Pσ
(
A˜
σ
p A˜
−1
p (W )
)
]dσ .
(7.8)
Moreover, for any s ≥ s0, the maps A˜ ±1p are symplectic and satisfy
‖A˜ ±1p (U )‖H s ≤ ‖U‖H s (1+C‖U‖
p
H s0 ) , (7.9)
for some constant C > 0 depending on s.
Proof. The estimates (7.9) on the flow of (7.4) follow by Theorem 2.31. The vector field X in (7.1) in the
new coordinatesW has the form (7.6). In particular Pτ satisfies, for τ∈ [0,1], (recall (7.1), (7.4)){
∂τP
τ(W )=
[
XG (W ),P
τ(W )
]
P0(W )=X (W ) .
(7.10)
Moreover, by the remarks under Definition 2.15 and by Theorem 2.31, we note that
Pτ(W )= iEΩW +M1(τ;W )[W ] , M1 ∈ΣM1[r,N ]⊗M2(C) , (7.11)
with estimate uniform in τ∈ [0,1]. Actually we shall prove that
Pτ(W )= iEΩW + iEOpBW(N+(τ,W ;ξ))[W ]+R+(τ,W )[W ] ,
withN+, R+ as follows
N+(τ,W ;ξ) :=
(
n+(τ,W ;ξ) 0
0 n+(τ,W ;−ξ)
)
, R+ ∈ΣR−ρ1 [r,N ]⊗M2(C) . (7.12)
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In particular we make the ansatz that n+(τ,W ;ξ) is real valued and x-independent. By expanding the
non linear commutator as in (5.23)-(5.28), and using thatN+,Bp are independent of x we deduce (recall
(7.5)) [
XG (W ),P
τ(W )
]
=OpBW
(
iE (dWBp)(W ;ξ)[P
τ(W )]
)
[W ] (7.13)
−OpBW
(
iE (dWM
+)(τ,W ;ξ)[XG (W )]
)
[W ] (7.14)
+OpBW(iEBp (τ,W ;ξ))
[
R
+(τ,W )[W ]
]
+Bp (W )R+(τ,W )[W ] (7.15)
−R+(τ,W )[XG (W )]− (dW R+)(τ,W )[XG (W )] . (7.16)
Notice that, by (7.11) (recall also (7.2)), we have
(∂tbp)(W ;ξ) := (dW bp)(W ;ξ)
)
[Pτ(W )] ∈ΣΓmp [r,N ] . (7.17)
Orderm. By (7.13)-(7.16) we have that, at the highest order, the equation (7.10) reads{
∂τn
+(τ,W ;ξ)= (∂tbp)(W ;ξ)−dW n+(τ,W ;ξ)[XG (W )]
n+(0,W ;ξ)= n(W ;ξ) . (7.18)
Notice that, if n+ solves (7.18), the function
g (τ)= n+(τ,W (τ);ξ)
whereW (τ)= A˜ τp (U ) in (7.4), satisfies
∂τg (τ)= (∂tbp)(W (τ);ξ) , g (0) := n(Z ;ξ) , ⇒ g (τ)= g (0)+
∫τ
0
(∂tbp)(W (σ);ξ)dσ .
Therefore
n+(τ,W ;ξ) := n(A˜ −τp (W );ξ)+
∫τ
0
(∂tbp)(A˜
σ
p A˜
−τ
p (W );ξ)dσ , (7.19)
solves the problem (7.18). Reasoning as in Section 4 (see for instance the proof of Lemma 4.4) using the
estimates of Theorem 2.31, one deduces that n+(τ,W ;ξ) belongs to ΣΓm1 [r,N ]. By (7.19), (7.17) one gets
the (7.8).
Define
Qτ(W )= iEΩW +OpBW(iEN+(τ,W ;ξ))[W ]
withN+ of the form (7.12). Then the operatorQτ(W ) solves the problem (recall (7.4), (7.13)-(7.16), (7.18)){
∂τQ
τ(W )=
[
XG (W ),Q
τ(W )
]
Q0(W )= iEΩW + iEOpBW(N(W ;ξ))[W ] .
(7.20)
It remains to prove that the differenceQτ−Pτ is a smoothing remainder in in ΣR−ρ1 [r,N ]⊗M2(C). First
of all we write
Qτ(W )−Pτ(W )=V τ ◦ (A˜ τp )−1(W ) ,
where, recalling (7.6),
V τ(U ) :=Qτ ◦ A˜ τp (U )− (dU A˜ τp )(U )[X (U )] .
Reasoning as for the operator in (5.41) we deduce (see (7.1)){
∂τV
τ(U )= (dW (τ)XG )(A˜ τp )
[
V τ
]
,
V 0(U )=−R(U )U .
(7.21)
Reasoning as done for (5.42) one can check V τ ∈ΣR−ρ1 [r,N ]⊗M2(C). This implies that R+(τ,W )[W ] :=
Qτ(W )−Pτ(W ) (again using Theorem 2.31) belongs toΣR−ρ1 [r,N ]⊗M2(C). Hence we have the (7.7). 
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7.1.2. Flows of smoothing remainders. In this section we consider the flow A τp of{
∂τA
τ
p (U )=Q
(p)
aux (A
τ
p (U ))A
τ
p (U )
A
0
p (U )=U ,
(7.22)
where Q(p)aux ∈ R˜−ρp , this problem is well-posed by standard theory of ODEs on Banach spaces. Assume
also thatQ(p)aux (U )U is Hamiltonian, i.e. there is a map Q
(p) ∈ M˜p ⊗M2(C) such that (recall (1.18))
Q
(p)
aux (U )U = XC (U ) , C (U ) :=
∫
T
Q(p)(U )U ·Udx . (7.23)
Recalling the system (7.1) we define
W :=Ap (U ) :=A 1p (U ) , X +(W ) := Pτ(W )|τ=1 := dA τp
(
A
−τ
p (W )
)[
X (A −τp (W ))
]
|τ=1 . (7.24)
We prove the following.
Proposition 7.2. For r > 0 small enough the following holds. The functionW in (7.24) satisfies{
W˙ =X +(W ) := iEΩW + iEOpBW
(
N+(W ;ξ)
)
[W ]+R+(W )[W ]
W (0)=A (Z0)
(7.25)
where R+ ∈ ΣR−ρ1 [r,N ]⊗M2(C) andN+ ∈ ΣΓm1 [r,N ]⊗M2(C) is independent of x ∈T, real valued and it
has the form
N+(W ;ξ) :=
(
n+(W ;ξ) 0
0 n+(W ;−ξ)
)
, n+(τ,W ;ξ) := n(A −τp (W );ξ) . (7.26)
Moreover, for any s ≥ s0, the maps A ±1p are symplectic and satisfy
‖A ±1p (U )‖H s ≤ ‖U‖H s (1+C‖U‖
p
H s0 ) , (7.27)
for some constant C > 0 depending on s.
Proof. The field Pτ in (7.24) satisfies, for τ ∈ [0,1], (recall (7.1)){
∂τP
τ(W )=
[
Q
(p)
aux (W )W,P
τ(W )
]
P0(W )=X (W ) .
(7.28)
Moreover, by the remarks under Definition 2.15 and by Theorem 2.31, we note that
Pτ(W )= iEΩW +M1(τ;W )[W ] , M1 ∈ΣM1[r,N ]⊗M2(C) , (7.29)
with estimate uniform in τ∈ [0,1]. Actually we shall prove that
Pτ(W )= iEΩW + iEOpBW(N+(τ,W ;ξ))[W ]+R+(τ,W )[W ] ,
withN+ ∈ΣΓm1 [r,N ]⊗M2(C), Q+ ∈ΣR
−ρ
1 [r,N ]⊗M2(C) and
N+(τ,W ;ξ) :=
(
n+(τ,W ;ξ) 0
0 n+(τ,W ;−ξ)
)
. (7.30)
Furthermore we make the ansatz that n+(τ,W ;ξ) is real valued and x-independent. By expanding the
non linear commutator as in (5.23)-(5.28), we deduce[
Q
(p)
aux(W )W,P
τ(W )
]
=Q(p)aux (W )
[
Pτ(W )
]
+ (dW Q(p)aux (W )W )
[
Pτ(W )
]
(7.31)
−R+(W )
[
Q
(p)
aux (W )W
]
− (dW R+(W )W )
[
Q
(p)
aux (W )W
]
(7.32)
−OpBW
(
N+(τ,W ;ξ)
)[
Q
(p)
aux (W )W
]
(7.33)
−OpBW
(
(dWN
+)(τ,W ;ξ)
[
Q
(p)
aux (W )W
])
[W ] . (7.34)
80 ROBERTO FEOLA AND FELICE IANDOLI
Notice that, by (7.29), we have
d
dt
(
Q
(p)
aux (W )W
)
=Q(p)aux (W )
[
Pτ(W )
]
+ (dWQ(p)aux (W )W )
[
Pτ(W )
]
∈ΣR−ρ1 [r,N ] . (7.35)
Orderm. By (7.31)-(7.35) we have that, at the highest order, the equation (7.28) reads (recall (7.1), (7.30)){
∂τn
+(τ,W ;ξ)=−dZn+(τ,W ;ξ)[Q(p)aux (W )W ]
n+(0,W ;ξ)= n(W ;ξ) .
(7.36)
Notice that, if n+ solves (7.36), the function g (τ)= n+(τ,W (τ);ξ) is constant along the solution of (7.22).
Therefore
n+(τ,W ;ξ) := n(A −τp (W );ξ) , (7.37)
solves the problem (7.36). Reasoning as in Section 4 (see for instance the proof of Lemma 4.4) using the
estimates of Theorem 2.31, one deduces that n+(τ,W ;ξ) belongs to ΣΓm1 [r,N ]. This proves the (7.26).
Let us now define
Qτ(W )= iEΩW +OpBW(iEN+(τ,W ;ξ))[W ]
with N+ of the form (7.30), (7.37). Then the operator Qτ(W ) solves the problem (recall (7.22), (7.31)-
(7.34), (7.36)) {
∂τQ
τ(W )=
[
Q
(p)
aux (W )W,Q
τ(W )
]
+Gρ(W )W
Q0(W )= iEΩW + iEOpBW(N(W ;ξ))[W ] ,
(7.38)
for someGρ ∈ΣR−ρ1 [r,N ]⊗M2(C). It remains to prove that the differenceQτ−Pτ is a smoothing remain-
der in in ΣR−ρ1 [r,N ]⊗M2(C). First of all we write
Qτ(W )−Pτ(W )=V τ ◦ (A τp )−1(W ) ,
where, recalling (7.24),
V τ(U ) :=Qτ ◦A τ1 (U )− (dUA τ1 )(U )[X (U )] .
Reasoning as for the operator in (5.41) we deduce (see (7.1)){
∂τV
τ(Z )= (dZQaux )(A τp )
[
V τ
]
, Qaux (Z ) :=Q(p)aux (Z )Z ,
V 0(Z )=−R(Z )Z .
(7.39)
Reasoning as done for (5.42) one can check that V τ ∈ΣR−ρ1 [r,N ]⊗M2(C). This implies that the remain-
der R+(τ,W )[W ] :=Qτ(W )−Pτ(W ) (again using Theorem 2.31) belongs to ΣR−ρ1 [r,N ]⊗M2(C). Hence,
by the discussion above, we have obtained the (7.25). 
7.2. Elimination of quadratic terms. Consider the system (3.12). By hypothesis we have (see also (3.8))
M(Z ;ξ)=M1(Z ;ξ)+M≥2(Z ;ξ) , M1(Z ;ξ)∈ Γ˜m1 ⊗M2(C) , M≥2(Z ;ξ)∈ΣΓm2 [r,N ]⊗M2(C) ,
Q(Z )=Q1(Z )+Q≥2(Z ) , Q1(Z )∈ R˜−ρ1 ⊗M2(C) Q≥2(Z )∈ΣR
−ρ
2 [r,N ]⊗M2(C) .
The aim of this section is to eliminate the quadratic vector field
Y2(Z ) :=OpBW(M1(Z ;ξ))Z +Q1(Z )Z ,
in (3.12). This will be done into two steps. We shall first reduce the symbol M1(Z ;x) (see section 7.2.1)
and then the smoothing operatorQ1(Z ) (see section 7.2.2). Before giving the proof we make a comment
on the symbolm1(Z ;ξ). By the expansion (2.16) (with p = 1) and the fact thatm1(Z ;ξ) is independent of
x ∈Twe can write
m1(U ;ξ)=
∑
j∈Z
e i j xu j (m1)
+
j (ξ)+e−i j xu j (m1)−j (ξ)= u0(m1)+0 (ξ)+u0(m1)−0 (ξ) . (7.40)
Notice thatm1(U ;ξ) depends only on the average u0 of u. We shall assume that (see (3.2)) ω0 6= 0.
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7.2.1. Elimination of linear symbols. Notice that the system (3.12) has the form (7.1) withN M, R 
Q, U  Z . Consider now a real valued, independent of x ∈ T symbol b1 ∈ Γ˜m1 and the matrix B1(Z ;ξ)
having the form (7.2) with p = 1. Let A˜ τ1 be the flow of (7.4) generated by the Hamiltonian (7.3) with
p = 1. By Proposition 7.1 we have that the variable
W := A˜1(Z ) := A˜ 11 (Z ) , Y˜ (1)(W ) := Pτ(W )|τ=1 := dA˜ τ1
(
A˜
−τ
1 (W )
)[
Y (A˜ −τ1 (W ))
]
|τ=1 ,
satisfies (recall (3.12), (7.7)){
W˙ = Y˜ (1)(W ) := iEΩW + iEOpBW
(
M˜(1)(W ;ξ)
)
[W ]+Q˜(1)(W )[W ]
W (0)= A˜ (Z0)
(7.41)
where Q˜(1) ∈ΣR−ρ1 [r,N ]⊗M2(C) and M˜(1) ∈ΣΓm1 [r,N ]⊗M2(C) is independent of x ∈T, real valued and
has the form
M˜(1)(W ;ξ) :=
(
m˜(1)(W ;ξ) 0
0 m˜(1)(W ;−ξ)
)
,
m˜(1)(W ;ξ)=m(A˜ −11 (W );ξ)+
∫1
0
(dZb1)
(
A˜
σ
1 A˜
−1
1 (W );ξ
)
[Pσ
(
A˜
σ
1 A˜
−1
1 (W )
)
]dσ .
(7.42)
The homological equation. We look for a linear symbol b1 ∈ Γ˜m1 such that the symbol m˜(1)(W ;ξ) in (7.42)
is at least quadratic in the variableW . In order to do this we reason as follows. First of all, by Theorem
2.31, we deduce that the flow A˜ τ1 of (7.4) is such that
A˜
τ
1 (Z )= Z +N1(τ,Z )[Z ] , A˜ −τ1 (Z )= Z +N2(τ,Z )[Z ] , N1,N2 ∈ΣM1[r,N ]⊗M2(C) ,
with estimates uniform in τ ∈ [0,1]. Recall also that, by hypothesis, one has
m(Z ;ξ)=m1(Z ;ξ)+m≥2(Z ;ξ) , m1 ∈ Γ˜m1 , m≥2 ∈ΣΓm2 [r,N ] .
Therefore, using also (7.11) and the composition Proposition 2.27, we can write m˜(1) in (7.42) as
m˜(1)(W ;ξ)= m˜(1)1 (W ;ξ)+ m˜
(1)
≥2(W ;ξ) , m˜
(1)
≥2 ∈ΣΓm2 [r,N ]⊗M2(C) ,
m˜
(1)
1 (W ;ξ) :=m1(W ;ξ)+ (dW b1)(W ;ξ)
[
iΩW
]
. (7.43)
We prove the following.
Lemma 7.3. (Homological equation). There exists a symbol b1 ∈ Γ˜m1 such that (see (7.43))
m˜
(1)
1 (W ;ξ)= 0. (7.44)
Moreover b1 is real valued.
Proof. We look for a symbol b1 ∈ Γ˜m1 of the form
b1(W ;ξ)= u0(b1)+0 (ξ)+u0(b1)−0 (ξ) , (7.45)
for some coefficients (b1)σ0 , σ ∈ {±}. Let us define (recall (7.40))
(b1)
σ
0 (ξ) :=
(m1)−0 (ξ)
iσω0
, σ ∈ {±} . (7.46)
Using the expansion (2.16), with p = 1 (recall also (7.40)) one can check, by an explicit computation, that
the function in (7.45) with coefficients in (7.46) solves the equation (7.44). Moreover, since m1 is real
valued, one has
(m1)+0 (ξ)= (m1)−0 (ξ).
Hence, by (7.46), also the coefficients (b1)σ0 (ξ) have the same property. This implies that b1 is real valued.

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7.2.2. Elimination of linear smoothing operators. Consider the system (7.41) obtained from the change
of coordinates generated (see (7.3), (7.4)) by b1 given by the Lemma 7.3. We now consider the flow A τ1 of{
∂τA
τ
1 (W )=Q(1)aux (A τ1 (W ))A τ1 (W )
A
0
1 (W )=W ,
(7.47)
where Q(1)aux ∈ R˜−ρ1 which is well-posed by Theorem 2.31. Assume that Q
(1)
aux has the form (2.21), (2.22)
with p = 1 and coefficients (see (2.23))
(Q(1)aux (W1))
σ′,k
σ, j =
∑
σ1∈{±}, j1∈Z
σ1 j1=σ j−σ′k
((q(1)aux )
σ1
j1
)σ
′,k
σ, j w
σ1
j1
, ((q(1)aux )
σ1
j1
)σ
′,k
σ, j ∈C . (7.48)
Finally assume that Q(1)aux is Hamiltonian, see (7.23). We define
W1 :=A1(W ) :=A 11 (W ) , Y (1)(W1) := Pτ(W1)|τ=1 := dA τ1
(
A
−τ
1 (W1)
)[
Y˜
(1)(A −τ1 (W1))
]
|τ=1 . (7.49)
In the following lemma we show that it is possible to choose the coefficients ((q(1)aux )
σ1
j1
)σ
′,k
σ, j in (7.48) in
such a way the vector field in (7.49) does not contain any quadraticmonomials.
Lemma 7.4. For r > 0 small enough the following holds. There existsQ(1)aux ∈ R˜−ρ1 , of the form (7.48), such
that the functionW1 in (7.49) satisfies{
W˙1 =Y (1)(W ) := iEΩW1+ iEOpBW
(
M(1)(W1;ξ)
)
[W1]+Q(1)(W1)[W1]
W1(0)=A1(W )
(7.50)
where Q(1) ∈ ΣR−ρ2 [r,N ]⊗M2(C) andM(1) ∈ ΣΓm2 [r,N ]⊗M2(C) is independent of x ∈T, real valued and
has the form
M(1)(W ;ξ) :=
[m(1)(W ;ξ) 0
0 m(1)(W ;−ξ)
]
, (7.51)
Moreover, for any s ≥ s0, the maps A ±11 are symplectic and satisfy
‖A ±11 (U )‖H s ≤ ‖U‖H s (1+C‖U‖H s0 ) , (7.52)
for some constant C > 0 depending on s.
Proof. We start by studying the conjugate of (7.41) under the flow (7.47) assuming that Q(1)aux ∈ R˜−ρ1 .
Notice that the vector field Y˜ (1) in (7.41) has the same formofX in (7.1), withN M˜(1),R Q˜(1),U 
W . The generator Q(1)aux has the same properties of the generator Q
(p)
aux in (7.22). Therefore Proposition
7.2 applies. As a consequence we obtain that
W˙1 = iEΩW1+ iEOpBW
(
M(1)(W1;ξ)
)
[W1]+Q(1)(W1)[W1] , (7.53)
where Q(1) ∈ΣR−ρ1 [r,N ]⊗M2(C),M(1) has the form (7.51) with (see (7.26))
m(1)(τ,W1;ξ) := m˜(1)(A −τ1 (W1);ξ) ∈ΣΓm2 [r,N ] .
The symbol above is quadratic since, by (7.43) and Lemma 7.3, the symbol m˜(1)(τ,W ;ξ) is at least qua-
dratic. Moreover we have that
Q
(1)(W1)[W1]=Q(1)1 (W1)[W1]+Q
(1)
≥2(W1)[W1] , Q
(1)
≥2 ∈ΣR
−ρ
2 [r,N ]⊗M2(C) , (7.54)
with Q(1)1 ∈ R˜
−ρ
1 . We claim that there exists Q
(1)
aux of the form (7.48) such that
Q
(1)
1 (W1)W1 = 0. (7.55)
The (7.53) and the (7.55) imply the (7.50).
In order to solve (7.55) we need a more explicit expression of the remainder Q(1)1 in (7.54) in terms
of the generator of the flow Q(1)aux . This could be deduced by developing the computation in the proof
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of Proposition 7.2. In particular by calculating explicitly the remainder Gρ in (7.38) and using equation
(7.39). However the computation is quite involved. Then we reason as follows.
We remark that the flow A τ1 in (7.47) is C
k in τ ∈ [0,1] with values in the Banach space H s(T;C2),
because it solves an ODE on H s(T;C2). Then, by Taylor expanding Pτ in (7.49) at τ = 0 (and using the
Heisenberg equation (7.28)), we get
Y
(1) = P1(W1)= Y˜ (1)(W1)+
[
Q
(1)
aux (W1)W1,Y˜
(1)(W1)
]
+
∫1
0
(1−σ)∂2σPσ(W1)dσ . (7.56)
Recall (7.43) and that the operator Q˜(1) has the form
Q˜
(1)(W1)= Q˜(1)1 (W1)+Q˜
(1)
≥2(W1) , Q˜
(1)
≥2 ∈ΣR
−ρ
2 [r,N ]⊗M2(C) ,
with Q˜(1)1 ∈ R˜
−ρ
1 . Then by (7.56) we deduce
Y
(1)(W1)= iΩW1+Q˜(1)1 (W1)W1+
[
Q
(1)
aux (W1)W1, iEΩW1
]︸ ︷︷ ︸
quadrat i c
+M≥2(W1)W1︸ ︷︷ ︸
cubic
, (7.57)
for somemapsM≥2 ∈ΣM2[r,N ]⊗M2(C). SinceA τ1 is regular, the quadratic terms in (7.57)must coincide
with the quadratic terms in (7.53). Therefore we have (recall (7.54))
Q
(1)
1 (W1)W1 = Q˜
(1)
1 (W1)W1+
[
Q
(1)
aux(W1)W1, iEΩW1
]
. (7.58)
Recall the notation (2.21) and the definition of the non-linear commutator (1.7). Then equation (7.55),
using (7.58), is equivalent to
(Q˜(1)1 (W1))
σ′
σ w
σ′
1 − iσΩ(Q(1)aux (W1))σ
′
σ w
σ′
1 + iσ′(Q(1)aux (W1))σ
′
σ Ωw
σ′
1 + (Q(1)aux (iEΩW1))σ
′
σ w
σ′
1 = 0, (7.59)
for σ,σ′ ∈ {±} and whereW1 =
[w1
w1
]
and w+1 = w1, w−1 = w1. Passing to the Fourier representation (see
(2.22), (3.2)) we have that equation (7.59) reads
(Q˜(1)1 (W1))
σ′,k
σ, j + (iσ
′ωk − iσω j )(Q(1)aux (W1))σ
′ ,k
σ, j + (Q
(1)
aux (iEΩW1))
σ′,k
σ, j = 0, (7.60)
for any j ,k ∈ Z. Recall that, since Q˜(1)1 (W1) ∈ R˜
−ρ
1 , the coefficients (Q˜
(1)
1 (W1))
σ′,k
σ, j have the form (see
(2.23))
(Q˜(1)1 (W1))
σ′,k
σ, j =
∑
σ1∈{±}, j1∈Z
σ1 j1=σ j−σ′k
((q(1)1 )
σ1
j1
)σ
′,k
σ, j w
σ1
j1
, ((q(1)1 )
σ1
j1
)σ
′,k
σ, j ∈C . (7.61)
We look for the operator Q(1)aux as in (2.21), (2.22) with coefficients as in (7.48). Using (7.61), (7.48), we
rewrite (7.60) as
((q(1)1 )
σ1
j1
)σ
′,k
σ, j +
(
iσ′ωk − iσω j + iσ1 j1
)
((q(1)aux )
σ1
j1
)σ
′,k
σ, j = 0,
and hence we define
((q(1)aux )
σ1
j1
)σ
′,k
σ, j :=
−((q(1)1 )
σ1
j1
)σ
′,k
σ, j(
iσ′ωk − iσω j + iσ1 j1
) , ∀ σ1 j1+σ′k =σ j , j1, j ,k ∈Z , σ,σ′,σ1 ∈ {±} . (7.62)
Notice that, by assumption, the frequencies ω j are not resonant according to Definition 3.4. By Lemma
6.5 in [11] we have that, since Q˜(1)1 ∈ R˜
−ρ
1 and using the bounds (3.14), the operator Q
(1)
aux with coeffi-
cients as in (7.62) belongs to R˜−ρ1 .
To conclude the proof of the lemma it remains to show that the flowA τ1 with generators defined above
is symplectic. We show thatQ(1)aux (W1)W1 is anHamiltonian vector field. We reason as follows. First of all
we have that (recall (1.18))
iEΩW1 := XH2(W1) , H2(W1) :=
1
2
∫
T
ΩW1 ·W1dx =
∑
j∈Z
ω j |(w1) j |2
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is the Hamiltonian vector field of the Hamiltonian H2. Moreover, the field Y˜ (1) in (7.41) is Hamiltonian
and hence its quadratic terms are Hamiltonian. Then
Q˜
(1)
1 (W1)(W1)= XA(W1) ,
A(W1)=
∫
T
Q˜(1)(W1)W1 ·W1dx =
∑
σ1 j1+σ′k=σ j
(Q˜(1))σ1,σ
′,σ
j1,k , j
(w1)
σ1
j1
(w1)
σ′
k (w1)
−σ
j ,
for some multilinear map Q˜(1) ∈ M˜1⊗M2(C). Since Q(1)1 (W1)W1 solves (7.55) (see also (7.58)), then one
can check that
Q
(1)
aux (W1)W1 = Xad−1H2 A(W1) , (ad
−1
H2
A)(W1) :=
∑
σ1 j1+σ′k=σ j
(Q˜(1))σ1,σ
′,σ
j1,k , j
iσ′ωk − iσω j + iσ1 j1
(w1)
σ1
j1
(w1)
σ′
k (w1)
−σ
j ,
and hence it is Hamiltonian. This implies that the flow (7.47) is symplectic. The bounds (7.52) follow by
Theorem 2.31. This concludes the proof. 
7.3. Elimination of (j+1)-homogeneous terms. Let j ∈N, j ≥ 2 and consider a para-differential system
of the form
W˙ j =Y ( j )(W j ) := iEΩW j + iEOpBW
(
M( j )(W j ;ξ)
)
W j +Q( j )(W j )W j , W j :=
[w j
w j
]
(7.63)
and assume the following. Thematrix of symbolsM( j ) as the form
M( j )(W j ;ξ) :=
(
m( j )(W j ;ξ) 0
0 m( j )(W j ;−ξ)
)
, m( j ) ∈ΣΓm2 [r,N ] ,
and m( j ) is real valued and independent of x ∈ T. Moreover we assume that it has the expansion (recall
Definition 3.5)
m( j )(W j ;ξ) :=
j−1∑
k=2
[[m( j )k ]](W j ;ξ)+m
( j )
j (W j ;ξ)+m
( j )
≥ j+1(W j ;ξ) ,
m
( j )
k ∈ Γ˜
m
k , k = 2, . . . , j , m
( j )
≥ j+1 ∈ΣΓ
m
j+1[r,N ] .
(7.64)
The smoothing remainder Q( j )(W j ) admits the expansion
Q
( j )(W j )=
j−1∑
k=2
[[Q
( j )
k ]](W j )+Q
( j )
j (W j )+Q
( j )
≥ j+1(W j ) ,
Q
( j )
k ∈ R˜
−ρ
k , k = 2, . . . , j , Q
( j )
≥ j+1 ∈ΣR
−ρ
j+1[r,N ]⊗M2(C) .
(7.65)
The aim of the section is to eliminate all the non resonant terms of degree of homogeneity j+1 appearing
in the vector field Y ( j ) in (7.63), i.e. the non resonant terms of
Y
( j )
j (W j ) := iEOp
BW
(
m
( j )
j (W j ;ξ) 0
0 m
( j )
j (W j ;−ξ)
)
W j +Q( j )j (W j )W j .
As done in section 7.2 we eliminate Y
( j )
j in two steps. In section 7.3.1 we reduce the symbol m
( j )
j . In
subsection 7.3.2 we deal with the j -homogeneous smoothing remainders.
7.3.1. Elimination of j-homogeneous symbols. Consider a real valued, independent of x ∈T symbol b j ∈
Γ˜
m
j and let B j (W j ;ξ) be a matrix of symbols of the form (7.2) with p = j . Let A˜ τj be the solution of{
∂τA˜
τ
j (W j )= XG j (A˜ τj (W j ))
A˜
0
j (W j )=W j ,
(7.66)
where
XG j (W j )= iEOpBW(B j (W j ;ξ))W j +B j (W j )W j , B j ∈ R˜
−ρ
j , (7.67)
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is the Hamiltonian vector field of anHamiltonian of the form (7.3) with p = j . In the following lemma we
conjugate the field (7.63) under the flow (7.66).
Lemma 7.5. For r > 0 small enough there exists a symbol b j ∈ Γmj such that the following holds. Setting
(recall (7.63))
W˜ j := A˜ j (W j ) := A˜ 1j (W j ) , Y˜ ( j )(W˜ j ) := Pτ(W˜ j )|τ=1 := dA˜ τp
(
A˜
−τ
p (W˜ j )
)[
Y
( j )(A˜ −τp (W˜ j ))
]
|τ=1 , (7.68)
we have that { ˙˜W j = Y˜ ( j )(W˜ j ) := iEΩW˜ j + iEOpBW(M˜( j )(W˜ j ;ξ))[W˜ j ]+Q˜( j )(W˜ j )[W˜ j ]
W˜ j (0)= A˜ j (W j (0))
(7.69)
where Q˜( j ) ∈ ΣR−ρ2 [r,N ]⊗M2(C) and M˜( j ) ∈ΣΓm2 [r,N ]⊗M2(C) is independent of x ∈T, real valued and
has the form
M˜( j )(W˜ j ;ξ) :=
(
m˜( j )(W˜ j ;ξ) 0
0 m˜( j )(W˜ j ;−ξ)
)
, (7.70)
m˜( j )(W˜ j ;ξ) :=
j∑
k=2
[[m˜( j )k ]](W˜ j ;ξ)+ m˜
( j )
j+1(W˜ j ;ξ)+ m˜
( j )
≥ j+2(W˜ j ;ξ) , (7.71)
m˜
( j )
k ∈ Γ˜
m
k , k = 2, . . . , j +1, m˜
( j )
≥ j+2 ∈ΣΓ
m
j+2[r,N ] .
Moreover the remainder Q˜( j ) has the form
Q˜
( j )(W˜ j )=
j−1∑
k=2
[[Q˜
( j )
k ]](W˜ j )+Q˜
( j )
j (W˜ j )+Q˜
( j )
≥ j+1(W˜ j ) ,
Q˜
( j )
k ∈ R˜
−ρ
k ⊗M2(C) , k = 2, . . . , j , Q˜
( j )
≥ j+1 ∈ΣR
−ρ
j+1[r,N ]⊗M2(C) .
(7.72)
Finally, for any s ≥ s0, the maps A˜ ±1p are symplectic and satisfy
‖A˜ ±1j (U )‖H s ≤ ‖U‖H s (1+C‖U‖
p
H s0 ) , (7.73)
for some constant C > 0 depending on s.
Proof. The map A˜ j is symplectic by (7.66), (7.67) and satisfies (7.73) by Theorem 2.31. Notice that the
vector field Y ( j ) in (7.63) has the same form of (7.1) withN M( j ), R Q( j ),U W j . Then Proposi-
tion 7.1 applies to Y ( j ). We obtain (recall (7.68) and (7.7))
Y˜
( j )(W˜ j ) := iEΩW˜ j + iEOpBW
(
M˜( j )(W˜ j ;ξ)
)
[W˜ j ]+Q˜( j )(W˜ j )[W˜ j ]
where Q˜( j ) ∈ ΣR−ρ2 [r,N ]⊗M2(C) and M˜( j ) ∈ ΣΓm2 [r,N ]⊗M2(C) has the form (7.70) with (see formula
(7.8))
m˜( j )(W˜ j ;ξ)=m( j )(A˜ −1j (W˜ j );ξ)+
∫1
0
(dZb j )
(
A˜
σ
j A˜
−1
j (W˜ j );ξ
)
[Pσ
(
A˜
σ
j A˜
−1
j (W˜ j )
)
]dσ . (7.74)
To conclude the proof we need to show the expansions (7.71) and (7.72).
The homological equation. We look for a symbol b j ∈ Γ˜mj such that m˜( j )(W˜ j ;ξ) in (7.74) satisfies (7.71).
First of all, by Theorem 2.31, we deduce that the flow A˜ τj of (7.66) is such that
A˜
τ
j (Z )= Z +N (1)j (τ,Z )[Z ] , A˜
−τ
j (Z )= Z +N (2)j (τ,Z )[Z ] , (7.75)
N (1)j ,N
(2)
j ∈ΣM j [r,N ]⊗M2(C) ,
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with estimates uniform in τ ∈ [0,1] since the generator is a map in M˜ j . We also recall that the symbol
m( j ) admits the expansion (7.64), i.e. it is resonant (see Def. 3.5) up to degree of homogeneity j . Finally,
notice that, for any k ≤ j −1,
[[m( j )k ]]
(
A˜
−τ
j (W˜ j );ξ
) (7.75)= [[m( j )k ]](W˜ j ;ξ)+r j+k(W˜ j ;ξ) , (7.76)
for some real valued and independent of x ∈ T symbol r j+k ∈ ΣΓmj+k [r,N ]. We now expand in degree of
homogeneity the symbol in (7.74). By the discussion above we obtain
m˜( j )(W˜ j ;ξ) :=
j−1∑
k=2
[[m
( j )
k ]](W˜ j ;ξ)+ m˜
( j )
j (W˜ j ;ξ)+ m˜
( j )
≥ j+1(W˜ j ;ξ) , (7.77)
for some real, independent of x symbol m˜( j )≥ j+1 ∈ΣΓmj+1[r,N ] depending onm( j ) and b j , and where
m˜
( j )
j (W˜ j ;ξ) :=m
( j )(W˜ j ;ξ)+ (dZb j )(W˜ j ;ξ)
[
iEΩW˜ j
]
. (7.78)
We prove the following.
Lemma 7.6. (Homological equation). There exists a symbol b j ∈ Γ˜mj such that (see (7.78))
m˜
( j )
j (W ;ξ)=m
( j )
j (W ;ξ)+ (dZ b j )(W ;ξ)
[
iEΩW
]
= [[m( j )j ]](W ;ξ)
Moreover b j (W ;ξ) is real valued and independent of x ∈T.
Proof. We recall that, by (2.16), the symbolm( j )j has the form
m
( j )
j (W ;ξ)=
∑
σi∈{±} ,i=1,..., j
ni∈Z ,∑ j
i=1σini=0
(m( j )j )
σ1···σ j
n1,...,n j (ξ)w
σ1
n1 . . .w
σ j
n j . (7.79)
Recall (3.16), (3.2) and define
(b j )
σ1···σ j
n1,...,n j (ξ) :=
−(m( j )j )
σ1···σ j
n1,...,n j (ξ)
i(σ1ωn1 + . . .+σ jωn j )
,
σ1n1+ . . .+σ jn j = 0,
(σ1, . . . ,σ j ,n1, . . . ,n j ) ∉S j
(7.80)
and (b j )
σ1···σ j
n1,...,n j (ξ) := 0 otherwise. One can check, by an explicit computation, that the symbol
b j (W ;ξ)=
∑
σi∈{±} ,i=1,..., j
ni∈Z ,∑ j
i=1σini=0
(b j )
σ1···σ j
n1,...,n j (ξ)w
σ1
n1 . . .w
σ j
n j , (7.81)
with (b j )
σ1···σ j
n1,...,n j (ξ) in (7.80) solves the equation (7.79) where the r.h.s. [[m
( j )]](W ;ξ) is defined as in (3.17).
Since the symbolm
( j )
j is real valued, its coefficients satisfies
(m( j )j )
σ1···σ j
n1,...,n j (ξ)= (m
( j )
j )
−σ1···−σn
n1,...,n j (ξ) . (7.82)
By formula (7.80) one can check that (b j )
σ1···σ j
n1 ,...,n j (ξ) satisfies the same property as in (7.82). Therefore the
symbol in (7.81) is real valued. 
In view of Lemma 7.6 we have that formula (7.77) implies the (7.71) by setting m˜
( j )
k =m
( j )
k for 0≤ k ≤ j .
In order to prove the (7.72) we reason as follows. Recalling (7.70), (7.71), we define the operator
Qτ(W ) := iEΩW + iEOpBW(M˜( j )(W ;ξ))W .
By the proof of Proposition 7.1 (see (7.20)-(7.21)), we deduce that the smoothing remainder in (7.69) has
the form
Q˜
( j )(W )W :=V τ ◦ A˜ −τj (W )|τ=1 (7.83)
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where V τ solves the problem (see (7.67)){
∂τV
τ(U )= (dZ XG j )(A˜ τj )
[
V τ
]
,
V 0(U )=−Q( j )(U )U .
Since the generator XG j has degree of homogeneity equals to j +1, the Taylor expansion of the remain-
der Q˜( j ) in (7.83) coincides with the expansion in degree of homogeneity of the initial remainder Q( j ).
Therefore, recalling (7.65), we have that (7.72) holds by setting Q˜
( j )
k =Q
( j )
k for 2≤ k ≤ j . 
7.3.2. Elimination of j-homogeneous smoothing operators. Consider the vector field Y˜ ( j ) in (7.69). The
aim of this section is to eliminate the non resonant terms of degree of homogeneity j +1 of Y˜ ( j ). In view
of Lemma 7.5 we have that such terms appear only in the smoothing remainder Q˜( j ) (see (7.71), (7.72)).
We now consider the flow A τj of{
∂τA
τ
j (W )=Q
( j )
aux (A
τ
j (W ))A
τ
1 (W )
A
0
1 (W )=W ,
(7.84)
where Q
( j )
aux ∈ R˜−ρj . Assume also that the vector field Q
( j )
aux (W )W is Hamiltonian, i.e. there is a map
Q( j ) ∈ M˜ j ⊗M2(C) such that (recall (1.18))
Q
( j )
aux (W )W = XC (W ) , C (W ) :=
∫
T
Q( j )(W )W ·Wdx .
Finally assume that Q
( j )
aux has the form (2.21), (2.22) with p = j and coefficients (see (2.23))
(Q
( j )
aux (W ))
σ′ ,k ′
σ,k =
∑
σi∈{±},ni∈Z∑ j
i=1σini=σk−σ′k ′
((q
( j )
aux )
σ1···σ j
n1,...,n j )
σ′,k ′
σ,k w
σ1
n1 . . .w
σ j
n j , ((q
( j )
aux )
σ1···σ j
n1,...,n j )
σ′,k ′
σ,k ∈C . (7.85)
In the following lemma we show that it is possible to choose the coefficients ((q
( j )
aux )
σ1···σ j
n1,...,n j )
σ′,k ′
σ,k in (7.85)
in such away that the vector field in (7.69) does not contain any non resonantmonomials of degree j+1.
Lemma 7.7. For r > 0 small enough there exists Q( j )aux ∈ R˜−ρj , of the form (7.85), such that the following
holds. Setting (recall (7.68))
W j+1 :=A j (W˜ j ) :=A 1j (W˜ j ) ,
Y
( j+1)(W j+1) := Pτ(W j+1)|τ=1 := dA τj
(
A
−τ
j (W j+1)
)[
Y˜
( j )(A −τj (W j+1))
]
|τ=1 ,
(7.86)
we have that{
W˙ j+1 =Y ( j+1)(W j+1) := iEΩW j+1+ iEOpBW
(
M( j+1)(W j+1;ξ)
)
[W j+1]+Q( j+1)(W j+1)[W j+1]
W j+1(0)=A1(W˜ j (0))
where Q( j+1) ∈ ΣR−ρ2 [r,N ]⊗M2(C) andM( j+1) ∈ ΣΓm2 [r,N ]⊗M2(C) is independent of x ∈T, real valued
and has the form
M( j+1)(W j+1;ξ) :=
[m( j+1)(W j+1;ξ) 0
0 m( j+1)(W j+1;−ξ)
]
,
m( j+1)(W j+1;ξ) :=
j∑
k=2
[[m
( j+1)
k ]](W j ;ξ)+m
( j+1)
j+1 (W j ;ξ)+m
( j+1)
≥ j+2(W j ;ξ) , (7.87)
m
( j+1)
k ∈ Γ˜
m
k , k = 2, . . . , j +1, m
( j+1)
≥ j+2 ∈ΣΓ
m
j+2[r,N ] .
88 ROBERTO FEOLA AND FELICE IANDOLI
Moreover the remainderQ( j+1) has the form
Q
( j+1)(W j+1)=
j∑
k=2
[[Q( j+1)k ]](W j+1)+Q˜
( j+1)
j+1 (W j+1)+Q
( j+1)
≥ j+2(W j+1) ,
Q
( j+1)
k ∈ R˜
−ρ
k ⊗M2(C) , k = 2, . . . , j +1, Q
( j+1)
≥ j+2 ∈ΣR
−ρ
j+1[r,N ]⊗M2(C) .
(7.88)
Finally, for any s ≥ s0, the maps A ±1j are symplectic and satisfy
‖A ±1j (U )‖H s ≤ ‖U‖H s (1+C‖U‖H s0 ) , (7.89)
for some constant C > 0 depending on s.
Proof. Notice that the vector field Y˜ ( j ) in (7.68), (7.69) has the same form of X in (7.1), withN M˜( j ),
R Q˜( j ),U  W˜ j . The generator Q
( j )
aux in (7.84) has the same properties of the generator Q
(p)
aux , p = j ,
in (7.22). Therefore Proposition 7.2 applies. As a consequence we obtain that
W˙ j+1 = iEΩW j+1+ iEOpBW
(
M( j+1)(W j+1;ξ)
)
[W j+1]+Q( j+1)(W j+1)[W j+1] , (7.90)
where Q( j+1) ∈ΣR−ρ2 [r,N ]⊗M2(C),M( j+1) has the form (7.87) with (see (7.26))
m( j+1)(τ,W j+1;ξ) := m˜( j+1)(A −τj (W j+1);ξ) ∈ΣΓm2 [r,N ] . (7.91)
Reasoning as in (7.75), since the generator in (7.84) has homogeneity j +1, we deduce that the flow A τj
of (7.66) is such that
A
τ
j (Z )= Z +N (3)j (τ,Z )[Z ] , A
−τ
j (Z )= Z +N (4)j (τ,Z )[Z ] , (7.92)
N (3)j ,N
(3)
j ∈ΣM j [r,N ]⊗M2(C) .
Then, using (7.91), (7.92) and reasoning as in (7.76), we deduce that the expansion (7.87) holds by setting
m
( j+1)
k = m˜
( j )
k for 2≤ k ≤ j . Let us check the (7.88). In order to provide an explicit expression of the terms
of homogeneity smaller than j in the remainder Q( j+1) we reason as in (7.56). We Taylor expand the
vector field Y ( j+1) by using formula (7.86). We get
Y
( j+1)(W j+1)= Y˜ ( j )(W j+1)+
[
Q
( j )
aux (W j+1)W j+1,Y˜
( j )(W j+1)
]
+
∫1
0
(1−σ)∂2σPσ(W j+1)dσ .
Recalling (7.69)-(7.72) we obtain the expansion
Y
( j+1)(W j+1)= iEΩW j+1+
j∑
k=1
OpBW
([ [[m˜( j )k ]](W j+1;ξ) 0
0 [[m˜( j )k ]](W j+1;−ξ)
])
W j+1+
j−1∑
k=1
[[Q˜
( j )
k ]](W j+1)W j+1
+Q( j )j (W j+1)W j+1+M> j (W j+1)W j+1 ,
(7.93)
where M> j is some map in ΣM j+1[r,N ]⊗M2(C) and
Q
( j+1)
j (W j+1)W j+1 := Q˜
( j )
j (W j+1)W j+1+
[
Q
( j )
aux (W j+1)W j+1, iEΩW j+1
]
. (7.94)
The expansion (7.93) coincide with the expansion of the vector field in (7.90) inmultilinear maps. Notice
that the terms of homogeneity j +1
OpBW
([ [[m˜( j )j ]](W j+1;ξ) 0
0 [[m˜
( j )
k ]](W j+1;−ξ)
])
W j+1
are resonant (see Def. 3.5), i.e. they are already in Birkhoff normal form. Hence the only non-resonant
terms of degree j +1 belongs to Q( j+1)j (W j+1)W j+1 in (7.94). By the definition of the non-linear commu-
tator (1.7) one can easily note that the term
[
Q
( j )
aux (W j+1)W j+1, iEΩW j+1
]
does not contain any resonant
monomials. Then we define
Q˜
( j ),⊥
j (W j+1)W j+1 := Q˜
( j )
j (W j+1)W j+1− [[Q˜
( j )
j ]](W j+1)W j+1 (7.95)
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the non-resonant part of (7.94). We claim that the vector field Q˜( j ),⊥j (W j+1)W j+1 is Hamiltonian. Indeed
we have that Y˜ ( j ) is Hamiltonian. Hence also its terms of homogeneity ( j +1), i.e. (see (7.95))
Y˜
( j )
j (W j+1) :=Op
BW([ [[m˜( j )j ]](W j+1;ξ) 0
0 [[m˜( j )k ]](W j+1;−ξ)
])
W j+1+ [[Q˜( j )j ]](W j+1)W j+1+Q˜
( j ),⊥
j (W j+1)W j+1 (7.96)
are Hamiltonian. This means that there is a multilinear map M j ∈ M˜ j such that Y˜ ( j )j (W j+1) is the Hamil-
tonian vector field of the Hamiltonian function A(W j+1) := A1(W j+1)+ A2(W j+1) with
A1(W j+1) :=
1
2
∫
T
OpBW
([ [[m˜( j )j ]](W j+1;ξ) 0
0 [[m˜
( j )
k ]](W j+1;−ξ)
])
W j+1 ·W j+1dx ,
A2(W j+1) :=
∫
T
M j (W j+1)W j+1 ·W j+1dx .
By Proposition 6.4 and Lemma 6.3 the vector field of A1(W j+1) has the form
XA1(W j+1)=OpBW
([ [[m˜( j )j ]](W j+1;ξ) 0
0 [[m˜
( j )
k ]](W j+1;−ξ)
])
W j+1+R1(W j+1)W j+1 , R1(W j+1)≡ [[R1]](W j+1) ,
for some R1 ∈ R˜−ρj ⊗M2(C). On the other hand the vector field of A2(W j+1) has the form
XA2(W j+1)= [[R2]](W j+1)W j+1+
(
R2(W j+1)W j+1− [[R2]](W j+1)W j+1
)
,
for some multilinear map R2 ∈ M˜ j ⊗M2(C). Then, recalling (7.96), we must have
[[Q˜( j )j ]](W j+1)W j+1 ≡ [[R1]](W j )W j+1+ [[R2]](W j+1)W j+1 ,
Q˜
( j ),⊥
j (W j+1)W j+1 ≡R2(W j+1)W j+1− [[R2]](W j+1)W j+1 ,
(7.97)
implying that Q˜
( j ),⊥
j (W j+1)W j+1 is Hamiltonian (see Remark 3.6). In order to conclude the proof of
Lemma 7.7 we need the following.
Lemma 7.8. (Homological equation). There is an Hamiltonian vector field of the form Q
( j )
aux (W )W with
Q
( j )
aux ∈ R˜−ρj ⊗M2(C) such that (see (7.95), (7.94))
Q˜
( j ),⊥
j (W )W +
[
Q
( j )
aux (W )W, iEΩW
]
= 0. (7.98)
Proof. We look for a solution Q( j )aux in the class of multilinear operators R˜
−ρ
j ⊗M2(C) of the form (2.21),
(2.22) with coefficients
(Q( j )aux (W ))
σ′ ,k ′
σ,k :=
1
(2π) j
∑
σi∈{±},ni∈Z∑p
i=1σini=σk−σ′k ′
(
(q( j )aux )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k w
σ1
n1 . . .w
σ j
n j , k ,k
′ ∈Z , (7.99)
for some
(
(q
( j )
aux )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k ∈C. For convenience we write
Q
( j )
aux (W )W =Q( j )aux (W, . . . ,W︸ ︷︷ ︸
j−t imes
)W .
With this notation we have, for any Y =
[ y
y
]
,
dW
(
Q
( j )
aux (W )W
)
[Y ]=Q( j )aux (W, . . . ,W )Y +
j∑
k=1
Q
( j )
aux (W, . . . , Y︸︷︷︸
k−th
, . . . ,W )W .
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Therefore (recall (1.7)) the equation (7.98) reads
(Q˜( j ),⊥j (W ))
σ′
σ wσ′ − iσΩ(Q˜
( j ),⊥
j (W ))
σ′
σ w
σ′ + iσ′(Q˜( j ),⊥j (W ))
σ′
σ Ωw
σ′
+
j∑
k=1
(Q
( j )
aux (W, . . . , iEΩW, . . . ,W ))
σ′
σ w
σ′ = 0.
(7.100)
for any σ,σ′ ∈ {±}. Recall that (Q˜( j ),⊥j (W ))σ
′
σ has the form (2.22) with coefficients
(Q˜
( j ),⊥
j (W ))
σ′ ,k ′
σ,k :=
1
(2π) j
∑
σi∈{±},ni∈Z∑p
i=1σini=σk−σ′k ′
(
(q˜
( j )
j )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k w
σ1
n1 . . .w
σ j
n j , k ,k
′ ∈Z ,
for
(
(q˜
( j )
j )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k ∈C andwhere the sum is restricted to indexes outside the setS j (see (3.16)). Passing
to the Fourier coefficients the equation (7.100) becomes (recall (7.99))
(
(q˜
( j )
j )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k + i
( j∑
i=1
σiωni −σk +σ′k ′
)(
(q
( j )
aux )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k = 0,
for any indexes satisfying
j∑
i=1
σini =σk −σ′k ′ , (σ1, . . . ,σ j ,σ,σ′,n1, . . . ,k ,k ′) ∉S j . (7.101)
Therefore we define the operatorQ( j )aux (W ) as in (7.99) with coefficients
(
(q( j )aux )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k =
−
(
(q˜
( j )
j )
σ1···σ j
n1,...,n j
)σ′,k ′
σ,k
i(σ1n1+ . . .+σ jn j +σ′k ′−σk)
(7.102)
for indexes satisfying (7.101) and 0 otherwise. Thanks to (7.102), the bound (3.14) and reasoning as
in Lemma 6.5 in [11] one can check that Q
( j )
aux ∈ R˜−ρj ⊗M2(C). Finally the vector field Q
( j )
aux (W )W si
Hamiltonian since it solves (7.98) and the field Q˜( j ),⊥j (W )W is Hamiltonian (see (7.97)). 
We conclude the proof of Lemma 7.7. Thanks to Lemma 7.8 we have that the operator Q( j+1)j (W ) in
(7.94) is equal to [[Q˜
( j )
j ]](W ). Hence the expansion (7.88) follows by (7.90), (7.93) setting Q
( j+1)
k = Q˜
( j )
k
for 2≤ k ≤ j . Since, by Lemma 7.8, Q( j )aux (W )W is Hamiltonian then the flow in (7.84) is symplectic. The
estimates (7.89) follow by Theorem 2.31. This concludes the proof. 
Proof of Corollary 3.8. Consider the system (3.22). Since QN ∈ ΣR−ρ2 [r,N ]⊗M2(C) and M(N) belongs
to ΣΓm2 [r,N ]⊗M2(C) we write
M(N)(W ;ξ)=
N−1∑
j=2
M
(N)
j (W ;ξ)+M
(N)
N (W ;ξ) , M
(N)
j ∈ Γ˜
m
j ⊗M2(C) , M(N)N ∈ΓmN [r ]⊗M2(C)
QN (W )=
N−1∑
j=2
QN , j (W )+QN ,N (W ) , QN , j ∈ R˜−ρj ⊗M2(C) , QN ,N ∈R
−ρ
N [r ]⊗M2(C) .
(7.103)
In particular (see (3.23)) we have
M
(N)
N (W ;ξ) :=
(
m
(N)
N (W ;ξ) 0
0 m(N)N (W ;−ξ)
)
, m(N)N (W ;ξ)=m
(N)
N (W ;ξ) , (7.104)
A NON-LINEAR EGOROV THEOREM 91
with m(N)N ∈ ΓmN [r ] independent of x ∈ T. We also recall that QN ,N is a real-to-real matrix of operators,
hence we can write (recall (2.21), (2.34), (2.35))
QN ,N =
(
(QN ,N )
σ′
σ
)
σ,σ′∈{±}
, (QN ,N )
σ′
σ = (QN ,N )−σ
′
−σ . (7.105)
By Theorem 3.7 we know that the vector field YN in (3.22) is Hamiltonian. Hence, recalling the expan-
sions (7.103) and Definition 3.5, we have (see (1.18))
YN (W )= iJ∇H (N)(W ) , H (N)(W )=
1
2
∫
T
ΩW ·W +H (N)<N (W )+H
(N)
≥N (W ) ,
H (N)<N (W )=
N−1∑
j=2
H (N)j (W ) , H
(N)
j (W ) :=
∫
T
M j (W )W ·W , H (N)≥N (W ) :=
∫
T
MN (W )W ·W
(7.106)
for some multilinear maps M j ∈ M˜ j ⊗M2(C) and a non-homogeneous map MN ∈MN [r ]⊗M2(C). We
deduce that the termwith highest homogeneity in YN is
iEOpBW
(
M
(N)
N (W ;ξ)
)
W +QN ,N (W )W = iJ∇H (N)≥N (W ) , (7.107)
while at lower orders we have
iEΩW +
N−1∑
j=2
(
iEOpBW
(
[[M(N)j ]](W ;ξ)
)
W + [[QN , j ]](W )W
)
= iEΩW +
N−2∑
j=2
iJ∇H (N)j (W ) .
Moreover (recall Def. 3.5) these terms having lower degree of homogeneity are resonant. Therefore we
must have that the Hamiltonians H (N)j have the following form. For j = 2p (recall (3.16)) we have
H (N)j (W )=
∑
ni∈Z,i=0,..., j+1
{|n0|,...,|np |}={|np+1|,...,|n j+1|}
hn0,...,n j+1wn0 · · ·wnpwnp+1 · · ·wn j+1 .
If j is odd then H (N)j ≡ 0. In particular the Hamiltonians H
(N)
j are real valued and the coefficients
hn0,...,n j+1 ∈C are invariant under permutations of the indexes n0, . . . ,n j+1. Recalling (2.5) we define
G(W ) := ‖w‖2H s =
∫
T
〈D〉sw · 〈D〉swdx =
∑
j∈Z
〈 j 〉2s |w j |2 .
It is a straightforward computation to check that (recall (1.20))
{G ,H (N)j }≡ 0. (7.108)
Then
∂t‖w‖2H s
(2.5)= 2Re
(
〈D〉s w˙ ,〈D〉sw
)
L2
(3.22),(7.106),(1.20)= {G ,H (N)} (7.108)= {G ,H (N)≥N }
(7.107),(7.104),(7.105)= 2Re
(
〈D〉s iOpBW(m(N)N (W ;ξ))w,〈D〉sw
)
L2
+2Re
(
〈D〉s
(
(QN ,N (W ))
+
+w + (QN ,N (W ))−+w
)
,〈D〉sw
)
L2
.
Since the symbolm(N)N (W ;ξ) is real-valued and independent of x ∈Twe have
Re
(
〈D〉s iOpBW(m(N)N (W ;ξ))w,〈D〉sw
)
L2 = 0.
By estimate (2.20) on the smoothing remainders and using the Cauchy-Schwarz inequality we get
Re
(
〈D〉s
(
(QN ,N (W ))
+
+w + (QN ,N (W ))−+w
)
,〈D〉sw
)
L2
.s ‖W ‖N+2H s .
Therefore we have obtained ∂t‖w‖2H s .s ‖w‖N+2H s , by integrating in t we get the (3.25). 
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