We develop (within a possibly new) framework spectral analysis and operator theory on (almost) general graphs and use it to study spectral properies of the graph-Laplacian and so-called graph-Dirac-operators. That is, we introduce a Hilbert space structure, being in our framework the direct sum of a node-Hilbert-space and a bond-Hilbert-space, a Dirac operator intertwining these components, and which is shown to be closely related to the graph-Laplacian, and, putting these pieces together, a spectral triplet sharing most (if not all, depending on the particular graph model) of the properties of what Connes calls a spectral triple. With the help of this we derive an explicit expression for the Connes-distance function on general graphs and prove both a variety of rigorous estimates and calculate it for certain examples of graphs. We compare our results (arrived at within our particular framework) with the results of other authors and show that the seeming differences depend on the use of different graph-geometries and/or Dirac operators.
Introduction
In [1] we developed a version of discrete cellular network dynamics which is designed to mimic or implement certain aspects of Planck-scale physics (see also [2] ). Our enterprise needed the developement of a variety of perhaps not entirely common mathematical tools to cope with such complex and irregular structures as, say, random graphs and general networks.
On the mathematical side two central themes are the creation of an appropriate discrete (functional) analysis and operator theory and, on the other side, a kind of discrete (differential) geometry or topology. The latter one comprises, among other things, e.g. a version of dimension theory for such objects (see [3] ). The former one turns out to have some relations to Connes' noncommutative geometry (see e.g. [4] ) in so far as differential calculus on graphs (which are the underlying geometric structure of our physically motivated networks) is non-local, i.e. mildly non-commutative (for more details see [1] and references given therein).
Developing mathematical concepts on such structures, while being interesting in itself, is however not the main occupation of our investigation. We think there are quite a few fields of possible applications in physics apart from the original context we started from. Let us mention e.g. statistical mechanics on (disordered) lattices or versions of lattice quantum field theory where it may be useful to have a more systematic operator theory at hand. (As an early source see e.g. the contributions in [5] )
Recently we came across yet another field of interesting applications, that is, functional analysis on fractals (see e.g. [6] ). As fractals can be approximated by graphs in some limiting procedure (we exploited such possibilities already in our dimension theory paper [3] ), a transfer of results seems to be immediate (but may, nevertheless, be tricky as can be learned from [6] ).
There does already exist a field called algebraic graph theory (see the beautiful monographs [7] and [8] ; typically the graphs under consideration are finite which makes a big difference as far as operator theory on graphs is concerned) in which various graph properties are related to properties of finite matrices. While there exist of course certain relations to our own framework, our approach, on the other side, seems to be sufficiently different both with respect to the general mathematical machinery and perspectives so that a separate developement of our own framework may be not entirely out of place. We note in particular that our approach strongly emphasizes Hilbert space and operator methods, which are also applicable in the regime of infinite graphs.
Remark: While writing the paper we scanned in vain the literature for general results about operator theory over infinite graphs. After completion of the manuscript we came (by chance; looking through the bibliography in [10] ) across a paper by Mohar ([9] ), with which our paper shares some of the more general results about spectral properties. The same holds for a beautiful paper by Rieffel about metrics on state spaces ( [11] ) which, we think, is of quite some relevance in this context as far as metrics and distances on non-standard spaces are concerned. After the completion of the paper we became aware of a recent investigation by Iochum et al ( [12] ), in which distances are calculated for various examples of finite discrete spaces. Some more literature was brought to our attention by F.MuellerHoissen (e.g. [13] ) relating graph theory with non-commutative geometry, but, as far as we can see, none of these investigations employ a framework similar to ours. It is certainly interesting to relate and compare these different approaches with each other. Regarding the so-called Connes-distance-functional this is done -in a however preliminary form -in the last section of our paper. This enterprise is in fact not so simple since frequently the Dirac-operators being employed differ from each other in the various approaches The paper consists of roughly two parts. In the first three sections we develop spectral analysis and operator theory in general on (infinite) graphs and prove a variety of useful results (for e.g. the graph-Laplacian, the adjacency-matrix and related operators). In section four and five we then apply our framework to graphs from the point of view of non-commutative-geometry.
Graphs carry a natural metric structure given by a distance function d(x, y), x, y two nodes of the graph (see the following sections) and which we employed in e.g. [3] to develop dimensional concepts on graphs. Having Connes' concept of distance in noncommutative geometry in mind (cf. chapt. VI of [4] ), it is a natural question to compute it in model systems, which means in our context: arbitrary graphs, and compare it with the already existing notion of graph distance mentioned above.
Therefore, as one of many possible applications we construct a protoform of what Connes calls a spectral triple, that is, a Hilbert space structure , a corresponding representation of a certain (function) algebra and a (in our framework) natural candidate for a so-called Dirac operator (not to be confused with the ordinary Dirac operator of the Dirac equation), which encodes certain properties of the graph geometry. This will be done in section 4.
In the last section, which deals with the distance concept deriving from this spectral triplet (as we like to call it), we will give this notion a closer inspection as far as graphs and similar spaces are concerned. In this connection some recent work should be mentioned, in which Connes' distance function was analyzed in certain simple models like e.g. one-dimensional lattices ( [16] - [18] ). These papers already show that it is a touchy business to isolate "the" appropriate Dirac operator (after all, different Dirac operators are expected to lead to different geometries!) and that it is perhaps worthwhile to scrutinize the whole topic in a more systematic way. We show in particular that one may choose different Diracoperators on graphs (or rather, different types of graphs over the same node set) which may lead to different results for e.g. the corresponding Connes-distance.
One of the advantages of our own approach is perhaps that it provides a systematic recipe to calculate the Connes distance in the most general cases of graphs and exhibits its role as a non-trivial constraint on certain function classes on graphs. We prove various rigorous a priori estimates and show how the constraints have to be dealt with in several examples.
Remark: We would like to mention that many of our results can already be found in a preliminary form in an older draft version ( [19] ).
A brief Survey of Differential Calculus on Graphs
The following is a brief survey of certain concepts needed in the further analysis and may partly be new or known only to some experts in algebraic graph theory. We think however that the point of view or the framework developed by us is a special one (for more details see [1] and [2] ). we begin with the introduction of some graph theoretical concepts. [1] ), we call their superposition We now take the elementary building blocks {n i } and {d ik } as basis elements of a certain hierarchy of vector spaces over, say, C with scalar product 
if one chooses e.g. the field C (see the next section).
2.
One can continue this row of vector spaces in a way which is common practice in, say, algebraic topology ( see [1] ). In this context they are frequently called chain complexes.
3. Evidently the above vector spaces could as well be viewed as discrete function spaces over the node-, bond set with n i , d ik now representing the elementary indicator functions.
In the same spirit we can now introduce two linear maps between C 0 , C 1 called for obvious reasons boundary-and coboundary map. On the basis elements they act as follows: 
One can now enter the field of discrete functional analysis by defining the socalled graph Laplacian.
Observation/Definition 2.6 (Graph Laplacian)
where v i denotes the node degree or valency defined above and the k-sum extends over the nodes adjacent to n i .
It is interesting that this graph laplacian, which we developed following a seemingly different line of reasoning in [1] , turns out to be intimately connected with an object wellknown to graph theorists, i.e. the adjacency matrix of a graph.
Definition 2.7 (Adjacency Matrix)
The entries a ik of the adjacency matrix A have the value one if the nodes n i , n k are connected by a bond and are zero elsewhere. If the graph is undirected (but orientable; the case we mainly discuss), the relation between n i , n k is symmetric, i.e.
This has the obvious consequence that in case the graph is simple and undirected, A is a symmetric matrix with zero diagonal elements.
Remark: More general A's occur if more general graphs are admitted (e.g. general multigraphs).
Observation 2.8 : With our definition of ∆ it holds:
where V is the diagonal degree matrix, having v i as diagonal entries.
Proof: As we have not yet introduced the full Hilbert space machinery (which we will do below), the proof has to be understood, for the time being, in an algebraic way. We then have:
hence the result. 2
Remarks:
1. Here and in the following we use the abbreviation k − i if the nodes n k , n i are connected by a bond, the summation always extending over the first variable.
2. From this interplay between graph geometry and functional analysis follow a lot of deep and fascinating results, as is typically the case in mathematics if two seemingly well separated fields turn out to be closely linked on a deeper level. This is particularly the case if geometry is linked with algebra or functional analysis.
As we remarked above, our approach to functional analysis on graphs has been developed following somewhat non-orthodox lines (cf. ref. [1] ). It seems therefore to be appropriate to compare it with the perhaps more traditional framework as it is e.g. expounded in the beautiful monographs [7] or [8] . The graphs under discussion may be directed or undirected. In the traditional approach the edges are typically independently labelled of the nodes and the corresponding edge space, denoted in this case for the time being byĈ 1 , is built over this edge set. In contrast to that habit we found it useful to label the occurring edges as d ik , b ik with b ik = −b ki which leads in our view to a more flexible discrete calculus and, among other things, to a natural Dirac operator on graphs (see below).
More or less related to our operators d, d
* are now the so-called incidence matrix, B, and its adjoint in the traditional approach which relate the edges with the nodes. To do this, the edges are given an adhoc orientation, denoting one vertex arbitrarily as initial point, the other as end point. With the n labelled vertices, n i and m labelled edges, e j (B ij ) has the entries
Evidently B is a mapping fromĈ 1 to C 0 and maps an edge to the respective difference of end vertex and initial vertex. By the same token, the transpose, B t is defined as a map from C 0 toĈ 1 and one gets:
Note that the above introduced adhoc orientation does not enter in any end result; on the other hand, our approach is not based on such a contingent structure.
Some Spectral Analysis and Operator Theory on (Infinite) Graphs
After these preliminary remarks we now enter the heart of the matter. Our first task consists of endowing a general graph with a natural Hilbert space structure on which the various operators constructed in the following can operate. 
As H a , H we take the direct sums:
Remark: Note that members of H a 1 can be written
Obviously H a is a subspace of H and we have
i.e. the b ik are not(!) normalized if the d ik are. We could of course enforce this but then a factor two would enter elsewhere. With these definitions it is now possible to define the maps d, δ as true operators between these Hilbert (sub)spaces.
Assumption 3.3
To avoid domain problems we assume from now on that the node degree v(n i ) is uniformly bounded on the graph G, i.e.
Observation/Definition 3. 4 We have the following relations
respectively and linearly extended, are linear operators from H 0 → H 1 and we have
Similarly we may define δ =: δ 1 and δ 2 via:
(for relations among these operators see 3.12) It is remarkable that v i ≤ v max implies that all the above operators are bounded (in contrast to similar operators in the continuum, which are typically unbounded). In the following we will provide quantitative lower and upper bounds for the respective norms. For d we have:
and it follows for the norm of the rhs:
The last expression can hence be written:
and shows the close relationship of the norm of d with the expectation values of the adjacency and degree matrix respectively the graph Laplacian. That is, in order to prove the boundedness of, say, d, we have to prove the boundedness of A respectively −∆, which we will do below. It follows from the above that we have:
i.e.
and
Note that due to our assumption A is a (in general infinite) hermitean matrix with entries 0 or 1, but with at most v max nonzero entries in each row and vanishing diagonal elements. It is possible to treat also more general A's if we admit more general graphs (e.g. socalled multi graphs; see [7] and [8] ). Furthermore, whereas A is a matrix with nonnegative entries, it is not(!) positive in the sense of linear operators. The positive operator in our context is the Laplacian −∆, which can be seen from the above representation as 1/2 d * d. On the other side matrices like A are frequently called positive in the matrix literature, which may be slightly missleading in our more general operator context. It should further be noted that we exclusively use the operator norm for matrices (in contrast to most of the matrix literature), which is also called the spectral norm. It is unique in so far as it coincides with the so-called spectral radius (cf. e.g. [20] or [21] ), that is
After these preliminary remarks we will now estimate the norm of A. We do this in two steps. In a first step we prove two inequalities in the finite dimensional case and extend them in a second step to the infinite dimensional case. 
Proof: The first statement is an immediate application of the original Gerschgorin inequality to our particular case (i.e. vanishing diagonal elements; see e.g. [23] ). Assume x to be an eigenvector with eigenvalue λ. It follows:
Take a (the) row (a ji ) with the corresponding |x j | maximal. This implies:
(with a jj = 0 for our type of adjacency matrices). Hence
The second inequality can be proved as follows. Take a unit vector x 0 with x 0 i = 1/ √ n. Then it holds:
This proves the theorem. 2
To treat the infinite dimensional case (orthonormal basis e 1 , e 2 , . . . ; e i the unit row vector with a 1 at the i-th place, zero elsewhere) with finite v max , we choose a sequence of ascending n-dimensional subspaces X n , living over the induced subgraphs, G n , with basis elements e 1 , . . . e n . The corresponding projections, A n , i.e. the adjacency matrices of G n , on these subspaces (the principal minors of the infinite matrix A) fulfill the above assumption. We then show that for all x;
with A n , A uniformly bounded and selfadjoint. 
and for a, b ∈ spec pp (A)
(In the proof below we change our notation for the node vectors from n i to e i as n occurs already as an index.)
Proof: To show that there are no domain problems for v max < ∞ we prove in a first step that A is bounded by giving a non-optimal bound. The bound can be considerably improved (see below) if one would exploit already at this place the uniform boundedness and strong convergence of A n to A. With A an adjacency matrix and x a normalizable vector we have:
where e i are the (node) basis vectors and e iν the nearest neighbors of e i . Hence
For each i we choose a x i 0 with the largest modulus among the x iν so that we get:
Each n i respectively e i occurs at most v max -times as nearest neighbor of the other n j (e j ), that is, each x i does occur at most v max -times in the above sum; which then holds,by the same token, for the x i 0 's. In other words, for i → ∞ we can pick a subsequence {x ′ i 0 } of {x i } so that the sequence of x i 0 's is simply this subsequence with possible repetitions. We hence get:
i.e. A is a bounded s.a. operator. As to the latter part of the lemma: A − A n has the matrix representation
(and the B n not to be confused with the incidence matrices of section 2) Multiplying from the left with x we easily establish weak convergence since
and with n → ∞ all the terms on the rhs go to zero, as x ′ n → 0 for n → ∞ since x < ∞ and B n , B t n are again uniformly bounded. To show strong convergence the critical term is B t n x n . B t n maps the vector x n ∈ X n into X ′ n = X ⊖ X n , X n , X ′ n living on the node sets V n , V − V n . As v max < ∞ we can find for each given n a finite, minimal m n so that all bonds beginning at nodes of V n end in V mn , in other words:
as B t mn x n = 0 by construction. The B t n are uniformly bounded and x mn − x n → 0 for n → ∞, hence
Each l ∈ N lies between some m n and m (n+1) and we have
as B t l x n = 0 for all l ≥ m n ≥ n.
which shows that 
The following general lemma relates the norms of the sequence of operators T n with its weak limit T .
Lemma 3.10 With T n , T bounded operators, T n ≤ c < ∞ and T n → T weakly it holds:
Proof: (cf. also [24] Theorem 4.26) Choose a subsequence T n i so that T n i → a. It then follows ( x = 1):
Hence T ≤ a. 2
In our particular case, with the A n being the principal minors of the infinite adjacency matrix A, we have stronger results.
Theorem 3.11 (Norm of A) With the adjacency matrix A finite or infinite and a finite v max we have the following results:
Proof: For the principal minors we have A n = P n AP n and A n = P n A m P n (62) with P n projecting on the subspace spanned by e 1 , . . . , e n and m ≥ n. Hence
as P n = 1. From this we see that A n is monotonely increasing with n → ∞ and uniformly bounded by A . In other words:
The above lemma then shows that a = A . We proved above that A ≥ A n ≥ 1/n n i=1 v i . The rhs of this inequality is positive and bounded in n, hence its lim sup exists.Choosing now a subsequence n k so that
we get
by Theorem 3.6,ii).
2
To test the effectiveness of the upper and lower bounds derived above, we apply them to a non-trivial model recently discussed in [25] , i.e. the infinite binary tree with root n 0 where v 0 is two and v i equals three for i = 0. The authors show (among other things) that the spectrum consists of the interval [−2
v max is three, we have to calculate lim sup 1/n · n 1 v i . For simplicity we choose a subsequence so that n := n(N) with N denoting the N-th level (consisting of 2 N nodes) of the tree starting from the root n 0 . Note that in the corresponding induced subgraph G N the boundary nodes sitting in the N-th level have only node degree one with respect to G N but three viewed as nodes in the full tree.
We then have
That is, our genral estimate imply 2 ≤ A ≤ 3, which is not so bad. We want to conclude this section with deriving some relations among the operators introduced in Definition/Observation 3.4 We already realized above that
but that need not imply that d * = 2δ. On the one side we have for the restriction of δ to the antisymmetric subspace H
We hence can infer the following: 
3. Furthermore we have
Similar geometric properties of the graph are encoded in the products coming in reversed order.
That and how d, d
* encode certain geometric information about the graph can be seen from the following domain-and range-properties (for related results in the more traditional approach see also [7] ,p.24ff).
Theorem 3.13 Let the graph be connected and finite, |V|
We see that both Rg(d * ) and Rg(d) have the same dimension (n − 1).
Remark 3.14 In case the graph has, say, c components, the above results are altered in an obvious way; we have for example
Proof: we first state the general result for bounded operators
we then have for
As the d ik are linearly independent this entails f k = f i for the pairs (i.k) which occur in the sum. Since the graph is connected we have f k = f i = const for all nodes, hence dim(Ker(d)) = 1 and is spanned by i n i . this proves the first item.
In a similar way we proceed for d
In H 1 g ik , g ki can be independently chosen. We have n linear equations, which are, however, not independent. There is, in fact, exactly one apriori constraint of the form
Hence, the above yields exactly n − 1 independent linear equations for the v i coefficients. This implies that the subspace, so defined, has dimension v i − (n − 1). This proves items two and three. [7] ). On the antisymmetric subspace H a 1 we have d * = 2δ and δ(b ik ) = n k − n i . Choosing now a cycle, given by its sequence of consecutive vertices n i 1 , . . . , n i k ; n i k+1 := n i 1 , we have
that is, vectors of this kind lie in the kernel of d *
The Spectral Triplet on a general (undirected) Graph
Remark: Note what we said in remark 3.1. Furthermore our Dirac operator intertwines node-vectors and bond-vectors while in other examples it maps nodeto node-functions. Our bond-functions have the character of cotangential-vectors, while in the other cases derivatives of functions are interpreted as tangent-vectors. In our view, the latter formalism is effective only in certain classes of models (like e.g. lattices) where one has kind of global directions and will become cumbersome for general graphs. We developed this latter approach a little bit in section 3.3 of [1] and showed how these cotangent and tangent vectors can be mapped into each other.
The Hilbert space under discussion in the following is
The natural representation of the function algebra F {f ; f ∈ C 0 , sup
on H by bounded operators is given by:
From previous work ([1]) we know that C 1 carries also a right-module structure, given by:
Remark: For convenience we do not distinguish notationally between elements of F and their Hilbert space representations.
An important object in various areas of modern analysis on manifolds or in Connes' approach to noncommutative geometry is the so-called Dirac operator D (or rather, a certain version or variant of its classical counterpart; for the wider context see e.g. [4] , [26] , or [28] ). As D we will take in our context the operator:
acting on
with
Remark: Note however, that there may exist in general several possibilities to choose such an operator. On the other hand, we consider our personal choice to be very natural from a geometrical point of view.
Lemma 4.1 Note that in our scheme we have a natural chirality-or grading operator, χ and an antilinear involution, J. given by
Remark: Note that these are some of the ingredients which establish what Connes calls a spectral triple (cf. e.g. [14] or [15] ). We do not want, however, to introduce the full machinery at the moment as our scheme has an independent geometric meaning of its own. So, being careful, we call in the following these structures simply spectral triplets (we were kindly warned by B.Iochum to be more careful with this concept). Note the observation below about the non-compactness of the inverse of such Dirac-operators on infinite graphs (with a uniformly bounded vertex degree).
Definition 4.2 (Spectral Triplets)
As spectral triplet on a general (undirected) graph we take
At this point we would like to remark the following. In our general framework we restricted ourselves, mostly for (possibly subjective) aesthetic reasons -the mathematics tends to be more elegant -to undirected graphs and a total Hilbert space being the direct sum of the node space (a function space) and the bond space (sort of cotangent vectors). A was then selfadjoint and a Dirac operator emerged naturally as kind of a square root of the Laplacian.
On the other side, if one studies simple models as e.g. in [16] to [18] , other choices are possible. In [16] , [17] , where the one-dimensional lattice was studied, the symmetric difference operator was taken as Dirac operator. In [18] the onedimensional lattice was assumed to be directed (i.e. only d i,i+1 were present) and the Dirac operator was defined as a certain self adjoint "doubling" of the (one-sided, i.e. non-symmetric) adjacency matrix. This latter model would fit in our general approach (being more in the spirit of manifolds or vector bundles; as to the concept of tangent vectors in our scheme see [1] ,sect.3.3) had we included more general graphs. All these Dirac operators are different and it is hence no wonder that they lead to different consequences (see below). It is our opinion that, in the end, an appropriate choice has to be dictated by physical intuition. Nevertheless, this apparent non-uniqueness should be studied more carefully.
As can be seen from the above, the connection with the graph Laplacian is relatively close since:
and 
On the other side the right-module structure allows us to define df as an operator on H 0 via:
In a next step we define df as operator on H 1 which is not as natural as on H 0 . We define:
and linearly extended. A short calculation shows
This then leads to the following desirable observation:
Observation/Definition 4.4 The representation of df on H is given by
and it immediately follows
The Connes-Distance Function on Graphs
From the general theory we know that:
Hence Lemma 5.1
Proof: The left part of (108) is shown below. With
Normalizing x, y to x = y = 1 and representing a general normalized vector X as:
we get:
where now x, y can be varied independently of λ, µ in their respective admissible sets, hence:
It follows that in calculating [D, f ] one can restrict oneself to the easier to handle [d, f ] . For the latter expression we then get from the above (x ∈ H 0 ):
Abbreviating
and calling the supremum over i a s , it follows:
On the other side, choosing a sequence of normalized basis vectors x ν so that the corresponding a ν converge to a s we get:
The Connes-distance functional between two nodes, n, n ′ , is now defined as follows:
Remark 5.4 It is easy to prove that this defines a metric on the graph.
Corollary 5.5
It is sufficient to vary only over the set {f ; df = 1}.
Proof: This follows from
with c ≤ 1 in our case. 2
It turns out to be a nontrivial task (in general) to calculate this distance on an arbitrary graph as the above constraint is quite subtle . Nevertheless we think the above closed form is a solid starting point for the calculation of dist C on various classes of graphs or lattices. We discuss two examples below but refrain at this place from a more complete treatment, adding only the following remarks concerning the connection to the ordinary distance function introduced in the beginning of the paper.
Having an admissible function f so that sup i (
1/2 ≤ 1, this implies that, taking a 'minimal path' γ from, say, n to n ′ , the jumps |f ν+1 − f ν | between neighboring nodes along the path have to fulfill:
and are typically strictly smaller than 1 as long as there are not a sufficient number of "zero-jumps" ending at the same node. On the other side the Connes distance would only become identical to the ordinary distance d(n, n ′ ) if there exist a sequence of admissible node functions with all these jumps approaching the value 1 along such a path, which is however impossible in general as can be seen from the structure of the expression in theorem 5.2 . Only in this case one may have a chance to get:
We express this observation in the following way Observation 5.6 (Connes-distance) One has within our general scheme the following inequality
A fortiori one can prove that dist C between two nodes in an arbitrary graph is even smaller than or equal to the corresponding Connes-distance taken with respect to the (one-dimensional) sub-graph formed by a minimal path between these nodes, i.e.
This distance can be rigorously calculated (see Example 2 below) and is for nonneighboring nodes markedly away from the ordinary distance.
This general result should be contrasted with the results in [16] to [18] . Choosing e.g. the symmetric difference operator as Dirac operator in the case of the one-dimensional lattice the authors got in [16, 17] a distance which is strictly greater than the ordinary distance but their choice does not fulfill the above natural constraint given in Theorem 5.2. Note in particular that our operator d is a map from node-to bond-functions which is not the case in the other examples. In [18] the authors employed a symmetric doubling of the upper half of our symmetric adjacency matrix as Dirac operator. In the case of the one-dimensional (directed) lattice this then leads (so to say) to only one (directed) bond per node and makes the optimization process quite simple, hence leading to the ordinary distance which would have been also the case in our general scheme had we admitted directed graphs. We conjecture however that for more general graphs a relation related to the one given in Theorem5.2 would enforce the Connes-distance to be again strictly smaller than the ordinary distance for non-neighboring points. This is however an interesting point and we plan to discuss generalisations of our framework and more general examples elsewhere.
We want to close this paper with the discussion of two examples. The first one is a simple warm-up exercise, the second one is the one-dimensional lattice discussed also by the other authors mentioned above (treated however within their respective schemes) and is not so simple.
Example 1:
The square with vertices and edges:
Let us calculate the Connes-distance between x 1 and x 3 . As the sup is taken over functions(!) the summation over elementary jumps is (or rather: has to be) pathindependent (this is in fact both a subtle and crucial constraint for practical calculations). It is an easy exercise to see that the sup can be found in the class where the two paths between x 1 , x 3 have the valuations (1 ≥ a ≥ 0):
(128)
Hence one has to find sup 0≤a≤1 (a + √ 1 − a 2 ). Setting the derivative with respect to a to zero one gets a = 1/2. Hence:
Example 5.7 (Connes-distance on a square)
Example 2: The undirected one-dimensional lattice:
The nodes are numbered by Z. We want to calculate dist C (0, n) within our general framework. The calculation will be done in two main steps. In the first part we make the (in principle quite complicated) optimization process more accessible. For the sake of brevity we state without proof that it is sufficient to discuss real monotonely increasing functions with
and we write
The above optimization process then reads: for n uneven (137)
In the even case the rhs can be written as n 2 /2 = [n 2 /2]. In the uneven case we get by differentiating the rhs and setting it to zero:
with A n = 1 + 1/[n/2]. We see that for increasing n both terms approach 1/ √ 2, the result in the even case. Furthermore we see that the distance is monotonely increasing with n as should be the case for a distance. This yields in the uneven case 
Remark: With the help of the methods, introduced above, we can now estimate or rigorously calculate the Connes-distance for other classes of graphs.
