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The success of deep convolutional neural network (CNN) in computer vision especially image
classification problems requests a new information theory for function of image, instead of image
itself. In this article, after establishing a deep mathematical connection between image classification
problem and quantum spin model, we propose to use entanglement entropy, a generalization of
classical Boltzmann-Shannon entropy, as a powerful tool to characterize the information needed
for representation of general function of image. We prove that there is a sub-volume-law bound
for entanglement entropy of target functions of reasonable image classification problems. Therefore
target functions of image classification only occupy a small subspace of the whole Hilbert space. As a
result, a neural network with polynomial number of parameters is efficient for representation of such
target functions of image. The concept of entanglement entropy can also be useful to characterize
the expressive power of different neural networks. For example, we show that to maintain the same
expressive power, number of channels D in a convolutional neural network should scale with the
number of convolution layers nc as D ∼ D
1
nc
0 . Therefore, deeper CNN with large nc is more efficient
than shallow ones.
I. INTRODUCTION
Deep Convolutional Neural Network has achieved great
success in computer vision [1–4]. However, a complete
theoretical understanding of how it works is still absent,
despite efforts both numerically [5, 6] and analytically
[7–9]. Especially, even for simplest black-white image
with N pixels, O(2N ) parameters should be necessary
to represent a general function of image. However, in
practice, convolutional neural network with O(Np) pa-
rameters works quite well in image classification prob-
lems. The only way to resolve the above paradox is the
following. Target functions of image classification prob-
lems occupy only a small subspace of the whole function
space and CNN are designed to represent functions in
this subspace. Therefore, to further understand which
kind of neural network architecture is better, we should
first characterize this subspace. There are also other fun-
damental questions: why does small convolutional kernel
work well? Why is increasing the depth of the CNN
more efficient than increasing number of channels at each
layer? In this article, we try to answer these questions
using entanglement entropy, one of the most important
concepts in modern theoretical physics.
It’s well known that functions of image form a Hilbert
Space. However, it’s not emphasized before that this
Hilbert space has a tensor product structure because of
locality of each pixel. Suppose we have a two dimensional
black-white image with size N = L × L. To preserve
locality, we should think of an image as a two dimensional
lattice, instead of a vector with dimension N . In lattice
representation of image, as we will shown in the main
text, the Hilbert Space has a tensor product structure:
H =⊗
i
Hi, whereHi can be thought as a two dimensional
local Hilbert space at each pixel. Besides, we will show
an amazing mathematical relation: this Hilbert space of
functions of image is exactly isomorphic to the Hilbert
space of a quantum spin model [10] in the same lattice.
Basically up to some normalization factor, any function
of image can be thought of as a wavefunction and then
has a one to one correspondence with a quantum state of
a quantum spin model.
Quantum spin model has been extensively studied over
last several decades and entanglement entropy has been
shown to be a powerful tool to characterize a wavefunc-
tion in the Hilbert space [11]. Despite that the Hilbert
Space is exponentially large, tensor network with O(Np)
parameters is efficient to represent a general ground state
wavefunction of local Hamiltonian. The reason is be-
cause that the entanglement entropy of these wavefunc-
tions obey an area law bound(with log corrections in
some cases). It turns out that most of functions in the
Hilbert space has volume law entanglement entropy and
need O(2N ) parameters to represent. However, local-
ity constrains interesting wavefunctions (wavefunction of
ground state) to an exponentially small subspace of the
whole Hilbert space. Because of this locality constraint,
tensor networks are successful in approximation of these
wavefunctions [12].
Because the Hilbert Space of image classification prob-
lem is mathematically equivalent to the Hilbert space
of quantum spin model, we expect techniques in one
field will also have useful applications in another field.
Actually Matrix Product State, a special tensor net-
work widely used in quantum physics numerical simu-
lation, has already been shown to also work for MNIST
handwritten-digit recognition classification problem [13].
Besides, restricted boltzmann machine developed in com-
puter vision field has been proposed to be a variational
ansatz of the wavefunction of a quantum spin model[14–
17]. In this article, we will try to answer a more fun-
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2damental question: Can entanglement entropy also be a
useful concept for image classification problems and other
computer vision problems.
The Boltzmann-Shannon entropy is a key tool to char-
acterize the information of an image in information the-
ory [18] . Now in the new era of artificial intelligence, we
need an information theory for function of image, instead
of image itself. Entanglement entropy, as a generalization
of Boltzmann-Shannon entropy, can be an efficient way
to characterize the information needed for representation
of a function of image. First, we need to emphasize that
the definition of entanglement entropy is not restricted
to quantum mechanics. Actually, for any Hilbert Space
with local tensor product structure, bipartite entangle-
ment entropy is well defined mathematically. Because
functions of image form such a Hilbert Space with ten-
sor product structure, we can always define entanglement
entropy. The only question is whether this concept is
useful or not. In this article, we will show that entangle-
ment entropy is a useful characterization of difficulty to
represent a target function. We will show that entangle-
ment entropy of target functions of image classification
problems are bounded by a sub-volume-law(very likely
to be area-law for simple problems). Therefore one pixel
only entangle locally with pixels nearby. As a result,
a neural network with local connection(like convolution
kernel) is efficient to represent such a function and only
O(Np) instead of O(2N ) parameters are needed. Entan-
glement Entropy can also be a powerful tool to study the
expressive power of different network architectures. For
example, we will argue that entanglement entropy of a
deep convolutional neural network scales as S ∼ nc logD,
where nc is the number of convolution layers and D is the
number of hidden channels of each layer. Therefore, to
keep the entanglement entropy of CNN at the same level
as the target function (thus keep the same expression
power), number of channels should scale as D ∼ D
1
nc
0 ,
where D0 is the number of channels for shallow CNN
with depth 1.
II. PROBLEM DEFINITION AND HILBERT
SPACE
In this section we define the image classification prob-
lem and discuss the structure of the Hilbert Space of
functions of image.
II.1. Problem Definition of Image Classification
For simplicity we consider two-class image classifica-
tion problem. Multi-class classification can be trans-
formed to multiple two-class classification problem. To
be specific, we consider the problem of classify whether
an image is a cat. Every image has N = L2 pixels and
every pixel can be either 0 or 1. We define S to be the
set of all images and S includes in total 2N images. We
also define the set of all complex value function of image
as HI = {f : S → C}.
We assume that there exists a target function of image
F ∈ HI defined as following:
F (s) =
{
1, if s is an image of cat.
0, otherwise.
(1)
For supervised learning, F (s) is known for all training
data. Supervised learning is defined as finding a funcition
which can approximate target function F well by solving
the following optimization problem:
min
f∈HI
E[f ] (2)
where E[f ] is a functional, a function on function space
, defined as:
E[f ] =
∑
s∈S
V (f(s)− F (s))P (s) (3)
where V is a cost function and P (s) is a probability dis-
tribution of images, which is decided by specific prob-
lem. In supervised learning, P (s) can be approximated
by dataset Sdata.
E[f ] =
∑
s∈Sdata
V (f(s)− F (s)) (4)
It’s hard to solve the optimization problem in Eq. 2
directly because E[f ] is a functional. Thus we should
represent f ∈ HI by a specific form with finite num-
ber of parameters first. In computer vision applications,
deep convolutional neural network(DCNN) shows good
performance to represent f ∈ HI :
f |ω(s) = DCNNω(s) (5)
where, DCNNω means a function specified by a deep
convolutional neural network with a high dimensional
parameter vector ω. In real application, dimension of
parameter ω is a polynomial of N : |ω| ∼ O(Np).
Then the optimization problem becomes a minimiza-
tion problem of multi-variable function:
min
ω
E(ω) = E[f |ω] (6)
which can be solved by gradient descent methods because
DCNN |ω is differentiable to ω.
II.2. Hilbert Space HI
Next we will show that space of all functions of image
HI is actually a Hilbert Space with dimension 2N . First,
it’s obvious that this function space is a vector space with
definition of addition and scalar multiplication as:
(af1 + bf2)(s) = af1(s) + bf2(s) (7)
3where, f1, f2 ∈ Hi and a, b ∈ C.
Then we define inner product as:
〈f1|f2〉 =
∑
s∈S
f∗1 (s)f2(s) (8)
where, 〈f1|f2〉 stands for inner product of f1, f2 ∈ HI .
It’s easy to verify that this definition of inner product
satisfies all properties of inner product. Therefore HI is
a Hilbert Space. Next we show that its dimension is 2N .
First we define 2N functions(vectors) in HI :
ei(s) =
{
1 if s = si
0 otherwise
(9)
where i = 1, 2, ..., 2N and si ∈ S stands for the ith image
in S. These {ei ∈ HI} are 2N linearly independent vec-
tors in HI and it’s easy to show that any function f ∈ HI
is a linear combination of these {ei}:
f =
2N∑
i=1
f(si)ei (10)
Besides, 〈ei|ej〉 = δij , so {ei} forms an orthogonal basis
of HI . Therefore dimension of HI is indeed 2N .
II.3. Tensor Product Structure of Hilbert Space
We have shown that functions of size N image form a
2N dimensional Hilbert Space HI . Next we will show the
tensor product structure of this Hilbert Space. Actually
any size N image can be partitioned to two image A
and B, as shown in Fig. 1. We label the set of images
for A and B region as SA and SB . Then functions of
sub-image SA form a Hilbert Space HA with dimension
2NA . Similarly, functions of image B form Hilbet Space
HB with dimension 2NB . Next we will prove that HI =
HA ⊗HB .
As we show in Section II.2, HA has 2NA basis vectors
eAi , each i = 1, 2, ..., 2
NA corresponds to one image sAi ∈
SA, as defined in Eq. 9. Similarly, HB has 2NB basis
vectors eBj with j = 1, 2, ..., 2
NB corresponds to sBj ∈ SB .
For each original image s ∈ S, it can be uniquely de-
composed to two sub-images sAi and s
B
j . We label sij ∈ S
as sij = s
A
i ⊗ sBj . Then according to Eq. 9, it corre-
sponds to a basis in HI , eij = e
A
i ⊗ eBj . It’s easy to
verify this definition gives the tensor product structure
HI = HA
⊗HB .
We can further decompose HA and HB following the
above procedure. Finally, we can think of one image
s ∈ S as composed of N images, each of which is just a
pixel. As shown above, each pixel i has a two dimensional
Hilbert Space Hi and the total Hilbert Space is a tensor
product:
HI =
⊗
i
Hi (11)
FIG. 1. Partition of an image. B region is light green. A
region includes both dark green and pink part. R region with
dark green part is inside A. The function space of the whole
image has tensor product structureH = HA ∼= HB. As shown
in Section IV, for target function of reasonable image clas-
sification problems, region B entangles with region A only
through region R with size r. Therefore the corresponding
entanglement entropy satisfies area-law: SAB ∼ rLAB .
Therefore, the Hilbert Space in the image classifica-
tion problem has a tensor product structure. It can also
be shown that this Hilbert Space HI is mathematically
equivalent to the Hilbert Space of quantum spin model
HS : HI ∼= HS . Therefore, each function defined on im-
age set S has a one to one correspondence to a wave-
function of quantum spin model. Details of this equiva-
lence is shown in Appendix.A. Because of this amazing
equivalence, we can use mathematical tools developed in
quantum physics field to deal with functions of image in
computer vision field.
III. ENTANGLEMENT ENTROPY
As shown in Section II, both computer vision field and
quantum physics field is trying to represent a vector in
a 2N dimensional Hilbert Space HI ∼= HS . Then it’s
natural to ask the following question: Is it possible to
represent a general vector in the 2N dimensional Hilbert
Space with O(Np) number of parameters? The answer is
well known in quantum physics field. It’s not possible to
approximate a general vector in this Hilbert Space with
O(Np) parameters. We can at best approximate vectors
of a subspace whose function has entanglement entropy
smaller than volume-law. In practice, ground state wave-
function of local Hamiltonian can be represented by ten-
sor network efficiently. The reason is that entanglement
entropy of these functions are bounded by area law, while
most of the functions in Hilbert space HS have volume
law entanglement entropy.
Empirically deep convolutional neural network is suc-
cessful in image classification problems. We label the
set of target functions in image classification problems as
HT ⊂ HI . Inspired by quantum physics, we propose that
entanglement entropy can also be useful to characterize
function in HT . Especially, we will show that a function
f ∈ HT satisfies sub-volume-law bound (very likely to be
4area-law) for entanglement entropy.
III.1. Density Matrix
To make the following analysis easier, we will choose a
simple normalization condition. We choose an image s0
with label 1 as benchmark, and let |f(s)/f(s0)|2 repre-
sent the possibility that s also has label 1. Then both in
image classification and quantum physics, for a function
f , we only care about ratio f(s)/f(s′) for any images
s, s′ ∈ S. Therefore, for simplicity we can always nor-
malize the norm of the function to be 1:
〈f |f〉 =
∑
s∈S
|f(s)|2 = 1 (12)
Then for every f ∈ HI , we can define a 2N×2N density
matrix[19] as:
ρij = f
∗(si)f(sj) (13)
where ρij means the entry ρ(i, j) with i, j = 1, 2, ..., 2
N .
And si means the ith image in S.
It’s convenient to write the density matrix in dirac no-
tation as:
ρ =
∑
ij
f∗(si)f(sj) |si〉 〈sj | (14)
As we have shown in Eq. 9, each basis ei of the Hilbert
Space HI uniquely correspond to an image si ∈ S. So
we use |si〉 to denote this basis vector. 〈si| is the cor-
responding covector. Therefore density matrix in Eq. 14
explicitly show that density matrix is a linear transfor-
mation in the Hilbert Space HI . Later we will see that
properties of density matrix is independent of basis.
Because of normalization condition Eq. 12, we can eas-
ily prove that
Trρ = 1 (15)
The density matrix ρ can be thought as a generaliza-
tion of probability distribution with trρ = 1. In com-
puter vision, ratio of diagonal term ρssρs′s′
= |f(s)|
2
|f(s′|2 ) can
be seen as the ratio of probability P (s)P (s′) , where P (s) is
the probability that s is a cat.
Von Neumann entanglement entropy is defined as a
generalization of Boltzmann-Shannon entropy:
S = −tr(ρ log ρ) (16)
It can be proven that for any f ∈ HI ,
S = 0 (17)
So this definition of entanglement entropy seems to be
meaningless. However we will show that entanglement
entropy should be defined for a bipartite partition for an
image. It’s actually a measure of entanglement between
two sub-images A and B for a target function f ∈ HI .
One intuitive understanding is that it characterize non-
linearity of this function f between part A and B.
III.2. Bipartite Entanglement Entropy
We define bipartite Von Neumann entanglement en-
tropy now. We divide an image to two parts A and B,
as shown in Fig. 1. Then total Hilbert Space can be de-
composed to tensor product state HI = HA⊗HB , where
HA and HB are two Hilbert Space defined on image A
and B with dimension 2NA and 2NB .
Because any basis si ∈ S correspond to a basis of HI .
We can label it as |i〉 = |iB〉 |iA〉, where iA = 1, 2, ..., 2NA
and iB = 1, 2, ..., 2
NB . Here each i can be decomposed to
two parts iA and iB . |iA〉 and |iB〉 are basis of HA and
HB .
As we showed above, the density matrix ρ is basis free.
Therefore it’s easy to work in the following notation:
ρ =
∑
iA,iB ,jA,jB
ρiA,iB ;jA,jB |iB〉 |iA〉 〈jA| 〈jB | (18)
Then we can get a density matrix defined on HA by
tracing the HB part:
ρA = TrBρ =
∑
i′B
〈i′B |ρ|i′B〉
=
∑
i′B ;iA,iB ,jA,jB
ρiA,iB ;jA,jB |iA〉 〈jA| 〈i′B |iB〉 〈jB |i′B〉
(19)
Or equivalently after using 〈iB |i′B〉 = δiB ,i′B , ρA is
ρAiAjA =
2NB∑
iB=1
ρiA,iB ;jA,iB (20)
The density matrix defined on sub image has property:
TrρA = 1 (21)
But it doesn’t satisfy (ρA)2 = ρA anymore.
More importantly, we can also define entanglement en-
tropy following Eq. 16 as
SA = −tr(ρA log ρA) (22)
We list several important properties of entanglement
entropy.
Property 1 For any partition A and B, SA = SB =
SAB.
Property 2 If dimension of matrix ρA is D, SA ≤
logD.
Property 3 SA remains unchanged under unitary trans-
formation ρA → UρAU†, where U is a unitary matrix.
The last property means that entanglement entropy
is basis free. So we can always diagonalize ρA because
it’s hermitian. In the diagonal form, Pi = ρ
A
ii forms an
ordinary probability distribution and entanglement en-
tropy SA is just the Shannon entropy. Then we know
Smax = logD, where D is the number of nonzero eigen-
vector of ρA.
5III.3. Meaning of Entanglement Entropy
For general function f ∈ HI , SAB 6= 0. To continue,
we need to understand the meaning of SAB first. Let’s
understand what type of function has zero entanglement
entropy as a starting point.
Theorem 1 Any function f ∈ HI , if it can be written
in a product form: f = fA⊗fB which means that f(s) =
fA(sA) × fB(sB), where fA ∈ HA and fB ∈ HB, then
SAB = SA = SB = 0.
It’s easy to prove that ρAiA,jA = f
∗
A(iA)fA(jA). Thus
ρA can be seen as generated from fA ∈ HA and thus
SA = 0. For this special form of function, part A and
B are totally independent and there is no entanglement
between these two parts.
One special case is the famous logistic regression
f(s) ∼ e
∑N
i=1 ais(i) =
∏N
i=1 e
ais(i), where s(i) is the value
of pixel i. From Theorem 2, we know entanglement be-
tween any bipartite partition A and B is zero for this
function. As a result, the logistic regression is impossi-
ble to represent any function of image which has nonzero
entanglement between two partitions.
For general function f ∈ HI , it can be written in
Schmidt decomposition form:
f =
m∑
i=1
aif
i
A ⊗ f iB (23)
where m ≤ min{2NA , 2NB} and f iA ∈ HA and f iB ∈ HB .
We also have
∑m
i=1 |ai|2 = 1 Besides, different f iA are
orthogonal 〈f iA|f jA〉 = δij .
After tracing over region B, we get
ρA =
m∑
i=1
|ai|2 |f iA〉 〈f iA| (24)
Therefore in the basis of f iA, ρ
A is a diagonal matrix
with diagonal element |ai|2. We have the following theo-
rem:
Theorem 2 For any function f ∈ HI and any partition
of A and B, entanglement entropy is bounded by volume
law SAB ≤ min{NA, NB} log 2.
The theorem comes naturally from Property 2 of En-
tanglement Entropy. We have the following definition.
Definition 1 For a function f ∈ HI , it has volume-law
entanglement entropy if SAB ∼ O(LAB) for any bipartite
partition A and B , where LAB is the length of boundary
between A and B.
Volume law can be intuitively understood as following.
For most of functions f ∈ HI , two partitions A and B are
not independent and entangled. As a result, ρA can not
be generated by one single function, and is dependent
on state of pixels of region B. In general, part B has
2NB possible states and we need O(2NB ) independent
functions to describe ρA. Thus in the diagonal form of
ρA, there are O(2NB ) nonzero diagonal elements and thus
Smax ∼ log(2NB ) ∼ NB .
One intuitive understanding of entanglement entropy
is the range of pixels entangled with one pixel. In the
case of volume law, one pixel in part A is entangled with
every pixel in part B and thus total entanglement en-
tropy is proportional to the number of pixels, and thus a
volume law. To represent a function of volume law, fully
connected network is necessary and local connection like
convolutional kernel is apparently impossible to represent
such a function.
O(2N ) number of parameters is necessary to represent
volume-law function. However, for function with area-
law entanglement entropy, O(Np) number of parameters
may be enough to represent it.
Definition 2 For a function f ∈ HI , it has area-law
entanglement entropy if SAB ∼ O(LAB) for any bipartite
partition A and B , where LAB is the length of boundary
between A and B.
Area-law entanglement entropy implies that one pixel
is only locally entangled with pixels in its neighborhood.
Thus entanglement for part A and B is only from bound-
ary and thus is proportional to O(LAB). Therefore, to
represent a function with area-law entanglement entropy,
we only need local connections between pixels, such as
convolutional kernel with small width.
III.4. Examples of Volume-Law and Area-Law
Image Classification Problem
In this section we provide two examples of image clas-
sification. We will show that target function of one prob-
lem has volume-law entanglement entropy and the other
one has area-law entanglement entropy.
III.4.1. Volume-Law Example: Random Image Set
Considering the following image classification problem.
We randomly generate a set of images SI and label these
images as 1. Other images not in this set are labeled as 0.
Then the image classification problem is to supervised-
learning this set SI . One can imagine that this task is
impossible for any neural network because these images
in set SI don’t have any pattern at all.
Next we give a quantitative statement of no-pattern
by showing that the corresponding target function has
volume-law entanglement entropy. The target function
as defined in Eq. 1 can be thought as a random vector
in the Hilbert Space HI . It has been shown that a ran-
dom chosen vector in the Hilbert Space HI ∼= HS has
volume-law entanglement entropy because it correspond
6to a thermalized state with almost infinite temperature
[20]. Because the target function has volume law entan-
glement entropy, it’s impossible to represent with a sim-
ple locally connected neural network. To represent such a
function, long range connection with exponentially large
number of parameters is necessary.
III.4.2. Area-Law Example: Recognizing Closed Loops
We give an example of image classification problem
with area-law entangled target function. The task is
closed loop recognition. If an image only has closed loops,
the label is 1. If there is any open string in the image, the
label is 0. This task could be efficiently accomplished by
training simple convolutional neural network. The tar-
get function of this problem can be analytically proven
to have area-law entanglement entropy SAB ∼ LAB log 2
because it correspond to the famous quantum loop gas
state in toric code [21]. The intuition is that to decide
whether a line is a closed loop or open string, it’s only
necessary to check some local constraints. As a result,
pixels entangle locally and a small convolutional kernel
can be used for this problem.
IV. SUB-VOLUME-LAW ENTANGLEMENT
ENTROPY OF TARGET FUNCTIONS FOR
IMAGE CLASSIFICATION
We have already seen that entanglement entropy is a
powerful tool to measure the difficulty for representing a
function. Functions with volume law entanglement en-
tropy generally need O(2N ) parameters to approximate
and functions with area-law entanglement entropy are
possible to be approximated by short-range connected
networks with O(Np) parameters. As CNN is quite suc-
cessful in image classifications, it’s natural to conjecture
that objective functions in image classification problems
are area-law entangled. Next we will justify this conjec-
ture.
Suppose we have a image classification problem. The
target function is that F (s) = 1 if s has label 1 and
F (s) = 0 otherwise. We have a partition A and B. The
boundary is included in regionA and the length of bound-
ary is LAB . We label the set of images with label 1 as
SI .
Then density matrix is:
ρ =
1
NI
∑
s,s′∈SI
|sA〉 〈s′A| ⊗ |sB〉 〈s′B | (25)
where NI is the number of label 1 images. sA, s
′
A ∈ SA
and sB , s
′
B ∈ SB . SA (SB) are set of images in region A
(B).
Next we trace over HB :
ρA = trBρ
=
∑
s
′′
B
〈s′′B | ρ |s
′′
B〉
=
1
N
∑
s,s′∈Scat
|sA〉 〈s′A|
∑
s
′′
B
〈s′′B |sB〉 〈s′B |s
′′
B〉
=
1
N
∑
s,s′∈Scat
|sA〉 〈s′A|
∑
s
′′
B
δs′′BsB
δs′′Bs′B
=
∑
sA∼s′A
NsAs′A
N
|sA〉 〈s′A| (26)
where sA ∼ s′A means that there exits NsAs′A ≥ 1 possible
sB ∈ SB which can generate label 1 image by combining
with both sA and s
′
A.
Naively ρA is a 2NA × 2NA matrix. However, we can
organize it to 2LAB blocks with the following natural as-
sumption.
Assumption 1 If two label 1 images are exactly the
same in region B, they must also be the same at the
boundary.
The assumption follows naturally from the continua-
tion of part B if the image classification problem is for
an object which is smooth locally. With this assump-
tion, we know that sA ∼ s′A only if they have the same
boundary. There are 2LAB possible states of the bound-
ary. Therefore the density matrix ρA can be organized
to 2LAB blocks, each of which correspond to one state of
the boundary.b
However, sA ∼ s′A may not hold even if sA and s′A have
the same boundary. We need another assumption of the
image classification. We label a subregion with range r
within region A close to the boundary as R, as shown
in Fig 1. In the following, we will assume that whether
sA ∼ s′A and NsAs′A only depends on the state at this
region R. We label SsR as the set of sA ∈ SA which is
the same as sR in region R and can be extended to a
label 1 image by some sB ∈ SB .
Assumption 2 If sA ∈ SsR and s′A ∈ Ss′R , then
NsAs′A = NsRs′R which only depends on their state at re-
gion R.
The above assumption apparently holds for r = LA.
However, we expect r = O(1) for simple image classi-
fication problems with locality. The assumption means
that whether two images can extend to a label 1 image
with the same B part only depends on their states on
region R and doesn’t depend on inner region A/R. The
assumption is true because the image in B part is smooth
extension of R region. With this assumption, We define
the following basis:
|ΨsR〉 = A
∑
sA∈SsR
|sA〉 (27)
7where A is a normalization factor.
There are 2rLAB possible sR. In terms of these 2
rLAB
orthogonal basis
ρA =
∑
sRs′R
NsRs′R
NI
|ΨsR〉 〈Ψs′R | (28)
ρA is a matrix with dimension 2rLAB . Then we
know immediately that entanglement entropy SA ≤
rLAB log 2.
Theorem 3 For image classification problem satisfying
the above two assumptions, the entanglement entropy for
target function is bounded by SAB ≤ rLAB log 2. r is
a characterization of the range of entanglement of each
image classification problem.
Thus r can be thought of as the range of entanglement.
For such a target function, a pixel only entangles with
pixels within the distance of r. Note that, entanglement
between pixels are defined for a function f ∈ HI . We are
meaning that, to approximate such a function f , we need
one pixel to entangle with other pixels in the network
(whatever the network is, convolutional neural network,
tensor network, or a network not proposed yet).
In summary, we argued that the entanglement entropy
of target functions of image classification problems are
bounded by a sub-volume-law SAB ∼ rLAB . r can be
seen as a characterization of the difficulty of each clas-
sification problems. For simple task like MNIST(hand-
written digit recognition) data, r ∼ O(1) is a reasonable
estimation and the target function should have area-law
entanglement entropy. Some complicated tasks may have
r ∼ Lα with α < 1. But we believe volume law entangle-
ment entropy with r ∼ L is very rare because of locality.
It’s hard to analytically extract r for each image classi-
fication problem. But numerical calculation of entangle-
ment entropy for each image classification problem may
be possible. We leave it to future work.
V. APPLICATION TO CONVOLUTIONAL
NEURAL NETWORK
After showing that entanglement entropy of target
function of a image classification problem is bounded by
a sub-volume-law SAB ∼ rLAB . Next we will use entan-
glement entropy to characterize the expressive power of
different neural network architectures.
Specifically we consider deep CNN with np pooling lay-
ers and nc convolution layers between pooling layers. The
number of channels at each layer is denoted as D. For
simplicity we assume each layer has the same D. The
architecture of CNN is very similar to Multiscale Entan-
glement Renormalization Ansatz(MERA) [22]. It’s rea-
sonable that convolutional neural network is also doing
entanglement renormalization as MERA. Pooling layer
of CNN is similar to a block-spin renormalization group
step. For image classification problem with scale invari-
ance, we need np ∼ logL to get a scale invariant ansatz
with correlation length ξ ∼ L.
In practice it’s also found that CNN with larger nc
works better while the size of convolution kernel W can
be small. We can understand the role of convolutional
layer as a disentangler in MERA. Before pooling layer
which reduce the size of a block to 1, we must extract
most important features for this block and its neighbors
to reduce the information lost during pooling layer(RG)
process. In a formal language, we must keep the entan-
glement between each block and its neighbors. Because
entanglement entropy of the target function is smaller
than volume law(very likely to be area-law), pixels are
only locally entangled. Thus a fully connected network is
not necessary and we can use a small convolution kernel.
The number of channels D is similar to the bond dimen-
sion in MERA. As shown by numerical experiments, each
channel represents a feature of original kernel at previ-
ous layer [5]. In quantum physics language, each chan-
nel represents a disentangled state of the corresponding
kernel, which is exactly the role played by disentangler
in MERA. The CNN will be trained to extract D most
important features of this kernel. In a quantitative lan-
guage, it’s trained to change the original basis of this
kernel to D new vectors, which minimizes the loss of en-
tanglement that will be lost during the following pooling
process. By making analog with MERA, the entangle-
ment entropy of a CNN scales as SABLAB ∼ nc logD [23].
We want the entanglement entropy of the CNN to be at
the same level of the target function. Then nc logD ∼ r
is needed to represent a target function with entangle-
ment entropy SAB ∼ rLAB . In another word, we need
D ∼ D
1
nc
0 to keep the expression power of the CNN. It’s
then obvious that increasing nc is much more efficient
than increasing D.
VI. CONCLUSION
In conclusion, we propose to use entanglement entropy
to characterize the information needed to represent a tar-
get function for an image classification problem. We show
that entanglement entropy is bounded by sub-volume law
(even area-law) for target functions in image classifica-
tion problems because of locality. Therefore O(Np) pa-
rameters are enough to represent a target function. We
can also use entanglement entropy to characterize the ex-
pressive power of a neural network architecture. Specifi-
cally, we show the entanglement entropy of a deep CNN
scales as SAB/LAB ∼ nc logD. Therefore a deeper CNN
with larger nc is much more efficient than shallow ones.
A lot of directions are open for future work. First, nu-
merical techniques should be developed to measure en-
tanglement entropy for each image classification problem
and other computer vision problems. Second, as we have
shown a deep connection between quantum physics and
image classification, ideas and methods in one field may
8have applications in the other field. Finally, this article
is focused on problem of image, which has a spatial lat-
tice. Time series data is involved in speech recognition
and natural language processing problem. It remains an
open question whether we can also characterize functions
of time series using entanglement entropy or similar con-
cepts.
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Appendix A: Hilbert Space of Quantum Spin Model
1. Equivalence between HI and HS
Computer vision is dealing with a Hilbert Space HI with dimension 2N . In quantum physics, quantum spin model
is also on a 2N dimensional Hilbert Space HS . The basis |s〉 of HS can be thought of as a image s ∈ S. In this section
we will further show that HI and HS are equivalent. In a more precise mathematical language,
HI ∼= HS (A1)
The isomorphism is mathematically easy to prove because two vector space with the same finite number of dimension
is isomorphic. HI has 2N orthogonal basis {ei} and HS has 2N orthogonal basis {|si〉 |si ∈ S}. We can define a linear
transformation T : HI → HS as:
T (ei) = |si〉 (A2)
9Under this definition, a vector f ∈ HI transforms to a |Ψ〉 ∈ HS under T :
|Ψ〉 =
∑
s∈S
f(s) |s〉 (A3)
We can also show that inner product doesn’t change under T :
〈Ψ1|Ψ2〉 = 〈Tf1|Tf2〉
=
∑
s∈S
∑
s′∈S
f∗1 (s)f2(s
′) 〈s|s′〉
=
∑
s∈S
f∗1 (s)f2(s)
= 〈f1|f2〉 (A4)
where we used the fact 〈s|s′〉 = δss′ .
So indeed T is an isomorphic transformation. And then HI are equivalent to HS . Techniques dealing with one
Hilbert Space can be directly applied to deal with the other one.
As a result of equivalence between HI and HS , a target function F ∈ HI for any supervised learning problem in
computer vision can be encoded into a golden quantum state:
|ΨG〉 =
∑
s∈S
F (s) |s〉 (A5)
