Effective dynamics of the nonlinear Schr\"odinger equation on large
  domains by Buckmaster, Tristan et al.
ar
X
iv
:1
61
0.
03
82
4v
1 
 [m
ath
.A
P]
  1
2 O
ct 
20
16
EFFECTIVE DYNAMICS OF THE NONLINEAR SCHRO¨DINGER
EQUATION ON LARGE DOMAINS
T. BUCKMASTER, P. GERMAIN, Z. HANI, J. SHATAH
Abstract. We consider the nonlinear Schro¨dinger (NLS) equation posed on the box [0, L]d
with periodic boundary conditions. The aim is to describe the long-time dynamics by deriving
effective equations for it when L is large and the characteristic size ǫ of the data is small. Such
questions arise naturally when studying dispersive equations that are posed on large domains
(like water waves in the ocean), and also in theory of statistical physics of dispersive waves,
that goes by the name of “wave turbulence”. Our main result is deriving a new equation,
the continuous resonant (CR) equation, that describes the effective dynamics for large L and
small ǫ over very large time-scales. Such time-scales are well beyond the (a) nonlinear time-
scale of the equation, and (b) the Euclidean time-scale at which the effective dynamics are
given by (NLS) on Rd. The proof relies heavily on tools from analytic number theory, such as
a relatively modern version of the Hardy-Littlewood circle method, which are modified and
extended to be applicable in a PDE setting.
1. Introduction
1.1. The nonlinear Schro¨dinger equation on the torus. The first fundamental question,
beyond well-posedness, in the study of nonlinear dispersive equations is the long time dynamics
of small amplitude solutions. There is a large body of work when the domain is Rn, where
for most equations, the asymptotic behavior of small solutions is well-understood [23, 5].
However, the situation is markedly different on bounded domains, where solutions, even for
small initial data, exhibit rich and complicated dynamical behaviors. These can range from
quasi-periodic motion [22] to solutions that exhibit a very vigorous departure from linear
behavior, like energy cascades between different length-scales.
The purpose of this manuscript is to study the long time dynamics of the nonlinear Schro¨dinger
equation
(1.1)
{ −i∂tv + 12π∆v = ±|v|2pv, x ∈ TnL, p ∈ N
v(t = 0) = ǫv0,
where TnL is the torus of size L, i.e., the box [0, L]
n with periodic boundary conditions.
Setting for the moment p = ǫ = L = 1, local well-posedness for smooth data trivially holds.
However, Bourgain [2] in a foundational work, obtained local well-posedness for data inH
n
2
− 1
p
+
(slightly smoother than the scale invariant space). Combining this local result with the con-
served quantities of the equation leads directly to global solutions for n = 1, 2, 3 in the
defocusing case, and for small data in the focusing case. Similar global results for were later
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obtained in the energy-critical case (see [16, 3, 18]). This raises the question: what are the
qualitative features of these global solutions? It is expected that for generic initial data, so-
lutions will exhibit a behavior that is markedly different than the linear one (no matter how
small the size of the data is!). An example of such behavior is the energy cascade phenome-
non, in which solutions transfer their energy to higher and higher Fourier modes. This can be
measured by inspecting the behavior of high Sobolev norms, in which case one expects to find
an abundance of solutions which satisfy for s > 1, lim supt→∞ ‖u(t)‖Hs = ∞. Although this
has not been proven for any solution on the torus Tn (though see [12]), there are solutions
which exhibit arbitrarily large growth factor [6, 10, 11, 14, 9].
It should be mentioned that the intuition for energy cascades is highly motivated by the
theory of statistical physics of nonlinear dispersive waves, namely “wave or weak turbulence”
[25, 21],1 Unfortunately, this theory is, so far, lacking mathematical foundations (see [20] for
the best result in that spirit). The most striking element of the theory of wave turbulence, is
the derivation of a kinetic model which should describe large time dynamics. The derivation
of this kinetic equation is performed under a randomness assumption, and in the limit where
ǫ→ 0, L→∞. This was one motivation for the central aim of this article: describe the long
time dynamics of u, on a time-scale T → ∞, as ǫ → 0 (weak nonlinearity) and as L → ∞
(big box limit, or, up to rescaling, high frequency limit).
1.2. Effective dynamics on large domains. Another motivation to study the long-time
behavior in the large box limit, is to understand the various regimes and effective dynamics
that are featured by dispersive systems on large domains (e.g. water waves equation posed
on the ocean surface). Indeed, for such systems, one is often tempted, for modeling and
mathematical reasons, to find simplified equations posed on Rn that approximate the real
dynamics when L is very large. The first and most intuitive such simplification, is to study
the same equation on Rn. We call this the Euclidean approximation. However, one soon notices
that this approximation has its limitations, namely it is only valid in situations and over time-
scales for which the solution does not feel the effect of the boundary of the domain.
To explain this more precisely, let us consider again our equation (1.1). We first identify two
important time-scales for the dynamcis:
The nonlinear time-scale Tnl: this is the time needed for the nonlinearity to have an effect of
size O(1). It is easy to see that for initial data of size ǫ and a nonlinearity of degree 2p + 1,
the nonlinear time scale is Tnl ∼ ǫ−2p. Therefore keeping L fixed and letting ǫ→ 0, we have:
1) for t≪ Tnl the dynamics of u is given (to leading order) by the linear Schro¨dinger equation
on TnL; and 2) for t = O(Tnl) the dynamics is given by the nonlinear Schro¨dinger equation on
TnL.
The Euclidean time-scale TE : this is the time needed for the solution to be affected by the
geometry of the domain TnL. Since at the linear level, wave packets at frequency scale ∼ 1
move at speed ∼ 1, then one can heuristically argue that a scale ∼ 1 wave packet, initially
1The name weak turbulence stems from the focus of this theory on small solutions, and hence weak
nonlinearities.
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localized, would take time O(L) to wrap up the torus; therefore TE ∼ L. Thus for ǫ fixed
and L large, the dynamics of u is well approximated for t≪ TE by the nonlinear Schro¨dinger
equation on Rn.
This leads to the main question of the present work:
What happens after the Euclidean approximation breaks, i.e., T ≫ L and after the nonlinear
effects take place, i.e., T ≫ ǫ−2p? Is there an equation that describes the dynamics of solutions
when ǫ is small and L is large?
1.3. The resonant time-scale and rough statement of results. The purpose of this
paper is to contribute to the answer to the above open-ended question. Roughly speaking,
our result can be stated as follows: There exists another time-scale TR, that we call the
resonant time-scale, that is much longer than both Tnl and TE , and over which we can still
describe the effective dynamics by an equation on Rn. We call this equation the Continuous
Resonant (CR) equation. The rigorous derivation of this equation, along with proving how it
approximates the (NLS) dynamics in the limit of large L, constitutes the bulk of this paper.
In a companion paper [4], we will analyze this equation and study more of its properties.
Let us start by giving a formal derivation of this equation. First, for simplicity of the presen-
tation, we set p = 1 and choose the defocusing + sign of the nonlinearity in (NLS) (both of
which have little role in what follows). We start with an ansatz v = ǫu to emphasize the size
of the initial data under consideration. The equation satisfied by u is given by
(NLS) −i∂tu+ 1
2π
∆u = ǫ2|u|2u, x ∈ TnL.
Expand u in its Fourier coefficients, u(t, x) = 1
Ln
∑
K∈Zn
L
ûK(t)e(K · x), where K ∈ ZnL =
(
Z
L
)n
and e(α) = exp(2πiα), and define aK(t) = e(−|K|2t)ûK(t). The equation satisfied by aK
reads
(1.2) − i∂taK = ǫ
2
L2n
∑
S3(K)=0
aK1aK2aK3e(Ω3(K)t),
where Ki ∈ ZnL, for i = 1, 2, 3, and
S3(K) = K1 −K2 +K3 −K,
Ω3(K) = |K1|2 − |K2|2 + |K3|2 − |K|2.
We split the nonlinear terms into resonant and non-resonant interactions:
(1.3) − i∂taK = ǫ
2
L2n
∑
S3(K)=0
Ω3(K)=0
aK1aK2aK3
︸ ︷︷ ︸
resonant interactions
+
ǫ2
L2n
∑
S3(K)=0
Ω3(K)6=0
aK1aK2aK3e(Ω3(K)t)
︸ ︷︷ ︸
non-resonant interactions
,
and prove the following:
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1) For ǫ sufficiently small, the non-resonant interactions become dynamically irrelevant, and
the dynamics of small solutions are well-approximated by the resonant terms only. The proof
of this requires the use of normal form transformations. Eliminating the cubic non-resonant
terms by a normal forms transformation justifies this approximation under the restrictive
condition ǫ < L−1− (cf. [8]). In this paper, we eliminate non-resonant terms up to an arbitrary
large (but finite) degree. This allows us to justify this resonant approximation under the mild
condition ǫ < L−γ for arbitrary small γ > 0. This is done in Section 6. The upshot is that
effectively, the dynamics of aK(t) are given by
−i∂taK = ǫ
2
L2n
TL(a, a, a) where TL(a, a, a) =
∑
S3(K)=0
Ω3(K)=0
aK1aK2aK3 .
2) For L sufficiently large, one can approximate the resonant sum above by an integral in a
manner similar to how Riemann sums are approximated by integrals. However, since the sum
is over a set on integers (K1, K2, K3) ∈ (ZnL)3 which are the zeros of the quadratic form Ω3,
this leads to deep problems in analytic number theory.
The Circle Method. Our main tool to rigorously perform the approximation mentioned above
and to estimate the resonant sum is based on recent improvements of the Hardy-Littlewood
circle method (e.g. smooth versions of Kloosterman’s leveling method as presented by Hooley
[17] and by Duke, Friedlander, and Iwaniec [7]). Our treatment of the circle method, which
is presented in Section 2, follows closely the work of Heath-Brown [15]. However, the results
in [15] are not applicable to the PDE problem we are considering here. Namely we need to
estimate functions defined as weighted lattice sums. More specifically, we consider,
F (x) =
∑
Q(K)=0
W (L(x,K)) ,
where Q is a quadratic form and L is a linear function, and ask for 1) boundedness of the
map W → F , in certain function spaces; and 2) the convergence of F (in function space) as
L→∞. In addition the function W is neither compactly supported nor does it vanish when
Q(K) = 0.
Using the circle method, we prove that there exists a normalization factor Zn(L), such that
the resonant sum converges to an explicit integral operator T as follows: If f is sufficiently
smooth and decaying, then
1
Z(L)
TL(f, f, f) L→∞−→ T (f, f, f) with Zn(L) =
{
1
ζ(2)
L2 logL if n = 2
ζ(n−1)
ζ(n)
L2n−2 if n ≥ 3
where ζ is the Riemann zeta function. The operator T is an integral over the set S(K) = 0
and Ω(K) = 0,
T (f, f, f)(K) =
ˆ
f(K1)f¯(K2)f(K3)δRn(S3(K))δR(Ω3(K)) dK1dK2dK3.
These results are presented in Sections 4 and 5.
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Consequently the limiting dynamics of aK (up to rescaling time by a factor
L2n
Zn(L)ǫ2
) is given
by the “Continuous Resonant” equation
(CR) −i∂tg(t, ξ) = T (g(t, ·), g(t, ·), g(t, ·)) (t, ξ) ξ ∈ Rn,
provided ǫ < L−γ for arbitrary small γ > 0. This equation is studied in the companion
paper [4].
For general p ∈ N, n ≥ 1 with np ≥ 2, and again by using the circle method, we can show
that the resonant sum converges to an integral operator with a normalization factor
Zn,p(L) =
{
1
ζ(2)
L2 logL if np = 2
ζ(np−1)
ζ(np)
L2pn−2 if np ≥ 3
Thus the term logL appears when n = 1 and p = 2, or when n = 2 and p = 1. The case of
general p ∈ N will be presented in Section 7.
1.4. Main results. Again, for ease of notation and presentation, we first present our results
for p = 1. For the general case, i.e., p ∈ N, the results and sketch of the modifications of the
proofs are presented in Section 7.
The notations needed for the statements of the theorems below are given at the end of the
introduction. The first theorem gives the time-scale and rate of convergence of solutions of
the (NLS) to those of the (CR) equation.
Theorem 1. Fix ℓ > 2n and 0 < γ < 1. Let g0 ∈ Xℓ+n+2,3n+3(Rn), and suppose that g(t, ξ)
is a solution of (CR) over a time interval [0,M ] with initial data g0 = g(t = 0). Denote by
B
def
= sup
t∈[0,M ]
‖g(t)‖Xℓ+n+2,3n+3(Rn).
Let u be the solution of (NLS) with initial data u0 =
1
Ln
∑
Zn
L
g0(K)e(K · x), and set for
K ∈ ZnL
aK(t) = ûK(t)e(−|K|2t).
Then for L sufficiently large, and ǫ2Lγ sufficiently small, there exists a constant Cγ,M,B such
that or all t ∈ [0,MTR],
(1.4)
∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ(Zn
L
)
. Cγ,M,B
(
δ(L) + ǫ2Lγ
)
,
where
(1.5) TR =
L2n
ǫ2Zn(L)
, Zn(L) =
{
L2n−2 ζ(n−1)
ζ(n)
if n ≥ 3,
L2n−2 logL
ζ(2)
if n = 2.
and
(1.6) δ(L) =
{
L−1+γ if n ≥ 3
(logL)−1 if n = 2.
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A few remarks are in order. Firstly, the (CR) equation is locally well-posed in the spaces Xℓ,N
for any ℓ > d − 1. This is proved in the companion paper [4]. Secondly, when n = 2, this
result was first proved in [8] under the restriction ǫ < L−1−γ. Note that in this case the rate
of convergence is (logL)−1. Here we improve this result to obtain polynomial rate in L. This
is accomplished by using the circle method to identify the logarithmically decaying correction
term, which allows to state an approximation result with polynomially decaying error term in
L. Thus we have the following:
Theorem 2. Let n = 2. Fix ℓ > 4 and 0 < γ < 1. Let g0 ∈ Xℓ+6,15(R2) and suppose that
g(t, ξ) is a solution of
(1.7) − i∂tg(t, ξ) = T (g, g, g) + ζ(2)
logL
C(g, g, g)
over a time interval [0,M ] with initial data g0 = g(t = 0), and denote by
B
def
= sup
t∈[0,M ]
‖g(t)‖Xℓ+6,15(R2).
Let u be the solution of (NLS) with initial data u0 =
1
L2
∑
Z2
L
g0(K)e(Kx), and set for K ∈ Z2L
aK(t) = ûK(t)e(−|K|2t).
Then for L sufficiently large, and ǫ2Lγ sufficiently small, there exists a constant Cγ,M,B such
that or all t ∈ [0,MTR],∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ(Z2
L
)
.Cγ,M,B
(
1
L1/3−γ
+ ǫ2Lγ
)
,(1.8)
where TR
def
= ζ(2)L
2
ǫ2 logL
.
Remark 1. All theorems in this paper, including the above two, have analogs for solutions
(respectively sequences) on the unit torus Tn (respectively Zn). There, equation (CR) gives
the effective dynamics for high-frequency envelopes of solutions of the (NLS) equation (1.1)
posed the unit torus Tn. More precisely, starting with a solution g(t) of the (CR) equation
(as in the above two theorems) and taking initial data for (1.1) (with L = 1) of the form
û0(k) = CNg0(
k
N
) for each k ∈ Zn, where CN is a proper normalization parameter, one
can show that e−it|k|
2
û(t, k) is approximated (in the limit of large N) by CNg(
t
TN
, k
N
) for an
appropriate time-scale TN . This follows from a direct rescaling of the above two theorems; we
refer to [8][Theorem 2.6] and its proof for the details of this rescaling argument.
Notations. Throughout the paper we adopt the notation: e(z) = e2πiz for any z ∈ C, and
the following normalization for the Fourier transform of a function f on Rd:
if ξ ∈ Rd, Ff(ξ) = f̂(ξ) =
ˆ
Rd
e(−x · ξ)f(x) dx.
The inverse Fourier transform reads then
F−1g(x) = gˇ(x) =
ˆ
Rd
e(x · ξ)g(ξ) dξ.
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The Fourier transform of a function f on the torus TnL = [0, L]
n is given by
if K ∈ ZnL =
(
Z
L
)n
, Ff(K) = f̂K =
ˆ
Td
L
f(x)e(−K · x) dx,
while the inverse Fourier transform reads
[F−1g](x) = 1
Ld
∑
K∈Zd
L
gKe(K · x).
For multilinear sums and quadratic forms arising from (NLS), we denote by:
• ZL = Z/L.
• S3(K) = S(K,K1, K2, K3) = K1 −K2 +K3 −K.
• S2d+1(K) = S(K,K1, . . . , K2d+1) = K1 −K2 + · · · −K2d +K2d+1 −K.
• Ω3(K) = Ω3(K,K1, K2, K3) = |K1|2 − |K2|2 + |K3|2 − |K|2.
• Ω2d+1(K) = Ω2d+1(K,K1, . . . , K2d+1) = |K1|2 − |K2|2 + · · · − |K2d|2 + |K2d+1|2 − |K|2
Given two quantities A and B, we denote
• 〈A〉 =
√
1 + A2.
• A . B if ∃ C, a constant, such that A ≤ CB.
• A . Lα+B if ∀δ > 0, ∃ Cδ (independent of L) such that A ≤ CδLα+δB.
• A≪ B if A ≤ cB for a sufficiently (depending on the context) small constant c > 0.
Our functional framework will be based on the Xℓ spaces defined by the norm
‖f‖Xℓ = ‖〈x〉ℓf(x)‖L∞
(which is meaningful whether f is defined on Rn or ZnL). If f is defined on R
d, a variant is
given by the Xℓ,N spaces defined by the norm
(1.9) ‖f‖Xℓ,N (Rd) =
∑
0≤|α|≤N
‖∇αf‖Xℓ.
We also recall Abel’s summation formula: If φ ∈ C1([1,∞)) and x ∈ N,
(1.10)
∑
1≤n≤x
anφ(n) = A(x)φ(x)−
ˆ x
1
A(u)φ′(u)du,
where
A(x) :=
∑
1≤n≤x
an.
Acknowledgments The authors are very grateful to Peter Sarnak for many most helpful
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2. Lattice Sums and the circle method
An effective method to obtain quantitative estimates on approximating Lattice sums by inte-
grals is the Circle Method. Amongst the analytical tools used in this method are the Fourier
transform or series, and the Poisson summation formula. A simple illustrative example on
how these tools figure in obtaining quantitative estimates on lattice sums is to consider a
1-periodic function g, and express it in terms of its Fourier series
g(x) =
∞∑
n=−∞
ĝ(n) e(nx), where e(t)
def
= e2πit,
and observe that since (L ∈ N here)
L−1∑
a=0
e
(an
L
)
=
{
L if L | n,
0 if L ∤ n
we have
L−1∑
a=0
g
( a
L
)
= L
∞∑
k=−∞
ĝ(kL).
By isolating the zeroth Fourier mode, we conclude that
(2.1)
1
L
L−1∑
a=0
g
( a
L
)
−
ˆ 1
0
g(x)dx =
∑
k 6=0
ĝ(kL).
Therefore, if g is a smooth function, the right hand side of the equation above decays quickly
in L: ∑
k 6=0
ĝ(kL) = O
(
1
LN
)
for any N .
2.1. The Circle Method. LetQ be a non-degenerate quadratic form with integer coefficients
defined on Rd, and for any m ∈ Z let Qm(z) = Q(z)−m. For a fixed µ ∈ R and L > 0 large
such that µL2 ∈ Z, we form the sum, ∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
where W is a smooth rapidly decreasing function on Rd.
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Our aim is to obtain good asymptotic of this sum for large L > 0. To do so, first we localize
W close to QµL2(z) = 0 by introducing an even cut off function χ ∈ C∞0
(−1
2
, 1
2
)
, χ(0) = 1,
and write the sum as∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
=
∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
χ
(
QµL2
( z
L
))
def
=
∑
Q
µL2
(z)=0
z∈Zd
Wχ
( z
L
)
,
and note that
(2.2) ∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
=
∑
z∈Zd
Wχ
( z
L
)ˆ 1
0
e(αQµL2(z))dα =
ˆ 1
0
∑
z∈Zd
Wχ
( z
L
)
e(αQµL2(z))dα.
For rational α = a
q
, the integrand
∑
z∈Zd Wχ
(
z
L
)
e(αQµL2(z)) depends critically on the size
of the denominator q. This can be illustrated by the following elementary calculation
L∑
ℓ=1
e
(
a
q
ℓ2
)
∼
[L
q
]∑
m=0
q−1∑
i=0
e
(
a
q
(i+mq)2
)
∼ L
q
q−1∑
i=0
e
(
a
q
i2
)
∼ L√
q
where in the last calculation we used the formula for Gauss’s sum. From this calculation one
can deduce two things: 1) For q > L the contribution to the sum in (2.2) should be of order
O(L
d
2 ); and 2) The major contribution to the sum comes from intervals around rational points
whose denominator is small, i.e., q < L. Thus to approximate the sum it pays off to split
the integral by introducing a 1-periodic partition of unity which separates rational numbers
according to the size of their denominator relative to the scale L. For this, we first notice that
any rational point a
q
, where the GCD of a and q is 1, i.e. (a, q) = 1, is a distance of order
O( 1
qL
) from rational points with denominators smaller than L. Thus it is reasonable to look
for a partition of unity generated by 1-periodic functions, centered around rational points a
q
,
concentrated on an interval of size O( 1
qL
). To this effect, define the family of functions ψ
indexed by q (or q
L
since the contribution depends on this ratio and L is fixed once and for
all), parametrized by L to be such that
for all α ∈ R,
∞∑
q=1
q−1∑
a=0
(a,q)=1
ψ
(
α− a
q
;
q
L
, L
)
= 1,
with the understanding that (0, q) = 1 if and only if q = 1.
The 1-periodic functions ψ will be constructed from a smooth real valued even function φ,
defined on R× (0,∞)× (0,∞), by
ψ
(
β;
q
L
, L
)
=
∑
ℓ∈Z
φ
(
qL(β + ℓ);
q
L
, L
)
,
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in which case the desired partition of unity can be written as
∞∑
q=1
q−1∑
a=0
(a,q)=1
∑
ℓ∈Z
φ
(
qL(α− a
q
+ ℓ);
q
L
, L
)
= 1.
Writing the Fourier series coefficients of the above identity, we obtain
(2.3)
∞∑
q=1
q−1∑
a=0
(a,q)=1
e
(
−a
q
n
)
1
qL
φ̂
(
n
qL
;
q
L
, L
)
= δn
where φ̂ is the Fourier transform of φ in the first variable, and δn is Kronecker delta.
The existence of such a φ, which is far from obvious, was established in [7], and will be
presented below following [15]. We will be able to ensure that φ̂ is real-valued which leaves
identity (2.3) invariant under taking conjugates (or equivalently switching the sign of a). So
assuming for the moment that such a φ̂ exists, we can write
ˆ 1
0
e(αQµL2(z))dα = δQµL2 (z) =
∞∑
q=1
q−1∑
a=0
(a,q)=1
e
(
a
q
QµL2(z)
)
1
qL
φ̂
(
QµL2(z)
qL
;
q
L
, L
)
,
and consequently the original sum can be written as∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
=
∑
z∈Zd
q≥1
q−1∑
a=0
(a,q)=1
Wχ
( z
L
) 1
qL
φ̂
(
QµL2(z)
qL
;
q
L
, L
)
e
(
aQµL2(z)
q
)
.
For a fixed rational point a
q
we use Poisson summation formula to approximate each of these
sums by an integral. Recall that for any b ∈ Zd, the Poisson summation formula is given
by ∑
y∈Zd
g(b+ qy) =
1
qd
∑
c∈Zd
e
(
b · c
q
) ˆ
Rd
g(x)e
(
−c · x
q
)
dx.
Writing now∑
z∈Zd
Wχ
( z
L
) 1
qL
φ̂
(
QµL2(z)
qL
;
q
L
, L
)
e
(
aQµL2(z)
q
)
=
∑
y∈Zd
0≤bi≤q−1
1≤i≤d
Wχ
(
b+ qy
L
)
1
qL
φ̂
(
QµL2(b+ qy)
qL
;
q
L
, L
)
e
(
aQµL2(b+ qy)
q
)
and noting that
e
(
aQµL2(b+ qy)
q
)
= e
(
aQµL2(b)
q
)
,
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we can apply Poisson summation formula to conclude that∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
=
∞∑
q=1
∑
c∈Zd
S(q, c)
1
qd
ˆ
Rd
Wχ
(x
L
) 1
qL
φ̂
(
QµL2(x)
qL
;
q
L
, L
)
e
(
−c · x
q
)
dx
where
SµL2(q, c) =
q−1∑
a=0
(a,q)=1
q−1∑
bi=0
1≤i≤d
e
(
aQµL2(b) + c · b
q
)
.
By changing variables x 7→ Lx and denoting by r = q
L
, the sum can be written as
(2.4)
∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
= Ld−2
∞∑
q=1
∑
c∈Zd
SµL2(q, c)
1
qd
ˆ
Rd
Wχ(z)
1
r
φ̂
(
Qµ(x)
r
; r, L
)
e
(
−c · x
r
)
dx
2.2. Existence of the partition of unity. The partition of Kronecker delta as in (2.3)
is essentially due to Duke, Friedlander and Iwaniec [7] (see also [19]). Here we follow the
formulation of Heath-Brown [15].
In order to simplify the sum in (2.3), we adopt the ansatz
1
qL
φ̂
(
n
qL
;
q
L
, L
)
=
∞∑
j=1
1
jqL
v
(
n
jqL
;
jq
L
, L
)
(for a function v to be defined). Using the fact that for any function u
∞∑
k=1
k−1∑
α=0
u(α, k) =
∞∑
j=1
∞∑
q=1
q−1∑
a=0
(a,q)=1
u(ja, jq),
equation (2.3) can be written in terms of v as
∞∑
q=1
q−1∑
a=0
(a,q)=1
e
(
−a
q
n
)
1
qL
φ̂
(
n
qL
;
q
L
, L
)
(2.5)
=
∞∑
q=1
q−1∑
a=0
(a,q)=1
e
(
−a
q
n
) ∞∑
j=1
1
jqL
v
(
n
jqL
;
jq
L
, L
)
(2.6)
=
∞∑
k=1
k−1∑
α=0
e
(
−α
k
n
) 1
kL
v
(
n
kL
;
k
L
, L
)
(2.7)
=
∑
k|n
1
L
v
(
n
kL
;
k
L
, L
)
= δn.(2.8)
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The function v was constructed in [7] as follows. Let ω0 ∈ C∞0 (12 , 1), ω0 ≥ 0ˆ 1
1
2
ω0(z)dz = 1,
then for n ∈ Z ∑
k>0, k|n
[
ω0
(
k
L
)
− ω0
( |n|
kL
)]
=
{
0 n 6= 0∑∞
k=1 ω0(
k
L
) n = 0
Note that by (2.1) we have
1
L
∞∑
k=1
ω0
(
k
L
)
=
ˆ ∞
−∞
ω0(z) dz +O
(
1
LN
)
for any N > 0, therefore
∞∑
k=1
ω0
(
k
L
)
= LCL; CL = 1 +O
(
1
LN
)
,
and
δn =
1
LCL
∑
k|n
[
ω0
(
k
L
)
− ω0
( |n|
kL
)]
=
1
LCL
∑
k|n
[
ω0
(
k
L
)
− ω0
( |n|
kL
)]
,
where the cutoff function χ (which is chosen to be even, smooth, compactly supported on
[−1
2
, 1
2
], and such that χ(0) = 1) is introduced here for convenience. Consequently we can
take v to be
v
(
n
kL
;
k
L
, L
)
=
1
CL
[
ω0
(
k
L
)
− ω0
( |n|
kL
)]
,
and thus
1
qL
φ̂
(
n
qL
;
q
L
, L
)
=
1
CL
∞∑
j=1
1
qjL
[
ω0
(
qj
L
)
− ω0
( |n|
qjL
)]
.
We can simplify this expression by letting y = n
L2
, and define h by
(2.9) h(r, y)
def
=
∞∑
j=1
1
rj
ω0(rj)− ω0
( |y|
jr
)
,
(recall that r = q
L
) so that we can express φ̂ as
1
r
φ̂
(y
r
; r, L
)
=
1
CL
h(r, y).
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Going back to (2.4), we notice that we have the freedom of multiplying h(r, y) by χ(y) at
no cost (for example by starting with Wχ2 instead of Wχ which also leaves the original sum
invariant). Therefore, with
hχ(r, y)
def
=
χ(y)
CL
h(r, y),
we can summarize these calculations in the following theorem:
Theorem 3.
(2.10)
∑
Q
µL2
(z)=0
z∈Zd
W
( z
L
)
=
Ld−2
CL
∞∑
q=1
∑
c∈Zd
SµL2(q, c)
1
qd
Iµ(r, c)
(2.11) SµL2(q, c) =
q−1∑
a=0
(a,q)=1
q−1∑
bi=0
1≤i≤d
e
(
aQµL2(b) + c · b
q
)
Iµ(r, c) =
ˆ
Rd
Wχ(x)hχ (r, Qµ(x)) e
(
−c · x
r
)
dx(2.12)
where r = q
L
and CL = 1 +O(
1
LN
) for all N > 1.
The integral Iµ(r, c) can be expressed in terms of the Fourier transform of hχ in the following
manner. Writing
ĥχ(r, s) =
ˆ ∞
−∞
hχ(r, y)e(−sy)dy,
then
Iµ(r, c) =
ˆ ∞
−∞
ĥχ(r, s)
ˆ
Rd
Wχ(x)e
(
sQµ(x)− c · x
r
)
dx ds.
Remark. At this point we remark that Theorem 3 will be used to obtain sharp upper bound on
the lattice sum for any µ as well as the asymptotics of the resonant sum, which corresponds
to µ = 0. When µ = 0, we simplify the notation by writing I and S for I0 and S0 . Finding
the asymptotics of the lattice sum for large L is equivalent to finding good asymptotics for the
arithmetic function S and the integral I. In order to prove Theorems 1 and 2, the weight W
will be chosen to depend on K in a nontrivial way. The dependence of W on K will manifest
itself in two ways:
(1) One has to obtain bounds on the resonant sum that are sharp both in terms of the
dependence on L and in terms of the function space where the approximation is per-
formed.
(2) One has to prove the asymptotics of the resonant sum while keeping track of the size
of the error in the relevant function space.
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We will give below the asymptotics of h and S, and leave the analysis taking the weight W
into account to the following two sections.
2.3. The function hχ and its Dirac mass asymptotics. To find the asymptotics of Iµ(r, c)
we have to understand the behavior of the function hχ as r → 0. In fact we will see below
that as r → 0, hχ(r, ·)→ δ.
Recall that hχ : R+ × R→ R is defined as
hχ(r, y) = χ(y)h(r, y) = χ(y)
∞∑
j=1
[
1
rj
ω0(rj)− 1
rj
ω0
( |y|
rj
)]
.
where χ is even, χ ∈ C∞0
(−1
2
, 1
2
)
, χ(0) = 1, and ω0 ∈ C∞0
(
1
2
, 1
)
with
´∞
0
ω0 = 1. Thus hχ is
even in y and
supp hχ ⊂ (0, 1)×
(
−1
2
,
1
2
)
.
Consequently we need to analyze h for (r, y) ∈ (0, 1)× (−1
2
, 1
2
)
.
Lemma 1. For (r, y) ∈ (0, 1)× (−1
2
, 1
2
)
,
(i) If |y| < r
2
, h is independent of y and |∂krh(r, y)| .
1
rk+1
for all k ≥ 0.
(ii) h(r, y) =
1
r
h(r)− 1
r
h˜
(
r
|y|
)
with
|∂kzh(z)| + |∂kz h˜(z)| . |z|N , ∀k,N ≥ 0.
Consequently, one has the estimate supr ‖h‖L1y . 1 and supr r‖∂rh‖L1y . 1.
(iii) For any 1 > a > r > 0, and n ∈ N0 we have
(2.13)
ˆ a
−a
xnh(r, x) dx = δn +O(r
N),
for any positive N .
Proof. The proof of (i) is straightforward, so we move on to the proof of (ii). By the Poisson
summation formula,∑
j∈Z
1
rj
ω0(rj) =
1
r
∑
ℓ∈Z
ˆ
1
s
ω0(s)e
(−ℓs
r
)
ds
=
1
r
ˆ
1
s
ω0(s) ds+
1
r
∑
ℓ 6=0
ˆ
1
s
ω0(s)e
(−ℓs
r
)
︸ ︷︷ ︸
h(r)
ds(2.14)
It is easy to check, by repeated integration by parts, that |∂krh(r)| . rN for all k ≥ 0.
14
Another application of Poisson’s summation formula gives∑
j∈Z
1
rj
ω0
( |y|
rj
)
=
1
r
∑
ℓ∈Z
ˆ
1
s
ω0
(
1
s
)
e
(−ℓs|y|
r
)
ds
=
1
r
ˆ
1
s
ω0
(
1
s
)
ds+
1
r
∑
ℓ 6=0
ˆ
1
s
ω0
(
1
s
)
e
(−ℓs|y|
r
)
︸ ︷︷ ︸
h˜
(
r
|y|
)
ds(2.15)
Once again, repeated integrations by parts show that |∂kz h˜(z)| . |z|N .
Subtracting (2.15) from (2.14) and noticing that 1
r
´
1
s
ω0
(
1
s
)
ds = 1
r
´
1
s
ω0(s) ds , we see that
(2.16) h(r, y) =
1
r
h(r)− 1
r
h˜
(
r
y
)
,
and the desired bound follows from the estimates on h and h˜.
Next we turn to proving (iii). Starting from the equation (2.16), we have for n = 0ˆ a
−a
h(r, x) dx = 2
a
r
h(r)− 21
r
ˆ a
0
h˜
( r
x
)
dx,
since h is even. In order to estimate
´ a
0
h˜
(
r
x
)
dx, we rewrite it as the limǫ→0
´ a
ǫ
h˜
(
r
x
)
dx. Since
the series in ℓ below converges uniformly for ǫ > 0, the following manipulations are justified:
1
r
ˆ a
ǫ
h˜
( r
x
)
dx =
1
r
ˆ a
ǫ
∑
ℓ 6=0
ˆ
1
s
ω0
(
1
s
)
e
(−ℓsx
r
)
ds dx
=
1
r
∑
ℓ 6=0
ˆ
1
s
ω0
(
1
s
) ˆ a
ǫ
e
(−ℓsx
r
)
dx ds
= −
∑
ℓ 6=0
ˆ
1
s
ω0
(
1
s
)
1
2πiℓs
e
(−ℓsa
r
)
ds︸ ︷︷ ︸
h0
(r
a
)
+
∑
ℓ 6=0
ˆ
1
s
ω0
(
1
s
)
1
2πiℓs
e
(−ℓsǫ
r
)
ds︸ ︷︷ ︸
Jǫ(r)
.
Letting ǫ→ 0 leads toˆ a
−a
h(r, x) dx = 2
a
r
h(r)− 2h0
(r
a
)
− 2 lim
ǫ→0
Jǫ(r).
It is easy to show by repeated integrations by parts that |h0(x)| . |x|N for all N , thus in order
to prove the desired result it suffices to show that limǫ→0 Jǫ(r) = −12 .
It is well known that, for p > 0, the p-periodic function ϑp(x) =
x
p
− ⌊x
p
⌋ has a Fourier series
ϑp(x) =
1
2
+
∑
ℓ 6=0
1
2πiℓ
e
(−ℓx
p
)
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Therefore for a fixed r and ǫ sufficiently small we have
Jǫ(r) =
ˆ
1
s2
ω0
(
1
s
)∑
ℓ 6=0
1
2πiℓ
e
(−ℓsǫ
r
)
ds =
ˆ
1
s2
ω0
(
1
s
)(
ϑr(ǫs)− 1
2
)
ds,
and since 1 < s < 2 we conclude that
lim
ǫ→0
Jǫ(r) = lim
ǫ→0
ˆ
1
s2
ω0
(
1
s
)(
ǫs
r
− 1
2
)
ds = −1
2
,
which concludes the proof for n = 0.
For n ∈ N, we need to show thatˆ a
−a
xnh(r, x) dx =
(an+1 − (−a)n+1)
(n+ 1)r
h(r)− 1
r
ˆ a
−a
xnh˜
( r
x
)
dx = O(rN).
Notice that the last integral is proper because h˜(x) is compactly supported. Since h(r) =
O(rN), we turn our attention to
ˆ a
−a
xnh˜
( r
x
)
dx =
ˆ a
−a
xn
[∑
ℓ 6=0
ˆ
1
s
ω0
(
1
s
)
e
(−ℓsx
r
)
ds
]
dx.
First integrating n times by parts in s and using the compact support of w0 we obtain up to
constants ˆ a
−a
∑
ℓ 6=0
ˆ
rn
ℓn
[
dn
dsn
(
1
s
ω0
(
1
s
))]
e
(−ℓsx
r
)
dsdx.
Then integrating in x and using the compact support of ω0 and that n ≥ 1, we obtain up to
constants ∑
ℓ 6=0
ˆ
rn+1
ℓn+1
s−1e
(±ℓsa
r
)[
dn
dsn
(
1
s
ω0
(
1
s
))]
ds,
which is of O(rN) by repeated integration by parts. 
From this lemma one can conclude that as r → 0 the function hχ(r, ·)→ δ.
Corollary 1. Let f : (−1
2
, 1
2
)→ R be locally Lipschitz, then∣∣∣∣ˆ hχ(r, x)f(x) dx− f(0)∣∣∣∣ . r‖f‖Lip.
Proof. Assume ‖f‖Lip = 1. From Lemma 1 (iii), we haveˆ
hχ(r, x)f(x) dx− f(0) =
ˆ 1
2
− 1
2
[χ(x)f(x)− f(0)]h(r, x) dx+O(rNf(0))
Since χ is smooth with χ(0) = 1, f is Lipschitz, and h is even, then
ˆ 1
2
− 1
2
|χ(x)f(x)− f(0)| |h(r, x)| dx .
ˆ r
2
0
|xh(r, x)| dx+
ˆ 1
2
r
2
|xh(r, x)| dx
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By Lemma 1 (i) the first integrand is bounded by a multiple of x/r, and by (ii) the second
integrand is bounded by x
r
(rN + |r/x|N). This finishes the proof. 
Corollary 2. The Fourier transform of hχ in x satisfies
(2.17)
∣∣∣ĥχ(r, s)∣∣∣ . 1
1 + |rs|N ,
for any positive integer N . Moreover as r → 0, ĥχ(r, s)→ 1 uniformly on compact sets.
Proof. Since ‖hχ‖L1y . 1, then ‖ĥχ‖L∞ . 1. Moreover, by integration by part N times in y on
ĥχ(r, s) =
ˆ
hχ(r, y)e(−sy) dy,
and using Lemma 1 (ii), we obtain the bound in terms of
1
sN
ˆ 1
r/2
∣∣∣∣∂Ny χ(y)r h˜
(
r
y
)∣∣∣∣ dy . 1sN
ˆ 1
r/2
1
ryN
dy .
1
(sr)N
,
which gives the desired bound. 
3. The arithmetic function S(q, c)
3.1. An upper bound.
Lemma 2. The arithmetic function
SµL2(q, c) =
q−1∑
a=0
(a,q)=1
q−1∑
bi=0
1≤i≤d
e
(
aQµL2(b) + c · b
q
)
is bounded by
(3.1) |SµL2(q, c)| ≤ C|q| d2+1,
where the constant C is independent of µL2.
Proof. Applying Cauchy Schwartz to the sum in a we get
|SµL2(q, c)|2 ≤ φ(q)
q−1∑
a=0
(a,q)=1
q−1∑
bi=0
1≤i≤d
q−1∑
b˜i=0
1≤i≤d
e
(
a(QµL2(b)−QµL2(b˜)) + c · (b− b˜)
q
)
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where φ is the Euler’s totient function. Substituting b = b˜+v, we obtain using the q−periodicity
of the summand
q−1∑
bi=0
1≤i≤d
q−1∑
b˜i=0
1≤i≤d
e
(
a(QµL2(b)−QµL2(b˜)) + c · (b− b˜)
q
)
=
q−1∑
vi=0
1≤i≤d
q−1∑
b˜i=0
1≤i≤d
e
(
aQ(v) + v · c
q
)
e
(
ab˜ · ∇Q(v)
q
)
.
Therefore the sum in b˜ is zero unless q | ∇Q(v), which is bounded by a constant depending
on Q only, and consequently the sum in b and b˜ is bounded by O(qd), which implies
|SµL2(q, c)|2 ≤ Cφ(q)2qd,
and this proves the lemma. 
3.2. Formulas for S(q, c). We considered until now general quadratic forms Q, but we will
now focus on the specific quadratic form given by the resonance modulus of (NLS).
Namely, for a fixed K ∈ Rn, and for (K1, K2, K3) ∈ (Rn)3,
Ω3(K1, K2, K3, K) = |K1|2 − |K2|2 + |K3|2 − |K|2,
restricted to the subset given by the condition that frequencies add up to zero
K1 −K2 +K3 −K = 0.
This constraint implies that the quadratic form is defined on a vector space of dimension 2n,
or in other words, following the notation of the previous section,
d = 2n.
To take the constraint above into account, define the new coordinates (z1, z2) ∈ R2n by{
z1 = K1 −K
z2 = K3 −K,
for which the quadratic form takes the simple form
Ω3(K1, K2, K3, K) = −2z1 · z2 def= ω(z1, z2).
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Going back to the arithmetic function, we start by noting that S(q, c) can be expressed as a
Ramanujan sum. Using the explicit form of ω, we have
S(q, c) =
q−1∑
a=0
(a,q)=1
∑
0≤zi≤q−1
e
(
aω(z) + c · z
q
)
=
q−1∑
a=1
(a,q)=1
d
2∏
m=1
q−1∑
x=0
q−1∑
y=0
e
(axy + xcm + ycm+ d
2
q
)
.
The sum in x is zero unless q | ay + cm. Then the sum in x yields,
qe
(ycm+ d
2
q
)
= qe
(−a∗cmcm+ d
2
q
)
,
where a∗ denotes the multiplicative inverse of a modulo q. Utilizing the symmetry of the sum
we obtain,
(3.2) S(q, c) =
q−1∑
a=1
(a,q)=1
d
2∏
m=1
qe
(−a∗cmcm+ d
2
q
)
=
q−1∑
a=1
(a,q)=1
q
d
2 e
(
aω(c)
q
)
= q
d
2 cq(ω(c))
where cq(m) is the Ramanujan sum cq(m) defined by
cq(m) :=
q−1∑
x=1
(x,q)=1
e
(
mx
q
)
.
Since Ramanujan sums are multiplicative, we immediately obtain the following lemma.
Lemma 3. If (u, v) = 1 then
S(uv, c) = S(u, c)S(v, c).
Moreover, since for any prime p we have the explicit formula2
(3.3) cpj(a) =

0 if pj−1 ∤ a,
−pj−1 if pj−1 | a and pj ∤ a ,
pj−1(p− 1) if pj | a ,
we deduce from equations (3.2) and (3.3) the following formula for S(q, c) in case q is a power
of a prime.
2The elementary properties of Ramanujan sums can been found in many standard number theory textbooks:
see for example [13].
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Lemma 4. Assume p is prime, then for any integer j ≥ 0, the arithmetic function S(pj, c)
may be written as
S(pj, c) =

0 pj−1 ∤ ω(c)(3.4a)
−p dj2 +j−1 pj−1 | ω(c) and pj ∤ ω(c)(3.4b)
p
dj
2
+j−1(p− 1) pj | ω(c)(3.4c)
3.3. Sums of S(q, c) for d ≥ 6. We now compute certain sums of S(q, c) that will appear in
our asymptotic formulas for weighted lattice sums, considering first the case d ≥ 6.
In this case we would like to compute
∞∑
q=1
q−dS(q, 0) ,
which by Lemma 2 converges absolutely. Using the multiplicative nature of S(q, c) (Lemma
3), we have
∞∑
q=1
q−dSq(0) =
∏
p
∞∑
j=0
p−djS(pj, 0).
From Lemma 4 it follows that for any prime p
(3.5)
∞∑
j=0
p−djS(pj , 0) = 1 +
∞∑
j=1
p−jd/2+t−1(p− 1) = p
d
2 − 1
p
d
2 − p
=
1− p− d2
1− p 2−d2
.
Hence applying the Euler product formula for the Riemann zeta function:
∞∏
p
(
1− 1
ps
)
=
1
ζ(s)
,
we obtain the following formula:
Lemma 5. For d ≥ 6 we have
∞∑
q=1
q−dS(q, 0) =
ζ
(
d−2
2
)
ζ
(
d
2
) .
3.4. Sums of S(q, c) for d = 4. If d = 4, we distinguish two cases:
(i) If ω(c) = 0, we remark that S(q, c) = S(q, 0). For this case we will require asymptotic
formulas on the partial sums
M(X) :=
X∑
q=1
q−4S(q, 0) and A(X) :=
X∑
q=1
S(q, 0) ,
which both diverge as X →∞.
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(ii) If ω(c) 6= 0, we require an asymptotic formula on
(3.6) A(X, c) :=
X∑
q=1
S(q, c) .
Case (i) ω(c) = 0. Let us consider the Dirichlet series
Γ (s) :=
∞∑
q=1
q−sS(q, 0) =
∏
p
∞∑
j=0
p−jsS(pj, 0) .
Writing s = σ + it, the sum is absolutely convergent for σ > 4. Note also the infinite sum
∞∑
j=0
p−jsS(pj, 0) ,
is convergent for σ > 3. In particular we have
∞∑
j=0
p−jsS(pj, 0) = 1 +
∞∑
j=1
pj(3−s)−1(p− 1) = 1− p
2−s
1− p3−s .
Therefore
Γ (s) =
ζ(s− 3)
ζ(s− 2) .
Recall ζ(s) is bounded for σ > 1. In order to obtain asymptotic formulas for M(X, c) and
A(X, c) we will apply well known arguments employing contour integration. Such arguments
are typical in modern proofs of the Prime Number Theorem (cf. [1]).
By Perron’s formula (see [1], Theorem 11.18) we have for any half an odd integer X
M(X) = lim
U→∞
1
2πi
ˆ b+iU
b−iU
Γ (s+ 4)
Xs
s
ds
= lim
U→∞
1
2πi
ˆ b+iU
b−iU
ζ(s+ 1)Xs
sζ(s+ 2)
ds ,(3.7)
for any b > 0.
We rewrite (3.7) using the residue theorem
M(X) = lim
U→∞
1
2πi
[ˆ 1−iT
1−iU
· · ·+
ˆ − 1
2
−iT
1−iT
· · ·+
ˆ − 1
2
+iT
− 1
2
−iT
· · ·+
ˆ 1+iT
− 1
2
+iT
· · ·+
ˆ 1+iU
1+iT
. . .
]
+ Res
(
ζ(s+ 1)Xs
sζ(s+ 2)
, 0
)
,
where we set T = X4. We will use throughout that on the domain of integration ζ(s + 2) is
bounded from below.
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To bound the integrals limU→∞ 12πi
[´ 1−iT
1−iU · · ·+
´ 1+iU
1+iT
. . .
]
we will use the bound (see [1] Chap-
ter 11, Lemma 4): if c > 0, a 6= 1, and T < U ,∣∣∣∣ˆ c−iT
c−iU
as
s
ds+
ˆ c+iU
c+iT
as
s
ds
∣∣∣∣ . acT |log a| .
Then expanding Γ (s + 4) and applying the above bounds we obtain∣∣∣∣ limU→∞
ˆ 1−iT
1−iU
+
ˆ 1+iU
1+iT
Γ (s+ 4)
Xs
s
ds
∣∣∣∣ =
∣∣∣∣∣ limU→∞
∞∑
q=1
q−4S(q, 0)
ˆ 1−iT
1−iU
+
ˆ 1+iU
1+iT
(
X
q
)s
1
s
ds
∣∣∣∣∣
.
∞∑
q=1
q−5 |S(q, 0)| X
T |logX − log q|
.
∞∑
q=1
q−5 |S(q, 0)| X
T
∣∣logX − log(X + 1
2
)
∣∣
.
∞∑
q=1
q−5 |S(q, 0)| X
2
T
. X−2 .
To estimate the remaining integrals will need some well known bounds on the Riemann zeta
function which we state below for the reader’s convenience:
Lemma 6. f 0 < δ < 1, 1− δ ≤ σ ≤ 2, and |t| ≥ 1 then there exists a constant C depending
of δ such that
(3.8) |ζ(σ + it)| ≤ C |t|δ .
Lemma 7. The zeta function satisfies the following mean estimate
(3.9)
ˆ T
0
∣∣∣∣ζ (12 + it
)∣∣∣∣2 dt . T log T .
The proof of Lemma 6 can be seen as a consequence of Theorem 12.23 of [1]. For the proof of
Lemma 7 see [24], Theorem 7.2A.
Applying (3.8) with δ = 1
2
we obtain∣∣∣∣∣
ˆ − 1
2
+iT
1−iT
· · ·+
ˆ 1+iT
− 1
2
−iT
. . .
∣∣∣∣∣ . T 12
[ˆ − 1
2
−iT
1−iT
∣∣Xss−1∣∣ ds+ ˆ 1+iT
1
2
−iT
∣∣Xss−1∣∣ ds]
. T−
1
2X
. X−1.
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From (3.9) we trivially have
ˆ ej+1
ej
∣∣∣∣ζ (12 + it
)∣∣∣∣2 dt . (j + 1)ej+1
, and hence applying Ho¨lder’s inequality we obtain
ˆ T
0
∣∣∣∣∣ζ
(
1
2
+ it
)
1
2
+ it
∣∣∣∣∣ ds ≤
ˆ 1
0
∣∣∣∣∣ζ
(
1
2
+ it
)
1
2
+ it
∣∣∣∣∣ ds+
log T∑
j=0
ˆ ej+1
ej
∣∣∣∣∣ζ
(
1
2
+ it
)
1
2
+ it
∣∣∣∣∣ ds
. 1 +
logT∑
j=0
[ˆ − 1
2
+iej+1
− 1
2
+iej
∣∣∣∣ζ (12 + it
)∣∣∣∣2 ds
]1
2
e−
j
2
. 1 +
logT∑
j=0
j
1
2
. (log T )
3
2 .
Thus ∣∣∣∣∣
ˆ − 1
2
+iT
− 1
2
−iT
. . .
∣∣∣∣∣ . X− 12 (logX) 32 .
Finally from the residue formula for second order poles we have
Res
(
ζ(s+ 1)Xs
ζ(s+ 2)s
, 0
)
= lim
s→0
d
ds
[
s2
ζ(s+ 1)Xs
sζ(s+ 2)
]
= log(X) lim
s→0
[
sζ(s+ 1)
ζ(s+ 2)
]
+ lim
s→0
d
ds
[
sζ(s+ 1)
ζ(s+ 2)
]
=
log(X)
ζ(2)
+ lim
s→0
ζ(s+ 1) + sζ ′(s+ 1)
ζ(s+ 2)
− lim
s→0
sζ(s+ 1)ζ ′(s+ 2)
ζ(s+ 2)2
=
log(X) + γ
ζ(2)
− ζ
′(2)
ζ(2)2
,
where γ is the Euler-Mascheroni constant.
Now consider the sum A(X). By Perron’s formula we have for any half an odd integer X
A(X) = lim
T→∞
1
2πi
ˆ b+iT
b−iT
Γ (s)
Xs
s
ds ,
for any b > 4.
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Then
A(X) = lim
U→∞
1
2πi
[ˆ 5−iT
5−iU
· · ·+
ˆ 7
2
−iT
5−iT
· · ·+
ˆ 7
2
+iT
7
2
−iT
· · ·+
ˆ 5+iT
7
2
+iT
· · ·+
ˆ 5+iU
5+iT
. . .
]
+ Res
(
Γ (s)
Xs
s
, 4
)
.
Set T = X12. Applying identical arguments as those used in the asymptotic formula of M(X)
we obtain an error of size X
7
2 (log T )
3
2 resulting from the integrals above.
The residue of the simple pole at s = 4 is then
Res
(
Γ (s)
Xs
s
, 4
)
= lim
s→4
(s− 4)ζ(s− 3)X
s
sζ(s− 2) =
X4
4ζ(2)
Collecting the above computations, we obtain:
Lemma 8. Suppose d = 4 and ω(c) = 0 then
(3.10)
X∑
q=1
q−4S(q, c) =M(X) =
log(X) + γ
ζ(2)
− ζ
′(2)
ζ(2)2
+O(X−
1
2 (logX)
3
2 ) ,
and
(3.11)
X∑
q=1
S(q, c) = A(X) =
X4
4ζ(2)
+O(X
7
2 (logX)
3
2 ) .
Case (ii) ω(c) 6= 0. To obtain a bound on (3.6) we start by considering the function
Γ (s, c) :=
∞∑
q=1
q−sS(q, c) =
∏
p
∞∑
j=0
p−jsS(pj, c) .
From Lemma 4, if p ∤ ω(c) we have from (3.4a) and (3.4b)
∞∑
j=0
p−jsS(pj, c) = 1− p2−s .
and hence ∏
p∤ω(c)
1
1− p2−s
∞∑
j=0
p−jsS(pj, c) = 1 .
If p | ω(c) and s > 3 we have from Lemma 4
∞∑
j=0
p−jsS(pj, c) = 1 +O(p3−s).
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Since ω(c) has at most O
(
log|c|
log log|c|
)
distinct prime divisors3 we have for s > 3
∏
p|ω(c)
1
1− p2−s
∞∑
j=0
p−jsS(pj, c) ≤
∏
p|ω(c)
∞∑
j=0
p−jsS(pj, c) ≤ eO( log|c|log log|c|) . cǫ .
Thus by Euler’s product formula we obtain
(3.12) Γ (s, c) :=
∏
p
∞∑
j=0
p−jsS(pj , c) = ν(c, s)ζ(s− 2)
for some function ν(c, s), analytic of order O(cǫ) for ℜs > 3. In particular we obtain
X∑
q=1
S(q, c)
qs
. cǫ,
for any s > 3. Using Abel’s summation formula (1.10) in conjunction with (3.12) we obtain
that for s > 3
X∑
q=1
S(q, c) = Xs
X∑
q=1
S(q, c)
qs
− s
ˆ X
1
us−1
u∑
q=1
S(q, c)
qs
du
. cǫXs .
Hence we obtain the following lemma:
Lemma 9. Suppose d = 4 and ω(c) 6= 0 then for any ǫ > 0 we have
(3.13)
X∑
q=1
S(q, c) . cǫX3+ǫ .
4. Sharp upper bounds on lattice sums
The main purpose of this section is to prove the following,
Theorem 4. Let K ∈ ZnL, and
Rµ(K) = {Ki ∈ ZnL; S3(K) = K1 −K2 +K3 −K = 0, Ω3(K) = K21 −K22 +K23 −K2 = µ}.
Given sequences {aK}, {bK}, and {cK}, such that
|aK |+ |bK |+ |cK | . 〈K〉−ℓ
we have for ℓ > 3n + 2
(4.1) sup
K,µ
〈K〉ℓ
∑
Rµ(K)
aK1bK2cK3 .
{
L2n−2 if n > 2 ,
L2 logL if n = 2 .
3This is a consequence of the Prime Number Theorem, see [13], Section 22.10.
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Note that although it suffices to show that (4.1) holds with aK , bK , cK replaced by 〈K〉−ℓ,
(4.2) sup
K,µ
〈K〉ℓ
∑
Rµ(K)
〈K1〉−ℓ〈K2〉−ℓ〈K3〉−ℓ .
{
L2n−2 if n > 2 ,
L2 logL if n = 2 .
We will prove the above bound where each 〈Ki〉−ℓ is replaced by fi(Ki), with fi ∈ Xℓ,N .
Indeed, some of the intermediate steps with these more general functions will turn out to be
useful in the next section.
As explained in the previous section, we switch variables to{
z1 = K1 −K
z2 = K3 −K
so that
Ω3(K,K1, K2, K3) = −2z1 · z2 = ω(z) .
Inequality (4.2) will be proved by applying Theorem 3 to the weight
(4.3) W (z) = f1(K + z1)f2(K + z1 + z2)f3(K + z2) ,
which gives
(4.4)
∑
Rµ(K)
f1(K1)f2(K2)f3(K3) =
∑
z∈Z2nL
ωµ(z)=0
W (z) =
L2n−2
CL
L∑
q=1
∑
c
SµL2(q, c)
1
qd
Iµ(r, c) ,
where ωµ(z) = ω(z) − µ. Notice that W (and hence Iµ(r, c)) implicitly depends on K.
Here, we restricted the sum in q to q ≤ L using the knowledge that Iµ(r, c) is supported
on r = q
L
∈ (0, 1).
The decay of the sum in K is due to the restriction K1 −K2 +K3 = K, which implies that
|Ki| ≥ |K|/3 for at least one i. Consequently one of the fi in the sum will contribute 〈K〉−ℓ
and the remaining two fi will be used in bounding the sum. Therefore we introduce cutoff
functions supported on |Ki| & |K|, for i = 1, 2, or 3.
Let ϕ ∈ C∞0 (−2, 2) with ϕ(x) = 1 for |x| < 1. With a slight abuse of notation, we write
χ{|x|<a} = ϕ
( |x|
a
)
χ{|x|>a} = 1− ϕ
( |x|
a
)
,
and introduce the following cutoff functions:
χ0 = χ{|K|<1}
χ1 = χ{|K|>1}χ{|K1|>K8 }
χ2 = χ{|K|>1}χ{|K1|<K8 }χ{|K2|>K8 }
χ3 = χ{|K|>1}χ{|K1|<K8 }χ{|K2|<K8 }χ{|K3|>K8 }.
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Since χ{|K1|< |K|8 }
χ{|K2|<K8 }χ{|K3|<K8 } = 0 we have
χ0 + χ1 + χ2 + χ3 = 1.
Writing Wi =Wχi,
|W1(z)| . 〈K〉−ℓf2(K + z1 + z2)f3(K + z2),
|W2(z)| . 〈K〉−ℓf1(K + z1)f3(K + z2),
|W3(z)| . 〈K〉−ℓf1(K + z1)f2(K + z1 + z2).
(4.5)
Then Iµ(r, c) can be written as
Iµ(r, c) =
ˆ
R2n
W (z)
ˆ ∞
−∞
ĥχ (r, s) e(sωµ)e
(
−c · z
r
)
dsdz,
=
ˆ ∞
−∞
ĥχ (r, s) e (−sµ)
ˆ
R2n
W (z)e(sω)e
(
−c · z
r
)
dzds,
=
ˆ ∞
−∞
ĥχ(r, s)e (−sµ) v
(
s,−c
r
)
ds
(4.6)
where v solves the following Schro¨dinger-type equation
∂sv̂(s, ξ) = 2πiω(ξ)v̂(s, ξ)
v̂(0, ξ) = W (ξ).
(4.7)
Writing Iµ(r, c) =
∑3
j=0 Ij,µ(r, c) we have
Ij,µ(r, c) =
ˆ
R2n
Wj(z)hχ (r, ωµ(z)) e
(
−c · z
r
)
dz,
=
ˆ ∞
−∞
ĥχ(r, s)e (−sµ) vj
(
s,−c
r
)
ds,
where vj = vχj.
The vj, as solutions of this dispersive PDE, satisfy the following elementary bound.
Lemma 10. If u solves the equation
∂sû(s, z) = 2πiω(z)û(s, z),
then
‖u(s)‖L∞(R2n) .‖û(0)‖L1(R2n)
‖u(s)‖L∞(R2n) . 1
sn
‖(1−∆)mû(0)‖L2(R2n)
(4.8)
for any integer m > n
2
. Consequently, for v defined by (4.7), with f ∈ Xℓ,N with ℓ > n
2
and
N > n,
(4.9)
∣∣∣v (s,−c
r
)∣∣∣ ≤ 3∑
j=0
∣∣∣vj (s,−c
r
)∣∣∣ . 〈s〉−n〈K〉−ℓ.
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Proof. The first inequality is trivial and follows from the the fact û(s) = e(ωs)û(0). For the
second inequality, we use the dispersive estimate
‖u(s)‖L∞ . s−n‖u(0)‖L1 . s−n‖〈x〉2mv‖L2 ∼ s−n‖(1−∆)mv̂‖L2.
Using inequalities (4.5) finishes the proof. 
The above lemma gives bounds on vj that are independent of r and c, and therefore
|Iµ(r, c)| . 1.
To obtain bounds that decay for large c or for small r, we need to integrate by parts in z in
the expression
vj
(
s,−c
r
)
=
ˆ
R2n
Wj(z)e
(
sω(z)− c · z
r
)
dz.
However, to avoid introducing powers of K from derivatives of ω(z) (since W is a function of
K + zi), one should exercise care when doing so.
Proposition 1. Let W be given by (4.3) with fj ∈ Xℓ,N for ℓ > 3n+ 2 and N > 3n+ 2 with
‖fj‖ℓ,N = 1 for j = 1, 2, 3, then
(4.10)
∣∣∣v (s,−c
r
)∣∣∣ . 〈K〉−ℓ 〈rs〉2n+2〈s〉n (A0 + A1 + A2 + A3)
where
A0 = 〈c1〉−(n+1)〈c2〉−(n+1)
A1 = 〈c1 − 2Krs〉−(n+1)〈c2〉−(n+1)
A2 = 〈c1 − 2Krs〉−(n+1)〈c2 − 2Krs〉−(n+1)
A4 = 〈c1〉−(n+1)〈c2 − 2Krs〉−(n+1).
Furthermore, if c is distinct from (0, 0), ([2Krs], 0), (0, [2Krs]), ([2Krs], [2Krs])∣∣∣v (s,−c
r
)∣∣∣ . 〈K〉−ℓrn+1〈s〉〈rs〉n+1(A0 + A1 + A2 + A3).
Proof. We will estimate each vj by splitting ω(z) in an appropriate manner and integrating
by parts in z.
Estimate on v0. Since W0 = 0 for |K| > 2, the presence of K in W0 plays no role. In this
case we can obtain decay for large c or small r by directly integrating by parts e
(− c·z
r
)
in the
expression
(4.11) v0
(
s,−c
r
)
=
ˆ
W0(z)e(sω(z))e
(
−c · z
r
)
dz.
Assume first that c1 6= 0, then one of the n components c1,j of c1 satisfies |c1,j| ≥ n−1|c1|.
Similarly, if c2 6= 0, then one of the n components c2,k of c2 satisfies |c2,k| ≥ n−1|c2|. For ci 6= 0
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for i = 1, 2, using the identity
e
(
−c · z
r
)
=
(
r
(−2πi)
)m1+m2
(c1,j)
−m1(c2,k)−m2
(
∂
∂z1,j
)m1 ( ∂
∂z2,k
)m2
e
(
−c · z
r
)
,
we integrate by parts in (4.11) m1 = m2 = n+ 1 times. Observe the bound
rm1+m2
∣∣∣∣( ∂∂z1,j
)m1 ( ∂
∂z2,k
)m2
W0(z)e(ω(sz))
∣∣∣∣
. rm1+m2
∑
α+β=(m1,m2)
α,β∈N2
∣∣∣∣( ∂∂z1,j
)α1 ( ∂
∂z2,k
)α2
W0(z)
∣∣∣∣ (2πis)|β||z2|β1|z1|β2
. 〈rs〉m1+m2〈K〉−ℓ〈K1〉−ℓ〈K2〉−ℓ〈K3〉−ℓ〈K3 −K〉m1〈K1 −K〉m2χ0.
Then after integrating by parts one can write (4.11) as a sum of terms of the type
P (r, s)
ˆ
V (z)e(sω(z))e
(
−c · z
r
)
dz = P (r, s)v
(
s− c
r
)
where |P (r, s)| . 〈rs〉m1+m2 and v̂ solves the Schro¨dinger-type equation (4.7) with initial data
V . Additional derivatives falling on V correspond to additional derivatives falling on W0 and
hence by estimate (4.8) (distinguishing between the cases s < 1 and s > 1), we obtain the
contribution A0. If either c1 = 0 or c2 = 0, we simply integrate by parts n + 1 times on the
non zero component of e
(− c·z
r
)
. If c1 = c2 = 0, estimate (4.9) is the desired bound.
Estimate on v1. Since in this case |K1| & |K|, we want to ensure that any integration by parts
does not yield a power of K1. For this reason we write
ω(z) = |K +K2 −K3|2 − |K2|2 + |K3|2 − |K|2
= 2|K3|2 − 2K2 ·K3 + 2K · (K2 −K3)
= 2K3 · (K3 −K2) + 2K · (K1 −K)
def
= ω1(z) + 2K · z1
Since ω1(z) = 2K3 · (K3 − K2), any derivative of ω1(z) can be bounded by a polynomial
expression in 〈K3〉 and 〈K3 −K2〉. Therefore, writing
v1
(
s,−c
r
)
=
ˆ
W1(z)e(sω(z))e
(
−c · z
r
)
dz =
ˆ
W1(z)e(sω1(z))e
(
−(c1 − 2Krs) · z1 + c2 · z2
r
)
dz,
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for |c1 − 2Krs| > 12 or c2 6= 0, we integrate by parts m1 = n + 1 in z1 and m2 = n + 1 in z2.
Using the identity
e(−r−1 ((c1 − 2Krs) · z1 + c2 · z2) =
(
r
(−2πi)
)m1+m2
(c1,j − 2Kjrs)−m1(c2,k)−m2×(
∂
∂z1,j
)m1 ( ∂
∂z2,k
)m2
e(−r−1 ((c1 − 2Krs) · z1 + c2 · z2) ,
the bound
rm1+m2
∣∣∣∣( ∂∂z1,j
)m1 ( ∂
∂z2,k
)m2
W1(z)e(sω1(z))
∣∣∣∣
. rm1+m2
∑
α+β=(m1,m2)
α,β∈N2
∣∣∣∣( ∂∂z1,j
)α1 ( ∂
∂z2,k
)α2
W1(z)
∣∣∣∣ (2πis)|β||∂z1ω1|β1|∂z1ω1|β2
. 〈rs〉m1+m2〈K〉−ℓ〈K2〉−ℓ〈K3〉−ℓ(〈K3〉+ 〈K2〉)m1+m2 ,
along with analogous bounds on derivatives, and finally the estimate (4.8), we obtain the
contribution A1.
If either |c1 − 2Krs| < 12 or c2 = 0 we proceed as above and only integrate by parts on the
nontrivial components.
Estimate on v2. Since in this case |K2| & |K|, we want to ensure that any integration by parts
does not yield a power of K2. For this reason we write
ω(z) = |K1|2 − |K1 +K3 −K|2 + |K3|2 − |K|2
= −2K1 ·K3 + 2K · (K1 +K3)− 2|K|2
= 2K1 ·K3 + 2|K|2 + 2K · (z1 + z2)
def
= ω2 + 2K · (z1 + z2)
Since ω2(z) = 2K1 · K3 + 2|K|2, any derivative of ω2(z) can be bounded by a polynomial
expressions in 〈K1〉 and 〈K3〉. Therefore we write
v2
(
s,−c
r
)
=
ˆ
W2(z)e(sω(z))e
(
−c · z
r
)
dz =
ˆ
W2(z)e(sω2(z))e
(
−(c1 − 2Krs) · z1 + (c2 − 2Krs) · z2
r
)
dz,
and proceed exactly as in the case of v1, which ultimately gives the contribution A2.
Estimate on v3. It is symmetrical to v1 and will therefore not be detailed. 
We finish the proof of (4.2) (and hence that of Theorem 4) by using (3.1) to bound
sup
c
|SµL2(q, c)| . |q|n+1,
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and combining equation (4.6), Proposition 1, and estimate (2.17) to bound∑
c
|Iµ(r, c)| .〈K〉−ℓ
ˆ
R
|ĥχ(r, s)| 〈rs〉
2n+2
〈s〉n
∑
c
3∑
i=0
Ai ds
.〈K〉−ℓ
ˆ
R
1
〈s〉n ds . 〈K〉
−ℓ.
(4.12)
Thus from (4.4) we conclude,∑
z∈Z2n
L
ωµ(z)=0
W (z) .
L2n−2
CL
L∑
q=1
∑
c
|SµL2(q, c)| 1
q2n
|Iµ(r, c)|
.〈K〉−ℓL2n−2
L∑
q=1
q−n+1 . 〈K〉−ℓ
{
L2n−2 if n > 2,
L2 logL if n = 2.
5. Asymptotics of the resonant sum
The purpose of this section is to prove the following theorem:
Theorem 5. Let f1, f2, f3 ∈ Xℓ+n+2,N(Rn) for ℓ > 2n and N > 3n + 2 and set
(5.1) W (z) = f1(K + z1)f¯2(K + z1 + z2)f3(K + z2),
and
(5.2) T (W )(K) = T (f1, f2, f3)(K) :=
ˆ
R2n
δ(ω(z))W (z)dz,
and recall that ω(z) = z1 · z2 and
Zn(L) =
{
1
ζ(2)
L2 logL if n = 2
ζ(n−1)
ζ(n)
L2n−2 if n ≥ 3
1) For n ≥ 3, define
∆(W ) =
1
Zn(L)
∑
z∈Z2n
L
ω(z)=0
W (z)− T (W ),
(5.3) ‖∆(W )‖Xℓ .
3∏
i=1
‖fi‖Xℓ+n+2,N (Rn)
{
L−1 logL if n = 3
L−1 if n ≥ 3
2) For n = 2, define
∆˜(W ) =
1
Z2(L)
∑
K1·K3=0
W (K1, K3)−
(
T (W ) + ζ(2)
logL
C(W )
)
(5.4)
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where C(W ) is a correction operator that is independent of L and is defined explicitly
in (5.17).
If fj ∈ Xℓ+6,N(Rn) for ℓ > 4 and N > 14 then
‖C(W )‖Xℓ .
3∏
i=1
‖fi‖Xℓ+6,N (R2).
‖∆˜(W )‖Xℓ . L−1/3+
3∏
i=1
‖fi‖Xℓ+6,N (R2)
(5.5)
This theorem is proved by finding the asymptotics of the resonant sum using the circle method:
recall that Theorem 3 gives∑
z∈Z2nL
ω(z)=0
W (z) =
L2n−2
CL
L∑
q=1
∑
c
S(q, c)
1
qd
I(r, c) .
Thus the proof of the theorem amounts to finding the asymptotics to I(r, c) and S(q, c).
5.1. Analysis of I(r, 0). Recall that
I(r, 0) =
ˆ
R2n
Wχ(z)hχ (r, ω(z)) dz =
ˆ
R
hχ(r, ρ)I(ρ) dρ
where
(5.6) I(ρ) = χ(ρ)
ˆ
R2n
δ(ω(z)− ρ)W (z)dz .
I(ρ) can be written as
I(ρ) = χ(ρ)
ˆ
R2n
ˆ
R
e(sΩ3(z)− sρ)dsW (z) dz = χ(ρ)
ˆ
R
e(−sρ)v(s, 0) ds .
where v is a solution of the PDE
∂sv̂(s, ξ) = 2πiΩ3(ξ)v̂(s, ξ), v̂(0, ξ) = W (ξ) ,
and from (4.9), we have
(5.7) sup
|ρ|≤1/2
|I(ρ)| . 〈K〉−ℓ
3∏
i=1
‖fi‖Xℓ ,
(5.8) |I(r, 0)| . 〈K〉−ℓ
3∏
i=1
‖fi‖Xℓ .
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Lemma 11. Suppose fi ∈ Xℓ,1 for ℓ > 3n+ 2 and i = 1, 2, 3. For n ≥ 3, I ∈ C1(−12 , 12). For
n = 2, I(ρ) in Lipschitz on (−1/2, 1/2), and therefore for n ≥ 2
(5.9) |I(r, 0)− I(0)| . r〈K〉−ℓ
3∏
i=1
‖fi‖Xℓ,1 .
Proof. Without loss of generality we can assume ‖fj‖ℓ,1 = 1 for j = 1, 2, 3.
For n ≥ 3, the result follows from writing I(ρ) = χ(ρ) ´
R
e(−sρ)v(s, 0)ds and the fact that
|v(s, 0) . 〈s〉−n〈K〉−ℓ.
For n = 2, we introduce coordinates adapted to the surface ω(z) = ρ. This is accomplished
as follows: First we rotate our coordinates (z1, z2)
Φ→ (x, y) ∈ R4
z1 = y + x
z2 = y − x .
and then use ρ = |y|2 − |x|2 as a coordinate. Therefore, we arrive at the coordinates
(ρ, θ′, |x|, θ) ∈ R× S1 × {|x| ∈ R+; |x| ≥ √−ρ , for ρ ≤ 0} × S1
(x, y) = (|x|θ,
√
ρ+ |x|2θ′) .
Writing
W˜ (|x|, |y|) = W˜ (|x|,
√
ρ+ |x|2) =
ˆ
S1×S1
W ◦ Φ(|x|θ,
√
ρ+ |x|2θ′)dθdθ′ ,
then I(ρ) is given by
I(ρ) = χ(ρ)×

∞ˆ
0
W˜ (|x|,
√
ρ+ |x|2)|x| d|x| for ρ ≥ 0 ,
∞ˆ
√−ρ
W˜ (|x|,
√
ρ+ |x|2)|x| d|x| for ρ ≤ 0 .
Since
∞ˆ
0
∣∣∣∣∣∂|y|W˜ (|x|,√ρ+ |x|2) |x|√ρ+ |x|2
∣∣∣∣∣ d|x| . 〈K〉−ℓ, for 0 ≤ ρ ≤ 12 ,
∞ˆ
√−ρ
∣∣∣∣∣∂|y|W˜ (|x|,√ρ+ |x|2) |x|√ρ+ |x|2
∣∣∣∣∣ d|x| . 〈K〉−ℓ, for − 12 ≤ ρ ≤ 0,∣∣∣W˜ (|x|, 0)∣∣∣ . 〈K〉−ℓ ,
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then we conclude that I ∈ Lip and
sup
|ρ|≤1/2
|∂ρI(ρ)| . 〈K〉−ℓ
3∏
i=1
‖fi‖Xℓ,1 .
Thus Corollary 1 gives the stated bound. 
5.2. Bound on I(r, c) for c 6= 0. Here we extend the analysis of Section 4 to obtain bounds
on I(r, c) that decay in r for c 6= 0. This is the content of the following lemma.
Recall from (4.6) that I(r, c) can be written as
I(r, c) =
ˆ
ĥχ(r, s)v
(
s,−c
r
)
ds
where u is a solution of the PDE
∂sv̂(s, ξ) = 2πiω(ξ)v̂(s, ξ)
v̂(0, ξ) = W (ξ).
(5.10)
Lemma 12. Assume W is as in (5.1) with fj ∈ Xℓ+n+2,N(Rn) for ℓ > 2n and N > 3n+ 2.
(1) For every 0 ≤ α < 1 and c 6= 0,
(5.11)
∑
c 6=0
|c|α|I(r, c)| . rn−1〈K〉−ℓ
3∏
i=1
‖fi‖Xℓ+n+2,3n+2(Rn)
(2) The estimate above holds with I(r, c) replaced by r∂rI(r, c) for c 6= 0.
Proof. (1) Assume ‖fi‖Xℓ+n+2,N (Rn) = 1. The bound will be obtained by using the estimate
in Proposition 1. If c is distinct from (0, 0), c 6= (0, [2Krs]), ([2Krs], 0), or ([2Krs], [2Krs]),
there holds ∣∣∣v (s,−c
r
)∣∣∣ . rn+1〈s〉〈rs〉n+1〈K〉−ℓ−n−2 3∑
i=0
Ai .
If c = (0, [2Krs]) or ([2Krs], 0) or ([2Krs], [2Krs]), but is distinct from zero, then we neces-
sarily have that |K| > (rs)−1, in which case we use estimate (4.9) to get∣∣∣v (s,−c
r
)∣∣∣ . 〈s〉−n〈K〉−ℓ−n−2 . 〈s〉−n|rs|n+1〈K〉−ℓ−1 .
Thus, by losing weights, we reach the following estimate for all c 6= 0,
(5.12)
∣∣∣v (s,−c
r
)∣∣∣ . rn+1〈s〉〈rs〉n+1〈K〉−ℓ−1 3∑
i=1
Ai ..
From Corollary 2 we have |ĥχ(r, s)| . 〈rs〉−M for any M , thus∑
c 6=0
|c|α|I(r, c)| . 〈K〉−ℓ−1
ˆ
rn+1〈s〉〈rs〉n+1
〈rs〉M
∑
c 6=0
3∑
i=1
|c|αAi ds .
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However, it is easy to check that
∑
c 6=0
∑3
i=1 |c|αAi . 〈Krs〉α, consequently∑
c 6=0
|c|α|I(r, c)| . rn−1〈K〉−ℓ .
(2) Notice that r∂rh(r, y) has the same form as that in part (ii) of Lemma 1, as a result the
same estimates hold for it’s Fourier transform |Fyr∂rh(r, s)| . 〈rs〉−M for any M . Similarly,
applying r∂r to u
(
s, −c
r
)
has the effect of replacing u by x.∇u which satisfies the same type
of estimate as (5.12) assuming even more decay on fj as stated in the theorem. 
5.3. Proof of Theorem 5. Without loss of generality, we may assume that ‖fi‖Xℓ+n+2,N (Rn) =
1 for j = 1, 2, 3. Recall that
∑
R(K)
f1(K1)f2(K2)f3(K3) =
L2n−2
CL
L∑
q=1
∑
c∈Z2n
S(q, c)
1
q2n
I(r, c)
=
L2n−2
CL
 L∑
q=1
S(q, 0)
1
q2n
I(r, 0) +
L∑
q=1
∑
c 6=0∈Z2n
S(q, c)
1
q2n
I(r, c)

=
L2n−2
CL
(A+ B) .
(5.13)
First case: n > 2. Using successively Lemma 11, Lemma 5, and Lemma 2,
A :=
L∑
q=1
S(q, 0)
1
q2n
I(r, 0) = I(0)
L∑
q=1
S(q, 0)
1
q2n
+O
(
〈K〉−ℓ 1
L
L∑
q=1
S(q, 0)
1
q2n−1
)
=
ζ (n− 1)
ζ (n)
T (f1, f2, f3) +
{
O
(
L−1(logL)〈K〉−ℓ) if n = 3
O
(
L−1〈K〉−ℓ) if n > 3
Turning to B, we estimate using Lemma 12 and Lemma 2,
|B| ≤
∑
c 6=0
L∑
q=1
|S(q, c)| 1
q2n
|I(r, c)| .
L∑
q=1
q−n+1
∑
c 6=0
|I(r, c)|
.
L∑
q=1
q−n+1
( q
L
)n−1
〈K〉−ℓ . L−n+2〈K〉−ℓ .
This finishes the proof in the case n > 2.
Second case: n = 2. Again without any loss of generality, we assume that ‖fj‖Xℓ+6,9(R2) = 1
for j = 1, 2, 3. We start splitting the sum, as in (5.13), into A (corresponding to c = 0) and
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B (corresponding to c 6= 0). We find the asymptotic of B
B :=
∑
c 6=0∈Z4
L∑
q=1
S(q, c)
1
q4
I(r, c) ,
by using Abel’s summation formula (1.10). For any x ∈ R we define
A(x, c) =
∑
q′≤x
S(q′, c),
then
B = −
∑
c 6=0
ˆ L
1
A(x, c)∂x
(
1
x4
I
(x
L
, c
))
dx ,
since A(1, c) = I(1, c) = 0. By changing variables x→ Lx, we get,
B =
∑
c 6=0
[
4
ˆ 1
1
L
A(Lx, c)
1
L4x5
I(x, c)dx−
ˆ 1
1
L
A(Lx, c)
1
L4x4
∂xI(x, c) dx
]
.
By Lemma 8 and Lemma 9 we have
A(q, c) =
∑
q′≤q
S(q′, c) =
η(c)q4
4ζ(2)
+O(q
7
2
+ǫ + |c|ǫq3+ǫ) ,
where
η(c) =
{
1 if ω(c) = 0 ,
0 if ω(c) 6= 0 .
By Lemma 12 equation (5.11), we conclude
4
∑
c 6=0
ˆ 1
1
L
A(Lx, c)
1
L4x5
I(x, c)dx =
∑
c 6=0
η(c)
ζ(2)
ˆ 1
0
1
x
I(x, c)dx+O(L−1/2+〈K〉ℓ) .
Similarly, ˆ 1
1
L
A(Lx, c)
1
L4x4
∂xI(x, c) dx = O(L
−1/2+〈K〉ℓ),
where we used Lemma 12 (ii). This implies that for n = 2, we have
(5.14) B =
∑
c 6=0
∞∑
q=1
S(q, c)
1
q4
I(r, c) =
∑
c 6=0,ω(c)=0
1
ζ(2)
ˆ 1
0
1
r
I(r, c) dr +O
(
L−1/2+〈K〉−ℓ) .
To bound A, we proceed as in Heath-Brown [15], and split the sum into
L∑
q=1
S(q, 0)
1
q4
I(r, 0) =
ρL∑
q=1
S(q, 0)
1
q4
I(r, 0) +
L∑
q=ρL
S(q, 0)
1
q4
I(r, 0) = I + II ,
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where ρ = L−α is to be chosen shortly. To estimate I we write
ρL∑
q=1
S(q, 0)
1
q4
I(r, 0) =
ρL∑
q=1
S(q, 0)
1
q4
I(0) +
ρL∑
q=1
S(q, 0)
1
q4
(I(r, 0)− I(0)) ,
and use equation (3.10), equation (3.1), Lemma 11 and (5.7) to obtain
(5.15)
ρL∑
q=1
S(q, 0)
1
q4
I(r, 0) =
(
log(ρL) + γ
ζ(2)
− ζ
′(2)
ζ(2)2
)
I(0)+O ((ρL)−1/2+〈K〉−ℓ + ρ〈K〉−ℓ) .
To estimate II, we use Abel’s summation formula again to write
L∑
q=ρL
S(q, 0)
1
q4
I(r, 0)
= −A(ρL, 0)I(ρ, 0)
(ρL)4
+
ˆ 1
ρ
(
A(Lx, 0)
4
L4x5
I(x, 0)− A(Lx, 0) 1
L4x4
∂xI(x, 0)
)
dx.
Using the formula for A(q, 0) given in Lemma 8, we conclude
A(ρL, 0)I(ρ, 0)
(ρL)4
=
1
4ζ(2)
I(0) + 1
ζ(2)
(I(ρ, 0)− I(0)) +O
(
(ρL)−
1
2
+〈K〉−ℓ
)
=
1
4ζ(2)
I(0) +O
(
ρ〈K〉−ℓ + (ρL)− 12+〈K〉−ℓ
)
.
Similarly, we have
ˆ 1
ρ
A(Lx, 0)
4
L4x5
I(x, 0)dx =
1
ζ(2)
ˆ 1
ρ
1
x
I(x, 0) dx+ O
(
(ρL)−
1
2
+
)
=− 1
ζ(2)
log ρ I(0) + 1
ζ(2)
ˆ 1
0
1
x
(I(x, 0)− I(0)) dx+O
(
(ρL)−
1
2
+〈K〉ℓ
)
and ˆ 1
ρ
A(Lx, 0)
1
L4x4
∂xI(x, 0) dx = − 1
4ζ(2)
I(0) +O
(
(ρL)−
1
2
+〈K〉−ℓ + ρ〈K〉−ℓ
)
.
Putting all of these terms together we conclude
L∑
q=ρL
S(q, 0)
1
q4
I(r, 0) =− 1
ζ(2)
log ρ I(0) + 1
ζ(2)
ˆ 1
0
1
x
(I(x, 0)− I(0)) dx
+O
(
(ρL)−
1
2
+〈K〉−ℓ + ρ〈K〉−ℓ
)
.
(5.16)
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Adding equations (5.15) and (5.16), and choosing ρ = L−
1
3 , we get
A :=
L∑
q=1
S(q, 0)
1
q4
I(r, 0) =
(
log(L) + γ
ζ(2)
− ζ
′(2)
ζ(2)2
)
I(0)
+
1
ζ(2)
ˆ ∞
0
1
r
(I(r, 0)− I(0)) dr +O
(
L−
1
3
+
)
.
Recalling that I(0) = T (f1, f2, f3), and combining the above equation to (5.14), we obtain
our claim with
(5.17) C(K) =
(
γ
ζ(2)
− ζ
′(2)
ζ(2)2
)
I(0)
+
1
ζ(2)
ˆ 1
0
1
r
(I(r, 0)− I(0)) dr +
∑
c 6=0,ω(c)=0
1
ζ(2)
ˆ 1
0
1
r
I(r, c) dr .
Finally, the boundedness of C as stated follows from (5.7), Lemma 11, and Lemma 12.
6. Normal Form Transformations and proof of Theorems 1 and 2
The proof of both theorems has two main ingredients: 1) asymptotics of lattice sums stated
in Theorem 5, and 2) normal forms transformation. We first explain the latter before proving
the theorems.
6.1. Normal Form Transformation. The normal form transformation can be derived either
by using the method of averaging, or by calculating a coordinate change derived from a power
series expansion. Here we elect to use the latter. Let
(6.1) v = u+
P∑
d=1
ǫ2dH2d+1(u) ,
where H2d+1 is a 2d+1 multilinear form in u (in odd entries) and u¯ (in even entries).
Recall that u solves (NLS); therefore v satisfies
− i∂tv + 1
2π
∆v = ǫ2|u|2u+
P∑
d=1
ǫ2d
2π
∆H2d+1(u)
+
P∑
d=1
ǫ2d
δH2d+1
δu
(−1
2π
∆u
)
+ ǫ2d+2
P∑
d=1
δH2d+1
δu
(|u|2u) .
where we used the notation for any function F depending on u and u¯
δF
δu
(w) =
∂F
∂u
w +
∂F
∂u¯
w¯ .
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Writing LH2d+1(u) = 12π∆H2d+1(u)− δH2d+1δu ( 12π∆u), and collecting terms of the same order in
ǫ, we conclude that
−ivt + 1
2π
∆v = ǫ2|u|2u+ ǫ2LH3(u) +
P∑
d=2
ǫ2d
(
LH2d+1(u) + δH2d−1
δu
(|u|2u)
)
+ ǫ2(P+1)
δH2P+1
δu
(|u|2u) .
To express the above equation in terms of the Fourier coefficients in the following manner,
recall that
u =
1
Ln
∑
K∈Zn
L
uKe(K · x), v = 1
Ln
∑
K∈Zn
L
vke(K · x) ,
and write the multilinear form H2d+1 as
H2d+1(u) =
1
Ln
∑
K∈Zn
L
H2d+1,K(u)e(K · x)
where H2d+1,K(u) =
1
L2nd
∑
S2d+1(K)=0
h2d+1(K,K1, K2, . . . , K2d+1)uK1u¯K2 . . . uK2d+1 .
The equation for vK can then be written as
(6.2) − i∂tvK − 2π|K|2vK = ǫ
2
L2n
∑
S3(K)=0
uK1u¯K2uK3
+
P∑
d=2
ǫ2d
(
LH2d+1,K(u) + δH2d−1,K
δu
(|u|2u)
)
+ ǫ2(P+1)
δH2P+1,K
δu
(|u|2u) ,
where LH2d+1,K(u) and δH2d−1,Kδu (|u|2u) are given by
LH2d+1,K(u) = 1
L2nd
∑
S2d+1(K)=0
2πΩ2d+1(K,K1, . . . , K2d+1)h2d+1(K,K1, . . . , K2d+1)uK1 . . . uK2d+1 ,
39
and
δH2d−1,K
δu
(|u|2u)(K) = 1
L2nd
∑
S2d−1(K)=0
h2d−1(K,K1, . . . , K2d−1)× ∑
N−K2d+K2d−1=K1
uN u¯K2duK2d+1
× u¯K2uK3 . . . uK2d−1
+
1
L2nd
∑
S2d−1(K)=0
h2d−1(K,K1, . . . , K2d−1)× ∑
N−K2d+K2d−1=K2
u¯NuK2du¯K2d+1
× uK1uK3 . . . uK2d−1
+ . . .
(6.3)
The normal form transformation is determined by choosing H2d+1 to eliminate non-resonant
terms of degree 2d + 1, i.e., those for which the resonance modulus Ω does not vanish. This
leads to the choice
H3,K(u) =
−1
L2n
∑
S3(K)=0
Ω3(K)6=0
1
2πΩ3(K,K1, K2, K3)
uK1u¯K2uK3
H2d+1,K(u) =
−1
L2nd
∑
S2d−1(K)=0
h2d−1(K,K1, . . . , K2d−1)× ∑
N−K2d+K2d+1=K1
Ω2d+1 6=0
1
2πΩ2d+1(K,N,K2, . . . , K2d+1)
uN u¯K2duK2d+1
 u¯K2uK3 . . . u2d−1
+ . . . ,
which defines iteratively H2d+1. With this choice for H2d+1, equation (6.2) becomes
(6.4) − i∂tvK − 2π|K|2vK = ǫ
2
L2n
∑
S3(K)=0
Ω3=0
uK1u¯K2uK3 +
P∑
d=2
ǫ2d
∑
S2d+1(K)=0
Ω2d+1=0
δH2d−1,K
δu
(|u|2u)
+ ǫ2(P+1)
δH2P+1,K
δu
(|u|2u) ,
where we abused notations slightly be denoting
∑
S2d+1(K)=0
Ω2d+1=0
the sum restricted to the Fourier
modes satisfying the resonance condition.
Finally, the boundedness properties of the normal form transformation (6.1) will be needed.
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Lemma 13. For any d ≤ P ,
‖H2d+1(u)‖Xℓ . L+‖u‖2d+1Xℓ .
As a result, for v given by (6.1),
‖v − u‖Xℓ . L+
P∑
d=1
ǫ2d‖u‖2d+1
Xℓ
.
Proof. It suffices to show that
1
L2nd
∑
S2d+1(K)=0
|h2d+1(K,K1, . . . , K2d+1)|〈K1〉−ℓ . . . 〈K2d+1〉−ℓ . L+〈K〉−ℓ .
Start with d = 1, for which h3 =
1
Ω3
. We bound the sum by writing Ω3 =
µ
L2
and splitting the
sum over |µ| ≤ L10n and |µ| > L10n. For |µ| > L10n, the sum can be bounded directly by
1
L2n
∑
K1−K2+K3=K
|Ω3|>L10n−2
1
L10n−2
〈K1〉−ℓ〈K2〉−ℓ〈K3〉−ℓ . 〈K〉
−ℓ
L8n−2
.
For |µ| ≤ L10n, we use Theorem 4 to bound
1
L2n
∑
1≤|µ|≤L10n
L2
µ
∑
K1−K2+K3=K
Ω3=µ
〈K1〉−ℓ〈K2〉−ℓ〈K3〉−ℓ . 1
L2n
L2+Zn(L)〈K〉−ℓ . L+〈K〉−ℓ .
Turning to d ≥ 2, we use the recursive definition to write
1
L2nd
∑
S2d+1(K)=0
|h2d+1(K,K1, . . . , K2d+1)|〈K1〉−ℓ . . . 〈K2d+1〉−ℓ .
1
L2nd
∑
S2d−1(K)=0
|h2d−1|
 ∑
N−K2d+K2d+1=K1
Ω2d+1 6=0
1
|Ω2d+1| 〈N〉
−ℓ〈K2d〉−ℓ〈K2d+1〉−ℓ
 〈K2〉−ℓ . . . 〈K2d−1〉−ℓ .
The inner sum can be bounded as above, leading to the desired estimate:
· · · . L
+
Ln(2d−2)
∑
S2d−1(K)=0
|h2d−1|〈K2〉−ℓ . . . 〈K2d+1〉−ℓ〈K1〉−ℓ . . . 〈K2d−1〉−ℓ . L+〈K〉−ℓ ,
where the last inequality follows by the bound at the rank d− 1. 
Proofs of Theorems 1 and 2. The idea of the proof is to compare solutions of the (NLS)
and the (CR) equations using the transformed equation (6.2) and Lemma 13.
Proof of Theorem 1 Let
aK(t) = uK(t)e(−|K|2t) and bK(t) = vK(t)e(−|K|2t) .
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Then, from Lemma 13 we have
∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ
≤
∥∥∥∥bK(t)− g( tTR , K
)∥∥∥∥
Xℓ
+ ‖aK(t)− bK(t)‖Xℓ
≤
∥∥∥∥bK(t)− g( tTR , K
)∥∥∥∥
Xℓ
+ Cγ
(
P∑
d=1
ǫ2d‖u‖2d+1
Xℓ
)
Lγ ,
where from the hypothesis of the theorem
− i∂tg = T (g, g, g)
sup
0≤t≤M
‖g(t)‖Xℓ+n+2,N (Rn) ≤ B ,
and TR =
L2n
ǫ2Zn(L)
. Initially aK(0) = g(0, K), and we will show by a bootstrap argument that
‖aK(t)‖Xℓ ≤ 2B on the time interval [0,MTR] stated in the theorem. Consequently, we can
assume that
(6.5)
∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ
≤
∥∥∥∥bK(t)− g( tTR , K
)∥∥∥∥
Xℓ
+ Cγ
(
P∑
d=1
ǫ2dB2d+1
)
Lγ .
To bound wK := bK(t)− g( tTR , K), we write equation (6.4) in terms of bK(t)
−i∂tbK = ǫ
2
L2n
∑
S3(K)=0
Ω3=0
aK1 a¯K2aK3 +
P∑
d=2
ǫ2d
∑
S2d+1(K)=0
δH˜2d−1,K
δu
(|a|2a)
+ ǫ2(P+1)e(−K2t)δH2P+1,K
δu
(|u|2u),
where we used the fact that Ω3 = Ω2d+1 = 0 and we wrote
δH˜2d−1,K
δu
(|a|2a)(K) = 1
L2nd
∑
S2d−1(K)=0
h2d−1× ∑
N−K2d+K2d+1=K1
Ω2d+1=0
aN a¯K2daK2d+1
× a¯K2 . . . bK2d−1
+ . . . .
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This implies that
−i∂twK = ǫ
2
L2n
 ∑
S3(K)=0
Ω3=0
aK1 a¯K2aK3 − Zn(L)T (g)K

+
P∑
d=2
ǫ2d
∑
S2d+1(K)=0
δH˜2d−1,K
δu
(|a|2a) + ǫ2(P+1)e(−K2t)δH2P+1,K
δu
(|u|2u)
:= I + II + III .
(6.6)
Bound on I
I =
ǫ2
L2n
∑
S3(K)=0
Ω3=0
(aK1a¯K2aK3 − g(K1)g¯(K2)g(K3))
+
ǫ2
L2n
 ∑
S3(K)=0
Ω3=0
g(K1)g¯(K2)g(K3)− Zn(L)T (g)
 = I1 + I2 .
By Theorem 4,
‖I1‖Xℓ ≤ C0
ǫ2Zn(L)
L2n
B2
∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ
,
and by Theorem 5,
I2 ≤ CB3 ǫ
2Zn(L)
L2n
δ(L); where δ(L) :=
{
L−1+ if n ≥ 3
(logL)−1 if n = 2
Bound on II
By Theorem 4 we have∣∣∣∣∣∣∣∣
1
L2n
∑
N−K2d+K2d+1=K1
Ω2d+1=0
aN a¯K2daK2d+1
∣∣∣∣∣∣∣∣ .
Zn(L)
L2n
B3〈K1〉−ℓ ,
for any d, and consequently from Lemma 13 we deduce∥∥∥∥δH¯2d−1,Kδu (|a|2a)(K)
∥∥∥∥
Xℓ
. B2d+1
Zn(L)
L2n
Lγ ,
and
‖II‖Xℓ ≤ Cγ
(
P∑
d=2
ǫ2d−4B2d+1
)
ǫ2Zn(L)
L2n
ǫ2Lγ .
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Bound on III This term can be bounded directly using Lemma 13
‖III‖Xℓ ≤ CγB2(P+1)ǫ2(P+1)Lγ.
Integrating (6.6) and using (6.5) we conclude
∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ
− Cγ,Bǫ2Lγ ≤
ˆ t
0
{
C0
ǫ2Zn(L)
L2n
B2‖aK(s)− g( s
TR
, K)‖Xℓ
+Cγ,B
ǫ2Zn(L)
L2n
δ(L) + Cγ,B
ǫ2Zn(L)
L2n
ǫ2Lγ + Cγ,Bǫ
2P+1Lγ
}
ds.
From Gronwall’s inequality, and 0 ≤ t ≤ TRM , we obtain,∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ
≤ Cγ,B
(
ǫ2Lγ + δ(L)M + ǫ2LγM + ǫ2P+1L2+γM
)
eC0B
2M
and thus by choosing L large, ǫ2Lγ small, and P large, we conclude
sup
0≤t≤TRδ0
∥∥∥∥aK(t)− g( tTR , K
)∥∥∥∥
Xℓ
≤ Cγ,B,M
(
ǫ2Lγ + δ(L)
) ≤ B
2
,
ensuring that ‖aK(t)‖Xℓ ≤ 2B, which completes the bootstrap argument and the proof of the
theorem.
Proof of Theorem 2. The proof follows from the same argument in Theorem 1. One only needs
to replace the term I in (6.6) by ∆˜ defined in (5.4) and using (5.5).
7. The general case p ∈ N
The proof for the general problem
(NLS) −i∂tv + 1
2π
∆v = ǫ2p|v|2pv (t, x) ∈ R× TnL,
proceeds in exactly the same manner as the case p = 1. We start by writing the equation for
the Fourier coefficients aK(t) = e(−|K|2t)v̂K(t),
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−i∂taK = ǫ
2p
L2pn
∑
S2p+1(K)=0
aK1aK2aK3 . . . aK2p+1e(2πΩ2p+1(K)t)
=
ǫ2p
L2pn
∑
S2p+1(K)=0
Ω2p+1(K)=0
aK1aK2aK3 . . . aK2p+1
︸ ︷︷ ︸
resonant interactions
+
ǫ2p
L2pn
∑
S2p+1(K)=0
Ω2p+1(K)6=0
aK1aK2aK3 . . . aK2p+1e(Ω2p+1(K)t)
︸ ︷︷ ︸
non-resonant interactions
,
where,
S2p+1(K) = K1 −K2 +K3 · · ·+K2p+1 −K ,
Ω2p+1(K) = |K1|2 − |K2|2 + |K3|2 · · ·+ |K2p+1|2 − |K|2 .
The normal form transformation proceeds in an identical manner, leading us to consider the
resonant system
−i∂taK = ǫ
2p
L2pn
∑
S2p+1(K)=0
Ω2p+1(K)=0
aK1aK2aK3 . . . aK2p+1 .
Thus we only need to compute the asymptotics of the lattice sum∑
S2p+1(K)=0
Ω2p+1(K)=0
W2p+1(K)
def
=
∑
S2p+1(K)=0
Ω2p+1(K)=0
aK1aK2aK3 . . . aK2p+1 .
The resonant set (S2p+1(K) = 0, Ω2p+1(K) = 0 ), when Ki ∈ ZnL, is identical to the case when
p = 1 and Ki ∈ ZpnL . This can be seen by 1) translating Ki → Ki+K; 2) writing the resonant
set as
|K1|2 − |K2|2 + |K3|2 · · · − |K2p|2 + |K1 −K2 +K3 · · · −K2p|2 =
2(K1 −K2) · (K1 +K3 · · · −K2p) + |K3|2 · · · − |K2p|2 + |K3 · · · −K2p|2 =
− 2J1 · J2 + |K3|2 · · · − |K2p|2 + |K3 · · · −K2p|2 = 0 ,
where J1 = K1 +K3 · · · −K2p and J2 = K2 −K1; 3) repeating the expansion and setting
J2i−1 = K2i−1 +K2i+1 −K2i+2 · · · −K2p
J2i = K2i −K2i−1 ,
(7.1)
with J2p−1 = K2p−1; consequently the resonant set is given by
Je · Jo = J1 · J2 + . . . J2p−1 · J2p = 0 ,
where (Je,Jo) ∈ Z2npL .
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Now we turn to the asymptotics of the lattice sum. We need to verify that the answers
derived from the circle method are uniform in K, and in fact decay like 〈K〉−ℓ. This can be
accomplished by noting two things. First, as in the case when p = 1, we have,
S2p+1(K) = K1 −K2 +K3 · · ·+K2p+1 −K = 0 ,
which implies |Ki0 | ≥ |K|4p , for some i0, and therefore,
|W2p+1(K)| . 〈K〉−ℓ
2p+1∏
j=1
j 6=i0
〈Kj〉−ℓ .
Second, to verify that the proofs of the lemmas, propositions, and theorems in Sections 4 and
5 work for any p ∈ N, we have to show that the integration by parts argument does not lead
to growth in powers of K. To this end we note that to prove the version of Proposition 1 in
the general case, we proceed as follows. When |Ki0 | ≥ |K|4p , we substitute
(−1)i0Ki0 =
2p+1∑
i=1
i 6=i0
(−1)i−1Ki −K .
in the expression of Ω2p+1(K) and write
Ω2p+1(K) = ωi0 + 2K ·
2p+1∑
i=1
i 6=i0
(−1)iKi
− (1 + (−1)i0) |K|2 ,
where ωi0 does not depend on either Ki0 or K. Consequently as in the case when p = 1, we
can integrate by parts on the middle term 2K ·
(∑2p+1
i=1
i 6=i0
(−1)iKi
)
, without introducing powers
of K, provided we exclude the cases when one of ci = 2Krs. These observations are all that
is needed to prove the following theorem:
Theorem 6. Let fi ∈ Xℓ,N , and denote by z = (Je,Jo), where Ji are given by (7.1). Denote
by
W (z) = f1(K +K1)f¯2(K +K2) . . . f2p+1(K +K2p+1) ,
where the Ki are considered as functions of Ji by inverting (7.1), and
P(W )(K) =
ˆ
R2pn+1
δ(Ω2p+1(K))δ(S2p+1(K))W (z)dK1dK2 . . . dK2p+1 ,
and set
Zpn(L) =
{
1
ζ(2)
L2 logL if pn = 2
ζ(pn−1)
ζ(pn)
L2pn−2 if pn 6= 2
46
1) For pn 6= 2, define
∆(W ) =
1
Zn(L)
∑
z∈Z2n
L
ω(z)=0
W (z)− T (W ) .
If fj ∈ Xℓ+n+2,4n+2(Rn) for j = 1, 2, 3, then
‖∆(W )‖Xℓ . L−1+
2p+1∏
i=1
‖fi‖Xℓ+n+2,4n+2(Rn) .
2) For pn = 2, define
∆˜(W ) =
1
Z2(L)
∑
Jo·Je=0
W (z)−
(
P(W ) + ζ(2)
logL
C(W )
)
,
where C(W ) is a correction operator that is independent of L and is defined explicitly
in (5.17).
If fj ∈ Xℓ+n+4,4n+3(Rn), then
‖C(W )‖Xℓ .
2p+1∏
i=1
‖fi‖Xℓ+n+4,4n+3(Rn) ,
‖∆˜(W )‖Xℓ . L−1/3+
2p+1∏
i=1
‖fi‖Xℓ+n+4,4n+3(Rn) .
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