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osung von Randwert und Bifurkationsproblemen ist h

aug





werten erforderlich zB um eine Monodromiematrix bzw die Newtonmatrix bei Schie	
verfahren oder Mehrfachschie	verfahren zu approximieren So treten neben der originalen
Anfangswertaufgabe mit n Gleichungen weitere n gro	e Systeme mit abweichenden An
fangswerten auf deren Integration bei Steifheit der Systeme infolge Semidiskretisierung
f

ur n  
 extrem zeitaufwendig ist Benutzt man die zur Integration erforderlichen
Jacobimatrizen und die LUZerlegungen auch zur Integration der benachbarten n Aufga
ben so l

a	t sich eine betr

achtliche Aufwandsreduktion erzielen Da jedoch nicht vorausge
setzt werden kann da	 die St

orungen der Anfangswerte von der Integrationsschrittweite
h abh

angen sind diese Verfahren als WMethoden zu untersuchen
Insbesondere werden Konsistenz und Konvergenz des simultanen linearimpliziten
Eulerverfahrens SLIE und darauf basierender Extrapolation beliebiger Ordnung
nachgewiesen sowie Stabilit

atseigenschaften aufgezeigt Numerische Experimente und





Betrachtet wird die autonome Anfangswertaufgabe
y
 
 fy  ya  y
 
 t   I  a b 
mit y
 
  D  R
n
 f  D  R
n







uhrung der Funktion y
n

















eine simultane Integration benachbarter Anfangswertaufgaben
z
 












  D erforderlich z	 B	 um eine Monodromiema
trix bzw	 die Newtonmatrix bei Schieverfahren oder Mehrfachschieverfahren




atzlichen Anfangswertaufgaben der Form  auf deren Integration bei
Steifheit der Systeme sehr zeitaufwendig ist	 Die dann erforderlichen impliziten
Ein oder Mehrschrittverfahren ben


otigen in fast jedem Integrationsschritt eine




z also von n   Matrizen der
Dimension n	 So entstehen  auch wenn schnelle Standardl


oser genutzt werden 













der Zahl der Fortsetzungsschritte	
Eine Idee zur Reduktion des Aufwandes der impliziten Verfahren besteht nun
darin die zur Integration von  erforderlichen Jacobimatrizen f
 
y auch zur Inte
gration der benachbarten n Aufgaben des Typs  zu benutzen	 Dabei kann nicht
vorausgesetzt werden da die St































 a ih i  N h  b aNg 

































mit der Verfahrensvorschrift f














koppeln	 In jedem Integrationsschritt ist nun nur eine einzige Berechnung bzw	




 und eine einzige LUZerlegung der Matrix
E
i














aren Derartige Verfahren sollen desweiteren als simultan bezeichnet
werden	 In Abschnitt  werden Konsistenz und Konvergenz des simultanen linear





Um zu linearimpliziten Verfahren h










die Konsistenzbedingungen zu erf







 durch eine beliebige Matrix A
i
ersetzt werden kann  womit auch unsere
Approximation  erfat w


are  nimmt die Anzahl der Ordnungsbedingungen
exponentiell zu	 So sind f















orungen  der benachbarten Proble












  Oh denkbar womit sich die Zahl der Ordnungsbeziehungen der















 sehr kompliziert ist
vgl	  S	  so ist dieser Zugang zu verwerfen	 Im


ubrigen sei betont da eine
naive Anwendung von ROWVerfahren h


oherer Ordnung mit ein und derselben
Matrix E
i







ur beide Systeme   lediglich zu Verfahren

der Ordnung Oh f


ur die benachbarten Aufgaben  f













are dies durchaus sinnvoll	 Nur w











Alternativ zu diesem Zugang l


at sich durch Extrapolation basierend auf dem














de Idee vermeidet die aufwendige L


osung der Konsistenzgleichungen und erzeugt
Verfahren die gute A	Stabilit


aten besitzen vgl	  S	  und die sich zudem






onnen diese Verfahren auch als WMethoden
interpretiert werden so wie auch die extrapolierte linearimplizite Mittelpunktre





Anhand numerischer Experimente und Ezienzbetrachtungen wird in Abschnitt








 Das simultane linearimplizite Eulerverfahren




sich eine gekoppelte Betrachtung der Anfangswertaufgaben  und 	 In An






 j  n	 F


















 fz  za  y
 






























 F x  xa  x
 

notieren	 Die Norm f


ur x sei durch
kxk  maxfkyk kzkg




























mit i  N  	 Die Verfahrensfunktionen der beiden Komponenten ergeben sich
zu




















 h   x
i

















gilt	 Folgende Voraussetzungen  die sich teilweise abschw


achen lassen  sollten zu
grunde gelegt werden
Voraussetzung   Zu gegebenem y
 
  D und    besitzt die Anfangswertaufgabe
y
 





ur alle  mit kk   in I  a b eine eindeutige L

osung y   C

I





yt   intS  S  fy j kyk Mg
mit t   I gilt




ur r 	 
































































































































  falls L
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h  Q  h i  N    



























































































h  Q  h i  N   












kg  Q  h i  N 
und liefert







Konstanten Q   gilt f

ur alle h    h
 









da  x h Lipschitzstetig bez


uglich x und stetig bez






 ist vgl	  S	 	 Nachfolgend wird gezeigt da

x





Lemma    x h und

x





























































































Wegen Voraussetzung  ist f   C

S womit die angegebenen Funktionen existieren

























at von E folgt	  




















at sich Satz 		 aus  anwenden und folgender Konvergenzsatz
formulieren
Satz  Voraussetzungen  und  seien erf

ullt und die Anfangsfehler verschwinden
d h y
 
 ya und z
 
 za Dann gilt f










Das SLIEVerfahren konvergiert mit Ordnung  d h es existiert eine Konstante










k  C  h





atsbereich des SLIEVerfahrens unterscheidet sich nicht von dem des
impliziten EulerVerfahrens denn die Anwendung des Verfahrens auf die lineare
Testgleichung y
 
 y bzw	 z
 
 z liefert wegen f
 
y   in beiden Komponenten















 i  N  







lerverfahrens damit auch deren Stabilit


atsbereich und sind somit Lstabil	
 Extrapolation des Basisverfahrens





















 a ih i  N und t
N








































funktion in der Form
x
h
t h  x
h









 t   I
 
h
dargestellt werden kann	 Komponentenweise lautet das Verfahren
y
h




































ur die Anwendung von Extrapolationsverfahren ist die Existenz




ur den lokalen Diskretisierungsfehler beweist man

























ur alle t   I
 
h
 h    h
 











fxt h xtg   xt h 
mit der exakten L


osung xt  yt zt

von 	 Wegen Voraussetzung  ist
x   C
r





























































Sei At  f
 
yt	 Wegen h  h
 
ist analog zu obigen Betrachtungen die Matrix
I  hAt regul


ar und es gilt die konvergente Matrixreihendarstellung
I  hAt

























































































































































































h sind allerdings meh
rere Einzelschritte mit dem SLIEVerfahren auszuf


























Matrixfunktion At mit folgender Voraussetzung ein
Voraussetzung 
Sei A  I  R
nn
mit A   C
r
I und kAt f
 
ytk   f

ur alle t   I














unter den Voraussetzungen  und  stets angeben	 Nat








oglichst gut approximieren d	h	  soll klein sein	 Das erreicht
man z	 B	 durch Dierenzenapproximation von f
 
yt oder!und durch Approxi
mation der Jacobimatrix durch diejenige eines vorhergehenden Schrittes	 Ist z	 B	
At  f
 
yt 	  h mit 	   R und t	h   I so erh































ur alle t   I mit t 	h   I	 Damit verallgemeinert man Satz  zu
Satz  Unter den Voraussetzungen  und  existiert ein h

  so da f

ur alle
h    h

 eine asymptotische Entwicklung 
 des lokalen Fehlers 
h
existiert falls
in der Verfahrensfunktion f
 
yt durch At ersetzt wird
Beweis Setzt man anstelle f
 
yt die Matrix At so verl


auft der Beweis identisch








ur alle t   I
 
h









g mit obigen Konstanten L

und 	 Dann gilt f


ur h    h

























at folgt sowie die Konvergenz der Matrizenreihe
I  hAt













ur alle t   I
 
h
	 Der Rest des Beweises l


auft wie bei Satz 	  
Um den Satz von Gragg vgl	  S	


uber die Existenz einer asymptotischen
Entwicklung des globalen Fehlers
e
h
t  xt x
h






onnen ist eine hinreichende Glattheit der Verfahrensfunktion  x h
zu verizieren	





 rmal stetig dierenzierbar
Beweis Wegen








































mit i  j  k  r zu bilden	 Da f   C
r
S gilt existieren diese Ableitungen










 wegen des St


orungslemmas s	o	 gesichert	  
Folgerung  Unter den Voraussetzungen  und  gilt Lemma  auch mit der
Ersetzung der Jacobimatrix f
 




auft wie bei Lemma 	
Nach diesen Vorbereitungen l


at sich die Existenz einer asymptotischen h
Entwicklung des globalen Diskretisierungsfehlers  mittels des Satzes von Gragg
nachweisen den wir hier in der Form des Satzes 		 aus  benutzen	 Da
f   C
r










alt man mittels des Satzes  nunmehr

Satz  Unter den Voraussetzungen  und  besitzt f

ur h    h
 





























 h    h
 
  


























t werden i	 allg	 voneinander




dies jedoch unerheblich	 Die Extrapolationsschritte k




















 approximiert werden kann man unter Benutzung
des Satzes  und der Folgerung  den Satz  verallgemeinern	
Folgerung  Unter den Voraussetzungen  und  existiert ein h

  so da
f

ur alle h    h

 und t   I
h
der globale Diskretisierungsfehler des mit At
verallgemeinerten Verfahrens die asymptotische Entwicklung 	
 besitzt  








uhrt werden	 Sei dazu eine Schrittzahlfolge fn
j
g j     r
z	 B	 fn
j





 j     r 




 oder eine geeignete
Dierenzenapproximation am Intervallanfang	 F


ur j  r   berechne man
E
j
 I  h
j
A





















 k  n
j
 
Dazu ist nur eine LUZerlegung von E
j



















 dar und besitzt deshalb allgemein nach Folgerung  die asymptotische Ent
wicklung  hier in der Darstellung
T
j










Diese Entwicklung stellt die Grundlage f





































 der Extrapolierten T
jk
ergeben sich nach der
selben Formel rekursiv f






































ur das Grundverfahren mit der des gew


















Eulerverfahren vgl	  S	 	
Die harmonische Unterteilungsfolge n
j






















ur j  k   sind	
 Ezienzvergleich und Anwendung




Rechenzeiten bei grodimensionalen DierentialgleichungsSystemen	 Nachfolgend




ahlt	 Zeitmessungen der GleitpunktArithmetik bei modernen PC
ergaben gleiche Rechenzeiten f


ur Addition Subtraktion und Multiplikation ledig
lich die  i	allg	 weniger benutzte  Division w


are mit etwa fachem Gewicht zu
bewerten	













Der arithmetische Hauptaufwand setzt sich aus dem























ur eine rechte Seite f
k
y  k  n  werden r
k
	  arithmetische Ope
rationen ben

otigt womit der durchschnittliche Aufwand f














 wird durch Dierenzen mit n  rechten Seiten approximiert


















Operationen die asymptotisch f


ur die LUZerlegung gebraucht
werden ergibt sich f

















osenden DGLSysteme ist diese Zahl mit n  
zu multiplizieren womit man f







































dabei enthalten die Ordnungsterme nicht die Variable r	
Oenbar wird das asymptotische Verhalten von T
U




altnis von r und n bestimmt Ist n  r Fall  so dominiert der algebraische




rungen z	B	 n   bei relativ einfachen DGLSystemen z	B	 r  	 Erreicht
andererseits r die Gr


oenordnung von n Fall  insbesondere bei kleineren aber





r    n  	  const	 
werden nachfolgend beide F


alle betrachtet    f


































iii n Operationen f


















































otig sind	 Jedes gest





























Operationen und n Funktionsberechnungen
















































ur  	  die Einschlieung   x    womit
T
U
n    n  T
S
n 
folgt d	h	 ein Rechenzeitgewinn um den Faktor n durch das SLIEVerfahren
erwartet werden kann	
Nachfolgend wenden wir in beiden Verfahrensvarianten die Extrapolationsformel
 p mal mit einer geeigneten SchrittzahlFolge n
k
 k  p  an	 Es gelten







 Die Schrittzahlfolge sei fn
k
g  f     pg die Anzahl p  der Extrapo
lationen sei klein gegen

uber der Dimension n
Oenbar ist dann die Extrapolationsformel  genau   p 













 k  p 
genau eine LUZerlegung vorzunehmen ist ist der dominante Term des algebraischen








ur das ungekoppelte Verfahren der Ordnung p 	  erh
















Die Analyse des simultanen Verfahrens mit Extrapolation mu dagegen detaillierter
vorgenommen werden	 Nachfolgend werden nur die dominanten Terme betrachtet	













































pp  n  n

Operationen hinzukommen	

























































































achlich verallgemeinern  und  die obigen Formeln des Basisschrittes










































n p  p   n  T
S
n p 












ur einen Extrapolationsbereich   p   immerhin ein minimaler Faktor
von n verbleibt vgl	 Tabelle 	

 	 	 	 	 	
p
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
 	 	 	 	 	 	
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 p  
 n  T
S
n p 
d	h	 im Extrapolationsbereich   p  
T
U








ahig vgl	 Tabelle 	 Wegen der in praktischen Anwendungen stets auf
tretenden Dimensionen von n 	  und relativ niedrigen Extrapolationszahlen p
ist das SLIEVerfahren dennoch in jedem Falle die bessere Wahl	
Anwendung Nichtlineares elektrisches Netzwerk
Nichtlineare parametrisch erregte elektrische Netzwerke mit subharmonischer Reak




  "x  B sin tx   
mit Parametern
B  








beschreiben	 Nach Transformation in Polarkoordinaten erh






































































ur den invarianten Torus wird folglich vgl	  durch die quasili



























ahrend in  und  diese Gleichung auf dem Torus mittels Volldiskretisie







uglich der Variablen 





 ft u  u  u 









 t	 Die auftreten




ur den Parameterwert    werden in Tabelle  die Rechenzeiten eines
Integrationsschrittes dargestellt	 n  J ist die Anzahl der bei Semidiskretisierung




uhrten Extrapolationen   des linearimpliziten Eulerverfahrens LIE und
des gekoppelten Verfahrens SLIE an	
p   p   p   p  
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Tabelle  Rechenzeiten bei Dimension n und Ordnung p in Sekunden


































Zahlen gesperrt dargestellt ordnen das Problem gem


a Tabelle  als System mit
mittlerem Funktionsaufwand ein	





Diskretisierungswerten n 	  hier und in anderen Anwendungsrechnungen # auch
nach mehreren Extrapolationsschritten bis zu hohen Verfahrensordnungen # etwa
um den Faktor  schneller als das Standardverfahren	
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