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Abstract 
We present a comparative study on sentence boundary 
prediction for German and English broadcast news that 
explores generalization across different languages. In the 
feature extraction stage, word pause duration is firstly 
extracted from word aligned speech, and forward and 
backward language models are utilized to extract textual 
features. Then a gradient boosted machine is optimized by 
grid search to map these features to punctuation marks. 
Experimental results confirm that word pause duration is a 
simple yet effective feature to predict whether there is a 
sentence boundary after that word. We found that Bayes risk 
derived from pause duration distributions of sentence 
boundary words and non-boundary words is an effective 
measure to assess the inherent difficulty of sentence boundary 
prediction. The proposed method achieved F-measures of over 
90% on reference text and around 90% on ASR transcript for 
both German broadcast news corpus and English multi-genre 
broadcast news corpus. This demonstrates the state of the art 
performance of the proposed method. 
Index Terms: sentence boundary prediction, punctuation, 
broadcast news, word pause duration, gradient boosted 
machine 
1. Introduction 
Transcripts outputted by Automatic Speech Recognition 
(ASR) systems are typically a sequence of words without 
sentence boundaries, punctuation marks or case 
differentiation. However, the lost information is important to 
readability of ASR transcripts for both human understanding 
and for further natural language processing tasks. Of these 
three sources of information, sentence boundaries play a key 
role in readability since they segment sequences of words into 
more meaningful sentences. In this comparative study, we 
investigate sentence boundary prediction for German and 
English broadcast news corpora, aiming at exploring the 
possibility of language independence. We address three 
research questions: 
1. Does sentence boundary prediction accuracy mainly 
depend upon language? 
2. What is the relative importance of acoustic and language 
model cues? 
3. What is the best possible performance given the proposed 
method in this study? 
From an acoustic feature viewpoint, we investigate word 
pause duration distributions for sentence boundary words and 
non-boundary words, and calculate Bayes risk empirically 
based on these distributions, confirming that Bayes risk in this 
scenario is an intuitive, simple and effective measure to assess 
the inherent difficulty of sentence boundary prediction. From a 
textual feature viewpoint, both forward and backward n-gram 
Language Models (LMs) for sentence boundary and clause 
boundary are utilized. Then a Gradient Boosted Machine 
(GBM) [1] combines all these features to produce a final 
prediction. Experimental results show that the proposed 
method produces the state of the art performance, and smaller 
empirical Bayes risk indeed corresponds to better sentence 
boundary prediction performance. 
2. Related work 
Sentence boundary prediction and punctuation prediction have 
been explored over two decades. Stolcke and Shriberg [2, 3] 
firstly used an n-gram LM, speaker turn information, and Part-
of-Speech (POS) to predict sentence boundaries for ASR 
transcripts, later they presented a similar method to detect both 
sentence boundaries and disfluencies using more features, 
such as duration, pitch, and energy [4]. Chen reported a 
method of predicting various types of punctuation marks by 
regarding punctuation marks as special words, in which a 
slightly extended LM was utilized to accommodate 
punctuation and decode in a uniform way [5]. 
Since then a variety of approaches to this problem 
emerged, which may be briefly summarized from the aspects 
of features and modelling methods as follows: 
2.1. Features 
In most research work either only textual features or combined 
textual features and acoustic features are used. While the most 
commonly used textual feature is n-gram statistical LM [2-4, 
6], POS [7], syntactical information [8, 9], and dysfluency 
annotation [10, 11] have also been investigated. Regarding 
acoustic features, many prosodic features are demonstrated to 
be useful, such as pause, word or phoneme duration, energy, 
fundamental frequency, and heuristically derived prosodic 
features [3, 12-14]. 
2.2. Methods 
Three main types of methods have been developed for 
sentence boundary prediction and punctuation prediction. The 
first type is to regard punctuation as special words between 
normal words, usually predicted by an extended LM which is 
trained on a text corpus containing punctuation. The second 
type is to consider this problem as a word labeling problem, in 
which each word is assigned to a punctuation mark or no 
punctuation. Many methods from the machine learning 
community can be used, such as maximum entropy [15], 
boosting [16], conditional random fields [8]. The third, more 
recent method is to treat it as a mono-lingual machine 
translation problem which translates word sequence without 
punctuations to segmented and punctuated text [17, 18]. 
3. Proposed method 
We developed a combined acoustic and textual method for 
sentence boundary prediction. Since extracted features are 
themselves weak classifiers, these features are further 
combined in a GBM to produce the final prediction. The 
architecture of the proposed method is shown in Figure 1, in 
which the left column corresponds to the acoustic feature 
extraction, the right column explains the textual feature 
extraction, and the bottom part shows combination in GBM. 
We describe this method in more detail below. 
 
Figure 1: Architecture of proposed method. 
3.1. Feature extraction 
3.1.1. Acoustic feature: word pause duration 
From aligned speech with reference text or decoded speech 
with ASR transcripts, it is trivial to calculate a pause duration 
after each word. We will call it pause duration or duration 
hereafter. Typically, sentence boundary words have longer 
pause duration, and non-boundary words have zero or shorter 
pause duration. It is thus widely accepted that this is a useful 
feature to predict sentence boundary, e.g. [12, 19]. However, 
pause durations obtained by an automatic alignment tool can 
contain excessively large values (10 seconds) occasionally, 
especially when aligning erroneous reference text or very 
noisy ASR transcripts. 
This study does not use the pause duration value directly, 
but uses the quantile of pause duration in the pause duration 
distribution of all words in a corpus. The benefit of this 
replacement is: it is more robust to outliers, and quantile 
values are easily used as a probabilistic measure in the 
following processing steps. This one-dimensional feature of 
pause duration quantile in log scale is used as input to a GBM.  
3.1.2. Textual features: LM based boundary probabilities 
An n-gram LM is typically used as baseline system. Instead of 
the common setup of using only one LM, we tried to use four 
LMs to extract more textual information. 
Firstly, in addition to the commonly used LM for 
predicting the possibility of n-gram followed by a sentence 
boundary (forward LM), we add another independent 
backward LM to predict the possibility of an n-gram preceded 
by a sentence boundary. Secondly, our preliminary experiment 
shows that sentence boundaries are correlated with clause 
boundaries indicated by commas, and less correlated with 
normal words without any punctuation marks. This 
phenomenon is in accord with our feeling that clause 
boundaries are sometimes quite subjective, and could be 
replaced by sentence boundaries. E.g., in the reference text 
“Hello, James, how are you?”, the second comma can be 
replaced by a full stop arbitrarily. In short, sentence boundary 
is correlated with clause boundary, thus clause boundary can 
contribute to sentence boundary prediction. As a result, we 
also build forward and backward LMs of clause boundaries for 
sentence boundary prediction. These LMs leads to four 
probabilities extracted as textual features. 
3.2. Classifier 
The acoustic and textual features were combined using a GBM 
to predict sentence boundaries. We chose GBM as it is a 
widely used learning machine for its robust performance and 
ability to perform well with outliers. A broad grid search over 
hyper parameters is done to train the GBM. 
4. Corpus and analysis 
This section firstly presents an overview of the read German 
BCN corpus [20] and the spontaneous English MGB corpus 
[21], then explains intuitively the utility of pause duration 
from its distributions, and calculates Bayes risks derived from 
above distributions. Then we tried to optimize n in n-gram LM 
in terms of perplexity. Finally, a GBM is used as a predictor. 
4.1. Corpora overview 
The German BCN corpus consists of over 160 hours of high 
quality, manually segmented and annotated radio broadcast 
news, most of which is clearly pronounced like read speech. 
Component utterances are typically 1 to 3 minutes; each 
utterance is typically composed of several sentences. The only 
type of punctuation mark in this corpus is full stop, indicating 
sentence boundaries. Thus, this corpus is ideal for our 
experiment, since it is clean, and most utterances are of 
reasonable length with several sentence boundaries to be 
predicted. To train German LMs, we used the German text in 
the Europarl corpus [22] and the training text in the BCN 
corpus. 
The MGB corpus consists of 1600 hours of recorded 
television programs. Since the transcripts were obtained from 
broadcast subtitles, they contain ASR errors, thus the 
Matching Error Rate (MER) is also supplied to indicate how 
well the transcript corresponds to its audio given a trained 
acoustic model. To reduce the effect of high Word Error Rate 
(WER) of around 30% in ASR transcripts, a subset of 240 
hours with MER less than 10% was selected from training 
data. However, evaluation data were not selected in a similar 
way since we also want to predict sentence boundary for its 
noisy ASR transcripts. The extracted utterances are typically 
short, consisting of only one or two sentences, thus fewer 
sentence boundaries need to be predicted compared with the 
BCN corpus. This makes a significant difference when 
explaining experimental result. The MGB corpus provides a 
large text for LM training as well. This corpus was firstly 
preprocessed at CSTR [17], having five types of punctuation 
marks; these need to be normalized further to match a 
common utterance pattern assumption below. 
4.1.1. Utterance pattern assumption 
We assume that each utterance is a sequence of sentences, and 
each sentence is a sequence of words followed by a sentence 
boundary. It is also possible that one utterance has only one 
Speech Reference text
Forced alignment
Word pause duration
Log quantile of duration 
in distribution
Scoring using forward and backward LMs 
of sentence and clause boundaries
Probability extraction
Log probabilities of forward and backward 
sentence and clause boundaries
E.g.: how are you james bond
GBM
Predicted sentence boundaries
sentence. This utterance pattern assumption naturally holds for 
the BCN corpus, and holds for most but not all utterances in 
the MGB corpus, thus the following normalization described 
in next section is used to make sure that the assumption is hold 
for fair comparison over the two corpora. 
It should be noted that this assumption itself will give 
some prior sentence boundary prediction, since there is always 
a sentence boundary at the end of each utterance even if we do 
not use any acoustic and textual features. 
4.1.2. Text normalization for the MGB corpus 
The normalization rules used for the MGB corpus are shown 
in Table 1, in which the more complex cases in the last two 
rows were removed for simplicity in this study. 
Table 1: Normalization rules for the MGB corpus 
Cases Rules 
Full stop, question mark, 
exclamation mark, three dots Convert to sentence boundary 
Comma Remove comma punctuation 
Multiple punctuation (e.g., !?) Remove whole utterance 
Utterance without punctuation Remove whole utterance 
4.1.3. Basic statistics of two corpora 
A few basic statistics of the two corpora are shown in Table 2, 
in which “utt.” and “sent.” are abbreviations for utterances and 
sentences, respectively. 
Table 2: Basic statistics of the two corpora. 
Items Statistics 
 German BCN English MGB 
 train test train test 
# utt. 12766 1265 143947 8320 
# sent. 74567 6821 206378 9040 
# words 1013996 100615 1886647 54105 
# sent. / # utt. 5.84 5.39 1.43 1.09 
4.1.4. Sentence length distribution 
The distribution of sentence length in terms of number of 
words in a corpus is an intuitive way to understand how 
sentence boundaries are distributed among word sequences. 
The sentence length distributions of these two corpora are 
shown in Figure 2. 
 
Figure 2: Sentence length distribution. 
From this figure and the corpus text, we can see that BCN 
sentences have one short sentence pattern that usually contains 
only a few words (“Berlin.”), and one long sentence pattern 
being normal sentences. By contrast, MGB sentences have a 
monotonically decreasing trend where longer sentences are 
less likely to appear. 
4.2. Feature analysis 
4.2.1. Word pause duration 
As discussed in section 3.1.1, pause duration can be used to 
classify boundary words and non-boundary words, as shown 
in Figure 3 for the BCN corpus and in Figure 4 for the MGB 
corpus. 
 
Figure 3: Pause duration distribution on BCN corpus. 
 
Figure 4: Pause duration distribution on MGB corpus. 
From Figure 3, we can see that, statistically, German 
boundary words indeed have longer pause durations compared 
with non-boundary words. Further, non-boundary words have 
a clear peak at about 300ms; we assume that this peak 
corresponds to clause boundary. Although this assumption 
cannot be verified directly since no clause boundaries are 
annotated, listening to the speech files reveals that this 
assumption is reasonable. 
From Figure 4, we know that English words have similar 
trends except for two exceptions. The pause duration peak 
hypothesized for clause boundary words is completely missing, 
and this is confirmed in the pause duration feature file where 
many commas indeed have zero or quite short pause duration. 
Another exception is that a noticeable portion of boundary 
words has very short pause duration. These phenomena 
probably come from the fact that the MGB corpus is 
spontaneous, thus the pause durations of its boundary words 
are inherently more irregular and more difficult to predict. 
The separability of boundary words and non-boundary 
words when using only pause duration can be quantified by 
measuring the overlapped/shaded area of two distributions in 
each figure, which is the minimum Bayes risk in theory. This 
risk is calculated empirically here since all pause durations 
and frequencies are discrete, thus it is easy to accumulate their 
overlapped area. This lower bound risk is denoted as 𝑃 bound dur , i.e., predicting sentence boundary using 
posterior pause duration information. On the other hand, the 
prior probability of whether a word is a sentence boundary 
word gives an upper bound of the classification risk, denoted 
by 𝑃 bound , i.e., predicting sentence boundary without any 
posterior information. These risks are shown in Table 3. 
Clearly, the Bayes risk of the BCN corpus is much smaller 
than that of the MGB corpus, indicating better separability of 
boundary and non-boundary, thus the BCN corpus is expected 
to have better prediction performance than the MGB corpus. 
Table 3: Classification risks using pause duration 
Risks German BCN (%) English MGB (%) 𝑃 bound  7.30 10.93 𝑃 bound dur  1.97 4.95 
4.2.2. LM 
We chose 3-gram LM for the BCN corpus, and 4-gram LM for 
the MGB corpus based on LM’s perplexity. 
5. Experiments 
The above acoustic and textual features are input to a GBM 
tool [23], and the GBM’s hyper-parameters are optimized by a 
wide grid search. The overall performance of sentence 
boundary prediction is shown in Table 4 and Table 5, in which 
“UP” means the “a-priori” performance by just using the 
Utterance Pattern (UP) assumption discussed in section 4.1.1, 
“Dur” means pause duration, and P., R., and F. mean 
precision, recall, and F-measure, respectively. 
We see that for the BCN corpus, pause duration 
contributes more than the LM and UP assumption. When 
combined, all three features together produce the best 
performance, and the UP assumption play a negligible role in 
improving performance when duration and LM features are 
already used. Notice that when only the UP assumption is 
used, the precision is 100% theoretically, and the recall rate 
(18.55%) is the number of utterances divided by the number of 
sentences, i.e., the inverse of the averaged utterance length in 
terms of number of sentences, as shown in last row of Table 2 
(i.e., 5.39).  
Table 4: Results on the BCN corpus. 
Features Reference text (%) ASR transcript (%) 
 P. R. F. P. R. F. 
UP 100.00 18.55 31.29 100.00 18.55 31.29 
Dur 83.75 86.30 85.01 83.01 87.69 85.29 
LM 78.74 58.06 66.84 77.75 56.82 65.66 
Dur+LM 91.47 88.99 90.21 91.35 88.12 89.71 
Dur+UP 87.68 87.04 87.36 88.11 86.93 87.52 
LM+UP 82.52 64.33 72.30 81.64 63.20 71.25 
Dur+LM+UP 91.91 89.25 90.56 91.67 88.18 89.89 
 
However, for the English MGB corpus, the UP assumption 
dominates the final F-measure by a very high a-priori F-
measure of 95.32%; adding pause duration or textual features 
typically degrades performance. The high a-priori F-measure 
comes from the fact that the MGB corpus is very fragmented, 
and on average each utterance has only 1.09 sentences, leading 
to 1/1.09»92% recall rate and almost 100% precision.  
To reduce the high prior of F-measure, a subset of long 
utterances containing at least two sentence boundaries were 
selected to do a similar analysis, as shown in Table 6. Now we 
can see that the LM contributes more than the duration feature 
and UP assumption, and the best F-measure was achieved 
when combining all features and UP assumption. 
Considering German and English ASR transcripts have 
WERs of 6.5% and 34.2%, respectively, the degradation of 
sentence boundary prediction when applied to ASR transcripts 
instead of reference text is small, e.g., from 81.94% to 76.05% 
in Table 6, compared to the result of a similar task from 87.03% 
to 74.41% in Table 5 of [17]. This is because both the pause 
duration feature and limited context n-gram LMs are robust to 
ASR errors, and the GBM itself is robust as well. 
Table 5: Results on the MGB corpus. 
Features Reference text ASR transcript 
 P. R. F. P. R. F. 
UP 99.44 91.52 95.32 99.43 91.38 95.24 
Dur 97.78 44.37 61.04 96.66 45.92 62.26 
LM 76.21 50.79 60.96 72.02 40.22 51.62 
Dur+LM 93.27 68.08 78.71 93.19 62.40 74.75 
Dur+UP 99.44 91.52 95.32 99.43 91.38 95.24 
LM+UP 96.23 93.84 95.02 96.43 92.73 94.54 
Dur+LM+UP 96.22 94.02 95.11 96.59 92.99 94.76 
Table 6: Results on a subset of the MGB corpus 
containing at least two sentence boundaries. 
Features Reference text ASR transcript 
 P. R. F. P. R. F. 
UP 99.11 46.48 63.28 99.38 49.57 66.15 
Dur 95.67 27.77 43.05 91.95 27.38 42.20 
LM 77.32 62.11 68.89 72.66 48.11 57.89 
Dur+LM 81.03 75.44 78.14 77.48 62.26 69.04 
Dur+UP 99.11 46.48 63.28 99.38 49.57 66.15 
LM+UP 86.42 72.37 78.77 86.16 66.90 75.32 
Dur+LM+UP 82.52 81.37 81.94 80.19 72.31 76.05 
6. Conclusions 
We can now try to answer the three research questions: 
1. Although our results appear to show similar performance 
for both German and English, it is difficult to draw a 
strong conclusion as the corpora also differ significantly 
in speaking style. Speaking style may play a more 
important role than language for F-measure in this study. 
2. Duration is more important than LM for the read German 
BCN corpus, but less important for the spontaneous 
English MGB corpus. The UP assumption dominates F-
measure for the MGB corpus, but not for the BCN 
corpus. 
3. Sentence boundaries can be predicted about 90% in terms 
of F-measure for both languages, and 81.94% for 
reference text in subset of MGB corpus in Table 6. 
Although working on different corpus, this is roughly 
comparative to the state of the art (81.0% in [24] and 
84.1% in [25] measured by slightly modified F1 
measure). 
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