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T´ıtulo del estudio:
Efectos estructurales en la
sincronizacio´n de sistemas
Nu´mero de pa´ginas: 49.
Objetivos: La elaboracio´n de esta tesis tiene como objetivo la adquisicio´n de
conocimiento del problema de sincronizacio´n de sistemas, adema´s de hacer un estu-
dio de la teor´ıa de grafos y propiedades estructurales de e´stos. Tambie´n se tiene como
objetivo, realizar una investigacio´n de los modelos de sicronizacio´n de redes conoci-
dos. Se desea evaluar el desempen˜o de algu´n modelo de sincronizacio´n elegido. Con-
siderando una medida estructural elegida finalmente concluir bajo que´ condiciones
respecto de e´sta propiedad elegida, el modelo sincroniza de una manera eficiente.
Contribuciones y conlusiones: Se observara´ que los diferentes tipos de redes
presentan diferentes valores propios y e´stos se encuentran dentro de un rango de
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valores dependiendo del tipo de red. Es importante resaltar que cada una de estas
redes cuentan con el mismo nu´mero de aristas y nodos. Asi mismo, para cada tipo
de red, los valores de iteraciones requeridas para la sincronizacio´n que se obtendra´n
se encuentran dentro de un rango de valores dependiendo del tipo de red igualmente.
De esto se podra´ concluir que al tener un sistema que se desee sincronizar, y
teniendo cantidades de elementos en el sistema y conexio´nes fijas, es posible inducir
en que´ manera deben estar conectados estos para tener una sincronizacio´n ma´s ra´pida
o tal vez ma´s lenta (segu´n se desee), para lograr esto se debe representar dicho
sistema mediante un grafo y de e´ste obtener la matriz laplaciana correspondiente y
su segundo valor propio el cual representa la conectividad de dicho grafo.
Firma del asesor:
Dra. Satu Elisa Schaeffer
Cap´ıtulo 1
Introduccio´n
1.1 Sincronizacio´n
La sincronizacio´n como un feno´meno emergente de unidades que interactu´an
dina´micamente ha fascinado a los seres humanos desde la antigu¨edad [4]. En la
naturaleza existen cientos de situaciones en las que se producen sincronizaciones
esponta´neas. Contextos muy conocidos donde ocurre la sincronizacio´n esponta´nea
son: el ritmo de los destellos luminosos de las lucie´rnagas, los chirridos de los grillos,
los aplausos en un concierto o los latidos del corazo´n. ¿Co´mo se produce esta situacio´n
en feno´menos tan dispares? Los f´ısicos esta´n trabajando para deducir la forma en
que la auto-organizacio´n genera la aparicio´n esponta´nea del orden a partir del caos
[25].
¿Co´mo puede ser que los millones de ce´lulas que conforman un corazo´n se
contraigan y relajen al mismo tiempo si carecen de la inteligencia necesaria para
ello? ¿De que´ forma logran sincronizar sus chirridos un grupo de grillos? ¿Co´mo
emerge la sincronizacio´n de cientos de aplausos en un concierto? Durante siglos,
los filo´sofos y estudiosos de la naturaleza se plantearon preguntas acerca de esto.
En todos los casos mencionados, y en otros cientos de casos similares, se produce
la sincronizacio´n de cientos, miles o millones de piezas sueltas sin que exista un
sistema espec´ıfico destinado a conseguir esa hazan˜a. Los grillos son poco ma´s que un
oscilador cuya frecuencia depende de la temperatura, y al igual que las lucie´rnagas,
carecen de la inteligencia necesaria para acordar con sus compan˜eros el ritmo de sus
1
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actividades.
El astro´nomo, f´ısico y matema´tico neerlande´s, Christiaan Huygens (1629-1695),
recordado por sus aportes a la meca´nica y la o´ptica, fue uno de los primeros en in-
teresarse en el problema de la sincronizacio´n y abordarlo con las herramientas de
la ciencia. En una de las paredes de su dormitorio, Huygens ten´ıa dos relojes de
pe´ndulo que e´l mismo hab´ıa construido. En febrero de 1665, mientras convalec´ıa en
su cuarto de una gripe, noto´ que los pe´ndulos encargados de impulsar a cada uno de
los relojes estaban perfectamente sincronizados. Debido su formacio´n f´ısica, Huygens
sab´ıa que era pra´cticamente imposible que ambos pe´ndulos oscilaran de esa manera
por casualidad. A pesar de la fiebre y de su estado gripal, este hecho llamo´ profun-
damente su atencio´n. Por supuesto cab´ıa la posibilidad de que efectivamente fuese
solo una casualidad, as´ı que se dedico´ a mirarlos durante horas. Sin embargo, ambos
relojes segu´ıan sincronizados. Si los paraba y volv´ıa a poner en marcha, los pe´ndulos
iniciaban su balanceo de forma desacompasada, pero al cabo de algu´n tiempo volv´ıan
a sincronizarse [23].
Huygens llego´ a la conclusio´n que, de alguna extran˜a forma, ambos relojes
estaban conectados. El u´nico v´ınculo que exist´ıa entre ambos era, obviamente, la
pared en la que estaban colgados. Entonces disen˜o´ un experimento destinado a com-
probar su teor´ıa: simplemente cambio´ uno de los relojes a otra pared, y volvio´ a
la cama a ver si se sincronizaban o no. Cuando al cabo de varias horas los relojes
segu´ıan marchando cada uno a su propio ritmo, Huygens supo que ten´ıa razo´n: era
el acoplamiento de los relojes a trave´s de la pared lo que generaba la sincronizacio´n
entre ellos [22].
1.2 Objetivo
Esta tesis tiene como objetivo llevar a cabo un ana´lisis del comportamiento
de un modelo de sicronizacio´n, donde los elementos que se desean sincronizar y sus
relaciones son modeladas como un grafo. En este grafo cada nodo corresponde a un
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a1
a2
Figura 1.1: Dos pe´ndulos oscilando, a1 y a2 representan la fase de cada pe´ndulo,
valores iguales de a1 y a2 representan la sincronizacio´n de los pe´ndulos.
elemento del sistema, y cada arista a una relacio´n entre dos elementos. Se desea
analizar el comportamiento del modelo al presentarse diferentes relaciones entre los
elementos, esto ser´ıa, probar grafos de distintas topolog´ıas. Con esto se desea concluir
s´ı o no la topolog´ıa del grafo que representa las conexiones del sistema influye en
la eficiencia del modelo en te´rminos de tiempo; esta informacio´n es de utilidad ya
que dado un conjunto de elementos que se desean sincronizar para que realicen una
tarea ser´ıa posible sugerir como deben comunicarse los elementos de modo que la
sincronizacio´n se realice de una manera eficiente.
1.3 Hipo´tesis
El segundo valor propio de la matriz laplaciana asociada a un grafo G provee
informacio´n sobre que´ tanta conectividad tiene la red. Valores grandes indican alta
conectividad mientras que los valores pequen˜os poca conectividad entre los elemen-
tos. Nuestra hipo´tesis consiste en que la eficiencia del modelo de sincronizacio´n de
redes esta´ relacionada con este valor propio mencionado.
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1.4 Metodolog´ıa
La metodolog´ıa aplicada se basa en analizar el desempen˜o de un modelo de
sincronizacio´n basado en osciladores acoplados a pulsos al presentarse diferentes
tipos de sistemas para sincronizar. Dichos sistemas son modelados como una red (o
grafo). Se estudia una propiedad espectral de la red para determinar si existe una
relacio´n entre este valor y el tiempo de sincronizacio´n.
1.5 Estructura de la tesis
El presente trabajo se encuentra estructurado de la siguiente manera: en el
cap´ıtulo 2 se presentan fundamentos teo´ricos de la teor´ıa de grafos, en el cap´ıtulo
3 se revisan fundamentos teo´ricos de la sincronizacio´n y algunos tipos de modelos
de sincronizacio´n, en el cap´ıtulo 4 se revisan los fundamentos teo´ricos de las redes
complejas y se presenta una revisio´n del estado del arte de la clasificacio´n de redes
complejas, en el cap´ıtulo 5 se presenta la explicacacio´n de como se desarrollo´ la
experimentacio´n realizada y el ana´lisis de resultados y finalmente en el cap´ıtulo 6 se
encuentran las conclusiones y trabajos futuros.
Cap´ıtulo 2
Teor´ıa de grafos
En este cap´ıtulo se definira´n algunos conceptos de la teor´ıa de grafos tales como
el concepto de grafo, nodo vecino, as´ı como que es un grafo dirigido y uno no dirigido.
Tambie´n se definira´n conceptos como matriz de adyacencia, matriz de grados y
matriz laplaciana. Posteriormente se hablara´ sobre algunos conceptos de a´lgebra
lineal como el espectro de un grafo, el espectro del laplaciano y la conectividad
algebraica.
2.1 Definiciones
Grafo Un grafo G es un par de conjuntos (V,E) donde V es un conjunto finito
de puntos v1, v2, ..., vn llamados ve´rtices o nodos y E es un conjunto finito de aristas
(i, j), cada uno de los cuales une pares ordenados de nodos. A las aristas se les puede
asignar un valor o peso wij [17].
Nodo vecino Dos nodos i y j son vecinos entre ellos si existe la arista (i, j) ∈ E.
Por ejemplo en la figura 2.1 los nodos v1 y v2 son vecinos ya que se tiene la arista
1, 2 mientras que los nodos v1 y v3 no son vecinos pues no se tiene la arista 1, 3.
Grado de un nodo El grado de un nodo es la suma (de los pesos) de las aristas
incidentes a un nodo. Se denota por di =
∑
j wij. Por ejemplo en la figura 2.1 el
grado del nodo v2 es cuatro ya que hay cuatro aristas incidentes a este.
5
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v1
v2
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Figura 2.1: Grafo con las etiquetas de sus nodos y los pesos de las aristas
Grafo completo Si cada par de nodos esta´ conectado por una arista entonces
se dice que el grafo es completo.
Figura 2.2: Ejemplos de grafos completos de dos, tres, cuatro y cinco nodos
Dia´metro de un grafo El dia´metro de un grafo es la ma´xima distancia entre
dos nodos. Esta es infinita si el grafo no es conexo [15].
Multigrafo Un multigrafo es un grafo en el que entre un par de nodos i y j
puede existir ma´s de una arista.
Matriz de adyacencia La matriz de adyacencia de un grafo G es la matriz A(G)
de taman˜o n× n cuyas entradas esta´n dadas por:
aij =


1 si (i, j) ∈ E,
0 en otro caso.
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La matriz de adyacencia correspondiente al grafo de la figura 2.1 es:


0 1 0 0 1
1 0 1 1 1
0 1 0 1 1
0 1 1 0 1
1 1 1 1 0


.
Matriz de grados La matriz de grados asociada al grafo G es una matriz dia-
gonal D(G) cuyos elementos di,i corresponden al grado de salida del nodo i.
La matriz de grados correspondiente al grafo de la figura 2.1 es:


2 0 0 0 0
0 4 0 0 0
0 0 3 0 0
0 0 0 3 0
0 0 0 0 4


.
Matriz de Laplaciana La matriz Laplaciana (o Laplaciano) asociada a G de-
notada por L(G) de taman˜o n× n cuyas entradas esta´n dadas por:
lij =


dij si i = j,
−aij si i ̸= j.
La matriz de Laplaciana correspondiente al grafo de la figura 2.1 es:


2 1 0 0 1
1 4 1 1 1
0 1 3 1 1
0 1 1 3 1
1 1 1 1 4


.
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Espectro de un grafo El espectro de un grafo G es el conjunto de nu´meros
los cua´les son valores propios de A(G), adema´s de sus multiplicidades. Si los valores
propios distintos esta´n dados por λ0 > λ1 > . . . > λn−1, y sus multiplicidades son
m(λ0), m(λ1), . . . , m(λn−1), entonces se puede escribir:
Spec G = {(λ0,m(λ0)), (λ1,m(λ1)), . . . (λn−1,m(λn−1))}
En el estudio de los procesos estoca´sticos, espec´ıficamente en las cadenas de
Markov, los valores propios son de utilidad ya que proveen informacio´n sobre el
comportamiento a largo plazo de la cadena.
Espectro del Laplaciano Sea µ0 ≤ µ1 ≤ . . . ≤ µn − 1 los valores propios de
la matriz Laplaciana L [11]. Entonces:
µ0 = 0, con vector propio (1,1,. . .,1);
si G es conexo, µ1 > 0;
si G es regular de grado k, entonces µi = k - λi, donde λi son los valores propios
de G, en orden decreciente.
Conectividad algebraica La conectividad algebraica de un grafo G es el se-
gundo valor propio ma´s pequen˜o de la matriz laplaciana de G. Este valor es mayor a
cero si y solo G es un grafo conexo. La magnitud de este valor refleja lo bien conec-
tado que esta´ el grafo, un valor grande indica una topolog´ıa con muchos enlaces,
mientras que un valor pequen˜o indica una topolog´ıa ma´s bien alargada [8].
Cap´ıtulo 3
Modelos de sincronizacio´n
La convalecencia de Huygens en 1665 y sus relojes de pe´ndulo sincronizados [23]
fueron la piedra fundamental sobre la que los cient´ıficos modernos edificaron toda
una rama de la matema´tica aplicada y la f´ısica llamada teor´ıa de los osciladores
acoplados. Detra´s de ese nombre se esconden las ecuaciones capaces de explicar por
que´ actualmente la Luna, orbitando la Tierra, nos muestra siempre la misma cara
(o por que´ su periodo de rotacio´n coincide con su periodo de traslacio´n alrededor
de la Tierra). Cada uno de los relojes de Huygens es un oscilador. Lo rudimentario
de sus mecanismos confer´ıa a cada uno una frecuencia de oscilacio´n ligeramente
diferente, ya que depend´ıa (entre otros factores) de los para´metros constructivos
del pe´ndulo (su peso, longitud, etc.). Cada pe´ndulo realizaba su recorrido de ida y
vuelta en un tiempo ligeramente diferente y la pared (como noto´ Huygens) era el
medio a trave´s del cual los relojes-osciladores estaban acoplados. La oscilacio´n de
uno de los pe´ndulos provoca una vibracio´n que se transmite por la pared e influye
en el movimiento del otro, y viceversa. Se trata de una influencia muy sutil y que
depende (entre otras cosas) de la rigidez de la pared, pero basta para que en un
tiempo relativamente corto ambos osciladores se sincronicen. Cuando esto ocurre,
ambos pe´ndulos completan su recorrido de ida y vuelta en el mismo tiempo, con la
misma frecuencia. Au´n sin saberlo, Huygens es el responsable del la´ser, un artilugio
en el que trillones de a´tomos acoplados de una forma similar a sus dos relojes de
pe´ndulo oscilan acompasadamente para emitir fotones con la misma frecuencia y
fase.
9
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En efecto, a pesar de que las ecuaciones encargadas de describir el compor-
tamiento de un oscilador son sencillas, la interaccio´n entre dos o ma´s de ellos es de
una complejidad extraordinaria. En los u´ltimos an˜os, sin embargo, se han producido
algunos avances que permiten especular con que en un lapso de tiempo razonable
podremos comprender cabalmente la forma en que se acoplan estos osciladores in-
dividuales. Concretamente, el trabajo de investigadores como Charles S. Peskin,
Arthur T. Winfree o Yoshiki Kuramoto y los modelos de simulacio´n mediante super-
ordenadores han hecho que la rama de la ciencia encargada de comprender el caos
haya dado algunos pasos adelante [4].
3.1 Modelo de Kuramoto
El modelo de Kuramoto es un modelo matema´tico que se usa para describir
la sincronizacio´n. Para ser ma´s espec´ıfico, es un modelo para un conjunto grande
de osciladores acoplados. Su formulacio´n esta´ motivada por el comportamiento de
sistemas de osciladores qu´ımicos y biolo´gicos, y este tiene diversas aplicaciones [24].
El modelo toma varios supuestos entre estos se pueden mencionar los siguientes:
Existe un acoplamiento de´bil.
Los osciladores son ide´nticos o muy parecidos.
Las interacciones dependen de forma senoidal en la diferencia de fase entre
cada par de osciladores.
3.1.1 Definicio´n del modelo de Kuramoto
En la versio´n ma´s popular del modelo de Kuramoto, se considera que cada
oscilador tiene su propia frecuencia natural ωi, y cada uno esta´ acoplado de la misma
manera al resto de los osciladores. Este modelo no lineal puede ser resuelto de manera
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exacta en el l´ımite infinito de N mediante una una transformacio´n y la aplicacio´n
de argumentos de consistencia [22].
La forma ma´s popular del modelo sigue las siguientes ecuaciones:
θ˙i = ωi +K/N
∑
j∈Ni
aij sin(θj − θi). (3.1)
i = 1, ..., N
donde el sistema esta´ compuesto de N osciladores. θi ∈ [0, 2π] es la variable de
fase de cada oscilador, ωi describe la frecuencia intrinseca, esta esta´ distribuida
uniformemente al azar, K es la fuerza de acoplamiento.
Earl y Strogatz usaron este modelo para obtener un criterio de estabilidad en
la sincronizacio´n de elementos modelados como un grafo [13]. Lucarelli y Wang usan
dicho modelo para desarrollar un protocolo de sincronizacio´n para redes sensoras
densas y de gran escala [19].
Cap´ıtulo 4
Redes complejas
En este capitulo se dara´ una breve introduccio´n al campo de las redes, hacien-
do enfa´sis en las redes complejas. Se hablara´ sobre sus propiedades y los distintos
modelos de generacio´n de e´stas. Al final se hablara´ sobre algunas aplicaciones de
este concepto de gran utilidad.
4.1 Euler y los puentes de Ko¨nigsberg
En un viaje realizado por Euler a Ko¨nigsberg [21], e´l se encontro´ con este
problema. La ciudad se encontraba conectada por siete puentes, los habitantes se
preguntaban si era posible hacer un paseo en el que se terminase en el lugar donde
se comenzo´ habiendo pasado so´lo una vez por cada puente.
Euler visualizo´ cada masa de tierra como un nodo y cada puente como una
arista. Esta manera abstracta de visualizar el problema lo llevo´ a demostrar que tal
paseo era imposible de realizar
De este modo se inicia el estudio de la teor´ıa de grafos que despue´s se extendio
al estudio de las redes y las redes complejas.
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Figura 4.1: En esta figura se visualizan en color rojo los siete puentes de Ko¨nigsberg.
Figura 4.2: En esta figura se muestra la representacio´n abstracta hecha por Euler de
los siete puentes de Ko¨nigsberg.
4.2 Redes y sistemas
Un sistema es un conjunto de elementos relacionados entre s´ı para lograr un
fin comu´n. Existen diferentes tipos de sistemas tales como [3]:
Sistemas simples que tienen un nu´mero pequen˜o de componentes los cuales
actu´an de acuerdo a leyes bien comprendidas.
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Sistemas complicados que tienen un gran nu´mero de componentes los cuales
tienen funciones bien definidas y esta´n gobernados por reglas bien comprendi-
das.
Sistemas complejos que generalmente tienen un gran nu´mero de componentes
los cuales pueden actuar de acuerdo de acuerdo a reglas que pueden cambiar
a trave´s del tiempo y que pueden no ser bien comprendidas, adema´s, la conec-
tividad de los componentes y sus funciones son variables.
Una red es un conjunto de elementos los cuales se conocen como nodos. En
una red, estos nodos tienen conexiones entre ellos a las cuales reciben el nombre
de aristas. Una red tambie´n es conocida como grafo en gran parte de la literatura
matema´tica. Existen muchos sistemas que pueden ser representados mediante una
red, por ejemplo en una red social de personas, los nodos pueden representar mujeres
u hombres, personas con diferentes nacionalidades, edades, ingresos, etc; por otro
lado, las aristas podr´ıan representar amistad, pero a la vez pro´ximidad geogra´fica o
conocimiento professional, entre otros [12]. La ce´lula es mejor descrita como una red
compleja de qu´ımicos conectados por reacciones qu´ımicas. Tambie´n el Internet es
otro ejemplo de red compleja compuesta por ruteadores y computadoras las cuales
estan ligadas por varias conexiones f´ısicas o inala´mbricas [14].
La investigacio´n en redes complejas puede ser vista como la interseccio´n entre
la teor´ıa de grafos y la meca´nica estad´ıstica, lo cual otorga una naturaleza multidis-
ciplinaria a esta a´rea reciente.
En la actualidad hemos sido testigos de un movimiento substancial en el estudio
de las redes, dejando de lado el ana´lisis de grafos simples y pequen˜os y las propiedades
de ve´rtices individuales o aristas y concentrandose en la cosideracio´n de propiedades
estad´ısticas de grafos a gran escala. Este nuevo enfoque se ha desarrollado en gran
manera por la disponibilidad de las computadoras y las redes de comuncacio´n que
permiten reunir y analizar datos en una escala mayor de lo previamente posible. Este
cambio forza a un cambio en el enfoque anal´ıtico que hasta ahora se ha desarrollado
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Figura 4.3: Red de Internet
[20].
4.2.1 Redes complejas
Un conjunto de nodos junto con aristas es el tipo mas simple de una red;
existen muchas formas en las que unas redes pueden ser mas complejas que otras.
Por ejemplo, puede existir ma´s de un tipo diferente de nodo en la red y los nodos
o las aristas pueden tener una variedad de propiedades asociadas, nume´ricas o de
otro tipo. Cualquier sistema natural o artificial puede ser representado por una red
compleja, una red compleja se refiere a un grafo con un gran nu´mero de elementos
y que tiene una estructura topologica no trivial [1].
Una de las razones por las que las redes complejas se han vuelto tan populares
es su flexibilidad y generalidad para representar virtualmente cualquier estructura
natural, incluso aquellas donde se presentan cambios dina´micos en su topolog´ıa.
El deseo de entender tales sistemas que son representados por una red compleja,
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ha encontrado desafios interesantes. Los f´ısicos, que han sido los ma´s beneficiados del
reduccionismo, han desarrollado un arsenal de herramientas exitosas para predecir
el comportamiento de un sistema a partir de las propiedades de sus componentes.
Gracias a esto, ahora se entiende co´mo surge el magnetismo del comportamien-
to colectivo de millones de spines, o co´mo particulas cua´nticas generan el feno´meno
de condensacio´n de Bose-Einstein [7].
En los u´ltimos an˜os, se han llevado a cabo muchos avances, por ejemplo, la
captura de adquisicio´n de datos en todos los campos llevo´ al surgimiento de grandes
bases de datos sobre la topolog´ıa de varias redes reales.
Tambie´n, el desarrollo de las computadoras ha permitido investigar redes que
contienen millones de nodos, explorando preguntas que antes no hab´ıan sido planteadas.
Adema´s, la colaboracio´n interdisciplinaria, ha dado a investigadores acceso a diversas
bases de datos permitiendo revelar propiedades gene´ricas de las redes complejas.
4.2.2 Propiedades de las redes complejas
El efecto de mundo-pequen˜o.
El famoso experimento de Milgram es una de las primeras demostraciones
directas del efecto de mundo pequen˜o, el hecho de que la mayor parte de los
pares de nodos en la mayor´ıa de las redes parecen estar conectados por un
camino corto a trave´s de la red. Este efecto tiene consecuencias obvias en la
dina´mica de los procesos que se llevan a cabo en las redes. Por ejemplo, si se
considera la propagacio´n de informacio´n, el efecto de mundo pequen˜o implica
que esta propagacio´n sera´ ma´s ra´pida [9].
Transitividad o agrupamiento.
Una desviacio´n clara del comportamiento de los grafos aleatorios puede ser
vista en la propiedade de transitividad de la red (o agrupamiento). En muchas
redes reales se encuentra que si el nodo A esta´ conectado al nodo B, y a su vez
este u´ltimo esta´ conectado al nodo C, entonces existe una alta probabilidad de
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que el nodo A este conectado al nodo C. Por ejemplo una red de amigos. Este
es cuantificado por medio del coeficiente de agrupamiento [20].
Distribucio´n de grado.
Sabemos que el grado de un nodo en una red es igual al nu´mero de aristas
incidentes a este. Se define p(k) como la fraccio´n de nodos en la red los cuales
tienen grado igual a k. Equivalentemente, p(k) es la probabilidad de que un
nodo elegido uniformemente al azar tenga grado k. La gra´fica de p(k) para
cualquier red dada puede formarse haciendo un histograma de los grados de
los nodos. Este histograma es la distribucio´n de grado de la red. Por ejemplo,
en un grafo aleatorio, cada arista tiene la misma probabilidad de existir o no
en el grafo, por lo que la distribucio´n de grado de este es binomial o Poisson
para grafos grandes [20].
Resistencia de la red.
Relacionada con las distribuciones de grado esta´ la propiedad de resistencia en
una red a la eliminacio´n de algunos de sus nodos. Existen diferentes formas
en las que un nodo puede ser eliminado y redes diferentes muestran grados
variados a esto. Por ejemplo, se podr´ıan eliminar nodos aleatoriamente o enfo-
carse en una clase espec´ıfica de nodos, como aquellos con el mayor grado. La
resistencia de la red es de importancia en epidemiolog´ıa [20].
Correlaciones de grado.
¿Los nodos de mayor grado preferira´n conectarse con otros nodos de grado alto
o preferira´n los nodos de menor grado? Esta propiedad es de importancia dado
que el grado es ya una propiedad de la topolog´ıa de grafos, las correlaciones
de grado pueden dar lugar a algunos efectos de la estructura interesantes [20].
4.2.3 Tipos de redes complejas
Las redes complejas comparten ciertas propiedades adema´s de su taman˜o, tales
como:
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Tienden a ser esparcidas, esto es, tienden a tener relativamente pocas aristas en
comparacio´n con el gran nu´mero de nodos n, en general, el nu´mero de aristas
es ma´s cercano a n que al nu´mero ma´ximo de aristas que pueden existir.
Tienden a ser agrupadas, es decir, las aristas en el grafo no esta´n distribuidas
uniformemente pero tienden a formar grupos.
Tienden a tener dia´metro pequen˜o, la ruta ma´s larga de las cortas que atraviesan
a una red compleja, puede estar alrededor de log n, valor que es mucho ma´s
chico que n.
Tienen una secuencia de grado conocida como distribucio´n del grado, esta
propiedad describe el patro´n de conexio´n de los nodos.
De acuerdo a la distribucio´n del grado, las redes complejas se clasifican en redes
Aleatorias, Power-Law y Exponenciales, las cua´les sera´n tratadas a continuacio´n,
as´ı tambie´n, se explica el feno´meno small world que puede presentarse en estas redes
[16].
4.2.4 Redes Aleatorias
La teor´ıa de grafos se origino´ en el siglo XVIII con los trabajos de Leonard
Euler acerca de la solucio´n del problema de los puentes de Ko¨nigsberg. En el siglo XX
la teoria de grafos se volvio´ ma´s estad´ıstica y algor´ıtmica. Una particular fuente de
ideas es el estudio de grafos aleatorios, grafos en los cuales las aristas se distribuyen
aleatoriamente.
La teor´ıa de grafos aleatorios fue´ publicada or Erdo¨s y Re´nyi en una seria de
art´ıculos publicados a finales de los 50’s y comienzos de los 60’s. Erdo¨s y Re´nyi se
enfocaron a estudiar las propiedades estad´ısticas de grafos aleatorios eon n nodos y
e aristas. Erdo¨s propuso el modelo de grafos aleatorios Gn,e que considera aM =
(
n
2
)
como el nu´mero ma´ximo de aristas posibles entre los n nodos del grafo G. Por lo
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anterior, se considera a Gn,e como el espacio de todos los M =
(
M
e
)
grafos posibles
con n nodos y e aristas [9].
Ma´s tarde a principios de los 80’s diversas investigaciones arrojaron resultados
ma´s precisos, encontrando que un grafo aleatorio generado con una probabilidad de
conexio´n p, el grado ki del nodo i sigue una distribucio´n binomial con para´metros
n− 1 y p [5]:
P (ki = k) = C
k
n−1p
k(1− p)n−1−k =
(
n− 1
k
)
pk(1− p)n−1−k. (4.1)
Para valores grandes de n, la distribucio´n del grado sigue una distribucio´n de
Poisson, de ahi que laprobabilidad de que un nodo tenga grado k es:
P (ki = k) ≈
⟨ki⟩
k e−⟨ki⟩
k!
(4.2)
donde ⟨ki⟩ = 2e/n = p(n− 1).
4.2.5 Redes Power Law
En la de´cada de los 90’s diversos investigadores como Albert y Faloutsos, descu-
brieron que la distribucio´n del grado de las redes del mundo real como el World Wide
Web, Internet, redes de proteinas y metabolismo, las redes de lenguaje y sociales,
difieren a la distribucio´n de Poisson, exhibiendo una distribucio´n del grado Power-
Law: P (ki) ≈ k
γ [18].
Las redes con distribucio´n Power-Law son llamadas Scale-free o de Libre escala,
debido a que independientemente de la escala, es decir del nu´mero de nodos, la
distribucio´n del grado no cambia. La caracter´ıstica invariante de estas redes es que
un conjunto reducido de nodos que conforman la red tienen un gran nu´mero de
enlaces (un grado muy alto) mientras que el resto de los nodos tienen pocos enlaces
(o un grado bajo) [6]. Esta caracter´ıstica permite que la tolerancia a fallas aleatorias
sea grande, pero si los nodos con grado muy alto son llamados nodos centrales son
atacados intencionalmente esta red es muy vulnerable [14].
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En esta distribucio´n el para´metro γ decrece desde +∞ hasta 0, siendo un
para´metro de control que describe que´ tan ra´pido decae la frecuencia de aparicio´n
del grado k, de manera que el grado promedio de la red se incrementa a medida que
γ se decrementa [2].
4.2.6 Redes Exponenciales
Aunque las redes Power-Law son comunes, tambie´n existen casos de redes que
exhiben una distribucio´n de grado exponencial como la red de energ´ıa del sur de
California [3] y la red de v´ıas de ferrocarril de la India (Sen), a estas redes se les
llama redes exponenciales.
En estas redes la distribucio´n del grado P (ki = k) muestra un pico en ⟨ki⟩ y
despue´s cae exponencialmente para valores grandes de k: P (ki = k) ≈ e
−ki .
Este tipo de red, no es muy tolerante a fallas aleatorias pues al eliminar
cualquier nodo el dan˜o es similar, debido a que cada nodo en la red se relaciona
aproximadamente con la misma cantidad de nodos
Redes Small World El concepto ✭✭small world✮✮ [17] es un te´rmino que describe
el hecho de que a pesar de que las redes complejas tienen gran taman˜o, en la mayor´ıa
de las redes la distancia entre dos nodos es relativamente corta. La distancia entre
dos nodos esta´ definida como el nu´mero de nodos a lo largo de la ruta que los
conecta. La manifestacio´n ma´s popular de small world es el concepto de seis grados
de separacio´n descubierto por Stanley Milgram en 1967 quien concluyo´ que la ruta
de conocidos entre pares de personas en los Estados Unidos tiene una distancia
t´ıpica de seis. Esta propiedad de small world aparece caracterizando a la mayor´ıa de
las redes complejas. El concepto de small world no es indicador de un principio de
organizacio´n particular, sino un feno´meno que puede darse en las redes complejas.
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4.3 Modelos de generacion de redes
En esta seccio´n se hablara´ sobre los diferentes tipos de modelos de generacio´n
de redes.
4.3.1 Modelos de generacio´n sin crecimiento
Estos modelos se caracterizan por dos aspectos importantes:
El nu´mero de nodos permanece constante, es decir, durante la construccio´n del
grafo se an˜aden nuevos nodos.
La agregacio´n de aristas entre cualquier par de nodos sigue una distribucio´n
de probabilidad.
4.3.2 Modelo de generacio´n de redes aleatorias de Erdo¨s
y Re´nyi
El modelos de Erdo¨s y Re´nyi es un modelo sin crecimiento que comienza con
n nodos desconectados, cada par de nodos es conectado con una probabilidad p. Por
tanto el nu´mero total de enlaces es una variable aleatoria con un valor esperado de
p[n(n− 1)/2] [20].
4.3.3 Modelos de generacio´n basados en crecimiento
Estos tipos de modelos se distinguen de los anteriores por los siguientes aspec-
tos:
La construccio´n del grafo comienza con un nu´mero fijo de nodos y a cada paso
cierta cantidad de nodos es an˜adida a la red, esto quiere decir que el nu´mero
de nodos se incrementa.
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La agregacio´n de aristas entre cualquier par de nodos sigue una dsitribucio´n
de probabilidad.
4.3.4 Modelo de generacio´n de redes scale free de
Baraba´si
Despue´s de haber estudiado el comportamiento de muchas redes reales hacia
1999, se introduce el modelo Baraba´si-Albert inspirado en el crecimiento y el enlace
preferencial, este fue el primer modelo que reprodujo redes con una distribucio´n del
grado Power-Law. El modelo considera dos elementos [6]:
Crecimiento comienza con un pequen˜o nu´mero de nodos m0, a cada paso t
se an˜ade un nuevo nodo m ≤ m0 aristas que enlacen al nuevo nodo con m
diferentes nodos ya existentes en el sistema.
Enlace preferencial cuando se selecciona los nodos a los cuales un nuevo nodo
se va a conectar, se asume que la probabilidad Π de que un nuevo nodo sea
conectado al nodo i depende del grado ki del nodo i, tal que:
∏
(ki) = ki
∑
kj (4.3)
donde N es el conjunto de nodos en la red.
Despue´s de t lapsos de tiempo, el procedimiento resulta en una red con n =
t+m0 nodos con mt aristas.
4.3.5 Aplicaciones
Dado el gran crecimiento de la world-wide web, que esta´ excediendo a 800 mil-
lones de pa´ginas [18], los buscadores web tienen la necesidad de ver mas alla´ de sola-
mente el contenido de las pa´ginas para proveer buenos resultados en sus bu´squedas,
esto se hace modelando la world-wide web como una red compleja. Por ejemplo,
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el buscador Google usa PageRank un algoritmo iterativo para ofrecer mejores re-
sultados, este determina la importancia de una pa´gina segu´n la importancia de sus
pa´ginas padre. [10]
La world-wide web es cada vez ma´s usada para obtener respuestas a pregun-
tas, o como un medio de informacio´n. Debido a esto, es muy importante que los
buscadores se preocupen por ofrecer buenos resultados en sus bu´squedas, PageRank
es una forma muy u´til de satisfacer las necesidades de los buscadores y gracias a
que puede ser modelada como una red compleja, esto puede ser calculado sin tantos
requerimentos de memoria.
Cap´ıtulo 5
Planteamiento del problema
En este cap´ıtulo se dara´ un breve ejemplo con el fin de ayudar al lector a
comprender bien el problema que se esta´ tratando en esta tesis.
Se tiene un conjunto de elementos los cua´les se desea sincronizar, por ejem-
plo supongase que se desea sincronizar cuatro pe´ndulos, los cuales se encuentran
conectados en cierta manera.
a a a a1 2 3 4
Figura 5.1: Ejemplo de cuatro pendulos acoplados.
El modelo de Kuramoto modela este feno´meno de sincronizacio´n de pe´ndulos
acoplados. Nuestra hipo´tesis consiste en que la manera en que se conectan dichos
pe´ndulos influye en el tiempo que estos tardara´n en sincronizarse.
Figura 5.2: En esta figura se muestran diferentes topolog´ıas del grafo.
Por ejemplo en la figura 5.2 se muestran diferentes maneras en que se podr´ıan
24
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conectar los pe´ndulos.
Cada una de e´stas diferentes maneras de conectar pe´ndulos puede representarse
mediante un grafo. De e´ste grafo se pueden obtener la matriz de adyacencia, la matriz
laplaciana y el espectro de la matriz laplaciana.
A continuacio´n se muestran las matrices adyacente (A), laplaciana (L) y el se-
gundo valor propio de la matriz laplaciana (µ) correspondientes a los grafos mostra-
dos en la figura anterior:
A1 =


0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0


.
L1 =


1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 0 0


.
µ1 = 1.555
A2 =


0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0


.
L2 =


2 −1 −1 0
−1 2 0 −1
−1 0 2 −1
0 −1 −1 2


.
µ2 = 2
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Tabla 5.1: Caso de ejemplo
ID n m µ µ/n iter
Grafo en l´ınea 3 4 1.555 0.518 1576
Grafo en cuadro 4 4 2 0.5 5275
Una vez que se tiene el espectro de la matriz laplaciana del grafo correspondi-
ente, con el segundo valor propio que representa la conectividad del grafo, se puede
analizar si existe una relacio´n entre dicha medida y el tiempo que tarda el grafo en
sincronizarse.
Para los grafos probados se obtuvieron los datos mostrados en la tabla 5.1. Los
resultados obtenidos muestran una notable diferencia en la cantidad de iteraciones
requerida para llegar a la sincronizacio´n y una diferencia en los valores propios. Lo
que se desea es probar si existe una relacio´n entre e´stos dos valores.
Cap´ıtulo 6
Experimentacio´n y ana´lisis de
resultados
En el presente cap´ıtulo se describe paso a paso como se llevo´ a cabo la experi-
mentacio´n elaborada en este trabajo. Adema´s, se muestran los resultados obtenidos
de los experimentos realizados.
6.1 Modelo
Se tiene un sistema donde cada elemento tiene un estado inicial asociado. Se
desea analizar el desempen˜o un modelo de sincronizacio´n basado en un modelo de
osciladores acoplados a pulsos el cua´l se describio´ en el cap´ıtulo 3. Este modelo
sincroniza el sistema en funcio´n del comportamiento de sus vecinos ma´s cercanos de
la siguiente manera:
Considere un sistema de n elementos [22]. La dina´mica del sistema esta´ dada por la
ecuacio´n (6.2)
x˙i = ωi + λ/ ⟨k⟩
∑
j∈Ni
aij sin(xj − xi). (6.1)
Ni : conjunto de vecinos de i
i = 1, ..., n
ωi ∈ [0, 2π] es la variable de fase de cada oscilador. ωi describe la frecuencia
intrinseca, esta esta´ distribuida uniformemente al azar, λ es la fuerza de acoplamien-
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to, y aij es la matriz de adyacencia. La fuerza de acoplamiento se escala por el grado
promedio ⟨k⟩ de los nodos, promediado sobre toda la red.
Los valores de ωi esta´n uniformemente distribuidos sobre el intervalo 0.9≤ ωi ≤
1.1 y las fases iniciales son tambie´n aleatorias.
Dado el objetivo de la tesis que es analizar el desempen˜o de dicho modelo (6.2)
en redes con diferentes medidas de conectividad, se generaron los siguientes tipos de
redes:
6.2 Tipos de redes generadas
Se generaron redes con n = 100 nodos y m = 400 aristas. Se generaron 30
redes de 3 familias distintas que son:
Familia 1. (Tipo C) Se genera una red inicial con 50 nodos en la que los nodos
se encuentran unidos en un c´ırculo. Esta red incial contiene 50 aristas, el resto
de las aristas (50 aristas) fueron an˜adidas al azar.
Figura 6.1: En esta figura se muestra un ejemplo de los grafos tipo C.
Familia 2. (Tipo L) Se genera una red inicial con 50 nodos en la que los nodos
se encuentran unidos en un l´ınea. Esta red incial contiene 49 aristas, el resto
de las aristas (51 aristas) fueron an˜adidas al azar.
Familia 3. (Tipo E) Se genera una red inicial con 50 nodos en la que los nodos
se encuentran unidos en una tipo estrella (49 nodos unidos a uno mismo). Esta
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Figura 6.2: En esta figura se muestra un ejemplo de los grafos tipo L.
red incial contiene 99 aristas, el resto de las aristas (51 aristas) fueron an˜adidas
al azar.
Figura 6.3: En esta figura se muestra un ejemplo de los grafos tipo E.
Familia 4. (Tipo M) Se genera una red inicial con 50 nodos en la que los nodos
se encuentran unidos como en una malla. Las aristas faltantes para completar
100 aristas son an˜adidas al azar.
Figura 6.4: En esta figura se muestra un ejemplo de los grafos tipo M.
De estas redes se calculo´ el segundo valor propio de la matriz laplaciana men-
cionado en el Cap´ıtulo 2. Se observo´ que los valores var´ıan dentro de un rango segu´n
el tipo de familia.
En la figura 6.6 se muestran en puntos rojos los valores propios que representan
la conectividad algebraica de las redes tipo C, los puntos verdves corresponden a las
Cap´ıtulo 6. Experimentacio´n y ana´lisis de resultados 30
redes tipo L, los azules a redes tipo E y los rosas a las redes tipo M.
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Figura 6.5: Valores propios grafos
Se puede apreciar un gran parecido en los valores propios del tipo C y tipo L,
esto se debe a que e´ste tipo de redes tienen caracter´ısticas bastante parecidas, los
valores propios de las redes tipo E se encuentran concentrados dentro de un rango
mientras que los de tipo M se encuentran dispersos.
Dados estos resultados, en los que se observa una relacio´n entre los valores
propios y los tipos de familias, se realizaron experimentos aplicando el modelo de
sincronizacio´n a cada uno de los grafos generados ya que se desea investigar si ex-
iste alguna relacio´n entre los valores propios obtenidos y la cantidad de iteraciones
requeridas para que los elementos del grafo se sincronicen.
Los resultados que se obtuvieron fueron la cantidad de iteraciones para llegar a
una medida de sincronizacio´n menor a 0.05. En el ape´ndice se muestran los resultados
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Figura 6.6: Box plot valores propios
que corresponden a promedios de varias pruebas de la misma instancia con distintos
valores iniciales.
La medida de sincronizacio´n utilizada esta´ dada por:
∑
N
|sin(0.5(xi − xj))| . (6.2)
Como xi varia entre 0 y 2π, esto es un revolucio´n completa, lo ma´s alejados
que podr´ıan estar dos elementos es a una distancia π. Dado esto, se ha tomado la
medida de sincronizacio´n como sin(0.5(xi − xj)) ya que con esta so´lo se obtendra´n
valores de la funcio´n sin(x) entre 0 y π dando el valor de diferencia mayor en sin(π
2
)
que corresponde a una diferencia en la fase igual a π que es la mayor diferencia
posible como antes se menciono´. Para diferencias de 0 el valor de la medida es 0
tambie´n. Por otro lado, por ejemplo al tener una diferencia de π
6
o de 5π
3
los cua´les
corresponder´ıan a la misma distancia entre dos elementos, la medida tambie´n refleja
el mismo valor para ambos casos ya que sin(π
3
) = 0.5 y sin(5π
3
)= -0.5 al tomar solo
el valor absoluto, se tiene la misma medida.
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En las gra´ficas 6.7 y 6.8 se muestran algunas gra´ficas correspondientes a los
resultados obtenidos.
La figura 6.7 muestra promedios de las iteraciones realizadas por el modelo para
llegar a la sincronizacio´n de las redes generadas. De la misma manera, los puntos
rojos corresponden a redes tipo C, verdes a redes tipo L, azules a redes tipo E y
rosas a las tipo M.
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Figura 6.7: Iteraciones grafos
Se puede observar que la cantidad de iteraciones requeridas para llegar a la
sincronizacio´n var´ıa segu´n el tipo de red. Los valores ma´s altos de iteraciones re-
queridas para llegar a la sincronizacio´n corresponden a las redes tipo E, mientras
que los valores ma´s pequen˜os corresponden a las redes tipo M. Para las redes tipo
C y L, los valores de iteraciones requeridas var´ıan dentro de un mismo rango. De
esto se puede inducir que efectivamente la medida de conectividad de la red tiene
influencia en la sincronizacio´n de e´sta.
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Figura 6.9: Iteraciones vs. valores propios
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Observemos ahora la relacio´n conectividad-iteraciones. En la figura 6.9 se graf-
ico´ la cantidad de iteraciones requeridas contra el valor propio (conectividad) de
cada red. En e´sta se puede observar una agrupamiento respecto al tipo de red. Se
puede apreciar un agrupamiento de los valores correspondientes a las redes tipo E (en
verde) que son las que presentan caracter´ısticas distintas a las otras dos familias. De
esto se puede inducir que las caracter´ısticas de las redes, en este caso la conectividad
algebraica, s´ı influye en la sincronizacio´n de la red.
Cap´ıtulo 7
Conclusiones y trabajo futuro
En el presente cap´ıtulo se hablara´ sobre las conclusiones de la tesis y algunas
propuestas de trabajo futuro.
Despue´s de haber experimentado con los diferentes tipos de redes mencionados
en el cap´ıtulo anterior el desempen˜o del modelo de sincronizacio´n, se tienen las
siguientes conclusiones:
En los resultados obtenidos se pudo observar que los diferentes tipos de redes
presentan diferentes valores propios y e´stos se encuentran dentro de un rango de val-
ores dependiendo del tipo de red. Es importante resaltar que cada una de estas redes
cuentan con el mismo nu´mero de aristas y nodos. Asi mismo, para cada tipo de red,
los valores de iteraciones requeridas para la sincronizacio´n obtenidos se encuentran
dentro de un rango de valores dependiendo del tipo de red igualmente.
De esto se puede decir que al tener un sistema que se desee sincronizar, y
teniendo cantidades de elementos en el sistema y conexio´nes fijas, es posible inducir
en que´ manera deben estar conectados estos para tener una sincronizacio´n ma´s ra´pida
o tal vez ma´s lenta (segu´n se desee). Para lograr esto se debe representar dicho
sistema mediante un grafo y de e´ste obtener la matriz laplaciana correspondiente y
su segundo valor propio el cua´l representa la conectividad de dicho grafo, por medio
de manipulaciones al grafo tomando como referencia el segundo valor propio de la
matriz laplaciana se podr´ıa buscar tener una sincronizacio´n deseada.
Como trabajo futuro se podr´ıa hacer un ana´lisis ma´s profundo sobre que´ valores
35
Cap´ıtulo 7. Conclusiones y trabajo futuro 36
propios en la matriz laplaciana son los que producen una sincronizacio´n ma´s ra´pida
y los que la hacen ma´s lenta. Tambie´n se podr´ıa realizar un estudio sobre co´mo tener
una sincronizacio´n ra´pida con la menor cantidad de conexiones posible.
Ape´ndice A
Tablas de resultados
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Tabla A.1: Caso 50 nodos,100 aristas, tipo c´ırculo
ID n m δ µ µ/n iter
Grafoc-50-100-1 50 100 0,082 0,685 0,014 374
Grafoc-50-100-2 50 100 0,082 0,678 0,014 229
Grafoc-50-100-3 50 100 0,082 0,698 0,014 233
Grafoc-50-100-4 50 100 0,082 0,356 0,007 307
Grafoc-50-100-5 50 100 0,082 0,674 0,013 282
Grafoc-50-100-6 50 100 0,082 0,516 0,010 288
Grafoc-50-100-7 50 100 0,082 0,572 0,011 222
Grafoc-50-100-8 50 100 0,082 0,687 0,014 234
Grafoc-50-100-9 50 100 0,082 0,556 0,011 267
Grafoc-50-100-10 50 100 0,082 0,651 0,013 306
Grafoc-50-100-11 50 100 0,082 0,518 0,010 273
Grafoc-50-100-12 50 100 0,082 0,524 0,010 228
Grafoc-50-100-13 50 100 0,082 0,533 0,011 220
Grafoc-50-100-14 50 100 0,082 0,499 0,010 395
Grafoc-50-100-15 50 100 0,082 0,455 0,009 224
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Tabla A.2: Caso 50 nodos,100 aristas, tipo c´ırculo
ID n m δ µ µ/n iter
Grafoc-50-100-16 50 100 0,082 0,614 0,012 254
Grafoc-50-100-17 50 100 0,082 0,556 0,011 221
Grafoc-50-100-18 50 100 0,082 0,746 0,015 184
Grafoc-50-100-19 50 100 0,082 0,633 0,013 208
Grafoc-50-100-20 50 100 0,082 0,552 0,011 215
Grafoc-50-100-21 50 100 0,082 0,642 0,013 241
Grafoc-50-100-22 50 100 0,082 0,563 0,011 259
Grafoc-50-100-23 50 100 0,082 0,590 0,012 185
Grafoc-50-100-24 50 100 0,082 0,326 0,007 422
Grafoc-50-100-25 50 100 0,082 0,444 0,009 296
Grafoc-50-100-26 50 100 0,082 0,647 0,013 204
Grafoc-50-100-27 50 100 0,082 0,566 0,011 257
Grafoc-50-100-28 50 100 0,082 0,753 0,015 225
Grafoc-50-100-29 50 100 0,082 0,623 0,012 193
Grafoc-50-100-30 50 100 0,082 0,547 0,011 214
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Tabla A.3: Caso 50 nodos,100 aristas, tipo l´ınea
ID n m δ µ µ/n iter
Grafol-50-100-1 50 100 0,082 0,624 0,012 294
Grafol-50-100-2 50 100 0,082 0,453 0,009 270
Grafol-50-100-3 50 100 0,082 0,422 0,008 328
Grafol-50-100-4 50 100 0,082 0,583 0,012 259
Grafol-50-100-5 50 100 0,082 0,611 0,012 243
Grafol-50-100-6 50 100 0,082 0,454 0,009 245
Grafol-50-100-7 50 100 0,082 0,620 0,012 245
Grafol-50-100-8 50 100 0,082 0,562 0,011 249
Grafol-50-100-9 50 100 0,082 0,500 0,010 216
Grafol-50-100-10 50 100 0,082 0,745 0,015 348
Grafol-50-100-11 50 100 0,082 0,558 0,011 322
Grafol-50-100-12 50 100 0,082 0,560 0,011 296
Grafol-50-100-13 50 100 0,082 0,549 0,011 241
Grafol-50-100-14 50 100 0,082 0,488 0,010 354
Grafol-50-100-15 50 100 0,082 0,663 0,013 256
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Tabla A.4: Caso 50 nodos,100 aristas, tipo l´ınea
ID n m δ µ µ/n iter
Grafol-50-100-16 50 100 0,082 0,441 0,009 377
Grafol-50-100-17 50 100 0,082 0,439 0,009 200
Grafol-50-100-18 50 100 0,082 0,616 0,012 186
Grafol-50-100-19 50 100 0,082 0,573 0,011 348
Grafol-50-100-20 50 100 0,082 0,419 0,008 243
Grafol-50-100-21 50 100 0,082 0,311 0,006 232
Grafol-50-100-22 50 100 0,082 0,579 0,012 193
Grafol-50-100-23 50 100 0,082 0,522 0,010 191
Grafol-50-100-24 50 100 0,082 0,677 0,014 242
Grafol-50-100-25 50 100 0,082 0,695 0,014 283
Grafol-50-100-26 50 100 0,082 0,543 0,011 160
Grafol-50-100-27 50 100 0,082 0,599 0,012 259
Grafol-50-100-28 50 100 0,082 0,509 0,010 277
Grafol-50-100-29 50 100 0,082 0,264 0,005 179
Grafol-50-100-30 50 100 0,082 0,421 0,008 304
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Tabla A.5: Caso 50 nodos,100 aristas, tipo estrella
ID n m δ µ µ/n iter
Grafoe-50-100-1 50 100 0,082 1,000 0,020 658
Grafoe-50-100-2 50 100 0,082 1,000 0,020 586
Grafoe-50-100-3 50 100 0,082 1,000 0,020 463
Grafoe-50-100-4 50 100 0,082 1,000 0,020 803
Grafoe-50-100-5 50 100 0,082 1,000 0,020 630
Grafoe-50-100-6 50 100 0,082 1,000 0,020 457
Grafoe-50-100-7 50 100 0,082 1,000 0,020 632
Grafoe-50-100-8 50 100 0,082 1,000 0,020 569
Grafoe-50-100-9 50 100 0,082 1,000 0,020 636
Grafoe-50-100-10 50 100 0,082 1,000 0,020 522
Grafoe-50-100-11 50 100 0,082 1,000 0,020 637
Grafoe-50-100-12 50 100 0,082 1,000 0,020 723
Grafoe-50-100-13 50 100 0,082 1,000 0,020 636
Grafoe-50-100-14 50 100 0,082 1,000 0,020 465
Grafoe-50-100-15 50 100 0,082 1,000 0,020 735
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Tabla A.6: Caso 50 nodos,100 aristas, tipo estrella
ID n m δ µ µ/n iter
Grafoe-50-100-16 50 100 0,082 1,000 0,020 633
Grafoe-50-100-17 50 100 0,082 1,000 0,020 566
Grafoe-50-100-18 50 100 0,082 1,000 0,020 582
Grafoe-50-100-19 50 100 0,082 1,000 0,020 596
Grafoe-50-100-20 50 100 0,082 1,000 0,020 589
Grafoe-50-100-21 50 100 0,082 1,000 0,020 873
Grafoe-50-100-22 50 100 0,082 1,000 0,020 571
Grafoe-50-100-23 50 100 0,082 1,000 0,020 612
Grafoe-50-100-24 50 100 0,082 1,000 0,020 535
Grafoe-50-100-25 50 100 0,082 1,000 0,020 537
Grafoe-50-100-26 50 100 0,082 1,000 0,020 564
Grafoe-50-100-27 50 100 0,082 1,000 0,020 543
Grafoe-50-100-28 50 100 0,082 1,000 0,020 469
Grafoe-50-100-29 50 100 0,082 1,000 0,020 763
Grafoe-50-100-30 50 100 0,082 1,000 0,020 456
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Tabla A.7: Caso 50 nodos,100 aristas, tipo malla
ID n m δ µ µ/n iter
Grafom-50-100-1 50 100 0,082 0,927 0,019 89
Grafom-50-100-2 50 100 0,082 0,806 0,016 92
Grafom-50-100-3 50 100 0,082 0,978 0,020 92
Grafom-50-100-4 50 100 0,082 0,663 0,013 83
Grafom-50-100-5 50 100 0,082 0,901 0,018 83
Grafom-50-100-6 50 100 0,082 0,748 0,015 90
Grafom-50-100-7 50 100 0,082 1,100 0,022 96
Grafom-50-100-8 50 100 0,082 0,798 0,016 88
Grafom-50-100-9 50 100 0,082 0,427 0,009 121
Grafom-50-100-10 50 100 0,082 0,932 0,019 84
Grafom-50-100-11 50 100 0,082 0,567 0,011 87
Grafom-50-100-12 50 100 0,082 1,084 0,022 82
Grafom-50-100-13 50 100 0,082 1,012 0,020 134
Grafom-50-100-14 50 100 0,082 0,958 0,019 108
Grafom-50-100-15 50 100 0,082 0,800 0,016 82
Ape´ndice A. Tablas de resultados 45
Tabla A.8: Caso 50 nodos,100 aristas, tipo malla
ID n m δ µ µ/n iter
Grafom-50-100-16 50 100 0,082 0,780 0,016 84
Grafom-50-100-17 50 100 0,082 0,625 0,013 85
Grafom-50-100-18 50 100 0,082 0,591 0,012 93
Grafom-50-100-19 50 100 0,082 0,791 0,016 94
Grafom-50-100-20 50 100 0,082 0,866 0,017 84
Grafom-50-100-21 50 100 0,082 0,912 0,018 82
Grafom-50-100-22 50 100 0,082 0,815 0,016 82
Grafom-50-100-23 50 100 0,082 0,793 0,016 84
Grafom-50-100-24 50 100 0,082 0,689 0,014 86
Grafom-50-100-25 50 100 0,082 0,796 0,016 94
Grafom-50-100-26 50 100 0,082 1,026 0,021 95
Grafom-50-100-27 50 100 0,082 0,895 0,018 79
Grafom-50-100-28 50 100 0,082 1,177 0,024 78
Grafom-50-100-29 50 100 0,082 1,260 0,025 91
Grafom-50-100-30 50 100 0,082 0,930 0,019 92
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