Abstract Multivariate failure time data arise frequently in survival analysis. A commonly used technique is the working independence estimator for marginal hazard models. Two natural questions are how to improve the efficiency of the working independence estimator and how to identify the situations under which such an estimator has high statistical efficiency. In this paper, three weighted estimators are proposed based on three different optimal criteria in terms of the asymptotic covariance of weighted estimators. Simplified close-form solutions are found, which always outperform the working independence estimator. We also prove that the working independence estimator has high statistical efficiency, when asymptotic covariance of derivatives of partial log-likelihood functions is nearly exchangeable or diagonal. Simulations are conducted to compare the performance of the weighted estimator and working independence estimator. A data set from Busselton population health surveys is analyzed using the proposed estimators. 
Introduction
Statistical estimation and inference for the marginal hazard models for multivariate failure time data are vital in survival analysis. Multivariate failure time data arise frequently in biomedical research and financial credit risk analysis. For example, such data could arise when related subjects in clusters are at risk of a failure time event or study subjects are at risk of recurrence of the same event. Another example is that default of a firm can have contagious effect on the default time of other firms, particularly for those in the same sector or industry. A key feature of this type of data is that the failure times may be dependent. When there is at most one event for each subject and these subjects are mutually independent, the Cox proportional hazards model [1] has commonly been used to assess the effects of covariates on failure times.
The Cox model is a simple and mathematically convenient way to study and explain covariate effects. However, in many biomedical studies, the covariate effects from cluster or recurrent data can be more complicated than the specified structure and new analytic challenges arise in assessing covariate effects in correlated multivariate survival data. Beyond the traditional independence model, there are infinitely many possibilities to model the dependence among the clusters of survival data. Depending on the background of studies, one often chooses a specific form that reasonably explains the objective of the study. For example, the effect of covariate variables and confounding correlation on the hazard risk may vary with the level of clusters. This leads naturally to consider the following Cox type marginal hazard model [1] :
for the j-th failure type of the i-th subject (i = 1, 2, . . . , n, j = 1, 2, . . . , J i ), and λ j0 (t) is an unspecified "baseline" hazard function pertaining to the j-th failure type, and β is an unknown parameter with dimension p. The model also accommodates the cluster data with different baseline hazard functions for different clusters by regarding j as the index of cluster and i as the subject within the j-th index. Considerable efforts have been made on the marginal hazard model (1). See, for example [2-6] for parametric covariate effect studies and [7-9] for nonparametric covariate effect models.
The most commonly used analysis for model (1) is the working independence analysis in which the dependence of the data is ignored when estimating the unknown parameters. Applying a standard Cox procedure will produce consistent estimators but the standard error estimators need to be computed differently to reflect the possible dependence of the multivariate failure time. Lee and Kapadia [10] showed how standard error estimates should be computed under the independence assumption. Wei et al. [2] , Cai and Prentice [3, 4] and Spiekerman and Lin [5] also proposed procedures for calculating the standard errors. In many applications, ignoring dependence structure presented in data cannot result in efficient estimators for the unknown parameters. Similarly to estimating equations considered by Liang and Zeger [11] , we can introduce weighted estimating equations to improve the efficiency of such estimators. Liang and Zeger [11] pointed out that the use of working independence correlation structures may result in a notable loss of efficiency in the generalized linear model, when the correlation coefficient is large, or the non-homogeneity in covariate is large. One hopes naturally to identify the situations under which ignoring the dependence is statistically acceptable in estimating unknown parameters in the marginal hazards model. This will be the subject of Section 4.
Cai and Prentice [3, 4] introduced a weighted approach to estimate the regression parameter β in the distinguished baseline marginal hazard model (1). The weighting matrix is allowed to depend on survival time and unknown parameters. The asymptotic properties they established
