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Abstract: The potential flood inundation extent can be estimated with flood inundation models,
which can differ in the level of physical and numerical modelling complexity included in the solution
procedure. In recent years, several studies have highlighted the benefits of shock-capturing flood
inundation models, particularly when modelling a high Froude number or supercritical flows, or in
areas prone to the occurrence of rapidly varying flood events, such as flash floods. Nonetheless,
decision makers are often reluctant to implement more complex modelling tools into practical flood
inundation modelling studies, unless evidence is provided to establish when such refined modelling
tools should be used. The main objective of this study was to determine a general threshold value of
the bottom slope that could be used by decision makers as an orientation guide to ascertain when to
use a specific type of flood inundation model. The results obtained suggest that in torrential river
basins or catchments (i.e., river basins and catchments with a bed slope generally greater than 1%),
the flood inundation modelling should be conducted by using a flood inundation model that include
shock-capturing algorithms in the model solution procedure.
Keywords: flood inundation modelling; computational hydraulics; shock-capturing; flood risk; river
basins; steep catchments
1. Introduction
Flood risk is expected to increase significantly in the future as a result of climate change,
an increase in the world’s population and intensified urbanisation in flood-prone areas [1–4].
Furthermore, recent flood events in the UK have led to a comprehensive government review of
natural flood resilience [5]. The key findings provided by the Met Office have indicated uplifts in
extreme rainfall intensity of between 20% and 30% for each of the six standard climatological regions
of England and Wales over the next 20–30 years. Therefore, there is a growing need for even more
accurate flood modelling tools in the future to better manage flood risk.
Two-dimensional (2D) flood inundation modelling is nowadays one of the key components of the
majority of flood risk assessment and management strategies. Such 2D hydrodynamic models can
be divided into three general categories. These include [6]: (i) models that are based on a simplified
version of the 2D shallow water equations, (ii) models that solve the full 2D shallow water equations,
and (iii) full hydrodynamic 2D models with shock-capturing ability. A number of studies have focused
on benchmarking different types of 2D flood inundation models for a range of various test cases
and/or real flood events [6–10]. Such studies have outlined the main differences between 2D models
with different complexities, including highlighting the pros and cons of each type of 2D hydrodynamic
model, and generally establishing what level of model sophistication is appropriate for modelling
various flow conditions.
However, these research findings often do not significantly influence the practitioner flood risk
community. This is due to the difference in the perception of flood risks between model developers
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and flood risk practitioners [11–14]. The researchers generally frame flood risk issues using scientific
knowledge and expertise. Therefore, they assume that more detailed models will generally lead to
more accurate model predictions and thus better decisions can be made [15]. On the other hand,
flood risk practitioners generally lack the time and resources to perform complex analyses, or to
incorporate the results of complex analyses in their decisions [16]. Therefore, they are often reluctant
to adopt more complex modelling procedures (or procedures that they are not familiar with) that are
desirable, but which can also increase the complexity of the modelling problem [15].
The main objective of this study was to determine a general threshold value of the bed slope that
could be used by regulatory authorities and flood risk practitioners as an orientation guide as to when to
use a specific type of flood inundation model. Three different model configurations of the DIVAST-TVD
model were considered in this study, including: (i) a configuration that included a shock-capturing
capability (i.e., the total variation diminishing (TVD) test case), (ii) a configuration that solved the
full 2D shallow water equations (i.e., the MacCormack MAC test case), and (iii) a configuration
based on a simplified version of the 2D shallow water equations, i.e., without the advection terms
(i.e., the simplified SI test case). These three model configurations were used to simulate two different
events, including: (i) a flood wave propagating along an idealised valley, and (ii) a flash flood event in
a short steep river basin in Wales, UK. The results obtained in this study suggest that in a torrential
or flashy river basin or catchment (i.e., river basins and catchments with a gradient, or bed slope,
generally greater than 1%), any flood inundation studies should include shock-capturing algorithms
in the model solution procedure. However, this is an orientation threshold value and therefore further
research is needed to propose more detailed modelling guidelines.
2. Study Areas
2.1. Idealised Valley
The idealised valley consisted of a trapezoidal channel (14 m wide and 1 m deep) and two adjacent
floodplains that were each 100 m wide. The overall length of the idealised valley was 2000 m, with the
valley being divided into two 1000 m reaches. The upper reach (i.e., the first 1000 m) had a different
bed slope for each test case, with the bed slope varying from S = 0.001 to S = 0.1. For the lower reach
(i.e., the second 1000 m) the bed slope remained nearly horizontal (i.e., S = 0.001) for every test case.
Finally, there was a 100 m long and 2 m deep reservoir at the end of the idealised valley (see Figure 1).
The idea behind the design of this test case was to mimic the propagation of a flash flood in
a short and steep river basin. Flash floods generally occur due to a unique and complex combination
of meteorological, hydrological and topographical conditions [17]. Intense precipitation is usually
considered as the main factor in the generation of flash floods [18]. However, the steepness of the
terrain often plays as an important role due to its: (i) orographic effects that augment precipitation,
and (ii) promotion of the rapid concentration and propagation of stream flow [19]. Therefore, short
and steep river basin valleys or catchments are a characteristic feature of many areas prone to flash
flooding, such as much of Wales and the south-east of England in the UK, the Mediterranean region
(e.g., Greece, France, Spain), Central Europe (e.g., Slovenia, Slovakia, Austria), etc. [19–21].
The idealised valley computational domain was divided into square cells, with each cell having
a plan-form area of 1 m2. An inflow boundary was set as the upstream boundary condition,
with a sinusoidal hydrograph being used to represent a flood wave of the form [22]:
Q = qpsin
(pi
T
t
)
(1)
where qp is the unit-width peak discharge, T is the duration of flooding and t is the time step.
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Figure 1. Schematic illustration of the idealised valley, including: (a) the cross-section and (b) the 
longitudinal section. 
In this study, the value of qp was set to 150 m3/s and T was set to 4 h. Therefore, the hydrograph 
used as a boundary input had a relatively high peak discharge (considering the dimensions of the 
main channel and the valley), a short time-to-peak (i.e., 2 h), and the overall flood duration was also 
generally short (i.e., 4 h). The idea behind the construction of this hydrograph was to mimic the 
general characteristics of an extreme flash flood event [19,20]. The downstream boundary was set at 
the end of the reservoir, and a prescribed water level was specified as the downstream boundary 
condition. The main channel was assigned a Manning’s roughness coefficient of 0.04, while the 
floodplains were assigned a Manning’s roughness coefficient of 0.05. The selection of these roughness 
values was based on the roughness parameters applied in the second study case considered in this 
study. 
2.2. Borth (Wales, UK) 
Borth is a coastal village and holiday seaside resort in west Wales, UK, with many caravan and 
camping sites located in the surrounding region (see Figure 2a). It is located at the end of the relatively 
small and generally steep River Leri catchment, which is prone to flash flooding [21]. The most recent 
flash flood occurred on 9 June 2012, which flooded Borth and the nearby villages of Dol-y-bont and 
Tal-y-bont. Around 60 properties and tens of caravans were flooded around Borth. Furthermore, a 
relatively large number of people were evacuated from flooded properties in Tal-y-bont and the 
caravan sites near Dol-y-bont [23,24]. There was a general perception that the 2012 flash flood was 
one of the severest in history due to extensive media coverage. However, the post-flood study 
revealed that the magnitude of this flood event was more common than first thought. It was 
estimated that the return period for this flood event was between 50 and 80 years [21].  
Figure 1. Schematic illustration of the idealised valley, including: (a) the cross-section and (b) the
longitudinal section.
In this study, the value of qp was set to 150 m3/s and T was set to 4 h. Therefore, the hydrograph
used as a boundary input had a relatively high peak discharge (considering the dimensions of the
main channel and the valley), a short time-to-peak (i.e., 2 h), and the overall flood duration was also
generally short (i.e., 4 h). The idea behind the construction of this hydrograph was to mimic the general
characteristics of an extreme flash flood event [19,20]. The downstream boundary was set at the end
of the reservoir, and a prescribed water level was specified as the downstream boundary condition.
The main channel was assigned a Manning’s roughness coefficient of 0.04, while the floodplains were
assigned a Manning’s roughness coefficient of 0.05. The selection of these roughness values was based
on the roughness parameters applied in the second study case considered in this study.
2.2. Borth (Wales, UK)
Borth is a coastal village and holiday seaside resort in west Wales, UK, with many caravan and
camping sites located in the surrounding region (see Figure 2a). It is located at the end of the relatively
small and generally steep River Leri catchment, which is prone to flash flooding [21]. The most recent
flash flood occurred on 9 June 2012, which flooded Borth and the nearby villages of Dol-y-bont and
Tal-y-bont. Around 60 properties and tens of caravans were flooded around Borth. Furthermore,
a relatively large number of people were evacuated from flooded properties in Tal-y-bont and the
caravan sites near Dol-y-bont [23,24]. There was a general perception that the 2012 flash flood was one
of the severest in history due to extensive media coverage. However, the post-flood study revealed
that the magnitude of this flood event was more common than first thought. It was estimated that the
return period for this flood event was between 50 and 80 years [21].
The Borth study domain was 9 km long, 7 km wide and covered a relatively wide area around
Borth, and the villages of Dol-y-bont and Tal-y-bont (see Figure 2b). The 2 m LiDAR (Light Detection
and Ranging) data were used to set up a computational hydraulics model. A rectangular grid was
considered in this study, and the computational domain was thus divided into nearly 16 million square
cells. The upstream boundary was set as an inflow boundary for the River Leri and the River Ceulan
near Tal-y-bont. The estimated peak discharge for the River Leri at Dol-y-bont for the 2012 flash
flood was around 80 m3/s [21]. However, there were no estimates of the discharges further upstream
(i.e., Tal-y-bont) which could be used as inflow boundaries in this study.
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Figure 2. The village of Borth (a) (Retrieved from http://www.janetbaxterphotography.co.uk), and the 
Borth study domain (b) (adopted from Google Maps). 
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Borth, and the villages of Dol-y-bont and Tal-y-bont (see Figure 2b). The 2 m LiDAR (Light Detection 
and Ranging) data were used to set up a computational hydraulics model. A rectangular grid was 
considered in this study, and the computational domain was thus divided into nearly 16 million 
square cells. The upstream boundary was set as an inflow boundary for the River Leri and the River 
Ceulan near Tal-y-bont. The estimated peak discharge for the River Leri at Dol-y-bont for the 2012 
flash flood was around 80 m3/s [21]. However, there were no estimates of the discharges further 
upstream (i.e., Tal-y-bont) which could be used as inflow boundaries in this study.  
Therefore, a 1:100-year flood event was simulated in this study, with the estimated peak 
discharge values for the River Leri and River Ceulan being 64.5 m3/s and 19.1 m3/s. These peak 
discharge values yield to a similar peak discharge value for the River Leri at Dol-y-bont as it was 
estimated for the 2012 flash flood. This meant that a general comparison could be made of the flood 
depths predicted in this study and the flood depths observed/estimated for the 2012 flash flood. The 
downstream boundary was set in the Dyfi estuary, and a prescribed water level was specified as the 
downstream boundary condition. The elevation conditions in the Dyfi estuary are governed by the 
tide. However, there were no reports suggesting that the tide had any effect on the actual flood levels 
further inland (e.g., around Borth) during the 2012 flash flood. Therefore, it was not deemed to be 
necessary to include a time-varying tide in the model. 
The selection of roughness parameters was based on a site-survey conducted by the authors, 
and on the roughness values proposed in a previous study conducted for Natural Resources Wales. 
Based on this survey, the floodplains were assigned a roughness value of 0.05, while the natural river 
channel was assigned a roughness value of 0.04. A post-flood survey was conducted almost 
immediately after the flood in 2012 by Ceredigion County Council [24]. The aim of the survey was to 
inspect what damage had been done to hydraulic structures (e.g., culverts and bridges) by the flood. 
The survey did not find any evidences of damages, blockages or channel obstructions. Therefore, it 
was assumed that there was no need to specifically model any hydraulic structures in the numerical 
model (e.g., limited propagation of the flow due to blockage, etc.). However, such an assumption 
should be made carefully, as hydraulic structures can have an important impact on the flooding 
phenomenon in the surrounding area, such as during the 2004 Boscastle flash flood [10]. 
3. Numerical Model 
The DIVAST-TVD model is a shock-capturing flood inundation model, which was developed 
by Liang, et al. [25]. This numerical model combines the standard MacCormack scheme with a 
symmetric five-point total variation diminishing (TVD) term. Total variation diminishing schemes 
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Borth study domain (b) (adopted from Google Maps).
Therefore, a 1:100-year flood event was simulated in this study, with the estimated peak discharge
values for the River Leri an River Ceulan being 64.5 m3/s and 19.1 m3/s. These peak discharge
values yield to a similar peak discharge value for the River Leri at Dol-y-bont as it was estimated for
the 2012 flash flood. This eant that a general comparison could be made of the flood depths predicted
in this study and the flood depths observed/estimated for the 2012 flash flo d. The d wnstream
boundary was set in the Dyfi estuary, and a prescribed ater level was specified as the downstream
boundary condition. The elevation conditions in the Dyfi est ary are governed by the tide. However,
there were no reports suggesting that the tide had any effect on the actual flood levels further inland
(e.g., around Borth) during the 2012 flash flood. Therefore, it was not deemed to be necessary to
include a time-varying tide in the model.
The selection of roug ness parameters was b sed on a site-survey con ucted by the authors,
and on th roughness val es propos d in a previous study conducted for Natural Resources Wales.
Based on this s rvey, the floodplains wer assigned a roughness valu of 0.05, whil th n tural
river channel was assigned a r ughness lue of 0.04. A post-flood survey was conducte almost
immediately after the flood in 2012 by Ceredigion County Council [24]. The aim of the survey was to
inspect what damage had been done to hydraulic structures (e.g., culverts and bridges) by the fl od.
The survey did not find any evide ces of damages, blockages or channel obstructions. Therefore, it was
assumed that there was no ne d to specifically model any hydraulic structures in the numeric l model
(e.g., limited propagation of the flow ue to blockage, etc.). However, such an assumption should be
made carefully, as h draulic structures can have an important imp ct on the flooding phenomenon in
t e surrounding area, such as during the 2004 Boscastle flash flood [10].
3. Numerical Model
The DIVAST-TVD model is a shock-capturing flood inundation model, which was developed
by Liang, t al. [25]. Thi umerical model combines the stand rd MacCormack scheme with
a symm tric five-point total variation diminishing (TVD) term. Total variation diminishing schemes
prevent the emergence of numerical oscillations through added n n-linear artificial dissipat on
terms [26]. Th s makes such schemes pplicable to cases that could involve di continuities in the model
solution (e.g., flash floods, dam breaks, etc.). The model is explained briefly below for completeness,
while ore detailed information about the model development and verifications can be found in the
literature [7,10,25,27–29].
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By neglecting the Coriolis, wind and viscous forces, the shallow water equations can be written in
the following form:
∂η
∂t
+
∂qx
∂x
+
∂qy
∂y
= 0 (2)
∂qx
∂t
+
∂
(
βq2x
H
)
∂x
+
∂
(
βqxqy
H
)
∂y
= −gH ∂ζ
∂x
−
gqx
√
q2x + q2y
H2C2
(3)
∂qy
∂t
+
∂
(
βqxqy
H
)
∂x
+
∂
(
βq2y
H
)
∂y
= −gH ∂ζ
∂y
−
gqy
√
q2x + q2y
H2C2
(4)
where t is the time; η is the water surface elevation above the still water datum; qx and qy are
the discharge per unit width in the x and y directions; β is the momentum correction factor for
a non-uniform vertical velocity profile; g is gravitational acceleration; H = h + η is the total water
column depth (where h is the depth below the still water datum); and C is the Chezy roughness
coefficient (generally evaluated in terms of a Manning coefficient, where C = R1/6/n with R being the
hydraulic radius and n the Manning roughness coefficient).
The conservative form of the shallow water equations is usually deployed to ensure the
conservation of mass and momentum after the discretisation of equations. Following Rogers, et al. [30],
Equations (2)–(4) can be rearranged in the following conservative form:
∂X
∂t
+
∂F
∂x
+
∂G
∂y
= S+ T (5)
X =
 ηqx
qy
, F =

qx
βq2x
h+η +
gη2
2 + ghη
βqxqy
h+η
, G =

qy
βqxqy
h+η
βq2y
h+η +
gη2
2 + ghη
,
S =

0
gη ∂h∂x −
gqx
√
q2x+q2y
(h+η)2C2
0
, T =

0
0
gη ∂h∂y −
gqy
√
q2x+q2y
(h+η)2C2

(6)
Using the Strang operator-splitting technique [31], the solution to Equation (5) is obtained by
solving two one-dimensional problems:
∂X
∂t
+
∂F
∂x
= S (7)
∂X
∂t
+
∂G
∂y
= T (8)
For a regular rectangular grid, as used in this study, the explicit discretisation of
Equations (7) and (8) can be written as:
Xn+1i,j = LxX
n
i,j (9)
Xn+1i,j = LyX
n
i,j (10)
where Lx and Ly are the finite-difference operators and the subscript and the superscript for X denote
the corresponding grid cell location and time level.
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In the DIVAST-TVD model, the MacCormack TVD scheme is utilised to solve consecutively the
two one-dimensional hyperbolic equations at each time step. For example, the discretisation scheme
for Equation (9) is given as:
Xpi = X
n
i −
(
Fni − Fni−1
)· ∆t
∆x
+ Sn·∆t (11)
Xci = X
n
i −
(
Fpi+1 − F
p
i
)
· ∆t
∆x
+ Sp·∆t (12)
Xn+1i =
1
2
(
Xpi +X
c
i
)
+ TVDni (13)
where the superscripts p and c denote the predictor and corrector steps; ∆x is the grid size; ∆t is the
time step; and TVDni is a TVD term appended to the corrector step of the MacCormack scheme to
prevent the emergence of non-physical oscillations near the sharp gradient regions defined as
TVDni =
[
G
(
r+i
)
+ G
(
r−i+1
)]
·∆Xni+1/2 −
[
G
(
r+i−1
)
+ G
(
r−i
)]·∆Xni−1/2 (14)
where G is a function dependent on the wave speed direction and flux limiter function; and r values
are dependent on the gradients around the solution cell.
4. Methodology
Different types of flood inundation models would need to be considered in order to reach the
main objective of this study. However, one of the major problems when comparing different codes is
to enable consistent testing conditions. Different numerical codes can treat some of the key modelling
processes differently, such as wetting and drying, implementation of boundary conditions, friction
estimation, source terms, etc. This can alter simulation results before different numerical schemes
or the level of physical complexity is taken into account [9]. The problem can be avoided by using
a single numerical code. Therefore, all simulations within this study were conducted by using different
configurations of the DIVAST-TVD flood inundation model. The use of a single code enabled equitable
testing conditions, as all simulations were conducted using the same model parameters, such as the
same time step, roughness parameters, boundary conditions and numerical scheme.
Three different configurations of the DIVAST-TVD model were considered in this study, including:
• a configuration that included shock-capturing ability (i.e., the TVD test case);
• a configuration that solved the full 2D shallow water equations (i.e., the MAC test case);
• a configuration based on a simplified version of the 2D shallow water equations that excluded the
advection terms (i.e., the SI test case).
In the TVD test case, the full shock-capturing ability of the DIVAST-TVD model was included.
This meant that the model worked on the principle of solving the full hydrodynamic 2D model with
the ability of shock-capturing. In the MAC test case, the shock-capturing ability of the DIVAST-TVD
model was excluded, i.e., TVDni term was excluded (e.g., see Equation (13)). This meant that the model
worked on the principle of solving only the full hydrodynamic 2D model. In the SI test case, both the
TVDni term and the advection terms were excluded. Therefore, the model worked on the principle
adopted in many reduced complexity and rapid assessment flood inundation models.
This study considered flood events that are characterised by a high Froude number and
supercritical flows, and sudden changes in the flow regime (e.g., hydraulic jumps). The application
of full hydrodynamic 2D solvers to model such flows often results in unstable model solution and
oscillatory results [10]. Even if the model can produce a stable solution, such a solution may not
represent properly the conservation of mass and momentum in the regions where sudden changes in
in the flow regime occur [32]. The oscillations (or instabilities) in the model solution are caused by
the advection terms in the shallow water equations. This being the case, a simple modification was
applied to the MAC solution method to improve on the model stability.
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The modification to the MAC solution method was based on the reduction of the value of the
momentum correction factor β (see Equations (3) and (4)). The momentum correction factor β was:
(i) reduced to 0.5 when the Froude number was between 0.5 and 0.75; (ii) reduced to 0.25, when the
Froude number was between 0.75 and 1; and (iii) was set to 0, when the Froude number was equal
or greater than 1. This simple modification can vastly improve numerical stability as flows become
supercritical. However, it also reduces the accuracy of the model predictions due to the reduction in
the magnitude of the advection terms. Nonetheless, such modifications are applied in commercial
models (e.g., Flood Modeller Pro etc.) and thus widely used by flood risk practitioners.
The main assumption of this study was that as the bed slope becomes steeper and consequently
flow characteristics become more volatile, the difference in the model predictions between the
three codes considered would increase accordingly. More precisely, it was expected that the model
configuration which included shock-capturing ability (i.e., the TVD test case) would be best able
to produce generally realistic predictions for steep slopes and consequently rapidly varying flow
conditions, whereas the other two model configurations (i.e., the MAC and SI test case) would be
less accurate.
5. Results and Discussion
5.1. Idealised Valley Test Case
Figure 3 shows the maximum water depths as predicted by the TVD, MAC and SI model
configurations for different variations of the idealised valley test case. These water depth predictions
were recorded in the middle of the floodplains and along the entire length of the idealised valley.
In addition, the dashed line in the middle of the each of the smaller figures indicates the boundary
between the upper and lower section of the idealised valley, i.e., where the value of the bed slope
changed. In addition, all simulations were run on Cardiff University’s supercomputer, and were
generally completed in less than 15 min.
It can be seen in Figure 3 that there was practically no difference in the model predictions between
the three considered model configurations when the value of the bed slope in the upper part of the
idealised valley was less than 1.5%. When the value of the bed slope in the upper part of the idealised
valley was set to 2%, then the predictions from the MAC and SI configurations started to differ more
noticeably from the TVD model configuration. The difference in the water depth predictions between
the TVD and the other two model configurations was even more significant with a further increase in
the value of the bed slope in the upper part of the idealised valley. This can be readily observed from
Table 1, which shows the average difference in the water depth predictions between the MAC and
TVD, and SI and TVD test cases expressed in terms of percentage errors.
Table 1. Average difference in water depth predictions between the MAC and TVD, and SI and TVD
model configurations for the idealised valley test case expressed in terms of percentage errors.
Bed Slope
Average Difference in the Water Depth Prediction
MAC vs. TVD SI vs. TVD
S = 0.01 1.47% 2.62%
S = 0.015 3.72% 17.87%
S = 0.02 25.37% 87.84%
S = 0.025 75.66% 64.25%
S = 0.05 235.10% 227.51%
S = 0.1 316.65% 509.92%
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of the idealised valley test case.
The results presented in Figure 3 indicate that only shock-capturing (or similar) flood inundation
models can produce numerically realistic water depth predictions in steep river basins or catchments.
Steep river basins or catchments are often characterised by high velocity and high Froude number
flows. These can cause numerical instabilities in the model solution of the simplified 2D and full
hydrodynamic 2D models with a conventional solution procedure, and consequently lead to inaccurate
model predictions [6,9,10,33]. For example, Figure 4 shows the predicted maximum Froude numbers
for the differe t configur tions of the idealised valley t st case. It can be s e in Figure 4 that Froude
numbers in the upp r part of the valley became higher with increasing bed slopes. On the other hand,
the Froude numbers remained generally the same in the nearly horizontal lower part of the valley for
all test cases.
When the predicted maximum Froude numbers in Figure 4 are compared with the results
presented in Figure 3, it can be seen that the MAC and SI model configurations predicted much
more realistic water depths where the Froude numbers were relatively low. In contrast, the MAC and
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SI model configurations predicted highly unrealistic results in the steeper part of the idealised valley
where the Froude numbers were generally high. For this simple case, the obtained results indicate that
reduced complexity and full hydrodynamic 2D models were generally as accurate as shock-capturing
flood inundations models when the bed slope was generally less than 1.5%. When the slope was
generally greater than 1.5%, only the model configuration that included shock-capturing capability
produced numerically realistic water depth predictions.
These results are particularly interesting when one considers how river streams/catchments
are generally divided according to the value of the bed slope. In particular, rivers are often defined
as having a bed slope that is less than 1%, torrential rivers have a bed slope ranging from 1 to 6%,
and finally streams are often referred to as torrents when the bed slope is greater than 6% [34].
This means that the value of the bed slope that is used to distinguish between a river and a torrential
river (i.e., river and torrential catchments) is similar to the value of the bed slope at which the water
depth predictions from the considered three model configurations started to differ more significantly.
Furthermore, torrential catchments are small in size (i.e., typically less than 100 km2), characterised
by a steep terrain and susceptible to the occurrence of sudden, short and violent flood events [34].
However, these are also the characteristic features of catchments prone to flash flooding [19],
with shock-capturing flood inundation models already identified as the most appropriate type of flood
inundation models for modelling in such areas [10]. All in all, the results obtained for the idealised
valley test case suggest that in torrential or flashy river basins and catchments (i.e., where the slope
is generally greater than 1%), any flood inundation modelling should be undertaken using flood
inundations models with a shock-capturing (or similar) capability.
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5.2. Flood Inundation Modelling around Borth
All simulations were run on Cardiff University’s supercomputer. The TVD simulation case was
completed in seven days, whereas the MAC and SI simulation case were completed in around five days.
The predicted maximum water depths from the three considered model configurations were compared
at several monitoring points around Tal-y-bont, Dol-y-bont and Borth (see Figure 5). It was possible to
estimate the maximum flood levels for the 2012 flash flood for several of these locations due to extensive
media reports. These observations/estimations of the actual flood depths for the 2012 River Leri flash
flood allowed for some level of validation of the modelling results. The observed/estimated flood
levels for the 2012 River Leri flash flood are summarised in Table 2.
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Borth (adopted from Google maps).
Figure 6 shows the predicted maximum water depths at the selected monitoring points for the
TVD, MAC and SI mod l configurati ns. It can be seen in Figure 6 that the TVD model configuration
matched the observed/estimated flood depth data most accurately, whereas the MAC and SI model
configurations were less accurate. This can be more readily observed from Table 3, which shows
the difference in water depth predictions between the simulated results and the estimated/observed
values for the Borth study case expressed in terms of percentage errors. The greatest difference
between the simulated results can be observed in the steepest part of the domain (i.e., Tal-y-bont),
while the differences are smaller in the flatter parts of the domain (e.g., Dol-y-bont). As it was shown
for the idealised valley test case, steep river basins are often characterised by high velocity and
high Froude number flows. Such flow conditions usually cause numerical instabilities in the model
solution of simplified 2D and full hydrodynamic 2D models, and consequently result in erroneous
model predictions.
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Table 2. The observed/estimated flood levels for the 2012 River Leri flash flood.
Monitoring Point Observed/Estimated Depth Source
5 0.5 m Picture [23,35]
12 1.2 m Eye-witness account [23]
17 1.2 m Eye-witness account [36]
18 0.3 m Picture (Retrieved from http://www.alananna.co.uk)
19 0.3 m Picture (Retrieved from http://www.alananna.co.uk)
20 0.3 m Picture (Retrieved from http://www.alananna.co.uk)
24 0.5 m Picture [37]
25 0.5 m Picture [38]
27 0.3 m Picture (Retrieved from http://www.alananna.co.uk)
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Table 3. The difference in water depth predictions between the simulated results and the
estimated/observed values for the Borth study case expressed in terms of percentage errors.
Monitoring Point TVD MAC SI
5 10.75% 18.10 207.26%
12 2.71% 38.15% 27.05%
17 2.32% 18.06% 27.68%
18 16.55% 47.43% 47.22%
19 7.67% 70.37% 70.80%
20 14.45% 67.86 64.76%
24 19.58% 100.00 78.37%
25 13.42% 61.31% 23.96%
27 6.83% 31.07% 16.99%
For example, Figure 7 shows the predicted maximum Froude numbers in the areas around
Tal-y-bont, Dol-y-bont and Borth. It can be seen in Figure 7 that the supercritical flow conditions
occurred throughout the area around Tal-y-bont. This was as expected since the average value of the
bed slope for the River Leri around Tal-y-bont is well above 1%. The volatile flow conditions led to the
occurrence of numerical instabilities in the model solution of the MAC and SI model configurations.
This resulted in erroneous water depth predictions in the area around Tal-y-bont for the MAC and SI
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model configurations. On the contrary, the TVD model configuration did not experience numerical
instabilities due to the shock-capturing capability. Therefore, the TVD configuration produced the
most realistic flood depth predictions in the area around Tal-y-bont (see Figure 6).
Figure 7 also shows that the occurrence of supercritical flow conditions was less frequent in the
area around Dol-y-bont when compared to the area around Tal-y-bont. This was again as expected
since the average value of the bed slope for the River Leri at Dol-y-bont is around 0.6%. Therefore,
the flow conditions around Dol-y-bont were less volatile than the flow conditions further upstream
around Tal-y-bont. This meant that the MAC and SI model configurations were less susceptible to the
emergence of numerical instabilities in the solution procedure. Thus, these two model configurations
predicted more realistic flood depths in the area around Dol-y-bont than they did in the area around
Tal-y-bont (see Figure 6).
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It can also be seen in Figure 7 that the flow conditions were relatively mild around Borth, with the
maximum Froude number generally being less than 0.5. This was also as expected since the terrain
around Borth is nearly horizontal. Therefore, it would be reasonable to assume that the difference
between the model predictions should be the smallest in this area. For example, Table 4 shows the
average difference in the water depth predictions between the MAC and TVD, and SI and TVD test
cases at the selected monitoring points in the Borth study domain. It can be again seen in Table 4
that the greatest difference in the model predictions occurred where the gradient was steep and the
smallest where the gradient was mild. However, Table 4 also outlines the main differences between
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the simplified and full hydrodynamic 2D solvers when modelling flood events with a high Froude
number or supercritical flows.
Table 4. Average difference in water depth predictions between the MAC and TVD, and SI and TVD
model configurations at the selected monitoring points in the Borth study domain.
Bed Slope
Average Difference in the Water Depth Prediction
MAC vs. TVD SI vs. TVD
S > 0.01 40.9 cm 99.0 cm
0.01 > S > 0.001 25.9 cm 26.2 cm
S ≈ 0.001 23.6 cm 8.7 cm
As discussed earlier, flow conditions were particularly volatile in the steeper parts of the
domain (see Figure 7). This meant, for example, that the full 2D hydrodynamic model would have
major difficulties in preserving the peak flood wave along the entire modelling reach due to the
advection terms. As indicated earlier, advection terms can cause numerical instabilities when full
2D hydrodynamic schemes are used to model high Froude number or supercritical flows. The rise of
numerical instabilities generally lead to erroneous predictions in the areas where the gradients are
steep (see Figure 6), and usually result in the dissipation of the peak flood wave. This means that such
models would thus be prone to under-predict flood levels in the areas further downstream where the
gradients are less steep. This course of events can also be observed in this study for the MAC model
configuration (e.g., see Figure 6 for the Borth area).
The simplified 2D models (e.g., the SI configuration in this study) generally also have difficulties in
preserving the peak flood wave along the entire modelling reach that includes areas characterised by a
high Froude number or supercritical flows. For example, the SI model configuration did not include the
advection terms, which significantly increased the numerical stability. However, the complete exclusion
of advection terms reduces the accuracy of the model predictions. This is particularly evident in areas
characterised by a high Froude number or supercritical flows. For example, the SI model configuration
greatly over-predicted the peak flood levels in the steepest parts of the domain (e.g., see Figure 6 for
the Tal-y-bont area) where the flow conditions were the most volatile (see Figure 7). On the other hand,
the SI model configuration predicted (numerically) more accurate flood depths in the flatter parts of
the domain (e.g., see Figure 6 for the Borth area). The flow conditions in this area were generally mild
(see Figure 7). Thus, decreased physical complexity in the model solution had less of an impact on the
accuracy of the SI model predictions.
Simplified and full hydrodynamic 2D models can produce accurate model predictions for flood
scenarios that include a high Froude number or supercritical flows, if these flows are not dominant
during the simulation process [9,39]. For such studies, model instability can be reduced by artificially
improving modelling results, e.g., introducing a small patch of high roughness to slow water down
in the problematic areas [32]. However, such procedures are not generic and should be applied with
caution, because the level of such improvements is based on the modeller’s perception of how much
fine-tuning is needed [10,32].
Finally, simplified and full hydrodynamic 2D models can produce (to some extent) realistic flood
level predictions for rapidly varying flood events, if there exists quality validation data that can
be used to fine-tune the models. However, quality validation and calibration data for flood events
occurring in steep catchments (e.g., flash floods) are generally scarce [40]. Therefore, the physical
and mathematical complexity in the model solution is particularly important for studies conducted
in torrential river basins and catchments, because the validation of the modelling results is often
impossible. Thus, shock-capturing models are more appropriate for such flood studies, as these models
can produce (numerically) accurate predictions for high Froude numbers or supercritical flows without
any additional modification or improvements of the modelling procedure.
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6. Conclusions
In this paper, we have investigated the threshold value of the bed slope that could stand as
an orientation guide as to when to use a specific type of flood inundation model. Three different
model configurations of the DIVAST-TVD model were considered in this study: (i) a configuration that
included a shock-capturing ability (i.e., the TVD test case); (ii) a configuration that solved the full 2D
shallow water equations (i.e., the MAC test case); and (iii) a configuration based on a simplified version
of the 2D shallow water equations (i.e., the SI test case). The three considered model configurations
were used to model two different flood events, i.e., a flood wave propagating along an idealised valley,
and a flash flood event in Wales, UK.
The results obtained indicate that in torrential or flashy river basins or catchments (i.e., river
basins and catchments with a stream gradient generally greater than 1%) flood inundation modelling
should be undertaken using flood inundation models with shock-capturing (or similar) capability.
Steep catchments are prone to the occurrence of high Froude numbers and supercritical flows.
Such flow conditions usually cause numerical instabilities (e.g., spurious oscillations) in the model
solution of simplified 2D and full hydrodynamic 2D models. These instabilities can lead to the dissipation
of the peak flood wave and consequently to erroneous model predictions. Even though flood inundation
models with shock-capturing (or similar) capabilities are generally more computationally expensive,
these models prevent the occurrence of numerical instabilities and thus prevent the dissipation of the
flood wave. Therefore, such models can predict (numerically) accurate flood levels for flood events
characterised by high Froude numbers or supercritical flows, such as floods occurring in steep river
basins and catchments (e.g., flash floods).
This paper proposes an orientation value of the bed slope (i.e., 1%) that can be used as a guide
as when to use a specific type of flood inundation model. Therefore, further research is needed to
develop more detailed modelling guidelines for steep river basins and catchments. Future research will
include more rigorous testing conditions and more complex modelling environments. As indicated
within this paper, modelling in steep river basins is faced with many difficulties, e.g., a lack of quality
data etc. Therefore, future research would also benefit from closer cooperation between academic
researchers, regulatory authorities and flood risk practitioners, which would enable more efficient
sharing of information, data and practical experience. All these would help in easier development and
later implementation of the state-of-the-art modelling techniques to the practical hydro-environmental
engineering community.
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