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We present ab initio calculations of the melting temperatures for bcc metals Nb, Ta and W.
The calculations combine phase coexistence molecular dynamics (MD) simulations using classical
embedded-atom method potentials and ab initio density functional theory free energy corrections.
The calculated melting temperatures for Nb, Ta and W are, respectively, within 3%, 4%, and 7%
of the experimental values. We compare the melting temperatures to those obtained from direct
ab initio molecular dynamics simulations and see if they are in excellent agreement with each
other. The small remaining discrepancies with experiment are thus likely due to inherent
limitations associated with exchange–correlation energy approximations within density-functional
theory.
I. Introduction
High-performance refractory materials attract much attention
because of their many technological applications, such as in
gas turbine engines, components of rocket thrusters, shields etc.
However, the reliable determination of the melting properties of
extremely high melting-point materials via experimental means
is challenging. It requires some special techniques, such as
aerodynamic levitation and laser heating1,2 or diamond-anvil
cell experiments, to be performed. Such experiments would
be difficult to undertake on a large scale, for instance, to
systematically search for novel refractory materials.
In this paper, we investigate the accuracy and feasibility of a
computational approach to this problem. The key questions
are: (i) are density functional calculations sufficiently accurate?
(ii) Can computational costs be kept under control without
sacrificing accuracy? (iii) Can the process be automated for the
purpose of screening candidate refractory materials?
The paper is organized as follows. In Section II, we overview
some of the existing methods available to calculate melting
points and motivate our selection of method. We then give the
main technical details of our calculations. We describe the
techniques for performing the coexisting solid and liquid simulation
and the free energy corrections for the melting temperature. The
calculated results are presented and discussed in Section III. We
summarize the present work in Section IV.
II. Methodology
A. Overview of existing methods
There are a few approaches that are generally used to compute
the melting temperature of a material. In the so-called thermo-
dynamic integration approach,3–8 the free energy differences of
solid and liquid phases with respect to a reference system (such
as an ideal gas) whose free energy is known or easily calculated
are calculated by thermodynamic integration along a path
joining the Hamiltonian of the reference system and the ab initio
Hamiltonian. The melting temperature is then determined by
the equality of the Gibbs free energies of the solid and liquid
phases. This approach can be very computationally demanding
if the reference systems are not well chosen. A second approach
to determine the melting temperature is to simulate the system
containing liquid and solid phases in coexistence.9–19 Because
there is no need to nucleate the solid or liquid phase the system
can spontaneously adjust its temperature so that it satisfies the
equality of Gibbs free energies of solid and liquid phases. Such
two-phase equilibria are stable if the calculations are performed
using the NVT or NPH ensembles. Since such a simulation of
solid and liquid phases in coexistence requires a large supercell
with a few hundreds or thousands of atoms, it is thus very
expensive to do direct first-principles molecular dynamics
simulations. So this is commonly done by classical molecular
dynamics simulations with empirical potentials, which are
fitted to ab initio data and/or experimental values. The problem
for classical MD simulations is the reliability and transferability
of the empirical potentials. Empirical interatomic potentials,
most commonly fitted to the so-called mechanical properties
of the materials, usually provide no guarantee to give good
results for the nonmechanical properties, such as melting
temperatures.20,21
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Alfe` et al.22–25 used a method that combines the above two
approaches to investigate the melting properties of some
metals. In this approach, one first obtains an approximate
melting temperature by a solid/liquid coexistence simulation
using empirical potentials. Next, using the classical potential
as a reference system, the ab initio melting temperature is
obtained via a perturbative treatment of the solid and liquid
free energies akin to thermodynamic integration in the limit of
two very similar systems. This approach has been successfully
applied to get the melting temperatures of Fe,22 Cu,23 Ta24 and
Mo25 in a wide pressure range. For Fe at a pressure of 330 Gpa
(close to the pressure at the boundary between the Earth’s solid
inner core and liquid outer core), the authors found that this
approach gives a melting temperature in excellent agreement
with the one by the thermodynamic integration approach.22 For
Ta and Mo, the authors obtained 3270 K and 2894 K,
respectively, at zero pressure which are in excellent agreement
with the experimental values. For Cu, the ab initio melting
temperature of 1176 K at zero pressure by this approach is
about 13% below the experimental value.
In the present paper, we follow the latter approach, and
demonstrate that it generally provides good accuracy at a very
manageable computational cost. Since our ultimate goal is to
automate the screening of numerous candidate refractory materials,
we are especially interested to see if the method remains robust as
the accuracy of the classical potential used decreases. If less accurate
classical potentials are sufficient, their construction could, in
principle, be more easily automated.
B. Reference potential simulations of the coexisting
solid–liquid system
The coexisting solid and liquid simulation is done with an
embedded-atom method potential.26,27 The total energy Etot of
the system is given by
Etot ¼
X
i
FðriÞ þ
1
2
X
iaj
VðrijÞ; ð1Þ
ri ¼
X
j
fðrijÞ; ð2Þ
where F(r) is the embedding function, and V(rij) is the pair
potential between atoms i and j separated by rij. f(rij) is the
electron-density contribution from atom j to atom i. The total
electron density ri at an atom position i is a linear superposition
of electron-density contributions from the neighboring atoms
within the cutoff distance. In eqn (1), the summations run over
all atoms in the system. The multi-body nature of the EAM
potential is a result of the embedding energy term.
For bcc metals Nb, Ta and W, a number of authors have
developed the empirical potentials.28–32 For Nb and Ta, we use
the potentials fitted by the force-matching method.29,30 The
potentials were fitted to a database of the forces, energies, and
stresses obtained from ab initio molecular dynamics simulations
at various temperatures and under various strain conditions. As
we will see below these potentials can predict excellent melting
temperatures for Nb and Ta compared to the experimental
values. For W, we use the EAM potential developed by Zhou
et al.31 The potential was fitted to some basic material properties
(such as lattice constant, elastic constant, bulk modulus,
vacancy formation energy, etc.) at zero temperature. Since the
fitting does not include any structures and properties at non-zero
temperatures, this potential does not work very well for predicting
the melting temperature. At the same time, if accurate results can
be obtained with such a potential, this would demonstrate that the
accuracy requirements of the potential are relatively easy to meet.
In order to get the melting temperature using the reference
potentials we perform the molecular dynamics simulations of
constant enthalpy and constant pressure (NPH) ensemble
using a coexisting solid and liquid supercell. The supercell is
periodic and consists of 16 384 atoms (i.e., consisting of 16 
16  32 bcc unit cells). Our MD simulations are performed
using the large-scale atomic/molecular massively parallel
simulator (LAMMPS) code.33 The advantage to include the
solid and liquid phases in coexistence is that this method
avoids the hysteresis caused by the phase nucleation, and
the system can spontaneously adjust its temperature to satisfy
the equality of Gibbs free energies of solid and liquid phases. If the
initial temperature is slightly above the melting temperature, the
solid starts to melt, thus reducing the system temperature until it
reaches the melting temperature, and vice versa if the initial
temperature is below the melting temperature. (Of course, if the
initial given temperature is too high or low the system may not be
large enough to compensate and will completely melt or solidify.)
An alternative method to obtain the melting temperature is to
perform the simulation of constant volume and constant energy
(NVE) ensemble as done in previous works.22–25 However, this
involves a careful adjustment of the volume in order for the
equilibrated system to have the desired pressure.
Our coexistence simulation is carried out via the following
procedure. We first obtain a very rough estimation of the
expected melting temperature by rapidly heating the system
(initialized in the crystalline state) until melting is observed. Next,
we generate a supercell by cutting it out of an infinite perfect bcc
crystal at the equilibrium lattice constant obtained by the
reference potential. The supercell is thermalized at a temperature
slightly below the previously estimated expected melting tem-
perature. After this thermalization the entire system remains in
the solid state. If the system is melted, this means that the
thermalization temperature is too high, we have to restart the
thermalization at a lower temperature. Then we fix the atoms in
one half of the supercell (along the long axis) and let another half
to heat to a very high temperature (typically several times the
expected melting temperature) to completely melt it. The atoms
in this half of the supercell are rethermalized at the expected
melting temperature with the fixed half held fixed. Finally, all
atoms in the system are allowed to evolve freely at constant
enthalpy and constant pressure (NPH) for a simulation time of
100 ps. In our simulation, we fix the pressure at the atmospheric
pressure. The temperature and volume are monitored in order to
check whether the system reaches the equilibrium. If the system
stays in a state of coexistence between solid and liquid, we
calculate the melting temperature by averaging the temperatures
over the MD steps that the system has been in equilibrium.
C. Ab initio free energy corrections
Themelting temperature of a material predicted by the coexistence
simulation with a reference potential can deviate significantly from
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the experimental value.20,21 For example, in the case of W the
melting temperature obtained in the coexistence simulation is
about 940 K too high, relative to the experimental value. So
there is no guarantee of accurately predicting the melting
temperature of a material within a reasonable accuracy using such
reference potentials. Ab initio calculations within the frame-
work of density-functional theory (DFT)34–38 are considered
to be most reliable. Therefore, it is desirable to calculate the
melting temperature of a material within the ab initio or DFT
accuracy. We will follow the approach developed by Alfe`
et al.22–25 to correct the melting temperature to the ab initio
or DFT accuracy.
The difference in melting temperature between the reference
potential and the ab initio is given, to the first order, by
DTm  DG
lsðT refm Þ
Slsref
; ð3Þ
where DGls = GlsAI  Glsref. GlsAI(P,T) = GlAI(P,T)  GsAI(P,T) and
Glsref(P,T) = G
l
ref(P,T)  Gsref(P,T) are the Gibbs free energy
differences between the liquid (l) and solid (s) phases from ab initio
(AI) and reference potentials (ref). The entropy of melting Slsref is
calculated from the relation TrefmS
ls
ref = E
ls
ref + pV
ls
ref, where the
energy difference Elsref and the volume differenceV
ls
ref on melting are
obtained by the two separate simulations of liquid and solid
phases, while p is the pressure. Following the previous works by
Alfe` et al.,22–25 for the isothermal–isochoric simulations the Gibbs
free energy shifts for liquid and solid phases can be evaluated by
DG ¼ DF  1
2
VDP2
KT
; ð4Þ
where KT is the isothermal bulk modulus, and DP is the pressure
change. V is the volume which is kept constant during the
simulations. DF is given by the following equation.
DF  hDUiref 
1
2kBT
hdDU2iref ; ð5Þ
where DU = UAI  Uref and dDU = DU  hDUiref. kB is the
Boltzmann’s constant, and T is the simulation temperature. The
average is taken for the reference system.
Our ab initio calculations are performed within the density-
functional theory framework as implemented in Vienna
Ab-initio Simulation Package (VASP) codes.39,40 We employ
the generalized gradient approximation (GGA) for exchange–
correlation energy.41 The projector augmented wave (PAW)
pseudopotentials42,43 are used to describe interactions between
ions and valence electrons. The semi-core p states are treated
as valence states. For W, as a test we keep the semi-core frozen
and find that there is a change of less than 50 K for the melting
temperature. The cutoff energies are 261 eV for Nb, 280 eV for
Ta and 279 eV for W. Only the G-point is used for the
Brillouin-zone sampling of the supercell with 128 atoms.
III. Results and discussion
In Fig. 1, we show an example of ourMD coexistence simulations
for Ta. The time evolution of temperature and volume is plotted
in Fig. 1, and the results indicate that the simulation has reached
the equilibrium state. As it is done in several previous papers,22–25
we monitor the system throughout by calculating the average
number of density in slices of the supercell taken parallel to the
interface between solid and liquid phases. The density profiles
of Nb, Ta and W for the snapshots at the simulation time of
100 ps are shown in Fig. 2. We can see that the systems still
contain solid and liquid phases in coexistence after a long time
(100 ps) simulation. On the right half of the supercell, the
periodically oscillated density indicates those atoms that are in the
form of solid. On the left half of the supercell they are liquid-like
since the density has the form of random fluctuations with a
much smaller amplitude compared to that on the right half.
We determine the melting temperature from the average
temperature in the last 30 ps simulation. The melting tempera-
tures for Nb, Ta and W obtained by the two-phase coexistence
simulations are given in Table 1. For Ta and Nb, the melting
temperatures obtained by these MD simulations are very close
to the experimental values; they are 3332 K and 2702 K
Fig. 1 Temperature (upper panel) and volume (lower panel) for a
coexistence simulation of Ta using the EAM reference potential.
Fig. 2 Density profiles in the coexisting solid and liquid simulations
for Nb, Ta and W. The supercell is divided into 400 slices of equal
thickness parallel to the liquid–solid interface, and the number of
atoms in each slice determines the intensity.
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compared to the experimental values44 of 3290 K and 2750 K,
respectively. As it is mentioned above, the EAM potentials for
Ta and Nb were fitted to the forces, energies, and stresses from
some ab initio MD snapshots at zero and non-zero tempera-
tures. Therefore, this might explain why we get a good
agreement for Ta and Nb. This also indicates that it is
important to include some properties (such as forces) at
non-zero temperatures into the potential fitting. However,
for W the EAM potential was fitted to the zero-temperature
material properties (such as lattice constant, elastic constant,
bulk modulus, and vacancy formation energy, etc.). It is not
surprising that we get a poor agreement on the melting
temperature compared to the experimental value. In Table 1,
we also present the entropy difference between liquid and solid
phases, and their equilibrium volumes at the Tm temperatures.
The ab initio melting temperatures for Nb, Ta and W are
computed by correcting Tm obtained in the coexistence simulations
using the reference potentials. For each metal we perform
two independent molecular dynamics simulations using the
reference potential. The simulation is done for the solid
(or liquid) phase using a supercell with 128 metal atoms and
the constant NVT ensemble. The supercell volume and the
simulation temperature are fixed at the corresponding equilibrium
volume and Tm during the simulation. We run the simulation for
2 million steps (i.e. a simulation time of 200 ps). We take each
snapshot from the simulation every 20000MD steps with the first
one taken at the 500000MD step. This ensures that the snapshots
we take are not correlated with each other. Totally 76 snapshots
are taken from each simulation, and we run ab initio total energy
calculations for these snapshots using the VASP package.39,40 The
results for hDUiref and hdDU2iref per atom are reported in Table 2.
Fig. 3 shows hDUiref as a function of the number of snapshots for
Ta.We see that the hDUiref difference between the liquid and solid
phases varies less than 5 meV per atom when the number of
snapshots is larger than 50. According to eqn (3) and the values in
Table 2, we can calculate the corrections for Tm. The computed
ab initio melting temperatures are given in Table 2. Since the
pressure changes are 4 or 5 orders of magnitude smaller than
the experimental KT values, their contributions to the melting
temperature corrections are negligible. We see that the ab initio
melting temperatures are within the errors of 3%, 4%, and 7%
of the experimental values for Nb, Ta and W, respectively.
Although for Nb and Ta the melting temperatures after corrections
are slightly worse than those uncorrected results, the agreement
between our ab initio results and the experimental data is
satisfactory. Our melting temperature for Ta is about 100 K
lower than the result obtained in ref. 24 at zero pressure, but
falls in the error bar of the calculations. For W, the Gibbs free
energy corrections reduce the error from 25% to less than 7%,
which is a substantial improvement of the accuracy.
This remaining discrepancy between the calculated and
experimental melting temperatures may be attributed to the
inherent limitations of density-functional theory and/or the
DFT calculation convergences or to approximations made in
computing the corrections to the reference potential results.
For the latter we especially pay our attention to the W case
since there exists the largest difference between the EAM
potential and the ab initio Hamiltonian. There are mainly
three sources of errors stemming from the approximations
made in correcting the reference potential melting temperature.
The first two errors in correcting the reference potential melting
temperature are caused by truncating the free energy expansion
(eqn (5)) and the first order approximation we use in eqn (3).
Therefore, for this approach it is essential to have the DU
fluctuations as small as possible. From Table 2, we can see that
the h(dDU)2iref fluctuations for solid and liquid phases are
already very small. This indicates that the EAM potentials
should be able to mimic the ab initio systems reasonably well.
Using the exact form of eqn (5) (i.e. eqn (3) in ref. 23) we show that
the free energy expansion truncation causes an erroro10 K. It is
difficult to compute the higher order corrections to the melting
temperature without rather extensive free-energy calculations.22
We estimate the ratio between the second order correction and the
first order correction (eqn (7) in ref. 22) using the constant-pressure
heat capacities for liquid and solid phases obtained from the
reference potentials. We only consider the first term on the right
side of the equation, and ignore the term of the shift of entropy
of fusion since it is difficult to compute. We expect that it
might have a similar contribution as the first term. The second
order correction to the melting temperature is found to be
about 1–4% of the first order correction DTm, which is a few K
for Ta and Nb and less than 50 K for W. A third source of error
is that we approximate Slsref as a constant over the temperature
range including the raw EAMmelting temperature and the true
Table 1 Melting temperature, entropy difference, and volumes for
the solid and liquid phases determined by the simulations using
reference potentials. They are given in the units of K, J mol1 K1,
and A˚3 per atom, respectively. The entropy difference and the volumes
for the solid and liquid phases are obtained at their Tm temperatures.
The experimental melting temperatures44 are also presented for
comparison
Slsref V
solid
ref V
liquid
ref Tm T
exp
m
Nb 8.75 19.57 20.25 2702 2720
Ta 10.04 19.17 20.54 3332 3290
W 8.89 17.22 18.26 4637 3695
Table 2 Thermal averages of the difference DU between the ab initio and reference energies and the squared fluctuation dDU. Dp is the change of
pressure when UAI replaces Uref at constant V and T (V= V
solid
ref or V
liquid
ref and T= Tm given in Table 1). The ab initio melting temperature T
AI
m is
calculated according to eqn (3). All energies are given in eV, and pressure in kb, and melting temperature in K. N is the number of atoms in the
supercell
hDUiref/N 12kBThðdDUÞ
2iref=N hDpi
TAIm
jTAIm Texpm j
T
exp
m
%Liquid Solid Liquid Solid Liquid Solid
Nb 3.3749 3.3833 0.0015 0.0016 4.3 3.5 2794 2.7
Ta 4.4349 4.4178 0.0019 0.0020 21.4 8.3 3170 3.6
W 5.2414 5.1321 0.0035 0.0031 0.7 24.4 3450 6.6
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ab initio one. Actually, it can be expressed as a linear function
of temperature for the temperature range we are interested in,
and we find that Slsref p 0.00182 T for W. If we use the
averaging Slsref for W this can change the melting temperature
by about 80K. ForNb and Ta, the changes are less than 20K. On
the other hand, it was previously found that density-functional
theory itself could lead to an error of about 13% for Cu.23 Here
we have not tried to further refine the W potential and figure out
what is the reason to lead to the difference between the calculated
and experimental melting temperatures. We also notice that as
estimated in the previous works22,24 there is an uncertainty of
about 100 K for the melting temperatures reported here caused
by some factors, such as the k-point mesh in our ab initio
calculations and the number of snapshots, etc. If adding up all
these errors this makes the experimental values within the
error bar of this theoretical method. However, as shown below
the melting temperatures obtained by the free energy correc-
tion approach are in excellent agreement with the results
obtained from the direct ab initioMD coexistence simulations.
This provides further evidence to justify the approximations in
the free energy correction approach.
We compare the melting temperatures of Ta and W to those
results obtained from the direct ab initio MD coexistence
simulations.45 The direct ab initiomolecular dynamics coexistence
simulations are performed using a supercell with 448 W atoms
and the constant NPH ensemble, as recently implemented
in VASP.18 Although the supercell is relatively small, using
the EAM reference potential we have shown that the melting
temperatures for Ta vary within 40 K for the supercell sizes
from 448 to 16 384 atoms, and for W they vary within 50 K.45
So we believe that the direct ab initio MD simulations can
obtain the melting temperatures, which are comparable to
those from the free energy correction approach. The direct
ab initioMDcoexistence simulations give themelting temperatures
of 3110 K and 3465 K for Ta andW (with a standard deviation of
B100 K), respectively. They are 60 K and 15 K different from
those obtained by the free energy correction approach. These
results fall well within the statistical accuracy of the two results,
thus providing an independent cross check for the melting
temperature obtained with the free energy correction approach.
The excellent agreement for the melting temperatures by two
ab initio approaches leads us to attribute the remaining dis-
crepancies between the calculated results and the experimental
values to the inherent limitations of density-functional theory.
IV. Summary
We have calculated the melting temperatures of bcc metals
Nb, Ta and W within the framework of density-functional
theory. The melting temperatures are calculated in two steps.
The first step is to perform a coexisting solid and liquid
simulation of a large supercell (including 16 384 metal atoms)
by using a reference potential. Given that the reference
potential can mimic the ab initio systems reasonably well, in
the second step the free energy corrections can be made to
obtain the fully ab initio melting temperature of the material.
The multi-body EAM potentials have been employed in our
calculations. The calculated free energy differences between
the references and the ab initio and the free energy difference
fluctuations show that the potentials can describe the solid and
liquid systems reasonably well. For ab initio calculations, we
have performed the calculations using the projector augmented
wave pseudopotentials and the generalized gradient approxi-
mation for exchange–correlation energy. The calculated melting
temperatures are within an error of 3%, 4%, and 7% compared
to the experimental data for Nb, Ta and W, respectively. The
results for W are especially instructive from a methodological
point of view, as they show that the free energy correction
method is still very effective, even when using a relatively
inaccurate (but simpler to construct) reference potential. This
was not obvious at the onset, given the perturbative nature of
the method. The results obtained from the direct ab initio MD
coexistence simulations are in excellent agreement with those
by the free energy correction approach, thus providing an
independent validation of the approximations included in the
approach. The remaining discrepancies between the calculated
results and the experimental values may be attributed to the
inherent limitations of density-functional theory.
The authors thank Prof. Dario Alfe` at University College
London for providing us their NPH molecular dynamics simula-
tion codes used in ref. 18. Discussions with Qijun Hong, Ljubomir
Miljacic, and Pratyush Tiwary are gratefully acknowledged. This
research was supported by NSF through TeraGrid resources
provided by NCSA and TACC under grant DMR050013N and
by ONR under grant N00014-11-1-0261.
Fig. 3 (a) Thermal averages of the difference DU = UAI  Uref of
ab initio and reference energies for solid and liquid phases as a function
of the number of snapshots. (b) The difference hDUi between the liquid
and solid phases.
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