On the application of Liao’s method for solving linear systems  by Saberi Najafi, H. & Edalatpanah, S.A.
Ain Shams Engineering Journal (2013) 4, 501–505Ain Shams University
Ain Shams Engineering Journal
www.elsevier.com/locate/asej
www.sciencedirect.comENGINEERING PHYSICS AND MATHEMATICSOn the application of Liao’s method for solving
linear systemsH. Saberi Najaﬁ a, S.A. Edalatpanah a,b,*a Department of Mathematics, Lahijan Branch, Islamic Azad University, Lahijan,Iran
b Young Researchers Club, Lahijan Branch, Islamic Azad University, Lahijan,IranReceived 27 April 2012; revised 18 August 2012; accepted 14 October 2012
Available online 13 December 2012*
E-
gm
Pe
20
htKEYWORDS
Homotopy analysis method;
Linear systems;
Convergence;
Iterative methodCorresponding author. Tel./f
mail addresses: hnajaﬁ@guila
ail.com (S.A. Edalatpanah).
er review under responsibilit
Production an
90-4479  2012 Ain Shams
tp://dx.doi.org/10.1016/j.asejax: +98
n.ac.ir (H.
y of Ain
d hostin
Universit
.2012.10.0Abstract In this paper, an analytical attitude is proposed for solving linear systems by Homotopy
Analysis Method (HAM). On the basis of HAM we design new iterative methods. The convergence
properties of the proposed method have been analyzed. Numerical examples show that our method
is effective and simple for applications.
 2012 Ain Shams University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
Consider the following system of linear equation
AX ¼ b; ð1Þ
where, X denotes a vector in a ﬁnite-dimensional space and
A 2 Rn·n.
Many problems that arise in technology, industry and sci-
ence are linear systems. There are some reliable methods for
solving this class of problems ([1–4] and the references therein).
Here, we use alternative approach to solve (1) based on the
homotopy analysis method (HAM). The homotopy analysis
method (HAM), ﬁrst proposed by Liao in 1992 and was fur-
ther developed and improved by him ([5–8] and the references1925672445.
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04therein). Liao, presented a homotopy analysis technique based
on the introduction of homotopy in topology coupled with the
traditional perturbation method for the solution of nonlinear
problems, but unlike the traditional perturbation methods,
Liao’s method does not require a small perturbation parameter
in the equation. In this method, a homotopy with an imbed-
ding parameter is constructed, and the imbedding parameter
is considered as a small parameter. Thus the original problem
is converted into an inﬁnite number of linear problems without
using the perturbation techniques.
In recent years, this method has been successfully employed
to solve many types of different problems in science and engi-
neering. Ayub et al. [9] studied the problem of steady ﬂow of a
third grade ﬂuid past an inﬁnite porous plate and by using
HAM, obtained an exact analytical solution of the governing
non-linear differential equation. Wang and Pop [10] based
on HAM, proposed exact analytic solutions for ﬂow within a
non-Newtonian ﬂuid ﬁlm whose motion is caused solely by
the unsteady stretching of a horizontal elastic surface. Wang
et al. [11] extended the HAM to consider the explicit analytic
solution of the Volterra equation. Liang and Jeffrey [12]
compared HAM and another homotopy method, called theier B.V. All rights reserved.
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tial differential equation. Abbasbandy and Shirzadi [13] based
on HAM, obtained numerically approximate the eigenvalues
of the fractional Sturm–Liouvile problems. Nassar et al. [14]
surveyed that the application of the HAM can be used to ob-
tain extremely good analytical approximations to the solution
of the nonlinear Poisson–Boltzmann equation for semiconduc-
tor devices. All of these successful applications veriﬁed the
validity, effectiveness and ﬂexibility of the HAM. In this paper
we focus on the use of the homotopy analysis method for solv-
ing the linear systems and conditions are deduced to check the
convergence of the HAM series.
2. Homotopy analysis method for linear system
A homotopy between two continuous functions f and g from a
topological space X to a topological space Y is deﬁned to be a
continuous function H:X · [0,1]ﬁ Y, from the product of the
space X with the unit interval [0,1] to Y such that, for all points
x 2 X, H(x, 0) = f(x) and H(x, 1) = g(x). If we think of the
second parameter of H as ‘‘time’’, then H describes a ‘‘contin-
uous deformation’’ of f into g. At time t= 0, we have the func-
tion f and at time t= 1 we have the function g.
In this section we propose a new numerical algorithm for
solving linear systems based on homotopy analysis method
(HAM).
To illustrate this method, we consider the linear Eq. (1),
where;
A ¼ ½aij; b ¼ ½bi; x ¼ ½xj; i ¼ 1; 2; . . . ; n j ¼ 1; 2; . . . ; n:
Let N(y) = Ay  b and L(y) =My. Then, the Liao’s [6] zero-
order deformation equation, is as follows:
ð1 qÞL½/ðqÞ  y0 ¼ hHðyÞqfAð/ðqÞÞ  bg; ð2Þ
where q 2 [0,1] is an embedding parameter, ⁄ „ 0 is a non-zero
auxiliary parameter, H(y)is an auxiliary function, L is an aux-
iliary linear operator, y0 is an initial guess of y, u(q) is a un-
known function and M is a part of splitting of A(i.e
A=M  N) where is nonsingular, respectively. It is important
to note that one has great freedom to choose the some objects
such as ⁄, H(y) and M in HAM.
Obviously, when q= 0 and q= 1, we will have
uð0Þ ¼ y0; ð3Þ
uð1Þ ¼ y: ð4Þ
So, as q increases from 0 to 1, u(q) varies (or deforms) from the
initial guess y0 to the solution y. Expanding u(q) in Taylor ser-
ies with respect to q, we have
/ðqÞ ¼ y0 þ
X1
k¼1
ykq
k; ð5Þ
where
yk ¼
1
k!
@k/ðqÞ
@qk
 
q¼0
: ð6Þ
If L, y0, ⁄, H(y) and M properly chosen, then the above series
converges when q= 1 and
y ¼ y0 þ
X1
k¼1
yk; ð7Þ
must be one solution of linear system (1) as proved by Liao [6].
It should be emphasized that it is very important to ensure thatthe series (5) converges for q= 1. Otherwise, the series (7) has
no meaning. As ⁄= 1 and H(y) = I, Eq. (2) becomes
ð1 qÞL½/ðqÞ  y0 þ qfAð/ðqÞÞ  bg ¼ 0; ð8Þ
which is mostly been used in the homotopy perturbation meth-
od proposed in 1998 by He [15–19].
According to (6), the governing equations can be deduced
from the zeroth-order deformation Eq. (2).
Deﬁne the vectors
~yðnÞ ¼ fy0; y1; . . . yng: ð9Þ
Differentiating (2), k times with respect to the embedding
parameter q and then setting q= 0 and ﬁnally dividing them
by k!, we have the kth-order deformation equation:
L½yk  vkyk1 ¼ hHðyÞ
1
ðk 1Þ!
@k1½Að/ðqÞÞ  b
@qk1

q¼0
¼ 0:
ð10Þ
where,
vk ¼
0; k 6 1;
1; else:

The right-hand side of (10) will depend only on the terms yr
with r< k. As a result, the terms yk can be obtained in order
of increasing k by solving the linear deformation equations in
succession. The solution to the kth-order deformation equation
can be written as
yk ¼ yh þ ytk; ð11Þ
where yh satisﬁes the homogeneous equation
L½yh ¼ 0; ð12Þ
Here, by deﬁnition of L we can choose yh = 0.
And ytk is a particular solution of (10). We can express y
t
k as
ytk ¼ vkyk1 þM1 hHðyÞ
1
ðk 1Þ!
@k1½Að/ðqÞÞ  b
@qk1

q¼0
 !
;
ð13Þ
whereM1 is the inverse operator of theM. We now deﬁne the
mth partial sum of the terms yk as
ym ¼
Xm
p¼1
yp: ð14Þ
The solution to (1) can then be expressed as
y ¼ /ð1Þ ¼
X1
k¼1
yk ¼ limm!1ym: ð15Þ
This solution will be valid wherever the series converges.
With these deﬁnitions and Eq. (7), the right hand side of
(10) becomes
hHðyÞ 1ðk 1Þ!
@k1½Að/ðqÞÞ  b
@qk1

q¼0
¼ hHðyÞ 1ðk 1Þ!
@k1
@qk1
½Að/ðqÞÞ  bq¼0
¼ hHðyÞ 1ðk 1Þ!
@k1
@qk1
A
X1
k¼0
yk
 !
 b
" #
q¼0
¼ hHðyÞ½Ayk1  ð1 vkÞb ð16Þ
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yk ¼ vkyk1 þM1ðhHðyÞ½Ayk1  ð1 vkÞbÞ: ð17Þ
If we take y0 = 0, then from these terms we can obtain the ﬁrst
several approximations to the solution of (1);
y1 ¼ hM1HðyÞb;
y2 ¼ y1 þM1ðhHðyÞAy1Þ ¼ ðIþ hM1HðyÞAÞ
y1 ¼ ðIþ hM1HðyÞAÞðhM1HðyÞbÞ;
y3 ¼ y2 þM1ðhHðyÞAy2Þ ¼ ðIþ hM1HðyÞAÞ
y2 ¼ ðIþ hM1HðyÞAÞ2ðhM1HðyÞbÞ;
..
.
And in general
yn ¼ ðIþ hM1HðyÞAÞyn1; n ¼ 1; 2; . . .
If we take H(y) = I, then the solution can be written as
y ¼
X1
i¼0
ðIþ hM1AÞiðhM1bÞ: ð18Þ
For the convergence of the above method we refer the reader
to Liao’s work [6]. Furthermore, the following Lemma is use-
ful for the convergence of above method.
Lemma 2.1 20. The series
P1
i¼0A
i convergence if and only if the
spectral radius of A less than one (i.e, q(A)<1).
Therefore the series (18) converges if and only if
q(I + ⁄M1A)< 1.
We can prove that the convergence of the above method for a
class of well-known matrices as the following;
Deﬁnition 2.1 (1–4). A real n · n matrix A= (aij) is called
(i) a Z-matrix if and only if for any i „ j, aij 6 0 ;
(ii) an M-matrix if and only if it is a Z-matrix, nonsingular
and A1P 0 ;
(iii) an H-matrix if and only if ÆAæ= (mij) 2 Rn·n is an M-
matrix, where
mii ¼ jaiij; mij ¼ jaijj; i–j 1 6 i; j 6 n;
Deﬁnition 2.2 (1–4). Let A be a real matrix. The splitting
A=M  N,
(i) Converges if q(M1N) < 1.
(ii) Is calledM-splitting if M is a nonsingular M-matrix and
NP 0.
Lemma 2.2 (1–4). Let A =M  N, be an M-splitting of A.
Then q(M1N)< 1 if and only if A is a nonsingular M-matrix.
Lemma 2.3 (2,3). If A is an H-matrix, then ŒA1Œ 6 Æ Aæ1.
Theorem 2.4. Let A = D  L  U, where D is the diagonal and
L, U, are strictly lower and upper triangular matrices of A,
respectively. Then the series (18) in HAM method converges if
A is an H-matrix, 1 6 ⁄< 0 and M= D or M= D  L.Proof. We only prove M= D; M= D  L can be similarly
veriﬁed.
For M= D;
qðIþ hD1AÞ ¼ qðhD1ðh1Dþ AÞÞ:
Since ⁄< 0,we consider ⁄= a such that 0 < a 6 1. Then
qðIþ hD1AÞ ¼ qðaD1ðð1=aÞDþ AÞÞ
¼ q aD1  1 a
a
 
D ðLþUÞ
  
:
Since 0 < a 6 1, A=M  N is an H-matrix, we see that M is
also an H-matrix and
hAi ¼ 1
a
j Dj|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
M
 1 a
a
j Dj þ jLj þ jUj
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
N
;
is anM-matrix and ÆAæ=M  N isM-splitting. Therefore, by
Deﬁnition 2.2 and Lemma 2.2 we have
q ajDj1 1 a
a
 
jDj þ ðjLj þ jUjÞ
  
< 1:
Furthermore, From Lemma 2.3, ŒD1Œ 6 ŒDŒ1 and,
aD1
1 a
a
Dþ LþU
 
 6 ajD1j 1 aa Dþ LþU
 

6 ajDj1 1 a
a
jDj þ jLj þ jUj
 
:
So that
q aD1  1 a
a
 
D ðLþUÞ
  
6 q aD1 1 a
a
Dþ LþU
 

 
6 q ajDj1 1 a
a
 
jDj þ ðjLj þ jUjÞ
  
< 1:
And the proof is completed. h3. Numerical examples
In this section, we give some examples to illustrate the results
obtained in the previous section
Example 3.1. The coefﬁcient matrix A of (1) is given by:
A ¼
5 1 0 2 1
3 6 0 1 1
2 1 7 2 1
3 0 1 8 2
1 5 1 2 9
2
6666664
3
7777775;
And b ¼ 17 27 39 76 127½ t. The exact solution is
X ¼ 2 3 6 7 10½ T.
Matrix A is an H-matrix. From (18), when ⁄= 1 and
H(y) = I, by using some terms we have,
Table 1 Shows the results of Example 3.2.
n N x ⁄ Iter CPU
10 100 0.0 0.5 147 1.453311
0.7 99 1.055267
1.0 63 0.661414
1.1 77 0.852654
10 100 0.8 0.5 112 1.203719
0.8 62 0.676677
1.1 38 0.428743
1.3 70 0.715836
10 100 1.1 0.5 96 1.105107
0.9 41 0.520153
1.1 28 0.170774
1.3 45 0.608243
15 225 0.0 0.5 184 22.663019
0.8 107 11.570875
1.0 81 7.940693
1.1 127 15.044778
15 225 0.8 0.5 141 16.330652
0.9 68 6.807409
1.1 50 4.271111
1.2 64 5.950185
15 225 1.1 0.5 123 13.695164
1.0 45 4.526209
1.1 37 3.419221
1.3 54 5.154205
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3:4000
4:5000
5:5714
9:5000
14:1111
2
6666664
3
7777775; y1 ¼
1:8778
2:4685
0:3698
2:9492
5:60791
2
6666664
3
7777775; y2 ¼
0:5518
1:3820
0:1424
0:6516
2:1943
2
6666664
3
7777775;
y3 ¼
0:0982
0:5330
0:0875
0:3595
0:9897
2
6666664
3
7777775;
y4 ¼
0:0524
0:1541
0:0094
0:2216
0:3966
2
6666664
3
7777775; y5 ¼
0:0401
0:0554
0:0137
0:0783
0:13961
2
6666664
3
7777775; y6 ¼
0:0145
0:0303
0:0011
0:0182
0:0511
2
6666664
3
7777775;
y7 ¼
0:0031
0:0127
0:0019
0:0075
0:0226
2
6666664
3
7777775;
y 
X7
i¼0
yi ¼
1:9996
2:9967
5:9996
6:9968
9:9933
2
6666664
3
7777775:
Example 3.2. Consider the following convection-diffusion
equation
ðuxx þ uyyÞ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
Du
þdux þ suy ¼ fðx; yÞ;
on the unit square domain X= [0,1] · [0,1], with constant
coefﬁcients d, s and subject to Dirichlet boundary conditions.
Discretization by a ﬁve-point ﬁnite difference operator leads to
a linear system of (1). Where X denotes a vector in a ﬁnite-
dimensional space and A 2 Rn2n2 . With discretization on a
uniform n · n grid, using standard second-order differences
for the Laplacian, and either centered or upwind differences
for the ﬁrst derivatives.
The coefﬁcient matrix has the form
A ¼ tridiagonal½bI; tridiagonal½c; a; d; eI;
b ¼ ð1þ @Þ; c ¼ ð1þ cÞ; a ¼ 4; d ¼ ð1 cÞ; e ¼ ð1 @Þ:
Or with Kronecker product () we obtain,
A ¼ I Tx þ I Ty; Tx ¼ tridiagonal½c; a; d; Ty
¼ tridiagonal½bI; 0; eI;
where @ ¼ sh
2
; c ¼ dh
2
are Reynolds numbers. Furthermore, the
equidistant step-size h= 1/n is used in the discretization and
the natural lexicographic ordering is employed to the un-
knowns and the right-hand side satisﬁes bij = h
2fij(x,y). For
details, we refer to ([21,22] and the references therein).We test convection-diffusion equation, when d= 1, s= 2.
Then, we solved the n2 · n2 M-matrix yielded by HAM. In this
experiment, we choose the right hand side vector, such that
X= (1, 1, . . . , 1)T be solution of AX= b. As a stopping
criterion we choose XPIteri¼0yi 2=kXk2 	 6 1010.
All the numerical experiments presented in this section were
computed in double precision using a MATLAB7 on a PC
with a 1.86 GHz 32-bit processor and 1 GB memory.
In Table 1 we report the CPU time and number of
iterations (Iter) HAM method forM= D  xL with different
x, ⁄ and N= n2.4. Conclusions
In this paper, the homotopy analysis methods (HAM) is ap-
plied for solving the system of Linear equations and derive
conditions to check the convergence of this analytical method.
Finally, some numerical examples have been provided to illus-
trate that the present method is successful in accuracy and con-
vergence speed. Our method yields very accurate approximate
solutions using only few iterates.
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