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En esta memoria se trata de extender el principio variacional unidimensional de primer
orden de Hamilton a los siguientes casos: principio variacional de orden superior con
funciones de una variable, principio variacional de primer orden con funciones de varias
variables (principio variacional mu´ltiple) y principio variacional de segundo orden con
funciones de varias variables. En particular, este u´ltimo caso no se encuentra desarrollado
habitualmente en la literatura del ca´lculo variacional. El objetivo principal es desarrollar la
teor´ıa ba´sica del ca´lculo de variaciones y extenderla de manera sencilla e interesante para
el principio variacional de segundo orden con funciones de varias variables. Finalmente, se
estudian, en cada caso, diversos ejemplos de intere´s en F´ısica y Matema´ticas.
Abstract
Keywords: Variational principles, Hamilton’s Principle, Euler-Lagrange equations
MSC2010: 49S05, 70H03, 70H25, 70H30, 70H50
This work consists in extending Hamilton’s first order unidimensional variational principle
to the following cases: superior order variational principle with a single-variable function,
first order variational principle with multivariable functions and second order variational
principle with multivariable functions. In particular, this case is barely found in other
literature of variational calculus. The aim of this thesis is to show the basic theory of
variational calculus and to develop it in a simple and interesting way and extend it in an
easy way to the second order variational principle with multivariable functions. Finally
we will study, in each case, several examples of interest in Mathematics and Physics.
I´ndice general
Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Cap´ıtulo 1. Principio variacional de primer orden . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1. Principio variacional de Hamilton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Ecuaciones de Euler-Lagrange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3. Ejemplos: Resolucio´n de algunos problemas cla´sicos del ca´lculo de
variaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Cap´ıtulo 2. Principio variacional de orden superior . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1. Principio variacional de Hamilton de orden superior . . . . . . . . . . . . . . . . . . . 9
2. Ecuaciones de Euler-Poisson (o de Euler-Lagrange de orden superior) . . 11
3. Ejemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Cap´ıtulo 3. Principio variacional mu´ltiple de primer orden con funciones de
varias variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1. Principio variacional de Hamilton generalizado . . . . . . . . . . . . . . . . . . . . . . . . 15
2. Ecuaciones de Ostrograsdkii (o de Euler-Lagrange para funciones de
varias variables) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3. Ejemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Cap´ıtulo 4. Principio variacional mu´ltiple de orden superior con funciones
que dependen de varias variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1. Principio de Hamilton generalizado de orden superior . . . . . . . . . . . . . . . . . . 21
2. Ecuaciones de Ostrogradskii de orden superior . . . . . . . . . . . . . . . . . . . . . . . . . 22
3. Ejemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Bibliograf´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1
INTRODUCCIO´N 1
Introduccio´n
El estudio de mı´nimos constituye una de las ramas ma´s potentes en la formu-
lacio´n de modelos matema´ticos que definen la configuracio´n de sistemas f´ısicos.
Adema´s, algunos de los me´todos nume´ricos de integracio´n, tales como el me´todo
de los elementos finitos, esta´n disen˜ados dentro de un marco de minimizacio´n de
los elementos. En este escrito se desarrollara´ el ana´lisis matema´tico ba´sico de los
principios de minimizacio´n no lineal en espacios de dimensio´n infinita de funciones,
ma´s conocido como ca´lculo de variaciones.
El ca´lculo de variaciones, tal y como lo conocemos, nacio´ en el an˜o 1744 cuando
Leonhard Euler publico´ su conocido ”Methodus inveniendi lineas curvas maximi mi-
nimive proprietate gaudentes, sive solutio problematis isoperimetrici latissimo sensu
accepti”. En este se recoge la formulacio´n general de los problemas variacionales,
identificando diferentes formas de ecuaciones-solucio´n y dando un sistematizacio´n
para derivar estos. Adema´s, incluye una extensa clasificacio´n de los diferentes tipos
de problemas con una coleccio´n de 66 ejemplos. Sin embargo, el intere´s del mun-
do matema´tico en este campo empezo´ an˜os atra´s (1696) cuando Johann Bernoulli
publico´ una carta en la Acta Eruditorum donde propuso resolver el problema de la
braquistocrona que consiste en
Dados dos puntos A y B en un plano vertical, encontrar el camino
de A a B que la part´ıcula atravesara en menor tiempo, teniendo en
cuenta que la u´nica aceleracio´n de esta viene causada por la fuerza
de la gravedad.
Es bien conocido que este problema fue resuelto, entre otros, por Newton, Leibinz
y Jacob y Johannes Bernoulli. Desde entonces gran cantidad de problemas han
sido planteados y resueltos por una gran variedad de ce´lebres autores tales como:
Lagrange, Legendre, Jacobi, Edgeworth, Poe, Rieman, Dirichlet o Weierstrass. Al-
gunos de los ejemplos ma´s recientess basados en el ca´lculo de variaciones son la
Teoria Morse y la Teoria de control.
El objetivo de este trabajo es introducir al lector en el ca´lculo de variaciones y
desarrollar diferentes te´cnicas en los diferentes tipos de problemas que se puedan
hallar. Para esto se definen los problemas de una manera ba´sica y se familiariza al
lector con el ca´lculo variacional a trave´s de ejemplos.
Esta tesis se ha estructurado en 4 cap´ıtulos. El Cap´ıtulo 1 introduce al lector en
los conceptos ba´sicos del ca´lculo de variaciones estudiando el principio ma´s simple
en este campo, y se introducen los conceptos fundamentales como son la funcio´n
lagrangiana y la accio´n, entre otros. En este primer caso la funcio´n lagrangiana
depende a lo sumo de derivadas de primer orden de las funciones consideradas,
que son funciones de una variable. Se detalla el principio variacional de Hamilton
y se definen las ecuaciones de Euler-Lagrange. Al final de este cap´ıtulo se da una
explicacio´n de algunos de los problemas cla´sicos. El segundo cap´ıtulo se entiende
como una continuacio´n del primero, puesto que se considera el mismo principio con
el estudio de lagrangianas que dependen, adema´s de todo lo anterior, de derivadas
de orden superior. En el tercer cap´ıtulo se considera un caso ma´s general del ca´lculo
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de variaciones y se define el principio variacional de Hamilton generalizado junto
con las ecuaciones de Ostrogradskii. En este caso se consideran funciones de varias
variables y lagrangianas que dependen de estas, y a lo sumo de derivadas de primer
orden. El Cap´ıtulo 4 es una generalizacio´n de todo lo anterior: ahora las funciones
dependen de varias variables, y las lagrangianas dependen adema´s de derivadas de
orden superior. Este u´ltimo cap´ıtulo constituye la parte principal de esta memoria
ya que los primeros cap´ıtulos se pueden encontrar desarrollados de manera usual
en la literatura del ca´lculo de variaciones, pero no as´ı este u´ltimo caso que es dif´ıcil
de hallar si no se acude a textos muy especializados. En la presentacio´n que aqu´ı se
hace, se utilizan las herramientas anal´ıticas ma´s simples y se desarrolla el principio
variacional siguiendo las mismas pautas que en los casos precedentes.
A lo largo del trabajo se asume que todas las funciones son diferenciables con
continuidad hasta el orden que convenga.
Cap´ıtulo 1
Principio variacional de primer or-
den
En esta primera seccio´n se lleva a cabo el desarrollo de los me´todos del ca´lculo de
variaciones para sistemas meca´nicos donde la funcio´n F con la que se construye la
funcio´n F a extremar depende tan solo de una variable x ∈ R, una funcio´n y que
depende de x y la derivada de primer orden de esta y′ , es decir, nuestra funcio´n
sera´ del tipo F(x,y(x),y′)(x).
Algunos ejemplos particulares del ca´lculo de variaciones son el principio de Fermat
en o´ptica, el problema isoperime´trico , el ca´lculo de la superficie mı´nima de revolu-
cio´n, hallar las geode´sicas sobre una superficie o el problema de la braquistocrona.
En la parte final de esta seccio´n se analizaran estos tres u´ltimos ejemplos (tam-
bie´n conocidos como problemas cla´sicos) que, debido a su notoria influencia en el
desarrollo del ca´lculo variacional, se han convertido en los ejemplos ma´s estudiados
dentro de la literatura del ca´lculo de variaciones.
La notacio´n que se va a utilizar a lo largo de esta seccio´n, y a lo largo de este
trabajo, para la mayor comprensio´n del lector es la que sigue:
• Variable de la cual depende nuestra funcio´n a minimizar x.
• La funcio´n variable de nuestro problema y.
• Funciones componentes de y se denotaran como y1, . . . , yn.
• Las derivadas respecto a la variable x de y como y′1, . . . , y′n.
• Funcio´n a extremar( o como llamaremos ma´s adelante Lagrangiana) F .
1. Principio variacional de Hamilton
Para llevar a cabo el planteamiento de los problemas variacionales se debera´n es-
pecificar los siguientes conceptos.
(1) Un conjunto de funciones, que son las variables del problema.
En este primer caso, nuestras funciones sera´n en general, las curvas parame-
trizadas regulares
y : I ⊂ R −→ Rn n ≥ 1
3
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tales que dados dos puntos (x1,y1), (x2,y2) ∈ R×Rn (con x1 < x2), satisfacen
y(x1) = y1 , y(x2) = y2. Estas sera´n nuestras condiciones de contorno.
A este conjunto de funciones lo denotaremos por C(I,Rn).
(2) Las variaciones sobre las variables del problema. En nuestro caso, las funciones
y ∈ C(I,Rn).
Se definen as´ı pues sus variaciones de la siguiente manera:
Definicion 1.1. Sea y ∈ C(I,Rn) una funcio´n que cumple las condiciones
de contorno especificadas para el problema. Una transformacio´n homoto´pica
de y es una funcio´n
G : (−, )× I ⊂ R2 → Rn
(s, x) 7→ G(s, x) ≡ ys(x)
tal que:
(a) G es una funcio´n continua.
(b) G(0, x) = y(x);∀x ∈ I,
(c) G(s, x1) = y1,G(s, x2) = y2;∀s ∈ (−, )
Esta homotopia permite generar una familia de curvas G(s, x) = ys ∈ C(I,Rn);
∀x ∈ I, ∀s ∈ (−, ). Ma´s adelante utilizaremos esta definicio´n para implemen-
tar las variaciones en las funciones de C(I,R) por medio de las variaciones del
para´metro s ∈ R.
(3) Un funcional, que es la magnitud a extremar. Definamos previamente varias
funciones necesarias:
Definicion 1.2. Para toda curva y(x) = (y1(x), y2(x), . . . , yn(x)) ∈ C(I,Rn)
se define su levantamiento a R2n+1 como la curva
y˜ : I ⊂ R→ R2n+1
x 7→ (x; y1(x), . . . , yn(x); y′1(x), . . . , y′n(x))
Definamos adema´s una funcio´n diferenciable
F : R2n+1 → R
(x, y1, . . . , yn, y
′
1, . . . , y
′
n) 7→ F(x, y1, . . . , yn, y′1, . . . , y′n)
De esta manera construimos la funcio´n
F = F ◦ y˜ : R→ R
x 7→ F(x, y1(x), . . . , yn(x), y′1(x), . . . , y′n(x))
y a partir de esta el funcional
F : C(I,Rn)→ R
[y] 7→
∫ x2
x1
F (x) dx =
∫ x2
x1
F(x, y1(x), . . . , yn(x), y′1(x), . . . , y′n(x)) dx
As´ı pues, enunciamos el problema variacional de primer orden como sigue:
Definicion 1.3. ( Principio variacional o de mı´nima accio´n de Hamilton): El pro-
blema variacional planteado por F consiste en la bu´squeda de las soluciones cr´ıticas
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o estacionarias y(x) = (y1(x), . . . , yn(x)) ∈ C(I,R) del funcional F definido previa-
mente que satisfacen las condiciones de contorno con respecto a las transformaciones
homoto´picas de dichas funciones; es decir, tales que
0 =
d
ds
F[ys(x)] =
d
ds
∫ x2
x1
F(x; ys1(x), . . . , ysn, ys′1 (x), . . . , ys′n (x) dx. (1.1)
La funcio´n F se denomina funcio´n Lagrangiana y F recibe el nombre de Accio´n
(asociada a la lagrangiana F).
2. Ecuaciones de Euler-Lagrange
Resolvamos pues el problema variacional planteado .i.e, encontremos las soluciones
cr´ıticas o estacionarias del funcional. Como ya hemos comentado en el principio
variacional de Hamilton (1.1), la condicio´n necesaria para que haya un extremo es
la anulacio´n de la variacio´n del funcional.
0 =
d
ds
∫ x2
x1
F(x; ys1(x), . . . , ysn, ys′1 (x), . . . , ys′n (x)) dx
=
∫ x2
x1
∂
∂s
F(x; ys1(x), . . . , ysn, ys′1 (x), . . . , ys′n (x)) dx
=
∫ x2
x1
n∑
i=1
((
∂F
∂yi
◦ y˜s
)
∂ysi
∂s
+
(
∂F
∂y′i
◦ y˜s
)
∂ys′i
∂s
)
dx (2.1)
Aplicando el me´todo de integracio´n por partes al segundo sumando de (2.1)
∫ x2
x1
(
∂F
∂y′i
◦ y˜s
)
∂
∂s
(
∂ysi
∂x
)
dx =
∫ x2
x1
(
∂F
∂y′i
◦ y˜s
)
∂2ysi
∂s∂x
dx
=
[(
∂F
∂y′i
◦ y˜s
)
∂ysi
∂s
]x2
x1
−
∫ x2
x1
∂ysi
∂s
d
dx
(
∂F
∂y′i
◦ y˜s
)
dx
= −
∫ x2
x1
∂ysi
∂s
d
dx
(
∂F
∂y′i
◦ y˜s
)
dx ∀i = 1, . . . , n (2.2)
Observamos que el primer sumando es nulo ya que las funciones ys(x) tienen ex-
tremos fijos en x1 y x2 o dicho de otra manera y
s
i (x) = yi,∀s ∈ [0, 1]. Luego
∂ysi
∂s
(x1) = 0,
∂ysi
∂s
(x2) = 0 ∀i = 1, . . . , n.
Volviendo a (2.1) obtenemos
0 =
∫ x2
x1
n∑
i=1
∂ysi
∂s
((
∂F
∂yi
◦ y˜s
)
− d
dx
(
∂F
∂y′i
◦ y˜s
))
dx (2.3)
y, dado que las funciones ysi son arbitrarias, sus derivadas parciales tambie´n lo son.
As´ı se concluye que
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0 =
n∑
i=1
((
∂F
∂yi
◦ y˜s
)
− d
dx
(
∂F
∂y′i
◦ y˜s
))
habiendo demostrado el siguiente
Teorema 2.1 Las soluciones del principio variacional de primer orden son las
soluciones del sistema de ecuaciones diferenciales
0 =
n∑
i=1
((
∂F
∂yi
◦ y˜
)
− d
dx
(
∂F
∂y′i
◦ y˜
))
con condiciones de contorno indicadas en el primer apartado de esta seccio´n. Estas
ecuaciones reciben el nombre de ecuaciones de Euler-Lagrange.
Escribiremos de forma ma´s compacta el sistema de ecuaciones diferenciales ordina-
rias de segundo orden
0 = Fyi −
d
dx
Fy′i ∀i = 1, . . . , n (2.4)
3. Ejemplos: Resolucio´n de algunos problemas cla´si-
cos del ca´lculo de variaciones
3.1. Distancia ma´s corta entre dos puntos(geode´sicas)
Las geode´sicas sobre una superficie regular, son aquellas curvas que minimizan la
distancia entre dos puntos sobre la superficie. En nuestro caso debemos hallar la
geode´sica φ(x) = (y(x), z(x)) que une ambos puntos. Para el caso de curvas dadas
en forma explicita, la longitud de un arco de curva entre dos puntos esta dada por
F[φ] =
∫ x2
x1
√
1 + y′(x)2 + z′(x)2dx
Luego el problema se reduce a hallar la funcio´n φ(x) que minimiza esta integral.
Utilizando las ecuaciones de Euler-Lagrange (2.4) obtenemos el siguiente sistema
de ecuaciones:
0 = Fy − d
dx
Fy′ , 0 = Fz − d
dx
Fz′
donde
F(x; y, z, y′, z′) =
√
1 + y′(x)2 + z′(x)2
Dado que
Fy = 0
d
dx
Fy′ = d
dx
y′√
1 + y′2 + z′2
=
y′′
√
1 + y′2 + z′2 − y′y′′+z′z′′√
1+y′2+z′2
1 + y′2 + z′2
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se obtiene
y′′ + y′′z′2 − y′z′z′′ = 0
y de manera ana´loga obtenemos
z′′ + z′′y′2 − z′y′y′′ = 0
Esto es un sistema de ecuaciones diferenciales ordinarias de segundo orden. Utilizan-
do las condiciones de contorno dadas se puede hallar la solucio´n para un problema
dado de de estas caracter´ısticas.
3.2. Superficie mı´nima de revolucio´n
El problema se define como sigue: determinar la curva y = y(x) tal que, al efectuar
un giro completo en torno al eje de las abscisas forme una superficie de a´rea mı´nima.
Como es sabido, el a´rea de una superficie de revolucio´n viene dada por
F[y(x)] = 2pi
∫ x2
x1
y
√
1 + y′2 dx
El problema consiste en hallar la funcio´n y(x) que minimiza esta integral. En ter-
minos de nuestras variables, nuestra funcio´n lagrangiana viene dada por
F(x, y, y′) = y
√
1 + y′2
Aplicando las ecuaciones de Euler-Lagrange se obtiene la e.d.o.
0 = Fy − d
dx
Fy′
donde
Fy =
√
1 + y′2
d
dx
Fy′ = d
dx
yy′√
1 + y′2
=
y′2(1 + y′2) + yy′′
(1 + y′2)3/2
As´ı pues, se obtiene que la solucio´n a este problema es la solucio´n de la ecuacio´n
diferencial ordinaria de segundo orden
1 + y′2 = yy′′
3.3. El problema de la braquistocrona
En 1696 Iohanis Bernoulli publico´ una carta en la que propuso el problema sobre las
l´ıneas de deslizamiento ma´s ra´pido, o braquisto´cronas, a la comunidad matema´tica.
Este problema se define como dados dos puntos A y B, que no pertenecen a una
misma recta vertical, encontrar la l´ınea que los une, que posea la propiedad de que
un punto se deslice de A hasta B en el menor tiempo posible sometido u´nicamente
a la accio´n gravitatoria g. El tiempo buscado queda determinado por el funcional
F[y] =
∫ x2
x1
√
1 + y′(x)2
2gy(x)
dx
8 1. PRINCIPIO VARIACIONAL DE PRIMER ORDEN
Para simplificar el problema, en este caso utilizaremos una expresio´n equivalente a
las ecuaciones de Euler-Lagrange. Cuando el problema es unidimensional, el sistema
en (2.4) se reduce a una u´nica ecuacio´n
∂F
∂y
(x, y(x))− d
dx
(
∂F
∂y′(x, y(x))
)
= 0
que se denomina ecuacio´n de Euler.
La ecuacio´n de Euler es equivalente a
∂F
∂x
(x, y(x)) +
d
dx
(
y′(x)
∂F
∂y′
(x, y(x))−F(x, y(x))
)
= 0
(para demostrarlo basta con desarrollar
d
dx
F(x, y(x)) y d
dx
(
y′(x)
∂F
∂y′
(x, y(x))
)
).
Esta expresio´n es especialmente u´til cuando F no depende de manera expl´ıcita de
x, ya que se reduce a
y′Fy′ −F = cte (3.1)
As´ı pues, utilizando (3.1) obtenemos la ecuacio´n diferencial ordinaria de segundo
orden
1√
2gy
y′2√
1 + y′2
−
√
1 + y′2
2gy
=
1√
2gy
−1√
1 + y′2
= cte
que describe la solucio´n a este problema cla´sico.
Cap´ıtulo 2
Principio variacional de orden supe-
rior
Este caso es una generalizacio´n del anterior. Ahora la funcio´n lagrangiana depende
adema´s de derivadas de orden superior. Escribiremos pues F(x,y(x),y(γ)(x)).
Algunos ejemplos en este segundo caso son el oscilador de Pais-Uhlenbeck [12], la
deformacio´n de una viga, o el movimiento de la punta de una jabalina al ser lanzada
con movimiento parabo´lico. Al final de la seccio´n se desarrollaran varios de estos
ejemplos para familiarizar al lector con el uso de las ecuaciones y el planteamiento
de este tipo de problemas.
Se continuara´ con la notacio´n del primer cap´ıtulo an˜adiendo lo necesario para el
desarrollo de esta. En ese caso:
• Las derivadas de orden superior de y se denotan y(γ).
• Las derivadas de orden superior de las funciones componente yi se escriben
como y
(γ)
i .
1. Principio variacional de Hamilton de orden su-
perior
Volvamos a definir las variables del problema, su variacio´n y el funcional a extremar.
En este caso se describira´ el caso para curvas parametrizadas y : I ⊂ R −→ Rn
(1) Variables del problema
En este caso, necesitaremos que nuestras variables sean curvas diferenciables
2k veces tales que, tanto estas como sus derivadas hasta orden (k−1) cumplan
ciertas condiciones de contorno. Es decir, funciones de la forma y : I ⊂ R −→
Rn tales que
y(x1) = y1 y
′(x1) = y ′1, . . . , y
(k−1)(x1) = y
(k−1)
1
y(x2) = y2 y
′(x2) = y ′2, . . . , y
(k−1)(x2) = y
(k−1)
2
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con
y
(γ)
i = y
(γ)(xi) = y
(γ)
1 (xi), . . . , y
(γ)
n (xi)
Las denotaremos C2k(I,Rn).
(2) Variaciones sobre las funciones que son las variables del problema
Como en el anterior apartado, consideraremos las variaciones de las funciones
variables de nuestro problema por medio de las variaciones del para´metro s:
las variaciones homoto´picas de las funciones. Por otro lado, cuando se defina
la funcio´n y¯[k] esta funcio´n depende de las derivadas de y hasta orden k.
(3) Funcional a extremar
Definamos previamente varias funciones necesarias para construir el funcional
a estudiar.
y¯[k] : I ⊂ R→ Rn(k+1)+1
x 7→ (x; y1(x), . . . yn(x); y′1(x), . . . , y′n(x); . . . y(k)1 (x), . . . , y(k)n (x))
o simplificando la notacio´n
y¯[k] : I ⊂ R→ Rn(k+1)+1
x 7→ (x, yi(x), y(γ)i (x))
Definimos adema´s la funcio´n diferenciable
F : Rn(k+1)+1 → R
(x, yi, y
(γ)
i ) 7→ F(x, yi, y(γ)i )
De esta manera construimos la funcio´n
F = F ◦ y¯[k] : R→ R
x 7→ F(x, yi(x), y(γ)i (x))
y a partir de esta el funcional
F : C2k(I,Rn)→ R
[y] 7→
∫ x2
x1
F (x) dx
7→
∫ x2
x1
F(x, yi(x), y(γ)i (x)) dx
Definicion 1.1. (Principio variacional de Hamilton de orden superior): El proble-
ma variaconal planteado por F consiste en la bu´squeda de las soluciones cr´ıticas o
estacionarias y(x) ∈ C2k(I,Rn) del funcional F definido previamente que satisfacen
las condiciones de contorno con respecto a las transformaciones homotopicas de
dichas funciones; es decir, tales que
0 =
d
ds
F[ys(x)] =
d
ds
∫ x2
x1
F(x, ysi (x), ys(γ)i (x)) dx. (1.1)
La funcio´n F se denomina funcio´n lagrangiana de orden k y F recibe el nombre de
Accio´n (asociada a la lagrangiana F).
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2. Ecuaciones de Euler-Poisson (o de Euler-Lagrange
de orden superior)
A continuacio´n resolvemos el problema variacional planteado. Buscamos las solu-
ciones cr´ıticas del funcional
F[ys(x)] =
∫ x2
x1
F(x, ysi (x), ys(γ)i (x)) dx
respecto a variaciones del para´metro s.
Aplicando las te´cnicas usuales para el ca´lculo de extremos
0 =
d
ds
∫ x2
x1
F(x, ysi (x), ys(γ)i (x)) dx
=
∫ x2
x1
∂
∂s
F(x, ysi (x), ys(γ)i (x)) dx
=
∫ x2
x1
n∑
i=1
k∑
γ=0
((
∂F
∂y
(γ)
i
◦ y¯s[k]
)
∂y
s(γ)
i
∂s
)
dx (2.1)
=
∫ x2
x1
n∑
i=1
(
∂F
∂yi
◦ y¯s[k]
)
∂ysi
∂s
+
(
∂F
∂y′i
◦ y¯s[k]
)
∂ys′i
∂s
+ . . . ,+
(
∂F
∂y
(k)
i
◦ y¯s[k]
)
∂y
s(k)
i
∂s
dx
Para resolver esto, debemos integrar por partes el segundo sumando una vez, dos
veces el tercero, etc, hasta el u´ltimo sumando que deberemos integrar k veces , es
decir, fijando el valor de i,
∫ x2
x1
(
∂F
∂y′i
◦ y¯s[k]
)
∂ys′i
∂s
dx =
[(
∂F
∂y′i
◦ y¯s[k]
)
∂ysi
∂s
]x2
x1
−
∫ x2
x1
∂ysi
∂s
d
dx
(
∂F
∂y′i
◦ y¯[k]
)
dx
...∫ x2
x1
(
∂F
∂y
(k)
i
◦ y¯s[k]
)
∂y
s(k)
i
∂s
dx =
[(
∂F
∂y
(k)
i
◦ y¯s[k]
)
y
s(k−1)
i
∂s
]x2
x1
−
−
[
y
s(k−2)
i
∂s
d
dx
(
∂F
y
(k)
i
◦ y¯s[k]
)]x2
x1
+ . . .+ (−1)k
∫ x2
x1
∂ysi
∂s
dk
dxn
(
∂F
∂y
(k)
i
◦ y¯s[k]
)
dx
Teniendo en cuenta las condiciones de frontera especificadas al principio del cap´ıtu-
lo, se tiene que las variaciones
∂ysi
∂s
=
∂ys′i
∂s
=
∂y
s(′′)
i
∂s
= . . . =
∂y
s(k)
i
∂s
= 0 en x = x1
y x = x2. De esta manera partiendo de (2.1) se obtiene
∫ x2
x1
((
∂F
∂yi
◦ y¯s[k]
)
− d
dx
(
∂F
∂y′i
◦ y¯[k]
)
+ . . .+ (−1)k d
k
dxk
(
∂F
∂y
(k)
i
◦ y¯s[k]
))
∂ysi
∂s
dx = 0
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Tomando en consideracio´n que hemos tomado funciones arbitrarias yi, sus derivadas
tambie´n son funciones arbitrarias, luego podemos concluir(
∂F
∂yi
◦ y¯s[k]
)
− d
dx
(
∂F
∂y′i
◦ y¯s[k]
)
+ . . .+ (−1)k d
k
dxk
(
∂F
∂y
(k)
i
◦ y¯s[k]
)
≡ 0
De esta manera hemos probado el siguiente resultado:
Teorema 2.1 Las soluciones del principio variacional de orden superior son las
soluciones del sistema de ecuaciones diferenciales
n∑
i=1
(
∂F
∂yi
◦ y¯[k]
)
− d
dx
(
∂F
∂y′i
◦ y¯[k]
)
+ . . .+ (−1)k d
k
dxk
(
∂F
∂y
(k)
i
◦ y¯[k]
)
= 0
con condiciones de contorno indicadas al inicio de este cap´ıtulo. Estas ecuaciones
reciben el nombre de ecuaciones de Euler-Poisson.
De forma ma´s compacta escribiremos el sistema de ecuaciones diferenciales ordina-
rias de orden 2k como
Fyi −
d
dx
Fyi′ + . . .+ (−1)k
dk
dxk
Fyi(k) = 0 ∀i = 1, . . . , n (2.2)
3. Ejemplos
3.1. Deformacio´n de una viga ela´stica sujeta por extremos
En este ejemplo se considera un una viga con deformacio´n ela´stica fijada por los
extremos. Se trata de determinar la forma de la viga, o dicho de otra manera,
determinar la anchura de cada seccio´n transversal hasta el eje. Partamos de la
lagrangiana [11], [6] de este sistema, e utilizando las ecuaciones de Euler-Poisson
2.2, lleguemos a la ecuacio´n que describe la solucio´n del problema. Esto es:
F(x, y, y′, y′′) = 1
2
µ(x)y′′2 + ρ(x)y
donde ρ(x) es la densidad lineal y µ(x) para´metro f´ısico que depende del Mo´dulo
de Young del material. Utilizando las ecuaciones de Euler-Poisson para este caso,
Fy − d
dx
Fy′ + d
2
dx2
Fy′′ = 0
se obtiene la ecuacio´n
ρ(x) +
d2
dx2
(
µ(x)y′′
)
= 0
o equivalentemente
ρ(x) + µ′′(x)y′′ + 2µ′(x)y′′′ + µ(x)y(4) = 0
Si se considera la viga homoge´nea, las funciones µ y ρ son constantes y obtenemos
la ecuacio´n
ρ+ µy(4) = 0
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3.2. Dina´mica de la punta de una jabalina
El objetivo de este ejemplo es hallar la ecuacio´n dina´mica que describe el movi-
miento de la punta de una jabalina al ser lanzada en el aire. La lagrangiana [9] que
describe este sistema viene dada por
F(t, x˙i(t), x¨i(t)) = 1
2
3∑
i=1
(x˙i2 − x¨i2)
donde xi representan las coordenadas espaciales, ma´s comunmente representadas
por (x, y, z). Utilizando 2.2 obtenemos
Fxi − ddtFx˙i +
d2
dt′′
Fx¨i = 0
y como
Fxi = 0
d
dt
Fx˙i = ddt x˙
i
d2
dt(2)
Fx¨i = d
2
dt(2)
(−x¨i)
se llega a que la ecuacio´n dina´mica de la punta de una jabalina al ser lanzada viene
dada por el sistema de ecuaciones diferenciales ordinarias
d4xi
dt4
= −d
2xi
dt2
i = 1, 2, 3

Cap´ıtulo 3
Principio variacional mu´ltiple de pri-
mer orden con funciones de varias
variables
En esta seccio´n se replantea el estudio de los problemas variacionales cuando las
funciones a minimizar dependen de varias variables. As´ı pues, en este caso nuestras
fronteras no sera´n puntos de R, sino vectores de Rm. Es decir, nuestra lagrangia-
na sera´ de la forma F(x, yi(x), yiα(x)). Algunos problemas que se podra´n resol-
ver al acabar esta seccio´n son la ecuacio´n de Klein-Gordon, la ecuacio´n cla´sica de
Schro¨dinger, la ecuacio´n de Dirac, la ecuacio´n de Laplace o la ecuacio´n de ondas.
Como en los anteriores cap´ıtulos, al final de este se hara´ un pequen˜o desarrollo de
algunos de estos problemas.
La notacio´n a seguir es la misma que en los anteriores apartados. an˜adiendo algunos
conceptos necesarios. Las derivadas con respecto a las diferentes variables se escribe
como sigue
ysiα(x ) =
∂ysi (x )
∂xα
1. Principio variacional de Hamilton generalizado
Volvamos a definir las variables del problema, su variacio´n y el funcional a extremar.
(1) Variables del problema
En este caso, necesitaremos que las variables del problema variacional sean
funciones que cumplen ciertas condiciones de contorno. Es decir, funciones de
la forma y : D ⊂ Rm −→ Rn ,con m > 1 y n ≥ 1, tales que en la frontera C
,(∂D), de la regio´n D los valores de la funcio´n esta´n dados. En el caso concreto
en el que n > m se tratar´ıa de subvariedades m-dim de Rn; por ejemplo
superficies bidimensionales en R3 o, mas genericamente, hipersuperficies m-
dimensionales en Rm+1. Las denotaremos C(D,Rn).
Para entender mejor las condiciones de contorno en este caso, veamos lo que
sucede en R3: las funciones y son superficies 2-dimensionales que deben pasar
por un contorno C˜. Vease (Figura 1).
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Figura 1. Superficie bidimensional en R3
(2) Variaciones sobre las funciones que son las variables del problema.
Como en el anterior apartado, consideraremos las variaciones de las funciones
variables de nuestro problema por medio de las variaciones del para´metro s.
Definamos de nuevo la funcio´n G:
Definicion 1.1. Sea y ∈ C(D,Rn) una funcio´n que cumple las condiciones
de contorno especificadas para el problema. Una transformacio´n homoto´pica
de y es una funcio´n
G : (−, )×D ⊂ Rm+1 → Rn
(s,x ) 7→ G(s,x ) ≡ ys(x )
tal que:
(a) G es una funcio´n continua.
(b) G(0,x ) = y(x );∀(x ) ∈ D,
(c) G(s, C) = C¯,∀s ∈ (−, )
(3) Funcional a extremar
Volvamos a definir varias funciones necesarias para construir el funcional a
estudiar.
y¯ : D ⊂ Rm → R(m+1)n+1
x 7→ (x , y1(x ), . . . , yn(x ), y11(x ) . . . , y1m(x ), . . . , yn1(x ), . . . ynm(x ))
o simplificando la notacio´n
x 7→ (x , yi(x ), yiα(x ))
F : R(m+1)n+1 → R
(x , yi, yiα) 7→ F(x , yi, yiα)
De esta manera construimos la funcio´n
F = F ◦ y¯ : Rm → R
x 7→ F(x , yi(x ), yiα(x ))
y a partir de esta el funcional
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F : C(D,Rn)→ R
y(x ) 7→
∫
D
F (x ) dx1dx2 . . . dxm
=
∫
D
F(x , yi(x ), yiα(x )) dx1dx2 . . . dxm
Definicion 1.2. (Principio variacional de Hamilton generalizado): El problema
variacional planteado por F consiste en la bu´squeda de las soluciones cr´ıticas o
estacionarias y ∈ C(D,Rn) del funcional F definido previamente que satisfacen las
condiciones de contorno con respecto a las transformaciones homotopicas de dichas
funciones; es decir, tales que
0 =
d
ds
F[ys(x )] =
d
ds
∫
D
F(x , ysi (x ), ysiα(x )) dx1dx2 . . . dxm (1.1)
Utilizaremos la notacio´n
dx1dx2 . . . dxm = d
mx
2. Ecuaciones de Ostrograsdkii (o de Euler-Lagrange
para funciones de varias variables)
Resolvemos una vez ma´s el problema variacional planteado para hallar las ecuacio-
nes.
0 =
d
ds
∫
D
F(x , ysi (x ), ysiα(x ), ysiαβ (x )) dmx
=
∫
D
∂
∂s
F(x , ysi (x ), ysiα(x ), ysiαβ (x )) dmx
=
∫
D
n∑
i=1
((
∂F
∂yi
◦ y¯s
)
∂ysi
∂s
+
m∑
α=1
(
∂F
∂yiα
◦ y¯s
)
∂ysiα
∂s
)
dmx (2.1)
Aplicando el me´todo de integracio´n por partes al segundo sumando de (2.1) y el
teorema de Stokes para formas diferenciales en Rn se obtiene un resultado parecido
al de los anteriores apartados
∫
D
(
∂F
∂yiα
◦ y¯s
)
∂ysiα
∂s
dmx =
∫
D
(
∂F
∂yiα
◦ y¯s
)
∂
∂xα
(
∂ysi
∂s
)
dmx
=
∫
∂D
(
∂F
∂yiα
◦ y¯s
)(
∂ysi
∂s
)
dxm−1α
−
∫
D
(
∂ysi
∂s
)
∂
∂xα
(
∂F
∂yiα
◦ y¯s
)
dmx (2.2)
= −
∫
D
(
∂ysi
∂s
)
∂
∂xα
(
∂F
∂yiα
◦ y¯s
)
dmx (2.3)
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donde se ha usado la notacio´n
dxm−1α = dx1, . . . , dxα−1, dxα+1, . . . , dxm
Debido a que sobre el contorno ∂D se tiene
∂y
∂s
= 0 ya que todas las superficies
admisibles pasan por el mismo contorno C¯, el primer sumando en (2.2) se anula.
Substituyendo la ecuacio´n (2.3) en la ecuacio´n (2.1) se obtiene∫
D
n∑
i=1
((
∂F
∂yi
◦ y¯s
)
∂ysi
∂s
+
m∑
α=1
(
∂ysi
∂s
)
∂
∂xα
(
∂F
∂yiα
◦ y¯s
))
dmx = 0
escrito ma´s convenientemente
∫
D
n∑
i=1
((
∂F
∂yi
◦ y¯s
)
+
m∑
α=1
∂
∂xα
(
∂F
∂yiα
◦ y¯s
))
∂ysi
∂s
dmx = 0
y de aqu´ı, al tratarse de variaciones arbitrarios, se obtiene(
∂F
∂yi
◦ y¯
)
+
m∑
α=1
∂
∂xα
(
∂F
∂yiα
◦ y¯
)
dmx = 0
probando as´ı el siguiente
Teorema 2.1 Las soluciones del principio variacional mu´ltiple de primer orden
con funciones que dependen de varias variables son las soluciones del sistema de
ecuaciones diferenciales(
∂F
∂yi
◦ y¯
)
−
m∑
α=1
∂
∂xα
(
∂F
∂yiα
◦ y¯
)
= 0 ; ∀i = 1, . . . , n
con condiciones de contorno indicadas en el primer apartado de esta seccio´n. Estas
ecuaciones reciben el nombre de ecuaciones de Ostrogradskii(o de Euler-Lagrange
para funciones de varias variables)
Para simplificar la notacio´n escribiremos el sistema de ecuaciones diferenciales de
orden 2
Fyi −
m∑
α=1
∂
∂xα
{Fyiα } ≡ 0 ∀i = 1, . . . , n (2.4)
3. Ejemplos
Los ejemplos que se van a desarrollar en este apartado son la ecuacio´n de ondas
para el caso general y la ecuacio´n de Laplace.
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3.1. Ecuacio´n de ondas
La ecuacio´n de ondas es una de las ecuaciones ma´s estudiadas y conocidas en la gran
mayor´ıa de disciplinas. Su estudio pasa por a´mbitos tan variados como las finanzas
o la mu´sica. La ecuacio´n de ondas se entiende de diversas maneras dependiendo
de la cantidad de variables de las que depende. En el caso de una dimensio´n, el
ejemplo t´ıpico, es el comportamiento de la vibracio´n de una cuerda, como puede
ser la de una guitarra. En el caso 2 dimensional, la membrada de un tambor es
uno de los ejemplos ma´s desarrollados. En el caso de R3, el movimiento de las olas
es el ejemplo ma´s utilizado. En este art´ıculo se halla la ecuacio´n de ondas para el
caso general de m variables utilizando el ca´lculo de variaciones. La lagrangiana [10]
viene dada por
F(t,x , y(x ), y
α
(x )) =
1
2
(
y˙(t,x )2 − ‖∇y(t,x )‖2
)
=
1
2
(
y˙2 −
((
∂y
∂x1
)2
+ . . .+
(
∂y
∂xm
)2)
Aplicando la fo´rmula obtenida en el Teorema 2.1 de este cap´ıtulo y teniendo en
cuenta que
Fy = 0
m∑
α=1
∂
∂xα
{Fyα } =
∂
∂t
{Fyt }+
∂
∂x1
{Fy
1
}+ . . .+ ∂
∂xm
{Fym }
=
∂
∂t
y˙ − ∂
∂x1
y1 − . . .− ∂
∂xm
ym
se obtiene la conocida ecuacio´n de ondas
∂2y
∂t2
=
∂2y
∂x21
+ . . .+
∂2y
∂x2m
o con notacio´n laplaciana
∂2y
∂t2
= ∆y
3.2. Ecuacio´n de Laplace
La ecuacio´n de Laplace es conocida por ser uno de los ejemplos ma´s simples de
ecuaciones diferenciales de segundo orden el´ıpticas. Las soluciones de la ecuacio´n
de Laplace son las funciones armo´nicas. Estas destacan en la teor´ıa de campos del
electromagnetismo, la astronomı´a o dina´mica de fluidos ya que permiten describir
de manera precisa el comportamiento de los potenciales ele´ctrico y gravitacional.
La lagrangiana [10] en este caso viene dada por
F(x , ψ(x ), ψ
α
(x )) =
1
2
|∇ψ(x )|2
y las ecuaciones de Ostrogradskii (2.4) en este caso se escriben como
∂2ψ
∂x21
+ . . .+
∂2ψ
∂x2m
= 0
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que escrita abreviadamente es:
∆ψ = 0
Cap´ıtulo 4
Principio variacional mu´ltiple de or-
den superior con funciones que de-
penden de varias variables
1. Principio de Hamilton generalizado de orden su-
perior
En este u´ltimo apartado se van a estudiar las ecuaciones de Euler-Lagrange del
ca´lculo de variaciones mu´ltiple de orden superior: lo haremos para el caso de or-
den 2 ya que la mayor´ıa de ejemplos de intere´s son de este tipo. Se establecera´n
as´ı pues,lagrangianas que dependen de n funciones que dependen de m variables, y
de sus derivadas de primer y segundo orden. Algunos ejemplos que se deban desta-
car en este tipo de problemas son la ecuacio´n de Korteweg-de Vries, o la ecuacio´n
de la relatividad general de Einstein.
(1) Variables del problema. Para poder estudiar este tipo de problemas, nuestras
variables sera´n funciones de la forma y : D ⊂ Rm −→ Rn diferenciables 4
veces donde, tanto estas como sus derivadas hasta orden 2 cumplan que en la
frontera de la regio´n D los valores de la funcio´n(y recordemos, de sus derivadas)
esta´n dados. Las denotaremos C4(D,Rn).
(2) Variaciones sobre las funciones que son las variables del problema Se conside-
ran las mismas variaciones sobre las funciones que en anterior apartado.
(3) Funcional a extremar: Definamos previamente las funciones necesarias para
construir el funcional a estudiar.
y¯ : D ⊂ Rm → Rr
x 7→ (x , yi(x ), yiα(x ), yiαβ (x ))
donde r = m+ n+mn+
(
mn
2
)
F : Rr → R
(x , yi, yiα , yiαβ ) 7→ F(x , yi, yij , yiαβ )
21
22 4. P.V. DE ORDEN SUPERIOR CON FUNCIONES DE VARIAS VARIABLES
De esta manera construimos la funcio´n
F = F ◦ y¯ : Rm → R
x 7→ F(x , yi(x ), yiα(x ), yiαβ (x ))
y a partir de esta el funcional
F : C4(D,Rn)→ R
[y] 7→
∫
D
F (x ) dmx =
=
∫
D
F(x , yi(x ), yiα(x ), yiαβ (x )) dmx
Enunciemos este u´ltimo principio variacional de la siguiente manera:
Definicion 1.1. (Principio variacional de Hamilton generalizado): El problema
variacional planteado por F consiste en la bu´squeda de las soluciones cr´ıticas o
estacionarias y ∈ C4(D,Rn) del funcional F definido previamente que satisfacen las
condiciones de contorno con respecto a las transformaciones homotopicas de dichas
funciones; es decir, tales que
0 =
d
ds
F[ys(x)] =
∫
D
F(x , ysi (x ), ysiα(x ), ysiαβ (x )) dmx (1.1)
La funcio´n F se denomina funcio´n Lagrangiana de orden k dependiente de m va-
riables y F recibe el nombre de Accio´n (asociada a la lagrangiana F).
2. Ecuaciones de Ostrogradskii de orden superior
Se busca hallar los puntos cr´ıticos del problema variacional, i.e. las funciones cr´ıticas
del funcional
F[ys(x )] =
∫
D
F(x , ysi (x ), ysiα(x ), ysiαβ (x )) dmx
respecto a variaciones arbitrarias del para´metro s. Aplicando las te´cnicas habituales
del ca´lculo de extremos, la solucio´n viene dada a partir del siguiente desarrollo
0 =
d
ds
∫
D
F(x , ysi (x ), ysiα(x ), ysiαβ (x )) dmx
=
∫
D
∂
∂s
F(x , ysi (x ), ysiα(x ), ysiαβ (x )) dmx
=
∫
D
n∑
i=1
((
∂F
∂yi
◦ y¯s
)
∂ysi
∂s
+
m∑
α=1
((
∂F
∂yiα
◦ y¯s
)
∂ysiα
∂s
+
m∑
β=1
(
∂F
∂yiαβ
◦ y¯s
)
∂ysiαβ
∂s
))
dmx
(2.1)
Aplicando el me´todo de integracio´n por partes y el teorema de Stokes se obtiene
un resultado parecido al de los anteriores apartados
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∫
D
(
∂F
∂yiα
◦ y¯s
)
∂ysiα
∂s
dmx =
∫
D
(
∂F
∂yiα
◦ y¯s
)
∂
∂xα
(
∂ysi
∂s
)
dmx
=
∫
∂D
(
∂F
∂yiα
◦ y¯s
)(
∂ysi
∂s
)
dxm−1α (2.2)
−
∫
D
(
∂ysi
∂s
)
∂
∂xα
(
∂F
∂yiα
◦ y¯s
)
dmx
= −
∫
D
(
∂ysi
∂s
)
∂
∂xα
(
∂F
∂yiα
◦ y¯s
)
dmx (2.3)
ya que, al ser funciones y(x) con el mismo borde ∂D el primer sumando es nulo.
Del mismo modo
∫
D
m∑
α,β=1
(
∂F
∂yiαβ
◦ y¯s
)
∂ysiαβ
∂s
dmx =
∫
D
m∑
α,β=1
(
∂F
∂yiαβ
◦ y¯s
)
∂
∂xα
(
∂ysiβ
∂s
)
dmx
=
∫
D
m∑
α,β=1
(
∂F
∂yiαβ
◦ y¯s
)(
∂ysiβ
∂s
)
dm−1xα
−
∫
D
m∑
α,β=1
(
∂ysiβ
∂s
)
∂
∂xα
(
∂F
∂yiαβ
◦ y¯s
)
dmx
= −
∫
D
m∑
α,β=1
(
∂ysiβ
∂s
)
∂
∂xα
(
∂F
∂yiαβ
◦ y¯s
)
dmx
= −
∫
D
m∑
α,β=1
∂
∂xα
(
∂F
∂yiαβ
◦ y¯s
)
∂
∂xk
(
∂ysi
∂s
)
dmx
= −
∫
D
m∑
α,β=1
∂
∂xα
(
∂F
∂xiαβ
◦ y¯s
)(
∂ysi
∂s
)
dm−1xβ
+
∫
D
m∑
α,β=1
(
∂ysi
∂s
)
∂
∂xβ
∂
∂xα
(
∂F
∂xiαβ
◦ y¯s
)
dmx
=
∫
D
m∑
α,β=1
(
∂ysi
∂s
)
∂
∂xβ
∂
∂xα
(
∂F
∂xiα
◦ y¯s
)
dmx .
Volviendo a (2.1), obtenemos
∫
D
n∑
i=1
(
∂ysi
∂s
)[(
∂F
∂yi
◦ y¯s
)
−
m∑
α=1
(
∂
∂xα
(
∂F
∂yiα
◦ y¯s
)
−
−
m∑
β=1
∂
∂xβ
∂
∂xα
(
∂F
∂xiαβ
◦ y¯s
))]
dmx = 0
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y dado que este desarrollo es va´lido para cualquier funcion ysi tambie´n las funciones
∂ysi
∂s
son arbitrarias, luego se concluye que(
∂F
∂yi
◦ y¯
)
−
m∑
α=1
∂
∂xα
(
∂F
∂yiα
◦ y¯
)
+
m∑
α,β=1
∂
∂xβ
∂
∂xα
(
∂F
∂xiαβ
◦ y˜
)
= 0
Este desarrollo se concentra en el teorema que sigue
Teorema 2.1 Las soluciones del principio variacional mu´ltiple de orden 2 con
funciones que dependen de varias variables son las soluciones del sistema de ecua-
ciones diferenciales(
∂F
∂yi
◦ y¯
)
−
m∑
α=1
∂
∂xα
(
∂F
∂yiα
◦ y¯
)
+
m∑
α,β=1
∂
∂xβ
∂
∂xα
(
∂F
∂xiαβ
◦ y˜
)
= 0
con condiciones de contorno indicadas en el primer apartado de esa seccio´n. Estas
ecuaciones reciben el nombre de ecuaciones de Ostrogradskii de orden superior.
Como en los anteriores apartados, escribiremos de manera simplificada estas ecua-
ciones como
Fyi −
m∑
α=1
∂
∂xα
{Fyiα }+
m∑
α,β=1
∂
∂xβ
∂
∂xα
{Fyiβα } ≡ 0 ∀i = 1, . . . , n (2.4)
que son un sistema de edp’s de orden 4.
3. Ejemplos
3.1. Ecuacion de Korteweg-de Vries
La ecuacio´n de Korteweg-de Vries es un modelo que describe la propagacio´n es-
pacial de ondas de longitud larga en medios dispersivos. La propagacio´n de ondas
solitarias en la superficie del agua, en canales poco profundos, es un ejemplo de
medio dispersivo en el que se pueden hallar este tipo de ondas.[8]. La lagrangiana
que describe este sistema f´ısico es [13]
F(t, x,φ,φx,φt,φtx,φtt,φxx) =
1
2
φxφt − φ3x −
1
2
φ2xx (3.1)
donde φ(t, x) es la funcio´n amplitud, t el tiempo, y x la posicio´n espacial. Utilizando
las ecuaciones de Ostrogradskii de orden superior (2.4), y sabiendo que
Fφ = 0
∂
∂tFφt =
∂2φ
∂t∂x
∂
∂xFφx = −6
∂φ
∂x
∂2φ
∂x2
∂
∂t
∂
∂t{Fφtt} = 0
∂
∂t
∂
∂x{Fφtx} = 0
∂
∂x
∂
∂x{Fφxx } = ∂
2
∂x2φxx
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se obtiene la ecuacio´n dina´mica del problema de Korteweg-de Vries
∂2φ
∂t∂x
− 6∂
2φ
∂x
+
∂4φ
∂x4
= 0
donde el primer te´rmino es la elevacio´n de la superficie del agua relativa a su posicio´n
de equilibrio.

Conclusiones
En esta disertacio´n se ha hecho una introduccio´n al ca´lculo de variaciones utilizando
conceptos generales de ca´lculo diferencial y ana´lisis funcional. El formato en el que
se desarrolla el escrito permite al lector familiarizarse de manera ra´pida con esta
te´cnica esencial en el ca´lculo de funciones cr´ıticas o extremas dentro de un problema
de minimizacio´n.
La demostracio´n del teorema de Hamilton y la deduccio´n de las ecuaciones de
Euler-Lagrange en los diferentes casos propuestos en los primeros apartados de
este trabajo, permite poder trabajar con funciones lagrangianas dependientes de
varias variables y/o de derivadas de orden superior. En concreto, gracias a este
primer paso, se ha logrado el objetivo principal de este art´ıculo: describir con la
metodolog´ıa utilizada para el estudio de los otros casos la situacio´n general de
las ecuaciones de Ostrogradskii, es decir, aquellas que derivan de una lagrangiana
dependiente de funciones de varias variables y de derivadas de orden superior.
Para finalizar, se han obtenido algunas de las ecuaciones ma´s usuales en f´ısica
matema´tica, junto con otros ejemplos, a partir de la lagrangiana correspondiente;
en particular, la ecuacio´n de ondas, la ecuacio´n de Laplace, la ecuacio´n de Korteweg-
de Vries, la ecuacio´n de movimiento de la punta de una lanza, y la ecuacio´n de la
deformacio´n de una viga con extremos fijos.
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