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Abstract—Channel state information (CSI)-based fingerprint-
ing via neural networks (NNs) is a promising approach to enable
accurate indoor and outdoor positioning of user equipments
(UEs), even under challenging propagation conditions. In this
paper, we propose a CSI-based positioning pipeline for wireless
LAN MIMO-OFDM systems operating indoors, which relies on
NNs that extract a probability map indicating the likelihood of
a UE being at a given grid point. We propose methods to fuse
these probability maps at a centralized processor, which enables
improved positioning accuracy if CSI is acquired at different ac-
cess points (APs) and extracted from different transmit antennas.
To improve positioning accuracy, we propose the design of CSI
features that are robust to hardware and system impairments
arising in real-world MIMO-OFDM transceivers. We provide
experimental results with real-world indoor measurements under
line-of-sight (LoS) and non-LoS propagation conditions, and for
multi-antenna and multi-AP measurements. Our results demon-
strate that probability fusion significantly improves positioning
accuracy without requiring exact synchronization between APs
and that centimeter-level median distance error is achievable.
Index Terms—Channel-state information (CSI), indoor local-
ization, multi-point fingerprinting, probability fusion.
I. INTRODUCTION
Positioning of mobile user equipment (UE) devices is
essential for a broad range of applications, including navigation,
virtual reality, asset tracking, advertising, industrial automation,
and many more [1]–[4]. While global navigation satellite
system (GNSS) technologies enable ubiquitous positioning
in outdoor environments with a view of the sky, there is no
similarly ubiquitous solution for indoors. In addition, some
of the indoor positioning applications, such as drone or robot
navigation, require centimeter-level precision for executing
their missions, which is not achievable using conventional
GNSS. One class of solutions for indoor positioning uses
infrastructure cameras for visible or infra-red light, viewing
an object of interest which is equipped with either an active
transmitter or passive reflector [5]–[8]. While such systems can
achieve sub-centimeter accuracy, they are expensive, require
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unobstructed views, and may not work in rooms with bright
sunlight.
A. The Challenges of Indoor Positioning using RF signals
An alternative to camera-based positioning methods is to
use radio-frequency (RF) signals [3], [9]–[14]. Often, one
can leverage measurements from existing RF signals used for
wireless communications, enabling localization services with
no additional equipment. However for some RF localization
techniques, there could be a significant cost in calibrating
the infrastructure access points (APs), depending on the
required level of accuracy. For example, achieving meter-
level accuracy with RF time-difference-of-arrival measurements
requires synchronization of the APs with nanosecond accuracy
and knowledge of their locations with sub-meter accuracy.
A type of RF localization technique known as fingerprinting
has the advantage of not requiring AP calibration. Instead, these
techniques rely on the offline creation of an empirical database
that records RF measurements, such as the received signal
strength indicator (RSSI) from multiple APs, as a function
of the UE location. An algorithm then estimates the location
of a UE given its RF measurements and the fingerprinting
database. The database could be created with relatively low
cost, for example, using an RF receiver mounted on a robot
that periodically moves through a space for cleaning.
As an alternative to RSSI measurements, fingerprinting could
instead be based on estimates of the channel state information
(CSI), which is always required for data demodulation. For
wideband MIMO-OFDM systems, complex-valued CSI can be
estimated for each active subcarrier and each transmit-receive
antenna pair, resulting in significantly richer measurement
sets compared to RSSI. CSI-based fingerprinting has been
shown to enable accurate localization in both indoor [11],
[15]–[17] and outdoor [18]–[21] applications. Recently, a
range of CSI-based fingerprinting methods that use machine
learning—rather than sophisticated geometrical models—has
been proposed [15], [16], [19], [20], [22]–[24]. For all of
these methods, carefully designed features from CSI turn
out to be critical, as real-world channels exhibit small-scale
fading and wireless transceivers suffer from a number of
hardware impairments. In addition, most of these methods
rely on supervised learning in order to train a neural network
(NN) that maps CSI to UE position, which requires a dedicated
measurement campaign to acquire CSI and associated ground-
truth position. If relative location information is sufficient,
self-supervised methods known as channel charting [25]–[27]
avoid expensive measurement campaigns. Furthermore, if CSI
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measurements from multiple APs are available, it was shown
in [28], [29] that the accuracy of channel charting methods
can be improved significantly.
B. Contributions
In this paper, we propose a CSI-based positioning pipeline for
multiple-input multiple-output (MIMO) orthogonal frequency-
division multiplexing (OFDM) wireless systems, which lever-
ages the availability of CSI acquired at multiple APs and
from multiple transmit and receive antennas. Our method
builds upon neural networks that map CSI features to what
we call probability maps, which indicate the likelihood of
a UE to be at a predefined grid point in space. To improve
positioning accuracy in scenarios with multiple APs or multiple
transmit antennas, we propose a range of methods that fuse
multiple probability maps in a centralized processor. To improve
robustness of our positioning pipeline to system and hardware
impairments typically arising in IEEE 802.11ac MIMO-OFDM-
based systems, we adapt methods proposed in [19] for cellular
applications. We provide a range of experimental results with
real-world indoor channel measurements under line-of-sight
(LoS) and non-LoS conditions and for multi-antenna and multi-
AP measurements. Our results reveal that probability fusion
improves positioning performance, enables centimeter-level
accuracy, and avoids the need of exact synchronization between
APs while requiring only a small amount of positioning
information to be transferred to a centralized processor.
C. Relevant Prior Art
CSI-based positioning has been studied extensively in the
past; see, e.g., [11], [14]–[17], [20], [23], [24], [30]–[33] and
the references therein. Recent work has focused mainly on
neural network (NN)-based approaches [15], [16], [20], [23],
[23], [24], [34], [35], which (i) do not require geometric
modeling [23], (ii) avoid storage of potentially very large
CSI fingerprint databases [36], and (iii) have the potential to
generalize to areas excluded in the training set [37]. In contrast
to such NN-based approaches, we focus on multi-antenna and
multi-point position in which a NN generates what we call
probability maps, a probabilistic description of UE location
measured at multiple APs and from multiple transmit antennas.
These probability maps can then be fused at a centralized
processor to improve positioning accuracy. References [23],
[24] propose NNs that estimate the likelihood of a UE being
in a certain grid point using one-hot encoded vectors trained
from a fixed number of reference positions. In contrast, we
propose a refined strategy that enables NN training from an
arbitrary set of locations that are not necessarily on a grid.
References [38]–[40] also rely on a probabilistic description of
UE position, but perform positioning using geometrical models
rather than NNs.
NN-based positioning from CSI measurements requires
carefully-designed features, which are robust to small-scale
fading as well as common system and hardware impairments.
The use of beamspace representations to extract the incident
angles has been used in [20], [25], [26], [41]. The conversion
of subcarrier CSI into the delay domain to extract relative time-
of-flight information has been used in [20], [41]–[43]. The use
of cross-correlation in the spatial domain and autocorrelation
in the delay domain has been used in [25], [26] and [19], [27],
[44], respectively. Such methods improve resilience to small-
scale fading and common hardware impairments, including time
synchronization errors as well as residual carrier frequency and
sampling rate offsets. To improve robustness of our positioning
pipeline to small-scale fading as well as system and hardware
impairments that typically arise in IEEE 802.11ac MIMO-
OFDM systems, we propose a set of CSI features that combine
of all these methods.
Virtually all existing positioning methods rely on single-
transmit antenna CSI measurements at a single access point
(AP) or basestation (BS) possibly with multiple receive
antennas. In contrast to these methods, we generate probability
maps for individual transmit antennas, which can then be fused
to improve accuracy while reducing the complexity and storage
of the neural network. Multi-point localization strategies, where
CSI from multiple APs or cellular BSs is combined, have
been proposed in [28], [29] for channel charting. While such
approaches only enable relative localization, they also require
the exchange of CSI features to a centralized processor that
performs channel charting. In contrast to these approaches, we
propose new methods that fuse probability maps generated at
multiple APs (and from multiple transmit antennas), which
not only improves (absolute) positioning accuracy but also
reduces the amount of information that must be transferred to
a centralized processor.
Probability fusion of multiple sensor data such as camera
images [45] is a widely studied subject; see, e.g., [46]–
[48]. Existing outdoor positioning systems, such as GNSS,
triangulation-based methods in cellular systems [49], or indoor
positioning systems such as WorldViz [50] or VICON [51],
already fuse at least three different data sources to produce a
robust position estimate. The methods proposed in this paper
combine probabilistic sensor fusion with CSI-based positioning.
Concretely, we fuse multiple probability maps that indicate
the likelihood of a UE being at a given grid point using
theoretically principled conflation methods put forward in [52].
Such probability conflation methods reduce the amount of
information that must be transmitted to a centralized processor
while (often significantly) improving positioning accuracy under
challenging indoor propagation conditions.
D. Notation
Lowercase boldface letters, uppercase boldface letters, and
uppercase calligraphic letters denote column vectors, matrices,
and sets, respectively. For a matrix A, we denote its transpose
by AT , its Hermitian transpose by AH , its ith row and jth
column by Ai,j , and its ith column by ai. For a vector a, the
kth entry is denoted by ak, the `2 and `1 norms are ‖a‖2 =√∑
k |ak|2 and ‖a‖1 =
∑
k |ak|, respectively, and the real and
imaginary parts are denoted by <(a) and =(a), respectively.
E. Outline
The remainder of this paper is organized as follows. Sec-
tion II describes the operation principle of the proposed
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UE u
x(u)
Wireless
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Probability
fusion
p(u)[1]
p(u)[2]
xˆ(u)
Fig. 1. Overview of the proposed CSI-based multi-antenna and multi-point
positioning system. A user equipment (UE) u at position x(u) transmits pilots
to one or multiple access points (APs), which extract channel state information
(CSI). Each AP then uses CSI to generate a probability map indicating the UE’s
location, which is fused to compute an estimate xˆ(u) of the UE’s position.
positioning pipeline and introduces the MIMO-OFDM chan-
nel model. Section III details NN-based positioning along
with CSI-feature construction. Section IV proposes different
probability fusion methods for multi-antenna and multi-point
data. Section V shows results for real-world indoor channel
measurements. Section VI concludes the paper.
II. OPERATION PRINCIPLE AND SYSTEM MODEL
Our objective is to estimate the position of a UE from CSI
measurements acquired at one or multiple APs. We first outline
the operation principle of the positioning pipeline and then
describe the multi-point MIMO-OFDM system model.
A. Operation Principle
Figure 1 illustrates the basic concept of the proposed multi-
antenna multi-point CSI-based positioning pipeline. The uth UE
at location x(u) transmits pilot sequences from one or multiple
transmit antennas, which are then used to estimate the wireless
channel at one or multiple APs indexed by b = 1, . . . , B
where B is the number of APs. The APs can have one or
many receive antennas. The acquired CSI is then used to
generate a probability map p(u)[b] which contains information
on the location of the uth UE as seen from the bth AP. The
probability map is generated from measured CSI using neural
networks, which have been trained from a dataset containing
CSI-location pairs in a dedicated training phase. Details on the
positioning pipeline are provided in Section III. Ground-truth
location information for neural network training is acquired
via a state-of-the-art multi-camera positioning system. Details
on the measurement setup are provided in Section V-A. The
probability information from all APs is then fused in order to
produce an estimate xˆ(u) of the UE location.
Remark 1. A key limitation of supervised positioning methods
is the requirement of a dedicated training phase to acquire CSI
and associated ground-truth position. Self- or semi-supervised
methods that build on channel charting [18], [25], [53], can be
used to reduce or completely avoid the acquisition of ground-
truth information at the expense of positioning accuracy. An
extension of the proposed positioning pipeline to such self- or
semi-supervised methods is part of ongoing work.
B. Multi-Antenna Multi-Point OFDM System Model
We focus on an IEEE 802.11ac-based wireless communi-
cation system [54], which is also what we used in Section V
to generate our indoor positioning results.1 Concretely, we
consider a multi-antenna UE with MT transmit antennas that
is in range of B multi-antenna APs (or basestations) with
MR antennas each. We consider an OFDM system with W
subcarriers and cyclic prefix length C. The set Ωused contains
the indices of subcarriers associated with tones that have
been trained (corresponding to data and pilot subcarriers); the
set Ωzero contains the indices associated with unused subcarriers.
Consequently, we have Ωused∪Ωzero = {1, . . . ,W}. We assume
that the uth UE is at position x(u) ∈ RD, where D is typically
two or three (representing the spatial location in two or three
dimensions), and is transmitting a pilot symbol (e.g., during the
preamble), which is used at each AP to compute an estimate of
the wireless channel in the frequency domain. The estimated
MR ×MT MIMO channel matrix at subcarrier w = 1, . . . ,W
and at AP b = 1, . . . , B is denoted by H(u)w [b] ∈ CMR×MT . We
call the collection of these channel matrices
H(u)w [b], w = 1, . . . ,W, b = 1, . . . , B, (1)
the CSI associated with UE u; we abbreviate (1) by {H(u)w [b]}.
Remark 2. In what follows, we assume that the delay spread
of the channel plus the maximum timing offset does not exceed
the cyclic prefix length. We furthermore assume C ≤ |Ωused| for
reasons discussed in Section III-A3. Besides that, we allow the
extracted channel estimates to be affected by real-world system
and hardware impairments, such as timing offset, residual
carrier frequency and sampling rate offsets, and phase noise.
Remark 3. We do not require the B APs to acquire the
CSI from the uth UE at the same time instant or perfect
synchronization among APs. The only assumption is that the
CSI measured at each APs is for the same UE, which is
transmitting from approximately the same location x(u); this
includes the case in which the UE is transmitting to multiple
APs in a round-robin fashion or scenarios in which one or
multiple APs are acquiring CSI without decoding the UEs data.
III. CSI-BASED FINGERPRINTING VIA NEURAL NETWORKS
We now detail the proposed multi-antenna multi-point CSI-
based positioning pipeline illustrated in Figure 2. We start
by describing the CSI-feature extraction stage followed by
discussing the NN that generates probability maps. Means to
fuse probability maps to obtain accurate location estimates from
multi-antenna and multi-point data are detailed in Section IV.
A. CSI-Feature Extraction
In order to enable CSI-based positioning, it is critical to
construct robust CSI-features that (i) are unique for a given
UE location, (ii) are robust to small-scale fading effects [18],
[21], [25], [26], [53], and (iii) are resilient to real-world
system and hardware impairments [19], [27]. Clearly, for a
1Many of the proposed techniques can be adapted easily to other MIMO-
OFDM-based wireless communication systems.
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Fig. 2. CSI-based positioning pipeline. (a) Positioning with one AP first
extracts CSI H(u) of the uth UE followed by a feature extraction stage that
produces f (u). A neural network then computes a probability map p(u) that
is used to generate an estimate xˆ(u) of the UEs location. (b) Positioning
with two APs fuses the two extracted probability maps p(u)[1] and p(u)[2]
computed from two different neural networks from AP1 and AP2, respectively,
to generate an estimate xˆ(u) of the UE location.
given UE location x(u), the CSI features extracted from the
estimated CSI {H(u)w [b], w = 1, . . . ,W, b = 1, . . . , B} should
be unique—otherwise, UE location is not uniquely determined.
Furthermore, small-scale fading, e.g., caused by moving objects
in the surrounding area of the UE and APs, should not affect
the CSI features as they are generally difficult to model. Finally,
system and hardware impairments, such as varying transmit
or receive power as well as timing, carrier frequency, and
sampling rate offsets, should not affect the CSI features as they
may vary over time and from UE to UE. We now propose CSI
features (see Figure 2) that address the desired properties (ii)
and (iii), as CSI-feature uniqueness in property (i) is mostly
determined by the physical channel and difficult to control
in practice. We apologize in advance for the rather involved
notation.
1) CSI Normalization: In practical systems, the power
amplifier gain at the UE and the low-noise amplifier gain
at the AP can be set independently by the UE and the AP,
respectively. While the amplifier gain settings are typically
kept constant during transmission of one OFDM frame, the
AP does, in general, not know the UE transmit gain settings.
Furthermore, the path-loss characteristics in indoor applications
depends on the environment. Hence, the receive power is not a
reliable indicator for the distance between the UE and the AP,
and should be ignored. As a result, we normalize the CSI as
follows. Let us define the vector h(u)m,w[n] =
[
H
(u)
w [b]
]
m
as the
mth column of H(u)w [b], which is the CSI vector corresponding
to the mth transmit antenna from the uth UE at subcarrier w.
We then normalize these CSI vectors so that
h¯(u)m,w[b] =
1√
ρ
h(u)m,w[b], ρ =
∑
w∈Ωused
∥∥h(u)m,w[b]∥∥22, (2)
which ensures that they have unit norm over all used subcarriers
and receive antennas. This normalization step ensures that
transmit and receive gains, as well as path loss effects, are
ignored [18], [19], [28], [29], [44], [53]. We note that a more
sophisticated CSI normalization strategy has been proposed
in [25], which requires knowledge of the path-loss exponent.
2) Beamspace Transform: In practice, it has been shown
that converting CSI into more “compact” representations, e.g.,
domains in which the CSI is sparse, can yield improved
positioning performance [18], [19], [28], [29], [44], [53], [55].
In our application, we also transform the normalized CSI from
(2) into the beamspace domain [56]. To this end, we assume
that the antennas at the AP form a uniform linear array (ULA).2
Then, by taking the discrete Fourier transform (DFT) across
the AP array, we obtain the beamspace vectors
hˆ(u)m,w[b] = Dh¯
(u)
m,w[b], (3)
where D is the MR×MR dimensional DFT matrix normalized
so that DHD = IMR . Note that in the beamspace domain,
each entry of the vector hˆ(u)m,w[b] is associated with a specific
beam (or incident angle); for directional channels and large
antenna arrays, the beamspace representation of line-of-sight
(LoS) channels is typically sparse as the signals arrive only
from a small subset of incident angles.
Remark 4. We have observed that for the small antenna arrays
that are typical in IEEE 802.11ac, the beamspace transform
provides only marginal improvements. For massive MIMO
systems, however, the beamspace transform has been shown
in [18], [19], [25] to significantly improve performance.
3) Delay-Domain Transform: In addition to transforming
the normalized CSI into beamspace, we furthermore propose to
transform the frequency (or subcarrier) domain into the delay
domain, as OFDM-based systems typically have only a limited
delay spread (e.g., no larger than the cyclic prefix) and only a
few taps in the impulse responses are significant. To this end,
we define an M -dimensional frequency-domain vector
h˜(u)n,m[b] =
[
[hˆ
(u)
m,1[b]]n, [hˆ
(u)
m,2[b]]n, . . . , [hˆ
(u)
m,W [b]]n
]T
(4)
for a given beam n at AP b and a given UE transmit antenna m.
In words, the vector h˜n,m[b] contains the channel estimates
over all W subcarriers. Ideally, by taking the inverse DFT of the
frequency-domain vector h˜(u)n,m[b], one would obtain the delay-
domain description of the frequency-selective channel from
the mth UE antenna to the bth beam at AP b. Unfortunately,
only the subcarriers indexed by Ωuser are available in practice,
whereas the entries pertaining to the subcarriers indexed
by Ωzero are generally unknown (as they were not trained).
Fortunately, since we assumed that the cyclic prefix length C
is not larger than the number of used subcarriers |Ωused|, one
can estimate the delay-domain coefficients within the cyclic
prefix length. Let Γcp be the set of indices associated to the
channel taps in the delay-domain so that C = |Γcp|. Then, one
2Beamspace transforms for uniform rectangular arrays exist and simply
correspond to two-dimensional DFTs [57].
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can estimate the delay-domain coefficients by computing
t(u)n,m[b] = (DΩused,Γcp)
†[h˜(u)n,m[b]]Ωused . (5)
Here, the delay-domain vector t(u)n,m[b] ∈ C|Γcp| contains the C
dominant taps of the wireless channel between the mth transmit
antenna of UE u and nth beam at AP b, the matrix DΩused,Γcp
contains the rows indexed by Ωused and the columns indexed
by Γcp of the DFT matrix, (·)† denotes the left-pseudoinverse,
and [h˜(u)n,m[b]]Ωused is the subset of the frequency-domain vector
in (4) corresponding to the used subcarriers indexed by Ωused.
Note that the least-squares estimator in (5) is frequently used
to denoise channel vectors in OFDM systems [58].
Remark 5. We have observed that taking the inverse DFT
over the entire frequency-domain vector (4) still works well in
practice and requires lower complexity than the approach in
(5) as one can use an inverse fast Fourier transform (FFT).
4) Autocorrelation: The previous feature-extraction steps
served the purposes of (i) ignoring gain settings in amplifiers
and (ii) to sparsify the CSI in the beamspace and delay domains.
We now propose a method that renders the CSI features robust
to time-synchronization errors, residual carrier frequency offset
(CFO) and sampling rate offset (SRO), and global phase
modulations. The method proposed here is inspired by the
approach proposed recently in [19] for CSI-based positioning
in cellular massive MIMO systems.
Time synchronization errors and residual carrier frequency
offset can be modeled in the discrete-time domain as t[k] =
y[k − δ]ejϕk, where t[k] is the time-domain signal at sample
index k, y[k − δ] is the true received signal with unknown
delay δ caused by synchronization (or frame-start detection)
errors, and ϕ determines the amount of residual3 CFO and
SRO. When computing the “instantaneous4 autocorrelation” of
the signal t[k], we have
Rt[τ ] =
∑
k
t[k]t∗[k + τ − 1] =
∑
k′
y[k′]y∗[k′ + τ − 1], (6)
for τ = 1, 2, . . ., which does no longer depend on on the
time synchronization error δ and the residual CFO. We note
that the instantaneous autocorrelation in (6) also removes any
constant phase offset. For example, if we use the model t[k] =
y[k − δ]ejϕkejω for a fixed phase offset ω ∈ [0, 2pi), then the
autocorrelation is unaffected by that phase offset—such a phase
offset could, for example, arise from small-scale fading.
To improve robustness of our CSI features, we will follow
this approach and compute the instantaneous autocorrelation
not only in the delay domain but also in the beamspace domain.
Let
[
t
(u)
n,m[b]
]
k
be the kth delay-domain sample measured at
the nth beam of AP b transmitted from the mth antenna from
UE u. Then, we compute
R
(u)
t [m, τ, κ, b]
3Practical receivers perform CFO and SRO estimation and compensation;
in practice, however, residual CFO and SRO errors remain [59], [60].
4We are not taking any expectation over the product t[k]t∗[k + τ − 1],
which is in contrast to the method proposed in [19].
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Fig. 3. Neural network (NN) structure at AP b. The NN gθb with weights
and biases contained in the vector θb takes in a CSI-feature vector f (u)[b]
and generates a probability map p(u)[b] that describes the position of UE u.
=
MR∑
n=1
C∑
k=1
[
t(u)n,m[b]
]
k
[
t
(u)
n+κ−1,m[b]
]∗
k+τ−1, (7)
where τ = 1, 2, . . . , 2C and κ = 1, 2, . . . , 2MR. For a given
AP b and UE u, we vectorize the three-dimensional tensor
in (7) so that the vector r(u)[b] ∈ CMRMT2C contains all the
entries of R(u)t [m, τ, κ, b] for m = 1, . . . ,MT, τ = 1, . . . , 2C,
and κ = 1, . . . , 2MR. Finally, to enable the use of off-the-
shelf deep-learning toolboxes, we convert the complex valued
vector r(u)[b] ∈ CMT2C2MR into a 2MT2C2MR-dimensional
real-valued CSI-feature vector as follows:
f (u)[b] =
[
<{r(u)[b]}T ,={r(u)[b]}T
]T
. (8)
In what follows, we will also use CSI features extracted
separately per AP b and per transmit antenna m = 1, . . . ,MT,
which are obtained by vectorizing R(u)t [m, τ, κ, b] in only τ =
1, . . . , 2C and κ = 1, . . . , 2MR and by stacking the real and
imaginary parts in the vector f (u)m [b].
Remark 6. We emphasize that taking the autocorrelation
over the beamspace domain renders the proposed CSI-features
independent to a constant shift in incident angle. While this
may appear counterproductive, i.e., incident angles are a robust
large-scale fading component, we have observed significant
improvements for indoor positioning with IEEE 802.11ac-based
systems. The reason is that the autocorrelation still captures
differences between incident angles, which naturally occur
with multipath propagation. For pure LoS channels, it is not
recommend to compute an autocorrelation in the beamspace
domain.
B. Neural Network Structure
As illustrated in Figure 2, we propose to use one or multiple
neural networks (NN) gθb at each AP b with weights and biases
from all layers contained in the vector θb that takes in CSI
vectors f (u)[b] and generates what we call probability map
p(u)[b] = gθb(f
(u)[b]) (9)
that describes the location of UE u; see Section III-C for
details on probability maps. This probability map is then
fused with probability maps from other APs to extract an
estimated position xˆ(u) of UE u. The neural network structure
is illustrated in Figure 3. We consider a relatively simple six-
layer neural network with input CSI-feature vector f (u)[b] and
output probability-map vector p(u)[b]. All but the last layers
use ReLu activations; the last layer uses a softmax activation
for reasons detailed below. The first and second layer use batch
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normalization (BN) and the first one additionally uses dropout.
The number of activations for each layer is shown in Figure 3;
the dimensions of the input CSI-feature vector f (u)[b] and the
output probability-map vector p(u)[b] depend on the feature
type and the resolution of the probability map, respectively.
C. Probability Maps
Instead of using a NN that directly produces an estimate xˆ(u)
on the true location x(u) of UE u, which is the de-facto standard
approach [15], [16], [19], [20], [22], [23], we propose to use a
probabilistic description of UE location; this has the advantage
that the NN output contains valuable information that can
be used during downstream processing, e.g., (i) to extract
reliability estimates on the estimated UE location and (ii) to
fuse multiple probability maps to improve positioning accuracy
in multi-antenna and/or multi-point scenarios. In addition, a
probabilistic description of location can also resolve “conflicts,”
which may arise if two spatial locations generate similar CSI.
Finally, the concept of probability maps can also improve NN
training for CSI-based positioning.
1) Basics of Probability Maps: We overlay a set of K grid
points gk ∈ RD, k = 1, . . . ,K, over the space that will be used
to perform positioning. Here, D is typically two or three and
represents the number of spatial dimensions used to perform
positioning, and the convex hull over all grid points
H =
{
K∑
k=1
αkgk | (αk ∈ R+,∀k) ∧
K∑
k=1
αk = 1
}
(10)
must include the target area in which localization will be
performed. The probability map p(u)[b] ∈ [0, 1]K represents
the probability of UE u being located exactly at each grid
point, i.e., we have that p(u)k [b] ∈ [0, 1] for k = 1, . . . ,K
and
∑K
k=1 p
(u)
k [b] = 1. Note that the last softmax layer in the
proposed NN structure shown in Figure 3 ensures that the
generated outputs correspond to probability mass functions
(PMFs). Furthermore, if the probabilities contained in p(u)[b]
indeed model the UE’s position, we can compute the expected
location of UE u as follows:
xˆ(u)[b] =
K∑
k=1
gkp
(u)
k [b]. (11)
By defining the D ×K grid point matrix G = [g1, . . . ,gK]
the expected location is simply xˆ(u)[b] = Gp(u)[b]. Hence,
one could easily augment the NN shown in Figure 3 to
directly generate an estimate of the UE location xˆ(u)[b] by
adding an additional output layer that is linear (with weights
corresponding to G and no bias terms) and untrainable.
Remark 7. The selection of grid points can either form an
equispaced rectangular grid for D = 2 (or equispaced cubic
grid for D = 3) that includes the target area or can be chosen
arbitrarily. An example of a rectangular grid is shown in
Figure 4. Irregular grid points may be useful to only cover
locations that are populated or to place grid points at higher
density in areas where higher positioning accuracy is required.
2) Training NNs with Probability Maps: In order to ensure
that the probability maps p(u)[b] generated by the proposed
NN accurately model the location of UE u being at grid
point gk with probability p
(u)
k [b], the network must be trained
accordingly. Assume that we have a training set with CSI
feature vectors {f (u)[b]}U ′u=1 obtained from U ′ distinct locations
{x(u)}U ′u=1. In order to train the NN shown in Figure 3, we need
to compute reference probability maps {p(u)[b]}U ′u=1 associated
with ground-truth positions {x(u)}U ′u=1. Unfortunately, given a
position x(u) there are, in general, infinitely many probability
maps p(u)[b] for which x(u)[b] = Gp(u)[b] holds and p(u)[b]
is a PMF. To address this issue, we propose to select the
probability map for which the error variance is minimized—
this choice only activates probabilities associated with grid
points that are nearby the ground truth location.
To compute such minimum-variance probability maps, we
reiterate that (11) is nothing but the expected location of UE u.
The D ×D covariance matrix is then given by
Cu[b] =
K∑
k=1
p
(u)
k [b](gk − xˆ(u)[b])(gk − xˆ(u)[b])T . (12)
and the combined variance is σ2[b] = tr(C(u)[b]). By defining
the vector v(u) ∈ RK with entries v(u)k [b] = ‖gk − xˆ(u)[b]‖2,
k = 1, . . . ,K, we have that σ2[b] = 〈v(u)[b],p(u)[b]〉. Hence,
we can solve the following convex optimization problem to
learn a minimum-variance probability map p(u)[b] from the
ground-truth location x(u):
minimize
p∈RK
pTv(u)[b]
subject to ‖Gp− x(u)‖ ≤ ε∑K
k=1 pk = 1, pk ∈ [0, 1],∀k.
(13)
Here, ε > 0 can be used to trade-off accuracy vs. variance.
Problems of this form can easily be solved using off-the-shelf
convex solvers, such as CVX [61], or customized solvers that
build on Douglas-Rachford splitting [62]. Note that if a ground-
truth position is outside the convex hull H spanned by the grid
points as defined in (10), then the optimization problem may
no longer be feasible5; for positions within the convex hull,
the optimization problem in (13) is always feasible.
Remark 8. For grid points on a equispaced D = 2 grid, the
problem in (13) can be simplified by identifying the nearest
four grid points (two in x-direction; two in y-direction) to the
target location x(u) and assign the nonzero probabilities to
these four grid points while minimizing the variance.
After learning the minimum-variance probability maps
{x(u)}U ′u=1 for each ground-truth position x(u), we can learn the
NN parameters θb. To this end, we use extracted CSI-features
{f (u)[b]}U ′u=1 and the probability maps {p(u)}U
′
u=1 associated
with ground-truth position {x(u)}U ′u=1, and we train the NN
using a symmetric cross-entropy loss function.
Remark 9. We have observed that learning the NN parameters
using a cross-entropy loss instead of training the same network
augmented with an additional untrainable grid point layer G
with a mean-square error loss between estimated and ground
truth position resulted in superior positioning accuracy.
5Uniqueness depends on the choice of the trade-off parameter ε.
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IV. PROBABILITY FUSION
As illustrated in Figure 2(b), we are interested in fusing
multiple probability maps obtained from different APs and/or
transmit antennas in order to improve positioning accuracy.
We now propose three different methods for probability fusion:
Probability conflation, Gaussian conflation, and NN-based
probability fusion. A comparison of these three probability
fusion approaches is shown in Section V.
A. Probability Conflation
Assume that we have multiple neural networks that generate
different probability maps for a given UE u, e.g., obtained from
different APs p(u)[b] , b = 1, . . . , B, or from different transmit
antennas p(u)m [b], m = 1, . . . ,MT, or a combination of both.
To simplify notation, assume that B′ neural networks generate
a collection of B′ probability maps denoted by {p(u)[b]}B′b=1,
irrespective of whether these are obtained from different APs
or transmit antennas. Our goal is now to fuse this collection of
probability maps to a single probability map p¯(u), which can
then be used to generate an improved estimate of the uth UE’s
position by computing the expected position xˆ(u) = Gp¯(u).
The idea of combining multiple PMFs into a single PMF
that more accurately describes the observed quantity has been
widely studied in the literature; see, e.g., [52] and the references
therein. Intuitively, combining PMFs for UE positioning should
automatically give more weight to probability maps with
smaller variance. Ideally, the fused probability map should
provide a more accurate estimate of the UE’s position than
solely using the most reliable probability map. To achieve
this goal, we propose to use probability conflation as put
forward in [52, Def. 2.7]. The approach is straightforward—
simply compute the (unnormalized) sub-PMF via a point-wise
Hadamard product as
µ
(u)
k =
B′∏
b=1
p
(u)
k [b], k = 1, . . . ,K, (14)
followed by normalizing the fused sub-PMF vector µ(u) to the
fused PMF according to
p¯(u) =
µ(u)
‖µ(u)‖1 . (15)
As demonstrated in [52, Sec. 4], probability conflation cannot
improve the amount of information contained in all probability
maps {p(u)[b]}B′b=1, but the resulting conflated PMF can be
shown to be optimal (among other properties) in terms of
minimizing the loss of Shannon information.6
Remark 10. In practice, probability conflation requires one
to pass all probability maps {p(u)[b]}B′b=1 with a total number
of K × B′ real numbers to a centralized processor, which
performs the computations in (14) and (15).
B. Gaussian Conflation
While probability conflation requires the transfer of K ×B′
real numbers, we can use an alternative conflation approach that
6According to [52, Sec. 4], the Shannon information of an event A is
defined as S(A) = − log2(P [A]), where P [A] is the probability of A.
reduces the amount of information transfer. This probability
fusion approach is inspired by the method used to train
probability maps in Section III-C2, where we compute the
mean and variance of a probability map. Let us assume that
the mean UE position xˆ(u) can be modeled as follows:
xˆ(u)[b] = x(u) + e(u)[b]. (16)
Here, x(u)[b] is the true position and the error vector e(u)[b] ∈
RD is assumed to be zero-mean. As shown in (11), given a
probability map p(u)[b], the mean position can be computed
as in (11). By furthermore assuming that the entries in
the error vector e(u)[b] are pairwise uncorrelated (meaning
that the positioning errors in each spatial dimension are
uncorrelated), its covariance matrix K(u)[b] = diag(C(u)[b])
corresponds to the main diagonal of the covariance matrix
C(u)[b] defined in (12). With the model in (16), we have B′
“noisy” observations of the true location x(u). By assuming
that the entries in the error vector e(u)[b] are Gaussian and that
the error vectors are pairwise independent across observations
b = 1, . . . , B′, we can now perform Gaussian conflation as
analyzed in [52, Thm. 6.1]. The optimal combination of mean
positions xˆ(u)[b], b = 1, . . . , B′, in terms of minimizing the
post fusion error covariance (or mean-square error) is given by
xˆ
(u)
d =
∑B′
b=1
[
K(u)[b]
]−1
d,d
xˆ
(u)
d [b]∑B′
b=1
[
K(u)[b]
]−1
d,d
, d = 1, . . . , D. (17)
Intuitively, Gaussian fusion de-weights position estimates with
higher variance. The diagonal entries of the error covariance
matrix K(u) of the fused estimate xˆ(u)d from (17) are given by[
K(u)
]
d,d
=
B′∑
b=1
[
K(u)[b]
]−1
d,d
, d = 1, . . . , D. (18)
Remark 11. In practice, Gaussian conflation requires only B′
mean-variance pairs for each dimension D, which requires a
transfer of 2×D×B′ real numbers to a centralized processor,
which computes an improved location estimate as in (17).
C. Neural-Network-Based Probability Fusion
Besides the two conflation methods discussed above, there
exist other probability fusion methods. A straightforward
approach is to compute simple unweighted average as
xˆ(u) =
1
B′
B′∑
b=1
xˆ(u)[b] =
1
B′
B′∑
b=1
Gp(u)[b], (19)
which is a special case of Gaussian conflation in (17) assuming
that all error variances are equal. While this simple averaging
approach can serve as a simple baseline probability fusion
method, it can be improved by including this idea into a neural
network and optimizing the linear combination weights.
We first train the B′ neural networks gθb , b = 1, . . . , B
′. We
then stack the B′ neural networks along with their individual
probability map outputs p(u)[b], b = 1, . . . , B′, and add a
bias-free linear layer whose weight matrix is initialized with
G¯ =
1
B′
[
G, . . . ,G︸ ︷︷ ︸
B′ times
]
(20)
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to its output. This final linear layer, combined with the stacked
probability map vector
p¯(u) =
[
p(u)[1]T , . . . ,p(u)[B′]T
]T
, (21)
computes xˆ(u) = G¯p¯(u) as in (19). For the same training
set consisting of ground-truth locations {x(u)[b]}U ′u=1 and
associated CSI-feature vectors {f (u)[b]}U ′u=1, we then continue
weight learning of the final layer G¯ by minimizing the mean
distance error (MDE) loss defined as
LMDE =
1
U ′
U ′∑
u=1
∥∥x(u) − xˆ(u)∥∥
2
. (22)
Since we continue learning G¯ after initializing it with the
matrix in (20), we expect this method to perform no worse
than keeping G¯ fixed and performing averaging as in (19).
Remark 12. We note that one could also retrain the weights
and biases contained in θb, b = 1, . . . , B, of the B′ networks
when learning the weights in the matrix G¯. We have, however,
not observed accuracy improvements by doing so.
V. RESULTS
We now evaluate the performance of the proposed posi-
tioning pipeline for a range of indoor CSI measurements. We
first describe the system setup, measurement scenarios, and
performance metrics. We then show accuracy results for a range
of multi-antenna and multi-point probability fusion methods.
A. Measurement Setup
Our measurement setup consists of five components: (i) A
portable UE with wireless LAN (WLAN) connectivity; we
use a Raspberry Pi Model 4 that is equipped with a two-
antenna IEEE 802.11ac transceiver. (ii) A robot equipped
with an embedded processor to move the UE; we use iRobot
Roomba Create 2 controlled by the Raspberry Pi. (iii) A WLAN
AP that enables the extraction of CSI; the AP is equipped
with a four-antenna IEEE 802.11ac transceiver operating at
5 GHz with 80 MHz bandwidth and provides an API to access
the raw per-subcarrier CSI for each receive and transmit
antenna. (iv) A precise positioning system for ground-truth
position extraction; we use use two different systems depending
on the scenario: A WorldViz PPT-N active point tracking
system [50] with sub-millimeter positioning accuracy enabled
by triangulation with four infrared (IR) camera readings of
active IR transmitters, and Vicon Vero passive point tracking
system [51] with sub-millimeter positioning accuracy enabled
by triangulation with twelve motion capture camera readings
of passive reflective markers. (iv) A host computer that is
collecting CSI measurements, running the precision positioning
systems, and controlling the robot. Figure 4 illustrates the
measurement setup.
The data collection procedure is as follows: We control
the robot’s position to follow a predefined path in piecewise
linear movements over two dimensions x = [x1, x2]T . The
Raspberry Pi continuously transmits high-quality images from
an on-board camera to the host PC via the two transmit antennas
MT = 2. At the same time, the AP is receiving data and CSI
AP
Fig. 4. Measurement setup. We use a robot that carries a WLAN transmitter;
one or multiple APs then record CSI measurements. An accurate position
estimate of the robot x(u) is extracted using a multi-camera precision
localization system and recorded for NN training and testing.
(a) (b)
Fig. 5. Floor plans used to perform indoor positioning experiments. (a) Lab
floor plan with an area of 2.5m × 3.8m. (b) Living room (bottom; area
3m× 4.5m) and kitchen (top; area 1.75m× 2m) floor plans. The access point
(AP) locations are marked by circles.
from the four antennas MR = 4, and the precision positioning
system is extracting ground-truth position information; all the
data is stored at the host computer. Since we measure CSI
and ground truth positions from two separate sources, we
first synchronize the operating-system clocks of the Raspberry
Pi and the precision positioning system running at the host
PC via the network time protocol (NTP). We then match the
measurement times of the CSI and the precision positioning
system. For the multi-point measurement, we perform two
separate measurement campaigns, i.e., we first measure CSI at
AP1 and ground-truth position for the entire area and later we
measure CSI at AP2 and ground-truth position while following
approximately the same track with the robot. We then match the
CSI from both APs so that there is less than 3 cm ground-truth
position difference between both measurements.
Remark 13. Since our multi-point measurements are acquired
at two different time instants—more than tens of minutes apart—
our positioning results in Section V-D imply that accurate
positioning from multi-point measurements does not need exact
time synchronization or simultaneous recording of CSI.
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B. Measurement Scenarios
In order to evaluate the proposed multi-antenna and multi-
point probability fusion positioning pipeline, we consider four
different scenarios measured in three different locations: Lab
space, living room, and kitchen. Figure 5 shows the floor plans
of these locations as well as the AP positions.
a) Single-Point LoS Lab Scenario: We collected CSI and
ground-truth position in the lab space shown in Figure 5(a)
under line-of-sight (LoS) conditions. For the training set, the
robot passes through the lab space by following grid-like path
three different times; Figure 6(a) shows the robot’s path. For
the test set, the robot follows a “VIP” shaped path (shown
with blue color).
b) Single-Point Non-LoS Living Room Scenario: We col-
lected CSI and ground-truth position in the living room shown
at the bottom of Figure 5(b) under non-LoS conditions; non-
LoS conditions are achieved by placing AP1 behind a TV.
For the training set, the robot was moving randomly through
a predefined area in the living room; Figure 6(b) shows the
robot’s path. For the test set, the robot follows a “VIP” shaped
path (shown with blue color).
c) Single-Point Non-LoS Kitchen Scenario: We collected
CSI and ground-truth position in the kitchen shown at the
top of Figure 5(b) under non-LoS conditions as we used
AP1. For the training set, the robot was moving randomly
through a predefined area in the kitchen; Figure 6(c) shows the
robot’s path. For the test set, we use 20% randomly selected
measurements from the robot’s path (shown with blue color).
d) Multi-Point LoS Living Room Scenario: We collected
CSI and ground-truth position in the living room area shown
at the bottom of Figure 5(b) under LoS conditions, where
we used both AP1 and AP2. For the training set, we have
recorded CSI at two different times as detailed at the end of
Section V-A, where the robot was following a grid-like path;
Figure 6 shows the robot’s path. For the test set, the robot
follows a rectangular-like path (shown with blue color).
Remark 14. We will make our CSI and ground-truth position
datasets as well as our TensorFlow code available on GitHub
after (possible) acceptance of the paper.
C. Performance Metrics and Positioning Methods
For all experiments, we use the CSI-features detailed in
Section III-A and the NN topology discussed in Section III-B.
For the probability maps, we use a 22× 22 regular rectangular
grid, which results in probability maps of K = 484. In order to
evaluate the positioning performance of the compared methods,
we first obtain position estimates for the test set and then we
compute three different metrics: (i) The mean distance error
(MDE), i.e., the expression in (22) evaluated over the test set,
(ii) the median distance error, and (iii) the 95th percentile error.
The median and 95th percentile distance errors were obtained
by sorting the distances ‖x(u) − xˆ(u)‖2, u = 1, . . . , U ′, of the
test set in ascending order and extracting the 50% and 95%
distances, respectively.
For the multi-antenna and multi-point scenarios, we use the
probability fusion methods discussed in Section IV. Concretely,
we compare the performance of CSI-based positioning for
the following methods. For single-point and single-antenna
experiments, we train a single neural network (NN) for one
transmit antenna and one AP; we label these methods as “1
NN, APb TXm,” where “1 NN” implies that we use a single
NN, b = 1, . . . , B is the AP number, and m = 1, . . . ,MT
the transmit (TX) antenna number. For multi-antenna and/or
multi-point experiments, we use, as a baseline, a single NN
in which we stack all CSI-features f (u)m [b] for b = 1, . . . , B
and m = 1, . . . ,MT in a single long CSI-feature vector;
we label this method as “1 NN, stacked features.” In what
follows, we will compare this method to probability fusion-
based approaches. For fusion-based methods, we train two or
four NNs depending on the scenario. For two transmit antennas
and one AP (i.e., multi-antenna and single-point) or for two
APs and one transmit antenna (i.e., single-antenna and multi-
point), we train two NNs and perform probability fusion from
two probability maps. We consider the following methods: “2
NN, averaging,” where we implement unweighted averaging
as in (19); “2 NN, prob. conflation,” where we implement
probability conflation as detailed in Section IV-A; “2 NN,
Gaussian conflation,” where we implement Gaussian conflation
as detailed in Section IV-B; and “2 NN, NN fusion,” where we
implement the NN-based fusion as detailed in Section IV-C.
For two transmit antennas and two APs (i.e., multi-antenna
and multi-point), we train four NNs and perform probability
fusion from four probability maps; the associated methods are
labeled as “4 NN, averaging,” “4 NN, prob. conflation,” “4
NN, Gaussian conflation,” and “4 NN, NN fusion.”
D. Positioning Results
Figure 7 shows bar plots evaluated on the test sets for multi-
antenna scenarios. Figure 8 shows bar plots evaluated for a
multi-point scenario. Figure 9 shows bar plots for a multi-
antenna multi-point scenario. For all three figures, the left bar
plot shows the mean distance error, the middle bar plot shows
the median distance error, and the right bar plot shows the
95th percentile distance error.
1) Multi-Antenna Results: Figures 7(a), 7(b), and 7(c) show
positioning results corresponding to the multi-antenna scenarios
a), b), and c) detailed in Section V-B. We observe that
when using CSI-features from different transmit antennas but
from a single AP, the accuracy can vary significantly across
antennas. For the probability fusion methods, we see that simple
averaging and NN-based fusion performs equally well. The best
performing methods are the use of a single NN with stacked
features (labeled by “1 NN, stacked features”), as well as
probability conflation (labeled by “2 NN, prob. conflation”) and
Gaussian conflation (labeled by “2 NN, Gaussian conflation”).
2) Multi-Point Results: Figure 8 shows positioning results
corresponding to the multi-point scenario d) detailed in
Section V-B where we only use one transmit antenna. We
observe that the accuracy of using AP1 is superior than that
of AP2. Furthermore, we see that when fusing the probability
maps from AP1 and AP2, probability conflation and Gaussian
conflation performs equally well as the single NN with stacked
features. However, the amount of data to be transferred to a
centralized processor for the Gaussian conflation approach is
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Fig. 6. Ground-truth positions collected for different scenarios: (a) Single-point LoS lab; (b) single-point non-LoS living room; (c) single-point non-LoS
kitchen; (d) multi-point LoS living room. The gradient-colored curves represent locations used for training; the blue curves correspond to the test set.
significantly lower than those of the single NN with stacked
features and probability conflation.
3) Multi-Antenna Multi-Point Results: Figure 9 shows
positioning corresponding to the multi-point scenario d) detailed
in Section V-B where we use both transmit antennas. We see
that the accuracy of the first transmit antenna (TX1) of AP1 is
superior to the other antenna-AP combinations. Furthermore,
we see that Gaussian conflation outperforms all other fusion
approaches for the considered performance metrics.
4) Visualization of Probability Fusion: Figure 10 illustrates
the efficacy of probability fusion, where we show the ground-
truth positions in Figure 10(a) on the test-set for scenario d)
in Section V-B and estimated position using the proposed
methods. Figure 10(b) shows that the estimated locations
at AP2 from the second transmit antenna (TX2) results in
quite a few outliers. When performing a single NN with
stacked features and multiple NNs with Gaussian conflation in
Figure 10(c) in Figure 10(d), respectively, one can see that the
position accuracy significantly improves. Clearly, treating the
information contained in the probability maps as Gaussians
and fusing these mean-variance pairs results in accurate indoor
positioning while only requiring a minimum amount of data
transmission to a centralized processor that performs fusion.
Remark 15. We emphasize that the 1 NN method with a
single stacked feature results in excessively large features in
the first layer, which substantially increases computational
complexity and storage. Furthermore, the stacked feature
approach requires centralized processing of all CSI features,
which requires a large number of data to be transferred to a
centralized processor. In contrast, Gaussian conflation requires
the transfer of only mean-variance pairs to the centralized
processor, while resulting in similar or often superior accuracy.
VI. CONCLUSIONS
We have proposed CSI-based indoor positioning methods that
are able to fuse one or multiple probability maps which describe
the UEs’ positions. We have used a NN-based positioning
pipeline that takes in features designed for MIMO-OFDM-
based systems and are robust to typical hardware impairments,
and generates probability maps. We have proposed three
different fusion methods for the computed probability maps,
which reduce the amount of data to be transferred to a
centralized processor that estimates UE position. To demon-
strate the effectiveness of the proposed positioning methods,
we have evaluated our methods on four real-world indoor
positioning datasets, which include multi transmit-antenna and
multi AP scenarios. Our comparison reveals three facts: (i)
Indoor position accuracy of a few centimeters is possible from
IEEE 802.11ac measurements, (ii) simple probability fusion
techniques can significantly improve positioning accuracy while
reducing the amount of data to be transported to a centralized
processor, and (iii) multi-point probability fusion does not
require accurate synchronization between the APs. We believe
that the proposed probability fusion approach paves the way
for other positioning systems or scenarios in which multiple
features from different sensors are available.
There are many avenues for future work. First and foremost
is the exploration of channel-charting based methods that
reduce the need for dedicated CSI and ground-truth position
measurement campaigns. Second is the development of accurate
positioning pipelines that fuse multiple sensor modalities
(besides CSI) which is part of ongoing work.
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Fig. 7. Bar plots showing mean distance error (left), median distance error (middle), and the 95th percentile distance error (right) evaluated on the test set for
three multi-antenna scenarios: (a) single-point LoS lab scenario, (b) single-point non-LoS living room scenario, and (c) single-point non-LoS kitchen scenario.
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Fig. 8. Bar plots showing mean distance error (left), median distance error (middle), and the 95th percentile distance error (right) evaluated on the test set for
the single-antenna multi-point LoS living room scenario detailed in Section V-B.
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Fig. 9. Bar plots showing mean distance error (left), median distance error (middle), and the 95th percentile distance error (right) evaluated on the test set for
the multi-antenna multi-point LoS living room scenario detailed in Section V-B.
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Fig. 10. Ground-truth locations (a) and estimated location (b), (c), and (d) for the multi-point LoS living room scenario detailed in Section V-B. (b) shows the
performance of using a single NN from AP2 and TX1 (MDE = 11cm); (c) shows the performance of 1 NN with stacked features from 2 APs and 2 TX
antennas (MDE = 4.9cm); and (d) shows the performance of 4 NNs with Gaussian conflation (MDE = 3.7cm).
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