Optimal harvesting for nonlinear size-structured population dynamics  by Kato, Nobuyuki
J. Math. Anal. Appl. 342 (2008) 1388–1398
www.elsevier.com/locate/jmaa
Optimal harvesting for nonlinear size-structured
population dynamics ✩
Nobuyuki Kato
Department of Mathematics, Shimane University, Matsue 690-8504, Japan
Received 15 November 2006
Available online 15 January 2008
Submitted by J. Morgan
Abstract
A harvesting problem is considered for a size structured population model with separable mortality rate and nonlinear fertility
rate. We transform the model to a system of equations and show the existence of a unique solution. We also establish the existence
of an optimal harvesting rate which maximizes the total harvest in a given time interval.
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1. Introduction and preliminaries
We are concerned with nonlinear size-structured population dynamics and their harvesting problems. It is known
that size is one of the most natural and important variables to describe population dynamics for many kinds of species.
In fact, for plants, an individual’s size is important to capture the light to grow. Also, the environment is an important
fact and it actually changes with time. So, it is natural to assume that vital rates such as mortality, fertility and growth
rates depend on size and time. Besides, in more realistic situations, the fertility and mortality rates depend on the
total population as in the Gurtin–MacCamy model for age-dependent population. In particular, we suppose that the
mortality rate is separated by the natural mortality rate and an additional mortality rate due to the limitation of habitat
as studied in [6] for age-dependent population models.
Modeling plant populations in mind, we consider the following harvesting problem:
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(
V (x, t)u
)
x
+ μ(x, t)u(x, t) + Φ(I (t))u(x, t) = −α(t)u(x, t) + f (x, t),
x ∈ [0, l), t ∈ [0, T ],
V (0, t)u(0, t) =
l∫
0
β
(
x, t, J (t)
)
u(x, t) dx, t ∈ (0, T ],
u(x,0) = u0(x), x ∈ [0, l),
I (t) =
l∫
0
m(x)u(x, t) dx, t ∈ [0, T ],
J (t) =
l∫
0
b(x)u(x, t) dx, t ∈ [0, T ].
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(1.1)
Here u(x, t) is the population density of size x ∈ [0, l) at time t ∈ [0, T ]; l ∈ (0,∞] is a maximal size and T is a given
time; V (x, t) represents the growth rate depending on the individual’s size x and time t ; β(x, t, J (t)) is the fertility
rate depending on size x, time t and the total population J (t) weighted by b(x); μ(x, t) is the natural mortality rate
and Φ(I (t)) stands for an external mortality rate which depends on the total population I (t) weighted by m(x); α(t)
is a harvesting rate depending only on time t and f (x, t) stands for a certain inflow.
The harvesting rate α is supposed to belong to the following set:
U = {α ∈ L∞(0, T ) ∣∣ 0 α(t) L, a.e. t ∈ (0, T )},
where L ∈ (0,∞). Let uα denote the solution of (1.1) for given α ∈ U . Then the optimal harvesting problem we
consider here is formulated as
Maximize
T∫
0
l∫
0
g(x)α(t)uα(x, t) dx dt subject to α ∈ U, (1.2)
where g(x) is a weight function. The integral in (1.2) means the total harvest in the time interval [0, T ] and we will
show the existence of an optimal control α∗ ∈ U which maximizes the total harvest.
In this paper, the harvesting rate depends only on time but for applications, it is worth considering the harvesting
rate depending on both size and time. For linear models, Kato [9] considered such a case and obtained the existence of
an optimal control. For age-structured population dynamics, similar optimal harvesting problems have been studied
by Gurtin and Murphy [7] and Anita [2] when the birth rate is linear (i.e., β does not depend on J (t)), and other types
of harvesting problems and control problems have been studied in [1,3–5,11].
Similarly to [2], we will seek the solution having the separated form
u(x, t) = y(t)u˜(x, t). (1.3)
Plugging (1.3) into (1.1), the problem (1.1) is (formally) reduced to the following system of equations on u˜ and y:
u˜t +
(
V (x, t)u˜
)
x
+ μ(x, t)u˜(x, t) = f (x, t)/y(t),
V (0, t)u˜(0, t) =
l∫
0
β
(
x, t, y(t)J˜ (t)
)
u˜(x, t) dx,
u˜(x,0) = u0(x),
J˜ (t) =
l∫
b(x)u˜(x, t) dx,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(1.4)0
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y(0) = 1,
I˜ (t) =
l∫
0
m(x)u˜(x, t) dx.
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
(1.5)
Let (u˜α(x, t), yα(t)) be the solution of (1.4) and (1.5) for given α ∈ U . Then the harvesting problem (1.2) is reduced
to the following:
Maximize
T∫
0
α(t)yα(t)qα(t) dt subject to α ∈ U , (1.6)
where
qα(t) :=
l∫
0
g(x)u˜α(x, t) dx. (1.7)
Let L1+ := L1(0, l;R+) and L∞+ := L∞(0, l;R+). We assume the following assumptions:
(A1) V : [0, l) × [0, T ] → (0,∞) is a bounded continuous function, V (x, t) is of C1-class with respect to x ∈ [0, l)
for each t ∈ [0, T ]; If l < ∞, limx↑l V (x, t) = 0 uniformly for t ∈ [0, T ]; There is a Lipschitz constant LV such
that ∣∣V (x1, t) − V (x2, t)∣∣ LV |x1 − x2|, ∀x1, x2 ∈ [0, l), ∀t ∈ [0, T ].
(A2) β : [0, l) × [0, T ] ×R→R+ is measurable, 0 β(x, t,ψ) β¯ for some β¯ > 0; there is an increasing function
cβ :R+ →R+ such that |β(x, t,ψ1)−β(x, t,ψ2)| cβ(r)|ψ1 −ψ2| for |ψ1|, |ψ2| r , x ∈ [0, l) and t ∈ [0, T ].
(A3) μ : [0, l) × [0, T ] →R+ is measurable, 0 μ(x, t) μ¯ for some μ¯ > 0.
(A4) Φ : R+ → R+ is bounded and locally Lipschitz, i.e., there exists an increasing function cΦ : R+ → R+ such
that |Φ(ψ1) − Φ(ψ2)| cΦ(r)|ψ1 − ψ2| for ψ1, ψ2 ∈R+ with |ψ1|, |ψ2| r .
(A5) f ∈ L∞(0, T ;L1+) and b,m,g ∈ L∞+ .
Remark 1.1. If f ≡ 0, it is not necessary to assume that Φ is bounded in (A4). See Remark 2.5 below.
2. Existence of solution
In this section, we establish the existence of solutions to the system (1.4)–(1.5). To define the solution, we introduce
the characteristic curve ϕ(t; t0, x0) through (x0, t0) ∈ [0, l) × [0, T ] defined by the unique solution of the differential
equation
x′(t) = V (x(t), t), t ∈ [0, T ], x(t0) = x0 ∈ [0, l).
Let z(t) := ϕ(t;0,0) denote the characteristic curve through (0,0) in the (x, t)-plane. For (x, t) ∈ [0, l)× [0, T ] such
that x < z(t), define the initial time τ := τ(t, x) implicitly by the relationship
ϕ(t; τ,0) = x, or equivalently, ϕ(τ ; t, x) = 0. (2.1)
We then introduce a notion of solution to (1.1) as a special case of (4.3) in Section 4 below.
Let α ∈ L∞(0, T ) and let
F(t,φ) =
l∫
0
β(x, t, Jφ)φ(x) dx, (2.2)
G(t,φ)(x) = −μ(x, t)φ(x) − Φ(Iφ)φ(x) + f (x, t) − α(t)φ(x), a.e. x ∈ (0, l), (2.3)
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Jφ :=
l∫
0
b(x)φ(x) dx and Iφ :=
l∫
0
m(x)φ(x)dx. (2.4)
Definition 2.1. A function u ∈ C([0, T ];L1+) is called a solution of (1.1) if u satisfies
u(x, t) =
{
F(τ,u(·,τ ))
V (0,τ ) +
∫ t
τ
GV (s, u(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (0, z(t)),
u0(ϕ(0; t, x)) +
∫ t
0 GV (s,u(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (z(t), l),
(2.5)
where τ = τ(t, x) and GV (t,φ)(x) = G(t,φ)(x) − Vx(x, t)φ(x), a.e. x ∈ (0, l), t ∈ [0, T ] and φ ∈ L1.
On the other hand, we define a solution to the system (1.4)–(1.5) as follows:
Definition 2.2. Let α ∈ L∞(0, T ). A pair of functions (u˜, y), where u˜ ∈ C([0, T ];L1+) and y ∈ C([0, T ];R+) is called
a solution of (1.4)–(1.5) if u˜ and y satisfy the following integrated forms:
u˜(x, t) =
{
Fy(τ,u˜(·,τ ))
V (0,τ ) +
∫ t
τ
Gy,V (s, u˜(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (0, z(t)),
u0(ϕ(0; t, x)) +
∫ t
0 Gy,V (s, u˜(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (z(t), l),
(2.6)
y(t) = exp
(
−
t∫
0
[
Φ
(
I˜ (s)y(s)
)+ α(s)]ds
)
, (2.7)
where τ = τ(t, x), I˜ (s) := ∫ l0 m(x)u˜(x, s) dx, and Fy , Gy,V are given by
Fy(t, φ) :=
l∫
0
β
(
x, t, y(t)Jφ
)
φ(x)dx, Jφ :=
l∫
0
b(x)φ(x) dx,
Gy,V (t, φ)(x) := −μ(x, t)φ(x) − Vx(x, t)φ(x) + f (x, t)/y(t), a.e. x ∈ (0, l), (2.8)
for a.e. t ∈ (0, T ), φ ∈ L1.
We obtain the following existence result.
Theorem 2.3. Assume (A1)–(A5) and let α ∈ L∞(0, T ). For each u0 ∈ L1+, there exists a unique solution (u˜, y) ∈
C([0, T ];L1+) × C([0, T ];R+) of (1.4)–(1.5) and the product u(x, t) = y(t)u˜(x, t) gives a unique solution to (1.1).
Proof. Let Φ¯  0 be an upper bound of Φ(·) and α¯ = ‖α‖L∞(0,T ). Let δ := exp{−(Φ¯ + α¯)T } > 0 and define
CT =
{
v ∈ C[0, T ]: δ  v(t) 1, ∀t ∈ [0, T ]}. (2.9)
For v ∈ C[0, T ], consider the norm ‖v‖λ = supt∈[0,T ] e−λt |v(t)| (λ > 0), which is equivalent to the usual norm on
C[0, T ].
Step 1. Let y ∈ CT be fixed and let Gy(t,φ)(x) := −μ(x, t)φ(x) + f (x, t)/y(t) and Fy(t, φ) as above (2.8). By the
assumptions (A1)–(A5), it is shown that all the assumptions in Theorem 4.1 (in Section 4) are satisfied for G(t,φ) =
Gy(t,φ) and F(t,φ) = Fy(t, φ). Indeed, denoting by b¯ the L∞-norm of b, we can take cF (r) = β¯ + cβ(b¯r)b¯r ,
cG(r) = μ¯ and c+(r) = μ¯, ω1(t) = ‖f (·, t)‖L1/y(t), and ω2(t) ≡ β¯ . Hence there exists a unique function u˜y ∈
C([0, T ];L1+) satisfying (2.6) and the estimate
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L1  e
(β¯+2LV )t‖u0‖L1 +
t∫
0
e(β¯+2LV )(t−s) ‖f (·, s)‖L1
y(s)
ds
 e(β¯+2LV )T
(
‖u0‖L1 +
‖f ‖L1((0,T )×(0,l))
δ
)
=: r0. (2.10)
Step 2. Let I˜ y(t) = ∫ l0 m(x)u˜y(x, t) dx and put
[T h](t) := exp
(
−
t∫
0
[
Φ
(
I˜ y(s)h(s)
)+ α(s)]ds
)
 δ
for each h ∈ CT . Then T maps CT into itself. From (2.10) we have∣∣I˜ y(s)∣∣ m¯r0 =: r1 (m¯ is the L∞-norm of m), (2.11)
and then we can show that
‖T h1 − T h2‖λ  cΦ(r1)r1
λ
‖h1 − h2‖λ.
Hence taking λ > 0 so large that cΦ(r1)r1/λ < 1, T is a contraction on CT and there exists a unique y˜ ∈ CT satisfying
y˜(t) = exp
(
−
t∫
0
[
Φ
(
I˜ y(s)y˜(s)
)+ α(s)]ds
)
. (2.12)
Step 3. Define K : CT → CT by Ky = y˜. We will seek a fixed point of K . It follows from (2.11) and (2.12) that∣∣Ky1(t) − Ky2(t)∣∣= ∣∣y˜1(t) − y˜2(t)∣∣
 cΦ(r1)
( t∫
0
∣∣I˜ y1(s)∣∣∣∣y˜1(s) − y˜2(s)∣∣ds +
t∫
0
∣∣I˜ y1(s) − I˜ y2(s)∣∣∣∣y˜2(s)∣∣ds
)
(2.13)
for y1, y2 ∈ CT . Now, the following lemma is crucial for the argument, and the proof will be given later.
Lemma 2.4. There exists C > 0 such that for y1, y2 ∈ CT , we have
∥∥u˜y1(·, t) − u˜y2(·, t)∥∥
L1  C
t∫
0
∣∣y1(s) − y2(s)∣∣ds, ∀t ∈ [0, T ], (2.14)
and
e−λt
∥∥u˜y1(·, t) − u˜y2(·, t)∥∥
L1 
C
λ
‖y1 − y2‖λ, ∀t ∈ [0, T ]. (2.15)
Once this lemma is shown, we have
e−λt
t∫
0
∣∣I˜ y1(s) − I˜ y2(s)∣∣ds  m¯e−λt
t∫
0
∥∥u˜y1(·, s) − u˜y2(·, s)∥∥
L1 ds 
m¯C
λ2
‖y1 − y2‖λ. (2.16)
It follows from (2.11), (2.13), (2.16) that
e−λt
∣∣y˜1(t) − y˜2(t)∣∣ cΦ(r1)r1
t∫
e−λs
∣∣y˜1(s) − y˜2(s)∣∣ds + cΦ(r1)m¯C
λ2
‖y1 − y2‖λ.
0
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e−λt
∣∣y˜1(t) − y˜2(t)∣∣ ecΦ(r1)r1T cΦ(r1)m¯C
λ2
‖y1 − y2‖λ.
This shows that by taking λ > 0 such as ecΦ(r1)r1T cΦ(r1)m¯C/λ2 < 1, the mapping K is a contraction on CT , and
hence K admits a unique fixed point y ∈ CT . It is evident that (u˜y, y) gives the solution to (1.4)–(1.5).
Step 4. Let u(x, t) = y(t)u˜(x, t). Then u ∈ C([0, T ];L1+) satisfies (2.5). Indeed, by an argument similar to Kato
[8, Lemma 3.1], w(s) := u˜(ϕ(s; t, x), s) is differentiable a.e. on (τ ∗, T ) and
d
ds
w(s) = Gy,V
(
u˜(·, s))(ϕ(s; t, x)), a.e. s ∈ (τ ∗, T ) (2.17)
where τ ∗ = τ(t, x) if x < z(t) and τ ∗ = 0 if x > z(t). Hence we have
(d/ds)u
(
ϕ(s; t, x), s)= (d/ds)[y(s)u˜(ϕ(s; t, x), s)]
= −[Φ(I˜ (s)y(s))+ α(s)]y(s)u˜(ϕ(s; t, x), s)+ y(s)Gy,V (u˜(·, s))(ϕ(s; t, x))
= GV
(
s, u(·, s))(ϕ(s; t, x)).
We then integrate both sides over [τ ∗, t] and obtain (2.5). Here we have used the fact that
lim
s→τ∗ u
(
ϕ(s; t, x), s)=
{
y(τ)
Fy(τ,u˜(·,τ ))
V (0,τ ) = F(τ,u(·,τ ))V (0,τ ) , for a.e. x ∈ (0, z(t)),
y(0)u0(ϕ(0; t, x)) = u0(ϕ(0; t, x)), for a.e. x ∈ (z(t), l).
On the other hand, we may apply Theorem 4.1 directly for F(t,φ) and G(t,φ) defined by (2.2) and (2.3) respec-
tively to conclude that there exists a unique solution of (1.1). Thus by the uniqueness, we find that u(x, t) = y(t)u˜(x, t)
gives the unique solution. 
Proof of Lemma 2.4. Using (2.6), we have
∥∥u˜y1(·, t) − u˜y2(·, t)∥∥
L1 
z(t)∫
0
∣∣Fy1(τ, u˜y1(·, τ ))− Fy2(τ, u˜y2(·, τ ))∣∣/V (0, τ ) dx
+
z(t)∫
0
t∫
τ
∣∣Gy1,V (s, u˜y1(·, s))(ϕ(s; t, x))− Gy2,V (s, u˜y2(·, s))(ϕ(s; t, x))∣∣ds dx
+
l∫
z(t)
t∫
0
∣∣Gy1,V (s, u˜y1(·, s))(ϕ(s; t, x))− Gy2,V (s, u˜y2(·, s))(ϕ(s; t, x))∣∣ds dx
=: I1 + I2 + I3. (2.18)
Note that from (2.10), we have∣∣J u˜y(·, t)∣∣ b¯r0 =: r2 (b¯ is the L∞-norm of b)
for each y ∈ CT . After changing variable τ = τ(t, x), using the assumptions (A2), I1 is estimated as follows:
I1  eLV T
(
β¯ + cβ(r2)r2
) t∫
0
∥∥u˜y1(·, τ ) − u˜y2(·, τ )∥∥
L1 dτ + eLV T cβ(r2)r2r0
t∫
0
∣∣y1(τ ) − y2(τ )∣∣dτ.
Using Fubini’s theorem and changing variable η = ϕ(s; t, x), we have
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t∫
0
∥∥Gy1,V (s, u˜y1(·, s))− Gy2,V (s, u˜y2(·, s))∥∥L1 ds
 eLV T (μ¯ + LV )
t∫
0
l∫
0
∣∣u˜y1(η, s) − u˜y2(η, s)∣∣dη ds + eLV T
t∫
0
∣∣∣∣ 1y1(s) −
1
y2(s)
∣∣∣∣∥∥f (·, s)∥∥L1 ds.
Hence we have the following estimate:
∥∥u˜y1(·, t) − u˜y2(·, t)∥∥
L1  e
LV T
(
cβ(r2)r2 + β¯ + μ¯ + LV
) t∫
0
∥∥u˜y1(·, s) − u˜y2(·, s)∥∥
L1 ds
+ eLV T
(
cβ(r2)r2r0 +
‖f ‖L∞(0,T ;L1)
δ2
) t∫
0
∣∣y1(τ ) − y2(τ )∣∣dτ.
Now by Gronwall’s lemma, (2.14) holds with some constant C > 0. The inequality (2.15) is easily derived
from (2.14). 
Remark 2.5. In Theorem 2.3 and Lemma 2.4, if f ≡ 0, it is not necessary to assume that Φ is bounded in (A4).
For, if f ≡ 0, the estimate in (2.10) holds with r0 := e(β¯+2LV )T ‖u0‖L1 and we can take δ = 0 in the definition of CT
in (2.9).
3. Optimal harvesting
In this section, we consider the reduced optimal harvesting problem (1.6). Let us denote by (u˜α(x, t), yα(t)) the
solution of (1.4)–(1.5) for given α ∈ U , and let qα(t) be the function defined by (1.7). The following lemma is essential.
Lemma 3.1. Suppose {αn} ⊂ U , α ∈ U , and αn converges weakly-star to α in L∞(0, T ). Then yαn converges strongly
to yα in C[0, T ] and qαn converges strongly to qα in C[0, T ].
Proof. For simplicity, let yn(t) := yαn(t). By u˜y(x, t), we denote the solution of (1.4) for each y ∈ C[0, T ]. Let
vn(t) := Φ(I˜ yn(t)yn(t)), where I˜ yn(t) := ∫ l0 m(x)u˜yn(x, t) dx. Then yn(t) is written as
yn(t) = exp
[
−
t∫
0
(
αn(s) + vn(s)
)
ds
]
. (3.1)
Since I˜ yn(t) and yn(t) are bounded, vn(t) is also bounded by some constant M > 0. From (3.1), it is easily seen that
the derivative (yn)′ is bounded by M + L for a.e. on (0, T ). Thus {yn} is precompact in C[0, T ] and there exists a
subsequence denoted by {yn} again such that yn converges to some y∗ in C[0, T ]. On the other hand, since vn is
bounded in L∞(0, T ), we can choose a subsequence denoted by {vn} again such that vn converges weakly-star to
some v in L∞(0, T ). Let yv(t) := exp[−∫ t0 (α(s) + v(s)) ds]. Then yn(t) converges to yv(t), and so y∗ = yv . By
virtue of Lemma 2.4, we find that I˜ yn converges to I˜ yv in C[0, T ]. Thus vn converges to Φ(I˜ yv (·)yv(·)) in C[0, T ],
and hence v(t) = Φ(I˜ yv (t)yv(t)). This implies that yv is the solution of
y′(t) + Φ(I˜ y(t)y(t))y(t) + α(t)y(t) = 0, y(0) = 1.
Hence we obtain yv = yα and we conclude that yαn converges strongly to yα in C[0, T ] without taking subsequence.
Since u˜α is nothing but u˜yα , by Lemma 2.4 again, u˜yn converges to u˜α in C([0, T ];L1). This implies that qαn con-
verges to qα in C[0, T ]. 
From Lemma 3.1, we easily conclude the existence of an optimal harvesting rate:
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Proof. Let d := supα∈U
∫ T
0 α(t)y
α(t)qα(t) dt . Then 0 d < ∞ and there exists αn ∈ U such that
d − 1
n
<
T∫
0
αn(t)y
αn(t)qαn(t) dt  d. (3.2)
Then we can choose a subsequence {αn′ } which converges weakly-star to some α∗ ∈ U ⊂ L∞(0, T ). By Lemma 3.1,
we easily conclude that
T∫
0
αn′(t)y
αn′ (t)qαn′ (t) dt →
T∫
0
α∗(t)yα∗(t)qα∗(t) dt.
Thus from (3.2), α∗ is shown to be an optimal control. 
4. Nonautonomous general model
In this section, we develop the theory of a general model for size-structured population dynamics with time-
dependent birth and aging functions, which has been used in Section 2. The case where the aging and birth functions
are time-independent was considered in [8,10]. See [12] for a general model in age-structured population. For future
and further applications, we will give a more general theory than we actually needed in Section 2. In this section, let
L1 := L1(0, l;RN) and consider the following problem:
ut +
(
V (x, t)u
)
x
= G(t, u(·, t))(x), x ∈ [0, l), a  t  T ,
V (0, t)u(0, t) = F (t, u(·, t)), a  t  T ,
u(x, a) = ua(x), x ∈ [0, l),
⎫⎪⎬
⎪⎭ (4.1)
where 0 a < T ; F and G are supposed to satisfy the following:
(F0) F : [0, T ] × L1 →RN ;
(i) There exists an increasing function cF : [0,∞) → [0,∞) such that |F(t,φ1)−F(t,φ2)| cF (r)‖φ1−φ2‖L1
for all φ1, φ2 ∈ L1 with ‖φ1‖L1 , ‖φ2‖L1  r , ∀t ∈ [0, T ];
(ii) F(·, φ) ∈ L∞(0, T ;RN) for each φ ∈ L1.
(G0) G : [0, T ] × L1 → L1;
(i) There exists an increasing function cG : [0,∞) → [0,∞) such that ‖G(t,φ1) − G(t,φ2)‖L1 
cG(r)‖φ1 − φ2‖L1 for all φ1, φ2 ∈ L1 with ‖φ1‖L1 ,‖φ2‖L1  r , ∀t ∈ [0, T ];
(ii) G(·, φ) ∈ L1(0, T ;L1) for each φ ∈ L1.
(F1) For t ∈ [0, T ] and φ ∈ L1+, F(t,φ) ∈RN+ .
(G1) There exists an increasing function c+ : [0,∞) → [0,∞) such that r > 0, φ ∈ L1+, ‖φ‖L1  r , 0 t  T imply
G(t,φ) + c+(r)φ ∈ L1+.
For (4.1), we have the following existence result.
Theorem 4.1. Let 0  a < T and (F0), (F1), (G0), (G1), (A1) hold. Assume that there exist two functions ω1 and
ω2 ∈ L1(a, T ) satisfying
N∑
i=1
[
F(t,φ)i +
l∫
G(t,φ)i(x) dx
]
 ω1(t) + ω2(t)
N∑
i=1
l∫
φi(x) dx, ∀φ ∈ L1+, a.e. t ∈ (a, T ), (4.2)0 0
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C([a,T ];L1+) of (4.1) in the sense that u satisfies
u(x, t) =
{
F(τ,u(·,τ ))
V (0,τ ) +
∫ t
τ
GV (s, u(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (0, za(t)),
ua(ϕ(a; t, x)) +
∫ t
a
GV (s,u(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (za(t), l),
(4.3)
where τ = τ(t, x), za(t) := ϕ(t;a,0) and
GV (t,φ)(x) := G(t,φ)(x) − Vx(x, t)φ(x), a.e. x ∈ (0, l),
for t ∈ [0, T ], φ ∈ L1. Furthermore, we have the estimate
∥∥u(·, t)∥∥
L1  exp
( t∫
a
ω2(σ ) dσ + 2LV (t − a)
)
‖ua‖L1
+
t∫
a
exp
( t∫
s
ω2(σ ) dσ + 2LV (t − s)
)
ω1(s) ds. (4.4)
Proof. We will proceed along the argument as in [10, Theorem 2.1], [8, Theorems 3.5, 5.2], where the aging and birth
functions are time independent, i.e., G(t,φ) = G(φ) and F(t,φ) = F(φ). First, we will show the local existence of
the solution. Let r > 0 satisfy ‖ua‖L1  r and set
MT :=
{
u ∈ C([a,T ];L1) ∣∣ u(·, a) = ua(·), ‖u‖La,T  2r}.
Define a mapping K on MT by
Ku(x, t) =
{
F(τ,u(·,τ ))
V (0,τ ) +
∫ t
τ
GV (s, u(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (0, za(t)),
ua(ϕ(a; t, x)) +
∫ t
a
GV (s,u(·, s))(ϕ(s; t, x)) ds, a.e. x ∈ (za(t), l),
(4.5)
where τ = τ(t, x) and u ∈ MT . In order to show that K maps MT into itself for sufficiently small T > 0, we estimate
‖Ku(·, t)‖L1 first. Similarly to [10, Theorem 2.1], chosen δ > 0 so small that
eLV δ
[(
cF (2r) + cG(2r) + LV
) · 2rδ +
a+δ∫
a
(∣∣F(s,0)∣∣+ ∥∥G(s,0)∥∥
L1
)
ds
]
+ reLV δ  2r,
it is shown that supatT ‖Ku(·, t)‖L1  2r for T = a + δ. Next, we have to show the continuity of t → Ku(·, t).
For that purpose, we need the following continuity properties along the initial time function τ in addition to
[10, Lemma 3.5]:
Lemma 4.2. Let g ∈ L1(a, t;RN). Then we have
t∫
a
∣∣g(s) − g(τ(tˆ , ϕ(t; s,0)))∣∣ds → 0 as tˆ ↓ t, (4.6)
t∫
a
∣∣g(s) − g(τ(t, ϕ(tˆ; s,0)))∣∣ds → 0 as tˆ ↑ t. (4.7)
The proof of this lemma will be given later. Now, we will make an estimate ‖Ku(·, t) − Ku(·, tˆ )‖L1 for a  t <
tˆ  T . For simplicity, we put B(t) := F(t, u(·, t)) and Gs(x) := GV (s,u(·, s))(x). Then from (4.5) we have
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0
∣∣Ku(x, t) − Ku(x, tˆ )∣∣dx

za(t)∫
0
∣∣∣∣ B(τ)V (0, τ ) − B(τˆ )V (0, τˆ )
∣∣∣∣dx +
za(t)∫
0
∣∣∣∣∣
t∫
τ
Gs
(
ϕ(s; τ,0))ds −
tˆ∫
τˆ
Gs
(
ϕ(s; τˆ ,0))ds
∣∣∣∣∣dx
+
za(tˆ )∫
za(t)
∣∣∣∣∣ua(ϕ(a; t, x))+
t∫
a
Gs
(
ϕ(s; t, x))ds − B(τˆ )
V (0, τˆ )
−
tˆ∫
τˆ
Gs
(
ϕ(s; τˆ ,0))ds
∣∣∣∣∣dx
+
l∫
za(tˆ )
∣∣ua(ϕ(a; t, x))− ua(ϕ(a; tˆ , x))∣∣dx +
l∫
za(tˆ )
∣∣∣∣∣
t∫
a
Gs
(
ϕ(s; t, x))ds −
tˆ∫
a
Gs
(
ϕ(s; tˆ , x))ds
∣∣∣∣∣dx
=: J1 + J2 + J3 + J4 + J5,
where τ = τ(t, x) and τˆ = τ(tˆ , x). Note that B ∈ L∞(a, T ;RN) by the assumption (F0). By changing variable s =
τ = τ(t, x), since
dx
ds
= −V (0, s) exp
( t∫
s
Vx
(
ϕ(σ ; s,0), σ )dσ
)
,
we have
J1 
za(t)∫
0
1
V (0, τ )
∣∣B(τ) − B(τˆ )∣∣dx +
za(t)∫
0
∣∣∣∣ 1V (0, τ ) − 1V (0, τˆ )
∣∣∣∣∣∣B(τˆ )∣∣dx
 eLV T
t∫
a
∣∣B(s) − B(τ(tˆ , ϕ(t; s,0)))∣∣ds + eLV T ‖B‖L∞(a,T ) 1
V1
t∫
a
∣∣V (0, τ(tˆ , ϕ(t; s,0)))− V (0, s)∣∣ds,
where V1 := minatT V (0, t) > 0. By virtue of Lemma 4.2, the right-hand side converges to 0 as tˆ ↓ t . To show that
J2 + J3 + J4 + J5 → 0 as tˆ ↓ t , we just use the argument similar to [10, Theorem 2.1] and omit the details. But here
we must note that some estimates including the term supasT ‖Gs‖L1 should be changed into some integral forms.
For example, supasT ‖Gs‖L1[t − τ(ϕ(tˆ; t,0))] in [10, p. 220] should be replaced by
∫ t
τ (ϕ(tˆ;t,0)) ‖Gs‖L1 ds, etc.
Accordingly, it is shown that K maps MT into itself for T = a + δ with sufficiently small δ > 0. Next, by the same
estimate as in the proof of [10, Theorem 2.1], K is shown to be a contraction mapping for T = a + δ with sufficiently
small δ > 0, and hence we obtain the local existence of solution to (4.1). Uniqueness is shown by the same way as in
[10, Theorem 2.2].
The existence of positive solution under (F1) and (G1) is also established by the same argument as in [8, Theo-
rem 3.5]. Furthermore, under (4.2), we can obtain the global existence of the positive solution in a similar way as in
[8, Theorem 5.2]. Here, we must note that in our case ω1 and ω2 are not constants, so, the estimate [8, (5.3)] should
be replaced by (4.4). Consequently, all the assertions hold. 
Proof of Lemma 4.2. For any ε > 0, choose a continuous function gˆ ∈ C0(a, t;RN) with compact support such that
‖g − gˆ‖L1 < ε, where L1 = L1(a, t;RN). Then we have
t∫
a
∣∣g(s) − g(τ(tˆ , ϕ(t; s,0)))∣∣ds 
t∫
a
∣∣g(s) − gˆ(s)∣∣ds +
t∫
a
∣∣gˆ(s) − gˆ(τ(tˆ , ϕ(t; s,0)))∣∣ds
+
t∫ ∣∣gˆ(τ(tˆ , ϕ(t; s,0)))− g(τ(tˆ , ϕ(t; s,0)))∣∣ds.a
1398 N. Kato / J. Math. Anal. Appl. 342 (2008) 1388–1398By [10, Lemma 3.3(ii)], |s − τ(tˆ , ϕ(t; s,0))| → 0 as tˆ ↓ t , so the second term converges to 0. For the third term, we
change the variable σ(s) = τ(tˆ , ϕ(t; s,0)). Then ϕ(t; s,0) = ϕ(tˆ;σ,0) and taking derivative with respect to σ , by [10,
Lemma 3.4(i)], we find that
ds
dσ
= V (0, σ )
V (0, τ (t;ϕ(tˆ;σ,0))) exp
( tˆ∫
σ
Vx
(
ϕ(η;σ,0), η)dη −
t∫
s
Vx
(
ϕ(η; s,0), η)dη
)
.
Hence we have
t∫
a
∣∣gˆ(τ(tˆ , ϕ(t; s,0)))− g(τ(tˆ , ϕ(t; s,0)))∣∣ds  V ∗
V1
e2LV T
tˆ∫
τ(tˆ;s,0)
∣∣gˆ(σ ) − g(σ )∣∣dσ
 V
∗
V1
e2LV T ‖gˆ − g‖L1,
where V ∗ is an upper bound of V (x, t) and V1 := minatT V (0, t) > 0. Taking limit superior as tˆ ↓ t ,
lim sup
tˆ↓t
t∫
a
∣∣g(s) − g(τ(tˆ , ϕ(t; s,0)))∣∣ds  (1 + V ∗
V1
e2LV T
)
ε,
which shows (4.6). Similarly, (4.7) holds. 
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