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Abstract
Given a group with a bicharacter, we define color analogues of matrices and determine the invariant
theory and trace identities.
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A classical result of Schur and Weyl concerns the actions of the symmetric group Sn and either
the general linear group GL(V ) or the general linear Lie algebra gl(V ) on the tensor power V ⊗n.
The symmetric group acts by permuting the tensors, the general linear group acts by the diagonal
action, and the general linear Lie algebra acts by derivations. Let
ψ : FSn → End
(
V ⊗n
)
and φ : gl(V ) → End(V ⊗n),
where F is the base field. Let A = ψ(FSn) and let B equal to the span of φ(gl(V )). These are
each subalgebras of End(V ⊗n) and the double centralizer theorem states that if char(F ) = 0 and
dim(V ) is finite, then each is the centralizer of the other. It is also possible to identify the kernel
of ψ . The group algebra FSn has a decomposition into two-sided ideals indexed by the partitions
of n,
FSn =
⊕{
Iλ
∣∣ λ ∈ Par(n)}.
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Two important applications of this theory are to invariant theory and the theory of trace identi-
ties. The invariant theory studies maps from End(V )n to either F or End(V ) which are invariant
under simultaneous conjugation by elements of GL(V ). The double centralizer theorem iden-
tifies the invariants as trace polynomials; and knowing the kernel of ψ identifies the relations
between the invariants. These two theorems are referred to as the first and second fundamental
theorems in the invariant theory of the general linear group. In [5], Procesi applied this theory
to trace identities of matrices and proved that all such are consequences of the Cayley–Hamilton
equation.
The relationship between the symmetric group and the general linear Lie algebra was gener-
alized to a relationship between the symmetric group and the general linear Lie superalgebra by
Berele and Regev in [3]. The applications to invariant theory and trace identities were developed
in [1].
Finally, in [4] Fischman and Montgomery proved an analogue of the double centralizer theo-
rem for coquasitriangular Hopf algebras. The main application of their theory was to Lie color
algebras, and we will work with this case rather than the more general one. The double central-
izer theorem deals with the general linear Lie color algebra glα on one side and FSn on the other.
However, the authors chose not to investigate the kernel of the FSn action. We review Fischman
and Montgomery’s work in Section 1, and in Section 2 we compute the kernel. It turns out that
the kernel is the same as the kernel from [3]. Correspondingly, the rest of this paper parallels
that work. In Section 3 we define twisted analogues of some of the basic objects from the su-
peralgebra theory. There is a graded commutative algebra Eα which generalizes the Grassmann
algebra, and using it we define Mα and GLα which generalize the n × n matrices and GL(V )
in the classical case, and Mk, and PL(V ) in the superalgebra case. In Section 4 we identify the
pure trace identities of Mα . These turn out to be the same as the pure trace identities of Mk,
for appropriate k and , and it follows that Mα and Mk, satisfy the same mixed trace identities
and the same ordinary polynomial identities as well. Finally, in Section 5 we identify the GLα
invariant maps from (Mα)n to either Eα or Mα . Just as in the classical case, all such invariants
turn out to be trace polynomials.
1. Definitions
Definition 1.1. Henceforth, F will denote a field of characteristic 0, G will denote a finite abelian
group, and α a bicharacter on G. That is to say, α is a map from G × G to F ∗ that satisfies the
cocycle condition:
α(x + y, z) = α(x, z)α(y, z) and α(x, y + z) = α(x, y)α(x, z),
for all x, y, z ∈ G. This condition implies that α(x, y) = 1 if either x or y is 0, and also that
α(−x, y) = α(x,−y) = α(x, y)−1 for all x, y. We also impose the condition α(x, y)α(y, x) = 1
for all x, y ∈ G. Note that this latter condition implies that all α(x, x) = ±1. We denote by G0
all x with α(x, x) = 1, and G1 all x with α(x, x) = −1. Note that either G = G0 and G1 is
empty, or G0 is a subgroup of index 2.
Example 1.2.
(1) One important example is G = Z2 identified with {0,1} and α(x, y) = (−1)xy .
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α
(
(x, y), (u, v)
)= ωxv−yu,
where ω is a primitive nth root of 1.
(3) We can also combine two bicharacters to get a new bicharacter. So, if α :G × G → R∗ and
β :H ×H → F ∗ then there is a bicharacter (α,β) on G⊕H given by
(α,β)
(
(g1, h1), (g2, h2)
)= α(g1, g2)β(h1, h2).
Definition 1.3. Given a G-graded vector space V =⊕g∈G Vg we grade EndF (V ) in the natural
way, namely,
EndF (V )g =
{
f :V → V ∣∣ ∀h ∈ G, f (Vh) ⊆ Vg+h}.
The general linear Lie color algebra, glα(V ) is defined to be EndF (V ) with the twisted Lie
bracket
[x, y]α = xy − α(x, y)yx.
In the case of G = Z2 as above, glα(V ) is denoted pl(V ) and is called the general linear Lie
superalgebra.
Definition 1.4. Let A =⊕g∈G Ag be an algebra with a G-grading. We say A is G-commutative
if for all homogeneous x ∈ Ag and y ∈ Ah,
xy = α(g,h)yx.
Given a G-graded set X =⋃g∈G Xg we construct the free G-commutative algebra on X which
we denote Fα[X] as the free associative algebra F 〈X〉 modulo the relations xy = α(g,h)yx for
all g,h ∈ G, and all x ∈ Xg , y ∈ Xh. Note that if a1, . . . , an are homogeneous elements of Fα[X]
with non-zero product and σ ∈ Sn then there is an ε ∈ F ∗ depending only on the degrees of the
ai such that
εaσ(1) · · ·aσ(n) = a1 · · ·an.
Example 1.5.
(1) If G = Z2 and X is all degree 1, X = X1, then Fα[X] is the Grassmann algebra on the vector
space with basis X. If G = Z2 and X is not concentrated in degree one, then Fα[X] is the
free supercommutative algebra
F [xi, ej | xi ∈ X0, ej ∈ X1],
where the xi are central and the ej anticommute with each other.
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variables of degree (1,0) and let yj be a set of variables of degree (0,1). Then Fα[X] will
be the algebra F 〈xi, yj 〉 modulo the relations:
xixj = xjxi, yiyj = yjyi,
xiyj = ωyjxi, yj xi = ω−1xiyj ,
where ω is a primitive nth root of 1.
Lest the reader suspect that this algebra is p. i. equivalent to the Grassmann algebra, we point
out that it is a domain with center generated by products xi1 · · ·xin and yj1 · · ·yjn , and that
if we localize at the center we get a division algebra of dimension n2. Hence, Eα[X] is p. i.
equivalent to n× n matrices.
(3) Finally, let α be a bicharacter on G and β a bicharacter on H , we form (α,β) on G ⊕ H
as in the previous example. Then, if X has a G-grading and Y has an H -grading, we have
F (α,β)[X × Y ] = Fα[X] ⊗ Fβ [Y ]. By part (1), this example includes E ⊗E.
We are now in a position to describe Fischman and Montgomery’s theorem. If V is a G-graded
vector space, there are actions of FSn, glα(V ) and G on V ⊗n which we now describe. For proofs
that they are well defined, see Section 2 of [4].
Definition 1.6. The action of Sn on V ⊗n may be defined via
v1 ⊗ · · · ⊗ vn(i, i + 1) = α(g,h)v1 ⊗ · · · ⊗ vi+1 ⊗ vi ⊗ · · · ⊗ vn,
where vi ∈ Vg and vi+1 ∈ Vh. Another way to view this actions is as follows: Let vi be homoge-
neous and let σ ∈ Sn. Choose ai ∈ A, where A is G-commutative and each ai is homogeneous
with the same degree as vi , and a1 · · ·an = 0. Let m :A⊗n → A be the multiplication map. Then
it follows from Definition 1.4 and G-commutativity that
m
(
(a1 ⊗ · · · ⊗ an)σ
)= m(a1 ⊗ · · · ⊗ an),
where σ is a transposition of the type (i, i + 1). Since these transpositions generate all of Sn it
follows that this equations is true for all σ ∈ Sn. Explicitly, if degai = degvi for all i, then
(v1 ⊗ · · · ⊗ vn)σ = εv1 ⊗ · · · ⊗ vn and εaσ(1) · · ·aσ(n) = a1 · · ·an,
for the same ε ∈ F ∗. This leads to an alternate way to define the action. Given vi ∈ V homoge-
neous and a permutation σ , we compute ε from the equation a1 · · ·an = εaσ(1) · · ·aσ(n), and use
it to define (v1 ⊗ · · · ⊗ vn)σ as εvσ(1) ⊗ · · · ⊗ vσ(n).
We denoted by ψ the resulting homomorphism FSn → End(V ⊗n).
Definition 1.7. The action of glα(V ) on V ⊗n is by twisted derivations. As above, we define the
action on homogeneous elements and extend by linearity. Let T ∈ glα(V ) be homogeneous of
degree τ and let each vi ∈ Vgi . Then
T (v1 ⊗ · · · ⊗ vn) =
n∑
εiv1 ⊗ · · · ⊗ T (vi)⊗ · · · ⊗ vn,
i=1
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εi =
∏
j<i
α(τ, gj ).
For future reference, we denote the element of End(V ⊗n) associated with T as T˜ .
Definition 1.8. Given vi homogeneous elements of V , vi ∈ Vgi , and g ∈ G, let A be G-com-
mutative and choose a ∈ Ag and ai ∈ Agi . Then
(aa1)(aa2) · · · (aan) = εana1 · · ·an,
where ε =∏i α(g, gi) depends only on g and the gi . We then define the action of g on V ⊗n via
g(v1 ⊗ · · · ⊗ vn) = εv1 ⊗ · · · ⊗ vn.
It follows from the cocycle condition that this defines a left action of G on V ⊗n.
Theorem 1.9 (Fischman and Montgomery). Let V be a finite dimensional vector space, E =
End(V ⊗n), A = ψ(FSn) and let B ′ be the subalgebra of E generated by G and glα(V ). Then
A is the centralizer of B ′ in E, and B ′ is the centralizer of A.
2. The kernel of ψ
Recall from Definition 1.1 that the group G has a Z2 grading, G = G0 ∪ G1. Using this, we
can give any finite dimensional, G-graded vector space V a Z2 grading via Vi =⊕g∈Gi Vg . Let
k = dimV0 and  = dimV1. Let H(k, ;n) be the set of all partitions of n with at most k parts
greater than or equal to . This set is sometimes called the k ×  hook. Note that if  = 0 then
H(k,0) is the set of partitions with height at most k, sometimes called the strip of height k.
Theorem 2.1. Let FSn have the standard decomposition into two-sided ideals indexed by parti-
tions, FSn =⊕λ∈Par(n) Iλ. Then Iλ is in the kernel of ψ if and only if λ /∈ H(k, ;n).
Proof. Let V have a basis B of elements homogeneous with respect to the G-grading. Let B =
{v1, . . . , vk+} where the first k elements come from V0 (with respect to the Z2-grading) and the
rest come from V1, and let a1 + · · · + ak+ = n. Let V (a1, . . . , ak+) ⊂ V ⊗n be the span of all
tensors of degree ai in each vi . Note that V ⊗n is the direct sum of these subspaces; and moreover,
that each V (a1, . . . , ak+) is an FSn-subspace, cyclic on the vector
v1 ⊗ · · · ⊗ v1︸ ︷︷ ︸
a1
⊗· · · ⊗ vk+ ⊗ · · · ⊗ vk+︸ ︷︷ ︸
ak+
.
The one dimensional space spanned by this vector is a subspace for the Young subgroup Sa1 ×· · · × Sak+ . It follows as in [2] that V (a1, . . . , ak+) has Sn-character the outer tensor product of
one dimensional characters
(a1)⊗ˆ · · · ⊗ˆ(ak)⊗ˆ
(
1ak+
)⊗ˆ · · · ⊗ˆ(1ak+)
and that this character is supported in the hook H(k, ;n). The theorem follows. 
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In the case of G = Z2 the Grassmann algebra E is an important example of a G-commutative
algebra. Using it, one constructs the algebras Mk, for any non-negative integers k, . The algebra
Mk, is a subalgebra of Mk+(E), the (k + ) × (k + ) matrices over E. We studied the trace
identities of that algebra in [1] using the invariant theory of the superalgebra pl(V ). In the present
section we generalize the construction of Mk, to what we will call Mα(W) and develop an
invariant theory for it. The material of this section will parallel [1] very closely.
Definition 3.1. Given a group G with bicharacter α, let X be a G-graded set in which each
Xg is countably infinite. We then define Eα to be the free G-commutative algebra on X. If
X = {x1, x2, . . .} then Eα has as basis the set of all xi1xi2 · · ·xik in which the indices are non-
decreasing. We call such products monomials.
Definition 3.2. Given a G-graded vector space V , let W be the Eα module Eα ⊗V . W admits a
G-grading via Wg =⊕x+y=g(Eα)x ⊗Vy. Then we may consider W to be a graded Eα bimodule
in the sense that, for homogeneous e ∈ Eαg and w ∈ Wh,
ew = α(g,h)we.
It follows from the cocycle condition that w(ef ) = (we)f for all w ∈ W , e, f ∈ Eα . We define
EndEα (W) to be the linear transformations on W which preserve the right action of Eα , T (we) =
T (w)e for all e ∈ Eα and w ∈ W . We can grade EndEα (W) in a natural way via
EndEα (W)g =
{
T ∈ EndEα (W)
∣∣ T (Wh) ⊆ Wg+h, ∀h ∈ G}.
With this grading, if T is homogeneous of degree g and e is homogeneous of degree h then
T (ew) = α(h,g)eT (w) for all w ∈ W .
Remark 3.3. Every F -linear map T :V → W extends uniquely to an element of EndEα (W).
Explicitly, let T =∑Ti with each Ti homogeneous, let e ∈ Eα(W) be homogeneous, and let
v ∈ V , then
T (ev) =
∑
α(degTi,deg e)eTi(v).
In fact, EndEα (W) is isomorphic to Eα ⊗F End(V ).
Definition 3.4. More generally, if M and N are Eα bimodules, homEα (M,N) will denote the
additive maps from M to N which commute with the right action from Eα . The important special
case of homEα (M,Eα) will be denoted M∗. The usual proof from linear algebra shows that if
M = Eα ⊗ V and N = Eα ⊗ U , and V and U are finite dimensional, then homEα (M,N) is
isomorphic to N ⊗M∗.
Definition 3.5. With notation as above, let Mα(W) be the set of all degree preserving Eα maps
on W ,
Mα(W) = {T ∈ EndEα (W) ∣∣ T (Wg) ⊆ Wg, ∀g ∈ G}.
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potheses, Mα(W) will equal the centralizer.
There are other ways to define Mα(W) which are also useful. If we identify EndEα (W,W)
with W ⊗ W ∗, then Mα(W) is spanned by all w ⊗ f where w and f are homogeneous and
degw = −degf .
Yet another definition would use matrices, and this requires another definition.
Definition 3.6. There is a technical problem involved with representing elements of Mα(W) as
matrices. Let V have a basis of homogeneous elements v1, . . . , vn. If A ∈ Mα(W) and Avi =∑
aij vj , the association of A with the matrix mat(A) = (aij ) is not a homomorphism. Namely,
mat(A)mat(B) = mat(AB) in general. One way around this difficulty is to use W0, the degree 0
part of W . If eivi is of degree 0 then A(eivi) can be written as
∑
a′ij eiwj , and the association
of A with the matrix (a′ij ) is a homomorphism. Using this association, we can identify Mα(W)
with the matrices (aij ) such that for each i, j , degaij = degvi − degvj .
The set Mα(W) is an algebra, and we now define a trace from it to the degree zero part of Eα .
We consider Mα(W) as a subspace of EndEα (W), identified with W ⊗ W ∗. Note that Mα is
spanned by all w⊗φ where w and φ are homogeneous of the opposite degrees. Then tr(w⊗f ) =
α(degw,degf )f (w). It is not hard to see that this function is additive and Eα-linear. If we
represent elements of Mα(W) as matrices, as above, using a basis of V in which the first k
elements are degree zero (in the Z2-grading) and the last  are degree 1, then
tr
(
(aij )
)= k∑
i=1
aii −
k+∑
i=k+1
aii .
That this function deserves to be called a trace function rests on this lemma.
Lemma 3.7. If A,B ∈ Mα(W) then tr(AB) = tr(BA).
Proof. It suffices to consider the case of A identified with v ⊗ f ∈ W ⊗ W ∗ and B identified
with w ⊗ g, with degv = −degf and degw = −degg. Now compute
tr(AB) = tr(vf (w)⊗ g)
= α(deg(vf (w)),degg)g(v)f (w)
= α(degw,degg)g(v)f (w).
Reversing the roles of A and B , we get
tr(BA) = α(degv,degf )f (w)g(v).
Comparing tr(AB) with tr(BA), we see we need to commute the g(v) and f (w), and so to prove
the lemma, we need to prove that
α(degw,degg) = α(degv,degf )α(degf (w),degg(v)).
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dition we now need to prove
α(degw,degg) = α(degv,degf )α(degf,degg)α(degf,degv)α(degw,degg)α(degw,degv).
By the definition of α, α(degv,degf ) cancels α(degf,degv). Also, since degf = −degv and
degg = −degw, α(degf,degg) = α(degv,degw) and this cancels the last terms. 
Definition 3.8. GLα(W) is defined to be the group of invertible elements in Mα(W).
Example 3.9. If G = Z2 then Eα is the Grassmann algebra and Mα(W) is the algebra denoted
Mk,. It can be identified with the set of (k + ) × (k + ) matrices of the form
(
AB
CD
)
, where
A is a k × k matrix and D is an  × , each with entries from E0, and B and C have entries
from E1. The invertible elements are denoted PL(W) and are referred to as the general linear Lie
supergroup.
Since W is an Eα bimodule we may form the tensor product
W⊗n = W ⊗Eα · · · ⊗Eα W,
where each tensor product is the inner tensor product, so that w1e⊗w2 = w1 ⊗ ew2. This tensor
product admits a left GLα(W) action and a right EαSn action which turn out to be related to the
actions of the previous section. The GLα(W) action is the simple diagonal action
A(w1 ⊗ · · · ⊗wn) = Aw1 ⊗ · · · ⊗Awn
and the symmetric group acts as in Definition 1.6. Since the actions of Sn and Eα commute,
we can extend the Sn-action to an action of the group algebra EαSn. We leave the proof of the
following lemma to the reader.
Lemma 3.10. Let Ψ :EαSn → EndEα (W⊗n) and let Φ : GLα(W) → EndEα (W⊗n) be the maps
defined above. Then each is a well-defined homomorphism and their images commute.
Since Φ is a group homomorphism, its image is not an algebra. We will be interested in the
subalgebra of EndEα (W⊗n) spanned by this image, which we call B .
Lemma 3.11. Let T ∈ Mα(W) be such that I + tT is invertible for infinitely many values
of t ∈ F , where I is the identity. Then each of the following is in B , the algebra spanned by
the image of GLα(W):
n−1∑
i=0
I⊗i ⊗ T ⊗ I⊗n−i−1 and T ⊗n.
Proof. Let
Φ(I + tT ) = (I + tT )⊗n = I + tT1 + t2T2 + · · · + tnTn.
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The next lemma seems to fill in a missing step in [1]. Since V is G-graded, we can put a
G-grading on V ⊗n via deg(v1 ⊗ · · · ⊗ vn) =∑degvi .
Lemma 3.12. Let B be the subalgebra of EndEα (W⊗n) spanned by Φ(GLα(W)), and let a = ea′
be in the centralizer of B , where e ∈ Eα and a′ ∈ End(V ⊗n). Then a′ preserves degree in V ⊗n.
Proof. Let tg be generic elements of the field F and define π :V → V via π(v) = tgv for all
g ∈ Vg . Since π preserves degree it extends to π ′ ∈ Mα(W) and so I + π ′ is in GLα(W). Hence
by Lemma 3.11 π ′⊗n must be in B . It follows that a commutes with π⊗n. Now let vi ∈ Vgi be
homogeneous and compute
π ′⊗n(v1 ⊗ · · · ⊗ vn) = tg1 · · · tgna′(v1 ⊗ · · · ⊗ vn).
We will write this as tdeg(v)v. On the other hand, let a′(v1 ⊗ · · · ⊗ vn) =∑mi , where the mi are
homogeneous of different degrees in V ⊗n. Then the equation a′π⊗n = π⊗na′ implies that
∑
tdegvmi =
∑
tdegmimi.
Since the tg are algebraically independent, it follows that there can be no mi with degree different
from v and so a′ preserves degree. 
The next theorem is the analogue of Theorem 1.2(a) of [1]. The proof requires slight modifi-
cation.
Theorem 3.13. Let B be the subalgebra of EndEα (W⊗n) spanned by Φ(GLα(W)). Then the
centralizer of B in EndEα (W⊗n) is Ψ (EαSn).
Proof. Let a be in the centralizer of B and write a as
∑
eiai where the ei are distinct monomials
in Eα and each ai is in End(V ⊗n). It follows from a standard argument that each eiai is in B and
so without loss of generality, we take a = e1a1.
In order to prove that a1 ∈ FSn we will apply Fischman and Montgomery’s theorem, Theo-
rem 1.9; and in order to do that, we need to show that a1 commutes with each T˜ for T ∈ glα(V )
and with the action of each g ∈ G. Given homogeneous T ∈ glα(V ) there exist infinitely many
e ∈ Eα such that I + eT is degree zero and invertible, and so belongs to GLα(W). Hence
(I + eT )⊗n belongs to B , and by Lemma 3.11 eT˜ is in B and so must commute with e1a1.
Now since each of a1 and eT˜ preserve degree, they will commute with Eα , and in particular
with e1. So
0 = e1a1eT˜ − eT˜ e1a1
= e1ea1T˜ − e1eT˜ a1
= e1e(a1T˜ − T˜ a1).
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be zero. Hence, a1 commutes with the action of glα(V ), and we turn our attention to the action
of G. Given g ∈ G let T ∈ EndF (V ) be defined by T (v) = α(g, v)v for all homogeneous v ∈ V .
Then T extends to an endomorphism of W which we also call T and Φ(T ) = T ⊗n is in B . Since
T ⊗n is degree zero and commutes with e1a, it will also commute with a1. But the action of T ⊗n
on V ⊗n is the same as the action of g, and so a1 commutes with the G action. Therefore, we can
apply Fischman and Montgomery’s theorem and a1 will be in FSn. 
4. Traces
Just as in [1], we now imitate an important argument from Procesi’s paper [5]. Let W˜ be
the direct sum W ⊕ W ∗. The tensor product W˜⊗2n contains as subspaces W⊗n ⊗ (W ∗)⊗n,
(W ⊗ W ∗)⊗n, etc. Moreover, the symmetric group S2n acts on the tensor product W˜⊗2n, as
in Definition 1.6, and each σ ∈ S2n affords an automorphism of W˜⊗2n. One useful example is
τ =
(
1 2 3 4 · · · 2n
1 n+ 1 2 n+ 2 · · · 2n
)
.
The restriction of τ to (W ⊗W ∗)⊗n gives an isomorphism, which we also denote τ :
τ :
(
W ⊗W ∗)⊗n ≈−→W⊗n ⊗ (W ∗)⊗n.
For later use, note that W ⊗W ∗ ∼= EndEα (W) and W⊗n ⊗ (W ∗)⊗n ∼= EndEα (W⊗n)
Denote by m the natural evaluation map W ∗ ⊗ W → Eα , φ ⊗ w → φ(w). So, for example,
under the isomorphism EndEα (W) ∼= W ⊗ W ∗, the trace map on Mα ⊆ End(W) corresponds to
the map m◦ (12) on W ⊗W ∗. The nth tensor power of m gives a map (W ∗ ⊗W)⊗n → (Eα)⊗n ∼=
Eα . Explicitly,
m⊗n : (f1 ⊗w1)⊗ · · · ⊗ (fn ⊗wn) → f1(v1) · · ·fn(vn).
We will also need the permutation ν ∈ S2n,
ν =
(
1 2 · · · n n+ 1 n+ 2 · · · 2n
2 4 · · · 2n 1 3 · · · 2n− 1
)
.
Restricting to W⊗n ⊗ (W ∗)⊗n we get the isomorphism
ν :W⊗n ⊗ (W ∗)⊗n ≈−→ (W ∗ ⊗W )⊗n.
Just as in [1] we have a non-degenerate pairing W⊗n ⊗ (W ∗)⊗n → Eα gotten by the composition
W⊗n ⊗ (W ∗)⊗n ν−→(W ∗ ⊗W )⊗n m⊗n−−−→ Eα.
If w ∈ (W ∗)⊗n and f ∈ W⊗n we denote by 〈w, f 〉 the image of w ⊗ f in Eα .
Lemma 4.1. There is an isomorphism i : EndEα (W⊗n) ∼= [(W ⊗ W ∗)⊗n]∗ gotten by: Let
T ∈ EndEα (W⊗n) and let x ∈ (W ⊗ W ∗)⊗n. Let τ(x) =∑wi ⊗ fi ∈ W⊗n ⊗ (W ∗)⊗n. Then
i(T )(x) =∑〈T (wi), fi〉.
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To see that i is onto, let v1, . . . , vs be an F -basis for V ⊗n and let f1, . . . , fs be an F -basis for
(V ∗)⊗n. For each i and j , there is a Tij ∈ End(V ⊗n) such that fb(Tij (va)) is 1 if (a, b) = (i, j)
and is zero otherwise. Note that Tij extends to a unique element of EndEα (W⊗n), which we also
call Tij , which also satisfies fb(Tij (va)) equals 1 or 0, depending on whether (a, b) = (i, j). But
this is i(Tij )(τ−1(v ⊗ f )). And the i(Tij ) span all of [(W ⊗W ∗)⊗n]∗. 
Definition 4.2. Given a permutation σ ∈ Sn with cycle decomposition σ = (i1i2 · · · ia)(j1j2
· · · jb) · · · we define trσ to be the trace monomial
trσ (x1, . . . , xn) = tr(xi1xi2 · · ·xia ) tr(xj1xj2 · · ·xjb ) · · · .
The following lemma is an analogue of Lemma 2.2 from [1]. The proof is the same and, since it
is long, we omit it.
Lemma 4.3. Let σ ∈ Sn and let A1, . . . ,An be elements of Mα(W) ⊆ W ⊗W ∗, with each As ≡
vs ⊗ fs with vs and fs homogeneous and degvs = −degfs . Under the isomorphism i of the
previous lemma, Ψ (σ) ∈ EndEα (W⊗n) is mapped to the functional which takes v1 ⊗ f1 ⊗ · · · ⊗
vn ⊗ fn to trσ (A1, . . . ,An).
A multilinear, degree n pure trace polynomial in x1, . . . , xn would be a linear combination of
the trσ (x1, . . . , xn). Given a = Σaσσ in the group algebra FSn, the lemma implies that the trace
polynomial Σaσ trσ (x1, . . . , xn) will vanish under all substitutions from Mα(W) if and only if
a is in the kernel of Ψ .
Theorem 4.4. The multilinear, degree n trace polynomial
Σaσ trσ (x1, . . . , xn)
is an identity for Mα(W) if and only if Σaσσ , the corresponding element of FSn belongs to the
two-sided ideal
⊕{Iλ | λ /∈ H(k, ;n)}.
Proof. To compare the map Ψ with the map ψ of Section 2, consider this diagram
EndF
(
V ⊗n
) i EndEα (W⊗n)
FSn
ψ
EαSn
Ψ
Since the horizontal maps are inclusions, the kernel of i ◦ψ will be the intersection of the kernel
of Ψ with FSn. The theorem now follows from Theorem 2.1. 
The next lemma is due to Razmyslov, see [1].
Lemma 4.5 (Razmyslov). Let A be an algebra with trace. Let Iλ be the two-sided ideal in the
group algebra FSn corresponding to the partition λ, and assume that every trace polynomial
corresponding to an element of Iλ is an identity for A. Then for every partition μ containing λ
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of A.
Combining with Theorems 3.1 and 3.2 of [1] gives Corollary 4.6.
Corollary 4.6. All pure trace identities of Mα(W) are consequences of the degree (k+ 1)(+ 1)
identities, which in turn all correspond to elements of the two-sided ideal Iλ, λ = ( + 1)k+1,
in the group algebra. The algebras Mk, and Mα(W) satisfy the same pure trace identities, the
same mixed trace identities and the same polynomial identities.
Proof. A partition is not contained in the hook H(k, ;n) if and only if it contains the rectangular
partition ( + 1)k+1. This implies the first part of the corollary. By 3.2 of [1], Mk, also satisfies
precisely those trace identities which follow from the same two-sided ideal Iλ. Since the trace
functions on both Mk, and Mα(W) are non-degenerate, these algebras must also satisfy the
same mixed trace identities: Namely, g(x1, . . . , xn) will be a mixed trace identity if and only if
tr(g(x1, . . . , xn)xn+1) is a pure trace identity. Finally, the polynomial identities are a subset of
the mixed trace identities and so they must also be the same. 
5. Invariant theory
In this section we will identify the polynomial functions from EndEα (W)n to either Eα or
EndEα (W) that are GLα(W)-invariant in the sense that
f
(
AT1A
−1,AT2A−1, . . . ,ATnA−1
)= f (T1, . . . , Tn),
for all T1, . . . , Tn in EndEα (W) and all A ∈ GLα(W). The exposition continues to follow [1],
except that we will omit some proofs and add some details. The first lemma is an analogue of
Lemma 4.2 from [1]. The proof is the same.
Lemma 5.1. Let T ∈ EndEα (W⊗n), B1, . . . ,Bn ∈ EndEα (W) and A1,A2 ∈ GLα(W), so Φ(A1),
Φ(A2) ∈ GLα(W⊗n). As in Lemma 4.1, let i be the isomorphism EndEα (W⊗n) → [(W ⊗
W ∗)⊗n]∗. By Definition 3.4 we may identify W ⊗ W ∗ with EndEα (W) and so consider i as
an isomorphism from EndEα (W⊗n) to [EndEα (W)⊗n]∗. With this notation
i
(
Φ(A1)T Φ(A2)
)
(B1 ⊗ · · · ⊗Bn) = i(T )(A1B1A2 ⊗ · · · ⊗A1BnA2).
Taking A2 = A−11 and applying Theorem 3.13 yields the next corollary.
Corollary 5.2. Every GLα-invariant, Eα-multilinear map from EndEα (W)n to Eα is in
Ψ (EαSn).
Proof. An Eα-multilinear map from EndEα (W)n to Eα extends to a map from EndEα (W)⊗n
to Eα , which is an element of [EndEα (W)⊗n]∗. And so by Lemma 4.1, it equals i(T ) for
some T ∈ EndEα (W⊗n). By Lemma 5.1, taking A2 = A−11 , we see that i(T ) is GLα(W)-
invariant if and only if T commutes with the image of Φ . Finally, by Lemma 5.1, T must be
in Ψ (EαSn). 
Combining this corollary with Lemma 4.3 easily yields the next result.
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trace polynomial.
Corollary 5.4. Every multilinear GLα(W) invariant map from (Mα)n to Mα is a multilinear
mixed trace polynomial.
Proof. A mixed trace polynomial is a sum of terms which are products of ordinary pol-
ynomials and trace polynomials. Given a GLα(W)-invariant map f (x1, . . . , xn), consider
g(x1, . . . , xn+1) = tr(xn+1f ). Since f is GLα(W)-invariant, g satisfies the hypotheses of the
previous lemma and so it is a (pure) trace polynomial. Since the trace is non-degenerate, g must
be a mixed trace polynomial. 
Definition 5.5. Representing elements of Mα(W) as matrices as in Definition 3.6 we can define
the co-ordinate function xij :Mα(W) → Eα via xij (A) = aij , where A ↔ (aij ). More generally,
we define x(s)ij : (Mα)n → Eα via (A1, . . . ,An) → xij (As). Note that the sets {xij } and {x(s)ij }
each generate G-commutative F -algebras in a natural way. We say a map f : (Mα)n → Eα is
polynomial if it can be written as a polynomial in the x(s)ij . Likewise, we say f : (Mα)n → Mα is
polynomial if each xij ◦ f is polynomial.
Theorem 5.6. The trace polynomials constitute the space of all GLα(W) polynomial maps
(Mα)n → Eα and the mixed trace polynomials constitute the space of all GLα(W) invariant
maps from (Mα)n → Mα.
Proof. By a Van Der Monde argument every invariant polynomial map is a sum of homoge-
neous ones; and every homogeneous invariant map is a specialization of a multilinear one. By
Corollaries 5.3 and 5.4 all such are trace polynomials. 
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