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a b s t r a c t
The antiblocking decoding algorithm established in Kroll and Vincenti (2010) [6] is
based on the notion of an antiblocking system. It is comparable with the permutation
decoding algorithm. Instead of a permutation decoding set, called a PD-set, consisting of
automorphisms of the code, it uses an antiblocking system, called an AI-system, consisting
of information sets.
As the permutation decoding algorithm is more efficient the smaller the PD-set, so the
antiblocking decoding algorithm is more effective the smaller the AI-system. Therefore, it
is important for the applications to find small AI-systems.
As in the case of PD-sets, there is nomethod that guarantees in general how to construct
optimal or nearly optimal AI-systems.
In this paper, we present first some general results on the existence and construction
of small antiblocking systems using properties of antiblocking systems derived in Kroll
and Vincenti (2008) [4]. The crucial point for the construction of antiblocking systems is
a lemma, in which a recursive procedure is provided. In the second part, we apply these
findings to construct small AI-systems for some codes arising from a cap of 20 points in
PG(4, 3).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Based on ideas of Prange [10], in 1964, MacWilliams [7] developed permutation decoding, a technique which uses a so-
called PD-setΣ of automorphisms and a fixed information set I of the code to assist in decoding. This method is described
for example in [2].
In 2002, we started to look for PD-sets for codes defined by some classical varieties in finite projective spaces. The
information sets of such codes correspond to the basis of the projective spaces contained in the variety. Actually, looking for
a PD-set is the same as looking for a set {σ−1π (I) | σ ∈ Σ}1 of information sets. These information sets can be used directly
for the decoding algorithm. Doing this, we turned back to the starting point of Prange, and we developed an antiblocking
decoding algorithm in [6]. It uses a set A of information sets, called an AI-system, instead of a PD-set Σ . In Section 2, after
the necessary definitions and notation, we recall the description of how the AI-systems are used for decoding.
Both algorithms, permutation decoding as well as antiblocking decoding, are more efficient the smaller the PD-set and
the AI-system, respectively. Therefore, in both cases, it is of special interest to find small PD-sets and small AI-systems. There
is a bound on the minimum size thatΣ and Amay have, due to Gordon [1], which we call the Gordon bound. But very little
is known regarding methods for finding small AI-systems. The AI-systems are antiblocking systems, a notion we introduced
in [4], where we were concerned with the question of the sharpness of the Gordon bound and where we found some basic
properties of antiblocking systems.
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1 σπ denotes the permutation part of σ .
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In this paper, we take up a suggestion of the referee of [6] who asked for some ideas such as how to find small AI-systems.
In order to obtain a small AI-system for a t-error-correcting linear code C of length n and dimension k, we follow through
the strategy first to look for a small t-antiblocking system A on the n-set of coordinate positions and then to renumber the
coordinate positions such that the elements of A are information sets of the corresponding code isomorphic to C .
Concerning the first step (i.e., finding a t-antiblocking system) we establish some general results in Section 2. With
Lemma 1, we present a recursive procedure which is the main tool for the construction of small antiblocking systems for
t ≤ nk .2 These results are applied in Section 3 to the case 13 ≤ n ≤ 20, k = 5.
In Section 4, we construct in PG(4, 3) a capC0 of cardinality 20 and consider subsets ofC0 of cardinality from 13 up to 19.
Then, by a suitable numbering of the points, we obtain small AI-systems for the corresponding codes.
2. Antiblocking systems and antiblocking decoding
For the convenience of the reader, we begin by recalling the relevant definitions and results of [4,6].
Let P be a finite set, k and t be positive integers with k+ t ≤ |P| =: n, and let A be a subset of the powerset of P . In order
to avoid trivial cases, we assume that n ≥ 3. The elements of P and A are called points and blocks, respectively. A is called a
t-antiblocking system on P of order k if for all A ∈ A the cardinality |A| = k and if the following holds.
(AB) For every B ⊂ P with |B| = t there exists A ∈ A such that B ∩ A = ∅.
A subset B ⊂ P of points is called a blocking set if for every A ∈ A it holds that B ∩ A ≠ ∅.
If A is a t-antiblocking system on P of order k then C = {P \ A | A ∈ A} is a t-covering on P of order n − k which is a
collection of (n − k)-subsets of P such that any t-subset is contained in at least one element of C. Clearly, each result on
t-coverings gives us a result on t-antiblocking systems, and vice versa.
The number g(n, k, t) =  nr  n−1r−1 · · ·  n−t+1r−t+1  · · ·, where r = n− k, is called the Schönheim lower bound (see [8]). We
also call it the Gordon bound of (n, k, t). For each t-antiblocking systemA on P of order k, we have |A| ≥ g(n, k, t) (see [8,1]).
It is convenient to define g(n, k, 0) = 1.
Since g(n, k, t) =  nn−kg(n− 1, k, t − 1) > g(n − 1, k, t − 1) and g(n − t + 1, k, 1) ≥ 2, we get by induction that
g(n, k, t) ≥ t + 1.
Let q be a prime power, F = GF(q) the Galois field of order q, and let n be a positive integer. Let C be a linear [n, k, d]-code,
i.e., C is a k-dimensional vector subspace of the vector space F n withminimumweight d.3 For every positive integer t ≤ d−12 ,
the code C is a t-error-correcting code.
Letwt : F n → Z; x = (x1, . . . , xn) → |{i | xi ≠ 0}| denote the weight function.
For I ⊂ {1, . . . , n}, let I ′ := {1, . . . , n} \ I , and let pI : F n → F I , x → x|I :

I → F
i → xi be the I-projection of F
n.
I is called an information set for C if |I| = k and pI(C) = F I , i.e., the restriction pI |C of pI on C is a bijection. For an
information set I for C , let γI := (pI |C )−1pI : F n → C . Then the syndrome (with respect to I) is the check mapping
synI :

F n → F I ′
w → pI ′(w)− pI ′γI(w).
LetA be a t-antiblocking system of order k on the set of the coordinate positions. ThenA is called a t-AI-system for C if every
A ∈ A is an information set. With this notation we can establish the antiblocking decoding algorithm. It uses a t-AI-system
instead of a PD-set in the permutation decoding algorithm; for details, see [6].
Antiblocking decoding algorithm. Let A be a t-AI-system for the linear [n, k, d]-code C .
1. For a received sensewordw ∈ F n, compute γA(w) and wt(synA(w)) for A ∈ A until an A′ is found with wt(synA′(w)) ≤ t .
2. w is decoded as c = γA′(w) ∈ C .
3. If wt(synA(w)) > t for all A ∈ A, then there is no c ∈ C with wt(w− c) ≤ t .
Clearly the antiblocking decoding algorithm ismore efficient the smaller the AI-system. This is thewhywe are interested
in small AI-systems.
A t-antiblocking system A0 is called optimal if |A0| = min{|A| | A is a t-antiblocking system on P of order k} =:
b(n, k, t). Clearly, b(n, k, t) ≥ g(n, k, t).
Proposition 1. If t <
 n
k

, then there exists up to permutations a unique t-antiblocking system A of order k on P with
|A| = t + 1 = b(n, k, t). Each t-antiblocking system of order k on P of cardinality t + 1 consists of pairwise disjoint k-sets.
Proof. By assumption, t+1 ≤  nk. Hence there exist t+1 pairwise disjoint subsets A1, . . . , At+1, each of themof cardinality
k. Clearly, A = {A1, . . . , At+1} is a t-antiblocking system on P . Thus t + 1 ≥ b(n, k, t) ≥ t + 1, since g(n, k, t) ≥ t + 1. 
Proposition 2. If t =  nk > 1 and s = n− tk ≥ 1, then g(n, k, t) = t + 2 and g(n− 1, k, t − 1) = t.
2 Note that for a t-error-correcting [n, k, d]-code kn is the information rate of the code.
3 For the basic concepts of coding theory, see [9].
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Proof. The assumptions t =  nk , s ≥ 1 imply that t + 1 > nk > n−1k ≥ tkk ; hence  nk = t > t − 1, and thus
g(n− 1, k, t − 1) = t , by Proposition 1. Furthermore, (t + 1)k > n; hence nt > (t + 1)n− (t + 1)k = (t + 1)(n− k), and
thus nn−k t > t + 1. Therefore, g(n, k, t) =
 n
n−kg(n− 1, k, t − 1)
 =  nn−k t ≥ t + 2.
Since t ≥ 2 and s ≥ 1, we have 0 ≤ k(t − 2) + 2s = kt + 2(s − k); hence kt ≤ 2(kt + s − k) = 2(n − k), and thus
nt ≤ nt−kt+2(n−k) = (n−k)(t+2), and therefore t+2 ≥ nn−k t . Consequently, t+2 ≥
 n
n−k t
 = g(n, k, t) ≥ t+2. 
Proposition 3. For 1 ≤ s = n− k it holds that b(n, k, 1) =  ns .
Proof. By definition, g(n, k, 1) =  nn−k =  ns . Let h =  ns . Then there exist h− 1 pairwise disjoint subsets Ci ⊂ P with
|Ci| = s. Let Ch ⊂ P with P \ ∪h−1i=1 Ci ⊂ Ch and |Ch| = s. Then A = {P \ Ci | i = 1, . . . , h} is a 1-antiblocking system on P of
order k = n− s. 
Lemma 1. Let Q ⊂ P with 1 ≤ |Q | = s < k and let A1 be a t-antiblocking system on P \Q of order k. Let A ∈ A1 be a block with
A∩X = ∅ for each block X ∈ A1 \{A}, and let AA be a 1-antiblocking system on A of order k−s. ThenA = A1∪{Y ∪Q | Y ∈ AA}
is a (t + 1)-antiblocking system on P of order k with |A| = |A1| +
 k
s

.
Proof. Let B ⊂ P with |B| = t + 1 and B ∩ X ≠ ∅ for all X ∈ A1. Then B ∩ Q = ∅; otherwise |B \ Q | ≤ t , and there would
be a block X ∈ A1 with B ∩ X = ∅. Let a ∈ B ∩ A. Then |B \ {a}| = t; thus there is A1 ∈ A1 with (B \ {a}) ∩ A1 = ∅. Hence
a ∈ A1, and therefore A1 = A, since A ∩ X = ∅ for all X ∈ A1, X ≠ A. Thus B ∩ A = {a}. Since AA is a 1-antiblocking system
on A, there is Y ∈ AA with a ∉ Y . Thus B ∩ (Y ∪ Q ) = (B ∩ Y ) ∪ (B ∩ Q ) = ∅.
Finally, |A| = |A1| + |AA| = |A1| +
 k
s

, by Proposition 3. 
Proposition 4. Let t =  nk and s = n− kt ≥ k2 . Then b(n, k, t) = g(n, k, t) = t + 2.
Proof. For t = 1, it holds that b(n, k, 1) =  ns , by Proposition 3. The assumption that s ≥ k2 implies that 2s < k+ s ≤ 3s;
hence g(n, k, 1) =  ns  =  k+ss  = 3.
Let t ≥ 2. Fix Q ⊂ P with |Q | = s. Since t − 1 < n−sk =
 n−s
k

, by Proposition 1, there is a (t − 1)-antiblocking system
A1 on P \ Q of order kwith |A1| = t consisting of pairwise disjoint subsets of P \ Q . Choose A ∈ A1. By Proposition 3, there
is a 1-antiblocking system AA on A of order k − s with |AA| =
 k
s

. Hence, by Lemma 1, A = A1 ∪ {Y ∪ Q | Y ∈ AA} is
a t-antiblocking system on P of order k with |A| = t +  ks  = t + 2, since k ≤ 2s, s < k. Thus b(n, k, t) = t + 2, by
Proposition 2. 
For every point p ∈ P , the system Ap := {A ∈ A | p ∉ A} is called the (external) derivation of A in p.
For p ∈ P , let rp := |{A ∈ A | p ∈ A}|, and for i ∈ Z, i ≥ 0, let xi := |{p ∈ P | rp = i}|.
In the following lemma, we summarize Lemmas 3, 4, and 6 of [4].
Lemma 2. Let P be a finite set of cardinality n, and let A be a t-antiblocking system on P of order k. Then the following hold.
(1) For every p ∈ P, the derivation Ap is a (t − 1)-antiblocking system on P \ {p} of order k.
(2) For every p ∈ P, it holds that rp ≤ |A| − b(n− 1, k, t − 1) ≤ |A| − g(n− 1, k, t − 1).
(3) If x0 ≠ 0, then |A| ≥ b(n− 1, k, t).
(4) With R(A) := |A| − g(n− 1, k, t − 1), it holds that
R(A)−
i=0
i · xi = |A| · k and
R(A)−
i=0
xi = n.
Lemma 3. If t =  nk ≥ 2, 1 ≤ s = n− kt and 2s < k, then b(n, k, t) > g(n, k, t) = t + 2.
Proof. By Proposition 2, it holds that g(n, k, t) = t + 2 and g(n− 1, k, t − 1) = t .
Assume that there is a t-antiblocking system A of order k on P with |A| = t + 2. Then, for all p ∈ P , by Lemma 2(2),
we get rp ≤ |A| − g(n − 1, k, t − 1) = 2. Thus 2x2 + x1 = (t + 2)k and x2 + x1 + x0 = kt + s, by Lemma 2(4); hence
x2 = 2k− s+ x0 ≥ 2k− s > 32k > 0. Therefore, there is p ∈ P with rp = 2. Number the blocks of A = {A1, . . . , At+2} such
that p ∈ At+1∩At+2. Then the derivationAp = {A1, . . . , At} is a (t−1)-antiblocking system on P \{p}, and hence Ai∩Aj = ∅
for i, j = 1, . . . , t, i ≠ j, by Proposition 1; consequently, | ∪ti=1 Ai| = kt . Therefore, Q = P \ ∪ti=1 Ai has cardinality s, and
hence |At+j \Q | ≥ k− s for j = 1, 2. Since rw ≤ 2 for allw ∈ P and At+j \Q ⊂ ∪ti=1 Ai, we obtain (At+1 \Q )∩ (At+2 \Q ) = ∅;
hence |(At+1 ∪ At+2) \ Q | ≥ 2(k− s) > k.
Let u ∈ At+2 \ Q ⊂ ∪ti=1 Ai. Then there is exactly one l ∈ {1, . . . , t} with u ∈ Al and ru = 2, and hence u ∉ At+1.
Thus Au = {Ai | i = 1, . . . , t, i ≠ l} ∪ {At+1} is a (t − 1)-antiblocking system on P \ {u}. Hence Ai ∩ At+1 = ∅ for
i = 1, . . . , t, i ≠ l, by Proposition 1, and therefore At+1 \ Q ⊂ Al. For v ∈ At+1 \ Q ⊂ Al, we obtain in the same way
At+2 \ Q ⊂ Al. Thus |(At+1 ∪ At+2) \ Q | ≤ |Al| = k, contradicting |(At+1 ∪ At+2) \ Q | > k. 
For a positive integer n, let P(n) := {1, 2, . . . , n} denote the set of positive integers from 1 up to n.
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Remark. Lemma 3 is not valid for t = 1, 1 ≤ s = n − k, 2s < k. For example, for n = 8, k = 6 we have g(8, 6, 1) = 4,
and A = {A1, A2, A3, A4} with A1 = {1, 2, 3, 4, 5, 6}, A2 = {1, 2, 3, 4, 7, 8}, A3 = {1, 2, 5, 6, 7, 8}, A4 = {3, 4, 5, 6, 7, 8} is
a 1-antiblocking system of order 6 on P(8), i.e., b(8, 6, 1) = g(8, 6, 1) = 4.
Example. Consider P(12) = P(10) ∪ {11, 12}, and let k = 5, t = 1. Let A = A1 = {1, 2, 3, 4, 5}, A2 = {6, 7, 8, 9, 10}
and Y3 = {1, 2, 3}, Y4 = {3, 4, 5}, Y5 = {1, 2, 4}. Then A1 = {A1, A2} is a 1-antiblocking system on P(10) of order 5, and
AA = {Y3, Y4, Y5} is a 1-antiblocking system on A of order 3 (see Proposition 3). Hence, with A3 = {1, 2, 3, 11, 12}, A4 =
{3, 4, 5, 11, 12}, A5 = {1, 2, 4, 11, 12}, the system A = {Ai | i = 1, . . . , 5} is a 2-antiblocking system on P(12) of order 5,
by Lemma 1. By Lemma 3, it holds that b(12, 5, 2) > 4 = g(12, 5, 2), and hence b(12, 5, 2) = 5.
Remark. An optimal t-antiblocking system on P of order k is not necessarily unique up to permutations: besides the
2-antiblocking system A on P(12) given in the previous example, the system A′ = {A′1, A′2, A′3, A′4, A′5}, with A′1 ={1, 2, 3, 4, 5}, A′2 = {6, 7, 8, 9, 10}, A′3 = {5, 6, 7, 11, 12}, A′4 = {8, 9, 10, 11, 12}, and A′5 = {1, 2, 3, 4, 12}, is a
2-antiblocking system on P(12) of order 5 as well. For, let B = {b1, b2} ⊂ P(12) with b1 ∈ A′1, b2 ∈ A′2. Then b2 ∉ A′5,
and we may assume that b1 ≠ 5. Thus there exists l ∈ {3, 4}with b2 ∉ A′l , and hence B ∩ A′l = ∅.
Counting the numbers ri, we see that 12 is the only point lying on three blocks, whereas in the system A there are six
points incident with three blocks. Thus there is no permutation of P(12)mapping the system A′ onto A.
Proposition 5. If t =  nk > 2 and 1 = n− kt < k2 , then b(n, k, t) = t + 3 > g(n, k, t) = t + 2.
Proof. It holds that n = kt + 1 = k(t − 1) + (k + 1) and t − 1 ≥ 2. Let k0 =
 k
2

. Then

k
k0

= 2. If k = 2k0, then
k
k0+1

= 2 as well.
Fix Q ⊂ P with |Q | = k + 1. Set s1 = k0 and s2 = k0 if k = 2k0 − 1 is odd, s2 = k0 + 1 if k = 2k0 is even.
Then s1 + s2 = k + 1 and

k
s1

=

k
s2

= 2. Choose Q1,Q2 ⊂ Q with |Q1| = s1, |Q2| = s2 and Q1 ∪ Q2 = Q . Since
t − 2 <

k(t−1)
k

, by Proposition 1, there is a (t − 2)-antiblocking system A1 on P \ Q of order k with |A1| = t − 1
consisting of pairwise disjoint subsets of P \Q . Fix A1 ∈ A1, and letAA1 be a 1-antiblocking system on A1 of order k− s1 with
|AA1 | =

k
s1

= 2. Then, by Lemma 1,A2 = A1∪{Y ∪Q1 | Y ∈ A1} is a (t−1)-antiblocking system on P \Q2 of order kwith
|A2| = |A1|+

k
s1

= t−1+2 = t+1. Since t ≥ 3, there is A2 ∈ A1 with A2 ≠ A1. Therefore, A2∩X = ∅ for all X ∈ A2\{A2}.
By applying Lemma 1 a second time, we obtain a t-antiblocking system A on P of order kwith |A| = |A2| +

k
s2

= t + 3.
Thus b(n, k, t) = t + 3, since, by Lemma 3, it holds that b(n, k, t) > t + 2 = g(n, k, t). 
Corollary 6. If t =  nk > 2 and 1 ≤ s = n− kt < k2 , then b(n, k, t) = t + 3 > g(n, k, t) = t + 2.
Proof. Let X0 ⊂ P with |X0| = s− 1. Then |P \ X0| = kt + 1. By Proposition 5, there is a t-antiblocking system A of order k
on P \ X0 with |A| = t + 3. System A is a t-antiblocking system on P as well. 
Remark. Ifn = kt+s, 1 ≤ s, then in the t-antiblocking systemA constructed in Lemma1 starting froma (t−1)-antiblocking
system A1 (this is a set of t pairwise disjoint sets; see Proposition 1) there exist t − 1 blocks A ∈ A with A ∩ X = ∅ for all
X ∈ A \ {A} (see the proof of Proposition 5). Therefore, if t ≥ 2 and s = s1 + · · · + sl with si ≥ 1 and l ≤ t , we can apply
Lemma 1 l times to obtain a (t + l− 1)-antiblocking system Awith |A| = t +

k
s1

+ · · · +

k
sl

.
For example, on P(19), we get in this way a 4-antiblocking system A of order 5 with |A| = 3+ 2  52 = 9.
Lemma 4. Let k ≥ 2.
(1) Let t > 2. Then g(kt, k, t) = t + 3. If k is odd, then b(kt, k, t) ≥ t + 4.
(2) For t = 2, it holds that g(2k, k, 2) = 6.
Proof. (1) Since kt − 1 = k(t − 1) + k − 1 and t − 1 > 1, it holds that g(kt − 1, k, t − 1) = t + 1, by Proposition 2.
Therefore, g(kt, k, t) =  ktkt−kg(kt − 1, k, t − 1) =  tt−1 (t + 1). As t(t + 1) > (t − 1)(t + 2), we get tt−1 (t + 1) > t + 2,
and hence g(kt, k, t) > t + 2. Since 0 ≤ t − 3, it holds that t(t + 1) ≤ (t − 1)(t + 3), and hence tt−1 (t + 1) ≤ t + 3. Thus
t + 3 ≥ g(kt, k, t) > t + 2,and consequently g(kt, k, t) = t + 3.
Let k = 2k0 + 1 be odd and n = kt . Assume that there exists a t-antiblocking system A on P of order kwith |A| = t + 3.
Since t − 1 =  tk−1k  and s = tk − 1 − (t − 1)k = k − 1 > k2 , it holds that b(n − 1, k, t − 1) = t + 1 by Proposition 4.
Hence rp ≤ t + 3− (t + 1) = 2 for all p ∈ P , by Lemma 2(2). Thus, by Lemma 2(4), it follows that 2x2 + x1 = (t + 3)k and
x2 + x1 + x0 = tk, and consequently x2 = 3k+ x0 ≥ 3k.
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Therefore, there exist w ∈ P , and A1, A2 ∈ A, A1 ≠ A2 with w ∈ A1 ∩ A2. Then Aw is a (t − 1)-antiblocking system on
P \ {w}with |Aw| = t + 1 = g(n− 1, k, t − 1). Denote P1 = ∪X∈Aw X . Since |P1| ≤ tk− 1 < (t + 1)k =∑X∈Aw |X |, there
are A3, A4 ∈ Aw, A3 ≠ A4 with A3 ∩ A4 ≠ ∅.
Let u ∈ A3∩A4. Then (Aw)u is a (t−2)-antiblocking system on P \{w, u}with |(Aw)u| = t−1. As t−2 < t−1 =
 n−2
k

,
the system (Aw)u consists of t−1pairwise disjoint blocks (see Proposition 1). Denote P0 = ∪X∈(Aw)u X andQ1 = (A3∪A4)\P0.
Then P1 = P0∪Q1 is a disjoint union andAw = (Aw)u∪{A3, A4}. Since |Aw| = t+1, we have |P1|−(t−1)k ≥
 k
2
 = k0+1,
by Lemma 3. Thus |P1| ≥ n− k+ k0 + 1 = n− k0.
Since n − 1 ≥ |P1| ≥ n − k0 and |P0| = (t − 1)k, we obtain 2k0 ≥ |Q1| = |P1| − (t − 1)k ≥ k0 + 1. Therefore,
|Ai| = 2k0 + 1 > |Q1| for i = 3, 4, and consequently Yi = Ai ∩ P0 = Ai \ Q1 ≠ ∅. Let yi ∈ Yi for i = 3, 4. Then y3, y4 ∈ P0.
Hence there are A, A′ ∈ (Aw)u with y3 ∈ A, y4 ∈ A′. For X ∈ (Aw)u, X ≠ A, A′, choose bX ∈ X . Assume that A ≠ A′. Then
B = {bX | X ∈ (Aw)u, X ≠ A, A′}∪{y3, y4} has cardinality |B| = t−3+2 = t−1, andmeets each block ofAw , contradicting
the fact that Aw is a (t − 1)-antiblocking system. Hence A = A′, and Yi ⊂ A for i = 3, 4. Furthermore, y3 ≠ y4; otherwise,
B = {bX | X ∈ (Aw)u, X ≠ A} ∪ {y3} is a blocking set for Aw . Therefore, Y3 ∩ Y4 = ∅ and A3 ∩ A4 ⊂ Q1.
The derivation Au = A \ {A3, A4} is a (t − 1)-antiblocking system on P \ {u}, and (Au)w = (Aw)u. Consider Q2 =
(A1 ∩ A2) \ P0. As above for Q1, we get 2k0 ≥ |Q2| ≥ k0 + 1, Yj = Aj \ Q2 ≠ ∅ for j = 1, 2, and there exists A′′ ∈ (Au)w with
Y1 ∪ Y2 ⊂ A′′, Y1 ∩ Y2 = ∅.
From P = P0∪ (Q1∪Q2), it follows that tk = |P| = (t−1)k+|Q1∪Q2|, and thus |Q1∪Q2| = k. Hence Q1∩Q2 ≠ ∅, since
|Q1| + |Q2| ≥ 2k0 + 2 = k + 1. Let c ∈ Q1 ∩ Q2. We may assume that c ∈ A3 ∩ A1. Then Ac = (Aw)u ∪ {A2, A4}. Consider
Q3 = (A2 ∪ A4) \ P0. Then Y ′ = A4 \ Q3 = A4 ∩ P0 = Y4 ⊂ A and Y ′′ = A2 \ Q3 = A2 ∩ P0 = Y2 ⊂ A′′. As above, it follows
that A = A′′.
Therefore, it follows that Y1, Y2, Y3, Y4 ⊂ A. Hence, for each X ∈ (Aw)u, X ≠ A, it holds that X ∩ Ai = ∅ for i = 1, 2, 3, 4.
Thus, for p ∈ P0 \ A, we have rp = 1, and consequently x1 ≥ |P0 \ A| = (t − 2)k. Therefore, |P| = x2 + x1 + x0 ≥ x2 + x1 ≥
3k+ (t − 2)k = (t + 1)k, contradicting |P| = tk.
(2) Since 2k− 1 = 2(k− 1)+ 1, we have  2k−1k−1  = 3, and hence g(2k, k, 2) =  2kk  2k−1k−1  = 6. 
Proposition 7. Let t = nk > 2.
(1) If k is even, then b(n, k, t) = t + 3 = g(n, k, t).
(2) If k is odd, then b(n, k, t) = t + 4 > g(n, k, t).
Proof. It holds that n = k(t − 1) + k. Let k0 =
 k
2

. Then

k
k0

= 2 if k = 2k0 is even and

k
k0

= 3,

k
k0+1

= 2 if
k = 2k0 + 1 is odd.
Fix Q ⊂ P with |Q | = k. Set s1 = k0 and s2 = k0 if k is even, s2 = k0 + 1 if k is odd. Then s1 + s2 = k and

k
s2

= 2,
and

k
s1

= 2 if k is even and

k
s1

= 3 if k is odd. Choose Q1,Q2 ⊂ Q with |Q1| = s1, |Q2| = s2 and Q1 ∪ Q2 = Q . Since
t−2 <

k(t−1)
k

, by Proposition 1, there is a (t−2)-antiblocking systemA1 on P \Q of order kwith |A1| = t−1 consisting of
pairwise disjoint subsets of P \Q . Fix A1 ∈ A1, and letAA1 be a 1-antiblocking system on A1 of order k−s1 with |AA1 | =

k
s1

.
Then, by Lemma 1,A2 = A1∪{Y∪Q1 | Y ∈ AA1} is a (t−1)-antiblocking system on P \Q2 of order kwith |A2| = |A1|+

k
s1

.
Since t ≥ 3, there is A2 ∈ A1 with A2 ≠ A1. Therefore, A2 ∩ X = ∅ for all X ∈ A2 \ {A2}. Hence we can apply Lemma 1 a
second time, and obtain a t-antiblocking systemA on P of order kwith |A| = |A2|+

k
s2

= t−1+

k
s1

+2. Thus Lemma 4
yields the assertion. 
Lemma 5. If n = 2k+ 1 and k ≥ 5, then b(n, k, 2) > 5.
Proof. Assume that there exists a 2-antiblocking system A = {A1, A2, A3, A4, A5} on P of order k. Since g(2k, k, 2) = 6,
by Lemma 2(3), it follows that x0 = 0. For all p ∈ P , we have rp ≤ 5 − 2, by Proposition 2 and Lemma 2(2). Hence
3x3 + 2x2 + x1 = 5k and x3 + x2 + x1 = 2k + 1, by Lemma 2(4). Thus 2x3 + x2 = 3k − 1 ≤ x3 + 2k + 1, and hence
x3 ≥ k− 2 ≥ 3. Therefore, there are at least three points p1, p2, p3 ∈ P with rpi = 3. We may assume that p1 ∈ A3, A4, A5.
Then Ap1 = {A1, A2} is a 1-antiblocking system on P \ {p1}, and hence A1 ∩ A2 = ∅ and A1 ∪ A2 = P \ {p1}. Without
loss of generality, let p2 ∈ A1, A4, A5. Then Ap2 = {A2, A3} is a 1-antiblocking system on P \ {p2}; thus A2 ∩ A3 = ∅ and
A3 ⊂ P \ A2 = A1 ∪ {p1}, and hence A3 \ {p1} ⊂ A1 \ {p2}. Therefore, A3 \ {p1} = A1 \ {p2}.
The inclusion p3 ∈ A2 implies that p3 ∉ A3; hence p3 ∈ A4, A5, and therefore, as above for p2 ∈ A1, A4, A5, we obtain
A3 \{p1} = A2 \{p3}, contrary to A3 \{p1} ⊂ A1. Thus p3 ∈ A1 \{p2} ⊂ A3. Wemay assume that p3 ∈ A5. ThenAp3 = {A2, A4},
and hence A4 \ {p1} = A1 \ {p3}.
Let u ∈ A5, u ≠ p1, p2, p3, and let w ∈ A2, v ∈ A1, v ≠ p2, p3. Then v ∈ A3, A4. If u ∈ A2, then B = {u, v}meets each
Ai (i = 1, . . . , 5). If u ∈ A1, then u ∈ A3, A4 and B = {u, w} meets each Ai (i = 1, . . . , 5). Hence A is not a 2-antiblocking
system on P .
Therefore, b(n, k, 2) ≥ 6. 
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By Theorem 3.2 in [8], there exists on each set P of even cardinality n = 2k a 2-covering C of order k with |C| = 6.
Therefore, we obtain the following.
Proposition 8. If 2 = nk , then b(n, k, 2) = 6 = g(n, k, 2).
Proof. 4 By Lemma 4, we have g(n, k, 2) = 6. Thus we must show the existence of a 2-antiblocking system of cardinality 6.
(1) Let k = 2k0 be even. Since |P| = 2k, there are disjoint subsets A1, A2 ⊂ P with |A1| = |A2| = k. For i = 1, 2 let
A′i, A
′′
i be disjoint subsets of Ai with |A′i| = |A′′i | = k0. Set A3 = A′1 ∪ A′2, A4 = A′′1 ∪ A′2, A5 = A′1 ∪ A′′2, A6 = A′′1 ∪ A′′2 . Let
B = {b1, b2} ⊂ P with b1 ∈ A1, b2 ∈ A2. Then there is l ∈ {3, 5} with b2 ∉ Al; hence b2 ∉ Al+1, and there is j ∈ {l, l + 1}
with b1 ∉ Aj; that is, B ∩ Aj = ∅. Therefore, A = {Ai | i = 1, . . . , 6} is a t-antiblocking system on P .
(2) Let k = 2k0+ 1 be odd. Fix two points p1, p2 ∈ P . Then |P \ {p1, p2}| = 4k0. Hence there are pairwise disjoint subsets
A′1, A
′
2, A
′′
1, A
′′
2 ⊂ P \ {p1, p2} with |A′i| = |A′′i | = k0. Fix p3 ∈ A′′2 , and set A1 = A′1 ∪ A′′1 ∪ {p1}, A2 = A′2 ∪ A′′2 ∪ {p1}, A3 =
A′1 ∪ A′2 ∪ {p2}, A4 = A′′1 ∪ A′2 ∪ {p3}, A5 = A′1 ∪ A′′2 ∪ {p2}, A6 = A′′1 ∪ (A′′2 \ {p3}) ∪ {p1, p2} and A = {A1, A2, A3, A4, A5, A6}.
Then Ap1 = {A3, A4, A5} and Ap3 = {A1, A3, A6} are 1-antiblocking systems. Let B = {b1, b2} ⊂ P with b1 ∈ A1, b2 ∈ A2.
Since Ap1 and Ap3 are 1-antiblocking systems, we may assume that p1, p3 ∉ B. Then there is l ∈ {3, 4} with b1 ∉ Al ∪ Al+2,
and there is j ∈ {l, l+ 2}with b2 ∉ Aj so that B ∩ Aj = ∅. 
Proposition 9. If n = 2k + 1, k ≥ 5, then b(n, k, 2) = 6 > 4 = g(n, k, 2). For k ∈ {3, 4} and n = 2k + 1, it holds that
b(n, k, 2) = 5 > 4 = g(n, k, 2).
Proof. By Lemma 3, it holds that b(n, k, 2) > 4 = g(n, k, 2).
(1) Let P = P(7), k = 3 and A1 = {1, 2, 3}, A2 = {4, 5, 6}, A3 = {1, 2, 7}, A4 = {2, 3, 7}, A5 = {1, 3, 7}. Then
A = {A1, A2, A3, A4, A5} is a 2-antiblocking system on P . Hence b(7, 3, 2) = 5.
(2) Let P = P(9), k = 4 and A1 = {1, 2, 3, 4}, A2 = {5, 6, 7, 8}, A3 = {1, 2, 3, 9}, A4 = {4, 5, 6, 9}, A5 = {4, 7, 8, 9}.
Then A = {A1, A2, A3, A4, A5} is a 2-antiblocking system on P . Hence b(9, 4, 2) = 5.
(3) Let k > 4. Let p ∈ P be a point.
If k is even, then, by Proposition 8, there exists a 2-antiblocking systemA of order k on P \{p}, and thus on P , with |A| = 6;
hence 6 ≥ b(n, k, 2). Therefore, b(n, k, 2) = 6, by Lemma 5.
Let k be odd, k = 2k0 + 1. Since |P \ {p}| = 2k, there are disjoint subsets A1, A2 ⊂ P \ {p}with |A1| = |A2| = k.
For i = 1, 2, let A′i, A′′i be disjoint subsets of Ai with |A′i| = k0, |A′′i | = k0 + 1, and a ∈ A′′1 . Set A3 = A′1 ∪ A′2 ∪ {p}, A4 =
A′′1 ∪ A′2, A5 = A′1 ∪ A′′2, A6 = (A′′1 \ {a}) ∪ A′′2 .
Just as in the proof of Proposition 8, it follows that A = {Ai | i = 1, . . . , 6} is a 2-antiblocking system on P . Hence
6 ≥ b(n, k, 2). Thus b(n, k, 2) = 6, by Lemma 5. 
3. Small antiblocking systems for sets with 13 to 20 points
Applying the results of the previous section, we present some small antiblocking systems of order 5 which we will use
in the next section.
Consider the following sets:
A1 = {1, 2, 3, 4, 5},
A2 = {6, 7, 8, 9, 10},
A3 = {11, 12, 13, 14, 15}, A′3 = {1, 2, 11, 12, 13}, A′′3 = {1, 2, 3, 11, 12},
A4 = {12, 13, 14, 16, 17}, A′4 = {3, 4, 11, 12, 13}, A′′4 = {2, 3, 4, 11, 12},
A5 = {12, 13, 15, 16, 17}, A′5 = {7, 8, 14, 15, 16}, A′′5 = {1, 4, 5, 11, 12},
A6 = {11, 14, 15, 16, 17}, A′6 = {6, 9, 14, 15, 16} A′′6 = {6, 8, 13, 14, 15},
A7 = {6, 7, 8, 18, 19}, A′7 = {2, 3, 4, 5, 18}, A′′7 = {7, 9, 13, 14, 15}
A8 = {8, 9, 10, 18, 19}, A′8 = {1, 3, 4, 5, 18},
A9 = {6, 7, 10, 18, 19}, A′9 = {1, 2, 4, 5, 18},
A10 = {2, 3, 4, 5, 20}, A′10 = {1, 2, 3, 5, 18},
A11 = {1, 3, 4, 5, 20}, A′11 = {1, 2, 3, 4, 18}
A12 = {1, 2, 4, 5, 20},
A13 = {1, 2, 3, 5, 20},
A14 = {1, 2, 3, 4, 20}.
Proposition 10.
(0) A0 = {Ai | i = 1, . . . , 14} is a 5-antiblocking system on P(20).
4 We present here a proof in order to show how the corresponding 2-antiblocking systems can be constructed. The idea of the construction for odd k is
borrowed from the proof of Theorem 3.2 in [8].
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(1) A1 = {Ai | i = 1, . . . , 9} is a 4-antiblocking system on P(19).
(2) A2 = {Ai | i = 1, . . . , 6} ∪ {A′i | i = 7, . . . , 11} is a 4-antiblocking system on P(18).
(3) A3 = {A1, A2, A′3, A′4, A′5, A′6} is a 3-antiblocking system on P(17).
(4) A4 = {A1, A2, A′3, A′4, A′5, A′6} is a 3-antiblocking system on P(16).
(5) A5 = {A1, A2, A′′3, A′′4, A′′5, A′′6, A′′7} is a 3-antiblocking system on P(15).
(6) A6 = {A1, A2, A′3, A′4} is a 2-antiblocking system on P(14).
(7) A7 = {A1, A2, A′3, A′4} is a 2-antiblocking system on P(13).
Proof. (7) follows by Lemma 1 (see the proof of Proposition 4).
(6) A6 = A7 is a 2-antiblocking system on P(14) as well.
(5) follows by applying Lemma 1 twice (see the proof of Proposition 7).
(4) follows by applying Lemma 1 twice (see the proof of Proposition 5).
(3) A3 = A4 is a 3-antiblocking system on P(17) as well.
(2) follows by applying Lemma 1 twice.
(1) follows by applying Lemma 1 twice.
(0) follows from (1), by Lemma 1. 
The antiblocking systems A3 = A4, A5,A6 = A7 of Proposition 10 are optimal (see Corollary 6, Propositions 7 and 4,
respectively). ForA0,A1,A2, Proposition 10 yields the upper bounds 14, 9, 11, respectively. In the following,wewill establish
lower bounds for these antiblocking systems. It turns out that A1 is also optimal.
Lemma 6. On P(18) there does not exist a 4-antiblocking system A of order 5 with |A| = 8; i.e., b(18, 5, 4) ≥ 9 > 7 =
g(18, 5, 4).
Proof. Assume that there exists a 4-antiblocking system A on P(18)with |A| = 8. By Corollary 6, we have b(17, 5, 3) = 6.
Consequently, rp ≤ 8 − b(17, 5, 3) = 8 − 6 = 2 for all p ∈ P(18), by Lemma 2(2). Thus, by Lemma 2(4), the equations
2x2 + x1 = 40 and x2 + x1 + x0 = 18 follow. Hence x2 − x0 = 22, and therefore x2 ≥ 22, contrary to x2 ≤ 18. 
Lemma 7. On P(19), there does not exist a 5-antiblocking system A of order 5 with |A| = 12; i.e., b(19, 5, 5) ≥ 13 > 10 =
g(19, 5, 5).
Proof. Assume that there exists a 5-antiblocking system A on P(19) with |A| = 12. By Lemma 6, we have b(18, 5, 4) ≥ 9.
Consequently, rp ≤ 12−b(18, 5, 4) ≤ 3 for all p ∈ P(18), by Lemma 2(2). Thus, by Lemma 2(4), we have 3x3+2x2+x1 = 60
and x3+x2+x1+x0 = 19. Hence 2x3+x2−x0 = 41, and consequently x3+x2 = 41−x3+x0 ≥ 41−19+x0 = 22+x0 ≥ 22,
contrary to x3 + x2 ≤ 19. 
By Proposition 10(1) and Lemma 1, we obtain the following.
Proposition 11. Let A′12 = {7, 8, 9, 10, 19}, A′13 = {6, 8, 9, 10, 19}, A′14 = {6, 7, 9, 10, 19}, A′15 = {6, 7, 8, 10, 19}, A′16 ={6, 7, 8, 9, 19}. Then A = A2 ∪ {A′i | i = 12, . . . , 16} is a 5-antiblocking system on P(19) of order 5.
Proposition 12. On P(18), there exists up to permutations a unique 3-antiblocking system A of order 5 with |A| = g(18, 5, 3)
= 5, namely A = {A1, A2, A3, A′′′4 , A′′′5 }, where A′′′4 = {11, 12, 13, 17, 18}, A′′′5 = {14, 15, 16, 17, 18}.
Proof. 1. Let B = {b1, b2, b3} ⊂ P(18) with B ∩ Ai ≠ ∅ for i = 1, 2, 3. Then we may assume that bi ∈ Ai, for i = 1, 2, 3.
Therefore, 16, 17, 18 ∉ B, and there is an l ∈ {4, 5}with b3 ∉ A′′′l ; hence B ∩ A′′′l = ∅.
2. Let A′ be a 3-antiblocking system with |A′| = 5. Then rp ≤ 5 − g(17, 5, 2) = 2 for every p ∈ P(18), by Lemma 2(2);
hence 2x2 + x1 = 25 and x2 + x1 + x0 = 18, by Lemma 2(4), and thus x2 = 7 + x0 ≥ 7. Therefore, we may assume
that r17 = r18 = 2. Then A′18 is a 2-antiblocking system on P(17) with |A′18| = 3. By Proposition 1, we may assume that
A′18 = {A1, A2, A3}. Let A′ \ A′18 = {X4, X5}. Then we have 17, 18 ∈ X4 ∩ X5, and (X4 ∪ X5) \ {17, 18} ⊂ P(16). If there exist
i, j ∈ {1, 2, 3}with i ≠ j and u4 ∈ X4 ∩ Ai, u5 ∈ X5 ∩ Aj, then, for hwith {i, j, h} = {1, 2, 3} and v ∈ Ah, the set {u4, u5, v} is
a blocking set. Hence there exists an l ∈ {1, 2, 3} with (X4 ∪ X5) \ {16, 17, 18} ⊂ Al. Hence {Al, X4, X5} is a 1-antiblocking
system on Al ∪ {16, 17, 18} of order 5, but this is unique up to permutations. Thus A′ = A2 up to a permutation. 
Proposition 13. b(19, 5, 4) = 9 > g(19, 5, 4) = 7.
Proof. 9 ≥ b(19, 5, 4), by Proposition 10(1).
Assume that there exists a 4-antiblocking system A of order 5 on P(19) with |A| = 8. Then, by Lemma 2(2), for every
p ∈ P(19)wehave rp ≤ 8−5 = 3, and x0 = 0, by Lemma 6. Hence 3x3+2x2+x1 = 40 and x3+x2+x1 = 19, by Lemma 2(4);
thus 2x3 + x2 = 21 and x3 + x2 = 19 − x1, and consequently x3 = 2 + x1 ≥ 2. We may assume that r19 = r18 = 3. Then
A19 is a 3-antiblocking system on P(18)with |A| = 5. By Proposition 12, wemay assume thatA19 = {A1, A2, A3, X4, X5} and
A3 ∪ {16, 17, 18} ⊂ X4 ∪ X5. Let A \ A19 = {X6, X7, X8}. We may assume that 18 ∈ X8.
Case 1: 18 ∉ X4. Then we may assume that X4 = {11, 12, 13, 16, 17} and X5 = {14, 15, 16, 17, 18}, by Proposition 12.
Since r18 = 3, we may assume that 18 ∈ X7 and 18 ∉ X6. Then A18 = {A1, A2, A3, X4, X6}, and hence X6 = {14, 15,
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16, 17, 19}, by Proposition 12. Therefore, A17 = {A1, A2, A3, X7, X8}, and thus 16 ∈ X7 ∪ X8, by Proposition 12. Since
16 ∈ X4 ∩ X5 ∩ X6, we obtain r16 = 4, contrary to rp ≤ 3 for all p ∈ P(19).
Case 2: 18 ∈ X4 ∩ X5. By Proposition 12, we may assume that X4 = {11, 12, 13, 17, 18} and X5 = {14, 15, 16, 17, 18}.
We have A18 = {A1, A2, A3, X6, X7}. Then 17 ∈ X6 ∩ X7 or 16 ∈ X6 ∩ X7, by Proposition 12, and hence 16 ∈ X6 ∩ X7, since
r17 ≤ 3. Then A16 = {A1, A2, A3, X4, X8}; hence 17 ∈ X8, by Proposition 12, and thus r17 = 4, contrary to rp ≤ 3 for all
p ∈ P(19). 
Lemma 8. 14 ≥ b(20, 5, 5) ≥ 12 > 10 = g(20, 5, 5).
Proof. By Proposition 10(0), it holds that 14 ≥ b(20, 5, 5). Assume that there is a 5-antiblocking system A of order 5 on
P(20) with |A| = 11. Then rp ≤ 11 − 9 = 2 for every p ∈ P(20), by Lemma 2(2) and Proposition 13. Thus we have
2x2 + x1 = 55 and x2 + x1 + x0 = 20, by Lemma 2(4), and hence x2 = 35+ x0 ≥ 35, contrary to x2 ≤ 20. 
4. Small AI-systems for some codes related to caps in PG(4, 3)
Let F = GF(3), the Galois field of order 3, V = F 5, and PG(4, 3) = Π(V , F), the projective derivation of the vector space
(V , F). For a vector x = (ξ1, ξ2, ξ3, ξ4, ξ5) ∈ V \ {0}, let ⟨x⟩ = ⟨ξ1, ξ2, ξ3, ξ4, ξ5⟩ denote the point determined by x. Consider
the subspaces U1,U2 defined by the vector subspaces F 3 × {0} × F , F 3 × F × {0}, respectively.
For the projection π from U1 onto U2 with centre z = ⟨0, 0, 0, 1,−1⟩, we have
π(⟨ξ1, ξ2, ξ3, 0, 1⟩) = ⟨ξ1, ξ2, ξ3, 1, 0⟩,
for (0, 0, 0, 1,−1) = (ξ1, ξ2, ξ3, 1, 0) − (ξ1, ξ2, ξ3, 0, 1). Furthermore, for (ξ1, ξ2, ξ3) ≠ (0, 0, 0), it holds that
π(⟨ξ1, ξ2, ξ3, 0, 0⟩) = ⟨ξ1, ξ2, ξ3, 0, 0⟩.
In U1 we consider the ovoid O1 = {⟨ξ1, ξ2, ξ 21 + ξ 22 , 0, 1⟩ | ξ1, ξ2 ∈ F} ∪ {⟨0, 0, 1, 0, 0⟩}, and in U2 the ovoid
O2 := π(O1) = {⟨ξ1, ξ2, ξ 21 + ξ 22 , 1, 0⟩ | ξ1, ξ2 ∈ F} ∪ {⟨0, 0, 1, 0, 0⟩}. Then s = ⟨0, 0, 1, 0, 0⟩ = O1 ∩ O2 ∈ U1 ∩ U2. By
choosing s1 = ⟨0, 0, 1, 1,−1⟩, s2 = ⟨0, 0, 1,−1, 1⟩ in the line s, z, it follows that the set C0 = O1 ∪ O2 ∪ {s1, s2} is a cap
in PG(4, 3)with |C0| = 20 (see [5, Example 2.c]).
Let a = ⟨−1,−1,−1, 0, 1⟩, b = ⟨1,−1,−1, 1, 0⟩, c = ⟨−1,−1,−1, 1, 0⟩, and d = ⟨1,−1,−1, 0, 1⟩, e =
⟨−1, 1,−1, 0, 1⟩, where a, d, e ∈ O1 and b, c ∈ O2.
Denote C1 = C0 \ {a},C2 = C0 \ {b, s2},C3 = C0 \ {s1, s2, a},C4 = C0 \ {s1, s2, a, b}, C5 = C0 \ {s1, s2, a, b, c},
C6 = C0 \ {s1, s2, a, b, c, d}, and C7 = C0 \ {s1, s2, a, b, c, d, e}. Then Ci is a cap with |Ci| = 20− i, for i = 1, . . . , 7.
Denote the points of C0 as follows:
p1 = ⟨0, 0, 0, 0, 1⟩ p2 = ⟨1, 0, 1, 0, 1⟩
p3 = ⟨0, 1, 1, 0, 1⟩ p4 = ⟨0, 0, 0, 1, 0⟩
p5 = ⟨−1, 0, 1, 1, 0⟩ p6 = ⟨1, 0, 1, 1, 0⟩
p7 = ⟨0, 1, 1, 1, 0⟩ p8 = ⟨0,−1, 1, 1, 0⟩
p9 = ⟨−1, 0, 1, 0, 1⟩ p10 = ⟨1, 1,−1, 0, 1⟩
p11 = ⟨0,−1, 1, 0, 1⟩ p12 = ⟨1, 1,−1, 1, 0⟩
p13 = ⟨−1, 1,−1, 1, 0⟩ p14 = ⟨−1, 1,−1, 0, 1⟩ = e
p15 = ⟨1,−1,−1, 0, 1⟩ = d p16 = ⟨−1,−1,−1, 1, 0⟩ = c
p17 = ⟨0, 0, 1, 1,−1⟩ = s1 p18 = ⟨0, 0, 1,−1, 1⟩ = s2
p19 = ⟨1,−1,−1, 1, 0⟩ = b p20 = ⟨−1,−1,−1, 0, 1⟩ = a.
For the points of C1, we take the same numbering of the first 19 points of C0 as a = p20.
For C2 = C0 \ {b, s2}, we renumber the point ⟨−1,−1,−1, 0, 1⟩ as p18.
For C3 = C0 \ {s1, s2, a}, we renumber the point ⟨1,−1,−1, 1, 0⟩ as p17.
The points of C4,C5,C6 and C7 are numbered as the first 16, 15, 14, and 13 points of C0, respectively.
For i ∈ P(7), let maxi = max{|Ci ∩ H| | H hyperplane of PG(4, 3)}.
Lemma 9. max0 = max1 = max2 = max3 = 9 andmax4 = max5 = max6 = max7 = 8.
Proof. Let H be a hyperplane of PG(4, 3).
(1) Let {i, j} = {1, 2}. If H = Ui, then H ∩ Oi = Oi, H ∩ Oj = {s} and H ∩ s1, s2 = {s}, and hence |C0 ∩ H| = 9,
|C4 ∩ H| = 8, |C2 ∩ U1| = 9, |Cl ∩ U2| = 9 for l = 1, 3, and |C5 ∩ U1| = 8.
(2) Let H ≠ U1,U2. Then H ∩ Ui is a plane for i = 1, 2, and hence |H ∩ Oi| = 1 or |H ∩ Oi| = 4. If s1, s2 ∈ H , then
s1, s2 ⊂ H , and hence s ∈ H and |H ∩ Oi \ {s}| ≤ 3. If s1 ∈ H, s2 ∉ H or s1 ∉ H, s2 ∈ H , then s ∉ H . Hence |H ∩ Ck| ≤ 8 for
k = 3, 4, 5, and |H ∩ Cl| ≤ 9 for l = 0, 1, 2.
(3) max0 = max1 = max2 = max3 = 9 and max4 = max5 = 8, by (1) and (2).
(4)We have |C6∩U1| = |C6∩U2| = |C7∩U2| = 7 and |C7∩U1| = 6. IfH ≠ U1,U2, then |Ci∩H| ≤ 8 for i = 6, 7. For the
hyperplane H0 spanned by the points p1, p2, p3, z, it holds that H0 ∩ O1 = {p1, p2, p3, p10} and H0 ∩ O2 = {p4, p6, p7, p12}.
Hence max6 = max7 = 8. 
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For the linear code C of length n and dimension k defined by a projective system C = {q1, . . . , qn} in a (k − 1)-
dimensional projective space (i.e., the incidence hull of C is the complete projective space), the minimum distance is
d = n−max{|H ∩C| | H hyperplane}, and {i1, . . . , ik} is an information set if and only if {qi1 , . . . , qik} is an independent set
of k points (see [3]). Therefore, by Lemma 9, we have the following for the linear codes Ci defined by the projective systems
Ci, i = 0, 1, 2, 3, 4, 5, 6, 7.
The minimum distance of C0, C1, C2, C3, C4, C5, C6, C7 is d = 11, 10, 9, 8, 8, 7, 6, 5, respectively; hence C0, C1, C2, C3, C4, C5,
C6, C7 is a 5-, 4-, 4-, 3-, 3-, 3-, 2-, 2-error-correcting code, respectively.
Proposition 14. The 5-antiblocking system A0 defined in Proposition 10(0) is a 5-AI-system for C0.
The 4-antiblocking system A1 defined in Proposition 10(1) is a 4-AI-system for C1.
The 4-antiblocking system A2 defined in Proposition 10(2) is a 4-AI-system for C2.
The 3-antiblocking system A3 defined in Proposition 10(3) and (4) is a 3-AI-system for C3 and also for C4.
The 3-antiblocking system A5 defined in Proposition 10(5) is a 3-AI-system for C5.
The 2-antiblocking system A6 defined in Proposition 10(6) and (7) is a 2-AI-system for C6 and also for C7.
Proof. It is easily verified in all the cases that for all i the set {pj | j ∈ Ai} is a basis of PG(4, 3); hence Ai is an information set.
Note that one needs to check the independence of 23 sets since the sets A′7, . . . , A
′
11 correspond to the same sets of points
as A10, . . . , A14. 
Remark. Each collineation γ of PG(4, 3) with γ (C5) = C5 fixes O1, O2, the point z, and the points s, b, c ∈ O2. Therefore,
since the group of collineations of U2 fixing O2 is isomorphic to the group generated by the involutory automorphism of
L = GF(32) and PGL(2, L), the collineation γ is the identity, or γ is the involution leaving O2 invariant and fixing pointwise
the plane generated by the points s, b, c. Hence the subgroup G of collineations fixing C5 has two elements. Therefore, we
can conclude that the code C5 does not admit a 3-PD-set, but a 3-AI-system (see Proposition 14).
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