The document boundary determination problem is the process of identifying individual documents in a stack of papers. In this paper, we report on a classification system for automation of this process. The system employs features based on document structure and lexical content. We also report on experimental results to support the effectiveness of this system.
INTRODUCTION
In recent years, the ability to digitize physical documents has increased dramatically. It is becoming more commonplace for large organizations to place as much of their paper documents online as possible. The most common digitization process involves scanning an entire collection in one large batch. This process still requires significant preparation by human hands. Just to prepare a collection to be scanned requires that someone remove all physical bindings between pages, and then the boundaries between documents must be manually determined by visually scanning each of the pages in the collection. This particular task has come to be known as document boundary determination. We would like to automate this process to eventually reduce errors and save countless hours of manual labor on such a repetitive task.
The most successful approaches to the problem to date appear to be quite effective (over 95% accuracy for Collins-Thompson and Nickolov 3 ); however, these approaches tend to focus solely on content analysis or structural analysis, and completely disregard the host of information exloited in the other approach.
In this paper we present and test a hybrid analysis method that could serve to automate the process of document boundary determination. The analysis makes use of both classical information retrieval features as well as structurally relevant features. The features are then used collectively as inputs to a neural network classification system that produces a final boundary determination prediction.
The remainder of the paper is organized as follows. Section 2 presents a review of current research and literature on the topic of document understanding, in both content-driven and structurally-driven methods. Section 3 creates a formal presentation of the problem, and then discusses the methodologies implemented in the analysis of the data. Section 4 contains experimental results followed by a critique of the results. We conclude the paper with a discussion of expansion of the concept and possible future work in Section 5.
RELATED WORK
Approaches to document understanding fall mainly into two categories: lexical analysis and structural analysis. Lexical analysis uses the words and language used in a document to gain an understanding of the content of a document. Structural analysis uses layout, formatting, even font-size and style as the basis for document understanding. Both approaches have developed concurrently in research, however they have also done so mostly in isolation of each other.
Lexical analysis, also known as content-based analysis, best serves document understanding tasks that depend on knowing what the topic of discussion is in the documents, similar to the methods used in text categorization, information retrieval, and information extraction.
Structural analysis in document understanding relies heavily on being able to correctly identify visual cues in the images of scanned documents. A variety of approaches have been developed over the years, some of the most popular being connected-component analysis, 8 wavelet decomposition, 1, 4 smearing, 2 and geometric transforms.
5, 9
More recently, there have been some inroads made specifically into automated document boundary determination. Thompson and Nickolov created a support vector machine-based system to determine boundaries in document batches.
3 Their approach decidedly revolves more heavily around the analysis of content than of the structure of the documents, however some features are derived from a structural approach. Their system achieved fairly high accuracy (upwards of 95%). Very recently, Xerox RCE has also taken an interest in researching the document boundary determination problem (termed "document separation") * .
DATA DESCRIPTION AND METHODOLOGY
The simplest description of our data is "a continuous collection of scanned pages", where "page" takes on the typical meaning of a standard piece of paper containing printed text and possibly other information, such as images or graphs. The term "document" here assumes the generally accepted interpretation. Our first observation is that the collection of pages contains somewhere between one full document and as many documents as there are pages (each page is a distinct document). We also assume the pages in each document were scanned in the order in which they were originally set when the document was produced. In a stricter fashion, suppose we have N pages in our collection. Let p ij indicate the j th page in the i th document. We consider the collection to be ordered, so each page will also have a collection-wide ordinal, indicated as p k where 1 ≤ k ≤ N . The two ordinal systems will also be simultaneously applied to a particular page. Therefore, p k ij refers to the k th page in the collection, as well as the j th page in the i th document. The two assumptions made here are:
1. The ordering of pages within a document is preserved throughout the collection.
2. The pages of a document are continuous throughout the collection.
We define a Cartesian coordinate system on the image of each page. The upper-left corner of the page is defined as the origin of our coordinate system, with movement right being the increasing 'x' direction. Movement in the downward direction translates into movement in the increasing 'y' direction. Each pixel in the image translates into a unit in the coordinate space. Now that we have a way of formally describing our data, we can also formally describe the problem we are trying to solve. For any given p i and p i+1 in our collection, we would like to know if they belong to different documents. Let D j refer to the j th document in the collection, and let b i,j indicate the possible boundary between pages p i and p i+1 :
Let
The set B represents all of the actual document boundaries between all pages in our collection. Ideally, what we would like is to find all of the members of set B.
Methodology
Referring back to the set notation for B defined earlier, we want to find as many members of set B as possible. This is essentially a binary classification problem. Our inputs consist of the various features, or "attributes", of each problem instance, where a single attribute is information gathered using a distinct technique, and provides information about the instance not available from the other techniques.
For a single problem instance, we perform the process of gathering, which is compiling all of the attributes for that particular instance. The list of gatherings is described as follows: * http://www.xrce.xerox.com/internships/JMR.AlgoTextIntensiveDocSep.2007.html TF*IDF/VC The vector cosine generated treats the pages as a collection of one-page documents, and the value generated serves as one of the attributes to the classifier.
Header and Footer Information
Many documents contain valuable meta information contained along the top (header) and bottom (footer) margins of the pages. In, 3 the header/footer data was optionally included in analysis in trying to determine document boundaries. The study concluded that the use of header and footer information in the analysis negatively affected their results; however the authors still concede that much of the error was due to unexpected instances in the data, and that header/footer analysis could still serve an important part in boundary determination. We use the top and bottom 10% percent of the page to be eligible as margin information. For each term, we calculate the center point of the bounding box of the term, and determine whether the y position of that center point is either above the top threshold or below the bottom threshold. If it is, we add it to the list of terms considered part of the margin data.
We use the Term Count Model (TCM) for determining the term weight of the margin data, and once again take the vector cosine between two pages.
Zone Data
We make use of differing layout styles in different documents by analyzing the zones produced by OCR. For each zone on the page, we determine the center point of that zone (midpoint of length and height of the zone), and then determine whether that zone falls on the top half or the bottom half of the page. For the purposes of discussion, let zone i B be the number of zones in the bottom half of page page i , while zone i T be the number of zones in the top half of that same page.
Our attribute values, attr ZONE(T OP ) and attr ZONE(BOT ) , are produced as follows:
Page Number Data Attempting to track page number information has also shown potential. 7 Such information, if it is present, is easy to obtain, and also tends to follow one of several patterns.
Suppose pat i and pat i+1 are values of patterns found on pages i and i + 1 respectively, then possible values for the feature are calculated as:
Hough Transform Data A Hough Transform, 5 is a process of detecting pixel patterns in an image by parameterizing the pixels in a way that make them easy to analyze. We use this process to compare the transform profiles between two consecutive pages. For pages p i and p j , let us call the maximum intensities intensity i and intensity j , respectively. We then proceed to find all buckets in the Hough maps of the pages that have an intensity that is equal to or greater than 90% of the maximum intensity found. These resultant sets of lines are then compared by angle and magnitude. If all of the lines in the first set match all of the lines in the second set, the attribute assumes the value of 1, 0 otherwise.
Translation and Classification
We must perform a translation step before using the attribute values as inputs to the classifier because signals to the network operate in an "on-off" manner, while several of our attributes produce values that do not fall into this binary definition. Table 1 indicates which method is used for which attribute.
Our approach to this particular classification problem is to make use of the machine learning model, the neural network. We use a feed-forward network. Several configurations of this type of network were trained during the course of the experiments. Table 1 . Attribute values and associated translations.
RESULTS

Experimental Data
We select a random set of 500 documents from a larger collection of documents, for a total of 1137 pages, or 1136 possible boundary instances. All of the documents are taken from a collection of scientific and correspondence documents, so the format of the documents, as well as the subject matter, may vary widely.
Recall that our original hypothesis is that the combined performance of a set of unique attributes could outperform the individual attributes. In order to determine if this is true, we need to know the performance of the attributes as standalone classifiers. The performance of the individual inputs is displayed in Table 2 . The 6-fold cross-validation produced the best classifier, so we show the performance of the attributes after undergoing threshold adjustment for that subset. Displaying the individual input performances gives us a feel for how well the standalone parts can perform.
Attribute
Optimal Table 2 . Baseline performance for 6-fold removed training set.
Experimental Results
We train three different network configurations over our subsample sets. The results of the network with the best performance is shown in Table 3 . Best-performing network.
As can be seen from Table 3 , our classifier seems to be truly right when it thinks it is right, but it is overly conservative. The precision value of 1.0 indicates that there were no false positives; every case assigned as a boundary was in fact a boundary situation. However the recall value of ≈ 0.61 indicates that the classifier was only able to identify about 61% of the real boundary cases. Several variations on the best-performing network, including increased iterations, another level of hidden nodes, and an asymptotic learning rate, were attempted, however none of the variations showed any significant improvement over the original network.
CONCLUSIONS AND FURTHER THOUGHTS
In retrospect, it appears that the strength posited in the hypothesis (that using unique facets of data increases performance) also proved to be the largest liability in showing its efficacy. The effort required to gather the numerous attributes proved to be prohibitive towards generating a significantly large sample size. However, even with a small sample set, we were able to produce a noticeable increase in performance; this indicates that method may still prove to have merit.
A slightly more theoretically-based approach may be to treat the input values as "belief values," which is an interpretation of probability that allows for degrees of uncertainty in the sources of the probabilities produced. 10 Several experiments have been run using belief values as inputs to statistically-driven classifiers and have shown potential.
6 Such approaches to combining unique signals from the data may prove to be extremely useful in future experiments, without adding nearly as much processing time as continuously adding new attributes in order to improve performance.
