This paper presents a distributionally robust Q-Learning algorithm (DrQ) which leverages Wasserstein ambiguity sets to provide probabilistic out-of-sample safety guarantees during online learning. First, we follow past work by separating the constraint functions from the principal objective to create a hierarchy of machines within the constrained Markov decision process (CMDP). DrQ works within this framework by augmenting constraint costs with tightening offset variables obtained through Wasserstein distributionally robust optimization (DRO). These offset variables correspond to worst-case distributions of modeling error characterized by the TDerrors of the constraint Q-functions. This overall procedure allows us to safely approach the nominal constraint boundaries with strong probabilistic out-of-sample safety guarantees. Using a case study of safe lithium-ion battery fast charging, we demonstrate dramatic improvements in safety and performance relative to a conventional DQN.
Introduction
This paper presents an algorithmic framework for guaranteeing safety with deep Q-learning. Reinforcement learning (RL) algorithms have been studied in great depth for the past several decades. However, recent years have seen an incredible surge in their exploration and application thanks to large-scale computing and fundamental advancements. RL algorithms can be categorized into dynamic programming, policy gradient, and actor-critic approaches. Qlearning is a value based RL algorithm which allows optimal control through recursive model-free learning of the Q-function (Watkins, 1989) . A significant value of the Qlearning algorithm is that it is provably convergent within specified contexts (Watkins & Dayan, 1992) . Safe RL can be described as the study of reinforcement learning with state constraints. Safe RL is still a develop-In review for ICML 2020. Copyright 2020 by the author(s).
ing field in the reinforcement learning and controls literature, however several recent papers have made significant progress in guaranteeing feasibility (in some form). Recent work by (Achiam et al., 2017) , for instance, comprises a significant advancement in safe gradient-based RL control via the constrained policy optimization algorithm. Other research by (Alsheikh et al., 2017) utilizes a "Shielding" algorithm to create a correct-by-construction reactive system that guarantees enforced control policies satisfy some defined logic. The Fear model utilizes reward shaping across entire state trajectories to prevent repetitions of disastrous actions (Lipton et al., 2018) .
Recently, (Garcia & Fernandes, 2016) organize safe RL research into two primary categories. The first category modifies the optimization criterion for the underlying control problem. The second category modifies the fundamental exploration process itself using either, (1) external knowledge, or (2) a risk metric. Take, for example, conventional Q-learning with an ǫ -greedy exploration policy. In this case, there is no direct method to ensure constraint satisfaction when taking exploratory actions randomly. This is a problem safe RL research seeks to address when modifying the overall exploration process. A very common approach is to use external or previously known information to guide the exploration of an RL agent. For instance, Mann et al. avoid entirely random exploration by guiding exploration via transfer learning with an intertask mapping (Mann & Choe, 2012) . Other past work addresses safe exploration in RL using prior or known information about the application (e.g. a model) (Maire, 2005; Maclin et al., 2005; Moreno et al., 2004) . More recently, (Koppejan & Whiteson, 2011) use predefined safe baseline policies as an initialization for online learning. Incorporating a priori information into the exploration process is frequently coupled with a model-based RL approach (Fisac et al., 2018) .
The RL exploration process can also be modified using a risk criterion obtained during online learning. Law et al. presented early work addressing this approach, which defines a flexible risk heuristic that motivates RL agent exploration (Law et al., 2005) . Perkins et al. address this problem by restricting the policy space based on improving identified Lyapunov functions for RL control (Perkins & Barto, 2002) . Another risk-criterion based ap-proach can be found in work by Gehring et al. which guides exploration via a controllability metric that represents confidence in the result of taking a specific action at a given state. In this work, Gehring et al. utilize the temporal difference (TD) error given by the principal Q-function for a given state-action pair to quantify confidence in the result from that state-action pair. They show empirically that weighting this TD error in the action selection process can improve safety (Gehring & Precup, 2013) . Garcia et al. also present a safe RL algorithm which utilizes a risk metric based on a case-based risk function (Garca & Fernandes, 2012) . This format of risk is differentiated from prior work, which formulates safe RL based on risk metrics on probabilities of entering "error states" (Geibel & Wysotzki, 2005) .
Guiding exploration for safe RL control also can be done based on defining or learning safe regions. For instance, Koller et al. present an approach for learning-based modelpredictive control which guarantees the existence of feasible return trajectories to a defined safe region with highprobability (Koller et al., 2018) . Other work by Richards et al. constructs a neural network Lyapunov function in order to learn safe regions for closed-loop nonlinear dynamic systems (Richards et al., 2018) . Berkenkamp et al. also leverage Lyapunov stability to establish specific metrics of safety for an RL controller (Berkenkamp et al., 2017) .
Recently, ideas from the literature on constrained Markov decision processes (CMDPs) have begun migrating into relevant RL literature. Simply put, CMDPs are MDPs where the policy space is limited by constraints imposed by auxiliary cost functions. See work by Altman for more discussion of their specific formulation (Altman, 1999) . According to work by Altman, CMDPs are conventionally solved via linear programming assuming known transition probabilities. Q-learning has been applied to solve CMDPs in the past, however existing works re-frame the problem using the assumption of strong duality (Djonin & Krishnamurthy, 2007) . In most common use cases, however, Slater's constraint qualification condition rarely holds, making this approach difficult to effectively implement. The general concept of constraint costs has been applied in recent papers on the subject of safe RL (Chow et al., 2015; Achiam et al., 2017) . Chow et al. present an algorithm reminiscent of past work by (Parr & Russel, 1997) which specifically defines the feasible action space directly with respect to such constraint cost estimates, thus improving adherence to predefined constraints. However, the certificates of their algorithm ostensibly depend on an assumption that the reward and constraint Q-functions operate on separate timescales. Their generalized formulation is also highly sensitive to noisy observations, and has yet to be explored with function approximation. Overall, safe RL literature has presented varying approaches which improve feasibility during learning. However, guarantees and certificates on safety remain elusive, leaving the question of AI safety an open challenge in the literature. This paper presents a novel distributionally robust approach to safely solving constrained learning optimal control problems. Our work is roughly inspired by the motivating idea presented by (Parr & Russel, 1997) regarding hierarchies of machines in RL problems. More recent work by (Chow et al., 2015) has touched on similar principals, and we use their basic methodology as a simple foundation upon which we build DrQ, a novel framework for safe RL. DrQ works by augmenting constraint costs with tightening offset variables obtained through Wasserstein DRO. These offset variables correspond to distributions of modeling error characterized by the TD-errors of the constraint Q-functions. Wasserstein ambiguity sets, when used to transform chance constraints, provide strong certificates on out-of-sample safety (Esfahani & Kuhn, 2018; Gao & Kleywegt, 2016) . Our case study in safe lithium-ion battery fast charging demonstrates the strong propensity of DrQ to translate these theoretical safety certificates directly to guaranteeing safety during exploration and exploitation in RL problems.
Motivating Example
Throughout this paper, we use lithium-ion battery fast charging as an application to frame our discussion. Lithium-ion battery fast charging is a simple and prototypical optimal control problem which provides an ideal environment to evaluate our algorithm's performance under constraints. The optimal unconstrained policy for battery fast charging is to send as much current to the battery as fast as possible. However, the current has a direct impact on the terminal voltage. In reality, we limit the voltage to avoid dangerous scenarios where the battery overheats and/or ages rapidly. Thus, a simple optimal constrained policy is to maximize current such that the voltage exists at the constraint boundary, until the battery is sufficiently charged. The fact that the optimal fast-charging profile is a boundary solution where performance and safety are in direct competition presents a unique and relevant safety-critical challenge to a reinforcement learning control algorithm. This case study is similar to the "ant circle" environment used in work by (Achiam et al., 2017) .
Consider using a conventional Deep Q-Network (DQN) to solve this optimal control problem. With a DQN, we can follow concepts discussed in (Garcia & Fernandes, 2016) and modify the performance criterion to include indicator penalty functions relating to constraint satisfaction. This structure requires we violate constraints to observe the proper cost signal necessary to learn what actions are and are not safe. This is the fundamental shortcoming inherent to many RL problems regarding safety and sparse re-ward signals. For most algorithms, the requirement to be unsafe while exploring limits the applicability of RL to real-world safety critical controls problems. In this paper, we address this shortcoming by presenting a distributionally robust safe Q-learning algorithm (DrQ) which allows us to approach the nominal constraint boundary in a provably safe way. Specifically, by modifying the constraint cost functions using a tightening offset term obtained via Wasserstein DRO, we can probabilistically guarantee safety with respect to constraints throughout online learning.
Mathematical Preliminaries

Markov Decision Process
The foundation of RL algorithms is the Markov decision process (MDP). This framework considers an agent taking actions and observing rewards within a potentially unknown environment. The objective of an RL algorithm within this environment is to identify an optimal policy π(a t |s t ) which gives the probability of applying an action a t conditioned on being at state s t . This optimal policy maps the current state to the action which maximizes the cumulative reward the agent observes.
An MDP is defined by the tuple (S, A, P, r, γ), where S is the state space, A is the action space, P are the state transition probabilities, r is the instantaneous reward, and γ is the reward discount factor. The agent's objective is to pick actions using a policy π(s t ) that maximize the cumulative discounted reward, defined as the "value" of a given state V π (s t ). We denote s t ∈ R n as the dynamical system state at timestep t, and a t ∈ R p as the control input. The optimal value function V * (s t ) is the cumulative discounted reward when we act with an optimal policy π * (s t ):
(1)
Q-Learning
Q-learning is an RL algorithm for optimal model-free control. Q-learning is provably convergent under several conditions (Watkins & Dayan, 1992; Melo, 2007) . The Qfunction is a generalization of the value function, which gives the "value" of the current state in terms of the optimal expected discounted cumulative reward for an infinite time horizon. Compared to the state value function V (s t ), the Q-function depends on the action at the current instant in time, and then following an optimal policy thereafter:
(2) The action-value function, or Q-function, considers discounted cumulative reward assuming we take a given action now, and then only optimal actions henceforth. Thus, the only modification in the structure of the action-value function is that we can take an arbitrary action at the current time instant. The optimal Q-function takes the form:
For an unknown and potentially non-stationary environment, the state transition law s t+1 ∼ p(s t+1 |s t , a t ) is probabilistic. As a result, we cannot directly compute the expectation over cumulative future reward given in (4). Fortunately, we can utilize the following recursive Bellman equation to iteratively learn the value taken by this expectation:
where α is the learning rate, and k is the iteration index. Thus, we can use Q-learning for optimal control by picking a t ∈ A such that we maximize the value of the Q-function.
Constrained MDPs and Q-Learning
Constrained Markov decision processes are identical to MDPs except that additional cumulative costs are used to restrict the space of feasible control policies. We direct the reader to (Altman, 1999) for further reading on the subject. The feasible set of control policies is defined as:
where D i are cumulative cost functions (henceforth referred to as constraint Q-functions) developed subject to the policy defined by Q:
Our algorithm is inspired by (Parr & Russel, 1997) , which discusses hierarchies of machines in RL problems. More recently, a similar approach for CMDPs was presented by (Chow et al., 2015) , given the title of "Two-Phase" Qlearning. In "Two-Phase" Q-learning, the objective and constraint Q-functions are learned online while limiting the feasible space based on estimates of the constraint cost functions. To develop a sound foundation for our novel approach, we first implement a few fundamental changes to the algorithm presented by (Chow et al., 2015) .
In this paper, we consider optimal control problems with a general class of inequality constraints of the form g(s t , a t ) ≤ 0, where the constraint functions g(s t , a t ) are not learned, cumulative costs. We assume we observe realizations of g(s t , a t ) and learn the cumulative constraint violation based on the following constraint penalty function:
Hence, D i approximate cumulative constraint violation. First, we can modify the original formulation by allowing Q and D i to each be updated with their own unique Bellman equations with the actions limited to the following set:
Making this change is equivalent to saying we are converting the constraints to their best-case counterparts. With our class of constraint cost functions given by (8), any observed cost signal indicates constraints are violated. It also allows future constraint violation to propagate backwards if we apply a second intermediate change to the algorithm presented by (Chow et al., 2015) . Namely, we apply a tolerance δ i (s, a) > 0 to the constraint Q-functions. These tolerances allow us to accommodate likely edge cases where there are no nominally feasible actions at a given state. They also allow us to accommodate noisy measurements. With these changes, we can state the following remark:
Remark 3.1. Consider the case of tabular Q-learning. By allowing the Q-functions to be updated with their own, uncoupled Bellman equations, we prove correct convergence of (i) the objective Q function Q(s, a) and (ii) the learned set A f eas (s) ∀s ∈ S without timescale separation between the convergence of Q and D.
Correct convergence implies the Q function converges to its correct fixed-point values. The timescale separation between the convergence of Q and D i is the fundamental assumption made by (Chow et al., 2015) . Our modifications allow us to prove correct convergence of their base algorithm without this limitation assuming c i takes the form in (8). We include a formal statement and proof of Remark 3.1 in the supplementary material of this paper.
Distributionally Robust Chance Constrained Optimization
This paper adopts ideas from distributionally robust chance constrained optimization to add guarantees of safety and robustness to a simple value-based RL control architecture.
The following subsection introduces Wasserstein ambiguity sets and chance-constraint reformulations.
Wasserstein Ambiguity Sets
A chance constrained program contains constraints with random variables R characterized by support Ξ. Take the following inequality constraint g(s t , a t , R) ≤ 0. In this paper, we assume the random variable R is additive, R ∈ R m , and g(s t , a t , R) : R n × R p × R m → R m is the vector of inequality constraints for the given optimization program. This constraint can be reformulated as a chance constraint:
where η is the allowed probability in violating the constraint. In many applications, the random variable is characterized by an empirical distribution of data samplesP drawn from the true underlying distribution P * .
The number of samples comprising the empirical probability distributionP affects the degree to which our approximation matches the true underlying distribution. In a sense, this can be thought of as a distance within the space of probability distributions. Several statistical tools exist which allow us to quantify this type of distance. Such measures include the various forms of φ-divergence as well as the Wasserstein distance metric, defined as follows: Definition 4.1. Given two marginal probability distributions P 1 and P 2 lying within the set of feasible probability distributions P(Ξ), the Wasserstein distance between them is defined by
where Π is a joint distribution of the random variables R 1 and R 2 , and a denotes any norm in R n .
The Wasserstein metric can be thought of as representing the minimum cost of transporting or redistributing mass from one distribution to another via non-uniform perturbation (Yang, 2018) . This inherent minimization is referred to in convention as the Monge-Kantorovich problem.
To guarantee robustness to out-of-sample experience, we use Wasserstein distance to optimize over the worst-case realization of the random variable sourced from a family of distribution functions within a ball centered about our empirical distribution. For instance, let B ǫ be a ball of probability distributions with radius ǫ centered around our empirical CDFP:
where ǫ is the Wasserstein ball radius. Now, the chance constraint in (10) can be reformulated as:
One challenge to the constraint shown in (13), which optimizes over the worst-case realization within the Wasserstein ambiguity set, is that it entails an infinite dimensional nonconvex problem. Ongoing research has pursued tractable equivalent reformulations of this constraint.
Several expressions exist for the Wasserstein ball radius which, for a given confidence level β, is probabilistically guaranteed to contain the true distribution. We adopt the following formulation of ǫ from (Zhao & Guan, 2018) :
where D Ξ is the diameter of the support of the random variable R, β is the probability that the true distribution P * indeed lies within distance ǫ of our empirical distribution P, and ℓ is the number of data samples.
It is critical to establish that the certificates provided by Wasserstein ambiguity sets are out-of-sample guarantees. This means we can guarantee safety with respect to new experience. For RL problems, this certifying out-of-sample feasibility is critical for ensuring safety, not just retroactively, but throughout the entire learning process.
We adopt the constraint reformulation from (Duan et al., 2018) to transform (13) into a set of tractable inequality constraints. The process of reformulation assumes the constraint function g(s t , a t , R) is linear in the random variable R, and entails a scalar convex optimization program that can be solved rapidly in real time with limited additional computational requirements. The end result of this reformulation is a set of constraints of the form:
where the offset variables q (j) enumerate across the vertices of a hypercube whose side length is the decision variable of the additional convex optimization program. Considering the set of constraints as a joint chance constraint would entail the number of function approximators scale with factor 2 m . Therefore, for computational purposes we isolate each constraint as an individual chance constraint.
Distributionally Robust Q-Learning
So far, we have discussed the constrained Q-learning algorithm on which we base the contributions of this work. We also include a new proof for the correct convergence of the algorithm. This discussion begs the question: "How do we augment this framework with distributional robustness, and how does the DRO framework affect the performance and safety of the algorithm?" We exploit our novel formulation detailed in the following section, as well as deep function approximation, to comprehensively answer this question.
With the cost function (8), we cannot observe signal unless we violate constraints. Using modeling error as defined by the TD errors of the constraint Q-functions, we can modify this cost function to include a tightening offset term via Wasserstein DRO that hedges against uncertainty. By incorporating the distributionally robust chance constraint formulation into this constraint cost signal, we can leverage the out-of-sample safety guarantees provided by Wasserstein DRO throughout the learning process. To accomplish this, we transform the constraint in (6) into:
Here, R i is a random variable corresponding to an empirical distribution of TD-errors δ Di of the ith constraint Q-function:
We can think of the TD-errors of the constraint Q-functions as representations of their modeling error. Using the distribution of TD errors obtained each time we update the parameters of the Q-network, we can form an individual chance constraint for (16) given by:
Now, let us reformulate this constraint into its distributionally robust counterpart using a Wasserstein ambiguity set:
As we discussed in the previous subsection, this constraint represents an infinite dimensional nonconvex problem. A burgeoning area of the literature is focused on deriving equivalent reformulations of this constraint, especially simple convex approximations. In this paper, we adopt the reformulation discussed in (Duan et al., 2018) .
We must, however, address the fact that with the cost function given by (8), we still have to violate constraints to observe constraint cost. We address this perceived shortcoming by transferring the constraint offset obtained from the reformulation directly into the structure of the constraint Qfunction. With the robustified constraint reformulation, we now re-define the constraint cost as follows:
where q is the constant obtained from the equivalent reformulation of the Wasserstein DRO constraint. Offset q pulls the constraint boundary deeper into the interior of the safe region. Now:
Now, rather than storing the tuple (s t , a t , s t+1 , c i ) as training data, we store (s t , a t , s t+1 , g i (s t , a t )). Then, each time we solve neural-fitted Q-iteration (NFQ) (Riedmiller, 2005) to fit the parameters of the constraint Q functions:
We recompute the historical values of c i (s, a) based on our most recent estimate of the worst-case modeling error q obtained from a Wasserstein ambiguity set centered about our empirical TD-error distribution. We do not use any DRO before the first NFQ-update. Once we fit the Q-functions, the greedy action selection functions as follows:
When we select an exploratory action, we still leverage the set A f eas (s) to prune infeasible state action pairs, meaning we can ensure probabilistic safety in every aspect of online learning. The respective Bellman updates of the Q-functions are likewise limited to the set A f eas (s). We direct the reader to our supplementary material for pseudocode describing this overall procedure.
This process allows us to observe constraint cost before violating the nominal constraint boundaries. Assuming the function approximator correctly converges, as we gather more data ℓ → ∞ , q → 0 with no measurement noise. With measurement noise, the offset variables q will characterize the distribution of the underlying noise process. This means the constraint offset will tighten towards the nominal boundary as our estimates of the constraint Q-functions improve over time. Furthermore, the process of computing q even for multidimensional constraint functions entails a simple scalar convex optimization program.
A relevant question is whether this approach applies to control problems that do not fit the CMDP formulation in (8).
In such cases, we can simply augment the nominal constraints with the DRO offset variables q without modifying the reward functions. We would then have to consider updating each Q-function with coupled Bellman updates. This would require consideration of the timescale separation between the convergence of the constraint and objective Q-functions, as is consistent with the finding presented by (Chow et al., 2015) . We posit, however, that the modified approach given by (8) provides a more intuitive application to a broader range of conventional optimal control problems due to the underlying use of general inequality constraints g(s t , a t ). 
Battery Fast Charging Case Study
where I t is the current input, and V OCV is the open-circuit voltage, which is conventionally obtained through experiments. Table 1 lists the relevant parameter values we adopt for this model, and for the Wasserstein DRO framework.
We utilize the following formulation of fast charging:
(29)
DrQ Problem Formulation
The objective reward function for this optimal control problem takes the form:
The initial SOC in our case study is 0.2 (20% capacity), and SOC target = 0.7 (70% capacity). The constraint penalty takes the form:
For a baseline comparison, we also examine conventional deep Q-learning (DQN) with the following modified performance criterion:
Results
We generate 10 independent runs of 25 episodes using both DQN and DrQ for this analysis. For DrQ, Q is a single hidden layer neural network with 10 neurons and sigmoid activation and D is a neural network with four hidden layers of size (2, 5, 5, 2). The DQN is a neural network with two hidden layers of size (10, 10). We use sigmoid activation functions for our function approximators. Figure 1 shows results from the first run. This demonstrates our algorithm is capable of yielding a high performing control policy which safely charges the battery. Comparatively, after 25 episodes the DQN yields a consistently unsafe control policy which overcharges the battery. In fact, analysis of our other runs indicates the DQN frequently fails to converge to any usable result entirely. Figure 2 clearly demonstrates this finding. Overall, DrQ delivers significantly more consistent and near monotonic improvements in performance, whereas the DQN shows no clear pattern of improvement after 25 episodes. DrQ also delivers tighter variance on the overall performance compared to DQN.
Perhaps our strongest and most relevant result is shown in Figure 3 , which reveals several statistics on constraint satisfaction for both DrQ and DQN throughout these 10 runs.
After the first episode (where constraint satisfaction is commensurate between DrQ and DQN since we do not enforce DRO), DrQ is able to leverage the probabilistic guarantee of the Wasserstein ambiguity set to safely learn to charge the battery. In fact, our observations of constraint violation for DrQ are entirely consistent with our chosen chance constraint risk metric η = 2% (see the figure annotation for this analysis). Overall, only 1.25% of the episodes violate constraints. When evaluating constraint satisfaction on a timestep basis, the overall percentage is significantly lower at 0.023%. By observing the y-axis scale in Fig. 3 , it is clear that DrQ also attenuates the magnitude of constraint violation in the unlikely event it does occur relative to DQN. In comparison, the DQN benchmark consistently violates constraints throughout exploration and exploitation.
We provide DQN as our comparison for several reasons. DrQ, much like DQN, can be augmented with additional and existing safe RL architecture. More importantly, our analysis is intended to and in fact successfully validates the theoretical guarantees we obtain through application of Wasserstein ambiguity sets. These guarantees apply af- Figure 3 . Safety statistics over 10 runs of DrQ and DQN, starting from the second episode. The black "exploration" points correspond to the data obtained from the ǫ-greedy policy. The cyan "greedy" points correspond to the greedy policy evaluated at the end of each exploratory episode. The safety observed in both exploration and exploitation with DrQ is well consistent with the chance constraint risk metric η = 0.02, since out of 240 exploratory episodes (excluding the first from each run, where we do not enforce DRO), only 3 exhibit constraint violation with a total of 8 timesteps of constraint violation between them ( 3 240 = 0.0125 < η).
ter the very first parameter update of our neural network function approximators. Conversely, other state-of-the-art safe RL algorithms like CPO exhibit transient periods of poor safety as the algorithm learns the constraint cost functions. Moreover, unlike our DrQ approach CPO has been shown to slow the overall improvements made to performance during online learning (Achiam et al., 2017) .
Conclusion
This paper presents a novel safe distributionally robust Qlearning algorithm (DrQ). First, we make several modifications to the algorithm presented by (Chow et al., 2015) and use them to prove correct convergence under a more relaxed set of conditions. Then, we use this modified algorithm to motivate the definition of our novel approach. Specifically, we apply a Wasserstein distributionally robust optimization framework to modify the constraint cost functions with offset variables which tighten towards the nominal constraint boundary as our modeling accuracy improves. We characterize the underlying modeling error of our function approximators with the TD errors of the constraint Q-functions, treated as random variables. This scheme allows us to observe constraint cost without violating nominal constraints, which provides strong information we use to define a set of feasible state-action pairs. The probabilistic guarantees of our augmented algorithm allow us to guarantee safety throughout the entire online learning process.
Our results from our case study on safe lithium-ion battery fast charging demonstrate our algorithm's effectiveness relative to conventional approaches. Namely, our algorithm entirely satisfies feasibility throughout the online learning process starting after only a single episode.
Our algorithm addresses critical challenges of safe RL literature. Specifically, we present a methodology for Qlearning which allows us to provide strong safety certificates during online learning. Our approach is widely applicably to a diverse set of learning-based optimal control problems. Furthermore, our approach facilitates the overall learning process with what we observe to be more consistent and dependable convergence and intermediate control results.
