Abstract: Due to the increasingly serious energy crisis and environmental pollution problem, traditional fossil energy is gradually being replaced by renewable energy in recent years. However, the introduction of renewable energy into power systems will lead to large voltage fluctuations and high capital costs. To solve these problems, an energy storage system (ESS) is employed into a power system to reduce total costs and greenhouse gas emissions. Hence, this paper proposes a two-stage method based on a back-propagation neural network (BPNN) and hybrid multi-objective particle swarm optimization (HMOPSO) to determine the optimal placements and sizes of ESSs in a transmission system. Owing to the uncertainties of renewable energy, a BPNN is utilized to forecast the outputs of the wind power and load demand based on historic data in the city of Madison, USA. Furthermore, power-voltage (P-V) sensitivity analysis is conducted in this paper to improve the converge speed of the proposed algorithm, and continuous wind distribution is discretized by a three-point estimation method. The Institute of Electrical and Electronic Engineers (IEEE) 30-bus system is adopted to perform case studies. The simulation results of each case clearly demonstrate the necessity for optimal storage allocation and the efficiency of the proposed method.
Introduction
With the rapid development of renewable energy, interest in wind power has drawn more attention, as it possesses advantages such as free energy resources, non-greenhouse gas emission, and the ability of supporting rural areas. However, a high penetration of wind power raises a problem of system instability, caused by the nature of wind uncertainty. The integration of ESS is one of the best solutions to guarantee a stable power system with distributed wind resources [1] .
An optimal allocation of ESSs in power systems can reduce total costs, enhance reliability and power quality, and, by determining the best locations and sizes of ESSs, improve voltage profiles [2] . Studies [3, 4] show that an optimal planning of locations and sizes of ESSs in power systems can reduce a power system's costs and enhance a its reliability and power quality. A novel method has been presented in [5] for designing an energy storage system dedicated to the reduction of the uncertainty of short-term wind power forecasts up to 48 h. Wang et al. in [6] proposed a determination methodology for optimizing the capacity of an ESS that enables a wind power generator to meet the requirements of grid integration. To improve regulation effects, the segmentation method and automatic segmentation
Problem Formulation

Electrical Energy Forecasting
To ensure the secure and economic integration of wind turbines into a power system, accurate wind power and load demand forecasting has become critical of energy management systems [24] . In this paper, the back-propagation algorithm based on the artificial neural network is employed to fit Appl. Sci. 2017, 7, 155 3 of 15 the power curve of the difference between wind generation and load. The total capacity of the ESS is determined by the predicted wind power and loads.
Due to the uncertainties of renewable energy, it is difficult to predict the change in power and capacity of the ESSs. In this paper, the optimal storage capacity problem is formulated as a time series forecasting problem.
The outputs of the generation comprise two parts:
Similarly, the load can be separated into two components as follows:
Supposing that
The power difference between the actual power and the forecasting power is compensated by the ESS.
According to the requirement of a power system, the power balance in the hybrid wind/diesel/ESS system should be followed as Equation (4) .
Consequently, the charging or discharging power of the ESS can be calculated by Equation (4) and the capacity of the ESS can be obtained herein, which is described by Equation (5) .
C E = E max E /u min = P max e × ∆t/u min (6) Noted that the main effect of the ESS is to compensate for the power deviation from the forecast; as a result, the largest forecasting error is the total capacity of the ESSs.
Optimal Allocation of ESSs
The optimal placements and rated power of ESSs are formulated as a constrained nonlinear integer optimization problem where both the locations and sizes of the storage devices are discrete. The objective function encompasses the expected system costs, the emissions, and the voltage fluctuation under the consideration of multiple equality and inequality constraints.
Objective Function
The aims of this work are to minimize the total costs, greenhouse gas emissions, and voltage fluctuations by optimally determining the location and sizes of ESSs, while considering the uncertainties of the wind power generation. More specifically, the system costs contain the fuel cost of diesel generators, the operation cost of the WT, and the ESSs. The multi-objective functions are shown as follows:
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Notice that
where i is the scenario caused by the three-point estimate of wind power; V spec k is the expected voltage; ∆V max k is the maximum of voltage deviation. The expected value of Equation (7) is to calculate the desired system cost and the emissions by optimally allocating the ESSs and by determining the outputs of all the different types of generators factoring in the wind distribution. However, the voltage will fluctuate sharply with the change in the wind power generation, so the voltage profile is improved by the third objective function of (7).
Constraints
To a hybrid wind/diesel/ESS power system, the following operational constraints should be satisfied.
1.
Equality Constraints: the power balance that is related to the nonlinear power flow equations is considered in this paper, which is shown in Equation (11) .
2. Inequality Constraints: the inequality constraints are those associated with the bus voltage V k , the reactive power of generation Q Gi , the tap of the transformer T i , and the maximum charge/discharge power of the ESS.
where n c and n d are taken to be 3 C in this paper.
Solution Method
Discretizing Wind Distribution
The optimal allocation of the ESSs is always determined in the worst case (peak load without wind power) or the historical time series of the power [25, 26] . The goal of this paper is to obtain the sitting and sizing of the ESSs in a more convenient way. Instead of using the Monte Carlo method, a three-point estimation method is adopted to discretize the distribution of wind power.
Wind Distribution
The probabilistic description of wind speed can be accurately presented by the Weibull distribution [27] . Due to the great applicability, Weibull distribution has been widely used to describe the probably distribution of the wind speed, which is defined as follows:
where k represents the shape parameter, and λ is the scale parameter.
To obtain the wind power distribution, a linear approximation equation that established the relationship between the wind speed and the wind power is presented in (14) :
where M is the maximum power of wind turbine; α and β are the linear coefficients; and V ci , V co , and V no denote the cut-in wind speed, the cut-out wind speed, and the normal wind speed, respectively.
Discretizing Wind Speed Distribution
The aim of the discretization scheme is to group the values of the continuous random variable into a three finite group.
The continuous sequence of wind speed can be discretized into three points, as shown in the following formula:
where y i is the discrete wind speed Define
where µ x is the mean value of x; σ x is the standard deviation of x; λ i is the ith central moment of x.
where P i is the probability corresponding to y i . A ten-year daily wind speed data for the city of Madison, USA, was utilized to fit the Weibull distribution. Specifically, the rated power for wind generation was 113 MW with the total maximum load of 283 MW, and the cut-in, cut-out, and normal speed of wind turbines was 3.5 m/s, 40 m/s, and 13.5 m/s, respectively. The three-point discrete distribution was calculated and is shown in Figure 1 . 
BPNN Prediction
A standard BPNN is a multilayer feed-forward neural network with error backward propagation, including an input layer, one and more hidden layers, and an output layer. Each layer is composed of a number of neurons that are connected by weights and thresholds. To solve a complicated problem, a complex neural network structure must be established by increasing the number of neurons and layers, and the structure of the network should match the problem [28] . Figure 2 illustrates a three-layer BPNN with a sigmoid function for the hidden layer and a linear function for the output layer. During the training progress, an input pattern is given to the input layer of the network. Based on the given input pattern, the network will compute the output in the output layer. This network output is then compared with the desired output pattern. The aim of the back-propagation learning rule is to define a method of adjusting the weights of the networks. Eventually, the network will give the output that matches the desired output pattern given any input pattern in the training set.
In this paper, a dynamic artificial neural network integrated with the non-linear auto-regressive model with exogenous inputs (NARX) [29, 30] is employed to forecast the output power of the generation, which contains an input layer, a hidden layer with delays, and an output layer with 2, 10, and 1 neurons, respectively.
As can be seen from Figure 3 , a non-linear autoregressive with exogenous inputs dynamic neural network model establishes a relationship between the optimal scheduling of diesel generation and the actual data of wind power and the load, and is detailed in Equation (19). 
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where d is the delay-order of independent variable; P wind (t) is wind power at t hour; P diesel (t) is the output power of the diesel generation power in one-hour ahead scheduling. It should be noticed that, in the NARX model, load demand is not the independent variable because it has been contained in P diesel (t).
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HMOPSO
Particle swarm optimization (PSO) is an intelligent optimization technique that was firstly put forward in 1995 [31] [32] [33] , and the fundamental idea of the PSO algorithm is to randomly generate particles in the solution space and make each particle gradually approach the optimal solution [34, 35] . In this paper, a hybrid MOPSO algorithm integrated with a non-dominated sorting genetic algorithm (NSGA-II) is programmed by MATLAB (Version R2010b, the MathWorks, Natick, MA, USA, 2010) to optimize the placements and sizes of ESSs in a hybrid wind/diesel power system. MOPSO is utilized to update the position and velocity for each particle to search the best allocation of the ESS, and NSGA-II is used to find a substantially improved spread of solutions and an improved convergence [36] . The procedure of the proposed method can be summarized as follows:
1. Forecast the difference between wind power and load demand and calculate the total capacity of the ESSs. 2. Randomly generate a population with a certain number of particles for initializing all generators' voltage, the output power, and the position and size of the ESSs. The random selections of the swarm of particles considering constraints and corresponding velocity for each particle are initialized. 3. Discretize the joint wind power distribution into a three-point distribution by the proposed estimation method, which is discussed in Section 3.1. 4. Select the candidate buses for installing ESSs via P-V sensitivity analysis. 5. Through probabilistic power flow, evaluate the particles by fitness function and recall their best positions associated with the best fitness value. 6. Check and preserve the pbest (particle best) and gbest (global best); if the algorithm has not yet found the minimum cost, emissions, and voltage fluctuations, update the pbest and gbest. 7. Duplicate the initial population to another population to form a combined population and update the position and velocity of each particle. 8. Sort the members in the new population through NSGA-II with an elitism algorithm for selecting the best solutions to renew the original population. 9. Repeat Steps 5-8 until all scenarios are considered. 
Forecast the difference between wind power and load demand and calculate the total capacity of the ESSs.
2.
Randomly generate a population with a certain number of particles for initializing all generators' voltage, the output power, and the position and size of the ESSs. The random selections of the swarm of particles considering constraints and corresponding velocity for each particle are initialized. 3.
Discretize the joint wind power distribution into a three-point distribution by the proposed estimation method, which is discussed in Section 3.1.
4.
Select the candidate buses for installing ESSs via P-V sensitivity analysis.
5.
Through probabilistic power flow, evaluate the particles by fitness function and recall their best positions associated with the best fitness value. 6.
Check and preserve the pbest (particle best) and gbest (global best); if the algorithm has not yet found the minimum cost, emissions, and voltage fluctuations, update the pbest and gbest.
7.
Duplicate the initial population to another population to form a combined population and update the position and velocity of each particle. 8.
Sort the members in the new population through NSGA-II with an elitism algorithm for selecting the best solutions to renew the original population. 9.
Repeat Steps 5-8 until all scenarios are considered.
Results and Discussion
Electrical Energy Forecasting
One-year wind power and load historical data, which are shown in Figure 4 , of the hybrid system are used to predict the output power of the diesel generation. 
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Sensitivity Analysis
Power vs. voltage characteristics, known as the P-V curve, has been widely used as a complementary analytical tool to the dynamic study by many utilities. It depicts the loading and generating capability of each bus in the power network with respect to voltage stability. The P-V curve enables system planners and operators to reduce the risks of systems accidentally entering unstable regions [37] .
In the paper, in order to minimize the possible placements of energy storage systems, thereby reducing the computational complexity of the PSO algorithm, P-V sensitivity analysis is conducted. The IEEE 30-bus system is selected to verify the ability performance of the proposed algorithm. The system consists of five generations and 20 loads, where Bus 1 is the slack bus, Bus 2 is installed with wind generation rated as 113 MW, Buses 5, 8 11, and 13 are defined as PV nodes, and other buses are PQ nodes [38] . Wind generation is added to Bus 2 rated as 113 MW. In order to simulate the extreme actual severe operating condition and expose the weaknesses and limitations of the system, the lengths of branches from Bus 1 to Bus 3 and Bus 1 to Bus 2 are doubled.
Buses that have more variation according to the change of loading and/or generating conditions are identified as sensitive buses. By placing energy storage systems at sensitive buses, the voltage profiles not only at these sensitive buses but also at adjacent buses will be improved. Therefore, by selecting proper locations for energy storage systems, the overall system voltage profiles can be improved, and system costs and losses thus minimized. Figure 6 depicts P-V curves of generation and load areas in the IEEE 30-bus system. Buses 7, 10, and 12 in the generation area shown in Figure 6a , and Buses 25, 26, 28, the 30 in the load area shown in Figure 6b are noticeably more sensitive than other buses; in other words, they are able to contribute more voltage stability than other buses when energy storage devices are installed. It is worth noticing that Buses 1, 5, 8, 11, and 13 are not considered to install ESSs, as they are either connected to the bulk grid or already installed generations. 
Economic Analysis
Considering the actual situation, the impacts of integration of the wind power and ESS into a transmission system are studied and compared in three cases in consideration of three scenarios of wind power, which are obtained from 3-point estimation method (3-PEM) to illustrate the effectiveness of the HMOPSO method. Table 2 presents the fuel cost parameters for each diesel engine, and the operation cost parameters 
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Considering the actual situation, the impacts of integration of the wind power and ESS into a transmission system are studied and compared in three cases in consideration of three scenarios of wind power, which are obtained from 3-point estimation method (3-PEM) to illustrate the effectiveness of the HMOPSO method. Table 2 presents the fuel cost parameters for each diesel engine, and the operation cost parameters It can be seen from above that the total operation cost is reduced with the changes of the wind power from 0 MW to 113 MW. In Case 1, the load demand is only supplied by the diesel generation such that the system has to face a high cost of $12,434.4/h. Even though the ESS is introduced to Case 2, the system cost is still high which implies that the distributed ESSs and optimization method is necessary. More specifically, the costs in Case 2 are $12,877, $10,721, and $9507 with the change of the wind power from 0 MW to 113 MW. Compared with other cases, the cost in Case 3 is the lowest with $11,270/h, $9312/h, and $8036/h, respectively corresponding to the three different wind power outputs. If the system operate in one year (8760 h), the system will save $25,633,512. Table 3 presents the carbon emission parameters of diesel engines [39] . Figure 8 reveals the benefit from the renewable energy. It shows that total carbon emission decreased from 17,064 kg/h to 15,364 kg/h with increasing wind power in Case 1. Compared with Case 1, the greenhouse gas emissions dropped by 5.9% every hour, which is 15,194.4 kg/h in Case 3. The total carbon emission is markedly decreased from 16,151.27 kg/h to 15,194.4 kg/h owing to the optimal allocation of ESSs. It should be noted that the emissions are 17,386 kg/h in Case 3 when the wind power reaches the maximum. The simulation results indicated that the operating range of the diesel engine should be taken into account when optimizing the configuration of the ESS. It can be seen from above that the total operation cost is reduced with the changes of the wind power from 0 MW to 113 MW. In Case 1, the load demand is only supplied by the diesel generation such that the system has to face a high cost of $12,434.4/h. Even though the ESS is introduced to Case 2, the system cost is still high which implies that the distributed ESSs and optimization method is necessary. More specifically, the costs in Case 2 are $12,877, $10,721, and $9507 with the change of the wind power from 0 MW to 113 MW. Compared with other cases, the cost in Case 3 is the lowest with $11,270/h, $9312/h, and $8036/h, respectively corresponding to the three different wind power outputs. If the system operate in one year (8760 h), the system will save $25,633,512. Table 3 presents the carbon emission parameters of diesel engines [39] . Figure 8 reveals the benefit from the renewable energy. It shows that total carbon emission decreased from 17,064 kg/h to 15,364 kg/h with increasing wind power in Case 1. Compared with Case 1, the greenhouse gas emissions dropped by 5.9% every hour, which is 15,194.4 kg/h in Case 3. The total carbon emission is markedly decreased from 16,151.27 kg/h to 15,194.4 kg/h owing to the optimal allocation of ESSs. It should be noted that the emissions are 17,386 kg/h in Case 3 when the wind power reaches the maximum. The simulation results indicated that the operating range of the diesel engine should be taken into account when optimizing the configuration of the ESS. As seen from the above analysis, the operation cost and carbon emission are greatly reduced by the distributed ESS configuration. Meanwhile, the real power loss of the system declines sharply from 26.4 MW to 10.7 MW. Eventually, Buses 12, 25, and 26 are found to be the best places to install ESSs with capacities of 30.7 MW, 18 MW, and 39.46 MW, respectively, which are demonstrated in Table 4 . As seen from the above analysis, the operation cost and carbon emission are greatly reduced by the distributed ESS configuration. Meanwhile, the real power loss of the system declines sharply from 26.4 MW to 10.7 MW. Eventually, Buses 12, 25, and 26 are found to be the best places to install ESSs with capacities of 30.7 MW, 18 MW, and 39.46 MW, respectively, which are demonstrated in Table 4 . 
Carbon Emission Analysis
Conclusions
With the rapid development of renewable energy, it has become important to forecast electric energy when optimally planning a stable and economic power system. In this paper, a two-stage hybrid MOPSO that integrates with a back-propagation neural network is proposed to optimize the allocation of ESSs in order to reduce total cost and emissions. Furthermore, wind power distribution is discretized by a three-point estimation method, and the P-V curve is explored to select candidate buses for the installation of the ESSs. The simulation results show that (i) the dynamic prediction method is more suitable for forecasting wind power and load demand, which has the lowest number of errors; (ii) with the help of P-V sensitivity analysis, the proposed HMOPSO is able to search for the best placement and size for ESSs at a fast speed as well as minimize the total operation cost and improve voltage profiles; (iii) different from conventional analysis, the distributed ESSs can achieve minimum costs and greenhouse gas emissions for a wind power integrated system. In a future study, the air density and ambient temperature will be taken into account to improve the forecasting method. 
