We propose the use of a mean-quadratic-variation criteria to determine an optimal trading strategy in the presence of price impact. We derive the Hamilton Jacobi Bellman (HJB) Partial Differential Equation (PDE) for the optimal strategy, assuming the underlying asset follows Geometric Brownian Motion (GBM). We also derive the HJB PDE assuming that the trading horizon is small and that the underlying process can be approximated by Arithmetic Brownian Motion (ABM). The exact solution of the ABM formulation is in fact identical to the price-independent approximate optimal control for the mean-variance objective function in [2] . The GBM mean-quadratic-variation optimal trading strategy is in general a function of the asset price. However, for short term trading horizons, the control determined under the ABM assumption is an excellent approximation.
Introduction
A typical problem faced by an investment bank arises when buying or selling a large block of shares. If the trade is executed rapidly, then this can be expected to cause a significant price impact. For example, in the case of selling, this price impact will lower the average price received per share compared to the pretrade price. An obvious strategy is to break up the trade into a set of smaller blocks. This will lower the price impact, but now the trading takes place over a longer time horizon. Consequently, the seller is exposed to risk due to the stochastic movement of the stock price, relative to the pretrade price.
Algorithmic trading strategies attempt to determine a trading schedule which optimizes a given objective function. One of the early papers on this topic [5] considered the best trading strategy which minimizes the cost of trading over a fixed time. More recently, this problem has been posed in terms of a mean-variance tradeoff in continuous time [2, 1, 3, 11, 17, 16] . Another possibility is to maximize an exponential or power law utility function [13, 20, 19] . However, the mean-variance tradeoff has a simple intuitive interpretation, and is probably preferred by practitioners.
In this paper, we consider the continuous time trading model described in [2] . In this model, trading is assumed to take place at a finite rate. Another approach, which we will not consider here, formulates the optimal execution problem as an impulse control [13, 20] which allows for instantaneous trading of finite amounts (infinite rates).
In [2] , path independent or static strategies were suggested as solutions of the mean-variance optimality condition. However, in [17, 16] , the authors recognize that these strategies cannot be optimal in terms of the pre-commitment policy which optimizes the mean-variance tradeoff as seen at the initial time [4] . In [12] , the pre-commitment optimal mean-variance policy is determined by formulating the problem in terms of a related Linear-Quadratic (LQ) objective function [23, 15] . The optimal policy can then be determined by a numerical solution of a Hamilton Jacobi Bellman (HJB) partial differential equation (PDE) . The results in [12] indicate that the optimal trading strategy is not unique, i.e. there are many strategies which result in the same efficient trading strategies.
The pre-commitment strategy is optimal in the following sense: suppose we carry out many thousands of trades. We then examine the post-trade data, and determine the realized mean return and the standard deviation. Assuming that the modelled dynamics very closely match the dynamics in the real world, the optimal pre-commitment strategy would result in the largest realized mean return, for a given standard deviation, compared to any other possible strategy.
A criticism of the pre-commitment policy is that it is not time consistent [4] . In other words, the optimal policy computed at the initial time will not in general agree with an optimal policy computed by maximizing the mean-variance tradeoff as seen at some later time. However, probably a more serious criticism of the pre-commitment approach is that the risk is only measured in terms of the standard deviation of the gain at the end of trading. There is no control over the instantaneous risk during the course of trading. This may be quite disturbing to risk managers, who are required to report daily Value at Risk (VAR) statistics.
An alternative measure of risk and reward is to consider a mean-quadratic-variation objective function [8] . This approach controls a risk measure which is a function of all the points along the trading trajectory, and hence may be a more useful measure of risk. The mean-quadratic-variation objective function is strongly path-dependent, and hence we suppose that this risk measure will generate smoothly varying control strategies.
The main contributions of this article are
• We formulate the optimal trading strategy in terms of a mean-quadratic-variation objective function. The optimal strategy is then found from the solution of a Hamilton Jacobi Bellman (HJB) partial differential equation (PDE). We formulate this problem assuming Geometric Brownian Motion (GBM) for the underlying asset, which allows for both long and short term trading horizons.
• In the special case of Arithmetic Brownian motion, assuming a specific form for the price impact, the HJB PDE can be reduced to a simple form, where the optimal control is independent of the asset price. We show that the solution of this PDE is actually identical with the strategy in [2] . This means that the path-independent, approximate solution to the mean-variance control problem is actually the exact solution of the mean-quadratic-variation optimal control problem (assuming Arithmetic Brownian motion).
• We develop numerical methods for solving the HJB PDE for both the GBM case and the simpler Arithmetic Brownian motion (ABM) case. The numerical methods allow arbitrary constraints on the trading strategy. In general, the trading strategy is a function of the asset price for the GBM case. In the ABM case, the optimal strategy is independent of the asset price, hence the GBM and ABM strategies are different. However, if the trading horizon is short, the Arithmetic Brownian motion assumption gives a very accurate approximation to the GBM solution, in terms of the efficient frontier.
Formulation
Consider the portfolio P P = B + αS B = Bank account α = number of shares
where the objective is to buy/sell a specified number of shares in the time interval [0, T ]. In other words, at t = 0, B = 0, α = α init . At t = T , α = 0. As such, α init > 0 means we are selling (liquidating a long position) while α init < 0 implies we are buying (liquidating a short position). Our objective is to maximize the gains in trading, which are accumulated in the bank account B, and minimize risk. Let the trading rate v be
The rate of cash flow into the bank account is
where −vf (v)S dt is the amount of cash required to buy v dt shares at price f (v)S. Let the process followed by S be
We refer the reader to [3] for a discussion of permanent and temporary price impact models.
Objective Function
Our objective here is to determine the optimal trading strategy v(S, α, t). Define
with λ being a risk aversion parameter, Z the set of admissible controls, and E t [·] the expectation as seen at time t.
The term e r(T −t ) (−vf (v)S) represents the future value of the cash flow (−vf (v)S) dt obtained by buying v dt shares at the effective price f (v)S. In a portfolio liquidation scenario the expectation of the first term has a very natural interpretation as the accumulated value in the bank account after the trading task has been completed.
The term
is the instantaneous risk due to holding a different value from the arrival benchmark . This local risk measure is defined so that any position that differs from our target of zero shares is deemed to be at risk due to local movements in the price of that asset. The cumulative instantaneous risk
is often referred to as the execution risk . The objective function (3.1) maximizes the proceeds from trading, while minimizing the total quadratic variation of the share holdings which differ from the arrival benchmark. This measure of risk of a trading strategy was suggested in [8] . The philosophy of this strategy is as follows: holding positions which differ from the benchmark generates quadratic variation. When the expected gain from trading is high (including the effects of price impact and trading frictions), then quadratic variation can be generated at a high rate. Alternatively, when the expected trading gain is low, quadratic variation should be generated at a low rate.
This strategy is particularly useful if we are interested in smooth evolution of the value of the trading portfolio. This strategy avoids excessive instantaneous risk taking (relative to the arrival benchmark) in order to achieve a large expected gain. Note that the usual mean-variance approach (as measured at the initial time, i.e. the pre-commitment strategy [4] ) may incur a large instantaneous holding risk. Many organizations may prohibit trading strategies which have large instantaneous holding risk, since this contributes to firmwide value at risk (VAR) measures. Similarly, in a slight generalization of the arguments presented in this paper, customers of algorithmic trading systems will often require solid justification for any actions that take the cumulative holdings away from the target holdings of their specified trading benchmark, indicating that they also consider a local risk measure important.
We typically assume that
with v min ≤ 0 ≤ v max . For example, in the case of selling, we would usually specify that v min < 0, and v max = 0.
Remark 3.1 (Mean Quadratic Variation and Time Consistent Mean Variance) Some recent work [6] shows that, for some special cases, the optimal strategy generated by time consistent mean-variance optimization [4] and mean-quadratic-variation optimization (3.1) are identical. This suggests that the meanquadratic-variation policy is a natural, time consistent strategy.
HJB Equation Formulation

Optimal Control
With an abuse of notation, we now (and in the rest of this article) let the solution to equation (3.1) be denoted by V = V (S, α, τ = T − t). In Appendix A, we follow the usual steps to determine the HJB equation satisfied by V (S, α, τ ),
The initial condition for the PDE (4.1) can be determined by imagining one final trade over a small time interval (∆t) T , which ensures that α = α spec = 0. The trade rate v T for this final trade is
The value of V (S, α, τ = 0) will be this final cash flow
Another way to enforce α = α spec at t = T would be to use the initial condition
In general, we can expect that these two initial conditions will give the same strategy. However, condition (4.3) does allow for the (remote) possibility that it may be optimal in the selling case to simply discard the remaining shares at the end of trading. We will use condition (4.3) in the following.
Expected Value
In order to construct the efficient frontier, i.e. a plot of expected gain versus risk, we will need to compute the expected gain. Let W (S, α, τ ) be the expected gain from the strategy v * = v * (S, α, τ ) found by solving equation (4.1), such that
Following the same steps as used to derive equation (4.1), (or simply setting λ = 0), we obtain
The value of W (S, α, τ = 0) is determined using the same arguments as used to derive equation (4.3)
Construction of the Efficient Frontier
For a given value of λ, we solve equation (4.1), which gives us the optimal control v * . With this value of v * , we then solve equation (4.6). Let
and
The risk is given by
Equations (4.9) and (4.11) give us a single point on the efficient frontier. Repeating the above computation for different values of λ allows us to trace out the entire efficient frontier.
Localization and Boundary Conditions
Optimal Control Equation (4.1)
The original problem (4.1) is posed on the domain
For computational purposes, we localize this domain to
At α = α min , α max we do not permit buying and selling which would cause α / ∈ [α min , α max ], so that
At S = 0, we solve
At S = S max , we make the assumption that V A(B, τ )S 2 , which can be justified by noting that the term λα 2 S 2 σ 2 acts as a source term in equation (4.1). We also assume that the effect of any permanent price impact at S = S max can be ignored i.e. g(v) = 0 at S = S max . This gives
Equation (4.16) is clearly an approximation. We will carry out numerical tests with varying S max to show that the error in this approximation can be made small in regions of interest.
The initial condition at τ = 0 is given by equation (4.3).
Expected Value Equation (4.6)
At α = α min , α max , we solve equation (4.6). From equation (4.14), the optimal control v * must be such that no information is required outside of Ω. At S = 0 we simply solve equation (4.6) as well.
At S = S max , we assume that g(v) = 0 and that W C(α, τ )S, (based on the initial condition (4.7)) which gives
Again, equation (4.17) is clearly an approximation. We will verify that the effect of this is small for sufficiently large S max .
The initial condition at τ = 0 is given from equation (4.7).
Special Case: Arithmetic Brownian Motion
If the trading horizon T is small, then it may be reasonable to assume Arithmetic Brownian motion for the asset [3] . In this case
with S 0 = const. In addition, suppose that the temporary price impact is of the form
with h(v) independent of S, so that the price actually obtained upon buying/selling is
This effectively models the temporary impact as independent of the asset price. Additionally, we assume that rT 1 so that we take
Assuming equations (5.1), (5.3) and (5.4) hold, and following the same steps as used to derive equation (4.1) we obtain
Note that the explicit S dependence in equation (5.5) appears only in the term (−vS + vW α ). Let
Substituting equation (5.6) into equation (5.5) gives
From equations (4.3), (5.3) and (5.6) we obtain
Now, note that equation (5.7) has no explicit S dependence, and that the initial condition (5.8) has no S dependence. It therefore follows that equation (5.7) with initial condition (5.8) can be satisfied by a function
where U (α, τ ) satisfies
Proposition 1 Assuming Arithmetic Brownian motion (5.1), temporary impact of the form (5.2), and initial condition (4.3), the optimal control of equation (5.5) is independent of the asset price S.
Proof . In this case, the optimal control for problem (3.1) is given from the optimal control of problem (5.10), which is independent of S, hence the control v = v(α, τ ) is also independent of S.
6 Price Impact
Geometric Brownian Motion
In the GBM case, we use the following form for the permanent price impact
We take κ p to be a constant. This form of permanent price impact eliminates round-trip arbitrage opportunities [14, 3] . The temporary impact has the form
κ s is the bid-ask spread parameter κ t is the temporary price impact factor β is the price impact exponent .
Note that if κ s < 1, then f (v) ≥ 0, so that the effective price obtained on buying/selling is always nonnegative, regardless of the magnitude of v.
Arithmetic Brownian Motion
In the arithmetic approximation case, the permanent impact is the same as for GBM, equation (6.1). From equation (5.2) and (6.2) we have
Assuming that S 0 /S 1, then equation (6.3) becomes
Assuming |κ t |v| β | 1, and that κ t κ s 1, gives
From equations (6.4) and (6.5) we obtain
Recall that the effective price obtained on buying/selling is (using equation (6.6))
which may be negative for v → −∞. Obviously, the Arithmetic Brownian motion assumptions are only valid for small trading rates.
Relationship to Almgren et al [2]
There are several different ways to generalize single period mean-variance optimization to the continuous time, multi-period case. There is often not clear distinction about this in the literature. We refer the reader again to [4] for more detail.
Mean-Variance
Pre-commitment
Let V ar[·] be the variance. The most natural generalization is to find the trading strategy v(S, α, t) that maximizes the mean-variance problem
This is the pre-commitment [4] strategy, whereby the expectation and variance in equation (7.1) are as seen at t = 0. As discussed in [4] , there is no direct dynamic programming principle for this problem, hence the pre-commitment solution is not time consistent (i.e. the optimal policy computed at the initial time will not in general agree with the optimal policy computed by maximizing the mean-variance tradeoff at some later time). This problem can be solved as described in [12] .
Even in the Arithmetic Brownian motion case, the optimal pre-commitment trading strategy is, in general, a function of the asset price S, as noted in [18, 16] .
Time Consistent
Another approach is to use a time consistent version of problem (7.1). Briefly, this means taking the expectation as seen at time t, assuming that the optimal strategy is recomputed at all future times. This leads to a dynamic programming principal, but the computation is actually more involved than for the pre-commitment case [22] . Not surprisingly, it is shown in [4] that pre-commitment and time consistent strategies are the same as T → 0.
Mean-Quadratic-Variation
This strategy is given in equation (3.1) as suggested in [8] , and is clearly different, in general, from strategy (7.1). Also note that we solve the problem using standard dynamic programming techniques, implying the optimal control is time consistent. Note that is some cases, the optimal control for mean-quadratic variation is identical to the optimal policy for time consistent mean variance optimization [6] .
The Argument in [2]
In [2] , the authors assume that the optimal strategy for equation (7.1) is path independent, that the underlying asset follows Arithmetic Brownian motion, and that the temporary impact is of the form (5.2). The end result is that (translating their arguments into continuous time)
In Appendix B, we paraphrase the argument in [2] which gives result (7.2). Equation (7.2) is not generally true: for an optimal control that is a function of asset price (i.e. path-dependent), there is no reason the variance of the cash flow (−vf (v)S) dt should be free of an expectation over S. Substituting equation (7.2) into equation (7.1) and letting r = 0, we obtain the following objective function
If we make the approximations (5.1), (5.3), and (5.4), then the optimal control of problem (7.3) is given by equation (5.10). In Section 8, we will verify that the analytic solution given in [2] satisfies equation (5.10).
In [18] , the authors eliminate the assumption that the control is path independent, and then suggest solving the pre-commitment mean-variance problem (7.1), assuming Arithmetic Brownian motion and approximations (5.3), (5.4).
To summarize, in [2] , the authors actually find the exact optimal control for problem (3.1), after assuming Arithmetic Brownian motion, and ignoring interest rate effects. Similar path independent strategies were also discussed in [11] . As argued above, Problem (3.1) is a very appropriate trading optimization problem formulation, but it is, of course, different from problem (7.1). More formally, we make the following assumptions
which gives the following special case of equation (5.10)
We take the initial condition here to be equation (4.4), which gives V = αS + U , and hence
We note that the special case equations (8.2), (8.3) are the continuous equivalent of the discrete optimal trading problem considered in [2] , for which the authors derived an analytical solution. Because of this equivalence, analytical solutions for equations (8.2), (8.3) can be obtained by taking limit of the discrete case solutions in [2] .
For future reference, we give the full formula here. Defining 4) to simplify notation, the function U (α, τ ) can be written as E + λF , where
(8.5)
The optimal trading trajectory is then
We also note that if κ s = 0, then both E and F , and hence U are proportional to (α 2 ). It can be verified by direct substitution that equation (8.5) is the solution of equation (5.10).
In general, we would like to impose constraints on the control, i.e.
For example, in the case of selling, a natural constraint is
This constraint may take effect if µ = 0, in which case the analytical solution (8.5) will no longer be valid.
Numerical Method: GBM Case (4.1)
We give a brief outline of the numerical method used to solve equation (4.1). We will use a semi-Lagrangian method, similar to the approach used in [9] . Along the trajectory S = S(τ ), α = α(τ ) defined by 
where the operator LV is given by
and where the Lagrangian derivative DV /Dτ is given by
The Lagrangian derivative is the rate of change of V along the trajectory (9.1). Define a set of nodes [S 0 , S 1 , ..., S imax ], [α 0 , α 1 , ..., α kmax ], and discrete times τ n = n∆τ . Let V (S i , α j , τ n ) denote the exact solution to equation (4.1) at point (S i , α j , τ n ). Let V n i,j denote the discrete approximation to the exact solution V (S i , α j , τ n ). We use standard finite difference methods [10] to discretize the operator LV as given in (9.3). Let (L h V ) n i,j denote the discrete value of the differential operator (9.3) at node (S i , α j , τ n ). The operator (9.3) can be discretized using central, forward, or backward differencing in the S direction to give
where a i and b i are determined using the algorithm in [10] . Let v n i,j denote the approximate value of the control variable v at mesh node (S i , α j , τ n ). Then we approximate DV /Dτ at ((S i , α j , τ n+1 ) by the following DV Dτ 
Our final discretization is then
and define a discretization parameter h such that
where C i are positive constants. Note that we must solve a local optimization problem at each node at each timestep in equation (9.8) . In fact, we need to determine the global maximum of the local optimization problem. If the set of controls Z is discretized with spacing h, then a linear search of the control space will converge to the viscosity solution of the HJB equation (4.1) [21] . An alternative (and less computationally expensive) method is to use a one dimensional optimization algorithm [7] to determine the local optimal control. The difficulty here is that one dimensional optimization methods are not guaranteed to converge to the global maximum. We will carry out tests using both methods in the following.
10 Numerical Method ABM Case (5.10)
Similar to the derivation in the last section, (5.10) can be written as
where LU = 0 and the Lagrangian derivative DU/Dτ = U τ − U α v. By integrating along the Lagrangian path and discretizing, we obtain:
where we have used the notation U
Here α n j is equation (9.7).
Either linear or quadratic interpolation can be used in approximating U n j
. Linear schemes have the advantage that they are monotone and numerical solutions are guaranteed to converge to the viscosity solution of the HJB equation, whereas quadratic schemes may not converge to the viscosity solution. In the special case where the analytical solution (8.5) is known, our quadratic interpolation scheme does converge to the exact solution of the HJB equation (10.1).
Numerical Examples
We solve the full GBM control problem (4.1). We define our measure of risk as
The expected gain is given by
We will consider two cases: an illiquid stock traded over a long time horizon (one month) and a liquid stock traded over a short time horizon (one day).
Example 1: Long Trading Horizon, Geometric Brownian Motion, Illiquid Stock
As a first example, we use the parameters shown in Table 1 . This example uses a long trading horizon, in order to compare with the case in [12] . The pre-commitment trading strategy in [12] is somewhat ill-posed, in the sense that there are many strategies which produce almost the same points on the efficient frontier. The value of κ t in Table 1 can be given the following interpretation. If one block of shares is sold at a constant rate over the entire month, then the temporary price impact is about 240 bps. This would correspond to an illiquid stock.
Convergence Tests
We will first carry out some convergence tests, using the data in Table 1 . The grid and timestep information are given in Table 2 As noted in Section 9, in general, we need to use a linear search to guarantee that the global maximum of the local optimization problem at each node in equation (9.8) is determined to O(h) for smooth functions. This guarantees convergence to the viscosity solution of equation (4.1). Tables 3 and 4 compare results using a linear search or a one dimensional optimization technique to solve the local optimization problem at each node. These tables clearly show that both methods converge Table 3 : Use linear search of discrete trade rates, compared to optimization method in Table 4 . Convergence test, input data in Table 1 . Values given at S0 = 100, alpha = 1, λ = .2. Value Function = V (S0, α = 1, τ = T . Risk is given from equation (11.1). Control is the value of v(S0, α = 1, τ = T ). Expected Gain is defined in equation (11.2). Optimal local control determined using a linear search. The number of nodes used in the discretization of the controls is given in Table 4 : Convergence test, input data in Table 1 . Values given at S0 = 100, alpha
Risk is given from equation (11.1). Control is the value of v(S0, α = 1, τ = T ). Expected Gain is defined in equation (11.2). Optimal local control determined using a one dimensional optimization method.
to the same solution. This is in contrast to the results for the pre-commitment mean-variance solution of the optimal trade execution problem in [12] . In [12] , only the linear search method converged to the globally optimal solution. We have verified that the one dimensional optimization method converges to the global optimum in many tests, which we will not report. In the following, we will use the one dimensional optimization method, since it is much less expensive, computationally.
Recall that we made several approximations in order to determine boundary conditions at S = S max . Table 5 shows the effect of increasing S max , and verifies that the effect of these boundary condition approximations is negligible in regions of interest.
If selling takes place at a constant rate v = −1/T , then this will be the optimal strategy in the case that λ = 0, and µ = 0. In the case that r = 0, then the expected gain from selling at the rate v = 1/T will be (using the parameters in Table 1 ) Table 5 : Test of increasing Smax. Smax = 20000 compared to Smax = 5000 in Table 4 . Convergence test, input data in Table 1 . Values given at S0 = 100, alpha
Risk is given from equation (11.1). Control is the value of v(S0, α = 1, τ = T ). Expected Gain is defined in equation (11.2) . Optimal local control determined using a one dimensional optimization method. Compare with Table 6 : Expected Gain is defined in equation (11.2) at S0 = 100. Data in Table 1 , λ = .0001. Optimal local control determined using a one dimensional optimization method. Analytic value 97.6286. The efficient frontier for optimal execution (sell case), using the data in Table 1 . The vertical axis represents the expected average share price obtained. Initial stock price S0 = 100. Discretization details given in Table 2 . Table 6 shows the results for the expected gain at (S 0 = 100, α = 1, τ = T ) with λ = 10 −4 . This Table  shows that the numerical scheme appears to be converging to the analytic solution for this special case (i.e. λ = 0). Figure 1 shows the efficient frontier, for the optimal trading strategy. The expected gain is defined as in equation (11.2) and the risk is given in equation (11.1) . Even the coarse grid gives accurate results for expected gain values of interest. Figure 2 shows the optimal trading rate as a function of asset price, at t = 0, α = 1. Note that in [12] a similar curve showed evidence that that optimal trading rate was not unique, when the optimal execution problem was posed as a pre-commitment mean-variance optimization. Posing the control problem as a solution to 3.1 has apparently eliminated the non-uniqueness of the optimal control, and results in a smooth variation of the optimal control with the asset price. Optimal trading rate at t = 0, α = 1, as a function of S. The expected gain in this case is 95.9 and the risk is 4.4. This is the optimal strategy for the point on the efficient frontier given with λ = .2. Data in Table 1 . Discretization details given in Table 2 . The constant trade rate which completes the order is v = −12.
Risk Expected Gain
Efficient Frontier
Optimal Trading Rates
Parameter
Value Table 7 : Parameters for second optimal execution example. Other parameters are as given in Table 1 .
Example 2: Short Trading Horizon, Geometric Brownian Motion, Liquid Stock
In order to compare the full Geometric Brownian Motion solution determined from equation (4.1) with the commonly used arithmetic approximation (5.10), we will consider a short trading horizon (one day). We use the parameters in Table 1 , with the changes noted in Table 7 . In this case, the value of κ t can be interpreted as follows. If the entire block of shares is sold at a constant rate during the one day trading horizon, then the temporary price impact would be about 5 bps. The grid parameters are given in Table 8 . Figure 3 shows the efficient frontier for this data. The measure of risk is given by equation (11.1) . The values of some selected points along the curve are given in Table 9 . Convergence appears to be at a first order rate. Figure 4 shows the optimal trading rates as a function of asset price, at (t = 0, α = 1), for various values of λ.
11.3 Example 2: Short Trading Horizon, Arithmetic Brownian Motion (ABM), Liquid Stock Table 10 shows the convergence of the numerical scheme for the ABM approximation (10.1), with the parameters given in Table 7 and h(v) given in equation (6.4) . 0  800  67  41  30  1  1600  133  81  59  2  3200  265  161  117  3  6400  529  321  233   Table 8 : Grid, timestep information for various levels of refinement, data in Table 7 . The efficient frontier for optimal execution (sell case), using the data in Table 7 , short trading horizon. The vertical axis represents the expected average share price obtained. Initial stock price S0 = 100. Discretization details given in Table 8 . Table 9 : Convergence results, at t = 0, S = 100, for various values of λ. Data in Table 7 . Discretization details given in Table 8 . The control is the trading rate at t = 0, S = 100. The constant trading rate which completes the order is v = −250. Table  7 . Discretization details given in Table 10 : Convergence results, at t = 0, S = 100, for various values of λ. Data in Table 7 . Discretization details given in Table 8 . The control is the trading rate at t = 0, S = 100. The constant trading rate which completes the order is v = −250. ABM approximation. Note that the optimal trading strategy determined assuming GBM depends on asset price (see Figure  4) , while the strategy computed assuming ABM is independent of asset price. Hence these strategies are different.
Refinement Timesteps S nodes α nodes v nodes
Risk Expected Gain
Refinement Expected Gain
Risk
We now consider the following comparison. Figure 3 shows the efficient frontier for the short term horizon assuming GBM. We also compute the optimal strategy using the ABM approximation. We then use this approximate strategy, but assume that the real process follows GBM.
This comparison is shown in Figure 5 . The two efficient frontiers are virtually identical, indicating that there is essentially no error, as far as the efficient frontier is concerned, in computing the optimal strategy using the ABM approximation. We emphasize once again that these two strategies are different, but essentially result in the same efficient frontier.
Conclusion
We have proposed a mean-quadratic-variation objective function for determining the optimal trade execution strategy. This approach controls a global measure of risk, compared to the usual mean-variance criteria, which only controls risk (as measured by the standard deviation) at the end of trading.
Rather surprisingly, it turns out the the exact solution to the mean-quadratic-variation problem, under Arithmetic Brownian Motion (ABM) assumptions, is identical to the path independent solution of the mean-variance strategy in [2] (assuming ABM). We emphasize here, as noted in [17] , that the path independent solution is not the optimal solution for the pre-commitment mean-variance objective function. On the other hand, the optimal solution for the mean-quadratic-variation objective function under the ABM approximation is truly path independent.
We have developed numerical schemes for solution of the mean-quadratic-variation optimal control problem, assuming either Geometric Brownian Motion or Arithmetic Brownian motion. Any type of constraint can be imposed on the trading strategy. For example, the natural constraint when selling is that no intermediate buying is allowed.
In the GBM mean-quadratic-variation case, the selling strategy depends smoothly on the underlying asset price, there is no evidence of ill-posedness, as is seen in the mean-variance case [12] .
For short term trading horizons, the strategy computed using an ABM approximation is independent of the asset price, hence is different from the strategy computed assuming GBM. However, the efficient frontier computed using this approximate strategy (computed assuming ABM) was virtually identical with the efficient frontier computed under GBM.
A Optimal Control
In this appendix, we give the steps used to derive equation (4. Noting that for any control v(s), s ≥ t + ∆t 
B Derivation of Equation 7.2
In this Appendix, we reconstruct the arguments used to derive equation (7.2). The reader should note the following assumptions: 
AS2
The optimal control v is path independent, i.e. independent of S, so that v = v(α, τ ). Note that a crucial assumption is AS2, as it allows V ar[G] to be expressed in a simplified form. In general, even for Arithmetic Brownian motion, this is not a valid step, but may, under certain conditions, be a reasonable approximation.
