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In this work we investigate the Orowan hypothesis, that decreases in surface energy due to surface
adsorbates lead directly to lowered fracture toughness, at an atomic/molecular level. We employ a
Lennard-Jones system with a slit crack and an infiltrating fluid, nominally with gold-water proper-
ties, and explore steric effects by varying the soft radius of fluid particles and the influence of surface
energy/hydrophobicity via the solid-fluid binding energy. Using previously developed methods, we
employ the J-integral to quantify the sensitivity of fracture toughness to the influence of the fluid
on the crack tip, and exploit dimensionless scaling to discover universal trends in behavior.
I. INTRODUCTION
Environmental influences, such as metal oxida-
tion, salt-water corrosion, and fracking [1–6], on
fracture are ubiquitous in engineered and natural en-
vironments. Even without significant and complex
chemistry, it is widely understood that the cleav-
age behavior of cracks is controlled by atomic forces
and that the characteristic dimensions of crack tips
are on the scale of fluid molecules. A basic tenet of
fracture mechanics and propagation is that the frac-
ture toughness of brittle materials is directly related
to the energetic cost of forming new surfaces. In an
early development of fracture mechanics, Orowan [7]
postulated that the decrease in surface energy due to
adsorption of environmental species would decrease
effective fracture toughness. The manifestation of
surface energy can involve complex phenomenon at
the atomic level, e.g. surface reconstructions [8] and
hydroxylation [9]. Also, the access of fluid to con-
fined spaces like the crack tip is governed by capillary
forces, fluid surface tension, and solid-fluid adhesion,
all of which have a collective molecular origin.
The interplay of an infiltrating fluid with a crack
can be complex. In fact, Michalske and Freiman
[10] proposed a multistep process of bond break-
ing in cracked silica exposed to water where, ini-
tially, water assists with silica bond breaking, and
the end-state energy is affected by surface hydroxy-
lation. Furthermore, Fisk and Michalske [11] exper-
imentally demonstrated that surface adsorption is
an important aspect of chemically assisted fracture.
Michalske et al. [12] also presented experimental ev-
idence of steric exclusion of reactive species by the
atomic dimensions of the crack tip. See Chap. 5 of
Lawn et al. [13] for a detailed discussion of chemical
effects on fracture.
In this study, we employ a Lennard-Jones (LJ)
model of a crack infiltrated by a fluid together
with dimensionless scaling to remove some of the
complexities, e.g. surface reconstruction, multi-step
chemical reactions and multiple pathways, that ob-
scure what we assume to be the main contributors
to fracture toughness: surface energy, steric consid-
erations and fluid pressure.
II. THEORY
Here, we briefly review both the theory of config-
urational forces that connects the J-integral to frac-
ture toughness, and the linear elastic solutions for a
perfect slit crack with a fluid at pressure.
The J-integral is the generalized force energy-
conjugate to the generalized displacement defined
by the crack tip propagation. This energy conju-
gacy is based on the potential energy of an elastic
body with a pre-existing crack and accounts for con-
figuration changes due to crack propagation which
changes reference configuration of the elastic body.
(The full derivation is subtle, refer to Ref. [14] and
the classical references therein.) The key is that the
potential energy Ψ exhibits an explicit dependence
on the location of the crack and hence the reference
positions X, and the derivative of the potential en-
ergy with respect to the explicit dependence on X is
identified with the divergence of the Eshelby stress
S ≡ ΨI−FTP which is composed of the free energy
density Ψ, the deformation gradient F ≡ ∂Xχt, and
the (first Piola-Kirchhoff) stress P = ∂FΨ fields.
Here, x = χt(X) is the motion of the body. The J-
integral is defined as the divergence of the Eshelby
stress,
J ≡
∫
C
SNdA =
∫
C
(
ΨI− FTP)NdA, (1)
in a region enclosed by C with outward normal N.
Linear elastic fracture mechanics (LEFM) pro-
vides an analytical solution for tensile (mode I) load-
ing of a semi-infinite slit crack. The in-plane dis-
placement field is:
u(R, θ) =
K
2µ
√
R
2pi
[(
κ−1+2 sin2 θ
2
)
cos
θ
2
E1 (2)
+
(
κ+1−2 cos2 θ
2
)
sin
θ
2
E2
]
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2in terms of the shear modulus µ, κ = 3 − 4ν (with
ν being Poisson’s ratio), the in-plane polar coordi-
nates (R, θ), and the Cartesian coordinate vectors
E1 and E2. With this plane strain solution, Eq. (1)
reduces to J ≡ JE1 = K2E∗E1 where E∗ = 2µ1−ν . The
critical value Jc = 2γ, where γ is the surface energy,
is associated with the energetic cost of creating new
surfaces along the crack. Particularly relevant to the
influence of an infiltrating fluid on fracture, pressure
on the crack faces augments K-loading (Eq. (2)) by
∆K = 2pip
√
2piw, where w is the extent of pressure p
loading starting from the crack tip [15, Sec. 3.7]. Ex-
ternal pressure does not change the intrinsic tough-
ness Kc =
√
JcE∗ of the material; however, with
pressure, the apparent J becomes J = (K+∆K)
2
E∗
where K remains the scaling in the mechanical load-
ing Eq. (2).
III. METHOD
To model a solid-fluid system with a single slit
crack (refer to Fig. 1), we employ an atomistic gold-
like face-centered cubic (FCC) solid and a water-
like simple particle fluid. The interatomic inter-
actions are given by the commonly-used Lennard-
Jones repulsive-attractive potential:
φab(r) = 4ab
((σab
r
)12
−
(σab
r
)6)
, (3)
where r is the distance between a pair of
atoms/particles of species a and b. The potential
starts from 0 at r → ∞, decreases gradually to a
well at r = 21/6σ and then steeply rises. It has
two parameters: ab, which determines energy well
depth, and σab, which determines the (soft) radius
of the atoms. For computational efficiency, the in-
teraction potential is truncated at a specified radius,
rc,ab > σab. These parameters are specified in Ta-
ble I.
We fix the solid parameters, σss and ss, to those
of a model of (brittle) Au from previous studies
[16, 17]. This model has a lattice constant a=4.08 A˚,
a Youngs modulus E=271.95 GPa, a Poisson’s ratio
ν=0.361437, and a (dry) surface energy γ0=0.159949
eV/A˚2. The fluid self-interaction energy ff is fixed
to that of the SPC water model [18] (other models
have similar values [19]). The size of the fluid par-
ticles and their attraction to the solid surfaces are
varied to explore steric and hydrophobicity/surface
energy effects. These physical attributes are con-
trolled by σff ≡ ησf and sf ≡ ξff, respectively and
independently. In particular, for ξ < 1, the fluid is
hydrophobic with respect to the solid’s surface, i.e.
it will preferentially adhere to itself; for ξ > 1, it
σ [A˚]  [eV] rc [A˚]
σss = 2.59814680 ss = 0.72427859 rc,ss = 2.1σss
σff = ησf ff = 0.00673893 rc,ff = 2.5σff
σsf =
1
2
(σss + σff) sf = ξff rc,sf = 2.5σsf
TABLE I. Parameters for a gold-like solid (s), with mass
ms = 196.97 amu, and water-like fluid (f), with mass
mf = 18.015 amu. The solid parameters σss, ss and rc,ss
are from Ref. [16], the fluid parameter ff is from Ref. [18],
the σsf value is from Lorentz-Berthelot (LB) mixing, and
the remaining rc values are standard. The dimensionless
variables η and ξ control the size of the fluid particles and
the hydrophobicity of the fluid with respect to the solid
surface. Nominally σff = σf ≡ 3.16555530 A˚ (SPC [18]),
ρ∗ = 0.8 [18], and ξ =
√
ss
ff
≈ 10.367 (sf = √ssff, LB).
is hydrophilic; and, for ξ > ss/ff ≈ 107.4768, it
is reactive, in that a solid atom will bind to fluid
particles in preference to other solid atoms. Also,
if η > 0.65 (estimated from the inset of Fig. 1), the
fluid particles are unlikely to access the exposed in-
terstitial sites of the solid. In addition to η and ξ, we
use the standard LJ non-dimensionalization, e.g. for
the fluid pressure p∗ = p/(ff/σ3ff) and for the fluid
density ρ∗ = ρσ3ff. The LJ phase diagram (see Fig. 3
in Ref. [20], for example) puts constraints on how the
parameters can be varied and have the solid and liq-
uid components remain so. For widest range of pres-
sures where the fluid component remains liquid, we
set the system temperature at T∗ = kBT/ff = 1.2
and restrict the density to the range ρ∗ ∈ [0.55, 0.95].
To construct the atomistic crack with infiltrating
fluid shown in Fig. 1, we created an FCC lattice in
a cylindrical region R < 22a and a fluid at a spe-
cific density outside this. The slit crack was cre-
ated by deleting bonds across X1 < 0 in the solid.
To obtain the J-integral as a function of K-loading,
J(K), we first displace solid atoms in an outer an-
nulus R ∈ [19, 22]a via Eq. (2) with a K-load in-
crement 0.02µ
√
A˚. These atoms are fixed and the
remainder are allowed to move. After an initial en-
ergy minimization, we simulated isothermal (Nose´-
Hoover) dynamics for 40 ps, at T∗ = 6.5, to accel-
erate diffusion and allow the fluid to infiltrate crack
in a timely fashion, then another 40 ps, to ramp
down to T∗ = 1.2, and lastly 40 ps at T∗ = 1.2.
Finally, we quench the solid component of the sys-
tem to connect to previous results based on energy
minimization [14, 16] and the T∗ = 0 mechanical
properties of the solid. From these atomic config-
urations we obtain the necessary continuum fields
via a Irving-Kirkwood/Hardy procedure described
in full in Ref. [14, 16, 21]. To insure we sufficiently
sample the degenerate fluid and surface states, we
report the averages from 200 replica systems.
3FIG. 1. Crack in FCC solid (bulk red, surface green)
with infiltrating fluid (blue). The solid atoms with pre-
scribed displacements are in the annulus outside the
black circle. The mesh for constructing continuum fields
is shown in black with contour for evaluating the J-
integral in gray. The inset shows the fluid-solid potential
energy near the crack tip as probed with fluid test par-
ticle.
IV. RESULTS
A number of preliminary property calculations
were necessary. Since we vary the fluid particle size
and want to control the pressure, we estimated the
pressure equation-of-state (EOS), p = p(ρ, T ), as-
suming simple fluid behavior at fixed temperature
T . We fit isothermal data to a power law to ob-
tain a power-law for pressure p∗ = p0ρb∗ as a func-
tion of density ρ∗ ∈ [0.55, 0.95], where p0 = 9.7012,
b = 4.5295 and p∗ ∈ [0.646842, 7.689968]. With
this EOS, we control pressure for various σff by ad-
justing the fluid density [22]. Also, since the frac-
ture toughness depends on the surface energy γ,
we estimated γ via the usual method employing a
periodic system with a solid slab and a contact-
ing dense fluid. With reference to Fig. 2, for a hy-
drophobic fluid, ξ < 1, the surface energy is effec-
tively constant, and for ξ > 1 it fits reasonably well
to: γ∗ ≡ γ/γ0 = 1.00000 + (6.25000 − 5.36554η +
1.74062η2)(−0.05082ξ − 0.00007ξ2). Note that (a)
γ ∼ η2, i.e. proportional to packing density of
the fluid, and (b) for γ < 0 a few layers of liquid
(the thickness governed by the range of the poten-
tial rc ∼ η) crystallize on the surface of the solid,
and (c) we neglect any pressure dependence of γ.
We now explore steric and pressure effects at the
nominal surface energy. As expected from theory,
in Fig. 3 J∗ ≡ J(K2)/2γ0 is linear up to fracture
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FIG. 2. Surface energy as a function of ξ, the dimen-
sionless parameter which sets the solid-fluid interaction
energy, and fluid particle size parameter η.
K∗ ≡ K/
√
2γ0E∗ ≈ 1 (with a consistent slope across
all cases η > 0.10); and pressure has a only modest
effect of increasing the slope of the effective J(K2)
curve since the fluid pressures are small compared to
the solid’s elastic modulus (at the nominal pressure,
p∗ = 2.826, ∆K/Kc ≈ 0.01). For the range of fluid
sizes 0.25 ≤ η ≤ 1.00 the J curves are nearly iden-
tical to that calculated for the dry system; however,
there are apparent changes in the critical Jc and Kc
values at the extreme fluid particle sizes. For fluid
particles greater than the interstitial size, η > 0.50,
the calculated closest approach of the fluid particles
to the crack tip d∗ = minα∈F ‖xα‖/a compares well
to the geometric expectation given by Eq. (2) and
the (soft) radius of the fluid particles (F is the group
of fluid particles and the crack tip is at the origin)
[23]. In fact, for these cases, (a) there is a slight
increase in d∗(K2) with σff, and (b) near K2 = 0,
d∗ is constant until the crack opens sufficiently and
this transition point depends on σff. For η ≤ 0.50,
the fluid particles can infiltrate the lattice and do
so in preference to diffusing to the tip. This was
observed directly and can be inferred from d∗(K2).
For η = 0.10 this infiltration is so pervasive (and
not localized at the tip) as to soften the lattice and
toughen the material relative to the pure solid, as is
apparent from the J(K2) data. For η = 1.00, both
the critical J and K are significantly higher than in
the dry case. For η = 1.25, the critical J and K
are higher than in the dry case but the critical J
less than in the η = 1.00 case and yet the critical
K is higher. This trend does not correlate with the
variation of γ with η nor d∗ with η.
The changes in apparent fracture toughness with
changing fluid:solid interactions sf are less subtle.
Fig. 4 shows that if the fluid is hydrophobic (ξ < 1)
the fracture toughness is also unchanged, as ex-
pected, since the surface energy is effectively the
same. On the other hand, as Fig. 2 demonstrates,
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FIG. 3. Steric effects on the J-integral and infiltration
distance d∗ controlled by η at fixed nominal pressure and
solid-fluid interaction energy, ξ ≈ 10.367. The underly-
ing gray lines correspond to the results for the full range
of fluid pressures at the nominal η = 1. In the lower
panel, the black line is given by the geometry of the
crack and the soft radius of the fluid particles for η = 1
and the closest approach distance is non-dimensionalized
by a.
the surface energy is reduced by hydrophilic fluids
(ξ > 1) and yet Fig. 4 clearly shows that both the
critical J and K increase with ξ. Our conjecture is
that adsorbed fluid monolayers transmit the solid-
fluid binding energy between the opposing crack
faces at high sf ∼ ξ. This is especially apparent at
ξ = 50.00 where the crack takes on a distinct cusp-
like profile and the initial bump in the J(K2) was
observed to be an infiltration, not crack propagation,
event. Generally, higher sf inhibits the infiltration
of fluid into the crack (i.e. higher d∗(K2), with the
extreme ξ > 100 cases being where unstructured al-
loys of the solid and liquid species form obstructions
that shield the crack tip from contact with the (re-
active) fluid and J(K2) is essentially coincident with
the dry case.
V. DISCUSSION
Through atomistic simulation we found that the
effects of a hydrophilic fluid can lead to a trend in
fracture toughness that is contrary to Orowan’s hy-
pothesis that toughness of brittle solids decreases
with the decrease of surface energy due to adsorbed
species. The effect was most pronounced at approx-
imately five times the nominal solid-fluid interac-
tion energy (above which the fluid reacts with the
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FIG. 4. Hydrophobicity effects on the J-integral and
infiltration distance controlled by ξ at fixed fluid size
η = 1.0. In the lower panel, the black line is given by
the geometry of the crack and the soft radius of the fluid
particles and the distance is scaled by a.
solid). We conjecture that without a direct mecha-
nism for return of energy of adhesion to crack tip,
the transmission of binding forces through atomi-
cally thin layers of fluid can dominate and create
the observed trend. We found that for a reasonable
range of parameters, steric effects were relatively mi-
nor, except for fluid particles small enough to infil-
trate and soften the solid lattice. Of course, this
may change under extreme fluid pressures. Lastly,
we observed that highly reactive fluids can obstruct
fluid access to the crack tip.
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