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We show that the instabilities of higher derivative gravity models with quadratic curvature invari-
ant αR2 + βRµνR
µν can be removed by judicious addition of constraints at the quadratic level of
metric fluctuations around Minkowski/de Sitter background. With a suitable parameter choice, we
find that the instabilities of helicity-0, 1, 2 modes can be removed while reducing the dimensionality
of the original phase space. To retain the renormalization properties of higher derivative gravity,
Lorentz symmetry in the constrained theory is explicitly broken.
I. INTRODUCTION
It is well known that non-degenerate higher derivative
theories suffer from Ostrogradski’s instability [1–5]. For
example, consider an action with a quadratic 2nd order
time derivative term
S =
∫
dt
(
1
2
q¨2 − V (q)
)
. (1)
The equation of motion is 4th order, and hence its phase
space is 4 dimensional. We can define the two canonical
coordinates and their conjugate momenta to be (Q1, P1),
(Q2, P2), and the Hamiltonian is hence
H = P1Q2 +
P 22
2
+ V (Q1), (2)
while P1 only appears linearly in the Hamiltonian as
P1Q2. The linearity of the P1 in this term renders the
Hamiltonian unbounded from below and the theory is
thus unstable. Because of this undesirable property, non-
degenerate higher derivative theories are often viewed as
taboo and avoided in the literature.
There are several classes of higher derivative theories
in the market, which evade this instability. A higher
derivative theory may be degenerate, which means that
the theory is constrained. For example, in f(R) gravity
[6–8], the naive unstable degree of freedom is rendered
harmless by a gauge constraint. Furthermore, some the-
ories are secretly 2nd order despite the appearance of
higher derivative terms in the action due to a clever can-
cellation of the higher derivative terms in the equation of
motion – as seen in the Galileon theory [9–11].
On the other hand, generic non-degenerate higher
derivative theories are inevitably unstable. Theories with
curvature invariants such as RµνR
µν , RµνσρR
µνσρ[12–
21], or the Weyl invariant CµνσρC
µνσρ [22, 23] [38] suffer
from the sickness of Ostrogradski’s instability.
One way to deal with the instability is to impose
boundary conditions in such a way that the unstable
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modes vanish. For example, in [22, 24] the modes with
the wrong sign of the kinetic terms are “turned off” by
imposing suitable boundary conditions. However, this is
only valid at the quadratic level. In the presence of higher
order interaction terms beyond the quadratic power of
the field, the vacuum states will rapidly decay (even clas-
sically) into states with positive energy modes and nega-
tive energy modes by the entropic argument [4, 5, 25, 26].
The “removed” instability is thus revived.
We will consider the following action first investigated
by Stelle [12][39]
S =
M2P
2
∫
d4x
√−g(R− 2Λ + αR2 + βRµνRµν). (3)
This action with mass dimension −2 parameters α and
β in general contains eight degrees of freedom [27], two
of them corresponding to the massless graviton in gen-
eral relativity, five corresponding to the massive gravi-
ton, and the last one is a massive scalar. Among them,
the helicity-2 sector is a non-degenerate higher derivative
theory and thus suffers from Ostrogradski’s instability.
Nevertheless, this action is interesting as it is power-
counting renormalizable [12] – the presence of higher
derivative terms in the action means that there exist
higher spatial derivatives in the propagator of the gravi-
ton modes. These spatial derivatives suppress the UV
divergences in the loops, rendering the theory naively
renormalizable. The price we pay for this is the pres-
ence of the higher time derivative terms which leads to
Ostrogradski’s instability.
One way to take advantage of this insight is to impose
different scaling dimensions to the time and space coordi-
nates – a stratagem utilized by Hor˘ava [28–32]. The low
energy limit of this theory is then a generic 1st order time
derivative graviton action with higher order Lorentz vio-
lating spatial derivative terms, which is both stable and
power-counting renormalizable.
In this paper, we pursue a different tack. We ask
whether we can selectively remove the linear instability
by imposing constraints on the theory. This idea is mo-
tivated by our recent proof [5] that the linearly unstable
phase space can be excised from the theory by a judi-
cious choice of additional constraints (i.e. the final di-
mensionality of the phase space will be smaller). We will
2show that, at least in the linear theory, we can add by
hand to the theory additional constraint terms which will
render the theory stable, while simultaneously preserv-
ing the improved renormalizable features of it. Roughly
speaking, we add a constraint where the higher time-like
derivative terms in the equation of motion is constrained
to some lower time-like derivative or higher order spatial
derivative term, i.e.
g(4) ∼ ∂2g¨, ∂4g, · · · . (4)
We will show that the final form of this constrained the-
ory is, at least linearly, that of a second order equation
of motion of higher order spatial derivatives very similar
in spirit to the Hor˘ava model. Of course, such addition
of constraints changes the general theory – however, as
we have simply worked in linear theory, we do not know
what is the non-linear completion of the theory. We will
leave this for future work.
Our strategy is as follows. In section II we show how
to perturb the action up to second order in metric per-
turbation in general background, which will be used in
Minkowski/de Sitter backgrounds. In section III we ob-
tain the action quadratic in the metric fluctuation by pa-
rameterizing the metric fluctuation in Minkowski back-
ground. Since up to quadratic order, the action can be
separated into helicity-0, 1, 2 sectors, we demonstrate
how the instabilities appear in each sector. In section IV,
we show that, how the helicity-0, 1, 2 instabilities can be
rendered stable by introducing suitable constraints. We
study the behavior and how to remove the instabilities
in de Sitter background in section V, VI. We conclude in
section VII.
II. HIGHER DERIVATIVE GRAVITY:
QUADRATIC ACTION
In order to study how do the instabilities appear in
action (3) at the quadratic order in the metric fluctua-
tion, we will need to expand every curvature invariant up
to second order in the metric perturbation hµν , which is
defined by
gµν = g¯µν + hµν , (5)
where g¯µν at this stage can be general background metric
and hµν ≪ g¯µν [33]. The inverse metric up to second
order in h can be written as
gµν = g¯µν − hµν + hµρhνρ +O
(
h3
)
. (6)
Assuming a constant curvature background of either
Minkowski (Λ = 0), de Sitter (Λ > 0), or Anti-de Sit-
ter (Λ < 0), we compute the second order action
S = −M
2
P
4
∫
d4x
√−g¯hµν
[
(1 + 8αΛ +
4
3
βΛ)GLµν
+(β + 2α)(g¯µν− ∇¯µ∇¯ν + Λg¯µν)RL
+β
(
GLµν −
2Λ
3
g¯µνRL
)]
, (7)
where  is d’Alembert operator and the linearized Ricci
tensor, Ricci scalar, and Einstein tensor are defined by
[40]
RLµν =
1
2
(∇¯ρ∇¯µhρν + ∇¯ρ∇¯νhρµ −hµν − ∇¯µ∇¯νh),
RL = g¯
µνRLµν − R¯µνhµν ,
GLµν = RLµν −
1
2
g¯µνRL − Λhµν . (8)
Note that the indices are raised and lowered by back-
ground metric g¯µν .
III. QUADRATIC ACTION AROUND
MINKOWSKI BACKGROUND
In this section we want to study how the instabilities
appear in the action at the quadratic level of perturbation
around Minkowski background Λ = 0. We parameterize
the metric fluctuation by
ds2 = −(1+2φ)dt2+2Bidxidt+[(1−2ψ)δij+2Eij ]dxidxj ,
(9)
where Eij is symmetric, traceless tensor and the index i, j
are raised and lowered by δij . We can further decompose
Bi and Eij into helicity-0, 1, 2 modes,
Bi = ∂iB +B
T
i (10)
Eij = ∂〈i∂j〉E + ∂(iE
T
j) + E
TT
ij , (11)
where B and BTi are longitudinal and transverse parts
of vector Bi, E
T
i is transverse, and E
TT
ij is symmetric,
trace-free and transverse, and the angled bracket indices
component
∂〈i∂j〉E = ∂i∂jE −
1
3
δij∇2E (12)
is trace-free. By this decomposition, we can separate the
action into helicity-0, 1, 2 sectors, since at the quadratic
level there is no mixing between different helicities.
A. Helicity-2 sector
The second order action of helicity-2 modes is
S =
M2P
2
∫
d4x β[(E¨TTij )
2 + 2E˙TTij∇2E˙TTij + (∇2ETTij )2]
+ (E˙TTij )
2 + ETTij∇2ETTij , (13)
which describes two massless helicity-2 degrees of free-
dom originating from the massless graviton and two
massive helicity-2 degrees of freedom coming from the
quadratic invariant term βRµνR
µν . Since there is no
first class (i.e. gauge) constraint in the helicity-2 modes,
there are four helicity-2 degrees of freedom in the theory.
Notice that only the β term enters in this expression.
3Ostrogradski’s choice of canonical coordinates is the
pair of canonical variables (Eij , πij) and (qij , pij) defined
by
Eij ≡ ETTij ←→ πij = 2E˙TTij + β(−2
...
E
TTij
+ 4∇2E˙TTij)
qij ≡ E˙TTij ←→ pij = 2βE¨TTij . (14)
One might notice that in Ostrogradski’s formalism the
two canonical variables Eij , qij have different dimension-
alities, the field Eij is dimensionless while qij has mass di-
mension 1 and thus the dimension of canonical momenta
are different. The dimensionality is not particularly im-
portant – in principle one can rescale qij = M
−1
P E˙ij to
make the two canonical variable at the same footing.
Using the Legendre transform, we construct the Hamil-
tonian as usual
H =
M2P
2
∫
d3x
pijpij
4β
+ πijqij − 2βqij∇2qij − qijqij
− β∇2Eij∇2Eij − Eij∇2Eij . (15)
It is easy to check that the Hamiltonian (15) generates
the equations of motion for the 4 canonical variables via
the Poisson Bracket d(·)/dt = [·, H ]. The important
point here is that the Hamiltonian is linearly dependent
on πij in the second term and hence the Hamiltonian is
unbounded from below – the πijqij term can be arbitrar-
ily negative when qij > 0, π
ij → −∞ or vice versa.
This instability is often called a “ghost”, i.e. a dynam-
ical degree of freedom with the wrong sign kinetic term.
To see this, we can explicitly diagonalize the Hamiltonian
by the following canonical transformation
ψij =
1√
2
(pij
2
− β∇2Eij
)
φij =
1√
2
(
−pij
2
+ β∇2Eij + Eij
)
pψij =
√
2
(
πij − 2β∇2qij − 2qij
)
pφij =
√
2
(
πij − 2β∇2qij
)
, (16)
and the Hamiltonian thus becomes
H =
M2P
2
∫
d3x
pφijp
ij
φ
2
− φij∇
2φij
2
−
(
pψijp
ij
ψ
2
− ψij∇
2ψij
2
− ψijψ
ij
2β
)
, (17)
where the (ψ, pψ) pair is ghostlike. In the classical the-
ory, the unboundedness of the Hamiltonian leads to in-
stabilities as the phase space for negative energy higher
frequency modes become unbounded below [41]. In the
quantum theory, while this instability does not prevent
us from identifying a vacuum state and then construct-
ing the Fock space of many particle states, imposition of
positivity in the energy of all particle states will lead to
some states possessing negative norms, i.e. ghosts. One
can further excise these unphysical negative norm states
from the Fock space, but this generically leads to viola-
tions of unitarity. For a review of the quantization issues
with such theories, see Appendix A.
B. Helicity-1 sector
The second order action of helicity-1 modes can be
written by the gauge invariant variable vi =
√−∇2(BTi −
E˙Ti ) [42]
S =
M2P
2
∫
d4x
β
2
(v˙iv˙
i + vi∇2vi + 1
β
viv
i). (18)
The action describes a vector with mass m−2 = −β and
the sign of β also decides the overall sign of the action,
i.e. if β < 0, the helicity-1 modes are ghostlike. The
Euler-Lagrange equation of action (18) is[
β
(
d2
dt2
−∇2
)
− 1
]
vi = 0, (19)
which can be solved by Fourier transform, and the so-
lutions are harmonic oscillators with frequency w2p =
p
2 − 1
β
. The canonical momentum conjugate to vi is
as usual defined by
pvi =
δS
δv˙i
= βv˙i, (20)
and since we use the gauge invariant variable to write the
action, there is no constraint in helicity-1 sector and the
Hamiltonian is
H =
M2P
2
∫
d3x
pvip
i
v
2β
− β
2
vi∇2vi − 1
2
viv
i. (21)
If we choose β > 0, then m2 < 0, which means the the-
ory is tachyonic. On the other hand, if we choose β < 0
in eq.(21), the Hamiltonian will be negative definite and
thus ghostlike. One can see that if β < 0, we can perform
a canonical transformation of the variables into “canon-
ically normalized” form
√−βvi → vi, (−β)− 12 pvi → pvi
with the Hamiltonian
H =
M2P
2
∫
d3x − pvip
i
v
2
+
1
2
vi∇2vi + 1
2β
viv
i, (22)
where the mass of the helicity-1 ghost is m−2 = −β. In
other words, the helicity-1 modes are either tachyonic
(β > 0) or ghostlike (β < 0).
C. Helicity-0 sector
The second order action for helicity-0 modes is more
complicated. With the help of two gauge invariant vari-
ables
Φ = φ+ B˙ − E¨,
Ψ = ψ +
1
3
∇2E, (23)
4the action can be written as
S =
M2P
2
∫
d4x (−6Ψ˙2 − 2Ψ∇2Ψ+ 4Ψ∇2Φ)
+4(β + 3α)(3Ψ¨2 + 4Ψ˙∇2Ψ˙ + 2Ψ¨∇2Φ)
+2(3β + 8α)(∇2Ψ)2 + 2(β + 2α)(∇2Φ)2
−4(β + 4α)∇2Ψ∇2Φ. (24)
There are two scalar functions in the action, and be-
cause of the second order time derivatives on Ψ, there
are three naive degrees of freedom [43]. One degree of
freedom will eventually be removed by gauge constraint
and the helicity-0 modes sector are in general consist of
two degrees of freedom. Notice that all the second order
time derivatives appear on the second line with the coef-
ficient (β + 3α) – this is the well-known fact [12] that if
we choose β + 3α = 0, the massive scalar will be frozen
and removed from the theory because of its infinite mass.
The only degree of freedom in this sector is the helicity-0
mode of massive graviton.
On the other hand, we know that β = 0 is simply an
f(R) type theory which is degenerate and hence is also
ghost-free – this fact is not manifest in the eq.(24) above
if we simply set β = 0. However, when β = 0, the action
can be rearranged as
S =
M2P
2
∫
d4x (−6Ψ˙2 − 2Ψ∇2Ψ+ 4Ψ∇2Φ)
+ 4α(3Ψ¨− 2∇2Ψ+∇2Φ)2, (25)
where we have suggestively written the second line in
the action (25) as a complete square. By varying Φ, we
obtain
∇2Φ =
(
− 1
2α
+ 2∇2
)
Ψ− 3Ψ¨. (26)
Inserting eq.(26) back into the action (25) we obtain the
action of a single non-ghostlike massive scalar field
S =
M2P
2
∫
d4x 6Ψ˙2 + 6Ψ∇2Ψ− 2
α
Ψ2 (27)
as we would expect for f(R) type theories. It is clear that
since the action is only dependent on Ψ and Ψ˙, there is
only one ghost-free d.o.f.. Notice that if α < 0 this scalar
is a tachyonic unstable d.o.f., which is consistent with
the general f(R) gravity, where we require f ′′(R) > 0
to avoid tachyonic instability [7, 34]. By setting α → 0
means that the mass term blows up and rendering this
d.o.f. non-dynamical, i.e. it reduces to simple General
Relativity.
Harking back to the action for general α and β, eq.(24),
Ostrogradski’s choice of canonical coordinates is
Φ ≡ Φ←→ pΦ ≡ 0
Ψ ≡ Ψ←→ pΨ ≡ δS
δΨ˙
χ ≡ Ψ˙←→ pχ ≡ 8(β + 3α)(3Ψ¨ +∇2Φ), (28)
where the choice β +3α = 0 means that pχ = 0 becomes
a primary constraint instead of an additional d.o.f..
The Hamiltonian can be expressed by the canonical
coordinates
H =
M2P
2
∫
d3x pΨχ+
p2χ
48(β + 3α)
− pχ∇
2Φ
3
+ (6χ2 + 2Ψ∇2Ψ− 4Ψ∇2Φ)
− 16(β + 3α)χ∇2χ− 2(3β + 8α)(∇2Ψ)2
+ 4(β + 4α)∇2Ψ∇2Φ− 2β
3
(∇2Φ)2. (29)
The primary constraint is ϕ1 : pΦ = 0 and all the con-
straints can be generated by the consistency relation
ϕ2 : ∇2
(
pχ
3
+ 4Ψ− 4(β + 4α)∇2Ψ+ 4β
3
∇2Φ
)
≈ 0,
(30)
where ≈ means “weak equality” (i.e. only satisfied when
the variables are on-shell) – see [35] for a discussion on
this point.
Since ϕ1, ϕ2 are second class [44], we can use them to
reduce the phase space (Φ, pΦ), and the reduced Hamil-
tonian is
HR =
M2P
2
∫
d3x pΨχ+
1
β
pχ[1− (β + 4α)∇2]Ψ
+
(β + 2α)
16β(β + 3α)
p2χ + 6χ
2 − 16(β + 3α)χ∇2χ
+
6
β
Ψ2 − (10 + 48α
β
)Ψ∇2Ψ+ 32α(β + 3α)
β
(∇2Ψ)2.
(31)
The linear dependence of pΨ again renders the Hamilto-
nian unbounded from below.
In order to see the mass content of helicity-0 modes,
we will need to further diagonalize the Hamiltonian by
the following canonical transformation:
Q1 =
√
3
(
pχ
6
− 8(β + 3α)
3
∇2Ψ+ 2Ψ
)
Q2 =
√
3
(
pχ
6
− 8(β + 3α)
3
∇2Ψ
)
P1 =
1√
3
(pΨ
2
− 8(β + 3α)∇2χ
)
P2 =
1√
3
(
−pΨ
2
+ 8(β + 3α)∇2χ− 6χ
)
. (32)
The diagonalized Hamiltonian is then
HR =
M2P
2
∫
d3x − P
2
1
2
+
1
2
Q1∇2Q1 + 1
2β
Q21
+
P 22
2
− 1
2
Q2∇2Q2 + 1
2
1
2(β + 3α)
Q22.
(33)
The reduced Hamiltonian of helicity-0 sector contains
two massive degrees of freedom. One is a massive ghost
5comes from massive graviton with mass m−21 = −β and
the other is massive scalar with positive definite kinetic
energy, with mass m−22 = 2(β + 3α).
Let us combine the result from all sectors. In III A, we
saw that there are four helicity-2 degrees of freedom and
two of them suffer from ghost-like instabilities. In III B,
the two helicity-1 degrees of freedom are either ghostlike
or tachyonic, depending on the sign of β. In III C, one of
two scalar degrees of freedom is ghostlike. With β < 0,
one can see the unstable modes in helicity-0, 1, 2 sectors
are massive with mass m−2 = −β, which corresponds to
the massive graviton. This result is derived by the Stelle
in his seminal work on higher derivative gravity [27] using
an auxiliary field methodology. Here we rederived the
results using the usual Hamiltonian formalism.
There are two special choices of parameters in the lin-
earized theory. With α 6= 0, β = 0, the massive gravi-
ton sector gains an infinite mass and hence becomes
non-dynamical. In this case the theory consists of one
massless graviton with one massive scalar field (i.e. an
f(R) theory). On the other hand, by taking the limit
β + 3α = 0, the massive scalar field becomes infinitely
massive and hence non-dynamical. In this case, the the-
ory’s particle content reduces to one massive and one
massless graviton. With the latter choice and a total mi-
nus sign, at the linear level one can have a theory with
a healthy massive graviton [24], since this choice is con-
sistent with the Fierz-Pauli tuning. However, one should
expect that the Boulware-Deser ghost [36] will enter at
the nonlinear level.
IV. STABILIZATION BY CONSTRAINTS IN
MINKOWSKI BACKGROUND
In this section, we will demonstrate how to remove the
unstable degrees of freedom by introducing constraints
via auxiliary fields. As shown in [5], this will result
in the effective dimensionality of phase space being re-
duced. Roughly speaking, we impose the constraints
such that the auxiliary fields are related to second or-
der time derivative of the unstable fields, resulting in
the final equations of motion being second order in time
derivatives yet up to fourth order in spatial derivatives.
The advantage of preserving spatial part of the “higher
derivative” component is that we retain the improved
renormalization properties of such theories, at the price
of giving up Lorentz invariance.
One might ask what if we remove the instabilities with-
out explicitly breaking Lorentz invariance? Here we em-
phasize that we can equally insert constraints to remove
the higher spatial derivatives, with the end result being
a stable 2nd order theory both in space and time deriva-
tives. For example, the unconstrained helicity-2 action
(13) can be written as
S =
M2P
2
∫
d4x β(ETTij )
2 + ETTijETTij .
Without the full theory, we do not know how to introduce
λ into the action without breaking Lorentz invariance
while removing the highest time derivative in the equa-
tions of motion. The best thing we can do is to couple λij
with Eij , and the Lorentz invariance is not explicitly
broken by extra terms. We can modify the action as
S =
M2P
2
∫
d4x β(ETTij − λij)2 + ETTij(ETTij − aλij).
If a = 1, we force λij coupling to every Eij and if
a = 0 we only force λij coupling to those Eij where
the  cannot be removed by an integration by part. The
equations of motion of the theory are
δλ :2β(ETTij − λTTij ) + aETTij = 0
δE :2β(ETTij − λij) + (ETTij − aλTTij ) +ETTij = 0,
which can be written as a single equation of Eij
2(1− a)ETTij −
a2
2β
ETTij = 0.
The equation is either trivial if a = 1 or a Klein-Gordon
equation with mass m2 = a2/4β(1− a) if a 6= 1. In both
cases, the equations of motion will have same order of
time derivatives and spatial derivatives and the improved
renormalization properties will not be retained.
For notational simplicity, from now on we drop the
traceless notation BTi , E
TT, which should be clear from
the context.
A. Helicity-2 sector
We begin by introducing a helicity-2 auxiliary tensor
field λij into the action (13)
S =
M2P
2
∫
d4x β[(E¨ij − λij)2 + 2E˙ij∇2E˙ij + (∇2Eij)2]
+ E˙ijE˙ij + E
ij∇2Eij + 4βλij∇2Eij ,
(34)
where λij is transverse traceless, which also explicitly
breaks Lorentz invariance. The canonical coordinates are
Eij ≡ Eij ←→ πij = 2E˙ij + β(−2
...
E
ij + 2λ˙ij + 4∇2E˙ij)
qij ≡ E˙ij ←→ pij = 2β(E¨ij − λij)
λij ≡ λij ←→ pijλ = 0, (35)
and the Hamiltonian is
H =
M2P
2
∫
d3x πijqij +
1
4β
pijpij − Eij(β∇2∇2 +∇2)Eij
− qij(1 + 2β∇2)qij + λij(pij − 4β∇2Eij).
(36)
The Poisson bracket of a pair of transverse traceless
canonical coordinates can be found as
[Eij(x), πkl(y)]PB = Λˆij,klδ
(3)(x− y), (37)
6where Λˆij,kl is the transverse traceless projection opera-
tor defined by Λˆij,kl ≡ 1/2(θˆikθˆjl + θˆilθˆjk − θˆij θˆkl), while
θˆij ≡ δij − ∂i∂j∂2 is the transverse projection operator.
Since the equations of motion in the Hamiltonian picture
are generated by Poisson bracket, the projection operator
will preserve the transverse traceless characteristic.
It is clear that pλij = 0 is a primary constraint as
it is an auxiliary field. Via the consistency relation, we
can generate further (traceless and transverse) secondary
constraints as follow
ϕ1 :pλij = 0,
ϕ2 :pij − 4β∇2Eij ≈ 0,
ϕ3 :πij − 2qij ≈ 0,
ϕ4 :2(β∇2∇2 +∇2)Eij − 1
β
pij
+ 2(−1 + 2β∇2)λij ≈ 0. (38)
We can use the constraints ϕ1, ϕ4 to eliminate the degree
of freedom (λ, pλ), and use ϕ2, ϕ3 to eliminate (q, p). The
coefficients in the action (34) are chosen such that there
are at least four constraints in the theory and there is
no ∇2 in ϕ3 which will generate nonlocal terms in the
reduced Hamiltonian.
Using the constraints, (qij , pij) can be written as follow
qij =
πij
2
,
pij = 4β∇2Eij , (39)
and the reduced Hamiltonian becomes
HR =
M2P
2
∫
d3x
1
4
πij(1− 2β∇2)πij
+ Eij(−∇2 + 3β∇2∇2)Eij . (40)
To check whether the reduced Hamiltonian is bounded
from below, we will explicitly quantize the theory. Simi-
lar to QED in the Coulomb gauge, one can follow Dirac’s
method to quantize the constrained system. We first
write down the generalized version of Poisson bracket
(i.e. Dirac bracket), which generates time evolution of
any fields in constrained theory while preserving all the
constraints. We then promote all the fields to operators
and the commutators of two fields now become i times
the Dirac bracket of them.
To write down the Dirac bracket, we first define a ma-
trix Cab ≡ [ϕa, ϕb]PB,
Cab;ij,kl(x,y) =


0 0 0 −aˆ
0 0 −aˆ 0
0 aˆ 0 −bˆ
aˆ 0 bˆ 0

 Λˆij,klδ(3)(x− y),
where aˆ and bˆ are two operators aˆ ≡ 2(−1 + 2β∇2) and
bˆ ≡ 2(β∇2∇2 +∇2 − 1/β). The inverse of Cab is
C−1;ab;ij,kl =


0 aˆ−2bˆ 0 aˆ−1
−aˆ−2bˆ 0 aˆ−1 0
0 −aˆ−1 0 0
−aˆ−1 0 0 0

 Λˆij,klδ(3)(x − y),
and the Dirac bracket of two field X , Y is defined by
[X,Y ]D = [X,Y ]PB − [X,Φa,ij ]PBC−1;ab;ij,kl[Φb,kl, Y ].
Equipped with Dirac bracket, one can use the reduced
Hamiltonian to write down the equations of motion of
this system
E˙ij = [Eij , HR]D =
1
2
πij (41)
π˙ij =
(−2∇2 + 6β∇2∇2)
(−1 + 2β∇2) Eij . (42)
Using eq.(41) and eq.(42), we find
E¨ij =
(−∇2 + 3β∇2∇2)
(−1 + 2β∇2) Eij , (43)
which is the Euler-Lagrange equation of the action (34).
We can solve eq.(43) by taking the Fourier transform
Eij(x, t) =
∫
d3p
(2π)3
eip·xE˜ij(p, t), (44)
where E˜ij(p, t) satisfies[
d2
dt2
− (p
2 + 3βp4)
(−1− 2βp2)
]
E˜ij(p, t) = 0. (45)
For any p, E˜ij(p, t) is a harmonic oscillator with fre-
quency wp =
√
(p2+3βp4)
(1+2βp2) , where w
2
p is positive definite
if β > 0.
In order to quantize the theory, we write Eij , πij as
linear summation of creation and annihilation operators
ar†p , a
r
p,
Eij(x) =
∫
d3p
(2π)3
1√
2|wp|
2∑
r=1
ǫrij(p)(a
r
pe
ip·x + ar†p e
−ip·x)
πkl(x) =
∫
d3p
(2π)3
− 2i
√
|wp|
2
2∑
r=1
ǫrkl(p)(a
r
pe
ip·x − ar†p e−ip·x),
(46)
where the coefficients are chosen in such a way that they
solve the equations of motion eqs.(41), (42), and the
superscript r labels the polarizations. The symmetric
transverse traceless tensor ǫrij satisfies p
iǫrij = δ
ijǫrij = 0,
and is normalized as∑
i,j
ǫrij(p)ǫ
s,ij(p) =
δrs
2(1 + 2βp2)
, (47)
7with the completeness relation
2∑
r=1
ǫrij(p)ǫ
r
kl(p) =
Λij,kl(p)
2(1 + 2βp2)
. (48)
The operator Λij,kl(p) is defined by replacing all the ∇2
in the transverse traceless projection operator by −p2.
One can calculate the Dirac bracket of (Eij , πkl) and the
commutator of the two operators is thus
[Eij(x), πkl(y)] = −iΛij,kl
[
1
(−1 + 2β∇2)
]
δ(3)(x− y).
(49)
With the normalization eq.(47) and the completeness re-
lation eq.(48), the commutation relation eq.(49) is equiv-
alent to
[arp, a
s
q] = [a
r,†
p , a
s,†
q ] = 0,
[arp, a
s,†
q ] = (2π
3)δrsδ(3)(p− q). (50)
One can thus rewrite the reduced Hamiltonian (40) as
creation and annihilation operators
HR =
M2P
2
∫
d3p
(2π)3
|wp|
(
2∑
r=1
ar,†p a
r
p +
1
2
(2π)3δrrδ(3)(0)
)
.
(51)
The energy spectrum is real and bounded from below if
w2p is positive definite as long as β > 0.
B. Helicity-1 sector
We now turn to the attention of the helicity-1 unstable
modes. As shown in III B, this sector is tachyonic if β <
0 and ghostlike if β > 0. As usual, we will remove it
by modifying the action (18) with the introduction of a
helicity-1 field λi
S =
M2P
2
∫
d4x
β
2
[
(v˙i − λi)2 + vi∇2vi + 1
β
viv
i
]
. (52)
Ostrogradski’s choice of canonical coordinates is
vi ≡ vi ←→ piv = β(v˙i − λi)
λi ≡ λi ←→ piλ = 0, (53)
and the Hamiltonian is
H =
M2P
2
∫
d3x
pivpvi
2β
+ pivλi −
β
2
vi∇2vi − 1
2
viv
i.
(54)
There are four constraints in the theory, which can be
found as
ϕ1 : p
i
λ = 0
ϕ2 : p
i
v ≈ 0
ϕ3 : v
i + β∇2vi ≈ 0
ϕ4 :
piv
β
+∇2piv + λi + β∇2λi ≈ 0. (55)
If we use the four constraints to eliminate (vi, p
i
v),
(λi, p
i
λ), the physical phase space will be zero dimensional
and the reduced Hamiltonian vanishes.
C. Helicity-0 sector
Finally we introduce a helicity-0 field λ into the ac-
tion(24)
S =
M2P
2
∫
d4x (−6Ψ˙2 − 2Ψ∇2Ψ+ 4Ψ∇2Φ)
+ 4(β + 3α)(3Ψ¨2 + 4Ψ˙∇2Ψ˙ + 2Ψ¨∇2Φ)
+ 2(3β + 8α)(∇2Ψ)2 + 2(β + 2α)(∇2Φ)2
− 4(β + 4α)∇2Ψ∇2Φ + 32(β + 3α)λ∇2Ψ
+ 12(β + 3α)(λ2 − 2Ψ¨λ− 2
3
λ∇2Φ) +AλΨ, (56)
where A is some arbitrary real constant. There are four
naive degrees of freedom, whose canonical variables are
Φ ≡ Φ −→ pΦ = 0
Ψ ≡ Ψ −→ pΨ = δS
δΨ˙
χ ≡ χ −→ pχ = 8(β + 3α)[3(Ψ¨− λ) +∇2Φ]
λ ≡ λ −→ pλ = 0. (57)
The Hamiltonian can be written as
H =
M2P
2
∫
d3x pΨχ+
p2χ
48(β + 3α)
− pχ∇
2Φ
3
+
(
6χ2 + 2Ψ∇2Ψ − 4Ψ∇2Φ)
− 16(β + 3α)χ∇2χ− 2(3β + 8α)(∇2Ψ)2
+ 4(β + 4α)∇2Ψ∇2Φ− 2β
3
(∇2Φ)2
+ λ(pχ −AΨ)− 32(β + 3α)λ∇2Ψ, (58)
where the constraints of this theory are
ϕ1 : pΦ = 0
ϕ2 : pλ = 0
ϕ3 : pχ −AΨ − 32(β + 3α)∇2Ψ ≈ 0
ϕ4 : ∇2
[
pχ
3
+ 4Ψ− 4(β + 4α)∇2Ψ+ 4β
3
∇2Φ
]
≈ 0
ϕ5 : pΨ + (12 +A)χ ≈ 0
ϕ6 :
(12 +A)pχ
24(β + 3α)
+ 2(6 +A)λ + 32(β + 3α)∇2λ
+ 4(3β + 8α)∇2∇2Ψ− 4(β + 4α)∇2∇2Φ
− 4∇2Ψ− A
3
∇2Φ ≈ 0. (59)
We use the six constraints to eliminate three pairs of
canonical coordinates (Φ, pΦ), (λ, pλ), and (χ, pχ), reduc-
8ing the Hamiltonian to become
HR =
M2P
2
∫
d3x
−pΨ
(12 +A)2
[(6 +A) + 16(β + 3α)∇2]pΨ
+
1
β
[
(6 +A) +
A2(β + 2α)
16(β + 3α)
]
Ψ2
+
[
(22 +
48α
β
) +
A
β
(3β + 4α)
]
Ψ∇2Ψ
+
32(β + 3α)(β + α)
β
(∇2Ψ)2, (60)
which generates the evolution of a single dynamical vari-
able Ψ. It is clear that it can be made positive definite
with some parameter choice, for example, (A = −8, α =
0, β > 0). We can check that the quantum theory is also
stable in the following manner. First we find the Dirac
bracket of the theory as usual, which can be used to find
the equations of motion
Ψ˙ =− 1
(12 +A)
pΨ (61)
p˙Ψ =− (12 +A)
2(6 +A) + 32(β + 3α)∇2×{
2
β
[
(6 +A) +
A2(β + 2α)
16(β + 3α)
]
Ψ
+ 2
[
(22 +
48α
β
) +
A
β
(3β + 4α)
]
∇2Ψ
+
64(β + 3α)(β + α)
β
∇2∇2Ψ
}
. (62)
One can check that eqs. (61), (62) reproduce the Euler-
Lagrange equation. We solve these equations by taking
the Fourier transform
Ψ(x, t) =
∫
d3p
(2π)3
eip·xΨ˜(p, t) (63)
as usual, and the solution Ψ˜(p, t) is a harmonic oscillator
with frequency
w2p =
1
β[16(β + 3α)p2 − (6 +A)]
{
32(β + 3α)(β + α)p4
−[β(3A+ 22) + α(4A+ 48)]p2
+
[
6 +A+
A2(β + 2α)
16(β + 3α)
]}
. (64)
Following the usual quantization rules, we define the
commutator of Ψ and pΨ to be “i” times their classical
Dirac bracket, i.e.
[Ψ, pΨ] ≡ (12 +A)i
2(6 +A) + 32(β + 3α)∇2 δ
(3)(x− y). (65)
By expanding Ψ, pΨ as linear summation of creation and
annihilation operators a†p, ap
Ψ =
∫
d3p
(2π)3
1√
2wp
[ape
ip·x + a†pe
ip·x]√
[32(β + 3α)p2 − 2(6 +A)]
(66)
pΨ =
∫
d3p
(2π)3
√
wp
2
i(12 +A)[ape
ip·x − a†peip·x]√
[32(β + 3α)p2 − 2(6 +A)] ,
(67)
we obtain the usual result that the commutator eq.(65)
is consistent with the Fock space commutators
[ap, aq] = [a
,†
p , a
†
q] = 0,
[ap, a
†
q] = (2π
3)δ(3)(p− q). (68)
Using these operators, the reduced Hamiltonian can then
be written as
HR =
M2P
2
∫
d3p
(2π)3
|wp|
(
2∑
r=1
a†pap +
1
2
(2π)3δ(3)(0)
)
,
(69)
which is bounded from below as long w2p is positive defi-
nite, a condition which is satisfied by suitable choices of
the parameters A,α and β.
V. QUADRATIC ACTION AROUND DE
SITTER BACKGROUND
In this and next section, we will show how to remove
the unstable degrees of freedom in each helicity sector in
de Sitter background. In order to separate the action into
helicity-0, 1, 2 sectors, we first parameterize the metric
fluctuation as
ds2 = a2(t)
[−(1 + 2φ)dt2 + 2Bidxidt
+[(1− 2ψ)δij + 2Eij ]dxidxj
]
, (70)
where t is conformal time in this and next section, and
in de Sitter background we have a(t) = − 1
Ht
, Λ = 3H2.
We can again decompose Bi, Eij into
Bi = ∂iB +B
T
i (71)
Eij = ∂〈i∂j〉E + ∂(iE
T
j) + E
TT
ij . (72)
A. Helicity-2 sector
The second order action of helicity-2 modes in de Sitter
background is
S =
M2P
2
∫
d4x β[(E¨TTij )
2 + 2E˙TTij∇2E˙TTij + (∇2ETTij )2]
+ ca2(t)[(E˙TTij )
2 + ETTij∇2ETTij ], (73)
9which reduces to the unconstrained Minkowski case if
a(t)→ 1, and H2 → 0. We have also defined the dimen-
sionless parameter
c ≡ 1 + 8H2(β + 3α). (74)
From eq.(3), we note that in de Sitter space R ≈ H2, and
hence we generally expect that |α|H2 ≪ 1 and |β|H2 ≪ 1
if we reasonably suppose that the higher derivative terms
are corrections to usual General Relativity. This means
that generically we should expect c > 0 unless the higher
derivative terms dominate. As an aside, note that in the
special case β + 3α = 0, c = 1.
Since there is no constraint in the helicity-2 modes,
there are four helicity-2 degrees of freedom in the theory.
Ostrogradski’s choice of canonical coordinates is
Eij ≡ ETTij ←→ πij
qij ≡ E˙TTij ←→ pij = 2βE¨TTij , (75)
and the Hamiltonian is
H =
M2P
2
∫
d3x
pijpij
4β
+ πijqij − 2βqij∇2qij
− ca2(t)qijqij − β∇2Eij∇2Eij − ca2(t)Eij∇2Eij .
(76)
As in eq.(76), the linear dependence of πij is the signal
of Ostrogradski’s instability. The πijqij term can be ar-
bitrarily negative when qij > 0, π
ij → −∞ or vice versa
and hence the Hamiltonian is thus unbounded from be-
low.
B. Helicity-1 sector
The action up to quadratic level of helicity-1 modes
can be written using the gauge invariant variable vi =√−∇2(BTi − E˙Ti )
S =
M2P
2
∫
d4x
β
2
(
v˙iv˙
i + vi∇2vi + ca
2(t)
β
viv
i
)
, (77)
and the Euler-Lagrange equation of eq.(77) is[
β
(
d2
dt2
−∇2
)
− ca2(t)
]
vi = 0. (78)
By Fourier transform, we find that the solutions are har-
monic oscillators with frequency w2p = p
2 − ca2(t)
β
. The
canonical momentum conjugate to vi is then defined by
pvi =
δS
δv˙i
= βv˙i (79)
Since we use the gauge invariant variable to write the
action, there is no constraint and the Hamiltonian is
H =
M2P
2
∫
d3x
pvip
i
v
2β
− β
2
vi∇2vi − ca
2(t)
2
viv
i. (80)
There is a subtle but important difference between de
Sitter and Minkowski backgrounds for the scalar modes.
In the Minkowski case, eq.(21), the helicity-1 mode is ei-
ther tachyonic or ghostlike since the sign of viv
i is always
negative. However, in de Sitter background, one may
choose c < 0 to render the coefficient of viv
i in eq.(80) to
be positive. Nevertheless, as we have argued that gener-
ically c > 0 unless the higher derivative terms dominate,
we will not consider this case further. The helicity-1 sec-
tor is thus either tachyonic or ghostlike, depending on
the sign of β.
C. Helicity-0 sector
The second order action for helicity-zero modes in dS
space is much more complicated. We can use the usual
two gauge invariant variables
Φ = φ+ B˙ − E¨ − 1
t
(B − E˙),
Ψ = ψ +
1
3
∇2E + 1
t
(B − E˙), (81)
to write the action as
S =
M2P
2
∫
d4x a2(t)
(
−6Ψ˙2 − 2Ψ∇2Ψ+ 4Ψ∇2Φ
−12a(t)HΦΨ˙− 6a2(t)H2Φ2
)
+ 4(β + 3α)(3Ψ¨2 + 4Ψ˙∇2Ψ˙ + 2Ψ¨∇2Φ)
+ 2(3β + 8α)(∇2Ψ)2 + 2(β + 2α)(∇2Φ)2
− 4(β + 4α)∇2Ψ∇2Φ+ 4(β + 3α)
[
12a3(t)H3ΦΨ˙
+ a2(t)H2(6Ψ˙2 + 6Ψ¨Φ + 3Φ˙2 + 2Ψ∇2Ψ
+ 7Φ∇2Φ− 4Ψ∇2Φ) + 2a(t)H(5Ψ˙∇2Φ+ 3Ψ¨Φ˙)
]
.
(82)
Again, one can see the action can be reduced to
Minkowski case eq.(24) if a(t) → 1, H → 0. However,
this set of variables is rather unwieldy, so we choose the
following pair of gauge invariant variables instead
Φ = φ− t(ψ˙ + 1
3
∇2E˙),
B = ∇2
[
B − E˙ + t
(
ψ +
1
3
∇2E
)]
, (83)
whereupon the action becomes much shorter, i.e.
S =
M2P
2
∫
d4x 2(β + 2α)(B˙ +∇2Φ)2
− 2a4H2Φ( 2B
aH
+ 3Φ)
+ (β + 3α)
{
8aH(B∇2Φ+ B˙Φ˙) + 16a3H3BΦ
+a2H2[8B2 + 8B˙Φ + 12Φ˙2 + 28(∇Φ)2]
}
. (84)
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The two set of gauge invariant variables eqs. (81) and
(83) are related by the following field redefinitions
Φ =
Ψ˙
aH
+Φ , B = − 1
aH
∇2Ψ. (85)
Using these new set of variables, the canonical momenta
can be written as
pB = (β + 3α)(8a
2H2Φ+ 8aHΦ˙)
+4(β + 2α)(B˙ +∇2Φ),
pΦ = (β + 3α)(24a
2H2Φ˙ + 8aHB˙), (86)
and the Hamiltonian thus becomes
H =
M2P
2
∫
d3x
3
8β
[
p2B −
2pBpΦ
3aH
+
(β + 2α)p2Φ
6a2H2(β + 3α)
]
− 3
β
(pB − pΦ
3aH
)[2a2H2(β + 3α)Φ + (β + 2α)∇2Φ]
−8a3H3(β + 3α)B
{ ∇2Φ
a2H2
+
B
aH
+
[
2− 1
2(β + 3α)H2
]
Φ
}
+
2
β
Φ
[
2(β + 2α)(β + 3α)∇2∇2 + 12a4H4(β + 3α)2
+2a2H2(β + 3α)(12α− β)∇2 + 3a4H2β]Φ. (87)
To make the dynamics explicit, we perform a final canon-
ical transformation
pB → pB − 1
3aH
pΦ
+
4
3aH
[(β + 2α)∇2 + 2a2H2(β + 3α)]B
Φ → Φ+ 1
3aH
B, (88)
such that the Hamiltonian becomes
H =
M2P
2
∫
d3x
3
8β
p2B +
p2Φ
48a2H2(β + 3α)
− 3
β
pB
[
(β + 2α)∇2 + 2a2H2(β + 3α)]Φ
−2
9
B
[
(β + 2α)
a2H2
∇2∇2 + 2(β + 3α)∇2
+(3a2 + 12a2H2(β + 3α))
]B
+
4
3aH
B [(β + 2α)∇2∇2 + 8a2H2(β + 3α)∇2
−12a4H4(β + 3α)]Φ
+
2
β
Φ
[
2(β + 2α)(β + 3α)∇2∇2 + 12a4H4(β + 3α)2
+2a2H2(β + 3α)(12α− β)∇2 + 3a4H2β]Φ. (89)
Since there is no constraint in this theory, this is the
Hamiltonian describing two physical degrees of freedom.
Although the instability is not explicitly shown, one can
see in some limit the Hamiltonian is unbounded from be-
low. In order to have stable kinetic terms, we require
that (β + 3α) > 0 and β > 0. On the other hand, in
the high frequency limit in Fourier space, one should ex-
pect those terms with the highest spatial derivatives to
dominate. This requires that (β + 2α) < 0 so that the
B2 term is stable (from the third line in eq.(89)), which
cannot be satisfied at the same time. We thus conclude
the Hamiltonian is unbounded from below with any pa-
rameter choice in the high frequency limit.
VI. STABILIZATION BY CONSTRAINTS IN DE
SITTER BACKGROUND
A. Helicity-2 sector
Similar to the Minkowski case, we first rewrite the ac-
tion (73) by introducing a helicity-2 auxiliary tensor field
λij
S =
M2P
2
∫
d4x β
[
(E¨TTij − λij)2 + 2E˙TTij∇2E˙TTij ,
+(∇2ETTij )2 + 4λij∇2Eij
]
,
+ ca2(t)[(E˙TTij )
2 + ETTij∇2ETTij ], (90)
where λij is transverse traceless and the Lorentz invari-
ance is explicitly broken by λij . Ostrogradski’s choice of
canonical coordinates is
Eij ≡ Eij ←→ πij = 2ca2E˙ij + β(−2
...
E
ij
+ 2λ˙ij + 4∇2E˙ij),
qij ≡ E˙ij ←→ pij = 2β(E¨ij − λij),
λij ≡ λij ←→ pijλ = 0, (91)
and the Hamiltonian is
H =
M2P
2
∫
d3x πijqij +
1
4β
pijpij − qij(ca2 + 2β∇2)qij
− Eij(β∇2∇2 + ca2∇2)Eij + λij(pij − 4β∇2Eij).
(92)
The Poisson bracket of a pair of transverse traceless
canonical coordinates is identical to their Minkowski
counterparts
[Eij(x), πkl(y)]PB = Λˆij,klδ
(3)(x− y). (93)
To find the constraints, we apply the Dirac Bracket for-
malism as usual. It is clear that pλij = 0 is a primary
constraint, and the rest of the (transverse and traceless)
constraints of this theory are generated by the consis-
tency relation
ϕ1 : pλij = 0,
ϕ2 : pij − 4β∇2Eij ≈ 0,
ϕ3 : πij − 2ca2qij ≈ 0,
ϕ4 : 2(β∇2∇2 + ca2∇2)Eij − ca
2
β
pij
+ 2(−ca2 + 2β∇2)λij ≈ 0. (94)
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Armed with these, we can use ϕ1, ϕ4 to eliminate the
degree of freedom (λ, pλ), and use ϕ2, ϕ3 to eliminate
(q, p). The coefficients in the action (90) are again chosen
such that there are at least four constraints in the theory
and there is no ∇2 in ϕ3 which will generate nonlocal
terms in the reduced Hamiltonian.
Using the constraints, (qij , pij) can be written as follow
qij =
πij
2ca2
,
pij = 4β∇2Eij , (95)
and the reduced Hamiltonian becomes
HR =
M2P
2
∫
d3 x
1
4c2a4
πij(ca2 − 2β∇2)πij
+ Eij(−ca2∇2 + 3β∇2∇2)Eij , (96)
which is positive definite if β > 0, c > 0.
B. Helicity-1 sector
In section VB, we showed that the helicity-1 modes
are only stable if β > 0, c < 0. However, our imposi-
tion of the constraints to restore stability of the helicity-2
sector requires that c > 0 in addition to the usual argu-
ments on subdominant higher derivative terms. We thus
choose c > 0 and remove the unstable helicity-1 modes
altogether as follows. Similar to the Minkowski case, we
modify the action (77) by introducing a helicity-1 field
λi
S =
M2P
2
∫
d4x
β
2
[
(v˙i − λi)2 + vi∇2vi + ca
2
β
viv
i
]
.
(97)
Ostrogradski’s choice of canonical coordinates is
vi ≡ vi ←→ piv = β(v˙i − λi),
λi ≡ λi ←→ piλ = 0, (98)
and the Hamiltonian is
H =
M2P
2
∫
d3x
pivpvi
2β
+ pivλi −
β
2
vi∇2vi − ca
2
2
viv
i.
(99)
There are four constraints in the theory, which can be
found as
ϕ1 : p
i
λ = 0
ϕ2 : p
i
v ≈ 0
ϕ3 : ca
2vi + β∇2vi ≈ 0
ϕ4 :
ca2piv
β
+∇2piv + ca2λi + β∇2λi ≈ 0. (100)
If we use the four constraints to eliminate (vi, p
i
v),
(λi, p
i
λ), the physical phase space will be zero dimensional
and the reduced Hamiltonian vanishes.
C. Helicity-0 sector
Finally, we deal with the helicity-0 instability. We
modify the action (84) by introducing a helicity-0 field
λ
S =
M2P
2
∫
d4x 2(β + 2α)(B˙ − λ+∇2Φ)2
− 2a4H2Φ
(
2B
aH
+ 3Φ
)
+ (β + 3α)
[
8aH(B∇2Φ + B˙Φ˙− λΦ˙)
+ 16a3H3BΦ+ 28a2H2Φ∇2Φ
+ a2H2 (8B2 + 8B˙Φ− 8λΦ+ 12Φ˙2)
]
. (101)
As now must be familiar, the canonical coordinates are
pλ =0
pΦ =(β + 3α)(24a
2H2Φ˙ + 8aHB˙ − 8aHλ)
pB =4(β + 2α)(B˙ − λ+∇2Φ)
+ (β + 3α)(8a2H2Φ+ 8aHΦ˙) (102)
and the Hamiltonian is
H =
M2P
2
∫
d3x
3
8β
[
p2B −
2pBpΦ
3aH
+
(β + 2α)p2Φ
6a2H2(β + 3α)
]
− 3
β
(pB − pΦ
3aH
)[2a2H2(β + 3α)Φ + (β + 2α)∇2Φ]
+
2
β
Φ
[
2(β + 2α)(β + 3α)∇2∇2 + 12a4H4(β + 3α)2
+2a2H2(β + 3α)(12α− β)∇2 + 3a4H2β]Φ
− 8a3H3(β + 3α)B
{ ∇2Φ
a2H2
+
[
2− 1
2(β + 3α)H2
]
Φ
+
B
aH
}
+ λpB. (103)
There are four constraints in the theory, which can be
found as
ϕ1 : pλ = 0
ϕ2 : pB ≈ 0
ϕ3 :
2B
aH
+
∇2Φ
a2H2
+
[
2− 1
2H2(β + 3α)
]
Φ ≈ 0
ϕ4 : F (λ, · · · ) ≈ 0. (104)
Applying these constraints to remove λ and B pairs, we
obtain the reduced Hamiltonian
HR =
M2P
2
∫
d3x
(β + 2α)
16a2H2β(β + 3α)
p2Φ + 2(β + 3α)(∇Φ)2
− 2a2[1 + 6(β + 3α)H2](∂Φ)2 + 2a4H2Φ2
+
[
8a4H4(β + 3α)(2β + 5α)
(β + 2α)
+
a4
2(β + 3α)
]
Φ2.
(105)
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If we requireHR > 0, which means every term in eq.(105)
needs to be positive definite, there are two possibilities:
• α ≤ 0, β + 3α > 0 which guarantees β > 0.
• α > 0, β + 2α > 0, if we also require that the
helicity-1, 2 modes are stable, the second condition
becomes β > 0.
Choosing either possibility will result in a stable helicity-
0 sector.
VII. CONCLUSION
We investigate the instabilities in higher derivative
gravity models with quadratic curvature invariant R2,
RµνRµν by expanding action to the quadratic level of
metric fluctuation around Minkowski/de Sitter back-
ground. We show how the instabilities in the helicity-0,
1, 2 sectors can be removed by some choices of additional
constraints. With help of the constraints, the degrees of
freedom are reduced from two helicity-0, two helicity-1,
and four helicity-2 to one helicity-0, zero helicity-1, and
two helicity-2 modes. The fact that the phase space has
to be reduced – i.e. it is impossible to modify the theory
via constraints such that the instabilities are “made sta-
ble” – is an expression of the theorem proven in [5] that
Ostrogradski’s instability can only be removed if the orig-
inal theory’s phase space is reduced.
We emphasize that adding constraints to remove in-
stabilities is only valid in the linear theory. A full non-
linear extension of this methodology is beyond the scope
of this paper, and we have made no attempt at a co-
variant formalism. However, even in the linear theory,
some features of a stable higher derivative gravity can be
gleaned. First, it is clear that a general higher derivative
theory which is stable and possesses the desirable renor-
malization properties breaks Lorentz invariance. Indeed,
the “stabilized” theory has the form of a low energy effec-
tive limit of a Lorentz violating, much like that of Hor˘ava
gravity.
Second, the stable higher derivative theory has no
helicity-1 modes, at least in the Minkowski case since
this mode is unstable in the original theory and hence
need to be removed. The de Sitter case is less clear-cut –
the helicity-1 sector may be made stable by the curvature
term although we have chosen to remove it to be consis-
tent with the stability of the helicity-0 sector. It will be
interesting to check whether this result can be extended
to the full non-linear regime. We will leave this for future
work.
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Appendix A: Quantization of higher derivative
theory
In this section, we use a higher derivative scalar field
theory to demonstrate the subtleties of a quantum higher
derivative theory. We begin with
S =
∫
d4x
1
2
φφ+
σ
2M2
(φ)2 − m
2φ2
2
, (A1)
where  is d’Alembert operator, M , m are constants
with mass dimension 1 and σ = ±1. The Euler-Lagrange
equation is
φ+
σ
M2
φ−m2φ = 0, (A2)
by Fourier transform, the solution is a set of harmonic
oscillators with frequency
w2p − p2 =
−M2 ±M2
√
1 + 4σm
2
M2
2σ
. (A3)
We can see that there are two frequencies correspond
to each p, which means the theory has two degrees of
freedom. To simplify the calculation, we can take m = 0
and one of the d.o.f. thus becomes massless. We can
also take σ = −1, which makes the other d.o.f ghostlike
(σ = 1 would instead make it a tachyonic ghost). We can
thus denote the frequencies by
w2p = p
2
v2p = p
2 +M2. (A4)
To describe the theory in the Hamiltonian picture we
need to first define the canonical variables
q1 = φ⇔ p1 = δS
δφ˙
q2 = φ˙⇔ p2 = − φ¨
M2
. (A5)
Since there is no constraint in the theory, the Hamilto-
nian is
H =
∫
d3x p1q2 − M
2p22
2
+ q1(−1
2
∇2 + 1
2M2
∇2∇2)q1
+q2(−1
2
+
1
M2
∇2)q2. (A6)
To quantize the theory, we write q1, q2, p1, p2 as linear
combinations of the two pairs of creation and annihilation
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operators (a†p, ap), (b
†
p, bp)
q1 =
∫
d3p
(2π)3
[
1√
2wp
(ape
ip·x + a†pe
−ip·x)
+
i√
2vp
(b†pe
ip·x − bpe−ip·x)
]
q2 =
∫
d3p
(2π)3
[
(−i)
√
wp
2
(ape
ip·x − a†pe−ip·x)
+
√
vp
2
(b†pe
ip·x + bpe
−ip·x)
]
p1 =
∫
d3p
(2π)3
[
(−i)
M2
√
wpv4p
2
(ape
ip·x − a†pe−ip·x)
+
1
M2
√
vpw4p
2
(b†pe
ip·x + bpe
−ip·x)
]
p2 =
∫
d3p
(2π)3
[
1
M2
√
w3p
2
(ape
ip·x + a†pe
−ip·x)
+
i
M2
√
v3
2
(b†pe
ip·x − bpe−ip·x)
]
. (A7)
The coefficients of creation and annihilation operators
are chosen in the way that the commutators
[q1(x), p1(y)] = [q2(x), p2(y)] = iδ
(3)(x− y) (A8)
are consistent with the usual commutator relation
[ap, a
†
k] = [bp, b
†
k] = (2π)
3δ(3)(p− k), (A9)
with all other possible commutators vanishing. The other
thing one should notice is each canonical variable is com-
bination of two degrees of freedom, the two d.o.f. vibrate
at different frequencies, i.e. in the Heisenberg picture,
ap → ape−iwpt, bp → bpeivpt. With all these information,
we can substitute eq.(A7) into the Hamiltonian (A6), af-
ter some work we find the Hamiltonian to be
H =
∫
d3p
(2π)3
wp
[
a†pap +
1
2
(2π)3δ(3)(0)
]
−vp
[
b†pbp +
1
2
(2π)3δ(3)(0)
]
, (A10)
where wp =
√
p2 and vp =
√
p2 +M2. One can see
while a†p creates a massless particle with positive energy,
b†p create a massive particle with negative energy, thus
the theory has a massive ghost. One can always redefine
bp ≡ b†p, and the new b†p will create a massive particle
with positive energy but saddled with a negative norm.
Appendix B: Equivalence of Ostrogradski’s
formalism and auxiliary field method
In this appendix, we will use eq.(A1) with σ = −1
and m = 0, as a toy-model to show the equivalence be-
tween Ostrogradski’s formalism of higher derivative the-
ory and the auxiliary field method used in the literature
(e.g. [12]). In the auxiliary field method, the action with
one higher derivative scalar field
S =
∫
d4x
1
2
φφ− 1
2M2
(φ)2, (B1)
is equivalent to the action with two standard scalar fields
S =
∫
d4x
1
2
φφ− 1
2M2
(φ)2+
1
2M2
[
φ+
M2(λ− φ)
2
]2
.
(B2)
The action can be reduced to
S =
∫
d4x
1
2
λφ+
M2
8
(λ− φ)2, (B3)
and diagonalized as
S =
∫
d4x
1
2
ΦΦ− 1
2
ΨΨ+
M2
2
Ψ2, (B4)
where φ = Φ − Ψ and λ = Φ + Ψ. The action (B4)
describes a healthy massless scalar field with a massive
ghostlike scalar field. The conjugate momenta and the
Hamiltonian of the system can be easily written as
pΦ = Φ˙
pΨ = −Ψ˙
H =
∫
d3x
p2Φ
2
+
(∂Φ)2
2
−
[
p2Ψ
2
+
(∂Ψ)2
2
+
M2
2
Ψ2
]
.
(B5)
On the other hand, Ostrogradski’s formalism leads to the
Hamiltonian (A6), which is linearly dependent on p1
H =
∫
d3x p1q2 + q1
(
−1
2
∇2 + 1
2M2
∇2∇2
)
q1
− M
2p22
2
+ q2
(
−1
2
+
1
M2
∇2
)
q2, (B6)
which can be diagonalized by the following canonical
transformation
q1 =Φ +Ψ
q2 =pΦ − pΨ
p1 =pΦ − ∇
2
M2
(pΦ − pΨ)
p2 =Ψ− ∇
2
M2
(Φ + Ψ). (B7)
The final Hamiltonian becomes
H =
∫
d3x
p2Φ
2
+
(∂Φ)2
2
−
[
p2Ψ
2
+
(∂Ψ)2
2
+
M2
2
Ψ2
]
,
(B8)
which is same as eq.(B5). Hence we have shown that
Ostrogradski’s formalism is equivalent to the auxiliary
field method up to some canonical transformation.
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