One of the key problems in solar flare physics is the determination of the low-energy cut-off; the value that determines the energy of nonthermal electrons and hence flare energetics. We discuss different approaches to determine the low-energy cut-off in the spectrum of accelerated electrons: (i) the total electron number model, (ii) the time-of-flight model (based on the equivalence of the time-of-flight and the collisional deflection time); (iii) the warm target model of Kontar et al. (2015) , and (iv) the model of the spectral cross-over between thermal and nonthermal components. We find that the first three models are consistent with a low-energy cutoff with a mean value of ≈ 10 keV, while the cross-over model provides an upper limit for the low-energy cutoff with a mean value of ≈ 21 keV. Combining the first three models we find that the ratio of the nonthermal energy to the dissipated magnetic energy in solar flares has a mean value of q E = 0.57 ± 0.08, which is consistent with an earlier study based on the simplified approximation of the warm target model alone (q E = 0.51 ± 0.17). This study corroborates the self-consistency between three different low-energy cutoff models in the calculation of nonthermal flare energies.
INTRODUCTION
The ultimate goal of this series of papers is the test of energy closure in solar flares and associated coronal mass ejection (CME) events, which entails the available energies that can be dissipated (magnetic free energy E mag , and aerodynamic drag energy E drag ), and are transformed into primary energy dissipation processes (acceleration of nonthermal particles E nth , direct heating E dir , and the kinetic energy of a CME, E cme ), as well as into secondary processes (precipitation-induced thermal energies, and CME-accelerated particles). Statistical results of these energies have been calculated for medium-sized to large flare events (Emslie et al. 2012; Aschwanden et al. 2014 2016; 2017; Aschwanden 2016 Aschwanden , 2017 Aschwanden and Gopalswamy 2019) . A key result is the statistical energy closure of primary energy dissipation processes, i.e., (E nth + E dir + E cme )/E diss = 0.87 ± 0.18) . The largest amount of the dissipated magnetic energy goes into the acceleration of electrons E nth /E diss = 0.51 ± 0.17. Importantly, the measurement of the nonthermal energy E nth bears the largest uncertainty due to the poorly known low-energy cutoff ε c , which is the central focus of this study.
The low-energy cutoff problem arises because the instantaneous electron injection spectrum can be approximated with a power-law function f e (ε) ∝ ε −δ above a minimum electron energy ε c (e.g., in the thick-target model of Brown 1971) . The fact that the power-law slope is generally very steep, i.e., δ ≈ 3 − 8 (Dennis 1985) , makes the spectrally integrated electron flux extremely sensitive to the accurate value of the low-energy cutoff value ε c . If we change this cutoff value from ε = 10 keV by a factor of 2 to ε = 20 keV, the electron flux varies by a factor of ≈ 2 δ , which amounts to 1-2 orders of magnitude. The effects of low-energy cutoffs on solar flare microwave and hard X-ray spectra was investigated in Holman (2003) , with the finding that microwave spectra become smoothed in the optically thick portion, while hard X-ray (photon) spectra are flattened below the cutoff energy. The modeling of the thermal spectrum of hard X-ray photons has traditionally been done with an isothermal model (Culhane et al. 1969; Culhane and Acton 1970; Brown et al. 1974; Holman et al, 2011) , while a multi-thermal function involves a more realistic approach and was found to fit the data equally well (e.g., Aschwanden 2007) . Moreover, the altitude of the coronal X-ray sources are observed to increase with energy in the thermal range , so that solar flares are multi-thermal and have strong vertical temperature and density gradients with a broad temperature distribution. The ambiguity between an iso-thermal and a multi-thermal spectrum contributes to further confusion between the thermal and nonthermal spectral components, so that the spectral cross-over does not reveal the exact cutoff energy, but yields a value that is about a factor of two too high. In a previous study on the multi-thermal modeling of 44 flare events, the spectral cross-over was found in the range of e co = 10 − 28 keV, with a mean and standard deviation of e co = 18.0 ± 3.4 keV (Aschwanden 2007) .
A new theoretical model based on collisional relaxation and diffusion of electrons in a warm coronal plasma was proposed by Kontar et al. (2015; , which in principle yields the low-energy cutoff ε wt in a modified thick-target model. This modified thick-target model represents a more realistic approach, because it generalizes the standard cold thick-target model (with a cold plasma target) by including an additional warm plasma "lid" above the cold chromospheric component and, unlike the cold thick-target, preserves the number of electrons in the warm plasma. Importantly, the warm target model uses the warm coronal plasma environment (its temperature, number density, and warm plasma extent) to constrain the properties of the accelerated electron distribution. In general, the low-energy cutoff should be determined by fitting the warm target model to the observed X-ray count spectrum (see Kontar et al. 2019 ). An application of a simplified version of this warm target model to 191 M and X-class flares yielded a mean low-energy cutoff of ε wt = 6.2 ± 1.6 keV (Aschwanden et al. 2016) , which is significantly lower than the cross-over energy of ε co = 21 ± 6 keV. It can be shown that the low-energy cutoff in a cold thick-target model is essentially undetermined (e.g. Ireland et al. 2013; Kontar et al. 2019) , while it was shown that the warm target model can constrain the low-energy cutoff down to 7% at a 3-σ level (Kontar et al. 2019 ).
Here, we study the low-energy cutoffs inferred from the warm target model further. One issue is that the plasma in a flare is highly inhomogeneous, ranging from the cold background corona values at the beginning of a flare (T cold ≈ 0.5 − 2 MK) to the hot chromospheric evaporation component (T hot ≈ 5 − 25 MK) at the flare peak time, causing some ambiguity about which temperature to attribute to the warm-plasma component that constrains the low-energy cutoff. In the warm target model, the deduction of the coronal plasma environment is crucial for constraining the low energy cutoff, and hence the nonthermal electron power (Kontar et al. (2019) .
Further, we will explore the total number of electrons in a flaring plasma and the spectral cross-over ε co as well as the warm target model ε wt predictions. Moreover, the electron number model ε en , and the electron time-of-flight model ε tof will be applied. The latter two models invoke the equivalence of the collisional deflection time and the electron time-of-flight time scale, as well as the limit of the maximum number of electrons that can be accelerated in a finite flare volume, which at the same time solves the electron number problem.
The content of this paper includes an analytical description and derivation of all four theoretical models of the low-energy cutoff (Section 2), followed by a description of the data analysis and fitting of the theoretical models to the observational data sets of all M and X-class flares observed with the Atmospheric Imaging Assembly (AIA) and the Helioseismic and Magnetic Imager (HMI) onboard the Solar Dynamics Observatory (SDO) during 2010-2014, which amounts to 191 solar flare events (Section 3), with discussion (Section 4) and conclusions (Section 5).
THEORY
We describe four different models that independently provide theoretical estimates of the low-energy cutoff of a hard X-ray spectrum in solar flares. In the following, we present analytical derivations and assumptions of these models: the electron number model (Section 2.1), the time-of-flight model (Section 2.2), the warm target model (Section 2.3), and the spectral cross-over model (Section 2.4). The first two models are used here for the first time to derive the low-energy cutoff, while the third model was used in Aschwanden et al. (2016) , and the fourth model represents a common method to derive upper limits on the low-energy cutoff.
The Total Electron Number Model
In the thick-target model (Brown 1971 ; e.g., see Section 13.2.2 in textbook Aschwanden 2004), the hard X-ray photon spectrum is defined by a power law function of the observed photon energies ǫ x ,,
The corresponding electron injection spectrum of electrons is,
and has the power law slope δ = γ +1. The total number of electrons above a cutoff energy ε c , i.e., F (ε ≥ ε c ), is given by the thick-target model
where b(γ) is an auxiliary function that contains the beta function B(p, q),
which was been calculated by Hudson et al. (1978) for a relevant range of spectral slopes γ of the observed photon spectrum, and was approximated by the function (Aschwanden 2004) ,
and ǫ 1 is the reference energy at which the photon flux I 1 is measured.
Now we define the total number of electrons integrated over the total flare duration τ f lare ,
On the other side, we can assume the total number of accelerated nonthermal electrons during a flare by integrating the preflare electron density n e0 over the flare volume V = L 3 q geo , where L is an appropriate length scale of a cube that encompasses the entire flare volume,
and q geo is a geometric filling factor of the subvolume that contains the number of electrons that can be accelerated out of the cubic flare volume. We note that this assumption neglects the role of return currents, which will maintain the total number of electrons (e.g., Somov 2000) . In other words, the total number of electrons in the flaring region is assumed to be equal to the total number of electrons accelerated above the low energy cut-off. Even if this approximation is coarse, it gives useful details about the efficiency of electron acceleration in solar magnetic reconnection regions.
In the standard CHSKP flare models for magnetic reconnection (Carmichael 1964; Hirayama 1974; Sturrock 1966; Kopp and Pneuman 1976) , the subvolume in which charged particles (electron and ions) are accelerated encompasses about a fraction of q geo ≈ 1/4 of the cubic flare volume, as it can be estimated from the geometry shown in Fig. 1 (shaded triangular subvolume) . The geometric filling factor consists of a factor of q height = 1/2 due to the vertical cusp range that covers half of the apex height, and an additional factor of q triangle = 1/2 that accommodates the ratio of the triangular arcade cross-section to the encompassing cube volume, resulting into a combined factor of q geo = q height × q triangle = (1/2) × (1/2) = 1/4. Alternatively, we can estimate the geometric filling factor from the approximate size of the diffusion region of the magnetic reconnection volume, which occupies the half apex height (h = L/2) and half of the horizontal footpoint separation (w L /2), and this way produces the same geometric filling factor of q geo = (h/L) × (w/L) = (1/2) × (1/2) = 1/4 (hatched area in Fig. 1 ).
Combining the two expressions for the total number of electrons N e accelerated in a flare (using Eqs. 1-6) we obtain,
Using the normalized unit L 10 = L/10 10 cm, we obtain the following simple expression for the low-energy cutoff ε en , where the subscript "en" refers to the electron number model,
which depends on the observables n e0 , γ, I 1 , ǫ 1 , τ f lare and the model parameter q geo ≈ 1/4. The photon flux I 1 and the spectral power law slope γ at the energy ǫ 1 can directly be obtained from a hard X-ray spectrum, the flare duration τ f lare can be measured from hard X-ray time profiles, and the electron density n e0 has to be estimated before the onset of the flare, which is typically n e0 ≈ 10 9 cm −3 (Fig. 3h ).
Once we have a model for the low-energy cutoff ε en , we can calculate the power in nonthermal electrons above this cutoff energy by integrating the electron energies ε, with b(γ) defined in Eqs. (4) or (5),
and the total energy E en integrated over the flare duration τ f lare = (t 2 − t 1 ) is
where the photon flux I 1 (t), the power law slope γ(t), and the low-energy cutoff energy ε en (t) are timedependent.
The Time-of-Flight Model
For stochastic acceleration models with binary Coulomb collisions, where particle gain and lose energy randomly, the collisional mean free path yields an upper limit for the propagation distance of free-streaming electrons. The balance between acceleration and collisions can lead to the formation of a kappa-distribution according to some solar flare models (e.g., Bian et al. 2014) . For solar flares, we can thus estimate the critical energy between collisional and collisionless electrons from the collisional deflection time t def l (Benz 1993) ,
where ln Λ ≈ 20 is the Coulomb logarithm. We set the collisional deflection time equal to the (relativistic) time-of-flight propagation time between the coronal acceleration site and the chromospheric thick-target energy loss site,
The relativistic speed β = v/c,
is related to the kinetic energy e kin of the electron by,
where γ r represents here the relativistic Lorentz factor (not to be confused with the spectral slope γ used above, i.e., Eq. (1)). We are setting these two time scales equal (Aschwanden et al. 2016 , Appendix A therein),
we use ln Λ ≈ 20, we define the kinetic energy ǫ keV = ǫ kin , and obtain with Eqs. (12-16),
Using the low-relativistic approximation (for γ r > ∼ 1),
we obtain,
The time-of-flight distance is approximately L tof = L √ 2, where the flare length scale L is also the vertical extent of the cusp (Fig. 1) , and the factor √ 2 corrects for the mean pitch angle (45 • ) of the electrons spiraling along the time-of-flight path. Then, by inserting (γ r − 1) = e c /511 keV from Eq. (15), we find the cross-over energy e tof ≈ e kin , explicitly expressed, e tof ≈ 28 L 10 10 cm 1/2 n e 10 10 cm −3
This expression requires the measurement of a mean length scale L = A 1/2 of the flare area and an average electron density n e where flare-accelerated electrons propagate.
From the model of the low-energy cutoff energy ε tof , we can calculate the power in nonthermal electrons above this cutoff energy by integrating over the electron energies ε,
The total energy integrated over the flare duration is then, using the time-dependent functions γ(t), I 1 (t), and ε tof (t),
Turning the argument around predicts a time-of-flight distance L tof ≈ ε 2 tof /n e as a function of the lowenergy cutoff ε tof , which is a similar concept that has been applied to model the size L of the acceleration region as a function of the electron energy e, i.e., (L − L 0 ) ∝ e 2 /n e (Guo et al. 2012a (Guo et al. , 2012b (Guo et al. , 2013 Xu et al. 2008 ).
The Warm-Target Model
Previous applications of the thick-target model generally assume cold (chromospheric) temperatures in the electron precipitation site (e.g., Holman et al. 2011 , for a review). At the same time, the temperature of the flaring solar corona is sufficiently high so that finite temperature effects must be included (Galloway et al. 2005; Goncharov et al. 2010; Jeffrey et al. 2014) . Moreover, the slow spatial diffusion of thermalized electrons, previously ignored, led to the theoretical development of the warm target model . The model has been tested with numerical simulations that include the effects of collisional energy diffusion, spatial transport and thermalization of fast electrons (Jeffrey et al. 2014) .
The warm target model assumes a two-temperature target plasma (Kontar et al. , 2019 : the warm solar corona and the cold chromosphere. The warm corona is collisionally thick to electrons with energy E < √ 2KnL, where K = 2πe 4 ln Λ is a constant, n is the density of the coronal plasma, and L is the length of the warm target region. Therefore, the accelerated electrons injected into a flaring loop propagate and collide in the warm plasma. Electrons with energy E 2 < 2KnL lose all of their energy in the coronal plasma and join the Maxwellian distribution of the surrounding plasma, increasing the density of thermal plasma in the loop. The mean electron flux spectrum can be represented by , where ∆EM characterizes the additional contribution to the soft X-ray emission measure from the thermalized accelerated electrons. These hot Maxwellian electrons can diffusively escape from the warm plasma of the loop and collisionally stop in the dense cold chromosphere. High-energy electrons with E 2 > 2KnL behave in the same way as in the standard cold thick-target model. It is important to note that the warm target model is responsible for the nonthermal component, and for a fraction of the thermal component of the X-ray emission. The pile-up of low energy electrons thermalized in the flaring corona allows us to solve the low energy cut-off problem (Kontar et al. 2019 ) by comparing the thermalized electrons, that is, by determining the contribution from Eq. (27) and the observed X-ray spectrum. In other words, if the low-energy cutoff is determined too low (i.e. if the contribution from ∆ EM is too large), then the warm target model produces too many thermalized electrons and hence can be ruled out.
According to the warm-target model of Kontar et al. (2015) , the effective low-energy cutoff E c ≃ ε wt can be coarsely approximated as
where ξ = γ −1 is the power-law slope of the source-integrated mean electron flux spectrum (see Eqs. (8)- (10) in Kontar et al. 2015) , and T e is the temperature of the warm target plasma. For medium-sized to large X-class flares, this temperature range spans T e ≈ 10 − 30 MK, giving (in energy units) e th = k B T e = 0.9 − 2.6 keV, and for a typical value of the photon spectral slope δ = γ + 1 ≈ 4, low-energy cutoffs of e th = δ k B T e ≈ 3.5 − 8.5 keV are predicted. In this simplified version, Kontar et al. (2015) stress that the value of T e used must be the value of T e corresponding to the Maxwellian thermal plasma in the loop.
Further, we stress that Eq. (28) is determined by considering the energy at which the systematic energy loss rate vanishes in the Fokker-Planck equation governing the evolution of nV F in a warm plasma, and that an accurate determination of the properties of the accelerated electron distribution can only be determined using the combination of X-ray spectroscopy and imaging outlined in detail in Kontar et al. (2019) . We note, that while the expression (Eq. 28) is an approximation only, it does allow for a relatively robust statistical analysis , while the detailed fitting outlined in Kontar et al. (2019) is challenging for a large number of flare events. However, the detailed fitting procedure of Kontar et al. (2019) , which constrains the plasma parameters T e , n and L, is the recommended way to determine the nonthermal electron properties in an individual flare. Here, the use of Eq. (28) is likely to provide a lower limit of e th , but is still useful for the purpose of a large statistical study.
From the low-energy cutoff approximation ε wt , we can calculate the power in the electron flux P wt ,
and the total energy integrated over the flare duration is
The Spectral Cross-Over Model
The bremsstrahlung spectrum I(ε) of a thermal plasma with electron temperature T e , as a function of the photon energy ε = hν (with h the Planck constant and ν the frequency), setting the coronal electron density equal to the ion density (n = n i = n e ), and neglecting factors of the order of unity (such as the Gaunt factor g(ν, T ) in the approximation of the Bethe-Heitler bremsstrahlung cross-section), and the ion charge number, Z ≈ 1, is (Brown 1974; Dulk and Dennis 1982) ,
where I 0 ≈ 8.1 × 10 −39 keV cm −2 s 1 keV −1 and dEM (T )/dT specifies the differential emission measure (DEM) n 2 dV in the volume dV corresponding to a temperature range of dT ,
Regardless, whether we define this DEM distribution by an isothermal or by a multi-thermal plasma (Aschwanden 2007), the thermal spectrum I(ε) falls off similarly to an exponential function at an energy of ε < ∼ 20 keV (or up to < ∼ 40) keV in extremal cases), while the nonthermal spectrum in the higher energy range of ε ≈ 20 − 100 keV can be approximated by a single (or broken) power-law function (Eq. 3).
Because of the two different functional shapes, a cross-over energy ε co can be defined by the change in the spectral slope between the thermal and the nonthermal spectral component. The electron energy spectrum, however, can have a substantially lower or higher cutoff energy (e.g., Holman 2003) . We represent the combined spectrum with the sum of the (exponential-like) thermal and the (power-law-like) nonthermal component, i,e.,
where the cross-over energy ε co can be determined in the (best-fit) model spectrum I(ε) from the energy where the logarithmic slope is steepest, i.e., from the maximum of ∂ log I(ε)/∂ log ε. The change of the spectral slope between the thermal and the nonthermal component is depicted in Fig. 2 , where cross-over energies of ε co = 4.7 keV for a small flare is calculated, and ε co = 19.5 keV for a large flare.
From the low-energy cutoff ε co we can calculate the power in the electron flux P co ,
We should be aware that the so determined cross-over energy ε co is an upper limit only, and consequently the total energy E co is a lower limit, unlike the other three low-energy cutoff models described in Sections 2.1-2.3.
OBSERVATIONS AND DATA ANALYSIS
The previously analyzed data set is based on all M and X-class flares observed with the Atmospheric Imaging Assembly (AIA) (Lemen et al. 2012 ) and the Helioseismic and Magnetic Imager (HMI) (Scherrer et al. 2012 ) onboard the Solar Dynamics Observatory (SDO) spacecraft (Pesnell et al. 2011 (Pesnell et al. ) during 2010 (Pesnell et al. -2014 , which amounts to 399 solar flare events. Here we use only those events that have been simultaneously observed with the Ramaty High Energy Solar Spectroscopic Imager (RHESSI) (Lin et al. 2002) , which amount to 191 events, due to the duty cycle of ≈ 50% of RHESSI when the orbit is on the sunward side.
Spectral Modeling of RHESSI Data
We use the same RHESSI data of 191 flare events as previously analyzed in Aschwanden et al. (2016) , using the OSPEX (Object Spectral Executive) software (http://hesperia.gsfc.nasa.gov/). We re-analyzed the RHESSI data by optimizing the flare time intervals and the energy intervals (typically in the fitting range of ε ≈ 10 − 30 keV) and obtained essentially the same results as described in Aschwanden et al. (2016) . The observed hard X-ray photon spectrum has been fitted with an isothermal component (that is defined by the emission measure EM 49 in units of 10 49 [cm −3 ] and the temperature T e in units of [MK] ), plus a nonthermal component with a broken power law function (that is defined by the nonthermal flux I 1 in units of [photons cm −2 s −1 keV −1 ] at a reference energy of ǫ 1 = 50 keV, and by the power law index δ of the fitted (lower) electron spectrum, which corresponds to a power law index of γ = δ − 1 in the thick-target model. Examples of such two-component (thermal plus nonthermal) hard X-ray photon spectra are illustrated in Fig. 2 . The hard X-ray spectra are fitted in time intervals of ∆t = 20 s and yield the time-dependent best-fit parameters EM 49 (t), T e (t), I nth (t), and δ(t). The maximum values of the emission measure EM 49 , the temperature T rhessi e , and the photon flux I 1 (t), during the flare duration τ f lare , as well as the minimum value of the spectral slope γ = δ − 1, are listed in Table 2 for 160 (out of the 191) available events (omitting the less reliable cases with data gaps or inaccurate fits that result into outliers with extreme nonthermal energies of E nth > 10 33 erg). More details of the spectral modeling of RHESSI data are given in Section 3.1 in Aschwanden et al. (2016) .
Differential Emission Measure (DEM) Modeling
Besides the hard X-ray spectral modeling, we need also to measure the parameters of the spatial length scale L, the electron temperature T e and the electron density n e during the preflare phase as well as during the flare. The preflare electron density n e0 and the mean flare electron density n e are listed in the three last columns of Table 2 , i.e., labeled as b 10 = n bg e /10 10 for the background and n 10 = n f lare e /10 10 during the flare.
The spatial length scale L has been deduced from measuring the flare area A(t) = L(t)
2 , subject to corrections due to projection effects and electron density scale heights λ (Aschwanden et al. 2014 , where the flare volume V is approximated by the Euclidean relationship,
From differential emission measure (DEM) modeling of the EUV data (observed with AIA) earlier , we obtained the emission measure EM EUV of the ("cold" and "warm") flare plasma and emission-measure-weighted temperature (T EUV ), and the corresponding electron density (n EUV ),
measured at the peak time of the nonthermal hard X-ray flux.
In addition, the thermal emission measure (EM R ) and temperature T R of the hot" flare plasma has been measured from the 2-component (thermal and nonthermal) spectral fit to the RHESSI data, but we should be aware that the RHESSI-inferred values are always biased towares the hottest temperature component. Nevertheless, the corresponding electron density n R is then defined by the relationship during the flare at times t,
Measuring the density at the starting time of the flare (t = t 1 ) yields then also an estimate of the preflare (or background) density (n bg ),
This preflare density n bg is used in the electron number model (Section 2.1), where the maximum possible number of accelerated electrons in the full flare volume (essentially defined by the envelope volume of the entire flare arcade) during the preflare phase corresponds to the partial volume V = L 3 q geo (Eq. 6), with a geometric filling factor q geo = 1/4 derived from the geometry of the diffusion region in a 3-D magnetic reconnection process with propagation of the hard X-ray footpoints along a flare ribbon with an approximative length L.
In the time-of-flight model (Section 2.2) we need an electron density n e that is representative of the hot evaporating plasma, where electrons are stopped by collisional deflection. For this regime we use the emission measure EM R (t) and temperature T R (t) that is obtained from the spectral fitting of the thermal component observed with RHESSI.
In the warm target model (Section 2.3) we need an electron temperature that is characteristic for the "warm" target region (from the acceleration region to the top of the chromosphere), where the thermalization of fast electrons takes place. We estimate this intermediate temperature from the geometric mean of the "warm" plasma observed in EUV (used in the DEM analysis) and the "hot" thermal plasma seen by RHESSI,
The temperature during the peak time t p of the nonthermal hard X-ray flux is listed in Table 2 , and a histogram is shown in Fig. (3a) , which reveals a typical range of T e ≈ 5 − 30 MK.
Statistical Results
The statistical distributions of the observables are shown in form of histograms on a linear or logarithmic scale in Fig. 3 and are listed in Table 1 . The median values are: T e ≈ 12.5 MK for the maximum electron temperature (defined by the geometric mean between the EUV-inferred (T EUV ) and RHESSI-inferred (T R ) values); γ ≈ 7 for the photon spectral index; L ≈ 10 Mm for the spatial flare length scale; τ f lare ≈ 0.5 hrs for the flare duration (defined by the time difference between GOES start and peak times); EM ≈ 1 × 10 47 cm −3 for the emission measure observed by RHESSI;
for the photon flux at ǫ 1 = 50 keV; n eo ≈ 1 × 10 10 cm −3 for the preflare electron density; and n e ≈ 2 × 10 10 cm −3 for the maximum flare electron density.
The statistical results of this analysis consist of the low-energy cutoffs ε c and the total nonthermal energies E nth of 191 M and X-class flares for all four theoretical models, which are tabulated in Fig. 3 , while the size distribution of the low-energy cutoffs are displayed in Fig. 4 , and the size distributions of nonthermal energies are shown in Fig. 5 .
The size distributions of the low-energy cutoffs shown in Fig. 4 reveal almost identical median values for the first three models, ε en = 10.8 keV for the electron number model (Fig. 4a ), ε tof = 9.8 keV for the time-of-flight model (Fig. 4b) , and ε wt = 9.1 keV for the warm target model (Fig. 4c) , while the cross-over model reveals a value that is a factor of 2 higher, i.e., ε = 21 keV, which clearly corroborates the theoretical expectation that the spectral cross-over represents an upper limit on the low-energy cutoff only. Now we have a quantitative result that the low-energy cutoff is over-estimated by a factor of 2, statistically. This has the consequence that the nonthermal energy is underestimated by about a factor of about 2 4 = 16 (for an electron power index of δ ≈ 4).
The size distributions of the nonthermal flare energies of the analyzed 191 flare events are displayed in Fig. 5 , for each of the 4 low-energy cutoff models separately. The most conspicous difference between the different theoretical models is that the cross-over model is not able to produce nonthermal energies above E nth > ∼ 2 × 10 30 erg, while the other three models all can produce energies up to E nth < ∼ 10 33 erg. This is consistent with the expected bias that upper limits of the low-energy cutoff substantially underestimate the spectral integrated energy for the cross-over model, because the nonthermal energy scales with a very high nonlinear power (typically with a power index of δ ≈ 4). There are additional differences in the size distributions, especially regarding the power law index of the slope. The electron number model produces a negative power law slope of α ≈ 1.4, which is closest to most energy distributions of solar flares among the first three models shown in Fig. 5 (e.g., α E = 1.53; Crosby et al. 2013) . The warm target model produces a surprisingly flat power law slope, with α ≈ 1.1, probably because of a systematic overestimation of the nonthermal energy of large flares. It is possible that the functional form of the low-energy cutoff spectrum, for which traditionally a step function at the lower boundary ε c is assumed (e.g., Holman 2003), may be unrealistic. A smoother function for the boundary would steepen the power law slopes of the size distributions for the warm target model and the time-of-flight model, and this way would bring them closer to the canonical value of α E ≈ 1.5 observed in nonthermal energies (e.g., Crosby et al. 2013 ; see Table 3 in Aschwanden 2015).
Nonthermal Energy versus Dissipated Magnetic Energy
The main focus of this series of studies is the global energetics and energy partition in solar flares and coronal mass ejections (CMEs). One of the previous results is that the nonthermal energy E th as a fraction of the dissipated magnetic free energy E diss is q E = E nth /E diss = 0.51 ± 0.17, so about half of the dissipated magnetic energy is converted into acceleration of electrons ). If we plot the same ratios for each of the theoretical models, we find q ne E = 0.40 ± 0.10 for the electron number model (Fig. 6a) , q wt E = 0.45±0.10 for the warm target model (Fig. 6b) , q tof E = 0.58±0.16 for the time-of-flight model (Fig. 6c) , and q co E = 0.0034 ± 0.0006 for the cross-over model (Fig. 6d) . Since the three methods of calculating the nonthermal energy are essentially independent, we can improve the accuracy of the statistical means by averaging (logarithmically) the values from two or three models, which is shown in Fig. 7 . Combining the electron number and the warm target model, we find q ne,wt E = 0.57 ± 0.10 (Fig. 7a) , combining the electron number and the time-of-flight method we find q ne,tof E = 0.52 ± 0.09 (Fig. 7b) , or by combining the warm target and the time-of-flight model we find q wt,tof e = 0.61 ± 0.10 (Fig. 7c) . The largest statistics is achieved by combining all three methods (excluding the cross-over model), for which we find q en,wt,tof e = 0.57 ± 0.08 (Fig. 7d) , which is perfectly consistent with the earlier result of q E = 0.51 ± 0.17 ). However, the new result has a smaller error of the mean (q err = ±0.07) than the old result (q err = ±0.17), thanks to the larger statistics with multiple independent methods, which cancel out some of the systematic errors of the various models. Note that the uncertainty of the ratio of the nonthermal to the dissipated magnetic energy, i.e., q E = E diss /E magn , has been reduced to a factor of σ ≈ 5 for a single flare event (Fig. 7d) , while the error of the mean has been reduced to q err = 0.08 (Fig. 7d ).
DISCUSSION

Constraints for Low-Energy Cutoffs
We applied four different theoretical considerations in order to determine low-energy cutoffs in hard X-ray spectra, which are useful to pinpoint systematic errors of the models. Let us discuss which parameters constrain the various models, and whether the four models have some common physics.
In the electron number model (Section 2.1) we make the assumption that all electrons in the diffusion region of a magnetic reconnection volume are accelerated out of the thermal distribution, and therefore the flare volume V = L 3 , the preflare electron density n e , and the flare duration τ f lare are needed, as well as the observables that characterize the nonthermal spectrum (I 1 , ǫ 1 , γ). This method, therefore requires imaging observations (to measure the flare area A = L 2 ) and time profiles of the photon flux F (t) (to measure the flare duration), while less physical parameters are required in the other models, and thus the electron number model provides the strongest constraints on the low-energy cutoff.
In the time-of-flight model (Section 2.2) we assume the equivalence between collisional deflection and electron time-of-flight times, which depend on the kinetic energy of electrons and the electron density, plus the spatial scale of the electron time-of-flight distance L tof . Hence imaging observations are required also, but the low-energy cutoff depends on L tof and n e only, which amounts to less constraints than the electron number model.
In the simplified approximation of the warm target model (Section 2.3), only the temperature T e is required to characterize the collisional loss in the thick-target model (besides the spectral observable γ), which is based on the same physical process of collisional thermalization as the time-of-flight model, but requires less physical parameters.
Finally, in the spectral cross-over model (Section 2.4), the low-energy cutoff is directly estimated from the cross-over of the thermal and nonthermal spectrum, which does not require the knowledge of any physical parameter. However, this simplest method provides upper limits on the low-energy cutoff only.
So, the four methods are all complementary and at this point we cannot claim which model has a systematically higher value for the calculation of the low-energy cutoff, except for the fourth method that provides upper limits on the low-energy cutoff only. How compatible are the different models ? For the scaling of the physical parameters L and n e in the two first models, we find ε en ∝ (n e L 3 ) −1/γ for the electron number model (Eq. 9), and ε tof ∝ (n e L) 1/2 for the time-of-flight model (Eq. 20), which is not directly compatible, and thus indicates incomplete physical models.
Functional Shape of Low-Energy Cutoff
In most previous, work the functional shape of the (nonthermal) electron injection spectrum is characterized with a power law function, i.e., f (ε ≥ ε c ) ∝ ε −δ , with a sharp cutoff at the low-energy side of the spectrum. This functional choice of the spectrum is not constrained by any physical model, but is simply chosen for mathematical convenience. The steep fall-off of this function at ε ≥ ε c creates a particle energy distribution peaking near ε c , which is unlikely to occur in a collisional plasma. We can use a kappadistribution instead, already implemented in OSPEX. There are very few studies of the low-energy cutoff with smooth functions, such as modeling with kappa-distributions Kontar et al. 2019 ).
Alternatively, we derived a smooth low-energy cutoff function in Appendix A, which is not based on a physical model either, but represents the simplest spectral function with a low-energy cutoff at the lower end and a power-law function at the upper end (Eq. A1). We show an example in Fig. 8 , where the smooth low-energy cutoff function (according to Eq. A1) is shown with a minimum energy of ε c = 10.0 keV, a power law slope of δ = 3, and a peak energy of ε peak = ε min (1 + 1/δ) = 13.3 keV. Although the difference of the sharp and the smooth electron injection spectrum does not appear to be paramount on a log-log scale (Fig. 8, left) , the same functions rendered on a linear scale (Fig. 8, right) clearly show a significant difference in the electron flux. The suitability of a smooth cutoff function would require a spectral fit in the 10-30 keV range for this particular example. This example illustrates that the electron flux or the nonthermal energy calculated with a smooth cutoff function would yield a significantly different value than the sharp cutoff function. Smooth functions appear to be more realistic in a collisional plasma than an infinitely sharp edge at the low-energy cutoff.
Uncertainties of Nonthermal Energies in Flares
A central question of this study is the statistical uncertainty of the various forms of flare energies, in particular the nonthermal energies of flares. From the distributions of (logarithmic) nonthermal energies we found means and standard deviations of q E = 0.40 ± 0.10 for the electron number model (Fig. 6a) , q E = 0.58 ± 0.16 for the time-of-flight model (Fig. 6c) , and q E = 0.45 ± 0.19 for the warm target model (Fig. 6b) , which are fully compatible with the previously measured values of q E = 0.51 ± 0.17 based on the warm target model by using different temperature mixtures . The error of the mean is even smaller when all measurements from the three methods are combined, i.e., q e = 0.57 ± 0.08 (Fig. 7d) . However, the standard deviations of the energy ratios scatter by factors of σ ≈ 8 − 24 (Fig. 6) , which represents the uncertainties for single events. Combining the first three methods, the uncertainty for a single event comes down to a factor of σ = 5.4 (Fig. 7d) . Since these energy ratios q E = E nth /E diss involve both the nonthermal energies and the dissipated magnetic energies, the uncertainties of both types of energies are folded into these uncertainties. In summary, we can say that the statistical error of the mean nonthermal-to-magnetic energy ratio has been reduced to > ∼ 8%, while the uncertainty of the ratio for an individual event has been reduced to a factor of 5. Future studies should concentrate on cases with unphysical values, such as flares that yield nonthermal energies that are larger than the dissipated magnetic energy.
CONCLUSIONS
In this study we revisit the nonthermal flare energies, previously calculated for 191 flare events (of M and X-class) observed with RHESSI during the time period of 2010-2014 (Aschwanden et al. 2016) , based on the warm target model of Kontar et al. (2015 Kontar et al. ( , 2019 . The warm target model predicts a low-energy cutoff that scales linearly with the temperature T e of the warm target and the spectral power-law slope δ of the nonthermal electron flux, i.e., ε c ≈ δk B T e . The power-law slope δ is obtained from a spectral fit of RHESSI data with the OSPEX software, applied to the nonthermal energy range of ε ≈ 10 − 30 keV. The temperature is weighted by a mixture of preflare plasma temperatures (T cold ) and heated upflowing evaporating flare plasma temperatures (T hot ), which has a mean value of T e = 8.8 ± 6.0 MK for AIA data, from which the mean values of the differential emission measure (DEM) peak temperatures were used in the previous study (Aschwanden et al. 2016) . These parameters yielded a mean energy cutoff of e wt = 6.2 ± 1.6 keV in the warm target model, and an energy fraction of q E = 0.51 ± 0.17 for the mean (logarithmic) ratio of the nonthermal energy to the dissipated magnetic energy.
Since the nonthermal flare energies represent the largest fraction of the total energy budget in flares, and since the determination of the nonthermal flare energy has the largest uncertainty due to the unknown low-energy cutoff, we decided to revisit the calculation of nonthermal energies with four different physical models that complement each other, which we summarize in the following.
1. The electron number model estimates the number of electrons (in the preflare phase) that can be accelerated in a flaring region, which is the product of the (preflare) electron density n e , the flare volume V , and the flare duration τ f lare . Some geometry factor is required to relate the acceleration volume to the flaring volume seen in EUV. Setting this total electron number equal to the total number of electrons contained in the electron injection spectrum according to the thick-target model, a lowenergy cutoff ε en can be derived that depends on the spectral parameters [I 1 (t), γ(t)] and the physical parameters [n e , V, τ f lare ]. Using this model we infer a low-energy cutoff of ε en = 10.8 ± 7.5 keV and a value of E nth /E diss = 0.40 ± 0.10 for the ratio of the nonthermal to the dissipated magnetic energy.
2. The time-of-flight model assumes the equivalence of the collisional deflection time t def l and the electron time-of-flight time scale t tof . This model essentially assumes a non-collisional plasma for t tof < t def l , and a collisional plasma for longer propagation times, t tof > t def l . This model predicts a low-energy cutoff that depends on the electron time-of-flight distance L tof (which we approximate with the length scale L tof of the flare area) and the preflare electron density n e . Using this model we infer a low-energy cutoff of ε tof = 9.8 ± 9.5 keV and a value of E nth /E diss = 0.58 ± 0.16 for the ratio of the nonthermal to the dissipated magnetic energy.
3. The warm target model, derived by Kontar et al. (2015 Kontar et al. ( , 2016 , replaces the original cold thick-target model, where in addition to the "cold" chromospheric plasma, a "warm" coronal plasma is added, where the precipitating electrons collisionally thermalize in the ambient coronal Maxwellian distribution. Importantly, the thermalized electrons contribute to the overall thermal spectrum. The "warm" temperature of the coronal plasma can be a mixture of cold and hot plasma, which we approximate here with the geometric mean of the "cold" EUV temperature (obtained from DEM modeling) and the "hot" soft X-ray plasma temperature (obtained from RHESSI fitting with a combined thermal plus nonthermal spectrum). Using this model we infer a low-energy cutoff of ε wt = 9.9 ± 4.8 keV and a value of E nth /E diss = 0.45 ± 0.10 for the ratio of the nonthermal to the dissipated magnetic energy.
4. The spectral cross-over model is included here for comparison. An upper limit for the low-energy cutoff can be found from the intersection point of the thermal (low-energy) component and the nonthermal (high-energy) component in spectral fits of RHESSI data, using the OSPEX software. As it was established earlier, the low-energy cutoff is different by about a factor of two, for which we find a range of ε co = 21.3 ± 5.8 keV.
In summary, we conclude that the first three models yield consistent values for the low-energy cutoff in the order of ε ≈ 10 keV, while the spectral cross-over model yields upper limits only, at ε ≈ 21 keV. It is interesting that the first three different models with different assumptions lead to similar results. Combining all three methods, we find a mean energy partition of q E = 0.57 ± 0.08 for nonthermal energies, while the uncertainty in a single event has been reduced to a factor of 5.
APPENDIX A: Smooth Low-Energy Cutoff Function
The electron injection spectrum in the thick-target model is generally rendered with a power-law function that drops off steeply above the cutoff energy at ε ≥ ε c , and is set to zero below this cutoff energy at ε < ε c (e.g., Holman 2003) . This form of a spectral function results into an extremely narrow function in energy that is almost mono-energetic. For collisional processes, a sharp cutoff function may be unrealistic, while a smooth cutoff function is more likely to occur. We define a smooth electron injection function f e (ε) simply by introducing a multiplicative term (1 − ε c /ε),
which fulfills the two constraints of a low-energy cutoff of f sm e (ε = ε min ) = 0 and the approximative form of a power-law-like function at higher energies, i.e., at ε > ∼ ε min .
The smooth electron injection spectrum (as shown with thick linestyle in Fig. 8 ) has then the functional form of (based on Eq. 2),
The smoothed electron injection function has a minimum energy of ε min , and a peak at ε peak . If we set the peak energy equal to the sharp cutoff, i.e., ε peak = ε c , which can be calculated from the derivative ∂f sm e (ε)/∂ε = 0, we obtain ε peak = ε min 1 + 1 δ .
For instance, for the example shown in Fig. 8 , the energy ratio is ε peak = ε min (1 + 1/δ) = 4/3 = 1.333 for δ = 3. For steeper slopes δ the ratio becomes smaller, such as ε peak = ε min (1 + 1/δ) = 9/8 = 1.125 for δ = 8.
We can now analytically calculate the functional form of the total number of electrons above a cutoff energy of ε c ,
where the integration of F (ε ≥ ε c ) produces a simple multiplication factor 1/(1 + γ) that depends on the spectral slope γ of the photon spectrum only.
Similarly, we can analytically calculate the power F sm (ε ≥ ε c ) in nonthermal electrons above this cutoff energy,
where the integration of P (ε ≥ ε c ) produces a similar multiplication factor (1/γ) that depends on the spectral slope γ of the photon spectrum only. Since the correction of the sharply peaked electron injection function by a smoothed function depends on the power law slope γ, we expect a change in the energy-dependence of the distribution functions.
The smooth definition of the electron injection function affects also the value of the low-energy cutoff for the electron number model, since the total number of electrons N e (Eq. 6) changes as,
and the resulting low-energy cutoff is modified by the factor 1/(1 + γ), compared with Eq. (9), i.e.,
Thus, the smooth electron injection function causes this modification in the calculation of the low-energy cutoff of the electron number model, but it does not affect the time-of-flight model (Eq. 20), the warm target model (Eq. 28), or the cross-over model (Eq. 33), since these other models do not directly depend on the chosen electron injection function. Future studies may fit the smoothed electron injection function (Eq. A1) in order to obtain a more accurate estimate of flare energies.
APPENDIX B: Parameter Dependence of Low-Energy Cutoff
B1 : The Electron Number Model
The input parameters of our low-energy cutoff models affect the final result of the low-energy cutoff value ε in a specific way for each parameter. In Table 1 (based on the parameter distributions shown in Fig. 3) we list the mean and standard deviations x mean ±σ of each observed variable (x = T e , γ, L, τ f lare , EM, I 1 , n e , n e0 ), which can be characterized by the variance ratio σ/x mean , found to range from σ γ /γ = 1.20 (for spectral slopes) up to a factor of σ EM /EM = 11.0 (for emission measures) ( Table 1) .
We investigate now how these typical parameter variations affect the typical values of the resulting low-energy cutoffs ε. We start with the electron number model (Eq. 9),
Denoting the mean value of the preflare electron density with n e0 and the value of a standard deviation higher withñ e0 (with [ñ e0 /n e0 ] = 6.34 according to Table 1 ), the corresponding low-energy cutoff valueε en isε
which means that the low-energy cutoff valueε en comes out to be 23% lower for a preflare electron density that is a standard deviation higher than the mean value. This value can be considered as an upper limit of the uncertainty of the low-energy cutoff value, if all the variance in the electron density measurements are due to measurement errors in the electron density. Practically, since the obtained mean value is ε en = 10.8 ± 7.5 keV (Fig. 4a) , this uncertainty is 0.23 × 10.8 keV ≈ 2.5 keV.
Next we investigate the uncertainty caused by the nonthermal flux I 1 . Denoting the mean value of the nonthermal flux I 1 and the value of a standard deviation higher withĨ 1 (with [Ĩ 1 /I 1 ] = 6.40 according to Table 1), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 30% higher for a nonthermal flux that is a standard deviation higher than the mean value. This value indicates an uncertainty of 0.30 × 10.8 keV ≈ 3.2 keV, which is an upper limit of the uncertainty, if all variance is due to measurement errors of the nonthermal flux.
Next we investigate the uncertainty due to the flare duration τ f lare . Denoting the mean value of the flare duration τ f lare and the value of a standard deviation higher withτ f lare (with [τ f lare /τ f lare ] = 1.84 according to Table 1), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 15% higher for a flare duration that is a standard deviation higher than the mean value. This value indicates an uncertainty of 0.15 × 10.8 keV ≈ 1.6 keV, which is an upper limit of the uncertainty, if all variance is due to measurement errors of the flare duration.
Next we investigate the uncertainty due to the flare length scale L. Denoting the mean value of the length scale L and the value of a standard deviation higher withL (with [L/L] = 1.55 according to Table  1 ), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 17% lower for a length scale that is a standard deviation larger than the mean value. This value indicates an uncertainty of 0.17 × 10.8 keV ≈ 1.8 keV, which is an upper limit of the uncertainty, if all variance is due to measurement errors of the flare length scale.
Next we investigate the uncertainty due to the spectral slope γ. Denoting the mean value of the spectral slope γ and the value of a standard deviation higher withγ (with [γ/γ] = 1.20 according to Table 1), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 7% lower for a spectral index scale that is a standard deviation larger than the mean value. This value indicates an uncertainty of 0.07 × 10.8 keV ≈ 0.8 keV, which is an upper limit of the uncertainty, if all variance is due to measurement errors of the spectral slope.
Finally, we investigate also the uncertainty due to the geometric parameter q geo = 1/4, which is assumed for the ratio of the flare arcade volume with respect to an encompassing cube. Denoting the mean value of the geometry factor with q geo and the value of a factor two higher withq geo (i.e., [γ/γ] = 2), the corresponding low-energy cutoff valueε en isε
which means that the low-energy cutoff valueε en comes out to be 9% lower for a geometry factor that is a factor two larger than the mean value. This value indicates an uncertainty of 0.09 × 10.8 keV ≈ 1.0 keV, which is an upper limit on the uncertainty of the geometry factor.
In summary, upper limits of the uncertainties σ x of the low-energy cutoff ε en in our electron number model are estimated (in decreasing order) from the following parameters: the nonthermal flux I 1 (i.e., σ I1 < 30% of the low-energy cutoff value),) preflare electron density n e0 (< 23%), flare length scale τ f lare (< 17%), flare duration τ f lare (< 15%), geometric model q geo (< 9%), and spectral index γ(< 7%). In these estimates we make the assumption that the variance of the values is entirely caused by measurement errors, which constitutes upper limits on the uncertainties of the low-energy cutoff values.
B2 : The Time-of-Flight Model
We proceed now to our second model, the so-called time-of-flight model, which depends on two parameters only, the length scale L and the mean electron density n e during flares (Eq. 20), e tof ≈ 28 L 10 10 cm 1/2 n e 10 10 cm −3
Similarly to the previous method, we investigate the uncertainty due to the length scale L. Denoting the mean value of the length scale L and the value of a standard deviation higher withL (with [L/L] = 1.55 according to Table 1 ), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 24% higher for a length scale that is a standard deviation larger than the mean value. Using the distribution shown in Fig. 4b , i.e., ε tof = 9.8 ± 9.5 keV. This value indicates a mean uncertainty of 0.24 × 9.8 keV ≈ 2.4 keV, which is an upper limit of the uncertainty, when all variance is due to measurement errors of the length scale.
Denoting the mean value of the flare electron density with n e and the value of a standard deviation higher withñ e (with [ñ e /n e ] = 3.69 according to Table 1), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 92% higher for a flare electron density that is a standard deviation higher than the mean value. This value can be considered as an upper limit of the uncertainty of the low-energy cutoff value, if all the variance in the electron density measurements are due to measurement errors in the electron density. Practically, since the obtained mean value is ε en = 9.8 ± 9.5 keV (Fig. 4b) , this uncertainty is 0.92 × 10.8 keV ≈ 9.0 keV. This large uncertainty implies a high sensitivity of the low-energy cutoff on the flare density, while it substantially less sensitive to the flare length scale. It is therefore imperative to measure the flare density accurately, which requires detailed DEM analysis.
B3 : The Warm Target Model
Finally, we investigate the parameter dependence of the warm target model, which in its simplest form (Eq. 28),
where ξ = γ −1 is the power-law slope of the source-integrated mean electron flux spectrum (see Eqs. (8)- (10) in Kontar et al. 2015) , and T e is the temperature of the warm target plasma. Denoting the mean value of the spectral index with γ and the value of a standard deviation higher withγ (with [γ/γ] = 1.20 according to Table 1 ), the corresponding low-energy cutoff valueε en is
which means that the low-energy cutoff valueε en comes out to be 18% higher for a spectral index that is a standard deviation higher than the mean value. This value can be considered as an upper limit of the uncertainty of the low-energy cutoff value, if all the variance in the spectral index measurements are due to measurement errors in the electron density. Practically, since the obtained mean value is ε en = 9.9 ± 4.8 keV (Fig. 4c) , this uncertainty is 0.18 × 9.9 keV ≈ 2.0 keV.
The temperature dependence can be calculated by denoting the mean value of the spectral index with T e and the value of a standard deviation higher withT e (with [T e /T e ] = 1.40 according to which means that the low-energy cutoff valueε en comes out to be 40% higher for a spectral index that is a standard deviation higher than the mean value. This value can be considered as an upper limit of the uncertainty of the low-energy cutoff value, if all the variance in the spectral index measurements are due to measurement errors in the electron density. Practically, since the obtained mean value is ε en = 9.9 ± 4.8 keV (Fig. 4c) , this uncertainty is 0.40 × 9.9 keV ≈ 4.0 keV.
Thus, for the warm target model, uncertainties up to 18% of the low-energy cutoff could be arise due to uncertainties in the spectral index, and uncertainties up to 40% of the low-energy cutoff could be caused by uncertainties of the temperature measurement. Table 1 : The ranges (x min , x max ), medians (x med ), means and standard deviations x mean ± σ, and variance ratios (σ/x mean ) of the observed variables in the determination of the low-energy cutoff ε c are listed according to Fig. 2, for Table 3 . Low-energy cutoff energies and total nonthermal energies calculated for 4 models (en, wt, tof, co), derived from the observables of 143 M and X-class flare events, tabulated in Table 2 . -Theoretical hard X-ray spectrum consisting of a thermal and a nonthermal (power law) component with equal energy content above the cutoff energy ε c . The parameters are chosen for a large flare with T e = 30 MK, n e = 10 11 cm −3 , EM V = 10 49 cm −3 , γ = 3, and duration τ f lare = 1000 s; and for a small flare with T e = 10 MK, n e = 10 10 cm −3 , EM V = 10 46 cm −3 , γ = 5, and duration τ f lare = 100 s. The x-axis is the photon energy in units of keV. -Electron injection spectrum with a smooth low-energy cutoff at the lower end (thick linestyle), asymptotically approaching a power law function at the upper end (as defined in Eq. A1), rendered on a log-log scale (left panel), as well as on a linear scale (right panel). The power law slope of the electron injection spectrum is δ = 3, the minimum energy is ε min = 10 keV, the peak energy is ε peak = 13.3 keV, with ratio ε peak /ε min = (1 + 1/δ) = 4/3.
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