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A central issue in the science of complex systems is the quantitative characterization of complexity. In the
present work we address this issue by resorting to information geometry. Actually we propose a constructive way
to associate with a—in principle, any—network a differentiable object (a Riemannian manifold) whose volume is
used to define the entropy. The effectiveness of the latter in measuring network complexity is successfully proved
through its capability of detecting a classical phase transition occurring in both random graphs and scale-free
networks, as well as of characterizing small exponential random graphs, configuration models, and real networks.
DOI: 10.1103/PhysRevE.93.062317
I. INTRODUCTION
Complex systems and phenomena are dealt with in many
scientific domains. According to the domain of interest,
different definitions of complexity and methods of measuring it
have been proposed and are continuously being proposed since
the science of complexity is still growing rapidly [1,2]. The
literature on this topic is so vast that any attempt at providing an
exhaustive bibliography would be out of place and a very hard
task here. As a consequence, instead of trying to list them all,
let us note that the many ways of measuring complexity belong
to a restricted number of categories. In particular, the attempts
at quantifying the degree of organization of a complex system
often resort to some definition of an entropy function stemming
from the “archetype” represented by Shannon’s information
entropy [3,4]. The latter has its precursor—at least from the
point of view of physics—in Boltzmann’s entropy of kinetic
theory. In fact, Shannon’s information entropy is equivalent to
the negative Boltzmann entropy, as proven by L. Brillouin [5].
Among the different statistical-mechanical approaches to
networks hitherto proposed, one is the class of models with
hidden variables [6]; here, the approach starts with a set of N
independent nodes and a general hidden variable X; then an
undirected network is generated by (i) assigning to each node
i a variable Xi , independently drawn from the probability
p(X); and (ii) creating for each pair of vertices i and j , with
respective hidden variables Xi and Xj , an undirected link with
probability p(Xi,Xj ). So, given the independent assignment
of hidden variables and links among nodes, correlated random
networks are generated without either loops or multiple links,
where the degree distribution and the correlation properties
of the network are encoded in the two functions p(X) and
p(Xi,Xj ) (i,j = 1, . . . ,N). In the present work, we consider
random variables as arbitrary hidden variables [7] sitting on
the nodes, and their correlations are seen as weighted links
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among the nodes, again. The difference from the previous
approach consists of focusing the attention on the knowledge
of some parameters characterizing the hidden variables. All the
information about the system is retained in these parameters.
In particular, given the information on the variances and
covariances of the multiple hidden variables, a multivariate
Gaussian probability distribution can be derived to describe
the whole given network, by means of the maximum entropy
principle [8]. Thus a parameter space is associated with any
given network. This space encodes all the information on the
structure of the associated network. Note that a similar way of
associating a probability distribution with a network is that of
probabilistic graph models [9]. Actually, Gaussian networks
are extensively used in many applications, ranging from
neural networks, to wireless communication, from proteins to
electronic circuits, and so on. Then, by resorting to information
geometry [10], the space of the accessible values of the
parameters of a given network can be endowed with the
Fisher-Rao metric, so defining a Riemannian manifold. In
analogy with statistical mechanics [11], this manifold is the
space of all possible states of the associated network, that
is, analogous to the phase space of a physical system. By
exploiting this analogy, we may define an entropy function
as the logarithm of the Riemannian volume of the manifold
associated with the given network.
The first step in this direction was put forward in [12]; in
that paper, we found that the geometric entropy associated with
the Fisher-Rao metric reflects the topological features of the
network: it is an increasing function of the simplex dimension.
However, as discussed in the following, this approach cannot
be constructively applied to networks having more than a few
nodes.
Then, in [13] a new metric—obtained by a suitable “de-
formation” of the standard Fisher-Rao metric of information
geometry—was proposed which allows us to constructively lift
the properties of any given network to the geometric structure
of a manifold. In this way, we associated a differentiable sys-
tem (Riemannian manifold) with a discrete system (network)
through the description of the network by a set of probability
distribution functions. Among the widely used probabilistic
methods in the literature, the random walk method is worthy
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of mention [14]. Here the Green function, meaning the
transition amplitude from one vertex to another obtained by
accounting for all possible walks, gives rise to a metric [15],
thus allowing for a geometric approach as well. However,
the main difference is that by considering random walks, the
(transition) probability is given through the adjacency matrix,
while in our case probabilities are given through the Gaussian
joint distribution of random variables sitting on nodes of the
network. In addition, as clearly shown in [13], such a geometric
entropy is able to detect the classical transition in random
graphs (RGs) predicted by the Erdo¨s-Re´nyi theorem [16,17].
Here we want to propose that this entropy qualifies as a
network complexity measure. To this end, we further the study
of the RG model in [13] and then validate our measure in
complex networks.
The layout of the paper is as follows. For the sake of
self-consistency and readability, the mathematical framework
is reported in Secs. II and III. In particular, in Sec. II we
briefly recall the relation between the Gaussian statistical
model and the underlying network, putting forward the metric
structure of the associated manifold. In Sec. III we present
the geometric measure of complexity as the logarithm of
the Riemannian volume of the manifold. Toward the end
of validating this complexity measure, we check it against
both theoretical and empirical networks, spreading from
RGs to real networks by stepwise increasing “the degree of
complexity.” In Sec. IV we report a strong validation point
of our complexity measure of networks, the first account of
which was given in [13]. This first validation was obtained
by computing our geometric entropy for the Erdo¨s-Re´nyi
phase transition in RGs, that is, by checking how it performs
against a rigorous analytical result on networks. In Sec. V we
extend our investigation to different network models. We start
considering theoretical models of exponential random graphs
and configuration models which are well known and studied in
the literature. Next, we show that our geometric entropy is also
able to detect the emergence of a giant component as predicted
by the Molloy and Reed criterion for scale-free networks.
Then we apply our complexity measure to real networks and
compare the outcomes so obtained to the results that have
been reported in the literature for these same systems using
other complexity measures. Section VI is devoted to possible
future developments concerning the possibility of predicting
the stability of a network system. Conclusions are drawn in
Sec. VII.
II. INFORMATION GEOMETRIC MODEL
Usually in mathematics in order to get information on a
geometric object one endows it with a superstructure (e.g.,
bundles over manifolds, coverings over topological spaces).
Likewise we endow a network with a statistical Riemannian
manifold. This can be obtained basically via two steps: first,
by interpreting a network as an undirected graph without loops
on the nodes, one can associate suitable random variables with
the nodes and associate the correlations among these random
variables with the links among the nodes given by the adja-
cency matrix A; then, one can resort to methods of Information
Geometry [10] to associate a statistical Riemannian manifold
with the network.
So, let us consider a set of n real-valued random variables
X1, . . . ,Xn distributed according to a multivariate Gaussian
probability distribution (assumed, for the sake of simplicity, to
have zero mean)
p(x; θ ) = 1√(2π )n det C exp
[
−1
2
xtC−1x
]
, (1)
where xt = (x1, . . . ,xn) ∈ Rn, with t denoting the trans-
position. Furthermore, θ t = (θ1, . . . θm) are the real-valued
parameters characterizing the above probability distribution
function, namely, the entries in the covariance matrix C. As a
consequence, m = n(n + 1)/2.
Next consider the family P of such probability distribu-
tions,
P = {pθ = p(x; θ )|θ t = (θ1, . . . θm) ∈ },
where  ⊆ Rm. Upon requiring the mapping θ → pθ to be
injective, P becomes an m-dimensional statistical model on
Rn. The open set  results to be defined as
 = {θ ∈ Rm|C(θ ) > 0}, (2)
and we refer to this as the parameter space of the statistical
model P .
Since any element p(x; θ ) ∈ P is univocally characterized
by the parameter vector θ , it follows that the mapping ϕ : P →
 defined by ϕ(pθ ) = θ is a coordinate chart. So, ϕ = [θ i]
can be considered a local coordinate system for P . Then P
can be turned into a C∞ differentiable manifold by assuming
parametrizations that are C∞ [10].
Given anm-dimensional statistical modelP = {pθ |θ ∈ },
its Fisher information matrix in θ is the m × m matrix G(θ ) =
[gμν], whose entries are defined by
gμν(θ ) :=
∫
Rn
dx p(x; θ )∂μ log p(x; θ )∂ν log p(x; θ ), (3)
with ∂μ ≡ ∂∂θμ . The matrix G(θ ) turns out to be symmetric,
positive definite and provides a Riemannian metric for the
parameter space  [10].
For our case the integral in Eq. (3) is Gaussian and can be
computed as
1√(2π )n det C
∫
dxfμν(x) exp
[
−1
2
xtC−1x
]
= exp
⎡⎣1
2
n∑
i,j=1
cij
∂
∂xi
∂
∂xj
⎤⎦fμν |x=0, (4)
where
fμν := ∂μ log[p(x; θ )] ∂ν log[p(x; θ )], (5)
and the exponential stands for a power-series expansion over
its argument (the differential operator). The derivative of the
logarithm reads
∂μ log[p(x; θ )] = −12
⎡⎣∂μ(det C)
det C
+
n∑
α,β=1
∂μ
(
c−1αβ
)
xαxβ
⎤⎦, (6)
where c−1αβ denotes the entries of the inverse of the covariance
matrix C.
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The computational complexity of the metric components
in Eq. (3) can be readily estimated. Indeed, the well-known
formulas
∂μC
−1(θ ) = C−1(θ )(∂μC(θ ))C−1(θ ),
∂μ(det C(θ )) = det C(θ ) Tr(C(θ ) ∂μ(C(θ )))
require the calculation of n(n + 1) derivatives, with respect
to the variables θ ∈ , in order to work out the derivative of
the logarithm in (6). Then, to obtain the function fμν in (5),
we have to calculate O(n4) derivatives. With increasing n this
becomes a daunting task, even when afforded numerically.
An alternative to the Fisher-Rao metric
In order to overcome the difficulty of computing the
components of the Fisher-Rao metric, we follow [13] and
define a (pseudo)-Riemannian metric on the parameter space
 which accounts as well for the network structure given by
the adjacency matrix A. To this end we consider first a trivial
network with a null adjacency matrix that is associated with
a set of n independent Gaussian random variables Xi . Note
that in this particular case, the covariance matrix in (1) is a
diagonal matrix with entries given by θ i := E(X2i ). Let us
denote this matrix C0(θ ). So, employing Eqs. (2) and (3), a
statistical Riemannian manifold M = (,g), with
 = {θ ≡ (θ1, . . . θn)|θ i > 0},
g = 1
2
n∑
i=1
(
1
θ i
)2
dθi ⊗ dθi, (7)
is associated with the bare network.
Let us remark that the entries gii of the metric g in (7),
worked out in [12], depend on the entries in the matrix C0(θ ).
In fact, the ii entries of the inverse matrix of C0(θ ) are given
by c−1ii = 1θ i . Then, from (7) it is evident that gii = 12 (c−1ii )2.
Inspired by this functional form of g, we associate a (pseudo)-
Riemannian manifold with any networkX with a nonvanishing
adjacency matrix A by “deforming” the manifoldM in (7) via
the map ψC0 : A(n,R) → GL(n,R) defined by
ψC0(θ)(A) := C0(θ ) + A. (8)
By A(n,R) we denote the set of symmetric n × n matrices over
R with vanishing diagonal elements that can represent any
simple undirected graph. Therefore, the manifold associated
with a network X , with adjacency matrix A, is M˜ = (˜,˜g).
Here it is
˜ := {θ ∈  | ψC0(θ)(A) is nondegenerate} (9)
and g˜ = ∑μν g˜μνdθμ ⊗ dθν with components
g˜μν = 12
(
ψC0(θ)(A)−1μν
)2
, (10)
where ψC0(θ)(A)−1μν are the entries in the inverse of the matrix
ψC0(θ)(A).
III. A MEASURE OF NETWORK COMPLEXITY
We now define a statistical measure of the complexity of a
network X with adjacency matrix A and associated manifold
M˜ = (˜,˜g) as
S := lnV(A), (11)
where V(A) is the volume of M˜ evaluated from the element
νg =
√
| det g˜(θ )| dθ1 ∧ . . . ∧ dθn. (12)
Note, however, that in this way V(A) turns out to be ill
defined. In fact, the set ˜ in Eq. (9) is not compact because
the variables θ i are unbound from above. Furthermore, from
Eq. (10), det g˜(θ ) diverges since det ψC0(θ)(A) approaches 0 for
some θ i .
Thus, as commonly happens [18], we regularize the volume
as
V(A) :=
∫
˜
ϒ(ψC0(θ)(A)) νg, (13)
where ϒ(ψC0(θ)(A)) is any suitable “infrared” and “ultraviolet”
regularizing function, i.e., providing a kind of compactification
of the parameter space and excluding the contributions of
θ i making det g˜(θ ) divergent. Theoretically, a regularizing
function ϒ(ψC0(θ)(A)) might be devised by taking into account
particular structures of the integration set, (9), and the
functional relation, (10). In practice, a very suitable function
has been built in Ref. [12]; it reads as
ϒ(C(θ )) = log[1 + det (C(θ ))n] e−trC(θ) (14)
when the covariance matrixC(θ ) has only 1 or 0 as off-diagonal
entries. Here, the logarithm hales contributions of θ i that make
det C diverge at the lower bound of the parameter space, while
the exponential fixes the problem of noncompact integration
space. In this paper, we tackle networks with weighted links
among the nodes. Still the functional type of the regularizing
function is as in (14).
The definition, (11), is inspired by the microcanonical defi-
nition of entropy in statistical mechanics, which is proportional
to the logarithm of the volume of the Riemannian manifold
associated with the underlying dynamics [11]. Of course we
need to validate the proposed measure of network complexity
defined in Eq. (11). Though in principle any measure of
complexity is admissible, we may wonder how to assess its
effectiveness. The first step is to check a complexity measure
against a system which makes a clear jump in complexity as
some parameter is varied. In physics a paradigmatic situation
is offered by phase transitions (a snowflake is intuitively more
complex than a drop of water). Applied to networks this leads
us to consider the classical Erdo¨s-Re´nyi phase transition in
RGs [16,17]. Then, moving on from RGs, more complex
networks can be considered and the proposed measure of
complexity compared with other known measures. These are
the subjects of the following sections.
IV. THE ERD ¨OS-R ´ENYI PHASE TRANSITION
One of the basic models of RGs is the uniform random
graph G(n,k). This is devised by choosing with uniform
probability a graph from the set of all the graphs having n
vertices and k edges, with k a nonnegative integer. We can
think of G(n,k) as a process that evolves by adding the edges
one at a time. When k has the same order of magnitude as n, the
evolution ofG(n,k) from k = 0 to k = (n2) yields, according to
062317-3
FRANZOSI, FELICE, MANCINI, AND PETTINI PHYSICAL REVIEW E 93, 062317 (2016)
Erdo¨s-Re´nyi theorem [16], a phase transition, revealing itself
in the rapid growth with k of the size of the largest component
(number of vertices fully connected by edges). Specifically,
the structure of G(n,k) when the expected degree of each of
its vertices is close to 1, i.e., k ∼ n/2, shows a jump: the
order of magnitude of the size of the largest component of
G(n,k) inreases rapidly, asymptotically almost surely (a.a.s.),
from log n to n, if k has the same order of magnitude as n.
In fact, if k < n/2, as the process evolves, the components
of G(n,k) [the largest of them being a.a.s. of size O(log n)]
merge mainly by attaching small trees; thus they grow slowly
and quite smoothly [17]. Nonetheless, at the same point in the
process, the largest components become so large that it is likely
that a new edge will connect two of them. Thus, fairly quickly,
all the largest components of G(n,k) merge into one giant
component, much larger than any of the remaining ones [17].
It is noteworthy that this process represents the mean-field case
of percolation [19].
We numerically compute S(k), the geometric entropy in
Eq. (11) vs k for a fixed n, in order to investigate its sensitivity
to the appearance of the giant component during the evolution
of the RG modelG(n,k). It is noteworthy that a Gibbs entropy
has been defined for the statistical set of random graphs [20]
as
S := ln 1
n!
((n
2
)
k
)
. (15)
Following up, the research lineof characterizing other classes
of RGs, like scale-free and fixed-degree sequences, has
been pursued [21]. However, the entropy (15) (as a func-
tion of k/n) is not able to detect the Erdos-Re´nyi phase
transition.
In practice we have considered four numbers of vertices:
n = 25, 50, 100, and 200. Note that the magnitude of n is
not important; what matters is the n dependence, the so-called
finite-size scaling, of the relevant observables. The magnitude
of n simply determines the dimension of the manifold M˜.
For any fixed n we have considered the number of links, k, to
be k = 0,1, . . . ,n(n − 1)/2. Then, for any pair (n,k) we have
randomly generated a set of k entries (i,j ), with i < j , of the
nonvanishing adjacency matrix elements Aij .
In this way, since the covariance matrix C is functionally
assigned, we have gotten the ψC(A) of Eq. (8) and, finally, the
metric g˜ of Eq. (10). Next, having determined M˜ = (˜,˜g),
we computed the volume V(A) in Eq. (13) and the entropy
S in Eq. (11). The volume regularization is performed in
two steps. The first step is to restrict the manifold support
˜ ⊂ Rn to a hypercube. Inside it we generate a Markov chain
to perform a Monte Carlo estimation of the average 〈√det g˜〉 =∫ √
det g˜ dθ1 ∧ . . . ∧ dθn/ ∫ dθ1 ∧ . . . ∧ dθn. The number
of considered random configurations ranges between 104 and
106. As the second step of the regularization we have excluded
those points where the value of
√
det g˜ exceeds 10308 (the
numerical overflow limit of the computers used). Then, for any
given pair (n,k) this computational procedure is repeated 103
times, each time considering a different randomly generated
realization of the adjacency matrix A. Thus, the final values
of the entropy S are obtained as averages over 103 different
FIG. 1. Values of the entropy S˜(k/n) of G(25,k) (magenta
points),G(50,k) (black points),G(100,k) (red points), andG(200,k)
(blue points) networks as a function of the number k of randomly
chosen links of weights equal to r = 0.2. The solid black line is a
guide for the eye coming from a linear fitting of a linear-logarithmic
presentation of the data.
manifolds M˜, namely,
S˜(k) := 1
n
〈(S(k) − S(0))〉
= 1
n
〈
ln
∫ √
det g˜ dθ1 ∧ . . . ∧ dθn∫ √
det g dθ1 ∧ . . . ∧ dθn
〉
, (16)
where g is the metric corresponding to the null adjacency
matrix.
In Fig. 1 we report the behavior of S˜(k/n) in the case
of equal weights Aij = r for all k nonvanishing links. This
is what, in the context of statistical mechanics, is known
as a collapse plot of the results obtained at different n
values. It shows a typical phenomenon arising in numerical
investigations of second-order phase transitions: likewise, the
finite-size effect observed for the order parameter, which
asymptotically would be a sharp bifurcation, is rounded at
finite n. However, the larger n is, the more pronounced the
“knee” of S˜(k/n) becomes. This is in agreement with an
n-asymptotic bifurcation at k/n = 0.5 (solid black line), where
the Erdo¨s-Re´nyi phase transition takes place.
At present, this beautiful and unambiguous result (pre-
sented also in [13]) lends credit to our proposed measure of
network complexity. To reinforce it we think a stability check
is in order. Then, in Fig. 2 we report the outcomes forG(50,k)
having chosen at random the values of the nonvanishing entries
Aij of the adjacency matrix, that is, Aij = 0.2 + ω, where
ω is a random variable of zero mean and variance equal
to 0.1. Of course negative values of the Aij are excluded.
Comparison with the results obtained with Aij = 0.2 confirms
the robustness of the entropy defined in Eq. (11).
V. BEYOND RANDOM GRAPHS
Here we go beyond the RG model and apply the proposed
complexity measure defined in Eq. (11) to complex networks
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FIG. 2. Values of the entropy S˜(k/n) of G(50,k) networks as a
function of the number k of randomly chosen links of weight equal
to r = 0.2 (red points), r = 0.2 + ω, with ω a random Gaussian of
zero mean and 0.1 variance (black points).
with the aim of comparing our results with others already
known.
A. Small exponential random graphs
The general idea that a system is complex when it does
not coincide with the “summation” of all its parts has been
formalized in [22] within the framework of information
geometry. With this approach, a hierarchy of exponential
families is provided, which is widely studied in information
geometry [23], modeling networks of progressively increasing
order of the interactions between their parts. The model, known
as exponential random graphs (ERGs), is the distribution over a
specified set of graphs that maximizes the Gibbs entropy under
some suitable constraints; more precisely, let us suppose to be
given a collection {ξi}i=1,...,r of graph observables (such as
nodes and edges) measured in empirical observations of some
real-world network or of any other network as well. In addition,
assume that we have an estimate 〈ξi〉 of the expectation value
of each observable. Consider now a graph G and P (G), the
probability of that graph within a given ensemble G. Then
we wonder what is the best choice for P (G) so that the
expectation value of each of our graph observables {ξi} within
that distribution is equal to its observed value. The answer is
obtained by maximizing Gibbs’ entropy
S = −
∑
G∈G
P (G) ln P (G)
under the constraints
∑
G∈G P (G)ξi(G) = 〈ξi〉 and∑
G∈G P (G) = 1, where ξi(G) is the value of ξi for the
graph G. This procedure leads to
P (G) = e
−H(G)
Z
, (17)
where H(G) = ∑i λiξi(G) is the graph Hamiltonian and
Z = ∑G∈G e−H(G) is the partition function. Here, λis are
Lagrangian multipliers. This equation defines the exponential
random graph model [24].
This model has been employed to quantify the degree of
interaction of all the parts of a given system [25]. Still in
Ref. [25], simple ERGs are considered in order to describe
“typical” graphs, i.e., the graphs that are most probable in
the ensemble defined by this model and that correspond to
the lowest “energy” characterizing the model. In particular,
in Ref. [25] the authors consider the simple ERG model with
six nodes, where only the interactions between triangles and 3-
chains are taken into account, that is, only a subset of the family
of all graphs with six nodes is considered. Then the convex
hull of all the possible expectation values of the probabilities
of the triangles and of the 3-chains is derived. Those graphs
that correspond to the minimal energy are found to lie on the
lower boundary of the mentioned convex hull.
The geometric entropy proposed in the present work has
been computed to provide a “pointwise” description of the
complexity of single members of a given family of graphs.
The outcomes of these computations allow us to rank the
members of a given family of graphs according to their
degree of complexity, of course on the basis of the proposed
method of measuring it. The results are summarized in Table I.
They suggest that going up along the lower boundary of
the previously mentioned convex hull (which moves along
a line representing a given family), the degree of complexity
increases.
TABLE I. The value of S˜ for exponential random graphs (ERGs)
corresponding to the minimal energy.
ERG S
0.568
ERG S
1.006
ERG S
1.303
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TABLE II. The value of S˜ for an exponential random graph (ERG)
corresponding to the maximal energy.
ERG S
2.332
Moreover, the result in Table II shows that our entropic
measure is capable of distinguishing among different families
of networks. In fact, while the graphs in Table I represent
typical graphs on the minimal energy boundary, the graph in
Table II is a typical graph on the maximal energy boundary.
Note that the results in Table I indicate that the network
with two triangles (2-simplices) is less complex than the
network with one tetrahedron (3-simplex) plus two points
(0-simplices), which is less complex than the network with one
4-simplex plus one point (0-simplex); in other words, network
complexity is nontrivially influenced by network topology
(homology). The first account of this fact is given in Ref. [12].
B. Configuration model
Real networks usually differ from Erdo¨s-Re´nyi random
graphs in their degree distribution [1]. Given an undirected
network with adjacency matrix A = (Aij ), the degree of a
node i is just the sum of the ith row’s entries, di := ∑i Aij .
It represents the number of connections that node i has. The
degree distribution P (d) of a network is then defined to be
the fraction of nodes in a network with degree d. The degree
distribution clearly captures information on the structure of
the network. For example, in binomial Erdo¨s-Re´nyi random
graphs, usually indicated as simple (not complex) networks,
one finds that most nodes in the network have similar degrees;
this model, in which each of the n nodes is connected
with independent probability p, has a binomial distribution
of degrees d, namely, P (d) = (n−1
d
)
pd (1 − p)n−1−d [17].
However, real-world networks usually have very different
degree distributions. That is, most of the nodes have a relatively
small degree (low connectivity), while a few of them have a
very large degree (i.e., are connected to many other nodes).
These large-degree nodes are often referred to as hubs [1].
The first step toward testing the effectiveness of our
geometric entropy in quantifying the complexity of real
networks is to compare networks where each node has the
same given degree d to networks containing hubs. When each
node of a network has the same degree d, the network is
called a d-regular graph [17]. One of the most widely used
methods to generate these special networks is the configuration
model [26]. This is specified in terms of a sequence of degrees;
for a network of n nodes we have a desired degree sequence
(d1, . . . ,dn), which specifies the degree di of each node i, for
i = 1, . . . ,n.
TABLE III. The value of S˜ for random d-regular graphs.
n d S˜
50 2 1.0265
50 6 3.8498
The average vertex degree 〈di〉 is the ratio between the total
number of links in a given network and the number of nodes. It
represents the first level of characterization of the topological
complexity [27]. We consider it a benchmark to strengthen
the validation of our proposal. We have numerically computed
the entropy S˜ given by Eq. (16) for networks of number of
nodes n = 50, constructed as random d-regular graphs of two
values of d, that is, d = 2 and d = 6. A random d-regular
graph is a random graph with a uniform distribution over all
d-regular graphs. The computed value of the geometric entropy
S˜ increases with d, as reported in Table III. This result is very
good because it is in agreement with the obvious fact that the
larger d, the more complex the network.
The next step toward real networks consists of considering
random graphs, again with a number of nodes n = 50, and
with a given sequence d = (d1,d2, . . . ,dn) of nonincreasing
degrees: d1  d2  d3  . . .  dn. In so doing we proceed
with the validation of the geometric entropy S˜ in Eq. (16) by
considering networks with one or more hubs. In the previous
notation, a network with hubs is identified by one or more
values in the sequence d = (d1,d2, . . . ,dn) which are larger
than the others. In Table IV, the numerically obtained values of
S˜ are reported for networks with hubs of degree d = 8, d = 10,
and d = 14, respectively, while the other nodes have degree
d = 2. It is found that the complexity of a network increases
with the number of hubs in it. Moreover, Table IV shows
that a network with degrees (8,2, . . . ,2) is less complex than a
network with degrees (10,2, . . . ,2), which is less complex than
a network with degrees (14,2, . . . ,2); in addition, the network
with degrees (8,8,2, . . . ,2) is less complex than the network
with degrees (10,10,2, . . . ,2). Again, this confirms that the
geometric entropy S˜ in Eq. (16) leads to an overall consistent
scenario.
In a way, homogeneity in the interaction structures entails
topological equivalence of almost all the nodes; on the
contrary, it was found that most real networks show degree
distribution P (d) = A d−γ , where A is a positive real constant
and the exponent γ varies in the range 2  γ  3 [28]. These
networks are called scale-free networks, because power laws
have the property of self-similarity at all scales [29,30]. Before
tackling the study of scale-free networks, we now deeply
focus on the issue of heterogeneity. In particular, we consider
networks of the same average degree but of different degrees
of heterogeneity. Understanding a regular graph as the less
heterogeneous network, we see heterogeneity as a measure of
how far from P (d0) = 1, P (d) = 1(d0 = d) a network is. This
entails that the most heterogeneous network corresponds to
P (1) = P (2) = . . . P (n − 1) [31]. In particular, we consider
networks with n = 50 nodes and the same average degree
d = 5350 ; moreover, we assume the following degree sequences:(8,2, . . . ,2), (7,3,2, . . . ,2), (6,4,2, . . . ,2), (5,5,2, . . . ,2), and
(6,3,3,2 . . . ,2). Next, the degree of heterogeneity of such
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TABLE IV. The value of S˜ for networks with hubs.
d S˜ d S˜ d S˜
(2, . . . ,2) 1.0265 (2, . . . ,2) 1.0265 (2, . . . ,2) 1.0265
(8,2, . . . ,2) 1.6140 (10,2, . . . ,2) 1.9156 (14,2, . . . ,2) 2.7631
(8,8,2, . . . ,2) 2.1263 (10,10,2, . . . ,2) 2.3878
(8,8,8,2, . . . ,2) 2.2120
(8,8,8,8,2, . . . ,2) 2.8473
(8,8,8,8,8,2, . . . ,2) 3.2298
networks is measured through the definition given in [32],
that is,
h =
∑
i,j∈E
(
1√
di
− 1√
dj
)2
, (18)
where E is the set of edges of the network. This heterogeneity
measure vanishes for regular graphs, while, as the difference
in the degrees of adjacent nodes increases, it also increases.
Another advantage of h is that it can be expressed in terms
of the Laplacian matrix [33], which is widely employed in
the study of network complexity. Therefore, to perform a
benchmarking we compute the geometric entropy S˜ in (16)
and compare it to the heterogeneity h in (18) for the above-
mentioned networks. In Table V we can see that the ordering
of these networks according to their decreasing degree of
heterogeneity as measured by S˜ is the same as the ordering
produced by the h measure of heterogeneity.
C. Scale-free networks
Many real networks show a power-law degree distribution
and very often they are modelled by scale-free networks; for
instance, this is the case for some social networks [34] and
biological networks [35], among others. These graphs with a
power-law degree distribution can be obtained as special cases
of RGs with a given degree distribution, as discussed in the
previous section.
Power laws play a particular role in statistical physics,
especially because of their connections to fractals [36] and
phase transitions [37]. In this section, we refer to scale-free
networks as the class of networks with any power law of the
degree distribution and focus our investigation on the issue of
phase transitions.
Beyond the two well-known RG models (uniform and
Poissonian), another kind has been considered, which is
suitable for describing power-law-degree families. This is
TABLE V. The value of S˜ for networks with the same average
degree and different degrees of heterogeneity.
d S˜ h
(8,2, . . . ,2) 1.6140 1
(7,3,2, . . . ,2) 1.3070 0.8088
(6,4,2, . . . ,2) 1.0941 0.7074
(5,5,2, . . . ,2) 1.0924 0.6754
(6,3,3,2, . . . ,2) 1.0357 0.4970
described by two parameters, α and γ , which define the size
and the density of a network; hence, given the number of
nodes N with degree d, this model, denoted Gα,γ [28], assigns
a uniform probability to all graphs with N = eαd−γ .
The connectivity properties of the model Gα,γ , as a function
of the power γ , have been shown to hold almost surely for
sufficiently large graphs. Likewise, as we have previously seen,
the transitional properties of the uniform random graph model
G(n,k) hold almost surely asymptotically in n. For the model
Gα,γ a critical value of γ exists for the emergence of a giant
component. It has been proved that for values of γ smaller
than γc = 3.4785 (γ < γc), a giant component always exists.
On the other hand, when γ > γc the graphs Gα,γ almost surely
have no giant component [38].
In order to check whether S˜ in Eq. (16) detects this
property of scale-free networks, we have proceeded as follows.
We considered networks of n = 250 nodes [39] for which,
without loss of generality, we set α = 0. For each value
of γ , we selected 10 different realizations of the networks,
each realization having the same value of k/n larger than the
threshold value (0.5) for the appearance of a giant component.
Actually, because of the practical difficulty of getting different
realizations of a scale-free network with exactly the same value
of k/n at different γ values, we accepted a spread of values in
the range 0.7–0.85.
In Fig. 3 we report the behavior of the geometric entropy
S˜ of the power-law random graphs Gα,γ (n,k) when α = 0,
FIG. 3. Values of the entropy S˜ of power-law G0,γ (250,k)
networks as a function of the exponent γ ; k values varied—according
to the realization of the RG and, independently, of γ—approximately
in the range 180–210.
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n = 250, r = 0.2 (the weights of the links), and the exponent
γ is in the range 1.5 < γ < 5.5. The pattern of S˜(γ ) displays
the typical phenomenon found in numerical investigations of
second-order phase transitions: what asymptotically would be
a sharp bifurcation is rounded here because of a finite-size
effect. This is in excellent agreement with the n-asymptotic
bifurcation at γ = γc = 3.478 75 predicted by the Molloy
Reed criterion for the emergence of a giant component in
the power-law RGs Gα,γ [38].
D. Real networks
Real-world graphs are usually more complex than random
graphs [29,30]. In contrast to Erdo¨s-Re´nyi random graphs
real-world graphs have some typical features, such as a power-
law degree distribution, correlation of node degrees [40],
modularity, and structures [41]. Many complexity measures
have been proposed to describe real networks capturing one
or another of their typical features. Given undirected graphs
G(n,k) with n nodes and k edges, some measures maximize
the complexity of graphs with nearly the complete number of
edges; other measures indicate as highly complex graphs real
networks with modular structures at different levels, which
are expected only for a medium number of edges [42]. The
latter complexity measures have been basically defined by the
specification of which subnetworks are considered and when
two subnetworks are different. They are outlined through (i)
the one-edge-deleted subnetwork with respect to the number
of spanning trees, (ii) the one-edge-deleted subnetwork with
respect to different spectra of the Laplacian matrix (degree
matrix minus adjacency matrix) and the signless Laplacian
matrix (degree matrix plus adjacency matrix), and (iii) the two-
edges-deleted subgraph complexity with respect to different
spectra of the Laplacian and signless Laplacian matrices.
However, only the first one, denoted C1e,ST in [42], has been
applied to 33 real networks, as the other measures required
too great a computational effort. Thus, the measure C1e,ST has
been compared to some product measures and some entropic
measures. Entropic measures quantify the diversity of different
topological features and our measure S˜ of complexity may
be ascribed to this class. Here we compare our measure
to C1e,ST and discuss the two entropic measures employed
in [42]: the spanning tree sensitivity (STS) and the spanning
tree sensitivity differences (STSDs). These are based on the
idea that complex graphs have very diverse edge sensitivities
with respect to the removal of different edges, while in very
simple graphs all edges play the same role and the graph has the
same edge sensitivity with respect to the removal of different
edges.
In Table VI the outcomes of the numerical computation of
S˜ are listed for some of the networks considered in [42], for
which also the corresponding C1e,ST values are listed. These
networks are the coauthorship network of scientists working
on network theory (Net Science), the coappearance network of
characters in the novel Les Miserables, the network (Dolphins)
of frequent associations between dolphins, and the adjacency
network (Word Net) of common adjectives and nouns in the
novel David Copperfield. Though our geometric entropy has
proven its own meaningfulness above, it is very interesting to
note that the ordering of these networks according to their
TABLE VI. The value of S˜ for real networks: n is the number of
nodes; k is the number of links [45].
Network n k S˜ C1e,ST
Net Science 413 948 1.376 0.01
Les Miserables 77 254 1.670 0.10
Dolphins 62 159 2.852 0.14
Word Net 112 425 3.010 0.15
complexity, which is established by S˜, is the same as the
ordering produced by the C1e, ST measure of complexity. It
is worth mentioning that the network Les Miserables is the
only weighted network among those considered here, and its
adjacency matrix has a relatively small number of high-weight
edges. The corresponding entropy value, S˜ = 1.670, reported
in Table VI, increases to S˜ = 2.644 upon setting all the weights
of the edges of the network equal to 1. Loosely speaking, this
amounts to increasing the effective network connectivity, and
this is correctly detected by a corresponding increase in S˜.
Finally, let us note that the relative variations of S˜ are much
larger than those of C1e,ST (and of other parameters defined
in Ref. [42] for the same networks). This means that S˜ has a
greater “resolving power” in comparative measurement of the
complexity of different networks.
The two entropic measures, STS and STSD, are assessed
to be strongly correlated—in terms of Pearson correlations—
with the C1e, ST measure of complexity. All these measures are
able to discriminate different networks with the same number
of nodes and of links. However, if, on the one hand, the STS
and STSD perform better in characterizing the complexity of
nontree graphs, on the other hand, C1e, ST best discriminates
different complexities of different trees. Furthermore, the STS
and STSD are still slightly different. Indeed, one of them (STS)
identifies more homogeneity with more complexity; on the
contrary, the STSD quantifies as more complex a network
with more heterogeneity [42].
Beyond the properties of assigning the highest complexity
values only to networks with a medium number of edges
and discriminating, at best, different networks with the same
number of nodes and links, a measure of complexity should
assign higher values to real networks than to their randomized
counterparts [1]. In Table VII the outcomes of the numerical
computation of S˜ are reported for the above-mentioned real
networks, which are now randomized; that is, for the same
number n of nodes and number k of links of each network, a
random graph is generated. Then, the geometric entropy S˜ is
computed for each of these RGs. The remarkable result is that,
TABLE VII. The value of S˜ for real networks and their random-
ized versions: n is the number of nodes; k is the number of links.
Network n k S˜ S˜ of RG
Net Science 413 948 1.376 0.4454
Les Miserables 77 254 1.670 1.6655
Dolphins 62 159 2.852 1.7246
Word Net 112 425 3.010 1.4537
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for each network, its corresponding RG has a lower degree of
complexity according to S˜.
A comparison of our measure of complexity S˜ with the
two above-mentioned entropic measures shows that it orders
the real networks in Table VI in the same way as does the
STS. On the other hand, it does not match the STSD as far
as the Dolphins and the Word Net networks are concerned.
However, our measure assesses heterogeneous networks as
more complex than homogeneous ones, exactly as the STSD
measure of complexity. Furthermore, while RGs always have
higher STS values than the corresponding real networks, the
STSD measure sometimes assesses real networks as more
complex than their corresponding randomized versions [42].
Summarizing, we have compared our measure of complex-
ity S˜ to the C1e,ST measure, which is used to quantify the
complexity of a given network according to the many different
subgraphs it may contain. The two measures order the real
networks listed in Table VI in the same way. Furthermore,
this ordering of these real networks coincides with the STS
ordering, whereas it does not match the STSD values as
far as the Dolphins and Word Net networks are concerned.
However, the fact that the randomized versions of all the real
networks considered in [42] correspond to higher STS values
with respect to the original networks constitutes a difficulty
with this measure. At variance, the absence of this difficulty
when our geometric entropy is used, at least for the considered
cases, lends further support to the validity and consistency of
the measure S˜. All in all, in spite of the minor discrepancies
between the STSD and S˜ in the ordering of two real networks,
both measures attribute a higher degree of complexity to
networks with a higher degree of heterogeneity. Once again, all
these factors confirm that the complexity measure S˜ in Eq. (16)
leads to an overall consistent scenario.
VI. OUTLOOK ON FUTURE DEVELOPMENTS
The geometric framework so far put forward paves the way
to interesting developments. A relevant generalization made
possible by the Riemannian-geometric framework consists in
considering the time evolution of a network. In order to do this,
one should drop the simplifying assumptions of the present
work by adding to the θ i’s of the diagonal covariance matrix
C also the entries σ ij := Aij in the adjacency matrix A as
local coordinates of the statistical manifold M˜ in Eqs. (9)
and (10). In this way the dimension of M˜ increases from n to
n(n + 1)/2.
Denoting by ζ i = (ψC(A))lm the n(n + 1)/2 local coordi-
nates of M˜, where i = ∑l−2r=0(n − r) + m − l + 1, there is a
natural way of tackling the dynamical evolution of the network
associated with (M˜,˜g), that is, through the geodesic flow given
by the following set of equations
d2ζ i
ds2
+
∑
jk
ijk
dζ j
ds
dζ k
ds
= 0, i,j,k = 1, . . . ,n(n + 1)/2,
(19)
where the ijk are the standard Christoffel connection coeffi-
cients
ijk =
1
2
∑
l
g˜il(∂j g˜lk + ∂kg˜j l − ∂lg˜jk). (20)
The physical time parametrization of the arc length s is
derived by means of the metric tensor as
ds
dt
=
√∑
ij
g˜ij ˙ζ i ˙ζ j , (21)
where the ˙ζ i are the variation rates of the local coordinates
expressed with respect to the physical time t . Let us remark that
the dynamical evolution described by Eq. (19) encompasses
also the time evolution of the weights of the links of a network,
including their appearance and disappearance, thus a priori al-
lowing the computation of the time variation of its complexity
S˜(t). The fitting of empirical data concerning the true evolution
of a real network by means of the model dynamics given by
Eqs. (19) and (21) could allow us to obtain relevant information
about the laws that drive network evolution (conservation,
extremalization, optimization of some quantities, and so on).
Another prospective and remarkable application of the
differential geometrical approach put forward in the present
work, and notably related to the dynamical equations, (19),
concerns the study of the stability properties of a network. In
fact, by setting ζ i(t) → ζ i(t) + ϕi(t), where ϕi(t) are small
functional perturbations, after substitution into Eq. (19) and
use of (21), one can work out the tangent dynamics equations
in the form of a system of first-order linear differential
equations [11]:
dϕi
dt
= i({ζ j }). (22)
These equations, numerically integrating Eqs. (19) and (21),
are the natural tool for investigating the stability of either
stationary or nonstationary states of a network, for example—
for a stationary state—investigating a network stability or
instability under the addition or deletion of one or more links,
and so on.
VII. CONCLUSION
Summarizing, the present work contributes to the fasci-
nating subject of quantifying the degree of complexity of
systems that are commonly defined as “complex.” A large
number of such definitions are already available. Perhaps the
history begins with Kolmogorov’s definition of algorithmic
complexity [43,44], which, in spite of its theoretical beauty, is
hardly applicable in practice. Since then the many definitions
put forward have been adapted to the specific systems and
problems tackled. However, the number of categories into
which all these definitions can be gathered is rather limited.
Of course, borrowing the concept of physical entropy from
statistical mechanics is the most inspiring and intriguing way
to proceed. In fact, in physics, entropy is just a measure
of disorder and, conversely, negentropy—as defined by L.
Brillouin long ago—is a measure of the degree of order in
a system and is also the physical equivalent of Shannon’s
information entropy—again, as shown by L. Brillouin [5].
Whence the vast literature addressing the quantification of
complexity on the basis of Shannon’s information entropy,
which, on the other hand, was inspired by Boltzmann’s
entropy of kinetic theory. However, what was still missing
was a general definition of an entropic measure of complexity
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accounting both for the structure of any given network and
for its statistical complexity, that is, for the complexity of
the probability distributions of the entities constituting the
network. The new definition put forward in the present
work embraces both these aspects. It is still inspired by
statistical mechanics, however, instead of being modeled on
the Boltzmann entropy, it is modeled on the microcanonical
ensemble definition of entropy, with the phase-space volume
being replaced by the volume of a “state manifold” (that is,
a Riemannian manifold whose points correspond to all the
possible states of a given network). The state manifold is
defined through a suitable definition of a metric which is partly
borrowed from so-called information geometry and partly an
original proposal put forward in the present work. The result
is a constructive way of associating a differentiable and handy
mathematical object to any simple undirected and weighted
graph or network. Another novelty consists in having directly
tested, by means of numerical computations, the validity and
effectiveness of the proposed entropic-geometric measure of
complexity. In order to do this we needed, so to speak, a
paradigmatic example of a major change in complexity. A
possible natural choice is suggested by the observation that
phase transitions are the most impressive examples in nature
of emergent phenomena—theoretically well understood—
associated with a sharp qualitative and quantitative change in
the complexity of a physical system when a control parameter
exceeds a critical value. This kind of phenomenon exists
also in complex networks. In fact, random graphs undergo
a well-known phase transition as proved by the Erdo¨s-Re´nyi
theorem: a paradigmatic—and at present unique—example
of an analytically known major variation of the degree of
complexity of a network. This kind of check is unprecedented
and very successful; in fact, the entropic-geometric measure
of complexity proposed here displays both a pattern and a size
dependence of that pattern which are typically found for the
order parameter of a second-order phase transition in physics.
Then, since RGs undergoing the Erdo¨s-Re´nyi transition are
not considered genuinely complex networks, the proposed
entropic-geometric measure of complexity has been applied
to small exponential random graphs, to different versions of
random d-regular graphs with and without hubs generated
according to the configuration model. Moreover, the ability to
detect the transitions predicted by the Molloy Reed criterion in
power-law RGs is an important confirmation of the consistency
of the geometric entropy measure of complexity proposed
here. Finally, this has been applied to some real networks
and compared to three other measures of complexity: one
describing the modularity structures; one, homogeneity; and
one, the heterogeneity of real networks. The outcomes of
these applications compose a consistent scenario validating
the meaningfulness and effectiveness of the proposed measure
of complexity.
Finally, the differential-geometric framework put forward
opens some fascinating perspectives of application to the study
of the time evolution of complex systems.
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