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Abstract. We prove that the only domain Ω such that there
exists a solution to the following overdetermined problem ∆u+
ω2u = −1 in Ω, u = 0 on ∂Ω, and ∂nu = c on ∂Ω, is the ball
B1, independently on the sign of u, if we assume that the
boundary ∂Ω is a perturbation (no necessarily regular) of the
unit sphere ∂B1 of R
n. Here ω2 6= (λn)n≥1 (the eigenvalues
of −∆ in B1 with Dirichlet boundary conditions), and ω /∈ Λ,
where Λ is a enumerable set of R+, whose limit points are the
values λ1m, for some integer m ≥ 1, λ1m being the mth-zero
of the first-order Bessel function I1.
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1. Introduction
The objective of the present paper is to give an answer to the fol-
lowing problem: for ω ∈ R, is it true that the only domain Ω such
that there exists a solution to the overdetermined problem{
∆u+ ω2u = −1 in Ω,
u = 0 on ∂Ω,
(1)
∂nu = c on ∂Ω, (2)
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is a ball? Here Ω is a sufficiently smooth bounded domain in Rn,
n ≥ 2, ∂nu is the external normal derivative to the boundary ∂Ω,
and c is a given constant. As application of the problem, we con-
sider a uniform membrane, plane at rest, covering a region Ω. Let
the deformation normal to the equilibrium be denoted by ψ (x, t).
Neglecting higher powers of ψ and its derivatives, the forced motion
of membrane is described by the wave equation
−µ∆ψ + ρ∂2t ψ = p,
where µ is the elastic modulus, ρ mass density and p is the pressure
over the membrane. For the case of a uniform periodic pressure of the
form p = p0e
iαt, we obtain a solution ψ(x, t) = (p0/µ)u(x)e
iαt where
u solves (1), with ω = α
√
ρ/µ. The normal derivative represents
the line density force on the boundary. The question we ask is the
following: if the line density force on the membrane boundary is the
same at all points, is then the shape circular?
By using the method of moving planes J. Serrin [6] has given a pos-
itive answer, in the case where the solution u has a sign in Ω (for
example for ω = 0, by the maximum principle it follows that u is
positive in Ω). For the particular case ω = 0 see also the results of M.
Choulli, A. Henrot [1], which use the technique of the domain deriva-
tive. We point out that Serrin in [6] has studied the same problem
for more general nonlinear elliptic equations. All these proofs need
hypothesis on the sign of u.
Let (λn)n≥1 be the sequence, in increasing order, of eigenvalues of
−∆ in B1 with Dirichlet boundary conditions, where B1 is the ball
of radius 1 in Rn centered at zero. We observe that if ω2 6= (λn)n≥1,
and Ω = B1, the solution to (1) is unique and radial, and then it
satisfies (2). More precisely, by a simple calculation, one can verify
that it is given by
u0(x) =
1
ω2
(
I0(ωr)
I0(ω)
− 1
)
, (3)
for ω 6= 0, and
u0(x) =
1
2n
(
1− r2) , (4)
for ω = 0, where r = |x|, and |·| is the Euclidean norm in Rn. Here
and in what follows Iℓ, ℓ ≥ 0 integer, is the so-called n-dimensional
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ℓ-order Bessel function of first kind, and is given by
Iℓ(s) = s
−νJν+ℓ(s),
where ν = n2 − 1, and Jν+ℓ is the well-known ν + ℓ-order Bessel
function of the first kind (see Section 2 for more details). We have
that the constant c in (2) is equal to
I′
0
(ω)
ωI0(ω)
for ω 6= 0, and to −1/n
for ω = 0, since ∂nu0|∂B1 =
I′
0
(ω)
ωI0(ω)
for ω 6= 0, and ∂nu0|∂B1 = − 1n
for ω = 0 (the symbol ′ denoting the ordinary derivative). In the
rest of the paper we will assume ω ≥ 0, and ω2 6= (λn)n≥1. The
same conclusions hold true for ω < 0, since the coefficient ω2 is even
in (1). One can verify easily (by using that I ′0 = −I1) that if the
constant ω is smaller or equal than λ11, λ11 is the first zero of I1,
the solution u0 is positive in B1, while if ω is bigger than λ11, then
u0 changes sign. So for this values of ω we cannot expect to study
the above problem by Alexandrov-Serrin method of moving planes,
and nothing can be said about this question.
We can formulate the problem in the following manner. Let us define
by E the vector space of sufficiently regular functions defined on ∂B1
(for example E = C2,α(∂B1), see Section 3 and 4 for more details).
For k ∈ E, let us denote by Ωk the domain whose boundary ∂Ωk can
be written as perturbation of the sphere ∂B1, i.e.
∂Ωk = {x = (1 + k(y))y, y ∈ ∂B1} (5)
(in particular for k = 0, ∂Ω0 = ∂B1). For a fixed ω ≥ 0, ω2 6=
(λn)n≥1, we can find a neighborhood U of 0 in E such that for every
k ∈ U the kernel of the operator ∆ + ω2 is equal to zero in Ωk. For
such values of k there exists a unique solution u to (1), when Ω = Ωk.
Now let Φω be the following (nonlinear) Neumann-type operator
Φω : E 7→ F
defined by
Φω(k) = ∂nu ◦ ϕ, (6)
where ϕ is the parametrization of ∂Ωk defined in (5) (F will be
a space of functions defined on ∂B1, whose regularity will depend
on the regularity class of E). We have that Φω is well-defined in
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U . We point out that Φω is not injective. In fact, by observing
that the sphere of radius one, centered at the point x0 ∈ Rn, is
parametrized by
∂B1(x0) = {x = (1 + k0(y))y, y ∈ ∂B1} ,
where k0 is given by
k0(y) = x0 · y − 1 +
√
1 + |x0 · y|2 − |x0|2,
we have that
Φω(k0) = c,
for every k0 such that the center x0 verifies 1 + |x0 · y|2 − |x0|2 ≥ 0
on ∂B1.
Now here and in what follows we will denote by Yℓm the spherical
harmonics of degree ℓ (where m = 1, · · · , dℓ, and dℓ is the dimension
of the space of spherical harmonics Yℓm of degree ℓ, see (3)), and
we will use the following convention: we say that a function f has
the frequency ℓ, if the Fourier-coefficients of order ℓ of f , i.e. fℓm =∫
∂B1
fYℓm, are different to zero, for some m ∈ {1, · · · , dℓ}. And
similarly we say that a function f doesn’t have the frequency ℓ, if
the Fourier-coefficients of order ℓ of f vanish for all m = 1, · · · , dℓ.
By going back to the parametrization of the sphere ∂B1(x0), we point
out that the Fourier’s series expansion of the function k0 has the
frequency 1, which is equal to x0. In fact we have that the function
h(y) =
√
1 + |x0 · y|2 − |x0|2
is even in the variable y, and then the function hY1m is odd, which
implies that
∫
∂B1
hY1m = 0, for all m = 1, · · · , n. Then we have
that for every x0 6= 0, the function k0 has the frequency 1, which is
equal to x0. So the best one can aspect is that the operator Φω is
injective in a neighborhood of 0 in E0, where E0 denotes the space
of functions k ∈ E which don’t have the frequency 1, i.e.
E0 =
k ∈ E; k =∑
ℓ6=1
dℓ∑
m=1
kℓmYℓm
 ,
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or equivalently
E0 =
{
k ∈ E;
∫
∂B1
kY1m = 0, m = 1, · · · , n
}
.
By studying the behavior of the differential of Φω at zero, dΦω(0), we
prove that, for ω /∈ Λ, this operator is bijective from E0 into F0 (see
Theorem 3.1; F0 is a subspace of F whose functions don’t have the
frequency 1). Here the set Λ is defined at Definition 3.9 (see pp. 20).
More precisely, see Lemma 3.10, we prove that Λ is a enumerable set
of R+, whose limit points are the values λ1m, for some integer m ≥ 1
(λ1m is the m
th-zero of the Bessel function I1). Then, by defining a
new operator Ψω, which coincides with Φω in E0, we prove that it is
bijective from a neighborhood of 0 in E into a neighborhood of c in
F . This yields in particular that Φω is injective in a neighborhood of
0 in E0 (see Theorem 5.1). What happens for ω∗ ∈ Λ? In this case
we have that there exists at least a integer ℓ0 ≥ 2, such that Φω∗ is
injective in a neighborhood of 0 in E0∗, where E0∗ is the space of
functions k which don’t have both the frequency 1 and ℓ0.
By going back to the overdetermined problem (1), (2), we observe
that, in order to give a positive answer to the question, it is sufficient
to prove that, if there exists a function k such that Φω(k) = c, then
k is equal to k0. This is the content of the following
Theorem 1.1. For ω2 6= (λn)n≥1, and ω /∈ Λ, there exists a neigh-
borhood U of 0 in E such that if, for k ∈ U , Φω(k) = c, then k = k0.
Let us make some remarks about the theorem. Our proof doesn’t
require hypothesis on the sign of the solution u. In fact, as we have
observed previously, by choosing ω > λ11, u0 changes sign in B1. On
the other hand the result is local, i.e. holds true only for domains
which are ”small” perturbations of the unit sphere. In particular,
since the inf Λ = λ11, and u0 is positive for ω ≤ λ11, Theorem 1.1
gives a new ”local” proof of the Serrin’s result. If ω∗ ∈ Λ it remains
an open question to know if there exists a domain Ωk different from
B1 such that Φω∗(k) = c.
The paper is organized as follows: in Section 3 we consider regular
perturbations of the unit sphere, i.e. we assume that E is the space
of functions of class C2,α, while in Section 4 we study perturbations
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of Lipschitz class C0,1. This implies that the domain Ω in (1), (2)
can be Lipschitz (we recall that in [1] and [6] the domain Ω is of
class C2,α, α ∈ (0, 1]). In Section 5 we prove Theorem 1.1. Since
the more interesting case is which where ω 6= 0, we omit the case
ω = 0. Obviously the same conclusions hold true for ω = 0, mutatis
mutandis.
2. Preliminaries and Notations
Let us denote by B1 and B1(x0) the ball of radius 1 in R
n centered at
zero, and at the point x0 respectively. By B1 we define the Euclidean
closure of B1. Let us denote by Iℓ the so-called n-dimensional ℓ-order
Bessel function of first kind, i.e.
Iℓ(s) = s
−νJν+ℓ(s), (1)
where ν = n2 − 1, and Jν+ℓ is the well-known ν + ℓ-order Bessel
function of the first kind (we observe that for n = 2, Iℓ coincides
with the ℓ-order Bessel function Jℓ). We have that Iℓ verifies the
following Bessel-type equation
I ′′ℓ +
n− 1
s
I ′ℓ +
(
1− ℓ
2
s2
)
Iℓ = 0 in R. (2)
Let (λn)n≥1 be the sequence of eigenvalues of−∆ inB1 with Dirichlet
boundary conditions. We have that the eigenvalue λn, for some n ∈
N, coincides, for some integers ℓ ≥ 0 andm ≥ 1, with λ2ℓm, where λℓm
is the m-zero of the ℓ-order Bessel function Iℓ. The eigenfunctions
of −∆ in B1 can be written as (in polar coordinates)
ϕℓm(r, θ) = Iℓ(λℓmr)
dℓ∑
k=1
akYℓk(θ)
where Yℓk are the spherical harmonics of degree ℓ. The dimension of
the space of spherical harmonics with degree ℓ is given by
dℓ =
(2ℓ+ n− 2) (ℓ+ n− 3)!
ℓ! (n− 2)! . (3)
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We observe that d1 = n. Let us write the boundary ∂Ωk in local
coordinates u = (u1, · · · , un−1), i.e.
∂Ωk = {x = (1 + k(y(u)))y(u)} .
Let assume that the boundary is sufficiently regular at the point
x ∈ ∂Ωk such that we can define the external normal vector at this
point. Then we have that, for i = 1, · · · , n − 1, the tangent vector
τ i at the point x is given by
τ i =
n∑
j=1
∂yjk(∂iyj)y + (1 + k)ti,
where ∂i· denotes the partial derivative with respect to the variable
ui, and ti = ∂iy is the tangent vector to the sphere ∂B1 (we assume
that τ i 6= 0, and the function k is, for example, at least Lipschitz on
∂B1). Let us call A the Jacobian matrix of change of variables
x = (1 + k(y))y, y ∈ B1. (4)
The matrix A is given by
Aij =

1 + k + y1∂1k y1∂2k · · · y1∂nk
y2∂1k 1 + k + y2∂2k · · · y2∂nk
...
...
...
...
yn∂1k · · · · · · 1 + k + yn∂nk
 .
(5)
We have that τ i = Ati. Let ν be the external normal vector at the
point x. Then we have that
0 = ν · τ i = ν ·Ati = ATν · ti,
where AT is the transpose matrix of A. This yields that the vector
ATν is normal to the sphere, i.e.
ATν = αy,
for some α 6= 0. Then we obtain that the external unit normal vector
at the point x ∈ ∂Ωk is given by
n(1 + k(y)) =
(AT )−1y√
G−1y · y , (6)
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where G−1 is the inverse of the matrix G, and G = ATA (we observe
that (AT )−1y · (AT )−1y = A−1(AT )−1y · y = G−1y · y). We point out
that since G−1(0)y · y = 1, we can suppose that for k ∈ U , reducing
U if it is necessary, G−1(k)y · y ≥ α, α a positive constant. In such
way we have that the boundary ∂Ωk doesn’t have turning points.
3. The Regular Case
In this section we study the case where the domain Ω in (1) is of
class C2,α, α ∈ (0, 1]. More precisely let us define by
E =
{
k ∈ C2,α(∂B1)
}
,
where by C2,α(∂B1) we denote the restriction on ∂B1 of functions
of class C2,α in B1. Let ω be fixed, and ω
2 6= (λn)n≥1. For k ∈ U ,
by well-known results of elliptic boundary value problems (see for
example Gilbarg, Trudinger [4], Theorem 6.14, pp. 107), we have
that there exists a unique solution u ∈ C2,α(Ωk) to (1), when Ω = Ωk.
The operator Φω (defined in (6)) is well-defined in U , and
Φω : U 7→ F,
where F is the space
F =
{
f ∈ C1,α(∂B1)
}
.
Let E0 and F0 be the following vector subspaces of E and F respec-
tively, defined by
E0 =
k ∈ E; k =∑
ℓ6=1
dℓ∑
m=1
kℓmYℓm
 , (7)
F0 =
f ∈ F ; f =∑
ℓ6=1
dℓ∑
m=1
fℓmYℓm
 , (8)
where kℓm =
∫
∂B1
kYℓm and fℓm =
∫
∂B1
fYℓm are the Fourier-
coefficients of the function k and f respectively. E0 and F0 are
spaces of functions whose Fourier series expansions don’t have the
frequency 1. The main result of the present section is the following
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Theorem 3.1. Under the hypothesis of Theorem 1.1, the operator
dΦω(0) is an isomorphism from E0 into F0.
Here dΦω(0) denotes the differential of the operator Φω at zero. Be-
fore proving Theorem 3.1 we need some preliminary lemmas. First
of all we observe that, by changing the coordinates x into the new y,
the change of coordinates is given by (4), and denoting by u˜(k) the
function defined by
u˜(k)(y) = u((1 + k)y),
we have that u(k) ∈ C2,α(B1) (we have denoted u˜(k) by u(k)) solves{
1√
g(k)
div(
√
g(k)G−1(k)∇u(k)) + ω2u(k) = −1 in B1,
u(k) = 0 on ∂B1,
(9)
where g = |detG|. By observing that g(0) = 1, reducing U if it
is necessary, we can suppose that, for k ∈ U , g(k) ≥ α, α a pos-
itive constant. We have that in the new coordinates the operator
Φω becomes
Φω(k) = (A
T )−1∇u · n on ∂B1, (10)
where the external unit normal vector n to ∂Ωk is given by (6).
Then Φω(k) can be written as
Φω(k) =
G−1∇u · x√
G−1x · x for x ∈ ∂B1, (11)
where we have denoted the new variables y by x. We can write the
matrix G = ATA, as
G = In +G1 +G2,
where In is the n-order identity matrix, G1 depends linearly on k
and ∇k, and G2 depends quadratically on k and ∇k. By (5), one
can verify that the entries G1ij of the matrix G1 are given by
G1ij = 2kIn + (12)
+

2x1∂1k x1∂2k+x2∂1k · · · x1∂nk+xn∂1k
x1∂2k+x2∂1k 2x2∂2k · · · x2∂nk+xn∂2k
...
...
...
...
x1∂nk+xn∂1k · · · · · · 2xn∂nk
 .
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Lemma 3.2. For ω2 6= (λn)n≥1, there exists a neighborhood U of zero
in E such that the operator Φω ∈ C1(U , F ).
Proof. Let us denote by
L(k) : C2,α(B1) ∩ C0(B1) 7→ C0,α(B1)
the operator defined by
L(k)· = 1√
g(k)
div(
√
g(k)G−1(k)∇·), (13)
where C0(B1) denotes the space of continuous functions in B1 which
are zero on ∂B1. Since G1 and G2 are linear and quadratic,
in the variables k and ∇k, respectively, it is easy to verify that
G ∈ C1(E,C1,α(B1,Rn×n)). Using that G (0) = In, we can see
that there exists a neighborhood of the origin U in E such that
G−1 is a continuously differentiable map in U . It follows immedi-
ately that the operator L is a continuously differentiable map from
U to L(C2,α(B1) ∩ C0(B1), C0,α(B1)). Assuming that ω2 is not a
eigenvalue, ∆ + ω2 is a isomorphism, and then, reducing U if it is
necessary, (L (·)+ω2)−1 is a continuously differentiable map from U
to L(C0,α(B1), C2,α(B1) ∩ C0(B1)). We note that
u (k) = −(L (k) + ω2)−11.
We consider the map T of class C1 from U to L(C2,α(B1) ∩
C0(B1), F ), defined by
T (k) · = G
−1(k)∇ · ·x√
G−1(k)x · x.
Writing Φω(k) = −T (k)
(
L (k) + ω2
)−1
1, we obtain the result.
Let us denote by
δΦω(0) =< dΦω(0) | k >
the first variation of the operator Φω at zero. In the next lemma we
give a explicit expression of δΦω(0).
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Lemma 3.3. We have that
δΦω(0) = ∂nu1 − ∂nu0(k + ∂nk) in C1,α(∂B1), (14)
where u1 ∈ C2,α(B1) solves{
∆u1 + ω
2u1 = f in B1,
u1 = 0 on ∂B1,
(15)
and
f = −2I0(ωr)
I0(ω)
(k + x · ∇k) + r I
′
0(ωr)
ωI0(ω)
∆k (16)
−2(n− 2) I
′
0(ωr)
ωrI0(ω)
x · ∇k.
Proof. We divide the proof into three steps.
Step 1 Let us consider the matrix G as function of independent
variables k and ∇k. In this step we give the first-order Taylor’s
expansion, as function of k and ∇k, in a neighborhood of 0, of the
matrix G−1. We have that g = |detG| (as function of k and ∇k) can
be written as
g = 1 + 2nk + 2x · ∇k + g2,
where the function g2 depends quadratically on k and ∇k. We have
that the first-order Taylor’s expansion of
√
g is given by
√
g = 1 + nk + x · ∇k + o( ‖k‖C1(B1) ). (17)
Let us write the matrix
√
gG−1 in (9) as
√
gG−1 = In +K. (18)
We have that √
gIn −G = KG.
By taking the linear part of K, noted by K1, we have that
K1 = (nk + x · ∇k)In −G1, (19)
12 B. CANUTO AND D. RIAL
where G1, the linear part of G, is given by (13). From (18), (19) we
obtain that the matrix G−1 can be written as
G−1 =
In√
g
+
1√
g
K1 +K2
= In −G1 +K2, (20)
where the matrix K2 depends at least quadratically on k and ∇k,
and in the last step we use that 1√g = 1−nk−x ·∇k+ o(‖k‖C1(B1)).
Step 2 By writing the function u as
u = u0 + u1 + o
( ‖k‖C1(B1) ),
where u0 is given by (4) (i.e. solves (9) for k = 0), and u1 depends
linearly on k and ∇k, in this step we prove that the operator Φω(k)
can be written as
Φω(k) = ∂nu0+∂nu1−∂nu0(k+∂nk)+o
( ‖k‖C1(B1) ) on ∂B1. (21)
By using (20), we have
Φω(k) = (G
−1x · x)−1/2G−1∇u · x
= (1−G1x · x+K2x · x)−1/2(∂nu−G1∇u · x)
+o
( ‖k‖C1(B1) ).
Using (13), by a direct calculation we have
G1x · x = 2k + 2
∑
i≥1
x3i ∂ik + 2
∑
i≥1
∑
j>i
xix
2
j∂ik
= 2k + 2
∑
i≥1
xi∂ik
∑
j≥1
x2j
= 2(k + ∂nk).
By writing the function u as
u = u0 + u1 + o
(
‖k‖C1(B1)
)
,
we obtain
Φω(k) = (1−2k−2∂nk+K2x · x)−1/2(∂nu0+∂nu1−G1∇u0 · x)
+o
( ‖k‖C1(B1) ). (22)
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Now we have that the first factor in the previous product can be
written as
(1− 2k − 2∂nk +K2x · x)−1/2 = 1 + k + ∂nk + o(‖k‖C1(B1)),
and the second factor as
G1∇u0 · x = ∂nu0G1x · x
= 2∂nu0(k + ∂nk).
So (22) becomes
Φω(k) = (1 + k + ∂nk)(∂nu0 + ∂nu1 − 2∂nu0(k + ∂nk))
+o
( ‖k‖C1(B1) )
= ∂nu0 + ∂nu1 − ∂nu0(k + ∂nk) + o
( ‖k‖C1(B1) ).
Step 3 In this step we prove the assertion of the lemma. By step
2 we have that
Φω(k)− Φω(0) = ∂nu1 − ∂nu0(k + ∂nk) + o
( ‖k‖C1(B1) ) (23)
Let w = u− u0. We have that w solves{
∆w + ω2w = −√g(ω2u+ 1)− div(K∇u) + ω2u+ 1 in B1,
w = 0 on ∂B1,
(24)
where in (9) we have written the matrix
√
gG−1 = In + K. By
using (17), we can write the right hand side of (24) as follows
−√g(ω2u+ 1)− div(K∇u) + ω2u+ 1
= −(nk + x · ∇k)(1 + ω2u)− div(K∇u) + o( ‖k‖
C
1
(B1)
)
= −(nk + x · ∇k)(1 + ω2u0)− div(K∇u0) + o
( ‖k‖C1(B1) ).
So we have that u1 solves{
∆u1 + ω
2u1 = −(nk+x · ∇k)(1+ω2u0)−div(K1∇u0) in B1,
u1 = 0 on ∂B1,
(25)
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where we recall that K1 is the linear part of the matrix K. In order
to compute the term div(K1∇u0), by (19) we have that
K1 = (nk + x · ∇k)In −G1, (26)
or equivalently
K1 = (n− 2)Ink + (2k + x · ∇k)In −G1.
Let us denote by M the matrix (2k + x · ∇k)In −G1. We have that
the entries Mij of the matrix M are given by
Mij=

−x1∂1k+
P
i6=1
xi∂ik −x1∂2k − x2∂1k · · · −x1∂nk−xn∂1k
−x1∂2k−x2∂1k −x2∂2k +
P
i6=2
xi∂ik · · · −x2∂nk−xn∂2k
...
...
...
...
−x1∂nk−xn∂1k · · · · · · −xn∂nk+
P
i6=n
xi∂ik
 .
By a direct calculation we have that
K1∇u0 = u′0K1
x
r
= (n− 2)u
′
0
r
kx− u′0r∇k.
Finally we obtain that
div(K1∇u0) = (n− 2)div
(
u′0
r
kx
)
− div(u′0r∇k).
We have that
div
(
u′0
r
kx
)
= u′′0k +
n− 1
r
u′0k +
u′0
r
x · ∇k
= −(ω2u0 + 1)k + u
′
0
r
x · ∇k,
where in the second step we use that u′′0 = −n−1r u′0 − ω2u0 − 1.
Similarly we have
div(u′0r∇k) = −r∆ku′0 −
u′0
r
x · ∇k − u′′0x · ∇k
= −r∆ku′0 +
n− 2
r
u′0x · ∇k + (ω2u0 + 1)x · ∇k.
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Then the right hand side in (25) becomes
−(nk + x · ∇k)(1 + ω2u0)− div(K1∇u0) (27)
= r∆ku′0− 2
n− 2
r
u′0x · ∇k − 2(k+x · ∇k)ω2u0 − 2x · ∇k − 2k.
By recalling that u0 =
1
ω2
( I0(ωr)I0(ω) − 1), and substituting into (27), we
obtain (16). The proof of Lemma 3.3 is complete
In the next lemma we give an explicit expression of the solution u1
to (15).
Lemma 3.4. The solution u1 to (15) can be written as
u1 =
I ′0(ωr)
ωI0(ω)
rk + k˜ in B1,
where k˜ ∈ C2,α(B1) solves{
∆k˜ + ω2k˜ = 0 in B1,
k˜ = − I′0(ω)ωI0(ω)k on ∂B1.
(28)
Proof. It is clear that the boundary condition u1 = 0 on ∂B1 is
satisfied. Let us call
u1 =
I ′0(ωr)r
ωI0(ω)
k,
and
F (r) = I ′0(ωr)r.
Then we have
F ′ = ωrI ′′0 (ωr) + I
′
0(ωr)
= ωrI ′′0 (ωr) + (n− 1)I ′0(ωr)− (n− 2)I ′0(ωr)
= −ωrI0(ωr)− (n− 2)I ′0(ωr),
where in the third step we use that I0 solves (2) for ℓ = 0, and
F ′′ = −ωI0(ωr)− ω2rI ′0(ωr)− ω(n− 2)I ′′0 (ωr).
16 B. CANUTO AND D. RIAL
We obtain that
∆u1 + ω
2u1 =
1
ωI0(ω)
× (29)
×
((
F ′′+
n−1
r
F ′+ω2F
)
k+F∆k+2F ′x · ∇k/r
)
.
We have
2F ′x · ∇k/r = −2 (ωrI0(ωr) + (n− 2)I ′0(ωr))x · ∇k/r.
A straightforward calculation shows that
F ′′ +
n− 1
r
F ′ = −ωI0(ωr)− ω2rI ′0(ωr)− ω(n− 2)I ′′0 (ωr)
+
n− 1
r
(−ωrI0(ωr)− (n− 2)I ′0(ωr))
= −ω(n− 2)I ′′0 (ωr)− ω2rI ′0(ωr)
−nωI0(ωr)− (n− 2)(n− 1)I ′0(ωr)/r.
Then we obtain
1
ωI0(ω)
((
F ′′ +
n− 1
r
F ′ + ω2F
)
k + 2F ′x · ∇k/r
)
= −n− 2
I0(ω)
(
I ′′0 (ωr) +
n− 1
ωr
I ′0(ωr)
)
k − nI0(ωr)
I0(ω)
k
−2
(
I0(ωr)
I0(ω)
+ (n− 2) I
′
0(ωr)
ωrI0(ω)
)
x · ∇k
=
n− 2
I0(ω)
I0(ωr)k − nI0(ωr)
I0(ω)
k
−2
(
I0(ωr)
I0(ω)
+ (n− 2) I
′
0(ωr)
ωrI0(ω)
)
x · ∇k
= −2I0(ωr)
I0(ω)
k − 2
(
I0(ωr)
I0(ω)
+ (n− 2) I
′
0(ωr)
ωrI0(ω)
)
x · ∇k.
Then we have that u1 solves the equation in (15), and u1 =
I′
0
(ω)
ωI0(ω)
k
on ∂B1. Since k˜ solves (28), we have that u1 verifies (15).
We observe that the first variation δΦω (0) of the functional Φω at
zero doesn’t depend on the extension of k in B1. More precisely we
have the following
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Lemma 3.5. We have that
δΦω (0) = −I
′
1(ω)
I0(ω)
k + ∂nk˜ on ∂B1, (30)
where k˜ solves (28).
Proof. The following equality holds true
I ′0 = −I1 in R, (31)
where I0, I1 are defined in (2), when ℓ = 0, 1 respectively. In fact,
by (1) we have
I ′0 = −νs−ν−1Jν + s−νJ ′ν . (32)
Since J ′ν can be written as (see Courant, Hilbert [2], pp. 486)
J ′ν =
ν
s
Jν − Jν+1, (33)
inserting in (32), we obtain (31). Then the solution u1 to (15) can
be written as
u1 = − I1(ωr)
ωI0(ω)
rk + k˜ in B1.
By a simple calculation we have that
∂nu1|∂B1 = −
I ′1(ω)
I0(ω)
k − I1(ω)
ωI0(ω)
k − I1(ω)
ωI0(ω)
∂nk + ∂nk˜.
Recalling that ∂nu0|∂B1 = − I1(ω)ωI0(ω) , substituting into (14), we ob-
tain (30).
In the next lemma we give the Fourier’s series expansion of δΦω (0).
Lemma 3.6. We have that
δΦω (0) =
∑
ℓ≥0
dℓ∑
m=1
kℓm
I1(ω)I
′
ℓ(ω)− I ′1(ω)Iℓ(ω)
I0(ω)Iℓ(ω)
Yℓm. (34)
Proof. By writing k˜ in polar coordinates, we have
k˜(r, θ) =
I1(ω)
ωI0(ω)
∑
ℓ≥0
dℓ∑
m=1
kℓmIℓ(ωr)/Iℓ(ω)Yℓm(θ),
By inserting in (30), we obtain (34).
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Instead of the operator Φω, let us define the new operator
Φ˜ω(k) := Φω(k)− 1|∂B1|
∫
∂B1
Φω(k). (35)
Obviously we have that δΦ˜ω(0) = δΦω(0)− 1|∂B1|
∫
∂B1
δΦω(0), and then
the constant term in the Fourier expansion of δΦ˜ω (0) disappears.
We observe that the first variation δΦ˜ω (0) can be written in the
following form.
Lemma 3.7. We have that
δΦ˜ω (0) =
Jν+1(ω)
Jν(ω)
∑
ℓ≥2
dℓ∑
m=1
aν(ℓ, ω)kℓmYℓm, (36)
where
aν(ℓ, ω) =
ℓ− 1
ω
+
Jν+2(ω)
Jν+1(ω)
− Jν+ℓ+1(ω)
Jν+ℓ(ω)
. (37)
Proof. By using (33), we have that
I ′ℓ =
ℓ
s
Iℓ − Iℓ+1.
By inserting in (34), we have
δΦ˜ω (0) =
∑
ℓ≥1
dℓ∑
m=1
kℓm
(
I1(ω)I
′
ℓ(ω)
I0(ω)Iℓ(ω)
− I
′
1(ω)
I0(ω)
)
Yℓm
=
∑
ℓ≥1
dℓ∑
m=1
kℓm
(
ℓ
ω
− Iℓ+1(ω)
Iℓ(ω)
− I
′
1(ω)
I0(ω)
I0(ω)
I1(ω)
)
I1(ω)
I0(ω)
Yℓm
=
∑
ℓ≥1
dℓ∑
m=1
kℓm
(
ℓ− 1
ω
− Iℓ+1(ω)
Iℓ(ω)
+
I2(ω)
I1(ω)
)
I1(ω)
I0(ω)
Yℓm.
By observing that aν(1, ω) = 0, and recalling that Iℓ = s
−νJν+ℓ, we
obtain (36).
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Lemma 3.8. For any ω > 0, there exists a asymptotic
series expansion
Jν+ℓ+1 (ω)
Jν+ℓ (ω)
∼
∑
j≥1
bj (ν, ω) ℓ
−j . (38)
Proof. We only give the main ideas of the proof (see [3] and [5] for
details). Let F be the function defined by
F (z) = Jν+z+1 (ω) /Jν+z (ω) .
From Corollary 5.6 in [5], we obtain a Mittag-Leﬄer expansion
F (z) =
∞∑
k=1
Ak
z − ζk ,
where ζ1 > ζ2 > · · · > −∞ are the zeros of Jν+z (ω) as function of
the variable z, and Ak is the residue of F in ζk. By Lemmas 1, 2
in [3], we obtain
ζk = −ν − k +O (1/k!) ,
Ak =
(ω/2)2k−1
(k − 1)!2 (1 +O (1/k)) .
Let us define bj (ν, ω) =
∑
k≥1
Akζ
j−1
k . From
Ak
z − ζk =
N∑
j=1
Akζ
j−1
k z
−j +
Ak ζ
N
k
z − ζk z
−N ,
we have F (ℓ) =
N∑
j=1
bj (ν, ω) ℓ
−j + O
(
ℓ−N−1
)
for any N ≥ 1, which
completes the proof.
We remark that we can compute the first terms of the asymptotic ex-
pansion (38). In fact, by recalling the following relation (see Courant,
Hilbert [2], pp. 488)
Jν+ℓ+1 (ω)
Jν+ℓ (ω)
=
1
2(ν+ℓ+1)
ω −
Jν+ℓ+2 (ω)
Jν+ℓ+1 (ω)
, (39)
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multiplying both sides of the equality by ℓ, taking the limit as ℓ →
+∞, and using (38), we obtain
b1 =
ω
2
.
Similarly, multiplying by ℓ2, and taking the limit as ℓ → +∞, we
obtain b2 = − (ν+1)ω2 . Then we can write (39) like
Jν+ℓ+1 (ω)
Jν+ℓ (ω)
∼ ω
2
ℓ−1 − (ν + 1)ω
2
ℓ−2 +
4(ν + 1)2ω + ω3
8
ℓ−3
−4(ν + 1)
3ω + (3ν + 4)ω3
8
ℓ−4 + · · · . (40)
Now we give the following
Definition 3.9. A value ω∗ ∈ R+ is said to be resonant if, for some
ℓ ≥ 2, it verifies
aν(ℓ, ω∗) = 0,
where aν(ℓ, ω) is defined in (37). Let us define by Λ the set of reso-
nant values.
In the next lemma we prove some properties of the set Λ. More
precisely we have the following
Lemma 3.10. Λ is a enumerable set of R+, whose limit points are
the values ω = λ1m, for some m ≥ 1.
Proof. From the definition of the set Λ, we can write
Λ =
⋃
ℓ≥2 Λℓ, where
Λℓ = {ω∗ > 0; aν (ℓ, ω∗) = 0} .
By using that aν (ℓ, ω) are meromorphic functions of ω, we have that
the set
[η−1, η] ∩ Λℓ
is finite for any ℓ ≥ 2, and η ≥ 1. Thus, the set Λ is enumerable.
Since the limℓ→+∞ λℓ1 = +∞, the function aν (ℓ, ω) has no poles in
the interval (λ1m, λ1(m+1)), for ℓ large enough. Using (40), we obtain
lim
ℓ→+∞
ℓJν+ℓ+1 (ω)
Jν+ℓ (ω)
=
ω
2
,
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uniformly in the interval (λ1m, λ1(m+1)). Therefore, for any ǫ > 0,
there exists ℓ∗ ≥ 1 such that [λ1m + ǫ, λ1(m+1) − ǫ] ∩ Λℓ = ∅, for any
ℓ > ℓ∗. It is easy to see that
Λ ∩ [λ1m + ǫ, λ1(m+1) − ǫ ] =
⋃
2≤ℓ≤ℓ∗
[λ1m + ǫ, λ 1(m+1) − ǫ] ∩ Λℓ
is a finite set. It implies that if ω is a limit point, then ω ∈
{λ1m : m ≥ 1}. For ℓ > ℓ∗, the function aν (ℓ, ω) is continuous in
(λ1m, λ1(m+1)), and
lim
ω→λ+
1m
aν (ℓ, ω) = −∞, lim
ω→λ−
1m
aν (ℓ, ω) = +∞.
Then there exists ξℓ ∈ (λ1m, λ1(m+1)) such that aν(ℓ, ξℓ) = 0, and
limℓ→+∞ ξℓ = λ1m. Hence λ1m is a limit point of the set Λ.
We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. Let ω2 6= (λn)n≥1, and let ω /∈ Λ. Since the
kernel of the operator dΦω (0) coincides with the one of dΦ˜ω (0), and
aν(1, ω) = 0,
for all ω > 0, we have that the kernel ker dΦω (0) is given by the
functions k which have frequency one, i.e.
ker dΦω (0) =
{
k ∈ E; k =
n∑
m=1
k1mY1m
}
∪ {0} .
We have that the space E0 is orthogonal to the space ker dΦ(0),
and the operator dΦω (0) is injective in E0. In order to prove the
assertion of the theorem (we observe that the image of the operator
dΦω(0) ⊆ F0), for f ∈ F0, we ask if there exists a k ∈ E such that
−I
′
1(ω)
I0(ω)
k + ∂nk˜ = f on ∂B1,
where k˜ solves (28). Now let k ∈ C2,α(B1) solve{
∆k + ω2k = 0 in B1,
−ωI′1(ω)I1(ω) k + ∂nk = f on ∂B1.
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Denoting by k = ωI0(ω)I1(ω) k on ∂B1, we have that k˜ solves{
∆k˜ + ω2k˜ = 0 in B1,
k˜ = k on ∂B1.
Then we have that k˜ = k in B1. So we obtain
−I
′
1(ω)
I0(ω)
k + ∂nk˜ = −ωI
′
1(ω)
I1(ω)
k + ∂nk = f.
The proof of Theorem 3.1 is complete.
We observe that for ω∗ ∈ Λ, the kernel of the operator dΦω∗(0) is
given by
ker dΦω∗(0) =
k ∈ E; k = ∑
ℓ=1,ℓ∈I
dℓ∑
m=1
kℓmYℓm
 ∪ {0} , (41)
where I is a finite set of positive integers i ≥ 3.
4. The Lipschitz Case
In this section we study the case where the domain Ω in (1) is of
Lipschitz class C0,1. More precisely let us define by
E =
{
k ∈ C0,1(∂B1)
}
,
where C0,1(∂B1) denotes the restriction on ∂B1 of functions of Lip-
schitz class C0,1 in B1. For k ∈ U , by well-known results of elliptic
boundary value problems, we have that there exists a unique weak
solution u ∈ H10 (Ωk) to (1), when Ω = Ωk. By the trace embedding,
we have that ∂nu ∈ H−1/2(∂Ωk). The operator Φω is then defined as
Φω : U 7→ F,
where F is the space
F =
{
f ∈ H−1/2(∂B1)
}
.
Let E0 and F0 be the vector spaces defined in (7) and (8) respectively.
The main result of the present section is the following theorem, which
is the analogous for Lipschitz domains to Theorem 3.1.
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Theorem 4.1. Under the hypothesis of Theorem 1.1, the operator
dΦω(0) is an isomorphism from E0 into F0.
In analogy to Lemma 3.2, we have the following
Lemma 4.2. There exists a neighborhood U of the origin in E such
that the operator Φω ∈ C1(U , F ).
Proof. We have that in this case the operator L(k), defined
in (13), becomes
L(k) : H10 (B1) 7→ H−1(B1).
Similarly we have that the matrix G ∈ C1(E,L∞(B1,Rn×n)). By
repeating the same arguments of the regular case, it follows that
the operator L is a continuously differentiable map from U to
L(H10 (B1), H−1(B1)). Assuming that ω2 is not a eigenvalue, ∆+ω2 is
a isomorphism, and then, reducing U if it is necessary, (L (·)+ω2)−1
is a continuously differentiable map from U to L(H−1(B1), H10 (B1)).
We note that
u (k) = −(L (k) + ω2)−11.
We consider the map T of class C1 from U to L(H10 (B1), F ), de-
fined by
T (k) · = G
−1(k)∇ · ·x√
G−1(k)x · x.
Writing Φω(k) = −T (k)
(
L (k) + ω2
)−1
1, we obtain the result.
Lemma 4.3. We have that
δΦω(0) = ∂nu1 − ∂nu0(k + ∂nk) in H−1/2(∂B1), (42)
where u1 ∈ H10 (B1) solves (15) in weak sense.
Proof. Let u ∈ H10 (Ωk) solve (1) in weak sense. Then we have that∫
Ωk
∇u · ∇φ− ω2
∫
Ωk
uφ =
∫
Ωk
φ, (43)
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for all φ ∈ C∞c (Ωk). By changing the coordinates, where x = (1 +
k(y))y, denoting u˜(k)(y) = u((1 + k)y), and φ˜(k)(y) = φ((1 + k)y),
we obtain, from (43), in the new coordinates y, that∫
B1
G−1∇u · ∇φ√g − ω2
∫
B1
uφ
√
g =
∫
B1
φ
√
g,
for all φ ∈ C∞c (B1) (since ∇u = (AT )−1∇u˜, and similarly for ∇φ.
We have denoted u˜ and φ˜ by u and φ respectively). By repeating
the same arguments of the regular case, we have that
Φω(k)− Φω(0) = ∂nw − ∂nu0(k + ∂nk) + o
( ‖k‖H1(B1) ),
where w = u− u0 solves (24) in weak sense, i.e.∫
B1
∇w · ∇φ− ω2
∫
B1
wφ
=
∫
B1
√
g(ω2u+ 1)φ−
∫
B1
K∇u · ∇φ− ω2
∫
B1
uφ−
∫
B1
φ
(we recall that the entries Kij of the matrix K (which are functions
of k and ∇k) are in L∞(B1)). We have that the right hand side can
be written as∫
B1
(nk + x · ∇k)(1 + ω2u0)φ−
∫
B1
K∇(w + u0) · ∇φ+ o
( ‖k‖H1(B1) ).
So we have that u1 ∈ H10 (B1) solves∫
B1
∇u1 · ∇φ− ω2
∫
B1
u1φ (44)
=
∫
B1
(nk + x · ∇k)(1 + ω2u0)φ−
∫
B1
K1∇u0 · ∇φ
(i.e. u1 solves (15) in weak sense), where the matrix K1, the linear
part of K, is given in (26). By repeating the same arguments to
proving Lemma 3.3, we obtain (42).
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We observe that, in analogy to Lemma 3.4, the solution u1 to (44)
can be written as
u1 =
I ′0(ωr)
ωI0(ω)
rk + k˜,
where k˜ ∈ H1(B1) solves (28) in weak sense. The proof of Theorem
4.1 follows by using the same arguments of the proof of Theorem 3.1,
and then it is omitted.
5. Proof of Theorem 1.1
For ω2 6= (λn)n≥1, and ω /∈ Λ, we have that the operator dΦω(0)
is an isomorphism from E0 into F0 (we recall that E0 and F0 are
subspaces of E and F respectively, whose functions don’t have the
frequency 1). Now consider the following operator defined by
Ψω(k) = Φω(k) +
n∑
m=1
k1mY1m, (45)
where k1m =
∫
∂B1
kY1m are the first-order Fourier-coefficients of k.
We prove that the operator Ψω is bijective from a neighborhood of
0 in E into a neighborhood of c in F . More precisely we have the
following
Theorem 5.1. Under the hypothesis of Theorem 1.1, there exists a
neighborhood U of 0 in E and a neighborhood V of c in F , such
that the operator Ψω is bijective from U into V. In particular Φω is
injective in E0 ∩ U .
Proof. By Lemma 3.1 we have that the operator Ψω is continuously
differentiable in U . We have that
< dΨω(0), k >=< dΦω(0), k > +
n∑
m=1
k1mY1m.
By Theorem 3.1 we have that dΨω(0) is an isomorphism from E into
F . So by the inverse function’s theorem we have that there exists
a neighborhood U of 0 in E and a neighborhood V of c in F such
that the operator Ψω is bijective from U into V. Now by (45) we
have that Ψω|E0 = Φω|E0 . Since Ψω is bijective, it follows that Φω is
injective in E0 ∩ U .
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Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. We recall that the sphere of radius one, cen-
tered at the point x0 ∈ Rn, is parametrized by
∂B1(x0) = {x = (1 + k0(y))y, y ∈ ∂B1} ,
where k0 is given by
k0(y) = x0 · y − 1 +
√
1 + (x0 · y)2 − |x0|2.
Let k ∈ U be such that the Φω(k) = c. Two cases can happen, either
(i) k ∈ E0,
or
(ii) k ∈ EC0 ,
where EC0 denotes the complementary of E0, i.e. the set of functions
k which have the frequency one. If case (i) occurs we have that
k ≡ 0, since Φω is injective in E0 ∩ U , and Φω(0) = c. If case (ii)
occurs, we have that Ψω(k) = c +
n∑
m=1
k1mY1m. Let us choose the
center of the ball at the point x0 = (k11, · · · , k1n). We recall that
the first-order Fourier-coefficients of k0 are equal to x0. So we have
that Ψω(k0) = c +
n∑
m=1
k1mY1m. Since Ψω is bijective, we have that
k = k0, i.e. ∂Ωk is the circle centered at the point k1 of radius one.
The proof of Theorem 1.1 is complete.
We conclude the paper by observing that if ω∗ ∈ Λ, then the orthog-
onal of the ker dΦω∗(0), defined in (41), is given by
E0∗ =
k ∈ E; k = ∑
ℓ6=1,/∈I
dℓ∑
m=1
kℓmYℓm
 .
Now, similarly to the case ω /∈ Λ, we can define the following oper-
ator Ψω∗(k) = Φω∗(k) +
∑
ℓ=1,∈I
dℓ∑
m=1
kℓmYℓm, and, by using the same
argument of the proof of Theorem 5.1, we obtain that the operator
Φω∗ is injective in E0∗ ∩ U .
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