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1. Introduction
In recent papers, [1–3], the problem of survival analysis on a general partially ordered complete separable metric
space was approached from the point of view of set-indexed martingales (cf. [4]). The goal of these papers was to build
a mathematical structure that would generalize the existing survival models in two directions: first, to handle data on
general metric spaces (including, but not limited to d-dimensional Euclidean space) and second, to permit very general
types of censoring mechanisms. In these three articles, the cumulative hazard function was defined on a class of sets, and a
corresponding Nelson–Aalen-type estimator was proposed.
In this paper, we turn our attention to estimation of the distribution function. Unfortunately, in multidimensional
Euclidean spaces, the relationships between the distribution, survival and the hazard functions are not straightforward and
depend strongly on the structure of Euclidean space. In two dimensions, for example, the survival function S is determined
by the bivariate hazard and both marginal distributions. Additionally, the distribution function is not equal to 1 − S(·). On
more general partially ordered spaces such as function spaces or spaces of sets, these relationships become much more
complex. In addition, when the censoring mechanism is generalized as in [1], obtaining an estimate of the hazard function
may entail artificially censoring points that are in fact fully observed.
For a good exposition of the representation of a bivariate survival function S in terms of the hazard and themarginals, and
for a detailed discussion of hazard-based estimators of the survival function, we refer the reader to [5] or [6]. As observed by
Lu and Burke in [7], even in R2+ most hazard-based estimators of S have undesirable features such as non-monotonicity or
complexity. As well, the type of censoring mechanism is usually restricted to right censoring of each co-ordinate separately.
Since hazard-based estimators of the distribution are not always easily extended to more general survival models and
may also result in a loss of data,wewill consider another type of estimator. In [8], two alternative approaches are taken to the
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estimation of the distribution for censored data on a general metric space. The first (and simplest) is the reverse probability
approach, which is applicable when the censoring mechanism is either completely observed or totally ordered. The second
(andmore general) involves path-dependent estimators. Both approaches have their advantages and disadvantages: reverse
probability estimators are easy to construct, are always monotone and do not result in any loss of data, but are restricted
to specific types of censoring. Path-dependent estimators can be applied to any form of censored data, but may entail a
loss of data and can lead to non-monotone estimators. However, most important, both approaches may be applied to data
on arbitrary metric spaces subject to generalized censoring. In this paper we focus on the reverse probability estimator;
path-dependent estimators will be the subject of a companion article [9].
The reverse probability estimators that will be defined here were inspired by the approach taken by Burke first in [10],
where the focus is on estimation of the distribution function F of a bivariate random variable Y = (Y1, Y2) subject to
independent right censoring in each co-ordinate by a variable C = (C1, C2). It is assumed that we observe (Y1 ∧ C1, Y2 ∧ C2)
and I(Yi ≤ Ci), i = 1, 2. Burke’s idea is to put to use the relation
F(t1, t2) =
∫ t2
0
∫ t1
0
{G(s1, s2)}−1dF˜(s1, s2), (1)
where G is the survival function of the censoring variables and F˜ is the subdistribution of the uncensored times:
F˜(y1, y2) = P(Y1 ≤ y1, Y2 ≤ y2, I{Y1≤C1} = I{Y2≤C2} = 1).
He then proceeds to estimate the subdistribution empirically, while estimating G via either of two (path-dependent)
estimators proposed by Campbell and Fóldes in [11]. His estimators satisfy the monotonicity requirements of a distribution.
Recently, in the special case of univariate censoring which occurs when C1 = C2 = C for some random variable C , Lu and
Burke expanded this idea in [7] to include the estimation of linear functionals of the distribution.
Themodel proposed herewill be seen to extend the results of [10,7] in several directions. Our non-parametric estimators
can be defined for distributions on more abstract spaces, moving beyond the usual Euclidean spaces. More general forms
of censoring are easily incorporated into the model and the estimators always satisfy the monotonicity property of a
distribution. In the case of Euclidean spaces, our estimators will be shown to satisfy functional central limit theorems; the
CLT’s in [7] for estimators of linear functionals of the distribution are then an immediate corollary. We give examples and
prove the validity of bootstrap techniques.
A brief comment should be made here regarding the motivation behind working on spaces that are not necessarily
Euclidean. Recently it was observed in [12] that a general point process on Rd+ can be identified with a totally ordered point
process defined on a richer (non-Euclidean) partially ordered Polish space. It turns out that the analysis of a point process on
a partially ordered space is greatly simplified if the jumps of the point process are totally ordered. Results for totally ordered
point processes can then be applied to general point processes via the above-mentioned identification. Since the empirical
distribution associated with a random sample can be regarded as a renormalized point process, the approach taken here
may well be exploited in conjunction with the techniques developed in [12] in future research. It is worth mentioning that
this was in fact the fundamental idea behind the path-dependent approach taken in [8,9].
Although we discuss examples and potential areas of application, our focus in this paper is on the rigorous mathematical
development of the theory. Empirical studies evaluating and comparing the performance of the estimators proposed here
and in [9] will be published separately. We will proceed as follows. In Section 2 we provide the mathematical framework
for our model and define the notion of a reverse probability estimator for a distribution on an arbitrary space. In Section 3
we propose two different estimators: first, we consider the situation in which the censoring mechanism is fully observed,
and second, we consider the situation in which the class of sets on which the data can be observed is totally ordered. In
both cases, we define reverse probability estimators. Functional CLTs for both estimators are proven in Section 4. Next,
we illustrate applications of both estimators to the construction of confidence bands, tests of independence, and copula
estimation in Section 5. The validity of bootstrap methods is established in each case. Two lengthy proofs are given in the
Appendix.
Most of these results can be found in additional detail in [8] (the doctoral thesis of the first author).
2. Framework and definitions
Consider a compact complete separable metric space (T , d), which is endowed with a partial order≤. LetB denote the
Borel sets in T . We impose a few natural assumptions on the space T , noting that they are all satisfied by any bounded
rectangle in Rd+ with the usual partial order: t = (t1, . . . , td) ≤ v = (v1, . . . , vd) if and only if ti ≤ vi, i = 1, . . . , d.
(In the case of Euclidean space, therefore, without loss of generality attention can be restricted to distributions on [0, 1]d.)
Consequently, Assumptions 2.1, 2.2 and 2.5 may be ignored on a first reading.
Assumption 2.1. T is a lattice closed under arbitrary infs (∧) and sups (∨). In particular, T contains a minimum element
denoted by 0 and a maximum element denoted by 1.
Assumption 2.2. For u, s, t ∈ T , d(s ∧ u, t ∧ u) ≤ d(s, t) and d(s ∨ u, t ∨ u) ≤ d(s, t).
Definition 2.3. For any t ∈ T , At = {s ∈ T : s ≤ t} denotes the ‘past’ of t , and Et = {s ∈ T : s ≥ t} denotes its ‘future’.
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The following lemma is an easy consequence of Assumption 2.2.
Lemma 2.4. For every t ∈ T , both At and Et are d-closed.
We observe that At ∩ Av = At∧v and Et ∩ Ev = Et∨v .
Assumption 2.5. The partial order on T is sufficiently rich that there exists an increasing sequence of finite sublattices Tn
of T each containing 0 and 1, such that for any t ∈ T , t 6= 0, 1, each open neighbourhood of t contains points t ′, t ′′ ∈ ⋃n Tn
distinct from t such that t ′ < t < t ′′. Each open neighbourhood of 0 (respectively, 1) contains a point t ′ ∈ ⋃n Tn distinct
from 0 (respectively, 1). The elements of Tn can be thought of as the dyadics of order n. The class of left-neighbourhoods
Cn associated with the sublattice Tn is the class of subsets of T of the form At \ ⋃t ′∈Tn,t ′ 6≥t At ′ , for t ∈ Tn. For all  > 0,
supC∈Cn diam(C) ≤  for n sufficiently large (diam(C) := sups,t∈C d(s, t)).
Now let Y be a T -valued randomvariable defined on a complete probability space (Ω,F , P). Letµdenote the distribution
of Y (µ = PY−1). We may use the partial order on T to define the corresponding distribution function F : F(t) := µ(At).
Assumption 2.5 ensures that the class of sets {At : t ∈ T } is a pi-system that generates the Borel sets in T , and so F uniquely
determines µ.
Beforemoving on tomeasurable random sets, we should note that althoughwe are restricting ourselves to a compact set
T , all of the definitions and developments throughout this work can easily be expanded to a non-compact space using the
structure found in Definition 2.1 of [2] (i.e., there exists an increasing sequence of compact sets (Kn) such that T =⋃n(K on ),
where K on is the interior of Kn).
We now define the censoring mechanism. A closed set D ⊆ T is a domain if D = (Do) ((·) and (·)o denote, respectively,
the closure and interior of a set). LetK denote the class of domains in T .
Definition 2.6. A measurable random set is a mapping ξ : Ω → K such that for every t ∈ T , {ω : t ∈ ξ(ω)} ∈ F .
Our model will allow us to observe Y if it lies in ξ ; otherwise, it is obscured or censored by ξ c . The reason for assuming
that ξ is a domain is to ensure that {Y ∈ ξ} is F -measurable. In the case of right censoring as described in Section 1,
ξ = [0, C1] × [0, C2] and all that is required is that P(Ci = 0) = 0, i = 1, 2. Consequently, we see that the assumption that
ξ is a domain is very natural.
Lemma 2.7. Let Y be a T-valued random variable and let ξ be a measurable random set. Then {Y ∈ ξ} ∈ F .
Proof. The proof follows virtually the same sort of arguments as in [3], although the underlying structure is slightly different.
The class Cn partitions T and Assumption 2.5 ensures that the diameter of all sets in Cn is less than  for n sufficiently large.
We then define
ξ+n =
⋃
C∈Cn,C∩ξ 6=∅
C .
It is trivial that ξ = ∩n ξ+n and that {Y ∈ ξ} = ∩n{Y ∈ ξ+n }. Therefore, it is enough to show that {Y ∈ ξ+n } ∈ F .∀n. We have
{Y ∈ ξ+n } =
⋃
C∈Cn
({Y ∈ C} ∩ {C ⊆ ξ+n }) ,
which reduces the problem to showing that {C ⊆ ξ+n } ∈ F for C ∈ Cn. Letting C1/m = {t ∈ T : d(t, C) < 1/m}, we have
{C ⊆ ξ+n } = ∩m{C1/m ∩ ξ 6= ∅}. But {C1/m ∩ ξ 6= ∅} =
⋃
t∈C1/m{t ∈ ξ} =
⋃
t∈TC1/m {t ∈ ξ} where TC1/m is any countable
dense subset of C1/m. (This last equality requires that ξ be a domain: see [3], page 267). Therefore, {C1/m ∩ ξ 6= ∅} ∈ F , and
the lemma follows. 
Assumption 2.8. The random variable Y and the random set ξ are independent (i.e. the σ -fields F Y = σ {Y−1(B); B ∈ B}
and F ξ = σ {{ω : t ∈ ξ(ω)}; t ∈ T } are independent sub-σ -fields of F ).
Now assume that we have i.i.d. pairs (Y1, ξ1), . . . , (Yn, ξn). We define the uncensored point process N (n) on T by
N (n)A =
n∑
i=1
I{Yi∈A}, A ∈ B
and the censored point process N (n)
ξ
by
N (n)
ξ
A =
n∑
i=1
I{Yi∈A∩ξi} =
n∑
i=1
I{Yi∈A}I{Yi∈ξi}, A ∈ B.
Finally, we come to the concept of a reverse probability estimator. Let µ˜(A) denote the subdistribution function of the
uncensored (visible) observations, defined by
µ˜(A) = P(Y ∈ A ∩ ξ) =
∫
A
P(t ∈ ξ)µ(dt).
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Fig. 1. We can observe the failure times in the unshaded area.
From this equality we deduce that µ˜(dt) = P(t ∈ ξ)µ(dt), and so we can write
µ(A) =
∫
A
1
P(t ∈ ξ) µ˜(dt). (2)
This generalizes Eq. (1) used by Burke in [10] and suggests that in order to estimate µ, we need to come up with suitable
estimators for P(t ∈ ξ) and µ˜(A). Clearly, the subdistribution µ˜ can be approximated by its empirical counterpart ˆ˜µ:
ˆ˜µ(A) = N
(n)ξ
A
n
, A ∈ B. (3)
If Pˆ(t ∈ ξ) is an appropriate estimator of P(t ∈ ξ), then we define a reverse probability estimator of µ as follows: for A ∈ B,
µˆ(A) =
∫
A
1
Pˆ(t ∈ ξ)
ˆ˜µ(dt) = 1
n
∑
{i:Yi∈A∩ξi}
(Pˆn(Yi ∈ ξ))−1. (4)
From (4), we see that the reverse probability estimator puts a positive mass only on fully observed data points; the mass
at any location is inversely proportional to the estimated probability of the point being visible (i.e. not censored). This is an
intuitively appealing procedure that leads naturally to a measure µˆ.
It remains to define a suitable estimator of P(t ∈ ξ). This is the subject of the next section.
3. Reverse probability estimators
3.1. Observable censoring
The objective of this section is to construct an estimator for the distribution function µ under the assumption that the
measurable random sets ξi are completely observed. This condition would be met, for example, when we deal with aerial
photography where observations on the ground are obscured by cloud cover. In this case, we can actually see the shape of
the obscured region ξ c (cf. [3]).
A second example could occur in a laboratory, where test subjects are under continuous observation during the day, but
not at night. Let Y = (Y1, Y2) ∈ [0, 1]2 be a two-dimensional failure time. We will consider finite increasing sequences of
observable random times 0 = ηi1 ≤ νi1 ≤ ηi2 ≤ νi2 ≤ · · · ≤ ηini ≤ νini for i = 1, 2. In this example we can observeYiI{Yi∈ ni⋃
j=1
[ηij,νij]}
, I{Yi∈(νij,ηi,j+1)}, νij, ηij, i = 1, 2; j = 1, . . .
 .
An illustration of this kind of situation can be seen in Fig. 1. The periods at which the test subjects are not under surveillance
are known, and are indicated by the shaded regions.
A third example would arise in the following sort of scenario. Assume that T = [0, 1]2 and suppose that we have a pair of
observable [0, 1]-valued randomvariables κ1 < κ2 and a constant δ such that ξ c := {(t1, t2) : κ1 < t1 < κ2, t1 < t2 < t1+δ}
represents the censored region. This kind of data structure could arise when, for example, Y1 is the age of start of pregnancy
and Y2 is the age of onset of a disease such as tuberculosis. At κ1, it is found that the test used for diagnosing the disease
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Fig. 2. The region ξ c .
is dangerous for a pregnant woman, so once the pregnancy starts it becomes impossible to diagnose that disease for the
next nine months. At time κ2 though, a new safe test becomes available and the times of onset of the disease are no longer
censored. See Fig. 2. In this case we know exactly what the censoring region is, as it is dictated by the length of a pregnancy
(δ) and the observable times κ1 and κ2.
We can observe the empirical process Pˆn(t ∈ ξ) = 1n
∑n
j=1 I{t∈ξj}. It will be convenient in what follows to use the notation
Kn(t) = nPˆn(t ∈ ξ) = ∑nj=1 I{t∈ξj}. We can now use (4) to define our estimator for the distribution function as follows: for
A ∈ B,
µˆ(n)(A) = 1
n
∑
{i:Yi∈A∩ξi}
(Pˆn(Yi ∈ ξ))−1 =
∑
{i:Yi∈A∩ξi}
(Kn(Yi))−1. (5)
We note here that all the above scenarios were discussed at length in [8,1] in the context of hazard estimation, and
it was observed that data may potentially be discarded for the hazard estimator. This is not the case for the reverse
probability estimator defined above, and underscores the advantage of using an alternative to hazard-based estimators
of the distribution.
3.2. Ordered censoring
Ordered censoring occurs when the measurable random set ξ takes its values in a totally ordered class of closed lower
layers S: a set L is a lower layer if t ∈ L⇒ At ⊆ L for every t ∈ T . We no longer assume that ξ is known; we only observe ξ
if Y is censored (i.e. Y ∈ ξ c).
This sort of situation includes the univariate censoring model of [10] described in Section 1. For T = [0, 1]2, there is a
(0, 1]-valued random variable C such that ξ = [0, C]2 and so S = {[0, w]2 : 0 < w ≤ 1}. This is a common censoring
mechanism in medical studies involving two observations Y1 and Y2 on each test subject. Censoring of both variables occurs
at the time C when the subject is removed from the study (see Fig. 3).
Again assuming T = [0, 1]2, another example of this sort of set-up would occur with radar or sensor readings, where the
observable region is a quarter circle (see Fig. 4). Now we have S = {{t ∈ T : ‖t‖ ≤ r} : 0 < r ≤ 1}where ‖ · ‖ denotes the
usual Euclidean norm and r the range of the sensor.
Assumption 3.1. S is an increasing class of lower layers inK such that
• T ∈ S
• µ(∂S) = P[Y ∈ ∂S] = 0 ∀S ∈ S (∂(·) denotes the boundary of a set.)
• There exists a strictly increasing map α : [0, 1] → S ∪ {0}, continuous in the Hausdorff metric, such that α(0) = {0}
and α(1) = T (For subsets C and D of a metric space, the Hausdorff distance is defined as
h(C,D) = sup
x∈C
d(x,D) ∨ sup
x∈D
d(x, C)).
It is easy to see that when T = [0, 1]2, the two examples given at the beginning of this section satisfy Assumption 3.1. In
the case that ξ is a square, α(w) := [0, w]2, and if ξ is a quarter circle, α(w) := {t ∈ T : ‖t‖ ≤ w}.
It is our intention to estimate the distribution function µ using (4), but we can no longer observe Pˆn(t ∈ ξ) =
1
n
∑n
i=1 I{t∈ξi}. To define an observable estimate of P(t ∈ ξ), we will transform our T - and S-valued observations into
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Fig. 3. Univariate censoring, an example of ordered censoring.
Fig. 4. Projections of Y and ξ .
appropriate one-dimensional data sets, and then use conventional one-dimensional methods to produce the desired
estimator. This will be done via the map α, which will parametrize both the random sets ξ and the jump points Y .
Let ξαi = α−1(ξi) and consider themap α˜ : T → [0, 1] defined by α˜(t) := inf{u : t ∈ α(u)}. We define the artificial jump
points α˜(Yi) on [0, 1]. We now have projected both the random sets ξi and the T -valued random variables Yi onto [0, 1]. As
a technicality, we must show that both ξαi and α˜(Yi) are random variables.
Lemma 3.2. Let Y be a T-valued random variable and ξ a measurable random set taking its values in S. Then both ξα and α˜(Y )
are random variables taking their values in [0, 1]. The distribution function of α˜(Y ) is continuous.
Proof. We begin with ξα . Forw = 0, {ξα = 0} = ∅ and forw ∈ (0, 1], {ξα ≤ w} = {ξ ⊆ α(w)} ∈ F by Lemma 3.4 of [3].
Therefore, measurability of ξα follows. Next, {α˜(Y ) ≤ w} = {Y ∈ α(w)} ∈ F , as required. Continuity of the distribution of
α˜(Y ) follows from the assumption that µ(∂S) = 0 ∀S ∈ S. 
Once again, when T = [0, 1]2 our two examples easily illustrate this point. In the first example, if ξ = [0, C]2, we have
ξα = C and α˜(Y ) = α˜((Y1, Y2)) = max(Y1, Y2). In the second example, when ξ = {t ∈ T : ‖t‖ ≤ w}, ξα = w and
α˜(Y ) = ‖Y‖ = (Y 21 + Y 22 )1/2 (see Fig. 4).
Note that α˜(t) ≤ ξαi ⇔ t ∈ α(ξαi ) ⇔ t ∈ ξi; in particular, {α˜(Yi) ≤ ξαi } = {Yi ∈ ξi}, so in fact the artificial jump
points α˜(Yi) are right censored by ξαi and are observable whenever the actual jump points Yi are observable, and vice versa.
Now, we switch the roles of α˜(Yi) and ξαi and consider the former as the censoring variable and the latter as the variable of
interest. Denote the survival function of ξα by Sξα . Then we have P(t ∈ ξ) = P(α˜(t) ≤ ξα) = Sξα (α˜(t)), so an estimate of
this survival function will give us the required estimate of P(t ∈ ξ). Since the ξαi ’s are unidimensional random variables, we
can use the usual Kaplan–Meier estimator (cf. [13] or [14]), given by
Sˆ(n)ξα (w) =
∏
i:ξαi ∧α˜(Yi)≤w
1− I{ξαi ≤α˜(Yi)}n∑
j=1
I{ξαj ∧α˜(Yj)≥ξαi }
 .
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Let
Pˆ (n)α (t ∈ ξ) := Sˆ(n)ξα (α˜(t)) (6)
denote the estimator of P(t ∈ ξ). We can plug (6) into Eq. (4) to obtain the estimator
µˆ(n)α (A) =
∫
A
1
Sˆ(n)ξα (α˜(t))
ˆ˜µn(dt) = 1n
∑
{i:Yi∈A∩ξi}
(Sˆ(n)ξα (α˜(Yi)))
−1, A ∈ B. (7)
In the univariate censoring model considered in [7] where ξ = [0, C]2, Lu and Burke propose various estimators for the
survival function of C . One of their resulting estimates for the distribution function F of Y can be viewed as a particular case
of (7) above.
4. Asymptotics
In this section we consider the asymptotics for the estimators proposed in the preceding section when the underlying
space is a compact subset of d-dimensional Euclidean space. Henceforth, for clarity of exposition, we shall assume that
T = [0, 1]2, but all results are true for any dimension d.
We will need two mild assumptions regarding the distribution of ξ :
Assumption 4.1. For all s, t ∈ T , P(s ∈ ξ)−P(s, t ∈ ξ) ≤ K‖s− t‖, where K is a constant and ‖ ·‖ denotes Euclidean norm.
Assumption 4.2. P(t ∈ ξ) is continuous in t ∈ T and there exists  > 0 such that P(t ∈ ξ) >  for every t ∈ T . In addition,
the function 1/p(·) is of bounded variation on T , where p(·) := P(· ∈ ξ).
The preceding assumptions are not overly restrictive and in a sense, quite natural. Indeed, Assumption 4.2 implies any
point has a positive probability of being uncensored, and then given that a point is uncensored, Assumption 4.1 implies
that it is likely that nearby points are uncensored as well. Since 1/p(·) is bounded, it will be of bounded variation if p(·)
is continuously differentiable with bounded partial derivatives. In particular, in the case that ξ = [0, C]2, Assumption 4.1
is equivalent to the assumption that the distribution function of C is Lipschitz of order 1. Assumption 4.2 requires that
P(C ≤ 1) < 1 (otherwise, just as in univariate survival analysis, we must restrict our estimator to sets [0, τ ]2 for any τ < 1
such that P(C ≤ τ) < 1), and it is sufficient that the distribution of C be differentiable.
Throughout this section, we will make extensive use of the following notation. If X is an arbitrary set, then the Banach
space l∞(X) is the set of all functions f : X → R that are bounded uniformly and equipped with the uniform norm
‖f ‖u = supx |f (x)|. For d ≥ 1, C[0, 1]d denotes the continuous functions on [0, 1]d, and D[0, 1]d is the Banach space of
all functions f : [0, 1]d → R continuous from the upper right quadrant and with limits from the other quadrants. Both
C[0, 1]d and D[0, 1]d are equipped with the uniform norm. Finally, BVM [0, 1]d denotes the space of all functions in D[0, 1]d
with total variation bounded byM . Products of these spaces will always be equipped with a product norm. Convergence in
distribution is denoted by ‘⇒’ and convergence in probability by ‘→P ’.
The central limit theorems will be proven using the functional delta-method; for details we refer the reader to [14]. We
will require the following lemma to show the required differentiability of the maps used to construct our estimators. It is
a two-dimensional version of Lemma 3.9.17 in [14] and since the proof is similar, it will be omitted. Details may be found
in [8].
Lemma 4.3. For each fixed M, the maps φ : l∞[0, 1]2 × BVM [0, 1]2 → R and ψ : l∞[0, 1]2 × BVM [0, 1]2 → D[0, 1]2,
φ(a, b) :=
∫
(0,1]2
adb, ψ(a, b)(t) :=
∫
(0,t]
adb (8)
are Hadamard-differentiable tangentially to C[0, 1]2 × D[0, 1]2 at each (a, b) in l∞[0, 1]2 × BVM [0, 1]2 such that
∫ |da| <∞,
and the derivatives are given by
φ′a,b(α, β) =
∫
adβ +
∫
αdb, ψ ′a,b(α, β)(t) =
∫
(0,t]
adβ +
∫
(0,t]
αdb,
where
∫
adβ is defined via the two-dimensional integration by parts formula found in Theorem 8.8 of [15] if β is not of bounded
variation. (For t = (t1, t2) ∈ [0, 1]2, (0, t] = (0, t1] × (0, t2].)
4.1. Observable censoring
In order to consider the asymptotic behaviour of µˆ(n) (see (5)), our estimator in the case of observable censoring, we will
need the following two lemmas.
Lemma 4.4. Define the process Gn(t) := 1√n (N (n)
ξ
At − E(N (n)
ξ
At )), where At = [0, t], t ∈ [0, 1]2. Then Gn ⇒ Γ in l∞[0, 1]2,
where Γ is a tight mean-zero Gaussian process on D[0, 1]2.
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Proof. Observe that Gn(t) = 1√n
∑n
i=1(I{Yi∈At∩ξi} − P(Y ∈ At ∩ ξ)), and so the result follows from the usual functional CLT
for multivariate empirical processes applied to the subdistribution P(Y ∈ A· ∩ ξ). 
Recall that Kn(t) = nPˆn(t ∈ ξ) =∑ni=1 I{t∈ξi}.
Lemma 4.5. Under Assumptions 4.1 and 4.2, the sequence of processes 1√n [Kn(t) − E(Kn(t))] converges in distribution in
l∞[0, 1]2 to a tight Gaussian processΛ taking its values in C[0, 1]2.
Proof. We begin with the observation that Assumption 4.1 implies E|I{t∈ξ} − I{s∈ξ}| ≤ P(t ∈ ξ, s ∈ ξ c) + P(t ∈ ξ c, s ∈
ξ) ≤ K‖t − s‖, where K is some constant. Using the same argument as in the proof of Lemma 4.8 of [1], we see that this
particular condition implies the convergence in distribution of the process 1√n [Kn(t)− E(Kn(t))] to a tight Gaussian process
Λ on l∞[0, 1]2. It remains to show that the limiting process is continuous.
Let
Bn(t) := 1√n [Kn(t)− E(Kn(t))]. (9)
We have, for a constant K , that
E|Bn(s)− Bn(t)|2 = P(s ∈ ξ)+ P(t ∈ ξ)− 2P(s, t ∈ ξ)− [P(s ∈ ξ)− P(t ∈ ξ)]2
≤ [P(s ∈ ξ)− P(s, t ∈ ξ)] + [P(t ∈ ξ)− P(s, t ∈ ξ)]
≤ K‖s− t‖.
Continuity ofΛ follows immediately (cf. [14], pg. 41). 
We can state the functional central limit theorem for the process
σ (n)· :=
√
n(µˆ(n)(A·)− µ(A·)),
where At = [0, t] for t ∈ T = [0, 1]2.
Theorem 4.6. Under Assumptions 4.1 and 4.2, σ (n) ⇒ Q in l∞[0, 1]2, where Q is a mean-zero Gaussian process such that for
t ∈ T ,
Qt =
∫
[0,t]
Γ (du)
P(u ∈ ξ) −
∫
[0,t]
Λ(u)
P(u ∈ ξ)µ(du),
and where Γ and Λ are the processes defined in Lemmas 4.4 and 4.5 respectively. The first integral is defined via integration by
parts if Γ is of unbounded variation.
Proof. From Lemma 4.4 we know that the process 1√n [N (n)A·
ξ − E(N (n)A·
ξ
)] ⇒ Γ , where Γ is a Gaussian process on D[0, 1]2.
Moreover, Lemma4.5 gives us the convergence in distribution of 1√n [Kn(t)−E(Kn(t))] to a tight continuous Gaussian process
Λ on l∞[0, 1]2. Then we have that
1√
n
[(Kn(·),N (n)ξA·)− (E(Kn(·)), E(N (n)
ξ
A·))] ⇒ (Λ,Γ )
on l∞[0, 1]2 × D[0, 1]2, where (Λ,Γ ) is a Gaussian process on C[0, 1]2 × D[0, 1]2. Note that µˆ(n) depends on the pair(
Kn
n ,
N(n)
ξ
n
)
through the composition map
(a, b) −→
(
1
a
, b
)
−→
∫
1
a
db, (10)
and we also know by Lemma 4.3 that this map is Hadamard-differentiable tangentially to C[0, 1]2×D[0, 1]2 on a domain of
the type
{
(a, b) : ∫ |db| ≤ M, a ≥ } for givenM and  > 0, at every point (a, b) such that 1/a is of bounded variation. The
pair
(
Kn
n ,
N(n)
ξ
n
)
is contained in this domain with probability tending to 1 forM ≥ 1 and  sufficiently small. The derivative
map is given by
(α, β) −→
∫
1
a
dβ −
∫
α
a2
db.
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Finally, apply the delta-method to conclude that σ (n)· =
√
n(µˆ(n)(A·)− µ(A·))⇒ Q·, where
Qt =
∫
[0,t]
Γ (du)
P(u ∈ ξ) −
∫
[0,t]
Λ(u)
(P(u ∈ ξ))2 dP(Y ∈ Au ∩ ξ)
=
∫
[0,t]
Γ (du)
P(u ∈ ξ) −
∫
[0,t]
Λ(u)
(P(u ∈ ξ))2 µ˜(du)
=
∫
[0,t]
Γ (du)
P(u ∈ ξ) −
∫
[0,t]
Λ(u)
P(u ∈ ξ)µ(du)
is again Gaussian. As in Lemma 4.3, the first term in the limiting process has to be defined by integration by parts, since Γ
may not be of bounded variation. 
Remark 4.7. Given the way we have set up our estimator for the distribution function, it is entirely possible that µˆ(n)(At)
gives a value greater than 1. Instead, we could opt for a scaled version of µˆ(n). Define
µˇ(n)(At) := µˆ
(n)(At)
µˆ(n)(A(1,1))
,
and note that Theorem 4.6 implies that µˆ(n)(A(1,1))→P µ(A(1,1)) = 1. Then the new estimator µˇ(n) preserves all the
properties of µˆ(n), with the added bonus of being properly scaled.
The next lemma will allow us to compute the asymptotic variance of the limiting Gaussian process Q in the preceding
theorem and also to prove a CLT for µˆ(n)(A) for arbitrary Borel sets. Note that the definition of the process σ (n) must now be
extended to sets.
Lemma 4.8. For A ∈ B , define σ (n)(A) := √n(µˆ(n)(A)− µ(A)). Then
σ (n)(A) = σ˜ (n)(A)+ op(1) (11)
where
σ˜ (n)(A) = 1√
n
(∫
A
1
P(s ∈ ξ)N
(n)ξ (ds)−
∫
A
Kn(s)
P(s ∈ ξ)µ(ds)
)
= 1√
n
[
n∑
i=1
(
I{Yi∈A∩ξi}
P(Yi ∈ ξ |Yi) −
∫
A
I{s∈ξi}
P(s ∈ ξ)µ(ds)
)]
. (12)
Remark 4.9. Caremust be taken to distinguish between the expressions P(Y ∈ ξ) and P(Y ∈ ξ |Y ); in fact, if P(s ∈ ξ) = p(s),
then P(Y ∈ ξ |Y ) = p(Y ), while
P(Y ∈ ξ) =
∫
T
P(Y ∈ ξ |Y = s)µ(ds) =
∫
T
p(s)µ(ds).
Proof of Lemma 4.8. We will rewrite the process σ (n)(A) = √n(µˆ(n)(A) − µ(A)) in a way that better suits our purposes.
We have that, for A ∈ B,
σ (n)(A) = √n(µˆ(n)(A)− µ(A))
= √n
(∫
A
1
Pˆn(s ∈ ξ)
ˆ˜µn(ds)−
∫
A
µ(ds)
)
=
∫
A
1
Pˆn(s ∈ ξ)
(√
n[ ˆ˜µn(ds)− µ˜(ds)]
)
(13)
+√n
(∫
A
1
Pˆn(s ∈ ξ)
µ˜(ds)−
∫
A
µ(ds)
)
; (14)
we will deal with (13) and (14) separately. First,
(13) =
∫
A
√
n
(
P(s ∈ ξ)− Pˆn(s ∈ ξ)
)
Pˆn(s ∈ ξ)P(s ∈ ξ)
( ˆ˜µn(ds)− µ˜(ds)) (15)
+
∫
A
1
P(s ∈ ξ)
(√
n[ ˆ˜µn(ds)− µ˜(ds)]
)
, (16)
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while
(14) =
∫
A
√
n
(
P(s ∈ ξ)− Pˆn(s ∈ ξ)
)
P2(s ∈ ξ) µ˜(ds) (17)
+
∫
A
√
n
(
P(s ∈ ξ)− Pˆn(s ∈ ξ)
)
P2(s ∈ ξ)
(
P(s ∈ ξ)
Pˆn(s ∈ ξ)
− 1
)
µ˜(ds). (18)
But notice that since
√
n(P(s ∈ ξ)− Pˆn(s ∈ ξ)) converges to a continuous process (cf. Lemma 4.5) and ( ˆ˜µn(A)− µ˜(A))→P 0
for every A ∈ B, (15)→P 0 by the exact same reasoning as for equation (29) in [2], while
(18) ≤ sup
s∈A
√
n|P(s ∈ ξ)− Pˆn(s ∈ ξ)| sup
s∈A
∣∣∣∣ P(s ∈ ξ)Pˆn(s ∈ ξ) − 1
∣∣∣∣ sup
s∈A
(
1
P2(s ∈ ξ)
)
µ˜(A),
which converges to 0 in probability since
sup
s∈A
∣∣∣∣ P(s ∈ ξ)Pˆn(s ∈ ξ) − 1
∣∣∣∣ ≤ sup
s∈A
|P(s ∈ ξ)− Pˆn(s ∈ ξ)| sup
s∈A
1
Pˆn(s ∈ ξ)
→P 0
by Lemma 4.5. These two facts, along with the relations ˆ˜µ(n)(A) = 1nN (n)A
ξ
, Kn(t) = nPˆn(t ∈ ξ) and Eq. (2), yield
σ (n)(A) = (16)+ (17)+ op(1)
= 1√
n
(∫
A
1
P(s ∈ ξ)N
(n)ξ (ds)−
∫
A
Kn(s)
P(s ∈ ξ)µ(ds)
)
+ op(1)
= 1√
n
[
n∑
i=1
(
I{Yi∈A∩ξi}
P(Yi ∈ ξ |Yi) −
∫
A
I{s∈ξi}
P(s ∈ ξ)µ(ds)
)]
+ op(1)
= σ˜ (n)(A)+ op(1). 
Remark 4.10. Since Eqs. (11) and (12) tell us that σ (n)(A) is asymptotically equivalent to a sum of i.i.d. random variables,
the usual multivariate CLT proves convergence of the finite-dimensional distributions of σ (n)t in Theorem 4.6; however the
question of tightness would still need to be addressed for the functional CLT. For this reason, we found the delta-method
a more elegant approach, and it will be seen that it also justifies the use of bootstrapping techniques. On the other hand,
we now have a CLT for σ (n)(A) for arbitrary A ∈ B, and this approach can also be used on more general spaces as in [2].
Furthermore, we can use Eq. (12) to calculate the limiting covariance structure in our CLT’s. These points are summarized
in the following corollaries.
Corollary 4.11. For any A ∈ B , σ (n)(A) converges to a mean-zero normal random variable Q (A).
Proof. The only thing left to show is that E[σ˜ (n)(A)] = 0. Indeed, since Y and ξ are independent, conditioning on Y gives
us
1√
n
E[σ˜ (n)(A)] = √nE
[
I{Y∈A}I{Y∈ξ}
P(Y ∈ ξ |Y ) −
∫
A
I{s∈ξ}
P(s ∈ ξ)µ(ds)
]
= √nE
[
E
(
I{Y∈A}I{Y∈ξ}
P(Y ∈ ξ |Y ) −
∫
A
I{s∈ξ}
P(s ∈ ξ)µ(ds)
∣∣∣∣ Y)]
= √nE
[
I{Y∈A}
P(Y ∈ ξ |Y )P(Y ∈ ξ |Y )−
∫
A
P(s ∈ ξ)
P(s ∈ ξ)µ(ds)
]
= √n [P(Y ∈ A)− µ(A)]
= 0. 
Corollary 4.12. Let A, B ∈ B . The covariance structure of the limiting process Q of Theorem 4.6 or Corollary 4.11 is given
by
Cov(Q (A),Q (B)) =
∫
A∩B
1
P(u ∈ ξ)µ(du)−
∫
A
∫
B
P(u, v ∈ ξ)
P(u ∈ ξ)P(v ∈ ξ)µ(dv)µ(du). (19)
Proof. The groundwork for the proof was laid in Remark 4.10. Since the covariance structure of Q is equal to that of σ˜ (n),
we have
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Cov(Q (A),Q (B)) = Cov(σ˜ (n)(A), σ˜ (n)(B))
= E
[
1√
n
n∑
i=1
(
I{Yi∈A∩ξi}
P(Yi ∈ ξ |Yi) −
∫
A
I{u∈ξi}
P(u ∈ ξ)µ(du)
)
× 1√
n
n∑
j=1
( I{Yj∈B∩ξj}
P(Yj ∈ ξ |Yj) −
∫
B
I{v∈ξj}
P(v ∈ ξ)µ(dv)
)]
. (20)
By independence, we obtain
(20) = E
[
I{Y∈A∩B∩ξ}
P2(Y ∈ ξ |Y ) −
I{Y∈A∩ξ}
P(Y ∈ ξ |Y )
∫
B
I{v∈ξ}
P(v ∈ ξ)µ(dv)
− I{Y∈B∩ξ}
P(Y ∈ ξ |Y )
∫
A
I{u∈ξ}
P(u ∈ ξ)µ(du)
]
+
∫
A
∫
B
P(u, v ∈ ξ)
P(u ∈ ξ)P(v ∈ ξ)µ(dv)µ(du).
Once again, conditioning on Y gives us
E
[
I{Y∈A∩B∩ξ}
P2(Y ∈ ξ |Y )
]
= E
[
I{Y∈A∩B}P(Y ∈ ξ |Y )
P2(Y ∈ ξ |Y )
]
=
∫
A∩B
1
P(u ∈ ξ)µ(du)
and
E
[
I{Y∈A∩ξ}
P(Y ∈ ξ |Y )
∫
B
I{v∈ξ}
P(v ∈ ξ)µ(dv)
]
= E
[
I{Y∈A}
P(Y ∈ ξ |Y )E
(
I{Y∈ξ}
∫
B
I{v∈ξ}
P(v ∈ ξ)µ(dv)
∣∣∣∣ Y)]
= E
[
I{Y∈A}
P(Y ∈ ξ |Y )
∫
B
P(Y , v ∈ ξ |Y )
P(v ∈ ξ) µ(dv)
]
=
∫
A
∫
B
1
P(u ∈ ξ) ·
P(u, v ∈ ξ)
P(v ∈ ξ) µ(dv)µ(du).
Likewise,
E
[
I{Y∈B∩ξ}
P(Y ∈ ξ |Y )
∫
A
I{u∈ξ}
P(u ∈ ξ)µ(du)
]
=
∫
A
∫
B
P(u, v ∈ ξ)
P(u ∈ ξ)P(v ∈ ξ)µ(dv)µ(du)
and the result is immediate. 
4.2. Ordered censoring
The next problem is to consider the asymptotic behaviour of µˆ(n)α (see (7)), the estimator in the case of ordered censoring.
Let σ (n)α be the process defined by
σ (n)α (·) :=
√
n(µˆ(n)α (A·)− µ(A·)).
Theorem 4.13. Assume that ξ takes its values in a class S satisfying Assumption 3.1. Under Assumption 4.2, σ (n)α ⇒ ∆ in
l∞[0, τ ]2 for τ such that P(ξα ∧ α˜(Y ) ≥ τ) > 0, where∆ is a mean-zero Gaussian process.
Proof. The proof, as expected, is very similar to that of Theorem 4.6. Define the one-dimensional processes
N (n)
ξα
(w) =
n∑
i=1
I{ξαi ≤w}I{ξαi ≤α˜(Yi)}
Z ξ
α
n (w) =
n∑
i=1
I{ξαi ≥w}I{α˜(Yi)≥w} =
n∑
i=1
I{ξαi ∧α˜(Yi)≥w}.
By the usual empirical central limit theorems (cf. Lemma 4.4 and [14] Example 3.9.19),
1√
n
[(
Z ξ
α
n ,N
(n)ξ
α
,N (n)
ξ
)
− E
(
Z ξ
α
n ,N
(n)ξ
α
,N (n)
ξ
)]
converges in (D[0, 1])2 × D[0, 1]2 to a continuous mean-zero Gaussian process. Consider the composition map(
Z ξ
α
n
n
,
N (n)
ξα
n
,
N (n)ξ
n
)
−→
(
Hˆ(n)ξα ,
N (n)ξ
n
)
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−→
(
Sˆ(n)ξα ,
N (n)ξ
n
)
−→
(
1
Sˆ(n)ξα
,
N (n)ξ
n
)
−→
∫
d ˆ˜µn(t)
Sˆ(n)ξα (α˜(t))
= µˆ(n)α , (21)
where Hˆ(n)ξα denotes the classical Nelson–Aalen estimator (cf. [13] or [14]) for the cumulative hazard functionHξα of the ξ
α
i ’s.
The first map of the composition is Hadamard-differentiable on a domain of the type
{
(a, b, c) : ∫ |db| ≤ M1, a ≥ 1} for
given M1 and 1 > 0, at every point (a, b, c) such that 1/a is of bounded variation (cf. [14], Example 3.9.19); the second
map is Hadamard-differentiable as long as
∫ |dHˆ(n)ξα | ≤ M2 for some constant M2 (cf. [14], Section 3.9.4.5), while the last
two maps taken together are actually map (10), which we already know is Hadamard-differentiable on a domain of the
type
{
(a, b) : ∫ |db| ≤ M3, a ≥ 3} for given M3 and 3 > 0, at every point (a, b) such that 1/a is of bounded variation.
By taking w ∈ [0, τ ] for τ such that P(ξα ∧ α˜(Y ) ≥ τ) > 0,
(
Zξ
α
n
n ,
N(n)
ξα
n ,
N(n)
ξ
n
)
is contained in the first domain with
probability tending to 1 for M1 ≥ 1 and 1 sufficiently small. On the other hand, it is also enough to take w ∈ [0, τ ] for
τ such that P(ξα ≥ τ) > 0 to ensure that
(
Hˆ(n)ξα ,
N(n)
ξ
n
)
and
(
Sˆ(n)ξα ,
N(n)
ξ
n
)
are contained in the second and last domains,
respectively, with probability tending to 1 for M2 > Hξα (τ ) and M3 ≥ 1 and 3 sufficiently small: indeed, since Z ξαn is
decreasing, we have that infw≤τ Z
ξα
n (w) = Z ξαn (τ )→P∞, so condition 4.1.10 in [16] is satisfied, which in turn implies that
supw≤τ |Hˆ(n)ξα (w)−Hξα (w)|→P 0 and supw≤τ |Sˆ(n)ξα (w)−Sξα (w)|→P 0 (cf. [16], Theorems IV.1.1 and IV.3.1). From this point,
apply the delta-method to get the conclusion. 
The covariance of∆ is given in the following theorem; the proof may be found in Appendix.
Theorem 4.14. Let α˜(t) ≤ τ . Let Hξα denote the cumulative hazard function of the ξαi ’s and assume it is continuous. The
covariance structure of the limiting process∆ of Theorem 4.13 is given by
Cov(∆t ,∆v) =
∫
At∩Av
1
P(u ∈ ξ)µ(du)− (µ(At)µ(Av))−
∫ α˜(t)∧α˜(v)
0
Lt(s)Lv(s)
P(ξα ≥ s)P(α˜(Y ) ≥ s)dHξα (s), (22)
where t, v ∈ [0, τ ]2 and Lt(s) := E(I{Y∈At }I{s<α˜(Y )}) = P(Y ∈ At \ α(s)).
In [7], Lu and Burke were able to find a consistent estimator of Var(∆t) at a fixed point t , and they used it to arrive at
confidence bounds for µ(At). We take a different approach in the examples and applications in the next section, since we
will bemaking use of the functional Theorem 4.13 and bootstrappingmethods to find uniform confidence bands and critical
values for our test statistics.
5. Applications
With the asymptotic properties of our estimators of µ established, we can now focus on some applications. We will
consider a random variable Y (with distribution µ) taking its values in a compact subset of R2+ and so without loss of
generality we will assume that T = [0, 1]2. We will consider three examples: first, we show the validity of bootstrapping
techniques and construct uniform confidence bands forµ(A·); second,we develop a test of independence of the components
(Y1, Y2) of Y ; third, we consider copula estimation. Each of the examples will be considered in the context of our two
censoring mechanisms.
5.1. Observable censoring
In this subsection, we assume that the random sets ξ are fully observed, and will make use of the estimator µˆ(n) (see (5)).
Example 5.1 (Bootstrapping and Confidence Bands). We first show that bootstrapping techniques are valid for the estimator
µˆ(n)(A·). We begin by supposing that we can completely observe the pairs (Yi, ξi). Define the class of functions G1 =
{g1t : t ∈ T }, where g1t (Yi, ξi) := I{Yi∈At }I{Yi∈ξi}, and define G2 = {g2t : t ∈ T }, where g2t (Yi, ξi) := I{t∈ξi}. The proof of
Theorem 4.6 showed that, as a pair, (G1,G2) is a Donsker class. Moreover, both classes have finite envelope functions since
they only include indicator functions. We also know that the composition map (10) is Hadamard-differentiable tangentially
to C[0, 1]2×BVM [0, 1]2 on a certain domain, so if µ¨(n) denotes the bootstrapped version of µˆ(n), we can apply Theorem3.9.11
in [14] to get the conditional convergence given (Yi, ξi) of
√
n(µ¨(n)(A·)− µˆ(n)(A·)) to the same limiting Gaussian process Q
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of Theorem 4.6. In particular,
sup
t∈T
√
n
∣∣µ¨(n)(At)− µˆ(n)(At)∣∣ (23)
converges conditionally in outer probability to supt∈T |Qt |.
At this point we observe that our estimator depends only on the indicators pi = I{t∈ξi} and qi = I{Yi∈At }I{Yi∈ξi}, so we can
in fact bootstrap directly from the observed values pi and qi and obtain the same estimators, which allows us to drop the
assumption of complete observability. Then we can bootstrap from (pi, qi) jointly and find cα so that (1 − α)100% of the
absolute values of (23) fall below cα , which would give us (1− α)100% uniform confidence bands for µ(At):
P[µˆ(n)(At)− cα ≤ µ(At) ≤ µˆ(n)(At)+ cα, ∀t ∈ T ] ≈ 1− α.
Example 5.2 (Test of Independence). Ifµ is the joint distribution of the random variable Y = (Y1, Y2) defined on T = [0, 1]2,
denote the marginal distributions by µ1 and µ2 respectively. We will use our estimator µˆ(n) to develop a test of the
hypothesis that Y1 and Y2 are independent.
For ease of notation, denote µ(At) = µ(t) = µ(t1, t2), µˆ(n)(At) = µˆ(n)(t1, t2) for any t = (t1, t2) ∈ T , and
µ1(t1) = µ1([0, t1]), etc. Define the process U (n)(t1, t2) = n1/2(µˆ(n)(t1, t2) − µˆ(n)1 (t1)µˆ(n)2 (t2)), where µˆ(n)1 (t1) =
µˆ(n)(t1, 1) and µˆ
(n)
2 (t2) = µˆ(n)(1, t2) are the estimators of the marginals µ1 and µ2 respectively. Note that sometimes
the data structure makes it possible to use an estimate that employs more data points for the marginals; for example,
the pregnancy/tuberculosis case allows us to estimate the marginal distribution of the pregnancy times via the empirical
distribution, since those observations are not censored at all. However, µˆ(n)1 and µˆ
(n)
2 work in all cases.
For (t1, t2) ∈ T and Q the limiting Gaussian process of Theorem 4.6, let Q 1t1 := Q(t1,1) and Q 2t2 := Q(1,t2), and so we have
by Theorem 4.6 that n1/2(µˆ(n)1 − µ1)(·)⇒ Q 1· and n1/2(µˆ(n)2 − µ2)(·)⇒ Q 2· . Then, we have that
n1/2
(
µˆ(n) − µˆ(n)1 µˆ(n)2 − (µ− µ1µ2)
)
= n1/2(µˆ(n) − µ)− n1/2(µˆ(n)1 − µ1)(µˆ(n)2 − µ2)
− n1/2(µˆ(n)1 − µ1)µ2 − n1/2(µˆ(n)2 − µ2)µ1,
converges weakly to Q − µ2Q 1 − µ1Q 2, a mean-zero Gaussian process.
Our discussion of bootstrapping in Example 5.1 still applies. Therefore, if µ¨(n), µ¨(n)1 , µ¨
(n)
2 denote the bootstrapped versions
of the joint and marginal estimators of the distribution, respectively, we have that
sup
t≤(1,1)
∣∣∣n1/2 [µ¨(n)(t1, t2)− µ¨(n)1 (t1)µ¨(n)2 (t2)− (µˆ(n)(t1, t2)− µˆ(n)1 (t1)µˆ(n)2 (t2))]∣∣∣ (24)
converges conditionally in outer probability to the sup of the absolute value of the Gaussian process Q − µ2Q 1 − µ1Q 2 on
[0, 1]2. Then we can bootstrap to find cα so that (1− α)100% of the absolute values of (24) fall below cα , which would give
us (1− α)100% uniform confidence bands for the difference µ− µ1µ2.
For a test of independenceH◦ : µ = µ1µ2 vs.H1 : µ 6= µ1µ2, we rejectH◦ if supt∈T n1/2|µˆ(n)(t1, t2)−µˆ(n)1 (t1)µˆ(n)2 (t2)| >
cα . Note that the test is consistent: under H1, the test statistic above converges to∞ in probability.
Example 5.3 (Copula Estimation). Consider a sequence (Yi) of i.i.d. bivariate random vectors with absolutely continuous
distribution µ and marginals µ1, µ2. Denote the corresponding cumulative distribution functions by F , F1 and F2,
respectively. For t = (t1, t2) ∈ [0, 1]2, let C(t) = F(F−11 (t1), F−12 (t2)) denote the copula associated with F . We will use
our estimator µˆ(n) to construct an estimate of the copula itself.
Define Cˆ (n)(t) = µˆ(n)(µˆ(n)−1 (t1), µˆ(n)−2 (t2)), where µˆ(n)−1 and µˆ(n)−2 denote the quantiles of the marginal estimators µˆ(n)1
and µˆ(n)2 respectively. Cˆ
(n) is the desired estimator for the copula, and note that it depends only on the pair (Kn,N (n)
ξ
).
Moreover, indexing all processes by T = [0, 1]2, the composition map
(Kn,N (n)
ξ
)
φ1−→ µˆ(n)
φ2−→ (µˆ(n), µˆ(n)1 , µˆ(n)2 )
φ3−→ (µˆ(n), µˆ(n)−1 , µˆ(n)−2 )
φ4−→ µˆ(n)(µˆ(n)−1 , µˆ(n)−2 )
is Hadamard-differentiable tangentially to C[0, 1]2×BVM [0, 1]2 on a domain analogous tomap (10): themap φ1 was shown
to be Hadamard-differentiable in the proof of Theorem 4.6, φ2 is also Hadamard-differentiable because of the definition of
µˆ
(n)
1 and µˆ
(n)
2 , and φ3 and φ4 are Hadamard-differentiable by Example 3.9.24 and Lemma 3.9.25, respectively, in [14]. Then,
the delta-method guarantees that the process Wn := √n(Cˆ (n)(·) − C(·)) converges in l∞[0, 1]2 to a mean-zero Gaussian
limitW .
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All the remarks concerning bootstrapping for the statistic U (n) in Example 5.1 are still valid in this case: like µˆ(n), Cˆ (n)
depends only on (Kn,N (n)
ξ
) through a Hadamard-differentiable composition, so Theorem 3.9.11 in [14] guarantees the
conditional convergence given (Yi, ξi) of the bootstrapped process to the sameGaussian limitW . Uniform confidence bounds
for C(·) can now easily be constructed.
5.2. Ordered censoring
We now turn our attention to ordered censoring and assume that the random sets ξ take their values in S, a totally
ordered set of lower layers in T = [0, 1]2 that satisfies Assumption 3.1, and we will make use of the estimator µˆ(n)α (see (7)).
Example 5.4 (Bootstrapping and Confidence Bands). When bootstrapping the estimator µˆ(n)α , there are more factors to
consider, although the principles remain the same. With the T -indexed processes
N (n)
ξα
(α˜(t)) =
n∑
i=1
I{ξαi ≤α˜(t)}I{ξαi ≤α˜(Yi)} =
n∑
i=1
I{t 6∈ξi}I{Yi 6∈ξi}
Z ξ
α
n (α˜(t)) =
n∑
i=1
I{ξαi ≥α˜(t)}I{α˜(t)≤α˜(Yi)} =
n∑
i=1
I{t∈ξi}I{α˜(t)≤α˜(Yi)}
in mind, define both G3 = {g3t : t ∈ T }, G4 = {g4t : t ∈ T }, where g3t (Yi, ξi) := I{t∈ξi}I{α˜(t)≤α˜(Yi)} and g4t (Yi, ξi) := I{t 6∈ξi}I{Yi 6∈ξi},
and recall the class of functions G1 = {g1t : t ∈ T }, where g1t (Yi, ξi) := I{Yi∈At }I{Yi∈ξi}. As already noted in the proof of
Theorem 4.13, taken together (G3,G4,G1) is a Donsker class. These classes have finite envelope functions because they
include indicator functions only. Assuming complete observability of the pairs (Yi, ξi) for a moment, we note that the
composition map (21) is Hadamard-differentiable on the domain described in the proof of Theorem 4.13, so we again apply
Theorem 3.9.11 in [14] to get the conditional convergence given (Yi, ξi) of the bootstrapped process to the Gaussian process
∆ of Theorem 4.13. Of course, once again we can remove the assumption of complete observability because our estimate
µˆ(n)α depends only on the indicators qi = I{Yi∈At }I{Yi∈ξi}, ri = I{t∈ξi}I{α˜(t)≤α˜(Yi)} and si = I{t 6∈ξi}I{Yi 6∈ξi}, so we can in fact bootstrap
directly from the observed values qi, ri and si.
In exactly the sameway as beforewe can construct uniform confidence bounds forµ(At), but now these bounds are valid
only for t ∈ [0, τ ]2 for τ such that P(ξα ∧ α˜(Y ) ≥ τ) > 0.
Example 5.5 (Test of Independence). We can set up a test of independence by replacing the estimate µˆ(n) with µˆ(n)α in the
test of Section 3.1. Then the process used to define the test statistic becomes n1/2(µˆ(n)α − µˆ(n)α,1µˆ(n)α,2), provided that we can
find suitable estimators of the marginalsµ1 andµ2. Care must be taken here since we cannot use µˆ
(n)
α,1(t1) = µˆ(n)α (t1, 1) and
µˆ
(n)
α,2(t2) = µˆ(n)α (1, t2) as our estimators. The reason for this is that the estimate µˆ(n)α is only valid on [0, τ ]2, whereas µˆ(n)
did not have that restriction. We could get a different estimate for the marginals, for example, when the data structure is as
described by Lu and Burke in [7]: the sequence of i.i.d. random vectors (Y11, Y12), . . . , (Yn1, Yn2) subjected to univariate right
censoring by the random variables C1, . . . , Cn, yielding the observations (Yi1 ∧ Ci, Yi2 ∧ Ci, I{Yi1≤Ci}, I{Yi2≤Ci}) for i = 1, . . . , n.
In this case, it is possible to use the one-dimensional Kaplan–Meier estimates for both marginals.
If the new marginal estimators µˆ(n)α,1, µˆ
(n)
α,2 converge weakly to mean-zero Gaussian processes ∆
1 and ∆2 – which is the
case if our data structure allows us to use the one-dimensional Kaplan–Meier estimators –,we can apply the same arguments
used in the previous test, with Theorem 4.13 replacing Theorem 4.6, to conclude that n1/2(µˆ(n)α − µˆ(n)α,1µˆ(n)α,2 − (µ− µ1µ2))
converges weakly to the mean-zero Gaussian process∆− µ2∆1 − µ1∆2, with∆ as in Theorem 4.13.
Bootstrapping remains valid if we have a data structure akin to Lu and Burke’s that allows us to obtain the
one-dimensional Kaplan–Meier estimates of the marginals. In addition to the classes G1,G3 and G4 discussed in the
preceding subsection, we also have to consider the classes comprised by functions of the type I{t1≤Ci}I{t1≤Yi1}, I{t2≤Ci}I{t2≤Yi2},
I{Yi1≤Ci}I{Yi1≤t1} and I{Yi2≤Ci}I{Yi2≤t2}, where t = (t1, t2). However, all these classes taken together are still jointly Donsker since
they converge to Gaussian limits (again, see Example 3.9.19 in [14]) and come from i.i.d. random vectors. The bootstrapped
estimator of µ has already been discussed. The bootstrapped versions of the marginals are constructed similarly by
using Efron’s procedure ([17]; this is also discussed briefly in [16], pp. 322–323). Therefore, if µ¨(n)α , µ¨
(n)
α,1, µ¨
(n)
α,2 denote the
bootstrapped versions of the joint and marginal estimators of the distribution, respectively, we have that
sup
t:α˜(t)≤τ
∣∣∣n1/2[µ¨(n)α (t1, t2)− µ¨(n)α,1(t1)µ¨(n)α,2(t2)− (µˆ(n)α (t1, t2)− µˆ(n)α,1(t1)µˆ(n)α,2(t2))]∣∣∣ (25)
converges conditionally in outer probability to the sup on [0, τ ]2 of the absolute value of the Gaussian process∆−µ2∆1−
µ1∆
2. Then we can bootstrap from (qi, ri, si) jointly and find cα so that (1−α)100% of the absolute values of (25) fall below
cα , which would give us (1− α)100% uniform confidence bands for the difference µ− µ1µ2.
For a test of independence H◦ : µ = µ1µ2 vs. H◦ : µ 6= µ1µ2 on [0, τ ]2, we reject H◦ if supt:α˜(t)≤τ n1/2|µˆ(n)α (t1, t2) −
µˆ
(n)
α,1(t1)µˆ
(n)
α,2(t2)| > cα .
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It is worthwhile noting that the situation in which ξ is a quarter circle is more complex, since when estimating the
marginals, many observations could be censored at 0. This would be the case whenever Y = (Y1, Y2) is censored by a set
ξ whose radius is less than 1. In this case, both Y1 and Y2 would be considered to be censored at 0 since neither could be
included in the at-risk set for any u > 0. Consequently, it could be preferable to use
sup
t∈[0,τ ]2
n1/2
∣∣µˆ(n)α (t1, t2)µˆ(n)α (τ , τ )− µˆ(n)α (τ , t2)µˆ(n)α (t1, τ )∣∣ ,
which leads to a test of the hypothesis that Y1 and Y2 are conditionally independent, given Y ∈ [0, τ ]2. Although this is
strictly a weaker hypothesis than independence, for many classes of joint distributions it can be shown to be equivalent.
Example 5.6 (Copula Estimation). For the data structure of Lu and Burke described above, we can give an alternative to
the estimate given in the previous subsection for the copula C(t) = F(F−11 (t1), F−12 (t2)), for t = (t1, t2) such that
α˜(F−11 (t1), F
−1
2 (t2)) ≤ τ , simply by replacing µˆ(n), µˆ(n)1 and µˆ(n)2 with our new estimates-again, as long as we can construct
Kaplan–Meier type estimates for the marginals. For example, in Lu and Burke’s scheme, ξi = [0, Ci]2, and the resulting
estimate Cˆ (n)α (t1, t2) = µˆ(n)α (µˆ(n)−α,1 (t1), µˆ(n)−α,2 (t2)) depends only on(
Z ξ
α
n
n
,
N (n)
ξα
n
,
N (n)ξ
n
,
N (n)1
C
n
,
N (n)2
C
n
,
Zn,1
n
,
Zn,2
n
)
,
with N (n)j
C
, Zn,j defined by
N (n)j
C
(tj) =
n∑
i=1
I{Yij≤tj}I{Yij≤Ci}
Zn,j(tj) =
n∑
i=1
I{Yij≥tj}I{Ci≥tj}
for 0 ≤ tj ≤ 1 and j = 1, 2. The composition map(
Z ξ
α
n
n
,
N (n)
ξα
n
,
N (n)ξ
n
,
N (n)1
C
n
,
N (n)2
C
n
,
Zn,1
n
,
Zn,2
n
)
φ5−→ (µˆ(n)α , µˆ(n)α,1, µˆ(n)α,2)
φ3−→ (µˆ(n)α , µˆ(n)−α,1 , µˆ(n)−α,2 )
φ4−→ µˆ(n)α (µˆ(n)−α,1 , µˆ(n)−α,2 )
is Hadamard-differentiable on a domain analogous tomap (21): themap φ5 is Hadamard-differentiable because of the proof
of Theorem 4.13 and Example 3.9.19 in [14], while φ3 and φ4 are Hadamard-differentiable by Example 3.9.24 and Lemma
3.9.25, respectively, in [14]. Then, the delta-method states that the processW (n)α :=
√
n(Cˆ (n)α (·)−C(·)) converges in l∞[0, τ ]2
to a mean-zero Gaussian limit W˜ . The bootstrap works as in the case of the test of independence, since Cˆ (n)α depends only
on
(
Zξ
α
n
n ,
N(n)
ξα
n ,
N(n)
ξ
n ,
N(n)1
C
n ,
N(n)2
C
n ,
Zn,1
n ,
Zn,2
n
)
through a Hadamard-differentiable composition, so Theorem 3.9.11 in [14]
guarantees the conditional convergence given (Yi, ξi) of the bootstrapped estimator to the same Gaussian limit W˜ . Uniform
confidence bounds can be constructed exactly as before.
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Appendix. Proof of Theorem 4.14
To find the covariance given in Theorem 4.14, we adapt the method of [7]. We begin with a lemma. Recall that
Lt(w) := E(I{Y∈At }I{w<α˜(Y )})
and let
Lˆt(w) := 1n
n∑
i=1
I{Yi∈At }I{Yi∈ξi}I{w<α˜(Yi)}
Sˆ(n)ξα (α˜(Yi))
.
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Lemma A.1. Under the conditions of Theorem 4.13, Lt(w) is continuous inw for fixed t. Moreover, with probability one,
sup
0≤w≤τ
|Lˆt(w)− Lt(w)| = o(1) (26)
for t ∈ T such that α˜(t) ≤ τ , with τ as in Theorem 4.13.
Proof. By definition, Lt(wn) → Lt(w) for any decreasing sequence such that wn ↓ w. Let (wn) be an increasing sequence
such thatwn ↑ w. We can write
Lt(w) = E(I{Y∈At }I{w<α˜(Y )}) = P(Y ∈ At \ α(w)) = µ(At)− µ(At ∩ α(w)).
Note that, because of the continuity of the map α, we have µ(At ∩ α(wn)) → µ(At ∩⋃n α(wn)) as n → ∞; moreover,
α(w) \⋃n α(wn) ⊆ ∂(α(w)), so by Assumption 3.1,
Lt(wn)− Lt(w) = µ(At ∩ α(w))− µ(At ∩ α(wn))
→ µ(At ∩ α(w))− µ(At ∩
⋃
n
α(wn))
≤ µ(At ∩ ∂(α(w))) = 0
as n→∞. Hence Lt(w) is continuous inw.
The proof for the second assertion is based on the same idea Lu and Burke employed to prove Theorem 3 of [7]; ours is
made easier by the continuity of Lt(w). Fix t such that α˜(t) ≤ τ , and let
L˜t(w) :=
∫
At
I{w<α˜(u)}
Sξα (α˜(u))
ˆ˜µn(du),
with ˆ˜µn defined as in the beginning of Section 3.1. Note that we can write
Lˆt(w) = 1n
n∑
i=1
I{Yi∈At }I{Yi∈ξi}I{w<α˜(Yi)}
Sˆ(n)ξα (α˜(Yi))
=
∫
At
I{w<α˜(u)}
Sˆ(n)ξα (α˜(u))
ˆ˜µn(du).
Letting
qˆ(w, u) = I{w<α˜(u)}
Sˆ(n)ξα (α˜(u))
and q(w, u) = I{w<α˜(u)}
Sξα (α˜(u))
,
we have that
sup
w,α˜(u)≤τ
|qˆ(w, u)− q(w, u)| = sup
w,α˜(u)≤τ
∣∣∣∣∣∣
I{w<α˜(u)}
(
Sξα (α˜(u))− Sˆ(n)ξα (α˜(u))
)
Sˆ(n)ξα (α˜(u))Sξα (α˜(u))
∣∣∣∣∣∣
≤ sup
α˜(u)≤τ
∣∣∣∣∣Sξα (α˜(u))− Sˆ
(n)
ξα (α˜(u))
Sˆ(n)ξα (α˜(u))Sξα (α˜(u))
∣∣∣∣∣ = o(1)
with probability 1, since Sξα is continuous, Sξα (τ ) > 0 and supw≤τ |Sˆ(n)ξα (w−) − Sξα (w)| −→ 0 almost surely (see [18,
7]). Therefore, |Lˆt(w) − L˜t(w)| = o(1) with probability 1. On the other hand, the Strong Law of Large Numbers gives us
L˜t(w) −→ Lt(w)with probability 1, and so Lˆt(w) −→ Lt(w)with probability 1.
To prove uniform convergence, we start by noting that Lt(w) is monotone non-increasing inw. For each positive integer
l, we choose a partition 0 = w2l,l < w2l−1,l < · · · < w2,l < w1,l = τ such that wj,l is the smallest w that satisfies
Lt(w) = Lt(0) j2l .
For a given  > 0, fix l such that Lt(wj+1,l) − Lt(wj,l) = Lt(0) 12l < . Moreover, fix n large enough so that
|Lˆt(wj,l) − Lt(wj,l)| <  for j = 1, 2, . . . , 2l; this is made possible because of pointwise convergence shown above. For
any w ≤ τ , we have that wj+1,l ≤ w ≤ wj,l for some j = 1, 2, . . . , 2l. Then Lˆt(wj,l) ≤ Lˆt(w) ≤ Lˆt(wj+1,l) because Lˆt is
monotone non-increasing inw.
Using these facts, we can say that
Lˆt(w)− Lt(w) ≤ Lˆt(wj+1,l)− Lt(w) < Lt(wj+1,l)− Lt(w)+  ≤ Lt(wj+1,l)− Lt(wj,l)+ ,
as well as
Lˆt(w)− Lt(w) ≥ Lˆt(wj,l)− Lt(w) > Lt(wj,l)− Lt(w)−  ≥ Lt(wj,l)− Lt(wj+1,l)− ,
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whence
−(Lt(wj+1,l)− Lt(wj,l)+ ) < Lˆt(w)− Lt(w) < Lt(wj+1,l)− Lt(wj,l)+ ;
therefore,
|Lˆt(w)− Lt(w)| < Lt(wj+1,l)− Lt(wj,l)+  < 2.
This is true for every w ≤ τ . Since  was chosen arbitrarily, we can conclude that with probability 1, sup0≤w≤τ |Lˆt(w) −
Lt(w)| = o(1). 
Proof of Theorem 4.14. Wewill closely follow the martingale techniques used in the proofs of Theorems 1 and 2 in [7]. For
i = 1, 2 . . . andw ∈ [0, 1], let
Nξ
α
i (w) = I{ξαi ≤w}I{ξαi ≤α˜(Yi)},
Mξ
α
i (w) = Nξ
α
i (w)−
∫ w
0
I{ξαi ≥s,α˜(Yi)≥s}dHξα (s), (27)
as well as Jn(w) = I{w<maxi(ξαi ∧α˜(Yi))}. Define
θ (n)(t) := 1
n
n∑
i=1
I{Yi∈At }I{Yi∈ξi}
P(Yi ∈ ξi|Yi) ,
and note that for any t ∈ T we can write our estimator (7) as
µˆ(n)α (t) := µˆ(n)α (At) =
1
n
n∑
i=1
I{Yi∈At }I{Yi∈ξi}
Pˆ (n)α (Yi ∈ ξi)
= 1
n
n∑
i=1
I{Yi∈At }I{Yi∈ξi}
Sˆ(n)ξα (α˜(Yi))
.
Denoting µ(t) := µ(At), we use the following decomposition:
√
n(µˆ(n)α (t)− µ(t)) =
√
n(µˆ(n)α (t)− θ (n)(t))+
√
n(θ (n)(t)− µ(t)). (28)
Recalling that P(t ∈ ξ) = Sξα (α˜(t)),
√
n(µˆ(n)α (t)− θ (n)(t)) =
1√
n
n∑
i=1
{
I{Yi∈At }I{Yi∈ξi}
Sˆ(n)ξα (α˜(Yi))
− I{Yi∈At }I{Yi∈ξi}
Sξα (α˜(Yi))
}
= 1√
n
n∑
i=1
{
I{Yi∈At }I{Yi∈ξi}
Sˆ(n)ξα (α˜(Yi))
[
Sξα (α˜(Yi))− Sˆ(n)ξα (α˜(Yi))
Sξα (α˜(Yi))
]}
= 1√
n
n∑
i=1

I{Yi∈At }I{Yi∈ξi}
Sˆ(n)ξα (α˜(Yi))
· 1
n
∫
w<α˜(Yi)
Sˆ(n)ξα (w−)
Sξα (w)
·
Jn(w)
n∑
j=1
dMξ
α
j (w)
Z ξ
α
n (w)/n

= 1√
n
n∑
j=1
∫ α˜(t)
0
{
1
n
n∑
i=1
I{Yi∈At }I{Yi∈ξi}I{w<α˜(Yi)}
Sˆ(n)ξα (α˜(Yi))
}
· Sˆ
(n)
ξα (w−)
Sξα (w)
· n
Z ξ
α
n (w)
dMξ
α
j (w)
= 1√
n
n∑
j=1
∫ α˜(t)
0
Lˆt(w) ·
Sˆ(n)ξα (w−)
Sξα (w)
· n
Z ξ
α
n (w)
dMξ
α
j (w)
= 1√
n
n∑
j=1
∫ α˜(t)
0
Lt(w)
P(ξα ∧ α˜(Y ) ≥ w)dM
ξα
j (w)+ op(1);
the third equality comes from [7] (see also [13], p. 301), while the last is a consequence of Lemma A.1, the large sample
properties of the one-dimensional Kaplan–Meier estimator (cf. [16], Theorem IV.3.1), and the fact that n/Z ξ
α
n (w) →
1/P(ξα ∧ α˜(Y ) ≥ w) a.s.
Now, for anyw ≤ τ , t ∈ T , let
β
(n)
t1 =
√
n(θ (n)(t)− µ(t)) = 1√
n
n∑
i=1
{
I{Yi∈At }I{Yi∈ξi}
P(Yi ∈ ξi|Yi) − µ(t)
}
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and
β
(n)
t2 (w) =
1√
n
n∑
j=1
∫ w
0
Lt(s)
P(ξα ∧ α˜(Y ) ≥ s)dM
ξα
j (s).
Note that β(n)t2 (α˜(t)) =
√
n(µˆ(n)α (t)− θ (n)(t))− op(1), so we have
(28) =
{
β
(n)
t1 + β(n)t2 (α˜(t))
}
+ op(1). (29)
Since β(n)t1 +β(n)t2 (α˜(t)) can be expressed as the sum of i.i.d. random variables, the covariance structure of the limit∆ is equal
to
Cov(∆t ,∆v) = Cov(β(n)t1 , β(n)v1 ) (30)
+ Cov(β(n)t2 (α˜(t)), β(n)v2 (α˜(v))) (31)
+ Cov(β(n)t1 , β(n)v2 (α˜(v)))+ Cov(β(n)v1 , β(n)t2 (α˜(t))). (32)
The first term (30) is straightforward:
Cov(β(n)t1 , β
(n)
v1 ) = E
{
I{Y∈At∩Av}I{Y∈ξ}
(P(Y ∈ ξ |Y ))2
}
− µ(At)µ(Av)
=
∫
At∩Av
1
P(u ∈ ξ)µ(du)− µ(At)µ(Av). (33)
For (31), note that β(n)t2 and β
(n)
v2 are local martingales, so
Cov(β(n)t2 (α˜(t)), β
(n)
v2 (α˜(v))) = E
{〈
β
(n)
t2 , β
(n)
v2
〉
(α˜(t) ∧ α˜(v))
}
.
From (27) and formula (2.4.3) in [16] we see that〈
Mξ
α
i (p)
〉
=
∫ p
0
I{ξαi ∧α˜(Yi)≥s}dHξα (s)
and so by formula (2.3.5) of [16],
E
{〈
β
(n)
t2 , β
(n)
v2
〉
(α˜(t) ∧ α˜(v))
}
= E
{∫ α˜(t)∧α˜(v)
0
Lt(s)Lv(s)I{ξαi ∧α˜(Y )≥s}
P2(ξα ∧ α˜(Y ) ≥ s) dHξα (s)
}
=
∫ α˜(t)∧α˜(v)
0
Lt(s)Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s). (34)
For (32) we have
Cov(β(n)t1 β
(n)
v2 (α˜(v))) = E
{∫ α˜(v)
0
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)
[
I{Y∈At }I{Y∈ξ}
P(Y ∈ ξ |Y ) − µ(t)
]
dMξ
α
(s)
}
= E
{∫ α˜(v)
0
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s) ·
I{Y∈At }I{Y∈ξ}
P(Y ∈ ξ |Y ) dM
ξα (s)
}
= E
{∫ α˜(v)
0
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s) ·
I{Y∈At }I{Y∈ξ}
P(Y ∈ ξ |Y )
{
dNξ
α
(s)− I{ξα∧α˜(Y )≥s}dHξα (s)
}}
= E
{
−
∫ α˜(v)
0
I{Y∈At }I{Y∈ξ}I{ξα∧α˜(Y )≥s}
P(Y ∈ ξ |Y ) ·
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s)
}
(35)
= E
{
−
∫ α˜(v)
0
I{Y∈At }I{s≤α˜(Y )}I{α˜(Y )≤ξα}
P(Y ∈ ξ |Y ) ·
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s)
}
= E
{
−
∫ α˜(t)∧α˜(v)
0
I{Y∈At }I{s≤α˜(Y )}I{α˜(Y )≤ξα}
P(Y ∈ ξ |Y ) ·
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s)
}
(36)
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= −
∫ α˜(t)∧α˜(v)
0
E
{
I{Y∈At }I{s≤α˜(Y )}P(Y ∈ ξ |Y )
P(Y ∈ ξ |Y )
}
Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s) (37)
= −
∫ α˜(t)∧α˜(v)
0
Lt(s)Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s). (38)
The fourth equality (35) comes from the fact that {ξα ≤ α˜(Y )} ⇔ {Y 6∈ ξ} and so dNξα (s) cancels whenmultiplied by I{Y∈ξ};
(36) follows since {Y ∈ At} ∩ {s ≤ α˜(Y )} ⇒ {s ≤ α˜(t)}, and (37) is a consequence of Fubini’s Theorem and conditioning on
Y . Similarly,
Cov(β(n)v1 β
(n)
t2 (α˜(t))) = −
∫ α˜(t)∧α˜(v)
0
Lt(s)Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s). (39)
Finally, substitute (33), (34), (38) and (39) in (30), (31) and (32) to get
Cov(∆t ,∆v) =
∫
At∩Av
1
P(u ∈ ξ)µ(du)− (µ(At)µ(Av))−
∫ α˜(t)∧α˜(v)
0
Lt(s)Lv(s)
P(ξα ∧ α˜(Y ) ≥ s)dHξα (s),
completing the proof. 
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