As content providers turn their attention towards the residential market, offering triple-play services over the expanding broadband access network, it is necessary to guarantee appropriate levels of quality. However, provisioning such services over a heterogeneous network is facilitated by adopting a common 'language' of defining quality policies. In this paper, we attempt to provision multimedia-rich services over such a network with guaranteed quality, based on an 'overlay' IP-based approach. This 'all-IP' approach will allow us to influence the treatment of service traffic along the network path from the content provider's network up to the home network, regardless of underlying technologies.
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Introduction
During the past few years the telecommunication market has witnessed the emergence of high quality entertainment multimedia applications targeted at home users on the basis of the widespread acceptance and deployment of broadband access networks. Such applications, usually involving video and voice delivery over a broadband connection, are particularly resource consuming from the network point of view, but also hold the promise for increased market penetration (competitive to satellite TV or baseband telephony) and prospects of revenue making. However, it is important that such services are delivered with the best possible quality or else an Application Service Provider (ASP) risks losing his prospective clientele.
When considering the case of video delivery over IP networks, which do not include the intrinsic Class of Service (CoS) provisions of e.g., an ATM network, it is imperative to implement some mechanism for guaranteeing specific end to end Quality of Service (QoS) levels. Thus, the double goal of delivering optimum quality services and protecting the network against application originated bandwidth consumption excesses, which could prove detrimental to network operation in general, is achieved according to OTE-ABS internal project's results (2003) .
The problem however lies in the ability of the ASP to propagate and enforce throughout the entire network, a specific QoS policy for his services. Beginning from his own premises, going through a core IP network, then through the access network and finally within the home network, he has to guarantee that service traffic will receive the same treatment along the path, irrespective of the technologies and capabilities of these networks. This implies that service provisioning is ultimately effected in an Overlay Network environment in which the ASP can effectively cooperate with the operators of the core and access network (NSPs), and service QoS demands can be treated at a common level of understanding (i.e., in the IP layer). This approach is far more efficient than trying to combine the CoS capabilities of a variety of L2 technologies extant in the (by definition) heterogeneous network between the ASP premises and the enduser. To complicate matters further, the prospects of propagating and enforcing service QoS policies in the home network are, to say the least, limited. As the home LAN may itself be a heterogeneous network, comprising Ethernet segments in combination with Wireless LANs operating according to IEEE 802.11 standards (1999) , and definitely beyond the direct control of both NSPs and ASPs, it creates a gap in the chain of end to end QoS for provisioned applications.
Taking all these matters into account we define as our main requirement, the ability to maintain a uniform approach in the process of service provisioning throughout the entire network (i.e., IP QoS everywhere). We will therefore attempt in this article, to verify the potential of an all IP solution for providing video services with guaranteed QoS at least up to the edge of the home in an overlay and heterogeneous network. We intend to achieve this by implementing a typical service provisioning network in a laboratory environment, comprising the most deployed wired (ADSL as defined by the ITU-T standard G.992.1 (1999), Ethernet), and wireless network technologies (WiFi, etc.) for the access and home networks, and attempting to experiment with provisioning DVD quality video services with guaranteed IP QoS based on the wellknown Differentiated Services (DiffServ) architecture introduced by Nichols and Carpenter (2001) .
Heterogeneous networks and IP QoS
As things stand today, QoS for complex and demanding IP services in commercial networks is heavily influenced by the capabilities offered by underlying technologies and the reduced costs of higher bandwidth interfaces. The current practice tends to regard QoS requirements locally and separately at the core or the access network, completely ignoring the home network, while implementing whatever QoS is deemed necessary at different layers of the protocol stack (Bouchat et al., 2003) . As such QoS sensitive traffic may need to traverse a number of networks of different technologies, which do not necessarily belong to the same operator, on its way to the point of delivery, it is understandable that there may be a mismatch of QoS policies at the borders of provider networks, usually due to incorrect translation of QoS profiles between different layers (e.g., from IP QoS to ATM CoS) or different technologies (ATM CoS to Frame Relay CoS). This mismatch is not due to technical deficiencies (i.e., there are standards for successful technology interworking) but may still come into view as providers enforce their own policies in their respective networks. This practically means that end to end QoS cannot be guaranteed in this way.
The only possible solution is to adopt the overlay model for QoS provisioning, meaning that all parties involved in the service provisioning process need to agree on a common way of providing QoS to demanding application traffic. Since the underlying network technologies cannot converge to a single technology (e.g., an all ATM network), the solution is obviously to adopt an all IP QoS provisioning approach. This can guarantee that services will uniformly receive the same QoS levels end to end, removing the obstacle of translating QoS profiles at the borders of different networks and facilitating the process of offering and monitoring an SLA oriented service between the NSPs and the ASP and therefore indirectly between an ASP and the home customers.
Even so, this approach can only solve the issues present in the network and up to the edge of the home network. In the case we will study, we will deal with the majority of home users who depend on an xDSL connection to access broadband services. Such connections are usually based on a single ATM VC 1 originating from the xDSL Customer Premises Equipment (CPE), i.e., the customer's modem, switched in a DSLAM and forwarded to a Broadband Remote Access Server (BRAS) system, i.e., an IP router. According to the overlay approach, we can regard this connection as a direct IP link between the customer modem and the BRAS, meaning that IP QoS policies can be enforced over this link to the customer premises.
But within the home network these policies cannot be propagated further, since the majority of commercially available CPEs are entirely ignorant of IP QoS mechanisms. Furthermore, inhome traffic is LAN based (L2 technologies, Ethernet or WiFi) and cannot be affected by IP QoS policies being propagated from the outside network (Ando et al., 2004) . However, in our approach, we decided to entirely disregard inhome traffic, based on two valid reasons; firstly such traffic is limited to few inhome applications and, as a general rule, most of the times home LAN clients will be accessing outside network resources, which can be influenced by our policies; and secondly, since LAN based traffic must be conditioned and scheduled at the datalink layer (e.g., 802.11e for WiFi), 2 it is entirely out of scope with regards to our uniform overlay approach. Thus, the method followed in our experiments allows us to guarantee IP QoS for sensitive video services only up to the home edge, leaving aside the matter of QoS in the home LAN. We feel that this approach is rational, taking into account the fact that the bottleneck for high quality service provisioning is actually in the access network (i.e., the xDSL connection or the BRAS-to-DSLAM connection) and not in the home LAN, where FastEthernet and 802.11 g WiFi interfaces (100 Mbps and 54 Mbps respectively) abound.
Experimental architectures
In order to establish the validity of our overlay QoS approach in a heterogeneous network, we considered two separate scenarios based on different access service provisioning models. We therefore created two conceptually different testbeds using the same network elements, which included a Juniper ERX 1400 router to simulate the core network, a Cisco C7200 router acting as the BRAS of our topology and the Ericsson ADSL2/2+ EDA IP DSLAM (Ericsson EDN-110, 2003) . In both cases, the ASP network was represented in our topologies by a simple ethernet link connecting the Video Server to the core network router, whereas the home LAN behind the ADSL2 CPE comprised both wired (Ethernet) and wireless (802.11 g compliant) clients. The difference between the two scenarios was that in the first case we created a LAN style access connection, whereas in the second case we followed the more traditional model of a PPP to the BRAS access connection for customers demanding video services. In both scenarios we tried to evaluate service performance at the end user side, by causing congestion to a specific part of the network, which was identified as the potential communication bottleneck.
The first scenario, appearing in the following figure  (Figure 1) , describes a LAN style service for the access network, which means that the central point of distribution in this topology is placed on a single Ethernet switch, on which several access networks (i.e., DSLAMs) will terminate their subscriber connections. IP addresses for connected clients can be either assigned statically or dynamically, using a DHCP server on the same Ethernet switch. It is clear in this case that the C7200 router is not actually a BRAS in the traditional sense, but can be seen as part of the IP network.
According to this scenario, the ASP needs only to control the aggregate traffic from its network to multiple customers connected on the access Ethernet switch via ADSL2 lines. We therefore had to guarantee QoS for the aggregate traffic from the server to the central distribution point, i.e., the Ethernet switch, since we cannot influence QoS on a per subscriber connection basis. Accordingly, we specified that the point of potential congestion was the link between the core network and the distribution switch, which will carry the aggregate traffic of multiple unicast video streams to requesting subscribers. We then imposed a limit of only one video stream per ADSL2 connection, meaning that two or more clients could not watch video over the same home LAN, so as to simplify our scenario. In order to ensure that congestion will occur in that link, we interposed a 10 baseT hub between the C7200 (core router) and the distribution switch, thus lowering the link speed to 10 Mbps. As this is our limiting factor in this case, we decided to enforce a QoS policy guaranteeing 8 Mbps for aggregate video traffic, implementing Random Early Detection (RED) as suggested by Kuusela and Virtamo (2000) for congestion avoidance, and shaping aggregate IP traffic from the core network to the switch to 2 Mbps for burst and 1.5 Mbps for sustained rate. This policy was attached to the core network links as well as the link between the C7200 (core router) and the distribution switch. The second scenario, appearing in Figure 2 , was based on the more traditional ADSL access model, in the sense that subscriber PPP sessions are terminated on a central BRAS router, which is in this case, the distribution point for content delivery. ADSL subscribers use either PPPoA or PPPoE to connect to the BRAS and obtain an IP address, making the BRAS responsible for enforcing QoS policies per service on each dynamically created subscriber IP interface (i.e., per subscriber connection). This suits our all IP approach for end to end QoS provisioning model.
According to this scenario, we assumed that the ASP needs to control individual streams delivered from his network to each subscriber, connected to the BRAS via an ADSL2 line and a PPP session. As we intended to assess the QoS levels, not for the aggregate traffic but for traffic directed to individual subscribers, we specified this time that the point of potential congestion was the customer's ADSL2 connection (Androulidakis et al., 2004) . This time, we limited our ADSL2 connection's downstream bandwidth to 8 Mbps, allowing us to induce congestion by accessing a single video stream from a client and at the same time receiving IP traffic on a second client in the same home LAN. As the connection bandwidth is now the limiting factor, we enforced QoS by guaranteeing 6 Mbps for video traffic and shaping the aggregate IP traffic from the core network to 2 Mbps for burst and 1.5 Mbps for sustained rate, implementing Class Based Weighted Fair Queuing (CBWFQ) introduced by Bennett and Zhang (1997) and attaching the policy on the dynamically created (i.e., PPP) customer IP interface on the C7200 BRAS.
Results and analysis
Measurements in the case of the first scenario were acquired by having two clients on different home LANs simultaneously access an MPEG2 encoded DVD quality video stream, while an IP traffic generator caused congestion in the 10 Mbps link by transmitting packets at high rates to a third client on a third home LAN. The same experiment was repeated twice for different client connection types, i.e., wired or wireless, in order to assess the performance of the video over wireless against video over wired cases. Figure 1 depicts the wireless experimental testbed, the wired experimental testbed being identical, with the exception that the wired clients are directly connected to the modems. In the case of wireless clients, we tried to keep the effects of distance from the access point at a minimum by placing our wireless clients no more than 3 m away from their respective access points. Furthermore, each wireless access point operated at a different WiFi channel. For each connection type case we transmitted video streams encoded at 3 Mbps and 3.5 Mbps respectively, so as to achieve equivalent quality with DBS satellite platforms and measured the number of received, lost and out of sequence packets, as well as the maximum and average transmission delay at the receiving clients. Based on these figures we calculated the actual bandwidth used for the video service for each of the four cases (i.e., wired-3 Mbps, wireless-3 Mbps, wired-3.5 Mbps, wireless-3.5 Mbps), as well as the packet loss ratio in each case (see Appendix A). The results of this process are shown in the following table (Table 1) , for one of the two clients (similar results were acquired for the second client). We should note that these encoding rates were chosen, bearing in mind that the overhead for transmitting MPEG2 data (1316 data bytes in a 1500-byte IP packet, taking all encapsulation headers into account) over an IP-over-ATM connection is estimated at approximately 20% defined by the DSL Forum TR-043 (2001). Thus, our 3 Mbps video stream actually needs about 3.6 Mbps of actual bandwidth for successful transmission (or 7.2 Mbps for two streams), whereas our 3.5 Mbps video stream actually needs about 4.2 Mbps (or 8.4 Mbps for two streams). This means that the first rate produces a policy compliant aggregate traffic flow, whereas the second rate produces a policy deviant aggregate traffic flow. The duration of all four experiments was two minutes. From a purely subjective point of view we were able to simultaneously see two good quality video streams in all four cases on both clients, with the 3.5 Mbps encoded video being understandably a bit worse, but still acceptable. The measurements acquired indicate that the number of out of sequence packets plus the number of lost packets, which in the 3.5 Mbps case (both wired and wireless) account for some 7-8 times as many as in the 3 Mbps case, were the cause of quality deterioration. Analysing the results, we see that two separate issues arise; firstly why we have lost and out of sequence packets in the 3 Mbps case when the aggregate stream is compliant with the policy and secondly, why the number of lost and out of sequence packets in the 3.5 Mbps case is so low. The answer to the first question is that the MPEG2 video stream we accessed was not CBR encoded, but VBR instead. This means that only on average, the aggregate rate of two such streams was policy conforming. Therefore, at times of excessive bandwidth utilisation (i.e., congestion), video stream packets should be dropped via the RED mechanism. The same rule applies in the 3.5 Mbps case as well, except for the fact that the number of dropped packets is far less than that we expected. Our bandwidth demand estimation indicates that the aggregate stream (nominally) requires about 400 Kbps of out of policy bandwidth and therefore would need 5% more bandwidth (400 Kbps divided by 8 Mbps of policy bandwidth) to be successfully transmitted. However, the packet loss ratio is only 1.62% and 2.29% for the wired and the wireless clients, respectively. The reason for this behaviour lies in the policy for the IP traffic, which is limited to a maximum of 2 Mbps (burst traffic), but has a sustained rate of only 1.5 Mbps. Since CBWFQ has also been activated as part of our QoS policy, the 500 Kbps are shared between the higher priority video service aggregate flow and the lower priority IP traffic. The measurements acquired indicate that this bandwidth is shared in the ratio of 3:2 between the higher priority traffic and the lower priority traffic. Another observation we made based on our experimental results is that video-over-wireless consistently demonstrates worse quality when compared to the video-over-wired cases, in terms of lost and out of sequence packets and maximum transmission latency (which is 8-16 times greater than in the wired case).
For the second scenario we again assumed two clients, this time on the same home LAN, one accessing an MPEG2 encoded DVD quality video stream, the other receiving traffic from an IP traffic generator. Again, we had both clients connected to the network via wired (Ethernet) or wireless (WiFi). This time we attempted to induce congestion in the ADSL2 access connection in the downstream direction, offering 8 Mbps in total for both traffic classes. The same experiment was repeated four times, transmitting video streams encoded at 4.5 Mbps or 5 Mbps to the wired and then to the wireless (WiFi 802.11 g) video client. We acquired the same set of measurements as in the first scenario and again calculated the actual bandwidth used for the video and the packet loss ratio at the client's side. The results of all four experiments are summarised in the table, which follows (Table 2) . As in the case of the first scenario, the encoding rates were chosen so as to ensure that we would test our policy, guaranteeing 6 Mbps for video traffic, with a strictly compliant and a marginally (nominally) deviating encoding rate. As in the first scenario, the duration of all four experiments was two minutes. The subjective quality of the video stream was good in the case of the 4.5 Mbps encoding rate, but the deterioration was significant in the case of the 5 Mbps encoding rate. The measurements acquired demonstrate that this deterioration is due to the high number of out of sequence and lost packets. Bearing in mind that there is a transmission overhead for MPEG2 data of approximately 20%, the 4.5 Mbps video flow actually needs about 5.4 Mbps of bandwidth, whereas the 5Mbps video flow actually needs about 6 Mbps. Taking into account the fact that we are transmitting VBR encoded streams, it is quite understandable that in the case of 5 Mbps video, service traffic deviates from the QoS policy and therefore suffers greatly. This time however, we do not see great differences between the wired and wireless cases for 5 Mbps video, as the figures for lost and out of sequence packets, as well as for maximum delay, are comparable (though again wireless is worse). This is not true in the case of 4.5 Mbps, as there is a noticeable difference between the wired and wireless cases (0 against 95 lost packets, 0 against 8 out of sequence packets, 92.73 msec against 125.36 msec of maximum delay). This again indicates that video-over-wireless produces worse results than a video-over-wired solution, and that our policies are unable to guarantee control over the standard problems of wireless networks at the physical layer (i.e., communication deterioration due to noise, interference, distance, multipath rejection techniques etc).
Analysing the outcome of both scenarios we can see that we have managed to indirectly influence the behaviour of services from the network into the home LAN environment, using an approach based on an all IP overlay view of the entire system. This approach, in both varieties, allows us to provision QoS sensitive services without the necessity of translating policies at the borders between component networks and with guarantees for end to end uniform treatment of sensitive traffic.
However, this approach has its weaknesses too. The first case scenario is based on what seems to be the future of the access network, eliminating the necessity of a PPP call, offering a LAN style service and removing the ATM network from the picture in favour of the more familiar, highly scalable and far more cost effective Ethernet based network. But in this case we cannot directly influence service traffic for QoS provisioning on a per subscriber interface basis. Unfortunately we can only use our overlay approach to provide QoS support on aggregate service traffic flows (i.e., per service only, for all customers), which furthermore has to rely on a translation to 802.1 q CoS profiles from the central distribution Ethernet switch toward connected clients. This means that our overlay approach QoS provisioning can only guarantee good behaviour up to the central distribution switch. This shortcoming may however be remedied by using a more sophisticated CPE at the customer side, capable of supporting DiffServ IP QoS. The concept of an IP based, home gateway would this eliminate this problem, allowing QoS policy propagation to the home edge.
The second case scenario is based on the widely used PPP to the BRAS model, which produces dynamically created IP interfaces per customer on the BRAS. We therefore managed to apply QoS policies for sensitive services on a per customer interface basis, meaning that overlay QoS provisioning is guaranteed up to the home edge immediately, without the strict necessity of installing an IP QoS enabled, home gateway. Though this approach may seem more efficient, it may not be the optimal solution in the long run. Furthermore, we must not forget that both approaches are absolutely unable to control the inhome traffic. Despite the fact that home LAN traffic is limited and most of the time clients will be accessing outside-network resources, there may be times that excessive LAN traffic (e.g., file transfer between LAN computers) will defeat our network originated QoS policies by causing congestion in the home LAN.
Conclusions
In this paper we have studied the problem of delivering multimedia services to home users with guaranteed QoS levels, with emphasis on video delivery over a broadband access connection. To do this we adopted an overlay approach to the problem, aiming at an all IP solution, which eliminates problems caused by different technologies and ownership in the various parts of the network. We used two different QoS provisioning schemes. According to the first we provided QoS guarantees for the aggregate per service traffic flow, and according to the second we provided more finegrained QoS guarantees per service and per customer. The first approach, based on a LAN style access service, allowed us to indirectly enforce QoS policies up to the central distribution point (i.e., the ethernet switch), whereas the second approach, based on the traditional PPP to the BRAS, allowed us to indirectly enforce QoS policies up to the home edge. Both the approaches have their merits and problems; the method used depends mainly on the needs and the network design, as various parameters are considered in each case (e.g., cost and network scalability issues favour the Ethernet based approach). In the process of our study we have identified a number of open issues, which should be further investigated. We saw that video transmission over wireless networks always yields worse results when compared to video-over-wired. This is probably due to physical layer issues, which are beyond our control in an overlay approach. Furthermore, we saw that QoS in the home LAN can be a problem, as inhome traffic is also beyond our control. An intelligent home gateway, capable of supporting IP QoS would eliminate this problem. Even so, a method of scheduling packets in the home LAN might also be desirable, despite the high bandwidth offered by ethernet and 802.11 g, and the fact that inhome traffic is usually limited to certain applications. In the case of the wireless network, work is currently under way on the 802.11 e, which ought to provide such a queuing and scheduling mechanism.
Notes
1 Though single VC access service is more or less the norm, there are several access network providers that opt for a multiple VC solution, mapping different services to different VCs. This approach however is beyond the scope of our overlay model. 2 Certain CPEs offer Residential Gateway (RG) functionality with limited QoS support and service differentiation in the home LAN, implemented through use of VLAN-tagging (802.1 q). This method however does not suit our overlay approach and will not be considered further. 
