Abstract
Introduction
Artistic rendering has become an important research area in Computer Graphics because of the many challenges posed by the general problem of stylized approximation of an image. This field is inspired by various artistic styles such as paintings [1, 2] , drawings [3, 4] , animated cartoons [5, 6] and technical illustrations [7, 8] . These artistic styles can be grouped into two categories according to their input data: 3D object-based [9] , which takes 3D model of a scene as their input; and 2D image-based [10] , which takes 2D images as their input.
Interactive artistic rendering techniques are commonly used in digital painting systems and provide the user with a wide range of options and tools. Haeberli [11] introduced such a system that allows the user to place brush strokes manually on a canvas. Each brush stroke is described by its location, colour, size, direction and shape. Haeberli also proposed an automatic way of controlling the brush stroke orientation by using the gradient data of the source image. Non-Interactive methods are a lot more complex to design and implement, as the system needs to extract shape features automatically from input data, and then map these features to the most appropriate brush-stroke parameters for stylized rendering. Hertzmann [1] proposed a method for automatically painting brush strokes using spline curves. Painting is done on several layers, where larger stokes are used in lower layers and thinner strokes in upper layers. The intensity gradient of the image controls the orientation of the spline curves.
Geometric moments [12] are popular shape descriptors for image analysis. They have been employed in non-interactive painterly rendering applications for estimating stroke parameters based on local intensity distributions. In this paper, we present a method that aims to improve upon the previous work using this approach by Shiraishi and Yamaguchi [10] . Shiraishi's method first computes the brush stroke locations from the source image, and then the stroke parameters such as the location, length, width, and angle are calculated using image moment functions. Strokes are then painted using alpha blending in the order of largest to smallest. Our method extracts the connected components from the image to identify the shape of larger brush strokes. This greatly enhances the painterly appearance of the image. Nehab and Velho [13, 18] extended the work of Shiraishi and Yamagushi by using a multi-resolution technique and introducing parametrized stroke positions image. They also proposed a stroke placement method with the addition of a stroke normalization and a dithering method for stroke positioning using a variance filter and blue-noise dithering.
This paper is organised as follows. Section 2 describes the use of geometric moment functions as shape descriptors. Section 3 gives an overview of the moment based painterly rendering algorithm. Section 4 describes how connected colour components could be easily computed. Section 5 explains how the proposed method uses connected components for generating more expressive strokes for artistic rendering. Section 6 presents some of the results obtained. Finally, section 7 concludes the paper and outlines some future directions in this area.
Geometric Moments
Several pattern recognition applications use geometric moments as shape descriptors. The low-order geometric moments can be easily computed from an image segment, and used to identify that segment's essential shape features. Given 
Figure 1: A shape and its equivalent rectangle
The length l, width w, and the angle of orientation θ of the equivalent rectangle are given by the following equations:
In the context of painterly rendering, the above values can be used to map a brush stroke image onto the equivalent rectangle computed for an image segment.
Moment Based Painterly Rendering
This section reviews the moment based painterly rendering algorithm proposed by Shiraishi and Yamaguchi [10] . Figure 2 shows an image used as an input for this algorithm in our study. The process contains two phases: a preparation phase and a composition phase. In the preparation phase, the stroke attributes are calculated and a list of strokes from largest to smallest is computed. In the composition phase, the strokes are painted over a canvas. Three steps are involved in the preparation phase. The first step is to define a stroke distribution over the canvas. The stroke distribution depends on the level of detail (variations in intensity values) in a region. A measure of variations of intensity values surrounding a pixel can be obtained by taking the sum of squared differences of intensity values between the pixel and its neighbouring pixels in a small window. If k denotes half the window size, we can obtain this measure as the value of g(i, j) at pixel (i, j) using the following equation:
If g(i, j) is inverted and normalised to a valid intensity range, then a low value of g(i, j) indicates a large variation of intensity in the neighbourhood of (i, j). The image obtained by assigning this value of g(i, j) to pixel (i, j) is called the stroke area image (Figure 3 In the second step of the preparation phase, the stroke area image is used to generate the stroke locations image by applying a dithering algorithm without clustering (see Figure 3(B) ). In the dithered image, regions of high detail will correspond to dark regions with a high density of dots. Each dot in the dithered image represents a stroke location. In [10] , a modified version of a space filling curve dithering algorithm giving in [14] was used to generate the stroke locations image. The brush stroke parameters are computed from geometric moments (equations (4)) at each point in the stroke locations image.
The final step of the preparation phase is to sort the strokes to be painted into a list in the order of largest to smallest. In the composition phase, strokes are painted on a blank canvas using alpha blending one after the other. This process requires scaling, rotating and applying the appropriate colour to the brush stroke template image. Figure 4 shows the painterly rendered version of the image in Figure 2. 
Connected Components
The primary limitation of the method described above is that large regions of nearly constant colour are not painted by correspondingly large brush strokes. The dither function imposes a constraint on the maximum distance between two stroke locations, which in turn limits the size of the brush strokes used. It may also be noted that a large region of nearly white colour in the stroke area image represents only a collection of regions of similar colours, and not necessarily a single region of constant colour.
For a more stylised rendering of images, it is imperative to have large brush strokes visible in regions of constant colour. This requirement has motivated us to consider the use of connected components as an important image feature for painterly rendering. In other words, the painterly appearance of an image can be further enhanced, if regions of similar colour can be identified and grouped as a single component and then used for mapping brush stroke images.
Even though a recursive 8-point connected component algorithm is the simplest to implement, it may require a large stack space for images of size larger than 100x100 pixels. As the image is scanned from the top to bottom and left to right, neighbouring pixels on the top-right, top, top-left, and left of the current pixel would have already been processed. We could therefore minimize the amount of computation by comparing only the remaining four neighbours of the current pixel, as shown in Figure 5 .
Figure 5: 8-point and 4-point connectivity
Since connected components are used only for mapping brush stroke images, we can also use a simple one-pass iterative connected component algorithm with 4-point connectivity as shown in Figure 5 . With this process, connected components of certain shapes as shown in Figure 6 will get split into two components, but this is acceptable since such an image would require brush strokes in more than one direction anyway. 
Improved Algorithm
The ideas outlined in the previous section can be implemented in a moment-based painterly rendering algorithm for further enhancing the expressiveness of the rendering style. Regions where large brush strokes are to be used are first identified by extracting the connected components. This process is illustrated in Figure 7 .
Figure 7: Brush image mapped to connected components
The painterly rendered image is composed by painting brush strokes on a blank canvas. This process requires identifying connected colour regions iteratively from the input image, computing the stroke attributes for connected regions and painting the brush strokes on Scan 1 2
canvas. Figure 8 illustrates the process of producing the painterly rendered output image.
Figure 8: Flow chart for the modified painterly rendering algorithm
The process is further explained below.
The Painting Process
An artist usually produces paintings by applying large brush strokes for constant colour areas, and finer strokes for detailed areas in an image. The connected component colour regions use different sizes of brush strokes depending on each colour region's size.
The algorithm starts with a blank canvas and a bit array B(P) of the same size as the input image. The array, which is initialised to zero, is used to check if a pixel P has already been painted or not. Connected regions of similar colour are then identified as explained in Section 4. Regions whose size is smaller than a given threshold are ignored (leaving gaps as shown in Figure  10 ), and later merged into the surrounding regions by increasing the threshold. This will cause regions of large colour variations to appear smudged, giving them a painterly appearance.
Brush stroke parameters are computed from geometric moments (equations (4)) for each connected component. Each stroke is painted on the canvas by applying an inverse transformation (equations (6) ) to the brush stroke template image with the appropriate colour of the stroke. Figure 9 shows a brush image with length L, and width W. 
After obtaining the coordinates (s, t), the colour value at an image pixel (x, y) is set to that of the brush image at (s, t) and the buffer value for pixel P=(x, y) is set to one, i.e., B(P)=1. Figure 10 As seen in Figure 10 , the initial painting of large brush strokes partially covers the painting canvas. Running the process iteratively for the unpainted regions with B(P)=0, and simultaneously increasing the colour similarity threshold for each iteration, leads to painting the whole image with different sizes of brush strokes. The progressive rendering algorithm uses a coarse-tofine approach for selecting stroke regions. The final painterly rendered image is shown in Figure 11 
Results
This section shows some of the results obtained using the connected component explained in previous section. Figure 12 shows a test image used in our experimental analysis. It contains both regions of constant colour requiring large brush strokes (applied by first extracting connected components), and regions with large colour variations requiring finer brush strokes. The processed image is shown in Figure 13 . Another image which demonstrates painterly rendering using different sizes of brush strokes depending on the connected component's size is shown below in Figure 14 . The result obtained by applying the method presented in this paper is shown in Figure 15 . 
Conclusion
This paper has presented a moment-based algorithm for artistic rendering of images, where brush stroke parameters are computed using geometric moments of local intensity distributions. Instead of using small windowed regions on locations identified by a dither function, our algorithm uses connected components for stroke placement. Connected components also allow the rendering of large brush stroke images in regions of nearly constant colour. With this modification, the quality of stylized rendering of the painted images could be significantly improved. Some performance improvements over existing techniques could also be achieved by eliminating the need for the computation of the stroke area image and the dither image.
Further research in this area is directed towards enhancing the edges between two features of different colours in an image.
