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vProgram dela
Predstavite deterministi£ni problem optimalne kontrole v zveznem £asu. Natan£no ga formuli-
rajte in obravnavajte vpra²anje obstoja optimalnih kontrol. Predstavite, kako lahko z idejo dina-
mi£nega programiranja dejansko najdemo optimalne kontrole. Za izhodi²£e naj vam sluºi knjiga
W. H. Fleming in R. W. Rishel, Deterministic and Stochastic Optimal Control, Springer-Verlag,
Berlin, 1975, vir [3]. Teoreti£ne koncepte predstavite na izbranih primerih, kot je recimo uporaba
optimalne kontrole za sanacijo ban£nega sektorja, ki je obravnavana v £lanku O. Kostylenko, H.
S. Rodrigues in D. F. M. Torres, Banking risk as an epidemiological model: an optimal control
approach, Springer Proc. Math. Stat. 223 (2018), 165176, vir [6].
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Optimalna kontrola in njena uporaba v ekonomiji
Povzetek
V magistrskem delu se ukvarjamo s problemom optimalne kontrole, ki ga nato uporabimo pri
re²evanju ban£ne krize. Najprej dobimo splo²en pregled nad tipi problema optimalne kontrole.
Vidimo, da obstajajo 4 tipi modelov, ki so deterministi£ni model v diskretnem in zveznem £asu
ter stohasti£ni model v diskretnem in zveznem £asu. Osredoto£imo se na deterministi£ni model v
zveznem £asu in navedemo Pontryaginov princip. Dokaºemo eksisten£ni izrek z uporabo minimi-
zirajo£ega zaporedja funkcij stanj. Nato s pomo£jo dinami£nega programiranja razvijemo orodje
za iskanje optimalne kontrole. Glavni rezultat je bila izpeljava ena£be dinami£nega programiranja.
Spoznamo tudi pojem povratne kontrole in re²imo primer s pomo£jo Pontryaginovega principa. V
zadnjem poglavju se osredoto£imo na modeliranje ban£ne krize kot problem optimalne kontrole
s pomo£jo modela SIR. Imamo tri razli£ne primere ²iritve krize. Prva kriza se za£ne v banki na
Portugalskem, druga v paniji in tretja v Veliki Britaniji. Kriza na Portugalskem in paniji se
za£ne in kon£a dokaj hitro, medtem ko je v Veliki Britaniji proces po£asnej²i in zato tudi dalj²i,
£esar se bojimo. Nato vpeljemo kontrolno funkcijo, ki ima nekaj omejitev, s katero se kriza kon£a
hitreje in ne raz²iri toliko. Te situacije sprogramiramo in re²imo s pomo£jo Matlaba.
Optimal control and its applications to economics
Abstract
In my master's thesis we deal with the optimal control problem, which we then apply to solving a
bank crisis. Firstly, we get a general overview of types of optimal control problems. We learn that
there are 4 types of models, which are discrete time deterministic, continuous time deterministic,
discrete time stochastic and continuous time stochastic models. We focus on the continuous time
deterministic model and state Pontryagin principle. We prove the existence theorem by using
a minimizing sequence of the state functions. Then we develop a tool for ﬁnding the optimal
control via dynamic programming. The main result there is obtaining the equation of dynamic
programming. We get familiar with the notion of feedback control and solve one example with
the help of Pontryagin principle. Our last chapter focuses on modelling a bank crisis into optimal
control problem by using the SIR model. We have three diﬀerent examples of crisis propagation.
The ﬁrst crisis starts with a bank in Portugal, the second one with a bank in Spain and the
third one starts in Great Britain. The crisis spreads quickly in Portugal and Spain but also ends
relatively soon whereas in Great Britain it takes a lot more time for the crisis to spread but it
lasts a lot longer, which is what we are afraid of. We then propose a control function with some
restrains to end the crisis more quickly and prevent it from spreading. We model and solve these
situations in Matlab.
Math. Subj. Class. (2010): 49J15, 49N90
Klju£ne besede: optimalna kontrola, problem optimalne kontrole, ﬁnan£na kriza, ban£na kriza,
kontrolna funkcija, funkcija stanja, deterministi£ni model v zveznem £asu, Pontryaginov princip,
dinami£no programiranje, povratna kontrola, SIR model.
Keywords: optimal control, optimal control problem, ﬁnantial crisis, bank crisis, control function,
state function, continuous time deterministic model, Pontryagin principle, dynamic programming,
feedback control, SIR model.

11. Uvod
Zamislimo si, da imamo £redo ovac, kjer je polovica ovc belih in polovica £rnih. Vsaki£, ko
zableja bela ovca, se ena izmed £rnih ovc, spremeni v belo. In obratno, ko zableja £rna ovca, se ena
izmed belih ovac spremeni v £rno. elimo si imeti kar se da najve£ belih ovc. To lahko doseºemo
na slede£ na£in: po tem, ko je ena izmed ovac zamenjala svojo barvo, lahko iz £rede odstranimo
poljubno ²tevilo £rnih ovc. Vpra²am vas, koliko £rnih ovc naj vsak krog odstranimo, da doseºemo
svoj cilj. Vidimo, da odgovor ni tako enostaven. Namre£, £e iz £rede odstranimo preve£ £rnih ovc,
bomo na koncu zato imeli manj belih ovc. e pa jih odstranimo premalo, se lahko zgodi, da bo
na²a £reda na koncu £rna. Izkaºe se, da moramo vsaki£ odstraniti toliko £rnih ovac, da bo ²tevilo
belih in £rnih ovc v vsakem trenutku enako.
Zgornji problem je primer problema optimalne kontrole. Problem optimalne kontrole je v svojem
bistvu primer matemati£nega modeliranja neke situacije, za katero ºelimo, da se izte£e za nas op-
timalno. Nad to situacijo imamo nadzor v obliki kontrolne funkcije, za katero ºelimo, da je tak²na,
da bo izzid za nas minimalen ali maksimalen. eprav je problem s £redo ovac, ki smo ga predstavili
za motivacijo, ﬁktiven, je v praksi problem optimalne kontrole zelo uporaben. To bomo spoznali
v zadnjem poglavju, kjer si bomo ogledali problem ban£ne krize in kako ga £im hitreje, vendar
s £im manj sredstvi, u£inkovito re²iti. Pred tem se bomo seznanili ²e s tipi problema optimalne
kontrole, Pontryaginovim principom, pokazali eksistenco in s pomo£jo dinami£nega programiranja
razvili razli£ne na£ine za re²evanje tak²nih problemov.
2. Formulacija optimalne kontrole
Problem optimalne kontrole lahko razvrstimo v ²tiri tipe. Ti tipi so: deterministi£ni model v
diskretnem £asu, deterministi£ni model v zveznem £asu ter stohasti£ni model v diskretnem £asu
in stohasti£ni model v zveznem £asu. Oglejmo si njihove najpogosteje uporabljene formulacije,
povzete po [2, str. 46]. Teh je namre£ ve£, lahko so bolj ali manj splo²ne. V poglavju 3.1 se bomo
seznanili z najbolj splo²no obliko deterministi£nega modela optimalne kontrole v zveznem £asu, na
katerega sem se tudi osredoto£ila v nadaljevanju dela.
2.1. Deterministi£ni model optimalne kontrole v diskretnem £asu. S spremenljivko t ozna-
£imo trenutni £as. Ker je £as diskreten, velja t ∈ N. Stanje v £asu t ozna£ujemo z xt ∈ R, kontrolno
spremenljivko v £asu t pa z ut ∈ Rm, pri £emer m ∈ N dolo£a ²tevilo stvari, ki jih kontroliramo
v vsakem £asu. Kontrolna spremenljivka je tista, ki vpliva na prostor stanj in jo moramo dolo-
£iti tako, da bo na² sistem optimalen. To pomeni, da bodisi minimiziramo bodisi maksimiziramo
neko funkcijo, ki je odvisna od stanj ter kontrolne spremenljivke. Pogosteje minimiziramo, £eprav
sta si problema ekvivalentna, saj lahko maksimum pretvorimo v minimum po ustrezni mnoºici in
obratno:
max
z∈Z
(φ(z)) = sup {φ(z) : z ∈ Z} = − inf {−φ(z) : z ∈ Z} = −min
z∈Z
(−φ(z)).
Poznati moramo za£etno stanje x0, torej stanje v £asu t = 0, ter kako se stanja s £asom spreminjajo,
kar je funkcija kontrolne spremenljivke u in prej²njega stanja, torej xt+1 = gt(xt, ut). Funkcija g
ima indeks t, saj se tudi ona spreminja s £asom. Biti mora zvezna in zvezno odvedljiva glede na
koordinato x.
Imejmo sedaj prostor zaporedij {ut, xt}∞t=0, kjer kot prej velja ut ∈ Rm in xt ∈ R. elimo
maksimizirati uteºeno funkcijo prostora stanj in kontrolne spremenljivke, torej
max
{u}
∞∑
t=0
βtf(xt, ut),
pri naslednjih pogojih:
xt+1 = g(xt, ut), t ∈ N,
pri £emer poznamo za£etno stanje x0 in za uteºi β := 11+ρ velja 0 < β < 1 in ρ > 0. Koli£ino ρ smo
vpeljali £isto iz prakti£nih razlogov. Njena pogosta interpretacija je obrestna mera. Za funkcijo f
zahtevamo, da je Lebesguovo integrabilna in zvezno parcialno odvedljiva.
22.2. Deterministi£ni model optimalne kontrole v zveznem £asu. Sedaj za spremenljivko t,
ki predstavlja £as, velja t ∈ R+. Z u(t) ozna£imo kontrolno funkcijo in z x(t) funkcijo stanj v £asu
t. Obe funkciji naj bosta odsekoma zvezni. I²£emo u(t), ki bo maksimizirala spodnji funkcional:
V [u] =
∫ ∞
0
f(u(t), x(t))e−ρtdt,
kjer je ρ > 0 in predstavlja jakost obrestne mere, ostali pogoji pa so slede£i:
x˙(t) =
dx
dt
= g(x(t), u(t)), t ≥ 0,
kjer je x(0) = x0 podan, funkcija g pa mora biti zvezna in zvezno odvedljiva glede na x. Za funkcijo
f zahtevamo, da je Lebesguovo integrabilna in zvezno parcialno odvedljiva.
2.3. Stohasti£ni model optimalne kontrole v diskretnem £asu. Za £as ponovno velja t ∈ N.
Na²i spremenljivki, ki ozna£ujeta stanje in kontrolo, sta tokrat slu£ajni, torej oblike {ut(ω), xt(ω)}t∈N,
pri £emer je ω ∈ N × (Ω,F , P,F). Spremenljivke (Ω,F , P ) ozna£ujejo verjetnostni prostor nad
σ-algebro F = {Ft}t∈N. Velja (t, ω) 7→ ut, pri £emer je ut ∈ R, in (t, ω) 7→ xt, pri £emer je xt ∈ R.
elimo maksimizirati spodnjo pri£akovano vrednost v £asu 0, torej:
max
{u}
E0
[ ∞∑
t=0
βtf(ut, xt)
]
,
pri pogojih:
xt+1 = g(xt, ut, ωt+1), t ∈ N,
kjer je x0 ºe poznana vrednost in 0 < β < 1. Za funkcijo f zahtevamo, da je Lebesguovo integra-
bilna in zvezno parcialno odvedljiva.
2.4. Stohasti£ni model optimalne kontrole v zveznem £asu. Ker je £as zvezen, velja t ∈ R+.
Podobno kot prej imamo slu£ajno kontrolno spremenljivko u(ω, t) ter slu£ajno spremenljivo stanj
x(ω, t), pri £emer je ω = ω(t) ∈ (Ω,F , P,F(t)), t ∈ R+. I²£emo u∗(t), ki maksimizira funkcional
V [u] = E0
[∫ ∞
0
f(u(t), x(t))e−ρtdt
]
,
pri £emer sta u(t) = u(ω(t), t) in x(t) = x(ω(t), t) Itôva procesa in ρ > 0. Imamo tudi dolo£ene
omejitve, ki so predstavljene v stohasti£ni diferencialni ena£bi
dx = g(x(t), u(t), t)dt+ σ(x(t), u(t))dB(t),
kjer je t ∈ R+ in {dB(t) : t ∈ R+} Wienerjev proces. Za funkcijo f kot prej zahtevamo, da je
Lebesguovo integrabilna in zvezno parcialno odvedljiva.
3. Eksistenca deterministi£nega modela optimalne kontrole v zveznem £asu
Za obravnavo problema eksistence oz. obstoja optimalne kontrole moramo dodati nekaj pred-
postavk in omejitev na ºe poznane pojme.
3.1. Reformulacija deterministi£nega problema optimalne kontrole v zveznem £asu.
Naj bo F zaprta podmnoºica Rm. Spremenljivke t ∈ R, x ∈ Rn in u ∈ Rm podobno kot prej
predstavljajo £as, stanja in kontrolo. Naj bo g vektorska funkcija, ki je zvezna in zvezno parcialno
odvedljiva glede na spremenljivko x, velja g : R × Rn × Rm → Rn. Nadalje, naj bo
φ : R × R × Rn × Rn → Rk zvezno parcialno odvedljiva. Funkcija g bo podobno kot v prej²njem
poglavju predstavljala na£in prehoda iz enih stanj v druga. Funkcija φ pa bo imela ve£ razli£nih
vlog. Na svoji prvi komponenti bo imela izraz, ki ga optimiziramo, na preostanku komponent pa
omejitve, ki jih moramo pri tem upo²tevati.
Deﬁnirajmo mnoºico U kot mnoºico odsekoma zveznih kontrolnih funkcij u, za katere je u(t) ∈ F .
Vsak element te mnoºice, torej vsaka funkcija u, je deﬁniran na nekem intervalu [t0, t1], ki so za
razli£ne funkcije u seveda lahko razli£ni. Za mnoºico kontrolnih funkcij U naj velja naslednja
lastnost: za vsako funkcijo u ∈ U , ki je deﬁnirana na nekem intervalu [t0, t1], in za vsak i = 1, ..., l,
3za katerega je ui(t) ∈ F , kjer so funkcije ui deﬁnirane na pripadajo£ih med sabo disjunktnih
intervalih (τi − hi, τi], ki imajo presek s [t0, t1], pri £emer je hi > 0 za vsak i, je
u˜(t) =
{
ui, £e je τi − hi < t ≤ τi;
u(t), £e je t ∈ [t0, t1] in t /∈ (τi − hi, τi] za noben i
element mnoºice U . Ta pogoj bomo potrebovali kasneje v dokazu eksistence, ko bomo konstuirali
nove funkcije, za katere bi si prav tako ºeleli, da so kontrolne funkcije.
Za kontrolno spremenljivko u(t), ki je deﬁnirana na intervalu [t0, t1] in spremenljivko stanj x(t)
imamo naslednjo vez:
(3.1) x˙ = g(t, x(t), u(t))
z za£etnim pogojem x(t0) = x0. e je x(t) podan, sklepamo, da preko ena£be (3.1) poznamo tudi
kontrolo u(t) in za£etno stanje x0.
Prva komponenta funkcije φ evalvirana v (t0, t1, x(t0), x(t1)), pri £emer velja zgornja vez (3.1),
je realno ²tevilo, ki ga ºelimo optimizirati. Tokrat se bomo odlo£ili za minimizacijo. To ²tevilo
φ1(t0, t1, x(t0), x(t1))
je seveda odvisno od kontrolne funkcije u(t) in za£etnega pogoja x0 = x(t0). Ko bomo ºeleli to
poudariti, ga bomo ozna£evali z J(x0, u). Za naslednjih k− 1 komponent funkcije φ, evalviranih v
(t0, t1, x(t0), x(t1)), ki jih bomo ozna£ili
φi(t0, t1, x(t0), x(t1)),
pri £emer je i = 2, ..., k, mora veljati slede£e:
(3.2) φi(t0, t1, x(t0), x(t1)) = 0; i = 2, ..., k.
Zgornji pogoji predstavljajo na²e omejitve sistema. e bi si ºeleli, na primer, da je kon£en £as
trikrat ve£ji od za£etnega, bi na eno izmed komponent funkcije φ od druge komponente dalje dali
izraz 3t0 − t1 in zanj zahtevali, da je enak 0. Vse to£ke, ki zado²£ajo pogojem (3.2), naj tvorijo
mnoºico S. Vidimo torej, da velja (t0, t1, x(t0), x(t1)) ∈ S. Kandidati za re²itev optimalne kontrole
so torej pari (x0, u), £e obstaja x(t), ki zado²£a ena£bi (3.1) z za£etno vrednostjo x0 in ena£bam
(3.2). Vse kandidate zberimo v mnoºico, ki jo ozna£imo z R. Med elementi mnoºice R i²£emo
tistega, ki bo minimiziral φ1(t0, t1, x(t0), x(t1)).
V praksi se za iskanje re²itev optimalne kontrole veliko uporablja Pontryaginov princip, ki navaja
potrebne pogoje za optimalnost. Ker je dokaz zelo dolg in zahteven, navajam samo referenco [3,
poglavja 5 ter 1115].
Izrek 3.1. (Pontryaginov princip) Spodnji pogoji so potrebni, da je par (x∗0, u
∗(t)) re²itev problema
optimalne kontrole, torej tisti, ki minimizira φ1(t0, t1, x(t0), x(t1)). Obstajati mora neni£elni k-
dimenzionalni vektor λ, za katerega je prva komponenta λ manj²a ali enaka ni£, torej λ1 ≤ 0, ter
n-dimenzionalna vektorska funkcija P (t), tako da za t ∈ [t0, t1] velja:
(i) P˙ (t)T = −P (t)T gx(t, x∗(t), u∗(t));
za t ∈ (t0, t1) in u ∈ F pa
(ii) P (t)T [g(t, x∗(t), u)− g(t, x∗(t), u∗(t))] ≤ 0;
(iii) P (t1)T = λT
∂φ
∂x1
(t0, t1, x(t0), x(t1));
(iv) P (t0)T = −λT ∂φ∂x0 (t0, t1, x(t0), x(t1));
(v) P (t1)T g(t1, x∗(t1), u∗(t1)) = −λT ∂φ∂t1 (t0, t1, x(t0), x(t1));
(vi) P (t0)T g(t0, x∗(t0), u∗(t0)) = −λT ∂φ∂t0 (t0, t1, x(t0), x(t1)).
(vii) e ima g(t, x, u) zvezni parcialni odvod gt(t, x, u), velja za vsak t ∈ [t0, t1] enakost
P (t)T g(t, x∗(t), u∗(t)) = λT
∂φ
∂t0
(t0, t1, x
∗(t0), x∗(t1)) +
∫ t
t0
P (s)T gt(s, x
∗(s), u∗(s))ds.
Koli£ina
H(t, x, u) := P (t)T g(t, x, u)(3.3)
4se imenuje Hamiltonijan zaradi analogije iz klasi£ne mehanike. Drugo ena£bo iz na²ega izreka (2)
lahko zapi²emo kot
max
ν∈F
{H(t, x∗(t), ν)} = H(t, x∗(t), u∗(t)),(3.4)
kar se imenuje Pontryaginov princip maksimuma. Kontrola bo kandidatka za optimalno kontrolo
oziroma ekstremala, £e zado²£a pogojem od (1) do (7) in je skupaj z za£etno vrednostjo vsebovana
v mnoºici R.
3.2. Ekvivalentni problemi.
1. e mnoºica F ni zaprta podmnoºica Rm, temve£ odprta, imenujemo nastal problem op-
timalne kontrole Mayerjev problem.
2. Mayerjev problem lahko preoblikujemo v Lagrangevega in obratno. Naj bo L : R×Rn ×
Rm → R zvezno odvedljiva funkcija glede na (x, u) ∈ Rn × Rm. Edina razlika med Ma-
yerjevim in Lagrangevim problemom je, da namesto φ1(t0, t1, x(t0), x(t1)) minimiziramo∫ t1
t0
L(t, x(t), u(t))dt.
3. e ohranimo iste predpostavke kot pri Lagrangevem problemu, le da minimiziramo
φ1(t0, t1, x(t0), x(t1)) +
∫ t1
t0
L(t, x(t), u(t))dt
(vsoto minimiziranih funkcij pri Mayerjevem in Lagrangevem problemu), re£emo nasta-
lemu modelu Bolzev problem.
Trditev 3.2. Problemi 1., 2. in 3., kot so opisani zgoraj, so si ekvivalentni v smislu, da se vsakega
od njih lahko preoblikuje v drugega.
Dokaz. (1. =⇒ 2.) : Fiksirajmo Mayerjev problem in ga zapi²imo v obliki Lagrangevega. Poiskati
moramo torej ustrezno funkcijo L, za katero mora veljati
φ1(t0, t1, x(t0), x(t1)) =
∫ t1
t0
L(t, x(t), u(t))dt.
Za to imamo ve£ moºnosti. Izberimo si enostavno moºnost, iz katere bo dobro razvidna odvisnost
funkcije L od t, x(t) in u(t). Sistemu pogojev (3.1) iz Lagrangevega problema dodajmo ena£bo
tako, da stanju x(t) dodamo komponento, torej n˜ := n+ 1 in x˙n+1 = 0, iz £esar sledi, da je xn+1
konstanta. Pogojem (3.2) v Lagrangevem problemu dodajmo ²e enega (k˜ := k + 1) in sicer:
φk+1(t0, t1, x(t0), x(t1)) := xn+1(t1)− φ1(t0, t1, x(t0), x(t1))
t1 − t0 .
Iz pogoja φk+1(t0, t1, x(t0), x(t1)) = 0 sledi∫ t1
t0
xn+1(t)dt = (t1 − t0)xn+1(t1) = φ1(t0, t1, x(t0), x(t1)),
pri £emer smo upo²tevali, da je xn+1 konstanta. Na²a funkcija L je torej
L(t, x(t), u(t)) = xn+1.
(2. =⇒ 1.) : Imamo torej ﬁksen Lagrangev problem. Poskusimo ga preoblikovati v Mayerjevega.
To lahko storimo na ve£ na£inov. Izberimo si slede£ega, iz katerega bo dobro razvidna odvisnost
funkcije φ1(t0, t1, x(t0), x(t1)) od t0, t1, x(t0) in x(t1). Funkciji stanj x(t) dodajmo eno komponento
in zanjo naj velja
x˙n+1(t) = L(t, x(t), u(t))
z za£etnim pogojem xn+1(t0) = 0. Ena£bo dodamo k pogojem (3.1). Minimiziramo funkcijo
φ1(t0, t1, x(t0), x(t1)),
ki jo deﬁnirajmo kot
φ1(t0, t1, x(t0), x(t1)) := xn+1(t1),
5kar je po zgornji diferencialni ena£bi enako ºeljeni
∫ t1
t0
L(t, x(t), u(t))dt.
(1. =⇒ 3.) : Fiksirajmo Mayerjev problem in ga zapi²imo v obliki Bolzevega. Poiskati moramo
ustrezni funkciji φ˜ in L, za kateri bo veljalo:
φ1(t0, t1, x(t0), x(t1)) = φ˜1(t0, t1, x(t0), x(t1)) +
∫ t1
t0
L(t, x(t), u(t))dt.
To se o£itno izide, £e vzamemo φ˜ = φ in L ≡ 0.
(3. =⇒ 1.) : Fiksirajmo Bolzev problem. Ponovimo postopek pri dokazu (2. =⇒ 1.) in
dodamo komponento funkciji stanj, za katero velja x˙n+1(t) = L(t, x(t), u(t)) z za£etnim pogojem
xn+1(t0) = 0. Ena£bo ponovno dodamo k pogojem (3.1). Kot prej velja
xn+1(t1) =
∫ t1
t0
L(t, x(t), u(t))dt.
Sedaj minimizirajmo funkcijo
φ˜1(t0, t1, x(t0), x(t1)) := φ1(t0, t1, x(t0), x(t1)) + xn+1(t1),
ki je odvisna od t0, t1, x(t0) in x(t1). 
3.3. Eksisten£ni izrek. Eksistenco optimalne kontrole bomo dokazali za Mayerjev problem (pred-
postavke kot v razdelku 3.1 le, da je F odprta mnoºica). Privzemimo, da za funkcijo g iz diferen-
cialne ena£be (3.1) veljajo spodnji pogoji.
Funkcija g je zvezna. e ve£, obstajata konstanti C1, C2 > 0, tako da velja:
|g(t, x(t), u(t))| ≤ C1(1 + |x(t)|+ |u(t)|) in
|g(t, x˜(t), u(t))− g(t, x(t), u(t))| ≤ C2|x˜(t)− x(t)|(1 + |u(t)|)(3.5)
za vse t ∈ R; x(t), x˜(t) ∈ Rn in u(t) ∈ F .
Nadalje, za kontrolne funkcije u namesto odsekoma zveznosti zahtevamo Lebesgueovo integrabil-
nost na intervalu [t0, t1], kar je ²ibkej²i pogoj. Namesto diferencialni ena£bi (3.1) naj funkcija stanj
x sedaj zado²£a ena£bi
(3.6) x(t) = x(t0) +
∫ t
t0
g(s, x(s), u(s))ds,
pri £emer je t0 ≤ t ≤ t1. Re²itve ena£be (3.6) so o£itno tudi re²itve ena£be (3.1). Re²itev ena£be
(3.6) pri pogojih (3.5) obstaja in je enoli£no dolo£ena s kontrolno funkcijo u in za£etno vrednostjo
x0 = x(t0). Dokaz v [7, poglavje 9].
Podobno kot prej zberimo vse kandidate (x0, u), kjer so funkcije u Lebesgueovo integrabilne na
intervalu [t0, t1] z vrednostmi v odprti mnoºici F in so funkcije x re²itve ena£be (3.6) z za£etno
vrednostjo x0 in ustrezajo pogojem (3.2), tako da je to£ka (t0, t1, x(t0), x(t1)) ∈ S. Deﬁnirajmo
mnoºico R˜ kot mnoºico tak²nih kandidatov za re²itev problema optimalne kontrole. Velja R ⊂ R˜,
saj so odsekoma zvezne funkcije u tudi Lebesgueovo integrabilne, re²itve x ena£be (3.6) pa so tudi
re²itve ena£be (3.1). Od sedaj dalje bomo z besedo kandidati mislili na elemente mnoºice R˜.
Preden navedemo eksisten£ni izrek, moramo vpeljati ²e nekaj oznak in pokazati nekaj lem. Deﬁ-
nirajmo najprej mnoºico:
G(t, x) := {g(t, x, ν) : ν ∈ F} ,
pri £emer je t ∈ R in x ∈ Rn. Mnoºica G(t, x) predstavlja sliko funkcije g(t, x, ·) : F → Rn. e je
F kompaktna, je zaradi zveznosti funkcije g tudi G(t, x) kompaktna, torej zaprta.
Lema 3.3. (Grönwall-Bellmanova neenakost) Naj bo m(t) zvezna funkcija, za katero velja
0 ≤ m(t) ≤ h(t) +
∫ t
s
g(r)m(r)dr,(3.7)
kjer je s ≤ t ≤ T in g(t) ≥ 0 na [s, T ], ∫ T
s
g(t)dt <∞. Funkcija h(t) naj bo omejena na intervalu
[s, T ]. Potem za vsak s ≤ t ≤ T velja
m(t) ≤ h(t) +
∫ t
s
g(r)h(r) exp
[∫ t
r
g(u)du
]
dr.(3.8)
6Dokaz. Z z(t) ozna£imo z(t) :=
∫ t
s
g(r)m(r)dr. Neenakost (3.7) se tako prepi²e v 0 ≤ m(t) ≤
h(t) + z(t). e to neenakost pomnoºimo z g(t), dobimo
z˙(t) = g(t)m(t) ≤ g(t)h(t) + g(t)z(t).
e neenakost pomnoºimo ²e z exp
[− ∫ r
s
g(u)du
]
, dobimo
z˙(r)e[−
∫ r
s
g(u)du] ≤ g(r)h(r)e[−
∫ r
s
g(u)du] + g(r)z(r)e[−
∫ r
s
g(u)du],
pri £emer je r ∈ [s, t]. Zgornjo neenakost sedaj z uporabo integracije po delih integriramo na
intervalu [s, t] in dobimo
z(t)e[−
∫ t
s
g(u)du] −
∫ t
s
z(r)e[−
∫ r
s
g(u)du](−g(r))dr ≤∫ t
s
g(r)h(r)e[−
∫ r
s
g(u)du]dr +
∫ t
s
g(r)z(r)e[−
∫ r
s
g(u)du]dr,
kar je enako
z(t)e[−
∫ t
s
g(u)du] ≤
∫ t
s
g(r)h(r)e[−
∫ r
s
g(u)du]dr.
e delimo s faktorjem e[−
∫ t
s
g(u)du], ki je konstanten glede na integracijsko spremenljivko r, dobimo
z(t) ≤
∫ t
s
g(r)h(r) exp
[
−
∫ t
r
g(u)du
]
Upo²tevajmo neenakost (3.7), ki pravi m(t) ≤ h(t) + z(t), da dobimo ºeljen rezultat (3.8). 
Posledica 3.4. (Grönwallova neenakost) e za vse t ∈ [s, T ] velja
0 ≤ m(t) ≤ D + C
∫ t
s
m(r)dr(3.9)
in sta C ter D nenegativni konstanti, potem za vse t ∈ [s, T ] velja tudi
m(t) ≤ DeC(t−s).
Dokaz. Ker smo predpostavili, da velja (3.9), so izpolnjene predpostavke leme 3.3 za g(t) ≡ C in
h(t) ≡ D. Uporabimo torej (3.8) in dobimo
m(t) ≤ D +
∫ t
s
CDeC(t−r)dr = D +D(−eC(t−r))|ts = D −D +DeC(t−s) = DeC(t−s).

Kasneje v dokazu eksisten£nega izreka bomo uporabili tudi spodnjo oceno (3.10), za izpeljavo
katere potrebujemo naslednjo trikotni²ko neenakost:
|x(s)| = |x(s)− x(t0) + x(t0)| ≤ |x(s)− x(t0)|+ |x(t0)|,
7pri £emer je s ∈ [t0, t1]. e upo²tevamo ²e ena£bo (3.6) in prvi pogoj iz neenakosti (3.5), dobimo
0 ≤ |x(t)− x(t0)|
≤ |x(t0) +
∫ t
t0
g(s, x(s), u(s))ds− x(t0)|
= |
∫ t
t0
g(s, x(s), u(s))ds|
≤
∫ t
t0
|g(s, x(s), u(s))|ds
≤ C1
∫ t
t0
(1 + |x(s)|+ |u(s)|)ds
≤ C1
∫ t
t0
(1 + |x(s)− x(t0)|+ |x(t0)|+ |u(s)|)ds
= C1
∫ t
t0
|x(s)− x(t0)|ds+ C1
∫ t
t0
(1 + |x(t0)|+ |u(s)|)ds,
pri £emer je t ∈ [t0, t1]. e za m(t) vzamemo m(t) := |x(t)− x(t0)| lahko uporabimo Grönwallovo
neenakost iz posledice 3.4. Izpolnjene so vse predpostavke, paziti moramo le na izbiro konstante
D (iz posledice). e interval [t0, t] raz²irimo v smislu T0 ≤ t0 ≤ t ≤ T1, lahko zaradi pozitivnosti
funkcije, ki jo integriramo, naredimo slede£o oceno:
C1
∫ t
t0
(1 + |x(t0)|+ |u(s)|)ds ≤ C1
∫ T1
T0
(1 + |x(t0)|+ |u(s)|)ds =: D(T1, T0).
Ker po zgornjih ocenah velja
m(t) ≤ C1
∫ t
t0
m(s)ds+D(T1, T0)
in sta D(T1, T0) in C1 pozitivni konstanti, dobimo iz Grönwallove neenakosti slede£e:
|x(t)− x(t0)| ≤ C
∫ t
t0
(1 + |x(t0)|+ |u(s)|)ds,(3.10)
pri £emer je C = C1 exp [C1(T1 − T0)] in T0 ≤ t0 ≤ t ≤ T1.
Izrek 3.5. (Eksisten£ni izrek) Naj veljajo pogoji (3.5) in spodnje predpostavke:
(i) R˜ je neprazna mnoºica,
(ii) F je kompaktna,
(iii) S je kompaktna in φ je zvezna na S
(iv) G(t, x(t)) je konveksna za vse (t, x(t)) ∈ R× Rn.
Potem obstaja par (x∗0, u
∗) ∈ R˜, za katerega je φ1(t0, t1, x(t0), x(t1)) minimalne vrednosti.
Dokaz izreka 3.5 je nekoliko kompleksen, zato se ga bomo lotili v ve£ korakih.
3.4. Dokaz izreka (3.5). Ideja dokaza: izrek bomo dokazali tako, da bomo najprej na²li zaporedje
parov (xr0, u
r)r∈N, za katere bo limr→∞ J(xr0, u
r) minimalna. Ugotovili bomo, da ima pripadajo£e
zaporedje stanj xr limito x∗, za katero se bo izkazalo, da zado²£a vsem pogojem. Preko optimal-
nega x∗ bomo nato s pomo£jo ena£be (3.1) na²li ustrezen u∗, ki bo skupaj z x∗0 = x
∗(t∗0) re²itev
optimalne kontrole.
Ker je mnoºica S kompaktna po tretji predpostavki izreka, obstajata T0 in T1, za katera je
T0 ≤ t0 ≤ t1 ≤ T1 za vsako to£ko (t0, t1, x(t0), x(t1)) ∈ S. Res, projekcije so namre£ zvezne
funkcije in kot take ohranjajo kompaktnost. Kompaktne mnoºice so v evklidskih prostorih ome-
jene, zato tak²na T0 in T1 tudi obstajata (npr. T0 = min pr1(S) in T1 = max pr2(S)). Poljubno
kontrolno funkcijo u lahko deﬁniramo na [T0, T1] na slede£ na£in: vzamemo poljubno to£ko h ∈ F .
Poljubno kontrolno funkcijo u, ki je deﬁnirana na svojem intervalu [t0, t1], izven tega intervala, to-
rej na [T0, t0) in (t1, T1] konstantno raz²irimo kot u(t) := h, kar je ²e vedno Lebesguovo merljivo.
Preko ena£be (3.6) dobimo ²e funkcijo stanj x(t), ki je prav tako kot u deﬁnirana na [T0, T1].
8Z mnoºico X ozna£imo vse re²itve ena£be (3.6), pri katerih za pripadajo£i par (x0, u) velja
(x0, u) ∈ R˜.
Lema 3.6. Obstajata konstanti M1,M2 > 0, da za vsak x ∈ X velja:
(i) |x(t)| ≤M1; t ∈ [T0, T1],
(ii) |x(t)− x(s)| ≤M2(t− s); T0 ≤ s ≤ t ≤ T1.
Dokaz. Ker je S kompaktna mnoºica, obstaja M0 > 0, da za vse x ∈ X velja |x(t0)| ≤ M0.
Res, tudi tokrat uporabimo projekcijo, in sicer na tretjo komponento, ki ohranja kompaktnost in
posledi£no tudi omejenost. Ker je tudi F kompaktna po drugi predpostavki na²ega izreka in zato
omejena, obstaja B > 0, da velja |u(t)| ≤ B za vse u. Po neenakosti (3.10) je
|x(t)− x(t0)| ≤ C
∫ t
t0
(1 + |x(t0)|+ |u(s)|)ds ≤ C(T1 − T0)(1 +M0 +B).
Ker velja
|x(t)| = |x(t)− x(t0) + x(t0)| ≤ |x(t)− x(t0)|+ |x(t0)|
≤ C(T1 − T0)(1 +M0 +B) +M0,
lahko za M1 iz prve to£ke leme vzamemo kar C(T1 − T0)(1 + M0 + B) + M0. Za drugo oceno
uporabimo enakost (3.6) na obeh £lenih ter kasneje ²e prvi pogoj pri (3.5), torej
|x(t)− x(s)| = |x(t0) +
∫ t
t0
g(r, x(r), u(r))dr − x(t0)−
∫ s
t0
g(r, x(r), u(r))dr|
= |
∫ t
s
g(r, x(r), u(r))dr|
≤
∫ t
s
|g(r, x(r), u(r))|dr
≤ C1
∫ t
s
(1 + |x(r)|+ |u(r)|)dr ≤ C1(1 +M1 +B)(t− s).
Za M2 lahko torej vzamemo M2 := C1(1 +M1 +B). 
Deﬁnicija 3.1. Mnoºica funkcij H je enakozvezna na [T0, T1], £e za vsak ε > 0 obstaja δ = δ(ε) >
0, da za vsaka s, t ∈ [T0, T1], za katera je |s− t| < δ, velja |h(s)− h(t)| < ε za vse funkcije h ∈ H.
Deﬁnicija 3.2. Mnoºica funkcij H je enakomerno omejena, £e obstaja M > 0, da za vsak t ∈
[T0, T1] in vsako funkcijo h ∈ H velja |h(t)| < M .
V nadaljevanju bomo potrebovali tudi spodnji izrek iz funkcionalne analize.
Izrek 3.7. (ArzelàAscolijev izrek) Naj bo H enakozvezna in enakomerno omejena mnoºica funkcij
na intervalu [T0, T1]. Potem ima vsako zaporedje funkcij v H podzaporedje, ki na [T0, T1] enako-
merno konvergira proti zvezni funkciji na [T0, T1].
Dokaz izreka najdemo v [4, stran 122].
Po lemi 3.6 je mnoºica funkcij stanj X enakozvezna in enakomerno omejena. Res, za enakozve-
znost ﬁksirajmo ε > 0 in vzemimo poljubna s, t ∈ [T0, T1]. Ker obstaja M2 > 0, za katerega velja
|x(t)− x(s)| ≤M2(t− s), lahko deﬁniramo δ := εM2 . e velja |t− s| < δ, je
|x(t)− x(s)| ≤M2(t− s) < M2δ = ε.
Enakomerna omejenost pa sledi direktno iz prve to£ke leme 3.6 (M = M1). Predpostavke Ar-
zelàAscolijev izreka 3.7 so tako izpolnjene.
Deﬁnicija 3.3. Spomnimo se J(x0, u) = φ1(t0, t1, x(t0), x(t1)).
Deﬁnirajmo µ := infR˜ J(x0, u). Re£emo, da je zaporedje (x
r
0, u
r), r ∈ N, minimizirajo£e v R˜, £e
velja
µ = lim
r→∞ J(x
r
0, u
r).
Opomba 3.4. Ker je po tretji predpostavki izreka mnoºica S kompaktna in φ zvezna na S, je
J(x0, u) omejena in tako µ > −∞.
9Opazimo, da je vsako podzaporedje minimizirajo£ega zaporedja tudi minimizirajo£e. V mnoºici
R˜ po deﬁniciji inﬁmuma obstaja minimizirajo£e zaporedje, ker je po prvi predpostavki izreka
mnoºica R˜ neprazna. V praksi jih je potrebno konstruirati, da najdemo re²itev optimalne kontrole,
vendar nam je zaenkrat dovolj samo vedenje, da obstajajo.
Imejmo zaporedje (xr0, u
r) ∈ R˜, r ∈ N. Kontrolna funkcija ur je deﬁnirana na svojem intervalu
[tr0, t
r
1], vendar jo lahko raz²irimo na interval [T0, T1] na enak na£in, kot smo to ºe storili na za£etku
tega razdelka. Pripadajo£o re²itev ena£be (3.6) na [T0, T1] ozna£imo z xr, za£etne pogoje pa z
xr0 = x
r(tr0) in x
r
1 = x
r(tr1).
Lema 3.8. Obstaja minimizirajo£e zaporedje (xr0, u
r), r ∈ N, kjer xr enakomerno konvergira na
[T0, T1] k svoji limiti x∗, ko gre r →∞. e ve£: x∗ zado²£a prvi in drugi to£ki v lemi 3.6 in to£ke
(tr0, t
r
1, x
r
0, x
r
1) konvergirajo v to£ko (t
∗
0, t
∗
1, x
∗
0, x
∗
1), pri £emer je x
∗
0 = x
∗(t∗0) in x
∗
1 = x
∗(t∗1).
Dokaz. Vzemimo poljubno minimizirajo£e zaporedje (xj0, u
j), j ∈ N, kjer je xj pripadajo£a re²itev
ena£be (3.6). Ker je S kompaktna, je zaporedje (tj0, t
j
1, x
j
0, x
j
1)j∈N omejeno, zaradi £esar ima ste-
kali²£e. S prehodom na ustrezno podzaporedje postane zaporedje (tj0, t
j
1, x
j
0, x
j
1)j∈N konvergentno,
kar bomo od sedaj dalje predpostavili. Njihovo limito ozna£imo z (t∗0, t
∗
1, x
∗
0, x
∗
1). Velja torej
lim
r→∞ t
r
i = t
∗
i , i = 0, 1.
Na mnoºici
{
xj
}
j∈N lahko uporabimo ArzelàAscolijev izrek 3.7, da dobimo podzaporedje j1, j2, j3, . . . ,
kjer xr := xjr enakomerno konvergira k x∗ na [T0, T1]. Ozna£imo ur := ujr . Ker za xr velja lema
3.6 za vsak r ∈ N, velja tudi za x∗. Res, dobimo
|x∗(t)| = | lim
r→∞x
r(t)| = lim
r→∞ |x
r(t)| ≤ lim
r→∞M1 = M1 in
|x∗(t)− x∗(s)| = | lim
r→∞x
r(t)− lim
r→∞x
r(s)| = lim
r→∞ |x
r(t)− xr(s)| ≤M2(t− s).
Preveriti moramo ²e, da velja x∗(t∗0) = x
∗
0 in x
∗(t∗1) = x
∗
1. Res, ker je limita konvergentnega
zaporedja enaka limiti njegovega podzaporedja, dobimo
x∗(t∗0) = lim
r→∞x
r(t∗0) = lim
r→∞ limk→∞
xr(tk0) = lim
r→∞x
r(tr0),
x∗(t∗1) = lim
r→∞x
r(t∗1) = lim
r→∞ limk→∞
xr(tk1) = lim
r→∞x
r(tr1).

Opomba 3.5. Vidimo tudi, da to£ka (t∗0, t
∗
1, x
∗
0, x
∗
1) zado²£a pogojem (3.2), zaradi zveznosti vseh
φi, i = 2, . . . , k.
V naslednjih dveh lemah bomo pokazali, da je kontrolna spremenljivka u, ki pripada opti-
malnemu x∗ tudi sama optimalna, v oznakah torej u = u∗. Pri tem bomo potrebovali zadnjo
predpostavko izreka, ki pravi, da je mnoºica G(t, x(t)) konveksna za vse (t, x(t)) ∈ R×Rn. Ker za
x∗ velja druga predpostavka leme 3.6, je x∗ Lipschitzevo zvezna in zato absolutno zvezna. Odvod
x˙∗ tako obstaja skoraj povsod, velja osnovni izrek analize, glejte [12, str. 144150].
Lema 3.9. e x˙∗(t) obstaja, zanj velja x˙∗(t) ∈ G(t, x∗(t)).
Dokaz. Dokaz bomo naredili v ve£ korakih. Osnovna ideja je pove£ava mnoºice G(t, x∗(t)) za
poljubno debelino. Nato bomo pokazali, da x˙∗(t) pripada poljubni tako pove£ani mnoºici in po-
sledi£no tudi G(t, x∗(t)).
1. korak: Fiksirajmo t, za katerega predpostavimo, da je T0 < t < T1. Naj bo a > 0 poljubno
²tevilo. Oglejmo si spodnjo mnoºico:
Oa = {y ∈ Rn : d(y,G(t, x∗(t))) < a} ,
pri £emer je d razdalja med svojima argumentoma v evklidskem smislu.
Ker je G(t, x∗(t)) konveksna mnoºica, je tudi Oa konveksna. Res, velja
Oa =
⋃
y∈G(t,x∗(t))
K(y, a)
oziroma enako mnoºico dobimo, £e na²o prvotno mnoºico odebelimo za a ali £e naredimo unijo vseh
krogel s polmerom a in sredi²£em v to£kah iz na²e prvotne mnoºice. Da bi preverili to dejstvo, je
potrebno preveriti obe dokaj o£itni vsebovanosti, £esar ne bomo storili. Za konveksnost mnoºice Oa
10
moramo vzeti poljubni to£ki y, z ∈ Oa in pokazati, da je njuna konveksna kombinacija sy+(1−s)z ∈
Oa, pri £emer je s ∈ [0, 1] poljuben. Da bo to res, mora veljati d(sy+(1−s)z,G(t, x∗(t))) < a. Ker
sta to£ki y, z ∈ Oa, obstajata to£ki xy, xz ∈ G(t, x∗(t)), da je y ∈ K(xy, a) in z ∈ K(xz, a). Ker je
G(t, x∗(t)) konveksna mnoºica, je tudi sxy + (1 − s)xz ∈ G(t, x∗(t)) za isti s kot prej. Pokaºimo,
da to£ka sy + (1− s)z leºi v krogli s polmerom a in sredi²£em v to£ki sxy + (1− s)xz. Res,
|sy + (1− s)z − sxy + (1− s)xz| ≤ |sy − sxy|+ |(1− s)(z − xz)|
≤ sa+ (1− s)a = a.
2. korak: Ker je funkcija g enakomerno zvezna na kompaktni mnoºici [T0, T1] × {|x| ≤M1} × F ,
za ε = a obstaja δ = µa, da iz
|s− t|+ |x′ − x∗(t)| < µa
za vsak u sledi
|g(t, x∗(t), u)− g(s, x′, u)| < a.
Dovolj je gledati |s − t| + |x′ − x∗(t)| < µa, saj to implicira |(s, x′, u) − (t, x∗(t), u)|2 = |s − t|2 +
|x′−x∗(t)|2 < µ2a (me²ani £len po kvadriranju lahko izpustimo, ker je pozitiven). Dobili smo torej,
da za vsak u velja g(s, x′, u) ∈ Oa, kar implicira G(s, x′) ⊂ Oa.
3. korak: Sedaj vzemimo x′ = xr(s) in u = ur(s). Vzemimo δa > 0 dovolj majhnega, da zanj velja:
δa < min
{
µa
3M2
,
µa
3
}
.
Izberimo tudi tak²en ra, da bo za vsak r ≥ ra in s ∈ [T0, T1] drºalo
|xr(s)− x∗(s)| < µa
3
.
Po trikotni²ki neenakosti velja:
|t− s|+ |xr(s)− x∗(t)| = |t− s|+ |xr(s)− x∗(s) + x∗(s)− x∗(t)|
≤ |t− s|+ |xr(s)− x∗(s)|+ |x∗(s)− x∗(t)|
≤ µa
3
+
µa
3
+
µa
3
= µa.
Iz drugega koraka tega dokaza sledi, da je G(s, xr(s)) ⊂ Oa.
4. korak: Naj bo yr(s) := g(s, xr(s), ur(s)). Velja yr(s) ∈ G(s, xr(s)) in zato je po tretjem koraku
tega dokaza yr(s) ∈ Oa za |t− s| < δa in r ≥ ra. Po ena£bi (3.6) je za |h| < δa:
xr(t+ h)− xr(t)
h
=
1
h
(
x(t0) +
∫ t+h
t0
yr(s)ds− x(t0)−
∫ t
t0
yr(s)ds
)
=
1
h
∫ t+h
t
yr(s)ds.
Ker je Oa konveksna in je yr(s) ∈ Oa, je desna stran zgornje ena£be vsebovana v zaprtju Oa
(ozna£imo ga z Oa). Res, ker je g zvezna funkcija, se Riemannov in Lebesguov integral ujemata.
Lahko torej zapi²emo:
1
h
∫ t+h
t
yr(s)ds =
1
h
lim
m∑
j=1
|tj − tj−1|yr(tj) = lim
m∑
j=1
|tj − tj−1|
h
yr(tj),
kjer je limita narejena po vse ﬁnej²ih particijah intervala [t, t+ h]. Ker se |tj−tj−1|h se²tejejo v ena
(²tevec se namre£ se²teje v dolºino intervala, kar je ravno h), imamo zgoraj konveksno kombinacijo
elementov iz Oa, kar je zopet vsebovano v Oa, ki je konveksna. Limita te kombinacije pa je po
deﬁniciji zaprtja mnoºice vsebovana v Oa.
Sedaj naj gre r →∞. Ker je Oa zaprta mnoºica, za |h| < δa velja:
x∗(t+ h)− x∗(t)
h
∈ Oa.
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e sedaj po²ljemo h → 0, dobimo x˙∗(t) ∈ Oa. Ker to velja za vsak a (a je bil poljuben), lahko
sklepamo, da je
x˙∗(t) ∈
⋂
a>0
Oa = G(t, x∗(t)) = G(t, x∗(t)).
Uporabili smo dejstvo, da je mnoºica G(t, x∗(t)) zaprta, saj je zvezna slika kompaktne mnoºice. 
Lema 3.10. Obstaja u∗, da velja (x∗0, u
∗) ∈ R˜ in
x˙∗ = g(t, x∗(t), u∗(t))(3.11)
skoraj povsod na intervalu [T0, T1].
Dokaz. Da obstaja u∗(t), za katerega velja (3.11), sledi neposredno iz deﬁnicije G(t, x) in leme 3.9.
Res,
za ∀t : x˙∗(t) ∈ G(t, x∗(t)) = {g(t, x∗(t), u);u ∈ F}
⇔ za ∀t : ∃u = u∗(t) : x˙∗(t) = g(t, x∗(t), u∗(t)).
Da bo veljalo (x∗0, u
∗) ∈ R˜, mora biti funkcija u∗ ²e Lebesguovo merljiva. To velja po [3, str. 199,
200]. 
Dokaz. Dokazati moramo: obstaja par (x∗0, u
∗) ∈ R˜, za katerega je φ1(t0, t1, x(t0), x(t1)) minimalne
vrednosti.
Naj bodo xr, r = 1, 2, . . . in x∗ kot v lemi 3.8 in (x∗0, u
∗) kot v lemi 3.10. Ker zaporedje xr
pripada minimizirajo£emu zaporedju (x0, ur), je
µ = lim
r→∞φ(t
r
0, t
r
1, x
r
0, x
r
1).
Zaradi zveznosti φ dobimo µ = φ(t∗0, t
∗
1, x
∗
0, x
∗
1). Ker je S kompaktna mnoºica, je za vsako zaporedje
to£k (tr0, t
r
1, x
r
0, x
r
1) ∈ S, tudi njihova limita (t∗0, t∗1, x∗0, x∗1) ∈ S, izpolnjeni so torej pogoji (3.2). Lema
3.8 nam zagotavlja, da to£ka (t∗0, t
∗
1, x
∗
0, x
∗
1) pripada kontroli u
∗. 
4. Dinami£no programiranje
V prej²njem poglavju smo obravnavali obstoj re²itve problema optimalne kontrole, sedaj pa se
bomo ukvarjali s tem, kdaj in kako lahko to re²itev tudi poi²£emo. Kasneje v delu bomo to teorijo
preizkusili tudi v praksi. e vedno obravnavamo deterministi£ni model v zveznem £asu.
4.1. Reformulacija problema. Imejmo problem optimalne kontrole, kot smo ga formulirali v
poglavju 3.1, z nekaj spremembami. Fiksirajmo za£etni £as t0 in za£etno stanje x0 = x(t0). Kot prej
je za kontrolno funkcijo u pripadajo£a funkcija x re²itev ena£be (3.1), ki pravi x˙ = g(t, x(t), u(t)),
z za£etnim pogojem x(t0) = x0 in robnimi pogoji (3.2): φi(t1, x(t1)) = 0, i = 2, ..., k, ki naj bodo
odvisni samo od kon£nega £asa t1 ter kon£nega stanja x1 = x(t1).
Naj bo mnoºica M zaprta podmnoºica Rn+1. Re£emo ji kon£na mnoºica. Zakaj ji tako re£emo,
bo razvidno iz spodnje deﬁnicije.
Deﬁnicija 4.1. Pri ﬁksnih za£etnih podatkih t0 in x0 deﬁnirajmo mnoºico odsekoma zveznih kon-
trolnih funkcij Rt0,x0 deﬁniranih na nekem intervalu [t0, t1], za katere obstaja x, ki zado²£a pogojem
(3.1) in (3.2) in zanj velja x(t0) = x0 ter (t1, x(t1)) ∈M .
Najpomembnej²i dodatni pogoj je (t1, x(t1)) ∈M . Kon£na to£ka funkcije stanj x tako ni prosta,
ampak mora zado²£ati zgornjemu pogoju. Ker imamo ﬁksne za£etne pogoje, sedaj minimiziramo
funkcijo φ1(t1, x(t1)) po mnoºici kontrolnih funkcij Rt0,x0 .
4.2. Teorija, na kateri temelji princip dinami£nega programiranja. V reformulaciji pro-
blema smo ﬁksirali za£etne pogoje. Sedaj bomo na zgoraj deﬁnirani problem optimalne kontrole
pogledali z vidika odvisnosti problema od za£etnih pogojev t0 in x0. Deﬁnirajmo:
(4.1) V (s, y) := inf
u∈Rs,y
φ1(t1, x(t1)),
pri £emer sta s in y na²a variabilna za£etna pogoja t0 in x0. Re£emo ji funkcija vrednosti oz. angl.
value function. Deﬁnirajmo
V (s, y) :=∞,
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£e je mnoºica kontrol Rs,y prazna. Sedaj ima funkcija V zalogo vrednosti na intervalu [−∞,∞].
Velja torej V : R × Rn → [−∞,∞]. Opazimo: V (t1, x(t1)) = φ1(t1, x(t1)), £e je (t1, x(t1)) ∈ M .
Oglejmo si ²e nekaj ostalih pomembnih lastnosti funkcije V .
Izrek 4.1. Naj bo u ∈ Rt0,x0 poljubna funkcija, ki je deﬁnirana na intervalu [t0, t1] s pripadajo£o
re²itvijo ena£be (3.1), recimo ji x. Funkcija V (t, x(t)) je nepadajo£a na [t0, t1].
Dokaz. Vzemimo poljuben u ∈ Rt0,x0 , ki je deﬁniran na intervalu [t0, t1]. Naj bo x njegova
pripadajo£a re²itev ena£be (3.1) z za£etnim pogojem x(t0) = x0. Vzemimo poljubna τ1 in τ2, za
katera je t0 ≤ τ1 ≤ τ2 ≤ t1 in pokaºimo, da je
V (τ1, x(τ1)) ≤ V (τ2, x(τ2)).
Pokaºimo, da lahko vsako kontrolno funkcijo u˜ s pripadajo£o funkcijo x˜ iz mnoºice Rτ2,x(τ2) raz-
²irimo do kontrolne funkcije u v mnoºici Rτ1,x(τ1) z enako kon£no to£ko (t˜1, x˜(t˜1)). Iz tega bo
sledilo {
φ1(t˜1, x˜(t˜1)); u˜ ∈ Rτ2,x(τ2)
} ⊂ {φ1(t1, x(t1)); u ∈ Rτ1,x(τ1)} ,
pri £emer so oznake £asov in pripadajo£ih funkcij stanj konsistentne z oznako kontrolne funkcije.
Posledi£no bo inﬁmum ve£je mnoºice manj²i.
Mnoºica Rt,x(t) je neprazna za vsak t ∈ [t0, t1], saj vsebuje kontrolo u|[t,t1]. To je res, za
pripadajo£o re²itev ena£be (3.1) lahko vzamemo kar x, za katero seveda velja za£etni pogoj x(t) =
x(t), izpolnjeni pa so tudi ostali pogoji (3.2) in (t1, x(t1)) ∈ M , saj so odvisni samo od kon£nega
£asa ter stanja, ki ostajata nespremenjena. Vzemimo torej poljubno kontrolo u˜ iz neprazne mnoºice
Rτ2,x(τ2), deﬁnirano na nekem intervalu
[
τ2, t˜1
]
, pri £emer je t˜1 ≤ t1. Sedaj na intervalu
[
τ1, t˜1
]
deﬁnirajmo kontrolo na slede£ na£in:
u(t) =
{
u(t), £e je τ1 ≤ t < τ2,
u˜(t), £e je τ2 ≤ t ≤ t˜1.
Tako deﬁnirana kontrola u je ²e vedno odsekoma zvezna funkcija. Ker je u ∈ Rt0,x(t0) in posledi£no
u|[τ1,t1] ∈ Rτ1,x(τ1) ter u˜ ∈ Rτ2,x(τ2), je tudi u ∈ Rτ1,x(τ1). Res, pogojem (3.1) ter (3.2) je zado²£eno,
saj za pripadajo£o funkcijo stanj x vzamemo kar
x := x · χt<τ2 + x˜ · χt≤τ2 ,
pri £emer je x˜ pripadajo£a re²itev u˜ in χ karakteristi£na funkcija. Po konstrukciji se kon£na to£ka
(t˜1, x(t˜1)) = (t˜1, x˜(t˜1)) ne spremeni in posledi£no zado²£a pogoju (t˜1, x˜(t˜1)) ∈M . Ker funkciji x in
x˜ obe zado²£ata pogojem (3.1) in (3.2), mu zado²£a tudi x. Velja tudi x˜(τ2) = x(τ2), saj je x(τ2)
za£etni pogoj za x˜. Videli smo, da lahko poljubno kontrolno funkcijo u˜ ∈ Rτ2,x(τ2) raz²irimo do
funkcije u ∈ Rτ1,x(τ1).
Velja torej {
φ1(t˜1, x˜(t˜1)); u˜ ∈ Rτ2,x(τ2)
} ⊂ {φ1(t1, x(t1)); u ∈ Rτ1,x(τ1)}
in posledi£no
inf
{
φ1(t˜1, x˜(t˜1)); u˜ ∈ Rτ2,x(τ2)
} ≥ inf {φ1(t1, x(t1)); u ∈ Rτ1,x(τ1)} ,
kar pomeni V (τ1, x(τ1)) ≤ V (τ2, x(τ2)).

Izrek 4.2. Funkcija V (t, x∗(t)) je konstantna na intervalu [t0, t1], kjer je deﬁnirana optimalna
funkcija stanj x∗.
Dokaz. Naj bo u∗ optimalna kontrola deﬁnirana na [t0, t1] za optimalno funkcijo stanj x∗, ki se
za£ne z x0. Naj bo t ∈ [t0, t1] poljuben. Iz prej²njega izreka vemo, da je V nepadajo£a vzdolº
trajektorije x∗, zato velja V (t0, x0) ≤ V (t, x∗(t)). Pokaºimo, da velja ²e druga neenakost.
Za vsak t, za katerega je t ∈ [t0, t1], je zoºitev u∗|[t,t1] element Rt,x∗(t), saj pripadajo£a funkcija
stanj x∗ po enakem razmisleku kot v prej²njem dokazu ²e vedno ustreza vsem potrebnim pogojem.
Mnoºica Rt,x∗(t) je tako neprazna. e za u˜ v spodnjem inﬁmumu vzamemo kar u∗|[t,t1], dobimo
(4.2) V (t, x∗(t)) = inf
u˜∈Rt,x∗(t)
φ1(t˜1, x˜(t˜1)) ≤ φ1(t1, x∗(t1)).
Ker je bila u∗ optimalna kontrola z za£etnimi pogoji t0 in x0, je po deﬁniciji optimalnosti
V (t0, x0) = φ1(t1, x
∗(t1)).
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Ker je po izreku 4.1 funkcija V (t, x∗(t)) nepadajo£a in je v to£ki (t0, x0) enaka φ1(t1, x∗(t1)), zaradi
neenakosti (4.2) velja
V (t, x∗(t)) ≡ φ1(t1, x∗(t1))
za vse t ∈ [t0, t1]. 
Opomba 4.2. Pogoji opisani v izrekih 4.1 in 4.2 so nujni za optimalnost funkcije u, kar je razvidno
iz dokaza 4.2.
Vpra²anje je, ali so ti pogoji tudi zadostni za optimalnost funkcije u. To bomo pokazali v
spodnjem izreku.
Izrek 4.3. Naj bo W : Rn+1 → [−∞,∞] funkcija, za katero je
W (s, y) = φ1(s, y),
£e je (s, y) ∈M . Naj bosta t0 in x0 dana za£etna pogoja. Predpostavimo, da je funkcija W (t, x(t))
nepadajo£a na intervalu [t0, t1] za vsako kontrolo u ∈ Rt0,x(t0), deﬁnirano na tem intervalu, in
pripadajo£o funkcijo stanj x. e je u∗ ∈ Rt0,x0 kontrola s pripadajo£o funkcijo stanj x∗, za katero
je W (t, x∗(t)) konstantna, je u∗ optimalna kontrola in velja
W (t0, x0) = V (t0, x0).
Dokaz. Za poljubno kontrolno funkcijo u ∈ Rt0,x(t0) velja
(4.3) W (t0, x0) ≤W (t1, x(t1)) = φ1(t1, x(t1)),
saj je W nepadajo£a funkcija. Za kontrolno funkcijo u∗ in pripadajo£o x∗ zaradi konstantnosti W
velja ena£aj v zgornji neenakosti, torej
W (t0, x0) = φ1(t1, x
∗(t1)).
elimo videti, da velja W (t0, x0) = V (t0, x0). Pokaºimo neenakosti v obe smeri.
Oglejmo si V vzdolº x∗. Ker je (t1, x∗(t1)) ∈M , velja
V (t1, x
∗(t1)) = φ1(t1, x∗(t1)) = W (t0, x0).
Funkcija V je tudi nepadajo£a, zato je
V (t0, x0) ≤ V (t1, x∗(t1)) = W (t0, x0).
Za drug neena£aj uporabimo neenakost (4.3), ki pravi
W (t0, x0) ≤ φ1(t1, x(t1)).
e na obeh straneh uporabimo inﬁmum po mnoºici Rt0,x0 , dobimo
W (t0, x0) ≤ inf
u∈Rt0,x0
φ1(t1, x(t1)) = V (t0, x0).
Dobili smo W (t0, x0) = V (t0, x0), iz £esar sledi
inf
u∈Rt0,x0
φ1(t1, x(t1)) = V (t0, x0) = φ1(t1, x
∗(t1)).
Po deﬁniciji funkcije V je torej u∗ optimalna kontrola. 
Posledica 4.4. Naj bo u∗ ∈ Rt0,x(t0) optimalna kontrola, deﬁnirana na intervalu [t0, t1], in x∗
njena pripadajo£a funkcija stanj. Potem je zoºitev u∗|[t,t1] optimalna kontrola za problem z za£e-
tnimi pogoji t in x∗(t), pri £emer je t ∈ [t0, t1] poljuben.
Dokaz. Funkcija V (s, y) zado²£a predpostavkam izreka 4.3 za za£etne pogoje t in x∗(t), pri £emer
je t ∈ [t0, t1] poljuben. Prav tako velja u∗|[t,t1] ∈ Rt,x∗(t). eljeno sledi direktno iz izreka 4.3. 
Zgornja posledica je glavna ideja dinami£nega programiranja, ki se pogosto uporablja v praksi.
Ugotovili smo torej, da je potreben in zadosten pogoj, da je neka kontrola u∗ s pripadajo£o
funkcijo x∗ optimalna to, da obstaja funkcijaW : Rn+1 → [−∞,∞], za katero jeW (s, y) = φ1(s, y)
na mnoºici M , na mnoºici (t, x∗(t)) je konstantna in W (·, x(·)) je nepadajo£a za vsako kontrolo
u ∈ Rt0,x(t0) s pripadajo£o funkcijo x. Naravno vpra²anje je, kako prakti£no je preverjati, ali je
funkcija v dolo£enih to£kah nepadajo£a. Ali se lahko to lastnost preverja na manj²i mnoºici? Ali
lahko najdemo dobro metodo za konstrukcijo funkcij W (s, y), kandidatk za funkcije V (s, y)? S
temi vpra²anji se bomo ukvarjali v naslednjem poglavju.
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4.3. Ena£ba dinami£nega programiranja.
Deﬁnicija 4.3. Deﬁnirajmo mnoºico Q0 =
{
(s, y) ∈ Rn+1 : Rs,y 6= ∅
}
.
Mnoºico Q0 si lahko predstavljamo kot mnoºico to£k (s, y), iz katere lahko doseºemo kon£no
mnoºico M , saj obstaja kontrola u in posledi£no funkcija stanj x z za£etnimi pogoji (s, y), da je
(t, x(t)) ∈M za nek t ∈ [t0, t1]. Mnoºici Q0 re£emo dosegljiva mnoºica oz. angl. reachable set.
Deﬁnicija 4.4. Funkcija V (s, y) je diferenciabilna v notranji to£ki (s0, y0) svoje domene, £e ob-
stajata skalar a in vektor b, da velja
lim
(s,y)→(s0,y0)
|V (s, y)− V (s0, y0)− a(s− s0)− bT (y − y0)|
(|s− s0|+ |y − y0|) = 0.
Zgornja deﬁnicija ni ni£ drugega kot ponovitev ºe znane deﬁnicije diferenciabilnosti funkcije iz
analize, ki pravi, da je funkcija V (s, y) diferenciabilna v to£ki (s0, y0), £e obstaja tak²na linearna
preslikava L, da velja
(4.4) V (s, y)− V (s0, y0) = L((s, y)− (s0, y0)) + o(|s− s0|+ |y − y0|),
in
(4.5) lim
(s,y)→(s0,y0)
o(|s− s0|+ |y − y0|) = 0.
e se zavedamo, da je L zaradi narave to£ke (s0, y0) ∈ R × Rn oblike L = [a, b], pri £emer je a
skalar in b vektor, in iz ena£be (4.4) izrazimo o(|s−s0|+ |y−y0|) ter ga vstavimo v spodnjo ena£bo
(4.5) dobimo to£no zgornjo deﬁnicijo 4.4.
Opomba 4.5. Iz analize vemo, da je kompozicija dveh diferenciabilnih funkcij diferenciabilna ter
da je zadosten pogoj za diferenciabilnost funkcije V obstoj in zveznost parcialnih odvodov 1. reda.
V spodnjem izreku se bomo seznanili z ena£bo dinami£nega programiranja.
Izrek 4.5. Naj bo (s, y) notranja to£ka mnoºice Q0, v kateri je funkcija V (s, y) diferenciabilna.
Potem za funkcijo V (s, y) velja
Vs + Vy · g(s, y, ν) ≥ 0
za vse to£ke ν ∈ F . e obstaja optimalna kontrola u∗ ∈ Rs,y, velja
min
ν∈F
{Vs + Vy · g(s, y, ν)} = 0.(4.6)
e ve£, zgornji minimum je doseºen v desni limiti optimalne kontrole u∗ v £asu s.
Opomba 4.6. Oznaka Vy pomeni vrstico parcialnih odvodov ∂V∂yi , i = 1, . . . , n. Produkt Vy ·g(s, y, ν)
je skalarni produkt med vektorjem in vektorsko funkcijo.
Dokaz. Naj bo (s, y) notranja to£ka mnoºice Q0, v kateri je funkcija V (s, y) diferenciabilna. Fi-
ksirajmo ν ∈ F . e nam uspe konstruirati tako kotrolno funkcijo u : [t0, t1] → F , za katero
bosta veljala za£etna pogoja u(s) = ν in x(s) = y, pri £emer je x pripadajo£a re²itev ena£be
x˙ = g(t, x(t), u(t)), bomo hitro dokazali neenakost
Vs + Vy · g(s, y, ν) ≥ 0.
Res, ker je funkcija V (t, x(t)) nara²£ajo£a in diferenciabilna v to£ki (s, y), velja
∂
∂t
∣∣
t=s
V (t, x(t)) ≥ 0,
iz £esar sledi
∂
∂t
∣∣
t=s
V (t, x(t)) = (Vs + Vy · x˙(t))
∣∣
t=s
= Vs + Vy · g(s, y, ν) ≥ 0.
Lotimo se konstrukcije tak²ne kontrolne funkcije u, zanjo torej velja u(s) = ν in x(s) = y za pripa-
dajo£o funkcijo stanj x. Prva ideja je vzeti konstantno funkcijo u ≡ ν, vendar ta ne zado²£a nujno
vsem potrebnim pogojem, da bi bila v mnoºici Rs,y, zato jo moramo malo popraviti. Vzemimo
torej u ≡ ν in si oglejmo re²itev x ena£be x˙ = g(t, x(t), ν). Ta je seveda zvezna, zato je v odvisnosti
od £asa t zvezna tudi vektorska funkcija h(t) := (t, x(t)). e izra£unamo vrednost funkcije h v
£asu s, dobimo h(s) = (s, y) ∈ Q0. Ker je to£ka (s, y) notranja to£ka mnoºice Q0 in h zvezna
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funkcija, obstaja k > 0, da je to£ka (s+ k, x(s+ k)) ²e vedno vsebovana v Q0. Po deﬁniciji Q0 je
Rs+k,x(s+k) neprazna in zato obstaja u˜ ∈ Rs+k,x(s+k). Deﬁnirajmo iskano kontrolno funkcijo kot:
u(t) =
{
ν, £e je s ≤ t < s+ k,
u˜(t), £e je s+ k ≤ t ≤ t˜1,
za katero velja u ∈ Rs,y. Po razmisleku zgoraj sledi prvi del izreka.
Pokaºimo ²e drugi del. e je funkcija u∗ ∈ Rs,y optimalna s pripadajo£o funkcijo stanj x∗, velja
po deﬁniciji funkcije V in izreku 4.2 za vse t > s spodnja enakost:
V (t, x∗(t)) ≡ φ1(t1, x∗(t1)).
e obe strani enakosti odvajamo po £asu t in t po²ljemo v s, dobimo
∂
∂t
∣∣
t↓sV (t, x
∗(t)) = (Vt + Vy · x˙∗(t))
∣∣
t↓s = Vs + Vy · g(s, y, u∗(s)+) = 0,
pri £emer je u∗(s)+ = lim
t↓s
u∗(t) desna limita kontrole u∗ v to£ki s. Ker za vsako to£ko ν ∈ F velja
Vs + Vy · g(s, y, ν) ≥ 0, mi pa smo na²li to£ko u∗(s)+, v kateri dobimo 0, je
inf
ν∈F
{Vs + Vy · g(s, y, ν)} = min
ν∈F
{Vs + Vy · g(s, y, ν)}
= Vs + Vy · g(s, y, u∗(s)+)
= 0.

Ena£ba (4.6) iz izreka 4.5 se imenuje ena£ba dinami£nega programiranja. Kjer torej obstaja
optimalna kontrola, mora funkcija V zado²£ati ena£bi dinami£nega programiranja v vsaki to£ki iz
notranjosti mnoºice Q0, v kateri je diferenciabilna.
V naslednjem izreku bomo videli, da je z nekaj dodatnimi pogoji V diferenciabilna povsod
razen na mnoºici z Lebesguovo mero 0. Ker bodo za£etni pogoji igrali pomembno vlogo, jih bomo
poudarili z novo notacijo, ne bomo pa spremenili samega problema. Funkcija x(t; s, y) predstavlja
re²itev ena£be (3.1) z za£etnim pogojem x(s) = y, ki ustreza tudi pogojem (3.2). Podobno kot
prej bomo parcialne odvode po y in po s ozna£evali xy(t; s, y) ter xs(t; s, y).
Preden se lotimo formulacije izreka, se spomnimo deﬁnicije Lipschitzove zveznosti.
Deﬁnicija 4.7. Funkcija f(s, y) je Lipschitzovo zvezna na mnoºici R ⊂ Rn+1, £e obstaja konstanta
K, tako da za vse (s1, y1), (s1, y1) ∈ R velja
|f(s1, y1)− f(s2, y2)| ≤ K
√
|s1 − s2|2 + |y1 − y2|2.
Deﬁnicija 4.8. Funkcija f je lokalno Lipschitzeva na R, £e je f |R1 Lipschitzevo zvezna za vse
kompaktne R1 ⊂ R.
Rademacherjev izrek pravi, da je lokalno Lipschitzeva funkcija diferenciabilna v skoraj vseh
notranjih to£kah mnoºice R (izraz skoraj vse se nana²a na Lebesguovo mero). Dokaz Rademacher-
jevega izreka najdemo v [2, str. 216].
Opomba 4.9. Iz analize vemo, da je inﬁmum druºine Lipschitzevo zveznih funkcij Lipschitzevo
zvezna funkcija za isto konstanto K. Enako velja za lokalno Lipschitzevo zvezne funkcije.
Fiksirajmo £asa T0 in T . Ukvarjali se bomo z druºino problemov slede£e oblike: za vsak s ∈
[T0, T ] in y ∈ Rn i²£emo infu∈Rs,y φ1(T, x(T ; s, y)), kjer mnoºica dopustnih kontrol Rs,y vsebuje
levo zvezne, odsekoma zvezne funkcije, vse deﬁnirane na intervalu [s, T ] , z vrednostmi v F ⊂ Rm,
za katere obstaja taka re²itev ena£be (3.1) x(t; s, y), da je x(s; s, y) = y. Ker nimamo ve£ pogojev
na kon£no to£ko in je ena£ba (3.1) po premisleku v poglavju 3.1 za vsako levo zvezno, odsekoma
zvezno funkcijo u enoli£no re²ljiva, je mnoºica Rs,y enaka vsem levo zveznim, odsekoma zveznim
funkcijam na [s, T ], ki imajo vrednosti v F . Deﬁnirajmo RT0 kot mnoºico vseh levo zveznih,
odsekoma zveznih funkcij na [T0, T ] z zalogo vrednosti v F .
Izrek 4.6. Imejmo problem kot je opisan zgoraj. Naj bo F kompaktna, |gx| <∞ in φ1(t, x) lokalno
Lipschitzeva. Potem je funkcija V (s, y) lokalno Lipschitzeva na [T0, T ]×Rn. Po Rademacherjevem
izreku je torej diferenciabilna povsod razen na mnoºici z Lebesguovo mero 0.
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Opomba 4.10. Z oznako |f | je mi²ljena supremum norma, torej v tem primeru
|gx| = sup {|gx(t, x, u)| : t ∈ [T0, T ] , x ∈ Rn, u ∈ F} .
Dokaz. Vzemimo levo zvezno, odsekoma zvezno funkcijo u, deﬁnirano na nekem zaprtem intervalu,
ki vsebuje interval [s, T ] za nek s ∈ [T0, T ], in ima zalogo vrednosti v F . Deﬁnirajmo xu(t; s, y)
kot re²itev diferencialne ena£be (3.1) na intervalu [s, T ], z za£etnim pogojem xu(s; s, y) = y. Pre-
mislimo, da velja
inf
u∈Rs,y
φ1(T, xu(T ; s, y)) = V (s, y) = inf
u∈RT0
φ1(T, xu(T ; s, y)).
Pokaºimo najprej neenakost inf
u∈Rs,y
φ1(T, xu(T ; s, y)) ≥ inf
u∈RT0
φ1(T, xu(T ; s, y)). Vzemimo polju-
ben u ∈ Rs,y in pokaºimo, da se ga da raz²iriti do u ∈ RT0 . Potem bo φ1(T, xu(T ; s, y)) =
φ1(T, xu(T ; s, y)). Deﬁnirajmo
u(t) =
{
u(s), £e je T0 ≤ t ≤ s,
u(t), £e je s ≤ t ≤ T.
Tak u je vsebovan v RT0 , ker je levo zvezna, odsekoma zvezna funkcija. Res, konstanta je zvezna,
u(t) pa levo zvezna, odsekoma zvezna. Predpisa se ujemata na preseku in njihove funkcijske vredno-
sti so vsebovane v F . Pokaºimo ²e neenakost inf
u∈Rs,y
φ1(T, xu(T ; s, y)) ≤ inf
u∈RT0
φ1(T, xu(T ; s, y)).
e vzamemo u ∈ RT0 , bo njegova zoºitev u|[s,T ] nastopala v Rs,y in tako prispevala enako vre-
dnost funkcije φ1 v inﬁmumu kot u. Po premisleku v poglavju 3.1 obstaja re²itev ena£be (3.1)
z za£etnim pogojem xu(s; s, y) = y, deﬁnirana kot xu(t; s, y). Prav tako je zooºitev levo zvezne,
odsekoma zvezne funkcije z vrednostmi v F ²e vedno levo zvezna, odsekoma zvezna z vrednostmi
v isti mnoºici. Pokazali smo torej enakost
inf
u∈Rs,y
φ1(T, xu(T ; s, y)) = inf
u∈RT0
φ1(T, xu(T ; s, y)).
Sedaj, ko imamo ﬁksno mnoºico, po kateri delamo inﬁmum, lahko uporabimo naslednje dejstvo:
kot je ºe bilo omenjeno v opombi 4.9, iz analize vemo, da je inﬁmum druºine Lipschitzevo zveznih
funkcij Lipschitzevo zvezna funkcija za isto konstanto K. Enako velja za lokalno Lipschitzevo
zvezne funkcije. Zato je torej dovolj pokazati, da je za vsako kontrolo u ∈ RT0 funkcija J(s, y, u) :=
φ1(T, xu(T ; s, y)) lokalno Lipschitzeva s konstanto neodvisno od u. Najprej bomo pokazali, da so
pripadajo£e funkcije stanj xu(T ; s, y) lokalno Lipschitzeve s konstantami neodvisnimi od svojih
kontrol u.
Vzemimo poljubno kontrolo u ∈ RT0 . Naj bo a > 0 poljubno realno ²tevilo. Deﬁnirajmo
Sa = {x ∈ Rn : |x| ≤ a}
in
C1 = sup {|g(t, x, u)| : (t, x, u) ∈ [T0, T ]× Sa × F} .
Ker je g zvezno odvedljiva, velja za vsak r ∈ [s, T ] neena£ba
|g(r, xu(r; s, y), u(r))− g(r, y, u(r))| ≤ |gx| · |xu(r; s, y)− y|,
iz £esar sledi
|g(t, xu(r; s, y), u(r))| ≤ |g(r, y, u(r))|+ |gx| · |xu(r; s, y)− y|
≤ C1 + |gx| · |xu(r; s, y)− y|.
Ker je funkcija x re²itev ena£be (3.1) in posledi£no ena£be (3.6), ki pravi
xu(t; s, y) = y +
∫ t
s
g(r, xu(r; s, y), u(r))dr,
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velja za |y| ≤ a:
|xu(t; s, y)− y| ≤
∣∣∣∣∫ t
s
g(r, xu(r; s, y), u(r))dr
∣∣∣∣
≤
∫ t
s
|g(r, xu(r; s, y), u(r))|dr
≤
∫ t
s
(C1 + |gx| · |xu(r; s, y)− y|)dr
≤ C1(t− s) +
∫ t
s
|gx| · |xu(τ ; s, y)− y|dτ.
Uporabimo Grönwall-Bellmanovo neenakost 3.3 za
m(t) := |xu(t; s, y)− y|,
h(t) := C1(t− s),
ki je na [s, T ] omejena s C1(T − s), in
g(r) := |gx| ≥ 0,
za katero je
∫ T
s
|gx|dr = |gx|(T − s) ≤ |gx|(T − T0) <∞. Dobimo
|xu(t; s, y)− y| ≤ C1
(
(t− s) +
∫ t
s
|gx|(τ − s)e|gx|·(t−τ)dτ
)
≤ C1
(
(t− s) +
∫ t
s
|gx|(T − T0)e|gx|·(T−T0)dτ
)
≤ C2|t− s|,
(4.7)
pri £emer je
C2 = C1 + C1|gx| · (T − T0)e|gx|(T−T0).
e ponovno uporabimo ena£bo (3.6) v primeru, ko je |y| < a, |y′| < a in s < s′, dobimo
|xu(T ; s, y)− xu(T ; s′, y′)|
≤
∣∣∣∣∣y +
∫ T
s
g(r, xu(r; s, y), u(r))dr − y′ −
∫ T
s′
g(r, xu(r; s
′, y′), u(r))dr
∣∣∣∣∣
≤ |y − y′|+
∣∣∣∣∣
∫ s′
s
g(r, xu(r; s, y), u(r))dr
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
s′
(g(r, xu(r; s, y), u(r))− g(r, xu(r; s′, y′), u(r))dr
∣∣∣∣∣
≤ |y − y′|+ |y − xu(s′; s, y)|+
∫ T
s′
|gx| · |xu(τ ; s, y)− xu(τ ; s′, y′)|dτ.
Po ena£bi (4.7) velja za |y| < a in |y′| < a naslednje:
|xu(T ; s, y)− xu(T ; s′, y′)| ≤ |y − y′|+ C2|s− s′|
+
∫ T
s′
|gx| · |xu(τ ; s, y)− xu(τ ; s′, y′)|dτ.
Z uporabo Grönwallove neenakosti 3.4 zam(τ) := |xu(τ ; s, y)−xu(τ ; s′, y′)|, konstanti C := |gx| > 0
in D := |y − y′|+ C2|s− s′| > 0 ter CBS neenakosti dobimo
|xu(T ; s, y)− xu(T ; s′, y′)| ≤ (|y − y′|+ C2|s− s′|)e|gx|·(T−s′)
≤
√
2 max {1, C1} e|gx|·(T−T0)
√
|y − y′|2 + |s− s′|2
≤ K
√
|y − y′|2 + |s− s′|2.
(4.8)
Funkcija x je torej Lipschitzevo zvezna. Konstanta K je odvisna samo od T − T0, C1 ter |gx|.
Neodvisna je torej od kontrole u.
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Ker je po predpostavki izreka φ1(t, x) lokalno Lipschitzeva, je zaradi (4.8) in dejstva iz analize,
da je kompozitum Lipschitzevo zveznih funkcij Lipschitzevo zvezen tudi
J(s, y, u) = φ1(T, x(T ; s, y))
lokalno Lipschitzeva na [T0, T ] × Sa, pri £emer je konstanta neodvisna od kontrolne funkcije u.
Funkcija V (s, y) je torej lokalno Lipschitzevo zvezna. 
Naslednje vpra²anje, ki nas zanima je, kdaj re²ive W (s, y) ena£be dinami£nega programiranja
(4.6) zado²£ajo pogojem izreka 4.3. Zaenkrat se osredoto£imo zgolj na re²itveW (s, y), ki so zvezno
odvedljive.
Izrek 4.7. Naj bo W (s, y) zvezno odvedljiva re²itev ena£be dinami£nega programiranja (4.6), za
katero velja
W (s, y) = φ1(s, y)(4.9)
za (s, y) ∈ M . Naj bo (t0, x0) ∈ Q, u ∈ Rt0,x0 in x pripadajo£a re²itev ena£be (3.1). Potem je
W (t, x(t)) nepadajo£a funkcija £asa t. Nadalje, £e je u∗ ∈ Rt0,x0 kontrolna funkcija deﬁnirana na
intervalu [t0, t∗1] s pripadajo£o funkcijo stanj x
∗, da za vsak t ∈ [t0, t∗1] velja
Ws(t, x
∗(t)) +Wy(t, x∗(t))g(t, x∗(t), u∗(t)) = 0,(4.10)
je u∗ ∈ Rt0,x0 optimalna kontrola in W (t, x∗(t)) = V (t, x∗(t)).
Dokaz. Iz ena£be dinami£nega programiranja (4.6) sledi
∂
∂t
W (t, x(t)) = Ws +Wyg(t, x(t), u(t)) ≥ 0.
Torej je funkcija W (t, x(t)) nepadajo£a.
Ena£ba (4.10) implicira
∂
∂t
W (t, x∗(t)) = 0.
Ker velja ena£ba zgoraj in je W (t, x∗(t)) zvezno odvedljiva, je
W (t, x∗(t))
konstantna. Po izreku 4.3 je u∗ optimalna kontrola in velja W (t, x∗(t)) = V (t, x∗(t)), saj sta obe
konstantni in se ujemata v to£ki (t∗1, x
∗(t∗1)). Tam sta namre£ obe enaki φ1(t
∗
1, x
∗(t∗1)). 
Iz izreka vidimo, da je za preverjanje optimalnosti neke kontrole u dovolj preveriti tri pogoje,
in sicer
(i) da obstaja re²itev ena£be dinami£nega programiranja (4.6),
(ii) ki zado²£a ena£bi (4.9)
(iii) in ena£bi (4.10).
Opazimo, da ena£ba (4.10) implicira, da je minimum v ena£bi dinami£nega programiranja (4.6)
doseºen v u∗(t), £e je x = x∗(t), torej £e je funkcija stanj optimalna.
V naslednjem razdelku poglavja dinami£nega programiranja bomo deﬁnirali nov koncept, ki
nam bo pomagal raziskati odvisnost diferenciabilnosti funkcije V od kon£nih pogojev in dose£i
podoben rezultat kot v zgornjem izreku 4.7 le s ²ibkej²imi predpostavkami.
4.4. Povratna kontrola.
Deﬁnicija 4.11. Deﬁnirajmo pojem povratne kontrole, ki naj bo funkcija u = u(t, x), ki slika
iz mnoºice Q ⊂ Rn+1 v mnoºico F na slede£ na£in: za vsak (s, y) ∈ Q obstaja enoli£na re²itev
x(t; s, y) diferencialne ena£be
x˙ = g(t, x,u(t, x))(4.11)
za t ∈ [s, t1(s, y)], pri £emer je x(s; s, y) = y in (t, x(t; s, y)) ∈ Q za t ∈ [s, t1(s, y)] ter
(t1(s, y), x(t1(s, y); s, y)) ∈M.
Zgornja deﬁnicija se od prej²njih kontrol razlikuje v tem, da je povratna kontrola u odvisna tudi
od to£ke x ∈ Rn, zaradi £esar se spremeni diferencialna ena£ba iz (3.1) v (4.11).
Opomba 4.12. Opazimo: po zgornji deﬁniciji velja Q ⊂ Q0. Res za vsak (s, y) ∈ Q, za katere je x
kot v zgornji deﬁniciji, je u(t, x(t; s, y)) ∈ Rs,y, £e povratna kontrola obstaja. Torej je (s, y) ∈ Q0.
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Imejmo problem kot v poglavju 3.1. e obstaja povratna kontrola u∗ kot v deﬁniciji 4.11, za
katero obstaja neka re²itev ena£be (4.11), recimo ji x(t; s, y), za katero je φ1(t1(s, y), x(t1(s, y); s, y))
minimalna za vsak (s, y), je u∗(t) = u∗(t, x(t; s, y)) optimalna kontrola. Tak²ni povratni kontroli
re£emo optimalna povratna kontrola. e obstaja optimalna povratna kontrola, velja
V (s, y) = J(s, y,u∗) = φ1(t1(s, y), x(t1(s, y); s, y)).
e vedno nas zanima diferenciabilnost funkcije V . Ker je φ1 zvezno odvedljiva funkcija, se ta pro-
blem zaradi veriºnega pravila prenese na diferenciabilnost kon£nega £asa in stanja (t1(s, y), x(t1; s, y))
glede na za£etne pogoje. Formalizirajmo zgornje ugotovitve v spodnjem izreku.
Izrek 4.8. e obstaja optimalna povratna kontrola u∗(t, x) in sta t1(s, y) kon£ni £as in x(t1(s, y); s, y)
kon£no stanje za re²itev ena£be
x˙ = g(t, x,u∗(t, x))(4.12)
z za£etnimi pogoji (s, y), je funkcija V (s, y) diferenciabilna povsod, kjer so diferenciabilni t1(s, y)
in x(t1(s, y); s, y) glede na (s, y).
Naj bo sedaj Q ⊂ Rn+1 mnoºica z neprazno notranjostjo. Funkcija g(t, x, u) naj bo deﬁnirana
na Q× F z zalogo vrednosti v Rn in povratna kontrola u(t, x) na mnoºici Q z zalogo vrednosti v
Rm. Kljub temu da ne moremo ve£ govoriti o odsekoma zveznosti funkcije u, saj domena ni ve£
enodimenzionalna, bomo omejili njeno mnoºico nezveznosti. Kako, bomo opredelili spodaj. Za
tako deﬁnirano povratno kontrolo naj bo funkcija stanj x primerna re²itev diferencialne ena£be
(4.13) x˙ = g(t, x,u(t, x)).
Funkcija g naj ostane zvezna in zvezno parcialno odvedljiva glede na x. Kon£na mnoºica M naj
bo gladka podmnogoterost Rn+1 deﬁnirana s funkcijami
φ2(t, x), . . . , φl(t, x)
na slede£ na£in:
M := {(t, x); φi(t, x) = 0, i = 2, . . . , l} .(4.14)
Da sploh lahko govorimo o re²itvi ena£be (4.13), moramo za povratne kontrole u zahtevati nekaj
omejitev na njihove to£ke nezveznosti. Ideja je, da mnoºico Q razdelimo na gladko dekompozicijo
celic, kjer bo mnoºica to£k nezveznosti vsebovana v skeletu dimenzije n ali manj. Predpostavke
bodo tak²ne, da bomo funkcijo x kot re²itev ena£be (4.13) raz²irjali iz celice na celico tako, da bo
za t1(s, y) veljalo (t1(s, y), x(t1(s, y))) ∈M . Sedaj formalizirajmo te predpostavke.
e povratna kontrola u zado²£a spodnjim predpostavkam, re£emo, da ima dopustno mnoºico ne-
zveznosti. Mnoºica Si predstavlja i-dimenzionalni skelet mnoºice Q. Mnoºica nezveznosti funkcije
u|Si se nahaja v mnoºici Si−1.
Predpostavke:
(i) Obstajajo mnoºice {Si}i=0,...n, da velja S0 ⊂ S1 ⊂ · · · ⊂ Sn ⊂ Q. Nekatere izmed mnoºic
Si, i < n, so lahko tudi prazne. Vsaka izmed mnoºic Si je zaprta v relativni evklidski
topologiji glede na Q. Povezanim komponentam Q\Sn in Si\Si−1 za i = 1, . . . n re£emo
celice. Vsaka celica mnoºice Q\Sn je odprta v Rn+1. Za vsako neprazno celico C mnoºice
Si\Si−1 obstaja tak²na zvezno odvedljiva preslikava θC : Q˜ → Rn+1−i, da je celica C
relativno odprta podmnoºica mnoºice{
(t, x) : θC(t, x) = ~0
}
,
pri £emer je Q˜ okolica mnoºice Q in ~0 regularna vrednost. Celica C je tako odprta mnoºica
v i-dimenzionalni podmnogoterosti
θ−1C
({
~0
})
.
Naslednji pogoj je bistvenega pomena. Za vsako celico C obstaja zvezno odvedljiva pre-
slikava uC(t, x), deﬁnirana na okolici zaprtja celice C, tako da je uC(t, x) = u(t, x) na
celici C. To je nekak²na posplo²itev pojma odsekoma zveznosti v eni dimenziji. Poljubno
kompaktno podmnoºico mnoºice Q naj seka le kon£no mnogo celic. Kon£na mnoºica M
naj bo vsebovana v Sn kot unija kon£no mnogo celic. Komponente preslikav θ na celicah
mnoºice M naj sestojijo iz funkcij φ2(t, x), . . . , φl(t, x).
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(ii) Zgoraj deﬁnirane celice morajo biti enega izmed treh tipov, ki jim bomo rekli tip I, tip
II in tip III. e je C celica tipa I, obstaja njej pripadajo£a celica pi(C), kjer ima funkcija
θpi(C) eno komponento ve£ kot funkcija θC (v primeru, ko je C celica mnoºice Q\Sn ima
funkcija θpi(C) eno komponento). To pomeni, da je celica pi(C) ene dimenzije manj kot C.
Za vsak (s, y) ∈ C naj obstaja enoli£na re²itev ena£be (4.13), za katero je x(s) = y in za
katero obstaja kon£en £as r, da je (t, x(t; s, y)) ∈ C za £ase s ≤ t < r in (r, x(r; s, y)) /∈ C,
ampak velja (r, x(r; s, y)) ∈ pi(C). Obstajati mora torej tak kon£en £as r, da zapustimo
celico C in se premaknemo v pi(C). V celico pi(C) moramo vstopiti pod neni£elnim kotom.
To je: £e je θi dodatna komponenta funkcije θpi(C) glede na θC in je r <∞ £as, pri katerem
velja (r, x(r)) ∈ pi(C), je
∂
∂t
θi(t, x(t))
∣∣∣∣
t=r
=
∂θi(r, x(r))
∂t
+
∂θi(r, x(r))
∂x
· g(r, x(r),uC(r, x(r))) 6= 0.
Zahtevamo, da so celice Q\Sn tipa I.
Celica C je tipa II, £e obstaja celica Σ(C) tipa I, katere funkcija θΣ(C) ima eno kom-
ponento manj kot θC , kar pomeni, da je njena dimenzija za eno ve£ja od dimenzije C.
Podobno kot pri prvem tipu se iz vsake to£ke (s, y) ∈ C za£ne enoli£na re²itev ena£be
(4.13), ki nato preide v celico Σ(C), pri £emer je C ∩{(t, x(t)); t ≥ s} = {(s, y)}. Funkcija
u(t, x) naj bo na mnoºici C ∪ Σ(C) zvezno odvedljiva.
Celice mnoºice M so tipa III.
Re²itev ena£be (4.13), recimo ji x, se nadaljuje iz celice v celico, dokler ne doseºe
mnoºice M na slede£ na£in: iz celice C v pi(C), £e je pi(C) tipa I in iz celice C v Σ(pi(C)),
£e je pi(C) tipa II. Nadalje predpostavljamo:
(iii) • Vsaka trajektorija x je ves £as v mnoºici Q in doseºe mnoºico M v kon£nem £asu t1.
• Vsaka trajektorija x gre £ez kon£no mnogo celic preden doseºe mnoºico M .
Opomba 4.13. Druga to£ka v bistvu sledi iz prve, saj je zaradi predpostavke o kon£nosti
t1 krivulja {(t, x(t)); s ≤ t ≤ t1} kompaktna in zato po predpostavki seka kon£no mnogo
celic.
Iz zgornjih predpostavk lahko potegnemo nekaj sklepov. Za vsako to£ko (s, y) ∈ Q obstaja enoli£na
trajektorija x(t; s, y), za katero velja (4.13), ki seka kon£no ²tevilo celic tipa I: C1, C2, . . . Cq, da
doseºe mnoºico M . e je pi(Ci) tipa I, potem velja Ci+1 = Σ(pi(Ci)) in trajektorija gre iz celice
Ci v celico Ci+1 in pri tem seka pi(Ci) v eni sami to£ki za vsak 1 < i < q. Ozna£imo τi(s, y),
i = 1, 2, . . . , q, £ase, ko trajektorija x(t; s, y) doseºe celice pi(Ci). Torej τi(s, y), i = 1, 2, . . . , q − 1
so £asi, ko trajektorija preide iz ene celico na drugo in τq(s, y) je £as, ko doseºe mnoºico M .
Ozna£imo xi(s, y) = x(τi(s, y); s, y). Potem je (τi(s, y), xi(s, y)) ∈ pi(Ci) in (t, x(t; s, y)) ∈ Ci+1 za
τi(s, y) ≤ t < τi+1(s, y), £e je pi(Ci) tipa I, ali za τi(s, y) < t < τi+1(s, y), £e je pi(Ci) tipa II.
Zgornje predpostavke smo potrebovali za spodnji izrek, ki pa ga ne bomo dokazali. Dokazali
bomo nekatere njegove pomembne posledice.
Izrek 4.9. Naj bo C celica mnoºice Q\Sn in x(t; s, y) re²itev ena£be (4.12) iz izreka 4.8 za za£etni
pogoj (s, y) ∈ C. Naj bodo τi(s, y), i = 1, 2, . . . , q kot zgoraj. Potem velja:
(i) asi τj(s, y) in stanja xj(s, y), v katerih krivulja (t, x(t; s, y)) zapusti celice Cj so zvezno
odvedljivi na C.
(ii) Funkcija x(t; s, y) je zvezno odvedljiva v to£kah (t, s, y) iz mnoºice
{(t, s, y) : (s, y) ∈ C, τj−1(s, y) < t < τj(s, y)}
za vsak j. Funkcija xy(t; s, y) zado²£a matri£ni diferencialni ena£bi
x˙y(t) =
[
gx(t, x(t),u(t, x(t))) + gu(t, x(t),u(t, x(t)))(uCj )x(t, x(t))
]
xy(t)
za ﬁksno to£ko (s, y) ∈ C in £as t iz mnoºice
{t : τj−1(s, y) < t < τj(s, y)} .
V zgornji ena£bi velja x(t) = x(t; s, y) pri ﬁksnih (s, y). Oznako smo samo tokrat skraj²ali
zaradi preglednosti. Podobna diferencialna ena£ba velja tudi za vektor parcialnih odvodov
xs(t; s, y):
x˙s(t) =
[
gx(t, x(t),u(t, x(t))) + gu(t, x(t),u(t, x(t)))(uCj )s(t, x(t))
]
xs(t).
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Tudi tokrat velja x(t) = x(t; s, y).
(iii) V £asih τj−1 = τj−1(s, y) in τj = τj(s, y) je desna limita matrike parcialnih odvodov
xy(t; s, y) enaka
xy(τ
+
j−1) = −g(τj−1, xj−1,uCj (τj−1, xj−1))(τj−1)y + (xj−1)y
in leva limita
xy(τ
−
j ) = −g(τj , xj ,uCj (τj , xj))(τj)y + (xj)y.
Zgornji limiti veljata tudi v primeru vektorja parcialnih odvodov xs(t; s, y), £e xy zame-
njamo z xs in (τj)y ter (xj)y zamenjamo s (τj)s ter (xj)s.
Dokaz najdemo v [3, str. 9194].
Posledica 4.10. e obstaja povratna kontrola u(t, x) z dopustno mnoºico nezveznosti, je funkcija
J(s, y,u) zvezno odvedljiva v to£ki (s, y) na mnoºici Q\Sn.
Dokaz. Vzemimo to£ko (s, y) ∈ Q\Sn. Celici, v kateri se ta to£ka nahaja, recimo C. Naj bo
x(t; s, y) re²itev ena£be (4.12) iz izreka 4.8. Spomnimo se, da velja
J(s, y,u) = φ1(t1(s, y), x(t1(s, y); s, y)).
Zaradi veriºnega pravila je funkcija J(s, y,u) zvezno odvedljiva povsod, kjer sta zvezno odvedljivi
t1(s, y) in x(t1(s, y); s, y) glede na (s, y), saj je funkcija φ1 zvezno odvedljiva. Po prvi to£ki izreka
4.9 sta t1(s, y) in x(t1(s, y); s, y) zvezno odvedljiva, kar dokaºe posledico. 
Iz posledice 4.10 ter izrekov 4.5 in 4.11 sledi, da na mnoºici Q\Sn velja ena£ba dinami£nega
programiranja (4.6), £e imamo optimalno povratno kontrolo z dopustno mnoºico nezveznosti. Na²e
naslednje vpra²anje je, kdaj ena£ba dinami£nega programiranja velja tudi na komplementu mnoºice
Q\Sn.
Izrek 4.11. Naj bo Q ⊂ Rn+1 z neprazno notranjostjo in W (s, y) zvezna funkcija deﬁnirana na
Q, za katero je W (t, x) = φ1(t, x) za (t, x) ∈ M ∩ Q. Naj bo S tak²na podmnoºica mnoºice Q,
da je Q\S odprta podmnoºica Rn+1 in da je presek vsake kompaktne podmnoºice Q z mnoºico S
vsebovan v kon£ni uniji mnoºic, ki so oblike
{(s, y) : θ(s, y) = 0} .
Preslikava θ iz zgornje mnoºice je zvezno odvedljiva ter deﬁnirana na okolici Q˜ mnoºice Q z
grad θ 6= 0 na S. Predpostavimo, da je funkcija W (s, y) zvezno odvedljiva na mnoºici Q\S, kjer
tudi velja ena£ba dinami£nega programiranja
min
ν∈F
{Ws +Wy · g(s, y, ν)} = 0.
Naj bo (t0, x0) ∈ Q. Z mnoºico R˜t0,x0 ozna£imo mnoºico dopustnih kontrol, katerih to£ke (t, x(t))
so v mnoºici Q za vsak t ∈ [t0, t1]. e je u∗(·) kontrola iz R˜t0,x0 , za katero velja W (t0, x0) =
φ1(t
∗
1, x
∗(t∗1)), je u
∗(·) optimalna kontrola na mnoºici R˜t0,x0 .
Preden se lotimo dokaza zgornjega izreka, navedimo spodnjo lemo.
Lema 4.12. Naj bosta to£ka (t0, x0) in mnoºica S kot v izreku 4.11 in u ∈ Rt0,x0 kontrolna funkcija
deﬁnirana na intervalu [t0, t1]. Potem v vsaki okolici to£ke x0 obstajajo vektorji y, za katere obstaja
re²itev ena£be (3.1), recimo ji x, na intervalu [t0, t1] z za£etnim pogojem x(t0) = y, katere zaloga
vrednosti ima presek z mnoºico S le v kon£no mnogo to£kah.
Dokaz leme dostopen na [3, str. 211, 212].
Dokaz. Dokaz izreka 4.11: Na vsaki komponenti Q\S velja ena£ba dinami£nega programiranja in
zato je W vzdolº re²itev nepadajo£a funkcija. V na²em primeru pa re²itve ne ostanejo vedno v
isti komponenti, zato ne moremo sklepati, da je funkcija povsod nepadajo£a. Tu nam je v pomo£
lema 4.12, ki nam omeji presek re²itev z mnoºico S. Vzemimo poljubno kontrolo u ∈ R˜t0,x0 , ki je
deﬁnirana na intervalu [t0, t1]. Iz leme 4.12 in izrekov o odvisnosti re²itve ena£be (3.1) od za£etnih
pogojev dobimo zaporedje vektorjev yn ∈ Rn, ki konvergirajo v x0, ter zanje obstajajo re²itve
ena£be (3.1), recimo jim x(t; t0, yn), na intervalu [t0, t1] z za£etnim pogojem x(t0) = yn. Zaloge
vrednosti teh re²itev imajo presek z mnoºico S le v kon£no mnogo to£kah. Za ﬁksen yn naj bodo
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τ1, τ2, . . . τk £asi, za katere je x(τi; t0, yn) ∈ S, i = 1, . . . k. Deﬁnirajmo τ0 := t0 in τk+1 = t1. Iz
ena£be dinami£nega programiranja (4.6), zveznosti funkcij Ws in Wy v krivulji (t, x(t; t0, yn)) za
τi−1 < t < τi ter zveznosti funkcije W (s, y) dobimo
0 ≤
∫ τj
τj−1
[Ws(t, x(t; t0, yn)) +Wy(t, x(t; t0, yn))g(t, x(t; t0, yn))u(t)] dt
=
∫ τj
τj−1
∂
∂t
W (t, x(t; t0, yn))dt
= W (τi, x(τi; t0, yn))−W (τi−1, x(τi−1; t0, yn)).
e se²tejemo ena£be od i = 1 do k + 1, dobimo
0 ≤W (t1, x(t1; t0, yn))−W (t0, yn)
oziroma
W (t1, x(t1; t0, yn)) ≥W (t0, yn).
Limitirajmo yn v x0 ter pri tem upo²tevajmo zveznost funkcije W (s, y) in re²itve x(t; t0, yn), ki
konvergira proti x(t; t0, x0). Velja
lim
n→∞W (t1, x(t1; t0, yn)) = W (t1, x(t1; t0, x0))
≥ lim
n→∞W (t0, yn) = W (t0, x0).
Iz zgornje neenakosti sledi, da je funkcija
J(t0, x0, u) = φ1(t1, x(t1; t0, x0)) = W (t1, x(t1; t0, x0)),
pri £emer je u poljubna kontrola iz mnoºice R˜t0,x0 , ve£ja ali enaka kotW (t0, x0). e je u∗ kontrola,
za katero je
J(t0, x0, u
∗) = φ1(t∗1, x
∗(t∗1)) = W (t0, x0),
lahko sklepamo, da je optimalna. 
V izreku 4.11 smo zadostne pogoje za optimalnost kontrole predstavili ²e malo druga£e. e upo-
rabimo prej²nje rezultate, lahko pokaºemo izrek o potrebnih in zadostnih pogojih za optimalnost
povratne kontrole z dopustno mnoºico nezveznosti.
Na²a mnoºica Q naj bo sedaj dosegljiva, torej Q = Q0.
Izrek 4.13. Naj bo u∗(t, x) povratna kontrola z dopustno mnoºico nezveznosti. Funkcija J(s, y,u∗)
naj bo zvezna na Q. Potem sta potrebna in zadostna pogoja za optimalnost kontrole u∗ naslednja:
(i) funkcija J(s, y,u∗) je zvezno odvedljiva re²itev ena£be dinami£nega programiranja (4.6)
na mnoºici Q\Sn,
(ii) za vse to£ke (s, y) ∈ Q\Sn je
min
ν∈F
Jy(s, y,u
∗)g(s, y, ν) = Jy(s, y,u∗)g(s, y,u∗(s, y)).
Dokaz. Naj bo u∗ optimalna povratna kontrola. Po posledici 4.10 je funkcija J zvezno odvedljiva
na Q\Sn. Uporabimo izrek 4.5, pri £emer vzamemo
V (s, y) = J(s, y,u∗).
Dobimo potrebnost zgornjih pogojev. Pokaºimo ²e zadostnost. e je za vsako to£ko (s, y) kontrola
u∗ deﬁnirana kot
u∗(t) = u∗(t, x∗(t; s, y)),
potem so po prvi predpostavki izreka ter deﬁniciji
J(s, y,u∗) = φ1(t1(s, y), x(t1(s, y); s, y))
izpolnjeni pogoji izreka 4.11, iz £esar sledi zadostnost pogojev za optimalnost kontrole u∗. Kontrola
u∗ je torej optimalna v R˜s,y. Ker to drºi za vsak par (s, y), je u∗ optimalna povratna kontrola. 
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Iz zgornjega izreka vidimo, da za iskanje optimalne kontrole potrebujemo ustrezno funkcijo
W , ki po prvi predpostavki re²i ena£bo dinami£nega programiranja (4.6). Poskusimo torej najti
kak²no metodo za iskanje tak²nih funkcij. Ker je ena£ba dinami£nega programiranja kvazilinearna
parcialna diferencialna ena£ba prvega reda, je naraven poskus re²evanja tak²ne ena£be z metodo
karakteristik. Metoda karakteristik je sestavljena iz dveh delov. V prvem delu lahko iz navadne
diferencialne ena£be dobimo karakteristi£ne krivulje, iz katerih nato v drugem delu konstruiramo
re²itev na²e parcialne diferncialne ena£be.
Tudi re²evanja ena£be dinami£nega programiranja se lotimo z metodo karakteristik. Analogen
del kot je prvi del iz metode karakteristik bomo predstavili v izreku 4.14. Opazili bomo, da
bodo ena£be karakteristik enake kot v Pontryaginovem principu 3.1. Izrek 4.14 je torej izpeljava
Pontryaginovega principa z uporabo dinami£nega programiranja, vendar so predpostavke glede
funkcije V preve£ omejujo£e, zato se na to izpeljavo pogosto gleda zgolj kot na povezavo med
Pontryaginovim principom in dinami£nim programiranjem.
V izreku 4.15 se bomo ukvarjali z drugim delom metode karakteristik, torej konstrukcijo re²itve
ena£be dinami£nega programiranja. Videli bomo, da £e imamo povratno kontrolo z dopustno mno-
ºico nezveznosti, ki zado²£a Pontryaginovemu principu, potem funkcija J re²i ena£bo dinami£nega
programiranja.
Izrek 4.14. Naj bo Q ⊂ Rn+1 in (t0, x0) notranja to£ka mnoºice Q\M . Naj bo u∗ optimalna
kontrola problema iz poglavja 3.1 z za£etnimi pogoji (t0, x0), katere pripradajo£a krivulja (t, x(t)),
morda le z izjemo v to£ki (t1, x1), leºi v notranjosti mnoºice Q. Predpostavimo, da je funkcija
vrednosti V (s, y) (kot je deﬁnirana v 4.1) dvakrat zvezno diferenciabilna na Q\M .
e deﬁniramo P (t) z ena£bo P (t)T = −Vy(t, x∗(t)), bo funkcija P za vsak t ∈ (t0, t1) zado²£ala
diferencialni ena£bi
P˙ (t)T = −P (t)T gx(t, x∗(t), u∗(t))(4.15)
in pogoju
max
ν∈F
{
P (t)T g(t, x∗(t), ν)
}
= P (t)T g(t, x∗(t), u∗(t)).(4.16)
Opomba 4.14. Ena£bi (3.1) ter (4.15) sta karakteristi£ni ena£bi ena£be dinami£nega programi-
ranja (4.6). Ena£bi (4.15) in (4.16) se pojavita v Pontryaginovem principu.
Dokaz. Oglejmo si krivuljo (t, x∗(t)), za katero je
x˙∗(t) = g(t, x∗(t), u∗(t)).
Vzdolº krivulje (t, x∗(t)) si oglejmo ²e vektor Vy(s, y). Naj bo t £as, kjer je kontrola u∗ zvezna.
Velja:
V˙y(t, x
∗(t)) = Vys(t, x∗(t)) + Vyy(t, x∗(t))g(t, x∗(t), u∗(t)).(4.17)
Iz izreka 4.5 dobimo
Vs(s, y) + Vy(s, y)g(s, y, u) ≥ 0
za vse (s, y) ∈ Q ter u ∈ F . Izberimo si s = t, y = x∗(t) in u = u∗(t). Potem velja
Vs(t, x
∗(t)) + Vy(t, x∗(t))g(t, x∗(t), u∗(t)) = 0.
Torej y = x∗(t) minimizira izraz
Vs(t, y) + Vy(t, y)g(t, y, u
∗(t)).
Zgornji izraz je diferenciabilen v y. Parcialni odvodi po y morajo biti enaki 0 v y = x∗(t). e to
upo²tevamo ter zamenjamo vrstni red odvajanja, dobimo
Vys(t, x
∗(t)) + Vyy(t, x∗(t))g(t, x∗(t), u∗(t)) + Vy(t, x∗(t))gx(t, x∗(t), u∗(t)) = 0.(4.18)
e zdruºimo ena£bi (4.17) in (4.18), dobimo
V˙y(t, x
∗(t)) = −Vy(t, x∗(t))gx(t, x∗(t), u∗(t)).(4.19)
e se spomnimo deﬁnicije P (t) vidimo, da je ena£ba (4.19) enaka ena£bi (4.15) ter da ena£ba (4.16)
sledi iz ena£be dinami£nega programiranja (4.6). Velja namre£
Vs(t, x
∗(t)) ≥ −Vy(t, x∗(t))g(t, x∗(t), u) = P (t)T g(t, x∗(t), u)
za vsak u ∈ F , kjer je ena£aj doseºen pri u = u∗(t). 
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Sedaj ºelimo konstruirati re²itev ena£be dinami£nega programiranja iz re²itev ena£b Pontryagi-
novega principa. V izreku 4.15 bomo pokazali, da je funkcija J , evalvirana v povratni kontroli u z
dopustno mnoºico nezveznosti, ki zado²£a Pontrayaginovemu principu, re²itev ena£be dinami£nega
programiranja na mnoºici Q\Sn. Posledica izreka 4.15 in 4.13 bo izrek o zadostnosti povratne
kontrole 4.17.
Ozna£imo φ = (φ1, . . . , φl), kjer je φ1 kot v poglavju 3.1, in funkcije φ2, . . . , φl deﬁnirajo mno-
goterost M kot na za£etku poglavja o povratni kontroli v deﬁniciji (4.14).
Izrek 4.15. Naj bo u(t, x) povratna kontrola deﬁnirana na dosegljivi mnoºici Q0 z dopustno mno-
ºico nezveznosti. Za vsako to£ko (s, y) ∈ Q0 in vsako kontrolo
u(t) = u(t, x(t; s, y))
deﬁnirano na [s, t1] naj velja Pontryaginov princip 3.1. Matrika (φx(t, x), φt(t, x)) naj bo ranga l
na mnogoterosti M . Potem je funkcija J(s, y,u) diferenciabilna na vsaki celici Q0\Sn. Parcialni
odvodi funkcije J in spremenljivke iz Pontryaginovega principa so na mnoºici Q0\Sn povezani na
naslednja na£ina:
λ1Jy(s, y,u) = P (s)
in
λ1Js(s, y,u) = −H(s),
pri £emer je
H(s) = P (s)T g(s, y,u(s, y)).
V vsaki to£ki mnoºice Q0\Sn velja ena£ba dinami£nega programiranja:
min
ν∈F
{Js + Jyg(s, y, ν)} = 0.
Minimum v zgornji enakosti je doseºen v kontroli u(s, y).
Pokazali bomo torej zadostnost Pontryaginovega principa za optimalnost povratne kontrole. Za
dokaz zgornjega izreka bomo potrebovali naslednjo lemo.
Lema 4.16. Naj bo u(t, x) povratna kontrola z dopustno mnoºico nezveznosti in (s, y) ∈ Q0\Sn.
asi τj(s, y), j = 0, . . . , q, naj bodo kot v dokazu izreka 4.11. e je za τj−1(s, y) < t < τj(s, y)
vektorska funkcija P (t) tak²na, da zado²£a ena£bi
max
ν∈F
P (t)T g(t, x(t; s, y), ν) = P (t)T g(t, x(t; s, y),uCj (t, x(t; s, y))),
potem velja
P (t)T gu(t, x(t; s, y),u(t, x(t; s, y))) · (uCj (t, x(t; s, y)))x = 0.(4.20)
Dokaz. Vzemimo to£ko (w, z) iz okolice celice Cj , v kateri za τj−1(s, y) < t < τj(s, y) leºi trajek-
torija x(t; s, y). Funkcija
P (t)T g(s, x(t; s, y),uCj (w, z))
je diferenciabilna v to£ki (w, z). Po predpostavki doseºe maksimum v to£ki (w, z) = (t, x(t; s, y)). V
tej to£ki je torej matrika njenih parcialnih odvodov enaka ni£elni matriki. Funkcijo torej odvajamo
po z in evalviramo v to£ki (t, x(t; s, y)), da dobimo
P (t)T gu · (uCj )x = 0.

Dokaz. Iz izreka 4.9 vemo, da sta t1(s, y) in x(t1(s, y); s, y) diferenciabilni funkciji parametrov (s, y)
na mnoºici Q0\Sn. Ker je
J(s, y,u) = φ1(t1(s, y), x(t1(s, y); s, y)),
velja
Jy = (φ1)t · (t1)y + (φ1)x · (x(t1))y.
Naj bo P (t) re²itev prve enakosti Pontryaginovega principa 3.1, ki pravi
P˙ (t)T = −P (t)T gx(t, x∗(t), u∗(t)),(4.21)
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s kon£nim pogojem P (t1) = λTφx(t1, x(t1)). e mnoºimo matri£no ena£bo iz predpostavke (2)
izreka 4.9 s P (t)T , dobimo
P (t)T x˙y(t) = P (t)
T gx · xy(t) + P (t)T gu · (uCj )x · xy(t).
e pomnoºimo ena£bo (4.21) z xy(t), dobimo
P˙ (t)Txy(t) = −P (t)T gx · xy(t).(4.22)
Sedaj se²tejmo zgornji dve enakosti in upo²tevajmo ena£bo (4.20) iz zgornje leme. Na intervalih
τj−1(s, y) < t < τj(s, y) tako velja
∂
∂t
P (t)Txy(t) = 0.
Pri integraciji zgornje enakosti od τj−1 do τj dobimo
P (τj)
Txy(τ
−
j )− P (τj−1)Txy(τ+j−1) = 0.(4.23)
e zgornjo formulo (4.23) se²tejemo po £asih τj , dobimo naslednjo enakost:
P (s)Txy(s) =
∑
j
P (τj)
T
[
xy(τ
−
j )− xy(τ+j )
]
+ P (t1)
Txy(t1).(4.24)
Izra£unajmo posebej vrednosti sumandov na desni strani zgornje enakosti. Lotimo se najprej
drugega sumanda.
Iz
φi(t1, x(t1)) = 0
za i = 2, . . . , l sledi
∂
∂y
φi(t1, x(t1)) = (φi)t · (t1)y + (φi)x · (x(t1))y = 0.(4.25)
e uporabimo dejstvo
xy(τ
−
j ) = −g(τj , xj ,uCj (τj , xj))(τj)y + (xj)y
iz izreka 4.9 za τj = t1 in ga pomnoºimo s P (t1)T , enakosti (3) ter (5) iz Pontryaginovega principa
3.1 in nato ²e zgornjo enakost (4.25), dobimo
P (t1)
Txy(t1) = P (t1)
T (x(t1))y − P (t1)T · g · (t1)y = λTφx · (x(t1))y + λTφt · (t1)y
= λ1(φ1)x · (x(t1))y + λ1(φ1)t · (t1)y = λ1Jy(s, y,u).
(4.26)
Izra£unajmo ²e vrednost prvega sumanda ena£be (4.24). Iz tretje trditve izreka 4.9 sledi∑
k
P (τk)
T
[
xy(τ
−
k )− xy(τ+k )
]
= −
∑
P (τk)
T {g [τk, x(τk),u(τk, x(τk))]− g [τk, x(τk),u(τk, x(τk))]} (τk)y = 0.
(4.27)
Ker je xy(s; s, y) = Id, sledi iz ena£b (4.24), (4.26) in (4.27) enakost
P (s)T = λ1Jy.(4.28)
Da dobimo H(s) = −λ1Js, mnoºimo ena£bo iz druge predpostavke izreka 4.9 za funkcijo xs(t; s, y)
s P (t)T in ena£bo iz Pontryaginovega principa (4.21) z xs(t). Nato postopamo podobno kot smo
pri ena£bah od (4.22) do (4.27), da dobimo
−P (s)T g(s, y,u(s, y)) =
∑
k
P (τk)
T
[
g− − g+] (τk)s + λTφx · x(t1)s + λTφt · (t1)s.
S podobnim argumentom kot pri (4.27) pridemo do ena£be
H(s) = −λ1Js.(4.29)
V primeru, ko je λ1 = 0, je zaradi ena£be (4.28) tudi P (s) = 0. Posledi£no je zaradi (4.21) po
enoli£nosti funkcija P (t) ≡ 0 za t ∈ [s, t1]. e je P (t) ≡ 0, dobimo iz tretje in £etrte ena£be v
Pontryaginovem principu tudi λTφx(t1, x(t1)) = 0 in λTφt(t1, x(t1)) = 0. Ker je (φx, φt) ranga l
na M , je λ = 0, kar je v protislovju s predpostavko λ 6= 0. Ker je po Pontryaginovem principu
λ1 ≤ 0, velja torej λ1 < 0.
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Iz Pontryaginovega principa dobimo
max
ν∈F
{
P (s)T g(s, y, ν)
}
= H(s) = P (s)T g(s, y,u(s, y))
oziroma ker velja λ1 < 0, lahko zgornje enakosti delimo z λ1 zaradi £esar se maksimum spremeni
v minimum. Iz ena£b (4.28) in (4.29) nato sledi enakost
min
ν∈F
{Js(s, y) + Jy(s, y)g(s, y, ν)} = 0 = Js(s, y, ν) + Jy(s, y, ν)g(s, y,u(s, y)).
Zgornji argument velja za poljubno to£ko (s, y) iz katerekoli celice mnoºice Q0\Sn, iz £esar sledi
izrek 4.15. 
Izrek 4.17. Naj veljajo predpostavke izreka 4.15. Dodatno, naj bo funkcija J(s, y,u) zvezna na
mnoºici Q0. Potem je u optimalna povratna kontrola.
Dokaz. Izrek sledi iz izrekov 4.15 in 4.13. 
4.5. Primer re²evanja problema optimalne kontrole z uporabo povratne kontrole z
dopustno mnoºico nezveznosti. Oglejmo si enostaven primer uporabe teorije iz prej²njega
razdelka. Imejmo naslednje ena£be
x˙1 = x2
x˙2 = u,
(4.30)
pri £emer je F = {u : −1 ≤ u ≤ 1} in g(t, x, u) = (x2, u), kjer je x = (x1, x2). Za£etni pogoji naj
bodo slede£i
t0 = s, x1(s) = y1, x2(s) = y2.
Imejmo ²e kon£ne pogoje, in sicer
x1(t1) = 0, x2(t1) = 0.
Minimizirajmo funkcijo
φ1(t1, x1) = t1 − s,
torej dolºino £asovnega intervala. Funkcija φ naj bo slede£a
φ(t0, t1, x0, x1) = (t1 − s, t0 − s, x01 − y1, x02 − y2, x11, x12) .
Prvo komponento minimiziramo, za ostale pa zahtevamo, da so enake 0. Iz ena£b (4.30) dobimo
vez x¨1 = u. Na² problem se tako prevede na upravljanje s pospe²kom v prostoru poloºaja in
hitrosti (x1, x2) v najmanj²em moºnem £asu, pri £emer je pospe²ek omejen po absolutni vrednosti,
in sicer z 1.
Za ra£unanje optimalne povratne kontrole bomo uporabili Pontryaginov princip 3.1. Iz prve
ena£be v Pontryaginovem principu dobimo sistem
P˙1(t) = 0, P˙2(t) = −P1(t).(4.31)
Iz Pontryaginovega principa maksimuma dobimo pogoj
max
−1<u<1
{P1(t)x2(t) + P2(t)u} = P1(t)x2(t) + P2(t)u(t).(4.32)
Iz ena£b od (3) do (6) v Pontryaginovem principu dobimo pogoje
(P1(t1), P2(t1)) = (λ5, λ6)
(P1(t0), P2(t0)) = −(λ3, λ4)
H(t1, x(t1), u(t1)) = −λ1
H(t0, x(t0), u(t0)) = λ2.
(4.33)
Iz ena£be (7) pa
H(t, x(t), u(t)) = P1(t)x2(t) + P2(t)u(t) = λ2,
pri £emer je 0 ≤ t ≤ t1.
Iz ena£b (4.31) in (4.33) lahko sklepamo
P1(t) = −λ3 = λ5
P2(t) = λ3(t− s)− λ4.(4.34)
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Komponenti λ3 in λ4 ne moreta biti hkrati enaki 0, saj bi sicer po ena£bah (4.33) in (4.34) veljalo
λ = 0, kar je v protislovju z λ 6= 0. Iz enakosti (4.32) in (4.34) dobimo
u(t) = sgn(P2(t)) =
{
1, £e je λ3(t− s)− λ4 > 0,
−1, £e je λ3(t− s)− λ4 < 0.
Kontrolna funkcija se tako lahko spremeni iz 1 v−1 in obratno, vendar kve£jemu enkrat na intervalu
[s, t1]. e integriramo (4.30) dobimo na intervalu, kjer je u(t) = 1, re²itev
x1(t) =
1
2
(x2(t))
2 + C1,(4.35)
pri £emer je C1 integracijska konstanta. Podobno dobimo na intervalu, kjer velja u(t) = −1, re²itev
x1(t) = −1
2
(x2(t))
2 + C2,(4.36)
pri £emer je C2 integracijska konstanta. V obeh primerih so trajektorije parabole. Parabole (4.35)
in (4.36) so prikazane na spodnjih slikah 1 in 2.
Slika 1. Parabole x1 = 12 (x2)
2 + C1; u = 1, vir [3, str. 96].
Slika 2. Parabole x1 = − 12 (x2)2 + C2; u = −1, vir [3, str. 96].
Iz slik je razvidno, da je edina moºnost za trajektorije tak²na, kot je prikazana na sliki 3. To
je namre£ edina moºnost, da pridemo iz dane to£ke (y1, y2) v to£ko (0, 0), pri £emer moramo
potovati v ozna£enih smereh in natanko enkrat preiti iz u = −1 v u = 1 ali iz u = 1 v u = −1
(odvisno od tega, kje za£nemo). Za oddebeljeno krivuljo iz slike 3, kjer se zamenja predznak u,
velja x1 = − 12x2|x2|.
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Slika 3. Ekstremalne trajektorije, vir [3, str. 96].
Zapi²imo povratno kontrolo kot
u(t, x1, x2) =

−1, £e je x1 < 0 in x1 = − 12x2|x2|,
1, £e je x1 < − 12x2|x2|
1, £e je x1 > 0 in x1 = − 12x2|x2|,
−1, £e je x1 > − 12x2|x2|.
(4.37)
eprav je zgornja kontrola neodvisna od £asa t, jo zaradi konsistentnosti s prej²njim razdelkom
²e vedno obravnavamo v odvisnosti od £asa.
Kontrola (4.37) ima dopustno mnoºico nezveznosti. Res, vzemimo Q = R3 in mnoºici S1 in S2
kot
S1 = {(t, x1, x2) : x1 = 0, x2 = 0}
S2 =
{
(t, x1, x2) : x1 = −1
2
x2|x2|
}
.
Pogoji (1), (2) in (3) iz poglavja 4.4 so izpolnjeni. e upo²tevamo, da je x2(t) = y2 ± (t − s) in
x1(t) = ± 12 (x2(t))2 + y1 ∓ 12y22 , dobimo
J(s, y1, y2,u) =
y2 + 2
√
y1 +
1
2 (y2)
2, £e je y1 ≥ − 12y2|y2|,
−y2 + 2
√
−y1 + 12 (y2)2, £e je y1 ≤ − 12y2|y2|.
Zgornja funkcija je zvezna in zvezno odvedljiva na R3\S2. Njeni parcialni odvodi se pribliºujejo
−∞, ko se pribliºujemo mnoºici S2 iz nekaterih smeri. Vendar ima kontrola u(t, x1, x2) dopustno
mnoºico nezveznosti in zado²£a posledici 4.10. Intuitivno je rezultat na²ega problema jasen. e se
na za£etku peljemo z neko hitrostjo stran od cilja, moramo najprej spremeniti smer hitrosti. Ko pa
se cilju pribliºujemo, moramo po potrebi najprej pospe²iti in nato zavirati, da se ustavimo. Seveda
bo £as potovanja minimalen, £e bomo zavirali in pospe²evali z najve£jim dopustnim pospe²kom.
5. Uporaba optimalne kontrole na primeru ²iritve finan£ne krize v ban£ni²tvu
5.1. Uvod. Ob razmahu ﬁnan£ne krize na za£etku 21. stoletja se je v znanosti pojavila teºnja
po razumevanju tega pojava in prepre£itvi njegovega nastanka. V zadnjem £asu se za modeliranje
²iritve ﬁnan£ne krize uporablja sicer ºe znan SIR model. SIR model sta prvotno razvila Kermack
in McKendrick leta 1927 za uporabo opisa ²iritve dolo£enih epidemij, glejte [5]. Tudi sama sem se
z njim prvi£ sre£ala v tem kontekstu pri predmetu Matemati£ni modeli v biologiji. V nadaljevanju
tega poglavja bomo na ²iritev ban£ne krize torej pogledali s perspektive ²iritve virusa.
Banke so v svojem delovanju izpostavljene ²tevilnim tveganjem. Poleg skrbi za svoja sredstva,
skrbijo tudi za drºavno gospodarstvo. Tak²na tveganja lahko rezultirajo v ban£ni krizi, ki se iz
ene banke zaradi medsebojne povezanosti hitro raz²iri na preostale. Kriza v ban£ni²tvu zaradi
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zmanj²anja posojil negativno vpliva tudi na drºavno gospodarstvo, kar se lahko hitro raz²iri na so-
sednje drºave in predvsem drºave s skupno valuto. Tak²nemu razvoju dogodkov pravimo sistemsko
tveganje. Zagotovo torej ni presenetljivo, da se osredoto£amo prav na krizo v ban£ni²tvu.
V nadaljevanju poglavja bomo z uporabo SIR modela ter optimalne kontrole raziskali ²iritev
ban£ne krize in kako jo lahko efektivno zatremo.
5.2. SIR model. Model SIR je v svoji osnovi model, kjer populacijo velikosti n razdelimo v tri
skupine:
(i) S kot susceptible oz. ogroºeni je ²tevilo posameznikov, dovzetnih za okuºbo,
(ii) I kot infected oz. okuºeni je ²tevilo okuºenih posameznikov ter
(iii) R kot recovered oz. ozdravljeni je ²tevilo posameznikov, ki so bolezen ºe preboleli in nanjo
postali odporni.
tevilo ogroºenih, okuºenih ter ozdravljenih se spreminja s £asom, ki je lahko zvezen ali diskreten.
Mi se bomo osredoto£ili na zvezen £as. V vsakem £asu t je ²tevilo vseh posameznikov konstantno,
velja torej
S(t) + I(t) +R(t) = n
za t ∈ [0, T ], T > 0. Prehodi iz ene skupine v drugo so predstavljeni z naslednjimi diferencialnimi
ena£bami:
S˙(t) = −βS(t)I(t),
I˙(t) = βS(t)I(t)− γI(t)
R˙(t) = γI(t)
(5.1)
z za£etnimi pogoji
S(0) = S0, I(0) = I0, R(0) = R0.
Parameter β ∈ [0, 1] predstavlja nekak²no verjetnost, da se bo ogroºen posameznik okuºil. Re£emo
mu tudi stopnja ²irjenja okuºbe. Parameter γ ∈ [0, 1] predstavlja nekak²no verjetnost, s katero bo
okuºen posameznik ozdravel. Re£emo mu hitrost okrevanja.
Sedaj prevedimo zgornjo situacijo v jezik ban£ne krize. Ker banke med sabo sodelujejo, prihaja
do moºnosti okuºbe oziroma raz²iritve ﬁnan£ne krize iz ene banke na drugo. Pri krizi valute, na
primer, se kriza raz²iri tudi na preostale drºave s skupno valuto. Smiselno je torej govoriti o ²iritvi
krize kot bi na primer govorili o ²iritvi virusa, pri £emer do okuºbe oziroma prenosa krize pride
zaradi medsebojnega sodelovanja. Imejmo torej n bank, od katerih nekatere med sabo sodelujejo
na tak ali druga£en na£in in zvezen £as t ∈ [0, T ], T > 0. Za na² model bomo predpostavili, da se
ﬁnan£na kriza ²iri iz ene banke na drugo le, £e ta ²e ni bila v krizi. Po tem, ko je banka premostila
krizo, je nanjo za dolgo £asa imuna. V praksi je v povpre£ju to zelo realisti£na predpostavka.
Podobno se zgodi tudi pri nekaterih otro²kih boleznih, kot so na primer norice, o²pice itd., kjer
se po okrevanju razvije dolgotrajna odpornost. Banke razdelimo v tri skupine na enak na£in kot
prej, torej:
(i) S predstavlja ²tevilo ogroºenih bank, to so tiste banke, ki so dovzetne za ﬁnan£no krizo,
(ii) I predstavlja ²tevilo bank v krizi in
(iii) R predstavlja ²tevilo bank, ki so si ºe ﬁnan£no opomogle in so dovolj stabilne, da ²e nekaj
£asa ne bodo znova za²le v krizo.
Diferencialne ena£be ostajajo iste kot prej, torej (5.1), le da je interpretacija parametrov malo
druga£na. Parameter β ∈ [0, 1] tako predstavlja verjetnost, da posamezna banka zapade v krizo,
parameter γ ∈ [0, 1] pa verjetnost, da si posamezna banka ﬁnan£no opomore. Predpostavili bomo,
da so si banke podobne, zato sta parametra β ter γ za vse banke enaka. V praksi to sicer ne drºi,
parametra β in γ sta za vsako banko druga£na, saj sta odvisna od ﬁnan£ne stabilnosti posamezne
banke in tega, kako mo£no se kriza zaradi razli£nih dejavnikov dejansko izrazi v dolo£eni banki.
Kljub temu imajo banke s podobnimi lastnostmi podobno velika parametra.
Ogroºena banka iz skupine S zapade v krizo, £e sodeluje z banko, ki je ºe v krizi, ali £e nima
dovolj rezervnega denarja za pokrivanje izgub. Skratka: v krizo zapade, £e ni dovolj zdrava oziroma
stabilna. e vedno velja S(t) + I(t) + R(t) = n za vse t ∈ [0, T ]. Za£etne pogoje pa bomo malo
spremenili, in sicer
S(0) I(0) > 0 in R(0) = 0.
30
Mislimo si torej, da je ²tevilo bank, dovzetnih za krizo v £asu ni£ precej ve£je od ²tevila bank, ki
so ºe v krizi.
5.3. Simulacija modela SIR. V tem razdelku bomo za bolj²o predstavo o SIR modelu povzeli
raziskave iz £lanka [6], kjer so uporabili podatke za 169 najve£jih evropskih bank iz leta 2012, ki
skupaj operirajo z ve£ kot desetimi bilijoni evrov. S pomo£jo teh podatkov so izra£unali parametra
β in γ na slede£ na£in: osredoto£ili so se na vsako drºavo posebej in predpostavili, da so vse banke
te drºave v ﬁnan£ni krizi. Nato so s pomo£jo simulacij Monte Carlo pridobili parametra β in γ za
vsako banko posebej. Kon£ne vrednosti parametrov β in γ za celotno drºavo so dolo£ili tako, da
so vzeli povpre£no vrednost vseh parametrov posameznih bank posebej za β in γ.
Oglejmo si sedaj celoten model in rezultate. Kot sem ºe omenila, je n = 169. as je zvezen z
razponom T = 100 dni. Za£etni pogoji so slede£i:
S(0) = 168, I(0) = 1 in R(0) = 0;
na za£etku simulacije je bila torej samo ena banka v ﬁnan£ni krizi. V nadaljevanju razdelka bomo
krizo za£eli v treh drºavah, ki imajo med sabo zelo razli£ne parametre β in γ. V prvi simulaciji se
ﬁnan£na kriza za£ne v banki iz Portugalske, v drugi je banka v krizi iz panije, v tretji pa iz Velike
Britanije. Opazovali bomo, kako vsaka situacija posebej vpliva na ostalih 168 bank iz vse evrope.
Prva slika prikazuje razlike v parametrih β in γ glede na izbrano drºavo. Ker je izbrana banka iz
posamezne drºave v vseh treh situacijah, kjer se za£ne kriza, naklju£na, smo potrebovali posplo²ena
parametra β in γ, ki naj bi veljala za celotno drºavo.
Slika 4. Parametra β in γ za posamezno drºavo, vir [6, str. 4].
Opazimo tudi, da imata parametra β in γ dokaj visoki vrednosti na Portugalskem in dokaj nizki
v Veliki Britaniji. Predvidevamo, da se bo zaradi tega kriza na Portugalskem hitro ²irila, vendar
tudi hitro zamrla, medtem ko bo v Veliki Britaniji vse potekalo po£asneje.
Do tega dejansko tudi pride. V prvi simulaciji se kriza zelo hitro raz²iri. V kratkem £asu kriza
doseºe svoj vrh, nato pa za£ne pojenjati. Banke si tudi zelo hitro ﬁnan£no opomorejo, glejte sliko
5(a). V drugi simulaciji se kriza podobno kot pri Portugalski raz²iri zelo hitro. V primerjavi s prvo
simulacijo zapade v krizo ve£ bank, vendar je zato potrebno tudi ve£ £asa, da si opomorejo, glejte
sliko 5(b). V tretji simulaciji se kriza ²iri po£asi, po£asno pa je tudi okrevanje, glejte sliko 5(c).
Prav tako lahko iz slike 5 vidimo, da v (a) primeru ni ve£ bank, ki bi bile v krizi, saj je I(T ) = 0,
pri £emer je T = 100. V drugih dveh primerih za to ni bilo dovolj £asa. Vpra²ajmo se, kako velik
mora biti £as T v drugih dveh simulacijah, da si bodo vse banke ﬁnan£no opomogle. To je razvidno
iz spodnje slike 6.
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Slika 5. Slika prikazuje grafe funkcij S(t), I(t) in R(t) za posamezno drºavo, kjer
je T = 100, vir [6, str. 5].
Slika 6. Slika prikazuje grafe funkcij S(t), I(t) in R(t) za posamezno drºavo, kjer
je £as pri vsaki drºavi tako dolg, da si banke ﬁnan£no opomorejo, vir [6, str. 5].
Vidimo, da je v prvem primeru potrebnih 100 dni, v drugem 450 dni ter v tretjem 1200 dni oz.
v prvem primeru manj kot pol leta, v drugem skoraj leto in pol, v tretjem pa malo ve£ kot 3 leta,
da si banke ﬁnan£no opomorejo.
Do £asovnih razlik pride zaradi razli£nega ekonomskega vpliva posamezne drºave, kjer se kriza
za£ne. Banke v Veliki Britaniji imajo ve£ji vliv na evropski trg, zaradi £esar ima ban£na kriza, ki
se za£ne v tej drºavi, dolgotrajnej²e posledice. Velika Britanija je tako ena izmed pomembnej²ih
drºav v ban£nem sektorju, kar je potencialno eden izmed razlogov, zakaj je situacija z brexit-om
tako zaskrbljujo£a. Po drugi strani ima Portugalska dokaj majhen vpliv na evropski trg.
5.4. Optimalna kontrola. Na² cilj je optimalno nadzorovati simulacije iz prej²njega razdelka,
tako da bo kriza £imprej zamrla, mi pa bomo za to porabili £im manj sredstev. Na ta na£in
se bomo izognili preveliki ²iritvi ﬁnan£ne krize in njenim posledicam. Na evropskem prostoru je
Evropska centralna banka tista, ki ima mo£ s sredstvi vplivati na ﬁnan£no krizo. Morda je to tudi
eden izmed razlogov za njen obstoj.
Oblikovali bomo problem optimalne kontrole, kjer bo na²a kontrolna funkcija u : [0, T ]→ [0, 1]
predstavljala sredstva, s katerimi bomo posku²ali zajeziti ﬁnan£no krizo. Funkcija u tako predsta-
vlja razmerje med sredstvi, ki so namenjeni dokapitalizaciji in sredstvi, ki jih banke potrebujejo.
e je u(t) = 1, pomeni, da smo pokrili £isto vse primanjkljaje bank, dokapitalizacija je bila sto-
odstotna. e je u(t) = 0, banke niso prejele sredstev, dokapitalizacije torej ni bilo. Za funkcijo
u zahtevamo, da je Lebesguovo merljiva. Z na²o kontrolo se spremeni sistem prehajanja iz ene
skupine v drugo, glejte (5.3), pri £emer ima kontrola u podobno vlogo kot parameter γ, le da
imamo tokrat mi nadzor nad njo.
elimo minimizirati ²tevilo bank v ﬁnan£ni krizi in hkrati upo²tevati, da ni vedno lahko zagoto-
viti sredstva za dokapitalizacijo. I²£emo torej neko zlato sredino med tem, da ne porabimo preve£
denarja in tem, da ga ne porabimo premalo in so banke ²e vedno v krizi. Imejmo torej slede£
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problem optimalne kotrole: i²£emo
min
u∈[0,1]
{
I(T ) +
∫ T
0
bu2(t)dt
}
,(5.2)
pri naslednjih pogojih
S˙(t) = −βS(t)I(t),
I˙(t) = βS(t)I(t)− γI(t)− u(t)I(t)
R˙(t) = γI(t) + u(t)I(t).
(5.3)
Parametra β in γ imata enak pomen in lastnosti kot prej. Vpeljali smo tudi nov parameter b > 0,
ki nam pove, kako teºko nam je bilo porabiti denar za dokapitalizacijo. Vi²jo vrednost ima, teºje se
Evropska centralna banka odpove denarju, da bi pomagala pri krizi. Prvi sumand v funkcionalu,
ki ga minimiziramo je ²tevilo bank v krizi na koncu £asovnega obdobja, za katerega seveda ºelimo,
da bi bilo £im niºje. Drugi sumand predstavlja sredstva, ki jih je Evropska centralna banka
namenila ostalim pomo£i potrebnim bankam tekom celotnega £asovnega obdobja, pri £emer smo
s parametrom b upo²tevali, kako zelo je bila Evropska centralna banka temu naklonjena. V izrazu
pod integralom smo vpeljali kvadrat kontrolne funkcije u2(t) zgolj zato, da ne uporabimo korena
funkcije u(t) pri pogojih (5.3).
Izberimo si ²e za£etne pogoje
S(0) = S0, I(0) = I0 in R(0) = R0,
pri £emer seveda velja S0 + I0 +R0 = n.
Zgornji problem zapisan v izrazih (5.2) in (5.3) bomo sedaj zaradi laºjega re²evanja iz Bolzovega
problema pretvorili v Mayerjev problem. Ozna£imo
Y (T ) =
∫ T
0
bu2(t)dt.
Upo²tevali bomo, da v vsakem £asu t ∈ [0, T ] velja
S(t) + I(t) +R(t) = n,
iz £esar sledi
I(t) = n− S(t)−R(t).
I²£emo
min
u∈[0,1]
{n− S(T )−R(T ) + Y (T )} ,
pri pogojih
S˙(t) = βS2(t) + βS(t) (R(t)− n) ,
R˙(t) = γ (n− S(t)−R(t)) + u(t) (n− S(t)−R(t)) ,
Y˙ (t) = bu2(t)
in
S(0) = S0, R(0) = 0, Y (0) = 0,
pri £emer je u(t) ∈ [0, 1] za vsak t ∈ [0, T ]. e zgornji model primerjamo z modelom optimalne
kontrole, kot smo ga formulirali v poglavju 3.1, vidimo, da imamo funkcijo stanj x : [0, T ]→ [0, n]3,
pri £emer je x(t) = (S(t), R(t), Y (t)), funkcija g : [0, T ]× [0, n]3× [0, 1]→ R3 je podana s predpisom
g(t, x, u) = (βx21 + βx1 (x2 − n) , γ (n− x1 − x2) + u (n− x1 − x2) , bu2),
funkcija φ : [0, T ]× [0, T ]× [0, n]3 × [0, n]3 → R4 pa s predpisom
φ(t0, t1, x0, x1) = (n− (x1)1 − (x1)2 + (x1)3, (x0)1 − S0, (x0)2, (x0)3).
I²£emo minimum φ1(0, T, x(0), x(T )) = n− x1(T )− x2(T ) + x3(T ).
Vzemimo T = 30 dni. Krizo torej ºelimo kon£ati v roku enega meseca. Parameter b je bil
empiri£no dolo£en kot b = 1, 5 na podlagi podatkov iz leta 2012, glejte [8]. Ostala parametra, to
sta β in γ, ostajata enaka za vsako drºavo posebej kot v prej²njem razdelku na sliki 4. Oglejmo si
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situacije v izbranih treh drºavah, to so Portugalska, panija in Velika Britanija, brez in z uporabo
optimalne kontrole.
5.4.1. Portugalska. Imamo naslednje podatke: T = 30, n = 169, S(0) = 168, R(0) = 0, Y (0) = 0,
b = 3/2, β = 0, 006 in γ = 0, 041. Imamo samo eno banko v krizi in ta banka je bila naklju£no
izbrana na Portugalskem.
e Evropska centralna banka ne posreduje s sredstvi, torej je u(t) ≡ 0, je po tridesetih dneh v
krizi 64 evropskih bank, kar prikazuje spodnja slika 7.
Slika 7. Model brez uporabe kontrolne funkcije, lastno delo.
e je kontrola u optimalna re²itev na²ega problema, bosta po enem mesecu v krizi samo ²e dve
banki, glejte sliko 8.
Slika 8. Model z uporabo optimalne kontrole, lastno delo.
Optimalna kontrolna funkcija je prikazana na sliki 9. Opazimo, da Evropska centralna banka
sprva ne nameni ni£ sredstev za zajezitev krize, nato pa se ustali na dokaj konstantnem majhnem
prilivu.
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Slika 9. Graf optimalne kontrole, lastno delo.
Problem sem re²evala v Matlabu. Prilagam svojo kodo z nekaj pojasnili.
beta1 = 0.006;
gama1 = 0.041;
b = 1.5;
n=169;
T=30;
S0=n-1;
zacetnaGen = {@(t) 0, @(t) 1, @(t) t/T, @(t) t.^2/(T^2),
@(t)0.1, @(t) max(0,t/T-1/2),
@(t) (t/T)^(.5), @(t) 1-(t/T)^(.5),
@(t).2, @(t).4, @(t)max(0,sin(t)*.5),
@(t) max(0,t^2/T^2-.5), @(t) (max(0,t/T-.5))^.5};
dx = 0.05;
generacija = zeros(length(zacetnaGen),T/dx+1);
for k = 1:length(zacetnaGen)
for l = 1:T/dx+1
generacija(k,l)=zacetnaGen{k}((l-1)*dx);
end
end
Slovar zacetnaGen vsebuje nekaj poskusnih funkcij kontrole u, iz katerih bomo v kasnej²ih
korakih iteracije pridobivali nove, ki bodo konvergirale k optimalni. Iz kode je razvidno, da je bilo
narejenih 10000 iteracij.
for i = 1:10000
generacija = korakEvolucije(generacija,n,beta1,gama1,b,T,S0,i);
end
u = generacija(1,:);
[t,Z] = resiSistem(u,n,beta1,gama1,T,S0);
S=Z(:,1);
R=Z(:,2);
I = n*ones(size(S))-S-R;
Na tem mestu smo re²ili sistem z optimalno kontrolo u in dobili ustrezne funkcije S(t), R(t) in
I(t). Kako dobimo optimalno kontrolo u, bo razvidno iz kasnej²e kode.
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plot(t,S,t,R,t,I)
figure
plot(0:dx:T,u)
phi1(I(end),b,u,T)
figure
u = zeros(size(generacija(1,:)));
[t,Z] = resiSistem(u,n,beta1,gama1,T,S0);
S=Z(:,1);
R=Z(:,2);
I = n*ones(size(S))-S-R;
plot(t,S,t,R,t,I)
Zgoraj je koda, ki nam je izrisala grafe iz slik 7, 8 in 9.
Preden pojasnimo, kako smo iskali optimalno funkcijo u, si oglejmo kodo, ki je re²evala na²
sistem.
function [t,Z] = resiSistem(u, n, beta, gama, T,S0)
[t,Z] = ode45(@(t,y) sistem(t,y,u,n,beta,gama,T),[0 T], [S0;0]);
Pri £emer je bil na² sistem enak
function dZdt = sistem(t,Z,u,n,beta,gama,T)
indeks = max(1,floor(t/T*length(u)));
dZdt = zeros(2,1);
if sum(Z)<n
dZdt(1) = -beta*Z(1)*(n-Z(1)-Z(2));
dZdt(2) = (gama+ u(indeks))*(n-Z(1)-Z(2));
else
dZdt(1)=0;
dZdt(2)=0;
end
V nadeljevanju kode bo predstavljena funkcija korakEvolucije, s pomo£jo katere smo iz kandidatk
za kontrolno funkcijo u tvorili nove izbolj²ane kandidatke.
function novaGeneracija =
korakEvolucije(staraGeneracija,n, beta,gama,b,T,S0,stKoraka)
vrednostiPhi = zeros(size(staraGeneracija,1),1);
for j =1:length(vrednostiPhi)
[t,Z]=resiSistem(staraGeneracija(j,:),n,beta,gama,T,S0);
I = n-Z(end,1)-Z(end,2);
vrednostiPhi(j) = phi1(I,b,staraGeneracija(j,:),T);
end
[urejeneVrednosti, indeksi] = sort(vrednostiPhi);
V zadnji vrstici zgornje kode smo uredili vrednosti funkcionala, ki ga minimiziramo od naj-
manj²ih do najve£jih. Tako bomo vedeli, katere kandidatke za kontrolo so bolj²e od ostalih. V
nadaljevanju obdrºimo dobre, vendar malo spremenjene, kandidatke v prvi tretjini seznama kandi-
datk, na drugih dveh tretjinah pa tvorimo nove kandidatke iz teh, ki so bile v prvi tretjini seznama,
in sicer na dva razli£na na£ina.
velikostGeneracije = length(vrednostiPhi);
novaGeneracija = zeros(size(staraGeneracija));
for stevec = 1:floor(velikostGeneracije/3)
novaGeneracija(stevec,:) = staraGeneracija(indeksi(stevec),:);
novaGeneracija(stevec+floor(velikostGeneracije/3),:) =
mutacija(staraGeneracija(indeksi(stevec),:),T,stKoraka);
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if 1%mod(stevec,2)==0
novaGeneracija(stevec+2*floor(velikostGeneracije/3),:) =
parjenje(staraGeneracija(indeksi(stevec),:),
staraGeneracija(indeksi(stevec+1),:));
else
novaGeneracija(stevec+2*floor(velikostGeneracije/3),:) =
parjenje2(staraGeneracija(indeksi(stevec),:),
staraGeneracija(indeksi(stevec+1),:));
end
end
Preden si ogledamo ta dva na£ina, je prav, da navedemo izraz, ki ga minimiziramo, saj smo ga
uporabili v zgornji kodi.
function out = phi1(I,b,u,T)
out = I + sum(u.^2)*b*(T/length(u));
V prvi tretjini seznama popravimo funkcije, ki so se sicer ²e najbolje odrezale v prej²njem krogu,
tako, da jim dodamo zvon£aste funkcije naklju£ne vi²ine in ²irine.
function out = mutacija(u,T,stKoraka)
out = zeros(size(u));
mesto = T*rand(1);
visina = (2*rand(1)-1)*(0.5/(stKoraka^.5));
sirina = (T/6/(stKoraka^.5))*rand(1);
for k=1:length(u)
t=(k-1)/(length(u)-1)*T;
out(k) = max(0, min(1, u(k) +
visina*zvonec((t-mesto)/(sirina+T/(stKoraka^.2)))));
end
Zvon£aste funkcije pa so slede£e oblike.
function out = zvonec(t)
out = zeros(size(t));
for k = 1:length(t)
if t(k)>-1&&t(k)<1
out(k) = exp(-(1-t(k)^2)^(-1))*exp(1);
else
out(k)=0;
end
end
V drugih dveh tretjinah zdruºujemo dobre kandidatke za optimalno kontrolo na dva razli£na
na£ina. Prvi je s povpre£jem,
function out = parjenje(u,v)
out = (u+v)/2;
drugi pa z linearno kombinacijo.
function out = parjenje2(u,v)
indikator = ones(size(u));
indi2 = indikator;
indi2(1:floor(length(u)/2)) = zeros(1,floor(length(u)/2));
out = (indikator-indi2).*u + indi2.*v;
Oglejmo si in komentirajmo ²e rezultate drugih dveh simulacij, kjer smo uporabili isto kodo,
spremenili smo le parametra β in γ.
5.4.2. panija. Podatki so isti kot pri simulaciji, kjer je za£etna banka v krizi iz Portugalske, le da
tokrat velja β = 0, 006 in γ = 0, 013. Brez posredovanja Evropske centralne banke je v ﬁnan£ni
krizi na koncu meseca 124 evropskih bank, glejte sliko 10.
Z uporabo optimalne kontrole se ²tevilo bank v krizi na koncu meseca zmanj²a na 2, glejte sliko
11.
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Slika 10. Model brez uporabe kontrolne funkcije, lastno delo.
Slika 11. Model z uporabo optimalne kontrole, lastno delo.
Slika 12 pa prikazuje na²o optimalno kontrolno funkcijo.
Na spodnjih slikah lahko opazimo tudi, da je ²tevilo bank, ki so ºe iz²le iz ﬁnan£ne krize v situaciji
brez kontrole, manj²e kot 50, medtem ko je ²tevilo istih bank z uporabo optimalne kontrole skoraj
dvakrat ve£je.
5.4.3. Velika Britanija. V zadnjem primeru se kriza za£ne v naklju£no izbrani banki iz Velike
Britanije, kjer velja β = 0, 001 in γ = 0, 004. Ostali parametri so isti kot pri primeru Portugalske in
panije. Uporabljena je bila ista koda kot pri primeru iz Portugalske, le da upo²tevamo spremembe
v parametrih.
V roku enega meseca je bilo brez vme²avanja Evropske centralne banke 77 evropskih bank v
ﬁnan£ni krizi, glejte sliko 13.
Z uporabo kontrolne funkcije sta bili na koncu meseca v krizi le 2 evropski banki glejte sliko 14.
Slika 15 prikazuje kontrolno funkcijo v tem primeru.
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Slika 12. Graf optimalne kontrole, lastno delo.
Slika 13. Model brez uporabe kontrolne funkcije, lastno delo.
5.4.4. Primerjava rezultatov. Za bolj²o predstavo si v spodnji tabeli oglejmo vrednosti izraza, ki
smo ga minimizirali v vseh treh primerih z in brez uporabe optimalne kontrolne funkcije.
Vrednosti funkcionala n− S(T )−R(T ) + Y (T )
Simulacija brez kontrolne
funkcije
s kontrolno funkcijo
Simulacija 1 (ﬁnan£na kriza se za£ne na Por-
tugalskem)
61,5103 2,0376
Simulacija 2 (ﬁnan£na kriza se za£ne v pa-
niji)
122,3382 2,4467
Simulacija 3 (ﬁnan£na kriza se za£ne v Veliki
Britaniji)
75,3667 2,0227
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Slika 14. Model z uporabo optimalne kontrole, lastno delo.
Slika 15. Graf optimalne kontrole, lastno delo.
5.5. Zaklju£ek. Na kratko povzemimo ugotovitve iz tega poglavja. Ogledali smo si SIR model za
banke v ﬁnan£ni krizi. Podrobneje smo obravnavali situacije, kjer se kriza za£ne v naklju£ni banki
iz Portugalske, panije in Velike Britanije. Videli smo, da se kriza na Portugalskem in panije
hitro raz²iri, vendar tudi dokaj hitro zamre, medtem ko je v Veliki Britaniji ta proces veliko dalj²i,
zaradi £esar kriza traja dlje. Vpeljali smo kontrolno funkcijo, s pomo£jo katere nam je uspelo
zmanj²ati obseg in trajanje krize.
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