The mid-level visual cortical area V4 in the primate is thought to be critical for the neural 25 representation of visual shape. Several studies agree that V4 neurons respond to 26 contour features, e.g., convexities and concavities along a shape boundary, that are 27 more complex than the oriented segments encoded by neurons in the primary visual 28 cortex. Here we compare two distinct approaches to modeling V4 shape selectivity: one 29 based on a spectral receptive field (SRF) map in the orientation and spatial frequency 30 domain and the other based on a map in an object-centered angular-position and 31 contour curvature space. We test the ability of these two characterizations to account 32 for the responses of V4 neurons to a set of parametrically designed two-dimensional 33 shapes recorded previously in the awake macaque. We report two lines of evidence 34
2006) that the SRF model can account for the ability of V4 neurons to respond to 81 complex shapes in terms of contour features at a particular location within an object-82 centered reference frame (Pasupathy and Connor, 2001 ). For example, some neurons 83 may respond strongly to shapes with a sharp convexity to the upper right while others 84 may respond to shapes with a concavity to the left. These patterns of selectivity are well 85 modeled by 2D Gaussian tuning functions in a space defined by (1) the curvature of the 86 boundary and (2) angular positions relative to object center (Pasupathy and Connor, 87 2001). They are also well modeled by a hierarchical contour template model (Cadieu et 88 al., 2007) . Using the previously recorded data set on which both of these models were 89 based, we examine whether the SRF model, the simplest of the three, can account for 90 the contour selectivity observed in V4. We find that there are important features of the 91 data that are not captured by the SRF model. 92
Spontaneous rates, calculated based on blank stimulus periods interspersed randomly 109 during stimulus presentation, were subtracted from the average response rate for each 110
stimulus. 111 112

Stimulus design and representation 113 114
Stimulus design is described in detail in Pasupathy and Connor (2001) . Briefly, stimuli 115
were constructed by systematic combination of 4-8 contour segments each of which 116 took one of five curvature values, resulting in 51 shapes (Figure 1 ). To create radial 117 variation, each shape is rotated by 8 increments of 45, discarding duplications due to 118 rotational symmetry. Shape stimuli were presented in the center of the RF of the cell 119 under study and were sized such that all parts of the stimuli were within the estimated 120 RF of the cell. Specifically, the outermost stimulus edges were at a distance of 3/4 of 121 the RF radius, which was estimated based on the reported relationship between 122 eccentricity and RF size (Gattass et al., 1988) . 123
124
For modeling and fitting, each shape was generated as a discretized binary mask of 128 125
x 128 pixels, then convolved with a Gaussian filter of standard deviation 1 pixel (e.g., 126 Figure 2A ). This image represents a 5 x 5 patch of the visual field to approximate the 127 experimentally used resolution (Pasupathy and Connor, 2001 ). The cutoff frequency of 128 this representation is 12.8 cyc/ o (half of the 25.6 pixels/deg resolution). Because the 129 spectral power sample ( Figure 2C ) was created by summing over 7 x 7 pixel blocks 138 within the spectrum, with the middle block centered on the DC bin, to achieve a 17 x 17 139 grid (the extra few pixels at the margins were ignored). This limited our frequency 140 representation to 0 to 12 cyc/ o , which exceeds the range used in a comparable study 141 (David et al., 2006) . Because of the even symmetry of the power spectrum, this resulted 142 in a 17 x 9 pixel representation (as depicted in Figure 2C ), denoted P = {P s } s S , where 143 to the observed neural responses r s . The APC model is fit through non-linear 191 optimization, i.e., 192
Unlike SRF modeling, a global optima cannot be found deterministically. We estimated 194 the optimal model parameters by performing gradient descent on the objective function. 195
To avoid locally optimal solutions, descent was repeatedly conducted from random it from the 2D APC model described above. The 4D APC model has nine parameters, 205 which include the 4 additional parameters for the means and SDs of the Gaussian 206 functions describing the two adjoining curvature dimensions. We used the same 207 75%/25% data partition scheme for fitting and testing our APC models as described 208 above for the SRF model. 209
210
RESULTS
212
The results are organized in two sections. We first examine whether there is direct 213 evidence for the SRF model by testing a specific prediction that it makes about 214 responses to stimuli subject to a 180 o rotation. We will then compare the ability of the 215 curvature model and SRF model to capture variance in the data, and examine whether 216 the two models are equally good at explaining tuning for boundary curvature. 217
Response The third step follows because the Fourier transform of a real-valued function is 237
Hermitian (overline denotes the complex conjugate), and the fourth and fifth steps 238 simply apply the definition of the squared norm as the product of a complex value and 239 its conjugate, e.g., |y| 2 =y . This prediction of the SRF model, that neurons will respond 240
the same to a shape and its 180 o rotation, is counterintuitive in light of findings that 241 many V4 neurons are tuned for the angular position of stimulus features around the 242 boundary of a shape (Pasupathy and Connor, 2001) , the latter being a property that is 243 grossly changed by 180 o rotation. For example, if a neuron is tuned for a sharp 244 convexity to the right, it would respond strongly to a shape such as that in Figure 2A 5A, where r 180 is plotted against r baseline . The significance level is set at 2 of baseline 273 correlation. Note that most neurons (n = 68) lie near the line of equality, e.g., a6802 274 (from Figure 4 ; point #4 in Fig 5A) . Interestingly, some cells, e.g. b1601 (from Figure 3A ; 275 point #1 in Fig 5A) , fall significantly above equality, indicating possible selectivity for 276 features that are preserved across 180 o rotations and are potentially consistent with an 277
SRF model. 278 279
We compared the scatter of data in Figure 5A to that expected from an idealized SRF 280 model that includes realistic (Poisson) noise. We did this by setting an underlying mean 281 firing rate (target rate) for each shape and then deriving from it a measured rate by 282 sampling a spike count from the target rate five times with Poisson statistics (variance 283 equal to mean). To embody the SRF model, we set the target rates equal for pairs of 284 shapes that were 180 o rotations, choosing randomly between the two experimentally 285 observed rates. From these measured rates, we computed r 180 as described above. We 286 repeated this process 100 times and determined the average correlation (using Fisher 287 z). In Figure 5B , the results of this statistical simulation (diamonds) are plotted together 288 with the actual data (filled gray circles) and against the same r baseline values. The results 289
indicate that hypothetical SRF units show much higher values of r 180 than were 290 observed in our data. This suggests that, while a few cells (e.g., neuron b1601) show 291 consistency with the SRF model, the vast majority of neurons from our population do 292
not. 293 294
We performed a similar simulation using the response rates predicted by the APC 295 We performed an empirical evaluation of both SRF and APC models by fitting to, and 320 predicting, recorded neural responses to our stimuli. We partitioned our data into 321 training and testing sets for cross-validation, and we measured model performance in 322 terms of explained variance (r 2 ) for both sets. Bootstrap validation estimates ( Figure 6A ) 323
show that although the SRF model outperforms both APC models across training 324 datasets, it underperforms both the 2D and 4D versions of the APC model on the testnumber of parameters (9 x 17 spectral weights) compared to the 2D APC model (5 327 parameters) and 17 times that of the 4D APC model (9 parameters). When comparing 328 only the testing validation performance across all neurons (Figure 6B 
338
Another important feature of the scatter in Figure 6B Figure 7B ) that was moderately well fit by both models (red point for b2002 in 362 (red point for a6701 in Figure 6B ). All of the shapes that evoke strong responses from 369 this cell include a concavity to the right side of the shape. This type of tuning is well 370 captured by the APC model, as indicated by the relatively high explained variance value 371 (a6701 in Figure 6B) . 372
373
The SRF maps for the example neurons just described are shown in Figure 8 . As 374 described in Methods, we fit SRF maps over a broad range of regularization values, , 375 computing training and test performance at each value to assess and minimize the 376 influences of over-fitting. For neuron b1601 ( Figure 8A, top panel) , the training 377 performance (black line) declined with increasing , while the testing performance (red 378 line) increased to a maximum and subsequently fell to an asymptote. This behavior is 379 expected, and held for all neurons ( Figure 8D shows population average). For each 380 neuron, SRF maps are shown (below the performance plots) for low, optimal (highest 381 test performance) and high regularization values. Each map shows spectral weights as 382 a function of horizontal and vertical spatial frequency. In this representation, frequency 383 increases with distance from the origin, and power at a particular orientation falls along 384 λ λ a line radiating from the origin. At low (top row of maps), the maps have a salt-and-385 pepper appearance that fits the training data well, but they strongly underperform on the 386 testing data and thus are not likely to reflect a true receptive field. At high (here =16, 387 but maps were similar over a broad range), the training and test performance become 388 nearly equal, suggesting that the features remaining in the maps are those that best 389 generalize beyond the training set. Indeed, the = 16 map for neuron b1601 (Figure  390 8A, bottom) has a red streak along the vertical axis, indicating a preference for 391 horizontal orientation, which is apparent in Figure 7A . The high-map for neuron 392 b2002 ( Figure 8B , bottom) has a red streak along the horizontal axis which expands 393 upward in the left quadrant, indicating a preference for vertical to right-leaning 394 orientation, as observed in Figure 7B . In contrast, the SRF map for neuron a6701 395 ( Figure 8C ) has red streaks at multiple orientations, and most notably, the performance 396 (top panel), is substantially lower at all compared to the first two examples. 397
398
In summary, the correspondence between the coherent structure within the SRF maps 399 (Figure 8 ) and the raw shape responses (Figure 7 ) suggests that our SRF fits provide a 400 useful characterization for some neurons, but that these neurons also appear to be 401 ones that display sensitivity to the overall orientation of a shape. In conclusion, it is essential to seek out the simplest models, and the SRF model is 502 therefore an important point of comparison. However, responses of V4 neurons appear 503 to reflect the solutions to some of the most difficult problems in visual object 504 recognition-that of translation invariance and object segmentation, so it may be 505 unsurprising if simple combinations of V1 outputs do not account for V4 responses. To 506 advance our understanding of V4, it will be important to: i) develop a mechanistic 507 implementation that explains curvature responses, ii) extend such models to handle 508 complex scenes, and iii) conduct experiments to further characterize those V4 neurons 509 that are not well explained by either the APC or SRF models. 510 
