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Abstract. Frequent constraint violations on the data stored in a database
may suggest that the semantics of the represented reality is changing. In
this work we propose a methodology and a tool, based on data mining,
to maintain the integrity constraints specified at design time, in order
to adjust them to the evolutions of the modeled reality that may occur
during the database life. The approach we propose allows to isolate fre-
quent and meaningful constraint violations and, consequently, to extract
novel rules that can be used to update/relax the no longer up-to-date
integrity constraints.
1 Introduction
The information related to a specific reality is represented in a database by
means of data; the correct interpretation and correlation of the stored data allows
one to capture information about the represented reality. For these reasons,
data stored in a database have to satisfy certain semantic conditions that are
usually observed in the underlying application context as well. In a database,
we distinguish a time-invariant part, called schema, that represents the skeleton
of the collected data, and a time-variant part, called instance, composed by
the actual data values. The real-world semantics of the database instance is
expressed by the schema plus other properties, called integrity constraints. Each
constraint can be perceived as a logical predicate whose semantics associates true
to each instance of the database satisfying the constraint, and false to the others.
The legal instances of the database are those which satisfy all the constraints
simultaneously. Typically, a database management system checks the satisfaction
of integrity constraints and rejects those updates that violate them. However,
there exist several database applications where data are not necessarily always
consistent[18, 13].
A first and important example of a possible data-inconsistent scenario is the
case of data-source integration: it is possible that, while each source satisfies the
constraints when considered separately from other data sources, after the inte-
gration step some constraints do not hold any more on the integrated scenario.
Another typical case is the modification produced in the reality by a change in
government policies: for example, in Italy a recent change in the school regula-
tions allowed 5-year-old children to access primary school, which was forbidden
before. Accordingly, the constraint saying that only 6-year-old pupils can be
enrolled must be relaxed.
One of the main related problems that have been investigated is query an-
swering in the presence of inconsistency – e.g., when a double value is inserted
for the same object [6, 11]. Its solution may be complex and costly, and the
related information loss undesirable. Several works, proposed in the database
literature, try to solve or reduce inconsistency and define different notions of
consistent query answering [14–16, 19, 9]; we will discuss them in Section 5. Dif-
ferently from the above cited works, this paper’s main goal is to propose a data
mining methodology to modify integrity constraints, in order to adjust them
to the evolutions of the modeled reality that may occur during database life.
In particular, we focus our attention on frequent attempts at constraint viola-
tions; in our opinion frequent violations of the same constraints may suggest
that the semantics of the represented reality is changing with respect to what
has been statically modeled at design time. Our idea is to analyze such frequent
violations, and learn from them in order to produce “relaxed” constraints that
they satisfy. Data mining algorithms allow us to automatically discover frequent
correlations of values in the data, thus represent an efficient and effective alter-
native to querying the data sources for discovering constraint violations – i.e.,
facts satisfying the denial form of the constraint [9].
Contributions.
In this paper we propose a strategy to keep trace of attempted constraint vi-
olations, in order to compare the legal information (contained in the current
database) with the violating one, the so-called anomalies. The main result is the
application of data mining algorithms (i) to isolate the frequent and significant
anomalies, which represent constraint violations that have to be considered, (ii)
to extract itemsets that can be used to update/relax tuple and domain integrity
constraints and, consequently, (iii) ro restore into the database the formerly
violating tuples which do not violate the constraints any more.
In this work we focus on tuple constraints, and suppose that violations be
injected into a database by means of tuple insertions or modifications: a violation
that is caused by an update operation is considered as the deletion of the original
tuple followed by the insertion of a new, violating one. We have implemented a
prototype to test the effectiveness of our approach.
Structure of the paper.
Section 2 presents the background about the relational database model, integrity
constraints and data mining concepts. Section 3 describes how, by means of
data mining techniques, we are able to extract frequent constraint violations.
The relaxing phase of the analyzed constraints and the main properties of our
approach are presented in Section 4. Our contribution with respect to the related
studies is presented in Section 5. Section 7 presents a preliminary prototype
and some experiments performed on a real relational dataset. Future work and
concluding remarks are reported in the last section.
2 Background and Notation
In this section we summarize some background definitions and notations that
are commonly accepted in database theory [11, 17].
Let U be a finite set of attribute names; we denote attributes by capital letters
from the beginning of the alphabet (e.g., A, B, C, A1, etc.), while capital letters
from the end of the alphabet (e.g., U , X, Y , Z, X1, etc.) are used to denote sets
of attributes. Let D be a finite set of domains, each containing atomic values for
the attributes; the domain Dj contains the possible values for the attribute Aj .
Without loss of generality, in the following each Di may be either the domain
C of uninterpreted constants or the domain N of numbers. Moreover, assume
that domain elements with different names be different. The set OP = {=, 6=
, <,>,≤,≥} contains the numerical predicates, while the domain C has only
equality (=) and inequality (6=) as built-in predicates. The special value null,
considered to be included both in C and N , is used to represent the null value,
i.e., the absence of a value for an attribute in a tuple. A relation schema is
defined by a relation name and a set of attributes; in general, R(A1, A2, . . . , An)
describes the schema of a relation whose name is R and whose set of attributes
is {A1, A2, . . . , An}. A relation (or relation state or instance) r of the relation
schema R(A1, A2, . . . , An), is a finite set of tuples of the form t = (v1, v2, ..., vn),
where each value vk, 1 ≤ k ≤ n, is an element of Dk. We recall two familiar
notations: t[Ai] denotes the value assumed by the attribute Ai in the tuple t
(i.e., vi), and, given an instance r on R(U) and a subset X of U , R[X] is the set
of tuples of r obtained by considering only the values assumed by the attributes
X.
Given a set X of attributes, x represents the associated variables, we deal
with the following intra-relation integrity constraints:
– Domain constraints: LetAj be an attribute of the relational schemaR(A1, . . . ,
An), and γj a formula describing a simple constraint of the form γj
def= xjθkvk
where vk ∈ Dj and θk ∈ OP. Let Γj be an n-ary conjunction of sim-
ple basic constraints on the possible values assumed by the attribute Aj :
Γj
def=
∧n
h=1 γjh
The general LR-formula for the description of a domain constraint on the
attribute Aj is a (m-ary) disjunction of non-contradictory conjunctions 3 of
basic formulae γj :
∀x1, . . . , xj , . . . , xn. R(x1, . . . , xj , . . . , xn)→
m∨
k=1
Γjk (1)
A special case of domain constraint is the Not-Null constraint, where the
right-hand side part of the implication (1) is composed by one basic con-
straint of the form xj 6= null.
3 A conjunction of Γ -formulae on the attribute Aj is contradictory when it reduces
the set of admissible values for Aj to the empty set.
– Tuple constraints are a generalization of domain constraints, involving more
than one attribute of the same tuple. The right hand side of the implication
(1) is a disjunction of conjunctions of γ formulae, containing comparisons be-
tween attributes of R or between an attribute and a value of the correspond-
ing domain4. In the rest of the paper we will use the term “tuple constraint”
for both domain and tuple constraints, and denote by ∀x.R(x)→ Γ (y) with
y ⊆ x, their general form.
Our proposal to relax constraints makes use of itemsets extracted from
datasets. Itemsets describe the co-occurrence of data items in a large amount of
collected data [2]. In our framework, a data item is a pair (attribute,value) An
itemset is a set of correlated data items that occur together, and each itemset is
characterized by the frequency of the co-occurrence in the dataset, which is called
support. An itemset formed by k co-occurring data items is called k-itemset, and
we call k the itemset dimension.
Example 1. Suppose we have the relational schema R of a school, reported in
Figure 1.
Pupil(P ID,Pname,Psurname,birthyear,sex,citizenship,Paddress,Pcity,Pprovince)
Teacher(T ID,Tname,Tsurname,birthyear,addressT,Pcity,Pprovince,role)
Enrolment(P ID,Penrolyear,class,section)
Course(T ID,year,subject,class,section)
SchoolReport(P ID,Pschoolyear,subject,mark)
Subject(S ID,description,program,area)
Fig. 1. The database schema R of a school.
Besides the primary key and the intuitive foreign key constraints, assume
that the following additional integrity constraints be defined on this schema:
∀s, d, p, a.Subject(s, d, p, a)→ (p 6= null) (C1)
∀s, d, p, a.Subject(s, d, p, a)→ (a = math ∨ a = art ∨ a = sport) (C2)
∀p, y, z,m.SchoolReport(p, y, z,m)→ (m = A ∨m = B ∨m = C ∨m = D)
(C3)
That is, constraint C1 requires that the program of a subject cannot be null,
constraint C2 establishes the admissible values for the area of a subject, and
constraint C3 states that the mark assigned to a pupil, for a given subject, must
belong to the set {A,B,C,D}. 
4 We do not deal with tuple constraints imposing that the value of an attribute be
obtained as an (arithmetic) expression on the values assumed by other attributes
(e.g, in a database storing information about goods, the net weight of a good is
obtained as gross weight minus tare). This limitation is due to the fact that data
mining algorithms extract values but do not perform computations on them.
3 Mining constraint violations
In this section we describe our proposal to extract – by means of data mining
techniques – frequent constraint violations, and then analyze interesting anoma-
lies that will be used to relax constraints that are no longer up-to-date.
3.1 Storing constraint violations
In general, when we access a database by using one of the common DBMSs,
user operations that violate the design-time defined constraints are rejected.
Our strategy keeps trace of the rejected insertions and updates. For each such
operation, we keep the violating tuple, i.e., in case of INSERT operation, the
tuple the user has attempted to insert, in case of UPDATE, the tuple which
would have resulted after the update. The set of violating tuples is analyzed by
using mining techniques to find out frequent anomalies.
We assume the user is “not-cheating”; that is, s/he does not try to correct
an operation that has been previously aborted by the DBMS, for instance by
inserting new attribute values with a different semantics w.r.t. those causing the
violation. This assumption is needed because in the mining phase we use both
the violating tuples and the tuples of the database, thus for the approach to
be effective the database must adhere to the constraints’ intended semantics.
Consider, for instance, the case of a user who tries to insert, into the Subject
table, information about a course having a null program, because the program
for that course does not exist. We do not want to consider the possibility that,
in this case, after the violation notification, the user tries to insert a new tuple
with a fictitious program (e.g., “Program XYZ”) because our aim is to analyze
the semantics of frequent violations in order to adjust constraints that are too
strict (e.g., the outcome of the process is to admit null programs only for certain
courses).
According to our technique, for each relation R an associated relation with
the same schema, Rv, is created, containing the violating tuples.
By storing violations, it is possible to compare the legal information contained
into the original instance r with the violating one, represented by the tuples of
rv.
Let the pair (r, IC) denote the instance r with the associated set of (intra
and inter) integrity constraints IC. A tuple s is in rv if it contains a violation to
some constraint(s) of IC. For each constraint C ∈ IC, let rvC be the set of tuples
of rv violating C.
Our proposal can be sketched as follows.
– For each constraint C ∈ IC, we isolate frequent and significant anomalies,
i.e., those tuples that appear in rv with a support greater than a fixed
threshold supmin. Consequently, we extract itemsets I that can be used
to relax the original set of integrity constraints IC.
– Once the extraction phase is completed, a relaxation phase is applied, and
each constraint C which has been relaxed into a new constraint, denoted by
C∗, is submitted to the designer for approval.
– For each constraint C ∈ IC, if C∗ has been approved by the designer, the
tuples of rv used to mine the useful itemsets I, denoted by rvI, do not violate
the updated constraint C∗ any more, thus if they do not violate another
constraint as well, they can be safely integrated within r.
It is important to highlight that rvI ⊆ rvC because our data mining approach
considers only frequent anomalies w.r.t. a constraint C, i.e., it considers only
those itemsets having a support greater than the fixed threshold value.
3.2 Mining violations for tuple constraints
As described in Section 2, a tuple constraint C can be written as an implication
of the form ∀x.R(x)→ Γ (y), with y ⊆ x.
We call length of C (denoted as len(C)), the number of variables in y;
constraint (C1) of Example 1 is a 1-length constraint.
Definition 1. Given a tuple constraint
C
def= ∀x.R(x)→ Γ (y)
with y ⊆ x, an itemset I = {〈A1, v1〉, . . . , 〈Ak, vk〉}, formed by k values for the
attributes {A1, . . . , Ak} is C-dependent iff for each yi ∈ y, 〈Ai, vi〉 ∈ I, with
Ai = att(yi) and vi ∈ Di.
An itemset I is C-dependent when it describes the correlation among (at
least) the values assumed by all the attributes involved in Γ (y) (i.e., the set of
attributes Y ), thus, I contains at least the data items 〈Ai, vi〉 for each attribute
Ai ∈ Y .
Given a tuple constraint C, we extract from the table rv the C-dependent item-
sets containing the data items which cause Γ (y) to be false, and their correlation
with other attributes values. This is because we want to see whether the anomaly
is regularly associated to some specific value(s) of other attributes.
For example, for the not-null constraint C1 = ∀a, s, d, p Subject(s, d, p, a)→
(p 6= null) we have to mine from the table Subjectv the frequent itemsets that
are C1-dependent, i.e., they contain the data item 〈Subjectv.program, null〉 and
highlight correlations of the attribute program with other attributes. In other
words, we see whether the attempts to insert a null program for some subject
are caused by the nature of that subject, which is expressed by its properties
(the other attributes of the relation Subject). Suppose for instance that we mine
the itemset I1 = {〈program, null〉, 〈description, lab〉} with support 0.95. This
might be an indication that lab courses do not provide a program, thus the
constraint has to be relaxed in order to accommodate this exception.
Suppose that, for the aforementioned not-null constraint C1, we mine also the
itemset I2 = {〈program, null〉, 〈description, lab〉, 〈area,math〉} with support
0.85. We have to understand which one, between I1 and I2, is a “good-candidate”
for relaxing C1, i.e., it is not too generic. In fact, even if in I1 the program
attribute of the Subject table assumes the value null when its description is
lab, it could still be that some labs – not in the math area – have a non-null
program in the Subject table. However, if this were the case, we should find
some lab tuples with non-null program in the real database, which would tell
us that having a null-program is not a peculiarity of all the lab subjects. Thus,
further analysis of the exceptions is in order, and we discover, by mining I2, that
a particular area –the math one– co-occurs with the lab subject in the violations
of the constraint C1.
Once we choose the candidate itemset, we have to check this itemset against
the database, and may discover that it is more appropriate to relax C1 using
I2 instead of I1. Note that I2 has an additional condition, thus is more specific
than the previous one.
We say that a C-dependent k-itemset I, with support s, is a “good-candidate”
for relaxing a constraint C on R, if I is “significantly frequent”, and C is violated
by those tuples of rv which contain the values specified in the items of I.
The concept is formalized by the following definition.
Definition 2. Given a tuple constraint
C
def= ∀x.R(x)→ Γ (y)
on R, with y ⊆ x, we say that an itemset I =
{
〈A˜1, v˜1〉, . . . , 〈A˜k, v˜k〉
}
with sup-
port si, is a C-good candidate of dimension k w.r.t. an a-priori established
minimal support supmin iff
1. I is a C-dependent k-itemset, with k > len(C);
2. si ≥ supmin;
3. Q 6|= C, where Q = {t|t ∈ rv,∀i ∈ {1, . . . , k} . t[A˜i] = v˜i}.
Note that point 1 requires that R be strictly greater than len(C), because we
are looking for correlations between violations and at least one more attribute.
To choose the C-good candidates to relax a tuple constraint C on R, we propose
the algorithm ItemExtractor, reported in Figure 1.
Observe that, given a constraint C, among the different itemsets satisfying
¬C, it is convenient to choose minimal itemsets to relax C. In fact, our purpose
is to characterize classes of frequent violations that are as general as possible,
and moreover, by considering minimal itemsets we also limit the complexity of
the mining process. Thus we have a trade-off between generality – i.e., small,
possibly too generic itemsets – and precision – i.e., large, but inefficient and
less “inclusive” itemsets. Intuitively, in the extreme case, each itemset coincides
with a unique violating tuple, and the system would propose as new constraint
that includes a disjunction of the violating tuples, which of course is not our
objective.
The goal of the algorithm ItemExtractor is thus to produce a set I of good-
candidates that will be used to relax a constraint C. We remark that good
candidates are mined having fixed a support threshold; thus, if no frequent item-
sets representing anomalies for a constraint are found, the result of the algorithm
is the empty set and the constraint cannot be relaxed.
Algorithm 1 The pseudocode of ItemExtractor algorithm.
Input: a tuple constraint C on R with len(C) = l;
r and rv denoting the consistent and the inconsistent instances of R;
kmax the maximal dimension of mined itemsets;
supmin minimal support value;
Output: I a minimal set of itemsets representing interesting anomalies or the empty set;
1: I = ∅, Υ = ∅
2: k = l + 1
3: Let Ik =
˘
Ii
˛˛
Ii is a C-good candidate with dimension k w.r.t. supmin
¯
4: while k ≤ kmax and Ik 6= ∅ do
5: Ik+1 = ∅
6: for all Ii = {〈A1, v1〉, . . . , 〈An, vn〉, 〈fA1, ev1〉, . . . , 〈fAl, evl〉} ∈ Ik, n + l = k,
∀yi ∈ y att(yi) = fAi do
7: Let q∗(Ii) =

t ∈ r
˛˛˛˛∀j ∈ {1..n} . t[Aj ] = vj∧
∀i ∈ {1..l} . t[fAi] = wi, Γ[{y1,...,yl}←{w1,...,wl}] is true
ff
8: if q∗(Ii) = ∅ then
9: I = I ∪ {Ii}
10: else
11: Υ = Υ ∪ {Ii}
12: end if
13: end for
14: end while
15: for all Ii ∈ Υ do
16: Ik+1 = Ik+1∪

Ij
˛˛˛˛
Ij is a C-good candidate with dimension k+1 w.r.t. supmin,
Ij ⊇ Ii,∀Ix ∈ I. Ij 6⊃ Ix
ff
17: end for
18: k = k + 1
According to Definition 2, the first step (line 3) produces the mined set Ik of
frequent k-itemsets (with k = len(C)+1) containing the data items violating C,
i.e.,
{
〈A˜1, v˜1〉, . . . , 〈A˜l, v˜l〉
}
. For each k-itemset in Ik (cyclic construct of line 6),
we check whether it is a minimal “good-candidate” to relax C. For this purpose,
we apply the query q∗ (line 7) to check if in the instance r there is any tuple t
that is C-consistent, it assumes values different from v˜i and does not violate the
considered constraint C, but for the other attributes A1 . . . , An present in the
current itemset it assumes exactly the mined values v˜1, . . . , v˜l. If q∗ has an empty
result, then the current itemset Ik is a minimal “good-candidate” and is added
to the set I (line 9). If not, we add Ik to an auxiliary set Υ . After considering
all the k-itemset, we have to look for frequent (k + 1)-itemsets, extending the
Ik itemsets in Υ , but not using attributes that are in k-itemsets that have been
previously included in I. Example 2 will clarify the rationale behind this.
In order to guarantee determinism, all the mined itemsets with a given di-
mension k are first analyzed to check whether they are good candidates, and
only after this phase non-good candidates are extended.
Example 2. Suppose that for the constraint C1 = ∀s, d, p, a. Subject(s, d, p, a)→
(p 6= null) we have mined the set S = {I1, I2} = {{〈program, null〉, 〈description,
gym〉}, {〈program, null〉, 〈description, lab〉}}
For the 2-itemset I1, we verify that in the Subject table there is no tuple
with gym value for the description and a non-null value for the program, i.e.,
that q∗(I1) = ∅. This means that the relation Subject does not contain any gym
course with a non-null program, thus, probably, a null program is allowed for all
gym courses. We conclude that I1 is a “good-candidate” that should be added
to I.
For the 2-itemset I2, since q∗(I2) 6= ∅, we find a tuple t in the Subject table
with t[description] = lab and t[program] 6= null. Thus, we have to conclude
that I2 expresses too generical condition, that is, there might be some further
property that, associated to the description “lab”, accounts for the empty pro-
gram. Thus, we try to extend I2 by mining 3-itemsets. Suppose now that we mine
with a sufficient support only the 3-itemset I3 = {〈program, null〉, 〈description,
lab〉, 〈area,math〉} which extends I2. If we do not find any tuple in Subject with
lab value for description, math value for the area attribute, and a non-null value
for program (i.e., q∗(I3) = ∅), then we add I3 to I and the algorithm stops, re-
turning I = {I1, I3}. 
Note that, for the previous example, line 12 specifies that I3-itemsets must
extend I2, because I2 is not a good candidate, but without including the 2-
itemset I1, that has already been added to I. The reason is that the condition
program = null ∧ description = gym derived from I1 will be used to relax
C1, and thus using it for further extending itemsets would be redundant.
Once again, note that line 4 of ItemExtractor limits the itemset we check
to be below a maximum length, because the computation time increases with
the itemset dimension.
Consider now a generic tuple constraint. In this case, the right part of the
implication is not an atomic inequality, but a more complex combination of
boolean comparisons applied to attributes of a relation R. Thus, the cause of
inconsistency is not as easily recognizable as it was for the non-null case.
For example, consider the constraint C3 = ∀p, y, z,m. SchoolReport(p, y, z,m)
→ (m = A ∨m = B ∨m = C ∨m = D). In line 3 of Algorithm 1, where C2-
good candidates are defined, I2 is the set of 2-itemsets which contain a data item
〈mark,m〉, where m is any value that differs from A, or B, or C, or D. The same
consideration holds for line 12, where the (k + 1)-itemsets are good-candidates
that must violate C2.
A frequent 2-itemset we could obtain from the algorithm ItemExtractor for
this constraint is I = {〈mark, passed〉, 〈subject, A0010〉} stating that the mark
“passed” is frequently associated with the Subject with code “A0010”. By using I
to relax C2 we obtain the constraint C∗2 = ∀p, y, z,m. SchoolReport(p, y, z,m)→
(m = A ∨m = B ∨m = C ∨m = D) ∨ (m = passed ∧ z = A0010)
Theorem 1. Soundness and Completeness. Given a pair (r, IC) and a con-
straint C ∈ IC, ItemExtractor produces as output the minimal set I containing
all and only the minimal C-good candidates Ii having support greater than supmin
and such that q∗(Ii) = ∅.
Proof. According to the Definition 2 and to the statements in lines 8 and 9, as
soon as a good candidate of dimension k produces an empty set q∗, it is not
extended further. Thus, I contains only minimal good candidates.
To prove that the set I is minimal we try to remove a k-itemset Ik from I.
One of the following two situations occurs: (1) Ik is redundant in I; this means
that ∃It ∈ I such that Ik ⊂ It, but by construction, this case is not possible
(see line 12). (2) Ik is not redundant, but originally Ik ∈ I; this implies that Ik
is a C-good candidate and q∗(Ik) = ∅. This means that we are not considering
a frequent violation of C that could be added to I. Thus, we cannot remove Ik
without loss of information, and this proves that I is minimal and complete, i.e.,
it contains all the C-good candidates Ii such that q∗(Ii) = ∅. uunionsq
4 Relaxing tuple constraints
The procedure to relax violated constraints is based on the previously mined
anomalies. For each tuple constraint C def= ∀x.R(x) → Γ (y) with y ⊆ x, we con-
sider the set of itemsets I = {I1, . . . , In} produced by the algorithm ItemExtractor,
with Ii = {〈A1, v1〉, . . . , 〈Ami , vmi〉} ∀i ∈ {1..n} and modify the constraint C as
follows:
C∗ = ∀x.R(x)→
(
Γ (y)
∨
i∈{1,...,n}
(
∧
j∈{1,...,mi}
yj = vj)
)
(2)
After the violated constraints Ci, with i = 1, . . . , n, have been successfully re-
laxed by producing the new constraints C∗i , we can re-introduce the tuples of
rvIi within the original instance r, in the way r ← r ∪ {t} if and only if
1. t ∈ rvIi and
2. ∀C∗j . t |= C∗j , with j ∈ {1, . . . , n} and j 6= i
i.e., a tuple t originally violating a constraint Ci and such that t participates to
the construction of the itemsets for deriving C∗i , can be safely integrated in the
legal instances of the relation r, only if t does not violate any other (relaxed or
not) constraint C∗j .
Example 3. Consider, for example, the two constraints
C1
def= ∀s, d, p, a.Subject(s, d, p, a)→ (p 6= null) (3)
C2
def= ∀s, d, p, a.Subject(s, d, p, a)→ (a = math ∨ a = art ∨ a = sport)
on the Subject table. Now suppose, as shown in Example 2, that the algorithm
ItemExtractor returns the set I composed by the itemsets I1 = {〈program, null〉,
〈description, gym〉} and I3 = {〈program, null〉, 〈description, lab〉, 〈area, math〉}
whereas, the output for C2 is the empty set (i.e., no frequent violations are
mined). Suppose, for example, that t = (gymcourse, gym, null, gym) ∈ SubjectvI
cannot be inserted in the Subject table, because it still violates constraint C2. 
We recall that, when it is not possible to perform the relaxing process (due
to insufficient support of the mined itemsets), C∗i coincides with Ci.
The computational complexity of the integration phase described above is
lower or equal to O(|rv| × |IC∗|). This worst case occurs if each tuple in rv
violates all the constraints in IC, thus, we must check the satisfiability of rv
w.r.t. each (new) constraint.
Example 4. For the constraint C1 of Section 3.2, the output of ItemExtractor
is:
I ={{〈program, null〉, 〈description, gym〉} ,
{〈program, null〉, 〈description, lab〉〈area,math〉}}
where the itemsets have been mined with a support 0.90 and 0.85, respectively.
This means that the table Subjectv contains a high number of anomalies asso-
ciating a null program either to a gym course, or to a lab course in the math
area.
Thus, we decide that these frequent anomalies indicate real life situations and
consider them as a common and acceptable behavior. The constraint is relaxed
as follows:
C∗1
def= ∀s, d, p. Subject(s, d, p, a)→
(
(p 6= null) ∨ (p = null ∧ d = gym)∨
(p = null ∧ d = lab ∧ a = math)
)

We are now ready to prove some interesting properties. We recall that the
notation rvC denotes the set of violating tuples for the constraint C ∈ IC, while
rvIC denotes the set of (violating) tuples used by the algorithm ItemExtractor
to produce the set of itemsets IC for constraint C (i.e., those tuples that will
help relax the constraint C).
Definition 3. Given a pair (r, IC) and C ∈ IC, r is said to be C-consistent if
rvC is empty, and C-inconsistent otherwise.
Theorem 2. Local correctness. Given a constraint C ∈ IC and the instances r
and rvC , let IC be the set of itemsets returned by ItemExtractor for C, and C
∗
the relaxed constraint. Then, if I 6= ∅, rvIC and r ∪ rvIC are C∗-consistent.
Proof. Suppose that IC = {I1, . . . , In}, n ≥ 1, where each Ii ∈ IC is of the form
Ii = {〈A1, v1〉, . . . , 〈Ami , vmi〉}
Then, as explained above, if C def= ∀x.R(x)→ Γ (y), then:
C∗ def= R(x)→
(
Γ (y)
∨
i=1..n
(
∧
j=1..mi
yj = vj)
)
According to lines 3 and 10 of ItemExtractor, the itemsets in I are extracted
from rv; thus, the tuples of rv that match with the itemsets of I (i.e., rvI) satisfy
the formula
∨
i=1..n(
∧
j=1..mi
yj = vj), and thus, rvI satisfies C
∗, i.e., rvI is C
∗-
consistent. Analogously, r satisfies C and thus, r satisfies C∗. Thus, r ∪ rvIC is
C∗-consistent. uunionsq
Assuming that the application of ItemExtractor returns a non empty set,
we are able to state:
Corollary 1. Effectiveness of the reparation. Suppose that C ∈ IC is the only
constraint on r that has been violated. Given the instances r and rv, if rv has
cardinality n and rvI has cardinality m (with n ≥ m) then, after the relaxing
phase of the constraint C with C∗, the cardinality of rv is exactly n−m.
In the following we generalize the result of the corollary to a set {C1, . . . , Cl} ∈
IC of violated integrity constraints (global correctness).
Lemma 1. Let C1 and C2 be violated constraints of IC such that rvC1 ∩ rvC2 6= ∅.
Then rvI1 ∩ rvI2 is both C∗1 - and C∗2 -consistent.
Proof. Since rvC1 ∩ rvC2 6= ∅, there exists at least one tuple t that is an anomaly
w.r.t. both C1 and C2. By definition, I1 and I2 contain only frequent itemsets
that are good-candidates; let us now suppose that the common violating tuples
for C1 and C2 satisfy the minimal support condition (otherwise, the proof of the
theorem is trivial).
Then, I1 ∩ I2 6= ∅. Thus:
rvI1 ∩ rvI2 6= ∅⇒ rvI1 ∩ rvI2 |= C∗1 and rvI1 ∩ rvI2 |= C∗2⇒ rvI1 ∩ rvI2 |= C∗1 ∧ C∗2
uunionsq
After the relaxing phase of each of them, the integration phase can be safely
performed and the number of tuples that remain in rv will be greater than or
equal to n−∑li=1mi, where mi ≤ |rvIi |.
Theorem 3. Global correctness. Let r be both C1-inconsistent and C2-consistent.
Then, r ∪ rvI1 is C∗1 -consistent and C2-consistent.
Proof. The fact that r∪rvI1 is C∗1 -consistent follows from Theorem 1. Suppose, by
contradiction, that r is C2-consistent and r∪ rvI1 is C2-inconsistent. Then, rvI1 is
C2-inconsistent. Hence, being rvI1 ⊆ rvC1 ⊆ rv, we have that rvC1 is C2-inconsistent
and thus, rv is C2-inconsistent: this contradicts the initial hypothesis.
Otherwise, the theorem can also be directly proved by noting that, according
to Definition 3, from the fact that r is C2-consistent, rvC2 is empty, thus C2 holds
in rv. uunionsq
5 Related Work
In the database literature there have been a number of proposals that investi-
gate the problem of constraint violations. There is a basic distinction between
works that consider the problem of querying inconsistent databases [10, 12, 6,
11] – which try to re-establish consistency in an information system by (mini-
mally) changing the facts that violate the database constraints – and proposals
for modifying constraints in order to take into account abnormal data w.r.t. the
reality modeled at design-time, without changing the database instance (e.g.,
[18]).
In [6] the authors formalize the notion of consistent information, called consis-
tent query answer, obtained from a (possibly inconsistent) database in response
to a user query. A database instance r′ is a repair database instance of r with
respect to a set of integrity constraints IC if (i) r′ is defined on the same schema
and domain of r, (ii) r′ satisfies IC, and (iii) r′ differs from r by a minimal
set of changes (insertions or deletions) of tuples. By using the concept of repair
database, i.e., a database that is consistent and minimally differs from the orig-
inal one, the authors define a consistent answer to a query as a set of tuples
that are answers (to the same query) in every repair of the considered database.
Other works consider also preferences or priorities in repairing [14, 15]; the main
idea is to introduce a numeric utility function assigning different reliability levels
to multiple data sources involved in the query answering process.
These approaches differ from ours for one main reason: in [6, 14, 15, 10, 12, 11]
the authors consider the problem of inconsistent databases from a query answer-
ing point of view, thus, they discard those data that can produce inconsistency
with respect to a static set of integrity constraints. By contrast, our proposal’s
main goal is to modify the integrity constraints with the aim of maintaining the
semantics of the database as adhering as possible to the changing reality. To
achieve this goal, tuples that represent constraint violations are no more consid-
ered as abnormal facts, but used as a guide to update the no longer up-to-date
constraints.
More similar to our proposal is [18]: the authors introduce a framework for
dealing with irregularities in a human-oriented system supporting errors and
also tolerating deviations from the normal behavior. In their conceptual model,
when there are facts in a database that violate integrity constraints, the human
user has the possibility to evaluate whether they represent an error in the facts
recorded, or an exception that must be tolerated. In this latter case, the facts
are not changed, but marked as “exceptional”, and the violated constraints are
minimally modified in order to allow the presence of those exceptional facts. On
the contrary, for us only frequent anomalies have to be taken into account, in
order to better understand the underlying reality.
Other works and approaches to anomaly or outlier detection have been de-
veloped in the past years, whose aim is not to modify either abnormal facts or
violated constraints. They are based on database [8] or data mining techniques
[4, 5, 7], including knowledge discovery [1], and logic programming [3].
In [3], outliers have been formalized in the context of logic programming-
based knowledge systems. The authors propose a basic framework where obser-
vations (outliers) are described by means of a set of facts encoding some aspects
of the current status of the world, while the background knowledge of the sys-
tem is described by means of a logic program. Outliers are identified on the basis
of some disagreement with the background knowledge and supported by some
evidence in the observed data, called witness sets.
In [7], a data-mining technique to infer functional dependencies from data
in order to detect anomalies is introduced. The authors formalize the notion of
quasi-functional dependency and propose a method to retrieve anomalies and to
consequently distinguish errors from interesting outliers.
The main difference between our approach and [3, 7] is that we discover “vi-
olated rules” also for different constraints; moreover, we propose a modification
for the violated constraints based on mined itemsets.
In [8] the authors introduce the notion of pseudo-constraints, which are
not integrity constraints specified by the designer, but predicates representing
schema-level properties that have significantly few violations in the database
instance. The authors use this pattern to identify rare, but interesting, events
in databases. The spirit of the work is similar to our main purpose; however,
our approach differs from [8] for two reasons. First, they focus on cyclic pseudo-
constraints and propose an algorithm for extracting this kind of cyclic pattern,
whereas we mine violations to the classical notion of integrity constraint. More-
over, we also investigate how, once significant violations have been mined, the
constraints can evolve (semi-) automatically.
6 Prototype and preliminary results
We have developed a Java prototype that uses the aforementioned strategy to
store and analyze tuple constraint violations in a relational databases by using
the PostgreSQL DBMS. The prototype architecture is sketched in Fig. 2, where
we show our methodological approach.
We validated our approach by means of experiments on the TPC-H relational
database [20] performed on a 3.2GHz Pentium IV system with 2GB RAM, run-
ning Kubuntu 6.10. We considered (a copy of) the LINEITEM table which has
about 6.000.000 tuples and whose schema is
LINEITEM(OrderKey, PartKey, SuppKey, LineNumber, Quantity, (4)
ExtendedPrice, Discount, Tax, ...) (5)
We have imposed the two constraints (derived by analyzing the instance of the
table):
– LINEITEM.Tax > 0
– LINEITEM.Discount ≥ 0 ∧ LINEITEM.Discount ≤ 0.5
Then, we injected violations in the table LINEITEMv by using a suitable Jave
module: in particular 1000 violating tuples were inserted, among which 200 had
the values 10000 for the Quantity attribute, 0 for Tax, and 0.7 for Discount.
In the prototype implementation, Rv actually contains an additional at-
tribute, which is necessary in order to be able to store in Rv also primary key
violations. Indeed, commercial DBMSs do not allow to create a relation with-
out defining its primary key, thus we add a new, ad-hoc primary key attribute
(e.g., an automatic counter), so that Rv can also contain tuples that violate the
primary key constraint of R.
For the itemset extraction we have used a publicly available version of Apriori
[2]. The good candidates extraction produced as output the set
I ={{〈Quantity, 10000〉, 〈Tax, 0〉} ,
{〈Quantity, 10000〉, 〈Discount, 0.7〉}}
Each 2-item in I has been mined with support 20%.
The execution time of the 2-itemset extraction increases almost linearly with
the scale factor (i.e., with the number of violating records).
By following our methodology, the two constraints are relaxed as follows:
– LINEITEM.Tax > 0 ∨ (LINEITEM.Tax = 0 ∧ LINEITEM.Quantity = 10000)
– (LINEITEM.Discount ≥ 0 ∧ LINEITEM.Discount ≤ 0.5) ∨
(LINEITEM.Discount = 0.7 ∧ LINEITEM.Quantity = 10000)
The two relaxed constraints cited above are quite specific (due to the set of
tuples inserted as violations), but a contribution on the part of the designer,
who knows the semantics of the considered scenario, can further generalize the
two constraints by stating, for instance, that a value 0 for TAX (or a higher
DISCOUNT) is allowed for high-quantity orders. The final relaxed constraints
could be:
– LINEITEM.Tax > 0 ∨ (LINEITEM.Tax = 0 ∧ LINEITEM.Quantity ≥ 10000)
– (LINEITEM.Discount ≥ 0 ∧ LINEITEM.Discount ≤ 0.5) ∨
(LINEITEM.Discount ≤ 0.7 ∧ LINEITEM.Quantity ≥ 10000)
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Fig. 2. The architecture of the system.
7 Conclusions and Future Work
The approach we have presented in this paper proposes a mining-based sup-
port to the evolution of integrity constraints which do not reflect the reality
of interest any more. The main idea of our methodology is to analyze frequent
abnormal facts, which are considered as an indication of a changing reality, and
learn from them the relaxing condition(s). Current research is focused on the
extension of our proposal to functional and inclusion dependencies. Indeed, the
same procedure as the one for functional dependencies can be applied to foreign
key constraints. In this case it is necessary to point out that mining algorithms
extract frequent correlations of data; thus, it is not possible to use these algo-
rithms to discover anomalies about foreign key constraints due to deletions.
Currently, we are applying our methodology to peer-to-peer context-aware
data integration systems; by nature, the data coming from the various peers
may be uncertain and often inconsistent with each other. In particular, integrity
constraints holding on one peer’s data might be in contrast with some of those
holding on the retrieved data, coming from another peer. Thus, when the peer
becomes aware of a change in the reality of interest by receiving an answer
which is not coherent with its own constraints, it should be able to adjust its
knowledge by automatically modifying the integrity constrains that locally hold.
Frequent violations of the constraints on the data stored in a peer, detected
via the comparison of the other peer’s data with its own, may suggest that the
semantics of the represented reality is changing. In this case, the peer’s integrity
constraints will be modified by using our proposal.
Future work also concerns the application of this strategy to biological databases,
where anomalies w.r.t. predefined constraints are very frequent. In this particu-
lar context, the problem of discovering the new “laws” of natural phenomenons
plays a crucial role. By applying our methodology to this kind of data, we want
to derive appropriate values for the minimal support thresholds and to analyze
the performance, in term of execution time, of the itemsets extracting phase.
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