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ABSTRACT
Early diagnosis of signet ring cell carcinoma dramatically improves the survival rate of patients. Due
to lack of public dataset and expert-level annotations, automatic detection on signet ring cell (SRC) has
not been thoroughly investigated. InMICCAI DigestPath2019 challenge, apart from foreground (SRC
region)-background (normal tissue area) class imbalance, SRCs are partially annotated due to costly
medical image annotation, which introduces extra label noise. To address the issues simultaneously,
we propose Decoupled Gradient Harmonizing Mechanism (DGHM) and embed it into classification
loss, denoted as DGHM-C loss. Specifically, besides positive (SRCs) and negative (normal tissues)
examples, we further decouple noisy examples from clean examples and harmonize the corresponding
gradient distributions in classification respectively. Without whistles and bells, we achieved the 2nd
place in the challenge. Ablation studies and controlled label missing rate experiments demonstrate
that DGHM-C loss can bring substantial improvement in partially annotated object detection.
1. Introduction
Signet ring cell carcinoma (SRCC) is a form of highly
malignant adenocarcinoma. Nuclei push against cell mem-
branes creating a typical signet ring cell (SRC), which has
a large mucin vacuole filling the cytoplasm [13]. SRCC
tumors are mostly found in stomach and less frequently in
breast, bladder and other organs [3]. Since the prognosis
for patients with SRCC is extremely poor, early diagnosis
and aggressive surgical intervention are of essential impor-
tance. However, manual analysis of digital pathology image
is labor-intensive and time-consuming, which has become a
bottleneck to diagnosis. Therefore, computer-aided techni-
cal for SRC detection, as an ancillary study, is promising and
highly-demanded.
MICCAI DigestPath2019 is the first challenge and first
public dataset on SRC detection. Before this challenge, au-
tomatic algorithms on SRC detection have not been thor-
oughly investigated. However, perfect annotations are prac-
tically impossible due to various appearances of SRCs, as
well as scattered/overcrowded regions. Thus, the dataset in
the challenge is partially annotated and the task is partially
annotated object detection (PAOD). As can be seen in Figure
1, in the abnormal pathology (AP) image, green and yellow
bounding boxes denote annotated and unannotated SRCs re-
spectively, while normal pathology (NP) image contains no
SRCs at all. In conventional detection task [33, 26], there
are only positive and negative examples. However, when it
comes to PAOD, some positive examples will be incorrectly
labeled as negative, which introduces label noise. Directly
training with noisy labels will cause adverse impact to the
classification accuracy [28, 47].
∗Corresponding author
ltc19940819@sjtu.edu.cn (T. Lin); gyfastas@sjtu.edu.cn (Y. Guo);
charles.young@sjtu.edu.cn (C. Yang); jekyll4168@sjtu.edu.cn (J. Yang);
xuyi@sjtu.edu.cn (Y. Xu)
ORCID(s): 0000-0002-5835-8545 (Y. Guo)
1These authors are contributed equally to this work
One solution, proposed by the challenge organizers, is
a semi-supervised learning framework for label correction
[23], which consists of three steps: initial fully-supervised
training, self-training and co-training. Experiments demon-
strate that not only is annotation quality improved, extra un-
labeled images are also better explored. Instead of pseudo la-
bel generation, we tackle PAOD in a loss correction paradigm.
The basic idea is to decouple noisy examples from clean ex-
amples, disentangling the partial annotation into two parts
of noisy-supervised learning and full-supervised learning.
However, there are two intrinsic issues: noisy example over-
fitting and hard example under-learning. Several studies ad-
dress these two problems respectively. On one hand, Hu-
ber loss [14] and GHM-C loss [21] consider hard examples
mostly as outliers and reduce their loss contribution. Thus,
noisy example overfitting can be prevented, which is suit-
able for noisy-supervised learning. But they also sacrifice
the ability of models to learn hard examples well. On the
other hand, online hard example mining [34] and focal loss
[26] put more emphasizes on hard examples. Hence, hard
example under-learning can be addressed, which is appropri-
ate for full-supervised learning. Unfortunately, these meth-
ods further aggravate the overfitting of noisy examples.
Inspired by GHM [21], we propose Decoupled Gradi-
ent Harmonising Mechanism (DGHM) for PAOD, address-
ing the problems of hard-example under-learning and noisy-
example overfitting at the same time. We apply DGHM by
decoupling noisy examples from clean examples, harmoniz-
ing their gradient distributions separately andmanaging their
outliers differently. For the classification branch of detec-
tion, DGHM is embedded into cross entropy (CE) loss, form-
ing DGHM-C loss. Particularly, hard examples in noisy part
will be explicitly down-weighted to prevent noisy example
overfitting, while the opposite operation is performed on clean
part to address hard example under-learning. For the regres-
sion branch, since regression loss is only calculated over
positive examples, we take smooth-퐿1 loss for simplicity.
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Figure 1: Examples of abnormal and normal pathology image
provided in our dataset. Signet ring cell only exists in AP im-
age. The green bounding boxes are provided annotation while
the yellow one might be signet ring cell but not annotated.
Experiments show that with the help of DGHM, the perfor-
mance of PAOD is substantially improved. The main con-
tributions of our work are summarized as follows:
1. We decouple noisy examples from clean examples and
disentangle partial annotation into noisy-supervised
learning and full-supervised learning.
2. We propose the DGHMandDGHM-C loss for PAOD,
making the model robust to noisy examples and focus
on hard case of clean examples simultaneously.
3. We conduct comprehensive experiments to demonstrate
the effectiveness of DGHM-C loss, which shows an
improvement over other loss functions.
2. Related Work
2.1. Object Detection
Object detection is one of the most fundamental and im-
portant task in the field of computer vision, which involves
classifying and locating the objects. Deep neural networks
have made great progress in object detection [33, 25, 11,
10, 5]. Generally, detectors are divided into one-stage and
two-stage according to whether to skip the region proposal
stage as well as anchor-based and anchor-free depending on
whether to use predefined anchors which serve as hypothe-
ses over possible locations of ground-truth bounding boxes.
Here, we classify detectors into full-supervised, weakly su-
pervised and noisy-supervised with regard to the quality of
labels.
Full-supervised Detection In fully-supervised object de-
tection (FSOD), focal loss [26] and GHM-C loss [21] are
proposed to tackle the class imbalance problem in positive/
negative and hard/easy examples. Guided Anchoring [42]
leverages semantic features to generate high-quality propos-
als and boosts the detection performance. Libra RCNN [29]
designs an overall balanced learning, consisting in sample
level, feature level and object level, which can be general-
ized to both one-stage and two-stage detectors. However,
these methods highly depend on fine-grained instance-level
bounding boxes.
Weakly Supervised Detection Weakly supervised object
detection (WSOD) requires only image level annotation. WS-
DNN [4] designs a specific framework with two streams of
recognition and detection, and the final proposals are jointly
supervised by the two streams. Based on WSDNN, contex-
tual region [19] and multi-stage classifier refinement [37]
are introduced for further improvement. Recently, a min-
entropy latent model [41] is proposed to discover latent ob-
jects and minimize the localization randomness for WSOD
with recurrent learning algorithm. Moreover, Multiple In-
stance Learning (MIL), as a common method for WSOD, is
recently further improved in C-MIL [40] by alleviating the
non-convexity problem. Some works also use additional an-
notations or data to improve the performance, e.g. domain
adaption [17, 22], semantic knowledge transfer [38] and so
on.
Noisy-supervisedDetection Different fromWSOD, in noisy-
supervised detection, models are trainedwith partial bounding-
box annotations, which is called PAOD in this paper. In [9],
a self-attention mechanism is adopted to handle the partial
annotation problem inNuclei detection task. A hybrid super-
vised learning framework [45] is proposed to solve the miss-
ing label problem by generating pseudo labels during train-
ing. Moreover, soft sampling strategy [44] is established to
alleviate the effect of overcrowded false negatives, while giv-
ing no guarantee to scattered false negatives. Co-occurrence
loss is introduced in [1] to solve the problem of sparsely ver-
ified classes, where hierarchical and spatial relationships be-
tween multiple classes are exploited to alleviate noisy exam-
ple overfitting. It imposes the label consistency constraint on
the subclass and its parent class, where the performance de-
pends on the high-quality labels of the parent classes. In the
DigestPath2019 challenge, however, noisy labels only ex-
ist in the class of SRC due to partial annotation in the AP
images. Meanwhile, clean labels are available for the an-
notated SRCs and the NP images. Accordingly, this paper
contributes to both reducing the overfitting problem for the
noisy labels of SRC in the AP images and the under-learning
problem of hard examples with the clean labels.
2.2. Learning with Noisy Examples
Learning with noisy examples is a common situation es-
pecially inmedical imaging community wheremanual anno-
tation could be expensive and needs expert knowledge [6].
In the existing literature, the solutions can be roughly classi-
fied into two types: label correction and robust loss function.
Label Correction Some previous works tackle the noisy
label problem by removing or correcting the noisy labels
during training. In [18, 46, 39, 20], auxiliary networks are
introduced to correct the missing labels. For example, in
[20], a feature encoder that learns the class representative
embedding vectors (called "class-prototype") is utilized to
decide whether the label is correct or not by comparing with
the prototype. MentorNet [18] pre-trains an extra network
for clean label selection. In [46], an extra module called
MetaCleaner is used to assign scores for samples labeled as
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same category and hallucinate a clean representation based
on the scores. Recently, specific training strategies such as
self-training [23, 36, 32] and curriculum learning [12, 7, 27]
are proposed for learning under presence of noise. In [23],
co-training and self-training are both used to iteratively gen-
erate pseudo labels, which shows great performance in SRC
detection task. Knowledge distillation is first proposed in
[16] and explored in [24] to handle the noisy label problem,
which utilizes knowledge learned from an extra clean dataset
to generate soft labels for a larger noisy dataset. However, all
these methods require either auxiliary network architectures,
complex training procedure or additional supervision, which
makes it hard to be deployed in real-world applications.
Robust Loss Function Robust loss function has beenwidely
employed in learning with noisy examples. Backward [30]
and Forward [30] modify the loss function depending on the
noise transition matrix. Nonetheless, the accurate estima-
tion of transition matrix is not promised. Various regulariz-
ers, like label smoothing [35] and confidence penalty [31],
are introduced to prevent noisy example overfitting at the
expense of hard example under-learning. Moreover, Sym-
metric Cross Entropy (SCE) [43] combines CE with a noise
tolerant term, so that both hard example learning and noisy
example robustness are improved. However, directly using
robust loss in SRC detection is unreasonable, because partial
annotation in AP leads to the coexistence of noisy examples
and clean examples.
Therefore, we establishDGHMandDGHM-C loss for PAOD.
Without any auxiliary, the problems of hard example under-
learning and noisy example overfitting can be tackled simul-
taneously by decoupling noisy examples from clean ones.
The proposed DGHM-C loss can be directly applied to SRC
detection in MICCAI DigestPath2019 challenge.
3. Method
3.1. Problem Description
In MICCAI DigestPath2019, automatic algorithms are
demanded for SRC detection with partial annotation. Using
assignment rule from [26], label 푝∗푖 ∈ {0, 1} is assigned tothe candidate anchorwith index i, where ’0’ denotes negative
examples while ’1’ represents positive examples. As shown
in Figure 2, the green boxes and yellow boxes represent an-
notated and unannotated SRCs, respectively. The red boxes
indicate several candidate anchors, denoted as 푥푖. Supposeanchor 푥1 has an Intersection-over-Union(IoU) overlap withone green box over 0.5, then it is labeled as ’1’. In contrast,
anchor 푥2 is labeled as ’0’, since their IoU overlap is lessthan 0.5. The anchors in NP images, i.e. 푥4 and 푥5, will beall labeled as 0, since there is no SRCs existed. However,
though anchor 푥3 has an IoU with one yellow box over 0.5,it will be mislabeled as ’0’. Actually, yellow box is missed
due to partial annotation of SRCs in AP images. Thus it
can be seen, for PAOD, labeling anchors only based on IoU
is inaccurate for classification. Specifically, label noise will
be only introduced to the negative examples of AP images.
Both the positive examples of AP images and negative ex-
amples spreading over NP images are clean examples with
expertsâĂŹ manual annotation.
Fortunately, the noisy anchors can be easily located by
introducing an extra attribute into the dataset. Generally,
more attributes contribute to better describing the dataset,
which may further improve the performance of downstream
tasks. Back to the partial annotation problem, we assign
image-wise label to each anchor as an extra attribute. By
combining the attribute with anchor-wise label, noisy exam-
ples can be decoupled from clean examples, as can be seen
in Figure 2. Specifically, negative examples fromAP images
(AP푁 ) consists of the noisy class, because both correctlylabeled anchors such as 푥2 and incorrectly labeled anchorssuch as 푥3 exist in these examples, since only a small por-tion of SRCs are annotated. Meanwhile, positive examples
from AP images (AP푃 ) and negative ones from NP images( NP푁 ) consists of the clean class. Since all annotated cellsare indeed SRCs and NP images contain no SRCs at all.
With the attribute of image-wise label 푎푖, the trainingdata space can be defined as 푆 = {(푥푖, 푝∗푖 , 푎푖)}푁푖=1, where푁is the total number of anchors and 푝∗푖 is the given label forexample with index i. Noisy and clean data space can also
be obtained by 푆푛 = {(푥푖, 푝∗푖 , 푎푖) | 푝∗푖 = 0 and 푎푖 = 1}푁푛푖=1
and 푆푐 = {(푥푖, 푝∗푖 , 푎푖) | 푝∗푖 = 1 or 푎푖 = 0}푁푐푖=1, subject to
푁푛+푁푐 = 푁 , 푆푛∩푆푐 = ∅ and 푆푛∪푆푐 = 푆, where푁푛 and
푁푐 are the number of noisy and clean anchors. We assumethat there is a corresponding ideal label 푝̂∗, thus noisy and
clean examples could be described as:
푃 (푝̂∗푖 ≠ 푝∗푖 ) =
{
휂, if 푥푖 ∈ 푆푛
0, if 푥푖 ∈ 푆푐 . (1)
We denote 푃 (푝̂∗푖 ≠ 푝∗푖 ) as the probability that the given labelis incorrect where 휂 is label corruption ratio, which is nearly
proportional to the number of unannotated cells. For clean
anchors the label corruption ratio is 0.
3.2. Classification Loss
Object detection includes two sub tasks: classification
and bounding boxes regression[33, 10, 5]. To alleviate the
problem mentioned above, our efforts are mainly focused on
the classification sub task. As a matter of fact, our method
is established based on focal loss and GHM-C loss, which
are recently introduced to address the class imbalance from
different aspects. Both of them are based on CE loss, which
is defined as
퐿퐶퐸(푝, 푝∗) =
{
− log(푝), 푝∗ = 1
− log(1 − 푝), 푝∗ = 0. (2)
In eq.(2), 푝∗ ∈ {0, 1} denotes the given ground-truth label
and 푝 ∈ [0, 1] denotes the probability of the class with label
푝∗ = 1 according to the model estimation. The gradient
norm g is defined as
푔 = |푝 − 푝∗| = { 1 − 푝, 푝∗ = 1푝, 푝∗ = 0. (3)
T.Lin, Y.Guo, et al.: Preprint submitted to Elsevier Page 3 of 11
DGHM
Figure 2: Illustration of noisy labels introduced in partially annotated SRC detection. Since anchors (such as 푥3) matching
unannotated bounding boxes (yellow) are falsely labeled as negative examples, negative examples in AP images (AP푁) are noisy,
where some are actually positive. Since annotated bounding boxes (green) are indeed SRCs and it is certain that no SRCs in NP
images, positive examples in AP images (AP푃 ) and negative examples in NP images(NP푁) are clean examples.
Correspondingly, focal loss can be formulated as
퐿푓표푐푎푙 =
1
푁
푁∑
푖=1
−훼푡푔
훾
푖 퐿퐶퐸(푝푖, 푝
∗
푖 ). (4)
Focal loss down-weights the contribution of easy examples
by adding a weighting factor 훼푡 and a modulating factor 푔훾 ,where 훾 ≥ 0 is a tunable focusing factor. For notation con-
venience, 훼푡 can be simplified analogously to g and assignedwith 훼 ∈ [0, 1] for foreground and 1−훼 for background. Be-
sides easy examples, GHM-C loss further down-weights the
contribution of outliers regarding to gradient density (GD)
[21]. GD denotes the number of examples in specific re-
gions. GD function and the weighted parameters 훽 are de-
fined as
퐺퐷(푔푖) =
1
푙휖(푔푖)
푁∑
푘=1
훿휖(푔푘, 푔푖), (5)
훽푖 =
푁
퐺퐷(푔푖)
, (6)
where 푔푘, 푔푖 denote the gradient norm for the example withindex k and i respectively and 훿휖(푔푘, 푔푖) is a function indi-cating whether 푔푘 is located in the region centered at 푔푖 with
the valid length 푙휖(푔푖) = 푚푎푥(1, 푔푖 + 12휖) − 푚푖푛(0, 푔푖 − 12휖).Thus, GHM-C loss function is
퐿퐺퐻푀−퐶 =
1
푁
푁∑
푖=1
훽푖퐿퐶퐸
(
푝푖, 푝
∗
푖
)
. (7)
Recently, Symmetric Cross Entropy(SCE) loss is intro-
duced in [43] to handle the hard example under-learning and
the noisy example overfitting problem in classification. SCE
loss is defined as the combination of CE and reversed CE.
퐿푆퐶퐸(푝, 푝∗) = 훼푆퐶퐸퐿퐶퐸(푝, 푝∗) + 훽푆퐶퐸퐿퐶퐸(푝∗, 푝), (8)
where 훼푆퐶퐸 and 훽푆퐶퐸 are weighting factors to balance be-tween CE and the noise-robust term.
3.3. Motivation
Intuitively, we can train a model with only clean exam-
ples. However, experimental results suffer from high false
positive rate. That is mainly because model is not able to
learn how to discriminate background (normal tissue areas)
from foreground (SRC) inAP imageswithout supervision on
AP푁 . In fact, the normal tissue areas in AP images presenta much different appearance from those in NP images. Con-
sequently, the diversity of the background will not be fully
learned in the training using only a part of dataset. However,
if training with both clean and noisy examples, a dilemma
arises when applying a unified function such as CE loss, fo-
cal loss or GHM-C loss. To illustrate the dilemma, we take a
convergedmodel trained with CE loss as an example. Differ-
ent from [21], we figure out the gradient norm distribution of
T.Lin, Y.Guo, et al.: Preprint submitted to Elsevier Page 4 of 11
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Figure 3: An illustration of the gradient norm distribution of a
converged model trained with Cross Entropy loss. The y-axis
is in log scale.
the model in Figure 3, where the noisy and clean examples
are counted in two independent histograms. Outliers (exam-
ples with large gradient norm) exist in both histograms yet
with different meanings. In the histogram of clean exam-
ples, outliers are the hard examples. In contrast, the outliers
in the histogram of noisy examples are very likely to be mis-
labeled examples. Moreover, outliers in clean examples are
relatively more than that in noisy examples, which indicates
that themodel under learns the hard examples but overfits the
noisy examples. Therefore, we propose DGHM to conquer
noisy and clean examples separately, providing two differ-
ent operations on the outliers corresponding to two kinds of
examples.
3.4. DGHM
We propose DGHM for different outlier operations in
PAOD. To be specific, we decouple noisy examples from
clean ones and calculate their gradient norm distribution re-
spectively, as shown in Figure 3. Then, the GD function is
reformulated as
퐺퐷(푔푖) =
⎧⎪⎨⎪⎩
1
푙휖(푔)
(
∑푁푐
푘=1 훿휖(푔푘, 푔푖)), 푥푖 ∈ 푆푐
1
푙휖(푔)
(
∑푁푛
푘=1 훿휖(푔푘, 푔푖)), 푥푖 ∈ 푆푛.
(9)
After calculating the gradient norm in a decoupled way,
the gradient density harmonizing parameter is defined as
훽푖 =
푁
퐺퐷(푔푖)훾푖
, (10)
훾푖 =
⎧⎪⎨⎪⎩
휇푛, 푔푖 ≥ 휆, 푥푖 ∈ 푆푛
휇푐 , 푔푖 ≥ 휆, 푥푖 ∈ 푆푐
1, otherwise,
(11)
(𝒈𝜸)
(𝜷)
(𝑔)
Figure 4: Reformulated gradient norm of different loss func-
tions. The y-axis is in log scale. As shown, DGHM-C down-
weights the outliers of noisy examples while up-weights those
of the clean ones.
where outlier threshold 휆 ∈ [0, 1].
We embed DGHM into CE loss, then DGHM-C loss is
formulated as
퐿퐷퐺퐻푀−퐶 =
1
푀푁
푁∑
푖=1
훽푖퐿퐶퐸
(
푝푖, 푝
∗
푖
)
, (12)
where M is the number of gradient norm distributions. It
should be noted that modulating factor 훾푖 ≥ 0 in eq.(11)can control the contribution of outliters in the DGHM-C loss
function eq.(12), i.e. 휇푛 ≥ 1 is chosen to down-weight theoutliers in 푆푛 to avoid overfitting the noisy examples, and
휇푐 ≤ 1 is considered to up-weight the outliers in 푆푐 to avoidunder-learning of clean examples. After applying harmo-
nizing parameter on gradient norm, the reformulated gradi-
ent norm of different losses are shown in Figure 4. It can
be seen that the curve of GHM-C loss and two curves of
DGHM-C loss, i.e. DGHM-C-clean and DGHM-C-noisy,
are of the similar trend before outliers. However, outliers in
DGHM-C-clean are relatively up-weighted, which is oppo-
site to GHM-C loss and different from focal loss. On the
other hand, outliers in DGHM-C-noisy are explicitly down-
weighted, while only slightly down-weighting can be ob-
served in GHM-C loss.
4. Experiment
4.1. Dataset
The dataset is provided byMICCAIDigestpath2019 chal-
lenge. A total of 90 patients’ 450 pathology images are pro-
vided, where 78 AP images with SRC annotation and 372
NP images. The pathology images are from 2 organs, in-
cluding gastric mucosa and intestine. All pathology images
are stained by hematoxylin and eosin (H& E) and scanned at
×40, with the size of 2,000 × 2,000. Each SRC is annotated
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by a rectangle bounding box tightly surrounding the cell with
a total number of 15,000 cells annotated. It should be noted
that the SRCs are partially annotated, where pathologists can
guarantee that the annotated cells are indeed SRCs. The
unannotated regions of AP images are also expected to con-
tain SRCs. It is also guaranteed that NP images contains no
SRCs.
4.2. Implement Details
RetinaNet [26] with backbone of ImageNet pre-trained
ResNet-18 [15] is used in our experiments. We follow the
setting in [26] except the basic areas of anchors, which are
tuned for our task from 162 to 2562. All models are trained
with Adam optimizer with initial learning rate of 0.0001, and
the learning rate is decreased by 0.1 at 9th and 12th epoch.
Since the provided images are too large to feed into themem-
ory, sliding windows strategy is used to decompose the orig-
inal images into patches of 800 × 800 pixels with stride of
300 pixels. The patches are then randomly cropped to 600-
pixel width and height, followed by horizontal flip and ro-
tation for data augmentation. Models are trained on a sin-
gle 1080Ti GPU with mini-batch size of 8. To balance the
positive and negative samples during training, 1:3 ratio of
positive to negative examples is used when constructing a
mini-batch.
The whole available images are randomly split into 5
subsets with around 16 positive images and 72 negative im-
ages each fold. We perform 5-fold cross validation in the
comparison experiment of different loss functions. For other
experiments, performance on a randomly chosen subset is
evaluated as the result.
4.3. Evaluation
Recall and precision are usually used for object detec-
tion evaluation [8]. In PAOD, however, precision is not re-
liable because of distinct label noise. Therefore, same as
the challenge, instance-level recall, normal region false pos-
itives (NFPs) and FROC [2] are used in our experiments with
requirement of precision over 0.2. Instance-level recall at
IoU of 0.3 is computed among AP images, which is defined
as
푅푒푐푎푙푙 = 푇푃
푇푃 + 퐹푁
, (13)
where TP is the number of correctly detected positive ex-
amples and FN is missed ones. The definition of precision
is
푃푟푒푐푖푠푖표푛 = 푇푃
푇푃 + 퐹푃
, (14)
where FP is the number of negative examples predicted as
positive. However, precision is not reliable, because some
examples in TP are wrongly attributed as FP due to par-
tial annotation. Instead, since NP images contain no SRCs,
NFPs is considered tomeasure thewrong predictions ofmod-
els.
푁퐹푃푠 = max(100 −푊 , 0), (15)
whereW is the average number of predicted boxes in NP im-
ages. To access recall and NFPs comprehensively, we fur-
ther consider FROC [23], which is defined as average recall
given confidence threshold at NFPs in S = [1, 2, 4, 8, 16,
32].
퐹푅푂퐶 = 1
푁
∑
푖∈푆
푟푒푐푎푙푙푁퐹푃푠=푖. (16)
Moreover, we further verify the recall on training data.
In controlled label missing rate experiments, only a part of
annotations are used for training and the rest are manually
removed. We denote the recall on training and removed an-
notations as T-recall and R-recall respectively. Intuitively,
T-recall reveals whether model has already fit the training
data well, while R-recall shows whether unannotated objects
can be detected. To some extent, these two metrics can be
used to evaluate whether the hard example under-learning
and noisy example overfitting are really addressed.
4.4. Ablation Study
For a comprehensive understanding of each term inDGHM-
C loss, a series of ablation studies are conducted to assess the
sensitivity of outlier operations, i.e. the modulating factor
휇푛, 휇푐 and outlier threshold 휆. With 휇푛 = 휇푐 = 1, only de-coupling is appliedwithout any outlier operations, which can
be considered as the baseline. NFPs are almost unchanged in
both Table 1 and Table 2, which is mainly because the clas-
sification of NP and AP images is a relatively simple task.
Thus, we focus on the recall and FROC, while precision is
briefly discussed since the absolute value is meaningless.
Firstly, we evaluate the influence of modulating factors
휇푛 and 휇푐 (varying from 1/2.0 to 2.0) with 휆 = 0.9 fixed.As shown in Table 1, singly setting 휇푛 = 2.0 or 휇푐 = 0.5both boost the performance of recall and FROC compared to
baseline. It quite makes sense since noisy example overfit-
ting is expected to alleviated by down-weighting (휇푛 > 1.0)and hard example under-learning is expected to eased by
up-weighting (휇푐 < 1.0). However, the improvement ofthe former is limited. That is mainly because that down-
weighting is already achieved to some extent for this dataset
via GD function even without further modulating (휇푛 = 1.0,
휇푐 = 1.0). We further set 휇푛 > 1.0 and 휇푐 < 1.0 at the sametime to relieve both problems, and the performance are fur-
ther improved as expected. The opposite operation (휇푛 < 1.0and 휇푐 > 1.0) definitely deteriorates the performance. Thedecrease of precision is mainly because more unannotated
SRCs are detected. Thus, 휇푛 > 1.0 and 휇푐 < 1.0 is recom-mended.
Secondly, we assess the effect of outlier threshold by
varying 휆 from 0.7 to 0.9 with 휇푛 = 2.0, 휇푐 = 0.5 fixed.As shown in Table 2, recall and FROC increase significantly
with 휆 decreasing. However, precision also decreases dra-
matically. When 휆 = 0.7, precision is even lower than 20%,
which can be considered as a failure result. With low 휆, the
model tends to predict more anchors as positive in AP im-
ages. In other words, recall and FROC may be improved at
the cost of precision. This is because that, extreme penal-
ties are introduced even when the model is not very confi-
dent with the results. Intuitively, model stops from learning
early, which causes underfitting. To avoid this situation, a
relatively high 휆 value is selected.
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Table 1
Performance comparison with varying 휇푛 and 휇푐 (휆 = 0.9). The average performance and standard deviation over 5 different
fold are provided.
휇푛 휇푐 Precision NFPs Recall FROC
1.0 1.0 0.4822±0.0667 99.96±0.0233 0.7790±0.0253 0.7716±0.0265
2.0 1.0 0.4756±0.0633 99.98±0.0310 0.7816±0.0342 0.7814±0.0339
1.0 0.5 0.4224±0.0527 99.98±0.0221 0.8292±0.0228 0.8134±0.0274
0.5 2.0 0.4950±0.0527 99.98±0.0172 0.7590±0.0258 0.7538±0.0173
1/1.5 1.5 0.4828±0.0722 99.92±0.0946 0.7742±0.0371 0.7706±0.0410
1.5 1/1.5 0.4534±0.0698 99.95±0.0620 0.8004±0.0300 0.7962±0.0277
2.0 0.5 0.4229±0.0658 99.92±0.0459 0.8294±0.0251 0.8189±0.0337
Table 2
Performance comparison with varying 휆 ( 휇푛 = 2.0, 휇푐 =
0.5). The performance on a random subset is presented.
휆 Precision NFPs Recall FROC
0.7 0.0844 99.69 0.9810 0.9796
0.8 0.2888 99.99 0.9111 0.9045
0.9 0.3568 99.97 0.8732 0.8732
We take 휇푛 = 2.0 , 휇푐 = 0.5 and 휆 = 0.9 as our defaultsettings, which is the same as the challenge submission. It’s
worth noting that performance could be further improved by
tuning hyper parameters. For example, the modulating fac-
tors for outliers in푆푐 and푆푛 are not necessarily to be recipro-cal relationship. However, it’s not our main concern. Under
the current settings, 휇푛 > 1 improves recall and FROC, andprecision is guaranteed by higher 휆, from which the recall-
precision trade off can be easily obtained. Other hyper pa-
rameters like number of unit region are chosen to be 10 for
low computational complexity, which has been discussed in
[21].
4.5. Comparing with Other Losses
In this experiment, the same network under the same set-
ting is trained with different losses for classification branch.
We compare DGHM-C loss with CE loss, focal loss, GHM-
C loss and SCE loss, where CE loss is considered as the
baseline. As can be seen in Table 3, focal loss deteriorates
the performance compared with baseline. This is mainly be-
cause noisy examples are mistaken as hard examples, result-
ing in noisy example overfitting. On the contrary, GHM-C
loss improves recall and FROC by nearly 15%, which largely
benefits from down-weighting the outliers. For SCE loss,
two hyper parameters 훼푆퐶퐸 = 0.01 and 훽푆퐶퐸 = 1.0 are usedto ease overfitting as in [43]. Nonetheless, SCE loss brings
no benefits compared with baseline even in NFPs. This is
likely because that, good performance of SCE is not guaran-
teed under asymmetric noise in PAOD. However, when ap-
plying DGHM-C loss, the best performance of NFPs, recall
and FROC are achieved, where The decline of precision is
also acceptable as discussed in section 4.4. The substantial
improvement of performance is mainly because DGHM-C
loss facilitates the adaptive outlier operations for examples
in data space of clean(푆푐) and noisy(푆푛). The problem ofhard example under-learning is alleviated by up-weighting
the outliers in 푆푐 to encourage learning, while the problemof noisy example overfitting is addressed by down-weighting
the outliers in 푆푛 to enhance noise tolerance. This can alsobe proved by qualitative result in Figure 5. Furthermore, we
have also tried applying different losses to noisy and clean
examples respectively, such as combination of focal/CE loss
with GHM-C loss. It is found that tuning weighting factor
of different losses is quite trivial since their magnitude are
distinct. The convergence of model is not guaranteed. In
contrast, models trained with DGHM-C loss also yield bet-
ter convergence.
4.6. Controlled Label Missing Rate
To investigate the effect of missing label rate 휂, we ran-
domly discard the provided annotation by rate of [20%, 70%].
For simplicity, we assume the provided annotation is perfect
and take 휂 as the annotation drop rate. The performance of
different methods is listed in Table 4. As can be seen, our
method achieves outstanding recall from 0.6917 to 0.8666
and FROC from 0.6720 to 0.8630 under different 휂, which
outperforms other methods by a significant margin. Further-
more, when changing 휂 from 20% to 70%, for model trained
with focal loss, CE loss and SCE loss, the FROC perfor-
mance significantly drop by nearly 35%. Though GHM-C
loss shows a better tolerance to noise, it still suffers a 25%
drop in FROC performance. However, a 20% drop is ob-
tained by DGHM-C loss, which is a much smaller gap com-
pared with others. The same behavior is also observed for
recall.
As shown in Table 4, R-recall of our DGHM-C loss sur-
passes other methods by over 15% under varying 휂. In the
extreme case of dropping 70% of annotations, our method
registers nearly 30% improvement (0.6872 vs. 0.3872) com-
pared with the closest competitor (GHM-C), from which we
can conclude that our model is more robust to label noise
even when 휂 is large. As for T-recall, though it is a rela-
tively simple task, 3% to 10% enhancement are achieved by
DGHM-C loss, which indicates our model can learn hard
examples well. When considering R-recall and T-recall to-
gether, one can find CE loss, focal loss and SCE loss are all
with relatively high T-recall but low R-recall. (The R-recall
of 0.6590 for SCE under 휂 = 40% is considered as an out-
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Table 3
Quantitative results of RetinaNet with different loss functions. The average performance and standard deviation of 5 different
fold is presented.
Method Precision NFPs Recall FROC
CE 0.6088±0.0741 99.37±0.2059 0.5960±0.0258 0.5931±0.0251
Focal 0.6556±0.0791 99.26±0.4685 0.5086±0.0197 0.5027±0.0214
GHM-C 0.4968±0.0678 99.72±0.1867 0.7565±0.0396 0.7429±0.0395
SCE 0.5926±0.0703 97.90±0.5922 0.5779±0.0191 0.5594±0.0178
DGHM-C 0.4229±0.0658 99.92±0.0459 0.8294±0.0251 0.8188±0.0337
Figure 5: Qualitative comparison of our method and four references(GHM-C loss, focal loss, CE loss and SCE loss) under 70%
missing label rates. The first column shows the ground truth, where black bounding boxes are training annotations and the blue
ones are removed annotations. From second column, green bounding boxes indicate annotated SRC correctly detected by models,
while the yellow ones correspond to unannotated SRC detected.
lier.) This is mainly because that they suffer from noisy ex-
ample overfitting. Though relative high R-recall is acquired
by GHM-C loss, the T-recall is unstable, e.g. T-recall is
0.6446 when 휂 = 70%. It seems that the noise robustness
is achieved at cost of hard example under-learning. Only
through DGHM-C loss, both good performance of T-recall
and R-recall can be accomplished.
Moreover, we present a few qualitative results in Figure
5 for models trained with 휂 = 70%. As can be seen, the left
bottom SRC in figures of the second row is missed by other
methods, indicating it might be a hard example, while our
method successfully detect it. Moreover, our method cap-
tures more removed SRCs (yellow bounding boxes), illus-
trating the robustness of our model to partial annotation.
5. Discussion
5.1. Decoupling More
Though great performance is achieved by decoupling noisy
examples from clean ones, we believe that the optimal de-
coupling method is hard to define. As an additional research,
we further decouple clean positive examples AP푃 and cleannegative examplesNP푁 , applying similar DGHMwith 휇푛 =
2.0 for both AP푃 and NP푁 . We denote it as DGHM-C∗.The comparison result is shown in Table 5. We observe
that DGHM-C∗ achieves a 3% improvement on recall and
FROC compared to DGHM-C. To analyze the potential rea-
son for the performance boost, we illustrate the according
gradient norm distributions in Figure 6. As can be seen, a
large parts of examples from NP푁 show a very low gradi-ent norm, which is consistent with the high NFPs in above
experiments. It indicates that learning to distinguish NP im-
ages from abnormal ones is relatively easy for model. If the
gradient density is shared between positive and negative ex-
amples, their loss contribution are the same. However, if
the gradient density is calculated separately, the loss con-
tribution of examples from AP푃 are larger than that from
NP푁 , even the samewhole gradient norm is unchanged. Themodel is forced to learn to correctly classify positive from
negative. From empirical understanding, more delicate de-
coupling methods potentially boost DGHM, resulting in bet-
ter performance. Still, computational complexity should be
taken into consideration.
5.2. Recall/Precision Trade-off
A trade-off between recall and precision can be observed
in DGHM-C loss. Actually, we can manually settle the re-
call/precision trade-off in the way of tuning the hyper pa-
rameters of the modulating factor 휇푛, 휇푐 and outliers thresh-old 휆. However, a model is hard to simultaneously achieves
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Table 4
Performance comparison under different missing label rates on a single subset. Recall, precision, FROC and NFPs metrics are
evaluated on full-annotated test set.
Method Precision NFPs20% 30% 40% 50% 60% 70% 20% 30% 40% 50% 60% 70%
CE 0.5803 0.6096 0.6020 0.6211 0.6445 0.6117 99.54 99.77 99.73 99.59 99.81 99.67
Focal 0.6077 0.6167 0.6359 0.6074 0.6552 0.5878 99.53 99.64 99.63 99.46 99.62 99.67
GHM-C 0.4795 0.4992 0.5539 0.4949 0.6267 0.6867 99.91 99.97 100.0 99.92 100.0 100.0
SCE 0.5428 0.5835 0.5818 0.5893 0.5933 0.6006 97.97 98.95 98.51 98.67 99.45 99.47
DGHM-C 0.3785 0.3155 0.3702 0.4071 0.4609 0.4229 99.91 99.98 99.99 99.96 100.0 99.96
Recall FROC
CE 0.5532 0.4519 0.387 0.3513 0.2682 0.1902 0.5255 0.4490 0.3870 0.3513 0.2682 0.1866
Focal 0.4585 0.3870 0.2762 0.2289 0.1939 0.1050 0.4541 0.3856 0.2719 0.2172 0.1837 0.1050
GHM-C 0.6642 0.6983 0.6480 0.6727 0.5138 0.4089 0.6545 0.6968 0.6480 0.6669 0.5138 0.4089
SCE 0.5175 0.4278 0.4249 0.3440 0.2340 0.1545 0.4928 0.4253 0.4147 0.3352 0.2340 0.1505
DGHM-C 0.8666 0.8476 0.8105 0.7682 0.7128 0.6917 0.8630 0.8331 0.7922 0.7412 0.7128 0.6720
R-recall T-recall
CE 0.3612 0.2353 0.2131 0.1845 0.1477 0.1036 0.9105 0.9033 0.9078 0.9070 0.8989 0.9054
Focal 0.2268 0.1431 0.1029 0.0925 0.0597 0.0397 0.8932 0.8843 0.8821 0.8865 0.8844 0.8496
GHM-C 0.7556 0.7044 0.6547 0.6754 0.5233 0.3872 0.8341 0.7525 0.8616 0.7194 0.8509 0.6446
SCE 0.4607 0.3725 0.6590 0.2595 0.2002 0.1117 0.8960 0.8816 0.8899 0.8851 0.8736 0.8544
DGHM-C 0.8560 0.8693 0.8067 0.7761 0.6836 0.6872 0.9340 0.9903 0.9935 0.9887 0.9876 0.9900
Table 5
Performance difference between DGHM-C and DGHM-C∗. The average performance and standard deviation of 5 different fold are
reported. For both methods, we set hypermeters 휇푛 = 2, 휇푐 = 0.5 and 휆 = 0.9.
Method Precision NFPs Recall FROC
DGHM-C 0.4229±0.0658 99.92±0.0455 0.8294±0.0252 0.8188±0.0338
DGHM-C∗ 0.3722±0.0683 99.96±0.0249 0.8533±0.0366 0.8494±0.0372
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Figure 6: Gradient norm distribution of a converged model
on AP푃 , AP푁 and NP푁 . The y-axis is in log scale.
both high recall and good precision in above experiments.
The main reason as mentioned before is that SRCs are par-
tially annotated, some correctly detected SRCs are counted
as false positives. Therefore, the measured precision is not
accurate, which is lower than the real one. Besides, bound-
ing boxes regression could be another reason. Though unan-
notated SRCs may be detected in classification by DGHM-C
loss, their regression are never trained, which leads to local-
ization failure during non-maximum suppression. It will be
our future work to improve recall and precision at the same
time.
6. Conclusion
In this paper, we formulate the partial annotation prob-
lem as an integrated task of noisy-supervised learning and
full-supervised learning. To solve the problem, we propose a
novel DecoupledGradient HarmonizingMechanism (DGHM)
and embed it into classification loss (DGHM-C). Thus, both
hard example under-learning and noisy example overfitting
are addressed simultaneously. Experiments show that our
method surpasses other baselines onMICCAIDigesPath2019
challenge. We further demonstrate the efficacy of ourmethod
by reporting an extensive controlled missing rates experi-
ment. In the future we would like to explore the decoupling
mechanism and regression branch of PAOD.
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