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Multivariate geospatial data are commonly visualized using contour plots, where the plots for various attributes are
often examined side by side, or using color blending. As the number of attributes grows, however, these approaches
become less efficient. This limitation motivated the use of glyphs, where different attributes are mapped to different
pre-attentive features of the glyphs. Since both contour plot overlays and glyphs clutter the underlying map, in this paper
we examine whether contour lines, which are already present in map space, can be leveraged to visualize multivariate
geospatial data.
We present five different designs for stylizing contour lines, and investigate their interpretability using three
crowdsourced studies. We evaluated the designs through a set of common geospatial data analysis tasks on a four-
dimensional dataset. Our first two studies examined how the contour line width and the number of contour intervals
affect interpretability, using synthetic datasets where we controlled the underlying data distribution. Study 1 revealed
that the increase of width improves the task performance in most of the designs, specially in completion time, except
some scenarios where reducing width does not affect performance where the visibility of the background is critical. In
Study 2, we found out that fewer contour intervals lead to less visual clutter, hence improved performance. We then
compared the designs in a third study that used both synthetic and real-life meteorological data. The study revealed
that the results found using synthetic data were generalizable to the real-life data, as hypothesized. Moreover, we
formulated a design recommendation table tuned to give users task- and category-specific design suggestions under
various environment constraints. At last, we discuss the comparison between the lab and online versions of study 1 with
respect to display size (lab study was done on big screen and vice versa).
Our studies show the effectiveness of stylizing contour lines to represent multivariate data, reveal trade-offs
among design parameters, and provide designers with important insights into the factors that influence multivariate
interpretability. We also show some real-life scenarios where our visualization approach may improve decision making.
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The increasing availability of data sources and sensors has lead to various multivariate data visualization techniques.
Multivariate data visualization [23, 72] aims at conveying multiple data sets to users by visualizing multiple attributes
in a common visual space. Researchers have been trying ways to visualize data on small [17], big and multiple [35]
screens, considering the challenges of space constraint while visualization.
The human brain perceives different visual cues like color, hue, luminance, texture, size, shape, orientation, motion
in different ways. While the comprehension of data values from the cues greatly affects the completion time and
accuracy of tasks, the learning curve also varies from encoding to encoding, some being quite intuitive in nature. Thus,
the research on the human perception of visual cues [45, 49] has played a very important role in designing visualization
systems.
In the past years, several visualization ideas have been closely evaluated [14] through user studies to develop
efficient designs. Visualization has been deployed in various sectors of interest e.g. meteorology [74], medical
analysis [85], flow visualization [61], business [91], sports [63] etc. A large body of systems greatly depends on
interactivity [19, 19, 21, 24, 35, 46, 52, 63, 90, 91, 94] where users get to interact with the system to get their desired
visualization, while some systems incorporate human input [54] in the implementation process to get the expected
output. In this thesis, we explore multivariate data visualization for geospatial datasets.
1.1 Motivation
Contour plots are widely used to visualize geospatial information on two-dimensional maps. Common examples include
elevation visualization on topographic maps [69, 71, 90], travelling distance plots on isochrone maps [79], and graphical
plots in thermodynamics [68]. Contour lines and contour intervals are two important features of a contour plot. A
contour line (isoline) represents a fixed threshold value and connects the map points having that value. A contour
interval corresponds to a range of values within the bounds indicated by two successive threshold values. Figure 1.1
illustrates a contour plot with 10 contour intervals. Each contour interval is mapped to a color scale from green to yellow
to white and contour lines are mapped from white to blue. Indicated by the solid directed line in red, the value gradually
increased from the border to the middle. The line starts from a green contour band bounded by white contour lines,
representing the lowest value, and ends in the white contour band with the darkest blue contour line, representing the
highest value. Similarly, the dashed red line indicates a continuous decrease in value from the middle of the map to the
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border.
Figure 1.1: Topography of Maungawhau - a classic volcano dataset. The contour bands’ colors go from green
(low) to yellow (middle) to white (high) and the contour lines are colored from white (low) to blue (high).
The simplicity and rich information found in contour plots make them a popular choice in many geospatial data
analysis [10, 31, 76] tasks. However, the effectiveness of individual contour plots becomes limited for multivariate data
analysis [25, 33, 36]. For example, consider finding regions with high temperature and low precipitation (drought-prone
areas [29]) from two separate contour plots for temperature and precipitation. The common solution for such tasks is to
use bivariate choropleth maps [64], or blending the color of the two contour plots [42, 43, 53]. While the former creates
sharp region boundaries, the latter helps to understand the transitional zones [89].
Scenarios that require analyzing combinations of three or more attributes are ubiquitous in geospatial data analysis.
For example, understanding coastline erosion requires relating historical erosion with coastal properties such as slope,
wave energy, tide range, sea-level change, as well as their morphological classifications [26]. Investigating climate
conditions on crop production, studying and predicting hurricane paths [27, 74], estimating the vulnerability of glacial
boundaries [41], understanding how the change in one climatic variable impacts the others [67], are examples where
interaction among multiple attributes is important for decision making.
Visualization with small multiples [2] and color blending contour plots in pairs can assist the interpretation of
multivariate data, but this increases both mental workload and interaction difficulty. Multivariate visualizations that
encode data attributes into different pre-attentive perceptual features of a visual element (glyph) [6, 86, 99] such as size,
shape, color, and texture, are typical ways to visualize geospatial information on a map. A well-known limitation of a
glyph-based visualization is that it clutters the map [19]. While a dense overlay occludes the view of the base map, a
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sparse overlay compromises the perception of geospatial connectedness.
1.2 Research Question
Figure 1.2: Research Scenario
In a real-life scenario (Figure 1.2) where we have 4 geospatial variables to visualize on an interface, the common
approaches that use contour overlays or glyphs, suffer from visual clutter. We wanted to find a potential visualization
alternative with good interpretability and task performance. We wanted to explore the following research question:
‘Can we leverage the points on the contour lines of one variable to show the other data attributes effectively?’
Figure 1.3 shows both the research question and our goal, which is to examine whether we can-
Leverage the contour lines of one variable to display the other three, minimizing visual clutter and base map
overlap.
We consider geospatial data with four attributes: A, B, C, and D, and encode B, C, and D along the contour lines of
A. We design five visual encodings and investigate whether users can interpret the attribute values (high, low), trends
(increasing or decreasing), and relationships (similar or opposite trends) along a contour line, or across a set of contour
lines. These interpretations encompass the most common geospatial data visualizations tasks involving one or multiple
variables. For example, finding regions with different values of A will lead to peak or valley identification. Checking B
values across multiple contour lines of A will show where the trend direction is. Comparing C and D values across the
contour lines of A will reveal if they are positively or negatively correlated to each other and can also show their rate
of change. Moreover, observing value changes along a contour line will reveal the dependency of that attribute on the
others where A remains the same. Such tasks are very common in data visualization and sometimes very crucial in
various decision-making scenarios.
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Figure 1.3: Research Question and Goal
A rich body of research focuses on stylizing linear elements on a map (e.g., road networks, trajectories, and region
boundaries) to encode multiple attributes of the region of interest [46, 59, 82, 106]. Since our designs do not depend
on the relationship between the contours of B, C, and D, they can also be used for such lines and boundaries, as
well as for regular grid overlays, to reduce visual clutter. However, the inherent connection of a contour plot with
a three-dimensional surface inspires many trend analysis tasks that are not common in region or trajectory analysis
contexts.
1.3 Contribution
In this thesis, we propose five designs to analyze multivariate geospatial data with four attributes (A, B, C, D) and
leverage the contour lines of A to encode the others. Since the encoding position of B, C, D is determined by A’s contour
line, users may want to vary the number of contouring thresholds for A or use a different base contour plot.
Since the real-life dataset may not capture all possible attribute combinations, we also describe how to design a
synthetic dataset to examine the influence of various design parameters through controlled experiments.
We conduct three crowdsourced studies that evaluate our designs. The first two studies reveal how the contour line
width and the number of contour intervals influence the visual interpretability of our designs. The third study uses
both synthetic and real-world meteorological datasets to explore how the completion time and accuracy of common
geospatial data analysis tasks vary based on designs and choice of datasets.
In addition to revealing insights into our designs, our experimental results also suggest that results obtained using
4
synthetic datasets generalize to real-world datasets. The insights gained through these studies will inform and inspire
future research on curve stylization for geographical visual analytics.
1.4 Thesis Organization
The thesis is divided into several chapters in order to describe the whole execution step by step, starting with the
description of some related works, then the design implementation, user studies, and results, and ending with an overall
summary of the work.
Chapter two provides an overview of the related research works in visualizing multivariate data. Since the thesis
is aimed to augment the contour lines with glyphs, the chapter divides the related works into 3 sections- cartographic
maps and contour plots, multivariate data visualization using glyphs, and stylization of lines and boundaries. We discuss
visualization techniques, data types, and the variables they visualize.
Chapter three describes the two types of datasets used for visualization- synthetic and real-life meteorological
data. For synthetic data, the process of generating clusters for 4 variables, assigning values to the clusters to cover all
possible inter-variable combinations, and finally generating 2 sets of data is discussed. For real-life data, the process of
taking a 200 × 200 × 1 slice from a 699 (latitude) × 639 (longitude) × 24 (timestamp) weather data with 4 variables
(Temperature, Pressure, Soil Moisture, and Albedo) and then, filtering outliers, normalizing and smoothing the data set
using a 5 × 5 mean filter to finally generate 2 sets of data is discussed.
Chapter four describes our five design encoding schemes in detail. Each encoding description includes the encoding
or glyph type, position, color, the minimum and maximum possible value of the encoding with demonstrations using
both synthetic and real-life data.
Chapter five demonstrates a real-world scenario of how our designs can help the users to easily find out some variable
values, trends and comparisons, etc. The section starts with the basic contour map of all 4 variables and then visualizes
all variables in our five designs. Each design shows its strength to complete some common geospatial data analysis tasks
with ease.
Chapter six describes the deep implementation procedure explaining the steps from display initialization till
visualization. Display initialization and JavaScript Object Notation (JSON) data processing talk about setting up the
Scalable Vector Graphics (SVG) width and height according to each design(to try to maintain the equal number of
pixels), creating contour plots using d3.contours(), and balancing the number of pixels in all five designs. Contour
creation describes the output of the d3.contours() function and simplification of contour lines for the synthetic data. The
last step is visualization, which demonstrates visualizing data on the contour lines in higher detail using illustrations.
Chapter seven describes the first of the 3 crowdsourced studies, which aims to investigate the effect of contour width
on design interpretability. The trade-off here is - a higher width should lead to easier interpretation and higher visual
clutter and higher background overlap. Therefore, we wanted to check how the users perform (Study 1) in both of the
interpretation tasks (where the user does not need to consider the underlying background map) and background related
tasks (does not need to consider the visualization layer above the map). The study had a total of 57 tasks (4 different
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task domains except for background task) with 12 different width choices, and was run on 127 participants through the
Amazon Mechanical Turk (AMT) platform. Repeated Measure (RM) Analysis of Variance (ANOVA) on the results
shows that width had a significant effect on performance. Out of 2 hypotheses for the study, both got partially supported
by the result data.
Chapter eight describes Study 2, aiming to investigate the number of contour intervals on design interpretability.
The trade-off is similar to Study 1 - a higher number of contour intervals should lead to easier interpretation but increase
visual clutter as well. So we checked 2 more hypotheses using 69 tasks (4 different task domains except for background
task) on 68 participants. Similar to Study 2, there were both interpretation and background tasks to be completed through
AMT. RM ANOVA of the results shows partial support of one of the two hypotheses for the study.
Chapter nine describes the last study (Study 3) which is aimed to create a task and environment-specific design
recommendation table to help users decide the appropriate data visualization techniques to use for a specific task domain,
under a specific environment. Both synthetic and real-life data is used to run the study. We collected 78 full responses,
each having 60 tasks (6 different task domains). Finally, a design recommendation table is constructed.
Chapter ten deals with the effect of display size and study type (lab or online study) on performance. Study 1 was run
both in a lab setting and on Amazon Mechanical Turk (AMT) on a different set of participants. The goal was to check
whether the result supports the last 2 hypotheses based on display size and study type. The results support one partially.
More insight can be revealed in the future if the same study can be run on an equal number of participants in both
settings. Finally, some limitations to the current approach are pointed out, along with future works to deal with them.
The section talks about mapping to larger maps, Graphics Processing Unit (GPU) implementations, adaptive choice of
contour intervals, additional ways to visualize data at regions with fewer contour lines, systematic implementation giving
users the flexibility to choose the color, contour width and more interactions. Moreover, running controlled studies in a
lab setting, focus groups with meteorological experts can be considered for gaining more insights into this research.




Visualization of multidimensional data [38] has spawned a rich body graphical charts (e.g., radar chart, iconography),
interactive techniques (e.g., scatterplot matrix, parallel coordinates), and data embedding techniques (e.g., force layout,
t-SNE). However, most geospatial data are typically visualized on a two-dimensional map to reveal spatial properties. In
this chapter, we briefly review the literature on multivariate geovisualization techniques.
2.1 Preliminaries: Categorization and Terminology
This section will cover the basics of the most common terminologies related to multivariate geovisualization techniques,
followed by the recent works. According to Keim and Kriegel [57, 58], multivariate data exploration techniques can
be divided into 6 categories- geometric, icon-based, pixel-oriented, hierarchical, graph-based, and hybrid techniques.
Geometric techniques focus on the geometric transformation and projection of data. Some geometric techniques include
scatterplot-matrices, landscapes, projection pursuit techniques, prosection Views, hyperslice, parallel Coordinates,
andrews Curve, and star coordinates [57]. Icon-based techniques visualize data as icons where the features of an
icon encode the data value. They include chernoff-faces, stick figures, star glyph, shape coding, color icons, texture,
and tileBars [57]. Pixel-oriented techniques encode data values in pixels. Some examples are space-filling curve,
recursive pattern, spiral technique, axes techniques, circle segments technique, a combination of spiral, axes and color
techniques [57]. Hierarchical techniques, as named, visualize data in hierarchy. Some include dimensional stacking,
worlds-within-worlds, treemap, cone trees, and infoCube [57]. Graph-based techniques convey the underlying data
distribution through line graphs. Two of such techniques are seeNet and narcissus [57]. And lastly, hybrid techniques
are the combination of the former ones.
Among the techniques mentioned above, we discuss the related works on 3 areas- cartographic maps and contour
plots, multivariate glyph-based visualization, and stylization of lines and boundaries. Before describing the details, we
discuss some terminologies related to this thesis work.
2.1.1 Contour Plot
A contour plot is considered as a graphical representation of a 3-dimensional surface on a 2-dimensional plane, which is
typically made from continuous spatial data, e.g., temperature data all over Canada. For a value for z (e.g. temperature),
isolines connect the (x,y) coordinates attaining that z value. The isolines can be thought of as slices of x-y planes along
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Figure 2.1: Visualizing scientific data using
vector plots and contour plots in bump map
[28]
Figure 2.2: Overlaying the UV vorticity (the
curl of the horizontal velocity) (blue-red) over
theta (temperature)(black-white). The tempera-
ture values can be seen through completely in
the regions where the UV vorticity values are
low [35]
the z-axis. The contour map looks like a number of x-y slices stacked on top of each other. These types of plots are used
in making topological maps. A common example would be an elevation map over a region of interest.
The javascript function used in this thesis to generate contours is d3.contour(). The function uses the Marching
Square [73] algorithm to compute contour polygons. The algorithm works as follows: given a 2D scalar field (rectangular
array of inputs) and a threshold value as two inputs, the function constructs a GeoJSON MultiPolygon geometry object
which represents the area where the input values are greater than or equal to the given threshold value.
The marching square algorithm (Figure 2.3) divides the whole rectangular input into 2 × 2 pixel blocks to form
contouring cells, and the cells aggregate to form the whole grid. Each cell is processed independently in 3 following
steps.
Given an isovalue i (for Figure 2.3, i = 1), for each cell:
1. Build a binary index consisting of 4 bits for 4 corner points of the cell: walk around the cell in a clockwise
direction appending 0 or 1 for the pixel values from the top left to the bottom left corner. Append 0 is the data
value is above the isovalue, or 1 if the data value is below the isovalue. This way, a 4-bit index will form, having
16 possible values, ranging from 0 to 15.
2. Use the cell index as the case number and match it to a case from the pre-built lookup table with 16 cases, listing
the edges needed to represent the cell ( see the lower right part of Figure 2.3).
3. Use linear interpolation between the original data values and find the correct position of the contour line along the
cell edges.
8
Figure 2.3: Marching squares algorithm illustration by Nicoguaro, licensed under CC BY 2.0
2.1.2 Color Blending
Blending colors is a common way to visualize information, e.g., temperature and pressure over a map. There are multiple
blending modes to do so- each gives a different look to the underlying set of colors. Given 2 layers a and b, where
a is the base layer and b is the top layer, the basic arithmetic blend modes- addition, subtract or divide, as they are
named, adds, subtracts or divides the components of a and b, respectively. The difference mode subtracts the base layer
a from the top layer b or the other way round, to always get a non-negative value. The darken mode takes the smallest 3
components of the a and b pixels. If a has the components (r1,g1,b1) and b has the components (r2,g2,b2), the mode
formula is [min(r1,r2),min(g1,g2),min(b1,b2)]. On the other hand, lighten mode takes the biggest components i.e. the
formula becomes [max(r1,r2),max(g1,g2),max(b1,b2)].
The dodge (screen, color dodge) and burn (multiply, color burn) modes change the lightness of the top layer, similar
to the dodging and burning images in a dark room. Multiply simply multiplies ( f (a,b) = ab ) each component of a
with b. Multiply mode usually darkens the top layer. Screen mode, on the other hand, brightens an image by inverting
the two layers, multiplying, and then inverting again. The formula is f (a,b) = 1− (1−a)(1−b). Some comparative
examples of different blending modes can be found at [77, 103].
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2.1.3 Visual Encoding
Memory encoding is the process of converting an item of interest into a construct using cues, e.g. visual, auditory,
sensory stimuli, etc. to store it in the brain as memory (short-term or long-term) for further retrieval [39]. There are two
approaches to encoding memory- the physiological approach looks at how a stimulus is represented by neurons firing in
the brain, and the mental approach looks at how the stimulus gets represented in the mind [81]. The mental approach
can be of mainly four types- visual, elaborative, organizational, acoustic, and semantic. Visual encoding is the process
of encoding images and visual sensory information into memory for understanding. The use of efficient visual encoding
is one of the main foundations of great visualization. Humans perceive different visual features or cues (color, texture,
luminance, size, shape, orientation, density, etc.) of a visual representation as different attributes of the underlying data.
Multivariate data visualization techniques deal with multiple visual cue mappings to demonstrate multiple variables.
Gestalt principles [93] are considered very important in understanding how human visual perception works, in order to
design efficient visualization techniques.
2.1.4 Pre-attentive Processing
When we gather information from our surrounding environment through our senses, the first step involves the collection
of all available information subconsciously, without the active presence of the conscious mind [96]. This step is called
pre-attentive processing. Then the brain filters out the information, and attentive processing comes into play, which is
responsible for selecting specific information for further complex processing. Some pre-attentive visual features include
color intensity, hue, size, shape, density, orientation, and movement. The study of pre-attentive processing is important
in various sectors, e.g. education, advertising, and research.
2.1.5 Glyph
In topography, a glyph is a symbol with a set of pre-attentive features mapped to the data variables to be visualized.
Over a map of interest, the symbols are placed with varied feature set according to the underlying data value. Such
features can be size, shape, color, hue, orientation, density etc. Glyphs are very commonly used in multivariate data
visualization- 2D and 3D in various sectors including medical data visualization [85]. In Figure 2.4(a), we can see
2 types of glyphs placed on the maps, each in 2 different ways along a column. They have their size, shape varied
according to the underlying data. Again, the glyphs of Figure 2.4(b) change their color, height, and density on the basis
of 3 data variables.
2.1.6 Normal Distribution
In probability theory, a normal (or Gaussian) distribution is a continuous probability distribution for a real-valued













Figure 2.4: (a) Two different glyphs for multivariate data [75] (b) visualizing 3 variables using line glyphs [47]
Figure 2.5: Visualizing 2 variables over Eu-
rope: average temperature in color and precipi-
tation in height [95]
Figure 2.6: Visualizing 4 variables of a hur-
ricane data (top 4) in different 2-variate and
4-variate views. Color blending wind velocity
and water vapor (bottom left), 1 variable as
background (blue scale for wind velocity) and
1 variable as ribbons (purple ribbons for water
vapor) (bottom middle), and using ribbons for
all 4 variables (bottom right) [101]
where µ is the mean, σ is the standard deviation and σ2 is the variance of the random variable.
2.2 Cartographic Maps and Contour Plots
Geospatial data are often shown using choropleth maps [34, 64, 70], and contour plots [68, 69, 79, 90]. In a choropleth
map, a set of predefined regions is colored or patterned to represent the value of a single variable. While choropleth
maps and cartograms [32] reveal properties of a region, a contour plot helps to understand the data distribution on a map
and find regions with similar properties. Traditionally, both these visualizations have been used to visualize univariate
data. However, by using color blending or texture pattern, one can extend them to visualize bivariate data. Creating a
high-quality bivariate choropleth or contour map requires careful choice of blending colors [7, 65] and textures [59].
Bivariate maps are popular, as they allow users to directly infer relationships between two variables. Data analysts
on such maps often use color blending for finding probable correlations between two geospatial variables (Figure
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2.2) [35]. Wijk and Telea [95] added ridges to the contour lines of the map (Figure 2.5) to create more perceptive
bivariate visualization. Their goal was to demonstrate the increased performance of adding simple ridges i.e. shaded
light fields to a scalar function of 2 variables can be leveraged in multiple real-life applications while having the ability
to be extended to more variable mappings using color, texture or lines, etc. Crawfis and Allison [28] extended the use of
textures into vector fields and contour plots (Figure 2.1) with raster operations to visualize scientific data.
Researchers have also attempted to construct trivariate choropleth maps using CMY color model [87]. Cao et al. [11]
showed that 3-variate seismic data combinations can be analyzed visually by mapping data values to different color
channels and then using traditional color models (e.g., RGB, CMY and HSV models). Wu and Zhang [101] examined a
4-variate map (Figure 2.6) that for each variable, captures the contour band information into thin visual ribbons, and then
overlays the ribbons for all four variables using four different colors. For 3-variate maps, one can blend two variables
and then overlay the third variable using a visual ribbon with a different color. Although such approaches are promising,
they all clutter the base map and often appear to be difficult to interpret for three or more variables.
2.3 Multivariate Glyph Based Visualization
Symbol overlays on a map are a popular way to visualizing geospatial information [99]. For example, consider a
scatterplot of Chernoff faces [9, 15], i.e., face icons representing the data points via cartoonish expressions, on a map.
Glyphs can take different forms and shapes such as stick figures, vectors, icons, and even complex textures. However,
glyphs are often designed to encode data into features that can be perceived through pre-attentive visual channels [100].
A rich body of visualization design research examines how humans perceive various combinations of geometric, optical,
relational, and semantic channels. We refer the readers to the surveys [19, 38, 84, 99] for a detailed review of glyph
design. Fuchs and Schumann [37] took a step further by overlaying visugrams (icons of complex diagrams such as
ThemeRiver and TimeWheel) on a map.
Healey et al. [46] proposed a semi-automated system (Figure 2.7(c)) called visualization assistant (ViA), which takes
data input and then collaborates with the users to provide the best possible set of visual mappings among the possible
ones (color, size, orientation, hue, luminance, and density). The system combines a human’s visual perception and
an artificial intelligence algorithm to produce appealing visualizations. The 3 different visualizations of Figure 2.7(c)
visualizes the same data in 3 different variable to encoding mapping alternatives.
Glyph based visualizations often come with a careful glyph positioning technique [52, 75, 101], as creating glyphs
for many data points on a map creates overlapping. Kindlmann and Westin [60] proposed a glyph packing technique
leveraging a particle system that creates a dense visual pattern and provides visual continuity similar to texture-based
visualizations. They showed that such glyph packing in two dimensions can reveal large regions with similar structure,
e.g., fiber structures. A number of interactive exploration technique has appeared in the literature to mitigate the
overlapping problem and ease the interpretation of the glyph plots. Chung et al. [21] proposed high-dimensional, focus
and context glyphs that are visually sortable. They observed that various sorting strategies on sortable glyphs can
reveal trends in data. Interactions that allow users to pan, zoom and rotate a glyph plot have been proved to be useful
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to mitigate the occlusion problem [75, 94]. Figure 2.7(a) shows the work by McNabb and Laramee [75], where they
developed an algorithm pipeline that can adjust the level of detail of the visualization aided by a guided glyph placement
technique. The authors’ method output (top row) provides a cleaner and better view than the corresponding grid-based
method output (bottom row). The figure shows 3 datasets in columns- (left columns) Comparison of CCGs, (middle
column) Comparison of US Counties, and (right column) Comparison of Ireland’s Electoral Divisions. Glyphs created
in grid-based methods are often de-coupled from the geo-space they actually represent. The blue arrow shows the cause
of the incomparable data values.
Apart from the study of glyph positioning, the visual perception of orderability of different visual mappings (size,
hue, orientation, value, shape etc.) is also crucial for the user to get the idea of the data they get mapped to. Chung et
al. [20] ran studies to examine the perceptual orderability of visual mappings and how they impact the performance
of min and max judgements. They found out that the visual mappings that appear more ordered to the users usually
improve their performance of min and max judgements.
Various texture metrics such as contrast, coarseness, periodicity, and directionality [66, 92] have been used to
visualize multivariate data. Healey and Enns [47] introduced pexels that encode multi-dimensional datasets into multi-
colored perceptual textures (Figure 2.7(b)) with height, density, and regularity properties. Low to high plankton densities
are represented with blue, green, brown, red, and purple, taller pixels represent stronger currents, and denser pixels
represent warmer temperatures.
An artistic representation of data can be more perceptible to human eyes by capturing attention through evoking
emotional response. Healey et al. [48, 50] used simulated brush strokes to visualize geospatial data (Figure 2.7(e)) that
conveys the underlying multivariate data to the user.
Shenas and Interrante [88] showed that a combination of color and texture can be used to meaningfully convey
multivariate information with four or more variables on a choropleth map.
Some multivariate visualizations put special emphasis on lines and boundaries instead of cluttering the map with
large overlays. The following section briefly reviews such design contexts.
2.4 Stylization of Lines and Boundaries
Stylized lines naturally appear in the visualization of trajectory data. For example, traffic flow data are often color-coded
on the road networks as heatmaps [55, 98]. Andrienko et al. [1] extracted characteristic points from the car trajectories
and aggregated them (Figure 2.7(f)) to create flows between cellular areas to reveal movement patterns in a city. They
used stylization to depict various information about the aggregated flows. The original figure (Figure 2.7(f)(left)) has
6,187 car trajectories. The aggregated trajectories ( Figure 2.7(f)(right)) visualized all flows visible on the original
one, while the maximum arrow width is mapped to 253 trajectories. Huang et al. [55] modeled taxi trajectories using
a graph (Figure 2.7(d)). They stylized the streets based on node centrality and overlaid rose charts to visualize other
traffic information. The figure shows the most crowded 4 regions of the map using pagerank algorithm on a VW2 graph,
where each vertex weight is the number of taxis passing this street in both directions. Charles et al. [3, 83] investigated
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combinations of thickness, monochromatic color scheme, and tick mark frequency on a line to encode time and speed
on a two-dimensional line (Figure 2.7(h)). They observed encoding speed with a color scheme, and time using one of
the other two features to improve user perception. The figure has several encoding choices- (a) No encoding (b) size (or
stroke width) represents speed; (c) color represents time elapsed; (d) color represents speed and size represents time
elapsed; (e) segment length (spacing between ticks) represents time distribution, from which speed can be inferred (the
closer two ticks, the slower); and (f) color represents speed on top of segment length. All encoding were visualized on
both straight and curved lines.
Geographic cluster visualization and map generation techniques have also considered line stylization. Christophe et
al. [18] proposed a pipeline for generating artistic and cartographic maps that integrate linear stylization, patch-based
region filling and vector texture generation. Kim et al. [59] created Bristle Maps that put bristles perpendicular to the
linear elements (streets, subway lines) of the map (Figure 2.8). To make the bristles continuous along the path, they
approximated the information along the path using kernel density estimation, and then encoded multivariate information
into the length, density, color, orientation, and transparency of the bristles. They noticed bristle map to outperform
point maps (using color-coding) and line maps (using color and thickness) for multivariate encoding, but they also
mentioned bristle map to be challenging to create because a poor choice on variable encoding can result in a suboptimal
visualization.
Zhang et al. [106] introduced TopoGroups that aggregates spatial data into hierarchical clusters, and show the
information about the geographic clusters on the cluster boundaries. They also used multiple visual encoding strategies
to convey the hierarchical and statistical information of the clusters and used boundary distortion algorithms to minimize
the visual clutter. Figure 2.7(g) mimics the work to provide an example scenario. The age summary of the population of
a region has been visualized. Despite different distributions of age at different clusters, the highest level of aggregation
shows more adults than children and more children than old people over the region.
Although TopoGroups summarizes the cluster information along the boundary, Zhang et al. noticed that the users
may have the wrong interpretation that the visualization represents the local statistics near the boundary. In subsequent
work, Zhang et al. [107] examined TopoText that replaces the boundaries and clusters using oriented texts.
Visual encoding of lines and boundaries have been widely used in visualizing data uncertainty [13, 40]. Cedilnik
and Rheingans [13] overlaid a regular grid on the map and then stylized the grid edges using blur, jitter, and wave.
Data uncertainty has also been mapped to contour lines, where uncertainty is mapped to line color, thickness, and dash
frequency [80]. Line stylization has also been used in cartograms. Görtler [40] proposed bubble treemap (Figure 2.9) that
represents the uncertainty information using wavy circle boundaries, and varied wave frequency and amplitude-based on
the uncertainty.
Nusrat et al. [78] examined how bivariate variables can be shown in cartograms (Figure 2.10). Since one variable
is encoded as the area of a region, they mapped the other variable to a feature of the region boundary. Patterson and
Lodha [82] encoded five socio-economic variables simultaneously on a world map using country fill color, glyph fill







Figure 2.7: (a) Glyph-placement by the authors (top row) vs grid-based method (bottom row) [75] (b) visualizing
open-ocean plankton density, current strength, and sea surface temperature with color, height, and density
respectively [47] (c) a 4-variate map of US using color, orientation, size and density of a triangular glyph [46]
(d) visualizing urban network centralities on a part of ShenZhen, China [55] (e) traditional Visualization
(top) vs simulated brush strokes (bottom) varying color and texture [48] (f) the original 6,187 car trajectories
(left) vs aggregated trajectories (right) [1] (g) visualizing age data over a region at multiple levels of spatial
aggregation [106] (h) visualizing time and speed [83]
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Figure 2.8: Visualizing crimes in West Lafayette and Lafayette, Indiana, where the blue line represents the
Wabash river: (a) each point is a crime event (b) aggregating all the points by areal units (c) continuous domain
approximation from point sampling (d) continuous domain approximation using solid lines on to the roads (e)
authors’ abstraction using a series of bristle lines applied along the roads [59]
Figure 2.9: Showing a bubble treemap of the
S&P 500 index, decomposed into sectors and
companies. Each circle represents a stock, its
area ∝ the mean closing price, whereas the
standard deviation is depicted using the out-
lines [40]
Figure 2.10: Visualizing the distribution of
Starbucks and McDonald’s shops per 100,000





Visualization greatly depends on data distribution. Having a versatile data distribution is important to see how the
visualization portrays multivariate data at different combinations at different places over the map. To ensure this, we
used 2 main types of data in the studies- synthetic and real-life meteorological data.
Figure 3.1: Synthetic data - A, B, C, and D scatter plots. Each set of concentric circles denotes a cluster. Each
colored band indicates a contour band.
17
Figure 3.2: Synthetic data - B, C, and D contours with background. The shades indicate the values of contour
bands- darker (lighter) shade means higher (lower) value.
3.1 Synthetic Data
3.1.1 Rationale
Real-life geospatial data variables can change frequently over the map, maintaining a trend, a pattern, or even exhibiting
sharp changes due to some geospatial conditions. Common geospatial data tasks involve looking for a specific
combination of data variables and taking decisions based on the findings. In order to make synthetic data that will mimic
such a large variance in data distribution, we designed 6 different datasets for our study. While designing, our aim was
to develop datasets that would have complex variable correlations at multiple points, which would reveal the strength
and weakness of our visualizations at a more granular level.
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3.1.2 Designing
The classic volcano dataset in Figure 1.1 shows the value increasing into the middle of the map from its borders. We
denote such a change of a variable X as Xp, i.e. a positive change of X. Similarly, the opposite change can be denoted as
Xn, where the values would decrease from the borders to the middle. We assume that each variable can have one of
these two properties in a contour cluster (for B, it can be Bp or Bn). A cluster here is a set of concentric circles as shown
in Figure 3.1. Therefore, at any cluster, there can be 8 different combinations of B, C, and D (BxCxDx, where ‘x’ can be
‘p’ or ‘n’).
To visualize 3 variables (B, C, and D) with all 8 possible combinations, we created 2 datasets. Each dataset displayed
4 combinations in them in 4 clusters, positioned at 4 corners- top left, top right, bottom left and bottom right (Figure
3.1,3.2). The combination of BpCpDp means that, the values of all three variables increase from outside to inside. As
depicted in Figure 3.2, the value changes are shown using color shades- darker shade means higher value and vice
versa. For example, BnCnDn, can be found at the top right corner of dataset 1 in Figure 3.2, where all variables’ values
decrease from outside to inside.
The value change of A has been kept fixed (Ap) at all clusters, i.e. the values increase inside. All the clusters of A,
B, C, and D at a corner overlapped one another, making a specific data combination (Figure 3.3). This way, each dataset
visualized 4 different combinations of A, B, Cc and D in 4 clusters.
Figure 3.3: Synthetic data - final output
The clusters have their own centers, if the centers are far, their corresponding contour lines will not overlap. If they
are close, the lines might overlap to some degree, depending on how close they are. Thus, the contour lines, as well as
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the visualization will vary according to the degree of overlap.
We incorporated this idea of cluster merging into A’s contour lines and created 3 different versions. We changed
only A’s cluster center positions, not others, as all the data were to be visualized on A’s contour lines. We named them
as 00overlap, 12overlap and 20overlap (see Figure 3.3). 00overlap has no overlap among clusters, 12overlap has 1
contour line around all clusters with 2 left clusters merging inside and 20overlap has 2 contour lines around all clusters
with no cluster merging inside with one another. Therefore, we created 6 different datasets for the user study.
The clusters were created using python’s make gaussian quantiles() function. Each cluster had 40000 samples, with
varied covariance (2.5-7.5), 2 spatial features (x and y coordinate), and 4, 6, or 8 classes (4, 6, or 8 concentric circles to
represent 4, 6, or 8 contour intervals respectively). The covariances of each variable’s clusters were varied so that the
clusters in the same dataset had differences in sparsity.
The clusters were then interpolated and reshaped into position using python’s np interp() and .reshape() functions
respectively, into a 200 × 200 matrix, respectively, such that the point density plot for each cluster takes the shape of a
peak or valley. While overlapping the A, B, C, and D clusters at a specific corner, e.g. top left, the centers of the clusters
were kept closer but not at the same point, to ensure better visualization.
After the contours are generated, the outermost contour had a lot of cringes around it while the others also were a bit
wavy (Figure 6.2 (left)). There were numerous small contours scattered in the center and along the border of the outer
contour. We simplified the contours with a javascript function .getSimplifiedContours(). The function works based on a
simplification factor, the higher the value, the aggressive the simplification is. We simplified the outer (inner) contour
with a higher (lower) value. Thus the final contours were returned (Figure 6.2 (right)).
Figure 3.4: Real-life meteorological data overview
20
3.2 Real-Life Meteorological Data
To test the designs on real-life data, we used meteorological data of western Canada from the Weather Research &
Forecast (WRF) dataset, which is generally kept in cloud storage called Graham Compute Canada cluster. The available
amount of data ranges from the year 2008 till 2015 (8 years). Each data file consists of hourly (24) data for a single day
over 699 latitude and 639 longitude points of western Canada. Each data file is of (approx.) 1.3 GB that contains 10
million (10,719,864) samples, each sample having around 36 weather parameters. The files come in .netcdf format.
For our study, we extracted 4 variables from the dataset of September 1, 2015 of timestamp 0 (00:00:00) over
499-698 latitude and 0-199 longitude using python. The 4 variables were- Temperature, Pressure, Soil Moisture and
Albedo. The data were then filtered (25th and 75th percentile) and normalized. After normalization, we passed the data
through a 5 by 5 mean filter to get a smoother image. Then the variables were shuffled to get 2 different datasets for the
Study 3 (Figure 3.4).
3.2.1 Differences between Data Types
Two significant differences between synthetic and real-life data are the density and the position of contour lines. We
controlled the density distribution (number of contour lines) using three different contour intervals in our synthetic data
where 6 contour intervals (Figure 3.3) had 5 contour lines in each cluster. In a real-life scenario, the contour density
is expected to vary frequently. While our synthetic dataset would have all possible variable combinations (increasing,
decreasing) among three variables, some combinations may never in a real-life dataset.
We used synthetic data in the first 2 studies and added both synthetic and real-life data in Study 3. Adding both
types in the first 2 studies would double the tasks and hence might result in a fatigue effect. Moreover, we will show in
Study 3 that the results of synthetic data also generalize for real-life data, which establishes the validity of using only




In this section we describe five designs (Figures 4.1–4.5) for encoding geospatial information with four-attributes:
A, B, C, and D. We assume that all the attributes are numeric and positive. We create a set of contour lines using the
attribute A, and then encode the attributes B, C, and D along the contour lines of A using visual features. For encoding,
we used visual features like line thickness, monochromatic color scheme, and pie slice. While combining pairs of
features, we chose either blending (due to its common use in correlation analysis in geospatial data [35, 53, 89]), or
thickness and monochromatic color scheme (following prior research [83]).
(a) Synthetic data (b) Real-life meteorological data
Figure 4.1: Visualizations using Parallel Lines
A contour line over a map is a polygon that consists of the point coordinates, where two consecutive points represent
a line segment of the contour. Depending on the data distribution, a line segment can be very small or large. To get a
fine detail of the data distribution of B, C and D on a contour line, each two consecutive point coordinates, i.e. line
segment has been extracted and divided into a number of new points. The longer the line segment, the more it has been
cut into new points. Then the values of B, C and D on those points have been calculated from their respective contour
maps and visualized using different encoding schemes.
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At any point over A’s lines, the values of B, C, or D is the corresponding variable’s contour band’s threshold value
For example, if the value of B at any point is 0.30, then the point is in the interval of 0.25-0.50, for a 4 contour interval
model (0, 0.25, 0.5, 0.75). Thus, the value returned will be 0.25, which is the threshold. The reason behind keeping the
value as it’s threshold is to minimize data variability, keeping the values discrete and making it easy to compare values.
Table 4.1: Visual encoding table: Parallel Lines
Data Representation
Variable Encoding Position Color
Min Max
Description










Wider line segment means










Wider line segment means











Wider line segment means
higher D and vice versa
B and C grow on either sides of D
4.1 Design 1: Parallel Lines
This design maps B, C, and D into three parallel lines colored with distinct colors (Figure 4.1). The encoding is explained
in detail in Table 4.1. The lines for B and C lie on opposite sides of the contour lines of A, and the lines for D overlap
the contour lines of A. The data values are encoded using linewidth. Each line can have a minimum and maximum
linewidths of 0 and w, respectively. The value of an attribute has been linearly mapped to the range [0,w]. If the value of
D is 0, then the black contour line of A becomes visible. The legend illustrates B, C, and D by varying the linewidth.
The lines for B, C, D do not overlap at any point. Even if D is 0, one can see a constant distance between B and C
lines, which makes it easy to interpret the individual variables and also compare them.
The reason behind drawing the black thin lines of A is to give the feeling of continuity at points where there is no B,
C or D.
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Table 4.2: Visual encoding table: Color Blending
Data Representation
Variable Encoding Position Color
Min Max
Description













Darker Shade means higher B













Darker Shade means higher C









Wider line segment means
higher D and vice versa
B and C are color-blended on A’s contour lines having width proportional to D
4.2 Design 2: Color Blending
This design encodes B and C with distinct colors and then blends them on the contour lines of A (Figure 4.2). The
encoding is explained in detail in Table 4.2. The attribute D is mapped to the width of the contour line. Note that since
the contour line of A has a non-zero width u, the values of D are mapped to the linewidth range [u,w]. Consequently, B
and C remain visible even when D is 0. The legend illustrates B and C using a blending matrix, and D using a line of
increasing width.
The number of colors in the scale depends on the number of contour intervals. The synthetic data (left) visualization
of Figure 4.2 has 6 contour intervals and 6 color shades for both B and C in the legend. The real-life (right) data has 4
intervals, hence 4 color shades.
The values of B and C at any point is mapped to the colors from their respective discrete sequential color scales. The
2 colors are then blended using the formula of ‘multiply’ mix-blend-mode of CSS where the corresponding r, g, and b
components of C and D are multiplied to get the final r, g, and b components of the visualization. For example, when the
value of B is 0 and C is the maximum, that line segment color becomes the maximum shade of C from C’s color scale.
The opposite happens when B is maximum and C is 0, i.e. line segment color becomes the maximum shade of B from
B’s color scale. When B and C are equal, the color comes from the color legend’s diagonal.
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(a) Synthetic data (b) Real-life meteorological data
Figure 4.2: Visualizations using Color Blending
4.3 Design 3: Pie
This design encodes B, C, and D using pie slices of distinct colors, and put them together to create a pie icon (Figure
4.3). The encoding is explained in detail in Table 4.3. The only difference from a pie chart is that the sum of the values
of B, C, and D may not be equal to the total pie area. The pie icons are placed successively along the contour line of A.
The pie slices for B, C, D starts at 0◦, 120◦ and 240◦, respectively (assuming the top mid as 0◦), and can grow clockwise
to cover an angle of 120◦. An attribute value is encoded into the angle covered by the corresponding pie slice. The
legend illustrates the attributes using a pie icon.
The amount of area to fill is proportional to the variable’s value. Whatever the value is, it gets multiplied by 120° to
get the central angle for filling up the area. For example, if D has a value of 0.5, the pie area from central angle 240° to
300° (120 time 0.5 is 60) is filled with D’s color. If a variable value is 0, that variable’s allotted area in the pie remains
empty.
4.4 Design 4: Thickness-Shade
This design represents B and D using two distinct lines (Figure 4.4). The encoding is explained in detail in Table 4.4.
The lines of B and D lie on opposite sides of the contour lines of A. Both the values of B and D are encoded using
linewidth. The values of C are encoded using a monochromatic color scheme, where the color appears on B’s line. A
low (high) C value corresponds to a lighter (darker) shade. The minimum linewidth for B is set to a positive threshold
u, making a range of [u,w] so that C remains visible even when B is 0. The legend illustrates B, and D using lines of
varying width, and C using its color scheme.
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Table 4.3: Visual encoding table: Pie
Data Representation
Variable Encoding Position Color
Min Max
Description



















































B, C and D each has 1/3 of the whole pie, starting from fixed positions
4.5 Design 5: Side-by-Side
This design shows B, C, and D in separate side-by-side views (Figure 4.5). The encoding is explained in detail in Table
4.5. Each of B, C, and D is encoded using a distinct monochromatic color scheme. The color appears on the contour
lines of A. The legend at each view illustrates the color scheme used to encode the corresponding variable. During our
experiments, we ensured that the number of pixels used for Side-by-Side is comparable to those of the other designs. In
particular, we choose the width and height of each of the Side-by-Side view to be d
√
PA/3e, where PA is the total pixel
area of any other design, assuming a square display.
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(a) Synthetic data (b) Real-life meteorological data
Figure 4.3: Visualizations using Pie
Table 4.4: Visual encoding table: Thickness-Shade
Data Representation
Variable Encoding Position Color
Min Max
Description










Wider line segment means













Darker Shade means higher C











Wider line segment means
higher D and vice versa
B changes the width of the line that has C in it,
C changes shade of color inside the B,
line D changes the thickness of the red line adjacent to B
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(a) Synthetic data (b) Real-life meteorological data
Figure 4.4: Visualizations using Thickness-Shade
Table 4.5: Visual encoding table: Side-by-Side
Data Representation
Variable Encoding Position Color
Min Max
Description















Darker Shade means higher B















Darker Shade means higher C













Darker Shade means higher D
and White means Zero C
B, C and D are visualized in separate views
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(a) Synthetic data
(b) Real-life meteorological data




This section demonstrates few real-world applications of the proposed designs to show their effectiveness in visual-
izing the underlying data distribution for detecting trends, correlations, anomalies, similarities, and/or dissimilarities.
5.1 Detecting Variable Values
(a) ALBEDO (b) Soil Moisture
(c) Pressure (d) Temperature
Figure 5.1: Distribution of 4 variables over the Great Bear lake of Canada (Date: April 1, 2015 00:00AM). The
contour bands are color filled according to values from no color (low) to darker shades of red (high).
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(a) Glyph visualization (b) Grid based visualization
Figure 5.2: Multivariate visualization with (left) glyphs occludes the map, and (right) grid stylization lacks the
gradient information
Figure 5.1 shows the distribution of 4 variables (ALBEDO, Soil Moisture, Pressure, and Temperature) over the
Great Bear lake of Canada on April 1, 2015, using their respective contour lines in 4 different contour map views. The
underlying map does not exactly overlap the top visualization layer as the background image is from 2020, where the
data is from 2015.
Looking at four different views to check data distribution, correlation, or trend is time-consuming, tiresome, and
often ineffective. Alternatively, overlapping the four contour plots on top of each other in a single view, to compare all
variable values at a specific point or check the trend of one with respect to another is not a feasible idea either.
Figure 5.2 shows two alternatives of visualizing multivariate data- using glyphs (left) or evenly spaced grids (right).
Despite the popularity of glyphs conveying multivariate data, they suffer from the limitation of cluttering the underlying
map [19]. For the grid-based visualization, the lack of geospatial connectedness and gradient information compromises
the user performance.
Our designs (Figure 5.3) can show all four variables altogether, leveraging the contour lines of ALBEDO, by
encoding Soil Moisture, Pressure, and Temperature on them. The visualizations reveal the relations among variables and
also the trends along a direction. Trend can be seen along a contour line or across multiple contour lines. We discuss
such a few examples of simple and insightful interpretations from each design.
Based on the yellow markers from the designs:
1. Visualization through Parallel Lines shows that the temperature over the map is relatively higher at the bottom
half of the map. We can see the wider white lines there, encoding temperature using line width.
2. From the Color Blending design we can see that, there are relatively higher soil moisture and higher pressure
values along the border contour lines of the lake. Regardless of the width of the contour lines (line width encodes
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(a) Parallel Lines (b) Color Blending
(c) Pie (d) Thickness-Shade
(e) Side-by-Side
Figure 5.3: 5 different visualizations of the same data from figure 5.1
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temperature), the darker shades of color denote higher soil moisture and pressure. Moreover, if we follow the
marked contour part along the dashed line direction, we can see the decrease of temperature along the contour
line.
3. The top right region of Pie shows higher pressure, where we can see more blue in the pies than its surrounding.
4. The marked region in the Thickness-Shade design denotes high soil moisture, high pressure, and no temperature,
as we can dark blue line with high width, and absence of red.
5. The Side-by-Side design reveals higher soil moisture (red) and higher pressure (blue) at the lake borders and
higher temperature (black) at the bottom half of the map. As a trend across multiple contour lines, the dashed line
shows an increase in all 3 variable values along it’s direction.
It is possible to find more such trends, correlations, and interpret relative value differences among variables both
along and across contour lines, which are shown in the later examples. Such interpretations can help practitioners gain
important insights from the underlying data.
5.2 Trend Analysis
We present two trend analysis examples to demonstrate the trends of two variables (temperature, soil moisture). For
each variable, data averages of 3 consecutive months were collected as B, C, and D respectively and visualized on
contour lines, to find the inherent trend. The resulting visualizations show that similar and different relations can be
easily detected through our technique.
5.2.1 Trend: Temperature
The weather over the US and Canada usually gets colder gradually from August to December, as winter approaches.
We visualize the temperature trend in Figure 5.4, which shows the temperature data for the months of September (red),
October (white), and November (blue) 2017 separately in the left column and our Parallel Lines design in the right.
Those colored contour maps (left column: green-red) show that the temperature has decreased gradually over 3 months.
We normalized each monthly data considering the maximum and minimum values among all three months combined.
Contours lines were drawn based on September using four contour thresholds. Each monthly data (red, white, and blue
lines) on the visualization had eight contour thresholds ([0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875]). Each encoding
of B, C, and D lines had maximum thickness of 4 pixels, making each contour line 0-12 pixels.
Rather than looking at three different contour maps for checking trends, one can get a clear picture of how the
values are changing from our visualization. The red (September) lines have the highest width where the width decrease
gradually in white (October) and then in blue (November) lines. The value change is more prominent at the top of the
map where the values decreases the most. At the bottom, the difference reduces as there is less decrease in temperature
than at the top.
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Figure 5.4: Trend: monthly average temperature- September, October, and November 2017
This example shows the effectiveness of our approach in analyzing trends with less effort and time, as the user does
not have to look at three different maps to see the trend at a specific area of the map.
5.2.2 Trend: Soil Moisture
Figure 5.5 shows soil moisture data over the US and Canada for the months of May (red), June (white), and July (blue)
2020 separately in the top row. Those colored contour maps (green-red) show that the soil moisture at the bottom right
and left corners have decreased over 3 months. The corresponding data have been visualized in the bottom row, Figure
5.5(d) is the same data, and Figure 5.5(e) is drawn using an exponential mapping of the data values. Similar to the
previous temperature trend example, data was normalized considering the maximum and minimum values among all
three months combined and each monthly data had eight contour thresholds. Contours lines were drawn based on May
using those eight intervals. The encoding used the same maximum thickness of 4 pixels.
Figure 5.5(d) shows that the soil moisture at the two yellow marked regions at the bottom decreased from May to
July, which can be seen in the separate top row images. Those two marked regions are part of the dry land of Arizona,
which becomes drier as summer comes. The bottom right potion of the map covers Arkansas, Oklahoma, Kansas, and
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Figure 5.5: Trend: monthly average soil moisture- May, June, and July 2020
Missouri, where the value decreases by a small amount. That is why the difference can not be seen that clearly in Figure
5.5(d). After taking the exponential of the data, we could see noticeable difference in the yellow marked region of
Figure 5.5(e).
This example leads us to make three observations. Firstly, contour interval and thickness have an important effect on
visualization. Secondly, we used a visualization of 800 × 800 pixels on a laptop, where a bigger display should be able
to help users see more subtle differences. Thirdly, given optimum display size and visualization parameters, our design
has the potential to find a wide range of trends in multivariate geospatial data.
5.3 Front Visualization
When two air masses of different temperatures and, in most cases, also different moisture levels come in close contact
with each other, the border drawn along their contact is called a front [97]. Weather fronts are very important in weather
analysis and prediction, as they cause various pivotal weather conditions such as rain, snow, hail, thunderstorm, cyclone,
and others. The development of a front depends on a few factors- temperature, moisture, wind direction, and pressure.
Fronts usually develop close to low-pressure zones and move along the direction of the wind.
There are four types of fronts that can occur- cold, warm, stationary, and occluded fronts. Cold fronts occur when
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Figure 5.6: Front detection using Parallel Lines (right) and comparing with the actual NOAA data (left))
cold air mass pushes under warm air mass which can result in a thunderstorm due to high moisture in the air. Cold
fronts usually occur in the west of surface low pressure having winds moving from west or northwest behind it and
east or southeast wind in front. Warm front occurs when a warm air mass slides up over a cold air mass, developing
having a broad area of clouds, resulting in a gentle rain or light snow. Warm fronts usually occur in the east of surface
low pressure. The wind direction does not always follow a fixed pattern, for which wind is considered as a secondary
indicator. But the things that certainly occurs along a front is a wind shift (change in wind direction). Stationary front
occurs when both cold and warm air meet and neither of them can move each other, which can result in cloud and
precipitation of several days. Cold fronts typically move faster than warm fronts. Sometimes a very strong cold front
catches a warm front and another cold front, pushing both of them away, developing in an occluded front. This front can
bring strong winds and heavy precipitation.
Fronts change position frequently, and it requires a continuous prediction of weather conditions due to the dynamic
characteristics of weather variables. Figure 5.6 shows the effectiveness of our design in detecting fronts. The data were
taken from National Oceanic and Atmospheric Administration (NOAA) Weather Prediction Center (WPC) archive. We
visualized 4 weather variables (pressure, temperature, relative humidity, and precipitable water) of August 18, 2020,
9 PM over the maps of the US using our Parallel Lines design. The design was then compared to its actual data to
check whether the fronts can be detected in our visualization. The contours were generated based on pressure, where
temperature, relative humidity, and precipitable water have been visualized as red, blue, and white lines respectively. All
variables have been normalized before visualization.
Figure 5.6 (left) shows five marked curved lines drawn over the visualization. Dashed and solid lines are used to
represent cold and warm fronts respectively. The red lines in the middle clearly differentiate the west part of the US land
area from the ocean (left) where there is dry weather (high temperature, low relative humidity) due to the underlying
topology.
We discuss the cold fronts first. Line 1 has a lower temperature and higher relative humidity on its left, which depicts
cold air mass. On its right, there is a high temperature with zero relative humidity. The border clearly shows a cold front,
as depicted in the NOAA visualization (Figure 5.6 (right)). Line 3 and 5 show similar criteria too. All three lines are
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located west of low-pressure points (see the ‘L‘ and ‘H‘ notations in NOAA figure). For warm fronts, both lines 2 and 4
have a higher temperature and lower relative humidity on their left and they are located east of two low-pressure points.
There are more fronts in the NOAA images that can not be depicted from the visualization. This can have several
reasons. Firstly, the NOAA images are drawn taking wind direction, and dew point in consideration, which is absent
in our data. Secondly, fronts at the places with fewer contour lines are difficult to detect. If more information can be




The designs have been implemented using SVG (Scalable Vector Graphics) with D3.js [8] (web visualization library).
The implementation steps are described in the following.
(a)
(b)
Figure 6.1: A closer look at the designs (the bottom right parts) with their respective legends. Parallel Lines, Pie
and Side-by-Side have symmetric encoding scheme, unlike Color Blending and Thickness-Shade
6.1 Display Initialization
We used d3.contours() function to get the contour lines for A. If the number of contouring threshold is k, then we
generated the threshold values using k-quantiles. The d3.contours() function returns an array of objects, where each
object consists of a set of polylines representing a contouring threshold. We further processed these polylines by dividing
long line segments uniformly to create fine-grained polygonal chains. We then encoded the attributes interpolating the
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values at the endpoints of these tiny segments. For any endpoint, we retrieved the B, C, and D values by locating the
point in the corresponding contour plot.
For simplicity, a square SVGs was used. In all designs except the Side-by-Side one, an SVG of 800 × 800 pixels
was used, making a total of 640,000 pixels. In Side-by-Side, 3 separate SVGs were used in a row, each with 462 × 462
dimension, in total 640,332 pixels. Such pixel equality was maintained to obtain a fair comparison among the designs in
the user studies.
6.2 JSON Data Input and Processing
For the visualizations, we created several synthetic and real-life JSON datasets using python data processing. Each
JSON file contained 4 variables with a 200 × 200 dimension (200 width and 200 height). For synthetic data, no
pre-processing was done before passing them to d3.contours() function. The real data went through few pre-processing
steps as discussed in the data description section.
6.3 Contour Creation
We used d3.contours() function to get the contours. This function returns an array of objects. The size of the array is
equal to the number of thresholds i.e. the number of contour intervals provided to the function. Each element of the
object array has three keys: ‘type’, ‘value’, and ‘coordinates’ . For contours, the key ‘type’ returns ‘MultiPolygon’,
‘value’ returns the threshold associated with the contour and ‘coordinates’ contains the contours at that threshold. For
example, if threshold array was [0, 0.25, 0.5, 0.75], then 4 objects will be returned. The second object will have a ‘value’
of 0.25 and the coordinates will have the array/s of data points who altogether represent the isoline/s or contour path/s
who separate the region having data points of value less than 0.25 from the region having data points of value from
0.25 to 0.5. There is also a concept of ‘holes’ in contours. Holes are regions of lower threshold value inside a higher
threshold contour, like two circles with the same center and different diameter. If the outer circle has a higher threshold,
the inner circle then is a hole. Thus, the coordinates of the hole is added as a nested entry to the higher threshold contour
coordinates in stead of being added to its own array of coordinates. For example, let us assume that, for value 0.25, there
are two contour paths. So, they would be added to the ‘coordinates’ array as coordinates[0][0] and coordinates[1][0].
Now, there is a hole inside the second contour path. As mentioned, the hole should have a lower threshold value than
0.25, which is 0 in this example. Therefore, the points array for the hole will be added to the coordinates of 0.25, as
coordinates[1][1]. If there were two holes inside that contour, they would have been added as coordinates[1][1] and
coordinates[1][2].
6.3.1 Contour Simplification of Synthetic Data
The contour lines of the synthetic data were simplified before visualization. The scatter plot of A’s clusters from Figure
6.2 (left) shows that the outer contour bands have a lot of loose data points around them, resulting in numerous cringes
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Figure 6.2: Synthetic data - contour simplification
after contour making. There are also some tiny contours at random positions generated by the function. So they had to
be simplified using a simplification function. The function was fed two parameters- a polygon and a tolerance value; the
higher the tolerance value, the aggressive the simplification becomes. The contours after simplification look like the B,
C, or D contours of Figure 6.2 (right).
For real-world data, no simplification was done to keep the realness of the data. The contour lines found after this
step was then passed into the visualization algorithms.
We now describe the details of the implementation. For ease of explanation, let b, c and d denote the normalized B,
C, and D values, respectively.
6.4 Choosing A, B, C, and D
A good understanding of the variables’ distribution is needed to decide A, B, C, and D, as a poor choice can lead to
a sub-optimal visualization. The choice also depends on the task that the user will perform. A general rule of thumb
would be, the variable that will be used as a base to interpret the variables’ distribution should be chosen as A. For
example, if the user wants to know how temperature, pressure, and humidity vary over soil moisture, then soil moisture
can be encoded as A, i.e. the contour lines of soil moisture will be drawn to visualize the other three variables.
A sparse contour map (fewer number of contour lines) of A will not effectively visualize the other variables’
distribution due to the lack of contour lines. On the other hand, a very dense contour map with lots of contour lines
would clutter the map, distracting the user from interpreting data correctly. Therefore, a good choice of A is aided by a
good choice of the number of contour thresholds as well as the threshold values (e.g. regular intervals, percentiles).
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6.5 Visualization
The contour lines were processed sequentially, from the lowest to the highest threshold. The steps of the visualization
are given below:
1. Border Control: For a contour path, we had the array of data points. During this step, the contour lines that are
very close to or on the display borders were just plotted normally. Usually, the contour function of any variable
distribution returns few contours, i.e. the 4 borderlines of the display, and those lines were ignored. Also, for our
800 × 800 pixels SVG display, the lines that fall within the 5 pixels range from any border were ignored, i.e. 0-5
pixels from the top and left and 795-800 pixels from the bottom and right. These cases can be seen in the real-life
visualizations (see the borders of Figure 3.4 visualizations).
2. Polygon Area Filtering: For real-life datasets, we did not visualize tiny contours. So, the contours enclosing an
area of less than 10 unit squares were removed from the visualization.
3. Line Segment Slicing: The lines that fell inside the 790 pixels width and height range were then sliced into very
tiny line segments. The amount of slicing is proportional to the length of the actual line. If a line is sliced once,
3 data points are found. This way, for x number of slices, x+2 data points on the line were considered. Then
the values of B, C and D at those points were calculated and encoded into visualization accordingly. All the
visualizations are done using d3.path.
4. Calculating B, C, and D values: To get the values of B, C and D at any point, we used a function called
getContourValue() which returned the appropriate value of the contour interval containing the data point. For
example, if the data point falls into B’s contour interval of threshold value x and C’s contour interval of threshold
value y, then x and y are returned as B and C values respectively. The rest of the design-wise encoding schemes
have been described below. For the purpose of explanation, let’s assume that the B, C, and D values are denoted
as b, c and d.
5. Visualizing B, C, and D on the contour lines of A
6.5.1 Encoding Parallel Lines
At every segment on A’s contour line, B, C, and D were drawn with perpendicular lines. As illustrated in Figure 6.3(a),
d were drawn on both sides of A’s contour line, and B and C were drawn on opposite sides of D. A thickness factor t was
used to linearly map the attribute values to the input line-thickness range. On a line, at every slicing point, perpendicular
lines are drawn on both sides of A’s contour lines where the perpendicular lines’ heights are the multiplications of B
or C values and the thickness factor t i.e. b · t or c · t. D’s lines have the same feature (line width d · t) except that they
intersect A’s lines in the middle, half on B’s side and half on C’s.
If we look closely at Figure 6.3(a), we can see that B and C perpendicular lines start from the maximum possible
width of D at any point, which is thickness factor t. This makes them all 3 close to each other and disjoint at the same
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(a) Parallel Lines (b) Color Blending
(c) Pie (d) Thickness-Shade
(e) Side-by-Side
Figure 6.3: Illustration for the implementation details for different designs
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time. Thus if all the attributes attain their maximum, then they appear to be adjacent to each other. The advantage of this
is to get a clear perception of D’s presence and absence anywhere along the contour line. At any point, the maximum
possible width of all 3 variables combined is 3 · t and the minimum is 0. When it is 0, one can only see the thin contour
line of A, which has been done to visualize the continuity of A’s contour lines.
6.5.2 Encoding Color Blending
Here the value of D determines the line width, where the colors of B and C are blended on the D’s line. As shown in
Figure 6.3(b), at every segment, one perpendicular line is drawn which intersects A’s contour line in the middle. The
perpendicular lines’ height is (dt+1) pixels. Here the constant 1 ensures that the colors can be blended even when d is 0.
For each of B and C, the colors were chosen using a discrete monochromatic color scheme with a perceptually uniform
color distance. The number of discrete shades in the scale depends on the number of contour intervals. We blended the
colors using the mix-blend-mode scheme Multiply of CSS, which was chosen in a pilot study with 63 participants on 3
possible candidate schemes: Multiply, Darken and Difference. The participants had to complete 24 value estimation
tasks, 8 in each blend mode. Out of 3 candidates, Multiply had the highest mean accuracy (mean=67%, sd=47%) than
Darken (mean=61%, sd=49%) and Difference (mean=64%, sd=48%).
6.5.3 Encoding Pie
In this design (Figure 6.3(c)), each attribute was allotted a 120° space to create a pie slice. A single pie has a number of
sliced data points beneath it. Therefore, inside a pie, the value of any variable is the average of the values for all the
sliced data points that the pie overlaps. After all 3 variables values are averaged, that value gets multiplied by 120° to
get the central angle for filling up the area in a clockwise direction.
The center of the pie is located on the contour line of A. If b = c = d = 0, then a pie becomes an empty circle and
the maximum values (b = c = d = 1) will cover the whole pie in 3 equal colored portions.
6.5.4 Encoding Thickness-Shade
This design visualizes B and D on opposite sides of the A’s contour lines (Figure 6.3(d)). The D value is mapped to a
perpendicular line of height d · t. For B, the value is mapped to b · t +1, where a minimum of 1 pixel allows encoding C
even if B is 0. The color for C is chosen using a discrete monochromatic color scheme with a perceptually uniform color
distance. The number of discrete shades was based on the number of contour intervals.
The minimum width of all visualizations combined is 1 pixel and the maximum width is b · t +d · t +1.
6.5.5 Encoding Side-by-Side
In this design, the perpendicular lines have the same fixed height t and intersect A’s contour lines in the middle (Figure
6.3(e)). The B, C, and D values were encoded in the corresponding discrete sequential color scheme.
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Figure 6.4: Line break (for B in red) in Parallel Lines (at line segment intersections) due to drawing perpendicular
lines along a contour line
The colors from the sequential color scales of the variables were taken from a range of shades of the same color,
chosen from a website [102].
In Parallel Lines, we can see that the red B lines have breaks (Figure 6.4) from one line segment to the next adjacent
one. This happened because the perpendicular lines are drawn along the contour line points and at the intersection of
two line segments, the red lines get drawn at an angle with respect to each other. This effect is not visible for C and D as
they are drawn inside, unlike B. Such breakpoints might be found in Color Blending and Thickness-Shade as well. This
might be addressed by filling the breakpoints up the tiny triangular shapes.
6.6 Evaluation
A careful choice for various design parameters is important to achieve optimal readability for the designs. Two major
factors that can influence the designs are line width (the space allocated along the base contour line for encoding B,
C, and D), and the number of contouring thresholds for A. Therefore, we first conducted two studies to examine these
factors and choose appropriate parameter values for the designs. In the final study, we evaluated the designs based on
the viewers’ task performances. The first two studies were conducted on synthetic data and the final study included both
synthetic and real-world data.
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CHAPTER 7
STUDY 1 (CONTOUR WIDTH)
Our first study investigated the effect of contour width on each design’s interpretability, as well as on tasks that use
the underlying map.
Intuitively, increasing contour width should make the encoded variables easier to see and interpret, but will also
increase occlusion of the map; in addition, wide contours may also overlap each other, depending on the density and
shape of the contours. To investigate this trade-off, we set the number of contour intervals to 8 (i.e., 7 contouring
thresholds), and then determined a range of widths to explore for each design. We used 8 contour intervals because this
allows designers a reasonable spectrum of design choices, and gives us a reasonable range, i.e., [0,8], to investigate in
Study 2 (described below).




Parallel Lines 9 - 12
Color Blending 4 7 10
Pie 8 - 10
Thickness-Shade 8 - 10
Side-by-Side 1 2 4
Table 7.1 illustrates the width ranges used in Study 1 (note that B, C, D were varied to cover all combinations). We
chose minimum and maximum widths for each design based on informal testing with each design’s encoding. The
minimum width is determined by the number of pixels required to create the design and make the variation in the
attributes noticeable. For example, Parallel Lines requires 9 pixels to encode the variation (low, mid, high) for each
of the three attributes. The maximum width corresponds to the case when the successive linear elements are about to
overlap.
We also selected a median width if there was enough difference between minimum and maximum that the median
would have at least two-pixel units from the extremes. Hence we only have the median width for Color Blending and
Side-by-Side. For Parallel Lines, the widths are multiples of 3 as B, C and D have the same width. For Pie, the average
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width in between the maximum (8) and minimum (10) does not have any significant difference in visualization. For
Thickness-Shade, the widths are multiples of 2.
7.1 S1: Participants, Data, and Tasks
Table 7.2: Tasks with domains for Study 1
ID Task Domain
1
Select the marked contour region that best represents the
following combination: high B, low C, and high D
Compare different marked contour
regions
2
Consider the contour regions intersected by the lines.
Select the directed line that best represents the following
trend: B and D both increase, and C decreases
Interpret trends across contour lines
3
Select the marked contour region that, when moving
clockwise, best represents the following trend: B
decreases, D increases, and C stays the same
Interpret trends along a contour line
4
Count the number of lines that show the following: B and
C have the opposite trend to D
Identify similar/ opposite trends
across contour lines
We ran a crowdsourced study on Amazon Mechanical Turk (AMT) [30, 51, 62]. To be eligible, a participant needed
to pass a color perception test (Ishihara test [22]), run the study on a desktop computer, reside in North America, and
have at least an 80% approval rate in AMT. We recorded 126 responses, and among those 63 were complete responses
(32 male, 31 female, median age range 30-39). Out of the final 44 participants, 22 self-reported familiarity with data
visualization interfaces.
All experimental tasks were created using synthetic data. We tested the 5 designs described earlier, with the width
choices determined for that design (12 in total, see Table 7.1). Participants completed 57 tasks (4 tasks for each width
that involved interpreting the variables encoded in the design, plus one additional task for three of the widths that
involved reading the background map).
7.1.1 Choosing the Tasks
The choice of tasks is very crucial to evaluate a design accurately through user studies. In this project, the very aim was
to explore the effect of leveraging contour lines for visualizing three more variables on interpretability. So we listed the
common geospatial data analysis task domains that cover a diverse set of geospatial data analysis tasks. One common
task would be to identify the value of a variable (e.g. higher temperature) at a certain region, in our case, at a certain part
of the contour line. In a multivariate case, this task can be extended to identifying a contour part with higher B, lower C,
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and higher D where B, C, and D can be any three variables from the visualization. Another very common task is to
identify the trend of a variables along a direction. This trend analysis task is widely done to examine the behaviour of a
variable. In our case, trend can be found across multiple contour lines in a direction, or along a single contour line going
clockwise or anticlockwise direction. For example, one would like to find a trend where B (e.g. pressure) is increasing,
C and D (e.g. temperature and soil moisture) are decreasing along a direction (e.g. north-east to south-east).
Considering the feasibility of the study, it was not possible to add all the tasks into the study, which would lead to a
very long session (almost 2 hours), increasing the participant’s cognitive load and compromising the quality of data.
Therefore, we summarized the tasks and chose four representative interpretations of tasks to be used for Study 1. In our
four interpretation tasks (Table 7.2), one involved identifying values, two involved looking for trends, and one involved
comparing trends (Figure 7.2). For tasks 1 and 3, we marked four contour sections on the design (Figure 7.1 left), and
participants selected the option that matched the requested combination or trend. For tasks 2 and 4, we drew four lines
across the contours, and participants selected the option that best identified a specific trend (e.g., Figure 7.1 right).
The background map reading task used the Color Blending design with 3 of the widths (4, 8, and 12). In this task,
icons were placed in the underlying map, and participants were asked to count the number of icons and select an answer
from 4 options.
The reason for choosing Color Blending as a representative design for the background task is that it has three
different width choices that are substantially different from each other. The icons were 8 × 8 pixels. The number of
icons ranged between 18 to 22, and were placed randomly on the map; this meant that in some cases the icons were
partially hidden by the contour lines.
All the tasks were multiple choice questions where a participant had to select one of four choices. Each question had
only one answer that the participant had to find out from the visualization. Figure 7.1 shows that each interpretation task
image had four markers on them, 1 to 4. Task 1 and 3 had markers marking four contour parts, task 2 had four arrows
and task 4 had four lines drawn on the contour lines. Task 1, 2 and 3 were straightforward, find the answer and choose
the marker number as the answer. Task 4 was to count a trend, which would be from one to four. For the 9 background
tasks, participants had to count the map icons and select the accurate number from four choices. We varied the four
choices from a pool of five (among 18, 19, 20, 21, and 22).
7.2 S1: Hypotheses
We had 3 hypotheses for this study, as mentioned in Table 7.3.
7.3 S1: Procedure
The procedure of Study 1 is given in Figure 7.2. As the study was online in nature, we restricted the devices to do the
study to laptops and desktops (devices with larger displays). Then the participants completed an informed consent form
and completed a color blindness test, as our designs had different colors in encoding. The participants who passed the
color blindness test were then shown a description of the five novel visualization alternatives starting with the basics of
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Table 7.3: Study 1 hypotheses
ID Hypothesis
h1 If width increases, accuracy will increase and completion time will decrease
h2
The influence of width will be more noticeable for Parallel Lines, Pie, and
Side-by-Side than for other designs (because Color Blending and Thickness-Shade
could be more difficult to interpret for inexperienced users)
h3
For the background task, increasing contour width will lead to lower accuracy and
higher completion time
contour maps. After the design demonstration, they were given a set of practice tasks to complete. After each practice
task, a participant was told whether the response was correct or not, and were given an explanation of the correct answer
with a brief justification.
Finally, after doing the practice tasks, the main study tasks were given. The interpretation tasks came first and then
the background tasks. Interpretation asks were grouped according to design and thus, there were five groups for five
designs. After going through all the tasks of each design, participants completed a NASA Task Load Index (NASA-TLX)
style effort questionnaire [44]. After all the five groups of the 48 interpretation tasks, they did 9 background tasks. After
completing the background tasks, i.e. at the end of the study, they rated their familiarity with visualization interfaces and
their preferences for each of the widths.
Each participant completed the 57 tasks as described above ([12 width choices X 4 tasks = 48] + [3 backgrounds X 3
intervals = 9]). Participants were asked to complete the tasks as quickly and accurately as possible. Each task started
with a ‘start’ button, and ended when the participant selected an answer option and pressed ‘next’. Before starting a new
task, participants were shown a reminder that they could rest before continuing.
The study used a within-participants design, with contour width as the independent variable (considered separately
for each design); dependent variables were accuracy, completion time, and subjective effort scores. The independent
variable, i.e., factor was width and the dependent variables were accuracy, completion time, and subjective responses.
Designs and tasks were presented in random order (sampling without replacement). Due to the online nature of the
study, two or more participants doing the study concurrently completed the designs in different orders, but, the number
of possible responses were unknown and it was not possible to check the completeness of current responses and change
the order accordingly, on the fly, to maintain a Latin square order.
7.4 S1: Results
We applied additional filters to test whether participants were legitimately attempting the tasks: first, we removed
participants who did not have an overall accuracy of 30% (this is slightly higher than chance based on our four-question
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tasks); second, we removed participants who had large time gaps in their tasks or surveys. The rationale behind accuracy
filtering this is, the probability of randomly selecting an answer and getting it right is 25% for a 4 options multiple choice
study. Therefore, to ensure better data quality, the accuracy filtering was done. After filtering, we had 44 participants
(20 male, 24 female) with a median age range of 31-39. The average time for completing 57 tasks was 29 minutes, 65
minutes being the maximum.
7.4.1 S1: Interpretation tasks
For the four interpretation tasks involving the B, C, and D datasets, data were analyzed using repeated-measures
ANOVAs for each design (because each design used a different set of widths); Bonferroni corrected paired t-tests were
used for follow-up comparisons. Since the designs had different number of width choices, We examined the effect of
width type on completion time and accuracy for each design. Figure 7.3 (a) shows that accuracies increased slightly as
contour width increased, and Figure 7.3 (b) shows that completion times decreased overall as width increased.
We found significant effects of width on accuracy for the Parallel Lines design, and on completion time for Color
Blending, Pie, and Side-by-Side. No effect of width was found for Thickness-Shade in accuracy (F1, 43 = 0.025, p =.23)
or completion time (F1, 43 = 1.44, p =.87). For Parallel Lines (using widths 9 and 12), we found a significant effect
of width on accuracy (F1, 43 = 5.4, p <.05), with width 12 having higher accuracy than width 9. For Color Blending
(widths 4, 7, 10), we found a significant effect of width on completion time (F2, 86 = 8.09, p <.05); Figure 7.3 (b).
Post-hoc t-tests showed that width 10 was faster than both width 7 and width 4 (all p <.05). For Pie (widths 8 and 10),
we found a significant effect of width on completion time (F1, 43 = 9.46, p <.05). Width 10 was faster than width 8.
For Side-by-Side (widths 1, 2, 4), we found a significant effect of width on completion time (F2, 86 = 13.46, p <.05).
Post-hoc t-tests showed that widths 2 and 4 were faster than width 1 (all p <.05).
7.4.2 S1: Background Task
The background icon-counting task used design Color Blending with widths 4, 8, and 12. We found a significant effect
of width on accuracy (F2, 86 = 121.76, p <.05). Post-hoc t-tests showed significant differences among all 3 widths
(p <.05). As shown in Figure 7.4, the mean accuracy for width 4 was higher than 8, which was higher than that of 12.
There was no effect of width on completion time (F2, 86 = 0.85, p =.43).
We also asked users for their preferences of widths in the survey and found out that more users preferred the higher
widths (Figure 7.5).
7.4.3 S1: Subjective Effort and Preference
We asked participants to rate their amount of mental effort, overall effort, frustration, and perceived success with each
design. Friedman tests showed significant differences in all questions (all p <.005), with Parallel Lines and Side-by-Side
rated better than the other designs. The mean scores and the Friedman test are shown on Figure 7.6 and Table 7.4. The
width preference question reveals higher user preferences for the maximum (50% of participants) and median (41%)
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Table 7.4: Study 1: NASA-TLX scores
X2 p
Mental Effort 35.4 3.9 e-7
Perceived Success 87.8 2.2 e-16
Hard Work Required 16.6 .002
Annoyance / Frustration 20.8 .0003









Increased contour widths for interpretation tasks led to improved completion time in three of the designs, and improved
accuracy for one design, partially supporting hypothesis h1. We did not find any significant effect of width for Thickness-
Shade, which partially supports our hypothesis h2 that suggested the effects of width would be more obvious for some
designs. Our results for the background task (effect of width on accuracy, but not on completion time) partially support
hypothesis h3. Overall, the fact that there was only a minor effect of reduced width on interpretability (particularly for
accuracy) means that width can often be safely reduced in scenarios where the visibility of the background is critical.
7.6 S1: Summary
We chose 1 width alternative for each design based on the data analysis, which is shown in Table 7.5 This width have
been used later in Study 2 for all 3 contour interval variations- 4, 6 and 8. In the following section, we explore the
influence of contour intervals, which is another important element of a contour plot.
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(a) Task 1: Value identification (b) Task 2: Looking for a trend (across contour lines)
(c) Task 3: Looking for a trend (along a contour line) (d) Task 4: Comparing among trends and counting
one
(e) Task 5: Counting background landmarks
Figure 7.1: Illustration for interpretation (task 1-4) and background (task 5) tasks
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Figure 7.2: Study Procedure
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(a) Width VS accuracy (tasks 1-4)
(b) Width VS completion time (tasks 1-4)
Figure 7.3: Study 1: width VS accuracy and completion time
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(a) Accuracy (b) Completion Time
Figure 7.4: Study 1: background task
Figure 7.5: Study 1: width preference survey Figure 7.6: Study 1: NASA-TLX scores
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CHAPTER 8
STUDY 2 (CONTOUR INTERVALS)
A higher number of contour intervals increases both the number of visual elements in the design and the degree
of background occlusion. Increasing the number of contours, however, also provides more data points for the other
variables visualized on the contour, and so may increase the interpretability of these variables. Our study explores this
trade-off using a study design similar to that used above.
8.1 S2: Participants, Data, and Tasks
We ran the study on Amazon Mechanical Turk with the same eligibility criteria as in Study 1. The procedure was
kept the same too. We recorded 68 complete responses (40 male, 26 female, 1 non-binary, 1 preferred not to answer),
aged 21-60 (median age range 21-29). None of the participants took part in Study 1. Out of final 46 participants, 36
self-reported familiarity with data visualization interfaces.
The study used the 5 designs described above, each with 3 contour interval alternatives (4, 6, or 8 contours).
Participants completed 69 tasks: the same 4 interpretation tasks from Study 1 for each combination of design and contour
interval, as well as the background icon-counting task ([5 designs X 4 tasks X 3 intervals = 60] + [3 backgrounds X 3
intervals = 9]).
For analysing the interpretation tasks, the study used a within-participants design with three factors: Design (the five
designs described above), Task (the four interpretation tasks from Study 1), and Number of Intervals (4, 6, or 8). The
main dependent measures were accuracy and completion time; we also collected subjective effort and preference scores.
8.2 S2: Hypotheses
We had 2 hypotheses for this study, as mentioned in Table 8.1.
8.3 S2: Procedure
Similar to Study 1, participants went through the eligibility tests, design demonstration, and practice tasks. Then they
completed the main study tasks and filled out the TLX-style effort surveys after each design and overall preference
questions at the end of the study. The data and task domains were the same as in Study 1, and designs and tasks were
presented in random order.
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Table 8.1: Study 2 hypotheses
ID Hypothesis
h4
More contour intervals will result in better performance for the tasks that require
analysis across contour lines
h5
For the background task, more contour levels will lead to lower accuracy and higher
completion time due to increased occlusion
Participants were briefed about the visualization alternatives and the basics of contour maps, followed by a set of
practice tasks like Study 1. The main study had 69 tasks, five TLX-style surveys, one for each design, and a final survey.
Each task was a multiple choice question and participants were allowed to take breaks in between every 2 questions.
The study used a repeated measures within participants design. The independent variables we selected were design,
contour interval and task. The dependent variables were accuracy, completion time, and subjective responses.
8.4 S2: Results
After filtering the participants based on response consistency and accuracy threshold of ≥ 30%, we had 46 participants
(28 male, 1 non-binary, 17 female) with median age range of 31-39. The average time for completing 69 tasks was 24
minutes, 53 minutes being the maximum.
(a) Contour intervals VS accuracy (b) Contour intervals VS completion time
Figure 8.1: Study 2: contour intervals VS accuracy and completion time
8.4.1 S2: Interpretation tasks
We carried out 5×4×3 RM-ANOVAs (Design × Task × Number of Intervals) for both accuracy and completion time,
with Bonferroni-corrected t-tests as follow-up. There was a significant main effect of Intervals (F2, 90 = 3.69, p <.05) on
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Figure 8.2: Study 2: contour intervals prefer-
ence survey Figure 8.3: Study 2: NASA-TLX scores
accuracy. Post-hoc tests showed that 4 and 6 contour intervals had higher accuracy than 8 intervals (see Figure 8.1).
There was also an interaction between Design and Task (F12, 540 = 2.09, p <.05). As can be seen in Figure 8.4(a), the
Pie design had higher accuracy in Tasks 2 and 3 compared to the other designs. There was no main effect of Design on
accuracy (F4, 180 = 1.58, p =.18). For completion time, there were no main effects of Design (F2, 90 = 1.1, p =.36) or
Intervals (F2, 90 = 0.33, p =.72) (Figure 8.4(b)), but there was an interaction between Intervals and Task (F6, 270 = 3.21,
p <.05).
8.4.2 S2: Background Task
We found no main effects of the number of contour intervals on either completion time (F2, 86 = 0.65, p =.52) or
accuracy (F2, 86 = 3.05, p =.05) for the icon-counting task.
Table 8.2: Study 2: NASA-TLX scores
X2 p
Mental Effort 8.36 .08
Perceived Success .8 .94
Hard Work Required 16.58 .002
Annoyance / Frustration 1.12 .891
8.4.3 S2: Subjective Effort and Preferences
Participants rated mental effort, overall effort, frustration, and perceived success with each design. Responses were
similar across all designs, and Friedman tests showed a significant difference only for overall effort (p <.05), with the
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Pie design seen as requiring more effort than the others. The mean scores and the Friedman test are shown on Figure
8.3 and Table 8.2. We also asked participants about the number of intervals they preferred, which reveals that users
preferred 4 (36%) and 6 (39%) intervals to 8 (Figure 8.2).
8.5 S2: Discussion
Overall, 4 and 6 intervals performed better than 8. One main reason for this result is that fewer contour intervals result
in less visual clutter. Although there were significant effect of contour levels on accuracy only for Task 3, there was
significant effect between contour intervals and task for completion time, which partially supports h4.
We observed that higher contour levels slightly reduced mean accuracy for Tasks 1 and 3, where users may have
found it difficult to follow along a line where there were other parallel lines in close proximity.
The interactions show that task performance is dependent on design, contour intervals, and task combinations. The
significant interaction (for completion time) between contour levels and tasks suggests that the association between
contour level and designs depends on tasks. Similarly, for accuracy, the association between design and contour level
depends on tasks.
In the next study, we focus on how performance varies by design in both synthetic and real world datasets. We used




Figure 8.4: Study 2: task accuracy for the five designs
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CHAPTER 9
STUDY 3 (DESIGN COMPARISON)
After choosing the contour intervals and line widths for each design from the previous studies, the final study aimed
to create a task specific design recommendation table to help users get the appropriate data visualization for a specific
task domain.
For this study, we used both synthetic and real-life data. Unlike like synthetic, the real-life data pattern can vary
arbitrarily over a map, which has the potential to reveal more insights to the way users detect and interpret such data.
9.1 S3: Participants, Data, and Tasks
We again ran the study on Amazon Mechanical Turk with the same eligibility criteria as in Study 1. We recorded 78
complete responses (41 male, 33 female, 2 non-binary, 1 preferred not to answer), median age range 30-39. None of
these participants took part in Study 1 or 2.
We used two datasets for this study (one synthetic and one from a real-life scenario). Participants completed 6
different tasks for each design and dataset combination, which resulted in 60 tasks ([5 designs X 6 tasks X 2 datasets
= 60]). Of the 6 tasks, 4 were similar to studies 1 and 2. We added 2 additional tasks (Table 9.1 and Figure 9.1) to
examine whether users are able to interpret the extent of value changes of a single attribute (Task 5), and to estimate the
difference between two attributes (Task 6). As all the first 4 tasks dealt with 3 variables, we also wanted to validate the
designs’ performance for tasks consisting of 1 or 2 variables.
Similar to Study 1, participants went through the eligibility tests, design demonstrations, and practice tasks. Then
they completed the main study, the effort survey, and preference questions (in this study, participants stated their
preference for one of the designs for each task, as well as overall).
9.2 S3: Procedure
The study used a within-participants design with three factors: Design (the five designs described above), Task (the
six interpretation tasks), and Dataset (Synthetic or real-life). The main dependent variables were accuracy, completion
time, and we also collected subjective effort and preference scores. Designs and tasks were presented in random order
(sampling without replacement). he study flow was similar to Study 1 and 2 except that there was no background task
and the participants were asked to rate designs in two ways- overall and task wise, at the end of the study.
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Table 9.1: Tasks with domains for Study 3
ID Task Domain
1
Please select the contour part that best represents the




Please consider the contour parts intersected by the given
lines. Select the directed line that best represents the
following trend: B increasing, C and D decreasing
Search for a trend across
contour lines
3
Please select the contour part, considering clockwise
direction, that best represents the following trend: B and
C decrease, and D increases
Search for a trend along a
contour line
4
Please count the number of marked lines that shows the




Select the marked contour region that has the maximum
change in (a given attribute)
Estimate value changes
along a contour line
6
Select the marked contour region that has the minimum
difference between (a given pair of attributes)
Estimate value difference
along a contour line
9.3 S3: Results
After filtering based on response consistency and an accuracy threshold of ≥ 30%, we had 54 participants (30 male,
22 female, 2 preferred not to answer) with a median age range of 31-39; 45 participants reported familiarity with data
visualization interfaces. The average time for completing 60 tasks was 30 minutes, 62 minutes being the maximum.
We carried out 5×6×2 RM-ANOVAs (Design × Task × Dataset) for both accuracy and completion time, with
Bonferroni-corrected t-tests as follow-up. There was a significant main effect of Design (F4, 212 = 19.2, p <.001) on
accuracy.
Post-hoc t-tests showed that Parallel Lines, Pie, and Side-by-Side were significantly more accurate than Color
Blending and Thickness-Shade (Figure 9.2). There was also a main effect of Dataset (F1, 53 = 13.8, p <.001): participants
were more accurate with the real-life dataset (66%) than with the synthetic dataset (59%).
There were also significant interactions between Design and other factors. First, there was a Design × Dataset
interaction (F4, 212 = 10.7, p <.001). As shown in Figure 9.3, the Color Blending design had substantially lower accuracy
for the synthetic data compared to the other designs, and only Parallel Lines was equally accurate with both datasets.
Second, there was a Design × Task interaction (F20, 1060 = 5.01, p <.001). Figure 9.3 shows substantial differences in
the tasks depending on the design: for example, the accuracy of the Color Blending design was substantially lower in
Tasks 1 and 6, and the accuracy of Thickness-Shade was lower for Task 6.
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(a) Task 5: Interpret the extent of value change (1 variable) (b) Task 6: Interpret value difference (2 variables)
Figure 9.1: Study 3: Two additional tasks
For completion time, there were no main effects of Design (F4, 212 = 1.39, p =.24), but there were again interactions
between Design and Dataset (F4, 212 = 2.91, p <.005) and between Design and Task (F20, 1060 = 2.17, p <.001).
9.3.1 S3: Subjective Effort and Preferences
We again asked participants to rate mental effort, overall effort, frustration, and perceived success with each design.
Friedman tests showed significant differences for all questions (p <.05), with Parallel Lines and Side-by-Side scoring
better than the other designs.
They also answered NASA-TLX score questionnaire after completing all tasks of each design. The mean scores
and the Friedman test are shown on Figure 9.5 and Table 9.3 where Friedman test on each of the measures revealed
significance.
We also asked users to rate the designs on a 0-4 scale (0: ‘not preferred’ to 4: ‘highly preferred’). Participants rated
the designs for each task as well as their overall preference. Mean participant scores are presented in Table 9.2 and
Figure 9.4 (higher values are better). The table highlights the top scores for each task and the top two designs for overall
preference (Parallel Lines and Side-by-Side were the most-preferred designs).
9.4 Overall Discussion
The main finding of the third study is that all of the designs were successful for at least some of the tasks, and that the
designs were similar in their performance – with the exception of Color Blending, which showed reduced accuracy
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(a) Accuracy (b) Completion Time
Figure 9.2: Study 3: overall performance of the different designs
Table 9.2: Study 3: design preference survey
Average Preference Scores
Design Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Overall
Parallel Lines 2.28 2.5 2.48 2.37 2.57 2.74 2.85
Color Blending 1.85 1.83 1.87 1.57 1.76 1.93 1.93
Pie
1.78 1.87 2.24 1.72 2.06 2.02 2.15
Thickness-Shade 2.04 2.09 2.09 1.87 2.23 2.03 2.17
Side-by-Side 2.69 2.74 2.85 2.37 2.69 2.59 2.93
compared to the other designs for Tasks 1 and 6. The study also clearly showed that integrating multiple variables into a
single contour line results in visualizations that users can interpret successfully – as successfully as separate individual
presentations (Side-by-Side). This is an important result for situations where designers need to provide a single larger
view rather than divide the available space into pieces, as is needed for a side-by-side presentation.
Overall, two designs–Parallel Lines and Side-by-Side–performed best and had high preference scores. Both designs
have separate encoding space for all the variables; in addition, the encoding for different attributes was similar, and they
are intuitive to read without any close inspection of the legend. Side-by-Side had high preference scores for all tasks
except Task 6: in this task, a higher mean preference for Parallel Lines is likely due to its symmetric encoding for all
the attributes, which makes the value difference easier to estimate, whereas for Side-by-Side users need to compute the
difference inspecting two separate views.
Interestingly, however, both the Parallel Lines and Side-by-Side designs have space constraints (Parallel Lines in
terms of contour width, and Side-by-Side in terms of display space). For scenarios where a single view is required and
the visibility of the background is important, neither of these designs may be feasible. In these cases, the Pie design
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Figure 9.3: Task performances in Study 3, for (top) different designs, and (bottom) different datasets
appears to be a reasonable compromise because it had good accuracy and takes less space.
The Color Blending and Thickness-Shade designs both had poor performance on at least one task. This could be due
to participants’ unfamiliarity with the encoding, but the visual variables used in these designs may be more difficult
to interpret overall. In addition, the encoding in these two designs was not symmetric compared to the other designs.
Problems in Task 1 (for Color Blending) may have resulted from the need to estimate attribute value combinations,
where the interpretation of the designs likely demanded a close inspection of the legend. In addition to the possibility of
misinterpretation, this may have led to increased cognitive load or reduced effort for tasks using these designs. The
same reasoning holds for the poor performance of Thickness-Shade for Task 6, where estimating the value difference
between a pair of attributes encoded in different features such as thickness and color shade requires a careful reading of
the legend.
Our results showed better performance with the real-life data than with the synthetic dataset (Figure 9.3), which may
be due to differences in the underlying data distributions. The synthetic dataset consisted of almost all possible trend
combinations for various attributes, so the corresponding visualizations consisted of highly varied feature combinations;
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Table 9.3: Study 3: NASA-TLX scores
X2 p
Mental Effort 16.79 .002
Perceived Success 21.82 .0002
Hard Work Required 16.58 .002
Annoyance / Frustration 18.12 .001
in contrast, the visualizations generated from real-life data had fewer variations. It is likely that visualizations with
real-life datasets are visually simpler, leading to improved accuracy and task completion time. These differences partially
explain the significant interactions among design, dataset, and task combinations in accuracy, and interaction between
design and dataset in completion time.
9.4.1 Task-wise Analysis
Table 9.4: Task-wise analysis table: Completion Time
Completion Time (seconds)
Design Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
Parallel Lines 25.8 25 29.6 37.4 22.1 21.8
Color Blending 38 31.9 23.4 38.8 25.7 26.8
Pie 27.6 27.8 31.9 29.6 35.8 26
Thickness-Shade 42.2 34.8 27.6 44.3 20.9 31.9
Side-by-Side 33.8 27 42.4 36.5 19.8 23.6
Table 9.4 and 9.5 shows task-wise breakdown of the mean completion time and accuracy of all 6 tasks.
Task 1 involves comparing the values of all 3 variables. Among the 5 design alternatives, Parallel Lines, Pie and
Side-by-Side have same encoding for B, C and D. An assumption is- designs with the same encoding for all 3 variables
should have lower completion time with higher accuracy. The data analysis also reveals something similar to the
assumption- Parallel Lines is faster than all designs except Pie and Pie is faster than Thickness-Shade. In accuracy, the
reason behind all 4 designs’ performing better than Color Blending can be that it is tough to identify the values of B and
C from color when they are almost the same (along the diagonal of the design’s B and C legend). Again, when D is low,
the contour line width becomes the minimum, making it difficult to see the color and identify the B and C values.
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Table 9.5: Task-wise analysis table: Accuracy
Accuracy (%)
Design Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
Parallel Lines 77.8 76.9 72.2 48.2 68.6 69.4
Color Blending 33.3 63 69.4 48.2 56.5 38.9
Pie 72.2 80.6 77.8 45.4 63.9 58.3
Thickness-Shade 64.8 65.8 67.6 40.8 72.2 40.7
Side-by-Side 76.9 80.6 70.3 41.7 65.7 72.2
Task 2 is a trend identification task of 3 variables that involves multiple contour lines along a directed line. Pie and
Side-by-Side got more accuracy than Color Blending and Thickness-Shade as they (Pie and Side-by-Side) had B, C and
D encoded in 3 separate positions unlike Color Blending and Thickness-Shade where B and C are encoded in the same
space. The same thing resulted Parallel Lines to be faster than Thickness-Shade.
Task 3 is another 3 variable trend identification task having only 1 contour involved where the user had to look
at a specific contour part clockwise. This 3 variable task was completed significantly faster in Color Blending than
Side-by-Side. One reason might be that an user needs to look at 3 different views in Side-by-Side where all the other 4
designs have 1 view only.
Task 4 might be the toughest task of all, where user had to find a specific trend involving 3 variables from 4 given
choices and then count them. Our assumption is, because of the difficulty of the task, no significance was found.
Task 5 was easier than others, where user had to compare the four marked contour parts to find the contour part
having the maximum/minimum difference of 1 variable, going from its’ one marked end to another, in clockwise
direction. Though RM ANOVA revealed significance in accuracy, Bonferroni-corrected post-hoc t-tests revealed none.
The table 9.5 shows that Thickness-Shade had the higher accuracy than others. This might have happened because
Thickness-Shade have all 3 encoding in different forms- B as width, C as shade and D as another line adjacent to B and
C. So. it is easy to focus on 1 variable without getting distracted by another with the same encoding. In completion time,
Pie seems to take the highest time (table 9.4), which might be due to the encoding type of pie where a certain value
increase and decrease requires more attention as all 3 variables are encoded similarly and are close to each other.
The last task, Task 6 was to identify the contour part having the maximum/minimum difference between 2 variables.
In measuring difference, the designs who have the 2 variables (the variables that are mentioned in the task) having
similar encoding (i.e. both are encoded using line width or color) are assumed to perform well. Likewise, Parallel Lines
and Side-by-Side significantly had more accuracy than Color Blending and Thickness-Shade. Moreover, Parallel Lines
was significantly faster than Thickness-Shade.
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9.5 Design Recommendations
Based on the study results, we formulated a table of design recommendations (Table 9.6) that summarizes the preferred
design choices for various tasks over three environments – general use, time-sensitive interpretation, and high accuracy
requirements. The table shows some strengths for particular designs that are different from the overall discussion
above: for example, if the task requires quick estimation for trends along a contour line, then Color Blending and
Thickness-Shade may be the best design options. Any comparison with ‘[*]’ means that it is statistically significant.
Table 9.6: Design recommendation table
Environment




Parallel Lines (mean-23.8 sec; 47%,
64%[*], and 31% faster than Color
Blending, Thickness-Shade [*], and
Side-by-Side resp.), Pie (mean-27.6 sec;
38%, 53%[*], and 22% faster than Color
Blending, Thickness-Shade [*], and
Side-by-Side resp.)
All except Color Blending (mean-33.3%;
57%[*], 54%[*], 49%[*] and 57%[*] less
accurate than Parallel Lines [*], Pie








Parallel Lines (mean-24.9 sec; 28%, and
40%[*] faster than Color Blending and
Thickness-Shade [*] resp.),Pie (mean-27.8
sec; 15%, and 25% faster than Color
Blending and Thickness-Shade resp.),
Side-by-Side (mean-24.9 sec; 18%, and
28% faster than Color Blending, and
Thickness-Shade resp.)
Parallel Lines (mean-76.9%; 22% and 17%
more accurate than Color Blending and
Thickness-Shade resp.), Pie(mean-80.6%;
28%[*] and 23%[*] more accurate than
Color Blending [*] and Thickness-Shade [*]
resp.), Side-by-Side(mean-80.6%; 28%[*]
and 23%[*] more accurate than Color







Color Blending (mean-23.4 sec; 26%, 36%,
and 81%[*] faster than Parallel Lines, Pie
and Side-by-Side [*] resp.),
Thickness-Shade (mean-27.6 sec; 7%,
13%, and 35% faster than Parallel Lines,






All except Pie (mean-35.8 sec; 62%, 39%,
71% and 84% slower than Parallel Lines,







Parallel Lines (mean-21.8 sec; 23%, 19%
and 46%[*] faster than Color Blending, Pie
and Thickness-Shade [*] resp.),
Side-by-Side (mean-23.6 sec; 12%, 10%
and 35% faster than Color Blending, Pie
and Thickness-Shade resp.)
Parallel Lines(mean-69.4%; 78%[*], 19%
and 71%[*] more accurate than Color
Blending [*], Pie and Thickness-Shade [*]
resp.), Side-by-Side (mean-72.2% ; 86%[*],
24% and 77%[*] more accurate than Color








Figure 9.4: Study 3: design preference survey
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10.1 Display Size and Study Type
The three crowdsourced studies in this thesis were run on AMT, which is a well-known platform for running user
studies and getting insightful data, which is similar in quality to lab-based study [5, 12, 51]. But, at the same time, the
participants completed their tasks on computers having a maximum resolution of 1920 × 1080 and a minimum of 943
× 530, while bigger display sizes have been found performing better in some task completion scenarios [4, 56, 104, 105].
Moreover, there can be other environmental factors influencing user performance, such as the absence of investigators,
environmental distractions. So, there remains a chance of getting distracted in online studies [16].
In order to check the effect of study type (lab and online) and display size on accuracy and completion time, we ran
Study 1 in a lab setting with a large display.
10.2 Study 1 Lab Version
The Study 1 was run both online and at the lab. The display sizes of the users’ computers also varied. The lab study was
run on a Viewsonic ViewBoard 64” 4K Interactive Panel with a resolution of 3840 × 2160.
The lab study was run on 12 participants (6 male, 6 female), aged 21-29 (mean age 24.8). The study used a repeated-
measures within-participants design. The independent variable i.e. factor was width and the dependent variables were
completion time and accuracy. The designs maintained a Latin square order across the participants. After thresholding,
Table 10.1: Lab VS online study hypotheses
ID Hypothesis
h6
Bigger screen size will result in better performance than the small screen as the
visualization is easier to perceive on bigger screen
h7
Online study will lead to lower accuracy and higher completion time due to the
increased probability of getting distracted during the study and lack of control of the
investigator
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(a) Accuracy comparison: dashed (solid) lines denote lab (online) study
(b) Completion time comparison
Figure 10.1: Design-wise comparison between lab and online study
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the accuracy at 30%, 9 out of 12 participants’ data were considered for analysis, while in the online study, we got 44
participants (20 male, 24 female) with a median age range of 31-39.
We had 2 hypotheses for this comparison, as mentioned in Table 10.1.
10.3 Effect of Display Size on Visualization
The mean completion time for the lab study was 37.3 seconds where it took 32.8 seconds for the online study. The
accuracy means were 40.3% and 50.4% for the lab study and online study respectively.
The design-wise comparison in Figure 10.1 shows that the accuracy for both display sizes is close to each other, the
online study being slightly higher in all widths except for width 10 of Thickness-Shade. For completion time, the lab
study has higher or equal accuracy except the two widths of Parallel Lines. The results show that no major difference
was found between large and small display sizes, which does not support the hypothesis h6. This implies that the tasks
can be completed reasonably well on any display size.
10.4 Lab Study VS Online Study
The 12 participants of the lab study were students from the computer science department who had prior knowledge about
visualization. For the online study, the expertise of the participants was completely unknown beforehand and it was
possible to run the study on multiple participants concurrently, leading us to gather more participants than the lab study.
After a 30% accuracy filtering, out of 126 responses of the online study, 44 were taken into consideration where it
was 9 out of 12 for the lab study. The accuracy filtering filtered out 65% of the data from online responses while it is
25% for the lab study. However, the comparison of filtered responses showed no significant difference between lab and
online study. But the fact that online study produced more removable data, partially supports hypothesis h7.
The reason might be- the online study was not interactive, and the participants did not feel that much connected
and obliged to complete the tasks seriously which is thought to be felt more in the lab study. Moreover, the lab studies
were maintained in a calm environment with minimal distraction, like- the participants were requested to keep their
cellphones switched off and there was no other person in that room except the investigator. On the other hand, having no
such control over the participants’ environment might have lead to more inaccurate responses.
10.5 Limitations and Future Work
Our experience with the designs indicates some limitations in the research that provide opportunities for additional
study.
First, since we encode the variables at the pixel level, our current implementation does not scale well with large
maps. For example, visualizing the temperature trend of 50 × 50 dataset (a matrix data having 50 points in the row
and 50 in the column, each row and column combination making a specific coordinate, i.e. latitude and longitude of
the actual geospatial data) onto a 800 × 800 SVG of Figure 5.4 takes roughly 2.2-2.6 seconds (table 10.2) for an Intel
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core i5-8250U 1.60 GHz quad-core CPU with 8 GB RAM where a 200 × 200 dataset takes 30.2-33 seconds. This
time would increase accordingly with the dataset size and SVG dimension, but the most important factor is the number
of points that are getting processed for visualization (points found after slicing the contour line segments into smaller
pieces and visualizing B, C, and D accordingly). For example, a 160 × 160 dataset has more points than 200 × 200
data, which might be due to the underlying data distribution and a number of contour intervals. However, as the points
are independent of one another, rendering techniques using GPU acceleration can be used to overcome such an obstacle.
Table 10.2: Completion Time Chart
SVG Dimension Dataset No. of points processed Time (sec)
400 × 400 50 × 50 6138 1.3 - 1.8
400 × 400 120 × 120 14242 13.5 - 15.2
400 × 400 160 × 160 36352 31.7 - 33
400 × 400 200 × 200 21792 21.2 - 22.5
800 × 800 50 × 50 11609 2.2 - 2.6
800 × 800 120 × 120 23811 19.5 - 22.9
800 × 800 160 × 160 59471 47.4 - 53.2
800 × 800 200 × 200 32738 30.2 - 33
Second, as the number of contour intervals grows, the contours lines may sometimes overlap. Therefore, finding an
adaptive choice of the number of contour thresholds can be a valuable avenue of future research.
Third, using existing contours as the basis for additional variables is limited by the density of these contours. Further
work is needed on how to represent variables in areas with few contours: for example, adaptive choice of contour
intervals could be used to achieve an optimum contour density across the map, or glyph-based techniques could be used
to show important changes that occur between contours where the density is less.
Fourth, since we used colors in many of our designs, the interpretability of the designs could depend on the
background map color and texture. Therefore, real-world deployments of our technique will benefit from methods that
tune color choices to the background map, or by implementing controls so that users can choose the opacity of the
background map.
Fifth, the notion of reducing visual clutter and map overlap with our designs were not quantified through any
dedicated study. Therefore, a study comparing the designs with the contemporary visualization approaches can be done
in the future, to reveal quantitative data.
In addition, we shifted to an online study due to the COVID-19 situation after the lab study version of Study 1.
While the crowdsourced surveys have been found to be useful in gaining insights about our designs, additional controlled
studies in the lab as well as focus groups with meteorological experts could provide more information. For example, the
use of eye-tracking for our approach would give more detail on how users interact visually with the different designs.
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Given the complex interaction among various factors that we observed, in-depth observation of the use of the designs
in realistic tasks could help better understand some of the effects and interactions.
We plan to apply our designs to different real-world datasets and explore different contour-based tasks and scenarios
that can be used in real geospatial settings.
Finally, an interactive system can be built, which will provide users with control over the encoding parameters
(such as minimum/maximum thickness, color hues and shades, number of contour thresholds, pie radius, color blending
schemes) and will also suggest a set of optimum visualization choices based the environment criteria set by the user.
While we restricted participation from North America to control variability that might appear from diverse cultural
backgrounds, a future study with diverse participant demographics can help analyzing the generalizability of our results.
Way of data interpretation, design preference, task completion strategy and user performance might vary for participants




Contour plots are widely used, but standard techniques for adding multivariate visualizations onto these plots can
clutter the display. To address this problem, we explored how contour lines on a geospatial map can be stylized to
encode other attributes in the data. Such a multivariate representation can reduce visual clutter by leveraging the existing
contour line space. We designed five types of visual encoding and examined how various contour parameters such as
width and contour levels influence task performances. Our crowdsourced study results showed that participants were
able to perform a variety of multivariate data analysis tasks with reasonable accuracy, which reveals the potential of our
approach.
Study 1 was run to check the effect of contour width on the designs’ interpretability and task completion performance.
The study was run on 63 participants, each of them completed 57 tasks on various width alternatives. The result revealed
that higher width leads to improved completion time in some designs. And also, slightly reduced width is viable for
scenarios where the visibility of the background is critical for the accuracy of the task.
Study 2 was aimed to get the idea of how the number of contour lines can affect the performance. Each of the 68
participants completed 60 tasks along with background icon counting tasks. The results revealed that a lower number of
contour lines reduces visual clutter, thus improves task performance.
Finally, we ran Study 3 to get some environment and task domain-specific design recommendations and also check
the generalizability of the results from synthetic to real-world dataset. In Study 3, we used both synthetic and real-life
datasets unlike Study 1 and 2, where we used only synthetic data. Each of the 78 participants completed 60 tasks. In
Study 1 and 2, there were 4 unique task types where Study 3 had 6 task types. The results supported the generalizability
of the datasets. Each design came out as recommended in at least one scenario in the design recommendation table. Out
of the 5 designs, Parallel Lines and Side-by-Side performed the best and were preferred the most by the users in the
design preference survey.
The lab vs online study comparison results partially supported one of the two hypotheses, but an increased number
of participants for the lab study with a bigger display has the potential to help gain more insights. And there are several
future works to address the limitations of the work. One important future work would be adding meteorological experts
to the design study to reveal more task-domain-specific pros and cons of each design and make an interactive system
that will suggest a user a set of optimum designs to work with, under a given environment. The main objective of the
thesis was to explore the idea of leveraging contour lines for visualization. Reducing visual clutter and background map
overlap were some natural aesthetics associated with it. In Study 1 and 2, we explored the effect of line width and a
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number of intervals on background map related tasks (icon counting task) that gives us some insights about map overlap
and clutter effects. We only examined the visual clutter in the light of an icon counting task. However, quantitative
measures such as total visible area and various contour density measures could reveal more insights into the clutter
problem. Another dedicated study on them has the potential to reveal more information in the future.
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