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ABSTRACT  
Analyzing historical data of industrial Cleaning-in-place (CIP) operations is essential to avoid 
potential operation failures, but is usually not done. This paper presents a three-level approach of 
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analysis based on the CIP case of a brewery fermenter to describe how to analyze the historical 
data in steps for detecting anomalies. In the first level, the system is assessed before cleaning to 
ensure that the selected recipe and system are able to accomplish the task. In the second level, a 
multiway principal component analysis (MPCA) algorithm is applied to monitor the process 
variables on-line or post cleaning, with the purpose of locally detecting the anomalies and 
explaining the potential causes of the anomalous event. The third level analysis is performed 
after cleaning to evaluate the cleaning results. The implementation of the analysis approach has 
significant potential to automatically detect deviations and anomalies in future CIP cycles and to 
optimize the cleaning process. 
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1. Introduction 
Cleaning-in-Place (CIP) is commonly used in the food processing industries. The concept of 
CIP is to clean the components of a plant without dismantling or opening the equipment and with 
little or no manual involvement of the operator 1,2. CIP operations can generally be considered as 
batch processes with a predefined time schedule. The cleaning program is usually automatically 
controlled and accomplished according to a standard operating procedure (SOP). A cleaning 
validation guideline was released by the European Hygienic Engineering & Design Group 
(EHEDG) in 2016, which suggests the minimum records when establishing SOPs for CIP: (1) 
cleaning frequency and non-production times; (2) water quality; (3) cleaning and disinfecting 
agents; (4) cleaning process parameters (the equipment used, the concentration of chemicals, as 
well as the cleaning time, temperature, pressure and flow rate) and their recordings; (5) 
responsibilities and qualifications of the persons involved; and (6) monitoring of the cleaning 
process including calibration of the sensors 3. Therefore, the documentation and interpretation of 
data play a critical role in the implementation of SOPs for CIP.  
Modern CIP systems are normally equipped with a supervisory control and data acquisition 
(SCADA) or similar system. The monitoring variables typically include time, flow rate, 
temperature, conductivity, etc., with the purpose to ensure that the critical control points (CCPs) 
are obtained 4. Even though the industrial processing plants have adopted automated control and 
most of the repeated CIPs can be performed in a similar profile, the risk of equipment failure or 
operation fault can still happen due to the complex process layout and a multitude of pumps and 
valves. Failure of CIP or faults in CIP procedures are costly, and potentially catastrophic to 
public health and operational safety 5,6. The companies usually have their own trouble-shooting 
guidelines in the event of a problem. For example, if the detergent strength is below the 
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requirement, the operator tends to stop the ongoing cleaning, take actions and restart the cleaning 
program after solving the problem. Sometimes, the problem is not detected until the whole 
cleaning procedure has been finished, meaning the CIP cycle needs to be repeated in order to 
gain complete confidence in the results. In general, anomalous indicators appear prior to the 
occurrence of failure or faults. The early detection of anomalies would allow to reduce the 
cleaning downtime, water use and energy consumption. 
Cleaning generates considerable historical records of data. One potential application of the 
data is to establish forecasting models to identify the likely future CIP performance by 
comparing the current observations with the previously stored experiences 7. Another application 
is to evaluate and optimize the system by examining the current parameters or process. For 
example, an expert could provide comments for improving cleaning efficiency or reducing 
cleaning costs by checking if the cleaning duration or flow rate is insufficient or over demand. 
However, this kind of analysis is generally performed manually by external experts, and not very 
frequently (e.g. once per year). Industry users expect a more efficient and automatic approach to 
evaluate a cleaning operation and detect the abnormal event right after cleaning or even 
immediately when it occurs.  
The current application of analyzing historical cleaning data is still experience-based, which 
will remain in the near future. This study aims to provide an example showing a possible 
approach to use the existing historical data to learn for future operations. The aforementioned 
method to analyze the monitoring data has the objective to focus on only one parameter at a time, 
which is called a univariate statistical approach 8. For complex processes, the method results in 
large datasets containing many interacting variables. Therefore multivariate methods become of 
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growing interest, which allows monitoring and analyzing multiple variables simultaneously 9. 
Both methods will be introduced and developed in the proposed study with different purposes. 
This study introduces a three-level approach to analyze CIP monitoring data based on a case 
study from the brewery industry. The objective of the analysis is to provide a benchmark to 
evaluate the performance of the CIP system in the cleaning of a brewery fermenter, and detect 
and diagnose anomalies based on historical measurements and monitoring data.  
2. Description of an industrial CIP case in a brewery  
The presented research was performed based on a case study on fermenter cleaning at a 
brewery (Carlsberg, Fredericia, Denmark). The fermenter, mainly soiled by yeast, was cleaned 
by a rotary jet head device (Alfa Laval Denmark). There were 27 CIP operations executed for the 
same fermenter over a period of two years, allowing an analysis of this dataset.  
The CIP procedure is described in Table 1. The collected data can be classified into two 
groups: quantitative and qualitative data. Quantitative data are measured on a numeric or 
quantitative scale. Qualitative data refer to categorical or discrete variables 10. 
Table 1. CIP procedure of the analyzed brewery fermenter (reproduced with permission of 
Carlsberg, Fredericia, Denmark) 
No. Steps 
Approx. time 
(Unit: minute) 
1 
Alkaline without 
circulation 
20 
2 Alkaline circulation 35 
3 Intermediate rinse 6 
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4 Acid circulation 20 
5 Intermediate rinse 9 
6 
Disinfectant 
circulation 
30 
7 Final rinse 17 
Total  
137 minutes (plus draining and 
pausing) 
 
The cleaning process is monitored by a CIP diagnosis system. The available data are shown in 
Table 2. The challenges in dealing with the data include: 
• The feed pump stops and restarts, or the flow rate varies during the steps. Such a 
dynamic flow pattern helps to accumulate liquid for cleaning the bottom pipe elements. 
Moreover, the generated burst effect when increasing the pump flow rate improves the 
cleaning performance and saves cleaning chemicals by allowing a holding time that is 
used to penetrate the soil and react 11. However, fluctuations of flow rates appear when 
the pump status is changed.  
• The overall cleaning time is documented. However, the step time and interval need to 
be assessed manually. It is required to recognize the step time based on both valve and 
pump status. The step is considered as “start” when both the valve and pump are “on”. 
Meanwhile, the step is considered as “stop” when either the valve or pump is “off”. 
• Even though the same recipe is used, the real step times are different on a minute scale 
from batch to batch. Such a non-uniform behavior can be caused by many situations, 
like the delay to reach the CCP, liquid filling in the transfer lines, pump failure, etc. 
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• There exist both quantitative and qualitative variables. All of the data are exported as 
discrete datasets. For the quantitative data, different variables are recorded with their 
own time series. The size of the database, time indices and intervals are different 
between each other. 
• The cleaning is based on time. There is no measurement related to the cleaning quality. 
Therefore, the cleaning time is normally set over demand, assuming that the most 
difficult part of the system to cleaning can also be cleaned. This is a common problem 
for most of the industrial CIP operations. 
• Not all modifications in the past two years are recorded. Some data related to the 
process performance are unknown, e.g. the tank liquid volume and the pump power. 
Table 2. The monitoring process data by the CIP diagnosis system (reproduced with permission 
of Carlsberg, Fredericia, Denmark) 
Type of data Names Units 
Record 
frequency 
Notes 
Quantitative 
Feed flow rate m3/h 
ca. every 
second 
 
Return flow rate m3/h 
ca. every 
second 
 
Conductivity in feed 
flow 
mS/cm 
ca. every 
second 
 
Conductivity in return 
flow 
mS/cm 
ca. every 
second 
 
Pump outlet pressure bar 
ca. every 
second 
 
Qualitative Date and time Dimensionless 
Once per 
cleaning 
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Recipe number Dimensionless 
Once per 
cleaning 
 
Pump status Dimensionless 
Once per 
change 
Binary data (On 
and off) 
Valve status Dimensionless 
Once per 
change 
Binary data (On 
and off), including 
the chemical 
valves, drain valve 
and circulation 
valve 
 
3. Three-level approach for anomaly detection and diagnosis 
The CIP operation can be characterized as a batch process. Each batch also includes several 
steps, which are assumed to be independent of each other. A three-level approach of analysis was 
designed for the data analysis, forming the main highlight of the article.  
The first level, the prior-to-batch analysis, was performed before the cleaning operation. The 
purpose was to ensure that the cleaning requirements could be achieved. The analyzed factors 
included but were not limited to:  
• The interval to the last production or cleaning, to assess the soil age or if the cleaning 
was repeated;  
• The recipe number, to ensure the right program was selected;  
• The off-line measurement of chemical samples (i.e. pH and conductivity), to ensure the 
chemical was active; 
• The accumulated equipment errors, to ensure that the system was effective.  
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In this study, the cleaning was assumed to be performed at the right time, meaning the cleaning 
interval was correct. The procedure selection (recipe number) was confirmed to be correct as 
well. The chemical solutions used for cleaning were measured and checked to be effective 
enough for the cleaning tasks. Therefore, only the performance of the feed pump was analyzed, 
which was one of the most important factors for a successful cleaning.  
The second level, the process monitoring (i.e. flow rate, pressure, conductivity, temperature), 
was to ensure that the cleaning program was under a state of control. Monitoring the process 
variables includes end-of-batch monitoring and real-time on-line monitoring. The end-of-batch 
monitoring was carried out when the whole trajectories were available. The real-time on-line 
monitoring was the ultimate goal of the process monitoring, which provided the process 
information while the deviation took place and served the real-time quality control 12. In both 
monitoring methods, a multivariate analysis approach was applied by simultaneously monitoring 
the pressure, flow rate and conductivity measurements. It was optional to enable the recording of 
more parameters into the model if the data were available, e.g. temperature.  
The third level, the end-of-batch performance evaluation, was made after the cleaning 
operation. A standard procedure was defined based on good batches (defined later), in terms of 
the cleaning step time, water and chemical consumption, pump and valve status, etc. The purpose 
of this level was to find if the cleaning operation was performed consistently. After cleaning, the 
operator could compare the cleaning time or consumption with the reference and evaluate if the 
cleaning was finished normally or abnormally. 
The three-level approach only indicates the existence of anomalous situations and the potential 
causes. In the current stage, the operators should be trained to identify the root cause of an 
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anomaly and solve the problem. Ideally, the anomalies can be automatically detected and solved 
through the integration of the proposed approach with the available control systems, which, 
however, is not a topic of this study. 
4. Methods 
4.1 Feed pump analysis 
The feed pump output was dynamically adjusted during the cleaning period. There are short 
periods when the flow rate was kept stable at the required level, though. Therefore, we captured 
the working flow rate when the pump was operated at a static pressure and the startup transition 
time to reach the steady state. Both characteristics form indicators of the pump performance. The 
two-year results were divided into four groups with data collected during each half year as a 
group. The average flow rate and transition time in each group were calculated and plotted 
together for analysis. 
4.2 Multivariate Monitoring Analysis 
The multiway principal component analysis (MPCA) method is a common batch process 
monitoring technique extending the ordinary principal component analysis (PCA) to batch 
processes. It is equivalent to performing PCA on a large two-dimensional matrix constructed by 
unfolding the three-way array. The implementation of MPCA or PCA requires a complex data 
pre-processing treatment. In this work, MPCA was applied and the procedure was described in 
Figure 1. All calculations were carried out in Matlab (The Mathworks, Inc., Natick, MA, USA). 
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Figure 1. Proposed methodology for multivariate analysis in the level 2 analysis. The step 
“Alignment of variables” is eliminated when performing non-synchronization analysis. 
4.2.1 Functional data analysis 
Each cleaning step was analyzed separately. The start and end points of each step were 
manually determined based on the qualitative pump or valve status data. The starting time of a 
cleaning step was defined as time zero. In this level, five quantitative variables (Table 2) were 
analyzed. Due to the uneven length of the available time series for each measurement, the first 
treatment of the data was to project all measurement variables into uniform time indices and 
intervals, as illustrated in Figure 2. Functional data analysis (FDA) was applied as a method to 
produce a smooth functional dataset from the discrete dataset by reducing random errors 13,14. 
The standard form of FDA is the “signal plus noise” model as: 
     (1) 
where the observed dataset  is expressed by the function  and noise .  represents a 
linear expansion of a series of basic functions. The best known basic expansions are the Fourier 
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series for periodic data and the spline basic system for open-ended data 13. Only the spline basis 
was used in this work, as shown: 
 	 
Φ	


 
(2) 
Φ	 are fourth order polynomials with the ith term coefficient . The number of basic 
functions, was resolved as follows 15: 
 			  	   − 2 (3) 
The knots equaled time trajectories of the measured variable. The coefficients, , for the spline 
functions were fitted to the data by minimizing the penalized sum of squares ( !""!) with an 
additional penalty term, #[], to impose smoothness in the function output. The function’s 
roughness was the integrated squared second derivative [&'	]', as shown in equation 5. The 
smoothing parameter, (, was defined to be 1, which was close to the optimal value determined 
by means of the generalized cross-validation (GCV) criterion 13,15. 
  !""! 
) − 	'
*

 ( ∙ #[] (4) 
 #[]  ,[&'	]' 	 (5) 
In order to unify the time trajectories for all variables, a new time vector with one second 
interval was defined. The values of different variables in the new time series were evaluated 
from the smoothed function.  
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Figure 2. Illustration of unifying the time stamps of different variables by the means of FDA. 
The new dataset after FDA treatment has a one second time interval 
4.2.2 Alignment of variable trajectories 
FDA can be used to align different variables within a single batch. However, following FDA, 
the unequal and unaligned data across batches still exist because the original data were collected 
in independent length. Three approaches were tested to solve the problem, and the results are 
compared below (see Figure 5).  
The first and the simplest method was to cut all batches to the minimum length or a specific 
length. This approach kept the nature of batches, at the expense of losing all information 
available in the data after the cutting point for the time series that had to be cut. However, the 
shifts of variable profiles caused by the operation of the dynamic pump could still lead to the 
challenges of data analysis.  
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The second method was the indicator variable technique, the concept of which was to replace 
time by another process or derived variable to indicate the progress of the batch 16. In this study, 
liquid volumetric consumption, calculated from time and flow rate data, was chosen as the 
indicator variable to quantify the percent completion of each batch. Linear interpolation was used 
to transform the time dimension into the indicator variable dimension.  
Another technique to solve this problem was to locally translate, compress and expand the 
pattern of one sequence to match another sequence of similar features, called dynamic time 
warping (DTW) 17. DTW nonlinearly warps two data series in such a way that similar events are 
aligned and the distance between them is minimized 12. In this study, pressure was an active 
variable, whose variance influenced the patterns of other variables. Therefore, the warping path 
was obtained by aligning the pressure measurements of all batches to a selected reference batch 
demonstrating good performance, and other variables were aligned in the same warping path.  
4.2.3 Training and testing datasets 
The CIP batches for which data were available were labeled as “good” or “bad” operations. A 
CIP batch was regarded as “bad” when possessing at least one of the following characteristics: 
• The pump stopped for a long time during a step, which was beyond the normal stop 
period; 
• There were more or less pump stops than foreseen in the normal operation procedure; 
• The cleaning step was missing, or the step time was too long or too short compared 
with other batches; 
• The ionic properties of the chemical solutions were abnormal; 
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• Unreasonable observations of flow rates, i.e. zero flow rate due to centrifugal pump 
idling. 
Ca. 15 good batches, the number of which varied when analyzing different cleaning steps, 
were used as training dataset for constructing the reference models. The rest, consisting of both 
good and bad batches, were used as testing dataset for validating the model.    
4.2.4 Data unfolding and  normalization 
The functional data were provided as a three-dimensional matrix with I batches, J time indices 
and K variables. The MPCA approach requires that the 3-D matrix is unfolded to a 2-D matrix. 
There are normally two ways to unfold the batch data: a batch-wise unfolding results in an 
- × # matrix, and a variable-wise unfolding yields an -# ×  matrix. Most of the statistical 
process monitoring techniques apply the batch-wise unfolding approach, allowing one to analyze 
the variability among batches with respect to variables and their time variation. However, when 
being used on-line, it is required to estimate the future portions of variable trajectories. On the 
contrary, the variable-wise unfolding does not require such estimation, making it applicable for 
on-line monitoring 9,18,19. Wold et al. 20 concluded that the former was oriented to evaluating the 
completed batch as normal or abnormal. While the latter focused more on the monitoring of 
individual time points 20. The primary objective of this study was to identify the occurrence of an 
anomalous event on-line. Therefore, only the variable-wise unfolding method was applied to the 
data.  
The new unfolded matrix was then mean-centered and variance scaled. Mean centering was 
applied to the raw data by subtracting the average variable values for each time point. Then the 
variance scaling was carried out to the centered data by a slab-scaling method, by dividing with a 
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unit root-mean-square of each variable. We noted that other scaling methods, like column-
scaling by dividing the root-mean-square of each time point, resulted in different results. In the 
pre-study, lower variability was explained when scaling with column-scaling, because this 
method causes significant errors when data were unsynchronized or inadequately synchronized. 
Therefore, only the robust slab-scaling approach was applied in the present study, which was 
also recommended when dealing with an industrial dataset 21.  
4.2.5 Multivariate analysis 
PCA is a commonly used multivariate statistical analysis method for monitoring purposes, 
which defines the principal components through a linear transformation of the original variables 
and explains the maximum variance. Instead of analyzing all the variables, the PCA method 
focuses only on analyzing the principal components when monitoring the system and thereby 
reduces the dimensionality of the data 18,22. 
In this work, PCA was applied to the normalized data matrix /, which was decomposed into a 
score matrix 0 and a principal loading matrix  . 
 /  0 1 (6) 
Only the eigenvectors, 22 ∈ ℜ×5, 7 < , and   were retained in the PCA model. The 
number of selected principal components in this model was 7  3, which explained 
approximately 90% of the cumulative percent variance (CPV). The new validation data were 
normalized in the same way as the training dataset. The estimate of the testing groups of data 
was done according to: 
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 /:*;<  /*;<212 (7) 
4.2.6 Anomaly detection 
Two commonly used indexes to detect anomalies or faults are the Q-statistic 18 and the 
Hotelling’s T2 statistic 9,23. The Q-statistic is computed as the squared sum of residuals 8: 
 2 − 	=		  >/*;< − /:*;<>' ≤ @' (8) 
where @' denotes the threshold for the Q-statistic, which is determined by: 
 @'  AB CℎEFG2A'AB  1 
A'ℎEℎE − 1AB' I
B JK⁄
 
(9) 
where A  ∑ NO'5OPQB , ℎE  1 − 'RSRTURVV  and F is the normal deviate corresponding to the 
1 − W percentile. NO is the jth eigenvalue. When there is no anomaly, the Q-statistic is less than 
@', representing the normal dynamics and noise which cannot be avoided. On the other hand, if 
an anomaly or fault exists, the Q-statistic is higher than the value of @'. 
The Hotelling T2 statistic is computed as follows 12:  
 0'  /:*;<"XB/:*;<1 YY − Y' − 1 
(10) 
where " is the  ×  covariance matrix, Y is the number of batches in the reference set. The 
threshold for the Hotelling T2 statistic is given by: 
 Z[/',]X[XB/',F~ /Y −  − 1_5,[X5XB,F1  /Y −  − 1_5,[X5XB,F 
(11) 
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where _ is the F-distribution value with Y and - − Y − 1 degrees of freedom at the W 
significance level. The interpretation of the T2 statistic is similar as the Q-statistic, i.e. the out-of-
threshold signal denotes an abnormal event.  
4.2.7 Anomaly diagnosis 
The diagnosis of a detected anomaly can be performed by a univariate method to analyze the 
monitoring values one by one, or by a multivariate method, i.e. the contribution plot. 
Contribution plots indicate the contributions of each variable to the deviations from normal 
operations. For the Q-statistic, the contribution of variable k at time j is calculated from the 
residual, , as follows 12,24: 
 `a,Ob  Ob'  (12) 
For the Hotelling T2, the contribution of each variable to the 0' statistic is given by Miller et 
al. 
24: 
 `1V,Ob  
 Obcbd

dPB
 
(13) 
where cbd is the loading for variable k in dimension m. 
4.3 End-of-batch performance evaluation 
For level 3 of the approach, a standard range was defined for the cleaning time of each step, 
liquid consumption or on-off ratio (the period when the pump is “on” divided by the whole step 
time) on the basis of some good batches. The standard was made for each cleaning step, 
including the means, standard deviations (STD) and a parameter e, to allow a judgement range 
as described in equation 14. 
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 Y  7= ± e × "0& (14) 
The testing groups of data were used for validation, which included both good and bad batches 
(defined in section 4.2.3). During the test, the cleaning was regarded as “normal” if the indexes 
were within the reference range. On the contrary, the cleaning was “abnormal” if the indexes 
were out of the range. However, wrong judgement might occur, i.e. that a good operation was 
denoted as bad or a bad operation was denoted as good. Therefore, there are four possible 
outcomes 25: 
• True positive (TP) correctly recognizes the good operation as “good”; 
• True negative (TN) correctly recognizes the bad operation as “bad”; 
• False positive (FP) wrongly recognizes the bad operation as “good”; 
• False negative (FN) wrongly recognizes the good operation as “bad”. 
The judgement decision depends on the value of e. A new index, g, was defined to quantify 
the ratio of the correct judgements over the total number of cleaning batches. A high value of  g 
represents a high probability to make the right decision. 
 g  1 − _  _hii  
(15) 
5. Results and discussions 
5.1 Pre-cleaning: Performance of the feed pump 
Local wall shear stress is an important flow parameter for the removal of single species 
bacterial biofilm and spores from surfaces. The value of wall shear stress can be determined by 
the liquid properties, velocity gradient or flow rate 26,27. A critical wall shear stress value was 
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found when cleaning a radial flow cell according to the EHEDG-based test method 28. The value 
of the critical wall shear stress varies when investigating pipes or tanks. At least, the cleaning 
may not be achieved or be costly once the criterion is not achieved, especially in the dead areas 
where the flow velocity is relatively lower than the bulk flow. It is estimated that reducing the 
flow rate by 5% leads to nearly a 10% decrease of local wall shear stress on a flat plane when 
flows are turbulent 28. As illustrated in Figure 3, the startup time for the feed pump to reach the 
working flow rate has not changed significantly (c  0.23) in the past two years, but the static 
flow rate reveals a clearly decreasing trend (c < 0.01). This decrease can result from the 
mechanical variance of the pump, leaking of liquid, fouling of the transfer pipe, low level of 
liquid in the chemical tank, calibration of sensors, etc. Since the variance of flow rate is a long-
term performance metric, the occasional faults can be ignored, like the leaking problem and the 
liquid level. However, it is still difficult to find an exact reason for the anomaly due to the 
limited number of measurements.  
 
Figure 3. Working flow rate and startup transition time of the feed pump over the past two years.  
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For the pressure-controlled pump, as in this case, the differential pressure (the difference 
between the suction and discharge heads) is critical. The outlet pressure is controlled to be 
constant. However, if there is fouling in the suction line, the inlet pressure drops and the 
differential pressure increases, and consequently the flow rate drops. The fouling in the 
discharging line (which is to be cleaned) can increase the system friction and reduce the flow rate 
as well 29. Besides, the cavitation of the pump and the change of impeller clearance can also 
influence the pump performance. Therefore, the observation in Figure 3 reminds the operators to 
perform a necessary inspection of the pump or of the whole system. There is a risk of failure 
once the flow rate is less than the required value. 
The above-mentioned analysis can be accomplished automatically if the system can extract the 
flow rate information of previous cleanings by coupling the pump status and output, thereby 
displaying the performance of the feed pump before a new operation starts. A similar analysis 
can be applied to other systems besides the feed pump. For example, checking heat exchangers’ 
working temperature and heating time to reach the temperature can characterize (though 
irrelevant in this study) the performance of heat exchangers. Keeping the whole system in high 
performance is a prerequisite to avoid a potential cleaning failure. 
5.2 Cleaning or post cleaning: Data pretreatment and MPCA model 
The multivariate analysis was performed for each cleaning step separately. An example of the 
data pre-processing results for the alkaline treatment without circulation step is shown in Figure 
4.  
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Figure 4. The raw discrete data (symbols) and the FDA results (curves) of the alkaline treatment 
step without circulation. The roughness penalty coefficient in FDA, λ, is 1. 
The smoothness is controlled by the penalty coefficient, (, in equation 4. For the alkaline step, 
the optimal ( determined by the GCV criterion varies from batch to batch and variable to 
variable, most of which lie in the range of 10XB~10B. Choosing a small value of (, the function 
fits the raw observations better but the smoothness becomes less. On the contrary, as ( becomes 
larger, the function places more emphasis on the smoothness and less on fitting the observations. 
However, in this study, the influence of changing ( between 0.1 and 10 is visually small, because 
the measurement noise is not significant. Therefore, a fixed value of 1 was selected for all 
computations.  
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Figure 5. An example of the alignment of variable trajectories for the alkaline treatment step 
without circulation. (A) is the original measurement. (B) is obtained by cutting the data after 
1000 s. (C) is based on the indicator variable technique. (D) is based on DTW. 
After FDA treatment, similar curves are obtained for different batches. However, there is still a 
shift or delay of the shapes, as displayed in Figure 5A. Without trajectory alignment, it is 
necessary to keep different batches of the same length, for example by cutting the remaining 
measurements after a specific time point (Figure 5B). However, this kind of treatment eliminates 
information after the cutting point, meaning the on-line monitoring loses references when a new 
batch has not completed. On the other hand, the shape differences can be reduced by applying an 
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indicator variable or time warping the data, as displayed in Figure 5C and D. Both techniques 
retain the whole dynamic trajectory of the data. Nevertheless, variances and fluctuations still 
exist, especially when the pump starts. This transition startup problem will further lead to large 
variances at these time points. 
PCA was performed to the normalized and unfolded data matrix. According to Lehman et al. 
30, the selection of the number of PCs should explain at least 80% of CPV. The final model uses 
three PCs to meet this criterion.  
5.3 Post cleaning: End-of-batch anomaly detection and diagnosis based on the multivariate 
analysis 
A good and a bad batch are introduced respectively for showing the validation of the MPCA 
model. Figure 6 - 8 display the off-line anomaly detection with the trajectories either unaligned 
or aligned by two methods. Since there might be spike disturbances from measurements, it 
makes no sense to recognize an anomalous event when only one or a few samples jump above 
the threshold 23. So it is more reasonable to determine an anomaly when a continuous series of 
points jump outside of the control region. Increasing the significance level, W, lifts the detection 
threshold 12.  
For both Q and T2 statistics, there are none or only a few anomaly alarms triggered for the 
good test batch. Some out-of-threshold points at the beginning of cleaning can be mostly caused 
by the various initial states in different batches, like product or liquid filling in pipes. If 
neglecting some short-term out-of-threshold observations, all models successfully avoid wrong 
detection by recognizing a normal situation as abnormal. On the contrary, the detection of the 
bad test batch is very sensitive to the selected statistical method and alignment approach. The 
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Hotelling T2 statistic triggers more alarms than the Q-statistic, meaning the former is more 
sensitive to the anomalous event. The large peaks of values are the results of dynamic pump 
profiles. Applying trajectory alignment can increase the robustness of the model, and that is 
because after alignment, all batches are adjusted to be as close as possible to the reference. 
Therefore, the time shift between batches, which causes the firm alarms in Figure 6B, becomes 
no longer the source of anomalies. Aligning the data by indicator variable is more applicable for 
detecting a sudden variation. For the alignment by DTW, however, a long-term anomaly occurs 
as a gradual change.  
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Figure 6. The anomaly detection plots by (A) the Q-statistic and (B) the Hotelling’s T2 statistic 
with the unaligned trajectory discarding the part of the dataset that was cut off. The example is 
based on the alkaline treatment step without circulation. 
 
 
Figure 7. The anomaly detection plots by (A) the Q-statistic and (B) the Hotelling’s T2 statistic 
with the trajectory aligned by indicator variable. The example is based on the alkaline treatment 
step without circulation. 
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Figure 8. The anomaly detection plots by (A) the Q-statistic and (B) the Hotelling’s T2 statistic 
with the trajectory aligned by DTW. The example is based on the alkaline treatment step without 
circulation. 
Once an anomaly is found, it is necessary to understand which measurement deviates 
significantly and why the anomalous event occurs. This can be done by analyzing the 
measurement values one by one or by using the contribution plot 24. However, when there are a 
large number of measurements or more than one measurement is deviating from the reference, 
the troubleshooting approach using contribution plots becomes more effective.  
Figure 9 and Figure 10 display the contributions of each variable to the Q-statistic and the T2 
statistic for the dataset with trajectories aligned by the indicator variable technique and DTW, 
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respectively. Both represent the same events at 300 s and 400 s reference times in Figure 8 when 
aligning the trajectory using DTW. The two alignment methods are almost identical with regard 
to diagnosing the observations. At 300 s, the anomaly occurs to the bad batch. While at 400 s, 
both batches are under control. The axis scaling of the bad test at 28.3% completion or 300 s is 
greater than the other normal tests in all plots, indicating that the absolute difference of each 
measurement value in the abnormal state is larger than in the normal states. This anomalous 
event is mostly caused by the significant deviations of the conductivity measurements in either 
feed flow or return flow. However, the current analysis cannot figure out the exact causes of the 
anomaly. But the operator is led to checking the chemical solution to diagnose the problem. A 
detailed off-line diagnosis of the system confirms that the real cause is due to the extreme dosage 
of concentrated caustic. Therefore, the troubleshooting approach presented in Figure 9 and 
Figure 10 indicates the right tracing of the fault. Note that contribution plots suffer from a 
smearing effect, under which the contribution of a variable is affected by interferences with other 
variables 31. As a result, the diagnosis accuracy can sometimes be reduced. Despite some 
available modified or alternative methods, it is advisable to interpret the diagnosis task based on 
both contribution plots and univariate isolation, i.e. analyzing the deviation of each variable from 
its expected value 32.   
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Figure 9. Anomaly diagnosis of aligned dataset by the indicator variable technique. (A) 
represents the residual contributions to the Q-statistic. (B) represents the absolute contributions 
to the T2 statistic. The selected percentages of completions correspond to 300 s and 400 s 
reference times respectively when aligning the trajectory by DTW. Only “bad batch 28.3 %” is a 
detected  anomaly state. The others are still under the control limit. 
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Figure 10. Anomaly diagnosis of aligned dataset by DTW. (A) represents the residual 
contributions to the Q-statistic. (B)  represents the absolute contributions to the T2 statistic. The 
selected reference times correspond to the completion percentages in Figure 9 when aligning the 
trajectory using the indicator variable technique. Only “bad batch 300 s” is a detected anomaly 
state. The others are still under the control limit. 
5.4 Cleaning: On-line anomaly detection and diagnosis based on multivariate analysis 
The advantage of variable-wise unfolding is to treat the new monitoring data directly on-line 
without estimating the future variable measures that are required when unfolding in batch-wise 
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direction. In order to implement on-line analysis, a coupled measurement system is necessary, 
where all measurements are made in the same time series or can be functionalized to estimate the 
variable values at consistent time points. Without trajectory alignment, the new monitoring 
variables can be directly normalized, unfolded, PCA transformed and analyzed by statistics as 
illustrated in Figure 1. Similar results can be obtained as shown in Figure 6. However, the 
unaligned approach results in high uncertainty once time shifting is significant in the new batch. 
In this regard, trajectory alignment becomes more credible, plus more challenging. 
For the alignment based on the indicator variable, the completion percentage is calculated from 
the consumption of liquid volume divided by the total consumption. However, the total 
consumption of liquid is unknown until the end of the batch. Therefore, a constant value of the 
average consumption in reference batches is used for the new batch. This value can be altered to 
the real consumption when performing end-of-batch analysis. For the alignment using DTW, the 
challenge in on-line monitoring is to pair the current observation time to an endpoint in the 
reference in order to synchronize the new trajectory with the reference timeline. Kassidas et al. 
introduced the lower and upper bounds for searching the optimal path that provides the best 
matching between the reference and the uncompleted batch 33. The point resulting in the minimal 
accumulated distance is determined as the endpoint corresponding to the current observation. In 
this study, the alignment path can be obtained by aligning the pressure intensity along the 
timeline. The procedure is one-way incremental and repeated when every new measurement 
comes in. 
To explain on-line monitoring, an example is shown in Figure 11 based on functionalized data. 
In Figure 11A, the difference between the on-line and off-line aligned data is due to the fact that 
the real overall consumption may differ from the expected value. However, the deviation only 
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causes a slight shift of the profile. The alignment based on DTW can also effectively remove the 
time difference (Figure 11B). However, caution should be taken when defining the searching 
bounds of the endpoint, which should lie internally between the lower and upper bound. To sum 
up, the indicator variable based approach surpasses the DTW method in terms of computation 
efficiency, because the latter requires accumulative calculations of all possible points in the 
range in order to obtain the minimal distance. After alignment, the new monitoring variables can 
be further transformed for anomaly detection, as described in Figure 1. 
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Figure 11. An example demonstrating on-line alignment of the variable trajectory based on (A) 
indicator variable technique and (B) DTW. The current observation time is 640 s, corresponding 
to 47.6% completion of the batch. The gray region in figure B refers to the searching range of the 
endpoint with ±50 s bounds. 
5.5 Post cleaning: Validation of SOP 
Operators would like to evaluate a CIP operation using a simple method, using indicators 
which can be easily measured or computed, i.e. the step time, the liquid consumption and the on-
off ratio of the pump. Therefore, the operators only need to compare these values with the 
recommended range, and get an idea about whether the cleaning is performed according to the 
standard range or performance. The standard range is related to the safety margin parameter, e, 
which further influences the judgement of the cleaning performance. 
As shown in Figure 12, the increase in e generally improves the correctness of the judgement, 
as more good cleaning operations are covered in the range. However, if the value of e is beyond 
a specific limit, the correctness of the judgement is reduced, because more and more bad 
cleanings are incorrected considered as good. Therefore, it is recommended to select the value of 
e between 2 and 3. Using the step cleaning time or the on-off ratio is more effective than using 
the liquid consumption to make a decision, where the accuracy is up to 80%. This can be 
understood by the fact that the current recipe is based on time, and the main anomalies in the CIP 
system result from the feed pump or accessory valves. Once a low flow rate occurs, the system 
automatically takes an action by controlling the flow rate at the pre-defined value and adjusting 
the cleaning time to be long enough. As a result, the cleaning time deviates from the reference 
range, but the total consumption does not vary significantly. Therefore, the operator is advised to 
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use the cleaning time or on-off ratio of the pump to evaluate the cleaning results. Once there is a 
rising trend of the number of abnormal events, it is time to perform an overall inspection of the 
CIP system. 
 
Figure 12. The ratio of the correct judgement of SOP against the margin parameter: (A) alkaline 
step without circulation, (B) alkaline circulation, (C) acid circulation, and (D) disinfectant 
circulation. There are no pump stops during the alkaline circulation step.  
5.6 Practical applications and future perspectives 
The three-level approach provides a benchmark in analysis of historical data and evaluation of 
the CIP system. The above analysis was based on the cleaning of a brewery fermenter. However, 
the application is not limited to the brewery case. The potential applications could be: 
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• Training of operators:  The operator is the most important person to implement a CIP 
operation. If the operator gets some simple indexes to assess a CIP cycle (i.e. the step 
time), a potential failure can be evaluated immediately after cleaning, thereby avoiding 
potential delays in the production process. 
• Maintenance of the equipment: It mainly refers to the pumps and valves (as well as heat 
exchangers, though not involved in this study). A systematic shift of the observations 
(i.e. flow rate and transition time) may indicate an accumulated error or damage of the 
equipment. 
• Optimization of the system: A reference has been established based on historical data of 
good cleaning operations. Optimization could therefore be achieved by altering one 
parameter at a time and comparing the new results with the reference. 
• Flexible selection of cleaning recipes: In some processes where the equipment is used 
to produce different products, there are normally multiple recipes to remove different 
soiling materials when altering products. A reference model helps to examine if a 
complex recipe is selected to clean a loose soil or a simple recipe is selected to clean a 
harsh soil. Sometimes, a short cleaning run should be selected before production if the 
equipment is held for long time. Choosing a full recipe in this case will waste 
considerable money and resources. A reference model helps to reduce waste, because a 
wrong selection of recipe results in unexpected monitoring outputs when comparing 
with the reference. 
• Alarm of system anomaly: Conventionally, the alarm is triggered when one or more 
monitoring variables are out of range, meaning that the failure or error already happens. 
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A multivariate analysis approach can not only capture such an existing problem, but 
also identify abnormal trends that may suggest a potential failure. Early detection of 
anomalies reduces the damage of equipment and saves cleaning cost. 
• Counting of anomalous events: End-of-batch analysis can be performed periodically by 
counting anomalies over a specific period, in order to gain a better understanding of the 
system. 
There are also some considerations associated with the existing study to support an effective 
application in the future. First, only the two-year dataset of one brewery fermenter is 
investigated. But the model is implemented in a software. As a benchmark case, the model is 
open to involve other systems and more datasets. Second, the current system does not consist of 
any on-line monitoring of the cleaning quality, which is a common problem in most CIP 
practices. New sensor technology (i.e. turbidity) enables to detect the residues in the liquid 
phase. Involving the quality indicators for the cleaning operation into the second level analysis 
will deliver more information and potentially allow to predict the end of the cleaning operation 9. 
Finally, an advanced monitoring and control system is required to implement the analysis 
automatically. Especially, monitoring all variables of the same trajectory and equal time space 
should allow simplifying the model construction and reducing the uncertainty. An ideal 
operation of CIP is expected to be implemented in such a way:  
• when clicking the recipe button, the control interface displays the system performance 
based on previous cleaning operations and off-line measurements, and reports if the 
selected recipe is able to complete the cleaning task in an efficient and economic 
manner;  
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• when performing the cleaning, the abnormal detection triggers the alarm immediately 
when it happens, and the potential causes of anomalies and proposed actions are 
described;  
• after cleaning, a report is automatically generated including the cleaning duration, the 
chemical consumption and the number of anomalies, as well as a self-evaluation of the 
result. 
6. Conclusions 
A three-level analysis approach has been described to provide a benchmark to analyze 
historical data in CIP cycles. The case study analysed here is the cleaning of a fermenter in an 
industrial brewery. Reference models are established in order to evaluate if the future cleanings 
are performed normally or abnormally. The analysis approach is expected to be carried out prior 
to cleaning, during cleaning and at the end of the cleaning process.  
In the demonstrated case of the cleaning of a brewery fermenter, a decreasing trend of the feed 
pump performance is observed, indicating the necessity of an overall inspection of the system. 
The process monitoring using multivariate analysis methods is able to detect the localized 
abnormal events in the process. Trajectory alignment is necessary to overcome time shifting 
between batches and hence improve the robustness of the model. Using liquid volume 
consumption as indicator variable to synchronize the dataset is more efficient than DTW in terms 
of computation speed. Both the Q-statistic and Hotelling’s T2 statistic can indicate the occurrence 
of an anomalous event. The contribution plots can help to diagnose the cause of the anomaly. 
When the cleaning is finished, the operators are advised to check the cleaning time or on-off 
ratio of the pump to evaluate if the cleaning has been performed normally.  
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The application of the proposed analysis approach is not limited to the CIP operations of the 
brewery fermenter. The possible applications are to utilize historical knowledge to benefit the 
daily operations, the maintenance and optimization of the system, and the monitoring of new 
cycles, in order to obtain a deeper understanding of the process and reduce cleaning costs. The 
model is flexible to involve more data to make it more informative. An ideal situation is to 
automatically detect and diagnose the anomalies in the system with help of advanced monitoring 
and control systems.  
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NOMENCLATURE 
Z The threshold for the Hotelling’s T2 statistic 
 The coefficient of the basic function 
F The normal deviation corresponding to the 1 − W percentile 
`a Contribution to the Q-statistic 
`1V  Contribution to the Hotelling’s T2 statistic 
 Residual 
_ The F-distribution value 
ℎE A coefficient for computing the threshold of the Q-statistic 
- Number of batches 
# Number of time indices 
#[] Roughness term 
 The number of variables 
7 The number of principal components 
c Probability value 
cbd Loading for variable k in dimension m 
  Loading matrix 
2 Principal loading matrix 
Y The number of batches in the reference set 
" Covariance matrix 
	 Time, [s] 
0 PCA scores 
0' Hotelling T2 statistic 
 The predicted function in FDA 
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/ The matrix of variables 
 The observed dataset in FDA 
W Significance level 
NO The jth eigenvalue 
 The noise term in FDA 
Φ Basic function 
e Safety margin 
g The ratio of the correct judgement 
( Roughness penalty coefficient 
@' The threshold for the Q-statistic 
A The ith coefficient for computing the threshold of Q-statistic 
 
 
ABBREVIATIONS 
CCP, Critical control point; CIP, Cleaning-in-Place; CPV, Cumulative percent variance; DTW, 
Dynamic time warping; EHEDG, European Hygienic Engineering & Design Group; FDA, 
Functional data analysis; FN, False negative; FP, False positive; GCV, Generalized cross-
validation; MPCA, Multiway principal component analysis; PC/PCs, Principal component(s); 
PCA, Principal component analysis; PENSSE, Penalized sum of squares; SCADA, Supervisory 
control and data acquisition; SOP, Standard operation procedure; STD, Standard deviation; TN, 
True negative; TP, True positive 
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