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Let X be the quasi-projective symplectic surface that is given by the total
space of the invertible sheaf OP1(−2) over the projective line. Let (X
[n])n≥0
be the family of Hilbert schemes of points on X.
We give and prove a closed formula expressing any multiplicative char-
acteristic class evaluated on the X [n] in terms of the standard Fock space
description of the cohomology of the X [n]. As a side result, we also deduce
a formula for the Chern character of the tangent bundles of the X [n].
The results found here are another step towards a complete description of
the tangent bundle of the Hilbert scheme of a general quasi-projective surface
as the formulas given here yield certain coefficients in that description.
Finally, we also give a closed formula expressing any multiplicative char-
acteristic class evaluated on the tautological bundles O
[n]
X .
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1 Introduction
1.1 Preface
Let X be a quasi-projective surface over the complex numbers. The Hilbert
scheme X [n], n ∈ N0, parametrises zero-dimensional subschemes of X of
length n. By a result of J. Fogarty ([7]) it is a smooth (quasi-projective)
variety.
I. Grojnowski ([9]) and H. Nakajima ([13]) have shown that the direct sum
of the (rational) cohomology spaces of all X [n] carries a natural structure as
a Fock space. It is an irreducible representation over a Heisenberg algebra
generated by the cohomology ring H∗(X,Q) of the surface. Thus every
cohomology class in H∗(X [n],Q) has a natural combinatorial description in
terms of this Fock space.
In particular, given a multiplicative characteristic class φ (i.e. a character-
istic class giving rise to a genus, see [8]), one can ask for the value of the
cohomology class
φ(X [n]) := φ(TX[n])
in terms of the creation operators of the aforementioned Fock space. It turns
out that there is a universal formula, in which the surface X enters only
through its characteristic classes, see e.g. [2] or [3]. Precisely, the shape of
the universal formula is∑
n≥0
φ(X [n]) = exp
∑
λ
(
aλφ qλ(1) + b
λ
φqλ(KX) + c
λ
φ qλ(eX) + d
λ
φ qλ(K
2
X)
)
|0〉
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for certain coefficients (aλφ), (b
λ
φ), (c
λ
φ) and (d
λ
φ) where λ runs through all par-
titions. To solve the problem, it thus remains to calculate these coefficients
in closed form.
This problem, however, is far from being solved. In [3], S. Boissie`re and
the author have given a closed expression for the a
(k)
φ , i.e. for the first series
of coefficients and only for partitions of length one. In this article, we give
and prove a formula describing the a
(k,l)
φ , i.e. we have extended the previous
results to partitions of length two.
As any characteristic class, also the Chern character can be calculated
from the knowledge of all multiplicative classes. Thus, from our results about
multiplicative classes, we are able to prove an analoguous result for the Chern
character of the tangent bundles of the Hilbert schemes of points on X as a
corollary.
Our calculations are enough to fully solve the problem for surfaces X with
H4(X,Q) = 0 and with vanishing canonical divisor, KX = 0. In this case, all
the other coefficients do not contribute. In fact, we are proving our theorem
by doing explicit calculations on one such surface, namely the total space
of the invertible sheaf OP1(−2) on P
1. On this surface, there is a natural
action by the one-dimensional torus with two isolated fixpoints. W. P. Li,
Zh. Qin and W. Wang building on previous work by H. Nakajima ([14]) and
E. Vasserot ([15]) showed in [11] how to use equivariant cohomology with
respect to this action to express Fock space elements of the ordinary coho-
mology space by equivariant cohomology classes using symmetric functions.
We, in turn, make heavy use of their description, in order to actually
perform the calculations outlined there. For the rest of our article, we assume
that the reader has access to that article and the aformentioned article [3].
1.2 The Theorem.
The setting. Let X be the total space of the line bundle OP1(−2) over
the complex projective line. We denote the cohomology class of a fibre by
h ∈ H2(X,Q).
For n ∈ N0, let X
[n] be the Hilbert scheme of n points on X. Note that
X [0] = {pt}. The unit in H∗(X [0],Q) is denoted by |0〉.
For α ∈ H∗(X,Q), we denote the Fock space creation operators by
qm(α) : H
∗(X [n],Q)→ H∗+degα+2n−2(X [m+n],Q)
where m ∈ N0.
Theorem. Let φ be a multiplicative characteristic class over a Q-algebra
A, i.e. there is a power series f ∈ 1 + xA[[x]] with
φ =
∏
i
f(xi),
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where the xi are the Chern roots. Let g ∈ xA[[x]] be the compositional
inverse of
x
f(x)f(−x)
.
Then, the multiplicative class evaluated on the tangent bundle of the X [n]
is given by
∑
n≥0
φ(X [n]) = exp

∑
k≥1
ak qk(1) +
∑
k,l≥1
ak,l qk(h) ql(h)

 |0〉 ,
where the sequences (ak)k and (ak,l)k,l in A are defined by∑
k≥1
kak x
k = g(x)
and
∞∑
k,l
ak,l x
kyl = log
g(x)− g(y)
(x− y) f(g(x)− g(y)) f(g(y) − g(x))
.
Corollary. The Chern character evaluated on the tangent bundles of the
X [n] is given by
∑
n≥0
ch(X [n]) =

∑
k≥1
akqk(1) +
∑
k,l≥1
ak,lqk(h)ql(h)

 exp(q1(1)) |0〉 ,
where the sequences (ak)k and (ak,l)k,l in Q are defined by
∞∑
k≥1
ak x
k =
∑
m≥0
2
(2m+ 1)!
x2m+1.
and ∑
k,l≥1
ak,l x
k xl =
∑
m≥1
2
(2m)!
∑
k+l=2m
(
1− (−1)k
(
2m
k
))
xkyl.
The proof of the theorem and the proof of the corollary are given in the
last section of this article.
2 Preliminaries
2.1 Notation
Lie groups. By T we denote the Lie group U(1), i.e. the one-dimensional
torus.
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Coefficients. Let A be an integral domain and f ∈ A((z)) a Laurent series.
By
[zn]f(z)
we denote the coefficient of f(z) before zn. This notion shall be extended to
multivariate Laurent series. In particular, we have
[z−1]f(z) = res
z
f(z).
Partitions. A partition λ is a weakly decreasing sequence (λ1, λ2, . . . ) of
non-negative integers. We set
|λ| :=
∑
i
λi.
If n = |λ|, we call λ a partition of n. Its length is given by
l(λ) = max
i
{λi 6= 0} .
If the length of λ is less or equal than l, we often write (λ1, . . . , λl) instead
of (λ1, . . . , λl, 0, . . .).
By Dλ we denote its Young diagram (see [12]). For each cell w in Dλ,
let l(w) be the leg length of w (number of cells below w) and a(w) the arm
length of w (number of cells right of w). Then
h(w) := a(w) + l(w) + 1
is called the hook length of w.
Let α, β ∈ R. We define the multiset
Wλ(α, β) := {α (l(w) + 1) + β a(w),−α l(w)− β (a(w) + 1) | w ∈ Dλ} .
Following [11], we further define
cλ(α, β) :=
∏
w∈Dλ
(α (l(w) + 1) + β a(w))
and
c′λ(α, β) :=
∏
w∈Dλ
(α l(w) + β (a(w) + 1)) .
In particular, the product of the hook lengthes is given by
h(λ) := cλ(1, 1) = c
′
λ(1, 1) =
∏
w∈Dλ
h(w).
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Characteristic classes. Let φ be a (rational) characteristic class (of com-
plex vector bundles), i.e. a polynomial in the Chern classes. We denote its
homogeneous component of degree k by φk. In particular,
φk(F ) ∈ H
2k(X,Q)
for any complex vector bundle F on any manifold X.
2.2 Equivariant cohomology
Universal G-bundles. Let G be a connected Lie group. Recall (e.g. from [4]
and the references therein) that for each n ∈ N0 there is an n-connected
manifold EG(n), on which G acts freely. Let us fix this space throughout
the discussion. The quotient is denoted by
BG(n) := EG(n)/G.
The quotient map EG(n)→ BG(n) is a principal G-bundle that is universal
with respect to all manifolds of dimension at most n. Applying the universal
property of EG(n) → BG(n) to the bundle EG(m) → BG(m) with n ≫ m
induces differentiable maps BG(m)→ BG(n) and EG(m)→ EG(n) that are
unique up to homotopy. Thus, the spaces BG(n) and EG(n), respectively,
form a directed system. We set
EG := colim
n
EG(n) BG := colim
n
BG(n).
The induced G-bundle EG → BG is a universal G-bundle for manifolds of
arbitrary dimension.
Equivariant cohomology. Let X be a G-manifold, i.e. a manifold, on which
G acts. Then G acts on X×EG freely by the diagonal action. The quotient
is denoted by XG := X ×G EG. Then
H∗G(X,Q) := H
∗(XG,Q)
is the equivariant singular cohomology ring of X (over the rationals Q). For
example, H∗G(X,Q) = H
∗(X,Q) if G is the trivial group. For n≫ m, it is
HmG (X,Q) = H
m(X ×G EG(n),Q),
i.e. we can calculate each equivariant cohomology group of X using EG(n)
instead of EG with n big enough.
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Equivariant Borel–Moore homology. For a manifold X, one may define its
Borel–Moore homology groups by
HBM∗ (X,Q) := H∗(Xˆ, {∞} ,Q),
where Xˆ is the one-point compactification of X.
Let us return to the manifold X, on which G acts. For each m ∈ N0 one
defines
HG,BMm (X,Q) := H
BM
m+dimEG(n)(X ×G EG(n),Q)
for n ≫ m. (Up to canonical isomorphism, this definition does not depend
on n.) This is called the m-th equivariant Borel–Moore homology group of X
(over the rationals). As we won’t make use of ordinary singular homology
(i.e. homology with compact supports), we will drop the exponent “BM”
from now on.
As usual, the homology spaces HG−∗(X,Q) form naturally a module over
the cohomology ring H∗G(X,Q) by the cap-product ∩.
Poincare´ duality. Let Y ⊂ X be a G-stable submanifold of dimension m of
X. By
[Y ]G ∈ H
G
m(X,Q)
we denote its equivariant fundamental class in X. This is defined by
[Y ]G := [Y ×G EG(n)]
for n ≫ 0. In particular, there is an equivariant fundamental class [X]G ∈
HGdimX(X,Q) of X itself. Set
D : H∗G(X,Q)→ H
G
dimX−∗(X,Q), α 7→ α ∩ [X]G.
It follows from classical (i.e. non-equivariant) Poincare´ duality that this map
is an isomorphism, called the equivariant Poincare´ duality isomorphism.
Proper push-forward. Let f : X → Y be a proper G-equivariant map be-
tween G-manifolds. For every n ∈ N0, this induces a push-forward operator
f∗ : H∗+dimEG(n)(X ×G EG(n),Q)→ H∗+dimEG(n)(Y ×G EG(n),Q).
This in turn induces push-forward maps
f∗ : H
G
∗ (X,Q)→ H
G
∗ (Y,Q).
In particular, one has f∗([X]G) = [f(X)]G if f is an embedding. By Poincare´
duality, we can define a map
f! : H
∗
G(X,Q)→ H
∗+dimY−dimX(X,Q), α 7→ D−1f∗Dα.
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Equivariant characteristic classes. Let F be an equivariant vector bundle
over X, i.e. there a fibre-wise linear action of G given on F that is compatible
with the action on X. Then FG := F ×G EG is canonically a vector bundle
over XG of the same rank as F . Given a characteristic class φ, one calls
φG(F ) := φ(FG) ∈ H
∗
G(X,Q)
the equivariant φ-class of F . Let us denote by j : X → XG the inclusion of
X into XG as a fibre of XG → BG. Note that this induces a map
j∗ : H∗G(X,Q)→ H
∗(X,Q).
It is j∗FG = F , e.g. by naturality of the characteristic classes, we have
j∗φG(F ) = φ(F ).
In particular, we can recover the non-equivariant characteristic classes of F
by its equivariant ones.
Localisation. Assume that the fixpoint locus XG of X consists only of a
finite number of isolated points. Let i : XG → X be the inclusion map, which
is proper. Thus it induces a H∗(BG,Q)-linear map
i! : H
∗
G(X
G,Q)→ H∗G(X,Q).
Let us further assume that G = T and that X is a complex manifold, on
which the given T -action can be extended to a holomorphic C×-action. We
have BT = P∞. In particular,
H∗(BT,Q) = Q[u]
with deg u = 2. Given a Q[u]-module M , let us denote the localisation of M
with respect to the family {un} by M ′. In this situation, the map i! induces
an isomorphism
i! : H
∗
T (X
T ,Q)′ → H∗T (X,Q)
′
of Q[u, u−1]-modules.
This is the statement of the so-called localisation theorem ([1]; and also [5]).
Calculation of equivariant characteristic classes. Let φ be a multiplicative
characteristic class over the algebra A (over Q), i.e. there is a power series
f ∈ 1 + xA[[x]] such that
φ =
∏
i
f(xi)
where the xi are the Chern roots.
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Again, we assume that G = T and thatX is a complex manifold of complex
dimension n, on which the given T -action can be extended to a holomorphic
C×-action. Using the localisation formula, one can prove that
φ(X) =
∑
x∈XT
∏
w∈W (x)
f(wu)
wu
D−1[x]T , (1)
where W (x) is the multiset of the n weights of the induced T -action on the
tangent space Tx.
Leray–Serre spectral sequence. Let us return to a general connected Lie
group G. As G is connected, the exact homotopy sequence of the fibration
EG → BG yields that BG is simply-connected. It follows that the Leray–
Serre spectral sequence associated to the locally trivial fibration XG → BG
with fibre X yields a multiplicative spectral sequence with E2-term
E∗,∗2 = H
∗(BG,Q)⊗H∗(X,Q)
converging to H∗G(X,Q). Let us denote the filtration of H
∗
G(X,Q) given
by the spectral sequence by F ∗H∗G(X). The edge morphism H
∗
G(X,Q) →
H∗(X,Q) is simply the map j∗ induced by the inclusion j : X → XG of X
into XG as a fibre of XG → BG.
A degenerate case. From now on assume that X and BG have no coho-
mology in odd degrees. For example, the latter is the case if G = T as then
BG ≃ P∞. Then the Leray–Serre spectral sequence degenerates already at
the E2-term, i.e. there is a filtration F
∗H∗G(X,Q) such that
H∗(BG,Q)⊗H∗(X,Q) = gr∗H∗G(X,Q)
holds for the associated graded algebras. The filtration is given by
F pHp+qG (X,Q) =
{
α ∪ φ | α ∈ Hp(BG,Q), φ ∈ HqG(X,Q)
}
.
In particular, the non-equivariant cohomology can be read off the equiv-
ariant one.
2.3 The total space of OP1(−γ) on the projective line
The cohomology. Let γ ∈ Z. Let X(γ) be the total space of OP1(−γ). It
is a quasi-projective complex surface homotopic to P1. Let us denote by
h = D−1[L] ∈ H2(X(γ),Q)
the cohomology class of a fibre.
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It follows that
H∗(X(γ),Q) = H∗(P1,Q) = Q[h]/(h2).
Let Z be the zero section. Then
[Z] = −γ [L],
which follows, for example, from the following equations in the ordinary
(compactly supported) homology:
D−1[L] ∩ [Z] = [pt] and D−1[Z] ∩ [Z] = −γ [pt].
Coordinates. We will regard X(γ) as the quotient space ((C2 \ {0}) ×
C)/C×, where the C×-action is given by
C× × ((C2 \ {0})×C)→ (C2 \ {0})×C,
(s, (z0, z1, w)) 7→ (s z0, s z1, s
−γ w).
The orbit of (z0, z1, w) under this action shall be denoted by [z0 : z1 : w
− 1
γ ].
The canonical class. The canonical sheaf of X(γ) is given by
ωX(γ) = p
∗ (O(γ − 2))
where p : X(γ) → P1 is the projection map from the total space to the
projective line. It follows that the canonical class KX(γ) of X(γ) is given by
KX(γ) = (γ − 2)h.
In particular, KX(2) = 0.
In any case, we have that the Euler class eX(γ) ofX vanishes asH
4(X(γ)) =
0.
A T -action. There is a well-defined action
T ×X(γ)→ X(γ), (t, [z0 : z1 : w
−1/γ ]) 7→ [t−1 z0, t z1, (t w)
−1/γ ]
of the Lie group T on X(γ) (see also [11]). This action has two isolated
fixpoints, namely
x0 := [0 : 1 : 0] and x1 := [1 : 0 : 0].
Let Li be the fibre of X(γ) that goes through xi. Then Li is a T -invariant
submanifold of X with fixpoint xi. The torus T acts on Tx0L0 with weight 1
and on Tx1L1 with weight 1− γ.
Furthermore, Z is a T -invariant submanifold of X(γ) with fixpoints x0 and
x1. The weights of the induced T -action on Tx0Z and Tx1Z are given by −1
and 1 respectively.
In particular, the weights of the T -action on Tx0X(γ) are given by {1,−1}
and on Tx1X(γ) by {1− γ, 1}.
For all these statements, we refer to ([11]).
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Equivariant cohomology. We continue to denote the generator ofH∗(BT,Q)
by u. As X(γ) is a complex manifold with vanishing cohomology in odd de-
grees, we have
H∗(X(γ),Q)[u] ≃ gr∗H∗G(X(γ),Q).
Let us denote by j : X(γ)→ X(γ)T the inclusion of X(γ) as a fibre. Then a
basis of H∗G(X(γ),Q)
′ as a Q[u, u−1]-module is given by 1 and D−1[Z]T . It
is j∗1 = 1 and j∗D−1[Z]T = D
−1[Z].
Furthermore, we have by the localisation formula
[L0]T = γ
−1(−[Z]T + (1− γ)u)
and
[L1]T = γ
−1(−[Z]T + u).
2.4 The Hilbert scheme of points on a surface
The setting. Let X be a quasi-projective complex surface. For each n ∈ N0
we denote byX [n] its Hilbert scheme of zero-dimensional subschemes of length
n, i.e. a morphism T → X [n] from a quasi-projective complex manifold T to
X [n] is the same as giving a closed subscheme of T ×X that is flat and finite
of degree n over T . As the Hilbert scheme is a fine moduli space, it comes
with a universal subscheme Ξn of X [n]×X, which is flat and finite of degree
n over X [n]. Given a closed point ξ of X [n], i.e. a zero-dimensional subscheme
of X of length n, the fibre of Ξn over ξ is simply ξ itself.
By a result of Fogarty, the quasi-projective scheme X [n] is smooth of di-
mension 2n.
An incidence variety. Given ξ ∈ X [n], we denote its support by
supp ξ := suppOξ.
This is a finite subset of X, whose cardinality lies between 1 and n. If
ξ′ ∈ X [m+n] is another zero-dimensional subscheme of X such that Oξ′ is an
extension of Oξ, we write ξ ⊂ ξ
′. In particular, supp ξ ⊂ supp ξ′. In this
situation, the kernel of the map Oξ′ → Oξ is denoted by Iξ,ξ′.
Now we can define the following incidence variety: Let m ∈ N0. Let Ξ
m,n
be the subvariety of X [m+n] ×X [n] ×X that is the closure of the subset{
(ξ′, ξ, x) ∈ X [m+n] ×X [n] ×X | suppIξ,ξ′ ⊂ {x}
}
.
We denote the projections of X [m+n]×X [n]×X onto its factors uniformly
by p, q and r as given in the diagram:
X [m+n]
p
←−−−− X [m+n] ×X [n] ×X
r
−−−−→ X
q
y
X [n].
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Note that the restriction p|Ξm,n : Ξ
m,n → X [m+n] is proper.
Nakajima’s creation operators. Let α ∈ H∗(X). With the notions of the
previous paragraph, we define
qm(α) : H
∗(X [n],Q)→ H∗+deg α+2m−2(X [m+n],Q),
β 7→ D−1p∗((r
∗α ∪ q∗β) ∩ [Ξm,n]).
Note the cohomological degree of the operator qm, which is degα+ 2m− 2
(when we assume that α is homogeneous). This operator is called a creation
operator.
Given a partition λ = (λ1, λ2, . . . ) we define another operator qλ(α) as
follows: Let r := l(λ) the length of λ. The diagonal map δr : X → Xr
induces a proper push-forward map δr! : H
∗(X)→ H∗(Xr) = H∗(X)⊗r. Let
us write
δr! α =
∑
αi1 ⊗ · · · ⊗ αir .
Then we define
qλ(α) : H
∗(X [n],Q)→ H∗+deg α+2|λ|+2l(λ)−4(X [n+|λ|],Q)
β 7→
∑
qλ1(αi1) · · · qλn(αn)(β).
Let us denote by |0〉 the unit in H0(X [0],Q) = Q, the vacuum. By results
of I. Grojnowski and H. Nakajima, all elements in the rings H∗(X [n],Q)
can be created by applying creation operators on the vacuum |0〉. More
precisely, for every class α ∈ H∗(X [n],Q) and a basis (αi)i of H
∗(X,Q),
there is a unique polynomial Q in the qm(αi) such that α = Q |0〉.
Characteristic classes. Let φ be a multiplicative characteristic class over a
Q-algebra A. Then there are unique sequences (aλφ)λ, (b
λ
φ)λ, (c
λ
φ)λ and (d
λ
φ)λ
in A where λ runs through all partitions such that for all quasi-projective
complex surfaces X, we have∑
n≥0
φ(X [n]) = exp
∑
λ
(
aλφ qλ(1) + b
λ
φ qλ(KX) + c
λ
φ qλ(eX) + d
λ
φ qλ(K
2
X)
)
|0〉 ,
where KX and eX denote the canonical and Euler class, respectively, of the
surface X.
A closed formula for all coefficients is not known.
For the Chern character ch, there is an analoguous result: There are unique
sequences (aλ)λ, (b
λ)λ, (c
λ)λ and (d
λ)λ in Q such that for all quasi-projective
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complex surfaces X, we have
∑
n≥0
ch(X [n])
=
∑
λ
(
aλ qλ(1) + b
λ qλ(KX) + c
λ qλ(eX) + d
λ qλ(K
2
X)
)
eq1(1) |0〉 .
2.5 Combinatorial formulas
The Lagrange–Good formula. Let A be a ring and let s ∈ N. Let us
write z = (z1, . . . , zs). Let f1, . . . , fs ∈ A[z] be formal power series with
fi ∈ ziQ[[z]] for all i = 1, . . . , s. Furthermore we assume that the
∂fi
∂zi
∣∣∣
zi=0
are invertible in A. We can then expand any Laurent series g ∈ A((z)) in
terms of the fi(z), i.e.
g =
∑
k∈Zs
ckf
k
with f (k1,...,ks) := fk11 · · · f
ks
s .
Then the following holds for the coefficients ck:
ck = res
z
g(z) ∂f∂z
f (k1+1,...,ks+1)
,
where the residue is taken with respect to each variable zi.
This formula is called the “Lagrange–Good formula”. For details and a
proof see, e.g. [10].
3 The Hilbert schemes of points on the total space of
OP1(−2)
3.1 On the cohomology
The non-vanishing cohomology groups. Let n ∈ N0. As the cohomol-
ogy of X(γ)[n] is generated by Nakajima’s creation operators, it has to be
concentrated in degrees 0, 2, . . . , 2n, i.e. X(γ)[n] has no cohomology in odd
degrees and no cohomology in degrees greater than the degree of the middle
cohomology group. A Q-basis of the cohomology group H2n(X(γ)[n],Q) is
given by
qλ1(h) · · · qλr(h) |0〉
where λ = (λ1, . . . , λr) runs through all partitions of n.
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Characteristic classes for γ = 2. Assume that γ = 2 in this paragraph. In
particular, we have KX(2) = eX(2) = 0.
Let r ∈ N. Let δr : X → Xr the diagonal embedding. Due to degree
reasons, we have δr! 1 = 0 for r ≥ 3. For r = 2, we have
δ2! 1 = −
1
2
(D−1[Z]⊠D−1[Z]) = −2 (h⊠ h).
It follows that for any multiplicative class φ, we have
∑
n≥0
φ(X [n]) = exp

∑
k≥1
a
(k)
φ qk(1)− 2
∑
k≥l≥1
a
(k,l)
φ qk(h)ql(h)

 |0〉 .
Due to degree reasons, this implies
∑
n≥0
φn−1(X
[n]) =

∑
k≥1
a
(k)
φ qk(1)

 |0〉
and ∑
n≥0
φn(X
[n]) = exp

−2 ∑
k≥l≥1
a
(k,l)
φ qk(h)ql(h)

 |0〉 .
In particular, we can read off the a
(k,l)
φ (that are universal for every surface!)
once we know the classes φn(X
[n]).
An analoguous result holds for the Chern character, namely
∑
n≥0
chn(X
[n]) = −2

 ∑
k≥l≥1
a(k,l) qk(h)ql(h)

 |0〉 .
Again we can read off the a(k,l) once we know the classes chn(X
[n]).
3.2 The equivariant cohomology of the Hilbert scheme of points
on X(γ)
A T -action on X(γ)[n]. Recall the action of the one-dimensional torus T
on X(γ) we have defined above. By the universal property of the Hilbert
scheme X(γ)[n] this action induces a T -action on X(γ)[n]. This is the action
we are interested in in the sequel. Consider a fixpoint ξ ∈ X(γ)[n]. As X(γ)
has only two isolated fixpoints x0 and x1, it follows that supp ξ ∈ {x0, x1}.
Moreover it turns out that X(γ)[n] has only isolated fixpoints and one can
enumerate them by pairs (λ0, λ1) of partitions such that l(λ0) + l(λ1) = n.
This follows from the work of G. Ellingsrud and S. A. Stømme, [6]; but see
also [11]. Let us denote the subscheme corresponding to the pair (λ0, λ1) by
ξλ0,λ1 . The weights of the induced action of T at the tangent space Tξλ0,λ1
are given by Wλ0(−1,−1) and Wλ1(γ − 1, 1) by [11].
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Generators of the equivariant cohomology ring. Note that by the locali-
sation theorem, the localised equivariant cohomology ring of X(γ)[n] has the
classes [ξλ0,λ1 ]T as generators over Q[u, u
−1]. We follow [11] and set
[λ0, λ1]T :=
(−1)n
cλ0(−1,−1) cλ1(γ − 1, 1)
u−1[ξλ0,λ1 ]T ∈ H
2n
T (X(γ)
[n],Q)′.
Jack symmetric functions. Let Λ be the ring of symmetric functions (in the
variables xi). By Λn we denote its subspace consisting of the homogeneous
symmetric functions of degree n.
Given a partition λ and a parameter α, we denote the Jack symmetric
function for the partition λ and the parameter α by P
(α)
λ . (For the defini-
tion, we refer to I. G. Macdonald’s book [12].) It is P
(α)
λ ∈ Λ|λ|. The Jack
symmetric functions to the parameter α = 1 are simply the Schur symmetric
functions, i.e.
P
(1)
λ = sλ.
Later, we will also need the power symmetric function
pn :=
∑
i
xni .
Following [12], we set
pλ := pλ1pλ2 · · ·
for a partition λ = (λ1, λ2, . . .). (This convention differs from the one used
in [11].)
By [11], there is a canonical isomorphism
χ : H2nT (X(γ)
[n],Q)→ (Λ⊗ Λ)n
mapping [λ0, λ1]T to P
(1)
λ0
⊗ P
(γ−1)−1
λ1
. In particular, for γ = 2 we have
χ([λ0, λ1]T ) = sλ0 ⊗ sλ1 .
From the equivariant cohomology to the non-equivariant one. Recall that
we have the edge morphism j∗ : H2nT (X(γ)
[n],Q) → H2n(X [n],Q). This can
be composed with the inverse of χ, so that we get a morphism
ψ := j∗ ◦ χ−1 : (Λ⊗ Λ)n → H
2n(X [n]).
By the discussion in [11] following their theorem 3.4, this morphism can be
explicitely described by
ψ : pλ0 ⊗ pλ1 7→ qλ01(h)qλ02(h) · · · qλ11(h)qλ12(h) · · · |0〉 .
15
3.3 Equivariant multiplicative characteristic classes of the Hilbert
scheme of points on X(γ)
The general formula. For the rest of this article, let φ be a multiplicative
characteristic class over a Q-algebra A, i.e. there is a power series f ∈ 1 +
xA[[x]] such that
φ =
∏
i
f(xi),
where the xi are the Chern roots.
By the localisation formula (1) and the descriptions of the weights, we
have the following equality in H
[2n]
T (X(γ)
[n],Q):
φTn (X(γ)
[n])
=
∑
λ0,λ1
|λ0|+|λ1|=n
(−1)n
[un]
(∏
w∈W
λ0⊎Wλ1
f(wu)
)
cλ0(−1,−1) c
′
λ0
(−1,−1) cλ1(γ − 1, 1) c
′
λ1
(γ − 1, 1)
· u−n [ξλ0,λ1 ]T
=
∑
λ0,λ1
[un]
(∏
w∈W
λ0⊎Wλ1
f(wu)
)
c′
λ0
(−1,−1) c′
λ1
(γ − 1, 1)
[λ0, λ1].
(For other formulas of this kind, see [2] and [3].)
The specialisation to γ = 2. Let us now specialise to the case of a trivial
canonical divisor, i.e. γ = 2. Set X := X(2). Then the previous formula can
be simplified to
φTn (X
[n]) =
∑
λ0,λ1
(−1)|λ
0|
[un]
(∏
w∈D
λ0⊎Dλ1
f(h(w)u) f(−h(w)u)
)
h(λ0)h(λ1)
[λ0, λ1],
where again the summation is over all pairs (λ0, λ1) of partitions such that∣∣λ0∣∣+ ∣∣λ1∣∣ = n.
The non-equivariant case. Recall that φ(X [n]) = j∗φT (X [n]). Thus we
have
φn(X
[n]) =
∑
λ0,λ1
(−1)|λ
0|
[un]
(∏
w∈D
λ0⊎Dλ1
f(h(w)u) f(−h(w)u)
)
h(λ0)h(λ1)
ψ(sλ0⊗sλ1),
as χ−1([λ0, λ1]) = sλ0 ⊗ sλ1 .
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4 The proofs
4.1 Preparations
Specialising the symmetric functions. We continue to use the definition
X = X(2) until the end of this article.
Let us define a map
ρ : H2n(X [n],Q)→ A[x, y],
which is given by
ρ : qλ1(h) · · · qλn(h) |0〉 7→ (x
λ1 + yλ1) · · · (xλn + yλn).
The image of this map lies in the subspace of the polynomials of degree n.
Recall the map
ψ : (Λ⊗ Λ)n → H
2n(X [n],Q).
We have
ρ ◦ ψ : (Λ⊗ Λ)n → A[x, y], (f0 ⊗ f1) 7→ f0(x, y) f1(x, y).
Here, for a symmetric function f ∈ Λ, the expression f(x, y) means to sub-
stitute x for x1, y for x2 and 0 for xi with i ≥ 3.
With the results of the previous subsection, we thus have
ρ(φ2n(X
[n]))
=
∑
λ0,λ1
(−1)|λ
0|
[un]
(∏
w∈D
λ0⊎Dλ1
f(h(w)u) f(−h(w)u)
)
h(λ0)h(λ1)
sλ0(x, y) sλ1(x, y).
First simplifications. Set
F (x) := f(x) f(−x) ∈ 1 + xA[[x]].
Note that this is an even power series.
Our next task is to simplify the power series
Z(x, y) :=
∑
n≥0
ρ(φ2n(X
[n]))
=
∑
λ0,λ1
(−1)|λ
0|
[un]
(∏
w∈D
λ0⊎Dλ1
f(h(w)u) f(−h(w)u)
)
h(λ0)h(λ1)
sλ0(x, y) sλ1(x, y)
=
∑
λ0,λ1
(−1)|λ
0|
[un]
(∏
w∈D
λ0⊎Dλ1
F (h(w)u)
)
h(λ0)h(λ1)
sλ0(x, y) sλ1(x, y)
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in A[[x, y]].
In order to do this, note that by the definition of the Schur polynomials
(see, e.g. [12]), we have
sλ(x, y) = 0
for l(λ) ≥ 3 and
s(a,b)(x, y) =
xa+1 yb − ya+1 xb
x− y
for a ≥ b ≥ 0.
Therefore we can simplify the sum on the right hand side of the defining
equation of Z as all partitions of length three or greater do not contribute.
The multiset of hook lengthes of a partition λ of the form (a, b), a ≥ b is
given by {
1, . . . , b; 1, . . . , ̂a− b+ 1, . . . , a+ 1
}
.
(The “hat” means to leave out that particular entry.) In particular, we have
h((a, b)) =
(a+ 1)! b!
a− b+ 1
.
Thus we have
Z =
1
(x− y)2
∞∑
a≥b≥0
c≥d≥0
(−1)a+b
(a− b+ 1) (c − d+ 1)
(a+ 1)! b! (c + 1)! d!
· (xa+1yb − ya+1xb) (xc+1yd − yc+1xd)
· [ua+b+c+d]
∏a+1
w=−b F (wu)
∏c+1
w=−d F (wu)
F ((a− b+ 1)u)F ((c − d+ 1)u)
.
By reindexing (a+ 1 becomes a, c+ 1 becomes c and symmetrising between
a and b and c and d, respectively), the expression for Z can also be written
as
Z = −
1
(x− y)2
∑
a,b,c,d≥0
(−1)a+b
(a− b) (c− d)
a! b! c! d!
xa+c yb+d
· [ua+b+c+d−2]
∏a
w=−b F (wu)
∏c
w=−d F (wu)
F ((a− b)u)F ((c − d)u)
.
Let us now collect all the coefficients in front of the monomials xrys. This
yields:
Z = −
1
(x− y)2
∑
r,s≥0
xrys [ur+s−2]
r∑
a=0
s∑
b=0
(−1)a+b
(a− b) (r + s− (a+ b))
a! b! (r − a)! (s − b)!
·
∏a
w=a−r F (wu)
∏b
w=b−s F (wu)
F ((a− b)u)F ((r + s− (a+ b))u)
.
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Some combinatorics. The calculations in this paragraph mimick those in [3].
Let k ∈ N0. Recall the beginning of the classical summation formula
s∑
w=1
wk =
sk+1
k + 1
+
sk
2
+ . . . ,
where “. . .” denotes termes of lower degree in s.
Let F ∈ 1 + xA[[x]] be a power series with constant term one. We write
log F =
∑
k≥1
Lkx
k.
Let r, s, a, b ∈N0 and a ≤ r and b ≤ s. By the summation formula, we have∏a
w=a−r F (wu)
∏b
w=b−s F (wu)
F ((a− b)u)F ((r + s− (a+ b))u)
= exp
(
∞∑
k=1
Lk u
k
(
a∑
w=1
wk +
r−a∑
w=1
(−w)k +
b∑
w=1
wk +
s−b∑
w=1
(−w)k
−(a− b)k − (r + s− (a− b))k
))
= exp
(
∞∑
k=1
Lku
k
(
(r + 1) ak + (s+ 1) bk − (a− b)k − (b− a)k + . . .
))
=
F r+1(au)F s+1(bu)
F ((a − b)u)F ((b − a)u
+ . . . ,
where “. . .” collects all terms in which the total degree in a and b is less than
the total degree in u.
In what follows, we continue to use that notion of the symbol “. . .”.
We use the following lemma from [3]:
r∑
a=0
(−1)aak
a! (r − a)!
=
{
0 for k < r
(−1)r for k = r
for any r, k ∈N0 and k ≤ r.
Thus, we have
[ur+s−2]
r∑
a=0
s∑
b=0
(−1)a+b
(a− b)((r − s)− (a− b))
a! b! (r − a)! (s − b)!
·
(
F r+1(au)F s+1(bu)
F ((a− b)u)F ((b − a)u)
+ . . .
)
= [ur+s]
r∑
a=0
s∑
b=0
(−1)a+b
(a− b)(b− a)u2
a! b! (r − a)! (s − b)!
F r+1(au)F s+1(bu)
F ((a− b)u)F ((b − a)u)
+ . . .
= (−1)r+s[arbs]
F r+1(a)F s+1(b)
F (a− b)F (b − a)
(a− b) (b− a).
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Returning to Z. With the results of the previous paragraph, we now have
the following expression for Z:
Z(x, y) = −
1
(x− y)2
∞∑
r,s=0
(−x)r (−y)s [arbs]
F r+1(a)F s+1(b)
F (a− b)F (b− a)
(a− b) (b− a).
Set
G(z) :=
z
F (z)
.
This is an odd power series, which is invertible with respect to the composi-
tion. It is
Z(x, y) = −
1
(x− y)2
∞∑
r,s=0
(−x)r (−y)s res
(a,b)
G(a− b)G(b− a)
Gr+1(a)Gs+1(b)
.
By the Lagrange–Good formula, we have
Z(−G(x),−G(y)) =
1
G′(x)G′(y)
G(x− y)
G(x)−G(y)
G(y − x)
G(y)−G(x)
.
As G is an odd power series, this gives
Z(G(x), G(y)) =
1
G′(x)G′(y)
(
G(x− y)
G(x) −G(y)
)2
.
We can reformulate this as follows: Let g ∈ xA[[x]] be the compositional
inverse of G. Then
Z(x, y) = g′(x)g′(y)
(
G(g(x) − g(y))
x− y
)2
. (2)
4.2 The proof of the theorem and the corollary
The proof of the theorem. Recall from the beginning that we have to prove
the following:
∑
n≥0
φ(X [n]) = exp

 ∞∑
k=1
ak qk(1) +
∞∑
k,l=1
ak,l qk(h)ql(h)

 |0〉 , (3)
where the sequences (ak)k and (ak,l)k,l in A are defined by
∞∑
k=1
ak kx
k = g(x)
and ∑
k,l≥1
ak,l x
kyl = log
g(x) − g(y)
(x− y) (f(g(x) − g(y)) f(g(y) − f(g(x))))
.
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As we have already seen, there exist unique ak and ak,l with ak,l = al,k,
for which the formula (3) holds true. It remains to calculate them.
As stated above, due to degree reasons, it is
∑
n≥0
φn−1(X
[n]) =

 ∞∑
k≥1
akqk(1)

 |0〉 .
These coefficients, however, were already calculated in [3]. The main result
of that article is
∞∑
k=1
ak kx
k = g(x).
Analoguously, we have
∑
n≥0
φn(X
[n]) = exp

∑
k,l≥1
ak,l qk(h)ql(h)

 |0〉 .
In order to finish the proof of the theorem, it remains to calculate the ak,l:
We have
exp

∑
k,l≥1
ak,l (x
k + yk)(xl + yl)

 = ρ

∑
n≥0
φ2n(X
[n])

 = Z(x, y),
i.e. ∑
k,l≥1
ak,l (x
k + yk)(xl + yl) = logZ(x, y).
This yields
∑
k,l≥1
ak,lx
k yl =
1
2
(logZ(x, y)− logZ(x, 0) − logZ(0, y))
= log
g(x)− g(y)
(x− y) (f(g(x) − g(y)) f(g(y) − f(g(x))))
,
which proves the theorem.
The proof of the corollary. We have to prove the following:
∑
n≥0
ch(X [n]) =

∑
k≥1
akqk(1) +
∑
k,l≥1
ak,l qk(h)ql(h)

 eq1(1) |0〉 ,
where the sequences (ak)k and (ak,l)k,l in Q are defined by
∞∑
k≥1
ak x
k =
∑
m≥0
2
(2m+ 1)!
x2m+1
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and ∑
k,l≥1
ak,l x
k yl =
∑
m≥0
2
(2m)!
∑
k+l=2m
(
1− (−1)k
(
2m
k
))
xk xl.
From the general results in [2] and [3] it is again clear that a formula of
the form given above exists indeed. It remains to calculate the coefficients.
For the ak, this has already been done in [2], i.e. we have in fact
∞∑
k≥1
ak x
k =
∑
m≥0
2
(2m+ 1)!
x2m+1.
It remains to prove the expression given for the ak,l. By degree reasons, it
is
chn(X
[n]) =
( ∑
k+l=n
ak,lqk(h)ql(h)
)
|0〉
for each n ∈ N.
As X [n] is a (non-compact) symplectic manifold (as X is), it is chn = 0 for
odd n. Thus, we may restrict to the case of even n.
Let A := Q[ǫ]/(ǫ2) be the ring of dual numbers of Q. Fix n = 2m ∈ 2N
and consider the A-valued multiplicative characteristic class φ with
φ =
∏
i
f(xi),
where
f(x) = 1 + ǫ xn ∈ 1 + xA[[x]].
Then
n! chn(X
[n]) = [ǫ]φ(X [n]).
Set
G(x) :=
x
f(x) f(−x)
= x− 2ǫ xn+1.
Then
g(x) := x+ 2ǫ xn+1
is the multiplicative inverse of G. A quick calculation yields
[ǫ] log
g(x)− g(y)
(x− y) (f(g(x) − g(y)) f(g(y) − g(x)))
= 2
(
xn+1 − yn+1
(x− y)
− (x− y)n
)
.
So if ∑
k,l≥1
ak,l x
k yl = 2
∑
m≥0
1
(2m)!
∑
k+l=2m
(
1− (−1)k
(
2n
k
))
xkyl,
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we have, by the theorem applied to φ, that
chn(X
[n]) =
1
(2n)!
[ǫ]φn(X
[n]) =
( ∑
k+l=n
ak,l qk(h)ql(h)
)
|0〉 ,
which proves the corollary.
5 Addendum
5.1 Characteristic classes of tautological sheaves
Tautological sheaves. Let X be an arbitrary complex surface. Given a
vector bundle F on X, on defines
F [n] := p∗(r
∗F ⊗OΞn),
where p and r are the projections from X [n] ×X onto its factors. As Ξn is
flat and finite of degree n over X [n], it follows that F [n] is a vector bundle on
X [n] of rank n · rkF . It is the tautological vector bundle on X [n] associated
to F .
Characteristic classes of O
[n]
X on X(2)
[n]. In particular, there is the vector
bundle O
[n]
X of rank n on X
[n]. As this is god-given as the tangent bundle
on the Hilbert schemes, one may likewise ask for the value of characteristic
classes on the O
[n]
X (see [3] for example).
The methods used in this article also work in that case. Instead of giving
full proofs, which are similar enough to the ones given here, we only state
the result. Again, we specialise to the case X = X(2), the total space of the
line bundle OP1(−2).
Theorem. Let φ be multiplicative class of the Q-algebra A defined by
φ =
∏
i
f(xi)
for f ∈ 1 + xA[[x]], where the xi are the Chern roots. Let g ∈ xA[[x]] be the
compositional inverse of
x
f(−x)
.
Then, the multiplicative class evaluated on the tautological bundles O
[n]
X on
the X [n] is given by
∑
n≥0
φ(O
[n]
X ) = exp

∑
k≥1
ak qk(1) +
∑
k,l≥1
ak,l qk(h)ql(h)

 |0〉 ,
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where the sequences (ak)k and (ak,l)k,l in A are defined by∑
k≥1
kak x
k = g(x)
and ∑
k,l≥1
ak,l x
kyl = log
x y (g(x) − g(y))
(x− y) g(x) g(y)
.
5.2 Calculations
The Chern character. Recall the definition of the a(k,l) involved in the
universal formula of the Chern character of the tangent bundles of the Hilbert
schemes of points on surfaces. Our formulas yield the following table:
(k, l) (1, 1) (3, 1) (2, 2) (5, 1) (4, 2) (3, 3)
a(k,l) −32 −
5
12
5
24 −
7
360
7
180 −
7
240
(Recall that a(k,l) = 0 for k + l odd.)
The total Chern class. Let c denote the total Chern class. Recall the
definition of the a
(k,l)
c involved in the universal formula for the total Chern
class of the tangent bundles of the Hilbert schemes of points on surfaces. Our
formulas yield the following table:
(k, l) (1, 1) (3, 1) (2, 2) (5, 1) (4, 2) (3, 3)
a(k,l) 32 −1 −
7
4 2 2 3
(Again, it is a
(k,l)
c = 0 for k + l odd.)
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