The aim of the present paper is to develop inference about Bayes prediction bound length (BPBL) under OneSample scenario. Rayleigh distribution is considered here as an underlying model for the study and the inferences are developed on pooled sample based on two independent progressively Type-II censored samples. The central coverage and one-sided Bayes prediction bound length are obtained under the current scenario. The properties of Bayes estimator are also presented.
Introduction
Probability density function and the distribution function of Rayleigh model with shape parameter The Rayleigh distribution is a suitable model for life testing experiments and clinical studies. A significant amount of work has performed under the Rayleigh model. The origin and other aspects of this distribution are found in Siddiqui (1962) and Hirano (1986) . Polovko (1968) , Dyer & 100 Whisenand (1973) demonstrated the importance of the Rayleigh distribution in electro vacuum devices and communication engineering respectively. Ariyawansa & Templeton (1984) have also discussed its many applications. Hendi et al. (2007) presents a Bayesian analysis under Rayleigh model based on record values. has presented some shrinkage estimators based on upper records values under Bayesian methodology. Some Bayes estimators for the reciprocal of the parameter of the inverse Rayleigh model were discussed by . Some Bayesian analysis based on the Rayleigh model was also discussed by Ahmed et al. (2013) . Recently, Prakash (2015) has presented a comparative analysis based on progressive first failure censored data for underlying model.
In life tests and reliability analysis, experiments often get terminated before all units on test fail based on cost and time restrictions. This type of restriction is generally known as censoring. One of most common form of censoring is Type-II right censoring which can be described as follows:
Consider n identical units under observation in a life-testing experiment and suppose only the first n) ( r  failure times :n r :n 2 :n 1 X , , X , X  are observed and the rest of the data are only known to be larger than :n r X . In such censoring, if r is small and n is relatively large compared to r, the precision of estimates for parameters obtained from such a censored data will be very low.
In such a situation, if it will be possible and convenient to take an additional similar censored data from another independent sample of the same model. It might be possible to use the combined ordered sample from these two censored samples in order to increase the precision of the estimation. One possible situation is when the number of items placed on a life test per run is limited, so that several independent runs need to be done. Balakrishnan et al. (2010) considered the situation in which two independent censored samples are pooled, and demonstrated the advantages of pooled samples and expressed the joint distribution of order statistics from pooled samples as a mixture of progressive Type-II censored samples.
In the present study, a pooled sample from a Rayleigh distribution based on two independent progressively Type-II right censored samples have been considered. The properties of BPBL and Bayes estimators are studying on pooled censored data.
Pooling of Progressive Type-II Right Censored Samples
Let us assume that 
Where U is a vector of realizations,   
The joint density function (3), under pooled progressive Type-II censored samples, now rewritten as (2) in (4), we get the joint density function as 
The Bayes Estimation
There is no clear-cut way to determine if one prior probability estimate is better than the other. It is more frequently the case that attention is restricted to a given flexible family of priors, and one is chosen from that family that matches best with personal beliefs. However, there is adequate information about the parameter, it should be used; otherwise it is preferable to use a noninformative prior. Here, we consider a conjugate prior density for parameter θ as
Using (5) & (6) the posterior density is now defined and obtained as 
where  
It is well known that choice of loss function is an integral part of Bayesian inference. As there is no specific analytic procedure that allows us to identify the appropriate loss function to be used, most of the work on point estimation and point prediction assume the underlying loss function to be squared error loss function (SELF) which is symmetric in nature. Under SELF posterior mean is the Bayes estimator, hence the Bayes estimator S θ (say) of unknown parameter θ is obtained as
One-Sample Bayes Prediction Bound Lengths
In the present section, consider the nature of future behavior of the observation when sufficient information about the past and the present behavior of an event or an observation is known or given. The Bayesian statistical analysis to predict the future statistic from the considered model is based on the Progressive Type-II right ordered pooled data.
If we assume another second independent random sample of future observations from the model (1 Bayes prediction bound length under One-sample scenario is now defined as Mathematics and Statistics (2016) 
Gyan Prakash / Journal of Applied
                                                                1r 0 i 1 s 0 j 1) α s (r 2 C1 1 1 1) α s (r 1 j 1) α s (r 2 C1 1 1 1) α s (r1 i U U 1 U γ U U 1 U γ Ω l l ,                                                                 1 r 0 i 1 s 0 j 1) α s (r 2 C2 1 1 1) α s (r 1 j 1) α s (r 2 C2 1 1 1) α s (r 1 i U U 1 U γ U U 1 U γ Ω l l
Numerical Illustrations

Based On Simulation:
A nice close forms of risk under SEL loss for estimators and BPBL under both cases do not exist. Some numerical integration techniques based on simulation are applied here for studying the properties of Bayes estimator and BPBL.
The random samples are generated as follows:
Generate shape parameter θ through prior density θ) ( Table 1 . It is observed here that when pooled censored sample size increases the magnitude of estimated risk increases. However, the increment in magnitude is nominal. Further, opposite the trend has been seen when values of the set of prior parameter increases. It is seen also that, the BPBL tends to be closer when the level of significance ε decreases in for both cases when other parametric values are considered fixed. Central coverage Bayes prediction length of bounds gives smaller bound lengths as compared to one-sided length of bounds at 95% confidence. For other confidence values, the one-sided prediction length of bounds get closer as compared to central coverage Bayes prediction length of bounds.
Analysis Based on Real Data
In the present section, the performances of Bayes estimation and BPBL under One-Sample scenario are studied by an example based on a real life data set. A wind speed data set in Taiz, located southwest of Yemen, which was used by Al-Buhairi (2006) . The Monthly wind speed for the year 2002 has been used for the present analysis. All the properties have seen similar here as discussed in the previous section. However, one may note here that, the one-sided Bayes prediction length of bounds get wider as compared to central coverage Bayes prediction length of bounds. 
