Reservoir computing for spatiotemporal signal classification without
  trained output weights by Prater, Ashley
Reservoir computing for spatiotemporal signal classification without
trained output weights ∗
Ashley Prater
Air Force Research Laboratory, Information Directorate, Rome NY USA †
September 27, 2018
Abstract
Reservoir computing is a recently introduced machine learning paradigm that has been shown to be
well-suited for the processing of spatiotemporal data. Rather than training the network node connections
and weights via backpropagation in traditional recurrent neural networks, reservoirs instead have fixed
connections and weights among the ‘hidden layer’ nodes, and traditionally only the weights to the output
layer of neurons are trained using linear regression. We claim that for signal classification tasks one may
forgo the weight training step entirely and instead use a simple supervised clustering method based upon
principal components of norms of reservoir states. The proposed method is mathematically analyzed and
explored through numerical experiments on real-world data. The examples demonstrate that the pro-
posed may outperform the traditional trained output weight approach in terms of classification accuracy
and sensitivity to reservoir parameters.
1 Introduction
Reservoir computing is a recently developed bio-inspired machine learning paradigm for the processing of
spatiotemporal data [1, 2]. In the language of neural networks, a reservoir is collection of hidden layer nodes
with nonlinear recurrent dynamics, where the nodes are sparsely connected with fixed weights that are not
trained to fit specific data. Because the weights are fixed, using a reservoir requires only a simple initialization
step, as opposed to more traditional recurrent neural networks whose weights and connections must be learned
in a tedious backpropagation training step [3]. The property of fixing the reservoir connections and weights
has many benefits, including ease of initialization, along with having the ability to quickly adapt to new
data and applications.
Reservoirs, like all recurrent neural networks, are based on the premise that the state of the reservoir at a
particular time should depend on the current value of the input signal, along with recent inputs and reservoir
states. To be an effective method for computation, a reservoir should map input data into a sufficiently high-
dimensional space. It is desirable for a reservoir to operate ‘at the edge of chaos’ [4], so dissimilar inputs are
sufficiently separated in the reservoir node states, yet inputs with only small perturbation-like differences
do not stray too far apart. Reservoir dynamics demonstrate long short-term memory [5], so any individual
point-wise errors in a signal will not corrupt the entire reservoir response.
Two types of reservoirs that have emerged in literature include echo state networks (ESNs) and time-
delay reservoirs (TDRs). An ESN uses randomly, yet sparsely, connected nodes with randomly assigned fixed
weights [1, 2, 6]. A TDR uses a cyclic topology, where each node provides data to exactly one other node, and
has fixed, non-random weights [7, 8, 9]. The output layer of both ESN and TDR-type reservoirs traditionally
use linear output weights, trained on a labeled dataset using least squares or ridge regression[1, 10, 11]. This
method has an easy training phase, and is computationally cheap to use in the testing phase. However, it
can be sensitive to reservoir parameters and dataset characteristics and prone to overfitting. If the training
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dataset has large intra-class variation, or if the classes are not well-separated, then it may be difficult to find
a collection of weights to discriminate the classes well.
In this research, a simple supervised clustering method based on principal components is proposed for
use in classification tasks using ESNs and TDRs. The method used is based upon comparing the norm of a
reservoir response of a test signal against the principal components of the norms of reservoir states for classes
of labeled training data. The clustering method has slightly higher computational complexity than using
trained output weights to classify new input signals, however it may achieve higher classification accuracy
while being less sensitive to reservoir type, size, and feedback strength. We present a rigorous analysis of
the clustering method, including two theoreoms characterizing the upper bound of the difference in reservoir
responses for two input signals, with the upper bound in terms of the input signals, the reservoir type,
and the user-generated parameters. Moreover, we explore the difference in performance of the two methods
through numerical simulations performed using a real-world dataset for both ESNs and TDRs for various
reservoir parameters. In every simulation, the clustering approach outperforms the trained output weights
in terms of both accuracy and CPU time required to classify test signals.
The following notation is used in this work. For a collection of signals {u}, the jth element in the
collection is denoted by u(j). Training sets are partitioned into K classes. Let Ck be the collection of indices
of signals in the kth class. That is, u(j) is in the kth class iff j ∈ Ck. For a vector v, the `2 norm is given
by ‖v‖2 = (
∑
j v
2
j )
1/2. For a matrix A, ρ(A) is the spectral radius, i.e. the largest absolute value of an
eigenvalue of A. We use O(·) with the standard ‘big O’ meaning, that f(x) = O(g(x)) if there exists M > 0
and x0 ∈ R such that |f(x)| ≤M |g(x)| for all x ≥ x0.
2 Reservoir Computing Models for Classification
Suppose u ∈ RT is an input signal of length T , possibly after the application of a multiplexing mask, and
say u(t) is the value of u at time t. The values of the N reservoir nodes at time t are called the reservoir
states and are denoted by the vectors X(t) ∈ RN , one vector for each t. The nth entry of these vectors,
Xn(t) denote the state of the n
th reservoir node at time t. The dynamics of the ESN and TDR architectures
are described by the following models:
ESN: X(t) = f(Winu(t) +WresX(t− 1)) (1)
TDR: Xn(t) =
{
f(αu(t) + βXN−1(t− 1)), if n = 0
Xn−1(t− 1), if n ∈ {1, 2, . . . , N − 1}
(2)
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Figure 1: Representations of two architectural variants of reservoirs with output weights, the echo state
network (left) and time delay reservoir (right).
For ease of notation, suppose each reservoir type has N nodes. In the ESN topology, the vector Win ∈
RN weights the input signal feeding into the nodes, while the matrix Wres ∈ RN×N determines the fixed
connections and weights among the nodes. That is, node m feeds into node n weighted by the (n,m)th entry
of Wres in the ESN model. The TDR has N − 1 virtual nodes, corresponding to n = 1, 2, . . . , N − 1, and one
physical node for n = 0. The parameter α is the input gain, and β is the attenuation value. Notice in the
TDR the node values are simply passed along the reservoir unchanged except at the physical node. Models
of the ESN and TDR reservoirs are shown in Figure 1.
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The function f in Equations (1) and (2) is a nonlinear activation function. Typical choices for f include
sinusoidal, logistic, sigmoidal, and piecewise linear functions.
Time-multiplexing the inputs is a common preprocessing step in time-delay reservoir systems [7, 8, 9, 12,
13]. The multiplexing mask is applied as follows. Suppose the raw inputs are z1, z2, z3, . . ., and consider a
mask m of length L. Then the multiplexed input u is defined via u((k−1)L+1 : kL) = zkm, that is each raw
input zk is multiplied by the vector m and concatenated to form the multiplexed input. The purpose of the
multiplexing mask in TDRs is several-fold. A non-constant mask helps to increase the dimensionality of the
reservoir, yielding richer dynamics [9, 13]. Furthermore, since the inputs are all passed to the reservoir only
via the head node, the mask allows several virtual nodes to process values from a single raw input vector
at once, as random ESNs do by design [12, 13]. An additional benefit is that it helps to ‘slow down’ TDRs,
many of which are physically implemented as optical devices that would process the raw data much faster
than one can sample the outputs [8, 9, 14].
Two approaches for interpreting the reservoir outputs for supervised classification tasks are described in
the subsections below. The first describes the traditional approach using trained output weights, and the
second describes a method of clustering the reservoir node states.
2.1 Trained linear output weights
A classical method to interpret the results of a reservoir is to train a collection of output weight matrices
Wout(t) ∈ RK×N at each time t of interest [1, 10, 11, 15] that map reservoir states close to an appropriate
‘indicator’ vector. That is, choose a collection of times of interest Ω ⊆ {1, 2, . . . , T}, and let X(j)(t) ∈ RM
denote the reservoir nodes at time t driven by the jth element in the training dataset using either Equation (1)
or (2). Then the collection of output weights at time t is
Wout(t) = argmin
W∈RK×N
∑
j∈Tr
‖dj −WX(j)(t)‖22 + λ‖W‖22
 , (3)
where each dj(t) ∈ RK is an indicator vector, having all zeros entries except for a 1 in the kth position if
j ∈ Ck.
Equipped with the collection of output weights, a test pattern with reservoir node states X(t) ∈ RN is
determined to belong to the kth class if the K-vector
D =
∑
t∈Ω
ωtWout(t)X(t) (4)
has maximal element in the kth row. Typically the classification weights ωt are chosen to be 1.
Algorithm 1 (To classify a signal using trained linear output weights)
Initialization: Input the fixed parameters λ,Ω.
Training: Generate the vectors X(j)(t) ∈ RN for each j and t ∈ Ω, using Equation (1) or (2), then find
the collections {Wout(t) : t ∈ Ω} as in Equation (3).
Testing: Let u ∈ RT be a new test pattern.
1. Compute the corresponding reservoir nodes {X(t) ∈ RN : t ∈ Ω} using Equation (1) or (2).
2. Compute the vector D as in Equation (4).
3. Say u is in the kth class if D(k) ≥ D(`) for all indices ` ∈ {1 : K}.
The computational cost of determining the class of a new pattern using the the ‘Testing’ phase of
Algorithm 1 is determined as follows. Assume that the matrices Wout(t) are given, and do not include its
derivation in the cost evaluation. To drive the reservoir and find the nodes X(t) of a new test pattern requires
O(N2T ) multiplications using the ESN dynamics in Equation (1), or O(T ) multiplications using the TDR
dynamics in Equation (2). Although only the reservoir node values at times t ∈ Ω are of interest, one must
drive the reservoir using the full set of times. To find the vector D requires O(KN |Ω|) multiplications, and
3
finally O(K) comparisons are needed to determine the maximal element. Overall, this leads to a complexity
of O(N2T +KN |Ω|) when using ESN-type reservoirs and a complexity of O(T +KN |Ω|) when using TDR-
type reservoirs.
2.2 Classification via Clustering with Principal Components
The underlying idea for the training method (3) is that similar inputs to the reservoir produce similar outputs,
even after the non-linear high-dimensional processing is applied. Under this assumption, it is feasible that
one could classify data using a clustering method without the use of the trained output weights. Therefore,
we propose the following method using the principal components of norms of reservoir responses to perform
classification. Let Ck be the collection of indices of training patterns that belong to the kth class. Find the
reservoir states X(j)(t) ∈ RN for all j ∈ Ck, t ∈ Ω, and k, and compute the vectors bj ∈ R|Ω|, where
bj(i) =
∥∥∥X(j)(ti)∥∥∥2
2
, ti ∈ Ω. (5)
For each class, concatenate the vectors bj to form matrices Bk ∈ R|Ω|×|Ck|. Since the input training patterns
belong to the same class, the columns of each Dk should exhibit similar characteristics. Suppose Uk ∈ R|Ω|×R
is the matrix of the first R principal components of Bk. For any new test patterns with corresponding vector
b, one can say that the pattern belongs to the kth class if Uk describes b well, i.e. if
‖(I − UkU∗k ) b‖ ≤ ‖(I − U`U∗` ) b‖ , ∀`.
Algorithm 2 (To classify a signal using clustering via principal components)
Initialization: Input the collection of times Ω and the number of principal components to consider R.
Training:
1. Generate the vectors X(j)(t) ∈ RN for all j ∈ Ck, t ∈ Ω, and each k using either Equation (1) or (2).
2. Compute the matrices Bk with columns as in Equation (5).
3. Compute Uk, the first R principal components of Bk.
Testing: Let u ∈ RT be a new test pattern.
1. Generate the reservoir states X(t) ∈ RN for each t according to Equation (1) or (2).
2. Compute the vector b ∈ R|Ω| according to Equation (5).
3. For each k, compute dk = ‖(I|Ω| − UkU∗k )b‖22.
4. Say u belongs to the kth class if dk ≤ k` for all `.
The computational cost of determining the class of a new pattern using the ‘Testing’ phase of Algo-
rithm 2 is determined as follows. Assume that the matrices I − UkU∗k ∈ R|Ω|×|Ω| are precomputed during
the training phase. As in Algorithm 1, the cost to drive the reservoir and find the nodes X(t) requires
O(N2T ) multiplications using the ESN, or O(T ) multiplications using the TDR. To compute the vector b
in Step 2 requires O(N |Ω|) multiplications, and to compute the values {dk} in Step 3 requires O(K|Ω|2)
multiplications. Finally, to determine the class of u in Step 4 requires K comparisons. Overall, this leads to
a complexity of O(N2T +N |Ω|+K|Ω|2) for ESN-type reservoirs, and a complexity of O(T +N |Ω|+K|Ω|2)
for TDR-type reservoirs. Since the parameters can vary in magnitude, the dominant term in the complexity
depends on the particular set-up used.
3 Analysis of Reservoir Behavior
The clustering method proposed in Algorithm 2 will be more accurate if small variations in the input signals
lead to bounded differences in reservoir states, while large discrepancies in inputs are mapped farther apart.
To confidently use this approach, we must characterize reservoir responses for similar inputs.
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Several studies of reservoir performance based on the type of reservoir architecture, chosen parameters,
as well as the characteristics of the input data have been performed, with evidence that some combinations of
the aforementioned factors can seriously degrade performance [2, 7, 10, 16]. However, the metrics used in the
reservoir computing literature tend to be only experimentally investigated. To explore how well the reservoir
response separates classes, the separation ratio [6, 17], point-wise separation [2, 18], and class separation [19]
have been used. These all measure how well a reservoir can separate inputs from distinct classes, by having
distances between disparate classes large while keeping similar inputs close. Similarly, to measure how effec-
tively a reservoir can process a particular dataset, researchers use the universal approximation property [2]
kernel quality [19, 20, 21], reservoir capacity [22], and the Echo State Property [1]. These measures and
properties concern the representation of inputs within the reservoir response and the reconstructability of
an input signal from reservoir states. For robustness to noise, generalization rank [21] or the Lyapunov
coefficient [17, 19, 20, 23, 24, 25] are considered.
Although the reservoir dynamics (1) and (2) have simple descriptions, rigorous treatment of their behavior
have proven difficult, with few results so far. In Proposition 3 of [1], the distance between two reservoir states
at a given time is bounded in terms of the reservoir states at the previous timestep and the spectral radius
of the reservoir weights. Although mathematically proven, this Proposition covers only randomly connected
ESNs incrementing one timestep with activation functions of the form f(x) = tanh(x). Theorem 3.5 of [26]
bounds the distance between two output vectors of a TDR, determined using linear read-out weights, in terms
of the reservoir parameters and the behavior of the input signals. In the Theorems below, we prove upper
bounds for distances between two reservoir responses to different inputs in terms of reservoir parameters and
the behavior of the inputs for both ESNs and TDRs, and in more generality than the results given in [1]
and [26].
For readability, let us first introduce some notation. Let u(j)(t) denote the jth input at time t, with
corresponding reservoir states X(j)(t). Let δi,j,t = |u(i)(t) − u(j)(t)| be the difference between two input
signals at time t, and let εi,j,t = ‖x(i)(t) − x(j)(t)‖ be the distance between the corresponding node states
at time t. Suppose δi,j = sup{δi,j,t : t ∈ R} is bounded for each pair (i, j), and that the nonlinear activation
function f is Lipschitz continuous with optimal Lipschitz constant L. Finally, let [·]n denote a vector whose
entries run over the range of the variable n.
Theorem 1. Suppose the reservoir node states are determined using the ESN dynamics from Equation (1).
If ρ(Wres) is the spectral radius of Wres, then the distance between the reservoir nodes at time t corresponding
to two input signals u(i) and u(j) satisfies
εi,j,t ≤ Lδi,j‖Win‖1− (Lρ(Wres))
t+1
1− Lρ(Wres) .
Proof. By Equation (1) and the Lipschitz continuity of f ,
εi,j,t =
∥∥∥X(i)(t)−X(j)(t)∥∥∥
=
∥∥∥f (Winu(i)(t) +WresX(i)(t− 1))− f (Winu(j)(t) +WresX(j)(t− 1))∥∥∥
≤ L
∥∥∥Win [u(i)(t)− u(j)(t)]+Wres [X(i)(t− 1)−X(j)(t− 1)]∥∥∥
≤ L ‖Win‖ δi,j,t + Lρ(Wres)εi,j,t−1.
Since εi,j,−1 = 0, it follows by induction that
εi,j,t ≤ L ‖Win‖
t∑
r=0
(Lρ(Wres)
rδi,j,t−r ≤ Lδi,j ‖Win‖ 1− (Lρ(Wres))
t+1
1− Lρ(Wres) .
Theorem 2. Suppose the reservoir node states are determined using the TDR dynamics from Equation (2).
Then the distance between the reservoir nodes corresponding to two input signals u(i) and u(j) satisfies
εi,j,t ≤ αδi,jL
√
N
1− (βL)bt/Nc+1
1− βL .
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Proof. By Equation (2) and the Lipschitz continuity of f ,
εi,j,t =
∥∥∥[X(i)n (t)]n − [X(j)n (t)]n∥∥∥
=
∥∥∥[X(i)0 (t− n)]n − [X(j)0 (t− n)]n∥∥∥
≤ αL
∥∥∥[u(i)(t− n)− u(j)(t− n)]n∥∥∥+ βL∥∥∥[X(i)N−1(t− n− 1)−X(j)N−1(t− n− 1)]n∥∥∥
≤ αLδi,j
√
N + βL ‖[Xn(t−N)]n‖
= αLδi,j + βLεi,j,t−N .
Let r ∈ {0, 1, . . . , N − 1} be the remainder when t is divided by N . By induction on the inequality above,
εi,j,t ≤ (βL)bt/Ncεi,j,r + αδi,jL
bt/Nc−1∑
k=0
(βL)k.
Since r < N , the nth reservoir node at time r can be characterized by
Xn(r) =
{
f(αu(r − n)), if n ≤ r
0, if n > r
,
yielding εi,j,r ≤ αδi,jL
√
r + 1 ≤ αδi,jL
√
N. Therefore
εi,j,t ≤ αδi,jL
√
N
bt/Nc∑
k=0
(βL)k = αδi,jL
√
N
1− (βL)bt/Nc+1
1− βL .
Theorems 1 and 2 show that for input signals with small pointwise discrepancies and well-chosen reservoir
parameters, their associated reservoir state norms cluster well. However, the Theorems do not guarantee that
very distinct inputs are mapped to dissimilar reservoir node state norms. For this, we turn to the separation
ratio, introduced in [6] and further explored in [17]. For completeness, we include it here, modified for both
Algorithm 1 and Algorithm 2. For Algorithm 1, operator on the reservoir responses themselves, and for
Algorithm 2 consider the norms of the reservoir responses.
Define the center of mass of the reservoir states of the Kth class in the training set at time t as Mk(t),
Mk(t) =
{
1
|Ck|
∑
j∈Ck X
(j)(t), for Algorithm 1,
1
|Ck|
∑
j∈Ck ‖X(j)(t)‖, for Algorithm 2.
The inter-class distance is computed the same for both algorithms. It is defined as the average distance
between pairs of class means at each time step:
d(t) =
1
K2
K∑
k=1
K∑
`=1
‖Mk(t)−M`(t)‖ ,
The intra-class variance is the average variance within each class at each time step:
v(t) =
{
1
K
∑K
k=1
1
|Ck|
∑
j∈Ck
∥∥Mk(t)−X(j)(t)∥∥ , for Algorithm 1,
1
K
∑K
k=1
1
|Ck|
∑
j∈Ck
∣∣Mk(t)− ‖X(j)(t)‖∣∣ , for Algorithm 2.
Then the separation ratio at time t is defined as
Sep(t) =
d(t)
1 + w(t)
. (6)
The larger Sep(t) is, the better the separation among the classes at time t.
6
Figure 2: A subset of images from the USPS handwritten digit dataset.
4 Example
Handwritten digits are classified using the trained linear output weights in Algorithm 1 and the using the
principal components method in Algorithm 2. The data used are from the United States Postal Service
(USPS) database, obtained from [27]. A sample of these images is shown in Figure 2. Each image in the
dataset is a 16 × 16 pixel 8-bit grayscale image, reshaped as a 256 length column vector taking values in
[0, 1]. The data are split in ten classes of 1100 images each, representing the digits 0 through 9. For each
simulation presented below, 400 images in each class are randomly selected to form the training set, while
the remaining 7000 images (700 from each class) are used as the test set. Although the nearby pixel behavior
is not preserved in the horizontal direction by transforming each image into a column vector, the correlations
are still present in the reservoir response due to the long short term memory property.
All experiments are implemented in MATLAB R2013a on a node with 2 Intel Xeon 5650 CPUs with 8
cores at 2.67 GHz with 8GB RAM.
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Figure 3: The maximum separation ratio from Equation (6) attained by the reservoirs on sample training
sets, adapted for Algorithm 1 in blue ‘∗’ and for Algorithm 2 in red ‘◦’, for several values of α and N . Results
for the ESN-style reservoirs are in the left plot, and results for TDR-style reservoirs are in the right plot.
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4.1 Experiment Setup
The ESN reservoirs are set up with N nodes, for N ∈ {10, 25, 50, 100}. The input weights are Win =[
α α · · · α]> ∈ RN , where α ranges over the set {0.1, 0.2, . . . , 0.9}. The reservoir weights Wres ∈ RN×N
are randomly chosen with 20% density, and scaled so that the largest eigenvalue is 0.9999(1− α). No mask
is used with ESN reservoirs, so T = 256, Ω = {1, 2, . . . , 256}, and K = 10.
The TDR-type reservoirs are set up with N nodes, for N ∈ {25, 50, 100, 400}. Again, the parameter α
appearing in Equation (2) ranges over the set {0.1, 0.2, . . . , 0.9}. The inputs are multiplexed with a mask of
length N − 1 randomly taking values from {±1}, but the reservoir is sampled only every N − 1 time-steps.
Therefore T = 256(N − 1) and Ω = {r(N − 1) + 1 : r = 0, 1, . . . , 255} with |Ω| = 256.
For each simulation, 400 images from each class are randomly selected to form the training dataset,
however, the same training dataset selection is used for each pair (N,α). The nonlinear activation function
is chosen to be f(x) = sin(x) throughout. For the trained linear output weights, the regularization parameters
λ = 10−4 and λ = 10−10 are used.
4.2 Results
The results of these simulations are presented in Figures 3-5.
Figure 3 plots the maximum separation ratio from Equation (6) attained by ESN and TDR reservoirs for
both Algorithms for the selections of parameters α and N . Notice that the reservoirs do not separate this
data particularly well, but the norms of reservoir responses that are used in Algorithm 2 tend to be slightly
better separated than the vector responses used in Algorithm 1.
The top two plots of Figure 4 show the average classification accuracy, and the bottom two plots give
the time required to classify all 7000 images in the test set using both reservoir types with both Algorithm 1
and Algorithm 2 for the parameters α,N and λ. The results for the clustering approach presented in
Algorithm 2 are denoted by red ‘◦’. The results for the trained output weights using Algorithm 1 use blue
‘∗’ (for λ = 10−4) or cyan ’ (for λ = 10−10).
The clustering approach always achieves a higher classification accuracy than the trained linear output
weights, but takes only about 35-40 seconds longer to classify all 7000 images. Notice the clustering approach
is fairly robust to the choice of reservoir and parameters N and α. The trained linear output weights are
more sensitive to N and α, and are inversely related to the separation ratio given in Figure 3.
The computational complexity of the two Algorithms can be seen in the ‘Time’ plots of Figure 4. For
ESNs, both Algorithms have a quadratic dependency on N , but Algorithm 2 takes a bit longer also having
a quadratic dependency on |Ω| = T . For TDRs, the linear dependence on N for both Algorithms is evident
in the plot. The TDR has a longer runtime than the ESN since a mask is used with the TDR, increasing T
by a factor of N − 1.
The clustering approach in Algorithm 2 was also applied to the raw input dataset without using a
reservoir. Over 100 trials, the average accuracy of the clustering method applied to the raw input data is
95.27%, which is smaller than the average accuracy attained by Algorithm 2 using an ESN or TDR. This
suggests that the clustering method is well-suited to this problem, but processing the data in a reservoir
improves accuracy for most parameter choices since the reservoir preserves the spatial correlations well.
Figure 5 displays the inequalities presented in Theorems 1 and 2, measuring the discrepancy of reservoir
activations at time t for similar inputs. The two input signals were randomly selected from the class of ‘3s’.
The values shown in the figure are are the found by dividing out the right hand side of the inequality, giving
εi,j,t/
(
Lδi,j‖Win‖1− (Lρ(Wres))
t+1
1− Lρ(Wres)
)
in the left image, and
εi,j,t/
(
αδi,jL
√
N
1− (βL)bt/Nc+1
1− βL
)
in the right image, both plotted against t. The inequalities in the theorems are clearly satisfied since they
are well below 1, however the upper limits could be further refined in future research.
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Figure 4: A comparison of the performance of the proposed method using Algorithm 2 and the method of
trained linear output weights using Algorithm 1 on ESN and TDR reservoirs for various parameters α and
reservoir size N . The top two figures present the classification accuracy on the test set, and the bottom two
figures present the total time required in seconds to classify the entire test set of 7000 images. The plots
with red ’◦’ denote results from Algorithm 2, and the plots with blue ‘∗’ or cyan ‘’ denote results from
Algorithm 1 for different regularization parameters.
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Figure 5: Ratios of the inequalities from Theorems 1 and 2 for randomly selected i and j, plotted against
values of t, with N = 100 and α = 0.5.
5 Conclusion
This work theoretically and experimentally explored a method to classify spatiotemporal patterns using the
principal components of norms of reservoir states on a training set. The proposed method was compared to
the traditional method using trained linear output weights for two types of reservoir topologies using several
parameter selections. In the numerical experiments, the proposed method achieved better classification
accuracy on the test set, but took a bit longer to complete computations. The proposed method loses some
information since it considers norms of reservoir state vectors, but this leads to more robustness with respect
to reservoir type and size, as well as parameter choice.
A basic implementation of both methods was used so the fundamental principles could be compared.
More sophisticated implementations could be used in future work, and may improve speed and accuracy
for both methods. These adaptations could include selecting better training sets, introducing subclasses to
reduce intra-class variation and improve class separation, using optimally designed masks for TDRs [13],
refining the reservoir connections and weights [28, 29], improving selection of parameters (spectral radius,
reservoir size, feedback strength, regularization parameter) and subsequent solving of trained output weights.
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