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Abstract 
We show that the independence r lation defining a trace monoid M admits a transitive ori- 
entation if and only if the characteristic series ~ of a lexicographic cross section of M is the 
inverse of the determinant of ( Id-X),  where X is a matrix representing the minimum finite 
automaton recognizing ~ and Id is the identity matrix. This implies that, if the independence 
relation of a trace monoid M admits a transitive orientation, then any unambiguous lifting of 
the M6bius function of M is the determinant of a matrix defined by the smallest acceptor of the 
corresponding cross section. (~) 1999 Elsevier Science B.V. All rights reserved 
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1. Introduction 
The famous M6bius inversion formula on integer functions has been extended in 
various ways. This work deals with its extension to trace monoids which are obtained 
by taking the quotient of  the free monoids by a congruence defined by some commuta- 
tions of  the generators. These were introduced in the late 1960s in [3] in order to give 
a completely combinatorial proof of  Mac Mahon's Master Theorem (cf. [10], Ch. XI). 
They were studied further as a possible model of  parallelism by interpreting enerators 
of  the monoid as actions and their commutation as independence of  actions [11]. A 
theory of  trace languages was then developed which extends the classical properties 
of  formal languages. Nowadays, it has grown to a vast autonomous field of research 
providing rich conjectures and open problems [8]. 
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The M6bius function #M of a trace monoid M is a mapping from M into the ring 
of integers. Intuitively, #M can be defined as a polynomial whose monomials are iden- 
tified with the cliques of the commutation graph defining M. It just happens that #M is 
the inverse of the characteristic series ~M of M in the ring Z((M)) of all formal power 
series over M with integer coefficients. This property is at the basis of the main results 
given in [3]. It also allows to solve natural counting problems related to the complex- 
ity of algorithms for several problems on trace monoids (including the recognition of 
rational sets) [2]. For instance the commutative image of equality CM = (#M) -1, ob- 
tained by mapping all generators into the unique indeterminate z, yields the generating 
function of the sequence {tn}, where each tn is the number of elements of length n 
in M. 
Our present contribution deals with the non-commuting interpretation of/~M. Assume 
that M is the quotient of a free monoid 2;* with respect o the congruence --1, generated 
by an independence r lation I over Z (i.e. I is the set of commuting pairs in I;). A 
natural problem consists of asking whether it is possible to choose a representative 
in each monomial of #M, and to interpret he resulting polynomial # as an element 
of Z((Z)) 1, in such a way that its formal inverse ]A -1 in Z((Z)) be the characteristic 
series of a set of representatives of M in Z* [4]. In other words, following a classical 
approach to the study of quotient monoid algebra, one may wonder whether the M6bius 
function #M can be lifted to the level of the free monoid so that its formal inverse 
represents a cross section of M. It is proved in [5] that such a liftin9 exists if and only 
if the independence relation I can be transitively oriented. This was further refined 
in [7]. 
Here, we present an interpretation of the lifting of the M6bius function which gives 
another characterization of the trace monoids whose independence r lation admits a 
transitive orientation. To state our result precisely, we recall that any finite automaton 
can be represented by a matrix whose rows and columns are indexed by the states Q 
of the automaton and whose entry in position (p,q) E Q x Q consists of the sum of 
all letters that take p to q (cf. [9]). We say that such a matrix is a minimal acceptor 
matrix of a language L if it represents the smallest finite automaton recognizing L. 
For a matrix of this kind a natural notion of determinant can be given as the sum of 
terms obtained by choosing in the order one entry for each column so that every row is 
taken exactly once. Note that here the determinant is a polynomial in noncommutative 
variables. 
In this work we prove the following: 
Theorem 1. Given an independence r lation I over a finite alphabet Z and a linear 
orderin9 < over Z, let L c S,* be the cross section of Z* / - i  obtained by takin9 all 
( lexicographically) maximal representative strings in each class of the congruence -1. 
1 As usual Z((E)) denotes the traditional ring of formal power series with integer coefficients in the non- 
commutative ariables 2~, while Z(Z) is its subring of polynomials. 
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Then, the restriction of < to the pairs in I is transitive if and only if the characteristic 
series ~ of L satisfies an equation of the form 
Oet(Id - X)  = 1, 
where X is a minimal aeceptor matrix of L and Id is the correspondin9 identity 
matrix. 
Intuitively, this means that any non-commuting lifting of  the M6bius function 
of  a trace monoid M, the inverse of  which is a cross section L of  M, is given by 
the determinant of  ( Id -X) ,  for a matrix X defining the smallest automaton that 
recognizes L. 
2. Preliminaries 
Given a finite alphabet Z, a trace monoid M is defined as the quotient Z*/=1, where 
I C_ 27 x 22 is a symmetric and irreflexive relation, and =1 is the smallest congruence 
extending the set of  equations {ab = ba I (a, b) E I}. The elements of M are called 
traces. In order to simplify notations, a string denotes either an actual string in Z* 
or a trace in M, whichever is meant should be clear from the context. In particular, 
1 denotes both the identities of  Z* and M. The pair (Z,I) is called independence 
alphabet and can be represented by an undirected graph, where Z is the set of nodes 
and ! the set of  edges. 
We are concerned with properties of  the ring Z((M}) of  all formal power series over 
the monoid M with integer coefficients, i.e., of  all mappings of  M into the ring of  
integers. The support of an element cr E Z((M)) is the subset of  all elements t c M 
such that a(t) ¢ 0 and a polynomial in Z((M)) is a formal power series having finite 
support. 
The M6bius function of a trace monoid M is defined as the formal power series p~t 
such that 
( -1)n  if t = ala2...an, where all ai c Z are different and 
t~M(t) = (ai, aj) E I holds for all i 7~j, 
0 otherwise 
with the usual convention that #M(t) = 1 if t = 1. The main property of/~M is given 
by the equation 
~M/~M = /~M ~M = 1, ( 1 ) 
where ~M = ~t~M t is the characteristic series of  M in the ring Z((M)) [3]. 
The M6bius function/~M can be represented by several polynomials in Z(Z). Indeed, 
consider the canonical morphism O : Z((Z)) ~ Z((M)). Let us say that a polynomial 
p E Z((N)) is a non-commutin9 liftin 9 (or simply a lifting) of the M6bius function of  
M if 0(P) = #M and the restriction • : Z* ~ M is injective on the support of/~. Such 
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a function is called unambiguous if its inverse ~ in Z((X)) is the characteristic series 
of a cross section of M, i.e. ~(w) E {0,1} for all w E 27* and ~(¢) - -  ~tEM t. It was 
shown in [5] that an unambiguous non-commuting lifting/~ of the M6bius function of 
M exists if and only if the graph (27,1) admits a transitive orientation. 
In order to see this result in details we recall how a linear order on 2; defines a 
cross section of M. Given a total order relation < on 27, the restriction of < to 1 
is the relation <1 such that, for every a,b E 27, a <1 b if and only if (a,b) E I and 
a < b. Moreover, the lexicographic ross section of M associated with < is defined as 
the language L C_ 2;* obtained by taking, for each t E M, the maximum representative 
string x E t with respect o the lexicographic ordering on 27* induced by <. It can be 
proved that L is given by the following equation: 
L = 27* - U 27*aI;b2;*, (2) 
a<ib 
where Ib = {c E 2;* ] (b, c) E I} for every b E 2;. This proves that the cross section L 
only depends on the restriction </.  For this reason we say that L is the lexicocraphic 
cross section defined by <l.  
Now, assume that <1 is a transitive orientation of (2;,I / and let < be a linear 
extension of < i  over 2;. Then, the formal series /~ given by 
( -1)"  i fx  ~--XlX2.. "Xn, {Xl,X2 . . . . .  Xn} is a clique of (27,1) 
and x is the lexicographically smallest string in 
#(x) = [x] with respect o <,  
0 otherwise, 
is an unambiguous lifting of #M [5]; moreover, the inverse of p is the characteristic 
series of the lexicographic ross section defined by <1. We say that/~ is the unam- 
biguous M6bius function defined by <1. 
The result we present in this work deals with the matrix representation of 
lexicographic ross sections. Let L be the language defined in (2) and consider the 
smallest finite automaton recognizing L. Clearly, this can be represented by a matrix 
X E Z(2;) "×n such that each entry X/j is the characteristic polynomial of the set of 
letters a that take state i to state j. For brevity, we say that X is a minimal acceptor 
matrix of the language L. Such a matrix is defined over a non-commutative ring and 
here we consider the following notion of determinant for matrices of this kind: for 
every n × n matrix Y = [Y/j] with entries in Z(S), the determinant of Y is the element 
of Z(2;) defined by 
Det(Y) = ~ sign(cr)Yo(0jY~(2),2... Ya(n),n. (3) 
aESen 
Note that the terms of the sum are obtained by choosing, in the order, one entry for 
each column so that every row is taken once. From the definition it is easy to show 
that Det(Y) --- 0 if Y has two equal rows, while in general this is not true in case of 
equal columns. 
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3. From transitivity to the Miibius function 
In this section we prove our result in one direction. We show that, if  an indepen- 
dence alphabet (Z,I)  admits a transitive orientation <z, then the unambiguous M6bius 
function defined by <1 is the polynomial /~ = Det ( Id -  X) ,  where X is a minimal 
acceptor matrix of  the lexicographic ross section L defined by < z. 
We first observe that, since <z is transitive, Eq. (2) can be simplified as follows: 
L = 2;* - l J  2;*ab2;*. (4) 
a</b 
Then, we define the equivalence relation - on 2; by writing a ~ b if and only if the 
following holds: 
for a l l cEZ ,  a <~c if and only i fb  <zc .  (5) 
This induces a partition of 2; into equivalence classes 2;1,2;2,..., 2;n. Observe that if 
a, b E Si holds for some i = 1 . . . . .  n, then (a, b) ~ 1. 
Next, we extend the relation < z to the equivalence classes of  _= by setting 2;i < z SJ 
i f  and only i f  there exist two letters a E Zi, b c Zj such that a < t b. This relation is 
transitive since a < 1 b, b ~ c and c <t  d implies b < ~ d, and hence a < i d. Consider 
a linear extension -< of the relation < t on the equivalence classes. This again extends 
to a linear ordering of the set Z itself, which we still denote by -<. 
Now, consider the synetactic right congruence ~c of  L. It is easy to see that, for 
every non-empty word x, y E 2;*, x ,-% y i f  and only if either x and y do not belong 
to L, or x and y are in L and they both end with a symbol in the same class Si, 
for some i. This implies that the minimum finite automaton ~ '  recognizing L can be 
defined by a set of  states Q = {2;1,2;2 . . . . .  z ,}  such that 2;! ~ S2 -< . . .  -< 2;,, and 
the set 2;,,, containing the elements a E Z which are maximal with respect o </ ,  is 
the initial state. In ~¢ all states are accepting and the transition function is defined 
by 
Zi • b = [ 0 if a < 1 b for some a E Zi, 
L 2;j otherwise, where b E 2;j 
(6) 
for any b E Z and any i = 1,2 . . . . .  n. Then, d can be represented by the matrix X E 
Z(Z) "×" such that each entry X, 7 is given by 
Xii = {b E Z [ Z i " b = Zj} = {b E Sj I Va E Zi, ~(a <1 b)}. 
A key property of  this matrix is that X,.j _c Xj for all i , j  = 1,2 . . . . .  n. 
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Example. Consider the oriented independence alphabet (S,I) defined by the following 
graph, where an edge from r to s means s < i r. 
eo, f 
Here, the relation < x is transitive and the equivalence classes of =, considered in the 
order 4, are {a, b}, {c}, {d, e}, {f}. Moreover, the matrix X is given by 
(a,b} {c} {d,e} {f} 
{a,b} 
{c} 
{d,e} 
(f} 
a+b 0 e 0 
a+b c e 0 
a+b c d+e 0 
a+b c d+e f 
Our main result is given by the following: 
Proposition 2. Let (~,I) be an independence alphabet that admits a transitive 
orientation <1. Then the unambiguous Mrbius function # defined by < l is given 
by # -- Det ( Id -  X), where X is the matrix defined above and Id is the identity 
matrix of size n. 
Proof. Though Id-X is a matrix over a non-commutative ring, its determinant, defined 
by (3), can be computed as in the classical case. In particular, it can be proved that 
Det ( Id -X)  = ~ (-1)JJIDet(XJ), 
sC_{l,2 ...... } 
where, for every J C_{1,2,... ,n}, X s is the matrix obtained from X by erasing all rows 
and columns with index in jc. A further efinement of the right-hand side shows that 
Det ( Id -X)  -- 1 + Z Z (-1)IJJDet(XJ'A)' (7) 
J _C{1,2,...,n},J40 AEDj 
where, Dj = {AC_S ] IAAS i l  = 1 V ic J ,  and AAS i  = 0 V i~ J}  and, for any 
A E D j, X J'A is the matrix of entries Xr J,~ = X/ri s N A, for all ir, is E J. 
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Then, we have to prove that, for every A E Dj,  if al,a2 . . . . .  ak are the elements of 
A in increasing order (with respect o -<), then 
0 if A contains two distinct symbols ai, aj such that 
Det(X J'A ) = ( ai, a j)  f[ L 
aa. . .ak if A is a clique of (Z,I).  
To this end, let il, i2 . . . . .  ik be the elements of  J in increasing order. Clearly aj belongs 
to Z(/ for each aj E A. Now assume that A is not a clique of (Z,I)  and consider the 
last two indices i~,i~ E J such that (a~,as) f~ I. Then, we can prove the following: 
Claim. For every j = 1,2 . . . . .  k, ar < I aj if and only if as < l aJ. 
Indeed, assume ir < is. I f  as <I ai then (ar ,  a i )  E I ,  otherwise ij and ir would 
be the last two indices of  dependent symbols in A; then, since ir < i j, we obtain 
ar <1 aj. For the same reason, if ar <t  aj then (a~,aj) C 1; however, we cannot have 
(aj <t  a~) because < i  is transitive and (at, as) ~ I; hence, we obtain as <1 aJ and 
the claim is proved. 
This claim shows that, for each aj C A,  X, ir .aj = Xi~ .aj and hence the rows i,. and 
i,. of the matrix X J'a are equal proving that the determinant is zero. Moreover, if all 
the letters of  A commute then, by Eq. (6), the submatrix X J,A is lower triangular 
X J, A = 
ai 0 0 -.. 0 / 
al a2 0 .-. 0 
al  a2 . . .  ak - I  0 
al  a2 " '"  ~k 1 ak 
Hence, we have proved that the right-hand side of  (7) is the sum of minimum strings 
(with respect o the lexicographic order induced by -<) that represent cliques of (Z,I). 
On the other hand, since independent symbols in S do not belong to the same class 
Si, each clique of  (Z,I)  appears as a set A in the right hand side of  (7). This means 
that Det ( Id -  X)  is the unambiguous M6bius function defined by <1, 
4. From the Miibius function to transitivity 
In this section we prove Theorem 1 in the other direction• Given an independence 
alphabet (Z,I) defining a trace monoid M, let < be a total order relation on Z and 
let L C S* be the lexicographic ross section of  M defined by < 1. Also in this case 
we denote by X E Z((Z)) n×n a minimal acceptor matrix of L. Our goal is to prove that 
if the characteristic series of  L is the inverse in Z((S)) of the polynomial Det ( Id -X) ,  
then < z is transitive. 
246 C, Choffrut, M. GoldwurmlDiscrete Mathematics 194 (1999) 239-247 
The proof is based on the fact that L is a local language. Let us say that a language 
R C_ 27* is local if, for every pair of  words x, y E 27* having the same factors of length 
2, x E R implies y E R (the usual definition is slightly more general, cf. [1], p. 18 or 
[9], p. 27). We first prove the following: 
Proposition 3. The lexicographic cross section L is local i f  and only i f  <i  is 
transitive. 
Proof. I f  <1 is transitive, Eq. (4) holds and hence L is local. On the other hand, 
assume that <t  is not transitive. Then, for some a,b,c E 27, we have a < j  b <1 c, 
while -~(a <1 c). Hence, the words u = cbaca and v = cacba represent he same 
trace. Moreover, we cannot have c <1 a and hence (a,c) q~ I. This means that u is 
the largest string in [u] and hence it belongs to L while v does not. However, u and 
v have the same factors of length 2 and hence L is not local. [2 
Another property of the language L is given by the following lemma that can be 
easily proved from Eq. (2). It concerns the relation "~L denoting the syntactic right 
congruence of L. 
Lemma. For every u E 27* and every a E S we have ua ~"L uaa. 
Now, let us consider the smallest finite automaton ag recognizing L and let X be 
a matrix representing d ;  we denote by q0 its initial state. By Eq. (2), L contains all 
the prefixes of its words; this implies that all states of  d are final and hence any 
word x E 27* belongs to L if and only if q0 x is well-defined. Then, denoting by ~ the 
characteristic series of L, we can prove the following: 
Proposition 4. I f  ~ Det ( Id -  X )  = 1 then L is a local language. 
Proof. Since each entry X/j is a subset of 27, it is clear that the monomials of first 
degree in Det ( Id -X)  appear on the diagonal of  X. By the hypothesis this implies 
n 
aE-  y i= l  
Hence, every a E 27 can be associated just with one state, denoted by q(a), such that 
q(a).  a = q(a). Together with the previous lemma this equation shows that, for every 
state p and every a E 27, either p .  a is not defined, or p .  a = q(a). 
Then, consider two words x, y E 27* that have the same factors of length 2. In 
order to prove the proposition we have to show that x E L implies y E L. Indeed, let 
x = a la2" .ah  and y = blb2. . .bk,  where h,k > 1 and ai, bj E 27 for every i,j. 
Reasoning by induction, we prove that qo .bib2 . . .bj  is well defined for every j -- 
1,2 . . . . .  k. Clearly, this is true for j = 1. Assume that the property is true for some 
C Choffrut, M. Gold~urm/Discrete Mathematics 194 (1999) 239 247 247 
j < k. Then we have qo.b lb2 . . .b j  = q(b / ) .  Let i be an index such that aiai+t = 
b/b /+l ;  since x E L, we have q(a i - i ) .a ia i+ l  = q(ai+l ) and hence 
q(b / ) .b /+t  = q(a i ) .a i+ l  = q(a i+ l )  = q(b /+ l )  
proving that q0" b lb2...bi+l is well defined. [] 
It is clear that Propositions 4 and 3 complete the proof of  Theorem 1. 
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