Abstract -This work presents a novel approach for the early recognition of the type of a laparoscopic surgery from its video. Early recognition algorithms can be beneficial to the development of "smart" OR systems that can provide automatic context-aware assistance, and also enable quick database indexing. The task is however ridden with challenges specific to videos belonging to the domain of laparoscopy, such as high visual similarity across surgeries and large variations in video durations. To capture the spatio-temporal dependencies in these videos, we choose as our model a combination of a convolutional neural network (CNN) and long short-term memory (LSTM) network. We then propose two complementary approaches for improving early recognition performance. The first approach is a CNN fine-tuning method that encourages surgeries to be distinguished based on the initial frames of laparoscopic videos. The second approach, referred to as "Future-State Predicting LSTM," trains an LSTM to predict information related to future frames, which helps in distinguishing between the different types of surgeries. We evaluate our approaches on a large dataset of 425 laparoscopic videos containing nine types of surgeries (Laparo425 ), and achieve on average an accuracy of 75% having observed only the first 10 min of a surgery. These results are quite promising from a practical standpoint and also encouraging for other types of image-guided surgeries.
as it enables the system to perform surgery specific analyses and consequently to deploy a contextual user-interface in the OR that is adapted to the needs of the particular surgery.
Early surgery type recognition approaches can help in the realization of a real-time fully-automated context-aware system by enabling information about the surgery to be automatically obtained. This reduces the dependence on manual input, which can cause disruption in the surgical workflow, and on proprietary systems, in which this information may be available, but which are not always easily accessible. Further applications include quick database indexing and, in general, the proposed approaches could be beneficial for early recognition tasks in other domains of computer vision as well.
Previous approaches to surgery recognition [4] required the complete video to be available, making them more data intensive and restricted to offline use. To the best of our knowledge, this is the first work that focuses on early recognition of the surgery type using laparoscopic videos. There are several unique challenges associated with this task. Firstly, laparoscopic video frames of different surgeries are very similar in appearance leading to low inter-class variability. This is unlike benchmark video classification datasets in the computer vision literature, where different classes have very different contexts. This makes it challenging to capture discriminative information between different classes (surgery types). Secondly, there is high intra-class variability since the duration of surgeries belonging to the same class can vary over a wide range due to differing patient conditions and surgeon skill levels. Additionally, we also have to cope with blood-stained camera lenses, motion blur, presence of smoke and deformations due to tool-tissue interactions.
In this work, we aim to capture the spatial characteristics of laparoscopic video data by utilizing a Convolutional Neural Network (CNN) and the temporal information as the surgery evolves by using a Long Short-Term Memory (LSTM) network. Our focus is on presenting approaches to train the CNN and LSTM networks for improving the early recognition performance. To this end, we present a method for CNN fine-tuning that encourages the network to learn discriminative features from the initial frames of surgical videos. Further, we develop a novel approach where we train an LSTM model, referred to as "Future-State Predicting LSTM" (FSP-LSTM), to anticipate the future hidden states of a previously trained LSTM model, the teacher network, in addition to predicting the type of surgery. This enables the knowledge accumulated by the teacher LSTM over time to be imparted to the FSP-LSTM. We believe that this enables the FSP-LSTM to correlate present video frames with expected future frames ahead of time, and thereby helps improve early surgery recognition performance. We also explore variations in the loss function, as done in prior work on early action recognition [5] .
The rest of this paper is organized as follows: Section II discusses prior work on video classification, surgery classification, future prediction and action anticipation. Section III details the developed approaches. The laparoscopic dataset and experimental setup are described in section IV. A study of recognition performance at different time steps is presented in section V. Section VI presents an ablation study and further discussion of the proposed models, which is followed by a conclusion in section VII.
II. RELATED WORK A. Video Classification
Video classification has been a challenging problem in the computer vision community because of the need to capture both spatial and temporal information. Traditional methods have used hand-crafted features like Histogramof-Oriented-Gradients (HOG) and Scale-Invariant-FeatureTransform (SIFT) for extracting spatial information. These features are then aggregated using encoding schemes like Fisher Encoding or K-Means clustering to build a Bag-ofVisual-Words [6] to produce video-level predictions. Methods like Improved Dense Trajectories [7] , which explicitly model motion information in successive video frames making use of Motion-Boundary-Histograms and Optical-Flow, had previously achieved state-of-the-art results on standard video recognition datasets like HMDB51 and UCF-101.
More recently, deep learning architectures, like CNNs, have advanced from strength to strength to achieve state-of-the-art performance, almost on par with humans, on image recognition tasks [8] - [10] . This has in turn encouraged attempts to apply them to video recognition tasks as well. However, they are not as effective when it comes to videos due to their inability to extract temporal patterns that are crucial for learning video representations. In order to address this, Karpathy et al. [8] extended the spatial connectivity of convolution kernels to the time-domain and thereby perform 3D-convolutions to extract spatio-temporal information from short video clips. But this method improves marginally over the standard CNNs trained on single frames and moreover, may not be feasible for videos of long durations due to memory constraints. Simonyan and Zisserman [11] proposed a two-stream CNN architecture to learn appearance and motion features and fuse them to make a prediction. They achieved state-of-the-art results on the UCF-101 dataset. They also report better performance from using only optical-flow features as compared to using only RGB features and thereby demonstrate the importance of leveraging temporal information for learning video representations. But optical-flow computation can be expensive and therefore, this approach may not be suitable for the real-time nature of our task. The above approaches also have the limitation that a fixed number of frames have to be used as input to the CNN, thus, favoring the learning of shorter videos.
Ng et al. [12] suggest two approaches for capturing temporal information from variable length temporal data. In the first, they explore pooling strategies at different stages of the CNN, which are agnostic to the size of the dimension they operate on, for aggregation of features along the temporal dimension. They report significant improvements over [8] on the Sports-1M dataset by max-pooling features extracted from longer video clips that span most of the video and show that their model benefits from using global information from the video as opposed to using frames from a localized region. In particular, this can be effective for laparoscopic videos which are of long durations and contain defining surgical events occurring at various points of time in the video. But unlike [12] , we are limited by the fact that our videos have an average duration of 86 minutes and therefore, cannot use all the frames for training the CNN proposed in their first method due to memory constraints. Instead, we show that training a CNN on a sparse uniform sampling of just 1% of the video is also an effective way to gather global information and yields an improved performance as compared to training a CNN on just individual frames. The second approach of [12] uses LSTM cells to extract temporal information from the features computed by the CNN that precedes it. The advantage of using an LSTM is that it can capture long-term temporal dependencies and is also known to avoid the vanishing gradient-problem that traditional recurrent networks are susceptible to [13] . Additionally, the LSTM can make use of the order of occurrence of frames which the aforementioned pooling strategies fail to take advantage of and consequently, yields the best performance for [12] on UCF-101, although beating their first approach only by a narrow margin.
B. Surgery Classification
While the aforementioned methods on video classification have achieved state-of-the-art performance on benchmark video recognition datasets like UCF-101 and Sports-1M, work on surgical video recognition has received little attention primarily due to the dearth of large-scale datasets in this domain. Previous works in surgical video analysis have addressed problems like surgical phase recognition [14] , surgical gesture classification [15] , tool tracking [16] , classification of anatomical structures and surgical actions from video shots [17] . The most relevant to this work is the paper by Twinanda et al. [4] in which they propose a pipeline for classification of the type of Laparoscopic video, which consists of frame rejection, feature extraction, feature encoding and classification. They report an accuracy of 90.38% on a dataset of 208 laparoscopic videos, divided into 8 classes, using the generalized multiple kernel learning (GMKL) algorithm [18] , which combines the best encoding kernels for RGB histograms, hue-saturation histograms, SIFT and HOG respectively. However, the extraction of hand-crafted features can be computationally intensive and hence, not suitable for our application. Moreover, deep features have been reported to outperform hand-crafted features for recognition tasks on Laparoscopic Videos in both online and offline setups [14] . Hence, we propose to use deep network architectures in our work. Twinanda et al. [4] also perform sub-video classification with their proposed pipeline so as to use a minimal number of frames for accurate classification of the videos. The reported accuracy is over 70% using only the last 20% of each video, while the accuracies are lower when only the first 20% of the videos are used. This suggests that the most discriminative part of the video is towards the end. Given that the dataset we use for this work has the same classes as in [4] and one additional class, the above-mentioned observations have implications on the feasibility of our task using such methods since we wish to classify surgeries as early as possible. We hope to overcome this potential challenge by encouraging our model to gather discriminative information from the initial frames of laparoscopic videos and also by leveraging the novel loss functions proposed in previous works on action anticipation [5] , [19] to encourage a model to learn the early recognition of the classes.
C. Future Prediction of Visual Representations
Prior work on future prediction related to our approach have involved prediction of future frames of a video at the pixel level [20] - [22] or anticipation of high-level visual representations [23] . Villegas et al. [24] combine both high-level future representation learning and pixel level prediction. These works are either focused purely on future video frame prediction or utilize future prediction as a self-supervised pre-training task. We, however, formulate our task as a multi-task learning problem. Further, future prediction solely at the pixel level [20] - [22] have only been tested on short duration videos lasting a few seconds, while laparoscopic videos can have a duration of a few hours. Villegas et al. [24] show that predicting high-level structure within videos is beneficial for future prediction in long duration sequences. In this work, we predict the high-level visual representation of future frames of a video using LSTM networks. We believe that the ability of an LSTM to capture temporal information is beneficial for predicting how a sequence develops over time.
D. Action Anticipation
Our task also falls under the category of action anticipation as we aim to recognize the surgery before the entire surgery is complete. Action anticipation is quite an important task for applications of computer vision which require a system to act well in advance of the upcoming events. Typical examples would be Autonomous driving and surveillance systems. Previous works on this problem have focused on modifying loss functions so as to penalize the model more heavily as it makes mistakes at later times steps. Jain et al. [19] attached an exponentially increasing weight to the loss to achieve this so that the model is urged to make adjustments early into the video. More recently, Aliakbarian et al. [5] argued that the penalty on false positives should be less during the initial time-steps of the video and increased over time to give equal weight to false positive and negatives at the last time step. The intuition behind this novel loss function is to encourage the model to make correct predictions early while accounting for possible ambiguities in the prediction at the early stages. Their loss function achieves superior accuracy to previous works on datasets like UCF-101 and JHMDB-21 with minimal video observation. We experiment with such modifications to standard loss functions to achieve our goal.
III. METHODOLOGY

A. Model
Our proposed model consists of a CNN+LSTM architecture shown in Fig. 1 . While the CNN captures spatial information within the video frames, the LSTM captures temporal information related to the evolution of a surgery over time. The CNN+LSTM model is also well suited for the task of early recognition as predictions are obtained at every time-step. This work uses the VGG-16 version D from [9] , pre-trained on the ImageNet dataset, as the CNN. We also explored two other networks, AlexNet and Resnet-50, and found VGG to perform the best.
As laparoscopic videos are of very long durations, the CNN+LSTM network cannot easily be trained end-toend on complete video sequences due to memory restrictions. Hence, a two-step optimization approach is utilized where features for the video frames are first extracted from a fine-tuned CNN. These features are then directly provided to the LSTM, which is trained on complete video sequences. A VGG-16 network is initially fine-tuned on our task and then features of size 4096 are extracted from the penultimate layer in the VGG-16 architecture and fed to the LSTM. We use a single LSTM cell with a hidden-state size of 512 in our architecture which is followed by a fully-connected layer of size 9 (equal to the number of classes). The softmax function is applied at the output of the fully-connected layer.
With the aim of improving early recognition performance, we propose methods for improving the performance of both the CNN and the LSTM network. Our proposed approaches complement each other and result in the best early recognition performance.
B. Proposed CNN Fine-Tuning
We fine-tune our CNN on the surgery recognition task with the aim to obtain more informative features, which can later be fed to the LSTM. For early recognition, it is beneficial for the CNN to capture discriminative features from frames that appear in the beginning of the laparoscopic video. Additionally, as discussed in section II, CNNs can be optimized for video classification tasks by incorporating data from across an entire video, rather than just utilizing single frames. To this end, we propose to train the CNN to extract features from complete videos while laying emphasis on the initial frames of the video.
Instead of using single frames of the video as input to the CNN, we stack a set of sampled frames spanning the entire video. Moreover, the sampling is performed for every iteration of training, thereby enabling the CNN to see different combinations of frames in the course of its fine-tuning and also serving as source of regularization. In order to sample frames, the video is first divided into segments of 200 frames each (corresponding to 200 seconds of the video since the dataset is sampled at 1fps). Then, 2 frames are uniformly sampled from each segment. This is essentially the same as sampling 1% of the video except that we first divide the video into segments to ensure that frames are sampled from the entire length of the video. This sparse sampling strategy is adopted for two reasons. Firstly, our dataset consists of videos up to a length of 14000 frames and the GPU memory limits us from using a batch size of greater than 150 frames with the VGG-16 network, hence giving us the sampling rate of 1%. Secondly, previous works [25] , [26] have shown that sparse temporal sampling can be an effective and computationally efficient way of incorporating temporal information in the input to CNNs.
To obtain an aggregate feature vector for the sampled frames of a video, we insert a weighted max-pooling layer before the softmax classification layer in our CNN architecture, similar to [12] , so as to pool features over the temporal dimension of the input. The weights are set higher for the earlier frames as compare to the latter frames, in order to focus on early recognition. Formally, the weighting scheme is represented by Eq. 1:
where f t is the feature vector output by the last fullyconnected-4096 layer (post-activation) of VGG-16 for the t th frame of the video, F is the feature vector after the weighted max-pooling over f t 's across the time dimension.
T is the total number of frames in the video and T s is the set of all sampled frames from the video. F is then fed to a softmax layer for classification. It is important to mention here that the sub-sampling and weighted max-pooling operations described above are done only during fine-tuning of the CNN. While training the LSTM, we make use of all the frames in the video and directly use f t as input to the LSTM.
Comparisons: To highlight the performance improvement obtained by our proposed CNN fine-tuning scheme, we compare our proposed approach with the following methods for CNN fine-tuning: 1) No fine-tuning: The LSTM is trained on features extracted from the video frames by a CNN pre-trained only on ImageNet. This can be considered as a basic approach, since the CNN is not fine-tuned on the task of surgery recognition. This comparison helps us to understand the advantage of fine-tuning the CNN on the surgery recognition task. 2) Single-frame: In the second method, we fine-tune the CNN on individual frames of each video to predict the type of surgery they belong to. This can be considered as rather a naïve approach for fine-tuning the CNN given that the frames from different surgery types are very similar in appearance and it may be difficult for the CNN to discriminate between surgeries without any temporal knowledge of work-flow of the surgery. 3) Unweighted sub-video: We fine-tune the CNN for surgery recognition on sub-videos, similarly to our proposed approach, but without weighting scheme. 1% of a laparoscopic video is extracted as described before and temporally discriminative information is obtained by performing a max-pooling operation, however without any weighting. We aim to study the benefit of weighted max-pooling for early recognition performance.
C. Future-State Predicting LSTM
Since our task is to recognize the type of surgery early, we explore if it is beneficial to train our model to predict events into the future. This can encourage the model to anticipate the evolution of the surgery and potentially obtain more discriminative information at the early stages of the surgery. This argument is further strengthened by the fact that Twinanda et al. [4] report higher classification accuracies when observing the later part of a laparoscopic surgery, the last 20%, as compared to the initial part, the first 20%.
1) Model Architecture: We introduce a novel framework to incorporate this idea. We train an LSTM in a multi-task manner to predict future visual representations along with the surgery type. The output of the LSTM is provided to a fully-connected layer, which is used to replicate the visual representation of a future frame. The future visual representation is obtained from the hidden state of a teacher LSTM model that has been previously trained on the surgery recognition task alone. The features from the proposed fine-tuned CNN is provided as input to both the Future-State Predicting LSTM and the teacher LSTM model. Fig. 2 illustrates the proposed framework. Here, h t is the hidden state output by the FutureState Predicting LSTM (FSP-LSTM), h t + is the true hidden state of the teacher model at time-step (t + ) and h * t + is the predicted hidden state at time-step (t + ), which is to be learned by the Future-State Predicting LSTM at time-step t. A weighted combination of cross-entropy and regression loss is then used to train the student LSTM while the teacher LSTM is only used to provide ground-truth hidden states for the student LSTM to learn. We hypothesize that by learning to predict the hidden state at a future time-step our model can now attain an accuracy close to that obtained by our previous models, but earlier.
2) Choice of : In this work we explore two variants of . First, we experiment with a variable by setting it as a fraction of the total number of frames in the video. For instance, if is 0.5, the model learns to predict the hidden state of the (t +T )th frame after observing the first t frames, where T is the total number of frames in the video. As a consequence of learning the future hidden states, when we reach the (1 − )T th frame, we switch over to training on the next video as the remaining frames for the current video do not have a future hidden state to learn. This is acceptable to us since the task we are interested in is the early recognition of the surgery type. Hence, we assume that our model does not wait to see the end-frames of the surgery, rather, it seeks to predict information from these frames before their actual occurrence. In the second variant, is measured in minutes and remains constant for all videos. For instance, if is 5 minutes, then the model learns to predict the hidden state at the (t + 60)th frame, as the frames are sampled at 1fps, after observing the first t frames. Similarly as before, when the (T − 60)th frame is reached, the training is switched to the next video.
3) State-Prediction Loss: We formulate the multi-task loss function as follows:
where L Classi f ication is the loss function described in section III-D below and for L FuturePrediction , which is the error in prediction of the future visual representation, we experiment with two different loss functions, namely smooth L1 and L2. λ is a hyper-parameter that needs to be tuned to yield a loss function that optimally weights the two tasks. Note that the teacher LSTM model is picked from previous experiments, but not trained while performing this experiment. Only the weights of the student model are optimized.
D. Loss Function for Early Recognition
We utilize the cross-entropy (CE) loss function, Eq. 3, for the surgery recognition task, computed at each time-step and averaged before back-propagating through the entire video.
The average loss function is given as:
where T is the total number of frames for a given video and N is the number of classes, y k t is the ground truth one-hot encoded label value for class k at time-step t andŷ k t is the corresponding prediction confidence of the model.
To explore the advantage of the previous approaches that modify the standard py loss function for improving early recognition performance, we also use the linear weighted average loss function proposed by Aliakbarian et al. [5] :
The high-level idea behind this loss function is to reduce the penalization on the false positives for the initial time-steps and progressively increase the penalization as the model sees more of the video. The justification provided by the authors in [5] for this proposed scheme is that actions like running and high-jump may be ambiguous at the starting and can be easily confused. Hence, predicting high-jump instead of running at the start does not call for a heavy penalization of weights. At the same time, it is also desired that the correct class be predicted early with high probability and therefore, penalization on false negatives is not reduced. The same argument can be extended to our dataset as well. The initial procedures in the different laparoscopic surgeries are similar because they involve the introduction of the trocars into the abdomen to make the internal anatomical structures accessible by surgical tools.
IV. EXPERIMENTAL SETUP A. Laparo425 Dataset
Our dataset consists of 425 videos belonging to 9 different classes of laparoscopic surgeries performed at the University 
TABLE I LIST OF HYPER-PARAMETER VALUES (FSP=FUTURE-STATE PREDICTING)
Hospital of Strasbourg/IHU. The videos were down-sampled to 1 fps for our experiments. We split our dataset into three sets for training, validation and testing in the ratio of 60%(254), 10%(43) and 30%(128) respectively. Table II summarizes the number and average duration of the videos for each surgery class in the dataset. Fig. 3 illustrates the class-wise distribution of the video durations for different surgeries.
B. Training Approach 1) Data Pre-Processing and Augmentation:
The images in our dataset are of size 256x256. For training the CNN, random crops of size 224x224 are performed on the images and Imagenet mean RGB values are subtracted from the respective channels of the image. And for LSTM training, the CNN features are extracted using 224x224 centre crops of the original images. The same procedure is followed while testing the LSTM as well.
2) Hyper-Parameter Search: In order to obtain the optimal hyper-parameters for training our model, an extensive grid search over the hyper-parameter search space was performed. We varied the values of learning rate, weight decay, dropout step of training. For LSTM training, the CNN features of all the frames of a given video are fed to the LSTM for a training step. Consequently, the number of frames in a batch varies with each video. The parameters are summarized in Table I .
C. Evaluation Metric
We assess the performance of our model by evaluating the recognition accuracy against the elapsed time of the surgery. This demonstrates the performance of a model from a practical standpoint. Note that while plotting elapsed time on the x-axis we are limited to the length of the shortest video for reporting average accuracies, i.e. 15 minutes.
V. RESULTS
A. Early Recognition CNN
We present the classification accuracies of the various approaches we adopt to improve the CNN features in Table III . As expected, the models perform increasingly better as they see more of the video. But we observe that the trend is not monotonically increasing, though the deviation is only minimal. This may be due to the presence of frames irrelevant to the surgery, which the LSTM tries to associate to a surgery type and thereby, corrupting the information accumulated in the cell state thus far. We can also observe from the table that training the CNN on sub-sampled frames of a video is critical to performance of the LSTM. Individual images in our dataset can be extremely difficult to classify for a CNN, or even an expert human for that matter, as they are visually very similar owing to the fact that they all belong to the domain of laparoscopic surgeries, which are performed in the abdominal area. However, the unweighted sub-video approach seems to perform relatively worse up until the first 6 minutes.
We think this might be because of the max-pooling operation performed while fine-tuning the CNN. This may result in the features of the initial frames being suppressed since they may not be as discriminative as the features of the latter frames. Whereas, the single-frames approach uses each frame of the video for fine-tuning and hence, does not ignore the initial frames. Similarly, the weighted sub-video approach assigns greater weight to initial frames as discussed in section III-B. Nevertheless, using unweighted sub-video features for the LSTM improves the accuracy by nearly 10%-points over using single-frame features for the LSTM at the 14 minute mark. This suggests the importance of aggregating temporal information while fine-tuning the CNN. Furthermore, we see that weighting the features from earlier frames more heavily has indeed the desirable effect of improving early recognition performance of the LSTM. We achieve an improvement of 11%-points over the model which is not fine-tuned, having observed only 2 minutes of the video, which translates to improvements at later time-steps as well. The margin of improvement is illustrated in Fig. 5a .
B. Early Recognition Loss Function
We also assess the benefits of modifying the loss function to improve early recognition performance. In 5a we observe that the plots for the average loss function and for the linear weighted loss, Eq. 4, yield similar accuracies for the most part. In fact, the average loss function even beats the linear weighted average loss by a notable margin near the 6 minute mark.
We reason out these outcomes of the proposed modifications to the loss function as follows: The long duration of our videos causes the loss function to reduce the penalization on the false positives for initial frames to a much greater degree than desired, leading to a counterproductive effect. To put this in perspective, an average video in our dataset consists of around 5000 frames (T in Eq. 4). This means that the penalization on the first few frames is of the order of 10 −4 (1/5000) for the linear weighted loss. On the other hand, the video clips in [5] are typically a few seconds long and therefore, the initial penalization is only reasonably reduced. Nevertheless, we notice that the linear weighted average loss does perform better up until the first 4 minutes and manages to match the average loss, if not beat it, for most of the latter part. Hence, we choose the linear weighted loss for the Future-State Predicting LSTM, which further improves early prediction performance. Table IV and Fig. 5b show the comparative performance of the FSP-LSTM with the teacher LSTM, trained on weighted sub-video features with the linear weighted loss. As the teacher LSTM has not been trained to predict the future, this experiment shows how training a model to predict future states improves early recognition performance. We observe that the FSP-LSTM, for both variants of , catches up to the teacher LSTM within the first 6 minutes and well surpasses it beyond this point. At the 14 minute mark, we are better off than the teacher LSTM by nearly 5%-points and beat the basic approach, which does not fine-tune the CNN and neither incorporates future prediction, by a significant margin of 15%-points using as 10 minutes.
C. Future-State Predicting LSTM
We find it intuitive that the FSP-LSTM lags the teacher LSTM initially because of the fact that our model has seen a very small fraction of the video based on which future states are to be predicted. Given that laparoscopic surgeries start off with the placement of the trocar into the abdominal cavity, it is hard to accurately predict the upcoming events in the surgery. But once we go past this phase, there arise variations in the tools used, region of operation and so forth, which enable the LSTM to better understand the context of the surgery and make a more accurate future state prediction.
VI. DISCUSSIONS A. Ablation Study
We present an ablation study for the FSP-LSTM model to highlight the effect of the Delta and Lambda parameters as well as the loss function. In addition to this, the importance of training the model on the entire video is evaluated by comparing its performance to that of models trained on shorter durations of the video.
1) Variation of Delta: Different values of the parameter are compared in Fig. 6 . Empirically we found the best to be 10 min, when using a constant time , and 0.2 when is considered as a fraction of the video length. 2) Variation of Lambda: Fig. 7 illustrates the comparative performance of different settings of λ. The general trend we observed in our experiments was that when we increase the value of λ the model is able to make better predictions of the future state, as is expected. But there is a trade-off in the sense higher the value of λ, later is the improvement, which is conflicting with our goal. If we were to reduce the value of λ, we attain small improvements early in the surgery but as time progresses, we fall short of the accuracy produced by a higher setting of λ. This observation makes sense because a high value of λ essentially enforces a higher emphasis on the accuracy of future state prediction. It is relatively harder for the model to predict the future state accurately very early into the surgery as it has very little information to go with. But as time progresses, it gains more information and is able to better predict the future state, which in turn improves its classification performance. We see in Fig. 7 that this trend is manifested. When = 0.5, the plot corresponding to λ = 100 catches up with λ = 10 only after 8min. Interestingly, when = 10 min, the plot corresponding to λ = 100 catches up with λ = 10 after just 4min. This suggests that when is lower, the λ = 100 plot can surpass the λ = 10 plot at an earlier point.
3) Smooth L1 vs L2 Loss: Fig. 8 illustrates the comparative performance of smooth L1 and L2 losses defining L FuturePrediction . We find that the smooth L1 loss is better to train our model with as it gives us the benefits of both L1 and L2 losses. When the magnitude of error is less that 1, the smooth L1 mimics the L2 loss and the L1 loss otherwise. This prevents our model from being influenced too much by outliers. We found that when we have a large value of , a partial L1 behavior helps more than when is smaller. This could be because the errors may tend to be higher as the model tries to learn the features of a more advanced time step in the surgery.
4) Importance of Using Complete Videos for Training: The proposed CNN fine-tuning as described in III-B sub-samples frames from the entire length of the video. Since our task is early recognition, we compare our fine-tuning method to approaches wherein the CNN is fine-tuned on just the first few minutes of the video. To this end, we compare 3 variants of the weighted sub-video scheme: fine-tuning on only the first 15 min., 30 min. and 60 min., to training on the complete video. To make up for the loss in number of frames sampled by maintaining a 1% sampling rate, we increase the sampling rate to 10%, 5% and 2.5% for 15 min., 30 min. and 60 min., respectively. The rest is exactly the same as the weighted sub-video CNN fine-tuning on the complete video. One other modification required is that at the time of LSTM training, we reduce the length of the input video sequence to the respective duration for which the CNN fine-tuning was performed.
The performance of the weighted sub-video variants trained on different video durations is presented in Fig. 9 . The experiment clearly shows that the weighted sub-video scheme on the entire video significantly improves performance compared to the others despite increasing the sampling rate for the other variants. For this reason, we chose to carry out our experiments on future-state prediction using the complete video version. We suspect that forcing the model to extract discriminative features from the initial parts may have an undesirable effect on its generalization capabilities. But training on the complete video gives it the flexibility to ignore some information from the initial parts. This reasoning is supported by previous work [4] which has shown that the most discriminative parts of a laparoscopic surgery lie towards the last 20% of the video. So we infer that it is better to have soft constraints like our weighting scheme described in III-B instead of imposing a hard constraint that the model only pick up information from the initial parts of the video.
B. Class-Wise Analysis
We present in Fig. 10 the confusion matrices over three time steps and in Fig. 11 the prediction accuracies over time per class. We observe a nice trend wherein the accuracy of prediction increases with time for most surgeries. In fact, both the variants of the FSP-LSTM are able to predict Cholecystectomy and Nissen with nearly 90% accuracy after 8 minutes.
On the other hand, we notice that the recognition performance of Eventration does not improve with time. This happens because Eventration is very often confused with Hernia and Sigmoidectomy. It is interesting to note here that Eventration and Hernia are indeed similar conditions. An unexpected observation is the confusion between Bypass and Bypass Robot, which one may have expected the model to resolve by picking up the distinct features of the robotic arm in Bypass Robot. While it appears in Fig. 10 that the initial confusion is gradually getting resolved as time elapses, we found that the model often misclassifies Bypass Robot as Bypass till the end of the surgeries. This is the reason for the drop in Bypass Robot accuracies at the 'full video' point in Fig. 11 . We suspect that this confusion is because of similar surgical workflows and operating region. We also observed that it is mostly the tool-tips which are present in the video frames and not the full robotic arm, possibly making it difficult to distinguish from regular tools.
The relatively low accuracy of Adrenalectomy can be attributed to the fact that the class has only half the number of videos compared to the other classes to train and test on. We also see that the precision for Sigmoidectomy is low, though the recall is high, in both variants of our model. This could be the effect of our early recognition loss from eqn. 4 and the fact that the duration of surgeries belonging to different classes is unbalanced. If Sigmoidectomy is similar to other classes in the early stages of the surgery, our model is trained in such a way that the penalty on a false positive for a long video at a given instant is less than that for a shorter video, which can be seen from eqn. 4. This explains the tendency to favor Sigmoidectomy over other similar classes that are shorter in duration.
We also studied the performance of our model when it has seen the complete video and compare it with the early recognition performance. This helps us understand the impact of using only the first 15 min. of the surgery as opposed to using the whole surgery. The points at the 'full video' mark in Fig. 11 represent the class-wise accuracy of the model predictions after it has seen each video in the given class completely. It is to be noted here that this accuracy is slightly different from the ones reported at other points on the x-axis in that it does not correspond to a specific duration of time from the beginning of the surgery. This is because the model has to see each video completely and our videos are of variable length. A potential caveat in this comparison is that the model would have observed every phase of a surgery before making a prediction at the 'full video' points. But at other points, different videos may be at different phases when the model makes a prediction. This is not an apples-to-apples comparison but nevertheless serves to get an idea of how close the early recognition performance is to that at the 'full video' point. In Fig. 11 we observe a variable trend at the 'full video' point for different classes. Some classes improve and even touch 100%, while others drop. It is also to be noted that our models were not originally trained for using the last parts of the video because we use future-state prediction and the last frames of the video have no future-states. So it is not very clear as to what the model predicts as future state for these last frames at test time but it is interesting to see that accuracy does improve for some classes all the same.
VII. CONCLUSIONS
This paper addresses the task of early surgery recognition from laparoscopic videos, a new problem that is critical to ease the real-time deployment of context-aware systems within the OR. Novel methods have been presented for improving early recognition performance, namely the weighted sub-video CNN fine-tuning and Future-State Predicting LSTM approaches. We obtain an accuracy of 75% after having observed only 10 minutes of the surgery, an improvement greater than 10% over a baseline method, which does not utilize the proposed CNN fine-tuning and future prediction approaches. We believe that 10 minutes is a reasonable time to make a prediction about surgery type given that the average length of surgeries in our dataset is nearly 90 minutes and that most of the critical phases in a surgery occur after this. Thus, the results of our work are highly encouraging from a practical standpoint. In the future, it would be very interesting to explore the potential benefits of the proposed approach in other areas of computer vision as well.
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