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RÉSUMÉ 
Nous étudions la différence des erreurs de prévisions entre une représentation agrégée et 
désagrégée  lorsque  l'on  s'intéresse  à  la  prévision de  la  série  agrégée.  Pour ce  faire,  nous 
développons un modèle théorique qui  étudie  les  erreurs de  prévisions d'une représentation 
agrégée  et  désagrégée  en  unissant  les  théories  de  différents  auteurs  dans un même  cadre 
analytique.  Le  modèle  que  nous  avons  développé  démontre  que  la  présence  de  racine 
conunune est essentielle, mais est une condition non suffisante pour que le modèle agrégé ait 
une  erreur  de  prévision  plus  faible  que  le  modèle  désagrégé.  De  plus,  les  simulations 
démontrent que la présence de racines conununes aide à faire diminuer l'écart des erreurs de 
prévisions entre Une représentation agrégée et désagrégée. INTRODUCTION 
Les  prévisio,ns  de  séries  macroéconomiques  Issues  de  l'agrégation  de  variables 
contemporaines  sont  essentielles  au  bon  fonctiormement  des  institutions  économiques  et 
politiques. L'amélioration des prévisions de ces séries est donc d'lm grand intérêt. Mais sous 
quelles  conditions  doit-on  utiliser un modèle  agrégé pour faire  une  prévision  d'une série 
agrégée? 
Plusieurs chercheurs ont essayé de répondre à cette question. Les modèles développés 
jusqu'à  présent  (Rose,  1977;  Hendry  et  Hubric,  2006;  Pesaran,  2003)  sont  cependant 
incapables  d'expliquer  les  résultats  empiriques  divergents  qui,  selon  les  séries  étudiées, 
démontrent des gains  où  des pertes  à utiliser la désagrégation à  des  fins  de  prévision.  La 
condition pour qu'une représentation d'un modèle agrégé soit le meilleur indicateur, selon la 
théorie  d'agrégation classique,  est que  les paramètres du  processus générateur de  données 
d'un modèle  linéaire sont égaux.  Mais  les  études  empiriques  où  le  modèle  agrégé  est  un 
meilleur indicateur que le modèle désagrégé ne répondent pas toujours à ce critère. 
Même les  modèles  théoriques  plus nuancés,  comme celui  de  Lutkepohl (1984),  sont 
incapables d'expliquer les divergences des résultats des applications empiriques. 
Nous allons donc essayer de développer dans ce mémoire un modèle théorique qui peut 
expliquer  les  résultats  empiriques  divergents.  Pour  ce  faire,  nous  nous  intéressons  à 
l'importance  des  racines  autorégressives  communes  et  leurs  impacts  sur  les  eneurs  de 
prévisions du  modèle agrégé car elles n'ont pas été étudiées en profondeur dans la littérature. 
Pour  ce  faire,  nous  allons  examiner  les  travaux  de  plusieurs  auteurs  (Grunfeld  et 
Gri-liches, 1960; Lutkepohl, 1984; Hendry et Hubric, 2006; Granger et Newblod, 1977). Nous 
allons ensuite reprendre le  développement de Rose (1977) et Reinsel  (1980)  et poursuivre 
leur travail en utilisant les modèles théoriques analysés dans notre revue de la littérature alors 
que  nous  unirons  ces  différents  modèles  théoriques  dans  un  même  cadre  analytique. 
Finalement, nous allons  effectué des  simulations pour s'assurer de  la validité des résultats 2 
théoriques  et  aussi  explorer  certaine  des  implications  du  modèle  théorie  de  Grunfeld  et 
Griliches (1960). CHAPITRE l 
REVUE DE LA LITTÉRATURE 
1.1  Résumé historique et développement du champ d'études 
La désagrégation contemporaine a été le sujet d'une vaste littérature qui débute avec le 
travail  de  Theil  (1954).  Ce  dernier  étudiait  la  disparité  entre  les  paramètres  estimés 
d'équations agrégés et désagrégés et il constata que les paramètres agrégés étaient biaisés. Le 
biais d'agrégation fut étudié par plusieurs auteurs, donc notamment Rose (1977) et Pesaran, 
Pierse et Kumar (1989). D'autres auteurs ont cependant cherché des failles à son travail, donc 
notamment Gnmfeld et Griliches (1960) et Lutkephol (1984). 
Les résultats des études empiriques qui utilisent la désagrégation ne donnent cependant 
raison  à aucun  des deux  camps.  La majorité des  études  constate une réduction de  l'erreur 
quadratique de  prévision par rapport à  une  représentation  agrégée.  D'excellents exemples 
sont les  travaux de Demers et Dechamplain (2005), Demers et Dupuis (2005)  et Tobias et 
Zellner (2000). Cependant, certains chercheurs ont été confrontés avec des résultats négatifs. 
Notamment Hubrich (2005), Zotteri, Kalchschmidt et Caniato(2005) et Benalal, Dei Royo, 
Landau, Roman et Skudelny (2004). Ces résultats plus négatifs sont en ligne avec les idées de 
Lutkepohl  (1984)  et  de  Grunfeld  et  Griliches  (1960).  Il  existerait  donc  des  processus 
générateur de données pour lesquels l'agrégation est préférable. 
Mais est-ce que les travaux de Grunfeld et Griliches et de Lutkepohl peuvent expliquer 
les échecs de  la  désagrégation à améliorer les  prévisions qu'ont rencontré Hubrich (2005), 
Zotteri, Kalchschmidt et Caniato(2005) et Benalal, Del Hoyo, Landau, Roman et Skudelny 
(2004)7 
Pour répondre à ces  questions,  il  nous faut d'abord étudier le  travail  de  Grunfeld  et 
Griliches (1960) et  Lutkepohl (1984) qui donnent des explications théoriques aux problèmes 
potentiels de la désagrégation. Nous examinons ensuite le travail d'Hendry et Hubric (2006) 4 
qui ont développé de nouvelles méthodologies empiriques concemant les modèles désagrégés 
et une théorie basée sur l'information disponible pour la prévision. Finalement, nous étudions 
la théorie de Granger et Newbold (1977) sur l'agrégation de processus ARMA et démontrons 
son  potentiel  malheureusement  inutilisé.  Nous  terminons  ce  tour  d'horizon  avec  les. 
implications de la littérature sur ce travail. 
1.2 Griliches et Grunfeld : une histoire de cOITélation 
Griliches et Grunfeld ont surtout étudié l'estimé des régressions agrégées et désagrégées 
dans  leur  article  «Is Aggregation  Necessarily  Bad»  (1960).  Ils  s'intéressent  surtout  au 
R
2  qu'ils utilisent comme critère d'évaluation. La première section de leur travail compare 
différentes études longitudinales: une sur l'investissement de 8 finnes individuelles et l'autre 
sur la demande  d'engrais de  9  groupes  d'États Américains,  dont  les  R
2  des  modèles 
agrégés sont plus élevés que ceux des modèles désagrégés. Ils élaborent deux hypothèses et 
deux modèles théoriques qui peuvent expliquer ce phénomène. 
Leur  première  hypothèse  est  qu'il existe  un  gain  de  synchronisation  si  l'agrégation 
s'effectue  entre  des  variables  donc  la  corrélation  est élevée.  Plus  la corrélation  entre  les 
R
2 variables désagrégées est forte, plus la différence entre le  de la représentation agrégée 
et  de  la  représentation  désagrégée  est  grande.  Grunfeld  et  Griliches  démontrent  cette 
hypothèse en établissant un modèle simple: 
Yi=f3;Xi+fJi  (1.2.1) 
et qui s'agrège et dorme 
Y=BX+fJ  .  (1.2.2) 
où  Y=LY;  et  Sous  les  hypothèses  que  les  coefficients  sont  égaux, 
i=l 
f3;= f3 j=B  ,et que la variance et la covariance  entre les  variables  désagrégées  sont les 
mêmes,  var(xJ=var(x)  et  cov(xi , x)=cov(xg,xk )  pour  i=l=-get j=l=-k  . Il  en  est 
aussi  de  même  pour  la  variance  et  covariance  des  erreurs,  var(fJi)=var(fJ)  et 
cov (fJi' fJ) =cov (fJg'  fJ k)  pour  i *-g et j  =1=- k  . Sous ces conditions, Grunfeld et Griliches 
démontrent que : 5 
B
2 / _  +var(J.l)/var (X)
Ra  Ri- 2  (  (  (1.2.3)
B  +[ var  J.l)*corr  J.li'  J.lYvar(X)*corr(xi,x j)] 
R
2  R
2 où  Ra  est le  de l'équation agrégée,  Ri  est le  d'une équation désagrégée. 
Par  conséquent,  le  modèle  agrégé  peut avoir  plus  de  pouvoir explicatif qu'une  équation 
désagrégée si  la corrélation des erreurs  corr( J.l i' J.l)  est plus petite que la corrélation des 
variables indépendantes  corr(xi, x)  . Donc, pour qu'il existe un gain à l'agrégation, il faut 
que les variables désagrégées possèdent soit correllées entre elles. 
Leur  seconde  hypothèse  est  que  l'on  ne  cOlmait  pas  suffisamment  les  équations 
désagrégées pour les spécifier correctement, mais que l'équation agrégée permet de limiter 
les  problèmes  de  spécification  des  équations  désagrégées.  Il  existe  alors  un  bénéfice  à 
agréger. La démonstration effectuée par Grunfeld et Griliches pour démontrer ce phénomène. 
est peu convaincante, car ils utilisent corrune modèle: 
Yi={3i X ;+ {3X + J.l i  (1.2.4) 
où  X = L Xi  . Le modèle désagrégé mal spécifié est: 
(1.2.5) 
Puisque  X  est  la  somme  des  Xi  ,  nous  pouvons  intuitivement  déduire  que  le  modèle 
agrégé: 
Y=BX +€  (1.2.6) 
est  un  meilleur  que  le  modèle  désagrégé  estimé.  Donc,  si  les  variables  désagrégées  sont 
affectées par la variable agrégée et non les mouvements d'une sous composante, le modèle 
agrégé  pounait
/ _potentiellement  être  supérieur.  Malheureusement,  Grunfeld  et  Griliches 
n'étudient  qu'un type  d'erreur de  spécification  et  l'on ne  peut  donc  pas  généraliser  leur 
analyse à toutes les erreurs de spécifications que l'on puisse imaginer. En résumé, Grunfeld et 
Griliches ont démontré que: 
La  corrélation  entre  les  variables  désagrégées  pouvait,  sous  certaines  conditions,
 
causer un gain à l'agrégation.
 
Certains  processus  générateurs  de  données  qui  sont  mal  spécifiés  au  niveau
 
désagrégé peuvent être avantagés par l'agrégation.
 6 
Ces résultats sont essentiels. Le premier point est plus près d'une condition dont l'impact a 
souvent été ignoré par les chercheurs, mais qui sera étudiée dans ce travail à l'aide d'un VAR. 
Le second point ne s'applique que dans le cas spécial décrit par Grunfeld et Griliches puisque 
les  auteurs  n'ont  considéré  qu'un  type  d'erreur de  spécification:  l'oubli  de  la  variable 
agrégée dans  la  représentation agrégée. Par conséquent,  on ne  peut attribuer les erreurs de 
spécifications comme une source de  disparité entre les modèles agrégés et désagrégés avec 
certitude. Les analyses empiriques de Grunfeld et Griliches démontrent que le problème de 
spécification qu'ils ont identifié peut être rencontré dans les données et qu'il est possiblement 
important.  Nous  avons  cependant  besoin  d'une  théorie  plus  générale  pour expliquer  les 
inconvénients  de  la  désagrégation,  car  Grunfeld  et  Griliches  n'en  expliquent  que  deux 
aspects. 
1.3 Lutkepohl :moins est parfois mieux que trop 
Lutkepohl (1984) soulève l'idée que « la variabilité des modèles induite par la sélection 
de  la spécification et l'estimation des paramètres peut rendre préférable de prévoir l'agrégat 
directement ».  Lutkepohl base son analyse sur l'erreur quadratique de prévision moyenne de 
l'agrégat faite à l'aide de modèles agrégés et désagrégés. Il  appuie son idée sur les résultats 
de Yamamoto (1981) et de Reinsel (1980) qui stipulent que l'erreur quadratique de prévision 
augmente plus il ya de paramètres a estimer dans l'équation. Lutkepohl considère le modèle 
suivant: 
o  ][Xi./]=[Ui ,/]  (1.3.1)
1+e< L  x 2.t  u2,/ 
où L est un opérateur de retard. Lutkepohl écrit l'équation 1.3.1 aussi comme: 
(1+e<L)[X i,,]=u  (1.3.2) 
x2,/ 
où  y,=X i"+X2,,  .L'erreur de prévision pour une période à l'avance,  i x (h=l)  ,basée 
sur les résultats de Reinsel (1980) sera de : 
.((I)=(I+i)2u  (1.3.3) 7 
où k, le nombre de variable désagrégé dans l'équation, est égale à 2 et p, le nombre de retard 
du modèle désagrégé, est égale à 1.  Lutkepohl démontre que l'erreur de prévision du modèle 
agrégé est: 
Il s'intéresse à la différence des deux prévisions, qui peut se définir comme: 
,1(l)=iy(l)-Aix (l)A'  (1.3.5) 
où A est une matrice d'agrégation. En remplaçant Lutkepohl obtient: 
,1(1)~(1+:)2:u-(l+'f)Al:uA'.(1.3.6) 
En remplaçant k=2 et p=1, Lutkepohl trouve: 
,1(l  )=(-;1 ) A2: uA'  . (1.3.7) 
Sous l'hypothèse que les  coefficients autorégressifs sont égaux,  le  modèle désagrégé 
sera  un  meilleur  indicateur  que  le  modèle  agrégé,  car  il  existe  une  pénalitl~,  en  petit 
échantillon,  quand on estime davantage de paramètres. Cependant, le modèle théorique de 
Lutkepohl n'étudie pas le cas où les paramètres des équations désagrégées divergent. 
Les  simulations  de  Lutkepohl  sur  différents  modèles  désagrégés  à  deux  variables 
démontrent que sa théorie est vraie lorsque les  paramètres des  équations  désagrégées sont 
égaux.  Le modèle agrégé est alors  le meilleur indicateur. Mais, s'il existe des  divergences 
dans les  coefficients des modèles désagrégés, la représentation désagrégée a une erreur de 
prévision plus faible que le modèle agrégé. 
De plus, les études empiriques de Lutkepohl surtrais composantes de l'investissement 
et  de  la  consommation  confirment  les  résultats  de  ses  simulations.  Si  les  équations 
désagrégées  ont  des  divergences  de  signes,  la  représentation  désagrégée  est  le  meilleur 
indicateur. 
En résumé, Lutkepohl a identifié un élément essentiel de la désagrégation: il  existe un 
coût à utiliser davantage de variables en prévision hors échantillons.  Cependant, Lutkepohl 
n'a  pas  considéré  qu'il  existe  aussi  lm  gain  à  utiliser  de  l'information  désagrégée,  ce 
qu 'Hendry et Hubric ont bien compris. 8 
1.4 Hendry et Hubric : une question d'information 
Hendry et Hubric (2006) étudient la  différence  des  prévisions d'un modèle agrégé et 
désagrégé par rapport aux ensembles d'information utilisés par chaque modèle. Par exemple, 
si  on  considère  deux  ensembles  d'information,  1  et  i  où  icI. Hendry  et  Hubric 
considèrent que: 
J contient donc de l'information qui aide à prévoir  Yt  ,  on peut donc écrire: 
E(YtIJ)= f(1)+vr  (1.4.2) 
Ils considèrent maintenant l'ensemble d'information i : 
E(Y,li)= g (i}FE( Y,)  (1.4.3) 
E(Yrli)=g(i)+Er  (1.4.4) 
E r=Yr- g (i)= f  (1)-g(i)+ vr=w+ vt  (1.4.5) 
où  w= f(1)- g(i)  .  En  comparant  l'erreur  quadratique  de  prévision  moyenne  sous 
1'hypothèse que  E (w vr  ) =0  Hendry et Hubric trouvent: 
E(ErE, ')=E[(v,+w)'(vr+w)']  (1.4.6) 
E(ErEr')=E(v rvr)+ E(wvr)+ E( vtw )+E(ww)  (1.4.7) 
E(E,E/)=E(vrv, )+E(ww)  . (1.4.8) 
Donc, utiliser  un  ensemble  d'information  plus  petit  fait  en  sorte  que  les  erreurs  de 
prévisions  du  modèle  restreint  soient  plus  élevées  que  celles  du  modèle  à  information 
complète. Cette idée est à la base des gains des modèles désagrégés qui utilisent un ensemble 
d'information plus grand que les modèles agrégés. 
Hendry  et  Hubric  supposent  qu'il  existe  des  problèmes  de  spécification  quand  les 
modèles  agrégés  ont  des  erreurs  de  prévisions plus  faibles  que  les  modèles  désagrégés et 
discutent du gain à ajouter des variables désagrégées aux modèles agrégés et vice versa dans 
l'objectif d'accroître l'information disponible des modèles. Ils se rapprochent ainsi du travail 
de Grunfeld et Griliches, mais avec une base théorique plus convaincante. 
Hendry et Hubric essaient d'appliquer cette idée au  travail  d'Hubric sur l'inflation à 
l'aide d'un VAR qui contient les variables désagrégées et la variableagrégée. Ils découvrent 
rapidement que le modèle agrégé est lm meilleur modèle que le VAR sauf si  les variables de 9 
ce  dernier sont sélectiollpées à l'aide d'une méthodologie de  modélisation du  générale  au 
spécifique qui permet d'éliminer les variables qui n'ajoutent pas d'information. Ils découvrent 
ainsi  qu'un  VAR composé de  la  variable agrégée  et certaines variables désagrégées est un 
meilleur indicateur que la représentation agrégée. 
L'analyse d'Hendry et Hubric explique bien les  gains de l'agrégation avec un modèle 
simple d'information. Cependant, ils ne prennent pas en compte la théorie de Lutkepohl et ne 
peuvent alors  expliquer pourquoi  un modèle agrégé peut être plus  efficient qu'un modèle 
désagrégé sans recourir à des problèmes de spécification, ce qui est une approche dangereuse 
si  l'on considère que la  démonstration de Grunfeld et Griliches ne  s'applique qu'à un seul 
type d'erreur de spécification. Le travail d'Hendry et Hubric complète lé travail de Lutkepohl, 
mais  ces  auteurs  sous-estiment  l'impact de  l'agrégation  sur  les  processus  générateurs  de 
données. 
1.5 Granger et Newbold : les implications de l'agrégation de processus autorégressifs 
Granger et Newbold (1977) ont développé des modèles mathématiques sur l'agrégation 
de processus AR et démontrent la règle suivante: 
X,~AR(p)  et  Y,~AR(q) 
SI  Z,=X,+Y,
 
alors  Z,~ARMA(a, b)
 
où  a ~ p +q  b~ max ( p , q) 
Ce résultat implique que les processus agrégés auront presque toujours autant de paramètres à 
estimer qu'un processus  désagrégé  ce qui  a des  implications  importantes  par rapport  à  la 
théorie de Lutkepohl et d'Hendry et Hubric.  Cependant, les  deux auteurs ajoutent qu'il est 
possible  qu'il  existe  une  racine  commune  entre  différents  processus  autorégressifs.  Par 
exemple, les deux processus suivants; 
(l-lXJ3)X,=E,  X,~AR(l)  (1.5.1) 
(l-lXt3)(1-6t3) Y1=u,  Y, ~ AR(2)  (1.5.2) 
partagent une racine autorégressive commune et leur somme  ZI  peut s'écrire comme: 
z,~ ARMA(2,1)  . (1.5.3) 10 
La règle d'agrégation de deux processus AR avec k racines conununes s'écrit comme suit: 
X/~AR(p)  et  Y/~AR(q) 
SI  Z,=X/+Y/
 
alors  Z/~ARMA(a, b)
 
où  a~p+q-k  b~maX(p-k,q-k) 
Par conséquent,  on  se  trouve  dans  une  situation où  la  représentation agrégée  a  moins  de 
paramètres à estimer que la représentation désagrégée. Le travail de Granger et Newbold sera 
donc incorporé dans le prochain chapitre. 
Le travail de Granger et Newbold est plus tard appliqué sur des VAR par Lutkepohl qui 
obtient des résultats similaires. 
La théorie développée par Granger et Newbold a toujours été prise en considération par 
les  auteurs  vus  précédemment,  mais  l'impact  de  leur  modèle  n'a jamais  été  directement 
utilisé dans les modèles théoriques développés dans ce champ d'étude.  Les  implications de 
leur travail  ont été  brièvement étudiées par Lutkepohl  (1984)  à l'aide de  simulation,  mais 
n'ont pas été ajoutées à son modèle théorique. 
1.6 Ce que l'on doit accomplir pour avancer la littérature 
Hendry et Hubric ont démontréc1airement qu'il existe un gain d'information à utiliser 
un modèle désagrégé et que par conséquent, l'erreur quadratique moyenne de prévision d'une 
représentation  agrégée  sera  plus  élevée.  En  contrepartie,  le  travail  de  Lutkepohl  a  aussi 
démontré qu'il existe une pénalité à estimer un modèle avec davantage de  paramètres. Pour 
obtenir une image  complète du  problème,  il  faut donc  unir les deux  théories  dans un seul 
cadre. 
De plus, il serait intéressant d'étudier les problèmes soulevés par Grunfeld et Griliches, 
notamment  la  condition  de  l'existence  de  corrélation  entre  les  variables  désagrégées. 
Cependant,  les  questions  qu'ils  soulèvent dépassent  le  cadre  théorique  de  ce  travail,  mais 
seront tout de même étudiées dans le cadre des simulations au chapitre 3. 
Finalement, la théorie de Granger et Newbold doit être intégrée au travail de Lutkepohl 
et d'Hendry et Hubric.  On crée  ainsi un modèle qui  englobe  toute  la  théorie  existante sur 
l'agrégation contemporaine.  Il  est en effet possible que  la  théorie  de  Granger et Newbold Il 
puisse expliquer les  déboires d'Hubrich (2005) et de  Benalal, Del Hoyo, Landau, Roman et 
Skudelny (2004). CHAPITRE II 
ANALYSE THÉORlQUE 
Ce  chapitre  propose  un  modèle  théorique  basé  sur  le  travail  de  Lutkepohl  et  de 
Granger et Newbold avec des rapprochements avec le  travail d'Hendry et Hubric.  L'objectif 
est d'unir le travail de ces trois auteurs dans un seul et même cadre théorique. 
Pour  ce  faire,  nous  cherchons  à  comparer  les  prévisions  de  modèle  agrégé  et 
désagrégé.  Nous  débuterons  par  spécifier  un  modèle  général.  Ensuite,  nous  calculerons 
l'erreur  quadratique  moyenne  des  prévisions  sous  différentes  hypothèses  en  utilisant  les 
pénalités d'estimations calculées par Reinsel. Les résultats obtenus sont comparés au travail 
d'Hendry et Hubric. Nous prenons ensuite en considération la théorie de Granger et Newbold 
et l'impact des racines communes sur l'erreur quadratique moyenne des prévisions du modèle 
agrégé  et  désagrégé.  Nous  terminons  ce  chapitre  en  résumant  les  implications  de  notre 
modèle théorique. 
2.1  Élaboration du modèle 
Nous considérons le modèle suivant: 
Yt =Yt- I GJ + Yt-2G2+... +Y t - pGp+Et  (2.1.1) 
où  Yt  est  de  dimension  t  x  1  et  Gp  est  un  scalaire.  L'espérance  des  erreurs  est  nulle 
E (E) =0  ,  la  matrice  de  variance-covariance  des  erreurs  se  définit  comme 
E(E  E  ')=0 t  /-/  . 
L'équation (2.1.1) peUl se réécrire de la manière suivante: 
Yt- Yt- 1G1- Yt-2G2- ..·-Yt- pGp=Et·  (2.1.2) 
Il  est alors  possible de simplifier cette équation en utilisant la fonction G(L), celle-ci étant 
composée des paramètres du modèle et d'opérateurs de retard L. 
G(L)=1-LGJ-L2G2-... -LPGp  (2.1.3)
 
G(L) Yt=E t ·  (2.1.4)
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L'équation (2.1.4)  peut être représentée par la représentation de Wold suivante: 
Y{=C(L)E{  (2.1.5) 
où  C (L)  est  un  processus  de  moyenne  mobile  infmi.  Cette  représentation  se  révèle 
beaucoup plus aisée à manipuler. 
Les vecteurs qui composent YI proviennent de la somme de m variables désagrégées 
ln 
Y{= :L>j,{  (2.1.6) 
j=O 
où l'ensemble des variables désagrégées peut être représenté par un VAR tel que: 
y ,= Y'-l  g  l+ Y '-2  g  2+"'+ Y  {_p  g  p+  u (
mx\  mx 1  mxm  mxl  mxm  mxl  mxm  mxl 
g(L) Y (= u "  (2.1.7) 
mxm  mxt  mxl 
Chacune des variables désagrégées peut être transformée sous la forme de la représentation 
de Wold suivante: 
y{=c(L)u{  (2.1.8) 
De  plus,  l'espérance  d~s  erreurs  est  E (uJ =0  ,la matrice  de  variance-covariance  des 
erreurs  se  définit  comme  E(u{u{ ')=.0  et  les  erreurs  ne  sont  pas  autocorrélées 
E(u,u'_i ')=0  . 
Pour  faciliter  le  développement  mathématique,  nous  utilisbns  la  forme  matricielle 
suivante: 
Y{ =  A  Y  {  (2  1 9) 
Ixmmxl  .. 
La matrice A effectue le  lien entre  les séries agrégées et désagrégées et n'est qu'un simple 
vecteur colonne composé de  1. 
2.2 Comparaison des prévisions avec des processus connus 
Nous  commençons  notre  analyse  théorique  en  reprenant  la  démonstration  de  Rose 
(1977)  et Tiao  et  Guttman  (1980).  Ensuite,  nous  comparerons  le  résultat  obtenu  avec  le 
modèle d'information d'Hendry et Hubric (2006) pour ainsi relier les deux modèles. 
La prévision optimale des modèles agrégés et désagrégés,  E{ (Y'+h)  et  E{ (y I+h) 
pour h périodes à l'avance se détermine par la fonction suivante: 14 
'" 
E,( Y'+h)= l  eJ>j+hE,_j  (2.2.1) 
j~O 
'" 
E/(Y,+h)=b !Pj+hU,-j  (2.2.2) 
j~O 
où  1>  et  cP  sont  les  coefficients de  prévisions  de  y, et  YI"  En  pratique ,les  mêmes 
coefficients  s'utilisent  pour décrire  le  modèle  et  effectuer des  prévisions,  mais  il  est  plus 
facile de les distinguer aux fms  de l'analyse. Cette distinction est validée par les simulations 
de Reinsel (1980). 
L'erreur  quadratique  moyerme  des  prévisions  est  la  mesure  d'efficacité  utilisée  dans 
cette analyse. Comme Rose (1977), on s'intéresse à l'erreur de prévision du  modèle agrégée 
qui se défmit comme suit: 
Qh =E (( Yt+h - E'(Y'+h))(Yt+h-E /(Y,+h))'j  (2.2.3) 
où  Yt+h=C(L)E'+h  (2.2.4) 
Y'+h= l  Cj E'+h_j'  (2.2.5) 
j~O 
Si les éléments de l'équation 2.2.3 sont remplacés par les équations 2.2.1 et 2.2.5, nous 
obtenons: 
ro  00 00  00 
Qh=E((I CjEt+h-r l  eJ>j+hE,_j)(I CjEt+h-r l  eJ>j+hE,-JJ  (2.2.6) 
j~O  j~ 0  j~O  j~O 
Le premier terme de l'équation peut être séparé en deux sommations, 
h-I  co  00  },-I  00  00 
Qh=E( (I  C/'+h_j+l  Cj+hE,_r l  <Jij+hE,_)I C/'+h_j+ l  Cj+hE'_j-l  <Ji j+hE,_Jl  (2.2.7) 
~ ~ ~  ~ ~  j~ 
h-l  co  h-l  00 
Qh=E((I CjE'+h_j+ l  (C j+h-<Jij+JE,_j)(I CjE'+h_j+ L (Cj+h-'-<Ji j+h)E,_j)'J  (2.2.8) 
j~O  j=O  j=O  j=O 
En développant l'équation 2.2.8, nous avons 
h-l  h-I  h-1  '" 
Qh=E(I CjE'+h_j)(I C jE'+h-J+2E(I CjE'+h_j)(I (Cj+h-eJ>j+h)E,-J 
j~O  j=O  .  j~O  j=O 
'"  '" 
+E(I  (Cj+h-eJ>j+h)E'_j)(I (Cj+h-eJ>j+h)E,-J  (2.2.9) 
j~O  j~O 15 
Sous l'hypothèse que les erreurs sont non corrélées,  E (E ,E,-i ')=0  ,le tenne du centre peut 
être éliminé, alors 2.2.9 devient: 
h-I  h-\  co  C(I 
Qh=E('L C/I+h-)(L, c/"l+h-J +E(L, (C j+h-epj+h)E,_)(L, (C  j+h-epj+h)E,_).  (2.2.10)
j;O  j;O  j;O  j;O 
Les  transformations  effectuées jusqu'à  maintenant  ont  pennis  de  décortiquer  l'erreur 
quadratique  moyenne  de  prévision  du  modèle  en  deux  parties.  Le  premier  tenne 
EŒ~:~ CJE '+h-JŒ~:~ CjE/+h_)'  est  l'erreur  de  prévision  qui  dépend  seulement  des 
paramètres du vrai modèle. Le second tenne est l'erreur de prévision associée à l'utilisation de 
paramètre autre que ceux du vrai processus 
On peut distribuer les tennes de l'équation 2.2.10 et sachant que les erreurs ne sont pas 
autocorrélées les produits croisés s'annulent. Nous retrouvons alors les forn:mles suivantes: 
h-\ 
Qh=E(L CjE'+h-jE;+h_jC'J+E(L (Cj+h-<Pj+hlE,_jE;_j(Cj+h-<Pj+hl'l  (2.2.11)
j;O  j;O 
h-\  ro 
Qh= L  CjE(Et+h_jE;+h_JCj+ L  (Cj+h-<Pj+h)E(Et_jE~_j)(Cj+h-<P j+h)'  (2.2.12) 
j~  ~o 
h-\  ro 
Qh= L  CjLCj+  L  (Cj+h-<Pj+h)L(Cj+h-<Pj+hl'  ,(2.2.13)
j;O  j=O 
De toute évidence, les coefficients optimaux pour la prévision nécessitent que  <Pj+h=C j+h  . 
Les  meilleurs paramètres pour la prévision sont égaux  à ceux du  vrai processus pour que 
l'erreur quadratique moyenne de prévision soit minimale. Par conséquent, l'eneur quadratique 
moyenne de prévision pour le modèle agrégé devient: 
h-[ 
Qh= L  CjLC).  (2.2.14) 
j=O 
comme  dans  la  démonstration  de  Rose(1977).  L'erreur  quadratique  moyenne  des  séries 
agrégée peut aussi se définir comme étant la somme des  prévisions désagrégées.  Donc, en 
prenant l'équation 2.2.3 et en y insérant la relation 2.1.9, on obtient le point de départ de Rose 
(1977) : 
00  00 
où  E,(Yt,h)= L  <Pj+hU/-j  et  Y/+h= L  eju/+h_j'  (2.2.16)
j=O  j=O 16 
Ainsi, l'équation 2.2.15 peut se reformuler de la manière suivante selon Rose(1977) : 
00 00  00  00 
qh=E ((A L  CjUt+h-r A L  1>j+hut_j)(A L  CjUt+h_rA L  1>j+h Ut-j)'J.  (2.2.17)
j=O  j=O  j=o  j=O 
Si nous divisons la première sommation et qu'ensuite nous la regroupons avec la seconde 
sommation nous permet d'écrire: 
h-]  00  11-1  OC) 
qh=E((AL  C jU'+h_j+AL (cj+h-t:/> j+h)u,_YA L  c}u'+h_j+A L  (c }+h -t:/>j+h)U'_j)'J.  (2.2.18)
j=O  j=O  j=O  }=o 
Si  les  erreurs  sont non  corrélées,  E(UjUj_h)=Ü"d h>l  , alors  l'équation  2.2.18  peut 
atteindre une forme similaire à l'équation 2.2.12. 
h-I  <Xl 
qh= L  AcjE(ut+h_ju't+h_j)c'jA'+L  A(Cj+h-1>j+h)E(ut_ju't_j)(Cj+h-1> j+h)'A'.  (2.2.19)
j=O  j=O 
Finalement,  si nous considérons que  1>j+h =cj+h  et que  E(u,u;)=n  nous trouvons que 
h-I 
qh= L  Acjnc'jA'.  (2.2.21) 
j=O 
comme l'a démontré Rose(1977), Maintenant, il faut déterminer si  les prévisions désagrégées 
sont meilleures que les prévisions agrégées en tenant compte de  l'hypothèse que les valeurs 
de  CCL)  et  cCL)  sont  connues.  Pour se  faire,  il  faut  calculer  la  différence  entre  l'erreur 
quadratique moyenne des prévisions des  modèles agrégées et désagrégées que  Rose(1977) 
défmit comme. 
t, Qh=Qh -qh'  (2,2.21) 
Si  t, Qh  est positif, alors il est préférable d'utiliser le modèle désagrégé pour la prévision et 
vice versa. En remplaçant  Qh  et qh  de 2,2.21  par les  valeurs des équations 2.2,14 et  2,2.21, 
Rose(1977) déduit que 
h-J  h-l 
t, Qh =L  CjL. Cj-LAcJ2  cj A'.  (2.2.22)
j=O  j=O 
Pour simplifier la comparaison entre les deux erreurs quadratiques moyennes,  la prévision 
d'une période à l'avance est utilisée. 
t, Qh=1 =Qh=l-qh='= CoL. Cô- Acon cüA'.  (2.2.23) 
Puisque le théorème de Wold spécifie que  C (0) =1mk  et  C(0)=1k  • Alors, nous pouvons 
réécrire 2.2.23 comme 17 
ce qui est le résultat obtenu par Rose(1977) et Lutkepohl(I 984). En suivant le travail de ces 
deux auteurs, on peut poursuivre la démonstration, En effet, selon la définition des erreurs on 
sait que 
En utilisant l'équation 2,1.9 et en remplaçant les variations de  y;  et y, par les équations 2.1.5 
et 2.1,8, Rose(I977) et Lutkepohl(1984) montre que 
C(L)E ,=A c(L)u,  (2.2.24) 
qui peut être refonnulé de la manière suivante: 
-I()  ()  Ac(L) E,=C  L  Ac L  u,= C(L) U,.  (2.2.25) 
.  'l'  c(L)  N 1 Définissons maintenant  X(L)  qm est ega  a  C (L)  .  ous trouvons a ors corrune 
Rose(1977) : 
'" 
E,=AX(L)u,= L  AXiu'_i=U,+ A XI u'_I+A X2U'_2+ ...+A X",u,_",. 
i=O 
Si nous substituons 2.2.25 dans 2,2.23 on trouve conune Rose(l977) que: 
QI=~=E( E,t',)=E[(Au,+AX jU'_I+ ...+A X",u,--<'))(Au(+ AX 1U'_I +...+AX",u(_,xJ]  (2.2.26) 
'" 
Q,=E[(Au(+ A X,U'_I+"'+ AX",u,_",) L  u"_iX;A'] 
;::::0 
'"  '"  '" 
Q,=E[Au,L u;_iX;A'+AX1ut_1L u;_iX;A·+...+AX",ut_",L u;_iX;A'] 
;=0  ;=0  ;=0 
00 '"  00 
Q,=E[AutL u',_;X;A']+ E[AX 1u'-IL u;_;X';A']+...+E[AXoou(_",L u;_iXiA']  ,(2,2.27) 
;=0  ;=0  i=O 
Si  les  erreurs  sont  non  corrélées,  E (u j Uj_h) =0 \;j h> 1  ,  alors  l'équation  (2,2.27)  se 
simplifie à : 
Q,=AE[ u(u;]A'+AX 1 E[U(_iU;_JX', A +...+AX",E[u(--<')u;_",]X;"A-' 
QI=A (JA'+AXj(JX'IA'+ ...+AX",(JX'",A' 
00 
QI= L  AX;(JX;A'  (2.2.28) 
i=O 18 
Ce  résultat  est  similaire  au  résultat  théorique  de  Rose(1977).  Nous  pouvons  réécrire 
l'équation 2.2.28 de la façon suivante: 
Q\=Aa-A'+ L
00 
AX ;a-X;A'=Aa- A'+ W  (2.2.29)  . 
;=1 
où  W= l
00 
AX;a-KjA'  . Nous pouvons faire un rapprochement entre l'équation 2.2.29 et le 
j=l 
modèle  d'information d'Hendry et Hubric(2006). Ils  ont démontré que  l'erreur de  prévision 
d'un modèle qui avait moins d'information  E( ee')  pouvait s'écrire comme: 
E(ee'}=E(uu')+E(ww')  (2.2.30) 
où  E( uu')  est l'en'eur de prévision d'un modèle à information complète et  E( ww')  est 
l'erreur de prévision incombé par le manque d'information. Nous pouvons aisément faiœ un 
parallèle avec l'équation 2.2.29 et ainsi trouver une nouvelle signification au résultat de Rose 
(1977).  L'erreur  de  prévision  du  modèle  à  information  complète  est  alors  donnée  par 
A a-A'  et  W  représente donc le coût supplémentaire incubé par l'utilisation d'un modèle 
agrégé. 
En  insérant  2.2.29  dans  l'équation  2.2.24,  nous  nous  retrouvons  avec  une  nouvelle 
formulation : 
Finalement, nous pouvons déterminer que: 
"" 
,1 QI =W =l  A Xia- K; A'  . (2.2.32) 
;==1 
La différence entre les erreurs quadratiques de prévisions est positive et le modèle désagrégé 
se révèle ainsi  le  meilleur outil de  prévision comme le prévoit le  modèle de Rose(l977) et  ' 
d'Hendry et Hubric(2006). Notons toutefois que cette affirmation n'est valide que lorsque les 
valeurs de C(L) et c(L) sont connUes. 
Par ailleurs,  plusieurs  auteurs  (Rose,  1977;  Clark,  2000;  Hendry  et  Hubric,  2006  ; 
Pesaran, 2003) ont démontré que  la différence entre l'erreur de prévision d'une représentation 
agrégée et désagrégée est égale à zéro si : 
A c(L)=C(L)A.  (2.2.33) 19 
Cette  condition  est  différente  pour  les  VAR,  comme  le  spécifient  Clark  (2000)  et  Khon 
(1982). Cette équation implique que la somme des coefficients du VAR désagrégé soit égale 
aux  paramètres  du  modèle  agrégé.  Nous  pouvons  aisément  le  démontrer  en  suivant  le 
raisonnement de Khon (1982): 
C(L)11  C(L\.2  C(L)I.m 
A 'c(L)=[1  1  ...  1]'  C(L)2.1  c(L)2.2  C(L)2.m 
1xm  mun 
c(Lt.,  C(Lt.2  c(L)m.m 
,:cm(!::?~[~  c(L))  ,  ~ c(L)>  ...  ~ C(L))m] 
on a aussi que  C(L)' A =[C(L)  C(L)  ...  C(L)]  et nous pouvons donc écrire: 
1xl  lxm 
m 
C(L)=Lc(L)j.iV'i=1...m  .(2.2.34) 
j=1 
L'équation 2.2.34 sera fort utile lors des simulations, car elle permettra de tester l'importance 
des racines communes. Cette condition est simplifiée s'il n'y a aucun lien entre les variables 
désagrégées, car  nous pouvons alors écrire: 
A .c(L)=[c(L)}  C(L)2  ...  c(Ltj=[C(L)  C(L)  ..,  C (L)j 
lxm  mxm 
ce  qUi  implique  que  chaque  équation  désagrégée  indépendante  suit  le  même  processus 
autorégressif  que  le  modèle  agrégé.  Pour  la  présente  démonstration,  l'équation  2.2.33 
implique que: 
QI= Cl(L)A c(L )uc'(L  )A' C 
1(L)= C 
1(L)C(L) Au  A' C' (L)CI(L) 
Ql=AuA'  , (2.2.35) 
ce qui  est le résultat obtenu par Rose (1977) et Lukepohl (1984).  En  insérant ce nouveau 
résultat dans l'équation 2.2.24, nous découvrons comme ces deux auteurs que 
Donc,  si  la  somme des  coefficients des  modèles désagrégés est égale aux  coefficients du 
modèle agrégé, ce dernier prévoit aussi bien que le modèle désagrégé selon la relation décrite 
par Rose (1977). Il n'existe alors aucun gain à utiliser le modèle désagrégé. 20 
Le travail de Rose (1977) et de plusieurs autres auteurs (Clark, 2000; Hendry et Hubric, 
2006 ; Pesaran, 2003) s'arrête cependant ici. La condition pour que le modèle agrégé ait une 
meilleure erreur de prévision que le modèle désagrégé est très stricte pour ces chercheurs. 
En  résumé,  lorsque  les  processus  sont  connus,  il  est  toujours  préférable  d'utiliser  le 
modèle désagrégé sauf si  les coefficients des modèles agrégés et désagrégés sont égaux. Ces 
résultats sont conformes à la littérature. Il faut maintenant lier ces premiers résultats avec le 
modèle  de  Lutkepohl(1984)  en  tenant  compte  des  problèmes  de  l'erreur  de  prévision 
provoqués par l'utilisation de modèles estimés (Reinsel, 1980). 
2.3 Comparaison des prévisions avec des processus inconnus et estimés 
Nous étudions maintenant les  prévisions effectuées à l'aide  de  paramètres estimés en 
reprenant la démonstration de Reinsel (1980). Nous nous assurons ainsi que l'utilisation par 
Lutkepohl (1984)  des  erreurs quadratiques moyennes de  prévisions asymptotiques pour la 
prévision  de  la  série  agrégée  à  l'aide  d'une  représentation  désagrégée  est  valable.  Nous 
reprenons ensuite la démonstration de Lutkepohl (1984) avec un modèle plus général tout en 
reliant nos résultats avec le modèle d'information d'Hendry et Hubric (2006). 
Pour ce faire,  nous  cherchons  à  comparer l'erreur quadratique moyenne de  prévision 
asymptotique, désigné par  q~  pour le modèle désagrégé et  Q~  pour le modèle agrégé. 
Nous commençons par chercher l'erreur quadratique moyenne de prévisions asymptotiques 
du modèle désagrégé qui s'écrit: 
où  y I+h  est la prévision effectuée à partir d'un modèle estimé d'un échantillon de taille T. 
La démonstration suivante est inspirée des  travaux  effectués par Yamamoto (1980,  1981), 
Reinsel (1980) et Lewis et Reinsel (1985). La plus grande distinction entre leurs travaux et la 
démonstration  suivante  est  l'introduction  de  la  matrice  A  qui  permet 'd'additionner  les 
variables désagrégées. 
Nous nous intéressons à l'ensemble des variables désagrégées décrites plus haut et qui 
peuvent être représentées par un VAR(P) tel que: 
Y,=  g  1 Y ,-1+  g  2  Y 1-2+"'+  g  p y ,-p+ u,  (2.3.2)
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Considérons  maintenant  YI  ,  une  matrice  qui  se  compose  des  variables 
désagrégées  yt à Yt- p+ 1  de sorte que 
y, 
mxl 
Y  =  Y'-1 
pmxl
{  mxl  (2.3.3) 
y  l-p+1 
mxl 
et définissons les matrices des coefficients et des erreurs suivantes: 
YI Y 2  Y '-p+2  Y l-p+1 
mxm  mxm  mxm  mxm 
U, 1  0 0 
mxl 
T  = 0  1  0 0  W  1 =  0  (2.3.4) 
pmxpm  mxm  pmxl 
0  0 
0  1  0 
mxm 
Cette  représentation  espace  d'état  est  fort  utile  et  nous  permet  de  calculer  Y  en  {+h 
comme: 
(2.3.5) 
car l'on peut rapidement montrer que pour h = 2 l'équation 2.3.5 s'écrit alors: 
1 
2 
Y I+2=T Y I+ J+WI+2=T (T Y,+W'+I)+WI+2=T  y l+ L T)W  I+2_) 
)=0 
Nous  introduisons  maintenant  comme  Reinsel  (1980)  une  matrice 
s ,=[  1  0  ...  0]  qui permet de formuler les trois identités suivantes: 
mxpm  mXIn 
S  y 1=  YI  (2.3.6)
mxpmpmxI  mxl 
S  W  1=  U 1 (2.3.7)
mxpmpmxl  Inxl 
S  T  1=[  JI  1  JI  2  ...  JI  '-p+2  JI  I-P+I]  (2.3.8) 
m.:rpmpmrpm  mxm  mxm  mxm  mXIn 
La matrice S nous permet donc de transformer la valeur dans l'équation 2.3.3 pour obtenir les 
données désagrégées  YI+h  . 22 
h-I 
Yt+h=S rhy,+ l  S r l W'+h_)  . (2.3.9) 
)=0 
L'équation 2.3.9 détermine la valeur de  Yt+h  par rapport à  Y,  et d'une somme pondérée 
des erreurs  wt  .  Puisque  west inconnu, la prévision hors échantillon pour la période 
t+h est donnée par: 
ce qui est le départ de l'analyse de Reinsel (1980). Mais contrairement à ce dernier, nous nous 
intéressons à la forme agrégée de l'équation 2.3.9 et 2.3.10  : 
h-l 
AYt+h=AS rhyt+l  ASr)wt+h_)  (2.3.11) 
)=0 
A E'(Yt,h)=AS rhy,  . (2.3.12) 
Pour  simplifié  notre  démonstration,  nous  posons  que  (X  h=  A  S  rh,  alors  nous 
1xpm  1x mmxpm pmx pm 
pouvons réécrire l'équation 2.3.11  : 
h-} 
h  ~  .
Yt+ h=  (X  Y,+  LJ  (X  )  W  t+h-) 
Ixpm  pmxl  j=O  lxpm  pmxl 
Cette équation est similaire à celle obtenue par Reinsel (1980) et nous permet de poursuivre 
les étapes de sa démonstration. De la même façon, on peut réécrire la prévision de l'équation 
2.3.12 comme: 
Pour simplifier notre démonstration comparativement à celle de Reinsel(1980) on s'intéresse 
à  A S rh  si h= 1 : 
(X  = A  S  r 
Ixpm  lxmmxpmpmxpm 
(X où 
lxmp  est  un  vecteur  ligne  qui  contient  les  coefficients  des  modèles  désagrégés.  On 
cherche  maintenant  l'estimateur  de  (X  et  sa  loi.  Si  on  reprend  l'équation  2.3.2 23 
y  1= ['  .  y  1-\ +  w  1  et  que  l'on  prémultiplie  par  les  matrices  A  S  nous
pmxl  pmxpm  pmxl  pmxl  lxmmxpm 
obtenons: 
A  S  y  ,=  A  S  ['. y  1_\ +  A  S  w  1 • (2.3.14) 
1xmmx pm prnxl  l xm mx pm pmx pm  pmx 1 1xmnlX pmpmxI 
YI=lXYI_1+Au,  . (2.3.15) 
En supposant comme Reinsel (1980) que les termes d'erreurs suivent une loi normale, nous 
pouvons écrire la vraisemblance conditionnelle de  YI  comme: 
ce qui permet d'écrire le logarithme de la vraisemblance de l'équation 1.3.15 de la façon 
suivante: 
2'(  8)=-(Tkl  2) log(2'TT)+ T 121ogl(A 0" AT!I 
T 
-1/2L [(Y,-lX YH  HA  0" AT
1
( Y,-lX YH  )] 
1=\ 
où  8=(lX', A.Q A')  . La dérivée de la fonction de vraisemblance pour  lX  est donnée par: 
T 




[-Y'I_I(AO"AT1yl _ l ]  , 
1=\ 
En insérant la seconde dérivée dans la matrice de variance-covariance, on peut écrire la loi de 
&. 
Cette  loi  permet  de  calculer  l'erreur  quadratique  moyenne  de  prévision  asymptotique  de 
l'équation 2.3.1: 
q~=E ((AY'+h -AE,(y ,+J)(AY'+h-AE  ,(y I+J)]  .(2.3.17) 
Si nous insérons dans  l'équation 2.3.17 les  équations 2.3.11  et 2.3,13  avec un vecteur  lX 
estimé selon la vraisemblance déclite plus haut on obtient comme Reinsel (1980): 
h-I  h-\ 
qa=E([ciY +~ ex/w-&"y J[exhy +~ ex/w-&"y  J')
h  1  ~  I+h-j  ,  I.L...J  t+h-j  1 
/=0  1=0 
h-I  h-I 
q:=E([(exh_&h)y,+ l  ex/W',h)[(exh_&h)Yii-l  ex/W'_h) 1  . (2.3.18) 
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Si nous développons l'équation 2.3.18 nous trouvons comme Reinsel (1980) que: 
h-\  h-\ 
qO=E((ci-Cx h)y Y·(a.h _IX h)'+2 (a.h _IX h)y  ~  w'  .(a.
j ),+ ~  a. 
jww'  .(a. 
j 
),)
h  1  r  t ~  t+h-J  ~  I+h-J  ITh-) 
j -0  j.O 
Nous distribuons l'opérateur d'espérance et nous considérons la relation suivante: 
u,  E( u ,) 
mxl  mxl 
0 0 E(W'+h_)=E  =  =0 
0 0 
nous pouvons alors refonuuler l'équation 2.3.18: 
h-\ 
q~=E((c/-& h)y,y;(o/-& h)'J+ECL (Xj W'+h_jW;+h_j((Xj)'J  (2.3,19) 
)=0 
2::
ce  qUi  suit  la  démonstration  de  Reinsel(1980).  Pour  simplifier  notre  démonstration  par 
rapport  à  celle  de Reinsel  (1980)  nous  allons  remplacé  le  deuxième  tenue  de  l'équation 
peut  être  remplacé  par 
h
-
1 Ac .Dc'A  . En effet, si  &=(X  l'équation 2.3.19 devient:  j=O  j  .1 
h-l 
q~ = E (L  (Xi W t+h-j W;+h_ i( (Xi)) 
j=O 
Puisque les coefficients sont connus, l'eneur quadratique moyenne de prévision asymptotique 
est alors similaire à l'erreur quadratique moyenne de prévision et par conséquent  q~ = qh  . 
On peut alors écrire que: 
h-1  h-\ 
E(L (Xi W'+h-j W;+h_i((Xi),)= LAciD c'iA'  (2.3.20) 
;=0  i=O 
et l'équation 2.3.19 se refonuule comme 
h-\ 
q~=E(((Xh_&h)y,y;((Xh _& h),)+ L  ACi DcjA'  . (2.3.21) 
j=O 
Pour simplifier la démonstration, nous considérons le cas où h=l, L'équation 2.3,21 est alors 
égale à: 
que nous pouvons réécrire comme étant: 25 
ce qui est forme simplifiée des résultats de Reinsel (1980). L'équation 
E((& -lX)Y/Y;(& -lX}]  est un scalaire, nous pouvons donc utiliser l'opérateur trace tr tout 
comme Reisnel (1980); 
q~=tr(E (( & -lX) YrY', (& -lX)'])+ An A' 
q~=tr(E  ((& -lX)'(& -lX)YrY;])+A nA' 
q~=tr(Ey E((& -lX)'(& -lX)YrY;))+An A' 
q~=tr(Ey(E[(&-lX)'(&-lX)]YrY;])+An  A'  . (2.3.22) 
Dans l'équation 2.3.22, on remplace la variance de  &  par l'équation 2.3.16 pour obtenir: 
q~=tr(Ey( liT  AnA'[E(y,y;)t  YrY;))+A nA' 
q7= liTA nA'tr(EY(YrY;[E (Y, y;)rl])+A nA' 
E(Y,Y'J(E(Y,Y;))-'=  1  ce qui nous permet d'écrire  on a que  '--.--'  '--.--'  pmxpm,
(pmxpm)  (pmxpm)  .
 
q7= liT  A nA'tr(JpJ+An A'
 




ce qui est conforme aux résultats obtenus par Reinsel (1980) à l'exception de la présence des 
matrices d'agrégation  A.  L'équation  2.3.23  est donc  l'erreur de prévision effectuée à  l'aide 
d'un modèle désagrégé de la série agrégée lorsque les coeÎficients sont estimés et que  h=J. 
L'équation 2.3.23  est exactement  l'erreur  quadratique moyenne de prévision asymptotique 
trouvée par Yamamoto(1980,1981), Reinsel(1980) et Lewis et Reinsel(1985) à l'exception de 
la présence de  la matrice d'agrégation A.  Nous validons donc l'utilisation de ce résultat par 
Lutkepohl (1984). Pour notre démonstration, nous avons aussi besoin de l'erreur de prévision 
du modèle agrégé,  donc  quand  m=1. L'erreur de  prévision  du  modèle agrégé  s'écrit donc 
comme: 
.  Q~=(1 +p/T)X  . (2.3.24) 
Abandonnons  maintenant  la  démonstration  de  Reinsel  (1980)  pour  continuer  la 
démonstration de Lutkepohl (1984). Ce dernier avait déterminé que la différence des erreurs 26 
quadratiques  moyennes  de  prévisions  asymptotiques  entre  le  modèle  agrégé  et  désagrégé 
pour h=1 est donnée par: 
LJ Q7=(I +pIT)L-(1 +pmlT)A D A'  (2.3.25) 
Il avait conclu  qu'il  était  préférable  d'utiliser le  modèle  agrégé.  Nous pouvons  cependant 
pousser plus loin son analyse et innover dans ce champ d'études. En effet, si on  s'inspire des 
résultats  de  Rose(1977)  que  nous  avons  repris  plus  haut  et  que  l'on  remplace  L  par 
l'équation 2.2.29 on a que: 
LJ Q7=(1 +pIT)(AD A'+ W)-( 1+ pmJT)AD A' 
LJ Q7=(l + piT) W+ AD A'(I + pIT-I-mpIT) 
LJ Q7=(l +piT) W+ AD A'(pIT-mpl T)  (2.3.26) 
LJ Q7=(1 + piT) W+ piT AD A'(l-m)  . (2.3.27) 
L'équation  2.3.27  que  nous  venons  d'élaborer  est  composée  d'un  telme  positif,  que  nous 
identifions, en nous basant sur la théorie d'Hendry et Hubric (2006), comme étant la perte de 
précision des prévisions lorsque l'on utilise un modèle agrégé: 
(1 + piT) W , 
et d'un terme négatif qui croît avec le nombre de variables désagrégées: 
pIT  A DA.'(l-m)<O  si  m> 1 . 
Nous identifions ce second terme comme étant le  gain du  modèle  agrégé  lié  à  l'estimation 
d'un nombre de paramètres plus restreint par rapport aux modèles désagrégés. 
Hendry et Hubric (2006) ont déterminé que la  différence entre les erreurs d'un modèle 
agrégé à information incomplète  e,  et d'un modèle désagrégé  VI  est: 
E(eA)-E(v[v;)=E(w[w;)  , 
On remarque que l'équation 2.3.27 comporte des éléments supplémentaires. D'abord,  il a été 
déterminé à la section 2.2 que  W== E(w, w;)  et par conséquent on observe que si le modèle 
est  estimé,  le  gain  d'information  à  la  désagrégation  est  conditionnelle  à  la  taille  de 
l'échantillon  T  et  au  nombre  de  variable  du  modèle  agrégé  p.  Plus  particulièrement,  si 
l'échantillon  est  très  grand,  il  n'y  aura  aUClill  gain  d'infolmation  à  utiliser  un  modèle 27 
désagrégé. L'élément le plus important est l'ajout du terme négatif  piT AD A' (I -m)  qUI 
reflète  l'idée  de  Lutkepohl  qu'il  existe  un  coût  à  estimer  davantage  de  variables.  Par 
conséquent,  le  gain  d'infonnation  et de précision  trouvé  par Hendry  et  Hubric peut être 
annulé par ce coût potentiel. L'équation 2.3.27 est donc la synthèse des deux théories. 
Selon l'équation que nous avons développée, il sera alors préférable d'utiliser un modèle 
désagrégé si: 
(1+pIT)W>  -pITAOA'(l-m)  , 
Il faut donc que le gain d'infonnation soit suffisamment important pour qu'elle efface le 
coût d'estimer  davantage de  variables.  Cette inéquation  est cruciale  et pennet d'expliquer 
pourquoi  la  désagrégation  peut être  bénéfique,  mais  non  dans  toutes  les  situations.  Nous 
développons ainsi le début d'une réponse à l'un des problèmes communément rencontrés dans 
ce champ d'études. 
En résumé, reprendre la théorie de Lutkephol (1984) et Reinsel (1980)  nous a pennis 
d'établir les bases nécessaires à sa combinaison avec les approches d'Hendry et Hubric (2006) 
et de Rose (1977). Nous avons. avancé la  théorie dans ce champ d'études et nous sommes 
maintenant en mesure de pousser davantage le développement de la théorie en nous attardant 
maintenant au travail de Granger et Newbold (1977). 
2.4  Nombre de retards variables entre le modèle agrégé etdésagïégé 
Jusqu'à présent, nous avons considéré que le nombre de retards du modèle agrégé et des 
modèles  désagrégés était égal.  Cependant,  la  théorie  développée par Granger et Newbold 
indique plutôt que cela ne sera jamais le cas. En effet, ces deux auteurs ont démontré que: 
SI  Xr~AR(p),  Yr~AR(q)  etque  Zr=Xr+Y( 
alors  Zr ~ ARMA (r, s) 
où  r<p+q  et  s<max(p,q) 
Si on applique cette théOlie à l'agrégation de m  variables avec  p  retard, le  modèle agrégé 
sera: 28 
alors  Z, ~ ARMA(r , s) 
où  r <;;;  mp  et  s  <;;;  p 
Le  nombre total  de paramètres P à estimer sera de  P  <;;;  p(m+ 1)  . Si  nous  insérons  ce 
résultat dans l'équation 2.3.24 et 2.3.25 nous obtenons: 
Q7= (1 +(m+ 1) piT)  2:"  (2.4.1) 
,1 Q7 =(1 +(m+ 1) pIT)2:"-(1 +pmi T)A cr A'  (2.4.2). 
Si nous développons l'équation 2.4.2 nous trouvons que: 
,1Q~=(1 +mpIT+ plT)(Acr A'+W)-(l+ pmlT)Acr A' 
,1 Q7=(1 +mpIT+ pIT)A cr A+(1 +mpIT+ piT) W -(  1+ pmlT)Acr A' 
,1 Q7=(pIT)A cr A'+(1 +mpIT+ piT) W  (2.4.3). 
L'équation 2.4.3 est toujours positive, car nous avons la perte d'information du modèle agrégé 
Wet une pénalité reliée à l'estimation de  paramètres supplémentaires par le  modèle agrégé 
comparativement aux  modèles  désagrégés.  Par conséquent, le  modèle  agrégé ne  sera  pas 
optimal. Les ré~ultats  de la section 2.3 sont donc invalidés. 
Nous  allons  à  présent  prendre  en  considération  la  possibilité  qu'il  existe  e  racines 
autorégressives communes entre  les  m variables du  modèle désagrégé.  Si  on extrapole  les 
résultats de Granger et Newbold (1977) on trouve que: 
Z,~ARMA(r,s)  où  r<;;;m(p-e)+e  et  s<;;;p-e 
alors  P<;;;(m+1)p-me  . 
Si nous insérons ce résultat dans l'équation 3.3.38 et que l'on développe nous trouvons que: 
,1 Q7=(1 +(mp-me+ p)IT)2:"-(1 + pmlT) AuA' 
,1 Q7=(1 +mpIT+(p-em)IT) A cr A' +( 1+(mp+ p-me)1 T) W- (1 + pmlT)A cr A' 
,1 Q7=(p-em)IT A cr A' +(1 +(mp+ p-me)1 T) W  (2.4.4) 
Si la condition suivante est vraie, 
p < me  (2.4.5) 
il  est alors possible que le modèle agrégé soit plus efficient que le modèle désagrégé, car la 
pénalité d'estimation sera positive. En effet, si  p= me-k  ,où k n'est qu'tille constante, le 
premier terme peut s'écrire corrune: 29 
(p-cm)IT A CT A'=([cm-k-cm]IT)ACT A'=-kIT  ACT A' 
Cette condition implique que s'il  existe suffisamment de  racines communes par rapport au 
nombre de  retards du VAR désagrégé, la représentation agrégée estimera une quantité plus 
petite de paramètres que le VAR. 
Mais  remplir  la  condition  ne  garantit  pas  que  le  modèle  agrégé  sera  le  meilleur 
indicateur. En effet, il existe toujours une perte d'information W à utiliser le  modèle agrégé. 
Si  nous  reprenons  l'exemple  précédent,  où  p=mc-k, et  que  l'on  remplace p  dans  le 
deuxième terme on trouve: 
(1 +(mp+ p-mc)lT) W=(l +(mp-k)IT)W  , 
et l'on  peut affJ.rmer  que  remplir la condition  2.4.5  n'implique  pas  nécessairement que  le 
modèle agrégé soit le meilleur indicateur, car il faut aussi que: 
kl TACT A'> (1 +(mp-k  )IT) W 
fi est aussi intéressant d'examiner l'équation 3.3.40 dans le cas où toutes les racines sont 
conununes, donc que  p=c  . Cependant, on ne fait pas l'hypothèse que  Ac(L)=C(L)A 
et ce faisant, on laisse la possibilité que les relations enti-e les variables désagrégées diffèrent. 
L'équation 2.4.4 devient alors: 
L1  Q~=((p- pm)IT)ACT A' +( 1+ piT) W 
L1 Q7= (p (1-in)1 T) A CT A'+ (l +piT) W  (2.4.6) 
Malgré  que  les  processus  autorégressifs  sont  exactement  les  mêmes,  nous  ne  pouvons 
déterminer avec certitude lequel, d'une représentation désagrégée ou  agrégée, est le meilleur 
indicateur. 
Notre  modèle  théorique  implique,  contrairement  aux  résultats  théoriques  de  Rose 
(1977)  et de  Lutkepohl  (1984),  qu'il est possible que la représentation désagrégée soit le 
meilleur indicateur même  si  les  processus autorégressifs des variables  désagrégées ne sont 
pas égaux. Nous démontrerons cette affmnation dans nos simulations au  chapitre suivant et 
comparons ces  résultats  avec les  simulations de Lutkephol (1984)  qui  appuient aussi  notre 
modèle théorique. 30 
2.5 Quelles sont les innovations de notre modèle théorique? 
En reprenant la démonstration de Rose (1977) et de Reinsel (1980) nous avons élaboré 
un  modèle théorique avec une base solide en revalidant leurs résultats. De plus, nous avons 
profité de  cette démonstration pour tisser des  liens  importants  avec  la théorie d'Hendry et 
Hubric (2006) et identifier le terme relié à la perte d'information du  modèle agrégé. Grâce à 
l'idée  de  Lutkepohl  (1984)  nous  avons  fait  progresser le  modèle  théorique  de  ce  champ 
d'études et estimé avec plus de précision les avantages du  modèle agrégé qui sont reliés à 
l'estimation d'un nombre plus restreint de paramètres. Finalement, à l'aide de la  théorie de 
Granger et Newbold (1977), nous avons développé un modèle théorique plus nuancé. 
Nous avons également démontré que la présence de racines autorégressives communes 
entre  les  variables  désagrégées  est nécessaire pour que  le  modèle  agrégé soit le  meilleur 
indicateur, mais qu'elle n'est pas suffisante. En effet, notre modèle théorique a démontré que 
même sous l'hypothèse que toutes les racines autorégressives sont communes, il  est possible 
que le modèle désagrégé ait une eITeur de prévision plus petite que le modèle agrégé. 
Les  conclusions  de  notre  modèle  théorique  contredisent  et  dépassent  la  condition 
d'agrégation parfaite défendue par Rose (1977), Clark (2000),  Pesaran (2003) et Hendry et 
Hubric  (2006).  Leur  théoIie  stipule  que  seuls  des  paramètres  autorégressifs  identiques 
permettent aux modèles agrégés d'être un meilleur indicateur sauf s'il existe des  erreurs de 
spécifications pour le modèle désagrégé. De plus, notre modèle est plus nuancé que celui de 
Lutkepohl (1984). 
En  pratique,  la  présence  de  racme  autorégressive  conunune  peut  être  difficile  à 
identifier et ce phénomène devrait être relativement rare.  Nous observons en  effet que  la 
majorité  des  études  empiriques  qui  utilisent  une  représentation  désagrégée  voient  leurs 
erreurs  de  prévisions  s'améliorer.  Seulement,  certaines  études  sont  confrontées  avec  un 
modèle  agrégé  qui  est  un  meilleur  indicateur  que  la  représentation  désagrégée.  Par 
conséquent, les résultats des études empiriques existantes semblent supporter les résultats de 
notre modèle théorique et rejettent la condition d'agrégation parfaite. 
Mais,  le  véritable  test  pour  notre  théorie  est  d'étudier  le  problème  dans  un 
environnement  contrôlé.  La prochaine  étape  consiste  donc  à  vérifier  que  notre  modèle 
théorique est valable à travers des simulations de processus autorégressifs. CHAPITRE III 
SIMULATION 
Nous pouvons à présent valider le  modèle théorique en effectuant des expériences de 
Monte-Carlo.  La  première  section  élabore  en  détail  les  objectifs  des  simulations.  On 
s'intéresse ensuite à la sélection des retards des modèles agrégés et au nombre de simulation 
effectuée.  Puis,  nous  simulons  des  processus  générateurs  de  données  désagrégées  pour 
lesquelles nous estimons un  modèle autorégressif désagrégé et agrégé.  Nous commençons 
d'abord par trois AR(2) et trois VAR(2) à deux variables avec différentes  combinaisons de 
racines communes. Nous simulons ensuite des VAR(2) et des AR(2) à trois variables pour 
analyser l'impact des racines communes relativement au  nombre de  variables désagrégées. 
Finalement,  nous  simulons  deux  VAR(2) à quatre  variables pour étudier l'importance  des 
racines communes lorsque l'on maintient le processus agrégé constant selon la définition de 
Clark (2000). Nous terminons ce chapitre par un résumé des résultats des simulations. 
3.1  Les liens entre les simulations, le modèle théorique et la littérature 
Les  simulations ont des  objectifs  multiples.  Nous  voulons  d'abord  vérifier  certaines 
conclusions de  la théorie développée au chapitre précédent. Le modèle théorique développé 
plus haut est incapable de déterminer si le modèle agrégé aura l'erreur de prévision plus faible 
que le modèle désagrégé même lorsque la condition  p< me  est remplie. Les simulations 
permettront donc de savoir si la présence de racine commune peut être suffisante pour que le 
modèle agrégé soit le meilleur indicateur. De plus, notre modèle théorique implique que la 
présence de racine commune devrait normalement diminuer l'écart des  erreurs de prévision 
entre la représentation agrégée et désagrégée et il est intéressant de vérifier ce résultat à l'aide 
de simulation. 
Finalement,  le  chapitre précédent n'a  pas  abordé  le  travail  de  Grunfeld  et  Griliches 
(1960).  Ces  deux  auteurs avaient déterminé qu'une corrélation positive entre les  variables 
désagrégées  était nécessaire pour que le modèle agrégé soit un meilleur indicateur que  le 32 
modèle désagrégé. Il est très aisé de vérifier les résultats de leur modèle théorique à l'aide de 
simulation, ce que Grunfeld et Griliches (1960) n'ont pas effectué. Pour ce faire, nous allons 
donc étudier l'impact sur l'écart des erreurs de prévisions entre le modèle agrégé et désagrégé 
lorsqu'il  existe une corrélation entre les  termes erreurs des  variables désagrégées. De plus, 
nous étudierons l'importance des liens de causalité entre les variables désagrégées sur l'écart 
des  erreurs  de  prévisions  du.  modèle  désagrégé  et  agrégé  en  comparant  des  AR(P) 
indépendants  et un VAR(p)  comme processus  générateurs  de  données.  Nous  allons  ainsi 
pouvoir vérifier l'intuition de Grunfeld et Griliches. 
3.2 Sélection des retards et caractéristiques générales des simulations 
Malgré que le modèle théorique que nous avons développé implique que nous estimons 
des  processus  ARMA(p,q),  nous  avons  décidé  de  n'estimer  que  des  processus  AR(P). 
Cependant,  ['ordre des processus AR(P) agrégés est déterminé par le critère d'Akaike pour 
s'assurer que les  erreurs de  la représentation agrégée soient un bruit blanc.  Le nombre de 
retards  maximal pour le  modèle agrégé sera  limité  à 9  pour nos  simulations.  Finalement, 
l'ordre des processus désagrégés sera considéré comme connu pour les simulations. 
Pour  chaque  expérience,  on  effectue  500  simulations  pour  un  échantillon  de  240 
observations.  De  plus,  120  observations  supplémentaires  ont  été  simulées  à  la  fin  de 
l'échantillon d'estimation pour effectuer des prévisions hors échantillons. On s'assure ainsi de 
l'indépendance des coefficients estimés et des observations utilisées pour la prévision. 
3.3 Simulations de processus à deux variables: le modèle de Grunfeld et Griliches 
Dans cette  section,  nous  étudions des  processus générateurs  de  données  désagrégées 
avec deux variables qui ont chacune deux racines  autorégressives.  Cette section s'intéresse 
surtout au travail de Grunfeld et Griliches (1960) car nous allons comparer les prévisions des 
représentations  agrégées  et  désagrégées  lorsqu'il  y  a  de  la  corrélation  entre  les  termes 
d'erreUrs.  Si la  théorie de Grunfeld  et Griliches (1960) est exacte, une corrélation positive 
entre  les  erreurs  des  deux  modèles  devrait  mener à une  diminution  de  la différence  des 
erreurs de prévision entre la représentation agrégée et désagrégée. À l'inverse, une corrélation 
négative devrait augmenter l'écart de prévision entre les deux représentations. 33 
Nous  allons  aussi  comparer  les  prévisions  de  différent  processus  générateurs  de 
données,  soit deux  AR(2)  indépendants et  un VAR(2) à' deux variables.  Selon Grunfeld et 
Griliches (1960),  la différence entre les  erreurs de prévision des deux représentations devrait 
être plus faible en présence d'un Vp.R(2). 
Dans cette section, nous ne pouvons étudier la  condition, car elle ne sera pas remplie 
dans cette section. En effet, si  p=2  ,  m= 2  et qu'il y a une racine commune, donc que 
c=l  ,on aura  mc=2* 1=2  et  p=mc  .  Par  conséquent,  notre  modèle  théorique 
stipule que la présence d'une racine  commune ne  permet pas que  l'erreur de  prévision du 
modèle  agrégé soit plus  faible  que  l'elTeur  du  modèle désagrégé.  Nous  voulons cependant 
vérifier si la présence de  racine commune permet de diminuer l'écalt entre  les  erreurs de 
prévision d'une représentation agrégée et désagrégée. 
Nous allons  d'abord  simuler les trois  processus générateurs de  données  suivantes.  Ce 
sont des  groupes  de  deux  AR(2)  indépendants.  Le  premier  processus  étudié  est celui  où 
toutes les racines autorégressives sont équivalentes: 
(l +0.7 L)( l-004L) y,=E,  (l +0.7 L)( 1-0AL)x,=/l,  (3.3.1) 
où  EI~N(O,l)  et  p,~N(O,l)  . 
De plus, nous étudions le cas d'une racine autorégressive commune: 
(l +0.7 L)( 1-004 L)Y,=E,  (l +0.7 L)( 1-0.6 L)x,=/l,  (3.3.2) 
où  E,~N(O,l)  et  p,~N(O,l) 
et le cas où toutes les riicines diffèrent: 
(l +0.7 L)(l-004L) y, =E,  (l +0.5 Ll( 1-0.6 L)x,= /l,  (3.3.3) 
où  E,~N(O,I)  et  PI~N(O,l)  . 
Nous allons  étudions ces  processus dans  trois cas particuliers. Dans le  premier cas  les 
erreurs des variables désagrégées ne sont pas corrélées entre elles,  E(E,/l;)=O. Dans le 
second  cas,  les  erreurs  sont corrélées  positivement  entre  elles,  E(E1 /l;)=0.5  . Dans  le 
dernier cas, les erreurs sont corrélées négativement,  E(E,/l',)=-0.5  . 34 
Les  résultats  des  prévisions  de  la  série  agrégée  pour  la  représentation  agrégée  et 
désagrégée  pour  ces  différents  processus  générateurs  de  données  sont  présentés  dans  le 
tableau 3.1. 
Tableau 3.1 
Comparaison des erreurs de prévisions pour deux AR(2) indépendants 
Erreurs quadratiques 
de prévisions moyennes 
Corrélation entre les erreurs  E(E,p;)=O  1  E(E,p·,)=O.5  E(E,p;)=-O. 
Si le pgd* est le modèle eq. 3.3.1 - avec 2 racines communes 
prévision  avec  2  AR(2)  2.033  2.845  0.962 
indépendants 
Q~  prévision  avec  un  AR(PAIC")  2.057  2.877  0.958 
agrégé. 
ilQ~=Q~-q~  0.024  0.032  -0.004 
Si le pgd* est le modèle eq. 3.3.2 - avec 1 racine commune 
prévision  avec  2  AR(2)  2.039  2.669  1.062 
indépendants 
Q~  prévision  avec  un  AR(PA1C")  2.094  2.736  1.136 
agrégé. 
0.055  0.067  0.074 
Si le pgd* est le modèle eq. 3.3.3 - sans racine commune 
q~  prévision  avec  2  AR(2)  2.029  3.287  0.842 
indépendants 
Q~  préVIsion  avec  un  AR(PAIC")  2.143  3.370  0.990 
agrégé. 
il Q7=Q~-q~  0.114  0.083  0.148 
*Processus générateur de données 
**Les retards sont choisis avec le critère d'Akaike pour le modèle agrégé 
et avec un maximum de 9 retards. 35 
Quand toutes les racines sont communes, il existe une légère différence entre les erreurs 
de prévisions du  modèle agrégé et désagrégé. Cette différence est possiblement attribuable à 
l'utilisation du  critère d'Akaike pour le modèle agrégé alors que nous considérons le nombre 
de  retards  connu au  niveau  désagrégé.  Sinon, le  modèle désagrégé est toujours le  meilleur 
outil de prévision, même en présence de racine autorégressive commune. La présence d'une 
racine commune (l'équatIon 3.3.2) semble diminuer l'écart entre les erreurs de prévisions du 
processus  agrégé et désagrégé comparativement au  modèle où  toutes  les  racines  diffèrent 
(équation 3.3.3.). Un résultat qui est en ligne avec nos attentes et qui confirme notre modèle 
théorique. 
Pour des AR(2) indépendants, les résultats ne  semblent pas diverger de façon constante 
en  présence de corrélation positive ou négative entre les erreurs des  variables désagrégées. 
Par exemple, on observe que la présence de corrélation positive fait diminuer l'écart entre les 
prévisions lorsque toutes les  racines diffèrent. Cependant, elle fait augmenter l'écart lorsque 
les paramètres sont égaux.  Par conséquent, nous ne pouvons valider ou  invalider le modèle 
théorique de Grunfeld et Griliches. 
Nous  simulons  maintenant  des  VAR(2)  à  deux  variables  qUi  suivent  les  processus 
générateurs de données suivants: 
2 0 +0.7 L)(I-0.4L)  0.2L-0.2L  ][YI]-rE/]
[ 2  (  )(  )  - (3.3.4) 0.2L-0.2L  1+0.7 L  1-0.4L  x,  ~,UI 
où  E(~N(O,1)  et  J11~N(O,l) 
2 0 +0.7 L)(I-0.4L)  0.2L-0.2L  ][YI]_[' El]
[ 0.2L-0.2L2  0 +0.7 L)(I-0.6L)  XI  - ,u  (3.3.5)
I 
où  E(~N(O,l)  et  J11~N(0,1) 
(1+0.7L)(I-0.4L)  0.2L-0.2L2  ][YI]'_[EI]
[  0.2L-0.2L2  (I +0.5L)(I-0.6L)  XI  - ,u (3.3.6)
I 
où  E(~N(O,l)  et  J1(~N(O,l)  . 
Les résultats des simulations pour ces trois modèles sont présentés dans le tableau 3.2. 36 
Tableau 3.2 




Corrélation entre les erreurs  E(E,j1;):;O  E(E,j1;)=O.5  E(E,j1;)=-O. 
.. 
Si le pgd* est le modèle eq. 3.3.4 - avec 2 racines communes 
q7  : prévision avec un VAR(2)  2.048  2.610  0.919 
Q7  prévision  avec  un  AR(PAIC")  2.049  2.595  0.917 
agrégé. 
LJ  Q7=Q~-q7  0.001  -0.015  -0.002 
.­
Si le pgd* est le modèle eq. 3.3.5 - avec 1 racine commune 
a
ql  : prévision avec un VAR(2)  2.046  2.607  0.919 
Q7  prévision  avec  un  AR(PAIC")  2.070  2.623  0.966 
agrégé. 
LJ  Q7=Q~-q~  0.024  0.016  0.057 
Si le pgd* est le modèle eq. 3.3.6 ­ sans racine commune 
q7  : prévision avec un VAR(2)  2.047  2.888  0.990 
.. 
Q7  prévision  avec  un  AR(PAfC")  2.135  2.918  1.119 
agrégé. 
LJQ7=Q~-q~  0.088  0.030  0.129 
"'Processus générateur de dOlUlées 
**Les retards sont choisis avec le critère d'Akaike pour le modèle agrégé 
et avec un maximum de 9 retards. 
Lorsque qu'il n'y a pas  de  corrélation entre les erreurs des variables désagrégées,  les 
résultats sont très  similaires à ce que l'on a vu  précédemment. Le VAR(2) est le meilleur 
modèle sauf si  les racines autorégressives sont identiques, alors la  représentation agrégée et 
désagrégée  a  des  erreurs  de  prévisions  similaires.  Sinon,  le  modèle  agrégé  est  le  plus 
efficient. Encore une fois, la présence d'une racine autorégressive commune diminue l'écali 
des erreurs de prévisions entre le modèle agrégé et désagrégé comparativement au modèle ou 
toutes les racines diffèrent. Ces résultats demeurent en ligne avec notre modèle théorique. 37 
Contrairement  aux  simulations  précédentes,  nous  observons  que  la  présence  d'une 
corrélation positive entre les erreurs des variables désagrégées d.iminue  l'écart des erreurs de 
prévisions  moyennes  de  façon  constante  par  rapport  aux  processus  sans  corrélation  des 
erreurs.  Inversement,  la présence  de  corrélation  négative  entre  les  variables  désagrégées 
implique  un  écart  des  erreurs  de  prévisions  plus  grand  par  rapport  aux  processus  sans 
corrélation entre les eneurs. Le modèle théorique de Grunfeld et Griliches est donc validé par 
ces résultats puisque la corrélation positive entre les termes d'erreurs a un effet positif sur les 
gains d'agrégation et inversement pour la corrélation négative. 
Si  nous  comparons le  tableau  3.1  et 3.2, nous remarquons que  la différence entre les 
erreurs  quadratiques  de  prévisions  moyennes  des  modèles  agrégés  et  désagrégés  est  plus 
faible  si les processus générateurs de données sont un VAR(2). Nous pouvons expliquer ce 
résultat en revenant à la théorie de  Grunfeld et Griliches (1960) qui  stipule qu'il doit exister 
de la corrélation entre les variables désagrégées pour que l'agrégation soit efficiente. Puisqu'il 
n'existe aucun lien entre les AR(2) indépendants, le travail de Grunfeld et Griliches voudrait 
que  le  modèle  désagrégé  soit  toùjours  le  meilleur  modèle.  Donc,  les  résultats  de  nos 
simulations semblent confirmer leur travail. 
Les  résultats  de  nos  premières  simulations  sont jusqu'à présent  conformes  à  notre 
modèle  théorique.  En effet,  la  présence  de  racine  commune  semble  diminuer  l'écart  des 
erreurs  de  prévisions  entre la représentation agrégée  et désagrégée.  De plus,  nos  résultats 
appuient les  travaux de  Grunfeld et Griliches (1960), car ils  démontrent que la présence de 
corrélation  positive  entre  les  termes  d'erreur peut diminuer  l'écart  des  prévisions  entre  le 
modèle  agrégé  et  désagrégé.  De  plus,  l'écart  des  erreurS  de  prévisions  entre  les  deux 
représentations diminue lorsque le processus désagrégé est un VAR. 
3.4 Simulation de processus désagrégés à trois variables 
Nous nous intéressons maintenant à la  condition  p < me  qui est nécessaire pour 
que  la  représentation agrégée  ait une erreur de  prévision plus faible  que la  représentation 
désagrégée. Notre modèle théorique a déterminé que cette condition n'est pas suffisante pour 
que la représentation agrégée soit le  meilleur indicateur et nous voulons donc vérifier notre 
affirmation. 38 
Puisque  l'on  veut  que  la  condition  p < me  soit  remplie,  nous  devons  simuler  des 
VAR(2)  à  trois  variables  et  avec  une  racine  commune.  Nous  avons  alors  que  p =2  , 
m =3  et  e= 1  ce qui implique effectivement que  p < me  . 
De plus,  nous  allons  à  nouveau  comparé  des  processus  AR(P)  indépendants  et  des 
VAR(P) et ainsi vérifié si l'augmentation du nombre de variables augmente l'écart des erreurs 
de prévisions entre la représentation agrégée et désagrégée. 
Nous allons d'abord simuler trois AR(2) indépendants. Le premier processus simulé est 
une représentation où toutes les racines sont communes: 
(l +0.7 L)(I-004L)Yr=Er 
(l +0.7 L)(I-004L)x,=J.lr  (304.1) 
(1+0.7 L)(1-004L)Zt=wt 
où  E,~N(O,l)  ,  J1t~N(O,l)  et  wr~N(O,I) 
Nous étudions le cas d'une racine autorégressive commune: 
(1 +0.7 L)(I-004L)Yr=E, 
(l +0.7 L)(I -0.5 L )xr= J.l,  (3.4.2) 
(l +0.7 L)( 1-0.6 L)z{=w{ 
où  Ef~N(O,l)  ,  J1,~N(O,l)  et  wt~N(O,I) 
et le processus générateur de données où les racines diffèrent: 
(l +0.7 L)(1-004L)y,=Er 
(l+0.6L)(1-0.5L)x,=J.lt  (304.3) 
(l +0.5 L)( 1-0.6 L)zr=w, 
où  E,~N(O,l)  )  J1,~N(O,l)  et  wr~N(O,1)  . 
Les  résultats  des  prévisions  de  la  série  agrégée  pour  la  représentation  agrégée  et 
désagrégée lors des  simulations se trouvent dans le tableau 3.3 pour ces différents processus 
générateurs de données. 39 
Tableau 3.3 
Comparaison des errems de prévisions pour trois AR(2) indépendants 
Erreurs quadratiques 
de prévisions moyennes 
,­
Si le pgd* est le modèle eq. 3.4.1-avec 2 racines communes  ._-----­
ql
a  prévision  avec  3  AR(2)  3.041 
indépendants 
Q~  prévision  avec  un  AR(PAIC")  3.070 
agrégé. 
LJQ~=Q~-q~  0.029 
Si le pgd* est le modèle eq. 3.4.2 - avec 1 racine commune 
a  prévislOn ql 
indépendants 
Q~  prévision 
avec 
avec  un 
3  AR(2) 
AR(PAlc") 
3.028 
3.104  ==l 
agrégé. 
LJ  Q~=Q~-q~  0.076 
Si le pgd* est le modèle eq. 3.4.3 - sans racine commune 
a
ql  prévision  avec  3  AR(2)  3.040 
indépendants 
Q~  prévision  avec  un  AR(pAlC")  3.155 
agrégé. 
LJQ~=Q~-q~  0.115 
*Processus générateur de données 
**Les retards sont choisis avec le critère d'Akaike pour le modèle agrégé 
et avec un maximum de 9 retards. 
L'augmentation  du  nombre  de  variables n'a  pas changé les  résultats  par rapport  à  la 
section  précédente.  Remplir  la  condition  d'agrégation  ne  semble  pas  avoir  un  impact 
important. Le modèle désagrégé est toujours le meillem outil de prévision, même en présence 
de  racine  autorégressive  commune.  Nous  observons  encore  que  la  présence  de  racine 40 
commune  diminue  l'écart  des  erreurs  de  prévision  entre  la  représentation  agrégée  et 
désagrégée. 
Nous allons maintenant simuler les VAR(2) à trois variables suivants: 
2 
(1 +0.7 L)(l- 0~4L)  0.2L-0.2L  0.2L-0.2 L:  ]  YI]=  El] 
0.2L-0.2L  (1 +0.7 L)(1-0.4L)  0.2 L-0.2 L  J1
1  (3.4A) XI 
2 2 0.2L-0.2L 0.2L-0.2L (1 +0.7 L)(1-0.4L)  2 1  W I 
où  EI~N(O,1)  ,  I1I~N(O,l)  et  wl~N(O,1) 
2 2 (1 +0.7 L)(l-OAL)  0.2L-0.2L  0.2L-0.2L  ][YI]  El] 
0.2L-0.2L2  (1+0.7 L)(1-0.5L)  0.2L-0.21,2  =  J1 
1  (3 A.5) XI 
2 2 0.2L-0.2L 0.2L--0.2L (1+0.7L)(1-0.6L)  t21  w l 
où  EI~N(O,l)  ,  I1I~N(O,l)  et  wl~N(O,l) 
2 
(1 +0.7 L)(l--OAL)  0.2L-0.21/  0.2L-0.2L  [YI]  [El]
2 2 0.2L-0.2L (1+0.6L)(1-0.5L)  0.2L-0.2L X  ::-:  111  (3.4.6) 
2 2 
I 
0.2L -0.2L 0.2L-0.2L (1 +0.5L)(1-0.6 L)  2 1  IJJ I 
où  EI~N(O,1)  ,  J11~N(O,l)  et  wl~N(O,l)  . 
Les résultats des simulations de ces processus générateurs de données sont présenté dans le 
tableau 3A. 41 
Tableau 3.4 
Comparaison des erreurs de prévisions pour des VAR(2) à trois variables 
Erreurs quadratiques 
de prévisions moyennes 
Si le pgd* est le modèle eq. 3.4.4 - avec 2 racines communes 
-
a
ql  : prévision avec un VAR(2) 
-
3.132 
Q~  prévision  avec  un  AR(PAIC")  3.107 
agrégé. 
tJ Q~=Q;-q~  -0.025 
Si le pgd* est le modèle eq. 3.4.5 - avec 1 racine commune 
a
ql  : prévision avec un VAR(2)  3.104 
Q~  prévision  avec  un  AR(PAIC")  3.109 
agrégé. 
"­
tJQ~=Q~-q~  0.005 
Si le pgd* est le modèle eq. 3.4.6 - sans racine commune 
a
q\  : prévision avec un VAR(2)  3.107 
Q~  prévision  avec  un  AR(PA\C")  3.174 
agrégé. 
tJQ~=Q~-q~  0.067 
*Processus générateur de données 
**Les retards sont choisis avec le critère d'Akaike pour le modèle agrégé 
et avec un maximum de 9 retards. 
L'erreur  moyenne  de  prévision  de  la  représentation  agrégée  pour  les  processus 
générateurs  de  données  avec une racine  commune est légèrement plus  élevée que  l'erreur 
moyenne de prévision du modèle désagrégé. Par conséquent, nos simulations démontrent que 
remplir la condition d'agrégation développée au chapitre suivant n'est pas suffisante pour que 
le modèle agrégé soit le meilleur indicateur. Nous remarquons à nouveau que la présence de 
racine  commune  permet  de  diminuer  l'écart  entre  les  erreurs  de  prévisions  de  la 
représentation agrégée et désagrégée. Ces deux résultats confirment notre modèle théorique. 42 
Si on compare les résultats des tableaux 3.3 et 3.4, on remarque que pour les VAR(2), il 
existe un gain a estimé un modèle agrégé en présence de racine commune alors que ce n'est 
pas le cas pour les AR(2) indépendants. Par conséquent, on confirme à nouveau l'intuition de 
Grunfeld  et  Griliches  (1960)·  il  Y avoir  une  certaine  conélation  entre  les  variables 
désagrégées pour que l'agrégation soit utile. 
3.5 Simulations de processus agrégés identiques et l'impact des racines communes 
Selon la théorie de l'agrégation patfaite de Khon (1980) et de Clark (2000), utiliser des 
racines autorégressives différentes  sans altérer les  relations  entre les  variables désagrégées 
modifie  la  représentation  agrégée  et  les  conditions  d'agrégation.  Le  travail  de  ces  deux 
auteurs implique que pour vérifier si les racines communes diminuent l'écart des  erreurs de 
prévision  entre  la  représentation  agrégée  et  désagrégée  nous  devons  nous  assurer  que 
Ac  (L)  ,où  r (L)  est  le  processus  désagrégé  et A  la  matrice  d'agrégation,  demeure 
constante pour les processus comparés. 
Nous  allons donc crée  deux  processus  qui satisfont cette condition dans  l'objectif de 
vérifier que la présence de racine commune diminue l'écart des  eneurs de  prévisions de  la 
représentation agrégée et désagrégée. Nous vérifions ainsi les implications de  notre modèle 
Si on multiplie les différentes racines on trouve pour ces deux modèles: 43 
y,  0.4  0.1  0.1  0.1  Y'-I  -0.21  -0.1  -0.1  -0.1  Y'-2  E, 
x,  0.1  0.3  0.1  0.1  X'_I  -0.1  -0.28  -0.1  -0.1  x
t 
_ 2  +  J.l, = +  (3.5.la) 0.1  0.1  0.2  0.1  -0.1  -0.1  -0.35  -0.1  Zt_2  w, z,  Z'_I
 
k,  0.1  0.1  0.1  0.1  k,_,  -0.1  -0.1  -01  -0.42  k'_2  v,
 
et 
y,  0.5  0.2  -0.1  0.1  YI-I  -0.14  -0.1  -0.1  -0.18  Y'-2  E,
 
XI  -0.1  0.4  0.1  -0.1  X'_I  -0.17  -0.32 .  -0.1  -0.18  x 
t
_ 2  J.l,

= +  +  (3.5.2a) . 
z,  0.1  -0.1  0.4  0.1  Zt_1  -0.1  -0.1  -0.40  -0.18  ZI_2  W, 
0.2  0.1  0.1  0.3  -0.1  -0.06  -0.05  -0.18  v, kl  k,_,  k'_2 
Le  processus agrégé est déterminé par la somme de  ces  processus, si on multiplie ces deux 
équations par le vecteur d'agrégation A on obtient: 
YI-I  YI-2 
YI=[0.7  0.6  0.5  0.4]  X 1_  1 +[-0.51  -0.58  -0.65  -0.72]  X'_2  +e,  (3.5.1b) 
2'_1  2 1_ 2 
k  _  k  _ 
l 1  l  2 
et 
YI-I  YI-2 
Y =[0.7  0.6  0.5  0.4]  X
1
_  1 +[-0.51  -0.58  -0.65  -0.72]  XI _ 2  +el  (3.5.2b)
1 
2  _  2 _ 
1 1  1 2 
k  k  _ 
l
_
1  l 2 
Ce qui démontre que les  processus agrégés seront les mêmes. La  comparaison des résultats 
de simulation  de ces deux modèles est présenté dans le tableau 3.5. 44 
Tableau 3.5 
Comparaison des erreurs de prévisions pour des VAR(2) à quatre variables 
Erreurs quadratiques 
de prévisions moyennes 
Si le pgd* est le modèle eq. 3.5.1 - avec 1 racine commune 
ql
a  : prévision avec un VAR(2)  4.157 
Q~  prévision  avec  un  AR(pAIC")  4.174 
agrégé. 
/}.  Q~=Q~-q~  -0.025 
Si le pgd*est le modèle eq. 3.5.2 - sans racine commune 
ql
a  : prévision avec un VAR(2)  4.191 
Q~  prévision  avec  un  AR(PAIC")  4.248 
agrégé. 
/}.  Q~=Q~-q~  0.005 
.. 
*Processus générateur de données 
**Les retards sont choisis avec le critère d'Akaike pour le modèle agrégé 
et avec un maximum de 9 retards. 
Les  résultats confirment que  la présence d'une  racine  commune  améliore  l'erreur de 
prévision du  modèle agrégé et réduit l'écart des  erreurs de prévision entre la représentation 
agrégée  et  désagrégée.  Ce  résultat  est  d'autant  plus  valable  que  nous  avons  respecté  la 
condition  d'agrégation  de  Khon  (1980)  et  de  Clark(1980)  qui  impliquerait  que  les  deux 
modèles aient une erreilr moyenne de prévision identique. 
3.6 Les résultats des simulations appuient-ils notre modèle théorique? 
Les  résultats  des  simulations  que  nous  avons  effectuées  sont  en  ligne  avec  les 
conclusions du modèle théorique que nous avons développé. Les simulations nous ont permis 
de vérifier trois éléments importants de notre modèle théorique: 
La  représentation  agrégée  peut  avoir  une  eneur  de  prévision  plus  faible  que  la 
représentation désagrégée si le nombre de racines autorégressives communes total est 
plus grand que le nombre de retards d'une représentation désagrégée. 45 
Remplir cette condition n'assure en rien que le modèle agrégé ait une erreur de 
prévision plus faible que le modèle désagrégé. 
Que la présence de racine commune fait diminuer l'écart des erreurs de prévisions 
entre le modèle agrégé et désagrégé. 
De plus, nous avons déterminé que la théorie de Grunfeld et Griliches (1960) peut expliquer 
la disparité observée entre les résultats des VAR(P) et des AR(P) indépendants et que la 
présence de corrélation positive entre les telmes d'erreurs diminue l'écart entre les erreurs de 
prévision de la représentation agrégée et désagrégée. Par conséquent, l'existence de 
corrélation ou de lien causal entre les variables désagrégées est importante pour obtenir une 
agrégation efficiente. CONCLUSION 
Les avantages et les  inconvénients de l'agrégation contemporaine dans  le  cadre de  la 
prévision d'un  agrégat sont méconnus des  économistes,  et  ce,  malgré  le  grand nombre de 
modèles de prévision agrégés et désagrégés qui sont utilisés en macroéconomie. Le but de ce 
mémoire  était  d'unir  les  différentes  théories  sur  l'agrégation  et  la  désagrégation 
contemporaine pour aider les économistes dans le choix d'un modèle de prévision. 
Pour atteindre notre  objectif, nous avons effectué un  survol de  la littérature en  nous 
attaquant particulièrement à sept auteurs: Grunfeld, Griliches, Lutkepohl, Hendry, Hubric, 
Granger  et  Newbold.  Grunfe1d  et  Griliches  (1960)  ont  bien  cerné  l'importance  des 
corrélations entre les variables désagrégées comme une condition essentielle à l'agrégation 
efficiente. De plus, Lutkepohl (1984) a identifié un coût à l'agrégation d'un nombre plus élevé 
de paramètres pour le modèle désagrégé alors qu'Hendry et Hubric (2006) ont déterminé que 
la  représentation  désagrégée possédait cependant plus  d'information  comparativement à  la 
représentation agrégée. Finalement, Granger et Newbold (1977)  ont révélé que l'agrégation 
de processus AR(P) et la création de processus ARMA(p,q) qui  en résulte a un impact plus 
complexe que ce que Lutkepohl (1984), Hendry et Hubric (2006) ont trouvé. 
Nous avons ensuite repris les démonstrations de Rose (1977) et de Reinsel (1980) pour 
plus aisément incorporer les idées de ces différents auteurs dans notre modèle théorique que 
nous avons ensuite validé à travers plusieurs simulations. 
La théorie que nous avons élaborée nous a  permis de déterminer que la présence de 
racine  autorégressive  commune  dans  les  séries  désagrégées  est  nécessaire,  mais  non 
suffisante pour que la représentation agrégée soit un meilleur indicateur que la représentation 
désagrégée.  De plus,  nous avons déterminé que  la présence de  racine  commune diminuait 
l'écart des erreurs de prévisions entre la représentation agrégée et désagrégée. 
Les  simulations  effectuées  suggèrent  que  l'intuition  de  Grunfeld  et Griliches  (1960) 
pOlUTait  aussi expliquer la  disparité  entre les  eneurs de prévision des  modèles  agrégés et 47 
désagrégés.  Nous  avons  observé  que  s'il  existe  de  la  corrélation  positive  entre  le  tenne 
d'erreur des  variables  désagrégées  l'écart entre les  erreurs de prévision de  la  représentation 
agrégé et désagrégé diminue alors qu'elle augmente si la corrélation est négative. 
Ces  résultats  sont  un  pas  en  avant  vers  une  meilleure  compréhension  de  la  théorie 
derrière  l'agrégation  de  séries  désagrégées.  En  effet,  les  recherches  antérieures  n'avaient 
trouvé que des conditions relativement simples d'agrégation parfaite (Rose,  1977 ; Pesaran, 
2003)  alors que certains modèles  théoriques avaient déçu  lors  des  simulations  (Lutkepoh1, 
1984). 
Il reste cependant beaucoup de travail à effectuer dans ce domaine. En effet, il existe un 
test  de  racine  autorégressive  commune  développé  par  Gouriéroux,  Montford  et  Renault 
(1989) mais son efficacité en petit échantillon n'a pas encore été démontrée. De plus, il  serait 
intéressant d'étudier les facteurs qui peuvent affecter la taille du gain d'information du modèle 
désagrégé en commençant avec les  résultats de  Grunfeld et Griliches (1960). Finalement, il 
serait  aussi  intéressant  d'étudier  l'impact  de  l'intégration  fractionnaire  sur  l'agrégation  de 
séries désagrégées. 48 
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