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Abstract
In an earlier paper the authors considered r-almost s-uniform trees, i.e. rooted
planar trees T such that the root has r successors, and every other vertex has s suc-
cessors. They considered binary functions f : V(T ) → {−1,+1} defined on the
set V(T ) of the vertices of such a tree T and studied the pseudorandomness of binary
functions of this type. Here the authors extend the problem to general rooted plane
trees: the measures of pseudorandomness of binary functions defined on trees of this
type are introduced; the connection between these measures is analyzed; the size of
these measures for truly random binary functions is studied; binary functions with
strong pseudorandom properties are constructed; pseudorandom properties of impor-
tant special binary functions are studied.
1. Introduction
Recently a new constructive approach has been developed to study pseudorandomness
of binary sequences
EN = {e1, . . . , eN} ∈ {−1,+1}
N .
In particular, first in [6] the following measures of pseudorandomness were introduced: the
well-distribution measure of EN is defined by
W (EN ) = max
a,b,t
∣∣∣∣∣∣
t−1∑
j=0
ea+jb
∣∣∣∣∣∣
where the maximum is taken over all a, b, t ∈ N with 1 ≤ a ≤ a + (t − 1)b ≤ N , the
correlation measure of order k of EN is defined as
Ck(EN ) = max
M,D
∣∣∣∣∣
M∑
n=1
en+d1 . . . en+dk
∣∣∣∣∣
where the maximum is taken over all D = (d1, . . . , dk) and M such that 0 ≤ d1 < · · · <
dk ≤ N −M , and the normality measure of order k of EN is defined as
Nk(EN ) =
max
X∈{−1,+1}k
max
0<M<N+1−k
∣∣∣∣|{n : 0 ≤ n < M, (en+1, . . . , en+k) = X}| − M2k
∣∣∣∣ .
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Then the sequence EN is considered to be a “good” pseudorandom sequence if bothW (EN )
and Ck(EN ) (at least for “small” k) are “small” in terms of N ; in particular, both are o(N)
asN →∞ (it was shown in [6] that the normality measures can be estimated in terms of the
correlation measures). Indeed, later Cassaigne, Mauduit and Sárközy [2] proved that this
terminology is justified since for almost all EN ∈ {−1,+1}N both W (EN ) and Ck(EN )
are less than N1/2(logN)c (see also [1], [5]). It was also shown in [6] that the Legendre
symbol forms a “good” pseudorandom sequence.
[6] was followed by numerous papers written on pseudorandomness of binary sequences.
Later this theory of pseudorandomness has been extended from binary sequences to binary
vectors, binary lattices, subsets of Zn, sequences of k symbols, etc. (see [4] for further
references); in particular, in [4] we studied pseudorandomness of binary functions defined
on r-almost s-uniform trees (some of the definitions and results presented in [4] will be
recalled in Section 2 or later.) In this paper our goal is to continue the work initiated in
[4] by extending the study of pseudorandomness of binary functions defined on trees from
r-almost s-uniform trees to possibly general rooted plane (or ordered) trees.
2. Notation, terminology, definitions
Throughout this paper we will use the following notations:
Tree will always mean a finite rooted plane (or ordered) tree. We will use the words
vertex (=node), root, successor (=child), leaf, path distance, height, subtree in the usual
sense (see, e.g., [3], [8]). The vertices at distance k from the root are said to form the k-th
level or k + 1-st row of the tree (so that the 0-th level and 1st row consists of the single
root). The number of successors of the vertex P will be called the degree of P and it will
be denoted by d(P ) (this is called the out-degree of P and is denoted by d+(P ) in [3]).
We will also introduce a few further definitions.
Definition 1. If r, s ∈ N and r ≥ 2, s ≥ 2, then a tree is called an r-almost, s-uniform tree
if the degree of the root is r, and the degree of every vertex different from the root and not
in the last row is s. If r = s then the tree is called s-uniform tree, and in the r = s = 2
special case the tree is called uniform binary tree.
(It is explained in [4] why are we also considering the case when the degree of the root
is different from the degree of the other vertices.)
4 K. Gyarmati, P. Hubert, A. Sárközy
Definition 2. A subtree T ′ of the tree T is called a proper subtree if it can be obtained
from T in the following way: the root of T ′ can be any vertex P of T . First we take all
the successors of P , then we take all the successors of these successors, etc.; we stop after
taking all the iterated successors at a certain (not necessarily the last) level. (E.g., the black
vertices in Figure 1 form a proper subtree.)
Figure 1.
A proper subtree
Note that in [4] we defined the notion of proper subtree in a slightly different way:
Definition 2’. If T is an r-almost s-uniform tree, then a rooted subtree T ′ of T is called
a proper subtree of T if either its root is the root of T and it is an r′-almost s-uniform tree
for some r′ ≤ r, or its root is different from the root of T and it is an s-uniform tree.
Indeed, the successors of the root are handled in Definitions 2 and 2’ in different ways:
the r′ = r special case in Definition 2’ would correspond to Definition 2. However, in the
general case it seems more natural to handle the root in the same way as the other vertices,
thus here we will use Definition 2 instead of Definition 2’.
Definition 3. If T is a (rooted plane) tree and the set of its vertices is denoted by V(T ) then
a function f of the type f : V(T ) → {−1,+1} is called a binary function on T .
If we want to introduce measures of pseudorandomness for general trees, then clearly
we need some restrictions on the structure of the tree. Indeed, consider a tree which consists
of a long path and some leafs branching off:
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Figure 2.
An “irregular” tree
It might be very difficult to introduce any good measures of pseudorandomness for
binary functions defined on trees of this type (in particular, it seems hopeless to define
measures which take the vertices along the long “vertical” path into account in the same
way as the many vertices with degree 0). Thus we will restrict ourselves to trees described
in the following definition:
Definition 4. If every vertex not in the last row has non-zero degree (i.e., all the leafs are
in the last row) then the tree is called regular.
We will also use the following notations:
The set of the vertices of a tree T will be denoted by V = V(T ). The number of these
vertices will be denoted by N = N(T ) : N = N(T ) = |V|. The height of the tree will be
denoted by h = h(T ). We will denote the number of vertices in the i-th row (i.e., at the level
i− 1) by yi = yi(T ), and we will denote these vertices (moving from left to right which is
possible since we consider rooted plane trees) by PT (i, 1), PT (i, 2), . . . , PT (i, yi); if T is
fixed then we will drop the subscript T . Clearly we have
N = N(T ) = y1 + y2 + · · ·+ yh+1.
We will also use the following alternative notation for the vertices. The root is de-
noted by Q1 : Q1 = P (1, 1), the vertices in the second row by Q2, Q3, . . . , Qy2+1 :
Q2 = P (2, 1), Q3 = P (2, 2), . . . , Qy2+1 = P (2, y2), the vertices in the third row by
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Qy2+2, Qy2+3, . . . , Qy2+y3+1 : Qy2+2 = P (3, 1), Qy2+3 = P (3, 2), . . . , Qy2+y3+1 =
P (3, y3) and so on; finallyQN denotes the last vertex in the last row: QN = P (h+1, yh+1).
To the binary function f : V(T ) → {−1,+1} defined on the (rooted plane) tree we
will assign the unique binary sequence
EN = EN (f, T ) = (e1, e2, . . . , eN ) ∈ {−1,+1}
N
defined by
en = f(Qn) for n = 1, 2, . . . , N.
Consider a path with endpoints Qi, Qj with i < j (so that Qi is the endpoint closer to
the root). This path will be denoted by P(Qi, Qj).
Throughout the paper
(
i
p
)
will denote the Legendre symbol.
3. The measures of pseudorandomness of binary functions on
almost uniform trees.
Since our goal is to extend the definitions given in the special case of r-almost s-uniform
trees in [4], thus first we will recall these definitions.
Definition 5. The well-distribution measure of the binary function f over T is defined by
W (f, T ) = W (EN (f, T )).
Definition 6. For k ≥ 2 and ℓ ≥ 2 the correlation measure Ck,ℓ(f, T ) of height k and order
ℓ of f over T is defined in the following way: consider ℓ different isomorphic proper sub-
trees T1, T2, . . . , Tℓ of height k of T , denote the set of their vertices by V1, V2, . . . ,Vℓ, and
for t = 1, 2, . . . , ℓ let Vt = {Pt(i, j) : i = 1, 2, . . . , k + 1, j = 1, 2, . . . , q(i)} ={Qt,n :
n = 1, 2, . . . , N(Tt)} (note that both the number of vertices in the i-th row and N(Tt) are
independent of t by the isomporhism), and write
U(T1, T2, . . . , Tℓ) =
k+1∑
i=1
q(i)∑
j=1
f(P1(i, j))f(P2(i, j)) . . . f(Pℓ(i, j))
=
N(Tt)∑
n=1
f(Q1,n)f(Q2,n) . . . f(Qℓ,n).
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Then
Ck,ℓ(f, T ) = max
T1,T2,...,Tℓ
|U(T1, T2, . . . , Tℓ)|
where the maximum is taken over all ℓ-tuples T1, T2, . . . , Tℓ of proper subtrees of the type
described above.
Definition 7. The universal correlation measure of order ℓ of f over T is defined by
C˜ℓ(f, T ) = max
k
Ck,ℓ(f, T ).
Definition 8. The normality measure Nk(f, T ) of order k (k ∈ N, k ≥ 2) of the binary
function f over the r-almost s-uniform tree is defined in the following way: Let Tk denote
the set of uniform binary subtrees of height k of T . If G2k+1−1 = (g1, g2, . . . , g2k+1−1) ∈
{−1,+1}2
k+1−1
, then let φ(f, T,G2k+1−1) denote the number of the subtrees T ′ ∈ Tk
such that the binary sequence E2k+1−1 = E2k+1−1(f, T ′) assigned to the binary function
f : V(T ′) → {−1,+1} (i.e., f restricted to T ′) is the given 2k+1 − 1 tuple G2k+1−1:
φ(f, T,G2k+1−1) =
∣∣{T ′ : T ′ ∈ Tk, E2k+1−1(f, T ′) = G2k+1−1}∣∣ .
Then define Nk(f, T ) by
Nk(f, T ) = max
G
2k+!−1
∈{−1,+1}2k+1−1
∣∣∣∣φ(f, T,G2k+1−1)− |Tk|22k+1−1
∣∣∣∣ .
(So that Nk(f, T ) is defined as the maximal deviation between φ(f, T,G2k+1−1) and its
expected value of all the possible choices of G2k+1−1.)
4. The measures of pseudorandomness of binary functions on
general trees.
The definition of the well-distribution measure in Definition 5 can be used in case of
general trees as well.
The definitions of the correlation measure and universal correlation measure in Defi-
nitions 6 and 7 also can be used for general trees; note that the notion of proper subtree
occurring in Definition 6 is defined here in a slightly different way as in [4]. However, in
case of general trees there is another, much greater problem. Namely, if the degree of the
vertices are large, then it may occur that there are very few isomorphic pairs of proper sub-
trees. Even it may occur that there are no pairs of vertices of the same (positive ) degree,
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and then there are no isomorphic proper subtrees (of at least two vertices) at all so that the
definition of correlation becomes empty.
To help on this problem we may introduce further correlation measures. One way to do
this is to use the “correlation analogue” of Definition 5:
Definition 9. The horizontal correlation measure of order k of the binary function f over
T is defined by
C
′
k(f, T ) = Ck(EN (f, T )).
(The use of the adjective “horizontal” will be explained later.) To extend the notion
of normality measure to general trees is even more troublesome. First, one might like
to replace the binary subtrees in Definition 8 by proper subtrees. Then again it can be a
problem that it may occur that there are no isomorphic subtrees. We have been trying to
introduce a normality measure in the manner of Definitions 5 and 9 but we have not been
able to find a reasonable definition. Thus in the case of general trees we will not define
normality measure.
Since some of the measures of pseudorandomness defined in [4] cannot be extended to
general trees or the extended measures have only a limited use, thus we have to look for
new measures. Our starting point can be that when we introduce quantitative measures of
pseudorandomness in different structures then these measures are related to some sort of
ordering. In case of rooted plane trees there are two natural ways to order the vertices: the
vertices at any fixed level possess a from-left-to-right order, and the vertices along a path
starting with the root and ending with a leaf can be ordered according to their distance from
the root. We will refer to these orderings as horizontal resp. vertical ordering. Definitions
5 and 9 are related to the horizontal ordering, and the discussion in [4] shows that in the
measures in Definitions 6 and 7 also the horizontal ordering plays a dominant role. Thus
the new measures to be introduced have to be related to the vertical ordering of the tree.
Let P denote the set of the paths starting from the root and ending at the last level
(note that now we are considering regular trees so that every other path is a part of a path
belonging to P), and for a path P ∈ P let V0(P), V1(P), . . . , Vh(P) be the vertices of P
(so that Vi(P) is the vertex at level i) and define the binary sequence G(P) by
G(P) = (g1(P), g2(P), . . . , gh+1(P)) = (f(V0(P)), f(V1(P)), . . . , f(Vh(P))).
Definition 10. The strong vertical well-distribution measure of the binary function f : T →
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{−1,+1} is defined by
SW (f, T ) = max
P∈P
W (G(P)).
Definition 11. For k ∈ N, k ≥ 2 the strong vertical correlation measure of order k of the
binary function f : T → {−1,+1} is defined by
SCk(f, T ) = max
P∈P
Ck(G(P)).
When we introduce a new measure for pseudorandomness of binary functions then it is
a basic requirement that for a truly random binary function the measure of it should be much
much smaller than the maximum of it over all binary functions (attained usually when the
function is identically +1); more precisely, their quotient must have limit 0 as N(T ) →∞.
Namely, if this requirement holds then we may consider as a good pseudorandom property
of the given function if its measure is small. In case of the measures introduced in the last
two definitions this requirement does not always hold.
Example 1. Let H ∈ N, H → ∞ and consider the 4-uniform tree T of height h = 2H .
Then it is easy to see that for almost all binary function f : T → {−1,+1} there is a path
P ∈ P such that
G(P) = (g1(P), g2(P), . . . , g2H+1(P))
= (f(V0(P)), f(V1(P)), . . . , f(V2H(P))
= (f(V0(P)), f(V1(P)), . . . , f(VH+1(P), 1, 1, . . . , 1)
so that both SW (f, T ) and SCk(f, T ) are large:
SW (f, T ) = W (G,P) =
2H∑
i=H+1
1 = H =
h
2
and
SCk(f, T ) = Ck(G,P) =
2H+1−k∑
i=H+1
1 = H + 1− k =
h
2
+ 1− k.
In order to handle this situation we have to introduce further (weaker) measures. These
measures can be defined by taking average instead of maximum in Definitions 10 and 11.
This average taking can be done in two ways: we may take the average of W (G(P)), resp.
Ck(G(P)) over all P ∈ P, or we may take the average of the absolute values of all the sums
whose maximum gives the value of W (G(P)), resp. Ck(G(P)).
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Definition 12. The weak vertical well-distribution measure of first type of the binary func-
tion f : T → {−1,+1} is defined by
A1W (f, T ) =
1
|P|
∑
P∈P
W (G(P)).
Definition 13. The weak vertical correlation measure of order k of first type of the binary
function f : T → {−1,+1} is defined by
A1Ck(f, T ) =
1
|P|
∑
P∈P
Ck(G(P)).
Definition 14. The weak vertical well-distribution measure of second type of the binary
function f : T → {−1,+1} is defined by
A2W (f, T ) =
∑
(a,b,t): 1≤a≤a+(t−1)b≤h+1
∑
P∈P
∣∣∣∑t−1j=0 ga+jb(P)∣∣∣∑
P∈P
∑
(a,b,t): 1≤a≤a+(t−1)b≤h+1 1
which can be rewritten as
A2W (f, T ) =
∑
P∈P
∑
(a,b,t): 1≤a≤a+(t−1)b≤h+1
∣∣∣∑t−1j=0 ga+jb(P)∣∣∣
|P|
∑
(a,b,t): 1≤a≤a+(t−1)b≤h+1 1
.
Definition 15. The weak vertical correlation measure of order k of the second type of the
binary function f : T → {−1,+1} is defined by
A2Ck(f, T ) =
∑
P∈P
h+1−k∑
M=1
∑
0≤d1<d2<···<dk≤h+1−M
∣∣∣∣ M∑
n=1
gn+d1(P)gn+d2(P) . . . gn+dk(P)
∣∣∣∣
|P|
h+1−k∑
M=1
∑
0≤d1<d2<···<dk≤h+1−M
1
.
We will illustrate the different role of the strong and weak vertical measures by an
example.
Example 2. Let p be a large prime number, and let T denote the 2-uniform binary tree of
height p−2. Define the binary function f1 : T → {−1,+1} so that for i = 1, 2, . . . , p−1,
at each vertex in the i-th row it assumes the value
(
i
p
)
:
f1(PT (i, 1)) = f1(PT (i, 2)) = · · · = f1(PT (i, 2
i−1)) =
(
i
p
)
.
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Then for every path P ∈ P the binary sequence G(P) assigned to P is
G(P) = (g1(P), g2(P), . . . , gp−1(P))
= (f1(V0(P)), f1(V1(P)), . . . , f1(Vp−2(P)))
=
((
1
p
)
,
(
2
p
)
, . . . ,
(
p− 1
p
))
.
It is known [6] that for this Legendre symbol sequence both W and Ck (for fixed k) mea-
sures are “small” (less than p1/2(log p)c). It follows that each of the vertical measures in
Definitions 10-15 is also small.
Now we modify this function f1 so that we consider the path P0 which connects the first
vertices of the rows, and then we change the function f1 on the second half of the vertices
in P0 for +1, so that denoting the new function by f2 we have
f2(Vi(P0) = +1) for i =
p− 1
2
,
p+ 1
2
, . . . , p− 2, (4..1)
and at every other vertex Vi(P) with Vi(P) /∈ {V p−1
2
(P0), V p+1
2
(P0), . . . , Vp−2(P0)} we
have
f1(Vi(P)) = f2(Vi(P)).
Then we have
G(P0) =
((
1
p
)
,
(
2
p
)
, . . . ,
(
p−1
2
p
)
,+1,+1, . . . ,+1
)
,
and the last +1’s make both W (G(P0)) and Ck(G(P0)) (for fixed k) large (as in Example
1) thus each of the strong measures in Definitions 10 and 11 is also large for f2. On the
other hand, there are only “very few” paths P ∈ P which contain one of the vertices Vi(P0)
appearing in (4..1), and thus their contribution to the averages in Definitions 12-15 is neg-
ligible, so that each of the weak vertical measures is small for f2 (just slightly greater than
for f1).
5. Measures of pseudorandomness for a truly random binary
function defined on a given tree.
As we said in Section 4 a new measure of pseudorandomness of binary functions must
satisfy the requirement that for a truly random binary function the measure of it is much
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smaller, than the maximum of it over all binary functions defined on the given tree. It
follows from the results in [2] and [4] that this is so in case of the measures defined in
Definitions 5-9. It remains to show that the vertical measures defined in Definitions 12-15
also possess this property (the case of Definitions 10 and 11 was discussed in Section 4).
This could be proved by adapting the moment method used in [2]. Since the proofs would
be similar, thus here we restrict ourselves to the case of Definition 15 (the case of Definition
13 would be slightly more difficult while the remaining two cases would be slightly easier).
Theorem 1. Let k ∈ N, and let T be a regular rooted plane tree of height h. Choose the
binary function f : V(= V(T )) → {−1,+1} in random way, i.e., choose these binary
functions independently and with equal probability 1
2|V|
. If h is large in terms of k then for
all 0 < ε < 1 we have
P
(
A2Ck(f, T )) >
11
ε
(k(h+ 1) log(h+ 1))1/2
)
< ε. (5..1)
(So that for fixed k and h → ∞ we have A2Ck(f, T ) = O
(
(h log h)1/2
)
with large
probability.) We remark that while we will prove this upper bound by using the moment
method which can be adapted relatively easily in the most cases, it seems much more dif-
ficult, perhaps, hopeless to adapt the more sophisticated methods used in [1] and [5] for
giving a probabilistic lower bound.
Proof of Theorem 1. We will reduce the problem to the case of random binary sequences
studied first in [2] (and later in [1] and [5]). First we will prove
Lemma 1. For every k ∈ N there is a number H0 = H0(k) such that if H ∈ N and
H > H0 then
S =
∑
GH={g1,...,gH}∈{−1,+1}H
H−k∑
M=1
∑
0≤d1<···<dk≤H−M
∣∣∣∣∣
M∑
n=1
gn+d1 . . . gn+dk
∣∣∣∣∣
< 11(kH logH)1/22H
H−k∑
M=1
∑
0≤d1<···<dk≤H−M
1. (5..2)
Proof of Lemma 1. We will adapt the method used in [2]. Indeed, as in [2], we start out
from the sum
SH,k(ℓ) =
∑
GH={g1,...,gH}∈{−1,+1}H
∑
M
∑
D
∣∣∣∣∣
M∑
n=1
gn+d1 . . . gn+dk
∣∣∣∣∣
2ℓ
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which (apart from notation) appears in [2] in (2.21), where the inner sums are taken over all
M ∈ N, D = (d1, . . . , dk) with 0 ≤ d1 < · · · < dk and M + dk ≤ H , and ℓ ∈ N is fixed
later in (2.28) as
ℓ = [2k logH]. (5..3)
However, up to (2.32) only ℓ = o(M) is used for H1/4 < M ≤ H so that up to this point
it suffices to assume that
ℓ = o(H1/4). (5..4)
In other words, if (5..4) is assumed then (2.32) in [2] holds:
SH,k(ℓ) < 5 · 2
HHk+ℓ+2(4ℓ)ℓ. (5..5)
Now we take a slightly greater ℓ than the one in (5..3): we fix ℓ as
ℓ = [3k logH] (5..6)
so that (5..4) holds trivially (if H is large enough in terms of k). We split the sum S in two
parts: let S′ denote the sum of terms with∣∣∣∣∣
M∑
n=1
gn+d1 . . . gn+dk
∣∣∣∣∣ < 10(kH logH)1/2 (5..7)
and let S” denote the sum of terms for that the opposite inequality holds. Then clearly we
have
S′ <
∑
GH∈{−1,+1}H
∑
M
∑
D
10(kH logH)1/2
= 10(kH logH)1/22H
H−k∑
M=1
∑
0≤d1<···<dk≤H−M
1. (5..8)
LetX denote the number of terms in S”, i.e., the number of terms for which the opposite
of (5..7) holds. Keeping only these terms in the sum SH,k(ℓ) we get
SH,k(ℓ) ≥ X
(
10(kH logH)1/2
)2ℓ
= X (100kH logH)ℓ . (5..9)
By (5..6), it follows from (5..5) and (5..9) for H large enough that
X < 5 · 2HHk+2(ℓ/(25kH logH))ℓ < 5 · 2HHk+28−3k logH
< 5 · 2HHk+2H−6k = 5 · 2HH−5k+2. (5..10)
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A trivial upper bound for the left hand side of (5..7) is M ≤ H . Thus by (5..10) and the
definition of S” and X we have
S” ≤ XH < 5 · 2HH−5k+3 < 2H (5..11)
for H large enough. (5..2) follows from (5..8) and (5..11) and this completes the proof of
the lemma.
In order to prove (5..1), we start out from the sum
∑
f : T→{−1,+1}
A2Ck(f, T )
which, by Definition 15, can be rewritten as
∑
f : T→{−1,+1}
A2Ck(f, T ) =
∑
f : T→{−1,+1}
∑
P∈P
∑
M
∑
D
∣∣∣∑Mn=1 gn+d1(P) . . . gn+dk(P)∣∣∣
|P|
∑
M
∑
D 1
(5..12)
where M and D run over all M ∈ N, D = (d1, . . . , dk) with 1 ≤ M ≤ h + 1 − k,
0 ≤ d1 < · · · < dk, M +dk ≤ h+1. If we change the order of summation and use Lemma
1 (with h+ 1 in place of H), then the numerator can be estimated in the following way for
h large enough:
∑
f : T→{−1,+1}
∑
P∈P
∑
M
∑
D
∣∣∣∣∣
M∑
n=1
gn+d1(P) . . . gn+dk(P)
∣∣∣∣∣
=
∑
P∈P
∑
f : (V\{V0(P),...,Vh(P)})→{−1,+1}
∑
Gh+1={g1,...,gh+1}∈{−1,+1}h+1
∑
M
∑
D∣∣∣∣∣
M∑
n=1
gn+d1 . . . gn+dk
∣∣∣∣∣
=
∑
P∈P
2|V|−(h+1)
∑
Gh+1={g1,...,gh+1}∈{−1,+1}h+1
∑
M
∑
D∣∣∣∣∣
M∑
n=1
gn+d1 . . . gn+dk
∣∣∣∣∣
<
∑
P∈P
2|V|−(h+1) · 11 (k(h+ 1) log(h+ 1))1/2 2h+1
∑
M
∑
D
1
= 11 (k(h+ 1) log(h+ 1))1/2 2|V| |P|
∑
M
∑
D
1. (5..13)
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It follows from (5..12) and (5..13) that∑
f : T→{−1,+1}
A2Ck(f, T ) < 11 (k(h + 1) log(h+ 1))
1/2 2|V|. (5..14)
Clearly we have∑
f : T→{−1,+1}
A2Ck(f, T ) ≥
∣∣∣∣{f : T → {−1,+1}, A2Ck(f, T ) > 11ε (k(h+ 1) log(h+ 1))1/2}
∣∣∣∣ ·
·
11
ε
(k(h+ 1) log(h+ 1))1/2 . (5..15)
It follows from (5..14) and (5..15) that
P
(
A2Ck(f, T ) >
11
ε
(k(h+ 1) log(h+ 1))1/2
)
=
∣∣∣∣{f : T → {−1,+1}, A2Ck(f, T ) > 11ε (k(h+ 1) log(h+ 1))1/2}
∣∣∣∣ · 12|V|
< ε
which completes the proof of the theorem.
6. Connection between the measures of pseudorandomness
In Definitions 5,6,7,9,10,11,12,13,14 and 15 we have proposed 10 measures of pseudo-
randomness. If two measures are given so that if either of them is small (in terms of the
trivial estimate) then the other one also must be small, then it suffices to study one of them
while the other can be discarded. Thus one might like to show that the measures in these
10 definitions are pairwise independent, i.e., for any pair of them either one of them can be
large while the other one is small. We studied the connection between the measures 5,6,7
and 9 in earlier papers. It is clear that the vertical well-distribution measures and correlation
measures are independent. On the other hand, the vertical measures are not quite indepen-
dent: if a strong measure is small then the corresponding weak measures are also small.
In spite of this we also need the weak measures as Example 1 and the discussion after it
shows.
It remains to study the connection between the horizontal and vertical ones. In the rest
of this section we will show by examples that the horizontal measures are independent of
the vertical ones.
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Example 3. Consider the following generalization of the binary function defined in Exam-
ple 2: let T be any regular rooted plane tree of height h = p − 2 where p is a large prime
number, and define the binary function f on T so that for every vertex P (i, j) at level i we
have f(P (i, j)) =
(
i
p
)
. Then for every path P ∈ P we have
G(P) = (g1(P), g2(P), . . . , gh+1(P)) =
((
1
p
)
,
(
2
p
)
, . . . ,
(
p− 1
p
))
,
thus clearly it follows from the results on this Legendre symbol sequence in [6] that all
the vertical measures in Definitions 10-15 are small (< cp1/2 log p where, in case of the
correlation measures, c depends on the order of the correlation). On the other hand, if
the degrees of the vertices of T are large so that at least half of the vertices belong to the
last level (e.g., this is the case if the degree of every vertex is at least 2) then clearly the
horizontal measures in Definitions 5 and 9 are large (> cN ). Moreover, if there are large
proper isomorphic trees in T (e.g., this is so in case of s-uniform trees with s ≥ 2) then
the correlation measures in Definitions 6 and 7 are also large. We may conclude that it may
occur that all the vertical measures are small and all the other measures are large
Example 4. Let h be a large positive integer, and let p be a prime large enough in terms
of h, say, let p > h3. Consider the tree T which at each level 0, 1, . . . , h − 1 has a single
vertex of degree 1, and at level h it has a single vertex of degree p− 1 (see Figure 3).
Figure 3.
Independence of the vertical and horizontal measures
Define f : V(T ) → {−1,+1} so that it assumes the value +1 at each of the ver-
tices at level 0, 1, . . . , h − 1, and, moving from the left to the right, it assumes the values(
1
p
)
,
(
2
p
)
, . . . ,
(
p− 1
p
)
at the vertices at the last level. Then clearly all the vertical
measures in Definitions 10-15 are large. On the other hand, again it follows from the results
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in [6] that the horizontal measures in Definitions 5 and 9 are small. Finally, there are no
pairs of proper isomorphic subtrees with more than h vertices, thus the correlation measures
in Definitions 6 and 7 are small so that here the situation is just the opposite of the one in
Example 3 so that, indeed, the vertical measures and the measures in Definitions 5,6,7,9 are
independent.
7. Finding a binary function with strong pseudorandom prop-
erties on an arbitrary tree.
One might like to find a construction method which produces a binary function with
strong pseudorandom properties on an arbitrary regular rooted planar tree. This seems to be
a too ambitious task; we have seen that regular rooted planar trees can be of very different
structure, and this fact leads to serious difficulties. However, we will be able to construct
many “not very large ” families of binary functions over any regular rooted planar tree such
that each of these families contains at least one binary function with strong pseudorandom
properties, so that we may search for a “good” binary function with strong pseudorandom
properties in a relatively small family.
Let T be any regular tree of h levels and N vertices. Let N < p < 2N be a prime num-
ber. The root of T is denoted by Q1, the vertices in the second row are Q2, Q3, . . . , Qy2+1,
the vertices in the third row are Qy2+2, Qy2+3, . . . , Qy2+y3+1 and so on; finally QN is the
last vertex in the last row.
Let g(x) ∈ Fp[x] be an irreducible polynomial of degree r ≥ 2. For 0 ≤ x < p we
define a binary function fx on this tree T in the following way:
fx(Qn) =
(
g(x+ n)
p
)
.
We will prove:
Theorem 2. For all x ∈ Fp we have
W (fx, T ) ≪ rN
1/2 logN. (7..1)
For every L < N there exists an x ∈ Fp such that
A2W (fx, T ) ≪
hLr1/2
N1/4
+ h1/2L1/2 (7..2)
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and for 2 ≤ ℓ ≤ L
A2Cℓ(fx, T ) ≪
hLr1/2
N1/4
+ h1/2L1/2. (7..3)
If Lhr ≪ N1/2 then as a corollary we get:
Corollary 1. For every L ≤ N1/2hr there exists an x ∈ Fp such that
A2W (fx, T ) ≪ h
1/2L1/2
and for 2 ≤ ℓ ≤ L
A2Cℓ(fx, T ) ≪ h
1/2L1/2.
Proof of Theorem 2.
First we will prove (7..1).
W (fx, T ) = W (EN (fx, T ))
= W
({(
g(x+ 1)
p
)
,
(
g(x+ 2)
p
)
, . . . ,
(
g(x+N)
p
)})
≤W
({(
g(x+ 1)
p
)
,
(
g(x+ 2)
p
)
, . . . ,
(
g(x+ p)
p
)})
= max
a,b,t
∣∣∣∣∣∣
t−1∑
j=0
(
g(x+ a+ jb)
p
)∣∣∣∣∣∣ (7..4)
where the maximum is taken over all a, b, t ∈ N with 1 ≤ a ≤ a + (t − 1)b ≤ p. We will
use:
Lemma 2. Suppose that p is a prime, χ is a non-principal character modulo p of order d,
f ∈ Fp[x] has s distinct roots in Fp, and it is not a constant multiple of the d-th power of a
polynomial over Fp. Then: ∣∣∣∣∣∣
∑
n∈Fp
χ(f(n))
∣∣∣∣∣∣ < sp1/2.
Poof of Lemma 2.
This is a special case of Weil’s theorem [9] (see also [7]). Next we state the incomplete
version of Lemma 2:
Lemma 3. Suppose that p is a prime, χ is a non-principal character modulo p of order d,
f ∈ Fp[x] has s distinct roots in Fp, and it is not a constant multiple of the d-th power of a
polynomial over Fp. Let y be a real number with 0 < y ≤ p. Then for any x ∈ R:∣∣∣∣∣∣
∑
x<n≤x+y
χ(f(n))
∣∣∣∣∣∣ < 9sp1/2 log p.
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Poof of Lemma 3.
This follows from Lemma 2 (see e.g. [6]).
Using Lemma 3 and (7..4) we get
W (fx, T ) ≪ rp
1/2 log p≪ rN1/2 logN,
which was to be proved.
Next we prove (7..2) and (7..3). Indeed we will prove:
1
p
∑
x∈Fp

(A2W (fx, T ))2 + ∑
2≤ℓ≤L
(A2Cℓ(fx, T ))
2

≪ h2L2r
N1/2
+ hL. (7..5)
From (7..5) it follows that (7..2) and (7..3) hold, since the average of p different positive
numbers is greater than or equal to the minimum of these numbers. Thus there exists an x
for which
(A2W (fx, T ))
2 +
∑
2≤ℓ≤L
(A2Cℓ(fx, T ))
2 ≪
h2L2r
N1/2
+ hL
from which (7..2) and (7..3) follows. Thus we need to prove (7..5). In order to do so we
will estimate
B1
def
=
1
p
∑
x∈Fp
(A2W (fx, T ))
2
and for 2 ≤ ℓ ≤ L
Bℓ
def
=
1
p
∑
x∈Fp
(Cℓ(fx, T ))
2 .
Clearly,
1
p
∑
x∈Fp

(A2W (fx, T ))2 + ∑
2≤ℓ≤L
(A2Cℓ(fx, T ))
2

 = B1 + ∑
2≤ℓ≤L
Bℓ. (7..6)
First we estimate B1:
B1 =
1
p
∑
x∈Fp
(A2W (fx, T ))
2
=
1
p
∑
x∈Fp
(∑
P∈P
∑
(a,b,t): 1≤a+(t−1)b≤h+1
∣∣∣∣∣
t−1∑
j=0
fx(Va+jb−1(P))
∣∣∣∣∣
)2
(∑
P∈P
∑
(a,b,t): 1≤a+(t−1)b≤h+1
1
)2 .
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By the Cauchy-Schwarz inequality
B1 ≤
1
p
∑
x∈Fp
∑
P∈P
∑
(a,b,t): 1≤a+(t−1)b≤h+1
(
t−1∑
j=0
fx(Va+jb−1(P))
)2
∑
P∈P
∑
(a,b,t): 1≤a+(t−1)b≤h+1
1
=
1
p
∑
P∈P
∑
(a,b,t): 1≤a+(t−1)b≤h+1
∑
x∈Fp
t−1∑
j1=0
t−1∑
j2=0
fx(Va+j1b−1(P))fx(Va+j2b−1(P))∑
P∈P
∑
(a,b,t): 1≤a+(t−1)b≤h+1
1
.
(7..7)
For a moment fix a, b, t and the path P. Say, P contains the vertices V0(P) = Qc1, V1(P) =
Qc2, . . . , Vh(P) = Qch+1 (where c1 = 1). Then
∑
x∈Fp
t−1∑
j1=0
t−1∑
j2=0
fx(Va+j1b−1(P))fx(Va+j2b−1(P))
∑
x∈Fp
t−1∑
j1=0
t−1∑
j2=0
fx(Qca+j1b)fx(Qca+j2b)
=
∑
x∈Fp
t−1∑
j1=0
t−1∑
j2=0
(
g(x+ ca+j1b)
p
)(
g(x+ ca+j2b)
p
)
=
∑
0≤j1 6=j2≤t−1
∑
x∈Fp
(
g(x + ca+j1b)g(x+ ca+j2b)
p
)
+
∑
x∈Fp
t−1∑
j1=0
1.
Using this and Lemma 1 (note that the polynomial inside is not constant times of a square
of a polynomial since the ci’s are pairwise distinct and nonzero) we get
∑
x∈Fp
t−1∑
j1=0
t−1∑
j2=0
fx(Va+j1b−1(P))fx(Va+j2b−1(P))
≤ t22rp1/2 + tp ≤ 2(h + 1)2rp1/2 + (h+ 1)p.
By this and (7..7)
B1 ≤
1
p
·
∑
P∈P
∑
(a,b,t): 1≤a≤a+(t−1)b≤p
(r(h+ 1)2p1/2 + (h+ 1)p)
∑
P∈P
∑
(a,b,t): 1≤a≤a+(t−1)b≤p
1
≤ 2r
(h + 1)2
p1/2
+ (h+ 1). (7..8)
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Next we estimate Bℓ:
Bℓ =
1
p
∑
x∈Fp
(A2Cℓ(fx, T ))
2
=
1
p
∑
x∈Fp


∑
P∈P
h+1−ℓ∑
M=1
∑
0≤d1<···<dℓ≤h+1−M
∣∣∣∣ M∑
n=1
fx(Vn+d1−1(P)) . . . fx(Vn+dℓ−1(P))
∣∣∣∣∑
P∈P
∑
0≤d1<···<dℓ≤h+1−M
1


2
.
By the Cauchy-Schwarz inequality
Bℓ ≤
1
p
∑
x∈Fp
∑
P∈P
h+1−ℓ∑
M=1
∑
0≤d1<···<dℓ≤h+1−M
∣∣∣∣ M∑
n=1
fx(Vn+d1−1(P)) . . . fx(Vn+dℓ−1(P))
∣∣∣∣
2
∑
P∈P
h+1−ℓ∑
M=1
∑
0≤d1<···<dℓ≤h+1−M
1
=
1
p
∑
P∈P
h+1−ℓ∑
M=1
∑
0≤d1<···<dℓ≤h+1−M
1
(∑
P∈P
h+1−ℓ∑
M=1
∑
0≤d1<···<dℓ≤h+1−M
∑
x∈Fp
M∑
n1=1
M∑
n2=1
fx(Vn1+d1−1(P)) . . . fx(Vn1+dℓ−1(P))fx(Vn2+d1−1(P)) . . . fx(Vn2+dℓ(P))
)
.
(7..9)
For a moment fix M , 0 ≤ d1 < · · · < dℓ ≤ h+ 1−M and the path P. Say, P contains the
vertices V0(P) = Qc1, V1(P) = Qc2, . . . , Vh(P) = Qch+1 (where c1 = 1). Then
∑
x∈Fp
M∑
n1=1
M∑
n2=1
fx(Vn1+d1−1(P)) . . . fx(Vn1+dℓ−1(P))fx(Vn2+d1−1(P)) . . . fx(Vn2+dℓ−1(P))
=
∑
1≤n1 6=n2≤M∑
x∈Fp
(
g(x+ cn1+d1) . . . g(x + cn1+dℓ)g(x+ cn2+d1) . . . g(x + cn2+dℓ)
p
)
+
∑
x∈Fp
M∑
n1=1
1.
Since c1, c2, . . . , ch+1 are pairwise distinct the two sets {cn1+di : 1 ≤ i ≤ ℓ} and {cn2+di :
1 ≤ i ≤ ℓ} are the same if and only if the two sets {n1 + di : 1 ≤ i ≤ ℓ} and {n2 +
di : 1 ≤ i ≤ ℓ} are the same, which is equivalent with n1 = n2. Thus the polynomial
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g(x + cn1+d1) . . . g(x + cn1+dℓ)g(x + cn2+d1) . . . g(x + cn2+dℓ) is not the square of a
polynomial. Thus by using Lemma 1 we obtain
∑
x∈Fp
M∑
n1=1
M∑
n2=1
fx(Vn1+d1−1(P)) . . . fx(Vn1+dℓ−1(P))fx(Vn2+d1−1(P)) . . . fx(Vn2+dℓ−1(P))
≤M22rℓp1/2 +Mp ≤ h22rℓp1/2 + hp.
By this and (7..9) we get
Bℓ ≤
h22rℓ
p1/2
+ h.
Using this, (7..6) and (7..8) we obtain
1
p
∑
x∈Fp

(A2W (fx, T ))2 + ∑
2≤ℓ≤L
(A2Cℓ(fx, T ))
2

≪ L∑
ℓ=1
(
h2ℓr
p1/2
+ h
)
≪
h2L2r
p1/2
+ hL
≪
h2L2r
N1/2
+ hL
which proves (7..5).
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