Abstract-This paper discusses self-concordant functions on smooth manifolds. In Euclidean space, this class of functions are utilized extensively in interior-point methods for optimization because of the associated low computational complexity. Here, the self-concordant function is carefully defined on a differential manifold. First, generalizations of the properties of self-concordant functions in Euclidean space are derived. Then, Newton decrement is defined and analyzed on the manifold that we consider. Based on this, a damped Newton algorithm is proposed for optimization of self-concordant functions, which guarantees that the solution falls in any given small neighborhood of the optimal solution, with its existence and uniqueness also proved in this paper, in a finite number of steps. It also ensures quadratic convergence within a neighborhood of the minimal point. This neighborhood can be specified by the the norm of Newton decrement. The computational complexity bound of the proposed approach is also given explicitly. This complexity bound is O(− ln( )), where is the desired precision. An interesting optimization problem is given to illustrate the proposed concept and algorithm.
I. INTRODUCTION
Self-concordant functions play an important role in the powerful interior-point polynomial algorithms for convex programming in Euclidean space. Following the work of Nesterov and Nemirovskii [1] , many articles have been published using this type of functions to construct the barrier functions for inter-point algorithms. For example, see [2] , [3] , [4] . The idea of interior-point methods is to force the constraints of the optimization problem to be satisfied using a barrier penalty function in a composite cost function. This barrier function is relatively flat in the interior of the feasible region yet approaches to infinity in approaching to the boundary. As the coefficient of the barrier function in the composite cost function converges to zero, the minimal point of the composite cost function converges to that of the original minimization problem. One of the advantages of using self-concordant barrier functions is that the computational complexity of the minimization problem of the constructed composite function is very low so that the original minimization problem can be solved in a polynomial time for a given precision.
The notion of self-concordant function has a deep root in geometry. In [5] , it is shown that a Riemannian metric can be rendered by a self-concordant barrier function. Such a metric gives a good explanation of the optimal direction for optimization algorithms. As such, it can provide guidance for the construction of efficient interior-point methods. In this aspect, the optimal path is along a geodesic defined by the Riemannian metric. This path is not a straight line in Euclidean space. Indeed, optimization problems in Euclidean space usually can be better understood on Riemannian manifolds. See [6] for many meaningful examples.
In fact, many optimization problem can also be better posed on manifolds rather than Euclidean space. For example, optimization problems associated with orthogonal matrices, algorithms for computation of eigenvalues and singular values, or Oja's flow in neural network pattern classification algorithms, see [6] , [7] , [8] , [9] , to list a few. On the other hand, optimization methods such as the steepest descent method, the Newton method, and other related methods can be extended to Riemannian manifolds, see [6] , [7] . It is natural to ask, what are the self-concordant functions and associated interior-point methods on manifolds? Such a question can be easily justified by practical importance or even by theoretical completeness. The selfconcordant concept has been briefly given in [10] with analysis restricted to a logarithm function. In this paper, we will give a comparatively thorough study on general self-concordant functions on manifolds.
One of the advantages of solving minimization problems on manifolds is, as pointed out in [7] , to take the advantages of the intrinsic property of the constraints but the problems themself are still locally equivalent to constrained optimization problems in Euclidean spaces. Such an approach reduces the dimensions of the problems, compared to solving the original problems in their ambient Euclidean spaces.
The intrinsic approach for minimization is based on the computation on geodesic and covariant differentials. Even though the computation with respect to the intrinsic geometry sometimes might be expansive, there are many meaningful cases where the computation can be very simple. One of the examples is the real compact semisimple Lie group endowed with its natural Riemannian metric. In such a case the geodesic and parallel transformation can be computed by matrix exponentiation. See [7] , [11] . [6] contains many particular classes of minimization problems in this category such as those on Orthogonal groups or Stiefel Manifolds. Another simple but non-trivial case is the sphere, where the geodesic and parallel transformation can be computed via trigonometric functions and vector calculation. This paper is organized as follows: we will provide some preliminary material in Section II. Then, the selfconcordant function is carefully defined to preserve as many nice properties of self-concordant functions in Euclidean space as possible in Section III. To facilitate the analysis and understanding, the Newton decrement is defined and analyzed in Section IV. Then, the existence and uniqueness of the optimal solution are proved and a damped Newton algorithm is proposed in Section IV. It is shown that this algorithm has a similar convergence property and computational complexity to the algorithm for selfconcordant functions in Euclidean space proposed in [12] . An interesting example is included to illustrate the proposed concept and approach in this paper in the last section.
II. PRELIMINARIES AND NOTATIONS
In this section, some concepts, techniques, and results from differential geometry will be given. However, it should be considered neither self-contained nor complete. Proofs and some concepts used will not be included. Please refer to [11] for more details.
Let a smooth manifold be denoted as M. The differential structure of M is a set of local charts covering M . Each local chart is a pair of a neighborhood and a smooth mapping from this neighborhood to an open set in Euclidean space. The local charts satisfy some regular properties. The tangent space of M at a point p can be denoted as T M (p). It is the set of linear mappings from all functions passing through the point p to real numbers, satisfying the derivative condition. The set of its vector fields is denoted as
is the value ( a tangent vector) of the vector field T at p. The dual of tangent vector fields is denoted as T M . Any element of it is called a differential 1-form. Locally, both tangent vectors T M (p) and space of differential 1-forms T M (p) are vector spaces and are isospectral to n , where n is the dimension of the manifold. An affine connection on a manifold M is a rule that assigns a vector field a linear mapping from T M to itself. Let an affine connection be denoted as ∇. This linear mapping assigned to X, where X ∈ T M , satisfies the following conditions:
The mapping ∇ X is called a covariant differential. Adopting the convention for derivatives, we also simplify ∇ X ∇ X as ∇ 2 X . In the case where ∇ is symmetric, the Hessian matrix associated with ∇ 2 X in local coordinates is also symmetric. There always exists a symmetric connection associated with the Riemannian metric for a Riemannian manifold. This connection is also termed a Riemannian connection.
A curve γ(t) on M defines a vector field by its derivative with respect to t. A family of vector field Y (t) is said to be parallel with respect to γ(t) if
A curve γ is a geodesic if theγ is parallel with respect to γ itself. For any vector field X at a point p, there uniquely exists a geodesic γ(t) such that γ(0) = p, andγ(0) = X(p). The mapping X → γ(1) is defined as an exponential map, if it exists. It is denoted as exp p X or exp p (X). A manifold is geodesic complete if exp p X is defined for every tangent vector at every point on the manifold. See [13] .
With parallelism and geodesic, the covariant differential can also be defined as:
where τ t is the parallel transformation from p to exp(tX) along the exp(tX), and W can be a vector field or a function. The covariant differential defined by (1) can also be extended to the cases where W is any tensor field. A Lie group G is a manifold as well a group with the group action αβ −1 being diffeomorphism. Given a manifold and a Lie group, if the group action on the manifold is an isomorphism, this manifold is called a homogenous space. Riemannian matric or manifold topology on a homogenous space can be induced from the Lie group.
III. SELF-CONCORDANT FUNCTIONS
Let M denote a smooth manifold of finite dimension and ∇ an affine symmetric connection defined on M . Assume that M is geodesic complete in this paper. Consider a function defined on M : f : M → R, which has an open domain, a closed map, meaning that {(f (P ), P ), P ∈ dom(f )} is a closed set in the product manifold × M, and is at least three times differentiable.
Definition 1: f is a self-concordant function with respect to ∇ if and only if the following condition holds:
where M f is a positive constant associated with f . Property 1: If f is a self-concordant function defined on M , then, the following inequality holds:
This property comes from the linearity of the mapping
, Proposition 9.1) can be adopted here to prove Property 1. Also noticed in [1] , if a function f is self-concordant with the constant M f , then, the function M 2 f f is self-concordant with the constant 1. As such, we assume M f = 2 for the rest of this paper.
Notice that the second covariant differential of a selfconcordant function is a positive semi-definite mapping, meaning that it is symmetric with respect to two variables and its value is always non-negative. For the simplicity of the analysis in this paper, we only consider those functions that satisfy the following assumption:
Assumption 1:
where X pq is the vector field defined by the geodesic connecting the points p and q.
A self-concordant function has the following interesting property:
We need the following lemma in order to prove this proposition:
Lemma 1: Given that f is a self-concordant function defined on a smooth manifold M and X a vector field on M , define a function φ(t) : → R as follows:
where τ pq is the parallel transformation from point p to point q and exp p (X) is the exponential map of the vector field X at p. Then, the following results hold: f (exp p tX), there is a symmetric neighborhood of 0 in the definition domain of φ. Let (−t,t) denote the largest of such symmetric neighborhoods. Then, at least one of the two end points is not in dom(φ). Without loss of generality, assumet is this point andt < φ(0).
∀t ∈ (−t,t).
Hence,
The existence of f (exp pt X) comes from the assumption that f has a closed map and the fact that f (exp p tX)
Therefore, φ(t) is well-defined, which is contradiction to the assumption we made. As such, (2) holds.
Proof of Property 2: Notice, from Lemma 1, that for any vector field
This proves the Property 2 . Property 3: For any p, q ∈ dom(f ), such that there is a geodesic contained in the definition domain of f connecting the points p and q, if f is a self-concordant function, the following results hold:
The proof to this property is omitted to save space. Interested reader may refer to [14] or ask the authors for details. Property 4: For any p ∈ dom(f ), q ∈ W • (p; 1), and X ∈ T M , there holds:
(11) The proof to this property is omitted to save space. Interested reader may refer to [14] or ask the authors for details.
IV. NEWTON DECREMENT
Consider the following auxiliary quadratic cost defined on T M (p) :
Definition 3: The Newton decrement X N (f, p) is defined as the minimal solution to the auxiliary cost function given by (12) . More specifically,
Similar to the case in Euclidean space, the Newton decrement can be characterized in many ways. The following theorem summaries its properties.
Theorem 1: Let f : M → R be a self-concordant function, p, a given point on the manifold M , and X N , its Newton decrement defined at p. The following results hold:
Furthermore, if the bilinear map ∇
for a given µ ∈ T M (p), is isomorphic, then
Since p is a given point on the manifold M , the claimed results can be converted into their local representation in Euclidean space. By such way this result can be proved. Detsils are omitted because of length limitation. Interested reader may refer to [14] or ask the authors for details.
Theorem 2: Let λ f (p) be defined as follows:
Proof is omitted to save space. Interested readers may refer to [14] or ask the authors for details.
Consider the following damped Newton method: Algorithm 1: (Damped Newton Algorithm)
Step 0: find a feasible point p 0 ∈ dom(f ).
Step k:
is the exponential map of the Newton decrement at p k−1 . The following theorem establishes the convergence properties of the proposed damped Newton algorithm:
Theorem 3: Let the minimal point of f (p) be denoted as p f , and p is any admissible point.
(1). The following inequality holds: 
1/2 be denoted as r(p). In view of (7) we have:
On the other hand, there holds
by the definition of λ f (p). Therefore,
where r can be solved as follows:
, which is (18).
(2). Based on (8) and the inequality (18) obtained above, one has:
Let an auxiliary function g(x, y) be defined as:
It can be easily checked that
If there is a point (x 0 , y 0 ) such that g(x 0 , y 0 ) < 0, this function must have a minimal interior point. The gradient will be zero at such a point. However, it can be calculated that ∂g ∂x
The solution to this group of equations satisfies
As such, at the minimal point there holds:
which is a contradiction. Therefore, the minimum, if it exists, is achieved at the boundary. Hence,
As such, f(x) is self-concordant function. Now the damped Newton algorithm proposed in this paper becomes: Algorithm 2: (Damped Newton Algorithm) step 0: randomly generate a feasible initial point x 0 . step k: calculate the k−th step according to:
where
) and
The following figure is a simulation result with the initial point (0.4359, 0.9000) T . It demonstrates the quadratic convergence of the proposed algorithm. 
VI. CONCLUSIONS
This paper reports our effort to generalize the selfconcordant functions to manifold. It lays a comparative solid foundation to facilitate the construction of barrier functions for interior-point algorithms on manifolds.
First, the self-concordant function is carefully defined on a general class of smooth manifold. Many desirable properties have been revealed. Those include the feasibility of Dikin-type ellipsoid and those that reflect the similarity of self-concordant functions and quadratic functions along the geodesics of the manifold in various inequalities. Then, the Newton decrement is defined for this specific class of functions. This concept is analyzed in regards to the relationship between first order covariant derivatives along Newton direction and along general direction, and to the maximal ratio of the norm of first order covariant derivative and that of second order derivative. The later facilitate the definition of the index λ f (p). With those theoretical preparation, the existence of global optimal solution is shown when λ f (p) < 1 holds for a point p. A damped Newton algorithm is proposed. Its computational complexity is carefully analyzed and precise bound is shown to be O(− ln( )).
A simple but meaningful optimization problem is given as an example to illustrate the importance of the proposed concept and algorithm. The optimization problem cannot be directly solved using the standard interior point method for matrix inequalities because the feasible set does not contain an interior point. However, it can be nicely handled by the proposed self-concordant concept and damped Newton algorithm.
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