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Abstract 
Recent work in this laboratory has found that an atomically clean (110) surface on rutile titania 
allows for facile injection of a mobile oxygen intermediate other than the doubly-charged oxygen 
vacancy. Characteristic exponential tail profiles coupled with the observation of a positive 
oxygen partial pressure dependence on isotopic oxygen diffusion in rutile suggests that the 
observed mobile oxygen intermediate is a negatively charged oxygen interstitial (Oi
x-
). Two 
modeling techniques are utilized to kinetically simulate the concentration profiles observed. Both 
models predict bulk isotopic oxygen diffusion that is highly dependent on the ability of the 
surface to inject and annihilate oxygen interstitials into the bulk. Additionally, modeling of the 
experimental profiles suggest that oxygen interstitials have equilibrium concentrations one to 
two orders of magnitude larger than that predicted by quantum calculations. Methods to 
effectively control the equilibrium concentration of oxygen interstitials via surface manipulation 
are suggested that may be utilized to effectively p-dope rutile titania. 
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Chapter 1: Observations of a mobile defect intermediate for oxygen diffusion in 
rutile TiO2 
1.1 Introduction 
Of all of the transition metal oxides, titanium dioxide is the most well studied both in its 
surface science and defect properties due to its use in many different applications. Even prior to 
the seminal paper by Honda and Fujishima suggesting its use as a photocalyst in 1972, titania 
powder was used widely as an inexpensive pigment, and its bulk properties had already been 
extensively studied [1-4]. After the findings by Honda and Fujishima that described how titania 
could be used to photocatalyze water-splitting during an era experiencing an energy crisis, 
titanium dioxide surface chemistry research boomed and has since been maintained due to 
titania’s other uses in gas sensing, dye-sensitized solar cells (DSSCs), and memristors [5-7].   
TiO2 exists in three crystal structures: rutile, anatase, and brookite. Rutile is the most 
stable of the three types, but anatase has the most use in photocatalysis [8]. Rutile is the most 
studied material in terms of defects because of its stability at higher temperatures. Its most stable 
surface, the (110) has been examined extensively using surface science techniques [9]. TiO2 
readily loses oxygen at room temperature and is naturally reduced (metal-rich). Thus, the 
majority defects in rutile at most practical conditions are either doubly charged oxygen vacancies 
(VO
2+
) or triply or quadruply charged titanium interstitials (Tii
3+
 or Tii
4+
) [9]. The diffusion of all 
of these defects has been examined due to the defects’ importance in equilibration with the gas 
phase. Oxygen is thought to diffuse via a site-to-site hopping of oxygen atoms into oxygen 
vacancies, and titanium is thought to migrate as interstitials [10, 11]. Despite the numerous 
studies of the majority defect in TiO2, it still remains debated as to which of the two majority 
defects, oxygen vacancies or titanium interstitials dominate at which reduction levels.    
2 
 
Because the many applications of TiO2 are highly dependent on the defect chemistry of 
the material, it becomes not only important to understand the nature of the defects in titanium 
dioxide but also to be able to optimize the defect chemistry for any given application. TiO2 gas 
sensors function by exhibiting electrical conductivity changes due to defect equilibration to the 
surface exposed to a given gas [7]. Additionally, memristor technology in the past few years is 
inching closer to practical realization due to a growing understanding that the switching 
capabilities of memristors lie within the defect-rich Magneli phases of TiO2 thin films [6]. For 
both photocatalytic applications and DSSCs, one of the remaining barriers to high efficiencies is 
the unwanted high photogenerated carrier recombination at native defect sites [12-14]. To 
improve all of these processes it becomes necessary then to understand the fundamental nature of 
defects in TiO2 to either enhance the use of defects in the application or to curb the unwanted 
processes caused by defects. 
Additionally, doping of TiO2 with both metallic and nonmetallic dopants has been 
investigated for many years as a means to help combat the issues associated with the wide band 
gap of TiO2 for photocatalysis and DSSCs [13, 14]. For DSSCs, p-type doping with metallic 
dopants has been attempted, but increases in device efficiency are fundamentally limited because 
the metallic dopant ions retard charge transfer within the solar cell. It would be advantageous 
then to be able to make TiO2 intrinsically p-type, which has proven quite difficult because of the 
propensity of TiO2 to lose oxygen and become n-type [14]. In photocatalysis, attempts to combat 
the wide band gap of TiO2 to increase the utilization of UV-range light have been made with 
both metallic and nonmetallic ion doping as well as co-doping of two or more foreign atoms 
[13]. Metallic doping, despite effectively creating sub-band gap states has proven to be 
inefficient in catalysis due to increases in carrier trapping and thermal instability of the material 
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[15]. In recent years, efforts to dope TiO2 with nonmetallic ions such as carbon and nitrogen 
have increased [8, 13, 15, 16]. Since the reports of Asahi et al. that discussed how nitrogen 
doping maintained catalytic activity both in the UV and visible light ranges, efforts to reproduce 
such results has proven difficult [8]. Despite many systematic studies of attempting to maintain 
good catalytic activity in both the visible light and UV ranges with N-doping, it has been found 
that nitrogen doping facilitates oxygen vacancy formation, effectively lowering visible light 
range catalytic activity. 
One major drawback to doping in titania and metal oxides in general is a lack of 
knowledge about how to effectively control doping both in concentration and in spatial 
distribution. Unlike silicon, which has a rich history in dopant research and a defect chemistry 
that is well understood, there still lies a lack of concrete sense of controlled methodical doping 
methods in TiO2 because the effect of the native defect chemistry on doping is still not well 
understood. It is advantageous then if one can find methodical approaches to first better 
understand and control the native defects in a material. The ability then to systematically dope 
TiO2 with predictable results could potentially be realized. 
1.1.1 Defect engineering in silicon 
We have applied such type of systematic control of defects and dopants in silicon, 
referring to this type of engineering as ‘defect engineering’. The aim of such research is to 
develop a toolbox of methods that can effectively control defect type, spatial distribution, 
quantity, and mobility to improve the semiconductor applications.  Two such tools, the ability to 
simulate macroscale effects of atomistic events and the utilization of surface chemistry to modify 
bulk defect mobility have been demonstrated in this laboratory.   Past researchers in this 
4 
 
laboratory have successfully modeled dopant diffusion in silicon, as well as effectively control 
self-diffusion using the surface chemistry of the material [17-21].  
Boron diffusion in silicon has been extensively studied in the semiconductor industry [18, 
22, 23]. Despite the many years of research, the means as to which boron diffused in silicon was 
debated for many years, with conflicting reports of possible pair-interstitialcy diffusion of boron 
and a silicon interstitial or exchange with the lattice via a kick-out mechanism [18]. Using the 
process simulator developed by Tasch and Law, FLOOPS 2000, a continuum kinetic model of 
boron diffusion, and rigorous systems-based techniques of estimating kinetic parameters, it was 
possible to quantify the contribution of each proposed mechanism of boron diffusion for analysis 
of transient enhanced diffusion effects on ultrashallow junction formation [18, 24, 25]. Though 
this type of process simulation has been applied to a breadth of silicon-related processes, 
extension to metal oxides is limited. 
Additionally, this lab has found a new means of controlling defect diffusion in silicon by 
surface preparation [19, 26]. It was understood that dopant diffusion could occur in silicon via an 
intermediate species before incorporation into the lattice [22, 23]. Cowern et al. observed that 
under short diffusion times, it was possible to distinguish mobile-intermediate-driven diffusion 
of dopants by characteristic exponential-shaped concentration-depth profiles [22]. They 
developed an analytical solution of an initial delta-function profile of dopant intermediate-
mediated diffusion.  This laboratory found that this mechanism also governs silicon self-
diffusion [20, 21]. By creating step function profiles of isotopic-labeled silicon using epitaxially 
grown heterostructures and annealing in vacuum, exponential profiles were found for silicon 
self-diffusion (Figure 1.1). An analytical solution similar to that developed by Cowern et al. for a 
delta function profile was developed for the silicon heterojunction step-function [20, 27]. From 
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this analytical solution, it was possible to quantify the mean diffusion length as well as the bulk 
generation rate of the mobile intermediate [21]. 
Remarkably, this type of diffusion pathway in silicon could be effectively controlled by 
the surface state of the substrate. Isotopic annealing studies were carried out with varying 
degrees of nitrogen adsorption on the (100) surface of silicon. As Figure 1.1 demonstrates, 
controlled adsorption of nitrogen at varying coverages drastically changed the diffusion of 
silicon in the bulk. From computational studies, it was determined that a clean ‘activated’ surface 
was populated with many dangling bonds, facilitating increased defect annihilation at the clean 
surfaces. Surface annihilation can be very important in small-scale applications where 
equilibration of supersaturated defects is mostly governed by the surface serving as a sink [28]. 
What the researchers found was that adsorption of nitrogen decreased the concentration of 
available dangling bonds that facilitated such defect annihilation, thereby curbing the ability of 
defects to equilibrate within the system. It is clear then that one can control defect concentration 
and mobility of a material based on the surface treatment. 
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Figure 1.1 Isotopic silicon self-diffusional spreading with varying coverages of nitrogen [19] 
1.2 Defect engineering of rutile titania 
Motivated by this laboratory’s findings in applying defect engineering to silicon by 
means of modified surface conditions, we have sought out to determine if this type of defect 
engineering can be applied to other semiconductor systems. Due to its importance in many 
environmental applications and its rich surface science literature, we first extended this new 
means of defect engineering to titania. We found that the principle of increasing the defect 
diffusivity in the bulk by modifying the surface state on a semiconductor extended to titania, a 
prototypical transition metal oxide [29].   
Past researchers carried out isotopic oxygen diffusion studies and measured the resultant 
profiles using time-of-flight secondary ion mass spectroscopy (ToF-SIMS) similar to other 
isotopic studies done for single crystal rutile titania [11, 29]. Care was taken to prepare clean 
surface samples via cleaning methods similar to those used in the microelectronics industry and 
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carrying out the oxygen tracer studies in vacuum conditions where adsorbed contaminants could 
evaporate from the surface. Single crystal rutile samples were annealed at a temperature range of 
650°C to 850°C in a high vacuum compatible stainless steel chamber that was able to reach base 
pressures of 10
-8 
torr when turbomolecularly pumped. The (110) surface was then exposed to 
oxygen gas from partial pressure ranging from 10
-6
 to 10
-4
 torr, first under 
16
O2 to allow for 
equilibration of all defects and then from 1-2 hours under 
18
O2 for isotopic exchange. The 
isotopic oxygen that diffused into the single crystal substrate was then measured using ToF-
SIMS, and results were compared with the literature.  
The resultant profiles for the clean-surface vacuum annealed titania showed diffusion 
patterns strikingly different from those found by prior researchers who measured isotopic 
exchange in ambient. As one can see from Figure 1.2a, the profile by Arita et al. exhibited a 
complementary error function shape, consistent with oxygen diffusion mediated by oxygen 
vacancies. This has been the long-held opinion in this field, from other means of measurement 
such as tracking of weight change, thermogravimetry, electrical conductivity, and tracer 
diffusivity studies [11, 30-32]. By contrast, Figure 1.2b shows profiles that are exponential in 
shape, similar to the results obtained for silicon self-diffusion under clean surface conditions. 
This suggests that a modified surface can in fact markedly contribute to the bulk defect 
diffusivity not only in silicon but to a metal oxide.  
Additionally, when the effective diffusivity of the isotopic oxygen was compared to 
literature values for oxygen diffusivity mediated by a vacancy, the clean-surface results were 
about five times as fast as in the literature. Figure 1.3 compares the diffusivities we obtained 
versus other literature sources at various temperatures. Details of the calculation of our effective 
diffusivity can be found elsewhere, but are discussed below [33]. This comparison with the 
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literature suggests that we are in a regime where oxygen vacancies are not the predominant 
carrier of oxygen flux. Our laboratory posits that this may be due to our initial equilibration step 
under 
16
O2. Since the samples during equilibration are still under the clean-surface regime, we 
suggest that our mobile intermediate is interacting with the vacancies present in our system to 
annihilate them. Thus, when we diffuse under the isotopic 
18
O2, we are able to see the effects of a 
system dominated by an oxygen mobile intermediate where oxygen vacancies are effectively 
quenched [34].  
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Figure 1.2 Comparison of diffusion of isotopic oxygen from literature, this laboratory (a) 
Complementary error function indicating vacancy-mediated diffusion [11] (b) Recent 
results suggesting fast-mobile intermediate [29] 
 
To verify that this new means of oxygen diffusion stems from a clean surface, we 
adsorbed sulfur on the surface before carrying out the isotopic oxygen anneal. Sulfur was chosen 
because of its similarities in adsorption to oxygen, as well as because it is one of the few 
adsorbates that remains adsorbed on the rutile (110) surfaces at our temperature ranges without 
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desorbing or sinking into the bulk [35]. We found that even with as low as 0.1 monolayer of 
elementally adsorbed sulfur, we were able to lower the diffusivity of oxygen to more closely 
resemble the diffusivities found in the literature (Figure 1.3). We posit that a clean surface has 
activated sites that allow for facile formation of oxygen intermediate species that diffuse into the 
bulk. The nature of this mobile intermediate and its formation at the surface are described below 
and in the following chapters.  We believe that sulfur, like many of the other adsorbed species 
found when annealing in air effectively poison these surface sites, leading to a decrease of this 
mobile intermediate to facilitate oxygen diffusion in TiO2. Given high enough adsorption of 
sulfur onto the (110) surface, one would expect that our diffusivities would resemble those of the 
literature and that our concentration profile shape would be an error function indicative of the 
vacancy diffusion mechanism as our mobile intermediate mediated diffusion is completely 
blocked. We are not able to adsorb sufficient sulfur to do this, due to restraints on the sulfur 
coverage at our experimental temperatures [35]. 
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Figure 1.3 Effective diffusivity for clean surface (blue) and with adsorbed sulfur (green) as 
compared to literature [34] 
The last unique feature of our diffusion profiles that suggest a non-vacancy mediated 
diffusion of oxygen under a clean surface is the oxygen partial pressure dependence of our 
diffusivities. We will highlight this thoroughly below but under vacancy-mediated diffusion, 
oxygen diffusivities should have a partial pressure dependence of p(O2)
-1/6
 [32]. We in fact see 
minimal variation in Deff with changing O2 pressure (Figure 1.6). We will describe in detail our 
predicted oxygen partial pressures for all possible mobile intermediates and their diffusing 
mechanisms in the remainder of this chapter.  In light of our analysis that VO is effectively 
quenched under our isotopic anneals, and by analysis of all possible complexes and mobile 
intermediates as indicated later in this chapter, we conclude the dominant O-related point defect 
is Oi, and that this species carries the diffusive flux. 
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1.3 Method of determining the mobile intermediate mechanism of oxygen diffusion 
Previous research in diffusion of dopants and self-interstitials in silicon done by past 
researchers and this laboratory has revealed the atomic mechanisms of diffusion mediated by 
mobile intermediates [18, 21, 22]. As described earlier, this has led to simulated diffusion 
profiles of boron dopants in silicon via pair diffusion and kick-in kick-out to describe transient 
enhanced diffusion, and identification of silicon self-interstitial diffusion via a mobile 
intermediate under clean surface conditions [18, 20, 21, 24]. Simulations of intermediate-
mediated diffusion of oxygen in rutile will be discussed in the forthcoming chapters, but we now 
examine first a method to determine viable mobile intermediates and oxygen diffusion reaction 
pathways based on our exponential diffusion profiles.  
Cowern et al. described a method to determine a likely mobile intermediate species based 
on the measurement of changes in parameters of the analytical solution for dopant diffusion due 
to varying defect concentration [22]. We describe a similar method, but employ two unique 
modifications: the use of a different analytical solution that includes defect generation at the 
surface, and determination of the defect contributions to the mechanism based on their 
equilibrium oxygen pressure dependence.   
1.3.1 Analytical solution of mobile intermediate diffusion and surface generation 
For foreign atoms introduced via delta [20, 22] or step [20, 22] function profiles within 
the solid, it has been shown that initial profile evolution into an exponential shape (rather than 
the more common complementary error function) provides a signature for mobile species that 
exchange infrequently with the lattice. These systems evolve through diffusion contained entirely 
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within the solid’s boundaries, and are closed because the total number of foreign atoms in the 
solid remains constant. However, as with the data shown in this thesis, sometimes foreign atoms 
are introduced through exchange with an ambient gas. Such experiments represent open systems, 
wherein exchange occurs at the surface that introduces new foreign atoms into the solid. The 
mathematical framework for analyzing profile evolution in closed systems [20, 22]
 
does not 
apply in open systems. 
Others in this laboratory have derived a mathematical framework appropriate for open 
systems [33]. Just like the closed-system case, the new expressions retain the exponential profile 
shape at short times, and enable the extraction of a kinetic parameter connected to diffusion 
length of the mobile species.  However, expressions for the closed system case yield a kinetic 
parameter for mobile species generation within the bulk, whereas the new expressions cannot 
provide this quantity but instead the net rate of generation at the surface. The following 
paragraphs summarize this mathematical framework.  
When bulk generation of the mobile intermediate dominates (as in Si), we can describe 
bulk diffusion via an intermediate as two steps: diffusion of the mobile intermediate, XM and 
subsequent reaction with the lattice to form a substitutional species, XS, via the reaction: 
a
g
K
KM S
X X ,          (1.1) 
where Ka and Kg describe the effective first order rate constants for formation and annihilation of 
the mobile intermediate in the bulk. Diffusion and exchange of species X, can be expressed using 
the two differential equations: 
2M
a gM M M S
C
D C K C K C
t

   

       (1.2) 
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  2M S
M M
C C
D C
t
 
 

        (1.3) 
where CM and CS are the concentration of XM and XS, respectively, and DM is the diffusivity of 
the species XM. Using the quasi steady-state approximation that CM/t = 0, this laboratory has 
shown [20] that for an initial condition of a step profile of isotopic silicon and a constant flux 
boundary condition defined by the silicon interstitial annihilation at the surface [26, 28]  shown 
in Figure 1.1, the solution to the concentration profile is 
 
  ,min
,max ,min
,
ln ln
2
gS S
S S
C x t C K t x
C C 
   
   
  
  

 

       (1.4) 
where CS is the concentration of substitutional species XS as a function of position x and time t, 
CS,max and CS,min are the values for the initial step function concentration profile, and λ is the 
mean hop length of the mobile intermediate. The mean hop length is determined from the 
reciprocal of the slope of a logarithmic plot of the normalized concentration as a function of 
depth (see Figure 1.1 and 1.2b), and can be described by DM and Ka: 
M
a
D
K
 
 .            (1.5) 
This solution is only valid under a kinetic short time limit where any given X species exchanges 
with the lattice on average only once via Reaction 1.1, i.e.  Kgt<<1 [20]. From Equations 1.4 and 
1.5, it is clear that both the forward and backwards first order rate constants, Kg and Ka, can be 
quantified from the intercept and slope of the exponential concentration depth profiles 
respectively. 
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For oxygen diffusion in TiO2, solution of 
18
O substitutional concentration profile differs 
from the case discussed above because the foreign (isotopic) atoms are introduced through the 
surface from the gas phase, and the mobile intermediate originates at the surface. In addition, it is 
important in the initial condition to account for the nontrivial natural abundance concentration of 
18
O. These two differences from silicon self-diffusion affect solution of equations 1.2 and 1.3 in 
the initial and boundary conditions such that: 
 
0S St
C x C

           (1.6) 
and 
 
0
M
M
x
C
D F t
t

 
 
 
 

 

,         (1.7) 
where F is the net surface flux of the mobile species that is assumed to be independent of CM. If 
we again apply the quasi-steady state assumption and maintain the same short-time limit 
assumption of  Kgt<<1, the solution of the concentration depth profile of the diffusing species, X, 
in terms of λ, DM, and F is: 
 
 
,
,max , 0,max ,
, 1
ln ln ( )
t
S S O
S S O S S O
C x t C x
F t dt
C C C C 
  
  
  
    

 
 
 .    (1.8) 
CS,O represents the concentration of the substitutional species at t=0, in our case the 
natural abundance of
 18
O.  CS,O may differ from CS,min, which represents the minimum isotopic Si 
in the step function. CS,max  is the maximum concentration, wherein all of species X replaces the 
host material [33]. The short-time limit is important for two reasons: it allows for experimental 
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evidence that a mobile intermediate exists even if it is not the predominant defect species, and an 
analytical solution can be obtained for the diffusion equation [20, 23]. The short time limit is 
defined as the time where the average number of lattice exchanges is one or less.  Even if a 
mobile intermediate species is the predominant oxygen flux carrier, if the system was no longer 
in the short-time limit it would become indistinguishable from a site-to-site (e.g., vacancy) 
mechanism, and the profile would have a complementary error function shape. An error function 
shape arises with multiple exchanges with the lattice thus it is essential to maintain experiments 
to satisfy this condition. We make the assumption that the surface flux is independent of time 
such that the integral of F(t) is: 
0
( )
t
F t dt Ft .          (1.9) 
As described by equation 1.7, the generation of mobile species is dominated by 
generation at the surface and not in the bulk, such that Kg makes no contribution. This is a 
consequence of the system being able to interact with the gas phase such that it is possible to 
make a mobile intermediate from adsorbed gases. From the intercept of the exponential profiles, 
we can obtain for the surface a parameter KS analogous to Kg in the bulk: 
 ,max ,
2
S
S S O
F
K
C C 


.         (1.10) 
Note, however, that in contrast to the bulk case, the parameter KS contains the parameter . 
If we define the effective diffusivity Deff of the substitutional species to include both the 
formation of the substitutional species and the migration of the mobile species, we get: 
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2
Seff
D K 
          (1.11) 
Further details of this analysis can be found in a 2012 publication from this laboratory [33].  
This analysis is important in the case of TiO2 because it allows us to calculate the 
diffusivity of oxygen species in the material, and to compare it with the literature. As described 
earlier, it is clear that the exponential profile shape that cannot be described by classical vacancy-
mediated diffusion. Additionally, we can now calculate the diffusivity of the mobile species from 
key profile metrics, the intercept and slope of the logarithmic concentration-depth profiles.  
Figure 1.3 shows the calculated effective diffusivities of the clean rutile surface compared to the 
literature and with sulfur-adsorbed surfaces. Our diffusivities are 1.5 orders of magnitude greater 
than the literature, another key indicator that a clean surface allows for oxygen diffusion into the 
bulk in a non-vacancy mechanism. 
1.3.1.1 General formulation of mobile surface flux, F 
The surface flux term, F, requires a priori knowledge of a reaction mechanism to create 
the mobile intermediate at the surface to determine its pressure dependence. This in general, may 
be difficult to apply to many different systems where mobile intermediate surface generation is 
not well-understood. Many factors must be known or assumed in developing a reaction 
mechanism for surface defect or defect-complex formation such as the adsorbed materials 
contributing to surface defect formation, the order of the rate expression with regards to the 
defects and reactants, and any associated temperature dependences of the process. We can 
develop a generalized flux equation under certain assumptions of our system: there is both 
annihilation and generation of the mobile intermediate at the surface, and the surface is in fact in 
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equilibrium both with the bulk below and the gas phase. A generalized equation for such a 
surface flux would look like: 
, ,
0
M
M inj M ann M
x
C
D r r
x


  

         (1.12) 
where rinj,M and rann,M represent the rate of injection and rate of annihilation of the mobile species 
at the surface. Both rates are conceived as elementary kinetic steps. Recall from Equation 1.7 
that left-hand side of this equation equals the surface flux, F, in Equation 1.8 and 1.10.  
With the assumption that the surface is in equilibrium with the gas phase and the bulk 
phase underneath, it is possible to formulate this surface flux into the bulk analogously to 
Langmuir adsorption and desorption kinetics where mobile intermediate injection corresponds to 
surface desorption into the bulk, and mobile intermediate annihilation corresponds to adsorption 
onto the surface. We can express the dependence on the availability of adsorption sites as a 
product of the maximum surface concentration of sites available for injection or annihilation, 
nsat, and their fractional occupation by injectable atoms, θ. Thus,  can be conceptualized 
analogously to a conventional surface coverage.  In isotopic labeling experiments, two coverages 
may be distinguished: M1 of injectable isotope 1 and M2 of injectable isotope 2.  In the present 
experiments, those isotopes correspond to O18 and O16. Although the injection rate of O18 
depends upon the concentration of only O18 in the injection sites, the annihilation rate of O18 
from the bulk varies with the sum of concentrations of both O18 and O16 in the injection sites. 
This sum is denoted by tot = O18 + O16. Note that nsat itself may vary depending upon the 
presence of chemical poisons, such as sulfur in the present case.   
The parameters nsat and  may be incorporated into an equation for surface flux:  
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, M
m
satinj iinj Mr k n C          (1.13a) 
 , 1 tot mann sat iann Mr k n C  .        (1.13b) 
The reactants, i, and the reactant order, m, depends on the identity of the mobile intermediate 
species, and the mechanism for how they are formed at the surface. While we denote them as the 
same Ci, depending if a complex is involved this concentration may be for a reactant that may 
not be the mobile intermediate itself. One example will be showcased for a Tii-Oi complex. The 
constants kinj and kann represent the rate constants for surface injection and annihilation. The 
surface coverage dependence represent two different things in injection and annihilation: in 
injection, nsatθM describes the amount of adsorbed reactant that will become the mobile 
intermediate, XM, in the material, and in annihilation, nsat(1-θtot), is the available sites that aren’t 
occupied by any of the adsorbing species. In Chapter 3, a formulation that represents the 
available sites for annihiliation as a ratio, Θsat, of the total available surface sites available, 
nsat,max, is presented. This maintains that kann will have units of s
-1
 in its formulation. While for 
the purposes of the remainder of this chapter, we maintain the formulation given in Eq. 1.13b to 
easily visualize where nsat cancels out, we can rewrite Eq. 1.13b to be: 
 , 1 mann sat tot iann Mr k C   ,        (1.13c) 
where k’ann no longer has units of s
-1
 and Θsat is given by: 
,max
sat
sat
sat
n
n
 .          (1.13d) 
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 The total coverage can be calculated by considering the chemical equilibrium condition 
of the surface sites (including both isotopes): 
  0tot annsat inj
i X
n r r
t



  
  .        (1.14) 
As one can see, the total coverage equilibrium is the summation of the rate of injection and 
annihilation of all species, X, that can adsorb on the surface. This sum includes the total net flux 
of mobile intermediates that are intrinsic into the material (i.e. 
16
O-mobile species) and 
introduced by the gas phase (
18
O-mobile species). It is important to note that in this treatment, we 
can consider the equilibrium of the bulk to surface separately from the gas to surface because of 
the fact that both exchange processes are in equilibrium with the surface. We briefly show the 
surface flux formulation for several mobile intermediate candidates for our system and their 
oxygen pressure dependence below. 
1.3.2 Determination of oxygen diffusion mechanism using partial pressure dependence 
We measured oxygen pressure dependence of the oxygen diffusion profiles to further 
eliminate the possibility of a vacancy-mediated diffusion. Figure 1.5 shows the calculated 
effective diffusivity of 
18
O as a function of oxygen pressure normalized to temperature (see 
details on temperature normalization below). For various temperatures, we consistently get an 
increase in the diffusivity of oxygen as the oxygen pressure increases. By contrast, if oxygen 
diffused via a vacancy mechanism, the diffusivity would decrease due to the fact that the 
concentration of oxygen vacancies decreases as pressure increases. Furthermore, we use these 
pressure dependent studies to help identify the mobile intermediate using a modified method first 
described by Cowern et al [22]. We first show the relevant reactions that could allow for 
exponential concentration-depth profiles, as originally described by Cowern et al., and discuss 
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their means for identifying the likely mechanism based on the concentration of defect species. 
We modify this analysis for our system that is in equilibrium with the gas phase and use 
equilibrium reactions to find an oxygen partial pressure dependence of all defects in our system. 
From here, we demonstrate how it is possible to obtain a pressure dependence for our hop length, 
λ, and our surface flux term, F, to suggest some possible candidates for the mobile intermediate 
in our system.  
Cowern et al. described several possible mobile intermediates in the case of dopant 
diffusion in a semiconductor [22]. Their resultant reactions are listed below: 
i iS
X H X 
          (1.15) 
iS
X X V 
          (1.16) 
 sSX V X V           (1.17) 
  iS SX X V H           (1.18) 
where V denotes a vacancy, Xi and Hi refers to an interstitial of the foreign and host species 
respectively, and (XS●V) represents a foreign atom-vacancy pair. The first two equations describe 
the kick-out mechanism and Frank-Turnbull mechanism respectively, and the latter two describe 
complexes of the foreign species with a vacancy. Using Reaction 1.1 and assuming that the 
foreign species is in much smaller quantity than host materials or vacancies, it is possible to 
write the rate constants as first-order, by assuming all host material concentrations are constant 
throughout. A list of the first order rate constants for each equation follows in Table 1.1.  
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Recall that the analytical solution for intermediate-mediated defect diffusion in silicon 
can be expressed by Equations 1.4 and 1.5. Two key profile metrics, the slope and intercept of 
the normalized concentration-depth profiles could be used to quantify the rate constants, Kg and 
Ka (via λ). We list these two metrics, Kg and λ, for reactions 1.15-1.18 in Table 1.1 below. Using 
the equations listed, Cowern et al. studied the change in profile metrics, Kg, and λ, from 
variations in the concentration of host defects, V and Hi, to determine the likely mechanism for 
boron diffusion in silicon. 
Table 1.1 Suggested mobile intermediate mechanisms for impurity diffusion in silicon by 
Cowern et al. 
Reaction Ka Kg λ (DM/Ka)
1/2 
i iS
X H X 
 
Ka kgCHi DM
1/2
Ka
-1/2 
iS
X X V 
 
kaCV Kg DM
1/2(
kaCV)
-1/2
 
 sSX V X V   
Ka kgCV DM
1/2
Ka
-1/2
 
  iS SX X V H   
kaCHi Kg DM
1/2(
kaCHi)
-1/2
 
For our system, similar mobile intermediates may be written with analogous reactions 
with the lattice. In our case, we consider the possibility that the oxygen exists either as a lone 
interstitial species or is associated with the Ti sublattice, by forming a complex with a titanium 
defect. The following equations are those that we consider. The first two are the kick-out and 
Frank-Turnbull mechanisms analogous to Equations 1.15 and 1.16. We consider the possibility 
that oxygen may also form a complex, either in substitutional or interstitial form with a titanium 
defect. The last two consider a mechanism similar to kick-in kick-out, but the exchange is 
facilitated by complexing with a titanium defect.  
Though our analysis differs from Cowern’s because we cannot extract the forward first 
order reaction rate, Kg, from either the intercept or slope of our depth profiles, each forward and 
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reverse reaction in the following table can be written in first order expressions similar to those 
derived by Cowern et al. in Table 1.1. In our case, we can use the first order reverse reaction rate 
constant, Ka, to determine the appropriate defect concentration dependence for the mean hop 
length of the mobile intermediate, λ, for each proposed mechanism.  
Our analysis differs from Cowern in that we do not consider the bulk generation, Kg. It is 
possible to apply an analogous analysis to KS, but KS contains a dependence upon λ. It would be 
more instructive to determine the pressure dependence of a quantity that is independent of . 
Instead we therefore analyze the oxygen partial pressure dependence of the surface flux term, F. 
As previously discussed, formulating F for every mechanism is impractical due to the fact that it 
requires determination of many possible surface reactions that can lead to mobile intermediate 
formation at the surface and diffusion in the bulk. The necessity for these reactions and their 
resultant kinetic and thermodynamic parameters, makes it nearly impossible to identify the 
surface flux of all possible mechanisms with confidence. Instead, it is more instructive to first 
eliminate as many possible mechanisms using either prior understanding of the system being 
studied and the more easily determinable λ-pressure dependence. We will do this below and then 
show our proposed models for surface flux for the remaining mechanisms. It is then possible to 
determine the pressure dependence of Deff using equations 1.10 and 1.11 to sum the pressure 
dependences of λ and F. 
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Table 1.2 Possible mobile intermediates for oxygen diffusion in TiO2, hop length, and 
surface generation  
Reaction  Equation Ka λ (Ka
-1/2
) 
18 16 18
i iS
O O O 
 
1.19 aK  
1
2
aK

 
18 18
iS O
O O V 
 
1.20 
O
a Vk C
 
1
2
O
a Vk C

 
 
   
 18 18Ti TiS SO V O V 
 
1.21 aK  
1
2
aK

 
 18 18i iS SO Ti O Ti 
 
1.22 aK  
1
2
aK

 
 18 18 iTi TiS OO V O V V    1.23 Oa Vk C  
1
2
O
a Vk C

 
 
 
 
 18 18i i iS OO Ti O Ti V    1.24 Oa Vk C  
1
2
O
a Vk C

 
 
 
 
 18 18 iTiS SO O V Ti 
 
1.25 
i
a Tik C   
1
2
i
a Tik C

 
 18 18 i TiS SO O Ti V 
 
1.26 
Ti
a Vk C  
1
2
Ti
a Vk C

 
 
   
   18 16 18i i i iSO O Ti O Ti 
 
1.27 aK  
1
2
aK

 
   18 16 18i iTi TiSO O V O V 
 
1.28 aK  
1
2
aK

 
Because the system is in equilibrium, we can assume all of the concentration terms that 
describe Ka can possibly be calculated if we have the necessary equilibrium reactions for 
formation of these defects and their equilibrium rate constants. One useful attribute of our system 
is that it is also in equilibrium with the gas phase oxygen. This means that all of the equilibrium 
defect concentrations have an oxygen partial pressure dependence inherent in formulating their 
equilibrium formation reactions. Because oxygen partial pressure is an independent variable, to 
be able to relate the equilibrium concentrations and thus profile metrics to pressure dependence 
is advantageous. We approach determining which of the reactions described above are possible 
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based on the oxygen partial pressure dependence of the profile metric, λ. We obtain relationships 
for the equilibrium concentration of defects and oxygen partial pressure using postulated 
formation reactions from the literature in Kroger-Vink notation [36].  
1
22
2
O O
O V e O            (1.29) 
2
2 3iTiOO Ti Ti e O
            (1.30) 
2
2 4iTiOO Ti Ti e O
            (1.31) 
2
4 2Ti OO V h O
            (1.32) 
nil e h            (1.33) 
Most defect disorder studies, especially those that are experimental, do not consider oxygen 
interstitials. It is necessary to assume a reaction for oxygen interstitial formation, and thus we use 
a similar reaction to interstitial formation at the surface of ZnO: 
1
22
x
iO O xh
            (1.34) 
where x is the charge of oxygen interstitials, which can be 0-2 [37-40].  
Equilibrium constants dependent on the partial pressure of oxygen can be obtained for the 
above reactions: 
 
1
22
2OV O
K V n p O 
 
          (1.35a) 
 3 2i iTiK Ti n p O
 
 
          (1.36a) 
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 4 2i iTiK Ti n p O
 
 
         (1.37a) 
 
1
4
2
Ti
TiV
K V n p O



 
 
 
         (1.38a) 
 
1
2
2xi
x x
iO
K O n p O

 
 
         (1.39a) 
iK np            (1.40) 
where n and p denote the concentration of electrons and holes, respectively.  
Rewriting these equations in terms of defect concentrations, and applying the necessary 
condition of electroneutrality allows for the calculation of all the equilibrium concentrations. 
 
1
22
2OVO
V K n p O

  
 
          (1.35b) 
 
1
3
2ii Ti
Ti K n p O

  
 
         (1.36b) 
 
1
4
2ii Ti
Ti K n p O

  
 
         (1.37b) 
 4 2
Ti
Ti V
V K n p O

 
 
 
           (1.38b) 
 
1
2
2xi
x x
i O
O K n p O 
 
          (1.39b) 
2 3 4 4 xi i iTiO xV Ti Ti p n V x O
           
        
         (1.41) 
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A Matlab program is shown in Appendix E.3 that allows for rapid solution of the 
concentration values for our experimental pressure and temperature range. Literature sources are 
compiled to find values for all of the equilibrium constants in Chapter 2. For the charge of 
oxygen interstitials, no experimental reports exist in the literature.  
In general, the oxygen partial pressure dependence of the free charge carrier 
concentration, n, can be estimated by the majority defect donating free carriers. This calculation 
requires an estimation of what defect is predominant within our pressure and temperature 
conditions. This question is still a widely debated topic in the TiO2 literature, which suggests that 
oxygen vacancies, titanium interstitials, and titanium vacancies can be the majority defect in 
rutile [9, 41]. Figure 1.5 below depicts experimental and density functional theory (DFT) 
calculations for the majority defects for a range of pressures and temperatures. 
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Figure 1.4 Majority defects in rutile at different temperatures and pressures, bordered in 
blue are our experimental conditions* [32, 41-44] 
Most experimental determinations of majority defects are done at temperatures higher 
than in our experiments [3, 32, 42-44]. Yet there is a general trend that higher temperature and 
lower pressure leads to titanium interstitials as the majority defects, and higher pressures leads to 
vacancies dominating. DFT shows similar trends, but their demarcations as to what is considered 
the regime of lower pressure, higher temperature differ. Computations by Li et al. suggested that 
in our experimental conditions (within the blue box on Figure 1.4) titanium vacancies might 
predominate [41]. While theoretical calculations by Li et al. suggest that titanium vacancies may 
be a majority defect in our pressure and temperature range, experimental studies of titanium 
vacancies at pressures close to atmosphere suggest that the equilibrium values estimated for 
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titanium vacancy concentration can only be reached at very long oxidation times due to their 
slow diffusion [36]. Nowotny et al. observed at 1050°C and close to atmosphere, even after 3500 
hours of oxidation that equilibration of defects still had not occurred due to the slow diffusion of 
Ti vacancies [14].  
Despite the fact that most trends would suggest then that the oxygen vacancies would be 
the predominant defect at slightly sub-atmospheric pressures and low temperatures, we believe 
that our pressure dependence studies along with other features of our diffusion profiles of our 
system suggest that our equilibration step quenches most of the oxygen vacancies normally 
present. As alluded to in previous sections, others in this laboratory have suggested that we are 
able to see characteristic profiles of oxygen mobility mediated by a mobile intermediate other 
than the oxygen vacancy because our mobile intermediate interacts with these vacancies during 
this long pre-anneal. Our results suggest this in two ways: a mismatch of our Deff pressure 
dependence and our ability to see an exponential concentration profile. If oxygen vacancies were 
present in our system, even under diffusion with a mobile intermediate, interaction with these 
oxygen vacancies in a Frank-Turnbull mechanism would not give an exponential profile with a 
long mean hop length. It becomes unlikely then that our oxygen vacancies would be the 
predominant defect in our system, and thus the predominant charge carrier source. Instead, we 
suggest then that the majority character in our reduced environment is the quadruply charged 
titanium interstitial (Tii
4+
) [34]. Many studies that do not necessarily consider the majority defect 
note that extended defects, specifically crystallographic shear planes (CSPs) exist in rutile single 
crystals that undergo prolonged vacuum annealing and are slowly cooled  [45, 46]. These 
extended defects are thought to be formed as Tii clusters. We in fact, reuse and polish our single 
crystal samples which can contribute to these extended defects and our crystals do bear the 
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silvery-gray color that is associated with such extended defects [46]. With the assumption then 
that Tii
4+
 are the majority defect, it is then possible to assert that they contribute a majority of the 
free charge carriers such that: 
4 in Ti
 
 
 .          (1.42) 
If we substitute this into equation 1.37b, we obtain the -1/5 pressure dependence: 
   
1 1
5 5
2
4
iTi
n K p O

          (1.43) 
Literature reports of conductivity measurements verify that an oxygen partial pressure 
dependence of -1/5 exists for a wide range of temperatures and pressures in rutile [3, 32, 43]. 
This now allows us to tabulate pressure dependences for all defects using equations 1.35 to 1.41. 
Because the charge of oxygen interstitials is not known, we consider all possible charges and 
their pressure dependences. In general though, we see an oxygen partial pressure dependence for 
charge x- of: 
 
5 2
10
2
~
x
x
iO P O

 
 
.         (1.44) 
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Table 1.3 Partial pressure dependence of defect concentrations when n=4[Tii
4+
], n=2[VO
2+
] 
Defect (or charge carrier) 
concentration 
Pressure dependence 
n=4[Tii
4+
] 
Pressure dependence 
n=2[VO
2+
] 
n p(O2)
-1/5 
p(O2)
-1/6
 
[VO
2+
] p(O2)
-1/10
 p(O2)
-1/6
 
[Tii
4+
] p(O2)
-1/5
 p(O2)
-1/3
 
[Tii
3+
] p(O2)
-2/5
 p(O2)
-1/2
 
[VTi
4-
] p(O2)
1/5
 p(O2)
1/3
 
[Oi
x
] p(O2)
1/2
 p(O2)
1/2
 
[Oi
1-
] p(O2)
3/10
 p(O2)
1/3
 
[Oi
2-
] p(O2)
1/10
 p(O2)
1/6
 
 Note that in Table 1.3 that we also show what the pressure dependence would be if the 
majority defect were assumed to be oxygen vacancies. These pressure dependences can be 
calculated in the same way that they were for Tii
4+
 defects, but with n=2[VO
2+
] and Equation 
1.35b. One can see that assuming a Ti-interstitial majority defect reduces the pressure 
dependence of all the defects. We will show below that this had deleterious effects in 
distinguishing mechanisms, as all of the pressure dependences of the mean hop length, λ, become 
similar enough in value that they all fall within experimental error limits of the pressure 
dependence.  
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Table 1.4 Pressure dependence of all proposed mechanisms for intermediate diffusion of 
oxygen in TiO2 
Reaction  Equation λ [n=4Tii
4+
] λ[n=2VO
2+
] 
18 16 18
i iS
O O O 
 
1.19 None None 
18 18
iS O
O O V 
 
1.20 p(O2)
1/20
  p(O2)
1/12
  
 18 18Ti TiS SO V O V 
 
1.21 None None 
 18 18i iS SO Ti O Ti 
 
1.22 None None 
 18 18 iTi TiS OO V O V V    1.23 p(O2)
1/20
  p(O2)
1/12
  
 18 18i i iS OO Ti O Ti V    1.24 p(O2)
1/20
 p(O2)
1/12
 
 18 18 iTiS SO O V Ti 
 
1.25 p(O2)
1/5 
or  
p(O2)
1/10 
 
p(O2)
1/6 
or  
p(O2)
1/4 
 
 
 18 18 i TiS SO O Ti V 
 
1.26 p(O2)
-1/10
 p(O2)
1/6
 
   18 16 18i i i iSO O Ti O Ti 
 
1.27 None None 
   18 16 18i iTi TiSO O V O V 
 
1.28 None None 
 
 Now it is possible to consider the possible mechanisms and the pressure dependence they 
would exhibit on λ. We insert the pressure dependences of each defect or complex into Equations 
1.19 – 1.28 to obtain the pressure dependences listed below in Table 1.4. Many of the pressure 
dependences are very similar if not the same, and thus we take into account other considerations 
to eliminate certain mechanisms. After eliminating mechanisms based on literature 
understanding of the defect chemistry of rutile, we will determine the pressure dependence of F 
and Deff of the remaining mechanisms. We eliminate those featuring complexation with a 
titanium vacancy. It has been shown that titanium vacancies move very slowly than all other 
defects [14, 36]. We posit that any complexation with a titanium vacancy cannot contribute to 
32 
 
the very fast diffusion that we see in profile, eliminating reactions 1.21, 1.23, 1.25, and 1.28. 
Additionally, we eliminate any mechanisms that require formation of oxygen vacancies within 
our system. Given that any mechanism that included the creation of an anti-Frenkel defect to be 
thermodynamically unfavorable, Equations 1.20 and 1.24 would not give exponential profiles or 
the expected pressure dependence if oxygen vacancies were at the concentrations that literature 
suggests. We eliminate Equation 1.26, because breaking the lattice Ti atom seems 
thermodynamically improbable at our temperature regime. Lastly, there is no appropriate defect 
mechanism that would sustain a mobile Ti interstitial with an immobile substitutional oxygen, 
eliminating Equation 1.22. Any sort of interstitialcy mechanism would create an anti-site defect 
in our system, which again would be thermodynamically unlikely [47-49]. This leaves us with 
only two possible candidates for a mobile intermediate and diffusion mechanism: the first is 
Equation 1.19 which represents the kick-out mechanism, and the second is Equation 1.27 which 
is similar to the kick-out mechanism, but facilitated by a mobile Ti-O complex. Both have no 
pressure dependence for λ. 
 
1.3.2.1 Oxygen partial pressure dependence of surface flux, F 
We now show the surface flux formulation, F, for the two remaining mechanisms we find 
feasible for our system. Briefly, we will show the surface flux formulation for diffusion of the 
oxygen interstitial and kick-out of a lattice oxygen (Equation 1.19), but will discuss this and the 
simulation of it in detail in the following chapter. It is possible to apply Equations 1.12-1.14 to 
the oxygen interstitial diffusing via a kick-in kick-out mechanism. For all oxygen interstitials 
regardless of isotope this would look like: 
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 
0
0
[ ]
1 0
i
i
annsat tot sat totinj iO x
x
O
D k n k n O
x
 


 
 

    

.    (1.45) 
Here, the oxygen interstitial is the mobile defect, nsatθtot is the surface concentration of occupied 
sites by all Oi species, nsat(1- θtot) represents the surface concentration of available sites, [Oi]x=0 
represents the concentration of oxygen interstitials (including both isotopes) at the near surface 
that may attach to the surface, and kinj and kann represents the injection and annihilation rate 
constants respectively. If one applies Equation 1.14 in solving for the coverage, one obtains: 
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 If one is considering the separate fluxes of each isotopic species, 
18
O and 
16
O, it is 
possible to obtain a non-zero surface flux that has a pressure dependence associated with it. 
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Under the assumption that θ18  θtot, substitution of Equation 1.46 into Equation 1.47a for 
18
Oi
 
gives: 
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.      (1.48) 
Determination of this solution, the values for the parameters given, and lengthy explication of the 
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assumptions required in obtaining this surface flux model are discussed in Chapter 2. An integral 
assumption worth discussing in some detail is that of the isotope coverage. In general, the 
injection term would only be dependent on the coverage of θ18 whereas the annihilation term 
would be dependent on the total coverage, θtot. θ18 and θ16 would be transient throughout our 
process and could not be algebraically solved. Using our assumption that the contributing 
coverage for 
18
O injection is the total coverage serves to suggest that at any given time, our total 
coverage is made only of 
18
O for injection into our bulk. We will show in detail in Chapter 2 and 
in Appendix A that we are under a regime where gas-surface equilibrium kinetics is orders of 
magnitude faster than our bulk-surface equilibrium, supporting this assumption made. 
Substitution of the oxygen interstitial species pressure dependence (Equation 1.44) into 
Equation 1.48 would give a partial pressure dependence of:  
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.         (1.49) 
One can see then that the pressure dependence depends on the charge of the oxygen interstitial 
and the comparative rates of injection and annihilation, and exhibits both a maximum and a 
minimum value in response to the details of those conditions.  In the case of the rates,   
0
1ann i x
inj
k
O
k 
  
 
,          (1.50) 
nominally represents a regime where defect injection is the rate limiting step and the pressure 
dependence of the flux approaches zero. For the opposite case in which defect annihilation is the 
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rate limiting step, we approach a maximum pressure dependence of that of the oxygen 
interstitial. 
 A similar treatment can be applied for the reaction represented in Equation 1.27. It 
requires a mechanism for which a complex can be formed at the surface from adsorbed O and a 
Ti species. One possible mechanism for creation of this complex at the surface could be the 
diffusion of Tii
3+
 to the surface and formation of a (Tii
3+
-Oi
x-
) at the surface, and diffusion back 
into the bulk as diffusing complex: 
 3
0
inj
ann
yk
i i ikads x
O Ti Ti O


        (1.51) 
where kinj and kann represent the surface injection and surface annihilation rate constants and y 
represents a numerical charge associated with the complex which we predict to be between 1 and 
3. We have written the charge of this equation based on expected literature results that discuss 
formation of TiO2 surface structures during re-oxidation.  
Despite the fact that we have assigned the majority defect to be [Tii
4+
], extensive research 
suggests that reoxidation of TiO2 is facilitated by the triply ionized titanium interstitial (Tii
3+
) 
that migrates to the surface and reacts with adsorbed oxygen [50-54]. In general, titanium in-
diffusion into the bulk has a high energy barrier [52]. We propose a situation that under 
equilibrium, Ti is allowed to diffuse back into the system but complexed with the oxygen 
interstitial. Additionally, DFT studies predict that the lone oxygen interstitial would have a 
charge between 0 and -2 and thus, we predict that our defect complex would have a charge 
between +1 to +3 [37-39]. In addition, studies of defect complexes in ZnO suggest that 
Coulombic attraction between charged species is more thermodynamically favorable than with 
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neutral species [48, 49]. We further confine the possible charges then of our complex to (Tii-
Oi)
y+
 where y = 1, 2.  
Given this information, we also require a hypothetical bulk formation reaction for the 
complex analogous to those in Equations 1.29-1.34. We write: 
  1 222
y
i iTiO
O Ti Ti O ye O
            (1.52) 
with the following concentration equation: 
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We can now apply our knowledge of the free electron pressure dependence from Equation 1.42 
to show the possible oxygen partial pressure dependence for a (Tii-Oi)
y+
 complex of p(O2)
-(5-2y)/10
 
(Table 1.5). 
Table 1.5 Partial pressure dependence of defect complexes concentrations when n=4[Tii
4+
], 
n=2[VO
2+
] 
Defect (or charge carrier) 
concentration 
Pressure dependence 
n=4[Tii
4+
] 
Pressure dependence 
n=2[VO
2+
] 
(Tii-Os)
3+ 
p(O2)
1/10 
p(O2)
0
 
(Tii-Os)
2+
 p(O2)
-1/10
 p(O2)
-1/6
 
(Tii-Os)
1+
 p(O2)
-3/10
 p(O2)
-1/3
 
 
Next, we can apply our generalized surface flux equation (Equation 1.12-1.14) to our mechanism 
proposed in Equation 1.51 for all complex species (both with 
18
O and 
16
O):  
 
   3
0 0
0
[ ]
1 0
toti
y
yi i
annsat sat totinj i i iO
x x
x
Ti O
D k n Ti k n Ti O
x
 


 

  
     

    

 
37 
 
            (1.54) 
and obtain a similar form for the total coverage: 
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The separated isotopic fluxes would have similar forms to that for the oxygen interstitial 
mechanism: 
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If we assume again that θ18 ≈ θtot due to the same principle that gas-surface equilibrium is much 
faster than bulk-surface equilibrium, we modify this equation to get: 
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The pressure dependence of this flux formula is: 
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We have written it out to explicit show the interplay between injection and annihilation kinetics 
of the complex. If injection is the rate-limiting step (e.g. kinj[Tii
3+
]<<kann[(Tii-Oi)]
y+
) then the 
pressure dependence sees a minimum of p(O2)
-2/5
, the same as for [Tii
3+
], and for the opposite 
case sees a maximum of p(O2)
-(5-2y)/10
. Since we only consider charges of +2 or +1, this means 
that the partial pressure dependence of flux for the (Tii-Oi)
y+
 complex, will be negative even in a 
regime where annihilation is the limiting step.  
Without values for kinetic parameters such as kinj and kann, one can only find a range of 
possible pressure dependences. This may be difficult if the range of for one mechanism overlaps 
or is similar with another mechanism, but in our case we have the ability to distinguish more 
easily the mechanisms since one would produce a positive pressure dependence and one would 
produce a negative pressure dependence.  
Now that we have the pressure dependence for surface flux, F, and bulk hop length, λ, for 
the two possible mechanisms that we propose, it is possible to identify the pressure dependence 
of the effective diffusivity, Deff. One simply applies Equations 1.10 and 1.11 to get: 
     2 2 2
effD F
p O p O p O

 .        (1.59) 
We summarize the pressure dependences for the two mechanisms in Table 1.6.  
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Table 1.6 Partial pressure dependence of two mobile intermediate diffusion mechanisms 
Reaction Eqn λ - 
p(O2) 
F - p(O2) Deff - p(O2) 
18 16 18
i iS
O O O 
 
1.19 None p(O2)
0
 –  
p(O2)
(5-2x)/10
 
p(O2)
0
 –  
p(O2)
(5-2x)/10
 
   18 16 18i i i iSO O Ti O Ti 
 
1.27 None p(O2)
-2/5
 –  
p(O2)
-(5-2y)/10
 
p(O2)
-2/5
 –  
p(O2)
-(5-2y)/10
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1.3.3 Observed oxygen partial pressure dependence of λ, F, and Deff of 
18
O diffusion in TiO2  
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Figure 1.5 Normalization of (a) Deff, (b) λ, and (c) F. Values were taken at 650°C and 750°C 
for two different pressures, 5x10
-6
 torr and 1x10
-5
 torr. Activation barriers shown are the 
average of two different pressures.  
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Because there are very few data points for each temperature where pressure dependence 
is analyzed, we normalize each data point for Deff, the hop length, λ, and surface flux, F, using an 
Arrhenius expression below. This normalization presupposes that the pressure dependences of 
these parameters do not depend upon temperature (i.e. in p(O2)
y
, yf(T)). We denote the 
normalized effective diffusivity, hop length and surface flux, Deff,o λo and Fo respectively, which 
are calculated using the following equations: 
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 
 .         (1.62) 
AD, Aλ and AF are averaged effective activation barriers that we obtain for experiments at 650°C 
and 750°C for various pressures and were calculated to be 2.00 eV, 0.35 eV and 1.65 eV, 
respectively. The average was obtained by taking the temperature dependence at 5x10
-6
 torr and 
1x10
-5
 torr for the two temperatures that we explore. For F and Deff, temperature normalization 
was effective over our pressure range, but less so for λ. This may suggest an unknown pressure 
dependence to the activation barrier for λ. This is not explored in the context of this work.   
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Figure 1.6 Oxygen partial pressure dependence of normalized effective diffusivity, 
p(O2)
0.04±0.17
, details on normalization method below  
18
O diffusion profiles using the experimental techniques described earlier have been 
obtained by others in this laboratory at pressures ranging from 5x10
-6
 to 1x10
-4
 torr and at 
temperatures of 650°C-800°C. From these concentration-depth profiles, λ, F, and Deff have been 
calculated and plotted as a function of oxygen partial pressure using Equations 1.8 to 1.11. We 
apply our temperature normalization scheme to obtain the pressure dependence depicted in 
Figure 1.6 and 1.7. In Figure 1.6 and 1.7, we show that all three parameters have a pressure 
dependence close to zero. We believe this is a consequence of the majority defect being [Tii
4+
], 
which we showed above diminished all of the defect concentration and diffusion dependence on 
oxygen partial pressure. As a consequence the experimental error associated with our profile 
metrics creates confidence intervals that are significantly larger than the value for pressure 
dependence itself. Despite this, we are able to draw some conclusions on the likely mechanism 
and mobile intermediate.  
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Figure 1.7 Pressure dependences of (a) hop length, λ , and (b) surface flux, F  
1.4 Discussion 
Thus far, we have reviewed the prior experimental work done on surface-mediated defect 
diffusion in silicon and very recently in rutile TiO2. The necessity arises in identifying two 
things: the mobile intermediate created at the surface that mediates diffusion and the mechanism 
by which it diffuses and interacts with the lattice. With an analytical solution of the exponential-
shaped diffusion, we have proposed a method of predicting the likely mobile intermediate and 
diffusion mechanism based on previous work done by Cowern [22, 33]. The underlying premise 
is that under a regime where defects are in equilibrium with the gas phase, we can determine the 
diffusion mechanism based on its dependence on another experimental variable, the oxygen 
partial pressure. While this ability to determine a likely mechanism using another experimental 
variable, pressure, is useful, having our system in equilibrium with the gas phase also produces 
the added difficulty of requiring a predetermined means of surface creation and annihilation of 
the mobile intermediate. Nevertheless, we have found utility in this pressure dependence method 
by distinguishing to feasible mechanisms we have identified. 
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We have identified thus far two mechanisms based on literature knowledge that may be 
responsible for the exponential profiles we observe: a lone oxygen interstitial that migrates via a 
kick-in kick-out mechanism with the oxygen sublattice or an oxygen interstitial complexed with 
a titanium interstitial that also exchanges with the lattice with a kick-out mechanism facilitated 
by the Ti interstitial. Both of these mechanisms have no pressure dependence for the mean hop 
length, λ. It is possible to distinguish the two mechanisms though from the pressure dependence 
of the surface flux, F, and effective diffusivity, Deff, with the lone interstitial kick-out mechanism 
having a positive pressure dependence and the complexed kick-out mechanism having a negative 
pressure dependence.  
Though our experimental results for pressure dependence of Deff, λ, and F suffer from 
very large confidence intervals, especially compared to the actual value for parameter pressure 
dependence, it is still possible to distinguish between the two mechanisms. We suggest that our 
18
O-profiles are in fact due to a lone oxygen interstitial that migrates via kick-in kick-out. The 
experimental error in our value for λ is inherently large because we calculate it from the inverse 
of a small number, the slope of the exponential profile. Finding small variations in the slope 
translates to a very large variation on the mean hop length. If we consider this inherent error of 
our λ values and the fact that after factoring the confidence interval almost all of our mechanisms 
have equal pressure dependences, finding only the λ pressure dependence is insufficient in 
eliminating a mechanism. Despite this, we can surmise that our results do in fact coincide with 
no pressure dependence for the mean hop length (Figure 1.7a). 
Our surface flux, F, pressure dependence can more soundly distinguish the two 
mechanisms. We see in Figure 1.7b a pressure dependence of around p(O2)
1/10
, matching well 
with kick-in kick-out of Oi
2- 
(Table 1.5). While the confidence interval is still large enough to 
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include a negative pressure dependence, it does not in fact  encompass the maximum pressure 
dependence of diffusion via (Tii-Oi)
2+
 of p(O2)
-1/10
. Deff on the other hand does have a confidence 
interval that encompasses the complex-mediated diffusion mechanism, but this is a consequence 
of it being an agglomeration of the other pressure dependences for λ and F. Thus, since we 
obtain a slightly negative pressure dependence for λ even though we acknowledge to be 
essentially zero, it affects the Deff pressure dependence to reflect a smaller value than for F. 
Despite this, our results suggest that it is more likely that an oxygen interstitial diffusing via a 
kick-in kick-out mechanism is the likely source of our diffusion. This coincides well with the 
fact that it is also the simpler mechanism and that it has been identified in other similar metal 
oxides and for non-metal dopants in rutile [55, 56]. 
Our pressure dependence studies suggest that the charge of our mobile intermediate, Oi, 
is -2. This matches well with the fact that we see an 
18
O pile-up in the surface of our profiles that 
corresponds well with a charged mobile intermediate migrating in a near surface electric field 
[57]. This work is being explicitly explored by others in this laboratory. In addition, DFT results 
also suggest that the most likely stable oxygen interstitial defect under our temperature and 
pressure regime is a split interstitial with a -2 charge [37, 38]. As discussed in Section 1.3.2.1, it 
is also possible to refine at which regime our surface is in given the pressure dependence, i.e. one 
where surface annihilation or surface injection is the rate limiting surface step. If we assume that 
the p(O2)
0.04
 to be an accurate value for Deff pressure dependence, then this would coincide with a 
regime where neither surface annihilation nor injection is rate limiting. We have a very large 
error associated with our results, thus cannot strongly conclude this. It would be instructive to do 
further experiments at a wider temperature and pressure range to accurately assess subtle 
changes in the pressure dependence that stem from this kinetic temperature dependence.  
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We simulate oxygen interstitial diffusion via the kick-out mechanism in detail in the 
following chapter. This allows us to confirm that the pressure dependence derived via our 
analytical solution does in fact coincide with oxygen interstitial diffusion. In addition, we are 
further able to explore the nuances of the surface flux pressure dependence discussed in Section 
1.3.2.1. We have shown the surface flux pressure dependence as a range, and in Chapter 2, 
estimating parameters for defect charge, our surface injection rate, and surface annihilation rate 
allows us to identify a numerical value for the pressure dependence of oxygen diffusion in rutile 
with a clean (110) surface. 
1.5 Conclusion 
Previous experimental observations of exponential tail profiles for isotopic oxygen 
concentration in rutile titania suggest oxygen diffusion is mediated by a mobile intermediate 
under clean surface conditions and not by a classical oxygen vacancy mechanism. We highlight 
one specific feature of our profiles that strongly suggest an alternative diffusion mechanism: an 
uncharacteristic oxygen partial pressure dependence of our Deff. An analytical solution for the 
formation of a mobile intermediate at the surface of the material, bulk diffusion, and 
incorporation into the lattice has been formulated to show that the relevant mobile intermediate 
formation occurs at the surface. This is a consequence of having a system such as a metal oxide 
that is in equilibrium with the gas phase. This equilibrium also allows the hop length, λ, net 
surface flux of a mobile intermediate, F, and overall diffusivity, Deff, to be related to an 
additional experimental variable, the oxygen partial pressure. We have discussed an exhaustive 
collection of possible mechanisms for mobile intermediate mediated diffusion in rutile under our 
experimental conditions and their oxygen partial pressure dependence. Using the current 
understanding of the defect structure of rutile and this oxygen partial pressure analysis, we have 
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identified the likely candidate for oxygen diffusion under a clean (110) surface condition in rutile 
to be the lone (-2) oxygen interstitial diffusing via a kick-in kick-out mechanism. Lastly, we have 
identified a temperature dependence in the partial pressure dependence of our surface flux, F, 
that can be utilized to determine which surface reaction is the surface kinetic rate-limiting step. 
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Chapter 2: Defect equilibrium in rutile (110) titanium dioxide 
2.1 Introduction  
In modeling oxygen intermediate-mediated diffusion, it is necessary to estimate the 
defect concentrations in the studied system as inputs into the semiconductor process simulator, 
FLOOPS [1]. While Chapter 3 discusses the estimation of parameters that have not been well-
studied, defects, especially reducing defects such as Ti interstitials and O vacancies, have been 
extensively studied for titania due to the metal oxide’s proposed uses in photocatalysis and its 
use as a model transition metal oxide in defect chemistry [2-4]. Because our experiments are 
annealed for a prolonged amount of time to reach defect equilibrium, it is possible to use 
equilibrium defect concentrations as inputs into our process simulator. In addition, Chapter 1 
showed that defect equilibrium chemistry was essential in determining the partial pressure 
dependence of our mechanism. In this chapter, a literature survey of the standard Gibbs free 
energy of defect formation is presented. This survey will compare both experimentally 
determined defect formation enthalpies and the more recent defect formation studies that utilize 
ab initio density functional theory (DFT). Comparison of values from the two different methods 
suffers from various issues of reference states, and each method has its flaw in calculation. These 
will be described in detail, as well as the possible effects it will have in evaluating the state 
function values. A method to obtain the temperature and pressure dependence of equilibrium 
defect concentrations based on calculating the equilibrium constant for defect formation is then 
described. Finally, the aggregation of literature values for standard Gibbs free energy of defect 
formation is used to determine the most likely equilibrium concentration of defects at the 
experimental temperature and pressure range within which this work was conducted.  
52 
 
2.2 Calculation of equilibrium defect concentrations via the equilibrium reaction constant 
 The literature is surveyed for reported values of defect formation energies and enthalpies 
for the most likely charge of all point defects: Tii
4+
, Tii
3+
, VO
2+
, VTi
4-
, and Oi
x-
. There is a wide 
array of data for the first three defects, and less so for the oxidizing defects, VTi
4-
 and Oi
x-
, where 
almost if not all reported values for their formation energies come from DFT calculations. DFT 
and experimentally obtained standard Gibbs free energies of defect formation are calculated in 
different ways, and this requires some manipulation of the DFT data to properly compare and 
aggregate reported values from both types of sources. The origin of both experimental and DFT 
standard Gibbs free energies of defect formation, and the necessary transformations to arrive at 
values that are comparable is described in detail below. To aggregate the values obtained using 
many different methods with a degree of confidence, maximum likelihood estimation (MLE) that 
weighs each reported value based on a Gaussian error associated with it is applied to the standard 
Gibbs free energy of formation. While this method is useful in assigning confidence to the final 
estimated values, it does not account for systematic errors that are known to exist for DFT [5-8]. 
These pitfalls and what if any effect this has on our final ML estimated values are highlighted 
below. 
It is important to highlight one feature of the defect chemistry of our experiments that 
differs greatly from literature findings: we are in a system which we believe to be quenched of 
oxygen vacancies. As discussed in Chapter 1, observance of our exponential profiles suggest that 
oxygen vacancies, which has previously been considered the dominant defect in our pressure and 
temperature range, are at very low concentrations in our system because they are filled by 
oxygen interstitials during our annealing in 
16
O2 [9-11]. This not only allows us to ignore oxygen 
vacancies in the diffusion model, but it also affects the defect equilibrium conditions. We have 
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shown in Chapter 1 how this has dramatic effects on the pressure dependence of reduced titania’s 
electrical conductivity and oxygen interstitial concentration [12-14]. Below, we review the 
literature estimations of the VO
2+
 formation energy, but do not include it in the FLOOPS model 
or in the determination of the pressure dependence of Oi, due to pre-annealing vacancy 
quenching. In addition, we do not consider it in defining the electroneutrality condition. 
To understand the utilization of the Gibbs free energy of defect formation in obtaining 
equilibrium defect concentrations, we first briefly review the derivation of the equilibrium 
reaction constant from thermodynamics. We then show how to properly develop the governing 
reactions of defect equilibria in TiO2 using Kröger-Vink notation for the case of a 
nonstoichiometric oxide. Then, we show how reaction constants are applied to Kröger-Vink 
defect reactions. From these reaction constants, values for the equilibrium defect concentrations 
and carrier concentrations are easily solved for.  The derivation of reaction constants from 
thermodynamics is first explained briefly, and from there explicit derivation for the case of 
defect reactions in TiO2 is given, with emphasis on defining the standard state of for the given 
thermodynamic quantities. In addition we describe the differences in the calculations of defect 
formation energies in ab initio DFT calculations, which differ for the case of binary crystals 
markedly from the standard Kröger-Vink method. We explain how analogous thermodynamic 
values can be extracted from these values, but fundamental differences in the calculations that do 
not allow for side by side comparison of the values obtained from DFT with experimental 
literature. Despite this, direct comparison of the thermodynamic quantities is shown in the 
results. Some initial estimates of equilibrium defect concentrations are obtained by aggregating 
these thermodynamic quantities for DFT and experiment separately, using maximum likelihood 
estimation.   
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2.2.1 Standard Gibbs free energy and Equilibrium Reaction Constants: Review 
 Assuming no external forces present, i.e. in a closed system where only PV work is 
considered, the Gibbs fundamental equation can be written as: 
1
I
i i
i
dG VdP SdT dN

           (2.1) 
to describe the infinitesimal change in Gibbs free energy. Derived from the total differential of 
the Gibbs free energy of a chemical system from its natural variables (i.e. variables held 
constant) T,P, and Nj≠i. N is the number of particles of a species, i. Here we note that in the case 
of constant variable, for the solution of each chemical species, i, all other particle counts are held 
constant. μi represents the chemical potential of a species, which can be defined as  partial molar 
Gibbs free energy from the following equation: 
, , j i
i
i T P N
G
N





.          (2.2) 
Here, we note that we refer to it as a partial molar free energy but express the derivative with 
respect to the particle count to maintain concentration units in particle number and not moles. 
Under the case of constant temperature and pressure, which is often utilized in determining the 
chemical reaction equilibrium constant, Eq. 2.1, simplifies to: 
,
1
I
i iT P
i
dG dN

 .         (2.3) 
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Chemical equilibrium is reached when the thermodynamic potential is at a minimum. In a closed 
system under constant pressure, the appropriate thermodynamic potential to be minimized is the 
Gibbs free energy, G. It is defined at a minimum under the given conditions when: 
,
1
0
I
i iT P
i
dG dN

  .         (2.4) 
To apply this to a chemical reaction, one must consider the stoichiometric coefficients in 
such a reaction to properly solve for Eq. 2.4. Here we introduce the generic reaction: 
aA bB cC dD  .          (2.5) 
The products and reactants are denoted by capital letters and their stoichiometric coefficients are 
shown as undercase letters. These stoichiometric coefficients can be symbolized generically for 
the i-th species as νi and given the reaction coordinate, ξ, are defined as: 
i
i
N





.           (2.6) 
The reaction coordinate ξ represents the extent of a given reaction. Substitution of this definition 
into Eq. 2.4 then gives: 
,
1
0
I
i iT P
i
dG d 

  .         (2.7)  
This is the Gibbs-Duhem equation in the case of constant temperature and pressure. If we 
consider the case of Reaction 2.5, Eq. 2.7 would look like: 
,
0B DA CT P
dG a d b d c d d d                 (2.8) 
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Here, the products are expressed as a negative because the change in quantity of products will 
oppose that of the reactants. One can see now that the reaction coordinate cancels out and that we 
would get: 
 B DA C eqa b c d      .        (2.9) 
The chemical potential of a given species can be expressed as a function of temperature, the 
Boltzmann constant, kB, and chemical activity, ai, which is its effective concentration of a 
species, i,  in a mixture: 
lni i iBk T a   .         (2.10) 
Here, the superscript on the chemical potential denotes the chemical potential at a standard 
reference state where the activity is at unity. The activity is also referenced to this same state 
such that for a dilute solute in a solution’s activity can be expressed as the relative concentration 
of the species, [I]: 
 
 
i
I
I
a  .           (2.11a) 
For a gas under ideal gas law conditions, the activity can be similarly determined from the partial 
pressure, Pi: 
i
i
P
P
a  .           (2.11b) 
      
Substitution of Eqn. 2.10 into Eq. 2.9 and rearrangement yields: 
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ln
c d
DC
D B BC A a b
BA eq
a a
c d a b k T
a a
   
 
 
 
 
    .    (2.12) 
The left hand side of this equation translates to the standard Gibbs free energy of a reaction, 
ΔGr°: 
ln
c d
DC
r B a b
BA eq
a a
G k T
a a
 
 
 
 
    .        (2.13) 
It is important to note that this Gibbs free energy is defined very specifically for standard state 
conditions, which are normally 1 atm pressure and 25°C. At non-equilibrium conditions, the 
Gibbs free energy of reaction becomes: 
ln
c d
DC
r r B a b
BA
a a
G G k T
a a
 
 
 
 
   .       (2.14) 
Generic forms of Eqns. 2.13 and 2.14 would be: 
,lnr i i eqB
i
G k T a           (2.15a) 
and 
lnr r i iB
i
G G k T a    .        (2.15b) 
The equilibrium constant, Keq, is defined from Eq. 2.15a such that: 
exp ireq i
iB eq
G
K a
k T
   
   
  
  

     .      (2.16) 
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Furthermore, the standard Gibbs free energy of reaction can be further separated into its 
enthalpic and entropic components, ΔHr° and ΔSr° to yield the Van’t Hoff equation: 
 ln r req
B B
H S
K
k T k
 
  .         (2.17) 
Eq. 2.17 is often plotted as a function of 1/T such that ΔHr°/kB and ΔSr°/kB can be easily extracted 
from the slope and intercept, respectively. 
It is this reaction constant, Keq that is utilized in determining defect equilibrium 
concentrations in this analysis. In the next section, the method of defining defect formation 
reactions is given. The method of calculating the standard Gibbs free energy of defect formation 
follows with special care taken to properly outline the different reference states used. 
2.2.2 Kroger-Vink Reactions of Point Defect Formation in TiO2 
Recall that in Chapter 1, we outlined proposed Kröger-Vink notated defect formation 
reactions and their corresponding rate expressions. In writing equilibrium defect reactions, two 
rules must be maintained: the law of mass action and electroneutrality of the crystal [15]. 
Nominally, these say that the number of any atoms before and after reaction must remain the 
same, and that the species and that the crystal should remain electrically neutral. Kröger-Vink 
reactions explicitly define the lattice species (i.e. lattice oxygen and lattice metal in TiO2) as 
possible reactants and products of the reactions. Because TiO2 can exist as a nonstoichiometric 
oxide, we consider both the cases of oxygen deficiency/metal excess and oxygen excess/metal 
deficiency. While rutile favors oxygen deficiency, the formation of oxygen interstitials is being 
proposed in this work, and metal vacancies are known to exist in rutile [16]. Nonstoichiometry in 
a metal oxide is a function of temperature and pressure, and in general results in transfer of 
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crystal oxygen to gaseous oxygen or vice versa. For TiO2 all four types of defects are considered. 
In addition, in rutile TiO2 excess charge remains delocalized as free charge carriers in the 
conduction band, instead of remaining localized at a lattice site. Given this criteria, the formation 
reactions for each relevant defect are as follows: 
1
22
2
O O
O V e O  
         (2.18) 
2
2 3iTiOO Ti Ti e O
   
        (2.19) 
2
2 4iTiOO Ti Ti e O
   
        (2.20) 
2
4 2Ti OO V h O
            (2.21) 
1
22
x
iO O xh
 
          (2.22) 
Here, x, denotes the charge of the interstitial defect which can be from 0 to -2 [17]. In addition, 
there is the reaction for charge carrier generation: 
nil e h  .          (2.23) 
We are considering in all reactions that charge neutrality is maintained. 
The first three equations show the more common occurrence of oxygen deficiency in an 
oxide, either through the presence of oxygen vacancies in the oxygen lattice sites or through 
excess metal through formation of metal defects. Here we show two different verified charge 
states for the titanium interstitial [13]. To maintain the mass action law formation of interstitials 
must also coincide with the loss of two lattice oxygen to the gaseous phase. These produce 
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intrinsically n-type material and easily form at sub-atmospheric oxygen partial pressures [3, 18]. 
The latter two defects reactions produce holes in the system, and are thought to exist as the 
minority defects except at high oxygen partial pressures [16, 17, 19].  
These reaction equations will be used to determine the equilibrium concentrations of 
defects given a pressure and temperature by quantifying the equilibrium reaction constants from 
thermodynamics. These equilibrium reaction constants are usually expressed as functions of the 
standard Gibbs free energy. We will describe the derivation of the equilibrium reaction constant 
given in Section 2.2.1 for Eqns. 2.18 to 2.23 in the next section, and show how it is applied in 
experimental thermogravimetry and conductivity experiments.  In addition, we will show the 
difference of this derivation with that from DFT literature and describe a method to obtain 
analogous values from DFT that to the standard Gibbs free energy of defect formation.  
2.2.3 Standard Gibbs free energy of Defect Formation 
 For the purposes of simplicity, the derivation of the equilibrium rate constant and 
standard Gibbs free energy of formation will be shown for the case of the oxygen vacancy and 
then applied more generically to the rest of the defects at the end of this section. The Gibbs free 
energy of defect formation can be considered the excess energy required or produced from 
creating one defect. For the oxygen vacancy that is known to be doubly charged, the reaction 
under Kröger-Vink notation was given in Eq. 2.18: 
1
22
2
O O
O V e O   .         (2.18) 
 Kröger-Vink notation requires that the crystal lattice be shown as a reactant, but there is a pitfall 
in writing it as such when developing an equilibrium constant: proper thermodynamic definition 
of the chemical potential from Eq. 2.2 requires that all of the species particle numbers, Ni, must 
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be independent of the other. Kröger worked around this by defining a virtual chemical potential, 
ζ, for a structural element, e.g. a vacancy or lattice atom, that can be similarly related to activity 
in the following way: 
lni i iBk T a    [15].         (2.24) 
 Because this virtual chemical potential is defined the same for a filled lattice space or vacancy, 
in the case of Eq. 2.18, the non-defined standard chemical potential, ζi°, will cancel out in 
calculation of real defect systems. Similarly, for the case of the interstitial, because one must also 
technically account for the ‘vacant’ interstitial site in defining interstitial formation, the standard 
virtual chemical potential for interstitials would also cancel out.  
Given this, we denote the virtual chemical potentials in writing out Eq. 2.7 for the oxygen 
vacancy case, with the caveat that ζ Vo●●° is the same for its converse structural element ζOo°: 
2,
1
2 0
2O O eO OVT P
dG d d d d             .     (2.25)  
Solution for the standard Gibbs free energy of formation follows from Eq. 2.15a: 
 
2
1
2 2
, ,,,
exp
OO
O
e eq O eqV eqr V
B
O
a a aG
k T a
 
       
   
         

  .     (2.26) 
We note the lack of equilibrium subscript for the lattice oxygen because under the dilute system 
assumption, which is true for defect structures, this should remain virtually constant.  
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The activities of constituents must now be defined, based on the ‘standard state’ utilized 
for defect reaction. The standard state is defined such that the lattice atoms, i.e. OO and TiTi have 
unity activity, usually under IUPAC requirements at 25°C, 1 atm pressure: 
1
TiO TiO
a a  .          (2.27) 
Because this is defined as the standard state, all defect activities would be referenced to the 
lattice atoms such that for the oxygen vacancy: 
O
O
V
O
V
a
O

 
 
 
 
 .          (2.28) 
For oxygen gas, one can apply Eq. 2.15b under ideal gas assumptions: 
2
2
O
O
P
a
P
 .           (2.29)  
As previously defined, standard state pressure is at 1 atm. Lastly, for the case of the electron 
potential, TiO2 exists as a semiconductor that supports both ionic and covalent bonding. Given 
that in rutile electrons and holes are considered to be delocalized, electrons and holes are shown 
as individual constituents instead of as ionic charge carriers attached to either the lattice atoms or 
ionic interstitials. Standard state conditions for the electron are defined in semiconductor 
literature at the conduction band edge, EC, under the defined electron density of states, NC; for 
holes standard state is at the valence band maximum, EV, under the similar hole density of states, 
NV [20]. Both electron and hole standard state concentrations are defined by: 
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3
2*
,
, 2
2
2 Be h
C V
m k T
N
h
 
 
 
 
          (2.30) 
where the density of states is a function of the effective mass, m* of electrons and holes for NC 
and NV respectively, and h is Planck’s constant. The literature values for m*e and m*h are 
agglomerated and estimated in Appendix F. The electronic potential is by convention defined by 
the Fermi level, EF. By convention, EF, EC, and EV are all referenced to EV such that EV = 0. 
Because standard state of the electron is set to EC, the electron activity can then be calculated 
using the formula: 
FC
B
E E
k T
C
n
e
N


 .          (2.31a) 
The hole chemical potential is expressed by the negative of the Fermi level, thus producing the 
formula for hole activity: 
F V
B
E E
k T
V
p
e
N


 .          (2.31b) 
The product of the standard state chemical potentials is commonly referred to as the 
semiconductor band gap, EG:  
VG C
E E E  .          (2.32) 
 Now that all standard states and activities have been defined for Eq. 2.26, it is possible to 
express the Gibbs free energy of formation as a function of constituent normalized 
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concentrations, and also define the equilibrium constant. For the solution for Eq. 2.26, the Gibbs 
free energy of oxygen vacancy reaction formation becomes: 
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
   .    (2.33) 
The activity of OO is not shown because it is equal to unity. Similar equations can be written for 
the remaining defect reactions described in Eq. 2.19-Eq.2.22: 
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We consider several charges (0 to -2) in this analysis for oxygen interstitials.  The effective 
equilibrium constant for the reaction given in Eq. 2.23 can be solved by taking the product of Eq. 
2.31a and 2.31b: 
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 
 
 
 
   .        (2.38) 
Lastly, there is one remaining equation that must be defined for accurate description of the defect 
chemistry in rutile: the electroneutrality condition. Here, the sum of all electron donors and 
electrons must equal that of all electron acceptors and holes: 
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Ti Ti V n x O V p    
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      .   (2.39) 
More generally, the electroneutrality condition is given by: 
q qD n D p    
   
    ,        (2.40) 
where D
q+
 are donor defects and D
q-
 are acceptor defects. 
2.2.3.1 Experimental formation enthalpies and entropies 
 Most of the experimental reports that are shown in the results section determine the 
reaction kinetics in one (or both) of two ways: using conductivity measurements or 
thermogravimetry. For thermogravimetry, the weight loss of the crystal is measured under 
varying temperatures and oxygen partial pressures. The experiments are all done under 
atmospheric conditions and partial pressure is modified by creating mixtures with other gases, 
often CO2. Weight loss of the crystal serves as a measure of oxygen loss in the rutile crystal. 
Because a measureable amount of loss is required, experiments are done at very elevated 
temperatures, much like the annealing experiments done in this laboratory. The temperatures of 
each literature source will be shown in the results section. Conductivity measurements are done 
such that a four point d.c. set-up is utilized under varying temperature and pressure conditions 
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much like thermogravimetry experiments. Partial pressures are attained as mixtures with 
different gases at atmosphere, and equilibrium is determined by the conductivity stabilizing over 
several minutes. Conductivity, σ, is directly proportional to the electron carrier concentration, n. 
Measurements also have to be done at very high temperatures, usually above 1000K. Based on 
the partial pressure of dependence of σ, one can determine the majority defect reaction as was 
shown in Chapter 1 of this thesis. Relations of the equilibrium constant for the defects, KDq,eq, are 
made to σ.  
 The methods discussed above utilize the Van’t Hoff plot using Eq. 2.17 to obtain ΔHr,Dq° 
and ΔSr,Dq° from the slope and intercept, respectively: 
  , , ,,ln
q q q
q
r D r D r D
D eq
B B B
G H S
K
k T k T k
  
   .     (2.41) 
All of these experimental methods are done at varying temperatures, but because standard state 
conditions at 25C would yield almost no measurable changes in conductivity or weight, none of 
these experiments are done even close to standard state conditions. One of the assumptions made 
in using the Van’t Hoff equation is that the both ΔHr,Dq° and ΔSr,Dq° are treated as constants as a 
function of temperature. In truth, both of these factors are actually only assumed constant at 
varying temperature when ΔT is relatively small. In most conditions, one must apply the relation 
of enthalpy and entropy to the specific heat capacity (at constant pressure), CP. 
The temperature dependence of enthalpy is defined at constant pressure as: 
 P
P
H
C T
T
 
  
 



.          (2.42) 
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Under small temperature changes one would expect CP to be constant and small enough to 
induce small changes in H.  Indeed, most of the experimental data suggests that the Van’t Hoff 
plot has minimal curvature, suggesting that there is little temperature dependence in the enthalpy 
due to heat capacity. Unfortunately, none of the experimental measurements are done at a 
temperature close enough to standard state at 25C to show if the Van’t Hoff plot retains its 
linearity throughout a much larger temperature range. In fact, over a temperature range of 
1000C or more one would expect to see some variations in H.  
 Additionally, entropy under constant pressure conditions also has a temperature 
dependence given by the following: 
 P
P
C TS
T T
 
  
 



.          (2.43) 
Similar approximation issues hold in estimating the entropy as a constant under varying 
temperatures.  
 It may be possible to account for this by changing the standard state conditions to be 
closer to the temperature of measurement. Recall that from Eqns. 2.12 and 2.13 that the standard 
Gibbs free energy can also be quantified as the summation of standard chemical potentials of the 
reactants and products in a given reaction: 
r i i
i
G v   .          (2.44a) 
Thus, Eq. 2.44a could be combined with Eq. 2.15a to arrive at the following:  
,lnr i i i i eqB
i i
G v k T a            (2.44b) 
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 Taking the example utilized for the oxygen vacancy, Eq. 2.44a can be written out as: 
2
2
1
2 2
, ( )
1
2 ln
2 OO O
OO
BC Or V V O g
CO
PV n
G E k T
N PO
   

 
    
     
     
     
 
       . (2.45) 
where all concentrations on the right-hand side are at equilibrium.  
Because the virtual standard chemical potential (Eq. (2.24)) of the vacancy and lattice oxygen are 
in fact one in the same, one could then reduce the left-hand side of the equation further to give: 
2, ( )
1
2
2O Cr V O g
G E   .         (2.46) 
Note that any temperature dependence connected with the thermodynamic properties of the solid 
(through [VO

] or [OO]) cancel out in Eq. 2.45. 
For oxygen, the enthalpic and entropic contributions of the standard chemical potentials 
for most substances are reported in NIST-JANAF tables [21]. For example, it is possible to 
extract both the entropic and enthalpic values for μO2(g)° at varying temperatures using the tables 
to adjust for the oxygen gas potential in ΔGr,Vo●●°. This will be shown in the results section 
below. Essentially though, the CP dependence in Eqns. 2.42-2.43 are already embedded within 
the NIST-JANAF tables for enthalpy and entropy. The tables list ΔHO2(T)- ΔHO2° and ΔSO2(T)- 
ΔSO2° to solve for μO2(g)(T) to obtain: 
     
2 2 2 2 2( ) ( ) ( ) ( ) ( )O g O g O g O g O g
T H T H T S T S   
 
    .     (2.47) 
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NIST-JANAF tables reference at 1 atm, 298K. However, the data in those tables can be 
employed to redefine a standard state as a basis for analyzing experimental defect data.  In the 
present work, we have chosen 1400K as that new standard state temperature, as that is a typical 
temperature of the defect experiments.  Formation energies determined in those experiments are 
therefore obtained directly at this new standard state, and need no further manipulation. 
 For electrons and holes, standard states are typically defined respectively at the 
conduction band minimum EC and valence band maximum EV.  This fact can be seen from Eqs. 
2.31a and b, where the activities n/NC and p/NV go to unity at EF = EC or EV, respectively. Since 
EF and EC are typically defined with respect to EV, temperature variations in the absolute 
positions of EV are not important.  However, the temperature variation of EC with respect to EV is 
important, and is given by EG.  EF is typically more responsive to the carrier concentration than 
to temperature, so its temperature variation can be neglected. For TiO2, the band gap temperature 
dependence is linear and is given by: 
  298G KE E T  .         (2.48) 
The temperature coefficient, β, used is 6x10-4 eV/K [22, 23]. Additionally, the value for the band 
gap at room temperature utilized is 3.03 eV [24]. This value was chosen because the temperature 
range and structure (single crystal) were closest to this experimental work. This temperature 
dependence of EG is applied in two ways: one in which the band gap is adjusted in solving for 
carrier concentration using Eq. 2.38, and again in resetting the standard state in the 
experimentally-derived standard Gibbs free energies of formation from Eqns. 2.44a-b.   
 Because the values obtained are from a wide range of temperature conditions, exactly 
quantifying the contributions that are understood is difficult when only one value of ΔHr,Dq° and 
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ΔSr,Dq° are extracted per defect. Instead, we discuss the range of possible temperature errors in 
the results section just to highlight some of the systematic errors expected in the experimental 
literature. Despite this, the original literature values are still employed in MLE. Additionally, a 
pressure dependence in the equilibrium constant may exist, but should not affect the results that 
are obtained under atmospheric conditions.  
2.2.3.2 DFT Total Formation Energies of Defect Formation 
 DFT literature on defect formation energies varies greatly from the classical formalism 
for the standard Gibbs free energy of the defect reactions given in Eq. 2.18 – 2.22. In general, 
DFT papers calculate the defect formation energies, not at some standard state but in general as 
internal energy, U, given by the following thermodynamic equation: 
G U TS PV   .          (2.49a) 
Some DFT analyses instead focus on the enthalpy of formation, which is defined as a function of 
internal energy by: 
H U PV  .          (2.49b) 
Regardless of the formulation, all of the defect formation energies neglect any PV work formed 
from creating one defect in a supercell of the crystal. In addition, entropic contributions are 
almost always neglected in total energy calculations [25, 26]. The entropic term considered in 
defect formation energies is wholly due to vibrational contributions; quantum calculations often 
do not calculate the phonon spectrum and thus cannot quantify the vibrational entropy. Most 
DFT papers justify this omission by suggesting that the vibrational entropy should be nominally 
the same for each defect, thus making comparison of defects within the system relatively correct. 
This suffers though when actual concentration values are being considered, and being compared 
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to other methods which do consider entropic effects, such as the experimental reports discussed 
below.  
 Others in this laboratory have explored the vibrational entropy contribution for most 
semiconductors [27]. They find that the entropic terms tend to be nontrivial and positive. Several 
of the papers in this review find vibrational entropy values between 6 kB and 11 kB, which 
nominally translates to nearly 1 eV change in calculating the Gibbs free energy of formation at 
1000K (typical semiconductor processing temperatures) [28-30]. Thus, one would expect that in 
general, DFT papers would have higher defect formation energies than their experimental 
counterparts.  
 In general then, it is only the total internal energy of defect formation, U, that is 
considered in DFT. Formation energies from DFT are calculated using periodic supercells at 0K. 
When calculating the difference in energies between the defected and undefected supercells, the 
supercells need to contain equal number of “particles” (atoms, electrons). The formulation used 
in determining the total energy of defect formation, ΔUf,Dq, follows as: 
22
, ,q q V FTiOf D TiO D
U U U q E E n   
    
      
       .   (2.50) 
The first term describes the difference in total energy of the supercell with the defect, UTiO2,Dq, 
and the supercell of the perfect crystal, UTiO2. The latter two terms are associated with the 
chemical potentials of the electrons or holes formed, and the atoms, α, removed (nα = +1) or 
added (nα = -1) to the supercell. EV=0 and will thus be excluded from further equations. 
  As an example, the formation of an oxygen vacancy can be schematically shown as:  
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An oxygen vacancy is created by pulling out an oxygen atom from a perfect lattice and adding it 
to a reservoir with chemical potential ΔμO. That reservoir is usually chosen in DFT papers to be 
gas at 1 atm and 0K, such that:  
2( )
1
2O O g
   .         (2.51) 
This state is hypothetical, as most substances are either solids or liquids at 0K.  But at 1 atm, the 
O2 behaves as an ideal gas [31].  This differs from the standard states proposed above, which are 
at 298K and 1 atm. The oxygen vacancy is then charged by pulling out two electrons and 
depositing it to an electron reservoir with an average energy, EF, the Fermi level. Much like the 
analysis above, for electrons the standard electronic potential for an electron is taken to be that of 
the conduction band minimum, EC. For holes, it is at the valence band maximum, EV. 
Unfortunately, DFT literature does not do a good job in defining the standard state associated 
with the defective and perfect supercell. While it may be in fact the perfect supercell at 0K, this 
is rarely explicitly addressed in most papers. 
TiO2 Perfect 
crystal 
TiO2 
VO
+2 
ΔμO 
EF 
O 
2e- 
Figure 2.1 Schematic of oxygen vacancy formation as proposed by DFT literature 
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 While there seems to be certain parallels between the DFT defect formation energies and 
the analysis described in the first part of this section, one difference that is apparent is that the 
defect reaction described by DFT analysis is different those in Eqns. 2.18-2.22. An equation that 
would describe the depiction of oxygen vacancy formation in Fig. 1 would be as follows: 
     2 2 2( )
1
2
2O gperfect V
TiO TiO e O

   .      (2.52) 
Despite this parallel equation, it is important to establish that the formula given in Eq. 2.50 is a 
total defect formation energy that is not the same as the standard energy of formation reaction 
that can solve for the equilibrium constant. This is evident in the fact that if one were to apply 
Eq. 2.50 to solve for the left-hand side of Eq. 2.33, one would find that any actual adjustment to 
the oxygen or electronic potential would lead to commensurate adjustments to the right hand side 
of the equation that solves for the two activities. This is because the defect formation energy 
solved at varying EF or μO2 is in fact not a fixed standard state value like that described in Eq. 
2.33. 
 From Eq. 2.52, it is still possible to find an approximate standard state Gibbs free energy 
of defect formation that is analogous to Eq. 2.33. If we consider the standard states given for the 
oxygen gas and for the electron/holes, for vacancies one would get the following analogous 
equation for standard Gibbs free energy of defect formation reaction: 
22 2, , ( )
1
2
2O O TiO Cr V TiO V O gDFT
G U U E           
     .    (2.53) 
This value can be input into the left-hand side of Eq. 2.33 for the value of ΔGr,Vo●●° for solution 
of [VO
2+
] as a function of temperature and pressure. For reference, we substitute Eq. 2.53 back 
74 
 
into Eq. 2.50 to show what the standard Gibbs free energy of defect formation represents in 
relation to the DFT total formation energies, ΔUf:: 
 
2,, ( )
1
2 ,
2O O FCV r Vf O gDFT
U G E E T P        
       .   (2.54) 
 
 As highlighted previously, the discrepancies that do not allow for direct comparison between 
experiments and DFT are as follows: 
 Vibrational entropy is not calculated. At 1000K, this can be up to 1 eV difference in 
ΔGr,Dq° in some semiconductors. [27] 
 PV work is neglected. 
 Standard state is taken at 0K.  
 Standard state for the defective and perfect supercell is undefined. 
For the case of metal defects, one obvious discrepancy between the DFT literature and the 
reactions given in Eq. 2.18-2.20 are that oxygen gas does not explicitly show up in the 
formulation given in Eq. 2.50. The chemical potential for the metal can be related to the oxygen 
chemical potential via the following relation: 
2
2   Ti O TiO .          (2.55) 
All of the DFT literature tabulated in the results section consider the titanium defect formation 
energies as a function of oxygen potential. Substitution of Eq. 2.51 into Eq. 2.55 would give: 
2 2( )Ti TiO O g
    .         (2.56) 
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From here, equations for the standard Gibbs free energy of defect reaction for the rest of the 
defects can be written: 
2 22 2, , ( )
3
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These equations, along with Eq. 2.53 can be inserted into Eqns. 2.33 – 2.37 for solution of the 
equilibrium constant, and the equilibrium defect concentrations as a function of pressure, 
temperature, and electron concentration. For the DFT analysis, Eqns. 2.38 and 2.39 for 
calculation of the band gap and electroneutrality condition still apply.  
It is important to note that given the electroneutrality condition in Eq. 2.39, this analysis 
considers point defects to be the only contributors to the carrier concentration in rutile. This 
assumption would not be true for cases of doped materials. For undoped rutile, Eq. 2.39 may not 
be accurate as some experimental evidence suggests that defect clusters or even extended defects 
of Ti interstitials may form in rutile upon extended and repeated anneals [32, 33]. These larger 
defects can in turn contribute to the carrier concentration. Because there are little means of easily 
quantifying what type of contribution this has to the rutile system, we neglect these effects.  
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 A fundamental issue in DFT reports is the fact that two commonly used approximations, 
LDA and GGA, typically underestimate the band gap [5-8]. Often, corrections are applied to 
compensate for this underestimation, but these corrections are often parameter fits to measured 
band gaps. This band gap issue is thought to affect parameters that depend strongly on charge 
[26], such as the defect formation energies discussed here. We will highlight the band gap 
calculated in each report and any observable trends to the defect formation enthalpies. Next, we 
consider the calculations used in experimentally obtained defect formation enthalpies.  
2.2.4 Maximum likelihood estimation of defect formation energies 
The main motivation of tabulating all of the known literature on standard Gibbs free 
energy of defect formation is to solve for the equilibrium concentration of defects at the pressure 
and temperature conditions of the tracer diffusion experiments conducted by this laboratory. It 
becomes necessary then to aggregate the values tabulated to arrive at one mean value for the 
concentration data. For the purposes of this work, only the experimental energies are considered 
applicable as the standard state conditions and referencing of DFT is not completely understood. 
In the results section though, we do compare what the aggregate standard Gibbs free energy of 
defect formation would be if only experimental data and only DFT considered.  
Rigorous estimation is employed to utilize literature values to avoid arbitrary choice in 
mean parameter value estimation  [34]. Maximum likelihood (ML) estimation allows for the 
aggregation of literature values for these parameters from many different sources. It finds the 
most ‘likely’ value, ӯ, and computes the uncertainty from this value by the minimization of the 
objective function: 
    
2
i i
i
y w y y            (2.61) 
77 
 
yi is the parameter value for a given literature source, i, and wi is a weighting factor based on the 
reported error: 
2
1
i
i
w

            (2.62) 
where σi is the reported standard deviation. The solution for the maximum likelihood value for a 
parameter is then: 
i i
i
i
i
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

           (2.63) 
To obtain the error of the ML estimated term, we apply the reverse procedure in Eq. 2.62 to get: 
2 1
i
i
w
 

           (2.64) 
It is important to note that ML estimation assumes a Gaussian distribution of error and 
does not consider pathological systematic issues with different experimental or computational 
techniques. This caveat is important to note especially because we do use density functional 
theory (DFT) estimations for some formation enthalpy values, which is known to often 
underestimate band gap energies. In addition, DFT reports very seldom report such a type of 
error associated with it. We find that none of the DFT literature we discuss below report errors 
for their formation energy calculations. If we apply ML to DFT reports assuming that all reports 
have equal errors, the maximum likelihood calculated value simply represents the arithmetic 
mean. As to not portray a uncharacteristically low DFT error, we instead use a standard deviation 
from linear squares fitting instead of applying Eq. 2.64 for the DFT error.  
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Lastly, some of the experimental reports have unbelievably low errors associated with 
their calculation. To not skew MLE values towards this one literature source, we apply a 
weighting term to that value that is the MLE error from Eq. 2.64 of the other literature sources 
that do have reasonable reported error values. 
2.2.5 Defect and Carrier Concentration from standard Gibbs free energy of formation and 
equilibrium constants 
 The goal of determining the standard Gibbs free energy of defect formation is to obtain 
equilibrium constants for all defects and charge carriers to solve for the defect and charge carrier 
concentrations as a function of temperature and pressure. The equilibrium constants from Eqn. 
2.33 – 2.38 and the electroneutrality condition given in Eq. 2.39, have been obtained from 
experiments and DFT using a standard Gibbs free energy, enthalpy, and entropy of defect 
formation. In the previous section, a method to obtain one estimate for each thermodynamic 
value from a spread of experimental and DFT literature using maximum likelihood estimation 
(MLE) was described. The values from this estimation were inputted into a MATLAB code that 
included all the following equations.  
In the results section, defect equilibrium and carrier concentrations were calculated under 
three different scenarios: only experimental thermodynamic values were inputted and all defects 
but VTi
4-
 were considered, only DFT thermodynamic values were inputted and all defects but 
VTi
4-
 were considered, and only experimental thermodynamic values were inputted and all 
defects but VTi
4-
  and VO
2+
 were considered. This last condition is what is eventually 
implemented in the FLOOPS model. In Chapter 1, we described the proposed equilibrium where 
oxygen vacancies are effectively quenched by oxygen interstitials in a pre-anneal where +4 
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titanium interstitials are the dominant defect. Section 2.3.1 will describe the motivation to 
neglect VTi
4-
.   The method of calculation is as follows: 
 Estimate standard Gibbs free energy of defect formation (DFT) or standard enthalpy and 
standard enthalpy of defect formation (experiment) from MLE. DFT values for the 
standard Gibbs free energy of formation (ΔG°r,Dq,DFT) are given in Eqns. 2.53, 2.57-2.60 
at 0K conditions, and at the conduction or valence band edges for donor or acceptor 
defects, respectively. Experimental literature reports the components of  ΔG°r,Dq,expt, 
ΔH°r,Dq,expt and ΔS°r,Dq,expt, which can be inputted into Eq. 2.41 for correct comparison to 
ΔG°r,Dq,DFT. Experimental values are not adjusted for temperature-dependent corrections 
described in Section 2.2.3.1.  
 Use the relationship between ΔG°r,Dq and Keq,Dq given in Eq. 2.41 to find a solution for all 
of the equilibrium constants.  
 Solve for carrier equilibrium constant using Eqn. 2.38, 2.30 to 2.32. The band gap is 
adjusted at each temperature using Eq. 2.48.  
 Use MATLAB solver to solve for n/NC using electroneutrality condition given by Eq. 
2.39. Eqns. 2.33 to 2.38 are rearranged to solve for all of the concentrations to the 
following: 
2
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Eqns 2.65 – 2.70 are directly inputted into the electroneutrality condition in Eq. 2.39. 
 With n/NC solved for at a given temperature and pressure, Eqns. 2.62 to 2.67 are used to 
solve for all defect concentrations [D
q
] and p. Solutions for these values for a range of 
temperature and pressures is given in Appendix. C. 
The temperature and pressure trends for defect and carrier concentrations are analyzed in Section 
2.3.2 and specifically for oxygen interstitials in 2.3.3.  
2.3 Results and discussion 
The literature survey of both experimental and DFT calculated defect equilibrium 
concentration formulas in the form of defect enthalpies and entropies is reported. After applying 
the actual calculations into our experimental temperature and pressure ranges, the DFT results 
are compared with the experimental literature. Lastly, the oxygen interstitial concentration is 
discussed in detail. The literature suggests that oxygen interstitials under slightly reduced 
conditions exist in significantly lower concentrations than the oxygen vacancy [11]. We suggest 
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below that it is due to differences in experimental conditions applied in this laboratory to most of 
the reported literature on defect chemistry in rutile.  
MLE is applied separately to DFT and experimental data in the Section 2.3.1. No 
adjustments are taken for the experimental data being taken at conditions significantly different 
than standard state. The MLE data for the DFT and experiments are compared in Section 2.3.2 
and 2.3.3 in context to carrier concentration and oxygen interstitial concentration. It must be 
noted that although we discuss oxygen vacancies in the system because most literature suggests 
it is one of two major defects in reduced TiO2, experiments done in this laboratory suggest that 
vacancies are effectively quenched by oxygen interstitials during the pre-anneal equilibration 
step (Chapter 1). Therefore, equilibrium concentration data for oxygen interstitials without 
oxygen vacancies in the system are also shown in Section 2.3.3. 
2.3.1 Literature aggregation of standard Gibbs free energy of defect formation 
In compiling literature information on defect concentrations, we aggregate separately the 
experimentally obtained standard formation enthalpies and entropies, and DFT-derived standard 
Gibbs free energy of formation. Experiments often separate the enthalpic and entropic 
contributions, and thus we report both values. Since the focus of obtaining the equilibrium 
constant requires the standard Gibbs free energy of formation, we solve for this ΔGrDq° at a 
representative temperature, 1000K from the ML estimate for ΔHrDq° and ΔSrDq°. In addition, the 
DFT derived ΔGrDq° are tabulated separately because of the discrepancies described in Section 
2.2.3.2. Eqns. 2.33 to 2.40 are then utilized to solve for the equilibrium concentrations at 
pressures and temperatures similar to the tracer diffusion studied in this thesis. The MATLAB 
program written to solve for these defect concentrations is shown in Appendix E.3.   In Section 
2.3.2, comparisons of the equilibrium defect concentrations are made between the two sources of 
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calculations. It is important to note that under the clean surface conditions explored in this thesis, 
we do not believe oxygen vacancies exist at the concentrations determined from equilibrium 
studies tabulated in this chapter. The effect of this on the other remaining defect equilibrium 
concentrations is shown in Section 2.3.2.  
All of the experimentally obtained formation enthalpies and entropies discussed next 
have been previously compiled by others in this laboratory [35]. Error bars for the formation 
enthalpies were extracted from the literature, but not for the formation entropies. In addition, 
only one DFT calculation reports a Gaussian error associated with their calculations [36].  It is 
assumed that all DFT reports have this same error associated with their calculations, ignoring 
any systematic errors in the calculations due to other factors. MLE values for the formation 
entropies are agglomerated by assuming same errors, essentially extracting an arithmetic mean 
because no errors are given for entropy data. In general, only Ti interstitials and O vacancies are 
explored experimentally, except for one report on titanium vacancies [37]. There are no 
experimental reports that measure oxygen interstitials in rutile.   
As noted in Section 2.2.3.1, one of the sources of error in the experimental literature is 
that none of these papers consider the temperature dependence in ΔHrDq° and ΔSrDq° described by 
Eqns. 2.42 and 2.43. Given the definition of the ΔGr° as the summation of the constituent 
standard chemical potentials in Eq. 2.44, it is possible to write for the oxygen vacancy case: 
2, ( )
1
2 OO O C Or V V O g
G E        .       (2.62) 
As noted in Section 2.2.3.1, NIST-JANAF tables separate the standard potentials into its 
enthalpic and entropic components as a function of temperature and pressure [21]. Under 
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atmospheric pressure, it is possible to plot the enthalpic and entropic components, as well as the 
total change in μO2° as a function of temperature. In Figure 2.2, this is shown from room 
temperature to the temperatures that the experimental literature was taken at. Because most of 
the experimental literature is conducted between 1000 and 1800K, we choose a temperature at 
1400K. One can see that the entropy term decreases μO2(T) almost double the amount the 
enthalpy term increases μO2(T). This leads to an overall decrease in the oxygen chemical 
potential with higher temperature. Given this, the μO2° term in Eq. 2.63 at 1400K would be about 
0.15 eV lower than at room temperature. Nominally, one would expect then on average (given at 
1400K) that ΔGr,Vo●●°  reported in the literature is 0.15 eV smaller than that at actual standard 
state conditions from oxygen potential effects. From Eq. 2.53, this oxygen potential temperature 
error would double for the standard Gibbs free energy of formation of titanium interstitial 
defects, and would lead to an increase in standard Gibbs free energy for oxygen interstitials and 
titanium vacancies of around 0.15 eV and 0.3 eV respectively. In addition, the temperature effect 
of the standard band gap is given by Eq. 2.48. This roughly translates to an additional 0.7 eV/q 
lower ΔGr,Dq° then would be at standard state. 
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Figure 2.2 Variation in oxygen gas chemical potential from NIST-JANAF tables as a 
function of temperature. Enthalpic and entropic contributions are shown alongside 
chemical potential. [21] 
While it is clear now that the temperature error for experimentally obtained standard 
enthalpy and entropy of reaction is nontrivial, this systematic error is not accounted for in the 
actual MLE values below. We chose to neglect these errors because the enthalpy and entropy 
values were fitted to a wide range in temperatures (up to 500K) Analogous temperature error 
contributions would be expected in DFT results, given that standard state is usually defined at 
0K.  
Additionally, we expect DFT values to be higher than experimental because they do not 
include a vibrational entropy term in them. As noted in Section 2.2.3.2, DFT formation energies 
are expected to gain on the order 1 eV from this addition at 1000K.  
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2.3.1.1 Ti
4+
 interstitials 
The Tii
4+
 defect has been described in the literature, and in general titanium interstitials 
are thought to exist as a dominant defect at lower pressures and higher temperatures [13, 14]. For 
the formation energy for Ti interstitials, there have been numerous DFT studies in the past five 
years using different DFT methods and corrections [19, 36, 38-40]. Because some of these DFT 
reports do not consider the charge of the defects, we do not consider them in the scope of this 
work. In addition, there are several experimental results that are over 30 years old that report 
energy values to obtain the equilibrium constant, KTii4+,eq  [3, 12, 13, 41, 42]. All of these sources 
are listed below in Table 2.1 and Table 2.2 with reference to their experimental or DFT method, 
temperature and pressure for experimental literature, and their reported value for standard 
enthalpies and entropies or Gibbs free energy for Tii
4+ 
formation reaction.  For comparison a 
ΔGr° of 8.29 eV for Tii
4+
 is calculated at 1000K for the MLE experimental values. The error of 
the DFT value does not come from Eq. 2.64, and instead is just a standard deviation term for 
least-square fitting. From the discussion above, both this value and the MLE value from DFT are 
expected to be overestimated. In general, though, the DFT value that most closely matches it is 
one in which the band gap is well estimated [39].  
Unfortunately, many of the listed DFT reports suffer from a problem that is well-known 
in DFT, the underestimation of the band gap [5-8]. Often, corrections are applied to compensate 
for this, but these are often arbitrary and essentially a fitted parameter to measured band gaps. 
This band gap issue is thought to affect parameters that are strongly dependent on charge, such 
as the defect formation energies. In general, newer DFT reports tend to more accurately 
reproduce the value of the band gap [39, 40]. Interestingly, for Ti
4+
 interstitials the reports that 
more closely estimate the band gap report a lower formation energy. Lee et al. and Mattioli et al. 
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estimate the band gap the best, at 3.1 eV and 2.7 eV respectively and predict a formation 
enthalpy similar to experiments [39, 40]. In contrast, all the other DFT reports have a band gap at 
2.0 eV or less or use methods known to underestimate the band gap (LDA, GGA) and predict a 
higher formation enthalpy for Tii
4+ 
[5, 19, 38, 39]. Surprisingly, similar trends do not hold for 
VO
2+
 formation enthalpies.   
Table 2.1 Experimentally-determined standard* formation enthalpy and entropy of Tii
4+
 
Paper Method Temp. (K) Press. (atm) ΔSr° (eV/K) ΔHr° (eV) 
Kofstad [3] Thermogravimetry 1200 - 1500 10
-17 – 1 atm 
O2, 1 atm tot 
2.47x10
-3 
10.62±1.44 
Marucco 
[42] 
Thermogravimetry, 
Conductivity 
1073 - 1373 10
-20 – 1 atm 
O2, 1 atm tot 
2.29x10
-3 
10.13±0.39 
Blumenthal  
[13] 
Conductivity 1273 – 1773 10-15 – 1 atm 
O2, 1 atm tot. 
 10.67±0.45 
Blumenthal 
[12] 
 n/a 1273 – 1773 10-15 – 1 atm 
O2, 1 atm tot. 
 10.80±0.20 
Akse [41] Diffusion 
experiments using 
mass variation 
1273 - 1373 10
-18
-0.2 atm 
O2, 1 atm tot 
 11.98±1.87 
ML: ΔGr° (eV) @1000K =  
8.29 eV 
(2.38±0.13) 
x10
-3
 
10.67±0.16 
* Standard state: ~1400K, 1 atm. EF = EC   
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Table 2.2 DFT standard* formation energy of Tii
4+
 
Paper Method ΔGr° (eV) 
Lee [39] Screen-exchanged (sX) hybrid density functional  8.62 
Iddir [38] GGA, Perdew-Wang parameterization  12.13 
Mattioli 
[40] 
LSD-GGA+U correction 10.38 
Peng [36] LDA-PAW 11.59±0.40 
Li [19]* GGA-PBE, ΔV correction 12.18 
ML: 11.38±1.52  
* Standard state: 0K, 1 atm EF=EC.  
2.3.1.2 Ti
3+
 Interstitials 
 In general, Tii
3+
 defects are thought to dominate at very high temperatures and low 
pressures [14, 19]. Table 2.2 also highlights that DFT predicts a significantly higher formation 
enthalpy for Tii
3+
 than experimental reports do. In general, all the reported values for Tii
3+ 
standard formation reaction enthalpies and entropies come from reports that also consider the +4 
Ti interstitial. The ΔGr° value calculated from experimental MLE is 7.51 eV. While this value 
suggests that the +3 interstitial is more stable than the +4 Ti interstitial, the standard Gibbs free 
energy of formation reported is in fact not an indicator of the equilibrium constant. In fact, [Tii
3+
] 
is significantly less than [Tii
4+
] for all scenarios discussed within this work. Results of this will 
be shown below, and in the concentration tables provided in Appendix C. This is significantly 
lower than any of the DFT values, though again Lee et al. is closest in free energy estimation 
[39]. 
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Table 2.3 Experimentally-determined standard* formation enthalpy and entropy of Tii
3+ 
Paper Method Temp. (K) Press. (atm) ΔSr° (eV/K) ΔHr° (eV) 
Kofstad [3] Thermogravimetry 1200 – 1500 10-17 – 1 atm 
O2, 1 atm tot 
1.978x10
-3 
9.12 ± 1.24 
Blumenthal  
[13] 
Conductivity 1273 – 1773 10-15 – 1 atm 
O2, 1 atm tot. 
 
9.24 ± 0.32 
Blumenthal 
[12] 
n/a 1273 – 1773 10-15 – 1 atm 
O2, 1 atm tot. 
 9.60 ± 0.20 
ML: ΔGr° (eV) @1000K =  
7.51 eV 
1.978x10
-3
 9.49 ± 0.17 
* Standard state: 1400K, 1 atm.   EF = EC. 
 
Table 2.4 DFT standard* formation energy of Tii
3+
 
Paper Method ΔGr° (eV) 
Lee [39] Screen-exchanged (sX) hybrid density functional  8.86 
Iddir [38] GGA, Perdew-Wang parameterization  11.09 
Mattioli 
[40] 
LSD-GGA+U correction 9.74 
Li [19] GGA-PBE, ΔV correction 10.95 
ML: 10.34 ± 1.05  
* Standard state: 0K, 1 atm EF=EC. 
2.3.1.3 Oxygen vacancies 
As indicated by Fig. 1.4, most literature reports suggest that oxygen vacancies should 
dominate in slightly reduced rutile [11, 14, 19] under the conditions of the experiments reported 
in the present work. Unfortunately most if not all of the experimental literature reports on defect 
equilibrium of rutile are done at atmospheric conditions that obtain low oxygen partial pressures 
by mixing the atmosphere with gases such as CO2 [10, 12, 13, 42, 43]. We believe that in 
vaccum under clean surface conditions, the surface injects oxygen interstitials in sufficient 
quantities to make them the majority O-related defect [9]. For this reason, while VO
2+
 data are 
presented here, we do not actually input it into the final electroneutrality condition from Eq. 2.39 
in the FLOOPS implementation. 
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Some of the experimental errors reported for oxygen vacancy formation are very low 
given most methods for equilibrium constant calculations. Specifically, those reported by Bak 
and Marucco would skew the MLE value highly towards their reported values due to this low 
error [16, 42]. To mitigate any skew in the data, the weight term utilized for these two literature 
sources is instead taken as the MLE error given by Eq. 2.64 for the remaining two experimental 
sources. The value of this MLE error is shown in parentheses, and the more standard MLE value 
and error are calculated for the oxygen vacancy standard enthalpy of formation term.  
Most DFT equilibrium formation enthalpies are higher for VO
2+
 then their experimental 
counterparts. While DFT results do not account for differences between vacuum and atmospheric 
conditions like the experimental literature does, we find that the DFT results do in general show 
that Tii
4+
, when entropy is taken into account, is the predominant defect in our conditions. This, 
in conjunction with the fact that most of the DFT reports on VO
2+
 do not consider the presence of 
the oxygen interstitial, may account for why the calculations yield a much lower concentration of 
oxygen vacancies then that predicted. We will further compare the DFT and experimental results 
for the majority defect and carrier concentration in the following section. 
In general, all of the DFT sources that calculate the formation energy of titanium 
interstitials also consider the doubly charged oxygen vacancies [19, 36, 38-40]. In addition, two 
other reports use different DFT techniques to calculate the formation energy of VO
2+
. Janotti et 
al. calculate the lowest value for oxygen vacancies, at 2.5 eV lower than the value calculated by 
Lee et al [39, 44]. Interestingly though, both of these values estimate the band gap well. Park et 
al. use LDA with a very large U-correction, but despite that still underestimate the band gap 
[45]. They predict a formation energy that is on the higher end of our survey. In addition, there 
are several other reports that consider the neutral oxygen vacancy. Morgan et al. predict a neutral 
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oxygen vacancy formation energy of 4.43 eV at 0K [18]. This matches well with another report 
by Cho et al. who at 0K calculated the formation energy at 4.44 eV [46]. 
Table 2.5 Experimentally-determined standard* formation enthalpy and entropy of VO
2+
 
Paper Method Temp. (K) Press. (atm) ΔSr° (eV/K) ΔHr° (eV) 
Bak [16] Thermogravimetry 1150 - 1475 n/a 6.07x10
-4 
5.11 ± 0.07 
(±0.21) 
Kofstad 
[10] 
Fitting from 
thermogravimetry 
results 
1200 - 1500 10
-17 – 1 atm 
O2, 1 atm tot 
5.17x10
-4 
4.56 ± 0.77 
Marucco 
[42] 
Thermogravimetry, 
Conductivity 
1073 - 1373 10
-20 – 1 atm 
O2, 1 atm tot 
4.91x10
-4
 4.57 ± 0.01 
(±0.21) 
Forland  
[43] 
Thermogravimetry 1372-1467 10
-16 – 10-7  
atm O2, 1 
atm tot 
 4.79 ± 0.22 
ML: ΔGr° (eV) @1000K =  
4.28 eV 
(5.38 ± 0.61) 
x10
-4
 
4.82 ± 0.21  
* Standard state: 1400K, 1 atm.   EF = EC. 
 
Table 2.6 DFT standard* formation energy of VO
2+
 
Paper Method ΔGr° (eV) 
Lee [39] Screen-exchanged (sX) hybrid density functional  6.93 
Iddir [38] GGA, Perdew-Wang parameterization  6.7 
 
4 
Mattioli 
[40] 
LSD-GGA+U correction 5.56 
Peng [36] LDA-PAW 7.30±0.40 
Li [19] GGA-PBE, ΔV correction 6.33 
Janotti [44] HSE 4.39 
Park [45] LDA+U 5.14 
ML: 6.05 ± 1.06  
* Standard state: 0K, 1 atm EF=EC. 
2.3.1.4 Titanium Vacancies  
There are two DFT reports and one experimental report that study titanium vacancy 
formation in rutile. Both DFT reports unfortunately suffer in reproducing the band gap [19, 36]. 
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Peng et al. predicts formation energies are lower for titanium vacancies than for oxygen 
interstitials [36]. This finding corresponds well with some predictions by others that under a 
slightly reduced rutile sample would have a predominant defect of oxygen vacancies that are 
compensated by titanium vacancies [37]. 
Concentrations of titanium vacancies have been measured experimentally by only one 
group [16]. They find that titanium vacancies migrate very slowly and reach equilibrium at 
elevated temperatures on the order of days. In general, these workers suggest a likely charge is (-
4), and that the vacancies are present as a compensating defect in near-stoichiometric rutile. Ref. 
[16] does not report an error associated with either their formation entropy or enthalpy. The ΔGr° 
experimentally-obtained value for titanium vacancies is more than 1 eV higher than predicted by 
DFT. 
We do not implement these values in the electroneutrality condition of Eq. 2.39 for 
several reasons. First, both DFT reports underestimate the band gap to unknown deleterious 
effects on the formation energy values. While it may be possible that they correctly identified the 
formation energies relatively for each defect, inaccurate absolute values would skew the 
calculations for initial defect formation energies. In fact, implementation into of these values into 
the calculations drastically changed which defects were most stable in our experimental 
conditions. When we inputted VTi
4-
, these became compensating defects to Tii
4+
 and significantly 
lowered the electron carrier concentration and average Fermi level. While the results aren’t 
shown, both DFT and experimental results suggest that under the studied temperature and 
pressure conditions that if pre-anneal was done sufficiently long enough for VTi
4-
 were able to 
equilibrate, that they would be the dominant defect. In fact though, the titanium vacancies are 
probably not at equilibrium concentrations. In fact, their equilibration at 1050°C, 75kPa takes 
92 
 
several months [37]. It may be possible that clean surfaces open pathways to faster equilibration 
of titanium vacancies, but from our studies, we have identified oxygen as the fast diffusing 
species. It would require similar tracer studies with titanium diffusion in rutile to determine if 
there exist conditions wherein titanium vacancies dominate. 
Table 2.7 Experimentally-determined standard* formation enthalpy and entropy of VTi
4-
 
Paper Method Temp. (K) Press. (atm) ΔSr° (eV/K) ΔHr° (eV) 
Bak [16] Conductivity 1135 - 1315 10
-7 – 1 atm 
O2, 1 atm tot 
-1.1x10
-3 
3.67 
ML: ΔGr° (eV) @1000K =  
4.77 eV 
-1.1x10
-3
  3.67 
* Standard state: 1400K, 1 atm.   EF = EV. 
 
Table 2.8 DFT standard* formation energy of VTi
4-
 
Paper Method ΔGr° (eV) 
Li [19] GGA-PBE, ΔV correction 3.90 
Peng [36] LDA-PAW 3.71 ± 0.40 
ML: 3.80 ± 0.14 
* Standard state: 0K, 1 atm EF=EV. 
2.3.1.5 Oxygen Interstitials 
Although no experimental identification of oxygen interstitials in rutile TiO2 exists in the 
literature, there have recently been some theoretical studies done with DFT. One recent paper by 
Kamisaka and Yamashita describe the detailed nature of the oxygen interstitials and concludes 
they most likely exist as the split interstitial (akin to the anatase phase) [17, 47, 48]. Peng et al. 
considered the -2 and -1 and neutral O-interstitials, and found that -2 dominated at O-rich 
conditions (μO~1/2EO2), the neutral O-interstitial dominates with reduced TiO2 (μO<1/2EO2), 
whereas -1 O-interstitials are almost always energetically unstable [36]. Kamisaka showed 
similar results for an unstable -1 O-interstitial [17]. Additionally, Lee et al. reported formation 
energies for O-interstitials, with very similar values [39].  
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Table 2.9 DFT standard* formation energy of Oi
x-
  
Paper Method ΔGr° (eV) 
Oi
x
 Oi
-
 Oi
2-
 
Lee [39] Screen-exchanged (sX) hybrid density 
functional 
2.78 -- 5.93 
Kamisaka 
[17] 
GGA-PBE +U correction 2.50 4.44 5.00 
Peng [36] LDA-PAW 2.56 ± 0.40 4.53 ± 0.40 5.08  ± 0.40 
ML: 2.62 ± 0.14 4.49 ± 0.07 5.34 ± 0.51 
* Standard state: 0K, 1 atm EF=EV. 
No reports consider the entropic term for oxygen interstitial formation. To compare 
experimental data with these results from DFT, we estimate an entropic contribution to the 
equilibrium constant from entropy values for other similar metal oxides. The value calculated is 
simply an arithmetic mean of the other values, and a standard deviation from a linear fit is 
utilized. In general, DFT reviews suggest that entropy terms are usually in the 1 kB to 10 kB range 
[49]. Table 2.10 includes a survey of formation entropies for oxygen interstitials in other metal 
oxides. None of these reports were experimentally obtained, and some come from early atomistic 
simulations. The more recent values come from DFT. For ZnO, details of the calculation are not 
given, but a value is reported of between 1 to 2 kB [50]. We employ 1.5 kB as the arithmetic 
average. Overall, an entropy term of 6.4 kB is estimated and utilized in solving Eq. 2.37. 
Table 2.10 Oi formation entropy in other metal oxides  
Author  Year Method Material Formation Entropy of Oi 
(eV/K) 
Jackson 
[51] 
1987 Mott-Littleton calculations 
(atomistic computations) 
UO2 1.29x10
-3 
Erhart [50] 2006 DFT ZnO 1.29x10
-4 
Ágoston 
[52] 
2009 DFT In2O3 2.34x10
-4 
Mean: 5.51x10
(-4.0±0.5)  
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2.3.2 Equilibrium defect concentrations: DFT vs. Experimental 
 To compare the standard Gibbs free energy of defect formation reaction obtained from 
experiments and from DFT, we show both the predicted majority defect and the carrier 
concentration when MLE is applied separately to experimental reports and DFT reports. Figure 
2.3 compares the results for defect and charge carrier concentrations for the three cases studied: 
for experimental literature with all defects, DFT with all defects, and experimental literature with 
the absence of oxygen vacancies in the system. Recall that titanium vacancies are not considered 
in equilibrium under the annealing conditions studied. Figure 2.3 shows that DFT and 
experimental literature gives two contrasting pictures of the defect chemistry in rutile. The DFT 
literature obtains lower defect concentrations across all defect types then the experimental 
literature does. Additionally, DFT predicts that under the temperature and pressure conditions 
employed here, rutile is under intrinsic electronic conditions such that n = p, whereas 
experimental literature matches one of two reported scenarios: VO
2+
 is the majority defect such 
that n = 2[VO
2+
]. Under intrinsic conditions, the electronic equilibrium overtakes the equilibrium 
of defects such that n = p>>[D
q
]. In the final scenario, where experimental literature values for 
the Gibbs free energy of formation are again used, but oxygen vacancies are omitted from the 
electroneutrality condition, one finds instead that the majority defect is now the Tii
4+
 such that  n 
= 4[Tii
4+
]. Tii
4+
 is often predicted to be the majority defect at lower partial pressures under a 
more reduced state [12, 14]. Under the proposed system where oxygen vacancies are effectively 
quenched by oxygen interstitials, Figure 2.3c suggests that more moderate oxygen partial 
pressures are sufficient to make it the majority defect.  
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Figure 2.3 Brouwer diagrams under three case scenarios: (a) experimental literature 
including all defects except VTi
4-
, (b) DFT literature including all defects except VTi
4-
, and 
(c) experimental literature with all defects except VTi
4-
 and VO
2+
. Results were taken at 
750°C.  
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Figure 2.4 reframes results for carrier concentration, n and p, to highlight the oxygen 
partial pressure dependence of the carrier concentrations as a predictive tool for majority defect. 
n and p are calculated using the same parameters for DFT and experiments by solving the 
electroneutrality condition in Eq. 2.39 and by applying the standard carrier concentration 
equations in Eqns. 2.30-32. Furthermore, the same values for NC NV, and Eg(T) are used in both 
analyses to more accurately compare these results. Thus, the only difference in the reported 
values for DFT and experiment are the inputted ML estimates for defect concentrations. Tables 
2.1 to 2.10 indicate that electrical conductivity measurements were often used to obtain defect 
formation enthalpies. In general, such experiments measure the conductivity at different partial 
pressures of oxygen and different temperatures to determine which defect is the primary electron 
donor, i.e. n[Dq] [11, 14, 22]. Experiments suggest that in the  pressure and temperature 
conditions used for the tracer diffusion studies done in this laboratory, oxygen vacancies should 
be the major carrier contributor [11, 14]. Figure 2.4 displays a difference in the oxygen partial 
pressure dependence of n when different majority defects are assumed. This behavior has shown 
by many different sources that measure electrical conductivity [11, 14]. When VO
2+
 is 
predominant, n varies as p(O2)
-1/6
, whereas when Tii
4+
 dominates, n varies as p(O2)
-1/5
. We have 
derived this result previously in Chapter 1 for both majority defect cases.  Included is the carrier 
concentration predicted when [VO
2+
] is not included in the defect equilibria and electroneutrality. 
In the system of interest, we suggest that [VO
2+
] is quenched during pre-equilibration by oxygen 
interstitials. One can see that when VO
2+
 are not included in the defect equilibria, +4 titanium 
interstitials are predicted to dominate the defect chemistry in rutile. Lastly for the DFT-derived 
case, intrinsic electronic equilibrium leads to no pressure dependence is exhibited for n. 
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Figure 2.4 Electron and hole concentration calculations for various systems: DFT results, 
experimental results, and MLE assuming no VO
2+
  
 One significant detail that the model does not account for is the charge contribution of 
anything other than point defects. We do not consider foreign dopant impurities, which have 
been shown to contribute extensively to the defect chemistry and electrical conductivity of rutile 
[11]. In addition, larger extended defects or defect clusters contribute greatly to the defect 
chemistry in other systems [53], and have been shown to be an important feature in the surface 
chemistry of (110) rutile [4]. In the context of this preliminary model, such possible 
contributions to the defect chemistry are neglected. 
2.3.3 Oxygen interstitial pressure and temperature dependence 
The main function of these defect equilibrium concentration calculations is to develop a 
means of predicting the initial equilibrium conditions that determine the partial pressure 
dependence of 
18
O diffusion. In that regard, we utilize Eq. 2.37 for [Oi
2-
] as well as the majority 
defect equilibrium concentrations [Tii
4+
] in determining the partial pressure dependence of [Oi] 
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and thus oxygen partial pressure dependence of the diffusivity of 
18
O. Figure 2.6 highlights that 
indeed, the experimental MLE where [VO
2+
] is neglected yields [Oi
2-
] ~ p(O2)
1/10
, which is 
consistent with the analysis from Chapter 1. Additionally, results for [Oi
1-
] are shown for 
comparison. One can see that the partial pressure dependence for oxygen interstitials would more 
than double if the charge state changed. For both experimentally-derived defect concentration 
calculations and DFT-derived defect concentration calculations, results for the predominant 
defect are consistent: (-2) oxygen interstitial is highly preferred over both the (-1) oxygen 
interstitial and neutral interstitial.  
At the median experimental conditions of 750°C and 10
-5
 torr, [Oi
2-
] is between 10
13
 and 
10
15 
atoms/cm
3 
for the different derived concentrations values. This range is several orders of 
magnitude lower than the predicted experimentally-derived [VO
2+
] shown in Figure 2.3. In 
Chapter 3, we will show that the value obtained under the system with quenched VO
2+
 is between 
1 to 2 orders of magnitude lower than predicted by the diffusion profiles under clean surface 
conditions and modeling with FLOOPS.  
One DFT report that accurately calculates the band gap does estimate the formation 
energies of both Oi
2-
 and VO
2+ 
[39]. Under their defect formation total energies, in our 
temperature and pressure regime, Oi
2-
 has a defect formation energy (not to be confused with the 
Gibbs free energy that calculates the equilibrium constant) around ~0.3 eV larger than VO
2+
. 
These defect formation energies for different defects can be directly compared because they 
include the hypothetical charge and oxygen potential contributions to the defect concentration, as 
shown in Eq. 2.48.  These reported defect formation total energies suggest a regime where it 
would be feasible to quench most oxygen vacancies under a pre-anneal step akin to the one 
implemented in this laboratory. This quenching, in conjunction with the disparity of the 
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experimental procedures reported for formation enthalpy calculations of VO
2+
 (i.e., oxygen 
partial pressures being obtained under CO2 and atmospheric pressure versus vacuum), possibly 
indicated oxygen interstitials are indeed the predominant oxygen defect.  
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Figure 2.5 Oxygen partial pressure dependence of [Oi
2-
] (a) and [Oi
1-
] (b) as predicted by 
ML for experimental, DFT and experimental with no VO
2+
.
  
 In Chapter 3, oxygen interstitial concentration is estimated from the experimental tracer 
diffusion profiles shown in Chapter 1. As noted above, at the median pressure of 10
-5
 torr, fitting 
to the experimental profiles suggest oxygen interstitial concentrations that are 1 to 2 orders of 
magnitude higher than shown for the experimental MLE values that do not include the presence 
of VO
2+
. In Chapter 3, it is shown that the defect formation total energy fitted from the 
experiment and given by Eq. 2.50 for oxygen interstitials is around 1.2eV smaller than that 
obtained for DFT MLE of the same total energy value. The prefactor associated with the entropy 
term of defect formation is much lower than that estimated from the entropy term from MLE of 
~6.4kB. The fit from experiments in Chapter 3 gives an unphysical negative entropy value of -
4.1kB, thus yielding the defect equilibria shown in Figure 2.6. While the absolute values of 
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interstitial concentration calculated in Figure 2.6 are several orders magnitude larger than 
predicted in Chapter 3, relative concentrations suggest that vacancies are being compensated by 
oxygen interstitials to create anti-Frenkel disorder in the system. Input of the experimentally 
fitted parameters for oxygen interstitial total formation energy and prefactor yield a system 
where oxygen interstitials at higher pressures are nearly equal to the oxygen vacancy. At even 
higher pressures, it is expected that eventually oxygen interstitials will overtake as majority 
defect and the material will transition to intrinsic and then p-type. Figure 2.6 also shows the 
electron and hole concentration with partial pressure dependences of p(O2)
-0.19
 and p(O2)
0.19
, 
respectively. Recall that at majority oxygen vacancy defect n~p(O2)
-1/6
. At a transition where 
[VO
2+
] = [Oi
2-
] this partial pressure dependence transitions to n~p(O2)
-1/4
 and then back again to 
n~p(O2)
-1/6 
as oxygen interstitial defect becomes majority. 
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Figure 2.6 Defect and carrier concentration at 750°C obtained from experimental fitting of 
[Oi
2-
] presented in Chapter 3. Brouwer diagram shows anti-Frenkel disorder emerging at 
higher oxygen  
 
2.4 Conclusion 
 A literature survey of the defect formation energies in rutile titania is conducted for the 
purposes of obtaining the equilibrium defect concentration, as well as the oxygen partial pressure 
dependence of [Oi
2-
]. Comparing experimentally predicted defect concentrations to the DFT 
literature, we show that while the important trend of oxygen partial pressure dependence is 
maintained, absolute values for defect and carrier concentration can differ by several orders of 
magnitudes. This is the first time that DFT literature on formation energies has been compared to 
experimental results for one defect of interest that appears to be the majority defect in our 
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system: Tii
4+
. Finally, we agglomerate both DFT and experimental literature on standard Gibbs 
free energy of defect formation to obtain equilibrium reaction constants which are in turn used to 
calculate equilibrium defect concentrations. Specifically for [Oi
2-
], MLE data where oxygen 
vacancies are neglected predicts oxygen partial pressure dependence indicative of Tii
4+
 majority 
defects and predicts defect concentrations only 1-2 orders of magnitude lower than estimated 
experimentally.
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Chapter 3: Process modeling of fast oxygen diffusion in rutile via an oxygen 
interstitial intermediate 
3.1 Introduction 
The observation of an exponential depth profile for oxygen diffusion in rutile TiO2 
suggests a mobile intermediate other than the oxygen vacancy may mediate diffusion under clean 
surface conditions. Further evidence for such a mechanism requires a kinetic model that 
accurately depicts experimental observations. As described earlier, such a model has been 
created for boron diffusion and silicon self-diffusion, and subsequently implemented numerically 
using the FLOOPS simulator. Such an approach should be applicable for other semiconductors 
exhibiting similar shapes [1]. For TiO2, there are some key differences to our system than that 
simulated for boron and silicon-self diffusion that must be considered when developing a kinetic 
model: we are at chemical defect equilibrium within the bulk, TiO2 itself is in equilibrium with 
the gas phase, and most importantly our surface plays a dual role of defect annihilation and 
defect generation. This surface defect generation to the author’s knowledge, has never been 
modeled before. 
As made clear in the previous chapter, several possible candidates for a mobile 
intermediate species have been suggested by this laboratory. One of the simplest scenarios would 
be diffusion of oxygen as an interstitial species that kicks out a lattice oxygen to become a 
‘substitutional’ isotopic oxygen in the lattice. We believe under clean vacuum conditions, the 
activated surface has an analogous effect in titania as it does in silicon: it allows for facile 
creation or annihilation of a mobile species that would otherwise be difficult to create within the 
bulk [2]. Oxygen interstitials are rarely discussed in the literature of TiO2 because TiO2 readily 
reduces and is naturally oxygen deficient (metal-rich) [3]. Out of all possible point defects, 
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oxygen interstitials are the only one not to be verified by experiments [4]. The equilibrium 
concentrations for oxygen interstitials under vacuum are thought to be much less than for the 
more dominant defects: oxygen vacancies and titanium interstitials [5-7]. Yet, one viable 
scenario would be that a clean surface may allow for facile injection of adsorbed oxygen as an 
interstitial in the bulk. A kinetic model for interstitial generation has broader implications in 
doping of TiO2. In a material where control of carrier concentration is desired for applications 
such as photocatalysis and photovoltaics, controllability in p-type doping remains a challenge 
[8]. Photoconversion efficiency has been shown to be improved by nonmetal p-doping of TiO2. 
TiO2 has the tendency to exist as an n-type material, and an atomistic understanding on the point 
defects that can lead to native p-type behavior can motivate how to control foreign doping [8, 9]. 
Specifically, it has been posited that mobile carbon and nitrogen impurities can fall into oxygen 
vacancies, whereas substitutional carbon and nitrogen, can be kicked-out by mobile oxygen 
interstitials [9]. A method of controlling either of these defects can then lead to a better method 
of nonmetal doping, which still remains a challenge for TiO2 [8]. 
Additionally, one very recent paper has suggested that oxygen interstitials may be 
responsible for the resistive switching mechanism found in TiO2 Re-RAMs [10]. They suggest 
that in thin film TiO2, the charge trapping and detrapping required for resistive switching may 
occur from molecular oxygen interstitials redox reacting with oxygen vacancy sites. Their 
description of the oxygen interstitial resembles the description of O2
-
 interstitials described by 
Na-Phattalung et al. for O-interstitials in anatase [11]. Understanding the migration in a similar 
system may help elucidate the validity of the switching mechanism, and may help affirm it. 
The kinetic modeling of the observed oxygen diffusion in rutile TiO2 by a mobile 
intermediate, in this case an oxygen interstitial, is described. An atomistic interpretation is 
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presented that outlines the mechanism for oxygen interstitial bulk diffusion and exchange with 
the oxygen lattice and the surface annihilation and injection of these oxygen interstitials. In our 
case, we use FLOOPS, a semiconductor process simulator to model this process because it 
allows for relatively simple means of assessing kinetic parameter estimation using systems-based 
techniques, and because it can allow integration of more complex physical processes. We have 
previously described kinetic parameters extracted from the literature in Chapter 2. In this 
chapter, we use systems-based techniques to fit the remaining unknown parameters to 
experimental results within FLOOPS. The novel parameters are then assessed, and compared to 
the analytical model described in Chapter 1.  
3.2 Analytical solution of mobile intermediate diffusion (KAL) 
 In Chapter 1, we discussed in detail experimental evidence that suggests we have 
identified oxygen diffusion in rutile titania via an oxygen interstitial mechanism and have related 
it to an analytical model similar to that developed by Cowern et al. and others in this group for 
silicon self-diffusion [12, 13]. We described the importance of a kinetic short time limit where 
the average rate of exchange of the oxygen interstitial with the lattice was one during the anneal 
time. Briefly, we recall the main equations of this analytical model as a point of comparison to 
assess our modeling in FLOOPS and interpret estimated parameters.  
An analytical solution, developed by others and based off the works of Cowern allows for 
the quantification of our bulk diffusion [12-14]. Recall that he describes two fundamental steps 
in mobile intermediate diffusion: migration of the mobile intermediate and exchange with the 
lattice described by the reaction, 
a
g
K
KM S
X X ,           (3.1) 
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Where XM and XS describe mobile and substitutional species and Ka and Kg are first order rate 
constants for the forward and backward reaction. Under the short time limit, Kgt <<1. This short 
time-limit assumption allows us to obtain the following analytical solution that satisfies the 
boundary and initial conditions of our rutile TiO2 system: 
 
 
,min
,max ,min 0,max ,min
, 1
ln ln ( )
t
S S
S S S S
C x t C x
F t dt
C C C C 
     
  
    

 
 
 .     (3.2)  
Here, CS refers to the concentration of the substitutional species (
18
OS) as a function of position, 
x and time, t, CS,max and CS,min represent the natural abundance concentrations of 
16
O and 
18
O 
respectively in rutile, λ represents the mean hop length of the mobile intermediate, and F(t) is the 
net surface flux of mobile species [14]. Others in this laboratory have shown that λ can be 
expressed in terms of the diffusivity of the mobile species, XM, and the first order rate of 
annihilation, Ka, such that: 
M
a
D
K
  . [12, 14]          (3.3) 
 From here, we were able to extract the effective diffusivity of oxygen in rutile using this 
analytical solution and two key parameters from it: λ, the mean hop length of a mobile 
intermediate, and KS which is derived from the intercept term such that 
 ,max ,min
2
S
S S
F
K
C C 


.         (3.4) 
The effective diffusivity is given as 
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2
Seff
D K  .          (3.5) 
 Detailed discussion of this analytical solution can be found in Chapter 1 and in a recent 
publication [14].  
Throughout this work, we refer to this analytical model as the KAL model. This 
analytical solution does not singularly apply to diffusion mediated by oxygen interstitials, but it 
is important in context to determining a kinetic model for oxygen diffusion in TiO2 because it 
allows for comparison of the simulated model to the analytical solution. Firstly, it requires the 
exponential-shape concentration profile experimentally observed. More importantly, it gives 
several key metrics that can be used to quantitatively compare our simulations with experiments. 
These are the mean distance before exchange with the lattice, λ, and the surface generation rate 
constant, KS, of the mobile intermediate. Our simulated profile requires kinetic formulation of the 
net surface flux, F, that correctly describes surface formation of a mobile intermediate and 
maintenance of chemical equilibrium. Details of this kinetic formulation of the surface flux 
condition will be discussed at length in the following section.  
3.3 Surface defect generation and annihilation 
Mobile intermediate-mediated diffusion in rutile titania differs from silicon in that the 
defect species are in equilibrium with the gas phase. As mentioned above, this is the major 
difference from silicon that requires a new analytical solution for mobile-intermediate mediated 
diffusion in a metal oxide. This is a due to the fact that mobile intermediate is predominantly 
formed at the surface from surface-gas phase equilibrium and that bulk generation is happening 
at much slower rate. Because of this, we have a surface flux term, F, in Equation 3.2 that 
requires kinetic explication of the method for generation and annihilation of the mobile 
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intermediate, Oi, at the surface. It is possible to incorporate our interpretation of the surface 
injection and annihilation into the analytical model, but we apply it to our process simulation 
because it allows for easier implementation and evaluation of the parameters defining the surface 
kinetics. 
It is the facile creation and annihilation of a mobile intermediate at the surface of rutile 
titania that we believe creates the exponential diffusion profile of oxygen. We propose a surface 
interaction with the bulk material analogous to gas-surface equilibrium. In our case, “adsorption” 
onto specific surface sites is the annihilation of an oxygen interstitial to become an oxygen 
adatom. “Desorption” into the bulk then is the interstitial generation (or injection) from an 
adsorbed oxygen that then diffuses in the manner previously described. Rate expressions 
analogous to those for gas-surface equilibrium are written for surface generation and annihilation 
of oxygen interstitials below. We believe that our surface is capable of serving as a sink and 
source for interstitials due to the amount of available dangling bonds on our surface exposed to 
vacuum conditions. Dangling bonds allow for generation and annihilation of defects more easily 
than the bulk or surfaces with adsorbed species because fewer bonds have to be broken for defect 
formation or annihilation [2]. We also explore the possibility that unique sites on the rutile (110) 
surface are responsible for this bulk-surface equilibria, and that these become activated under our 
clean conditions due to the dangling bonds associated with them. Figure 3.1 illustrates this 
surface-bulk interaction. 
Because of the importance of the surface-bulk interaction for oxygen diffusivity in the 
bulk, it is prudent to examine the gas-surface equilibrium of rutile at the (110) surface. From our 
examination of the oxygen-(110) surface interactions in the literature, our own studies with 
sulfur-adsorbed surfaces, and our pressure dependence studies of our surface flux, we will 
112 
 
suggest that the surface sites that mediate gas-surface equilibrium are different than those that 
govern bulk-surface exchange. Whereas the literature reports facile oxygen adsorption that 
would lead to full coverage of the TiO2 surface at our experimental conditions, both our sulfur 
adsorption studies and the rate of oxygen interstitial generation to be calculated suggests that the 
surface sites that mediate generation and annihilation are not the same as those that govern the 
gas-surface kinetics that are normally measured.  
Gas adsorption kinetics of O2/rutile(110) has been studied in detail in the literature. 
Oxygen adsorbs dissociatively on the (110) surface even as low as room temperature [15]. Many 
sources cite adsorption as an exothermic reaction with an activation energy of around 1eV for 
dissociation [15, 16]. Adsorption on the defect-free (110) surface is thought to not occur, and 
requires surface defects for adsorption and dissociation [17]. There still remains an ongoing 
debate though as to which defect mediates oxygen adsorption. The more established view is that 
oxygen atoms dissociatively fill the bridging oxygen vacancy and then create an adatom in the 
nearest or next nearest Ti 5c site [18]. Recent STM studies suggest that there may be an 
additional site for adsorption at Ti-troughs where near-surface Ti-interstitials contribute the 
necessary charge for adsorption [19].   
This dissociative mechanism for adsorption in our pressure and temperature regime 
shows a coverage that is nearly at unity according to Langmuir kinetics (details can be found in 
Appendix A). We in fact do observe oxygen partial pressure dependence for our surface 
generation (Chapter 1), which suggests that our surface generation may be mediated by surface 
sites different from those which govern gas phase equilibrium. Because we believe that our 
surface is in equilibrium with the gas phase in our experiments, and that the bulk defects are also 
equilibrated sufficiently [20], we believe that our surface and the defects in the underlying bulk 
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are also in equilibrium. This allows us to treat the surface-bulk equilibrium independently from 
the gas-surface equilibrium such that at any given time there is the equilibrium concentration of 
adsorbed oxygen on the surface.  
Additionally, the sulfur-coverage experiments developed by prior members highlighted 
that sulfur adsorption at coverages as low as low as 0.1 monolayer could change the diffusivity 
of oxygen (and thus our surface interstitial generation rates) drastically. Sulfur adsorption studied 
at 650°C with STM points to random distribution of single S-atoms on the titanium rows of the 
(110) surface [21]. This is markedly different from the suggested adsorption mechanism for 
oxygen at the rutile surface, despite the similar characteristics of O and S.  Sulfur is thought to 
deposit at 0.1 ML between our temperature range of 650°C to 800°C. Based on the pressure 
dependence we observe for bulk-surface equilibrium and the large effect of low-coverage sulfur 
adsorption, we posit that the kinetics describing our bulk-surface exchange are dependent on 
different surface sites than those governing gas-surface exchange. It is plausible then that our 
clean surfaces may be introducing dangling bonds to these surface sites, activating them for 
defect generation and annihilation. 
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Figure 3.1 Schematic of dangling bond facilitating interstitial injection and annihilation at 
unique surface sites 
3.4 Modeling in FLOOPS 
 Here, we describe the modeling of oxygen interstitial surface net generation and bulk 
diffusion using the FLOOPS simulator. In our case, we apply it to a system that we have an 
analytical model for to verify its validity. While our analytical model requires a kinetic short 
time limit, Kgt << 1, to apply, our results in FLOOPS could very easily extend to more complex 
cases such as those where we are not in a kinetic short time limit, and thus do not have 
exponential profiles, or where other factors play into diffusion such as electrostatic effects, or 
creation of defect complexes or clusters [22, 23]. For our case, we extract kinetic parameters 
using the simulator and fitting via error minimization, and then compare it to our analytical 
model. 
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The FLOOPS simulator uses a system of continuum equations that simulate both the 
diffusion of all mobile species and their reactions with immobile species. The equations take a 
general form: 
i i
i
C J
G
t x
 
  
            (3.6) 
Where Ci, Ji, and Gi correspond to the concentration, flux and net generation rate of species i, 
respectively. The flux, Ji consists of terms for Fickian diffusion and electric drift motion: 
( )ii i i i i
C
J D C E x
x
 

 
         (3.7) 
Where D is the Fickian diffusivity of the material, μ the carrier mobility, γ is the net charge, and 
E(x) is the electric field calculated using Poisson’s equation. While we do consider the effects of 
the charge of the oxygen interstitial in context to the pressure dependence of defect formation 
and diffusion below and in Chapter 1, our examination does not consider electric drift motion 
such that Equation 3.7 becomes: 
i
i i
C
J D
x

 

.           (3.8) 
Any electric field in our system at equilibrium would only be at the very near surface space 
charge region, and has been shown to have little consequence to the bulk diffusion profile [24]. 
This observation allows us to treat the basic phenomena of bulk diffusion separately from 
electric field effects. Electric drift motion and defect charge is examined by others in relation to a 
near-surface pile-up of oxygen species that may be a consequence of the near surface space 
charge region [25].  
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3.4.1 Bulk Reactions  
The net generation term in our model includes kick-in/kick-out reactions between 
interstitials and the lattice, with isotopic oxygen treated as the ‘foreign’ species: 
18 16 18 16ki
ko
k
si il k
O O O O           (3.9) 
In this equation i,l, and s denote an interstitial, lattice, and substitutional positions respectively, 
and kki and kko are the rate constants for the forward and backward reaction.   
ki
B
E
k T
ki ki
k pre e

           (3.10a) 
ko
B
E
k T
ko ko
k pre e

           (3.10b) 
Due to the fact that there is no chemical distinction between the 
16
O and 
18
O isotopes, our second 
order kick-out rate constant should equal kick-in such that: 
ko ki
k k .           (3.11) 
The rate constants are both effectively pseudo-first order in the sense that we treat kki[
16
Ol] and 
kko[
16
Oi] to be these pseudo-first order terms.  
16[ ]
ki ki l
K k O           (3.12a) 
16[ ]iko koK k O           (3.12b) 
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These equations are in fact related to our analytical model of mobile-intermediate mediated 
diffusion above. If one considers the mobile species to be 
18
Oi, Kki and Kko are Ka and Kg 
respectively.  
The forward and backward reactions for kick-in and kick-out thus make up our 
generation terms for our interstitial and lattice oxygen species during our 90 minute 
18
O anneal. 
Considering all reactions, our generation terms, Gi for i species, from Equation 3.6 are as 
follows: 
16
18 16 18 16[ ][ ] [ ][ ]
i
si iki l koO
G k O O k O O        (3.13a) 
18
18 16 18 16[ ][ ] [ ][ ]
i
si iki l koO
G k O O k O O        (3.13b) 
16
18 16 18 16[ ][ ] [ ][ ]
l
si iki l koO
G k O O k O O        (3.13c) 
18
18 16 18 16[ ][ ] [ ][ ]
s
si iki l koO
G k O O k O O        (3.13d) 
In this scenario, we assume no interactions with the titanium sublattice. Thus our only flux 
carriers that we consider are oxygen interstitials.  
Complete implementation of our simulations requires the proper initial and boundary 
conditions for solution of Eqns. 3.6 and 3.13a-d. The initial conditions are taken to be the 
equilibrium concentrations of all defect and substitutional species at the given temperature and 
pressure. Determination of these concentrations is discussed in Chapter 2 and below. The 
boundary condition at the back end of the TiO2 is assumed to be a no flux boundary condition. 
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The surface boundary condition, which requires a kinetic model for the net surface flux of 
oxygen interstitials is discussed next. 
3.4.2 Kinetics of Surface Flux, F, of Oi   
The physical description of surface annihilation and generation described earlier is 
implemented into our diffusion model via a boundary condition to the total diffusion equation. In 
our system, since only the O interstitial diffuses we only require a surface boundary condition for 
oxygen interstitials.  The boundary condition, which considers the surface flux of oxygen 
interstitials, includes both a generation and annihilation term: 
0
[ ]
i
i
anninjO
x
O
D r r
x


  

        (3.14) 
If we consider that adsorption leads to an adsorbed species and desorption releases the adsorbed 
species, defect annihilation and injection serve as their analogs respectively. For defect injection, 
the desorption analog, we assume first order kinetics because we don’t assume any sort of 
oxygen defect complex forming for coverage, θ. Additionally, we assume first order kinetics for 
the number of available sites, nsat, because we cannot predict a priori any mechanism for 
concerted or assisted injection by a nearby available site. Our rate of injection then can be 
written as: 
satinj injr k n            (3.15) 
where nsat
 
is the areal concentration of available sites for oxygen interstitial injection and 
annihilation. θ is the coverage or fraction of available sites occupied by injectable oxygen that 
can generate interstitial species, and  kinj is Arrhenius rate constant given by 
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inj
B
E
k T
injk e

 ,          (3.16) 
which includes the vibrational frequency as the first order prefactor and an activation energy, 
Einj. 
Our annihilation rate is based off a formulation developed to describe interstitial 
annihilation in silicon: 
 0
0
3
1i
i
O
ann sat i x
O
D S
r O
 
 
 
          (3.17) 
sat
sat
sat,max
n
n
            (3.18) 
that includes S0 and λOi, the annihilation probability and mean hop distance respectively [26]. Θsat 
represents a fractional coverage of sites for injection or annihilation, normalized with respect to 
the total concentration of sites on the (110) surface. nsat,max is one monolayer. The mean hop 
distance is assumed to be the nearest-neighbor distance of an oxygen interstitial, aOi. This 
formulation describes annihilation essentially as the probability that a near-surface oxygen 
interstitial will hop towards the surface. Our formulation differs from that developed for Si in 
Ref. 26 to be consistent in describing that the rates of both injection and annihilation are 
dependent on the total concentration of injection sites and the likelihood that an available site is 
filled with an injectable oxygen atom (via the  dependence). Surface defect annihilation can be 
considered the adsorption analog in our system. Much like with defect injection, we assume first 
order kinetics both for the available site term, which is this time Θsat(1-θ), and for the ‘adsorbing 
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species’ which in this case is the oxygen interstitial. These assumptions are made due to a lack of 
any reason to anticipate a higher kinetic order for the rate.  
The (1-) site-filling term in Eq. 3.17 is an innovation needed here compared to the Si 
case because the TiO2 system is in equilibrium, unlike the nonequilibrium ion-implanted case of 
Si in Ref. [26].  Because our system is in chemical defect equilibrium, we require a surface-
dependent formulation on the surface loss and generation. This coverage, θ, refers to the fraction 
of filled sites specific to surface interstitial annihilation and generation. These sites are also in 
equilibrium with gas adsorption and desorption, but the principle of detailed balance permits that 
equilibrium to be described separately. With respect to defect injection and annihilation, we have 
employed first-order Langmuir-like assumptions for the kinetic expressions.  Calculation of θ is 
then analogous to conventional adsorption/desorption as our general expression for the surface 
reaction. Chemical equilibrium requires that the concentration of filled sites stays constant such 
that: 
0
[ ]
0
i
i
annsat injO
x
O
n D r r
t x



   
 
      (3.19) 
This condition allows us to obtain an algebraic expression for θ: 
 0 0
0 0
0 0
3
3 1
3 1
 

 





 
 

 
 

 
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k T
sat,max O
O
O i x
i
inj
B
i
iO x
E
k T
sat,max iO x
n e
D S O
D S O
n e D S O
    (3.20) 
Though the system is in chemical equilibrium, there remains a spatial and temporal 
evolution of 
18
Oi and 
16
Oi as we transition from a gas system dominated by the natural isotope of 
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oxygen to a species that is naturally in low concentration in TiO2. Because of this, we must 
consider that the general surface condition for oxygen interstitials is not applicable to each 
isotope species, but to the total of the two isotopes. We have an influx of 
18
O and a loss of 
16
O at 
the surface. Because of this we make some simplifying assumptions in formulating the individual 
isotopic surface: 
 1818
18
0 18
0
0
3
1 
 

 
    
  

     
 tot
i
ii
i
i O
sat satinj iOO x
O
x
O D S
D k n O
x
F   (3.21a) 
 16
16
0 16
0
0
3
1 
 

 
    
  

     
 tot
i
ii
i
i O
sat iOO x
O
x
O D S
F D O
x
   (3.21b) 
The assumption made to simplify the latter equation is that no appreciable amount of 
16
O 
gets reincorporated into the surface starting at t=0, thus eliminating the injection term in 
Equation 3.21b. This assumption is made based on the fact that we know that 
adsorption/desorption kinetics is much faster than annihilation/generation kinetics and thus all of 
the 
16
Oi annihilated consequently gets desorbed into the gas. As described earlier, adsorption 
activation energies suggest that oxygen reaches unity coverages on the surface of (110) rutile 
(See Appendix A.). This suggests then that in terms of the special sites we believe to be 
activating our interstitial injection, we still fundamentally believe they operate under the same 
adsorption kinetic limits as the regular terrace oxygen adsorption sites. This has several 
consequences in our analysis. First, is that we can attain a built in means of oxygen-18 
enrichment into our equation without any kinetic detailing of this transient process. While Eq. 
3.19 holds true for all equilibrium conditions regardless of the gas mixture, the isotopic 
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components of this coverage, ∂θ18/∂t and ∂θ16/∂t do not equal zero. In fact, they are also affected 
not only by the equilibrium kinetics of our bulk-surface in Eq. 3.19 but also the isotopic 
exchange happening from the gas to surface phase. As Eqns. 3.21a and 3.21b are written, in 
order to maintain equilibrium with our system, we must make the assumption:    
18 tot
  .           (3.22) 
This algebraically falls out of adding Eqns. 3.21a and 3.21b and setting it to zero, which is what 
would be required for equilibrium with the bulk to surface. Thus, Eq. 3.21a can be written as: 
  18
0 18
0
3
1i
i
i
O
tot sat sat totinj iO x
O
D S
F k n O 
 
 
  
    .     (3.23)  
Physically, the assumption made in Eq. 3.22 ultimately assumes that for every annihilated 
16
Oi at 
the surface, an adsorbed 
18
Oads. replaces it instantaneously to then be injected back into the 
system. This serves as a fair approximation for our system since literature suggests that the 
exchange kinetics from the gas-surface happen many orders of magnitude faster than the bulk-
surface kinetics (Appendix A).  
3.4.2.1 Sulfur adsorption poisoning available sites 
As described previously, we found that as little as 0.1 monolayer of elemental sulfur 
adsorbed onto the (110) surface decreased the diffusivity of isotopic oxygen in our experimental 
conditions by nearly an order of magnitude (Chapter 1, Figure 1.3). Modeling of this 
phenomenon by means of changes to the surface is integral to affirm our hypothesis that a 
modified cleaner surface allows for facile diffusion of oxygen into our system. We hypothesize 
that the mechanism by which sulfur limits diffusion is that the sulfur competes for available sites 
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for oxygen injection and annihilation, limiting nsat. Because there is no prior knowledge of how 
sulfur adsorbs onto these unidentified sites responsible for oxygen injection and annihilation, we 
assume for simplicity that all of the adsorbed sulfur adsorbs onto our sites. In truth, it is possible 
that only a fraction of the adsorbed sulfur is on the injection sites. For now, sulfur adsorption is 
modeled in our system such that: 
, / ,
0.1
adssat w S sat clean
n n monolayer  .       (3.24) 
Note that because sulfur adsorption is reversible and acts upon the rates of both injection and 
annihilation, we incorporate the effects of sulfur into nsat.  
3.4.3 Oxygen Partial Pressure Dependence of Diffusion  
 In Chapter 1, we discussed that our pressure-dependence method of determining the 
mobile intermediate species and diffusion mechanism required a kinetic model for surface flux 
of the mobile species at the surface. It is possible to apply Cowern’s et al. thermodynamically 
based methodology of calculating the effects of changing equilibrium defect concentration via 
oxygen partial pressure on the mean hop length λ. By contrast, surface generation via the surface 
flux, F, requires a kinetic mechanism to elucidate the partial pressure dependence of the surface 
generation rate and Deff [12]. Now that we have developed the necessary kinetic model to 
describe F, as was shown in Chapter 1, we can input the partial pressure dependence of [Oi] into 
F to obtain both pressure dependences of F and Deff via equations 3.4, 3.5, and 3.23.  
To do this, we will rearrange the formulation of F18Oi in Eq. 3.23 and input the definition 
of θtot from Eq. 3.20 to more easily express the pressure dependence: 
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which simplifies slightly to: 
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.   (3.26a) 
Under conditions of very low coverage where fast injection depletes the injection sites and θtot < 
0.1 (i.e., where the denominator term in Eq. (3.26a) or (3.20) containing nsat,max is at least an 
order of magnitude greater than the term containing S0), Eq. 3.26a simplifies to: 
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Under opposing conditions where fast annihilation fills up surface sites and θtot > 0.1 (i.e., where 
the denominator term in Eq. (3.26a) or (3.20) containing nsat,max is at least an order of magnitude 
less than the term containing S0), Eq. 3.26a becomes: 
18
16
0
0
inj
B
i
E
ik T x
satO
i x
O
F n e
O




  
   
 
   
 
 .        (3.26c) 
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Similar rearrangement of Eq. 3.21b verifies that F18Oi is equal but opposite to F16Oi, which is 
required for maintaining equilibrium. Loosely, the surface flux then becomes dependent on the 
available sites, the reaction rates of injection and annihilation, and the concentration at the near 
surface of oxygen interstitial.  
Recall from Chapter 1 that when assuming n=4[Tii
4+
], where n is the electron 
concentration, the partial pressure dependence of the oxygen interstitial with –x charge is: 
2
5 2
10
x
x
i O
O P

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 
.           (3.27) 
Inputting this expression into Eq. 3.26a shows that, depending on the denominator terms, we 
have a range of surface flux oxygen partial pressure dependences from p(O2)
0
 to p(O2)
(5-2x)/10
. 
One can see that the actual pressure variation will depend on the values of the denominator terms 
in Eq. 3.26a, and in some circumstances on [
16
Oi]x=0. The two denominators as discussed in 
Chapter 1, are essentially the rate of reactions for generation and annihilation, respectively, of 
the total oxygen interstitial concentration, [Oi]. If we express the ratio of annihilation versus 
injection at the surface, we find that these can define the full range of pressure dependences. If 
we are in a region such that surface annihilation is the rate limiting step such that,  
0
,
3
1i
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 ,        (3.28a) 
then we will approach the maximum pressure dependence of p(O2)
(5-2x)/10
. If the converse is true 
and injection is the rate limiting step such that 
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then we will approach no pressure dependence for the surface flux, F. Under the conditions of 
the present work, the analysis below shows that annihilation dominates so that Eq. 3.28a applies. 
In our results, we discuss how this is mostly applicable in many circumstances, but there 
exists a possible pressure dependence from the separate isotopic interstitial species. This 
manifests itself as a consequence of the fact that the flux in itself has a pressure dependence 
given by Eqns. 3.26-3.28, and thus consequently can have a temporal pressure dependence on the 
isotopic interstitials until that reaches equilibrium.   
 To summarize, Table 3.1 show the pressure dependences we expect for F, λ, Deff, and 
[Oi
2-
]. 
Table 3.1 Expected oxygen partial pressure dependence of key profile metrics  
pO2(λ)
n 
pO2(F)
n 
pO2(Deff)
n 
pO2([Oi
x-
])
n 
0 0 < n < (5-2x)/10 0 < n < (5-2x)/10 (5-2x)/10 
3.5 Parameter estimation 
The next section describes the method of estimating the kinetic parameters used in the 
FLOOPS implementation of the kinetic model. This section will describe all values inputted into 
the code and how they were estimated or recalled from literature. To best estimate the parameters 
that have not been calculated in literature before, it was necessary to provide a systematic means 
of obtaining values for the parameters that have been discussed in literature. Specifically, 
equilibrium defect concentrations can be determined from defect formation energies, which have 
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been extensively studied in the literature. The equilibrium defect formation energies estimated 
from literature in Chapter 2 will be reviewed in brief below. Additional parameter values 
previously discussed in literature will be detailed below. These values will be used in 
constructing an initial guess for the parameter values. Values that have not been discussed in the 
literature were fitted to the KAL model by hand as initial guesses to assess the importance of 
each parameter to the diffusion profiles. Weighing ‘importance’ of each parameter was done 
using parameter sensitivity analysis described in Section 3.5.2. From there, we map out a range 
of parameter values for all of the parameter inputs in our FLOOPS model and find a best fit 
using a weighted error minimization technique. These two steps, sensitivity analysis and error 
minimization, are repeatedly iteratively to arrive at parameter values that best fit our 
experimental profiles. Lastly, the parameter value uncertainty is calculated.  
3.5.1 Initial Parameter Value Guess 
 Initial guesses for the parameter values described in Section 3.4.1 and 3.4.2, while not 
required, allows for rapid and focused parameter estimation that is less computationally intensive 
and less likely to fall into localized extrema in the objective function than without. Given that 
there are 12 parameters that are estimated in the reaction equations from Section 3.4.1, to test all 
permutations of parameter values that are physical would be inefficient and computationally 
intensive. Furthermore, because some of these parameters can be estimated using commonly 
used thermodynamic formulas, or from existing literature, it is prudent to utilize existing values 
in motivating this intensive parameter estimation technique. The utility is two-fold: it first gives 
a starting point in parameter estimation and also allows for an initial determination on what 
parameters the concentration profiles are most sensitive to using parameter sensitivity analysis.  
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Parameter sensitivity analysis is used to motivate which parameters are estimated first. In 
a similar method to that applied in Ref. [27], this work first applies error minimization for 
parameter estimation on the parameters that the profiles are most sensitive to, i.e. the parameters 
with the highest sensitivity coefficients. From here, sensitivity analysis is repeated and another 
iteration of the error minimization technique is applied to those values but with a more narrowed 
range of possible parameter values. If the minimum error does not change markedly, parameters 
that are less sensitive are then estimated using error minimization. This is done until all 
parameters are estimated and little change is seen in the minimum error of the outputs. 
For the initial guess, some parameters such as the activation energy for interstitial 
injection from the surface, Einj and the annihilation probability, S, for TiO2 have never been 
reported in literature before. Values are inputted into the FLOOPS simulator successively until 
the simulated profiles upon visual inspection match the experimental profiles. Additionally, the 
simulated profiles are analyzed using the KAL method described in Section 3.2 such that the 
metrics, λ, KS, and Deff are compared to those obtained from the experimental profiles to 
determine a goodness of fit. While goodness of fit is chosen slightly arbitrarily, in general, the 
initial guess for parameter values had Deff values that are within one order of magnitude of the 
ones calculated from the KAL analysis of experimental profiles. Below are the values for 
parameters previously calculated in literature.  
3.5.1.1 Literature values  
 Eoi,diff, the activation energy for interstitial hopping diffusion, has been reported twice in 
the literature but only via DFT calculations. One paper [28] suggests that diffusion has 
essentially no barrier, with a value at 0.01 eV, whereas another reports a value of 0.78 eV [9]. In 
the initial parameter value guess, the 0.78 eV value is utilized because of the very low value 
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reported by Ubuerega. Values for oxygen diffusion barrier in other metal oxides are significantly 
higher than the 0.01 eV reported. In addition, we will show in our results that both WSSE and 
KAL suggest that the activation barrier for kick-out is lower than for diffusivity, which would 
then require then that kick-out would have either a negative or no activation barrier. 
Some values were estimated based on convention, or assumptions. Below is a table of 
such values that have been estimated. Additionally, Table 3.2 includes the only reported value 
for the oxygen interstitial nearest neighbor distance as calculated by DFT [6]. 
Table 3.2 Additional estimated values for parameters in FLOOPS model 
 Value From 
First order pre-exponential factor for 
interstitial injection 
1x10
13
 s
-1 
Typical vibrational frequency, 
υ 
Total O2 sites on (110) surface per unit 
area, nsat,max  
5.2x10
14
 atoms/cm
2 
Based on O2 (110) surface per 
unit area and unit cell length 
and width [3] 
[Oi] formation prefactor, preOi,form 1.914x10
23
 
atoms/cm
3 
Discussed in Chapter 2, Oi 
structure in rutile assumes a 
geometry factor of 6 
Oi nearest neighbor distance, λOi 1.77x10
-8
 cm Nearest neighbor distance for 
oxygen interstitial [7] 
Concentration of 
16
O in Lattice Rutile, 
[
16
Ol] 
6.38x10
22
atoms/cm
3 
Based on the density of 4.23 
g/cm
3
 and the molecular 
weight  
79.866 g/mol 
Concentration of 
18
O in Lattice Rutile, 
[
18
Os,0] 
0.002x
16
O Natural abundance 
Oxygen interstitial diffusivity, DO,Oi 1.57x10
-3
 *       
exp(-ΔS/kB) cm
2
/s 
Derivation of diffusivity from 
atomic model, below 
  
The hopping diffusivity of the interstitial can be estimated as a single atomic jump: 
2
iO j
D g               (3.29) 
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where g is the number of different directions of jump within the lattice which we know to be 6, 
λOi is the mean hop length described above, and υj is the jump frequency.  
The jump frequency can be expressed by the vibrational frequency, υ, an entropy of 
migration, and standard activation energy of migration such that: 
exp exp i
O diffdiff
j
B B
ES
k k T
 
  
  
  
   

 .       (3.30) 
Combining these two equations gives: 
,
exp i
i i
O diff
O O O
B
E
D D
k T
 
 
 
 

         (3.31) 
where 
2
,
6 exp diff
iO O
B
S
D
k

 
 
 
 


.
        (3.32) 
If there is no entropic term associated with diffusion, diffusivity prefactor would be 1.57x10
-3
 
cm
2
/s as shown in Table 3.2. The entropy of migration that arises from WSSE is thus calculated 
from Eq. 3.32.  
 For the initial parameter value guesses, all of the values in Table 3.2 are utilized except 
that for preOi,form. The diffusivity used in the initial guess does have an entropic term, ΔSdiff, and 
the diffusivity energy, EOi,diff, is slightly smaller than that predicted by Tsetseris. Below in Table 
3.3 are the results of the initial guess parameter values. These values were estimated by a guess 
and check method that involved generating profiles for 4 temperatures between 650°C to 800°C 
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at 10
-5
 torr, applying KAL modeling to the said profile, and then comparing it to the KAL-
derived plots for from the experimental profiles. Plots at 10
-5
 torr were utilized because of the 
goodness of fit of the effective diffusivity data from KAL for the prefactor and activation 
energies. Similar plots that were utilized are shown for the final WSSE values in Figures 3.5. 
The initial guesses were tweaked to get Arrhenius prefactors and activation energies within two 
standard deviations away from the values obtained by KAL. From there, further optimization of 
the values was done using the WSSE method.  
Table 3.3 Initial Estimate of Parameter Values 
Parameter Fitted Value 
Eki/Eko 0.2 eV  
EOi,diff 0.7 eV  
EOi,form 1.3 eV  
Einj 2.4 eV 
Preki/preko 6.39x10
-19 
cm
3
/atoms-s 
DO,Oi 8.0x10
-2
 cm
2
/s (ΔSdiff/kB  = 3.93) 
S0 1.0x10
-5
 
nsat 1.5x10
14
 atoms/cm
2
 (0.29 ML)
 
PreOi,form 6.32x10
21
 atoms/cm
3 
υ 10
13
 s
-1
 
nsat,max 5.2x10
14
 atoms/cm
2 
λOi 1.77x10
-8
 cm 
 
3.5.2 Parameter Sensitivity Analysis 
Parameter sensitivity analysis based on simulation of experimental profiles offers a tool 
to investigate the behavior of a process model. The theory behind sensitivity analysis has been 
well developed [29] and applied in many fields of science and engineering [27]. In such analysis, 
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‘‘sensitivity coefficients’’ describe the variations in the outputs (i.e., output metrics) of a process 
model in response to perturbations in the parameters. The analysis suggests which parameters 
need to be measured or calculated most accurately by independent means, and which can be 
largely ignored. Sensitivity coefficients can also offer significant physical insights into the key 
elementary steps governing the overall reaction-diffusion network. Sensitivity analysis has been 
used in prior work for studying transient enhanced diffusion of boron in silicon and developing 
an analogous FLOOPS-based model for that system [30]. Here, it is used to determine which 
unknown parameters require the most rigorous estimation and which have little bearing on the 
outputs of the overall model.  
Parameter sensitivity analysis computes a matrix, Ψ, of sensitivity coefficients quantifies 
the change in a key metric of our process from small variations of our rate parameters. Let Y 
denote the vector describing the two principal metrics, the slope and intercept of the log plot of 
the diffusion profile, and ϕ be the vector with all of the parameters. The matrix of sensitivity 
coefficients can then be described by the equation: 
 
,
ˆ ˆ ( ; )
ln
i j
i j i j
j
Y
Y




  

        (3.33) 
The sensitivity coefficients are normalized due to the large variation in parameters, since 
both exponential terms and prefactors are calculated. By normalizing the sensitivity coefficients 
with respect to the parameter value, we are able to compare all values uniformly regardless if 
they exist as some sort of prefactor or as an energy value in the rate expressions. Solution to this 
matrix is approximated using the finite difference method, which gives the sensitivity 
coefficients as: 
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   
,
ˆ
2
i j j i j j
i j j
j
Y Y   


 
 
 
 
 
  
 

      (3.34) 
where Δϕj is a small variation of ϕj. Accuracy of the finite difference method is dependent on the 
variation Δϕj being small. For this reason, we confine Δϕj to be 10% of our best estimate for the 
parameter value ϕj. Additionally, for all prefactors we apply 10% variation to the base-10 
logarithm of the value. For example, if we consider the vibrational frequency 10
13
 s
-1
, a 10% 
variation would be applied to log10(10
13
). This matrix was solved in Matlab using a modified 
version of a simple code developed by A. Hollister (Appendix E.1) [20].  
Parameter sensitivity analysis is applied to all of the parameters in Table 3.3. Modeling at 
various conditions were assessed, both at higher and lower temperatures in our experimental 
range and at higher and lower pressures. This is done for the initial guess values in Table 3.3, 
and after every iteration of parameter estimation. The final parameter values obtained and their 
parameter sensitivity analysis is shown in Section 3.6.1. The slope and intercept of the 
exponential profiles from Equation 3.2 are used as two key metrics to describe the experimental 
profiles.  These metrics were each examined at two different temperatures and two different 
oxygen pressures.   
The two KAL parameters  and KS can be combined to yield a kinetic quantity that is 
quite fundamental to defect engineering: the net injection flux F.  Since the present work 
represents the first time that defect formation at the surface has been expressed in terms of this 
formulation that considers surface flux as the mathematical difference between the rates of 
elementary-step annihilation and injection, and since the rate expressions for surface annihilation 
and injection of Oi cannot be decoupled in our experiments, it is instructive to know at what 
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specific values of S0 and Einj the surface flux exhibits the most sensitivity to the noted 
parameters, S0 and Einj. We examine the sensitivity of F to S0 at various values of S0, and of F to 
Einj at various values of Einj. To do this, we apply Equations 3.33 and 3.34 for parameters S0 and 
Einj, vary the values for these two parameters and plot the change in sensitivity coefficient to F, 
which in this case serves as metric Y in Eqns. 3.33 and 3.34. The plots of this analysis are shown 
in Section 3.6.1 and are compared to the surface flux, F, and the rates of surface 
injection/annihilation described in Eqns. 3.15 and 3.17, also as a function of Einj and S0.  
3.5.3 Parameter estimation via error minimization 
The parameters included in the sensitivity analysis are fitted to experimental profiles 
from a range of temperatures from 650°C to 800°C and a range of pressures from 1x10
-6
 torr to 
1x10
-4
 torr. A need for a rigorous estimation is necessary to best determine the key rate 
parameters, and for this we employ a least squares technique known as weighted sum of square 
errors (WSSE) [31]. Model outputs were first optimized using initial guesses that matched one 
pressure and temperature. Using these values as a guideline, arrays of possible parameter values 
were tested using these initial guesses as median points within a local neighborhood for each 
parameter. Successively smaller incremental changes were made to the parameter values until 
the errors did not vary significantly within the range of parameter values tested.  
It was first necessary to quantify the error of the data sets from our SIMS profile to 
determine how much of the confidence intervals in the computational results were from 
experimental error.  Though the limited data set does not allow for accurate assessment of errors 
due to temperature and pressure measurements, we do take into account the SIMS experimental 
error from counting statistics. The error from counting statistics,, σexpt(x), was taken as the 
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experimental error for each depth step analyzed, x. Error from counting statistics is discussed in 
the following section. 
A tensor of all the errors for the range of each parameter values allowed for rapid 
determination of the set of values with the lowest computational error, and differentiation of 
parameter value sets that may result in a local minimum of error. The computational error was 
then calculated using a weighted sum of square errors over the sum of depth steps (x) from 20 
nm to 250 nm and over many different experimental conditions (Nexpt).  
 
 
2
2
n=1
1expt
N
expt sim
x
expt
WSSE C C
x
         (3.35) 
Cexpt and Csim are the concentration values at each depth step for the experimental profile and 
simulated profile, respectively. In this calculation, the weight term for each set of values was 
taken to be the inverse of the squared standard deviation of experimental values taken at each 
depth step. In addition, the depth steps are made uniform for every experimental profile for ease 
of calculation in MATLAB. Details of the Matlab program used to minimize the error can be 
found in Appendix E.4. 
3.5.3.1 SIMS error from Poisson counting statistics 
 Poisson counting statistics has been used extensively in the literature to estimate SIMS 
error [32]. Based on the method of SIMS analysis, where isotopic quantities are based on ion 
counts allows the estimation of error using the Poisson distribution.  The standard error, σ, for 
the Poisson distribution is the square root of the number of counts, N, such that: 
N  .           (3.36) 
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This equation can be applied to the raw SIMS data that outputs the count, N, for both 
18
O and 
16
O. The experimental concentration profiles of 
18
O are calculated as a ratio of the total O count 
and the multiplied by the concentration of lattice oxygen calculated and shown in Table 3.2, 
6.38x10
22
 atoms/cm
3
. 
18
16 18
18 22 36.38 10 / O
S
O O
N
O atoms cm
N N
 
   
    
 
 

.     (3.37) 
To properly extract the error of [
18
OS], one must apply the general error propagation formula. For 
a function, u, where: 
 1,..., nu f x x ,          (3.38) 
the error, δu, is: 
2 2
1
1
... n
n
u u
u x x
x x
  
   
     
  
 
  
 
.       (3.39) 
In this case, the errors considered are those for the two counts, σ18O and σ16O, and are applied to 
solve for the error of [
18
OS], σexpt. This error is taken for each depth step, x. Appendix B shows all 
of the errors for the experimental profiles (ten in total), alongside the concentration profiles used 
in WSSE. In general, the errors calculated are very small (less than 2% of the concentration 
profile).  
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3.5.4 Parameter Uncertainty 
 To obtain the parameter uncertainty we use a technique that linearizes the function, in 
this case the concentration profile Csim,i given by Equation 3.2, around the vector of optimal 
parameter estimates, * [27, 33] 
      * * *, ,sim i sim i iC C F              (3.40) 
where i denotes the i-th experiment and Fi is the Jacobian calculated using central differences at  
*: 
*
,sim i
i
C
F





.          (3.41) 
From here, the parameter covariance matrix, V, can be given by: 
1 1
,
1
pn
T
i c i i
i
V F V F
 

          (3.42) 
where np is the number of experiments and Vc,i
-1
 is the inverse of the covariance matrix of the 
values of the experimental concentration profiles, c, for a given experiment i. This analysis is 
applied as a function of depth, x, where Csim,i(x), such that the Jacobian, Fi, is a matrix of x 
depths and j parameters and the covariance matrix, Vc,i
-1 
is a matrix of only diagonals such that 
the variance at the diagonal is taken to be the error of the SIMS measurement, σexpt(x)
2
. The 
Jacobian, Fi and covariance matrix of the profiles, Vc,i are calculated for the same depth, x, values 
as in the WSSE calculations. This matrix is then solved for each experiment, i, and summed over 
all experiments, np, to obtain the inverse of the covariance matrix, Vϕ, for the vector of parameter 
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values, ϕ. It is this variance of ϕ that is solved to determine confidence intervals of the estimated 
parameters. We assume a Gaussian distribution of error to obtain the t-statistic value with nd-N 
degrees of freedom at the 100(1-)% confidence level. Here, (1-κ) represents the probability that 
ϕj falls within the confidence intervals of the estimated parameter value ϕj
*
which we choose. We 
solve for a parameter uncertainty with 95% confidence intervals. For the j-th parameter, one gets 
a parameter value of: 
   * *, ,1 /2 1 /2j j jjj jjd dt n N V t n N V             .   (3.43) 
Here, the degrees of freedom (nd-N) is calculated from the number of data points, nd, which 
sums the number of SIMS points over all experiments and the number of parameters, N. Given 
that we have 10 experiments, and choose 26 depth points, over 12 parameters, this would 
translate to a degree of freedom such that √(10*15-12) of 138. Thus, Eq. 3.43 describes the 
parameter value as optimized parameter value ϕj
*
 and its uncertainty, given a 95% confidence 
level.  The MATLAB code for the uncertainty calculations can be found in Appendix A. 
3.6 Results  
Modeling of oxygen diffusion in FLOOPS resulted in fitted exponential profiles that 
capture the key characteristics of the experimental profiles at our pressure and temperature range 
(Figure 3.2). From the final iteration of the WSSE estimation concentration profiles were 
obtained that accurately represent the bulk features of the experimental profiles at 10
-5
 torr.  
It should be noted that the experimental concentration profiles at the near surface do not 
show an exponential fit to the model. It is likely that this is due to a near-surface electric field 
that causes pile-up of charged mobile defects at the surface. Others in this group have shown 
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similar phenomena in Si [22]. For TiO2, which equilibrates with the gas phase, near surface 
band-bending has been observed, due to near-surface localized electric field [3, 34]. Literature 
suggests that under our conditions, oxygen interstitials should exist as a negatively charged (-2) 
defect [6, 7, 35]. Others in this laboratory have modeled this near surface effect [25]. As 
discussed in the initial formulation of the diffusion equations, we neglect the electric field drift 
since it should not affect the bulk diffusion profile. Figure 3.2 verifies this, with deviation of the 
model from the experimental profile shape at the first 25 nm from the surface.  
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Figure 3.2 Fit of final WSSE results to experimental profiles for clean surfaces at 10
-5
 torr, 
650°C from 800°C. Symbols and lines denote experiment and simulation, respectively.   
 
Beyond the initial guess described in Section 3.5.1, three iterations of parameter 
estimation were done applying WSSE minimization. Beyond the first two iterations, there was 
less than 0.5% change in the solved WSSE error value. The error value from Eq. 3.35 is solved 
over all the data points which for this analysis are from 10 experiments and 15 depth points each, 
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totaling 150 data points. Given this and the 12 parameters being solved, there are 138 degrees of 
freedom in the WSSE analysis. The WSSE was done over a very wide range of values, with 
variations of the activation energies up to 5 eV and with prefactors and other parameters being 
varied by up to 9 orders of magnitude. This mitigates finding a local minima value for WSSE 
despite the fact that analysis was first done with an initial guess that could indeed be close to a 
local minima for optimal parameter values. Regardless, the initial parameter value guess is 
important not only as a tool to minimize the number of iterations, but in utilizing parameter 
values that have been discussed elsewhere in the literature. The resultant fitted parameter values 
are listed in Table 3.4. These include the activation energies and prefactors for the diffusivity of 
the oxygen interstitial, the bulk equilibrium formation energy of the oxygen interstitial, and the 
rate of exchange with the lattice via the kick in-kick-out mechanism, the activation energy for 
interstitial injection at the surface, the surface concentration of available sites for injection, and 
surface interstitial annihilation probability. None of these values have been reported 
experimentally in the literature. In addition, the three surface parameters, Einj, S, and nsat have 
never been reported for this unique model of surface-bulk equilibrium. The values for λOi, nsat,max, 
and first order rate constant are also shown, but it is noted that little improvement in fit was 
found to motivate a change in their value. The literature value is found to either be the optimal 
value or not increase the WSSE value error more than 1%. 
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Table 3.4 Parameters Obtained for Fitted Profiles 
Parameter Fitted Value 
Eki & Eko 0.2 ± 0.1 eV  
EOi,diff 0.65 ± 0.01 eV  
EOi,form 1.5 ± 0.2 eV  
Einj 2.4 ± 0.77 eV 
preki & preko 7.84x10
(-19.0 ± 0.4) 
cm
3
/atoms-s 
DO,Oi 8.0x10
(-2.0 ± 0.3)
 cm
2
/s (ΔSdiff/kB  = 3.93) 
S0nsat
† 
 3.0x10
(9.0±0.2) 
atoms/cm
2
 
preOi,form (2.00 ± 0.04) x10
22
 atoms/cm
3
 
υ* 10
(13)
  s
-1
  
nsat,max*
†
 5.2x10
14
  atoms/cm
2
 
λOi*
†
 1.77x10
-8
 cm 
* Final WSSE values were those obtained from literature in Table.  3.2 
†
Values are covariant. Aggregate value and uncertainty are tabulated to: 3.26x10
(2.0±0.2)
 cm
-1
. 
 Table 3.4 includes the parameter uncertainty for most of the parameters estimated, with 
the exception of the prefactors associated with the surface annihilation term. All of the 
uncertainties listed are modest, with the exception of the prefactor and activation energy of 
surface injection, υ and Einj. These two parameters have exceptionally low sensitivity coefficients 
that will be shown in Tables 3.5a and 3.5b. In the next subsection, we will describe how this 
behavior is a byproduct of the fact that elementary-step injection is very fast, as θtot << 0.1 at the 
temperatures and pressures of this work. As shown in Eq. 3.26b, this effectively reduces the 
surface flux expression to contain annihilation-related parameters and no injection-related 
parameters. Thus, the uncertainty is high for the injection-related parameters.  
 In addition, Eq. 3.26b for the low coverage limit highlights another issue in the 
simulation: all of temperature-independent terms in the surface annihilation flux are covariant. 
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Within the experimental pressure and temperature range of this work, θtot <<0.1 so that S0, nsat, 
nsat,max and λOi cannot easily be deconvolved from one another. Under a wider experimental 
range, it may be possible to capture when θtot > 0.1 so that Eq. (3.26c) applies. This condition 
would allow of nsat as the injection kinetics would become more apparent. Under present 
circumstances, however, nsat,max and λOi were fixed at the literature value, as refining the value 
using WSSE provided little benefit to the overall fit of the profiles. In the next subsection, we 
discuss the effects this covariance has on the parameter sensitivity analysis. For the purposes of 
the uncertainty value, we introduce the following constant: 
0
i
sat
O
S


 .           (3.44) 
This constant does not have any physical motivation with respect to the exclusion of the 
diffusivity term. While it would be possible to add that term, because the diffusivity also has 
effect on the bulk reactions, it is not coupled like the rest of the constants, and also includes a 
temperature dependence. The value of τ is 3.26x10(2.0±0.2) cm-1 and it is this value that is input 
into the covariance matrix solution of parameter uncertainty given in Section 3.5.4. 
 Figure 3.3 shows that at the temperature and pressure range of the tracer diffusion 
experiments, θtot <<0.1 and thus reduces to 3.26b for the whole range of data fitted by WSSE. As 
a consequence, the two remaining parameters in τ that are not taken to be the literature value are 
in fact still covariant and cannot be separated by WSSE. Therefore, the value and uncertainty 
reported for S0*nsat is reported instead of the separate values, despite the fact that both of these 
were adjusted and readjusted in the WSSE iterations. The original WSSE calculations gave a 
value of nsat = 3.0x10
14
 atoms/cm
2
 (0.58ML) and S0 = 10
-5
. The product of this is presented in 
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Table 3.4 as 3.0x10
-9
 atoms/cm
2
. If S0 = 1, this value nominally represents the maximum amount 
of sites that at any given time can be annihilating interstitials to form adsorbed species. If given 
all sites were not effective at annihilating, i.e. S0 < 1 the amount of nsat would increase to 
maintain the 3.0x10
9
 atoms/cm
2
 obtained for S0*nsat. The only means to decouple this value 
would be to measure diffusion under temperature and pressure conditions where θtot > 0.1. From 
Figure 3.3, this would be found at higher pressures and lower temperatures. From the optimized 
parameter estimations given in Table 3.4, one would not satisfy this condition for θtot unless one 
was at very low annealing temperatures (T<400°C) and at near atmospheric oxygen pressure. 
Given the low temperature required, anneals would have to be longer for appreciable diffusion of 
18
O into the bulk. 
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Figure 3.3 Simulated coverage, θtot, as a function of temperature and pressure. Higher 
pressures and lower temperatures are required to attain θtot > 0.1.  
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The derived activation energy and prefactor (Table 3.4) for bulk equilibrium formation of 
oxygen interstitials give an equilibrium concentration of oxygen interstitials using the following 
formulation: 
 
, 5 2
10
2,
O formi
B
i
E
x
k Tx
i O form
O pre e p O

 
 
  .      (3.45) 
 The optimized parameter estimate of preOi,form and EOi,form  results in interstitial concentrations 
several orders of magnitude higher than that predicted by the ML estimation presented in 
Chapter 2 that utilizes DFT literature for oxygen interstitial formation. From Figure 3.4, at 
experimental pressure and temperature conditions, the highest concentration of oxygen 
interstitials from literature would have been 10
13
 atoms/cm
3
 and fitting of the MLE values to Eq. 
3.44 gives defect formation total energy of 2.7 eV. The value of EOi,form and preOi,form from Table 
3.4 yields Oi concentrations around 1 to 2 orders of magnitude higher than the literature, at 
around 10
13
 to 10
14
 atoms/cm
3
 at our experimental temperatures and pressures with a formation 
energy of 1.5 eV. While there is relatively good correspondence of a priori DFT literature to the 
experimentally calculated oxygen interstitial concentration, the formation energies are fairly 
disparate (1.2 eV difference).This is due to the fact that the MLE value predicts a prefactor 5 
orders of magnitude larger than given in Table 3.4.  
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Figure 3.4 Equilibrium concentration of (-2) oxygen interstitials in our system versus 
literature estimate. Multiple lines denote increasing pressure.  
3.6.1 Parameter Sensitivity Analysis  
Parameter sensitivity analysis (PSA) was applied as a modeling tool for the parameter 
estimation and verification of the model using systems-based techniques. Additionally, PSA was 
applied to the final parameter estimation to more closely understand the influence of the multiple 
reaction steps for interstitial formation, injection, and diffusion on the final tracer diffusion 
profiles. The sensitivity coefficients for the initial parameter value guess is shown in Appendix 
G, but it can be noted that the qualitative results of the PSA (i.e. which values were the 
concentration profiles more sensitive) were very similar to those for the final parameter value 
estimates. In addition to the sensitivity coefficients for the initial and final estimations, 
sensitivity coefficients for all parameters were taken at each iteration step to confirm no major 
changes to the sensitivity analysis, and to ensure that the parameters with the highest sensitivity 
coefficients were estimated first. The results of the parameter sensitivity analysis in Section 3.5.2 
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for the final parameter values are tabulated in Tables 3.5a and 3.5b below. The sensitivity 
coefficients calculated have units of the metrics used (e.g. slope and intercept) and are 
independent of the parameter due to the normalization formula applied in Eq. 3.33. For the 
intercept, this means that sensitivity coefficients are without units, and for the slope they take on 
the inverse length unit, cm
-1
. The order of the largest to smallest sensitivity coefficients are 
shown at the right of each sensitivity coefficient.  
All parameters have sensitivity coefficients within one order of magnitude for the 
intercept with the exception of the parameters for the injection rate, υ and Einj. As alluded to in 
terms of the parameter uncertainty, this is due to the fact that at observed temperatures and 
pressures, θtot <<0.1. Given Eqns. 3.2 and 3.4, it is unsurprising that not only the parameters that 
contribute to the surface flux, but those that define the bulk diffusion and exchange have similar 
contributions to the intercept and thus KS.  Since λ is part of the formulation of Ks, both the 
diffusivity and rate of kick-in affect this term. There is an additional contribution of the 
interstitial hopping diffusivity in the rate of annihilation term from Eq. 3.17. The terms for rate 
of surface injection have lower sensitivity coefficients because the experimental conditions are in 
a regime where annihilation is the rate limiting surface step. Details of this will be shown in the 
next subsection.  
Additionally, the parameter sensitivity analysis done for the covariant constants discussed 
above, nsat, nsat,max, λOi, and S0, suffer in that technically PSA does not capture covariances in 
parameters at all. To mitigate this, PSA is done on relevant physical constants that are 
agglomerations of the aforementioned parameters. First, it is possible to take calculate the 
sensitivity coefficient of the site-dependence of annihilation, Θsat given by Eq. 3.18. 
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Additionally, an effective recombination velocity of interstitial to the surface can be defined by 
the constant, kr [26]: 
0
3
i
i
O
r
O
D S
k

 .          (3.46) 
While the formulation given by Eq. 3.45 for τ neglected the diffusivity term because the 
uncertainty values did not distinguish between the intercept and slope of the profiles, the 
sensitivity analysis employed considers the sensitivity coefficients of parameters for the intercept 
and slope of the concentration-depth profiles separately. This allows a physical constant to be 
defined and analyzed. The sensitivity coefficients for these two parameters, Θsat and kr, as well as 
Θsatkr are given at the bottom of Table 3.5a. These are not considered for the case of the slope, 
where diffusivity of the oxygen interstitial has effects on both the surface flux and bulk 
diffusivity. For the case of the intercept, Θsatkr shows lower sensitivity coefficients than most of 
its constituents. Because the 10% change is applied to the product of the separate constituents, 
and cannot be separated from each other in the perspective of the model, it is combined 
parameter sensitivity coefficient that more accurately reflects the behavior. Given this, the 
intercept has similar sensitivity to Θsatkr as it does with the terms related to λ, i.e. oxygen 
interstitial diffusivity and rate of kick-in and kick-out prefactors and activation energies. The 
results thus suggest that the intercept is most sensitive to the oxygen interstitial equilibrium 
formation. 
While there are small changes in the relative sensitivities as a function of temperature, the 
only change in sensitivity coefficient due to pressure comes from the contribution of interstitial 
formation. Given that this is the only source of pressure dependence in our system, from Eq. 
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3.27, this is expected. The slope is simply the inverse of our mean hop length, λ, from Equation 
3.2. From Equation 3.3, this then requires that the slope should be mostly sensitive to its two 
constituting parameters: the activation energies and prefactors for oxygen interstitial diffusivity 
and rate of kick-in/kick-out. In the simulated conditions, the slope is also comparably sensitive to 
the interstitial concentration especially at higher temperatures. This stems from the assumption 
made that kick-in can be effectively considered a pseudo-first order reaction. In Eq. 3.12a, 
Kki=kki*[
16
Ol], where the lattice concentration effectively remains constant. The simulations 
show that at higher temperatures, this is untrue as [
18
OS] reaches concentrations as high as one 
order of magnitude lower than [
16
Ol]. Given that the total concentration of substitutional species 
has a marked contribution to the slope of the profiles, it makes sense that the surface parameters, 
Einj, S0, nsat, nsat,max, λOi, and υ also contribute to the slope but to a much smaller degree. Now that 
it is suggested that the surface parameters do in fact contribute to the slope with increasing 
isotopic substitution, it is unsurprising that the parameters with the smallest sensitivity 
coefficients are the same as for the intercept, Einj and υ. Again, this will be explained in the next 
subsection. 
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Table 3.5a Sensitivity Coefficients for Profile Intercept. Parameters ordered largest to 
small. 
Parameter Sensitivity at 600°C 
Intercept 
Parameter Sensitivity at 800°C  
Intercept 
1x10
-6
 torr 1x10
-4
 torr 1x10
-6
 torr 1x10
-4
 torr  
PreOi,form 48.4 47.1 PreOi,form 40.0 38.1 
nsat,max 28.5 28.4 nsat,max 26.4 26.3 
nsat 28.3 28.3 nsat 26.2 26.1 
EOi,form 19.8 19.7 λOi 15.3 15.2 
λOi 16.2 16.2 EOi,form 14.9 14.3 
S0 10.7 10.6 S0 10.1 10.1 
preki & preko  5.72 5.71 preki & preko 5.26 4.91 
EOi,diff  4.03 4.02 EOi,diff 3.14 3.12 
Eki & Eko  1.40 1.40 DO,Oi 1.11 1.11 
DO,Oi 1.17 1.16 Eki & Eko 1.07 1.00 
Einj  0.399 0.618 υ 0.173 0.271 
υ  0.330 0.513 Einj 0.116 0.183 
Θsat 0.518 0.518 Θsat 0.494 0.493 
kr 3.49 3.48 kr 1.91 1.90 
Θsatkr 4.01 4.01 Θsatkr 2.39 2.38 
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Table 3.5b Sensitivity Coefficients for Profile Slope. Parameters are ordered from largest 
to smallest sensitivity coefficients for 1x10
-4
 torr. 
Parameter Sensitivity at 600°C 
Slope (cm
-1
) 
Parameter Sensitivity at 800°C  
Slope (cm
-1
) 
1x10
-6
 torr 1x10
-4
 torr 1x10
-6
 torr 1x10
-4
 torr 
preki & preko 8.98 x 10
-3
 8.96 x 10
-3 
 PreOi,form 3.91 x 10
-3
 4.04 x 10
-3
 
EOi,diff  7.07 x 10
-3
 7.07 x 10
-3 
 preki & preko 4.09 x 10
-3
 3.58 x 10
-3
 
Eki & Eko 2.11 x 10
-3
 2.11 x 10
-3 
 EOi,diff 3.08 x 10
-3
 2.99 x 10
-3
 
DO,Oi 1.99 x 10
-3
 1.98 x 10
-3 
 EOi,form 9.82 x 10
-4
 1.38 x 10
-3
 
PreOi,form 9.82 x 10
-4
 1.46 x 10
-3 
 DO,Oi 1.08 x 10
-3
 1.04 x 10
-3
 
EOi,form 4.65 x 10
-5 
 7.34 x 10
-5 
 Eki & Eko 8.30 x 10
-4
 7.52 x 10
-4 
 
nsat,max 1.33 x 10
-7
 3.28 x 10
-8 
 nsat 2.49 x 10
-6
 8.49 x 10
-6
 
S0 1.50 x 10
-8
 1.57 x 10
-8 
 nsat,max 2.39 x 10
-6
 8.06 x 10
-6
 
nsat 1.77 x 10
-7 
 1.12 x 10
-8 
 λOi 2.39 x 10
-6
 4.92 x 10
-6
 
υ 1.28 x 10
-9
 3.79 x 10
-9 
 Einj 7.40 x 10
-7
 2.19 x 10
-6
 
λOi 3.56 x 10
-8
 3.16 x 10
-10 
 υ 1.11 x 10
-6
 1.95 x 10
-6 
 
Einj 3.94 x 10
-9 
 
 
1.32 x 10
-10
 S0 8.62 x 10
-7
 1.56 x 10
-6 
 
 
3.6.1.1 Parameter Sensitivity Analysis of the Surface Flux, F 
 In addition to the sensitivity analysis for the parameters given in Table 3.10, we explored 
how the sensitivity coefficients of the surface flux F with respect to Einj and S0 vary with respect 
to the numerical values of Einj and S0. From Table 3.5a and 3.5b, these two parameters have low 
sensitivity coefficients for the profile slope and only slightly higher sensitivity coefficients for v 
for the intercept. Despite this, it is important to for us to understand their contributions to the 
surface flux, F, because they are both very unique parameters to our surface kinetic model that 
have never been studied in the literature before. In general, sensitivity examinations of this sort 
in complicated models can sometimes provide physical insights into the role of specific kinetic 
steps.  Given, their novelty, we seek out an additional sensitivity analysis on these two 
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parameters that consists of a wider range of parameter value estimates to see how the flux 
changes with Einj and S0.   
In the present work, we fixed all other parameters to the values reported in Table 3.4, and 
permitted only Einj and S0 to vary.  Figures 3.5a and b respectively show the sensitivity 
coefficient of F to S0 as S0 is varied, and of F to Einj as Einj is varied. The arrows within the 
figures indicate the sensitivity coefficients at the values for S and Einj derived from the fitted 
profiles (i.e., taken from Table 3.4). Below the sensitivity coefficients, we also overlay all of the 
relevant surface rates, mainly the net flux, F, and the injection (Rinj) and annihilation (Rann) rates 
from Eqns. 3.15-3.18 in Figures 3.5c-d. In addition, we show the range of all coverages, θ, in this 
analysis. At low injection energy and low annihilation probability, coverages are very small as 
adsorbed oxygen rapidly injects into the bulk. Conversely, a high injection energy makes it 
difficult for adsorbed 18O to inject leaving sulfur adsorbed and a high annihilation probability 
contributes to a maximum surface flux, thus allowing for large coverages. Under WSSE derived 
values, the oxygen coverage that controls bulk to surface interstitial injection and annihilation is 
2x10
-3
. This value is significantly less than ~0.1, and results in the simplified formulation given 
by Eq. 3.26b for surface flux, F. 
In general, one can see that at a representative temperature and pressure of the 
experiments, F is most sensitive to values Einj and S0 that permit nontrivial rates of both injection 
and annihilation. , At one extreme, one cannot have too high of an activation energy, Einj, or too 
low of an S0 value such exchange is effectively shut off. At the other end extreme, at very high S0 
or very low Einj, one also sees a decrease in sensitivity coefficient. Here, the net flux F has 
reached its maximum and S0 and Einj are making very little contribution to F. One can see that 
this is true in Figures 3.5c and d, where F starts out very small on one extreme and then plateaus 
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at a maximum at the other end. The maximum sensitivity coefficients of both parameters are 
when F is changing the most with varying parameter value. For the case of varying  S, this 
directly correlates with the transition where the rate of annihilation is becoming directly 
competitive with the rate of injection, before the surface reaches some sort of constancy where 
net flux F is no longer changing. For the analysis of varying Einj, there is no point in which the 
annihilation rate and injection rate become equal, despite the fact that the net flux F does reach a 
maximum. This is a consequence of our parameter estimation for S0 and Oi formation, which 
creates a system that will make Rann less than Rinj for all physical values for Einj and for a wide 
range in pressure and temperatures. If one were to fix S0 at a higher value and carry out the same 
analysis in Figure 3.5b and 3.5d, one would see a more similar effect to that for the varying S0 
analysis.   
Since the sensitivity coefficients are normalized to the parameter value, it is possible to 
directly compare the sensitivity of F to S0 and Einj at the estimated value in Table 3.4. First, 
neither value is at the maximum sensitivity for the surface flux. S0 has a sensitivity coefficient 
about 10 times that of Einj. From Figures 3.5c and 3.5d, F is not at its maximum sensitivity to S0 
at WSSE conditions because the annihilation rate Rann makes a smaller contribution than Rinj to F 
and is several orders of magnitude smaller than the net flux itself. On the other hand, Einj has a 
less than maximum sensitivity coefficient due to the fact that F has reached its maximum value 
at WSSE conditions. Here, the Rinj term has essentially become temperature independent and 
reached the value of its prefactor. Further details of the surface flux kinetics will be discussed in 
relation to pressure and temperature will be discussed in subsequent sections.  
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Figure 3.5 Sensitivity coefficients of F for varying (a) annihilation probabilities (S) and (b) 
injection energies (Einj). Below these are the corresponding plots for net surface flux F (□), 
injection rate Rinj (○), and annihilation rate Rann () as a function of S (c) and Einj (d). The 
arrows indicate the sensitivity coefficients and fluxes at the values for S and Einj derived 
from the fitted profiles (i.e., taken from Table 3.4).  Note that the horizontal axes are 
plotted so that the rate of annihilation or injection increases to the right.  This format 
explains why Einj decreases when moving to the right in (b) and (d).  In the right hand of 
Figures 3.5c-d, we also show scaling of the coverages, θtot, and represent the values as a line.  
 
 
3.6.2 WSSE vs. Analytical Model: Temperature Dependence 
We compare the simulated results of the WSSE analysis to that of the analytical model 
presented in Section 3.2. To do this, the mean hop length, λ, surface generation, KS, and effective 
diffusivity Deff of the experimental concentration profiles and the simulated profiles using the 
(a) (b) 
(c) (d) 
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WSSE parameter values are tabulated and compared. Specifically, we examine the behavior as a 
function of temperature to obtain activation energies for these three profile metrics in Figure 3.6. 
To extract the values of λ, KS, and Deff from the experimental concentration profiles, we use the 
intercept and slope from Eq. 3.2 to extract the first two values, and then apply Eq. 3.5 to obtain 
Deff. Here, none of the kinetic parameter values estimated from WSSE are required to extract Deff 
or its constituents, λ and KS, and can be obtained solely with the slope and intercept of the 
linearized concentration profiles and the experimental anneal time. Conversely for the simulated 
profiles, Eq. 3.3, 3.4, and 3.21a are used to calculate λ, KS, and F from the parameter value 
estimates in Table 3.4. Like the KAL values, Deff is calculated using Eq. 3.5.   
Figure 3.6 shows the Arrhenius behavior of all three profile metrics for both the KAL and 
WSSE derived values. The prefactors and activation energies from least squares fitting to 
Arrhenius expressions are shown in Table 3.6. The simulated and analytical models were least-
squares fitted to Arrhenius equations as a function of temperature to derive energies for the three 
profile metrics.  While the overall fit for Deff from KAL is quite good, its two constituent metrics 
of KS and λ have larger standard errors associated with their Arrhenius fit values.  
The confidence intervals for the WSSE calculations for λ, F, KS, and Deff are calculated 
using propagation of uncertainty calculations obtained from Eqns. 3.38 to 3.39. The opposite 
trends in goodness of fit are observed for the prefactors, with only the surface flux term having 
confidence intervals well within the actual value. The λ prefactor has a large standard error, and 
this propagates itself into the KS value (KS ~ 1/λ) and into the Deff prefactor (Deff ~ λ). All of the 
errors obtained for the corresponding activation barriers are in fact well within the values 
themselves.   
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From Figure 3.6 and Table 3.6, the WSSE and KAL models correspond well and all 
prefactors and activation barriers fit within the standard errors associated with both models. 
Interestingly, different parameters are better estimated between KAL and WSSE. While KAL 
has a very good fit for Deff, WSSE does not. Additionally, WSSE calculates the activation 
energies with greater confidence than KAL does. Despite this, both models describe the 
temperature dependence of surface generation and bulk diffusion similarly within the given 
confidence intervals. The actual values though do not exhibit a perfect correspondence though. 
For example the activation energy for Deff varies by nearly 0.3 eV between WSSE and KAL. 
This difference may in fact be a byproduct of the fact that KAL is only evaluated at one pressure 
while WSSE solves for a range between 10
-6
 to 6x10
-5
 torr. Given the scatter of this pressure 
dependence shown in Figure 3.8, it is unsurprising that the two models don’t exactly line up. 
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Figure 3.6 Arrhenius plots of effective diffusivity and its two components, λ and KS, at the 
temperature range of 650-800°C and 1x10
-5
 torr. KAL analysis of experimental 
concentration profiles are marked circles ●, while the simulated (WSSE) fit is shown with 
no data points. 
 
 We separately plot the Arrhenius behavior of the net surface flux, F in Figure 3.7. For F, 
we extract the KAL data from Eq. 3.4 from the KS and λ values taken from the raw profiles. This 
means that for the KAL model, both errors associated with KS and λ are compounded in F. 
Despite this, the Arrhenius expression extracted for FKAL has a relatively good fit. For WSSE, F 
is taken from Eq. 3.21a directly by calculating the rate in surface injection and surface 
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annihilation. While little can be gleaned from the plot to suggest the contributions of the rate of 
annihilation and rate of injection solely from the Arrhenius plot from F, one can determine from 
either of the models’ value for the activation barrier of F that the surface injection is the largest 
contribution to the activation energy of the effective diffusivity. The correspondence of WSSE 
and KAL is best for F over the more fundamental parameters such as λ and KS, with the 
activation barrier being within 99% agreement, and the prefactor being of the same order of 
magnitude.   
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Figure 3.7 Arrhenius plots of net surface flux, F, at the temperature range of 650-800°C 
and 1x10
-5
 torr. KAL analysis of experimental concentration profiles are marked circles ●, 
while the WSSE fit is shown as a line only. 
  
 This Arrhenius analysis was done at 10
-5
 torr because of the availability of a wide range 
of experimental temperature profiles at this pressure, and because 10
-5
 represents a median 
158 
 
pressure given the experimental pressure range. Given that only the prefactor of oxygen 
interstitial formation is changed with pressure in the WSSE simulations, the activation energies 
in Table 3.6 are independent of pressure, and WSSE results show negligible change in prefactor 
for λ and Deff. The prefactors for F and KS changes by less than a factor of 2 per order of 
magnitude shift in pressure. For example, the prefactor for F at 10
-6
 torr from WSSE was 
calculated to be 2.73x10
23
 atoms/cm
2
-s. 
Table 3.6 Prefactors and Activation energies for key profile metrics from KAL and WSSE 
analyses at 10
-5
 torr. Values extracted from Figures 3.6 and 3.7. 
Parameter KAL WSSE 
 Prefactor Activation 
Energy (eV) 
Prefactor Activation 
Energy (eV) 
Deff 3.72x10
-1.0±0.8 
2.67±0.15 1.46x10
(-2±3) 
2.36±0.23 
λ 5.72x10
5.0±1.5 
0.57±0.29 1.4x10
(4±2) 
0.23±0.05 
KS 1.14x10
2.0±2.6 
1.54±0.52 7.74x10
(3±2) 
1.89±0.21 
F 2.07x10
23.0±1.2 
2.11±0.24 3.58x10
(23±1) 
2.13±0.20 
 
3.6.3 Oxygen partial pressure and oxygen interstitial charge 
We discussed thoroughly in Chapter 1 the importance of the oxygen partial pressure 
dependence as further evidence that the oxygen diffusion we see in our system cannot be 
governed by oxygen vacancies. We showed that while site-to-site vacancy diffusion would 
exhibit negative partial pressure dependence on the order of p(O2)
-1/6
 as seen previously in the 
literature, we see an effective diffusivity partial pressure dependence that is minimal or slightly 
positive. We highlight though that despite the experimental error in this KAL-derived analysis is 
large in these studies, there is strong evidence that the oxygen vacancy could produce the profile 
shapes repeatedly observed in previous studies [24].  The WSSE model requires a kinetic model 
for diffusion and exchange and therefore cannot on its own draw these same conclusions without 
producing a model for every single diffusion-exchange mechanism discussed in Chapter 1. 
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Where WSSE parameter values become useful is in validating the proposed mechanism from 
KAL derived values, and confirming more nuanced facets of the proposed mechanism such as 
the defect charge, and the pressure dependence of the surface kinetics. In this case of our WSSE 
analysis, the interstitial charge is much less certain in comparison to the pressure dependence 
analysis done on KAL. 
Figure 3.8 shows the simulated profiles from WSSE parameter values compared to the 
corresponding results from the KAL model in Chapter 1. Oxygen partial pressure dependences 
for two of the KAL profile metrics, λ and Deff are shown, alongside F to maintain continuity with 
the previous chapter. In addition, because the experimental profiles for oxygen partial pressure 
were normalized to temperature, we did the same for the simulations. Details on this temperature 
normalization are described in Chapter 1. Simulations from WSSE shown are for the case of the 
(-2) oxygen interstitial. The fit of the pressure dependence is within the standard error presented 
in Chapter 1 for the KAL-derived pressure dependence and shown in black in Figure 3.8. In 
general though, the WSSE pressure dependences lie closer towards the maximum oxygen 
pressure dependence available for the (-2) charge (p(O2)
1/10 
for Deff) given in Table 3.1. . As 
described in Section 3.4.3, the partial pressure for Deff comes from the inclusion of [Oi] in the 
formulation for the surface flux, F, because λ for a kick-in, kick-out mechanism has no 
associated pressure dependence. This latter point is simulated in Figure 3.8a. We will discuss 
what this implies about the surface kinetics as well as the alternative where a (-1) oxygen 
interstitial next.  
 We chose the (-2) charge for [Oi] in the WSSE computations because the KAL oxygen 
partial pressure dependence fit (Chapter 1), DFT studies of the most stable Oi charge at the 
experimental temperature and pressure regime (Chapter 2), and recent work done in this group 
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on the near surface pile-up due to electrostatics [25] all suggest the (-2) to be the likely charge of 
Oi. The FLOOPS code written treats the oxygen interstitial charge as a discrete variable, rather 
than a continuous one, thus not allowing us to simply extract a charge estimate from WSSE or 
applying parameter sensitivity analysis to it. Thus, it was necessary in developing the WSSE 
analysis that a specific charge be chosen. The pressure dependence study though does not 
completely rule out (-1) charge because the charge only dictates the upper bound of oxygen 
partial pressure dependence from Eqns. 3.26a and 3.27. Thus, if the surface kinetics particularly 
favors annihilation at the experimental conditions and/or the pressure dependence of [
16
Oi] is less 
than the maximum, a (-1) charge could still fit within the data. Details of what the WSSE shows 
on this surface kinetic effect on oxygen partial pressure dependence will be discussed below. 
Additionally, DFT studies are not always reliable in determining charge [36]. This laboratory has 
found that between a neutral and (-2) charged species that the (-2) charge is the likely contributor 
to electrostatic pile-up of 
18
O in rutile [25]. They do not consider the (-1) charge based on DFT 
results.  
WSSE data on the bulk diffusion suggests that it may not be quite as clear which is the 
more likely charge for Oi: (-2) or (-1). To test the fit of Oi
-1
 in FLOOPS, one set of simulations 
was run where Eq. 3.27 for [Oi] utilized the p(O2)
3/10
 instead of p(O2)
1/10
 for the prefactor. Thus, 
all parameter values from Table 3.4 were maintained except that for preOi,form. Given the 
goodness of fit for the Arrhenius behavior at 10
-5
 torr shown in Figures 3.6 and 3.7, preOi,form was 
chosen such that: 
     
3 1
10 101 5 2 5
, ,
10 10
i i
i iO form O form
pre O torr pre O torr  .   (3.47) 
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This resulted in a preOi,form(Oi
1-
) of 2.00x10
23
 atoms/cm
3
. With this change in the formula for 
[Oi], simulations were run, and the WSSE error value from Eq. 3.35 was calculated for the Oi
1-
 
simulations. This error value, which is a key metric of the goodness of fit of the parameter values 
to experimental profiles was less than double that of the WSSE error value for the (-2) fit. 
Specifically, the best fit for the values in Table 3.4 modeling Oi
2-
 gave a WSSE error value of 
1.87x10
5
, whereas that for Oi
1-
 was 3.09x10
5
. While it would have been possible to do another 
set of iterations to find the ideal value of all 12 parameters under Oi
1-
, it would have been 
computationally costly to do so. The factor of two difference in the WSSE error value is in fact 
very small in comparison to the range of errors we see for varying parameter estimates, where 
WSSE errors could be as high as three orders of magnitude larger the minimum value calculated. 
This simple simulation even without the iterations already suggests that in comparison to the 
other examinations of Oi charge, it is much less clear from the WSSE method which charge the 
oxygen interstitial is. The oxygen partial pressure dependences for the Oi
1-
 simulations, much 
like that for Oi
2-
 is at the maximum value at p(O2)
0.30
 for both the surface flux, F, and Deff and 
p(O2)
0.00
 for λ. Thus, despite the fact that the WSSE shows a goodness of fit on the order of that 
for Oi
2-
, the simulated partial pressure dependence at Oi
1-
 does not fit the KAL data. The KAL 
analysis more strongly suggests a (-2) charge for oxygen interstitials in comparison to the WSSE 
analysis.  
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Figure 3.8 Oxygen partial pressure dependence simulated for (a) normalized λ (λO) (b) 
normalized F (FO) and (c) normalized Deff (Deff,O) when x=2 in Oi
x-
. Simulated WSSE values 
are in red; results from Chapter 1 are in black. Deviation from the absolute value is caused 
by differences in the temperature normalization. Here, only slope of plots are being 
compared.  
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We find from our simulations derived from WSSE parameters and Oi
2-
 a partial pressure 
dependence of F and Deff, of p(O2)
0.10 
(Figure 3.8b and c). This suggests several things about the 
surface kinetics. First, the experimental temperature and pressures are in a kinetic regime where 
the injection rate is much larger than the annihilation rate given the conditions in Eqns. 3.28a and 
3.28b. This is additionally supported by the actual measurement of the injection and annihilation 
fluxes in Figure 3.5c and d, which shows that rann is around 3 orders of magnitude lower than rinj 
at the WSSE parameter values.  
Given the large standard error of the KAL-derived flux pressure dependence, WSSE-
derived simulations of the surface flux pressure dependence as a function of temperature was 
utilized. Recall from Eqns. 3.28a-b that we defined a method of examining surface flux kinetics 
based on a temperature-induced shift in oxygen partial pressure dependence. The KAL-derived 
pressure dependence for F had a standard error too large to allow for observations of subtle shifts 
in the pressure dependence at the narrow temperature window tested. More so, a tacit assumption 
that there is negligible shift in pressure dependence between 650°C and 750°C is made, as data 
was normalized with respect to temperature in Chapter 1 and Figure 3.8. Thus, utilizing the 
WSSE parameter values, we observed the oxygen partial pressure dependence of F as a function 
of temperature for a much wider range of temperatures (650°C to 1150°C) and compared those 
results to the relative contributions of injection and annihilation in Figure 3.9.  Higher 
temperatures in addition to the experimental conditions were simulated because diffusion much 
lower than 650°C would be too slow and temperatures above 900°C are closer to more common 
processing conditions [37]. 
The most interesting observation of Figure 3.9 is that at higher temperatures, the pressure 
dependence decreases from the maximum pressure dependence observed at the experimental 
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conditions despite the fact that the relative contributions of surface injection and annihilation 
remain the same throughout the temperature range simulated. In Figure 3.9a, the ratio of the 
injection denominator term (dinj) and annihilation denominator term (dann) from Eqns 3.28a and 
3.28b. The ratio, dann/dinj is the term given in these equations: 
0
,
3
i
inj
B
i
iOann
E
inj
k T
sat max O
D S Od
d
n e 

 
  .         (3.48) 
Despite the large temperature range, very little change is seen in the ratio of dann to dinj. This is a 
consequence of the WSSE parameter value results in Table 3.4. The temperature contributions of 
rinj (Einj) and rann (EOi,diff and EOi,form) are very close in value. Given this fact, it is less surprising 
that we do not observe a shift in the dann/dinj. Even more, at the experimental conditions there is 
also little shift in the oxygen partial pressure dependence with temperature. This suggests that the 
assumption made in normalizing the pressure dependence of the KAL values was in fact valid.  
What is surprising then is that an observed pressure dependence shift at all at higher 
temperatures. Even more, given that rinj(T) is greater than rann(T), one would expect at higher 
temperatures the pressure dependence would increase rather than decrease. This pressure 
dependence shift observed in the simulations is actually due to another pressure-dependent 
constituent of the surface flux in Eq. 3.26a: [
16
Oi]x=0 in the numerator. Though one would expect 
that this oxygen partial pressure dependence would be the same as that for the total [Oi]x=0, the 
actual surface flux isotopic exchange mechanism contributes to [
16
Oi]x=0. Though it is not 
explicitly shown in the figure, an overlay of the pressure of dependence of [
16
Oi]x=0 shows that it 
matches well with the observed pressure dependence of F. 
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Figure 3.9 (a) Shift in simulated partial pressure dependence of F under varying 
temperatures. Shift is seen despite the fact that the ratio of denominator terms in Eq. 3.48 
change negligibly (half an order of magnitude over 500°C). (b) Pressure dependence of 
dann/dinj is below.  
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3.6.4 Sulfur adsorption  
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Figure 3.10 Comparison of Deff for oxygen diffusion from literature (assuming VO
2+
 
mediated diffusion) [black], KAL derived for clean surface [blue], KAL derived for 0.1ML 
adsorbed sulfur [green], and simulated for all conditions [red]. Simulations were done for 
clean, 0.1ML, 0.2ML, 0.3 ML, 0.4ML, 0.5ML, and 0.575ML Sads. Simulated 0.1ML denoted 
by (…). 0.575ML is shown to represent when almost all Oi surface injection is turned off 
where Deff does not include any contribution of VO
2+
-mediated diffusion.  [24] 
 
Previous results in this laboratory validate our proposal of a surface-mediated method for 
facile diffusion of oxygen in rutile by showing that diffusion could be effectively slowed by 
poisoning of the mediating surface sites by fractions of a monolayer of elemental sulfur [24].  
The results of this study were shown previously in Chapter 1 in Figure 1.3, and are once again 
shown in Figure 3.10 with the addition of our simulated results onto the graph. KAL-derived 
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values for Deff were tabulated for both the clean surfaces and with surfaces that had 0.1ML of 
elemental sulfur deposited onto them. Those results suggested that as little as 0.1ML of sulfur 
reduced the effective diffusivity of oxygen by around a factor of 6-7, but did not change the 
exponential shape of the profile (Figure 3.11). This decrease in diffusivity is still much higher 
than that for literature, which reports an effective diffusivity over a factor of 40 below the clean 
surface and over a factor of 6 below the 0.1ML data. We propose that at the previous literature 
data that surface injection of oxygen interstitials is at such small quantities that oxygen vacancy 
hopping is the primary means of oxygen diffusion into rutile. 
In the FLOOPS simulations, we model sulfur adsorption in the most simplistic means we 
can: we assume competitive adsorption of our injection sites such that sulfur preferentially 
adsorbs onto the same sites as surface interstitial injection occurs and not on any other site. This 
would effectively reduce the number of available sites, nsat, where the surface-bulk chemistry 
could occur. We modeled this solely by lowering the value for nsat to account for how much 
sulfur we believed to be deposited onto our sites (Eq. 3.24). Thus, given the WSSE value for nsat, 
and treating a monolayer as the fraction of nsat,max, nsat,0.1MLS =  (3.00x10
14 
- 5.2x10
13
) atoms/cm
2
 
= 2.48x10
14
 atoms/cm
2
.  
As noted, this is a very simplifying assumption of sulfur adsorption on the (110) surface. 
In truth, where sulfur adsorption occurs at our experimental temperatures is not known, nor is the 
kinetics of how it adsorbs onto the surface. While one report shows that within our experimental 
range of temperatures (600°C to 800°C) the coverage of S remains fairly constant at 0.1ML, why 
this is so is less understood [21]. This does allow us to make the assumption that within the 
experimental range that nsat,w/Sads. is constant with temperature. To assume all sulfur is adsorbed 
onto oxygen interstitial injection sites is somewhat arbitrary. In truth, one could also propose that 
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sulfur adsorbs proportionally to the injection sites as to all sites (i.e. Θsat*0.1ML) or to some 
unknown fraction of injection sites. Without any knowledge as to what the injection sites or 
sulfur adsorption sites, it is impossible to make an educated guess on this.  
The results of this simulation are shown in Figure 3.10 in red. It must be noted that in 
evaluating the WSSE values for nsat, only experimental profiles for clean surface were 
considered and no experiments with sulfur were included. Thus, the WSSE value for nsat does 
not consider the model for sulfur adsorption proposed. What we find from Figures 3.10 and 3.11 
is that the simulations show a markedly smaller effect of 0.1ML adsorbed sulfur onto Deff and 
then seen from what is extracted in the  KAL model. In fact, Deff at 700°C, 10
-5
 torr with 0.1ML 
adsorbed sulfur for the simulations is around 7 times that of observed experimentally and derived 
using the KAL model. One can see that the simulated value for the clean surface is also higher, 
but despite that the decrease with 0.1ML sulfur to the clean for the simulations is only a factor of 
1.2 versus 6-7 for KAL.   
For the simulations, it takes about 0.5ML of adsorbed sulfur to reduce the clean surface 
Deff by a factor between 6 and 7. The model proposed for interstitial injection inhibition by sulfur 
adsorption would suggest that interstitial injection should be shut off completely when the 
amount of sulfur adsorbed onto the sites is equal to that of the available sites, nsat. WSSE 
calculated this to be 3.00x10
14
 atoms/cm
2
, which with respect to the total amount of oxygen 
adsorption sites would be 0.577 ML. We simulated very near these hypothetical conditions of 
0.575ML adsorbed sulfur, and did see a marked decrease of oxygen diffusivity below that of the 
literature. But there is no evidence from experiments that this high coverage of sulfur is 
reasonable. 
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It must be noted that because the FLOOPS code does not include any diffusion mediated 
by oxygen vacancies, the simulations do indeed reflect a shutdown of the proposed interstitial 
diffusion mechanism, and represents the point when we would expect to see diffusion profiles 
consistent with oxygen vacancy diffusion. If we assume this mechanism of sulfur poisoning of 
the injection sites for the KAL data, one would expect that between 0.6 and 0.7ML (i.e. 6 to 7 
times that of 0.1ML) of sulfur should effectively produce the literature diffusivities in Figure 
3.10. Thus in regards to when interstitial injection should be turned off, the KAL and WSSE data 
matches well.  
What we find in comparing the KAL-analyzed experimental data, literature, and WSSE 
simulated data for adsorbed sulfur is that a simple injection site blocking model for sulfur 
adsorption does not accurately reflect the observed changes in Deff. While the WSSE model 
seems to accurately predict the shut-off of oxygen interstitial injection in rutile, it underestimates 
the effect of sulfur adsorption at intermediate quantities of adsorbed sulfur. While it may be 
possible that if the sulfur experiments were incorporated into the WSSE parameter value 
estimation that nsat would be a smaller value, and thus more greatly affected by the value of Sads., 
one would see a much quicker transition of shut-off of the interstitial injection that would not 
match the literature. Experimental observation by others in this laboratory has shown that at 
5x10
-6 
torr, almost negligible effect on Deff is observed with 0.1ML adsorption of sulfur [20]. A 
simple site-blocking mechanism does not support such a dramatic shift in oxygen injection and 
diffusion would be observed at an only slightly lower pressure. Current research is being done on 
sulfur adsorption that allows for greater understanding as to how sulfur affects the interstitial 
diffusion profiles at intermediate coverages (i.e. more than 0.1 ML), which could help validate a 
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simple site-filling model or more likely suggest an alternative kinetic contribution to interstitial-
mediated diffusion.  
We show in Figure 3.11 the concentration profile at 700°C, 10
-5
 torr for a clean surface 
and one with 0.1 monolayer adsorbed sulfur. One can see that the simulations predict a much 
smaller change in profile than experiments. In general, the slope of both experiment and 
simulation depth profile remains unchanged whereas the total quantity of injected isotopic 
oxygen decreases with 0.1ML adsorbed sulfur.   Given the implementation of adsorbed sulfur 
only onto nsat, no change is seen in the Arrhenius behavior of Deff, only in the prefactor [Deff,w/s 
= 1.18x10
-2
cm
2
/s*e
-2.36/kBT
]. We observe no shift in the activation energy for diffusivity and a 
modest decrease in the prefactor. KAL results had similarly little change with the activation 
energy, but a much more substantial change of prefactor [Deff,w/s = 0.22±0.02cm
2
/s*e
-
(2.80±0.35eV)/kBT
] [24]. While no simulations at different pressure dependences are done, no 
significant shift in pressure dependence should occur as sulfur is modeled to affect injection and 
annihilation equally via nsat.  
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Figure 3.11 Change in 
18
O concentration profile with 0.1 monolayer adsorbed sulfur.  
Simulations are denoted as a line and experiments as symbols.  
3.7 Discussion 
 Modeling the observed exponential profiles of 
18
O into rutile TiO2 upon an activated 
clean surface has been done in the FLOOPS simulator, providing a comparison to an analytical 
model developed previously and offering the first parameter value estimation of a proposed 
kinetic pathway of 
18
O injection and diffusion into the bulk. First, evaluation and comparison of 
the parameter value estimations to the literature are described. Then, comparison of the utility of 
WSSE parameter-estimated model and the analytical ‘KAL’ model will be described in detail 
with respect to the features analyzed in the profiles: Arrhenius behavior, effect of the partial 
pressure of oxygen, and effect surface manipulation via adsorbed sulfur. To conclude, we assess 
for what purposes the WSSE-FLOOPS model is preferred over the KAL model and vice versa.  
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The key kinetic parameters for oxygen interstitial creation and annihilation at the surface, 
diffusion into the bulk and exchange with the lattice are quantified using FLOOPS. The values 
obtained reveal a kinetic system that requires only moderate temperatures to be measurable by 
classical isotopic exchange experiments. From Table 3.4, parameter uncertainties for most values 
remain within the margin of the actual parameter value itself, with the exception of the values for 
υ and Einj. This is attributed to the low-coverage regime that experiments were done at. Given the 
scatter seen in the KAL-analyzed data both for the Arrhenius behavior and the pressure 
dependence behavior, it suggests that the scatter in the experimental raw data is substantial 
enough that it effectively limits the accuracy of both analyses. The addition of more 
experimental conditions could help resolve some of this scatter as well as identify more 
accurately when the rate of injection would make a contribution to the overall system. Despite 
this, the results in Section 3.6.2-3 suggest that the two unique analyses converge to two similar 
conclusions about the behavior of the studied system. In addition, while some of the parameter 
values calculated are either completely new or somewhat divergent from what is expected, the 
correspondence of other parameter values with the literature suggests the anomalous parameter 
values are more likely explained by less-understood physical phenomena rather than 
experimental artifact. Such anomalous values are discussed below. 
3.7.1 Optimal parameter estimation: Comparison to Literature 
Oxygen interstitials have only been recently studied in rutile and only theoretically [6, 7, 
9, 28, 35]. In general, their presence in stoichiometric or p-type TiO2 is suggested but because 
rutile readily reduces, they are not considered for more common oxygen-deficient systems. 
Similar to the observation in Si, we believe our extracted concentration of oxygen interstitials 
represents the concentration when our surface is clean and saturated with the free surface sites 
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available for interstitial injection. We posit that when in ambient, where most other oxygen 
diffusion studies are studied, these surface sites may be poisoned by contaminants that can be 
effectively cleaned off with certain chemical etching techniques and annealing in vacuum [20]. 
This procedure drastically changes the relative concentrations of the O-related point defects by 
sizably decreasing the concentration of oxygen vacancies. Those vacancies are annihilated by 
16
Oi. The surface also creates a pathway other than within the bulk for oxygen interstitials to 
form and migrate into the system.  
We estimated a formation energy for oxygen interstitials that gives oxygen interstitial 
concentrations only 1 to 2 orders of magnitude larger than that predicted from the DFT literature, 
but with very different temperature dependences. It is unclear as to why the DFT literature 
estimates a much higher formation energy for oxygen interstitials and a correspondingly higher 
prefactor. Similar differences were found in studying Si self-diffusion via interstitials in this 
laboratory. They reported a formation energy about 1eV lower than most of the much more 
readily available DFT reports on silicon interstitial formation [38]. As they had discussed, 
calculations on formation energies are highly dependent of the electronic and physical structures 
of the interstitial, and it may in fact be a general lack of experimental and theoretical knowledge 
of oxygen interstitials in rutile that may contribute to this large discrepancy. Experiments such as 
those conducted in this laboratory, coupled with theoretical calculations not only on the structure 
but mobility of the interstitial would vastly improve knowledge of the defect energetics in rutile.  
Despite the fact that we now experimentally observe oxygen interstitials at such higher 
magnitudes than predicted by the literature, they are still not the majority defect in our system. In 
Appendix C, one can see that Ti
4+
 interstitials still exist around 2 orders of magnitude larger than 
the oxygen interstitials, maintaining that the rutile is reduced at sub-atmospheric pressures [39]. 
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Additionally, we find that based on the carrier concentration also reported in Appendix C, we 
still are conductively an n-type material, also corresponding well with the literature [39, 40].  
Given that the oxygen interstitial existence is so little considered in literature, it is 
unsurprising that only two very recent report for an activation energy for its diffusivity exists in 
the literature [9, 28]. Tsetseris’s DFT calculation for oxygen interstitial diffusion was motivated 
by the study of non-metal dopant diffusion and interaction with point defects in rutile. Their DFT 
calculation suggests an activation energy of 0.78 eV, making it mobile at room temperature. 
They suggested this high mobility of the oxygen interstitial can lead to an energetically favorable 
kick-out of either substitutional nitrogen or carbon [9]. In addition, Uberuaga calculated the 
diffusivity of the oxygen interstitial to essentially be essentially spontaneous with an activation 
energy of 0.01 eV [28]. Based on other oxygen interstitial defects in other oxides such as ZnO, 
CoO, and UO2 in the literature, we believe such a small value is unlikely in rutile [41-44]. This 
improbability, in addition to the fact that a smaller EOi,diff would require an even smaller 
activation energy for Eki to maintain Eλ from the KAL data, is strengthened by the WSSE 
calculated value of 0.65 eV for EOi,diff. The prefactor for interstitial diffusivity, DO,Oi, was also 
calculated. Based on Equation 3.32, the prefactor for Oi hopping deviates from the ΔSdiff=0 value 
only by an entropy value of around 4 kB. Entropy terms in diffusivities are not uncommon, and 
some works suggest that they stem mostly due to entropy from site-hopping migration [45].   
This is given th to be Sm = - d(Gm)/dT because the migrational work done against the elasticity 
of the lattice decreases with temperature. The quantity - d(Gm)/dT can be very crudely 
approximated as Hm/Tm. Here, m denotes the enthalpy, entropy, temperature, and Gibbs free 
energy of migration. In this case, this is 0.65eV/1023K, yielding Sm/kB~7.. This is slightly 
higher than the ~4 kB calculated above. 
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The value for effective diffusivity, Deff, from the KAL model has been described as the 
product of oxygen interstitial concentration and hopping diffusivity, which cannot be separated 
in the KAL derivation [24]. From WSSE parameter estimation, we are able to have estimates for 
both the enthalpies associated with oxygen interstitial formation and hopping diffusivity and 
their respective prefactors. If one considers the sum of Eoi,diff and EOi,form from WSSE (0.65eV + 
1.5eV), one sees a match for EDeff  with KAL within both analyses’confidence intervals.  This 
value for EDeff also is similar to the activation energy for oxygen vacancy-mediated diffusion, 
suggesting that the initial quenching of vacancies can indeed happen within experimental 
temperatures shown in Figure 3.6 and 3.10. Additionally, this value of (0.65 eV + 1.5 eV) is ~0.2 
eV smaller than the EDeff obtained from WSSE and reported in Table 3.4. WSSE treats the 
parameters for EOi,form and EOi,diff separately, and does not consider this equivalency of  EDeff = 
Eoi,diff + EOi,form. Given that the optimized parameters for Eoi,diff and EOi,form do not yield the best fit 
for Deff and even more so λ, it is unsurprising that there is not a complete match in these values.   
The activation energy for kick-in and kick-out is small in comparison to other 
semiconductor systems, and the prefactor for kick-in also deviates far from expected. For silicon 
self-diffusion, the activation energy for kick-in and kick-out is 1.02 eV [38]. Though a kick-
in/kick-out mechanism for diffusion in a metal oxide has not previously been experimentally 
verified, some DFT studies exist for oxygen interstitial diffusion via kick-in/kick-out in zinc 
oxide. Huang et al. reported a migration enthalpy due to kick-in kick-out for oxygen interstitials 
in n-type ZnO to be 0.49 eV [41].  This value is a fair approximation of only the kick-in kick-out 
activation energy, as they assume that no path exists for oxygen interstitials to move within open 
channels, and that the interstitials move only via site-to-site kick-out. The presently estimated Eki 
and Eko value of 0.2 eV is smaller than that of Huang et al., but given the confidence intervals is 
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still similar to that for ZnO. The small value suggests that we have a system wherein kick-out 
can happen at moderate temperatures and is less temperature-dependent than the Oi hopping rate, 
which is confirmed by the positive activation energy for λ derived both by KAL and WSSE.  
Interestingly, we get a much lower prefactor than would be expected. If we were to take the 
product of the oxygen lattice concentration and preki or preko, we would obtain a first order rate 
constant of ~10
5
 s
-1
, which starkly contrasts that obtained for Si by this group (~10
11
 s
-1
) and a 
typical first order rate constant (10
13
 s
-1
) [38]. This low prefactor may also be the source of the 
relatively high prefactor seen in the Deff KAL analysis, where the rate of kick-out would 
inversely affect the values obtained for Deff given Eqns. 3.3 and 3.5.  The low value of the pre-
exponential factor may also originate from deficiencies in the fundamental kinetic model  for 
example, if a precursor state were involved in injection. 
3.7.2 Optimal Parameter Value Estimation: Surface Kinetics 
The surface kinetics described in Section 3.6 operates at experimental temperatures and 
pressures under a regime where θsat <<0.1. This effectively reduces the surface flux, F, to show 
dependence on the terms associated with annihilation rather than injection given by Eq. 3.26b. 
This low coverage value does not match the unity coverage seen for oxygen adsorption kinetics 
given in Appendix A. This may be a consequence that injection occurs much faster than any 
migration of oxygen at the terrace sites to the injection sites. While the migration kinetics to 
injection sites is not explored within the context of this work, it could explain the difference in 
coverages of the surface-to-gas and surface-to-bulk kinetics. 
Our results for surface injection and annihilation are unique to the literature because this 
is the first time such a system has been considered before. The most similar comparison one 
could make is this laboratory’s own findings on silicon self-diffusion via a mobile intermediate. 
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In silicon, a clean facile surface is thought to increase the surface dangling bond concentration 
where silicon interstitials formed in clusters in the bulk diffuse out and are annihilated at these 
dangling bond sites at a given probability, S [2, 26]. Their formulation differed from ours in that 
it was coverage-independent whereas ours requires a coverage term to maintain equilibrium. 
They reported an annihilation probability they deemed fairly low, at 7x10
-4
. In Si, the low value 
for annihilation probability is attributed to the fact that the reconstructed Si(100)-(2x1) surface 
has nominally no dangling bonds present [46].  
Because of the low coverage, θsat <0.1, seen in this system, it is not possible to extract a 
similar value, S0, from WSSE. Despite this, surface structures on rutile may suggest that the 
value may be similarly low like the Si case. In general, the well-known (2x1) reconstruction for 
the (110) surface of rutile is known to be present with very low vacuum annealing or ion 
bombardment [47, 48]. This reconstruction is known to produce either 1 or 2 dangling bonds per 
Ti interstitial site. Given that we do not anneal at sufficiently low pressures to obtain this 
reconstruction, we expect that our surface are in fact the stable (1x1) configuration. The (110)-
(1x1) surface, which is thought to be at least partially covalent, is well-known to be the most 
stable rutile surface, thus making it the surface with the least amount of dangling bonds [49, 50]. 
The relatively low count of dangling bonds on the (110) surface may result in a low S0 value 
much like the case in Si. Without experimental observations of θsat >0.1, which would require 
much higher pressures and lower temperatures, this cannot be verified. 
Despite the fact that under the temperature and pressure regimes, S0 and nsat could not be 
evaluated separately under clean surface conditions, an nsat value that was initially obtained from 
WSSE before the resulting surface kinetics were resolved was utilized to model sulfur adsorption 
effects on effective diffusivity of 
18
O in this sytem. We found that the concentration of available 
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sites for interstitial injection, nsat, required for the exponential diffusion profiles is only slightly 
smaller than the total concentration of oxygen molecules on the (110) surface (nsat,max), and many 
orders of magnitude larger than one would expect for extended defects such as kink sites. From 
Figure 3.5, our coverages are fairly low, with values around 10
-3
. While it would be possible that 
such a high value for available sites is very much an artifact of the WSSE model’s inability to 
separate the S0nsat term, it could be a byproduct of our assumption that annihilation is governed 
by a linear coverage dependence, i.e. (1-θ), such a low coverage in general would in fact not 
change the estimate for nsat markedly. Because the value for nsat was calculated using WSSE 
where only clean surface experiments were considered, it would be useful to examine any 
changes in the WSSE parameter values under sulfur adsorption. While the results of one very 
specific model are shown in Section 3.6.4, these results suggest that the competitive adsorption 
of special injection sites is not consistent with the KAL-derived diffusivity data extracted from 
the sulfur adsorption studies and previous literature tracer studies (Figure 3.10). Thus, it would 
first take some understanding of the mechanism of sulfur adsorption onto rutile (110) at these 
experimental conditions, which at present still eludes the community [21]. Further insight into 
nsat could stem from a broader sulfur adsorption study which entailed an array of coverages of 
sulfur. To be able to study the change in our profiles with more than only one data point for 
sulfur coverage would not only better help us determine a more concrete value for nsat but also 
elucidate and quantify the effect on our surface-injection/annihilation that sulfur adsorption has. 
Ideally, we would be able to adsorb enough sulfur onto the surface at our temperature and 
pressure ranges to effectively quell interstitial injection and annihilation at the (110) surface 
completely. This was done for Si by our laboratory, with the interpretation of silicon surface 
annihilation via a precursor mechanism [46]. Current work in this laboratory is seeking out to 
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produce such experiments. Given a better collection of this type of data, it would be easy to test 
any proposed kinetic model for sulfur inhibition of interstitial injection using FLOOPS and 
WSSE.  
The estimated value for Einj is wholly unique, having no real other means of comparison 
other than the analogous surface-gas adsorption kinetics. Results for Einj reflect a larger 
activation energy for surface interstitial injection than bulk formation (EOi,form).  This would be 
expected, as the EOi,form represents the thermodynamic Gibbs free energy of oxygen interstitial 
formation, whereas Einj represents a kinetic activation barrier. Given the large activation barrier, 
it is somewhat surprising that the rate of isotopic surface interstitial injection is consistently 
higher than that of annihilation. Additionally, from the parameter sensitivity analysis, we find we 
are in a regime in which the rate of injection remains constant at a maximum irrespective of a 
smaller value for Einj. This corresponds well with the very low parameter sensitivity coefficient 
seen for Einj. 
The details of the surface flux kinetics cannot be extracted from the KAL analytical 
model, thus making the WSSE-FLOOPS simulations integral in studying the least understood 
element of the observed concentration profiles. KAL can only calculate the net flux of the 
system, and a resultant oxygen pressure dependence and Arrhenius expression, but it cannot 
decouple the contributions of annihilation and injection at the surface. Despite this, in general the 
results both from KAL and from WSSE for the net surface flux, F, do match fairly well. 
3.7.3 WSSE versus KAL 
This correspondence of WSSE and KAL also translates to the Arrhenius behavior of the 
other metrics utilized in the KAL model: λ, KS, and Deff. While some discrepancies between the 
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overall temperature dependences are seen with all three metrics from one model to the other, the 
overall values of the metrics are within each model’s confidence intervals. The slight 
discrepancies are unsurprising given some of the finer differences between the model 
calculations.  
The KAL model linearizes the concentration plots into a semi-log plot, in effect ensuring 
that both large concentration points and small concentration points count equally in fitting. In 
addition the KAL plot is fit with a least-squares method to extract Arrhenius expression for KS 
and λ, thus putting more weight to points on either end of the temperature range. WSSE differs 
first in that the total concentrations are considered, and that weight of each depth step is 
dependent on the SIMS error from counting statistics. For one, if a profile was obtained with 
lower counts than the other, one would expect then that this experimental profile would weigh 
less heavily in WSSE. KAL does not differentiate between that. Additionally, higher 
concentrations will contribute more to the WSSE value than lower concentration values. This 
stems from the fact that both Cexpt. and σ in Eq. 3.35 are dependent on the total count N. Cexpt. is 
proportional to N and σ  √N from Eq. 3.36. Given that in Eq. 3.35 the overall WSSE error value 
is proportional to Cexpt
2
./σ
2
, one would then expect higher concentration values within the same 
profile will weigh more heavily on the WSSE value. Because the error is very highly dependent 
on the actual concentration value, this could produce differing analyses of the WSSE model from 
the KAL model, which values all concentrations similarly. Despite these differences, the similar 
results with WSSE suggest the KAL model is an extremely useful analytical tool due to its 
simplicity. A limited amount of assumptions included in the KAL model makes it easily 
applicable to many different systems with exponential tail profiles, and allows for 
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straightforward extraction of some kinetic parameter estimation without all reaction steps being 
known a priori. 
Where WSSE proved more useful, beyond the ability to estimate all parameter values, is 
its more detailed analysis of kinetic steps that cannot be extracted from the KAL model. While 
simulating with WSSE can be a computationally demanding effort with increased amounts of 
experimental data and unknown parameters, it allowed for key insights into the surface kinetics 
that KAL could not provide, without the necessity of actual surface observations, which often 
require very specific experimental system requirements (e.g. very low pressures) and expensive 
instrumentation for measurement. For example, the oxygen partial pressure dependence study in 
Chapter 1 from KAL suffered from very large errors associated with the values, and very small 
oxygen partial pressure dependences. While we were able to calculate pressure dependences of 
F, λ, and Deff for the WSSE model that fit within the confidence intervals of the KAL model, the 
WSSE results suggested a much less clear picture of one detail that could be extracted from the 
oxygen partial pressure dependence data: the charge of the mobile intermediate, Oi
x-
. While there 
is strong evidence both from theoretical literature and this laboratory’s findings on near-surface 
pile-up that the interstitial is negatively charged, the choice between the -2 and -1 charge is still 
unclear. Because oxygen interstitials in TiO2 have only been studied theoretically using DFT 
methods, prior knowledge of the charge is limited. Though the DFT studies and the near-surface 
pile-up suggests that the charge should be (-2) [6, 7, 25, 35], the WSSE results show that there is 
little difference in the total weighted sum of square errors between the different charges. This is 
significantly different from the KAL model, which points to a -2 charge, despite the large error 
bars on the oxygen partial pressure dependence data. 
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3.8 Conclusion 
We model oxygen diffusion in rutile titania as two unique processes occurring at a clean 
(110) surface and within the bulk: surface injection and annihilation of the oxygen interstitial 
intermediate that then diffuses into the bulk and exchanges with the lattice via a kick-in, kick-out 
mechanism. We present an alternative method to modeling the data from the KAL model derived 
previously [14] that allows more detailed analysis of the surface kinetics. Using systems-based 
modeling to calculate parameter estimations and the FLOOPS simulator, we find that our key 
kinetic steps in the bulk: oxygen interstitial formation, interstitial diffusion, and exchange with 
the lattice have activation energies correspond well with the limited theoretical studies done on 
TiO2 and other metal oxide systems. Most surprising, we find that oxygen interstitial exchange 
with the lattice to be more energetically favorable than migration. We suggest that our system 
deviates from classical vacancy-mediated diffusion models due to the exposure of special surface 
sites upon proper cleaning techniques and vacuum conditions that facilitate rapid injection of 
oxygen interstitials from the surface. We also modeled this feature as a surface flux of oxygen 
interstitials that injects and annihilates interstitials at the surface in an analogous way to gas 
adsorption on a surface. In general, we find that we are in a kinetic regime where annihilation 
limits the rate of surface-bulk exchange and injection happens at a relatively fast rate. We find 
that a first order approximation of a simple-site blocking mechanism for sulfur poisoning of 
interstitial injection sites does not coincide well with the observed effects. WSSE modeling in 
conjunction with a wider range of sulfur coverage can be utilized to verify a more complex 
reaction pathway for sulfur poisoning. Increased interstitial injection can prove to be very useful 
in the doping of nonmetal atoms, where interaction with the oxygen defects can be controlled by 
an increase in the concentration interstitial-type defects. Further theoretical studies would 
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complement our studies well to verify our proposed mechanism of interstitial diffusion and 
lattice incorporation in rutile. 
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Appendix  
A. Oxygen adsorption on the (110) rutile surface 
There are two major assumptions made in the surface kinetic model that deal with gas-
phase adsorption: both the bulk-surface chemistry and surface-gas chemistry is in equilibrium 
and the rate of adsorption/desorption is much faster than that of interstitial annihilation and 
injection from the bulk to the surface. Adsorption supplies the adsorbed oxygen for interstitial 
injection and desorption facilitates freeing up of available sites for annihilation when annihilated 
oxygen becomes adsorbates. In the model, we assume neither of these steps is kinetically 
limiting the ability of the surface to serve as an injection/annihilation site for the underlying bulk 
oxygen interstitials.  While we consider the process at equilibrium, what becomes important is 
that the surface is constantly supplying the surface with new adsorbates to be injected (e.g. 
coverage is not affected by the adsorption kinetics at all), and that the isotopic exchange is faster 
than that from the bulk such that it does not factor into the rate limiting step of the process at all.  
There is large collection of literature and several reviews that discuss oxygen adsorption 
[1-5]. Despite this, the exact nature of adsorption is still not completely understood from imaging 
processes. What is known is that free surface charge is required to facilitate oxygen 
chemisorption [5]. Dissociation at elevated (e.g. above room temperature) is considered preferred 
over molecular chemisorption [6-11]. Some DFT papers do report the results of molecular 
adsorption and show this to be energetically unfavorable [9]. Adsorption is thought to occur at 
bridging oxygen vacancies, where the vacancy is filled, causing dissociation, and the adsorbate is 
attached nearby. As to which spot is still up for debate [12, 13]. It is the charge associated with 
the bridging oxygen vacancy that is thought to mediate facile adsorption [12]. Recent alternative 
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studies also suggest that charge can come from the Ti interstitials facilitating dissociation that 
does not require vacancy filling [13, 14]. 
For the purposes of this work, oxygen adsorption onto the (110) surface of rutile TiO2 is 
treated under the basic assumptions of Langmuir-type adsorption. The main assumptions of 
Langmuir adsorption include the fact that only one monolayer can adsorb, all adsorption sites are 
treated the same, the adsorbed molecule is immobilized, and that the adsorbed molecule cannot 
interact with another adsorbed molecule in a neighboring site. For this work a dissociative 
mechanism is assumed, and that desorption requires association to form gaseous O2. This can be 
described by the following equation: 
.
.
2,
2 2( )ads
des
E
g E
O S O S  ,        (A.1) 
where S denotes the standard notation for a surface site. In our treatment of these surface sites, 
we have denoted the areal surface concentration by nsat,max and use classical Langmuir 
dissociative adsorption kinetics to model gas-surface equilibrium much like we do for our bulk-
surface equilibrium. Such treatment requires evaluation the coverage of our surface with oxygen 
given the oxygen partial pressure and temperature via kinetic expressions. Rate expressions for 
the forward and reverse reaction in A.1 can be written as: 
2
2( )ads ads g
R k O S   
   
 and        (A.2a) 
2
des des
R k S O 
 
  .         (A.2b) 
The concentration of available sites and filled sites can be expressed as coverages θ, a fraction of 
the total sites available, nsat,max with the following equations:      
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 1 S     .          (A.3b) 
Given this, Eqns. A.2a and A.2b can be rewritten as a function of θ with the following: 
 
2
2( )
1
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R k O  
  
          (A.4a) 
2
des des
R k  .          (A.4b) 
Under equilibrium conditions, the following is true: 
0
ads des
R R
t

  

.         (A.5) 
The rate constant of adsorption is given by the Hertz-Knudsen equation to give the following 
relationship: 
2
2( )
2
ads
B
E
k T
ads g
BO
P
k O e
m k T

 
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 ,       (A.6) 
where P is the oxygen pressure in [Pa], mO2 is the molecular mass of oxygen in [kg], kB is the 
Boltzmann constant in SI units in the square-root term and in eV in the exponent. The desorption 
rate constant follows a more classical form of rate constants: 
des
B
E
k T
des des
k v e

 ,          (A.7) 
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where for associative desorption vdes is a prefactor for a second-order rate equation. Applying 
these two definitions into the equilibrium condition in A.5 gives: 
 
2
2
21
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B B
E E
k T k T
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P
e v e
m k T
 

 
  .      (A.8) 
The Langmuir isotherm constant, K, is defined as: 
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Solution then of the coverage as a function of pressure for the dissociative adsorption case is 
given by: 
1
KP
KP
 

.          (A.10) 
Coverage is plotted as a function of partial pressure for various temperatures to produce the 
Langmuir isotherm. To obtain Langmuir isotherms for the case of oxygen dissociative adsorption 
onto rutile (110) values for the activation barriers and prefactors of adsorption and desorption 
must be obtained. There is a vast collection of DFT literature that calculates dissociative 
adsorption kinetics along with other possible pathways for oxygen adsorption. They calculate 
activation barriers for various steps using quantum calculations. Below, these values are 
compiled, where the dissociative pathway is considered, and the largest activation barrier is 
taken as the effective Eads. None of these papers report an error associated with it, thus we do not 
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utilize MLE to obtain one value and instead use a simple averaging and standard deviation to 
calculate the value. From Table A.1, the average value for Eads is found to be 1.2±0.4 eV.  
Table A.1 Reported values for Eads from DFT 
Citation Eads (eV) 
Wu 2003 [11] 1.11 
Wendt 2005 [10] 1.14  
Rasmussen 2004 [8] 1.1   
Menetrey 2007 [15] 1.85 
Chretien 2008[6] 0.67  
Wang  2004 [9] 1.39 
Du 2008 [12] 1 
 
Fewer reports exist for the desorption kinetics. Table A.2 reflects a wider range of estimated 
values for the barrier for associative desorption. Desorption has a higher activation barrier, 
especially given it requires the recombination of oxygen atoms from adsorption sites. The 
average value obtained for Edes from Table A.2 is 1.7±0.5 eV. Additionally, one reported 
experimental value for the desorption prefactor, νdes is given in Ref.[16] as 3 cm
2
/s. While this 
value is high and leads to a first order prefactor of nominally 1.5x10
14
 s
-1
, it is utilized in the 
following adsorption calculations.  
Table A.2 Reported values for Edes from DFT and experiments* 
Citation Eads (eV) 
Wu 2003 (via Kimmel 2008) [7, 11] 2.5 
Chretien 2008 [6] 1.32  
Onishi 1971 [17]  1.67   
Kuznetsov 2002* [16] 1.42 
 
 Inputting these values, we obtain the following Langmuir isotherms from temperatures 
between 550°C and 1000°C. From Figure A.1, it is clear that at the experimental temperature and 
pressures of the tracer diffusion studies done in this work, oxygen is at or near unity for the 
whole range. This suggests that θ from the gas-surface chemistry is in fact at a maximum, and 
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does not limit the exchange between the surface to the bulk. This coverage is markedly different 
than that for the surface-bulk kinetics shown in Chapter 3, where θtot<<1. This may suggest that 
injection is fast enough such that injection sites are getting depleted despite the terrace sites 
remaining full.  
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Figure A.1 Langmuir isotherm of oxygen adsorption on the (110) rutile TiO2 surface 
Additionally, both average values for Eads and Edes are smaller than their complementary 
activation barriers for injection (Einj) and annihilation (EOi,form + EOi,diff) respectively. Thus, the 
second integral assumption of the surface kinetics presented in Chapter 3 still holds, such that 
neither adsorption or desorption should rate-limit bulk exchange with the surface. This is verified 
further by comparing the time constants of complementary mechanisms for surface site filling. In 
this case we look at the time constants associated with desorption and injection. Discussion of 
1
KP
KP
 

193 
 
the other two time constants is unnecessary given that the system is in equilibrium. The time 
constant is derived from the differential treatment of desorption and injection: 
tot
totinjkt



 

          (A.11) 
and 
2
,maxsatdes
k n
t


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
.         (A.12) 
A.12 can be linearized under the assumption that θ~1 such that: 
,maxsatdes
k n
t





.         (A.13)  
The two time constants then become the inverse of the effective rate constants, 1/kdesnsat,max and 
1/kinj for desorption and injection respectively. These two are plotted for experimental 
temperature ranges below in Figure A.2. One can see that the time constant for injection is many 
orders of magnitude larger than that for desorption under the whole range of experimental 
temperature conditions. This suggests that gas adsorption/desorption is not the limiting factor 
that supplies oxygen to the injection sites. Given that the injection sites have low coverage, it is 
likely that they do not refill very quickly upon oxygen injection into the bulk and are rather 
limited by surface diffusion of oxygen from lattice sites to injection sites. 
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Figure A.2 Time constant of desorption and injection at experimental temperatures  
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B. Experimental profiles used in WSSE and error 
Experimental plots obtained from TOF-SIMS data presented in Ref. [1]. These plots are used in 
Chapter 3 for solution of Eq. 3.35. Error calculated from method shown in 3.5.3.1. 
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C. Defect and Carrier Concentrations obtained from MLE 
Calculation method described in Chapter 2. MATLAB file used to obtain values in Appendix. 
E.3. 
C.1 Calculated concentrations using experimental literature, no VO
2+
 
5x10-7 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 3.49E+14 1.62E+15 6.44E+15 2.24E+16 6.91E+16 1.93E+17 
[Tii
4+] (cm-3) 8.73E+13 4.06E+14 1.61E+15 5.59E+15 1.73E+16 4.82E+16 
[Tii
3+] (cm-3) 5.93E+10 5.48E+11 4.03E+12 2.44E+13 1.25E+14 5.52E+14 
[Oi
2-] (cm-3) 3.04E+10 4.33E+11 2.48E+12 1.18E+13 4.78E+13 1.69E+14 
[Oi
1-] (cm-3) 1.39E+05 2.73E+06 2.10E+07 1.31E+08 6.89E+08 3.10E+09 
[Oi] (cm
-3) 3.75E+05 2.48E+06 1.35E+07 6.20E+07 2.48E+08 8.74E+08 
P (cm-3) 1.59E+12 4.08E+12 9.56E+12 2.08E+13 4.24E+13 8.15E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
1x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 3.04E+14 1.41E+15 5.61E+15 1.95E+16 6.01E+16 1.68E+17 
[Tii
4+] (cm-3) 7.60E+13 3.53E+14 1.40E+15 4.87E+15 1.50E+16 4.20E+16 
[Tii
3+] (cm-3) 4.50E+10 4.16E+11 3.06E+12 1.85E+13 9.46E+13 4.18E+14 
[Oi
2-] (cm-3) 3.26E+10 4.64E+11 2.65E+12 1.26E+13 5.12E+13 1.81E+14 
[Oi
1-] (cm-3) 1.71E+05 3.36E+06 2.59E+07 1.62E+08 8.49E+08 3.82E+09 
[Oi] (cm
-3) 5.31E+05 3.50E+06 1.90E+07 8.77E+07 3.50E+08 1.24E+09 
P (cm-3) 1.83E+12 4.68E+12 1.10E+13 2.39E+13 4.87E+13 9.36E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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5x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.20E+14 1.02E+15 4.07E+15 1.41E+16 4.36E+16 1.22E+17 
[Tii
4+] (cm-3) 5.51E+13 2.56E+14 1.02E+15 3.53E+15 1.09E+16 3.04E+16 
[Tii
3+] (cm-3) 2.36E+10 2.18E+11 1.61E+12 9.71E+12 4.97E+13 2.20E+14 
[Oi
2-] (cm-3) 3.82E+10 5.45E+11 3.12E+12 1.48E+13 6.01E+13 2.13E+14 
[Oi
1-] (cm-3) 2.77E+05 5.44E+06 4.19E+07 2.62E+08 1.38E+09 6.18E+09 
[Oi] (cm
-3) 1.19E+06 7.83E+06 4.26E+07 1.96E+08 7.83E+08 2.76E+09 
P (cm-3) 2.52E+12 6.46E+12 1.52E+13 3.30E+13 6.71E+13 1.29E+14 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
1x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 1.92E+14 8.92E+14 3.54E+15 1.23E+16 3.79E+16 1.06E+17 
[Tii
4+] (cm-3) 4.80E+13 2.23E+14 8.85E+14 3.07E+15 9.49E+15 2.65E+16 
[Tii
3+] (cm-3) 1.79E+10 1.65E+11 1.22E+12 7.36E+12 3.77E+13 1.67E+14 
[Oi
2-] (cm-3) 4.10E+10 5.84E+11 3.34E+12 1.59E+13 6.44E+13 2.28E+14 
[Oi
1-] (cm-3) 3.41E+05 6.70E+06 5.16E+07 3.23E+08 1.69E+09 7.61E+09 
[Oi] (cm
-3) 1.68E+06 1.11E+07 6.02E+07 2.77E+08 1.11E+09 3.91E+09 
P (cm-3) 2.90E+12 7.42E+12 1.74E+13 3.79E+13 7.71E+13 1.48E+14 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 1.39E+14 6.46E+14 2.57E+15 8.90E+15 2.75E+16 7.68E+16 
[Tii
4+] (cm-3) 3.48E+13 1.62E+14 6.41E+14 2.23E+15 6.88E+15 1.92E+16 
[Tii
3+] (cm-3) 9.41E+09 8.69E+10 6.39E+11 3.87E+12 1.98E+13 8.75E+13 
[Oi
2-] (cm-3) 4.81E+10 6.86E+11 3.93E+12 1.87E+13 7.57E+13 2.68E+14 
[Oi
1-] (cm-3) 5.52E+05 1.09E+07 8.36E+07 5.24E+08 2.74E+09 1.23E+10 
[Oi] (cm
-3) 3.75E+06 2.48E+07 1.35E+08 6.20E+08 2.48E+09 8.74E+09 
P (cm-3) 4.00E+12 1.02E+13 2.40E+13 5.22E+13 1.06E+14 2.05E+14 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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1x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 1.21E+14 5.63E+14 2.23E+15 7.75E+15 2.39E+16 6.69E+16 
[Tii
4+] (cm-3) 3.03E+13 1.41E+14 5.58E+14 1.94E+15 5.99E+15 1.67E+16 
[Tii
3+] (cm-3) 7.13E+09 6.59E+10 4.84E+11 2.93E+12 1.50E+13 6.63E+13 
[Oi
2-] (cm-3) 5.16E+10 7.35E+11 4.21E+12 2.00E+13 8.11E+13 2.87E+14 
[Oi
1-] (cm-3) 6.80E+05 1.34E+07 1.03E+08 6.44E+08 3.38E+09 1.52E+10 
[Oi] (cm
-3) 5.31E+06 3.50E+07 1.90E+08 8.77E+08 3.50E+09 1.24E+10 
P (cm-3) 4.59E+12 1.18E+13 2.76E+13 6.00E+13 1.22E+14 2.35E+14 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 8.77E+13 4.08E+14 1.62E+15 5.62E+15 1.73E+16 4.85E+16 
[Tii
4+] (cm-3) 2.19E+13 1.02E+14 4.05E+14 1.40E+15 4.34E+15 1.21E+16 
[Tii
3+] (cm-3) 3.74E+09 3.46E+10 2.54E+11 1.54E+12 7.87E+12 3.48E+13 
[Oi
2-] (cm-3) 6.06E+10 8.63E+11 4.94E+12 2.35E+13 9.53E+13 3.37E+14 
[Oi
1-] (cm-3) 1.10E+06 2.17E+07 1.67E+08 1.04E+09 5.48E+09 2.46E+10 
[Oi] (cm
-3) 1.19E+07 7.83E+07 4.26E+08 1.96E+09 7.83E+09 2.76E+10 
P (cm-3) 6.33E+12 1.62E+13 3.81E+13 8.28E+13 1.69E+14 3.24E+14 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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C.2 Calculated concentrations using experimental literature  
5x10-7 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 5.84E+15 1.86E+16 5.24E+16 1.34E+17 3.13E+17 6.77E+17 
[Tii
4+] (cm-3) 1.12E+09 2.38E+10 3.69E+11 4.37E+12 4.12E+13 3.18E+14 
[Tii
3+] (cm-3) 1.27E+07 3.67E+08 7.50E+09 1.14E+11 1.35E+12 1.28E+13 
[VO
2+](cm-3) 2.92E+15 1.86E+16 5.24E+16 1.34E+17 3.13E+17 6.78E+17 
[Oi
2-] (cm-3) 8.48E+12 5.65E+13 1.64E+14 4.21E+14 9.78E+14 2.08E+15 
[Oi
1-] (cm-3) 2.32E+06 3.12E+07 1.71E+08 7.86E+08 3.12E+09 1.09E+10 
[Oi] (cm
-3) 3.75E+05 2.48E+06 1.35E+07 6.20E+07 2.48E+08 8.74E+08 
P (cm-3) 9.52E+10 3.57E+11 1.18E+12 3.48E+12 9.36E+12 2.32E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
1x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 5.20E+15 1.65E+16 4.67E+16 1.19E+17 2.78E+17 6.04E+17 
[Tii
4+] (cm-3) 8.88E+08 1.89E+10 2.93E+11 3.47E+12 3.27E+13 2.52E+14 
[Tii
3+] (cm-3) 8.99E+06 2.60E+08 5.31E+09 8.07E+10 9.53E+11 9.03E+12 
[VO
2+](cm-3) 2.60E+15 1.65E+16 4.67E+16 1.19E+17 2.78E+17 6.04E+17 
[Oi
2-] (cm-3) 9.52E+12 6.35E+13 1.84E+14 4.73E+14 1.10E+15 2.34E+15 
[Oi
1-] (cm-3) 2.92E+06 3.93E+07 2.15E+08 9.91E+08 3.93E+09 1.37E+10 
[Oi] (cm
-3) 5.31E+05 3.50E+06 1.90E+07 8.77E+07 3.50E+08 1.24E+09 
P (cm-3) 1.07E+11 4.00E+11 1.32E+12 3.90E+12 1.05E+13 2.61E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 3.98E+15 1.26E+16 3.57E+16 9.11E+16 2.13E+17 4.62E+17 
[Tii
4+] (cm-3) 5.20E+08 1.10E+10 1.71E+11 2.03E+12 1.91E+13 1.48E+14 
[Tii
3+] (cm-3) 4.02E+06 1.16E+08 2.37E+09 3.61E+10 4.26E+11 4.04E+12 
[VO
2+](cm-3) 1.99E+15 1.26E+16 3.57E+16 9.11E+16 2.13E+17 4.62E+17 
[Oi
2-] (cm-3) 1.25E+13 8.30E+13 2.40E+14 6.18E+14 1.44E+15 3.05E+15 
[Oi
1-] (cm-3) 4.99E+06 6.71E+07 3.68E+08 1.69E+09 6.72E+09 2.34E+10 
[Oi] (cm
-3) 1.19E+06 7.83E+06 4.26E+07 1.96E+08 7.83E+08 2.76E+09 
P (cm-3) 1.40E+11 5.23E+11 1.73E+12 5.10E+12 1.37E+13 3.41E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
204 
 
 
1x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 3.54E+15 1.13E+16 3.18E+16 8.11E+16 1.90E+17 4.11E+17 
[Tii
4+] (cm-3) 4.12E+08 8.76E+09 1.36E+11 1.61E+12 1.52E+13 1.17E+14 
[Tii
3+] (cm-3) 2.84E+06 8.21E+07 1.68E+09 2.55E+10 3.01E+11 2.85E+12 
[VO
2+](cm-3) 1.77E+15 1.13E+16 3.18E+16 8.11E+16 1.90E+17 4.11E+17 
[Oi
2-] (cm-3) 1.40E+13 9.32E+13 2.70E+14 6.94E+14 1.61E+15 3.43E+15 
[Oi
1-] (cm-3) 6.29E+06 8.46E+07 4.63E+08 2.13E+09 8.47E+09 2.95E+10 
[Oi] (cm
-3) 1.68E+06 1.11E+07 6.02E+07 2.77E+08 1.11E+09 3.91E+09 
P (cm-3) 1.57E+11 5.87E+11 1.94E+12 5.73E+12 1.54E+13 3.82E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.71E+15 8.61E+15 2.43E+16 6.20E+16 1.45E+17 3.14E+17 
[Tii
4+] (cm-3) 2.41E+08 5.12E+09 7.94E+10 9.42E+11 8.88E+12 6.85E+13 
[Tii
3+] (cm-3) 1.27E+06 3.67E+07 7.50E+08 1.14E+10 1.35E+11 1.28E+12 
[VO
2+](cm-3) 1.35E+15 8.61E+15 2.43E+16 6.20E+16 1.45E+17 3.14E+17 
[Oi
2-] (cm-3) 1.83E+13 1.22E+14 3.53E+14 9.07E+14 2.11E+15 4.48E+15 
[Oi
1-] (cm-3) 1.08E+07 1.45E+08 7.93E+08 3.65E+09 1.45E+10 5.05E+10 
[Oi] (cm
-3) 3.75E+06 2.48E+07 1.35E+08 6.20E+08 2.48E+09 8.74E+09 
P (cm-3) 2.05E+11 7.68E+11 2.53E+12 7.49E+12 2.02E+13 5.00E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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1x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.41E+15 7.67E+15 2.17E+16 5.53E+16 1.29E+17 2.80E+17 
[Tii
4+] (cm-3) 1.91E+08 4.06E+09 6.30E+10 7.48E+11 7.05E+12 5.44E+13 
[Tii
3+] (cm-3) 8.99E+05 2.60E+07 5.31E+08 8.07E+09 9.53E+10 9.03E+11 
[VO
2+](cm-3) 1.21E+15 7.67E+15 2.17E+16 5.53E+16 1.29E+17 2.80E+17 
[Oi
2-] (cm-3) 2.05E+13 1.37E+14 3.96E+14 1.02E+15 2.36E+15 5.03E+15 
[Oi
1-] (cm-3) 1.36E+07 1.82E+08 9.98E+08 4.60E+09 1.82E+10 6.36E+10 
[Oi] (cm
-3) 5.31E+06 3.50E+07 1.90E+08 8.77E+08 3.50E+09 1.24E+10 
P (cm-3) 2.30E+11 8.62E+11 2.84E+12 8.41E+12 2.26E+13 5.61E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 1.85E+15 5.87E+15 1.66E+16 4.23E+16 9.88E+16 2.14E+17 
[Tii
4+] (cm-3) 1.12E+08 2.38E+09 3.69E+10 4.37E+11 4.12E+12 3.18E+13 
[Tii
3+] (cm-3) 4.02E+05 1.16E+07 2.37E+08 3.61E+09 4.26E+10 4.04E+11 
[VO
2+](cm-3) 9.23E+14 5.87E+15 1.66E+16 4.23E+16 9.88E+16 2.14E+17 
[Oi
2-] (cm-3) 2.68E+13 1.79E+14 5.18E+14 1.33E+15 3.09E+15 6.58E+15 
[Oi
1-] (cm-3) 2.32E+07 3.12E+08 1.71E+09 7.86E+09 3.12E+10 1.09E+11 
[Oi] (cm
-3) 1.19E+07 7.83E+07 4.26E+08 1.96E+09 7.83E+09 2.76E+10 
P (cm-3) 3.01E+11 1.13E+12 3.72E+12 1.10E+13 2.96E+13 7.34E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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C.3 Calculated concentrations using DFT literature 
5x10-7 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 3.39E+02 8.65E+03 1.56E+05 2.08E+06 2.15E+07 1.79E+08 
[Tii
3+] (cm-3) 2.51E-01 1.05E+01 2.93E+02 5.86E+03 8.78E+04 1.02E+06 
[VO
2+](cm-3) 2.76E+10 1.80E+11 9.66E+11 4.35E+12 1.69E+13 5.80E+13 
[Oi
2-] (cm-3) 2.28E+05 8.94E+05 3.02E+06 9.01E+06 2.41E+07 5.86E+07 
[Oi
1-] (cm-3) 1.54E+01 1.12E+02 6.65E+02 3.30E+03 1.40E+04 5.24E+04 
[Oi] (cm
-3) 6.18E+02 4.07E+03 2.21E+04 1.02E+05 4.07E+05 1.44E+06 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
1x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 1.70E+02 4.33E+03 7.78E+04 1.04E+06 1.08E+07 8.93E+07 
[Tii
3+] (cm-3) 1.26E-01 5.23E+00 1.47E+02 2.93E+03 4.39E+04 5.12E+05 
[VO
2+](cm-3) 1.95E+10 1.28E+11 6.83E+11 3.08E+12 1.20E+13 4.10E+13 
[Oi
2-] (cm-3) 3.22E+05 1.26E+06 4.28E+06 1.27E+07 3.41E+07 8.29E+07 
[Oi
1-] (cm-3) 2.18E+01 1.59E+02 9.41E+02 4.67E+03 1.99E+04 7.41E+04 
[Oi] (cm
-3) 8.74E+02 5.76E+03 3.13E+04 1.44E+05 5.76E+05 2.03E+06 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 3.39E+01 8.65E+02 1.56E+04 2.08E+05 2.15E+06 1.79E+07 
[Tii
3+] (cm-3) 2.51E-02 1.05E+00 2.93E+01 5.86E+02 8.78E+03 1.02E+05 
[VO
2+](cm-3) 8.72E+09 5.71E+10 3.05E+11 1.38E+12 5.36E+12 1.84E+13 
[Oi
2-] (cm-3) 7.20E+05 2.83E+06 9.56E+06 2.85E+07 7.62E+07 1.85E+08 
[Oi
1-] (cm-3) 4.87E+01 3.55E+02 2.10E+03 1.04E+04 4.44E+04 1.66E+05 
[Oi] (cm
-3) 1.95E+03 1.29E+04 7.00E+04 3.22E+05 1.29E+06 4.55E+06 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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1x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 1.70E+01 4.33E+02 7.78E+03 1.04E+05 1.08E+06 8.93E+06 
[Tii
3+] (cm-3) 1.26E-02 5.23E-01 1.47E+01 2.93E+02 4.39E+03 5.12E+04 
[VO
2+](cm-3) 6.16E+09 4.03E+10 2.16E+11 9.73E+11 3.79E+12 1.30E+13 
[Oi
2-] (cm-3) 1.02E+06 4.00E+06 1.35E+07 4.03E+07 1.08E+08 2.62E+08 
[Oi
1-] (cm-3) 6.89E+01 5.02E+02 2.98E+03 1.48E+04 6.28E+04 2.34E+05 
[Oi] (cm
-3) 2.76E+03 1.82E+04 9.90E+04 4.56E+05 1.82E+06 6.43E+06 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 3.39E+00 8.65E+01 1.56E+03 2.08E+04 2.15E+05 1.79E+06 
[Tii
3+] (cm-3) 2.51E-03 1.05E-01 2.93E+00 5.86E+01 8.78E+02 1.02E+04 
[VO
2+](cm-3) 2.76E+09 1.80E+10 9.66E+10 4.35E+11 1.69E+12 5.80E+12 
[Oi
2-] (cm-3) 2.28E+06 8.94E+06 3.02E+07 9.01E+07 2.41E+08 5.86E+08 
[Oi
1-] (cm-3) 1.54E+02 1.12E+03 6.65E+03 3.30E+04 1.40E+05 5.24E+05 
[Oi] (cm
-3) 6.18E+03 4.07E+04 2.21E+05 1.02E+06 4.07E+06 1.44E+07 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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1x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 1.70E+00 4.33E+01 7.78E+02 1.04E+04 1.08E+05 8.93E+05 
[Tii
3+] (cm-3) 1.26E-03 5.23E-02 1.47E+00 2.93E+01 4.39E+02 5.12E+03 
[VO
2+](cm-3) 1.95E+09 1.28E+10 6.83E+10 3.08E+11 1.20E+12 4.10E+12 
[Oi
2-] (cm-3) 3.22E+06 1.26E+07 4.28E+07 1.27E+08 3.41E+08 8.29E+08 
[Oi
1-] (cm-3) 2.18E+02 1.59E+03 9.41E+03 4.67E+04 1.99E+05 7.41E+05 
[Oi] (cm
-3) 8.74E+03 5.76E+04 3.13E+05 1.44E+06 5.76E+06 2.03E+07 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
[Tii
4+] (cm-3) 3.39E-01 8.65E+00 1.56E+02 2.08E+03 2.15E+04 1.79E+05 
[Tii
3+] (cm-3) 2.51E-04 1.05E-02 2.93E-01 5.86E+00 8.78E+01 1.02E+03 
[VO
2+](cm-3) 8.72E+08 5.71E+09 3.05E+10 1.38E+11 5.36E+11 1.84E+12 
[Oi
2-] (cm-3) 7.20E+06 2.83E+07 9.56E+07 2.85E+08 7.62E+08 1.85E+09 
[Oi
1-] (cm-3) 4.87E+02 3.55E+03 2.10E+04 1.04E+05 4.44E+05 1.66E+06 
[Oi] (cm
-3) 1.95E+04 1.29E+05 7.00E+05 3.22E+06 1.29E+07 4.55E+07 
P (cm-3) 2.36E+13 8.13E+13 2.48E+14 6.82E+14 1.71E+15 3.97E+15 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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C.4 Calculated concentrations using experimental literature and this laboratory’s estimation 
of oxygen interstitial formation 
5x10-7 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 5.84E+15 1.86E+16 5.24E+16 1.34E+17 3.13E+17 6.74E+17 
[Tii
4+] (cm-3) 1.12E+09 2.38E+10 3.69E+11 4.37E+12 4.12E+13 3.25E+14 
[Tii
3+] (cm-3) 1.27E+07 3.67E+08 7.50E+09 1.14E+11 1.35E+12 1.30E+13 
[VO
2+](cm-3) 1.64E+15 4.68E+15 6.32E+15 8.17E+15 1.02E+16 1.21E+16 
[Oi
2-] (cm-3) 2.32E+06 3.12E+07 1.71E+08 7.86E+08 3.12E+09 1.08E+10 
[Oi
1-] (cm-3) 3.75E+05 2.48E+06 1.35E+07 6.20E+07 2.48E+08 8.74E+08 
[Oi] (cm
-3) 9.52E+10 3.57E+11 1.18E+12 3.48E+12 9.36E+12 2.33E+13 
P (cm-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NC (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
1x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 5.20E+15 1.65E+16 4.67E+16 1.19E+17 2.75E+17 5.99E+17 
[Tii
4+] (cm-3) 8.88E+08 1.89E+10 2.93E+11 3.47E+12 3.45E+13 2.59E+14 
[Tii
3+] (cm-3) 8.99E+06 2.60E+08 5.31E+09 8.07E+10 9.91E+11 9.22E+12 
[VO
2+](cm-3) 2.60E+15 1.65E+16 4.67E+16 1.19E+17 2.86E+17 6.12E+17 
[Oi
2-] (cm-3) 1.84E+15 5.25E+15 7.09E+15 9.17E+15 1.11E+16 1.36E+16 
[Oi
1-] (cm-3) 2.92E+06 3.93E+07 2.15E+08 9.91E+08 3.88E+09 1.36E+10 
[Oi] (cm
-3) 5.31E+05 3.50E+06 1.90E+07 8.77E+07 3.50E+08 1.24E+09 
P (cm-3) 1.07E+11 4.00E+11 1.32E+12 3.90E+12 1.06E+13 2.62E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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5x10-6 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 3.98E+15 1.26E+16 3.30E+16 8.74E+16 2.08E+17 4.56E+17 
[Tii
4+] (cm-3) 5.20E+08 1.10E+10 2.33E+11 2.39E+12 2.09E+13 1.55E+14 
[Tii
3+] (cm-3) 4.02E+06 1.16E+08 2.99E+09 4.09E+10 4.56E+11 4.19E+12 
[VO
2+](cm-3) 1.99E+15 1.26E+16 4.17E+16 9.89E+16 2.23E+17 4.73E+17 
[Oi
2-] (cm-3) 2.41E+15 6.87E+15 7.95E+15 1.10E+16 1.43E+16 1.76E+16 
[Oi
1-] (cm-3) 4.99E+06 6.71E+07 3.40E+08 1.63E+09 6.57E+09 2.31E+10 
[Oi] (cm
-3) 1.19E+06 7.83E+06 4.26E+07 1.96E+08 7.83E+08 2.76E+09 
P (cm-3) 1.40E+11 5.23E+11 1.87E+12 5.32E+12 1.41E+13 3.45E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
1x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 3.54E+15 9.46E+15 2.89E+16 7.71E+16 1.84E+17 4.05E+17 
[Tii
4+] (cm-3) 4.12E+08 1.76E+10 1.99E+11 1.98E+12 1.70E+13 1.25E+14 
[Tii
3+] (cm-3) 2.84E+06 1.39E+08 2.23E+09 2.98E+10 3.28E+11 2.99E+12 
[VO
2+](cm-3) 1.77E+15 1.60E+16 3.85E+16 8.99E+16 2.01E+17 4.24E+17 
[Oi
2-] (cm-3) 2.70E+15 5.44E+15 8.61E+15 1.21E+16 1.58E+16 1.96E+16 
[Oi
1-] (cm-3) 6.29E+06 7.10E+07 4.22E+08 2.03E+09 8.23E+09 2.91E+10 
[Oi] (cm
-3) 1.68E+06 1.11E+07 6.02E+07 2.77E+08 1.11E+09 3.91E+09 
P (cm-3) 1.57E+11 6.99E+11 2.13E+12 6.03E+12 1.59E+13 3.88E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-5 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 1.85E+15 6.69E+15 2.10E+16 5.71E+16 1.38E+17 3.06E+17 
[Tii
4+] (cm-3) 1.10E+09 1.40E+10 1.43E+11 1.31E+12 1.07E+13 7.62E+13 
[Tii
3+] (cm-3) 3.98E+06 7.82E+07 1.17E+09 1.47E+10 1.55E+11 1.38E+12 
[VO
2+](cm-3) 2.90E+15 1.43E+16 3.27E+16 7.33E+16 1.59E+17 3.32E+17 
[Oi
2-] (cm-3) 1.65E+15 6.09E+15 1.01E+16 1.49E+16 1.99E+16 2.50E+16 
[Oi
1-] (cm-3) 7.36E+06 1.12E+08 6.84E+08 3.36E+09 1.38E+10 4.92E+10 
[Oi] (cm
-3) 3.75E+06 2.48E+07 1.35E+08 6.20E+08 2.48E+09 8.74E+09 
P (cm-3) 3.00E+11 9.89E+11 2.94E+12 8.14E+12 2.11E+13 5.14E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
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1x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.565 2.535 
n (cm-3) 1.60E+15 5.74E+15 1.82E+16 4.99E+16 1.22E+17 2.71E+17 
[Tii
4+] (cm-3) 9.91E+08 1.29E+10 1.28E+11 1.12E+12 8.89E+12 6.21E+13 
[Tii
3+] (cm-3) 3.09E+06 6.18E+07 9.01E+08 1.10E+10 1.13E+11 9.97E+11 
[VO
2+](cm-3) 2.74E+15 1.37E+16 3.08E+16 6.78E+16 1.45E+17 2.99E+17 
[Oi
2-] (cm-3) 1.75E+15 6.34E+15 1.07E+16 1.61E+16 2.19E+16 2.77E+16 
[Oi
1-] (cm-3) 8.99E+06 1.36E+08 8.37E+08 4.15E+09 1.72E+10 6.15E+10 
[Oi] (cm
-3) 5.31E+06 3.50E+07 1.90E+08 8.77E+08 3.50E+09 1.24E+10 
P (cm-3) 3.47E+11 1.15E+12 3.39E+12 9.31E+12 2.40E+13 5.80E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.91E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.66E+20 3.92E+20 
 
5x10-4 torr 600°C 650°C 700°C 750°C 800°C 850°C 
Ec (eV) 2.685 2.655 2.625 2.595 2.595 2.535 
n (cm-3) 1.16E+15 4.03E+15 1.28E+16 3.61E+16 4.04E+14 2.03E+17 
[Tii
4+] (cm-3) 7.18E+08 1.07E+10 1.02E+11 8.21E+11 2.61E+11 3.96E+13 
[Tii
3+] (cm-3) 1.62E+06 3.60E+07 5.09E+08 5.79E+09 2.06E+07 4.76E+11 
[VO
2+](cm-3) 2.34E+15 1.25E+16 2.76E+16 5.79E+16 3.27E+16 2.39E+17 
[Oi
2-] (cm-3) 2.05E+15 6.96E+15 1.20E+16 1.89E+16 3.34E+16 3.47E+16 
[Oi
1-] (cm-3) 1.46E+07 2.14E+08 1.32E+09 6.72E+09 1.06E+12 1.03E+11 
[Oi] (cm
-3) 1.19E+07 7.83E+07 4.26E+08 1.96E+09 2.77E+13 2.76E+10 
P (cm-3) 4.79E+11 1.64E+12 4.80E+12 1.29E+13 1.15E+15 7.76E+13 
NC (cm
-3) 6.54E+21 7.11E+21 7.70E+21 8.30E+21 8.30E+21 9.55E+21 
NV (cm
-3) 2.69E+20 2.92E+20 3.16E+20 3.41E+20 3.41E+20 3.92E+20 
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D. FLOOPS code for oxygen diffusion via kick-in, kick-out mechanism 
proc TiO2 {Eki Eko ksurf kdiffOvac kdiffOi Etrap EdiffOi EdiffOvac E7 Esurf S initOi nsat 
preoiform preki nsatmax lambdaOi Name} { 
 
# Initializing 
#define grid in microns (spac is spacing for that portion of the grid) 
line x loc=0.000000 tag=top spac=0.0005 
 line x loc=0.004 spac=0.001 
 line x loc=0.040 spac=0.004 
 line x loc=0.100 spac=0.020  
 line x loc=0.500 spac=0.100 
 line x loc=1.000 spac=0.200 
 line x loc=100 spac=1.000 
 line x loc=500 tag=bot  spac=2.000 
 region Silicon xlo=top xhi=bot 
 init 
 
 
# T= 750 C and P=1e-5 torr 
 
sel z =6.38e22 name=Osub store 
sel z = 1.276e20 name=O18sub store 
sel z = $preoiform*exp(-$initOi/(8.617e-5*1023)) name=Oi store 
#sel z = 2e16 name=Oi store 
sel z = 4.38e16 name=Ovac store 
sel z = 0.002*$preoiform*exp(-$initOi/(8.617e-5*1023)) name=O18i store 
#sel z = .002*2e16 name=O18i store 
 
 
# define the species 
#oxygen vacancies 
solution name=Ovac solve !damp !negative add   
#isotope oxygen substitutional 
solution name=O18sub solve !damp !negative add 
#oxygen substitutional 
solution name=Osub solve !damp !negative add 
#isotope oxygen interstitial 
solution name=O18i  solve !damp !negative add  
#oxygen interstitial 
solution name=Oi  solve !damp !negative add     
 
 
# Choosing Poisson Eqn and its boundary condition 
 
pdbSetBoolean Silicon Potential TEDmodel 0 
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pdbSetBoolean Silicon Potential Pin 0 
 
 
# define all the parameters (diffusivity, rate of reaction, etc) 
 
# Common parameters (note: Ea is binding energy) 
 
set tempK [pdbDelayDouble tempK] 
term name=kb add Silicon eqn = "8.61738e-05" 
term name=pi add Silicon eqn = "3.14159e0" 
#nearest neighbor distance for Ti 
term name=captr add Silicon eqn = "1.77e-8" 
term name=alpha add Silicon eqn = "kb*$tempK" 
term name=pre add Silicon eqn = "5e12" 
term name=preko add Silicon eqn = "$preki/6.38e22" 
 
 
 
 
 
# Energy levels, assume charge neutrality in the bulk, 
 
term name=TO2Eg add Silicon eqn = "(3.09e0-(6.6e-4*$tempK))" 
#band gap with T varience 
term name=TO2ni add Silicon eqn = "2*((2*pi*$tempK*1.38e-23/(6.63e-
34)^2)^1.5)*((30*(9.11e-31)^2)^.75)*1.0e-6*exp(-1*TO2Eg/2/alpha)" 
term name=no_orig add Silicon eqn = "2*Ovac+((4*Ovac^2)+TO2ni^2)^0.5"   
term name=TO2Eib add Silicon eqn = "-1*alpha*log(no_orig/TO2ni)"    
 
# Energy levels 
 
term name=TO2Ei add Silicon eqn = "TO2Eib-Potential" 
term name=Ev add Silicon eqn = "TO2Ei-TO2Eg/2" 
term name=Ec add Silicon eqn = "TO2Ei+TO2Eg/2" 
term name=EFb add Silicon eqn = "0.0" 
 
 
# Assume equilibrium electron and hole concentration 
 
term name=Myn add Silicon eqn = "TO2ni*exp((-TO2Ei)/(alpha))" 
term name=Myp add Silicon eqn = "TO2ni*exp(TO2Ei/alpha)" 
 
 
# Trap energies (ionization energy) 
 
term name=ETi3 add Silicon eqn = "((TO2Eg/3.09)*$Etrap)+Ev" 
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# population of charge species (Ti (+3), Ti(+4), Tivac(-3), Oi(0), Ovac (++)) --- Fermi dirac 
statistics 
 
 
# Diffusivity (Ovac, Oi, Tivac, Ti3, Ti4 
term name=diffOi add Silicon eqn = "$kdiffOi*exp(-$EdiffOi/(kb*$tempK))" 
term name=diffOvac add Silicon eqn = "$kdiffOvac*exp(-$EdiffOvac/(kb*$tempK))" 
 
# Necessary terms to make diffusion equations readable by Floops 
term name=Ovac1 add Silicon eqn = "grad(Potential*(2e0)*Ovac)" 
term name=Ovac2 add Silicon eqn = "(2.0e0)*Ovac*grad(Potential)" 
term name=Ovac3 add Silicon eqn = "Potential*grad((2.0e0)*Ovac)" 
  
term name=Oi1 add Silicon eqn = "grad(Potential*(0e0)*Oi)" 
term name=Oi2 add Silicon eqn = "(0e0)*Oi*grad(Potential)" 
term name=Oi3 add Silicon eqn = "Potential*grad((0e0)*Oi)" 
 
term name=O18i1 add Silicon eqn = "grad(Potential*(0e0)*O18i)" 
term name=O18i2 add Silicon eqn = "(0e0)*O18i*grad(Potential)" 
term name=O18i3 add Silicon eqn = "Potential*grad((0e0)*O18i)" 
 
  
# define the diffusion equations 
 
 
pdbSetString Silicon Ovac Equation "ddt(Ovac)-
diffOvac*(grad(Ovac)+0.5e0/alpha*(Ovac1+Ovac2-Ovac3))" 
pdbSetString Silicon O18i Equation "ddt(O18i)-
diffOi*(grad(O18i)+0.5e0/alpha*(O18i1+O18i2-O18i3))" 
pdbSetString Silicon Oi Equation "ddt(Oi)-diffOi*(grad(Oi)+0.5e0/alpha*(Oi1+Oi2-Oi3))" 
 
 
 
#reaction constants 
 
#term name = K7 add Silicon eqn = "0" 
term name = K7 add Silicon eqn = "5e12*exp(-$E7/(kb*$tempK))" 
term name = K8 add Silicon eqn = "K7*Osub/(O18i+Oi)/Ovac" 
#term name=K8 add Silicon eqn = "4*pi*(diffOvac)*1.77e-8" 
 
#term name = K7 add silicon eqn = "4*pi*(diffOvac)*1.77e-8*Olat/(Oi+O18i)/Ovac" 
#term name = K8 add Silicon eqn = "0" 
term name = Kki add Silicon eqn = "preko*exp(-$Eki/(kb*$tempK))" 
term name = Kko add Silicon eqn = "preko*exp(-$Eko/(kb*$tempK))" 
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#reaction rates 
term name=ROvac add Silicon eqn = "K7*(Osub+O18sub)-K8*Ovac*(Oi+O18i)" 
term name=ROi add Silicon eqn = "K7*Osub-K8*Ovac*Oi + Kki*Osub*O18i - 
Kko*O18sub*Oi" 
term name=ROsub add Silicon eqn = "-K7*Osub+K8*Ovac*Oi - Kki*Osub*O18i 
+Kko*O18sub*Oi" 
term name=RO18i add Silicon eqn = "K7*O18sub-K8*Ovac*O18i-
Kki*Osub*O18i+Kko*O18sub*Oi" 
term name=RO18sub add Silicon eqn = "-K7*O18sub+K8*Ovac*O18i+Kki*Osub*O18i-
Kko*O18sub*Oi" 
 
 
 
 
#define stagnant species 
pdbSetString Silicon Osub Equation "ddt(Osub)-ROsub" 
pdbSetString Silicon O18sub Equation "ddt(O18sub)-RO18sub" 
 
 
set Ovaceqn [pdbGetString Silicon Ovac Equation] 
set Oieqn [pdbGetString Silicon Oi Equation] 
set O18ieqn [pdbGetString Silicon O18i Equation]  
 
pdbSetString Silicon Ovac Equation "$Ovaceqn-ROvac" 
pdbSetString Silicon Oi Equation "$Oieqn-ROi" 
pdbSetString Silicon O18i Equation "$O18ieqn-RO18i" 
 
#Boundary Conditions 
 
# no fermi level pinning 
if {[pdbGetBoolean Silicon Potential Pin]} { 
pdbSetBoolean Gas_Silicon Potential Fixed_Silicon 1 
pdbSetString Gas_Silicon Potential Equation_Silicon "1e20*Potential_Silicon" 
} 
 
 
#oxygen surface flux 
pdbSetString Gas_Silicon O18i Equation_Silicon "$nsat*($ksurf*exp(-1*$Esurf/(8.61738e-
05*$tempK))*((3*$kdiffOi*exp(-$EdiffOi/(8.61738e-
5*$tempK))*$S*(Oi_Silicon+O18i_Silicon))/($ksurf*exp(-1*$Esurf/(8.61738e-
5*$tempK))*$nsatmax*$lambdaOi+3*$kdiffOi*exp(-$EdiffOi/(8.61738e-
5*$tempK))*$S*(Oi_Silicon+O18i_Silicon)))-3*$kdiffOi*exp(-1*$EdiffOi/(8.61738e-
5*$tempK))*$S/$nsatmax*O18i_Silicon/$lambdaOi*(1-(3*$kdiffOi*exp(-$EdiffOi/(8.61738e-
5*$tempK))*$S*(Oi_Silicon+O18i_Silicon))/($ksurf*exp(-1*$Esurf/(8.61738e-
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5*$tempK))*$nsatmax*$lambdaOi+3*$kdiffOi*exp(-$EdiffOi/(8.61738e-
5*$tempK))*$S*(Oi_Silicon+O18i_Silicon))))" 
pdbSetString Gas_Silicon Oi Equation_Silicon "-3*$kdiffOi*exp(-1*$EdiffOi/(8.61738e-
5*$tempK))*$S*$nsat/$nsatmax*Oi_Silicon/$lambdaOi*(1-(3*$kdiffOi*exp(-
$EdiffOi/(8.61738e-5*$tempK))*$S*(Oi_Silicon+O18i_Silicon))/($ksurf*exp(-
1*$Esurf/(8.61738e-5*$tempK))*$nsatmax*$lambdaOi+3*$kdiffOi*exp(-$EdiffOi/(8.61738e-
5*$tempK))*$S*(Oi_Silicon+O18i_Silicon)))" 
 
# no flux boundary condition 
pdbSetString Gas_Silicon Ovac Equation_Silicon "0.0e0" 
 
 
# Annealing profile 
temp_ramp clear 
 
temp_ramp name=up1 trate=.5865 time=(300)/(60.0*0.5865) temp=500.0 press=0.0 
 
#degrees per second, time in minutes, temp in C, pressure in atm 
 
#temp_ramp name=.16m trate=0.0 time=0.1666666667 temp=800 press=0.0 
#temp_ramp name=.5m trate=0.0 time=.5 temp=800 press=0.0 
#temp_ramp name=5m trate=0.0 time=4.5 temp=800 press=0.0 
#temp_ramp name=30m trate=0.0 time=25 temp=800 press=0.0 
#temp_ramp name=60m trate=0.0 time=30 temp=800 press=0.0 
#temp_ramp name=90m trate=0.0 time=30 temp=800 press=0.0 
#temp_ramp name=150m trate=0.0 time=60 temp=800 press=0.0 
#temp_ramp name=300m trate=0.0 time=150 temp=800 press=0.0 
temp_ramp name=90m trate=0.0 time=90 temp=750 press=0.0 
 
temp_ramp name=down1 trate=-1.527 time=(600)/(60.0*1.527) temp=800 press=0.0 
temp_ramp name=down2 trate=-.155 time=(175)/(60.0*.155) temp=200 press=0.0 
 
 
foreach step {90m} { 
 
puts "" 
puts "" 
puts "!!!!!Doing $step !!!!!" 
puts "" 
puts "" 
 
diffuse name=$step adapt init=1e-10 
 
 
#sel z=(O18sub) 
#print.2file outf=$Name.$step.O18sub.txt 
217 
 
 
#sel z=(O18i) 
#print.2file outf=$Name.$step.O18i.txt 
 
#sel z=(Oi) 
#print.2file outf=$Name.$step.O16i.txt 
 
#sel z=(Osub) 
#print.2file outf=$Name.$step.O16sub.txt 
 
#sel z=(Osub*O18i*1.2e8/6.38e22*exp(-$Eki/8.617e-5/1073)) 
#print.2file outf=$Name.$step.rki.txt 
 
#sel z=(O18sub*Oi*1.2e8/6.38e22*exp(-$Eko/8.617e-5/1073)) 
#print.2file outf=$Name.$step.rko.txt 
 
 
} 
 
 
sel z=(O18sub) 
print.2file outf=$Name.O18sub.txt 
 
#sel z=(O18sub/(Osub+O18sub)) 
#print.2file outf=$Name.O18ratio.txt 
 
sel z=(O18i) 
print.2file outf=$Name.O18i.txt 
 
sel z=(Oi) 
print.2file outf=$Name.O16i.txt 
 
sel z=(Osub) 
print.2file outf=$Name.O16lat.txt 
 
#sel z=(Osub*O18i*1.2e8/6.38e22*exp(-$Eki/8.617e-5/$tempK)) 
#print.2file outf=$Name.rki.txt 
 
#sel z=(O18sub*Oi*1.2e8/6.38e22*exp(-$Eko/8.617e-5/$tempK)) 
#print.2file outf=$Name.rko.txt 
 
 
 
} 
#proc TiO2 {Eki Eko ksurf kdiffOvac kdiffOi Etrap EdiffOi EdiffOvac E7 Esurf S initOi nsat 
preoiform preki nsatmax lambdaOi Name} 
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TiO2  0.2 0.2 1e13 4.73e-4 8.00e-2 9.24 0.65  2.35 7 2.4 1e-5 1.5 3.00e14 6.32e21 5e4 5.2e14 
1.77e-8 3Simulated_Final 
TiO2  0.2 0.2 1e13 4.73e-4 8.00e-2 9.24 0.65  2.35 7 2.4 1e-5 1.5 3.00e14 5.02e21 5e4 5.2e14 
1.77e-8 5Simulated_Final 
TiO2  0.2 0.2 1e13 4.73e-4 8.00e-2 9.24 0.65  2.35 7 2.4 1e-5 1.5 3.00e14 5.90e21 5e4 5.2e14 
1.77e-8 6Simulated_Final 
TiO2  0.2 0.2 1e13 4.73e-4 8.00e-2 9.24 0.65  2.35 7 2.4 1e-5 1.5 3.00e14 7.43e21 5e4 5.2e14 
1.77e-8 7Simulated_Final 
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E. MATLAB codes 
E.1 Parameter Sensitivity Analysis 
% Adapted from Alice Hollister thesis, Appendix A.6 
  
%sensitivity coefficient with respect to concentration ratio, slope of log 
%plot, and intercept of log plot 
  
% parameter normalized 
clear 
%parameters 
parameter = [0.45 0.8 1.8280 2.811 5.30103 3.930951 -1.698970004 13.01703 
23.28194 13 14.716 -7.75203 0.57 0.02 565 0.014]; 
  
%create a standard to match matrix system 
standard=load(['standardPSAshort.txt']); 
for i=1:16 
    q=36; 
    %q=size(standard,1); 
    a = [num2str(i)]; 
     
    %read in output from FLOOPS 
    data_up = load(['8001e-6PSA_',a,'_up10%.O18sub.txt']); 
    data_dn = load(['8001e-6PSA_',a,'_dn10%.O18sub.txt']); 
    data_mid = load(['8001e-6PSA_mid.O18sub.txt']); 
     
    % set grid spacing to match desired depth of fitting 
    depth=data_mid(:,1); 
       conc_up=interp1(data_up(:,1),data_up(:,2),data_mid(:,1)); 
       conc_dn=interp1(data_dn(:,1),data_dn(:,2),data_mid(:,1)); 
       conc_mid=interp1(data_mid(:,1),data_mid(:,2),data_mid(:,1)); 
  
    for p= 1:q 
        %depth in nm 
        depth(p)= 1e7*depth(p); 
        depth=depth'; 
        %calculate parameter sensitivity coefficient for each variable as a 
        %function of depth 
        sensitivity_coeff_conc(p,i) = 0; 
        sensitivity_coeff_conc(p,i) = abs((conc_up(p) - 
conc_dn(p))*parameter(i)/2/(0.1*parameter(i))); 
        %create log values 
        logy_up(p)=log((conc_up(p)-1.276e20)/(6.38e22-1.276e20)); 
        logy_dn(p)=log((conc_dn(p)-1.276e20)/(6.38e22-1.276e20)); 
        logy_mid(p)=log((conc_mid(p)-1.276e20)/(6.38e22-1.276e20)); 
    end 
    % calculate slopes/intercepts 
     
    slope_up=(logy_up(1)-logy_up(36))/depth(36) 
    intercept_up=logy_up(1); 
     
    slope_dn=(logy_dn(1)-logy_dn(36))/depth(36) 
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    intercept_dn=logy_dn(1); 
     
    slope_mid=(logy_mid(1)-logy_mid(36))/depth(36) 
    intercept_mid=logy_mid(1); 
     
    % parameter fitting for slope and intercept, if parameter is 
    % pre-exponential fitting done from the log of the parameter  
     
        sensitivity_coeff_slope(1,i)=abs((slope_up-
slope_dn).*parameter(i)/(2.*0.1.*parameter(i))); 
        sensitivity_coeff_intercept(1,i)=abs((intercept_up-
intercept_dn).*parameter(i)/(2.*0.1.*parameter(i))); 
end 
 
sensitivity_coeff_conc = sensitivity_coeff_conc'; 
sensitivity_coeff_slope=sensitivity_coeff_slope'; 
sensitivity_coeff_intercept=sensitivity_coeff_intercept'; 
save ('8001e-6PSA_sub.txt','sensitivity_coeff_conc','-ascii','-double','-
tabs'); 
save ('8001e-6PSA_slope.txt','sensitivity_coeff_slope','-ascii','-double','-
tabs'); 
save ('8001e-6PSA_intercept.txt','sensitivity_coeff_intercept','-ascii','-
double','-tabs'); 
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E.2 Uncertainty Calculation 
%% Create grid of parameters and the slightly perturbed parameters to do a 
%% finite differences (central differences) analysis to get F function in 
%% uncertainty calculation. Perturbation is 5% (0.05) 
clear all 
  
data = [ 0 0 0 0 0 0 0 0 0 ; 0.2 0.65 1.5 2.4 1.08e1 -2.53 5.79 5.14e1 
2.99e1; 0 0 0 0 0 0 0 0 0]; 
  
% data for prefactor and energy of oi formation independent of pressure 
% term 
% for uncertainty analysis  
  
% Setting zeros 
data_experiment=0; 
  
data_simulated_mid=0; 
data_simulated_up=0; 
data_simulated_dn=0; 
conc_simulated_mid=0; 
conc_simulated_up=0; 
conc_simulated_dn=0; 
  
standard=0; 
  
dFw=zeros(15,9); 
Vbinvw=zeros(9); 
Vbtotw=zeros(9); 
invVbtotw=zeros(9); 
uncw=0; 
 
%n=number of experiments 
for n=1:10 
    %Vyw=0; 
    e= [num2str(n)]; 
     
    % read in output from experiments 
    data_experiment = load(['Experimental_Data_',e,'.txt']); 
    %Sets all of the experiments to have equal length, taken from 
    %Experimental 1 (650, 1e-5) 
    standard=load(['standard.txt']); 
    
conc_experiment(:,1)=(exp(interp1(data_experiment(:,1),data_experiment(:,2),s
tandard(:,1)))).*(6.38e22-1.276e20)+1.276e20; 
    
conc_error(:,1)=interp1(data_experiment(:,1),data_experiment(:,3),standard(:,
1))*(6.38e22-
1.276e20).*exp(interp1(data_experiment(:,1),data_experiment(:,2),standard(:,1
))); 
     
   
    %real simulated value point for each experiment 
    data_simulated_mid = load(['',e,'_UNC_mid.O18sub.txt']); 
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conc_simulated_mid=interp1(data_simulated_mid(:,1),data_simulated_mid(:,2),st
andard(:,1)); 
    
    conc_sim_mid=polyfit(standard(:,1),conc_simulated_mid(:,1),1); 
     
    %covariance matrix of experimental to simulated 
    for x=1:15 %number of spacings in standard 
        Vyw(x,x)= conc_error(x)^2; 
        Vyw1(x,x)=(conc_simulated_mid(x)-conc_faux_exp(x))^2; 
    end 
    %m=number of parameters, to calculate dF matrix 
    for m=1:9    
        a= [num2str(m)]; 
        %read in output from FLOOPS 
        data_simulated_up = load(['',e,'_UNC_',a,'_up.O18sub.txt']); 
        data_simulated_dn = load(['',e,'_UNC_',a,'_dn.O18sub.txt']); 
         
        % set grid spacing to match desired depth of standard 
         
        
conc_simulated_up=interp1(data_simulated_up(:,1),data_simulated_up(:,2),stand
ard(:,1)); 
        
conc_simulated_dn=interp1(data_simulated_dn(:,1),data_simulated_dn(:,2),stand
ard(:,1)); 
        for x=1:15 
             
           dFw(x,m)=(conc_simulated_up(x)-
conc_simulated_dn(x))/(.2.*data(2,m)); 
                %dFw(m,x)=(conc_sim_up(x)-conc_sim_dn(x))/(.1.*data(2,m)); 
            %end 
        end 
         
    end  
   dFw; 
   dFw'; 
   inv(Vyw); 
     
    %solving of equation    
    Vbinvw=dFw'*(inv(Vyw))*dFw; 
    Vbtotw=Vbtotw+Vbinvw; 
end 
invVbtotw=inv(Vbtotw); 
det(Vbtotw) 
 
for p=1:9 
    %degree of freedom 150 points and 12 parameters = 138 
    uncw(p)=1.65597039*sqrt(invVbtotw(p,p)); 
end 
  
uncw' 
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E.3 Defect and Carrier Concentrations 
function concentrations = conc_values(T,Po) 
%% Compiles all concentration datas for a given T,P for TiO2 
%constants, all energy units in eV, T in K, and P in atm 
  
kB=8.617E-5; 
P=Po*1.31578947e-3; 
%Rate constants, i for ionization, 1 for o-vac, 2 for Ti3+-inst, 3 for 
%Ti4+-inst, 4 for Ti4--vac, 5 for O-int of either charge 
  
%convert to atoms/cm^3 multiply by atomic density 
%MTI density g/cm^3 
dens_TiO2 = 4.26; 
%molar mass (g/mol) 
molar_mass_TiO2 = 79.866; 
% Avogadros number atoms/mol 
A = 6.022E23; 
  
atomic_density_TiO2 = dens_TiO2*A/molar_mass_TiO2 
%Fermi level calculations 
Ev=0; 
kB=8.61733e-5; 
meffn = 14.03*9.11E-31; %Averaging of many sources 
meffp = 1.67*9.11e-31; %Averaging of many sources 
k = 1.38E-23; %units in SI 
h = 6.626E-34; 
So=2.132e-3; 
Nc = 2*(2*pi*meffn*k*T/h^2)^(3/2)/10^6/atomic_density_TiO2; 
Nv = 2*(2*pi*meffp*k*T/h^2)^(3/2)/10^6/atomic_density_TiO2; 
Ec = 3.03-6E-4*(T-298)%Bak et al. 
  
Ki=Nc*Nv*exp(-Ec/(kB*T)); 
%KVo2 = exp(-6.05/(kB*T));%DFT 
KVo2 = exp(5.38e-4/kB)*exp(-4.82/(kB*T));%expt 
%KTi4 = exp(-11.38/(kB*T));%DFT 
%KTi3 = exp(-10.34/(kB*T));%DFT 
KTi4 = exp(2.38e-3/kB)*exp(-10.67/(kB*T));%expt 
KTi3 = exp(1.98e-3/kB)*exp(-9.49/(kB*T));%expt 
%KVTi4 = exp(-3.80/(kB*T));%DFT 
KVTi4 = exp(-1.1e-3/kB)*exp(-3.67/(kB*T));%expt 
KOi2 = exp(6.41)*exp(-5.34/(kB*T));%expt 
KOi1 = exp(6.41)*exp(-4.48/(kB*T));%expt 
KOi = exp(6.41)*exp(-2.62/(kB*T));%expt 
%KOi2 = exp(-5.34/(kB*T));%dft 
%KOi1 = exp(-4.48/(kB*T));%dft 
%KOi = exp(-2.62/(kB*T));%dft 
  
 
  
  
%n = fsolve(@(n)KOi1*P^0.5*(Ki)^-1*(n)+2*KOi2*P^0.5*(Ki)^-2*(n)^2+n-(Ki/n)-
2*KVo2*P^(-1/2)*n^(-2)-3*KTi3*P^-1*n^(-3)-4*KTi4*P^-1*n^-4, 
(2*KVo2)^(1/3)*P^(-1/6)); 
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%n = fsolve(@(n)KOi1*P^0.5*(Ki)^-1*(n)+2*KOi2*P^0.5*(Ki)^-2*(n)^2+n-(Ki/n)-
2*KVo2*P^(-1/2)*n^(-2)-3*KTi3*P^-1*n^(-3)-4*KTi4*P^-1*n^-4, sqrt(Ki)); 
n = fsolve(@(n)KOi1*P^0.5*(Ki/n)^-1+2*KOi2*P^0.5*(Ki/n)^-2+n-(Ki/n)-
3*KTi3*P^-1*n^-3-4*KTi4*P^-1*n^-4, (4*KTi4)^(0.2)*P^(-0.2));%No Vo2 
%n = fsolve(@(n)4*KVTi4*P*(Ki)^-4*n^4+2*KOi2*P^0.5*(Ki)^-2*(n)^2+n-(Ki/n)-
2*KVo2*P^(-1/2)*n^-2-3*KTi3*P^-1*n^-3-4*KTi4*P^-1*n^-4, -
1/3*(Ki^2+(((2*Ki^3+18*Ki*KOi2*P^.5-81*KTi3*P^-
1)+sqrt((2*Ki^3+18*Ki*KOi2*P^.5-81*KTi3*P^-1)^2-4*(Ki^2-6*KOi2*P^.5*Ki^-
2)^3))/2)^(1/3)+(Ki^2-6*KOi2*P^0.5*Ki^-2)/(((2*Ki^3+18*Ki*KOi2*P^.5-
81*KTi3*P^-1)+sqrt((2*Ki^3+18*Ki*KOi2*P^.5-81*KTi3*P^-1)^2-4*(Ki^2-
6*KOi2*P^.5*Ki^-2)^3))/2)^(1/3))); 
  
  
Outputs=[0; 0; 0; 0; 0; 0; 0; 0; 0; 0;0;0]; 
Outputs(1,1)=Ec; 
Outputs(5,1)=log10(KVo2*n^-2*P^-.5); 
Outputs(4,1)=log10(KTi3*n^-3*P^-1); 
Outputs(3,1)=log10(KTi4*n^-4*P^-1); 
Outputs(2,1)=log10(n); 
Outputs(6,1)=log10(KVTi4*P*(Ki/n)^-4); 
Outputs(7,1)=log10(KOi2*P^0.5*(Ki/n)^-2); 
Outputs(8,1)=log10(KOi1*P^0.5*(Ki/n)^-1); 
Outputs(9,1)=log10(KOi*P^0.5); 
Outputs(10,1)=log10(Ki/n); 
Outputs(11,1)=log10(Nc); 
Outputs(12,1)=log10(Nv); 
Outputs 
  
  
end 
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E.4 WSSE Parameter Estimation 
%% Parameter estimation based on minimizing error of C-simulation from 
%% C-experiment, 4 parameters minimized: Eoidiff, Ekiko, Esurf, ksurf 
% First set large mesh of 0.5 eV per parameter for range of 2.0 eV, then 
% reduce to 0.1 eV for a range of .4eV (.2 on each side), than .5 then .1 
  
clear 
% Do for range of temperatures at two pressures 
% Will find a summation of all the errors for x- amount of C values, and 
% uncertainty values, will not do it for each run since that should have a 
% mean uncertainty and a mean concentration 
  
  
%Set matching grid space 
standard=load(['standard.txt']); 
depth=standard(:,1); 
  
for m=1:7 
    for l=1:7 
        for k=1:7 
            for j=1:7 
                for i=1:7 
                 
                q=size(standard,1); 
                a = [num2str(i)]; 
                b = [num2str(j)]; 
                c = [num2str(k)]; 
                d = [num2str(l)]; 
                e = [num2str(m)]; 
     
                    error=0; 
                    for n=1:10  
                        f= [num2str(n)]; 
                        % read in output from experiments 
                        data_experiment = 
load(['Experimental_Data_',f,'.txt']); 
                        % set grid spacing to match desired depth of standard 
                        
conc_experiment=interp1(data_experiment(:,1),data_experiment(:,2),standard(:,
1)); 
                      
                        
sigma_squared=interp1(data_experiment(:,1),data_experiment(:,3),standard(:,1)
); 
                        %read in output from FLOOPS 
                        data_simulated = 
load(['',f,'Simulated_',a,'_',b,'_',c,'_',d,'_',e,'_Data.O18sub.txt']); 
                        % set grid spacing to match desired depth of standard 
                        
conc_simulated1=interp1(data_simulated(:,1),data_simulated(:,2),standard(:,1)
); 
                        conc_simulated=log((conc_simulated1-
1.276e20)/(6.38e22-1.276e20)); 
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                    %Calculate Error 
                     
                        for p=1:q 
                            
error=error+(1/(sigma_squared(p)^2)*(conc_experiment(p)-
conc_simulated(p))^2); 
                        end 
                    end 
                    error_array(i,j,k,l,m)=error; 
                end 
            end 
        end 
    end 
end 
error_array 
%find minimum error value in an array, min function finds in each 3rd and 
%4th dimension but the for loop specifically finds only the lowest value, 
%with its indices 
[C,I]=min(error_array) 
minimum_new=100000000000000; 
minimum_position=[1 1 1]; 
for r=1:7 
    for s=1:7 
        for t=1:7  
            minimum_vector=C(:,:,t,s,r); 
            minimum_old=min(minimum_vector); 
            if minimum_old<minimum_new 
                minimum_new=minimum_old; 
                minimum_position(1)=t; 
                minimum_position(2)=s; 
                minimum_position(3)=r; 
            end 
        end 
    end 
end 
minimum_new 
%finds i,j, terms (j counted from first array to last) 
[x,y]=find(error_array==minimum_new) 
%finds position for k,l,m terms 
minimum_position         
  
 
 
 
 
 
227 
 
F. Effective masses of holes and electrons literature survey for defect concentration 
calculations 
 
In Tables F.2 and F.2, we note the effective masses calculated via different mechanisms 
for electrons and holes. We include information on how the measurement was made, if this is 
explicitly noted. From the following values, we find an average m
*
e of (14.03±9.18)me and m
*
h 
of (1.67±1.24)me. This value is implemented in solving for the carrier concentrations for a given 
temperature and pressure described in Chapter 2. 
Table F.1 Literature reports on m
*
e in rutile 
Author Year Calculation Method m
*
e range 
(me) 
Average m
*
e 
(me) 
Acket & Volger 
[18] 
1966 Hall coefficient, Seebeck effect 
data 
5 to 8 6.5 
Pascual et al. [19] 1978 Polarization-dependent 
absorption spectra 
 8.4 
Yagi et al. [20] 1996 Hall coefficient 7 to 8 7.5 
Poullemec et al. 
[21] 
1985 Conductivity, Seebeck effect data  3.81 
Itakura et al.[22] 1967 Hall coefficient  20 
Frederikse [23] 1961 Hall coefficient 12 to 32 22 
Yahia [24] 1980 Assumed  30 
 
Table F.2 Literature reports on m
*
h in rutile 
Author Year Calculation Method m
*
h (me) 
Kasinski et al.[25] 1989 Transient grating studies 3 
Kormann et al.[26] 1988 UV-vis absorption spectra 2 
Yahia [24] 1980 Hole mobility studies 0.01 
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G. Parameter Sensitivity Analysis for Initial Value Guesses at 800°C, 10
-4
 torr 
Values are from Table 3.3 
Parameter Value Intercept Sensitivity 
Coefficient 
Slope Sensitivity 
Coefficient (cm
-1
) 
Eki & Eko 0.2 eV 0.77 6.26x10
-4 
EOi,diff 0.7 eV 3.55 3.46x10
-3 
EOi,form 1.3 eV 13.1 2.26x10
-3 
Einj 2.4 eV 0.31 6.44x10
-7 
preki & preko 6.39x10
-19 
cm
3
/s 3.66 2.74x10
-3 
DO,Oi 0.08 cm
2
/s 1.17 1.11x10
-3 
So 1x10
-5 
10.7 1.06x10
-5 
nsat 1.5x10
14
 cm
-2 
28.2 2.54x10
-5 
preOi,form 6.32x10
21
 cm
-3 
35.1 4.93x10
-3 
Υ 10
13
 s
-1 
0.45 8.98x10
-7 
nsat,max 5.0x10
14
 cm
-2 
28.8 2.46x10
-5 
λOi 1.77x10
-8
 cm 16.4 6.90x10
-7 
 
 
 
