Abstract. For scalar diffusion models with unknown drift function asymptotic equivalence in the sense of Le Cam's deficiency between statistical experiments is considered under long-time asymptotics. A local asymptotic equivalence result is established with an accompanying sequence of simple Gaussian shift experiments. Corresponding globally asymptotically equivalent experiments are obtained as compound experiments. The results are extended in several directions including time discretisation. An explicit transformation of decision functions from the Gaussian to the diffusion experiment is constructed.
Introduction
Different statistical models often exhibit comparable features when they are considered under some natural asymptotics. In nonparametric statistics the problems of estimating a signal in Gaussian white noise, a regression function or a density of i.i.d. observations can all be handled by the same techniques, e.g. using kernel smoothers or projection methods, and the asymptotic minimax properties for the estimation risk usually coincide. The long standing experience that under an asymptotic point of view these models are statistically of the same kind has found its proper mathematical justification in 1996, when Brown and Low (1996) and Nussbaum (1996) proved the asymptotic equivalence of these models in the sense of Le Cam's theory of equivalent statistical experiments. In essence this means that any decision function developed for one model can be carried over, at least in an abstract way, to a decision function in the other models with exactly the same asymptotic risk properties. This is an important conceptual gain compared to the situation before where asymptotic results had to be proved each time separately.
In parametric statistics Le Cam's theory has been successfully applied to a huge variety of experiments because in this case it usually reduces to the property of local asymptotic normality (LAN) and its modifications (Le Cam and Yang 2000) . The asymptotic equivalence for nonparametric experiments is conceptually more demanding and by now the class of models that are provably asymptotically equivalent to the three core models of signal detection, regression and density estimation is still limited. Grama and Nussbaum (1998) have proved asymptotic equivalence for generalised linear models, which has recently been extended to a wider nonparametric class in Grama and Nussbaum (2002) , Jähnisch and Nussbaum (2003) . Brown, Cai, Low, and Zhang (2002) consider specifically nonparametric regression with random design and provide a constructive asymptotic equivalence result. Certain asymptotic equivalence results have already been obtained for diffusion models. For asymptotically vanishing diffusion coefficients an equivalence result has been proved for diffusions observed on a suitable random time interval by Genon-Catalot, Laredo, and , while Milstein and Nussbaum (1998) obtain asymptotic equivalence for such a diffusion model and its Euler discretisation. More closely related to our work is the study of a null-recurrent diffusion model with long-time asymptotics by Delattre and Hoffmann (2002) . The authors prove asymptotic equivalence to Gaussian models, which have the same structure as ours with the exception of an additional mixing random variable, that can be explained in analogy with the parametric LAMN-property. To overcome technical difficulties for proving analogous results for further nonparametric models, the concept of asymptotic equivalence is sometimes reduced to its weak form, see Drees (2001) for an application to lower bounds in extreme value theory.
One class of standard models in mathematical statistics is certainly given by nonlinear autoregressive processes of the form with unknown drift functions f and b, respectively. Under ergodicity assumptions and for large T it is well known that the methodology developed for nonparametric regression can be used for inference on the drift function, for an overview see Taniguchi and Kakizawa (2000) for autoregressive processes and Kutoyants (2003) , Fan (2004) for diffusions. In this paper we corroborate the folklore that 'autoregression is just regression' by showing strong asymptotic equivalence of the scalar diffusion model (1.2) with a signal detection or Gaussian shift model, which can be interpreted as a regression model with random design. Our result is established for the scalar diffusion model because we need to employ tools from stochastic analysis that are neither available for time series analysis nor for multidimensional diffusion processes. After submission we learned about the results by Grama and Neumann (2004) who establish directly asymptotic equivalence between the autoregression (1.1) and a classical regression model by means of a suitable Skorohod embedding.
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Let us briefly introduce some basic notation such that we can announce the main results. where Lip loc (R) denotes the set of locally Lipschitz continuous functions b : R → R and sgn(x) := x/|x|. A standard result in the theory of stochastic differential equations asserts that for b ∈ Σ and a Brownian motion W on some filtered probability space Ω, A, (A t ) t≥0 , P there exists to a given initial value a unique strong solution (X(t), [0, T ]) of equation (1.2), e.g. Karatzas and Shreve (1991) . Moreover, the existence of a stationary solution, unique in law, is ensured with invariant marginal density 4) where C b > 0 is a normalising constant. Considering in a first step drift functions b in a shrinking neighbourhood around b 0 ∈ Σ, we obtain the local asymptotic equivalence result for T → ∞ of the stationary diffusion experiment given by (1.2) with the accompanying Gaussian shift experiment 5) where B denotes a Brownian motion on the real line and µ b 0 is the invariant density from (1.4). The analogous regression experiment to (1.5) consists of observing the function b on a design with density µ b 0 , which can be considered random or deterministic in the sense that it determines the distance between two design points. The main idea of the proof is to define a coupling of the original diffusion experiment with another diffusion-type experiment corresponding to a deterministic design. The implementation of this idea is heavily based on the local time of the diffusion process.
The local asymptotic equivalence result has already several implications for the statistical theory of diffusion processes. In particular, it can be used to obtain asymptotically sharp lower risk bounds. For instance, the lower bound of Theorem 1 in Dalalyan and Kutoyants (2002) follows immediately. In order to transfer also global results like upper risk bounds to the diffusion case, an equivalence result should be obtained for all parameters b ∈ Σ. We have to impose on the drift functions some minimal regularity larger than 1/2 to obtain such a global result, cf. Brown and Zhang (1998) . Furthermore, since the variance of the local time does not decay sufficiently rapidly, the general global equivalence result can only be established for drift functions that behave nicely far away from the origin. To avoid too much technicalities we therefore consider a global class Σ 0 ⊂ Σ of drift functions of regularity larger than 1/2 that coincide with some (known) function b 0 ∈ Σ outside a compact interval I.
In absence of a variance stabilising transform the globally equivalent experiments will be of compound type. The first accompanying sequence is given by the observations
where W and B are independent Brownian motions,μ S is a suitable estimator of µ b based on the observation (
The second accompanying sequence is given solely in terms of Gaussian experiments: 9) where the Brownian motions B andB and the random variable ξ ∼ N (0, 1) are independent.
The local and global equivalence results are derived in Section 2 and 3, respectively. In order to retain a clear presentation, a uniform variance bound on the local time and the construction of global estimators have been deferred to the Appendix. In Section 4 we discuss extensions of the theory developed so far. We start with the presentation of a constructive procedure for transferring a decision function from the Gaussian experiment to the diffusion experiment. In particular, it is seen that the restriction on the parameter space outside of a compact interval is not necessary for risk asymptotics with loss functions that act only on this interval. Then we discuss an even simpler Gaussian shift experiment which is globally less informative than the diffusion model (1.2) such that risk upper bounds obtained for this simple model immediately transfer to the diffusion case. Finally, we consider the diffusion model with a general, but known diffusion coefficient σ, for which similar results are obtained, and we treat the case of discrete observations of the sample path in the diffusion model and the corresponding Euler discretisation. In order to convey concisely the main ideas and to save space, the results in this section are stated in a more informal way.
Local equivalence
2.1. The general idea. We shall show that for drift functions b in a shrinking neighbourhood of the drift function b 0 the statistical experiment induced by observing the diffusion process (1.2) is for T → ∞ asymptotically equivalent to the statistical experiment induced by the observation
where µ 0 is close to the density of the invariant measure of the diffusion process in (1.2) uniformly over the neighbourhood and B denotes a Brownian motion on the real axis.
The main idea of the proof is to perturb the diffusion model (1.2) in such a way that in each state x ∈ R the local time, that is the amount of time spent by the process in x until time T , is at least T µ 0 (x) and to provide no information on b(x) after the local time has attained the level T µ 0 (x). At those states x, where the local time does not reach the level T µ 0 (x), additional information on b(x) is revealed. The model thus obtained can be considered as a regression model for b with fixed deterministic design of density T µ 0 . It is Gaussian and has the same likelihood process as the model in (2.1), which implies statistical equivalence of the associated statistical experiments.
The intuitive explanation why this approach succeeds is that the diffusion model, like an autoregressive time series model, exhibits two sources of randomness. Firstly, the design, that is how often the states are visited by the process, is random. Secondly, the drift b can merely be observed after contamination by white noise dW . As it turns out, the first source of randomness is less severe than the second and we do not lose too much information by assuming that each state x is visited up to time T with a density according to the approximate expectation T µ 0 (x) of the local time. However, it is evident that this procedure can only work for neighbourhoods around b 0 that shrink with increasing T such that the true expectation T µ b converges to T µ 0 in a suitable manner.
Local experiments.
2.1. Definition. For a drift b 0 ∈ Σ and any density µ 0 ∈ L 1 (R) we introduce their local neighbourhood with parameters ε, ζ, η > 0
Here µ b denotes the invariant density of the diffusion process with drift b. We now define precisely the local experiments E 1 and F 1 , for which we shall prove asymptotic equivalence. Note that we define the Gaussian shift experiment on the space R
Remark. It is natural to consider neighbourhoods around
and not on C(R) via the natural interpretation of the differentials as integrators for L 2 (R)-functions. Of course, the law is already characterised by the integration of the functions 1l [0,y] , y ∈ R, which corresponds to the signal in white noise interpretation on the space C(R) up to the knowledge of the value at zero. 2.3. Definition. We define the diffusion experiment localised around (b 0 , µ 0 ) The Gaussian shift experiment localised around (b 0 , µ 0 ) is given by
with a Brownian motion B on the real line.
In order to pursue our procedure of changing the design appropriately, we need to introduce the so-called local time of a diffusion process X. We refer to Revuz and Yor (1999) , Chapter VI for the details. We are going to use that the local time L y t (X) of the diffusion process X at the point y ∈ R up to time t ≥ 0 can be constructed such that (L y t , y ∈ R, t ≥ 0) is a process which is continuous in t and càdlàg in y (Revuz and Yor 1999, Theorem VI.1.7). Henceforth we shall work with this process, which satisfies
By assuming the usual conditions of the filtration (A t ) t≥0 , we can suppose that L y t (X) is A t -measurable for (A t ) t≥0 -adapted processes X. The main property we need is the following extended occupation time formula (Revuz and Yor 1999, Ex. VI.1.15 
where f : R + × R × Ω → R + is any measurable function and d t L y t (X) denotes integration with respect to the increasing integrator t → L y t (X). We can now introduce the local experiment F 2 for which we shall show asymptotic equivalence with E 1 . We briefly recall the conditions guaranteeing the existence of a weak solution of a stochastic differential equation with a functional form of the drift. 
Proposition. Consider the stochastic differential equation
Proof. This is the generalisation of Proposition 5.3.6 given in Remark 5.3.8 of Karatzas and Shreve (1991 
Here, R Finally, we need to introduce yet another experiment which is constructed so as to be equivalent to E 1 , but to be defined on the same space
2.8. Definition. We define the local experiment E 2 by
is uniquely defined by (with the same notation as for
2.3.
Likelihood ratio and equivalent experiments. In the sequel we shall often use the likelihood ratio or Radon-Nikodym derivative for the laws of diffusion-type processes on the space C ([0, T ] ). The next theorem is an adaptation of Theorem 7.7 in Liptser and Shiryaev (2001) to our purposes, see also Theorem IV.4.23 in Jacod and Shiryaev (2003) .
with progressively measurable functionals α 
and if ξ (1) and ξ (2) are independent of W and have mutually absolutely continuous distributions on R. In this case the likelihood ratio
which under P X (2) is in law equal to
) exp
) dt .
Remark. This representation of the likelihood gives another indication why our limiting experiment F 1 is natural for the diffusion experiment E 1 : the Fisher information at b 0 in functional directions h and h is for T → ∞ of order
I h,h (b 0 ) = E b 0 T 0 h(X t )h (X t ) dt + o(T ) = T h(x)h (x)µ 0 (x) dx + o(T ).
Here and also later we employ the classical Landau symbols o(•) and O(•).
From the definition of the Kullback-Leibler divergence (or relative entropy, denoted by KL) the following result is immediate, compare also with the expression for the Hellinger distance (Jacod and Shiryaev 2003, Theorem IV.4 .23).
Corollary. Under the conditions of Theorem 2.9 the Kullback-Leibler divergence between the laws of X
( 1) and X
is given by
With these tools at hand we obtain the first equivalence results. We only need to know that two general dominated experiments
are statistically equivalent iff the laws of the likelihood processes under the dominating measures P 0 and Q 0 coincide (Strasser 1985, Cor. 25.9) :
2.12. Proposition. The statistical experiments E 1 and E 2 are equivalent.
Proof. By Theorem 2.9 the measures P T b and P
T b 0
are equivalent for all b, b 0 ∈ Σ such that the likelihood process for E 1 is well defined. Moreover, in experiment E 2 we use the kernel K
which is independent of b such that the Radon-Nikodym derivative
depends only on the first coordinate. Consequently, the likelihood processes coincide.
2.13. Proposition. The statistical experiments F 1 and F 2 are equivalent.
Proof. Let us determine the likelihood process for F 2 under the dominating measureQ
holds. Both log-likelihood functions consist of a stochastic integral with respect to a Brownian motion and its quadratic variation term under the dominating measureQ
. Let us calculate up to sets of probability zero the quadratic variation term in the log-likelihood log(
) given in Theorem 2.9 using the occupation time formula (2.2):
Similarly, the quadratic variation term in log(
) is given by
Putting the two identities together, we have proved that the quadratic variation term in log(
(y)T µ 0 (y) dy and is thus deterministic.
The preceding calculations remain valid when b is replaced by
The covariation between two such stochastic integrals with b replaced by b 1 and b 2 , respectively, is by the occupation time formula again
By the Cramér-Wold device it follows that the random process
is Gaussian with zero mean.
Since the likelihood process of the Gaussian shift experiment
the laws of the two likelihood processes coincide and the experiments are equivalent. 
Remark. The main idea in the preceding proof was to show that the likelihood ratios associated to the experiments E 2 and F 2 (as random processes indexed by b) have the same law. At the first look it seems that the experiment generated by the Itô process
where
µ(y) dy and dB is Gaussian white noise. For the proof it suffices to check that the laws of the likelihood processes coincide.
2.4. Asymptotic equivalence. By Corollary 59.6 in Strasser (1985) the Le Cam distance ∆ between experiments defined on the same measurable space can be estimated by a uniform bound on the total variation distance between the corresponding probability measures. An application of this coupling technique allows to prove the main theorem on local asymptotic equivalence.
Theorem. If for T → ∞ the asymptotics ε(T
) and ζ(T ) = o(1) hold, then the following convergence holds true uniformly over all b 0 ∈ Σ:
Proof. By Propositions 2.12 and 2.13 it suffices to prove the asymptotic equivalence for the experiments E 2 and F 2 . Their families of measures (P 
. We infer (with short-hand notation)
• T V denoting the total variation norm. Since the measures (P 
with the corresponding laws for deterministic initial values x ∈ R and infer by the triangle inequality
Because of ζ(T ) → 0 the first term tends to zero uniformly.
Since the square of the total variation is bounded by twice the Kullback-Leibler divergence (Deuschel and Stroock 1989, Eq. (3.2.25) ), it suffices for the second term to prove that
dx tends to zero uniformly. By Corollary 2.11 this expression equals up to the factor 1/2
Since we are in the stationary case, a bias-variance decomposition yields in combination with Proposition 5.1 from Appendix
Hence, we obtain the uniform convergence result over
which proves the assertion.
2.17. Corollary. The preceding asymptotic equivalence result holds in particular for the local parameter subclass
holds and equally
For later use we also show asymptotic equivalence with another Gaussian experiment.
) and arbitrary ε, ζ > 0 asymptotically equivalent to the experiment induced by observing
where µ b is the invariant density corresponding to b, dB is Gaussian white noise on L 2 (R) and the parameters b belong to the the same neighbourhood
Proof. Since the two concerned experiments are defined on the same space, the result follows if we show that the Kullback-Leibler divergence between the likelihood ratios tends to zero. This divergence is given by
| for A, B > 0, the condition on η yields the result.
3. Globalisation 3.1. Main result. A common way of globalising a local equivalence result makes use of the variance stabilising transformation (see Grama and Nussbaum (1998) for the exact definition). In our case this amounts to seeking a functional T whose differential DT (b) [h] at the point b = b 0 is equal to √ µ b 0 h. Indeed, for such a functional the Kullback-Leibler divergence between the laws of the Gaussian random measures dZ
and, at a heuristic level, tends to zero if the functional T is sufficiently regular. This yields the asymptotic equivalence of the two Gaussian shift experiments corresponding to Z andZ. Furthermore, it permits to infer the asymptotic equivalence of the experiments characterised by the observations dZ
Unfortunately, following Delattre and Hoffmann (2002) we can show that such a transformation does not exist. Indeed, let us consider the simple case when b is unknown only on a compact interval I. Then the differential of the operator S :
where the convergence is understood in the mean square sense. We find
where F b is the distribution function corresponding to the invariant density µ b . Therefore, the equality
, which is evidently not true. This contradiction results essentially from the nonlocal character of the mapping S. This indicates why the global asymptotic equivalence with a Gaussian shift experiment of the form dZ x = T (b)(x) dx + T −1/2 dB x might be impossible to establish. Nevertheless, we give below an equivalence result which is global and involves a mixed Gaussian white noise experiment. The main idea is to replace in the Gaussian shift exper-
dB x the invariant density µ b by a random approximation, which is independent of B and has the advantage of being observable. (Brown, Cai, Low, and Zhang 2002, p. 690) . Compare, however, the discussion in Section 4.2.
Definition. The parameter class
Note that although the functions in Σ are locally Lipschitz continuous, the Hölder restriction of order β is of different nature: it is uniform over x ∈ I and over b ∈ Σ 0 . 
with (B,B) being a two dimensional Brownian motion and ξ = ϕ
The statistical experiment defined by observing a sample path of the stationary diffusion process (1.2), when the parameter set is Σ 0 , is denoted by E(T ).
We can now announce the main theorem of this section, whose proof is deferred to the end of the section. 3.2. Definition of experiments. We introduce some probability measures that will be repeatedly used in this section. Some have already been defined in the previous section, but for the present purposes we need to specify their dependence not only on b, but also on other parameters. In this section, the substitution of the subscript b of any probability measure by 0 indicates that we consider that measure for b identically equal to zero, e.g. Q
, but the meaning of µ 0 has not changed.
. The log-likelihood of this family of measures is defined by
denote the law of the process (Y, V ) given by Definition 2.6 with initial condition Y 0 = y 0 . The log-likelihood of this family of measures is
It is noteworthy that this log-likelihood does not depend on y 0 and b 0 .
Recall that P ) b∈Σ 0 will be denoted by l
, the log-likelihoodl P T (b, X) depends only on the first component.
Let us fix S in the interval (0, T ) and define the compound experiment G = G(S, T, Σ 0 ) as follows: we observe a sample path of the stationary diffusion process X with drift b up to time S, we compute an estimatorμ S (•) =μ S (X, •) ∈ C(R) of the invariant density µ b , and then we observe a realisation of the conditionally Gaussian process
In order to avoid subtle questions of measurability, we assume thatμ S takes its values in a countable set M = {µ 1 , µ 2 , . . .} ⊂ C(R).
Definition. The experiment G is defined rigorously as
is the measure characterised by
3.3. Asymptotic results. Our program in this section is as follows. We split the diffusion path observed up to time T into two parts: a path observed over [0, S] and another over [S, T ] . We prove that by replacing the second path by a conditionally (to the first path) Gaussian observation we obtain an asymptotically equivalent experiment. Then we substitute this conditionally Gaussian experiment by another one, not involving anymore the observed path over [0, S] . In the last step we apply this method in the converse direction, that is, making use of estimators based on the Gaussian observations, we replace the diffusion experiment over [0, S] by a conditionally Gaussian one.
One method of carrying out this program consists in reducing the global equivalence problem to a local one via Lemma 9.3 of Nussbaum (1996) , or its extension in Lemma 1 of Delattre and Hoffmann (2002) . However, this requires a local asymptotic equivalence result between the diffusion starting at a fixed point x and a Gaussian shift, uniformly in x. Achieving the result by this technique seems to be more technical than what we do below.
Proposition. Let S = S(T ) ∈ (0, T ) be such that for some estimatorb S of b based on the observations (X t , t ∈ [0, S]) and taking values in a countable set
B = {b 1 , b 2 , .
. .} the following condition is satisfied:
lim T →∞ sup b∈Σ 0 E b R (b(x) −b S(T ) (x)) 2 |L x T (X) − L x S(T ) (X) −μ S(T ) (x)(T − S(T ))| dx = 0. (3.2)
Then the experiments E(T ) and G(S(T ), T ) are asymptotically equivalent as T tends to infinity.
Proof. We introduce an auxiliary compound experimentG. It is generated by the observation of a sample path of a stationary diffusion with drift b up to time S = S(T ) and an Itô process similar to the one of Definition 2.6, except that µ 0 and b 0 are replaced by the estimatorsμ S andb S respectively. More precisely, the statistical experimentG =G(T ) is defined on the space
by the family of probability measuresR
. The above integral is well defined since the mapping y →Q
is measurable (in fact, it is continuous).
It is easy to check (see the proof of Proposition 2.13 for similar calculations) that the log-likelihood log
Likewise, the log-likelihood of the family of measures {R
for any j ∈ N and for any y ∈ R. This implies
, and consequently
We infer that the experiments G andG are equivalent.
In order to show ∆(E, G) → 0, it suffices to prove ∆(Ẽ,G) → 0 because the experiments E andẼ are also equivalent: their likelihood ratios coincide (see Proposition 2.12). The experimentsẼ andG are defined on the same probability space and the Kullback-Leibler divergence between the respective laws is (see Corollary 2.11)
By condition (3.2), this expression tends to zero uniformly in b ∈ Σ 0 when T → ∞.
To pursue the globalisation, we replace the Gaussian shift experiment
by a simple experiment not involving the estimatorsb S(T ) andμ S(T ) . Note also that since b is known outside I, the observations (Z x , x ∈ I) of the Gaussian shift experiment are void (they do not contain any information on the unknown parameter b(x), x ∈ I).
Definition. The experiment
G 1 = G 1 (S, T ) is for S ∈ (0, T ) defined on C([0, S]) × R L 2 (I)
× C(I) by the family of product measures
R S,T b (A × B) = P S b (A) Q T −
S,ϕ(T ) b (B), for any A ∈ B C([0,S]) and for any B ∈ B
⊗L 2 (I) R
⊗ B C(I) . In other words, G 1 is induced by observing
where B,B are independent Brownian motions and ξ ∼ N (0, 1) is independent of (B,B).
3.11. Proposition. Assume that the estimatorsμ S are continuously differentiable on I and satisfy the conditions of Proposition 3.9. Moreover, let for S(T ) ∈ (0, T ), ϕ(T ) > 0 the assumptions
be satisfied. Then the statistical experiments G(S(T ), T ) and G 1 (S(T ), T ) are asymptotically equivalent as T tends to infinity.
Proof. In what follows we consecutively replace experiments by (asymptotically) equivalent ones until we reach the experiment G 1 .
Recall that G is defined by observing a diffusion path up to time S and a realisation of the Gaussian process Z given by (3.3). If we replace in G the observations Z by
we obtain an equivalent experiment, since it has exactly the same likelihood ratio. Then we replace these observations by 6) in view of the fact that the Kullback-Leibler divergence between the corresponding measures is up to some multiplicative constant equal to
which tends to zero as T → ∞ uniformly in b ∈ Σ 0 , according to the assumption of Proposition 3.9 and the inequality (
( 3.7) with independent Brownian motionB and ξ ∼ N (0, 1) is equivalent to (3.6), since the sample paths of the process U do not contain any information on b. The first two assumptions of the proposition yield the equivalence of experiment (3.7) and
An equivalent form of this experiment is
Computing the Kullback-Leibler divergence and using the third assumption of the proposition, one can easily check that experiment (3.8) is asymptotically equivalent to the experiment
This completes the proof of the proposition, since the laws of likelihood processes of the experiments (3.9) and (3.4) coincide.
Having obtained the asymptotic equivalence between E and G 1 , we aim at replacing the first part of the compound experiment G 1 , which is the ergodic diffusion, by a conditionally Gaussian experiment. To do so, we assume that 
Proposition. Let ϕ = ϕ(T ) and S = S(T ) be such that the assumptions
lim T →∞ sup b∈Σ 0 E T −S,ϕ b I b(x) − b T,S (x) 2 Sµ b (x) + S|µ b (x) − µ T,S (x)| dx = 0, (3.10) lim T →∞ sup b∈Σ 0 E T −S,ϕ b R µ b (x) − µ T,S (x) dx = 0, (3.11) lim T →∞ sup b∈Σ 0 S E T −S,ϕ b I b(x) − b T,S (x) 2 µ T,S (x) − U x 2 dx = 0, (3.12)
are fulfilled. Then the statistical experiments G 1 (S(T ), T ) and H(ϕ(T ), T ) are asymptotically equivalent as T tends to infinity.
Proof. Recall that the experiment G 1 is characterised by the observations (X, Z
, U ), where X is defined by (1.2) and (Z , U ), where Z (1) and U are as above, Y 0 ∼ µ T,S and
In these formulae, we assume that b T,S (x) is equal to b 0 (x) = b(x) for any x ∈ I and the Brownian motions W, B are mutually independent and independent of (B (1) ,B, ξ).
The total variation distance between the laws describing the experiments G 1 and G 2 is controlled by (see the proof of Theorem 2.16)
. By the Cauchy-Schwarz inequality
. So assumptions (3.10) and (3.11) yield the asymptotic equivalence of G 1 and G 2 .
Repeating the same arguments as those used in Proposition 3.9 for establishing the equivalence between G and G 1 , we can prove that the experiment G 2 is equivalent to is a Brownian motion independent of (B
,B, ξ). Once again considering the Kullback-Leibler divergence, one checks that the statistical experiment (3.13) is asymptotically equivalent to
provided that (3.12) is satisfied. This last experiment, in turn, is equivalent to
x ∈ I, (3.14)
since their likelihood functions coincide. The same argument yields the equivalence of (3.14) and H(ϕ, T ) from Definition 3.3, with
3.4. Proof of Theorem 3.5. First, note that under the conditions imposed on b and b 0 , all the stochastic differential equations introduced in previous sections have a weak solution.
To establish the result of the theorem, it suffices to check that for some S(T ) ∈ [0, T ] the conditions of Propositions 3.9-3.12 are fulfilled with ϕ( and β > 1/2. The verification of the conditions of Proposition 3.12 is achieved similarly using Lemma 5.5.
Extensions and generalisations
4.1. Constructive local equivalence. The main interest of the statistical equivalence is the following. If the models E = (Ω, A, (P ε θ , θ ∈ Θ)) and E = (Ω , A , (Q ε θ , θ ∈ Θ)) are asymptotically equivalent when ε → 0, then for any decision function δ in E there exists a decision function δ in E such that, for any loss function L θ bounded by 1, the risk of δ is bounded by the risk of δ plus a term tending to zero as ε → 0 uniformly on the parameter class, that is
Our results so far are non-constructive, in particular they do not provide an explicit procedure for constructing a decision function for the diffusion experiment from a decision function for the simpler Gaussian experiment. Nevertheless, such a procedure is hidden in the proofs and we present it briefly.
Consider the local setting, that is b belongs to a neighbourhood of a known function b 0 . Let X = (X t , t ∈ [0, T ]) be a sample path of the diffusion dX t = b(X t ) dt + dW t and B = (B x , x ∈ R) be a Brownian motion independent of W . For any a ∈ R set
Using the Lévy characterisation,B can be shown to be a Brownian motion. Thus Z x = Φ x (X, V ) is a realisation of the Gaussian process
This means that Φ maps the model defined by (X, V ) to the model defined by (4.2). On the other hand, we have proved that the total variation distance between the laws of (X, V ) and of (X, B) tends to zero. In conclusion, if δ(Z) is a decision function in the Gaussian model (4.2), then δ (X) = δ(Φ(X, B)) will be a (randomised) decision function in the diffusion model with asymptotically the same risk as δ(Z). Moreover, if the loss function under consideration is convex, then according to Jensen's inequality, the risk of the decision function δ (X) = E[δ(Φ (X, B) )|X] will be smaller than the risk of δ (X).
Let us give a concrete example. If δ(Z) is the classical kernel estimator of b in the Gaussian
where K is a kernel function and h > 0 the bandwidth, then the corresponding estimators in the diffusion experiment are given by
Hence, δ is obtained by a subsampling of the standard kernel estimator under localisation
4.2. Constructive global equivalence for losses on a compact interval. In Remark 3.6, one can check that the constant C in the inequality ∆ E(T ), , T ) providing this inequality depends on b I c = (b(x), x ∈ R \ I), and therefore cannot be used in problems where b I c is merely an unknown nuisance parameter.
Nevertheless, by slightly modifying the experiment H we get an equivalence result which is uniform in b 0 ∈ Σ and is attained by an equivalence mapping independent of b I c . 4.1. Theorem. LetH(ϕ, ψ, T ) be defined by the parameter space Σ 0 and the observations
and there exists an equivalence mapping from
, ψ(T ), T ) independent of b I c and realising the bound in inequality (4.3).
Proof. To prove (4.3) we follow the methodology of Section 3.3 with the only difference that ϕ is replaced by ψ in the second equality of Proposition 3.11.
As for the construction of the equivalence mapping, remark that the local equivalence mapping Φ in b T,S (u) du . This explains the deterioration of the convergence rate in (4.3) as compared with Remark 3.6 and shows that there is a price to pay for having a Markov kernel independent on b I c . Note also that ψ(T ) is chosen from a trade-off between the second equality in Proposition 3.11 and (3.10) in order to obtain the best possible rate in (4.3).
We briefly describe the equivalence mapping from the diffusion experiment (X t , t ∈ [0, T ]) to the conditionally Gaussian experiment (U x , Z x , x ∈ I) provided by Theorem 4.1. Let
, B (2) andB be independent Brownian motions and ξ be a standard Gaussian random variable independent of everything else. 
Using the new observations (U x , Z
(1)
x , x ∈ I), we define the estimator b T,S as in Section 5.3 and set µ T,S (x) = U 2 0 exp(
x )/2. Let us denote by Ψ the mapping that associates to (X T , B (1) , B (2) ,B, ξ) the couple (U, Z).
Corollary. Assume that we consider a statistical problem where both parts
Proof. It suffices to take δ = δ • Ψ.
4.3.
A less informative experiment. We present an accompanying sequence of simple white noise experiments that is globally less informative for the asymptotics T → ∞ than our diffusion experiment. Let us first consider the local experiment
where Q
T,< b
denotes the law of the Gaussian shift experiment
with a Brownian motion B on the real line and a measurable function µ * : We claim that the experiment F < 1 is less informative than F 1 . In fact, it suffices to construct a Markov kernel K : R Strasser (1985) or Theorem 2.2 in Le Cam and Yang (2000) . Hence, using µ * ≤ µ b 0 and setting for ϕ ∈ R L 2 (R)
with a Brownian motionB on R, we find that G ϕ is a random functional on L 2 (R) and we define the Markov kernel K(ϕ, A) := PB (G ϕ ∈ A) , where PB denotes the law of the Brownian motionB. Using short-hand notation for the functionals, we obtain
with a new Brownian motionB. Consequently, F < 1 is a randomisation of F 1 and thus F 1 is more informative than F < 1 . Under the asymptotics of Theorem 2.16, we conclude by transitivity that the localised diffusion experiment E 1 is asymptotically also more informative than F < 1 uniformly over b 0 ∈ Σ, which means in terms of the Le Cam-deficiency δ lim
Of course, for the uniformity in the last result we have to assume µ * ≤ µ b 0 for all b 0 ∈ Σ 0 , which we shall also do subsequently.
In a second step, we take advantage of the fact that the laws in F < 1 do not depend anymore on the centre of localisation so that we can apply the usual globalisation procedure, cf. Lemma 9.3 and its proof in Nussbaum (1996) . Let us denote by F < the global white noise experiment with the law in (4.4) and with the parameter class Σ 0 from Definition 3.1. We claim that F < is asymptotically less informative than E. Following the proof of Proposition 3.9, we use an estimatorb T /2 from the observation of the diffusion experiment until time T /2 such that the local neighbourhood is attained asymptotically:
Therefore the diffusion experiment E(T ) is asymptotically more informative than observing
As in Section 5.3, we construct estimators for b based on the observation of Z < and infer like in Proposition 3.12 that the latter experiment is more informative than F < .
As an application, the result that the global diffusion experiment E is asymptotically more informative than the white noise experiment F < can be used to infer optimal minimax rates for the drift estimation under an L p (I)-loss function and with a standard nonparametric class of prescribed regularity contained in Σ 0 . Choosing µ * = inf b∈Σ 0 µ b , we observe that on the compact interval I the function µ * is strictly positive such that it can be bounded from above and below by a constant factor times some density µ b on I. Therefore, when using the local equivalence result for the asymptotic lower bound (cf. the methodology in Korostelev and Tsybakov (1993) ) and the global deficiency result for the asymptotic upper bound, the risk bounds will merely differ by a constant factor. We suspect that for a pointwise loss function the asymptotic deficiency yields in many cases even the exact asymptotic constants, provided the lower bound is proved locally around the parameter b 0 fulfilling µ b 0 (x 0 ) = µ * (x 0 ) for the point x 0 under consideration. Another possibility to determine exact asymptotic constants is to use the compound experiment G and to follow the methodology developed by Nussbaum (1996) for the Pinsker constant.
4.4. General diffusion coefficient. Let us consider the model with non-constant diffusion coefficient
If we suppose continuous-time observations, σ 2 (x) is perfectly identifiable at all points x where the local time L x T (X) is nonzero. Let us for simplicity assume that the diffusion coefficient σ is known everywhere, satisfies σ * ≤ σ(x) ≤ σ * , x ∈ R, for some constants σ * ≥ σ * > 0 and that σ is differentiable with a continuous bounded derivative. Then the stochastic differential equation (4.5) has for any initial value a unique strong solution and for all b ∈ Σ a stationary solution with invariant density
where C b,σ > 0 is a normalising constant.
Since σ is known, the experiment of observinḡ
is clearly equivalent to that of observing directly (X t , t ∈ [0, T ]), the stationary solution of (4.5). By Itô's formula we infer thatX is the stationary solution of the equation
By transformation, the invariant density µb ofX is given by (
) . Applying Theorem 2.16, we conclude that the experiment of observing (4.5) is asymptotically equivalent to the Gaussian white noise experiment
for shrinking neighbourhoods as in Theorem 2.16 in terms of the transformed quantitiesb, b 0 and µb 0 . By regarding the likelihood process, it follows that observing dZ is equivalent to observing
which in turn is equivalent to observing
The asymptotic equivalence with the latter Gaussian white noise experiment can be explained intuitively by adopting the viewpoint of regression. The random design follows the density µ b 0 ,σ , while the observation noise at the point x has level T −1/2 σ(x). Finally, note that under our rather restrictive assumptions on σ the same globalisation procedure as for constant diffusion coefficients can be applied. 4.5. Time discretisation. We show that the diffusion experiment based on continuoustime observations is asymptotically equivalent to its discrete counterpart, provided that the sampling distance decreases at the appropriate rate. Let
We consider the autoregression experiment defined by observing (y 1 , . . . , y N ) from
where ξ i are i. i. d. with ξ 1 ∼ N (0, 1) and independent of y 0 . We introduce the function
For b ∈ Σ this function is progressively measurable and the stochastic differential equation
has a weak solution defined by Proposition 2.4. One checks that the laws of the likelihood processes of the experiments (4.6) and (4.7) coincide, therefore these experiments are equivalent. According to Corollary 2.11, the ∆-distance between the stationary diffusion experiment (1.2) and the experiment (4.7) tends to zero if
tends to zero uniformly in b. If we assume that b is Hölder continuous with exponent β, then (4.8) is up to a multiplicative constant bounded by
Using the linear growth condition and the boundedness of all moments of X t under P b uniformly over b, one finds that (4.8) tends to zero if ) is a sufficient statistics in the experiment (4.7), the asymptotic equivalence between (4.7) and (1.2) entails the asymptotic sufficiency of (X t 0 , . . . , X t N ) in (1.2). Analogous results for the diffusion experiment with asymptotically vanishing diffusion coefficient have been obtained by Milstein and Nussbaum (1998) .
Moreover, since we have shown that the total variation distance between P T b and the law of X
tends to zero, the same holds true for the restrictions of these measures to the sub-σ-algebra generated by the discrete observations at time instants t i , i = 0, . . . , N . This implies that the experiments defined by observing (X ) is equivalent to observing the whole path X P , and (4.7) is asymptotically equivalent to (1.2), we infer the asymptotic equivalence of the discretely sampled with the continuously observed diffusion experiment, as soon as
Note that, although these kinds of discretisation results seem natural, Wang (2002) and Brown, Wang, and Zhao (2003) have discovered and studied surprising results on the nonequivalence in the parametric setup for GARCH time series and their diffusion limits. In this context, an interesting open problem is under which conditions asymptotic equivalence or non-equivalence for the discrete observation model holds if σ is not known. 5.1. Proposition. There is a constant C > 0 only depending on the class Σ such that
Proof. For simplicity we shall omit the index b everywhere in the proof. Let us introduce the transition density p(x, y; t) = P(Y t ∈ dy | Y 0 = x) and the Markov transition operators P t f (x) = f (y)p(x, y; t)dy for functions f in the space L 2 (µ) of functions square-integrable with respect to the invariant measure. Its generator L has in our case the divergence form representation Lf = Revuz and Yor (1999) for further details. We find (p(y, y; u) 
In order to evaluate the integral we make use of the formula for operator semigroups in Banach spaces (Engel and Nagel 2000, Lemma II.1 
Then formally LG y (x) = δ y (x) − µ(y) holds and thus
This formula can be justified by using a smoothing function h ∈ C ∞ (R) with h ≥ 0, h = 1 and compact support and then setting
Then G y,ε lies in the domain of L and satisfies
LG y,ε (x) = ε
Applying formula (5.1) to G y,ε and then letting ε → 0 gives the representation (5.2). By the contraction property of (P t ) t≥0 we find . Using this estimate we obtain for y ≥ 0 According to the conditions in (1.3), in each estimate the right hand side is uniformly bounded over Σ. We apply the symmetric argument for y ≤ 0. Finally, we observe that p(y, y; t) − µ(y) ≥ 0 follows for all y ∈ R and t > 0 from the fact that p(x, y; t) − µ(y) is the continuous kernel of the nonnegative operator P t (Id −Π 0 ) with is the bandwidth leading to a rate optimal estimator. It is evident that this estimator is differentiable and its derivative equals
5.2. Lemma. There exist some positive constants m and L 1 such that
Proof. Use the uniform boundedness of b on I and the formula µ b (x) = 2b(x)µ b (x).
5.3. Lemma. For any real p > 1, there is some positive constant C 1 depending only on β, L 1 , m, p such that for any x ∈ I we have
Proof. Using standard arguments, the bias in both cases can be bounded as follows: 
We introduce the function
The Itô formula applied to the function
• 0 g x (u) du and to the diffusion X yields
This equality combined with the Burkholder-Davis-Gundy inequality (Revuz and Yor 1999, Theorem IV.4 .1) leads to the estimate
The integration by parts formula yields
This term is uniformly in b ∈ Σ 0 bounded by Ch S . Therefore, we get
The first expectation in the right hand side is uniformly bounded, while the second one can be estimated by
Using the fact that the expectation of the local time L In the right hand side of this inequality, the largest term is obviously (Sh S )
−p
and it decreases to zero at the rate S −2pβ /(2β+1) . The evaluation of the variance of µ S (x) is even simpler and will be omitted. 
