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Abstract
Fine studies on how powerful are two-dimensional computing devices are restricted by the
di,culty to set up a relevant notion of language of -gures. In the case of two-dimensional
cellular automata, several solutions have been proposed, but we adopt here another point of
view: to the automaton is added a one-to-one “locally connected” mapping, , from Z (or N)
onto Z2, we have named a thread. That leads to a notion of language (usual language of words)
recognition depending on a thread, what in turn leads to complexity classes, especially classes of
languages recognized in real time on such devices. Here we consider two-dimensional cellular
automata with the discrete Archimedean spiral as thread, and we compare the class of languages
recognized in real time by two-dimensional cellular automata with the Archimedean spiral to the
class of languages recognized in real time by one-dimensional classical cellular automata.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Cellular automata constitute well de-ned parallel devices. Simple local rules often
generate very complex global behaviors. Understanding this complexity is important,
what is mainly pursued, at least for cellular automata, from two points of view. First,
cellular automata are considered as discrete dynamical systems, then, for example, start-
ing from signi-cant sets of initial con-gurations, one looks to predict some characteris-
tics of their evolutions. Secondly, they are viewed as a massively parallel computation
model, then, for example, one studies related relevant complexity classes and tries to
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compare them with complexity classes being due to other computation models. That is
this second point of view that we adopt in the present paper.
Complexity classes are classes of languages which encode problems. Unfortunately,
if language recognition is natural for one-dimensional cellular automata (as well as
for other computational models on which the order of the input letters is necessarily
respected thanks to the structure of the devices space), it is no more the case for
two-dimensional cellular automata since the way to place the letters on the plane is
not necessary, at least when one demands that the whole word appear on the plane
at initial con-guration, that is for parallel mode recognition. Actually, there is another
mode of recognition for cellular automata: the sequential mode for which inputs are
given letter by letter on a speci-ed cell. If sequential mode gives birth to classes the
relations of which are well known [2], parallel mode is more di,cult to study, leads
to classes whose some relations are still open, as, for example, to know whether the
class of languages recognized in linear time on one-dimensional cellular automata is
equal to the one of languages recognized in real time. 1 A landscape of the complexity
classes in dimension one is described, for example, in [3].
Let us come back to the two-dimensional case for parallel mode. Mainly three ways
of arranging words on the plane have been proposed: to linearly put the letters into the
(0; 0); : : : ; (n− 1; 0) cells [5], to cut the words into factors of equal length and arrange
these factors inside a rectangle, letters in increasing order from left to right for each
line as in [5] or one time out of two as in [8]. In [4], we have introduced a notion of
“thread” along which the words are set in their natural order, the whole composing the
signi-cant part of the initial con-guration of some two-dimensional cellular automaton.
With a convenient notion of recognition, we get classes of languages which can be
compared to known ones on other devices (one-dimensional cellular automata or Turing
machines). Clearly, the recognition depends on both the automaton and the thread, so
we are also really studying interactions between two-dimensional cellular automata and
threads via language recognition, especially real-time recognition.
The important point is the notion of real time. As in many papers, see for example
[1,7], with real time one understands “as soon as possible”, that means the cell which
decides to accept or reject an input word has knowledge of the whole word. In dimen-
sion one, real time is then n or n+1 according to the fact that the last cell knows that
it is the last one or not. In dimension two, the real time being when the accepting cell
receives information that no new letter of the input word will be received, real time
may be less than the length of the word. In our case, real time depends both on the
thread and the considered neighborhood.
In the following, we choose a very simple thread, that we name the Archimedean
thread, and the Moore neighborhood. 2 We proved in [4] that any rational (regular)
language is recognized in real time with the Archimedean thread. Here, we prove
that real-time recognition on two-dimensional cellular automata with the Archimedean
1 Let us remind that one works in space bounded by the length of the word.
2 It is easier, here, to work with the Moore’s neighborhood. Besides, if a language is recognized on some
cellular automaton with the Von Neumann neighborhood, it is recognized by another cellular automaton with
the Moore’s one.
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thread is strictly less powerful than real-time recognition on one-dimensional cellular
automata.
We will -rst give useful de-nitions, then show that if R denotes the class of lan-
guages recognized in real time on two-dimensional cellular automata with the
Archimedean thread, if R1D denotes the class of languages recognized in real time
on one-dimensional cellular automata, R =R1D. Finally, we will explain R⊂R1D,
what is involved enough.
2. Denitions
Let us -rst specify some requisite de-nitions, 3 and note, once and for all, that the
neighborhood for all cellular automata is the Moore’s one.
The Archimedean thread is obtained from a curve C, which is described below. For
all (x; y)∈Z2, let C(x; y) denote the unit square the south-west corner of which is (x; y).
Denition 1. (1) Starting from the center of C(0;0), one draws an horizontal line up to
the center of C(1;0), a vertical one up to the center of C(1;1), a horizontal one up to the
center of C(−1;1), a vertical one up to the center of C(−1;−1) and -nally a horizontal
one up to the center of C(1;−1).
The process is then iterated: starting from the point (h; h), one draws the straight
lines to the successive points (h+1; h); (h+1; h+1); (−(h+1); h+1); (−(h+1);−(h+1))
and -nally (h+ 1;−(h+ 1)).
(2) The Archimedean thread is the one-to-one mapping  from N onto Z2, shown
in Fig. 1(a), and de-ned by
• (0)= (0; 0),
• if, for all j, j∈{0; : : : ; i}, ( j) is de-ned, (i + 1) is the south-west corner of the
unique square
– whose south-west corner does not belong to ({0; : : : ; i}),
– and which is connected by C to the unique square C(i).
The converse −1 of  gives a numbering of the cells along the thread represented in
Fig. 1(b).
Denition 2. A two-dimensional cellular automaton A is an ordered pair (S; ) where
S is the -nite set of states and , from S9 into S, the local transition function. Then,
• A two-dimensional cellular automaton with the Archimedean thread A is some
(S?; ) with S?= S× S where S is made of the 14 following states which represent
the Archimedean thread:
✲ , ✛ , ❄ ,
✲ , ✻ , ❄ ,
✲ , ✻ , ✛ ,
✲ , ✻ , ✛ , ❄ , .
3 More on threads may be found in [4].
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Fig. 1. The Archimedean thread: (a) the Archimedean curve, (b) numbering of the cells along of the
Archimedean thread: −1.
An arrow starting from (i) comes from (i − 1) and indicates the direction
of (i+1). The state transition function is from S?
9
into S? and never changes the
component of S. States of S are called thread-components and are
invariant.
• A con-guration of A is an application from Z2 into S? such that the component
in S represents the Archimedean thread. From a con-guration C at time t, the
cellular automaton enters at time t + 1 the con-guration C? de-ned by: i; j∈Z
and C?(i; j)= (C(i; j); C(i + 1; j); C(i + 1; j + 1); C(i; j + 1); C(i − 1; j + 1), C(i −
1; j); C(i − 1; j − 1); C(i; j − 1); C(i + 1; j − 1)).
The function which associates to the con-guration C the con-guration C? previously
de-ned is the global function of the cellular automaton.
The evolution of the cellular automaton from an initial con-guration, con-guration
of the network at time t=0, is the sequence (Ct)t∈N of its successive con-gurations.
Ct is called the con-guration at time t and state Ct(i; j) of the cell (i; j) at time t
will be denoted by 〈i; j〉t .
Denition 3. Let L be a language on an alphabet  and let A =(S?; ) a two-
dimensional cellular automaton with the Archimedean thread. We say that L is recog-
nized by A when:
• ⊆ S,
• S contains two distinguished disjoint subsets Saccept and Sreject as well as a quiescent
state sq, which then satis-es ((c; sq); : : : ; (se; sq))= (c; sq), where c denotes the
thread component of the state of cell c, i and ij the thread components of the
states of the c-neighbors (i; j∈{e; n; w; s}),
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• For any word a0 : : : a‘−1 on , starting from the initial con-guration de-ned by
〈(i); s(i)〉0 = ((i); ai) for i∈{0; : : : ; ‘ − 1}, with
(0) =
✲ ; (i) ∈ S − { ✲ }
for i∈{1; : : : ; ‘ − 1}, the other cells being in state
〈 ; sq〉0;
there exists some time  such that
◦ 〈0; 0〉 =(x; s(0)) where x∈ S, s(0) ∈ Saccept if and only if the word a0 : : : a‘−1
belongs to L, else, s(0) ∈ Sreject,
◦ and for any time t, t¡, s(0) does not belong to Saccept nor to Sreject.
Finally, we have to specify real-time recognition in that framework. The distance to
the origin (0; 0) of a point (x; y) is Max(|x|; |y|) and the real time is the minimum
time in which the cell at the origin knows that the input word has been in full read.
Denition 4. A language L is recognized in real time by a two-dimensional cellular au-
tomaton with the Archimedean thread when the recognition time for a word a0 : : : a‘−1
is maxi∈{0;:::; ‘−1}{x(i); y(i)}+ 1, where (i)= (x(i); i(h)).
Let us remind that R (resp. R1D) denotes the class of languages recognized in real
time by a two-dimensional cellular automaton with the Archimedean thread (resp. by
a one-dimensional cellular automaton). We will now prove that they are diKerent.
3. RA = R1D
Let us -rst put to light some points of the Archimedean thread which plays a very
special role as markers in the following: the “corners” of the spires. Let k, k¿1,
be the number of a spire, then (k;−k)—the south-east corner (and the end) of the
spire—is numbered 4k(k + 1), (k; k)—the north-east corner of the spire—is numbered
4k(k − 1) + 2k, (−k; k)—the north-west corner of the spire—is numbered 4k2 and
(−k;−k)—the south-west corner of the spire—is numbered 4k(k − 1) + 6k.
Proposition 5. Real time to recognize a word of length n on a two-dimensional cel-
lular automaton with the Archimedean thread is
R(n) = 1 + max
d∈N
{d=(2d+ 1)2 6 n}:
Proof. As the distance to the origin of (x; y) is max{|x|; |y|}, bawls B(0;0)(d) are
squares centered in (0; 0), with length side 2d + 1. Let n be an integer such that
(n)∈B(0;0)(d) and (n) =∈B(0;0)(d − 1), d¿1. Time needed for information on cell
numbered (n) to reach cell (0; 0) is d. Time needed by cell (0; 0) to know it has
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Fig. 2. The language L.
received all information on the input word is d+1 because, at that time, data arriving
will contain the state
( ; sq):
The number of points inside B(0;0)(d) is (2d+1)2, so the -rst point of the Archimedean
thread outside B(0;0)(d) is its (1 + (2d+ 1)2)th point, image of (2d+ 1)2 by .
Proposition 6. Let L be the language on {0; 1} made of words
02n(2n−1)a1 : : : a2n+102n−1a1 : : : a2n+1
for n¿1. L is a language which belongs to R1D but not to R.
Proof. We -rst observe that each word 02n(n−1)a1 : : : a2n+102n−1a1 : : : a2n+1 is of length
(2n+ 1)2, which is the number of cells along the thread from the origin to the south-
east corner of the nth spire (point (n;−n)). Moreover, the letters a1; : : : ; a2n+1 of the
-rst factor are on the cells numbered from 4n(n− 1) + 2n to 4n2, those of the second
factor are on the cells numbered from 4n(n− 1) + 6n to 4n(n+ 1) (see Fig. 2).
Let us suppose that L is real-time recognized by a cellular automaton with the
Archimedean thread, A =(Q; ). After m steps, the initial con-guration determined by
word 02n(2n−1)a1 : : : a2n+102n−1b1 : : : b2n+1 ends up in a con-guration the “useful” part
of which, C(a; b;m), is made of points (x; y) such that |x|6n−m+1 and |y|6n−m+1.
Let us denote C¿(a;m) (resp. C
¡
(b;m)) the points of C(a; b;m) with non-negative (resp. neg-
ative) ordinates. States of C¿(a;m) only depend on a1 : : : a2n+1 and states of C
¡
(b;m) only
depend on b1 : : : b2n+1. Now, let us -x an integer k. There are k(2k + 1) points in
C¡(b; n−k), and thus |Q|k(2k+1) possible distinct con-gurations C¡(b; n−k). But there are 22n+1
words b1 : : : b2n+1, so, for n large enough, there exist two distinct words b?1 : : : b
?
2n+1
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and b#1 : : : b
#
2n+1 which lead to the same con-guration C
¡
(b; n−k). Then the two words
02n(2n−1)b?1 : : : b
?
2n+10
2n−1b?1 : : : b
?
2n+1 and 0
2n(2n−1)b?1 : : : b
?
2n+10
2n−1b#1 : : : b
#
2n+1 lead to
the same con-gurations C¿(b?; n−k) and C
¡
(b?; n−k) and consequently, after k steps, to
the same state on the cell (0; 0) which must be both an accepting and a rejecting state,
what is a contradiction.
It remains to show that L is recognized in real time by some one-dimensional cellular
automaton. The method, illustrated in Fig. 3, is the one developed in [6]. The
Fig. 3. Recognition of language L in proof of Proposition 6 by a one-dimensional cellular automaton: (a) a
signal in
√
n, (b) recognizing language L.
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basic point is the ability for a cellular automaton to mark, on the origin cell, times
4k(k +1), 4k(k − 1) + 2k, 4k2, and 4k(k − 1) + 6k (which correspond to the numbers
of the corners of the spires of the Archimedean thread). That allows to master the
structure of the words in L which is actually determined by the structure of the spires
of the Archimedean thread. The way to obtain the wanted marks on the origin cell is
simple as it is shown in Fig. 3(a). A signal  is built in the following way: for k¿1,
it stays 8k times on the cell k, what is measured by four successive signals which
oscillate between cells 0 and k at maximum speed marking cell 0 each 2k times. So,
the origin cell can keep in its state one of the four parts of a virtual spire. Afterwards,
signal  moves to cell k + 1 where the process is iterated.
Moreover, letters 4 of the input words (of length (2n+1)2) run at maximal speed to
the origin. When one of them, s, reaches it, if the origin is in a state which corresponds
to the second quarter of a spire, what means that s represents a letter ai of the possible
-rst factor a1 : : : a2n+1, a new signal is sent at maximal speed which bounces one time
on , comes back to the origin, generates there another one which runs at maximal
speed and meets on  the signal coming from the letter at the same position i in the
possible second factor a1 : : : a2n+1 of the input word. If they represent diKerent letters,
a signal is sent to the origin cell which enters a rejecting state. Else, a signal is sent to
the origin which says that the process is going on. Then the origin enters an accepting
state when the end of the word arrives at the end of the last quarter of a virtual spire,
see Fig. 3(b).
Now, in order to get our result, we have to prove the classes inclusion. It is the
subject matter of the next section.
4. RA⊂R1D
Theorem 7. RA ( R1D.
Proof. Let us then suppose that L is recognized in real time by some two-dimensional
cellular automaton with the Archimedean thread A. Using this knowledge, we have
to build a one-dimensional automaton B which recognizes L in real time. To elaborate
on the solution is long and technical enough. Thus, we start with a general view of
the algorithm.
(a) Overall process: Starting from the initial con-guration determined by some word
w of length n, placed letter by letter on cells numbered 0 to n− 1, B has to simulate
the behavior of A on the same word. That will be done in generating a family of
signals (actually thick signals as it will appear later) (Bt)t¿0, each Bt representing the
tth computation step of A on w, that means information on the letters and on the
structure of the thread (see Fig. 4(a) and (b)).
B0 is de-ned starting from a signal S2 of slope 2 sent from the origin. On B the
letters of the word are sent, at maximal speed to the origin. They meet S2 which will
4 In fact, signals representing letters.
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Fig. 4. How to prove Theorem 7: (a) signal carrying structure of the Archimedean thread; (b) moves of
information; (c) Pows of data entering the computations of sets Sn;t ; (d) setting up of n;t .
capture, as its slope is 2, on one site, information arriving from three initial cells. So,
in fact, B will send, from B0, groups of three initial data. But B0 has also to reproduce
the structure of the thread, that is to mark the spires and also the four parts of each
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Fig. 5. How to prove Theorem 7 (continued): (a) locations of values of n; t ; (b) needed values to get n; t ;
(c) the end of word.
spire, in such a way that one knows where are situated the “corners” of the spire as
well as its -rst and last cell—points (k;−(k + 1)) and (k;−k) if k is the number of
the spire.
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Fig. 6. Setting up signal B0 (the three types of initialization).
When a cell knows that it is the “beginning” of some spire k, k¿2, it sends a
vertical signal Vk and a second one, Ak , at maximal speed to the origin cell. On
the space-time diagram of B, Vk and Vk+1 on the one hand, Ak+1 and Ak+2 on the
other hand allow to determine the place corresponding to the spire k on Bt . Informa-
tion carried on Bt in the space corresponding to spire k will be given by means of
B-states the set of which is denoted Sk; t . Computations of the values of states in Sk; t
are achieved by means of data Pows as indicated in Fig. 4(c).
Up to now, we have not taken into account our aim to get the recognition in real
time. On A, the end of the input word w appears on a spire, let say #, and real
time is obtained thanks to data coming from the (# + 1)th spire. If, in the proposed
simulation we have to wait for information from the (# + 1)th spire, we will not
get real time. Consequently, we have to set up a mechanism which will anticipate
the fact that no input letter will appear on the next spire or, say otherwise, that the
current spire is the one on which occurs the end of the input word. So, from each cell
marking the beginning of a spire k on Bt starts a signal k; t meaning that no input
letter lays on the (k + t+1)th spire at initial time (Figs. 4(d) and 5(a)). States of k; t
are computed at the -rst meeting of the data Pow coming from Sk−1; t−1 and Sk; t−1
as indicated in Fig. 5(b). Finally, Fig. 5(c) illustrates how the origin cell is able to
know in real time data necessary to decide whether the initial word belongs or not to
L. 5
In the sequel, we are explaining in more details some important points of the
simulation.
5 Do notice that Figs. 4 and 5 already take into account that the -rst spire is specially dealt with (see
point (f)).
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Fig. 7. Setting up signal B0 (signal of type 1): (a) signal of type 1 of length 2k, T1; k ; (b) signal T1; k giving
another signal of length 2k, T2; k ; (c) signal T1; k giving another signal, T3; k , of length 2k; (d) signal T1; k
giving another signal, T1; k , of length 2k; (e) signal T1; k giving another signal, T2; k+1, of length 2(k + 1);
(f) signal T1; k giving another signal of length, T3; k+1, 2(k+1); (g) signal T1; k giving another signal, T1; k+1,
of length 2(k + 1).
(b) Signal B0: It is obtained in marking on S2 the successive spires and their struc-
ture. That means to distinguish the beginning of each spire of number k, k¿2, and
its four “sides” of length 2k. But that also means to -nd an algorithm which allows,
starting from one segment of length 2k to build the three next one in such a way that
the last one of them were able to generate the -rst one of length 2(k + 1) of the next
spire.
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Fig. 8. Setting up signal B0 (-nished): (a) setting up signal B0 (by means of states); (b) spires -nally
marked, constituting B0.
It is easy to observe that there are three possibilities of meeting with S2 for a signal
carrying the information “beginning of a spire” as shows Fig. 6. Each of these cases
gives birth to three ways to generate a new segment of length k and also three ways
to generate a new segment of length (k + 1). That implies to study 33 cases, what
would be very tedious to exhaustively present here. Fig. 7 illustrates one case, while
Fig. 8(a) shows how signal B0 is build by means of states and Fig. 8(b) gives a global
representation of it.
In order to show how to simulate the -rst step of computation of A on B,
and in particular to analyze how to translate through the behavior of B the in-
teractions between consecutive spires in the behavior of A, we need some
notations.
(c) Notations: The set of states of B will be QS ×Q5↖×Q11↑ ×Q2↗×Q2→×Q2←×
Q‖ where elements of:
• QS set up moves of signals in Sk;0, thus they include elements indicating the four
diKerent “sides” of the spires,
• Q↖, Q↗ and Q↑ represent letters of the alphabet of the language L, when they
move to the left at maximal speed, to the right (at a speed which will depend on
signal Bt) or stay in place.
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Fig. 9. Interactions between the (k − 1)th spire and the kth one in the proof of Theorem 7, point (d)(1):
(a) area under scope of the (k − 1)th spire; (b) interactions between data from the (k − 1)th spire via Q↗
and letters from the kth spire via Q↖.
• Q→ mark sites where data of the (k − 1)th spire interact with data of the kth
one.
• Q← mark sites where data of the (k + 1)th spire interact with data of the kth
one.
(d) Interactions between the (k−1)th and kth spires: The nine -rst cells are subject
of a special processing and cell 0 acts as the nine -rst cells of the thread, cell 8 acts
as the last cell of the -rst spire.
• Fig. 9 shows on (a) how cells on the (k − 1)th spire inPuence cells on the kth
one. Outside the “corner cells” and the -rst cell of the spire, which, respectively,
inPuence -ve cells of spire k, cells of spire (k − 1) inPuence three cells of spire k.
Data on B0 both stay on the same site (states in Q↑) and are sent at maximal speed
to the left (states in Q↖). When the latter meet some signal Vk , information goes
on to the left but is also sent by another signal, at speed 2, to the right (states in
Q↗).
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Fig. 10. Interactions between the (k − 1)th spire and the kth one in the proof of Theorem 7, point (d)(2):
(a) area under scope of the (k + 1)th spire; (b) interactions between data from the (k − 1)th spire via Q↗
and the kth one via Q↑.
Fig. 9(b) shows where letters 6 of the (k − 1)th spire, moving to the right and
encoded in Q↗ meet letters coming from the kth spire and encoded in Q↖. These
meeting sites are encoded in Q→. Particular sites corresponding to the “beginning
and the end” of a spire are special (dark points on the -gure): they de-ne the signal
k which disappears as soon as a signal from Q↖ arrives what means that letters
lay on the next spire.
• Fig. 10(a) shows how cells on the (k + 1)th spire inPuence cells on the kth one at
strategic points.
Fig. 10(b) shows where letters of the (k − 1) spire, coming back to the right
(states in Q↗) meet letters, encoded in Q↑, of the kth spire. Signals encoded in Q↑
and Q↗ carry on their information until it becomes useless.
(e) Interactions between the kth and (k + 1)th spires: The situation is quite similar
to the last point. Fig. 11(a) shows how the (k + 1)th spire inPuences the kth one at
special places.
6 Actually, it is shortening of “information characterizing initial letters”.
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Fig. 11. Interactions between states of the kth spire and those of the (k +1)th one in the proof of Theorem
7, point (f): (a) area under scope of the (k + 1)th spire; (b) interactions between data from the kth spire
via Q↑ and data from the (k + 1)th one via Q↖.
Fig. 11(b) shows where information coming from spires k − 1 and k via states of
Q↑ meets data coming from spire (k + 1) via states of Q↖. These meeting sites are
encoded in Q←.
(f) Simulation of the ;rst transition of A: At the end of the simulation of the
-rst computation step of A, one gets a space-time diagram of B the main features of
which are:
• The nine -rst cells have initialized the process.
Via states of Q‖, the space-time diagram of B is cut into zones. When the mark
“to be the -rst cell of a spire” appears on B0, two signals are sent: one (Ak of point
(a)) at maximal speed to the left by means of state q‖;↖, the other one staying on
the site (Vk of point (a)) by means of state q‖;↑. The mentioned zones are the area
determined by two consecutive convenient Ak cut by two consecutive convenient Vk
(see point (a)).
• If one focuses on the area determined by the space corresponding to a spire k,
– the states of Q←, taking into account letters of the (k+1)th spire (in gray bordered
black in Fig. 12) constitute the signi-cant data to be used for the simulation of
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Fig. 12. Simulation of the -rst transition of B in the proof of Theorem 7, point (f).
the next transition of A. The signal B1 they determine will play the role of B0,
and they will be sent to the left via states in Q↖ (see point (e)),
– from sites in states of Q→, on signals 0; k , which anticipate the end of the input
word (in yellow bordered black in Fig. 12), they will be sent to the left via Q←
(see point (d)) in order to carry information that the corresponding spire is the
one with the end of the input word.
(g) Simulation of transitions of A: In order to simulate the second computation
step of A, and then to iterate the process, signal B1 will play the role of B0. The
process is quite identical as the one described above except for the moves of states in
Q↗: they will go on moving to the right but now parallel to B1. As in the general
case we do not know moves of Bt , new signals & are used, which indicate that Sk; t
has gone to the right (these signals run to the left and are killed by next signal Sk; t+1)
(see Fig. 13). Fig. 14 shows the simulation on B of the two -rst computation steps
of A.
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Fig. 13. Construction of a “parallel” signal in the proof of Theorem 7, point (g).
5. Conclusion
We have proved that R ( R1D. 7 That is that two-dimensional cellular automata
with the Archimedean thread are faster than one-dimensional cellular automata for
some languages but not for all languages in R1D. How important is the gap?
The Archimedean thread certainly is a very special one, nevertheless this result
con-rms that the way input data are space-distributed is not immaterial, and the theorem
allows to grasp what can be the di,culty to understand and master the multiplicity
of types of parallelism. It could be interesting to study other threads—among them
non-recursive ones—and to compare them via the real-time classes they determine.
Besides, studying classes R for diKerent threads  as well as their comparisons with
the class R1D could give -ner knowledge on the way parallelism acts. Moreover, one
can wonder whether it would be possible to exhibit some signi-cant hierarchy (R')'
inside R1D?
7 Let us remark that our proof implies that R ′ ( R1D where R ′ denotes the languages real-time recognized
by two-dimensional cellular automata with the Von Neumann neighborhood.
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Fig. 14. Simulation of B in the proof of Theorem 7, point (g). Moves of states of Q↗ are only shown
for the fourth spire: (a) simulation of the two -rst transitions of A on the fourth spire; (b) simulation of
transitions of A by B.
Does it make sense to look for one thread  such that R=R1D? Assuming ex-
istence of such a thread, for R(n)=O(n) to hold would show that using  to take
advantage of the space is ine,cient, but R(n)= o(n) would mean that  expresses a
sort of universality and show that R1D is a “true” complexity class.
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