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Abstract
The paper contains a complete theory of factors for ray representa-
tions acting in a Hilbert bundle, which is a generalization of the known
Bargmann’s theory. With the help of it we have reformulated the stan-
dard quantum theory such that the gauge freedom emerges naturally from
the very nature of quantum laws. The theory is of primary importance
in the investigations of covariance (in contradistinction to symmetry) of a
quantum theory which possesses a nontrivial gauge freedom. In that case
the group in question is not any symmetry group but it is a covariance
group only – that case which has not been deeply investigated. It is shown
in the paper that the factor of its representation depends on space and
time when the system in question possesses a gauge freedom. In the non-
relativistic theories the factor depends on the time only. In the relativistic
theory the Hilbert bundle is over the spacetime and in the nonrelativistic
one it is over the time.
We explain two applications of this generalization: in the theory of a
quantum particle in the gravitational field in the nonrelativistic limit and
in the quantum electrodynamics.
1 Introduction
In the standard Quantum Mechanics (QM) and the Quantum Field Theory
(QFT) the spacetime coordinates are pretty classical variables. Therefore the
question about the general covariance of QM and QFT emerges naturally just
like in the classical theory:
∗Electronic address: Jaroslaw.Wawrzycki@ifj.edu.pl or jwaw@th.if.uj.edu.pl
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what is the effect of a changing of the spacetime coordinates in QM and
QFT when the changing does not form any symmetry transformation?
It is a commonly accepted believe that there are no substantial difficulties if we
refer the question to the wave equation. We simply treat the wave equation,
and do not say why, in such a manner as if it was a classical equation. The only
problem arising is to find the transformation rule ψ → Trψ for the wave function
ψ. This procedure, which on the other hand can be seriously objected, does not
solve the above stated problem. The heart of the problem as well as of QM and
QFT lies in the Hilbert space of states and just in finding the representation Tr
of the covariance group in question. The trouble gets its source in the fact that
the covariance transformation changes the form of the wave equation such that
ψ and Trψ do not belong to the same Hilbert space, which means that Tr does
not act in the ordinary Hilbert space. This is not compatible with the paradigm
worked out in dealing with symmetry groups.
We show that covariance group acts in a Hilbert bundle R△H over the time
in the nonrelativistic theory and in a Hilbert bundle M△H over the spacetime
M in the relativistic case. The waves are the appropriate cross sections of the
bundle in question. The exponent ξ(r, s, p) in the formula
TrTs = e
iξ(r,s,p)Trs,
depends on the point p of the base of the bundle in question: that is, ξ depends
on the time t in the nonrelativistic theory and on spacetime point p in the
relativistic theory if there exists a nontrivial gauge freedom.
Moreover, we argue that the bundle M△H is more appropriate for treating
the covariance as well as the symmetry groups then the Hilbert space itself.
Namely, we show that from the more general assumption that the representation
Tr of the Galilean group acts in R△H and has an exponent ξ(r, s, t) depending
on the time t we reconstruct the nonrelativistic Quantum Mechanics. Even
more, in the less trivial case of the theory with nontrivial time-dependent gauge
describing the spin less quantum particle in the Newtonian gravity we are able to
infer the wave equation and prove the equality of the inertial and gravitational
masses.
In doing it we apply extensively the classification theory for exponents
ξ(r, s, t) of Tr acting in R△H and depending on the time.
The main task of this paper is to construct the general classification theory
of spacetime dependent exponents ξ(r, s, p) of representations acting in M△H.
On the other hand the presented theory can be viewed as a generalization of
the Bargmann’s [1] classification theory of exponents ξ(r, s) of representations
acting in ordinary Hilbert spaces, which are independent of p ∈ M.
In the presented theory which is slightly more general then the standard one
the gauge freedom emerges from the very nature of the fundamental laws of
Quantum Mechanics. By this it opens a new perspective in solving the troubles
in QFT caused by the gauge freedom.
In section 2 we present the physical motivation in detail. In section 3 we
present the generalization of the ordinary state vector ray and operator ray
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introduced by H. Weyl. In sections 3 and 4 we present the continuity assumption
from which the strong continuity of the exponent ξ follows and generalize the
ordinary notion of the exponent ξ of a ray representation. In section 5 we analyze
the local exponents of Lie groups. In section 6 we introduce algebras which are
the important tools for the classification theory of local exponents presented in
the section 7. In section 8 we investigate the globally defined exponents and
classify them in some special cases. In the section 9 we present examples. The
first example is the Galilean group. We analyze the group from the point of view
of the generalized theory. As the second example the exponents of the Milne
group, the covariance group relevant in the theory of nonrelativistic particle in
the gravitational field, are analyzed.
The proof of differentiability of the (generalized) exponent and the first three
Lemmas goes in an analogous way as those presented in the Bargmann’s work
[1]. However, it is not trivial that they are also true in this generalized situation.
We present the proof of them explicitly for the reader’s convenience. The rest
of our reasoning is not a simple analogue of [1] and proceeds another way.
2 Setting for the Motivation
In this subsection we carry out the general analysis of the representation Tr of a
covariance group and compare it with the representation of a symmetry group.
We describe also the correspondence between the space of wave functions ψ(~x, t)
and the Hilbert space. We carry out the analysis in the nonrelativistic case, but
it can be derived as well in the relativistic quantum field theory.
Before we give the general description, it will be instructive to investigate the
problem for the free particle in the flat Galilean spacetime. The set of solutions
ψ of the Schro¨dinger equation which are admissible in Quantum Mechanics is
precisely given by
ψ(~x, t) = (2π)−3/2
∫
ϕ(~k)e−i
t
2m
~k~k+i~k~x d3k,
where p = ℏk is the linear momentum and ϕ(~k) is any square integrable function.
The functions ϕ (wave functions in the ”Heisenberg picture”) form a Hilbert
space H with the inner product
(ϕ1, ϕ2) =
∫
ϕ∗1(
~k)ϕ2(~k) d
3k.
The correspondence between ψ and ϕ is one-to-one.
But in general the construction fails if the Schro¨dinger equation possesses
a nontrivial gauge freedom. We explain it. For example the above construc-
tion fails for the nonrelativistic quantum particle in the curved Newton-Cartan
spacetime. Beside this, in this spacetime we do not have plane wave, see [13]. So,
there does not exist any natural counterpart of the Fourier transform. However,
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we need not to use the Fourier transform. What is the role of the Schro¨dinger
equation in the above construction of H? Note, that in general
‖ψ‖2 ≡
∫
ψ∗(~x, 0)ψ(~x, 0) d3x = (ϕ, ϕ) =
=
∫
ψ∗(~x, t)ψ(~x, t) d3x.
This is in accordance with the Born interpretation of ψ. Namely, if ψ∗ψ(~x, t) is
the probability density, then ∫
ψ∗ψ d3x
has to be preserved in time. In the above construction the Hilbert space H is
isomorphic to the space of square integrable functions ϕ(~x) ≡ ψ(~x, 0) – the set
of square integrable space of initial data for the Schro¨dinger equation, see e.g.
[5]. The connection between ψ and ϕ is given by the time evolution U(0, t)
operator (by the Schro¨dinger equation):
U(0, t)ϕ = ψ.
The correspondence between ϕ and ψ has all formal properties such as in the
above Fourier construction. Of course, the initial data for the Schro¨dinger equa-
tion do not cover the whole Hilbert space H of square integrable functions, but
the time evolution given by the Schro¨dinger equation can be uniquely extended
on the whole Hilbert space H by the unitary evolution operator U .
The construction can be applied to the particle in the Newton-Cartan space-
time. As we implicitly assumed, the wave equation is such that the set of its
admissible initial data is dense in the space of square integrable functions (we
need it for the uniqueness of the extension). Because of the Born interpretation
the integral ∫
ψ∗ψ d3x
has to be preserved in time. Denote the space of the initial square integrable
data ϕ on the simultaneity hyperplane t(X) = t by Ht. The evolution is,
then, an isometry between H0 and Ht. But such an isometry has to be a
unitary operator, and the construction is well defined, i.e. the inner product
of two states corresponding to the wave functions ψ1 and ψ2 does not depend
on the choice of Ht. Let us mention, that the wave equation has to be linear
in accordance with the Born interpretation of ψ (any unitary operator is linear,
so, the time evolution operator is linear). The space of wave functions ψ(~x, t) =
U(0, t)ϕ(~x) isomorphic to the Hilbert space H0 of ϕ’s is called in the common
”jargon” the ”Schro¨dinger picture”.
However, the connection between ϕ(~x) and ψ(~x, t) is not unique in general,
if the wave equation possesses a gauge freedom. Namely, consider the two states
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ϕ1 and ϕ2 and ask the question: when the two states are equivalent and by this
indistinguishable? The answer is as follows: they are equivalent if
|(ϕ1, ϕ)| ≡
∣∣∣ ∫ ψ∗1(~x, t)ψ(~x, t) d3x∣∣∣ = |(ϕ2, ϕ)| ≡
≡
∣∣∣ ∫ ψ∗2(~x, t)ψ(~x, t) d3x∣∣∣, (1)
for any state ϕ from H, or for all ψ = Uϕ (ψi are defined to be = U(0, t)ϕi).
Substituting ϕ1 and then ϕ2 for ϕ and making use of the Schwarz’s inequality
one gets: ϕ2 = e
iαϕ1, where α is any constant
1. The situation for ψ1 and ψ2 is
however different. In general the condition (1) is fulfilled if
ψ2 = e
iξ(t)ψ1
and the phase factor can depend on time. Of course it has to be consistent
with the wave equation, that is, together with a solution ψ to the wave equation
the wave function eiξ(t)ψ also is a solution to the appropriately gauged wave
equation. A priori one can not exclude the existence of such a consistent time
evolution. This is not a new observation, it was noticed by John von Neumann2,
but it seems that it has never been deeply investigated (probably because the
ordinary nonrelativistic Schro¨dinger equation has a gauge symmetry with con-
stant ξ). The space of waves ψ describing the system cannot be reduced in the
above way to any fixed Hilbert space Ht with a fixed t. So, the existence of the
nontrivial gauge freedom leads to the
Hypothesis. The two waves ψ and eiξ(t)ψ are quantum-mechanically indis-
tinguishable.
Moreover, we are obliged to use the whole Hilbert bundle R△H : t → Ht
over the time instead of a fixed Hilbert space Ht, with the appropriate cross
sections as the waves ψ, see the next section for details.
Consider now an action Tr of a group G in the space of waves ψ. Before we
infer some consequences of the assumption that G is a symmetry group we need
to state a postulate:
Classical-like postulate. The group G is a symmetry group if and only
if the wave equation is invariant under the transformation x′ = rx, r ∈ G of
independent variables and the transformation ψ′ = Trψ of the wave function.
The above postulate is indeed commonly accepted in Quantum Mechanics
even when the gauge freedom is not excluded. But it is a mere application
1This gives the conception of the ray, introduced to Quantum Mechanics by Hermann Weyl
[H. Weyl, Gruppentheorie und Quantenmechanik, Verlag von S. Hirzel in Leipzig (1928)]: a
physical state does not correspond uniquely to a normed state ϕ ∈ H, but it is uniquely
described by a ray, two states belong to the same ray if they differ by a constant phase factor.
2J. v. Neumann, Mathematical Principles of QuantumMechanics, University Press, Prince-
ton (1955). He did not mention about the gauge freedom on that occasion. But the gauge
freedom is necessary for the equivalence of ψ1 and ψ2 = eiξ(t)ψ1.
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of the symmetry definition for a classical field equation applied to the wave
equation without any change. The wave ψ, is not any classical quantity, like the
electromagnetic intensity. The above Hypothesis is not true for classical field
and we have to be careful in forming the appropriate postulate for the wave
equation compatible withe the Hypothesis. Namely, the two wave equations
differing by a mere gauge are indistinguishable. We call them gauge-equivalent.
It is therefore natural to assume
Quantum postulate. The group G is a symmetry group if and only if
the transformation x′ = rx, r ∈ G of independent variables and the transfor-
mation ψ′ = Trψ of the wave function transform the wave equation into a
gauge-equivalent one.
Note, that not all possibilities admitted by the Hypothesis are included in
Classical-like postulate.
From the Classical-like postulate it follows that ψ as well as Trψ are
solutions to exactly the same wave equation, in view of the invariance of the
equation. Therefore, ψ and Trψ belong to the same ”Schro¨dinger picture”, so
that
TrTsψ = e
iξ(r,s)Trsψ,
with ξ = ξ(r, s) independent of the time t! This is in accordance with the known
theorem that
Theorem 1 If G is a symmetry group, then the phase factor ξ should be time
independent.
But if we start from the Quantum postulate we obtain instead
TrTsψ = e
iξ(r,s,t)Trsψ (2)
and get the
Theorem 1’ If G is a symmetry group, then the phase factor ξ = ξ(r, s, t)
is time-dependent in general.
In this paper we propose to accept Quantum postulate, which is compat-
ible with the Hypothesis, and is more in spirit of Quantum Mechanics then
the Classical-like postulate. It should be noted that in the special case when
the gauge freedom degenerates to the constant phase the Quantum postulate
is equivalent to to the Classical-like postulate.
Acceptation of the Quantum postulate gives a new perspective for solving
the two very difficult problems:
(a) generally covariant formulation of Quantum Mechanics,
(b) the troubles in the Quantum Field Theory caused by the gauge freedom.
Moreover, with the help of theHypothesis we can see that both (a) and (b) are
deeply connected. Consider the standard treatment in which the Hypothesis
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is not taken into account and H0 is assumed to be the Hilbert space of all states
and Classical-like postulate is accepted. Then a troubles arise if we intend
to formulate a representation theory of a covariance group in contradistinction
to a symmetry group. The troubles have their source in the fact that the
covariance group transforms solution of the wave equation into a solution of
the transformed wave equation, but the transformed equation is different in
form in comparison to the initial one. That is Trψ does not belong to the
same ”Schro¨dinger picture” as ψ, and Tr does not act in the Hilbert space H0
of states. In view of the paradigm that any reasonable treating of action of
any group in Quantum Mechanics reduces to a unitary representation of the
group in the Hilbert space of states, there was no natural way for treating the
covariance group. The difficulty disappear if we start from the Hypothesis and
the Quantum postulate. Now the states are the appropriate cross sections in
the bundle R△H and Tr transforms unitarily fibre Ht onto a fibre Hr−1t and
acts in the same space R△H as the symmetry group. Note that the space of
states degenerates to a fixed fibreH0 over t = 0 if the gauge freedom degenerates
to a constant phase.
Before we explain connection to the problem (b), we should resolve a paradox
and then make a comment concerning the Quantum Field Theory.. Namely,a
natural question arises: why the phase factor eiξ in (2) is time independent for
the Galilean group (even when the Galilean group is considered as a covariance
group)? The explanation of the paradox is as follows. The Galilean covariance
group G induces the representation Tr in the space R△H and fulfills (2). But,
as we will show later on, the structure of G is such that there always exists a
function ζ(r, t) continuous in r and differentiable in t with the help of which one
can define a new equivalent representation T ′r = e
iζ(r,t)Tr fulfilling
T ′rT
′
s = e
iξ(r,s)T ′rs
with a time independent ξ. The representations Tr and T
′
r are equivalent because
T ′rψ and Trψ are equivalent for all r and ψ. However this is not the case in
general, when the exponent ξ depends on the time and this time dependence
cannot be eliminated in such a way as for the Galilean group. We have such a
situation when we try to find the most general wave equation for a nonrelativistic
quantum particle in the Newton-Cartan spacetime. The relevant covariance
group in this case is the Milne group which possesses representations with time
dependent ξ not equivalent to any representations with a constant (in time) ξ.
Moreover, the only physical representations of the Milne group are those with
time dependent ξ.
We make a general comment concerning the relation (2). There is a physical
motivation to investigate representations Tr fulfilling (2) with ξ depending on
spacetime point p:
TrTs = e
iξ(r,s,p)Trs. (3)
Namely, in the Quantum Field Theory the spacetime coordinates of p ∈ M
play the role of parameters such as the time plays in the nonrelativistic theory
(recall that, for example, the wave functions ψ of the Fock space of the quantum
7
electromagnetic field are functions of the Fourier components of the field, the
spacetime coordinates playing the role of parameters like the time t in the
nonrelativistic Quantum Mechanics). By this the two wave functions ψ and
ψ′ = eiξ(p)ψ are indistinguishable in the sense that they give the same transition
probabilities: |(ψ(p), φ(p))| = |(ψ′(p), φ(p))|, for any φ. In an analogous way we
get the Hilbert bundle M△H over the spacetime M and appropriate cross
sections as the wave functions ψ, see the next section for details.
Now, we return to the problem (b). It should be mentioned at this place
that the troubles in QFT generated by the gauge freedom are of general char-
acter, and are well known. For example, there do not exist vector particles with
helicity = 1, which is a consequence of the theory of unitary representations of
the Poincare´ group, as was shown by Jan  Lopuszan´ski [8]. This is apparently in
contradiction with the existence of vector particles with helicity = 1 in nature –
the photon, which is connected with the electromagnetic four-vector potential.
The connection of the problem with the gauge freedom is well known [8]. We
omit however the difficulty if we allow the inner product in the ”Hilbert space”
to be not positively defined, see [6], or [2]. Due to [8], the vector potential (pro-
moted to be an operator valued distribution in QED) cannot be a vector field,
if one wants to have the inner product positively defined – together with the
coordinate transformation the gauge transformation has to be applied, which
breaks the vector character of the potential. Practically it means that any gauge
condition which brings the theory into the canonical form such that the quanti-
zation procedure can be consequently applied (with the positively defined inner
product in the Hilbert space) breaks the four-vector character of the electro-
magnetic potential, the Coulomb gauge condition is an example. To achieve
the Poincare´ symmetry of Maxwell equations with such a gauge condition (the
Coulomb gauge condition for example), it is impossible to preserve the vector
character of the potential – together with the coordinate transformation a well
defined (by the coordinate transformation) gauge transformation f has to be
applied:
Aµ → A
′
µ′ =
∂xν
∂xµ′
(Aν + ∂νf).
This means that the electromagnetic potential can form a ray representation Tr
(in the sense of (3)) of the Poincare´ group at most, with the spacetime-dependent
factor eiξ if the scalar product is positively defined. One may ask: how possible
is it if the Poincare´ group is not only a covariance group but at the same time
a symmetry group? The solution of this paradox on the grounds of the existing
theory is rather obscure. We propose the following solution. The Theorem 1 is
true for the symmetry group but under the assumption that the fundamental
space describing the states of a quantum system is the ordinary Hilbert space
and the Classical-like postulate is true. But we have presented serious ob-
jections to this assumption. Namely, the nonrelativistic quantum theory can be
reconstructed from the more general assumption about the space of quantum
mechanical states saying that it compose the space of appropriate cross sections
of the Hilbert bundle R△H over time t ∈ R. The Schro¨dinger equation can be
uniquely reconstructed from the generalized ray representations of the Galilean
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group. We watch for also a more fundamental justification of this assumption in
the presumption that the time is a purely classical variable in the nonrelativistic
quantum mechanics or so to speak a parameter. The most general unitary rep-
resentation of the locally compact commutative group of the time real line acts
in a Hilbert bundle R△H over the time, see Mackey [9]. So, the assumption
about the ”classicity” of the time t fixes the structure of space of quantum states
to be a subset of cross sections of a Hilbert bundle over the time. This is the
peculiar property of the Galilean group structure that the whole construction
degenerates as if we were started from the ordinary ray representation over the
ordinary Hilbert space and the Theorem 1 is true in this case, but only acciden-
tally. The generalization to the relativistic case is natural. First we postulate
the spacetime coordinates to be classical commutative variables, which leads to
the Hilbert bundle M△H over the space-time manifold M. The factor of the
representation of the Poincare´ group acting in the bundle M△H has not to be
a constant with respect to space-time coordinates even when it is a symmetry
group.
To realize the above program consequently we are forced to generalize the
Bargmann’s theory of factors to embrace the spacetime-dependent factors of
representations acting in a Hilbert bundle over the space-time (time).
3 Generalized Wave Rays and Operator Rays
In this section we give the strict mathematical definitions to the notions of
the preceding section and formulate the problem stated there in the strict way.
From the pure mathematical point of view the analysis of spacetime dependent
ξ(r, s, p) is more general, so we confine ourselves to this case at the outset, but
we mark the place at which important difference arises between the two cases3.
Let us remind some definitions, compare e.g. [9]. Let M be a set and G be
a group. A function p, g → pg fromM×G to G will be said to convert the set
M into a G-space if the following two conditions are satisfied
(a) g2(g1p) = (g2g1)p, for all p ∈M, g1, g2 ∈ G.
(b) ep = p, for all p ∈ M, where e is the identity of G.
We say that G acts on the left. If we write pg and assume (pg1)g2 = p(g1g2)
instead, we say that G acts on the right. If the function M×G→ G is smooth
then we say that G acts smoothly in M.
By a Hilbert bundle over M or a Hilbert bundle with base M we shall mean
an assignment H : p → Hp of a Hilbert space Hp to each p ∈ M. The set of
all pairs (p, ψ) with ψ ∈ Hp will be denoted by M△H and called the space
of the bundle. By a cross section of our bundle we shall mean an assignment
3It becomes clear in the further analysis that the group G in question has to fulfill the
consistency condition that for any r ∈ G, rt is a function of time only in the case of the
nonrelativistic theory with (2).
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ψ : p → ψp of a member of Hp to each p ∈ M. If ψ is a cross section and
(p0, φ0) a point of M△H, we may form a scalar product (φ0, ψp0). In this way
every cross section ψ defines a complex-valued function fψ on M△H. By a
Borel Hilbert bundle we shall mean a Hilbert bundle together with an analytic
Borel structure in M△H such that the following conditions are fulfilled
(1) Let π(p, ψ) = p. Then E ⊆ M is a Borel set if and only if π−1(E) is a
Borel set in M△H.
(2) There exist countably many cross sections ψ1, ψ2, . . . such that
(a) the corresponding complex-valued functions onM△H are Borel func-
tions,
(b) these Borel functions separate points in the sense that no two distinct
points (pi, φi) ofM△H assign the same values to all ψj unless φ1 =
φ2 = 0, and
(c) p→ (ψi(p), ψj(p)) is a Borel function for all i and j.
A cross section is said to be a Borel cross section if the function on M△H
defined by the cross section is a Borel function. All Borel cross sections compose
a linear space under the obvious operations, see [9]. Now let µ be a measure on
M. The cross section p → ϕp is said to be square summable with respect to µ
if ∫
M
(ϕp, ϕp) dµ(p) <∞.
The space L2(M, µ,H) of all equivalence classes of square summable cross sec-
tions, where two cross sections ϕ and ϕ′ are in the same equivalence class if
ϕp = ϕ
′
p for almost all p ∈ M, forms a Hilbert space with the inner product
given by
(ϕ, θ) =
∫
M
(ϕp, θp) dµ(p),
see [9]. It is called the direct integral of the Hp with respect to µ and is denoted
by
∫
M
Hp dµ(p).
The identification with the previous section is partially suggested by the
notation. We make the identification more explicit. The set M plays the role
of the spacetime or the real line R of the time t respectively. The unitary
representation of the commutative group of coordinates in the spacetime M
acts precisely in the distinguished subset L2(M, µ,H) of all Borel cross sections.
We refer the reader to [9] and literature therein for a detailed description of this
representation. The wave functions ψ of the preceding section are the Borel
cross sections of M△H but they do not belong to the subset L2(M, µ,H) of
cross sections which are square integrable. Rather the separate Hilbert spaces
Hp with their inner products play a role in experiments than the inner product
in the direct integral product of them. We have also used interchangeably ψ(p)
and ψp as well as (ψp, θp) and (ψ, θ)p.
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The physical interpretation ascribed to the cross section ψ is as follows.
Each experiment is, out of its very nature, a spatiotemporal event. To each
act of measurement carried out at the spacetime point p0 we ascribe a self-
adjoint operator Qp0 acting in the Hilbert space Hp0 and ascribe to the spectral
theorem for Qp0 the standard interpretation. Hence, assuming for simplicity
that Qp0 is bounded, if φ0 ∈ Hp0 and λ0 = λo(p0) is a characteristic vector
and its corresponding characteristic value of Qp0 respectively then we have the
following statement. If the experiment corresponding to Qp was performed at
the spatiotemporal event p0 on a system in the state described by the cross
section ψ, then the probability of the measurement value to be λ0(p0) and the
system to be found in the state described by φ such that φ(po) = φ0 after the
experiment is given by the square of the absolute value of the Borel function
|fψ(p0, φ0)|
2 = |(φ0, ψp0)|
2 induced by the cross section ψ. In the nonrelativistic
case the above statement is a mere rephrasing of the well established knowledge.
By an isomorphism of the Hilbert bundle M△H with the Hilbert bundle
M′△H′ we shall mean a Borel isomorphism T of M△H on M′△H′ such that
for each p ∈ M the restriction of T to p × Hp has some q × H′q for its range
and is unitary when regarded as a map of Hp on H′q The induced map carrying
p into q is clearly a Borel isomorphism ofM with M′ and we denote it by T π.
The above defined T is said to be an automorphism if M△H =M′△H′. Note
that for any automorphism T we have (Tψ, Tφ)Tpip = (ψ, φ)p, but in general
(Tψ, Tφ)p 6= (ψ, φ)p. By this any automorphism T is what is frequently called
a bundle isometry.
The function r → Tr from a group G into the set of automorphisms (bundle
isometries) ofM△H is said to be a general factor representation of G associated
to the action G ×M ∋ r, p → r−1p ∈ M of G on M if T πr (p) ≡ r
−1p for all
r ∈ G, and Tr satisfy the condition (3).
Of course Tr is to be identified with the one of the preceding section. Our
further specializing assumptions partly following from the above interpretation
are as follows. We assumeM to be endowed with the manifold structure induc-
ing a topology associated with the above assumed Borel structure. We confine
ourselves to a finite dimensional Lie group G which acts smoothly and transi-
tively on the spacetime M, so, a G-invariant measure µ exists on M.
By a factor representation of a Lie group we mean a general factor repre-
sentation with the exponent ξ(r, s, p) differentiable in p ∈ M.
Now we define the operator ray T corresponding to a given bundle isometry
operator T to be set of operators
T = {τT, p→ τ(p) ∈ D and |τ | = 1},
where D denotes the set of all differentiable real functions on M. Any T ∈ T
will be called a representative of the ray T . The product TV is defined as the
set of all products TV such that T ∈ T and V ∈ V .
Note that not all Borel sections are physically realizable. Interpreting the
discussion of the preceding section in the Hilbert bundle language we see that
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the role of the Schro¨dinger equation is essentially to establish all the physical
sections. Any two sections ψ(p) and ψ′(p) = eiζ(p)ψ(p) are indistinguishable
giving the same probabilities |fψ|2 = |fψ′ |2. After this any group G acting in
M induces a ray representation of G, i.e. a mapping r → T r of G into the
space of rays of bundle automorphisms (bundle isometries) of M△H, fulfilling
the condition
T rT s = T rs.
To any cross section ψ we define the corresponding ray ψ = {eiζ(p)ψ(p), ζ ∈ D}.
if ψ is a physical cross section then we get the physical ray of the preceding
section. Selecting a representative Tr for each T r we get a factor representation
fulfilling (3). Note that Tr transforms rays into rays, and we have Tr(e
iξ(p)ψ) =
eiξr(p)Trψ. In the sequel we assume that the the operators Tr are such that
ξr(p) = ξ(r
−1p), where r−1p denote the the action of r−1 ∈ G on the spacetime
point p ∈ M. Note again, that this is a natural assumption which takes place
in practice.
Now we make the last assumption, namely the assumption that all transition
probabilities vary continuously with the continuous variation of the coordinate
transformation s ∈ G:
For any element r in G, any ray ψ and any positive ǫ there exists a
neighborhood N of r on G such that dp(T sψ,T rψ) < ǫ if s ∈ N and
p ∈ M,
where
dp(ψ1,ψ2) = inf
ψi∈ψi
‖ψ1 − ψ2‖p =
√
2|1− |(ψ1, ψ2)p| |.
Basing on the continuity assumption one can prove the following
Theorem 2 Let T r be a continuous ray representation of a group G. For all r
in a suitably chosen neighborhood N0 of the unit element e of G one may select
a strongly continuous set of representatives Tr ∈ T r. That is, for any compact
set C ⊂ M, any wave function ψ, any r ∈ N0 and any positive ǫ there exists a
neighborhood N of r such that ‖Tsψ − Trψ‖p < ǫ if s ∈ N and p ∈ C.
There are many possible selections of such factor representations. But many
among them differ by a mere differentiable phase factor and are physically indis-
tinguishable. We call them to be equivalent. Our task is to classify all possible
factor representations with respect to this equivalence.
4 Local Exponents
The representatives Tr ∈ T r selected as in the Theorem 2 will be called admissi-
ble and the representation Tr obtained in this way the admissible representation.
There are infinitely many possibilities of such a selection of admissible represen-
tation Tr. We confine ourselves to the local admissible representations defined
on a fixed neighborhood No of e ∈ G, as in the Theorem 2.
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Let Tr be an admissible representation. With the help of the phase e
iζ(r,p)
with a real function ζ(r, p) differentiable in p and continuous in r we can define
T ′r = e
iζ(r,p)Tr, (4)
which is a new admissible representation. This is trivial, if one defines in the
appropriate way the continuity of ζ(r, p) in r. Namely, from the Theorem 2 it
follows that the continuity has to be defined in the following way. The function
ζ(r, p) will be called strongly continuous in r at r0 if and only if for any compact
set C ⊂M and any positive ǫ there exist a neighborhood N0 of r0 such that
|ζ(r0, p)− ζ(r, p)| < ǫ,
for all r ∈ N0 and for all p ∈ C. But the converse is also true. Indeed, if
T ′r also is an admissible representation, then (4) has to be fulfilled for a real
function ζ(r, p) differentiable in p because T ′r and Tr belong to the same ray,
and moreover, because both T ′rψ and Trψ are strongly continuous (in r for any
ψ) then ζ(r, p) has to be strongly continuous (in r).
Let Tr be an admissible representation, and by this continuous in the sense
indicated in the Theorem 2. One can always choose the above ζ in such a way
that Te = 1 as will be assumed in the sequel.
Because TrTs and Trs belong to the same ray one has
TrTs = e
iξ(r,s,p)Trs (5)
with a real function ξ(r, s, p) differentiable in p. From the fact that Te = 1 we
have
ξ(e, e, p) = 0. (6)
From the associative law (TrTs)Tg = Tr(TsTg) one gets
ξ(r, s, p) + ξ(rs, g, p) = ξ(s, g, r−1p) + ξ(r, sg, p). (7)
The formula (7) is very important and our analysis largely rests on this relation.
From the fact that the representation Tr is admissible follows that the exponent
ξ(r, s, p) is continuous in r and s. Indeed, take a ψ belonging to a unit ray ψ,
then making use of (5) we get
eiξ(r,s,p)(Trs − Tr′s′)ψ + (Tr′(Ts′ − Ts)ψ + (Tr′ − Tr)Tsψ
= (eiξ(r
′,s′,p) − eiξ(r,s,p))Tr′s′ψ.
Taking norms ‖  ‖p of both sides, we get
|eiξ(r
′,s′,p) − eiξ(r,s,p)| ≤ ‖(Tr′s′ − Trs)ψ‖p+
+‖Tr′(Ts′ − Ts)ψ‖p + ‖(Tr′ − Tr)Tsψ‖p.
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From this inequality and the continuity of Trψ, the continuity of ξ(r, s, p) in
r and s follows. Moreover, from the Theorem 2 and the above inequality the
strong continuity of ξ(r, s, p) in r and s follows.
The formula (4) suggests the following definition. Two admissible represen-
tations Tr and T
′
r are called equivalent if and only if T
′
r = e
iζ(r,p)Tr for some
real function ζ(r, p) differentiable in p and strongly continuous in r. So, making
use of (5) we get T ′rT
′
s = e
iξ′(r,s,p)T ′rs, where
ξ′(r, s, p) = ξ(r, s, p) + ζ(r, p) + ζ(s, r−1p)− ζ(rs, p). (8)
Then the two exponents ξ and ξ′ are equivalent if and only if (8) is fulfilled with
ζ(r, p) strongly continuous in r and differentiable in p.
From (6) and (7) immediately follows that
ξ(r, e, p) = 0 and ξ(e, g, p) = 0, (9)
ξ(r, r−1, p) = ξ(r−1, r, r−1p). (10)
The relation (8) between ξ and ξ′ will be written in short by
ξ′ = ξ +∆[ζ]. (11)
The relation (8) between exponents ξ and ξ′ is reflexive, symmetric and tran-
sitive. Indeed, we have: ξ = ξ + ∆[ζ] with ζ = 0. Moreover, if ξ′ = ξ + ∆[ζ]
then ξ = ξ′ + ∆[−ξ]. At last if ξ′ = ξ + ∆[ζ] and ξ′′ = ξ′ + ∆[ζ′], then
ξ′′ = ξ +∆[ζ + ζ′]. So the relation is an equivalence relation, and will be some-
times denoted by ξ′ ≡ ξ. The equivalence relation preserves the linear structure,
that is if ξi ≡ ξ′i (with the appropriate ζi-s) then λ1ξ1 + λ2ξ2 ≡ λ1ξ
′
1 + λ2ξ
′
2
(with ζ = λ1ζ1 + λ2ζ2).
We introduce now the group H , the very important notion for the further
investigations. It is evident that all operators Tr contained in all rays T r form
a group under multiplication. Indeed, consider an admissible representation Tr
with a well defined ξ(r, s, p) in the formula (5). Because any Tr ∈ T r has the
form eiθ(p)Tr (with a real and differentiable θ), one has(
eiθ(p)Tr
)(
eiθ
′(p)Ts
)
= ei{θ(p)+θ
′(r−1p)+ξ(r,s,p)}Trs. (12)
This important relation suggest the following definition of the local group H
connected with the admissible representation or with the exponent ξ(r, s, p).
Namely, H consists of the pairs {θ(p), r} where θ(p) is a differentiable real
function and r ∈ G. The multiplication rule, suggested by the above relation,
is defined as follows
{θ(p), r}  {θ′(p), r′} = {θ(p) + θ′(r−1p) + ξ(r, r′, p), rr′}. (13)
The associative law for this multiplication rule is equivalent to (7) (in a complete
analogy with the classical Bargmann’s theory). The pair eˇ = {0, e} plays the
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role of the unit element in H . For any element {θ(p), r} ∈ H there exists
the inverse {θ(p), r}−1 = {−θ(rp) − ξ(r, r−1, rp), r−1}. Indeed, from (10) it
follows that {θ, r}−1  {θ, r} = {θ, r}  {θ, r}−1 = eˇ. The elements {θ(p), e}
form an abelian subgroup N of H . Any {θ, r} ∈ H can be uniquely written as
{θ(p), r} = {θ(p), e}  {0, r}. Also the same element can be uniquely expressed
in the form {θ(p), r} = {0, r}  {θ(rp), e}. So, we have H = N G = G  T . The
abelian subgroup N is a normal factor subgroup of H . But this time G does not
form any normal factor subgroup ofH (contrary to the classical case investigated
by Bargmann, when the exponents do not depend on p). So, this time H is not
direct product N ⊗ G of N and G, but it is a semidirect product NsG of N
and G, see e.g. [10] where the semi-direct product of two continuous groups
is investigated in detail. In this case however the theorem that G is locally
isomorphic to the factor group H/N is still valid, see [10]. Then the group H
composes a semicentral extension of G and not a central extension of G as in
the Bargmann’s theory.
The rest of this paper is based on the following reasoning (the author was
largely inspired by the Bargmann’s work [1]). If the two exponents ξ and ξ′
are equivalent, that is ξ′ = ξ +∆[ζ], then the semicentral extensions H and H ′
connected with ξ and ξ′ are homomorphic. The homomorphism h : {θ, r} 7→
{θ′, r′} is given by
θ′(p) = θ(p) − ζ(r, p), r′ = r. (14)
Using an Iwasawa-type construction we show that any exponent ξ(r, s, p) is
equivalent to a differentiable one (in r and s). We can confine ourselves then to
the differentiable ξ and ξ′. We show that ζ(r, p) is also differentiable function
of (r, p). Moreover, we show that any ξ is equivalent to the canonical one,
that is such ξ which is differentiable and for which ξ(r, s, p) = 0 whenever r
and s belong to the same one-parameter subgroup. Then we can restrict the
investigation to the canonical ξ and we consider the subgroup of all elements
{θ(p), r} ∈ H with differentiable θ(p). Let us denote the subgroup by the same
symbol H for simplicity. We embed the subgroup in an infinite dimensional
Lie group D with manifold structure modeled on a Banach space. Then we
consider the subgroup H which is a closure of H in D. After this H turns
into a Lie group and the homomorphism (14) becomes to be an isomorphism
of the two Lie groups. So, the group H has the Banach Lie algebra H. We
apply the general theory of analytic groups developed by [3] and [4]. From this
theory follows that the correspondence between the local H and H is bi-unique
and one can construct uniquely the local group H from the algebra H also. As
we will see the algebra defines a spacetime dependent antilinear form Ξ on the
Lie algebra G of G, the so called infinitesimal exponent Ξ. By this we reduce
the classification of local ξ’s which define H ’s to the classification of Ξ’s which
define H’s. So, we will simplify the problem of the classification of local ξ’s to a
largely linear problem.
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5 Local Exponents of Lie Groups
Iwasawa construction. Denote by dr and d∗r the left and right invariant
Haar measure on G. Let ν(r) and ν∗(r) be two infinitely differentiable func-
tions on G with compact supports contained in the fixed neighborhood N0
of e. Multiplying them by the appropriate constants we can always reach:∫
G
ν(r) dr =
∫
G
ν∗(r) d∗r = 1. Let ξ(r, s, p) be any admissible local exponent
defined onN0. We will construct a differentiable (in r and s) exponent ξ
′′(r, s, p)
which is equivalent to ξ(r, s, p) and is defined on N0, in the following two steps:
ξ′ = ξ +∆[ζ], with ζ(r, p) = −
∫
G
ξ(r, l, p)ν(l) dl,
ξ′′ = ξ′ +∆[ζ′], with ζ′(r, p) = −
∫
G
ξ′(u, r, up)ν∗(u) d∗u.
A rather simple computation in which we use (8) and (7) and the invariance
property of the Haar measures gives:
ξ′′(r, s, p) =
∫ ∫
G
ξ(u, l, ur−1p){ν(s−1l)− ν(l)}{ν∗(ur−1)− ν∗(u)} dl d∗u.
Because ν and ν∗ are differentiable (up to any order) and ξ(r, s, p) is a differ-
entiable function of p ∈ M (up to any order) then ξ′′(r, s, p) is a differentiable
(up to any order) exponent in all variables (r, s, p).
Lemma 1 If two differentiable exponents ξ and ξ′ are equivalent, that is, if
ξ′ = ξ +∆[ζ], then ζ(r, p) is differentiable in r.
Proof. Clearly, the function χ(r, s, p) = ξ′(r, s, p)− ξ(r, s, p) is differentiable.
Similarly the function η(r, p) =
∫
G
χ(r, u, p)ν(u) du, where ν is defined as in the
Iwasawa construction, is a differentiable function. But the difference ζ′ = η− ζ
is equal
ζ′(r, p) =
∫
G
{ζ(u, r−1p)− ζ(ru, p)}ν(u) du =
=
∫
G
{ζ(u, r−1p)ν(u)− ζ(u, p)ν(r−1u)} du
and clearly it is a differentiable function. By this ζ = η−ζ′ also is a differentiable
function (recall that ζ(r, p) is differentiable function of p ∈M).
Lemma 2 Every (local) exponent of one-parameter group is equivalent to zero.
Proof. We can map such a group r = r(τ) ⇄ τ on the real line (τ ∈ R) in
such a way that r(τ)r(τ ′) = r(τ + τ ′). Set
ϑ(τ, σ, p) =
∂ξ(τ, σ, p)
∂σ
.
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From (6), (9) and (7) one gets
ξ(0, 0, p) = 0, ξ(τ, 0, p) = 0, (15)
ξ(τ, τ ′, p) + ξ(τ + τ ′, p) = ξ(τ ′, τ ′′, r(−τ)p) + ξ(τ, τ ′ + τ ′′, p). (16)
Now we derive the expression with respect to τ ′′ at τ ′′ = 0. This yields
ϑ(τ + τ ′, 0, p) = ϑ(τ ′, 0, r(−τ)p) + ϑ(τ, τ ′, p). (17)
Let us define now
ζ(τ, p) =
∫ τ
0
ϑ(σ, 0, p) dσ =
∫ 1
0
τϑ(µτ, 0, p) dµ.
We have then
−∆[ζ] = ζ(τ + τ ′, p)− ζ(τ, p) − ζ(τ ′, r(−τ)p) =
=
∫ τ ′
0
{ϑ(τ + σ, 0, p)− ϑ(σ, 0, r(−τ)p)} dσ.
Using now the Eq. (17) and (15) we get
−∆[ζ] =
∫ τ ′
0
ϑ(τ, σ, p) dσ =
∫ τ ′
0
∂ξ(τ, σ, p)
∂σ
dσ = ξ(τ, τ ′, p)
and ξ is equivalent to 0.
Let us recall that the continuous curve r(τ) in a Lie group G is a one-
parameter subgroup if and only if r(τ1)r(τ2) = r(τ1 + τ2) i.e. r(τ) = (r0)
τ , for
some element r0 ∈ G, note that the real power rτ is well defined on a Lie group
(at least on some neighborhood of e). The coordinates ρk in G are canonical
if and only if any curve of the form r(τ) = τρk (where the coordinates ρk are
fixed) is a one-parameter subgroup (the curve r(τ) = τρk will be denoted in
short by τa, with the coordinates of a equal to ρk). The ”vector” a is called by
physicists the generator of the one-parameter subgroup τa.
A local exponent ξ of a Lie group G is called canonical if ξ(r, s, p) is differ-
entiable in all variables and ξ(r, s, p) = 0 if r and s are elements of the same
one-parameter subgroup.
Lemma 3 Every local exponent ξ of a Lie group is equivalent to a canonical
local exponent.
Proof. Set ρj and σi for the canonical coordinates of the two elements
r, s ∈ G respectively, and define
ϑk =
∂ξ(r, s, p)
∂σk
.
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Let us define now
ζ(r, p) =
∫ 1
0
n∑
k=1
ρkϑk(µr, 0, p) dµ.
Consider a one-parameter subgroup r(τ) generated by a, i.e r(τ) = τa. Because
ξ is a local exponent fulfilling (6), (7) and (9) then ξ0(τ, τ
′, p) ≡ ξ(τa, τ ′a, p)
fulfills (15) and (16). Repeating now the same steps as in the proof of Lemma
2 one can show that
ξ(τa, τ ′a, p) + ∆[ζ(τa, p)] = 0.
Lemma 4 Let ξ and ξ′ be two differentiable and equivalent local exponents of
a Lie group G, and assume ξ to be canonical. Then ξ′ is canonical if and only
if ξ′ = ξ + ∆[Λ], where Λ(r, p) is a linear form in the canonical coordinates of
r fulfilling the condition that Λ(a, (τa)p) is constant as a function of τ , i.e. it
follows that
dΛ(a, (τa)p)
dτ
= lim
ǫ→0
Λ(a, (ǫa)p)− Λ(a, p)
ǫ
= 0. (18)
The limit in the above expression can be understood in the ordinary point-
wise sense with respect to p. But after this the assertion of the Lemma is
much stronger then (18). We will use later the fact that (18) is true in any
linear topology in the function linear space (with the obvious addition) of θ(p)
providing that p → Λ(a, p) is differentiable in the sense of this linear topology.
In the sequel we will use the simple notation
af(p) =
df((τa)p)
dτ
∣∣∣
τ=0
= lim
ǫ→0
f((ǫa)p)− f(p)
ǫ
,
and af(p) = 0 means that f(p) is constant along the integral curves p(τ) =
(τa)p0. After this from the condition of Lemma 6 follows that
aΛ(a, p) = 0.
Proof of Lemma 4. 1o. Necessity of the condition. Because the exponents
are equivalent we have ξ′(r, s, p) = ξ(r, s, p) + ∆[ζ]. Because both ξ and ξ′ are
differentiable then ζ(r, p) also is a differentiable function, which follows from
Lemma 1. Suppose that r = τa and s = τ ′a. Because of both ξ and ξ′ are
canonical we have ξ(τa, τ ′a, p) = ξ′(τa, τ ′a, p) = 0, such that ∆[ζ](τa, τ ′a, p) =
0, i.e.
ζ((τ + τ ′)a, p) = ζ(τa, p) + ζ(τ ′a, (−τa)p).
Applying recurrently this formula one gets
ζ(τa, p) =
n−1∑
k=0
ζ(
τ
n
a, (−
k
n
τa)p). (19)
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ζ is differentiable (up to any order) and we can use the Taylor Theorem. Because
in addition ζ(0, p) = 0 we get the following formula
ζ(
τ
n
a, p) = ζ′(0, p)
τ
n
+
1
2
ζ′′(θ τ
n
τ
n
a, p)
( τ
n
)2
,
where ζ′ and ζ′′ stand for the first and the second derivative of ζ(xa, p) with
respect to x, and 0 ≤ θ τ
n
≤ 1. Recall that in the Taylor formula f(x + h) =
f(x)+ f ′(x)h+1/2f ′′(x+ θhh)h
2 the θh ∈ [0, 1] depends on h, which is marked
by the subscript h: θh. Inserting τ = n = 1 to the formula and multiplying it
by τ/n (provided the coordinates a of an element r0 ∈ G are chosen in such a
way that r0 lies in the neighborhood N0 on which the exponents ξ and ξ
′ are
defined) one gets
τ
n
ζ(a, p) =
τ
n
{ζ′(0, p) +
1
2
ζ′′(θ1a, p)}.
Taking now the difference of the last two formulas we get
ζ(
τ
n
a, p) =
τ
n
{
ζ(a, p)−
1
2
ζ′′(θ1a, p)
}
+
1
2
( τ
n
)2
ζ′′(θ τ
n
τ
n
a, p).
Inserting this to the formula (19) we get
ζ(τa, p) =
τ
n
n−1∑
k=0
{
ζ(a, (−
k
n
τa)p)−
1
2
ζ′′(θ1a, (−
k
n
τa)p)
}
+
1
2
( τ
n
)2 n−1∑
k=0
ζ′′(θ τ
n
τ
n
a, (−
k
n
τa)p).
Denote the supremum and the infimum of the function ζ′′(xa, (−ya)p) in the
square (0 ≤ x ≤ τ, 0 ≤ y ≤ τ) by M and N respectively. We have
1
2
( τ
n
)2
nN +
τ
n
n−1∑
k=0
{
ζ(a, (−
k
n
a)p)−
1
2
ζ′′(θ1a, (−
k
n
τa)p)
}
≤ ζ(τa, p) ≤
1
2
( τ
n
)2
nM+
+
τ
n
n−1∑
k=0
{
ζ(a, (−
k
n
τa)p)−
1
2
ζ′′(θ1a, (−
k
n
τa)p)
}
.
Passing to the limit n→ +∞ we get
ζ(τa, p) =
∫ τ
0
{
ζ(a, (−σa)p)−
1
2
ζ′′(θ1a, (−σa)p)
}
dσ.
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Taking into account that the functions ζ′ and ζ′′ are independent the general
solution ζ fulfilling ∆[ζ](τa, τ ′a, p) = 0 for any τ , τ ′, a and any p ∈ M, can be
written in the following form
ζ(τa, p) =
∫ τ
0
ς(a, (−σa)p) dσ, (20)
where ς = ς(r, p) is any differentiable function. Differentiate now the expression
(20) with respect to τ at τ = 0. After this one gets
ς(a, p) =
n∑
k=1
λk(p)a
k, with λk(p) =
∂ζ(0, p)
∂ak
, (21)
where ak stands for the coordinates of a. So, the function ς(a, p) is linear with
respect to a. Suppose that the spacetime coordinatesX are chosen in such a way
that the integral curves p(x) = (xa)p0 are coordinate lines, which is possible for
appropriately small τ . There are of course three remaining families of coordinate
lines beside p(x), which can be chosen in arbitrary way, the parameters of which
will be denoted by yi. After this, Eq. (20) reads
ζ(τa, x, yi) =
∫ τ
0
ς(a, x− σ, yi) dσ.
So, because ς(a, p) is linear with respect to a, then for appropriately small a one
gets
ζ(a, x, yi) =
1
τ
∫ τ
0
ς(a, x− σ, yi) dσ =
=
1
τ
∫ x
x−τ
ς(a, z, yi) dz,
for any τ (of course with appropriately small |τ |, in our case |τ | ≤ 1) and for
any (appropriately small) x. But this is possible for the function ς(a, x, yk)
continuous in x (in our case differentiable in x) if and only if ς(a, x, yk) does
not depend on x. This means that ζ(a, x, yk) does not depend on x and the
condition of Lemma 6 is proved.
2o. Sufficiency of the condition is trivial.
6 The Lie Algebras
According to Lemma 3 we can assume that the exponent is canonical. Also we
confine ourselves to the subgroup of {θ(p), r} ∈ H with differentiable θ, and
denote this subgroup by the same letter H . We embed this subgroup H in an
infinite dimensional Lie group with the manifold structure modeled on a Banach
space. We will extensively use the theory developed by Birkhoff [3] and Dynkin
[4]. For the systematic treatment of manifolds modeled on Banach spaces, see
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e.g. [7]. By this embedding we ascribe bi-uniquely a Lie algebra to the group
H with the convergent Baker-Hausdoff series.
Note first that the formula
H × L2(M, µ,H) ∋ ({θ(p), r}, φ)→ eiθ(p)Trφ
together with (12) can be viewed as rule giving the action of H in the direct
integral Hilbert space
∫
M
Hp dµ(p) defined in the 3
rd section. Moreover, this is
a unitary action, provided µ is G-invariant. In accordance to [3] the group D
of all unitary operators of a Hilbert space is an infinite dimensional Lie group.
By this H = NsG can be viewed as a subgroup of a Lie group.
We consider now the closure H of H in the sense of the topology in D.
Lemma 5 The subgroup H also has locally the structure of the semi-direct prod-
uct NsG.
Proof. It is the consequence of the following four facts.
(1) N is a normal subgroup of H = N G.
(2) G is finite dimensional, so, G = G.
(3) Locally (in a neighborhood O) the multiplication in D is given by the
Baker-Hasdorff formula in the Banach algebra of D. Because N is normal in
H, then the above mapping converts locally the multiplication N  S of N by
any subset S of H into the sum N +S. Because G is finite dimensional, and by
this is locally compact, the neighborhood O can bee chosen in such a way that
locally (in the closure of O +O)
N +G = N +G = H.
(4) The local N (intersected with O) has finite co-dimension in local N +G
(intersected with O +O) and by this it splits locally N +G. So, we have locally,
i.e. in O +O
N +G = H = N ⊕G′,
where G′ = G′ and ⊕ stands for direct sum. From this it follows that G′ = G
locally.
Because H = NsG every h ∈ H is uniquely representable in the form ng,
where n ∈ N and g ∈ G. Notice now that
(n1g1)(n2g2) = n1g1n2g
−1
1 g1g2 = [n1(g1n2g
−1
1 )](g1g2)
and that g1n2g
−1
1 ∈ N because N is normal in H. Let us denote the auto-
morphism n → ghg−1 of N by Rg. The group H can be locally viewed as a
topological product of Banach spaces N × G one of which, namely G is finite
dimensional and isomorphic tho the Lie algebra of G. The multiplication in
H can be written as (n1, g1)(n2, g2) = (n1Rg1(n2), g1g2). Moreover, N can be
viewed locally as the Banach space N with the multiplication law given by the
vector addition in N.
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Now, our task is to reconstruct the Lie algebra H corresponding to the sub-
group H .
Let λ→ λa be a one-parameter subgroup of G. The mapping
(λ, n)→ (Rλan, λa)
of the Banach space R×N into the Banach space N×G is continuous. Indeed.
The multiplication law in H is continuous. On the other hand multiplying
(0, λa) and (n, 0) we get (Rλan, λa) from which the continuity of the above
mapping follows. By this R ∋ λ → Rλan ∈ N as well as N ∋ n → Rλan are
continuous. By this the function λ→ Rλan can be integrated over any compact
interval and we have
Rλa
∫ τ
0
Rσan dσ =
∫ τ
0
Rλa ◦Rσan dσ =
∫ τ
0
R(λa)(σa)n dσ =
∫ τ
0
R(λ+σ)an dσ.
If one takes it into account, then a straightforward computation shows that
τ → (nτa, τa) :=
(∫ τ
0
Rσan dσ, τa
)
is a one-parameter subgroup of H . It is not hard to show that to any element
h of H we can construct in this way a subgroup passing trough h. Moreover,
the element aˇ of the algebra H corresponding to the one-parameter subgroup is
equal (compare [3], [4])
lim
τ→0
(nτa, τa)
τ
= lim
τ→0
(
∫ τ
0
Rσan dσ, τa)
τ
= (n, a), (22)
because for any Banach-valued continuous function R ∋ σ → F (σ),
lim
τ→0
1
τ
∫ τ
0
F (σ) dσ = F (0)
in the sense of limit induced by the norm in the Banach space.
The Lie bracket [aˇ, bˇ] in H is uniquely determined by the one-parameter sub-
groups τaˇ = {ατa, τa} and τ bˇ = {βτb, τb} corresponding to aˇ and bˇ respectively
(compare [3], [4])
[aˇ, bˇ] = lim
τ→0
(τaˇ)(τ bˇ)(τaˇ)−1(τ bˇ)−1
τ2
,
where the limit is in the sense of the topology induced from the Lie group D,
of course.
The elements of H ⊂ H are representable in the ordinary form {α, r} with
differentiable α = α(p), p ∈ M, and r ∈ G. Let λ → λa be a one-parameter
subgroup of G. Consider the above defined operator Rλa. Its restriction to
H ⊂ H is given by (remember that ξ is canonical)
α(p)→ (Rλaα)(p) = α((λa)
−1p).
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We compute now explicitly the Lie bracket and the Jacobi identity for all the
elements (α(p), a) of the subalgebra H ⊂ H corresponding to the subgroup H . A
rather straightforward computations, in which the continuity of (σa, α)→ Rσaα
as well as the homomorphism property RτaRλb = R(τa)(λb) are used, gives
[aˇ, bˇ] = {aβ − bα+ Ξ(a, b, p), [a, b]}, (23)
Ξ(a, b, p) = lim
τ→0
τ−2{ξ((τa)(τb), (τa)−1(τb)−1, p)+
+ξ(τa, τb, p) + ξ((τa)−1, (τb)−1, (τb)−1(τa)−1p)}, (24)
Let us stress once more that
aθ(p) = lim
ǫ→0
θ((ǫa)p)− θ(p)
ǫ
, (25)
and the limit is in the sense of topology induced from the Lie group D.
From the associative law in H one gets
((τaˇ)(τ bˇ))(τ cˇ) = (τaˇ)((τ bˇ)(τ cˇ)).
We divide now the above expression by τ3 and then pass to the limit τ → 0.
Inserting the explicit values we get
Ξ([a, a′], a′′, p) + Ξ([a′, a′′], a, p) + Ξ([a′′, a], a′, p) =
= aΞ(a′, a′′, p) + a′Ξ(a′′, a, p) + a′′Ξ(a, a′, p), (26)
which can be shown to be equivalent to the Jacobi identity
[[aˇ, aˇ′], aˇ′′] + [[aˇ′, aˇ′′], aˇ] + [[aˇ′′, aˇ], aˇ′] = 0. (27)
So, we have reconstructed in this way the Lie algebra H giving explicitly [aˇ, bˇ]
for all aˇ, bˇ ∈ H ⊆ H. Because H is dense in H, the local exponent Ξ determines
the algebra H uniquely. But from the theory of Lie groups the correspondence
between the algebras H and local Lie groups H is bi-unique, at last locally, see
e.g. [3] and [4]. So we get
Corollary 1 The correspondence H → H between the local group H and
the algebra H is one-to-one.
Our method is most effective in the case in which the limit in (25) can be
replaced by the ordinary point-wise limit (with respect to the variable p ∈M).
Then the operator a becomes to be an ordinary differential operator. In other
words, this is the case when the existence of the limit in H implies the existence
of the point-wise limit and the both limits are always equal.We describe the
important case of this situation. Suppose, that the subalgebra H′ generated
from the set of elements {0, a}, where a is any element of algebra of G, is
finite dimensional. Then the topology induced in H′ from H is equivalent to
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any Hausdorff linear topology in H′. In particular it can be the point-wise
topology.
The natural question arises, then, when the group G possess finite dimen-
sional extended algebra H′. We show now that this is always the case in the
nonrelativistic case.
In the nonrelativistic theory ξ = ξ(r, s, t) depends on the time. In this
case, according to our assumption about G, any r ∈ G transforms simultaneity
hyperplanes into simultaneity hyperplanes. So, there are two possibilities for
any r ∈ G. First, when r does not change the time: t(rp) = t(p) and the second
in which the time is changed, but in such a way that t(rp) − t(p) = f(t). We
assume in addition that the base generators ak ∈ G can be chosen in such a way
that only one acts on the time as the translation and the remaining ones do not
act on the time. Because we are searching a finite dimensional extension we can
assume that the operators a are the ordinary differential operators. After this
the Jacobi identity (26) reads
Ξ([a, a′], a′′) + Ξ([a′, a′′], a) + Ξ([a′′, a], a′) = ∂tΞ(a
′, a′′), (28)
if one and only one among a, a′, a′′ is the time translation generator, namely a,
and
Ξ([a, a′], a′′) + Ξ([a′, a′′], a) + Ξ([a′′, a], a′) = 0, (29)
in all remaining cases. The Jacobi identity (28) and (29) can be treated as a
system of ordinary differential linear equations for the finite set of unknown
functions Ξij(t) = Ξ(ai, aj , t), where ai is the base in the Lie algebra of G.
Indeed, the identity gives us the only set of nontrivial equations which provides
us the tool for the classification of possible Ξ-s on G, or equivalently the possible
algebras H. Some of the unknowns Ξ are not determined by the Jacobi equations
(in general), and some Ξij(t) are left completely arbitrary. In section 9 we will
show that different values of undetermined Ξij lead to homomorphic algebras.
Then, we can put the undetermined Ξij equal to zero, and do not lost any
generality. After this we are left with a system of fewer equations for a fewer
set of unknowns Ξ, which has to be determined. Let us order the fewer set of
unknowns Ξ and compose a vector-column y of unknowns. For a fixed t any y
is an element of a finite dimensional vector space Y . Then, the system of linear
equations can be written as follows
y˙ = Ay, (30)
where dot is the time derivation and A is a linear operator in Y . From this
system of linear equations we see that the time derivative ∂tΞij is determined
by linear combinations of Ξij . From this follows that Ξij compose the base for
the algebra H, which shows the finite dimensionality of H. This simplifies the
classification theory for time dependent ξ, when the the only transformation
acting on the time is the time translation. However, the reasoning fails in
general and it is an open question if a given group G possess a finite dimensional
extension ascribed to the exponent Ξ in question.
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7 Classification of Local Exponents of Lie Groups
Because the exponent ξ determines the multiplication rule in H and vice-versa,
then from the Corollary 1 of the preceding section it follows
Corollary 2 The correspondence ξ → Ξ between the local ξ and the
infinitesimal exponent Ξ is one-to-one.
Note that the words ’local ξ = ξ(r, s, p)’ mean that ξ(r, s, p) is defined for r
and s belonging to a fixed neighborhood N0 ⊂ G of e ∈ G, but in our case it is
defined globally as a function of the spacetime variable p ∈ M.
Consider the nonrelativistic theory for the moment. Suppose the dimension
of G to be n. Let ak with k ≤ n be the base in the Lie algebra G of G. Let us
introduce the base aˇj in H in the following way: aˇn+1 = {α1(t), 0}, . . . , aˇn+q =
{αq(t), 0} and aˇ1 = {0, a1}, . . . , aˇn = {0, an}. After this we have
[aˇi, aˇj ] = c
k
ij aˇk + Ξ(ai, aj), (31)
for i, j ≤ n. It means that, in general, the commutation relations of a ray
representation of G are not equal to the commutation relations [Ai, Aj ] = c
k
ijAk
of G, but they are equal to [Ai, Aj ] = c
k
ijAk + Ξ(ai, aj , t)  1. The generator Ai
corresponding to ai is defined in the following way
4
Aiψ = lim
τ→0
(Tτai − 1)ψ
τ
.
Now, we pass to describe the relation between the infinitesimal exponents Ξ
and local exponents ξ. Let us compute first the infinitesimal exponents Ξ and Ξ′
given by (24) which correspond to the two equivalent canonical local exponents
ξ and ξ′ = ξ +∆[Λ]. Inserting ξ′ = ξ +∆[Λ] to the formula (24) one gets
Ξ′(a, b, p) = Ξ(a, b, p) + aΛ(b, p)− bΛ(a, p)− Λ([a, b], p). (32)
Recall, that according to the Lemma 3, we can confine ourselves to the canonical
exponents. According to Lemma 4 Λ = Λ(a, (τb)p) is a constant function of τ if
a = b, and Λ(a, p) is linear with respect to a (we use the canonical coordinates
on G). By this Ξ′(a, b, p) is antisymmetric in a and b and fulfills (26) if only
Ξ(a, b, p) is antisymmetric in a and b and fulfills (26). This suggests the defini-
tion: two infinitesimal exponents Ξ and Ξ′ will be called equivalent if and only
if the relation (32) holds. For short we write the relation (32) as follows:
Ξ′ = Ξ + d[Λ].
4The transformation Tr does not act in the ordinary Hilbert space but in the Hilbert bundle
space R△H, by this we cannot immediately appeal to the Stone and G˚arding Theorems.
Nonetheless, Tr induces a unique unitary representation acting in the Hilbert space
∫
R
Htdµ(t)
and it can be shown that it is meaningful to tell about the generators A of Tr.
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Lemma 6 Two canonical local exponents ξ and ξ′ are equivalent if and only if
the corresponding infinitesimal exponents Ξ and Ξ′ are equivalent.
Proof. (1) Assume ξ and ξ′ to be equivalent. Then, by the definition of
equivalence of infinitesimal exponents Ξ′ = Ξ + d[Λ]. (2) Assume Ξ and Ξ′ to
be equivalent: Ξ′ = Ξ + d[Λ] for some linear form Λ(a, t) such that Λ(a, (τa)p)
does not depend on τ . Then ξ + ∆[Λ] → Ξ′, and by the uniqueness of the
correspondence ξ → Ξ (Corollary 2), ξ′ = ξ+∆[Λ], i.e. ξ and ξ′ are equivalent.
At last from Lemma 3 every local exponent is equivalent to a canonical one
and by the Corollary 2 to every Ξ corresponds uniquely a local exponent. So,
we can summarize our results in the following
Theorem 3 (1) On a Lie group G, every local exponent ξ(r, s, p) is equivalent
to a canonical local exponent ξ′(r, s, p) which, on some canonical neighborhood
N0, is analytic in canonical coordinates of r and s and and vanishes if r and
s belong to the same one-parameter subgroup. Two canonical local exponents
ξ, ξ′ are equivalent if and only if ξ′ = ξ+∆[Λ] on some canonical neighborhood,
where Λ(r, p) is a linear form in the canonical coordinates of r such that Λ(r, sp)
does not depend on s if s belongs to the same one-parameter subgroup as r. (2)
To every canonical local exponent of G corresponds uniquely an infinitesimal
exponent Ξ(a, b, p) on the Lie algebra G of G, i.e. a bilinear antisymmetric form
which satisfies the identity Ξ([a, a′], a′′, p) + Ξ([a′, a′′], a, p) + Ξ(a′′, a], a′, p) =
aΞ(a′, a′′, p) + a′Ξ(a′′, a, p) + a′′Ξ(a, a′, p). The correspondence is linear. (3)
Two canonical local exponents ξ, ξ′ are equivalent if and only if the corresponding
Ξ,Ξ′ are equivalent, i.e. Ξ′(a, b, p) = Ξ(a, b, p)+aΛ(b, p)−bΛ(a, p)−Λ([a, b], p)
where Λ(a, p) is a linear form in a on G such that τ → Λ(a, (τb)p) is constant
if a = b. (4) There exist a one-to-one correspondence between the equivalence
classes of local exponents ξ (global in p ∈ M) of G and the equivalence classes
of infinitesimal exponents Ξ of G.
8 Global Extensions of Local Exponents
Theorem 3 provides the full classification of exponents ξ(r, s, p) local in r and
s, defined for all p ∈ M. But we will show that if G is connected and simply
connected, then we have the following theorems. (1) If an extension ξ′ of a
given local (in r and s) exponent ξ does exist, then it is uniquely determined
(up to the equivalence transformation (8)) (Theorem 4). (2) There exists such
an extension ξ′ (Theorem 5), proved for G which possess finite dimensional
extension H′ only.
In the global analysis the topology of H induced from D is not applicable.
For we are not able to prove that the homomorphism (14) is continuous when
ξ is not canonical. Note, that any ξ is equivalent to a canonical one, but only
locally! We introduce another topology. Because of the semidirect structure of
H = NsG it is sufficient to introduce it into N and G separately in such a
manner that G acts continuously on N , compare e.g. [9]. From the discussion
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of section 4 it is sufficient to introduce the Fre´chet topology of almost uniform
convergence in the function space N . Indeed, from the strong continuity of ξ
and ζ in (14) it follows that the multiplication rule as well as the homomorphism
(14) are continuous.
Theorem 4 Let ξ and ξ′ be two equivalent local exponents of a connected and
simply connected group G, so that ξ′ = ξ + ∆[ζ] on some neighborhood, and
assume the exponents ξ1 and ξ
′
1 of G to be extensions of ξ and ξ
′ respectively.
Then, for all r, s ∈ G ξ′1(r, s, p) = ξ1(r, s, p) + ∆[ζ1] where ζ1(r, p) is strongly
continuous in r and differentiable in p, and ζ1(r, p) = ζ(r, p), for all p ∈M and
for all r belonging to some neighborhood of e ∈ G.
Proof. The two exponents ξ1 and ξ
′
1 being strongly continuous (by assump-
tion) define two semicentral extensions H1 = N1sG and H
′
1 = N
′
1sG, which
are continuous groups. Note, that the linear groups N1, N
′
1 are connected and
simply connected. Because H1 and H
′
1 both are semi-direct products of two
connected and simply connected groups they are both connected and simply
connected. Eq. (14) defines a local isomorphism mapping h : rˇ → rˇ′ = h(rˇ) of
H1 into H
′
1
h(rˇ) = h(θ, r) = {θ(p)− ζ(r, p), r}
on the appropriately small neighborhood of e in G, on which ξ1 = ξ and ξ
′
1 = ξ
′.
Because H1 and H
′
1 are connected and simply connected the isomorphism h
given by (14) can be uniquely extended to an isomorphism h1(rˇ) = h(θ, r) = rˇ
′
of the entire groups H1 and H
′
1 such that h1(rˇ) = h(rˇ) on some neighborhood
of H1, see [11], Theorem 80. The isomorphism h1 defines an isomorphism of
the two abelian subgroups N1 and h1(N1). By (14) h1(θ, e) = {θ, e} locally
in H1, that is for θ lying appropriately close to 0 (in the metric sense defined
previously). Both N1 and h1(N1) are connected, and N1 is in addition simply
connected, so applying once again the Theorem 80 of [11], one can see that
h1(θ, e) = {θ, e} for all θ. Set h1(0, r) = {−ζ1(p), g(r)}. Note, that because f1
is an isomorphism it is continuous in the topology of H1 and H
′
1. By this ζ1(r, p)
is strongly continuous in r and g(r) is a continuous function of r. The equation
{θ, r} = {θ, e}{0, r} implies that h1(θ(p), r) = {θ(p)−ζ1(r, p), g(r)}. Computing
now h1(0, r)h1(0, s) we find that g(rs) = g(r)g(s). So, g(r) is an automorphism
of a connected and simply connected G, for which g(r) = r locally, then applying
once more the Theorem 80 of [11] one shows that g(r) = r for all r. Thus
h1(rˇ) = h1(θ(p), r) = {θ(p)− ζ1(r, p), r},
for all rˇ ∈ H1. Finally, h1(0, r)h1(0, s) = h1(ξ1(r, s, p), rs). Hence
{ξ′1(r, s, p)− ζ1(r, p)− ζ1(s, r
−1p), rs} =
{ξ1(r, s, p)− ζ1(rs, p), rs},
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for all r, s, p. That is, ξ′1(r, s, p) = ξ1(r, s, p) + ∆[ζ1] for all r, s, p and by (14)
ζ1(r, p) = ζ(r, p) on some neighborhood of e on G.
The following Theorem is proved for the group G having a finite dimensional
extended algebra H′.
Theorem 5 Let G be connected and simply connected Lie group. Then to every
exponent ξ(r, s,X) of G defined locally in (r, s) there exists an exponent ξ0 of G
defined on the whole group G which is an extension of ξ. If ξ is differentiable,
ξ0 may be chosen differentiable.
Because the proof of Theorem 5 is identical as that of the Theorem 5.1 in
[1], we do not present it explicitly5. Note that the proof largely rests on the
global theory of classical (finite dimensional) Lie groups. Namely, it rests on
the theorem that there always exists the universal covering group to any finite
dimensional Lie group. We can use those methods because there exist a finite
dimensional extension H ′ of G.
We have obtained the full classification of time dependent ξ defined on the
whole group G for Lie groups G which are connected and simply connected in
the nonrelativistic theory. But for any Lie group G there exists the universal
covering group G∗ which is connected and simply connected. So, for G∗ the
correspondence ξ → Ξ is one-to-one, that is, to every ξ there exists the unique
Ξ and vice versa, to every Ξ corresponds uniquely ξ defined on the whole group
G∗ and the correspondence preserves the equivalence relation. Because G and
G∗ are locally isomorphic the infinitesimal exponents Ξ’s are exactly the same
for G and for G∗. Because to every Ξ there does exist exactly one ξ on G∗, so,
if there exists the corresponding ξ on the whole G to a given Ξ, then such a ξ
is unique. We have obtained in this way the full classification of ξ defined on a
whole Lie group G for any Lie group G, in the sense that no ξ can be omitted
in the classification. The set of equivalence classes of ξ is considerably smaller
than the set of equivalence classes of Ξ, it may happen that to some local ξ
there does not exist any global extension. Therefore, the classification is full in
this sense in the relativistic theory also.
Take, for example, a Lie subgroup G of the Milne group and its ray repre-
sentation Tr. We have classified in this way all exponents for this Tr and r ∈ G.
In general such a Ξ may exists that there does not exist any ξ corresponding
to this Ξ if the group G is not connected and simply connected. But this not
important for us, the important fact is that no ξ(r,X) can be omitted in this
classification.
5In the proof we consider the finite dimensional extension H′ of G instead of the Lie group
H in the proof presented in [1]. The remaining replacements are rather trivial, but we mark
them here explicitly to simplify the reading. (1) instead of the formula r¯′ = t¯(θ)r¯ = r¯t¯(θ) of
(5.3) in [1] we have rˇ′ = tˇ(θ(r−1p))rˇ = rˇtˇ(θ(p)). By this, from the formula (hˇ1(r)hˇ1(s))hˇ1(g)
= hˇ1(r)(hˇ1(s)hˇ1(g)) (see [1]) follows ξ(r, s, p) + ξ(rs, g, p) = ξ(s, g, r−1p) + ξ(r, sg, p) instead
of (5.8) in [1]. (2) Instead of (4.9), (4.10) and (4.11) we use the Iwasawa-type construction
presented in this paper. (3) Instead of Lemma 4.2 in [1] we use the Lemma 1.
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9 Examples
9.1 Example 1: The Galilean Group
According to the conclusions of section 2 one should a priori investigate such
representations of the Galilean group G which fulfill the Eq. (2), with ξ depend-
ing on the time. The following paradox, then, arises. Why the transformation
law Tr under the Galilean group has time-independent ξ in (2) independently
of the fact if it is a covariance group or a symmetry group? We will solve the
paradox in this subsection. Namely, we will show that any representation of
the Galilean group fulfilling (2) is equivalent to a representation fulfilling (2)
with time-independent ξ. This is a rather peculiar property of the Galilean
group not valid in general. For example, this is not true for the group of Milne
transformations.
According to section 3 we shall determine all equivalence classes of infinites-
imal exponents Ξ of the Lie algebra G of G to classify all ξ of G. The commu-
tation relations for the Galilean group are as follows
[aij , akl] = δjkail − δikajl + δilajk − δjlaik, (33)
[aij , bk] = δjkbi − δikbj, [bi, bj ] = 0, (34)
[aij.dk ] = δjkdi − δikdj , [di, dj ] = 0, [bi, dj ] = 0, (35)
[aij , τ ] = 0, [bk, τ ] = 0, [dk, τ ] = bk, (36)
where bi, di and τ stand for the generators of space translations, the proper
Galilean transformations and time translation respectively and aij = −aji are
rotation generators. Note, that the Jacobi identity (29) is identical to the Jacobi
identity in the ordinary Bargmann’s Theory of time-independent exponents (see
[1], Eqs (4.24) and (4.24a)). So, using (33) – (35) we can proceed exactly
after Bargmann (see [1], pages 39,40) and show that any infinitesimal exponent
defined on the subgroup generated by bi, di, aij is equivalent to an exponent
equal to zero with the possible exception of Ξ(bi, dk, t) = γδik, where γ = γ(t).
So, the only components of Ξ defined on the whole algebra G which can a priori
be not equal to zero are: Ξ(bi, dk, t) = γδik, Ξ(aij , τ, t), Ξ(bi, τ, t) and Ξ(dk, τ, t).
We compute first the function γ(t). Substituting a = τ, a′ = bi, a
′′ = dk
to (28) we get dγ/dt = 0, so that γ is a constant, we denote the constant
value of γ by m. Inserting a = τ, a′ = asi , a
′′ = asj to (28) and summing
up with respect to s we get Ξ(aij , τ, t) = 0. In the same way, but with the
substitution a = τ, a′ = asi , a
′′ = bs, one shows that Ξ(bi, τ, t) = 0. At last
the substitution a = τ, a′ = asi , a
′′ = ds to (28) and summation with respect
to s gives Ξ(di, τ, t) = 0. We have proved in this way that any time depending
Ξ on G is equivalent to a time-independent one. In other words, we get a
one-parameter family of possible Ξ, with the parameter equal to the inertial
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mass m of the system in question. Any infinitesimal time-dependent exponent
of the Galilean group is equivalent to the above time-independent exponent Ξ
with some value of the parameter m; and any two infinitesimal exponents with
different values of m are inequivalent. As was argued in 3 (Theorems 3 ÷ 5) the
classification of Ξ gives the full classification of ξ. Moreover, it can be shown
that the classification of ξ is equivalent to the classification of possible θ-s in
the transformation law
Trψ(p) = e
iθ(r,p)ψ(r−1p) (37)
for the spinless nonrelativistic particle. On the other hand, the exponent ξ(r, s, t)
of the representation Tr given by (37) can be easily computed to be equal
θ(rs, p − θ(r, p − θ(s, r−1p, and the infinitesimal exponent belonging to θ de-
fined as θ(r, p = −m~v  ~x+ m2 ~v
2t, covers the whole one-parameter family of the
classification (its infinitesimal exponent is equal to that infinitesimal exponent
Ξ, which has been found above). So, the standard θ(r, p = −m~v ~x+ m2 ~v
2t, cov-
ers the full classification of possible θ-s in (37) for the Galilean group. Inserting
the standard form for θ we see that ξ does not depend on X but only on r and
s. By this, any time-depending ξ on G is equivalent to a time-independent one.
This result can be obtained in the other way. Namely, using now the Eq. (31)
we get the commutation relations for the ray representation Tr of the Galilean
group
[Aij , Akl] = δjkAil − δikAjl − δjlAik,
[Aij , Bk] = δjkBi − δikBj , [Bi, Bj] = 0,
[Aij , Dk] = δjkDi − δikDj ,
[Di, Dj] = 0, [Bi, Dj] = mδij ,
[Aij , T ] = 0, [Bk, T ] = 0, [Dk, T ] = Bk,
where the generators Aij , . . . which correspond to the generators aij , . . . of the
one-parameter subgroups r(σ) = σaij , . . . are defined in the following way (com-
pare the 4th footnote)
Aijψ(X) = lim
σ→0
(Tr(σ) − 1)ψ(X)
σ
.
Aij is well defined for any differentiable ψ(p). So, we get the standard com-
mutation relations such as in the case when the Galilean group is a symmetry
group. The above standard commutation relations for the transformation Tr of
the form (37) gives a differential equations for θ. It it easy to show, that they
can be solved uniquely (up to an irrelevant function f(t) of time and the group
parameters) and the solution has the standard form θ(r, p) = −m~v  ~x+ f(t).
Note, that to any ξ (or Ξ) there exists a corresponding θ (and such a θ is
unique up to a trivial equivalence relation). As we will see this is not the case
for the Milne group, where such Ξ do exist which cannot be realized by any θ.
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9.2 Example 2: Milne group as a covariance group
In this subsection we apply the theory of section 3 to the Milne transformations
group. We proceed like with the Galilean group in the preceding section. The
Milne group G does not form any Lie group, which complicates the situation.
We will go on according to the following plan. First, 1) we define the topology
in the Milne group. Second, 2) we define the sequence G(1) ⊂ . . . ⊂ G(m) ⊂ . . .
of Lie subgroups of the Milne group G dense in G. 3) Then we compute the
infinitesimal exponents and exponents for each G(m), m = 1, 2, . . ., and by this
the θ in (37) for G(m). 4) As we have proved in 3 the (strong) continuity of
the exponent ξ(r, s, t) in the group variables follows as a consequence of the
Theorem 2. It can be shown that also θ(r, p) is strongly continuous in the
group variables r ∈ G By this, θ(r, p) defined for r ∈ G(m),m = 1, 2, . . . can be
uniquely extended on the whole group G. This can be done effectively thanks
to the assumption that the wave equation is local.
Before we go further on we make an important remark. The Milne group
G is an infinite dimensional group and there are infinitely many ways in which
a topology can be introduced in G. On the other hand the physical contents
of the continuity assumption of section 3 depends effectively on the topology in
G. By this the assumption is in some sense empty. True, but it is important to
stress here, that the whole relevant physical content rests on the Lie subgroup
G(m) (see the further text for the definition of G(m)) for a sufficiently large m,
and not on the whole G. That is, the covariance condition with respect to G(m)
for sufficiently large l, instead of G is sufficient for us. By this, there are no
ambiguities in the continuity assumption. The topology in G is not important
from the physical point of view, and the extension of the formula (37) from
G(m) to the whole group is of secondary importance. However, we construct
such an extension to make our considerations more complete, living the opinion
about the ”naturality” of this extension to the reader.
1) Up to now the Milne group of transformations
(~x, t)→ (R~x+ ~A(t), t+ b), (38)
where R is an orthogonal matrix, and b is constant, has not been strictly de-
fined. The extent of arbitrariness of the function ~A(t) in (38) has been left
open up to now. The topology depends on the degree of this arbitrariness. It
is natural to assume the function ~A(t) in (38) to be differentiable up to any
order. Consider the subgroups G1 and G2 of the Milne group which consist of
the transformations: (~x, t)→ (~x+ ~A(t), t) and (~x, t)→ (R~x, t+ b) respectively.
Then the Milne group G is equal to the semidirect product G1  G2, where G1
is the normal factor of G. It is sufficient to introduce a topology in G1 and
then define the topology in G as the semi-Cartesian product topology, where
it is clear what is the topology in the Lie group G2. We introduce a linear
topology in the linear group G1 which makes it a Fre´chet space, in which the
time derivation operator ddt :
~A → d
~A
dt becomes a continuous operator. Let
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KN , N = 1, 2, . . . be such a sequence of compact sets of R, that
K1 ⊂ K2 ⊂ . . . and
⋃
N
KN = R.
Then we define a separable family of seminorms
pN ( ~A) = max
{∣∣ ~A(n)(t)∣∣, t ∈ KN , n ≤ N},
where ~A(n) denotes the n-th order time derivative of ~A. Those seminorms define
on G1 a locally convex metrizable topology. For example, the metric
d( ~A1, ~A2) = max
N∈N
2−NpN( ~A2 − ~A1)
1 + pN ( ~A2 − ~A1)
defines the topology.
2) It is convenient to rewrite the Milne transformations (38) in the following
form
~x′ = R~x+A(t)~v, t′ = t+ b,
where ~v is a constant vector, which does not depend on the time t. We define
the subgroup G(m) of G as the group of the following transformations
~x′ = R~x+ ~v(0) + t~v(1) +
t2
2!
~v(2) + . . .+
tm
m!
~v(m), t
′ = t+ b,
where R = (Rba), v
k
(n) are the group parameters – in particular the group G(m)
has the dimension equal to 3m+ 7.
3) Now we investigate the group G(m), that is, we classify their infinitesimal
exponents. The commutation relations of G(m) are as follows
[aij , akl] = δjkail − δikajl + δilajk − δilaik, (39)
[aij , d
(n)
k ] = δjkd
(n)
i − δikd
(n)
j , [d
(n)
i , d
(k)
j ] = 0, (40)
[aij , τ ] = 0, [d
(0)
i , τ ] = 0, [d
(n)
i , τ ] = d
(n−1)
i , (41)
where d
(n)
i is the generator of the transformation r(v
i
(n)):
x′
i
= xi +
tn
n!
vi(n),
which will be called the n-acceleration, especially 0-acceleration is the ordinary
space translation. All the relations (39) and (40) are identical with (33) ÷
(35) with the n-acceleration instead of the Galilean transformation. So, the
same argumentation as that used for the Galilean group gives: Ξ(aij , akl) = 0,
Ξ(aij , d
(n)
k ) = 0, and Ξ(d
(n)
i , d
(n)
j ) = 0. Substituting a
h
i , ahi, τ for a, a
′, a′′ into
the Eq. (28), making use of the commutation relations and summing up with
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respect to h we get Ξ(aij , τ) = 0. Substituting a
h
i , d
(l)
h , d
(n)
k for a, a
′, a′′ into
the Eq. (29) we get in the analogous way Ξ(d
(l)
i , d
(n)
k ) =
1
3Ξ(d
(l)h, d
(n)
h ) δik.
Substituting ahi , d
(n)
h , τ for a, a
′, a′′ into the Eq. (28), making use of commutation
relations, and summing up with respect to h, we get Ξ(d
(n)
i , τ) = 0. Now, we
substitute d
(n)
k , d
(0)
i , τ for a, a
′, a′′ in (28), and proceed recurrently with respect
to n, we obtain in this way Ξ(d
(0)
i , d
(n)
k ) = P
(0,n)(t)δik, where P
(0,n)(t) is a
polynomial of degree n − 1 – the time derivation of P (0,n)(t) has to be equal
to P (0,n−1)(t), and P (0,0)(t) = 0. Substituting d
(n)
k , d
(l)
i , τ to (28) we get in
the same way Ξ(d
(l)
k , d
(n)
i ) = P
(l,n)(t)δki, where
d
dtP
(l,n) = P (l−1,n) + P (l,n−1).
This allows us to determine all P (l,n) by the recurrent integration process. Note
that P (0,0) = 0, and P (l,n) = −P (n,l), so we can compute all P (1,n) having
given the P (0,n). Indeed, we have P (1,0) = −P (0,1), P (1,1) = 0, dP (1,2)/dt =
P (0,2) + P (1,1), dP (1,3)/dt = P (0,3) + P (1,2), . . . and after m− 1 integrations we
compute all P (1,n). Each elementary integration introduces a new independent
parameter (the arbitrary additive integration constant). Exactly in the same
way we can compute all P (2,n) having given all P (1,n) after the m−2 elementary
integration processes. In general the P (l−1,n) allows us to compute all P (l,n) after
the m − l integrations. So, P (l,n)(t) are l + n − 1-degree polynomial functions
of t, and all are determined by m(m + 1)/2 integration constants. Because
d[Λ](d
(n)
i , d
(l)
k ) = 0, the exponents Ξ defined by different polynomials P
(l,n) are
inequivalent. By this the space of inequivalent classes of Ξ is m(m + 1)/2-
dimensional.
However, not all Ξ can be realized by the transformation Tr of the form (37).
All the above integration constants have to be equal to zero with the exception of
those in P (0,n)(t). By this, all exponents of G(m), which can be realized by the
transformations Tr of the form (37) are determined by the polynomial P
(0,m),
that is, by m constants. We show it first for the group G(2) , because the case
is the simplest one and it suffices to explain the principle of all computations
for all G(m). From the above analysis we have P (0,1) = γ1, P
(0,2) = γ1t +
γ2, P
(1,2) = 12γ1t
2 + γ2t + γ(1,2), where γi, γ(1,2) are the integration constants.
We will show that γ(1,2) = 0. A simple computation gives the following formula
ξ(r, s) = θ(rs,X)− θ(r,X)− θ(s, r−1X) for the exponent of the representation
Tr of the form (37). Inserting this ξ to the Eq. (24) and performing a rather
straightforward computation we get the following formula
Ξ(d
(k)
i , d
(n)
j ) =
tn
n!
∂2θ
∂xj∂vi(k)
−
tk
k!
∂2θ
∂xi∂vj(n)
,
for the infinitesimal exponent Ξ of the representation Tr given by (37), where the
derivation with respect to vq(p) is taken at v
q
(p) = 0. Comparing this Ξ(d
(k)
i , d
(n)
j )
with P (k,n)δij we get the equations
tn
n!
∂2θ
∂xj∂vi(k)
−
tk
k!
∂2θ
∂xi∂vj(n)
= P (k,n)δij . (42)
33
Because of the linearity of the problem, we can consider the three cases 1o.
γ(2) = γ(1,2) = 0, 2
o. γ1 = γ(1,2) = 0 and 3
o. γ1 = γ2 = 0, separately. In the
case 1o. we have the solution
θ(r,X) = γ1
d ~A
dt
 ~x+ θ˜(t),
where θ˜(t) is an arbitrary function of time and the group parameters, and ~A(t) ∈
G(2). In the case 2o we have
θ(r,X) = γ2
d2 ~A
dt2
 ~x+ θ˜(t),
with arbitrary function θ˜(t) of time. Consider at last the case 3o. From (42) we
have (corresponding to (k, n) = (0, 1), (0, 2)) and (1, 2) respectively)
t
∂2θ
∂xj∂vi(0)
−
∂2θ
∂xi∂vj(1)
= 0, (43)
t2
2
∂2θ
∂xj∂vi(0)
−
∂2θ
∂xi∂vj(2)
= 0, (44)
t2
2
∂2θ
∂xj∂vi(1)
− t
∂2θ
∂xi∂vj(2)
= γ(1,2)δij . (45)
From (45) and (44) we get
t2
2
{ ∂2θ
∂xj∂vi(1)
− t
∂2θ
∂xj∂vi(0)
}
= γ(1,2)δij . (46)
But Ξ(d
(0)
i , d
(0)
j ) = 0 = ∂
2θ/∂xj∂vi(0) − ∂
2θ/∂xi∂vj(0), so, from (46) and (43) we
get
0 =
∂2θ
∂xi∂vj(0)
{ t3
2
−
t3
2
}
= γ(1,2)δij ,
and γ(1,2) = 0.
The following
θ(r,X) = γ1
d ~A
dt
 ~x+ γ2
d2 ~A
dt2
 ~x+ θ˜(t) (47)
fulfills all Eqs. (42) with k, n ≤ 2 and its local exponents cover the full classifi-
cation of Ξ’s for G(2) which can be realized by Tr of the form (37), that is, all
Ξ’s with γ(1,2) = 0. Then, the formula (47) gives the most general θ in (37) for
r ∈ G(2). This is because the classification of Ξ’s covers the classification of all
possible θ’s (however we live it without proof).
It can be immediately seen that any integration constant γ(l,q) of the poly-
nomial P (l,q)(t) has to be equal to zero if l, q 6= 0, provided the exponent Ξ
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belongs to the representation Tr of the form (37). The argument is essentially
the same as that for γ(1,2). It is sufficient to consider (42) for the four cases:
(k, n) = (l − 1, q − 1), (l − 1, q), (l, q) and (l, q − 1) respectively. Because of the
linearity of the considered problem, it is sufficient to consider the situation with
the integration constants in P (k,n) equal to zero with the possible exception
of the integration constant γ(l,q). We get in this way the equations (42) cor-
responding to (l − 1, q − 1), (l − 1, q), (l, q) and (l, q − 1) with the right hand
sides equal to zero with the exception of the right hand side of the equations
corresponding to (k, n) = (l, q), which is equal to γ(l,q)δij . From the equations
(42) corresponding to (k, n) = (l, q) and (l − 1, q) we get
tq
q!
∂2θ
∂xj∂vi(l−1)
−
tq+1
q!l
∂2θ
∂xj∂vi(l−1)
= γ(l,q)δij .
From this and the equations (42) corresponding to (k, n) = (q− 1, l− 1) we get
tq
q!
∂2θ
∂xj∂vi(l)
−
tl+1
l!q
∂2θ
∂xi∂vj(q−1)
= γ(l,q)δij .
From this and the equations (42) corresponding to (k, n) = (l, q − 1) one gets
0 =
tl+1
l!q
∂2θ
∂xi∂vj(q−1)
−
tl+1
l!q
∂2θ
∂xi∂vj(q−1)
= γ(l,q)δij ,
which gives the result that γ(l,q) = 0.
Consider the θ, given by the formula
θ(r, p) = γ1
d ~A
dt
+ γ2
d2 ~A
dt2
+ . . .+ γm
dm ~A
dtm
+ θ˜(t), (48)
for r ∈ G(m), where γi are the integration constants which define the polynomial
P (0,m) = γ1
tm−1
(m−1)! + γ2
t(m−2)
(m−2)! + . . . + γm, and θ˜(t) is any function of the time
t and eventually of the group parameters . A rather simple computation shows
that this θ fulfills all (42) for k, n ≤ m and that it covers all possible Ξ which
can be realized by (37). That is, the infinitesimal exponents corresponding to
the θ given by (48) give all possible Ξ with all integration constants γ(k,n) = 0,
for k, n 6= 0. So, the most general θ(r, p) defined for r ∈ G(m) is given by (48).
At this place we make use of the assumption that the wave equation is local.
It can be shown that (we live it without proof) from this assumption that the
θ(r, p) can be a function of a finite order derivatives of ~A(t), say k-th at most,
the higher derivatives cannot enter into θ. By this, the most general θ(r, p)
defined for r ∈ G(m) has the following form
θ(r,X) = γ1
d ~A
dt
+ . . .+ γk
dk ~A
dtk
+ θ˜(t), (49)
4) Now, we extend the formula (49) on the whole Milne group G. It is a
known fact that the time derivative operator d/dt : ~A→ d ~A/dt is a continuous
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operator on G in the topology introduced in 1), see e.g. [12]. It remains to show
that the sequence G(m),m ∈ N is dense in G. The proof of this presents no
difficulties6. By this the function θ(r, p) can be uniquely extended on the whole
group r ∈ G
θ(r,X) = γ1
d ~A
dt
+ . . .+ γ4
dk ~A
dtk
+ θ˜(t).
It should be stressed here that not only the topology in G is needed to derive the
formula, but also the locality assumption is very important. If the coefficients
a, bi, . . . , g in the wave equation were admitted to be nonlocal, then an infinite
number of other solutions for θ in G would exist.
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