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We review several properties of thermal states of spin Hamiltonians with short range interactions.
In particular, we focus on those aspects in which the application of tools coming from quantum
information theory has been specially successful in the recent years. This comprises the study of the
correlations at finite and zero temperature, the stability against distant and/or weak perturbations,
the locality of temperature and their classical simulatability. For the case of states with a finite
correlation length, we overview the results on their energy distribution and the equivalence of the
canonical and microcanonical ensemble.
I. INTRODUCTION
Thermal or Gibbs states are arguably the most relevant
class of states in nature. They appear to have many very
different unique properties. On one hand, they provide
an efficient description of the equilibrium state for most
systems (see [1, Chapter 17] and Ref. [2] for a detailed
review). Jaynes gave a justification of this observation by
means of the principle of maximum entropy [3, 4]. For a
given energy, the thermal state is the one that maximizes
the von Neumann entropy. This is in fact the reason why
they minimize the free energy potential.
At the same time, in the context of extracting work
from closed systems by means of unitary transforma-
tions, thermal states appear as the only ones that are
completely passive states [5]. That is, for any other pas-
sive state [6], i.e. a state whose (average) energy cannot
be lowered by applying a unitary transformation, it is
always possible to form an active state by joining suffi-
ciently many copies. Note that this property is crucial
for establishing both a resource theory of thermodynam-
ics and a consistent zero-th law (see the book chapters
[1, Chapters 25] and [7]).
Last but not least, if one accepts that the equilibrium
population of a configuration should only be a function
of its energy, the canonical ensemble becomes the sin-
gle probability distribution that allows for a free choice
of the energy origin, or in other words, that is invariant
under energy shifts. More explicitly, any other relation
between populations and energy would imply that ob-
servers with different energy origins would observe dif-
ferent equilibrium states. The proof of this statement is
a good exercise.
In this chapter, we study of the properties of ther-
mal states for a class of Hamiltonians highly relevant in
condensed matter physics: the spin lattice Hamiltonians
with short range interactions. We particularly focus on
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results where the application of tools coming from quan-
tum information theory has been particularly successful
in the recent years.
A first issue where quantum information tools have
been helpful is in the rigorous proof of long-standing con-
jectures concerning the correlations of many-body sys-
tems. The most paradigmatic example is the proof that
unique ground states of gapped Hamiltonians have an ex-
ponential decay of the correlations [8, 9]. In Section III
we overview the main results on the scaling of the cor-
relations for both thermal states and absolute zero tem-
perature states. The understanding of the correlations
of many-body systems is particularly relevant since they
are a signature of phase transitions and critical phenom-
ena [10, 11]. Furthermore, they are also related to the
stability of thermal states, that is, to the robustness of
thermal states against distant and/or weak Hamiltonian
perturbations [12].
The stability of thermal states is actually crucial for
understanding to what extent temperature can be as-
signed locally in a system [12, 13]. For weakly interact-
ing systems temperature is an intensive quantity, in the
sense that every subsystem is in a thermal state with the
temperature identical to the global one. However, when
interactions between subsystems are not negligible, this
property does no longer hold, as can be the case for quan-
tum systems [14, 15]. Further steps to circumvent the
problem of assigning temperature locally to a subsystem
were made in Refs. [16, 17], where it was shown that it
is sufficient to extend the subsystem by a boundary re-
gion that, when traced out, disregards the correlations
and the boundary effects. If the size of such a boundary
region is independent of the total system size, tempera-
ture can still be said to be local. In Ref. [12] it is shown
that the thickness of the boundary region is determined
by the decay of a generalized covariance, which captures
the response in a local operator of perturbing a thermal
state and ultimately at what length scales temperature
can be defined. In other words, the clustering of the gen-
eralized covariance allows for a local definition of tem-
perature. This issue is particularly relevant in the book
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2chapter [18], where the problem of local thermometry is
considered.
Another feature of the thermal states that exhibit a
clustering of correlations is that they can be efficiently
classically represented by so-called tensor network states
[19]. The simulation of quantum many body systems
by classical means, and more specifically by using tensor
network states, has been one of the most fruitful topics
in the interplay between condensed-matter physics and
quantum information. Tensor networks have been shown
to satisfactorily describe locally entangled states in one
and two spatial dimensions and even systems at critical-
ity [20]. Applications of thermal states with exponen-
tially decaying correlations are presented in Section IV.
In Section V, we focus on the study of the energy distri-
bution of states not necessarily thermal but with a finite
correlation length. In particular, it can be shown that
for large system sizes the energy distribution of a state
with a finite correlation length has an energy distribution
that tends to a Gaussian whose standard deviation scales
with the square root of the system size [21].
The last part of the chapter in Section VI is dedicated
to present a rigorous formulation of the equivalence be-
tween the canonical and the microcanonical ensembles
[21, 22].
We finally conclude with a brief summary and a discus-
sion on what might be the most relevant open questions
of the field.
II. SETTING
Throughout the chapter we set ~ = 1 = kBoltzmann
and assume all Hilbert space dimensions to be finite. For
a positive integer n we set [n] := {1, 2, . . . , n}. We use
the Landau symbols O and Ω to denote upper and lower
bounds, respectively, and O˜ and Ω˜ if those bounds hold
only up to logarithmic factors. The spectral norm and
trace norm on operators are denoted by ‖ · ‖ and ‖ · ‖1.
They are given by the largest and the sum of the opera-
tor’s singular values, respectively.
We consider quantum spin-lattice systems: the Hilbert
space is given by H = ⊗x∈V Hx, where V is a finite set,
called the vertex set. Hx are the local Hilbert spaces.
Usually, they have all the same dimension, i.e., Hx ∼= Cd
and d is called the local Hilbert space dimension.
The partial trace over a subsystem S ⊂ V of an oper-
ator ρ is denoted by TrS [ρ]. Complementary, we set the
reduction of ρ to S to be ρS := TrV\S [ρ]. The support
supp(A) ⊆ V of an observable A onH is the set of vertices
where A does not act as the identity operator. For two
observables A,B we set their distance dist(A,B) to be
the graph distance between their supports; see Figure 1
for an illustration with S = supp(A) and E = supp(B).
Let us consider a graph (V, E), where E is the edges
set containing two-element subsets of V. For a subset
S ⊂ V we denote the set of boundary vertices of S by
∂S := {v ∈ S : dist(v,V \ S) = 1} and, for an observable
S E
dist(S,E)
Figure 1. Two spatially separated regions S and E in a
lattice.
A we set ∂A := ∂ supp(A).
We say that a Hamiltonian H has interaction graph
(V, E) and interaction strength (bounded by) J if it can
be written as
H =
∑
e∈E
he (1)
with he being supported on e and ‖he‖ ≤ J for all e ∈ E .
To give an example, for the simple one-dimensional
Ising model the introduced quantities are V = [n], E =
{{1, 2}, {2, 3}, . . . , {n− 1, n}}, and h{j,j+1} = 1⊗(j−1) ⊗
σ(z) ⊗ σ(z) ⊗ 1⊗(n−j−1), where 1⊗k := 1 ⊗ 1 ⊗ · · · ⊗ 1
denotes k tensor copies of the local identity operator 1.
The support of h{j,j+1} is {j, j + 1}. As an example
for a boundary we have ∂{2, 3, 4} = {2, 4}. Moreover,
dist(h{1,2}, h{6,7}) = 6− 2 = 4.
We denote the thermal state, or Gibbs state, of a
Hamiltonian H at inverse temperature β by
g(β) :=
e−β H
Z(β)
, (2)
with Z(β) := Tr(e−β H) being the partition function. If
we mean the thermal state or partition function of a dif-
ferent Hamiltonian H ′, we write g[H ′](β) or Z[H ′](β).
We measure correlations by the (generalized) covari-
ance that we define for any two operators A and A′,
full-rank quantum state ρ, and parameter τ ∈ [0, 1] as
covτρ(A,A
′) := Tr
(
ρτAρ1−τA′
)− Tr(ρA) Tr(ρA′) . (3)
This quantity is closely related to the Duhamel
two-point function, which is defined as the average∫ 1
0
dτ Tr[ρτAρ1−τA′] (see, e.g., [23, Section 2]). The
usual covariance, denoted by covρ(A,A′), is obtained by
setting ρτ = ρ and ρ1−τ = 1, see also [12, Section IV.A].
It is interesting to point out that the clustering of
the standard covariance implies the clustering of the
Duhamel two-point function [23, Theorem 2.1]. In this
case, we mean by clustering that the covariance tends
to zero in the limit of the spatial distance between the
non-trivial support of the operators A and A′ tends to
infinity. However, given a state ρ and two observables A
and A′, the generalized covariance as a function of τ is
not monotonic and can have zeros and saddle points.
Let us finally introduce the relative entropy between
two quantum states ρ and σ, which is defined as
S(ρ‖σ) := −Tr[ρ log2(σ)]− S(ρ), (4)
3where S(ρ) := −Tr[ρ log2(ρ)] is the von Neumann en-
tropy. The relative entropy provides a notion of non-
symmetric distance between states, and can be oper-
ationally interpreted as the physical distinguishability
from many copies [24]. The relative entropy is closely
related to the free energy when its second argument σ is
a thermal state,
F (ρ)− F (g(β)) = 1
β
S(ρ‖g(β)), (5)
where F (ρ,H) := Tr(ρH) − β−1S(ρ) is the out of equi-
librium free energy. In a similar way, the mutual infor-
mation of a bipartite state ρ can also be written in terms
of the relative entropy
I(A : B)ρ = S(ρ‖ρA ⊗ ρB) . (6)
Recall that the mutual information, defined as I(A :
B)ρ := S(ρA) + S(ρB) − S(ρ), is a measure of the to-
tal correlations between the parties A and B [25].
III. CLUSTERING OF CORRELATIONS
In quantum lattice models with local Hamiltonians, a
relevant class of observables are the local ones, that is,
operators that only have non-trivial support on a few
connected sites. However, local operators cannot witness
global properties of the state such as entanglement, cor-
relations or long range order. The simplest observables
that can reveal this type of features are the two-point
correlation functions or, as they have been introduced in
the former section, the covariance. In condensed-matter
physics, the scaling of the covariance with the distance
between the two “points” is an important correlations
measure. In this section, we review the current under-
standing on the sorts of scalings that the covariance of
thermal states and zero temperature states can exhibit.
A. High temperature states
Bounding correlations in thermal spin systems has a
long tradition in theoretical and mathematical physics;
see e.g. Ref. [26] classical systems, [27] for quantum gases
(translation-invariant Hamiltonians in the continuum),
and Refs. [28–30] cubic lattices. Here, we review a general
result for finite dimensional systems.
Any graph that is a regular lattice has an associ-
ated (cell or lattice animal) growth constant α ∈ R+,
which captures the local connectivity of a lattice [31, 32].
For instance, for lattices in D spatial dimensions, α ≤
2D exp(1) [32, Lemma 2].
The following theorem provides a universal upper
bound to all critical temperatures that only depends on
the growth constant α.
Theorem 1 (High temperatures [12, Theorem 2]). For
a graph (V, E) with growth constant α define the constant
(critical inverse temperature)
β∗ := ln
[(
1 +
√
1 + 4/α
)
/2
]
/(2 J) (7)
and function ξ (correlation length) by
ξ(β) :=
∣∣ln[α e2 |β| J(e2 |β| J − 1)]∣∣−1 . (8)
Then, a thermal state g of any Hamiltonian with interac-
tion graph (V, E) and local interaction strength J satisfies
the following: for every |β| < β∗, parameter τ ∈ [0, 1],
and every two operators A and B
| covτg(β)(A,B)| ≤
4 a
ln(3) (1− e−1/ξ(β)) e
− dist(A,B)/ξ(β)
(9)
whenever dist(A,B) exceeds some minimal distance L0
(given in [12, Eq. (50)]) and with parameter a :=
‖A‖ ‖B‖min{|∂A|, |∂B|}.
This theorem guarantees that below an inverse uni-
versal critical temperature β∗ correlations always decay
with a correlation length at most ξ(β). The inverse criti-
cal temperature β∗ and correlation length ξ are universal
bounds to the corresponding actual physical quantities.
For the proof of Theorem 1, four weighted copies of the
system V are considered and a cluster expansion anal-
ysis from Hastings [33] is tightened for this particular
case. Originally, Hastings used this cluster expansion to
show that high temperature thermal states on spin lat-
tices can be approximated by so-called MPOs; see also
Section IVC on classical simulatability below.
B. Ground states of gapped Hamiltonians
The following theorem, first proved by Hastings,
Koma, Nachtergaele, and Sims [8, 9], confirmed a long-
standing conjecture in condensed-matter physics, that
gapped Hamiltonian systems have exponentially cluster-
ing correlations in the ground state. A gapped Hamil-
tonian is a Hamiltonian whose gap, i.e., the energy dif-
ference between the ground state and the first excited
state (or eigenspace), is lower bounded by a constant in
the thermodynamic limit. The proof of the theorem is
based on Lieb-Robinson bounds which provide a bound
on the speed of propagation of correlation under Hamil-
tonian evolution. There is a constant speed limit that
only depends on the maximum number of lattice near-
est neighbors and the interaction strength and is called
Lieb-Robinson speed, see Ref. [34] for a review on that
topic.
Theorem 2 (Unique ground states [35, Theorem 4.1]).
Let H be a local Hamiltonian with interaction graph
(V, E), a unique ground state ψ, and a spectral gap
∆E > 0. Then, for all observables A and B
|covψ(A,B)| ≤ C a e−µ dist(A,B) , (10)
4where a := ‖A‖ ‖B‖∞min{|∂A|, |∂B|}, the constant C
depends on ∆E and the local lattice geometry, and the
constant µ on ∆E and the Lieb-Robinson speed.
This theorem tells us that correlations in ground states
of gapped Hamiltonians decay with a correlation length
that is bounded in terms of the spectral energy gap above
the ground state.
It is interesting to point out that one dimensional sys-
tems in a pure state with exponentially decaying corre-
lations obey an area law for the entanglement entropy
[36], that is, the entropy of the reduced state of a subre-
gion grows like its boundary and not like its volume [37].
The same statement remains open in higher dimensions.
Theorem 2 together with Ref. [36] is an alternative way
to see that ground-states of gapped Hamiltonians obey
an area law for the entanglement entropy [38].
For the case of non-zero temperature, by inserting in
Eq. (5) the thermal states of an interacting Hamiltonian
H = HS ⊗ 1 + 1 ⊗HE + HI and a non-interacting one
HS ⊗ 1 + 1 ⊗HE of a composite system with parties S
and E, one obtains
I(S : E)g(β) ≤ 2β ‖HI‖ − S
[
gS(β)⊗ gE(β)∥∥g(β)] (11)
for the mutual information of S and E. This equation im-
plies an area law for the mutual information when applied
on local Hamiltonians since ‖HI‖ scales as the boundary
between S and E [39] and the relative entropy is non-
negative.
The area law for the mutual information does not con-
tradict the fact that most energy eigenstates of non-
integrable/chaotic systems away from the edges of the
spectrum exhibit a volume law for the entanglement en-
tropy [37, 40, 41]. At relatively large temperatures, when
these excited states start to have non-negligible popula-
tions, their contribution to the entropy due to exhibiting
a volume law is compensated by the entropy of the global
state, which also exhibits a volume law for the entangle-
ment.
C. Critical points at zero and finite temperature
We have seen that in the regime of high temperatures
and for gapped Hamiltonians at absolute zero temper-
ature the covariance decays exponentially with the dis-
tance. In the following, we review the behavior of cor-
relations for gapless Hamiltonians at zero temperature
and for arbitrary local Hamiltonians below the critical
temperature (7).
1. Gappless Hamiltonians at zero temperature
If the system is gapless and no other assumption is
made on the Hamiltonian, then, roughly speaking, any
correlation behavior is possible. For instance, by a proper
fine-tuning of the coupling constants of a nearest neigh-
bor interacting spin-1/2 Hamiltonian, it is possible to
maximally entangle spins arbitrarily far away [42]. It
also remarkable that even ground-states of one dimen-
sional translation invariant Hamiltonians with nearest
neighbor interactions can exhibit a volume law for the
entanglement entropy [43, 44].
However, in practice, the relevant gapless models in
condensed-matter physics have ground states satisfying
an area-law for the entanglement entropy with only log-
arithmic corrections. These logarithmic corrections are
a manifestation of a power-law decay in the two-body
correlations. It is useful to introduce the notion of criti-
cal system and the critical exponents. A system at zero
temperature is said to be critical when the spectral gap
∆ between the energy ground state (space) and the first
excited state closes in the thermodynamic limit. More
explicitly, we say the system to be critical when the gap
scales as
∆ ∝ N−zν , (12)
where N = |V| is the system size and z and ν are the
critical exponents that control how fast the gap ∆ tends
to zero. Actually, ν is critical exponent that controls the
divergence of the correlation length in the vicinity of the
critical point,
ξ ∝ Nν , (13)
and z the one that determines the dynamic scaling (see
Ref. [10, Chapter 8]). The previous divergences are a
signature of the scale invariance that the system expe-
riences at criticality [10]. For a critical exponent z = 1
time and space correlations scale identically. This im-
plies a further symmetry enhancement and the system
becomes conformal invariant. The group of conformal
transformations includes, in addition to scale transfor-
mations, translations and rotations. Such group is par-
ticularly powerful in 1+1 dimensions when we address the
problem of the locality of temperature. The conformal
symmetry completely determines the difference between
a local expectation value of the infinite Hamiltonian and
the truncated one.
2. Arbitrary systems at finite temperature
In a similar way to the ground state case, it is an open
question what kind of scalings for the correlation func-
tions of thermal states at finite can exhibit in general.
The most common picture is that there exists at least
a renormalization group fixed point in the space of cou-
plings of the Hamiltonians [10, Chapter 3]. Away from
the fixed point, the correlations decay exponentially. In
contrast, in its vicinity, the renormalization group trans-
formations can be linearized and some scaling laws for
both the free energy and the correlation functions are
obtained. In particular, the correlation length is shown
to diverge as in Eq. (13).
5D. Correlations and stability
Let us again assume that a quantum system is in a
thermal state g(β) w.r.t. an arbitrary Hamiltonian H. If
we assume that a subsystem S is little correlated with
a disjoint subsystem E, say due spatial separation as
sketched in Figure 1, then it is expected that a “pertur-
bation” of the Hamiltonian on E has only little effect on
the state on S. This expectation can be rigorously con-
firmed and is implied by the following statement, which
holds in more generality (no spin-lattice setup required).
Theorem 3 (Perturbation formula [12, Theorem 1]). Let
H0 and H be Hamiltonians acting on the same Hilbert
space. For s ∈ [0, 1], define an interpolating Hamiltonian
by H(s) := H0 + s (H −H0) and denote its thermal state
by gs := g[H(s)]. Then,
Tr
[
Ag0(β)
]− Tr[Ag(β)]
= β
∫ 1
0
dτ
∫ 1
0
ds covτgs(β)(H −H0, A)
(14)
for any operator A.
The theorem holds, in particular, for all observables
A supported on S and a perturbation H −H0 only sup-
ported on E. As∥∥(∆ρ)S∥∥
1
= sup
‖A‖=1
supp(A)=S
Tr[A∆ρ] (15)
for any operator ∆ρ, the theorem indeed confirms the
expectation developed before the theorem statement.
Note that due to the factor β on the RHS, the per-
turbation formula (14) does not directly apply to ground
states, as it is unclear how one can calculate the limit
β →∞.
The proof of Theorem 3 is essentially a consequence of
Duhamel’s formula, where the key was to find the right
correlation measure, the averaged generalized covariance.
IV. APPLICATIONS
The understanding of the correlations of thermal states
and, in particular, the exponential clustering in some
regimes has several applications. We review the main
ones in this section.
A. Thermal Lieb-Robinson bound
Whenever one has an explicit bound on the correla-
tion decay in a thermal quantum system, the perturba-
tion formula Theorem 3 yields an explicit local stability
statement. Now we discuss this idea explicitly for small
inverse temperature β < β∗, where an exponential cor-
relation decay is guaranteed by Theorem 1. Specifically,
S
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Figure 2. Partition of the system V = B∪E∪F with S ⊂ B.
we get back to the geometric setup sketched before Theo-
rem 3 of a Hamiltonian H0 that is perturbed on region E,
which is spatially separated from a subsystem of interest
S, e.g., such as sketched in Figure 1.
Corollary 4 (Thermal Lieb-Robinson bound). Let
S,E ⊂ V be subsystems that are separated by the min-
imal distance, dist(S,E) ≥ L0. Moreover, let H and H0
be a Hamiltonians with supp(H−H0) ⊆ E and that have
the same interaction graph satisfying the conditions of
Theorem 1. Then, for any |β| < β∗,
∥∥gS(β)− gS0 (β)∥∥1 ≤ w |β| J1− e−1/ξ(β) e− dist(S,E)/ξ(β), (16)
where g and g0 are the thermal states of H and H0,
respectively, w := 4 min{|∂S|, |∂E|} |E|/ ln(3), and J
bounds the interaction strengths of H, H0, and H −H0.
This result says that, at hight temperatures, the effect
on S of the perturbation of H0 on E is exponentially
suppressed in the distance between S and E. In particu-
lar, this statement can be used to bound the error made
when locally (on S) approximating a thermal state by
the thermal state of a truncated Hamiltonian (see [12,
Corollary 2] for an explicit discussion).
This bound is reminiscent of Lieb-Robinson bounds,
which can be used, e.g., to rigorously bound the error
made when locally (on S) approximating the time evo-
lution operator of the full Hamiltonian by a truncated
one.
The thermal Lieb-Robinson bound (16) motivates the
following definition [21].
Definition 5. We say that a state ρ on a spin lattice
with graph (V, E) has (ξ, z)-exponentially decaying cor-
relations if for any two observables A,B that are normal-
ized (‖A‖ = 1 = ‖B‖) and have disjoint support
covρ(A,B) ≤ |V|ze− dist(A,B)/ξ . (17)
Then Corollary 4 can be summarized as follows. Below
the critical inverse temperature β∗ thermal states have
(ξ, z)-exponentially decaying correlations.
B. Locality of temperature
Basic statistical mechanics teaches us that tempera-
ture is intensive, i.e., it is a physical quantity that can
6be measured locally and is the same throughout the sys-
tem. This statement holds for non-interacting systems
where the global thermal state is a tensor product of the
local ones. However, in the presence of interactions the
intensiveness of temperature can break down [14] and an
extension of this concept is required. For this purpose,
the idea of a buffer region was introduced [15, 16]. Here,
one can take a “ring” E = {v ∈ V : dist(v, S) = r}
around S, which yields a partition of the total system
V = B ∪ E ∪ F (disjoint union) where B ⊂ S is the
buffer region of S and does not interact with F , see Fig-
ure 2. Next, we choose H0 := HB +HF , where HB is the
Hamiltonian only containing those interactions fully con-
tained in B and similarly for HF . We consider H −H0
as a perturbation and note that supp(H −H0) = E. As
gH0 = gHF gHB , Corollary 4 implies that the Hamiltoni-
ans H and HB have approximately the same states on S,
gSH(β) ≈ gSHB (β) ∀β < β∗, (18)
up to an error exponentially small in the distance r.
As the physical application, the approximation (18)
can be used to assign a temperature to S by just knowing
the state of B. This idea extends the intensiveness of
temperature to non-critical interacting quantum systems.
With respect to the critical case, in 1+1 dimensions,
conformal symmetry completely dictates how correlation
functions behave and how local expectation values of lo-
cal observables of infinite systems differ from those taken
for finite ones. Hence, conformal field theory establishes
that
Tr
[
O g(β)
]− Tr[O g(β,H0)] ' 1
ry
(19)
up to higher order terms, where y is the scaling dimen-
sion of the operator HE [45, 46]. If HE is a standard
Hamiltonian term, in the sense that the system is homo-
geneous, its leading scaling dimension is y = 2.
In what follows, the same idea leads to a computational
application: The state on S can be simulated by only
calculating the state on B. If one wants to simulate the
global thermal state then one can resort to certain tensor
network approximations discussed in the next section.
C. Classical simulatability of many-body quantum
systems
A naive approach for the classical simulation of many-
body quantum systems requires an amount of resources
(memory and time) that scales exponentially in the sys-
tem size. However, in many cases, smart classical meth-
ods allow for the simulation of quantum systems by only
employing polynomial resources. A powerful family of
these methods for interacting quantum systems relies on
so-called tensor networks, see [20] for an introduction. A
key to the success of these methods is to find computation
friendly parametrizations of quantum many-body states
X1
j1
i1
X2
j2
i2
X3
j3
i3
X4
j4
i4
X5
j5
i5
X6
j6
i6
Figure 3. Graphical MPO representation of an operator ρ
on a six site spin-chain. Each site v ∈ V = [6] is associated
with a tensor Xv ∈ CD(v−1) ⊗ L(Hv) ⊗ CD(v) with bond di-
mensions D(v), where D(0) = D(6) = 1. The components
ρ(i1,i2,...,i6),(j1,j2,...,j6) are given by the displayed tensor net-
work, which is given by contracting the X(v) over each pair
of bond indices in {1, 2, . . . , D(v)}.
that have limited correlations. The most prominent class
of states are matrix product states (MPS), which usually
represent state vectors in the Hilbert space of n spins.
The operator analogue of MPS are matrix product oper-
ators (MPOs), see Figure 3 for a rough definition. Prac-
tically, they can be used to (approximately) represent
density matrices [47, 48].
Hastings has used a certain cluster expansion method
to show that thermal spin lattice states can also be ap-
proximated by MPOs [33, Section V], see also [12, Sec-
tion III.C]. After this cluster expansion method has been
formalized [12] the MPO approximation was improved
and made efficient by Molnár et al. [19].
For the cluster expansion one starts by expanding the
exponential series of e−βH and the Hamiltonian sum (1)
as
e−βH =
∞∑
j=0
∑
w∈Ej
(−β)j
j!
h(w), (20)
where h(w) := hw1hw2 . . . hwj . It can be made rigor-
ous that correlations of range L in the thermal state are
due to those terms h(w) where w ∈ Ej contains long
connected regions in the graph (V, E) of size at least L
[12, 33]. The idea underlying the MPO approximation of
the thermal state is to drop those terms in the series (20).
Then one can show that the resulting operator approx-
imates the thermal state for small inverse temperatures
β < 2β∗ with β∗ from Eq. (7) 1 and is an MPO, where
the size of the single tensors is determined by L [12, The-
orem 3]. By an improved smart choice of selecting the
terms in the series (20) one can algorithmically obtain an
improved MPO approximation to thermal states where
the size of the MPO tensors scales polynomially in the
system size [19].
The efficient MPO approximation of thermal states
[19] naturally has implications on the simulatability of
1 The discrepancy of the factor of 2 in the inverse temperature
bound is due to considering two copies of the system in the proof
of Theorem 1.
7thermal states. Tensor network methods work best for
spin-chains, i.e., in one spatial dimension. Here, the
MPO approximation allows for efficient classical simula-
tion including, e.g., the efficient approximation of MPO
observables.
As a last remark we comment on the positivity of
MPOs. In general, one cannot practically check whether
or not an MPO is positive-semidefinite and, hence, can
be a density operator [49]. However, for the thermal state
MPO approximations one can easily circumvent this is-
sue by first approximating e−βH/2 and then squaring the
MPO at the cost of squaring the bond dimension [33].
D. Phase transitions
Expectation values and thermodynamic potentials of
thermal states of finite systems are differentiable with re-
spect to the Hamiltonian couplings and do not have non-
analyticities. In contrast, in nature, we observe abrupt
changes and discontinuities of the thermodynamic poten-
tials and their derivatives. The solution to this apparent
contradiction relies in the fact that these discontinuities
only appear in the limit of infinitely large system sizes,
usually denoted as the thermodynamic limit. This is ac-
tually one of the reasons why it is so difficult to prove
the existence of phase transitions.
Hence, showing some behaviour for the scaling of the
covariance for any system size can help to discard the ex-
istence of phase transitions. This is the case of the clus-
tering of correlations proven in Theorem 1. It discards
the possibility of a phase transition above the critical
temperature, i.e. where β < β∗ [12].
In this context, it is interesting to mention the exis-
tence of spontaneous magnetization at sufficiently low
temperatures β > βFSS in a relevant family of spin sys-
tems in 3 or more spatial dimensions [23]. This family of
models includes Hamiltonians as the XX model and the
Heisenberg antiferromagnetic model with spin 1, 3/2,. . .
The threshold temperature βFSS has a non-trivial expres-
sion given in Ref. [23]. Note that the above statement si-
multaneously discards the existence of phase transitions
at the very low temperature regime, β < βFSS, for this
type of models, and ensures the existence of a critical
point below the disordered phase such that its Curie in-
verse temperature fulfills βFSS > βc > β∗.
V. ENERGY DISTRIBUTION OF THERMAL
STATES
Another important property of thermal states is their
energy distribution. The mean energy of a thermal state
is given by
U(T ) := Tr
(
Hg(T−1)
)
. (21)
For or short ranged Hamiltonians this quantity scales as
the volume N = |V|. It is then common to use the energy
density, which is defined as the energy per site,
u(T ) := U(T )/N. (22)
A first question is what the qualitative relation be-
tween energy and temperature is. The heat capacity and
specific heat capacity of the system at temperature T are
the quantities that tell us how much energy is necessary
to increase the temperature of the system by one unit
and are defined as
C(T ) :=
dU(T ′)
dT ′
∣∣∣∣
T ′=T
, c(T ) :=
du(T ′)
dT ′
∣∣∣∣
T ′=T
, (23)
respectively. A straightforward calculation leads to the
identity
C(T ) =
∆E(T )2
T 2
> 0 , (24)
where ∆E2(T ) = Tr[H2g(β)]− (Tr[Hg(β)])2 is the vari-
ance of the energy. Two salient comments regarding
Eq. (24) are in order. First, the positivity of the heat
capacity shows that energy is a monotonically increasing
function of temperature for any system, matching with
our daily life intuition. This is in fact the reason why the
energy-entropy diagrams presented in the book chapter
[7] are convex, which is a crucial property to have a non-
trivial theory of thermodynamics.
Second, we can see in Eq. (24) that the energy fluc-
tuations of a thermal state do not scale with the energy
of the system but with its square root. In other words,
the energy distribution of thermal states becomes rela-
tively thinner and thinner as the system size increases,
and this happens irrespective of the Hamiltonian of the
system. Note that this property is necessary in order for
an equivalence of ensembles to be possible. This issue is
discussed in Section VI.
It is interesting to point out that systems that are out
of equilibrium and have a wide energy distribution cannot
thermalize, that is, cannot equilibrate towards a Gibbs
state. This is a consequence of the fact that the energy
distribution of a system does not vary during the evo-
lution and thermal states have relatively small energy
fluctuations.
If we now focus on the relevant family of states that
have a finite correlation length, it is even possible to show
that the energy distribution converges to a Gaussian with
increasing system size [21, 50].
Below, we state the latest result [21] applied to 2-local
Hamiltonians, i.e., to Hamiltonians on cubic lattices. A
cubic interaction graph has a vertex set V = [n]D and
two sites v, w ∈ [n]D are connected if∑Di=1 |vi−wj | = 1;
see Figure 1 for D = 2.
Theorem 6 (Berry-Esseen bound [21, Lemma 8]).
Let H be a Hamiltonian (1) with cubic interaction graph
[n]D with N := nD sites and ρ a state with (ξ, z)-
8exponentially decaying correlations (17). Moreover, let
F (x) =
∑
k:Ek≤x
〈k|ρ|k〉 , (25)
µ = Tr(ρH) , (26)
σ2 = Tr
(
ρ(H − µ)2) (27)
and define the Gaussian cumulative distribution function
with mean µ and variance σ2 by
G(x) =
1√
2piσ2
∫ x
−∞
dy −
(y−µ)2
2σ2 . (28)
Then
sup
x
|F (x)−G(x)| ≤ C ln
2d(N)√
N
, (29)
where C is a constant that depends only on ξ, x, and the
local Hilbert-space dimension.
Hence, the distance between the cumulative distribu-
tions F and G can be made arbitrarily small in L∞-norm
for sufficiently large system sizes N . Note that the theo-
rem all states with clustering of correlations, irrespective
of being thermal.
The Gaussian distribution has an exponential decay
outside an energy windows of a width scaling as σ ∼ √N .
Hence, the theorem also suggests such a decay for states
with (ξ, z)-exponentially decaying correlations. How-
ever, the error term in Eq. (29) scales like O˜(1/
√
N)
and, hence, such a decay is not implied. However, a
(sub)exponential decay can be guaranteed using a ver-
sion of a non-commutative Chernoff-Hoeffding inequality
[51–53].
Let us now insert in Eq. (25) the maximally mixed
state ρ = 1/d, with d being the dimension of the Hilbert
space. Then, F (x) becomes
F (x) =
1
d
∫ x
−∞
∑
k
δ(E − Ek) dE (30)
which is nothing but the cumulative distribution of the
density of states. As the maximally mixed state is a
product state, a corollary of Theorem 6 is that short-
ranged Hamiltonians have a density of states that tends
to a Gaussian in the thermodynamic limit.
VI. EQUIVALENCE OF ENSEMBLES
The question of equivalence of ensembles (EoE) has a
long tradition in statistical physics. Gibbs stated that,
in the thermodynamic limit, an observable has the same
average value in both the canonical and the microcanon-
ical ensemble [54, Chapter 10]; see also Ref. [55] for a
recent rigorous treatment of classical systems. The ar-
gument given by Gibbs is that the energy fluctuations of
E −∆ E + ∆
E E′
p(E′)
Figure 4. The microcanonical energy distribution. The
microcanonical uE,∆ state is the corresponding maximally
mixed state on energy subspace given by energies E′ with
|E − E′| ≤ ∆, i.e., given by the density matrix diagonal in
the energy eigenbasis and with eigenvalues given by the mi-
crocanonical energy distribution.
the canonical ensemble (relatively) vanish in the limit of
infinitely large systems.
In classical systems, the microcanonical ensemble de-
scribes systems at equilibrium with a well defined energy
E. It assigns the same probability to all the configura-
tions of the system (points in phase space) compatible
with that energy.
In quantum theory, however, for systems with a dis-
crete energy spectrum, the classical definition of micro-
canonical ensemble breaks down, since there often is, if
any, only a single physical configuration for a given en-
ergy. Hence, in quantum systems the notion of micro-
canonical states needs to be slightly changed and the
system is not considered to have a well defined energy
but a uniform distribution within a narrow energy win-
dow of width 2∆. More specifically, the microcanonical
ensemble or microcanonical state uE,∆ of a quantum sys-
tems is defined as the completely mixed state within the
energy subspace spanned by all the eigenvectors with en-
ergy |Ek − E| ≤ ∆ (see Fig. 4).
Let us mention that the microcanonical ensemble is
equivalent to the principle of equal a priori probabili-
ties, which states that, once at equilibrium, the system is
equally likely to be found in any of its accessible states.
This assumption lies at the heart of statistical mechanics
since it allows for the computation of equilibrium expec-
tation values by performing averages on the phase space.
However, there is no reason in the laws of mechanics (and
quantum mechanics) to suggest that the system explores
its set of accessible states uniformly. Therefore, the equal
a priori probabilities principle has to be put in by hand.
One of the main insights from the field of quantum
information theory to statistical mechanics is the sub-
stitution of the equal-a-priori-probabilities-postulate by
the use of typicality arguments [56, 57]. This issue is
discussed in detail in [1, Chapter 17].
An equivalence of ensembles statement says that a
certain state is locally indistinguishable from a ther-
mal state with the right temperature. Such statements
are often shown for the microcanonical state uE,∆, see
Refs. [21, 22, 58] investigations of quantum lattice sys-
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Theorem 7 (EoE [21, Theorem 1, special case]). Let
g(1/T ) be the thermal state of a Hamiltonian (1) with
cubic interaction graph [n]D and with energy density
u(T ) (22) and specific heat capacity c(T ) (23) with (ξ, z)-
exponentially decaying correlations (17).
Let ueN,δ√N be the microcanonical state with mean en-
ergy density e specified by
|e− u(T )| ≤
√
c(T )T 2√
N
(31)
and energy spread δ
√
N specified by
C1
ln(N)2D√
N
≤ δ√
c(T )T 2
≤ 1 , (32)
where N := nD denotes the volume and C1 a constant.
Then, for a linear system size scaling as n ∈ Ω˜(lD+1/2),
∥∥∥τSle,δ − g(1/T )Sl∥∥∥
1
≤  (33)
for any cube Sl of edge length l.
All implicit constants and C1 depend on the tempera-
ture T , the correlation decay (ξ, z), and the spatial and
Hilbert space dimension D and d (explicitly given in
Ref. [21]).
This theorem tells us that for an energy window that
needs to have a width scaling roughly as ∆ = δ
√
N ∼√
N and matching median energy E = eN ≈ U(T ) the
microcanonical state is locally indistinguishable from the
thermal state whenever the total system large enough.
The original statement [21, Theorem 1] is more gen-
eral (but also more technical): (i) it also holds for k-local
Hamiltonians (k-body interactions) and (ii) for systems
that are not translation-invariant. In the case of (ii) the
trace distance (33) needs to be replace with a trace dis-
tance averaged over all translates of the cube Sl = [l]D.
This means that the EoE statement holds in most regions
of the non-translation invariant lattice.
The proof [21] of Theorem 7 is based on an information
theoretic result for quantum many-body systems: If a
state ρ has (ξ, z)-exponentially decaying correlations and
τ is another state such that the relative entropy S(τ‖ρ)
has a certain sub-volume scaling then τSl ≈ ρSl on aver-
age over all cubes of edge length l. The approximation
error depends on the explicit scaling of S(τ‖ρ). Then
a bound on S(uE,∆‖g(β)) is proven. For this proof the
Berry-Esseen bound Theorem 6 is derived.
VII. CONCLUSIONS AND OUTLOOK
In this chapter we have reviewed several properties of
thermal states of spin lattice Hamiltonians. We have seen
that, in a regime of high temperatures and for gapped
Hamiltonians at zero temperature, equilibrium states ex-
hibit an exponential cluster-This fast decay of the cor-
relations can be exploited in several ways. It allows for
locally assigning temperature to a subsystem even in the
presence of interactions, as well as for approximating ex-
pectation values of local operators in infinite systems by
means of finite ones. Furthermore, clustering of corre-
lations in the high temperature regime discards the ex-
istence of phase transitions within that regime and im-
plies that thermal states can be efficiently represented
by means of matrix product operators. We have finally
seen that states with a finite correlation length have a
Gaussian energy distribution and, in the case that they
are thermal, cannot be distinguished by local observables
from the microcanonical ensemble, fleshing out in such a
way the equivalence of ensembles.
Let us conclude the chapter by mentioning the prob-
lems that we consider relevant in the field and still re-
main open. One of the issues where progress seems to
be very difficult is the extension of the well established
theorems that logically connect area-law for the entan-
glement entropy, gapped Hamiltonian, and exponential
clustering of correlations to a number of spatial dimen-
sions higher than one. We also noticed a lack of results
in the direction of understanding how much correlated
thermal states of local Hamiltonians can be. More ex-
plicitly, how far concrete models are from saturating the
area law for the mutual information. While there has
been an important effort to contrive local Hamiltonians
with highly entangled ground states, little is known for
thermal states.
Completely new physics is expected to appear if one
goes beyond the assumption of short ranged interactions.
In this respect, a class of relevant models that both ap-
pears frequently in nature and can be easily engineered,
e.g. in ion traps, are systems with long range interactions.
For those, most of the questions discussed above are un-
explored. As it already happened for the Lieb-Robinson
bounds [59–61], some of the above properties, e.g. some
type of clustering of correlations, could, at least in spirit,
be reproduced. Indeed, for fermionic spin lattices an al-
gebraic correlation decay can be shown for power-law in-
teractions at non-zero temperature [62].
An interesting feature of systems with long range inter-
actions is that they do not have a finite correlation length
and thereby the results on equivalence of ensembles pre-
sented above cannot be applied. This opens fundamental
questions in the field of equilibration of closed quantum
systems, since it is not obvious that the canonical ensem-
ble will be an appropriate description of the equilibrium
state [63]. The challenge of the equivalence of ensem-
bles for states with a power law decay of the correlations
yields another relevant question in the field.
Other than extending EoE statements to long range
interactions it is also important to extend them to larger
classes of states. Often, states in quantum experiments
arise from quenched dynamics and is a largely open and
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challenging problem to characterize the thermalization
behaviour. Part of the problem is the equivalence of the
equilibrium state (given by an infinite time average [56])
and the thermal state. For non-critical systems such a
statement can indeed be proven [64].
Thermal states have been introduced at the beginning
of this book chapter as states that maximize the von
Neumann entropy given the energy as conserved quan-
tity. However, in many relevant situations, in particular
for integrable models evolving completely isolated from
their environments (closed system dynamics), it is well
known that the thermal state is not a good description
of the equilibrium state. These type of systems require to
consider additional conserved quantities and their equi-
librium state is given by the so called Generalized Gibbs
Ensemble (GGE), which is the state maximizing the en-
tropy given a set of conserved quantities. In the recent
years, several studies on the laws of thermodynamics
when GGE states are taken as heat baths have been real-
ized (see the book chapter [65]). However, their intrinsic
properties are in general completely unknown: scaling of
the correlations, the shape of the energy distribution, or
the locality of the Lagrange multipliers (e.g. temperature
and chemical potential). Characterizing these properties
constitutes an extensive research endeavor.
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