In this paper we discuss necessary and sufficient conditions for different minimax results to hold using only linear programming duality and the finite intersection property of compact sets. It turns out that these necessary and sufficient conditions have a clear interpretation within zero-sum game theory. In the last section we apply these results to derive necessary and sufficient conditions for strong duality for a general class of optimization problems. keywords: Minimax theory, finite dimensional separation, game theory, Lagrangian and linear programming duality.
Introduction.
Let A and B be nonempty sets and f : A × B → R a given function. Since in this paper we consider Borel probability measures on A and B we assume without much loss of generality that A and B are topological spaces with Borel σ-algebras A and B. A minimax result for the function f defined on A × B is a theorem which asserts that inf b∈B sup a∈A f (a, b) = sup a∈A inf b∈B f (a, b).
It is well known that the above equality has important implications in game theory and optimization. In general it is only possible to show that inf b∈B sup a∈A f (a, b) ≥ sup a∈A inf b∈B f (a, b) and due to the importance of this equality a lot of papers have appeared in the literature (for an extensive survey see [19] and for a more restrictive one see [7] ) introducing sufficient conditions on the function f and the sets A and B for the reverse inequality to hold. To verify this a lot of different proof techniques have been used. Among the most important proof techniques are fixed point theorems, techniques from topology (connectedness) and versions of the Hahn-Banach theorem in finite and infinite dimensional topological vector spaces. The purpose of this paper is to derive for the above and some other related minimax results necessary and sufficient conditions on the function f and the sets A and B. At the same time we have tried to use elementary mathematics and keep the proofs as simple as possible. It turns out for the proof of these necessary and sufficient conditions that we only need either the separation result for finite dimensional disjoint convex sets (Hahn-Banach theorem in finite dimensional vector spaces) or the duality theorem of linear programming and some standard result on compact sets and lower semicontinuous functions. To introduce the other minimax results and their necessary and sufficient condition we first define the notion of a mixed strategy. For any set A let P F (A) denote the convex set of all probability measures on A with finite support. If a represents the onepoint probability measure concentrated on the point a ∈ A, this means by definition that λ belongs to P F (A) if and only if there exists some finite set {a 1 , ..., a m } ⊆ A and a vector s(λ) := (s 1 (λ), ..., s m (λ)) satisfying
s i (λ) = 1 and s i (λ) > 0, 1 ≤ i ≤ m.
(1) Within game theory (cf. [11] ) the set P F (A) is known as the set of mixed strategies available to a player having set A as its set of pure strategies. To clarify this name we observe that a player selecting the probability measure λ given by relation (1) will use the pure strategy a i with probability s i (λ), 1 ≤ i ≤ m. A larger set of strategies is given by the convex set P(A) of Borel probability measures on A. To extend the minimax result involving the pure strategy sets A and B to a minimax result involving the strategy sets P(A) and P(B) we first extend the function f to the larger domain P F (A) × P F (B). Therefore introduce for any real valued function h defined on A × B the function h e : P F (A) × P F (B) → R given by 
with λ ∈ P F (A) given by relation (1) 
with λ represented by relation (1) . Finally, if we extend the function h to the largest domain P(A) × P(B), we assume that the function h belongs for every µ ∈ P(B) and λ ∈ P(A) to the set L 1 λ⊗µ (A × B) of Borel measurable functions on A × B (measurable with respect to the Borel product σ-algebra A⊗B), which are Lebesgue absolutely integrable with respect to the Borel product measure λ ⊗ µ. In this case it is well known for any h belonging to L 1 λ⊗µ (A × B) that the Fubini theorem holds (cf. [1] , [15] ) and so it follows that
The function h e : P(A) × P(B) → R is now defined by
and by relation (4) it follows that the function h e is convex and concave in both arguments. Also for every µ ∈ P(B) and λ ∈ P F (A) the definition in relation (5) reduces to the definition in relation (3). The same holds for relation (5) and relation (2) in case µ ∈ P F (B) and λ ∈ P F (A). Since the set A and B can be identified with the set of one point probability measures ( a ) a∈A and ( b ) b∈B it is obvious by relation (2) that the function h e is indeed an extension of the function h. Consider now the following different minimax results given by
In the next section it will be verified that the minimax results considered in the above relations satisfy the following chain of strict inclusions
In this paper we derive in Section 2 for the minimax results mentioned in relations (7) up to (10) a necessary and sufficient condition on the function f and the sets A and B. In section 3 we apply the minimax results of Section 2 to derive results for the special case of Lagrangian duality in optimization.
To derive a necessary and sufficient condition for the different minimax results we need the following well-known minimax theorem. For completeness an elementary proof of this result based on the separation theorem for finite dimensional convex sets is included. Before mentioning this minimax theorem we introduce the vector e := (1, ...., 1) belonging to R n and the (n − 1) dimensional unit simplex ∆ n ⊆ R n given by ∆ n := {α ∈ R n : α e = 1, α ≥ 0}.
Moreover, the set R n − denotes the non positive orthant {x ∈ R n : x ≤ 0} of R n .
Lemma 1 If C ⊆ R n is a convex set, then it follows that
Proof. It is obvious that
To show that we actually have an equality in relation (11) we assume by contradiction that
Introduce now the mapping H : C → R n given by H(
If we assume that H(C) ∩ R n − is nonempty there exists some x 0 ∈ C satisfying x 0 − βe ≤ 0. This implies max α∈∆n α x 0 ≤ β and we obtain a contradiction with relation (13) . Therefore H(C)∩R n − is empty and since both sets are convex we may apply the separation result for finite dimensional disjoint convex sets (cf. [16] ). Hence one can find some α 0 ∈ ∆ n satisfying α 0 x − β ≥ 0 for every x ∈ C and using also the definition of γ listed in relation (12) this implies that
Hence we obtain a contradiction with relation (13) and the desired result is proved.
Since it holds that max α∈∆n α x = max{x 1 , ..., x n } for every x ∈ R n with x i the ith component of the vector x an equivalent formulation of Lemma 1 is given by
for any convex set C ⊆ R n . Using Lemma 1 it is possible to give a short proof of Wald's minimax result. However, before discussing this result and its proof, let F(A 0 ) be the set of all finite subsets of the set A 0 ⊆ A and denote by |J| the cardinality of the set J ∈ F(A 0 ). Moreover, introduce on the set P(J), J ∈ F(A) of all probability measures concentrated on J a topology τ J with a neighborhood base of µ ∈ P(J) given by the collection
Since the set P(J) is isomorphic with ∆ |J| and ∆ |J| ⊆ R |J| is compact in the Euclidean topology we obtain that P(J) is compact in the topology τ J . Moreover, by the definition of P(J) we obtain that
with co(C) denoting the convex hull of a set C and this shows that P(J) is a convex compact set. Also it is easy to verify by the definition of
An immediate consequence of Lemma 1 is the well-known Wald's minimax theorem. This result was already proved by Wald (cf. [23] , [7] ) by means of a more complicated approach.
Lemma 2 For every set J belonging to F(A) it follows that
Proof. Let J belong to F(A) and introduce the mapping L : P F (B) → R |J| given by L(µ) := (f e ( a , µ)) a∈J .
Clearly the functions µ → f e ( a , µ), a ∈ J are both convex and concave on P F (B) and by the convexity of the set P F (B) this implies that the range L(P F (B)) ⊆ R |J| is a convex set. Applying now relation (15) and Lemma 1 yields
Moreover, since the function λ → f e (λ, µ) is convex for every µ ∈ P F (B), it follows that
for every µ ∈ P F (B),while by the concavity of the function µ → f e (λ, µ) for every λ ∈ P(J) we obtain that
for every λ ∈ P(J). This completes the proof.
For readers more familiar with the theory of linear programming an alternative proof of Wald's minimax theorem is also provided. Besides the strong duality theorem of linear programming we also need in this alternative proof a well known special case of a result on so-called infcompact functions. Before mentioning this result we first introduce the following definition (cf. [2] ).
In case B is a Hausdorff topological space it can be shown (cf. [17] ) that any compact set is closed and so an inf-compact function on a Hausdorff topological space is lower semicontinuous. For inf-compact functions the next result is well-known (cf. [2] ).
Lemma 4
If the functions f (a, .) : B → R are lower semicontinuous for every a ∈ A and there exists some set J 0 ∈ F(A) such that the function max a∈J0 f (a, .) is inf-compact, then it follows that
Moreover, in both expressions the inf is attained and so we may replace inf by min in relation (19) .
In the next section the well-known Slater condition in optimization theory is shown to be equivalent with the inf-compactness of the Lagrangian function and so Lemma 4 is useful in the next section. A symmetrical version of relation (19) is now given by (20) and this holds if the functions f (., b), b ∈ B are upper semicontinuous on A and there exists some set I 0 ∈ F(B) such that the function min b∈I0 f (., b) is sup-compact. In this case it follows that the sup is attained in both expressions and so we may replace sup by max in relation (20) . Since in any compact space a closed subset of a compact set is compact (cf. [17] ) it follows that the conditions of Lemma 4 are satisfied if the topological space B is compact and the functions f (a, .), a ∈ A are lower semicontinuous. This well known special case of Lemma 4 will be used in the next proof. Observe now for every I ∈ F(B) and J ∈ F(A) that the optimization problem min µ∈P(I) max a∈J f e ( a , µ)
is a linear programming problem and applying the strong duality theorem for linear programming (cf. [4] ) we obtain von Neumann's minimax result (cf. [21] , [22] ) given by
Applying now the first equality in this proof yields
Moreover, by the compactness of the convex set P(J) (with respect to the topology τ J ) for any J ∈ F(A) and λ → f e (λ, b ) is continuous on P(J) for every b ∈ B, it follows by relation (20) replacing the set A by P(J) and the function f
and so we obtain
Finally by relations (17) and (18) Wald's minimax result is verified.
In Wald's minimax result we do not assume anything except that the function f is finite valued. If we additionally assume that the functions f (a, .), a ∈ A belong to L 1 µ (B) for every µ ∈ P(B), then the following result holds.
Lemma 5
If the functions f (a, .), a ∈ A belong to L 1 µ (B) for every µ ∈ P(B), then one may replace in Lemma 2 everywhere the set P F (B) by P(B) without changing any values.
for every λ ∈ P F (A). Moreover, by relation (21) we obtain
By Lemma 2 and max λ∈P(J) f e (λ, µ) = max a∈J f e ( a , µ) for every µ ∈ P(B) the desired result follows.
Although mentioned in Lemma 5 we list for further reference the useful observation that for any f satisfying the conditions of Lemma 5 it holds that
for any J ∈ F(A). Applying relation (16) we obtain the following useful implication of Wald's minimax result and its related version given by Lemma 5.
Lemma 6 For any function
Moreover, if the functions f (a, .), a ∈ A belong to L 1 µ (B) for every µ ∈ P(B), then we may replace in the above equality without changing any values the set P F (B) by P(B).
Proof. The first, respectively second part of this lemma is an immediate consequence of Lemma 2, respectively Lemma 5 and relation (16) .
To derive a natural necessary and sufficient condition for the equality in relation (7) we introduce the following class of functions.
and the above expressions are well defined.
If the function f satisfies the conditions of Lemma 5 it follows by relation (22) that f belongs to A if and only if
µ).
A game theoretic interpretation of the payoff function f belonging to the set A is given by the observation that for player 1 using strategy set P(B) and the minimax approach it does not make any difference whether his opponent given by player 2 selects a pure strategy from the set A or first considers all finite subsets of A and then selects from one of these finite subsets his pure strategy. It is now easy to show the following result.
Theorem 8
If the functions f (a, .), a ∈ A belong to L 1 µ (B) for every µ ∈ P(B), then it follows that relation (7) , given by
holds if and only if the function f belongs to the set A.
Proof. Since the equality in relation (7) is the same as
the result follows immediately by the second part of Lemma 6.
In the next lemma we list for the minimax result in relation (7) some sufficient topological conditions on f and the set B. To verify this result we need some standard results from the theory of Radon measures.
Lemma 9
If the functions f (a, .), a ∈ A are lower semicontinuous and belong to L 1 µ (B) for every µ ∈ P(B) and the set B is a compact Hausdorff space, then it follows that the minimax result in relation (7) holds.
Proof. By Theorem 8 we need to check that the function f belongs to the set A. To verify this we first observe using the Riesz representation theorem (cf. [17] ) that the normed linear space of all finite signed Borel measures (M(B), . tv ) with . tv denoting the total variation norm is isomorf with the dual space (equipped with the operator norm) of the set of all continuous real valued functions on the compact Hausdorf space B. This implies by the Banach Alaoglu theorem that the unit ball S := {µ ∈ M(B) : µ tv ≤ 1} is compact in the weak * topology and since the convex set P(B) ⊆ S is a closed subset of S (in the weak * topology) we obtain that P(B) is compact in the weak * topology. Moreover, since the functions f (a, .), a ∈ A, are lower semicontinuous it can be shown (cf. [6] , [3] ) that the function
is lower semicontinuous (in the weak * topology) for every a ∈ A. Hence the conditions of Lemma 4 with B replaced by P(B) and f by f e ( a , µ) are satisfied and so it follows that
or the function f belongs to A.
To derive a natural necessary and sufficient condition for the equality in relation (8) we introduce the following class of functions.
µ).
A game theoretic interpretation of the payoff function f belonging to the set B is given by the observation that for player 1 using the mixed strategy set P F (B) and the minimax approach it does not make any difference whether his opponent given by player 2 selects a pure strategy from the set A or first considers all finite subsets of A and then selects from one of these finite subsets his pure strategy. If we know additionally that the set B is a compact Hausdorff space and the functions f (a, .), a ∈ A are lower semicontinuous and belong to L 1 µ (B) for every µ ∈ P(B), then the definition of the set B can be simplified. If this holds we know by relation (22) and Lemma 9 that
and so under the above conditions we obtain that
Observe in this case the game theoretic interpretation of the set B becomes easier and is given by the observation that player 1 using the strategy set P(B) can restrict himself to the strategy set P F (B). One can now show the following result.
Theorem 11 It follows that relation (8) , given by
holds if and only if the function f belongs to B.
Proof. Apply a similar proof as in Theorem 8 and use the first part of Lemma 6.
The minimax result listed in relation (8) is of importance in the theory of zero-sum games. It states that both players should use the set of mixed strategies to achieve the (maybe not attainable) value of a zerosum game. If the function f is continuous on A × B and the sets A and B are compact sets in a metric space Ville (cf. [20] , [7] ) showed that relation (8) holds. Applying the result that any continuous function on a compact set in a metric space is uniformly continuous (cf. [13] ) it is easy to verify that the function f belongs to the set B and so Ville's minimax result follows from Theorem 11. To derive a necessary and sufficient condition for the equality in relation (9) we introduce the following class of functions. A game theoretic interpretation of the payoff function f belonging to the set C is given by the observation that for player 1 using the mixed strategy set P F (B) and the minimax approach it does not make any difference whether his opponent given by player 2 selects a pure strategy from the set A or first considers all finite subsets of A and then selects from one of these finite subsets his pure strategy. Moreover, the payoff function for player 1 is such that his mixed strategy set is always dominated by his pure strategy set. This means that player 1 can restrict himself to the set of pure strategies instead of using the set of mixed strategies. By relation (23) we obtain for B a compact Hausdorff space and the functions f (a, .), a ∈ A are lower semicontinuous and belong to L Again in this case the game theoretic interpretation of the set C becomes easier and is given by the observation that player 1 using the strategy set P(B) can restrict himself to the pure strategy set B. One can now show the following result. Observe a sufficient condition for the listed minimax result was discussed in [12] .
Theorem 13 It follows that relation (9) , given by
holds if and only if the function f belongs to C.
Proof. The equality in relation (9) is the same as
Applying now the first part of Lemma 6 yields the desired result.
Finally we derive a necessary and sufficient condition for a minimax result involving the pure strategy sets A and B.
Definition 14 The function f :
A game theoretic interpretation of the payoff function f belonging to the set C is given by the observation that for player 2 using the mixed strategy set P F (A) and the minimax approach his mixed strategy set is always dominated by his pure strategy set. This means that player 2 can restrict himself to the set of pure strategies instead of using the set of mixed strategies. One can now show the most useful minimax result. Proof. If the function f belongs to the set C ∩ D then by Theorem 13 we obtain that
To show the reverse implication consider an arbitrary λ belonging to P F (A). By relation (16) there exists some J 0 ∈ F(A) such that λ ∈ P(J 0 ) and this implies
Applying the minimax equality yields
Since the reverse inequality trivially holds we obtain
or the function f belongs to D. Again by the minimax equality and (24) we obtain
and this shows by Theorem 13 that the function f belongs to C.
This concludes our discussion of the necessary and sufficient conditions for the different minimax results. We will now investigate in the next subsection in more detail these different function classes and show how they are related.
On the relations between the different minimax results.
In this subsection we investigate in more detail the relations between the different minimax results given by relations (6) up to (10). Introducing the notation L i and R i for the left and right-hand side of relation (i) we obviously obtain that
This implies that (10) ⇒ (9) ⇒ (8) ⇒ (7) ⇒ (6).
Below we show by means of some counterexamples that none of the arrows in relation (25) can be reversed. In the first counterexample we show an instance for which (9) holds and (10) does not hold.
Example 16 Let
. and so (10) does not hold. Since L 10 = L 9 = 2 −1 and it is obvious to check that R 9 = 2 −1 , we obtain that (9) holds.
For this bifunction we have
In the next counterexample we show an instance for which (8) holds and (9) does not hold.
Example 17 Take
Consider now the probability measure λ * ∈ P F (A) given by λ * = 2 −1 a1 + 2 −1 a2 with a 1 = 0 and a 2 = 1. It is easy to check that
and so it follows that R 9 ≥ 2 −1 . Moreover, we observe by the definition of the sets A and B that
Since we already know that L 8 ≥ R 9 = R 8 and R 9 ≥ 2 −1 we obtain
It is now easy to check that L 9 = 1 and hence we have found an instance for which (8) holds and (9) does not hold.
In order to construct an instance for which (7) holds and (8) does not hold we first need to introduce the set C 0 of all (real valued) sequences converging to 0. It is well-known that the space C 0 endowed with the norm
(26) One can now show the following lemma.
Lemma 18
The function f listed in relation (26) belongs to L 1 λ⊗µ for every λ ∈ P(A) and µ ∈ P(B).
Proof.
Since the function f is bounded it is sufficient to verify that f is Borel measurable. Clearly the set A × B is closed in C 0 × R and so it is Borel-measurable. To show that the function f is Borel-measurable on A × B it is sufficient to check that the set
is measurable. Its complementary set will then be measurable by the definition of a σ-algebra. To verify that S is Borel measurable we show that it is closed. Let (a n , b n ) be an arbitrary sequence in S converging to (a, b). We have to prove that there exists some k ∈ N such that b = a k . By our assumption a n → a in C 0 and b n → b in R and so lim n↑∞ ||a n − a|| = lim n↑∞ sup k∈N |a n k − a k | = 0. Since for each n ∈ N there exists some k such that b n = a n k consider for each fixed n ∈ N the smallest index k(n) satisfying b n = a n k(n) . Due to
We now distinguish the following two cases: If the sequence (k(n)) n∈N is bounded and so it takes only a finite number of distinct values there exists a constant subsequence (k(n i )) i∈N with n 1 < n 2 < n 3 < ... of the sequence (k(n)) n∈N . This means that k(n i ) = k 0 for every i ∈ N and so a k(ni) = a k0 for every i ∈ N. Hence by relation (27) we obtain that a k0 = b and so the vector (a, b) belongs to S. If, on the other hand, the sequence (k(n)) n∈N is unbounded, i.e. lim n→∞ k(n) = ∞, there exists a strictly increasing subsequence (k(n i )) i∈N of (k(n)) n∈N , i.e. k(n 1 ) < k(n 2 ) < k(n 3 ) < ... (27) and a belongs to the Banach space C 0 we obtain that lim i→∞ a k(ni) = b = 0. Since by the definition of set A we know that a n 1 = 0 for every n ∈ N , it follows that a 1 = 0 and so (a, b) belongs to S. This completes the proof of the lemma.
Again by relation
We will now list the counterexample for which (7) holds and (8) 
Since the set [0, 1] contains more than a countable number of elements one can now choose a number b ∈ [0, 1] such that none of the above sequences a i , 1 ≤ i ≤ m, contain this number. Using this number and the definition of f it can be easily seen that Introducing the element a 0 := (0, b 1 , ..., b p , 0, 0, ...) ∈ C 0 it is obvious by the definition of f that
Since f is bounded by 1 this shows that
and so we have verified that (8) does not hold. To see that (7) holds, observe that R 7 = R 8 = 0 and let µ 0 be the Lebesgue measure on [0, 1]. Obviously µ 0 ∈ P(B) and since for every a ∈ A the function f (a, .) takes the value 1 on a countable set and zero elsewhere and by Lemma 18 f belongs to L 1 λ⊗µ for every λ ∈ P(A) and µ ∈ P(B), we obtain
for every a ∈ A. Hence it follows that L 8 = 0 and so (8) holds.
We now list an instance for which (6) holds and (7) does not hold. for every µ ∈ P F (B). Using now relations (28) and (29) we obtain that
Example 20 Let
A := [0, 1] and B := {(b k ) k∈N ∈ C 0 : b 1 = 0} and introduce the function f : A × B → R given by f (a, b) = 0 if there exist some k ∈ N such that a = b k 1 otherwise. .
As in Example 19 one can verify for every λ ∈ P F (A) that
and so (6) holds. Moreover, since R 7 = 0 and L 7 = L 6 = 1 it follows that (7) does not hold.
The above examples showed that none of the implications in relation (25) can be reversed. To conclude this section we give an example which shows that (6) can also fail. for every b ≥ 0 and so we obtain that R 6 = 0. On the other hand, for any µ ∈ P(B) we observe that
for every a ≥ 0 and so it follows that L 6 = 1. Hence (6) does not hold.
In the next section we apply the minimax results derived in the previous sections to Lagrangian duality. a normed linear space and K ⊆ Y some closed convex cone. Introduce now on Y the partial ordering ≤ K defined by
If Y * denotes the topological dual space of Y, let K * ⊆ Y * be the socalled dual cone given by Since it is easy to verify that
for every y * ∈ K * and we like to approximate v(P ) by means of the Lagrangian function, it is natural to consider the so-called Lagrangian dual given by v(D) := inf y * ∈K * θ(y * ).
(D)
By relation (30) it is clear that v(D) ≥ v(P) and in the remainder of this section we are interested under which necessary and sufficient conditions we actually have an equality. Whether or not one has an equality (no duality gap) plays a cental role in the theory of optimization and so a lot of papers and books have discussed this topic. In this section we will also pursue this question and although most of the sufficient conditions are already known we like to stress that there are virtually no papers in the literature trying to derive necessary and sufficient conditions. Using now the minimax approach and imposing for noncompact sets X the well-known Slater type regularity condition, it is possible to give a necessary and sufficient condition for equality of the optimal objective value of the primal and dual problem. The same holds for compact sets X without this regularity condition. Moreover, we show that the Slater type condition is actually equivalent to the inf-compactness of the Lagrangian bifunction and hence this regularity condition is nothing else than a compactness type condition. To start with the analysis of the Lagrangian dual and its relation to the primal problem, we first give an alternative expression for v(P ).
Lemma 22
If the function f : X × K * → R is given by
then it follows that v(P ) = sup x∈X inf y * ∈K * f (x, y * ).
Proof. If the vector x belongs to the set D, then clearly < y * , g(x) >≥ 0 for every y * belonging to K * and so we obtain
Moreover, since K is a closed convex cone, we may apply the bipolar theorem given by K * * = K (cf. [9] ) and so for x belonging to X\D the bipolar theorem implies g(x) / ∈ K * * . Hence there exists some y * 0 ∈ K * satisfying < y * 0 , g(x) >< 0 and since αy * 0 ∈ K * for every α > 0 this implies that inf y * ∈K * f (x, y * ) = −∞.
Since the set D is nonempty we know v(P ) > −∞ and this implies by relations (32) and (33) that v(P ) = sup x∈D inf y * ∈K * f (x, y * ) = sup x∈X inf y * ∈K * f (x, y * )
showing the desired result.
By Lemma 22 and the definition of the Lagrangian dual problem (D) it follows that there exists no duality gap if and only if the minimax result in relation (10) holds with A replaced by X and B by K * . For the bifunction f : X × K * → R, listed in relation (31), one can now show the following result.
Lemma 23
It follows for every J ∈ F(X) and the bifunction f : X × K * → R given by relation (31) that
Proof. For every µ belonging to P F (K * ) there exists by definition some finite set {y * 1 , ..., y * p } ⊆ K * and a vector s(µ) = (s 1 (µ), ....., s p (µ)) such that
This yields for every J belonging to F(X) and f given by relation (31) that
Since the dual cone K * ⊆ Y * is convex this implies that p j=1 s j (µ)y * j ∈ K * and hence we obtain by relation (34) that
This shows
and since the reverse inequality trivially holds the desired equality follows.
To show that under some additional assumption the function f, listed in relation (31), actually belongs to the set C it is by Lemma 23 sufficient and necessary to show that sup J∈F (X) inf y * ∈K * max x∈J f (x, y * ) = inf y * ∈K * sup x∈X f (x, y * ).
(35) To verify this, we need to check the conditions of Lemma 4 and so we have to introduce a convenient topology on the set Y * . As we shall see later the strong topology on Y * generated by the operator norm
is not suitable. The proper topology to define on Y * is now given by the weak * topology. Remember in the weak * topology on Y * the neighborhood base of zero is given by sets of the form
with > 0 and {y 1 , ..., y k } some finite subset of Y. It is also well-known that the net {y * i } i∈I ⊆ Y * converges in the weak * topology to y * ∈ Y * (notation y * i → * y * ) if and only if
for every y ∈ Y. Using the weak * topology it is obvious by relation (37) that the function f (x, .) : K * → R , given by
is continuous (in the weak * topology) for every x ∈ X. Hence to apply Lemma 4 and show that f belongs to C we still need to verify the infcompactness property. To check this property we introduce the following well-known regularity condition.
Definition 24
A point x 0 is called a Slater point of the feasible region D := {x ∈ X : g(x) ≥ K 0} if x 0 ∈ X and g(x 0 ) ∈ int(K).
As shown by the following result the existence of a Slater point x 0 of the set D is the same as the inf-compactness (in the weak * topology) of the function f x0 .
Lemma 25
The point x 0 is a Slater point of the set D if and only if the function f (x 0 , .) : K * → R, given by
is inf-compact (in the weak * topology).
Proof. We need to show for every r ∈ R that the set L(r) := {y * ∈ K * : f x0 (y * ) ≤ r} is compact in the weak * topology. Since g(x 0 ) belongs to int(K) one can find some > 0 such that and so we obtain for every y * belonging to L(r) that
Hence we have shown that
and since by Alaoglu's theorem (cf. [8] ) the last set in relation (42) is weak * compact and L(r) is weak * closed we obtain that the set L(r) is weak * compact. To show the reverse implication, let f (x 0 , .) be infcompact (with respect to the weak * topology) and take r := h(x 0 ) + g(x 0 ) . Observe now for every y * belonging to K * and satisfying
and so it follows that
Assume now by contradiction that there exists some nonzero y * 0 ∈ L(r) satisfying < y * 0 , g(x 0 ) >≤ 0 and so by the definition of L(r) we obtain that αy * 0 ∈ L(r) for every α > 1. Since y * 0 = 0 there exists some y 0 ∈ Y such that < y * 0 , y 0 > = 0 and consider now for this y 0 the open set N (y 0 , 1) ⊆ Y * containing 0 * . . Since the vector space Y * equipped with the weak * topology is a topological vector space and by assumption the set L(r) is weak * compact it follows by part b of Theorem 1.15 of [18] that the lower level set L(r) is bounded. Since αy * 0 ∈ L(r) for every α > 1 we obtain using y * 0 = 0 that αy * 0 d = α y * 0 d ↑ ∞ if α ↑ ∞ and this contradicts the boundedness of L(r). Hence for every nonzero y * ∈ L(r) it follows that < y * , g(x 0 ) >> 0 and by relation (43) we obtain that < y * , g(x 0 ) >> 0 for every y * ∈ K * \{0 * }. This shows (cf. [10] ) that g(x 0 ) belongs to int(K) and so x 0 is a Slater point of the set D. and this shows that the dual problem has an optimal solution.
In the next example we will consider an important class of optimization problems for which the Lagrangian dual can be simplified.
Example 27 Let X be a normed linear space with L ⊆ X some closed linear subspace, b ∈ X and K ⊆ X some closed convex cone and consider the conic convex programming problem given by v(CP) := sup{< x * 0 , x >:
with x * 0 some element of the topological dual space X * of X and K ∩ (L + b) nonempty (for the finite dimensional version of a conic convex programming problem, see [14] ). Since L is a closed linear subspace and hence a closed convex cone, it follows that a conic convex optimization problem can be written as
Since L is a linear subspace it is easy to verify that L * = {x * ∈ X * :< x * , x > = 0 for every x ∈ L} and the space L * is mostly denoted in the literature by L ⊥ . The Lagrangian function θ : L ⊥ → (−∞, ∞] is now given by
To analyse sup x∈K < x * 0 + x * , x > we observe the following. If x * 0 + x * / ∈ −K * there exists some x 0 ∈ K such that < x * 0 + x * , x 0 >> 0 and using αx 0 ∈ K for every α > 0 this implies that
Moreover, if x * 0 +x * / ∈ −K * it is obvious that sup x∈K < x * 0 +x * , x >= 0 and so we obtain
and we have shown that for the conic convex programming problem (CP) the Lagrangian dual problem (D) has the form
Clearly the dual decision variables x * in the dual problem belong to the topological dual X * of X. To simplify this dual problem we assume that the set X is a real Hilbert space. Since it is well-known that any continuous linear functional x * on a real Hilbert space X can be written as
for some c ∈ X with (., .) denoting the inner product on the real Hilbert space (cf. [13] ) it follows that a conic convex programming problem on X has the form
with c ∈ X. The associated Lagrangian dual is then given by
For a Hilbert space X the sets L ⊥ and K * are given by
Hence in this case the dual is defined on the original space and a special instance of optimization problem (HCP) is now given by a so-called positive semidefinite programming problem defined on the Hilbert space of all n × n symmetric real valued matrices equipped with the Frobenius norm A F := 2 tr(AA )
with tr(AB) := n i=1 n j=1 a ij b ij (cf. [5] ). In this case the set K is given by the set all symmetric positive semidefinite matrices and the dual cone K * of this set is again the set of all symmetric positive semidefinite matrices (cf. [5] ).
In case we do not assume that there exists a Slater point one can still come up with a necessary and sufficient condition for the absense of a duality gap. As before (reverse the roles of X and K * ) we introduce the bifunction f : K * × X → R given by f (y * , x) := h(x)+ < y * , g(x) > .
(44)
It is now easy to show the following result.
Lemma 28
The function −f : K * × X → R with f listed in relation (44), belongs to the set D.
Proof. By the definition of the set D we need to show that inf λ∈P F (K * ) sup x∈X f e (λ, x ) = inf y * ∈K * sup x∈X f (y * , x).
Observe, if λ belongs to P F (K * ), there exists by definition some finite set {y * 1 , ..., y * m } ⊆ K * and a vector s(µ) = (s 1 (µ), ..., s m (µ)) such that
Since K * is a convex cone we obtain that m i=1 s i (λ)y * i belongs to K * and this implies with f given by relation (44) that
Hence by relation (45) This shows the desired result.
An immediate consequence of Theorem 15 and Lemma 28 is given by the following result. Observe in this result we do not assume the existence of a Slater point or the compactness of the set X.
Theorem 29 It follows that v(D) = v(P) if and only if the function f given by relation (44) satisfies inf J∈F (K * ) sup µ∈P F (X) inf y * ∈J f e ( y * , µ) = sup x∈X inf y * ∈K * f (y * , x).
Proof. The above equality means that −f belongs to the set C. By Lemma 22 we know that v(P ) = sup x∈X inf y * ∈K * f (y * , x) and so the above result is a consequence of Theorem 15 and Lemma 28.
Using Theorem 29 one can show the following important result.
Theorem 30 If the set X is a compact Hausdorff space and the functions f (y * , .), y * ∈ K * with f listed in relation (44) are upper semicontinuous and belong to L 1 µ (X) for every µ ∈ P(X), then it follows that v(P) = v(D) if and only if sup µ∈P(X) inf y * ∈K * f e ( y * , µ) = sup x∈X inf y * ∈K * f (y * , x).
Proof. Since f (y * , .) belongs to L 1 µ (X) for every µ ∈ P(X) we obtain by relation (22) that sup µ∈P F (X) inf y * ∈J f e ( y * , µ) = sup µ∈P(X) inf y * ∈J f e ( y * , µ) (46) for every J ∈ F(X). Since X is a compact Hausdorff space it follows (cf. [3] ) that P(X) is compact in the weak * topology. Moreover, due to the upper semicontinuity of the functions f (y * , .), it can be shown (cf. [6] , [3] ) that the function µ → f e ( y * , µ) is upper semicontinuous in the weak * topology for every y ∈ K * . Applying now relation (20) with A replaced by P(X), B by K * and the function f by f e (y * , µ) it follows using also relation (46) that inf J∈F (K * ) sup µ∈P F (X) inf y * ∈J f e ( y * , µ) = sup µ∈P(X) inf y * ∈K * f e ( y * , µ).
This shows by Theorem 29 the desired result.
This concludes the section on Lagrangian duality. Finally we like to observe that all the above results can be more easily proved for finite dimensional optimization problems, i.e X ⊆ R n and Y = R m . In this case the set Y * = R m is finite dimensional and instead of the Banach Alaoglu theorem and the weak * topology on Y * we use the ordinary Euclidean topology on R m and the result that a set C ⊆ R m is compact if and only if the set C is closed and bounded.
