We present a novel framework for applying deep neural networks (DNN) to soft decoding of linear codes at arbitrary block lengths. Unlike other approaches, our framework allows unconstrained DNN design, enabling the free application of powerful designs that were developed in other contexts. Our method is robust to overfitting that inhibits many competing methods, which follows from the exponentially large number of codewords required for their training. We achieve this by transforming the channel output before feeding it to the network, extracting only the syndrome of the hard decisions and the channel output reliabilities. We prove analytically that this approach does not involve any intrinsic performance penalty, and guarantees the generalization of performance obtained during training. Our best results are obtained using a recurrent neural network (RNN) architecture combined with simple preprocessing by permutation. We provide simulation results that demonstrate performance that sometimes approaches that of the ordered statistics decoding (OSD) algorithm.
I. INTRODUCTION
Interest in applying neural networks to decoding has existed since the 1980's [6] , [7] , [8] . These early works, however, did not have a substantial impact on the field due to the limitations of the networks that were available at the time. More recently, deep neural networks were studied in [4] , [5] , [2] .
A major challenge facing applications of deep networks to decoding is the avoidance of overfitting the codewords encountered during training. Specifically, training data is typically produced by randomly selecting codewords and simulating the channel transitions. Due to the large number of codewords (exponential in the block length), it is impossible to account for even a small fraction of them during training, leading to poor generalization of the network to new codewords. This issue was a major obstacle in [4] , [5] , constraining their networks to very short block lengths (currently, no more than 16 bits).
Nachmani et al. [2] , [3] proposed a deep learning framework which is modeled on the LDPC belief propagation (BP) decoder, and is robust to overfitting. A drawback of their design, however, is that to preserve symmetry, the design is constrained to closely mimic the message-passing structure of BP. Specifically, the connections between neurons are controlled to resemble BP's underlying Tanner graph, as are the activations at neurons. This severely limits the freedom available to the neural networks design, and precludes the application of powerful architectures that have emerged in recent years [15] . * Both authors contributed equally to this work.
In this paper, we present a method which overcomes this drawback while maintaining the resilience to overfitting of [2] . Our framework allows unconstrained neural network design, paving the way to the application of powerful neural network designs that have emerged in recent years. Central to our approach is a preprocessing step, which extracts from the channel output only the reliabilities (absolute values), and the syndrome of its hard decisions, and feeds them into the neural network. The network's output is later combined with the channel output to produce an estimate of the transmitted codeword.
Decoding methods that focus on the syndrome are well known in literature on algebraic decoding (see e.g. [12] [Sec. 3.2] ). The approach decouples the estimation of the channel noise from that of the transmitted codeword. In our context of deep learning, its potential lies in the elimination of the need to simulate codewords during training, thus overcoming the overfitting problem. A few early works that used shallow neural networks have employed syndromes (e.g. [6] ). However, these works did not discuss its potential in terms of overfitting, presumably because the problem was not as acute in their relatively simple networks. Importantly, their approach does not apply in cases where the channel includes reliabilities (mentioned above).
Our approach in this paper extends syndrome decoding to include channel reliabilities, and applies it to overcome the overfitting issue mentioned above. We provide a rigorous analysis which proves that our framework incurs no loss in optimality, in terms of bit error rate (BER) and mean square error (MSE). Our analysis utilizes some techniques developed by Burshtein et al. [14] , Wiechman and Sason [13] and Richardson and Urbanke [11] [Sec. 4.11] .
Building on our analysis, we propose two deep neural network architectures for decoding of linear codes. The first is a vanilla multilayer network, and the second a moreelaborate recurrent neural network (RNN) based architecture. We also develop a preprocessing technique (beyond the abovementioned computation of the syndrome and reliabilities), which applies a permutation (an automorphism) to the decoder input to facilitate the operation of the neural network. This technique builds on ideas by Fossorier et al. [9] , [10] and Dimnik and Be'ery [16] but does not involve list decoding. Finally, we provide simulation results for decoding of BCH codes which for the case of BCH(63,45), demonstrate performance approaches that of the ordered statistics algorithm (OSD) of [9] , [10] .
Summarizing, our main contributions are: 1) A novel deep neural network training framework for decoding, which is robust to overitting. It is based on the extension of syndrome decoding that is described below. 2) An extension of syndrome decoding which accounts for reliabilities. As with legacy syndrome decoding, we define a generic framework, leaving room for a noiseestimation algorithm which is specified separately. We provide analysis that proves that the framework involves no loss of optimality, and that regardless of the noiseestimation algorithm, performance is invariant to the transmitted codeword. 3) Two neural network designs for the noise-estimation algorithm, including an elaborate RNN-based architecture. 4) A simple preprocessing technique that applies permutations to boost the decoder's performance.
II. NOTATIONS
We will often use the superscripts b and s (e.g., x b and x s ) to denote binary values (i.e, over the alphabet {0, 1}) and bipolar values (i.e., over {±1}), respectively. We define the mapping from the binary to the bipolar alphabet, denoted bipolar(·), by 0 → 1, 1 → −1 and let bin(·) denote the inverse mapping. Note that the following identity holds:
where ⊕ denotes XOR. sign(x) and |x| denote the sign and absolute value of any real-valued x, respectively, In our analysis below, when applied to a vector, the operations bipolar(·), bin(·), sign(·) and | · | are assumed to be applied independently to each of the vector's components.
III. THE PROPOSED SYNDROME-BASED FRAMEWORK AND ITS ANALYSIS

A. Framework Definition
We begin by briefly discussing the encoder. We assume standard transmission that uses a linear code C. We let m ∈ {0, 1} K denote the input message, which is mapped to a codeword x b ∈ {0, 1} N (recall that the superscript b denotes binary vectors). We assume that x b is mapped to a bipolar vector x using the mapping defined in Sec. II, and x is transmitted over the channel. We let y denote the channel output. For convenience, we define m, x b , x and y to be column vectors. . This sign operation is omitted when the system is designed to produce soft MSE estimates. In Sec. IV, we will implement F using a neural network.
Our decoder framework is depicted in Figure 1 . The decoder's main component is F, whose role is to estimate the channel noise, and which we will later (Section IV) implement using a deep neural network. The discussion in this section, however, applies to arbitrary F. The inputs to F are the absolute value |y| and the syndrome Hy b , where H is a parity check matrix of the code C, y b is a vector of hard decisions, y b = bin(sign(y)) where bin(·) is simply the inverse of the above defined bipolar mapping. The multiplication by H is modulo-2. The output of F is multiplied (componentwise) by y s , which is the sign of y. Finally, when interested in hard decisions, we take the sign of the results and define this to be the estimatex. This final hard decision step (which is depicted in Fig. 1 ) is omitted when the system is required to produce soft decisions.
B. Binary-Input Symmetric-Output (BISO) Channels
Our analysis in the following section applies to a broad class of channels known as binary-input symmetric-output (BISO) channels. This class includes binary-input AWGN channels, binary-symmetric channels (BSCs) and many others. Our definition below follows Richarson et al. 
for al y the channel output alphabet, where X and Y denote the random channel input and output (respectively).
An important feature of BISO channels is that their random transitions can be modeled by [1] [proof of Lemma 1] ,
whereZ is random noise which is independent of the transmitted X. The tilde inZ serves to indicate that this is an equivalent statistical model, which might differ from the true physical one. To prove (3), we simply defineZ to be a random variable distributed as Pr[Y | X = 1] and independent of X.
The validity now follows from (2).
C. Analysis
We now show that the decoder framework involves no penalty in performance in terms of metrics mean-squared-error (MSE) or bit error rate (BER). That is, the decoder can be designed to achieve any one of them. Importantly, it addresses the overfitting problem that was described in Sec. I. Theorem 1. The follwing holds with respect to the framework of Sec. III-A, assuming communication over a BISO channel:
1) The framework incurs no intrinsic loss of optimality, in the sense that with an appropriately designed F, the decoder can achieve maximum a-posteriori (MAP) or minimum MSE (MMSE) decoding. 2) For any choice of F, the decoder's BER and MSE, conditioned on transmission of any codeword x, are both invariant to x.
An outline of the proof is as follows (we provide the full version in an expanded version of this paper [21] )
Outline. In Part 1 we neglect implementation concerns, and focus on realizations of F that try to optimally estimate the multiplicative noisez (see (3)). By (3), given y, such estimation is equivalent to estimation of x. We argue that the pair |y| and Hy b is a sufficient statistic for estimation ofz. To see this, observe that y is equivalent to the pair |y| and sign(y). The latter term, in turn, is equivalent to the pair Hy b and Ay b , where y b is as defined in Sec. III-A and A is a pseudo-inverse of the code's generator matrix G. By (1) and (3), y b = x b ⊕z b and so Ay b is the sum of the transmitted message m = Ax b and Az (the projection ofz onto the code subspace). We argue that Ay b is independent of the noise and thus irrelevant to its estimation. This follows because m is independent ofz, and we assume it to be uniformly distributed within the message space {0, 1} K .
To prove Part 2 of the theorem, we allow F to be arbitrary and show that the decoder's output can be modeled as f (z) · x for some vector-valued function f (·). Thus, its relationship with x (which determines the BER and MSE) depends on the noisez alone. To see why this holds, first observe that the inputs to F (and consequently, its outputs) are dependent on the noisez only. This follows because the syndrome Hy b equals Hz b . This in turns follows from the relation y b = x b ⊕z b and the fact that x b is a codeword, and so Hx b = 0. By (3) and the bipolarity of x, the absolute value |y| equals |z|. It now follows that the output of F is dependent onz alone. Multiplication by sign(y) (see Fig. 1 ) is equivalent to multiplying by sign(z) · x (by (3)) and the result follows.
IV. IMPLEMENTATION USING DEEP NEURAL NETWORKS
A. Deep Neural Network Architectures
Theorem 1 proves that our framework does not intrinsically involve a loss of optimality. To realize its potential, we need effective implementations for the function F.
We now describe two such DNN architectures. Our main purpose is to demonstrate the applicability of well-known off-the-shelf architectures borrowed from DNN literature (see e.g. [15] ). In the next subsection, we will describe a simple preprocessing technique that enables the networks to achieve improved performance.
Following are the essentials of the architectures. Additional details including their training, are deferred to the Appendix. 1) Vanilla Multi-Layer: With this architecture, the neural network contains an array of fully-connected layers. It closely resembles simple designs [15] with the exception that we feed the network inputs into each of the layers, in addition to the output of the previous layer (this idea is borrowed from the belief propagation algorithm).
2) Stacked Recurrent Neural Network (RNN): RNNs realize a design which is equivalent to a multi-layer architecture by maintaining a network hidden state (memory) which is updated via feedback connections. In many applications, this structure is useful to enable temporal processing. In our setting, this interpretation does not apply, but we nonetheless continue to refer to RNN layers as "time steps." We implemented a variation known as stacked RNN [18] which has advantages in terms of training and deployment.
B. Preprocessing by Permutation
The performance of the implementations described above can further be improved by applying simple preprocessing and postprocessing steps at the input and output of the decoder (respectively). Our approach is depicted in Fig. 2 . Preprocessing involves applying a permutation to the components of the channel output vector, and postprocessing applies the inverse permutation to the decoder output. The approach draws on ideas from Fossorier et al. [9] , [10] and Dimnik and Be'ery [16] . Note that the approach deviates from these works in that it does not involve computing a list of vectors. Similar to [9] , [10] , our decoder selects the preprocessing permutation so as to maximize the sum of the adjusted reliabilities of the first K components of the permuted channel output vector. Borrowing an idea from [16] , however, we confine our permutations to subsets of the code's automorphism group (defined below). We assume that the parity check matrix, by which the syndrome in Fig. 2 is computed, is arranged so that the last N − K columns are diagonal and correspond to parity bits of the code.
We define the adjusted reliability of a channel component y i , denoted R(y i ) by R(y) ∆ = I(X; Y | |Y | = |y|). That is, R(y) equals the mutual information of random variables X and Y , denoting the channel input and output, respectively, conditioned on the event that the absolute value |Y | equals |y|. X is uniformly distributed in {±1} and Y is related to it via the channel transition probabilities. With this definition, our permutation selection criterion is equivalent to concentrating as much as possible of the channel capacity within the first K channel output components.
As noted above, we restrict the set of allowed permutations to the code's automorphism group [17] . Permutations in this group have the property that the permuted version of any codeword is guaranteed to be a codeword as well. In our context, confinement to such permutations ensures that the decoder input (the permuted channel output) continues to obey the communication model, namely being a noisy valid codeword. The decoder can thus continue to rely on the code's structure to decode.
Efficient implementation of the search for the optimal automorphism, for the case of BCH codes, is discussed in our expanded paper [21] .
When compared to framework of Fig. 1 , the decoder of Fig. 2 has the added benefit of knowing that the K first channel outputs are consistently more reliable than the remaining components. That is, the input exhibits additional structure that the neural network can rely on.
Strictly speaking, the decoder of Fig. 2 violates the framework of Sec. III, because the preprocessing and postprocessing steps are not included in that framework. However, this formal obstacle is easily overcome by observing that the input to the neural network can equivalently be obtained by eliminating the preprocessing permutation, and manipulating the syndrome of the non-permuted vector, using identities detailed in [17] .
V. SIMULATION RESULTS Fig. 3 presents simulation results for communication with the BCH(63,45) code over an AWGN channel. We simulated our two architectures, namely syndrome-based vanilla and stacked-RNN. Note that in this case, we did not simulate preprocessing by permutations (Sec. IV-B). Also plotted are results for the best method of Nachmani et al. [2] , [3] , the belief propagation (BP) algorithm, and for the ordered statistics decoding (OSD) algorithm [10] of order 2. As can be seen from the results, both our architectures substantially outperform the BP algorithm. Our stacked-RNN architecture, like that of [2] , approaches the OSD algorithm very closely.
The methods of O'Shea et al. [4] and Gruber et al. [5] are absent from Fig. 3 (as well as Fig. 4 below) . This is because, as noted in Sec. I, these methods have not been successfully applied at block lengths larger than 16 bits, due to issues resulting from overfitting. Fig. 4 presents results for the BCH(127,64) code. We simulated our syndrome-based stacked RNN method, with and without preprocessing by permutation (Sec. IV-B). As can be seen, the preprocessing step renders as a substantial benefit. Also plotted are results for the BP and the OSD algorithms as well as the best results of [2] 1 . Both our methods outperform the BP algorithm as well as the algorithm of [2] . However, a gap remains to the OSD algorithm 2 , which widens with
With respect to the number of codewords simulated, with our algorithms, we simulated 10 5 codewords for each E b /N 0 point. With the OSD algorithm, we simulated 10 4 codewords for each E b /N 0 point. With the BP algorithm we simulated 10 3 for each point.
The analysis of [3] also includes an mRRD framework, into which their algorithm can be plugged to obtain superior performance. While our algorithms can similarly be plugged into that framework, our interest in this paper is in methods whose primary components are neural networks.
VI. CONCLUSION
Our work in this paper presents a promising new framework for the application of deep learning to error correction coding. An important benefit of our design is the elimination of the problem of overfitting to the training codeword set, which was experienced by [4] , [5] . We achieve this by using syndrome decoding, and by extending it to account for soft channel reliabilities. Our approach enables the neural network to focus on the estimating the noise alone, rather than the transmitted codeword.
It is interesting to compare our framework to that of Nachmani et al. [2] . While their approach also resolves the overfitting problem and achieves impressive simulation results, it is heavily constrained to follow the structure of the LDPC belief-propagation decoding algorithm. By contrast, our framework allows the unconstrained design of the neural network, and our architectures are free to draw from the rich experience that has emerged in recent years on neural network design.
Our simulation results demonstrate that our framework can be applied to achieve strong performance that approaches OSD. Further research will examine additional neural network architectures (beyond the RNN-based) and preprocessing methods, to improve our performance further. It will also consider the questions of latency and complexity.
We hope that research in these lines will produce powerful algorithms and have a substantial impact on error correction 2018 IEEE International Symposium on Information Theory (ISIT) coding, rivaling the dramatic effect of deep learning on other fields.
APPENDIX I DETAILS OF THE ARCHITECTURES AND TRAINING OF THE
DNN OF SEC. IV-A 1) Vanilla Multi-Layer: The network includes 11 fullyconnected layers, roughly equivalent to the 5 LDPC beliefpropagation iterations as in [2] . We use rectified linear unit (ReLU) nonlinear activation functions [15] . Each of the first 10 layers consists of the same number of nodes (6N for block length N = 64 and 15N for block length N = 127). The final fully-connected layer has N nodes and produces the network output, using a hyperbolic tangent arctivation function.
2) Stacked RNN: We build a deep RNN by stacking multiple recurrent hidden states on top of each other [18] as illustrated in Fig. 5 . Stacking RNNs enables operation at different timescales and produces an effect that is similar to deepening the network. We use Gated Recurrent Unit (GRU) [19] cells which have shown performance similar to well-known long short-term memory (LSTM) cells [20] , but have less parameters due to the lack of a reset gate, making them a faster and more memory-efficient inference alternative. We use the hyperbolic tangent nonlinear activation functions, the networks posses 4 RNN stacks (levels), the hidden state size is set to 5N and the RNN performs 5 time steps. To train the networks, we simulate transmission of the all-one codeword (assuming the bipolar alphabet, {±1}) as well as the multiplicative noisez, distributed as a mean-1 Gaussian random variable (assuming an AWGN channel). We set E b /N 0 during training to 4 dB (this does not apply to testing). With each training batch, we generate a new set of noise samples. While this procedure produced our best results, an alternative approach which fixes the training noise and uses other techniques (e.g., dropout) to overcome overfitting the noise, is worth exploring. We use Google's TensorFlow library and the Adam optimizer [15] . Training involved approximately 10 5 epochs of 10 4 codewords each, and took approximately one day on an NVIDIA GeForce GTX 1080 GPU.
With the RNN architecture, we optimize the following loss:
where H CE is the cross-entropy function,z s i is the sign of component i of the multiplicative noise and whereẑ s i (t) the network output corresponding to codebit i at RNN time step (layer) t. γ < 1 a discount factor (we used γ = 0.5). The loss for the vanilla architecture is similar, with time steps and discount factors removed.
Testing proceeds in the same lines, except that we use randomly generated codewords rather than the all-one codeword. The number of words simulated was detailed in Sec. VI.
