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Problématique pharmaceutique
Remarque 0.1 Ce travail fait suite au projet « Improving the Properties of Active Pharmaceuti-
cal Ingredients (IPAPI) » financé par l’Agence Nationale de la Recherche (ANR), ref. 07-BLAN-
0183 [143] [144] [139].
Initialement, cette étude a été motivée par une problématique pratique dans le domaine pharmaceu-
tique. Celle-ci concerne l’amélioration de la qualité des médicaments et plus particulièrement l’amélio-
ration du contrôle du procédé permettant de former les principes actifs : la cristallisation en solution.
La cristallisation, au sens large du terme, est un changement d’état qui conduit, à partir d’une phase
gazeuse ou liquide, à un solide de structure régulière et organisée, appelé cristal. La cristallisation
en solution est une opération de séparation et de purification se déroulant au sein d’un cristallisoir
qui a pour but de produire des solides avec des propriétés spécifiques. Elle dépend de plusieurs para-
mètres (température, sursaturation, etc.) qui influent grandement sur la taille et la forme des solides
produits. Or, la taille et la forme des principes actifs pharmaceutiques ont un impact considérable
sur la qualité finale des médicaments (efficacité thérapeutique, biodisponibilité, stabilité pendant le
stockage, etc.). Il est donc primordial d’être capable de déterminer en temps réel la distribution gra-
nulométrique des solides en formation, pour pouvoir, si besoin est, modifier les paramètres opératoires
permettant d’obtenir la géométrie cristalline désirée (forme, taille des particules, etc.). Pour ce faire,
plusieurs méthodes de suivi granulométrique existent. Elles peuvent être classées en deux catégories :
les méthodes dites en ligne et les méthodes dites hors ligne. Les méthodes en ligne permettent, grâce
à un capteur installé au niveau du réacteur de cristallisation, de caractériser en temps réel la taille
des solides présents dans la suspension. Les méthodes hors ligne permettent elles aussi de déterminer
la taille des solides en formation, mais nécessitent pour cela que soit prélevé un échantillon de la
solution. Ce prélèvement est très délicat, car il faut éviter la ségrégation hydrodynamique des grosses
particules lors du prélèvement. Par ailleurs, les solides peuvent continuer à évoluer s’ils ne sont pas
correctement filtrés, lavés et séchés. Ils sont susceptibles de se dégrader, de s’agglomérer ou encore
de subir une transition de phase. C’est pourquoi, les méthodes de mesure en ligne sont privilégiées et
plus particulièrement les méthodes d’analyse d’image. En effet, grâce à une caméra installée dans le
cristallisoir, il est possible de visualiser en temps réel l’évolution en taille, mais aussi en forme, des
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solides présents dans la suspension. Plus précisément, les capteurs d’analyse d’image permettent de
visualiser en deux dimensions (2-D) les solides en trois dimensions (3-D) présents dans le réacteur.
L’objectif premier de cette thèse est donc de réussir à déterminer la distribution granulométrique 3-D
au cours du temps, à partir d’images 2-D de projections, des solides se formant lors d’un processus de
cristallisation.
Problématique scientifique
La projection d’un objet 3-D sur un plan 2-D entraine nécessairement une perte d’informations.
De plus, plusieurs objets 3-D distincts peuvent avoir la même projection 2-D. Déterminer la taille et la
forme d’un objet 3-D à partir d’une ou plusieurs de ses projections 2-D n’est donc pas aisé. C’est tout
l’enjeu de ce travail : mettre en place des méthodes génériques et efficaces permettant de caractériser
géométriquement et morphométriquement des objets 3-D à partir de leurs projections 2-D.
Contexte scientifique
Face à ces problématiques, une recherche bibliographique a initialement été effectuée sur les mé-
thodes permettant de déterminer la distribution de taille des solides produits durant un processus de
cristallisation. Ce travail bibliographique a favorisé la compréhension de la problématique pharma-
ceutique et s’est naturellement orienté vers les approches d’analyse d’image et de stéréologie. Cette
étude préliminaire, ainsi que des rappels sur la formation des images 2-D, ont finalement abouti à la
première partie de ce manuscrit : « Étude bibliographique ».
Objectif scientifique
L’objectif de cette thèse est de mettre en place des méthodes génériques et efficaces permettant
d’estimer la « taille » et la « forme » d’un objet 3-D à partir de ses projections 2-D, tout en veillant
évidemment à la pertinence applicative. Après avoir exposé dans la deuxième partie de ce manuscrit
quelques « Concepts et outils utiles pour la thèse », ces contributions génériques et originales sont
introduites dans la troisième partie : « Développement ».
Aboutissement (pharmaceutique)
Afin d’apporter une réponse à la problématique pharmaceutique, les différents apports précédem-
ment établis (partie III) sont appliqués aux problèmes concrets d’estimation de taille et de forme
des solides produits durant un processus de cristallisation. La quatrième partie de ce manuscrit,
« Application aux processus de cristallisation », répond à la problématique initiale de cette thèse
par l’estimation de distributions granulométriques de particules en suspension. Cette organisation
du manuscrit permet de souligner le caractère générique des différentes contributions de la partie
« Développement ».
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Ce chapitre a pour objet de présenter les différentes méthodes utilisées en vue de l’estimation
de distributions granulométriques de particules en suspension au cours du temps. La cristallisation,
au sens large du terme (en phase gazeuse, en bain fondu, en solution), est un changement d’état
qui conduit, à partir d’une phase gazeuse ou liquide, à un solide de structure régulière et organisée,
appelé cristal. Dans l’industrie, la cristallisation est une opération unitaire de génie chimique très
importante qui, à l’aide de procédés très variés, conduit à des solides de natures très diverses. Les
particules produites industriellement doivent répondre à des spécifications bien déterminées comme le
faciès, la pureté, la solidité, la taille car leurs propriétés physiques et par conséquent leurs propriétés
d’usage (filtrabilité, coulabilité, etc.) en dépendent. Il est donc primordial d’être capable de caractériser
en particulier la taille et la forme des solides en formation pour pouvoir, si besoin est, modifier les
paramètres opératoires du processus de cristallisation (température, sursaturation, etc.) permettant
d’obtenir la géométrie cristalline désirée (forme, taille des particules, etc.).
L’analyse granulométrique est l’opération consistant à étudier la répartition des différentes parti-
cules d’un échantillon suivant leurs caractéristiques (masse, taille, etc.). Le résultat de cette analyse,
appelée distribution granulométrique/distribution granulométrique des particules ou encore distribu-
tion de taille/distribution de taille des particules (PSD : Particle Size Distribution), est généralement
présenté sous la forme d’un tableau de distribution ou bien d’un histogramme normalisé. La figure 1.1
montre un exemple de distribution granulométrique où le nombre de particules est représenté en
fonction de la taille. Plus précisément, l’échantillon de la figure 1.1 comprend :
– 20% de particules dont la taille est comprise entre 0 et 10 micromètres.
– 10% de particules dont la taille est comprise entre 10 et 20 micromètres.
– 70% de particules dont la taille est comprise entre 40 et 50 micromètres.
Ce type de distribution, appelé distribution granulométrique en nombre, est le plus couramment
employé. Néanmoins, une distribution granulométrique peut également être exprimée à l’aide d’autres
paramètres, i.e. masse des particules en fonction de la taille, nombre de particules en fonction du
volume, etc.
Afin de déterminer la distribution de taille des particules produites au cours du temps lors d’un
processus de cristallisation, de nombreuses méthodes d’analyses basées sur des principes physiques
variés [89] [202] [161] peuvent être utilisées :
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Figure 1.1 – Exemple de distribution granulométrique.
– les méthodes séparatives comme le tamisage, la sédimentation, etc ;
– les méthodes à variation de résistance électrique (zone électrique sensible) comme le compteur
Coulter ;
– les méthodes basées sur la diffraction, diffusion, réflexion ou l’absorption d’un rayonnement ;
– les méthodes acoustiques où les spectres d’atténuation d’ondes acoustiques sont analysés ;
– les méthodes de visualisation couplées à des algorithmes d’analyse d’image.
La caractérisation de la phase dispersée pouvant se faire de manière continue (capteurs en ligne)
ou discontinue (prélèvement d’un échantillon), les méthodes d’analyse granulométrique peuvent être
regroupées en méthodes dites en ligne et méthodes dites hors ligne.
1.1 Les méthodes hors ligne
Les méthodes séparatives et à variation de résistance électrique sont des méthodes exclusivement
hors ligne alors que les autres méthodes citées précédemment peuvent aussi bien être utilisées hors
ligne qu’en ligne.
1.1.1 Le tamisage
Le tamisage est une des méthodes de mesure granulométrique les plus simples à mettre en œuvre
et une des plus employées, notamment dans l’industrie pharmaceutique. Le principe de la méthode
réside dans l’aptitude d’une particule à traverser les mailles d’un tamis de dimension donnée. Les
tamis sont empilés les uns sur les autres par maille de dimension décroissante, les mailles les plus
fines se trouvant en bas (figure 1.2). Il fournit une distribution granulométrique en masse (masse des
particules en fonction de la taille). La taille mesurée est la taille de la maille du tamis bloquant le
passage de la particule, ce qui peut être problématique pour des particules anisotropes.
1.1.2 La sédimentation
La méthode de sédimentation consiste à mesurer la vitesse de chute des particules dans un fluide
(liquide ou gaz) sous l’influence de la gravité ou d’une force centrifuge. La taille des particules est reliée
à la vitesse de chute par l’équation de Stokes. Cette équation n’étant en toute rigueur valable que
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Figure 1.2 – Tamiseuse.
pour des particules sphériques, la méthode de sédimentation n’est pas facile à adapter au traitement
de particules anisotropes.
1.1.3 Le compteur Coulter
Le compteur Coulter est un appareil très utilisé en biologie pour dénombrer et estimer la taille
de cellules sanguines, d’algues microscopiques, etc. L’échantillon de particules à analyser est dispersé
dans un électrolyte contenu dans un récipient. Un tube percé d’un orifice calibré est plongé dans
l’électrolyte. Deux électrodes en platine sont disposées de part et d’autre de la paroi du tube et sont
traversées par un courant électrique. Lorsqu’une particule est aspirée par l’orifice, elle déplace son
propre volume d’électrolyte et change ainsi la résistance électrique entre les deux électrodes. Cette
variation de résistance dépend du volume de la particule. La taille mesurée représente approximative-
ment le volume de la particule. Par rapport aux méthodes citées précédemment, le compteur Coulter
peut être utilisé pour estimer la taille de particules non sphériques, ce qui est un avantage indéniable.
De plus, mesurant un volume, il donne accès à une mesure 3-D.
1.2 Les méthodes en ligne
Les méthodes en ligne requièrent l’installation d’un capteur au niveau du cristallisoir. Elles per-
mettent de s’affranchir des prélèvements d’échantillons et fournissent une information riche puisqu’il
devient possible de déterminer la distribution granulométrique des particules en temps réel. Il s’agit
des méthodes de granulométrie laser, des méthodes acoustiques et des méthodes basées sur l’analyse
d’image.
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1.2.1 Les méthodes laser
La diffraction laser
Le principe de cette méthode est fondé sur le phénomène de diffraction engendré par une particule
située sur la trajectoire d’un faisceau laser. Plus la particule est petite, plus l’angle de diffraction est
important. L’analyse de la répartition angulaire de l’intensité lumineuse diffractée et l’utilisation de
la théorie de Fraunhofer, ou de la théorie de Mie, permettent de relier la taille de la particule à son
spectre de diffraction. La théorie de Fraunhofer s’applique lorsque la taille de la particule est supérieure
à la longueur d’onde de la lumière incidente. Lorsque la taille de la particule est du même ordre de
grandeur que la longueur d’onde incidente, c’est la théorie de Mie qui prévaut. Pour un ensemble de
particules de tailles différentes, les spectres de diffraction de chaque particule se superposent et forment
un spectre de diffraction global. En considérant que le spectre de diffraction global est la somme des
spectres de diffraction de chaque particule, la distribution granulométrique des particules peut être
déterminée, exprimée en volume en fonction d’un diamètre équivalent. Les théories de Fraunhofer et
de Mie n’étant rigoureusement valables que pour des particules sphériques, la méthode de diffraction
laser n’est pas adaptée au traitement de particules anisotropes [81].
La turbidimétrie
Cette technique, connue depuis de nombreuses années, s’appuie sur les principes de transmis-
sion et de rétrodiffusion de la lumière. La lumière transmise à travers une suspension dépend de la
concentration en particules. Pour de faibles concentrations, l’intensité transmise peut être détermi-
née par la loi de Beer-Lambert-Bouguer. La mesure de l’intensité transmise à différentes longueurs
d’ondes permet ainsi, via un processus d’inversion, de remonter à la concentration des particules,
mais aussi à la distribution de taille des particules, moyennant l’hypothèse de la sphéricité. Dans
le cas contraire, l’orientation des particules dans la suspension doit être aléatoire et leurs facteurs
d’anisotropie connus [37] [62].
Dans le cas de milieux concentrés, la mesure porte sur le rayonnement rétrodiffusé et non plus sur
le rayonnement transmis.
La réflexion laser - Focused Beam Reflectance Measurement (FBRM)
Le principe de cette méthode est fondé sur le phénomène de réflexion engendré par une particule
située sur la trajectoire d’un faisceau laser en mouvement, de vitesse connue. En mesurant le temps
pendant lequel la particule réfléchit le faisceau laser, la longueur pendant laquelle il y a réflexion en est
déduite. Cette longueur est appelée longueur de corde. Pour un ensemble de particules, une distribution
de longueur de corde est obtenue. Cette méthode présente l’avantage de pouvoir s’appliquer à des
particules non sphériques. Cependant, la conversion des longueurs de corde en taille est un problème
complexe, limitant son champ d’application à des objets 3-D simples [77] [201] [99] [100].
1.2.2 La spectroscopie acoustique
Cette méthode repose sur le principe suivant : les ondes acoustiques planes se propageant dans une
suspension subissent une atténuation (diminution de l’énergie acoustique) en fonction de la taille des
particules (supposées sphériques), de la concentration, de la distance entre l’émetteur et le récepteur,
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etc. En émettant des ondes acoustiques à des fréquences variables, un spectre d’atténuation est dé-
terminé et la distribution granulométrique des particules est calculée à partir de ce spectre [126]. La
qualité de la distribution de taille des particules ainsi calculée dépend de la validité des équations mo-
délisant les mécanismes d’atténuation, de la précision des constantes physiques ou physicochimiques
du modèle et de la méthode de déconvolution du spectre d’atténuation. La détermination de ces
constantes physiques/physicochimiques et la nécessité d’une hypothèse a priori sur le type de distribu-
tion granulométrique (normale, log-normale, etc.) et la forme des particules, constituent les principales
limites de cette méthode [127].
1.2.3 La méthode de visualisation
Grâce à une caméra placée au niveau du cristallisoir, cette méthode permet de visualiser en temps
réel, les particules présentes dans la suspension. La caméra permet l’acquisition d’images 2-D numé-
riques en niveaux de gris de particules 3-D. Plus précisément, elle acquiert des images 2-D de projec-
tions de particules 3-D (figure 1.3). En recourant à des algorithmes d’analyse d’image, il est possible
Figure 1.3 – Image 2-D de projection de particules 3-D présentes dans la suspension.
de segmenter [28] [208] [96] [195] [158] les particules visualisées, de caractériser à la fois leurs tailles et
leurs formes [197] [27] [101] [207] et ainsi d’en déduire une distribution granulométrique [26] [196] [195].
L’analyse d’image peut s’appliquer quelle que soit la forme des particules étudiées. Elle permet d’ac-
céder à une caractérisation 2-D des particules projetées, voire à une caractérisation 3-D des particules.
Cependant, pour obtenir une caractérisation 3-D, une extrapolation des mesures effectuées sur les
images 2-D est nécessaire.
1.3 Conclusion
Pour suivre l’évolution temporelle de la distribution granulométrique de particules se formant lors
d’un processus de cristallisation, deux types de méthodes peuvent être utilisés : les méthodes dites hors
ligne et les méthodes dites en ligne. Les méthodes hors ligne nécessitent d’effectuer des prélèvements
de la solution à intervalles de temps réguliers, afin de les analyser, alors que les méthodes en ligne
permettent, grâce à un capteur installé au niveau du cristallisoir, de caractériser en temps réel la
taille des solides en suspension. Outre les défauts intrinsèques des méthodes hors ligne mentionnées
précédemment, il s’avère qu’effectuer un prélèvement de la solution est assez problématique. Lors
du prélèvement, il faut en effet éviter la ségrégation hydrodynamique des grosses particules. Par
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ailleurs, les solides peuvent continuer à évoluer s’ils ne sont pas correctement filtrés, lavés et séchés.
Ils sont susceptibles de se dégrader, de s’agglomérer ou encore de subir une transition de phase. C’est
pourquoi, il est préférable de recourir aux méthodes de mesure en ligne. D’une manière générale,
toutes les méthodes en ligne, exception faite des méthodes FBRM et de spectroscopie acoustique,
ne peuvent pas évaluer la distribution granulométrique des particules au delà d’un certain taux de
solide. De plus, elles ne permettent de caractériser les particules qu’indirectement. En effet, la taille
3-D est estimée à partir d’un modèle mathématique (méthodes laser, spectroscopie acoustique, etc.)
impliquant généralement la formulation d’hypothèses fortes relatives à la forme des particules étudiées.
La méthode de visualisation en ligne couplée à des algorithmes d’analyse d’image est cependant
un outil particulièrement intéressant dans le suivi des procédés de cristallisation car, contrairement
aux autres méthodes, elle permet non seulement de visualiser les particules en suspension mais aussi




morphométrique par analyse d’image
Dans le chapitre précédent, de nombreuses méthodes d’analyses granulométriques de particules en
suspension ont été abordées. Parmi ces méthodes, l’analyse d’image 2-D s’est révélée comme étant la
plus intéressante. L’objectif du présent chapitre est donc de présenter les différents outils permettant
de caractériser des images / objets 2-D. Après une brève introduction où sont synthétisés quelques
rappels portant sur le processus de formation d’une image 2-D, les outils permettant de caractériser
géométriquement et morphométriquement une image ou un objet 2-D sont présentés.
2.1 Formation des images 2-D
Les concepts introduits dans cette section sont basés principalement sur quatre livres de réfé-
rence [56] [183] [58] [67]. D’un point de vue géométrique, une caméra établit une correspondance entre
un point 3-D de l’espace (trois composantes) et un point 2-D de l’image (deux composantes). Le
modèle géométrique le plus simple établissant cette correspondance est le modèle appelé sténopé.
2.1.1 Le modèle sténopé
Le modèle simplifié
D’un point de vue physique, les rayons de lumière entrent dans la caméra à travers un « petit
orifice » et l’intersection de ces rayons avec le plan image forme l’image de l’objet 3-D (figure 2.1(a)).
D’un point de vue géométrique (figure 2.1(b)) : soient O le centre de la caméra, aussi appelé centre
de projection, et (O,X1,X2,X3) un système de coordonnées orthogonal tel que la caméra pointe dans
la direction de X3 (X3 est appelé l’axe optique de la caméra). Le plan image est le plan parallèle aux
axes X1, X2 situé à une distance −f (f > 0) de O, où f est la distance focale de la caméra. I, le point
d’intersection entre l’axe optique et le plan image, est appelé le centre de l’image. Comme l’indique la
figure 2.1(b), Q, l’image du point P (un point quelconque de l’espace), est le point d’intercession entre
la droite PO et le plan image. Si P a pour coordonnées (x1, x2, x3) dans le repère (O,X1,X2,X3) et
Q (l’image du point P ) pour coordonnées (i1, i2) dans le repère (I, I1, I2) alors P et Q sont reliés par
les équations suivantes :
11

















Figure 2.1 – Modèle sténopé.
i1 = − f
x3
x1 (2.1)
i2 = − f
x3
x2 (2.2)
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L’image d’un objet 3-D de la scène par la caméra produit une image inversée de celui-ci (figure 2.1(a)).
Pour créer une image non inversée, il est possible :
1. d’effectuer une rotation de pi radians du repère (I, I1, I2) ;
2. de placer le plan image à une distance f (au lieu de −f) de (O,X1,X2,X3). Ce nouveau
plan image (plan image virtuel), qui ne peut être implémenté en pratique, fournit une caméra
théorique plus simple à analyser.










f 0 0 0
0 f 0 0











Il est important de noter qu’en raison du facteur
1
x3
cette transformation 3-D - 2-D, appelée projection
en perspective, n’est pas linéaire et la projection d’un point n’est pas unique (tous les points de la
droite PO ont la même projection). De plus, elle ne conserve ni les distances, ni les angles et la taille
12
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d’un objet sur l’image est inversement proportionnelle à sa distance du centre O.
Si la distance le long de l’axe optique entre deux points quelconques de la scène (la profondeur de la
scène) est beaucoup plus petite que la distance moyenne x3 des points à la caméra, alors l’équation










f 0 0 0
0 f 0 0











Contrairement à la projection en perspective, ce type de projection, appelé projection en perspective
faible, est linéaire ( 1x3 est un coefficient constant).
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Ce type de projection, appelé projection orthographique, possède des propriétés intéressantes : contrai-
rement aux projections précédentes, les distances et les angles sont conservés et la taille des objets ne
varie pas en fonction de leurs distances à la caméra.
Le modèle général
L’équation de la caméra sténopée simplifiée (équation 2.4) suppose que l’origine du repère (I, I1, I2)
soit au centre de l’image. Or, en pratique, ce n’est pas le cas (figure 2.2). Si (i′10, i
′
20) sont les coordon-
Figure 2.2 – Sténopé - modèle général.
nées du centre de l’image dans le repère (I ′, I1′, I2′) et (i′1, i
′
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2.1.2 Caméra Charge-Coupled Device
Dans le cas de caméras Charge-Coupled Device (CCD), les coordonnées des points sont exprimées
en pixels (au lieu des mètres par exemple) et de plus ces pixels ne sont pas forcément carrés. Si k est
le nombre de pixels par unité de longueur dans la direction I1 et l le nombre de pixels par unité de










kf 0 ki′10 0
0 lf li′20 0











2.1.3 Caméra projective finie
Dans le cas d’une caméra projective finie, le repère (I ′, I1′, I2′) n’est pas orthogonal (il existe un
angle θ entre les axes I1′ et I2′) (figure 2.3), l’équation 2.8 devient alors :










α tan θ u1 0
0 β u2 0











où α = kf , β = lf , u1 = ki′10 et u2 = li
′
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2.1.4 Paramètres intrinsèques de la caméra
La matrice K =






, appelée matrice de calibration de la caméra, représente les
paramètres intrinsèques de celle-ci. Pour une distance focale fixée et une caméra donnée, ces paramètres
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sont constants. Dans le cas d’une caméra projective finie, ces paramètres sont au nombre de 5 (α, β,
θ, u1, u2), dans le cas d’une caméra CCD, ils sont au nombre de 4 (α, β, u1, u2) et enfin dans le cas
de la caméra sténopée ils sont au nombre de 3 (f , i′10, i
′
20).
2.1.5 Paramètres extrinsèques de la caméra
En général les points de la scène ne sont pas exprimés dans le repère associé à la caméra (O,X1,X2,X3),













Figure 2.4 – Relation entre le repère associé à la caméra et le repère monde.
(w1, w2, w3) un point de l’espace exprimé dans le repère monde (W,W1,W2,W3) et Pc = (x1, x2, x3) ce
même point exprimé dans le repère (O,X1,X2,X3) associé à la caméra. Les repères (W,W1,W2,W3)







 (tRR = I, où I est
la matrice identité) et une translation T = (t1, t2, t3), d’où :
Pc = RP + T (2.10)











r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3











R et T sont les paramètres extrinsèques de la caméra et ils sont au nombre de 6 (3 angles pour la
rotation R et 3 paramètres pour la translation T ).
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2.1.6 Transformation 3-D - 2-D
D’une manière générale, les équations régissant la projection d’un point 3-D de l’espace en un point
2-D de l’image sont :










f 0 i′10 0
0 f i′20 0
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Dans le cas d’une caméra projective finie, l’équation de transformation possède 11 degrés de liberté (5
paramètres intrinsèques et 6 paramètres extrinsèques), dans le cas d’une caméra CCD, elle en possède
10 (4 paramètres intrinsèques et 6 paramètres extrinsèques) et dans le cas d’une caméra sténopée
classique, elle en possède 9 (3 paramètres intrinsèques et 6 paramètres extrinsèques).
2.1.7 Transformation 2-D - 3-D
Les équations 2.12, 2.13 et 2.14 sont les équations qui régissent la projection d’un point de l’es-
pace (3 coordonnées) en un point de l’image (2 coordonnées). Une fois les paramètres de la caméra
connus (paramètres extrinsèques et intrinsèques), le projeté de n’importe quel point de l’espace sur
l’image peut être calculé et ceci quel que soit le type de projection considéré (projection en perspec-
tive, projection en perspective faible ou projection orthographique). Mais est-il possible d’effectuer le
processus inverse : à partir d’un point de l’image (2 coordonnées), remonter à un point de l’espace (3
coordonnées) ?
Quel que soit le type de caméra (projective finie, CCD, sténopée) et quel que soit le type de projection
(perspective, perspective faible, orthographique), la projection d’un point n’est pas unique (tous les
points de la droite PO ont la même projection). Par conséquent, un point 2-D de l’image ne correspond
pas à un point 3-D de l’espace mais à une droite. Le passage du monde 3-D au monde 2-D implique
la perte de la « profondeur » des objets 3-D. En revanche, si deux images I1 et I2 du même objet
3-D sont acquises avec des angles de vue légèrement différents, un point Q1 de l’image I1 correspond
à une droite D1 de l’espace et le point Q2 de l’image I2 correspondant, à une droite D2. Ces deux
droites se coupent et permettent donc de récupérer la profondeur de l’objet 3-D. C’est le principe de
la stéréoscopie [74] [80] [12].
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D’autres approches ne mettant pas en correspondance les points peuvent aussi être adoptées [98] [23].
Elles requièrent toujours néanmoins l’utilisation de plusieurs caméras.
2.2 Caractérisation géométrique
2.2.1 Géométrie intégrale
La géométrie convexe, fondée sur les fonctionnelles de Minkowski [123], permet de caractériser géo-
métriquement un ensemble convexe dans Rn (n ∈ N). Il existe exactement n+1 fonctionnelles de Min-
kowski, vérifiant certaines propriétés (additivité, continuité, invariance par déplacements, homogénéité,
croissance) ; ces mesures forment une base dans Rn des mesures vérifiant les mêmes propriétés [65].
Elles sont donc linéairement indépendantes et toute autre fonctionnelle vérifiant ces propriétés est une
combinaison linéaire de celles-ci. En deux dimension (R2), ces fonctionnelles sont l’aire, le périmètre et
le nombre d’Euler. La géométrie intégrale [16] [115] [156] a généralisé la géométrie convexe aux unions
finies d’ensembles convexes. Ce concept s’applique bien au traitement d’images numériques, puisque
l’élément de base d’une image (le pixel en 2-D ou le voxel en 3-D) est un ensemble convexe [121].
2.2.2 Fonctionnelles géométriques
Les fonctionnelles géométriques sont des mesures de dimension entière supérieure ou égale à 1.
La géométrie intégrale permet de définir plusieurs fonctionnelles géométriques telles que l’aire et le
périmètre en deux dimensions (R2) mais d’autres fonctionnelles peuvent bien sûr être définies comme
par exemple la longueur, la largeur, les diamètres des cercles inscrits et circonscrits ou les diamètres de
Feret minimum et maximum [57], etc. Ces mesures permettent de caractériser géométriquement un en-
semble (ou une image) [168] mais ne suffisent pas à la caractérisation complète de celui-ci car certaines
fonctionnelles géométriques de deux ensembles visuellement différents peuvent être identiques.
2.2.3 Géométrie différentielle et fractale
La géométrie différentielle [34] [47] [124] [174] est l’application des outils du calcul différentiel à
l’étude de la géométrie. En considérant une image 2-D en niveaux de gris comme une surface topogra-
phique deux fois dérivable dans un espace à trois dimensions, la courbure peut être calculée en chaque
point de l’image. Par exemple, la courbure gaussienne se détermine à partir des dérivées partielles
de l’intensité. La géométrie différentielle présente diverses applications en traitement d’image [157] :
filtrage [152], réhaussement de contraste, etc. Les mesures définies dans le cadre de la géométrie dif-
férentielle se limitent aux ensembles réguliers, c’est-à-dire aux ensembles de frontière lisse (dérivable),
voire dérivables par morceaux. La géométrie fractale est donc introduite afin de pallier cette limite.
La géométrie fractale [111] est une branche de la géométrie qui s’attèle à la caractérisation mathéma-
tiquement des ensembles ayant une forme complexe, très tortueuse ou fragmentée. L’adjectif fractal
qualifie un ensemble naturel ou géométrique combinant les caractéristiques suivantes :
- les parties ont la même forme ou structure que le tout. Elles se différencient de ce dernier par
l’échelle et peuvent être légèrement déformées.
- la forme est soit extrêmement fragmentée, soit extrêmement irrégulière, et reste inchangée quelle
que soit l’échelle d’observation.
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La géométrie fractale développe des outils mathématiques pour caractériser ce type d’ensembles dans
des espaces non euclidiens. En géométrie euclidienne, les figures ont une dimension entière : 0 pour un
point, 1 pour une courbe, 2 pour une surface et 3 pour un volume. En revanche, la dimension d’une
fractale peut prendre des valeurs fractionnaires. Il s’agit en fait de la vitesse de croissance de la longueur
d’une courbe approximée par des segments de droites, lorsque le nombre de segments augmente. En
traitement d’images bio-médicales, la dimension fractale a été utilisée dans le cadre d’études sur
le diabète en analysant des images rétiniennes [32], quelques maladies du cerveau [176], un cancer
du sein [129], etc. La dimension fractale a également été utilisée pour développer des méthodes de
traitement d’images, telles que la segmentation [106]. Dans le traitement d’images numériques, le plus
petit élément de l’image (le pixel en 2-D) impose une limite à la fractalité, et donc à la modélisation
de tels ensembles, dits fractaux.
2.2.4 Géométrie stochastique
Partant de la géométrie intégrale et des probabilités géométriques [156], la géométrie stochas-
tique [175] [114] établit le lien entre la géométrie et les processus stochastiques (mouvement brow-
nien [22], chaines de Markov [112]). Elle permet de modéliser de façon probabiliste des ensembles ou
configurations de points ou d’ensembles, en leur associant une loi de probabilité sur l’espace des confi-
gurations possibles. Elle consiste à étudier des ensembles de formes aléatoires situés à des positions
aléatoires, en supposant que ces ensembles soient fermés tels des unions de boules ou des pavages.
En traitement d’image, la géométrie stochastique est utilisée pour caractériser des microstruc-
tures [163], simuler des structures métallographiques [116] ou extraire des lignes de réseaux à partir
d’images satellites [93]. Elle permet de développer des méthodes d’identification d’objets, de détection
de contours [10] ou de segmentation d’images [49]. De plus, à partir d’un modèle aléatoire, peuvent
être extraites les fonctionnelles de Minkowski (section 2.2.1) [63] [164] [6] [192]. Par conséquent, la
géométrie stochastique sert à caractériser les espaces vides entre des particules supposées sphériques
et dispersées aléatoirement [159] [160], à caractériser des grains de formes arbitraires placés et orientés
aléatoirement [19], à caractériser des modèles planaires de points [117].
En traitement d’image, la géométrie stochastique est donc principalement utilisée pour la modéli-
sation. Cependant, des difficultés apparaissent avec la complexité des images à simuler.
2.3 Caractérisation morphométrique
2.3.1 Morphologie mathématique
La morphologie mathématique est un ensemble de méthodes d’analyses d’image [113] [165] dont le
principe est de transformer l’image à analyser au moyen d’un ensemble géométrique de base connu, ap-
pelé élément structurant, pour mettre en évidence certaines caractéristiques de l’image. Les outils pro-
posés ont été développés au départ pour traiter des images binaires, représentant une union d’ensembles
(morphologie mathématique ensembliste). Leurs utilisations ont ensuite été étendues aux images en ni-
veaux de gris (morphologie mathématique fonctionnelle), puis aux images couleurs [166] [167] [36] [173].
La morphologie mathématique a conduit à de nombreux outils utilisés pour le filtrage d’image, la
segmentation d’image [120] [128], la détection de contours, la reconnaissance de forme, l’analyse de
texture, etc. La principale difficulté réside dans le choix a priori de l’élément structurant [208]. Des
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approches adaptatives peuvent cependant être utilisées [41] [42] [43].
2.3.2 Spectre de forme
À l’origine du spectre de forme se trouve le spectre granulométrique, basé sur la distribution de
taille [45] ainsi que la morphologie mathématique (section 2.3.1). Le principe du spectre granulomé-
trique consiste à observer la variation d’une mesure (l’aire, par exemple) d’un ensemble obtenu suite à
une transformation de morphologie mathématique en fonction de la taille de l’élément structurant [90].
Dans le traitement et l’analyse d’image, ce concept est fréquemment employé [170] [107] [182], par
exemple pour la segmentation, la classification de formes et de textures [7] [9] [8] [46] [193] [184] [188].
Il est également utilisé pour développer des opérateurs de filtrage ou des représentations multi-
échelles [48].
2.3.3 Fonctionnelles morphométriques
Les fonctionnelles morphométriques sont des ratios normalisés de fonctionnelles géométriques. Elles
sont comprises entre 0 et 1 et sont invariantes par similitude, i.e. translation, rotation et change-
ment d’échelle. Elles servent a évaluer des caractéristiques morphométriques d’un ensemble. Ces ca-
ractéristiques sont, entre autres, la compacité, la convexité, la circularité, l’allongement, etc. Pour
certaines caractéristiques, différentes définitions sont possibles. En fonction de l’application considé-
rée [5] [35] [59] [68] [92] [146] [180] [187], l’utilisateur choisit celle qui lui convient. Ces fonctionnelles
sont déterminées sur des images numériques binaires, un objet étant défini par un ensemble de pixels
blancs (ou noirs) et permettent, entre autre, de caractériser la forme des objets présents dans une
image et de les classifier [24] [29] [145] [179].
2.4 Conclusion
Dans ce chapitre, après quelques rappels sur le processus de formation d’une image 2-D, des outils
permettant de caractériser géométriquement et morphométriquement une image ou un objet 2-D ont
été exposés. Ils permettent, entre autres, de caractériser la taille mais aussi la forme d’un objet 2-D et
peuvent donc être utilisés, par exemple, pour déterminer la distribution granulométrique de particules
en suspension portant sur deux dimensions caractéristiques des particules projetées.
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Dans le chapitre précédent, plusieurs outils permettant de caractériser géométriquement et mor-
phométriquement une image / un objet 2-D ont été présentés. Parmi ces outils, ceux permettant de
caractériser la taille mais aussi la forme d’un objet 2-D sont très intéressant car ils peuvent être utilisés
pour déterminer une distribution granulométrique de particules projetées. Néanmoins, l’objectif de ce
travail de thèse étant de déterminer la taille et la forme d’objets 3-D à partir de leurs projections
2-D, il est nécessaire d’extrapoler les différentes mesures effectuées sur les images 2-D de projection
pour accéder a une caractérisation 3-D des objets. Les différentes méthodes permettant cela sont les
méthodes stéréologiques.
La stéréologie [185] [150] est un ensemble de méthodes permettant l’évaluation quantitative de
structures de dimension n + 1 (n ∈ N) à partir d’observations faites en dimension n. Par exemple,
à partir d’images de sections planes ou d’images de projections orthographiques d’un objet 3-D, la
stéréologie permet d’estimer son volume ou sa surface. Nous nous intéresserons plus particulièrement
aux méthodes stéréologiques « d’unfolding » [130], lesquelles donnent les moyens d’accéder à une
distribution de taille 3-D à partir d’une distribution de mesure calculée sur des images de coupes ou
de projections.
3.1 Stéreologie en coupes
Pour estimer le volume d’un objet 3-D, plusieurs méthodes peuvent être utilisées [40] et en parti-
culier la méthode de Cavalieri [64] [75]. Soient n (n ∈ N∗) tranches d’épaisseur T de l’objet 3-D étudié
(coupes sériées). Sur la figure 3.1, l’objet 3-D est coupé huit fois, neuf tranches de l’objet sont donc
formées. Le volume Vi de chaque tranche peut être approximé en multipliant l’aire Ai de la coupe par
l’épaisseur T de la tranche. Ainsi, le volume V de l’objet 3-D est estimé en sommant les volumes de





L’avantage majeur de cette méthode est qu’elle ne fait aucune hypothèse sur l’objet 3-D étudié.
Cependant, elle est invasive puisqu’elle requiert de pratiquer des coupes sériées. L’estimation du volume
d’un objet 3-D à partir d’images de coupes aléatoires de celui-ci est beaucoup plus complexe.
Pour une sphère de rayon R, l’objet 2-D résultant d’une coupe est un disque de rayon r ≤ R
(figure 3.2) et si r 6= R, le rayon R de la sphère et donc son volume ne peuvent pas être estimés. Cette
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(a) Coupes sériées de l’objet 3-D étudié.
A3
(b) Image d’une coupe.
Figure 3.1 – Estimation du volume d’un objet 3-D par la méthode de Cavalieri [75].
Figure 3.2 – Coupe d’une sphère [78].
difficulté peut être minimisée par l’utilisation de probabilités. En coupant aléatoirement (loi uniforme)
une sphère de rayon R, il est possible de déterminer analytiquement la densité de probabilité φR des





R2 − r2 (r ∈ [0;R[) (3.2)
où r est le rayon du disque de la coupe.
Lorsque r → R, φ(r) → +∞, la probabilité de faire une coupe passant par le centre de la sphère
est la plus élevée. L’introduction de l’équation 3.2 ne permet toujours pas de déterminer de façon
certaine le rayon d’une sphère à partir d’une image de coupe aléatoire (loi uniforme) de celle-ci. Elle
permet cependant d’affirmer qu’une coupe aléatoire (loi uniforme) d’une sphère de rayon R a une forte
probabilité de produire un disque de rayon r égal à R.
Pour un ensemble d’objets sphériques monodisperses de rayon R distribués aléatoirement (loi
uniforme), les rayons r1 < r2 < ... < rm (m ∈ N∗) des disques d’une image de coupe I sont tous
inférieurs ou égaux à R et les plus grands rayons ont une forte probabilité d’être égaux à R.
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Pour un ensemble d’objets sphériques polydisperses (homothétiques) de rayons R1 < R2 < ... < Rn
(n ∈ N et n > 1) distribué aléatoirement (loi uniforme), les rayons des disques r1 < r2 < ... < rm
(m ∈ N∗) d’une image de coupe I ne correspondent pas aux rayons des sphères. La distribution de
taille des sphères peut cependant être estimée grâce à la méthode itérative de Saltykov [153] [203].
Pour un ensemble d’objets 3-D non sphériques, monodisperses, polydisperses et multidisperses,
plusieurs études ont été réalisées.
En utilisant une méthode similaire à celle développée par Saltykov, Sahagian et al. [151] étudient des
systèmes d’objets parallélépipédiques et ellipsoïdales d’anisotropies relativement faibles polydisperses
et dans une moindre mesure multidisperses. Pour caractériser les objets 2-D résultant d’une coupe de
tels systèmes, ils calculent le diamètre de Feret moyen de chaque objet. Jagnow et al. [78] estiment
quant à eux la distribution de taille d’objets 3-D non convexe et ceci afin de synthétiser une texture 3-D.
Pour ce faire, ils utilisent comme descripteur l’aire. Higgins [73] étudie des systèmes parallélépipédiques
polydisperses. Ce dernier utilise comme descripteur la longueur de la boîte englobante.
Barbery [11] et Han et al. [66] s’intéressent plus particulièrement à des objets cylindriques, paral-
lélépipédiques, ellipsoïdales et parallélépipédiques, prismatiques hexagonaux respectivement et carac-
térisent les images de coupe par des longueurs de corde.
En caractérisant l’objet 2-D résultant d’une coupe d’un objet 3-D par plusieurs descripteurs, il est
possible d’améliorer la performance des méthodes d’unfolding et/ou de diminuer le nombre d’hypo-
thèses formulées sur le système étudié.
Pour déterminer les facteurs d’anisotropie d’un objet parallélépipédique à partir d’images de coupes
de celui-ci, Morgan et al. [125] développent un algorithme basé sur le calcul de la longueur et de la
largeur de l’ellipse s’ajustant au mieux avec l’objet 2-D résultant d’une coupe. Cruz Orive et al. [38] [39]
et par la suite Liang et al. [102] étudient des systèmes multidisperses d’ellipsoïdes allongés et aplaties.
Pour caractériser les coupes de tels systèmes, ils calculent le diamètre de Feret maximum et le ratio
entre le diamètre de Feret maximum et le diamètre de Feret minimum de chaque objet 2-D. Ohser
et al. [131] [132] et Mehnert et al. [118] quant à eux, étudient des systèmes polydisperses cubiques
et multidisperses polyédriques. Ils utilisent comme descripteur le diamètre de Feret maximum et le
nombre de sommets des objets 2-D de la coupe.
3.2 Stéreologie projective
Pour estimer le volume d’un objet 3-D à partir de ses projections orthographiques, Underwood [186]
a démontré que son volume V , l’aire de sa surface S et le Mean Intercept Length (MIL) L3 de n






Si l’objet 3-D étudié est convexe, la formule de Cauchy [30] peut être utilisée pour exprimer S en
fonction de l’aire projetée moyenne A′ de l’objet :
S = 4A′ (3.4)
Il est important de noter que l’équation 3.4 n’est valable que pour des objets 3-D convexes (pour des
objets 3-D non convexe S ≥ 4A′). Ainsi le volume V d’un objet 3-D convexe peut être exprimé en
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fonction de A′ et L3 :
V = A′ × L3 (3.5)
L’équation 3.5 est vraie quel que soit l’objet 3-D convexe étudié. Néanmoins, L3 (Intercept Length)
n’est pas une mesure effectuée sur une projection de l’objet 3-D mais une mesure effectuée section-
nellement dans l’espace. Si les facteurs d’anisotropie de l’objet 3-D étudié sont connus, L3 peut être











H ′ ×A′ = 2
3
H ′ ×A′ (3.6)
Contrairement à l’équation 3.5, l’équation 3.6 ne fait apparaître que des paramètres projetés. Pour
estimer le volume V d’une sphère de rayon R à partir de ses projections, une seule projection de
celle-ci est nécessaire et V =
2
3
H ′ × A′. De plus, l’objet 2-D résultant est un disque de rayon r et
r = R.
Pour un ensemble de particules sphériques monodisperses de rayon R, il est assez aisé de déterminer
la distribution de taille des sphères à partir d’une image de projection I de ce système. En effet, si
les disques de l’image I ne se chevauchent pas, les rayons des disques de l’image I ont tous un rayon
r = R.
Pour un ensemble de particules sphériques polydisperses (homothétiques) de rayon R1 < R2 < ... < Rn
(n ∈ N∗), il reste assez aisé de déterminer la distribution de taille des sphères à partir d’une image de
projection I de ce système (figure 3.3). Si il n’y a pas d’occlusion, i.e. si les « grosses » sphères n’oc-
Figure 3.3 – Image de projection d’un ensemble de sphères polydisperses.
cultent pas les « petites », et si les disques de l’image I ne se chevauchent pas, les rayons des disques
de l’image I (r1 < r2 < ... < rn) correspondent aux rayons des sphères (r1 = R1, r2 = R2, ..., rn = Rn).
Pour des objets 3-D non sphériques, il est plus difficile d’estimer leurs volumes et/ou leurs distribu-
tions de taille à partir d’images de projections. En effet, un objet 3-D non sphérique possède plusieurs
projections orthographiques. De plus, plusieurs objets 3-D distincts peuvent avoir la même projection
orthographique. Par exemple, un disque de rayon r peut aussi bien être le résultat de la projection
orthographique d’une sphère de rayon r que d’une projection orthographique d’un ellipsoïde allongé
de rayon équatorial r et de rayon polaire c > 1.
Pour estimer la taille et la forme d’objets 3-D non sphériques à partir d’images de projections,
plusieurs approches ont été proposées. Ces approches peuvent être classées en deux catégories selon
qu’elles soient basées ou non sur un modèle 3-D.
3.2.1 Méthodes sans a priori sur la forme de l’objet 3-D
L’avantage majeur de ces méthodes est qu’elles ne font aucune hypothèse sur la taille et la forme
des objets 3-D étudiés. Elles nécessitent cependant de réaliser un « calibrage ». Pour ce faire, une
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première distribution granulométrique est déterminée grâce à un tamisage. Cette distribution, dite
de référence, est ensuite utilisée pour déterminer les relations d’unfolding, permettant d’extrapoler
la distribution de mesure calculée sur les images de projections en la distribution granulométrique
réalisée par tamisage. L’objectif de ces méthodes est donc de remonter à la distribution en masse des
objets 3-D étudiés à partir d’une distribution de mesure calculée sur des images de projections.
Outal et al. [133] utilisent ce principe pour déterminer la distribution granulométrique de fragments
de roches. Ils caractérisent chaque roche projetée par leur aire. D’autres auteurs utilisent aussi l’aire
projetée comme descripteur : King [86], Vallebuona et al. [189] ou encore Taylor [177]. King et al. [87]
et Lin et al. [103] [104] [105] quant à eux, caractérisent les objets 3-D projetés par une distribution de
longueur de corde.
En caractérisant les images de projections par plusieurs descripteurs, la performance des méthodes
d’unfolding peut être améliorée. Al-Thyabat et al. [3] [4] utilisent comme descripteurs le diamètre de
Feret moyen et le diamètre du disque ayant la même aire que l’objet projeté. Kemeny et al. [83] [82]
utilisent le diamètre de Feret maximum et le diamètre de Feret minimum de l’ellipse s’ajustant aux
mieux avec l’objet 2-D projeté.
3.2.2 Méthodes basées sur un modèle 3-D
Cette seconde catégorie d’approches, s’appuie sur un modèle 3-D de l’objet étudié où la forme est
supposée connue a priori. Maerz [108] étudie des roches et suppose qu’il est possible de les modéliser
par des sphères. Il utilise comme descripteur le diamètre du disque ayant la même aire que l’objet
projeté. Schleifer et al. [162] effectuent la même hypothèse mais décrivent chaque objet projeté par le
diamètre du disque inscrit.
Comme précédemment, en caractérisant l’objet 2-D résultant d’une projection d’un objet 3-D
par plusieurs descripteurs, il est possible d’améliorer la performance des méthodes d’unfolding et/ou
de diminuer le nombre d’hypothèses formulées sur le système étudié. Kempkes et al. [84] et Eggers
et al. [54] [53] étudient des cristaux d’acides ascorbique, objets 3-D pouvant être modélisés par des
parallélépipèdes rectangles de largeur L1, de profondeur L2 = L1 et de hauteur L3. Les descripteurs
utilisés sont les diamètres de Feret maximum et minimum de l’ellipse de même moments quadratiques
que l’objet projeté. L’utilisation de deux caméras orthogonales entre elles [85], permet aux auteurs de
s’affranchir de l’hypothèse L2 = L1. L’approche de Larsen et al. [97] [95] a été développée dans le
but d’estimer la distribution granulométrique de cristaux de glycine, dont la morphologie à l’équilibre
est un parallélépipède rectangle surmonté de deux pyramides (figure 3.4). Le principal inconvénient
de cette méthode réside dans l’algorithme utilisé pour déterminer les paramètres w, h, t. En effet, ce
dernier détecte toutes les lignes présentes dans l’image puis groupe les lignes caractéristiques (lignes
parallèles, colinéaires et sécantes) entre elles. Par conséquent, l’approche de Larsen ne peut s’appliquer
qu’à des objets facettés. Brown et al. et Vickers et al. [190] [20] [21] [191] ont publié une série d’articles
où ils déterminent de manière analytique la distribution des aires projetées de plusieurs objets 3-D
convexes (cylindre, parallélépipède rectangle, ellipsoïde, etc.) et de manière numérique la distribution
conjointe des aires projetées et des périmètres projetés. D’autres études plus théoriques ont également
été réalisées [13] [91] [171].
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Figure 3.4 – Modèle 3-D de Larsen et al. [97].
3.3 Conclusion
Différentes approches stéréologiques permettant d’estimer la taille et la forme d’objets 3-D à partir
d’images 2-D de coupes ou de projections ont été présentées dans ce chapitre. Cette étude s’est plus
particulièrement axée sur les méthodes d’unfolding, lesquelles donnent les moyens d’accéder à une
distribution de taille 3-D à partir d’une distribution de mesure calculée sur des images de coupes ou
de projections.
Deux catégories de méthodes ont été exposées. Les premières ne font pas d’hypothèse a priori sur la
forme des objets 3-D étudiés et bien qu’elles présentent des avantages certains, elles ne permettent de
déterminer qu’une distribution granulométrique 1-D. Les secondes font appel à des modèles 3-D mais
se limitent généralement cependant à un modèle spécifique (parallélépipède rectangle, ellipsoïde, etc.)
et ne caractérisent les projections de celui-ci que par des fonctionnelles géométriques. Elles permettent
d’estimer une distribution granulométrique 1-D/2-D/3-D sous certaines hypothèses liées au modèle.
Afin de tirer avantage de ces deux approches, il semble intéressant de développer des méthodes
pouvant s’appliquer à des modèles 3-D de géométrie quelconque tout en limitant le nombre d’hypo-
thèses sur la forme des objets étudiées. Pour cela, les projections 2-D d’un objet 3-D pourraient être
caractérisées à la fois par des fonctionnelles morphométriques et géométriques afin d’accéder à une
distribution granulométrique 3-D.
La première partie de ce manuscrit a présenté un état de l’art sur les approches, méthodes et concepts
permettant tout d’abord d’estimer la distribution granulométrique d’objets 3-D en suspension, puis
de caractériser géométriquement et morphométriquement des images/objets 2-D et enfin d’inférer la
taille et la forme d’objets 3-D à partir d’images 2-D. La prochaine partie est consacrée à l’introduction
des différents concepts et outils utilisées dans la partie « Développement ».
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Concepts et outils utiles pour la thèse
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Ce premier chapitre introduit l’outil simulateur informatique qui permet de développer, vérifier et
valider les méthodes mises en place au cours de ce travail de thèse. En effet, l’objectif de cette étude
étant de mettre en place des méthodes génériques et efficaces permettant d’estimer la taille et la forme
d’objets 3-D à partir de leurs projections 2-D, il paraît important de pouvoir, en particulier, vérifier
les différentes estimations réalisées. Cet outil informatique permet donc de simuler le processus de
projection d’un objet 3-D.
4.1 Objets 3-D modélisés
Cinq types d’objets 3-D ont été modélisés (figure 4.1) : ellipsoïde, cylindre à base elliptique, pa-
rallélépipède rectangle, bipyramide à base rectangulaire, pyramide à base rectangulaire. Ils sont tous
convexes et peuvent être paramétrés soit par trois paramètres dits de taille, notés a (a > 0), b (b > 0)

























Figure 4.1 – Types d’objets modélisés au sein du simulateur.
réalisée se limitera aux objets 3-D convexes et plus particulièrement aux objets 3-D de type ellipsoïde,
cylindre à base elliptique, parallélépipède rectangle, bipyramide à base rectangulaire, pyramide à base
rectangulaire. Dans la suite du manuscrit, un objet 3-D convexe de ce type, de paramètres de taille a,
b et c et donc de paramètres de forme α1 et α2 sera noté (CO, a, α1, α2), CO représentant son type
(ellipsoïde, cylindre à base elliptique, etc.), a son premier paramètre de taille et α1, α2 ses paramètres
de forme. Estimer la taille et la forme d’un objet 3-D (CO, a, α1, α2) signifie donc estimer tout d’abord
son type CO, puis estimer son paramètre de taille a et ses paramètres de forme α1 et α2. Les méthodes
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proposées dans la suite de cet exposé s’attacheront donc à estimer la valeur de ces paramètres à partir
de projections 2-D de l’objet 3-D considéré.
4.2 Projections 2-D d’un objet 3-D
Considérons un objet 3-D modélisé précédemment au centre d’une large sphère. En pavant la
sphère de manière aléatoire selon une loi de probabilité donnée (régulière en utilisant un modèle
icosaédrique, respectivement) N ∈ N∗ (N ∈ {10×4n+2}, n ∈ N∗, respectivement) points sont générés
à sa surface (figure 4.2). Chaque point peut être vu comme une position particulière de la caméra avec
laquelle l’objet au centre de la sphère est observé. À chaque position de la caméra correspond donc une
projection particulière de l’objet 3-D. La figure 4.3 montre cinq projections orthographiques aléatoires
(a) Pavage aléatoire. (b) Pavage régulier.
Figure 4.2 – Pavage aléatoire selon une loi uniforme d’une sphère. / Pavage régulier selon un modèle
icosaédrique d’une sphère.
selon une loi uniforme d’un cube de coté a = 10. Excepté pour l’objet de type sphère, il est important
de remarquer qu’un objet 3-D possède plusieurs projections orthographiques. De plus, plusieurs objets
3-D distincts peuvent avoir la même projection orthographique. Par exemple, un disque de rayon r peut
aussi bien être le résultat de la projection orthographique d’une sphère de rayon r que d’une projection
orthographique d’un ellipsoïde de revolution allongé de rayon équatorial r et de rayon polaire c > 1.
Même en se limitant aux projections orthographiques, estimer la taille et la forme d’un objet 3-D à
partir de ses projections 2-D est donc assez complexe. C’est pour cette raison, que la projection en
perspective ne sera pas considérée. L’étude se limitera à estimer les paramètres d’un objet 3-D convexe






Figure 4.3 – Projections orthographiques aléatoires (loi uniforme) d’un cube de coté a = 10.
4.3 Conclusion
Dans ce chapitre, l’outil simulateur informatique a été présenté. Cet outil permet de simuler le
processus de projection d’un objet 3-D. Plus spécifiquement, pour un objet 3-D convexe (CO, a, α1, α2)
de type CO, de paramètre de taille a et de paramètres de forme α1, α2, le simulateur informatique ainsi
développé est capable de générer n (n ∈ N∗) projections orthographiques aléatoires de celui-ci suivant
une loi de probabilité donnée. Estimer la taille et la forme de cet objet 3-D à partir de ses projections
orthographiques signifie donc estimer tout d’abord son type CO, puis estimer son paramètre de taille
a et ses paramètres de forme α1 et α2.
Dans la suite du manuscrit, les méthodes proposées s’attacheront à réaliser ces estimations à partir
de projections orthographiques générées par le simulateur. En effet, la valeur des paramètres de l’objet
3-D modélisé étant connue, il sera possible de comparer les valeurs estimées aux valeurs réelles.
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Ce chapitre introduit la notion de diagrammes de forme. Un diagramme de forme est un descripteur
de forme 2-D permettant de représenter la morphométrie d’un ensemble 2-D compact dans le plan
euclidien.
5.1 Fonctionnelles géométriques et morphométriques
En analyse d’image, un ensemble 2-D compact peut être décrit par plusieurs fonctionnelles géo-
métriques. Les plus utilisées sont l’aire et le périmètre, notés respectivement A et P, les rayons des
cercles inscrits et circonscrits, notés respectivement r et R, et les diamètres de Feret minimum et
maximum [57], notés respectivement ω et d. La figure 5.1 illustre quelques-unes de ces fonctionnelles
géométriques. Ces fonctionnelles géométriques vérifiant certaines inégalités (certaines de ces inégali-
Figure 5.1 – Quelques fonctionnelles géométriques classiques d’un ensemble compact : rayons des
cercles inscrits (r) et circonscrits (R), diamètres de Feret minimum (ω) et maximum (d).
tés ne sont vérifiées que pour des ensembles compacts convexes) [147] [148] [149], des fonctionnelles
morphométriques qui sont des ratios normalisés des premières peuvent être définies. Le tableau 5.1
synthétise les différentes inégalités géométriques, les différentes fonctionnelles géométriques ainsi que
les différentes fonctionnelles morphométriques qu’il est possible de construire. Les fonctionnelles mor-
phométriques ainsi définies (circularité : 2pi r /P, P /2piR, r /R, 2 r /d, ω /2R ; finesse : 2 d /P, 4R /P ;
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Geometrical Geometric Morphometrical Only valid for
functionals inequalities functionals compact convex sets
r,R r ≤ R r /R No
ω,R ω ≤ 2R ω /2R No
A,R A ≤ piR2 A /piR2 No
P,R P ≤ 2piR P /2piR Yes
d,R d ≤ 2R d /2R No
r,d 2 r ≤ d 2 r /d No
ω,d ω ≤ d ω /d No
A,d 4A ≤ pi d2 4A /pi d2 No
P,d P ≤ pi d P /pi d Yes
R,d
√
3R ≤ d √3R /d No
r,P 2pi r ≤ P 2pi r /P No
ω,P pi ω ≤ P pi ω /P No
A,P 4piA ≤ P2 4piA /P2 No
d,P 2d ≤ P 2d /P No
R,P 4R ≤ P 4R /P No
r,A pi r2 ≤ A pi r2 /A No
ω,A ω2 ≤ √3A ω2 /√3A Yes
r, ω 2 r ≤ ω 2 r /ω No
ω, r ω ≤ 3 r ω /3 r Yes
Tableau 5.1 – Les fonctionnelles géométriques et morphométriques. A, P, r, R, ω et d désignent l’aire, le
périmètre, les rayons des cercles inscrits et circonscrits, les diamètres de Feret minimum et maximum,
respectivement [147] [148] [149].
etc.) sont à valeurs dans [0; 1] et sont invariantes par similitude, i.e. invariantes par translation, rota-
tion et changement d’échelle. À partir de ces fonctionnelles morphométriques, plusieurs diagrammes
de forme peuvent être définis.
5.2 Les diagrammes de forme
Historiquement, le concept de diagramme de forme a été proposé par Blaschke [14] [15], puis
par Santaló [155] pour des ensembles compacts convexes. Par la suite, plusieurs études ont été réali-
sées [156] [69] [72] [71] [70, 17] et en particulier l’étude de Rivollier et al. [147] [148] [149] qui hiérarchise
les différents diagrammes de forme en fonction de leur aptitude à discriminer des ensembles compacts
quelconques.
Un diagramme de forme permet de représenter la forme d’un ensemble 2-D compact dans le plan
euclidien à partir de deux fonctionnelles morphométriques, i.e. à partir de trois fonctionnelles géo-
métriques car les dénominateurs des deux fonctionnelles morphométriques ont la même fonctionnelle
géométrique. Soient un triplet des six fonctionnelles géométriques considérées, A, P, r, R, ω, d, et
(x, y), le couple de fonctionnelles morphométriques associé (tableau 5.2). Le diagramme de forme cor-
respondant D est l’application de l’ensemble K(E2) (l’ensemble des compacts du plan euclidien) dans
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[0, 1]2 qui à tout élément S de K(E2) associe l’élément D(S) = (x, y) de [0, 1]2. Formellement, un
diagramme de forme est défini comme suit :
D :
{
K(E2) → [0, 1]2
S 7→ (x, y)
Trente et un diagrammes de forme peuvent être définis, notés (Dk)k∈J1,31K respectivement (tableau 5.2).
Certaines inégalités géométriques étant seulement vérifiées pour des ensembles compacts convexes,
les diagrammes de forme correspondant sont par conséquent seulement définis pour des ensembles
compacts convexes. Rivollier et al. [147] [148] [149] ont étudié en détails les trente et un diagrammes
de forme qui peuvent être définis et ont conclu que le diagramme de forme D12 (ω /d, 4A /pi d2) est
celui qui discrimine au mieux deux ensembles compacts convexes : les images des différents ensembles
2-D compacts convexes sont généralement bien dispersées dans le plan [0, 1]2. Par conséquent, le
diagramme de forme D12 est celui qui sera utilisé dans la suite du manuscrit. La figure 5.2 montre
une représentation graphique du diagramme de forme D12 : en trait noir est représenté le contour du
domaine où se situent les compacts convexes et en couleur les éléments de la famille F .
5.3 Conclusion
Dans ce chapitre, le descripteur de forme 2-D appelé diagramme de forme a été présenté. Il permet,
grâce à l’utilisation de deux fonctionnelles morphométriques, de décrire la forme d’un ensemble 2-D
compact. Ce descripteur possède plusieurs propriétés intéressantes : il est invariant par translation,
rotation et changement d’échelle. Rivollier et al. [147] [148] [149] ont étudié en détail les trente et
un diagrammes de forme qui peuvent être définis et ont conclu que le diagramme de forme D12
(ω /d, 4A /pi d2) est celui qui permet de discriminer aux mieux deux ensembles compacts convexes.
Dans la suite du manuscrit, ce diagramme de forme sera utilisé pour décrire la morphométrie d’une
projection 2-D d’un objet 3-D convexe (une projection orthographique d’un objet 3-D convexe étant
convexe).
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Shape Axes Only defined for
diagrams coordinates compact convex sets
D1 : (ω, r,R) x = ω /2R y = r /R No
D2 : (ω,A,R) x = ω /2R y = A /piR2 No
D3 : (r,A,R) x = r /R y = A /piR2 No
D4 : (A,d,R) x = A /piR2 y = d /2R No
D5 : (ω,d,R) x = ω /2R y = d /2R No
D6 : (r,d,R) x = r /R y = d /2R No
D7 : (A,P,R) x = A /piR2 y = P /2piR Yes
D8 : (ω,P,R) x = ω /2R y = P /2piR Yes
D9 : (r,P,R) x = r /R y = P /2piR Yes
D10 : (P,d,R) x = P /2piR y = d /2R Yes
D11 : (ω, r,d) x = ω /d y = 2 r /d No
D12 : (ω,A,d) x = ω /d y = 4A /pi d2 No
D13 : (r,A,d) x = 2 r /d y = 4A /pi d2 No
D14 : (A,R,d) x = 4A /pi d2 y =
√
3R /d No
D15 : (ω,R,d) x = ω /d y =
√
3R /d No
D16 : (r,R,d) x = 2 r /d y =
√
3R /d No
D17 : (A,P,d) x = 4A /pi d2 y = P /pi d Yes
D18 : (ω,P,d) x = ω /d y = P /pi d Yes
D19 : (r,P,d) x = 2 r /d y = P /pi d Yes
D20 : (P,R,d) x = P /pi d y =
√
3R /d Yes
D21 : (ω, r,P) x = pi ω /P y = 2pi r /P No
D22 : (ω,A,P) x = pi ω /P y = 4piA /P2 No
D23 : (r,A,P) x = 2pi r /P y = 4piA /P2 No
D24 : (A,R,P) x = 4piA /P2 y = 4R /P No
D25 : (ω,R,P) x = pi ω /P y = 4R /P No
D26 : (r,R,P) x = 2pi r /P y = 4R /P No
D27 : (A,d,P) x = 4piA /P2 y = 2d /P No
D28 : (ω,d,P) x = pi ω /P y = 2d /P No
D29 : (r,d,P) x = 2pi r /P y = 2d /P No
D30 : (d,R,P) x = 2d /P y = 4R /P No
D31 : (ω, r,A) x = ω2 /
√
3A y = pi r2 /A Yes
Tableau 5.2 – Les trente et un diagrammes de forme.
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(a) Famille F d’ensembles 2-D compacts convexes.












(b) Diagramme de forme D12 : en noir, le contour du domaine des
compacts convexes et en couleur les éléments de la famille F .
Figure 5.2 – Représentation de la famille F dans le diagramme de forme D12.
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échantillonnée à partir d’un ensemble
de points du plan
L’objectif de ce chapitre est de présenter un algorithme qui a été mis en place durant cette thèse
permettant de déterminer automatiquement la valeur optimale du paramètre de contrôle des méthodes
de reconstruction d’une forme échantillonnée à partir d’un ensemble de points du plan telles que les
α-shapes, LDA-α-shapes, etc.
La reconstruction d’une forme échantillonnée à partir d’un ensemble de points est une étape im-
portante dans un grand nombre d’applications touchant des domaines aussi variés que la vision par
ordinateur, l’analyse d’image, le clustering ou la modélisation. Tout l’enjeu est de reconstruire une
forme échantillonnée à partir de son échantillon seulement, tout en respectant sa topologie. D’un point
de vue visuel, cette reconstruction est assez aisée à effectuer. Par exemple, sur la figure 6.1, il est assez
facile de reconnaître que l’ensemble de points représente une forme simplement connexe, un chameau,
et il est même assez facile de tracer manuellement l’enveloppe de cet ensemble de points. D’un point
Figure 6.1 – Un ensemble de points du plan représentant un chameau.
de vue informatique, cette reconstruction est beaucoup plus complexe à effectuer, en particulier si
la forme à reconstruire est non convexe. Jarvis [79] est le premier à avoir considéré la forme comme
une généralisation de l’enveloppe convexe. Quelques années plus tard Edelsbrunner, Kirkpatrick et
Seidel [52] ont introduit le concept d’α-shapes qui est une définition mathématique rigoureuse de la
notion d’enveloppe convexe généralisée. Plus précisément, la méthode α-shapes est une filtration de
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la triangulation de Delaunay [44] qui dépend de la valeur du paramètre réel α. Le principal incon-
vénient de cette méthode est qu’elle ne permet pas de reconstruire une forme échantillonnée à partir
d’un ensemble de points non uniformément répartis. Pour pallier cette limite, plusieurs méthodes ont
été proposées : les weighted-α-shapes [51], les A-shapes [119], les conformal-α-shapes [31] ou encore
les LDA-α-shapes [109]. Les méthodes weighted-α-shapes, conformal-α-shapes, LDA-α-shapes sont
toutes des méthodes basées sur la filtration de la triangulation de Delaunay qui dépendent d’un ou
plusieurs paramètres de contrôle alors que la méthode A-shapes est un sous-graphe de la triangulation
de Delaunay qui dépendent du paramètre A qui est un ensemble de points. Potentiellement, toutes ces
méthodes sont capables de reconstruire une forme suffisamment échantillonnée à partir d’un ensemble
de points non uniformément répartis. Cependant, la méthode LDA-α-shapes a été privilégiée car :
- elle est très facile à implémenter et efficace du point de vue temps de calcul ;
- elle ne dépend que d’un seul paramètre de contrôle ;
- il a été démontré que la reconstruction est garantie sous certaines conditions d’échantillon-
nage [33] ;
- elle a été étendue en dimension quelconque [33]. L’algorithme proposée dans ce chapitre pourrait
donc lui aussi être étendue à Rn (n ∈ N et n ≥ 3).
6.1 LDA-α-shapes
La méthode LDA-α-shapes (Locally-Density-Adaptive-α-shapes) [109] [33] permet de reconstruire
une forme échantillonnée à partir d’un ensemble de points non nécessairement uniformément distribués.
Pour cela, elle filtre la triangulation de Delaunay de l’ensemble de points considéré en fonction des
variations locales de densité de l’échantillonnage et de la valeur du paramètre de contrôle α ∈ [0; 1].
Soient Del(P ) la triangulation de Delaunay d’un ensemble de points P donné (figure 6.2), α un réel
dans [0; 1] et soient D et D′ les disques circonscrits aux triangles de Delaunay de sommets p, p′, p′′ et
p, p′′, p′′′ respectivement. D est dit LDA-α-empty si le rayon r du disque D vérifie :
rmin(p)
r
≤ α et rmin(p
′)
r




où rmin(p) (rmin(p′) et rmin(p′′), respectivement) désigne le rayon du plus petit disque circonscrit aux
triangles de Delaunay ayant p comme sommet (p′ et p′′, respectivement).
Par définition, les disques circonscrits aux triangles de Delaunay sont vides. Si D et D′ sont LDA-
α-empty alors il existe une large zone (D ∪ D′) sans point à l’intérieur entourée par une zone plus
dense. Localement, il y a donc une variation de la densité des points. Par conséquent, la zone D ∪D′
représente probablement un trou et dans ce cas, l’arête commune pp′′ aux deux triangles D et D′
est éliminée de la triangulation de Delaunay. De même, si D et D′ ne sont pas LDA-α-empty alors
localement la densité des points ne varie pas, l’arête commune aux deux triangles D et D′ est donc aussi
éliminée de la triangulation de Delaunay. Enfin, si l’un des deux disques (D ou D′) est LDA-α-empty
et l’autre ne l’est pas, l’arête commune aux deux triangles D et D′ de la triangulation de Delaunay
est conservée car la variation locale de la densité des points indique la présence d’un « contour » de
la forme à reconstruire.
En fonction de la variation locale de la densité des points et de la valeur du paramètre de contrôle
α ∈ [0; 1], une arête de la triangulation de Delaunay est donc supprimée ou non. Par exemple, si
α = 0, le LDA-0-shape correspond à l’enveloppe convexe de l’ensemble de points. En revanche, si
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Figure 6.2 – Triangulation de Delaunay d’un ensemble de points.
α = 1, toutes les arêtes de la triangulation de Delaunay sont supprimées, le LDA-1-shape correspond
à l’ensemble de points lui-même. Les LDA-α-shapes décrivent une famille monotone (lorsqu’une arête
est supprimée, elle ne réapparaît plus) de formes du plan quand α varie dans [0; 1] allant de l’enveloppe
convexe de l’ensemble de points à l’ensemble de points lui même.
La figure 6.3 montre l’influence de la valeur du paramètre α sur la qualité de la reconstruction de
l’ensemble de points « haricot ». Visuellement parlant, une bonne reconstruction serait, par exemple,
la forme reconstruite grâce au LDA-0, 26-shape mais certainement pas grâce au LDA-0-shape. Pour ga-
rantir une bonne reconstruction, il est donc nécessaire de pouvoir sélectionner de manière automatique
le paramètre de contrôle α.
Remarque 6.1 Pour un ensemble de points donné, il est important de noter que les valeurs prises
par le paramètre α peuvent être restreintes à un ensemble fini de valeurs {αk}k∈J1,mK (m ∈ N∗ et
∀k ∈ J1,mK, αk ∈ [0; 1]).
6.2 Sélection automatique du paramètre de contrôle α
Dans la littérature, très peu d’articles [110] [50] font référence à la sélection automatique du/des
paramètres de contrôles des différentes méthodes permettant de reconstruire une forme à partir d’un
ensemble de points. Dans les deux articles précédemment cités, la sélection du paramètre de contrôle
est basée sur le concept d’arbre couvrant de poids minimal. Le second article définit aussi un critère
basé sur la longueur des arêtes de la triangulation de Delaunay. La sélection du paramètre optimal est
donc proposée sans aucun lien avec la perception visuelle humaine. Contrairement à ces études, il est
proposé dans cette section 6.2 d’estimer la valeur optimale du paramètre de contrôle α de la méthode
LDA-α-shapes en adéquation avec la perception visuelle humaine [194] [198] [199] [200].
Il est supposé dans cette étude que l’ensemble de points considéré n’est pas bruité et représente
une forme simplement connexe. Par conséquent, seule l’enveloppe extérieure des LDA-α-shapes est
prise en compte (il n’y a pas de trou). Par exemple sur la figure 6.3, les arêtes du LDA-0, 77-shape
représentant des trous ne sont pas prises en considération. Sous ces hypothèses, il est donc possible de
se limiter aux LDA-α-shapes possédant les propriétés suivantes :
- l’enveloppe extérieure du LDA-α-shape doit contenir tous les points de l’échantillon ;
- l’enveloppe extérieure du LDA-α-shape est composé d’une seule composante connexe.
Quelle que soit la valeur de α appartenant à {αk}k∈J1,mK (m ∈ N∗), il est très facile de vérifier les
propriétés précédentes. Ainsi, seulement certaines valeurs de α ({α1, . . . , αn} avec α1 > α2 > · · · >
αn = 0, n ∈ N∗) sont solutions de l’étude.
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α = 1 α = 0, 91 α = 0, 83 α = 0, 8 α = 0, 77
α = 0, 72 α = 0, 67 α = 0, 5 α = 0, 26 α = 0, 22
α = 0, 2 α = 0, 19 α = 0, 18 α = 0, 17 α = 0, 15
α = 0, 14 α = 0, 125 α = 0, 1 α = 0, 05 α = 0
Figure 6.3 – LDA-α-shapes de l’ensemble de points haricot pour différentes valeurs de α.
6.2.1 Quelle est la forme perçue d’un ensemble de points ?
La forme perçue d’un ensemble de points est très subjective. Elle est principalement influencée
par l’agencement spatial des points et par plusieurs facteurs cognitifs. Néanmoins, l’enveloppe d’un
ensemble de points doit être proche des points, mais aussi régulière (une enveloppe tortueuse n’est pas
désirée). Ces deux caractéristiques peuvent se traduire mathématiquement par : l’enveloppe des points
a une aire minimale et un périmètre minimal. Malheureusement, ces deux objectifs sont contradictoires.
En effet, le périmètre de l’enveloppe des points, noté P (α), peut seulement être minimisé en maximisant
son aire, notée A(α), et vice versa. L’enveloppe convexe (α = αn = 0) a une aire maximum et un
périmètre minimum tandis que la première enveloppe (α = α1) a une aire minimum et un périmètre
maximum. Par conséquent, une enveloppe « raisonnable », i.e. visuellement satisfaisante, a une aire
« relativement petite » et un périmètre « relativement petit » (figure 6.4).
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(c) Enveloppe du LDA-αn-
shape (enveloppe convexe).
A(αn)=0.50, P (αn)=2.63.
Figure 6.4 – Aire et périmètre de plusieurs enveloppes de LDA-α-shapes. En noir, l’enveloppe des
LDA-α-shapes.
6.2.2 Le critère proposé
Tout d’abord, pour que l’aire et le périmètre de l’enveloppe du LDA-α-shape soient homogènes, une
normalisation doit être effectuée. Soient A(α) et P (α) l’aire et le périmètre normalisés de l’enveloppe
du LDA-α-shape respectivement :
A(α) =
A(α)−A(α1)
A(αn = 0)−A(α1) , P (α) =
P (α)− P (αn)
P (α1)− P (αn) (6.2)
Ensuite, il est important de noter que si la forme perçue est convexe, l’enveloppe convexe est alors
l’enveloppe « raisonnable » recherchée et dans ce cas il suffit de minimiser le périmètre. Par contre, si
la forme perçue possède beaucoup de concavités, la première enveloppe (α = α1) est alors l’enveloppe
« raisonnable » recherchée et dans ce cas il suffit de minimiser l’aire. Le critère à minimiser dépend
donc de trois paramètres : l’aire et le périmètre normalisés de l’enveloppe du LDA-α-shape et la
convexité de la forme perçue. Le critère proposé, noté APC(α), est défini comme suit :
APC(α) = ‖((1 − C6)A(α), C6P (α))‖2 =
√
((1 −C6)A(α))2 + (C6P (α))2 (6.3)
où C ∈ [0; 1] désigne le ratio de convexité de la forme recherchée. Plus C est proche de 1 (proche de
0, respectivement) plus (moins, respectivement) la forme perçue est convexe. La valeur inconnue de







La valeur 6 de la puissance pondérant le ratio de convexité a été déterminée de manière empirique




6.2.3 Pertinence du critère proposé
Pour évaluer la pertinence du critère proposé, des tests ont été réalisés sur des images de la base
d’images binaires KIMIA [169], chaque image de cette base représentant une composante simplement
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connexe plus ou moins convexe. Tout d’abord, pour une image Ii (i ∈ N∗) de la base, les pixels
du contour de la composante simplement connexe sont extraits et normalisés dans le carré [0; 1] ×
[0; 1] du plan. Ensuite, le polygone dont les sommets sont les pixels du contour de la composante
simplement connexe est calculé. Ce polygone est appelé forme de référence et est noté SIi . Enfin, SIi
est échantillonné par un ensemble de points (plus ou moins dense) en utilisant une loi de distribution
uniforme ou une loi de distribution hétérogène où la probabilité est plus grande près de l’axe médian
du complémentaire de la forme SIi . Cet échantillonnage hétérogène correspond à un échantillonnage
plus naturel pour préserver les détails de la forme. Trois densités de points ont été testées : faible =
1000 points par unité d’aire, moyenne = 4500 points par unité d’aire et forte = 20000 points par unité
d’aire. La figure 6.5 montre le résultat de ce processus d’échantillonnage pour l’image « camel-15 » de
la base KIMIA.












(a) Densité faible et loi de probabi-
lité uniforme.












(b) Densité moyenne et loi de pro-
babilité uniforme.












(c) Densité forte et loi de probabi-
lité uniforme.












(d) Densité faible et loi de probabi-
lité hétérogène.












(e) Densité moyenne et loi de pro-
babilité hétérogène.












(f) Densité forte et loi de probabi-
lité hétérogène.
Figure 6.5 – Échantillonnage de la forme « camel-15 » selon trois densités de points (faible, moyenne,
forte) et deux lois de probabilités (uniforme, hétérogène). La forme de référence Scamel-15 est en rouge.
À partir d’une forme échantillonnée, la valeur optimale de α, notée αoptIi , est calculée en minimisant
le critère proposé et est comparée à αrefIi , la valeur de α qui minimise l’aire de la différence symétrique,




H(αrefIi) est donc la meilleure approximation, parmi les H(α), de la forme de référence SIi au sens
de la différence symétrique. Cette mesure de dissimilarité a été utilisée car elle est en adéquation avec
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la perception visuelle humaine. Finalement, l’erreur EIi entre H(αrefIi) et H(αoptIi) est quantifiée en





où A désigne l’opérateur d’aire et ASD désigne l’aire de la différence symétrique.
Pour obtenir des données statistiques fiables, pour une densité de points donnée et une loi de
probabilité donnée, chaque image Ii de la base est échantillonnée m = 1000 fois et à chaque fois











(EjIi − µ)2 sont calculés. Le tableau 6.1 synthétise les erreurs moyennes
et les écart-types ainsi calculés pour trois images I1, I2, I3 (figure 6.6) de la base d’images KIMIA.
(a) I1. (b) I2. (c) I3.
Figure 6.6 – Trois images de la base KIMIA. La forme de référence de chacune de ces images est plus
ou moins convexe.
échantillonnage uniforme échantillonnage hétérogène
Densité faible moyenne forte faible moyenne forte
I1 µI1 = 8, 47 µI1 = 2, 65 µI1 = 1, 03 µI1 = 7, 62 µI1 = 2, 22 µI1 = 0, 87
(Convexité =
0.9)
σI1 = 4, 55 σI1 = 0, 67 σI1 = 0, 17 σI1 = 5, 32 σI1 = 0, 53 σI1 = 0, 14
I2 µI2 = 13, 57 µI2 = 3, 61 µI2 = 0, 59 µI2 = 12.21 µI2 = 2.55 µI2 = 0.48
(Convexité =
0.7)
σI2 = 8, 02 σI2 = 2.45 σI2 = 0, 46 σI2 = 8.89 σI2 = 1.79 σI2 = 0, 39
I3 µI3 = 23, 75 µI3 = 10, 12 µI3 = 3, 38 µI3 = 22, 79 µI3 = 8, 21 µI3 = 2, 51
(Convexité =
0.5)
σI3 = 9, 30 σI3 = 4, 44 σI3 = 1, 29 σI3 = 10, 61 σI3 = 4, 09 σI3 = 0, 98
Tableau 6.1 – Évaluation du critère proposé sur trois images plus ou moins convexes. L’erreur moyenne
µIi est en pourcentage et est calculée pour trois densités de points (faible, moyenne, forte) et deux lois
de probabilités (uniforme, hétérogène). σIi désigne l’écart-type.
Il est important de remarquer que, quelle que soit l’image Ii considérée (i ∈ {1, 2, 3}) et quelle que
soit la loi de probabilité considérée, plus la densité de points augmente, plus l’erreur moyenne µIi est
petite. Pour une densité de points forte, quelle que soit la loi de probabilité considérée et quelle que soit
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l’image Ii considérée (i ∈ {1, 2, 3}), l’erreur moyenne est même inférieure à 4%. Ces résultats montrent
la pertinence du critère proposé. En effet, que quelle que soit l’image Ii (i ∈ {1, 2, 3}), l’enveloppe
du LDA-αoptIi -shape est proche de l’enveloppe du LDA-αrefIi -shape qui est elle même la meilleure
approximation de la forme de référence SIi au sens de la différence symétrique.
6.2.4 Évaluation quantitative de l’algorithme de sélection automatique du para-
mètre α
Pour évaluer quantitativement l’algorithme de sélection automatique du paramètre α proposé,
un ensemble de N = 1400 images binaires, noté {I1, . . . , I1400}, de la base d’images KIMIA a été
sélectionné, chaque image binaire représentant une composante simplement connexe plus ou moins
convexe. Comme expliqué dans la section 6.2.3, pour chaque image binaire de l’ensemble considéré,
la forme de référence SIi est calculée puis échantillonnée par un ensemble de points (plus ou moins
dense) en utilisant une loi de distribution uniforme ou une loi de distribution hétérogène. Comme
précédemment, trois densités de points ont été testées : faible = 1000 points par unité d’aire, moyenne
= 4500 points par unité d’aire et forte = 20000 points par unité d’aire.
À partir d’une forme échantillonnée, la valeur optimale de α, notée αoptIi , est calculée en minimisant
le critère proposé et l’enveloppe optimale du LDA-αoptIi-shape, notée H(αoptIi), est comparée à la






où A désigne l’opérateur d’aire et ASD l’aire de la différence symétrique.
Pour obtenir des données statistiques fiables, pour une densité de points donnée et une loi de pro-










(EIi − µ)2 sont calculés.
Le tableau 6.2 synthétise les résultats pour les 1400 images binaires considérées.
échantillonnage uniforme échantillonnage hétérogène
Densité faible moyenne forte faible moyenne forte
KIMIA µ = 32, 89 µ = 15, 90 µ = 6, 92 µ = 31, 33 µ = 14, 30 µ = 5, 95
database σ = 21, 94 σ = 14, 15 σ = 7, 33 σ = 22, 57 σ = 15, 61 σ = 6, 72
Tableau 6.2 – Évaluation quantitative de l’algorithme de sélection automatique du paramètre α sur
la base d’images KIMIA. L’erreur moyenne µ est exprimée en pourcentage et est calculée pour trois
densités de points (faible, moyenne, forte) et deux lois de probabilités (uniforme, hétérogène). σ désigne
l’écart-type.
Étant donné l’hétérogénéité des formes étudiées, l’algorithme proposé donne des résultats satisfai-
sants. En effet, quelle que soit la loi d’échantillonnage considérée, pour une densité de points forte,
la forme de référence est estimée avec une erreur moyenne inférieure à 7%. De plus, il convient de
relativiser cette valeur d’erreur car l’enveloppe H(αoptIi) (i ∈ J1, 1400K) est comparée à la forme de
référence SIi (i ∈ J1, 1400K), forme qui peut être reconstruite seulement avec une densité de points
infinie. Enfin, pour une densité de points faible, l’erreur peut paraître assez importante, cependant
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pour une telle densité, la forme est faiblement échantillonnée : même visuellement, l’enveloppe des
points est difficile à estimer.
6.3 Conclusion
Dans ce chapitre, une méthode de la littérature appelée LDA-α-shapes a permis de reconstruire
une forme échantillonnée à partir d’un ensemble de points. Cette méthode, contrairement à d’autres
méthodes de la littérature, présente plusieurs avantages. Elle permet en particulier de reconstruire une
forme à partir d’un ensemble de points non uniformément distribués. Malheureusement, elle dépend
d’un paramètre de contrôle appelé α et la valeur de ce paramètre de contrôle influe grandement sur
la qualité de la reconstruction.
C’est pourquoi un algorithme, en adéquation avec la perception visuelle humaine, permettant de
calculer automatiquement la valeur optimale de ce paramètre a été élaboré. Cet algorithme est basé
sur la minimisation d’un critère quantitatif dépendant de α faisant intervenir l’aire, le périmètre de
l’enveloppe du LDA-α-shape et la convexité de la forme recherchée. Ce critère a tout d’abord été validé,
puis évalué quantitativement en utilisant la base d’images binaires KIMIA. Les résultats montrent que
l’utilisation conjointe des LDA-α-shapes et de l’algorithme de sélection automatique du paramètre α
permet de reconstruire une forme échantillonnée avec une erreur assez faible : quelle que soit la loi
d’échantillonnage considérée, pour une densité de points forte, l’enveloppe d’une forme échantillonnée
simplement connexe est estimée avec une erreur moyenne inférieure à 7%.
Enfin, il est important de noter que l’algorithme développé est générique. En effet, il pourrait être
utilisé avec d’autres méthodes de reconstruction dépendant d’un seul paramètre de contrôle. Durant
cette thèse, il a d’ailleurs été testé avec la méthode de reconstruction α-shapes et donne des résultats
satisfaisants quand les points sont distribués de manière uniforme.
Dans la suite de cette thèse, la méthode LDA-α-shapes ainsi que l’algorithme permettant de calculer
automatiquement la valeur optimale du paramètre α proposé vont être utilisés pour déterminer de
manière automatique l’enveloppe d’un ensemble de points non uniformément distribués.
Remarque 6.2 L’algorithme qui vient d’être présenté dans ce chapitre a été publié en 2011 dans une
conférence internationale à comité de lecture avec proceedings LNCS : « International Conference on
Image Analysis and Recognition » (ICIAR). Le lecteur est invité à consulter la référence suivante [140].
La deuxième partie de ce manuscrit a introduit des concepts et outils utilisés par la suite. La prochaine
partie est consacrée aux différents développements réalisés durant cette thèse afin d’estimer la taille
et la forme d’un objet 3-D à partir de ses projections orthographiques. Elle concerne des travaux de
recherche finalisés et en cours de publication [137] [141] [142].
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Chapitre 7
Estimation de la taille d’un objet 3-D
convexe à partir de ses projections 2-D
Ce chapitre propose d’estimer la « taille » d’un objet 3-D convexe à partir de ses projections
2-D. Plus précisément, ce chapitre propose d’estimer la valeur du paramètre de taille a d’un objet
3-D convexe (CO, a, α1, α2) de type CO, de paramètre de taille a et de paramètres de forme α1, α2.
En effet, CO, α1 et α2 étant des paramètres de forme, leurs valeurs sont supposées connues dans ce
chapitre. Plus spécifiquement, il est supposé que CO est connu, que α1 est égal à 1 et que la valeur
de α2 est connue et plus grande que 1. Sous ces hypothèses une méthode basée sur le maximum de
vraisemblance de a des fonctions de densité de probabilité des aires projetées est développée pour
estimer la valeur du paramètre de taille inconnue a.
7.1 Fonction de densité de probabilité des aires projetées
Soit (CO, a, α1, α2) un objet 3-D convexe de type CO, de paramètre de taille a et de paramètres de
forme α1, α2. Soit A la variable aléatoire continue appelée « aire projetée » associée à une projection
orthographique de l’objet 3-D (CO, a, α1, α2). La fonction de densité de probabilité de A est notée
FCO,a,α1,α2 .
Après plusieurs tests numériques, il semble que, quel que soit l’objet (CO, a, α1, α2) considéré, la
fonction FCO,a,α1,α2 soit définie sur un ensemble simplement connexe. Dans cette étude l’ensemble




[Amin,CO,a,α1,α2;Amax,CO,a,α1,α2 ] → R∗+
A 7→ FCO,a,α1,α2(A)
(7.1)
où Amin,CO,a,α1,α2 (Amax,CO,a,α1,α2, respectivement) représente l’aire projetée minimum (maximum,
respectivement) de l’objet 3-D (CO, a, α1, α2).
Ayant supposé dans ce chapitre 7 que α1 est égal à 1, les notations suivantes sont adoptées :
la fonction de densité de probabilité des aires projetées d’un objet 3-D (CO, a, 1, α2), FCO,a,1,α2,
est notée fCO,a,α2 et son aire projetée minimum (maximum, respectivement) est notée Amin,CO,a,α2
(Amax,CO,a,α2 , respectivement). Ainsi :
fCO,a,α2 :
{
[Amin,CO,a,α2 ;Amax,CO,a,α2 ] → R∗+
A 7→ fCO,a,α2(A) = FCO,a,1,α2(A)
(7.2)
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Pour des objets 3-D simples comme par exemple des ellipsoïdes de révolution allongés ou des ellip-
soïdes de révolution aplatis, déterminer analytiquement la fonction de densité de probabilité des aires
projetées [190] [20] [191] [21] est possible. Pour des objets 3-D plus complexes, cela est plus difficile
voire impossible. Pour cette raison, et parce que la fonction de densité de probabilité des aires projetées
proposée se veut générique, il a été décidé de générer cette fonction de manière numérique à l’aide du
simulateur développé au chapitre 4.
Commençons donc tout d’abord par déterminer l’ensemble de définition de fCO,a,α2, i.e. les bornes
Amin,CO,a,α2 et Amax,CO,a,α2 , avant de générer numériquement cette densité de probabilité.
7.1.1 Détermination de l’ensemble de définition de la densité de probabilité fCO,a,α2
Pour les objets de type ellipsoïde de révolution allongé, cylindre à base circulaire et parallélépipède
rectangle à base carrée (α1 = 1), les bornes Amin,CO,a,α2 et Amax,CO,a,α2 sont connues théoriquement,
notées AminTh,CO,a,α2 et AmaxTh,CO,a,α2 respectivement [191]. Le tableau 7.1 montre l’expression de
AminTh,CO,a,α2 (AmaxTh,CO,a,α2 , respectivement) en fonction de a et α2 pour ces types d’objets.
(CO, a, 1, α2) AminTh,CO,a,α2 AmaxTh,CO,a,α2
(Ellipsoïde, a, 1, α2) pia2 piα2a2
(Cylindre, a, 1, α2) min(pia2, 2α2a2) a2
√
pi2 + 4α22
(Parallélépipède rectangle, a, 1, α2) min(a2, α2a2) a2
√
1 + 2α22
Tableau 7.1 – Expression des aires projetées minimum et maximum en fonction des paramètres a et
α2 pour les objets de type ellipsoïde, cylindre et parallélépipède rectangle (α1 = 1) [191].
En ce qui concerne les objets de type bipyramide à base carrée et pyramide à base carrée (α1 = 1),
les bornes Amin,CO,a,α2 et Amax,CO,a,α2 ne sont pas connues théoriquement, des conjectures ont donc
été réalisées. Soient AminConj,CO,a,α2 et AmaxConj,CO,a,α2 les expressions conjecturées de Amin,CO,a,α2 et
Amax,CO,a,α2 respectivement. Le tableau 7.2 montre les expressions deAminConj,CO,a,α2 et AmaxConj,CO,a,α2
en fonction de a et α2 pour ces types d’objets.
(CO, a, 1, α2) AminConj,CO,a,α2 AmaxConj,CO,a,α2




















Tableau 7.2 – Expression des aires projetées minimum et maximum en fonction des paramètres a et
α2 pour les objets de type bipyramide et pyramide. Contrairement aux expressions du tableau 7.1, ces
expressions ont été conjecturées et n’ont pas été démontrées analytiquement.
Afin de vérifier ces conjectures, le processus suivant est réalisé. Pour un objet 3-D de type bi-
pyramide ou pyramide, de paramètre de taille a et de paramètres de forme α1 = 1 et α2 ≥ 1,
N = 1.000.000 projections aléatoires (loi uniforme) sont générées grâce au simulateur, et pour chaque
projection l’aire est calculée. Notons {Ai}i∈J1,NK la famille des aires projetées ainsi générée. La valeur





({Ai}), respectivement) ainsi générée est comparée à la valeur de l’aire proje-
tée minimum conjecturée AminConj,CO,a,α2 (maximum conjecturée AmaxConj,CO,a,α2, respectivement).
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Le tableau 7.3 montre le résultat de ce processus pour les objets de type bipyramide et pyramide de
paramètres de taille a ∈ {1, 100} et de paramètres de forme α2 ∈ {1, 50}, α1 = 1 (objets 3-D isotropes
et anisotropes).
(CO, a, 1, α2) AminConj,CO,a,α2 AminSim,CO,a,α2 AmaxConj,CO,a,α2 AmaxSim,CO,a,α2
(Bipyramide, 1, 1, 1) 0, 8165 0, 81667 1, 4142 1, 4142
(Bipyramide, 1, 1, 50) 0, 9999 0, 99993 70, 711 70, 711
(Bipyramide, 100, 1, 1) 8165 8168, 5 14142 14142
(Bipyramide, 100, 1, 50) 9999 9999 7, 0711e + 05 7, 0711e + 05
(Pyramide, 1, 1, 1) 0, 5 0, 50063 1 1
(Pyramide, 1, 1, 50) 0, 9999 0, 99992 35, 359 35, 359
(Pyramide, 100, 1, 1) 5000 5001 10000 10000
(Pyramide, 100, 1, 50) 9999 9999, 1 3, 5359e + 05 3, 5359e + 05
Tableau 7.3 – Comparaisons des aires projetées minimum (maximum, respectivement) conjecturées
aux aires projetées minimum (maximum, respectivement) simulées pour les objets de type bipyramide
et pyramide de paramètres de taille a ∈ {1, 100} et de paramètres de forme α2 ∈ {1, 50} (α1 = 1).
Au vu de ces résultats, il est possible d’affirmer que les expressions conjecturées des aires projetées
minimum et maximum en fonction des paramètres a et α2 pour les objets de type bipyramide et
pyramide sont justes. En effet, quelle que soit la valeur de a et α2 et quel que soit le type d’objet
3-D considéré, les valeurs de AminConj,CO,a,α2 et AminSim,CO,a,α2 sont proches (AmaxConj,CO,a,α2 et
AmaxSim,CO,a,α2 respectivement) et de plus, les inégalités suivantes sont toujours respectées :
AminConj,CO,a,α2 ≤ AminSim,CO,a,α2 et AmaxConj,CO,a,α2 ≥ AmaxSim,CO,a,α2.
Par la suite, quel que soit le type d’objet 3-D considéré, aucune distinction ne sera faite entre
AminConj,CO,a,α2 et AminTh,CO,a,α2 (AmaxConj,CO,a,α2 et AmaxTh,CO,a,α2 respectivement). L’aire proje-
tée minimum (maximum, respectivement) d’un objet 3-D (CO, a, 1, α2) est notée Amin,CO,a,α2 (Amax,CO,a,α2 ,
respectivement).
Le domaine de définition de la fonction fCO,a,α2 étant maintenant connu, construisons numérique-
ment cette densité de probabilité.
7.1.2 Détermination de la densité de probabilité fCO,a,α2
Pour construire numériquement la fonction de densité de probabilité des aires projetées d’un objet
3-D (CO, a, 1, α2), le processus suivant est réalisé. Soit (CO, a, 1, α2) un objet 3-D convexe de type
CO, de paramètre de taille a et de paramètres de forme α1 = 1, α2 ≥ 1. Grâce au simulateur développé
au chapitre 4,N (N = 1.000.000) projections orthographiques aléatoires (loi uniforme) de cet objet 3-D
sont générées et pour chaque projection pi appartenant à {pi}i∈J1,NK l’aire est calculée. À partir de cesN
valeurs d’aires projetées, un histogramme normalisé h (
∫
[Amin,CO,a,α2 ;Amax,CO,a,α2 ]
h = 1) est construit en
utilisant l’algorithme de Knuth [88] pour déterminer le nombre de classes optimal, noté nbClasse. Si né-
cessaire, une interpolation au plus proche voisin est réalisée sur l’intervalle [Amin,CO,a,α2 ;Amax,CO,a,α2 ]
afin que quel que soit A appartenant à [Amin,CO,a,α2 ;Amax,CO,a,α2 ], h(A) > 0. Cette interpolation est
possible car le domaine de définition de fCO,a,α2 a été déterminé précédemment. La fonction de densité
de probabilité des aires projetées de l’objet 3-D (CO, a, 1, α2), i.e. fCO,a,α2, correspond à l’histogramme
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h ainsi construit. La figure 7.1 montre les distributions d’aires projetées ainsi générées pour les objets
de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide, de paramètre de taille
a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 3, 4, 5}.
7.1.3 Validation du nombre de projections N utilisé pour générer la densité de
probabilité fCO,a,α2
Pour valider la construction numérique de la fonction de densité de probabilité des aires projetées
d’un objet 3-D (CO, a, 1, α2) et en particulier valider le nombre de projections N (N = 1.000.000)
utilisé pour construire fCO,a,α2, le calcul suivant est effectué :
1. pour un objet 3-D (CO, a, 1, α2) donné, la fonction de densité de probabilité des aires projetées





nbClassei, des fonctions de densité de probabilité {f iCO,a,α2}i∈J1,mK est calculé.
2. N (N = 1.000.000) projections orthographiques aléatoires de ce même objet 3-D sont générées et
pour chaque projection pi appartenant à {pi}i∈J1,NK l’aire est calculée. À partir de ces N valeurs
d’aires projetées, un histogramme normalisé h′ est construit en utilisant nbClassemean nombre
de classes. Si nécessaire, une interpolation au plus proche voisin est réalisée sur l’intervalle
[Amin,CO,a,α2 ;Amax,CO,a,α2 ] afin que quel que soit A appartenant à [Amin,CO,a,α2 ;Amax,CO,a,α2 ],
h′(A) > 0.
3. l’étape précédente est répétée m (m = 100) fois, générant ainsi une famille de fonction de densité
de probabilité des aires projetées, notée {h′iCO,a,α2}i∈J1,mK.
Il est important de noter que les éléments de la famille {h′iCO,a,α2}i∈J1,mK sont tous calculés avec le
même nombre de classes nbClassemean contrairement aux éléments de la famille {f iCO,a,α2}i∈J1,mK. Par
conséquent, les éléments de la famille {h′iCO,a,α2}i∈J1,mK sont comparables entre eux. C’est pourquoi,
pour quantifier la reproductibilité de fCO,a,α2, l’erreur relative moyenne, notéeMV E (Mean Validation















où ||.||1 désigne la norme L1.
Les tableaux 7.4, 7.5, 7.6, 7.7 et 7.8 montrent l’erreur MV E ainsi calculée pour des objets 3-D
isotropes et anisotropes, i.e. pour les objets de type ellipsoïde, cylindre, parallélépipède rectangle,
bipyramide et pyramide, de paramètres de taille a ∈ {1, 100} et de paramètres de forme α1 = 1,
α2 ∈ {1, 50}.
Ellipsoïde (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 1, 71 1, 91 1, 67 1, 92
Tableau 7.4 – Validation du nombre de projections N utilisé pour générer numériquement fCO,a,α2
pour l’objet de type ellipsoïde (N = 1.000.000).
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Figure 7.1 – Densités de probabilité des aires projetées pour quelques objets implémentés dans le
simulateur de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 3, 4, 5}.
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Cylindre (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 1, 99 2, 48 1, 96 2, 50
Tableau 7.5 – Validation du nombre de projections N utilisé pour générer numériquement fCO,a,α2
pour l’objet de type cylindre (N = 1.000.000).
Bipyramide (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 0, 84 0, 54 0, 83 0, 54
Tableau 7.6 – Validation du nombre de projections N utilisé pour générer numériquement fCO,a,α2
pour l’objet de type bipyramide (N = 1.000.000).
Parallélépipède rectangle (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 0, 56 0, 58 0, 57 0, 57
Tableau 7.7 – Validation du nombre de projections N utilisé pour générer numériquement fCO,a,α2
pour l’objet de type parallélépipède rectangle (N = 1.000.000).
Pyramide (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 0, 87 0, 57 0, 88 0, 57
Tableau 7.8 – Validation du nombre de projections N utilisé pour générer numériquement fCO,a,α2
pour l’objet de type pyramide (N = 1.000.000).
Au vu de ces résultats, il est possible d’affirmer que le nombre de projections N utilisé pour générer
fCO,a,α2 est suffisant. En effet, dans le pire des cas, i.e. pour un objet 3-D convexe de type cylindre,
de paramètre de taille a = 100 et de paramètre de forme α2 = 50 (α1 = 1), l’erreur relative moyenne







Cylindre,100,1,50 est égale à 2, 5%.
7.2 Maximum de vraisemblance de a des fonctions de densité de
probabilité des aires projetées
Soit A la variable aléatoire continue « aire projetée » associée à une projection 2-D d’un objet 3-D
(CO, a, 1, α2) inconnu. Soient (A1, A2, ..., An), n (n ∈ N∗) réalisations de A. Les aires projetées d’un
objet 3-D étant indépendantes et identiquement distribuées (iid), la vraisemblance de a au vu des n
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fCO,a,α2(Ai) si Ai ∈ [Amin,CO,a,α2 ;Amax,CO,a,α2 ]0 si Ai 6∈ [Amin,CO,a,α2 ;Amax,CO,a,α2 ]
et fCO,a,α2 est la fonction de densité de probabilité des aires projetées définie précédemment. En




où aˆ désigne la valeur estimée de a.
7.3 Problème d’optimisation
Pour résoudre l’équation 7.5, deux solutions sont envisageables : une méthode de recherche exhaus-
tive ou une méthode d’optimisation [172]. Au cours de cette thèse, la méthode de Nelder-Mead basée
sur l’algorithme du simplexe [94] a été testée et bien que les résultats obtenus aient été encourageants,
elle n’a pas été retenue. En effet, n’ayant qu’un seul paramètre à optimiser et la convergence vers le
maximum global de la fonction de vraisemblance L1CO,α2 n’étant pas garantie (aucune propriété de la
fonction à optimiser est connue), la méthode de recherche exhaustive a été privilégiée. De plus, au vu
des hypothèses faites précédemment (le type de l’objet 3-D ainsi que ses paramètres de forme sont
connus), l’espace de recherche du paramètre de taille a (l’ensemble des candidats) peut être borné.
Preuve : Bornes de l’ensemble des candidats.
Soient n (n ∈ N∗) projections orthographiques d’un objet 3-D convexe (CO0, a0, 1, α0) et {A0i}i∈J1,nK
les n valeurs d’aires de ces projections. Définissons tout d’abord l’ensemble C des candidats.







fCO,a,α0(A0i) > 0. Donc C = {a,L1CO0,α0(a) > 0}.




f ′CO,a,α0(A0i) > 0⇒ ∀i ∈ J1, nK, A0i ∈ [Amin,CO0,a,α0;Amax,CO0,a,α0 ].
– Si CO0 est un ellipsoïde :








. Or, ∀i ∈ J1, nK, pia20 ≤ A0i ≤ piα0a20 donc
a0√
α0
≤ a ≤ √α0a0.
Il est important de remarquer que le paramètre de taille a est uniquement borné par des termes
indexés par 0. a est minoré par mEll(a0, α0) =
a0√
α0
et majoré par MEll(a0, α0) =
√
α0a0.
– Si CO0 est un cylindre :





















– Si CO0 est un parallélépipède rectangle :








Si α0 > 1,
a0
(1 + 2α20)1/4
≤ a ≤ a0(1 + 2α20)1/4.
– Si CO0 est une bipyramide à base carrée :













≤ a ≤ a0(1 + 2α20)1/4.












































Il vient d’être démontré que l’espace de recherche du paramètre de taille a d’un objet 3-D convexe
(CO, a, 1, α2) de type CO connu et de paramètre de forme α2 ≥ 1 connu (α1 = 1) est borné et en
particulier majoré (l’espace de recherche du paramètre a est toujours minoré par 0). Notons de plus
que, quel que soit le type d’objet 3-D considéré, le majorant de l’espace de recherche, noté MCO,
est une fonction croissante de α2 (de a, respectivement), pour a fixé (pour α2 fixé, respectivement).
Le tableau 7.9 montre les valeurs de MCO pour les objets de type ellipsoïde, cylindre, parallélépipède
rectangle, bipyramide et pyramide, de paramètre de taille a = 10 et de paramètres de forme α1 = 1,
α2 = 50 et le tableau 7.10 montre les valeurs de MCO pour les objets de type ellipsoïde, cylindre,
parallélépipède rectangle, bipyramide et pyramide, de paramètre de taille a = 15 et de paramètres de
forme α1 = 1, α2 = 2.
(CO, 10, 1, 50) MCO
(Ellipsoïde, 10, 1, 50) 70, 711
(Cylindre, 10, 1, 50) 56, 433
(Parallélépipède rectangle, 10, 1, 50) 84, 094
(Bipyramide, 10, 1, 50) 84.094
(Pyramide, 10, 1, 50) 59, 466
Tableau 7.9 – Valeurs de MCO pour les objets de type ellipsoïde, cylindre, parallélépipède rectangle,
bipyramide et pyramide, de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 = 50.
Quel que soit le type d’objet 3-D considéré, l’espace de recherche du paramètre de taille a d’un
objet 3-D convexe (CO, 10, 1, α2 ≤ 50) est donc majoré par amax = 100. De même, quel que soit le
type d’objet 3-D considéré, l’espace de recherche du paramètre de taille a d’un objet 3-D convexe
(CO, a ≤ 15, 1, 2) est majoré par amax = 100.
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(CO, 15, 1, 2) MCO
(Ellipsoïde, 15, 1, 2) 21, 213
(Cylindre, 15, 1, 2) 19, 086
(Parallélépipède rectangle, 15, 1, 2) 25, 981
(Bipyramide, 15, 1, 2) 25, 981
(Pyramide, 15, 1, 2) 18, 92
Tableau 7.10 – Valeurs de MCO pour les objets de type ellipsoïde, cylindre, parallélépipède rectangle,
bipyramide et pyramide, de paramètre de taille a = 15 et de paramètres de forme α1 = 1, α2 = 2.
Par conséquent, afin de valider et d’évaluer la performance de la méthode proposée d’estimation du
paramètre a, les tests sont effectués en utilisant le simulateur développé au chapitre 4 en utilisant des
« objets tests ». Ces derniers sont des objets 3-D convexes (CO, 10, 1, α2), de type CO, de paramètre
de taille a = 10 et de paramètres de forme α1 = 1, α2 ≤ 50 et des objets 3-D convexes (CO, a, 1, 2),
de type CO, de paramètres de taille a ≤ 15 et de paramètres de forme α1 = 1, α2 = 2. Enfin, pour
des raisons de temps de calcul, les fonctions de densité de probabilité des aires projetées fCO,a,α2
sont pré-calculées pour les différents types d’objets implémentés dans le simulateur et pour certaines
valeurs de α2 en discrétisant par pas de 1 le paramètre de taille a de amin = 1 à amax = 100. Ainsi,
une base de données de fonctions de densité de probabilité fCO,a,α2 est construite.
7.4 Résultats
Afin d’évaluer la performance de la méthode proposée d’estimation du paramètre de taille a, des
tests ont été effectués en utilisant le simulateur. Pour un objet 3-D convexe (CO, a, 1, α2), le simulateur
génère n (n ∈ N∗) projections orthographiques aléatoires (loi uniforme) de cet objet et, à partir de
ces n projections, la méthode exposée dans la section 7.2 estime la valeur du paramètre de taille a,
notée aˆ. Pour obtenir des données statistiques fiables, ce processus est répété m (m = 10.000) fois
pour chaque n (notons {aˆi}i∈J1,mK la famille des valeurs estimées de a où aˆi représente la ième valeur
estimée de a). Pour quantifier les résultats obtenus, l’erreur absolue (relative, respectivement) moyenne
(Absolute Mean Error et Relative Mean Error respectivement) entre la valeur réelle de a et les valeurs
estimées {aˆi}i∈J1,mK, notée AMEn(a, {aˆi}i∈J1,mK) (RMEn(a, {aˆi}i∈J1,mK), respectivement), est calculée















7.4.1 Influence du paramètre de forme α2
La figure 7.3 (figure 7.4, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de a et les valeurs estimées en fonction du nombre de projections n pour les objets
de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètre de taille
a = 10 et de paramètres de forme α2 ∈ {1, 2, 5, 10, 20, 50} (α1 = 1). Intuitivement, il paraît assez
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Figure 7.2 – Projection de la base et du coté de l’objet de type cylindre.
logique de penser que plus la quantité d’informations disponibles concernant un objet est importante,
plus il est facile d’estimer ses paramètres. En effet, c’est ce qui est constaté sur la figure 7.3 : quel que
soit l’objet 3-D considéré, plus le nombre de projections n augmente (plus la quantité d’informations
disponibles est importante), plus l’estimation de a est précise. De plus, plus l’objet 3-D est anisotrope
(plus α2 est grand), plus il devient difficile d’estimer correctement le paramètre de taille a.
Néanmoins, pour un objet 3-D de type cylindre, quel que soit le nombre n de projections, il est plus
facile d’estimer a quand α2 = 2 que quand α2 = 1. En effet, quand α2 = 1 (α2 ≤ pi2 ), la projection d’aire
projetée minimum correspond à une projection de la base du cylindre et quand α2 ≥ pi2 , la projection
d’aire projetée minimum correspond à une projection du coté du cylindre (figure 7.2). L’aire projetée
minimum ne résulte donc pas de la même projection orthographique. C’est aussi pour cette raison que
pour n > 1, il est plus facile d’estimer a pour une pyramide de paramètre de forme α2 = 2 qu’une
pyramide de paramètre de forme α2 = 1.
D’un point de vue relatif (figure 7.4), il est important de noter que, quel que soit l’objet 3-D
considéré, seulement deux projections sont nécessaires pour qu’en moyenne a soit estimé avec une
erreur inférieure à 10%. De plus, l’erreur relative moyenne entre la valeur réelle de a et les valeurs
estimées ne varie pas linéairement avec le paramètre de forme α2.
7.4.2 Influence du paramètre de taille a
La figure 7.5 (figure 7.6, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de a et les valeurs estimées en fonction du nombre de projections n pour les ob-
jets de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètres de
taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètre de forme α2 = 2 (α1 = 1). Les figure 7.5 et figure 7.6
montrent, comme précédemment (section 7.4.1), que quel que soit l’objet 3-D considéré, plus le nombre
de projections n augmente (plus la quantité d’informations disponibles est importante), plus l’estima-
tion de a est précise. En moyenne, quelle que soit la valeur de a et quel que soit l’objet 3-D considéré,
seulement deux projections sont nécessaires pour que a soit estimé avec une erreur inférieure à 10%.
En revanche, pour une même valeur du paramètre de forme α2, plus le paramètre de taille a augmente
(plus l’objet 3-D est « gros »), plus il devient difficile d’estimer la valeur de ce dernier.
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Figure 7.3 – Évolution de l’erreur absolue moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20, 50}.
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Figure 7.4 – Évolution de l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20, 50}.
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Figure 7.5 – Évolution de l’erreur absolue moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2.
67
7. Estimation de la taille d’un objet 3-D convexe à partir de ses projections 2-D



































































































































































































Figure 7.6 – Évolution de l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2.
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7.5 Amélioration de la méthode proposée
Dans cette section, il est proposé d’améliorer la méthode d’estimation du paramètre de taille a en
décrivant une projection 2-D d’un objet 3-D convexe grâce à deux mesures géométriques : l’aire et le
périmètre. Sous les mêmes hypothèses que précédemment, la méthode du maximum de vraisemblance
de a des fonctions de densité de probabilité conjointe des aires projetées et des périmètres projetés est
utilisée pour estimer la valeur du paramètre de taille a.
7.5.1 Fonction de densité de probabilité conjointe des aires projetées et des péri-
mètres projetés
Soit (CO, a, α1, α2) un objet 3-D convexe de type CO, de paramètre de taille a et de paramètres
de forme α1, α2 et soit PCO,a,α1,α2 ⊂ K(E2) l’ensemble de ses projections orthographiques (quel que
soit p appartenant à PCO,a,α1,α2 , p est un ensemble convexe). Soient A et P les variables aléatoires
continues appelées « aire projetée » et « périmètre projeté » respectivement associées à une projection
orthographique de l’objet 3-D (CO, a, α1, α2). Soit GDCO,a,α1,α2 la fonction qui a une projection p de
l’objet 3-D (CO, a, α1, α2) associe le vecteur U = (A,P ). La fonction de densité de probabilité conjointe
des aires projetées et des périmètres projetés de l’objet 3-D (CO, a, α1, α2), notée GCO,a,α1,α2, est
définie comme la densité de probabilité conjointe de A et P . Formellement, GDCO,a,α1,α2 et GCO,a,α1,α2








U = (A,P ) 7→ GCO,a,α1,α2(U)
Pour des objets 3-D simples, comme par exemple des sphères, déterminer analytiquement la fonction
de densité de probabilité conjointe de A et P est possible. Pour des objets 3-D plus complexes, cela
est plus difficile voire impossible. Pour cette raison, et parce que la fonction de densité de probabilité
conjointe des aires projetées et des périmètres projetés proposée se veut générique, il a été décidé de
déterminer cette fonction de manière numérique à l’aide du simulateur développé au chapitre 4.
Commençons donc tout d’abord par déterminer l’ensemble de définition de la fonction de densité
de probabilité conjointe de A et P , i.e. GDCO,a,α1,α2(PCO,a,α1,α2), avant de générer numériquement
cette densité de probabilité.
7.5.2 Détermination de l’ensemble de définition de la densité de probabilité GCO,a,α1,α2
Pour déterminer l’ensemble de définition deGCO,a,α1,α2 , i.e.GDCO,a,α1,α2(PCO,a,α1,α2), le processus
suivant est réalisé. Soit (CO, a, α1, α2) un objet 3-D convexe de paramètre de taille a et de paramètres
de forme α1 et α2. Considérons cet objet au centre d’une large sphère. En pavant la sphère de manière
régulière en utilisant un modèle icosaédrique, K (K = 2.621.442) points sont générés à sa surface.
Chaque point peut être vu comme une position particulière de la caméra avec laquelle l’objet au centre
de la sphère est observé. À chaque position de la caméra correspond donc une projection orthographique
particulière de l’objet 3-D (chapitre 4). Ainsi, K (K = 2.621.442) projections orthographiques sont
générées et pour chaque projection pi appartenant à {pi}i∈J1,KK, U = (A,P ) est calculé. La figure 7.7
montre le résultat de ce processus pour deux parallélépipèdes rectangles isotropes (a = 10, α1 = α2 = 1
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et a = 10, α1 = 4, α2 = 8, respectivement) et un parallélépipède rectangle anisotrope (a = 10, α1 = 1,
α2 = 50). Il est important de noter que quel que soit l’objet 3-D considéré, l’ensemble de points













(a) GDParallélépipède rectangle,10,1,1({pi}i∈J1,KK). (b) GDParallélépipède rectangle,10,1,50({pi}i∈J1,KK).
(c) GDParallélépipède rectangle,10,4,8({pi}i∈J1,KK).
Figure 7.7 – GDCO,a,α1,α2({pi}i∈J1,KK) pour trois parallélépipèdes rectangles : deux parallélépipèdes
rectangles isotropes et un parallélépipède rectangle anisotrope (K = 2.621.442).
généré est très dense, visuellement il n’y a pas de trou, et GDCO,a,α1,α2({pi}i∈J1,KK) tend à former
un ensemble non convexe simplement connexe. En conséquence, il est supposé dans cette étude que
quel que soit l’objet 3-D (CO, a, α1, α2), GDCO,a,α1,α2(PCO,a,α1,α2) forme un ensemble simplement
connexe. L’ensemble de points généré étant suffisamment dense, il n’est pas utile d’utiliser la méthode
développée au chapitre 6 pour déterminer de manière précise l’enveloppe de l’ensemble de points
GDCO,a,α1,α2({pi}i∈J1,KK). Une simple discrétisation d’un plan contenant l’ensemble de points permet
de connaître avec précision le domaine de définition de GCO,a,α1,α2 .
Le domaine de définition de la fonction GCO,a,α1,α2 étant maintenant connu, construisons numéri-
quement cette densité de probabilité.
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7.5.3 Détermination de la densité de probabilité GCO,a,α1,α2
Pour construire numériquement la fonction de densité de probabilité conjointe des aires proje-
tées et des périmètres projetés d’un objet 3-D (CO, a, α1, α2), le processus suivant est réalisé. Soit
(CO, a, α1, α2) un objet 3-D convexe de type CO, de paramètre de taille a et de paramètres de forme
α1, α2 ≥ 1. Grâce au simulateur développé au chapitre 4, N (N = 5.000.000) projections orthogra-
phiques aléatoires (loi uniforme) de cet objet sont générées et pour chaque projection pi appartenant
à {pi}i∈J1,NK, l’aire et le périmètre sont calculés. À partir de ces N valeurs d’aires projetées et de péri-
mètre projetés, un histogramme conjoint normalisé h (
s
GDCO,a,α1,α2 (PCO,a,α1,α2)
h = 1) est construit en
utilisant l’algorithme de Knuth [88] pour déterminer le nombre de classes optimal, noté nbClasse. Si
nécessaire, une interpolation au plus proche voisin est réalisée sur le domaineGDCO,a,α1,α2(PCO,a,α1,α2)
afin que quel que soit U appartenant à GDCO,a,α1,α2(PCO,a,α1,α2), h(U) > 0. Cette interpolation est
possible car le domaine de définition de GCO,a,α1,α2 a été déterminé précédemment. La fonction de den-
sité de probabilité conjointe des aires projetées et des périmètres projetés de l’objet 3-D (CO, a, α1, α2),
i.e.GCO,a,α1,α2, correspond à l’histogramme h ainsi construit. La figure 7.8 (figure 7.9, respectivement)
montre les fonctions GCO,a,α1,α2 ainsi générées pour les objets de type ellipsoïde, cylindre, parallélé-
pipède rectangle, bipyramide et pyramide de paramètre de taille a = 10 et de paramètres de forme
α1 = α2 = 1 (α1 = 1 et α2 = 2, respectivement).
7.5.4 Validation du nombre de projections N utilisé pour générer la densité de
probabilité GCO,a,α1,α2
Pour valider la construction numérique de la fonction de densité de probabilité conjointe des aires
projetées et des périmètres projetés d’un objet 3-D (CO, a, α1, α2) et en particulier valider le nombre
de projections N (N = 5.000.000) utilisé pour construire GCO,a,α1,α2 , le calcul suivant est effectué :
1. pour un objet 3-D (CO, a, α1, α2) donné, la fonction de densité de probabilité conjointe des aires
projetées et des périmètres projetés GCO,a,α1,α2 est généré m (m = 100) fois et le nombre de





nbClassei, des fonctions de densité de probabilité
{GiCO,a,α1,α2}i∈J1,mK est calculé.
2. N (N = 5.000.000) projections orthographiques aléatoires de ce même objet 3-D sont générées
et pour chaque projection pi appartenant à {pi}i∈J1,NK, l’aire et le périmètre sont calculés. À




h′ = 1) est construit en utilisant nbClassemean nombre
de classes. Si nécessaire, une interpolation au plus proche voisin est réalisée sur le domaine
GDCO,a,α1,α2(PCO,a,α1,α2) afin que quel que soit U appartenant à GDCO,a,α1,α2(PCO,a,α1,α2),
h′(U) > 0.
3. l’étape précédente est répétée m (m = 100) fois, générant ainsi une famille de fonction de densité
de probabilité conjointe des aires projetées et des périmètres projetés, notée {h′iCO,a,α1,α2}i∈J1,mK.
Il est important de noter que les éléments de la famille {h′iCO,a,α1,α2}i∈J1,mK sont tous calculés avec le
même nombre de classes nbClassemean contrairement aux éléments de la famille {GiCO,a,α1,α2}i∈J1,mK.
Par conséquent, les éléments de la famille {h′iCO,a,α1,α2}i∈J1,mK sont comparables entre eux. C’est pour-
quoi, pour quantifier la reproductibilité de GCO,a,α1,α2 , l’erreur relative moyenne, notée MV E (Mean
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(a) Ellipsoïde. (b) Cylindre.
(c) Bipyramide. (d) Parallélépipède rectangle.
(e) Pyramide.
Figure 7.8 – Densités de probabilité conjointe des aires projetées et des périmètres projetés pour
quelques objets implémentés dans le simulateur de paramètre de taille a = 10 et de paramètres de
forme α1 = 1, α2 = 1.
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(a) Ellipsoïde. (b) Cylindre.
(c) Bipyramide. (d) Parallélépipède rectangle.
(e) Pyramide.
Figure 7.9 – Densités de probabilité conjointe des aires projetées et des périmètres projetés pour
quelques objets implémentés dans le simulateur de paramètre de taille a = 10 et de paramètres de
forme α1 = 1, α2 = 2.
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où ||.||1 désigne la norme L1.
Les tableaux 7.11, 7.12, 7.13, 7.14 et 7.15 montrent l’erreurMV E pour les objets de type ellipsoïde,
cylindre, parallélépipède rectangle, bipyramide et pyramide, de paramètres de taille a ∈ {1, 100} et de
paramètres de forme α1 = 1, α2 ∈ {1, 50} (objets 3-D isotropes et anisotropes).
Ellipsoïde (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 1, 75 1, 43 1, 74 0, 74
Tableau 7.11 – Validation du nombre de projections N utilisé pour générer numériquement GCO,a,α1,α2
pour l’objet de type ellipsoïde (N = 5.000.000).
Cylindre (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 1, 19 0, 89 1, 16 0, 96
Tableau 7.12 – Validation du nombre de projections N utilisé pour générer numériquement GCO,a,α1,α2
pour l’objet de type cylindre (N = 5.000.000).
Bipyramide (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 3, 17 1, 99 3, 23 1, 99
Tableau 7.13 – Validation du nombre de projections N utilisé pour générer numériquement GCO,a,α1,α2
pour l’objet de type bipyramide (N = 5.000.000).
Parallélépipède rectangle (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MV E(%) 2, 11 2, 59 2, 11 2, 35
Tableau 7.14 – Validation du nombre de projections N utilisé pour générer numériquement GCO,a,α1,α2
pour l’objet de type parallélépipède rectangle (N = 5.000.000).
Au vu de ces résultats, il est possible d’affirmer que le nombre de projections N utilisé pour
générer GCO,a,α1,α2 est suffisant. En effet, dans le pire des cas, i.e. pour un objet 3-D convexe de type
bipyramide, de paramètre de taille a = 100 et de paramètre de forme α2 = 1 (α1 = 1), l’erreur relative
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Pyramide (α1 = 1)
a = 1, α2 = 1 a = 1, α2 = 50 a = 100, α2 = 1 a = 100, α2 =
50
MVE(%) 3 2, 59 3, 1 2, 45
Tableau 7.15 – Validation du nombre de projections N utilisé pour générer numériquement GCO,a,α1,α2
pour l’objet de type pyramide (N = 5.000.000).









7.5.5 Maximum de vraisemblance de a des fonctions de densité de probabilité
conjointe des aires projetées et des périmètres projetés
Soit U = (A,P ) le vecteur aléatoire continu « aire projetée, périmètre projeté » associé à une
projection 2-D d’un objet 3-D (CO, a, 1, α2) inconnu. Soient (U1, U2, ..., Un), n (n ∈ N∗) réalisations
de U . Les aires projetées et les périmètres projetés d’un objet 3-D étant indépendants et identiquement














GCO,a,1,α2(Ui) si Ui ∈ GDCO,a,1,α2(PCO,a,1,α2)0 si Ui 6∈ GDCO,a,1,α2(PCO,a,1,α2)
et GCO,a,1,α2 est la fonction de densité de probabilité conjointe des aires projetées et des périmètres
projetés définie précédemment.




où aˆ désigne la valeur estimée de a.
Pour les mêmes raisons que précédemment, une recherche exhaustive est utilisée pour résoudre
l’équation 7.10. Pour des raisons de temps de calcul, les fonctions de densité de probabilité conjointe
des aires projetées et des périmètres projetés GCO,a,1,α2 sont pré-calculées pour les différents types
d’objets implémentés dans le simulateur et pour certaines valeurs de α2 en discrétisant par pas de 1
le paramètre de taille a de amin = 1 à amax = 100. Ainsi, une base de données de fonctions de densité
de probabilité GCO,a,1,α2 est construite.
7.5.6 Résultats
Afin d’évaluer la performance de la méthode proposée d’estimation du paramètre de taille a, des
tests ont été effectués en utilisant le simulateur. Pour un objet 3-D convexe (CO, a, 1, α2), le simulateur
génère n (n ∈ N∗) projections orthographiques aléatoires (loi uniforme) de cet objet et, à partir de
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ces n projections, la méthode exposée dans la section 7.5.5 estime la valeur du paramètre de taille
a, notée aˆ. Pour obtenir des données statistiques fiables, ce processus est répété m (m = 10.000)
fois pour chaque n (notons {aˆi}i∈J1,mK la famille des valeurs estimées de a où aˆi représente la ième
valeur estimée de a). Pour quantifier les résultats obtenus, l’erreur absolue (relative, respectivement)
moyenne (Absolute Mean Error et Relative Mean Error respectivement) entre la valeur réelle de a et
les valeurs estimées {aˆi}i∈J1,mK, notée AMEn(a, {aˆi}i∈J1,mK) (RMEn(a, {aˆi}i∈J1,mK), respectivement),















Influence du paramètre de forme α2
La figure 7.10 (figure 7.11, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de a et les valeurs estimées en fonction du nombre de projections n pour les objets
de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètre de taille
a = 10 et de paramètres de forme α2 ∈ {1, 2, 5, 10, 20, 50} (α1 = 1). Intuitivement, il paraît assez
logique de penser que plus la quantité d’informations disponibles concernant un objet est importante,
plus il est facile d’estimer ses paramètres. En effet, c’est ce qui est constaté sur la figure 7.10 : quel que
soit l’objet 3-D considéré, plus le nombre de projections n augmente (plus la quantité d’informations
disponibles est importante), plus l’estimation de a est précise. De plus, plus l’objet 3-D est anisotrope
(plus α2 est grand), plus il devient difficile d’estimer correctement le paramètre de taille a. Pour les
mêmes raisons que précédemment, il est néanmoins plus facile d’estimer la valeur de a pour une py-
ramide de paramètre de taille a = 10 et de paramètre de forme α2 = 2 qu’une pyramide de paramètre
de taille a = 10 et paramètre de forme α2 = 1.
D’un point de vue relatif (figure 7.11), il est important de noter que, quel que soit l’objet 3-
D considéré, seulement une projection est nécessaire pour qu’en moyenne a soit estimé avec une
erreur inférieure à 10%. Dans la section 7.4.1 deux projections étaient nécessaires. Ce résultat montre
la pertinence d’utiliser une mesure géométrique supplémentaire, i.e. le périmètre, pour décrire les
projections 2-D d’un objet 3-D. Enfin, l’erreur relative moyenne entre la valeur réelle de a et les
valeurs estimées ne varie pas linéairement avec le paramètre de forme α2.
Influence du paramètre de taille a
La figure 7.12 (figure 7.13, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de a et les valeurs estimées en fonction du nombre de projections n pour les objets
de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètres de taille
a ∈ {10, 11, 12, 13, 14, 15} et de paramètre de forme α2 = 2 (α1 = 1). Que ce soit sur la figure 7.12
ou la figure 7.13, il est possible de remarquer comme précédemment que, quel que soit l’objet 3-D
considéré, plus le nombre de projections n augmente (plus la quantité d’informations disponibles est
importante), plus l’estimation de a est précise. En moyenne, quelle que soit la valeur de a et quel que
soit l’objet 3-D considéré, seulement une projection est nécessaire pour que a soit estimé avec une er-
reur inférieure à 10%. Dans la section 7.4.2 deux projections étaient nécessaires. Ce résultat montre de
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Figure 7.10 – Évolution de l’erreur absolue moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20, 50}.
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Figure 7.11 – Évolution de l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20, 50}.
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Figure 7.12 – Évolution de l’erreur absolue moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2.
79
7. Estimation de la taille d’un objet 3-D convexe à partir de ses projections 2-D













































































































































































































Figure 7.13 – Évolution de l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2.
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nouveau l’utilité de prendre en compte une mesure géométrique supplémentaire, i.e. le périmètre, pour
décrire les projections 2-D d’un objet 3-D. En revanche, comme il l’a été constaté dans la section 7.4,
pour une même valeur du paramètre de forme α2, plus le paramètre de taille a augmente (plus l’objet
3-D est « gros »), plus il devient difficile d’estimer la valeur ce dernier.
7.6 Conclusion
Dans ce chapitre, l’estimation de la « taille », à partir de ses projections 2-D, d’un objet 3-D
convexe (CO, a, 1, α2 ≥ 1) a été réalisée. Plus précisément, une méthode basée sur le maximum de
vraisemblance a été développée afin d’estimer la valeur du paramètre de taille a d’un objet 3-D
convexe (CO, a, 1, α2 ≥ 1) de type CO connu et de paramètre de forme α2 ≥ 1 connu (α1 = 1).
Dans un premier temps, le maximum de vraisemblance de a des fonctions de densité de probabilité
des aires projetées a été utilisé. Dans un second temps, cette méthode a été améliorée en utilisant le
maximum de vraisemblance de a des fonctions de densité de probabilité conjointe des aires projetées
et des périmètres projetés.
Pour valider et évaluer la performance des deux méthodes proposées, des tests ont été réalisés grâce
au simulateur sur cinq types d’objets 3-D convexes : ellipsoïde, cylindre, parallélépipède rectangle,
bipyramide, pyramide. Les résultats ont été quantifiés en utilisant comme indicateur l’erreur moyenne
(absolue et relative) et montrent que :
– plus le nombre de vues de l’objet 3-D augmente, plus l’estimation du paramètre a devient précise ;
– plus l’objet 3-D est anisotrope (plus α2 est grand), moins bonne est l’estimation de a ;
– l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimées ne varie pas linéaire-
ment avec la valeur réelle du paramètre de forme α2 ;
– plus l’objet 3-D est « gros » (plus a est grand), plus il est difficile d’estimer a ;
– l’utilisation d’une mesure géométrique supplémentaire, i.e. le périmètre, pour décrire les projec-
tions 2-D d’un objet 3-D est pertinente.
Pour construire les fonctions de densité de probabilité des aires projetées, une projection 2-D d’un
objet 3-D convexe a été décrite en utilisant comme fonctionnelle géométrique l’aire et pour construire
les fonctions de densité de probabilité conjointe des aires projetées et des périmètres projetés, une
projection 2-D d’un objet 3-D convexe a été décrite en utilisant comme fonctionnelles géométriques
l’aire et le périmètre. Ces dernières ont été utilisées car ce sont des mesures fondamentales de la
géométrie intégrale permettant de caractériser une image binaire et sont très bien adaptées aux images
discrètes. De plus, ces fonctionnelles associées au nombre d’Euler forment une base dans R2 des mesures
vérifiant les propriétés d’additivité, de continuité, d’invariance par déplacements, d’homogénéité et de
croissance (section 2.2.1). Notons que le nombre d’Euler d’une projection 2-D d’un objet 3-D convexe
est toujours égale à 1. Enfin, certaines informations étaient disponibles dans la littérature, en particulier
les bornes théoriques des fonctions de densité de probabilité des aires projetées pour les objets de type
ellipsoïde, cylindre et parallélépipède rectangle [191]. Ces informations ont permis, de plus, de valider
le simulateur informatique développé au chapitre 4.
La performance de la méthode proposée a été quantifiée en utilisant comme indicateur l’erreur
moyenne (absolue et relative) car cela paraît plus opportun pour l’utilisateur final. En effet, d’un
point de vue pratique, ce dernier aimerait savoir quelle est l’erreur commise par la méthode proposée.
Cependant, il aurait été possible de quantifier les résultats obtenus par d’autres indicateurs. Une
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représentation graphique assez intéressante d’une série statistique s’appelle le diagramme en boîte
à moustaches. Il permet premièrement de visualiser les principaux indicateurs de répartition de la
série (médiane, quartiles, minimum et maximum) et deuxièmement d’avoir une idée du type de sa
distribution (distribution normale, distribution asymétrique). La figure 7.14 montre le diagramme en
boîte à moustaches des valeurs estimées de a par le maximum de vraisemblance des fonctions de
densité de probabilité des aires projetées en fonction du nombre de projections n pour les objets
de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètre de taille
a = 10 et de paramètre de forme α2 = 2 (α1 = 1). Il est possible de constater que ces distributions sont
assez distinctes. En effet, pour les objets de type ellipsoïde, cylindre et parallélépipède rectangle, la
valeur du paramètre de taille a est toujours sous-estimée contrairement aux objets de type bipyramide
et pyramide où la valeur de a peut aussi bien être sous-estimée que sur-estimée. Ceci peut s’expliquer
par le fait que pour une même valeur de a et pour différentes valeurs de α2 (α1 = 1), les fonctions
de densité de probabilité des aires projetées des objets de type ellipsoïde, cylindre et parallélépipède
rectangle ne se « croisent » pas contrairement aux fonctions de densité de probabilité des aires projetées
des objets de type bipyramide et pyramide (figure 7.1).
Remarque 7.1 La méthode qui vient d’être présentée dans ce chapitre a été publiée en 2010 dans une
conférence internationale IEEE à comité de lecture avec proceedings : « IEEE International Conference
on Image Processing Theory, Tools and Applications » (IEEE IPTA). Le lecteur est invité à consulter
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(e) Pyramide.
Figure 7.14 – Boîtes à moustache des valeurs estimées de a en fonction du nombre de projections n
pour les différents types d’objets implémentés dans le simulateur de paramètre de taille a = 10 et de
paramètres de forme α1 = 1, α2 = 2.
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Chapitre 8
Estimation de la forme d’un objet 3-D
convexe à partir de ses projections 2-D
Dans le chapitre précédent, une méthode basée sur le maximum de vraisemblance des fonctions de
densité de probabilité des aires projetées ou des fonctions de densité de probabilité conjointe des aires
projetées et des périmètres projetés a été développée pour estimer la « taille » d’un objet 3-D convexe
à partir de ses projections 2-D. Dans ce chapitre, il est proposé d’estimer la « forme » d’un objet 3-D
convexe à partir de ses projections 2-D. Pour ce faire, un descripteur de forme stéréologique a été
développé. Ce descripteur permet de caractériser la forme d’un objet 3-D convexe (CO, a, α1, α2) et
ceci indépendamment de sa taille, i.e. indépendamment du paramètre de taille a. De plus, il peut être
utilisé pour estimer la valeur du paramètre de forme α2 d’un objet 3-D (CO, a, 1, α2). Pour construire
ce descripteur stéréologique, il est tout d’abord nécessaire de décrire les multiples projections 2-D d’un
objet 3-D (CO, a, α1, α2) puis de fusionner ces différentes descriptions.
Pour décrire une projection 2-D d’un objet 3-D, donc un objet 2-D, des descripteurs de forme 2-D
(2-D shape descriptors) sont utilisés. D’après la littérature, ces derniers peuvent être classés en deux
catégories [206] : les descripteurs basés sur le contour de l’objet 2-D et les descripteurs basés sur la
région de l’objet 2-D.
Les descripteurs de forme basés sur le contour de l’objet 2-D incluent des mesures géométriques
simples comme par exemple le périmètre ou des mesures morphométriques comme la compacité. Ils
incluent aussi des descripteurs plus complexes comme par exemple des descripteurs basés sur un « code
en chaîne » (chain code) [60] [18], des descripteurs de Fourier [205], ou encore des descripteurs basés
sur les ondelettes [181]. Le principal inconvénient de ces descripteurs est qu’ils sont généralement
sensibles au bruit.
Les descripteurs de forme basés sur la région de l’objet 2-D incluent eux aussi des mesures géo-
métriques simples comme par exemple l’aire ou des mesures topologiques comme le nombre d’Euler
ou la taille des concavités de l’objet 2-D (concavity tree matching [55]). Ils incluent aussi des descrip-
teurs statistiques comme les moments de Hu [76], de Zernike ou de Legendre [178]. Contrairement aux
descripteurs basés sur le contour de l’objet 2-D, ces descripteurs sont moins sensibles au bruit car ils
prennent en compte toute l’information de l’objet 2-D. Cependant, en utilisant l’un de ces descripteurs,
il paraît assez difficile de fusionner les différentes descriptions résultant des multiples projections d’un
objet 3-D. C’est pourquoi il a été décidé de ne pas utiliser l’un d’entre eux.
Récemment, un nouveau descripteur de forme 2-D, appelé diagramme de forme (chapitre 5), a été
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étudié en détails par Rivolier et al. [147] [148] [149]. Ce descripteur permet de décrire la morpho-
métrie d’un ensemble 2-D compact. Il possède plusieurs propriétés intéressantes, il est invariant par
translation, rotation et changement d’échelle et contrairement aux descripteurs précédents, il semble
assez facile en utilisant ce descripteur de fusionner les différentes descriptions résultant des multiples
projections d’un objet 3-D. En effet, un diagramme de forme fait correspondre à un objet 2-D un point
dans le plan, les multiples projections d’un objet 3-D sont donc décrites par un ensemble de points.
Pour ces raisons, il a été décidé d’utiliser ce descripteur de forme 2-D.
8.1 Le descripteur de forme stéréologique proposé
Soit (CO, a, α1, α2) un objet 3-D convexe de paramètre de taille a et de paramètres de forme α1, α2
et soit PCO,a,α1,α2 ⊂ K(E2) l’ensemble de ses projections orthographiques (quel que soit p appartenant
à PCO,a,α1,α2 , p est un ensemble convexe). Le descripteur de forme stéréologique proposé est basé sur
le diagramme de forme D12 (D12 est le diagramme de forme qui discrimine aux mieux deux ensembles
compacts convexes, chapitre 5) et puisque les diagrammes de forme sont invariants par similitudes,
le descripteur de forme proposé est aussi invariant par ces transformations. Par conséquent, il est
indépendant du paramètre de taille a. Dans ce chapitre, l’ensemble des projections orthographiques
d’un objet 3-D (CO, a, α1, α2) est donc noté PCO,α1,α2 et un objet 3-D convexe (CO, a, α1, α2) de
paramètre de taille a et de paramètres de forme α1, α2 est noté (CO,α1, α2). Soit HDCO,α1,α2 la
restriction du diagramme de forme D12 à PCO,α1,α2 et soit M = (M1,M2) = (ω /d, 4A /pi d2) le
vecteur aléatoire continu appelé « fonctionnelle morphométrique projetée » associé à une projection
orthographique de (CO,α1, α2). Le descripteur de forme stéréologique proposé, noté HCO,α1,α2 , est
défini comme la densité de probabilité conjointe deM1 etM2. Formellement, HDCO,α1,α2 et HCO,α1,α2
sont définis comme suit :
HDCO,α1,α2 :
{
PCO,α1,α2 → [0, 1]2




M = (M1,M2) 7→ HCO,α1,α2(M)
Pour des objets 3-D simples comme par exemple des sphères, déterminer analytiquement la fonction
de densité de probabilité conjointe de M1 = ω /d et M2 = 4A /pi d2 est possible. Pour des objets 3-D
plus complexes, cela est plus difficile voire impossible. Pour cette raison, et parce que le descripteur
de forme stéréologique proposé se veut générique, il a été décidé de générer cette fonction de manière
numérique à l’aide du simulateur développé au chapitre 4.
Commençons donc tout d’abord par déterminer l’ensemble de définition de la fonction HCO,α1,α2 ,
i.e. HDCO,α1,α2(PCO,α1,α2), avant de générer numériquement cette densité de probabilité.
8.1.1 Détermination de l’ensemble de définition de la densité de probabilité HCO,α1,α2
Pour déterminer l’ensemble de définition de HCO,α1,α2 , i.e. HDCO,α1,α2(PCO,α1,α2), le processus
suivant est réalisé. Soit (CO,α1, α2) un objet 3-D convexe de paramètres de forme α1 et α2. Considé-
rons cet objet au centre d’une large sphère. En pavant la sphère de manière régulière, en utilisant un
modèle icosaédrique, K (K = 2.621.442) points sont générés à sa surface. Chaque point peut être vu
comme une position particulière de la caméra avec laquelle l’objet au centre de la sphère est observé.
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À chaque position de la caméra correspond donc une projection orthographique particulière de l’objet
3-D (chapitre 4). Ainsi K projections orthographiques sont générées (pour des raisons de temps de cal-
cul,K = 655.362 projections sont utilisées pour les objets de type ellipsoïde et cylindre) et pour chaque
projection pi appartenant à {pi}i∈J1,KK, M = (M1,M2) = (ω /d, 4A /pi d2) est calculé. La figure 8.1
montre le résultat de ce processus pour deux parallélépipèdes rectangles isotropes (α1 = α2 = 1 et
α1 = 4, α2 = 8, respectivement) et un parallélépipède rectangle anisotrope (α1 = 1, α2 = 50). Il
(a) HDParallélépipède rectangle,1,1({pi}i∈J1,KK). (b) HDParallélépipède rectangle,1,50({pi}i∈J1,KK).
(c) HDParallélépipède rectangle,4,8({pi}i∈J1,KK).
Figure 8.1 – HDCO,α1,α2({pi}i∈J1,KK) pour trois parallélépipèdes rectangles : deux parallélépipèdes
rectangles isotropes et un parallélépipède rectangle anisotrope (K = 2.621.442).
est important de noter que pour des objets 3-D isotropes, l’ensemble de points généré est très dense,
visuellement il n’y a pas de trou, et HDCO,α1,α2({pi}i∈J1,KK) tend à former un ensemble non convexe
simplement connexe. Pour des objets 3-D anisotropes, l’ensemble de points généré est plus parsemé
et n’est pas distribué uniformément. Cependant, si plus de projections K sont générées, l’ensemble de
points devient de plus en plus dense. Par conséquent, HDCO,α1,α2({pi}i∈J1,KK) tend aussi à former un
ensemble non convexe simplement connexe. En conséquence, il est supposé dans cette étude que quel
que soit l’objet 3-D (CO,α1, α2), HDCO,α1,α2(PCO,α1,α2) forme un ensemble simplement connexe.
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Afin de déterminer de manière précise l’enveloppe de l’ensemble de points HDCO,α1,α2({pi}i∈J1,KK),
une méthode de la littérature appelée LDA-α-shapes (Locally-Density-Adaptive-α-shapes) [109] [33] a
été utilisée. Cette méthode a été choisie car, contrairement à d’autres méthodes classiques comme par
exemple les α-shapes [52], elle permet de traiter des ensembles de points non uniformément répartis
comme celui de la figure 8.1(b). Malheureusement, cette méthode dépend du paramètre α qui régule la
tortuosité de l’enveloppe de l’ensemble de points. Afin de sélectionner automatiquement la valeur de ce
paramètre α, un algorithme basé sur la minimisation d’un critère quantitatif a été mise en place [140].
Le lecteur est invité à se référer au chapitre 6 pour avoir une description détaillée de cet algorithme.
La figure 8.2 montre l’enveloppe de HDCO,α1,α2({pi}i∈J1,KK), déterminés grâce à la méthode des LDA-
α-shapes et à l’algorithme de sélection automatique du paramètre de contrôle α, pour les ensembles de
points précédents. L’enveloppe de l’ensemble de points HDCO,α1,α2({pi}i∈J1,KK) ayant été déterminée
avec soin et le nombre de projections K étant conséquent, il est possible d’affirmer que cette enveloppe
tend vers l’enveloppe de HDCO,α1,α2(PCO,α1,α2), i.e. le contour du domaine de définition deHCO,α1,α2 .
Le domaine de définition de la fonction HCO,α1,α2 étant maintenant connu, construisons numéri-
quement cette densité de probabilité.
8.1.2 Détermination de la densité de probabilité HCO,α1,α2
Pour construire numériquement la fonction de densité de probabilité conjointe de M1 et M2, le
processus suivant est réalisé. Soit un objet 3-D convexe (CO,α1, α2) de paramètres de forme α1 et α2.
Grâce au simulateur développé au chapitre 4, N (N = 10.000.000) projections orthographiques aléa-
toires (loi uniforme) de cet objet sont générées et pour chaque projection pi appartenant à {pi}i∈J1,NK,
les fonctionnelles morphométriquesM1 etM2 sont calculées. À partir de cesN valeurs de fonctionnelles
morphométriques, un histogramme conjoint normalisé h (
s
HDCO,α1,α2(PCO,α1,α2 )
h = 1) est construit en
discrétisant [0, 1]2 avec un pas de 0.003 × 0.003 environ. La valeur de ce pas a été choisi de manière
empirique afin d’obtenir un bon compromis entre précision et robustesse de l’histogramme. Si néces-
saire, une interpolation est réalisée sur le domaine HDCO,α1,α2(PCO,α1,α2) afin que, quelque soit M
appartenant à HDCO,α1,α2(PCO,α1,α2), h(M) > 0. Cette interpolation est possible car le domaine de
définition de HCO,α1,α2 a été déterminé précédemment. La fonction de densité de probabilité conjointe
deM1 etM2 de l’objet 3-D (CO,α1, α2), i.e. HCO,α1,α2, correspond à l’histogramme h ainsi construit.
La figure 8.3 (figure 8.4, respectivement) montre les fonctions HCO,α1,α2 ainsi générées pour les ob-
jets de types ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètres de
forme α1 = α2 = 1 ( α1 = 1 et α2 = 2, respectivement).
8.1.3 Validation du nombre de projections N utilisé pour générer la densité de
probabilité HCO,α1,α2
Pour valider la construction numérique de la fonction de densité de probabilité conjointe de M1 et
M2 d’un objet 3-D (CO,α1, α2) et en particulier valider le nombre de projections N (N = 10.000.000)
utilisé pour construire HCO,α1,α2 , le calcul suivant est effectué. Pour un objet 3-D (CO,α1, α2), la
fonction de densité de probabilité HCO,α1,α2 est générée m (m = 100) fois ({H iCO,α1,α2}i∈J1,mK) et







8.2. Le descripteur de forme stéréologique proposé
(a) Enveloppe du LDA-αopt-shapes de
HDParallélépipède rectangle,1,1({pi}i∈J1,KK).
(b) Enveloppe du LDA-αopt-shapes de
HDParallélépipède rectangle,1,50({pi}i∈J1,KK).
(c) Enveloppe du LDA-αopt-shapes de
HDParallélépipède rectangle,4,8({pi}i∈J1,KK).
Figure 8.2 – Enveloppe du LDA-αopt-shapes de HDCO,α1,α2({pi}i∈J1,KK) pour trois parallélépipèdes
rectangles : deux parallélépipèdes rectangles isotropes et un parallélépipède rectangle anisotrope (K =
2.621.442).






||Hmean −H iCO,α1,α2 ||1
||Hmean||1 (8.1)
où ||.||1 désigne la norme L1.
Le tableau 8.1 montre l’erreur MVE ainsi calculée pour les objets 3-D convexes isotropes de type
ellipsoïde, cylindre, bipyramide, parallélépipède rectangle de paramètres de forme α1 = α2 = 1 et pour
les objets 3-D convexes anisotropes de type ellipsoïde, cylindre, bipyramide, parallélépipède rectangle
et pyramides de paramètres de forme α1 = 1, α2 = 50. Au vu de ces résultats, il est possible d’affirmer
que le nombre de projections N utilisé pour générer HCO,α1,α2 est suffisant. En effet, dans le pire des
cas, l’erreur MVE est égale à 1, 28%.
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8. Estimation de la forme d’un objet 3-D convexe à partir de ses projections 2-D
(a) Ellipsoïde. (b) Cylindre.
(c) Bipyramide. (d) Parallélépipède rectangle.
(e) Pyramide.
Figure 8.3 – Densités de probabilité conjointe des fonctionnelles morphométriques projetées pour
quelques objets implémentés dans le simulateur de paramètres de forme α1 = 1, α2 = 1.
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8.2. Le descripteur de forme stéréologique proposé
(a) Ellipsoïde. (b) Cylindre.
(c) Bipyramide. (d) Parallélépipède rectangle.
(e) Pyramide.
Figure 8.4 – Densités de probabilité conjointe des fonctionnelles morphométriques projetées pour
quelques objets implémentés dans le simulateur de paramètres de forme α1 = 1, α2 = 2.
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≃ 0 0.13 0.40 0.21 1.28 0.18 0.64 0.26 1.25 0.28
Tableau 8.1 – Validation du nombre de projections N (N = 10.000.000) utilisé pour générer numéri-
quement HCO,α1,α2 . L’erreur MV E est exprimée en pourcentage.
8.2 Propriétés du descripteur de forme stéréologique proposé
Tout d’abord, il est important de remarquer que l’invariance par similitudes, i.e. translation, rota-
tion et changement d’échelle, des fonctionnelles morphométriques utilisées pour construire HCO,α1,α2
implique l’invariance du descripteur de forme stéréologique proposé par ces mêmes transformations
géométriques.
8.2.1 Caractérisation géométrique du domaine de définition de HCO,α1,α2
Les figures 8.5 et 8.6 montrent l’enveloppe du domaine de définition de HCO,α1,α2 pour les objets
de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètres de forme
α1 = 1, α2 ∈ {1, 2, 50} et l’enveloppe du domaine de définition de
50⋃
α2=1
HCO,1,α2 pour ces mêmes
types d’objets. Il est important de noter (excepté pour les objets de type pyramide et bipyramide)










sont relativement disjoints spatialement. Cette propriété est remarquable, car, par conséquent, il serait
possible d’utiliser le descripteur de forme stéréologique proposé pour estimer avec précision le type
de forme CO d’un objet 3-D convexe (CO, 1, α2) à partir de ses projections 2-D. Cette étude n’a
cependant pas été réalisée dans la cadre de cette thèse. Pour caractériser géométriquement le domaine
de définition de HCO,α1,α2 , son aire et son périmètre sont calculés. La figure 8.7 montre l’évolution
de l’aire et du périmètre du domaine de définition de HCO,1,α2 en fonction de α2 (α2 ∈ J1, 50K) pour
les objets de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide. Excepté
pour l’objet de type cylindre, il est important de remarquer que l’aire et le périmètre du domaine de
définition de HCO,1,α2 croissent en fonction de α2. Pour des « petites valeurs » de α2, la monotonie est
même stricte. En ce qui concerne l’objet de type cylindre, comme expliqué au chapitre 7, quand α2 = 1
(α2 ≤ pi2 ), sa projection « minimum » correspond à une projection de la base du cylindre et quand
α2 ≥ pi2 , sa projection « minimum » correspond à une projection du coté du cylindre (figure 7.2). La
projection « minimum » ne résulte donc pas de la même projection orthographique. C’est pour cette
raison, que le périmètre du domaine de définition de HCylindre,1,α2 n’est pas monotone en fonction de
α2, i.e. il décroît de α2 = 1 à α2 = 2 puis croît.
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8.2.2 Étude de la robustesse au bruit de HCO,α1,α2
Pour étudier la robustesse au bruit du descripteur de forme stéréologique HCO,α1,α2 proposé, le
processus suivant est effectué. Soit un objet 3-D convexe (Parallélépipède rectangle, 1, α2 ≥ 1). Soient
{vi}i∈J1,NK ses N = 8 sommets et {e1 = v1v2, e2 = v1v4, e3 = v1v5, e4 = v2v3, e5 = v2v6, e6 =





2) un objet 3-D convexe bruité de type parallélépipède rectangle
et de paramètres de forme α′1, α
′
2 déduit de (Parallélépipède rectangle, 1, α2). Pour que l’objet bruité




2) est construit à partir de
(Parallélépipède rectangle, 1, α2) en bougeant aléatoirement (loi uniforme) les arrêtes {ej}j∈ζ (ζ =
{1, 6, 9, 12} ou ζ = {3, 5, 7, 8}) de (Parallélépipède rectangle, 1, α2) dans une direction perpendiculai-
rement à ej , l’intensité de la déformation étant proportionnelle à une valeur donnée du rapport signal
sur bruit de crête (PSNR : Peak Signal-to-Noise Ratio) (équation 8.2 [25]). La figure 8.8 montre un
exemple d’une telle déformation.











où ||.||2 désigne la norme L2 et v′j le jème nouveau sommet bruité.
Pour une déformation donnée, HParallélépipède rectanglenoisy,α′1,α′2 est calculé et le domaine de dé-
finition de HParallélépipède rectanglenoisy ,α′1,α′2 , noté Enoisy, est comparé au domaine de définition de
HParallélépipède rectangle,1,α2, notée E, selon l’équation 8.3.
NE =
A((Enoisy ∪ E) \ (Enoisy ∩E))
A(CDB)
(8.3)
où A désigne l’opérateur d’aire et CDB le domaine des convexes (l’image de la fonction D12 restreint
à l’ensemble des objets 2-D convexes) du diagramme de forme D12.
L’erreur NE (Noise Error), mesure la dispersion de Enoisy à l’intérieur du domaine des convexes
du diagramme de forme D12. Si Enoisy reste « proche » spatialement de E, l’erreur NE est faible
tandis que si Enoisy « s’étale » spatialement, NE devient important. Dans le pire des cas NE = 1.
Pour obtenir des données statistiques fiables, ce processus est répété m (m = 10.000) fois et





NEi (Mean Noise Error) est calculée. Le tableau 8.2 montre le
résultat de ce processus pour des parallélépipèdes rectangles de paramètres de forme α1 = 1, α2 ∈
{1, 2, 5, 10}. Le symbole x présent dans ce tableau signifie que pour une telle valeur de PSNR et





n’est pas toujours convexe. Il est important de remarquer que plus la valeur de α2 augmente plus le
descripteur stéréologique proposé est sensible au bruit. Dans le pire des cas (PSNR = 20, α2 = 5),
l’erreur moyenne est égale à 10, 91%. Cette erreur peut paraître importante mais pour une telle valeur
de PSNR et pour une telle valeur du paramètre de forme α2, la déformation effectuée devient assez
importante. Pour des valeurs de PSNR plus grandes que 30, l’erreur moyenne est toujours plus petite
que 10%.
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Parallélépipède rectangle (α1 = 1)
PSNR α2 = 1 α2 = 2 α2 = 5 α2 = 10
20 5,38 6,63 10,91 x
30 2,05 2,18 3,55 7,20
40 0,78 0,73 1,29 2,31
50 0,23 0,26 0,42 0,78
60 0,07 0,08 0,17 0,30
Tableau 8.2 – Robustesse au bruit - Valeurs de l’erreur moyenne MNE pour l’objet de type paral-
lélépipède rectangle de paramètres de forme α1 = 1 et α2 ∈ {1, 2, 5, 10}. Le symbole x signifie que





2) n’est pas toujours convexe. MNE est exprimé en pourcentage.
8.3 Utilisation du descripteur de forme stéréologique proposé pour
estimer le paramètre de forme α2
Dans cette section 8.3, le descripteur de forme stéréologique proposé est utilisé pour estimer la
valeur du paramètre de forme α2 d’un objet 3-D convexe (CO, 1, α2) à partir de ses projections
orthographiques. Il est supposé que le type CO de l’objet est connu (ellipsoïde, cylindre, etc.), que
le paramètre de forme α1 est égal à 1 et que le paramètre de forme α2 est plus grand que 1. Sous
ces hypothèses, une méthode basée sur le maximum de vraisemblance de α2 des fonctions de densité
de probabilité conjointe des fonctionnelles morphométriques projetées est développée pour estimer la
valeur du paramètre de forme inconnue α2.
8.3.1 Maximum de vraisemblance de α2 des fonctions de densité de probabilité
conjointe des fonctionnelles morphométriques projetées
Soit M = (M1,M2) = (ω /d, 4A /pi d2) le vecteur aléatoire continu « fonctionnelles morphomé-
triques projetées » associé à une projection 2-D d’un objet 3-D (CO, 1, α2) inconnu.
Soient (M1,M2, ...,Mn), n (n ∈ N∗) réalisations de M . Les fonctionnelles morphométriques projetées
d’un objet 3-D étant indépendantes et identiquement distribuées (iid), la vraisemblance de α2 au vu













HCO,1,α2(Mi) si Mi ∈ HDCO,1,α2(PCO,1,α2)0 si Mi 6∈ HDCO,1,α2(PCO,1,α2)
et HCO,1,α2 est la fonction de densité de probabilité des fonctionnelles morphométriques projetées




où αˆ2 désigne la valeur estimée de α2.
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8.3.2 Problème d’optimisation
Pour résoudre l’équation 8.5, deux solutions sont envisageables : une méthode de recherche ex-
haustive ou une méthode d’optimisation [172]. Le principal désavantage des méthodes d’optimisation
est que la convergence vers l’extremum global de la fonction à optimiser n’est pas toujours garantie.
De plus, seul un paramètre est à optimiser. C’est pourquoi, la méthode de recherche exhaustive a été
privilégiée.
Contrairement au paramètre de taille a (section 7.3), il n’est pas possible de borner théoriquement
l’espace de recherche du paramètre de forme α2. Cependant, l’objectif applicatif de la méthode proposée
étant d’estimer la valeur du paramètre de forme α2 de chacune des particules générées lors de processus
de cristallisation, il est possible de borner l’espace de recherche de α2 expérimentalement. Pour ce faire,
les vidéos de plusieurs expériences de cristallisation ont donc été étudiées et la valeur maximum du
paramètre de forme α2 a été évaluée à 40. Il a donc été décidé de majorer l’espace de recherche par
α2max = 50. Pour des raisons de temps de calcul, les fonctions de densité de probabilité conjointe des
fonctionnelles morphométriques projetées HCO,1,α2 sont pré-calculées pour les différents types d’objets
implémentés dans le simulateur en discrétisant par pas de 1 le paramètre de forme α2 de α2min = 1 à
α2max = 50. Ainsi, une base de données de fonctions de densité de probabilité HCO,1,α2 est construite.
8.3.3 Résultats
Afin d’évaluer la performance de la méthode proposée d’estimation du paramètre de forme α2,
des tests ont été effectués en utilisant le simulateur. Pour un objet 3-D convexe (CO, 1, α2), de type
CO connu, de paramètres de forme α1 = 1 et α2 ≥ 1, le simulateur génère n (n ∈ N∗) projections
orthographiques aléatoires (loi uniforme) de cet objet et, à partir de ces n projections, la méthode
exposée dans la section 8.3.1 estime la valeur du paramètre de forme α2, notée αˆ2. Pour obtenir
des données statistiques fiables, ce processus est répété m (m = 10.000) fois pour chaque n (notons
{αˆ2i}i∈J1,mK la famille des valeurs estimées de α2 où αˆ2i représente la ième valeur estimée de α2).
Pour quantifier les résultats obtenus, l’erreur absolue (relative, respectivement) moyenne (Absolute
Mean Error et Relative Mean Error respectivement) entre la valeur réelle de α2 et les valeurs estimées
{αˆ2i}i∈J1,mK, notée AMEn(α2, {αˆ2i}i∈J1,mK) (RMEn(α2, {αˆ2i}i∈J1,mK), respectivement), est calculée















La figure 8.9(a) montre la distribution des valeurs estimées {αˆ2i}i∈J1,mK en fonction du nombre de
projections n ∈ {1, 2, 5, 10, 50} pour un objet de type parallélépipède rectangle de paramètres de
forme α1 = 1, α2 = 10. La figure 8.9(b) montre l’erreur relative moyenne RMEn(α2, {αˆ2i}i∈J1,mK)
en fonction du nombre de projections n ∈ {1, 2, 5, 10, 50} pour ce même objet. Il est important de
remarquer que plus le nombre de projections n augmente (plus la quantité d’informations disponibles
est importante), plus l’estimation de α2 est précise. Sur la figure 8.9(a) cela se traduit par le fait que
plus n augmente, plus la distribution est étroite et sur la figure 8.9(b) cela se traduit par le fait que la
courbe est strictement décroissante. Pour n = 1 projection, ∀i ∈ J1,mK, 2 ≤ αˆ2i ≤ 18 et pour n = 50
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projections, ∀i ∈ J1,mK, αˆ2i = 10. En moyenne, seulement deux projections de l’objet 3-D de type
parallélépipède rectangle, de paramètres de forme α1 = 1, α2 = 10 sont nécessaires pour estimer α2
avec une erreur inférieure à 10%.
La figure 8.10 (figure 8.11, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de α2 et les valeurs estimées en fonction du nombre de projections n pour les
objets de type ellipsoïde, cylindre, parallélépipède rectangle, bipyramide et pyramide de paramètres
de forme α2 ∈ {1, 2, 5, 10, 20} (α1 = 1). Il est important de remarquer que, quel que soit l’objet 3-D
considéré, plus le nombre de projections n augmente (plus la quantité d’informations disponibles est
importante), plus l’estimation de α2 est précise. De plus, plus la valeur de α2 recherchée est grande
(plus l’objet 3-D est anisotrope), plus il devient difficile d’estimer correctement sa valeur.
Néanmoins, pour un objet 3-D de type cylindre, quel que soit le nombre n de projections, il est
plus facile d’estimer la valeur de α2 quand α2 = 2 que quand α2 = 1. En effet, quand α2 = 1 (α2 ≤ pi2 ),
la projection « minimum » correspond à une projection de la base du cylindre et quand α2 ≥ pi2 , la
projection « minimum » correspond à une projection du coté du cylindre (figure 7.2). La projection
«minimum » ne résulte donc pas de la même projection orthographique. C’est aussi pour cette raison
que d’un point de vue relatif, il est plus facile d’estimer α2 pour une pyramide de paramètre de forme
α2 = 2 qu’une pyramide de paramètre de forme α2 = 1 quand n = 1.
Enfin, il est important de noter que, quel que soit l’objet 3-D considéré, seulement quatre projec-
tions sont nécessaires pour qu’en moyenne α2 soit estimé avec une erreur inférieure à 10%. De plus,
l’erreur relative moyenne entre la valeur réelle de α2 et les valeurs estimées ne varie pas linéairement
avec le paramètre de forme α2.
8.4 Conclusion
Dans ce chapitre, un nouveau descripteur de forme stéréologique basé sur les diagrammes de forme
a été proposé. Ce descripteur permet de caractériser la forme d’un objet 3-D convexe (CO, a, α1, α2)
et ceci indépendamment de sa taille, i.e. indépendamment de la valeur du paramètre de taille a. Il
possède de plus plusieurs propriétés intéressantes, il est invariant par translation, rotation, changement
d’échelle et est robuste au bruit.
Ce descripteur a notamment été utilisé pour estimer la « forme » et plus précisément la valeur du
paramètre de forme α2, à partir de ses projections 2-D, d’un objet 3-D convexe (CO, a, 1, α2 ≥ 1) de
type CO connu et ceci quelle que soit la valeur du paramètre de taille a. Plus spécifiquement, une
méthode basée sur le maximum de vraisemblance de α2 des fonctions de densité de probabilité conjointe
des fonctionnelles morphométriques projetées M1 = ω /d et M2 = 4A /pi d2 a été développée. Pour
valider et évaluer la performance de cette méthode, des tests ont été réalisés grâce au simulateur sur
cinq types d’objets convexes : ellipsoïde, cylindre, parallélépipède rectangle, bipyramide, pyramide.
Les résultats ont été quantifiés en utilisant comme indicateur l’erreur moyenne (absolue et relative) et
montrent que :
– plus le nombre de vues de l’objet 3-D augmente, plus l’estimation du paramètre α2 devient
précise ;
– plus l’objet 3-D est anisotrope (plus α2 est grand), plus il est difficile d’estimer α2 ;
– l’erreur relative moyenne entre la valeur réelle de α2 et les valeurs estimées ne varie pas linéai-
rement avec la valeur réelle du paramètre de forme α2.
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8.4. Conclusion
Potentiellement, le descripteur stéréologique proposé permettrait aussi d’estimer les paramètres
CO et α1 d’un objet 3-D convexe (CO, a, α1, α2), à partir de ses projections 2-D, et ceci quelle que
soit la valeur du paramètre de taille a. Cette étude n’a cependant pas été réalisée dans la cadre de
cette thèse.
Remarque 8.1 La méthode qui vient d’être présentée dans ce chapitre a été soumise pour publication
dans la revue internationale « Pattern Recognition » [142].
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(a) Enveloppe du domaine de définition
de HEllipsoïde,1,α2 (α2 ∈ {1, 2, 50}).













































(c) Enveloppe du domaine de définition
de HCylindre,1,α2 (α2 ∈ {1, 2, 50}).













































(e) Enveloppe du domaine de définition
de HBipyramide,1,α2 (α2 ∈ {1, 2, 50}).
























Figure 8.5 – Première colonne : enveloppe du domaine de définition de HCO,α1,α2 pour les objets 3-D
convexes de type ellipsoïde, cylindre et bipyramide de paramètres de forme α1 = 1 et α2 ∈ {1, 2, 50}.
Deuxième colonne : enveloppe du domaine de définition de l’ensemble des projections orthographiques
pour les objets de type ellipsoïde, cylindre et bipyramide de paramètre de forme α1 = 1, quelle que
soit la valeur de α2 ∈ J1, 50K.
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(a) Enveloppe du domaine de définition de
HParallélépipède rectangle,1,α2 (α2 ∈ {1, 2, 50}).












































(c) Enveloppe du domaine de définition de
HPyramide,1,α2 (α2 ∈ {1, 2, 50}).























Figure 8.6 – Première colonne : enveloppe du domaine de définition de HCO,α1,α2 pour les objets
3-D convexes de type parallélépipède rectangle et pyramide de paramètres de forme α1 = 1 et
α2 ∈ {1, 2, 50}. Deuxième colonne : enveloppe du domaine de définition de l’ensemble des projec-
tions orthographiques pour les objets de type parallélépipède rectangle et pyramide de paramètre de
forme α1 = 1, quelle que soit la valeur de α2 ∈ J1, 50K.
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Figure 8.7 – Évolution de l’aire et du périmètre du domaine de définition de HCO,1,α2 en fonction de























Figure 8.8 – Exemple de déformation.
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(a) Distribution des valeurs estimées de α2,
{αˆ2
i}i∈J1,mK (m = 10.000).



































(b) Erreur relative moyenne
RMEn(α2, {αˆ2
i}i∈J1,mK) (m = 10.000).
Figure 8.9 – Distributions des valeurs estimées de α2 et évolution de l’erreur relative moyenne
RMEn(α2, {αˆ2i}i∈J1,mK) en fonction du nombre de projections n ∈ {1, 2, 5, 10, 50} pour l’objet de
type parallélépipède rectangle de paramètres de forme α1 = 1, α2 = 10.
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Figure 8.10 – Évolution de l’erreur absolue moyenne entre la valeur réelle de α2 et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètres de de forme α2 ∈ {1, 2, 5, 10, 20} (α1 = 1).
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Figure 8.11 – Évolution de l’erreur relative moyenne entre la valeur réelle de α2 et les valeurs estimées en
fonction du nombre de projections n pour les différents types d’objets implémentés dans le simulateur
de paramètres de forme α2 ∈ {1, 2, 5, 10, 20} (α1 = 1).
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Chapitre 9
Estimation de la taille et de la forme
d’un objet 3-D convexe à partir de ses
projections 2-D
Dans le chapitre 7, une méthode basée sur le maximum de vraisemblance des fonctions de densité
de probabilité des aires projetées ou des fonctions de densité de probabilité conjointe des aires projetées
et des périmètres projetés a été développée pour estimer, à partir de ses projections 2-D, le paramètre
de taille inconnue a d’un objet 3-D convexe (CO, a, 1, α2) de type CO connu, de paramètre de forme
α1 égale à 1 et de paramètre de forme α2 connu et plus grand que 1. Dans le chapitre 8, un nouveau
descripteur de forme stéréologique a été proposé et ce descripteur a été utilisé pour estimer, à partir de
ses projections 2-D, le paramètre de forme inconnu α2 d’un objet 3-D convexe (CO, a, 1, α2) de type
CO connu, de paramètre de forme α1 égal à 1 et ceci quelle que soit la valeur du paramètre de taille
a. Dans les chapitres précédents, les estimations de la taille et de la forme d’un objet 3-D convexe à
partir de ses projections 2-D ont donc été décorrélées.
Dans ce chapitre, il est proposé de réaliser conjointement ces estimations. Il est toujours supposé
que le type CO (ellipsoïde, cylindre, etc.) de l’objet 3-D convexe (CO, a, 1, α2) est connu, que le
paramètre de forme α1 est égal à 1 et que le paramètre de forme α2 est plus grand que 1.
Pour ce faire, il est possible, par exemple, d’utiliser la méthode vue au chapitre 7 en ne supposant












fCO,a,α2(Ai) si Ai ∈ [Amin,CO,a,α2 ;Amax,CO,a,α2 ]0 si Ai 6∈ [Amin,CO,a,α2 ;Amax,CO,a,α2 ]
et fCO,a,α2 est la fonction de densité de probabilité des aires projetées définie au chapitre 7.
En conséquence, le maximum de vraisemblance du couple (a, α2) est définie par :
(aˆ, αˆ2) = argmax
(a,α2)∈]0;+∞[×[1;+∞[
L1CO(a, α2) (9.2)
où (aˆ, αˆ2) désigne la valeur estimée du couple (a, α2).
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Pour évaluer la performance de cette méthode d’estimation du couple (a, α2), des tests ont été
effectués en utilisant le simulateur. Pour un objet 3-D convexe (CO, a, 1, α2), le simulateur génère n
(n ∈ N∗) projections aléatoires (loi uniforme) de cet objet et à partir de ces n projections, la valeur
du couple (a, α2) est estimée grâce à l’équation 9.2. Pour obtenir des données statistiques fiables, ce
processus est répétém (m = 10.000) fois pour chaque n. Notons {(aˆi, αˆ2i)}i∈J1,mK la famille des valeurs
estimées de (a, α2) où aˆi (αˆ2i, respectivement) représente la ième valeur estimée de a (α2, respective-
ment). Pour quantifier les résultats obtenus, l’erreur relative moyenneRMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK)
(Relative Mean Error), est calculée pour chaque valeur de n de la façon suivante (équation 9.3) :













Il a été décidé de quantifier les résultats obtenus en sommant les erreurs relatives entres a, aˆi et
α2, αˆ2i, et non pas en calculant l’erreur relative moyenne entre le couple (a, α2) et (aˆi, αˆ2i) par
exemple, car les paramètres a et α2 ne sont pas homogènes entre eux. En effet, a représente une
longueur qui peut être exprimée en mètre par exemple alors que α2 est un ratio de longueur, donc
sans unité. La figure 9.1 montre l’erreur RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du nombre de
projections n pour l’objet 3-D de type parallélépipède rectangle, de paramètre de taille a = 10 et
de paramètre de forme α2 = 1 (α1 = 1). Intuitivement, il paraît assez logique de penser que plus





































Figure 9.1 – Évolution de l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour l’objet de type parallélépipède rectangle de paramètre de taille a = 10
et de paramètres de forme α1 = α2 = 1.
la quantité d’informations disponibles concernant un objet est importante, plus il est facile d’estimer
ses paramètres. En effet, c’est ce qui est constaté sur la figure 9.1 : plus le nombre de projections
n augmente (plus la quantité d’informations disponibles est importante), plus l’estimation de (a, α2)
est précise. Cependant, il est important de remarquer que les valeurs de l’erreur relative moyenne
RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) sont très élevées. En effet, plus de 50 projections sont nécessaires
pour qu’en moyenne (a, α2) soit estimé avec une erreur inférieure à 10% et ceci pour un objet 3-D
de paramètre de forme α2 = 1 (il a été montré dans la section 7.4 que l’erreur moyenne augmente
avec l’anisotropie de l’objet 3-D). Bien que la méthode vue au chapitre 7 permette d’estimer la valeur
du couple (a, α2), les valeurs de l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) sont trop
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et des fonctions de densité de probabilité conjointe des fonctionnelles morphométriques projetées
importantes. C’est pourquoi, il a été décidé de développer une autre méthode plus performante basée
sur le maximum de vraisemblance de a et α2 des fonctions de densité de probabilité des aires projetées
et des fonctions de densité de probabilité conjointe des fonctionnelles morphométriques projetées.
9.1 Maximum de vraisemblance de a et α2 des fonctions de densité
de probabilité des aires projetées et des fonctions de densité de
probabilité conjointe des fonctionnelles morphométriques pro-
jetées
Soient A la variable aléatoire continue « aire projetée » et M = (M1,M2) = (ω /d, 4A /pi d2) le
vecteur aléatoire continu « fonctionnelles morphométriques projetées » associé à une projection 2-D
d’un objet 3-D (CO, a, 1, α2) inconnu. Soient n (n ∈ N∗) projections orthographiques de (CO, a, 1, α2)
et soient (A1,M1), (A2,M2), ..., (An,Mn), les n observations correspondantes. La vraisemblance du
paramètre de taille a et du paramètre de forme α2 au vu de ces n observations est définie comme suit :














la vraisemblance de a sachant α2 au vu des n réalisations (A1, A2, ..., An).
Le maximum de vraisemblance du paramètre de taille a et du paramètre de forme α2 est donc
défini par :
(aˆ, αˆ2) = argmax
(a,α2)∈]0;+∞[×[1;+∞[
LCO(a, α2) (9.5)
où (aˆ, αˆ2) désigne la valeur estimée du couple (a, α2).
9.2 Problème d’optimisation
Comme expliqué dans les chapitres précédents, pour résoudre l’équation 9.5, deux solutions sont
envisageables : une méthode de recherche exhaustive ou une méthode d’optimisation [172]. Le principal
inconvénient des méthodes d’optimisation est que la convergence vers l’extremum global n’est pas
toujours garantie. C’est pour cette raison que la méthode de recherche exhaustive a été privilégiée.
Pour des raison de temps de calcul, les fonctions de densité de probabilité fCO,a,α2 et HCO,1,α2 sont
pré-calculées pour les différents types d’objets implémentés dans le simulateur en discrétisant par pas
de 1 le paramètre de forme α2 de α2min = 1 à α2max = 50 et en discrétisant par pas de 1 le paramètre
de taille a de amin = 1 à amax = 100. Ainsi, une base de données de fonctions de densité de probabilité
fCO,a,α2 et HCO,1,α2 est construite.
9.3 Résultats
Afin d’évaluer la performance de la méthode proposée d’estimation de la valeur du couple (a, α2),
des tests ont été effectués en utilisant le simulateur. Pour un objet 3-D convexe (CO, a, 1, α2), le
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simulateur génère n (n ∈ N∗) projections orthographiques aléatoires (loi uniforme) de cet objet et,
à partir de ces n projections, la méthode exposée dans la section 9.1 estime la valeur du couple
(a, α2). Pour obtenir des données statistiques fiables, ce processus est répété m (m = 10.000) fois pour
chaque n. Notons {(aˆi, αˆ2i)}i∈J1,mK la famille des valeurs estimées de (a, α2) où aˆi (αˆ2i, respectivement)
représente la ième valeur estimée de a (α2, respectivement). Pour quantifier les résultats obtenus,
l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) (Relative Mean Error), est calculée pour
chaque valeur de n de la façon suivante (équation 9.6) :













9.3.1 Influence du paramètre de forme α2
La figure 9.2 montre l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les objets de type ellipsoïde, cylindre, parallélépipède rectangle, bipy-
ramide et pyramide, de paramètre de taille a = 10 et de paramètres de forme α2 ∈ {1, 2, 5, 10, 20}
(α1 = 1). Intuitivement, il paraît assez logique de penser que plus la quantité d’informations dispo-
nibles concernant un objet est importante, plus il est facile d’estimer ses paramètres. En effet, c’est ce
qui est constaté sur la figure 9.2 : quel que soit l’objet 3-D considéré, plus le nombre de projections n
augmente (plus la quantité d’informations disponibles est importante), plus l’estimation de (a, α2) est
précise. De plus, plus l’objet 3-D est anisotrope (plus α2 est grand), plus il devient difficile d’estimer
correctement le couple (a, α2).
Pour les mêmes raisons que précédemment (chapitre 7), il est néanmoins plus facile d’estimer
la valeur du couple (a, α2) pour un (une, respectivement) cylindre (pyramide, respectivement) de
paramètre de taille a = 10 et de paramètre de forme α2 = 2 qu’un (une, respectivement) cylindre
(pyramide, respectivement) de paramètre de taille a = 10 et de paramètre de forme α2 = 1.
Enfin, il est important de noter que, quel que soit l’objet 3-D considéré, sept projections sont
nécessaires pour qu’en moyenne le couple (a, α2) soit estimé avec une erreur inférieure à 10%. De plus,
l’erreur relative moyenne ne varie pas linéairement avec le paramètre de forme α2.
9.3.2 Influence du paramètre de taille a
La figure 9.3 montre l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les objets de type ellipsoïde, cylindre, parallélépipède rectangle, bipyra-
mide et pyramide, de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètre de forme α2 = 2
(α1 = 1). Comme précédemment (section 9.3.1), il est possible de remarquer que, quel que soit l’objet
3-D considéré, plus le nombre de projections n augmente (plus la quantité d’informations disponibles
est importante), plus l’estimation du couple (a, α2) est précise. En moyenne, seulement deux pro-
jections sont nécessaires pour que le couple (a, α2) soit estimé avec une erreur inférieure à 10%. En
revanche, pour une même valeur du paramètre de forme α2 et quel que soit l’objet 3-D considéré, plus
le paramètre de taille a augmente (plus l’objet 3-D est « gros »), plus il devient difficile d’estimer la
valeur du couple (a, α2).
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Ellipsoid of parameters a=10, α1=1, α2 − morphometric measures: M
1










































Elliptical cylinder of parameters a=10, α1=1, α2 − morphometric measures: M
1










































Rectangular bipyramid of parameters a=10, α1=1, α2 − morphometric measures: M
1










































Rectangular cuboid of parameters a=10, α1=1, α2 − morphometric measures: M
1










































Rectangular pyramid of parameters a=10, α1=1, α2 − morphometric measures: M
1









Figure 9.2 – Évolution de l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les différents types d’objets implémentés dans le simulateur de paramètre
de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20}.
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Ellipsoid of parameters a, α1=1, α2=2 − morphometric measures: M
1
















































Elliptical cylinder of parameters a, α1=1, α2=2 − morphometric measures: M
1
















































Rectangular bipyramid of parameters a, α1=1, α2=2 − morphometric measures: M
1
















































Rectangular cuboid of parameters a, α1=1, α2=2 − morphometric measures: M
1
















































Rectangular pyramid of parameters a, α1=1, α2=2 − morphometric measures: M
1










Figure 9.3 – Évolution de l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les différents types d’objets implémentés dans le simulateur de para-
mètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2.
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9.4 Amélioration de la méthode proposée
Dans cette section, il est proposé d’améliorer la méthode d’estimation du couple (a, α2) en décrivant
une projection 2-D d’un objet 3-D convexe grâce à deux mesures géométriques, l’aire et le périmètre,
et deux mesures morphométriques, M1 et M2. Sous les mêmes hypothèses que précédemment, la
méthode du maximum de vraisemblance de a et α2 des fonctions de densité de probabilité conjointe
des aires projetées et des périmètres projetés et des fonctions de densité de probabilité conjointe des
fonctionnelles morphométriques projetées est utilisée pour estimer la valeur du couple (a, α2).
9.4.1 Maximum de vraisemblance de a et α2 des fonctions de densité de probabi-
lité conjointe des aires projetées et des périmètres projetés et des fonctions
de densité de probabilité conjointe des fonctionnelles morphométriques pro-
jetées
Soient U = (A,P ) le vecteur aléatoire continu « aire projetée, périmètre projeté » et M =
(M1,M2) = (ω /d, 4A /pi d2) le vecteur aléatoire continu « fonctionnelles morphométriques proje-
tées » associé à une projection 2-D d’un objet 3-D (CO, a, 1, α2) inconnu. Soient n (n ∈ N∗) projections
orthographiques aléatoire (loi uniforme) de (CO, a, 1, α2) et soient (U1,M1), (U2,M2), ..., (Un,Mn), les
n observations correspondantes. La vraisemblance du paramètre de taille a et du paramètre de forme
α2 au vu de ces n observations est définie comme suit :
















la vraisemblance de a sachant α2 au vu des n réalisations (U1, U2, ..., Un).
Le maximum de vraisemblance du paramètre de taille a et du paramètre de forme α2 est donc
défini par :
(aˆ, αˆ2) = argmax
(a,α2)∈]0;+∞[×[1;+∞[
L′CO(a, α2) (9.8)
Pour les mêmes raisons que précédemment, une recherche exhaustive est utilisée pour résoudre
l’équation 9.8. Pour des raison de temps de calcul, les fonctions de densité de probabilité GCO,a,1,α2
et HCO,1,α2 sont pré-calculées pour les différents types d’objets implémentés dans le simulateur en
discrétisant par pas de 1 le paramètre de forme α2 de α2min = 1 à α2max = 50 et en discrétisant par
pas de 1 le paramètre de taille a de amin = 1 à amax = 100. Ainsi, une base de données de fonctions
de densité de probabilité GCO,a,1,α2 et HCO,1,α2 est construite.
9.4.2 Résultats
Afin d’évaluer la performance de la méthode proposée d’estimation de la valeur du couple (a, α2),
des tests ont été effectués en utilisant le simulateur. Pour un objet 3-D convexe (CO, a, 1, α2), le
simulateur génère n (n ∈ N∗) projections orthographiques aléatoires (loi uniforme) de cet objet et,
à partir de ces n projections, la méthode exposée dans la section 9.4.1 estime la valeur du couple
(a, α2). Pour obtenir des données statistiques fiables, ce processus est répété m (m = 10.000) fois pour
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chaque n. Notons {(aˆi, αˆ2i)}i∈J1,mK la famille des valeurs estimées de (a, α2) où aˆi (αˆ2i, respectivement)
représente la ième valeur estimée de a (α2, respectivement). Pour quantifier les résultats obtenus,
l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) (Relative Mean Error), est calculée pour
chaque valeur de n de la façon suivante (équation 9.9) :













Influence du paramètre de forme α2
La figure 9.4 montre l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les objets de type parallélépipède rectangle, bipyramide et pyramide,
de paramètre de taille a = 10 et de paramètres de forme α2 ∈ {1, 2, 5, 10, 20} (α1 = 1). Pour des
raisons de temps de calculs, les résultats concernant les objets de type ellipsoïde et cylindre n’ont
pas été générés. Intuitivement, il paraît assez logique de penser que plus la quantité d’informations

































Rectangular bipyramid of parameters a=10, α1=1, α2 − morphometric measures: M
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Rectangular cuboid of parameters a=10, α1=1, α2 − morphometric measures: M
1










































Rectangular pyramid of parameters a=10, α1=1, α2 − morphometric measures: M
1









Figure 9.4 – Évolution de l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les objets de type parallélépipède rectangle, bipyramide et pyramide de
paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20}.
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disponibles concernant un objet est importante, plus il est facile d’estimer ses paramètres. En effet,
c’est ce qui est constaté sur la figure 9.4. Quel que soit l’objet 3-D considéré, plus le nombre de
projections n augmente (plus la quantité d’informations disponibles est importante), plus l’estimation
de (a, α2) est précise. De plus, plus l’objet 3-D est anisotrope (plus α2 est grand), plus il devient
difficile d’estimer correctement le couple (a, α2).
Pour les mêmes raisons que précédemment (chapitre 7), il est néanmoins plus facile d’estimer la
valeur du couple (a, α2) pour une pyramide de paramètre de taille a = 10 et de paramètre de forme
α2 = 2 qu’une pyramide de paramètre de taille a = 10 et de paramètre de forme α2 = 1.
De plus, il est important de noter que, quel que soit l’objet 3-D considéré, seulement quatre
projections sont nécessaires pour qu’en moyenne le couple (a, α2) soit estimé avec une erreur inférieure
à 10%. Comparé aux résultats de la section 9.3.1, environ deux fois moins de projections sont nécessaire
pour qu’en moyenne le couple (a, α2) soit estimé avec une erreur inférieure à 10%. Ce résultat montre
la pertinence d’utiliser une mesure géométrique supplémentaire, i.e. le périmètre, pour décrire les
projections 2-D d’un objet 3-D.
Enfin, l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) ne varie pas linéairement avec le
paramètre de forme α2.
Influence du paramètre de taille a
La figure 9.5 montre l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les objets de type parallélépipède rectangle, bipyramide et pyramide,
de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètre de forme α2 = 2 (α1 = 1). Pour
des raisons de temps de calculs, les résultats concernant les objets de type ellipsoïde et cylindre n’ont
pas été générés. Comme précédemment, il est possible de remarquer que, quel que soit l’objet 3-
D considéré, plus le nombre de projections n augmente (plus la quantité d’informations disponibles
est importante), plus l’estimation du couple (a, α2) est précise. En moyenne, quel que soit l’objet
3-D considéré, seulement une projection est nécessaire pour que le couple (a, α2) soit estimé avec une
erreur inférieure à 10%. Ce résultat est à comparer aux résultats de la section 9.3.2 où deux projections
étaient nécessaires pour qu’en moyenne le couple (a, α2) soit estimé avec une erreur inférieure à 10%. Il
montre de nouveau la pertinence d’utiliser une mesure géométrique supplémentaire, i.e. le périmètre,
pour décrire les projections 2-D d’un objet 3-D.
En revanche, pour une même valeur du paramètre de forme α2 et quel que soit l’objet 3-D considéré,
plus le paramètre de taille a augmente (plus l’objet 3-D est « gros »), plus il devient difficile d’estimer
la valeur du couple (a, α2).
9.5 Conclusion
Dans ce chapitre, l’estimation de la « taille » et de la « forme », à partir de ses projections 2-D,
d’un objet 3-D convexe (CO, a, 1, α2 ≥ 1) a été réalisée. Plus précisément, une méthode basée sur le
maximum de vraisemblance a été développée afin d’estimer, à partir de ses projections 2-D, la valeur du
couple (a, α2) d’un objet 3-D convexe (CO, a, 1, α2 ≥ 1) de type CO connu. Dans un premier temps, le
maximum de vraisemblance de a et α2 des fonctions de densité de probabilité des aires projetées et des
fonctions de densité de probabilité conjointe des fonctionnelles morphométriques projetées a été utili-
sée. Dans un second temps, cette méthode a été améliorée en utilisant le maximum de vraisemblance de
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Rectangular bipyramid of parameters a, α1=1, α2=2 − morphometric measures: M
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Rectangular cuboid of parameters a, α1=1, α2=2 − morphometric measures: M
1
















































Rectangular pyramid of parameters a, α1=1, α2=2 − morphometric measures: M
1










Figure 9.5 – Évolution de l’erreur relative moyenne RMEn((a, α2), {(aˆi, αˆ2i)}i∈J1,mK) en fonction du
nombre de projections n pour les objets de type parallélépipède rectangle, bipyramide et pyramide de
paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2.
a et α2 des fonctions de densité de probabilité conjointe des aires projetées et des périmètres projetés
et des fonctions de densité de probabilité conjointe des fonctionnelles morphométriques projetées.
Pour valider et évaluer la performance des deux méthodes proposées, des tests ont été réalisés
grâce au simulateur sur cinq types d’objets convexes : ellipsoïde, cylindre, parallélépipède rectangle,
bipyramide, pyramide. Les résultats ont été quantifiés en utilisant comme indicateur l’erreur relative
moyenne et montrent que :
– plus le nombre de vues de l’objet 3-D augmente, plus l’estimation du couple (a, α2) devient
précise ;
– plus l’objet 3-D est anisotrope (plus α2 est grand), moins bonne est l’estimation de (a, α2) ;
– l’erreur relative moyenne ne varie pas linéairement avec la valeur réelle du paramètre de forme
α2 ;
– plus l’objet 3-D est « gros » (plus a est grand), plus il est difficile d’estimer (a, α2) ;
– l’utilisation d’une mesure géométrique supplémentaire, i.e. le périmètre, pour décrire les projec-
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tions 2-D d’un objet 3-D est pertinente.
Remarque 9.1 La méthode qui vient d’être présentée dans ce chapitre est en seconde révision dans
la revue internationale « Journal of Microscopy » [141].
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Chapitre 10
Comparaison de la méthode proposée à
une méthode de stéréologie classique
Dans ce chapitre, la méthode d’estimation de la taille et de la forme d’un objet 3-D convexe à partir
de ses projections 2-D qui a été mise en place dans les chapitres précédents (chapitre 7, chapitre 8 et
chapitre 9) est comparée à une méthode de stéréologie projective classique. Il est toujours supposé que
le type CO (ellipsoïde, cylindre, etc.) d’un objet 3-D convexe (CO, a, 1, α2) est connu, que le paramètre
de forme α1 est égal à 1 et que le paramètre de forme α2 est plus grand que 1.
10.1 La méthode de stéréologie projective classique
En stéréologie projective classique, le volume V d’un objet 3-D convexe peut être estimé grâce à
la relation suivante [185] [186] :
V = L3 ×A′ (10.1)
où L3 désigne le Mean Intercept Length (MIL) de n (n ∈ N∗) droites de l’espace pénétrant aléatoire-
ment (loi uniforme) l’objet 3-D convexe et A′ désigne l’aire projetée moyenne.
L’avantage majeur de cette relation est qu’elle ne fait aucune hypothèse sur l’objet 3-D convexe
étudié. Cependant, il est important de noter que L3 (Intercept Length) n’est pas une mesure effectuée
sur une projection de l’objet 3-D mais une mesure effectuée sectionnellement dans l’espace. Sans plus
d’hypothèses sur l’objet 3-D convexe, il n’est pas possible d’exprimer L3 en fonction de paramètres
projetés. En revanche, si le type et les paramètres de forme de l’objet 3-D sont connus, L3 peut être
exprimé en fonction de H ′, le diamètre de Feret projeté moyen [57]. Par exemple, pour une sphère
(α1 = 1, α2 = 2), L3 =
2
3




H ′ ×A′ (10.2)
Contrairement à l’équation 10.1, l’équation 10.2 ne fait apparaître que des paramètres projetés. En
supposant que le type et les paramètres de forme d’un objet 3-D convexe soient connus, il est donc
possible d’utiliser la méthode de stéréologie projective classique pour estimer son volume à partir de
ses projections 2-D.
Sous les hypothèses précédentes, il est important de remarquer que le volume estimé V peut être
exprimé en fonction d’un paramètre de taille de l’objet 3-D convexe. Par exemple, pour une sphère de
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H ′ ×A′ ⇔ r = ( 1
2pi
H ′ ×A′) 13 (10.3)
La méthode de stéréologie classique permet donc aussi d’estimer la taille d’un objet 3-D convexe à
partir de ses projections 2-D. Par conséquent, la méthode proposée d’estimation de la taille d’un objet
3-D convexe (section 7.2) peut être comparée à la méthode stéréologique classique.
Pour un objet de type cylindre, de paramètre de taille a et de paramètres de forme α1 = 1, α2,
L3 =
4α2
pi + (1 + pi)α2 + α22
H ′ et par conséquent :
V = piα2a3 =
4α2
pi + (1 + pi)α2 + α22
H ′ ×A′ ⇔ a = ( 4
pi2 + pi(1 + pi)α2 + piα22
H ′ ×A′) 13 (10.4)
Pour un objet de type parallélépipède rectangle, de paramètre de taille a et de paramètres de forme
α1 = 1, α2, L3 =
2α2
1 + 52α2 + α
2
2
H ′ et par conséquent :
V = α2a3 =
2α2
1 + 52α2 + α
2
2
H ′ ×A′ ⇔ a = ( 2
1 + 52α2 + α
2
2
H ′ ×A′) 13 (10.5)
N’ayant trouvé aucune référence bibliographique permettant d’exprimer L3 en fonction de H ′ pour
les autres objets 3-D (CO, a, 1, α2) implémentés dans le simulateur, les tests de comparaisons entre
la méthode proposée d’estimation du paramètre de taille a (section 7.2) et la méthode de stéréologie
classique seront effectués seulement sur des objets 3-D convexes (CO, a, 1, α2) de type cylindre et
parallélépipède rectangle.
10.2 Résultats
Comme cela a été expliqué dans la section 10.1, afin de comparer la méthode proposée à la méthode
de stéréologie projective classique, il est nécessaire de supposer connu le type CO et le paramètre de
forme α2 d’un objet 3-D convexe (CO, a, 1, α2). Par conséquent, seul le paramètre de taille a reste à es-
timer. Pour évaluer la performance des deux méthodes d’estimation du paramètre de taille a, des tests
ont été réalisés en utilisant le simulateur. Pour un objet 3-D convexe (CO, a, 1, α2), de type CO connu,
de paramètre de taille a, de paramètres de forme α1 égal à 1 et α2 connu et plus grand que 1, le simula-
teur génère n (n ∈ N∗) projections orthographiques aléatoires (loi uniforme) de cet objet et, à partir de
ces n projections, la valeur de a est estimée grâce à la méthode proposée dans la section 7.2, noté aˆ, et
grâce à la méthode de stéréologie projective classique exposée dans la section 10.1, noté aˆs. Pour obte-
nir des données statistiques fiables, ce processus est répété m (m = 10.000) fois pour chaque n. Notons
{aˆi}i∈J1,mK la famille des valeurs estimées de a par la méthode proposée, où aˆi représente la ième valeur
estimée de a par cette méthode, et {aˆsi}i∈J1,mK la famille des valeurs estimées de a par la méthode de
stéréologie projective classique, où aˆsi représente la ième valeur estimée de a par cette méthode. Pour
quantifier les résultats obtenus avec la méthode proposée, l’erreur absolue (relative, respectivement)
moyenne (Absolute Mean Error et Relative Mean Error respectivement) entre la valeur réelle de a et
les valeurs estimées {aˆi}i∈J1,mK, notée AMEn(a, {aˆi}i∈J1,mK) (RMEn(a, {aˆi}i∈J1,mK), respectivement),
est calculée pour chaque valeur de n (équation 10.6 et équation 10.7 respectivement). De même, pour
quantifier les résultats obtenus avec la méthode stéréologique classique, l’erreur absolue (relative, res-
pectivement) moyenne (Absolute Mean Error et Relative Mean Error respectivement) entre la valeur
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réelle de a et les valeurs estimées {aˆsi}i∈J1,mK, notée AMEn(a, {aˆsi}i∈J1,mK) (RMEn(a, {aˆsi}i∈J1,mK),





























10.2.1 Influence du paramètre de forme α2
La figure 10.1 (figure 10.2, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de a et les valeurs estimées en fonction du nombre de projections n pour les objets
de type cylindre et parallélépipède rectangle de paramètre de taille a = 10 et de paramètres de forme
α2 ∈ {1, 2, 5, 10, 20, 50} (α1 = 1). Les courbes en trait plein représentent l’erreur AMEn(a, {aˆi}i∈J1,mK)
(RMEn(a, {aˆi}i∈J1,mK), respectivement) en fonction du nombre de projections n et les courbes en trait
discontinu représentent l’erreur AMEn(a, {aˆsi}i∈J1,mK) (RMEn(a, {aˆsi}i∈J1,mK), respectivement) en
fonction du nombre de projections n. Que ce soit sur la figure 10.1 ou la figure 10.2, il est possible de






























































































Figure 10.1 – Évolution de l’erreur absolue moyenne entre la valeur réelle de a et les valeurs estimées
en fonction du nombre de projections n pour les d’objets de type cylindre et parallélépipède rectangle
de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20, 50}. Les courbes
en trait plein représentent AMEn(a, {aˆi}i∈J1,mK) en fonction de n et les courbes en trait discontinu
représentent AMEn(a, {aˆsi}i∈J1,mK) en fonction de n.
constater que la méthode proposée converge plus rapidement que la méthode stéréologique classique
vers la valeur réelle du paramètre de taille a. De plus, quel que soit le nombre de projections n consi-
déré et quel que soit l’objet 3-D considéré, l’estimation de a est plus précise en utilisant la méthode
proposée.
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Figure 10.2 – Évolution de l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimées
en fonction du nombre de projections n pour les d’objets de type cylindre et parallélépipède rectangle
de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20, 50}. Les courbes
en trait plein représentent RMEn(a, {aˆi}i∈J1,mK) en fonction de n et les courbes en trait discontinu
représentent RMEn(a, {aˆsi}i∈J1,mK) en fonction de n.
10.2.2 Influence du paramètre de taille a
La figure 10.3 (figure 10.4, respectivement) montre l’erreur absolue (relative, respectivement) moyenne
entre la valeur réelle de a et les valeurs estimées en fonction du nombre de projections n pour les objets
de type cylindre et parallélépipède rectangle de paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de pa-
ramètre de forme α2 = 2 (α1 = 1). Les courbes en trait plein représentent l’erreurAMEn(a, {aˆi}i∈J1,mK)
(RMEn(a, {aˆi}i∈J1,mK), respectivement) en fonction du nombre de projections n et les courbes en trait
discontinu représentent l’erreur AMEn(a, {aˆsi}i∈J1,mK) (RMEn(a, {aˆsi}i∈J1,mK), respectivement) en
fonction du nombre de projections n. Que ce soit sur la figure 10.3 ou la figure 10.4, il est possible
de constater que la méthode proposée converge plus rapidement que la méthode stéréologique clas-
sique vers la valeur réelle du paramètre de taille a. De plus, excepté pour les objets 3-D convexe
(Parallélépipède rectangle, 14, 1, 2), (Parallélépipède rectangle, 15, 1, 2) et pour n = 1 projection, l’es-
timation de a est plus précise en utilisant la méthode proposée.
Remarque 10.1 Contrairement à la méthode proposée, la « taille » de l’objet 3-D n’influe pas sur la
précision de la méthode stéréologique classique.
10.3 Conclusion
Dans ce chapitre, la méthode proposée a été comparée à une méthode de stéréologie projective
classique. Pour ce faire, il a fallu supposer connu le type CO et les paramètres de forme α1, α2 d’un
objet 3-D convexe (CO, a, α1, α2). Sous ces hypothèses, le paramètre de taille a a donc été estimé par
la méthode proposée dans la section 7.2 et par la méthode de stéréologie projective classique.
Pour comparer la performance des deux méthodes, des tests ont été réalisés grâce au simulateur
sur deux types d’objets convexes : cylindre, parallélépipède rectangle. Les résultats ont été quantifiés
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Figure 10.3 – Évolution de l’erreur absolue moyenne entre la valeur réelle de a et les valeurs estimées en
fonction du nombre de projections n pour les d’objets de type cylindre et parallélépipède rectangle de
paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2. Les courbes
en trait plein représentent AMEn(a, {aˆi}i∈J1,mK) en fonction de n et les courbes en trait discontinu
représentent AMEn(a, {aˆsi}i∈J1,mK) en fonction de n.
























































































Figure 10.4 – Évolution de l’erreur relative moyenne entre la valeur réelle de a et les valeurs estimés en
fonction du nombre de projections n pour les d’objets de type cylindre et parallélépipède rectangle de
paramètres de taille a ∈ {10, 11, 12, 13, 14, 15} et de paramètres de forme α1 = 1, α2 = 2. Les courbes
en trait plein représentent RMEn(a, {aˆi}i∈J1,mK) en fonction de n et les courbes en trait discontinu
représentent RMEn(a, {aˆsi}i∈J1,mK) en fonction de n.
en utilisant comme indicateur l’erreur moyenne (absolue et relative) et montrent que :
– pour une valeur fixée du paramètre de taille a, quelle que soit la valeur du paramètre de forme
α2 et quel que soit le nombre de projections n, l’estimation de a est plus précise en utilisant la
méthode proposée ;
– pour une valeur fixée du paramètre de forme α2, excepté pour les objets 3-D (Parallélépipède rectangle, 14, 1, 2)
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(Parallélépipède rectangle, 15, 1, 2) et pour n = 1 projection, quelle que soit la valeur réelle de
a et quel que soit le nombre de projections n, l’estimation de a est plus précise en utilisant la
méthode proposée ;
– pour n = 1 projection et pour les objets (Parallélépipède rectangle, 14, 1, 2),
(Parallélépipède rectangle, 15, 1, 2), la méthode stéréologique classique estime plus précisément
le paramètre de taille a.
Ce dernier résultat est à relativiser car tout d’abord pour estimer la valeur du paramètre a, la mé-
thode stéréologique utilise deux mesures géométriques, l’aire projetée et le diamètre de Feret moyen
projeté, alors que la méthode d’estimation du paramètre a (section 7.2) utilise seulement une mesure
géométrique, l’aire projetée. Or, il a été vu dans la section 7.5 qu’il est possible d’améliorer la méthode
proposée en utilisant deux mesures géométriques : l’aire projetée et le périmètre projeté. Ensuite, si
le paramètre de forme α2 n’est pas supposé connu, il est toujours possible d’utiliser la méthode pro-
posée pour estimer conjointement a et α2 et dans ce cas, trois (quatre, respectivement) fonctionnelles
sont prises en compte : A, M1 = ω /d, M2 = 4A /pi d2 (A, P , M1, M2, respectivement). En effet,
contrairement à la méthode de stéréologie classique, la méthode proposée permet d’estimer a la fois la
« taille » et la « forme » d’un objet 3-D convexe, à partir de ses projections 2-D (chapitre 9). Il n’est
donc pas forcement nécessaire de formuler d’hypothèse sur le paramètre de forme α2, ce qui est un
avantage remarquable.
La troisième partie de ce manuscrit a introduit et validée à partir de données simulées une méthode,
appelée Stereological Size and Shape Estimator (3SE) par la suite, d’estimation de la taille et de la
forme d’un objet 3-D convexe à partir de ses projections 2-D. Cette étude théorique ayant été initiée
par un problème pharmaceutique pratique, i.e. le contrôle de la distribution de taille de particules
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Ce chapitre propose d’apporter une réponse à la problématique pharmaceutique initiale, i.e. dé-
terminer la distribution granulométrique 3-D au cours du temps, à partir d’images 2-D de projections,
des particules se formant lors d’un processus de cristallisation en solution. La cristallisation en solu-
tion est un processus physique permettant de récupérer sous forme solide un produit, appelé le soluté,
dissous dans un liquide, appelé le solvant, la solution étant l’ensemble soluté - solvant. Ce processus
est composé de deux étapes : la nucléation et la croissance des particules. La nucléation correspond
à la naissance de particules stables alors que la croissance correspond à l’incorporation de molécules
de soluté à la phase solide. La nucléation et la croissance étant des mécanismes complexes et conco-
mitants, il en résulte la coexistence à un instant t de particules de différentes tailles et de différents
facteurs d’anisotropie, ce qui rend la détermination de la distribution granulométrique assez difficile.
11.1 Dispositif expérimental
Des expériences de cristallisation par refroidissement de type batch ont été réalisées dans un
réacteur double enveloppé d’une capacité 3 litres hautement instrumenté. Ce réacteur est équipé d’un
agitateur (Mixell TT, vitesse d’agitation 250 tours par minute), de contre-pales et de capteurs en
ligne in situ : la sonde ATR−FTIR (Attenuated Total Reflection Fourier Transform InfraRed) et la
sonde EZProbe. Une source de lumière acheminée par un faisceau de fibre optique illumine en lumière
transmise une caméra CCD (vitesse d’acquisition de 25 images par secondes, résolution spatiale de
4µm2 par pixel carré, champ d’analyse de 1, 3mm×1mm, images de dimension 640×480 pixels codées
sur 8 bits) qui filme en temps réel un volume restreint (1, 3mm× 1mm× 1mm) de la suspension. Un
boitier d’acquisition récupère le flux vidéo, le compresse si nécessaire et envoie les données à un
ordinateur afin de les stocker. La figure 11.1 montre un schéma de ce système (la sonde ATR−FTIR
n’est pas représentée). La sonde ATR−FTIR permet de mesurer en temps réel l’évolution de la phase
liquide et la sonde EZProbe, décrit précédemment, permet de visualiser en temps réel l’évolution de
la taille et de la forme des particules en suspension. Plus précisément, cette dernière permet d’acquérir
des séquences vidéos de projections 2-D de particules 3-D. Il est important de noter que :
– la suspension est homogénéisée par agitation, les particules observées grâce à la sonde EZProbe
sont de ce faite supposées représentatives du milieu ;
– compte tenu de la vitesse d’acquisition (25 images par secondes), la même particule peut être
visualisée sur plusieurs images successives.
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(a) Sonde EZProbe. (b) Schéma du système.
Figure 11.1 – Système expérimental.
La figure 11.2 illustre ce dernier propos (particule entourée en rouge). De plus, notons que cette
particule tourne sur elle même. Une même particule peut donc être vue sur plusieurs images successives
et si tel est le cas, elle prend une orientation aléatoire dans l’espace entre deux images consécutives.
Par la suite, l’hypothèse selon laquelle les particules s’orientent aléatoirement suivant une loi uniforme
d’une image à l’autre est formulée.
(a) Image d’acide citrique à
l’instant t.
(b) Image d’acide citrique à
l’instant t+ 0, 04 secondes.
(c) Image d’acide citrique à
l’instant t+ 0, 08 secondes.
(d) Image d’acide citrique à
l’instant t+ 0, 012 secondes.
Figure 11.2 – Images de particules d’acide citrique. Entouré en rouge, la même particule sur quatre
images successives.
Remarque 11.1 Dans le cas où les particules ne s’orienteraient pas aléatoirement suivant une loi
uniforme d’une image à l’autre (elles prendraient une orientation privilégiée par exemple), il serait
tout de même possible d’utiliser la méthode 3SE. Cependant pour avoir des résultats plus fiables, il
serait préférable de prendre en compte cet aspect dans le calcul des différentes densités de probabilité
(chapitre 7, chapitre 8).
11.2 Détermination de la distribution granulométrique de particules
d’oxalate d’ammonium
Dans cette section, il est proposé d’appliquer la méthode 3SE à l’estimation de distributions de
taille de particules d’oxalate d’ammonium. En effet, comme constaté sur la figure 11.3, une particule
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d’oxalate d’ammonium peut être modélisée, en première approximation, par un objet de type parallé-
lépipède rectangle [122] [154] de longueur a, de largeur b = a (α1 =
b
a
= 1) et de hauteur c = α2a avec
α2 plus grand que 1. Une particule d’oxalate d’ammonium peut donc être modélisée par un objet 3-D
convexe (CO, a, α1, α2) de type CO connu, de paramètre de taille a et de paramètres de forme α1 = 1,
α2 ≥ 1. Les hypothèses réalisées dans les chapitres précédents sont donc vérifiées. Par conséquent, la
méthode 3SE (section 9.1) peut être appliquée pour estimer la taille et la forme de ces particules.
Figure 11.3 – Image 2-D en niveaux de gris de particules d’oxalate d’ammonium prise par la sonde
EZProbe durant un processus de cristallisation.
Pour pouvoir appliquer la méthode 3SE proposée sur une séquence vidéo acquise par la sonde
EZProbe, plusieurs étapes doivent être réalisées au préalable. Premièrement, chaque particule doit
être identifiée (étape de segmentation [143] [144] [139] [2] [1]) et deuxièmement un tracking vidéo [204]
doit être réalisé afin de détecter les différentes vues, s’il y en a, d’une même particule. Bien ces
différentes étapes puissent être réalisées de manière automatique (la figure 11.4 montre une image de
particules d’oxalate d’ammonium segmentée de manière automatique grâce à l’algorithme de Ahmad
et al. [2]), elles sont réalisées manuellement afin de ne pas biaiser les résultats.
Une fois ces deux étapes réalisées, la méthode 3SE est appliquée à la séquence vidéo considérée
et la valeur du couple (a, α2) de chaque particule est estimée. La distribution de taille des particules
d’oxalate d’ammonium, notée PSD3D, en est déduite.
11.2.1 Comparaison de la méthode 3SE avec une méthode d’estimation de taille
et de forme dite 2-D
Afin de comparer la méthode 3SE avec une autre méthode d’analyse d’image d’estimation de taille
et de forme [61], méthode dite 2-D, utilisant les mêmes données que la méthode 3SE, le processus
suivant est réalisé. Soit S une séquence vidéo acquise par la sonde EZProbe. Pour chaque particule
d’oxalate d’ammonium de S segmentée manuellement, le rectangle 2-D de longueur L et de largeur
l présentant la même aire et le même périmètre que la particule projetée est calculé. En supposant
que chaque particule d’oxalate d’ammonium peut être modélisée par un parallélépipède rectangle de
hauteur L, de longueur l et de largeur l, la distribution de taille des particules d’oxalate d’ammonium
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Figure 11.4 – Image de particules d’oxalate d’ammonium segmentée grâce à l’algorithme [2].
en est déduite, notée PSD2D.
La figure 11.5 montre six distributions granulométriques en volume de particules d’oxalate d’am-
monium (nombre de particules en fonction du volume). Trois ont été calculées grâce à la méthode 3SE
(figures 11.5(b), 11.5(d), 11.5(f)) et trois grâce à la méthode 2-D (figures 11.5(a), 11.5(c), 11.5(e)).
Ces distributions ont été calculées à partir d’une séquence vidéo acquise par la sonde EZProbe à
trois instants différents de l’expérience de cristallisation considérée. Chaque distribution a été calculée
sur un intervalle de temps d’environ ∆t = 2 secondes, i.e. 50 images (les différentes distributions de
taille ont été calculées sur un tel intervalle de temps car les étapes de tracking et de segmentation
nécessaire à l’application de la méthode 3SE ne sont pas encore automatisées). Si t0 désigne le mo-
ment où les particules d’oxalate d’ammonium commencent à se former, i.e. la nucléation, les deux
premières distributions de taille (figures 11.5(a), 11.5(b)) ont été calculées sur l’intervalle t0 + 1± ∆t2
minutes (38 particules ont été analysées), les deux deuxièmes (figures 11.5(e), 11.5(f)) sur l’intervalle
t0+10± ∆t2 minutes (144 particules ont été analysées) et les deux troisièmes (figures 11.5(e), 11.5(f))
sur l’intervalle t0 + 15± ∆t2 minutes environ (351 particules ont été analysées).
Il est important de remarquer que les deux méthodes utilisées pour calculer les distributions de
taille des particules d’oxalate d’ammonium donnent bien des résultats en adéquation avec le processus
même de cristallisation, i.e. le volume des particules croît au cours du temps.
Pour quantifier plus précisément l’erreur en volume des deux méthodes, la simulation suivante est
réalisée. Pour un objet 3-D convexe (CO, 10, 1, α2) de type parallélépipède rectangle, de paramètre de
taille a = 10, de paramètres de forme α1 = 1, α2 ≥ 1 et de volume Vreal = a× a× α2a, le simulateur
génère n = 1 projection orthographique aléatoire (loi uniforme) de cet objet (la méthode 2-D ne prend
pas en compte le fait que la même particule puisse être vue sur plusieurs images successives) et à
partir de cette projection, son volume est estimé grâce à la méthode 2-D, noté ˆV2D, et grâce à la
méthode 3SE, noté ˆV3SE . Pour obtenir des données statistiques fiables, ce processus est répété m
(m = 10.000) fois. Notons { ˆV2Di}i∈J1,mK la famille des volumes estimés par la méthode 2-D où ˆV2Di
représente le ième volume estimé et { ˆV3SEi}i∈J1,mK la famille des volumes estimés par la méthode
3SE où ˆV3SE
i
représente le ième volume estimé. Pour quantifier les résultats obtenus, l’erreur relative
moyenne (Relative Mean Error) entre la volume réel Vreal et les volumes estimés par chacune des
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deux méthodes, notée RME(Vreal, { ˆV2Di}i∈J1,mK) et RME(Vreal, { ˆV3SE
i}i∈J1,mK) respectivement, est
calculée (équation 11.1 et équation 11.2).
















La figure 11.6 montre le résultat de cette simulation pour des objets 3-D de type parallélépipède
rectangle, de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20}. Il est
important de noter que par rapport à la méthode 2-D, la méthode 3SE estime de façon plus précise le
volume réel d’un objet 3-D (CO, 10, 1, α2) et ceci quelle que soit la valeur de α2. Ce résultat confirme
la nécessité de prendre en compte l’aspect 3-D d’une particule lorsque seules ses vues projetées sont
accessibles. De plus, la méthode 2-D ne prenant pas en compte le fait que le même objet 3-D puisse être
vu sur plusieurs images de projections successives, les volumes { ˆV3SEi}i∈J1,mK ont été estimés à partir
d’une seule projection orthographique aléatoire (loi uniforme) de l’objet 3-D considéré. Par conséquent,
l’erreur relative RME(Vreal, { ˆV3SEi}i∈J1,mK) doit être minimisée car si plusieurs projections du même
objet 3-D sont disponibles, l’erreur RME(Vreal, { ˆV3SEi}i∈J1,mK) serait moins importante.
Sur la figure 11.5, il est aussi possible de remarquer que la méthode 2-D a tendance à estimer des
volumes plus importants que la méthode 3SE. Pour mieux comprendre ce résultat, les simulations
suivantes sont réalisées.
Pour un objet 3-D convexe (CO, a, 1, α2) de type parallélépipède rectangle, de paramètre de taille
a, de paramètres de forme α1 = 1, α2 ≥ 1 et de volume Vreal = a× a× α2a, le simulateur génère une
projection aléatoire (loi uniforme) de cet objet et à partir de cette projection, son volume est estimé
grâce à la méthode 2-D, noté ˆV2D. Pour obtenir des données statistiques fiables, ce processus est répété
m (m = 10.000) fois. Notons { ˆV2Di}i∈J1,mK la famille des volumes estimés où ˆV2D
i
représente le ième
volume estimé. Pour quantifier les résultats obtenus, le cardinal de l’ensemble des volumes estimés qui
sur-estime le volume réel de l’objet, noté Card(V2D+), est calculé ainsi que le cardinal de l’ensemble
des volumes estimés qui sous-estime le volume réel de l’objet, noté Card(V2D−) et le cardinal de
l’ensemble des volumes estimés qui estime exactement le volume réel de l’objet, noté Card(V2D=)
(équation 11.3).
Pour un objet 3-D convexe (CO, a, 1, α2) de type parallélépipède rectangle, de paramètre de taille
a, de paramètres de forme α1 = 1, α2 ≥ 1 et de volume Vreal = a × a × α2a, le simulateur génère
n (n ∈ N∗) projections aléatoires (loi uniforme) de cet objet et à partir de ces n projections, son
volume est estimé grâce à la méthode 3SE, noté ˆV3SE. Pour obtenir des données statistiques fiables,
ce processus est répété m (m = 10.000) fois pour chaque n. Notons { ˆV3SEi}i∈J1,mK la famille des
volumes estimés où ˆV3SE
i
représente le ième volume estimé. Pour quantifier les résultats obtenus, le
cardinal de l’ensemble des volumes estimés qui sur-estime le volume réel de l’objet, noté Cardn(V3SE+),
est calculé ainsi que le cardinal de l’ensemble des volumes estimés qui sous-estime le volume réel de
l’objet, noté Cardn(V3SE−) et le cardinal de l’ensemble des volumes estimés qui estime exactement le
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volume réel de l’objet, noté Cardn(V3SE=), et ceci pour chaque valeur de n (équation 11.4).
Card(V2D+) = Card{ ˆV2Di,∀i ∈ J1,mK ˆV2Di > Vreal}
Card(V2D−) = Card{ ˆV2Di,∀i ∈ J1,mK ˆV2Di < Vreal}
Card(V2D=) = Card{ ˆV2Di,∀i ∈ J1,mK ˆV2Di = Vreal}
(11.3)
Cardn(V3SE+) = Card{ ˆV3SEi,∀i ∈ J1,mK ˆV3SEi > Vreal}
Cardn(V3SE−) = Card{ ˆV3SEi,∀i ∈ J1,mK ˆV3SEi < Vreal}
Cardn(V3SE=) = Card{ ˆV3SEi,∀i ∈ J1,mK ˆV3SEi = Vreal}
(11.4)
Les figures 11.7 et 11.8 montrent le résultat de ces simulations pour des objets 3-D de type parallélépi-
pède rectangle, de paramètre de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20}.
Il est possible de remarquer que, quelle que soit la valeur de α2 considérée, la méthode d’estimation
2-D ne sous-estime jamais le volume réel de l’objet 3-D correspondant mais le sur-estime la plupart
du temps. Dans le meilleur des cas étudiés (α2 = 20), le volume réel de l’objet 3-D est sur-estimé 80%
du temps. En revanche, la méthode 3SE peut très bien sur-estimer comme sous-estimer le volume réel
de l’objet 3-D considéré.
Ce résultat confirme encore la nécessité de prendre en compte l’aspect 3-D d’une particule quand
seulement ses vues projetées sont accessibles.
11.2.2 Comparaison de la méthode proposée avec le compteur Coulter
Afin de comparer la méthode 3SE avec une méthode de mesure 3-D, le compteur Coulter est
utilisé. Le compteur Coulter est un appareil d’analyse hors ligne (chapitre 1) qui permet de mesurer
la distribution en volume d’un échantillon de particules. La taille mesurée par cet appareil représente
approximativement le volume d’une particule, ce volume étant ramené au diamètre de la sphère équi-
valente en volume. La taille mesurée par la méthode 3SE est la valeur du couple (a, α2) de chaque
particule. Cependant, en calculant le volume de chaque particule et en ramenant ce volume au dia-
mètre de la sphère équivalente en volume, il est possible de comparer les distributions granulométriques
mesurées par le compteur Coulter aux distributions granulométriques estimées par la méthode 3SE.
Considérons une expérience de cristallisation. Pour mesurer la distribution de taille des particules
grâce à la méthode compteur Coulter au début du processus de cristallisation, un prélèvement de la
solution est réalisé à cet instant et analysé en utilisant un tube dont le diamètre d’ouverture est de
1.000µm. Cette taille d’ouverture permet uniquement de déterminer la taille de particules allant de
30µm à 600µm. Ceci est une limitation intrinsèque de cette méthode d’analyse.
Pour déterminer la distribution de taille des particules grâce à la méthode 3SE au même instant,
environ 100 images (4 secondes) représentant le début du processus de cristallisation sont analysées.
Bien que la méthode 3SE permette de calculer la taille de particules inférieure à 30µm et supérieure
à 600µm, la distribution de taille des particules d’oxalate d’ammonium a été calculée sur le même
intervalle que le compteur Coulter, i.e. [30µm; 600µm], par souci de comparaison.
La figure 11.9 montre les distributions de taille des particules d’oxalate d’ammonium ainsi cal-
culées grâce à la méthode compteur Coulter et la méthode 3SE. Il est important de remarquer que
les deux distributions de taille sont similaires. Ce résultat est important car la méthode 3SE et la
méthode compteur Coulter sont toutes deux des méthodes « 3-D », les distributions estimées par ces
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deux méthodes doivent donc être similaires. Cependant, il est important de noter que, contrairement
à la méthode compteur Coulter, la méthode 3SE permet aussi d’accéder à la forme des particules
(facteurs d’anisotropie), ce qui est un avantage considérable.
11.3 Conclusion
Dans ce chapitre, l’application de la méthode 3SE à des images de particules projetées a permis
d’apporter une réponse à la problématique pharmaceutique initiale, i.e. déterminer la distribution
granulométrique 3-D de particules générées durant un processus de cristallisation en solution. Les dis-
tributions calculées par cette méthode ont été comparées à celles calculées par une méthode d’analyse
d’image 2-D [61] et à celles calculées grâce au compteur Coulter.
Les résultats ont montré que la méthode 3SE estime plus précisément la distribution de taille de
particules d’oxalate d’ammonium que la méthode 2-D. En effet, même à partir d’une seule projection
d’un objet 3-D (Parallélépipède rectangle, 10, 1, α2 ≤ 20), l’erreur relative moyenne entre le volume
réel et les volumes estimés par la méthode 3SE est moins élevée que l’erreur relative moyenne entre
la volume réel et les volumes estimés par la méthode 2-D. De plus, cette dernière sur-estime la plus
part du temps le volume réel des objets 3-D (Parallélépipède rectangle, 10, 1, α2 ≤ 20) contrairement
à la méthode 3SE.
Enfin, les résultats ont montré que les distributions de taille calculées grâce à la méthode 3SE
sont comparables aux distributions de taille calculées grâce à la méthode de mesure 3-D compteur
Coulter. Ce résultat est important car la méthode 3SE et la méthode compteur Coulter sont toutes
deux des méthodes « 3-D », les distributions de taille estimées par ces deux méthodes doivent donc être
similaires. Cependant, il est important de noter que, contrairement à la méthode compteur Coulter,
la méthode 3SE permet aussi d’accéder à la forme des particules (facteurs d’anisotropie), ce qui est
un avantage considérable.
La quatrième partie de ce manuscrit a apportée une réponse à la problématique pharmaceutique
pratique initiale : le contrôle de la distribution de taille de particules générées durant un processus de
cristallisation. La prochaine partie conclut ce travail de thèse.
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Particle Size Distribution 2D − t=t0 + 1 minutes
(a) PSD2D correspondant à la méthode 2-D cal-
culé sur l’intervalle t0 + 1±
∆t
2 minutes.



























Particle Size Distribution 3D − t=t0 + 1 minutes
(b) PSD3D correspondant à la méthode 3SE
calculé sur l’intervalle t0 + 1±
∆t
2 minutes.



























Particle Size Distribution 2D − t=t0 + 10 minutes
(c) PSD2D correspondant à la méthode 2-D cal-
culé sur l’intervalle t0 + 10±
∆t
2 minutes.



























Particle Size Distribution 3D − t=t0 + 10 minutes
(d) PSD3D correspondant à la méthode 3SE
calculé sur l’intervalle t0 + 10±
∆t
2 minutes.



























Particle Size Distribution 2D t=t0 + 15 minutes
(e) PSD2D correspondant à la méthode 2-D cal-
culé sur l’intervalle t0 + 15±
∆t
2 minutes.



























Particle Size Distribution 3D − t=t0 + 15 minutes
(f) PSD3D correspondant à la méthode 3SE
calculé sur l’intervalle t0 + 15±
∆t
2 minutes.
Figure 11.5 – Distributions de taille des particules d’oxalate d’ammonium calculées à trois instants
différents de l’expérience de cristallisation étudiée et par deux méthodes différentes (t0 désigne le début
de la nucléation, ∆t = 2/60 minutes).
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Figure 11.6 – Évolution de l’erreur relative moyenne entre le volume réel et les volumes estimés
en fonction du paramètre de forme α2 (n = 1 projection). Les objets 3-D étudiés sont de type
parallélépipède rectangle, de paramètre de taille a = 10 et de paramètres de forme α1 = 1,
α2 ∈ {1, 2, 5, 10, 20}. En bleu, l’erreur RME(Vreal, { ˆV2Di}i∈J1,mK) en fonction de α2. En rouge, l’erreur
RME(Vreal, { ˆV3SEi}i∈J1,mK) en fonction de α2.























Number of over and under estimated volumes using the 2−D method
 
 
Percentage of over estimated volumes
Percentage of under estimated volumes
Percentage of exactly estimated volumes
Figure 11.7 – Évolution du nombre normalisé (%) de volumes sous-estimés (courbe bleue), sur-estimés
(courbe rouge) et estimés exactement (courbe verte) grâce à la méthode 2-D en fonction du paramètre
de forme α2. Les objets 3-D étudiés sont de type parallélépipède rectangle, de paramètre de taille
a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20}. D’un point de vue statistique,
la méthode 2-D n’estime « jamais » correctement le volume d’un objet 3-D de type parallélépipède
rectangle, de paramètre de taille a = 10 et de paramètres de forme α1 = α2 = 1, car la projection
formant un carré de coté a = 10 est très peu probable.
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Number of over and under estimated volumes using the 3SE method
 
 
Percentage of over estimated volumes
Percentage of under estimated volumes
Percentage of exactly estimated volumes
(a) Parallélépipède rectangle de paramètre
de taille a = 10 et de paramètre de forme
α2 = 1 (α1 = 1).























Number of over and under estimated volumes using the 3SE method
 
 
Percentage of over estimated volumes
Percentage of under estimated volumes
Percentage of exactly estimated volumes
(b) Parallélépipède rectangle de paramètre
de taille a = 10 et de paramètre de forme
α2 = 2 (α1 = 1).























Number of over and under estimated volumes using the 3SE method
 
 
Percentage of over estimated volumes
Percentage of under estimated volumes
Percentage of exactly estimated volumes
(c) Parallélépipède rectangle de paramètre
de taille a = 10 et de paramètre de forme
α2 = 5 (α1 = 1).























Number of over and under estimated volumes using the 3SE method
 
 
Percentage of over estimated volumes
Percentage of under estimated volumes
Percentage of exactly estimated volumes
(d) Parallélépipède rectangle de paramètre
de taille a = 10 et de paramètre de forme
α2 = 10 (α1 = 1).























Number of over and under estimated volumes using the 3SE method
 
 
Percentage of over estimated volumes
Percentage of under estimated volumes
Percentage of exactly estimated volumes
(e) Parallélépipède rectangle de paramètre
de taille a = 10 et de paramètre de forme
α2 = 20 (α1 = 1).
Figure 11.8 – Évolution du nombre normalisé (%) de volumes sous-estimés (courbes bleues), sur-
estimés (courbes rouges) et estimés exactement (courbes vertes) grâce à la méthode 3SE en fonction
du nombre de projection n. Les objets 3-D étudiés sont de type parallélépipède rectangle, de paramètre
de taille a = 10 et de paramètres de forme α1 = 1, α2 ∈ {1, 2, 5, 10, 20}.
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Figure 11.9 – Distributions de taille des particules d’oxalate d’ammonium au début du processus
de cristallisation. En bleu, la distribution de taille calculée grâce à la méthode 3SE. En rouge, la
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Au vu de la problématique pharmaceutique initiatrice, consistant en l’amélioration de la qualité
d’un produit de cristallisation par la détermination de sa granulométrie au cours du temps, une étude
bibliographique a été réalisée et a permis de cibler précisément les méthodes permettant de déterminer
la distribution granulométrique d’un ensemble d’objets 3-D en suspension. D’après cette étude, il s’est
avéré que les méthodes d’analyse d’image étaient les plus prometteuses car elles permettaient non
seulement de déterminer la taille mais aussi la forme des objets projetés. L’état de l’art proposé s’est
donc naturellement orienté vers les outils permettant de caractériser géométriquement et morphomé-
triquement des images/objets 2-D puis vers les méthodes stéréologiques et plus précisément vers les
approches stéréologiques « d’unfolding », lesquelles donnent les moyens d’accéder à la distribution
de taille d’objets 3-D à partir d’une distribution de mesure calculée sur des images de coupes ou de
projections.
Bien que le problème initial ait été d’ordre pratique, des contributions théoriques, génériques,
originales et efficaces ont été apportées. Tout d’abord (chapitre 7), une étude a été réalisée afin de
déterminer la « taille » de certains objets 3-D convexes à partir de leurs projections 2-D. Pour cela,
une méthode basée sur le maximum de vraisemblance des fonctions de densité de probabilité des aires
projetées ou des fonctions de densité de probabilité conjointe des aires projetées et des périmètres
projetés a été développée. Ensuite un descripteur de forme stéréologique a été proposé (chapitre 8) et
ses propriétés ont été étudiées. Ce descripteur basé sur un diagramme de forme (chapitre 5) a permis
de caractériser la « forme » d’un objet 3-D et ceci indépendamment de sa « taille ». Il a été construit
grâce à deux fonctionnelles morphométriques qui sont des ratios normalisés de trois fonctionnelles géo-
métriques : l’aire projetée, le diamètre de Feret minimum et le diamètre de Feret maximum projetés.
Ce descripteur de forme stéréologique a été utilisé pour déterminer les paramètres de forme (l’ani-
sotropie) des objets 3-D considérés. Enfin, une combinaison des deux études réalisées précédemment
(chapitre 9) a rendu possible l’estimation à la fois de la « taille » et de la « forme » des objets 3-D étu-
diés. Cette méthode, baptisée « Stereological Size and Shape Estimator (3SE) », caractérise les objets
projetés par une fonctionnelle géométrique et deux fonctionnelles morphométriques (A, M1 = ω /d,
M2 = 4A /pi d2) ou deux fonctionnelles géométriques et deux fonctionnelles morphométriques (A, P ,
M1, M2). Elle a été validée grâce à des simulations et a de plus été comparée à une méthode de
stéréologie projective classique (chapitre 10). Contrairement à cette dernière, la méthode 3SE pro-
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posée permet en particulier d’estimer l’anisotropie des objets 3-D étudiés, ce qui est un avantage
remarquable.
Cette thèse a apporté une réponse à la problématique pharmaceutique initiale (chapitre 11). L’es-
timation de distributions granumétriques de particules d’oxalate d’ammonium a été réalisée. Ces dis-
tributions ont été comparées à celles calculées par une méthode d’analyse d’image dite 2-D [61] et
à celles mesurées grâce au compteur Coulter. L’oxalate d’ammonium a été choisi pour appliquer les
contributions théoriques de ce travail mais la méthode 3SE pourrait bien sûr être utilisée pour analyser
d’autres particules.
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Tout d’abord, il serait judicieux de développer un logiciel de type commercial ou convivial. Pour
cela, il faudrait tout d’abord automatiser le processus de segmentation et de tracking nécessaire a
l’utilisation de la méthode 3SE développée.
Ensuite, pour réduire les temps de calculs et en particulier celui nécessaire à la création de la base de
données des différentes fonctions de densités de probabilités, i.e. les fonctions de densité de probabilité
des aires projetées, les fonctions de densité de probabilité conjointe des aires projetées et des périmètres
projetés, les fonctions de densité de probabilité des fonctionnelles morphométriques projetées, il serait
intéressant de migrer technologiquement la solution développée en MATLAB vers une solution General-
Purpose Processing on Graphics Processing Units (GPGPU). Un travail préliminaire a d’ailleurs été
réalisé dans ce sens lors de cette thèse et donne des résultats encourageants.
13.2 Perspectives théoriques
Pour améliorer l’exactitude des distributions de taille calculées avec la méthode 3SE, il serait
intéressant de prendre en compte, d’un point de vue statistique, le fait que le champ d’analyse de
la caméra est limité [54]. En effet, un des défauts intrinsèques des méthodes d’analyse d’image est
qu’elles ne permettent pas d’estimer la taille de particules supérieur aux dimensions de l’image.
L’étude pourrait également s’étendre à d’autres types d’objets 3-D et en particulier à des objets
3-D non convexes. Pour décrire les projections de ces derniers, les même fonctionnelles géométriques
et morphométriques que celle de la méthode 3SE (l’aire projetée, le périmètre projeté, M1, M2)
pourraient bien sûr toujours être utilisées. Cependant, d’après Rivollier et al. [147] [148] [149], il serait






. En effet, d’après leur étude, le diagramme de forme D24 est celui qui permet de discriminer
aux mieux deux ensembles compacts non convexes. De plus, l’ajout de fonctionnelles topologiques tels
que le nombre d’Euler paraît opportun : l’objet 2-D résultant de la projection d’un objet 3-D non
convexe n’est pas forcement simplement connexe.
Un autre travail pourrait aussi être envisagé afin de déterminer les fonctionnelles géométriques,
morphométriques et topologiques les plus pertinentes. En effet, plus le nombre de celles-ci augmente,
plus l’estimation de la taille et de la forme d’un objet 3-D à partir de ses projections 2-D devient précise
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mais plus les temps de calcul augmentent. Certaines fonctionnelles sont donc très probablement plus
discriminantes que d’autres. Une étude préliminaire a d’ailleurs été réalisée, et par exemple, pour un
nombre de projections « faible », l’aire projetée par rapport au périmètre projeté permet de déterminer
de manière plus précise la « taille » des objets 3-D convexes étudiées dans ce manuscrit. Une recherche
plus approfondie serait nécessaire pour pouvoir hiérarchiser les différentes fonctionnelles en fonction
de leurs pertinences respectives.
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3-D GEOMETRICAL AND MORPHOMETRICAL CHARACTERIZATION FROM
2-D IMAGES OF DYNAMIC DISTRIBUTIONS OF ANISOTROPIC CONVEX
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Application to crystallization processes.
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Abstract: Solution crystallization processes are widely used in the process industry and notably in
the pharmaceutical industry as separation and purification operations and are expected to produce
solids with desirable properties. The properties concerning more particularly the size and the shape of
crystals are known to have a considerable impact on the final quality of products (i.e. bioavailability,
stability during storage, ease of processing, etc.). Hence, it is of main importance to be able to
determine in real time the granulometry of the crystals in order to modify, if necessary, the operative
parameters of the crystallization process to get the expected crystal geometry (shape, size of the
particles, etc.).
By using an in situ camera, it is possible to visualize in real time the particles crystallizing in
the suspension. More specifically, the camera enables to acquire video sequences of two-dimensional
(2-D) projections of three-dimensional (3-D) particles. The projection of a 3-D object on a 2-D plane
necessarily involves a loss of information. Moreover, several distinct 3-D objects can have the same 2-D
projection. Determining the size and the shape of a 3-D object from its 2-D projections is therefore
not easy. This is the main goal of this PhD work: to set up efficient and generic methods allowing to
characterize geometrically and morphometrically 3-D objects from their 2-D projections.
First of all, a method based on the maximum likelihood estimation of the probability density
functions of projected geometrical measurements (area, perimeter) has been developed to estimate the
"size" of 3-D convex objects. Then, a stereological shape descriptor based on shape diagrams has been
proposed and his properties have been studied. It enables to characterize the "shape" of a 3-D convex
object independently of its "size" and has notably been used to estimate the value of the anisotropy
factors (shape ratios) of the 3-D convex objects. At last, a combination of the two previous studies
has allowed to estimate both the "size" and the "shape" of the 3-D convex objects. This method called
"Stereological Size and Shape Estimator" (3SE) has been validated using simulated data and has
moreover been compared to a classical projective stereological method.
The proposed 3SE method has provided an answer to the initial pharmaceutical problematic, i.e.
determining the granulometry (shape and size) of particles being produced during a crystallization
process. More particularly, the method has been used to estimate size distributions of ammonium
oxalate particles crystallizing in water. These distributions have been compared to those calculated
by a 2-D image processing method and the ones measured by the Coulter counter.
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CARACTÉRISATION GÉOMÉTRIQUE ET MORPHOMÉTRIQUE 3-D PAR
ANALYSE D’IMAGES 2-D DE DISTRIBUTIONS DYNAMIQUES DE PARTICULES
CONVEXES ANISOTROPES
Application aux processus de cristallisation.
Spécialité : Image, Vision, Signal
Mots-clefs : Cristallisation, Densité de probabilité, Diagramme de forme, Fonctionnelle géométrique,
Fonctionnelle morphométrique, Maximum de vraisemblance, Minkowski, Stéréologie projective.
Résumé : La cristallisation en solution est un procédé largement utilisé dans l’industrie et notamment
dans l’industrie pharmaceutique comme opération de séparation et de purification qui a pour but de
produire des solides avec des propriétés spécifiques. Les propriétés concernant plus particulièrement
la taille et la forme des cristaux sont connues pour avoir un impact considérable sur la qualité finale
des produits. C’est pourquoi, il est primordial d’être capable de déterminer en temps réel la distribu-
tion granulométrique des cristaux en formation, pour pouvoir, si besoin est, modifier les paramètres
opératoires permettant d’obtenir la géométrie cristalline désirée (forme, taille des particules, etc.).
En utilisant une caméra in situ, il est possible de visualiser en temps réel les particules présentes
dans la suspension. Plus précisément, la caméra permet l’acquisition de séquences vidéos en deux
dimensions (2-D) de projections de particules en trois dimensions (3-D). La projection d’un objet
3-D sur un plan 2-D entraîne nécessairement une perte d’informations. De plus, plusieurs objets 3-D
distincts peuvent avoir la même projection 2-D. Déterminer la taille et la forme d’un objet 3-D à partir
d’une ou plusieurs de ses projections 2-D n’est donc pas aisé. C’est tout l’enjeu de ce travail de thèse :
mettre en place des méthodes génériques et efficaces permettant de caractériser géométriquement et
morphométriquement des objets 3-D à partir de leurs projections 2-D.
Tout d’abord, une méthode basée sur le maximum de vraisemblance des fonctions de densité de
probabilité de mesures géométriques projetées (aire, périmètre) a été développée afin de déterminer la
« taille » d’objets 3-D convexes. Ensuite, un descripteur de forme stéréologique basé sur les diagrammes
de forme a été proposé et ses propriétés ont été étudiées. Il permet de caractériser la « forme » d’un
objet 3-D convexe indépendamment de sa « taille » et a notamment été utilisé afin de déterminer
les facteurs d’anisotropie des objets 3-D convexes considérés. Enfin, une combinaison des deux études
réalisées précédemment a permis d’estimer à la fois la « taille » et la « forme » des objets 3-D convexes.
Cette méthode baptisée « Stereological Size and Shape Estimator » (3SE) a été validée grâce à des
simulations et a, de plus, été comparée à une méthode de stéréologie projective classique.
La méthode 3SE proposée a permis d’apporter une réponse à la problématique pharmaceutique
initiale : déterminer la distribution granulométrique (taille et forme) au cours du temps de particules
se formant lors d’un processus de cristallisation. Plus particulièrement, elle a été utilisée pour estimer
des distributions de taille de particules d’oxalate d’ammonium. Ces distributions ont été comparées à
celles calculées par une méthode d’analyse d’image dite 2-D et à celles mesurées grâce au compteur
Coulter.
