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Chapter 1
Introduction
“Todo lo que mi mente puede imaginar es real.”
Pablo Picasso
1.1 Motivation and Context
The subject of quantum structures in nonlinear optics is a quite recent interdisciplinary field. It deals
with the quantum properties of electromagnetic radiation in self-organized spatial structures. Until the
decade of 1980 the areas of quantum optics and self-organized patterns were investigated by two
different communities:
• Most of the literature about pattern formation was concerned with classical features of the phe-
nomenon [Haken, Cross & Hohenberg]. The effects of fluctuations in the process of pattern
formation have been analyzed at length [Garcı´a-Ojalvo & Sancho, San Miguel & Toral]. In fact,
fluctuations allow for the exploration of several states, even producing new states, absent in a de-
terministic scenario (noise-induced states). However, there are only few studies about classical
correlations functions and long-range spatial correlations in patterns. In addition, the possibility
of quantum correlations in pattern formation was not investigated in detail.
• Theoretical and experimental results concerning quantum phenomena in optics were obtained
neglecting the spatial effects associated with the transverse profile of light beams [Walls & Milburn,
Mandel & Wolf]. Only a spatial mode of the electromagnetic field at a frequency was generally
considered (single-mode field). These models describe the experimental situation in which the
whole light beam is detected with a single photodetector. Temporal fluctuations were mostly
investigated, neglecting any spatial effects in the transverse area of the light beam.
2 Introduction
The investigation of quantum fluctuations and correlations in transverse spatial structures opened a
new research area (see Refs. [Lugiato & al. (95), Kolobov, Quantum Structures (98), Lugiato & al. (99),
Quantum Structures (03)]). The fundamental question in this context is to which extent the quan-
tum phenomena previously investigated in single-mode systems can be found in spatial –instead of
temporal– modes of the field. In other words, are quantum effects and correlations present when local
portions of the transverse profile of the fields interacting with nonlinear media are detected?
Interesting spatial quantum effects had been found in the process of parametric down-conversion
[Klyshko (88)], arising when a monochromatic laser interacts with a quadratic nonlinear medium, that is
a medium in which its polarization is a quadratic function of the electromagnetic field. Local detections
of the output beam in proper spatial far field regions allow for the identification of an entangled state
of photons, largely studied in literature in the context of fundamental tests in Quantum Mechanics
[Zeilinger]. This is a spatial phenomenon in the area of transverse quantum optics, but it is not related
to any self-organized spatial structure. Moreover, it is observed in a regime of small rate of photon
pairs production, in which the density of photons detected locally is very low.
In this work we go beyond such quantum spatial phenomena: we are concerned with macroscopic
quantum phenomena in self-organized spatial structures [Haken, Nicolis & Prigogine]. We consider op-
tical cavities filled with nonlinear media and driven by laser beams. The resonant cavity allows for the
production of macroscopic fields, i.e. intense or multi-photon fields, that in single-mode configurations
are known to lead to strong non-classical effects. Above some threshold, the homogeneous transverse
profile of the electromagnetic field breaks spontaneously the transverse translational symmetry and
shows a transition to a spatial structure, through a self-organization process [Arecchi & al.]. The inves-
tigation of the specific features of quantum fluctuations in these self-organized spatial structures
constitutes an interesting and recent subject of research, almost not explored till end of the decade of
1990 [Lugiato & al. (99)]. Effects such as “quantum images” have been studied by Lugiato and cowork-
ers (Sect.1.4) [Lugiato & al. (95)]. These phenomena occur below the threshold of pattern formation.
Very few results had been obtained so far above the threshold for the formation of macroscopic spatial
structures. This Thesis falls within this context: we study the quantum properties of the fluctuations in
the transverse modes of the field in different regimes, characterized by several ‘macroscopically’ pop-
ulated spatial modes. Our general goal is the investigation of quantum effects in unexplored regimes,
above threshold, that in some cases are highly nonlinear, involving large fluctuations, and/or coupling
between many spatial modes. Besides the spatial aspects, also the investigation of the role played by
the vectorial character of the field (polarization state) is an interesting subject. We consider this degree
of freedom in some of the spatial problems discussed in this work.
The investigation of quantum fluctuations in self-organized spatial structures is also a methodolog-
ical challenge. There are no general methods valid to study the rich variety of nonlinear regimes
appearing in spatial quantum optics. Different problems must be addressed considering the specific
features of the system and looking for suitable approximations. Providing answers to these method-
ological questions is also a general goal of this work.
The interest in spatial aspects of quantum fluctuations is not only fundamental: the spatial degree of
freedom gives an interesting new opportunity in the field of quantum information, allowing for quantum
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parallel processing and multi-channel operation. Also, the importance of spatial quantum correlations
has been considered in the context of parametric imaging. The importance of a quadratic crystal to up-
convert [Firester] and to parametrically amplify [Fainman & al.] infrared images was noted long ago, but
only recently the possibility of amplification [Kolobov & Lugiato] and duplication [Gatti & al. (99)b] of a
faint coherent image has been considered focusing on the level of the quantum fluctuations. Parametric
down-conversion allows for noiseless amplification of optical images, that is a phase sensitive amplifi-
cation in which the signal-to-noise ratio is preserved. Experimental evidence of this phenomenon has
been recently achieved [Choi & al.]. Another recent experiment in this context, is the measure of small
displacements of a light beam below the standard quantum limit employing non-classical multimode
states [Treps & al.]. Possible applications exploiting the spatial aspects of optical quantum fluctuations
have been recently reviewed in Ref.[Gatti & al. (00)a], under the name of Quantum Imaging.
In the remaining part of this introductory Chapter some general background material is summarized.
The historical considerations about the development of the interdisciplinary field of spatial quantum
structures suggest a natural scheme for this introduction: we start considering quantum optical phe-
nomena in single-mode treatments (Sect.1.2). We continue reviewing some basic features of pattern
formation (Sect.1.3), and finally we link these two areas of investigation, discussing quantum features
of self-organized spatial structures of light (Sect.1.4).
More in detail, in Sect.1.2 we focus on some non-classical phenomena in optics and on the prin-
cipal methods of quantum optics of interest for this work. In Sect.1.2.1, we review quantum effects,
such as squeezing, antibunching, and sub-Poissonian statistics, focusing on the nonlinear optical de-
vices required to generate such quantum states and on the case of macroscopic fields. In Sect.1.2.2
we briefly review the formalism to describe intracavity dynamics, with emphasis on the non-classical
features surviving when there is dissipation due to the losses of an optical cavity. We finally discuss
the possibility of direct calculations with the operator Heisenberg equations and with the techniques
based on phase space distributions, focusing on the problems appearing in strongly nonlinear regimes
(Sect.1.2.3).
In Sect.1.3 we discuss pattern formation in general, and in particular in optical devices. In Sect.1.3.1
we review the model equations used to describe optical resonators filled with nonlinear media. The role
of classical noise is discussed in the process of optical pattern formation: in Sect.1.3.2 we describe
phenomena such as noisy precursors and noise sustained structures.
In Sect.1.4 we review some important quantum features of self-organized spatial structures of light.
We first introduce a suitable formalism to treat spatial problems, generalizing to the space-time do-
main the definitions of quantum effects introduced for single-mode light in Sect.1.2.1. In Sect.1.4.1 we
consider quantum effects in the intensity correlations, focusing on the specific features of different multi-
photon generation processes. Previous literature was mainly concerned with two photons processes,
in which the creation of a photon is always accompanied by the simultaneous creation of a twin photon
(Sect.1.4.1.a). In Sect.1.4.1.b we discuss general multi-photon processes considering both few modes
approximations and continuous models. In Sect.1.4.2 we review some quantum features appearing in
the quadratures of the fields.
4 Introduction
In Sect.1.5 we discuss the specific objectives of this work and we outline the contents of the re-
maining Chapters.
1.2 Quantum optics
Non-classical states of the electromagnetic field [Selected papers (Mandel & Wolf)] are produced by in-
teraction between light and matter. We can identify two fundamental mechanisms: the emission of atom
radiation by resonant interaction, and the interaction of light with a nonlinear medium in a non resonant
process. For resonant interactions a system can be active or passive, depending on the population
of the resonant atomic levels. Active systems, as the lasers, operate with population inversion of the
atomic levels. A non-classical phenomenon in quantum optics was predicted by [Carmichael & Walls] in
1975 for the light generated in resonance fluorescence from a single atom driven by a monochromatic
light field, that is a resonant process. In contrast with thermal light, that is bunched, i.e. with photons
that tend to arrive in pairs [Hanbury Brown & Twiss], the fluorescence radiation was predicted to be
antibunched, with photon arrivals spread in time. This phenomenon was observed by [Kimble & al.],
giving a first experimental demonstration of a quantum optical effect. In this work we consider the
second type of phenomena, i.e. non resonant processes, described in Sect.1.2.1.
An important common aspect of the processes we consider in this work, is the macroscopic num-
ber of photons involved. Historically, the first effects giving differences between quantized and classical
electrodynamics were measured in regimes of low intensities, involving just one particle per detec-
tor ([Kimble & al.]). However, it is well-known that non-classical states of the electromagnetic field
can be obtained for a macroscopic number of photons: in this regime the intensities are continu-
ous variables. Some examples of macroscopic quantum states are discussed in the next Section.
Here we point out that there is a recent interest to perform also in this regime fundamental tests
on quantum mechanics (as Bell’s inequalities tests) [Drummond (83), Kuzmich & al., Reid & al.]. So
far these questions had been experimentally investigated in the microscopic single photon regime
[Weihs & al., Rowe & al.]. Also, applications of continuous variables have been proposed in quan-
tum communications [Leuchs & al.], quantum information [Lloyd & Braunstein], mapping from light to
atomic media [Hald & al.], and quantum teleportation [Furusawa & al.].
The identification of quantum effects is often given by comparison with the statistical properties of
the coherent states. In fact, coherent states mark the separation between classical and non-classical
states of light [Mandel & Wolf]. An intuitive image of a coherent state is the superposition of a classical
sinusoidal electromagnetic field and the zero-point noise. Such a state |α〉 is the eigenvector of the
destruction operator aˆ [Glauber]:
aˆ|α〉 = α|α〉. (1.1)
An important property of these states is that they approximate classical solutions of the harmonic
oscillator problem, in the limit ~ → 0. In fact, the ~ vanishing condition does not always guarantee the
transition from quantum to classical mechanics. For example, in the harmonic oscillator, the asymptotic
probability to find the particle in a position x for the eigenenergy states in the limit ~→ 0 is really far from
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the classical probability. The classical limit is properly obtained considering the coherent states, instead
of the eigenfunctions of the energy of the harmonic oscillator. For coherent states, the expectation
values of position and momentum follow the classical dynamics, and the uncertainties in these variables
are well distributed, do not vary in time, and vanish for ~→ 0 [Gardiner & Zoller]. The properties of the
coherent states are reviewed, for instance, in [Gardiner & Zoller, Ch.4] and [Barnett & Radmore, Ch.3].
Another important class of states of the electromagnetic field is given by the number or Fock
states |n〉, defined as the eigenstates of the number operator nˆ = a†aˆ with eigenvalue n (= 0, 1, 2 . . . )
[Walls & Milburn]:
nˆ|n〉 = n|n〉. (1.2)
These states are the eigenenergy states for the Hamiltonian operator of the harmonic oscillator.
1.2.1 Nonlinear media and non-classical states of light
In this Section we describe some fundamental quantum effects appearing in nonlinear optical phenom-
ena [Boyd]. Nonlinear optical phenomena occur when the optical properties of a medium are modified
by the interaction with an intense light field. Generally, the intensity of a laser source is necessary
to reach observable nonlinear effects [Franken & Ward]. Nonlinear media are characterized by the
expansion of the polarization vector ~P in powers of the electric field
~P = χ(1) ~E + χ(2) ~E2 + χ(3) ~E3 + ... (1.3)
where χ(n) are the coefficients of the susceptibility at different orders 1. When quadratic and higher
order terms in the expansion (1.3) can be neglected, the response of the medium to the light is linear
(linear optics). In the more general case the presence of a nonlinear ( quadratic or cubic) polarization
allows for the generation of new frequencies of the field. A quadratic polarization term appears in
noncentrosymmetric crystals, in which the inversion symmetry is broken. The first experiments in
nonlinear optics date from the early 60’s, and describe the generation of the second harmonic
(SHG) of a laser through non-resonant interaction with crystalline quartz [Franken & al., Giordmaine].
The quadratic polarization of the medium is at the origin of the coupling between two pump modes at
frequency ω, leading to a field with the sum frequency 2ω. The reverse mechanism, occurring also
for quadratic polarization (χ(2)), is parametric down-conversion (PDC), in which the pump mode at
frequency ω1 leads to two modes at frequencies ω2 and ω3, respectively, where ω1 = ω2 + ω3. In the
case of frequency degeneracy (ω1 = ω2) this phenomenon is named degenerate PDC. If the quadratic
medium is placed inside an optical resonator, the fields at ω2 and ω3 can build up to large photon
numbers. Such a device is known as an optical parametric oscillator (OPO), in which the process of
PDC is highly increased above a threshold value of the intensity of the pump field. Materials such that
~P = χ(1) ~E + χ(3) ~E3 are known as Kerr media. The cubic term of the polarization allows for four wave
1Here we consider the simpler case of scalar susceptibility. In Ch.3 we will consider the vectorial character
of the electromagnetic field in the case of a Kerr medium, in which the third order susceptibility becomes a third
order rank tensor.
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mixing [Boyd]. In these materials third order harmonics can be generated. In Ch.3 we will consider the
appearance of nonlinear refractive index in the interaction of a monochromatic field with a Kerr medium.
In the 1960s and early 1970 the driving force behind the development of devices based on nonlinear
materials was their ability to generate or amplify coherent light, tunable over a wide wavelength range,
and also their ability to frequency up-convert light. The possibilities of these materials to generate
important quantum effects attracted later the attention of the quantum optics community [Klyshko (88),
Walls & Milburn]. We now discuss these possibilities.
The quantum description of nonlinear optical interactions generally involve atomic and field vari-
ables. However, for non resonant interactions and for a fast response of the medium to the applied
field, the atomic variables can be adiabatically eliminated from the description. Therefore, the effect of
the medium on the radiation is described by a polarization vector, as in the classical theory, and optical
interactions between the field modes are described by a Hamiltonian operator [Hillery & Mlodinow]:
Hˆ = f(aˆ0, aˆ
†
0, aˆ1, aˆ
†
1, ....) (1.4)
where aˆj , aˆ†j (j = 0, 1, 2...) are the annihilation and creation operators at different frequencies. The
propagation of the field and the coupling between modes determine the form of f . This function is
quadratic in the creation and destruction operators for free fields, and in general when it describes
linear processes. Light in nonlinear media is described by cubic or higher order functions f , depending
on the susceptibility terms χ(n) (n ≥ 2).
As an example of nonlinear device showing quantum phenomena, we consider a quadratic crystal
(χ(2)) used in the degenerate PDC process, in which a photon at frequency 2ω decays into two photons
at frequency ω. The corresponding Hamiltonian in the interaction picture is:
Hˆ = − i
2
χ(2)~(aˆ2bˆ† − aˆ†2bˆ), (1.5)
with bˆ being the annihilation operator of the pump mode at frequency 2ω, and aˆ the annihilation operator
of the down-converted field. In this example we observe that a χ(2) medium leads to cubic Hamilto-
nians, while cubic polarizations leads to fourth order Hamiltonians (see Ch.3) [Hillery & Mlodinow]. In
regimes in which the depletion and the fluctuations of the pump can be neglected, the pump field op-
erator can be replaced by a classical c-number field, leading to approximated Hamiltonians of lower
orders. In the case of the degenerate PDC the approximated Hamiltonian is
Hˆ = −i~g
2
(aˆ2 − aˆ†2) (1.6)
where g is proportional to the second order susceptibility and to the pump field 2.
Quantum fluctuations of light fields interacting with nonlinear media were extensively investi-
gated since 1970, showing the possibility of quantum phenomena such as photon antibunching, sub-
Poissonian statistics, squeezing and, in general, violations of classical inequalities, as we will see next.
In particular we will show that squeezing arises naturally in PDC.
2The fact that the quadratic Hamiltonian gives a linear dynamics of the down-converted field must not be
misinterpreted. The fundamental issue is that the interaction process between modes of the field (leading to
this linear dynamics in one of the modes) is nonlinear.
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Intensity photon correlation experiments can give results that cannot be explained classically
[Walls (79), Loudon (83)]. One example is photon antibunching, mentioned previously. This phe-
nomenon is defined in terms of the second-order temporal coherence function [Mandel & Wolf]
g(2)(τ) =
〈: Iˆ(t)Iˆ(t+ τ) :〉
〈Iˆ(t)〉2 , (1.7)
with Iˆ(t) ∝ aˆ†(t)aˆ(t). The symbol :: indicate the normal ordering of operators, corresponding to creation
operators placed to the left (for instance : (aˆ†aˆ)2 := (aˆ†)2aˆ2). The physical importance of such nor-
mal ordering prescription is related to the absorption processes at the basis of photodetection: in fact,
photo-detectors do not measure vacuum fluctuations, but instead they measure normal ordered quan-
tities [Glauber]. The second-order temporal coherence function g(2)(τ) describes whether the photons
in a single-mode beam tend to group together or to stay apart in time. In classical electrodynamics the
field operator aˆ(t) could be replaced by a stochastic c-number α(t), leading to g(2)(τ) = 〈I(t)I(t+τ)〉〈I(t)〉2 ,
with a stochastic classical intensity I(t) ∝ α∗(t)α(t). Given the stationary random process I, it follows
from the Cauchy-Schwarz inequality that g(2)(τ) ≤ g(2)(0), i.e. the g(2) function is maximum for time
delay τ = 0. The violation of this inequality, i.e.
g(2)(τ) ≥ g(2)(0), (1.8)
is a signature of non-classical behavior describing the photon number fluctuations 3. Physically this
means that the probability of detecting the second photon –instead of decreasing– increases with
the time delay. Some authors [Davidovich, Kolobov, Orszag, Zou & Mandel] identify the phenomenon
of antibunching with the inequality (1.8). For other authors [Walls & Milburn, Loudon (80), Paul], the
phenomenon of photon antibunching arises when g(2)(0) ≤ 1: this is equivalent to (1.8) in the limit
of an infinite long time delay, when the probability of joint detection coincides with the probability of
independent detection (uncorrelated events) and g(2)(τ → ∞) = 1. A good candidate to generate
photon antibunching is the nonlinear process of SHG. In fact, in SHG, pairs of photons are annihilated
in the pump beam at the fundamental frequency, to generate the second harmonic photons. Therefore,
in the pump beam coincidences of two photons are unlikely and photons are spread in time, leading to
photon antibunching (see the review in [Paul, Sect.IV]).
Another non-classical effect, related to intensity correlation properties, is the sub-Poissonian pho-
ton statistics, reviewed, for instance, by [Davidovich]. We have mentioned that coherent states |α〉
mark the separation between classical and quantum states of light. Such states have a photon statistics
characterized by the Poissonian distribution
p(n) = |〈n|α〉|2 = e−〈n〉 〈n〉
n
n!
. (1.9)
Photon statistics for any state can be characterized by the Q parameter introduced by [Mandel(79)]
Q =
〈(∆n)2〉
〈n〉 . (1.10)
3In Ref.[Reid & Walls] the violation of such inequalities is compared with Bell’s inequalities: even if both
distinguish between the predictions of classical and quantum theory, the second ones are known to be stronger.
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Figure 1.1: Uncertainties of coherent states
|0〉 and |α〉 (dotted lines) and squeezed states
(continuous line) in the complex plane (α =
x+ ip).
Figure 1.2: Balanced homodyne detector: the
squeezed signal aˆ interferes with a coherent
local oscillator αLO at a 50/50 beam-splitter
(BS). The output beams aˆ1 and aˆ2 are detected
and are differenced to provide the balanced-
detector output.
For coherent states this parameter vanishes and it is positive for classical states (super-Poissonian pho-
ton statistics). A sub-Poissonian distribution is a quantum effect characterized by −1 ≤ Q ≤ 0, being
Q = −1 realized for Fock or number states |n〉. The first experimental observation of sub-Poissonian
statistics dates from 1983. It was obtained in photoelectric counting experiments on atom fluores-
cence [Short & Mandel]. This phenomenon has been demonstrated for nonlinear media in type II OPO
[Mertz & al.] 4. In this process, described more in detail in Ch.5, the down-converted photons, gener-
ally called signal and idler, are distinguished by their orthogonal polarizations. Due to the simultaneous
creation of such pairs of twin photons, the photon-number (or intensity) noise in the difference of the
intensities of the signal and idler beams is smaller than the noise in each beam. Taking this difference
the pair events are eliminated, and the fluctuations of the resulting intensity difference are reduced
below the classical limit. A sub-Poissonian distribution is obtained [Reynaud, Reynaud & al. (87)], and
the strong correlations between the signal and idler beams cannot be described in the classical elec-
trodynamics context, as reviewed in Ref.[Walls & Milburn, Ch.V.2].
Next we consider a third quantum phenomenon, in which the fluctuations in one quadrature of the
field are below the shot noise level (corresponding to the level fluctuations of a coherent state). A
quadrature of the field Xˆθ is defined by
Xˆθ = aˆeiθ + aˆ†e−iθ. (1.11)
Real and imaginary quadratures are obtained for θ = 0 and θ = pi/2, respectively. The quadrature
(1.11) has a variance equal to 1, independently of the value of θ, for any coherent state. Therefore,
4For a definition of type I and type II phase matching see Appendix B.
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a field is squeezed in the quadrature θ if the variance of this quadrature is smaller than 1 [Stoler].
Fig.1.1 shows a phase space plot of the uncertainties of coherent and squeezed states in the complex
plane 5. The dotted lines represent the |0〉 and |α〉 coherent states, with the same uncertainty in
all the quadratures (circular shapes). The two ellipses represent two orthogonal squeezed states:
we observe that one squeezed state shows less fluctuations than a coherent state in the angular
phase (phase squeezing), while the other state shows less fluctuations in the direction of α (amplitude
or intensity squeezing). Phase squeezed states have a super-Poissonian statistics, while amplitude
squeezed states, for |α| sufficiently large, are an example of sub-Poissonian distribution [Mandel(82)].
The squeezing effect is reviewed, for instance, in Refs.[Walls (83), Kimble, Fabre, Teich & Saleh]. A
squeezed state is generated mathematically by the action of a squeezing operator
Sˆ(ζ) = e−
ζ
2 aˆ
†2+ ζ
∗
2 aˆ
2 (1.12)
on a coherent or vacuum state, with squeezing parameter ζ. As shown by [Yuen], the quadratic term
aˆ†2 is related to a two-photon creation process: for this reason he defined the squeezed states as ”two-
photon coherent states”. The relation with PDC is evident: the temporal evolution operator Uˆ = e− i~ Hˆt
for the PDC shows exactly the quadratic dependence leading to squeezing (compare with Eq. (1.12)).
Therefore, from this example, we see that the nonlinearity of the medium provides a natural way to
generate squeezed states through the coupling of the modes of the field.
The quadratic nonlinearity gives a phase sensitive temporal dynamics of the field. Because there
are certain values of the phase where the electric field uncertainty becomes small, a phase-sensitive
form of detection (homodyning) is used for the detection of quadrature-squeezed light [Teich & Saleh].
Homodyne detection is used to extract the quadrature of the field with reduced fluctuations. In the
single-ended configuration (only detector 1 in Fig.1.2), the squeezed light is combined at an unequal
beam-splitter with coherent light from a laser local oscillator (LO). If the LO phase is chosen properly the
superposition field will be photon-number squeezed, resulting in a sub-shot-noise spectrum. A problem
with single-ended homodyne detection is that a very strong local oscillator is required to achieve the
optimal conditions, and fluctuations in the power of the local oscillator (excess noise) increase the
noise in the superposition beam, masking squeezing. A few years ago [Yuen & Chan] suggested a
modification of the single-ended configuration, where a squeezed field signal aˆ and a coherent local
oscillator αLO are incident on a 50/50 beam-splitter. As shown in Fig.1.2, after the two beams aˆ1
and aˆ2 of both output ports are detected, they are subtracted to provide the balanced-detector output,
and the squeezed uncertainty is recovered with no quantum or excess noise contributed by the local
oscillator. The first observation of squeezing was achieved in 1985 by [Slusher & al.] in an experiment
of parametric generation involving four-wave mixing in sodium vapor. This was followed by observations
in PDC processes [Wu & al.] and in optical fibers [Shelby & al.]. Fig.1.3 summarizes some experimental
results on squeezing obtained till 1998 in different optical devices.
In conclusion, coupling between field modes due to interaction with nonlinear media provides a
5The diagrams for different states represented in Fig.1.1 can be obtained as cuts of proper quasi-probabilities
distributions in the complex plane. In Sect.1.2.3.b we will detail the relation between the operators aˆ and the
c-numbers α = x+ ip.
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natural way to observe the non-classical features summarized in this Section. This coupling mecha-
nism can be interpreted at a microscopic level in terms of processes of creation and annihilation of
photons: in the example of the PDC we have seen that the process of creation of two photons from
the annihilated pump photon is at the root of quantum phenomena, like squeezing or sub-Poissonian
statistics. All these effects were initially studied in a single-mode approximation, neglecting spatial ef-
fects in the transverse profile of the electromagnetic field. In Sect.1.4 we will generalize these concepts
considering the transverse spatial modes of the field.
1.2.2 Open quantum systems
In an isolated system the time evolution is described by the total Hamiltonian; however, many quantum
optical experiments involve the use of optical cavities to enhance fields strengths, as in most of the sys-
tems we study in this work. The importance of the use of the cavity in the generation of quantum states
can be illustrated considering parametric down-conversion. In order to generate an intense squeezed
state one should increase the nonlinear effects, responsible for the creation of photon pairs. The non-
linearity can be enhanced by making the process resonant, so that the pump field induces a transition
between two atomic levels. This has, however, the disadvantage of producing a large population of
the excited level, which may decay spontaneously, thus generating noise which spoils effects such as
squeezing [Slusher & al.]. On the other hand, if the nonlinear medium is placed inside a high-Q cavity,
the down-converted photons stimulate the process thus enhancing the nonlinear coupling, even though
second-order susceptibilities might be still very small.
A system in an optical cavity is not isolated, because of the mirrors that couple the cavity modes
with the environment. This coupling is responsible for the leaking of energy from the cavity and also
for the introduction of environmental fluctuations into the cavity, which can have a profound effect on
the quantum dynamics. On the other hand, this coupling is typically weak compared with couplings
within the system of interest. Hence, it turns out that the effects of dissipation associated with the
coupling through the optical mirrors do not, in general, depend on the precise form of the system nor
Figure 1.3: Experimental squeezing
results obtained from 1984 till 1998.
Taken from the web-page
http://photonics.anu.edu.au/qoptics/
people/bachor/book.html of Prof.
Hans -A. Bachor.
Remember:
1dB = 10 log10(P2/P1) with Pi
powers.
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on the details of the coupling. Therefore a general formalism can be obtained to describe these open
quantum systems.
Let us consider the total system (cavity + environment or system + bath): generally we have only
statistical information about the state of the environment, so that instead of the total wave-function we
use the total density matrix ρˆtot [Huang]. In the Schro¨dinger picture the evolution of ρˆtot is described
by the von Neumann equation:
∂ρˆtot
∂t
=
1
i~
[Hˆtot, ρˆtot], (1.13)
with Hˆtot being the Hamiltonian describing the cavity, the environment and their interactions, and the
symbol [, ] indicating the commutator. We are interested in the properties of the system alone, so we
need only the evolution equation for the reduced density matrix ρˆ of the intracavity fields, obtained by
taking the trace over the degrees of freedom of the environment. For a detailed derivation of the dynam-
ical equation for the reduced density matrix in presence of dissipation see, for instance, [Carmichael]
or [Barnett & Radmore]. The intracavity dynamics is described by a Master equation for the reduced
density operator ρˆ:
∂ρˆ
∂t
=
1
i~
[Hˆ, ρˆ] + Λρˆ, (1.14)
with Hˆ being the Hamiltonian of the intracavity fields. The Liouvillian Λ is the super-operator accounting
for dissipation (with strength γ) through the partially reflecting cavity mirror 6:
Λρ = γ
{
[aˆ, ρˆaˆ†] + [aˆρˆ, aˆ†]
}
. (1.15)
The Master equation has two terms: a strong coupling term having the same form as in the absence of
dissipation, and the dissipative term having the same form it would have in the absence of the strong
Hamiltonian coupling [Barnett & Radmore]. The most important assumption done to obtain Eq. (1.14)
is the Markov approximation. In this approximation we assume that there are two different time scales
in the total system: one is given by the decay time scale of the (intracavity) system and the other one
by the decay time scale of the environment. When the environment and the system evolve in the same
time scales, the Markovian approximation is not valid and we cannot obtain a Master equation. When
there is a fast evolution of the environment we can neglect the time needed for the equilibration of the
environment and we then obtain Eqs. (1.14-1.15).
An equivalent treatment of dissipation can be given considering the Heisenberg picture: in this
case a set of Heisenberg equations of motion for the creation and annihilation operators are obtained,
describing the intracavity dynamics. The damping appears through the action of proper Langevin oper-
ators [Barnett & Radmore, Kimble, Gardiner & Zoller]. We will describe this formalism in Sect.1.2.3.a.
New developments on quantum open systems have recently taken place in connection with the
theory of decoherence, as reviewed, for example, in the book “Decoherence and the Appearance of
a Classical World in Quantum Theory” [Giulini & al.]. In particular the phenomenon of decoherence
through the interaction with the environment is discussed by E. Joos [Giulini & al., Ch.3]. Generally
the decoherence effects caused by the environment are discussed in relation with superpositions of
6We assume that only one of the mirrors has reflection coefficient different from 1 and that the reservoir is
in thermal equilibrium, with ~ω  KBT (ω input frequency, KB Boltzmann constant, and T temperature).
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radiation states, for instance |α〉 + | − α〉 (“Schro¨dinger cat states”) [Zurek]. [El-Orany, Perˇina & al.]
describe quantum properties in a single-mode dissipative amplifier when the signal and idler are initially
prepared in Schroedinger cat states, showing how the interaction with the environment and pump decay
produce decoherence in the system. The subject of the manipulation of the bath has also attracted
some attention. Several authors have shown how feedback effects and other mechanisms could control
effects of decoherence (see [Agarwal] and Refs. therein). In this work we will not consider this kind of
problems.
The effects of the losses of the cavity have been extensively studied also in relation to squeezed
states and twin beams phenomena. Generally, the cavity losses decrease the quantum effects present
inside the cavity. In Sect.1.4.1.a we will see that quantum correlations between twin beams in the
non-degenerate PDC are perfect when there are no losses. These correlations are reduced in a lossy
cavity [Graham]. The important point is how to link the intracavity results with the observable external
cavity fields: 20 years ago [Collett & Gardiner] developed an input/output formalism for optical cavities
in order to obtain the behavior of the fields outside the cavity, given the fields inside the cavity. In the
case of a one port cavity (one mirror with non-vanishing transmittivity), the field immediately outside
the cavity aˆout is related to the intracavity field aˆ, and to the reflected input field aˆin by:
aˆout(~x, t) =
√
2γaˆ(~x, t)− aˆin(~x, t) , (1.16)
where γ is the damping coefficient which depends on the transmittivity of the mirror. This relation al-
lows for the evaluation of correlation functions of the output fields. In the problem of PDC, correlations
between twin beams calculated inside the cavity are shown to be reduced with respect to their value
when there are no losses. However, it is shown that perfect twin beams correlations are recovered for
the output fields, if measured integrating over long times [Walls & Milburn, Ch.7]. Therefore, perfect
correlations between twin beams are obtained when the detector collects all the photons pairs simulta-
neously generated in the medium and escaping independently from the cavity. The time of integration
must be longer than the cavity lifetime [Heidmann].
1.2.3 Methods in quantum optics
In Sect.1.2.1 we have seen that nonlinear optical devices are often characterized by Hamiltonians which
are not quadratic functions of the creation and destruction operators (Eq. (1.4)). Hence the Heisenberg
equations describing the fields dynamics are a set of coupled nonlinear operator equations that usually
defies analysis. In Sect.1.2.3.a we describe the Heisenberg picture and the conditions under which it
is useful for analytical calculations.
In Sect.1.2.3.b we present one of the most powerful instruments in quantum optics: the phase
space description of fields operators [Schleich]. In this description, the quantum state of the field is
characterized by a quasiprobability distribution, defined in the basis of the coherent states [Glauber,
Sudarshan]. The quasi-probabilities are similar to classical phase space probability distributions for the
fields amplitudes. Averages of products of creation and destruction operators are calculated evaluat-
ing an integral weighted by the quasi-probability distribution. However, quasi-probabilities describing
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optical systems are not always positive. Hence the phase space techniques are a practically useful for-
malism only in particular cases, as, for instance, in the case of linear fields dynamics. In Sect.1.2.3.b
we review the techniques and the limits of such method.
A more complete discussion of the methods used in quantum optics can be found in the book
“Methods in Theoretical Quantum Optics” [Barnett & Radmore], and in general books of quantum optics
[Gardiner & Zoller, Walls & Milburn].
1.2.3.a Heisenberg equations
An alternative description to the Shro¨dinger picture introduced in Sect.1.2.2 is the Heisenberg picture
(see for instance [Barnett & Radmore]) in which the state remains unchanged, while the operators
satisfy the Heisenberg equation
d
dt
aˆj(t) =
i
~
[Hˆ, aˆj(t)] +
∂
∂t
aˆ(t), (1.17)
where the partial derivative vanishes if the modes aˆj do not depend explicitly on time. When there are
dissipative contributions the dynamics of the intracavity fields is described by
d
dt
aˆj(t) =
i
~
[Hˆ, aˆj(t)]− γaˆj(t) +
√
2γaˆj,in(t) (1.18)
where the Langevin force aˆj,in is the input field, and Hˆ is the intracavity Hamiltonian.
For Hamiltonians (1.4) of order higher than the quadratic one, this formalism is not particularly use-
ful: in this case the commutators [Hˆ, aˆj(t)] result in nonlinear functions of the operators aˆj . Hence any
attempt to evaluate the evolution of the fields moments gives rise to a hierarchy of coupled equations
very difficult to handle. Therefore this method is generally of limited practical use to describe nonlinear
systems.
However, in particular cases, the Hamiltonian can be approximated by a quadratic form in the
fields operators. For instance, we have already discussed the case of the PDC in which only the
quantum fluctuations of the signal are considered, while the pump fluctuations are neglected. In this
approximation the cubic Hamiltonian reduces to a quadratic operator. In general, for an average value
of the signal fields, showing “small” fluctuations δaˆj = aˆj − 〈aˆj〉, it is possible to reduce the exact
Hamiltonian to an approximated one, quadratic in the fluctuation variables δaˆj .
Any quadratic Hamiltonian leads to a linear dynamics of the fields operators. In this case, the
Heisenberg equations are
d
dt
aˆ(t) = Aaˆ(t)− γaˆ(t) +
√
2γaˆin(t) (1.19)
where we have introduced the vector aˆ = [aˆ0, aˆ†0, aˆ1, aˆ
†
1, ...] and equivalently aˆin; A is a matrix related
the commutator terms in Eq.(1.18). Considering the Fourier modes, we obtain a set of linear algebraic
operator equations giving aˆ(ω) as a function of aˆin(ω). Finally, the input-output relations Eq. (1.16)
allow for a direct relation between the fields at the output aˆout(ω) and at the input aˆin(ω) of the cavity.
In this way the output moments can be calculated as a function of the input moments. This procedure
is reviewed, for instance, in [Walls & Milburn, Ch.7] and will be used in Ch.5 to study a type II OPO
below threshold.
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1.2.3.b Phase space methods
The Master equation (1.14) is an equation for operators that generally cannot be solved; moreover the
density operator ρˆ is a rather abstract object, and it is hard to read off its properties clearly. A widely
used representation of quantum mechanics to study a rich variety of systems is the phase space de-
scription in terms of quasiprobability distributions. It is well known that the uncertainty principle makes
the concept of phase space in quantum mechanics problematic: a particle cannot simultaneously have
a well defined position qˆ and momentum pˆ. Therefore there is no true phase space probability distri-
bution for a quantum mechanical particle. Nonetheless, quasiprobability distribution functions allow to
express quantum mechanical averages in a form which is very similar to that of classical averages.
Let us consider a classical probability in phase space Pcl(q, p) for a particle and an observable A(q, p).
Then, the classical average is
< A >cl=
∫
dq
∫
dpA(q, p)Pcl(q, p). (1.20)
The analog quantum mechanical problem is described by ρˆ and the quantum average is
< Aˆ >q= Tr(Aˆρˆ). (1.21)
The use of a quasiprobability distribution, Pq, allows to express the quantum mechanical average as
< Aˆ >q=
∫
dp
∫
dqA(q, p)Pq(q, p), (1.22)
where the function A(q, p) is derived from the operator Aˆ(qˆ, pˆ) by a well defined correspondence rule
which includes the operator ordering. The operators qˆ, pˆ are associated with field operators aˆ, aˆ† by the
relations
qˆ ∝ (aˆ+ aˆ†), pˆ ∝ (aˆ− aˆ†). (1.23)
Comparing with Eq.(1.11) we see that qˆ, pˆ are proportional to the real and imaginary quadratures,
for this reason also known as position and momentum quadratures of the field. In quantum optics a
number of quasiprobability distributions have been introduced, depending on the ordering of creation
and destruction operators. The normal ordering corresponds to creation operators placed to the left
(aˆ†)maˆn. The antinormal ordering corresponds to creation operators placed to the right aˆn(aˆ†)m.
An intermediate situation is given by the symmetric ordering in which all the possible orderings are
averaged: for example when m = n = 1 we have (aˆaˆ† + aˆ†aˆ)/2. For any ordering a well defined
quasiprobability is defined: the P distribution gives averages of normal ordered expressions, the Q
distribution gives averages of the antinormal ones, and the Wigner distribution W gives averages of the
symmetrically ordered ones.
The quasi-probability distributions can be used as an alternative to the density operator to describe
the dynamics of an optical system. Using a well defined correspondence, Eq.(1.14) – or Eq.(1.13) if
the system is isolated – is converted into an equation of motion for quasiprobability distributions in the
classical phase-space of the system. This is the complex plane with axis Re(α) and Im(α), with the
c-number α associated with the eigenvalue of aˆ for a coherent state |α〉 in (1.1). We report here the
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quantum classical correspondence, referring for instance to Refs.[Gardiner & Zoller, Carmichael,
Barnett & Radmore] for the derivation:
ρaˆ† ⇐⇒
(
α∗ + 1− s
2
∂
∂α
)
Ws(α, α∗)
aˆ†ρ ⇐⇒
(
α∗ − 1 + s
2
∂
∂α
)
Ws(α, α∗)
ρaˆ ⇐⇒
(
α− 1 + s
2
∂
∂α∗
)
Ws(α, α∗)
aˆρ ⇐⇒
(
α+
1− s
2
∂
∂α∗
)
Ws(α, α∗) . (1.24)
Here we have introduced the notation Ws for the quasiprobability Pq. The parameter 1 ≥ s ≥ −1
defines the choice of the representation; namely, s = +1 corresponds to the Glauber-Sudarshan (P )
distribution; s = 0 to the Wigner W distribution, and s = −1 to the Husimi Q distribution. These
formalisms have been unified by [Cahill & Glauber] who defined an s-parametrized ordering for the
annihilation and creation operators.
In order to obtain the dynamical evolution equation forWs, it is enough to formally substitute prod-
ucts of field operators and the density operator in the Master equation (1.14) by suitable operations over
the distribution, following the mapping (1.24). This procedure allows for a description of the dynamics
of the state of the system in terms of a partial differential equation of the type:
∂
∂t
Ws = − ∂
∂α
AαWs − ∂
∂α∗
Aα∗Ws + 1
2
∂2
∂α2
DααWs + 1
2
∂2
∂α∗2
Dα∗α∗Ws + ∂
2
∂α∂α∗
Dαα∗Ws
+
∂3
∂α3
ΘαααWs + ∂
3
∂α2∂α∗
Θααα∗Ws + ... (1.25)
with Dij and Θijl functions of α and α∗. This equation has the same form of the Kramers-Moyal
expansion of a classical Master equation [Gardiner], and it is equivalent to the initial quantum Master
equation (1.14).
Let us consider the case in which Eq.(1.25), for some s, reduces to
∂
∂t
Ws = − ∂
∂α
AαWs − ∂
∂α∗
Aα∗Ws + 1
2
∂2
∂α2
DααWs + 1
2
∂2
∂α∗2
Dα∗α∗Ws + ∂
2
∂α∂α∗
Dαα∗Ws (1.26)
with a positive definite matrix D. This is a Fokker-Planck equation (FPE) [Risken]: the first derivative
terms are called drift terms and A is the drift vector. The second derivative terms are the diffusion terms
and D is called diffusion matrix. In general the drift determines the mean or deterministic evolution of
the field, 〈α〉, and the diffusion (with the drift) enters in the dynamics of the correlations. The solution
of a FPE is a positive function [Pawula]. Therefore it can be associated with a well defined probability
distribution in α-space. Different methods are known to find solutions of a FPE [Gardiner]: in particular
the solution is a Gaussian in the cases of linear drift and constant diffusion. In some quantum optics
problems the knowledge of the stationary solution is sufficient. It can be found, if particular ‘poten-
tial conditions’ involving the drift and the diffusion are satisfied [Walls & Milburn, Ch.6]. An important
property of the FPE is its relation to stochastic differential equations [Gardiner]. Any FPE can be
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mapped in a set of equivalent Langevin equations,
∂α
∂t
= Bα + Cααfα(t) + Cαα∗fα∗(t) (1.27)
∂α∗
∂t
= Bα∗ + Cα∗α∗fα∗(t) + Cα∗αfα(t), (1.28)
driven by white Gaussian noise terms fi. A more detailed description of the relation of Eq. (1.26)
with Eqs.(1.27)-(1.28) is given in Appendix A. The importance of the Langevin equations lies in the
possibility of performing numerical simulation of these stochastic equations for general complicated
drift and diffusion terms. In fact this method is used in most parts of this Thesis.
An important problem is that, in general, only for linear problems Eq.(1.25) reduces to a FPE (in
the Wigner representation) through the mapping (1.24). Demanding nonlinear optical regimes are
described by Eq.(1.25), that in general has
• third or higher order derivatives (Θ 6= 0), leading to a so called “generalized” FPE,
• non-positive definite matrix D, leading to a so called “pseudo” or ”quantum” FPE.
Third or higher order derivatives imply non positive definite solutionsWs [Pawula]. This means thatWs
can not be interpreted as a well defined probability distribution. In some cases, this non positiveness is
a signature of the non-classical behavior of the system. Given generalized or pseudo FPE it is not gen-
erally possible to describe the dynamics of the system through stochastic differential equations of the
form (1.27)-(1.28). Some approximations are needed to reduce the exact Eq. (1.25) to a FPE (1.26).
The approximation most used in the literature is probably the system size expansion [Carmichael] lead-
ing to a FPE with linear drift and constant diffusion, and removing higher order derivatives in Eq. (1.25).
Equivalently, one can approximate the Hamiltonian by a quadratic function of the operators describing
the fluctuations of the fields (δaˆj = aˆj − 〈aˆj〉), neglecting higher order terms. These approximations
are based on the assumption of “small noise” around the mean trajectory in phase space, and in fact
they imply a linearization of the dynamics.
We can summarize the procedure here presented in three steps:
1. Derivation of the Master equation (for open systems) in terms of the Hamiltonian describing the
fields.
2. Mapping through (1.24) the equation for the density operator into the dynamical equation (1.25)
for a quasi-probability function.
3. When Eq. (1.25) is a FPE, or can be approximated by a FPE, formulation of an equivalent
stochastic description for the c-numbers variables, associated with the fields operators.
In this work we present different approximated and exact methods, that lead to a FPE and, therefore,
allow for a stochastic description of nonlinear optical phenomena. In regimes characterized by small
fluctuations, we use the linearization approximation mentioned above (Ch.3 and Ch.5). In order to
describe regimes in which the fluctuations are macroscopic and a nonlinear treatment is needed, we
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will consider different methods. In Ch.2 we use a method based on a doubling phase space technique
to treat the anharmonic oscillator, while in Ch.4 we discuss two different phase space approximations
to describe the convective regime, introduced in Sect.1.3.2.
In the following we review some properties of different phase space quasi-probability distri-
butions in relation to their dynamics for optical problems, referring to Refs.[Schleich, Hillery & al.,
Gardiner & Zoller, Barnett & Radmore, Walls & Milburn] for a more detailed description.
1.2.3.b.1 Glauber-Sudarshan and positive P representations: The simpler definition of the P
representation [Glauber, Sudarshan] is
ρˆ =
∫
d2αP (α, α∗)|α〉〈α|, (1.29)
in which the quasi-probability P (α, α∗) appears as the “weight” function of the diagonal representation
in coherent states of the density operator ρˆ. From this definition we obtain
〈: aˆn(aˆ†)m :〉 = 〈(aˆ†)maˆn〉 = Tr(aˆnρˆ(aˆ†)m) =
∫
d2αP (α, α∗)(α∗)mαnTr(|α〉〈α|)
=
∫
d2αP (α, α∗)(α∗)mαn. (1.30)
This Equation is known in the literature as the ‘optical equivalence theorem’, affirming the equivalence
between the quantum mechanical average and the average over the P distribution. Therefore, normal
ordered moments can be calculated through a c-number integral weighted by the P distribution, through
the correspondence (aˆ†)maˆn → (α∗)mαn.
As examples of the P representation we consider a coherent state |α0〉, for which
P (α, α∗) = δ(2)(α− α0), (1.31)
a number or Fock state |n〉, for which
P (α, α∗) = e
|α|2
n!
∂2n
∂αn∂α∗n
δ2(α), (1.32)
and a field at thermal equilibrium, for which
P (α, α∗) = 1
pin¯
e−|α|
2/n¯, (1.33)
where n¯ is the mean photon number. We have seen how the ‘optical equivalence theorem’ establishes
an equivalence between quantum and classical statistical theories of the electromagnetic field, when
the P representation has the properties of a probability distribution. This happens for instance for
thermal states. However, the P representation is not always well behaved, being negative and highly
singular for several states of interest as, for instance, for Fock states. For such singular behaviors, even
though Eq. (1.30) remains formally valid, there is no longer such a simple correspondence between
quantum and classical theories. Therefore the behavior of the P representation identifies the bound-
aries between the worlds of classical statistical and quantum statistical physics [Kimble]. In the rest of
this work we refer as “non-classical states” to states leading to a negative P representation. In the
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following we will present other representations of the density operator in coherent states that are useful
(being positive and regular) also for non-classical states. The singularity of the P representation for
nonlinear problems is evident by the form of the corresponding dynamical equation, that far from being
a Fokker-Planck equation, can show negative diffusion or higher than second order derivatives.
A generally invoked procedure in nonlinear optical problems presenting negative diffusion is a dou-
bling space technique leading to a class of generalized P representations [Gardiner & Zoller]; the most
used is the positive P representation, P+:
ρˆ =
∫
d2αd2βP+(α, α
∗, β, β∗) |α〉〈β
∗|
〈β∗|α〉 , (1.34)
This definition includes all diagonal and off-diagonal coherent state components of the density matrix.
It can be demonstrated [Gardiner & Zoller] that a positive function exists even for highly non classical
fields. The P+ representation is generally governed by a genuine Fokker-Planck equation with positive
diffusion. However, in some systems this doubling phase-space technique presents technical problems
such as divergent trajectories, associated with large excursions of the variables α, β in the complex
plane [Gilchrist & al., Gardiner & Zoller]. This behavior has been generally associated with relatively
large nonlinearities. An example is the case of the anharmonic oscillator, treated in Ch.2 and analyzed
in Ref. [Gardiner & Zoller, Ch.6.7].
When the dynamical equation for P has derivatives of higher order than the second, other tech-
niques are needed: in some regimes scaling arguments can be used [Carmichael] allowing to neglect
the terms with these higher order derivatives. Recently, another approximated method has been pro-
posed for the case in which Eq.(1.25) has only up to third order derivatives, consisting in a mapping of
this partial differential equation into stochastic difference equations [Olsen & Plimak].
1.2.3.b.2 Husimi Q representation: An interesting alternative to the Glauber-Sudarshan P repre-
sentation is the Q representation, corresponding to anti-normal ordering of field operators [Husimi]
〈aˆn(aˆ†)m〉 =
∫
d2αQ(α, α∗)αn(α∗)m. (1.35)
The most important property of this representation is that it satisfies the requirements for a true prob-
ability distribution. In fact the Q representation may be defined by the diagonal matrix elements of the
density operator in the space of coherent states
Q(α, α∗) = 1
pi
< α|ρˆ|α > (1.36)
and it is both positive and bounded [Gardiner & Zoller]:∫
d2αQ(α, α∗) = 1. (1.37)
We point out that the definition (1.36) uniquely determines the density operator ρˆ, even if only the diag-
onal elements in the coherent states are provided, because of the over completeness of the coherent
states. A way to see the regularity of this representation is through its relation with the P function:
Q(α, α∗) =
∫
d2βP (β, β∗)e−|α−β|
2
, (1.38)
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i.e. the Q function results from a Gaussian convolution of the P representation. Hence a coherent
state corresponds to a Gaussian Q distribution, as it is immediately seen from Eq.(1.31). Physically the
regularity of the Q representation is due to the fact that it corresponds to simultaneous measurements
of orthogonal quadratures, as limited by the Heisenberg principle, in a eight-port homodyne detector
(see [Leonhardt, Ch.VI] and references therein).
The dynamical equation for the Q distribution for nonlinear problems of interest is often a pseudo
FPE, with a non-positive diffusion matrix. On the other hand, we have seen that the Q function is
always positive. The apparent contradiction is solved considering that not all mathematical forms for
the Q function correspond to physical states: the selection of a restricted number of initial conditions
for the dynamical equation leads to positive solutions of the FPE with nonpositive definite diffusion
matrix [Gardiner & Zoller]. In any case, the problem of a FPE with non-positive diffusion matrix is
the impossibility of a direct mapping into a set of equivalent Langevin equations. Some years ago
[Yuen & Tombesi] proposed a method to convert the evolution equation for the Q quasi-probability into
a pair of spatial differential equations, with a doubling space phase technique similar to that of the
P+ representation. This technique is described and applied in the case of the anharmonic oscillator
in Ch.2. In a recent paper [de Oliveira] generalizes the doubling phase space techniques to generic
distributions, defining positive non diagonal quasiprobabilities for any s ordering.
1.2.3.b.3 Wigner representation: Historically, the first quasiprobability function was introduced by
[Wigner] in 1932. The Wigner (W ) function corresponds to symmetrical ordering of field operators. We
can define this distribution in terms of the characteristic function
χW (λ, λ
∗) = Tr{ρˆ eλaˆ†−λ∗aˆ} (1.39)
as
W (α, α∗) = 1
pi2
∫
dλ2e−λα
∗+λ∗αχW (λ, λ
∗). (1.40)
An exciting problem explored recently is the experimental determination of the Wigner function of a
single light mode. It was first shown theoretically [Vogel & Risken (89)b] that quadrature amplitude
distributions measured in homodyne detection can be used to perform a complete reconstruction of
the Wigner function. This method, called quantum tomography, was successfully realized in a series
of experiments [Leonhardt]. The quantity recorded in the quantum tomography experiments was the
statistics of the count difference of photodetectors facing the signal field superimposed to a strong
coherent field (see for instance [Breitenbach & al.] and reference therein). The Wigner function was
reconstructed from these data using numerical algorithms of the inverse Radon transform. An experi-
mental reconstruction of the Wigner function of the squeezed vacuum state is represented in Fig.1.4.
The corresponding analytical expression
W (p, q) =
1
pi
exp(−e2ζq2 − e−2ζp2) (1.41)
is a Gaussian with squeezed width in the p direction, where p and q are related to the real and imaginary
parts of α. The Gaussian shape, squeezed in the p direction, can be recognized in the reconstruction
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Figure 1.4: Wigner function (top) and quadrature fluctuations (bottom) for a squeezed vacuum. We see clearly
a remarkable squeezing in phase space and the corresponding breathing of the quadrature noise. The noise
trace shows a part of the experimental data used to reconstruct the depicted Wigner function via optical homo-
dyne tomography. Taken from Ref. [Leonhardt].
in Fig.1.4 (top). The phase of the state is almost ‘fixed’, while strong fluctuations are evident in the
amplitude (Fig.1.4 (bottom)).
Different equivalent definitions have been given for the Wigner function: in 1977 [Royer] defined W
as the expectation value of a parity operator. In connection with this definition, alternative measurement
of this quasi-probability have been proposed recently. These measurements are based on photocount-
ing of even or odd photon numbers coincidences [Wallentowitz & Vogel, Banaszek & Wo´dkiewicz (96)].
Novel operational meanings of the W and also of the Q distribution functions have been proposed in
Bell’s tests of quantum non locality [Banaszek & Wo´dkiewicz (99)].
The W function obeys a well defined FPE for quadratic Hamiltonians, or equivalently when lin-
earization approximations are used. For more general systems of interest in quantum nonlinear optics,
the W function often obeys generalized FPE’s, with derivatives of higher than second order. It is
not generally known how to treat these higher order terms within a stochastic formalism. The usual
approach is to simply drop these terms to produce a genuine FPE and the so called “stochastic elec-
trodynamics” [Marshall]. It has been shown, however, that this frequently used approximation does not
correctly reproduce higher-order correlations such as those predicted to occur in parametric oscillators
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[Drummond & Kinsler, Kinsler, Chaturvedi & Drummond, Pope & al.]. The W distribution will be used
in Ch.3 and Ch.4.
1.3 Optical pattern formation
Pattern formation is a self-organization phenomenon, due to the interplay between the nonlin-
ear dynamics of a field and the coupling between different points in space in an extended system
[Haken, Nicolis & Prigogine, Cross & Hohenberg]. When the system is driven away from equilibrium
by an energy input, the response of an initially uniform system can show space or time structure above
a certain threshold for the input. Non equilibrium spatial structures have been investigated in hydro-
dynamics, chemistry, biology, granular materials, optics, etc [Cross & Hohenberg, Gollub & Langer].
Depending on the system under consideration the spatial coupling can be due to the diffraction of the
fields (for example in optical devices) or to diffusion (in fluids dynamics or chemical reactions) or to
non-local interaction (in presence of feed-back [Ramazza & al.]).
A most interesting aspect of pattern formation is that, in spite of the many different systems in
which patterns appear, there is a fundamental universal character, allowing for a unified approach
to the problem. Characteristics such as the number of degrees of freedom, symmetries, the type of
nonlinearity and of coupling terms (gradients, diffusion, diffraction...) overcome the importance of the
specificity of the optical, chemical, acoustical or fluid system. For example a rich variety of phenomena
near the instability threshold can be universally described in terms of amplitude and phase equations.
These are theoretical powerful instruments to approach the problem of pattern formation [Walgraef].
In this Section we discuss pattern formation in the context of Optics. Optical Pattern Formation
refers to the spatial or spatio-temporal phenomena that arise in the structure of the electromagnetic
field in the plane orthogonal to the direction of propagation, when the field is interacting with a non-
linear medium. Pattern formation in optical systems shows peculiar features with respect to other
systems, such as chemical reactions or hydrodynamics: as already mentioned, the spatial coupling is
due to the diffraction of the field, that is a conservative term, at difference to the diffusive dissipative
coupling appearing in other systems. Also, optical systems are very fast, opening the possibility to use
spatial structures in applications, such as multichannel communication and parallel optical information
processing. Both from the theoretical and technological points of view, optical systems are interesting
also in relation to the extra degree of freedom given by the vectorial character of the fields: in fact the
polarization state of the electric field is often involved in the pattern formation process. Finally, as will
be discussed in Sect.1.4, optical structures display interesting macroscopic quantum effects, even at
room temperature [Lugiato & al. (99)].
First transverse optical phenomena were not discussed in the context of optical pattern formation.
In such earlier works the transverse degree of freedom of the fields was considered, but not studying
the possibility of self-organized spatial structures. As an example in this line of research, we refer to
the experiments of up-conversion of infrared images, started in 1970s [Midwinter, Firester] and the
more recent parametric amplification of images [Fainman & al.]. In these experiments, devices based
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on quadratic nonlinearities allow to transfer or amplify a “copy” of the input image in an output signal7.
This phenomenon lies in the area of transverse optics, even though it is conceptually different from
the spatial instability phenomena that we will consider in the following, in which the emerging spatial
profile in the output field arises spontaneously instead of being injected in the system.
Figure 1.5: (a) Experimental setup; patterns were recorded
both in the near and far fields. Typical conditions were in-
put power, 150mW ; input beam diameter, 160µm; laser fre-
quency, 2GHz blue-detuned from the sodium D2 line; cell
length, 7 cm. (b) Example of pattern formation as ob-
served in the near field (left) and far field (right). Taken from
Ref.[Bennink & al.].
Among the instability phenomena
first studied in transverse nonlinear optics,
leading to modifications of the transverse
profile of the propagating field, we mention
self-focusing, filamentation and solitons
in single pass systems [Abraham & Firth,
Arecchi & al.]. Most of these spatial ef-
fects do not appear above some thresh-
old of the input intensity. As an example,
in Fig.1.5 we show the experimental ob-
servation of filamentation of a laser beam
passing through a cell of sodium vapor
[Bennink & al.] (Fig.1.5a). The filamenta-
tion process is the formation of spots with
diameters small compared with the diame-
ter of the laser beam [Arecchi & al.]. This
instability appears for any laser intensity:
in other words this process has no thresh-
old. In Fig.1.5b a three-filament near-field pattern is shown. The far-field pattern consists of the coher-
ent superposition of the diffraction pattern from each of the three beams and thus has the form of a
honeycomb pattern. The far field is the Fourier transform of the near-field pattern.
The study of spatial structures in transverse nonlinear optics beyond some threshold is a relatively
recent subject of investigation: In 1987 [Lugiato & Lefever] showed theoretically that a cavity filled
with a Kerr medium and driven by a plane-wave laser beam allows for the spontaneous formation of
a stationary pattern in the transverse profile of the field, above a threshold value of the input field.
The predicted structure is a stripe pattern with a periodicity determined by the detuning between the
cavity and the pump beam frequencies. In the last years, many systems and configurations have
been theoretically and experimentally studied. Among them we mention cavities filled by a nonlinear
medium pumped by a laser field, nonlinear media pumped by counter-propagating beams, single mirror
configurations (with the medium injected by the laser input and by the reflected field) and laser devices.
Specific review papers and Special Issues discussing optical pattern formation in these devices are
[Abraham & al., Abraham & Firth, Lugiato, Lugiato & al. (95), Lugiato & al. (99), Arecchi & al.]).
7A more recent overview on classical image parametric amplification and its applications can be found in
[Lantz & Devaux]. Some recent developments on image amplification and the interest of this phenomenon in
the context of quantum optics will be discussed in sect.1.4.
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Figure 1.6: Transition from positive to negative hexagons via squares
in the circular polarization components of the beam (left-hand column,
left circular polarization; right-hand column, right circular polarization) in-
duced by a change of sign of the input polarization ellipticity. The trans-
verse size of the images is 2.6mm. Taken from Ref.[Aumann & al.].
Several types of spatial struc-
tures have been predicted and
observed in these systems: we
mention stripes, squares and
hexagonal patterns, localized struc-
tures and disordered structures.
Fig.1.6 shows transverse pat-
terns observed by [Aumann & al.]
in a single mirror configuration.
This is device similar to that
shown in Fig.1.5a), but with opti-
cal feed-back coming from a mir-
ror. [Aumann & al.] found square
patterns for linear polarized input
laser beam, while changing the
polarization to be slightly ellipti-
cal instead of linear, hexagons
instead of squares arise at the
threshold power for pattern for-
mation. Fig.1.6 shows the tran-
sition to hexagons and squares
patterns, in the two circular polar-
ization components of the beam,
changing the polarization state of
the input laser.
In Fig.1.7 we show an example of experimental patterns observed in a nonlinear resonator, a type II
OPO. This is one of the devices that we will consider in this work. The near field Fig.1.7a and Fig.1.7b
shows a spatial modulation, in form of rings, where the circular symmetry is dictated by the geometry
Figure 1.7: Transverse structure
observed in the signal field: (a)
near field with a saturated center,
wide rings, and thin fringes (see,
for example, inside the dotted el-
lipse); (b) detail of the central part
of the near field (the intensity is
reduced by a grey filter); and (c)
far field configuration with a sat-
urated center and a bright ring.
(Taken form Ref.[Vaupel & al.]).
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of the cavity [Vaupel & al.].
Another interesting phenomenon is the possibility of optical systems to support localized and spa-
tially disordered structures. When there are two or more homogeneous stable solutions, the system is
bistable or multistable, respectively. In the case of bistability, the spatial dependence of the transverse
profiles of the fields allows for an interesting scenario: different solutions can be selected in different
spatial regions, separated by domain walls. In two transverse spatial dimensions, these domain walls
typically evolve reducing their curvature. In some cases (see Ref.[Gomila & al. (02)]) this phenomenon
leads to the formation of localized structures. In other cases the domain walls are modulationally unsta-
ble and labirintyne patterns arise [Gallego & al., Gomila & al. (01)]. If only one transverse dimension is
considered, domain walls lock at different distances, forming a disordered structure. This structure is
an example of frozen chaos [Coullet & al.] and it is discussed in Ch.4.
1.3.1 Nonlinear media in optical resonators
In this work we consider passive optical devices, such as Optical Parametric Oscillators (OPO’s) (Ch.4-
5) and Kerr resonators (Ch.3). The specific features of these systems –different regimes, type of
patterns, thresholds– are reviewed in the corresponding Chapters. Here we focus on the model equa-
tions common to the description of these systems. Let us consider a monochromatic linearly polarized
laser field
Eei(kzz−ω0t) (1.42)
pumping a cavity filled with a nonlinear medium with atomic frequencies far from ω0. The input field
amplitude E is a control parameter, leading to instabilities when its modulus is increased above some
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Figure 1.8: Ring cavity with a nonlinear (NL) medium. Mirror 1
partially transmits the input beam with frequency ω0. The output
fields in the more general case are at different frequencies ωi, with
i =0,1,2,.... Mirrors 2,3 and 4 are completely reflecting.
threshold value. Also the cavity detun-
ing – the difference between the fre-
quency ω0 and the nearest cavity fre-
quency – is a control parameter.
The cavity consists on two paral-
lel mirrors (Fabry-Perot) or three or
four mirrors (ring cavity as in the
Fig.1.8) confining the input electro-
magnetic wave. In this work we con-
sider ring cavities with planar mirrors.
The description of these resona-
tors features electromagnetic fields,
which depend on the four coordinates
(x, y, z, t), and subject to appropriate
boundary conditions due to the cavity
mirrors. The nonlinearity of the system
comes from the nonlinear polarization of the medium. Some approximations are needed to deal with
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these problems, due to their complexity. The optical models we consider in this work are derived un-
der the standard conditions of slowly varying envelopes, mean-field, and single longitudinal mode. In
the following we focus on the qualitative meaning of these approximations; a detailed analysis can be
found in [Lugiato & al. (99), Arecchi & al.]. Under the condition of atomic frequency bandwidth much
smaller that the free spectral range of the cavity8, only one longitudinal mode of the cavity is relevant.
Also, the use of lasers as driving sources (see Eq.(1.42)) restricts the time dependence of the fields to
a quasi-monochromatic behavior. Therefore the fields are of the type
f(x, y, z, t)ei(kzz−ω0t) (1.43)
where the exponential term accounts for a plane wave moving along the direction z of the cavity axis,
and the dependence of f on z and t is slow:∣∣∣∣∂f∂z
∣∣∣∣ kz |f |, ∣∣∣∣∂f∂t
∣∣∣∣ ω0|f |. (1.44)
This is the slowly varying envelope approximation (SVEA). It is also assumed that the fields propagate
in the cavity forming small angles with the cavity propagation axis z: this is the paraxial approximation,
valid whenever the transverse wave-vectors components of the field (~k⊥ = (kx, ky)) are small with
respect to the longitudinal component kz .
We will consider optical cavities characterized by a small transmittivity T  1 of the input/output
mirror 1: most of the intracavity field is reflected by the mirror 1, so that the cavity photon lifetime is long.
Hence the field bounces in the cavity and interacts with the nonlinear medium for a long time, allowing
for significant nonlinear effects, even if the effects are small in a single round-trip. The mean field
limit [Bonifacio & Lugiato] assumes that the variation of the field in the longitudinal coordinate z during
a cavity round-trip can be neglected. Hence the propagation and cavity boundary condition effects
can be averaged along the z direction, leading to fields envelopes depending only on the transverse
coordinate (x, y) and on time. For a discussion of the validity of the mean field approximation see Refs.
[Oppo & al. (01), Tlidi & al., Le Berre & al.(99)].
The Equations obtained for the field envelopes under the approximations mentioned above have
the general form:
∂
∂t
Aj = −γj(1 + i∆j)Aj + Ej + iaj∇2⊥Aj + gj(A0, A1, . . . ). (1.45)
Aj are envelops corresponding to different fundamental frequencies or polarization components of the
field vectors. The coefficients γj , ∆j and aj describe the losses, the cavity detunings and the diffraction
lengths, respectively. Generally the input field Ej is not vanishing only for one particular component j′.
The nonlinear functions gj(A0, A1, . . . ) describes the coupling between modes, as determined by the
polarization ~P ( ~E) of the medium. For χ(2) media the nonlinear function is quadratic, and for χ(3) media
the nonlinear function is cubic in the fields.
For small input intensities |Ej |2, or, equivalently, for large cavity detuning, the field modes in the
cavity are homogeneous in the transverse direction, the steady state solutions Asj being proportional to
8The free spectral range c/L is the separation between the resonant frequencies of the cavity, where L is
the cavity length.
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the input or vanishing. In Second Harmonic Generation, notwithstanding the smallness of the input, the
nonlinear effects allows the emission of a field at the second harmonic frequency for any pump intensity,
beside the field at the pump frequency. Hence both the steady pump and second harmonic intensi-
ties depend upon the input energy and are transversely homogeneous. Further increasing the pump
intensity, above some threshold, this state becomes unstable allowing for new solutions. In general
systems described by Eq.(1.45), new solutions exist above a threshold value of the pump and they can
appear at a different temporal frequency or in a polarization component not injected by the pump. For
instance, in the OPO there is a threshold for the down-conversion process: above the threshold, beside
the pump mode a signal mode at half the frequency is emitted. The new stable state can be another
homogeneous solution, or can show a transverse spatial structure. In the example of the OPO, under
proper conditions, the signal emitted at threshold has the form of a stripe pattern [Oppo & al. (94)].
This instability, leading to a stationary pattern from a spatially homogeneous state is known as Turing
instability. It has been studied by [Turing] in nonlinear chemical systems, characterized by reaction
and diffusion. Above the threshold for the Turing instability any perturbation of the steady spatially ho-
mogeneous solution would grow in time, allowing the system to evolve into a stable stationary pattern
[Aguado & al.].
Below the threshold of optical pattern formation any perturbation of the homogeneous state is
damped and decays. At threshold, the perturbations at some wave-number are linearly undamped.
Generally this transverse wave-number is determined by the cavity detuning ∆j . More precisely, a
slight cavity detuning ∆j allows for off-axis emission. In fact, the lack of cavity resonance of the axis
modes can be improved by emission of tilted modes such that
k⊥ = |~k⊥| =
√
∆j . (1.46)
This mechanism was described in Ref.[Oppo & al. (94)] for a type I OPO. Recently [Bortolozzo & al.]
showed experimentally the evidence of the influence of cavity detuning in determining the periodicity of
the pattern selected in an optical oscillator with one transverse spatial dimension.
Above threshold, a pattern is selected. The shape of the pattern can be visualized in the far field
which is the Fourier transform of the near field. For instance, the far field of the signal field in the
OPO above consists of two intense spots. These spots correspond to the transverse non-vanishing
wave-vectors, ~k+ and ~k−, that interfere producing the near field stripe pattern. The wave-number |~k±|
is linearly selected at threshold, but the shape of the spatial structure (stripes instead of hexagons or
squares) is determined by a nonlinear selection process [Cross & Hohenberg].
1.3.2 Noise effects in pattern formation
Noise in spatially extended systems has important consequences (see Refs. [San Miguel & Toral,
Garcı´a-Ojalvo & Sancho]). In the previous section we mentioned that a perturbation of an unstable
state grows taking the system to a new stable configuration. Generally, noise sources are at the basis
of such perturbations. Noise effects are also observed in homogeneous as well as in pattern stable
solutions, respectively below and above the threshold of optical pattern formation. In this Section we
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Figure 1.9: Evolution of the roll pat-
terns in the near threshold region for
different values of the incident inten-
sity. Vertical axis, time; horizontal axis,
space. The lower rectangles represent
averages over 500 s. (a) and (b): noisy
precursors below threshold; (c) stable
pattern above threshold. Taken from
[Agez & al., Fig.2].
discuss these two regimes. Then we introduce a more striking manifestation of noise: noise sustained
patterns.
Below the threshold of pattern formation an interesting phenomenon is the one of noisy precursors
(see Fig.1.9). This phenomenon corresponds to the anticipation below threshold of some temporal (fre-
quency) [Jeffries & Weisenfeld] or spatial (wavenumber) characteristics of the state appearing above
threshold. Below threshold the homogeneous state is stable: in fact any spatial perturbation relaxes,
as represented in Fig.1.10a. However, perturbations at different wavenumbers are not attenuated at
the same rate. Noise continuously perturb the stable state at all wavenumbers and perturbations at the
critical wavenumber –selected at threshold– are less damped. A far field image below the threshold
of pattern formation is dominated by an intense circle, with radius given by the critical wavenumber.
This weakly damped modes are the noisy precursors. In Fig.1.9 we show the noisy pattern precursors
observed experimentally in a Kerr-like slice subjected to one-dimensional optical feedback (for a de-
scription of the device see Ref.[Agez & al.]). These precursors are rolls with an undefined spatial phase
which wander erratically and lock spatially when crossing the threshold. In Sect.1.4 we will introduce
the strictly related phenomenon of quantum images.
Above the threshold of pattern formation, when the pattern is stable, noise also influences the
system. In Ch.3 the role of noise is discussed in connection with the breaking of continuous space
translation symmetry by pattern formation. We show that the fluctuations are dominated by the Gold-
stone mode, that tends to restore the translational symmetry broken by the appearance of a modulated
structure. Another important effect of noise is the excitation of long wavelength modes that are weakly
damped (soft modes) [Foster]. These soft modes are responsible of the local deformations of the
fluctuating pattern and are known to destroy long range order in 1D systems [Vin˜als & al.].
So far we have discussed situations in which fluctuations are not amplified. A different situation is
observed in presence of unstable states. In 1985 [Deissler] investigated the effects of a group velocity
term in the context of Poiseuille flows. He showed that when the system is not Galilean invariant, a new
regime of amplification of the perturbations appears, in which small fluctuations grow macroscopically
as they move spatially. In Fig.1.10b we show the perturbation at two different times: we observe that
–although the perturbation locally decreases– it is growing when it travels in the system. In fact, the
perturbation grows but the advection velocity overwhelms the speed of spreading in the direction of
the advection. An instantaneous perturbation at a time t is advected by the system, that is ultimately
28 Introduction
Figure 1.10: Evolution of a perturba-
tion of an homogeneous state. The
continuous line is the initial perturba-
tion at time t. The dashed line repre-
sents the perturbation at time t′〉t. a)
the homogeneous state is stable; b)
the homogeneous state is convectively
unstable; c) the homogeneous state is
absolutely unstable
left undisturbed. This is the convective unstable regime [Infeld & Rowlands, Ch.3]. On the other hand,
in the absolutely unstable regime, the perturbation grows in time at any fixed position, as shown in
Fig.1.10c. Therefore, in the absolutely unstable regime, the perturbation grows taking the system from
the unstable state to a new state.
The importance of the convective unstable regime is evident in presence of a continuous pertur-
bation, such as a source of noise. Perturbations grow continuously and create a noise-sustained
state. The patterns observed in this regime are due to the self-organization of the fluctuations and are
called noise sustained structures. These noise sustained patterns are observed only when noise
is present: If the noise is switched off, the pattern travels in the system, and finally an homogeneous
state is reached. The difference with the absolutely unstable regime is evident: noise is needed only
to reach a pattern configuration from an unstable state, but, if noise is switched off, a traveling pattern
survives in the absolutely unstable regime.
Convective instabilities have been experimentally demonstrated in fluid systems by [Babcock & al.,
Tsameret & Steinberg]. Any system with an advection term and not translational invariant will be con-
vectively unstable sufficiently close to the onset of the instability [Deissler]. This type of instability has
also been predicted in several optical systems subject to a transverse walk-off. [Santagiustina & al. (97)]
showed noise sustained structures in a cavity filled with Kerr media, with the pump injected form-
ing a small angle with the cavity axis. In this system noise sustained rolls appear, with amplifi-
cation factors of the noise up to 105. Convective instability has also been demonstrated in type I
[Santagiustina & al. (98)a, Santagiustina & al. (98)b, Santagiustina & al. (99)] and type II [Izu´s & al.,
Ward & al. (98)] Optical Parametric Oscillators: here the transverse walk-off is due to the misalignment
of the Poynting vectors and it is related to the phase matching process (see appendix B).
Convective unstable regimes are characterized by macroscopic amplified fluctuations around the
unstable reference homogeneous state. For comparison, we remind that noisy precursors are weakly
damped fluctuations. The macroscopic fluctuations in the convective regime involve several spatial and
temporal modes. In fact, this regime is characterized by broad spectra both in frequency (looking at the
temporal behavior in a fixed point of the transverse field profile ~x) and in wave-vectors (Far Field profile
in a fixed instant t). The transition from the convectively unstable regime to the absolutely unstable
regime is characterized by a sudden narrowing of the spectra. In Ch.4 we will discuss these features
when the sources of noise are quantum fluctuations.
The convective regime appears near the onset of the spatial instability: in fact it can be considered
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as the precursor of the absolutely unstable regime. This is a fundamental difference with respect to
convective instability in systems such as parametric amplifiers. The latter have neither a threshold for
the convective regime nor they show transition to the absolutely unstable regime.
1.4 Optical quantum structures
The subject of quantum optics in spatially extended systems is a wide area, including so different
phenomena as spontaneous Parametric Down Conversion in a quadratic crystal –leading to spatially
separated pairs of quantum correlated photons–, amplification of images –with reduced signal to noise
ratio–, and quantum fluctuations in the process of pattern formation –generating quantum states of the
macroscopic radiation field–. This work is concerned with the last class of problems, focusing on optical
quantum structures. It describes quantum features associated with self-organized spatial structures in
nonlinear optical systems.
An overview of the main ideas on this subject needs the basic concepts presented in the previous
two Sections. The first step is the introduction of a proper formalism and the generalization of the quan-
tum effects, presented in Sect.1.2, from the temporal domain to the spatial one. We are considering
the spatial dependence of quantum fluctuations and the possibility of quantum effects in local portions
of the transverse profile of the electromagnetic field. We assume paraxial fields with a narrow spectrum
around the fundamental temporal frequency. These fields depend on the transverse space coordinate
~x = (x, y) and time t. The optical pattern formation process involves the dependence of the field on
the coordinates ~x 9. The spatial profile of the field in the transverse plane can be detected by means of
a photodetection array or a CCD (charge-coupled-device) camera, whose pixels span the transverse
plane of the beam. In this work we treat systems in which the fields resonate in a cavity. For field
modes inside the cavity (Aˆ) the equal time commutator is[
Aˆ(~x, t), Aˆ†(~x′, t)
]
= δ(~x− ~x′), (1.47)
while the commutator at different times depends on the intracavity dynamics [Barnett & Radmore,
Barnett & al.]. Divergences due to the δ-functions appear because of the assumption of a continu-
ous of modes in the quantization process, and are removed when spatial averages of the measure
process are taken into account [Bohr & Rosenfeld].
In this context, the spatial dependent operator Aˆ replaces the aˆ mode introduced in Sect.1.2. In the
phase space treatment (Sect.1.2.3.b), a spatial dependent function α(~x) replaces now the c-number
α. Therefore the quasi-probabilities Ws are now distribution functionals of spatial dependent fields
(Ws(α(~x), α∗(~x))), and in the correspondence (1.24) the derivatives ∂/∂α are replaced by functional
derivatives δ/δα(~x) [Gatti & al. (97)1].
Using this formalism, the quantum effects described in Sect.1.2 can be generalized to spatial de-
pendent fields. This spatial dependence adds a new degree of freedom, that opens new possibilities in
9We consider here the general case of a transverse plane. However, particular devices configurations and
the identification of proper symmetries in the system allows for an approximated 1D descriptions (x). Both 2D
and 1D treatments are presented in this work.
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Figure 1.11: Single counts (◦)
and coincidence (•) measure-
ments taken with a photodetec-
tor fixed and the other scanned in
the vertical direction (along which
are placed the slits). Due to
the low rate of down-conversion,
data are relative to (long) sam-
pling times of 1000s. Taken from
Ref.[Nogueira & al.].
the investigation of quantum effects. The behavior of the fluctuations in local portions of the transverse
profile of the field, and the correlations between the fluctuations in separated points can be investigated.
The temporal photon-antibunching (1.8) is generalized to the spatio-temporal photon-antibunching.
This phenomenon is observed when
g(2)(~ξ, τ) ≥ g(2)(~0, 0), (1.48)
where we have introduced the second-order spatio-temporal coherence function for homogeneous
stationary fields
g(2)(~ξ, τ) =
〈: Iˆ(~x, t)Iˆ(~x+ ~ξ, t+ τ) :〉
〈Iˆ(~x, t)〉2 . (1.49)
The spatial photon-antibunching is the effect due to non-classical correlations between different
points [Le Berre & al.(79)] characterized by
g(2)(~ξ, 0) ≥ g(2)(~0, 0). (1.50)
It has been recently observed by [Nogueira & al.] in an interference experiment: the light down-
converted by a type II quadratic crystal is passed through a birefringent double slit. The experimental
curves for the photon single counts and for the coincidences are shown in Fig.1.11: we observe that the
photon single counts are almost uniform (slit separation much greater than the transverse coherence
length of the beam), while the coincidence rate is minimum for photons detected in the same point,
increasing for detections in separated points. This is the spatial antibunching effect.
Also squeezing and sub-Poissonian statistics have been described considering different spatial
modes of light. To clarify the nature of these phenomena, we point out that, for a coherent state the
photons are randomly distributed not only in time, but also in the transverse profile of the beam. Hence,
a detection in a small portion of the beam leads to fluctuations at the shot noise level, while different
portions of the beam are not correlated [Fabre & al.]. In Sect.1.2.1 we defined the squeezing in a
single-mode field. In that case, the detection in a small area immediately degrades the squeezing
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Figure 1.12: Electric field profile of the
two constituent modes used to form the
nonclassical multimode beam. Taken from
Ref.[Treps & al.].
Figure 1.13: Noise spectral density at 4.5MHz of the
photocurrents as a function of time. (a) Sum of the
two photocurrents. (b) Difference between the pho-
tocurrents. (c) Noise on each detector. Taken from
Ref.[Treps & al.].
measured, because a portion of a mode necessarily involves higher order modes, in which squeezing
is absent [Fabre & al., Leonhardt]. [Kolobov & Sokolov] showed that when considering a paraxial field,
propagating in a quadratic crystal, squeezing appears in a bandwidth of spatial transverse modes (~q):
this phenomenon is named spatially multimode squeezing. The existence of spatial and frequency
bandwidths of squeezed modes allows for the observation of quantum effects in local measurements,
provided that the detection is performed on a photodetection area S and on a time interval T large
enough. The minimum intervals S and T are fixed by the inverse of the spatial and frequency band-
widths [Kolobov]. Spatially multimode squeezing has been predicted in Optical Parametric Amplifier
(OPA) [Kolobov & Sokolov] and in OPO below and at threshold [Gatti & Lugiato]. In Sect.1.2.1 we have
mentioned the relation between amplitude squeezing in intense fields and sub-Poissonian statistics.
The phenomenon of spatial sub-Poissonian statistics is equivalent to intensity squeezing in particular
spatial modes.
Recently [Treps & al.] gave the first experimental evidence of spatially multimode intensity squeez-
ing in a state obtained by the superposition of a squeezed vacuum mode and an intense flipped mode
(see Fig.1.12). Photocourrent measurements, on the total transverse profile and on two symmetric
portions, lead to the results shown in Fig.1.13: noise measured on the sum of the two spatial halves of
the beam (Fig.1.13a) , i.e. on the total beam, coincides with the shot noise level, hence the whole beam
is in a classical state. On the other hand, noise measured on each individual spatial half (Fig.1.13c)
is reduced by 1.08dB below the quantum noise limit, demonstrating the multimode squeezing effect.
Fig.1.13b gives the noise on the intensity difference between the two halves at 2.34dB below the quan-
tum limit, suggesting that the beam is made of two strongly quantum correlated parts.
The state of Fig.1.12 has been proposed [Fabre & al.] to be useful for the measurement of displace-
ment of a light beam with a precision below the standard quantum limit. The experimental realization
of this proposal is one of the successful applications in the field of imaging of the quantum properties
of the light fluctuations [Treps & al.]. Other possible applications include the detection of weak phase
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and amplitude objects beyond the standard quantum limit, noiseless amplification of images, entangled
two-photon microscopy, quantum lithography and quantum teleportation of optical images. A descrip-
tion of these applications and of the experimental achievements in this field are given in the papers
“The spatial behavior of nonclassical light”, [Kolobov], and “Quantum imaging”, [Lugiato & al. (02)].
In this work we are concerned with the analysis of processes of generation of multimode quantum
states and, in general, with the behavior of fluctuations in the context of transverse pattern formation
in optical devices. We will show that “the quantum aspects are not a cosmetic addition to the classical
picture but lie, rather, at the very root of optical pattern formation” (from Ref.[Lugiato & Oppo]). To this
end we consider different regimes, in which the fluctuations continuously influence and are influenced
by the pattern formation process in different ways. The characterization of the fluctuations is pursued
by the analysis of the correlation functions between different quantities, as intensities or polarization
Stokes parameters (see Sect.1.4.1), or the quadratures of the field modes (see Sect.1.4.2).
1.4.1 Intensity correlations
In this Section we consider the properties of intensity correlations among different spatial modes in
the context of optical pattern formation. We will distinguish two classes of interaction processes that
can be described as twin or multi-photon processes, respectively. Twin photons processes are a well
known phenomenon investigated in different optical problems. In the Sect.1.4.1.a we describe the im-
portance of this phenomenon in explaining some simple scenarios in pattern formation. More generally,
different competing processes of creation and destruction of photons are involved in the formation of a
spatial pattern. These multi-photon processes can lead to complex correlations between modes, as
discussed in Sect.1.4.1.b.
1.4.1.a Twin photons processes
In this section we first consider PDC as the prototype mechanism leading to simultaneous creation of
pairs of photons. We continue our discussion considering the effects of a resonant cavity to generate
macroscopic twin beams in an OPO. By including diffraction effects, spatial twin beams are predicted
in cavity resonators at the threshold for pattern formation leading to stripe patterns. We describe twin
photons processes in pattern formation in the two examples of an OPO and of a Kerr resonator. We
conclude this Section discussing spatial twin beams in the regime of quantum images, which involves
a continuous of spatial modes.
In Sect.1.2 we introduced the process of parametric down-conversion (PDC): in the non-degenerate
configuration a photon at frequency ω0, interacting with a χ(2) crystal, decays into two highly correlated
twin photons at lower frequencies ω1, ω2. In the PDC -without losses-, the photon number difference
between the down-converted fields,
NˆD = Nˆ1 − Nˆ2, (1.51)
is a constant of motion (Manley-Rowe relations [Manley & Rowe, Boyd]): at each time the pump creates
a photon at ω1 it must also create a photon at ω2. Experiments of simultaneous measurement of the
1.4 Optical quantum structures 33
twin photons pairs started in de decade of 1970 [Burnham & Weinberg, Friberg & al.]. The generation
of photons in pairs is a necessary consequence of energy conservation, that therefore dictates the
nature of the non-linear term coupling different operators modes:
Hˆ = i~g(aˆω0 aˆ
†
ω1 aˆ
†
ω2 − h.c.). (1.52)
Taking signal (ω1) and idler (ω2) in the vacuum state as initial condition, the variance of the intensity
difference vanishes at all times ∆2NˆD(t) = 0. In other words, there is total noise suppression in
NˆD. However, the total mean intensity of the down-converted field increases in time. Therefore we
obtain two intense fields with total noise suppression in their difference. This is a quantum effect of
sub-Poissonian statistics, as it becomes clear considering the normal ordered variance:
: ∆2NˆD(t) := ∆
2NˆD(t)− 〈Nˆ1(t) + Nˆ2(t)〉 = −〈Nˆ1(t) + Nˆ2(t)〉. (1.53)
The negativity of this quantity is a signature of a non-classical sub-Poissonian statistics.
Eq.(1.53) describes the perfect and non-classical character of the correlation in photon number
in PDC when there are no losses (Eq.(1.53)). If losses are taken into account in generic parametric
processes, it can be shown [Graham] that in the steady state the mean value of NˆD vanishes, and the
variance is:
: ∆2NˆD := −12 〈Nˆ1 + Nˆ2〉. (1.54)
Hence the two beams have the same intensity and the quantum effect of sub-Poissonian statistics in
the intensity difference is still present, even if reduced to a 50% with respect to the level obtained in a
system without losses.
In 1987 [Reynaud] suggested the use of the OPO in order to generate macroscopic non-classical
states, instead of single photons pairs with very small probability as in PDC. The presence of the
cavity increases the gain, concentrating the output energy only in a couple of modes. Above some
threshold this yields two intense laser-like twin beams, that can be distinguished by their polarization
(type-II phase matching) or by frequency (non degenerate OPO). Inside the cavity the result obtained
by [Graham] (Eq.(1.54)) still applies, and a 50% of reduction of fluctuations with respect to the level
of coherent states is predicted in the steady state value of NˆD. In [Reynaud & al. (87)] a perfect
quantum noise suppression is predicted in the difference between the intensity of the two out-coming
beams, counting the photons in a time interval large enough compared with the cavity lifetime. Non-
classical statistics have been measured in continuous [Heidmann, Porzio & al.] and pulsed experiments
[Aytu¨r & Kumar], with a maximum of 88% of reduction of fluctuations in NˆD below the shot noise limit
[Gao & al.].
We now turn to situations of pattern formation. We consider a type I OPO at threshold of the signal
generation, including the effect of diffraction of the fields. Under proper detuning conditions the signal
emitted shows a stripe pattern in the transverse plane with critical wave-number kc. This pattern is
the result of the interference of a pair of modes with opposite transverse wavevectors (±~kc). These
modes are visualized in the far field, where two intense opposite spots appear. At a microscopic level,
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we identify the process represented in Fig.1.14: a photon of the homogeneous pump (frequency 2ω
and transverse wavevector ~k⊥ = 0) is down converted in two tilted signal photons (frequency ω and
~k⊥ = ±~kc). This process can be described by a Hamiltonian similar to Eq.(1.52), with the two down-con
Figure 1.14: Microscopic processes in
an OPO at threshold: a photon of the
homogeneous pump decay in two off-
axis signal photons.
verted photons distinguished by their transverse momentum
[Castelli & Lugiato]:
Hˆ = i~g
[
aˆ
0,~0
aˆ†
1,~kc
aˆ†
1,−~kc
− h.c.
]
. (1.55)
The tilted beams are an example of twin beams. Due to the pres-
ence of the cavity these are macroscopic twin beams. Moreover,
we mentioned before that these beams are measured by local
detection in the far field plane, being opposite far field modes.
Therefore they are spatial components of the signal beam. They
are known as spatial twin beams [Lugiato & Castelli]. The in-
tensity difference of the two down-converted beams is propor-
tional to the total transverse momentum, that is conserved in
the process. Since the photons entering in the medium have 0
transverse momentum, then the total transverse momentum for the down-converted pairs ~kcNˆD must
vanish, where NˆD = Nˆ1(kc)− Nˆ2(−kc) [Grynberg & Lugiato].
Twin beams quantum correlations are common in devices showing stripe pattern formation at
threshold. As another example we consider a Kerr resonator at threshold, with one transverse di-
mension [Lugiato & Castelli]. In this case the non-linear interaction of the plane wave pump with the
cubic crystal leads to a four-wave mixing process, in which two pump photons are destroyed and two
tilted photons appear, all with the same temporal frequency. This four-wave mixing is described by the
Hamiltonian
Hˆ = 2~g
[
aˆ2~0aˆ
†
~kc
aˆ†−~kc
− h.c.
]
. (1.56)
Even though the four-wave interaction Hamiltonian for the Kerr resonator at threshold is different from
Eq.(1.55), both processes involve the simultaneous creation of two photons, with opposite wavevectors.
Therefore, also in this device quantum correlations have been predicted between the pattern modes at
±kc, that are intense spatial twin beams [Lugiato & Castelli].
We have seen that the OPO and the Kerr resonator, at the instability threshold leading to a stripe
pattern, can be described in terms of few spatial modes, whose interactions describe the process of
twin photons creation. There are other situations which involve twin photons interactions: one of the
most studied regimes, dominated by twin photon processes, is below the threshold of optical pattern
formation. In this regime, there is generally a stable homogeneous solution, and quantum fluctuations
around this state are small. They are distributed on a continuous of transverse spatial modes. This is
the regime of quantum images, characterized by the “spatial structures manifested by the correlation
functions” between the field at different points, and also by the “very noisy images” of the spatial fluctua-
tions [Lugiato & al. (96)]. In Fig.1.15 we show a numerical simulation of the quantum images appearing
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in the transverse profile of the near field (a) and of the far field (b) of a type I OPO below threshold.
The quantum images are similar to the noisy precursors presented in the Sect.1.3.2: however in the
quantum images noise has a quantum nature [Gatti & al. (97)2]. An extensive literature is devoted
to the analysis of the quantum images generated by quantum fluctuations in several optical devices
[Gatti & Lugiato, Lugiato & al. (96), Marzoli & al., Gatti & al. (97)1, Lugiato & al. (97), Gatti & al. (99)a,
Lugiato & al. (99), Szwaj & al., Lodahl & Saffman, Bache & al.]. In these papers a description of this
phenomenon is given taking into account the whole infinite set of transverse cavity modes (continu-
ous models) in the fluctuation field operators, and linearizing the dynamics around the homogeneous
steady states.
Most features of the intensity correlations between different spatial modes below the threshold of
pattern formation are due to the microscopic process of generation of twin photons. For instance, in the
case of the OPO with a flat pump, an approximated quadratic Hamiltonian can be introduced to describe
the small fluctuations around the stable homogeneous solution. The fundamental interaction consists
in the destruction of homogeneous pump photons, to create tilted signal photons, with any opposite
transverse moments [Gatti & Lugiato, Gatti & al. (97)1, Szwaj & al.]. The linearized Hamiltonian in type
I phase matching (see Appendix B) is
Hˆ = i
g
2
A0
∫
d2~k
[
ˆ
A†1(~k)
ˆ
A†1(−~k)− h.c.
]
(1.57)
where A0 is the homogeneous constant classical pump, and Aˆ1(~k) are the continuous of far field trans-
verse modes in the down-converted beam. This Hamiltonian describes the simultaneous generation
of photons pairs with opposite transverse momentum ±~k, where ~k varies continuously in the far field
plane. Hence twin beams correlations are found measuring the intensity difference in any symmetric
portions of the far field (see two circles in Fig.1.15b). The less damped modes lie on the circle of
radius kc (precursors of the wavenumber that becomes unstable at threshold) and are more intense
(Fig.1.15b). But the intensity difference of any two opposite modes show the same amount of noise
reduction with respect to the shot noise level. An example of intensity correlations due to twin photons
processes in the quantum images regime is presented in Ch.5.
Figure 1.15: Near Field (a) and
far field (b) of the down-converted
field of a type I OPO, 2% below
threshold. In (b) the two small cir-
cles correspond to symmetric re-
gions.
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1.4.1.b Multi-photon processes
In the previous Section we have discussed situations which are dominated by the simultaneous cre-
ation of twin photons. In these cases the intensity correlations are determined by this fundamental
microscopic process. However, only simple and approximated scenarios in optical pattern formation
can be interpreted in terms of such processes, in which one or two pump photons decay in two off-axis
photons of opposite transverse momentum. In general, as will become clear e.g. by the scheme in
Fig.1.16, a mode of the electric field can be involved in different interactions: several steps, in which
photons are created and destroyed, can occur in the process. We name “multi-photon processes”
those processes in which there is coupling among several modes of the field, and in which the photons
of the same mode are involved in different interactions.
Here we mention two examples of problems in which multi-photon processes are observed. As
a first example we consider intracavity SHG with stripe pattern formation. This problem cannot be
reduced to a scheme of twin photons processes, even below threshold. The second example we
consider is the case of the Kerr resonator above threshold, where stable hexagonal patterns arise.
Figure 1.16: The basic picture of pattern formation
at a microscopic level through SHG. The single ar-
rows (→) symbolize first harmonic photons, while
double arrows (⇒) symbolize second harmonic pho-
tons. The dashed arrows are photons from the ho-
mogeneous background. Three fundamental pro-
cesses are identified. The notation ω(k) is used to
identify a photon with frequency ω and transverse
momentum k [Bache & al.].
In Ref.[Bache & al.] quantum fluctuations in
SHG with one transverse dimension are studied in
the instability region of pattern formation. The mi-
croscopic processes shown in Fig.1.16 were iden-
tified in the threshold region, where stripe patterns
appear in the fundamental and in the second har-
monic field. The same diagram describes SHG
in the regime of quantum images, below thresh-
old, where the modes with the critical wave-number
are weakly damped. In Fig.1.16 the six most in-
tense modes are represented, and three different
processes are identified. This interaction digram
is more complicated that the simple mechanism
identified in other systems below threshold for pat-
tern formation, such as the Kerr resonator or both
type I and type II OPO (see Fig.1.14). In the first
step of the microscopic process identified in SHG
(Fig.1.16(1)) two longitudinal photons at frequency
ω are up-converted to give a longitudinal photon at
frequency 2ω. The second step (Fig.1.16(2)) is the
down-conversion of a second harmonic photon (2ω)
into two fundamental photons (ω) with opposite transverse momentum (±k′). This is the same process
we have discussed in OPO at threshold (see Fig.1.14). In the last step (Fig.1.16(3)), off-axis second
harmonic photons are obtained by combining the off-axis fundamental photon –created from step (2)–
with a fundamental photon from the homogeneous background. Calculations identify twin-beams-like
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correlations in SHG between opposite far field modes (±k′) at frequencies ω and 2ω. However in this
case the correlation cannot be explained just in terms of twin photons emission. In particular the off-
axis modes in the second harmonic field (2ω(±k′)) are generated in independent processes, which in
principle are not correlated. Therefore no definite predictions are made for the correlations between
opposite transverse modes, simply considering the microscopic processes represented in Fig.1.16.
The microscopic scheme describes a rich intracavity dynamics and only the direct calculations of the
spatial correlations can provide definitive answers.
Figure 1.17: Seven modes far field
of a hexagonal pattern. The numbers
label photons with different transverse
momentum.
A second example in which multi-photon interactions arise is
a Kerr resonator at threshold. For self-focusing Kerr a hexagonal
pattern is formed. This is the transverse two dimensional version
of the system considered before: in that case the stripe pat-
tern was stable in one transverse dimension. We now consider
a transverse plane, were hexagons are stable structures. The
properties of intensity quantum fluctuations in hexagons were
studied in Ref.[Grynberg & Lugiato], neglecting losses and con-
sidering only six relevant far field modes (describing an hexagon)
and the homogeneous pump mode, as shown in Fig.1.17. These
modes interfere giving a regular extended hexagonal structure
in the near field (see for instance Fig.1.18a). Considering this
seven modes model, each photon is generated in two different
processes, both conserving transverse momentum: for instance the photon 1 in Fig.1.17 can be gen-
erated with the photon 4 in the twin photon process 0+0 ⇐⇒ 1+4, but can also be generated in the
process 2+6⇐⇒ 0+1 [Grynberg & al.]. The second process would in principle destroy the twin beams
correlations between modes 1 and 4. Therefore multiple microscopic processes do not give defini-
tive indications on the important correlations between modes. In this complex multi-photon scenario,
[Grynberg & Lugiato] calculated noise reduction in particular combinations of the intensity of four of
the six modes (for instance N1 + N2 − N4 − N5, with Ni being the photons intensity at peak i). This
result is obtained imposing the conservation of the transverse momentum of the filed. Recently this
result, initially obtained neglecting losses, has been generalized including the losses of the intracav-
ity dynamics [Gatti & Mancini]. Therefore, the existence of multiple microscopic process do not allow
for the identification of the strong (quantum) correlations, because photons in the same macroscopic
beam are generated in different processes. Nevertheless the identification of a conserved quantity (the
transverse momentum) determines the squeezed quantities.
These few modes treatments suffer from an important limitation related to the subcritical instability
mechanism through which hexagons appear. The hexagons arise with a large number of harmonics
excited, as shown in Fig.1.18b and 1.18d. The results obtained approximating the hexagons by the
interference of seven modes are not reliable to describe this regime. Classical correlations including the
coupling with all the harmonics have been calculated, within a continuous model, by [Gomila & Colet],
showing that the strongest correlations between the off-axis modes exist for hexagon modes separated
by 120◦ angles (modes 1, 3 and 5 in Fig.1.17). These are correlations associated with the nonlinear
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Figure 1.18: (a) Near field intensity |E(x, y)|2 and (b) power spectrum (far field) |E(~k)|2 of a stationary hexag-
onal solution. Note the presence of high order harmonics in the far field. (c) shows a cross section along the
x axis of the intensity pattern and (d) a cross section along the ky axis of the power spectrum. Taken from
Ref.[Gomila & Colet].
process of pattern selection.
In conclusion, few modes approximations are based on the identification of the most intense far field
modes of a stable pattern [Lugiato & Castelli, Castelli & Lugiato, Grynberg & Lugiato, Hoyuelos & al. (99),
Gatti & Mancini]: If only a twin photon process dominates the interactions, twin-beams-like correlations
are obtained. In general, the microscopic process involves several interactions, so that the level of
the macroscopic correlations cannot be inferred, and direct calculations are needed. The example of
hexagonal patterns formation in Kerr resonators makes clear the limitation of few modes approxima-
tions and the need to deal with continuous models [Gomila & Colet]. In this work, we will see that, in
some problems, the huge number of intense spectral modes does not allow for a few modes descrip-
tion and a consequent identification of a few relevant microscopic processes. A continuous description
of the far field is needed. Several examples of multi-photon processes are discussed in Chs.3-5, in
multimode patterns such as stripes with harmonics, in noisy sustained structures and in disordered
structures. All these examples will be discussed with models including a continuous if spatial modes.
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1.4.2 Quadrature correlations
In the previous Section we have discussed quantum effects associated with intensity correlations be-
tween spatial modes. The fluctuations of the electric field can show non-classical interesting effects
also in other variables, such as the quadratures of the fields, that we now address. Spatial correlations
in a type I OPO below threshold were studied in Ref.[Gatti & Lugiato]. The possibility to obtain spatial
squeezing in this device is due to the quadratic form of the interaction, when pump fluctuations and de-
pletion can be neglected (below threshold). In the plane immediately outside the cavity, the correlation
function of a quadrature of the field detected in two points ~x and ~x′, depends only on ~x− ~x′ (translation
invariance) and shows a modulation at the critical wave vector of the pattern forming instability, with
an amplitude decreasing exponentially. If a small bandwidth of points is considered (|~x − ~x′| → 0) the
correlation function is non-classical: spatially multimode squeezing below the level of coherent states
is found in the proper quadrature.
A new interest in the study of the correlations in quadratures has arisen in the context of the
Einstein-Podolsky-Rosen (EPR) paradox [Einstein & al.]: in Ref.[Castelli & Lugiato] a type I OPO at
threshold is considered in a three spatial modes approximation (Fig.1.14). In this device the opposite
signal modes (±kc) are highly correlated both in the intensity and in the phase quadratures. Therefore
from a measurement of a quadrature in one of the modes, one can infer the corresponding value in
the opposite mode, with a certain precision 10. The same is true for the orthogonal non-commuting
quadrature. The paradox is present when the precisions with which the inference is performed, give a
product below the value fixed by the Heisenberg uncertainty principle. Spatial Einstein-Podolsky-Rosen
paradox has also been theoretically demonstrated in the OPO below threshold [Gatti & al. (99)a].
In Ch.4 and Ch.5 we present results on quadratures squeezing and on EPR entanglement, both
below and at threshold of optical pattern formation in type I and type II OPO.
1.5 Objectives and outline
In this work we have considered nonlinear optical devices in which transverse spatial self-organized
structures appear. We have studied the possibility to observe quantum features in different regimes of
these pattern formation processes. The study of some of these regimes needed new methodological
tools. We can identify two different lines in this work: The first one is the phenomenological aspect, i.e.
the study of quantum effects in the transverse profile of the light interacting with nonlinear resonators.
In particular we have studied new unexplored regimes, with features such as macroscopic fluctuations,
symmetry breaking effects and polarization entanglement. The second line of interest concerns the
methods studied to treat nonlinear quantum fluctuations. These methods include doubling phase
space techniques, input-output stochastic methods and the use of proper approximations to describe
regimes with macroscopic nonlinear fluctuations.
The different methods and optical systems considered in this Thesis are briefly summarized in the
scheme below.
10The precision is the variance of the difference of the quadratures in the opposite points
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In the following we give a brief outline of the remaining chapters:
• In Ch.2 we discuss the methodological problems arising in the study of the quantum properties
of nonlinear systems. In particular the possibility of a stochastic description for a pseudo FPE
with negative diffusion is investigated, through a method proposed by [Yuen & Tombesi]. This
method had been applied to a linear problem in calculations of squeezing properties. Our main
objective has been to clarify the possibility of using this method for highly nonlinear dynamics.
To this end we have considered the analytically soluble problem of the single-mode anharmonic
oscillator [Zambrini & Barnett].
• In Ch.3 we consider a vectorial Kerr resonator, in which a linearly polarized pump leads to pattern
formation in the orthogonal polarization component. We present the results of the first treatment
of the spatial distribution of the quantum fluctuations of a stable pattern using a continuous model,
i.e. considering the continuous of spatial transverse modes of the field. Previous studies were
based on approximations in which only few modes were considered [Hoyuelos & al. (99)]. Our
treatment allows to identify the spatial configuration of the fluctuations, which are dominated by
the Goldstone mode. An approximated but general way to treat the problem of the realization of
the output field through a stochastic numerical simulation is also presented [Zambrini & al. (00)].
• Ch.4 is devoted to the study of type I OPO. We discuss four major problems: the possibility of
quantum correlations in the convective regime (see Sect.1.4.1.b), the behavior of the quantum
critical correlations at threshold, the identification of the effects of the walk-off as a term break-
ing the reflection symmetry, and the possibility of twin photons correlations for spatially disor-
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dered structures. The study of these nonlinear regimes needed the introduction of proper meth-
ods and approximations. In particular we present two new methods to describe these regimes
in terms of classical stochastic equations, namely a time dependent parametric approximation
and a stochastic representation of the Q-functional [Zambrini & al. (02), Zambrini & San Miguel,
Zambrini & al. (03)1].
• In Ch.5 we study the properties of quantum fluctuations in the quantum images regime of type
II OPO. In this device photons are emitted with orthogonal polarization states. Interesting quan-
tum effects are observed –such as spatial EPR entanglement– which depend on the polariza-
tion state of the light; the properties of the polarization state of the field fluctuations are stud-
ied through the analysis of spatial dependent Stokes parameters and through their correlations
[Zambrini & al. (03)2].

Chapter 2
Stochastic description of the
quantum anharmonic oscillator
In this Chapter we discuss a phase space method to study the quantum properties of an isolated
nonlinear system. The method was proposed by [Yuen & Tombesi] in 1986 to give a stochastic rep-
resentation of pseudo Fokker-Planck equations with negative diffusion. It was successfully applied to
a linear problem [Tombesi]. The aim of our work is to apply the proposal of Yuen and Tombesi to the
analytically soluble problem of the single-mode anharmonic oscillator. This system presents interest-
ing quantum features associated with the nonlinearity. We note that this chapter focuses on a system
that differs from the rest of systems treated in this work, being a single-mode and closed system: the
motivation of this Chapter is the discussion of a method that opens a new possibility to treat nonlinear
quantum models, through a simulation of stochastic processes, even if in the phase space represen-
tation they are described by equations involving a not positive definite diffusion matrix. The results
presented in this Chapter have been published in the Ref. [Zambrini & Barnett].
2.1 Introduction
The treatment of even quite simple quantum optical systems can present a significant technical chal-
lenge. As reviewed in Ch.1 the description of a problem involving optical field modes, can be mapped
onto a partial differential equation for a quasi-probability distribution. In some cases it is possible to
solve this equation. In Sect.1.2.3.b we have discussed when this equation can be mapped onto an
equivalent stochastic process, that can be simulated numerically.
Mapping the quantum problem onto a stochastic system relies on a formal similarity between the
partial differential equation, obtained from the master equation, and the Fokker-Planck equation as-
sociated with Brownian motion. The general form of the Fokker-Planck equation was discussed in
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Sect.1.2.3.b 1
∂
∂t
W = − ∂
∂α
AαW − ∂
∂α∗
Aα∗W + 1
2
∂2
∂α2
DααW + 1
2
∂2
∂α∗2
Dα∗α∗W + ∂
2
∂α∂α∗
Dαα∗W,
This equation describes the dynamics of a single field mode or harmonic oscillator, where the complex
variables α and α∗ are associated with the mode [Barnett & Radmore, Gardiner & Zoller].
The requirement thatW is a real-valued function imposes the conditions that A∗α∗ = Aα, Dα∗α∗ =
D∗αα and Dαα∗ is real. This equation can be mapped onto a pair of stochastic differential equations for
the phase-space coordinates (also written as α and α∗) in the form
α˙ = vα + ξ(t) (2.1)
α˙∗ = vα∗ + ξ∗(t), (2.2)
where vα and vα∗ are functions of the drift and diffusion coefficients (Ai and Dij) appearing in Eq.
(2.1) and the dot denotes a derivative with respect to time. The terms ξ(t) and ξ∗(t) are stochastic
fluctuating terms with correlation functions related to the diffusion coefficients. There is no unique
stochastic representation of a given Fokker-Planck equation. We work with the Stratonovich form of
the stochastic integral [Gardiner]. A brief discussion of this is given in Appendix A.
Unfortunately, not all problems of interest can be converted into the Fokker-Planck form (2.1). In
Ch.1 we mentioned that systems of interest in quantum nonlinear optics often produce equations for
the evolution of quasi-probabilities that have derivatives of higher than second order. A second, more
subtle, problem is that even when we do obtain an equation of the form (2.1), it might still not be possible
to map this onto stochastic differential equations of the form (2.1) and (2.2). The difficulty arises when
we have negative diffusion, that is whenDαα∗ < |Dαα|. With negative diffusion, we are led to stochastic
differential equations in which ξ∗ cannot be the complex conjugate of ξ and hence α∗ will not be the
complex conjugate of α. It was to resolve problems of this kind that the positive P representation was
introduced [Gardiner & Zoller, Drummond & Gardiner, Drummond & al. (81), Gilchrist & al.].
In this Chapter we consider a proposal by Yuen and Tombesi to convert the evolution equation for
the Q quasi-probability into a pair of stochastic differential equations [Yuen & Tombesi, Tombesi]. Their
idea is that the correct averages should be obtained by formal application of the Langevin method by
simply ignoring the presence of negative diffusion. These authors applied their method to squeezing
calculations, obtaining the correct quadrature squeezing evolution.
In Ref. [Zambrini & Barnett] we apply the Yuen-Tombesi approach to the more demanding, but still
analytically soluble problem of the undamped anharmonic oscillator [Milburn, Yurke, Tanas & al.]. This
model is known to cause difficulties with stochastic simulations derived from the positive P represen-
tation [Gardiner & Zoller, Gilchrist & al., Plimak & al.]. We find that the Yuen-Tombesi method gives
the correct results but that it cannot reliably be applied to numerical simulation of the problem. We
trace the origin of this difficulty to the order in which stochastic averages and averages over the initial
phase-space distribution have to be performed.
1Comparing with Eq.(1.26) here we omit the dependence on the index s of the functionW .
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2.2 Method of Yuen and Tombesi
The method of Yuen and Tombesi was designed to deal with problems in which the evolution equation
for the Q function displays negative diffusion. The Q function for a single field mode or oscillator has
been introduced in Sect.1.2.3.b.2:
Q(α, α∗) = 1
pi
〈α|ρˆ|α〉, (2.3)
where ρˆ is the density operator for the mode 2. This distribution can be used to obtain anti-normal
ordered moments of the annihilation and creation operators by integration over the complex α plane:
〈aˆnaˆ†m〉 =
∫
d2α Qαnα∗m. (2.4)
We consider systems (such as the anharmonic oscillator) in which the evolution equation for the Q
function is of the form given in Eq. (2.1), with negative diffusion. This leads to associated stochastic
differential equations in which the stochastic variable α∗(t) is not the complex conjugate of α(t). As
an example, consider an equation in which Dαα∗ = 0. This necessarily implies negative diffusion
associated with Dαα and Dα∗α∗ . We can follow the method outlined in Appendix A to obtain a pair of
stochastic differential equations that are equivalent to our evolution equation for Q 3:
α˙ = Aα − 1
4
∂
∂α
Dαα +
√
Dααfα (2.5)
α˙∗ = A∗α − 1
4
∂
∂α∗
Dα∗α∗ +
√
Dα∗α∗fα∗ . (2.6)
It might appear that these equations are mutual complex conjugates but this is not the case as the two
Gaussian noise terms are independent and hence do not take complex conjugate values. It follows
that we cannot interpret α and α∗ as mutual complex conjugates. The situation is reminiscent of that
found with the positive P representation and we employ the same notation by writing our stochastic
variables as α(t) and α+(t) [Drummond & Gardiner]. Anti-normal ordered expectation values should
then correspond to stochastic averages of corresponding functions of α and α+, with aˆ(t) replaced by
α(t) and aˆ†(t) replaced by α+(t).
We can introduce the variables α and α+ more formally by means of the complex function
Q˜(α, α+) =
1
pi
〈0|eα+aˆρˆeαaˆ† |0〉e−α+α, (2.7)
which is a function of α and α+ but not of their complex conjugates. This reduces to the familiar Q
function (2.3) when α+ = α∗. We can convert our master equation for ρˆ into an evolution equation for
2This definition differs by a factor of pi from that used by Milburn [Milburn].
3These are obtained from the equations given in Appendix A by the choosing Cαα∗ = 0 = Cα∗α.
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Q˜ by making the substitutions
ρˆaˆ† →
(
α+ +
∂
∂α
)
Q˜
aˆ†ρˆ → α+Q˜
aˆρˆ →
(
α+
∂
∂α+
)
Q˜
ρˆaˆ → αQ˜. (2.8)
The resulting equation for Q˜ will be of the same form as that for our Q function with α∗ replaced by α+.
2.3 Anharmonic Oscillator
The anharmonic oscillator is one of the simplest analytically solvable models in quantum optics. The
Hamiltonian for this model can be written in the form
Hˆ = ω
(
aˆ†aˆ+ 1
2
)
+ µ(aˆ†aˆ)2, (2.9)
where ω is the natural angular frequency for the mode and we work with units in which ~ = 1. The term
proportional to µ is sometimes written in normal order as µaˆ†aˆ†aˆaˆ. This is the same model but with the
ω changed to ω+µ. It is convenient to remove the free evolution of the mode and this can be achieved
by working in an interaction picture rotating at angular frequency ω. The interaction picture form of the
Hamiltonian (2.9) is
HˆI = µ(aˆ
†aˆ)2. (2.10)
This Hamiltonian has been used in quantum optics as a model for the Kerr nonlinear refractive index.
Despite its simplicity, it produces a number of nonclassical effects including squeezing [Tanas & al.] and
Schro¨dinger cat states [Yurke], that is superpositions of coherent states. The accurate reproduction of
these features, especially the cat states, presents a stiff challenge to a stochastic simulation method
such as that proposed by Yuen and Tombesi [Yuen & Tombesi, Tombesi]. The fact that the model is
analytically soluble means that we can compare the results of such simulations with exact analytical
expressions. We will give an example of this comparison in the following section. In this section we
present a brief review of some of the known features of the model.
It is clear from the form of the Hamiltonian that it commutes with the number operator aˆ†aˆ. It follows
that the number of excitations (or photons) in the mode will be conserved and that the photon number
states |n〉 will be the eigenstates of our interaction Hamiltonian
HˆI |n〉 = n2µ|n〉. (2.11)
The corresponding time-evolution operator is
Uˆ(t) = exp(−iHˆI t) =
∞∑
n=0
|n〉〈n|e−in2µt (2.12)
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Figure 2.1: Phase-space
plot of the quantum Q func-
tion for initial circular Gaus-
sian contour centered on
α0 = 2: (a) ν = pi/2, (b) ν =
pi, (c) ν = 3pi/2, (d) ν = 2pi.
Taken from Ref.[Milburn]. In
the notation of [Milburn] ν =
2µt.
and it follows that the evolution of our oscillator will be periodic with period 2pi/µ. If we can expand our
initial state in terms of the number states, then we can use this result to solve for the time-evolved state
in the Schro¨dinger picture. For example, an initial coherent state |α0〉 will evolve to the state
Uˆ(t)|α0〉 = e−|α0|
2
∞∑
n=0
αn0√
n!
e−in
2µt|n〉. (2.13)
This state has a rich structure that can be seen in pictures of the associated quasi-probability distri-
butions [Milburn, Tanas & al.]. Fig.2.1 shows the distribution at different times, taking a coherent state
(α0 = 2) as initial condition. This initial state (not represented in Fig.2.1) corresponds to a circular
contour on the horizontal axis, centered in 2. For short times the initial circular contour rotates and
stretches. However as the distribution is smeared out around the origin, separate peaks form on a
fairly flat background. These peaks smear out, flatten and reemerge as the cycle proceeds, eventually
yielding two identical Gaussian peaks on opposite sides of the origin (Fig.2.1b). The state (2.13) has a
simple form at the quarter periods when it can be written as [Yurke]
Uˆ [pi/(2µ)]|α0〉 = 1− i
2
|α0〉+ 1 + i
2
| − α0〉
Uˆ [pi/µ]|α0〉 = | − α0〉
Uˆ [3pi/(2µ)]|α0〉 = 1 + i
2
|α0〉+ 1− i
2
| − α0〉. (2.14)
At one quarter and three quarters of a period is a superposition of the coherent states |α0〉 and | −α0〉,
as represented in Fig.2.1b. Such superposition states have interesting nonclassical properties and
have been called Schro¨dinger cat states.
Our stochastic treatment is designed to produce expectation values of operators for the oscillator.
These can also be calculated analytically, but this is most easily performed in the Heisenberg interaction
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picture. The time-evolved annihilation and creation operators are
aˆ(t) = Uˆ†(t)aˆUˆ(t) = e−iµte−i2µtaˆ
†aˆaˆ (2.15)
aˆ†(t) = Uˆ†(t)aˆ†Uˆ(t) = eiµtaˆ†ei2µtaˆ
†aˆ, (2.16)
where we have written the initial operators as aˆ and aˆ†. It is straightforward to use these expressions to
calculate expectation values for functions of aˆ(t) and aˆ†(t). For example, the expectation value of the
annihilation operator for the coherent state |α0〉 is
〈aˆ(t)〉 = e−iµt〈α0|e−i2µtaˆ
†aˆaˆ|α0〉 = e−iµtα0 exp
(
|α0|2(e−i2µt − 1)
)
. (2.17)
In this expression we have omitted the free-evolution in the form of a factor e−iωt. This corresponds
to working in a frame rotating at frequency ω, associated with our choice of interaction picture. All
expressions in this Chapter will be given in this frame. The expectation value of aˆ†(t) is the complex
conjugate of Eq. (2.17) and higher order moments can also be calculated without difficulty.
The evolution equation for the Q function can be written in the form [Milburn]
∂
∂t
Q = −iµ
[
∂
∂α∗
(2|α|2 − 3)α∗Q− ∂
∂α
(2|α|2 − 3)αQ + ∂
2
∂α∗2
α∗2Q− ∂
2
∂α2
α2Q
]
. (2.18)
Comparison with Eq. (2.1) reveals that this equation has negative diffusion (Dαα∗ = 0 < |Dαα| =
2|µα2|) and hence is a good candidate with which to test the ideas of Yuen and Tombesi. We should
emphasize that the partial differential Eq. (2.18) itself does not present any difficulties in spite of the
negative diffusion [Vogel & Risken (89)a]. In fact [Milburn] solves this equation, obtaining the correct
temporal dynamics of the Q function, represented for particular conditions in Fig.2.1.
2.4 Analytic stochastic treatment of the anharmonic oscilla-
tor
We can re-express the evolution of our Q function, given by Eq. (2.18) as an equivalent stochastic
process using the method outlined in Appendix A. A simple and natural choice is to set Cαα∗ = 0 =
Cα∗α so that Cαα =
√
i2µα and Cα∗α∗ =
√−i2µα∗. The evolution equation for our Q function clearly
displays negative diffusion and so we write our stochastic differential equations in terms of the variables
α and α+. For the choices described above, our equations become
α˙ = −iµ2(α+α− 1)α+ ξα (2.19)
α˙+ = iµ2(α+α− 1)α+ + ξ+α+, (2.20)
where ξ and ξ+ are complex, white Gaussian noises with the stochastic averages
〈ξ(t)ξ(t′)〉S = 2iµδ(t− t′)
〈ξ+(t)ξ+(t′)〉S = −2iµδ(t− t′)
〈ξ+(t)ξ(t′)〉S = 0. (2.21)
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We will require averages over both the stochastic noise realizations and also over the initial quasi-
probability distribution. The subscript S identifies the fact that we have carried out the stochastic av-
erage. The stochastic averages (22) do not fully determine the forms of the noise terms. It is clear,
however, that ξ+(t) cannot be the complex conjugate of ξ(t). It has been suggested that the consider-
able freedom in choosing the forms of ξ(t) and ξ+(t) can be used to suppress, although not completely
remove, stochastic sampling errors in the analogous problem in the positive P representation. The
analysis presented in this section is independent of this choice of Gaussian noise and hence the free-
dom to select the forms of ξ(t) and ξ+(t) will not address the problem uncovered.
We require the solution of Eqs. (2.19) and (2.20) with the initial conditions α(0) = β and α+(0) = β∗.
These mean that α+(0) = α∗(0) and allow us to use the initial Q0 function to perform the average over
the initial state. As already noted in Sect. 2.2, the form of the stochastic noise means that α+(t) will
not take the value (α∗(t)) in any given realization. The full quantum average will only be obtained by
performing an average over the Q0 function for the initial state. For the coherent state |α0〉 this is
Q0(β) =
1
pi
e−|β−α0|
2
. (2.22)
We denote the average obtained by integrating over β by the subscript Q0:
〈F
(
α(t), α+(t)
)
〉Q0 =
∫ ∞
−∞
d2βQ(β)F
(
α(t), α+(t)
)
.
Quantum expectation values should be obtained on performing both the stochastic average and the
average over the this Q0 function. In particular, the mean value of aˆ at time t will be
〈aˆ(t)〉 = 〈〈α(t)〉S〉Q0 . (2.23)
We have not yet given a prescription for the order, if any, in which these averages must be performed.
We will see that this question is of some importance for the solution of the stochastic differential equa-
tions.
In this section we will calculate the expectation value of the annihilation operator at time t by solving
the Eqs. (2.19) and (2.20). We start by noticing that the combination α+α satisfies the equation
d
dt
α+α = (ξ + ξ+)α+α. (2.24)
The formal solution to this equation is
α+(t)α(t) = β∗βe
∫ t
0 [ξ(t
′)+ξ+(t′)]dt′ . (2.25)
This already suggests that the stochastic simulation of this problem may run into difficulties. We expect
the average obtained from α+(t)α(t) will be 〈aˆ(t)aˆ†(t)〉, which should take the constant value |α0|2 + 1.
The solution (2.25), however, clearly shows that the stochastic noise will cause α+(t)α(t) to fluctuate
away from its initial value in a single realization of the stochastic process. The average is constant but
the corresponding variance increases in time. The presence of a complex driving force ξ + ξ+ means
that α+(t)α(t) can acquire any complex value. Nevertheless we can proceed by inserting our solution
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(2.25) into our stochastic differential equations (2.19) and (2.20). We find that the resulting equations
are linear. In particular, the equation for α(t) becomes
α˙(t) =
[
−i2µ
(
|β|2e
∫ t
0 [ξ(t
′)+ξ+(t′)]dt′ − 1
)
+ ξ(t)
]
α(t),
the solution of which is
α(t) = β exp
{∫ t
0
[
−i2µ
(
|β|2e
∫ t′
0 [ξ(t
′′)+ξ+(t′′)]dt′′ − 1
)
+ ξ(t′)
]
dt′
}
. (2.26)
Similar expressions have been given for the same model treated in the positive P representation
[Plimak & al.]. The average of this quantity should be the expectation value of aˆ(t). Let us start by
performing the stochastic average. This can be achieved most readily by expanding the outer expo-
nential in powers of |β|2
〈α(t)〉S = βei2µt〈e
∫ t
0 ξ(t
′)dt′
[
1− i2µ|β|2
∫ t
0
e
∫ t′
0 [ξ(t
′′)+ξ+(t′′)]dt′′dt′−
2µ2|β|4
∫ t
0
dt′
∫ t
0
dt′′e
∫ t′
0 [ξ(s)+ξ
+(s)]dse
∫ t′′
0 [ξ(s
′)+ξ+(s′)]ds′ + · · ·
]
〉S . (2.27)
Here we have made explicit use of the Gaussian nature of our stochastic noise in evaluating the av-
erages of exponential functions of the noise. We can evaluate the average of each term in turn. The
order zero and order one terms are
〈e
∫ t
0 ξ(t
′)dt′〉S = eiµt (2.28)
−i2µ|β|2〈
∫ t
0
dt′e
∫ t′
0 [2ξ(s)+ξ
+(s)]dse
∫ t
t′ ξ(s
′)ds′〉S = −i2µ|β|2
∫ t
0
dt′e4iµt
′
e−iµt
′
eiµ(t−t
′)
= −|β|2eiµt(e2iµt − 1). (2.29)
It is straightforward to show that the stochastic average of the term of order |β|2n is
(−1)n|β|2neiµt(e2iµt − 1)n/n!. (2.30)
It is tempting to re-sum the series in Eq. (2.27) to give
〈α(t)〉S = βei3µt exp
(
|β|2(1− ei2µt)
)
. (2.31)
Let us see the consequences of this re-summing by completing our calculation of the expectation value
of aˆ(t) with the average over β. This procedure leads to the expression
〈〈α(t)〉S〉Q0 =
1
pi
∫
d2βe−|β−α0|
2
βei3µt exp
(
|β|2(1− ei2µt)
)
.
Inspection of the integrand reveals a problem. It is clear that the integrand is unbounded (and the
integral undefined) for times t such that cos(2µt) ≤ 0. It is interesting to note that this includes the times,
pi/(2µ) and 3pi/(2µ), at which the anharmonic oscillator evolves into the Schro¨dinger cat states given
in Eqs. (2.14). The problem is that we have assumed that it is acceptable to perform the stochastic
average before performing the average over initial conditions. In fact this is not the case and we should
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perform the Q0 average first. We can see this by evaluating the average over the Q0 function before
re-summing the series in our stochastic average given in Eq. (2.27). This gives the final average value
〈〈α(t)〉Q0〉S = ei3µt
∞∑
n=0
(1− ei2µt)n
n!
∫
d2β
pi
βn+1β∗ne−|β−α0|
2
= ei3µt
∞∑
n=0
(1− ei2µt)n
n∑
l=0
(n+ 1)!
l!(l + 1)!(n− l)!α
l+1
0 α
∗l
0
= ei3µt
∞∑
l=0
|α0|2l
(l + 1)!
∞∑
n=l
(1− ei2µt)n (n+ 1)!
(n− l)!l!
= e−iµtα0 exp
(
|α0|2(e−i2µt − 1)
)
, (2.32)
which we recognize as the correct answer given in Eq. (2.17). Other moments can be obtained in the
same manner.
We can see the origin of the incorrect stochastic average given in Eq. (2.31) by considering the
form of the annihilation operator in the Heisenberg picture, Eq. (2.15), which we can also write in the
form
aˆ(t) = e3iµtaˆe−i2µtaˆ
†aˆ = e3iµtaˆ
.
.
.e(1−e
i2µt)aˆaˆ† ..
. (2.33)
where
.
.
.
.
.
. denotes antinormal ordering and we have used the antinormal ordering theorem for the
exponential of aˆ†aˆ [Barnett & Radmore]. We note that this becomes the expression (2.31) obtained by
performing the stochastic average, if we identify aˆ and aˆ† with β and β∗ respectively. We have written
Eq. (2.33) in antinormal order because the Q function gives antinormally ordered moments. If we use
this expression to calculate the expectation value of aˆ(t), for our initial coherent state, then we find
〈aˆ(t)〉 = e3iµt〈α0|aˆ
.
.
. exp
(
(1− ei2µt)aˆaˆ†
)
.
.
.|α0〉. (2.34)
We can, of course, evaluate this expectation value by putting the operator into normal ordered form
and using the fact that the coherent states are right-eigenstates of the annihilation operator. Our
aim, however, is to investigate the problems with the stochastic average associated with simulations
designed to reproduce antinormal ordered averages. We can work with the antinormal ordered form in
Eq. (2.34) by expanding the exponential as a Taylor series and inserting the identity in the form of an
integral over the coherent states |β〉 [Barnett & Radmore]:
〈aˆ(t)〉 = e3iµt〈α0|
∞∑
n=0
(1− ei2µt)n
n!
aˆn+1
∫
d2β
pi
|β〉〈β|aˆ†n|α0〉 (2.35)
= e3iµt
∞∑
n=0
(1− ei2µt)n
n!
∫
d2β
pi
β|β|2ne−|β−α0|2 . (2.36)
Clearly it would be wrong to evaluate the summation before carrying out the integral. Evaluating the
integral first corresponds, in our stochastic treatment, to averaging over initial conditions before per-
forming the stochastic average and gives the correct result.
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Figure 2.2: Time evolution of the stocha-
stic average Re〈α(t)〉S , using 50000 trajec-
tories and starting from β = 0.001 + i0.1.
The diamonds represent numerical values.
The continuous line represents the analyti-
cal result for 〈α(t)〉S . The dashed line rep-
resents 〈〈α(t)〉Q0〉S for the initial coherent
state |α0 > with α0 = 0.001 + i0.1.
It is interesting to note that there is a strong similarity between the stochastic differential equations
discussed here and those found for the anharmonic oscillator in the positive P representation. Indeed,
if we write equations for αe−iµt and α+eiµt, then we recover the equations discussed by Plimak et al
[Plimak & al.]. An important difference, however, is that the diffusion for the positive P representation
occurs with the opposite sign to that for the Q function. This means that the stochastic averages
(2.21) have opposite signs when applied to the positive P representation. We can use the methods
described in this section to obtain the expectation value of aˆ(t) in the positive P representation. The
stochastic average gives 〈α(t)〉S = βe−iµt exp
(
|β|2(e−i2µt − 1)
)
. Performing the average of this over
a δ-function positive P distribution, peaked at β = α0 = β+∗, gives the correct result (2.17). The
positive P representation is associated with operator moments in normal order and this seems to be
the reason for the well-behaved form of the stochastic averages for initial coherent states.
2.5 Stochastic simulation of the anharmonic oscillator
In this section we present results of numerical simulations [Toral & al.] of the stochastic process α(t)
given in Eq. (2.26). Our simulations were performed using two discrete Gaussian processes ηl, η+l of
the form
ηl =
∫
∆t
dt′ξ(t′) , η+l =
∫
∆t
dt′ξ+(t′) (2.37)
where t = l∆t. In this way < ηlηl′ >= 2iµ∆tδll′ and < η+l η
+
l′ >= −2iµ∆tδll′ . We note that the
relations (2.21) do not completely specify the two independent complex white noises. As recently
shown in [Plimak & al.] the degree of freedom in the choice of the noise could be used to improve the
results of the numerical simulation by choosing the stochastic processes ξ and ξ+ so as to inhibit (but
not completely suppress) the fast growth of α(t). In this Chapter, however, we have considered only
the forms ξ = √2iµφ and ξ+ = √−2iµφ+ with φ and φ+ being real white noises. Each stochastic
realization must start from a single point in phase space. For this reason, the analysis of the preceding
section leads us to conclude that diverging trajectories, exploring large values of |α| are inevitable.
These divergences are responsible for the unbounded average obtained by performing the stochastic
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Figure 2.3: Phase space plot of the
numerical average 〈α(t)〉S , the real
part of which is shown in Fig. 2.2.
The points represent numerical values
at different times. The circle represents
the analytical result for 〈α(t)〉S .
average before the average over the initial Q distribution. Each of our simulations starts with at a point
α(0) = α+∗(0) = β. Naturally, the average over the initial Q distribution requires stochastic realizations
for a range of values of β, weighted by the distribution (2.22). Consideration of a single value of β,
however, suffices to illustrate the divergences associated with individual trajectories. We observe, in
each case, a divergence after some time. We can see the origin of these divergences in the Eqs. (2.19)
and (2.20); the complex variables α and α+ are not constrained to be complex conjugate quantities
and so, in any given realization, the combination α+α can acquire an imaginary part. This leads to
exponential growth of α or α+. The time at which this divergence appears varies between realizations
and also depends on the initial conditions. In particular, the divergence appears earlier for larger values
of |β|2. This is because of the exponential dependence of α(t) on |β|2 as seen in Eq. (2.26).
If we select a sufficiently small value of β and perform an average over a large number of trajectories
then we find a result that is, for short times, in good agreement with the analytical average Eq. (2.31).
In Fig. 2.2 we have plotted the time evolution of Re〈α(t)〉S , obtained by considering 50000 trajectories,
starting from the initial condition β = 0.001 + i0.1 (diamonds line). For comparison the analytical
expression for the stochastic average is represented by a continuous line. At very short times, we
observe a near perfect agreement between the numerical results and the analytical expression. At
longer times, this agreement is lost because of the divergence induced by the independent stochastic
noises.
The trajectories start from a single point in phase space. This corresponds to selecting, in each
simulation, a δ function phase-space probability distribution. Such a narrow distribution for the Q0 dis-
tribution does not correspond to any physically allowed state [Gardiner & Zoller]. Indeed, the evolution
obtained from the Fokker-Planck equation for such an initial condition is highly singular. It is this be-
havior that is reflected in the divergent numerical simulations. Fig. 2.3 depicts the numerically obtained
value of 〈α(t)〉S . We see that this average explores an extended region of the complex plane. The
analytical average, Eq. (2.31), is represented by the small circle.
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The relationship between the time at which trajectories diverge and the initial condition (β) means
that an ensemble of trajectories starting from a range of different initial conditions will rapidly produce
divergences. For this reason the analytical result (2.17) cannot be reproduced numerically in any
straightforward manner.
2.6 Conclusion and outlook
In conclusion in this Chapter we have considered a proposal of [Yuen & Tombesi] to give a stochastic
representation of a Fokker-Planck equation with negative diffusion for the Q distribution. We have
shown that the correct analytical moments for an anharmonic oscillator (associated with a nonlinear
χ(3) process) can be obtained from the stochastic differential equations. These results, however, are
highly sensitive to the order in which averages over the stochastic realizations and over the distribution
of the initial conditions are performed. It is clear that more sophisticated techniques are required for
stochastic simulation of the problem. Recent work suggests that the effects of divergences can be
significantly suppressed but not yet eliminated [Plimak & al., Carusotto & al.].
The system studied in this Chapter is highly idealized. We could include the effects of loss and
expect that these will improve the stability of the numerical results. Such an improvement has been
noted in studies of the positive P [Gilchrist & al.]. It is possible, that there are other interesting systems
that are less sensitive to the noise and for these, stochastic simulations using the Yuen-Tombesi method
may prove to be a useful technique. Possible systems for study in quantum optics include the OPO
and SHG, that can be successfully studied with this approach. In these systems the diffusion matrix in
the equation for Q is negative for values of the pump mode twice above its threshold value. For input
intensities not close to twice the threshold value this method can be used. The Q representation in
pattern forming intracavity SHG is used in Ref.[Bache & al.]. The use of the Q representation in a type
I OPO is further discussed in Ch.4.
Chapter 3
Vectorial Kerr resonator: Quantum
fluctuations above threshold
In this Chapter we consider an optical cavity filled with a Kerr medium, pumped by a laser field (Kerr
resonator). The basic nonlinear process in this device is the same cubic nonlinearity characterizing the
anharmonic oscillator studied in the previous Chapter. However, the anharmonic oscillator is a crude
approximation for the interaction between one mode of the field and a Kerr medium. In this chapter we
consider a more realistic continuous model for the description of the light properties in a Kerr resonator.
This is a Kerr vectorial model [Hoyuelos & al. (98)] in which the vectorial character of the field, i.e. the
polarization state, is explicitly considered.
In Sect.3.1-3.2 we introduce the model and the corresponding temporal evolution of the Wigner dis-
tribution. We discuss under which conditions and in which approximations the dynamics of the Wigner
distribution can be described in terms of partial stochastic differential equations. We propose two ap-
proximations, one consisting in a linearization around the pattern solution (Sect.3.2.1) and the other
one obtained dropping the third order derivatives in the equation for the W functional (Sect.3.2.2). The
equations presented in Sect.3.2.2 are used only to give a qualitative picture of the evolution of the total
fields. Calculations of the quantum properties are performed using the linear equations (Sect.3.2.1).
The classical features of this system have been studied by [Geddes & al., Hoyuelos & al. (98)] and are
reviewed in Sect.3.3, where we calculate the classical stationary solutions, that constitute the reference
state about which linearization is performed. We study the intracavity dynamics of the fluctuations and
their spatial features in Sect.3.4. In Sect.3.5 we provide a dynamical description of the fluctuations
at the output of the cavity. These output fluctuations are used to study the quantum correlations in
Sect.3.6.
The analysis presented in this Chapter takes into account the whole set of transverse cavity modes
in the field operators. This is the first analysis with a continuous model of quantum correlations
between transversal spatial modes of the field, in a pattern above threshold. As mentioned in
Sect.1.4, previous studies in situations above threshold were based on three-mode approximations
56 Vectorial Kerr resonator
[Lugiato & Castelli, Lugiato & Grynberg, Castelli & Lugiato, Hoyuelos & al. (99)].
3.1 Phase space description
In this Section we describe the vectorial Kerr resonator in the quantum formalism: following the theo-
retical procedure presented in Ch.1, we obtain from the Master equation the equation for the Wigner
(W ) quasi-probability distribution.
We consider a one-directional ring cavity (see Fig.1.8 in Ch.1) with four flat mirrors, one of which
has a high, but finite reflectivity, and the others are fully reflecting. Inside the cavity is placed a sample
of an isotropic Kerr medium, characterized by a third order susceptibility tensor χ(3)ijkl. The cavity is
driven by a coherent, plane-wave, monochromatic and stationary field, with a uniform distribution in the
transverse plane and frequency ω0. The input field is linearly polarized, for definiteness along the x
direction. The relations between linear (Ex, Ey) and circular (E+, E−) polarizations are
E+ =
Ex + iEy√
2
, E− =
Ex − iEy√
2
(3.1)
In our case, the circularly polarized components of the pump are equal: E0+ = E0− = E0.
We assume the slowly varying envelope and paraxial approximations, and the cavity mean field
limit, that allows to neglect the dependence of the field on the longitudinal coordinate z along the sample
(see Sect.1.3.1). Under these conditions only one longitudinal cavity mode is relevant, precisely the
one corresponding to the longitudinal cavity resonance ωc closest to ω0. We denote by Aˆ+(~x, t) and
Aˆ−(~x, t) the intracavity field envelope operators corresponding to the right and left circularly polarized
components. These operators depend on the transverse space coordinate ~x = (x, y) and time t, and
obey the standard equal-time commutation relations introduced in Sect.1.4:[
Aˆi(~x, t), Aˆ
†
j(~x
′, t)
]
= δijδ(~x− ~x′) , (3.2)
where the indexes i, j stand for +,−. By adopting a picture in which the fast oscillation at the carrier
frequency ω0 is eliminated, the reversible part of the dynamics of the intracavity field is described by
the following Hamiltonian [Hoyuelos & al. (99)], that represents a generalization to the vectorial case of
the one introduced in [Lugiato & Castelli] for a scalar Kerr medium:
Hˆ = Hˆ0 + Hˆext + Hˆint . (3.3)
Hˆ0 describes the free propagation of the intracavity field in the paraxial approximation:
Hˆ0 = ~K
∫
d2~x[Aˆ†+(~x)(ηθ − a∇2)Aˆ+(~x) + Aˆ†−(~x)(ηθ − a∇2)Aˆ−(~x)] , (3.4)
where K = cT/(2L) is the cavity linewidth, with c being the speed of light, T the transmittivity coefficient
of the input/output mirror and L the total cavity length; ηθ is the cavity detuning parameter; η is the sign
of the Kerr nonlinearity (η = 1 for the self-focusing case and η = −1 for the self-defocusing case);
∇2 is the two dimensional transverse Laplacian that models the effect of diffraction in the paraxial
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approximation; the parameter a has the dimension of an area, so that lD =
√
a ≈ √Lλ/(2piT ), with λ
being the wavelength, defines the length scale for transverse pattern formation.
Hˆext models the coherent pumping by a classical plane-wave driving field of amplitude E0:
Hˆext = i~KE0
∫
d2~x[Aˆ†+(~x)− Aˆ+(~x) + Aˆ†−(~x)− Aˆ−(~x)] , (3.5)
where, without any loss of generality, E0 has been taken real.
Hˆint is the interaction Hamiltonian that describes the coupling due to the Kerr nonlinearity:
Hˆint = −η~Kg
∫
d2~x
{α
2
[
Aˆ†2+ (~x)Aˆ
2
+(~x) + Aˆ
†2
− (~x)A
2−(~x)
]
+ β
[
Aˆ†+(~x)Aˆ
†
−(~x)Aˆ+(~x)Aˆ−(~x)
]}
where the coupling constant g is related to the element χ(3)1111 of the susceptibility tensor. Constants
α and β are also related to the susceptibility tensor components [Boyd]. For an isotropic medium
they satisfy α + β = 2. We will use typical values for a liquid Kerr medium: α = 1/4 and β = 7/4
[Geddes & al., Hoyuelos & al. (98)].
We apply the quantum classical correspondence
ρˆAˆ†±(~x) ⇐⇒
(
α∗±(~x) +
1− s
2
δ
δα±(~x)
)
Ws(α+, α
∗
+, α−, α∗−)
Aˆ†±(~x)ρˆ ⇐⇒
(
α∗±(~x)− 1 + s
2
δ
δα±(~x)
)
Ws(α+, α
∗
+, α−, α∗−)
ρˆAˆ±(~x) ⇐⇒
(
α±(~x)− 1 + s
2
δ
δα∗±(~x)
)
Ws(α+, α
∗
+, α−, α∗−)
Aˆ±(~x)ρˆ ⇐⇒
(
α±(~x) +
1− s
2
δ
δα∗±(~x)
)
Ws(α+, α
∗
+, α−, α∗−) . (3.6)
to the Maser equation (1.14) introduced in Ch.1, obtaining the evolution equation for any quasiproba-
bility distributions:
∂Ws(∗)
∂t
=
∫
d2~xK
− 4∑
i=1
(
δ
δzi(~x)
Qi
)
+
1
2
∫
d2~x′
4∑
i,j=1
δ2
δzi(~x)δzj(~x′)
Dij(~x, ~x
′)
+
1
6
∫
d2~x′
∫
d2~x′′
4∑
i,j,l=1
δ3
δzi(~x)δzj(~x′)δzl(~x′′)
Tijl(~x, ~x
′, ~x′′)
Ws(∗), (3.7)
where (z1, z2, z3, z4) = (α+, α∗+, α−, α∗−), and Ws(∗) = Ws(z1, z2, z3, z4). The dependence on space
and time of variables zi is omitted to simplify the notation. The drift (Qi), diffusion (Dij) and third order
derivative (Tijl) terms are given in Appendix C.1.
Eq.(3.7) is not a bona-fide Fokker-Planck equation (FPE) for a probability distribution: in the Wigner
representation (s = 0) third order derivatives appear, and in the P (s = +1) and Q (s = −1) represen-
tation the diffusion is negative. So, generally, the solution of Eq.(3.7) is not positive definite. Moreover,
these peculiarities are actually at the origin of the most interesting quantum effects, being associated
with negative values of the quasiprobabilities. For a well defined FPE there is an equivalent stochastic
representation in terms of trajectories of a classical Langevin process [Gardiner]. The Langevin equa-
tions equivalent to the FPE are a powerful numerical instrument. As mentioned in Ch.1.2.3.b.1, a com-
monly used approach, to circumvent difficulties when quasiprobabilities do not obey a FPE, consists in
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the use of the P+ distribution [Drummond & al. (81)], considering a doubled phase space: increasing
the number of variables of the problem it is possible to avoid negativity of the diffusion, obtaining a FPE
in the doubled phase space. However the problem of the solution of functional equations, in presence
of nonlinear coupling between modes, is still open: in fact also the P+ distribution give divergence
problems in the stochastic trajectories associated with the FPE in the doubled space [Gilchrist & al.]. In
the previous Chapter we have seen similar problems extending the Q distribution to a doubled phase
space. Moreover, doubling phase space techniques have the disadvantage to increase the number of
equations to integrate. This is an important problem in the analysis of spatial dependent systems, that
require huge integration times for numerical simulations.
In the next Section we discuss the possibilities to give a stochastic description of the Kerr resonator,
based on the Wigner representation.
3.2 Stochastic description
Equation (3.7) is of little practical use, both from an analytical and computational point of view. In order
to obtain a more useful equation we have to introduce some approximation (see Sect.1.2.3.b). In the
Sect.3.2.1 we outline the linearization procedure, leading to a set of linear Langevin equations for the
fields fluctuations. This is a good approximation in presence of stable reference states.
In Sect.3.2.2 another approximated set of non linear Langevin equations for the total fields is pre-
sented. The validity of this kind of approximation is a topic under investigation. It is known that the
evaluation of higher order moments in this model is not always correct [Drummond & Kinsler, Kinsler].
For this reason this nonlinear Langevin equations will be used only in order to have a qualitative picture
of the behavior of the pattern in presence of noise.
3.2.1 Linear Langevin equations
In this Section we will be interested in describing the dynamics of small quantum fluctuations around
some classical mean value. This linearization procedure is independent of the particular type of aver-
age solution around which we are linearizing. Therefore we outline the procedure assuming to have an
inhomogeneous reference state that is stable, so that fluctuations around this solution are small.
Rather than deriving this dynamics from the inverse system size expansion of Eq.(3.7), we will use
an equivalent procedure, which amounts to expanding the master equation (1.14) in a power series of
fluctuation operators. For this purpose we separate the field operators into two parts,
Aˆ±(~x, t) = F±(~x) + δAˆ±(~x, t) , (3.8)
where F±(~x) are c-number fields, representing macroscopic, classical stationary fields, and δAˆ±(~x, t)
are fluctuation operators. Next, we expand both the Hamiltonian (3.3) and the Liouvillian operator (1.15)
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in power series of the fluctuation operators δAˆ±(~x, t):
Hˆ = Hˆ(0) + Hˆ(1) + Hˆ(2) + . . . (3.9)
Λ = Λ(0) + Λ(1) + Λ(2) (3.10)
The zero-order terms Hˆ(0),Λ(0) do not give any contribution to the dynamics; the first-order contri-
butions give rise in the master equation to terms that vanish identically when the c-number fields
F±(~x) are taken as the steady-state solution of the classical time evolution equations [Geddes & al.,
Hoyuelos & al. (98)]
0 = −(1 + iηθ)F± + ia∇2F± + E0 + iηg[α|F±|2 + β|F∓|2]F± . (3.11)
The second-order term of the Hamiltonian is explicitly given by:
Hˆ
(2)
0 = ~K
∫
d2~x
∑
i=+,−
δAˆ†i (~x)(ηθ − a∇2)δAˆi(~x)
Hˆ
(2)
ext = 0
Hˆ
(2)
int = −η~Kg
∫
d2~x
α
2
∑
i=+,−
[
δAˆ2i (~x)F
∗
i
2
(~x) + δAˆ†2i (~x)F
2
i (~x) + 4|Fi(~x)|2δAˆ†i (~x)δAˆi(~x)
]
+β
[
F+(~x)F−(~x)δAˆ†+(~x)δAˆ
†
−(~x) + F+(~x)F
∗−(~x)δAˆ†+(~x)δAˆ−(~x) + h.c.
]
+β
[
|F+(~x)|2δAˆ†−(~x)δAˆ−(~x) + |F−(~x)|2δAˆ†+(~x)δAˆ+(~x)
]
.
Higher order terms in the Hamiltonian are neglected, on the basis of a small quantum noise approx-
imation, which is valid for a macroscopic system, i.e. for large saturation photon number ns, not too
close to critical points. The expression for the Liouvillian Λ(2) is obtained by simply replacing Aˆ±(~x) by
δAˆ±(~x) in (1.15).
Next we apply to the approximated Master equation the correspondence relations (3.6), with the
field operators replaced by the fluctuations operators. In the Wigner representation we obtain the
following Fokker-Planck equation:
∂W0(z1, z2, z3, z4)
∂t
=
∫
d2~x
[
−
4∑
i=1
(
δ
δzi(~x)
Qi
)
(3.12)
+
1
2
∫
d2~x′
4∑
i,j=1
δ2
δzi(~x)δzj(~x′)
Dij(~x, ~x
′)
W0(z1, z2, z3, z4),
where now (z1, z2, z3, z4) = (∆α+,∆α∗+,∆α−,∆α∗−) are the c-number fields corresponding to the
fluctuation operators. The drift and diffusion terms are given in Appendix C.2.
As mentioned in Ch.1, for a quadratic Hamiltonian, the diffusion matrix of the Fokker-Planck equa-
tion in the Wigner representation is positive definite. This condition is not necessarily fulfilled in other
representations. A positive definite diffusion matrix allows us to interpret ∆α+ and ∆α− as classical
stochastic processes, described by a set of Langevin equations [Gardiner], equivalent to (3.12), that
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are given by:
∂∆α±(~x, t)
∂t
=
{
−(1 + iηθ) + i∇2 + iη[2α|F±(~x)|2 + β|F∓(~x)|2]
}
∆α±(~x, t) + (3.13)
iη
[
αF 2±(~x)∆α∗±(~x, t) + βF±(~x)F ∗∓(~x)∆α∓(~x, t) + βF±(~x)F∓(~x)∆α∗∓(~x, t)
]
+
√
2∆αin± (~x, t) .
where, in order to simplify the notation, we have introduced the scaled variables:
x˜ = x/
√
a,
t˜ = Kt,
E˜0 =
√
gE0,
∆˜αj =
√
a∆αj ,
F˜± =
√
gF± (3.14)
and omitted the tildes.
The stochastic terms ∆αin± (~x, t) can be interpreted as quantum fluctuations entering the cavity
through the coupling mirror [Reynaud & al. (92)], and are described by Gaussian white noise, with zero
average and correlations given by:
〈∆αini (~x, t) ∆α∗ inj (~x′, t′)〉 = 12δijδ(~x− ~x
′)δ(t− t′) ,
〈∆αini (~x, t) ∆αinj (~x′, t′)〉 = 0 , (3.15)
where the subindices i, j stand for the circularly polarized components +,−.
These equations will be used to calculate fluctuations correlations, while in order to visualize the
full fields dynamics, in the next section, we propose a set of nonlinear Langevin equations in a different
approximation.
3.2.2 Nonlinear Langevin equations
In our model the parameter g−1 plays the role of a scaling factor for the photon number; precisely
ns = ag
−1 represents the intracavity saturation photon number on the characteristic area a in the
transverse plane, and typically is a very large number. By reformulating Eq. (3.7) in terms of scaled
fields, zi → √gzi it is readily seen that the second order derivative terms scale as g, while the third
order derivative terms scale as g2. In the case of the Wigner representation it is possible to neglect
the third order derivatives, resulting in a Fokker-Planck equation which has a positive definite diffusion
matrix [Drummond (86)]. The drift Q1, in terms of the scaled fields, takes the form Q1 = [−(1 + iηθ) +
igη(α+β/2)(s−1) + ia∇2]z1 +Eo+ iη[αz1z2 +βz3z4]z1 where the term igη(α+β/2)(s−1) is of higher
order in g and can be neglected. Proceeding in a similar way for all the drift terms, the equivalent set
of Langevin equations finally read:
∂α±
∂t
= −(1 + iηθ)α± + i∇2α± + E0 + iη[α|α±|2 + β|α∓|2]α± +
√
2ξ±(~x, t), (3.16)
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where we have used the space and time scaling introduced in the previous section and for the total
fields:
α˜j =
√
gαj . (3.17)
Here ξ±(~x, t) are complex Gaussian random variables of zero mean and variance given by:
〈ξi(~x, t)ξ∗j (~x′, t′)〉 = 12ns δijδ(~x− ~x
′)δ(t− t′) , (3.18)
〈ξi(~x, t)ξj(~x′, t′)〉 = 0 (3.19)
By letting ns → ∞, and hence dropping the stochastic noise terms ξi, one recovers the classical
time evolution equations of the model [Geddes & al., Hoyuelos & al. (98)], for the macroscopic fields
E±(~x, t):
∂E±
∂t
= −(1 + iηθ)E± + i∇2E± + E0 + iη[α|E±|2 + β|E∓|2]E± . (3.20)
Equations (3.16) can be as well interpreted as the classical nonlinear equations of the model, with
a Gaussian noise term added. The derivation of these equations from a quantum model adds to this
picture a precise value of the strength of the Gaussian noise, and allows us for interpreting it as vacuum
fluctuations entering the input/output cavity mirror. However, we have already mentioned that there are
important limitations to this kind of approach, known as “stochastic electrodynamics”.
3.3 Stationary pattern
In this Section we review the process of pattern formation in a Kerr cavity, described by the classical
equations (3.20). In particular we refer to the papers of [Geddes & al., Hoyuelos & al. (98)] in which
this system is considered including the polarization degree of freedom. In self-defocusing (η = −1)
scalar models there are not stable patterns. For this reason initial investigations focused on the self-
focusing case (η = 1), in which stripes (one transverse dimension) or stable hexagons patterns (two
transverse dimensions) are predicted [Scroggie & al.]. However including the polarization degree of
freedom (vectorial Kerr model) a polarization instability is predicted, producing patterns also in the
self-defocusing case. Let us consider Eq.(3.20): we observe that for an input field x-polarized the
equations are symmetric in the polarization field components. If we look for homogeneous stationary
solutions of the classical equations (3.20), we can find symmetric solutions, such that
Est+ = E
st− , (3.21)
but also asymmetric solutions, such that
Est+ 6= Est− . (3.22)
In the first case the solution has the same x-polarization of the pump so that a scalar model would
be enough, while in the second case there is a finite intensity also in the polarization component not
excited by the pump, so that the interaction with the medium changes the polarization of the field.
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Figure 3.1: Symmetric (central
line) and asymmetric homoge-
neous solutions (upper an lower
lines) for η = −1, θ = 1, α =
1
4
, β = 7
4
. The stable solution is
represented by a continuous line
and the unstable one by a dotted
line. The intersection point corre-
sponds to the threshold (3.24).
The homogeneous stationary symmetric solution is given by:
Est+ = E
st− = Est |E0|2 = |Est|2[1 + (2|Est|2 − θ)2] . (3.23)
This relation implies bistability, for values of θ >
√
3: for some input intensities there are 2 stable values
for the output intensity. In this work we consider θ <
√
3.
On the other hand an homogeneous stationary asymmetric solution, breaking the symmetry + ↔
−, appears for an input intensity |E0|2 such that the intensity of the symmetric solution is larger than
I
′′
s =
θ(B − 2) +
√
θ2B2 + 4(B − 1)
4(B − 1) . (3.24)
where the correspondence with the notation used in [Geddes & al., Hoyuelos & al. (98)] is α = A
and β = A + B. In this range of values of |E0|2 the solution (3.23) is unstable under asymmetric
perturbations, and the stable output is elliptically polarized.
In Fig.3.1 the homogeneous stationary symmetric and asymmetric solutions are plotted as function
of the input intensity: the continuous lines represent the stable solutions and the dotted line the unstable
one -with respect to homogeneous perturbations-. We can observe how the symmetric solution stable
for low pump is destabilized by an asymmetric solution (Est+ 6= Est− ), above the threshold given by
Eq.(3.24).
Eq.(3.23) gives the symmetric homogeneous stationary solutions of the equations (3.20), cor-
responding to plane-wave solutions for the total field. The next step is to consider if such solu-
tions are stable under spatially modulated perturbations. In the self-defocusing case η = −1, the
steady state (3.23) becomes unstable when the pump intensity is increased to a value such that
|Est|2 > |Estc |2 = 1/(β − α) = 2/3 [Geddes & al., Hoyuelos & al. (98)]. For an x-polarized pump field,
and immediately above this instability threshold, a y-polarized stripe pattern emerges, characterized by
the critical transverse wave-vector
kc =
√
θ − α/(1− α) , (3.25)
while the x-component remains basically homogeneous. Increasing the pump, on top of the
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Figure 3.2: Marginal stability
curve for η = −1, θ = 1, α =
1
4
, β = 7
4
, with respect to per-
turbations at k. Is+ = |Es+|2.
The horizontal dotted line corre-
sponds to I ′′s .
homogeneous part, the x-polarized component of the stationary
solution shows very small amplitude stripes with wavevector 2kc
[Hoyuelos & al. (98)]. This is usually called a polarization pattern
since it emerges as a consequence of a polarization instability. In
Fig. (3.2) we show the range of values of Is+ = |Es+|2 for which
a pattern appears, destabilizing the symmetric solution (Is+ < I ′′s )
or the asymmetric solution (Is+ > I ′′s ). In this work we will consider
an input intensity immediately above the pattern formation threshold,
corresponding to the lowest region of the ”island” plotted in Fig. (3.2).
The classical fields F±(~x) describing these stripe patterns can
be obtained by numerical integration of the dynamical equations
(3.20). The numerical scheme used here is described in detail by
[Montagne & al.]. The method is pseudo-spectral and second-order
accurate in time, and is similar to the so-called two-step method. Lat-
tices of size 128 × 128 were used with ∆x = 0.6012 and dt = 0.05.
The orientation of the stripes is selected by the initial condition. We
choose an initial condition that favors the formation of vertical stripes. In Fig. (3.3) we show the sta-
tionary solution, in the x and y polarization components, where
F± =
Fx ± iFy√
2
. (3.26)
On the left column we plot the near field, and in the right one the far field intensities, corresponding
to the Fourier transforms of the near field. In Fy a modulation at kx ∼ kc around the zero homogeneous
Figure 3.3: Real parts of the x and y
components of the stationary solution,
for E0 = 0.919, θ = 1. On the left are
represented the near fields and n the
right the far fields.
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solution appears; while in Fx dominates the homogeneous component with a small modulation at
kx ∼ 2kc, due to the nonlinear coupling between x and y components. The predominance of the
mode Fx(~0) is evident looking at the far field: the peaks |Fx(±2kc, 0)|2 are negligible in comparison
with Fx(~0). These fields obtained numerically enter as space-dependent coefficients in the linearized
Langevin equations (3.13), that are studied in the next Chapter.
3.4 Fluctuations inside the cavity
In this Section we present the numerical results of the simulation of Eq.(3.13). These Langevin equa-
tions describe the linearized fluctuations dynamics around a fixed stationary solution, that, in the pa-
rameter regime we are considering, is an inhomogeneous solution, in form of a stripe pattern. Fluctua-
tions are calculated from these stochastic equations, which are numerically integrated using a pseudo-
spectral method in Fourier space with periodic boundary conditions. The method is first order accurate
in time so that with respect to the case of the deterministic equations, we decrease the time steps to
dt = 0.005. The Gaussian stochastic process ∆αini , representing the input fluctuations is obtained
using the random number generator proposed in [Toral & al.].
Figure 3.4: Fluctuations in the Near field and in the Far Field, with same
parameters of Fig. (3.3)
A main qualitative aspect of
the fluctuations calculated nu-
merically in this way can be
observed in Fig.3.4. In a
single stochastic realization of
equations (3.13), the fluctuations
of the x-polarized field compo-
nent appear homogeneously dis-
tributed in space; this follows
from the spatial homogeneity of
the x-polarized component of
the stationary classical solution.
However, fluctuations in the y-
polarized component tend to be
distributed in space with a stripe
structure, similar to that of the
corresponding steady-state solu-
tion, but shifted to the left or to
the right by a quarter-period, as
shown in Fig. 3.5.
The spatial structure of the
field fluctuations can be under-
stood in terms of a Goldstone mode [Foster] as we explain in the following. Very generally, consider a
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Figure 3.5: Upper plots: distribution in the transverse plane of the real part of the y-polarized fluctuations
for two different realizations in a stationary regime (Kt ∼ 104). For these two realizations the patterns of
fluctuations are shifted half of the wavelength one with respect to the other. Bottom plots: The solid line
shows the cross-section of the real part of the scaled y-polarized fluctuations at y = 10. For comparison,
the dotted line shows the real part of the scaled y-polarized stationary solution. We note that, as explained
in the text the scaling of the stationary solution and the fluctuations is different. The transverse system size is
in scaled units L = 128 × ∆x where the integration discretization is ∆x = 0.6012. We have taken θ = 1,
E0 = 0.919 = 1.07E
c
0
set of fields ψi(~x, t) which obey dynamical equations of the form
∂ψi(~x, t)
∂t
= Fi(∇, ψ1, ..., ψN ), (3.27)
where Fi is a general functional of ∇ and the fields ψi(~x, t), and such that they admit a stationary
configuration ψ0i (~x). The linear analysis of fluctuations around this stationary configuration is made by
calculating the eigenvalues of the matrix operator
Mlj =
[
δFl
δψj
]
ψi=ψ0i
. (3.28)
If the system is translationally invariant, ψ0i (~x + ~x0) is also a stationary configuration for any fixed
~x0. From this condition, and in a system with spatial dimensionality D, it follows immediately that the
D independent components of the vector ∇ψ0i (~x) are eigenfunctions of M with zero eigenvalue. For
example, in D = 2 these two eigenfunctions are (∂xψ01 , ..., ∂xψ0N ) and (∂yψ01 , ..., ∂yψ0N ). These neutrally
stable modes of the linearized dynamics are the Goldstone modes. When noise is present, fluctuations
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Figure 3.6: Fluctuations
(y-polarized component) in
a 1D system. Horizontal
axis: transverse spatial co-
ordinate; vertical axis: time.
As time goes on a jump of
half a period takes place in
the position of the fluctuat-
ing stripes in the left side
of the figure, as evidenced
by the white frames. Pa-
rameters are: E0 = 0.919,
θ = 1. The integration
time is Kt = 300 (60000
integration time steps) and
the transverse system size
is L = 256×∆x.
around a stable stationary solution are damped, but Goldstone modes are excited without cost and
they dominate the spatial structure of the fluctuations. For a stripe pattern the Goldstone mode is
given by the spatial gradient of the stripe pattern. This is another stripe pattern shifted in space by
a quarter of the spatial period. The Goldstone mode is associated with rigid spatial displacements
of the stationary pattern in the direction perpendicular to the stripes. Such rigid displacements are
generated by fluctuations that change the value of ~x0, that is, homogeneous fluctuations in a global
and arbitrary phase of the stripe pattern. The spatial structure of the fluctuations observed in Fig.3.5
reflects a maximum of fluctuations corresponding to the Goldstone mode.
The stripe pattern of the fluctuations is shifted with respect to the underlying steady-state stripe
pattern a quarter of the spatial period either to the right or to the left. Over large time scales, fluctuations
in a region of the plane can in principle make a half-period spontaneous jump between those two
configurations. This implies a spontaneous change in the direction of displacement of the steady-state
pattern, to which fluctuations are associated. We have visualized this effect in a one dimensional (1D)
system, described by the same dynamics. The 1D stationary pattern shows a regular modulation along
the spatial coordinate, similar to a section of the two dimensional pattern perpendicular to the direction
of the stripes. Again, the spatial structure of the fluctuations reflects the corresponding Goldstone
mode with right or left displacements of the stationary pattern. We have plotted the time evolution of
the spatial distribution of fluctuations in Fig.3.6. In this figure the two white frames evidence a portion
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Figure 3.7: Spatiotemporal evolution
of the real part of the y polarized com-
ponent of the field, using the nonlin-
ear Langevin equations (3.16) in a 1D
system. Horizontal axis: spatial trans-
verse coordinate; vertical axis: time.
We show 2000 snapshots of the trans-
verse field distribution, taken every
400 time units (80000 integration time
steps), in a lattice of 128 points. The
stripe on the bottom shows the time
averaged pattern. The noise strength
(2ns)
−1/2 is 0.02, and the other pa-
rameters are as in Fig.3.5.
of the transverse section of the beam where, as time goes on, a phase jump takes place.
The random rigid motion of the stripe pattern in the 1D case can be shown explicitly by displaying
the entire field instead of the fluctuations of the field. This can be obtained by numerically integrating
the full nonlinear Langevin equations (3.16) for the field. Figure 3.7 shows a stochastic realization, from
which it can be clearly seen that the location of the maxima and minima of the pattern move in space as
time goes on. This is precisely the diffusive motion of the roll pattern predicted in [Lugiato & Grynberg].
The stripe on the bottom of Fig.3.7 shows the time average of the pattern, which confirms that the roll
pattern is washed out by this motion, if the average is made over time intervals large with respect to
the diffusion time. Fig.3.7 confirms also that the fluctuations associated with the Goldstone mode, and
leading to rigid spatial displacements to the left and to the right randomly, are undamped. Being more
precise, the motion of the patterns is not strictly rigid. The reason for this is that in a large continuous
system there are long wavelength and weakly damped modes, connected with the Goldstone mode,
that are easily excited by noise (soft modes) [Foster]. These continuous band of modes do not come
into play when a continuous system is described in an approximation consisting of a few discrete
modes. These soft modes are responsible of the local deformations of the fluctuating pattern. They
are also known to destroy long range order in 1D systems in the limit of systems of infinite size [Ma].
An example of this decaying correlations in a prototype model (Swift-Hohenberg equations) of pattern
formation is discussed in [Vin˜als & al.]. Our numerical simulations are made for rather large optical
systems. Still they are far from the limit of infinite size considered from a Statistical Physics point of
view. In order to see how long range order is destroyed, we need to consider a system with a size L
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much larger than the correlation length l. To visualize this effect we show in Fig. 3.8 the result of a
simulation for a system which is 64 times larger than the one of Fig.3.7. One observes domains of the
system with a size given by the correlation length, l  L, in which the pattern drifts as a whole in a
given direction, as it was the case in Fig.3.7. However, the pattern moves locally in different directions
giving a local drifting in opposite directions for different regions of the system. The pattern is essentially
coherent in domains of the size of l, but there is no long range order in the system as a whole.
Figure 3.8: Spatiotemporal evolution of the real part of the y polarized component of the field, in a large 1D
system. The total system size is L = 8192 ×∆x and the total integration time is 10000. Only one seventh of
the total system is shown here. The correlation length of the pattern l is indicated. Other parameters are as in
Fig.3.7.
In 2D, and for relatively small systems, we observe stripes that can be understood as a set of
strongly coupled 1D patterns. A zero wavenumber in the direction of the stripes is strongly dominant.
The field fluctuations are still governed and patterned by the Goldstone mode as shown in Fig.3.5.
However, phase jumps as the one described in Fig.3.6 are very unlikely during finite observations
times. In addition, the soft modes associated with the Goldstone mode are known not to destroy long
range order in spatial dimensions larger than 2. When excited by noise they soften the order parameter,
but while long range order is completely lost in d = 1, d = 2 is the critical dimension with a logarithmic
divergence such that the periodicity is not totally lost [Ma].
3.5 Fields outside the cavity
In this Section we use the standard input/output formalism for optical cavities introduced in Sect.1.2.2
[Collett & Gardiner] in order to obtain the behavior of the fields outside the cavity, given the fields
inside the cavity. The intracavity fields, in the small fluctuations limit, result adding the stationary fields
(Sect.3.3) and the fluctuations (Sect.3.4).
In the case of a one port cavity, the field immediately outside the cavity coupling mirror Aˆout± is
linked to the intracavity field, and to the reflected input field Aˆin± by:
Aˆout± (~x, t) =
√
2Aˆ±(~x, t)− Aˆin± (~x, t) , (3.29)
where scaling (see relations (3.14)) is such that 〈Aˆout †± Aˆout± 〉 (〈Aˆin †± Aˆin± 〉) represents the average num-
ber of photons crossing an area a in a time K−1. Notice that the mean value of the input field is
related to the pump amplitude introduced in (3.5) by 〈Aˆin± 〉 = E0/
√
2. Hence, taking the mean value of
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Eq.(3.29) we have
F out± (~x, t) =
√
2F±(~x, t)− E0/
√
2 . (3.30)
The same input-output relation (3.29) holds for the field fluctuation operators δAˆ±.
In the quasiclassical description of quantum fluctuations [Reynaud & al. (92)], also c-number fluc-
tuations ∆α±(~x, t) in the Wigner representation have similar input/output relations:
∆αout± (~x, t) =
√
2∆α±(~x, t)−∆αin± (~x, t) , (3.31)
where now ∆αin± (~x, t) are Gaussian stochastic processes that represent input vacuum fluctuations,
and have correlations given by (3.15).
Intracavity fluctuations ∆α±(~x, t) can be simulated by means of numerical integration of Eqs. (3.13).
The problem arises with the input term ∆αini (~x, t), because it is a Gaussian white noise, δ-correlated in
time, so that its instantaneous value is ill-defined. This implies that the instantaneous value of the input
and output fields is ill-defined. A similar problem is encountered when calculating the instantaneous
frequency during the switch-on of a laser using a semiclassical model which includes spontaneous
emission white noise [Balle & al. (91)]. A way to give meaning to these fast fluctuating quantities is to
average the fluctuations integrating in a time window [Balle & al. (91), Balle & al. (93)]. In numerical
simulations, the divergence is strictly avoided due to the fact that the time is discretized. However, it is
usually necessary to take very small time steps to preserve the accuracy, so that large fluctuations will
still be present. This behavior can be regularized taking the average over several steps of integration
which corresponds precisely to the integration of fluctuations in a time window.
Figure 3.9: a) Distribution in the transverse plane of the y-polarized output field fluctuations (real part). The
output field has been averaged over 0.5 time units, which corresponds to 100 integration time steps. For com-
parison, the instantaneous real part of the fluctuations of the field inside the cavity is shown in b). Parameters
as in Fig.3.5.
We briefly discuss here how to perform a numerical realization of the output field. This requires
the integration of equation (3.13) together with (3.31). We consider a discretized time t = nτ , where
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τ << 1 is the time step for integration. From Eq.(3.31), the output field integrated over one time step, is
∆αout±,n(~x) ∼=
∫ (n+1)τ
nτ
∆αout± (~x, t)dt =
√
2
∫ (n+1)τ
nτ
∆α±(~x, t)dt−∆αin±,n(~x). (3.32)
Where ∆αin±,n(~x) are the input field fluctuations, integrated over one time step:
∆αin±,n(~x) =
∫ (n+1)τ
nτ
∆αin± (~x, t)dt. (3.33)
These are Gaussian random numbers of zero mean and correlations
〈∆αini,n(~x)∆α∗ inj,n′ (~x′)〉 = τ2 δi,jδ(~x− ~x
′)δnn′ (i, j) = (+,−) . (3.34)
From Eq.(3.13) we have
∆α±(~x, nτ + s) = ∆α±(~x, nτ) +Q±(nτ)s+
√
2
∫ nτ+s
nτ
∆αin± (~x, t′)dt′ +O(s
3
2 ) , (3.35)
where Q+ (Q−) correspond to the expressions Q1 (Q3) (see Eq.(C.4)). Then, integrating both sides of
Eq.(3.35) over a time step:
∫ (n+1)τ
nτ
∆α±(~x, t)dt ≈ ∆α±(~x, nτ)τ + τ
2
2
Q±(nτ) +
√
2
∫ (n+1)τ
nτ
dt
∫ t
nτ
∆αin± (~x, t′)dt′. (3.36)
Substituting Eq.(3.36) in Eq.(3.32), we have
∆αout±,n(~x)
τ
=
√
2∆α±,n(~x) +
τ√
2
Q±(nτ) +
η±,n(~x)
τ
, (3.37)
where terms of order higher than τ have been neglected. η±,n(~x) are defined as
η±,n(~x) = 2
∫ (n+1)τ
nτ
dt
∫ t
nτ
∆αin± (~x, t′)dt′ −∆αin±,n(~x). (3.38)
As they are a linear combination of Gaussian process, η±,n are Gaussian random numbers with zero
mean and correlations given by:
〈ηi,n(~x)η∗j,n′(~x′)〉 =
(
2
3
τ3 − τ2 + 1
2
τ
)
δijδ(~x− ~x′)δnn′ . (3.39)
The correlation between η±,n(~x) and the input fluctuations is given by
〈ηi,n(~x)∆α∗ inj,n′ (~x′)〉 = τ2 (τ − 1)δijδ(~x− ~x
′)δnn′ . (3.40)
In Fig.3.9 we show a realization of the output field fluctuations averaged over 100 integration time steps
(this is 1100τ
∑100
n=1 ∆α
out
n ) which corresponds to a time window of 0.5 time units. The output fluctuations
(Fig.3.9.a) are qualitatively very similar to the intracavity fluctuations (Fig.3.9.b) .
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3.6 Quantum correlations
Quantum fluctuations in the presence of a stripe pattern in the y-polarized field have been already
studied in a Kerr system using a three-mode approximation. In the following we make a compari-
son between the results of [Hoyuelos & al. (99)] and the ones obtained using the continuous model
presented here. In Sect.3.6.1 we check the conditions for using the Kerr cavity as a quantum non-
demolition (QND) measurement device, and in Sect.3.6.2 we consider the correlations between the
two y-polarized tilted beams.
3.6.1 QND measurements
A quantum measurement usually perturbs the quantity which is measured adding “back-action noise”
to the system under study. However, QND measurements can be performed, leaving the observed
quantity unperturbed, while adding the back-action noise to another complementary observable. The
key issue is to devise measurement schemes in which the back-action noise is kept entirely within
unwanted observables, without being coupled back onto the quantity of interest. This quantity then
remains uncontaminated by the measurement process, allowing repeated measurements to be per-
formed with arbitrary high accuracy [Grangier, Braginsky].
Here we consider the Kerr cavity as a QND device: in fact the basic technique used for QND in
quantum optical experiments couples a signal beam (to be measured) to a second beam, called the
meter, through an optically nonlinear medium. We consider an x-polarized input field which carries
a signal that has to be measured with the smallest possible perturbation. The idea is to take ad-
vantage of the correlations between the pattern fluctuations and the homogeneous mode fluctuations
[Hoyuelos-Colet-San Miguel] to perform an indirect measurement of the signal fluctuations by measur-
ing the fluctuations of the pattern modes ~kc and −~kc [Hoyuelos & al. (99)], which work as a meter in the
QND measurement. Here kc = 2pi/λc, where λc is the wavelength that characterizes the roll pattern
near the instability threshold, and is given by (3.25). In the far field plane of the y-polarized field, these
two modes give rise to an intensity distribution with two large maxima in symmetrical position. We
identify the far field plane with the Fourier plane (kx, ky), and thus the field distribution in the far field
plane is given by the spatial Fourier transform of the field immediately outside the cavity:
Aˆoutj (~k, t) =
∫
d2~x
2pi
e−i
~k·~xAˆoutj (~x, t) . (3.41)
We consider the operator
NˆoutjR (t) =
∫
R
d2~kAˆ†outj (~k, t)Aˆ
out
j (~k, t) , (3.42)
that represents the number of photons with polarization j per unit time over a region R of the far field.
In general the polarization could be circular (right or left) or linear (x or y). As we did for the intra-cavity
fields (3.8), we can separate the stationary mean field from the fluctuations in the output-cavity field,
Aˆoutj (~k, t) = F
out
j (~k) + δAˆ
out
j (~k, t) , (3.43)
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where F out± is given by Eq.(3.30). Neglecting second order terms in the field fluctuations
〈Aˆ†outj Aˆoutj 〉 = F ∗outj δAˆoutj + F outj δAˆ†outj + δAˆoutj δAˆ†outj , (3.44)
we introduce the scaled photon fluctuations as,
δNˆoutjR =
∫
R d
2~k
[
F ∗outj (~k)δAˆ
out
j (
~k, t) + h.c.
]
√∫
R d
2~k|F outj (~k)|2
. (3.45)
With this normalization, the squeezing spectra take the value 1 for the shot-noise level.
The far field intensity distributions are strongly peaked around ~k = 0 (x-polarized component) and
~k = ~k±c (y-polarized component). We are going to consider three regions R0, R1 and R2, around the
homogeneous mode ~k = 0 and the two pattern modes ~kc and −~kc, respectively. When the size of each
region is on the the order of the diffraction length lD the whole peak is enclosed. We consider the x-
polarized photon fluctuations in the first region δNˆoutxR0 , which for simplicity we will call δNˆ
out
0 . In regions
R1 andR2 we consider the y-polarized photon fluctuations δNˆout1 = δNˆoutyR1 and δNˆ
out
2 = δNˆ
out
yR2 . Finally
we also consider the y-polarized photon fluctuations in the region R1 +R2, δNˆout1+2 = δNˆoutyR1+R2 . Notice
that as |F outj (~kc)|2 = |F outj (−~kc)|2 then δNˆout1+2 = δNˆout1 + δNˆout2 . In the QND measurements, δNout0 is
the outgoing signal while we are going to use δNˆout1+2 as the meter.
The expression of the squeezing spectrum of the fluctuations in any of these regions is [Holland & al.,
Sinatra & al.],
Si(ω) = 〈δNˆouti δNˆouti 〉ω , (3.46)
where the notation 〈〉ω means Fourier transform of the symmetrized correlation, and it is defined, for
some generic operators Wˆ and Zˆ, as,
〈Wˆ Zˆ〉ω =
∫ ∞
−∞
〈Wˆ (t)Zˆ(0)〉symme−iωtdt , (3.47)
with
〈Wˆ (t)Zˆ(0)〉symm = 〈Wˆ (t)Zˆ(0) + Zˆ(0)Wˆ (t)〉/2. (3.48)
The conditional variance of Nˆout0 given a measurement on Nˆout1+2 is given by,
V (0|1 + 2) = S0
(
1− |〈δNˆ
out
0 δNˆ
out
1+2〉ω|2
S0S1+2
)
. (3.49)
This is a measure of the correlations between the outgoing signal Nˆout0 and the outgoing meter Nˆout1+2.
Strong correlations correspond to small values of V (0|1 + 2).
Additionally, we study how the fluctuations of the homogeneous mode are transferred from the
input to the output of the cavity (the non-demolition character of the measurement), and also from the
input to the pattern modes (accuracy of the measurement). This information is given by the following
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Figure 3.10: Conditional variance V (0|1 +
2) given by Eq.(3.49). The solid line repre-
sents the three-mode model while the dots
represent the continuous model. Parame-
ters: η = −1 (self-defocusing case), E0 =
0.919 and θ = 1.7.
normalized correlations [Holland & al.],
Cs =
|〈δNˆ in0 δNˆout0 〉ω|2
〈δNˆ in0 δNˆ in0 〉ω〈δNˆout0 δNˆout0 〉ω
(3.50)
Cm =
|〈δNˆ in0 δNˆout1+2〉ω|2
〈δNˆ in0 δNˆ in0 〉ω〈δNˆout1+2δNˆout1+2〉ω
, (3.51)
where the x-polarized input fluctuations are given by,
δNˆ in0 =
∫
R0
d2~k
[
F ∗inx (~k)δAˆinx (~k, t) + h.c.
]
√∫
R0
d2~k|F inx (~k)|2
= δAˆinx (~k = 0, t) + h.c. . (3.52)
The last equality comes from the fact that the input field mean value F inx (~k) has only contributions at
k = 0. Since the input beam is in a coherent state, the fluctuations correspond to the shot noise level:
〈δNˆ in0 δNˆ in0 〉ω = 1.
In order to perform a QND measurement of the input field fluctuations δNˆ in0 using the pattern fluc-
tuations δNˆout1+2 as a meter it is required that V (0|1+2) < 1 and Cs+Cm > 1 [Holland & al., Braginsky].
We have evaluated the correlations and variances described above by numerically simulating Eq.(3.13)
for a detuning θ = 1.7. For this value of the detuning, the threshold for pattern formation is Ec0 = 0.869.
At each time step, the fluctuations in the output field ∆αout± have been numerically calculated using Eq.
(3.37) and averaging over a time 0.5 which corresponds to 100 integration time steps. The c-numbers
corresponding to the operators δNˆoutRj are calculated as in Eq.(3.45) substituting δAˆoutj by ∆αoutj . The
two times symmetrized correlations (3.48) are then calculated using the corresponding c-numbers and
averaging over time for a stochastic realization of the output field. In the results shown below averages
has been performed over 20.000 time units. Finally, we fast Fourier transform these correlations to
obtain the squeezing spectrum as well as the conditional variances.
In Fig.3.10 we show the results for the conditional variance V (0|1 + 2) for a pump E0 = 0.919, that
is quite close to threshold. The symbols correspond to the results obtained from the continuous model
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whereas the solid line represents the three modes approximation [Hoyuelos & al. (99)]. The correla-
tion between the outgoing signal and the outgoing meter is well below the shot-noise level (shown as
a dashed line). As predicted by the three modes model, we can use a vectorial self-defocusing Kerr
medium to prepare a state of the homogeneous output with known fluctuations. Comparing both mod-
els, the three modes model predicts slightly larger correlations (smaller values for V (0|1 + 2)) than the
continuous model. This fact can be explained taking into account that the correlation 〈δNˆout0 δNˆout1+2〉ω
in Eq.(3.49) is smaller in the continuous case. This is so because part of the energy is translated to the
higher order modes that were neglected in the three modes approximation.
Figure 3.11: CorrelationsCs (a) andCm (b) given
by Eq.(3.51). The solid lines represent the three
modes model while the dots represent the contin-
uous model. Same parameters as in Fig.3.10.
In Fig.3.11 we plot correlations Cs and Cm. As
before, the solid line corresponds to results from the
three modes model and the symbols to the continu-
ous model. Again there is a small difference between
the two models, which is more clearly seen in the cor-
relation between the incoming and the outgoing sig-
nal, Cs, for high frequencies. Also the peak in the
correlation between the incoming signal and the out-
going meter, Cm, is slightly narrower. Nevertheless,
the fitting of the curves is good and demonstrates the
validity of the three modes approximation close to the
instability threshold. From the plots it can be seen that
the condition Cs+Cm > 1 is fulfilled for a range of fre-
quencies |ω| < 0.3. In this range of frequencies all the
conditions for a QND measurement of the x-polarized
input fluctuations using the y-polarized pattern as a
meter are satisfied.
Similar results can be obtained for other values of
the detuning, provided we are below the limit of bista-
bility for the homogeneous solution (θ < √3). How-
ever, as the detuning is decreased the QND perfor-
mance is degraded, as predicted by the three modes
model [Hoyuelos & al. (99)].
3.6.2 Twin beams correlations
Another quantity of interest (not related with the QND
conditions), which is able to show the quantum nature
of fluctuations, is the correlation between the two op-
posite pattern modes ~kc and −~kc. As we discussed in Ch.1, the conservation of transverse momentum,
in kerr resonators at threshold for stripes pattern formation, leads to the emission of correlated photons
that propagate in symmetrical directions; this implies a high correlation between fluctuations in two
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Figure 3.12: Conditional variance V (1|2)
given by Eq.(3.53). The solid line represents
the three modes model while the dots repre-
sent the continuous model. Same parame-
ters as in Fig.3.10.
symmetric portion of the beam cross section in the far field. These correlation has been studied with
a semiclassical model [Hoyuelos-Colet-San Miguel]. The appropriate variable that gives us informa-
tion about the quantum correlation of the pattern modes is the conditional variance of Nˆout1 given a
measurement on Nˆout2 ,
V (1|2) = S1
(
1− |〈δNˆ
out
1 δNˆ
out
2 〉ω|2
S1S2
)
. (3.53)
If the correlation 〈δNˆout1 δNˆout2 〉ω is big enough, we will have a variance below the shot noise level:
V (1|2) < 1, which means a reduction of the fluctuations below the classical limit.
In Fig.3.12 we plot the conditional variance V (1|2). The results of the two models coincide perfectly
for small frequencies. As predicted by the three modes model, the conditional variance is dramatically
reduced at low frequencies. In fact it goes to zero at zero frequency, showing the existence of strong
quantum correlations between the two opposite pattern modes ~kc and −~kc. For larger frequencies, the
results form the continuous model shows a large dispersion, although they basically coincide with the
prediction from the three modes model. The large dispersion could be reduced increasing the statistics,
that is, integrating over a longer stochastic realization.
It is interesting to observe that the reduction of fluctuations in the intensity difference δNˆy(~kc) −
δNˆy(−~kc), appears in a multimode interaction. In fact, in the regime that we have considered
the spatial harmonics ±2kc are excited, even if with a small intensity compared with the three
modes 0,±kc. As discussed in Sect.1.4, the argument of momentum conservation generally invoked
[Lugiato & Grynberg], cannot give a constraint in the twin beams intensity difference in a multimode
interaction. We will discuss further this point in Ch.4. Here we point out that, probably, the twin beams
correlations are not reduced due to the low rate of other interactions leading to harmonics. There-
fore very near to threshold the few modes process considered in [Hoyuelos & al. (99)] give a correct
description of correlations.
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3.7 Summary and conclusions
Our analysis, based on the classical-looking set of Langevin equations (3.13) in the Wigner represen-
tation, led to the following main results.
• The use of a continuous model in the transverse spatial modes allows to observe interesting
features: The numerical solutions of the complete nonlinear Langevin equations in the 1D spatial
case have confirmed that the stripe pattern undergoes locally rigid random translation to the left
and to the right, as predicted by the three-mode model [Lugiato & Grynberg]. On the other hand,
in 2D phase jumps of the entire pattern are extremely unlikely to occur during finite observation
times. The underlying presence of such displacements is manifested, however, by the spatial
configuration of the fluctuations, which is dominated by the Goldstone mode. Such mode is the
eigenstate of the linearized problem with zero eigenvalue, and it is given by the spatial gradient
of the underlying stationary stripe pattern. The Goldstone mode is always present in a system
with broken translational symmetry, as the one that emerges in a pattern forming instability. It
is excited at no cost by noise and leads to rigid translations of the pattern. In a continuous
system there are also soft modes arbitrary close to the Goldstone mode which produce local
deformations of the pattern and that would destroy long range order in 1D systems in the limit of
very large system size.
• We have formulated a general description of the spatial configuration of the output field immedi-
ately beyond the input/output mirror, for an arbitrary size of the time window over which fluctu-
ations are averaged. We have shown that the spatial configuration of the output field is closely
similar to that of the intracavity field, provided that this time window is on the order of the cavity
linewidth K−1, which corresponds to select a spectral bandwidth of the output fluctuations on
the same order as that of the intracavity fluctuations.
• We analyzed on the one side the anticorrelation between the quantum fluctuations of the intensity
of the x-polarized pump field and the y-polarized pattern modes, and on the other the correlation
between the intensity fluctuations of the two symmetrical components (twin beams) of the y-
polarized field. It turns out that the predictions of the three-mode model are in good agreement
with the results of the multimode model. In the case of the system analyzed here, this agreement
persists also well beyond the instability threshold in all the regions where the roll pattern is found,
because the amplitudes of the modes different from those of the three-mode model are negligible.
We believe, however, that for other models such an agreement can be found, in general, only
close to the instability threshold. Hence the conclusions concerning the validity of the QND
scheme formulated in [Hoyuelos & al. (99)] are confirmed.
Chapter 4
Type I Optical Parametric Oscillator
In this Chapter we study spatial quantum fluctuations in degenerate type I OPO. In this OPO con-
figuration the linearly polarized pump at frequency 2ω is down converted in a signal at frequency ω with
polarization state orthogonal to that of the pump. The signal field is known to show quantum effects
below [Gatti & Lugiato, Gatti & al. (97)1] and at [Castelli & Lugiato] threshold. Our aim is the investiga-
tion of quantum effects in nonlinear and multimode regimes in which a continuous set of transverse
spatial modes has to be considered. In this continuous formalism we also discuss the effects of the
transverse walk-off: this walk-off is due to the birefringence of the crystal (see Appendix B). This
discussions, together with the one of Ch.5, are the first studies of walk-off effects in the quantum fluc-
tuations in the OPO. The different regimes that we consider in type I OPO are described in Sect.4.1,
where we review the spatial instabilities of interest in the rest of the Chapter, leading to noise sustained
patterns, traveling and stationary stripe patterns and disordered structures.
These regimes present a common methodological problem due to the nonlinear interaction of the
fields in the OPO, described by a cubic Hamiltonian in the field operators. The quantum formulation
of the model is introduced in Sect.4.2, where we discuss the problems arising in the description of
the OPO in different phase space descriptions (Sect.4.2.1). As mentioned in Ch.1, the analysis of the
quantum dynamics cannot be performed without some approximations: In Sect.4.2.2 and Sect.4.2.3
we propose two nonlinear approximations that are suitable to deal with large fluctuations, in case in
which standard linearization techniques can not be justified. The proposed methods use the Wigner
and the Q representations, respectively. They give stochastic descriptions of the fields of the OPO in
different regimes. In both approximations we obtain nonlinear Langevin equations describing the pump
and signal fields dynamics. Our motivation to propose these two methods was the description of the
convective regime caused by walk-off (see Sect.1.3.2): In this regime macroscopic multimode quantum
fluctuations occur.
These nonlinear methods have been useful for the description of several interesting regimes ap-
pearing in the type I OPO. The results of our analysis are presented in three sections:
• When considering a finite transverse profile of the pump field, walk-off leads to a convectively un-
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stable regime. In this regime macroscopic patterns are both initiated and sustained by quantum
noise. The features of this regime in a semiclassical approximation are reviewed in Sect.4.1.1.
In Sect.4.3 we have studied quantum effects in the macroscopic quantum noise characteriz-
ing the convective regime. The results presented in this Section [Zambrini & al. (02)] have been
obtained applying the nonlinear approximation based on the use of the W distribution, presented
in Sect.4.2.2.
• The inclusion of walk-off effect breaks the reflection symmetry in the transverse plane. The con-
sequences of such symmetry breaking in the absolutely unstable regime are studied in Sect.4.4.
In this regime a deterministic multimode pattern with several excited harmonics arises. We con-
sider the region near to the threshold of pattern instability, applying the nonlinear approximation
based on the use of the W distribution, presented in Sect.4.2.2. The results presented in this
Section were published in Ref.[Zambrini & San Miguel].
• In Sect.4.5 we consider the OPO when the walk-off vanishes. We study the quantum correlations
above the threshold of formation of a multimode spatial structure [Zambrini & al. (03)1]. We
study quantum fluctuations in two different regimes: in a periodic pattern (Sect.4.5.2.a) and in
a spatially disordered structure (Sect.4.5.2.b). The results presented in this Section have been
obtained with the nonlinear approximation based on the use of the Q distribution, presented in
Sect.4.2.3.
4.1 Spatial structures in type I OPO
In this Section we introduce the classical equations describing a degenerate OPO (DOPO). In the type
I phase matching the ordinary polarized pump beam is down-converted to an extraordinary polarized
signal. In general, the extraordinary polarized signal walks off in the transverse direction relative to the
ordinary polarized pump (see Appendix B). This transverse walk-off effect is described in the dynamical
equations by a term which accounts for a relative transverse velocity between the pump and the down-
converted field. In Sect.4.1 and 4.1.1 we discuss the instability of a DOPO, with and without transverse
walk-off effects.
A detailed derivation of the classical equations of the OPO including diffraction and walk-off effects
is presented in Ref.[Ward & al. (98), Ward], while linear and nonlinear stability analysis are discussed
in Ref. [Santagiustina & al. (98)a, Ward & al. (00)]. The intracavity dynamics is described by two slowly
varying complex field amplitudes A0(~x, t) (pump) and A1(~x, t) (signal), which depend on the transverse
spatial coordinates ~x = (x, y) and the time t. Within the paraxial approximation (for propagation in the z
direction), the mean field limit and for single longitudinal mode operation (see Sect.1.3.1) the dynamical
equations become:
∂tA0(~x, t) = −γ0[1 + i∆0 − ia0∇2]A0(~x, t)− g
2
A21(~x, t) + E0(~x) + 0ξ0(~x, t), (4.1)
∂tA1(~x, t) = −γ1[1 + i∆1 − ia1∇2 − v∂y]A1(~x, t) + gA0(~x, t)A∗1(~x, t) + 1ξ1(~x, t). (4.2)
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Here ξi (i = 0, 1) are additive Gaussian white sources of noise, with non-vanishing correlations of the
form:
< ξi(~x, t)ξ
∗
j (~x
′, t′) >= δijδ(~x− ~x′)δ(t− t′). (4.3)
The level of noise introduced is fixed by the parameters 0 and 1. Our fully quantum analysis will
produce equations of similar form in which these parameters are fixed. E0 is the amplitude of the
driving field which we take to be real. The remaining parameters in these equations are the cavity
decay rates γi, the cavity detunings ∆i, the diffraction ai, the walk-off v and the nonlinear coefficient g.
It is convenient to introduce scaled variables
t′ = γt , ~x′ = ~x√
a
, v′ = v√
a
, (4.4)
A′i =
g
γ
Ai , E
′
0 =
g
γ2
E0 , 
′
i =
g
γ3/2aD/4
i,
where we have restricted the cavity decay rates and diffraction coefficients such that γ = γ0 = γ1 and
a = a0 = a1/2. Our equations are valid either for one or two transverse spatial dimensions (D = 1, 2).
On omitting the primes, our amplitude Eqs. (4.1) and (4.2) become
∂tA0(~x, t) = −[1 + i∆0 − i∇2]A0(~x, t)− 1
2
A21(~x, t) + E0(~x) + 0ξ0(~x, t), (4.5)
∂tA1(~x, t) = −[1 + i∆1 − 2i∇2 − v∂y]A1(~x, t) +A0(~x, t)A∗1(~x, t) + 1ξ1(~x, t). (4.6)
4.1.1 Walk-off effects: the convective regime
For a uniform driving field E0, the equations (4.5) and (4.6) admit the homogeneous stationary solution
Ast0 =
E0
1 + i∆0
, Ast1 = 0 . (4.7)
The threshold for parametric oscillation can be determined by a linear stability analysis of this
solution. The linearized equations for signal and pump fluctuations δAi(~x, t) = Ai(~x, t)− Asti (i = 0, 1)
are decoupled, and the fluctuations of the pump are always damped. For the signal, we consider
perturbations of the form ei~k·~x+λ(~k)t and find the dispersion relation
λ±(~k) = −1 + ivky ±
√
F 2 − (∆1 + 2|~k|2)2, (4.8)
where we have introduced a scaled pump
F =
E0√
1 + ∆20
. (4.9)
We find that there is an instability at
F = 1, (4.10)
i.e. E0 =
√
1 + ∆20. For F < 1, Re(λ±) < 0 and the solution (4.7) is absolutely stable. For F > 1,
there is a positive growth rate of fluctuations (Re(λ+) > 0) which takes a maximum value for
|~kc| =
√
−∆1/2 (4.11)
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Figure 4.1: Stability diagram as a function
of the signal detuning ∆1. The different
lines correspond to the threshold of abso-
lute instability (Fc) for different values of the
walk-off parameter: v = 0.2 (dotted line),
v = 0.42 (continuous line), v = 0.6 (dashed
line). When F < 1 the solution (4.7) is ab-
solutely stable, while for 1 < F < Fc the
solution is convectively unstable.
if the signal detuning is negative (∆1 < 0), and for k = 0 if ∆1 > 0. In the following we are interested
in the case of pattern formation and we restrict our analysis to the case ∆1 < 0. The instability at
F = 1 when v = 0 is a Turing instability, in which a stationary pattern appears [Oppo & al. (94)] (see
Sect.4.1.2). If v 6= 0 then the eigenvalue becomes complex and we find a Hopf bifurcation1 in which a
traveling pattern emerges [Santagiustina & al. (98)a].
The direction of instability is determined by the eigenfunctions V±(~k,−~k) of the linear problem
∂tV±(~k,−~k) = λ±(~k)V±(~k,−~k). Solving this gives
V±(~k,−~k) = eiΦ±δA1(~k)± δA∗1(−~k) (4.12)
eiΦ±(
~k) = ∓
i∆1 + 2i|~k|2 ∓
√
|Ast0 |2 − (∆1 + 2|~k|2)2
Ast0
.
The solution V+(~k,−~k) gives the direction of amplification of fluctuations, while fluctuations are damped
for V−(~k,−~k). In particular, for the critical wave-vector |~kc| and for a real pump E0 and ∆0 = 0, we
obtain V±(~kc,−~kc) = δA1(~kc)± δA∗1(−~kc). Therefore, in this case, the difference of real parts and the
sum of imaginary parts of field in ~kc and −~kc will show damped fluctuations at threshold. We also note
that the instability direction is independent of the walk-off term.
Above the instability threshold (F > 1) the steady state (4.7) is convectively unstable: any pertur-
bation grows while traveling in the direction fixed by the walk-off term and eventually leaves the system
[Santagiustina & al. (98)a]. As discussed in Sect.1.3.2, in this regime a continuous perturbation such
as a source of noise, gives rise to a noise-sustained pattern consisting in disordered traveling stripes
in the signal. On increasing the pump a second threshold is reached at F = Fc. Beyond this threshold
the pattern is sustained by the nonlinear dynamics, being also present in the absence of perturbations,
once it is formed. The state (4.7) is absolutely unstable in this regime [Santagiustina & al. (98)a]. In
Fig.4.1 we plot the result of the calculation of the absolute instability threshold as function of the signal
detuning ∆1, for different values of the walk-off parameter v.
Walk-off has three main effects in this process of pattern formation [Santagiustina & al. (99),
Santagiustina & al. (98)a]. The first is the existence of the convective regime in which patterns are
1A Hopf bifurcation is characterized by an eigenvalue λ±(~kc) at threshold with non vanishing imaginary part.
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sustained by noise. Second is that it breaks the rotational symmetry, favoring the formation of stripes
orthogonal to the walk-off direction and traveling in this direction. Thirdly the selected wave-vector,
that is the most intense mode ~kM of the pattern, depends on the walk-off parameter. An approxi-
mate expression for ~kM can be obtained in the context of front propagation into an unstable state
[Santagiustina & al. (98)b, Taki & al.].
There are two important characteristics of the noise sustained patterns that exist in the convec-
tive regime. The first one is a broad spectrum, both in frequency and in wave-vectors 2. The second
important characteristic is the macroscopic amplified signal fluctuations around the unstable ref-
erence state (4.7). These characteristics imply that the convective regime cannot be studied within a
few-mode approximation, because many modes contribute significantly to the spectral properties. The
existence of macroscopic fluctuations also invalidates approximations based on linearization schemes.
These facts make a quantum formulation of the convective regime especially difficult. We face a sit-
uation in which nonlinearities determine the dynamics of fluctuations around the reference state, with
fundamental quantum noise being amplified by several orders of magnitude to produce a macroscopic
pattern in the signal. In Sect.4.2 we discuss possible descriptions of this regime through stochastic
equations in the quantum formalism.
4.1.2 Pattern formation for vanishing walk-off
In this Section we consider the case of vanishing walk-off v = 0 in the Eqs.(4.5-4.6). The dispersion
relation for the growth of the signal field perturbations with wave vector ~k given in Eq. (4.8) reduces to
[Oppo & al. (94)]
λ±(~k) = −1±
√
F 2 − (∆1 + 2|~k|2). (4.13)
As mentioned in the previous Section, for negative signal detunings, the zero homogeneous solu-
tion becomes unstable at F = 1. The perturbations with maximum growth rate are those with wave
number |kc| =
√−∆1/2, and a pattern with this wave number is formed at threshold [Oppo & al. (94)].
For vanishing walk-off this pattern is stationary and absolutely stable at threshold.
For positive signal detunings the zero homogeneous solution is stable for
F <
√
1 + ∆21, (4.14)
or equivalently E0 <
√
(1 + ∆20)(1 + ∆
2
1). In this case the instability takes place at zero wave number
leading to a non zero homogeneous solution [Trillo & al., Pettiaux & al., Drummond & al. (80)]
Ast1 = ±
√
E0|Ast1 |2
(1 + i∆0)(1 + i∆1) + |Ast1 |2
(4.15)
Ast0 =
E0(1 + i∆1)
(1 + i∆0)(1 + i∆1) + |Ast1 |2
. (4.16)
There are two equivalent solutions for the signal field with a pi phase difference.
2This spectrum is sharply narrowed on passing into the absolutely unstable regime
[Santagiustina & al. (98)a].
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In the following we will consider the case of zero pump detuning (∆0 = 0) and negative signal
detuning (∆1 < 0), in which stripe pattern arises at threshold (F = 1). In general, several spatial
harmonics describe this stripe pattern, whose number increases with the distance from the threshold
(see Sect.4.5.2.a).
Increasing further the pump the nonzero homogeneous solutions (4.15) become stable. We will
show in Sect.4.5.2.b that homogeneous solutions are stable for pump values around E0 = 1.1. This
pump value is lower than the value at which the stripe pattern becomes linearly unstable [Etrich & al.,
Gomila & al. (02)]. Numerical studies in this regime find multistability between the stripe pattern, the
two nonzero homogeneous solutions and several irregular spatially modulated solutions. The latter are
formed by fronts with oscillatory tails connecting the two equivalent homogeneous solutions. In systems
with two spatial dimensions, there are also coexisting labyrinthine patterns. In this case (D = 2)
both the irregular spatially modulated solutions and the labyrinthine patterns cease to exist at the
modulational instability of a flat front connecting the two homogeneous solutions [Gomila & al. (02),
Gomila & al. (01)].
Here we consider systems with only one transverse spatial dimension for which such an instability
does not exist. This means that the regime of multistability in parameter space is much larger. The
irregular spatially modulated solutions found in this system are an example of frozen chaos as de-
scribed in Ref.[Coullet & al.]. In that case the interaction of two distant fronts can be described by a
potential with several wells which become progressively deeper as the distances between the fronts
decreases. The OPO cannot be described in terms of such potentials, but numerical studies reveal
equilibrium distances whenever the maxima (or the minima) of the local oscillations of the front overlap
with each other [Etrich & al., Gomila & al. (02)]. We describe these spatial disordered structures in
Sect.4.5.2.b.
4.2 Quantum formulation
In the quantum formulation of the DOPO the intracavity pump and signal fields are given by operators
Aˆ0(~x, t) and Aˆ1(~x, t) that satisfy standard equal-time commutation relations [Gatti & al. (97)1][
Aˆi(~x, t), Aˆ
†
j(~x
′, t)
]
= δijδ(~x− ~x′) , (4.17)
where the indices i, j stand for 0, 1. Following the techniques described in [Gatti & al. (97)1], we can
introduce a model Hamiltonian for the device. This will include the effects of diffraction together with
the driving by a real, classical external field, nonlinear interaction between the fields and cavity damp-
ing. Our model, however, also requires that we take account of the effects of walk-off. The resulting
Hamiltonian gives, on making the usual Markov approximation, the coupled Heisenberg equations:
∂tAˆ0(~x, t) = −γ0[(1 + i∆0)− ia0∇2]Aˆ0(~x, t)− g
2
Aˆ21(~x, t) + E0(~x) + Fˆ0 (4.18)
∂tAˆ1(~x, t) = −γ1[(1 + i∆1)− ia1∇2 − v∂y]Aˆ1(~x, t) + gAˆ0(~x, t)Aˆ†1(~x, t) + Fˆ1 (4.19)
Note that these are very similar in form to the semi-classical Eqs. (4.1) and (4.2). The Langevin
operators Fˆi describe the quantum noise added as a consequence of the interaction with the bath of
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external modes. These have the non-vanishing second order moments:
〈Fˆi(~x, t)Fˆj†(~x′, t′)〉 = 2γiδijδ(~x− ~x′)δ(t− t′). (4.20)
We discuss in Sect.1.2.3.a that a direct solution of these nonlinear Langevin equations of oper-
ators is impractical, requiring the solution of an infinite hierarchy of equations for the evolution of all
the products of operators that are coupled by the dynamics. A standard alternative approach to this
Heisenberg picture is to consider the evolution equation of the reduced density operator ρˆ of the sys-
tem in the Schro¨dinger picture and to use quasi-probability functionals. The intracavity dynamics is
described by a master equation (Sect.1.2.2):
∂ρˆ
∂t
=
1
i~
[Hˆ, ρˆ] + Λρˆ, (4.21)
where Hˆ is the Hamiltonian. The Hamiltonian operator, expressed as a function of fields operators
Aˆ0(~x, t) and Aˆ1(~x, t), is [Gatti & al. (97)1]:
Hˆ = Hˆ0 + Hˆint + Hˆext (4.22)
where
Hˆ0 = ~
∫
d2~x
∑
i=0,1
[
γiAˆ
†
i (~x)(∆i − ai∇2)Aˆi(~x) + iγ1vAˆ†1(~x)∂yAˆ1(~x)+
]
(4.23)
describes free propagation of fields in the cavity and the linear walk-off effect,
Hˆext = i~
∫
d2~xE0(~x)
[
Aˆ†0(~x)− Aˆ0(~x)
]
(4.24)
is due to the interaction with the external pump E0, which we choose to be real, and
Hˆint = i~
g
2
∫
d2~x
[
Aˆ0(~x)Aˆ
†2
1 (~x)− Aˆ†0(~x)Aˆ21(~x)
]
(4.25)
is the interaction term between first and second harmonic. Here ∆i and ai are cavity detunings and
diffraction parameters for the pump and signal expressed in units of the associated decay constants γi
The Liouvillian Λ accounts for dissipation through the partially reflecting plane mirror of the cavity
and is given by
Λρˆ =
∑
j=0,1
∫
d2~xγj
{
[Aˆj(~x), ρˆAˆ
†
j(~x)] + [Aˆj(~x)ρˆ, Aˆ
†
j(~x)]
}
.
4.2.1 Problems of phase space descriptions
In this Section we discuss the problems associated with the use of phase space methods to describe
nonlinear interactions in the OPO. In Sect.4.2.2 and 4.2.3 we propose two nonlinear approximations
that are useful to describe the nonlinear dynamics of the fields.
Following the procedure presented in Sect.1.2.3.b, the master equation (4.21) can be mapped
onto an equation of motion for a quasi-probability distributions in the phase-space of the system
[Barnett & Radmore, Gardiner & Zoller, Carmichael]. These distributions are functionals of the c-
number fields αi(~x) associated with the operators Aˆi(~x). The evolution equations obtained in this way
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for the distributions are functional partial differential equations. These are not in general of the Fokker-
Planck type and they do not lead to well-behaved stochastic representations in terms of Langevin
equations driven by Gaussian white noise. The offending term for the system of interest is Hˆint, which
gives a functional term of the form
[Aˆ0(~x)Aˆ
†2
1 (~x)− h.c., ρˆ]⇐⇒
(
sα0
δ2
δα21
+
1− s2
4
δ3
δα21δα
∗
0
+
δ
δα0
α21 − 2α0α∗1 δδα1 + c.c.
)
Ws (4.26)
where the parameter s depends on the ordering. These terms do not fulfill the requirements that
guarantee a positive definite solution for Ws.
In the Wigner representation (s = 0) we find third order derivatives. In Ch.1 we discussed the
problems of such “generalized FPE”, and the limits of the “stochastic electrodynamics”, obtained simply
dropping these third order terms. If the classical solutions are stable and the fluctuations are small it
is possible to linearize around these solutions, obtaining a FPE for the Wigner function in the fluctua-
tions of the field (Sect.1.2.3.b). The linearization is allowed when the fluctuations around the solution
are damped and therefore small: we have already mentioned the DOPO below the threshold of sig-
nal generation, in the regime of quantum images where linearization is possible (Sect.1.4.1.a). The
same type of approximation is generally possible above threshold, linearizing around a pattern solution
[Zambrini & al. (00)], when the fluctuations around the stable pattern are all damped. Above thresh-
old great care has to be taken if the system is translational invariant (flat mirrors and homogeneous
transversal pump profile). The pattern solution breaks the translational symmetry and therefore there
is a Goldstone mode which is neutrally stable [Zambrini & al. (00)]. As we have seen in Ch.3 noise ex-
cites this mode, giving diffusion of the phase which fixes the position of the pattern [Zambrini & al. (00)].
Moments involving such big fluctuations cannot be correctly described within a linearized treatment in
the fields amplitudes. In particular, such an approach leads to unphysically divergent quadrature cor-
relations, although correct results can be obtained for the intensity correlations [Gomila & Colet].
For the P (s = 1) and Q (s = −1) representation third order derivatives disappear, but the diffusion
matrix is not positive definite so that positive solutions are again not guaranteed, although the Q
function retains positivity through having a minimum allowed width [Gardiner & Zoller]. Generally these
problems have been avoided by using linearization schemes [Carmichael]. We have mentioned above
some problems arising above threshold in a stable spatial structure, when neutrally stable modes are
identified. In the following we stress that linearization schemes cannot be used in a convective regime
as the reference state is unstable and the fluctuations, far from being small, are amplified. The alter-
native of the P positive representation [Gilchrist & al.] is not suitable for the same reason: the unstable
reference state results in diverging trajectories.
Our aim is to find a method to describe the macroscopic quantum fluctuations of the convective
regime. To illustrate the problems of this regime we compare the noise sustained structures (in the
convective regime) with the quantum images (below threshold), introduced in Ch.1. Below thresh-
old of signal generation, the stable solution is a homogeneous pump with an amplitude that depends
on the coherent driving field. The signal field is zero on average, but its fluctuations show a level
of self-organization that increases near the threshold. The quantum images reflect the presence of
eigenmodes of the linearized equations, whose eigenvalues are such that their negative real part ap-
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proaches zero at threshold. The fluctuations of these eigenmodes are the least damped ones and
dominate the dynamics of the signal. The important point is that the intensity of such quantum images
of the signal is of the order of quantum noise, while the pump has a macroscopic mean value. It is then
possible to linearize, obtaining a well defined FPE for the Wigner distribution, that can be mapped in
equivalent Langevin equations (Sect.1.2.3.b).
In this absolutely stable regime (below threshold) the quantum noise does not change drastically
the solution with respect to the stable deterministic solution. This means that in the stochastic repre-
sentation, fluctuations only induce the dynamical trajectory to visit a small region in phase space in the
neighborhood of the classical deterministic solution. In the convective regime the classical deterministic
solution is unstable and macroscopically different from the stochastic solution. In this regime quantum
noise in the DOPO is amplified, destroying the zero-valued homogeneous deterministic solution for the
down-converted field and driving the system into noise sustained states having a macroscopic number
of photons. Neither linearization approximations nor the P+ representation are useful.
Therefore a description of the macroscopic quantum fluctuations in the spatial structures of the
OPO (such as noise sustained structures) needs specific nonlinear approximations. In the next
Sects.4.2.2-4.2.3 we present two proposals of approximations based on the use of quasi-probabilities.
4.2.2 A first nonlinear approximation:
Time dependent parametric approximation
In this Section we propose a nonlinear approximation to describe the quantum dynamics of the DOPO
in the convective regime, based on the main physical features of this regime. Our aim is to be able to
treat the macroscopic quantum fluctuations associated with the signal field.
In the convective regime there are large signal fluctuations around the unstable solution A1 = 0.
The coupling of signal and pump gives the nonlinear saturation for these amplified fluctuations. On
the other hand, the pump field is always macroscopic and stable, with small damped fluctuations.
This suggests the approximation of neglecting quantum noise in the pump and approximating it by a
classical field A0(~x, t). In this way we obtain a Hamiltonian that is quadratic in the operators describing
the quantum dynamics of the signal field. For such quadratic Hamiltonians, the Wigner quasi-probability
functional of the complex function α1(~x, t) obeys the following FPE in which the classical pump field
A0(~x, t) appears parametrically:
∂W (α1;A0)
∂t
=
[
−
(
δ
δα1
γ1[(1 + i∆1)− ia1∇2 − v∂y]α1(~x, t) + gA0(~x, t)α∗1(~x, t) + c.c.
)
+γ1
δ2
δα1δα
∗
1
]
W (α1;A0)). (4.27)
The associated Langevin equation that represents the stochastic dynamics of the signal field α1(~x, t)
is
∂tα1(~x, t) = −γ1[(1 + i∆1)− ia1∇2 − v∂y]α1(~x, t) + gA0(~x, t)α∗1(~x, t) +√γ1ξ1(~x, t), (4.28)
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where ξ1(~x, t) is a complex Gaussian white noise (see Eq.(4.3)). This noise term accurately represents
the effects of vacuum fluctuations associated with cavity losses on the signal field. We note that treating
the pump field classically in this way is a natural extension of the parametric approximation to three-
mode interactions, which treats a strong mode classically and has been widely used in quantum optics
for many years [Louisell & al.].
It is important to note that A0(~x, t) cannot be replaced by an expectation value of 〈Aˆ0〉 as would be
possible in the regime of absolute stability (quantum images). Such an ansatz decorrelates the pump
modes from the sub-harmonic ones and eliminates the saturation effect of the pump. In fact, with such
an ansatz Eq. (4.28) becomes linear, giving a Gaussian probability distribution for the signal modes.
This distribution would always be centered on zero, but with statistical moments that diverge above
threshold because the signal modes are undamped in the convective regime. Therefore, the stochastic
differential equation must be solved self-consistently with an equation defining the dynamics of the
classical field A0. The equation we propose for A0 is suggested by the Heisenberg equation (4.18),
with Aˆ0 replaced by a classical field A0. We first neglect the noise source in (4.18) since quantum
fluctuations entering in the cavity are unimportant, as compared with the macroscopic fluctuations of
the signal term Aˆ21. Secondly we replace the operator Aˆ21 by the c-number function α21 associated with
our stochastic representation of the signal. This replacement is independent of operator ordering and
hence will be the same should be choose to use a different quasi-probability. This procedure gives a
partial differential equation for the “classical” pump field driven by the c-number representation of the
quantum signal field:
∂tA0(~x, t) = −γ0[(1 + i∆0)− ia0∇2]A0(~x, t)− g
2
α21(~x, t) + E0(~x) (4.29)
A justification for this equation is that its mean value coincides with the expectation value for Aˆ0
obtained from the operator equation (4.18). This procedure is reminiscent of the time depen-
dent refinement of the parametric approximation described in some detail by [Kumar & Mehta] and
[Barnett & Knight]. This approach allows for the quantum evolution of the weak fields to feed back and
affect the classical strong field. In the approach of Kumar and Mehta, this feedback is via quantum
expectation values of operators for the weak fields. Here, however, we are required to take explicit
account of the noisy properties of the quantum sub-harmonic field. We do this by using the c-number
representation of the quantum field, associated with our stochastic simulation of it, as a term in equation
(4.29).
In summary, our time dependent parametric approximation is defined by stochastic classical
equations in the Wigner representation for the fields A0 and α1, which, with the scaling (4.4), are:
∂tA0(~x, t) = −[(1 + i∆0)− i∇2]A0(~x, t)− 1
2
α21(~x, t) + E0(~x) (4.30)
∂tα1(~x, t) = −
[
(1 + i∆1)− 2i∇2 − v∂y
]
α1(~x, t) +A0(~x, t)α∗1(~x, t) + 1
aD/4
g
γ
ξ1(~x, t). (4.31)
Stochastic averages of the c-number variable α1(~x, t) will provide symmetrically ordered averages of
the quantum fluctuations in the signal field as driven by the “classical” pump field. The classical pump
field is driven by the macroscopic quantum fluctuations in the signal as represented by the c-number
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representation α1(~x, t). This time dependent parametric approximation appears useful not only in the
convective regime (Sect.4.3) but also in situations in which there are large fluctuations of the signal that
cannot be described by approximations based on linearization. An example is the instability region,
near to the threshold of pattern formation, where critical fluctuations appear (Sect.4.4).
4.2.3 A second nonlinear approximation:
Langevin equations in Q representation
In this Section we employ the Q representation (see Sect.1.2.3.b) for the pump and signal fields:
Q(α0, α1) =
1
pi
< α0, α1|ρˆ|α0, α1 > (4.32)
The most important property of this representation is that it satisfies the requirements for a true prob-
ability distribution. From Eq. (4.26) (with s = −1) we observe that the Q representation suffers of
negative diffusion. Unlike the Wigner function, however, the Q function is always positive and well-
behaved, as we have seen in Sect.1.2.3.b. In Ch.2 we have seen that a Q representation with a
doubled phase-space has been proposed in order to deal with negative diffusion [Yuen & Tombesi] and
this has been shown to give good results in some nonlinear quantum systems [Zambrini & Barnett].
In this Chapter we investigate the possibility to use the Q representation for devices consisting on
a cavity filled with a χ2 medium, as in the OPO and SHG. The evolution equation of the functional Q
for our model (described above) is:
∂Q(α0, α1)
∂t
=
∫
d2~x
{
−
(
δ
δα0(~x)
V0 +
δ
δα1(~x)
V1 + c.c.
)
+
∫
d2~x′
[
2γ0
δ2
δα0(~x)δα
∗
0(~x
′)
+ 2γ1
δ2
δα1(~x)δα
∗
1(~x
′)
+
1
2
(
−gα0 δ
2
δα1(~x)δα1(~x′)
+ c.c
)]}
Q(α0, α1), (4.33)
where the drift terms are
V0 = −γ0[(1 + i∆0)− ia0∇2]α0(~x, t)− g
2
α21(~x, t) + E0
V1 = −γ1[(1 + i∆1)− ia1∇2]α1(~x, t) + gα0(~x, t)α∗1(~x, t).
If the diffusion term is positive then our evolution equation is a bona-fide Fokker-Planck equation. In
the other case this equation doesn’t describe an ordinary diffusion process. For equation (4.33) the
diffusion term is positive if
|α0(~x, t)| < 2γ1
g
. (4.34)
The modulus of the stationary field at threshold takes the value |Athr0 | = γ1/g (see Sect. 4.1.2). This
means that the condition (4.34) corresponds to pump trajectories taking values that are less than twice
the threshold value. Staying in a region far from the limit (4.34) – we are considering Ast0 ≤ 1.5Athr0
– an extremely large fluctuation in a trajectory would be necessary in order to lose the positiveness of
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the diffusion. Clearly these trajectories have a negligible probability to appear, and never appeared in
our simulations. For these reasons, the approximation we propose in this section is to study Langevin
equations related to the FPE given by (4.33) and (4.34), neglecting any trajectories that would make
negative the diffusion term. Clearly the condition (4.34) does not depend on the frequency at which the
system is pumped. For this reason the method is suitable, and has been already successfully used,
to describe nonlinear fluctuations in stripe patterns in SHG in a regime of pump values limited by Eq.
(4.34) [Bache & al.].
From Eqs.(4.33-4.34), with the scaling (4.4), we obtain the equations:
∂tα0(~x, t) = −
[
(1 + i∆0)− i∇2
]
α0(~x, t) + E0 − 1
2
α21(~x, t) +
√
2
a
g
γ
ξ0(~x, t) (4.35)
∂tα1(~x, t) = −
[
(1 + i∆1)− 2i∇2
]
α1(~x, t) + α0(~x, t)α
∗
1(~x, t) +
√
2
a
g
γ
ξ1(~x, t). (4.36)
The condition (4.34) in the new variables is
|α0(~x, t)| < 2. (4.37)
We solve these Langevin equations by numerical simulation, neglecting any trajectories that do not sat-
isfy the condition (4.37), should these occur. ξ0 is a white Gaussian noise with non-vanishing moment:
〈ξ0(~x, t)ξ∗0(~x′, t′)〉 = δ(~x− ~x′)(t− t′) (4.38)
The signal noise ξ1 results to be phase sensitive, due to the diagonal terms in the diffusion matrix of Eq.
(4.33). Moreover this noise is multiplicative, depending on the value of the pump field. However due to
the form of Hˆ (quadratic in Aˆ1 and linear in Aˆ0), these equations have the same formal expression in
the Ito or Stratonovich interpretations [Gardiner].
The phase sensitive multiplicative noise ξ1(x, t) can be written as
ξ1(x, t) =
[
−α0I(x, t)
2
√
2 + α0R(x, t)
+
i
2
√
2 + α0R(x, t)
]
φ(x, t) +
√
1− |α0(x,t)|24
2 + α0R(x, t)
ψ(x, t) (4.39)
with α0 = α0R + iα0I and φ, ψ uncorrelated real white noises in space and time, with variances one.
Actually, the diffusion matrix of a Fokker-Plank equation fix only three of the four degrees of freedom
in the choice of the real and imaginary parts of the noise term ξ1; this depends on the multiplicity
of Langevin processes associated with the same FPE [Gardiner]. Hence Eq.(4.39) corresponds to a
particular choice among several possible representations.
The Langevin equations (4.35-4.36) based on the Q representation have two advantages with re-
spect to the equations obtained within the time dependent approximation presented in the previous
Section. First, they are useful in a larger domain of parameter values, providing a good description
of the nonlinear quantum fields far from the threshold. Second, quantum fluctuations of the pump are
also included. Nevertheless using Eqs.(4.35-4.36) the physical nature of the approximation is less
clear, while in the case of Eqs.(4.30-4.31) there is a clear phenomenological basis for the time de-
pendent parametric approximation, i.e. the smallness of the pump vacuum fluctuations in the signal
dynamics in particular regimes.
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4.3 Quantum fluctuations in the convective regime
In this Section we use the time dependent parametric approximation introduced in Sect.4.2.2 to de-
scribe the transition from the regime of quantum images to the one of noise sustained patterns and to
the absolutely unstable regime. We also characterize in detail the nonclassical properties of the noise
sustained patterns that appear in the convective regime.
4.3.1 Stochastic trajectories and Wigner distribution function
Numerical simulations of the stochastic trajectories associated with the Langevin equations (4.30) and
(4.31) give a good intuitive understanding of the dynamical properties of the regime below threshold,
the convective regime and the absolutely unstable regime. In this section we present such numerical
simulations working with a single transverse dimension (D = 1):
∂tA0 = [−(1 + i∆0) + i∂2x]A0 − 1
2
α21 + E0 (4.40)
∂tα1 =
[
−(1 + i∆1) + 2i∂2x + v∂x
]
α1 +A0α∗1 + ξ(x, t).
Numerical simulation are performed using the same pseudo-spectral method and Gaussian random
number generator [Toral & al.] of Ch.3.
Fig.4.2 is a space-time plot of the near-field for the signal in the below-threshold, convective and
absolutely unstable regimes. Fig.4.3 gives the far-fields associated with the same simulations. In the
Figure 4.2: Evolution of the near field of the real part of the signal Re(α1(x, t)) for: (a) F = 0.999, (b)
F = 1.025, (c) F = 1.1, in 2500 time units. Parameters are: ∆0 = 0,∆1 = −0.25, v = 0.42, system size
= 1.7678 · 512 pixels ' 900 space units. Only the regions in which the signal is excited are shown, that is the
region of the plateau of the supergaussian pump. The expression of supergaussian pump in all simulations is
E0(x) = e
− 12 (x/317)10 , with x varying in the interval [−453; 453]. This produces a profile that is everywhere
smooth but has a flat central plateau.
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Figure 4.3: Evolution of the far field |α1(k, t)| for: (a) F = 0.999, (b) F = 1.025, (c) F = 1.1. Same parameters
as in Fig.4.2
following we discuss the different properties of these trajectories and how they are reflected in the
associated Wigner distribution.
4.3.1.a Below threshold
Below but close to threshold we find weakly damped fluctuations which are a precursor to the traveling
pattern that appears at threshold. The fluctuations impose a degree of spatial self-organization in
those regions in which the pump is sufficiently strong to bring the OPO close to threshold. In Fig.4.2(a)
we plot the real part of the stochastic variable α1(x, t) for a single trajectory. This is a realization
of these fluctuations for a pump with a supergaussian profile. These quantum images have been
described in OPO without walk-off [Gatti & Lugiato, Lugiato & al. (97), Marzoli & al., Lugiato & al. (95),
Lugiato & al. (99), Gatti & al. (97)1]. Due to the transverse walk-off these noisy patterns are traveling.
Not too close to threshold, the damped fluctuations can be analyzed with linearization procedures
[Gatti & al. (97)1] in the limit of small fluctuations. Our nonlinear quantum equations enable us to study
also the regime closer to threshold, where large critical fluctuations are expected to occur. Note, in
particular, that the results in Fig.4.2(a) were obtained for F = 0.999.
The selection of a preferred wave-number in the stochastic pattern of Fig.4.2(a) becomes more
evident in the far field shown in Fig.4.3(a). It is clear that there are preferred values of the wave-number
but that a broad distribution of weakly damped modes around these preferred kc and −kc modes
is apparent. An interesting characterization of the stochastic dynamics in the far field, Fig.4.3(a), is
obtained by looking at the time evolution of the stochastic amplitudes for the most intense modes
α1(kc, t). We first recall that the linear stability analysis of Sect. 4.1.1 identifies the existence of a
non-vanishing frequency (ω(k) = vk) at threshold caused by the walk-off. This implies that a traveling
pattern will emerge above threshold and that the corresponding Fourier modes will oscillate at this
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Figure 4.4: (a) trajectory of the slowly varying am-
plitude α′1(+kc) during 20.000 time units. (b) tra-
jectory of [α′1(+kc) + α′1(−kc)] during 20.000 time
units. F = 0.999, other parameters are as in Fig.4.2,
except for dx = 51λc/512 ' 1.7702, where λc =
2pi/kc, 512 is the number of grid points.
Figure 4.5: Wigner distribution for the superposition
of modes α1(+kc)+α1(−kc). Parameters of Fig.4.4.
Total time 2.000.000 units. Note the factor 10 differ-
ence in the scale of the two axes.
frequency. We can remove this time-dependence by working in a frame rotating at this frequency. This
corresponds to factoring out a time factor eiω(k)t to obtaining the slowly varying amplitude α′1(k, t) =
α1(k, t)e
−iω(k)t
. A phase space trajectory for the slowly varying amplitude of the dominating Fourier
component, α′1(kc, t), is shown in Fig.4.4(a).
The linear stability analysis of Sect. 4.1.1 also identified the direction of instability V+. In particular,
in the case of a real pump, and for the critical mode kc, this direction is given by [α1(+kc) + α∗1(−kc)].
As a consequence the superposition of modes [α1(+kc) + α1(−kc)] can be decomposed in two
quadratures, one corresponding to the direction of instability that becomes undamped at threshold
(Re[α1(+kc)+α1(−kc)]), and the orthogonal quadrature (Im[α1(+kc)+α1(−kc)]) that remains damped.
We observe that the superposition of slowly varying modes α′1(±kc, t) can be decomposed into damped
and undamped quadrature in the same way. In fact due to the symmetry ω(k) = −ω(−k) we have
V±(~k,−~k) = eiω(k)t[eiΦ±δA′1(~k)± δA′∗1 (−~k)], so that the relative phase eiΦ± between the slowly vary-
ing modes is the same as that in the equation (4.12). Hence, we can also identify the real and imaginary
quadratures of the superposition of modes [α′1(+kc) + α′1(−kc)] as damped and undamped at thresh-
old. The corresponding time trajectory of this superposition of modes displays very clearly the expected
reduction of fluctuations in the damped imaginary quadrature (see Fig.4.4(b)).
From the stochastic trajectories that randomly visit the different points of phase space it is easy to
construct a relative histogram giving a probability density in this phase space. This density is identified
with the Wigner distribution. As with all Wigner functions, the marginal distributions, obtained for one
field quadrature by integrating over the orthogonal quadrature, are true probability distributions for the
remaining quadrature. At a finite distance from threshold the Wigner distribution W (α1(k)) for the field
α1(k) obtained in this way has a Gaussian shape consistent with a linearized analysis of fluctuations.
Such a Gaussian Wigner distribution is a solution of the FPE for the Wigner representation of linear
signal fluctuations. If we consider the Wigner distribution for the superposition of modes discussed
above W (α1(+kc) + α1(−kc)), then we obtain a Gaussian centered on the origin but with a variance
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that depends on the orientation in phase space 3. There is an axis with a reduced variance (‘squeezed’)
and the orthogonal one with a larger variance (‘anti-squeezed’) (see Fig.4.5). These features reflect
the asymmetry or phase-sensitivity of the fluctuations already visualized in the stochastic trajectory.
4.3.1.b Convective regime
Differences between the regime below threshold and the convective regime are clearly seen both in the
near and far signal fields. We observe a macroscopic traveling pattern in the near field (Fig.4.2(b)). This
is clearly associated with wave-numbers distributed around the value of the selected one (kM ) in the far
field (Fig.4.3(b)). The spectrum of excited wave-numbers is clearly narrower in the convective regime
than below threshold. This is reflected in the more regular pattern appearing in the near field. Our sim-
ulations display the typical features associated with the convective regime [Santagiustina & al. (98)a]:
• The noise sustained pattern does not fill the whole region in which the pump has a value above
threshold. This is because the pattern grows while traveling in the walk-off direction. Note that
the space point at which the pattern reaches a macroscopic observable value changes randomly
from time to time. This reflects the origin of the pattern in (quantum) noise.
• The far field shows the predominance of different wave-numbers at different times resulting in a
spatial spectrum that is broader than that found in the absence of walk-off or in the absolutely
unstable regime. There is competition between the modes within this broad spectrum and hence
it is not possible to define, in this regime, a single wave-number kM corresponding to the most
excited modes. Modes with different wave-numbers compete to form the pattern, switching on
and off as the pattern evolves. The significative temporal scales are given by the time that the
perturbation needs to cross the system.
Phase space trajectories for this regime are shown in Fig. 4.6. We find that there are random
changes in the phase and amplitude of the slowly varying signal α′1(+kc) around a zero mean value
(Fig.4.6(a)). This is similar to the behavior depicted in Fig.4.4(a) below threshold. The difference is that
in the convective regime macroscopic intensities are reached, with the signal amplitude taking values
comparable to those reached in the absolutely unstable regime (compare scales of Figs. 4.4(a), 4.6(a),
and 4.10). The continuous changes in intensity from zero to macroscopic values originate in the fact
that, in the convective regime, a given mode is not constantly switched-on (see Fig.4.3(b)). The pattern
is sustained by noise and is subject to a continuous renovation: different stripe patterns (with different
wave-numbers) grow, travel in the system starting from noise and die out. This has an important
consequence in the time scales of the far field dynamics: below threshold these scales are determined
by noise, while in the convective regime they are determined by the time needed for a perturbation to
travel through the system. Another indication of the nonlinear dynamics of fluctuations that occur in
this regime is that the quadrature displaying reduced fluctuations is no longer the one determined by
3If the pump is flat, equations for α1(k, t) are invariant under the change α1(k, t) → eiφα1(k, t), so that it
is equivalent to construct the W distribution considering trajectories α1(k, t) or α′1(k, t). For non flat pump this
symmetry property is generally lost. In the pictures we represent the W distribution for the amplitudes α1.
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Figure 4.6: (a) Trajectory of slowly varying ampli-
tude of α′1(+kc) during 100.000 time units. (b) Trajec-
tory of [α′1(+kc)+α′1(−kc)]. Parameters F = 1.025,
∆0 = 0,∆1 = −0.25, v = 0.42, dx ' 1.7702.
Figure 4.7: W(α1(+k) + α1(−k)), for an excited
mode k = 1.04kc, obtained from a trajectory during
10.000.000 time units. Other parameters as in Fig.
4.6.
the linear analysis. This is seen in Fig.4.6(b) where the ellipse of fluctuations is tilted with respect to
the corresponding one below threshold Fig.4.4(b).
The probability distributions obtained from the trajectories of Fig.4.6 also reflect the nonlinear nature
of the fluctuations in this regime. In Fig.4.7 we show the W distribution for the superposition of modes
[α1(+k) + α1(−k)] for one of the most excited wave-numbers, namely k = 1.04kc. A most noticeable
feature is the non-Gaussian shape of the distribution for large values of the amplitude in the direction
of undamped fluctuations. The wings of the distribution originate in the macroscopic fluctuations of the
mode under consideration when it switches-on. Its most probable value is still zero, reflecting the fact
that most of the time the mode remains switched-off. We can view these nongaussian features in the
wings of our Wigner functions as precursors of the pair of peaks appearing in the absolutely unstable
regime. These wings become more pronounced as we approach the absolutely unstable regime, as
shown in Fig.4.8 for F = 1.04.
Finally, we note that the modes that become excited and contribute to the dynamics seem to reach
a common maximum amplitude. This is probably fixed by the maximum value of the energy exchanged
with the pump mode in the nonlinear interaction. This is shown in Fig.4.9 where the possible values
of different modes are seen to be cut-off at essentially the same amplitude. The nongaussian form of
these distributions is also clear and this again demonstrates that we are dealing with nonlinear effects
associated with the quantum fluctuations.
4.3.1.c Absolutely unstable regime
In the absolutely unstable regime we observe from the near field plot, Fig.4.2(c), that a macroscopic
and stable traveling pattern fills the whole of the above threshold region. This behavior is reflected
in the far field, Fig.4.3(c), which shows a well-defined and fixed dominant wave number and a narrow
spatial spectrum. We should note that the dominant wave-number kM does not coincide with the most
unstable wave-number at threshold (kc). This is a consequence of the interplay between nonlinearities
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Figure 4.8: Cut of the Wigner distribution along the
real axis, W (Re(α1(+kM )), 0), for the most excited
mode kM = 1.06kc, obtained from a trajectory during
6.000.000 time units. F = 1.04 and other parameters
as in Fig. 4.6.
Figure 4.9: Section of the Wigner distribution along
the imaginary axis W (0, Im(α1(k))) for 3 excited
modes: kc (dashed line), k′ = 1.04kc (dash dot line),
k′′ = 1.06kc (continuous line). Same parameters as
Fig.4.6.
and walk-off. Phase space trajectories for the amplitudes of these two modes are shown in Fig.4.10.
Even after elimination of the rapid frequency there remains a phase diffusion process, but macroscopic
values of the intensity are maintained. Although there is essentially only the phase diffusion for kM , the
critical mode, with wave-number kc, displays a second frequency superimposed on the phase diffusion
process.
The phase space trajectory for the superposition of modes [α′1(~kM , t)+α′1(−~kM , t)] is shown in Fig.
4.11. We observe that fluctuations are not uniformly distributed around a zero value as they were in
the below threshold (Fig.4.4) and convective (Fig.4.6) regimes. Instead, they describe a closed curve
around the origin. The associated W distributions display peaks at two values. These correspond to
Figure 4.10: Trajectories of (a) α′1(kc) and (b)
α′1(kM ) during 100.000 time units, F = 1.05, other
parameters as in Fig.4.6
Figure 4.11: Trajectory of [α′1(+kM ) + α′1(−kM )]
over 10.000.000 time units. Other parameters as in
Fig.4.10.
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Figure 4.12: W (Re(α1(k)), 0), for positive
values of Re[α1(k)], for (a): k = kc, (b):
k = kM , obtained from a trajectory dur-
ing 10.000.000 time units. Other parameters
as in Fig.4.10. These figures are symmetric
around 0.
the two points of maximum curvature of the elliptical ring.
The main characteristics of the trajectories in phase space are reflected in the associated Wigner
distributions. For the less intense modes contributing to the dynamics we can approximate the asso-
ciated Wigner function W (α1(k)) by a Gaussian, displaced from and orbiting about the origin in phase
space. In Fig.4.12(a) we show a cut along the real direction of the Wigner distribution for the critical
mode (W (Re[α1(kc)], 0)). By contrast, the most intense mode (with wave-number kM ) displays some
interesting new features. Fig.4.12(b) shows an asymmetry in the distribution of fluctuations around
the mean amplitude in each of the peaks, with a sharp decay of the distribution at some maximum
amplitude. These facts indicate the existence of nonlinear properties associated with the quantum fluc-
tuations in the absolutely unstable regime. These features would necessarily be absent in any analysis
based on a linearization about a deterministic macroscopic state.
4.3.2 Non-classical properties in the convective regime
The convective regime is characterized by amplified fluctuations and macroscopic noisy patterns. It
is interesting to ask, therefore, if any of the low-noise quantum features found below threshold can
survive in this noisy environment. Quantum effects in the OPO have been observed as sub-shot noise
fluctuations both in the field quadratures and intensity differences associated with the down-converted
light [Wu & al., Reynaud, Heidmann]. Examples of the noisy features associated with the real part of
the signal field in this regime are plotted in Fig.4.13 for three different values of the driving field, all
within the convective regime. Note the different scales on the vertical axes in these figures.
It is helpful, in looking for non-classical effects, to keep in mind the manner in which such effects
appear below threshold. We will also restrict ourselves to the study of quantum correlations in the far
field. Conditions for squeezing and associated non-classical effects are usually expressed in terms of
normally ordered moments of operators (indicated by : :). These can be obtained from the symmetri-
cally ordered moments (indicated by S()), that are associated with the Wigner function, by use of the
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Figure 4.13: Snapshots of the real
part signal Re(α1(x)) for different
pump values:(a) F = 1.001, (b)
F = 1.01, (c) F = 1.025. Other
parameters are: dx = 1.7678, 512
grid points, a0 = 1, ∆0 = 0, ∆1 =
−0.25, v = 0.42. Note the different
vertical scales in the figures.
commutation relations (4.17):
〈: Aˆ(k, t)Aˆ(k′, t) :〉 = 〈S(Aˆ(k, t)Aˆ(k′, t))〉
〈: Aˆ(k, t)Aˆ†(k′, t) :〉 = 〈S(Aˆ(k, t)Aˆ†(k′, t))〉 − 1
2
δ(k − k′)
The δ function appearing in the second of these equations is a signature of the shot or vacuum noise.
Our approximation scheme is based in the Wigner representation and gives results for correlations of
symmetrically ordered operators for the intracavity fields. In order to obtain results for the corresponding
normally ordered products and to test for the presence of non-classical effects, we need to establish a
reference shot noise level. This level can be obtained for each quadrature correlation from the variance
of the linear stochastic process associated with the empty cavity:
∂ts(x, t) = −
[
(1 + i∆1)− 2i∇2
]
s(x, t) +
1
a1/4
g
γ
ξ1(x, t).
Here we have omitted the walk-off term as it does not affect the shot noise level. Squeezing in our sim-
ulations will be associated with a quadrature probability distribution that is narrower than the Gaussian
associated with this linear process. In general we can consider a different quadrature for each wave-
number k. It is useful to define a pair of (superposition mode) quadratures for each k parameterized by
the angle θ. For the critical wave-number these take the form
Xˆ±(θ) =
1
2
[
Aˆ1(kc, t)± Aˆ1(−kc, t)
]
eiθ + h.c.. (4.41)
We expect, in general, that the most strongly squeezed quadrature should depend on the value of θ
[Jeffers & Oppo].
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Figure 4.14: W (Re(α1(kc, t) − α1(−kc, t)), 0).
Continuous line is obtained for F = 1.001, and dot-
ted line for F = 1.01. The dashed line represents
the distribution for the vacuum state, corresponding
to the shot noise level. The distributions are relative
to trajectories of 2.000.000 time units. Other param-
eters as in Fig.4.13.
We begin our investigation of the convective regime at a point that is just above threshold with
F = 1.001 (Fig.4.13(a)). Fluctuations associated with the pattern are in this case still relatively small
and we find that the Wigner distribution has a Gaussian shape as shown in Fig.4.14. We find that there
is quadrature squeezing, with the squeezed quadrature Xˆ−(0) exhibiting the same level of squeezing
as is found just below threshold. In particular, for F = Fthr ± 0.001 we find that the intracavity field
is squeezed by 50% below the shot noise limit for a flat pump and by 37% for a supergaussian pump.
This indicates a smooth variation across threshold for the squeezed quadrature variance. For excited
modes, other than the critical one, we also find squeezing below the shot noise level for the appropriate
quadrature. It is also possible to evaluate the squeezing outside the cavity. The output field arises from
the interference of the intracavity field transmitted and the input field reflected by the cavity input/output
mirror [Collett & Gardiner]. In the previous Chapter we have shown that the evaluation of the dynamics
of the output field requires the simulation of coupled stochastic processes [Zambrini & al. (00)].
Increasing the value of the pump, so as to move further into the convective regime, leads to a rapid
increase in the magnitude of the signal field. Indeed, for (F = 1.01) we observe, in Fig.4.13(b) that
the signal field has grown by two orders of magnitude. Fluctuations are still extremely phase sensitive
and, as depicted in Fig.4.6(a) there is a strong reduction in the fluctuations for some quadratures. This
reduction is insufficient, however, to reach below the shot noise level and there is no squeezing. In
fact, we find residual fluctuations +27% above the shot noise level. This is comparable with the value
associated with the coherent states. These enhanced fluctuations are associated with a much broader
Wigner distribution as shown in Fig.4.14. It is remarkable, however, that this enhanced but still small
level of fluctuation can coexist with the macroscopic fluctuations in orthogonal quadrature. If we move
still further above threshold then we find, for F = 1.025 (Fig.4.13(c)), a variance which is 159 times
the shot noise level and both quadratures display fluctuations that are well above the level usually
associated with quantum effects. We note that for the parameter values used here, the threshold of
absolute instability for an infinite system occurs at F ∼ 1.035.
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Figure 4.15: Variance of (Xˆ−(θ)) at
F = 1.025 for the critical wavenumber
k = kc. The minimum occurs for θ < 0.
A further indication of the nonlinear nature of the fluctuations in the convective regime is given
by the fact that the angle θ, for which there is the greatest reduction in the fluctuations, changes
with the strength of the pump value. This has already been discussed in connection with Fig.4.6(a).
In particular, for the critical wave-number, Xˆ−(θ) shows strongest squeezing for θ = 0 in the linear
regime below threshold. In the convective regime, however, the greatest reduction in the quadrature
fluctuations occurs for a value of θ < 0. This is shown in Fig.4.15 in which we plot the variance
Var(Xˆ−(θ)) in normal ordering and normalized to the shot noise level, for F = 1.025.
The OPO can also exhibit strong correlations between the far field intensities associated with oppo-
site wave-numbers. We have calculated the fluctuations in the intensity difference for opposite wave-
numbers associated with the normally ordered moment
〈:
(
Aˆ1
†
(k)Aˆ1(k)− Aˆ1†(−k)Aˆ1(−k)
)2
:〉. (4.42)
A negative value for this quantity indicates a non-classical effect sometimes referred to as twin beams or
intensity-difference squeezing [Zambrini & San Miguel]. As in our discussion of quadrature squeezing,
we find that this quantity is only negative very near to threshold (F = 1.001). Further into the convective
regime we find that the macroscopic noise associated with the formation of a pattern increases the
noise in the intensity difference. For F = 1.01 we find that the intensity-difference squeezing has been
replaced by fluctuations in excess of the shot noise level.
In summary, we have shown that quantum effects can survive above threshold in the convective
regime but only very near to threshold. On increasing the pump and entering further into the convec-
tive regime, we find that nonlinear effects associated with the fluctuations tend to distribute part of the
macroscopic fluctuations into the observables that are squeezed nearer to threshold. This identifies
walk-off as an effective mechanism of quantum decoherence in which the macroscopic nonlinear fluc-
tuations present in the convective regime overwhelm quantum effects associated with noise reduction.
4.4 Symmetry breaking effects in OPO with walk-off
In the previous Section we have considered the OPO with a super-Gaussian transverse profile of the
pump. The finite pump profile with transverse walk-off allows for the convectively unstable regime. In
this Section we focus on the consequences of walk-off in the absolute regime where the pattern is
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dynamically sustained. To this end, and for pedagogical reasons, we consider mainly an infinitely
extended system in the transverse direction, obtained with a constant plane wave pump
E0(~x) = E0 (4.43)
so that no convective regime exists. As discussed in Sect.4.1.2, a stable pattern appears in this sit-
uation above the threshold of signal generation. The walk-off term breaks the important reflection
symmetry. In the following we investigate the effects of this symmetry breaking in the quantum cor-
relations of the far field components. For completeness, at the end of this section, we generalize our
numerical results considering a spatial dependent wide pump.
In Ch.1 we discussed the relation between nonlinear wave-mixing processes and non-classical
states of light, in the context of twin and multi-photon processes. We mentioned that the down con-
verted field (considering only the longitudinal modes) of the non-degenerate optical parametric os-
cillator (NDOPO) consists of two intense laser-like twin beams, distinguished by their polarization or
frequency [Reynaud, Reynaud & al. (87)]. The inclusion of the transverse modes gives rise to a more
complex scenario: in the simplest theoretical description, a stripe pattern emerges, caused by the in-
terference of two spatially tilted signal beams with transverse wavevectors ±~kc. Within a three-mode
approximation, these two beams have equal photon numbers and are entangled, i.e. their intensity
difference is sub-Poissonian [Graham, Lugiato & Castelli, Grynberg & Lugiato]. The prediction of en-
tanglement is linked to considerations of transverse momentum conservation.
In this Section we consider the question of entanglement between the two macroscopic tilted sig-
nal beams in the intense pattern that emerges above threshold, when multi-photon interactions are
present (see Sect.1.4.1.b). In this regime two important aspects have to be taken into account. First,
nonlinearity causes the emergence of harmonics of the transverse mode kc selected at threshold,
so that a three-mode approximation is no longer valid. Second, walk-off breaks the symmetry between
the spatial beams and destroys the equivalence between the beams of wavevectors ±~kc.
Let us consider the total transverse momentum
~ˆP =
∫
~k(Nˆ0(~k) + Nˆ1(~k))d~k (4.44)
whereNˆ0 and Nˆ1 are photon number operators for the pump and signal fields. The DOPO is described
by the Hamiltonian (4.22) with pump Eq.(4.43). The invariance under continuous translations in the
transverse plane, implies that the total transverse momentum ~ˆP is conserved in the Hamiltonian evolu-
tion
[Hˆ, ~ˆP ] = 0 (4.45)
and, in the presence of cavity losses, it has a zero steady state average
〈 ~ˆP 〉 = 0. (4.46)
The momentum conservation, which is at the root of entanglement properties of the spatial beams
[Lugiato & Castelli, Grynberg & Lugiato] at threshold, is independent of the walk-off term. In addition,
100 Type I OPO
this term appears only in the free Hamiltonian, and does not seem to affect the creation processes of
twin photons governed by Hˆint.
In order to clarify the role of walk-off in the photon number properties of different spatial modes,
we consider in the following Sections different approximations which disclose when the combination of
walk-off and nonlinearity becomes crucial.
4.4.1 Quadratic Hamiltonian model
Common approximations to study χ(2) processes use quadratic Hamiltonians [Castelli & Lugiato,
Gatti & al. (97)1, Zambrini & al. (00)]. We have seen that this is, in particular, a suitable approxima-
tion to study the DOPO below threshold (E0 <
√
(1 + ∆0)). Neglecting pump depletion leads to the
interaction PDC Hamiltonian
HˆLint = i
g
2
A0
∫
d2~k
[
ˆ
A†1(~k)
ˆ
A†1(−~k)− h.c.
]
(4.47)
where A0 is the homogeneous constant classical pump. The total transverse momentum in this approx-
imation reduces to ~ˆPL =
∫
~kNˆ1(~k)d~k, and considering the total quadratic Hamiltonian HˆL = HˆL0 +HˆLint
we have that
[HˆL, ~ˆPL] = 0. (4.48)
In particular, the intensity difference between any two modes with opposite transverse wavevector,
NˆD = Nˆ1(~k)− Nˆ1(−~k), commutes with HˆL. Therefore the properties of the intensity difference of twin
beams below threshold are not modified by the consideration walk-off. This conclusion is consistent
with the fact that in the undepleted pump approximation the walk-off term can be removed from the
dynamical equations by a change of reference frame, since the signal field is not coupled to any other
dynamical variable.
4.4.2 Three modes model
The assumption of undepleted pump is not appropriate above threshold. As mentioned in Sect.1.4.1.a
suitable nonlinear approximation immediately at the threshold of signal generation takes into account
the dominant role of the three modes with operators aˆ0,~0 and aˆ1,±~kc , where
~kc is given in Eq.(4.11).
The fundamental interaction (Fig.4.16a) is the destruction of a photon of the homogeneous pump mode
(~k⊥ = 0) and the creation of two tilted signal twin photons with transverse wavevector ±~kc, described
by the 3-mode Hamiltonian
Hˆ
(3)
int = ig
[
aˆ
0,~0
aˆ†
1,~kc
aˆ†
1,−~kc
− h.c.
]
.. (4.49)
where the operators aˆ
i,~k
(i = 0, 1) correspond to a discrete set of wave-vectors and differ from Aˆi(~k)
in normalization factors. In this approximation and in a given spontaneously selected direction for the
pattern, the total momentum is
Pˆ (3) = kc(aˆ†1,+~kc aˆ1,+~kc − aˆ†1,−~kc aˆ1,−~kc) = kcNˆD. (4.50)
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Figure 4.16: a) 3-mode interaction described by Hˆ(3)int Eq. (4.49). b) Secondary processes: 2 subharmonic
photons with the same transverse wavevector generate a photon with double frequency and wave-vector.
Momentum conservation [Hˆ(3), Pˆ (3)] = 0 implies that, independently of walk-off, the twin beams have
the same mean intensity and they are entangled [Graham, Lugiato & Castelli]. Still, an effect of walk-off
can be seen in the mean value of the Heisenberg equation
∂t〈aˆ1,~kc〉 = γ(−1 + ivkc)〈aˆ1,~kc〉+ g〈aˆ0,~0aˆ
†
1,−~kc
〉. (4.51)
The walk-off term ivkc breaks the reflection symmetry (between ~kc and −~kc) resulting in a different
phase evolution for 〈aˆ
1,+~kc
〉 and 〈aˆ
1,−~kc〉.
4.4.3 Five modes model
This 3-mode model gives only a good description of the DOPO extremely close to threshold. Numer-
ics indicate that increasing the pump intensity just one per cent above threshold there is significant
feedback of the signal on the pump, and spatial harmonics come into play (multimode interaction). A
nonlinear perturbative analysis of the process of pattern formation [Oppo & al. (94), Ward & al. (00)]
shows that, at first order in the distance to threshold, the 3-mode model is appropriate, but in second
order also pump modes with transverse wavevector ± ~2kc are excited. A natural next approximation
is then to take into account five modes in the interaction process: aˆ0,~0, aˆ0,±2~kc , aˆ1,±~kc . The 5-mode
interaction Hamiltonian describes also the secondary processes of Fig.4.16b, namely the combination
of two tilted signal photons giving a pump photon with double wave-vector:
Hˆ
(5)
int = Hˆ
(3)
int + i
g
2
[aˆ
0,2~kc
aˆ†2
1,~kc
+ aˆ
0,−2~kc aˆ
†2
1,−~kc
− h.c.]. (4.52)
The conserved transverse momentum is
Pˆ (5) = kc(Nˆ1,~kc
− Nˆ
1,−~kc) + 2kc(Nˆ0,2~kc − Nˆ0,−2~kc) (4.53)
The conservation law [Hˆ(5), Pˆ (5)] = 0 only imposes the restriction that the intensity difference NˆD in
the two signal beams is minus twice the intensity difference of the two pump tilted beams. But NˆD is
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Figure 4.17: N1(kc) − N1(−kc) (dash-
dotted line), N0(2kc)− N0(−2kc) (dashed
line), and P (5)/kc (continuous line) shown
as a function of the pump E0. Parameters:
v = 0.42, system size L = 512·∆x = 10 2pi
kc
,
∆0 = 0, ∆1 = −0.25. Pump threshold
value: Ethr0 = 1. The dotted line is the zero
value of N1(kc)−N1(−kc) for v = 0.
no longer a constant of motion and the commutator
[Hˆ(5), NˆD] = ig[−aˆ0,2~kc aˆ
†2
1,~kc
+ aˆ
0,−2~kc aˆ
†2
1,−~kc
− h.c.] (4.54)
is not fixed to take a zero value. Therefore, when a multimode nonlinear interaction is at work, the
properties of the spatial beams Nˆ1(±~kc) might change: The photon number of a signal beam ~kc might
be larger than the photon number of the beam −~kc, the difference compensating the difference in the
photon number of the two pump tilted beams. This should not occur when there is no walk-off, because
of symmetry considerations. However walk-off implies the breakdown of reflection symmetry, which
suggests having 〈NˆD〉 6= 0 as a natural possibility. In fact, note that [Hˆ(5), NˆD] is phase sensitive and
therefore dynamically modified by symmetry breaking caused by walk-off (see Eq. 4.51).
4.4.4 Numerical analysis
In order to substantiate the above ideas we investigate numerically a continuous nonlinear model with-
out constraint in the number of coupled modes. We first consider the nonlinear classical equations
of the DOPO, given by Eqs. (4.40) neglecting the noise source. When v = 0 a stationary pattern
appears and in the far field N1(kc) = N1(−kc), even if - as shown above - this does not follow from a
conservation law when there is a multimode interaction. On the other hand, when walk-off is taken into
account (v 6= 0), broken symmetry leads to a tilted signal beam more intense than the signal beam of
opposite transverse wavevector, in an amount that compensates the difference between the two tilted
pump beams: In Fig. (4.17) we show that N1(kc)−N1(−kc) = 2(N0(−2kc) +N0(2kc)), so that the con-
servation law P (5) = 0 is fulfilled. However, this is only strictly true close enough to threshold, where
the 5-mode approximation is valid. Already for the pump values shown in Fig.4.17 we observe that
P (5) 6= 0. This indicates that a larger number of transverse modes are being excited and contribute
to the conserved total transverse momentum P . A microscopic interpretation of our findings in Fig.
(4.17) is as follows: At threshold there is a primary process of annihilation of a pump photon creating
two tilted signal photons (3-mode model), generating two beams such that 〈Nˆ1(+kc)〉 = 〈Nˆ1(−kc)〉.
The secondary processes of Fig. (4.16b) can happen with a different rate depending on the walk-off
direction. Then, multimode interaction combined with broken reflection symmetry leads to a stronger
depletion of one of the two signal beams.
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A natural question is then if quantum correlations are partially destroyed by the asymmetric deple-
tion of the signal beams at kc, as it happens in NDOPO (neglecting spatial dependence) when signal
and idler have different losses [Lane & al., Lugiato & Grynberg]. To describe the quantum fields, we
consider the time dependent parametric approximation presented in Sect4.2.2 and the 1D Langevin
equations 4.40. Hence stochastic averages associated with α1 give the symmetrically ordered aver-
ages of corresponding operators in the signal field, driven by the “classical” pump field A0. This time
approximation is interesting in this context because captures three fundamental features: first the non-
linearity of the system, i.e. the depletion of the pump (term α21); second the dynamical coupling between
pump and signal, which in particular does not allow the elimination of the relative walk-off term chang-
ing the reference system; and third, the spatial multimode interaction allowing for the manifestation of
symmetry breaking in the beam intensities.
To characterize the correlations of the signal beams at kc we calculate from Eq. (4.40) the normal
ordered variance normalized to the shot noise (NN (k)) value
V = 〈: [Nˆ1(kc)− Nˆ1(−kc)]
2 :〉 − 〈Nˆ1(kc)− Nˆ1(−kc)〉2
NN (k) . (4.55)
Negative values of V indicate a non-classical sub-Poissonian statistics for the intensity difference of the
two signal beams at ±kc. Being V a normal ordered quantity, it is proportional to the output variance
[Collett & Gardiner], indicating possible non-classical signatures in the output fields correlations. Out-
side the cavity the quantity showing stronger quantum signatures is the spectral variance V (ω) (Eq.
(19) in [Marzoli & al.]). The macroscopic entanglement, or total noise suppression, is reached at ω = 0.
The integral over all frequency of V (ω) corresponds to the equal times variance, proportional to the
intracavity quantity V (Eq. 4.55) calculated here.
For the DOPO below threshold we find that the two opposite beams have the same variances
(above the level of coherent states) and V = −0.5 for v = 0 and v 6= 0. This is in agreement with
analytical calculations for a continuous linear model which give -independently of the walk-off- a re-
duction of 50% in the fluctuations of the intensity difference with respect to the level of the coherent
states inside the cavity [Gatti & al. (97)1]. Also at threshold -where linearization fails due to undamped
critical fluctuations but a 3-mode model is suitable-, we obtain the same results, in agreement with
Ref.[Graham]. Above threshold, and if v = 0, we still obtain 〈NˆD〉 = 0 and sub-Poissonian statistics
with V = −0.5. As discussed previously, given the multimode interaction, this result does not follow
from momentum conservation alone. In fact it is associated with the presence of a macroscopic spatial
structure that dictates the spatial structure, symmetry properties and correlations of the fluctuations
[Zambrini & al. (02)].
Considering the effect of walk-off above threshold (v 6= 0) we find that the variances of the two
beams become different, the most intense beam fluctuating more strongly. We obtain
〈δN1(−kc)2〉/〈δN1(kc)2〉 ' 1.005, 1.01, 1.02, 1.03, 1.04 (4.56)
for pump values respectively E0/Ethr0 = 1.01, 1.03, 1.05, 1.07, 1.1, where we have taken L = 30 2pikc and
other parameters as in Fig.4.17.
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However the correlation between these two non-equivalent beams is strong and macroscopic en-
tanglement is preserved. In fact, within our accuracy, we get always the same value V ' −0.5 obtained
for v = 0. We finally point out that the different noise levels of the two beams, as caused by walk-off, is
a general phenomenon that might explain experimental observations in other systems [Sharping & al.].
Our discussion so far has considered the ideal situation of a plane wave pump, but we have checked
that our results are meaningful for a more physical spatial dependent wide pump profile. In this case
the tilted beams have to be detected in a broad area of the size of the far field peaks [Marzoli & al.].
We have performed numerical simulations in the absolute regime of a DOPO with a broad pump
E0(x) = EtopE
thr
0 e
− 12 ( x317 )10 (4.57)
and Etop = 1.1, taking L = 51 2pikc and other parameters as in Fig.4.17. In this situation we obtain
V = 3 for k = kc if ∆k = 2pi/L; increasing the integration area around kc we find that V = −0.35
for 3∆k, V = −0.40 for 5∆k, V = −0.49 for 7∆k. In the convective regime (Etop = 1.025) at k = kc
we obtain V ' 102, and integrating over a broad area of 30∆k the variance decreases an order of
magnitude, remaining always classical. In this regime the macroscopic entanglement is destroyed
[Zambrini & al. (02)].
In conclusion, we predict quantum entanglement between the spatially tilted macroscopic signal
beams of a DOPO above threshold when nonlinear multimode interaction is effective. Walk-off breaks
the symmetry between the two beams, the more intense becoming more noisy, but quantum entangle-
ment is preserved.
4.5 Quantum correlations for vanishing walk-off
In this Section we study the non-classical correlations that are present from below to above-threshold
in the DOPO when the walk-off vanishes. The results shown on the following are obtained with the
Langevin equations for the Q representation introduced in Sect.4.2.3. The choice of these equations is
due to their wide domain of validity above threshold, allowing for the description of quantum fluctuations
far from the threshold, where complex spatial structures appear. In Sect. 4.1.2 we briefly reviewed
the relevant classical results concerning the instabilities to pattern formation and to homogeneous
solutions well above threshold, when walk-off vanishes. Our aim is to study the quantum properties
of the correlations in regimes that have not been previously studied. In order to check the results
that follow from the nonlinear Langevin equations (4.35-4.35) we first present calculations of quantum
correlations below threshold and at the critical point, comparing them with analytical results in the
linear approximation (Sect.4.5.1). In In Sect. 4.5.2 we consider the regime above threshold, where
complex patterns arise. We investigate the possibility of entanglement of tilted beams (twin-beams-like
correlation) in the multimode process, behind stripe pattern formation involving higher order spatial
harmonics (Sect. 4.5.2.a). We also investigate the possibility of entanglement in spatially disordered
structures (Sect.4.5.2.b).
In the next sections show results obtained by numerical integration of Eq. (4.35) and Eq. (4.36)
with the same integration method of Ref.[Zambrini & al. (00), Bache & al.]. In particular we consider
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E0=0.999 E0=1
NF FF NF FF
E0=1.1 E0=1.5
NF FF NF FF
Figure 4.18: Spatio-temporal evolution of the real part of the near field (NF) and of the intensity of the far
field (FF) (in log scale), for different values of the pump E0 = 0.999, 1, 1.1, 1.5. The FF intensity is defined
as |αi(k)|2, where αi(k) is the Fourier transform of the near field αi(x). The horizontal coordinate is the
transversal position (x in NF and k in FF) describes by 64 points, and the vertical one is the time interval 107
(in γ units), using a discretization time step of ∆t = 0.01. The initial condition for the signal is α1(x, 0) =
10−5((x) + 10 sin(kcx)) with (x) Gaussian random numbers of variance one.
one transversal dimension (D = 1) and parameters:
∆0 = 0, ∆1 = −0.18, g√
aγ
= 10−4 (4.58)
with a system size of four critical wavelengths L = 4λc, with λc = 2pikc (see Sect. 4.1.2).
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4.5.1 Quantum correlations below and at threshold
The spatio-temporal dynamics of the signal field is shown in Fig.4.18 for two relevant values of the
pump, below but near to threshold (quantum images regime), E0 = 0.999 and at threshold (E0 = 1).
The far field (FF) shows strong fluctuations dominated by the critical wave-vector: in Sects. (4.5.1.a-
4.5.1.b) we discuss the quadratures and intensity quantum correlations of these modes.
4.5.1.a Quadrature correlations
The direction in which quadrature squeezing appears is determined by the eigenfunction V±(k,−k)
given in Eq.(4.12) [Zambrini & al. (02)]. The solution V+(k,−k) gives the direction of amplification
of fluctuations, while fluctuations are damped for V−(k,−k), giving rise to quadrature squeezing.
In particular, for the critical wave-vector kc and for our choice of parameter (real Ast0 ) we obtain
V±(kc,−kc) = δA1(kc) ± δA∗1(−kc). Therefore, the largest squeezing at threshold will be in the dif-
ference of real parts and the sum of imaginary parts of the field for wave-numbers kc and −kc.
We define the real quadrature operator:
Xˆ(k) = Aˆ1(k) + Aˆ
†
1(k) (4.59)
and the quadrature superpositions
Xˆ−(k) = Xˆ(k)− Xˆ(−k) (4.60)
Xˆ+(k) = Xˆ(k) + Xˆ(−k), (4.61)
corresponding, respectively, to damped and undamped quantities at threshold.
Below threshold, within a linearization approximation [Gatti & al. (97)1], the normal-ordered vari-
ances normalized to the shot noise (NX ) [Zambrini & al. (02)] are:
<: (Xˆ−(kc))2 :>
NX =
−E0
1 + E0
(4.62)
<: (Xˆ+(kc))
2 :>
NX =
E0
1− E0 . (4.63)
These quantities coincide with the variances since the mean values are zero: < Xˆ±(k) >= 0. The
normal ordering allows us to immediately identify non-classical features associated with squeezing
such as negative variances. Eq. (4.62) shows an increasing degree of squeezing, approaching the
value −0.5 at threshold. In Fig.4.19 theoretical predictions and numerical results are shown to be in
good agreement, confirming the validity of Eqs. (4.35-4.36) below threshold. On the other hand Eq.
(4.63) is always positive indicating that the the fluctuations in the direction of instability are essentially
classical and larger than those found for a coherent state. In Fig.4.20 we show the agreement between
theoretical predictions and numerical results for the undamped quadrature, even as close as 1 ‰to
threshold. The limits of the linear treatment, discussed above, are now evident in the divergence of
Eq. (4.63) for E0 → 1. In contrast, numerical simulation of the nonlinear Eqs. (4.35-4.36) gives the
expected saturation at the critical point, at a value which depends on the noise level.
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Figure 4.19: Normal ordered vari-
ance of the damped quadrature
Xˆ−(kc) normalized to shot noise: di-
amonds are results obtained by nu-
merical simulation, while the contin-
uous line corresponds to the analyt-
ical expression Eq. (4.62). For any
trajectory at given pump intensity, we
average during a time of 107, integrat-
ing with a time discretization of 10−3
(with time scaled as in Eq. (4.4)).
4.5.1.b Intensity correlations
We can find non-classical features in the intensities of the twin beams by evaluating the normal-ordered
variance in the difference of the two intensities, introduced in the previous Section (Eq.(4.55)):
V(k) = 〈: [δNˆ1(k)− δNˆ1(−k)]
2 :〉
NN (k) , (4.64)
with shot noise value NN (k) proportional to the sum of the intensities of the two beams with wavevec-
tors ±k. We remind that in a linear analytical treatment below threshold V(k) = −0.5, independently of
the pump intensity and of the wave-vector [Gatti & al. (97)1, Zambrini & San Miguel]. This is in contrast
with the behavior of the quadratures correlations Eqs. (4.62-4.63), that are stronger for the critical wave
vector or at the critical point. Nevertheless, the critical conditions are of significant interest because of
presence of higher intensities.
The numerical expression of V(k) for different spatial modes (0 < k ≤ 5kc) is compared, in Fig.4.21,
with the analytical value −0.5 for pump E0 = 0.99, showing good agreement. Small deviations for large
wavevectors k can appear numerically due to the smallness of the shot noise to which the variance is
normalized; NN is proportional to the mean intensity of the field, shown also in Fig.4.21.
In Fig.4.22 we plot the variance V(kc) at the critical wave-vector as a function of the pump E0: We
obtain good agreement with analytical predictions below threshold.
Figure 4.20: Variance of the un-
damped quadrature Xˆ+(kc): the di-
amonds are results obtained with nu-
merical simulation, while the contin-
uous line corresponds to the analyt-
ical expression Eq. (4.63). At the
last point, corresponding to E0 = 1,
the linear treatment gives an infinite
variance (the asymptotic behavior is
represented by a dashed line), while
our nonlinear treatment gives the ex-
pected saturation.
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Figure 4.21: Analytical (continuous line) and numer-
ical (diamonds) twin beams correlations V(k) (Eq.
(4.55)) below threshold (E0 = 0.99). The insert
shows the mean intensity of the signal, with a max-
imum at kc = 0.3.
Figure 4.22: Variance V(kc) at the critical wave-
vector (kc = 0.3), increasing the pump intensity from
below to above threshold (Ec = 1). The diamonds
are numerical results and the continuous line is the
analytical value obtained by linearizing below thresh-
old.
4.5.2 Quantum correlations above threshold
The nonlinear equations in the Q representation are used here to study the regime of pattern for-
mation above threshold. These equations improve the time dependent parametric approximation
[Zambrini & al. (02)]: we have seen that the parametric approximation is well suited to study the con-
vective regime (in presence of walk-off) or the instability point, because the pump fluctuations are
disregarded with respect to the signal ones. On the other hand, Eqs.(4.35) and (4.36) are valid in a
wide region above threshold, and give a complete description of the pump fluctuations.
Slightly above the threshold (E0 = 1.02) the variance of the quadratures superposition Eq. (4.60)
becomes classical. To understand how the mode dynamics changes when going above threshold,
we recall that below threshold the trajectory α1(kc, t) occupies a circular region centered in zero, in
the phase space given by its real and imaginary part. Above threshold the mean amplitude has a
macroscopic value increasing with the pump intensity and the distribution of fluctuations in phase and
intensity quadratures is rather different, as shown in Fig.4.23a. A trajectory for a mode during a larger
time would describe a circle in phase space.
Figure 4.23: a) Trajectory in
the phase space of α1(kc) during
107 scaled units for E0 = 1.02.
b) Phase sum < θ+ + θ− > (in
radians) increasing the pump in-
tensity.
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The origin of these large fluctuations in the phase quadrature is well known in the theory of
single transverse-mode NDOPO [Reid & Drummond (88), Reid & Drummond (89)]. Due to the diffu-
sion of the difference of the signal and idler phases, the above threshold solution is not stable, and
“cannot be analyzed correctly by the assumption of small fluctuations and methods of linearization”
[Reid & Drummond (88), Reid & Drummond (89)]. The situation is similar to that of the laser above
threshold, for which a correct analysis is performed using intensity and phase variables and not lineariz-
ing in the diffusing (phase) variable. In Ref.[Kheruntsyan & Petrosyan] an exact steady-state Wigner
function is calculated in the single transverse-mode NDOPO by adiabatically eliminating the pump. The
phase diffusion in a mode is evident in the radial symmetry of this distribution.
The single transverse-mode NDOPO is equivalent to a three mode model, describing the extended
DOPO near threshold [Castelli & Lugiato] through the relevant fields α1(±kc)and α0(0). The stationary
signal is
α1(x, t) = α1(kc)e
ikcx + α1(−kc)e−ikcx
= 2|α1(kc)|ei
θ++θ−
2 cos
(
kcx+
θ+ − θ−
2
)
, (4.65)
with α1(±kc) = |α1(±kc)|eiθ± , and |α1(kc)| = |α1(−kc)|. We recognize the effect of the phases θ± in
the near field. The sum of these phases fixes the global phase of the signal, locked to the pump, while
the arbitrary phase difference fixes the spatial position of the stripe pattern. In continuous systems,
where all modes are taken into account, the diffusion of the phase difference can be interpreted as
the action of the Goldstone mode [Zambrini & al. (00)], that is neutrally stable, giving a continuous
translation of the pattern. This is particularly evident in Fig.4.18 at threshold (E0 = 1).
In a linear treatment below threshold, the fluctuations of 〈θ+ + θ−〉 have zero average and are
damped (with ∆0 = 0). Increasing the pump we always observe small fluctuations, but the average
changes. Fig.4.23b shows that the mean value 〈θ++θ−〉 increases from its zero value with the distance
above threshold. This is a nonlinear effect due to the feedback of the signal on the pump. Above
threshold the average of the nonlinear term in the pump equation is not zero, so the pump is no longer
real and this induces a phase rotation in the signal. Therefore it should be expected that the strongest
quadrature squeezing will be eventually found for a local oscillator phase that depends on this phase
rotation. Here, however, we will restrict our attention to the non-classical features associated with
intensity correlations. In fact this corresponds to a measure of quadrature squeezing as they result
from the interference of a local oscillator given by the mean signal field with the squeezed fluctuations
of the same mode.
4.5.2.a Intensity correlations in stripe patterns
The stripe pattern formed above threshold is due to the interference of signal beams with opposite
critical wavevectors. Momentum conservation leads to the entanglement between these signal beams
[Graham, Castelli & Lugiato, Zambrini & San Miguel]. This gives non-classical intensity correlations
characterized by V = −0.5.
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Figure 4.24: Snapshots of the
real part of the near fields (NF)
and intensity (log scale) of the
far fields (FF) for both the pump
and the signal. The grey plots
are obtained for a pump value
E0 = 1.02 and the black ones
(in continuous or dotted lines) for
E0 = 1.1.
Increasing the pump intensity we observe excitation of harmonics of the critical wavenumber (com-
pare far field (FF) in Fig. 4.18 for E0 = 1 and for E0 = 1.1). In Fig. 4.24 we show the real part of the
near field (NF) pattern in the pump and in the signal and the corresponding FF intensities for pumps
E0 = 1.02 andE0 = 1.1. We observe that the odd harmonics are excited in the signal and the even ones
in the pump mode, with an exponential decay of energy at higher wavevector modes. The presence of
a multimode interaction means that the momentum conservation no longer constrains the intensities of
the twin beams, as it does below and at threshold. However, as shown in Ref.[Zambrini & San Miguel],
we do observe in this regime the symmetry
〈N1(k)〉 = 〈N1(−k)〉 (4.66)
in intensity averages and quantum correlations between the critical modes survive, as shown in
Fig.4.22 for 1 < E0 < 1.1. The secondary process of up-conversion of pairs of signal photons +kc
(or equivalently −kc) to form pump photons +2kc ( −2kc) does not seem to destroy the quantum
correlations between the signal “twin” photons (+kc and −kc). In principle this process gives an inco-
herent depletion of the “twin” beams, but probably due to the smallness of this secondary effect, the
quantum correlations associated with the fundamental process survives. Therefore this system shows
twin-beams-like correlations in a multiphoton process, as in the case of SHG presented in Sect.1.4.1.b.
The spatial spectrum of the intensity variance V is plotted in Fig.4.25. We observe that at 2%
above threshold the spectrum is similar to the spectrum below threshold (compare with Fig. 4.21). A
reduction of the squeezing is observed (peak at k = 3kc = 0.9 in Fig.4.25), however, corresponding
to the appearance of the third harmonic. Increasing the pump to 10% above threshold we observe
an enhancement of the spectral bandwidth in which this reduction of squeezing appears. The third
harmonic in the signal is involved in at least two important processes: the down-conversion of the ho-
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Figure 4.25: Twin beams corre-
lations V(k) above threshold, for
E0 = 1.02 (grey) and for E0 =
1.1 (black).
mogeneous pump into twin photons +3kc and −3kc and the secondary process of down-conversion
of the second harmonics ±2kc of the pump into opposite signal photons ±3kc and ∓kc. We note that
as the Hamiltonian operator is Hermitian, the opposite (up-conversion) processes are also allowed.
The observed reduction of squeezing can be interpreted as a signature of the mentioned secondary
process, in which the pairs signal +3kc and −3kc photons are incoherently (not simultaneously) gener-
ated and destroyed. In other words, signal modes are depleted independently, taking part in different
cascading processes and generating harmonics. The entanglement should be preserved in opposite
signal modes for which the fundamental down-conversion process prevails. We have confirmed that
opposite spatial modes in the pump field do not show quantum correlations.
We note that the variances V obtained with the Q-representation –after reordering– are in good
agreement with the corresponding quantities calculated with the time dependent parametric approxi-
mation in the Wigner representation in Ref.[Zambrini & San Miguel].
4.5.2.b Intensity correlations in spatially disordered structures
With increasing pump intensity, a transition from a modulated pattern to homogeneous solutions takes
place. The transition depends effectively on the noise level. For example, for pump E0 = 1.1, for which
we have analyzed in Sect. 4.5.2.a fluctuations in stripe patterns, a high level of noise (g/γ = 10−2)
leads to a disordered structure. Due to the bistability in this regime, different homogeneous solutions
can be selected in separated spatial domains (see Fig.4.18 for E0 = 1.5). All solutions presented in
Fig.4.18 are obtained starting from a modulated initial condition at kc. Therefore we are stimulating, with
a particular initial configuration, the shape of the final structure. In Fig.4.26a we show the stationary
configuration for E0 = 1.5, in which the most excited mode is kc. The disordered character of the
structure gives rise to a broad spectrum, in which the other dominant modes are not harmonics of kc.
The most intense signal modes combine to form pump modes: for example in Fig. 4.26a the signal
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Figure 4.26: Snapshots of the
real part of the NF and inten-
sity (log scale) of the FF for the
pump (thin line) and the signal
(thick line), for E0 = 1.5, starting
from a rolls pattern (a) and from a
step function with values −1 and
+1(b).
modes kc = 4∆k = 0.3 and 9∆k = 0.675 give the pump mode 13∆k = 0.975. With our choice of
parameters ∆k = 0.075, with ∆k depending on the size of the system: ∆k = 2pi/L = 2pi/4λc. The
stationary disordered structure shows the same reflection symmetry 〈N1(k)〉 = 〈N1(−k)〉, of the stripe
pattern considered in Sect. 4.5.2.a.
Studying the properties of the quantum fluctuations in this regime, we observe non-classical corre-
lations between the two signal “twin” beams with critical wave-vectors, also in these spatially disordered
structures (see Fig.4.22 for 1.2 ≤ E0 ≤ 1.5). This result does not depend on momentum conserva-
tion or on the presence of a regular pattern. We have also considered the entanglement properties of
modes different from the critical one. In Fig. 4.27 we show the spatial spectrum of the variance V. As
in the case of a regular stripe pattern, analyzed in the previous section, we continue to find quantum
correlated twin beams. However there are some interesting differences. The peak in V now corre-
sponds to a strongly depleted (low mean intensity) signal mode for k = 0.975. This contrasts with the
previous case, where k = 3kc was an excited mode. The most interesting feature is the appearance of
a bandwidth of “twin” beams, where the signal field is intense; the correlations become classical for big
wave-vectors (k & 1), where the signal is depleted more than the pump field, reaching asymptotically
the level of coherent states (see dotted grey line in Fig.4.27). In conclusion, the “twin”-beams quan-
tum correlations persist in disordered structures. This signature of the fundamental down-conversion
process is preserved throughout the region of intense signal modes.
The demanding question is how the spectrum of the variance V is influenced by the shape of the
selected spatial structure. In this regime no special character is associated with the critical wave-
length periodicity. Therefore we consider a stationary state of two domains, obtained from an initial
step condition (Fig. 4.26b). Also in this case, with a very different stationary state, we observe non-
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Figure 4.27: Twin beams correlations
V(k) for pump E0 = 1.5. The grey
(black) line is the spectrum V(k) for the
pattern shown in Fig.4.26a (Fig.4.26b ).
The grey dotted line is obtained con-
sidering a system with the same size
(L = 4λc) but with a finer discretiza-
tion (128 instead of 64 points), start-
ing from a stripe configuration of critical
wave-length. In this way we can see
the asymptotic behavior of the spectrum
for large wavevectors. For small wave-
vectors the results are in good agree-
ment with the simulation using 64 points.
classical intensity correlations in the bandwidth 0 < k . 1, as shown in Fig.4.27 (black line). In this
case no peaks appear, suggesting that the presence of modes with reduced squeezing (as the peak
for k = 0.975 observed in the previous structure) depends on the selected spatial structure.
The key point is the relative importance of the fundamental coherent process of twin photon down-
conversion, and other incoherent cascading processes, which depends on the spatial configuration
chosen by the system. To give more evidence of this statement, we study the variance V in three
different spatial configurations, obtained for E0 = 1.3, starting the simulations from noise, from rolls (as
in Fig. 4.26a) and from a step function (as in Fig.4.26b). In Fig. 4.28 we show the spectral variances
Figure 4.28: a) Twin beams correlations
V(k) for pump E0 = 1.3, corresponding
to different spatial structures, obtained
starting from a step function (black line),
from noise (grey line) and from a stripe
pattern with critical wave-length (dotted
line). Mean FF intensity in the pump
(< N0 >) (b) and in the signal (< N1 >)
fields (c), for the same three spatial con-
figurations.
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(a) and the mean FF intensity (b). The domain configurations obtained staring from noise and from
a step function give overlapping smooth variances, while two peaks appear when starting from rolls .
Also in this case the peaks appear associated with strongly depleted signal modes with low intensities,
and can be in different positions depending on the selected spatial structure. The bandwidth of non-
classical variance V seems to be a general feature, almost independent of the structure selected. It
corresponds to the FF region of intense tilted signal beams.
4.6 Summary and conclusions
In this Chapter we have discussed quantum features of a type I degenerate optical parametric oscillator
above threshold. We have considered the DOPO when there is a transverse walk-off effect and also in
the case in which it vanishes. The instabilities predicted in both cases are reviewed in Sect.4.1.
In order to describe the nonlinear interactions of a DOPO above threshold, we have proposed two
approximated methods based on the use of the W and Q representations. We obtained two sets
of nonlinear Langevin equations, describing the pump and the signal fields (Sect.4.2). Our initial
motivation has been the study of noise sustained patterns, characterized by a broad far field spectrum
with competition among many wave-numbers. Therefore few mode approximations are not adequate
in this regime. Noise sustained patterns are the result of amplified quantum fluctuations around a
unstable reference state. These two approximations can be extended to other interesting regimes.
The method based on the use of the W representation is a time dependent parametric approxi-
mation (Sect.4.2.2), in which vacuum fluctuations are neglected in the pump mode: the pump field is
treated as a classical variable, but driven by the c-number representation of the quantum sub-harmonic
signal field. The key point is that this formulation includes the effects of the fluctuations in the signal
on the pump, which in turn act back on the signal. Correlation functions of quadratures and intensity of
the signal field calculated in this representation correspond to symmetrically ordered correlations. This
approximation is valid in regimes of macroscopic signal fluctuations, such as the convective regime or
the instability region at the threshold for pattern generation.
The second method is based on the use of the Q representation (Sect.4.2.3), that for an OPO
satisfies a pseudo FPE, in which the diffusion is not always positive definite. However, the diffusion
matrix is positive definite unless the fluctuations are strong enough to push the pump field up to twice
the threshold value. This never occurred in our simulations and we have not attempted to calculate
the effects of such highly unlikely trajectories on our ensembles. This approximation is valid in a wide
region of pump intensities, allowing for the description of quantum fields dynamics in several spatial
structures above threshold.
In Sections 4.3, 4.4 and 4.5 we have studied different regimes of the DOPO above the threshold of
pattern formation. Also, we have checked the validity of the proposed approximations below the thresh-
old for pattern formation, comparing our results with known results obtained in a linear approximation,
where pump depletion and fluctuations are neglected.
The main goal of Sect. 4.3 is the study of the quantum properties of macroscopic patterns sus-
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tained by quantum fluctuations in the DOPO with walk-off. Using the time dependent parametric ap-
proximation, we have described the quantum fluctuations in type I OPO with walk-off in three regimes:
below threshold, in the convective unstable regime and in the absolute unstable regime. To character-
ize the behavior of the quantum fields, we have calculated the Wigner distribution of the most intense
modes (Sect.4.3.1) and evaluated the squeezing level reached in the quadratures fluctuations. Below
threshold we find that the Wigner representation has a Gaussian shape centered at the origin. This is
the result previously found in a OPO without walk-off [Gatti & al. (97)1] from a linearized analysis. We
also find that walk-off does not destroy the existence of squeezing in suitable quadratures. In the con-
vective regime the macroscopic character of the fluctuations is reflected in a extremely broad Wigner
distribution where the probability is still centered at the origin but the nonlinear effects lead to the ap-
pearance of wings in the distribution which is no longer a Gaussian. These wings are in fact precursors
of the pair of peaks appearing in the absolutely convective regime. We show that squeezing in the
appropriate observables can be also obtained in this regime but only just above threshold (Sect.4.3.2).
The walk-off and the nonlinearities act as quantum decoherence mechanism, distributing part of the
macroscopic fluctuations into the observables that were squeezed below threshold. Another nonlinear
effect appears in the selection of the quadrature displaying reduced fluctuations. This quadrature is no
longer the one determined linearly. In the absolutely unstable regime there are also clear indications
of nonlinear properties associated with quantum fluctuations. The interplay between walk-off and non-
linearity results in a complex dynamics in which the frequencies of far-field modes are not constant,
giving a complicated variation of the phases. Also, the most intense mode is not the critical mode. We
find that while the Wigner distribution for the less intense modes can be approximated by a Gaussian
(displaced from the origin and orbiting about it), this is not the case for the most intense modes for
which the distribution of fluctuations is asymmetric around the mean amplitude with a sharp decay at
some maximum amplitude.
In Sect.4.4 we have used the the time dependent parametric approximation to study another im-
portant effect of the transverse walk-off term, that is the breaking of the reflection symmetry for the
opposite far field modes ±k. We saw in Ch.3 that a multimode spatial treatment allows for the identifi-
cation of symmetry breaking effects. In that case we studied the spatial distribution of the fluctuations
and we discussed the role of the Goldstone mode. In this Chapter, we are interested in the effects of
the breaking of a discrete reflection symmetry due to the walk-off term. For the sake of simplicity we
discuss this problem for a flat transverse profile of the pump. In this case the pattern arising at thresh-
old is absolutely stable. We studied the walk-off effects on spatial twin beams correlations. Our
continuous analysis, which avoids few-mode approximations, shows that, neglecting walk-off effects,
beam entanglement is preserved when more harmonics are excited in the stripe pattern. In this case
twin-beams-like correlations appear in a multimode process (see Sect.1.4.1.b) and do not follow from
momentum conservation. When walk-off is not negligible, we show that one beam is more intense and
it fluctuates more than the opposite one. Unexpectedly, also for such imbalance between the “twin”
beams, the entanglement in fluctuations remains unchanged in the domain of parameters explored.
We also show that twin beams correlations can be calculated within the time dependent parametric ap-
proximation when large critical fluctuations appear, at the OPO threshold. The large fluctuations of the
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signal in the critical point cannot be described by approximations based on linearization. Generalizing
our results for a finite pump profile we have shown that the correlations between the intensities of op-
posite far field modes in the convective regime are classical. Therefore in this regime, for macroscopic
fluctuations, neither squeezing nor intensity twin beams correlations survive.
In Sect.4.5 we have used the Q representation for studying quantum correlations in the DOPO,
when transverse walk-off vanishes. Below threshold squeezing in quadratures and non-classical in-
tensity correlations are obtained, in agreement with linear analytical results. At threshold, a pair of
quantum correlated twin beams is generated. These beams have wavevectors ±kc, corresponding to
the critical wavelength. As we move further above threshold the twin beams can recombine to gener-
ate new pump photons. The combination of a +kc and a −kc photon regenerates one of the original
pump photons. The combination of a pair of +kc photons or a pair of −kc photons, however, is a
new process and introduces higher harmonics in the pump and hence in the the signal (multiphoton
process). Such processes can also degrade, but not completely suppress, the quantum correlations in
some signal modes, as in the spatial harmonics ±3kc. This is a signature of the incoherent depletion
of those modes. The twin beams correlations between the intensities of the critical modes ±kc are
preserved when a multimode process is present, in agreement with the results obtained with the time
dependent approximation in Sect.4.4.4. Yet further above threshold we enter a regime of spatially dis-
ordered structures. Remarkably, quantum correlations persist even in this regime, in the bandwidth of
intense signal modes, where they take a form that depends on the spatial pattern that is generated.
Chapter 5
Type II Optical Parametric
Oscillator
In this Chapter we study a type II Optical Parametric Oscillator below threshold. In this device
the pump field is down converted in two orthogonally polarized fields. Therefore this device is a good
candidate to examine new phenomena associated with the polarization degree of freedom in quantum
phenomena occurring in macroscopic beams of light in transverse spatially extended systems. These
quantum properties open the way to the use of the polarization in the quantum processing of images.
Due to the birefringence of the crystal a transverse walk-off arises between the two orthogonally po-
larized fields. We study the effects of walk-off on the spatial distribution of the fluctuations and on
quantum correlations.
Sect.5.1 describes our basic model, input-output relations and some characteristics of the far field.
Sect.5.2 contains our calculations and results for spatial EPR entanglement between quadratures of
the signal and idler fields in opposite points of the far field (see Sect.1.4.2). A precedent of macro-
scopic EPR experiments in OPO are those of Ref.[Ou & al., Zhang& al.], but they do not refer to spatial
EPR, distinguishing signal and idler by their polarization. Spatial EPR was theoretically considered in
Refs. [Gatti & al. (99)a, Gatti & al. (00)b] in type I-OPO. We build on these results by considering the
polarization degree of freedom and including the walk-off effects in our treatment. Our main finding is
that for the intersection points of the far field rings there is noise suppression much below the standard
quantum limit in the proper quadratures combinations of any orthogonal polarization components of
the critical modes.
In Sects.5.3 and 5.4 we describe our analysis of the question of macroscopic polarization entan-
glement in terms of Stokes operators. This question had not been previously considered taking into
account the spatial transverse dependence. There is a recent experimental observation of polarization
squeezing in three of the four Stokes parameters [Bowen & al.], but this does not consider correlations
or entanglement properties. Macroscopic polarization entanglement in terms of Stokes parameters is
considered in Ref. [Korolkova & al.], but in a situation that does not involve transverse spatial depen-
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dence. As a main result we show that there exists macroscopic polarization entanglement between
the states of the beams at the two spatial points of intersection of the far field rings: we find perfect
quantum correlation at zero-frequency in all Stokes operators.
5.1 Input/output relations and far field characteristics
We consider a type II OPO below threshold, in the undepleted pump approximation. In this approxima-
tion the pump field is described by a fixed classical variable A0. In the mean field approximation the
signal (Aˆ1, ordinary x polarized) and the idler (Aˆ2, extraordinary y polarized) fields obey the following
Heisenberg operator equations [Szwaj & al.]:
∂tAˆ1 = −γ1(1 + i∆1 − ia1∇2 + ρ1∂y)Aˆ1 +√γ1γ2A0Aˆ†2 +
√
2γ1Aˆ
in
1 (5.1)
∂tAˆ2 = −γ2(1 + i∆2 − ia2∇2 + ρ2∂y)Aˆ2 +√γ1γ2A0Aˆ†1 +
√
2γ2Aˆ
in
2 (5.2)
where γi are the cavity linewidths for the signal and idler fields, ∆i are the cavity detunings, ∇2 is the
two dimensional transverse Laplacian that models the effect of diffraction in the paraxial approximation,
and ai are the diffraction strengths. As in the previous Chapter, we also consider the effects of the
transverse walk-off. In type II phase matching the transverse walk-off arises between the signal and
idler fields. It is described by the drift terms ρi∂yAˆi. Aˆini are the the input field operators, describing
the fluctuations of the signal and idler modes entering for the partially transmitting mirror of the cavity.
From the Fourier transform:
Aˆ(~x, t) =
∫
d2~k
2pi
∫
dω√
2pi
ei(
~k·~x−ωt)Aˆ(~k, ω) (5.3)
Aˆ†(~x, t) =
∫
d2~k
2pi
∫
dω√
2pi
ei(
~k·~x−ωt)Aˆ†(−~k,−ω) (5.4)
we obtain the following algebraic linear relation, giving the intracavity mode operators νˆ(~k, ω) in terms
of the input fields νˆin(~k, ω)
Lνˆ = Γνˆin, (5.5)
where we have introduced the operator vectors
νˆ =
 Aˆ1(~k, ω)
Aˆ†2(−~k,−ω)
 , νˆin =
 Aˆin1 (~k, ω)
Aˆin†2 (−~k,−ω)
 , (5.6)
and the matrices
L =
 γ1(1 + i∆1(~k, ω)) −√γ1γ2A0
−√γ1γ2A∗0 γ2(1− i∆2(−~k,−ω))
 , Γ =
 √2γ1 0
0
√
2γ2
 , (5.7)
with
∆j(~k, ω) = ∆j + aj |~k|2 + ρjky − ω/γj . (5.8)
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Using the input/output relations νˆout = Γνˆ − νˆin [Collett & Gardiner] introduced in Sect.1.2.3.a, we
obtain the output fields:
Aˆout1,2 (~k, ω) = U1,2(~k, ω)Aˆ
in
1,2(~k, ω) + V1,2(~k, ω)Aˆ
in
2,1(−~k,−ω). (5.9)
The coefficients of the input/output transformation are:
U1(~k, ω) =
2[1− i∆2(−~k,−ω)]
[1 + i∆1(~k, ω)][1− i∆2(−~k,−ω)]− |A0|2
− 1 (5.10)
V1(~k, ω) =
2A0
[1 + i∆1(~k, ω)][1− i∆2(−~k,−ω)]− |A0|2
(5.11)
and U2, V2 are obtained interchanging indexes 1 and 2 in Eqs. (5.10) and Eq. (5.11).
Assuming the input signal and idler fields in a vacuum state it is immediate to obtain the non-
vanishing second order moments of the output fields
〈Aˆout †1 (~k, ω)Aˆout1 (~k′, ω′)〉 = |V1(~k, ω)|2δ(~k − ~k′)δ(ω − ω′), (5.12)
〈Aˆout †2 (~k, ω)Aˆout2 (~k′, ω′)〉 = |V2(~k, ω)|2δ(~k − ~k′)δ(ω − ω′), (5.13)
〈Aˆout1 (~k, ω)Aˆout2 (~k′, ω′)〉 = U1(~k, ω)V2(−~k,−ω)δ(~k + ~k′)δ(ω + ω′) (5.14)
and the corresponding hermitian conjugate ones. From these moments, quadrature and intensity cor-
relations can be analytically calculated for a transversally homogeneous pump A0. These calculations
are simplified considering the unitary conditions (see, for instance, Ref. [Szwaj & al.]) and the symme-
tries of the system. From Eqs.(5.12),(5.13) we obtain the local Far Field (FF) intensity. From Eq.(5.14)
it is evident that correlations between signal and idler are non vanishing only between opposite points
of the far field. Such two-mode correlations are due to the quadratic form of the Hamiltonian describ-
ing the OPO below threshold, within a linear approximation. In the following, and in order to avoid
unphysical divergences 1, we consider the fields to be integrated over a detection region R~k of area σ:
Aˆout(~k)→
∫
R~k
dk′Aˆout(~k′). (5.15)
At the threshold for signal generation (Athr0 = 1), and for a negative total detuning (γ1∆1 + γ2∆2 <
0), an instability at finite wavenumber and with nonzero frequency appears, as extensively discussed
in Ref. [Izu´s & al., Ward & al. (01)]. The modes that become unstable at threshold are determined by
the relations ∆1(~k, ωH(~k)) = 0 and ∆2(~k, ωH(~k)) = 0, where
ωH(~k) =
γ1γ2
γ1 + γ2
[∆1 −∆2 + (a1 − a2)|~k|2 + (ρ1 + ρ2)ky] (5.16)
is the frequency that becomes undamped at threshold (Hopf bifurcation).
The unstable critical modes lie on two rings of the far field given by:
γ1∆1 + γ2∆2 + (γ1a1 + γ2a2)|~k|2 ± (γ1ρ1 − γ2ρ2)ky = 0. (5.17)
If the relative walk-off γ1ρ1 − γ2ρ2 vanishes, Eq.(5.17) describes a single ring. Therefore in absence of
walk-off the signal and the idler far field distributions are superimposed, and an intense ring is observed.
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Figure 5.1: Far field intensity Eq. (5.18) for the choice of pa-
rameters ∆1 = ∆2 = −0.25, a1 = a2 = 1, ρ1 = 0, ρ2 = 1,
γ1 = γ2 = 1 [Lane & al.], A0 = 0.99. The same parameters
will be used for all Figures, unless another choice is speci-
fied. The lower (upper) ring corresponds to the intensity of
the field 1 (2).
Figure 5.2: (a) Spontaneous down-
conversion cones present with type II
phase matching. Correlated photons lie
on opposite sides of the pump beam.
(b) A photograph of the down-conversion
photons. Taken from Ref.[Kwiat & al.].
The two rings of Eq.(5.17) are clearly identified in Fig.5.1, where we represent the stationary mean
intensity close to threshold:
〈Aˆout †1 (~k, t)Aˆout1 (~k, t) + Aˆout †2 (~k, t)Aˆout2 (~k, t)〉 =
σ
2pi
∫
dω(|V1(~k, ω)|2 + |V2(~k, ω)|2). (5.18)
This figure is similar to the well-known experimental image obtained when there is no cavity, in
spontaneous parametric down conversion (see Fig.5.2 [Kwiat & al.]). We want to point out that the
cavity introduces fundamental differences: in particular in this case there is a threshold above which
a pattern appears in the transverse profile of the fields. As discussed in Sect.1.3.2, the modulus of
the wave-vector of such pattern is identified in the noisy precursor below threshold. The existence
of a selected wave-number is an effect of the optical cavity, its value being determined by the cavity
detuning.
The main contribution to the integrals in Eq. (5.18) are the most intense frequencies components
1For further discussions about singularity problems in presence of a flat pump see Ref. [Szwaj & al.].
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given by Eq. (5.16). Hence the intensity at the Hopf frequency
〈Aˆout †1 (~k, ωH(~k))Aˆout1 (~k, ωH(~k)) + Aˆout †2 (~k, ωH(~k))Aˆout2 (~k, ωH(~k))〉 (5.19)
is very similar to the one of Fig. 5.1. This image of the FF shows that the intensity reaches the
highest value at the intersection points of the two rings, where ordinary and extraordinary fields are
superimposed. From Eq.(5.17) it is immediate to obtain the coordinates of these crossing points:
± ~kH = (±kcx, 0), with kcx =
√−γ1∆1 − γ2∆2
γ1a1 + γ2a2
. (5.20)
In our calculations we will also consider the FF modes on the rings for which the influence of the walk-off
is stronger. These are the four points of intersection of the two rings and the y axis, with ordinates:
± kcy± = ±(γ1ρ1 − γ2ρ2)±
√
(γ1ρ1 − γ2ρ2)2 − 4(γ1∆1 + γ2∆2)(γ1a1 + γ2a2)
2(γ1a1 + γ2a2)
. (5.21)
We define the two external points by ±~kV = (0,±kcy+), with kcy+ obtained from Eq. (5.21) with both +
signs.
In the following and for simplicity we omit the label out, indicating with Aˆ1,2 always the output fields,
characterized by Eqs. (5.12-5.14).
5.2 Spatial EPR entanglement between quadrature-polarization
field components
The vectorial field is a superposition of linearly polarized components:
~ˆA = Aˆ1~ex + Aˆ2~ey. (5.22)
By means of a wave retarder
W =
 1 0
0 eiΓ
 (5.23)
and a polarization rotator
P =
 cos Θ sin Θ
− sin Θ cos Θ
 , (5.24)
we obtain a field ~ˆAΓΘ = WP ~ˆA in any polarization state
~ˆAΓΘ = (Aˆ1 cos Θ + Aˆ2e
iΓ sin Θ)~ex + (−Aˆ1 sin Θ + Aˆ2eiΓ cos Θ)~ey. (5.25)
With a linear polarizer
L =
 1 0
0 0
 , (5.26)
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we can select a field polarization component, and, integrating over a detection region R~k, we obtain
AˆΓΘ(~k, t) =
∫
R~k
d~k′(Aˆ1(~k′, t) cos Θ + Aˆ2(~k′, t)eiΓ sin Θ). (5.27)
By homodyne detection we can select a quadrature component of this polarization component. We
define the quadrature Ψ by
AΨΓΘ(t) = AΓΘ(t)e
iΨ + (AΓΘ)
†(t)e−iΨ. (5.28)
In any FF point, the arbitrary quadrature-polarization component (5.28) has vanishing mean value
and a spectral variance which depends only on Θ, but it is independent of the choice of the phase
factors Ψ and Γ: Integrating over the the detection region R±~k of area σ we obtain∫
dteiωt〈AˆΨΓΘ(~k, t)AΨΓΘ(~k, 0)〉 = (5.29)
σ[1 + cos2 Θ(|V1(~k, ω|2 + |V1(~k,−ω|2) + sin2 Θ(|V2(~k, ω|2 + |V2(~k,−ω)|2],
where σ fixes the shot noise level. Therefore, in any far field point the variance of an arbitrary
quadrature-polarization component is above the shot noise level σ. We observe that if we place the
detectors in the FF line ky = 0 the variance results independent of all angles, including Θ. We find∫
dteiωt〈AˆΨΓΘ((kx, 0), t)AΨΓΘ((kx, 0), 0) = σ[1 + |V1((kx, 0), ω|2 + |V1((kx, 0),−ω)|2], (5.30)
In other words, for ky = 0, the level of fluctuations is independent of the choice of the polarization state
and quadrature, depending only on the position kx.
We next consider the correlations between the field component detected in two spatially separated
FF points. Such correlations are not vanishing only for opposite FF points ~k and −~k. We will show
that the correlations between quadratures in these two spatial points of the transverse field show EPR
entanglement. A two mode state is here defined to be EPR entangled if for two orthogonal quadratures
Xˆi and Yˆi in each mode i (i = 1, 2) the conditional variances V −cond(Xˆ1|Xˆ2) and V +cond(Yˆ1|Yˆ2) are both
less than 1, as discussed in Ref.[Leuchs & al.]. The conditional variance is defined by
V ±cond(Aˆ|Bˆ) = ming
V (Aˆ± gBˆ)
V (AˆSN )
(5.31)
being V (Aˆ) the variance, and V (AˆSN ) the shot noise level. The factor g is introduced to optimize noise
reduction and is experimentally obtained by an attenuator and a delay line [Gatti & al. (00)b]. We note
that
V (Xˆ1 − Xˆ2) < V (Xˆ1,SN ) and V (Yˆ1 + Yˆ2) < V (Yˆ1,SN ) (5.32)
is a sufficient condition for EPR entanglement, corresponding to the choice g = 1. The definition
of EPR entanglement used here [Leuchs & al.] provides a sufficient condition for the inseparability
criterion recently discussed for continuous variables systems by [Duan & al.].
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For a single-mode type II OPO below threshold, in which transverse effects are not consid-
ered, EPR correlations between signal and idler modes of different polarizations have been predicted
[Reid & Drummond (90)] and experimentally demonstrated [Reid & Drummond (90)]. Recent investi-
gations show the possibility of EPR entanglement between spatial regions of the transverse profile of
the signal field of a degenerate optical parametric oscillator [Gatti & al. (99)a, Gatti & al. (00)b]. For
type II phase matching we can consider two opposite far field modes with x and y polarizations, re-
spectively. Neglecting walk-off effects we would then find results equivalent to the degenerate case in
type I phase matching [Gatti & al. (99)a, Gatti & al. (00)b]. In addition of considering the effect of the
walk-off, the novelty of our discussion here for type II OPO is that we can also consider how these
correlations change with the polarization state.
As an indicator to look for EPR entanglement in our case, we introduce the spectral variance of the
difference of quadratures
Vg(±~k, ω; ~Φ) =
∫
dteiωt〈(AˆΨΓΘ(~k, t)− g∗AˆΨ
′
Γ′Θ′(−~k, t))(AˆΨΓΘ(~k, 0)− gAˆΨ
′
Γ′Θ′(−~k, 0))〉, (5.33)
where the vector ~Φ = (Γ,Θ,Ψ,Γ′,Θ′,Ψ′) is the set of parameters determining the polarizations (lower
labels) and quadratures (upper labels) of the opposite FF modes under consideration. The value of g
giving the minimum variance (5.33) is
g¯ =
∫
dteiωt〈AˆΨ′Γ′Θ′(−~k, t)AˆΨΓΘ(~k, 0)〉∫
dteiωt〈AˆΨ′Γ′Θ′(−~k, t)AˆΨ
′
Γ′Θ′(−~k, 0)〉
(5.34)
From the output moments Eqs. (5.12-5.14) we obtain
Vg(±~k, ω; ~Φ) = σ
[
|ei(Ψ+Ψ′+Γ′) cos ΘU1(~k, ω)− g∗ sin Θ′V ∗2 (−~k,−ω)|2 (5.35)
+ |ei(Ψ+Ψ′+Γ′)g∗ sin Θ′U1(~k,−ω)− cos ΘV ∗2 (−~k, ω)|2
+ |ei(Ψ+Ψ′+Γ) sin ΘU1(−~k,−ω)− g∗ cos Θ′V ∗2 (~k, ω)|2
+ |ei(Ψ+Ψ′+Γ)g∗ cos Θ′U1(−~k, ω)− sin ΘV ∗2 (~k,−ω)|2
]
with shot noise level σ(1 + |g|2). A variance below this shot noise level is a signature of squeez-
ing. We are looking for the more stringent conditions (5.31) discussed above: EPR entanglement
imposes the requirement that Vg(±~k, ω; ~Φ) goes below the shot noise level of AˆΨΓΘ (that is we should
find Vg(±~k, ω; ~Φ) < σ), simultaneously for two combinations of orthogonal quadratures [Leuchs & al.].
The general result (5.35) depends on many parameters. However it is important to note that Vg only
depends on the phases Ψ,Ψ′,Γ,Γ′ through the independent combinations (Ψ+Ψ′+Γ) and (Ψ+Ψ′+Γ′).
The dependence on the sum of quadratures angles Ψ and Ψ′ is well known in other contexts. It is
easily understood taking into account that measuring by a single homodyne detector the noise in a
quadrature Ψ+Ψ′2 of the difference of the spatial ±~k and polarization (Γ,Θ,Γ′,Θ′) modes is equivalent
to the noise measurement described by Eq.(5.33) [Reid & Drummond (90)]. The result that Vg depends
on independent variations of Γ and Γ′ only through their sum with the sum of the quadrature phases
Ψ + Ψ′ means that it is equivalent to vary the selected quadrature changing the phase of the local
oscillator or to shift both signal and idler fields by a proper phase with the phase retarders.
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Figure 5.3: FF signal (black) and idler (grey) rings
and detection scheme not influenced by the walk-
off: The x and y polarizations are detected in the
points ±~kH where the rings cross (square sym-
bols).
Figure 5.4: FF signal and idler rings and detection
scheme influenced by the walk-off: a) The x and y po-
larized fields are detected in the points ±~kV indicated by
the square symbols, on the intense x polarized (black)
and y polarized (grey) rings (bright detection). b) In the
same points ±~kV (square symbols) the orthogonal polar-
izations y and x are detected (dark detection).
In order to study how correlations change in different spatial points of the FF we consider two
detection schemes, with detectors in opposite FF points, which represent possible extreme cases:
• In the first detection scheme the field is detected in the crossing points ±~kH of the signal and
idler rings in the FF, as represented in Fig. 5.3. Being these points in the line ky = 0, they are
not affected by the transverse walk-off. In Fig. 5.3 we indicate the case in which in one point the
polarization component x is selected and in the opposite point the polarization y is selected. In
Sect. 5.2.1 we will show that for these special points of the FF any change in the selection of the
polarization does not influence the results given by Eq. (5.35).
• In the second arrangement, shown in Fig. 5.4, the detectors are located in a couple of opposite
points±~kV on the line kx = 0, where the walk-off effect is more pronounced. In Sect. 5.2.2 we will
consider the effect of changing the polarization state selected. We can distinguish two extreme
cases: Fig.5.4a shows the arrangement in which the most intense polarization components on
the rings are detected. We name this scheme as “vertical bright scheme”. Fig.5.4b shows the
case in which the y (x) polarization component is selected on the intense lower (upper) circle x
(y) polarized. We name this scheme as “vertical dark scheme”.
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5.2.1 EPR between far field modes unaffected by walk-off
In the line ky = 0 there is no effect of the transverse walk-off and the coefficients given by Eqs.(5.8),
(5.10) and (5.11) have the following reflection symmetry:
Uj(kx, ky = 0) = Uj(−kx, ky = 0) (5.36)
Vj(kx, ky = 0) = Vj(−kx, ky = 0)
with j = 1, 2. The results presented in this section are strongly dependent on this symmetry, generally
present also in previous treatments of spatial EPR correlations and squeezing.
Even with this symmetric form of the coefficients the variance given by Eq.(5.35) is a complicated
function of many parameters. For the sake of simplicity we first consider Eq.(5.35) in the case of
g = 1 (see Eq.(5.32)). The microscopic process of generation of twin photons with linear orthogonal
polarization (Θ = 0 and Θ′ = pi/2) suggests a natural choice for the relative phases of the polarizers.
Hence we consider a case in which the polarizers in the opposite points ±~kH have a relative phase
fixed by
Θ′ = Θ + pi/2. (5.37)
Using this relation between Θ′ and Θ, Eq.(5.35) becomes independent of Θ for g = 1 when the addi-
tional choice
Γ′ = Γ + pi (5.38)
is also made. With these particular choice of parameters, Eq. (5.35) for the ±~kH points (5.20) reduces
to:
Vg=1(±~kH , ω; [Γ,Θ,Ψ,Γ + pi,Θ + pi/2,Ψ′]) = σ
[
|ei(Ψ+Ψ′+Γ)U1(~kH , ω) + V ∗2 (~kH ,−ω)|2
+ |ei(Ψ+Ψ′+Γ)U1(~kH ,−ω) + V ∗2 (~kH , ω)|2
]
. (5.39)
Eq.(5.39) explicitly shows that the fluctuations in any quadrature of the difference of opposite spatial
modes ±~kH , with relative polarizations fixed by Eqs.(5.37)-(5.38), are independent of the choice of the
polarization reference Θ.
With the above motivation for the relations between phase parameters, we analyze the EPR cor-
relations in the ±~kH points (Fig. 5.3) fixing the parameters Θ = 0, Γ = pi, Θ′ = pi/2, Γ′ = 2pi, so that
AˆΨΓΘ = Aˆ
Ψ
1 and AˆΨ
′
Γ′Θ′ = Aˆ
Ψ
2 , and varying the quadrature angles Ψ, Ψ′. There is no loss of generality
in this choice of Γ and Θ since Eq.(5.39) is independent of Θ, and the phase Γ can be absorbed in the
quadrature angles Ψ + Ψ′. As discussed previously (see Eq.(5.32)), EPR entanglement is guaranteed
– for some quadratures (Ψ + Ψ′) – if both the ‘position’ and ‘momentum’ operators
AˆΨ1 (~kH)− AˆΨ
′
2 (−~kH) = [Aˆ1(~kH)eiΨ +H.c.]− [Aˆ2(−~kH)eiΨ
′
+H.c.] (5.40)
Aˆ
Ψ+pi/2
1 (
~kH) + Aˆ
Ψ′+pi/2
2 (−~kH) = [iAˆ1(~kH)eiΨ +H.c.] + [iAˆ2(−~kH)eiΨ
′
+H.c.] (5.41)
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Figure 5.5: Vg=1(±~kH , ω; ~Φ)/σ for ~Φ =
(pi, 0,Ψ, 0, pi/2,Ψ′) as a function of Ψ + Ψ′ (rad)
and the frequency ω. EPR entanglement is obtained for
values less than 1 (dark line). Values above 1 outside this
line are not displayed.
Figure 5.6: Vg(±~kH , ω; ~Φ)/σ for Ψ+Ψ′ = 0 and
g = 1 (dark continuous line), for Ψ + Ψ′ = 0 and
g = g¯ (light continuous line), and for Ψ + Ψ′ '
0.06rad and g = 1 (dashed line).
show simultaneously a variance below the reference value σ. This value corresponds to the shot
noise level of both AˆΨ1 (~kH) and Aˆ
Ψ+pi/2
1 (
~kH). Using Eq. (5.35) it turns out that (5.40) and (5.41)
have the same spectral variance. Therefore, in the following we only consider Eq. (5.35) normalized
to the shot noise level σ for the ‘position’ operator Eq. (5.40), which is identified by the angles ~Φ =
(pi, 0,Ψ, 0, pi/2,Ψ′).
In Fig. 5.5 we represent the normalized variance Vg=1(±~kH , ω; ~Φ)/σ for the points ±~kH . When this
normalized variance is less than 1, we find EPR entanglement. We see a maximum noise reduction
for Ψ + Ψ′ = 0, and for ω = 0. Fig.5.6 shows a cut of Fig.5.5 for Ψ + Ψ′ = 0 (continuous black
line). A variation in the quadrature angle results in a mixing of squeezed and unsqueezed quadratures
degrading the entanglement: strongest degrading effects are evident at small frequency (dashed black
in Fig.5.6).
The fact that there is maximum noise reduction for Ψ+Ψ′ = 0 can be understood by analogy with the
result for the single-mode non-degenerate OPO of Ref.[Reid & Drummond (90)]. In fact, for the case
of vanishing detunings of the signal and idler and for real pump, which was the one considered in Ref.
[Reid & Drummond (90)], the squeezing direction corresponds to the real quadratures (Ψ = Ψ′ = 0). In
our case we find an analogous result because we are also considering a real pump, and the effective
detunings, given by (5.8), also vanish: ∆j(~k = ±~kH , ω = 0) = 0.
Our calculations allows us to search for EPR entanglement considering any couple of opposite FF
modes (distinguished by their transversal wavevector) and selecting any polarization. We have found
EPR entanglement for the modes ±~kH for any choice of the polarization component in −~kH (varying
Θ), if in +~kH we select the orthogonal polarization (Θ′ = Θ + pi/2). In these far field points ±~kH ,
which are not affected by the walk-off, any mixing of the the signal and idler fields detected in a point is
entangled with the field in the symmetric point, if this is also properly mixed (Eqs.(5.37)-(5.38)).
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Figure 5.7: Same as in Fig.5.5, but for the choice g = g¯.
So far we have considered the case g =
1 and we have found a sufficient condition
to guarantee EPR entanglement between
the modes ±~kH is fulfilled (see Eq.5.32). If
we now optimize the noise reduction con-
sidering g = g¯ we obtain the results shown
in Fig.5.7. Comparing the normalized vari-
ance Vg=1 (Fig. 5.5) with Vg¯ (Fig. 5.7) we
observe that with the choice g = g¯, EPR
entanglement is observed in a larger fre-
quency bandwidth. For a more direct com-
parison of the variances obtained for g = g¯
and g = 1, both quantities are plotted for
Ψ + Ψ′ = 0 in Fig.5.6: for small frequencies the results are very similar, while for increasing values of
the frequencies the choice g = g¯ allows to observe EPR entanglement even when this effect is lost for
g = 1.
Our strong EPR correlations have been obtained for Θ′ = Θ + pi/2. As already mentioned, this
phase relation corresponds to the underlying process governing the creation of twin photons with or-
thogonal polarizations. In addition, for g = 1 we have obtained that the EPR correlations are indepen-
dent of Θ. If we decrease the relative angle between Θ and Θ′, we observe a progressive reduction of
the entanglement. In the limit case Θ = Θ′ the correlation between opposite spatial modes is vanishing
and Vg > σ. In fact in this case no twin photons are detected.
5.2.2 EPR between far field modes in the walk-off direction
In this section we study possible EPR entanglement for opposite points of the far field along the walk-off
direction (y), in the arrangements shown in Fig.5.4. An important effect of the transverse walk-off is
breaking a reflection symmetry in the far field. This symmetry is generally broken for ky 6= 0. For the
points shown in Fig.5.4
Uj(kx = 0, ky) 6= Uj(kx = 0,−ky) j = 1, 2 (5.42)
Vj(kx = 0, ky) 6= Vj(kx = 0,−ky) j = 1, 2. (5.43)
Following the considerations in the previous Section, we will also consider here the case of phase
polarizations Θ,Θ′,Γ,Γ′ fixed by Eqs.(5.37)-(5.38). For this special choice of phase relations, the
variance (5.35) for arbitrary g reduces to:
Vg(±~k, ω; ~Φ) = (5.44)
σ{cos2 Θ[|ei(Ψ+Ψ′+Γ)U1(~k, ω) + g∗V ∗2 (−~k,−ω)|2 + |ei(Ψ+Ψ
′+Γ)g∗U1(~k,−ω) + V ∗2 (−~k, ω)|2]
+ sin2 Θ[|ei(Ψ+Ψ′+Γ)U1(−~k,−ω) + g∗V ∗2 (~k, ω)|2 + |ei(Ψ+Ψ
′+Γ)g∗U1(−~k, ω) + V ∗2 (~k,−ω)|2]}.
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Figure 5.8: Vg=1(±~kV , ω; ~Φ)/σ for ~Φ =
(pi, pi/2,Ψ, 0, pi,Ψ′) as a function of Ψ + Ψ′ (rad)
and the frequency ω. The detection scheme is the one
shown in Fig.5.4a. EPR entanglement is obtained for
values less than 1 (dark line). Values above 1 outside this
line are not displayed.
Figure 5.9: Dependence of Vg(±~kV , ω; ~Φ)/σ on
the frequency ω, for Ψ + Ψ′ = 0 and g = 1 (dark
continuous line), for Ψ + Ψ′ = 0 and g = g¯ (light
continuous line), for Ψ+Ψ′ ' 0.06rad and g = 1
(dark dashed line), and for Ψ+Ψ′ ' 0.06rad and
g = g¯ (light dashed line).
The lack of reflection symmetry implies that the variance Vg(±~k, ω; ~Φ) depends now on the angle Θ
and a simple result analogous to Eq.(5.39) cannot be obtained when ky 6= 0. Eq.(5.44) depends
on the sum Ψ + Ψ′ + Γ: therefore, without loss of generality, we can absorb the effect of the wave
retarder in the phase of the local oscillator, fixing the angle Γ = pi as in Sect.5.2.1. In the following we
consider the dependence of Eq.(5.44) on the angle Θ. Varying Θ different polarization components are
selected locally. We will see that the selection of different values of Θ can improve or degrade EPR
entanglement. In particular we consider two values for the angle Θ (= 0, pi/2) leading to very different
situations.
First we consider the case represented in Fig.5.4a, in which the polarizer is oriented in such a way
that the most intense linear polarization component is selected locally. We are selecting two critical
spatial modes Aˆ1(−~kV ) and Aˆ2(~kV ), whose quantum fluctuations are weakly damped. This is the
“vertical bright” detection scheme. In order to detect the intense polarization components at ±~kV the
phase Θ must be fixed at
Θ = pi/2 (5.45)
and, given Eq.(5.37), Θ′ = pi. Therefore the phases to be considered are ~Φ = (pi, pi/2,Ψ, 0, pi,Ψ′). We
first consider the case g = 1. We look for EPR entanglement between the ‘position’ and ‘momentum’
quadratures
AˆΨ
′
1 (−~kV )− AˆΨ2 (~kV ), AˆΨ
′+pi/2
1 (−~kV ) + AˆΨ+pi/22 (~kV ). (5.46)
We will only show the variance of the ‘position’ quadrature, the orthogonal one being equivalent. We
obtain EPR entanglement, as shown in Fig.5.8. Maximum noise reduction is obtained for for Ψ+Ψ′ = 0.
The variance Vg=1 normalized to σ and for Ψ + Ψ′ = 0 is represented as a function of the frequency ω
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in Fig.5.9: the best entanglement is observed for ω = 0. Also in this case a variation in the quadrature
angle Ψ+Ψ′ results in a mixing of squeezed and unsqueezed quadratures degrading the entanglement
(Fig.5.9). We note an important difference with respect to the case for ±~kH : in Fig.5.6 the largest
degradation of entanglement for Ψ + Ψ′ 6= 0 was observed for vanishing frequency (ω ' 0), while in
Fig.5.9 we see that for vanishing frequency the entanglement is only partially degraded. The largest
degradation occurs now for ω ' ±0.4045 (two peaks in Fig.5.9). This is the value of the Hopf frequency
ωH for the mode ~kV , as can be easily checked by Eq.(5.16).
Figure 5.10: Vg=g¯(±~kV , ω; ~Φ)/σ as in Fig.5.8, but for the
choice g = g¯.
In Fig. 5.10 we show the optimized (g =
g¯) variance Vg=g¯ (5.44) normalized to the
shot noise σ. We obtain EPR maximum en-
tanglement for Ψ + Ψ′ = 0 and for small fre-
quencies. Both the minimum and maximum
fluctuations are obtained in a bandwidth of
frequencies centered in zero, as in the case
for the points ±~kH . The effects of the Hopf
frequency found for g = 1 disappear for
g = g¯. A clear difference with respect to
the variance Vg=g¯ obtained in Sect.5.2.1
is the level of maximum noise suppression
reached. Even if in both cases we observe
strong EPR entanglement, in this ”vertical
bright” arrangement the quadratures corre-
lations are reduced, as can be seen comparing Fig.5.6 and Fig.5.9. This reduction is caused by the
walk-off. The fields in the critical modes ±~kH –not affected by walk-off– have vanishing effective de-
tunings (5.8) for the threshold frequency ωH(~kH) = 0; while the fields in the critical modes ±~kV –in the
walk-off direction– have vanishing effective detunings (5.8) for the threshold frequency ωH(±~kV ) 6= 0.
The fact that the detunings do not vanish for ω = 0 seems to be the mechanism responsible for the
reduction of squeezing at ω = 0 for the modes ±~kV . On the other hand, also the unsqueezed quadra-
ture is influenced by this effect, showing a reduced amplification with respect to the values obtained
for the points ±~kH . Comparing Figs.5.7 and 5.10, we see that in this ”vertical bright” arrangement the
variance is less sensible to deviations of the quadrature phases selected, with respect the optimum
choice Ψ + Ψ′ = 0. In Fig.5.10 we observe a broad interval of phases Ψ + Ψ′ giving EPR entanglement
for ω = 0.
Next we consider the detection scheme of Fig.5.4b. In this case the phase of the polarizer at +~kV
is fixed at
Θ = 0, (5.47)
and ~Φ = (pi, 0,Ψ, 0, pi/2,Ψ′). With this selection of the phases of the polarizers the intense field com-
ponent are filtered out. In this “vertical dark” detection scheme, the detected modes (Aˆ1(~kV ) and
Aˆ2(−~kV )) have low intensities. The main point is that now we are considering non critical modes
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Figure 5.11: Vg=1(±~kV , ω; ~Φ)/σ for ~Φ =
(pi, 0,Ψ, 0, pi/2,Ψ′), as a function of Ψ + Ψ′ (rad)
and frequency ω. The detection scheme is the one shown
in Fig.5.4b.
Figure 5.12: Dependence of Vg(±~kV , ω; ~Φ)/σ
on the frequency ω, for Ψ + Ψ′ = Ψ¯ and g = 1
(dark continuous line), for Ψ+Ψ′ = Ψ¯ and g = g¯
(light continuous line). Ψ¯ ' 0.81rad.
that are strongly damped at any frequency (see Sect.5.1). We evaluate again the spectral variances
of the position and momentum quadratures. In this case the results obtained for g = 1 and g = g¯ are
completely different. We start considering Eq.(5.44) for g = 1. We obtain that Vg=1 is always larger
than σ, therefore no EPR entanglement is observed (see Fig.5.11). In the same way that in the vertical
bright scheme, the largest fluctuations are observed at ω 6= 0. Fig.5.12 shows a cut of Fig.5.11 for the
quadrature Ψ¯, for which there is a minimum in the direction Ψ + Ψ′.
Figure 5.13: Same as in Fig.5.11, but for the choice of g =
g¯.EPR entanglement is obtained for values less than 1 (dark
line). Values above 1 outside this line are not displayed.
We now consider the variance (5.44) for
the best choice g = g¯. We find that Vg¯, rep-
resented in Fig.5.13, is reduced below the
shot noise level σ for a large region of pa-
rameters. Therefore, with a proper choice
of g, EPR entanglement is obtained also
in this case. From Fig.5.13 we also see
that for Ψ + Ψ′ = 0 only small entangle-
ment would be observed, and in the region
of large frequencies. In fact, the quadrature
at which strong EPR effects are observed
is Ψ + Ψ′ = Ψ¯ 6= 0. Fig.5.12 shows Vg¯ for
this choice of Ψ + Ψ′. Changing the walk-off
parameter we have found that Ψ¯ increases
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Figure 5.14: Spectral variance Vg¯ as a func-
tion of frequency, for the detection schemes
represented in Fig.5.3 (light line), Fig.5.4a
(dark continuous line), and Fig.5.4b (dark
dotted line). The angles Ψ + Ψ′ = 0, 0, 0.81
rad are selected respectively for each detec-
tion scheme. a) walk-off ρ2 = 1; b) walk-off
ρ2 = 1.5.
with the walk-off.
In Fig.5.14 we show a comparison of the best EPR entanglement (g = g¯, optimum Ψ+Ψ′) found for
the three detection schemes considered, namely Fig.5.3, Fig.5.4a and Fig.5.4b. We observe that the
correlations are less important when we move from the detection scheme of Fig.5.3 to the the “vertical
bright” and “vertical dark” schemes of Fig.5.4a and Fig.5.4b. We also show the effects of increasing
the walk-off: we can see that EPR entanglement in the “vertical dark” and “bright” schemes get worst
increasing the walk-off strength. Obviously the results for the detection scheme of Fig. 5.3 are not
influenced by walk-off.
5.3 Stokes operators: Far field local properties
In the previous Section we have seen how the selection of different polarization components in the far
field influences the quadratures EPR entanglement between opposite FF points. The results we have
obtained also show the effects of the transverse walk-off. In this Section our aim is to characterize
the polarization properties of a type II OPO, when transverse walk-off is taken into account. The
polarization state of the field in any point of the transverse plane can be characterized in terms of
the Stokes parameters [Born & Wolf]. An operational definition of the Stokes parameters is given by
use of polarizers and retarders [Born & Wolf, Hecht]. In the quantum formalism there are different
ways to describe the polarization giving the same classical limit [Hakioglu, Tsegaye & al.]. Here we
consider the quantum Stokes operators Sˆj(~k, t) (j = 0, 1, 2, 3), for each FF mode ~k, obtained replacing
by creation and annihilation operators the corresponding observables in the classical definitions (see
Ref. [Usachev & al.] and references therein):
Sˆ0(~k, t) = Aˆ
†
1(
~k, t)Aˆ1(~k, t) + Aˆ
†
2(
~k, t)Aˆ2(~k, t) (5.48)
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Figure 5.15: (a) Classical and (b)
quantum Stokes vectors mapped on a
Poincare´ sphere; the ball at the end
of the quantum vector visualizes the
quantum noise in Sˆ1, Sˆ2, and Sˆ3; and
the quantum sphere thickness visualizes
the quantum noise in Sˆ0. Taken from
[Bowen & al.]
is the total intensity operator,
Sˆ1(~k, t) = Aˆ
†
1(
~k, t)Aˆ1(~k, t)− Aˆ†2(~k, t)Aˆ2(~k, t) (5.49)
gives the difference between the x and y linear polarizations,
Sˆ2(~k, t) = Aˆ
†
1(
~k, t)Aˆ2(~k, t) + Aˆ
†
2(
~k, t)Aˆ1(~k, t) (5.50)
gives the difference between the 45◦ and 135◦ linear polarizations, and
Sˆ3(~k, t) = −i(Aˆ†1(~k, t)Aˆ2(~k, t)− Aˆ†2(~k, t)Aˆ1(~k, t)) (5.51)
gives the difference between the right-handed and the left handed circular polarizations components 2.
The definitions (5.48)-(5.51) correspond, except for a constant, to the the Schwinger transformation of
the modes Aˆ1(~k, t) and Aˆ2(~k, t) giving operators satisfying angular momentum commutation relations
[So¨derholm & al.]: [
Sˆ0(~k, t), Sˆj(~k
′, t′)
]
= 0 (5.52)[
Sˆj(~k, t), Sˆk(~k
′, t′)
]
= 2ijklSˆl(~k, t)δ(t− t′)σδ~k~k′ (5.53)
with j, k, l = 1, 2, 3 3. The precision of simultaneous measurements of the Stokes operators is limited
by the Heisenberg principle. For instance we have
∆2Sˆ1(~k, t)∆
2Sˆ2(~k, t
′) ≥ 1
4
|〈[Sˆ1(~k, t), Sˆ2(~k, t′)]〉|2 = |〈Sˆ3(~k, t)〉|2δ(t− t′). (5.54)
The Stokes vector Sˆ = (Sˆ1, Sˆ2, Sˆ3) can be represented in a quantum Poincare´ sphere, with a radius de-
fined by 〈Sˆ0〉 (see for instance Ref.[Korolkova & al.]). Given the fluctuations of Sˆi, the quantum states
are not defined by points on the surface of this sphere, but rather they are defined by different vol-
umes, such as spheres (coherent states) or ellipsoids (squeezed states), as shown in Fig.5.15. These
quantum uncertainty volumes on the Poincare´ sphere have been confirmed by recent experiments
[Bowen & al.]. The transformations Eqs.(5.23) and (5.24) introduced in the previous Section can be
2These Stokes parameters are function of the discretized FF modes introduced in Eq. 5.15.
3The factor σδ~k~k′ appears due to the discretization introduced for the fields and is nonvanishing for Stokes
parameters measured on overlapping regions.
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Figure 5.16: Stationary average of the Stokes oper-
ator 〈Sˆ1(~k)〉 in the FF (Eq.(5.55)).
Figure 5.17: Second order polarization degree
P2(~k, t) defined in Eq. (5.57). The two circles of dou-
ble continuous line show the signal and idler maxima
intensities.
also visualized in the Poincare´ Sphere. In fact they correspond to a rotation in the Poincare´ Sphere of
an angle 2Θ around the S3 axis and of −Γ around the S1 axis.
Given Eqs. (5.12-5.14) we obtain the stationary value of the average of the Stokes parameters in
the FF points. The average of Sˆ0 is given in Eq. (5.18) and for the others Stokes parameters we find:
〈Sˆ1(~k, t)〉 = σ
2pi
∫
dω(|V1(~k, ω)|2 − |V2(~k, ω)|2) (5.55)
〈Sˆ2(~k, t)〉 = 〈Sˆ3(~k, t)〉 = 0. (5.56)
The average of Sˆ2 and Sˆ3 vanishes in any point of the far field, because any signal or idler photon
has the same probability to be measured along the 45◦ and 135◦ polarizations directions. The same
is true for the left and right circular polarizations. The equal average intensities at the output of the
beam splitters are subtracted, giving vanishing values of 〈Sˆ2〉 and 〈Sˆ3〉 independently of the relative
intensity of the signal and the idler. In Fig. 5.16 we show the far field spatial profile of 〈Sˆ1〉: the lower
ring is dominated by the linear polarization x while the upper one is dominated by the y polarization.
If there was no walk-off, 〈Sˆ1〉 would vanish in all the FF, while in our case (ρ1, ρ2 6= 0) it only vanishes
along the direction ky = 0. Therefore, in the ±~kH points we have an intense field (see Sˆ0 in Fig. 5.1)
with vanishing average of the Stokes vector Sˆ and with variances of Sˆi not limited by the Heisenberg
principle, since from Eq. (5.54) |〈[Sˆi(~k, t), Sˆj(~k′, t′)]〉| = 0, i 6= j.
The parameter that corresponds to the classical characterization of the polarization state of a quasi-
monochromatic field, is the second order polarization degree
P2(~k, t) =
√∑3
j=1〈Sˆj(~k, t)〉2
〈Sˆ0(~k, t)〉
(5.57)
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varying from P2 = 0 for unpolarized light, to P2 = 1 for completely polarized light. In Fig. 5.17 we
observe how the polarization degree, that reduces to
P2 =
|〈Sˆ1〉|
〈Sˆ0〉
, (5.58)
varies in the FF: In particular, the intense FF rings are always polarized except around the line ky =
0, where P2 vanishes. Therefore, the field in the points ±~kH is unpolarized in the ordinary sense.
However the concept of polarized and unpolarized light needs to be generalized in quantum optics
[Klyshko (97), Usachev & al., So¨derholm & al., Prakash & Chandra, Luis]. The fact that 〈Sˆj〉 = 0 (j =
1, 2, 3), so that P2 vanishes, does not guarantee to have an unpolarized state from a quantum point of
view. Rather one has to consider the values of the higher order input moments of Sˆj . [Klyshko (97)]
showed that in the single-mode type II PDC, the squeezed vacuum is unpolarized in the ordinary
sense (P2 = 0) due to the diffusion in the difference of the signal and idler phases. On the other
hand, due to the twin photon creation, there is complete noise suppression in the intensity difference
of the two linearly polarized modes, i.e. in Sˆ1, leading to polarization squeezing [Chirkin & al.]. Due
to this anisotropic distribution of the fluctuations in the Stokes vector Sˆ there is a “hidden polarization”
[Klyshko (97)], which has been observed experimentally recently [Usachev & al.]. We note that similar
hidden polarization should be observed locally in the transverse near field plane of a type II OPO. Our
interest here is in the far field plane, where twin photons are spatially separated.
In order to characterize the far field polarization properties, we proceed to evaluate the variance of
the Stokes parameters. We define the spectral correlation function
Γi(~k,~k
′,Ω) =
∫
dteiΩt[〈Sˆi(~k, t)Sˆi(~k′, 0)〉 − 〈Sˆi(~k, t)〉〈Sˆi(~k′, 0)〉]. (5.59)
Given the moments (5.12-5.14) and using the moments theorem [Goodman], we obtain non vanishing
contributions only for ~k′ = ~k (self correlation) and for ~k′ = −~k (twin photons correlation). For Ω = 0,
corresponding to integrating over a time interval long enough with respect to the cavity lifetime, the self
correlation of Sˆ1 is
Γ1(~k,~k, 0) = σ
2
∫
dω
2pi
[|U1(~k, ω)|2|V1(~k, ω)|2 + |U2(~k, ω)|2|V2(~k, ω)|2] (5.60)
while the twin photons correlation for opposite FF points is
Γ1(~k,−~k, 0) = −Γ1(~k,~k, 0). (5.61)
It can be easily shown that the second and the third Stokes operators have equivalent variances:
Γ2(~k,~k
′, ω) = Γ3(~k,~k′, ω). (5.62)
For the self correlations we obtain
Γ2,3(~k,~k, 0) = σ
2
∫
dω
2pi
[|U2(~k, ω)|2|V1(~k, ω)|2 + |U1(~k, ω)|2|V2(~k, ω)|2] (5.63)
and for the twin correlations
Γ2,3(~k,−~k, 0) = σ2
∫
dω
2pi
[U∗1 (~k, ω)U1(−~k,−ω)V ∗2 (−~k,−ω)V2(~k, ω) + c.c.] (5.64)
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Figure 5.18: Normal ordered variances Γ1(~k,~k, 0) and Γ2,3(~k,~k, 0) normalized to the shot noise N =
〈Sˆ0(~k, t)〉σ.
For symmetry reasons Eq.(5.60) and Eq.(5.63) give identical results in the crossing points of the
rings ~k = ~kH (see Fig. 5.18). Since the fluctuations are isotropically distributed in Sˆ no ”hidden
polarization” is observed in these points. Let us now consider the possibility of quantum effects. First,
the shot noise level for all the Stokes parameters (i.e. Γi(~k,~k, 0) evaluated on coherent states) is given
by the average total intensity 〈Sˆ0(~k, t)〉σ (see Eq. (5.18))[Korolkova & al., Klyshko (97)]. Inspection of
Eq.(5.60) and Eq.(5.63) shows that all the Stokes operators have classical statistics in any FF point, as
shown in Fig. 5.18. In these diagrams we represent the normal ordered variances. These are obtained
from the variances Eq.(5.60) and Eq.(5.63) after subtraction of the corresponding shot noise. We see
that these are positive quantities in all the far field, i.e. no polarization squeezing appears [Chirkin & al.].
The physical reason is that twin photons are emitted with opposite wave-vectors (opposite FF points),
while locally no correlations between orthogonal polarizations are observed. This motivates us to
consider in the next Section the correlations between the Stokes operators of twin beams.
In conclusion, when there is walk-off the polarization state (P2) varies in the FF, the fluctuations in
the Stokes parameters are above the classical level in all the far field and no polarization squeezing is
observed. For ky = 0 and in particular for ± ~kH , P2 = 0 and fluctuations are isotropically distributed in
all Stokes parameters so that the field is completely unpolarized. This result would apply to all the FF
plane if there was no walk-off.
5.4 Stokes operators: Far field correlations
From Eq. (5.61) and Eq. (5.64) we see that Sˆ1 for opposite FF modes is anticorrelated, while Sˆ2
and equivalently Sˆ3 are positively correlated. The physical reason for the sign of these correlations is
always the underlying twin photon process which creates pairs of photons with opposite wave-vector
and orthogonal polarizations x and y, leading to a positive correlation of the corresponding beam
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intensities.
These considerations suggest to look for noise suppression in the following superpositions of
Stokes operators
D1(~k,~k
′, ω) =
∫
dteiωt{〈[Sˆ1(~k, t) + Sˆ1(−~k′, t)][Sˆ1(~k, 0) + Sˆ1(−~k′, 0)]〉} (5.65)
and
Di(~k,~k
′, ω) =
∫
dteiωt{〈[Sˆi(~k, t)− Sˆi(~k′, t)][Sˆi(~k, 0)− Sˆi(~k′, 0)]〉} (5.66)
with i = 0, 2, 3. We note that D1(~k,~k′, ω) = D0(~k,~k′, ω) (see the definitions Eq. (5.48) and (5.49)).
In addition, it follows from Eqs.(5.63)-(5.64) that D2 = D3. These quantities are non-vanishing for
opposite points ~k′ = −~k. From the unitarity of the transformation (5.9) we know that |U1(~k, ω)|2 =
|U2(−~k,−ω)|2 and |V1(~k, ω)|2 = |V2(−~k,−ω)|2, so that from Eqs. (5.55) and (5.56) we obtain that
〈Sˆ1(~k, t) + Sˆ1(~k′, t)〉 = 〈Sˆi(~k, t)− Sˆi(~k′, t)〉 = 0 (5.67)
(i = 0, 2, 3). Therefore Eqs.(5.65) and (5.66) actually define variances.
From Eq. (5.60-5.61) we obtain
D1(~k,−~k, 0) = Γ1(~k,~k, 0) + Γ1(−~k,−~k, 0) + Γ1(−~k,~k, 0) + Γ1(~k,−~k, 0) = 0 (5.68)
for any ~k: There is complete noise suppression in the sum of the Stokes parameters Sˆ1 evaluated in op-
posite regions of the transversal field. Therefore the normal ordered variance is equal to minus the shot
noise taking nonclassical negative values. In conclusion, due to the twin beams intensity correlations,
we find entanglement for Sˆ1 evaluated in any opposite FF points and for any pump intensity.
The Stokes operators generally cannot be simultaneously measured with infinite precision (see Eq.
(5.54)). Also the superpositions of Stokes operators involved in (5.65) and (5.66) are in principle limited
by the Heisenberg relations. However we have that
〈[Sˆ1(~k, t) + Sˆ1(−~k, t), Sˆ2(~k, t′)− Sˆ2(−~k, t′)]〉 = 2iσ〈Sˆ3(~k, t)− Sˆ3(−~k, t)〉δ(t− t′) = 0 (5.69)
as follows from Eq. (5.67). Therefore there are superpositions of the Stokes operators whose mea-
surement is not limited by Heisenberg relations because the average of their commutator vanishes. In
the same way, also the other superpositions of Stokes operators for any couple of opposite points can
be simultaneously measured with total precision. This result opens the possibility to observe noise sup-
pression not only in the first Stokes operator superposition (5.68), but also in the other superpositions
Eqs. (5.66). However, we obtain that
D2(~k,−~k, 0) = Γ2(~k,~k, 0) + Γ2(−~k,−~k, 0)− Γ2(−~k,~k, 0)− Γ2(~k,−~k, 0) 6= 0, (5.70)
so that D2(~k,−~k, 0) generally does not vanish for arbitrary ~k. The profile of the normal ordered
D2(~k,−~k, 0) is represented in Fig. 5.19: we observe that in most part of the far field where there
is large light intensity this quantity is positive, giving classical statistics. However there is a bandwidth
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Figure 5.19: D2(~k,−~k, 0) normal ordered normal-
ized to the shot noise. The white contour line
shows the boundaries between classical and quan-
tum statistics.
Figure 5.20: The same as in Fig. 5.19, but with walk-
off ρ2 = 0.5.
of small wave-vectors ky ∼ 0 for which the normal ordered D2 is negative and therefore quantum ef-
fects are observed. This small bandwidth becomes smaller when increasing the walk-off, as can be
seen comparing Fig. 5.19 –obtained with ρ2 = 1– with Fig. 5.20 –obtained with ρ2 = 0.5–.
In particular, along the ky = 0 line, we obtain that D2(kx,−kx, 0) = 0. This result easily follows
from the symmetry Eq. (5.36). Therefore, along the ky = 0 line we have D1 = D2 = D3 = 0 which
indicates perfect polarization entanglement between opposite FF modes. In summary, in the direction
orthogonal to the walk-off (ky = 0), we show complete noise suppression in properly chosen opposite
modes superpositions of all the Stokes parameters. Along this line the two points ±~kH are of special
interest because they have a large photon number.
We finally point out that, the situation studied here is different from the case of bright squeezed
light considered in Ref. [Korolkova & al.] and that the perfect correlations obtained between Stokes
parameters cannot be used here to obtain an EPR paradox: in fact from Eq. (5.54) and Eqs. (5.55-
5.56) we obtain that no limits in the local variances of the Stokes parameters are imposed by the
Heisenberg principle.
5.5 Summary and Conclusions
We have investigated the EPR entanglement between quadrature-polarization components of the sig-
nal and idler fields in opposite FF points of a type II OPO blow threshold, paying special attention to the
effects of walk-off. We have analyzed the effects of selecting different polarization components: when
walk-off vanishes or in the far field region not affected by walk-off (ky = 0), there is an almost complete
suppression of noise in the proper quadratures difference of any orthogonal polarization components of
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the critical modes (Sect. 5.2.1). Selecting non-orthogonal polarization components the correlations are
reduced, vanishing for parallel polarizations. Walk-off strongly influences the strength of correlations.
First, the variance of the quadratures difference of orthogonal polarization components depends on
the reference polarization: the best EPR entanglement conditions are fulfilled when the most intense
polarization components are locally selected (“vertical bright” scheme). If the selected polarizations
are not the most intense (“vertical dark” scheme) we still find EPR entanglement, but correlations are
reduced and there is also a rotation of the quadrature angle giving the best squeezing (Sect.5.2.2).
Our study of EPR quadrature correlations identifies how these correlations depend on the polar-
ization state. We have further investigated non classical polarization properties in terms of the Stokes
operators. The properties of the Stokes parameters in a single point of the far field do not show any
non classical behavior (Sect.5.3). For ky = 0, where there are no walk-off effects, we have shown that
the average of the Stokes vector vanishes, and all the Stokes operators can be measured with perfect
precision. All Stokes operators are very noisy (above the level of coherent states) and the fluctuations
are not sensitive to polarization optical elements: in fact the field is completely unpolarized, i.e. there
is no ‘hidden’ polarization. Quantum effects are observed when considering polarization correlations
between two opposite points of the far field (Sect.5.4). Still in the direction orthogonal to the walk-off
(ky = 0) we show perfect entanglement of all the Stokes operators measured in opposite FF regions.
This result is independent on the distance to the threshold. These results for ky = 0 would apply in all
the FF for vanishing walk-off. When there is walk-off and for ky 6= 0 the entanglement in the second and
third Stokes operators is lost, but for Sˆ0 and Sˆ1 there is still perfect correlation between two opposite
points of the FF, reflecting the twin photon process emission.
Chapter 6
Summary and conclusions
In this work we have studied spatial quantum fluctuations in the transverse self-organized spatial
structures (quantum structures) that arise when light interacts with a nonlinear medium in an optical
cavity. We have considered devices such as the OPO and the Kerr resonator in several regimes of
operation, with emphasis on those in which there is interaction among many macroscopically populated
modes of the electric field. The quantum analysis of these regimes has been performed with different
analytical and numerical methods. In fact, there do not exist methods of general validity to describe
quantum nonlinear optical systems. Methodological aspects arising in the description of such systems
have been constantly addressed in this work. In particular we have investigated the possibility offered
by phase space methods in different representations.
In Ch.2 we have discussed the possibility to use a method proposed by Yuen and Tombesi in 1986
in a highly nonlinear problem. This method is based on a doubling phase space technique and allows to
map a pseudo Fokker-Planck equation with negative diffusion for the evolution of the Q representation,
into a set of stochastic equations for complex variables describing the fields. We have applied this
method to the analytically soluble problem of the single-mode anharmonic oscillator: in this way it has
been possible to compare the expectation value of the field operators with the averages calculated
from the stochastic equations obtained in the Yuen-Tombesi approach. We have shown that the exact
value for the moments of the field can be obtained from the stochastic differential equations in the
doubled phase space. We have also identified a subtle problem of this approach. In fact the results are
highly sensitive to the order in which averages are performed: averaging over initial conditions before
performing the stochastic average gives the correct result. In the future it would be interesting to study if
dissipation effects improve the range of applicability of the method. Future work on this subject should
also allow for a direct comparison between this approach and the more popular P+ representation.
In Ch.3 we have studied the spatial distribution and the quantum correlations of the field interacting
with a Kerr medium in an optical resonator. Immediately above the threshold for pattern formation
a stable stripe structure appears in the transverse profile of the field. The instability takes place in
the polarization component of the field orthogonal to that of the pump (polarization instability). This
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model was previously studied in a few modes approximation by [Hoyuelos & al. (99)]. In this work
we have characterized the quantum structures arising above threshold using a continuous model, i.e.
including the whole set of wave-vectors in the transverse plane. The method used is based on a
linearization approximation: in the W representation we obtain a set of linear Langevin equations with
spatial dependent coefficients, that can be numerically solved. These equations describe the spatio-
temporal evolution of the fluctuations of the field around the stable stripe solution. This continuous
model offers the possibility of studying single stochastic realizations of the dynamics of the fluctuations
in the transverse plane. In this way we have reached a deep understanding of the spatial behavior of
the quantum fluctuations.
We have identified the role played by the excitation of the Goldstone mode that tends to restore
the translational symmetry broken by the appearance of the stripe structure. This mode is marginally
stable and continuously excited by noise, giving a diffusion of the phase which fixes the position of the
pattern. This Goldstone mode dominates the quantum fluctuations above threshold in any translational
invariant systems. In general, moments involving such large (linearly undamped) fluctuations cannot be
correctly described within a linearized approximation in the field amplitudes. In fact, such an approach
leads to unphysically divergent quadrature correlations, although correct results can be obtained for
the intensity correlations [Zambrini & al. (00), Gomila & Colet]. Increasing the transverse size of our
system we have observed that quantum noise excites also long wavelength modes, that are weakly
damped (soft modes). These soft modes are responsible for the local deformations of the fluctuating
pattern.
In order to obtain the output correlations, we have formulated a general stochastic description of the
spatial configuration of the output field immediately beyond the input/output mirror. We have shown that
the spatial configuration of the output field is closely similar to that of the intracavity field, provided that
it is averaged over a time window of the order of the cavity linewidth. The output fluctuations have been
used to study spatial correlations. We have calculated the quantum correlation between the x-polarized
homogeneous mode and the y-polarized tilted wave modes in the output field, as well as the correlation
between the two tilted twin beams. The correlations between x and y polarization components of the
field can be used to perform a quantum non-demolition (QND) measurement, inferring information
about the x-polarized pump by looking at the y-polarized field. We have compared the prediction of
the three-mode model [Hoyuelos & al. (99)] for the correlation functions, with those of our complete
multimode model, finding good agreement close enough to threshold.
In Ch.4 we have studied spatial quantum fluctuations in a type I OPO in different regimes. Using
a continuous model it has been possible to give the first description of the quantum effects associated
with transverse walk-off in this device. Due to the interplay of the nonlinearity and of the transverse
walk-off term there appear noise sustained patterns which are a macroscopic manifestation of quantum
noise. In order to describe quantum fluctuations in such patterns, we have proposed two nonlinear
methods (Sect.4.2.1): a time dependent parametric approximation and a stochastic method in the Q
representation. Both methods have been shown to be useful, not only for the OPO in the convectively
unstable regime where noise sustained patterns occur, but also for other devices and regimes. In fact,
the time dependent parametric approximation has also been used in this work to describe the traveling
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stable pattern in the absolutely unstable regime just above threshold, as well as the critical fluctuations
at threshold. On the other hand, the stochastic equations in the Q representation have been used in
this work to study the quantum fluctuations far from threshold, in multimode patterns and disordered
structures, as well as the critical fluctuations at threshold. In Ref.[Bache & al.] this approach has also
been used to study quantum fluctuations in SHG.
In the convective regime macroscopic multimode quantum fluctuations occur: our aim has been to
study quantum effects in these noise sustained spatial structures (Sect.4.3). We have found that the
squeezing (Sect.4.3.2) and twin-beams correlations (Sect.4.4.4) between far field modes are present
near threshold but they do not survive when the noise is amplified to macroscopic values. In fact,
the walk-off and the nonlinearities act as quantum decoherence mechanism, distributing part of the
macroscopic fluctuations into the observables that were squeezed below threshold. The characteriza-
tion of this regime has also been completed by the analysis of the temporal trajectories of the most
intense far field signal modes and by the reconstruction of the corresponding Wigner distribution. Be-
low threshold we have found the well known Gaussian shape of the squeezed vacuum, but in the
convective regime the macroscopic character of the fluctuations is reflected in a extremely broad and
non-Gaussian Wigner distribution. Nonlinear effects lead to the appearance of wings in the Wigner
distribution, which are precursors of the pair of peaks appearing in the absolutely unstable regime.
Considering an OPO with a flat pump profile, the traveling pattern appearing at threshold is abso-
lutely stable. In this regime we have studied the symmetry breaking effects of walk-off in the energy
distribution of opposite far field modes (Sect.4.4). We have found that walk-off causes one beam to
be more intense and it fluctuates more than the opposite one. Unexpectedly, also for such imbalance
between the “twin” beams, the entanglement in fluctuations remains unchanged. If walk-off effects
are neglected, the reflection symmetry in the far field is restored. In this case we have studied how
twin beams correlations behave in the instability region and in multi-photon processes (Sects.4.4–4.5).
Our continuous analysis (using both nonlinear approximations mentioned above) has shown that beam
entanglement is preserved both in the threshold region, for undamped critical fluctuations, and above
threshold, where more harmonics are excited in the stripe pattern. Twin-beams-like correlations appear
above threshold in a multimode process. Such correlations do not follow from momentum conserva-
tion. Further above threshold we have calculated these intensity correlations in a regime of spatially
disordered structures. We have found that quantum correlations persist even in this regime, in the
bandwidth of intense signal modes, where they take a form that depends on the spatial pattern that is
generated.
In Ch.5 we have studied the type II OPO in the regime of quantum images, below the threshold of
pattern formation. The aim of our study has been to characterize the effects of the walk-off term and
to study the polarization properties of this system. The walk-off influences non uniformly the far field
points: in particular walk-off effects vanish in the axis ky = 0 when walk-off is assumed in the direction
y. We have found spatial EPR entanglement between opposite far field modes in different quadratures
and polarization components. We have shown how these spatial correlations vary in the transverse
far field plane: the best results are found in the region not influenced by the walk-off, while walk-off in
general causes a reduction of the EPR entanglement (Sect.5.2).
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To characterize the polarization state of the transverse field in any point we have calculated the vari-
ances and the correlations of the Stokes operators (Sect.5.3). In the direction where no walk-off effects
are present (ky = 0) we have shown that the field is unpolarized, and that the Stokes operators are very
noisy (above the level of the coherent states). Nevertheless, we have shown perfect entanglement of all
the Stokes operators measured in opposite points ((±kx, 0)). In the regions influenced by the walk-off
(ky 6= 0) either the extraordinary or the ordinary field is locally more intense: the field in these points is
polarized. Perfect entanglement in this case is found only in two of the four Stokes operators (Sˆ0 and
Sˆ1). The entanglement in these operators is a consequence of twin-beam like correlations between
opposite spatial points.
In summary, we have contributed to the understanding of the behavior of the quantum fluctuations in
self-organized structures in optical systems. We have used continuous models, considering the whole
set of the spatial modes of the transverse profile of the field. In this way we have given a complete
description of the spatial distribution of the fluctuations. In general the advantage of continuous models
is the possibility to follow the evolution of the spatial profiles of the fields in different regimes above
threshold, where different patterns involving many modes arise. Within this approach we have also
described the effects of symmetry breaking on the quantum correlations, considering translational and
reflection symmetries.
We have considered both linear and nonlinear evolutions of the quantum fluctuations of the fields.
Linear methods are well-known and are generally useful to describe quantum images, leading to twin
photons correlations. On the other hand, we have proposed also nonlinear methods within proper
phase space descriptions, that allowed to describe highly nonlinear interactions between field modes.
In these regimes complex photons interactions take place, giving multi-photon processes, and in gen-
eral the behavior of the spatial correlations is not predictable a priori. Our calculations showed that
even in multimode patterns, twin-beams like correlations survive. We have also obtained non classical
correlations in disordered structures (frozen chaos).
All the regimes that we have considered are characterized by large photon numbers. We have
shown several examples of entanglement properties that survive in these regimes, in presence of
macroscopic fields. Here observables such as intensities are described by continuous operators. The
present interest for the quantum properties of these macroscopic states is demonstrated by several
proposals to use these continuous variables in quantum information processes [Lloyd & Braunstein,
Hald & al., Furusawa & al., Leuchs & al.] and in fundamental tests of quantum mechanics [Ralph & al.,
Chen & al., Reid & al.].
Appendix A
FPE and Langevin equations
In this Appendix we present a brief discussion of the link between a given Fokker-Planck equa-
tion and an equivalent stochastic system (a more complete account can be found in [Gardiner,
San Miguel & Toral]). As we have already noted, the Fokker-Planck equation does not correspond
to a unique stochastic system and so it is natural to start with a stochastic system. Consider the pair
of (Langevin) SDEs
∂α
∂t
= Bα + Cααfα(t) + Cαα∗fα∗(t) (A.1)
∂α∗
∂t
= Bα∗ + Cα∗α∗fα∗(t) + Cα∗αfα(t), (A.2)
with white Gaussian noise terms fi, defined to have zero average and second moments of the form
〈fi(t)fj(t′)〉 = δijδ(t− t′) (A.3)
and the subscripts i, j denote α and α∗.
The formal solution of equations (A.1) and (A.2) is:
α(t) = α(0) +
∫ t
0
dt′Bα(t′) +
∫ t
0
CααdW (t
′) +
∫ t
0
Cαα∗dW∗(t′) (A.4)
α∗(t) = α∗(0) +
∫ t
0
dt′B∗α(t′) +
∫ t
0
Cα∗αdW (t
′) +
∫ t
0
Cα∗α∗dW∗(t′), (A.5)
where we have introduced the Wiener processes dW (t) = fα(t)dt and dW∗(t) = fα∗(t)dt.
In order to use these stochastic processes, we need to give a prescription for carrying out the
stochastic integrals over the Wiener processes. In this paper, we choose the Stratonovich interpretation
of the stochastic integral in which∫ t
0
g(α, α∗)dW (t′) =
∑
i
[W (ti)−W (ti−1)] · g
(
α(ti) + α(ti−1)
2
,
α∗(ti) + α∗(ti−1)
2
)
. (A.6)
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The reason of this choice, instead of the Itoˆ interpretation, is that we will be constructing analytical
averages over the stochastic process and the Stratonovich formalism allows us to use the familiar rules
of calculus.
From the Langevin equations it is possible to obtain a unique Fokker-Planck equation for the
probability distribution W(α(t), α∗(t), t). If we consider the trajectory obtained in a single realiza-
tion of the stochastic process ~f = (fα, fα∗) and start from the initial value ~α(0) = (α(0), α∗(0)),
then the solution at time t is completely determined and the probability distribution for it is the δ-
function δ
(
α− α(t; ~α(0); [~f(t)])
)
δ
(
α∗ − α∗(t; ~α(0); [~f(t)])
)
. Considering a set of initial conditions ~α0,
distributed according some initial distribution p0 = p(~α(0); 0), we can obtain the shape of the distribution
at time t:
p(~α, t; [~f(t)]) = 〈δ
(
α− α(t; ~α(0); [~f(t)])
)
δ
(
α∗ − α∗(t; ~α(0); [~f(t)])
)
〉p0 , (A.7)
where the subscript p0 denotes an average over the initial probability distribution. The quantity p satis-
fies the conservation equation
∂
∂t
p+
∂
∂α
(α˙p) +
∂
∂α∗
(α˙∗p) = 0. (A.8)
The complete probability distribution is obtained by also averaging over the stochastic trajectories
obtained with different noise realizations, denoted by the subscript [~f(t)]:
W(α, α∗, t) = 〈p(α, α∗, t; [~f(t)])〉
[~f(t)]
. (A.9)
The time evolution for the distribution W can be obtained using the continuity equation and gives
[Gardiner, Sancho & al.]:
∂
∂t
W = − ∂
∂α
BαW − ∂
∂α∗
Bα∗W + 1
2
∑
ijl
[
∂iCij∂lClj
]W,
where the subscripts i, j, k again denote α and α∗. If compare this form of the Fokker-Planck equation
with the Eq.(2.1) then we obtain the correspondences:
Dαα = C
2
αα + C
2
αα∗ (A.10)
Dα∗α∗ = C
2
α∗α∗ + C
2
α∗α (A.11)
Dαα∗ = CααCα∗α + Cα∗α∗Cαα∗ (A.12)
Aα = Bα +
1
2
[(
∂
∂α
Cαα
)
Cαα +
(
∂
∂α∗
Cαα
)
Cα∗α+(
∂
∂α
Cαα∗
)
Cαα∗ +
(
∂
∂α∗
Cαα∗
)
Cα∗α∗
]
(A.13)
Aα∗ = Bα∗ +
1
2
[(
∂
∂α
Cα∗α
)
Cαα +
(
∂
∂α∗
Cα∗α
)
Cα∗α+(
∂
∂α
Cα∗α∗
)
Cαα∗ +
(
∂
∂α∗
Cα∗α∗
)
Cα∗α∗
]
. (A.14)
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Note that these equations do not give unique forms for the B and C functions. This is a consequence
of the lack of a unique stochastic representation for a given Fokker-Planck equation.
If our stochastic variables α and α∗ are to be complex conjugate quantities, then it follows from
equations (A.1) and (A.2) that B∗α∗ = Bα, C∗αα = Cα∗α and C∗αα∗ = Cα∗α∗ . These conditions nec-
essarily imply positive diffusion as, from (A.10) to (A.12), Dαα∗ > |Dαα|. It follows that the stochastic
variables cannot be complex conjugate quantities when we have negative diffusion. In order to avoid
possible confusion, we replace the stochastic variable α∗(t) by α+(t) whenever there is negative diffu-
sion.

Appendix B
Phase matching in OPO’s
Let us consider a three photon interaction in a quadratic nonlinear crystal (χ(2) medium), with a
polarization quadratic in the field. A pump photon at frequency ω0 is converted into a signal and an
idler photons at frequency ω1 and ω2, respectively. Conservation of energy and momentum require that
~ω0 = ~ω1 + ~ω2 (B.1)
~~k0 = ~~k1 + ~~k2, (B.2)
where ~k is the wave-vector of the photon. These relations are the frequency and phase matching
conditions. This three photon interaction is the fundamental process in OPO(see Ch.1). In this work
we have considered frequency degenerate OPO’s, such that ω1 = ω2 = ω and ω0 = 2ω.
Given
k = |~k| = nω
c
, (B.3)
with n the refraction index, if the medium is non-dispersive and isotropic, once the energy conser-
vation condition (B.1) is satisfied, the phase matching or momentum conservation condition (B.2) is
automatically satisfied for collinear interaction
k0 = k1 + k2 = 2k. (B.4)
However, all optical materials are dispersive (n = n(ω)), and, in general the energy and momentum
conservation conditions cannot be satisfied simultaneously. In the normally dispersive region the index
of refraction increases with the frequency. The possibility of phase matching the down-conversion pro-
cess depends on the birefringence of the crystal. This is a property of some anisotropic crystal, for
which in some coordinate system (three principal axes system) two of the three refraction indexes are
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equal. These equal indexes define the ordinary refraction index, while the third index is the extraor-
dinary refraction index. Therefore, such anisotropic media support two modes of differently refracted
waves with two different directions and different polarizations, giving double refraction or birefringence,
as represented in Fig.B.1. The birefringence provides a difference of refractive index for differently
polarized fields, that can be used in order to compensate the effects of dispersion, by selecting the
same index of refraction for the pump and signal n2ω = nω. The two refracted waves that satisfy the
phase matching conditions are the ordinary and extraordinary waves, and have orthogonal polariza-
tions. There are two ways to satisfy the phase matching condition (see Fig.B.2):
• In type I phase matching the ordinary polarized pump photon is down-converted to produce pairs
of extraordinary polarized photons that are degenerate both in frequency and in polarization.
Therefore, their polarization is orthogonal to the one of the pump.
• In type II phase matching the signal photon is orthogonally polarized to the pump and the idler
photons.
For a complete discussion about these questions see Refs. [Tang & Cheng, Saleh & Teich].
Due to the anisotropy of the media, rays do not necessarily travel in a direction perpendicular to
their wavefronts. Indeed, they will only be perpendicular for propagation along or perpendicular to
the optical axis. In general there is a misalignment between the Poynting vectors of ordinary and
extraordinary waves. As a consequence, the extraordinary-polarized field will walk off, that is it will
propagate in the transverse direction relative to the ordinarily polarized field. This transverse walk-
off effect is described in the dynamical equations of the OPO in the mean field approximation by a
transverse drift or walk-off term. In type I phase matching there is a walk-off of the down converted
field relative to the pump. In type II phase matching there is a walk-off of the signal field relative to the
pump and to the idler. For a derivation of the OPO equations including the effects of the transverse
walk-off see Refs.[Ward & al. (98), Ward].
Figure B.1: Double refraction: the wave fronts of
both refracted rays are parallel, but the Poynting
vectors (arrows) of the ordinary and extraordinary
waves are not parallel. Figure B.2: Type I and type II phase matching.
Appendix C
Coefficients of the equation for the
W distribution for the Kerr resonator
C.1 Drift, diffusion and third order terms of Eq.(3.7)
The drift terms of Eq.(3.7) are,
Q1 =
[
−(1 + iηθ) + igη(α+ β/2)(s− 1) + ia∇2
]
z1 + Eo + iηg [αz1z2 + βz3z4] z1
Q2 = Q
∗
1
Q3 = Q3(z1, z2, z3, z4) = Q1(z3, z4, z1, z2)
Q4 = Q
∗
3.
The diffusion terms are,
Dij(~x, ~x
′) = Γijδ(~x− ~x′) Γ =

csαz
2
1 1− s csβz1z3 0
1− s −csαz22 0 −csβz2z4
csβz1z3 0 csαz
2
3 1− s
0 −csβz2z4 1− s −csαz24
 , (C.1)
with cs = iηgs. The third order terms are,
Tijl(~x, ~x
′, ~x′′) = Θijlδ(~x− ~x′)δ(~x′ − ~x′′)
(C.2)
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where the non-zero terms of Θijl are:
Θ[112] = i
α
2
(1− s2)ηgz1 , Θ[334] = i
α
2
(1− s2)ηgz3 , (C.3)
Θ[122] = Θ
∗
112 , Θ[344] = Θ
∗
334, Θ[123] =
β
2α
Θ334 ,
Θ[124] =
β
2α
Θ344 , Θ[234] =
β
2α
Θ122 , Θ[134] =
β
2α
Θ112 .
Square brackets [ ] indicate the possible permutations of indexes.
C.2 Drift and diffusion terms of Eq.(3.12)
For the drift terms we have,
Q1 =
{
−(1 + iηθ) + i∇2 + iη[2α|F+(~x)|2 + β|F−(~x)|2]
}
z1(~x, t)
+ iη
[
αF 2+(~x)z2(~x, t) + βF+(~x)F
∗−(~x)z3(~x, t) + βF+(~x)F−(~x)z4(~x, t)
]
Q2 = Q
∗
1
Q3 =
{
−(1 + iηθ) + i∇2 + iη[2α|F−(~x)|2 + β|F+(~x)|2]
}
z3(~x, t)
+ iη
[
αF 2−(~x)z4(~x, t) + βF−(~x)F ∗+(~x)z1(~x, t) + βF−(~x)F+(~x)z2(~x, t)
]
Q4 = Q
∗
3. (C.4)
The diffusion terms are,
Dij(~x, ~x
′) = Γijδ(~x− ~x′) Γ =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 . (C.5)
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