In this paper, we are concerned with the three-dimensional incompressible Boussinesq equations. We obtain a logarithmically improved blow-up criteria for the system in the Morrey-Campanato space.
Introduction and main results
In this paper, we consider the regularity of the following three-dimensional(3D) Boussinesq equations with the incompressibility condition: where u = (u 1 (x, t), u 2 (x, t), u 3 (x, t)) denotes the fluid velocity vector field, P = P (x, t) is the scalar pressure, and θ(x, t) is the scalar temperature, μ > 0 is the constant kinematic viscosity, κ > 0 is the thermal diffusivity, e 3 = (0, 0, 1)
T , while u 0 and θ 0 are the given initial velocity and initial temperature respectively, with ∇ · u 0 = 0. Boussinesq systems are widely used to model the dynamics of the ocean or the atmosphere. They arise from the density dependent fluid equations by using the so-called Boussinesq approximation which consists in neglecting the density dependence in all the terms but the one involving the gravity. This approximation can be justified from compressible fluid equations by a simultaneous low Mach number/Froude number limit, we refer to [1] for a rigorous justification. It is well known that the question of global existence or finite time blow-up of smooth solutions for the 3D incompressible Boussinesq equations. This challenging problem has attracted significant attention. Therefore, it is interesting to study the blowup criterion of the solutions for system (1.1).
For the 3D Boussinesq equations, Ishimura and Morimoto [2] proved the following blow-up criteria,
In 2011, Qiu et al. [5] obtained some known regularity criteria of smooth solution for the 3D Boussinesq equations in the multiplier spaceẊ r , provided that one of the following conditions holds:
Furthermore, Xu et al. [7] obtained the similar regularity criteria of smooth solution for the 3D Boussinesq equations in the Morrey-Campanato space. The purpose of this paper is to establish logarithmically improved regularity criteria in terms of the velocity field in the Morrey-Campanato space, which is defined in Section 2.
Now we state our main results as follows:
. Let T > 0, and (u, θ) be a smooth solution to the equations(1.1). If the velocity filed u satisfies one of the following conditions
Then the smooth solution (u, θ) can be extended t = T .
Preliminaries and Lemmas
First, we recall the definition and some properties of the Morrey-Campanato space, which plays an important role in studying the regularity of solution to partial differential equations (see [3] [4] and references therein).
where B(x, R) denotes the ball of center x with radius R. Definition 2.2. For 0 ≤ r < 3/2, we define the homogeneous spaceẊ r bẏ
where we denote byḢ r (R d ) the completion f the space D(R d ) with respect to the norm
, whereû(ξ) denotes the Fourier transform of u. The norm ofẊ r is given by the operator norm of pointwise multiplication
It is easy to check that
Additionally, for 2 ≤ p ≤ 3/r and 0 ≤ r < 3/2, we have the following embedding relations:
where
is shown as follows: 
where C only depends on r.
, where BMO is the space of functions of bounded mean oscillation of John and Nirenberg. Proof By the classical Poincaré inequality, we have
, for every ball B(x, R) of any radius R and there holds
. Remark 2.1. For 2 ≤ p ≤ 3/r and 0 ≤ r < 3/2, by the embedding relation (2.3) we can see that our result is an improvement of (1.2). Remark 2.2. By the embeddingẊ r →Ṁ 2,3/r (R 3 ), our result improves (1.3) and (1.4) in [5, 7] . Actually, thanks to (2.3), one can find that the spaceṀ 2,3/r (R 3 ) is a quite large one. Moreover, by using spaceṀ 2,3/r (R 3 ), one could find or exclude some type of singularity.
Proofs of the main results
In this section, we prove Theorem 1.1. Without loss of generality, we assume μ = κ = 1. Proof of Theorem 1.1. We first show that Theorem 1.1 holds under the condition (1.7). Differentiating the first equation and the second equation of (1.1) with respect to x k (1 ≤ k ≤ 3), and multiplying the first and the second equations of (1.1) by
Noting the incompressibility condition ∇ · u = 0, since
then the above Eqs. (3.1) and (3.2) can be rewritten as
Adding up (3.3) and (3.4), we have
(3.5)
For I 1 , by integrating by parts, Hölder's inequality, Young's inequality and (2.6), we get
Similarly, for I 2 , we have
(3.7)
Finally, for I 3 , by Young's inequality, we get
Inserting the above estimates (3.6)-(3.8) into (3.5), we obtain
(3.10) where Sobolev embedding was used.
For any T 0 < t ≤ T , we let
Coming back to (3.10), we get 
and where C 0 is a positive constant depending on T 0 . Next we go to the estimate for H 3 -norm. In the following calculations, we will use the following commutator estimate due to Kato and Ponce [8] : 
. Taking the operation Λ 3 on both sides of (1.1), then multiplying them by Λ 3 u and Λ 3 θ respectively, after integrating over
(3.15)
Hence A 1 can be estimated as
where we used (3.14) with s = 3, p = , p 1 = q 1 = p 2 = q 2 = 3, and the following inequalities
and
If we use the existing estimate (3.13) for T 0 < t < T , (3.16) reduces to
Using (3.17) and (3.18) again, we have
Cε .
(3.20)
For A 2 we have , which can be achieved by the absolute continuous property of integral (1.1). Next, we go to the proof for Theorem 1.1 under (1.8). First, we assume 0 < r < 1. Similar to the above proof, differentiating the first equation and the second equation of (1.1) with respect to x k (1 ≤ k ≤ 3), and multiplying the resulting equations by ∂u ∂x k = ∂ k u and ∂θ ∂x k = ∂ k θ respectively, then by integrating by parts over R 3 , we deduce
(3.23)
For II 1 , by integrating by parts, Hölder's inequality, Young's inequality and (2.6), we get
(3.24) Similarly, for II 2 , we have
(3.25)
Finally, for II 3 , by Young's inequality, we get
Inserting the above estimates (3.24)-(3.26) into (3.23), we have
(3.27) Therefore, we have From (3.29), H 3 -estimate for this case is similar to the first case. When r = 1 in (1.6), by Lemma 2.3 and Coifman-Lions-Meyer-Semmes inequality [9] we obtain
L 2 )(1 + ln(e + y(t))), (3. 30) The remaining estimate is analogous to that for r < 1. This completes the proof of Theorem 1.1.
