Abstract-Robotic is a great substitute for human to explore the dangerous areas, and will also be a great help for disaster management. Although the rise of depth sensor technologies gives a huge boost to robotic vision research, traditional approaches cannot be applied to disaster-handling robots directly due to some limitations. In this paper, we focus on the 3D robotic perception, and propose a view-invariant Convolutional Neural Network (CNN) Model for scene understanding in disaster scenarios. The proposed system is highly distributed and parallel, which is of great help to improve the efficiency of network training. In our system, two individual CNNs are used to, respectively, propose objects from input data and classify their categories. We attempt to overcome the difficulties and restrictions caused by disasters using several specially-designed multi-task loss functions. The most significant advantage in our work is that the proposed method can learn a view-invariant feature with no requirement on RGB data, which is essential for harsh, disordered and changeable environments. Additionally, an effective optimization algorithm to accelerate the learning process is also included in our work. Simulations demonstrate that our approach is robust and efficient, and outperforms the state-of-the-art in several related tasks.
D
ISASTER is a persistent challenge to the human world. In recent years, lots of new technologies have emerged to improve our responses to various disasters. Although many encouraging research works have been made, one grave problem remains unsolved, i.e., how to safely explore damaged architectures or other dangerous areas. In fact, there are so many tragedies caused by secondary disasters that people cannot overlook this problem any more. Robotic, which is a great substitute for humans to carry out dangerous tasks, becomes the first choice in these scenarios.
Since robots require a sufficient understanding of the surrounding environment before any movements, scene understanding ability is of great importance for robots to be competent for these tasks. However, traditional 2D methods struggle in such situations, because they give little space information, which is very important for robots to move around and interact with the world. Therefore, 3D perception will become a vital topic in robotic for disaster management. While many approaches have been proposed in the field of 3D object detection and recognition, all these works cannot be applied to the disasterhandling robots directly, due to some limitations existing in such situations. To our best knowledge, few researchers are working on this problem.
The obstacles lying between the disaster-handling robots and existing 3D scene understanding methods mainly include the following facts. First, most of the existing approaches require the RGB information as well as the depth image. Although depth sensors are able to output stable and robust 3D images regardless of illumination conditions, it is very difficult for RGB cameras to take a picture in lower light situations [1] , which, however, is very common in many disaster scenarios. And, RGB cameras can hardly obtain consistent images in different illumination conditions. Therefore, all the 3D scene understanding methods requiring RGB data are not suited for disaster-handling robots. Second, the Field of View (FOV) of robots is very limited when exploring the damaged house. Many objects, e.g., furniture and electronics, maybe tilted or even overturned due to some external forces. In this situation, the on-board sensors may get the objects' image from some uncommon or unanticipated view. Since it is very difficult to recognize the objects from some specific views [2] , the performance of traditional methods is usually unsatisfied. Another problem is, learning-based perception systems require a great number of data in their training process, which is a huge challenge for traditional standalone approach [3] .
To solve these problems, we desire to propose a Convolutional Neural Network (CNN) based robotic 3D scene understanding method to improve robots' feasibility and adaptability in disaster scenarios, as shown in Fig. 1 . A robot equipped with depth sensors is sent to explore dangerous environments. With the ability of 3D scene understanding, robots can deal with various conditions and give great help to disaster preparedness, relief and recovery. Each robot is self-contained, but can also share its information and understandings in the cloud platform. The proposed system is highly distributed and parallel, which is of great help to improve the efficiency of system training. Each robot has a CNN network installed in its firmware. Robots can upload its captured data to the nearby server for further fine-tuning, and the updated parameters will be transferred back to the robots to improve their adaptability to their current environments. Thanks to the previous works in distributed wireless sensor networks and robotic [4] , [5] , [6] , [7] , [8] , we can focus on the perception method in this paper, and will detail it in the following sections.
The main contributions of our work include:
We propose a scene understanding method requiring only depth information instead of unstable RGB data, which gives robotic the ability to work in extreme conditions. We use two different 3D encodings for object proposal and classification, respectively, to further improve the performance of scene understanding.
We design a view-invariant module, which can extract similar features from different views on a same object and adapt robotic for disordered environments. We work out a multi-task learning method. In addition, we also design a fast optimization method to accelerate the optimization process of complex loss functions.
RELATED WORKS

Object Detection and Localization
This is an old topic emerging with the boom of 2D image processing, detection, segmentation and classification. It is a prerequisite of the object classification in images and scenes, where lots of objects exist and mix together in a complicated way. A simple and effective method to solve this problem is the exhaustive search, i.e., searching all possible locations with all possible scales, which is called sliding window. Dalal and Triggs [9] use a conventional non-maximum suppression to run with detection windows to detect object instances. Harzallah et al. [10] apply SVM for each sliding window to select a few candidate regions, and use a score function on these regions to give out the final results. However, the traditional methods working well in 2D images cannot be directly adopted in 3D images. Much more work needs to be done for 3D object proposal applications. Gupta et al. [11] extends Multiscale Combinatorial Grouping (MCG) framework [12] to 3D, and use RGB-D contours to calculate object candidates using features of depth and color images. Song and Xiao [13] present a CNN model taking a 3D volumetric scene as input to predict the object boundaries.
We desire to develop a CNN based object detection and localization network, and adopt a single model for both two tasks. We mainly focus on a multi-task loss function, which makes the proposed method significantly different from existing ones.
Object Classification
With the rise of artificial intelligence, object classification has become a booming research area in recent years. Lots of encouraging approaches [14] have been proposed in this field, especially for 2D images. Krizhevsky et al. [15] design a deep CNN model and achieve amazing classification accuracy. They use a novel regularization method called "dropout" to reduce overfitting which frequently happens in deep learning. Their model is proved very effective and becomes one pioneer in CNN based object classification methods. Szegedy et al. [16] present a large CNN architecture and set a new state-of-the-art for object classification. They introduce a carefully crafted design which can increase the size of network and keep the computational budget constant.
Again, traditional 2D methods meet frustrations in 3D world, due to the unique structure and characteristics of 3D data. Many researchers try to address this problem from various angles. Socher et al. [17] adopt two CNN models to extract low-level features from RGB and depth data separately, and an RNN model to combine these two parts and learn high-order features. The research of Shi et al. [18] is the most similar work with our method. They also achieve a rotation invariant representations for 3D shape. The difference is they adopt a row-wise max-pooling layer to change the low layer features extracted by the convolutional layers, while we implement view-invariant during learning process using specially-designed loss functions. The view-invariant ability improves the precision and adaptability of our method in some extreme conditions.
Robotic
Robotic is a huge topic consisting of many areas. As the paper is focused on robotic vision and proposes a 3D understanding method for mobile robot in disaster scenarios, only some closely related works are reviewed in this section.
One of the key problem in robotic vision applications is the acquisition of 3D information, i.e., 3D model and surrounding environment. Fortunately, many efficient approaches have been proposed, e.g., Aleotti et al. [19] present a method to automatically reconstruct the unknown objects. VasquezGomez et al. [20] introduce a view planning method for a mobile robot. In [21] , we also propose a robotic view planning and 3D reconstruction method, which greatly improve the efficiency and quality in acquiring 3D information. All these efforts contribute to increasing the quantity of available 3D models and accelerating the speed of robots when exploring unknown world.
Distributed Deep Learning
Although deep learning has achieved huge success in the last few years, one major drawback is that the training process remains very slow, especially for large datasets. Distributed computing can serve as a good solution for this problem.
Chung et al. [22] introduce their experiences on applying parallel technologies to train deep networks. They adopt a data-parallel Hessian-free optimization algorithm with the IBM Blue Gene/Q system. Das et al. [23] work out a distributed synchronous Stochastic Gradient Descent (SGD) algorithm. They also analyze the scaling and optimal design points for different networks. Different from the existing approaches, the adopted distributed method in the paper is specially designed for the robotic scene understanding. It can increase the batch size while keeping the recognition precision and communication costs. We will detail it in Section 3.4.
SYSTEM OVERVIEW
Notation and Problem Definition
We use boldface uppercase letters to denote matrix, e.g., W u W u , lowercase letters for vectors, e.g., w ðmÞ u w ðmÞ u , and calligraphic-font letters to represent sets, e.g., W. Notations used in the paper are listed in Table 1 .
Given a collection of 3D images X , the goal of scene understanding can be described as follows. For each input image x i , the proposed method should detect and localize as many as possible objects O, and classify them with correct labels L. Fig. 2 presents an overview of the proposed method. For better understanding, a brief introduction on the main concepts is given in this section.
System Framework
For 3D scenes, two individual models are used to conduct the object proposal and classification task, respectively. The objective of object proposal is to find any potential objects in the images, and, if any, localize them with precise locations and boundaries. This is an essential procedure for the following classification process, as classification model can only deal with a single object and is easily confused if there are multiple objects in the classification area. Therefore, the classification network will use the output of object proposal to clarify what the object is. Before the introduction of these two models, an explanation on the 3D data representations will be given, because input data must be encoded before it is used.
In addition, we enable the learning process with distributed ability, which will be introduced in Section 3.4.
3D Data Encoding
The first challenge of 3D computer vision is the data encoding. Generally, the raw data captured by 3D sensors is in the form of point cloud, as shown in Fig. 3a . This original scene comes from the RGB-D Object Dataset [24] , which is also one of the datasets used in our learning and testing process. One common encoding method is to map the 3D point into RGB space, depending on the distance between the sensor and each point, as shown in Fig. 3b , which is called the 2D colored representation. Another method is to transform the point cloud data into 3D volumetric representation, as shown in Fig. 3c .
Currently, both methods have their advocates. However, according to [25] , a CNN model trained with 2D-encoded data can obtain a significantly better performance in classification tasks than the one trained with 3D representation. This is mainly because that the advantages of 2D representation is very useful in classification tasks, e.g., the availability of well-trained network and the high resolution of 2D images. Therefore, input images are encoded to 2D representation in our classification model. However, in object detection and localization task, we find 3D volumetric representation is more preferable, as introduced in [26] , owing to its excellent ability of preserving 3D spatial information. For this reason, 3D volumetric encoding is used in the detection and localization task. It is another difference between our job and existing approaches that we select different representations for different tasks, instead of using one same representation in all applications. 
Distributed Implementation
A major consideration when using deep learning systems is how to deal with the large data. In order to achieve a high precision, the deep models have to be trained with a huge number of labeled images, which will take significant time if only one computing node is used. To address this problem, the distributed computing is an obvious solution.
Using distributed methods, the system can allocate the calculation tasks among multiple computing nodes, leading to higher efficiency and better load balance.
In the proposed 3D scene understanding system, the deep model, which is deployed in every mobile robot, should be updated with newly-labeled data. Therefore, fast on-line training is essential to adapt the robots into their current environments. Moreover, the uploaded data are located in different servers, it is more efficient to use distributed servers to process these data, than collecting them into one central server. Although many existing approaches can be applied to this scenario, we find it necessary to introduce our specially-designed distributed implementation, as it can keep the final precision while significantly increasing the speed of back-propagation.
A common way to address the network training problem is the mini-batch SGD, which can be expressed as
where P old P old is the existing parameters, P new P new is the updating parameters, lr is the learning rate, B is the batch, jBj is the batch size, x is the input data and J is the loss function. Mini-batch SGD is the common training method when using a standalone computing node. However, from the view of distributed computing, mini-batch is an inefficient way due to the frequently parameter synchronization, which results in large communication costs. Therefore, in our implementation, we adopt a large-batch SGD in order to fully utilize the advantages of distributed computing.
Large-batch SGD. Simply increasing the batch size may result in the degradation of the network precision. There are several points need to be noticed when using the distributed large-batch SGD. First, the learning rate lr should also be increased equally [27] . It is very important to match the training curve between large-batch and mini-batch SGD, which can improve the final precision of large-batch into the level of the mini-batch. Another point is the loss values should be normalized, which is also a key factor for the training result. Different from the common normalization approach, i.e., normalize each server's loss by the server number s, we find a more stable approach by normalizing the servers' loss by the total batch size sjBj, where jBj represents the batch size [28] . An evaluation of the training precision is presented in the experiment section, in order to demonstrate the performance of our specially-designed large-batch SGD method.
Communication. The communication cost mainly consists of two parts, the intra-server communication and the inter-server communication. The former one is to sync the calculated parameters among the graphics processing units (GPUs) in a same server; the latter one is to transfer the parameters across different servers. Six main phases are included: (1) the parameters among local GPUs are collected; (2) the collected parameters are summed locally; (3) the results are transferred to each server; (4) the results are aggregated into the final parameters; (5) the final parameters are sent to each server; (6) then broadcasted to each GPU. Phase (1)(2)(6) belongs to the intra-server communication, which can be significantly accelerated using GPU kernels. Therefore, the main cost is resulted from the inter-server communication, including phase (3)(4)(5). Although the aforementioned communication procedure will bring some cost to the network training, a distributed system can give a huge boost to the computing efficiency. There have been several methods to implement this approach in a distributed environment. We have had many different attempts to improve the efficiency while keep the precision, and found this solution quite recently.
We implement this training system as an Apache Spark application, referring to the software configuration of [3] . There are one control server and some distributed computing servers. Each computing server is equipped with multiple GPUs. As shown in Fig. 4 , the distributed framework has complete training abilities. At first, the control server starts the tasks by sending out the computing command. Then each computing server will fine-tune its received parameters, and sync them among local GPUs. After the parameters are aggregated, they will be transferred to the central server, following the server sync command from the control server. Then the aggregation of the collected parameters will be sent to each computing server as the updating parameters. After that, the computing servers will start another iteration of the fine-tuning. And when the loss value is converged, the control server will transfer the final parameters to the remote deep models, which are deployed in each mobile robot.
In addition, we conduct several evaluations in Section 6.6 to demonstrate its performance. 
3D OBJECT PROPOSAL
ODLN Model
Object proposal is very important for the whole scene understanding process, because it can greatly decrease the recognition area and accelerate the classification network. A CNNbased Object Detection and Localization Network (ODLN) is proposed in this section to accurately propose potential object candidates for subsequent calculations. As previously mentioned, we desire to propose a scene understanding method without the requirement of RGB data which is full of uncertainty. As a result, it is very difficult to work out a selective search scheme like [29] and [13] , in which color information is indispensable for similarity calculation. Therefore, we design a region selection method which is very similar with sliding window. By constantly selecting all possible regions in FOV, all objects could be included in at least one region, and get imported into ODLN for further calculation. We also adopt an auxiliary labeling method to help people mark a massive number of raw data and improve the practicability of supervised learning. The region selection algorithm and auxiliary labeling method are presented in Algorithm 1. Several hand-crafted features [30] are used to perform auxiliary labeling on initial dataset, these features are learnt with SVM. Fig. 6 shows the effects of the auxiliary labeling method and the proposed ODLN model. Although the hand-crafted features are outperformed by self-learning ODLN, it can save people lots of time by labeling the scene data automatically, especially when a large dataset is used for learning. The templates used for region selection include 10 cuboids in different sizes.
The network architecture of ODLN is presented in Fig. 5 . There are two specially-designed modules and three ordinary convolutional layers behind the input layer, following by two individual sub-networks which will output detection and localization results respectively.
The input of ODLN is the volumetric representation of 3D objects in each region with their labels. The objective of ODLN is to judge whether there is a single object in the input region, and its exact boundaries and orientation.
Inspired by [31] and [16] , we design the Scale-Insensitive Convolutional (SIC) module. There are three convolutional kernels with different size in one SIC module, which can extract the features from the input data in different scale. SIC module gives ODLN the ability to cope with 3D objects in various sizes.
Two sub-networks are behind the convolutional networks for detection and localization. The detection network outputs a value between ½0; 1 representing the possibility y that there is a single object in current region. The localization network is to predict the object's center point fx; y; zg, dimensions f'; w; hg and Euler angles fa; b; gg, as shown in lower right corner of Fig. 5 . Both sub-networks have two fully-connected layers for further analysis and abstracting on the features originate from the lower layers. Specially, we design a multi-task loss function to train two sub-networks at a same time, which is detailed in Section 4.2.
In short, 3D data in every possible region is imported into ODLN with their labels, which have the information including whether the region has an object and its locations. After forward propagation, ODLN can use the calculated values, their labels and the proposed loss function to adjust weights and optimize the network. During this process, ODLN can be gradually trained into a desirable network. 
Algorithm 1. Region Selection and Object Proposal
Learning with Multi-Task Loss Function
Given n input data X ¼ fx 1 ; x 2 ; . . . ; x n g in ODLN, there are several different labels for each input data x i , i.e., groundtruth labels Y ¼ fy x 1 ; y x 2 ; . . . ; y xn g and 3d-box labels T ¼ ft x 1 ; t x 2 ; . . . ; t xn g, where t 2 fx; y; z; '; w; h; a; b; gg standing for locations, dimensions and orientations respectively. In regard to the possible labels, y 2 fy Inspired from the Multi-task Loss in [13] 
where J cls , J loc and J dec are sub-loss functions for different objectives, and 1 , 2 and 3 are weights to custom the relative importance of each term. J cls is the softmax loss function for measuring the accuracy of the final detection result, i.e., whether a region owns one single object or not. It can be expressed as J cls ðW; B; X ; YÞ
where h ðjÞ cls ðx i Þ varies from 0 to 1, according to the possibilities that there is one single object in this region.
J loc is utilized to predict the object's localization. Essentially, it is a regression of objects' boundary. According to the smooth L 1 loss in 2D bounding-box regression method of Fast R-CNN [32] , J loc is defined as 
where t represents the coordinates of the object's center point fx; y; zg, dimensions f'; w; hg and Euler angles fa; b; gg. J dec ðWÞ is a weight decay term which penalizes large values of the parameters to decrease the magnitude of the weights W and help prevent over-fitting. It is computed by the following function
The proposed loss function takes object's detection and localization into account at a same time, which is a huge advantage compared to the common-used loss functions. As a result, the output of ODLN can be directly used as the input of object classification network. The performance of ODLN is evaluated in Section 6.1.
3D OBJECT CLASSIFICATION
VTCN Model
A View-invariant 3D Classification network (VTCN) is proposed in this section. As mentioned above, 2D encoded image is adopted as the input of network. The depth value can be transformed to RGB data using the following formula depth 7 ! ðh; s; vÞ ð0 $ 360; 1;255Þ 7 ! ðr; g; bÞ:
Therefore, VTCN has a similar structure with common 2D image classification CNN models, e.g., AlextNet [15] , which is used as the prototype of the proposed VTCN model. To develop a classification model used in disordered and extreme scenarios, we desire to develop a view-invariant CNN model for feature extraction. We gain inspiration from [33] and proposed a new method which can be used with 3D data. A View-invariant (VI) Module consisting of two fullyconnected layers is added between the 6th and 7th layer of AlexNet model. We also present a new object category subdivision method to give VTCN the ability to deal with multiview images. With the well-learnt low-layer features brought by AlexNet, the high-layer features can get fine-tuned using 3D data in 2D representation. This learning process is conducted using specially-designed loss functions. The class subdivision method and learning process will be detailed below, respectively.
View-Subclass Definition
One of the most significant differences between VTCN and other methods is, one object category is not regarded as one single class. As is known to us, even a same object looks very different in different views. For example, it is very difficult to recognize a can if the viewpoint is directly below it. There would be even greater difficulties for robots with only depth information. Given these facts, we subdivide the existing object categories into several "view-subclasses", which will be the ground-truth label imported into VTCN model, as shown in Fig. 7 .
So how to definite a view-sub-class? Interestingly, this is very similar to robotic view planning problem. In view planning methods, a next-best-view (NBV) is generated during each iteration of model reconstruction, then the depth sensor is moved to NBV to conduct the next scan. In the same way, several NBVs can be generated for each object category and each of them is used as a cluster center for one view-subclass. Fortunately, we have worked out an efficient robotic view planning method in [21] , which can be directly used in VTCN. Because this algorithm is not the main topic in the paper, it will merely be given a brief introduction.
At first, NBV candidates are generated at all possible viewpoints in the whole working space, using the hierarchical generation and filtration algorithm proposed in our past work [21] . And they are evaluated using the score function presented below. where volumeðpÞ represents the number of newly-observed voxels, overlapðpÞ is the coincidence region between the new view and existing views. These two terms can control the number and orientation of the view-sub-class for each object category. NðpÞ is the view point's score. And, the view with highest NðpÞ score is selected as a new viewsubclass. After the sub-class centers are generated, they are extend to the whole working space. All of the viewpoints will be subjected a view-sub-class, depending on their similarities with the class centers. Given the points set P obtained in view v, the similarity function can be described as
Then every view belongs to a center n, which owns a viewsub-class, with the highest similarity score.
Learning View-Invariant Features
Suppose there are n object view-subclasses, then the input data of VTCN can be defined as 
where X is the set of all input samples, and X i is the set of all the views of one single view-subclass. Each view-subclass has i m elements. Then the total number of input data SIZEðX Þ ¼ P n i i m . The labels of input images can be represented by Y ¼ fy X 1 ; y X 2 ; . . . ; y X n g.
Like Eq. (2), the loss function can be written as JðW; B; fX i g; YÞ ¼ 1 J cls ðW; B; fX i g; YÞ þ 2 J view ðW; B; fX i gÞ þ 3 J dec ðWÞ ð0 i nÞ:
The difference is that Eq. (11) needs fX i g as the viewsubclass information to learn view-invariant features. Similarly, J cls ðW; B; fX i g; YÞ can be described as 
where c cls is the neuron number of final layer, i.e., the total number of output features. And, J dec ðWÞ is same with Eq. (6). Then, the key problem is how to design a view-clustering function to give VTCN the ability to extract similar features from different views of a same object. Therefore, the differences in a view-sub-class X i should be calculated and deteriorated during the learning process. Based on these assumptions, we define J view ðW; B; fX i gÞ 
It is extremely difficult to perform this function on the entire dataset. Therefore, a batch Stochastic Gradient Descent strategy is adopted in network learning, i.e., perform the optimization on a batch sampled from the whole dataset in each iteration. Although SGD has been proved successful on the functions like J cls and J dec , some more work is needed before it can be applied to the newly proposed J view function. The stochastic and back-propagation method of J view should be figured out to improve the computational efficiency. Define bt is one batch and
is a matrix consisting of all the outputs of layer u in a batch. So the right-hand side of Eq. (13) can be expressed as ; otherwise:
The weights and biases are updated as
where lr is the learning rate. Then the stochastic is backpropagated to the lower layers. After a number of iterations, the loss function can convergence and give VTCN the ability to extract view-invariant features. distance. For better learning efficiency, the p value should be carefully selected. Therefore, an experiment is conducted in Section 6.3 to explore the relationship between p value and the training performance. In addition, a mathematical proof is presented in the appendix to find a solution which can guarantee the adaptability of our system in different datasets.
PERFORMANCE EVALUATION
To fully reach the potentiality of the proposed networks, several existing datasets combined with our newly-scanned 3D data are utilized in the training and testing process. Our networks are complicated enough to contain more than one dataset without under-fitting. The adopted datasets include NYU Dataset v2 [34] , A large dataset of object scans [35] , RGB-D Object Dataset [24] , Bigbird dataset [36] and SceneNN dataset [37] .
ODLN Performance
The proposed ODLN not only detect objects in images, but localize them with exact position, dimension and orientation. To compare ODLN with some existing approaches, the following formulas are adopted to evaluate the performance.
where TP, FP and FN mean true positive, false positive and false negative, respectively. It is common for the performance experiments of object proposal methods to present the relationship between Recall and Precision, because both Recall and Precision change with the settings of proposed object number.
In this experiment, all of the detection methods take 950 labeled 3D scenes, which contains 53 object categories, as the training material, and 50 raw point cloud data as the test set. Fig. 8 shows the comparison of ODLN and representative existing approaches, e.g., Sliding Shapes [38] , SVM method [39] trained on Point Cloud & 3D Model Dataset and [39] trained on only Point Cloud. To demonstrate the adaptability for disaster scenarios, there are two versions of dataset prepared for our experiment: one normal dataset and its variant in which the brightness of RGB images is turned down and a part of depth information is removed manually. The first row in Fig. 8 presents the results of the normal dataset, and the second row presents the results of the variant dataset. Five categories are selected in the experiment, i.e., chair, bed, sofa, table and toilet.
As shown in Fig. 8 , ODLN method performs better in the variant dataset. It is mainly because we desire to design a method not relying on instable RGB data from the beginning, and the proposed ODLN is not affected by the missing of RGB data. However, the incomplete depth data do give some impact on its performance. But still, it can outperform others in these difficult situations. Of course, ODLN does not show much advantage in the normal dataset, especially compared with Sliding Shapes method. But in our opinion, the normal dataset is too idealized and have little practical significance, considering the disaster scenarios.
View-Invariance Test
A demonstrating test is conducted to validate the effect of VI Module in VTCN model. As shown in Fig. 9 , nine views of bunny model are selected in this experiment. They belong to three different view-subclasses. Therefore, there will be nine features extracted from these views, and each set of three should be similar. The first row of Fig. 9 shows each scan view of the bunny model. The second row is the 2D representation of obtained 3D data, which is also the input of VTCN model. The third and fourth row present their features before and after the process of VI Module, respectively. The features are sampled out from the 4,096 outputs of VTCN's last layer. It can be seen that, without VI Module, the features looks very different even in a same viewsubclass, while with VI Module, views in one subclass become consistent and generate fairly alike features. To further figure out the differences, their variance is calculated using the following formula.
The last row of Fig. 9 shows the variance curves of the features before and after the process of VI Module. Compared with the blue dotted line, the red one is smooth and steady, which gives a good proof to the proposed view-invariance method.
p Value Selection
A set of experiment is designed to find the appropriate p value in the Minkowski distance for the loss function of VI Module. As discussed in Section 5.3, the setting of p value is very important for the training efficiency. To clarify the relationship between them, several tests are conducted using different settings. As expected, their results follow a specific rule. Fig. 10a presents four representative curves. A regularized loss is adopted in this experiment to measure the learning speed with different settings fairly.
; Á Á Á ; where i represents the identifier number of each experiment with different p values. It can be seen, with the increase of p value, the learning process slows down significantly even with a larger learning rate. However, on the other hand, they are also more stable with a larger p when close to the convergent point. Fig. 10b shows the relationship between computational cost and p values. The computational cost is defined as the complexity of calculation. Several unit operations are added in optimization algorithm to give out a uniform measure for estimated computational cost, whose value is defined in 0$50. As shown in Fig. 10b , the estimated cost increases with the p value, but not changes drastically as supposed. Therefore, the selection of a larger p is feasible because of the acceptable extra computational cost.
The results in this section are consistent with our theories and give us a helpful guide to select p values. A mathematical proof is presented in the appendix, in order to find the precise relationship between p value and training efficiency, and guarantee the adaptability of our system in various datasets.
Classification Performance of VTCN
A comparison experiment is performed to evaluate the classification performance of the proposed VTCN with several state-of-the-art methods. In this experiment, there are 53 categories of 3D labeled objects in the training and testing dataset. For each category, there are 100 instances in the training set, and 10 instances in the testing set. The results are shown in Fig. 11 . Two set of experiments are designed. Although one same dataset is adopted in all experiments, one set is conducted without RGB information. The left figure presents the performance of depth-only methods, including Linear SVM [24] , DPano [18] , and the proposed VTCN method; the right one shows the RGBD methods, i.e., Fus-CNN [40] , CNN-RNN [17] , CNN-Features [41] , and Kernel SVM [24] . Our VTCN method is tested without VI Module (VTCN1) and with VI Module (VTCN2), respectively, in order to present the performance difference between with and without the view-invariant ability. For better understanding, a manual classification test is also performed. It can be seen that our method improves a lot with the view-invariant ability of VI Module, and outperforms other depth only methods significantly. Although with similar view-invariant feature, VTCN can still outperform DPano method. However, different from our approach, DPano adopts a row-wise max-pooling layer to change the low layer features extracted by the convolutional layers, which needs a semi-panoramic view of the objects. This solution can lead to serious problems in some actual scenes, which will be discussed in Section 6.5. But in this test, we have given DPano the necessary views to perform the recognition. Still, its precision is lower than ours, because VTCN further refines the object category using the view-subclass algorithm. The performance of VTCN is slightly inferior to RGBD methods, however, we believe, the actual conditions of disaster scenarios do limit the acquisition of RGB data. It is worthwhile to leave out the unstable color data and work on the 3D information for a scene understanding method, which is more robust and adaptable.
Disaster Adaptability
Although the above evaluations have indicated the performance of four different approaches and clearly demonstrate the advantage of our method in common scene understanding tasks, we find it is necessary to conduct an additional experiment for the disaster scenarios, because the extreme conditions of the disaster scenes may be a huge challenge to the perception methods. In order to simulate the disaster scenarios, we work out a new dataset consisting of more than 300 scenes. These scenes are selected from the adopted datasets, which have been introduced in Section 6. All of these images are made highly disordered and broken, and only contains the depth information, as shown in Fig. 12 , which is very similar to some dark, extreme disaster situations.
We adopt the complete scene understanding system, including the trained ODLN and VTCN presented in Due to the difficult situation, the results are generally not very high. However, the combination of VTCN, ODLN and VI module does bring a significant improvement to the precision, which can give a boost to the development of disaster robotic. In addition, since the system cannot obtain the complete depth information of the objects, DPano method has no sufficient view to perform panoramic recognition, therefore, its performance on this dataset is not very good, if compared to its precision in Section 6.4.
Distributing Efficiency
In order to evaluate the proposed distributed training method, we adopt the Amazon Elastic Compute Cloud (EC2) service as the test environment. We apply ten p2.8xlarge instances. Each of them has one Intel Xeon E5-2686v4 Processor and 8 NVIDIA K80 GPUs. All of the instances support GPUDirect technology, which enables the peer-to-peer GPU communication. The instances are connected by wired network. One instance is the control server, and others serve as the computing servers, as introduced in Section 3.4.
These servers are used for the training of our deep models, using the aforementioned datasets. We conduct the complete training process several times with two different batch sizes, i.e., 512 and 16k, to demonstrate the advantages of the proposed large-batch SGD over the traditional mini-batch SGD. The results are shown in Fig. 13 . The X-coordinate is the adopted GPUs, and the Y-coordinate is the computing efficiency, which represents the speedup compared to the standalone training. The dotted line is the optimal upper limit, which is under full GPU utilization and zero communication cost. The red line is the proposed large-batch SGD and the blue line is a common mini-batch method. It can be seen, that the large-batch SGD can approximately achieve a linear scaling, due to the significant decrease of the communication overhead. On the contrary, the mini-batch SGD suffers from an increasing communication cost and perform badly in highly distributed environments.
Another big difference is that our method can keep network precision with a large batch size. As comparison, we test the recognition performance of three trained networks. All of the three networks are trained using the same dataset, but with different training methods. One network is trained with the large-batch SGD, referring to the implementation introduced in Section 3.4, and its precision is 72.08 percent. The second network is trained with the normal large-batch SGD without any extra settings, and get a result of 65.79 percent. The third one is trained with the mini-batch SGD, scoring 72.65 percent. We can see that, compared with the third network, a large batch size does, to some extent, deteriorate the training effect. However, with the proposed large-batch configuration, this deterioration can be minimized and has little influence on the final precision.
Robotic Simulation
Robot Operating System (ROS) [42] is adopted as the simulation environment in this experiment. As shown in Fig. 14 , a mobile robot moves along a path and takes three scans. The understanding results are generated by a system using the proposed method. To validate the feasibility of our method in dark scenes, only depth data is imported into the system. It can be seen, the proposed method is able to output correct labels for most objects. In Fig. 14b , our system successfully recognizes the table with a confidence of 0.849, and the lamp with 0.424. It also generates several candidates with different confidences. For example, in Fig. 14c , the system gives some labels to the desk in yellow zone including desk, table, cabinet, etc. Among them, desk is with the highest confidence, and becomes the final output label. The total precision is 91.0 percent with 10 runs. The results demonstrate that the proposed method is stable and robust, and can be well applied to complicated indoor scenes. In addition, we also use some existing approaches to perform the same task under the same condition. In fact, this is a similar test, compared to the one in Section 6.5, with more ordered environment and lower difficulty. 
CONCLUSION
A CNN-based robotic 3D scene understanding method is proposed in the paper. The most significant advantage of the method is its view-invariant ability and no requirement on RGB data, which are essential in disordered and extreme disaster scenarios. We propose several loss functions to perform multi-task learning process on the proposed models. And we also work out an optimization algorithm to improve the learning speed. The simulations demonstrate that the proposed method is effective, and outperforms many state-of-art approaches in several comparison experiments. A limitation of the proposed system is that we still need labeled data in the training process. Therefore, in the future work, we will work on the automatic labeling problem to further decrease the system cost.
APPENDIX PROOF OF THE TRAINING EFFICIENCY
Since Eq. (17) is the core component of the proposed loss functions, we should provide a formal proof in order to guarantee its training efficiency on different experiment datasets. The derivation of Eq. (17) has been presented in Section 5.3, however, the p value still has uncertain effect on the learning speed. Therefore, we will give a detailed proof on the relationship between the p value and the training efficiency. First, the following three lemmas are needed to prove the final theorem. Lemma 1. The convergence rate of the gradient descent method using different types of distances will follow ManhattanDistance > EuclideanDistance > ChebyshevDistance: (27) Proof. This lemma can be expressed as the following statement. For two arbitrary points P ðx 0 ; y 0 Þ and Qðx 1 ; y 1 Þ, when P ! Q, " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
