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Introduction
In this paper we consider an optimal control problem for a stochastic process Y (t, x) = Y u,Z (t, x) = Y (t, x, Z) = Y (t, x, z)| z=Z defined as the solution of a stochastic partial differential equation (SPDE) given by dY (t, x) = [A u(t,x,Z) Y (t, x) + a(t, x, Y (t, x), u(t, x, Z), Z)]dt + b(t, x, Y (t, x), u(t, x, Z), Z)dB(t) + R c(t, x, Y (t, x), u(t, x, Z), Z, ζ)Ñ(dt, dζ); (t, x) ∈ (0, T ) × D.
(1.1) {eq1.3}
The boundary conditions are Y (0, x) = ξ(x), x ∈ D (1.2) Y (t, x) = θ(t, x); (t, x) ∈ [0, T ] × ∂D.
(1.3)
Here B(t) andÑ (dt, dζ) is a Brownian motion and an independent compensated Poisson random measure, respectively, jointly defined on a filtered probability space (Ω, F = {F t } t≥0 , P) satisfying the usual conditions. T > 0 is a given constant, D ⊂ R is a given open set, and ∂D denotes the boundary of D. The process u(t, x) = u(t, x, z) z=Z is our insider control process, where Z is a given F T 0 -measurable random variable for some T 0 > 0 , representing the inside information available to the controller.
The operator A u is a linear integro-differential operator acting on x, with parameter u, and the expression A u(t,x,Z) Y (t, x)) means A u Y (t, x, Z)| u=u(t,x,Z) .
We interpret the equation (1.1) for Y in the weak sense. By this we mean that Y (t, ·) satisfies the equation 4) for all smooth functions φ with compact support in D. Here
is the L 2 inner product on D and A * u is the adjoint of the operator A u , in the sense that
for all smooth L 2 functions ψ, φ with compact support in D. It can be proved that the Itô formula can be applied to such SPDEs. See [Par] , [PR] .
We assume that the inside information is of initial enlargement type. Specifically, we assume that the inside filtration H has the form H = {H t } 0≤t≤T , where H t = F t ∨ σ(Z) (1.7) {eq1.1} for all t, where Z is a given F T 0 -measurable random variable, for some T 0 > 0 (constant). Here and in the following we use the right-continuous version of H, i.e. we put H t = H t + = s>t H s . We also assume that the Donsker delta functional of Z exists (see below). This assumption implies that the Jacod condition holds, and hence that B(·) and N(·, ·) are semimartingales with respect to H. See e.g. [DØ2] for details. We assume that the value at time t of our insider control process u(t, x) is allowed to depend on both Z and F t . In other words, u(., x) is assumed to be H-adapted. Therefore it has the form u(t, x, ω) = u 1 (t, x, Z, ω)
(1.8) {eq1.2}
for some function u 1 : [0, T ] × D × R × Ω → R such that u 1 (., x, z) is F-adapted for each (x, z) ∈ D × R. For simplicity (albeit with some abuse of notation) we will in the following write u instead of u 1 . Let U denote the set of admissible control values.We assume that the functions a(t, x, y, u, z) = a(t, x, y, u, z, ω) :
are given bounded C 1 functions with respect to y and u and adapted processes in (t, ω) for each given x, y, u, z, ζ. Let A be a given family of admissible H−adapted controls u. The performance functional J(u) of a control process u ∈ A is defined by
The Donsker delta functional
To study this problem we adapt the technique of the paper [DØ1] to the SPDE situation and we combine this with the method for optimal control of SPDE developed in [Ø1] , [ØPZ] and [ØS1] . We first recall briefly the definition and basic properties of the Donsker delta functional:
Definition 2.1 Let Z : Ω → R be a random variable which also belongs to (S) * . Then a continuous functional
is called a Donsker delta functional of Z if it has the property that
for all (measurable) g : R → R such that the integral converges.
For example, consider the special case when Z is a first order chaos random variable of the form
for some deterministic functions β = 0, ψ such that
and for every ǫ > 0 there exists ρ > 0 such that
This condition implies that the polynomials are dense in L 2 (µ), where dµ(ζ) = ζ 2 dν(ζ). It also guarantees that the measure ν integrates all polynomials of degree ≥ 2. In this case it is well known (see e.g. [MØP] , [DiØ1] , Theorem 3.5, and [DØP] , [DiØ2] ) that the Donsker delta functional exists in (S) * and is given by
where exp ⋄ denotes the Wick exponential. Moreover, we have for t < T 0
If D t and D t,ζ denotes the Hida-Malliavin derivative at t and t, ζ with respect to B and N , respectively, we have
For more information about the Donsker delta functional, Hida-Malliavin calculus and their properties, see [DØ1] .
From now on we assume that Z is a given random variable which also belongs to (S) * , with a Donsker delta functional δ Z (z) ∈ (S) * satisfying (2.11) 3 Transforming the insider control problem to a related parametrized non-insider problem
is H-adapted, we get by using the definition of the Donsker delta functional
for some z-parametrized process Y (t, x, z) which is F-adapted for each x, z. Then, again by the definition of the Donsker delta functional we can write, with
Comparing (3.1) and (3.2) we see that (3.1) holds if we for each z choose Y (t, x, z) as the solution of the classical (but parametrized) SPDE
(3.3) {eq3.3} As before let A be the given family of admissible H−adapted controls u. Then in terms of Y (t, x, z) the performance functional J(u) of a control process u ∈ A defined in (1.10) gets the form
Thus we see that to maximize J(u) it suffices to maximize j(u)(z) for each value of the parameter z ∈ R. Therefore Problem 1.1 is transformed into the problem
4 A sufficient-type maximum principle
In this section we will establish a sufficient maximum principle for Problem 3.1. We first recall some basic concepts and results from Banach space theory. Let X be a Banach space with norm · and let F : X → R.
exists.
(ii) We say that F is Fréchet differentiable at v ∈ V if there exists a continuous linear map
In this case we call A the gradient (or Fréchet derivative) of F at v and we write
In particular, note that if F is a linear operator, then ∇ v F = F for all v.
Problem 3.1 is a stochastic control problem with a standard (albeit parametrized) stochastic partial differential equation (3.3) for the state process Y (t, x, z), but with a non-standard performance functional given by (3.5). We can solve this problem by a modified maximum principle approach, as follows:
Here D denotes the domain of definition for the operator A u , while R denotes the set of all functions r(·) : R → R such that the last integral above converges. We assume that D is a Banach space.The quantities p, q, r(·) are called the adjoint variables. The adjoint processes p(t, x, z), q(t, x, z), r(t, x, z, ζ) are defined as the solution of the z-parametrized backward stochastic partial differential equation
(4.3) For fixed t, u, z, p, q, r we can regard
as a map from D into R. The Fréchet derivative at ϕ of this map is the linear operator ∇ ϕ ℓ on D given by
For simplicity of notation, if there is no risk of confusion, we will denote ℓ by H from now on.
We can now state the first maximum principle for our problem (3.6):
Theorem 4.1 [Sufficient-type maximum principle] Letû ∈ A, and denote the associated solution of (3.3) and (4.2) byŶ (t, x, z) and (p(t, x, z),q(t, x, z),r(t, x, z, ζ)), respectively. Assume that the following hold:
Then u(·, ·, z) is an optimal insider control for Problem 3.1.
Proof.
By considering an increasing sequence of stopping times τ n converging to T , we may assume that all local integrals appearing in the computations below are martingales and hence have expectation 0. See [ØS2] . We omit the details. Choose arbitrary u(., ., z) ∈ A, and let the corresponding solution of (3.3) and (4.2) be Y (t, x, z), p(t, x, z), q(t, x, z), r(t, x, z, ζ). For simplicity of notation we write h = h(t, x, Y (t, x, z), u(t, x, z)), h = h(t, x, Y (t, x, z), u(t, x, z)) and similarly with a, a, b, b and so on. Moreover put
and
In the following we write
where
(4.8) {eq4.7} By the definition of H we have
Since k is concave with respect to y we have
and hence
By a slight extension of (1.6) we get
Therefore, adding (4.9) -(4.11) and using (4.13) we get,
By the concavity assumption of H in (ϕ, u) we have: 17) and the maximum condition implies that
Hence by (4.15) we get j(u) ≤ j(û). Since u ∈ A was arbitrary, this shows thatû is optimal.
A necessary-type maximum principle
We proceed to establish a corresponding necessary maximum principle. For this, we do not need concavity conditions, but instead we need the following assumptions about the set of admissible control processes:
Then the control
belongs to A for all a ∈ (−1, 1).
• A3. For all β as in (5.2) the derivative process
exists, and belong to L 2 (λ × P) and
(5.4) {d chi} Theorem 5.1 [Necessary-type maximum principle] Letû ∈ A and z ∈ R. Then the following are equivalent:
1.
d da j(û + aβ)(z)| a=0 = 0 for all bounded β ∈ A of the form (5.2).
2.
∂H ∂u
Proof. For simplicity of notation we write u instead ofû in the following. By considering an increasing sequence of stopping times τ n converging to T , we may assume that all local integrals appearing in the computations below are martingales and have expectation 0. See [ØS2] . We omit the details. We can write d da j((u + aβ)(z))| a=0 = I 1 + I 2 where
By our assumptions on h and k and by (5.3) we have
By the Itô formula
χ(t, x, z)dp(t, x, z)dx
Summing (5.5) and (5.7) we get
We conclude that d da j(u + aβ)(z))| a=0 = 0 if and only if
for all bounded β ∈ A of the form (5.2).
In particular, applying this to β(t, x, z) = θ(t, x, z) as in A1, we get that this is again equivalent to
(5.13)
Controls which do not depend on x
In some situations it is of interest to study controls u(t, x) = u(t) which have the same value throughout the space D, i.e., only depends on time t. See e.g. Section 8.2. In this case we define the set A 0 of admissible controls by A 0 = {u ∈ A; u(t, x) = u(t) does not depend on x}.
(6.1)
Defining the performance functional J(u) = R j(u)(z)dz as in Problem 3.1, the problem now becomes:
Problem 6.1 For each z ∈ R find u * 0 ∈ A 0 such that
6.1 Sufficient-type maximum principle for controls which do not depend on x
We now state and prove an analog of Theorem 4.1 for this case:
Theorem 6.2 (Sufficient-type maximum principle for controls which do not depend on x). Supposeû ∈ A 0 with corresponding solutionsŶ (t, x, z) of (3.3) andp(t, x, z),q(t, x, z),r(t, x, z, ζ) of (4.2) respectively. Assume that the following hold:
1. y → k(x, y, z) is concave for all x, z 2. (ϕ, u) → H(t, x, ϕ(x), ϕ, u, z, p(t, x, z), q(t, x, z),r(t, x, z, ·)) is concave for all t, x, z 3. sup w∈U D H t, x, Y (t, x, z), Y (t, ·, z), w, p(t, x, z), q(t, x, z),r(t, x, z, ·) dx = D H t, x, Y (t, x, z), Y (t, ·, z), u(t, z), p(t, x, z), q(t, x, z),r(t, x, z, ·) dx for all t, z.
Thenû(t, z) is an optimal control for the Problem 6.1.
Proof. We proceed as in the proof of Theorem 4.1. Let u ∈ A 0 with corresponding solution Y (t, x, z) of (3.3). Withû ∈ A 0 , consider
Using a similar shorthand notation forâ, a,b, b andĉ, c, and settinĝ H = H(t, x,Ŷ (t, x, z),û(t, z),p(t, x, z),q(t, x, z),r(t, x, z, ·)) (6.4) and H = H(t, x, Y (t, x, z), u(t, z),p(t, x),q(t, x),r(t, x, z, ·)), (6.5) we see that (6.3) can be written
(6.7) {I_1I_2} By the definition of H we have
Therefore, as in the proof of Theorem 4.1,
where ∂ H(t, x) ∂y = ∂H ∂y (t, x,Ŷ (t, x, z),Ŷ (t, ., z)(x),û(t, z),p(t, x, z),q(t, x, z),r(t, x, z, .)) (6.11)
Adding (6.8) -(6.10) we get as in equation (4.15),
By the concavity assumption of H in (y, u) we have: 6.13) and the maximum condition implies that (6.15) and therefore we conclude by (6.12) that j(u) ≤ j(û). Since u ∈ A 0 was arbitrary, this shows thatû is optimal.
6.2 Necessary-type maximum principle for controls which do not depend on x
We proceed as in Theorem 5.1 to establish a corresponding necessary maximum principle for controls which do not depend on x. As in Section 5 we assume the following:
• A 1 . For all t 0 ∈ [0, T ] and all bounded H t 0 -measurable random variables α(z, ω), the control θ(t, z, ω) := 1 [t 0 ,T ] (t)α(z, ω) belongs to A 0 .
• A 2 . For all u, β 0 ∈ A 0 with β 0 (t, z) ≤ K < ∞ for all t, z define
and put β(t, z) = δ(t, z)β 0 (t, z).
(6.17) {eq4.22}
Then the control u(t, z) = u(t, z) + aβ(t, z); t ∈ [0, T ] belongs to A 0 for all a ∈ (−1, 1).
• A3. For all β as in (6.17) the derivative process
(6.18) {d chi}
Then we have the following result:
Theorem 6.3 [Necessary-type maximum principle for controls which do not depend on x] Letû ∈ A 0 and z ∈ R. Then the following are equivalent:
Proof. The proof is analogous to the proof of Theorem 5.1 and is omitted.
Application to noisy observation optimal control
For simplicity we consider only the one-dimensional case in the following. Suppose the signal process X(t) = X (u) (t, Z) and its corresponding observation process R(t) are given respectively by the following system of stochastic differential equations
As before T > 0 is a fixed constant.
• (Observation process)
Here α :
are given deterministic functions and h : R → R is a given deterministic function such that the Novikov condition holds, i.e.
The processes v(t) = v(t, ω) and w(t) = w(t, ω) are independent Brownian motions, and N (dt, dζ) is a compensated Poisson random measure, independent of both v and w. We let F v := {F v t } 0≤t≤T and F w := {F w t } 0≤t≤T denote the filtrations generated by (v,Ñ) and w, respectively. We assume that Z is a given F v T 0 -measurable random variable, representing the inside information of the controller, where T 0 > 0 is a constant. Note that Z is independent of F w .
The process u(t) = u(t, Z, ω) is our control process, assumed to have values in a given closed set U ⊆ R . We require that u(t) be adapted to the filtration
where R t is the sigma-algebra generated by the observations R(s), s ≤ t. This means that for all t our control process u is of the form
where u(t, z) is R t -measurable for each constant z ∈ R. Similarly the signal process can be written X = X(t, Z), where X(t, z) is the solution of (7.1) with the random variable Z replaced by the parameter z ∈ R. We call u(t) admissible if, in addition, (7.1) and (7.2) has a unique strong solution (X(t), R(t)) such that
where f : R × U → R and g : R → R are given functions, called the profit rate and the bequest function, respectively. The set of all admissible controls is denoted by A H . For u ∈ A H we define the performance functional
We consider the following problem:
Problem 7.1 (The noisy observation insider stochastic control problem) Find u * ∈ A H such that sup
We now proceed to show that this noisy observation SDE insider control problem can be transformed into a full observation SPDE insider control problem of the type discussed in the previous sections: To this end, define the probability measureP by
It follows by (7.3) and the Girsanov theorem that the observation process R(t) defined by (7.2) is a Brownian motion with respect toP . Moreover, we have
where 12) and let L * be the adjoint of L, in the sense that
Suppose that for all z ∈ R there exists a stochastic process y(t, x) = y(t, x, z) such that
for all bounded measurable functions ϕ. Then y(t, x) is called the unnormalized conditional density of X(t.z) given the observation filtration R t . Note that by the Bayes rule we have
It is known that under certain conditions the process y(t, x) = y(t, x, z) exists and satisfies the following integro-SPDE, called the Duncan-Mortensen-Zakai equation:
See for example Theorem 7.17 in [BC] . If (7.14) holds, we get
This transforms the insider partial observation SDE control problem 7.1 into an insider full observation SPDE control problem of the type we have discussed in the previous sections.
We summarise what we have proved as follows:
Theorem 7.2 (From noisy obs. SDE control to full info. SPDE control) Assume that (7.14) and (7.16) hold. Then the solution u * (t, Z) of the noisy observation insider SDE control problem 7.1, consisting of (7.1),(7.2),(7.7), coincides with the solution u * of the following (full information) insider SPDE control problem:
where (7.19) and y(t, x, Z) solves the SPDE 19} 8 Examples 8.1 Example: Optimal control of a second order SPDE, with control not depending on x.
Consider the following controlled stochastic reaction-diffusion equation:
with performance functional given by
is a given utility function, assumed to be concave and C 1 with respect to y and F T -measurable for each x, y, z. Let A H be the set of H-adapted controls π(t) not depending on x and such that
Then it is well-known that the corresponding solution Y π (t, x) of (8.1) is positive for all t, x. See e.g. [Be] . We study the following problem:
This is a problem of the type investigated in the previous sections, in the special case with no jumps and with controls π(t, z) not depending on x, and we can apply the results there to solve it. The Hamiltonian (4.1) gets the form, with u = π,
while the BSDE (4.2) for the adjoint processes becomes, keeping in mind that
The map
is maximal when
To make this more explicit, we proceed as follows:
Then by the generalized Clark-Ocone theorem in [AaØPU] ,
Solving this SDE for M(t, z) we get
Since the two martingalesp(t, z) and M(t, z) are identical for t = T, they are identical for all t ≤ T and hence, by (8.16) we get
By identification of the integrals with respect to ds and the stochastic integrals we get:
Theorem 8.2 The optimal insider controlπ for the problem (8.4) with U(x, y, z) = k(x, z) ln(y) as in (8.15), is given by (8.22), with Φ K (t, z) given by (8.19).
By Theorem 7.2, the problem to maximize J(π) over all π ∈ A H is equivalent to the following problem:
where 31) and y(t, x, Z) = y π (t, x, Z) is the solution of the SPDE
Define the space
The H 1 norm is given by:
We have
We verify the coercivity condition of the operator −L *
2 −L * π(t) y, y = 2π(t, z)α(t) y ′ (t, x, z), y(t, x, z) − π 2 (t, z)β 2 (t) y ′′ (t, x, z)y(t, x, z) = 2π(t, z)α(t) R + y ′ (t, x, z)y(t, x, z)dx − π 2 (t, z)β 2 (t) Suppose that y(t, x, z) = 0 for x = 0. Then we get 2 −L * π(t) y, y = π 2 (t, z)β 2 (t) y ′ (t, z) Using Theorem 1.1 and Theorem 2.1 in Pardoux [Par] , we obtain that (8.32) has a unique solution y(., ., z) ∈ L 2 (Ω, C(0, T, L 2 (R + ))) i.e. y(., ., z) satisfies
1. E[y 2 (t, x, z)] < ∞ for all t, x, z.
2. The map t → y(t, ., z) is continuous as a map from [0, T ] into L 2 (R + ), for all z.
Moreover, the first and second partial derivatives with respect to x, denoted by y ′ (t, x, z) and y ′′ (t, x, z) respectively, exist and belong to L 2 (R). The problem (8.30) is of the type discussed in Section 6 and we now apply the methods developed there to study it: The Hamiltonian given in (4.1) now gets the form H(t, x, y, ϕ, π, p, q) = (L * π ϕ)p + xyq, (8.41) and the adjoint BSDE (4.2) becomes dp(t, x, z) = −[A π(t,z) p(t, x, z) + xq(t, x, z)]dt + q(t, x, z)dR(t); 0 ≤ t ≤ T, p(T, x, z) = U( where R t is the sigma-algebra generated by {R(s)} s≤t , for 0 ≤ t ≤ T, and A π(t,z) p(t, x, z) = π(t, z)α(t)p ′ (t, x, z) + 1 2 π 2 (t, z)β 2 (t)p ′′ (t, x, z). (8.43) {eq8.43}
By [ØPZ] and [ZRW] , this backward SPDE (BSPDE for short) admits a unique solution which belongs to L 2 (R + ). The map π → R + H(t, x, y(t, x, z), y(t, ., z), π, p(t, x, z), q(t, x, z))dx is maximal when R + {−α(t)y ′ (t, x, z) + πβ 2 (t)y ′′ (t, x, z)}p(t, x, z)dx = 0, Using integration by parts and (7.14) -(7.15) we can rewrite this as follows:
π(t, z) = − α(t) R + y(t, x, z)p ′ (t, x, z)dx β 2 (t) R + y(t, x, z)p ′′ (t, x, z)dx We summarise what we have proved as follows:
Theorem 8.5 Assume that the conditions of Theorem 7.2 hold. A portfolioπ(t, z) ∈ A is an optimal portfolio for the noisy observation insider portfolio problem (8.30), if it is given in feedback form byπ where p(t, x, z) solves the BSPDE dp(t, x, z) = −[Aπ (t,z) p(t, x, z) + xq(t, x, z)]dt + q(t, x, z)dR(t); 0 ≤ t ≤ T, p(T, x, z) = U(x)EP [δ Z (z)|R T ], (8.48) {eq8.47}
and p ′′ (t, x, z) = 0 for all t, x, z.
