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1. INTRODUCTION 
Let X and Y be real Banach spaces. Let Z be a closed cone in Y satisfy- 
ing the following conditions. 
(i) Z” is non-void and does not contain origin 
(ii) Z#Y, Z’On(--f”)=@ and Zn(-Z’)=(O), where rodenotes 
the interior of Z’. 
For y, y’ in Y we define y 3 y’[ y > y’] if y - y’ E Z [ y - y’ E Z”]. It is 
easy to verify that 2 is a partial ordering in Y. 
For any positive integer k ( > 1) we denote by Y“ the Cartesian product 
Yx Yx ... x Y (k-times). For y= (yi, y,, . . . . yk) and z= (z,, z2, . . . . zk) in 
Y“ we define y B z [ y > z] if yi b zi [ yi > zi] (i = 1,2, . . . . k). 
LetDcXandf:D-+Y,g:D-*Y”‘,h:D+YP.Weassumethatpisless 
than dimension of X. We consider the nonlinear programming problem. 
Minimise f(x) 
(MP): subject to the constraints 
g(x) 3 0 and h(x) = 0. 
Let E = {x: x E D and g(x) 2 0, h(x) = O}. Then E is called the set of all 
feasible points of the problem (MP). If 2~ E, andf(x) af(n) for all XE E, 
then 2 is called a global solution of the problem (MP). If P E E and there is 
a positive number 6 such that f(x) af(n) for all x E En Na(z), then 2 is 
called a local solution of (MP), where Na(n) = {x: XEX and [lx-z/[ <a}. 
We write g= (gi, g,, . . . . g,) and h = (h,, h,, . . . . hp). For XE D, let 
Z(x)= {i: 1 <i<m and g,(x)=O}. 
The aim of the present paper is to deduce Fritz John and KuhnTucker 
type of necessary condition for the existence of solution of problem (MP). 
Many authors studied optimization in abstract spaces. Their works may be 
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found in the references appended in the bibliography. Here we have 
established the results with the help of only one axiom-“Strict Separation 
Axiom” (Sec. 2.1). 
2. DEFINITIONS, NOTATIONS, AND PRELIMINARY RESULTS 
We denote by L, the space W(X, Y) of all bounded linear mappings from 
X to Y and L is given the uniform topology. For a E L and x E X we write 
ax for a(x). Let a’, u2, . . . . ~7” be elements in L. We write 
cl’ 
A = Y2 = [a’], 
II if 
and call A an n x L matrix and a’, a’, . . . . u” are called the row vectors of A. 
If A and B be two n x L matrices we define A + B= [a’+ b’]. If AE R” and 
xEX we define k4=J,u’+3LZu2+ ... +&a” and Ax=[u’x]. If &PER” 
and A, B are n x L matrices we can verify that (2 + p)A = l.A + pA and 
l(A+B)=IA+U?. If A=[a’] and XEX, we write Ax>0 iff a’~>,0 
(i= 1, 2, . ..) n). 
For IE R” we write 111 = [A,[ + I&, + ... + I&,( and /IA/l for Euclidean 
norm. 
Let D be an open subset of X and let f: D + Y. We say that f is differen- 
tiable at .? E D if there exists an element ii in L such that for any x E D we 
can write 
f(x) =.w) + 2(x-T) + (Ix - z-(1 d(x), 
where b(x) -+ 0 as x + 2. ii is called the Frechet derivative or simply 
derivative off at 2 and we denote it by Vf(T). 
Ifg:D+randg=(g,,g,,..., g,) we define the differentiability of g in 
the usual way. If g is differentiable at 2 ED we write 
Vg(Z)= 
2.1. STRICT SEPARATION AXIOM. We say that the pair (X, Y) satisfies the 
strict separation axiom iffor any two nonvoid disjoint closed convex sets C, 
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and C, in L, one of which is compact, there exist an element z ( #O) in X and 
an element u in Y such that 
az>u forallaEC, andaz<uforallaECz. 
Note. It is easy to see that the pairs (R”, R) and (H, R) satisfy the strict 
separation Axiom, where H is a Hilbert space. 
Throughout the paper we assume that the pair (X, Y) satisfies the strict 
separation axiom. 
2.2. FARKAS-LEMMA : FORM I. Let A be an m x L matrix and b E L. Then 
bx 2 0 holds for all x in X satisfying Ax 2 0 iff there exists a vector 1 E R” 
(12 0) such that b = 1A. 
2.3. FARKAS LEMMA: FORM II. Let A be an m x L matrix and B an n x L 
matrix; and b E L. Then bx > 0 holds for all x in X satisfying Ax 2 0 and 
Bx=O iff there exists a vector (1, u) E R” x R” (I 20) such that 
b=1A+uB. 
Proof We first suppose that bx20 holds for all x in X satisfying 
Ax20 and Bx = 0. Let us assume that there exists no vector 
(A, p) E R” x R” (2 > 0) such that b = AA + ,uB. Let 
C,= {a:a=AA+lB for some (5 p) E R” x R” (2 2 0)} 
and 
C2 = {b). 
Clearly C, and C2 are two disjoint closed convex sets in L and C2 is com- 
pact. So by strict separation axion there exists an element z (#O) in X and 
element u in Y such that 
bz<u (1) 
and 
az > 24 forall aEC1. 
or equivalently 
IAz+uBz>u for all (1, p) E R” x R” (I > 0). (2) 
Taking 1= 0 and ,u = 0 in (2) we see that u < 0. Let A = [a’]. Taking 
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A = (0, 0, . ..) 0, li, 0, . ..) 0), where Izi is any positive number and p = 0, we get 
from (2) 
a’z > u/& (i= 1, 2, . . . . m). 
Letting li -+ + cc we obtain a’z > 0 and so AZ > 0. 
Now take I = 0 and any p E R”; and let s be any positive number. Then 
(A, sp) E R” x R”. So from (2) we have 
pBz > uJs. 
Letting s + + cc we obtain pBz > 0 which gives that Bz = 0. Since u < 0, 
from (1) we get bz -=z 0 which contradicts our hypothesis. Hence there exists 
a vector (A, CL) E R” x R” (A > 0) such that 
b=IA+pB. 
Next, suppose that there exists a vector (A, p) E R” x R” (A 2 0) such that 
b = IA + pB. Take any x in X satisfying Ax>,0 and Bx =O. Then 
bx = 13Ax + pBx = A(Ax) > 0 and the proof is complete. 
2.4. THEOREMOF THE ALTERNATIVES:FORM I. Let A be an mxL matrix. 
Then either there exists a vector x in X such that Ax < 0 or there exists a 
vector I E R” (I > 0 and I # 0) such that 1A = 0, but never both. 
2.5. THEOREM OF THE ALTERNATIVES:FORM II. Let A be an mxL 
matrix and B be an n x L matrix. Then either there exists a vector x in X 
such that Ax < 0 and Bx = 0 or there exists a vector (k, p) E R” x R” [A 2 0, 
1# 0] such that IA + pB = 0, but never both. 
Proof Let C,={a:a=lA+pB for some (A,~)ER~xR”, A>0 and 
Ji( = 1) and Cz= {0}, w h ere 0 denotes the origin of. L. Then clearly C1 
and Cz are closed convex sets in L and C2 is compact. We have the follow- 
ing two possibilities: (i) C, n Cz is nonvoid and (ii) C, n C, is void. 
Case (i). In this case C, contains the origin of L. So there exists a vec- 
tor (A, p) E R” x R” [A 3 0,3, # 0] such that 
AA+pB=O. 
Case (ii). In this case C, and C, are disjoint. So by strict separation 
axiom there exists an element z ( 20) in X and an element u in Y such that 
az > u for aoCz (3) 
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and 
AAz+,uBz<u forall(~,~)~R”xR”,I~Oand(~(=l. (4) 
Since C2 = {0}, from (3) we get 24 < 0. 
Let A = [a’]. Taking p = 0 and iz = (0, 0, . . . . 0, li, 0, . . . . 0), where Ai = 1, 
we get from (4), 
a’z<u<O (i = 1, 2, . . . . m). 
So AZ-CO. 
Take ~ZER” and any PER” with 120, lrZ[ =l; and let s (>l) be any 
positive integer. Then from (4) we have 
IAz + spBz = u 
or, 
,uBz <; (u - 1Az). 
Letting s + +cc we obtain pBz GO which gives that Bz=O. Thus there 
exists a vector z ( #O) in X such that AZ < 0 and Bz = 0. 
It is easy to see that both the conditions cannot hold simultaneously. 
We shall use the following form of the Implicit Function Theorem. 
2.6. IMPLICIT FUNCTION THEOREM [3, Chap. 17, Section 4, p. 686). Let 
X, Y, Z be Banach spaces and D be an open subset of Xx Y, f: D + Z and 
(X, j) E D. Suppose that f(X, y) = 0, f is differentiable in some neighborhood 
of (2, y), Vf is continuous at (2, j), and V,f (X, y) possesses the inverse. 
Then there exists a neighbourhood G of X in X and a unique function 
4: G + Y satisfying the conditions: 
(a) (~,~(~))~Dandf(x,~(x))=Oforallx~G. 
(b) J = W). 
(c) 4 is differentiable at X and 
V,f(% Y)+Vyf(X ~)WW=O. 
(Here .I’, Y, and Z are any three Banach spaces.) 
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3. FRITZ JOHN NECESSARY CONDITIONS FOR OPTIMALITY 
3.1. THEOREM. Let D be an open subset of X and let f: D -+ Y, 
g: D -+ r” be differentiable at x* ED and let x* be a solution of the problem 
minimise f(x) 
(PI: subject o the constraint 
g(x) 3 0. 
Then there exists a vector (A$, A*) E R x R” such that 
A,*vf(x*)-A*vg(x*)=o 
A*g,(x*) = 0 (i= 1, 2, . . . . m) 
(A,*, I*)>0 and (A$, A*) # 0. 
ProoJ: Let Z(x*) = { il, i,, . . . . ip). Choose any z in X satisfying 
vg,(x*)z > 0, iE I(.~*). (5) 
Take any positive number 0 with x* + f3z E D. Since gi is differentiable at x* 
we can write 
g,(x* + ez) = g,(x*) + 0 vg,(x*)z + e . fji(0), 
where $i(0) + 0 as 8 -+ 0. 
If iE Z(x*), g,(x*) = 0 and Vgi(x*)z > 0; if i$Z(x*) then g,(x*) > 0. So we 
can find a positive number 8, such that for 0 < 8 < 8,, x* + Bz E D and 
g;(x* + ez) > 0 (i= 1, 2, 3, . . . . m). 
This gives that x* + 6z is also a feasible point of the problem (P) when 
0 < 8 d do. Since x* is a solution of the problem (P) we can choose 8, in 
such a way that 
f(x*+ez)-f(x*)>o for 0<8<0,. 
or, 
ecvf(x*)z+ 4(Wl>O, where d(0) -+ 0 as 8 + 0 
or, 
vf(x*)z+qqe)30. 
Letting 8 --* 0 we obtain 
vf(x*)z > 0. (6) 
409/ L34/2- 14 
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Denote by A the matrix whose row vectors are V’(x*), -Vgi,(x*), 
-vgiz(x*)v ...3 -Vgi,(x*). From (5) and (6) we see that Ax<0 has no 
solution. Hence by the Theorem of the Alternatives (Form I) there exists a 
non-zero vector (A$, ,Q, . . . . At) E R’+ ‘[A,* > O,nt > 0, . . . . it> 0] such that 
A,* vf(x*) = i 2: vgJx*). 
v=l 
Taking 1: = 0 for ie { 1, 2, . . . . m}\l(x*), we obtain 
do* vf(x*) = f n: vg,(x*) = 1* vg(x*), 
i=l 
where A* = (A:, @, . . . . AZ). 
Since g,(x*) = 0 for iE Z(x*) and 1: = b for i$Z(x*), we get 
A* g,(x*) = 0 (i= 1, 2, 3, . . . . m). 
Also (A,*, A*) 2 0 and (A,*, A*) # 0. 
3.2. THEOREM. Let D be an open subset of X and let f: D + Y, 
g: D + Y”‘, h: D + Yp and let x* be a solution of the problem (MP). Sup- 
pose that f, g, h are dlyferentiable at x *, Vh is continuous at x*. Then there 
exists a vector (A,*, A*, ~*)ERxR”xR~, such that 
1: Vf (x*) = 1* Vg(x*) + CL* Vh(x*) 
/Ii* g,(x*) = 0 (i= 1, 2, . . . . m) (7) 
(A,*, A*) 2 0 and (A,*, A*, p*) # 0. 
ProoJ: Let g= (gi, g,, . . . . g,) and h = (h,, h,, . . . . hp). If the vectors 
Vh,(x*), Vh,(x*), . . . . Vh,(x*) are linearly dependent, there exists a vector 
p* E RP (,u* # 0) such that p* Vh(x*) = 0. Taking Ar = 0 (i= 0, 1,2, . . . . m) 
we see that (7) holds. 
Next, suppose that the operators Vh,(x*), Vh,(x*), . . . . Vh,(x*) are 
linearly independent. Let ai, a*, . . . . ap be linearly independent vectors in X 
and let F= (aI, a*, . . . . ap}. Then F can be extended to a basis S, (say) of 
X. If XE X, then we can write 
x=A,a, +&a,+ ... +;lpap+~p+lap+, + ... +&ak, 
where lli E R and ai E S, (i = 1, 2, . . . . k). 
Write u=A,a,+&a,+ ... +1,a, and v=~,+,a,+,+ . . . +Akak. Then 
x = u + v = (u, v), where u E 3(F) and v E Y(S,\F); 9(F) denotes the 
linear subspace generated by F. We can write Vh(x*) = (V,h(x*), V,h(x*)) 
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and let x* = (u*, u*). Since the operators Vh,(x*), Vh,(x*), . . . . Vh,(x*) are 
linearly independent, for some F the operator V&x*) which maps P’(F) 
into YP possesses an inverse. So by Theorem 2.6 there exists an open 
neighbourhood D, c D of x*, an open neighbourhood G of v* in 6p(S,\F), 
and a unique function 4: G -+ Yp satisfying the conditions: 
(i) (d(u), u) E II,, and h(&u), u) = 0 for all u E G. 
(ii) U* = f$(o*). 
(iii) q5 is differentiable at u* and 
V,h(x*) +V,h(x*) v$qu*) = 0. (8) 
Let z ( #O) be any vector in X such that 
vg,(x*)z > 0 for in 1(x*) 
Vh,(x*)z = 0 (j= 1, 2, . ..) p). 
(9) 
(10) 
Write z = u + u = (u, u), where u E g(F) and u E L?(SF\F). Since u* E G and 
G is open we can find a positive number 6, such that v* + HUE G for 
0<6<6,. From (10) we get 
V,h(x*)u +V,,h(x*)u = 0. (11) 
Using (8) we have 
V,h(x*) v(?qu*)u +V,h(x*)u = 0. (12) 
From (11) and (12) we obtain 
Since [V,h(x*)] -’ exists, 
u =vqqu*)u. (13) 
Take any f with 0 < t < 6,. Then u* + tu E G. Since 4 is differentiable at u* 
we may write 
qqu* + tu) = qqu*) + t vqqu*)u + k(f), 
where C(C)E Yp and c(t)-+0 as t-0: 
qqu* + tu) = u* + tu + e(t) (using (ii) and (13)). 
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Let x(t) = (&v* + tv), u* + tu). Then we have 
x(t) = (u* + tu + k(f), u* + tu) 
= (u*, u*) + t(u, u) + t(c(t), 0) 
= x* + tz + tb(t), 
where b(t) = (c(t), 0) E X and b(t) --f 0 as t + 0. Again, gi is differentiable at 
x*. So we can write 
gitxtt)) = gitx*) + z vgj(x*)Z + @i(t), 
where $,(t) E Y and Il/Jt) + 0 as t + 0. 
If g,(x*) > 0, then clearly g,(x(t)) > 0 for small values of I; if g,(x*) = 0, 
then Vg,(x*)z > 0 and so g,(x(t)) > 0 for small values of r. Hence x(l) is a 
feasible point of the problem (MP) for small values of t. Since x* is a 
solution of (MP), for small values of t, 
f(x(t)) -f(x*) 2 0 
or 
1 vj-(x*)z + t$(t) > 0. 
or 
vf(x*)z + $(t) 2 0, (14) 
where Ii/(t) + 0 as t + 0. From (14) we obtain 
vf(x*)z > 0. (15) 
Denote by A the matrix with row vectors V’(x*), -Vg,(x*) [i~Z(x*)] 
and by B the matrix with row vectors Vhi(x*) (j= 1, 2, . . . . p). From (9), 
(lo), and (15) we see that there is no z in X satisfying AZ-CO and Bz =O. 
Hence by Theorem 2.5 there exists a vector (A,*, 1*, cl*) E R x R” x RP such 
that 
/I,* Vf(x*) = C 1: Vgi(x*) + f hi* Vhj(X*) 
ie 1(x*) j=l (16) 
(A,*, A*)20 and (A,*, A*) # 0. 
Taking 1: = 0 for i$Z(x*), we see that (7) holds. 
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4. GENERALISED KUHN-TUCKER NECESSARY CONDITIONS 
WITH INEQUALITY AND EQUALITY CONSTRAINTS 
4.1. DEFINITION. Let M be a nonempty subset of X and let X E X. A vec- 
tor z in X is said to be tangent to M at X if there exists a sequence 
{xn} c M converging to X and a sequence {n,,} c [0, co) such that 
{1.,(x, - X)} converges to z. The set T(M, X) of all vectors z in X tangent 
to M at X is called the cone tangent to M at X. 
4.2. DEFINITION. Let A be a nonempty subset of X. We define 
A’={a:a~Landax~Oforallx~A}. 
The set A’ is called the polar of the set A. 
Let DcXandf:D-+Y,g:D-+Y”‘, h:D+YP. Let E={x:x~Dand 
g(x) 20, h(x) = O}. We suppose that f, g, h are differentiable on D. We 
define, for x* E D, Z’(x*)= {z: ZEX and Vg,(x*)z>O, iEZ(x*) and 
Vhj(x*)z=O,j= 1, 2, . . . . p}. 
4.3. LEMMA. If X is a solution of (MP), then Vf(X) E (T(E, 2))'. The 
result can he proved in the usual way. 
4.4. THEOREM. Let D be open and x* ED be a solution of the problem 
(MP) and let (Z’(x*))’ = (T(E, x*))‘. Then there exists a vector 
(A*, p*) E R” x RP such that 
Vf (x*) = A* Vg(x*) + p* Vh(x*), 
1; g,(x%) = 0 (i = 1, 2, . . . . m), 
A*bO. 
Proof. By Lemma 4.3, Vf (x*) s (T(E, x*))‘, since (Z’(x*))’ = 
(T(E, x*))‘, Vf (x*) l (Z’(x*))‘. So, 
vf(x*)z>o for all z~Z’(x*). 
Denote by A the matrix with row vectors Vg,(x*), i~Z(x*), and by B the 
matrix with row vectors Vh,(x*) (j= 1, 2, . . . . p). From the definition of 
Z’(x*) we see that Vf (x*)z > 0 holds for all z satisfying AZ 2 0 and Bz = 0. 
Hence by Farkas lemma (Form II) there exist vectors A*(,%* >O), p* E RP 
such that 
Vf (x*) = c &+ Vg,(x*) + p* Vh(x*). 
ie 1(x’) 
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Let A* = 0 for i# 1(x*). Then 
vf(x*) = 1* vg(x*) + ,u* v/2(x*). 
and 
RI* g,(x*) = 0 (i = 1, 2, ..,) m) 
/l*20. 
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