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Podatkovni tipi kot za£etne algebre in kon£ne koalgebre
Povzetek
V delu dokaºemo, da podatkovna tipa kon£nih seznamov in kon£nih binarnih dre-
ves s celimi ²tevili na listih ustrezata deniciji za£etne algebre. Vidimo, da lahko
v Haskellu enostavno deniramo sezname in drevesa, kakor tudi z njimi povezane
funktorje in celo klju£no preslikavo, ki nastopa v dokazu za za£etno algebro. Opa-
zimo, da sta si matemati£ni jezik in Haskell izredno podobna. Podatkovni tipi v
Haskellu so objekti v kategoriji, funkcije pa morzmi med njimi. Dokaºemo, da sta
podatkovna tipa neskon£nih seznamov in neskon£nih dreves kon£ni koalgebri, poleg
tega pa ju v Haskellu lahko deniramo na isti na£in, kot smo prej kon£ne. Tako
obstaja razkorak med matematiko in Haskellom, saj sta za£etna algebra in kon£na
koalgebra v Haskellu eno in isto, v matematiki pa o£itno razli£na pojma.
Data types as initial algebras and nal coalgebras
Abstract
In this work we show that data types of nite lists and nite binary trees with
integers on leaves can in fact be dened as initial algebras. We can dene lists and
trees in Haskell eortlessly, as well as related functors and the mapping, essential
in the proof of initial algebra. We notice great similarity between languages of
mathematics and Haskell. Data types in Haskell can be seen as objects inside
category, while functions can be seen as morphisms in between. We prove that data
types of innite lists and innite trees are nal coalgebras, while implementation
in Haskell remains the same as before for the nite ones. Therefore there is a
distinction between mathematics and Haskell, i.e. coincidence of initial algebra and
nal coalgebra in Haskell and obvious dierence between the two in mathematics.
Math. Subj. Class. (2010): 68Q65, 03D70, 18A
Klju£ne besede: Haskell, rekurzivni podatkovni tip, teorija kategorij, za£etna
algebra
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1. Uvod
V ra£unalni²tvu re²itve slej ko prej uporabimo na konkretnih podatkih, in podat-
kovni tipi so na£in, kako se z njimi spoprijeti pri programiranju. Izberemo podat-
kovno strukturo, tj. predstavo o podatkih, ki bo na² problem kar najbolj poenosta-
vila. Med pomembnej²e predstavnike podatkovnih struktur spadajo tudi seznami
in drevesa, katere lahko v modernih programskih jezikih implementiramo kot po-
datkovne tipe. Sezname in drevesa lahko karakteriziramo z za£etnimi algebrami in
tudi s kon£nimi koalgebrami. Ta karakterizacija nam daje metode in na£ine pri
programiranju s temi podatkovnimi tipi. Za£etna algebra in kon£na koalgebra sta
koncepta, ki izhajata iz podro£ja matematike, imenovanega teorija kategorij.
Gre torej za preplet sveta matematike in ra£unalni²tva, £emur bo sledil tudi potek
tega dela diplomskega seminarja. Najprej bomo ²li £ez tiste osnove programskega
jezika Haskell, ki jih bomo kasneje potrebovali. V drugem poglavju bomo preko
ve£ denicij iz teorije kategorij pri²li do pojma za£etne algebre. Vse bo nared v
novem poglavju za zdruºitev obeh svetov, tj. implementacijo podatkovnih tipov kot
za£etne algebre v Haskellu. Za na konec bomo spoznali sorodno-nasprotni pojem,
oziroma dual pojma za£etne algebre, tj. kon£no koalgebro. Njen zgled bodo kot
prej seznami in drevesa, ki bodo kot zadnje poglavje tole delo tudi zaklju£ili.
2. Uvod v Haskell
Uporabljali bomo programski jezik Haskell, zato si kar poglejmo, kako se z njim
dela. Pri tem so nam lahko v pomo£ prvi ²tirje tedni predavanj [4], vendar bo tu
pokrito vse, kar bomo zares potrebovali.
e zaradi tega, ker je Haskell funkcijski jezik, lahko slutimo, da bomo imeli opravka
s funkcijami. Za£nimo z enostavnim zgledom.
Primer 2.1. Funkcijo f(x) = x+ 1 lahko v Haskellu deniramo tako:
f x = x+1
e sedaj poºenemo ukaz
f 3 ,
nam bo Haskell vrnil vrednost 4. ♦
Splo²no denicijo funkcije je mogo£e v posameznih to£kah tudi spremeniti. To
lahko storimo tako, da pred splo²no denicijo preprosto navedemo vse ºelene to£ke




100 ; x = 3
x+ 1 ; sicer
lahko deniramo takole:
f 3 = 100
f x = x+1
Tako nam bo ukaz
f 3




Funkcije ve£ spremenljivk lahko v Haskellu deniramo na podoben na£in. e na
levi strani ena£aja poleg prve spremenljivke navedemo ²e ostale spremenljivke, jih
lahko v predpisu na desni strani tudi uporabimo.
Primer 2.3. Funkcijo f(x, y) = x+ y lahko v Haskellu deniramo tako:
f x y = x+y
e sedaj poºenemo ukaz
f 3 4 ,
nam bo Haskell vrnil vrednost 7. ♦
Podobno kot pri funkcijah ene spremenljivke lahko tudi tu v posameznih to£kah ali
podmnoºicah denicijskega obmo£ja prilagodimo na²o denicijo funkcije. Za vsako
podmnoºico preprosto navedemo mnoºico na levi strani ena£aja in ºelen predpis na
desni. Paziti moramo, da za£nemo z najkonkretnej²o in kon£amo z najsplo²nej²o
podmnoºico.
Primer 2.4. Funkcijo f : R× R → R, denirano s
f(x, y) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
500 ; (x, y) = (2, 3)
1000 ; (x, y) = (2, 8)
y + 400 ; x = 4, y ∈ R
9 ; x ̸= 4, y = 9
x+ y ; sicer ,
lahko v Haskellu deniramo tako:
f 2 3 = 500
f 2 8 = 1000
f 4 y = y+400
f x 9 = 9
f x y = x+y
♦
V Haskellu lahko funkcije za sam argument sprejmejo tudi funkcijo. Tako lahko
deniramo funkcije, ki so odvisne tudi od vhodne funkcije.
Primer 2.5. Funkcijo f , ki prejme ustrezno funkcijo g, lahko deniramo na primer
tako:
f g x = g (x-1) + g (x-2)
e sedaj deniramo neko funkcijo h, npr.
h x = 2*x ,
nam ukaz
f h 3
v Haskellu vrne vrednost 6. ♦
Bolj komplicirane funkcije lahko deniramo s pomo£jo ujemanja vzorcev.
Primer 2.6. Preoblikujmo funkcijo f iz prej²njega zgleda tako, da se bo v dolo£enih
primerih druga£e vedla. elimo, da v primeru, ko je g(x) enako 6, vrne 2 ∗ g(x− 1)
namesto g(x− 1) + g(x− 2). To lahko s pomo£jo ujemanja vzorcev naredimo tako:
f g x = case (g x) of
6 -> 2*g(x-1)
other -> g (x-1) + g (x-2)
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Ostale primere, ko (g x) ni enak 6, ozna£uje beseda other. e sedaj deniramo
funkcijo h x = 2*x kot prej, nam ukaz
f h 3
v Haskellu vrne vrednost 8 namesto 6. Ukaz
f h 4
pa vrne 10. ♦
V Haskellu deniramo nov podatkovni tip na£eloma tako, da dolo£imo njegov tipski
konstruktor in na²tejemo vse njegove podatkovne konstruktorje. Ime tipa dolo£imo s
tipskim konstruktorjem, njegove moºne vrednosti pa s podatkovnimi konstruktorji.
Vrednost tega tipa uporabimo tako, da pokli£emo enega izmed njegovih podatkovnih
konstruktorjev.
Primer 2.7. Podatkovni tip s tipskim konstruktorjem Resnica, ki ima dva podat-
kovna konstruktorja Res in Nires, lahko deniramo v Haskellu tako:
data Resnica = Res | Nires
Vrednost Res bo v tem primeru tipa Resnica. ♦
Lahko deniramo tudi podatkovni tip, ki temelji na nekem drugem, ºe obsto-
je£em podatkovnem tipu. To storimo tako, da med na²tevanjem, poleg izbranega
podatkovnega konstruktorja, zapi²emo ²e dodatne ºelene podatkovne tipe.
Primer 2.8. Podatkovni tip z imenom Oseba, ki ima dva konstruktorja Znana in
Neznana, lahko v Haskellu deniramo tako:
data Oseba = Znana String Int | Neznana
Vrednost Neznana bo v tem primeru tipa Oseba. e poznamo 11-letno osebo Janez,
jo lahko zabeleºimo v vrednost Znana "Janez" 11. Ta vrednost bo torej tipa Oseba.
♦
Pomembnej²a primera podatkovnih tipov sta seznami in drevesa.
Primer 2.9. V Haskellu lahko mnoºico seznamov celih ²tevil rekurzivno deniramo
tako:
data Seznam = Prazno | Zgradi Int Seznam
Beseda Prazno ustreza praznemu seznamu. Izraz Zgradi Int Seznam pa ustreza
sestavljenemu seznamu oblike h : t, kjer h predstavlja glavo in t rep seznama. tevilo
1 v vrednosti Zgradi 1 (Zgradi 0 Prazno) je na primer glava seznama, medtem
ko je Zgradi 0 Prazno rep tega seznama. Potemtakem je omenjena vrednost tipa
Seznam. Ve£ o glavi in repu je zapisano v podpoglavju o algebri 3.22. ♦
Primer 2.10. Mnoºico binarnih dreves s celimi ²tevili na listih lahko rekurzivno
deniramo tako:
data TreeLeaf = Leaf Int | Node TreeLeaf TreeLeaf
Izraz Leaf Int ustreza drevesom oblike
•
n
, torej listom s poljubnim celim ²tevilom




ld in dd rekurzivno drevesa istega tipa.
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List (Leaf 0) v vrednosti Node (Leaf 0) (Node (Leaf 1) (Leaf 2)) je na
primer levo drevo, medtem ko je Node (Leaf 1) (Leaf 2) desno drevo. Na²a
vrednost je potemtakem sama drevo in tako tipa TreeLeaf. ♦
S pomo£jo tipskih spremenljivk lahko parametrizirane podatkovne tipe deniramo
na naslednji na£in. Poleg tipskega konstruktorja dodamo z malo za£etnico poljubno
ime nove tipske spremenljivke. Ob poljubnem podatkovnem konstruktorju pa do-
damo poljubno ²tevilo ponovitev na²ega izbranega imena za tipsko spremenljivko.
Kon£en tip vrednosti je dolo£en s podatkovnim tipom, uporabljenim ob klicu po-
datkovnega konstruktorja. Dobimo torej celo druºino tipov.
Primer 2.11. Enostaven podatkovni tip s tipsko spremenljivko a lahko deniramo
tako:
data Maybe a = Just a | Nothing
e sedaj deniramo vrednost Just 11, bo ta tipa Maybe Integer. Podobno je
vrednost Just "Janez" tipa Maybe String. Tip je tako odvisen od uporabljenega
tipa, ki stoji na mestu tipske spremenljivke. Splo²en tip v na²i deniciji je oblike
Maybe a, kar Haskell tudi vrne, ko ga povpra²amo po tipu vrednosti Nothing. ♦
3. Teorija kategorij
Sedaj ko poznamo osnove programskega jezika, lahko v njem zapi²emo nova do-
gnanja, ki jih najdemo v matematiki.
3.1. Kategorije. Za£eli bomo s samim bistvom teorije kategorij, torej z denicijo
kategorije. Deniciji kategorije in kasneje tudi funktorja lahko najdemo v tretjem
poglavju [2] in drugem in tretjem poglavju [3].
Denicija 3.1. Kategorija C je sestavljena iz :
• razreda objektov Ob(C),
• mnoºice morzmov hom(A,B) za vsak par objektov A,B iz Ob(C);
tako, da velja:
(1) Vsak morzem f iz neke hom(A,B) ima enoli£no dolo£en objekt A oz. do-
meno in enoli£no dolo£en objekt B oz. kodomeno.
(2) Za vsak par morzmov f iz hom(A,B) in g iz hom(B,C) obstaja neki mor-
zem iz hom(A,C). Ozna£imo ga z g ◦ f in imenujmo kompozitum od f in
g.
(3) Za vsak objekt A iz Ob(C) obstaja tak identi£ni morzem (ali identiteta) 1A
iz hom(A,A), da za vsak f iz hom(A,B) velja f ◦ 1A = f in za vsak g iz
hom(B,A) velja 1A ◦ g = g.
(4) Kompozitum je asociativen, tj. za vsako trojico morzmov f iz hom(A,B),
g iz hom(B,C) in h iz hom(C,D), velja h ◦ (g ◦ f) = (h ◦ g) ◦ f .
Primer 3.2 (kategorija mnoºic). Kategorijo mnoºic Set deniramo takole: Razred
objektovOb(C) je razred vseh mnoºic. Objekti so torej mnoºice. Mnoºica morzmov
hom(A,B) za par mnoºic A in B iz Ob(C) je mnoºica vseh preslikav iz A v B. Pa
preverimo, £e to ustreza deniciji kategorije:
(1) Vsaka preslikava iz A v B ima o£itno enoli£no dolo£eno mnoºico A, iz katere
slika, in enoli£no dolo£eno mnoºico B, v katero slika.
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(2) Za vsak par preslikav f iz mnoºice A v mnoºico B in g iz mnoºice B v C
o£itno obstaja kompozitum preslikav g in f , ki slika iz mnoºice A v mnoºico
C.
(3) Za vsako obstoje£o mnoºico A o£itno obstaja identi£na preslikava idA iz
A v samo vase, da za vsako preslikavo f iz mnoºice A v mnoºico B velja
f ◦ idA = f in za vsako preslikavo g iz B v A velja idA ◦ g = g.
(4) Kompozitum preslikav je o£itno asociativen.
♦
Sledi ²e nekaj enostavnih primerov kategorij. Kot v prej²njem primeru se s slede-
njem deniciji o£itno vidi, da so res kategorije. Kompozitum in identi£na preslikava
sta tudi ista kot v zgornjem primeru.
Primer 3.3 (kategorija vektorskih prostorov VectK). Tu so objekti vsi vektorski
prostori nad obsegom K, morzmi pa linearne preslikave. Kompozitum linearnih
preslikav je spet linearna preslikava. Identi£na matrika je identi£ni morzem. ♦
Primer 3.4 (kategorija grup Grp). Tu so objekti vse grupe, morzmi pa homomor-
zmi med njimi. Kompozitum homomorzma grup je spet homomorzem. ♦
Primer 3.5 (kategorija topolo²kih prostorov Top). Tu so objekti vsi topolo²ki pro-
stori, morzmi pa zvezne preslikave. Kompozitum zveznih preslikav je zvezna pre-
slikava. Identi£na preslikava je zvezna. ♦
3.2. Funktor. Ostajamo v teoriji kategorij, tokrat pri funktorjih.
Denicija 3.6. F je funktor iz kategorije C v kategorijo D, £e velja:
• Za vsak objekt A iz Ob(C) obstaja objekt iz Ob(D). Ozna£imo ga s F (A).
• Za vsak morzem f iz neke hom(A,B) iz kategorije C obstaja morzem iz
hom(F (A), F (B)) iz kategorije D. Ozna£imo ga s F (f).
• Velja F (1A) = 1F (A), za vsak objekt A iz Ob(C).
• Velja F (f ◦ g) = F (f) ◦ F (g), za vsak par morzmov f in g iz kategorije C.
Opomba 3.7 (Skica funktorja).
F (A)










Opomba 3.8. V£asih F (A) ozna£imo kar na kratko s FA, in podobno F (f) s Ff .
Enostaven primer funktorja je tako imenovan pozabljiv funktor. Ta funktor
pozabi dolo£eno strukturo, ki jo nosi kategorija.
Primer 3.9 (pozabljiv funktor iz kategorije Grp v Set). Tu funktor grupi (G, ∗)
kot objektu kategorije Grp priredi grupi pripadajo£o mnoºico G kot objekt kate-
gorije Set, brez kakr²nih koli operacij ali drugih struktur. Funktor preslika ho-
momorzem med grupama v navadno preslikavo med pripadajo£ima mnoºicama.
Lahko bi denirali F ((G, ∗)) def= G in F (h) def= f , za vsak (G, ∗) ∈ Ob(Grp) in vsak
h ∈ hom((H, ∗), (K, †)), kjer G ∈ Ob(Set) in f ∈ hom(H,K), kjer H,K ∈ Ob(Set)
za poljubni (H, ∗), (K, †) ∈ Ob(Grp). Da to ustreza deniciji funktorja, je trivialno:
• Za grupo (G, ∗) o£itno obstaja mnoºica G, na podlagi katere je grupa sama
denirana.
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• Vemo, da je vsak homomorzem hkrati tudi preslikava.
• Identi£ni homomorzem je tudi identi£na preslikava.
• Podobno velja o£itno tudi za kompozitum homomorzmov. ♦
Opomba 3.10. Preslikavi h in f sta v resnici enaki, vendar sta morzma razli£nih
kategorij.
Podobno lahko deniramo tudi pozabljiv funktor na primer iz VectK v Set, Top v
Set, itd.
Primer 3.11 (funktor poten£ne mnoºice). Tu funktor iz Set v Set po²lje poljubno
mnoºico X v poten£no mnoºico P(X), tj. mnoºico vseh njenih podmnoºic. Funktor
preslika poljuben morzem f : X → Y v morzem Ff : P(X) → P(Y ), podan s
predpisom
U ↦→ f(U) ,
za U ∈ P(X). ♦
Denicija 3.12 (Disjunktna unija). Naj bosta A in B mnoºici. Disjunktna unija
mnoºic A in B, kar ozna£imo tudi z A ⊔B ali A+B je enaka
A+B = {(0, a) : a ∈ A} ∪ {(1, b) : b ∈ B} .
Opomba 3.13. V£asih simbol 1 v kombinaciji z disjunktno unijo ozna£uje mnoºico z
enim samim elementom. e sta A in B mnoºici, bi tako izraz 1+(A×B) predstavljal
disjunktno unijo mnoºice mo£i 1 in mnoºice A×B.
Primer 3.14. Velja torej
1 + (A×B) = 1 + A×B = {(0, ∗), ∗ ∈ 1} ∪ {(1, (a, b)); (a, b) ∈ A×B} ,
kjer prve tri enke v teh enakostih pomenita mnoºico, zadnja enica pa koordinato. ♦
Sledijo primeri funktorjev, ki nas bodo ²e posebej zanimali. Kasneje jih bomo
sprogramirali v Haskellu.
Primer 3.15 (funktor naravnih ²tevil). Oglejmo si funktor F : Set → Set iz kate-
gorije mnoºic Set vase, ki mnoºici doda en nov element. Natan£neje imamo funktor
F : X ↦→ X + 1, ki mnoºico X preslika v mnoºico X + 1, kjer je X + 1 disjunktna
unija: X + 1 = {(0, x) : x ∈ X} ∪ {(1, ∗) : ∗ je nov (dodan) element}. Za poljubno
mnoºico A je torej F (A) = A+ 1, za poljubno preslikavo f : A → B pa deniramo





(0, f(y)) ; x = 0 in y ∈ A
(1, ∗) ; x = 1 in y = ∗ . ♦
Trditev 3.16. Denicija iz zgornjega primera ustreza deniciji funktorja.





(0, Id(y)) ; x = 0 in y ∈ A
(1, ∗) ; (x, y) = (1, ∗)
=
{
(x, y) ; (x, y) ∈ A+ 1
= (x, y)
To pa je o£itno identi£na preslikava iz mnoºice A+1 v A+1 oz. 1A+1, od koder sledi
F (1A) = 1A+1 = 1F (A). Dokazati moramo ²e F (g ◦ f) = F (g) ◦ F (f) za poljubni
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preslikavi f : A → B in g : B → C. Poglejmo si denicije F (g ◦ f), F (g) in F (f),
ki sledijo iz denicije funktorja F .
(F (g ◦ f))(x, y) =
{
(0, (g ◦ f)(y)) ; x = 0 in y ∈ A
(1, ∗) ; x = 1 in y = ∗
(F (f))(x, y) =
{
(0, f(y)) ; x = 0 in y ∈ A
(1, ∗) ; x = 1 in y = ∗
(F (g))(x, y) =
{
(0, g(y)) ; x = 0 in y ∈ B
(1, ∗) ; x = 1 in y = ∗
Ker je f(y) v B, o£itno sledi
(F (g) ◦ F (f))(x, y) =
{
(0, g(f(y)) ; x = 0 in y ∈ A
(1, ∗) ; x = 1 in y = ∗ ,
kar pa je enako F (g ◦ f). Velja torej F (g ◦ f) = F (g) ◦ F (f). 
Primer 3.17 (funktor seznamov). Oglejmo si podoben funktor F : Set → Set,
delno deniran s F : X ↦→ 1 + Z × X. Za poljubno preslikavo f : A → B med
mnoºicama A, B iz Ob(Set) je druga polovica denicije funktorja F , za katerega
velja Ff : 1 + Z× A → 1 + Z×B, enaka
Ff(x) =
{
(0, ∗) ; x = (0, ∗)
(1, (h, f(t))) ; x = (1, (h, t)), h ∈ Z, t ∈ A . ♦
Primer 3.18 (funktor dreves). Oglejmo si podoben funktor F : Set → Set, delno
deniran s F : X ↦→ Z+X×X. Za poljubno preslikavo f : A → B med mnoºicama
A, B iz Ob(Set) je druga polovica denicije funktorja enaka
Ff(x) =
{
(0, n) ; x = (0, n), n ∈ Z
(1, (f(y), f(z))) ; x = (1, (y, z)), y, z ∈ A . ♦
3.3. Za£etna algebra. Po£asi se bliºamo deniciji za£etne algebre, pri £emer nam
kot vir sluºi peto poglavje v [1].
Denicija 3.19. Naj bo C kategorija in F funktor iz C vase. F -algebra je par (A, a),






Primer 3.20. Vsi poznamo pojem algebre iz linearne algebre. Algebra V nad komu-
tativnim obsegomO je vektorski prostor nadO, ki je hkrati kolobar s se²tevanjem, ki
se ujema s tistim v vektorskem prostoru, poleg tega pa velja α(ab) = (αa)b = a(αb),
za vsak α ∈ O in vsak a, b ∈ V . Potrebujemo torej le 3 operacije, ki ustrezajo
omenjenim pravilom: operacijo vektorskega se²tevanja V × V → V , vektorskega
mnoºenja V × V → V in mnoºenja s skalarjem O × V → V . V resnici pa potre-
bujemo samo eno, saj lahko te tri preslikave zdruºimo v eno, ki slika iz unije vseh
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treh domen v isto kodomeno V . Zaradi enoli£nosti moramo vzeti disjunktno unijo




⎧⎨⎩ u+ v ; u, v ∈ V, x = (0, (u, v)) ∈ V × V + V × V +O × Vu · v ; u, v ∈ V, x = (1, (u, v)) ∈ V × V + V × V +O × Vα · v ; α ∈ O, v ∈ V, x = (2, (α, v)) ∈ V × V + V × V +O × V .
Za funktor F : X ↦→ X × X + X × X + O × X je a morzem iz hom(F (V ), V ) v
kategoriji Set. To pomeni, da je par (V, a) v resnici tudi F -algebra.
Ponavadi ºelimo poudariti in ozna£iti identiteto in inverze za se²tevanje. S po-
mo£jo preslikave iz mnoºice mo£i 1 v V dolo£imo identiteto, s preslikavo V → V
pa vsakemu vektorju priredimo njegov inverz. e ti preslikavi, podobno kot prej,
zdruºimo s preslikavo a, dobimo F -algebro (V, a) za funktor F : X ↦→ 1 +X +X ×
X +X ×X +O ×X. Pri zgledu smo si pomagali s [5]. ♦
Sledijo primeri algeber, ki nas bodo ²e posebej zanimali in jih bomo kasneje spro-
gramirali v Haskellu.
Primer 3.21 (algebra naravnih ²tevil). Vzemimo za primer funktor F : X ↦→ 1+X
iz razreda vseh mnoºic Set vase (oz. F : Set → Set). Mnoºico naravnih ²tevil N
vklju£no s ²tevilom 0 ozna£imo z N0 = N ∪ {0} ∈ Ob(Set). Morzem oz. preslikavo
a ∈ hom(1 + N0,N0) deniramo tako:
a(x) =
{
0 ; x = (0, ∗)
n+ 1 ; x = (1, n), n ∈ N0
.






Primer 3.22 (algebra seznamov). Podoben primer algebre obstaja tudi za ºe prej
denirani funktor F : X ↦→ 1+Z×X iz primera 3.17. Ta slika ravno tako iz razreda
vseh mnoºic Set vase. Mnoºico vseh kon£nih seznamov s celimi ²tevili ozna£imo s
Seznami ∈ Ob(Set). Seznam takega tipa je deniran tako, da je ali prazen seznam
ali pa je sestavljen iz dveh delov. Prazen seznam ozna£imo z [ ], sestavljenega pa
z g : r (ali h : t). Prvi del sestavljenega seznama je eno celo ²tevilo, drugi del pa je
seznam istega tipa. Prvemu delu (celemu ²tevilu) re£emo tudi glava in ga ponavadi
ozna£ujemo z g (ali h). Drugemu delu (seznamu) pa re£emo rep in ga ozna£ujemo
z r (ali t).
Morzem oz. preslikavo a ∈ hom(1 + Z× Seznami, Seznami) deniramo tako:
a(x) =
{
[ ] ; x = (0, ∗)
h : t ; x = (1, (h, t)), h ∈ Z, t ∈ Seznam .
Par (Seznami, a) je F -algebra.






Primer 3.23 (algebra dreves). Podoben primer algebre obstaja tudi za ºe prej
denirani funktor F : X ↦→ Z + X × X iz primera 3.18. Ta slika ravno tako iz
razreda vseh mnoºic Set vase. Mnoºico vseh kon£nih binarnih dreves s celimi ²tevili
na listih ozna£imo z Drevesa ∈ Ob(Set). Drevo takega tipa je denirano tako, da
ima ali en sam list s celim ²tevilom ali dve povezavi do dreves istega tipa.





; x = (0, n), n ∈ Z
•
ld dd















Denicija 3.24. Naj bo C kategorija. Naj bosta (A, a) in (B, b) F -algebri, kjer sta
A in B iz Ob(C) ter a iz hom(F (A), A) in b iz hom(F (B), B).
Homomorzem algeber od (A, a) do (B, b) je morzem h iz hom(A,B), za katerega
velja, da je h ◦ a = b ◦ F (h).
Opomba 3.25. Za homomorzem algeber pravimo, da naslednji graf komutira.
F (A)







Denicija 3.26. Naj bo C kategorija in (A, a) F -algebra, kjer je A iz Ob(C).
F -algebra (A, a) je za£etna F -algebra, £e za vsako F -algebro (B, b), kjer je B iz
Ob(C), obstaja enoli£no dolo£en homomorzem algeber od (A, a) do (B, b).
F (A)







Med najpomembnej²imi primeri za£etnih algeber so ravno podatkovne strukture,
na primer seznami in drevesa.
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Primer 3.27 (naravna ²tevila kot za£etna algebra). Spomnimo se ºe omenjenega
primera 3.21 F -algebre za funktor F : X ↦→ 1 + X iz Set vase. Spomnimo se
preslikave a ∈ hom(1 + N0,N0):
a(x) =
{
0 ; x = (0, ∗)
n+ 1 ; x = (1, n), n ∈ N0
.
Potem je (N0, a) za£etna F -algebra, kar preverimo v naslednji trditvi. ♦
Trditev 3.28. Naj bo (N0, a) F -algebra, denirana kot v zgornjem primeru.
Potem je (N0, a) za£etna F -algebra.
Dokaz. Dokazovanja se bomo lotili z enoli£nostjo homomorzma algeber. Mimo-
grede bomo na²li predpis, za katerega bomo s pomo£jo indukcije videli, da obstaja.
Predpostavimo najprej, da obstaja neki homomorzem algeber g od (N0, a) do
poljubne F -algebre (B, b). Za Fg mora po deniciji funktorja F veljati
Fg(x) =
{
(0, ∗) ; x = (0, ∗)
(1, g(n)) ; x = (1, n), n ∈ N0
.
Ker je g homomorzem algeber, mora veljati enakost g ◦ a = b ◦F (g). Torej imamo
g(0) = g(a(0, ∗)) (po deniciji a)
= (g ◦ a)(0, ∗) = (b ◦ Fg)(0, ∗) (zaradi enakosti)
= b(Fg(0, ∗))
= b(0, ∗) . (po deniciji Fg)
Podobno za vsako naravno ²tevilo n > 0 velja
g(n) = g(a(1, n− 1)) (po deniciji a)
= (g ◦ a)(1, n− 1) = (b ◦ Fg)(1, n− 1) (zaradi enakosti)
= b(Fg(1, n− 1))
= b(1, g(n− 1)) . (po deniciji Fg)
Za poljuben homomorzem algeber g : N0 → B smo torej dobili enoli£en predpis
g(n) =
{
b(0, ∗) ; n = 0
b(1, g(n− 1)) ; n > 0 .
V enoli£nost se lahko ²e dodatno prepri£amo s pomo£jo iste indukcije, s katero
bomo dokazali obstoj preslikave. Preslikava obstaja, saj po indukciji obstajajo vse
vrednosti in je tako denirana v vseh to£kah iz denicijskega obmo£ja.
Indukcija:
n = 0 :
To£ka 0 se preslika v b(0, ∗), ta pa o£itno obstaja, saj b slika iz 1+B v B. Vrednost
g(0) je tako o£itno element B. O enoli£nosti tu ni dvoma.
n → n+ 1 :
e obstaja enoli£en g(n) in je element B, potem je (1, g(n)) element 1 + B, od
kjer sledi, da je b(1, g(n)) element B. Ker pa je g(n+1) = b(1, g(n)), potem obstaja
tudi g(n+ 1). Iz enoli£nosti g(n) sledi enoli£nost b(1, g(n)) in s tem g(n+ 1).
Po indukciji g(n) obstaja za vsak n ∈ N0. Da je g res homomorzem algeber, vemo
zato, ker smo enakost iz njegove denicije upo²tevali na za£etku pri dokazovanju
enoli£nosti. Z obstojem in enoli£nostjo g do poljubne F -algebre smo dokazali, da je
(N0, a) za£etna F -algebra. 
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Opomba 3.29. Druge primere za£etnih algeber bomo dokazali na zelo podoben
na£in.
Primer 3.30 (seznami kot za£etna algebra). Spomnimo se ºe omenjenega primera
3.22 F -algebre, kjer funktor F : X ↦→ 1+Z×X slika iz Set vase. Spomnimo se tudi
preslikave a ∈ hom(1 + Z× Seznami, Seznami):
a(x) =
{
[ ] ; x = (0, ∗)
h : t ; x = (1, (h, t)), h ∈ Z, t ∈ Seznam .
Potem je (Seznami, a) za£etna F -algebra.
Dokaz je zelo podoben dokazu za prej²njo za£etno algebro (N0, a) iz primera 3.27
in za za£etno algebro (Drevesa, a) v naslednjem primeru 3.31. ♦
Primer 3.31 (drevesa kot za£etna algebra). Spomnimo se ºe omenjenega primera
3.23 F -algebre za F : X ↦→ Z + X × X iz Set vase. Spomnimo se tudi preslikave





; x = (0, n), n ∈ Z
•
ld dd
; x = (1, (ld, dd)), ld, dd ∈ Drevesa
.
Potem je (Drevesa, a) za£etna F -algebra, kar preverimo v naslednji trditvi. ♦
Trditev 3.32. Naj bo (Drevesa, a) F -algebra, denirana kot v zgornjem primeru.
Potem je (Drevesa, a) za£etna F -algebra.
Dokaz. Dokaz je zelo podoben dokazu za za£etno algebro (N0, a) iz primera 3.27.
Tu se bomo ravno tako lotili z enoli£nostjo homomorzma algeber in s pomo£jo
indukcije dokazali, da najden predpis obstaja. Bistvena razlika bo v tem, da bomo







Predpostavimo najprej, da obstaja neki homomorzem algeber g od (Drevesa, a)
do poljubne F -algebre (B, b). Za Fg mora po deniciji funktorja F veljati
Fg(x) =
{
(0, n) ; x = (0, n), n ∈ Z
(1, (g(y), g(z))) ; x = (1, (y, z)), y, z ∈ Drevesa .




) = g(a(0, n)) (po deniciji a)
= (g ◦ a)(0, n) = (b ◦ Fg)(0, n) (zaradi enakosti)
= b(Fg(0, n))
= b(0, n) . (po deniciji Fg)
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) = g(a(1, (ld, dd))) (po deniciji a)
= (g ◦ a)(1, (ld, dd)) = (b ◦ Fg)(1, (ld, dd)) (zaradi enakosti)
= b(Fg(1, (ld, dd)))
= b(1, (g(ld), g(dd))) . (po deniciji Fg)




b(0, n) ; x =
•
n




V enoli£nost se lahko ²e dodatno prepri£amo s pomo£jo iste indukcije, s katero
bomo dokazali obstoj preslikave. Preslikava obstaja, saj po indukciji obstajajo vse









se preslikajo v b(0, n), te pa o£itno obstajajo, saj je (0, n) v







e obstajata (enoli£na) g(ld) in g(dd) ter sta elementa B, je (1, (g(ld), g(dd)))
potem (enoli£en) element Z + B × B. Od tu sledi, da je g(
•
ld dd
), ki je enak
b(1, (g(ld), g(dd))), (enoli£en) element B in torej obstaja.
Po indukciji g(x) obstaja za vsak x ∈ Drevesa.
Da je g res homomorzem algeber, vemo zato, ker smo enakost iz njegove denicije
upo²tevali na za£etku pri dokazovanju enoli£nosti. Z obstojem in enoli£nostjo g do
poljubne F -algebre, smo dokazali, da je (Drevesa, a) za£etna F -algebra. 
3.4. Lambekova lema. Sedaj bomo dokazali Lambekovo lemo. Iz nje sledi, da je
za£etna algebra ravno ksna to£ka funktorja, vendar se v to ne bomo spu²£ali.
Denicija 3.33. Morzem f iz hom(A,B) je izomorzem, £e obstaja tak morzem
g iz hom(B,A), da velja g ◦ f = 1A in f ◦ g = 1B .
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Izrek 3.34 (Lambekova lema [1, lemma 1.5.5] ). Naj bo (A, a) za£etna algebra.
Potem je a izomorzem.
Dokaz. Dokaz bo potekal v naslednjih korakih. Najprej bomo dokazali, da so vsi
homomorzmi algeber od (A, a) do (A, a) enaki 1A, med katerimi se bo zna²el tudi
a◦b. To seveda pomeni enakost a◦b = 1A, iz katere bo hitro sledila tudi b◦a = 1F (A).
Naj bo (A, a) za£etna F -algebra v kategoriji C. Torej imamo
1A ◦ a = a (po deniciji kategorije in identitete)
= a ◦ 1F (A) (po deniciji kategorije in identitete)
= a ◦ F (1A) , (po deniciji funktorja)
kar pomeni, da je 1A homomorzem algeber od (A, a) do (A, a). Lahko ga ponazo-
rimo z naslednjim grafom.
F (A)







Je pa tudi edini, saj je (A, a) za£etna F -algebra. Graf
F (A)
F (b)✲ F (F (A))










dobimo tako, da najprej F -algebro (A, a) preslikamo s funktorjem F . Po deni-
ciji funktorja obstaja objekt F (A) iz Ob(C), objekt F (F (A)) iz Ob(C) in F (a) iz
hom(F (F (A)), F (A)). Homomorzem algeber b od (A,a) do (F(A),F(a)) obstaja,
ker je (A, a) za£etna F -algebra. Graf nam da idejo za enakost
(a ◦ b) ◦ a = a ◦ (b ◦ a) (po deniciji kategorije  kompozituma)
= a ◦ (F (a) ◦ F (b)) (po deniciji homomorzma algeber b)
= a ◦ F (a ◦ b) . (po deniciji funktorja)
To pomeni, da je a ◦ b homomorzem algeber od (A, a) do (A, a), za katerega smo
pokazali, da je enak 1A.
Dokazali smo torej prvo polovico denicije izomorzma, tj. a ◦ b = 1A. e to
uporabimo, dobimo
b ◦ a = F (a) ◦ F (b) (kot prej, po deniciji homomorzma algeber b)
= F (a ◦ b) (kot prej, po deniciji funktorja)
= F (1A) (po ravnokar dokazanem)
= 1F (A) . (po deniciji funktorja)
Ker velja oboje b ◦ a = 1F (A) in a ◦ b = 1A, je a izomorzem. 
4. Kategorija Haskell
Programski jezik Haskell si lahko predstavljamo kot kategorijo. V tem smislu bi
objekti te kategorije lahko bili podatkovni tipi. Na morzem iz poljubnega objekta
A v objekt B lahko gledamo kot na funkcijo, ki prejme vhodni podatek tipa A in
vrne podatek tipa B.
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4.1. Primeri funktorjev v Haskellu. Funktorje za naravna ²tevila, sezname in
drevesa, ki smo jih denirali v prej²njem poglavju, bomo sedaj denirali ²e v Ha-
skellu.
Primer 4.1 (funktor naravnih ²tevil). Isti funktor F : X ↦→ X + 1 iz primera 3.15
lahko deniramo tudi v Haskellu. Denicijo F (A) = A+ 1 lahko deniramo tako:
data Maybe a = Just a | Nothing
Kot je omenjeno ºe v uvodnem poglavju o Haskellu, je a v tem primeru tipska spre-
menljivka. Za poljuben tip a lahko torej s tipskim konstruktorjem Maybe deniramo
nov podatkovni tip Maybe a. Ker tipi predstavljajo mnoºice in je a tu poljuben tip,
predstavlja tip Maybe a mnoºico A+ 1 za poljubno mnoºico A. Denicijo
F (f)(x) =
{
(0, f(a)) ; x = (0, a), a ∈ A
(1, ∗) ; x = (1, ∗)
pa lahko deniramo tako:
maybe_functor f (Just a) = Just (f a)
maybe_functor f (Nothing) = Nothing
Vrednost Nothing predstavlja element (1, ∗), medtem ko vrednosti Just a, kjer je
a poljuben podatkovni tip, predstavljajo (0, a), kjer je a element A. Podatkovni




maybe_functor :: (a -> b) -> Maybe a -> Maybe b
Ta izraz tipa je v resnici enak:
maybe_functor :: (a -> b) -> (Maybe a -> Maybe b)
To velja zaradi tega, ker je konstruktor tipa funkcije -> desno asociativen. Funktor
v Haskellu nam torej res preslika f : A → B v F (f) : A + 1 → B + 1. Denicija
maybe_functor pravi, da bo preslikava maybe_functor(f) elemente oblike (1, ∗)
(oz. Nothing ) iz A+1 preslikala v (1, ∗) (oz. Nothing ) v B+1. Podobno pove, da
bo elemente oblike (0, a) (oz. Just a ) iz A+1 preslikala v (0, f(a)) (oz. Just (f a)
) v B + 1. ♦
Primer 4.2 (funktor seznamov). Isti funktor F : X ↦→ 1 + Z ×X iz primera 3.17
lahko deniramo tudi v Haskellu. Denicijo F : X ↦→ 1 + Z ×X lahko deniramo
tako:
data Fseznam a = P | Z Int a
Ker je a tipska spremenljivka, smo za poljuben tip a s tipskim konstruktorjem
Fseznam denirali nov podatkovni tip Fseznam a. Ker tipi predstavljajo mnoºice,
predstavlja Fseznam a mnoºico 1 + Z× A za poljubno mnoºico A. Denicijo
Ff(x) =
{
(0, ∗) ; x = (0, ∗)
(1, (h, f(t))) ; x = (1, (h, t)), h ∈ Z, t ∈ A
pa lahko deniramo tako:
sezFun f P = P
sezFun f (Z h t) = Z h (f t)
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Vrednost P predstavlja (0, ∗). Na drugi strani vrednosti Z Int a, kjer je a poljuben
podatkovni tip, predstavljajo (1, (h, t)), kjer je h celo ²tevilo in t element A. Po-
datkovni tip a torej predstavlja mnoºico A. e poizvemo po tipu funkcije sezFun s
pomo£jo ukaza
:type sezFun ,
nam ta vrne :
sezFun :: (t -> a) -> Fseznam t -> Fseznam a
Funktor v Haskellu nam torej res preslika f : A → B v F (f) : 1+Z×A → 1+Z×B.
Denicija sezFun pravi, da bo preslikava sezFun(f) element (0, ∗) (oz. P ) iz 1+Z×A
preslikala v (0, ∗) (oz. P ) iz 1+Z×B. Podobno pove, da bo elemente oblike (1, (h, t))
(oz. Z h t ) iz 1+Z×A preslikala v (1, (h, f(t))) (oz. Z h (f t) ) iz 1+Z×B. ♦
Primer 4.3 (funktor dreves). Isti funktor F : X ↦→ Z + X × X iz primera 3.18
lahko deniramo tudi v Haskellu. Denicijo F (X) = Z +X ×X lahko deniramo
tako:
data Fleaf a = L Int | N a a
Ker je a tipska spremenljivka, smo za poljuben tip a s tipskim konstruktorjem Fleaf
denirali nov podatkovni tip Fleaf a. Ker tipi predstavljajo mnoºice, predstavlja
tip Fleaf a mnoºico Z+ A× A za poljubno mnoºico A. Denicijo
Ff(x) =
{
(0, n) ; x = (0, n), n ∈ Z
(1, (f(y), f(z))) ; x = (1, (y, z)), y, z ∈ A
pa lahko deniramo tako:
tt f (L n) = L n
tt f (N y z) = N (f y) (f z)
Vrednosti L Int predstavljajo elemente oblike (0, n), kjer je n element Z oz. tipa Int.
Na drugi strani vrednosti N a a, kjer je a poljuben podatkovni tip, predstavljajo
(1, (y, z)), kjer sta y in z elementa A. Podatkovni tip a torej predstavlja mnoºico
A. e poizvemo po tipu funkcije tt s pomo£jo ukaza
:type tt ,
nam ta vrne :
tt :: (t -> a) -> Fleaf t -> Fleaf a
Funktor v Haskellu nam torej res preslika f : A → B v F (f) : Z+A×A → Z+B×B.
Denicija tt pravi, da bo preslikava tt(f) elemente oblike (0, n) (oz. L n ) iz Z+A×A
preslikala v (0, n) (oz. L n ) iz Z + B × B. Podobno pove, da bo elemente oblike
(1, (y, z)) (oz. N y z ) iz Z+A×A preslikala v (1, (f(y), f(z))) (oz. N (f y) (f z))
iz Z+B ×B. ♦
4.2. Podatkovni tipi kot za£etne algebre. Podobno bomo sedaj storili ²e za
za£etne algebre. e v prej²njem primeru funktorjev lahko opaºamo, da se denicije
v matematiki in Haskellu skoraj ne razlikujejo.
Primer 4.4 (naravna ²tevila). V Haskellu lahko za£etno algebro (N0, a) deni-
ramo na naslednji na£in. Najprej rekurzivno deniramo mnoºico naravnih ²tevil N0
vklju£no z 0:
data Init = J Init | N
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To denicijo si lahko predstavljamo na naslednji na£in. Poljubno naravno ²tevilo
je dolo£eno s tem, kolikokrat moramo ²tevilu 0 pri²teti 1, da ga dobimo. Uporaba
konstruktorja J predstavlja pri²tevanje 1. Izraz J init, kjer init predstavlja neko
naravno ²tevilo n, si torej lahko predstavljamo kot 1+n. e smo npr. ²tevilu 0 (oz.
N) trikrat pri²teli 1, da smo dobili 3, smo lahko ²tevilo 3 denirali z J (J (J N)).
Nato deniramo ²e preslikavo a:
algMap Nothing = N
algMap (Just init) = J init
tipa
algMap :: Maybe Init -> Init
Funkcija algMap torej elemente oblike (0, ∗) (oz. Nothing) iz 1+N0 preslika v 0 (oz.
N) iz N0. Elemente oblike (1, n) (oz. Just init) iz 1 + N0 pa preslika v 1 + n (oz.
J init) iz N0.
Da je (N0, a) za£etna algebra pomeni, da za vsako F -algebro (B, b) obstaja homo-
morzem algeber f : (N0, a) → (B, b). To velja tudi v Haskellu, saj lahko deniramo
funkcijo, ki vzame preslikavo b in nam vrne preslikavo f :
initialAlgProp b N = b Nothing
initialAlgProp b (J init) = b (Just (initialAlgProp b init))
Njen tip je
initialAlgProp :: (Maybe a -> a) -> Init -> a
Na²o ºeleno preslikavo f tako predstavlja v Haskellu denirana funkcija
initialAlgProp b. Ta preslika 0 (oz. N) iz N0 v b(0, ∗) (oz. b Nothing) iz B.
Elemente oblike 1 + n (oz. Just init) iz N0 pa preslika v b(1, f(n))
(oz. b (Just (initialAlgProp b init))) iz B. ♦
Primer 4.5 (seznami). V Haskellu lahko za£etno algebro (Seznami, a) deniramo
na naslednji na£in. Najprej rekurzivno deniramo mnoºico seznamov celih ²tevil:
data Seznam = Prazno | Zgradi Int Seznam
Nato deniramo ²e preslikavo a:
algSez P = Prazno
algSez (Z h t) = Zgradi h t
tipa
algSez :: Fseznam Seznam -> Seznam
Funkcija algSez torej element (0, ∗) (oz. P) iz 1 + Z × Seznami preslika v [ ] (oz.
Prazno) iz Seznami. Elemente oblike (1, (h, t)) (oz. Z h t) iz 1 + Z × Seznami pa
preslika v h : t (oz. Zgradi h t) iz Seznami.
Da je (Seznami, a) za£etna algebra pomeni, da za vsako algebro (B, b) obstaja
homomorzem algeber f : (Seznami, a) → (B, b). To velja tudi v Haskellu, saj lahko
deniramo funkcijo, ki vzame preslikavo b in nam vrne preslikavo f :
iSez b Prazno = b P
iSez b ( Zgradi head tail ) = b ( Z head ( iSez b tail ) ).
Njen tip je
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iSez :: (Fseznam a -> a) -> Seznam -> a
Na²o ºeleno preslikavo f tako predstavlja v Haskellu denirana funkcija iSez b. Ta
preslika [ ] (oz. Prazno) iz Seznami v b(0, ∗) (oz. b P) iz B. Elemente oblike h : t
(oz. Zgradi head tail ) iz Seznami pa preslika v b(1, (h, f(t)))
(oz. b ( Z head ( iSez b tail ) )) iz B. ♦
Primer 4.6 (drevesa). V Haskellu lahko za£etno algebro (Drevesa, a) deniramo
na naslednji na£in. Najprej rekurzivno deniramo mnoºico binarnih dreves s celimi
²tevili na listih:
data TreeLeaf = Leaf Int | Node TreeLeaf TreeLeaf
Nato deniramo ²e preslikavo a:
aa (L n) = Leaf n
aa (N ld dd) = Node ld dd
tipa
aa :: Fleaf TreeLeaf -> TreeLeaf
Funkcija aa torej elemente oblike (0, n) (oz. L n) iz Z +X ×X preslika v •
n
(oz.




(oz. Node ld dd) iz Drevesa.
Da je (Drevesa, a) za£etna algebra pomeni, da za vsako algebro (B, b) obstaja
homomorzem algeber f : (Drevesa, a) → (B, b). To velja tudi v Haskellu, saj lahko
deniramo funkcijo, ki vzame preslikavo b in nam vrne preslikavo f :
ii b (Leaf n) = b (L n)
ii b (Node ld dd) = b (N (ii b ld) (ii b dd))
Njen tip je
ii :: (Fleaf a -> a) -> TreeLeaf -> a




(oz. Leaf n) iz Drevesa v b(0, n) (oz. b (L n)) iz B. Elemente oblike
•
ld dd
(oz. Node ld dd) iz Drevesa pa preslika v b(1, (f(ld), f(dd))) (oz.
b (N (ii b ld) (ii b dd))) iz B. ♦
5. Kon£ne koalgebre
Do sedaj smo imeli opravka samo s kon£nimi seznami in drevesi. Za neskon£ne pa
potrebujemo kon£ne koalgebre. V razmi²ljanju tu ne bo kak²nega velikega preskoka,
saj je vse zelo podobno za£etnim algebram. Tudi vir je isti.
Denicija 5.1. Naj bo C kategorija in F funktor iz C vase. F -koalgebra je par







Denicija 5.2. Naj bo C kategorija in F funktor C → C iz kategorije C vase. Naj
bosta (A, a) in (B, b) F -koalgebri, kjer sta A in B iz Ob(C) ter a iz hom(A,F (A))
in b iz hom(B,F (B)).
Homomorzem koalgeber od (A, a) do (B, b) je morzem h iz hom(A,B), za ka-
terega velja, da je F (h) ◦ a = b ◦ h.
Opomba 5.3. Za homomorzem koalgeber pravimo, da naslednji graf komutira.
F (A)







Denicija 5.4. Naj bo C kategorija in (Z, z) F -koalgebra, kjer je Z iz Ob(C) in F
funktor na kategoriji C.
F -koalgebra (Z, z) je kon£na F -koalgebra, £e za vsako F -koalgebro (B, b), kjer je
B iz Ob(C), obstaja enoli£no dolo£en homomorzem koalgeber od (B, b) do (Z, z).
F (B)







Izrek 5.5 (dual Lambekove leme). Naj bo (Z, z) kon£na koalgebra. Potem je z
izomorzem.
Dokaz. Izrek bi lahko dokazali na zelo podoben na£in kot pri za£etni algebri, vendar
nam ²e tega ni treba. Izrek namre£ sledi direktno iz navadne Lambekove leme,
saj kon£na koalgebra ustreza deniciji za£etne algebre v nasprotni oziroma dualni
kategoriji. Nasprotno kategorijo dobimo tako, da vsakemu morzmu zamenjamo
domeno in kodomeno. Izomorzem v obratni kategoriji pa je o£itno tudi izomorzem
v prvotni kategoriji. 
5.1. Kon£ne koalgebre seznamov in dreves. Sledijo zgledi kon£nih koalgeber.
Kot prej se bo tudi tu izkazalo, da se Haskell in matematika ne razlikujeta bistveno.
Denicija 5.6. Naj bosta f in g funkciji, f : A → B in g : C → D.
Potem funkcijo f × g : A × C → B × D deniramo tako, da elemente oblike
(a, c) ∈ A× C slika v (f × g)(a, c) def= (f(a), g(c)) ∈ B ×D.
Podobno funkcijo f + g : A + C → B + D deniramo tako, da elemente oblike
(0, a) ∈ A+C slika v (f + g)(0, a) def= (0, f(a)) ∈ B +D in podobno elemente oblike
(1, c) ∈ A+ C v (f + g)(1, c) def= (1, g(c)) ∈ B +D.
Primer 5.7 (seznami kot kon£na koalgebra). Denirajmo mnoºico Z kot unijo
mnoºice kon£nih seznamov in mnoºice neskon£nih seznamov elementov iz A. Naj bo
21
F funktor na kategoriji mnoºic s predpisom F (X) = 1+A×X in F (f) = id+id×f .
Morzem u deniramo kot
u(x) =
{
(0, ∗) ; x = [ ]
(1, (m,n)) ; x = m : n, m ∈ A, n ∈ Z .
Potem je (Z, u) kon£na F -koalgebra, kar preverimo v naslednji trditvi. ♦
Trditev 5.8. Naj bo (Z, u) F -koalgebra, denirana kot v zgornjem primeru.
Potem je (Z, u) kon£na F -koalgebra.
Dokaz. F -koalgebra (Z, u) je kon£na, £e za poljubno F -koalgebro (B, c) obstaja
enoli£na preslikava h : B → Z, za katero velja, da spodnji graf komutira, torej je
u ◦ h = Fh ◦ c.
F (B)







e velja pogoj u ◦ h = Fh ◦ c, sledi naslednje. Za vsak a ∈ B, za katerega velja
c(a) = (0, ∗) ∈ 1 + A×B, sledi
u(h(a)) = (u ◦ h)(a)
= (Fh ◦ c)(a) (predpostavljamo)
= Fh(c(a))
= Fh(0, ∗) (ker gledamo tak a ∈ B)
= (0, ∗) . (po deniciji funktorja F )
Iz denicije u sledi h(a) = [ ] za vsak a ∈ B, za katerega velja c(a) = (0, ∗). Za
elemente a iz B, za katere velja c(a) = (1, (m,n)) ∈ 1 + A×B, pa sledi
u(h(a)) = (u ◦ h)(a)
= (Fh ◦ c)(a) (predpostavljamo)
= Fh(c(a))
= Fh(1, (m,n)) (ker gledamo take elemente iz B)
= (1, (m,h(n))) . (po deniciji funktorja F )
Iz denicije u sledi h(a) = m : h(n) za vsak a ∈ B, za katerega velja c(a) =
(1, (m,n)). Tako smo dobili enoli£en predpis h za vsak homomorzem koalgeber
med (B, c) in (Z, u):
h(a) =
{
[ ] ; c(a) = (0, ∗)
m : h(n) ; c(a) = (1, (m,n))
.
Da je h homomorzem koalgeber je o£itno, saj smo take pogoje izbrali ravno zaradi
tega. Funkcija h obstaja, ker imamo na voljo tudi neskon£ne sezname in tako predpis
obstaja za vsak element a ∈ B. Z enoli£nostjo in obstojem smo sedaj dokazali, da
je (Z, u) kon£na F -koalgebra. 
Opomba 5.9. e vzamemo za A mnoºico celih ²tevil Z, dobimo v ravnokar doka-
zanem primeru isti funktor kot iz primera za£etne algebre 3.30 za sezname. Za isti
funktor tako dobimo za za£etno algebro kon£ne sezname, za kon£no koalgebro pa
unijo kon£nih in neskon£nih seznamov.
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Primer 5.10 (drevesa kot kon£na koalgebra). Denirajmo mnoºico Drevesa kot
mnoºico kon£nih in neskon£nih binarnih dreves z elementi mnoºice A na listih. Naj
bo F funktor na kategoriji mnoºic s predpisom F (X) = A + X × X in F (f) =




(0, n) ; x =
•
n
, n ∈ A
(1, (ld, dd)) ; x =
•
ld dd
, ld, dd ∈ Drevesa
.
Potem je (Drevesa, u) kon£na F -koalgebra, kar preverimo v naslednji trditvi. ♦
Trditev 5.11. Naj bo (Drevesa, u) F -koalgebra, denirana kot v zgornjem primeru.
Potem je (Drevesa, u) kon£na F -koalgebra.
Dokaz. Dokaz bo zelo podoben tistemu za sezname iz trditve 5.8, le da bomo tu
operirali z druga£nim funktorjem in preslikavo u ter mnoºico.
F -koalgebra (Drevesa, u) je kon£na, £e za poljubno F -koalgebro (B, d) obstaja
enoli£na preslikava h : B → Drevesa, za katero velja, da spodnji graf komutira, torej
je u ◦ h = Fh ◦ d.
F (B)







e predpostavimo pogoj u ◦ h = Fh ◦ d, sledi naslednje. Za vsak a ∈ B, za
katerega velja d(a) = (0, n), sledi
u(h(a)) = (u ◦ h)(a)
= (Fh ◦ d)(a) (predpostavljamo)
= Fh(d(a))
= Fh(0, n) (ker gledamo take elemente a iz B)
= (0, n) . (po deniciji funktorja F )
Iz denicije u sledi h(a) =
•
n
za vsak a ∈ B, za katerega velja d(a) = (0, n). Za
a ∈ B, za katerega velja d(a) = (1, (ld, dd)), pa sledi
u(h(a)) = (u ◦ h)(a)
= (Fh ◦ d)(a) (predpostavljamo)
= Fh(d(a))
= Fh(1, (ld, dd)) (ker gledamo take elemente a iz B)
= (1, (h(ld), h(dd))) . (po deniciji funktorja F )
Iz denicije u sledi h(a) =
•
h(ld) h(dd)
za vsak a ∈ B, za katerega velja d(a) =
(1, (ld, dd)). Tako smo dobili enoli£en predpis h za vsak homomorzem koalgeber
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; d(a) = (0, n), n ∈ A
•
h(ld) h(dd)
; d(a) = (1, (ld, dd)), ld, dd ∈ B
.
Da je h homomorzem koalgeber je o£itno, saj smo pogoje izbrali ravno s tem
v mislih. Funkcija h obstaja, ker imamo tudi neskon£na drevesa in tak predpis
obstaja za vsak element a ∈ B. Tako smo dokazali, da je (Drevesa, u) kon£na
F -koalgebra. 
Opomba 5.12. e vzamemo za A mnoºico celih ²tevil Z, dobimo v ravnokar do-
kazanem primeru isti funktor kot iz primera za£etne algebre 3.31 za drevesa. Za
isti funktor tako dobimo za za£etno algebro kon£na drevesa, za kon£no koalgebro pa
unijo kon£nih in neskon£nih dreves.
5.2. Podatkovni tipi kot kon£ne koalgebre. Tako kot smo si za za£etne algebre,
si bomo tudi za kon£ne koalgebre pogledali, kako izgledajo v Haskellu. Primera
seznamov in dreves iz prej²njega podpoglavja si bomo poenostavili tako, da bomo
za mnoºico A vzeli kar mnoºico celih ²tevil Z.
Primer 5.13 (seznami). V Haskellu se neskon£ne sezname in drevesa denira isto
kot unijo kon£nih in neskon£nih. Tako lahko mnoºico Seznami, tj. unijo kon£nih in
neskon£nih seznamov z elementi iz Z, deniramo na ºe znan (4.5) na£in:
data Seznam = Prazno | Zgradi Int Seznam
V prej²njem podpoglavju smo videli tudi to, da je funktor za za£etne algebre isti kot
za kon£ne koalgebre. To velja tudi v Haskellu, torej je denicija ista kot iz poglavja
4.2 o za£etni algebri seznamov. Potrebovali bomo:
data Fseznam a = P | Z Int a
Za kon£no koalgebro (Seznami, u) nato deniramo ²e preslikavo u:
koSez Prazno = P
koSez (Zgradi m n) = Z m n
tipa
koSez :: Seznam -> Fseznam Seznam
Funkcija koSez torej element [ ] (oz. Prazno) iz Seznami preslika v (0, ∗) (oz. P) iz
1 + Z× Seznami. Elemente oblike m : n (oz. Zgradi m n) iz Seznami pa preslika v
(1, (m,n)) (oz. Z m n) iz 1 + Z× Seznami.
Da je (Seznami, u) kon£na koalgebra pomeni, da za vsako koalgebro (B, c) obstaja
homomorzem koalgeber h : (B, c) → (Seznami, u). To velja tudi v Haskellu, saj
lahko deniramo funkcijo finSez, ki vzame preslikavo c in nam vrne preslikavo h:
finSez c a = case (c a) of
P -> Prazno
(Z m n) -> Zgradi m ( finSez c n)
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Njen tip je
finSez :: (t -> Fseznam t) -> t -> Seznam
Na²o ºeleno preslikavo h tako predstavlja v Haskellu denirana funkcija finSez c.
Ta preslika element a iz B odvisno od tega, kam preslikava c preslika ta element.
V prvem primeru ga c preslika v (0, ∗) (oz. P) iz 1 + Z × B. V drugem primeru
pa je c(a) (oz. (c a)) enak (1, (m,n)) (oz. (Z m n)) iz 1 + Z × B. Funkcija
finSez c torej elemente a iz prvega primera, za katere je (c a) enako P (oz. velja
c(a) = (0, ∗)), preslika v Prazno ( oz. [ ] iz Seznami). V drugem primeru pa ele-
mente a, za katere je (c a) enako (Z m n) (oz. velja c(a) = (1, (m,n))), preslika v
Zgradi m (finSez c n) (oz. m : h(n) iz Seznami). ♦
Primer 5.14 (drevesa). Mnoºico Drevesa, tj. unijo kon£nih in neskon£nih binarnih
dreves s celimi ²tevili na listih, znamo denirati ºe iz primera 4.6:
data TreeLeaf = Leaf Int | Node TreeLeaf TreeLeaf
Funktor ostaja isti kot iz 4.3. Potrebovali bomo:
data Fleaf a = L Int | N a a
Za kon£no koalgebro (Drevesa, u) nato deniramo ²e preslikavo u:
ko (Leaf n) = L n
ko (Node ld dd) = N ld dd
tipa
ko :: TreeLeaf -> Fleaf TreeLeaf
Funkcija ko torej elemente oblike
•
n
(oz. Leaf n) iz Drevesa preslika v (0, n) (oz.
L n) iz Z + Drevesa × Drevesa. Elemente oblike
•
ld dd
(oz. Node ld dd) iz
Drevesa pa preslika v (1, (ld, dd)) (oz. N ld dd) iz Z+ Drevesa× Drevesa.
Da je (Drevesa, u) kon£na koalgebra pomeni, da za vsako koalgebro (B, d) obstaja
homomorzem koalgeber h : (B, d) → (Drevesa, u). To velja tudi v Haskellu, saj
lahko deniramo funkcijo fin, ki vzame preslikavo d in nam vrne preslikavo h:
fin d a = case (d a) of
L n -> Leaf n
N ld dd -> Node (fin d ld) (fin d dd)
Njen tip je
fin :: (t -> Fleaf t) -> t -> TreeLeaf
Na²o ºeleno preslikavo h tako predstavlja v Haskellu denirana funkcija fin d. Ta
preslika element a iz B odvisno od tega, kam preslikava d preslika ta element. V
prvem primeru ga d preslika v (0, n) (oz. L n) iz Z + B × B. V drugem primeru
pa je d(a) (oz. (d a)) enak (1, (ld, dd)) (oz. (N ld dd)) iz Z + B × B. Funkcija
fin d torej elemente a iz prvega primera, za katere je (d a) enako L n (oz. velja
d(a) = (0, n)), preslika v Leaf n (oz.
•
n
iz Drevesa). V drugem primeru pa elemente
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a, za katere je (d a) enako (N ld dd) (oz. velja d(a) = (1, (ld, dd))), preslika v





e se za trenutek ozremo nazaj in med seboj primerjamo denicije podatkovnih
tipov, ki tvorijo za£etne algebre in kon£ne koalgebre v Haskellu, ugotovimo, da so
v bistvu enake. Obstaja torej razlika med kategorijo mnoºic Set in kategorijo, ki jo
uporablja Haskell. V Set sta za£etna algebra in kon£na koalgebra razli£na pojma,
medtem ko v Haskellu pomenita eno in isto.
Slovar strokovnih izrazov
associate to the right desno asociativen
data constructor podatkovni konstruktor
nal coalgebra kon£na koalgebra
function type constructor konstruktor tipa funkcije
initial algebra za£etna algebra
range zaloga vrednosti
type constructor tipski konstruktor
type variable tipska spremenljivka
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