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Abstract
Recently it has been shown that antibrackets may be expressed in terms of Poisson
brackets and vice versa for commuting functions in the original bracket. Here we also
introduce generalized brackets involving higher antibrackets or higher Poisson brackets
where the latter are of a new type. We give generating functions for these brackets
for functions in arbitrary involutions in the original bracket. We also give master
equations for generalized Maurer-Cartan equations. The presentation is completely
symmetric with respect to Poisson brackets and antibrackets.
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1 Introduction.
Poisson brackets and antibrackets are two basic binary operations in classical dynamics.
Poisson brackets have an old history and are crucial for the transition to the quantum
theory. Antibrackets [1, 2] on the other hand play a crucial role in the BV quantization of
general gauge theories [2]. Recently we have constructed a consistent quantum antibracket
corresponding to the commutator for Poisson brackets [3]. This construction did not
only cast new light on the BV quantization but also indirectly on the relations between
antibrackets and Poisson brackets. The purpose of the present paper is to communicate
these relations. The presentation will be completely symmetric with respect to the two
brackets and will therefore in a natural way also include the results in [4, 5, 6]. In this
way we demonstrate the duality between the two brackets in the following sense: To
any relation involving both brackets there is a dual relation in which the brackets are
interchanged. As a result we present new higher Poisson brackets constructed in complete
analogy with higher antibrackets. Also the recently given quantum master equation for
generalized Maurer-Cartan equations given in [7] is shown to have a dual master equation
at the classical level.
On a manifold, E , with dimension (2n, 2n) we may have either a nondegenerate Poisson
bracket or a nondegenerate antibracket. (The defining properties of these brackets are
given in appendices A and B.) If E is a symplectic manifold we have a Poisson bracket
and the (local) Darboux coordinates with their Grassmann parities (ε = 0, 1 mod 2) may
be defined to be
zA ≡ {xa, x∗a, pa, p
a
∗
}, a = 1, . . . , n,
εa ≡ ε(x
a) = ε(pa), ε(x
∗
a) = ε(p
a
∗
) = εa + 1. (1.1)
In terms of these Darboux coordinates the Poisson bracket has the nonzero elements
{xa, pb} = δ
a
b = −(−1)
εa{pb, x
a}, {x∗a, p
b
∗
} = δba = (−1)
εa{pb
∗
, x∗a}. (1.2)
Similarly, if E is an antisymplectic manifold we have an antibracket and the (local) Darboux
coordinates (1.1) in terms of which the antibracket has the nonzero elements
(xa, x∗b) = δ
a
b = −(x
∗
b , x
a), (pa, p
b
∗
) = δba = −(p
b
∗
, pa). (1.3)
One basic question is whether or not one may have both a Poisson bracket and an an-
tibracket on E . Our treatment here will lead to a negative answer to this question if the
brackets are the conventional ones. However, we will display some generalized possibilities
of coexistence.
As an introductory remark let us for a moment assume that it is possible to have both
brackets on E . The question is then how they are supposed to be related. In [8, 9] it was
proposed that the equations of motions should be possible to write down both in terms of
Poisson brackets and in terms of antibrackets. There should then exist two Hamiltonians,
one even (H) and one odd (Q) related by
{f(z),H} = (f(z), Q). (1.4)
However, this condition turns out to be very restrictive and allows only for very special
forms of H and Q [8, 9]. Such relations are therefore not valid in general. On the other
1
hand, it is amusing to note that if the two brackets for some reasons allow for the common
Darboux coordinates (1.1) then there exists a very natural solution of (1.4), namely
Q = pap
a
∗
(−1)εa − xax∗a(−1)
εa , H = −xapa − x
∗
ap
a
∗
. (1.5)
This solution satisfies the following supersymmetric Poisson bracket algebra and an-
tibracket algebra which seems to be a natural consequence of (1.4) [8, 9].
{H,H} = {H,Q} = 0, {Q,Q} = 2H,
(Q,Q) = (H,Q) = 0, (H,H) = 2Q. (1.6)
In addition we have the relations
(zA, zB) = {zA, {Q, zB}} =
1
2
(
{zA, {Q, zB}} − {zB , {Q, zA}}(−1)(εA+1)(εB+1)
)
,
{zA, zB} = (zA, (H, zB)) =
1
2
(
(zA, (H, zB))− (zB , (H, zA))(−1)εAεB
)
, (1.7)
where zA are the Darboux coordinates (1.1). However, the solution of the coexistence
problem is not that simple. In fact, there exists no relation between Poisson brackets and
antibrackets for arbitrary functions of zA of the form (1.7) with Q and H given by (1.5).
On the other hand in [3]-[6] it has been demonstrated that there exist possible ways to
express antibrackets in terms of Poisson brackets and vice versa but then for subclasses of
functions. Although this construction is similar to (1.7) the basic functions Q and H do
not satisfy (1.6). In this paper we present these possible ways to express antibrackets in
terms of Poisson brackets and vice versa. In order to do this on the whole manifolds E we
are then naturally led to consider generalized brackets defined in a definite way.
In section 2 we present the results in [3]-[6] on how ordinary antibrackets may be ex-
pressed in terms of ordinary Poisson brackets and vice versa. This can only be done for
the subclass of functions satisfying an abelian algebra in the original bracket. We also give
the precise circumstances under which (1.4) is valid for arbitrary H or Q. In section 3 we
present generating functions for Poisson brackets and antibrackets for functions satisfying
a Lie algebra in the original brackets which naturally lead us to generalized brackets involv-
ing higher antibrackets and higher Poisson brackets which are valid on the whole manifold
E . In section 4 generating functions of brackets of functions in arbitrary involutions in the
original bracket are presented. We demonstrate the existence of two dual master equations
for generalized Maurer-Cartan equations which naturally involve the generalized brackets
in section 3. In section 5 we then conclude the paper. In two appendices we give the
defining properties of the conventional Poisson brackets and antibrackets.
2 Antibrackets in terms of Poisson brackets and vice versa.
Here we review the results in [3]-[6] in a unified manner which illuminates the possible
ways to express antibrackets in terms of Poisson brackets and vice versa. The presentation
is in the spirit of [3].
Assume the existence of a graded Poisson bracket or a graded antibracket on the
(2n, 2n)-dimensional manifold E . In terms of these nondegenerate brackets we define the
following binary operations
(f, g)Q ≡
1
2
(
{f, {Q, g}} − {g, {Q, f}}(−1)(εf+1)(εg+1)
)
, (2.1)
2
{f, g}R ≡
1
2
((f, (R, g)) − (g, (R, f))(−1)εf εg) , (2.2)
where Q is an odd function and R an even function. These expressions satisfy all the
properties of a conventional antibracket and a conventional Poisson bracket except for
the Jacobi identies and Leibniz’ rule (see appendices A and B). It is easily seen that e.g.
Leibniz’ rule require us to restrict the class of functions. Instead of Leibniz’ rules (A.5)
and (B.5) we have
(fg, h)Q − f(g, h)Q − (f, h)Q g(−1)
εg(εh+1) =
=
1
2
{f, h}{g,Q}(−1)εh(εg+1) +
1
2
{f,Q}{g, h}(−1)εg , (2.3)
{fg, h}R − f{g, h}R − {f, h}R g(−1)
εgεh =
= −
1
2
(f, h)(R, g)(−1)εh(εg+1) −
1
2
(R, f)(g, h)(−1)εg+εh . (2.4)
From these relations it follows that Leibniz’ rule is valid for (f, g)Q if we restrict ourselves
to the class of functions commuting in the original Poisson bracket on E (denoted M⊂ E
in the following), and that it is valid for {f, g}R if we restrict ourselves to the class of
functions commuting in the original antibracket on E (denoted M∗ ⊂ E in the following).
On these submanifolds (2.1) and (2.2) reduce to (cf.[3]-[6] and (1.7))
(f, g)Q = {f, {Q, g}} ∀f, g ∈ M (⇔ {f, g} = 0), (2.5)
{f, g}R = (f, (R, g)) ∀f, g ∈M
∗ (⇔ (f, g) = 0). (2.6)
In order for the expressions (2.1) and (2.2) to also satisfy the Jacobi identities we have to
impose the additional conditions [3, 6]
{{f, {g, {h,Q}}}, Q} −
1
2
{f, {g, {h, {Q,Q}}}} = 0, ∀f, g, h ∈ M, (2.7)
((f, (g, (h,R))), R) −
1
2
(f, (g, (h, (R,R)))) = 0, ∀f, g, h ∈ M∗. (2.8)
These conditions should be viewed as conditions on Q and R. That there exist solutions
may easily be demonstrated in terms of the Darboux coordinates (1.1) on E . We may
let M be the class of functions which only depends on xa, x∗a. In this case (2.5) is an
antibracket onM which coincide with the antibracket (1.3) onM ifQ = pap
a
∗
(−1)εa . After
quantization this Q is turned into the ∆-operator in the BV-quantization [3]. However,
there are many other choices of M. For instance, we may choose M to be all functions
of pa, p
a
∗
. In this case (2.5) is equal to the antibracket (1.3) on this submanifold M if
Q = −xax∗a(−1)
εa . Similarly for (2.6) we may choose M∗ to be all functions on xa, pa in
which case (2.6) is the Poisson bracket (1.2) on M∗ provided R = −x∗ap
a
∗
, and if M∗ is
all functions of x∗a, p
a
∗
then (2.6) is equal to the Poisson bracket (1.2) on thisM∗ provided
R = −xapa. All these choices of Q and R satisfy
{Q,Q} = 0, (R,R) = 0, (2.9)
which are natural conditions on Q and R. From now on we shall always require (2.9).
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The first conditions in (2.7) and (2.8) are naturally restricted to the following conditions
{(f, g)Q, h} = 0 ⇔ (f, g)Q ∈ M ∀f, g, h ∈ M, (2.10)
({f, g}R, h) = 0 ⇔ {f, g}R ∈ M
∗ ∀f, g, h ∈M∗. (2.11)
These conditions make the brackets (2.5) and (2.6) closed on the submanifolds M and
M∗ respectively.
That the formulas (2.1)-(2.2) or (2.5)-(2.6) may yield arbitrary antibrackets and Pois-
son brackets may be seen as follows: Let E be a symplectic manifold with canonical
coordinates zA, pA, A = 1, . . . , 2n, ε(z
A) = ε(pA) ≡ εA, satisfying {z
A, pB} = δ
A
B . Choose
M to be all functions of zA and
Q = −
1
2
pAE
AB(z)pB(−1)
εB . (2.12)
The formula (2.1) or (2.5) yields then the general antibracket (B.7). Note that a nonzero
odd Q in (2.12) requires the first equalities in (B.8) and that {Q,Q} = 0 yields the Jacobi
identities in (B.8) since the first condition in (2.7) is satisfied by (2.12). (The weaker
condition in (2.7) requires here {Q,Q} = 0.) The condition (2.10) is valid for any Q
which is at most quadratic in pA. Similarly if E is an antisymplectic manifold with the
anticanonical coordinates xA, x∗A, A = 1, . . . , 2n, ε(x
A) ≡ εA, ε(x
∗
A) = εA + 1, satisfying
(xA, x∗B) = δ
A
B , and if we choose M
∗ to be all functions of xA and
R = −
1
2
x∗Aω
AB(x)x∗B , (2.13)
then the formula (2.2) or (2.6) yields the general Poisson bracket (A.7) onM∗. A nonzero
even R requires the first properties in (A.8) while (R,R) = 0 yields the Jacobi identities.
The condition in (2.11) is satisfied by any R at most quadratic in x∗A. This connection
to Poisson brackets was used in [10, 11], and the formula (2.6) was previously given in
[4, 5, 6] and the corresponding relation in the Sp(2) case was given in [12].
Thus, by means of a nondegenerate Poisson bracket/antibracket on E we may define a
nondegenerate antibracket/Poisson bracket on M/M∗ provided (2.7)/(2.8) is valid. The
submanifolds M and M∗ have half the size of E . The dimension of M is (n, n), and the
dimension of M∗ is 2n with arbitrary distribution of fermions and bosons depending on
the choice of E . Note that the coexistence of an antibracket and a Poisson bracket is trivial
on these submanifolds: M is an antisymplectic manifold on which the original Poisson
bracket is zero, while M∗ is a symplectic manifold on which the original antibracket is
zero. Note that if we e.g. calculate the Poisson bracket (2.2) in terms of the antibracket
(2.1) then we get a Poisson bracket defined on a submanifold which is only one-fourth of
E . Furthermore, this Poisson bracket is completely different from the original one in (2.1).
We end this section with a remark on equation (1.4) in the introduction. In the above
constructions of antibrackets and Poisson brackets expressed in terms of each other we
may solve condition (1.4) in the following sense: If we have an antibracket on E and
a Poisson bracket on M∗ there always exists an odd Hamiltonian QH on E such that
{f,H} = (f,QH) for all f,H ∈ M
∗ given by QH = (R,H) (cf.[4]). Example: Let M
∗ be
all functions of xa, pa and R = −x
∗
ap
a
∗
, then we have
{f(x, p),H(x, p)} = (f(x, p), QH), QH = x
∗
a{x
a,H}+ pa
∗
{pa,H}. (2.14)
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Similarly, if we have a Poisson bracket on E and an antibracket on M there always exists
a Hamiltonian H on E for every odd Hamiltonian QH on M given by H = {Q,QH}.
Example: Let M be all functions of xa, x∗a and Q = pap
a
∗
(−1)εa , then we have
(f(x, x∗), QH(x, x
∗)) = {f(x, x∗),H},
H = pa(x
a, QH(x, x
∗)) + pa
∗
(x∗a, QH(x, x
∗)). (2.15)
Thus, we always have counterparts to the Hamiltonians. However, these counterparts are
defined on an extended manifold.
3 Generating functions and generalized Poisson brackets
and antibrackets.
The functions Q and R play a crucial role in the construction of an antibracket on M or
a Poisson bracket on M∗ in terms of a nondegenerate Poisson bracket or a nondegenerate
antibracket on E as presented in the previous section. Q and R should satisfy {Q,Q} = 0
and (R,R) = 0. In addition they have to satisfy the conditions (2.10) and (2.11). Here
we propose a generalized scheme in which the latter conditions are relaxed. This scheme
involves higher antibrackets and higher Poisson brackets whose properties are most easily
obtained by means of generating functions of these brackets. (For quantum antibrackets
these relations were given in [3, 7].)
3.1 Generating functions for generalized antibrackets.
Let E be a symplectic manifold. We have then a nondegenerate Poisson bracket and an
odd function Q on E satisfying {Q,Q} = 0. Let us first assume that fa are functions
on M, i.e. functions satisfying the abelian algebra {fa, fb} = 0. We may then define the
following canonically transformed Q:
Q(φ) ≡ Q exp {
←
ad faφ
a}, ε(fa) ≡ εa = ε(φ
a), (3.1)
where
g
←
ad fa ≡ {g, fa}, (3.2)
and where φa are parameters. Obviously (∂a ≡ ∂/∂φ
a)
Q(0) = Q, Q(φ)
←
∂a= {Q(φ), fa}. (3.3)
In terms ofQ(φ) we may then define the following generalized antibrackets for the functions
on M (cf. [13])
(fa1 , fa2 , . . . , fan)Q(φ) ≡ −Q(φ)
←
∂ a1
←
∂ a2 · · ·
←
∂ an (−1)
En =
= −{· · · {{Q(φ), fa1}, fa2}, · · · , fan}(−1)
En , En ≡
[n−12 ]∑
k=0
εa2k+1 . (3.4)
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They satisfy the properties
(. . . , fa, fb, . . .)Q(φ) = −(−1)
(εa+1)(εb+1)(. . . , fb, fa, . . .)Q(φ)
ε((fa1 , fa2 , . . . , fan)Q(φ)) = εa1 + · · ·+ εan + 1. (3.5)
Furthermore, since (3.1) is a canonically transformed Q we have
{Q(φ), Q(φ)} = {Q,Q} = 0, (3.6)
from which we may derive identities like
{Q(φ), Q(φ)}
←
∂ a
←
∂ b
←
∂ c (−1)
εb+(εa+1)(εc+1) ≡ 0, (3.7)
which in turn implies
(fa, (fb, fc)Q(φ))Q(φ)(−1)
(εa+1)(εc+1) + (fc, (fa, fb)Q(φ))Q(φ)(−1)
(εc+1)(εb+1) +
+(fb, (fc, fa)Q(φ))Q(φ)(−1)
(εb+1)(εa+1) = {{{{Q(φ), fa}, fb}, fc}, Q(φ)}(−1)
εaεc ≡
≡ {(fa, fb, fc)Q(φ), Q(φ)}(−1)
(εa+1)(εc+1). (3.8)
It is easily seen that condition (2.10) is equivalent to the vanishing of the 3-bracket (n = 3)
in (3.4). Thus, in this case the 2-bracket in (3.4) is the conventional antibracket considered
in the previous section. Relation (3.8) is then just the Jacobi identities of the 2-antibracket.
Now if we relax condition (2.10) the formula (3.8) is not quite satisfactory as it stands.
The reason is that the antibracket (n = 2) in (3.8) is given by the expression (2.5) which
only is valid for functions on M. However, if (2.10) is relaxed then (fa, fb)Q /∈ M and the
outer brackets in (3.8) are not the appropriate ones to use. Below we show that remarkably
enough the correct expression have the same form except for a factor minus one-half in
the last equality.
A better definition of higher antibrackets are obtained if we consider a more general
class of functions in the generating function Q(φ). Let therefore the functions fa in (3.1)
from now on be functions satisfying the Lie algebra
{fa, fb} = U
c
abfc, U
d
abU
f
dc(−1)
εaεc + cycle(a, b, c) ≡ 0. (3.9)
where the structure coefficients U cab are constants. These functions obviously live on a
larger manifold than M. Instead of (3.3) we have then
Q(φ)
←
∂ a= {Q(φ), λ
b
a(φ)fb(−1)
εa+εb}, (3.10)
where integrability requires the parameter matrices λba(φ) to satisfy the Maurer-Cartan
equation
∂aλ
c
b − ∂bλ
c
a(−1)
εaεb = λeaλ
d
bU
c
de(−1)
εbεe+εc+εd+εe , λba(0) = δ
b
a. (3.11)
The explicit solution is
λ˜ = (1− e−X)/X, λ˜ab ≡ λ
a
b (−1)
εa(εb+1), Xab ≡ φ
cUacb(−1)
εc+εb(εa+1), (3.12)
where φbλab = φ
a. Generalized higher antibrackets are then obtained from the definition
(3.4). In particular we have
(fa, fb)
′
Q(φ) ≡ −Q(φ)
←
∂ a
←
∂ b (−1)
εa =
= −λcaλ
d
b{{Q(φ), fd}, fc}(−1)
εbεc+εa − (∂bλ
c
a){Q(φ), fc}(−1)
εa(εb+1). (3.13)
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This expression reduces exactly to the general ansatz (2.1) at φa = 0. However, compared
to the case in section 2 we have now a complete control over the Jacobi identities since (3.6)
is valid leading to identities like (3.7) involving the true violation of the Jacobi identities
when (2.10) is relaxed. Eq.(3.7) yields now at φa = 0
(fa, (fb, fc)Q)Q(−1)
(εa+1)(εc+1) + (fc, (fa, fb)Q)Q(−1)
(εc+1)(εb+1) +
+(fb, (fc, fa)Q)Q(−1)
(εb+1)(εa+1) = −
1
2
{(fa, fb, fc)Q, Q}(−1)
(εa+1)(εc+1), (3.14)
where the higher antibracket is given by
(fa, fb, fc)Q(−1)
(εa+1)(εc+1) ≡ (fa, fb, fc)
′
Q(φ)(−1)
(εa+1)(εc+1)
∣∣∣
φ=0
=
=
1
3
(
{(fa, fb)Q, fc}(−1)
εc+(εa+1)(εc+1) + cycle(a, b, c)
)
, (3.15)
where in turn the antibrackets are given by (2.1). Although this 3-antibracket is defined
as in (3.4) it differs from the explicit expression on the right-hand side of (3.4) since all an-
tibrackets now are given by (2.1). In fact, the definition (3.15) as well as the relation (3.14)
are valid for arbitrary dynamical functions, i.e. not just of the class (3.9). (Still higher
generalized antibrackets may also be expressed in terms of lower ones.) It is remarkable
that (3.14) differs from (3.8) only by a factor.
Note that the class of functions satisfying (3.9) also includes all products of such
functions: Define FA to be all monomials of fa, i.e. FA ≡ fa, fafb, fafbfc, . . .. These
operators do also satisfy a nonabelian Lie algebra, {FA, FB} = U
C
ABFC . In accordance
with (3.1) we may therefore define
Q(Φ) ≡ Q exp {
←
ad FAΦ
A}, (3.16)
where the parameters ΦA are φa, φab, φabc, . . .. Since FA satisfies a nonabelian Lie algebra
we have also here integrable equations of the form (3.10) and generalized antibrackets
(∂A = ∂/∂Φ
A)
(FA, FB)
′
Q(Φ) ≡ −Q(Φ)
←
∂A
←
∂B (−1)
εA , εA ≡ ε(FA) = ε(Φ
A), (3.17)
which again reduces to (2.1) at ΦA = 0.
Although we have found a consistent generalized scheme in terms of higher antibrackets
it should be noted that these generalized antibrackets do not in general satisfy Leibniz’
rule (B.5). The violation is given by (2.3). For the class of functions satisfying the Lie
algebra (3.9) we have in particular
(fafb, fc)Q − fa(fb, fc)Q − (fa, fc)Qfb(−1)
εb(εc+1) =
=
1
2
(
{fa, Q}U
d
bc(−1)
εb + {fb, Q}U
d
ac(−1)
εa(εb+1)
)
fd, (3.18)
which in the case when fa are interpreted as constraint variables may be viewed as a weak
violation since the right-hand side vanishes on the constraint surface, fa = 0. One may
notice that if a class of functions satisfy Leibniz’ rule for the 2-bracket it is satisfied for
all higher antibrackets as well.
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3.2 Generating functions for generalized Poisson brackets.
There exists a completely dual construction when E is an antisymplectic manifold. In
this case we have a nondegenerate antibracket and an even function R on E satisfying
(R,R) = 0. Let to start with fa be functions on M
∗ satisfying (fa, fb) = 0. We may then
define the following anticanonically transformed R:
R(φ) ≡ R exp {
←
Ad faφ
a}, ε(fa) ≡ εa, ε(φ
a) = εa + 1, (3.19)
where
g
←
Ad fa ≡ (g, fa), (3.20)
and where φa are parameters. Obviously
R(0) = R, R(φ)
←
∂a= (R(φ), fa). (3.21)
In terms of R(φ) we define the following higher Poisson brackets for functions on M∗
{fa1 , fa2 , . . . , fan}R(φ) ≡ −R(φ)
←
∂ a1
←
∂ a2 · · ·
←
∂ an (−1)
En =
= −(· · · ((R(φ), fa1), fa2), · · · , fan)(−1)
En , En ≡
[n−12 ]∑
k=0
(εa2k+1 + 1). (3.22)
Note the properties
{. . . , fa, fb, . . .}R(φ) = −(−1)
εaεb{. . . , fb, fa, . . .}R(φ),
ε({fa1 , fa2 , . . . , fan}R(φ)) = εa1 + · · ·+ εan + n. (3.23)
To our knowledge these higher Poisson brackets are of a new kind. Nambu once introduced
similar higher Poisson brackets [14] but they were not defined as in (3.22).
Since (3.19) is an anticanonically transformed R we have
(R(φ), R(φ)) = (R,R) = 0, (3.24)
from which we may derive identities like
(R(φ), R(φ))
←
∂ a
←
∂ b
←
∂ c (−1)
εb+εaεc ≡ 0, (3.25)
which in turns implies
{fa, {fb, fc}R(φ)}R(φ)(−1)
εaεc + {fc, {fa, fb}R(φ)}R(φ)(−1)
εcεb +
+{fb, {fc, fa}R(φ)}R(φ)(−1)
εbεa = ((((R(φ), fa), fb), fc), R(φ))(−1)
(εa+1)(εc+1) ≡
≡ ({fa, fb, fc}R(φ), R(φ))(−1)
εaεc . (3.26)
It is easily seen that condition (2.11) is equivalent to the vanishing of the 3-bracket (n = 3)
in (3.22). Thus, in this case the 2-bracket in (3.22) is the conventional Poisson bracket
considered in the previous section. Relation (3.26) is then just the Jacobi identities of the
Poisson bracket.
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Similarly to the case in the previous section formula (3.26) is not quite satisfactory
if we relax condition (2.11) since the Poisson bracket (n = 2) in (3.26) is given by (2.6)
which is valid only for functions belonging to M∗. However, if (2.11) is relaxed then
(fa, fb)Q /∈ M and the outer brackets in (3.26) are not the appropriate ones. Below it it is
shown that the correct expression have the same form except for a factor one-half in the
last equality.
Replace the functions in the generating function R(φ) by functions fa, ε(fa) = εa,
satisfying the antibracket Lie algebra
(fa, fb) = U
c
abfc, U
d
abU
f
dc(−1)
(εa+1)(εc+1) + cycle(a, b, c) ≡ 0. (3.27)
Note that the structure coefficients here are different from those in (3.9) due to the oddness
of the antibracket (ε(U cab) = εa + εb + εc + 1). Instead of (3.21) we have
R(φ)
←
∂ a= (R(φ), λ
b
a(φ)fb(−1)
εa+εb), ε(λba) = εa + εb, (3.28)
where integrability requires the parameter matrices λba(φ) (λ
b
a(0) = δ
b
a) to satisfy the
following Maurer-Cartan equation which is of a new type (cf.(3.11))
∂aλ
c
b + ∂bλ
c
a(−1)
εaεb = (−1)εaλeaλ
d
b (−1)
(εb+1)(εe+1)U cde(−1)
εc+εd+εe . (3.29)
The explicit solution is
λ˜ = (1− e−X)/X, λ˜ab ≡ λ
a
b (−1)
εa(εb+1), Xab ≡ φ
cUacb(−1)
εb(εa+1), (3.30)
where now φbλab (−1)
εb = φa(−1)εa . Note that we have here ε(φa) = εa + 1. Generalized
higher Poisson brackets are defined by (3.22). In particular we have therefore
{fa, fb}
′
R(φ) ≡ R(φ)
←
∂ a
←
∂ b (−1)
εa =
= λcaλ
d
b((R(φ), fd), fc)(−1)
(εb+1)(εc+1)+εa − (∂bλ
c
a)(R(φ), fc)(−1)
εaεb . (3.31)
This expression reduces exactly to the general ansatz (2.2) at φa = 0, and again we have
a complete control over the Jacobi identities since (3.24) is valid leading to identities like
(3.25) now involving the violation of the true Jacobi identities. We have explicitly
{fa, {fb, fc}R}R(−1)
εaεc + {fc, {fa, fb}R}R(−1)
εcεb +
+{fb, {fc, fa}R}R(−1)
εbεa =
1
2
({fa, fb, fc}R, R)(−1)
εaεc, (3.32)
where the higher Poisson bracket is given by
{fa, fb, fc}R(−1)
εaεc ≡ {fa, fb, fc}
′
R(φ)(−1)
εaεc
∣∣∣
φ=0
=
=
1
3
(
({fa, fb}R, fc)(−1)
εc+εaεc + cycle(a, b, c)
)
, (3.33)
where in turn the Poisson brackets are given by (2.2). Note that (3.32) differs from (3.8)
only by a factor. Also here the class of functions satisfying (3.27) includes all products of
such functions.
Instead of Leibniz’ rule (A.5) we have from (2.4)
{fafb, fc}R − fa{fb, fc}R − {fa, fc}Rfb(−1)
εbεc =
= −
1
2
(
(R, fa)U
d
bc(−1)
εb+εc + (R, fb)U
d
ac(−1)
(εa+1)(εb+1)
)
fd, (3.34)
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which in the case when fa are interpreted as constraint variables may be viewed as a weak
violation of Leibniz’ rule since it vanishes on the constraint surface, fa = 0. One may
notice that if a class of functions satisfy Leibniz’ rule for the Poisson bracket it is satisfied
for all higher Poisson brackets as well.
3.3 The most general brackets
If we consider the brackets (2.1) and (2.2) on the whole of the original manifold E and
require Q and R to satisfy (2.9) then we have a consistent scheme of generalized brackets
involving a tower of higher brackets on E . These higher brackets are defined by (3.15)
etc and (3.33) etc which may be extracted from the generating functions of the higher
brackets for functions satisfying Lie algebra relations in the original bracket. The Jacobi
identities of (2.1) and (2.2) are violated by the expressions (3.14) with (3.15) and (3.32)
with (3.33), which remarkably enough are valid for arbitrary functions on E . The cor-
responding relations for the higher brackets of functions satisfying Lie algebra relations,
which are obtained by identities like (3.7) and (3.25), should also be valid for arbitrary
functions. However, note that the brackets (2.1) and (2.2) violate Leibniz’ rule by the
expressions (2.3) and (2.4).
4 Generalized Maurer-Cartan equations
By means of generating functions of brackets of functions satisfying a Lie algebra in the
original brackets we were led to the most general definition of generalized antibrackets
and Poisson brackets in terms of higher brackets at the end of the last section. Although
there are no generating functions for such brackets involving arbitrary functions on E there
is a further generalization of generating functions which generate the above brackets for
functions in arbitrary involutions in the original bracket. This generalization involves a lot
of interesting features like a new type of master equation encoding new generalized Maurer-
Cartan equations. This is presented below. (For quantum antibrackets this construction
was given in [7].)
4.1 Functions in arbitrary involutions in a Poisson bracket sense.
Let E be a symplectic manifold and let fa be functions on E satisfying the Poisson algebra
{fa, fb} = U
c
abfc, ε(fa) ≡ εa, (4.1)
where the structure coefficients U cab now may be arbitrary dynamical functions. This case
is most efficiently treated if we extend the original phase space E by the ghost variables
Ca,Pa, ε(C
a) = ε(Pa) = εa + 1, satisfying {C
a,Pb} = δ
a
b . We may then always define an
odd nilpotent function Ω with ghost number one according to the prescription
Ω = Cafa + . . . , {Ω,Ω} = 0,
{G,Ω} = Ω, G ≡ CaPa(−1)
εa , (4.2)
where G is the ghost charge and where the additional terms in Ω depends on Pa (see [15]).
(Ω is the BFV-BRST charge.)
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Instead of the explicit form (3.1) of the generating function Q(φ) used in the previous
sections, we define here Q(φ) by the differential equation
Q(φ)
←
∂a= {Q(φ), Ya(φ)}, Q(0) ≡ Q, (4.3)
which is similar to (3.10). The connections Ya(φ), ε(Ya) = εa, satisfy the integrability
conditions (zero curvature condition)
Ya
←
∂b −Yb
←
∂a (−1)
εaεb = {Ya, Yb}, (4.4)
which in turn are integrable. Note that (4.3) implies
{Q(φ), Q(φ)}
←
∂a= −{Ya(φ), {Q(φ), Q(φ)}}. (4.5)
Thus, the boundary condition {Q(0), Q(0)} = 0 implies {Q(φ), Q(φ)} = 0, which shows
that Q→Q(φ) is a canonical transformation.
Generalized antibrackets may be defined by (3.4) with fa replaced by Ya. In particular
we have
(Ya(φ), Yb(φ))
′
Q(φ) ≡ −Q(φ)
←
∂a
←
∂b (−1)
εa =
=
1
2
(
{Ya, {Q(φ), Yb}} − {Yb, {Q(φ), Ya}(−1)
(εa+1)(εb+1)
)
−
−
1
2
{Q(φ), Ya
←
∂b +Yb
←
∂a (−1)
εaεb}(−1)εa , (4.6)
which should coincide with (2.1) at φa = 0. We expect therefore the last line in (4.6) to
vanish at φa = 0. Indeed, this is the case for the first rank quasigroup theories treated
below. For the next higher antibracket we find
(Ya(φ), Yb(φ), Yc(φ))
′
Q(φ)(−1)
(εa+1)(εc+1) ≡ Q(φ)
←
∂a
←
∂b
←
∂c (−1)
εaεc =
=
1
3
(
{(Ya, Yb)
′
Q, Yc}(−1)
εc+(εa+1)(εc+1) + cycle(a, b, c)
)
+
+
1
3
(
{{Q,Ya}, Yb
←
∂c +Yc
←
∂b (−1)
εbεc}(−1)εaεc + cycle(a, b, c)
)
+
+
1
6
(
{Q, (Ya
←
∂b +Yb
←
∂a (−1)
εaεb)
←
∂c}(−1)
εaεc + cycle(a, b, c)
)
, (4.7)
which differ from (3.32) by similar terms as (4.6) differ from (2.1). Again we expect these
deviations to vanish at φa = 0. The same situation is expected to occur for all higher
antibrackets, i.e. they are expected to coincide with the generalized higher antibrackets of
section 4 at φa = 0. As we already have mentioned in the previous section the generalized
brackets above do not satisfy Leibniz’ rule. However, for the functions Ya we have from
(2.3)
(YaYb, Yc)Q − Ya(Yb, Yc)Q − (Ya, Yc)QYb(−1)
εb(εc+1) =
=
1
2
{Ya, Q}{Yb, Yc}(−1)
εb +
1
2
{Ya, Yc}{Yb, Q}(−1)
εc(εb+1), (4.8)
where the right-hand side vanishes on the hypersurface determined by Pa = 0 and θa = 0.
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Following [7] we propose now the following manifestly BRST invariant expression for
the connections Ya in (4.3)
Ya(φ) ≡ {Ω,Ωa(φ)}, ε(Ωa) = εa + 1. (4.9)
The integrability conditions (4.4) become then in terms of Ωa
Ωa
←
∂b −Ωb
←
∂a (−1)
εaεb = (Ωa,Ωb)Ω −
1
2
{Ωab,Ω}, (4.10)
where we have introduced the Ω-antibracket defined in accordance with (2.1), i.e.
(A,B)Ω ≡
1
2
(
{A, {Ω, B}} − {B, {Ω, A}}(−1)(εA+1)(εB+1)
)
. (4.11)
We expect Ya(φ) to be of the form
Ya(φ) = λ
b
a(φ)fb(−1)
εa+εb + {possible ghost dependent terms}, λba(0) = δ
b
a, (4.12)
which makes (4.3) similar to (3.10), although λba(φ) may be dynamical functions here. The
definition (4.9) requires then Ωa to be of the form
Ωa(φ) = λ
b
a(φ)Pb + {possible ghost dependent terms}. (4.13)
This means in turn that (4.10) are generalized Maurer-Cartan equations for λba(φ), ε(λ
b
a) =
εa+ εb. The integrability conditions of (4.10) involve first derivatives of Ωab, a third order
antibracket, and a new function Ωabc. The subsequent integrability conditions involve
still higher Ω-antibrackets and functions Ωabc... with still more indices. However, these
integrability conditions are only implicit equations for the functions Ωabc....
Following the treatment in [7] we propose below in (4.17) one single master equation
involving only two basic dynamical functions which determines Ωa, Ωab, etc. One of these
dynamical functions is an extended BFV-BRST charge ∆ defined by
∆ ≡ Ω+ ηapia(−1)
εa , {∆,∆} = 0,
{φa, pib} = δ
a
b , ε(η
a) = εa + 1, ε(pia) = εa, (4.14)
where we have introduced the canonical conjugate variables pia to φ
a, now turned dynami-
cal, and the new ghost variables ηa, to be treated as parameters. The other basic function
is an even, extended ghost charge defined by
S(φ, η) ≡ G+ ηaΩa(φ) +
1
2
ηbηaΩab(φ)(−1)
εb +
+
1
6
ηcηbηaΩabc(φ)(−1)
εb+εaεc + · · ·
· · ·+
1
n!
ηan · · · ηa1Ωa1···an(φ)(−1)
(εa2+...+εan−1+εa1εan) + · · · , (4.15)
whereG is the ghost charge in (4.2). Ωa1···an(φ) are dynamical functions with the properties
ε(Ωa1···an(φ)) = εa1 + · · · + εan + n, {G,Ωa1···an} = −nΩa1···an . (4.16)
Thus, Ωa1···an has ghost number −n, which means that if we assign ghost number one to
ηa then ∆ has ghost number one and S has ghost number zero. We propose now that the
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functions Ωa1···an(φ) are related to the ones in the integrability conditions above and that
they are determined by the master equation
(S, S)∆ = {∆, S}, (4.17)
where the antibracket is defined by (2.1), i.e. we have
(S, S)∆ ≡ {{S,∆}, S}. (4.18)
Consistency requires {∆, S} to be nilpotent in a Poisson bracket sense since
{∆, (S, S)∆} = 0 ⇔ {{∆, S}, {∆, S}} = 0. (4.19)
The explicit form of {S,∆}(= −{∆, S}) is
{S,∆} = Ω+ ηa{Ωa,Ω}+ η
bηaΩa
←
∂b (−1)
εb +
1
2
ηbηa{Ωab,Ω}(−1)
εb +
+
1
2
ηcηbηaΩab
←
∂c (−1)
εb+εc +
1
6
ηcηbηa{Ωabc,Ω}(−1)
εb+εaεc +O(η4). (4.20)
Note that (4.17) may be written as {S, {S,∆}} = {S,∆} which when compared with
{G,Ω} = Ω is consistent with S as an extended ghost charge and with {S,∆} as an
extended BRST charge.
To zeroth and first order in ηa the master equation (4.17) is satisfied identically. How-
ever, to second order in ηa it yields exactly the integrability conditions (4.10). At the
third order in ηa it yields
Ωbc
←
∂a (−1)
(εb+1)εa +
1
2
(Ωa,Ωbc)Ω(−1)
εaεc + cycle(a, b, c) =
= −(Ωa,Ωb,Ωc)Ω(−1)
εaεc −
2
3
{Ω′abc,Ω},
Ω′abc ≡ Ωabc −
1
8
({Ωab,Ωc}(−1)
εaεc + cycle(a, b, c)) , (4.21)
where the higher Ω-antibracket is defined in accordance with (3.14). The above equations
are indeed consistent with the integrability conditions of (4.10). At higher orders in
ηa the master equation (4.17) yields equations involving still higher Ω-antibrackets and
functions Ωabc... with still more indices. These equations we expect to be consistent with the
integrability conditions of (4.21). This chain of integrability conditions will then terminate
as soon as a higher order antibracket is zero. We expect this level to be connected to the
rank of the theory, i.e. the highest power of Pa in Ω. For instance, if Ω is of rank r it would
be natural to have (Ωa1 ,Ωa2 , . . . ,Ωan)Ω = 0 for n > r + 1 in which case Ωa1a2a3···an = 0
for n > r (see below).
As an illustration of our formulas we consider now functions fa forming a quasigroup
rank one theory. In this case we have (cf.[7])
Ω = Cafa +
1
2
CbCaU cabPc(−1)
εc+εb . (4.22)
where {Ω,Ω} = 0 requires {fa, fb} = U
c
abfc and(
UdabU
e
dc + {U
e
ab, fc}(−1)
εcεe
)
(−1)εaεc + cycle(a, b, c) ≡ 0 (4.23)
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plus conditions on {U cab, U
f
de}. The latter conditions are satisfied if
{U cab, U
f
de} = 0, {{fd, U
c
ab}, U
g
ef} = 0, (4.24)
which are stronger conditions than what is required by {Ω,Ω} = 0. Here Ωa may be
chosen to be
Ωa(φ) = λ
b
a(φ)Pb, λ
b
a(0) = δ
b
a, (4.25)
where we assume that
{λba(φ), λ
d
c (φ)} = 0, ⇔ {Ωa(φ),Ωb(φ)} = 0. (4.26)
We require now
(Ωa,Ωb,Ωc)Ω = 0 ⇔ {(Ωa,Ωb)Ω,Ωc} = 0, (4.27)
which allows for the choice Ωab = 0 since (4.27) makes the antibracket (Ωa,Ωb)Ω satisfy the
Jacobi identities, which in turn makes (4.10) integrable without the need of a nontrivial
Ωab. All higher integrability conditions are then identically zero. Condition (4.27) is
satisfied if we impose
{λba(φ), U
c
de} = 0, {λ
b
a, {λ
d
c , fe}} = 0. (4.28)
All the above conditions specify quasigroups [16]. We turn now to eq.(4.10). We find then
(Ωa,Ωb)Ω = {Ωa, {Ω,Ωb}} = −λ
f
aλ
e
bU
d
efPd(−1)
εd+εe+εf+εbεf +
+
(
λca{fc, λ
d
b} − λ
c
b{fc, λ
d
a}(−1)
εaεb
)
Pd(−1)
εc (4.29)
which implies that eq.(4.10) here may be written as
∂aλ˜
c
b − ∂bλ˜
c
a(−1)
εaεb = λ˜eaλ˜
d
b U˜
c
de(−1)
εbεe+εc+εd+εe . (4.30)
where λ˜ba ≡ V λ
b
a and U˜
c
ab ≡ V U
c
ab, where in turn the differential operator V satisfies the
equation
∂aV = V ad(Ha), Ha ≡ λ
b
afb(−1)
εb (4.31)
where in turn ad(A)X = {A,X} for any dynamical functionX. The integrability condition
of (4.31) is
∂aHb − ∂bHa(−1)
εaεb + {Ha,Hb} = 0 (4.32)
which is equivalent to (4.30).
One may note that
Ya(φ) = {Ω,Ωa} = λ
b
afb(−1)
εa+εb +
+λbaC
dU cdbPc(−1)
εa+εc + Cb{fb, λ
c
a}Pc. (4.33)
If we assume Q(φ) to have zero Poisson bracket with the last term in (4.33), then (4.3)
reduces to (3.10), which was used for quasigroups in [3, 7].
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4.2 Functions in arbitrary involutions in an antibracket sense.
Let E be an antisymplectic manifold and let fa be functions on E satisfying the antibracket
algebra
(fa, fb) = U
c
abfc, ε(fa) ≡ εa, ε(U
c
ab) = εa + εb + εc + 1. (4.34)
The structure coefficients U cab are arbitrary dynamical functions and different from the
ones in (4.1) due to the oddness of the antibracket. This case is most efficiently treated
if we extend the original antisymplectic manifold E by the ghost and antighost variables
Ca, C∗a, ε(C
a) = εa, ε(C
∗
a) = εa +1, satisfying (C
a, C∗b ) = δ
a
b . We may then always define an
even function Ω with ghost number one according to the prescription
Ω = Cafa + . . . , (Ω,Ω) = 0,
(G,Ω) = Ω, G ≡ −CaC∗a (4.35)
where G is an odd ghost number function and where the additional terms in Ω depends on
C∗a (see [17]). In analogy with the previous construction we define the generating function
R(φ) by the differential equation
R(φ)
←
∂a= (R(φ), Ya(φ)), R(0) = R, (4.36)
where φa, ε(φa) = εa + 1 are parameters and where Ya(φ), ε(Ya) = εa, satisfies the
integrability conditions
Ya
←
∂b −Yb
←
∂a (−1)
(εa+1)(εb+1) = (Ya, Yb), (4.37)
which in turn are integrable. Ya(φ) is of the form
Ya(φ) = λ
b
a(φ)fb(−1)
εa+εb + {possible ghost dependent terms}, λba(0) = δ
b
a, (4.38)
which makes (4.36) similar to (3.28). (However, λba(φ) may be dynamical functions here.)
Since (4.36) implies
(R(φ), R(φ))
←
∂a= (Ya(φ), (R(φ), R(φ))), (4.39)
the boundary condition (R(0), R(0)) = 0 implies (R(φ), R(φ)) = 0 which shows that
R→R(φ) is an anticanonical transformation.
The generalized Poisson brackets are defined by (3.22) with fa replaced by Ya. In
particular we have
{Ya(φ), Yb(φ)}
′
R(φ) ≡ R(φ)
←
∂a
←
∂b (−1)
εa =
=
1
2
((Ya, (R(φ), Yb))− (Yb, (R(φ), Ya))(−1)
εaεb) +
+
1
2
(R(φ), Ya
←
∂b +Yb
←
∂a (−1)
(εa+1)(εb+1))(−1)εa . (4.40)
We expect the last line to vanish at φa = 0 in which case (4.40) coincides with (2.2).
Indeed, this is the case for the first rank quasigroup theories treated below. For generalized
higher order Poisson brackets we should have a dual situation to the one in (4.7), i.e. we
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expect them to coincide with the generalized higher order Poisson brackets in section 4.2
at φa = 0. Although the above generalized Poisson brackets do not satisfy Leibniz’ rule
according to (2.4), we have for the functions Ya
{YaYb, Yc}R − Ya{Yb, Yc}R − {Ya, Yc}RYb(−1)
εbεc =
= −
1
2
(R,Ya)(Yb, Yc)(−1)
εb+εc −
1
2
(Ya, Yc)(R,Yb)(−1)
εc(εb+1), (4.41)
which vanishes at the hypersurface determined by C∗a = 0 and θa = 0.
Analogously to (4.9) we propose here the following form for the connections Ya in
(4.36)
Ya(φ) ≡ (Ω,Ωa(φ)), ε(Ωa) = εa + 1. (4.42)
Comparison with (4.38) requires then Ωa to be of the form
Ωa(φ) = λ
b
a(φ)C
∗
b (−1)
εb + {possible ghost dependent terms}. (4.43)
The integrability conditions (4.37) become in terms of Ωa
Ωa
←
∂b −Ωb
←
∂a (−1)
(εa+1)(εb+1) = {Ωa,Ωb}Ω −
1
2
(Ωab,Ω), (4.44)
where we have introduced the Ω-bracket which is a Poisson bracket defined in accordance
with (2.2), i.e.
{A,B}Ω ≡
1
2
((A, (Ω, B)) − (B, (Ω, A))(−1)εAεB) . (4.45)
The form (4.43) means then that (4.44) is a new kind of generalized Maurer-Cartan equa-
tions for λba(φ), ε(λ
b
a) = εa + εb. It is clear that the integrability conditions of (4.44) will
involve higher order Poisson brackets and Ωabc··· with still more indices.
Also here we propose one single master equation involving only two basic dynamical
functions which determines Ωa, Ωab, etc. As in section 5.1 we first make φ
a dynamical
but now by the introduction of antifields φ∗a. Then we introduce new ghost variables η
a,
ε(ηa) = εa, which are to be treated as parameters. By means of φ
∗
a and η
a we define then
the extended even Ω-function, ∆, defined by
∆ ≡ Ω− ηaφ∗a(−1)
εa , (∆,∆) = 0
(φa, φ∗b) = δ
a
b , ε(η
a) = ε(φ∗a) = εa. (4.46)
In addition we introduce an odd function S(φ, η) defined by
S(φ, η) = G+ ηaΩa(φ)−
1
2
ηbηaΩab(φ)(−1)
εb +
+
1
6
ηcηbηaΩabc(φ)(−1)
(εa+εb+εc+εaεc) + · · ·
· · ·+
1
n!
ηan · · · ηa1Ωa1···an(φ)(−1)
(εa1+εa2+...+εan+εa1εan+n) + · · · , (4.47)
where G is the even ghost number function in (4.35). Ωa1···an(φ) are dynamical functions
with the properties
ε(Ωa1···an(φ)) = εa1 + · · · + εan + 1, (G,Ωa1···an) = −nΩa1···an , (4.48)
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where the last relation implies that Ωa1···an has ghost number −n . Thus, if we assign
ghost number one to ηa then ∆ has ghost number one and S has ghost number zero.
We propose now that the functions Ωa1···an(φ) are related to the ones in the integrability
conditions above and that they are determined by the master equation (cf.(4.17))
{S, S}∆ = (∆, S), (4.49)
where the Poisson bracket is defined by (2.2), i.e. we have
{S, S}∆ ≡ ((S,∆), S). (4.50)
Consistency requires (∆, S) to satisfy
(∆, {S, S}∆) = 0 ⇔ ((∆, S), (∆, S)) = 0. (4.51)
The explicit form of (S,∆)(= −(∆, S)) is
(S,∆) = Ω + ηa(Ωa,Ω)− η
bηaΩa
←
∂b (−1)
εb −
1
2
ηbηa(Ωab,Ω)(−1)
εb +
+
1
2
ηcηbηaΩab
←
∂c (−1)
εb+εc +
1
6
ηcηbηa(Ωabc,Ω)(−1)
εa+εb+εc+εaεc +O(η4). (4.52)
Also here (4.49) is of the form (G,Ω) = Ω with G given by S and Ω by (S,∆) which shows
that S may be viewed as an extended ghost charge.
To zeroth and first order in ηa eq.(4.49) is satisfied identically. However, to second
order in ηa it yields (4.44). The consistency condition (4.51) yields on the other hand
exactly (4.37) when (4.42) is used to second order in ηa. At the third order in ηa the
master equation (4.49) yields
Ωbc
←
∂a (−1)
εb(εa+1) +
1
2
{Ωa,Ωbc}Ω(−1)
(εa+1)(εc+1) + cycle(a, b, c) =
= {Ωa,Ωb,Ωc}Ω(−1)
(εa+1)(εc+1) −
2
3
{Ω′abc,Ω},
Ω′abc ≡ Ωabc +
1
8
(
(Ωab,Ωc)(−1)
(εa+1)(εc+1) + cycle(a, b, c)
)
, (4.53)
where the higher Ω-bracket is defined in accordance with (3.32). The above equations
are also integrability conditions of (4.44). At higher orders in ηa the master equation
(4.49) yields equations involving still higher Ω-brackets and functions Ωabc... with still
more indices. We expect these equations to coincide with the integrability conditions of
(4.53). This chain of integrability conditions will terminate as soon as a higher order
Poisson bracket is zero. Also here this level should be connected to the rank of the theory,
i.e. the highest power of C∗a in Ω. For instance, if Ω is of rank r it would be natural to
have (Ωa1 ,Ωa2 , . . . ,Ωan)Ω = 0 for n > r + 1 in which case Ωa1a2a3···an = 0 for n > r (see
below).
If we compare the above formulas with those of the previous subsection we notice
first that the master equations (4.17) and (4.50) are exactly dual. Then we notice that
(4.44), (4.46), (4.47), and (4.49) are dual to (4.10), (4.14), (4.15), and (4.20) with the
simple prescription that the Grassmann parities in the sign factors are changed one step,
ε→ε + 1. The same is true for (4.53) and (4.21) except for an additional sign in the last
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line due to the fact that we have made use of a Jacobi identity which does not satisfy the
simple rule above.
As an illustration of our formulas we consider now functions fa forming a quasigroup
rank one theory in the antibracket sense. In this case we have (cf.[17])
Ω = Cafa +
1
2
CbCaU cabC
∗
c (−1)
εb . (4.54)
where (Ω,Ω) = 0 requires (fa, fb) = U
c
abfc and
UdabU
e
dc(−1)
εb − (fa, U
e
bc)(−1)
εb + cycle(a, b, c) = 0 (4.55)
plus conditions on (U cab, U
f
de). The latter conditions are satisfied if we impose the conditions
(U cab, U
f
de) = 0, ((fd, U
c
ab), U
g
ef ) = 0, (4.56)
which are stronger than what is required by (Ω,Ω) = 0. In this case Ωa may be chosen to
be
Ωa(φ) = λ
b
a(φ)C
∗
b (−1)
εb , λba(0) = δ
b
a, (4.57)
where
(λba(φ), λ
d
c (φ)) = 0, ⇔ (Ωa(φ),Ωb(φ)) = 0. (4.58)
We require then
(Ωa,Ωb,Ωc)Ω = 0 ⇔ ({Ωa,Ωb}Ω,Ωc) = 0, (4.59)
which allows for the choice Ωab = 0 since (4.59) makes the Poisson bracket {Ωa,Ωb}Ω
satisfy the Jacobi identities due to (3.8), which in turn makes (4.44) integrable without
the need of a nontrivial Ωab. All higher integrability conditions are then identically zero.
Condition (4.59) is satisfied if we impose the conditions
(λba(φ), U
c
de) = 0, (λ
b
a, (λ
d
c , fe)) = 0. (4.60)
All the above conditions specify quasigroups in an antibracket sense. We turn now to
(4.44). We find then
{Ωa,Ωb}Ω = (Ωa, (Ω,Ωb)) = −λ
f
aλ
e
bU
d
efC
∗
d(−1)
εb+εe+εbεf −
−
(
λca(fc, λ
d
b )− λ
c
b(fc, λ
d
a)(−1)
(εa+1)(εb+1)
)
C∗d(−1)
εc+εd . (4.61)
Eq.(4.44) may then be written as
∂aλ˜
c
b + ∂bλ˜
c
a(−1)
εaεb = (−1)εa λ˜eaλ˜
d
b (−1)
(εb+1)(εe+1)U˜ cde(−1)
εc+εd+εe . (4.62)
where λ˜ba ≡Wλ
b
a and U˜
c
ab ≡WU
c
ab, where the differential operatorW satisfies the equation
∂aW =WAd(Ga), Ga ≡ λ
b
afb(−1)
εa+εb (4.63)
where in turn Ad(A)X ≡ (A,X) for any function X. The integrability condition of (4.63)
is
∂aGb − ∂bGa(−1)
(εa+1)(εb+1) + (Ga, Gb) = 0 (4.64)
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which is equivalent to (4.62).
One may note that
Ya(φ) = (Ω,Ωa) = λ
b
afb(−1)
εa+εb +
+λbaC
dU cdbC
∗
c (−1)
εa + Cb(fb, λ
c
a)C
∗
c (−1)
εc . (4.65)
If we assume R(φ) to have zero antibracket with the last terms, then (4.36) reduces to
(3.28). It is amusing that in the quasigroup case the expressions (4.54), (4.57), and (4.65)
for Ω, Ωa, and Ya may be obtained from (4.22), (4.25), and (4.33) by the replacement
Pa→C
∗
a(−1)
εa .
5 Conclusions.
We have considered antibrackets on symplectic manifolds and Poisson brackets on anti-
symplectic manifolds, as well as generating functions for these brackets. To every relation
in the first case we have found a dual one in the second case and vice versa. In our presen-
tation we have started with the simplest relations which we have successively generalized
to finally end up with the remarkable master equations (4.17) and (4.49) representing
generalized Maurer-Cartan equations. It might be useful to briefly summarize our results.
If we consider a (2n, 2n)-dimensional manifold E it may be either a symplectic or an anti-
symplecic manifold. In the case E is a symplectic manifold we define a pre-antibracket or
2-antibracket by (2.1). This bracket satisfies all properties of a conventional antibracket
except for the Jacobi identities (B.4) and Leibniz’ rule (B.5). We claim that if the odd
function Q satisfies {Q,Q} = 0 then we have a consistent set of generalized antibrackets
starting from the 2-antibracket (2.1). The higher order antibrackets may be expressed
in terms of the lower ones recursively. The general 3-antibracket is e.g. given by (3.15).
Depending on the properties of Q there is a certain level at which the higher order brackets
terminate. All these brackets are interrelated in such a way that the Jacobi identities for
(2.1) are not necessary for consistency. It is remarkable that just these brackets enter in a
natural way in the master equation (4.17). In a way this demonstrates their importance.
We have also given generating functions for these brackets: in section 3 for functions
satisfying Lie algebra relations, and in section 4 for functions in arbitrary involutions in
the original Poisson bracket. The 2-antibracket (2.1) satisfies the Jacobi identities only
if the 3-antibracket (3.15) vanishes according to (3.14). This condition either restricts
Q or the class of functions to be considered. When the 3-antibracket vanishes then all
higher antibrackets vanish. Leibniz’ rule (B.5) for the 2-antibracket leads then to further
restrictions. In section 2 we showed that if we restrict to a class of functions satisfying
an abelian algebra in the Poisson bracket then (2.1) is a true antibracket which can be
non-degenerate on this submanifold of E . Finally we have shown that all the above results
are valid if E instead is an antisymplectic manifold on which we define the pre-Poisson
bracket (2.2), i.e. all the above properties have their dual partners. In this latter case we
have obtained a new type of generalized Poisson brackets involving higher Poisson brack-
ets which are different from the Nambu brackets [14]. The higher brackets are directly
connected to the violations of the Jacobi identities. We have shown that these general-
ized Poisson brackets appear naturally in a new type of master equations for generalized
Maurer-Cartan equations for open groups in an antibracket sense.
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Finally, we would like to mention that we believe there are also dual equations to the
classical counterparts of the new Sp(2)-antibrackets and Sp(2) master equations intro-
duced in [18].
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Appendix A
Defining properties of the conventional Poisson bracket.
The defining properties of the Poisson bracket, {f, g}, for functions f, g on a manifold
S are
1) Grassmann parity
ε({f, g}) = εf + εg. (A.1)
2) Symmetry
{f, g} = −{g, f}(−1)εf εg . (A.2)
3) Linearity
{f + g, h} = {f, h}+ {g, h}, (εf = εg). (A.3)
4) Jacobi identities
{f, {g, h}}(−1)εf εh + cycle(f, g, h) ≡ 0. (A.4)
5) Leibniz’ rule
{fg, h} = f{g, h} + {f, h}g(−1)εgεh . (A.5)
6) For any odd/even parameter λ we have
{f, λ} = 0 any f ∈ S. (A.6)
The Poisson bracket can only be nondegenerate if the dimension of the even subspace of
S is even. (S is then a symplectic manifold.) If zA are independent coordinates on S then
we have explicitly (∂A ≡ ∂/∂z
A)
{f(z), g(z)} = f(z)
←
∂A ω
AB(z)∂B g(z), (A.7)
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where ωAB(z) satisfies (εA ≡ ε(z
A))
ωAB(z) = −(−1)εAεBωBA(z), ε(ωAB(z)) = εA + εB ,
ωAD(z)∂Dω
BC(z)(−1)εAεC + cycle(A,B,C) = 0. (A.8)
The last equalities follow from the Jacobi identities (A.4).
Appendix B
Defining properties of the conventional antibracket.
The defining properties of the antibracket (f, g) for functions f, g on a manifold A are
1) Grassmann parity
ε((f, g)) = εf + εg + 1. (B.1)
2) Symmetry
(f, g) = −(g, f)(−1)(εf+1)(εg+1). (B.2)
3) Linearity
(f + g, h) = (f, h) + (g, h), (εf = εg). (B.3)
4) Jacobi identities
(f, (g, h))(−1)(εf+1)(εh+1) + cycle(f, g, h) ≡ 0. (B.4)
5) Leibniz’ rule
(fg, h) = f(g, h) + (f, h)g(−1)εg(εh+1). (B.5)
6) For any odd/even parameter λ we have
(f, λ) = 0 any f ∈ A. (B.6)
The antibracket can only be nondegenerate if A is a supermanifold with the dimension
(n, n). (A is then an antisymplectic manifold.) If zA are independent coordinates on A
then we have explicitly
{f(z), g(z)} = f(z)
←
∂A E
AB(z)∂B g(z), (B.7)
where EAB(z) satisfies
EAB(z) = −(−1)(εA+1)(εB+1)EBA(z), ε(EAB(z)) = εA + εB + 1,
EAD(z)∂DE
BC(z)(−1)(εA+1)(εC+1) + cycle(A,B,C) = 0. (B.8)
The last equalities follow from the Jacobi identities (B.4).
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