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Abstract
We introduce an automatic machine learning (AutoML)
modeling architecture called Autostacker, which combines
an innovative hierarchical stacking architecture and an Evo-
lutionary Algorithm (EA) to perform efficient parameter
search. Neither prior domain knowledge about the data nor
feature preprocessing is needed. Using EA, Autostacker
quickly evolves candidate pipelines with high predictive ac-
curacy. These pipelines can be used as is or as a starting
point for human experts to build on. Autostacker finds in-
novative combinations and structures of machine learning
models, rather than selecting a single model and optimizing
its hyperparameters. Compared with other AutoML sys-
tems on fifteen datasets, Autostacker achieves state-of-art
or competitive performance both in terms of test accuracy
and time cost.
1 Introduction
Wolpert’s No Free Lunch theorem [3] implies that no
model can be expected to generalize well to all data. Ma-
chine Learning practitioners, upon encountering each new
dataset, must ask: What models can we use, and how can
we pick the best hyperparameters for our chosen model?
A successful choice of model often requires considerable
experience and knowledge; good choices of hyperpa-
rameters often come as the product of time-intensive
tuning. Automating both parts of the modeling procedure -
model selection and hyperparameter optimization - would
make the fruits of machine learning accessible to a wider
community, making it highly desired in both academia and
industry.
An AutoML system aims to do just that: providing
an automatically generated baseline to make it easier to
solve machine learning problems. Such a system takes
Figure 1: A typical pipeline generated by Autostacker. Each
column represents a layer. Each node in a layer represents
a machine learning primitive model (e.g, SVM, MLP). The
number of layers and nodes per layer can be specified be-
forehand or treated as a hyperparameter. The raw dataset is
used as input for the first layer. In the following layers, the
prediction results from each node will be added to the raw
dataset as synthetic features (new colors). The new dataset
generated by each layer is fed as input to the next layer.
in a formatted dataset as input and outputs one or more
modeling pipelines that achieve reasonable performance on
the dataset. Recent efforts in AutoML, such as AutoSklearn
[23] and TPOT [30] demonstrate success in a variety of
datasets.
In this work, we present an AutoML architecture called
Autostacker. Inspired by the stacking method [3][6] of
ensemble learning, Autostacker automatically discovers
pipelines made up of one or many models. Compared to
other AutoML frameworks, Autostacker demonstrates com-
petitive performance in both accuracy and time when eval-
uated on fifteen datasets. The following three properties of
Autostacker allow it to generalize well to new data:
• Cascading Despite the rise of ”big data”, many
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Figure 2: An overview of pipeline generation. We randomly generate initial pipelines and feed those into the basic EA
algorithm, looping the process to generate winning pipelines. The hyperparameters of each pipeline (number of layers and
nodes) can be explicitly defined by the user or tuned by Autostacker.
datasets are still small and sparse. We tackle this
challenge through cascading: always using the origi-
nal dataset in all stacking layers while concatenating
synthetic features in each stacking layer. More details
are provided in the Approach section below.
• Model Flexibility Existing AutoML frameworks gen-
erate a full pipeline that includes data preprocessing,
feature engineering, and model selection. Model
selection usually involves the optimization of a single
machine learning primitive, such as a Support Vector
Machine (SVM) [4], or a traditional ensemble method,
such as Boosting [1][2][5]. Autostacker allows for
flexible combinations of many machine learning
primitives, resulting in a larger search space.
• Evolutionary Search Algorithm EAs allow us to
tractably find good solutions in a large space of vari-
ables [9]. Such variables include the type of primitive
machine learning models, the configuration settings of
the framework (for instance, the number of primitive
models in each stacking layer) and the hyperparame-
ters in each primitive model. In our work, we consider
all of the elements above as hyperparameters. Instead
of treating AutoML as an optimization problem [23],
we model it as a search problem in this large space
of hyperparameters. Exploiting the parallel nature of
Evolutionary Algorithms, Autostacker quickly finds
good candidate pipelines. As shown in the Results sec-
tion, we achieve competitive performance with only a
very basic version EA.
2 Related Work
2.1 Stacking and Cascading
Stacking is a decades-old method of ensemble learning
[3]. The first layer takes in the original dataset; the next
layer is fed the outputs of the classifiers in the first layer,
and so on so forth. Intuitively, the later layers can learn the
mistakes that classifiers in the previous layers make, and
correct them. The related approach of cascading - taking the
output of one model and feeding it into another - was first
explored as an ensemble learning technique in the work of
Viola and Jones [8]. Data is fed through a series of binary
classifiers. If a classifier outputs true, the data travels to the
next classifier; if a classifier outputs false, the iteration ends
and the cascade returns false. If the last classifier is reached
and outputs true, the cascade returns true. Cascaded Clas-
sification Models (CCMs), a more sophisticated approach
to cascading, was introduced by Heitz et al. [14] as a way
to decompose the complex problem of scene understanding
into component problems. We believe that neither stacking
nor cascading have been explored in the AutoML literature.
2.2 Automatic Machine Learning
AutoML research has focused on combining two tasks:
machine learning pipeline building and intelligent model
hyperparameter search. Auto-Weka [21][27] selects a sin-
gle machine learning primitive and optimizes its hyperpa-
rameters. Auto-Weka is built on top of Weka [13], and
uses Bayesian Optimization (Sequential model-based opti-
mization) to search for optimal hyperparameter settings of
the pipeline. The pipeline here follows the traditional ma-
chine learning work process: from data preprocessing, fea-
ture engineering to single model prediction. However, fixed
2
order pipelines, especially with a single model prediction,
are not suitable for complicated problems or small sample
datasets. AutoSklearn [23] follows a similar methodology
as above, using the scikit-learn [17] machine learning li-
brary as a toolbox, as well as Bayesian Optimization to tune
hyperparameters.
There are also several works on Bayesian Optimiza-
tion which are designed specifically for large scale pa-
rameter configuration problems like AutoML. For exam-
ple, RoBO [31] includes multiple implementations of dif-
ferent Bayesian Optimization algorithms with the flexibil-
ity of changing the components of this process. Hyperopt
[19] takes advantage of Sequential model-based optimiza-
tion and considers the choice of classification models and
preprocessing models together as an integral optimization
problem. Other Bayesian approaches for large scale param-
eter search include SMAC [16] and Spearmint [18].
The use of EAs to perform hyperparameter optimization
in an AutoML setting was recently explored in the TPOT ar-
chitecture [29]. Extending the traditional ”data scientists’”
pipeline used in AutoWeka and Autosklearn, TPOT allows
for parallel feature engineering prior to model prediction.
Subsequently, TPOT uses Evolutionary Algorithms to treat
the parameter configuration problem as a search problem.
All of the aforementioned approaches, however, focus on
configuring a single machine learning primitive, with tradi-
tional ensemble architectures as a supplement. AutoSklearn
allows ensemble models to be built on the fly but it only
considers traditional ensemble approaches. Ensemble Se-
lection [10] was found to have robust and efficient perfor-
mance while stacking [3] and gradient-free numerical op-
timization tended to be less efficient and to easily overfit
[23].
Autostacker, on the other hand, is an ensemble method
by default. It handles single model and ensemble ap-
proaches simultaneously as basic primitives. The cascad-
ing architectures generated by Autostacker allow synergis-
tic combinations of ML primitives to ”correct each oth-
ers mistakes” and improve generalization. Moreover, Au-
tostacker allows multiple ensemble models to be used in
the same architecture. We believe that Ensemble Learning
deserves deeper consideration in the AutoML process, as
it is generally more robust and can outperform individual
models most of the time [7][11][15].
Thus, instead of taking the traditional route of design-
ing an AutoML system that learns to choose a single model
and optimize it, we encourage Autostacker to find innova-
tive combinations or arrangements of ML primitives. We
hypothesize that this model flexibility is a major factor in
Autostacker’s empirical success when compared to other
AutoML systems.
However, by stacking models on top of each other, our
search space is much larger than that of single-model Au-
toML systems such as TPOT or AutoSklearn. Naturally the
primitives in a candidate pipeline need to be optimized as
well, further compounding our problem. We tackle this is-
sue by using a basic Evolutionary Algorithm, rather than
Bayesian Optimization, to find suitable hyperparameters.
EAs have recently seen a renaissance in other fields of ma-
chine learning such as neural network optimization and re-
inforcement learning [28][33], confirming their status as
an optimization workhorse when dealing with large search
spaces. We note that TPOT also uses EAs to perform pa-
rameter search.
3 METHODS
3.1 Problem Setting
In supervised learning, a model acts as a mapping func-
tion f i from the sample input data X to the output data Y:
Y← f iH,Θ(X) (1)
The model f i, belonging to a family of models F , is gov-
erned by two parameters. Here we call H hyperparame-
ters, and Θ model parameters. In AutoML, the focus lies
in choosing the appropriate f i and finding good H; Θ is
delegated to the training process. The scope of H varies
between different systems.
Furthermore, to make the definition of the problem clear,
we will use the terminology listed below throughout this
paper:
• Primitive and Pipeline: primitive denotes an existing
machine learning model, such as a DecisionTree. In
addition, these also include traditional ensemble learn-
ing models, such as AdaBoost and Bagging. The
pipeline is the output of Autostacker, which is a sin-
gle primitive or a combination of primitives.
• Layer and Node: Figure 1 shows the architecture of
Autostacker, which is formed by multiple stacking lay-
ers and multiple nodes in each layers. Each node rep-
resents a machine learning primitive model.
3.2 System Architecture
The working process of Autostacker is shown in Figure 2
and a sample pipeline built by Autostacker is shown in Fig-
ure 1. Each pipeline consists of multiple layers, where each
layer contains multiple nodes. These nodes are primitive
machine learning models. The ith layer takes in the dataset
Xi, and outputs the prediction result Yi,j , where Yi,j de-
notes the prediction result of the jth node in the ith layer
(i = 0, 1, 2, ..., I , j = 0, 1, 2, ..., J). After each layer’s pre-
diction, we add these prediction results back to the dataset
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used as input to the layer as synthetic features, and then use
this newly generated dataset as the input of the next layer.
In other words, the input of ith layer Xi is updated as fol-
lowing:
Xi = Xi−1 ∪ Yi−1,0 ∪ Yi−1,1 . . . ∪ Yi−1,J′ (2)
where J ′ is the number of nodes in (i − 1)th layer. With
each new layer, the dataset gets more and more synthetic
features until the last layer which only consists of a single
node. We take the output of the last layer as the final output
of this machine learning problem.
Again, if we use fk to denote the kth (k = 0, 1, 2, ...,K)
feature in the dataset, the final dataset will contain
(K + 1) +
I−1∑
i=0
(Ni + 1) (3)
features in total and this new dataset will be used in the last
layer prediction. Ni (0,1,2,...) is the number of nodes in the
ith layer. The total number of features in the dataset before
the last layer can be specified by users.
Unlike the traditional stacking algorithm in ensemble
learning, which only feeds the prediction results into next
layer as inputs, this proposed architecture always cascades
the information directly from the raw dataset. To our best
knowledge, it is the first time that this algorithm is general-
ized and incorporated into AutoML system, although sim-
ilar methods have been tried in practice to solve specific
machine learning problems. Here are the considerations:
• The number of items in the dataset could be very small.
If so, the prediction result from each layer could con-
tain very little information about the problem and it is
very likely that the primitives bias the outcomes a lot.
Accordingly, throwing away the raw dataset could lead
to high-biased prediction results which is not suitable
for generalization, especially for situations where we
could have more training data in the future.
• Moreover, by combining the new synthetic features
with the raw dataset, we implicitly give some fea-
tures more weight when these features are important
for prediction accuracy. Yet we do not throw away the
raw dataset, as in regular stacking, because we do not
fully trust the primitives in each individual layers. We
can consequently reduce the influences of bias coming
from individual primitive and noise coming from the
raw dataset.
The hyperparameter space in Autostacker consists of
four parts:
H =

type of each primitive
each model hyperparameter within each primitive
number of layers in each pipeline
number of nodes in each layer
(4)
The following attributes of Autostacker can be config-
ured by the user based on their computational resources
and/or time constraints:
• I and J : the maximum number of layers and the max-
imum number of nodes corresponding to each layer.
• The types of the primitives. Here we provide a dictio-
nary of primitives which only serves as a search space.
Additional primitives can be added.
Note that Autostacker provides two ways of specifying
I and J . The default mode is to let users simply specify the
maximum range of I and J . Only two positive integers are
needed to enable Autostacker to explore different configu-
rations. There are two advantages here: 1. This mode frees
the system of constraints and allows for the discover of fur-
ther possible innovative pipelines. 2. The search process
achieves a significant speedup. We will illustrate this point
in the Experiment section later.
Another choice is to explicitly denote the value of I and
J . This allows systems to build pipelines with a specific
number of layers and number of nodes per layer based on
allowed computational power and time.
The search algorithm for finding the appropriate hyper-
parameters is described in the next section.
3.3 Search Algorithm
In this paper, a basic Evolutionary Algorithm (EA) has
been chosen as the search algorithm to find the group of hy-
perparametersH which create better model pipelines. Our
bare-bones EA only involves mutation and cross-over, with
no sophisticated techniques. As we will show later, our sys-
tem can already achieve significantly better performance
with this straightforward baseline algorithm. Algorithm 1
provides the details of this algorithm in our system.
First, we generate N completed pipelines by randomly
selecting the hyperparameters. Then we run a one-step
mutation on top of half of these pipelines to get another
N/2 pipelines. The candidates for mutation are chosen ran-
domly. We then use another N/2 pipelines to run cross-
over. By now, we can already get another new N pipelines
in total.
The one-step mutation randomly changes one of the hy-
perparameters in H as in set (4). One example could be
the number of estimators in a Random Forest Classifier, or
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replacing a SVM classifier with a logistic regression classi-
fier. Cross-over exchange part of a pair of pipelines’ topol-
ogy. For example, we can take the first half of the layers
in one pipeline and the second half of the layers in another
pipeline to formalize a new pipeline.
Now we train these 2N pipelines and evaluate them
through cross validation. Then N pipelines with the high-
est validation accuracies are selected as the seed pipelines
for the next generation of mutation and cross-over. Once
the seed pipelines are ready, another one-step mutation and
cross-over will be applied on them and another round of
evaluation and selection will be executed afterwards. The
same loop continues until the end of all the iterations, where
the number of iterations M can be specified by users.
3.4 Training and Testing Process
This section presents the training and testing proce-
dure. The training process happens in the evaluation step
as shown above. Corresponding to our hierarchical frame-
work, the pipeline is trained layer by layer. Inside each
layer, each primitive is also trained independently with the
same dataset. The next layer is trained on a concatenation
of the previous dataset with the prediction results from the
previous trained layer. Similarly, the validation process and
testing process share the same mechanism but with valida-
tion set and test set respectively.
After training and validating the pipelines, we pick the
first ten pipelines with the highest validation accuracies as
the final output of Autostacker. We believe that these ten
pipelines can provide better baselines for human experts to
get started with the problem. Outputting a range of model-
ing options, rather than just the top single pipeline directly,
allows the user more flexibility in her modeling process. We
also consider the effect of small, unbalanced datasets; when
taking in such datasets, it is difficult to guarantee that per-
formance in the validation process can fully represent that
on the test set. For example, two pipelines with the same
validation results might behave very differently on the same
test dataset. Hence, we consider it necessary to provide a
set of candidates which can be guaranteed to do better on
average so that human experts can fine tune the pipelines.
3.5 Scaling and Parallelization
Another significant advantage of our approach is that the
system is very flexible to scale up and parallelize. This huge
advantage comes for free when using Evolutionary Algo-
rithms. Starting from the initial generation, one-step muta-
tion, one-step cross-over, training, validation to evaluation,
each pipeline runs independently, which means that each
worker can work on one pipeline alone.
Algorithm 1 Basic EA Search
1: N = 200
2: M = 10
3: iter init = Random(N)
4: for iter in M do
5: Randomly sperate iter init into two equal parts,
we get
6: iter init 1 and iter init 2.
7: new gen 1 =MUTATION(iter init 1)
8: new gen 2 = CROSSOV ER(iter init 2)
9: new gen = new gen 1 + new gen 2
10: eva pip = iter init ∪ new gen
11: eva result = EV ALUATE(eva pip)
12: sel pip = SELECT (eva pip, eva result,N)
13: iter init = sel pip
14: end for
15: Return sel pip
16: function MUTATION(list pip)
17: for each integer i in length of list pip do
18: list pip[i] = list pip[i] with one change in set
(4)
19: end for
20: Return list pip
21: end function
22: function CROSSOVER(list pip)
23: for each pair (pip 1, pip 2) in list pip do
24: Randomly separate pip 1 into two parts.
25: Randomly seprate pip 2 into two parts.
26: Combine the 1st part of pip 1 with the 2nd part
of pip 2.
27: Combine the 1st part of pip 2 with the 2nd part
of pip 1.
28: Update pip 1 and pip 2 in list pip
29: end for
30: Return list pip
31: end function
32: function EVALUATE(list pip)
33: Train the list pip
34: for each integer i in length of list pip do
35: eva result[i] = CV (list pip[i])
36: end for
37: Return eva result
38: end function
39: function SELECT(eva pip, eva result,N )
40: sel pip = the N pips with highest eva result
41: Return sel pip
42: end function
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There is no frequent communication or sequential deci-
sion making among all the workers and each worker can
run through the pipeline separately. Workers only need to
share their validation results so they can be ranked by the
end of each iteration. One shot selection, based on the
validation accuracy, is subsequently applied on the outputs
of the parallel workers. More specifically, in terms of the
Algorithm 1 described above, Random(), MUTATION(),
CROSSOVER(), and EVALUATE() function are all very
easily parallelized when the system runs.
4 EXPERIMENTS
4.1 Dataset and Preprocessing
To show the performance of our system, we select
15 datasets from the benchmark dataset provided in [32]
which collects datasets from public data resources, such as
OpenML [22] and UCI [20] etc., as the sample experimental
data. According to the result published in TPOT, we arbi-
trarily choose 9 datasets claimed to have better results in
TPOT comparing with Random Forest Classifier, 4 datasets
with worse performance in TPOT and 2 datasets with same
performance with Random Forest Classifier in TPOT. We
limit the total number of datasets to be 15 to show here to
cover all cases of datasets used in TPOT. These datasets
come from different problem domains and target different
machine learning tasks including binary classification and
multi-class classification.
There is no data preprocessing nor feature preprocess-
ing currently involved in Autostacker. It would be certainly
possible to use preprocessing on the dataset and features as
another building block or hyperparameter in Autostacker,
and we also provide this flexibility in our system. Never-
theless, in this paper we focus only on the modeling process
to show our contribution to the architecture and automation
process. Before each round of the experiment, we shuf-
fle and partition the dataset to 80%/20% as training/testing
data. Our code will be released.
4.2 Baseline Comparison
The goal of Autostacker is to automatically provide a
better baseline pipeline for data scientists. Thus, the base-
line we choose to compare with should be able to represent
the prediction ability of pipelines coming from the initial
trials of data scientists. The baseline pipeline that we com-
pare with is chosen to be Random Forest Classifier with the
number of estimators being 500 as ensemble learning mod-
els like Random Forest have been shown to work well on
average in practice when considering multi-model predic-
tions. We further compare our results to those of the TPOT
model [29], one of the more recent and popular AutoML
systems, as well as AutoSklearn [23], which won 1st place
in the final phase of 2016 AutoML challenge [26]. Both
TPOT and AutoSklearn have open-sourced their systems.
Hence, the current versions of these two systems have been
improved a lot than the initial published versions by both
the authors and the AutoML community. We use the most
recent open-source versions of these two systems in our ex-
periment.
Table 1: Primitive List in Autostacker
Perceptron AdaBoostClassifier
LogisticRegression XGBClassifier
SVC MLPClassifier
DecisionTreeClassifier BernoulliNB
KNeighborsClassifier MultinomialNB
RandomForestClassifier GradientBoostingClassifier
BaggingClassifier ExtraTreesClassifier
Currently, our primitives are from the scikit-learn library
[17] and XGBoost library [25] as shown in Table 1. In Au-
tostacker, users are allowed to plug in any primitives they
like as long as the function signatures are consistent with
our current code base. In terms of the basic structure (num-
ber of layers and number of nodes per layer) of the candi-
date pipelines, as we mentioned above, there are two types
of settings provided in Autostacker. In this section, we show
the performance of the default mode of Autostacker: dy-
namic configurations. We specify the maximum number of
layers as 5 and the maximum number of nodes per layer as
3.
4.3 Results
In this section, we will show the results of the test accu-
racy and time cost of Autostacker as well as comparisons
with the Random Forest, TPOT and AutoSklearn. The test
accuracy is calculated using balanced accuracy [12]. We re-
fer to them as test accuracy in the rest of this paper. We ran
10 rounds of experiments for Random Forest Classifier and
3 to 10 rounds of experiment for TPOT based on the compu-
tation and time cost. For Autostacker, only 3 rounds of ex-
periments are executed on each dataset and the datasets get
shuffled before each round. The testing accuracies shown
here come from the 10 top ranked pipelines outputted by
Autostacker per round. Thus, the figure contains 30 test re-
sults in total. For AutoSklearn, we run 10 trials on each
dataset with 1 hour time limitation for each round. The
notches in the box plot represent the 95% confidence in-
tervals of median values. We ran our experiments using 24
CPU machines with 40GB of memory.
The first two rows in Figure 3 show test accuracy com-
parisons on the 15 sample datasets. We make several key
observations based on the results:
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Figure 3: Test Accuracy and Time Cost Comparison.
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Figure 4: Autostacker outperforms all other architectures
on average. The y-axis shows the number of datasets that
each architecture outperforms all the other architectures.
• Autostacker achieves 100% better test accuracy com-
pared with Random Forest Baselines, 12 out of 15 bet-
ter accuracy compared with TPOT, and 9 out of 15 bet-
ter accuracy compared with AutoSklearn.
• Autostacker is robust - it provides a good baseline
on every dataset. Random Forest fails to give mean-
ingful results on the parity5 and parity5+5 datasets,
and TPOT fails to provide better baselines than Ran-
dom Forest Classifier on the breast-cancer, pima,
ecoli, wine-recognition, and cars datasets after mul-
tiple hours of computation time. AutoSklearn also
fails to outperform any model on heart-h and wine-
recognition.
The third row in Figure 3 shows the time cost of TPOT
and Autostacker. We do not show the time cost of Au-
toSklearn here because it is mandatory to specify the time
limitation of AutoSklearn beforehand or AutoSklearn will
choose to use the default 1 hour as time limitation. We
use this default setting in all of our experiments. As
we show here, Autostacker largely reduces the time usage
up to 6 times compared to TPOT. Notably, TPOT seems
to struggle with larger datasets (hill valley, dis, and par-
ity5+5). Autostacker also uses less time than AutoSklearn
on 11 datasets. Interestingly, AutoSklearn outperforms
Autostacker in both time and accuracy on three datasets
(Hill Valley, allhypo, and vehicle). It is tempting to con-
clude that AutoSklearn performs better on larger datasets
due to this observation, but we note that Autostacker had the
highest test accuracy on the largest dataset (dis, 3772 sam-
ples). In terms of smaller datasets, however, Autostacker
seems to have a natural advantage.
In conclusion of the experiment results summarized in
Figure 4, the output of Autostacker improves the base-
line pipeline sufficiently enough for human experts to start
with better pipelines within a short mount of time, and Au-
tostacker outperforms all the baseline systems on average
on all the sample datasets.
5 DISCUSSION
Despite great performance on the fifteen dataset bench-
mark, Autostacker still has several limitations. Here we will
describe these limitations and possible future solutions:
• Many modern approaches and architectures achieve
excellent results on large, high dimensional datasets
and multi-task problems. Deep Learning, for exam-
ple, has become a dominant approach in fields such as
computer vision or natural language processing [24].
Our current primitive library and modeling structure
does not scale well to these problems. One direction
of future work could be to incorporate more advanced
primitives into Autostacker’s catalog and to use them
as necessary.
• Autostacker can be made more efficient with better
search algorithms. Many variants of evolutionary al-
gorithms expand on the basic version used in our work.
Experimenting with different algorithms may cause
Autostacker to search faster or find better pipelines.
We also believe a rigorous statistical analysis will help
us better understand the output of Autostacker: why
certain architectures are chosen, or how those archi-
tectures evolve over time.
6 CONCLUSION
In this work, we proposed Autostacker, an AutoML sys-
tem inspired by stacking, cascading, and evolutionary algo-
rithms. Despite the lack of data preprocessing and feature
selection, Autostacker still outperforms competing AutoML
systems on a wide variety of datasets in both accuracy and
speed. We hope to provide a new benchmark in AutoML
which bears the potential to incorporate more primitives and
preprocessing techniques.
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