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ABSTRACT
THE INFLUENCE OF A PRE-EXISTING SNOW PACK ON AN
EXTRATROPICAL CYCLONE
Robert Fritzen, M.S.
Department of Geographic and Atmospheric Sciences
Northern Illinois University, 2017
Walker Ashley, Director
Baroclinic instability is one of the primary drivers of the extratropical cyclogenesis and
maturation. During the cool-season months in the continental mid- and high-latitudes, changes
in lower-tropospheric thermal gradients and, thus, baroclinity can occur due to alterations in
land-surface snow coverage. As the climate system warms, reduced cool-season snow pack may
occur across these continental regions. An assessment of how this possible change in seasonal
snow pack affects extratropical cyclone tracks and intensity is important since these storms
produce a large proportion of the hazards and sensible weather in these regions. Using a
numerical modeling framework, this thesis analyzes the effects of enhanced, as well as reduced,
snow pack on a North American cyclone case that was driven primarily by lower-tropospheric
thermal gradients and related baroclinic instability. Several ensemble families of the Weather
Research and Forecasting model (WRF) using various schemes of land surface, microphysics,
and radiation are generated to study the effects of changing snow pack character on the selected
storm. Diagnostic images such as surface charts, 850-700 hPa frontogenesis, and precipitation
fields are analyzed to determine the influence, if any, snow pack had on the simulated
extratropical cyclone’s intensity, track, and precipitation. It was hypothesized that under an
enhanced snow pack, the lower-tropospheric thermal gradient near the storm would be more
intense, resulting in larger baroclinic instability. This enhancement of a fundamental ingredient
for extratropical system formation and intensification was expected to promote a stronger storm
characterized by a deeper central sea level pressure, as well as a possible shift in track and

resulting precipitation fields. Conversely, the reduced snow pack simulations were expected to
result in reduced baroclinity and storm intensity. Results from the experimental modeling
framework demonstrate that low-level baroclinity acted to modify the frontogenesis of the
cyclone, changing the coverage and intensity of precipitation, while the cyclone’s minimum
pressure and track remained largely unchanged. This case study suggests that future climate
scenarios in which reduced snow cover is present may result in cyclones with precipitation
covering a smaller area, but with at a higher intensity.
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CHAPTER ONE
INTRODUCTION
Extratropical cyclones are responsible for various winter weather phenomenon and
hazards, ranging from heavy snows, to gusty winds, and extreme cold events (Lackmann, 2011).
A widely accepted theoretical explanation of the process by which cyclogenesis occurs is
baroclinic instability, the growth of small scale disturbances in an unstable environment
(Charney, 1947; Eady, 1949). Research has explored the controls and aspects of baroclinic
instability, determining that a reinforcing interaction between lower tropospheric thermal
gradients and potential vorticity at the steering level has the greatest effect on the development
and maintenance of the instability (Robinson, 1989). Since surface snow and ice cover can
reduce local temperatures by up to 7°C under ideal circumstances (Mote, 2008), understanding
the role this part of the ever-changing cryosphere plays on the development and maintenance of
baroclinic instability is an important question. For instance, when the entire conterminous
United States was covered in snow, researchers found that extratropical cyclones were weakened
due to a lower surface energy budget (Elguindi et al., 2005). However, disturbance centers that
passed within 350 km of the snow-pack extent have been shown to strengthen in a zone of
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maximized baroclinic instability partly explained by the land-cover gradient (Rydzik and Desai,
2014).
This thesis aims to answer one key question: Do cool-season extratropical cyclones
controlled primarily by baroclinic instability change the storm’s intensity, track, and
precipitation character as the snow pack extent is increased or reduced in proximity to the
surface low pressure? This question will be assessed by employing the Weather Research and
Forecasting (WRF) in an ensemble modeling framework on an observed extratropical cyclone
that crossed the central United States. Chapter 2 analyzes past literature pertinent to this thesis,
explaining baroclinic instability and affiliated generating mechanisms that will be explored by
this research. Chapter 3 provides details on the data set used, and the methods by which the
research questions are answered. Chapter 4 explores the results of the ensemble run, and the
results are discussed and summarized into a conclusion in Chapter 5.

CHAPTER TWO
BACKGROUND
Overview
This survey analyzes recent and historical findings regarding the development and
maintenance of baroclinic instability, how baroclinic instability contributes to the development
of extratropical cyclones, and the possible effects of climate change on the variables that control
baroclinic instability. Prior studies on extratropical cyclones and respective connections to
baroclinic instability will be analyzed and reviewed. Research that explains climatological
connections to baroclinic instability will be reviewed and critiqued.

Baroclinic Instability and Extratropical Cyclones

During the cool and transition-season months (September – May) in the United States,
extratropical cyclones can cause hazardous weather conditions that can have a variety of effects
on society and the economy. These systems can generate heavy snowfall, sleet and freezing rain,
gusty winds, and frigid temperatures for large swaths of the country. Extratropical cyclones
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form through tropospheric disturbances. Wave patterns in the mid- and upper-level of the
troposphere promote the transport of mass and momentum by means of disturbances in the
pattern (Lackmann, 2011). At the surface, these extratropical cyclones manifest as areas of low
pressure with a variety of sensible weather effects. The most notable surface extratropical
cyclones form through continued advection of cyclonic potential vorticity, which is absolute
cyclonic rotation of an air parcel that is enclosed between two isentropic surfaces; one such
product of sustained cyclonic potential vorticity is baroclinic instability (Martin, 2006;
Lackmann, 2011).
Baroclinic instability is defined as the growth of initially weak disturbances contained
within a vertically sheared base state, and is shown as a reinforcing interaction between
disturbances in potential vorticity at different levels of the atmosphere (Charney, 1947;
Robinson, 1989; Lackmann, 2011). Early studies on baroclinic instability used a simplified base
state on the atmosphere that did not require a preexisting frontal zone. While these studies did
not mirror the state of the atmosphere, a derivation of the simplest possible system permitted the
solution to retain the dynamical essence of the atmosphere (e.g. Charney, 1947; Eady, 1949). It
was demonstrated that extratropical cyclones originate as waves of instability that exist as a
small disturbance in the overall flow. These waves, commonly referred to as baroclinic waves,
are a result of the interaction of potential vorticity at different levels in the atmosphere (Charney,
1947; Robinson, 1989). Furthermore, instability on the scale of short wave troughs (3000 –
4500km in wavelength) in an environment of vertical shear exhibit the most efficient cyclone
growth (Charney, 1947; Martin, 2006).
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The character of, and trend in, baroclinic instability is important to the development,
sustenance, or decay of a cyclone. Prior studies (e.g. Charney, 1947; Robinson, 1989;
Lackmann, 2011) examined baroclinic instability as a reinforcing interaction between potential
vorticity at different levels in the atmosphere. The structure of differences in potential vorticity,
therefore, establishes a theoretical background to what contributes to the growth and decay of
baroclinic instability. Thermal gradients were explored by Heckley and Hoskins (1982), where
three conditions were tested to demonstrate the effects of potential vorticity on baroclinic waves.
Surface and upper-level thermal gradients were applied as a variable of the study; changes in the
growth (decay) rates were observed in the presence of strong (weak) surface thermal gradients
(Heckley and Hoskins, 1982). Furthermore, baroclinic instability was demonstrated to be
maintained by the reinforcing interaction between surface temperature and potential vorticity at
the steering level (e.g., 500 hPa); this growth rate however, was determined to be severely
reduced by the upper lobe of the disturbance (Robinson, 1989). Baroclinic waves were found to
mostly remain present for a period of four to nine days, some developing anticyclonic flow and
others remaining purely cyclonic before dissipating completely (Thorncroft et al., 1993).
The connection between baroclinic instability and cyclogenesis therefore comes from
derived relationships established through fluid dynamics. Most synoptic-scale systems,
including extratropical cyclones, have been demonstrated to form through baroclinic instability
(Holton, 2004; Martin, 2006; Lackmann, 2011). As baroclinic instability is dependent upon
meridional temperature gradients, particularly at or near the surface (Heckley and Hoskins,
1982), the thermal wind relationship demonstrates how baroclinic instability becomes dependent
on vertical shear profiles (Robinson, 1989), and therefore tends to be maximized along the region
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of the polar frontal zone (Holton, 2004). These maxima were explored by Lindzen and Farrel
(1980) and Hoskins and Valdes (1990), who developed a simple relationship defining the
maximized baroclinic instability based on a simple relationship of stability and wind shear
𝜎𝐵𝐼 = 0.31

𝑓 𝑑𝑉

(1)

𝑁 𝑑𝑍
𝑑𝑉

where 𝑓 is the Coriolis parameter, 𝑁 is the Brunt-Väisälä frequency, and 𝑑𝑍 the change in wind
velocity with height. Equation 1 can be rearranged using the definition of the Brunt-Väisälä
frequency as shown by Rydzik and Desai (2014)
𝜎𝐵𝐼 = 0.31

𝑓
𝑔 𝜃 −𝜃
√ ( 𝑈 𝐿)
𝜃𝑀 Z𝑈 −Z𝐿

𝑉 −𝑉

| Z𝑈 −Z 𝐿|
𝑈

(2)

𝐿

where 𝜃𝐿 , 𝜃𝑀 , and 𝜃𝑈 are the potential temperature at a defined lower, middle, and upper level;
Z𝑈 and Z𝐿 are the geopotential height at the same lower and upper levels; and 𝑉𝑈 and 𝑉𝐿 are the
magnitude of the wind vector at the lower and upper levels.

Global and Regional Temperature

Surface and lower-tropospheric thermal gradients play a pivotal role in the development
and maintenance of baroclinic instability (e.g. Heckley and Hoskins, 1982; Robinson, 1989).
Understanding what and how factors may modify temperatures over time can provide insight
into spatiotemporal changes in baroclinic instability.
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Changes in both global and regional temperatures is one of the more widely debated
topics in the literature, although many studies agree that an overall warming trend is occurring
(e.g. Blunden and Arndt, 2015; IPCC, 2014; Wuebbles et al., 2014). Using statistical analysis
with observed data, the mean temperature for the United States has increased at a rate of
approximately 0.07°C per decade with respect to the 1981 – 2010 climate normals (Blunden and
Arndt, 2015). The U.S. National Climate Assessment echoes these values; an overall increase in
the mean temperature of the United States of 0.73°C to 1.05°C (1.3°F to 1.9°F) has occurred
since 1895, and a projected increase of 1.12°C to 2.24°C (2°F to 4°F) will occur over the next
decade under current emission rates (Melillo et al., 2014). The fifth assessment of the IPCC
agrees with the findings, illustrating a mean temperature increase rate of 0.85°C over the past
decade (IPCC, 2014). Climate models that are reliant on an input value of greenhouse gas
concentrations (so-called representative concentration pathways, or RCPs) suggest anywhere
between a 2°C to a 6°C increase in global mean temperature by the end of the 21st century
(Wuebbles et al., 2014).

Snow Cover

Effects on Temperature

Snow is a very important component of the terrestrial hydrologic and climate systems,
providing a surface reservoir of water and increasing the surface albedo, which, in turn, may
cause changes in surface energy budgets and temperatures (Vavrus, 2007; Mote, 2008).
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Numerical simulations of the effect of snow cover on near-surface air masses reveal a cooling
effect, lowering the overall mean air mass temperature by as much as 15°C compared to air
masses that pass over a non-snow covered land surface (Ellis, 1997). Strack et al. (2003)
modeled deep snow pack over various land surfaces and discovered that the snow lowered
temperatures by a mean value of 6°C (Strack et al., 2003). Observed temperature depressions
under ideal cases (low vegetation and high solar insolation), were found to be maximized around
5°C - 7°C (Mote, 2008).

Climatological Change in Snow Cover

Climatological models have been used to simulate the effects of a warming climate on the
cover and depth of snow cover that may be expected in a future climate state. Climate
projections that employ a lower greenhouse gas emission state (RCP 2.6) have a projected total
land snow cover decrease of approximately 7.2% by the end of the 21st century, while a more
extreme case (RCP 8.5) has as much as a 24.7% total decrease in snow cover. Locations set to
be most impacted by this reduction are on the southern extent of the seasonal snow cover line
over North America, where an increase in freezing rain and pure rain events will be more likely
during the cool-season months (Brutel-Vuilmet et al., 2013). Climate models have also shown a
total increase in precipitation during the winter months, where the northern border of the United
States and the southern regions of Canada are expected to be the areas of maximized
precipitation increase (Räisänen, 2008). These findings are echoed in the IPCC’s fifth
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assessment report, where simulations of a greenhouse gas-induced climate change scenario
demonstrated an increase in wintertime warming and winter precipitation events (IPCC, 2014).
Historical weighted calculations over 440 U.S. weather observation stations do not support a
statistical increase or decrease in extreme snowfall for the entire country; however, regional
analyses, specifically those of the equatorward regions, do illustrate a decrease in extreme
snowfall years (Kunkel et al., 2009). Furthermore, while a warmer climate promotes more coolseason rain events, an analysis of future storms shows that storm intensity is increasing.
Modeled increases in storm intensity demonstrated an increase in extreme precipitation events,
which, subsequently, will lead to higher snowfall amounts from extratropical cyclones that
produce snow (Krasting et al., 2013).

Effects of Snow Cover on Synoptic Features

Studies (e.g. Ross and Walsh, 1986; Elguindi et al., 2005; Rydzik and Desai, 2014) have
analyzed the effects of snow cover on the development and maintenance of baroclinic instability
and extratropical cyclones. Ross and Walsh (1986) used observational data over a 30-year
period to determine that cyclones along the East coast of the United States usually developed and
moved parallel to the snow gradient, favoring the region of enhanced baroclinity. A more
extensive snow cover was analyzed by Elguindi et al. (2005), where a theoretical modelling
experiment in which the entire conterminous United States was covered by snow, cyclones were
weakened due to a decrease in the available land energy (Elguindi et al., 2005). Mid-latitude
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disturbance centers (MDCs) were more recently explored using NARR data with statistical
methods; disturbances approximately 50 – 350 km south of a pre-existing snow cover were
enhanced, owing to the maximized low-level baroclinic instability (Rydzik and Desai, 2014).

Ice Cover

In the Midwestern United States, the Great Lakes play a role in modifying weather. For
instance, when a temperature differential of 13°C occurs between the lake surface temperature
and the 850 hPa temperature, there is sufficient instability to permit lake-effect convection and
affiliated precipitation (Lackmann, 2011). Lake-effect precipitation events are most prevalent in
the regions downwind of the Great Lakes, with affected areas in some cases receiving more than
double the annual snowfall compared to local areas not affected by the enhanced precipitation
(Markowski and Richardson, 2010). Typically, lake-effect snowfall for a season concludes when
the lakes freeze over due to reduced sensible and latent heat fluxes from the lake surface
(Markowski and Richardson, 2010; Lackmann, 2011). As the climate continues to warm, lake
waters may eventually warm to a point where no ice may form; subsequently, atmospheric
temperatures could still support snowfall, leading to longer lake-effect seasons with higher snow
totals in regions downwind of the Great Lakes (Burnett et al., 2003). In a recent WRF study
modelling future conditions where no lake ice occurred in the winter months, both the intensity
and affected area of lake effect snowfall increased (Wright et al., 2013).
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Decreases in the ice cover of the Great Lakes have been analyzed using observational
data. Extremes in recent years due to climate influences have caused certain seasons to have
very limited ice cover, while other seasons can have up to 90% total ice coverage; seasonably
warmer years were found to have a decreasing effect on the amount of ice covering the Great
Lakes (Assel et al., 2003). From 1973 and 2010, the overall Great Lakes ice cover has decreased
approximately 71% (Wang et al., 2011). Continued warming of the climate due to greenhouse
gasses may eventually lead to seasons where no Great Lakes ice cover occurs (Assel, 1991;
Trumpickas et al., 2009). Interannual variations, such as El Niño Southern Oscillation (ENSO)
and the North Atlantic Oscillation (NAO), have been shown to influence lake ice conditions,
making it difficult to establish a model to predict (Wang et al., 2011; Magnuson et al., 2000).
Furthermore, decreases in lake water depths will act to decrease lake ice cover due to the
decrease in the heat storage associated with the depth of the lake water (Richards, 1964; Assel,
2003).

Summary

The goal of this research is to analyze the effects of preexisting snow cover on
extratropical cyclone development and intensity. Ross and Walsh (1986) provided an insight
into potential findings by analyzing the effects of snow cover on Nor’easters and large Pacific
and Atlantic cyclones influences by sea ice. While Elguindi et al. (2005) looked at the effects of
snow over the entire continental United States, this is far from a representative case. Rydzik and
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Desai (2014) analyzed the effects of snow cover on midlatitude disturbance centers, focusing
primarily on small mesoscale disturbances. While these studies have provided valuable insights
to the effects of snow cover on cyclones, no study has directly assessed the influence of snow
cover on baroclinity and resulting storm development and intensity using a pragmatic,
experimental approach via ensemble modeling.

CHAPTER THREE
METHODOLOGY
Data

This research uses publicly available data from the National Centers for Environmental
Information (NCEI; formerly known as the National Climatic Data Center). These data are
maintained by the National Oceanic and Atmospheric Administration (NOAA), and can be
obtained should the need to replicate the experiment arise.

North American Regional Reanalysis (NARR)

The North American Regional Reanalysis (NARR) is a long term, high-resolution data
set provided by the NCEI (Mesinger et al., 2006). These data are updated consistently and
contain up to date atmospheric and land surface hydrology from 1979 to present.
NARR data are sorted by date and are downloaded from the NOAA National Model
Archive and Distribution System (NOMADS, http://nomads.ncdc.noaa.gov). These data are
distributed in three different formats. For this study, only two of these three are considered for
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selection. The two files that are considered are stored in the gridded binary (GRIB) format,
which are packed information files containing meteorological data (such as temperature,
pressure, winds) that have been standardized by the World Meteorological Organization. These
data contain a temporal resolution of 3-hr intervals (00 – 21 UTC) for each day and may be used
as boundary conditions for the Weather Research and Forecasting (WRF) model, which is the
primary tool for this investigation. The NARR has a horizontal resolution of 32 km, and a
vertical resolution of 29 pressure levels (or 45 σ layers). These gridded data are available for the
North American continent.
NARR uses the NOAH land surface model to simulate a snowpack, where the snowwater equivalent base-state is updated at 0000 UTC using the U.S. Air-Force Snow Depth
(SNODEP) model (Mesinger et al., 2006). One major limitation of the NARR analysis of snow
depth is it exhibits an unrealistic amount of snow cover variation throughout the day, owing to a
problem in the ETA model analysis used to construct the NARR; analysis of snow cover at 0000
UTC is not subjected to this issue and can therefore be employed (National Centers for
Environmental Prediction, 2015).
There are two key limitations of the NARR data set for this study. The first limitation is
that the GRIB analyses are constructed through what are known as “first-guess” representations.
There are thousands of observation points, and not all points match on the 32-km grid.
Interpolation is therefore used to fill in the data voids, which must be considered as a potential
error during the analysis. NARR is also limited on time scales, only having data between 1979
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and present available. Finding an older case to study would require using different reanalysis
data set, with a reduced spatial resolution.

Model Data

The WRF model has numerous sub-application processes by which data processing (both
input and output) are handled. To analyze model data, the sub-applications must be run in a
specific order. The first process, geogrid, controls the land use and surface terrain modelling by
generating binary files containing information about the surface within the specified domain at a
defined horizontal resolution. The second process, ungrib, converts the GRIB format to large
binary files in a virtual table (vtable) format, which links the respective field in the GRIB file
needing to be accessed to the GRIB file codes. Finally, these virtual tables along with the binary
files containing the surface information are read into the metgrib process, which converts all the
files into Network Common Data Format (NetCDF) files for each forecast hour. NetCDF files
are commonly used in modeling applications and can be accessed, visualized, and modified in
numerous applications.
Once model simulations are completed, WRF creates binary files containing the
completed integrations over the model forecast period. These files can be converted back into
the GRIB format which can then be used to visualize model output, or generate additional
forecasts as needed. To generate model output plots, the GRIB files can be visualized using
tools such as Python, RIP4, and GEMPAK.
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Methods

This study will employ the WRF model to reanalyze a past cool-season extratropical
cyclone event in which baroclinic instability is hypothesized to have influenced storm
characteristics. The primary goal of the research is to simulate the case using an ensemble
method to evaluate if factors such as snow cover and Great Lakes ice cover influence the track
and strength of the storm. It is hypothesized that an increase in snow cover near the surface low
track will enhance the lower-tropospheric thermal gradient and the respective baroclinic
instability near the track; theoretically, any cyclone forming in this region of enhanced instability
should be stronger (lower surface pressure with a possibility of a more intense and expansive
precipitation), as well a potential deviation in the surface cyclone track.

Selection of Study Case

Most cool-season extratropical cyclones influenced by upper-level vorticity mechanisms
exhibit a hook-style track in which the storm starts in the south-central United States and turns
poleward as the system moves east (Lackmann, 2011). Cyclones that are influenced by the
baroclinic zone, on the other hand, typically exhibit a movement along the low-level thermal
gradient. This movement is associated with the region of maximized baroclinic instability, from
which the storm can intensify (e.g. Ross and Walsh, 1986; Robinson, 1989; Lackmann, 2011;
Rydzik and Desai, 2014). This baroclinic zone can therefore be shown as the location with the
strongest low-level thermal gradient (Robinson 1989). For the continental United States in the
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cool season, this zone is usually maximized along and just south of the extent of the surface
snow pack (e.g. Ross and Walsh, 1986).
Using NARR generated maps from Pennsylvania State University’s Electronic Wall (EWALL, http://mp1.met.psu.edu/~fxg1/NARR/index.html), 52 cool-season (November through
March) extratropical cyclone that occurred from of 1979 – 2015 were identified. These cyclones
exhibited a near-zonal movement and were not associated with that of Alberta Clipper-style
systems. Snow analyses from the National Snow Analysis (http://www.nohrsc.noaa.gov/nsa/)
and radar reanalysis from UCAR (http://www2.mmm.ucar.edu/imagearchive/) were obtained for
each case. Cyclones that did not exhibit notable baroclinic influences or appeared to be
extremely intense and driven more so by upper-level dynamics (e.g., negatively tilted shortwave
trough with strong cyclonic vorticity advection; coupled jet structure) were removed from
consideration. The Storm Production Center (SPC) mesoanalysis archive
(http://www.spc.noaa.gov/exper/ma_archive/index2.html) was analyzed for each remaining
event. Assessing analyses from the 52 events, cyclones that had strong mid-tropospheric
vorticity or intense upper-level jet influences were removed from further consideration. Based
on this event selection methodology, nine potential cases were distinguished (Table 1). From the
remaining nine cases, analysis of frontogenesis and the location of the observed snow cover
relative to the cyclone were used to select a single case. The selected case (13 February 2009)
demonstrated strong 925-850 hPa and 850-700 hPa frontogenesis (warm air advection), full
availability of snow cover data, and a snow cover far poleward from the observed cyclone.
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Table 1: A list of identified cyclone cases in chronological order that could serve as viable
alternatives to the cyclone used in this study (bold).
11-13 February 1979
2-4 March 1982
8-12 November 1985
17-20 November 1986
6-8 December 1994
18-19 February 2000
20 December 2008
9-10 January 2009
13 February 2009

The selected case commenced on 10 February 2009 when an extratropical cyclone with a
central pressure of 988 hPa associated with a 500 hPa vorticity maximum and a strong upperlevel trough approached the Pacific Northwest, then shifted south to central California. This
cyclone, in association with a localized 200 hPa jet streak entrance divergence region, promoted
lee cyclogenesis near the Colorado-New Mexico border around 0300 UTC 13 February 2009.
The resulting extratropical cyclone produced a west to east band of precipitation causing 1 to 3
inches of snow to fall along the I-80 corridor between Nebraska and Illinois (Figure 1).
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Figure 1: 24-hr snow accumulation ending at 0600 UTC 14 February 2009 (from NOAA
National Snow Analysis).

The cyclone had a persistent central sea level pressure near 1010 hPa, briefly deepening
to 1008 hPa with an associated period of strong 850 to 700 hPa frontogenesis and enhancement
of the mid-level vorticity maximum. This slight deepening of the system occurred as the 850 to
700 hPa frontogenesis increased along the Kansas-Nebraska border between 1200 UTC and 1700
UTC on 13 February 2009; this forcing organized and intensified a band of snow on the
poleward side of the cyclone. Following the period of strong 850 to 700 hPa frontogenesis, the
system continued to move east over the next day, weakening and eventually dissipating along the
East Coast of the United States.
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Precipitation formed shortly after cyclogenesis, commencing around 0600 UTC 13
February 2009 in Colorado, and became organized shortly after the maxima in 850 – 700 hPa
frontogenesis occurred (See Figures 2 and 3). The precipitation bands that developed remained
organized during the full period of frontogenesis and then began to weaken and eventually
dissipate after 2200 UTC 13 February 2009 when the frontogenesis waned.

Figure 2: 850 – 700 hPa frontogenesis at 1200 UTC 13 February 2009 (from NOAA SPC
Mesoanalysis Archive).
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Figure 3: Radar reflectivity at 1100 UTC (left) and 1400 UTC (right) 13 February 2009 (from
UCAR Image Archive).

While this cyclone was determined to be influenced by baroclinic instability, this storm
was not located near the pre-existing snow pack at the surface; the pre-existing snow pack was
located along central South Dakota through central Wisconsin. Initially, this research aims to
evaluate if extratropical cyclones will be strengthened by increasing the snow pack along the
track of the system. Since this particular cyclone did not pass within 350 km of the snow extent
(Figure 4), which is the region of maximized baroclinic instability (Rydzik and Desai, 2014), the
pre-existing snow cover is expanded equatorward in a theoretical modeling framework.
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Figure 4: Pre-existing snow pack prior to the event under investigation (from NOAA National
Snow Analysis).

Secondly, the research analyzes the effects of a reduced snow pack on extratropical
cyclones. While this cyclone did not pass within the region of enhanced low-level baroclinity
due to a preexisting snowpack, , thermal gradients poleward of the system were still present and
may have contributed to the cyclone’s development and maintenance. One possibility that may
arise with the removal of the snow pack in the northern states is a weaker low-level thermal
gradient (e.g. Strack et al., 2003; Vavrus, 2007; Mote, 2008). Regional surface temperature
analysis on 13 February 2009 illustrated that temperatures in the northern Plains states where the
snow cover was located ranged between -17.22°C and -13.88°C (1°F and 7°F), and values
typically above -6.6°C (20°F) south of the snow pack (Figure 5). For this second case, the snow
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cover along the northern states (ND, SD, MN, WI) will be removed to analyze the effects of a
weaker surface thermal gradient. This reduced surface thermal gradient could, in turn, result in
decreased baroclinic instability (Robinson, 1989), and, theoretically, a weaker storm.

Figure 5: Surface observations at 1200 UTC on 13 February 2013 (from NOAA SPC
Mesoanalysis Archive).
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Model Verification: The Control Case

To analyze the effects of enhanced or reduced snow cover extent on an extratropical
cyclone, the Advanced Research core of the WRF model (WRF-ARW) is employed. The WRFARW is an advanced numerical weather model that has numerous physics options, advanced
data assimilation, and can be used for a broad spectrum of applications across many different
scales (Skamarock et al., 2008).
To explore the results, the model itself must be verified such that the results can be
deemed reliable and indicative of a real-world scenario. A group of control runs with various
spin-up times were employed (additional controls may be run in the future to arrive at a
simulation as close to the observed as possible) using unmodified NARR data to generate a
control case as close to the observed conditions as possible (Figure 6). The model was initialized
using the NARR file from 1200 UTC 12 February 2009 to capture the upper-level features and
the Pacific cyclone that promoted lee cyclogenesis. The remaining NARR data for each of the
three-hour periods through 0000 UTC 15 February 2009 are used as boundary conditions for the
control run.
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Figure 6: The 4-km resolution model domain (in yellow).

Analysis of the output showed some differences between the observed data and the model
output. Slight differences between the minimum surface pressure in the observed data (1008
hPa) and the model minimum pressure (1012 hPa) were noticed. The model simulates
precipitation to a level of truth to the original event, forming shortly after cyclogenesis and
intensifying as the 850-700 hPa frontogenesis occurs and then dissipating as the cyclone
weakens. The model however, does not capture the scope of the precipitation bands completely.
The simulated precipitation bands are much smaller in coverage compared to what was observed
(Figure 7). Additional variations in model parameterization could be used in the future to better
capture the character of cyclone’s precipitation.
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Figure 7: Comparison of model simulated reflectivity (left) and observed reflectivity (right)
from 1200 UTC 13 February 2009 (right image from NCAR Image Archive).

Experimental Cases

To answer the research question posed by this project, three sets of WRF ensembles were
run. Each ensemble consisted of eight members with the same initial and boundary conditions,
with alterations in the land surface, microphysics, and radiation parameterization. Within the
model domain, alterations in the land snow cover were adjusted for the snow-enhanced and
snow-reduced regimes, while the control ensemble was left unadjusted.
Land surface schemes were used to simulate the effects of different land cover on specific
meteorological variables. The importance of land cover was explored by Xue et al. (2001),
where adjusting the Eta model to use an improved land surface scheme resulted in more accurate
outcomes for temperature and precipitation. The two land surface models selected for this study
are the NOAH model (Chen and Dudhia, 2001; Ek et al, 2003) and the Rapid Update Cycle
(RUC) model (Smirnova et al., 1997, 2000). Both land surface models predict temperature, ice,
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and water, with variations in the number of layers and how snow is handled. The NOAH model
uses four layers set at 10 cm, 30 cm, 60 cm, and 100 cm, and a fifth layer is included in the
model specifically for snow. The RUC model uses six layers set at 0 cm, 12.5 cm, 17.5 cm, 70
cm, 130 cm, and 140 cm, and uses a variable number of layers to solve for snow effects
depending on the location and amount of snow in the area. The RUC model includes heat and
moisture properties of the lowest atmospheric layer as well as the surface land layer, which
means that the RUC model solves the energy and water equations implicitly, unlike the NOAH
model, which solves the equations explicitly.
Microphysics schemes are viewed as extensions of convective parameterization. For
example, the current objectives of the microphysics parametrization are to focus primarily on
mass transport, generation of liquid and ice phases of water, interactions with sub-cloud layers,
interactions with radiation, and mechanical interactions with the mean flow (Arakawa, 2004).
Effectively, the microphysics parameterization controls the larger-scale precipitation, while the
convective parameterization addresses small scale effects.
The two microphysics schemes used in this research are the Thompson scheme and
WSM6 scheme. The Thompson scheme (Thompson et al., 2004, 2008) uses look-up tables for
freezing of water drops and the transferring of cloud ice into snow, as well as the assumption that
snow has a non-spherical shape and a bulk density that varies inversely with diameter. The
Thompson scheme allows the prediction of mixing ratio of cloud water, rain, cloud ice, snow,
and graupel, and relates the snow-size distribution to both the ice-water content in the cloud, and
the temperature of the cloud. The WSM6 scheme (Hong and Lim, 2006) predicts the mixing
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ratio of water vapor, cloud water, rain, clouds ice, snow, and graupel. The WSM6 scheme is an
extension of the older WSM5 scheme, which determined the ice number concentration based on
the ice mass content instead of temperature (Hong et al., 2004).
Finally, there are two radiation schemes that are being used in this study: The New
Goddard and the RRTMG. The New Goddard scheme (Chou and Suarez, 1999, 2001) is a
spectral scheme with 10 longwave bands, 11 shortwave bands, and defines profiles for Ozone,
CO2, and other trace gasses. The RRTMG scheme (Iacono et al, 2008; Morcrette et al, 2008)
uses a two-stream method and a reduced number of optimized quadrature points (g-points)
compared to the original RRTM scheme (Mlawer et al, 1997).
The ensemble members used a horizontal resolution of 4 km over the continental United
States. Schumacher (2015) explains that mesoscale features are nearly identical when at and
below resolutions of 4 km. As synoptic-scale features are measured on larger resolutions than
mesoscale features, there is no need to increase grid-spacing resolution beyond the 4-km
threshold. The three sets of eight ensemble members are formed through alterations in land
snow cover adjustments, and variations of the land surface, microphysics, and radiation schemes
(See Tables 2 and 3). A similar modeling experiment using variations of the same land surface,
microphysics, and radiation schemes, with the addition of convective schemes showed a
reduction in root square mean error of 8 to 33% from a climate forecasting system (CFS)
prediction, and a 25 to 71% reduction in model wet-bias for wintertime precipitation forecasts
for China (Yuan et al., 2012).
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Table 2: Land surface, microphysics, and radiation parameterizations employed in this study.
Scheme
Land Surface NOAH (Chen and Dudhia 2001; Ek et
al, 2003)

Four soil layers for Temperature, Ice,
and water down to 2 m. One extra
layer for snow.
Microphysics Thompson (Thompson et al, 2004,
2008)
Prediction for mixing ratio of cloud
water, rain, cloud ice, snow, and
graupel. Snow scheme using nonspherical shape and density.
Radiation

New Goddard (Chou and Suarez,
1999, 2001)

RUC (Smirnova et al. 1997, 2000)

Six soil layers for temperature, ice,
and water down to 3.7 m. Variable
amounts of additional layers for
snow.
WSM6 (Hong and Lim, 2006)

Prediction for mixing ratio of vapor,
cloud water, rain, cloud ice, snow,
and graupel.

RRTMG (Iacono et al, 2008;
Morcrette et al, 2008)

Spectral scheme with 10 longwave
Two-stream method with optimized
bands and 11 shortwave bands. Profile g-points. Radiative forcing through
definitions for Ozone, CO2, and other ozone and long-lived trace gases.
trace gasses.
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Table 3: Parameter selection for the eight ensemble members.
Member Number

Land Surface

Microphysics

Radiation

1

NOAH

Thompson

New Goddard

2

NOAH

WSM6

New Goddard

3

NOAH

Thompson

RRTMG

4

NOAH

WSM6

RRTMG

5

RUC

Thompson

New Goddard

6

RUC

WSM6

New Goddard

7

RUC

Thompson

RRTMG

8

RUC

WSM6

RRTMG

The first set of experimental ensemble simulations focus on an “enhanced-snow” regime
(Figure 8). Using the reanalysis maps from PSU E-Wall and SPC, the pre-existing snow pack
was extended equatorward such that the synoptic low pressure center passes within 50 to 350 km
of the snow pack. As demonstrated by Rydzik and Desai (2014), extratropical cyclones that pass
within 50 to 350 km of the snow pack extent typically experience enhancement in baroclinic
instability due to the increase in strength of the surface thermal gradient. To generate the snowenhanced regime, the NetCDF input files were adjusted by increasing the value of the snow
water equivalent grid (SNOW) at the desired location. To simulate lake ice cover for regions of
the Great Lakes, the surface skin temperature (SST) of the lakes is dropped below 271K (2.15°C) (Wright et al., 2013).
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Figure 8: Modified snow cover used in the snow-enhanced case.

The second set of ensemble experiments considered what would happen in a reduced
snow-extent scenario (Figure 9); such a cool-season land surface condition may become more
common in the future based on climate trends (e.g. Kunkel et al., 2009, Brutel-Vuilmet et al.,
2013, Krasting et al., 2013). For this “reduced-snow” regime, the snow extent along the northern
United States (shown in Figure 4) was removed. The process by which the snow-enhanced
regime was created is nearly identical to the generation of the snow-reduced regime; the
difference that the value of the SNOW grid was set to zero at the desired points. For the snowreduced regime, the lake ice was removed by setting the SST above 271K for the Great Lakes.
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Figure 9: Modified snow cover used in the snow-reduced case.

The Python scripting language is used to generate various plots of meteorological
variables to diagnose the cyclone event, as well as explore the differences among the ensemble
sets. Prior studies that analyzed the effects of snow cover on extratropical cyclones used the
cyclone’s central surface pressure as a primary analysis tool for storm strength (Elguindi et al.,
2005). Following a similar approach to Elguindi et al. (2005), a surface chart containing
temperature, winds, and pressure for each forecast hour is one of the analysis tools. This surface
chart can diagnose the storm’s strength by means of central pressure, strength of the pressure
gradient force, and the strength of the temperature gradient. While analyzing the central surface
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pressure would be enough to determine if a cyclone is increasing or decreasing in strength, this
study aims to analyze why any discovered changes in the cyclone are occurring. Understanding
the possible reasons for differences will require additional variables to be plotted and analyzed.
This study will also consider the following variables as factors in a storm’s strength: (1)
precipitation magnitude and extent, (2) warm and cold air advection, frontogenesis, and other
tropospheric forcing mechanisms, and (3) tropospheric dynamic mechanisms as illustrated by
mid and upper-level winds and vorticity.
As an extratropical cyclone increases in strength, it typically has an increase in both the
intensity of precipitation as well as the coverage of precipitation (Lackmann, 2011). Two charts
are therefore being used to analyze these effects. The first chart is a simulated composite radar
image, which determines the coverage of the precipitation. The second chart is the total
accumulated precipitation chart, which determines the overall intensity of the precipitation.
Frontogenesis, particularly between 925-700 hPa, was an important contributor to the
intensification of the observed cyclone’s precipitation bands (See Figure 3). As explained by
Hoskins and West (1979), frontogenesis is related to the growth of baroclinic waves and the
trajectory of air parcels within the wave. Charts of 925 hPa, 850 hPa, and 700 hPa frontogenesis
were therefore used to analyze both the intensity of the lower level fronts. Along with charts of
frontogenesis, surface advection of warm and cold air are plotted and analyzed as tools to
determine changes in the strength of the low-level instability. Using equation 2, two levels of
baroclinity were analyzed, 925 - 700 hPa and surface to 500 hPa.
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The primary tool of analysis are difference charts, which compares the values of each
experimental ensemble case (snow-enhanced and snow-reduced) to the control ensemble. These
charts analyze the effects of changes in the surface snow pack on the listed variables as well as
the effects on the extratropical cyclone. The hypothesis is that the increased snow cover
promotes increased low-level baroclinity, which acts to increase the strength of the extratropical
cyclone. Therefore, if the difference plot for the snow-enhanced ensemble shows a lower surface
pressure that would confirm the hypothesis. From there, comparing the difference chart for
baroclinic instability between the control and experimental ensembles assists in identifying if
baroclinic instability was the driving influence of the cyclone intensifying. Each contributing
variable to baroclinic instability, as shown in equation 2, is analyzed independently to determine
which factor acted to increase low level baroclinity, and, therefore, the intensity of the cyclone.

CHAPTER FOUR
RESULTS
The results chapter is divided into two main sections. The first section examines the
experimental ensemble scenarios (snow-enhanced and snow-reduced), comparing meteorological
variables and cyclone characteristics of these experiments to the control. The second section
compares the two experimental ensemble scenarios to assess how a potential snow cover change
in the future could modify the cyclone and its environment.
Comparison of Ensemble Scenarios to the Ensemble Control
This section explores the WRF-model output for the two groups of eight experimental
ensemble members and compares them to the eight ensemble control members. Meteorological
variables important for cyclogenesis and maturation—such as baroclinity and frontogenesis—are
explored by calculating the means of the variables for each ensemble group. Comparison
between the means found in the control and two scenarios are examined using difference plots.
This promotes an exploration of the differences in the various meteorological contributions to the
development and maturation of the cyclone, as well as the cyclone’s fronts and precipitation, due
to snow cover extent. In addition, specific grid-point locations in the extratropical cyclone are
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explored to assess the vertical difference in values associated with all ensemble members, rather
than just the plan-view means of the ensembles.

Snow-Enhanced Scenario

Early cyclone development and intensification was analyzed through changes in
baroclinity for two layers. Calculation of baroclinity at each model grid point is performed using
equation 2 at 925 hPa, 850 hPa, and 700 hPa (henceforth, 925-700 hPa layer), as well as the
surface, 700 hPa, and 500 hPa (henceforth, surface-500 hPa layer). Mean 925-700 hPa
baroclinity for the snow-enhanced ensemble is heightened in a narrow band along and just
equatorward of the snow pack (Figure 10). This band placement agrees with Rydzik and Desai
(2014), who found that an enhanced band of baroclinity is typically found within 50 – 350 km
equatorward of snow cover extent. At specific points in the snow-enhanced ensemble mean, this
narrow band contains baroclinic instability values 1𝑥10−6 𝑠 −1 higher compared to the mean
found in the control ensemble. Interestingly, a region of much lower baroclinity compared to the
control ensemble develops just poleward of the frontal region, where values around 1𝑥10−6 𝑠 −1
lower than the control are found. The decrease in localized baroclinity is likely due to the
addition of the snowpack, which decreases surface and lower-tropospheric temperatures due to
albedo effects and increased outgoing longwave radiation (e.g. Ellis 1997; Strack et al., 2003;
Mote, 2008). These changes in 925-700 hPa baroclinity persist until the development and
intensification of the warm front, at which point the mean baroclinity in the snow-enhanced
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ensemble reduces to negligible difference values compared to the control. Furthermore,
baroclinity within the precipitation bands in the snow-enhanced ensemble mean was higher
compared to the control, with the maximum occurring at 0400 UTC on 14 February 2009; mean
925-700 hPa baroclinity within the precipitation band peaked at 0.5𝑥10−6 𝑠 −1higher than the
control. Also, as anticipated, the mean 925-700 hPa baroclinity in the snow-enhanced ensemble
was notably reduced, in some cases by as much as 1𝑥10−6 𝑠 −1 compared to the control over the
snow-enhanced snowpack, owing to the stability of the cold airmass.
Compared to the 925-700 hPa baroclinity analysis, the surface-500 hPa baroclinity
between the ensemble means has negligible differences (Figure 10), suggesting that the most
noticeable effects of changing snow pack on the development and intensification of the cyclone
remained within the lower troposphere (i.e., below 700 hPa). This is consistent with Mote
(2008), who used the 850 hPa level as a “control” during an assessment of the influence of
snowpack on boundary layer (or, sub-850 hPa) temperatures.
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Figure 10: Difference of mean 925-700 hPa (top) and surface to 500 hPa (bottom) baroclinity
for the snow-enhanced and control ensembles at 0900 UTC 13 February 2009.
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In the snow-enhanced ensemble, a wide swath of reduced mean surface temperatures is
found along and north of the Kansas-Nebraska and Missouri-Iowa borders (Figure 11). The
suppressed temperatures are due to the enhanced snow pack. Mote (2008) demonstrated how the
surface snow pack can decrease temperature by upwards of 7°C under ideal conditions (reduced
vegetation and high solar insolation) due to the maximum albedo effect of the snow cover. The
surface temperature depression commences at the initialization point of the ensemble runs and
peaks around 1300 UTC 14 February 2009, where a mean regional decrease of 6°C compared to
the control is found across most of Iowa, Minnesota, Nebraska, and the Dakotas. After the
cyclone exits the region, the reduced mean temperatures persist due to a stronger surface cold
pool left by the snow cover extent in the snow-enhanced ensemble. Advection of the lower
tropospheric cold pool via the cyclone’s cold front in the snow-enhanced ensemble is further
equatorward compared to the control. Temperature depressions between 0.5 and 4°C colder than
the control are found in Texas and Oklahoma in the enhanced-snow ensemble (Figure 11),
illustrating the dramatic sensible weather changes that can occur when snow-cover extent is
altered.
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Figure 11: Mean 2m temperature for the snow-enhanced ensemble at 0000 UTC 14 February
2009 (top) and the mean 2m temperature difference between the snow-enhanced and control
ensembles at 0000 UTC 14 February 2009 (bottom).
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In the snow-enhanced ensemble mean sea level pressure field, a 1014 hPa low developed
at 0400 UTC on 13 February 2009 in the Oklahoma panhandle region, which is identical to the
control ensemble. This suggests that the change in snow cover, and, hence, modified baroclinity,
had little effect on the cyclogenesis stage of this system. The cyclone’s central sea level pressure
decreased at a rate of approximately 0.5 hPa hr-1, reaching the minimum pressure of 1008 hPa at
1900 UTC 13 February 2009 (Figure 12) before slowly weakening and dissipating over the East
Coast of the United States on 15 February 2009. The cyclone track remained consistently westto-east, tracking along the Oklahoma-Kansas border with only minor deviations, between 5 and
100 km compared to the control mean, in the meridional direction.
A large scale, mean sea level pressure increase is found across most of the study region
due to the increased snow cover extent in the snow-enhanced ensemble compared to the control.
The depressed surface temperatures and, consequently, higher stability of the cold air over the
enhanced snow pack acted to augment the stability of the region, resulting in increased surface
pressure. This stable airmass was advected further equatorward following the passage of the
cyclone in the snow-enhanced ensemble mean compared to the control (Figure 12). Conversely,
the difference in the mean sea level pressure for the cyclone center between the snow-enhanced
and control ensembles illustrates a negligible change in the central pressure, with the difference
for the duration of the event not exceeding +/- 0.25 hPa.
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Figure 12: Mean sea level pressure, 2m temperature, and 10m winds for the snow-enhanced
ensemble at 1900 UTC 13 February 2009 (top) and the difference between the mean sea level
pressure for the snow-enhanced and control ensembles at 1900 UTC 13 February 2009 (bottom).
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The cyclone’s precipitation character in the snow-enhanced ensemble remained, for the
most part, consistent with that found in the control ensemble—i.e., the time of development, the
general shape, and the track of the precipitation shield were similar (Figure 13). Despite the
broad similarity between the enhanced-snow and control ensembles, three differences were
noted. (1) The initial development of precipitation in the snow-enhanced case—especially on the
poleward extent of the precipitation—was more intense, in some cases up to 10 dBZ higher in
simulated radar reflectivity. This enhanced precipitation band resulted in a regional increase in
liquid-equivalent accumulated precipitation of nearly 5 mm near the Nebraska-Iowa border. (2)
While the initial precipitation on the edges of the swath was more intense in the snow-enhanced
ensemble mean, the interior of the swath showed a consistently weaker simulated reflectivity
signal, with values typically 6 dBZ lower compared to the control ensemble mean for multiple
time steps. The decrease in reflectivity is illustrated in the total accumulated precipitation map
(Figure 13), where a reduction of 1 to 2 mm of liquid-equivalent precipitation fell in the interior
of the precipitation swath from northern Missouri through central Illinois. The reduction in
precipitation is due to a decrease in atmospheric moisture content for the enhanced snow
scenario compared to the control. The lower tropospheric mixing ratio is 0.5 to 1 g kg-1 less in
the enhanced snow scenario compared to the control over the enhanced snow pack in Kansas,
Nebraska, Missouri, and Iowa. This reduction in 925 hPa mixing ratio was co-located with a
regional decrease in precipitable water and liquid equivalent accumulated precipitation (Figure
14). (3) The coverage of the precipitation for the snow-enhanced ensemble mean was larger,
expanding on both the poleward and equatorward sides of the precipitation swath. The poleward
side of the precipitation extended northward by approximately 50 km compared to the control,
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with liquid-equivalent precipitation amounts between 1 and 5 mm falling in this expanded region
of precipitation. Furthermore, a small and intense band approximately 25 to 50 km in width
developed along the region of heightened baroclinity on the equatorward side of the precipitation
swath in the enhanced snow mean (Figure 10). An increase of 2 to 5 mm of liquid equivalent
precipitation was found in this band in the snow-enhanced ensemble mean compared to the
control.
To determine the cause of changes in precipitation coverage and strength of the cyclone,
additional fields are analyzed. First, low-level frontogenesis is assessed since fronts are regions
of forced vertical motion within the atmosphere (Keyser et al., 1988; Martin, 2004; Lackmann,
2011). These regions of sharp thermal contrasts can initiate, organize, and intensify precipitation
as illustrated in this cyclone case (See Figure 3). Frontogenesis can be calculated at specified
levels using the two-dimensional, classical kinematic version of Petterssen’s Frontogenesis
Equation (Keyser et al., 1988), which is notated as:
𝐹 = 𝑓𝑛 + 𝑓𝑠
where 𝑓𝑛 and 𝑓𝑠 are calculated by manipulating terms within the Q-vector calculation and
performing center differencing techniques on the grid points to obtain the differential terms.

(3)
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Figure 13: Difference of mean simulated radar reflectivity in the snow-enhanced and control
ensembles at 1000 UTC 13 February 2009 (top) and the difference in the mean storm-total,
liquid-equivalent accumulated precipitation for the snow-enhanced and control ensembles at
0000 UTC 15 February 2009 (bottom).
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Figure 14: Difference of mean precipitable water in the snow-enhanced and control ensembles
(top) and the difference of mean 925 hPa mixing ratio in the snow-enhanced and control
ensembles (bottom) at 0200 UTC 14 February 2009.

47

Using equation 3, frontogenesis was calculated at 925 hPa, 850 hPa, and 700 hPa to
analyze effects of the enhanced snow cover in the low and mid-levels of the troposphere. When
comparing the differences in ensemble means, the magnitude of differences was much larger at
925 hPa and 850 hPa compared to 700 hPa. Given the high resolution of the model output (4 km
grid resolution), it is challenging to identify trends between the scenarios. To resolve this issue,
the data are smoothed from 4-km resolution to 16-km resolution, permitting a broader
assessment of the trends found in the data. In the northwest quadrant of the cyclone, a decrease
in the strength of mean 925 hPa and 850 hPa frontogenesis was identified in the snow-enhanced
ensemble compared to the control; however, in the warm-frontal region of the cyclone, a band of
increased mean 925 hPa and 850 hPa frontogenesis 10𝑥10−9 𝐾𝑠 −1 to 20𝑥10−9 𝐾𝑠 −1 greater than
the control near the cyclone center was found (Figure 15). These regions of enhanced values of
925 hPa frontogenesis overlap regions of enhanced 925-700 hPa baroclinity. This situation is
similar to that discovered in Heckley and Hoskins (1982), who found increased baroclinity
allows parcels to develop in regions of vorticity generation for longer periods of time, resulting
in stronger frontal development. Equally, regions of large reductions in baroclinity (declines
greater than 0.5𝑥10−6 𝑠 −1 ) overlapped regions of decreased 925 hPa frontogenesis. This
demonstrates the correspondence between baroclinity and frontogenesis in this cyclone.
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Figure 15: Difference of mean 925 hPa (top) and 850 hPa (bottom) frontogenesis for the snowenhanced and control ensembles at 0900 UTC 13 February 2009.
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Analysis of mean low- to mid-level frontogenesis (850 hPa and 700 hPa) reveal a
diminishing effect on the difference fields between the snow-enhanced and control runs as height
increases. Comparisons of frontogenesis at 850 hPa throughout the cyclone’s life show the
similar enhancement of frontogenesis along the axis of increased baroclinity in the warm-frontal
region, but the effects are much less noticeable (See Figure 15). Additionally, regions of
decreased frontogenesis are now present at 850 hPa in the northwest quadrant of the cyclone, and
near the location where the cold front connects to the surface low. At 700 hPa, the differences in
the frontogenesis fields were effectively absent in the cyclone ensemble comparison, with the
only notable difference analyzed along the Rocky Mountains, Nebraska, and Iowa (Figure 16).
Thus, snow cover-induced changes appear to diminish with tropospheric height, which suggests
that the snow cover’s influence on the atmosphere is concentrated in the lower troposphere
where sensible and latent heat fluxes are concentrated.
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Figure 16: Difference of mean 700 hPa frontogenesis in the snow-enhanced and control
ensembles at 2000 UTC 13 February 2009.

Upper-level height and wind differences (Figure 17) show little variance between the
snow-enhanced and control ensembles, which suggests, again, that the influence of changes in
snow extent were concentrated in the lower troposphere. In the mid-levels, a comparison of the
mean 500 hPa vorticity for both the control and snow-enhanced ensembles illustrates little
difference between the two, with only minor alterations in the strength of the vorticity maxima
(Figure 18). The lack of change in these 300 hPa and 500 hPa fields reveals that the upper-level
influence on the cyclone’s characteristics are consistent between the ensembles, and are,
therefore, unrelated to changes in the cyclone found in the simulations. Additional research
should investigate if and how long it takes for climatological shifts in the equatorward snow pack
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to filter to the mid- and upper-levels of the troposphere, exuding possible influences on jet
stream magnitude and placement.

Figure 17: Difference of mean 300 hPa heights and winds in the snow-enhanced and control
ensembles at 1000 UTC 13 February 2009.
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Figure 18: Mean 500 hPa height and relative vorticity in the control (top) and snow-enhanced
(bottom) ensembles at 1900 UTC 13 February 2009.
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Snow-Reduced Scenario
Mean 925-700 hPa baroclinity for the snow-reduced ensemble showed very little change
compared to the control near the cyclogenesis region, which was anticipated due to the removal
of all snow cover in the central and northern Great Plains. Similarly, there was no difference
between the ensembles found in the surface to 500 hPa baroclinity fields at the time of
cyclogenesis (Figure 19). The cyclone in the snow-reduced ensemble tracks over a region where
no noticeable difference in both 925-700 hPa and surface-500 hPa baroclinity between the
control and snow-reduced scenarios were found. Thus, differences in cyclone characteristics and
sensible weather effects between the two cases should be negligible.
Differences in mean surface temperature between the snow-reduced and the control
ensembles are limited compared to the snow-enhanced scenario. Compared to the control,
increases in surface temperature of 4 to 6ºC were constrained to the northern states near the
Canadian border in the snow-reduced ensemble (Figure 20). On the equatorward side of the
snow extent, minor temperature increases, typically between 0 and 1°C were found in the snowreduced and control ensemble comparison. The overall thermal gradient the cyclone moves along
remains consistent between the two scenarios. Increases in surface temperatures in the snowreduced ensemble, while weak, were for the most part situated in the region where the snow pack
was removed in the northern states (Figure 20).
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Figure 19: Difference of mean 925-700 hPa (top) and surface to 500 hPa (bottom) baroclinity
difference for the snow-reduced and control ensembles at 0400 UTC 13 February 2009.
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Figure 20: Mean 2m temperature in the snow-reduced ensemble at 0000 UTC 14 February 2009
(top) and the difference between mean 2m temperature for the snow-reduced and control
ensembles at 0000 UTC 14 February 2009 (bottom).
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A comparison of the snow-reduced and control ensembles illustrated no notable
differences in the magnitude of mean sea level pressure values. Cyclogenesis in the snowreduced ensemble occurred at 0300 UTC 13 February 2009 with a mean minimum surface
pressure of 1014 hPa, which was identical to the mean of the control. The snow-reduced
ensemble members had slight alterations of the storm track in comparison control mean, with
differences between 5 and 100 km from the control’s mean ensemble storm track. The intensity,
as measured by minimum sea level pressure, of the snow-reduced ensemble cyclone compared to
the control did not change during the simulated storm’s lifecycle.
In the snow-reduced ensemble, the surface anticyclone in the Northern Plains was
slightly weaker than the control, with mean sea level pressures between 0.25 and 1 hPa lower in
the snow-reduced ensemble compared to the control (not shown). With the removal of the snow
cover, surface temperatures over the 60 hours of the snow-reduced ensemble were warmer than
the control over the Northern Plains, which resulted in the weaker surface anticyclone and
thermal gradient in the snow-reduced ensemble.
The cyclone’s mean precipitation field for the snow-reduced ensemble—like the snowenhanced ensemble—was not different in time, location, and track compared to the control.
Dissimilarities in the character of precipitation during the event, however, were present. First,
the overall precipitation shield for the duration of the cyclone was reduced, where the perimeter
of the precipitation shield was typically 2 – 6 dBZ lower in the snow-reduced mean compared to
the control. The initial frontogenesis-enhanced band of precipitation that occurred between 1200
UTC and 2000 UTC on 13 February 2009 in western Nebraska was much weaker in the snow-
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reduced ensemble compared to the control. For instance, mean simulated reflectivity approached
10 dBZ lower in the snow-reduced ensemble compared to the control for many time steps.
Analysis of the storm-total, liquid-equivalent precipitation followed a similar pattern. Reduced
mean precipitation totals from 0.25 to 2 mm in the snow-reduced ensemble compared to the
control were found across most of Nebraska (Figure 21). One notable exception, however, was
across central Iowa and north central Illinois where mean liquid-equivalent precipitation totals in
the snow-reduced ensemble were between 0.25 and 2 mm higher than the control. Coverage of
precipitation, for the most part, remained unchanged from the snow-reduced and control
ensemble means except near the poleward edge of the precipitation shield, where the control had
greater precipitation extent. Finally, as the Great Lakes were no longer ice covered in the snowreduced ensemble, a localized increase in lake-enhanced precipitation was found in areas
downwind of the lakes.
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Figure 21: Difference of mean simulated radar reflectivity in the snow-reduced and control
ensembles at 0900 UTC 13 February 2009 (top) and the difference in the mean total liquidequivalent accumulated precipitation for the snow-reduced and control ensembles (bottom).
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The cyclone contained lower values of frontogenesis in the snow-reduced ensemble
compared to the control (Figure 22). Values of 925 hPa frontogenesis, for instance, were
between 4𝑥10−9 𝐾𝑠 −1 to 10𝑥10−9 𝐾𝑠 −1 lower compared to the control mean along the
developing warm front across southern Kansas and Missouri (Figure 22). This reduction in lowlevel frontogenesis could explain why the initial band of developing precipitation in this region
was much weaker compared to the control (See Figure 21). Furthermore, the comparison
between the snow-reduced and control ensemble means, unlike the snow-enhanced scenario,
demonstrated a more rapid fall off in frontogenesis changes with height. Analysis of the
difference in mean 850 hPa frontogenesis between the snow-reduced and control, for example,
had very small pockets of increased or decreased values, and the values were typically small, to
the point where the difference could be considered negligible.
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Figure 22: Difference of mean 925 hPa frontogenesis in the snow-reduced and control
ensembles at 1200 UTC 13 February 2009 (top) and 1600 UTC 13 February 2009 (bottom).
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Prior to 2100 UTC 13 February 2009, values of 925 hPa frontogenesis in the snowreduced scenario were lower than the control, which would explain the decrease in precipitation
totals in Nebraska (Figure 21). Between 2100 UTC 13 February 2009 and 0600 UTC 14
February 2009, an increase in lower tropospheric frontogenesis occurred between western
Kansas and central Missouri, where mean 925 hPa frontogenesis in the snow-reduced scenario
increased 10𝑥10−9 𝐾𝑠 −1 to 20𝑥10−9 𝐾𝑠 −1 over the control (Figure 23). While no changes were
apparent in 925-700 hPa baroclinity and thermal advection fields during the intensification of
925 hPa frontogenesis, an increase of mean 925 hPa temperatures of 1 and 2°C occurred along
the axis of frontogenesis in snow-reduced ensemble versus the control. Additionally, the liquidequivalent precipitation totals increased both near the surface warm front and in the main
precipitation swath in the snow-reduced ensemble, with higher values in the snow-reduced
scenario clustered in Iowa, Illinois, Missouri, and Indiana (Figure 21). The rapid intensification
of 925 hPa frontogenesis in the snow-reduced ensemble mean compared to the control could
explain the increase in accumulated precipitation in central Iowa and north-central Illinois
(Figure 21).
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Figure 23: Difference of mean 925 hPa frontogenesis in the snow-reduced and control
ensembles at 0000 UTC 14 February 2009 (top) and 0200 UTC 14 February 2009 (bottom).
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Comparisons of Experimental Scenarios
This section compares output between the two snow cover extent extremes used in the
experiment (snow-enhanced and snow-reduced). The process by which comparisons are made is
like prior sections, with ensemble means of the two scenarios being calculated and then
compared using a difference plot. Additionally, a set of locations important in the cyclone’s
development and maturation are analyzed to contrast important variables among the ensembles,
including the control.
At the time of cyclogenesis, the snow-enhanced ensemble’s low pressure formed in a
region of enhanced 925-700 hPa baroclinity, with values approaching 1𝑥10−6 𝑠 −1 higher than
the snow-reduced ensemble (Figure 24). The banding feature in the region of increased 925-700
hPa baroclinity, which stretched across Missouri and Illinois (Figure 24), was, on average, 160
km from the enhanced snow pack (See Figure 8). The region of enhanced 925-700 hPa
baroclinity remains intact until the cyclone passes through the region at 1700 UTC 13 February
2009 when the warm front matures and the baroclinity values rapidly diminish. Surface-500 hPa
baroclinity, however, showed no change in values in the region of cyclogenesis for both
ensembles (Figure 24).
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Figure 24: Difference of mean 925-700 hPa (top) and surface to 500 hPa (bottom) baroclinity
for the snow-reduced and snow-enhanced ensembles at 0400 UTC 13 February 2009 (bottom).
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Grid-point analysis near the cyclone’s developing warm front, which was located along a
line stretching from southern Kansas, southern Missouri, to south-central Illinois, demonstrates
how each snow-enhanced ensemble member recorded higher values of 925-700 hPa baroclinity
than both the control and snow-reduced ensemble members. For example, a grid point near
Mindenmines, MO (37.47°N, 94.62°W) had values of 925-700 hPa baroclinity between
0.6𝑥10−6 𝑠 −1 and 0.67𝑥10−6 𝑠 −1 in the snow-enhanced members at 0400 UTC 13 February
2009, while no snow-reduced or control ensemble member exceeded 0.54𝑥10−6 𝑠 −1 (Figure 25).
Rapid decreases in values of 925-700 hPa baroclinity, however, occurred as the analysis grid
point moves poleward towards the enhanced snow extent. For example, a grid point 250km to
the northeast, in Jefferson City, MO (38.56°N, 92.17°W), has 925-700 hPa baroclinity values
that are 0.1𝑥10−6 𝑠 −1 lower in the snow-enhanced ensemble members compared to the snowreduced and control members (Figure 26).

66

Figure 25: 925-700 hPa baroclinity for Mindenmines, MO (37.47°N, 94.62°W) at 0400 UTC on
13 February 2009. Individual ensemble members (x axis) are color coded based on the snowcover extent scenario.

Figure 26: As in Figure 25, but for Jefferson City, MO (38.56°N, 92.17°W).
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While the sea level pressure of the cyclone remained generally consistent across all three
scenarios (only minor differences of +/- 0.25 hPa were found), the track of the cyclone did
respond to changes of the snow-cover extent in the ensembles. Analysis of the grid-based
location of each ensemble member with respect to the ensemble mean of the control illustrates
differences across the snow-enhanced and snow-reduced scenarios (Figure 27). For example,
cyclones in multiple snow-enhanced members had a track further equatorward compared to the
control mean, while a large majority of the snow-reduced member tracks were more poleward
compared to the control. These shifts, especially in the snow-enhanced members, do support the
hypothesis that cyclones tend to track along regions of elevated low-level baroclinity (Figure 24).
A comparison of the ensemble means of the tracks within the three scenarios further supports
this hypothesis (Figure 28). The ensemble mean of cyclones in the snow-enhanced scenario
tracked further equatorward compared to the means of both snow-reduced and the control
ensembles, moving closer to the region of enhanced low-level baroclinity, which is in agreement
with Ross and Walsh (1986) findings that cyclones prefer to develop and move along regions of
enhanced baroclinic instability.
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Figure 27: The spread of cyclone track across the twenty-four ensemble members. Black dashed
lines indicate one of the eight control members, blue dashed lines indicate one of the eight snowenhanced members, red dashed lines indicate one of the eight snow-reduced members, and the
solid black line indicates the mean of the control runs.

Figure 28: The spread of the cyclone track of the three ensemble means. The black line is the
control mean, the blue line is the snow-enhanced mean, and the red line is the snow-reduced
mean.
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Calculation of the distance of individual snow-enhanced and snow-reduced ensemble
members from the mean of the control simulation was performed by analyzing the grid position
in which the minimum surface pressure near the cyclone was located at each time step of the
model, and then comparing against the position of the ensemble mean of the control cyclone at
that same time step. Deviations in distance begin to become apparent by 1300 UTC 13 February
2009, about ten hours after cyclogenesis (Figure 29), and remain large until 14 February 2009,
when the cyclone begins to weaken and eventually dissipate (Figure 30). As noted, shifts in the
snow-enhanced members tended to be more equatorward, favoring the region of enhanced
baroclinity (Figures 27 and 28), with the mean distance deviation compared to the control mean
across all eight snow-enhanced members calculated as 32.75 km equatorward. In the snowreduced ensemble mean, however, the mean distance deviation compared to the control is 35.83
km poleward.
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Figure 29: Distance of snow-enhanced and snow-reduced ensemble member cyclone centers
from the cyclone center in the ensemble mean of the control at 1300 UTC 13 February 2009.
Individual ensemble members (x axis) are color coded based on the snow-cover extent scenario.

Figure 30: As in Figure 29, but for 0000 UTC 14 February 2009.
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The results for both the snow-enhanced and snow-reduced ensembles demonstrate the
connection between an increase in baroclinity and an increase in frontogenesis. For instance,
ensemble mean 925-700 hPa baroclinity in the snow-enhanced ensembles is co-located in a
region of increased frontogenesis at 925 hPa along a line from central Missouri to south-central
Illinois (Figures 24 and 31). Plots of thermal advection at 925 hPa and 850 hPa illustrate very
little connection between changes in thermal advection and frontogenesis, which suggests that
baroclinity was the primary driver of change in frontogenesis (Figures 31 and 33).
Grid-point analysis of frontogenesis demonstrates a wide spread across individual model
members with respect to the snow-cover scenario and model parameterization. The exact
positioning of fronts can vary widely from run to run due to their mesoscale character. An
example of this spread is illustrated using the same two grid points used previously
(Mindenmines, MO, and Jefferson City, MO). Mindenmines, MO, at the same time step of the
peak of 925-700 hPa baroclinity (0400 UTC 13 February 2009), reveals a time-lag between the
peak in enhanced 925-700 hPa baroclinity and the peak in enhanced 925 hPa frontogenesis of
about five to nine hours (Figures 32 and 33). For example, at 0400 UTC 13 February 2009, the
925 hPa frontogenesis in the snow-enhanced ensemble members ranged between
−0.5𝑥10−9 𝐾𝑠 −1 and 1.8𝑥10−9 𝐾𝑠 −1 , which was lower than all the control and snow-reduced
members (Figure 32). However, at 1000 UTC 13 February 2009, the snow-enhanced
frontogenesis spiked to between 4.7𝑥10−9 𝐾𝑠 −1 and 18.3𝑥10−9 𝐾𝑠 −1 , while the control and
snow-reduced ensemble members had lower values when comparing each corresponding
ensemble member across the scenarios (Figure 33). Jefferson City, MO, at 0400 UTC 13
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February 2009 exhibited a decrease in 925 hPa frontogenesis closer to enhanced snow pack
extent in the snow-enhanced scenario compared to the control and snow-reduced scenarios. For
example, the highest value of 925 hPa frontogenesis for Jefferson City in a snow-enhanced
member was −0.04𝑥10−9 𝐾𝑠 −1 , which is indicating either weak frontolysis or no frontal
development. The lowest value for either the control or the snow-reduced member was
1.6𝑥10−9 𝐾𝑠 −1, illustrating the importance of proximity to the snow extent in 925 hPa
frontogenesis (Figure 34).
At the surface, the snow-enhanced ensemble develops a more notable region of surface
high pressure compared to the snow-reduced ensemble, with pressure differences between the
two scenarios as large as 4 hPa at the peak of the anticyclone. The increase in snow cover leads
to a far-reaching temperature decrease, with most of the newly snow-covered regions in the
snow-enhanced members experiencing temperature depressions between 5 and 7°C, which is
similar to the findings of Mote (2008). Advection of the surface cold pool following the cyclone
is also stronger in the snow-enhanced ensemble, with 10m winds increasing between 5 to 7 ms-1
on the equatorward extent of the enhanced snow pack in Kansas starting at 2200 UTC 13
February 2009 compared to the snow-reduced mean. The surface wind increase, coupled with
suppressed regional temperatures in Kansas, resulted in the advection colder temperatures in the
snow-enhanced ensemble equatorward, reaching Oklahoma, and, thereafter, Texas by 1000 UTC
14 February 2009.
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Figure 31: Difference of mean 925 hPa (top) and 850 hPa (bottom) frontogenesis in the snowreduced and snow-enhanced ensembles at 0400 UTC 13 February 2009 (top).
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Figure 32: As in Figure 27, but for 925 hPa frontogenesis at 0400 UTC 13 February 2009.

Figure 33: As in Figure 32, but for 1000 UTC 13 February 2009.
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Figure 34: As in Figure 32, but for Jefferson City, MO (38.56°N, 92.17°W).

Comparisons of the precipitation characteristics between the two experimental ensembles
demonstrate how changes in the snow pack ahead of a developing cyclone may not directly
influence the cyclone itself, but modify the strength of the affiliated fronts. Frontogenesis in the
snow-enhanced ensemble, especially at the low levels, showed regions of higher values
compared to the snow-reduced ensemble (Figure 31). The intensification of the fronts associated
with the snow-enhanced cyclone, in turn, acts to increase the strength and scale of the
precipitation within the cyclone. For example, the snow-enhanced ensemble demonstrated
increases in simulated reflectivity upwards of 20 dBZ within the precipitation bands compared to
the snow-reduced ensemble during multiple time steps. This was especially the case during the
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initial development of the precipitation swath over eastern Wyoming and northwest Nebraska.
Furthermore, the precipitation swath in the snow-enhanced ensemble extends further poleward
and equatorward, covering a larger area with accumulated precipitation compared to the snowreduced ensemble (Figure 35). The snow-reduced ensemble, however, benefits from an
enhancement in frontogenesis along the warm front after the cyclone matures between 2100
UTC 13 February 2009 and 0600 UTC 14 February 2009 (Figure 23) as it approaches the
Kansas-Missouri border. Values of mean frontogenesis for the snow-reduced ensemble during
the period of intensification were found to exceed 100𝑥10−9 𝐾𝑠 −1 higher than the snowenhanced ensemble in Missouri for multiple time steps. The rapid intensification of the warm
front in the snow-reduced ensemble could explain why the total liquid-equivalent precipitation
accumulation in central Missouri, central Illinois, and northern Indiana were as high as 10 mm
greater compared to the snow-enhanced ensemble (Figure 35). Statistical significance between
the changes in precipitation was assessed by employing the paired t-test between the members of
the two experimental ensembles. For a majority of the model difference analyses, statistical
significance to an alpha of 0.05 was not found, except in small pockets for the increased totals of
the snow-reduced ensemble across Missouri and Illinois (Figure 36).
Grid-point analysis also demonstrates a wide spread across liquid-equivalent precipitation
totals across the various ensemble members, and across the three scenarios. As precipitation
intensity is dependent upon numerous mesoscale factors such as atmospheric moisture content,
strength of frontal boundaries, and the intensity of the cyclone, the spread of values across the
scenarios, and the individual members of each scenario, can vary. The two grid points used to
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perform precipitation comparisons were selected due to their proximity to important features in
the cyclone, including the cyclone’s primary precipitation bands.
The first grid point, Grand Island, NE (40.92°N, 98.35°W), illustrates the spread across
the scenarios and their respective ensemble members (Figure 37). Variations of the snowenhanced scenario have liquid-equivalent accumulated precipitation totals ranging from 9.8 and
17 mm, with all but two ensemble members having a higher total precipitation compared to the
control and snow-reduced ensemble members. The snow-enhanced accumulated precipitation
totals, on average, are 0.84 mm higher than the control totals. The snow-reduced totals are, on
average, 0.4 mm lower than the control totals. Finally, the snow-enhanced scenario has a mean
total precipitation value of 1.24 mm higher than the snow-reduced scenario.
The second grid point, DeKalb, IL (41.93°N, 88.76°W), has a large spread of values for
the various scenarios across individual ensemble members, but experienced a lower total value
for liquid-equivalent accumulated precipitation compared to Grand Island (Figure 38). The
variation in accumulated precipitation totals across all the ensemble members for DeKalb ranged
from 1.2 to 4.2 mm. When comparing the scenarios, the snow-enhanced members had, on
average, total accumulated precipitation 0.4 mm higher than the control members. The snowreduced members averaged total accumulated precipitation 0.25 mm higher than the control.
Finally, when comparing the two experimental scenarios to one another, the snow-enhanced
members averaged accumulated precipitation that was 0.15 mm higher than the snow-reduced
members, even though the snow-reduced ensemble recorded the highest total of all observations
for DeKalb (Figure 38).
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Figure 35: Difference of mean simulated radar reflectivity in the snow-reduced and snowenhanced ensembles at 0200 UTC 14 February 2009 (top) and the difference between the mean
total liquid-equivalent accumulated precipitation for the snow-reduced and snow-enhanced
ensembles (bottom).
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Figure 36: Difference of storm total liquid equivalent precipitation between the snow-enhanced
and snow-reduced ensemble means. Black contours denote statistical significance to an alpha
value of 0.05.
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Figure 37: As in Figure 27, but for storm-total, liquid-equivalent accumulated precipitation at
Grand Island, NE (40.92°N, 98.35°W).

Figure 38: As in Figure 37, but for DeKalb, IL (41.93°N, 88.76°W).
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Finally, the influence of any snow-extent changes on the cyclone’s upper-level features
were assessed by analyzing the difference of 300 hPa heights and winds between the ensemble
scenarios. The difference experimental ensembles was only 2 ms-1 for the mean winds and 1 dm
for mean heights for all time steps of analysis (Figure 39), which illustrates little to no changes
occurred in the upper levels due to modifications in the snow pack extent.

Figure 39: Difference of mean 300 hPa winds and heights in the snow-reduced and snowenhanced ensembles at 1000 UTC 13 February 2009.

CHAPTER FIVE
DISCUSSION AND CONCLUSIONS
This research investigated how changes in the pre-existing snowpack along the path of an
extratropical cyclone influenced the strength, track, and precipitation character of the system.
Changes in baroclinity were analyzed in an ensemble modeling environment to assess the
influence a modified snow pack had on the developing and maturing extratropical cyclone.
Results of the 24 WRF simulations suggest that changes in baroclinity did not play a role in the
development and maturation of the cyclone, at least when considering the central pressure solely.
However, minor alterations in the track of the cyclone, and the development and subsequent
strengthening of the system’s warm front were modified by the snow cover changes, which led to
modifications in the forcing for and amount of precipitation.
This study considered two experimental conditions. The first condition explored an
enhanced snow pack, where the surface snow pack was extended equatorward such that the
cyclone’s low-pressure center would pass approximately 100 – 200 km from the snow extent
boundary, which is the region described by Rydzik and Desai (2014) as an area of maximum
baroclinity in these situations. Conversely, in the snow-reduced scenario, snow cover in the
conterminous United States that was not directly tied to the higher elevations of the Rockies was
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removed as a land cover. Both cases, as well as comparisons against an experimental control,
were analyzed and compared by using an ensemble mean of eight members to determine if there
were changes in baroclinity due to varying snow cover. Broadly, the snow-enhanced members
had an increase in 925-700 hPa baroclinity approximately 100 – 150 km equatorward of the
extended snow pack, in agreement with findings from Rydzik and Desai (2014). Conversely, a
reduction in baroclinity between 100 and 150 km equatorward of the removed snow pack was
found in the snow-reduced ensemble.
Modification of frontogenesis and slight alterations of the track were the primary
responses to the enhanced 925-700 hPa baroclinity in the snow-enhanced scenario, while the
intensity of the cyclone—as measured by sea level pressure minimum—remained unchanged
across the three scenarios. In the snow-enhanced ensemble, a band of increased low-level
frontogenesis located at both 925 hPa and 850 hPa co-located with a region of enhanced 925-700
hPa baroclinity along the developing warm front (Figures 10 and 15). Grid-point specific
analysis of locations along the enhanced 925-700 hPa baroclinity in the snow-enhanced scenario
revealed a time lag of approximately five to nine hours between the peak in baroclinity and the
peak in 925 hPa frontogenesis (Figures 32 and 33).
Due to the enhanced forcing associated with changes in frontogenesis, the character and
intensity of the cyclone’s precipitation modified in both scenarios. For example, in the snowenhanced scenario, an increase in aerial coverage in the storm total accumulation plots (Figure
13), as well as a localized band of more intense precipitation along the enhanced frontogenesis
region in central Missouri were seen when comparing to the control and snow-reduced scenarios.
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Precipitation changes were not only limited to the snow-enhanced ensemble, but were also
present in the snow-reduced ensemble. Following cyclogenesis, the developing warm front
formed in a corridor of weakened 925 hPa frontogenesis in the snow-reduced ensemble
compared to both the control and snow-enhanced ensembles (e.g. Figure 22). This reduction in
low-level frontogenesis resulted in a decrease in initial precipitation coverage and totals
compared to both the control and snow-enhanced ensembles. However, as the cyclone matured
in the snow-reduced ensemble, a band of enhanced 925 hPa frontogenesis along the cyclone’s
warm frontal region stretching across Missouri and Illinois (Figure 23) resulted in an increase in
precipitation totals in the center of the band (Figure 21).
In the snow-enhanced ensemble, the total coverage of precipitation was increased
compared to both the control and the snow-reduced ensembles due to the enhancement of the
925-700 hPa baroclinity and frontogenesis. Values of liquid-equivalent precipitation on the
poleward side of the snow-enhanced’s precipitation swath were between 2 and 5 mm higher
compared to the control. However, the snow-enhanced ensemble produced weaker values of
accumulated precipitation within the center of the precipitation swath, with amounts generally
between 1 to 2 mm lower than the control (Figure 13). This reduced precipitation intensity was
likely due to the additional coverage of snow, reducing surface temperatures, and hence, the
moisture content of the atmosphere (Figure 14).
On the other hand, the snow-reduced ensemble demonstrated a net reduction in
precipitation coverage compared to the control. The boundaries of the main precipitation swath
in the snow-reduced ensemble, for instance, had regional reductions in liquid-equivalent totals
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between 0.25 and 2 mm compared to the control. Two cyclone changes after maturation,
however, caused increases in precipitation totals in Missouri, Illinois, and Indiana when
comparing the snow-reduced scenario to the control. First, the 925 hPa frontogenesis
experienced a period of rapid intensification in the snow-reduced scenario between 2100 UTC 13
February 2009 and 0600 UTC 14 February 2009 (Figure 23). In response, precipitation totals in
north-central Missouri and central Illinois had values 1 to 2 mm higher than the control (Figure
21). Secondly, since the lakes were no longer ice-covered in the snow-reduced scenario, a band
of lake-enhanced precipitation developed in Indiana as the cyclone passed the region, which
contributed to a local increase in total liquid-equivalent accumulated precipitation.
Summaries of various fields and respective order of progression of important features for
the snow-enhanced and snow-reduced scenarios are illustrated in Figures 40 and 41. Snow
cover, as demonstrated by Mote (2008), can suppress surface temperatures by 5 - 7°C compared
to equivalent non-snow-covered land. This reduction in temperature stabilizes the lower
troposphere, generating a stronger region of high pressure over the Dakotas in the case explored.
Next, as Rydzik and Desai (2014) demonstrated, regions between 50 and 350 km of a snow
extent boundary typically experience a localized maximum in 925-700 hPa baroclinity, which
the snow-enhanced scenario investigated herein captured (Figure 10, Figure 24). In the snowenhanced case, the developing cyclone tracks into this region of heightened 925-700 hPa
baroclinity, resulting in a slightly altered cyclone track (Figure 28, Figure 29, Figure 30) and
other sensible weather changes. The developing warm front, subsequently, is enhanced due to
increased low-level frontogenesis in response to the amplified 925-700 hPa baroclinity (Heckley
and Hoskins, 1982; Hoskins and West, 1979). In response to the stronger warm front found in
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the snow-enhanced scenario, a more intense band of precipitation forms along the frontal
boundary, while the precipitation shield grows, covering a larger area.
With the removal of the snow pack—as explored in the snow-reduced scenario—the
surface temperature gradient is weaker compared to the control and snow-enhanced cyclones. In
response, a weaker anticyclone develops over the Dakotas due to the loss of the strong cold pool
found in the snow-enhanced scenario. Additionally, the 925-700 hPa baroclinity in the existing
vicinity of the snow pack is reduced compared to the snow-enhanced and control scenarios, and,
instead, shifts poleward towards the snow extent boundary located near the Canadian border. As
the cyclone develops in this case, there is no enhanced zone of baroclinity to move into or
through, and the thermal gradient at the surface is generally weaker. A weaker warm front
initially develops in response, causing a weaker swath of precipitation to form in Wyoming and
Nebraska. As the cyclone progresses eastward, however, it experiences a rapid intensification of
the warm front in Missouri, causing an increase in precipitation across eastern Iowa and
Missouri, and most of Illinois. Finally, as the cyclone moves through Illinois and into Indiana,
the winds in the northwest quadrant of the cyclone move across the ice-free lakes producing a
lake-enhanced band of precipitation not found in the snow-enhanced scenario (Figure 21, Figure
36).
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Figure 40: A conceptual model summarizing the key findings in the snow-enhanced scenario.

Figure 41: As in Figure 40, except the snow-reduced scenario.
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There are many limitations to this study that must be acknowledged and considered. The
first limitation is associated with the snow-reduced scenario, where an assumption of reduced
snow cover was made as the only condition of the model. This, however, is not an accurate
representation of a future climate scenarios according to the literature, as, for instance,
temperature increases are also expected to continue and can lead to a variety of changes (e.g.
Blunden and Arndt, 2015; IPCC, 2014; Wuebbles et al., 2014). Additional feedback loops of
continued temperature increases were explored in the literature and range from a decrease in
snow cover (Brutel-Vuilmet et al., 2013), an increase in total wintertime precipitation (IPCC,
2014; Räisänen, 2008), and, possibly, an increase in snowfall from extratropical cyclones
(Krasting et al., 2013). In this thesis, snow cover was adjusted solely to assess how changes in
low-level baroclinity may result in modification of the development and maturation of an
extratropical cyclone.
A second limitation considers the ensemble modeling framework. As Rydzik and Desai
(2014) explained, the region of increased baroclinity due to snow cover lies between 50 and 350
km from the snow extent boundary. Using a series of test cases, one single placement of the
snow extent, approximately 150 km from the track of the cyclone, was selected. While this
allowed the cyclone to pass within the region of maximum baroclinity, real-world cases typically
do not match the ideal conditions exactly. An ensemble study considering multiple snowenhanced scenarios that change the distance of the snow cover as well as model
parameterizations may produce a more thorough assessment of how changes in snow pack extent
near the cyclone affect its path and intensity. Due to time and resource constraints, however, this
ensemble framework could not be developed and tested.
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The third, and very important, limitation of this research is that it focuses on a singular
cyclone case. While concentrating on a singular case assists in determining the individual
contributions of atmospheric variables to the development and maturation of a cyclone, it is
likely that another cyclone would behave different in an ensemble modeling framework. Future
work should consider an entire spectrum of cases. Examining a wide scope of cyclone types,
including cases that appear to be more driven by vorticity in the upper levels in contrast to
baroclinity in the lower levels, could yield different findings.
A fourth important limitation to this study is the disparity between the model
precipitation and the observed precipitation. The ensemble framework was developed with eight
variations of parameters using land surface, microphysics, and radiation, but did not consider
many of the other available model parameterizations (e.g., boundary layer, convective, etc.). As
demonstrated with the comparison tests, model ensemble mean precipitation analysis between
the control and observations showed a notable difference (Figure 7). These disparities were then
noted in the wide variation between the ensemble members themselves in the grid analysis of
precipitation (e.g., Figures 37 and 38). A future study should consider using a high-resolution
reanalysis dataset as the control, or to find a variation of model parameterization that could better
resolve the observed precipitation.
Finally, there is the issue of model initialization. All the model runs were initialized at
1200 UTC on 12 February 2009, and cyclogenesis occurred approximately 15 hours later. A
possible limitation of this study is that insufficient time was given to the model to adjust for the
tropospheric impacts of both enhanced and reduced snow cover. This was especially apparent in
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analysis of mid- and upper-level fields where changes were negligible or undetectable (e.g.
Figures 18, 19, and 39). A study that considers initializing the model a few days before the
cyclone event may address this issue, but then the inherent problem of model accuracy and
forecast error becomes important, which is a primary reason this study initialized so close to
cyclogenesis.
Despite these limitations, the results of this study shed light on how low-level baroclinity
plays a role in the development and maturation of a relatively weak cyclone that produced
notable sensible weather impacts across the Great Plains and Midwest. As demonstrated by the
findings of the snow-enhanced scenario, the region of maximized baroclinity appears to
influence the frontogenesis of the cyclone compared to the cyclone’s pressure center, enhancing
the strength and character of the frontal boundaries. Changes in the character and strength of the
baroclinity and frontogenesis resulted in sensible weather changes such as temperature and
precipitation. Since frontal boundaries are regions of forced ascent (Lackmann, 2011), the colocation of enhanced baroclinity and enhanced frontogenesis demonstrates how this precipitation
connection can be considered.
This thesis explored the following research question: Do cool-season extratropical
cyclones controlled primarily by baroclinic instability change intensity, track, and precipitation
character as the snow pack extent is increased or reduced in proximity to the cyclone.? The
results of this study indicate that no changes in the intensity of the cyclone were present in either
case, at least as measured by the storm’s minimum sea level pressure. Minor alterations of the
track were present in the analysis, with a shift in the snow cover closer to the cyclone favoring a
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more equatorward track (snow-enhanced), and a removed of the snow cover favoring a more
poleward track (snow-reduced). Precipitation changes were present for both scenarios; an
increase in the coverage of the precipitation was present in the snow-enhanced scenario, though,
a decrease in precipitation intensity was noted within the cyclone’s primary band. Conversely,
the snow-reduced scenario saw a decrease in the coverage of precipitation, though, the primary
band of precipitation was more intense.
Extratropical cyclones are a primary driver of sensible weather effects for many locations
in the mid and high latitudes (Lackmann, 2011), and even with a changing climate, will continue
to be an important genitor of hazards. Since a reduction in cool-season snow cover appears to be
more likely in the future due to climate change (Brutel-Vuilmet et al., 2013), understanding how
snow cover effects the development and maturation of extratropical cyclones will remain an
important question moving forward. As this thesis has shown, baroclinic instability plays a key
role in the frontogenetic properties of cyclones, and while the area coverage of snowfall may be
decreased, changes in the intensity of precipitation bands should not be ignored from the
perspective of hazard analysis.
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