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Upper Bounds for the Cardinality of s-Distances Codes 
MONIQUE LAURENT 
The maximum cardinality of a code of length n over an alphabet of size q and with s distinct 
distances is considered. Generalizing Delsarte's method, some examples and conditions for 
existence of modular Hadamard codes are given. Also a non-existence theorem for Hadamard 
codes of index 2 is proved. In the case q;;;. qo(n), the upper bound qS is established. It is shown 
that equality holds only for transversal matroid designs. 
INTRODUCTION 
Let F be a finite set of size q. We consider the Hamming distance on the product 
G = F"; d(x, y) = I{i E [1, n]; Xi ¥ Yi}i for all (x, y) belonging to G x G. The weight of an 
element x of G is Ixl = d(O, x). Let Si be the sphere of radius i, that is, Si is the set of 
elements of G of weight i; its cardinality is ISil = Vi = (q _1)i(7). Let Mk denote the 
cardinality of the ball of radius k, that is, the set of elements of G whose weight is smaller 
k than or equal to k; thus, Mk = L;=o Vi. 
Let us consider a code C of cardinality M and of length n over the alphabet F, i.e. C 
is a sub1>et of G = F". The different values which are taken by d(x, y) when x, yare 
distinct codewords are called the distances of C and denoted by dh d2 , ••• , ds ; hence the 
number of distances of C is equal to s. 
Delsarte has proved in [4] the following bound for the cardinality M of C: 
M~Ms· (1) 
Recall that, if C attains equality in (1), then C is called a Hadamard code of index s. 
In this paper, the bound (1) is improved in the following way. Let p be a prime that 
does not divide q, nor any of the distances dh ••• , d. of C. Let us denote by r the number 
of distinct residues of dh .•• , ds modulo p. Then (2) holds: 
(2) 
Similarly, if equality is attained in (2), then C is called a modular Hadamard code of 
index r. The inequality (2) was proved in the binary case q = 2 by Frankl in [7], also by 
Blokhuis in [1]. 
In Section 2 of the present paper, we prove the modular bound (2) and, using 
arguments of the proof, we obtain some necessary conditions for the existence of 
modular Hadamard codes (cf. Theorem 2.5) analogous to the Lloyd's theorem for 
the existence of perfect error correcting codes. So, we show in particular that, if there 
exists a modular Hadamard code of index r, then the Lloyd polynomial Qr(X) = 
L~=oL~=o(_1)i(q_1)k-i(~)("k-=-~) has r distinct roots in the finite field GF(p). 
In Section 3, we present some examples of modular Hadamard codes; we also prove 
that, if C is an additive modular Hadamard code of index r, then its dual is a perfect r 
error correcting code (cf. Theorem 3.6). 
In Section 4, after recalling some conditions for the existence of Hadamard codes given 
in [4], we use them for proving a theorem of nonexistence of Hadamard codes of index 
s = 2 (cf. Theorem 4.3). 
In the first paragraph, we give the following asymptotic bound for the cardinality of 
C in terms of q and s: 
M~qS forall q~qo(n). 
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We show further that, if equality is attained in (3), then we can derive a transversal design 
from C (cf. Definition 1.4 and Theorem 1.7). 
1. AN ASYMPTOTIC BOUND: M ~ qS 
In order to give the bound qS for the cardinality of a s-distances code and then to deal 
with the case when this bound is attained, we have to recall some definitions, in particular 
those of transversal geometries and of transversal designs which are particular instances 
of squashed geometries and squashed designs introduced by Deza and Frankl in [6]. 
1.1. SOME DEFINITIONS. Let XI> ... ,Xn be n pairwise disjoint q-element sets. Define 
N = [1, n] (set of all integers ranging from 1 to n) and X = XI U· .. U Xn; hence IXI = nq. 
We keep this definition for X in the rest of Section 1. A subset A of X is called transversal 
if IA n Xii ~ 1 for all i E N. Hence, A is a n-element transversal set if and only if IA n Xii = 1 
for all i EN. We consider the mapping P that associates with every subset A of X the 
subset P(A) of N defined by P(A)={iEN:AnXi ¢0}; thus, if A is a transversal 
subset of X, then we have IAI = IP(A)I. Let 10 , II> ... ,Is be some integers such that 
O~/o<·· ·<ls-I<ls and Is=n; define L={/o, ... ,ls-I}. 
DEFINITION 1.1. A (qn, n, L)-transversal system on X is a collection d of n-element 
transversal subsets of X such that IA n BI E L for all distinct elements A, B of d. 
DEFINITION 1.2 [13]. A collection .J,l of subsets of N = [1, n] is a perfect matroid 
design (PMD for short) of type (L, n) if .J,l is the family of fiats of a matroid on N of 
rank s such that all fiats of rank j have the same size ~ for all 0 ~ j ~ s. 
DEFINITION 1.3 [6]. Let Cfi be a collection of transversal subsets of X. Cfi is a transversal 
geometry of rank s on X if there exists some families Cfio, Cfil> ... , Cfis partitioning Cfi into 
Cfi = Cfio u ... u Cfis and satisfying 
(Gl) if G, G' E Cfi, then G n G' E Cfi; 
(G2) if GE Cfii , G'E ~ and Gr;j,G', then i<j 
(G3) if G E Cfii , i < s, X E X - G such that G u x is transversal, then there exists G' E Cfii+1 
containing G u x. 
DEFINITION 1.4 [6]. A transversal design of type (L, n, q) is a transversal geometry 
Cfi such that all elements of ~ have the same size Ij for 0 ~ j ~ s. 
Let us remark that, if Cfi is a transversal design of rank s and of type (L, n, q), then 
(Rl), (R2) hold: 
(Rl) by an easy induction on s, it can be proved that I Cfisl = qS 
(R2) by comparing (Gl), (G2), (G3) with the axioms for the fiats of a matroid (cf. [13]), 
Cfi( Go) = { G E Cfi: G c;; Go} is a PMD of type (L, n) on Go for all Go belonging to Cfis• 
1.2. THE ASYMPTOTIC BOUND. Let us define m(n, q, s) as the maximum cardinality 
of an s-distances code of length n over an alphabet F of size q. 
Let us first remark that every code may be viewed as a transversal system. More precisely, 
let C be a code of length n over F having s distances dl> ... , ds • Define Xi = {( i,f): f E F} 
for i E N and X = XI U ••• U X n • Define also ~ = n - ds - j for 0 ~j ~ s -1. Associate with 
every codeword c the subset Ac = {(i, Ci): i EN}. Define de = {Ac: C E C}. It is easy to 
see that de is a (qn, n, L )-transversal system. 
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The asymptotic bound is now obtained by using the following theorem which is a 
special case of a more general result stated in [6]. 
THEOREM 1.5 ([6]). Let.st1 be a (qn, n, L)-transversal system. Then: 
(1) 1.st1I:!f;qSforallq;;;.qo(n). 
Moreover, if equality holds in (1), then: 
(2) InAEs4 AI = 10 
COROLLARY 1.6. m(n, q, s) = qS for all q;;;. qo(s) 
PROOF. Theorem 1.5 yields: m(n, q, s):!f; qS (this inequality can also be easily proved 
by induction on s). Consider now the code C formed by the words c, c = 
(ch ..• , c., 0, ... , 0) where Cj E F for l:!f; i:!f; S. Thus C is a s-distances code of size qS and 
therefore m(n, q, s) = qS holds. 
1.3. CASE OF EQUALITY. Consider now a (qn, n, L)-transversal system .st1 of size qS, 
i.e. satisfying equality in Theorem 1.5( 1). Let us define .st1* as the meet semilattice generated 
by .st1, i.e . .st1* is the collection of all intersections of elements of .st1. 
The following theorem states some properties for .st1, .st1* which were partially mentioned 
in [6], but here the transversal design is constructed explicitly. 
THEOREM 1.7. Let.st1 be a (qn, n, L)-transversal system of size qS for q;;;. qo(n). Then: 
(1) .st1* is a transversal design of type (L, n, q) and rank s: .st1* = Cfio u ... u Cfis such that: 
(a) Cfi
s 
=.st1 . 
(b) for all A E.st1, the families Cfi(A) = {O E .st1*: 0 ~ A} are pairwise isomorphic PMD. 
(2) .st1* is short, i.e. for all elements At. ... , At (t;;;. 2), there exists A, A' in .st1 such that 
A1n" ·nAt=AnA'. 
Let us recall that the families .Al,.Al' of flats of two matroids are isomorphic if there 
exists a bijectionf:.Al ~.Al' preserving rank and inclusion. The bijection used in Theorem 
1.7 for providing an isomorphism between Cfi(A) and Cfi(A'), A, A' E.st1, will simply be 
the natural projection of A on A', i.e. the mapping that associates with every subset B 
of A the unique subset B' of A' such that P(B) = P(B') (recall that P(B) = 
{iEN: BnXj,p 0}). 
COROLLARY 1.8. Let Cfi be a perfect transversal design of rank s. Then, for all Os E Cfi .. 
the families Cfi( Os) = {O E Cfi: 0 ~ Os} are pairwise isomorphic PMD. 
PROOF OF COROLLARY 1.8. By considering the transversal system .st1 = Cfi .. it is enough 
to verify that .st1* = Cfi. Let 0 be an element of Cfij (j :!f; S - 1), 101 = Ij < n. Choose j in 
N - P( 0) and a h a2 two distinct elements of ~. Let 0 1 (resp. O 2 ) be the unique element 
of Cfij +1 containing 0 u a l (resp. 0 u a2 ). Then 0 = 0 1 n O2 holds clearly. An easy 
induction proves now that every flat of Cfi is the intersection of elements of .st1. 
PROOF OF THEOREM 1.7. We apply induction on n. If 10> 0, then, in view of Theorem 
1.5(2), one finds a set Ao of size 10 that is contained in all A E .st1. Therefore, the statements 
follow from the induction assumption applied to .st1- Ao = {A - Ao: A E .st1}. Thus, we may 
assume that 10 = O. 
Let j EN and a h ... , aq be the distinct elements of Xj' For all l:!f;j:!f; q, the family 
.st1Oj={A-aj:AE.st1 and ajEA} is a (q(n-l), n-l, {11-l, ... ,ls _l-l})-transversal 
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system. Therefore, we infer from Theorem 1.5 that Ido.l:s; qS-I. Summing up over j yields 
} 
that 1.5111 = "i.;=1 IdQjI:s; q. qS-1 = qS. Since 1.5111 = qS, we deduce that IdQjI = qS-1 for all 
1 :S;j:S; q. Hence, for all a E X, by the induction assumption, Theorem 1.7 can be applied 
to the family do.. Consider the following collections C§ = .511*, d a = {A Ed: a E A}, C§a = 
{OE C§: aE O}=d(a)*, C§a(A)={OE C§: aE 0 and O~A} for all AEda and all aEX. 
Theorem 1.7 is satisfied by d a too; therefore, C§a is a short transversal design of type 
({II> .. . , IS-I}' n, q) and the families C§a (A) are pairwise isomorphic PMD for all A E d a. 
We now finish the proof through the following claims 1,2,3. 
CLAIM 1. C§ is a transversal design of type (L, n, q) 
PROOF. After noticing that C§={0}uUa E X C§a, the proof is based on the fact that 
rtJa is a transversal design of type ({II> . .. , IS-I}' n, q) for all a E X. It is clear that elements 
of C§ have size 0, II> . .. , Is. We now verify that rtJ is a transversal geometry, i.e. satisfies 
(Gl), (G2), (G3) from Definition 1.3. Take B, C in C§ such that B (\ C,= 0; choose an 
element a in B (\ C; then, since B, C E C§a, we deduce that B (\ C belongs to C§a ~ C§, 
which states (G1). (G2) is trivially satisfied. To obtain (G3), we have to prove that for 
all 0 E rtJ of size Ii, i < s and all element x E X - 0 such that 0 u x is transversal, there 
exists 0' in C§ of size Ii+1 containing 0 u x. If 0 = 0, then take for 0' the unique fiat 
of size II of C§x. Otherwise, take for 0' the unique fiat of size Ii+1 in C§a containing 0 u x 
where a is an element of O. 
CLAIM 2. For all A, A' in .511, C§(A) and C§(A') are isomorphic through the natural 
projection of A on A' 
PROOF. Let us suppose for contradiction that G is a fiat in C§(A) whose rank is 
minimal with respect to its projection G not being a fiat in C§(A'). 
Since 0 E rtJ( A) (\ rtJ( A'), r = r( 0) > 0 holds. Let Fe G be a fiat of rank r - 1, thus its 
projection F is a fiat in C§(A') of rank r-1. 
Choose a in G - F and define 0' the unique fiat in C§(A') of rank r containing F u a. 
Choose now b in 0' - G. Thus b ~ 0 and moreover 0 u b is a transversal subset of X, 
therefore let H be the unique fiat in C§ of rank r + 1 containing G u b and A" be an 
element of .511 containing H. 
Consider now d( b) . Since A', A" belong to d( b), the induction assumption yields that 
C§b (A') and C§b (A") are isomorphic through the projection. In particular, the projection 
G of 0' in A" is a fiat of rank r. Denote by ao the projection of a in A", then G contains 
F u ao. The contradiction comes now from the fact that 0 too is a fiat of rank r containing 
F u ao, which yields that G = G and thus bEG. 
CLAIM 3. For every 0 in .511*, there exists A, A' in .511 such that 0 = A (\ A'. 
PROOF. Let us prove more precisely that, if 0 = AI (\ ... (\ At, t;;;. 2, AI> .. . , At Ed, 
then there exists A' in .511 such that 0 = AI (\ A'. If 0,= 0, choose a in 0; then AI> . .. , At 
belong to d a and the result is true by induction. Take now 0 = 0. Suppose for contradic-
tion that there exists Ao in .511 such that IA (\ Aol;;;. II for all A in d. Define for alII :s; i:S; s-1 
and all subsets S of Ao of size Ii the family d(S) = {A Ed, A (\ Ao = S}. d(S) is a 
(qn, n, g, ... , I,_I})-transversal system, thus Theorem 1.5 yields Id(S)I:s; q'-i. 
Since .511 - {Ao} is the union of the families d(S) for all arbitrary Ii-element subsets S 
of Ao(1:S; i:S; s - 1), we have Idl:s; 1 + "i. ;:~ (nq'-i and therefore Idl:s; c(n )q'-I« q' for 
all q;;;. qo( n) which contradicts the assumption 1.5111 = qS in Theorem 1.7. 
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2. A MODULAR LLOYD'S THEOREM 
The modular inequality (2), M..; M" has been proved in the binary case (q = 2) in [1] 
and [7]. Our aim is to show (2) in the q-ary case and using arguments of the proof to 
give an analogous result to Lloyd's theorem in the case of equality. 
2.1. CHARACTERS OF A FINITE ABELIAN GROUP 
From now on, F is an additive finite abelian group of order q and exponent e, i.e. e 
is the smallest natural number such that ef = 0 for all f belonging to F. Let p be a prime 
which does not divide q and GF( p) be the finite field of order p. Let r~ be the cyclotomic 
field of complex eth roots of unity and r~ be the cyclotomic field of eth roots of unity, 
an extension field of GF(p). Let us denote by A (Fp) the set of all group homomorphisms 
from F into r~ (r~), which are called the complex (modular) characters of F, respectively. 
There exists a bijection F --A such that X~( b) = X~( a) for all a, b in F. The same 
holds in the modular case. a ..... x~ 
Let us describe the relation between X~ and X~. Let (J (g) be a primitive eth root of 
unity in C (r~), respectively. The canonic morphism Z -- GF(p) can be extended 
m ..... rf1 
to the mapping CP: r~ ) r~. cP is a module homomorphism. It is easy to see 
Lo:ma 6 °I-+La ma{a 
that X~(b) = CP(X~(b» for all a, bin F. 
Let us recall the following orthogonality relation for group characters. 
PROPOSITION 2.1. Let a be an element of F. Then LbeF X~(b) is equal to 0 if a ¢ 0 and 
is equal to q otherwise. The same holds in case of modular characters. 
PROOF. See for example [5]. 
Let us now introduce, as in [4], an inner product (,) in G = Fn. For a = (a" ... , an), 
b = (b" ... , bn ) in G, one defines: 
(a) a complex inner product (a, b)c = rr;=l X~,(bi)' 
(b) a modular inner product (a, b)p = CP«a, b)d. 
Therelation (a, b)(a, c)=(a, b+c) can be easily verified in both complex and modular 
cases. 
2.2. CHARACTERISTIC MATRICES OF A CODE 
Let C be a code of cardinality M and length n over F, i.e. C is a subset of G = Fn. 
Recall that the weight of a codeword x = (x" ... , xn ) is Ixl = I{i EN: Xi ¢ Olio H~ is a 
matrix of size M x Vk (Vk = ISkl and Sk = {x E G, Ixl = k}) whose rows are indexed by the 
codewords, the columns by the elements of Sk and whose (a, h)-entry is equal to (a, h)c. 
Let us define analogously the modular matrix H~. 
Let us also recall the definition of the Krawtchouk polynomial Pk of degree k: 
For all primes p, p > Ie, we can reduce Pk modulo p and obtain a polynomial Pk in 
GF(p)(X) with the same degree. 
The following result states a connection between the Krawtchouk polynomials and the 
inner product in G. 
PROPOSITION 2.2 [4]. For every element a of G, L (a, h)c = Pdlal). 
li t: s" 
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PROOF. Define I = L (a, h)c and u(f) = I x~(f); thus, from Proposition 2.1, 
.h e S, QeF-O 
we have u(f) = -1 if f~ 0 and u(f) = q -1 if f= O. 
Since 
this yields 
k 
(1) I = L n <T(ai,) 
1~;I<···<ik!!!ii" 1=1 
Let us define u = lal and 1= {i E [1, n], a i ~ OJ, III = u. 
Let (i l , •.. , ik ) be a k-tuple of elements of [1, n] such that il < ... < ik and m = 
Hi),"" id nIl. 
Then (2) holds: 
k 
(2) n u(ai,)=(-l)m(q-1)k-m. 
1=1 
Therefore (1) and (2) yield (3) 
k 
(3) I= I (_1)m(q_1)k-m(~)(:-=-~)=Pk(U). 
m=O 
Let us finally define for every matrix K= (kij) I", i,,;; " whose coefficients are non-zero 
elements of an arbitrary field, the matrix K=(lSi)I ";;j ,,;; m with lSi = (ky)(-I). 
l ~ i O!'i n 
The following result relates the characteristic matrices of a code and its distances. 
PROPOSITION 2.3 [4]. The characteristic matrices of a code and its distances are related 
by (1) and (2): 
(1) HfHf = (Pdd(a, b», (a, b) E C x C) 
(2) H~H~ = (Pk(d(a, b», (a, b) E C X C). 
PROOF. (1) clearly yields (2). Proposition 2.2 yields (1) easily since the (a, b )th 
coefficient of the matrix HfHf is equal to L (a - b, h)c. 
heSk 
2.3. THE MODULAR INEQUALITY 
Let C be a code of length n over F and of cardinality M. Suppose that C has s distinct 
distances dh ... , ds • Let p be a prime which does not divide q nor any of the distances 
dJ, ... , d,. Let r be the number of distinct residues modulo p determined by d), ... , ds 
and let b), ... , br denote these residues in GF( p). Let us introduce the modular annihilator 
polynomial of C, A(X) = n;=1 (1- Xbi l ). It is a polynomial of degree r in GF(p). Since 
(Po, Ph .. . , Pr) is a basis of the vector space of polynomials of GF(p) whose degree 
does not exceed r, there exist to, t l , ••• , tr in GF(p) such that A(X) = I;=o tjPj(X). 
Let us denote by Iv(v;;;'1) the v x v identity matrix and by D the 'diagonal' matrix of 
size Mr whose diagonal blocks are (toI"" tII v" ... , trIv,). 
We also define from the modular characteristic matrices HL ... , H~ the following 
matrix of size M x M r : K~ = (Hg, ... , Hn 
THEOREM 2.4. Let C be a code having r distinct non-zero distances modulo the prime p 
and of cardinality M. Then: 
(1) K~DK~=IM' 
(2) M,;;; Mr = I;=o (q -1)i(7). 
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PROOF. Define K = K~OK~ . SO, K = I~~o tjHf fIf. Therefore, by using Proposition 2.3, 
the (a, b)th coefficient of K is equal to I;~o tjjj(d(a, b» = A(d(a, b». This yields (1). 
Now (1) yields that K has rank M and (2) is derived by observing that rank(K):% 
rank(K~):% M,. 
Let us recall that, if C attains equality in Theorem 2.4(2), then C is called a modular 
Hadamard code of index r. 
2.4. CONDITIONS FOR THE EXISTENCE OF MODULAR HADAMARD CODES 
Part of the following theorem is analogous to the Lloyd's theorem for the existence of 
perfect error correcting codes. 
THEOREM 2.5. Let C be a modular Hadamard code of index r. Then: 
(1) K~K~ = M,IM , and M, ¢ 0, 
(2) The Lloyd polynomial of degree rover GF(p), 0, = Po+ PI + ... + Pro has r distinct 
roots in GF(p) (namely the distinct residues modulo p corresponding to the distances of C). 
(3) K~ is a nonsingular submatrix of K~ and therefore K~ has rank M,. 
PROOF. Since M = M" K~ is a non-singular matrix of size M, satisfying Theorem 
2.4(1) this yields (a) K~K~ = 0- 1• Observe now that K~K~ has M, as diagonal coefficient. 
So, (a) yields the equalities M, = tol = ... = t;-I and therefore (1) is satisfied. 
(1) yields also K~K~ = M,I M ,. For obtaining (2), it is enough to observe that K~K~ has, 
for (a, b)th coefficient, I;~o Pj(d(a, b» = O,(d(a, b». 
Proof of (3). It is easy to see that det(K~) = CP(det(K~». We deduce from (1) that 
det(K~) ¢ 0, thus K~ is a matrix of size M, x M" containing K~ as a submatrix and 
therefore its rank is equal to M,. 
REMARKS. (a) Similarly to the complex case, a square matrix K of size M over the eth 
roots of unity in r~ is called a modular Hadamard matrix if it satisfies KK = MIM . 
(b) The existence of a modular Hadamard matrix yields the existence of a modular 
Hadamard code only in the case q = 2 and r = 1. 
3. SOME EXAMPLES OF MODULAR HADAMARD CODES 
3.1. EXAMPLE 1 
We are looking for a binary code C of cardinality M, and having r distinct distances 
modulo p. We can remark that M, = L;~o (7) in the binary case q = 2 and that (7) is the 
volume of the sphere Sa, of radius a j if a j is equal to i or n - i. So the first idea is to find 
some parameters n, (al> " " a,), which provide a modular Hadamard code of index 
r: C = U;~o Sa,. 
PROPOSITION 3.1. Let p ¢ 2 be a prime, r, n be some integers such that p > rand n := 2r + 1 
modulo p. Let C = U;~o Sa" then C is a modular Hadamard code of index r for thefollowing 
choices of ao, a), ... , a,: 
for all i, 0:% i :% r, aj = i if i is even and a j = n - i if i is odd 
REMARK. The examples 6-6-1 to 6-6-4 given in [1] are covered by this proposition. 
PROOF. Suppose C = U;~o Sa, with a j = i if i is even and a j = n - i otherwise. Let x, y 
be two distinct codewords. We are going to prove that d(x, y):= 2, 4, . . . , 2r (modulo p). 
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Let i, j, 0 ~ i, j ~ r, such that x E Sa, and y E Saj' There are three cases to consider: 
(a) ai = i and aj = j. 
Then i and j have the same parity and therefore d (x, y) = i + j - 21x * yl is an even integer 
smaller than 2r (recall that z = x * y is the vector with coordinates Zi = 1 if Xi = Yi = 1 and 
Zi = 0 otherwise). 
(b) ai = n - i and aj = n - j. 
i and j have again the same parity. Let x denote the word x + i where i is the element 
(1,1, ... ,1) of G. Then d(x,y)=d(x,y) and Ixl=n-Ixl. So d(x,y)=i+j-2Ix*yl is 
again an even integer smaller than 2r. 
(c) i,j have distinct parities, for example a j = i and a j = n - j. 
Suppose first that i<j. Then d(x,y) can be written d(x,y)=n-2k-l (k~O). Since 
IYI-lxl~d(x,Y)~lxl+IYI, we have O~k~r-1. From n=2r+l (modulo p) we obtain 
d (x, y) = 2( r - k) (modulo p) where r - k is an integer of [1, r]. Suppose now that j < i. 
Then by considering d(x, y) = d(x, y), we have the same calcul as above. 
In conclusion, for all distinct codewords x, y, d (x, y) = 2. 4, ... ,2r (modulo p). 
Therefore C is a modular Hadamard code of index r. 
3.2. EXAMPLE 2 
Let q be a prime power and V be the n dimensional projective space over GF( q). Let 
us define v = (qn+l_1)j(q -1); 0 = (0, ... ,0) and i = (1, ... ,1). Let Co (resp. C 1) be the 
code of length v whose codewords are the characteristic vectors of the hyperplanes and 
one more word: 0 (resp. i). 
PROPOSITION 3.2. Let Co, C 1 be the binary codes defined above and p be an odd prime. 
(1) if pi q - 2, then C1 is a modular Hadamard code of index r = 1 
(2) if pi «qn -1)j(q -1) - 2q n-l), then Co is a modular Hadamard code of index 1. 
PROOF. The weight of a hyperplane is equal to (qn -1)j(q -1). The distance between 
two distinct hyperplanes is equal to 
2(qn -1)j(q -1) _2(qn-l_1)j(q -1) = 2qn-l. 
Thus the set Dco of distances of Co is equal to 
REMARK. Example 6-6-5 in (1) is a special case of (1) or n = 2. 
3.3. EXAMPLE 3 
Let H be a normalized Hadamard matrix of order 4n over the reals, that is: 
1 1 1 
By replacing -1 by 0 in the matrix ii, we derive a binary matrix A of order 4n -1. 
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Let us define the matrix B of order v obtained by repeating m times the block A on 
the diagonal: 
Thus v = (4n -1)m. Let C be the binary code of length v whose codewords are the rows 
of Band 1. 
PROPOSITION 3.3. The code defined above is a modular Hadamard code of index r = 1 
for every odd prime p if either pi n -1 and p = 3, or pi n -1, pi m -1 and p 'i' 3. 
PROOF. The weight of a row in A is 2n -1; the distance between two distinct rows 
of A is 2n. Thus the distances of Care d 1 = 2n, d2 = 2(2n -1), d3 = V - (2n -1), and we 
have d2 - d1 = 2(n -1), d3 - d1 = (4n -1)(m -1). Hence C is a modular Hadamard code 
of index r = 1 if pi (n -1) and moreover, either pi (4n -1) which implies p = 3, or p-r( 4n -1) 
which implies p'i' 3 and pi m-1. 
3.4. ADDITIVE MODULAR HADAMARD CODES 
For a code C s:;: G, its dual code can be defined. In fact, there are two definitions: 
a complex one: C' = {x E G: (a, x)c = 1 for all a E C}, 
a modular one: C'P = {x E G: (a, x)p = 1 for all a E C}. 
The following result shows that these are in fact the same. 
PROPOSITION 3.4. (1) For all codes C s:;: G, C' = C'P. (2) For all additive codes C (i.e. 
C is a subgroup of G), the quotient G / C' and C are isomorphic and C = ( C ')'. 
PROOF. For (2) see [5]. To prove (1), it suffices to show that (a, x)c = 1, if and only 
if (a, x)p = 1. Since (a, x)p = cP( (a, x)c), if (a, x)c = 1 then (a, x)p = 1. Conversely suppose 
(a, x)p = 1 and denote (a, x)c = Om for some integer m. Thus 1 = cP((a, x)c) = gm; this 
yields el m and therefore (a, x)c = 1. 
Let us recall that a Hadamard code of index s is a code having s distances and of 
cardinality Ms. The following theorem deals with the problem of existence of additive 
Hadamard codes. 
THEOREM 3.5 [4]. Let C be an additive code. Thefollowing two properties are equivalent: 
(1) C is a Hadamard code of index s, (2) c' is a perfect s error correcting code. 
Let us now consider the problem of existence of additive modular Hadamard codes. 
THEOREM 3.6. Let C be an additive modular Hadamard code of index r. Then its dual 
C' is a perfect r error correcting code. 
COROLLARY 3.7. There are no additive modular Hadamard codes",?f index r such that 
r<s. 
PROOF OF THEOREM 3.6. Recall the condition (1) of Theorem 2.5: K~K~ = MJM, 
and At'i' o. Thus, for all h'i' k such that Ihl, Ikl ~ r, the (h, k)-coefficient of the matrix 
K~K~ which is given by (*) LEe (k - h, a)p is equal to o. Since C is additive, we have 
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qn=lcllc'I=MrlC'l. Therefore, for all h-,ek, Ihl,lk,~r, h-keC' (otherwise, if 
h - k E C', (*) would imply that pll ci and thus pi qn contradicting the assumption p-t q). 
It is now clear, from the relation qn = Mrlc'l, that C' is a perfect r error correcting code. 
PROOF OF COROLLARY 3.7. Use Theorems 3.5 and 3.6. 
The only non-trivial perfect e error correcting codes over an alphabet of size q known 
for e;" 2 have the following parameters: 
(a) q = 2, n = 2e + 1, e is arbitrary (binary repetition codes); 
(b) q = 2, n = 23, e = 3 (binary Golay code); 
(c) q = 3, n = 11, e = 2 (ternary Golay code). 
Notice that (a)-(c) are indeed additive codes, hence their duals provide examples of 
Hadamard codes. For a survey of results of non-existence of perfect e-codes, see for 
instance [3] and [8]. In particular, no unknown perfect e-code exists when: 
(a) q=ps,p is a prime, e;,,2 (cf. [11], [14]); 
(b) q = p~p~, e;,,3 (cf. [12]); 
(c) e=3,4,5(cf.[9]); 
(d) e = 7, e;,,9 (cf. [2]); 
(e) e=6,8 (cf. [8]). 
4. NON-EXISTENCE OF HADAMARD CODES OF INDEX 2 
A. CONDITIONS FOR THE EXISTENCE OF HADAMARD CODES 
Let C be a Hadamard code of index s with distances d h ••• , ds • Then it satisfies the 
following conditions, given by Delsarte in [4]: 
(1) the distances of C are the roots of the Lloyd polynomial Qs of degree s. 
(2) q2S divides Ms. 
(3) The number Nk of codewords of weight dk is given by 
(4) The codewords of a given weight w form a t-design of type q -1 for every t such 
that w;" t and t ~ s + 1. 
Using these conditions, Delsarte has proved the following result. 
THEOREM 4.1 [4]. Por alphabets whose orders are prime powers, there exist only two 
inequivalent Hadamard codes of index 3: the (7,26 ) code formed by all-binary 7 -tuples of 
even weight and the (23,2 11 ) expurgated Golay code. 
From the modular theory, the following condition can be easily derived. 
THEOREM 4.2. Let C be a Hadamard code of index sand p be a prime which does not 
divide q. Then (a) implies (b): 
(a) there exist i,j, 1 ~ i '" j ~ s, such that pi d i - dj , 
(b) there exists k, 1 ~ k ~ s, such that pi dk • 
B. A NON-EXISTENCE THEOREM FOR HADAMARD CODES OF INDEX 2 
The following Hadamard codes of index 2 are already known: 
code (1) for all q, the trivial code C = p2; 
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code (2) the binary code of length S, cardinality 24 , formed by all words of even weight; 
code (3) the dual of the ternary Golay code of length 11 and cardinality 35 • 
Let us give the following result. 
THEOREM 4.3. If C is a Hadamard code of index 2, not codes (1), (2) or (3), then q 
satisfies either 31 q or q = 4k + 2 (k;:' 1), and moreover q ¢ 2 and q ¢ 3 m for all m;;. 1. 
COROLLARY 4.4. The only Hadamard codes of index 2 over a finite field are codes (1), 
(2) and (3). 
C. PROOF OF THEOREM 4.3 
From now on, C is a non-trivial Hadamard code of index 2, of length n (n > 2), having 
two distinct distances: d h d2 (1,,:; d. < d2,,:; n). 
C.l. CONDITIONS OF EXISTENCE USED IN THE PROOF 
(Cl) dh d2 are the roots of the Lloyd polynomial Q2, 
Q2(X) = q2/ 2 (X2+ X(1-2n + (2n -4)/ q) +2M2/ q2). 
Let us denote by D the discriminant of the quadratic polynomial Q2' 
(Cll) D= 1+(4(n-2)(q-l)/q2). 
Moreover D is the square of an integer P, P > 1 (the case P = 1 corresponds to the 
trivial code of length n = 2). 
(CI2) d2 - d. = P, 
d2+ d. =2n -1-(2(n -2)/ q), 
d2d. = 2M2/ q2, 
d. = (q/2(P2-l) + 3 - P)/2, 
d2 = (q/2(P2-l) +3 + P)/2. 
(C2) q4 1 M2 and therefore q21 d.d2 • 
(C3) q(d2-d.)2_2(d\+d2)=q-6. 
Let us denote by d the g.c.d. of d h d2 • There exists d~, d; such that d. = dd~ and d2 = dd;. 
(C3l) dlq-6 and dI4(Sn-l). 
(C32) for all primes p, if pld2-dh then plq or (plq-6 and pI4(Sn-l)). 
(C4) Let N j denote the number of codewords of weight dj(i = 1,2) 
n(q -l)M2/ qdjNj = 1 + « Q\(d;)//(q -l)(n -1)). 
PROOFS. (Cl) is just the calculation of Q2(X), (Cll), (CI2), (C3) are obtained by 
using the well known relations for the roots of a quadratic polynomial. (C2), (C4) come 
from conditions (2) and (3) of part A, respectively. Let us verify (C3l): we deduce from 
(C3) that dlq-6; since q2D=q2+ 4(n-2)(q-I)=(q-6)2+12(q-6)+4(Sn-l) and 
diD, we obtain that dI4(Sn-l). To prove (C32), see from Theorem 4.2 that pld when 
pld2-d\ and p-fq; use now (C3l) to deduce that plq-6 and pI4(Sn-l). 
C.2. SOME PROPERTIES OF P 
LEMMA 1. IfP=2, then (q=2, n=S) or (q=4, n=6). IfP=3, then (q=2, n=IO) 
or (q=3, n=Il). 
PROOF. Use (Cll): p2 = 1 + (4(n - 2)(q -1)/ q2). If P = 2, then 3 = 4(n - 2)(q -l)/ q2; 
thus (4(n - 2)/ q2, q -1) is equal to (1,3) or (3, 1) which yields (q = 4, n = 6) or (q =: 2, n = 
S). Similarly for P = 3. 
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LEMMA 2. If Uq or 41 q, then P is odd: P = 2N + 1 (N;;;': l). 
PROOF. This statement comes clearly from (Cll) if 2-rq. Suppose now q = 2aq' (a;;;.: 2). 
(CI2) yields 2dt =2a - tq'(P2-1)+3-P and therefore P is odd. 
LEMMA 3. If U q or 41 q, then P = d and therefore PI q - 6. 
PROOF. We deduce (a) from (C4): 
(a) n(n - 1)(q -1?M2 = qd,Nt«n -1)(q -1) + (Qt(d,»2). 
(C11) yields (b): 
(b) (p2_1) q2/4 =(n-2)(q-1). 
We obtain (c) from (b) and (CI2): 
(c) Qt(dt) = 1 + n(q -I) - qdt = q(P+ 1)/2-1. 
Then, (b) and (c) yield (d): 
(d) (n -1)(q -1) + (Qt(d,))2 = qP(q(P+ I) - 2)/2. 
Use now (a), (d) and the relation d2 dt = 2M2/ q2 to obtain (e): 
(e) n(n-1)(q-1)2d2=NtP(q(P+1)-2). 
Since P = d2 - d t = d(d; - dD, we infer (f): 
(f) n(n -1)(q _1)2d~ = Nt(d~ - d;)(q(P + 1) - 2), 
_ from which we deduce that d ~ - d; divides n (n - 1)( q _1)2. 
Let us now prove that d; - d; = 1. Let P be a prime divisor of d ~ - d;. Thus p divides 
n(n -1)(q _1)2 and D. Suppose first that plq; from (b) and pi n(n -1), we have p = 2. 
Suppose now that p-rq; thus (C32) yields p 1 q -6 and p 14(5n -1). There are 3 possibilities: 
(a) plq-I; so, plq-6 implies p=5 which contradicts pI4(5n-1); or 
(b) pin; so, pI4(5n-1) implies p=2; or 
(c) pin-I; so pI4(5n-l)=20(n-1)+16, which again yields p=2. Therefore, p=2 
holds in all cases which contradict Lemma 2. 
COROLLARY 4. If q;;;.: 7 and q;fi (4k+2) (k;;;': 1), then P~ q -6. 
A straightened use of this result will be made in the rest of the proof. 
C.3. SMALL VALUES OF q: q ~ 5 
Case A: q=2. (C11) yields D=p2=n-l, P;;;.:2. 
Let us first prove that P = 2. Let p be a prime divisor of P; thus p = 2 from (C32). Take 
P = 2a , a;;;.: 1. Consider again relation (e) in the proof of Lemma 3: 
(e) n(n -l)d2 = N t22a+ t 
Moreover, n = 1 + 22a and d2 = 22a - t + 2a- t + 1. Therefore, Nt = (22a + 1)(22a - t + 2a- t + 
1)/2 which implies a = 1. 
Therefore we obtain the following parameters for the code C: n = 5, d t = 2, d2 = 4, 
Nt = 10, N2 = 5. Notice that N, = 10 = m is the number of words of weight 2 in GF(2)5 
and N2 = 5 = (~) the number of words of weight 4. Thus C is exactly the code (2) of 
Theorem 4.3. 
Case B: q = 3. Then, P = 3 from lemma 3 and n = 11, d t = 6, d2 = 9 from (CI2). 
Moreover, we have Ie! = M2 = 1 + n(q -1) + G) (q -If = 35• To prove that such a code 
C is equivalent to the dual of the Golay code Gil' we use the following result. 
THEOREM ([10]). Any (11,36,5) ternary code is equivalent to Gil' Any (12,36,6) 
ternary code is equivalent to G t2; where Gt2 is the self dual code obtained by adding an 
overall parity check to Gil' 
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Let now C' be the code of length 12 whose codewords are (c,f) where c E C and f E F. 
Thus C' is a (12,36,6) ternary code and is therefore equivalent to 0 12 • Thus C, also C' 
are linear codes. It is now clear that C is equivalent to the dual of Oll. So, we obtain 
the code (3) from Theorem 4.3. 
Case C: q = 4. Lemma 3 yields P = 2, thus n = 6, d, = ~ which is impossible. 
Case D: q = 5. Lemma 3 yields P = 1 which has been excluded. 
C.4 OTHER VALUES OF q 
Case E: q ~ 7, 31" q, 21" q or 41 q. Let us prove that it is an impossible case. 
LEMMA O. The g.c.d. of q and d is equal to 1. 
PROOF. Suppose that there exists a prime p which divides q and d. Lemma 3 yields: 
p 16 and therefore p = 2 or p = 3 which contradicts Lemma 2 and the assumption 31" q. 
COROLLARY. There exist some integers ql> q2 such that q = q,q2, their g.c.d. is equal to 
1 and satisfying (1) and (2): 
(1) q~ld" 
(2) q~ 1 d2 • 
From (CI2) and Lemma 2, we deduce the following values for d" d2 : 
(3) d,=qN(N+1)+1-N 
(4) d2=qN(N+1)+2+N 
E.1. A FIRST EXPRESSION FOR N 
Use (1) and (3) to obtain q,1 N -1; so there exists an integer x(x ~ 1) such that: 
(a) N= 1 +xq, 
Since d, = q(N -1)(N + 1) + q(N -1)+2q+ 1- Nand qil q( N -1), (a) yields qd2q2 - x. 
So there exists an integer y such that 
(b) 2q2-X = q,y, 
(c) N=1+2q-y(q])2. 
It is easy to see that y ~ 1 from P = 2N + 1 "" q - 6. 
E.2. A SECOND EXPRESSION FOR N 
Use (2) and (4) as above to obtain: 
(e) N=-2+zq2,z~1; 
(f) 2q] + z = tq2, t ~ 1; 
(g) N = -2-2q+ t(q2)2. 
E.3. CONSEQUENCE 
By comparing (c) and (g), we deduce (h): 
(h) y(q,)2-4q,q2-3+t(q2)2=O. 
In order to get some more information about y, t, let us deal separately with the cases 
q,> q2 and q2> qt· 
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Deduce from (c) and N?3 2 (see Lemma 1): 2q> y( ql? > yq and therefore y = 1. Thus 
(h) becomes 
(i) (ql)2 -4qlq2 - 3 + t(q2)2 = O. 
Let D' be the discriminant of (i) considered as an equation of degree 2 in the variable 
ql: D'=(q2)2(4-t)+3. Moreover D' is the square of an integer a. 
If t ?3 5, then 0,,;; D' ,,;; 3 - (q2)2 implies q2 = 1. From (a) above: N = 1 + xq; we have that 
p = 2N + 1 = 3+2xq is not compatible with P";; q -6 and x ?31. 
If t = 4, then D' = 3 is not a square. 
If t = 3, then D' = 3 + (q2? = a 2; thus 3 = (a + q2)( a - q2) and a - q2 = 1 and a + q2 = 3. 
Therefore q2 = 1, a case which has already been excluded. 
If t = 2, then D' = 3 + 2(q2?' Reduce modulo 3 to obtain a 2 = 2 (mod 3) which is 
impossible. 
If t = 1, then D' = 3«q2)2+ 1) = a 2; thus a = 3b and (q2?+ 1 = 3b2. Reduce again modulo 
3 to obtain (q2)2 == 2 (mod 3) which is again impossible. 
In conclusion, the case ql> q2 is excluded. 
E.5. CASE q2> ql 
Deduce from (g) and 2N + 1,,;; q -6 that 2t(q2)2 < 5q < 5(q2)2; thus t = 1 or t = 2. Now 
(h) gives: 
(j) t(q2?-4qlq2+y(ql?-3=O. 
Let D" the discriminant of (j) considered as an equation in the variable q2' D" = 
(ql )2( 4 - ty) + 3 t and D" is the square of an integer a. First suppose t = 1, then the proof 
of impossibility is the same as in the case ql> q2' Now suppose t = 2, then D" = 
2«ql)2(2-y)+3). 
If y?3 3, then ql = 1. Use (e) and P = 2N + 1,,;; q - 6 to obtain a contradiction. 
If y = 2, then D" = 6 is not a square. 
If y = 1, then D" = 2(3 + (ql?) = a 2. Thus a = 2b and 2b2 = 3 + (ql)2. Reduce modulo 3 
to obtain (ql)2==2b 2 (mod 3) which is impossible. 
Therefore we have also excluded the case q2> ql and which results in the proof that 
case E is an impossible case. 
Case F: q = 3 m for some integer m ?3 2. The properties (3) and (4) used in case E are 
still available. 
(3) d l =3 m N(N+1)+1-N, 
(4) d2 =3 m N(N + 1)+2+ N. 
Since q21 d l d2 , we have 31 d l and 31 d2 • Since d I q - 6, we deduce 91' d. Therefore we have 
to consider the two following cases: 
(F1) 31 d l and 32m - I I d2 
(F2) 31 d2 and 32m- I I d1 
(F1) Since m<2m-1, (4) yields 3m IN+2. Thus N=u3 m -2 (u?31). It suffices now 
to see that 2N + 1,,;; q - 6 is not satisfied. 
(F2) (3) yields N=1+v3 m (V?3l) which contradicts again the assumption P";;q-6. 
In conclusion, there are no Hadamard codes of index 2 over GF(3 m) if m ?3 2. So the 
proof of Theorem 4.3 is achieved. 
Let us now consider the first untreated case: q = 6. 
Case G. q = 6. Let us give some parameters n, dh d2 for which a Hadamard code of 
index 2 could exist, that is, they satisfy all the conditions we have given. 
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We derive from (Cll) that there exists an integer k such that n =2+9k. Thus 
D=p2 =1+5k, 
d\ = POP -1 )/2, 
d2 = P(3P+ 1)/2. 
(C2) yields 31P, so P=3N. The following conditions relate k and N: 
(a) 5k=9N2 -1 
(b) 161 N 2(81N2 -1). 
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(b) is obtained from (C2): q2 ld\d2 and from the relation P=3N. This enables us to 
exclude the values N = 1, 2, 3, 4, 5 and 6. But in the cases N = 7 or N = 8, for example, 
we obtain the following 'possible' values for n, d\ and d2 : 
for N = 7: n = 794, d\ = 651, d2 = 672; 
for N = 8: n = 1037, d\ = 852, d2 = 876. 
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