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Espero que mis conferencias puedan interesar a ingenieros, físicos y astrónomos asz
como a los matemáticos. Si uno acusase a los matemáticos de ser una clase que
ignora los problemas matemáticos de la física moderna y la astronomía, se podría
quizás, con no menos justicia, acusar a físicos y astrónomos de ignorar a los depar-
tamentos de matemática pura los cuáles han alcanzado un alto grado de desarrollo
y estan preparados para ofrecer un valioso servicio a la física y a la astronoraza.
La mayor necesidad del presente de la ciencia matemática es que la ciencia pura y
aquellos departamentos de ciencias físicas, en los que ésta encuentre su más impor-
tante aplicación, deben ser conducidos una vez más en la más íntima unión como
se probó en el fructífero trabajo de Lagrange y Gauss. Feliz Klein, 1896.
En la sección V de la “Mécanique Analytique» (1788) de 3. L. Lagrange aparece descrita
la diferencia entre la energía cinética y potencial, L = T — y, que hoy día es conocida como
la función lagrangiana o, de forma abreviada, el lagrangiano. También aparecen las ecuaciones
del movimiento en la forma que conocemos como ecuaciones de Euler-Lagrange:
Resaltamos, para destacar esta fundamental contribución de Lagrange, el siguiente párrafo de
su libro:
No se encontrarán figuras en esta obra. Los métodos que expongo no necesitan
construcciones, ni razonamientos geométricos o mecánicos, solamente operaciones
algebraicas, sujetas a un proceso regular y uniforme. Aqudlos a quienes les guste el
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Análisis, verán con agrado como la Mecánica se convierte en una nueva rama suya,
y me estarán agradecidos por haber extendido así esta materia. J. L. Lagrange,
1811.
La formulación actual tiene su punto de partida en Poincaré. Él imaginó un sistema dinámico
como un campo de vectores en un espacio de fases, cuya solución es una curva tangente en cada
uno de sus puntos al vector basado en el punto. Se asoció de un modo natural una estructura de
variedad diferenciable a este espacio de fases T’Q que además estaba dotado de una estructura
geométrica muy especial, llamada estructura simpléctica. Puesto que una variedad diferenciable
no admite, en principio, un sistema global de coordenadas, se hacía evidente la necesidad de
encontrar un análisis intrínseco para describir un sistema dinámico. Ya en las lecciones de
Cartan aparece, por primera vez, una formulación intrínseca, y no variacional, de las ecuaciones
de la dinámica. Más recientemente los trabajos de Lichnerowicz, Gallisot y J. Klein evidenciaron
que la geometría diferencial es el marco adecuado para la formulación de la mecánica.
De este modo, el marco geométrico natural para el estudio de la mecánica clásica es, sin
lugar a dudas, la geometría simpléctica. Generalizaciones posteriores hacen también uso de la
geometría cosimpléctica, geometría presimpléctica y geometría rnultisimpléctica.
Existen dos aproximaciones principales a los sistemas dinámicos que serán usadas con pro-
fusión en esta memoria:
1. la aproximación lagrangiana,
2. la aproximación hamiltoniana.
El estudio se inicia partiendo de un espacio de configuración Q que es una variedad diferen-
dable cón dimensión finita n y con coordenadas locales (0).
Si elegimos la formulación lagrangiana debemos considerar una función L : TQ —. R en el
fibrado tangente TQ (espacio de fases de las velocidades) llamada función lagrangiana o, más
brevemente, lagrangiano. En el caso mas favorable (el regular), una vez elegido el lagrangiano
y haciendo uso de la geometría casi-tangente del fibrado tangente, podemos construir una
estructura simpléctica en TQ, a partir de la cual definimos un campo de vectores en TQ, ~¡¿,
que determina la solución de la dinámica. De hecho, este campo de vectores es una ecuacion
diferencial de segundo orden (abreviadamente una SODE).
vn’
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Si elegimos la aproximación hamiltoniana, la formulación se hace en el fibrado cotangente
TSQ (espacio de fase de momentos) que tiene la ventaja de contar con una forma simpléctica
canonica. Utilizando las técnicas de cálculo diferencial sobre variedades se obtiene una formu-
lación intrínseca de las ecuaciones de Hamilton.
Estas aproximaciones se pueden estudiar independientemente pero ambas están relacionadas
por la transformación de Legendre Leg : TQ —~ TtQ.
En esta memoria se hará un estudio de los sistemas lagrangianos de orden superior, sistemas
lagrangianos degenerados y sistemas lagrangianos sujetos a ligaduras no-holonórnicas.
Uno de los aspectos que serán tratados coñ mayor detalle es el estudio de las simetrías
de la solución de la dinámica, que como ya hemos dicho es un campo en el espacio de fases
correspondiente. Una simetría es una transformación que deja invariante este campo solución.
Para nosotros será más interesante el estudio de las simetrías infinitesimales, es decir, aquellos
campos de vectores cuyo flujo está formado por simetrías. Clasificaremos las simetrías en dos
clases principales: simetrías infinitesimales puntuales (campos de vectores definidos en Q) y
simetrías infinitesimales de tipo no puntual u “ocultas” (campos definidos en TQ).
Uno de los aspectos fundamentales del estudio de las simetrías es obtener la relación con
las constantes del movimiento. Este tipo de relaciones se conocen como teoremas de Noether:
‘t.. tratando con 4rupos arbitrarios de dimensión finita — o infinita — en el sentido de
Lie, y revelando las consecuencias de cuando un principio variacional es invariante
por este grupo. El resultado general contiene, como casos especiales, los teoremas
de primeras integrales como son conocidos en mecánica y, además, los teoremas de
conservación y las dependencias entre las ecuaciones de campo en la teoría de la
relatividad —mientras por otro lado, el recíproco de estos teoremas es dado. E.
Noether, 1919.
A lo largo de esta memoria obtendremos varios teoremas de Noether, entendiéndolos como
relaciones entre las simetrías infinitesimales y las constantes del movimiento (funciones que son
constantes a lo largo de las curvas integrales del campo solución de la dinámica).
Otro de los aspectos más interesantes de esta memoria reside en resaltar el interés de las
estructuras casi-producto en el estudio de los sistemas dinámicos. Usaremos las estructuras
casi-producto en dos aplicaciones en principio muy diferentes. Por una parte, se estudia la
ix
1.
teoría de ligaduras de Dirac y Bergmann [381(globalizada por Gotay y Nester [49, 51])) para
sistemas lagrangianos degenerados utilizando ciertas estructuras casi-producto adaptadas a la
forma presimpléctica obtenida a partir del lágrangiano. Por otra parte, usando las estructuras
casi-producto, obtenemos resultados de gran interés para el estudio de sistemas dinámicos
sujetos a ligaduras no-holonómicas.
El contenido de la memoria se divide en tres partes.
1. En la primera parte se obtiene una clasificación completa de las simetrías de un sistema
lagrangiano regular de orden superior, y se encuentran diferentes relaciones entre simetrías y
constantes del movimiento (Teoremas de Noether). Una de las dificultades para obtener esta
generalización reside en que el lagrangiano, en el caso autónomo, es una función definida en el
fibrado tangente de orden k mientras que el campo de vectores que determina la dinámica está
definido en el fibrado tangente de orden 2k — 1. Esta clasificación extiende la obtenida por O.
Prince ([116, 117]) para sistemas lagrangianos de orden 1.
Distinguimos dos casos:
1. Caso autónomo.
Un lagrangiano autónomo de orden k es una función L L(q~, qj4, ... A) que depende de
las coordenadas q¿~ y de sus derivadas hasta el orden k. De hecho usando fibrados tangentes
de orden superior se puede considerar L como una función L : TkQ —* R. Además, decimos
que L es regular si la matriz hessiana (~~j’~) tiene rango maximo. Denotamos por E¡, la
energía asociada al lagrangiano L (función en T2k1Q), ~L la 1-forma de Poincaré-Cartan y
WL = —dcxL la 2-forma de Poincaré-Cartan (formas en T2kIQ). La ecuación del movimiento
es:
%XWL = dEL.
Como WL es simpléctica, existe un único campo de vectores ¿L en T2k.1Q, que satisface esta
ecuación. ¿L es el campo de vectores de Euler-Lagrange. Además, ‘fL es una ecuación diferencial
de orden 2k y sus soluciones son precisamente las soluciones de las ecuaciones de Euler-Lagrange
para L.
Se dice que una función f: T2klQ —* Res una constante del movimiento de ¿L si EL! = 0.




Distinguimos los. siguientes tipos de simetrías infinitesimales puntuales del sistema lagran-
giano definido por L. Sea X un campo de vectores en Q.
1. Se dice que X es una simetría de Lie si [EL,X(2k12k1)] = O
2. Se dice que X es una simetría de Noether si Lx<2k...t2k...1)czc es exacta (de otra manera,
LX<2*...I,2k...,)&L = df) y X(2k12k1)EL = O.
3. Se dice que X es una simetría infinitesimal de L si X(kk)L = O.
Obtenemos ~también una clasificación de las simetrías infinitesimales de tipo no puntual.
Sea X un campo de vectores en T2kIQ.
1. Se dice que & es una simetría dinámica si [EL,Ñ] = 0.
2. Se dice que Ñ es una simetría de Cartan si LgQL es exacta, es decir, LgctL = df y
ÑcL = O.
También se obtiene las siguientes relaciones entre ellas:
1. Una simetría de Noether es una simetría de Lie.
2. Una simetría infinitesimal de L es una simetría de Noether.
3. Una simetría de Cartan es una simetría dinámica.
4. Si X es una simetría de Noether, entonces X(2k12k1) es una simetría de Cartan.
5. Si X es una simetría de Lie, entonces X(2k1,2k1) es una simetría dinámica.
Como principal resultado obtenemos el siguiente teorema de Noether:
Teorema de Noether: Si X es una simetría de Cartan, con LgQL = df, entonces f — ct¡}X)
es una constante del movimiento: Recíprocamente, si f es una constante del movimiento y Z
es su campo de vectores hamiltoniano en
12k.1Q, izwL = df, entonces Z es una simetría de
Carta n.
También se estudian detalladamente las simetrías de un sistema hamiltoniano para encontrar




2. Caso no-autónomo (o dependiente del tiempo).
En primer lugar, estudiamos la simetrías de los sistemas hamiltonianos dependientes del
tiempo. Comenzamos considerando una variedad cosimpléctica (M, Q, q) en la que introducimos
la dinámica a partir de una función hamiltoniana H E C¶M). Basándonos en este análisis
podemos estudiar las simetrías de un sistema lagrangiano dependiente del tiempo.
El espacio de evolución de una variedad diferenciable Q es la variedad diferenciable Jk(IR, Q)
de todos los k-jets, j~a, de aplicaciones a : R —. Q. Un lagrangiano dependiente del tiempo
de orden k es una función L : Jk(R,Q) —. IR. Denotamos por EL la energía asociada a L
y por O,, y Q,, = —dO,, las correspondientes formas de Poincaré-Cartan. Todas ellas están
definidas en J2kl(R,Q). Las ecuaciones globales del movimiento son:
ix’!?,, = O , ixdt = 1
Como (f?L,dt) define una estructura cosimpléctica en J2kl(R,Q), existe un único campo de
vectores EL en J2kl(R,Q) satisfaciendo la ecuación anterior. Llamaremos a EL el campo de
vectores de Euler-Lagrange. EL es una ecuación diferencial de orden 2k y las soluciones de EL
son las soluciones de las ecuaciones de Euler-Lagrange.
Se dice que una función f : J2k¶(IR,Q) —~ IR es una constante del movimiento de ¿j, si
EL! = 0.
Si X es un campo de vectores en R x Q denotamos por X(r,r) la elevación completa de X a
JT(R,Q) (véase [124]). Sea X un campo de vectores en R x Q y dT el operador de Tulczyjew.
Obtenemos la siguiente clasificación de las simetrías puntuales:
1. Se dice que X es una simetría de Le si
= dT(r)E
con r = dt(X).
2. Se dice que X es una simetría de Noether si
LX(2k.1.2k.1)OL = df,
xii
para alguna función f en J2kl(R,Q).
3. Se dice que X es una simetría infinitesimal de L si
x(kk)(L) = dT(r)L,
con r = dt(X).
Clasificamos también las simetrías no necesariamente puntuales. Sea X un campo de vec-
tores en J2k—l(R,Q).
1. X se dice que es simetría dinámica de EL si
[E,,,Ñ]=
con T = dt(Ñ).
2. X es una simetría de Cartan si
L~G,, = df,
para alguna función f en J2kl(R,Q).
Se obtienen las mismas relaciones que en el caso autónomo entre todas estas simetrías del
sistema lagrangiano.
Asimismo, se encuentra el siguiente teorema de Noether:
Teorema de Noether: Si X es una simetría de Cartan (como en la definición anterior)
entonces F = f — Q,,(X) es una constante del movimiento de ~j. Recíprocamente, si E es una
constante del movimiento de EL existe un campo de vectores Z en J2k1(R,Q) de modo que
izO,, = dF.
Así, Z es una simetría de Cartan y cada campo de vectores Z+9EL cong : J2kí(R,Q) —~ R
es también una simetría de Cartan.
También estudiamos las simetrías de la contrapartida hamiltoniana y la relación entre ellas
a través de la aplicación de Legendre Leg : J2kl(R,Q) —.. IR x T(TkIQ).
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II. La segunda parte de la memoria está dedicada al estudio de los sistemas lagrangianos de-
generados. Como antes, obtenemos una clasificación completa de las simetrías y se demuestran
varios Teoremas de Noether. La herramienta matemática fundamental será en este caso la geo-
metría presimpléctica. Introducimos además un concepto que será fundamental en los capítulos
sucesivos: el de estructura casi-producto. A grosso modo, una estructura casi.producto en una
variedad distingue dos distribuciones complementarias.
1. Clasificación de simetrías para sistemas lagrangianos degenerados.
Consideremos un sistema presimpléctico (M,w,a) siendo w una 2-forma cerrada de rango
constante y a una 1-forma cerrada. Cuando se éstudian las soluciones de la ecuación
= a,
es posible que éstas no estén bien definidas más que en una subvariedad M~ (variedad final de
ligaduras) de M. La subvariedad M~ es el résultado de aplicar el algoritmo de Gotay y Nester
a la ecuación anterior. Nuestro estudio de las simetrías y constantes del movimiento siempre
estará referido a esta subvariedad M1.
Empecemos, primero, considerando una estructura presimpléctica (Mj,jw,jya) donde
Mj —* M es la inclusión de Mj en M. Definimos los conjuntos:
XWMI(M!) = {XEX(MÍ)IixwM1=aM,1,
Xw(M,) = {X E X(M~) ¡ (ixw = ~)/M, }
Introducimos las siguientes definiciones de constantes del movimiento:
1. Una función E : —. IR es una constante del movimiento de una solución ~ E
y/Mf(M1) si ~E = 0.
2. Una función E : —~ IR es una constante del movimiento de XWMI(M,) si verifica que
yjJMI(M)F 0.
3. Una función E: —* Res una constante del movimiento de Xw(M¡) si Xw(Mj) E = 0.




1. X es una simetría dinámica de E si [X,E]= O.
2. X es una simetría dinámica de XWMI(MÍ) si
[X,XWMI(MÍ)] C kerw~w1
3. X es una simetría dinámica de X”’(MJ) si
[x,r(M~)] c kerwflTMj.
4. X es una simetría de Cartan de (M,WMJ,aMJ) si
ZXWM,dG e ~X¿YMJ=O.
Encontramos también el siguiente teorema de Noether:
Teorema de Noether: Si X es una simetría de Cartan de (M1 ,WMJ,&M1), entonces G (de
la definición anterior) es una constante del movimiento de XWMI(M,). Recíprocamente, si O -
es una constante del movimiento de ltMf (Mf), entonces existe un campo de vectores X en Mf
tal que
iXWM1 = dO,
y, además, X es una simetría de Cartan y cada campo de vectores X + Z, con Z E kerwM1, es
también una simetría de Cartan.
A continuación, consideramos un lagrangiano degenerado L : TQ —* IR y estudiamos las
simetrías infinitesimales del sistema presimpléctico particular (TQ,wL,dEjj. En este caso,
introducimos también las definiciones de simetrías de Noether y del lagrangiano como en el
caso regular.
Suponemos que el lagrangiano es casi regular para estudiar la parte hamiltoniana. En este
caso, Leg(TQ) = M1 es una subvariedad diferenciable y Jleg es una submersión sobre 1V11.
Estudiamos como en los dos capítulos anteriores la relación entre las simetrías de ambas formu-
laciones: lagrangiana y hamiltoniana. Por otro lado cuandá se estudia un sistema lagrangiano
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degenerado no es posible garantizar que en la subvariedad Mj las soluciones de la dinámica
verifiquen la condición de ecuación diferencial de segundo orden ((JX)(x) = 0(x), x E Mf,
siendo J y O la estructura casi-tangente canónica y el campo de LiouviUe de TQ, respectiva-
mente). Para resolver este problema, nos restringiremos a una subvariedad 5 de My donde
se garantiza la existencia de al menos una solución de la dinámica que verifica la condición
de ecuación diferencial de segundo orden. Estudiamos también la simetrías y constantes del
movimiento en la subvariedad 5 de M1.
El resto del capítulo se dedica a aplicar estos resultados a distintos casos particulares:
1. Dinámica hamiltoniana generalizada. Dado un lagrangiano L : TQ —. IR es posible
definir una estructura presimpléctica en la suma de Whitney T
tQ e TQ. Esta construc-
cion es también conocida como formulación de Skinner y Rusk [133, 134]. Encontramos
relaciones entre las simetrías de este sistema presimpléctico y las obtenidas a partir del
lagrangiano L en TQ.
2. Lagrangianos afines en las velocidades. Si en Q tenemos una 1-forma g y una función it
de módo que d~ sea simpléctica es posible definir un lagrangiano degenerado L = 4 + hv.
Relacionamos las simetrías de ambos sistemas: simpléctico en Q y presimpléctico en TQ.
3. Reducción de sistemas lagrangianos degenerados. Dado un lagrangiano degenerado L
es posible definir, bajo condiciones adecuadas, la variedad cociente TQ¡ kerwL que es
simpléctica. En esta sección se relacionan las simetrías infinitesimales de ambos sistemas.
4. Grupos de Lie de simetrías. Dada una acción presimpléctica de un grupo O sobre Q
de modo que su levantamiento completo deje al lagrangiano degenerado L invariante, es
posible encontrar constantes del movimiento para el sistema presimpléctico a partir de la
aplicación momento.
Finalmente, se obtiene la clasificación de las siníetrías infinitesimales para sistemas pre-
cosimplécticos. A partir de estos resultados se puede obtener de un modo muy sencillo la
clasificación de las simetrías para el caso de lagrangianos degenerados dependientes del tiempo.
xvi
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2. Estructuras casi-producto asociadas a sistemas presimplécticos
Se introducen las estructuras casi-producto E, con proyectores A y 6 adaptadas a una
variedad presimpléctica (M,w) (una de las distribuciones 1mB es la distribución característica
de la forma presimpléctica). Si esta estructura es integrable la variedad presimpléctica estará
dotada, de un modo natural, de un corchete de Poisson. Aprovechamos este hecho para obtener
un proceso de reducción de Poisson de variedades presimplécticas. Para hacer esto, supondremos
que existe una estructura casi-producto integrable que está adaptada a w y es invariante por
un grupo de Lie de simetrías O que actúa presimplécticamente en iW. Si todos los campos
de vectores EM pertenecen a la distribución regulár y y es un valor regular de la aplicación
J-’Qi
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momento J M —* g~, entonces el espacio reducido M~ = esta dotado de una forma
CMpresimpléctica reducida y de una estructura casi-producto reducida que definen precisamente
el corchete de Poisson reducido obtenido a partir del corchete de Poisson inducido en ~VI.En
definitiva, obtenemos el siguiente resultado:
Teorema de reducción presimpléctica: Sea (M,w) una variedad presimpléctica dotada de
una estructura casi-producto integrable E adaptada a w y sea O un grupo de Lie actuando
presimplécticamente en M. Sea J : M —* una aplicación momento equivariante para esta
acción. Supondremos también que (.A,B) es O-invariante y EM E ImA, V~ e g. Supongamos
que y E g es un valor regular de J y que el grupo de isotropía Q actáa libre y propiamente
en J1(p). Entonces, la variedad cociente M~ está provista de una ánica forma presimpléctica
w~ tal que 7r~w~ = i>a, y una dnica estructura casi-producto E
4 adaptada a w4 de modo que
el corchete de Poisson inducido { , }~ coincide con el corchete de Poisson { , },. obtenido a
partir de la reducción de Poisson.
Para introducir la dinámica en este estudio, suponemos primero que existe una función
hamiltoniana H que es O-invariante de tal modo que el sistema presimpléctico (M,w,H) ad-
mite una dinámica global, o, en otras palabras, no existen ligaduras secundarias. Entonces,
obtenemos la dinámica reducida. Si hay ligaduras secundarias, desarrollamos el algoritmo de
ligaduras y así obtenemos una variedad presimpléctica con dinámica global.
3. Sistemas lagrangianos degenerados y estructuras casi-producto.
Se reformula la teoría clásica de Dirac-Bergmann (véase [38]) en términos de estructuras
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casi-producto. Dado un lagrangiano degenerado L TQ —~ R casi regular, podemos definir
una estructura presimpléctica (Mi,wi,dhi) en M1 donde w1 es la restricción a M1 de la forma
simpléctica canónica de T*Q y it, la proyección de la energía. Sea H una extensión arbitraria
de it1 a TQ y XH su campo hamiltoniano respecto de la estructura casi-producto canónica
de T*Q . Si M1 es la variedad final de ligaduras, es decir, solamente hay ligaduras primarias,
aprcivechando la clasificación de las ligaduras en primera o segunda clase, obtenemos el siguiente
resultado:
1. Si únicamente hay ligaduras de segunda clase podemos construir una estructura casi-
producto (P, Q) en T*Q de modo que: (P(XH)),tM es la única solución de la ecuación
ixwí = dli,.
2. Si únicamente hay ligaduras de primera clase se fija el “gauge” considerando una estruc-
tura casi-producto (Á1,B1) en M1 adaptada a la forma presimpléctica w1. Una solución
de la dinámica es Aí(XH,,M).
3. Si M, tiene ligaduras de primera y segunda clase se puede construir Ja estructura casi-
producto (P, 9) en T*Q y se fija el “gauge” eligiendo una estructura casi-producto
(A1,B,) en M1. Una solución de la dinámica es A1
De un modo similar se construyen estructuras casi-producto adecuadas en el caso en el que
aparecen ligaduras secundarias.
Caracterizamos también las estructuras casi-producto en TQ que son Legendre-proyectables
y estudiamos el problema de la condición de ecuación diferencial de segundo orden. Retomamos
el ejemplo de los lagrangianos L afines en las velocidades. En este caso, una estructura casi-
producto adaptada a WL no es nada más que una conexión en el sentido de Ehresmann.
III. En la tercera parte de la memoria, se introducen ligaduras o restricciones en los sistemas
lagrangianos. Este tipo de ligaduras ha sido estudiadas ampliamente en el contexto del Cálculo
de Variaciones (véanse [44, 119, 1231). Nosotros seguimos el procedimiento clásico de introducir
estas ligaduras en las ecuaciones del movimiento del sistema a través de multiplicadores de
Lagrange, siguiendo a Cariñena y Rañada [25, 118].
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1. Sistemas lagrangianos no-holonómicos y estructuras casi-producto.
Consideremos un lagrangiano regular L : TQ —.. R sujeto a un sistema de ligaduras no-
holonómicas {&}:
= ft~ + 1< , localmente ~¿ = (g1)~(q)4A + h¿(q)
donde ¡i~ y it, son 1-formas y funciones en Q, respectivamente. Las ecuaciones del movimiento
del sistema sujeto a las ligaduras son:{ iXWL = dE,, + fl4’,
dq54X) = 0,
dondep~ i~~gj (rq : TQ —. Q es la proyección canónica) y la funciones >0 son los mul-
tiplicadores de Lagrange. Considérense los campos ZZÍWL = y la matriz O con elementos
C~i = Z~).
Si la matriz O es regular construífflos una estructura casi-producto (P, 12) en TQ de modo
que la proyección del campo de vectores de Euler-Lagrange, P(EL), determina la solución de la
dinámica del sistema sujeto a las ligaduras {~í}. Esta estructura casi-producto es:
12 = C’-’Z~ ® d~,
y P = id — 12, donde 0” son los elementos de la matriz inversa de 0.
En el caso de que la matriz O no sea regular encontramos un algoritmo similar al de Dirac-
Bergmann que nos permite obtener una subvariedad final de ligaduras donde existen soluciones
consistentes de la dinámica constreñida. Asimismo, construimos una estructura casi-producto
que nos permite obtener por proyección la. solución de la dinámica.
El caso de un sistema sujeto a ligaduras holonómicas h1 E C
00(Q), (1 -C i S m), con m ~cn
se estudia como un caso particular del caso no-holonómico, donde las ecuaciones del movimiento
son ahora: I iXWL = dE,, + >,‘dh~,dh~(X) = 0,dh~(X) = 0.
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Obtenemos una globalización de los resultados anteriores para sistemas lagrangianos con
ligaduras no-holonómicas lineales en las velocidades. Consideramos una distribución D en Q
localmente generada por la anulación de las 1-formas gj y sus levantamientos Dv y a TQ.
En este caso las ecuaciones del movimiento son:
dE,,) e I(DV),{
donde denotamos por I(flV) el anulador de Dv. En el caso regular se construye una estruc-
tura casi-producto que nos permite obtener por proyección la solución de la dinámica. Como
aplicación estudiamos un problema clásico de Synge y Vráncenau (véanse [138, 147]). Consi-
deremos una variedad de Riemman Q con métrica g y conexión de Levi-Civita V. Sea D una
distribución en Q. Se trata de obtener una nueva conexión lineal V~ en Q de modo que las
geodésicas de V sean las soluciones del problema variacional sujeto a las ligaduras lineales
determinadas por la distribución D.
Se estudia también la formulación hamiltoniana y la equivalencia de ambos formalismos
cuando los sistemas están sujetos a ligaduras. Por, último generalizamos esta técnica para el
caso dependiente del tiempo.
Aplicamos las técnicas desarrolladas es este capítulo a cuatro interesantes ejemplos:
1. Disco rodando sin deslizamiento,
2. Trineo de Caplygin,
3. Movimiento de dos partículas de masa idéntica, unidas por un segmento de longitud fija,
en un plano vertical en la que la velocidad del punto medio está dirigida en la dirección
del segmento.
4. Sistema de N-partículas.
2. Un algoritmo de ligaduras para sistemas lagrangianos degenerados sujetos a
ligaduras no-holonomicas.
En el último capítulo de la memoria estudiamos el caso de sistemas lagrangianos singulares
con ligaduras no-holonómicas. Se obtiene un algoritmo similar al de Gotay-Nester para sistemas
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libres. Si llamamos P1 a TQ entonces construimos la sucesión de subvariedades:
donde, 1’1 es
1’i = {x E TQ ¡ <dE,, + )O¡4’ ,kerw,,>(x) = O, ~«x) = O}
para algunos valores de los multiplicadores de Lagrange >0. Para todo k > 1, se obtiene
- Ék+1{xEÉkI<dEL+AtMY,TPt>(x)0},
donde
T~Pt = {V E T~TQ IWL(X)(U,V) = 0, Vu E T~Pk 1
Si este algoritmo se estabiliza, esto es, si existe un entero k tal que Pk =
tk+l, y dimPk > 0,
obtenemos una variedad final de ligaduras P,~ donde existen soluciones completamente con-
sistentes de la dinámica. Analizamos también las simetrías y constantes del movimiento el
formalismo hamiltoniano y el problema de la condición de ecuación diferencial de segundo
orden.
Se construyen estructuras casi-producto adecuadas, que nos permiten fijar la dinámica del










Existen varios ejemplos clásicos en los que aparecen sistemas mecánicos definidos por una
función lagrangiana de orden superior. Por ejemplo, un lagrangiano de segundo orden aparece
en la teoría de vigas elásticas [1, 5, 62] y en el movimiento de una partícula rotando alrededor de
un punto que se traslada a su vez (véanse [31, 120]). El último ejemplo puede ser generalizado
a una partícula relativista clásica con 5pm (véase [121]). Todos estos sistemas lagrangianos son
regulares y, en ellos, van a aparecer simetrías infinitesimales.
En este capítulo obtenemos una clasificación de las simetrías infinitesimales de un sistema
mecánico de orden superior y derivamos, de un modo natural, a partir de ellas, las correspon-
dientes constantes del movimiento por el procedimiento usual en los Teoremas de Noether [72].
Dividimos este estudio en dos partes. En la primera parte de este capítulo, estudiamos los
sistemas lagrangianos autónomos (véase [69]), y el segundo capítulo lo dedicaremos al caso no
autónomo o dependiente del tiempo (véase [70]).
Usatemos la formulación simpléctica para mecánica de orden superior establecida por de
León y Rodrigues en [81, 82] (véanse también [35, 144]). La teoría de levantamientos de fun-
ciones y campos de vectores a fibrados tangentes de orden superior, desarrollada por Morimoto,
Yano, Ishihara y otros (véanse [107, 153]), será utilizada con profusión.
Se obtiene una clasificación de las simetrías infinitesimales. Las dividimos en dos categorías:
simetrías puntuales (simetrías infinitesimales del lagrangiano, simetrías de Noether y simetrías
de Lie) y simetrías infinitesimales no puntuales (simetrías de Cartan y dinámicas). Se estudian
las relaciones entre ellas y se obtienen las correspondientes constantes del movimiento a partir
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de las simetrías infinitesimales del lagrangiano, simetrías de Noether y simetrías de Cartan.
Esta clasificación es la extensión natural de la obtenida por Prince [116, 117] (véanse también
Crampin [32] y de León y Rodrigues [90]). Probamos, además, que las simetrías de Cartan
son precisamente los campos hamiltonianos correspondientes a las constantes del movimiento
(véanse [30, 35]). Por otro lado, mostramos como se obtienen lagrangianos alternativos para la
dinámica a partir de un lagrangiano y una simetría de Lie.
El primer capítulo está organizado del siguiente modo. Las Secciones 1.1 y 1.2 están de-
dicadas a una breve introducción de la formulación geométrica de la mecánica lagrangiana de
orden superior. La clasificación de simetrías infinitesimales para sistemas lagrangianos de orden
superior es estudiada en la Sección 1.3. En la Sección 1.4 mostramos como la existencia de un
grupo de Lie de simetrías del lagrangiano induce constantes del movimiento. De este modo,
nuestros resultados están relacionados con el procedimiento de reducción simpléctica de sistemas
lagrangianos de orden superior desarrollado en [801. En las secciones 1.5 y 1.6 se estudian las
simetrías de un sistema hamiltoniano arbitrario, y se establece la relación entre las simetrías
del sistema lagrangiano y las de su contrapartida hamiltoniana a través de la transformación
de Legendre-Ostrogradskii. Finalmente aplicamos estos resultados a varios ejemplos.
1.1 Fibrados tangentes de orden superior
Sea Q una variedad diferenciable de dimensión it y sea TkQ su fibrado tangente de orden k.
Denotaremos por 0’ : TkQ —* Q la proyección canónica definida por rk(j¿a) = a(O). TkQ es
también un fibrado sobre TTQ, 0 < r < k, siendo rk : TkQ ~ TrQ la proyeccion canonica
definida por r,k(j¿c) = j~a. Identificaremos T0Q con Q, y T’Q es el fibrado tangente TQ de
Q. Se verifica que = o 4, 0<s< r c k, con = 0’
Si (qÁ), 1 < A < n son coordenadas locales en un entorno U de Q, denotamos por
A A
(q
0 ,q1 ,... ,q~), 1 =A < n las coordenadas inducidas en TkU — (rk)1(U), donde q~ = qA~
Así, TkQ es una variedad diferenciable de dimensión (k+1)n. Si ~: Q — es una aplicación
diferenciable, la k-jet prolongación canónica se denotará por Tkb : TkQ TkQt.
Definimos la aplicación Tk+1,k : Tk+IQ T(TkQ) del siguiente modo: ~ =




está definida por 74+1,k : (qÁ,qjA, ... ,q41) (qAqj
4 •~q~ ;q4 q~4,... ,q4
1) Se deduce
que TTkQ oTk+lk = r~t+í, donde
7TMQ T(TkQ) T~Q es la proyección canónica del fibrado
tangente. Usaremos la aplicación Tk+1,k para construir el operador diferencial dT que envía cada
función f en TkQ en una función dTf en Tk+IQ definida por drf(j¿~’a) = Tk+¡,k(j~~’a)(f).




y, así, dr(q~) = 4’, 0 = i =k. Puesto que dT(fg) = (dTf)((r+í)*g) + ((r+í)f)dTg,
podemos extender el operador dT a un operador que envía una p-forma en T~Q en una p-forma
en y conmuta con la derivada exterior, es decir, dT o d = do dT [139, 82, 35].
Denotaremos por J
1 la estructura casi tangente canónica de orden k en T~Q. A es un
campo de tensores de tipo (1, 1) en T~Q expresado localmente por:
(oJd»vx) = (r+ ~8q41)
= 0.
Si definimos ir = (J1)r, obtenemos k — 1 campo de tensores de tipo (1,1). Podemos, entonces,
definir los operadores diferenciales ~ír y di,. como sigue:
p
o E,X~) =(ij,.a)(Xi,.. .L,akÁl,..i= 1dJ,. = [ij,d] = dij,udDenotaremos por 01 el campo de vectores de Liouville en T~Q, el cual se describe localmentepor
Se definen Cr = ir—iOí, 2=r < le.
Recordaremos brevemente los diferentes tipos de levantamientos de funciones y campos de
vectores en Q a T~Q (véanse [107, 153]).
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Definición 1.1.1 Para A = 0,1,... ,k, se define la A-elevación f(Ák) de una función f en Q
a T~Q como la función
fQ~.k)(Jk«) = [¿(fo al
]
donde j~a E T~Q.
Así, se deduce f(Ok) — (i~k)f y f(Ak) — (r,t)*fP~.r) ,O =A =r k.
Proposición 1.1.1 Si f es una función en se verifica que dTf~’~) —
En coordenadas locales se obtiene
f(A.k
)
E “Éb 0A = ft~+1~k+1)
Definición 1.1.2 Sea X un campo de vectores en una variedad diferenciable Q y sean XA las
componentes de X en un entorno coordenado U de Q con coordenadas locales (qA). Se define
la le-elevación ¿ le-levantamiento de X a T~Q, como el campo de vectores x<~~) cuya expresión
en coordenadas locales es:
o
8qj~
Si O < A < le, se define la A-elevación de X a TkQ como el campo de vectores X(Ák) =
be ~
La relación entre las elevaciones de funciones y campos de vectores se obtiene en la siguiente
proposición.
Proposición 1.1.2 Si f es una función en 4? y X un campo de vectores en 4?, se verifica que:
— (XI





Proposición 1.1.3 Sean X e Y dos campos de vectores en 4?. Entonces, se obtiene que
[X(Ák),
1/(Uk)J = [x,yjO~+ts—kk)
= 0, si A + g le,
X(kk) ((r~+~y(d~p) = (r4j* (á~~(X(rrv))
para cada función f en TrQ, r + s =le.
Demostración: Se sigue por un cálculo directo en coordenadas locales. U
Definición 1.1.3 Un campo de vectores E en ykQ se dice que es una ecuación diferencial de
orden (le + 1) ((le + í)-ODE para simplificar) si JiE = 0~.
Así, E puede ser localmente escrito como
E >3 ( A A~ ~I
BqÉ)
j=0 k—1
con EA = ~A(q~q~ . .,qQ). Se dice que una curva a en 4? es una solución de E si su le-jet
prolongación ~k a es una curva integral de E Entonces, a(t) = (qA(t)) es una solución de E si y
solo si es una solución del siguiente sistema de ecuaciones diferenciales de orden le + 1:
dk+lqA (BÉt\ dqB
dtk+l = EA ~ ~ dt~ ) 1<A<n.
Finalmente, definiremos la elevación de un álgebra de Lie de campos de vectores. Sea a un
álgebra de Lie de campos de vectores en 4?, es decir, a es un subálgebra de Lie del álgebra
de Lie, X(4?), de todos los campos de vectores en 4?. Definimos la elevación completa a? de
a a T~Q como sigue: a? — {X<~~) ¡ X E a}. De la Proposición 1.1.3, se sigue que a
0 es un
subálgebra de Lie de X(P 4?).
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1.2 Sistemas lagrangianos de orden superior





)* (d~~’(CrL)) — (r~kl)tL





y la 2-forma de Poincaré-Cartan es aq, = —do,,.















1)rd~ ( ¿9Lk 8q4,~1)
(véase Whittaker [152]).El lagrangiano L se dice que es regular si la matriz hessiana
(8
2L¡8q~Oq~)
es regular. De otro modo, L se dice que es singular o degenerado. Un simple cálculo en coorde-
nadas locales muestra que L es regular si y solamente si WL es simpléctica. La ecuación global
del movimiento es
ZXWL = dE,, (1.2.1)
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y, al ser L regular, se verifica que w~ es simpléctica y, entonces, existe un campo de vectores
E,,, llamado el campo de vectores de Euler-Lagrange en T2~—’4? que satisface la ecuación (1.2.1).
Además, EL es una ecuación diferencial de orden 2le y sus soluciones son precisamente las




Si se calcula el corchete de Poisson definido por WL obtenemos:
{qr,qs} = ~, {Pr/A,Ps/B} = 0, {%.,p,¡~} = 6~6r, ,0 =T <5< le —1
La proposición siguiente será útil en la próxima sección.
Proposición t2.1 Si Y es un campo de vectores en 4? y En el campo de vectores de Euler-
Lagrange asociado con un lagrangiano L de orden le, entonces:
1. ((r~1)*(d4~(di,.L))) (Y(2k—l2k—l)) = (r~;I)* (d~,4(di,.L)(Y(~’~>))),
2. ((r,~1)*(d~ddJ,.L))) (EL) = (r4;l)*(d~dCrLb,
para 0< r <le yO =s.< le.
Demostración: Cálculo directo en coordenadas locales. 3
1.3 Simetrías y simetrías infinitesimales
Sea E una ecuación diferencial de orden r + 1 en T~Q (véase [97]).
Definición 1.3.1 Una función diferenciable f : T’4? —+ IR se dice que es una constante del
movimiento de E si Ef = 0.
En otras palabras, si -y : 1 —* T~4? es una curva integral de E~ entonces, fo’,’ es una función
constante.




De la definición, se sigue que, si ‘¡ es una curva integral de E, entonces, ~ o ry es también una
curva integral de E•
Definición 1.3.3 Un difeomorfismo ~ 4? —~ 4? se dice que es una simetría puntual de E sz
es una simetría de E~
Es evidente que una simetría puntual envía soluciones de E en soluciones de E
Definición 1.3.4 Una simetría de Lic de E es un campo de vectores X en 4? tal que [E,X(rr)1 =
0. Una simetr(a dinámica de E es un campo de vectores X en T~4? tal que [E~X~ = 0. Por
supuesto, si X es una simetría de Líe, entonces, X(r,r) es una simetría dinámica de E.
Entonces, X (respectivamente, 1) es una simetría de Lie (respectivamente, dinámica) de E
sí y solamente si su flujo está formado por simetrías puntuales (respectivamente, simetrías).
Sea L(E) (resp., D(E)) un conjunto de simetrías de Lie (resp., dinámicas) de E~ L(E) y
D(E) son subálgebras de Lie de X(4?) y X(TT4?), respectivamente. Además, se verifica que
L(E)c c D(E).
Si 1 es una simetría dinámica de E y f es una constante del movimiento de E~ entonces Xf
es una nueva constante del movimiento, puesto que
o = [E,ÑJf= «XI) — X(EI) = E(X1).
Observación 143.1 Supongamos que 1 es una simetría dinámica de E que es proyectable a
4?. Entonces, existe un campo de vectores X en 4? tal que 1? y X están rr~relacionados, es
decir, Trr(Ñ) = X. De este modo, irÉ — X(o,r> y 1 — Xfr,r) E Ker ir. De [AjE] = O y
JdX&.r),EJ = O deducimos, por un cálculo en coordenadas locales, que 1 — X(rr). Entonces las
simetrías dinámicas proyectables son precisamente los levantamientos completos de las simetrías
de Lie. 4
Ahora estudiaremos las simetrías infinitesimales de los campos de vectores de Euler-Lagran-
ge. Consideremos una función lagrangiana regular L : T~4? — R de orden le con campo de




Definición 1.3.5 1. Un difeomorfismo ~ : 4? —~ 4? se dice que es una simetría de L si
L o — L En este caso, EL, a,, y W~ son invariantes por
2. Se dice que es un campo de vectores X en 4? es una simetría infinitesimal de L si X(kk) L =
0. En este caso, X(2/e’2/e1>EL — 0, LX(2k,,2k...¡,aL = O y Lx(2k..í,2k,)w,, = 0.
En otras palabras, X es una simetría infinitesimal de L si su flujo está formado por simetrías
de L.
Proposición 1.3.1 Sea X una simetría infinitesimal de L. Entonces X es una simetría de
Lie de EL.
Demostración: Si X es una simetríainfinitesimal deL con flujo {~t}, entonces a,,,w,, y E,,
son T2kl~t~invariantes. Consecuentemente, EL es también invariante. Así [EL,X(2k12k¡)] =
0, es decir, X es una simetría de Lie de EL. E
De la Definición 1.3.5, se sigue que el conjunto 1(L) de todas las simetrías infinitesimales
de L es una subálgebra de Lie de 1(4?). De la Proposición 1.3.1 deducimos que 1(L) es una
subálgebra de Lie del álgebra de Lie L(EL) de simetrías de EL.
Si X es una simetría infinitesimal de L la constante del movimiento X(2k1.2k1)EL es
trivial, es decir X(2k12k1)EL = O. Sin embargo, podemos obtener una nueva constante del
movimiento a partir de X.
Lema 1.3.1 Sea W un campo de vectores en T2~’Q. Se verifica que
E~ (QL(W)) = ~L ([EL, W]) + W((rk1)L)
Demostración: De Í¿LWL = dE,, y de la Proposición 1.2.1, se obtiene
O = (i~w~ — dE,,)(W)
= i¿LdQL(W) — dE,,(W)
= W (a,,(.~fl) — EL (a,,(W)) — ~ ([1V, Es]) — W(EL)
= W I2k—t)—I~Tk¡l)kuraJL)vL)I
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—EL(ctdW)) — a,, ([W,.~,,]) — W(EL)
= (4-1 (Cr L)))
—EL (a,,(W)) — aL ([W,E,,]) — W(E,,)
= —Et (aL(W)) — a,, ([W,~t]) + W((r&?k1)*L). u
Proposición 1.32 (Teorema de Noether) Sea X una simetría infinitesimal de L. Entonces
k
1 1 ‘le
—( 2k—1 \*(J~— (X’ r
es una constante del movimiento de E,,.
Demostración: De la Proposición 1.3.1 y como X es una simetría infinitesimal de L, se
deduce que
EL (aL(X(2k12/e1))) — a~ ([a,x(2/e12/e1)]) + X(2kl2k1)((r~kí)*L) = O









Proposición 1.3.3 Sea L : 2’k4? .—~ IR un lagrangiano regular de orden k con campo de
vectores de Euler-Lagrange ~. Si X es un campo de vectores en 4? tal que
y
son cerradas, entonces X es una simetría de Líe de Ez,.
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Demostración: En efecto, se tiene que
Z[x(2k~I.2k~it¿L]WL = Lx(2k..,,2k..1)i¿LwL — Z¿L LX<~&..I,,~I,WL
= Lxc2k...,,2k...,)dEL — ~¿L (Lx(2k,,2k1) (—do,,))
= Lx(2k...,,k...,)dE,, + itLd(Lxc2k.,2k,)a,,)
= d(X<2k12k1)EL) + itLd(Lx(2k...12k..4)QL)
= o.
Por lo tanto, X es una simetría de Lie de EL. U
Bajo las hipótesis de la Proposición 1.3.3, se deduce que X(2k12k1)EL es una constante
del movimiento. Sin embargo, en algunos casos, esta constante del movimiento es trivial, es
decir, X(2k1.2k1)E,, = O. Este caso particular, más la condición de que Lxc2kI,k...,>o,, sea
exacta, nos lleva a la noción de simetría de Noether.
Definición 1.36 Un campo de vectores X en 4? se dice que es una simetrfa de Noether si
es exacta (es decir, LX(2k.1,2k1)&L = df) y X(?le¶2k1)E,, = 0.
De este modo, w~ y EL son invariantes por la elevación X~2~12~’) de una simetría de Noether
x.
Se sigue de la Proposición 1.3.3 que una simetría de Noether es también una simetría de Lie
de EL. El resultado siguiente nos muestra como una simetría de Noether define una constante
del movimiento (de ahí su nombre).




es una constante del movimiento de EL.
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de donde se obtiene
d — &L(X(2~ 12/e 1))) —
Por lo tanto,





hemos obtenido el resultado requerido. U
Proposición 1.3.5 Si X es una simetría infinitesimal de L, entonces X es una simetría de
Noetiter.
Demostración: Sea Y un campo de vectores en 4?. Como X es una simetría infinitesimal
de L y de las Proposiciones 1.1.3 y 1.2.1, se obtiene que:
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puesto que X(2le12/e1) ((r~k—1yL) = 0.
Entonces X es una simetría de Noether.
Así, Lx<2k.,,,k...,)ctL = O y
u
El siguiente resultado relaciona las simetrías de Noether y las simetrías infinitesimales de
L.
Proposición 1.3.6 Si X es una simetría de Noether tal que
LX<2*3,2*1)OL = 0,
entonces X es una simetría infinitesimal de L.










En consecuencia, se verifica que
=
— 0,
y así, X es una simetría infinitesimal del lagrangiano L. U
Por lo tanto, las simetrías infinitesimales de L verifican que ay, y E,, son invariantes por
x(2/e—12k—1)
De la Definición 1.3.6, deducimos que el conjunto N(E,,) de todas
de EL es una subálgebra de Lie de X(Q) y, de la Proposición 1.3.3, que
de Lie de L(EL).
El siguiente diagrama resume las relaciones entre todas las clases de simetrías infinitesimales:
las simetrías de Noether
N(EL) es una subálgebra
Observación 1.3.2 A partir de una simetría de Lie se puede obtener un lagrangiano alterna-
tivo al lagrangiano regular de partida. Sea ~ una simetría puntual de ¿y,. Se deduce que ¿¡~ está
T2/e1~~re1acionado consigo mismo, es decir, T(T2~’~)E,, = ¿y,. Un cálculo directo muestra
que L y L o son equivalentes. Además,
Z¿LWLOT~9
— (T2letby(i¿LW,,) —
= d(E,, o T2~~sb) = dE,,
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puesto que Ey, o T2~1sb = Ey,. Esto implica que L o T~d~ es un lagrangiano equivalente a
L porque su campo de vectores de Euler-Lagrange ELOT*d, coincide con ¿¡~ (véase [881para el
estudio de la equivalencia de lagrangianos de orden superior). La versión infinitesimal de este
resultado es la siguiente: si X es una simetría de Lie de ¿y,, entonces X~~~>L es un lagrangiano
(quizás singular) con una dinámica global ¿y,. Repitiendo este argumento, obtenemos una
familia de nuevos lagrangianos (X(/ek))rL, O =r, tales que cada uno de ellos está subordinado
al precedente,
(XQC.k))rL < (X(k/e))rlL ... < c L
(véase [100] para la definición de lagrangiano subordinado). 4
En lo sucesivo, estudiaremos simetrías infinitesimales que no son necesariamente de tipo
puntual. La definición de simetría de Noether puede ser generalizada del siguiente modo.
Definición 1.3.7 Una simetría de Cartan en T2~14? es un campo de vectoresÉ tal que Lga,,
es exacta, es decir, Lgay,=dfykEy,=0.
Entonces wy, y EL son invariantes por X.
Si X es una simetría de Noether, X(2~12~1) es una simetría de Cartan. Usando el mismo
argumento al de la demostración de la Proposición 1.3.3, podemos probar que una simetría
de Cartan es una simetría dinámica. Los conjuntos D(Ey,) y C(EL) de simetrías dinámicas y
de Cartan, respectivamente, son subálgebras de Lie de X(T2k14?) y, además, se verifica que
C(E,,) C D(Ey,). También se deduce
I(L)c C L(¿y,)c C D(Ey,), N(¿L)0 G C(Ey,)
De este modo, se obtiene el siguiente diagrama:




El siguiente resultado da una correspondencia biyectiva entre simetrías de Cartan y cons-
tantes del movimiento.
Teorema 1.3.1 (Teorema de Noether y su recíproco) Sil es una simetría de Cartan entonces
f — a,~(X) es una constante del movimiento de E,,, donde f es la función que aparece en la
Definición 1.3.7. Recíprocamente, sif es una constante del movimiento de E~ y Z es un campo
de vectores hamiltoniano en T2kIQ tal que izw,, = df, entonces Z es una simetría de Cartan.
Demostración: Se verifica
df = LgaL = i~day, + diga,, = —zgwy, + d(QL(X)).
Por lo tanto, d(f — ay,(X)) = —igWL y, así, obtenemos
Edf — aL(É)) = —igwy,(Ey,) = XE
1, = 0.
Recíprocamente, si ZZWL = df, donde 1 es una constante del movimiento, se obtiene que
ZZWL = —izda,, = diza,, — LZ&L
y, por lo tanto,
Lgay, = d(a,,(Z) — f).
De este modo
= ¿(f) = df(¿) = i¿izwy, = izi¿w,, = Z(Ey,) . U
Observación 1.3.3 El Teorema 1.3.1 es una generalización de un resultado de Marmo y
Mukunda [98]. Esta generalización fue obtenida por Crampin et al. [35] y más recientemente
por Cariñena et al. [30] siguiendo un procedimiento diferente (véase también [21]). Nótese,
además, que el Teorema 1.3.1 se verifica para toda simetría de Cartan. En efecto, una simetría
de Cartan X es, precisamente, un campo de vectores hamiltoniano para la variedad simpléctica
(T
2~’Q,wy,), es decir, 1 = Z
9, donde g es una constante del movimiento. Nótese, además,
que el propio campo de vectores ¿y, es una simetría de Cartan. En efecto, se tiene que
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L¿L a,, = d(ay,(Ey,).— E,,) Ey,(Ey,) = O
es una simetría de Cartan que no es proyectable. Siguiendo lo anteriormente dicho, ¿y, es una
simetría de Cartan cuya correspondiente constante del movimiento es justamente la energía.
También, las simetrías de Noether de ¿y, son precisamente las proyecciones de las simetrías de
Cartan proyectables, como ya vimos en la Observación 1.3.1.4
La siguiente tabla muestra la clasificación de las simetrías infinitesimales para un sistema


















Sistemas lagrangianos de orden superior
1.4 Grupos de Lie de simetrías
En esta sección, describiremos un tipo particular de simetrías infinitesimales que apareceñ por
la acción de un grupo de Lie O en 4?.
Sea ~ : O x 4? —~ 4? una acción de un grupo de Lie O en una variedad diferenciable 4?.
Entonces b se eleva a una acción ‘U : O x T~4? —* T~Q de O en TT4? definida como sigue:
T~4? — , ($~ = Tr($
0) ,a E O.
Denótese por g el álgebra de Lie de O. Si ‘,‘ E g, entonces ‘>‘T~Q denota el campo de vectores
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en TT4? generado por la acción levantada, es decir i’T~Q es el generador inflÉitesimal del flu-
jo Tr($erpt,). De la definición deducimos que ‘YTrQ y YT’Q están i--relacionados, es decir,
T4QyTrQ) = YT’Q Supongamos que el lagrangiano L T~4? —. R es invariante por O, o de
otro modo, L es invariante por la acción @~, es decir Lo Tk~0 = L, Va E O. En este caso, se
dice que O es un grupo de simetrías de L. Se deduce que (véase [80]) ay, y E1, son O-invariantes:
= a,,, y EL0T
2~1$Q = Ey,, para todo a E O. Así, si Oes un grupo de simetrías
de L entonces wy, es O-invariante, es decir, la acción ~2k—1 : O x T2~’4? ~ T2’”’4? es sim-
pléctica. Usando estos resultados se puede describir un procedimiento de reducción simpléctica
para sistemas lagrangianos de orden superior ([80]). Desde otro punto de vista, se deduce que
es una simetría infinitesimal de L. Las correspondientes constantes del movimiento son
precisamente las obtenidas a través de la aplicación momento (véase [80J para más detalles).
1.5 Simetrías de sistemas hamiltonianos
Sea (S,w,H) un sistema hamiltoniano, esto es, (S,w) es una variedad simplécticay fi :S —~ R
es una función hamiltoniana. Entonces, existe un único campo de vectores XH en 5 tal que
satisface la siguiente ecuación:
ZXHW = dH.
Llamaremos a XH el campo de vectores hamiltoniano con energía fi.
Esta sección está dedicada al estudio de las simetrías de un sistema hamiltoniano.
Definición 1.5.1 Una constante del movimiento es una función f : 5 —. IR tal que X
11f = O.
Entonces, si ‘y : 1 —* 5 es una curva integral de XH, se deduce que fo -y es una función
constante. En otras palabras, f es constante a lo largo del movimiento.
Definición 1.5.2 Un difeomorfismo ~ : 5 —* 5 se dice que es una simetría de XH si se
verifica que T«XH) = XH.




Definición 1.5.3 Una simetría dinámica de X11 es un campo de vectores X en 5 tal que
[X11,É] = O.
Por lo tanto, 1 es una simetría dinámica de X¡q si y solamente si su flujo está formado por
simetrías.
Sea D(XH) el conjunto de simetrías dinámicas de X¡. Entonces D(X11) es una subálgebra
de Lie de Y(S).
Si 1 es una simetría dinámica de X11 y ¡ es una constante del movimiento, X11f es una
nueva constante del movimiento, puesto que
O = [Xq,Ñ]f = XH(Xf) -Ñ(Xuf) = X1rjr(Xf).
Definición 1.5.4 Una simetria de Cartan de X11 es un campo de vectores hamiltoniano X en
5 tal que 1ff = 0.
El conjunto C(XH) de simetrías de Cartan de Xyj es una subálgebra de Lie de Y(S) y
0(Xg) c D(X4r1r).
Observación 1.5.1 Las Definiciones 1.3.1, 1.3.2, 1.3.4 y 1.3.7 son casos particulares de las
Definiciones 1.5.1, 1.5.2, 1.5.3 y 1.5.4 cuando se considera el sistema hamiltoniano particular
Si X = X1 es una simetría de Cartan, deducimos que f es una constante del movimiento.
La tabla de la página siguiente resume la clasificación de simetrías infinitesimales para un
sistema hamitoniano.
Sea 4? una variedad diferenciable de dimensión n, T4? su fibrado cotangente, lrq T*Q —
4? la proyeCción canónica, AQ la 1-forma de Liouville y WQ = —dAQ la forma simpléctica canónica
en T~4?. Definimos el operador ¿ que transforma campos de vectores en 4? en funciones en T4?
como sigue:
(¿X)(a) = a(X(x))




donde (qA,p~) son las coordenadas inducidas en T4?.
La elevación completa de X a Tt4? es el campo de vectores X’ definido por
2x’c*WQ = d(¿X); (1.5.3)
es decir, X0 es el campo de vectores hamiltoniano Xix. En coordenadas locales, se obtiene
xc• — PB OXBO5qA 8PA
Puesto que [XCtYq = [X,Yf podemos definirla elevación completa ~C de una álgebra
de Lie a de campos de vectores en 4? a T*4? como sigue:
a0 ={X0/XEa}.
Consideremos el sistema dinámico (T4?,wq,H) donde ff es una función en T*4?. De (1.5.3)
se deduce que X’~ es un campo de vectores hamiltoniano, es decir, X~ = XL(X). Así , es
una simetría de Cartan si y solamente si XCH = 0.
Definición 1.5.5 Dada una función hamiltoniana fi en T*4? una simetría de Noether es un
campo de vectores X en 4? que verifica la condición XCH = 0.
Si X es una simetría de Noether, 4X) es una constante del movimiento.
El conjunto de simetrías de Noether, N(X~q), es una subálgebra de Lie del álgebra de Lie
X(4?) y, además, N(XH)c c C(Xj,r).
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Sistema hamiltoniano (S, w, H)
2.














Sistema hamiltoniano clásico (T’Q, wq, H)
1.6 Relación entre las simetrías de sistemas lagrangianos y
sistemas hamiltonianos
Sea L : T~Q —. IR una función lagrangiana y
Ley : T
2~’4? —. T(T~’4?)
la transformación de Legendre-Ostrogradskii. Esta aplicación se puede describir localmente del
siguiente modo:
Ley: (qAq{t ,q~—
1) ....... (qA ~~k—1;P0,~








En general, la transformación de Legendre-Ostrogradskii definida por un lagrangiano regular
no es un difeomorfismo global. Unicamente podemos asegurar que es un difeomorfismo local.
Si Leg es un difeomorfismo global entonces se dice que L es hiperregular. Para simplificar,
supondremos que el lagrangiano L es hiperregular.
Sea ¿y, el campo de vectores de Euler-Lagrange en T2~14? y E,, la energía. Entonces
el campo de vectores dado por X~q = (T Leg)¿,, es un campo de vectores hamiltoniano en
T*(Tkl4?) con energía hamiltoniana fi = E,, o Leg1. Es decir, (T*(T/e14?),wTk,Q, H) es
un sistema hamiltoniano.
Proposición 1.6.1 Sea X un campo de vectores en T2~14? e 1’ el campo de vectores Leg-
relacionado en T(T~14?). Entonces
1. X es una simetría dinámica de ¿y, si y solamente si Y es una simetría dinámica de XH.
2. X es una simetría de Cartan para el sistema (T2~1Q,wy,, Ey,) si y solamente si Y es una
simetría de Cortan para el sistema (T*(TlelQ), WTk...IQ, fi).
Sea X un campo de vectores en 4? y su elevación completa a T~—’4?. Si
es una simetría de Cartan de X
11, entonces ¿(X(le1.ki)) es una constante del
movimiento, cuya expresión local es
= >3 4(X~)p~4’.A=1
i=O~..,k—1
Sea X una simetría infinitesimal de L. Entonces x<2~’2~’~ y (X(/el/e1))c están Leg-
relacionados (véase [80]). Deducimos, por lo tanto, que x<~—1~—’) es una simetría de Noether
para el sistema (T*(T/e14?),wrklQ,H). Ahora, estableceremos el resultado reciproco.
Lema 1.6.1 Si X es un campo de vecto~’es en 4?, entonces a,,(X(2/e12kí)) e
están Leg-relacionados, es decir, ¿(X(~”~’)) o Leg — QL(X(2k 1.2/el))
Demostración: Se sigue por un cálculo directo en coordenadas locales. U
Proposición 1.6.2 Sea Y un campo de vectores en que es una simetría de Noether
para el sistema (T(T/e1Q),WT*...IQ, fi), y sea X una simetría de Noether para el sistema
(T2”14?,wy,,Ey,). Si X(2~í2~í) e yc están Leg-relacionados entonces
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1. X es una simetría infinitesimal de L.
2. y = x(/e—lk—1)
Demostración: Del Lema 1.6.1, deducimos que x(2~12~’) es un campo de vectores hamil-
toniano con energía hamiltoniana ay,(X(2~12~1)) y, entonces,
= 0.
De la Proposición 1.3.6 deducimos que X es una simetría infinitesimal de L.
El Lema 1.6.1 también implica que (X(k1/e1))c e Y~ son campos hamiltonianos con la
misma energía ¿(X(/e’~’>). Por lo tanto
— YO’
y, entonces, Y — X(/e1k1). U
Observación 1.6.1 Supongamos que le = 1 y sea Y una simetría de Cartan proyectable de
(T’”4?,wQ,.h’). Entonces, Y está Leg-relacionado con un campo de vectores X en TQ y, así,
1 es una simetría de Cartan proyectable del sistema (TQ,wy,,Ey,). Por lo tanto, X = X0 y,
X es una simetría de Noether. De la Proposición 1.6.2, deducimos que X es, de hecho, una
simetría infinitesimal de L. Este comentario nos demuestra que, en generál,~ la proyección de
unasimetríade Cartan proyectabledeun sistemahamiltoniano (T*4?,wq,ff) ñoes unasimetría
de Noether. 4
La tabla de la página siguiente muestra la relación entre las simetrías de un sistema la-
grangiano y las de su contrapartida hamiltoníana.
1.7 Ejemplos
Consideraremos dos ejemplos de sistemas lagrangianos de orden dos.
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X E X(T2~—’Q) TLeg(Ñ)= Y








































1.7.1 Partícula con spin clásica
Sea 11 : T2R3 — R la función lagrangiana de orden 2:
L(qA,qflq~) = ~ Z(qi4)2 2
A=1
donde (qA) = (q’,q2,q3) son las coordenadas canónicas de IR3. Como sabemos, L es el la-









De la ecuación ~¿L wy, = dEy, en T
3R3, se deduce que el campo de Euler-Lagrange es:
A0 A8 A8 A0
= q
1 »—,~ + q2 + q3 ~ — q2 0q~
1
y, entonces, las ecuaciones de Euler-Lagrange son:
d4qA d2qA
Nótese que ¿y, es una simetría de Cartan no-proyectable. Puesto que las traslaciones TÁ =
1 < A < 3 son simetrías infinitesimales de 14 entonces, de la Proposición 1.3.2, deducimos que
ay, (~2-~)<33> = ay, = PO/A
son constantes del movimiento. En efecto, (qA), 1 < A < 3 son coordenadas ignorables (o
cíclicas) y, así pues, los correspondientes momentos son constantes del movimiento. En efecto,
son las componentes del momento lineal [80]. Además, L es invariante por traslaciones en
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3 —3 f0~
IR , o, en otras palabras, 1K es un grupo de Lie de simetrías y {TÁ} = ‘~g—Ájf son simetrías
infinitesimales de L.
También sabemos que L es invariante por el grupo de Lie 50(3). El álgebra de Lie so(3)
de 80(3) puede ser identificada con IR3 dotado con el producto vectorial, es decir, si A E so(3)




A se identifica con el vector á = (ql,q2,q3) E IR3 de modoque [A,B] = AR—BA se corresponde
con g x b. La acción, después de esta identificación, es Aq = d x 7, es decir, SO(3) actúa en
IR3 por rotaciones. El generador infinitesimal de ¿ E IR3 es E~a(q) = ¿~ t71 Ahora, podemos
considerar los siguientes campos de vectores:
0 2~ 30 ~0 R 20 10
que son precisamente los generadores infinitesimales obtenidos a partir de la base canónica de
so(3). Son simetrías infinitesimales de L y, por tanto, podemos calcular una constante del
movimiento para cada uno de ellos:
32
= a¡,(R~>) = (q~ + q~)qg — (q? + q~)q~ — q~q? + q
2q1
‘72 = ay,(R~,3~’
3~) = (ql + qflq~ — ½? + q~)q¿ — q~q~ •+ qlq~
= ay,(R~~’3~) = (ql + q~q~ — ½? + q~)q¿ — q~q? + 12
q,q
2
Las funciones ‘,‘1,’y~,’y3 son las componentes del momento angular de L (ver [80]).
Un campo de vectores X es una simetría de Lie de ¿y, si [E,,,X(
3’3)]= O. Podemos escribir
esta condición de un modo equivalente como:
¿ (d~r(dq”(X))) + d~¡jdqA(x)) = o , ~ < A < 3.
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En consecuencia, los siguientes campos de vectores en IR3:
A0 _ (A no suma)XA=q
son simetrías de Lie de ¿y,. Sabemos que si para cada simetría de Lie X de ¿y,, X<33~ E,, es una
constante del movimiento. En nuestro caso, obtenemos tres constantes del movimiento:
¡-‘A — (X<33>)EL — (qA~ — (q~)2 + 2qj~q54 1 < A <3
Así, 214 = Pi + J~2 + p~ y puesto que X~Q3~E,, # 0, deducimos que los campos de vectores
XA no son simetrías de Noether. Por el Teorema 1.3.1, se obtiene que para cada constante del
movimiento PA, existe una simetría de Cartan ZA tal que.
ZZAWy, = 4~A, 1 =A <3
Estas simetrías de Cartan son:
ZA ~ ,1 =A<3.
Las tres simetrías de Cartan Z
1, Z2, Za no son proyectables, y, entonces, no son simetrías de
Noether.
Obtuvimos seis constantes del movimiento (pí,p2,p340, ,Po,,po,) que son linealmente
independientes y están en involución. Por supuesto, podemos elegir (fi = Ey,,f2 = P2,fa =
Ata, f.i = fo,1, fs = Po,’, ,f6 = Po,,). Así, el sistema lagrangiano (T3R3,w,,, E,,) es completa-
mente integrable (véanse [1, 115]).
1.72 Vigas elásticas
Sea L : T2R3 —~ R el lagrangiano regular de orden 2:
J(qA,qj~q~l) = 1—~ >3(q~t)2A=1.
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Como sabemos, L describe la dinámica de una viga elástica en el espacio Euclídeo IR3 (véanse
[1, 5,140]). Se deduce:
= A - A
Pl/A =




El campo de vectores de Euler-Lagrange se expresa por:
A8 A0 A0
q
1 + q2 + q3
y, entonces, las ecuaciones de Euler-Lagrange son:
d
4qA _ ~ 1-CA-Ca.
dt4 _
Como en el primer ejemplo, TÁ = 1 < A <3 son simetrías infinitesimales de L. Así,OqA’ _
deducimos que
ay, ( 8) (3,3> = a,, (~~-) = PO/A
son constantes del movimiento. En efecto, (qA) son coordenadas ignorables y, por tanto, los
correspondientes momentos son constantes del movimiento.
Como en el ejemplo anterior, un campo de vectores X es una simetría de Lie de Ey, si y
solameñte si
¿ (d}(dqÁ(X))) = 0,1< A <3
En consecuencia, los siguientes campos de vectores en R3:




son simetrías de Lie de ¿y,. Las correspondientes constantes del movimiento son:
FA = (X~3S>)Ey, = 2q~qj4 — (q~)2 ,1 ~ A <3
Obviamente, 2E,, = Pi + P2 + p~, y, puesto que X~¶~~’~>Ey, # 0 1< A <3 entonces X,, X
2
y X3 no son simetrías de Noether. Del Teorema 1.3.1, se deduce que, para cada constante del
movimiento FA, existe una simetría de Cartan ZA tal que
IZAWy, = 4TA, 1 =~4< 3
Así, se llega a que
,1<A<3.
Hemos obtenido tres simetrías de Cartan que no son proyectables y, por lo tanto, no son
simetrías de Noether. Las seis constantes del movimiento (pl,P2, Ata, ~ PO,’,~ po,t) son li-
nealmente independientes y estan en involución. Podemos considerar, así, (91 = 14,92 =
P2,93 = F3,94 = A,, ,gs = z’o,,,,s’e = PO,,). Entonces, el sistema lagrangiano (T3R3,wy,,E,,) es
completamente integrable.
Capítulo 2
Simetrías y constantes del
movimiento de sistemas
lagrangianos no-autónomos
En este capitulo, obtenemos una clasíficacion de las simetrías infinitesimales de un sistema
lagrangiano no autónomo (dependiente del tiempo) y derivamos de ellas las correspondientes
constantes del movimiento.
Como en el caso autónomo, obtenemos simetrías infinitesimales de dos clases: simetrías
puntuales (simetrías infinitesimales del lagrangiano, simetrías de Noether y simetrías de Lie) y,
también, simetrías de tipo no necesariamente puntual (simetrías dinámicas y de Cartan). Aquí,
usamos la formulación cosimpléctica para mecánica de orden superior establecida por de León
y Rodrigues en [84] (véanse también [1, 34, 90]). De hecho, nuestros primeros resultados se
obtienen primero para el caso general de un sistema hamiltoniano en una variedad cosimpléctica.
También adaptamos la teoría de elevaciones de funciones y campos de vectores a fibrados de jets
(véase [1241)al caso particular de espacios de evolución de orden superior. Una clasificación para
sistemas lagrangianos no-autónomos aparece en primer lugar en los artículos de Prince [116,
117] (véanse también, Sarlet y Cantrijn [128]; Sarlet [125] para la relación entre lagrangianos
equivalentes y clases de equivalencia de simetrías dinámicas; y Cariñena y Martínez [23] para
un teorema de Noether). En lo que respecta alos sistemas lagrangianos no-autónomos de orden
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1.
superior, algunos resultados fueron previamente obtenidos por Crampin, Sarlet y Cantrijn [35]
y Cariñena, López y Martínez [21] (véanse también Sarlet [126, 129]). Las simetrías de sistemas
lagrangianos de orden superior fueron tambien estudiadas por Grigore [57, 58, 59] pero en estos
artículos se usa una formulación diferente de la mecánica lagrangiana, basada en los trabajos
de Souriau [135].
Este segundo Capítulo está organizado como sigue. La sección 2.1 está dedicada al estudio de
las simetrías infinitesimales de un sistema hamiltoniano dependiente del tiempo en el marco de
las variedades cosimplécticas. Algunos re~ultados de esta sección serán aplicados en lo sucesivo.
En las seccionés 2.2 y 2.3 recordamos la formulación geométrica de los sistemas lagrangianos
de orden superior en los espacios de evolución. La clasificación de simetrías para un sistema
lagrangiano no-autónomo de orden superior se obtiene en la sección 2.4 y, en la sección 2.5,
obtenemos la relación entre estas simetrías infinitesimales y las obtenidas en su contrapartida
hamiltoniana a través de la transformación de Legendre. En la sección 2.6 se estudia un ejemplo
para ilustrar esta clasificación.
2.1 Simetrías de sistemas hamiltonianos dependientes del tiem-
• PO
Sea (M,Q,~) una variedad cosimpléctica de dimensión 2m + 1, es decir, Q es una 2-forma
cerrada, i~ es una 1-forma cerrada y (1”’ A ~ ~ 0. Considérese el isomorfismo de fitrados
vectoriales:
b : TM —+ T*M , X E T~M —* b(X) = ixfl(z) + (ix ~(z))~(x)
(nos referiremos a [90] para algunas definiciones y. resultados sobre variedades cosimplécticas).
Se denotará por 1? el campo de vectores de Reeb definido por R = b1(u), es decir,
e inu=1.
53
Existen, en un entorno de cada punto, coordenadas canónicas (t,q,p¡), i = 1,..., n, tales que
O12 = dq’ A dpi, ~ = di, R =
Estas coordenadas son llamadas coordenadas de Darboux. Para cada función 1 E C~(Nf)
podemos asociar los siguientes campos de vectores en M (véanse [14, 2]):
1. El campo de vectores gradiente, grad f, definido por
gradf = b1(df)
o, equivalentemente,
igr,dfQ = df — R(f)ij, ~gra’jj’7= R(f).
En coordenadas de Darboux:




2. El campo de vectores hamiltoniano X~ definido por
2<, — b’(df — R(ffij)
o, equivalentemente,
ix
1fl = df — R(f)ry, i~19 = 0.
En coordenadas de Darboux:
— Of OOp~ 0q1
81 c9
dq’ ¿3~»
3. El campo de vectores evolución E~ = R + X
1, cuya expresión en coordenadas de Darboux
es:
O Of O Of O
Op~ Oq~ 5qi Ozk+ (2.1.1)
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El corchete de Poisson de dos funciones f,g E C~(M) está definido por
{f,g} = fl(gradf,gradg) = Q(Xj,X2) =
La dinámica en una variedad cosimpléctica (M,Q,~) se introduce fijando una función hamil-
toniana fi E C~(M). Las curvas integrales del campo de vectores de evolución EH satisfacen
las ecuaciones del movimiento de fi:
dq OH dp~ _ OH
Nosotros seguiremos un camino alternativo. Si modificamos la estructura cosimpléctica (Q,n)
obtenemos otra estructura cosimpléctica (fi,1 = fi + dfi A r¡, rl). Entonces, el campo de vectoies
de Reeb de esta estructura cosimpléctica es, precisamente, EH, y se obtiene que
EHJ=XHI+Rf= {f,H}+ Rl, (2.1.2)
para cadaf E Cc~~(M). Aquí Xg es un campo de vectores hamiltonianos con respecto a
Definición 2.1.1 Una constante del movimiento de E11 es una función f : M —~ R tal que
f2~f = 0.
De (2.1.1) o de (2.1.2) deducimos que, si f es una constante del movimiento de Ey, entonces,
en coordenadas de Darboux, se obtiene
Of OfiOf 0H01
+ —— — —— —0
Ot Op~ 5qi Oq’ 0» —
Si f y g son constantes del movimiento de E11, {f,g} es también una constante del movimiento
de E11. Ahora, estudiaremos las simetrías infinitesimales del campo de vectores de Reeb E11
de la estructura cosimpléctica (fZn,r¡).
Definición 2.1.2 Una simetría d¡n~mica de E11 es un campo de vectores X en fiS tal que
[Eg?] = E11 (~(Ñ)) E11
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Puesto que
O = d~(E11,X) = Erí(iRX)) — Ñ(n(En)) —
se deduce que n([EH,X]) = E¡q(~(JC)) y, por lo tanto, si el campo de vectores [EH,Ñ] es un
múltiplo de E11, necesariamente X es una simetría dmnamca.
Si Ñ es una simetría dinámica de EH y f es una constante del movimiento de E11, entonces
Ñf es también una constante del movimiento de Eg, puesto que
O = Eg (n(Ñ)) (E11 f)= [E11,Ñ]f
— En(Ñf) — Ñ(EnÍ) = E11(Xf).
Observación 2.1.1 Si X es una simetría dinámica entonces X +gÑ
dinámica para todo g E C~(M). En efecto se obtiene que
también es una simetría
[EH,X +YEH] = [EH,X]+[EH,9E11]
= E11 (r¡(É)+g) E11.
Dos simetrías dinámicas se dicen equivalentes si y sólo si difieren
Cada clase de equivalencia contiene un único representante Y tal que
por un múltiplo de EH.
[E11,Y] = o, ~(V)= 0.
Si Z es un representante arbitrario de la clase de equivalencia entonces Y = Z — zj(Z)E11. 4
Observación 2.1.2 Sea D(En) el conjunto de todas las simetrías dinámicas de E11. Es fácil
deducir que si X e Y son simetrías dinámicas entonces [ÁÁ?]es también una simetría dinámica.
Por lo tanto, D(E11) es una subálgebra de Lie de X(M). 4
Definición 2.1.3 Una simetría de Carian es un campo de vectores X en M tal que
Zg<ZH = df,
para alguna función f E C”’(M).
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11 i1f?11 — ZXLEHI2H
— LE11dI=d(EHf)=0.
Así, [E11,?] es un múltiplo de E11 y? es una simetría dinámica. 1
Proposición 2.1.2 Si X es una simetría de Cortan entonces f es una constante del movzmzen-
to de EH. Recíprocamente, si f es una constante del movimiento de E11 entonces existe un
campo de vectores Z tal que
izQu = df.
Por lo tanto, Z es una simetría de Cartan y cada campo de vectores Z + gE11 con g E C’
0(M)
es también una simetría de Cartan.
Demostración: En efecto, si X es una simetría de Cartan, se obtiene
O = i~
11 (i1Qu) = iEHdf =
y, por lo tanto, 1 es una constante del movimiento.
Recíprocamente, si f es una constante del movimiento, entonces el campo de vectores grad f
con respecto a la estructura cosimpléctica (fln,~) verifica
ZgradfOH = df — Eu(f)~ = df,
tgradf7l = E
11f = 0.
Así, grad ¡ es una simetría de Cartan y cada campo de vectores grad f + gE11 es también una
simetría de Cartan. U
Observación 2.1.3 Si f es una constante del movimiento de E11 entonces, de la Proposición




es decir, la familia está compuesta por simetrías de Cartan. Además, si para una función
1 E C~”(M) grad f = X
1, entonces deducimos que grad f es una simetría de Cartan y f es una
constante del movimiento. 4
Observación 2.1.4 Puesto que [Xf,XgI = X{91}, entonces, si X = 2<~ + j(X)E11 e Y =
>4 + q(V)Ej, son dos simetrías de Cartan de E11, se deduce que
[it, 1>] = X{g,f} + dt([X, Ú])E11.
Así, [U’] es también una simetría de Cartan. Por lo tanto, el conjunto C(E11) de simetrías
de Cartan de E,¡ es una subálgebra de Lie de X(M). De la Proposición 2.1.1, deducimos que
C(E11) c D(En). 4
La siguiente tabla resume la clasificación de simetrías infinitesimales para un sistema hamil-
toniano (S,STnoñ:
Observación 2.1.5 Probaremos que las definiciones anteriores son consistentes con las pre-
viamente introducidas para el caso autónomo. Sea (S,w) una variedad simpléctica y fi una
función hamniltoniana. Definimos una estructura cosimpléctica (1? = pr ti, dt) en R x 5, donde
P
T2 : IR x 5 —~ 5 es la proyección en el segundo factor. Así, la función hamiltoniana H puede
ser considerada como una función II : IR x 5 —. R, definiendo fi = prfi. Si definimos la
Sistema hamiltoniario (S, fbj, ‘O
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estructura cosimpléctica (f?~ = fl + d A A di, dt) en R x 5 y denotamos por E~ su campo de
vectores de Reeb, obtenemos que E4 = + XII. Para un campo de vectores Y en 5 definimos
un campo de vectores Y en IR x 5 del siguiente modo:
VZES,VtER, Y(t,x)=Y(x)
Supongamos que Y es una simetría de Cartan, es decir,
iywdf e Y(H)=0,
donde f E C~(S). Obtenemos
i9 (s~ + dÉ A dO = 2>Yf~ + Í’(fI)dt = i~pQ = d(prf).
Así pues, Y es una simetría de Cartan. Recíprocamente, si Y es una simetría de Cartan,
entonces
dg = = i~A + Y(H)dt.
Así, Y es una simetría de Cartan si y solamente si Oy¡Ot = 0.
Supongamos que Y es una simetría dinámica de X11, es decir, [X11,Y] = 0. Por lo tanto, el
campo de vectores Y es una simetría dinámica de E4, puesto que
O-
Recíprocamente, si Y es una simetría dinámica de E4, entonces Y es también una simetría
dinámica de X>q, puesto que
O = [E4,Y] = [X11,?] .4
Sea 4? una variedad diferenciable, T
tQ su fibrado cotangente, rc
2 : T*Q —~ Q la proyección
canónica, AQ la 1-forma de Liouville y WQ = —dAQ la forma simpléctica canónica de T*Q. Sea
fi una función hamiltoniana en R x T*Q. Definiremos una estructura cosimpléctica (fh¡ =
WQ + dH A dt,dt), donde, ahora, A~ y tiq están consideradas como formas en IR x T*4?. Sea
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E1r,r el campo de vectores de Reeb de (Q~~,dt).
Definimos el operador t¡¡ que envía campos de vectores en IR >< 4? en funciones en IR x T~Q
de la siguiente forma:
(t11X)(t,a) = (p4a)(X(~~)) — (dt(É~)(X(~~>)) ~e,a>
para todo (t,a) e IR x 77,74?. Si X = r 0/St + XÁO/SqA, obtenemos
(¿flX)(t,qA,p~) = PAXA — rfi
Sea X un campo de vectores en R x 4?. Para cada función fi, existe un único campo de
vectores X<”
11) en IR x T*Q tal que
iX(O,H)f2H = d(ty,rX) — Eyy(¿~r,rX)dt , <y<c.n>dt = r
donde r = dt(X). X(c~¡) será llamado el fi-levantamiento de X a R x TM4?. Un cálculo directo
muestra que X<’ .~> puede ser localmente escrito como sigue:
O ¡Sr ox% 5
_ Ot OqA + kOqAfi PB
5qA ) ~-j•
Nótese que si X es un campo de vectores tal que dt(X) = O entonces X(c
11> no depende de la
elección de la función fi, es decir,
— x<~11t>
para cada H,H’ E C~(R x 4?) (compárese con la definición de Saunders [124]).
Ahora, definiremos los dos siguientes tipos de simetrías de tipo puntual
Definición 2.1.4 Una simetría de Lic de E
11 es un campo de vectores X en IR x 4? tal que
= Enr(dt(X(’”)))Eu
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En otras palabras, un campo de vectores X en R x 4? es una simetría de Lie si y solamente si
es una simetría dinámica de E11.
Definición 21.5 Una simetría de Noether en IR x T
t4? es un campo de vectores X en IR x 4?
tal que
ZX(C*,H)QH = df,
para alguna función f E C00(R x T4?). En otras palabras, un campo de vectores X en IR>< 4?
es una simetría de Noether si y solamente si X(c*,H) es una simetría de Cartan.
Es evidente que si X es una simetría de Noether entonces X es una simetría de Lie. Nótese,
además, que si ¿
11X es una constante del movimiento de E11, se deduce que
Zx(cSdI) Qn = d(q~X)
y, entonces, x<~ es una simetría de Noether cuya constante del movimiento asociada es
precisamente tnX.
El siguiente cuadro resume la clasificación de las simetrías para el sistema hamiltoniano
no-autónomo (IR x T4?,flhl,dt) anteriormente descrito.
Sis tema hamiltoniano (IR x T*Q, fln, di)
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2.2 Espacios de evolución de orden superior
Sea 4? un variedad diferenciable de dimensión ny denótese por i~(R,Q) la variedad diferencia-
ble de le-jets de todas las aplicaciones de Ra 4?. i~(R,4?) será llamado el espacio de evolución
de orden le. Denotamos por ¡3/e i~(R,Q) — 4? y por ir~ i~(lR,4?) —* IR las proyecciones
canónicas definidas, respectivamente, por /3~(j~a) = a(t) y ir~(j~a) = t. i”(IR, 4?) es, también,
un fibrado sobre ir(R,4?), 0= r <le siendo fi,~ : i~(IR,4?) i~(R,Q) la proyección definida
por ¡3~(j~a) = ja.
Sean (t, qA, q~%. . . , qe), 1=A < n coordenadas inducidas en i~(R, 4?) a partir de coorde-
nadas locales, (qA), 1 < A < n en 4?, es decir,
q~(j~a) = =<qA o a(t)) , 1 =~=le
Sea d2’ un operador diferenciable que envía cada función f: i~(R, 4?) —~ IR en una función
en Jk+l(R,4?), localmente definida por
d2’f=
d2’ puede ser extendida, de la forma usual, a un operador sobre formas diferenciables (véase
[84]).
Las variedades diferenciables J~(IR,4?) y IR x T~4? pueden ser canónicamente identificadas.
Por lo tanto, los objetos geométricos en T~4? pueden ser transportados a i~(IR,Q) a través
de esta identificación. Si i1 es la estructura casi tangente y C1 el campo de Liouville en T~4?
(véase [82~)denotaremos con los mismos símbolos los inducidos en i~(R,4?). Definamos
= i1 — C1 ® dt.
En coordenadas locales, se obtiene:
/e—1 o A A
Oq~1 ® (dq1 — q1~,dt)
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Si definimos i~ = (i1)’~ y Gr = ir-..iCi, obtenemos le — 1 tensores de tipo (1,1) como sigue:
ir = ir — Gr ® di, 1 < r < le.
Recordaremos, ahora, los diferentes tipos de elevaciones de funciones y campos de. vectores
en IR x 4? a J”(IR,4?) (véase Saunders [124]).
Definición 2.2.1 Para A = 0,1,.. .,k, definimos la A-elevación 1(A,k) de una función f en
IR x 4? a i~(IR,Q) como la función
— (/3/e)td~\f
Se obtiene que j(o/e) — (¡3/e)*f y f(A~k) — (¡3fl*f(AT), si O < A < r < le. Es evidente que
d2’f(Ale) — f(A+1k+O. En coordenadas locales, obtenemos




Denotamos por SV(IR,4?) el sistema de contacto localmente generado por las formas de
contacto (véase [11]):
Proposición 2.2.1 Sea X un campo de vectores en R >< 4?. Entonces existe un unico campo
de vectores en Jk(IR, 4?) tal que
2. LXCk,k)OÉ es una combinación lineal de las 1-formas de contacto o, equivalentemente,
fl~(IR,4?) es invariante por




entonces, la expresión local de x<~~) es (véase [124]):





Observación 2.2.1 Si denotamos por
se obtiene
d2’(X~) — q~4.id2’(r)—X~,,
donde r = dt(X). 4
Observación 2.2-2 De la Proposición 2.2.1, se sigue que
para cualesquiera campos de vectores X, Y en IR x 4?. 4
Definición 2.2.2 fIn campo de vectores E en i~(IR, 4?) se dice que es una ecuacion diferencial
de orden (k + 1) no-autónoma ((le + 1)-NODE, para simplificar), si J1¿ = C1 y J1¿ = 0.
La ecuación diferencial de orden (le + 1) ¿ se expresa localmente por
O~4A8
E—»i+4~Ai+1~4Jt=O
donde ¿A — ¿A(t,qA,q1
4,... ,qfl. Una curva a : IR — 4? se dice que es una solución de E si
¡ca : IR —. i~(IR,Q) es una curva integral de ¿. Así, a(t) = (qA(t)) es una solución de E si y
solamente si es una solución del siguiente sistema de ecuaciones diferenciales no-autónomas de
orden le + 1:
d/e+lqÁ
dt/e+l
= ¿A (t,qB(t), dqli
-E,.
d/eqB
‘dt~ ) 1 <A < a.
le’” <~
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2.3 Sistemas lagrangianos no-autónomos de orden superior
Sea L : i~(IR,Q) —~ IR un lagrangiano no-autónomo (o dependiente del tiempo) de orden le
con energía
/e
Ey, = Z(~1)r¶h(fi~71,)* (dy~’(CrL)) — (I3~~’)L
La 1-forma de Poincaré-Cartan está definida por
/e
O,, = z(.~1)r1~½(I3t~.;±3* (4~’(djL)) — (¡32~—1)~Ldt
r=1
y la 2-forma Poincaré-Cartan por
1?,, = —de,,.
Ey, es una función definida en i2~’(IR,4?), y Oy, y ~L son formas en J2~’(lR,Q). El fibrado
de jets J2~1(R,4?) es precisamente el espacio de evolución del sistema lagrangiano definido








e,, = >3kiIAÚ,4 + Ldt , (2.3.3)
donde .{kj/A O < i =le — 1} son las coordenadas generalizadas de los momentos de Jacobi-
Ostrogradskii definidas por
¡
Pi/A = E (—1~d~. ~~0q~) 0< i <le— 1.




y así (Qy,, dt) define una estructura cosimpléctica en i2~—’(lR, 4?). Por lo tanto, existe un único
campo de vectores ¿y, (el campo de vectores de Reeb para (12y,, dt)) en J2~1(IR, 4?) tal que
i¿L 1?,, = 0, dt(¿y,) = 1
Además ¿y, es una 2le-NODE en i2k1(IR, 4?) que se denomina el campo de vectores de




Si calculamos los corchetes de Poisson definidos por ((2,,, dt), obtenemos
{q.tqfl 0, {Pr/A,Ps/B} = 0, {‘1 ,PsiB } =
{qA ~}— o , frr/A,t 0,0< ~ .~ < le — 1
2.4 Simetrías de sistemas lagrangianos dependientes del tiem-
po de orden superior
Sea ¿ una (r + 1)-NODE en Jr(IR, 4?).
Definición 2.4.1 Se dice que una función f : ir(R,4?) —~ IR es una constante del movimiento
de ¿ si ¿f = O.
Entonces, si -y : 1—. JT(IR,4?) es una curva integral de ¿, fo -y es una función constante.
Definición 2.4.2
1. Una simetría de Lic de ¿ es un campo de vectores X en IR x 4? tal que
[¿,X(rr)] =
donde y = dt(X).
66
2. Una simetría din~m¡ca de ¿ es un campo de vectores X en JT(IR,Q) tal que
[E,?]= ¿(<E
donde r = dt(Ñ).
Observación 2.4.1 Denótese por 0(E) el conjunto de todas las simetrías dinámicas de ¿. De
la Observación 2.1.2, deducimos que D(E) es una subálgebra de Lie de X(Jr(IR,Q)). Por la
Observación 2.2.2 se obtiene que el conjunto L(¿) es una subálgebra de Lie de X(R x 4?). 4
Por supuesto, si X es una simetría de Lie, entonces Xfrr> es una simetría dinámica de
E. Es evidente que si X es una simetría dinámica, entonces U + g¿, con g E C~(Jr(IR,4?)),
es también una simetría dinámica. De la misma manera que en la Observación 2.1.1, se dice
que dos simetrías son equivalentes si difieren en un múltiplo de ¿. Cada clase de equivalencia
contiene un único representante Y tal que
[E,?]= 0, dt(Y) = 0.
Este representante es, precisamente, Y = U — dt(.X)E, donde X es un representante arbitrario
de la clase de equivalencia.
Observación 2A.2 Un campo de vectores U en JT(IR,4?) es una simetría dinámica si se veri-
fican las siguientes identidades:
— E(Xf) — q~1¿(r), 0=j=r—1, (2.4.4)
y
= E(Xfl — Ñ(¿~)
donde X~ — dq~(X), r = dt(Ñ) y ¿B = dq~(¿). Obviamente, una simetría de Lie siempre
verifica la igualdad (2.4.4). 4
Observación 2.4.3 Supongamos que U es una simetría dinámica de E que es proyectable a un
campo de vectores X en IR x 4?. Como U es una simetría dinámica, entonces se verifica (2.4.4),
y, por lo tanto, U = X(r,r>. 4
67
Sea L : i~(IR, 4?) — IR un lagrangiano regular y ¿y, el campo de vectores de Euler- Lagrange.
Definición 2.4.3
1. Un campo de vectores X en IR x 4? es una simetría de Noether de ¿y, si
= df,
para alguna función f en
2. Un campo de vectores X en i2~—1(lR, 4?) es una simetría de Cartan si
L
2e,, = df,
para alguna funciónf en
La definición de simetría de Cartan es consistente con la de la Definición 2.1.3. En efecto,
df = L±e,,= ~~dey,+ dixey,
= —~ S
2y, + d(e,,(Ñ)),
y entonces, i,tfl,, =d(ey,(x)—f)
Observación 2.4.4 Si X es una simetría de Noether de ¿y,, entonces
df =
/e—1
— E ((Lxc2k-.í2k~¡)ñA,Í)O~ + ñÁPLx(2k-.a.2k-.nOt) + X<2/e12/e1)Ldt + Ldr
1=0
donde r = dt(X<2~”2~1)). De la Proposición 2.2.1 deducimos que f = (f3~jl)g, con
4
Proposición 24.1 Si X es una simetría de Noether, entonces X es una simetría de Lie de
gE
Demostración: Supongamos que X es una simetría de Noether. Entonces, X(2~12~1> es
una simetría de Cartan. De la Proposición 2.1.1 se deduce que X es una simetría de Lie. u
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Si X es una simetría de Noether, se obtiene
df =
— 2x(2k.i,2k..,)dO,, + diX(2k1,?k1)e,,
y, así,
d — e,,(x(2/e12/e—fl)) — ix(2k-.I,2k—1)Qy,
Por lo tanto,
¿~. — ®,,(X(2k¶2le1))) = d (f — e,,(X(2le—12le—I))) (¿y,)
= 1X<2k—.1,2k--flQ,,(¿L)
= 0.




De la Observación 2.1.4 se deduce que el conjunto (‘(¿y,) de simetrías de Cartan de ¿y, es una
subálgebra de Lie de X(J
2k-l(R,Q)). También, N(¿,,) es una subálgebra de Lie de X(IR x 4?).
De las Proposiciones 2.1.2 y 2.4.1, se deduce que
N(EL) G L(¿y,), (‘(E,,) c D(EL).
Ahora, obtendremos una correspondencia entre las simetrías de Cartan y las constantes del
movimiento.
Teorema 2.4.1 (Teorema de Noether y su recíproco) Si U es una simetría de Cartan
entonces F = f — fly,(X) es una constante del movimiento de ¿y,. Recíprocamente, si E es una
constante del movimiento de ¿y, entonces existe un campo de vectores Z en i2~’(R, 4?) tal que
izO,, dF.
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Entonces, Z es una simetría de Cortan y cada campo de vectores Z + g¿y, es también una
simetría de Cartan siendo g : J2k—1(IR,Q) —~ IR.
Demostración: Véase la demostración de la Proposición 2.1.2. u
Corolario 2.4.1 E es una constante del movimiento de ¿y, si y solamente si existe un único
campo de vectores X en J2~1(IR,4?) tal que dt(Ñ) = O y Lyj3y, = d(Oy,(Ñ) — E).
Demostración: Se sigue del Teorema 2.4.1. U
Definición 2.4.4 Un campo de vectores X en IR >c 4? se dice que es una simetría infinitesimal
de L si
xU~le)(L) = ~dT((f3~j¡)*r)L
donde i- = dt(X).
Por un cálculo directo, deducimos que el conjunto 1(L) de todas las simetrías infinitesimales
de L es una subálgebra de Lie de X(IR x 4?).
Lema 24.1 Si X es una simetría infinitesimal de L, entonces
= OqA O
donde r = dt(X).
Demostración: Si X es una simetría infinitesimal de L, se deduce que
LX(2k1.2kí, Ldt
— (X(2le12le1)L)dt + Ldr
= —d







1 —dt + —dtOqA Ot
U
Proposición 2.4.2 Si X es una simetría infinitesimal deL, ey,(X(
2~”2~’>) es una constante




Demostración: Sabemos que la 1-forma de Poincaré-Cartan puede ser localmente escrita
como:
le—’
= >3 PA/Al + Ldt
¡=0
Del Lema 2.4.1 y de la ProposicIón 2.2.1, se obtiene que
=
para algún Af,~ E C”’(J2~1(IR,4?)). Entonces
= A’
6A(¿y,) — O
y, por lo tanto, obtenemos Ey,(Oy,(X(
2~12~1))) — O.
Proposición 2.4.3 Si X es un campo de vectores en IR >c 4? tal que
= O
entonces X es una simetría infinitesimal de L.
Demostración: Obviamente, X es una simetría de Noether. De la Proposición 2.4.1, se deduce
que X es una simetría de Lie y, entonces, obtenemos
O =
— x<21’—12~—1)(ey,(¿,,)) — ®y,([X(2/e—12k1>, EL])
— x(2k12k1)((¡~k1)*L) +
donde r = dt(X). Así, X es una simetría infinitesimal de L.




















Sistemas lagrangianos no-autónomos de orden superior.
2.5 Relación entre las simetrías infinitesimales del sistema la-
grangiano con las de su contrapartida hamiltoniana
Sea L : i~(IR,Q) —~ R un lagrangiano regular. La transformación de Legendre-Ostrogradskii
es la aplicación fibrada




1 ,. . . ,q~...1) = (t,qÁ,...,q¿1;)3~¡fl,. .. ,PA//e—I)
Como sabemos, L es regular si y solamente si Leg es un difeomorfismo global. Si Leg es un
difeomorfismo global, entonces se dice que L es hiperregular. Como en el caso autónomo y para
simplificar, supondremos en adelante que el lagrangiano L es hiperregular.
Sea ¿y, el campo de vectores de Euler-Lagrange en i
2~’(R, 4?). Definiendo fi = Ey, o Legí
obtenemos
EH = (TLeg)¿,,
— fi dt) = e,,
Leg*(fljy) = (2,,.
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Se deduce que Leg es un isomorfismo que transforma entre si las dos estructuras cosimplécticas
(fly,, di) y (fl11, dt) en i2~’(IR, 4?) y IRXTt(T/elQ), respectivamente. De este modo se obtienen
los siguientes resultados.
Proposición 2.5.1 Sean X un campo de vectores en i2~’(R,4?) e 1 un campo de vectores
Ley-relacionado en IR >< T(J~1(R,Q)), es decir, (TLeg)(Ñ) = Y. Entonces
.1. X es una simetría dinámica de Ey, si y solamente si Y es una simetría dinámica de Eg.
2. X es una simetría de Cartan si y solamente si Y es una simetría de Curtan.
Nótese que existe una correspondencia uno a uno entre las constantes del movimiento de ¿y, y
EH.
Proposición 2.5.2 Sea X un campo de vectores en IR x 4?
1. Si X<~1~1> es una simetría de Lie de E
11 entonces X es una simetría de Lie de EL.
2. Si X(/e
1,/e1) es una simetría de Noether para el sistema (IR x T*(J/e1(IR,4?)),(2u,dt)
entoncés X es una simetría de Noether para el sistema (i2~’(R,Q),fly,,dt).
Proposición 2.5.3 Si X es una simetría infinitesimal de L, entonces X es una simetría de
Noether.
Demostración: Usando la Proposición 2.4.2, deducimos que si X es una simetría infinitesimal
de L, entonces Oy,(X(2~’2~’>) es una constante del movimiento de ¿y,. En coordenadas
locales,
k—1
— >3~A/íXÉ — Ey,r
i=O
donde Xr = dq~(X(2kl2/el>) y r = dt(X).
Puesto que
— XAp Hr, 1<i<le—1,
deducimos que Oy,(X<2~12~’)) e ~
11x(~’~’> están Leg-relacionados. En consecuencia,
es una constante del movimiento de E11. Así, (X(k1/e1))(0ñ) es una simetría
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de Cartan (de hecho una simetría de Noether) de EH y, entonces, existe una simetría de Cartan
U de ¿y, que está Leg-relacionada con (X(/e1/e1))k0. Por lo tanto, X es proyectable y,
teniendo en cuenta, la Observación 2.4.3, se deduce que X = X(2/e12k1). U
La siguiente proposición es el resultado recíproco del obtenido en la Proposición 2.4.3.
Proposición 2.5.4 Si X es una simetría infinitesimal de L, entonces
= O
Demostración: De la Proposición 2.5.3 se obtiene que si X es una simetría infinitesimal de
L, entonces ~
11x<~—
1~—’~es una constante del movimiento de EH. En consecuencia, deducimos
que
L(xuc-.1k-.1>ycs.n) (Ark—lq — fidt) = O
Como X<2~12~1> y (X(k—1~/e—1))(ctH) están Leg-relacionados, obtenemos que
= O . U
Observación 2.51 Obtendremos una caracterización alternativa de las simetrías de Noether
que es similar a la de la simetrías infinitesimales de L. En efecto, no es difícil probar que un
campo de vectores X en IR x 4? es una simetría de Noether si y solamente si
= dT((fiá1)*r)L + d
2’g , (2.5.5)
donde g es una función en i~
1(IR,Q). Si
= df
deducimos que! = (¡5~kQ)*g. Este resultado se prueba siguiendo un método similar al usado en
las Proposiciones 2.4.3 y 2.5.4. La prueba de la Proposición 2.5.4 debería ser ligeramente modifi-
cada. En efecto, si X es un campo de vectores que satisface (2.5.5) entonces f~®y,(X<2/eI2/et))
es una constante del movimiento de ¿y,. Se deduce que E = f—tn(X(~”~’)) es una constante
del movimiento de EH. Por lo tanto, el campo de vectores Xj — X(0 II) es una simetría de
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Cartan con constante del movimiento asociada E, y, además, es proyectable sobre i~1(IR,4?)
en el campo de vectores x(~—’~—1). Así, deducimos que X(2/eí2/e.1) y Xy — X(c¡¡) están
Ley-relacionados, lo que implica que X es una simetría de Noether. 4
El cuadro de la siguiente página muestra las relaciones entre las simetrías de sistemas la-
grangianos y hamiltonianos.
2.6 Ejemplo: Partícula con 5pm sujeta a un potencial
Sea L : IR x T2IRS —~ IR el lagrangiano no-autónomo regular de orden 2:
L(t,qA qj4 ~ 1±
A=1
— V(t,qA,qj~~)
donde (qÁ) = (q1,q2,q3) son las coordenadas canónicas de IR3. L describe el movimiento de
una partícula con 5pm sujeta a un potencial V(t,qA, qj”). Se deduce
PO/A










qíiq~ + V(t,q~ ,qj4)) di.
4=1






































































X E X(IR x 4?)
i(X<k-.1.k~I))(c*H)f2H =
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admite las siguientes simetrías infinitesimales de L
= OqA 1=.A=3,
E8 A0RAE = q ~ ~F’ l<A<B<3.
TA son las traslaciones y RAE las rotaciones en IR3. Queremos estudiar cuando estas simetrías
infinitesimales de 1 son también simetrías infinitesimales de L.
Es evidente que TA es una simetría infinitesimal de L si y solamente si la función V IR ><
T4? —~ IR verifica que
(TA)<”1)V = o
es decir, si la función V no depende de qA (por ejemplo, si V = V(t,q2,q3,q~,q~,q~), entonces
es una simetría infinitesimal de L). Por lo tanto, por la Proposición 2.4.2, la función
6y,((TA)~3’3~) = PO/A = qj4 + q~4 —
es una constante del movimiento de E,,. Si, además, la función y no depende de qj;4, entonces
el campo de vectores
XA = qA0
es una simetría de Lie de ¿y,, es decir, [(XA)(~~),Ey,]= 0, pero no es una simetría de Noether.
Ahora, la rotación RAE es una simetría infinitesimal de L si y solamente si
(RÁB)(11)V = o
Por ejemplo, si
V = f(t,qC,q~»g((qA)2 + (qfl2,(qfl2 + (qfl2) ,C ~ A ,B
para cada una de las funciones f : IR3 —. IR y g : IR2 —~ IR, entonces RAE es una simetría
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infinitesimal de L y la constante del movimiento asociada es
YAB = Oy,((RAB)(3B>) — (qj4 + q~ — jq0B — (q1~ + q3B — ÉL)qA — q~1q? + q2BqA
Consideramos ahora el campo de vectores:
a o o
ot + +
X es una simetría infinitesimal de L si X(
22>L — O lo cual es equivalente a x(’l>v = 0. Por
lo tanto, si V es de la siguiente forma:
V — f et12 (
1aeÍ49A+(f2fi>~B + f5~f2qA + .f6eÍ2~B)




8 y ~ con C # A,B. La constante del movimiento asociada a esta simetría
infinitesimal de L es
F = PO/A + ño,,
5 + Ey,
De un modo sencillo es posible obtener también las simetrías infinitesimales y constantes
del movimiento para la formulacion hamiltoniana del sistema usando los resultados obtenidos







Simetrías y constantes del
movimiento de sistemas
lagrangianos degenerados
Los estudios sobre sistemas lagrangíanos degenerados comenzaron con los trabajos de Dirac
y Bergmann (véanse [38, 136, 137, 9]). Su algoritmo fué mas tarde globalizado por Cotay y
Nester [49, 51, 52], introduciendo en el estudio de estos sistemas la estructura casi tangente
que aparece de un modo natural en el espacio de fases de las velocidades (véanse también los
artí¿ulos de J. Klein [63] y J. Grifone [56]). Además, aunque existe una clara ambigliedad de
la dinámica, las ecuaciones del movimiento han de ser de segundo orden.
Como ya hemos visto, es interesante obtener simetrías para integrar las ecuaciones del
movimiento (véanse Binz, Sniatycki & Fisher [9], de León y Rodrigues [82], Olver [109] y
Marmo [96]). Nuestra intención en este capítulo es obtener una clasificación de las simetrías
infinitesimales de un sistema presimpléctico y derivar de ellas las correspondientes constantes
del movimiento. Asimismo, se prueban varios Teoremas de Noether. Los resultados se aplican
para el caso de sistemas lagrangianos singulares o degenerados, con definiciones compatibles con
el caso regular. Nuestro método es el siguiente. Primero, consideramos el caso de sistemas pre-
simplécticos admitiendo una dinámica global. Esta restricción simplifica bastante el problema
y, como veremos, es el caso más significativo. Después, consideraremos el caso general y apli-
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caremos los resultados anteriormente obtenidos a la variedad final de ligaduras que admite una
dinámica global. Un procedimiento similar también funciona para el caso no-autónomo y para
sistemas precosimplécticos. También, se estudia la contrapartida hamiltoniana relacionando las
dos partes por la transformación de Legendre.
Estos resultados son la extensión natural de los trabajos de Crampin [32]y Prince [116, 117]
(véase también [82]) y completan los resultados de Cariñena y Rañada [24], Marmo, Mukunda
y Samuel [99] y Ferrario y Passerini [42]. El caso independiente del tiempo fue estudiado
por Cariñena, Fernández y Martínez [19, 18, 17], usando la técnica de secciones a lo largo de
aplicaciones.
El capítulo está organizado del siguiente modo. En la Sección 3.1, recordamos el algoritmo
de ligaduras desarrollado por Gotay y Nester ([49, 51, 52]). La Sección 3.2 está dedicada al
estudio de las simetrías infinitesimales de un sistema presimpléctico con dinámica global. En
la Sección 3.3, extendemos estos resultados al caso de un sistema presimpléctico cualquiera.
La clasificación de las simetrías infinitesimales se obtiene en la Sección 3.4 y, se obtienen las
correspondientes constantes del movimiento para los sistemas lagrangianos degenerados. En
la Sección 3.5, se estudia la relación entre los formalismos lagrangiano y hamiltoniano. En la
Sección 3.6 se considera el problema de encontrar una solución que verifique la condición de
ecuación diferencial de s~egundo orden. Las secciones 3.7, 3.8, 3.9 y 3.10 se dedican a aplicar estos
resultados a los siguientes casos particulares: dinámica hamiltoniana generalizada, lagrangianos
afines en las velocidades, sistemas lagrangianos degenerados de tipo II y sistemas lagrangianos
degenerados con un grupo de Lie de simetrías. El caso de sistemas lagrangianos no autónomos
degenerados es estudiado en la Sección 3.11 como una aplicación de los resultados obtenidos
para un sistema precosimpléctico arbitrario.
3.1 El algoritmo de ligaduras
Sea M una variedad diferenciable de dimensión ti, ti una 2-forma cerrada con rango constante
y a una 1-forma cerrada. En este caso diremos que (M,w,a) es un sistema presimpléctico.
La dinámica se determina encontrando las soluciones de la ecuación
zxw = a . (3.1.1)
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Como ti no es simpléctica, (3.1.1) no tiene solución en general, e incluso si existe no será única.
Sea b : TM —* T*M la aplicación definida del siguiente modo: b(X) = ixw. Al no ser ti
símpléctica puede suceder que b no sea sobreyectiva o que tenga un núcleo no triWal, o ambas
cosas a la vez. Denotamos por kerw el núcleo de b, es decir, kerb = kerti.
En [49, 51], Cotay y Nester desarrollaron un algoritmo de ligaduras para sistemas presim-
plécticos. Resumiremos, a continuación, lo mas esencial de esta construccion. Primero, se
consideran los puntos de M donde (3.1.1) tiene una solución y se supone que este conjunto
es una subvariedad de M. Desafortunadamente, puede ocurrir que estas soluciones en
no sean tangentes a M2. Entonces, debemos restringir M2 a una subvariedad donde las
soluciones de (3.1.1) sean tangentes a M2. Procediendo de este modo obtenemos una sucesión
de subvariedades:
... — .-.~ ... ....~ — = M
Alternativamente, estas subvariedades de ligaduras pueden ser descritas como sigue:
= {z E M ¡ a(x)(v) = 0, Vv E TZMt 1 }
donde
— {v E T~M /w(x)(u,v) = 0, Vn E T1M~..1 1.
Llamaremos a M2 la subvariedad de ligaduras secundarias, M3 la subvariedad de ligaduras terciarias,
y, en general, Al1 es la subvariedad de ligaduras t-ar;as.
Pueden ocurrir tres posibilidades: la primera que exista un entero le tal que M/e = 0 y
entonces la ecuación (3.1.1) no tiene solución; la segunda es que exista una subvariedad Al/e # 0
pero dimM/e = 0, en este caso la ecuación (3.1.1) es consistente pero sólo admite la solución
X = 0; y el tercer caso, que es el que nosotros consideraremos, es que el algoritmo se estabiliza,
es decir, existe un entero positivó le E BV tal que Al/e = Mk+í y dim Al/e > 0. Entonces
obtenemos una subvariedad final de ligaduras M1 = M/e, en la cual existe un campo de vectores
X tal que
(ixti=a)¡M . (3.1.2)
Si E es una solución de (3.1.2) entonces cada solucióti arbitraria en es de la forma
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E’ = ¿ + Y, donde Y E (kerw n TAl1).
3.2 Simetrías y constantes del movimiento de sistemas pre-
simplécticos con dinámica global
En esta sección, haremos una clasificación de simetrías y constantes del movimiento para el
caso particular de sistemas presimplécticos que admiten una dinámica global (véase [24]).
Decimos que un sistema presimpléctico (M,w,a) admite una dinámica global si existe un
campo de vect¿res ¿ en Al tal que ¿ satisface (3.1.1). Esta condición se puede expresar también
de la siguiente forma:
a(kerw)(x) = O ,Vx E Al
Definición 32.1 Una función F : M —. Rse dice que es una constante del movimiento de E
52 ¿F = 0.
Así, si -y es una curva integral de ¿, Fo y es una función constante.
Definición 3.2.2 Se dice que un difeomorfismo ~ : Al —. Al es una simetr}a de ¿ si ~
transforma curvas integrales de ¿ en curvas integrales de E, es decir, T«¿) = E.
Definición 3.2.3 Una simetría dinámica de ¿ es un campo de vectores X de M de modo que
su flujo está formado por simetrías de ¿, o, alternativamente, si se verifica que [X,¿3 =0.
Denotamos por r’(M) el conjunto de todas las soluciones de (3.1.1):
XW(M) = {X E X(M)/ixw = a>.
Definición t2.4 Se dice que una función F : Al —. IR es una constante del movimiento de
Xw(Al) si E es constante a lo largo de las curvas integrales de cualquier solución de (3.1.1).
Es decir, si E verifica que
r(M)F = o.
De esta manera, si E es una constante del movimiento de r(Al), se verifica
(kerw)F = 0.
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Definición 3.2.5 Se dice que un dzfeomorfismo ~ Al —* Al es una simetría de X1M) si Ó
verifica que
T«¿) E YY(M),
para todo E E Xw(M).
Definición 3.2.6 Una simetría dinámica de Xw(M) es un campo de vectores tal que
[X,Xt(M)] c kerw
Observación 3.2.1 Si la foliación definida por kerw es una fibración, entonces la variedad
cociente M = MI kerw admite una estructura de variedad diferenciable y la proyecc¡on canonica
ir : Al —* Al es una submersión sobreyectiva. En este caso existe una única forma simpléctica
ti en Al tal que ,r*C, = ti. Como habíamos supuesto que el sistema presimpléctico admitía una
dinámica global, la 1-forma a proyecta en una 1-forma d en it de modo que ir& = a. Como
& es simpléctica, existe un único campo de vectores ¿ en M de tal que
z¿w = a
Es fácil probar que todas las soluciones de (3.1.1) son proyectables y, de hecho, todas ellas
proyectan al campo de vectores E• De la Definición 3.2.6, se deduce que
[X,kerw] c kerw
Así, X proyecta en un campo de vectores U en Al tal que
[X,¿] = 0.
En otras palabras, X es una simetría dinámica de E~ Este hecho justifica la Definición 3.2.6. 4
Observación 3.2.2 Si F es una constante del movimiento de Xw(M), entonces XF es también
una constante del movimiento de XW(M) . En efecto, como (kerw)F = O, se obtiene
[X,¿]F = X(¿F) — E(XF) = —E(XF) = O,
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para todo ¿ E Xw(M) .4
Denotamos por D(XW(M)) el conjunto de las simetrías dinámicas de Xw(M). Sean X e
Y dos simetrías dinámicas de XY(M). Entonces [X,Y] es también una simetría dinámica de
XW(Al). Así,
[X,Y],Xw(Al)] = [X,[Y,Xw(M)]]+ [Y,[Xw(M),X]]
c [X,kerw] + [Y, kerw] c kerw
Por lo tanto, D(XW(M)) es una subálgebra de Lie del álgebra de Lie
Lie de campos de vectores en Al.
Definición 3.2.7 Una simetría de Cartan
que
de X(M), el álgebra de
de (M,w,a) es un campo de vectores X en Al tal






Si X es una simetría de Cartan de (Al,w,a) entonces X es una simetría
X es una simetría de Cartan, entonces, para cada solución E de (3.1.1) se
i[X,c] ti = Lxi¿w — i¿ Lxw
— Lxad(ixa)0.
Así, [X,¿] E kerw, y, por lo tanto, X es una simetría dinámica de XW(M) . U
Sea C(ti,a) el conjunto de todas las simetrías de Cartan de (M,w,a). Mediante un sencillo
calculo se comprueba que si X e Y son simetrías de Cartan de (M,ti,a), [X,Y] es también una





Teorema 3.2.1 (Teorema de Noether) Si X es una simetría de Carian de (M,w,a) en-
tonces la función O (como en la Definición 3.2.7) es una constante del movimiento de X”’(M)
Recíprocamente, si O es una constante del movimiento de YY(M) , entonces existe un campo
de vectores X tal que
= dO,
y, además, -X es una simetría de Cartan de (Al,w, a) y, cada campo de vectores X + Z con
16 kerw, es también una simetría de Cartan de (Al,ti,a).
Demostración: En efecto, si O es una constante del moVimiento de
(kerw)G = 0. Por lo tanto, la ecuación
Xw(M) , se verifica que
zyw = dO,
tiene una solución globalmente definida X en Al y, puesto que
O = EGkdGsi¿ixw
= —zxi¿w=—ixa,
deducimos que X es una simetría de Cartan de (M,ti,a) y que cada campo
con Z E kerti, es una simetría de Cartan.
Recíprocamente, si X es una simetría de Cartan de (Al,ti, a), entonces,
E de (3.1.1), obtenemos
de vectores X + Z,
para cada solución
O = ixa = ixi¿w = —i¿ixw = —E(O).
En consecuencia, O es una constante del movimiento de XW(M) .
3.3 Simetrías y constantes del movimiento para sistemas pre-
simplécticos arbitrarios
Sea (Al,w,a) un sistema presimpléctico genérico. En general, (3.1.1) no tiene una solución
globalmente definida como eh la Sección 3.2. El algoritmo de ligaduras nos permite obtener (si
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esto es posible) una subvariedad final de ligaduras Al1.
Empecemos, primero, considerando una estructura presimpléctica (Mf ,iy~,i;a) donde
Jf Al1 —~ Al es la inclusión de Al1 en M. Sabemos que cada solución de (3.1.1) es un
campo de vectores X en Al1 tal que
(ixti = a)/M, . (3.3.3)
Si WM1 = flti y a44’1 = fla, es fácil probar que si ¿ es una solución de (3.1.1), entonces ¿ es
también una solución de la siguiente ecuación:
iXWM1 = a4f1 (3.3.4)
Definimos los conjuntos:
rMI(M,) = {XE1(MI)/ixwM,=QM,},
Xw(M,) = {X E 1(M1)! (ixw = a)/M }
En consecuencia, 1w(Alí) c X»MI(M1).
Si suponemos que el rango de wM1 es constante, entonces (AlI,WMJ,aMJ) es un sistema
presimpléctico con una dinámica global. Podemos, por lo tanto, aplicar todas las definiciones
y resultados de la Sección 3.2 a este sistema presimpléctico.
Obtenemos que D(rMf (Al1)) es una subálgebra de Lie de 1(M1) y C(wMf,aM,).es una
subálgebra de Lie de 1(M¡). Como cada simetría de Cartan de (MI,tiM1,QM,) es una simetría
dinámica de 1wM1 (Al1), deducimos que
C(WM,,aMf) c D(XW
MI(Mí)).
El Teorema 2.1 se reescribe ahora del siguiente modo:
Teorema 3.3.1 (Teorema de Noether) SiX es una simetría de Cartan de(Alí,tiM,,aM
1),
entonces O es una constante del movimiento de r~MI(Mí). Recíprocamente, si O es una




y, además, X es una simetría de Cartan y cada campo de vectores X + Z, con Z E kerw1w,, es
también una simetría de Cortan.
Como fY(M1) a XJJMÍ(M1) podemos distinguir otros tipos de simetrías y constantes del
movimiento.
Definición 3.3.1
1. Se dice que una función F : Al1 —~ IR es una constante del movimiento de Xw(Mí) si F
es una constante del movimiento a lo largo de las curvas integrales de las soluciones de
(3.3.3), es decir,
YY(M1)F = O.
2. Se dice que un difeomorfismo ~ : Al1 —. Al1 es una simetría de Xw(Mí) si ~ transforma
curvas integrales de soluciones de (3.3.3) en curvas integrales de soluciones de (3.3.3).
3. Una simetría dinámica de LtCw(Mí) es un campo de vectores en Al1 tal que,
[X,Xw(Mí)] a kertiflTMj.
Ahora consideraremos difeomorfismos ~‘: Al —~ Al que preservan la 2-forma ti y la 1-forma
a, (es decir, preservan la estructura presimpléctica):
=a.
Proposición 3.3.1 Si el difeomorfismo ~‘ : Al —. Al preservo la estructuro presimpléctica,
entonces, restringe a un difeomorfismo ~j : Al1 —* Al1, donde Al1 es la subvariedad de ligaduras
z-aria. En particular, ~ restringe a un difeomorfismo 4q : Al1 —. Al1.
Demostración: Si i = 1, la Proposición es trivialmente cierta. Ahora, supongamos que la
Proposición es cierta para i = in y probemos que también es cierta para i = m + 1.
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Probaremos que si y E TXMT*, entonces T~«v) e T«~,M4. En efecto, para cada u E
T«r) Mm, obtenemos
w(~(x))(T~«v),u) = w(x) (v,T~(~)f’(u)) = 0,
puesto que ti es ~‘-invariante y T~(~)&’(u) E T~M,-,, por la hipótesis de inducción. Se deduce
así que
TÁ(TXM4fl=T~(~) M~.
Ya es solamente necesario probar que si x E Mm+i, entonces «x) E Alm+i, es decir, para
cadavE2$}0 Al’ a(~(x))(v) =0. Pero, como a es también &invariante obtenemos
a(«z))(v) = a(z) (T~(~)f’(v)) = O . U
Corolario 3.3.1 Sea X un campo de vectores en Al tal que
1. ixti = dO, para cada función O : Al —. IR,
2. ixazfl.
Entonces, X/MJ es una simetría de Cortan de (Mí,tiM1,aM,).
Demostración: Como el flujo de X está formado por difeomorfismos que preservan la estruc-
tura presimpléctica, entonces, por la Proposición 3.3.1, X es tangente a Al1. Además, como X
verifica que
i,~ti = dO,




En consecuencia, X/MJ es una simetría de Cartan de (Mf,tiM,,aM,) y (‘/MJ es una constante
del movimiento de yWM
1 (Al1). U
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Ejemplo 3.3.1 Sea el sistema presimpléctico (1R6,w,a) definido por:
ti = dx¡Adx
4—dx2Adx3
a = x4dí4 — x3dr5 — x5dz3
donde (x1,x2,z3, ~ zb,z6) son las coordenadas cartesianas en IR
6. Es fácil probar que kerw
está generado por 0/015 y 0/016. La única ligadura secundaria es = 13 = 0. Como no hay
ligaduras terciarias, el algoritmo de ligaduras termina en Al
2, es decir,
Mf = Al2 = {(xl,12,za,14, x~, 16) E IR6/ = 0}




xw(Mí) = I4~y + kerti
Si denotamos por j : Al
1 —. IR
6 la inclusión canónica de Al
1 en IR
6, entonces
7ti = WM, = dx
1 A dx4.




XMI(Al) = z4y— + kerwM1.
Entonces, .X~(Al1) está estrictamente contenido en XtMI (Al1) Estudiaremos las simetrías y
constantes del movimiento del sistema presimpléctico (M,w,a).





Por lo tanto, cada función F que dependa solamente de x2 y x4 es una constante del movimiento
de X~(M1). Por ejemplo, Fí(xi,x2,x4,xs,x6) = x4 y F2(zi,x2,x4,xs,x6) = x2 son constantes
del movimiento.
Una función F : Mf —~ IR es una constante del movimiento de XWMÍ(Alí) si se verifica
que
OF OF OF OF
x4—=0 ——0 ——0 —=0.
Ox1 ‘ Ox2 — Oxs — Ox6
Las funciones F que son constantes del movimiento de XWMI(MÍ) son aquellas que dependen
únicamente de x4, por ejemplo:
Fi(xí,x2,x4,xs,xg)=x4
Obviamente, todas las constantes del movimiento de XWMI(Mí) son también constantes del
movimiento de X~(M1).
El campo de vectores X = 0/Ox1 on IR
6 verifica que
= dO, donde O(x
1,x2,xa,x4,x5,x6) = x4 , ixa = 0.
Del Corolario 3.3.1, deducimos que X es una simetría de Cartan de (Al1 ,wM1,aM,) y O~w1 es
una constante del movimiento de Y/MI (Mí)
3.4 Simetrías y constantes del movimiento para sistemas la-
grangianos singulares
Sea 4? una variedad diferenciable de dimensión n. Considérese un lagrangiano L T4? —~ IR
tal que la matriz hessiana
(Ot4B)
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sea singular. A este tipo de lagrangiano se le llama lagrangiano singular o degenerado. Sea Ey,
la energía asociada con L, definida por E,, = CL — L, donde C es el campo de vectores de
Liouvilie en T4?. Denotamos por ay, la 1-forma de Poincaré-Cartan definida por ay, = 1}dL)
y, por wy, la 2-forma de Poincaré-Cartan definida por wy, = —da,,, donde i es la estructura casi
tangente canónica en T4?.








Supongamos que la 2-forma tiy, tiene rango constante. Aplicamos el algoritmo de ligaduras
al sistema presimpléctico(TQ,wy,,dEy,). Se obtiene la siguiente sucesión de subvariedades de
ligaduras:
Si el algoritmo se estabiliza, entonces existe un entero le tal que ~/e+i = P/e = E1 y J7~ es
la variedad final de ligaduras. Así, podemos trasladar todas las definiciones y resultados de la
Sección 3.3 a este caso particular.
Denotamos por X’ la elevación completa y por XV la elevación vertical a TQ de un campo
de vectores X en 4?.
Definición 3.4.1 Se dice que un campo de vectores X en 4? es una simetría de Lic de Y/P¡ (Rs)
st
1. X’ es tangente a E1,
El conjunto £(X~~f (E1)) formado por todas las simetrías de Lie de t~’(P1) es una subálgebra
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de Lie de X(4?). Además,
Definición 3.4.2 Se dice que un difeomorfismo @: Q — 4? es uno simetría de L si LoT$ = L.
Se dice que un campo de vectores X en 4? es una simetría infinitesimal de L si
XCL = 0,
es decir, si su flujo está formado por simetrías de L.
Si denotamos por 1(L) el conjunto de todas las simetrías infinitesimales de L, entonces 1(L) es
una subálgebra de Lie de X(4?).
Proposición 3.4.1 Si X es una simetría infinitesimal de L, entonces 6(XC)1p, = (XV
es una constante del movimiento de X~~i(P1).
Demostración: En coordenadas locales, se obtiene




L~cay, DL OXA= XC(-jí~)dqB + O~A 0q8 dqB
= (XA 02L ~OXA 02LOqAO
4B + q OqB O4AO~B
= 0.





Además, XCEy, = O. Obtenemos el resultado requerido aplicando el Corolario 3.3.1. u
Procediendo como en la prueba de la Proposición 3.4.1 deducimos que 1(L) c £(X~~’ (P¡)).
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Definición 3.4.3 Se dice que un campo de vectores X en 4? es una simetría de Noether si
XCII = OC,
para alguna función O en 4?, donde (‘C de nota la elevación completo de O a TQ.
Siguiendo un procedimiento similar al usado en la Proposición 3.4.1, podemos caracterizar una
simetría de Noether como sigue:
1. i~cwy, = dF, para alguna función F,
2. XCEy, = 0.
En efecto, podemos elegir E = a,,(XC) — (‘u, donde (‘V la elevación vertical de O.
Proposición 3.4.2 Si X es una simetría de Noetlzer, entonces oy,(XC) — es uno constante
del movimiento de X0~i(P1).
Demostración: Véase la prueba de la Proposición 3.4.1. U
Denotamos por N(L) el conjunto de todas las simetrías de Noether. Entonces, N(L) es una
subálgebra de Lie de 2E(Q) y se obtienen las siguientes inclusiones:
1(L) c N(L) c £(YY9’ (E1))
c. C(wp1, ap1)
3.5 Relación con la formulación hamiltoniana
Sea L : TQ —. IR un lagrangiano arbitrario. La aplicación de Legendre Leg : T4? —. T4? se
escribe localmente
Leg : (qA,4A)~ (qA,p~)
siendo PA los momentos definidos por PA = BL/0¿A. Si L es singular, Leg no es un difeo-
morfismo. Sin embargo, supondremos que L es casi regular, es decir, M1 = Leg(T4?) es una
subvariedad de T4? y Leg es una submersión sobre Al1 con fibras conexas. La subvariedad Al1
será llamada la subvar¡edad de ligaduras primarias.
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Sea AQ la 1-forma de Liouville y caq = —d>.g la forma simpléctica canónica de T*4?.
Como el lagrangiano es casi regular, la energía Ey, es constante a lo largo de las fibras de
Leg. Por tanto, Ey, proyecta en una función h1 en Al1:
hu(Leg(x)) = E,,(x) ,Vx e T4?
Si denotamos por g¿ : Al1 —* T’4? la inclusión canónica de Al1 en TQ, obtenemos un
sistema presimpléctico (Al1,(g¿)0Q,dh1). Si aplicamos ahora el algoritmo de ligaduras, obte-
nemos una sucesión de subvariedades de ligaduras:
...—*M/e—-*...—-* A<f2—1v11
Denotaremos por Al1 la subvariedad final de ligaduras (si existe) para este sistema presimpléc-
tico. La transformación de Legendre restringe a cada subvariedad P~, =1, de TQ y entonces
obtenemos una familia de submersiones sobreyectivas Leg1 1’1 —* Al1 que relacionan las
subvariedades de ligaduras E~ y Al1. De hecho, Leg1 es una fibración, para todo i. Además, la
variedad cociente P1/ ker Leg¡p1 es difeomorfa a Al1. El siguiente diagrama conmutativo ilustra
esta discusión:










(ixwy, = dE,,)1~, (3.5.5)
e
(ixtii = dhO f44~ (3.5.6)
Gotay y Nester (véase [51]) han probadoque la formulación lagrangiana y hamiltoniana son
equivalentes en el siguiente sentido. Dado un campo de vectores ¿ E X(P1) que es una solución
de (3.5.5) y Leg¡-proyectable, entonces su proyección Z = TLegj(¿) es una solución de (3.5.6).
Recíprocamente, si Z E X(M1) es una solución de (3.5.6), entonces cada campo de vectores en
1’j proyectable en Z es una solución de (3.5.5).
Sean jj...1 : —~ TQ y gui : Al1 —* M1, 1 =i, (donde go es la identidad) las inclusiones
canónicas, y g1..1 =
9o o 91—1, 1 < i. Denotemos por
= jwy,,1<i<le
tiMé = (gI)S(QQ) 1<i<le
las restricciones de wy, y WQ a E
1 y Al1, respectivamente. Es fácil probar que
&Jp, = LegIwM~ 3t j$E,, = (Leg1)gh1
Proposición 3.5.1 Si F es una constante del movimiento de X’~”” (E1) entonces F es proyectoble
en Al1 y su proyección F es una constante del movimiento de Y/M1 (Al1).
Demostración: En efecto, si F es una constante del movimiento de X~~’(P1) entonces
(keitip,)F = 0.
Pero, puesto que kerwy, fl TEj c kerwp1, deducimos que (kerwy, fl TP1)F = 0. Ahora, como
kerTiiegj c kertiy, fl TE1, E es proyectable. Si ZWM, es una solución de la ecuación
iXWMJ = g;(dh1)
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entonces cada campo de vectores ¿ en E1 proyectable en ZWM es una solución de la ecuación
ixwp¡ = djEy,
i¿wp1 — j(dEy,)
— i¿(LegwM1) — Leg gftdh1)
— Leg (izWMtiMf — g(dhfl)
— 0.
Por lo tanto, ¿ es una solución de (3.5.7). Como ¿F = 0, obtenemos que ZWM(É) = 0.
Proposición 3.52 Si F es una constante del movimiento de XwL(Efl, entonces E es pro yectable
en Al¡ y su proyección F es una constante del movimiento de XWM, (Al1).
Demostración: En efecto, si ZWM, es una solución de la ecuación
(ixwM1 = dhl)/M
entonces cada campo de vectores ¿ en E1 proyectable en ZWM, es una solución de (3.5.5). Así,
como ¿F = 0, deducimos que ZWM É =
Proposición 3.5.3 SiX es una simetría de Cortan de (Alí,WM,,g(dhi)), entonces cada cam-
pode vectores X’ en E1 tal que TLegj(X’) = X es una simetría de Cortan de (Ej,wp1 ,j;(dE,j).
Demostración: Si uñ campo de vectores X en Al1 verifica que
1. iXWM1 = dO, con O : M1 — IR,
2. X(hl¡M1) = O,
entonces para cada X’ e X(E1), con TLegy(X’) = X, obtenemos
1. ix’tip1 = dO’ , con O’ = LegO,






En consecuencia, X’•es una simetría de Cartan de (E1,wp1,jftdEy,)). u
Proposición 3.5.4 Si F es una constante del movimiento de ZWM, donde este campo de
vectores es una solución de la ecuación
(ixtiM, =dhl)IM
entonces (Legf)ÉF es una constante del movimiento para cada Ea,L tal que TLegí(EWL) = Za,1.
Si E es una constante del movimiento de ZWM1, donde este campo es una solución de la
ecuaczon
iXWM1 = g;(dh1)
entonces (Legí)F es una constante del movimiento para coda ¿a,,, tal que TLeg1(¿a,~) =
za,MI.
Demostración: Se sigue directamente de la equivalencia de las formulaciones lagrangiana y
hamiltoniana. U
Consideremos el operador ¿ definido en los capítulos anteriores. Recordemos que la elevación
completa de un campo de vectores X en 4? a T*4? es un campo de vectores XC definido como
sigue:
ZXCSWQ = d(¿X). (3.5.8)
Localmente, obtenemos
XCS~XA O OXB o
_ ~
(véase de León y Rodrigues [82])
Proposición 3.5.5 Sea X un campo de vectores en Al tal que XCII = 0, es decir, X es una
simetría infinitesimal de II. Entonces XC es Leg1-proyectable y su proyección es XtJ. Además,
(g[1)¿(X) es una constante del movimiento de 1wM1 (Al1).
Demostración: Primero probaremos que XC es proyectable en Al1, es decir, XC verifica que
[XC,kerTiieg] c kerTiieg
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Como kerTLeg = kerwy, n V(T4?), entonces, si Z E kerwy,, se deduce que
— Lxciztit — izL~ycw¡,
— —izdixcwy, — izixcdti,,
— 0.
Por lo tanto, [XC,kerwy,] c kerwL. Si recordamos que J[XC, V] = O para cada campo de
vectores vertical en T4?, deducimos que X es proyectable.
En coordenadas locales, se obtiene
XC~~ XÁ~-~ + 4B 0V oOqB O.~A
Entonces,
TIIeYi(XC) = (xÁ~Éx+4coxB O$BE94A B 0
2L OOq’~O4~0p,~
Pero, como XCII = 0, se obtiene







Así, XYh h1 = 0. Ahora, del Corolario 3.3.1 y del Teorema de Noether, se obtiene el resultado.
u
Ejemplo 3.5.1 Considérese la función lagrangiana L : TIR






(véase Krupková [661). Aquí, (q’,q2,q3) son las coordenadas cartesianas en IR3 que inducen
coordenadas (q’,q2 q3, 41, 42, 43) en TR3.
La energía, la 1-forma y la 2-forma de Poincaré-Cartan son, respectivamente:
Ey, = CII~L=~(4l+h)2=L,
ay, = (4í + 4
2)dq¡ + (4~ + 42)42
wy, = dq1 Ad4i+dqí Ad42+dq2AdÚi+dq2Ad42
Es fácil probar que ker wy, está generado por
o o o o o o
No hay ligaduras secundarias, es decir, existe una solución global de la dinamica.





XWL(TQ) = + 4~— + kerwy,.
Una función E: TQ —* IR es una constante del movimiento de XwL(TQ) si se verifican las
siguientes condiciones:
OF OF OF OF
——0 —0q2’ á~I~~á~?=0 ‘ Oqs’ O4i
OF OF _ OF
———0 ——0.042
De este modo, cada función F(4
1,42) talque OF/041 = OF/042 es unaconstante del movimiento
de rL(T4?). Por ejemplo,
F(q1,q2,qa,41,42,43) = 4í + 42
es una constante del movimiento de XYL(T4?). Por el Teorema de Noether, obtenemos simetrías






‘OX = -— +2Oq~
10
20q2
donde Z e kertiy,. De hecho, O/Oqí y O/Oq2 son simetrías infinitesimales de L. Por la Proposi-
ción 3.4.1 se deduce que
ay,(~-) =ay,%2—) 4’+42
es una constante del movimiento, precisamente, F.
Ahora, estableceremos la formulación hamiltoniana para este ejemplo. Puesto que
OL 4 2 OL 4 OL
+q ,P2 042 —q +q
deducimos que la subvariedad Al
1 de T4? está definida por las siguientes ligaduras primarias:
= Pl — P2 = O y #2 = ¡13 = 0.
Si elegimos coordenadas (q’,q2,q3, pi) en Al1, obtenemos que







1q2q3 ,pí) = (q1,q2,q3,pí,pí,0)
La energía hamiltoniana h
1 es
= ~P1










Como sabemos, una función F Al1 —. IR es una constante del movimiento de ~ (Al1)





por lo que F ha de ser de la forma E = F(pi).
3.6 El problema de la condición de ecuación diferencial de
segundo arden





Dado un campo de vectores X en P1 que proyecta en Z, podemos encontrar un único punto y
en cada fibra de IIeg1 tal que X verifica en y la condición de ecuación diferencial de segundo
orden, es decir, (JX\, = C~, (véanse [49, 52]).
En coordenadas locales, si X se escribe localmente como
A
8X=X O
y si z = IIeg
1(y) E Al1, e identificamos a z con la fibra que contiene a y, deducimos que XA es
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constante en la fibra. Además,
U=JX~C~(XÁ~4A)~k.
es tangente a las fibras. Sea a(t) — (qA (t) 4A(t)) la curva integral de U que contiene al punto
y con coordenadas (q~t4~). Deducimos que
a(t) — (qA XA — e
t(XÁ —
Pasando al limite obtenemos:
= hm a(t) = (q~,XA)
t-+oo
Así, el punto ~Jcon coordenadas (q~~XA) está en la misma fibra que y, puesto que las fibras
son cerradas. Además, U(fl = O, y así, X verifica la condición de segundo orden en el punto ~.
Hemos obtenido una sección diferenciable a : Al
1 —* E1 de Leg1. Su imagen 5 = a(Al1)
es, por lo tanto, una subvariedad de Ej, en la cual X verifica la condición de segundo orden.
En general, X no es tangente a 5, pero el campo de vectores ¿‘ = Ta(Z) si que es tangente a
5. Además, ¿‘ es una solución de la ecuación
(ixwL = dE,,)15
y también verifica la condición de segundo orden.
Ahora, estudiaremos la relación entre las simetrías y las constantes del movimiento en 5
con las definidas en
Proposición 3.6.1 Si Za,M es una solución de la ecuación
1
iXWM, = dhl/M, , (3.6.9)
entonces el campo de vectores ¿‘ = Ta(Za,MJ) en 5 es una solución de la ecuacion
ixws = dEy,,,5 , (3.6.10)
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donde ws = jwy,, siendo j la inclusión canónica de 5 en TQ.




— (a’1 )* (izwM1)
y, como
dEy,,~ =
obtenemos él resultado requerido. U
Puesto que 5 y Al1 son difeomorfos y la dinámica en ellos es equivalente, existe una e-
quivalencia completa entre las simetrías y constantes del movimiento via a, y, también, via
IIegj/S: 5 — Al1.
3.7 Dinámica hamiltoniana generalizada
En esta sección estudiaremos la relación entre las simetrías y constantes del movimiento para
un sistema lagrangiano en 7(4? y las simetrías y constantes del movimiento para el sistema
presimpléctico definido en 7(*Q e 7(4?. Esta formulación usando el espacio t4? e 7(4? fue
establecida por Skinner y Rusk [133, 134] (véanse también Cariñena y López [22, 93], de León
y Rodrigues [82]).
Sea 4? una variedad diferenciable de dimensión n. Considérese la suma de Whitney de T4?
con T4?, que denotaremos por
W0=T4?eT4?.
Sean
ir1: T4?@TQ — T~4?
ir2: T4?eTQ —~ 7(4?,
las proyecciones sobre el primer y segundo factores, respectivamente.
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Sea L : 7(4? —~ IR un lagrangiano regular con energía Ey,. La 2-forma de Poincaré-Cartan
wy, es, en este caso, una forma simpléctica y la transformación de Legendre un difeomorfsmo
local. Si suponemos, además, que el lagrangiano II es hiperregular, la transformación de Le-
gendre IIeg : 7(4? —. 7(s4? es un difeomorfismo. Denotamos por ¿y, el campo de vectores de
Euler-Lagrange, por wq la forma simpléctica canónica en 7(*4? y por X» el campo de vectores




Definimos en Wo = TQ e 7(4? una 2-forma presimpléctica w = irtiq y una función
D : VV
0 —. IR por
D = <iri,7r2> — w~II.
Si (qA) son coordenadas locales en un entorno de U de 4?, (qA,4A) las coordenadas inducidas
en TU y (qA,p~) las coordenadas inducidas en TU, entonces denotamos por (qA,p~,4A) las
coordenadas inducidas en T’U e TU. Localmente, expresamos D como sigue:
D(qA ,¡1A4A )=p~4A~L(qA4A)
Hemos obtenido un sistema presimpléctico (Wo,ti,dD) y podemos aplicar el algoritmo de
ligaduras a este sistema (véanse [93, 221). La subvariedad de ligaduras W1 de W0 es precisamente
VV1 = Crafo(Leg). Denotemos por j1 la inclusión canonica:
11w1—.wo.




Si consideramos, la 2-forma jti = ww, en VV1, obtenemos que
kerww TVV’flTVV1.
Como TW& está localmente generado por {O¡O4A}, A = 1,... ,n, entonces un campo de
vectores X es tangente a VV1 si y solamente si XcjkA)/w, = 0, para todo A. Como II es regular,
O/
84A, A = 1,... ,n no es tangente a VV
1 y, por tanto, kerww, = 0. Luego, (Wí,ww,) es una
variedad simpléctica.
Puesto quear11~1 y 7r2/W1 son difeomorfismos, podemos considerar las aplicaciones inversas
a~ y a2 de estas proyecciones. Están definidas como sigue:
a1 : T4? —* ¡‘Y1
A
0”(qA,
4A) — (q ,“—,PA)0PA
a
2 : 7(4? —
(qA,4A) — (qA ~A OII
,q





La condición de que un campo de vectores X sea tangente a W1 puede ser escrita de la
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siguiente manera:
O oOqÁ Aá7 OqEntonces, X es tangente a VV1 si y solamente si
XA 0
2L + X/~A 02 IIOqÁOq 0
4Á04/e = X~ le = 1,... ,n











Además, X es la solución de la ecuación
= djD,
es decir, X es el campo de vectores hamiltoniano XJ.D.
Ahora estudiaremos la relación entre las simetrías y contantes del movimiento de estos
sistemas.
Proposición 3.tl Una función g : TAl —~ IR es una contante del movimiento de ¿y, si y
solamente si (1r2,W, )g es una constante del movimiento de XJ;D.
Demostración: Puesto que XJrD = (a2)~(Ey,), se obtiene
X5;nWr2,w, )‘g) = (ir21~ )~(¿y,g) = O
El recíproco es trivial, al ser ir2~, un difeomorfismo. U
Corolario 3.71 Una función g TM —* R es una constante del movimiento de X» si y
solamente si (lrx/W )g es una constante del movimiento de XJ.D.
Proposición 3.7.2 Un campo de vectores X es una simetría dinámico de XJj.D si y solamente
sí (iriY~ )..X y (7r2,W )~X son simetrías dinámicas de X» y de ¿y,, respectivamente.
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uDemostración: En efecto, se deducen las siguientes equivalencias:
[X,XJ;D] = O t~ [(vrt,~1)~X,X,1] = O «- [(ir2,~)~X,¿,,] = O
Proposición 31.3 Un campo de vectores X en VV1 es una simetría de Cartan para el sis-
tema presimpléctico (VVí,ww,,dj~D) si y solamente si (wí,~»X es una simetría de Cortan de
(T*QwQdfi) o, equivalentemente, si (7r2/W )~X es una simetría de Cortan de (TQ,wy,,dEy,).
Demostración: Si
2,,jtiw1 = dF con E VV1 —* IR,
entonces
c4(igww,) = = d(af)
Si aplicamos a2 y seguimos un procedimiento similar obtenemos que:
Z(r)XWL = d(af)
Además,
X(j D) = O ~ ((iri,’w,).Ñ)H = O ~ (Qr2iw1»Ñ)E,, = O E
Sea X un campo de vectores en 4?. Existe un único campo de vectores X(CC) en VVo tal que
(wí)*.X(CC) — XC y (ir2).X(CC) = XC





— PB OXB oOqA OpA’
X(CC) 1 XÁ-.~~ — OX~ o






Así, X(CC) es tangente a Wi si y solamente si
(XÁ OL
OqAO4B + ¿(OX o
2iiOqB 8
4Á045) (3.7.1 1)1wi = (—PB
es decir, si y solamente si XC y XC están IIeg-relacionados. Por lo tanto, si X es una simetría
infinitesimal de II, X verifica (3.7.11).
Proposición 3.7.4 Sea X un campo de vectores en 4?. Entonces,
XCII = o ~ X”H = O ~ (X(C$)D)¡w, = 0.
3.8 . Lagrangianos afines en las velocidades
Sea 4? una variedad diferenciable de dimensión n. Consideremos una función h : 4? — IR y
una 1-forma pi en 4?. Obtenemos un lagrangiano afín en las velocidades en 7(4? como sigue:
II = ft + hV,
donde ft : 7(4? — IR es la función definida por ft(x,u) = <p(x),u> y ht(x,u) = h(x) con
u E T~4?. Si pi = a~(q)dqÁ, obtenemos





Como V(T4?) c kerwy,, se deduce que
dimkerwy, ~ 2dim(Vkertic)
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Así, II es un lagrangiano de tipo III de acuerdo con la clasificación de Cantrijn et al ([13]).
Apliquemos el algoritmo de ligaduras al sistema presimpléctico (T4?,wy,,dE,,).
Para simplificar, supondremos que la 2-forma dpi es simpléctica. Por supuesto, se podría
haber analizado el caso general cuando pi es degenerada, pero no habríamos obtenido nada
nuevo especialmente interesante. En el caso simpléctico, existe un campo de vectores Xh tal
que
ixhd$ = dli;
es el campo de vectores hamiltoniano con energía Ii. Así, el sistema presimpléctico (T4?,wy,,
dEy,) admite una dinámica global, puesto que la elevación completa X~ de Xh es una solución
de la ecuación
ix(—w,,) = dEy, . (3.8.12)
El conjunto de soluciones de (3.8.12) es
rL(TQ)=X~+v(T4?).
Como el sistema presimpléctico (TQ,wy,,Ey,) tiene una dinámica global, todas las defini-
ciones y resultados obtenidos en la Sección 2.2 son aplicables a este caso.
La transformación de Legendre está definida por
Leg: 7(4? -~ T4?
La aplicación
~‘: 4? —~ Leg(T4?)=Ali
(qA) F (qA,a~)
es un difeomorfismo e Impi = Al1, Leg = o ~. Deducimos que Ley es una submersión con
fibras conexas. Entonces, L es casi regular. Si denotamos por j1 : Al1 —. TQ la inclusión
canónica, como es un difeomorfismo, obtenemos que la 2-forma j~wq = wMí es simpléctica. Si
definimos Ii1 : Al1 —* IR por Ii1 oiieg = Ey,, se obtiene que Ñb*hí = —h y, además, ~*WMI = dpi.
Entonces, los campos de vectores hamiltonianos X» y X1, están ~-relacionados puesto que las
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estructuras simplécticas (dpi, —dli) y (wM, , dh1) son simplectomorfas. Así, el estudio de las
simetrías y constantes del movimiento de ambos sistemas es equivalente.
Nuestro propósito es encontrar la relación entre las simetrías y constantes del movimiento
para el sistema simpléctico (Q,dp,dh) y el sistema presimpléctico (T4?,ti,,,dEy,).
Proposición 3.8.1 Si F es una constante del movimiento de Xli, entonces F” es una cons-
tante del movimiento de XwL(TQ). Recíprocamente, si O es una constante del movimiento de
X’
4L(TQ) entonces O es proyectable en 4? y su proyección es una constante del movimiento de
Xh. -
Demostración: Si Xlii’ = 0, entonces V(T4?)F” = O y, también, X,~F” = 0. Por lo tanto
es una constante del movimiento de X””-(TQ). Recíprocamente, si O es una constante
del movimiento de XWL(T4?), puesto que V(T4?)O = O, obtenemos que O es proyectable. Si
denotamos por g la proyección de O en 4?, entonces, como X,~O = O, deducimos que X~g = 0. U
Proposición 3.8.2 Sea X un campo de vectores en 4?. Si X es una simetría dinamica de Xli
entonces XC es una simetría dinámica de XYL(7(4?).
Demostración: Si [X,XK] = O, entonces [XC,Xfl = 0. También, [XC,V] E V(TQ) ,VV E
V(T4?). Entonces, se deduce que
[XC, rt (T4?)] c V(T4?) = kertiy, . 3
Proposición 3.8.3 Si X es una simetría de Cortan del sistema presimpléctico (Q,dpi,dh)
entonces XC es una simetría de Cortan de (TQ,tiy,,dEy,), y recíprocamente.
Demostración: De hecho, si X es una simetría de Cartan de (4?,dpi,dh), obtenemos
ixdpi = df y Xli = O.
donde f es una función en 4?. Pero esto se verifica si y solamente si
i~~dpi” = df” y XChV = Q
111
aes decir, si X0 es una simetría de Cartan del sistema presimpléctico
(T4?,w,, = dpi”,dEy, = —dh”). U
De la Proposición 3.8.3 obtenemos, como corolario, el Teorema 2 de la referencia j22J. Este
Teorema asegura que si II es un lagrangiano regular y ¿y, es el campo de vectores de Euler-
Lagrange, existe una correspondencia biyectiva entre las constantes del movimiento de ¿y, y las
simetrías de Noether del sistema presimpléctico (TT4?,day»dEt).
3.9 Reducción de sistemas lagrangianos degenerados
Sea II : 7(4? —.. R un lagrangiano degenerado. Supongamos que se verifican las siguientes
hipótesis (véase [13]):
1. la 2-forma de Poincaré-Cartan tiy, es presimpléctica, es decir, tiene rango constante,
2. el lagrangiano II admite una dinámica global,
3. la foliación definida por kerwy, es una fibración. En este caso, el espacio TQ/ kerwy,
= (TQ)o admite una estructura de variedad diferenciable.
Suponiendo estas hipótesis, existe una única forma simpléctica Oj en la variedad diferenciable
(T4?)o tal que wy, = (iry,)t(¿3j), donde iry, es la proyección iry, 7(4? (T4?)o. Además, la
función energía Ey, es también proyectable puesto que (kerti,,)Ey, = O. Denotamos por Ey, su
proyección. Como ((T4?)o,&¿) es una variedad simpléctica, entonces existe un único campo de
vectores ~ tal que verifica la ecuacion:
Z¿Wy, dEy,,
y cada campo de vectores ¿ E X”’L(T4?) proyecta en ~, es decir, Try,(¿) =
El siguiente resultado da la relación entre las constantes del movimiento y simetrías para el
sistema presimpléctico (TQ,wy,,dEy,) y el sistema simpléctico ((T4?)o,Cij,dEy,).
Proposición 3.9.1 Si f : 7(4? — IR es una constante del movimiento de XwL(TQ) en-
tonces f es proyectable en una función f que es, a su vez, una constante del movimiento
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de ¿. Recíprocamente, si ¡ : (TM)o —. IR es una constante del movimiento de E, entonces
(iry,)*f es una constante del movimiento de XWL(TQ).
Proposición 3.9.2 Si X es una simetría dinámica de X~’L(TQ) entonces X es proyectable y su
proyección X es uno simetría dinámica de ¿. Recíprocamente, si Ñ es una simetría dinámica
de ¿, entonces cualquier campo de vectores en 7(4? que es proyectable en X es una simetría
dinámica de Y/L(T4?)
Proposición 3.9.3 Si X es una simetría de Cortan de (7(4?, ti,,,dE¡j, entonces X es proyectable
y su proyección X es una simetría de Cartan de ((T4?)o,5L,dEy,). Recíprocamente, si u es
una simetría de Carian de ((TQ)o,&¿,dEy,), entonces cualquier campo de vectores en 7(4? que
seo proyectable en 1 es una simetría de Cortan de (T4?,tiy,,dEy,).
Si suponemos, además, que ker ti,, es una distribución tangente (es decir, kerwy, es la ele-
vación natural de una distribución D en 4?, véase [13]), entonces la estructura casi tangente
canónica J y el campo de vectores de Liouville C en 7(4? proyectan en una estructura casi
tangente integrable Jo en (T4?)o y sobre un campo de vectores Co tal que:
J
0C0 = O ,IIc0Jo = —Jo,
respectivamente. De León et al [78]probaron que (
7(4?)o admite una única estructura de fibrado
vectorial que es isomorfa al fibrado tangente 7(5 de la variedad de singularidades de C
0 y este
isomorfismo transporta la estructura casi tangente canónica y el campo de vectores de Liouville
de 7(S a Jo y a C0, respectivamente (véase, también, [43]). Denotemos por ~ el isomorfismo
Proposición 3.9.4 Sea X un campo de vectores en 4?. Si XC es iry,-proyectable entonces existe
un campo de vectores Y en 5 tal que
T#(YC) = Tir,,(XC).
Demostración: Como kerwL es una distribución tangente involutiva, se deduce que ker ti,, =
DC, donde D es una distribución involutiva en 4?. Por el Teorema de Frobenius, sabemos que
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kerti,, = O O
0±B
>
Así, en estas coordenadas, podemos escribir la proyección iry, como
De la definición de 5, podemos encontrar coordenadas locales (yA,gA) tales que el isomorfismo
se expresa localmente como sigue
«yA ÑA) = (zA A)
Usando estas coordenadas, la Proposición se demuestra trivialmente. u
Además, si Y es un campo de vectores en 5, entonces existe un campo de vectores X en 4?
tal que
Try,(XC) = Td4YC).
De hecho, para cada campo de vectores X’ en 4?, con X’ = X + Z, donde Z pertenece a
obtenemos
Trry,((X/)C) = 7(«YC)
Denotamos por ws = y por g = CE,,, los “pull-backs” de &7 y Ey,, respectivamente.
De este modo, (TS,ws,dg) es un sistema hamiltoniano, y existe un único campo de vectores
Es tal que
i¿5 WS = dg.
Obviamente, ¿~ = (~~<‘(E)~ De la Proposición 3.9.4, se deduce el siguiente reultado.
Proposición 3.9.5 Sea X un campo de vectores en 4?.
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1. Si X es una simetría de Lie de XwL(TQ) entonces existe un campo de vectores Y en 5
tal que YC es uno simetría dinámica de ¿s.
2. Si X es una simetría de Noether entonces existe un campo de vectores Y en 5 tal que YC
es una simetría de Cortan del sistema simpléctico (TS,ws,dg).
Ejemplo 3.9.1 Aplicaremos los anteriores resultados al sistema llamado del electrén-monopolo




donde r es la distancia de un punto al origen O E IR3 y n = eg/4rrm es el producto de la carga
eléctrica y magnética dividida por 4w veces la masa del electrón y
J ijle si es una permutación par de {I,2,3}E/e = k impar de {1, 2,3>
O si dos de los índices son iguales
Este sistema no admite una descripción lagrangiana global. Podemos evitar este problema
aumentando el espacio de configuración al espacio R x SU(2). En este caso, podemos definir un
lagrangiano global II de modo que sus ecuaciones del movimiento proyectan en las ecuaciones
(3.9.13). De hecho, considerando la libración de Hopf:
ir
11 SU(2) 82
y la proyección inducida
T(idIR X ir11) : T(IR>< SU(2)) — T(IR x
115
definimos un lagrangiano global en T(IR x SU(2)) de la siguiente manera:
II(r,s) = ~ + r2 ~ + nitr&s1.~
Aquí, r denota la coordenada en IR y s un elemento de SU(2), x’ es la i-coordenada de ru(s)
y ~3 es una matriz de Pauli.
Ahora, consideramos el sistema presimpléctico:
(T(IR x SU(2)),wy,,dE,,)
con tiy, la 2-forma de Poincaré-Cartan y Ey, la función energía; ker wy, está generado por
{X~,X~}
donde X
3 es el campo de vectores fundamental de U(1) = 51 de la fibración de Hopf
Además, tenemos que el sistema presimpléctico admite una dinámica global y la foliación defini-
da por kerwy, es una fibración. Entonces, la variedad cociente admite una única estructura de
fibrado vectorial que es isomorfa a un fibrado tangente. Así, obtenemos el siguiente diagrama:
ir T(IR x SU(2)) T(IR ~ SU(2)
)
T(IR x SU(2)) ker uy, U(1)
TRX SU(2)





Entonces, por las Proposiciones 3.9.4 y 3.9.5, podemos relacionar las simetrías y constantes
del movimiento del sistema presimpléctico
(T(IR x SU(2)),w,,,dE,,)
con las correspondientes del sistema simpléctico
donde 3¿ y Ey, son las proyecciones de ti,, y Ey,, respectivamente.
Si consideramos las cordenadas (y%y’,y2,y3) en SU(2), entonces, un elemento genérico s




donde a1, a2 y a3 son las matrices de Pauli y estas coordenadas satisfacen la ligadura (y0)2 +
(y’)2 + (y2)2 + (y3)2 = 1. Ahora, sea {Y1, Y2, Y3> la base de campos de vectores invariantes a
la derecha del grupo de Lie, SU(2):
0 ~8 o 1’Ci’Z3.
Oy~Si denotamos por las mismas letras los campos inducidos en IR x SU(2), es fácil probar que
(Yif II = O
es decir, (Y’) son simetrías infinitesimales de L. Por la Proposición 3.4.1, obtenemos que (YQ”L
es una constante del movimiento de XtL(7((R x SU(2))). También, de la Proposición 3.9.5 se
deduce que el campo de vectores 4(Y’) es una simetría de Cartan del sistema simpléctico
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y las constantes del movimiento (Y1)”II proyectan en tres constantes del movimiento fi, 1 <
=3, de Es, donde Eses el campo de vectores hamiltoniano de la función (~~í) ÉL. De hecho
obtenemos:
(Y’)”L — E x’jj~ nx’
J/e
lo que demuestra que es proyectable y su proyección es una constante del movimiento del sistema
simpléctico proyectado. Como f1 es una constante del movimiento de Es, por el Teorema de
Noether sabemos que existen campos de vectores X’ (el campo de vectores hamiltoniano de
f’) que son simetrías de Cartan del sistema presimpléctico. Un sencillo cálculo muestra que





obtenidos a partir de la base canónica de 50(3), el álgebra de Lie de SO(3), es decir, las
rotaciones en IR3. Aquí, hemos utillzado una notación diferente a la de fos ejemplos de los dos
capítulos anteriores. En efecto, X1 = R
23,X
2 — R
31 y Xs = R12.
3.10 Sistemas lagrangianos degenerados con un grupo de Lie
de simetrías
Sea (Al, ti) una variedad presimpléctica, es decir, ti es una 2-forma cerrada con rango constante.
Supongamos que existe una acción presimpléctica de un grupo de Lie O en Al:
¿/nOx Al—Al,
es decir, ~ti = ti, Vg E O (véase [9]). Si denotamos por g el álgebra de Lie de un grupo de
Lie O, una aplicación momento es una aplicación J : Al —* g de modo que para todo ¿ E g
el campo de vectores EM (el generador infinitesimal del flujo ~ es el campo de vectores
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hamiltoniano de la función J¿ =c J,~ >, es decir,
2¿M w = d(JE)
Proposición 3.10.1 Sea (Al,ti,dF) un sistema presimpléctico. Consideremos una acc:on
presimpléctica ~ : O x Al —* Al de un grupo de Lie O que admito una aplicación mo-
mento y tal que F es O-invariante. Si el algoritmo de ligaduras para el sistema presimpléctico
(Al,ti, df) termina en una subvariedad final de ligaduras Al1 y j : Al1 — Al es la inclusión
canónica de Al1 en Al, entonces, para todo ¿ E g, .la aplicación j*(J¿) : Al1 —* IR es una
constante del movimiento de XWMI(Alí) y, por lo tanto, es una constante del movimiento de
X~(Al1).
Demostración: Sea J : Al g~ una aplicación momento. Entonces
ti = d(J¿)
y, además, como ~F = F, Vg E O, obtenemos
L¿MF = EMF = O.
Es suficiente, entonces, aplicar el Corolario 3.3.1. U
Consideramos ahora la acción de un grupo de Lie O en una variedad diferenciable 4?:
y levantamos esta acción a una acción en 7(4?:
de la siguiente manera:
(¿bT)g:TQ~TQ , (q5T)9=T~~9
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Supongamos que II : 7(4? —. Res un lagrangiano O-invariante, es decir Lo <j,T — II ,Vg E O.
Deducimos que E,,, a,, y tiy, son invariantes por ~bTy, así, VE E g, el campo de vectores
es una simetría infinitesimal de II. De la Proposición 3.4.1, se deduce que ((¿Q)”L)¡p1 es una
constante del movimiento de X~~’(E1) (aquí, Ej es la subvariedad final de ligaduras para la
variedad presimpléctica (7(4?, w,,,dEy,)).
3.11 Simetrías y constantes del movimiento para sistema pre-
cosimplécticos
Sea (M, Q, ij) una variedad precosimpléctica, es decir, Q es una 2-forma cerrada con rango
constante 2r y i~ una 1-forma cerrada con Q~ A ~ ~ O y — O (véase [30]).
La dinámica para este sistema precosimpléctico (M,fl,ij) se obtiene introduciendo una
función hamiltoniana ff : Al —. IR. Consideremos el sistema precosimpléctico modificado
(Al,flH = fl + dH A ‘t’i). La 2-forma O~ es obviamente cerrada aunque puede que no tenga
rango constante. De hecho, lo que obtenemos es
2r < rango ~H =2r + 2.
Distinguiremos dos casos:
1. Primer caso: f~g tiene rango constante 2r, esto es, (1211,dt) es una estructura pre-
cosimpléctica. Así, las ecuaciones:
ixflHO,ixlzI (3.11.14)
admiten soluciones globalmente definidas, es decir, existe un campo de vectores E en Al de
modo que ¿ verifica (3.11.14). Es evidente que cualquier campo de vectores
¿ + kerOH flker~,
es una solución de (3.11.14). Denotamos por X(0iu~>(Al) el conjunto de todas las soluciones de
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(3.11.14); es decir,
X(~H~>(Al) = {E + Z / Z E ker fi,, fl ker 4
Definición 3.11.1 Una constante del movimiento de X(flHn)(Al) es una función F : Al —~ IR
tal que ~(f2H.fl)(Al)F= O.
Observación 3.11.1 Una constante del movimento de X<flHn)(Al) verifica
ker ~)F = 0.4
El siguiente lema nos permite caracterizar las constantes del movimiento de
una manera mucho más simple.
Lema 3.11.1 Si uno función E M —~ IR es una constante del movimiento
entonces:




Demostración: En efecto, si Z E ker fi
11, obtenemos
Z = (Z — r¡(Z)4) + r1(Z)¿,
para cada solución E de (3.11.14). Como Z — ri(Z)¿ E kerQ~ fl keri~, de la Observación 3.11.1,
deducimos que, si F es una constante del movimiento de X<’~’~’l>(M), entonces
ZE = (Z — q(Z)¿)F + i1(Z)(¿F) = 0.
Así, podemos caracterizar las constantes del movimiento como las funciones F que satisfacen
la siguiente propiedad:
(kerfi,,)F= 0.
Definición 3.11.2 Un campo de vectores X en Al se dice que es una simetría dinám¡ca de
si
[X,kerfi11] c ker fi11.
Observación 3.11-2 Si X es una simetría dinámica
de vectores Y tal que Y = X + fZ, con Z E ker
de ~ entonces cualquier campo
fi11, es también una simetría dinámica de
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De hecho, para cada Z’ E ker £211 obtenemos que
1[z,Z’] ~ = Lziz’Qn — iz~Lz%~
— 0.
Así, [Z, Z’] E ker ~11. Por lo tanto, deducimos que
[Y,ker£2g] = [X,kerflg] + [kerfl
11,kerfl11] a kerfl11 .4
Observación 3.11.3 Denotamos por D(X(QHn>(Al)) el conjunto de todas las simetrías diná-
micas de X~
0~”~(Al). Es fácil probar que si X e Y son dos simetrías dinámicas de ~(flHTi)(
4j)
entonces [X, Y] es también una simetría dinámica de X(flfn>(Al). En consecuencia, D(X(OH~~>(M))
es una subálgebra de Lie de X(M). 4
Definición 3.11.3 Una simetría de Cortan de un sistema precosimpléctico (Al4}a,ii) es un
campo de vectores X en Al tal que
= dO,
donde O e C
0”(Al).
Proposición 3.11.1 Si X es una simetría de Curtan del sistema precosimpléctico (Al, Q11, n),
entonces X es una simetría dinámica de X(OH~)(Al).
Demostración: En efecto, si Z E kert~
11, obtenemos que:
i[X,29 ~11 = LxizSln — 2ZLXI2hT
— —izdixfl110
Entonces, [X,ker £211] a kerQa y, por lo tanto X es una simetría dinámica de ~ U
Observación 3.11.4 Denotamos por C(Q11,n) el conjunto de todas las simetrías de Cartan
del sistema precosimpléctico (Al, fl¡q,~). Si X e Y son simetrías de Cartan tales que
zxf?p=dO e iyQ~dO’,
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[X, Y] es una simetría de Cartan de (Al, £211,n). En efecto,
i[xy]£211 = Lxiy-£211 — iyL~9,r,r
— IIxdO’—iyddO
— d(XO’)
El conjunto C(£211,iq) es una subálgebra de Lie de 1(M). Además, por la Proposición 6.1.2
sabemos que C(£2g,n) C
Teorema 3.11.1 (Teorema de Noether) Si un campo de vectores X es una simetría de
Cortan del sistema precosimpléctico ~ entonces O es una constante del movimiento




ix £211 = dO,
tiene una solución, y cada solución de dicha ecuación es una simetría de Cortan del sistema
precosimpléctico (Al, £211, ,1).
Demostración: En efecto, si X es una simetría de Cartan del sistema precosimpléctico
(Al, £2H,n), entonces, para todo Z E ker ~H, obtenemos que
izix £2~ = ZG = 0.
Así pues, O es una constante del movimiento de X<OH~)(Al). Recíprocamente, si O es una
constante del movimiento de X<OHn>(Al), la ecuación
ix £211 = dO,
tiene una solución puesto que (ker£211)O = O y, así, cada solución es una simetría de Cartan
del sistema (Al, ~H, ij). U
2. Segundo caso: £2¡,r no tiene rango constante.
Sabemos que (3.11.14) tiene solución en los puntos x de Al en los que el rango(£2u)~ = 2r.
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Definimos
Al2 = {x E Al / rango(£2u)~ = 2r}
que supondremos que es una subvariedad. En Al2, (3.11.14) tiene solución para todo x E ~f2,
es decir, existe un vector y E T~Al tal que
it, (£2jj)~,, = O e ivrh, = 1
Así, existe un campo de vectores X en Al2 tangente a Al1 tal que X satisface (3.11.14). Pero,
en general, X no será tangente a Al2. Entonces, consideramos la subvariedad Al3 donde existe
una solución de (3.11.14) tangente a Al2. Siguiendo este proceso, obtenemos una sucesión de
subvariedades Al,, 1 = 1,..., llamadas subvariedades de ligaduras 1-arias. Alternativamente,
- podemos definir las subvariedades Al, como sigue:
= {x E Al,...1 ¡ q~ E b~(T~Al,-.1)}
donde
b:TAl~~*T*M
X —. ix£2H + (ixn»?.
Si este algoritmo se estabiliza encontramos una subvariedad Al1 donde las ecuaciones
(ix £211 = 0, i.,< z~ =
admiten como solución un campo de vectores ¿ en Al1. Al1 es llamada la subvariedad final de
ligaduras.
Si denotamos por jf : Al1 — Al la inclusión canónica de Al1 en M, entonces podemos
considerar el sistema precosimpléctico (Al1,j£211,ji1) y estudiar las simetrías y constantes del
movimiento para el sistema precosimpléctico X(’W~¾’~>(Al,)como en el primer caso.
Podemos aplicar estos resultados para clasificar las simetrías y constantes del movimiento
para un lagrangiano singular no-autónomo (o dependiente del tiempo). En efecto, si suponemos
que II : IR x 7(4? —~ R es un lagrangiano no-autónomo de modo que wy,~ es una 2-forma





obtenemos que 2r =rango Qn =2r + 2. Las ecuaciones intrínsecas del movimiento son:
ix fi,, = O, i,~< dt = 1
Como antes, podemos distinguir dos casos: cuando rango (£2,,) = 2r y el caso de rango distinto
de 2r. Por otro lado, un análisis más fino se puede hacer considerando las simetrías infinites-
imajes en el espacio de configuración IR x 4?. De un modo sencillo se pueden obtener estos






Es posible generalizar las variedades simplécticas de das modos. Primero, considerando el
corchete de Poisson definido por la forma simpléctica, obtenemos la definición de variedad de
Poisson [92; 141]. La segundá generalización se obtiene debilitando la condición de maximalidad
del rango de la forma simpléctica, lo que nos lleva a la definición de variedad presimpléctica
[92]. Las variedades presimplécticas son útiles cuando se quiere obtener una globalización del
formalismo de Dirac-Bergmann para sistemas lagrangianos degenerados [38, 49, 51, 52, 9, 8].
Así, si L TQ —.~ IR es un lagrangiano singular, entonces M1 = Leg(TQ) G TQ es una
subvariedad de la variedad simpléctica TQ. Además, bajo condiciones adecuadas, iVI1 es una
variedad presimpléctica.
Para la cuantización es necesario disponer de un corchete de Poisson en el espacio ambiente
del sistema dinámico que queremos estudiar. Sin embargo, no es posible definir de un modo nat-
ural un corchete de Poisson en una variedad presimpléctica arbitraria (M,w). En [391Dubrovin
et al usan una conexión generalizada en la variedad presimpléctica para definir un corchete de
Poisson en ella. Esta conexión generalizada es, de hecho, una estructura casi.producto adaptada
a la forma presimpléctica w; es decir, una de las distribuciones complementarias es la distribu-
ción característica, y la otra es la “parte regular” donde la dinámica tiene lugar. Esta técnica
ya fue usada por de León y Rodrigues para obtener la dinámica de un sistema lagrangiano
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singular [82, 88, 90] e, independientemente, por Pitanga y Mundin [113, 111] (véanse también
[94, 8]).
El propósito de este capítulo es aplicar este método para obtener una reducción de Poisson
de un sistema presimpléctico y, además, hacer un estudio de las simetrías y constantes del
movimiento cuando introducimos esta nueva estructura en la variedad presimpléctica. Para
hacer esto, supondremos que existe una estructura casi-producto integrable que está adaptada
a w y es invariante por un grupo de Lie de simetrías O que actúa presimplécticamente en
M. Si todos los campos de vectores ¿M pertenecen a la distribución regular y ji es un valor
regular de la aplicación momento J M—. g, entonces el espacio reducido M4= ~~‘(ji) está
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dotado de una forma presimpléctica reducida y de una estructura casi-producto reducida que
definen precisamente el corchete de Poisson reducido obtenido a partir del corchete de Poisson
inducido en M. Para introducir la dinámica en este estudio, suponemos primero que existe una
función hamiltoniana fi que es O-invariante de tal modo que el sistema presimpléctico (M,w, fi)
admite una dinámica global, o, en otras palabras, no existen ligaduras secundarias. Entonces,
obtenemos la dinámica reducida. Si hay ligaduras secundarias, desarrollamos el algoritmo de
ligaduras, nos quedamos en la suhvariedad final de ligaduras, y así obtenemos una variedad
presimpléctica con dinámica global.
4.1 Estructuras casi-producto adaptadas a estructuras pre-
simplécticas
Sea (M,w) una variedad presimpléctica de rango constante r, es decir, w es una 2-forma cerrada
satisfaciendo cf ~ O y — O Así, M tiene dimensión 2r+s, donde s > O. Si s = 0, entonces,
(M,w) es una variedad simpléctica.
Una estructura casi-praducta en M es un campo de tensores E de tipo (1,1) en Al
tal que E




Entonces A y 6 son proyectores complementarios, es decir, A + 13 = id A2 — A, £32 = 13,
AB = BA = O.
Denotamos por
¡mA e 1mB,
las correspondientes distribuciones complementarias. Es decir, TM = ¡mA ® 1mB. Denotamos
por A y 13* los operadores transpuestos y por 1mW y Im& sus imágenes
Definición 4.1.1 Decimos que la estructura casi-producto E estó adaptada a la forma presim-
pléctica w sí
kerw = kerA
Definamos la aplicación lineal ~ : X(M) —* A1(M) por ~(X) = ixw. Si E está adaptada
a w, la restricción de ~ a la distribución A, ~ : ImÁ —* ImAt, induce un isomorfismo de
Coo(M)~módu1os.
Así, para cada 1-forma arbitraria a la ecuación
= A*a , (4.1.1)
admite una única solución X
04 de modo que Xa,Á E ¡mA. Para una función 1 en Al definimos
= XdJ,Á. De este modo, podemos definir un corchete de funciones como sigue:
= w(XJ,Á,X2Á),
donde 1,9 E Coc~(M).
{ , }Á satisface todas las propiedades de un corchete de Poisson excepto la identidad de
Jacobi, es decir,
1. {af,gfl = a{f,9}Á, para todo a E R,
2. {f+g,h}Á = {f,h}Á + {g,h}Á,
3. {f,=b=
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4. {f,gh}Á = {f,9}Áh+9{f,h}Á,
para cualesquiera funciones f,g,h E
Probaremos que la identidad de Jacobi es equivalente a la integrabilidad de la estructura
casi-producto E. Primero, demostremos el siguiente lema:
Lema 4.1.1
2rxI~4,x9A]w(Z) +
= B*(dg)[xÍÁ AZI — B(df)[Xg,A,AZJ,
VZ E X(M),V1,9 6 C~(M).
Demostración: En efecto, se verifica
O = dw(XJ,Á,X2,Á,AZ)
— XJ,Á(W(XY,Á, AZ)) — Xg,Á(w(Xf,Á,AZ)) + AZ(w(Xj,4, Xg,Á))
—w([Xf,Á, X9,4],AZ) — w([X9Á,AZ], X1,4) + w([XfÁ,AZ], Xg,A)
— LXI ÁZAZÍXQÁW — Lx9ÁiÁzix1.4w +
.4w (Z) — i[X,Á,X9ÁjW(Z)
+Z[X94,ÁZ]ZXJ,AW Z[XJAAZ]ZX,AW
— X{19}.4Á() — i[xJAx .4JW(Z) — Z..4ZLX .4ZXJ.4W + í.4ZLXJÁiXQAW
para todo Z E ~(M).
Ahora, deducimos que:






= t4ZZXI,ÁdA*(dg) — iÁzixg~ÁdA*(d1)
= dA(dg)(XJ,Á,AZ) — dA(dI)(X2Á,AZ)
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Pero,
d(A~(dg))(XÍ A, AZ) = XÍ;Á(A*(dg))(AZ) — AZ(A~(dg))(Xf A)
—A(dg)[XÍ,Á, AZ]
= XJ,Á(dg)(AZ) — AZ(dg)(XJ A)
—A(dg)[XJÁ, AZ]
= d9[XIA,AZ] — A*(dg)[XJA,AZ]
= B*(d9)[xJÁ,Az].
Siguiendo un método similar, deducimos que d(A*(df))(XgÁ,AZ) = B~(df)[Xg,A,AZ]. Por lo
tanto, se concluye que
ZX{f).4W(AZ) = AZ(W(Xf,A,XY,A) + B(df)[Xg,Á,AZJ — B*(dg)[XJÁ,AZ].
Esto completa la demostración del lema. U
Proposición 4-1-1 El corchete { , }Á definido por la estructura casi-producto E satisface la
identidad de Jacobi si y solamente si la estructura casi-producto £ es integrable.
Demostración: Si { , }~ satisface la identidad de Jacobi, entonces
= [Xg,A,XI,A]
para funciones arbitrarias f y g en Al. Como los campos de vectores XJ,A generan ¡mA,
entonces ¡mA es integrable. Así pues, la estructura casi-producto E es integrable (véase [82)).
Recíprocamente, si E es integrable entonces, del Lema 4.1.1, se deduce que:
= i(X9.A,xfAlw(Z)
Por lo tanto, los campos de vectores X{Jg}ÁÁ y [X~,Á,XÍÁ] difieren en un elemento de kerw.
Pero, como la estructura casi-producto E es integrable, deducimos que [X2,A,XIÁ] E ¡mA
Así, X{f,g}A,A = [XS,A,XI,A]. U
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Como consecuencia, si se supone que E es integrable, obtenemos que (Al, { , }~) es una
variedad de Poisson cuya foliación simpléctica es precisamente ¡mA. Además, la forma sim-
pléctica en cada hoja £ es precisamente la restricción de la forma presimpléctica a ÉL Si se
denota por T*M —* TM la aplicación lineal definida por <~Á(df),dg> = {g,f}A, entonces
X!A = b4(df). Por lo tanto, XH,AI = {f,fi}Á, para cada función 1, donde H Al — IR es
una función hamiltoniana.
Observación 4.1.1 En la referencia [39] se llaman conexiones generalizadas a lo que nosotros
hemos llamadq estructuras casi-producto. La justificación de este nombre es la siguiente.
Supongamos que kerw define una distribución foliada regular, esto es, la variedad cociente
Al = M/kerw está bien definida y se obtiene una variedad fibrada r : Al — Al. Entonces
ImA define una conexión en w en el sentido de Ehresmann.4
4.2 Simetrías y contantes del movimiento
Definición 4.2.1 Sea (S,{ , }) una variedad de Poisson y fi : 5 —. R una función en Al.
A (S, { , }, fi) le llamaremos un sistema harniltoniano y al tinico campo de vectores X~ tal que
XH(f) = {H,f} para cualquier f E C050(S) le llamaremos cl campo de vectores hamiltoniano
con energía (o energía hamiltoniana) H.
Definición 4.2.2 Se dice que una función E : 5 —> IR es una constante del mavimient¿ de un
szsterna hamiltoniano (S,{ , },fi) si {fi,E} = 0.
Definición 4-2.3 Se dice que un campo de vectores X es una simetr(a infinitesimal del sistema
(S,{ , },H) si [X,XH]= 0.
Por lo tanto, las curvas integrales de X y XH conmutan.
Además, el campo de vectores hamiltoniano X
1 de una constante del movimiento f de
(5, { , }, H) es una simetría infinitesimal del sistema hamiltoniano (véase [109] para más de-
talles). En efecto,
[XJ,XHI = X{HÍ} = O,
si f es una constante del movimiento.
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Consideremos, ahora, el sistema presimpléctico (S,w,H). Supongamos que el sistema pre-
simpléctico (S,w,H) admite una dinámica global, es decir, dH(kerw)(x) = O ,Vx e 5. Deno-
tamos por ~W(
5) el conjunto de todas las soluciones de la ecuación ixw = dH.
XW(S) = {X E X(S)/ixw a}.
Así, si ¿ y E’ e r>(S), entonces existe un Z E kerw tal que ¿ = ¿‘ + Z.
En el capítulo anterior, hemos clasificado las simetrías infinitesimales de los sistemas presim-
plécticos. Reescribiremos para el sistema presimpléctico (S,w,H) las definiciones de constantes
del movimiento y simetrías.
Primero, fijamos una solución particular E E r(S).
Definición 4-2.4 Se dice que una función E : 5 —y R es una constante del movimiento de ¿
st EE = O.
Definición 4.2.5 Una simetría dinámica de E es un campo de vectores X en 5 tal que [X,EJ =
0.
Ahora, consideremos todas las soluciones de la ecuación ixw = dH.
Definición 4.2.6 Se dice que una función E : 5 —~ IR es una constante
~W(5) si £ verifica que XW(S)F = O
Obviamente, si E es una constante del movimiento de ~(S) entonces E es
movimiento de E, para todo E e ~‘(S).
del movimiento de
una constante del
Definición 427 Una simetría dinámica de XY(S) es un campo de vectores tal que
[X,Xw(S)] c kerw
Definición 4.2.8 Una simetría de Cartan de (S,w, fi) es un campo de vectores X en 5 tal que
1. ixw = dF, para alguna función E : 5 —~ IR, e
2. VdH = O.
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Como sabemos, toda simetría de Cartan de (S,w, H) es una simetría dinámica de ~W(
5).
Además, probamos el siguiente teorema de Noether.
Teorema 4-2.1 (Teorema de Naether) Si X es una simetría de Cartan de (S,w, fi) en-
tonces la función E (como en la Definición 4.2.8) es una constante del movimiento de yW(5).
Recíprocamente, si E es una constante del movimiento de ~W(5) entonces existe un campo de
vectores X tal que
i~w = dF,
y, además, X es una simetría de Cartan de (S,w, fi) y, cada campo de vectores X + Z con
Z E kerw, es también una simetría de Cortan de (S,w,fi).
Ahora consideramos un sistema presimpléctico (M,w,H) con una estructura casi-producto
integrable E adaptada a w. En la Sección 4.1.1, hemos probado que (M, { , es una va-
riedad de Poisson. Queremos estudiar la relación entre las simetrías del sistema hamiltoniano
(Al, { ,}Á, JI) y las simetrías del sistema presimpléctico (M,w, JI).
Obviamente, las definiciones de constante del movimiento del sistema hamiltoniano
(M,{ , }Á,fi) y constante del movimiento de XH,Á son las mismas, puesto que
{f,ff lA = XH,Áf.
Proposición 4.2-1 Una constante del movimiento E : Al — R del sistema hamiltoniano
(Al,{ , }A,II) es una constante del movimiento de Xw(M) si y solamente si df E ImAl
Demostración: De hecho, podemos caracterizar las constantes del movimiento de X(M) como
las funciones E tales que:
1. EF = O, para una solución arbitraria E E r(Al),
2. kerw(F) = 0.
Si escogemos ¿ = Xg,~, la equivalencia es trivial. U
Análogámente, las definiciones de simetría infinitesimal de (Al, { , lA, fi) y simetría dinámica
de XHÁ son las mismas.
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Proposición 4.2.2 Si una simetría infinitesimal X del sistema hamiltoniano (Al, { , fl, II)
es un campo de vectores hamiltoniano con energía F, es decir, X = XFA, entonces {E, H}Á es
una constante del movimiento del sistema hamiltoniano (o de XH,A). Además, si df e 1mW
entonces {E,H}A es una constante del movimiento de Xw(Al).
Demostración: Si XFÁ es una simetría infinitesimal de (Al, { , },fi), entonces
o = [XF,Á,XH,Á]fi = X{HF}ÁÁfi = {{F,fi}Á,fi}A.
Por lo tanto, {E,HIÁ es una constante del movimiento de (M,{ , }4,H). Si dF E 1mW, por
la Proposición 4.2.1 deducimos que {E, filA es una constante del movimiento de r(M). U
• Proposición 4.2.3 Si X es una simetría dinámica de Xw(Al) entonces AX es
infinitesimal de (Al, { , }A, JI).
una simetría
Demostración: Si X es una simetría dinámica de XW(M) entonces [X,Xw(M)] c kerwL
Como
[X,YY(M)] = [AX + BX,Xw(M)] = [AX,r(Al)] + [BX,Xw(Al)]
y [E,Z] E kerw para todo E E Xw(Al) y Z E kerw, deducimos que AX es también una simetría
dinámica de Xw(M).
En consecuencia, para la solución particular XH,A obtenemos que
[AX,XH,Á]G kerw~,.
Usando la involutividad de la distribución ImA, obtenemos [AX,XHÁ
simetría infinitesimal del sistema hamiltoitiano (Al, { , }~, fi). U
Corolario 4.2.1 Si X es una simetría de Cartan de (M,w,fi) (como
entonces XF,Á es una simetría infinitesimal de (Al, { , },~, fi).
= O . Así AX es una
en la Definición 4.2.8)
Si la ecuación ixw = dE tiene soluciones globalmente definidas, podemos distinguir una
única solución Xp,4 de modo que Xr,Á E ImÁ.
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Teorema 4.2.2 (Teorema de Naether) XJÁ es una simetría de Cartan de (M,w,H) si y
solamente si f es una constante del movimiento de r>(M).
Demostración: Se sigue directamente del Teorema 4.2.1. U
El siguiente diagrama resume los resultados de esta sección:


























4.3 Reducción de Poisson
Definición 4.3.1 Sea (Al, { , }) una variedad de Poisson y O un grupo de Lie. Diremos que
‘1’ 0 x Al —. Al es una acción de Poisson si ‘1’ preserva el corchete de Poisson { , }, es decir,
{f,h}O4~g={fO$g,hO@g},Vf,hECOC(M)VgGO
Si O actúa libre y propiamente, entonces la variedad cociente MIO es una variedad diferen-
ciable y w : Al — Al/O es un fibrado principal con fibra tipo O, donde r denota la proyección
canónica. Corno sabemos, Al/O es una variedad de Poisson con corchete de Foisson definido
como sigue:
{F,fi}M/a = {F,JI}M,
para todo Fil E C0”(Al/C) donde denotamos por E y fi cualquier función en Al proyectable
en É y 4, respectivamente [109].




Decimos que una aplicación J : Al —~ g’ tal que cualquier campo de vectores EM es un campo
de vectores hamiltoniano para JE, es una aplicación momento para la acción de Poisson, donde
es la función definida por JE(x) = <J(x),E>.
Diremos que una aplicación momento es O-equivariante si se verifica que
J(@g(p)) = Ad>iJ(p) , Vg E O,Vp e Al.
Es fácil probar que una aplicación momento para una acción de Poisson es O-equivariante si
J Al —* es una aplicación de Poisson, donde consideramos en g* el corchete de Lie-
Poisson. También, la O-equivarianza para una aplicación momento de una acción de Poisson
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es equivalente a la siguiente condición:
Supongamos ahora que ji E gt es un valor regular para J. Denótese por O~ el grupo de
isotropía de O por la representación coadjunta, es decir,
= {g 60/ Ad>ig = ji}.
En este caso, J’(ji) es una subvariedad regular cerrada de Al que es invariante por O,~. Si la
acción de O~, es libre y propia entonces J’(ji) es un librado principal con fibra tipo O,. sobre
la variedad cociente Al~ = J’(ji)/O,.. Denotamos por r~ : J1(ji) —. Al,
1 la proyección
canónica. Ahora, aplicamos el Teorema ~.48 de la referencia [109].
Teorema 4.3.1 Sea Al una variedad de Poisson y sea : O x Al —. Al una acción de
Poisson con aplicación momento O-e quivariante J : Al — g*. Sea ji e un valor regular
de J. Si O,, actua libre y propiamente en la subvariedad J’(ji) entonces el espacio reducido
Al~ = J
1(ji)/O~ tiene una tinica estructura de variedad de Poisson con corchete de Poisson
{ , y existe una inmerszon
j’(ji) Al
_ o,. t’




donde i,. es la inclusión canónica de J’(ji) en Al.
Observación 4.3A Si O es conexo, entonces la acción de O preserva no sólo la foliación sim-
pléctica si no también las hojas de la foliación. Así, si £ es una hoja simpléctica, la restricción
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de J a £ es una aplicación momento para la acción restringida. Si ji es también un valor
regular de la aplicación momento restringida, se obtiene una reducción simpléctica de £ con
momento y. Si se verifican condiciones de “intersección limpia”, podemos relacionar esta re-
ducción simpléctica con la reducción de Foisson. Entonces, en cierto modo, la reducción de
Poisson recolecta todas las reducciones simplécticas hoja a hoja (véase Vaisman [141]para más
detalles).4
4.4 Reducción presimpléctica
Sea (Al,w) una variedad presimpléctica y sea O un grupo de Lie que actúa presimplécticamente
en Al, es decir, d~w = w, Vg E O, donde 4’ : O x Al —. Al es la acción de O. Sea E una
estructura casi-producto E adaptada a w.
Proposición 4.4-1 Sea 4’ : O x Al —* Al una acción presimpléctica de modo que preserve la
estructura casi-producto E, es decir, T$2A = AT@g, Vg E O. En este caso, 4’ es una acción
de Poisson para el corchete de Foisson {,}Á.
Demostración: De la definición de corchete de Poisson { , }A y la O-invarianza de w, se
deduce que
{f,h}Ao0g = (W(XJÁ,XhÁ))-os2 =
4’(w(X,,Á,XK A))
= 4’;W(T$YXJ,Á, T$flXh,Á) = w(T$gXJÁ, T$SXK,A),
Ahora, como
ZT!~
9XJ.4W = %T49X1,.4$;W = s; (ix14w)




4’;XJ,A = @;ÁxJ,Á =
entonces @X1,A E ¡mA y, en consecuencia, ‘bXÍÁ = X~SJA
Deducimos que
{f, h}.A o = W(X.Z~* JA, X~.h,Á) = {f o 0~, ha 4’~}A . U
Una aplicación J Al 9 tal que cualquier campo de vectores EM es un campo hamil-
toniano de J~ = <J,E>, es decir,
Z¿MW = dJ¿,
será llamada un aplicacién momento para la acción presimpléctica (véase [9]).
Proposición 4.4.2 Si J : Al ~ es una aplicación momento para la acción presimpléctica
4’ tal que
1. 4’ preserva la estructura casi-producto (A,B),
2. EM E ImA, VE E g,
entonces J es una aplicación momento para la acción de Poisson 4’ : O x Al — Al donde,
aqu4 consideramos Al como una variedad de Poissor¿ con corchete de Poisson { ,
Demostracion:
Como ~¿MW = dJE y EM E ¡mA entonces EM = Xí~A. Ahora,
EMI = Xí~Af = df(X~Á) = A*df(Xy~Á)
= iXI~Aw(XJ¿A) =w(XtÁ,XÍ,Á) = {JE,f}A
y, así, J es una aplicación momento para la acción de Poisson 4’. 3
Teorema 4.4.1 Sea (Al,w) una van edad presimpléctica dotada de una estructura casi-producto
zntegrable E adaptada a w y sea O un grupo de Lie actuando presimplécticamente en Al. Sea
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J : Al —~ una aplicación momento equivariante para esta acción. Supondremos también
que (A, 8) es O-invariante y EM E ¡mA, VE E g. Supongamos que ji E es un valor regular de
J y que el grupo de isotropía O,. actóa libre y propiamente en J1(ji). Entonces, la variedad
cociente Al,. está provista de una tinica forma presimpléctica w,. tal que lr$o,. = iw, y una
unica estructura casi-producto E,. adaptada a w,. de modo que el corchete de Poisson inducido
{ , }A,. coincide con el corchete de Poisson { , },. obtenido a partir del Teorema 4.3.1.
Demostración: Sea ~ = ir,.(p) con p E J1(ji). Para u~,,v, E T~(J—’)(ji), consideremos
las correspondientes clases de equivalencia en Al,., ñ~= r,.~(u~) y i3~ = ir,.~(v~). Definimos
w,.(i2~, t~) = w(u~, v~)
- Esta forma es única puesto que ir,. es una submersión. Ahora, necesitamos probar que w,. está
bien definida, es cerrada y tiene rango constante.
Sabemos que (véase [1])
T~(0,.(p)) = T~(Q(p)) n T~(J’(ji)) ,Vp E J’(ji)
donde O,,(p) y O(p) denotan las órbitas de p bajo la acción de O,, y 0, respectivamente.
Además, el complemento w-ortogonal de T~0(p) = {EM ¡ E E g} es precisamente T~J’(ji).
Entonces, es evidente que la 2-forma w,, está bien definida.
La 2-forma w es cerrada puesto que dlr*w,. = diw = <~dw = O y ir,. es una submersión.
Supongamos que un vector tangente i~ verifica que
=0 , Vi~
7~ET~Al,..
Entonces w(u~,v~) = O ,Vv~ E T~J’(ji). Así, deducimos que u~, E T~0,,(p) y, entonces, ~ = O
o, la otra posibilidad, u>, E kerw(p). Como kerw(p) c T>,J
1(ji), cualquier vector u>, e kerw(p)
proyecta en un vector ~ E kerw,.(~). En efecto, si {(vi)>,,(v
2)>,,... ,(vk)>,} es una base de
kerw(p), también, {(i31)~,(i32)~,. . . ,(i4»i} es una base de kerw,.(~). Así pues,
dimkerw(p) = dimkerw,.(~) ,Vp E J’(ji)
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Ahora, probaremos que una estructura casi-producto F restringe a una estructura casi-
producto F¡J—i(,,>. De hecho, solamente necesitamos probar que si y>, E T>,J1(ji) entonces,
también, A>,(v>,) E T>,J1(ji). Pero, y>, E T>,J1(ji) si y solamente si dJE(v>,) = O, VE E g, por
lo tanto
dJE(A>,v>,) = A;dJE(v>,) = dJE(v>,) = O
Una condición necesaria y suficiente para que el tensor F¡J—1(,.> proyecte en Al,, es que £
verifique para todo p E J’(ji) que (véase [13]):
1. AP(E~y(p)) E T>,O,.(p) ,VE E O,.
2. Im(L¿M(P)A) c T,,O,,(p) ,VE E O,.
Como EM E ImA entonces A>,(EM(p)) = EM(P) y, así, la primera condición es trivial. Además
LeMA = O y la segunda condición se verifica también. En consecuencia, existe una estructura
casi-producto F,. en la variedad diferenciable Al,..
Ahora, estudiaremos si esta estructura casi producto está adaptada ala forma presimpléctica
es decir, si ker A,, = kerw,.. Consideremos iI~ E kerA,.(Ñ). Como A,.(ii~) = O se deduce que
A(u>,) = O. Entonces, u>, e kerw(p) puesto que la estructura casi-producto F está adaptada a
w. Por lo tanto, t~ E kerw,,.
La estructura casi-producto E,, es integrable (el -tensor de Nijenhuis NÁ proyecta en el tensor
de Nijenhuis NA,,) y, así obtenemos una estructura de Poisson en Al,, con corchete de Poisson
{, }Á,..
Para terminar la prueba del Teorema necesitamos asegurar que el corchete de Poisson { , }A,.
es el mismo que el corchete { , },, definidoapartir del Teorema 4.3.1. Para cada f,h E Ccc(Al,.)
el corchete de Poisson { , },, está definido como sigue:
=
y si denotamos por j : «Al,.) —. Al/O la inclusión canónica entonces {(~ l)*f, (~—1 )*h}~(M> =
P{É,Ñ}M/a , donde É y 4 son funciones arbitrarias en C~(Al/O) tales que g’É =
y = (&1)h. Ahora, {É,ÑIM/a = {F,JI}Á con F,JI E C¶Al) funciones O-invariantes
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proyectables en É y 4, respectivamente. Como E y fi son O-invariantes entonces también
{ F,O},.~ es O-invariante. Por lo tanto, {F,O}Á es proyectable en Al,,, precisamente sobre
{ f,A}~,.. De la conmutatividad del diagrama del Teorema 4.3.¡, se deduce que:
= {f,h}M,. ,VJ,h E C~(Al,.) . E
4.5 Reducción de la dinámica
Sea (Al, w) una variedad presimpléctica y fi : Al —* R una función. En este caso, diremos que
(Al,w, JI) es un sistema presimpléctico con función hamiltoniana JI. Buscamos una solución
de la ecuación
= dfi . (4-5.2)
Sabemos que como w no es simpléctica, (4.5.2) no tiene solución en general e incluso si existe
ésta no es única.
Supondremos primero que (Al,w,JI) no tiene ligaduras secundarias. Así,
dJI(z)(kerw)(x) = 0, Vx E Al
En este caso, si (A,!?) es una estructura casi-producto adaptada a w, A*(dfi) = dfi, y existe
un único campo de vectores X en Al tal que X E ¡mA e ixw = dJI.
Consideremos un grupo de Lie O actuando presimplécticamente en Al de modo que se
verifiquen las hipótesis del Teorema 4.4.1. Supongamos también que JI es O-invariante. Bajo
estas hipótesis deducimos que X es O-invariante. Como fi es O-invariante, entonces JI o i,. es
O,.-invariante y proyecta en una función fi,, en Al,.. El campo de vectores X es tangente a
J1(ji) y proyecta en un campo de vectores X,, en Al,.. Se obtiene que
ix,. w,.=dfi,,.
Así, el sistema presimpléctico reducido (Al,,, W,,, JI,.) no tiene ligaduras secundarias y su dinámica
está determinada por las curvas integrales de X,,, es decir, X,.f = {H,.,f}, Vf E COc(Al,.).
Si (Al,w, fi) tiene ligaduras secundarias, y existe una variedad final de ligaduras ~Vf
1,pode-
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mos aplicar el método anterior en la variedad presimpléctica (Al1,wj, Hj), donde wj =
y H~ = son las restricciones canónicas. Nótese que el algoritmo preserva la acción de O
y, así, obtenemos una acción presimpléctica de O en Al1. Este caso necesita un análisis más
profundo, puesto que hay dos ecuaciones del movimiento, (iz w = dH)¡M1 e iz wj = dHj, y las
soluciones de la primera ecuación son soluciones de la segunda, pero el recíproco no es cierto.
4.6 Reconstrucción de la dinámica
Para reconstruir la dinámica a partir de la dinámica reducida podemos usar una conexión y en
el fibrado principal con fibra tipo O,., ir,. : J
1(ji) —. Al,. [101]. Sea c,.(t) una curva integral
de X,. pasando por el punto x
0 = c,,(O) y consideremos su elevación horizontal d(t) pasando
por el punto =0;es decir, =~= d(0), lr,,(zo) = x0. Entonces,
y(X(d(t)) — d’(t)) = y(X(d(t))) = E(t)
donde E(t) es una curva en g,,, el álgebra de Lie de O,.. Escogemos ahora c(t) g(t)d(t), donde
9(t) es una curva en O,, determinada de tal modo que c(t) es una curva integral de X. De la
O,.-invarianza de X deducimos que
X(d(t)) — d’(t) = [T2(t)L9(É).1(g’(t))]JI(,.)(d(t))
lo que implica que
E(t) = T~(t)L9(~)—: (g’(t))
o, equivalentemente,
g’(t) = TdL9(t)(E(t)) , (4.6.3)






En este capitulo revisaremos la teoría de sistemas lagrangrnnos degenerados desde el punto
de vista de las estructuras casi-producto introducidas en el capítulo anterior. Por lo tanto, si
L : TQ —. R es un lagrangiano singular, es natural elegir una estructura casi-producto en TQ
de modo que una de las dos distribuciones complementarias sea precisamente la distribución
singular kerwt. La “proyección” del sistema en la distribución regular debería darnos un
sistema “regular” con una dinámica completamente determinada. Esta aproximación es un
camino aternativo a considerar el espacio cociente por la distribución característica kerwL como
estudiaron Cantrijn el al. ([13])
En este capítulo, nuestra aproximación es la siguiente. Consideremos una función la-
grangiana singular L : TQ —+ IR con forma presimpléctica w¡, y denótese por Al1 la variedad
de ligaduras primarias. Supondremos primero, para simplificar, que no existen ligaduras se-
cundarias. Si todas las ligaduras primarias son de segunda clase, entonces se puede definir una
estructura casi-producto en T*Q y la proyección del campo de vectores hamiltoniano correspon-
diente a cualquier función hamiltoniana extendida nos da la dinámica. Además, veremos que
esta estructura casi-producto está relacionada con el corchete de Dirac. Por otro lado, si todas
las ligaduras son de primera clase, la dinámica está determinada si elegimos una estructura
casi-producto en Al1 adaptada a la forma presimpléctica w1, donde ta1 es la restricción de la
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forma simpléctica canónica WQ de TQ. Por supuesto, si hay ligaduras de primera y segunda
clase, podemos combinar ambos procedimientos. En este caso mixto, tendremos dos estructuras
casi-producto, una definida en T*Q y la otra en Al1. Si hay ligaduras secundarias, se puede
aplicar una técnica similar sin cambios importantes.
Este capítulo está estructurado del siguiente modo. En la Sección 5.1 recordaremos el algo-
ritmo de Dirac-Bergmann. El caso de sistemas lagrangianos admitiendo una dinámica global es
considerado en la Sección 5.2. Aquí, se definirán estructuras casi-producto “adecuadas” para
fijar la dinámica y, también, compararemos nuestro procedimiento con el método “clásico”. El
caso de sistemas lagrangianos con ligaduras se¿undárias se estudia en la Sección 5.3. Rela-
cionaremos los formalismos lagrangiano y hamiltoniano usando estructuras casi-producto Leg-
proyectables en la Sección 5.4, y el problema de existencia de una solución verificando la condi-
ción de segundo orden será tratado en la Sección 5.5. Analizaremos el caso especial de la-
grangianos afines en las velocidades en la Sección 5.6. Este tipo de lagrangianos da lugar a
un caso especialmente interesante puesto que las estructuras casi-producto coinciden con las
conexiones en el sentido de Ehresmann. flustramos con varios ejemplos todas las secciones.
5.1 El algoritmo de Dirac-Bergmann
Sea Q una variedad diferenciable de dimensión it. Consideremos un lagrangiano L : TQ —~ R
singular; es decir, la matriz hessiana
(52k )
es singular. Sea k la 1-forma de Liouville y WQ = —d>Q la forma simpléctica canónica
en TQ. Como wq es simpléctica, se define un corchete de Poisson en T*Q por {F,O} =
wq(Xr,Xa) , VF,O E C~(TQ). Si denotamos por i : Al1 —. T*Q la inclusión canónica de
Al1 en T*Q, obtenemos un sistema presimpléctico (Mí,wí,hí), donde w1 = ZWQ.
Así, aparecen m — k ligaduras independientes & que describen Al1, que serán llamadas
ligaduras primarias según la terminología de Dirac (véase [38]). Si JI es una extensión arbitraria




donde Aa son multiplicadores de Lagrange, son débilmente iguales, esto es, ~ = = h1.




Esto muestra que existe una ambigliedad en la descripción de la dinámica. Como WQ es sim-
pléctica siempre existirá una solución de la ecuación ixwq = dfi. Pero, se debe verificar además
que las ligaduras se preserven en el tiempo o, equivalentemente, que la solución X sea tangente
a Al1. Así, se llega a
+ Aa{~b,~a}) = o
La anulación de estas expresiones puede dar lugar a dos clases de consecuencias: algunas de las
funciones arbitrarias Aa pueden ser determinadas o nuevas ligaduras pueden surgir. Llamaremos
a estas nuevas restricciones ligaduras secundarias. Las ligaduras primarias y secundarias definen
la subvariedad Al2
Ahora, podemos proceder de un modo similar con las ligaduras secundarias, pues ellas,
también, deben conservarse en el tiempo. Si el problema tiene solución llegaremos a una
variedad final de ligaduras Alf donde existen soluciones “consistentes”. A este procedimiento
para hallar las subvariedades de ligaduras cuando tratamos con lagrangianos singulares se le
conoce como el algoritmo de Dirac-Bergmann.
Es posible dar una clasificación de las ligaduras. generadas por este algoritmo para clarificar
la ambigiiedad de la dinámica. Una ligadura ~ de Al~ (la subvariedad de ligaduras i-aria) se
dice que es de primera clase si {~‘~“}IM = O para cada ligadura ~a de AL, y de segunda
clase en otro caso. Por lo tanto, los coeficientes de las ligaduras primarias de primera clase
de Alj en (5.11) están completamente indeterminados, mientras que los coeficientes de las
ligaduras primarias de segunda clase están completamente fijados. Desde un punto de vista mas
geométrico el algoritmo de Gotay-Nester es una globalización del algoritmo de Dirac-Bergmann
(véanse [49, 15]).
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5.2 Sistemas lagrangianos con dinámica global
Primero, supondremos que el sistema presimpléctico (TQ,WL,EL) admite una dinámica global,
es decir, existe al menos un campo de vectores ¿ en TQ tal que ~ satisface la ecuación del
movimiento i~WL = dEL. En tal caso, la subvariedad Al1 = Leg(TQ) de T*Q es la subvariedad
final de ligaduras o, en otras palabras, no hay ligaduras secundarias.
Distinguiremos tres casos particulares:
1. todas las ligaduras primarias son de segunda clase,
2. todas ellas son de primera clase, y
3. existen ligaduras de primera y de segunda clase.
5.2.1 Todas las ligaduras primarias son de segunda clase
Denotaremos por b~, 1 < a < .s, las ligaduras de Al1. La matriz con elementos C~
6 — {
4’a •6}
es regular en Al1 y, en lo sucesivo, supondremos que esta matriz es regular en todo el espacio de
fases T*Q. Esta matriz es tanibién antisimétrica y, entonces, el número de ligaduras de segunda
clase es par. Denotaremos por (C~b) la matriz inversa.
Como en la referencia [8], consideraremos la distribución diferenciable D generada por los
campos de vectores Xz.a. Un cálculo directo muestra que
D’(x) = {v E TxT*Q / WQ(x)(v,w) = O Vw E D(x)} = fT~Al1 , Vz E Al1
Sea 9 : D e D’ — D la proyección en D a lo largo de D’ y P = id — 9. El proyector 9
viene dado por
9 = %X..0 ® d$~.
Definimos la 2-forma
52D = P*wq (es decir, P*wq(X,Y) = WQ(PX,PY)). ~D es una 2-forma
de rango 2m — s. Además, la estructura casi-producto (P, 9) está adaptada a ~D, es decir,
kerP = ker = D. Así, podemos definir un corchete {F, OID, llamado el corchete de Dirac,
en T~Q como sigue:
{F,G}D = OD(XF,XG)=WQ(PXF,PXG)
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= WQ(XF — Cab{tLb,FIX$a,Xa — Ca’b’{@6’,O}Xc¿,o’)
= {F,O} —
Consideremos ahora la función hamiltoniana h
1 : Al1 —+ IR definida por h1 o Leg = Fr,.
Podemos extender h1 a una función fi en un entorno U de T
tQ y, aquí, la teoría de Dirac dice
que estos hamiltonianos en U deben ser de la forma:
Ii = H + A
04”.
Consideraremos el campo de vectores hamiltoniano XÑ. Para que sea la teoría consistente,
debemos exigir que las ligaduras @~. se preserven por XÑ; geométricamente esto significa que
el campo de vectores X4 debe ser tangente a Al1. Consideramos el campo de vectores:
PXH = X11 — C~6{$%JI}X~4.
Por las definiciones de estructura casi-producto (P, Q), PXH es tangente a Al1 y su restricción
a M1, PXH/M, es la única solución de las ecuaciones del movimiento, esto es,
Z1’XH/M C01 = dh1
puesto que w1 es simpléctica. Además, si la distribución D es integrable, el corchete de Dirac
{ , ID es de hecho un corchete de Poisson. En éste caso, cuando consideramos en Al1 el corchete
de Poisson { }~ definido por la estructura simpléctica w1 y en TQ el corchete de Dirac { ,
obtenemos que la inclusión canónica i : Al1 —* T*Q es un morfismo de Poisson, es decir,
= {i*F,i*OI , VF,O E C~(TQ).
La siguiente tabla resume los resultados anteriores:
Ejemplo 5.2.1 Sea L : TR
4 — IR el lagrangiano definido por (véase [6])
L(qÁ,¿~Á) = (q2 + q3»j’ + q4q3 ±~













,p4 = bqA= 0
obtenemos las siguienes ligaduras primarias:
$i=pí—q
2—q3, 4’2p2,4’a=pa—q4 , 4’4=P4•
Todós ellas son ligaduras de segunda clase. Sea O la matriz
o —1 —1






Entonces, obtenemos una estructura casi-producto (P, Q) definido por:




o, en coordenadas canónicas en T*Q:
Q = ~%-®dq2 +~®dq3+~® dqi~---2j~®dp1
+ (~r + »-½+ + ® dpi— ® dp3 + - + ® dp4 -
La 2-forma presimpléctica t~n es:
= dq
1 A dpi — dq3 A dp
2 + dq
3 A dpa + dp
1 A dp2 — dp2 A dp4 + dp3 A dp4
La 2-forma w1 se expresa en coordenadas locales (qA) en Al1 por
wí = dq’ A dq
2 + dq1 A dq3 + dq3 A dq4,
la cual es una forma simpléctica. La única solución ¿Mí de la ecuación ixwí = dh
1 es precisa-
mente:
EM, =q3¿~ 48 48 2~
— q + q — q
Por lo tanto, si fi es una extensión arbitraria de h1 a T*Q se obtiene que P(XII)/M = E4w,. El
lagrangiano L es afín en la velocidades. El caso general será estudiado en la Sección 5.5.
5.2.2 Todas las ligaduras primarias son de primera clase
Denotamos por ~, 1=i =p, las ligaduras de primera clase. Como {~,~}¡,< = 0, entonces
X,~, 1 =i =p, el campo de vectores hamiltoniano de #‘, es tangente a Al1. En este caso la
subvariedad Al1 es coisotrópica en T*Q.
Como kerw1 está generado por las restricciones de los campos de vectores hamiltonianos
X~ de las ligaduras de primera clase, para fijar el “gauge”, consideramos una estructura casi-
producto (Aí , Bí) en Alí adaptada a ker wí. Además, si la estructura casi-producto es integrable
podemos definir un corchete de Poisson en Al1 como sigue:
{f,g}Á1 = W1(XJ,Ái,Xg,Ai) , Vf,g E C~(Al1)
donde XJ,ÁI y X9Á, son los únicos campos de vectores en Al1 que pertenecen almA1 y verifican
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que zx141w1 = .47df e ZXgÁ Wl = .4tdg, respectivamente. Así pues, si ¿ es una solución de las
ecuaciones del movimientó, es decir, i¿wí = dh1, podemos seleccionar una única solución A1E
tal que A1¿ E ImA. De este modo, hemos conseguido fijar el “gauge”.
La siguiente tabla resume los resultados de esta sección:
TQ Al1
Ahora, consideraremos una extensión arbitraria JI a TQ del hamiltoniano h1 : Alí —~ IR.
Como existe dinámica global, el campo de vectores hamiltoniano XH es tangente a Al1, es decir,
XH/M E X(M1) e
tXu/MW1 Sdh1
Fijamos el “gauge” considerando AI(XH/M).
El procedimento clásico seria el siguiente (véase [151]). Se eligen funciones {jJ , 1 =1 =p},
en T*Q tales que la matriz ({#í,fi}) = (=5) es regular. El determinante de esta matriz es
conocido con el nombre del determinante de Faddev-Popov. Si imponemos la condición de
tangencia de los campos hamiltonianos de las funciones fi = JI + A1ik a la subvariedad definida
por las nuevas ligaduras {f~}, conseguimos que
= (cq{fi,~Á})1
De esta manera se fija el “gauge”. Es fácil probar que fijar el “gauge” es equivalente a elegir
Ligaduras primarias de primera clase
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una estructura casi-producto (P, Q) en T*Q donde
Q = cÓXcy ® df’
La estructura casi-producto (P, Q) restringe a Al1 y su restricción (~/M’ Q/M1) está adaptada
a la forma presimpléctica w1. Por lo tanto
=
Ejemplo 5.2.2 Consideremos el lagrangiano L : TR
3 —* IR definido por
(véase Krupková [66]). Aquí (q’,q2,q3) son las coordenadas canónicas en IR3 y (q’,q2 q3 ,41,
2 las inducidas enq ,43) TR3.
La energía y las formas de Poincaré-Cartan son:
=
= (4’ + 4
2)dq1 + (4í + 42)dq2
= dqí Ad41 +dqíAd42+dq2Ad4í-~-dq2Ad42
No hay ligaduras secundarias, es decir, hay dinámica global. Como
SL 41
Pi = = -2 SL •1 -2+q ~P2fl~ i-q
SL
PS = = 0,
deducimos que la subvariedad Alí de T*RS está definida por las siguientes ligaduras primarias:
= Pi — P2 = O, 4’2 = p~ = 0.
Como {~1,~2} = 0, entonces ambas ligaduras son de primera clase. Si se eligen coordenadas
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(q1q2 ,q3 ,pí) en Alí, obtenemos que




i(q’,q2,q3 ,pt) = (q’,q2,q3,pí,pí,O)
En consecuencia, kerw
1 está generado por
fa
láÑ
Definimos la estructura casi-producto (.4í,Bí) en Al1 por
8 8 8 8 8Áí(r) = y~ Aí%—~.) = w-i, Ax(y-~) = a
sp’
y B~ = id — A1. (A,,!?1) es integrable y adaptada a w1. Entonces, definimos un corchete de












{q2,p1}A, = —1 o




Si ¿ es un campo de vectores en Al
1 de modo que es una solución de las ecuaciones del movimien-
to, es decir, i¿w, = dh1, entonces fijamos la única solución A«E) = Xh1,Á,. En este caso,
obtenemos que
5.2.3 Existen ligaduras primarias de primera y segunda clase
Denotamos por 4’a, 1 < a _ s las ligaduras de segunda clase y por 4’, 1 =i < p, las ligaduras
de primera clase.
Como en el primer caso, podemos construir una estructura casi-producto (P, 9) en T*Q
con 9 definida por
9 = C0¿,X~a 0 d¿I’~.
Aquí, (C~~) es la matriz inversa de ({4’t@b}). Definimos también la forma presimpléctica
= con rango constante 2m — s y el corchete de Dirac
{F,O}D = {F,O} — {F~,4’a}Cb{4’bO}
Consideramos una extensión arbitraria JI del hamiltoniano h1. Como existe dinámica global,
entonces el campo de vectores P(XH) es tangente a Al,. Ahora, fijamos el “gauge” eligiendo el
campo de vectores A1 (P(XH)/M), donde (Aí ,B,) es alguna estructura casi-producto adaptada
a w1.
El diagrama de la siguiente página resume los resultados de esta sección.
TQ T*Q Al1
Ligaduras primarias de primera y segunda clase
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5.3 Sistemas lagrangianos con ligaduras secundarias
Denotamos por ; 1 S a < s 1 =i <p} el conjunto de las ligaduras de primarias de
primera y segunda clase, respectivamente.
Aplicando el algoritmo de Gotay-Nester al sistema presimpléctico (Al, ,wí, ¡u) obtenemos
una sucesión de subvariedades
Al1 —* ... —* Alk —* Alk...í —+ ... —. Al2 —. Al, —> T’Q
Suponemos que el algoritmo estabiliza y denotamos por Al1 la variedad final de ligaduras. La
subvariedad final de ligaduras vendrá determinada por todas las ligaduras primarias y secun-
darias (para simplificar, llamaremos ligaduras secundarias a las que no son primarias). Ahora,
podemos clasificar todas estas ligaduras de Al1 en dos clases: ligaduras de primera clase y
segunda clase. Denotamos por , 1 =b =4 las ligaduras secundarias de segunda clase
y por , 1 =J =p} las secundarias de primera clase. Las ligaduras primarias de segunda
clase de Al1 siguen siendo de segunda clase en Al1 pero, por otro lado, las ligaduras primarias
de primera clase pueden ser de primera o de segunda clase en Al1. Así, podemos suponer que
{< 1 < i’ =p’} son ligaduras de primera clase que son también de primera clase en Al1 y
{ ~“‘ 1 < i” =p”} aqñellas de primera clase que son de segunda clase en Al1, donde p’+p” = p.
Entonces se obtiene la siguiente clasificación de ligaduras en Alj:
1< i’ <p’ ,1=j=p},ligaduras de primera clase en Al1,
{~i”~a g 1< i” =p”,1< a <3 1< b <4, ligaduras de segundaclaseen Al1.
Denotamos por {~} todas las ligaduras de segunda clase en Al1 que serán utilizadas para
definir una estructura casi-producto (P, Q) en T*Q, donde el proyector 9 está definido como
sigue:
9 = CaaXxo ® d~9,
siendo (C~~) la matriz inversa de la matriz ({X~,x
0}). Como en la Sección 5.2.1, definimos el
corchete de Dirac:
{F,O}D = {F,O} — {F,xo}Cao{xO,OI
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para cualesquiera funciones F,O e C~(TtQ).
Ahora consideramos una extensión local fi de h1 a T*Q. Sea XH el campo de vectores
hamiltoniano y su proyección P(XH). Entonces, P(XH) es tangente a Al
1, y, además, es la
solución de las ecuaciones del movimiento; es decir,
(iP(XH»wi = dhi)
Para fijar el “gauge”, consideramos un estructura casi-producto ((Á1)1,(51)1) en Al¡ tal
que esté adaptada a la distribución kerw1 fl TM1, es decir, ker(Bí)j = kerw, fl TAl1. Ahora,
es suficiente considerar (Aí )í(P(XH)IM ) para que el “gauge” quede fijado. Si consideramos el
hamitoniano “extendido” (una extensión del hamiltoniano hí donde tenemos en cuenta todas las
ligaduras de Al1, véase [54]),entonces es conveniente usar, para fijar el “gauge”, una estructura
casi-producto (A1,!?1) en Al1 adaptada a kerw1, donde w¡ = ~jWq. Aquí, denotamos por
Al1 —* TQ la inclusión canónica. Fijamos el “gauge” eligiendo Aí(P(XH),,M).
El diagrama siguiente resume los resultados de esta sección.
T*Q T*Q Al1
Ejemplo 5.3.1 Sea L : TR
2 —~ R un
(véase [15]):





La transformación de Legendre está definida por:
Leg(q’,q2,4’,t~2) = (q1q2 ~‘ ,0)
y, así obtenemos una ligadura primaria ~ = P2- La consistencia de esta ligadura da lugar a
una ligadura secundaria ~2 — y, a su vez, la consistencia de 4’1 define una ligadura terciaria
= Pi Como Q y 103 son ligaduras de segunda clase, entonces, el proyector Q se expresa
por:
Q = ~~~XqiO dp
1 + X>,1 O dq’ =
y el corchete de Dirac { , }D está determinado por
O dq’ + 0 dpí8Pi
{q’,q2}n = O , {q1,pIID = O , {q,p~}n = O , {q,p1}D = O , {q,p21D = 1, {Pi,P2}D 0.
Sea h~ : Al
1 —. IR el hamiltoniano
1 21
• h~=~(p~) —
Una extensión arbitraria de T
tQ es JI = 1(~íV — ~(q1)2q2+ AP






P(Xu) = (id —Q)(X11)= (A
La restricción de P(Xg) a Al3 = {(q
1,q2,pí,p
2) E T*R
2 ¡ q’ =
— 0,P2 = 0} es precisa-
mente
P(XJsr),,M = a





5.4 Estructuras casi-producta Legendre proyectables
Ahora, queremos relacionar las formulaciones lagrangiana y hamiltoniana cuando existe una
estructura casi-producto que es Leg-proyectable en TQ. Para simplificar, podemos solamente
considerar sistemas lagrangianos que admiten una dinámica global. Estos resultados se extien-
den al caso general considerando estructuras casi-producto en la subvariedad final de ligaduras.
La siguiente proposición nos permite obtener una condición necesaria y suficiente para que
una estructura casi-producto en TQ sea proyectable en Al,.
Proposición 5.4.1 Sea E una estructura casi-producto que está adaptada a la 2-forma pre-
simpléctica wr,. Entonces, F es Legí-proyectable en Al1 si y solamente si
B[Z,ÁX] E V(TQ) ,VZ E kerTLeg ,VX E X(TQ),
donde 1 y É son los proyectores asociados con F.
Demostración: La estructura casi-producto 1’ es proyectable si y solamente si (véase [13])
1. A(kerTLeg) c kerTLeg
2. Im(LzA) c kerTLeg ,VZ E kerTLeg.
Como kerTLeg = V(TQ)flkerwL, entonces Á(kerTLeg) = 0. Ahora, para todos los campos
de vectores Y en TQ y Z E kerTLeg, se deduce que
LzÁ(Y) = [Z,a4Y] — Á[Z,Y] = [Z,ÁY] - Á[Z,ÁY] - Á[Z,ÉY]
= [Z,ÁY] - Á[Z,ÁY] = É[Z,ÁY],
puesto que kerwr, es una distribución integrable. U
Corolario 5.4.1 Si una estructura casi-producto integrable É adaptada a wr, conmuta con la
estructura casi-tangente J, es decir, JÉ = ÉJ, entonces É es proyectable en una estructura
casi-producto en Al1 si y solamente si
J[Z,ÁY] E ¡ml , VY E X(TQ), VZ E kerTLeg.
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Sea F una estructura casi-producto en el espacio de configuración Q y sea frC la elevación
completa de F a TQ. Recordemos que FC está definida por:
FC(XC) = (F(X))C , F~(X~’) = (F(X))V ,VX E X(Q)
donde XC y XV denotan la elevación completa y vertical del campo de vectores X, respecti-
vamente. FC es una estructura casi-producto en TQ y FC es integrable si y solamente si E
es integrable. Si A y 6 son los correspondientes proyectores de £ entonces AC y
6C son los
correspondientes proyectores de FC. Deducirnos que ¡mAC es, de hecho, la elevación completa
de la distribución ImA. De un modo similar, (¡mB)C = ImBC. Esta clase de distribuciones es
llamada tangente en [13].
Corolario 5.4.2 Si la estructura casi-producto FC está adaptada a wr, entonces es proyectable
a Al1.
Demostración: Como JEt = FCJ, por el Corolario 5.4.1, solamente necesitamos probar que
J[Z,ACY] E ImA
t, VY E X(TQ) ,VZ E kerTLeg.
Si {Xi,X
2,.. ,X,.} es una base local de ImA, entonces {Xf,X~,- .,X,C, Xf, X~,.-.,Xy} es
una base local de ¡mAC. Así, como [Z,Xy] y [Z,Xf] son campos de vectores verticales, para
todo 1 < i < r, se deduce que FC es proyectable. U
Proposición 542 Sea F una estructura casi-producto integrable adaptada a WL y pro yectable
en Al1.. Entonces, su proyección F1 es también integrable y adaptada a w1.
Demostración: La integrabilidad de É es trivial puesto que el tensor de Nijenhuis N~ de E,
proyecta en el tensor de Nijenhuis NF1 de la proyección E1.
Como Leglw1 = wr. y kerÁ = kerwr,, entonces para todo Z E X(Alí) tal que izwl = O y para
todo campo de vectores Z E X(TQ) que sea Legí-proyectable en Z, es decir, TLegí(Z) =
obtenemos que
O = Legf (igwi) = izLegwí = iZWL
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Por lo tanto, Z E kerwL = kerA. Así, su proyección Z E ker A,. Hemos probado entonces que
kerw1 c kerA1. De un modo similar, se prueba que, kerA1 C kerw1. U
Ahora, supongamos que É es una estructura casi-producto integrable en TQ la cual está
adaptada a wr, y es proyectable a Al1. Denotemos por { , }j el corchete de Poisson definido en
TQ. Si F~ es la estructura casi-producto integrable proyectada en Al1, entonces sabemos que
F~ está adaptada aw1. Denótese por { , }~1 el correspondiente corchete de Poisson en Al,. Lo
que pretendemos es relacionar ambos corchetes de Poisson.
Lema 5.4.1 Sea una función f en Al1. Entonces XÍOLCS,Á es pro yectable a X1 A,-
Demostración: Primero, probaremos que Xfoteg Á es Legí -proyectable; es decir,
[XJOLCffIÁ,Z] E kerTLeg ,VZ E kerTLeg.
En efecto,
A’ = Lx1. i¿wL — i¿L,y
f@Leg¡ A
— i¿d (iXILAWL)
— i2d (Á*d(jo Legí))
— i2Legd (tdw)
=0
y así, deducimos que [Xy’0LC9>~, Z] E kerw¿. De la Proposición 5.4.1, deducimos que
[XÍOLC$,Á,É] E V(TQ)
y, así, X JOLCg Á es proyectable. Además, como
ZXJ,LCgÁWL = Ád(jo Leyí)
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su proyección TLeg(X¡OLCP,Á) verifica que
iTLeg(XILÁ)WMI = A7d(f)
Se obtiene TLeg(Xj0r,~9 0 = TLeg(X¡Á3. U
Proposición 543 La aplicación Leyj : TQ —* Al1 es un morfismo de Poisson, es decir,
{J’1,12}A, o Ley1 = {Jí a Leg1,f2 o Legí}Á




— wr,(Xt0r,~2 Á’ XJ>OLq, A)
— {1íoLegí,AoLegí}~,
para cada función Ji y j~2 en Al1. U
Ejemplo 5.44 Consideramos el lagrangiano definido en el Ejemplo 5.2.2. Un cálculo directo
muestra que kerwL está generado por
fo a a a
á~;’ Oqa ‘
a



















La elevación completa del tensor (1,1) AC y £3C son:
AC=(A ;) y BCjB :)
La estructura casi-producto FC es integrable y adaptada a la forma presimpléctica wr,. Como
Xqi,AC = —~ ~ +
Xq3,ÁC = O
- XQ,ÁC = 1 (a + 8q2)




















Corolario 5.4.2 y de la Proposición 5.4.2, deducimos que F0 es Legí-proyectable. A-
proyecta en la estructura casi-producto integrable (A
1, B~) definida en el Ejemplo 5.2.2.
5.5 El problema de la condición de ecuación diferencial de
segundo orden
Como sabemos, una solución de la ecuación iXWL = dEr, (si existe) no es necesariamente una
ecuación diferencial de segundo orden, esto es un campo de vectores X en TQ tal que JX = 0.
Si L es casi-regular, entonces, en [49, 52], Gotay y Nester construyen una subvariedad 5 de la
variedad final de ligaduras j’1 en la cual existe un campo de vectores E de modo que:













Introduciendo una adecuada estructura casi-producto en 1’j podemos construir una subvariedad
5 de ~‘1en la cual existe una estructura casi-producto (As,Bs) y un campo de vectores E que
verifica la ecuación (5.5.2) y, además, ¿ E ImÁs.
Supondremos primero que el sistema presimpléctico (TQ,wn,Er,) admite una dinámica
global. Consideramos una estructura casi-producto (Á, 6) adaptada a kerwr, que es proyectable
a una estructura casi-producto (Aí,131) en Al1.
Observación 5.5-1 Si E es una solución de las ecuaciones del movimiento iXWL = dEr, en-
tonces A(¿) es también una solución de esta ecuación. Además, si la estructura casi-producto
es Leg-proyectable entonces Á(¿) es proyectable a A1Z, donde Z es una solución arbitraria de
la ecuación ixwí = dh1. 4
De la Observación 5.5.1, deducimos que dado un campo de yectores f en TQ que es una
solución de la ecuación del movimiento
i¿wr, = dEL
entonces el campo de vectores ¿(4) es proyectable en Aí(Z) y ambos campos de vectores son
soluciones de sus respectivas ecuaciones del movimiento. Como en [49, 52], existe un único
punto x en cada fibra de Leg1 : TQ —.-~ Al1 (donde Leg = i1 o Leg), tal que ¿¡(E) verifica la
condición de ecuación diferencial de segundo orden (SODE) en x, es decir, (J(Á(E)))~ = C~.
Considérese ahora el subconjunto
5 = {x E TQ / (J(.Á(E)))~ = C~} . (5.5.3)




Entonces, si z = Legí(x) E Al
1, e identificamos z con la fibra que contiene a x, deducimos que
es constante a lo largo de esta fibra. Además,




es tangente a las fibras. Sea a(t) = (qÁ(t),4Á(t)) una curva integral de U que contiene al punto
x con coordenadas (q~,4~). Deducimos que
a(t) — (qA EA — et(EA — 4~))
En consecuencia, se obtiene que
= L’~. a(t) = (q5$ A)
Así pues, el punto ~ con coordenadas (q~,EÁ) está en la misma fibra que ~, puesto que las
fibras son cerradas. Además, U% = 0, y, por tanto, Á(E) verifica la condición SODE en el
punto ~.
Hemos obtenido una sección diferenciable a : Al1 —* TQ de Leg1 y su imagen 5 = a(Mi)
es una subvariedad de TQ, en la cual ¿¡(E) verifica la condición SODE. En general, -(E) no es
tangente a 5, pero el campo de vectores Ta(Aí(Z)) si es tangente a 5 y es una solución de la
ecu acion
(ixwr, =
y verifica la condición SODE. Por otro lado, como a : Al1 —. 5 es un difeomorfismo, la
estructura casi-producto (Ai,!?1) en Al1 induce una estructura casi-producto (As,!?s) en 5 de
modo que para cada solución Es de la ecuación
(ixwL = dEr,)15 , (5.5.4)
se verifica que
As(Es) = Tu(Aí(Z)).
Resumiendo, hemos obtenido el siguiente resultado:
Praposición 5.5.1 Sea E una solución de la ecuación del movimiento
i¿wr, dEr,
y (.A,13) una estructura casi-producto adptada a wr, que es Leg-proyectable a una estructura
164
casi-producto en Al1 y sea 5 la subvariedad definida en (5.5.3). Entonces:
1. Existe una estructura casi-producto (As,Bs) adaptada a la restricción de w¡~ a 5.
2. Si Es es cualquier solución de (5.5.4) entonces As(Es) es una solución que verifica la
condición SODE.
En el caso general, podemos aplicar el algoritmo de Gotay-Nester al sistema presimpléctico
(TQ,wr,, EL). Si el algoritmo se estabiliza, denotamos por P1, la subvariedad final de ligaduras.
Consideremos en ~‘1una estructura casi-producto adaptada a ker wr, fl TI’1 que sea proyectable
en Al1. Entonces, usando un procedimiento similar al usado en la Proposición 5.5.1, obtenemos
una estructura casi-producto (As,!?s) en 5 adaptada kerwr, fl TS y una única solución de
la ecuación del movimiento ixwr, = dEL tangente a 5 que también verifica la condición de
ecuación diferencial de segundo orden. Además, esta solución pertenece a ImA5. Podemos
entonces considerar la ecuacion:
ixwp1 =
donde wM1 = Jw~, siendo : I’~ —* TQ la inclusión canónica. Sea (A1,!?1) una estructura
casi-producto adaptada a kerwp1 que es proyectable en Al1 (la variedad final de ligaduras en el
lado hamiltoniano). Entonces, por la Proposición 5.5.1 obtenemos una estructura casi-producto
adaptada a w8 donde w5 = J7~WL, siendo is 5 —. ~‘1 la inclusión canónica. Además, si E es
una solución de la ecuación
ixw5 =
entonces As(Es) es también una solución y verifica la condición SODE.
5.6 Lagrangianos afines en las velocidades
En esta sección, consideramos un caso particular de lagrangianos degenerados: los lagrangianos
afines en las velocidades.
Se estudian las estructuras casi-producto adaptadas a wr, que, de hecho, son conexiones
de Ehresmann en TQ. Como en la Sección 5.2.1, a partir de las ligaduras de segunda clase
construimos una estructura casi-producto en TQ que determina una dinámica “admisible” en
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el lado hamiltoniano. Se estudia también el problema de la ecuación diferencial de segundo
orden.
Un lagrangiano afín en las velocidades Len TQ
L(qÁojÁ) = ji~(q)4A + f(qA)
puede ser globalmente definido como sigue:
L = ft + 1%
donde ji = ji~(q)dqÁ es una 1-forma en Q y fi’ = fo rq.
La energía y las formas de Poincaré-Cartan son, respectivamente:
= fV aj, = .-.1LLV = djiv.
Tenemos que V(TQ) c kerwj y
dimkerwr, =2dim(V(kerwn))
Supongamos que la 2-forma dp es simpléctica. En este caso, se tiene que kerwr, = V(TQ)
y, por lo tanto, (TQ,djiV, fV) es un sistema presimpléctico con dinámica global. Considérese
una estructura casi-producto adaptada a la forma presimpléctica wr,. Es decir, una distribución
complementaria a la distribución vertical, o en otras palabras, una conexión en el librado
tangente TQ (véase [90]). Para una conexión 1’ en TQ, denotamos por ¡u el proyector horizontal
y por y el proyector vertical.
Como dp es simpléctica, existe un único campo de vectores Xj tal que
ix1(—dji) = df;
es decir, X1 es el campo de vectores hamiltoniano con energía f. La elevación completa X de
Xj verifica que
ixywr, = dEr, . - (5.6.5)
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Entonces, dada una conexión r, fijamos una solución de (5.6.5) eligiendo h(X¶) = Xc1ELJ<
X7, que es, precisamente, la elevación horizontal de X
1 con respecto a F.
La estructura casi-producto definida por los proyectores (¡u, y) de la conexión definirá un
corchete de Poisson en TQ si y solamente si la distribución horizontal Imh es integrable, esto
es, si la conexión es llana.
La transformación de Legendre está definida por
Leg: TQ —* TQ
(qA,4A) —. (qA,ji~)
y, así, Al1 = Imp. De la Proposición 5.4.1, deducimos que la estructura casi-producto definida
por (¡u, y) es proyectable a Leg(TQ) = M1 puesto que kerwr, = Imv = V(TQ). Se obtiene que
w1 es simpléctica. Además, la aplicación
~‘: Q — Leg(TQ)= Al1
es un difeomorfismo y Leg = o ~b. Como (~—í )*dji = w1 deducimos que ~ es un simplectomor-
fismo. Por la Proposición 5.4.3, para una conexión llana en TQ, la proyección rq TQ —~ Q
es una aplicación de Poisson, donde hemos considerado el corchete de Poisson { , en TQ y
el corchete de Poisson { , },j,, definido por la forma simpléctica dp en Q.
Todas las ligaduras primarias
4’Á = PA — PA, 1 < A < it son de segunda clase puesto que
{0A,$B} = ‘9jiB ‘9jiA
5qA bqB
y la matriz (CÁB) = ({0Á,$B}) es regular puesto que dp es simpléctica. Como en la Sección
o.2.1. consideramos la estructura casi-producto (P, Q) en TtQ definida por el proyector
Q = C”~X~~ ®
CAS ® (dps~ÉP-P~dqD)
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Entonces, ImP = ker Q está generado por los campos de vectores
= I<A<n+ 8q’~ 9p~ _
y, además, estos campos de vectores son tangentes a Al1.
Por la Proposición 5.5.1 deducimos que dada una conexión 17 en TQ construimos una va-
riedad diferenciable 5 de dimensión it en TQ donde existe una solución de la ecuación
(ixwr, = dE~)i~
que verifica la condición SODE. Como (Alí,wí) es simpléctica entonces (S,ws) es también
símpléctica y fácilmente se deduce que 5 = Im(XC) y la única solución es precisamente ¿s =
que, por supuesto, verifica la condición SODE. El campo de vectores XII satisface la condición










La teoría clásica de sistemas mecánicos con ligaduras apareció ya en el siglo pasado, pero,
actualmente, mantiene una atención continuada dada su importancia para resolver problemas
prácticos como los que aparecen en la teoría del control.
Podemos encontrar dos acepciones diferentes del significado de un sistema mecánico con
ligaduras. Así, tendremos ligaduras “internas” impuestas por la singularidad del lagrangiano,
o ligaduras “externas” impuestas por las fuerzas de ligadura actuando en un sistema regular.
El primer tipo de ligaduras ha sido estudiado en los capítulos anteriores.
Recientemente, han aparecido varios artículos desarrollando el marco geoniétrico para el es-
tudio de estos sistemas: Weber [148, 149], Marle [95], Bates y =niatycki[71,Roiller [64], Dazord
[36] y otros. Otros artículos relacionados con una formulación en términos de la geometría casi
tangente son los siguientes: Cariñena y Rañada [25], Rallada [118], Cariñena y Rallada [261,
Sarlet, Cantrijn y Saunders [130]y Sarlet [127](también nos referiremos a Massa y Pagani [103]
y Giachetta [47] para una formulación en términos de fibrados de jets.)
Las ligaduras externas consideradas en este capítulo se llamarán ligaduras no-holonómicas.
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Esto significa que existe una familia de m funciones afines en las velocidades 
que restringen el movimiento permitiéndole únicamente tomar algunos valores determinados 
de las posiciones y velocidades. En otras palabras, las soluciones (entendidas como campos 
de vectores) de las ecuaciones de Euler-Lagrange modificadas tienen que ser tangentes a la 
subvariedad PI definida por anulación de las ligaduras. Una ligadura holonómica g(q) es una 
función en la variedad de configuración que puede ser interpretada como un par de ligaduras 
&l no-holonómicas definidas por la función g(q) y su diferencial, es decir, 41 = -q y ++J~ = g. 
La distinción entre ligaduras holonómic+ (integrables o geometricas) y no-holonómicas (no- 
integrables o cinemáticas) es debida a H. R. Hertz (601 (véase también [lOS]). 
La forma clásica de enfrentarse con los problemas de ligaduras no-holonómicas es usando 
multiplicadores de Lagrange. En 125, 1181 esta técnica fue utilizada siguiendo un punto de vista 
geométrico. 
En este capítulo, éste será también nuestro objetivo. De este modo, construímos una estruc- 
tura casi-producto en TQ, de modo qúe la proyección del campo de vectores de Euler-Lagrange 
para el sistema libre nos dará las ecuaciones del movimiento para el problema con ligaduras. 
En nuestro análisis obtenemos dos tipos diferentes de comportamientos. De las condiciones 
de tangencia, se llega a un sistema de m ecuaciones con m incógnitas (los multiplicadores de 
Lagrange) cuyas soluciones dan los valores que p&den tomar los multiplicadores de Lagrange. 
Un estudio de estas ecuaciones nos da dos posibilidades. El sistema tiene una única solución 
(cuando la matriz C de los coeficientes del sistema de ecuaciones que nos permite obtener los 
multiplicadores de Lagrange tiene rango máximo k = m). En este caso, obtenemos una solución 
bien definida en TQ (al menos en PI); o la matriz C tiene rango k < m. En este último 
caso, asumiendo la compatibilidad del sistema de ecuaciones, llegamos a la determinación de 
la dinámica salvo elección de m - k multiplicadores de Lagrange. Si el sistema de ecuaciones 
es incompatible, elegimos los puntos de PI donde el sistema tiene solución, y así obtenemos 
nuevas ligaduras que definen la subvariedad & de PI. Si &I tiene dimensión cero o I% = 0, 
entonces no hay dinámica. En otro caso, incorporaremos las nuevas ligaduras al análisis anterior 
y obtendremos, a pzirtir de las condiciones de tangencia’adicionaks, una nueva subvariedad 
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de ligaduras £3, y así sucesivamente. Este algoritmo produce una sucesión de subvariedades
... -P3 C P2 C
1’í C TQ. Si el algoritmo se estabiliza en alguna subvariedad final de ligaduras.
podremos determinar una solución completamente consistente de la dinámica, o, en el peor
de los casos, la dinámica está completamente indeterminada. Es evidente la similitud de este
algoritmo con el algoritmo de Dirac-Bergmann-GotayNester ([51, 52]).
El capitulo se estructura del siguiente modo. En la Sección 6.1 recordaremos algunos as-
pectos de la formulación geométrica de los sistemas lagrangianos sometidos a ligaduras no-
holonómicas y, además, construiremos una estructura casi-producto en el espacio de fases que
nos permitirá dbtener la solución de la mecánica proyectando el campo de vectores de Euler-
Lagrange correspondiente al problema libre o sin ligaduras. Desarrollamos un algoritmo de
ligaduras en la Sección 62 para el caso no regular. En el caso en que el algoritmo se estabilice
en alguna subvariedad final de ligaduras, construiremos una estructura casi-producto adecuada
en ella. Se considera el caso holonómico en la Sección 6.3 y, en la Sección 6.4, encontramos
una formulación global para los sistemas no-holonómicos. En la sección 6.5 analizamos un caso
particular cuando la distribución está definida por un conexión y en 66 estudiamos, un ejemplo
clásico, el de las ecuaciones de las geodésicas sujetas a ligaduras.
En la Sección 6.7 se estudian las simetrías y constantes del movimiento de un sistema lagra-
giano no-holonómico. Se analiza la contrapartida hamiltoniana en la Sección 6.8. Finalmente,
en la Sección 6.9, extendemos estos resultados al caso dependiente del tiempo.
6.1 Sistema lagrangianos no-holonómicos
Sea Q una variedad diferenciable de dimensión it, TQ su fibrado tangente, y i~Q : TQ —. Q
la proyección canónica. Denotaremos por {qÁ. 1 < A =n} las coordenadas locales en Q y por
{qA
4A; 1 =A < it> las coordenadas inducidas en TQ.
Sea J la estructura casi tangente canónica y O el campo de vectores de Liouville en TQ.
Sea L TQ —~ IR un lagrangiano regular, es decir, la matriz hessiana
(WAB) = ( 82 L N
8.~Aa~B
)
es regular. Recordemos, que como L es regular, WL es simpléctica y, en este caso, existe una
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unica solución de la ecuación del movimiento ixwr, = dEr, que, además, es unaSODE. Por otro
lado, como wr, es simpléctica se define un corchete de Poisson en C~(TQ) definido por:
{f,g}r, = wr}Xj,X9) , Vf,g E C~(TQ),
donde Xj denota el campo de vectores hamiltoniano con energía hamiltoniana f (es decir,
= df). Así, E~ = X~ y {f,Er,}r, =
Supongamos que L está sometido a un sistema de ni ligaduras no-holonómicas {~j; 1 =i <
ni>, con m < it, que son afines en las velocidades; o lo que es lo mismo, ~j : TQ —+ IR es una
función que puede ser localmente expresada como sigue:
= (ji1)4qft~A + h~(q) , (6.1.1)
donde (ji~),~ y h1 son funciones en Q. Aquí, solamente un tipo de movimientos están permitidos:
aquellos que satisfacen las relaciones (6.1.1).
Entonces, existen ni 1-formas {jii} y ni funciones {hJ definidas en Q tales que
= ¡
2~ + hy, (1 =i =ni),
con ji = (p~
1)~dqÁ.
Debemos, además, restringir la dinámica a la subvariedad F1 de TQ definida por la anulación
de las funciones q$j. El campo de Euler-Lagrange E~ es el única solución del sistema lagrangiano
libre, pero, en general, ¿r, no es tangente a la subvariedad P1. Sin embargo, la dinámica del
sistema con ligaduras debe ser representada por un campo de vectores que sea tangente a
A. Por otro lado, debemos modificar las ecuaciones del movimiento para obtener el siguiente
sistema de ecuaciones: { ixwr, = dEr, + A’ji~ (6.1.2)
dq~1(X) = O,
donde 4’ = r$jii. Las funciones V son los multiplicadores de Lagrange.
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Por lo tanto, las ecuaciones de Euler-Lagrange son:{ d OL 8L
— =
~dq (l=A=n).
Para una m-upla A — (A’,... , A”’), consideramos el campo de vectores Y,~ dado por
= E~ + ~Z1
donde Z1 son los campos verticales (véase [25]) definidos por:
y
zziwL = jiI
Nótese que Y,, verifica la primera ecuación del sistema (6.1.2). También, impondremos que Y,,
satisfaga la segunda condición y, así, Y~ tiene que ser tangente a 1’í. Por lo tanto, se obtiene
que
O = d=b5(Y,,) = dsbá(EL + >0Z1)
— {~5,EL}L + A’Z1(~5)
Denotamos por C la matriz de orden ni cuyos elementos son Cjj = Z~(q5~). Si O es regular,
entonces, los multiplicadores de Lagrange A están unívocamente determinados en TQ. Por
ejemplo, si Les un lagrangiano de tipo mecánico (es decir, L = T— 1/, donde T = ~gABdqÁdqB
es la energía cinética obtenida a partir de una métrica riemanniana g en Q y t/ : Q —~ IR es la
energía potencial) entonces la matriz O es regular (véanse [7, 25]).
Primero, supondremos que la matriz C es regular en TQ. Nuestra intención es construir una
estructura casi-producto en TQ tal que la proyección del campo de vectores de Euler-Lagrange
Q nos permita obtener la dinámica del sistema. Para hacer esto, consideremos el campo de
tensores de tipo (1,1) Q:
Q = C’Z.~ ® d~,
donde C” son las componentés de la matriz inversa de C, esto es, C”CJk = 6~. Un cálculo
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directo muestra que = Q. Si definimos 7’ = id — Q, entonces (7’, Q) es una estructura casi-
producto en el espacio de fases TQ. Además, el campo de vectores P(¿r,) es la única solución
de las ecuaciones (6.1.2). En efecto,
P(Ec) = ¿r, —
lo que implica que P(¿r,) verifica la ecuación (6.1.2) para A’ = —C~1Erj~1). Además, para todo
~¡, (1 =1 =ni), se verifica que
= EL@h) —
— E~(W) — ~&Á~I) = O.
Observación 64.1 El estudio anteriormente realizado, en principio, podría generalizarse para
el caso de un sistema lagrangiano sujeto a ligadurasno-Uneales verificando las condiciones de
Chetaev (véanse [110, 122, 148]). En este caso, las ligaduras son relaciones de la forma:
f~(q,4) = O
y las ecuaciones del movimiento son:{ iywr, = dEr, + >¿J”jdf1),
df1(X) = O.
El problema que se encuentra es que las 1-formas J*(df1) no son en general linealmente inde-
pendientes. 4
Ejemplo 6.1.1 (Véanse, por ejemplo, [108, 123, 25, 130]) Consideremos un disco de radio R
rodando sin deslizamiento de modo que se mantiene vertical en el plano ir (véase figura de la
página siguiente). Las coordenadas usuales del espacio de configuración IR x 51 >< 51 son: x,y
las coordenadas cartesianas del centro de masas, p el ángulo que forma la recta tangente al
disco en el punto de contacto y el eje de las x y 4> el ángulo formado por algún diámetro y la
vertical.








1. el lagrangiano regular:
L= ~(ni±2+niñ2+J#+Í&2)
donde ni es la masa, e 1 y J son momentos de inercia;
2. dos ligaduras no-holonómicas:
= ±—(Rcosso)4>=0,
= Ú—(RsinsoYi,b=0.
La 2-forma de Poincaré-Cartan del lagrangiano L es:
WL = mdx A d±+ nidy A dÑ + Jd~ A dc,b + Id4> A dg’,
y el campo de vectores de Euler-Lagrange es:





+ — cos so—,-
1 84>
= 11+RSinJ
donde ji~ = dx — (Rcosp)d4> y ji2 = dy — (Rsin~)d4> son 1-formas de modo que ¡=j =
= 1,2. Construimos una estructura casi-producto considerando la matriz C definida por
O = (C1) = ( Z1 (~)Z2Qp,) Á —— cos ~ sin ~o —r cos ~ sin ‘~ 1Á — W(sin<~)2 )
y el proyector Q es:
Q = C”Z1 ® d~.
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(Obsérvese que O es regular en todo punto de T(IR2 x S~ x 51)). Finalmente, calculamos P(¿r,)
con 7’ = id —
P(&) = E~-Q(E~)
— Ei. + (mR~b4> sin s~)Zi — (niR,b4>coss~)Z
2 -4
Ejemplo 6.1.2 El trineo de Caplygin es un cuerpo que tiene tres puntos de contacto con
un plano ir; dos de ellos se deslizan libremente, pero el tercero es una cuchilla sujeta a una
fuerza que no le permite velocidades transversales. El espacio de configuración es Q = IR x S~.
Elegimos coodenadas (x,y) para el punto de contacto de la cuchilla y ~ es el ángulo entre el
eje de abcisas y la tangente a la cuchilla (véase figura de la página siguiente).
El sistema viene descrito por:
1. El lagrangiano
L(x,y,~) = ~(i2 + ¡Y2) + !j~2 —gy
donde J es un momento de inercia.
2. y la ligadura no-holonómica
= ¡Y — ±tg~.
Del lagrangiano L obtenemos
Fr, = 12 2 1~(± +Ñ)+~Jsb2—9v~
WL = dxAd±+dyAdÑ+Jd~Ad@,
.8 .8 .8 8
Consideremos la 1-forma ji = — tg9dx. El campo de vectores Z tal que izwr, = ji~ es




Calculamos la matriz 1. x 1 C = (Z(~)) = (—(1 + tg2 cp)). El proyector Q está definido por
la expresión:
y
1 (8 2i~ ® (dj¡
Q(Er,) — ____________
1+tg2’p





____________ 2 ±~~—1 8
í+tg2~
Si únicamente podemos asegurar que la matriz O = (Z
1(~5)) es regular en Éí entonces
construimos un campo de tensores (1,1) a lo largo de Pí; es decir,
P(x) : T~(TQ) —* TX(TQ), Vx E E,,
definido como sigue:
= (id — C”Z5 ®
En este caso, podemos determinar los multiplicadores de Lagrange A’ solamente para puntos
x en P~. La proyección P((E~)~~) nos define un campo de vectores tangente a 1% que va a
determinar unívocamente la dinámica del sistema lagrangiano sometido a las ligaduras ~í. Es
evidente que si C es regular en Éí también lo es en un entorno abierto de E,.
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6.2 El caso singular
Ahora, estudiaremos el caso restante: la matriz O es singular. Supondremos que sobre P1 la
matriz C tiene rango constante k, con k < ni. Examinemos las ecuaciones:
O = {~,E~Jr, + AtZ1(~1) , (1 ==ni) . (6.2.3)
Es posible que las ecuaciones (6.2.3) nos lleven a un resultado absurdo (tipo O = 1); en este caso,
diremos que las ecuaciones (6.1.2) son inconsistentes. Para evitar este problema, impondremos,
cofto en el algoritmo de Dirac-Bergmann [38] desarrollado en el Capítulo 4 (véanse también
[51, 52]), la condición de que estas ecuaciones no den lugar a una inconsistencia. En tal caso,
el número de multiplicadores de Lagrange A’ determinados por las ecuaciones (6.1.2) es k.
Además, pueden surgir nuevas ligaduras 4’, (1 =i’ =ni’), con m’ < ni — k Así, obtenemos
una nueva subvariedad de ligaduras P2 determinado por la anulación de las ligaduras ~ y ~
Además, debemos incorporar estas nuevas ligaduras 4>~’ a las ecuaciones (6.1.2) y, así, obtenemos
un nuevo conjunto de ecuaciones del movimiento:
(ixwj, = dEr, + A’ji~)1I (d~b1(X) = O)/ , (&2.4)(d4>1’(X) =
La tangencia de X a ~‘2 determina las nuevas ecuaciones:
O = {4>í,,Er,}~, + A’Z1(4>1s)
Incorporamos estas ecuaciones a (623) y este sistema de ecuaciones tiene que ser tratado de la
misma manera a como se hizo con el sistema (6.2.3) y, probablemente, se determinarán nuevos
multiplicadores de Lagrange V y aparecerán nuevas ligaduras. Este procedimiento finaliza
cuando hayamos acabado con todas las condiciones de consistencia. Si el problema inicial tiene
solución, llegamos a alguna subvariedad final de ligaduras 1%, determinada por la anulación
de todas las ligaduras, donde van a existir soluciones consistentes. En este proceso, algunos
multiplicadores de Lagr4nge pueden permanecer indeterminados, en tal caso diremos que existe
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una ambigliedad en la descripción de la dínamíca.
Para ilustrar el método anterior, vamos a considerar el caso de un sistema lagrangiano
sometido a una única ligadura: ~ = ¡2 + hv, donde ji es una 1-forma en Q y,h E Cx(Q). Las
ecuaciones modificadas del movimiento son:{ iXWL = dEr, + AjiV
d«X) = 0.
Como X4b = O se obtiene que:
O = {~,EJ~}r, + AZQk) . (6.2.5)
Si Z&b) # O deducimos que el valor del multiplicador de Lagrange es
A— Z(~)
y la dinámica está determinada por la SODE
YA=EL— {¿Ib~EL}LZZ(#)
Si Z(~) = O y {~, EL}L = O en 1~1 entonces obtenemos que la dinámica del sistema está
determinada en 1½por
Y> = E~ + AZ,
para cualquier valor arbitrario de A. Sin embargo, si Z(tb) = O y {&Er,}r, ~ O en P2, entonces
la ecuación (6.2.5) se satisface únicamente en la subvariedad A de A definida por las ligaduras
4> = {~,EL}L. La preservación en el tiempo dela ligadura 4> requiere que X(4>) = O. Así,
obtenemos la ecuación:
O = {4>,Er,}r, + AZ(4>).
Como antes, si Z(4>) # 0, entonces los multiplicadores de Lagrange quedan fijados y la dinámica




Por otro lado, si Z(4>) = O y {4>,Er,}r, = O en 1’2 entonces la dinámica está completamente
indeterminada. En otro caso, obtenemos una nueva ligadura. Así, procedemos iterativamente
aplicandoeste procedimiento, llegando a alguna subvariedad final de ligaduras fi1 (si el problema
tiene solución) donde existe al menos una solución del problema inicial.
Ejemplo 6.2.1 Sea L : TIR
3 —+ IR el lagrangiano regular dado por
L ‘ ((41)2 + (42)2 — (43)2)
Supongamos que está sometido a la siguiente ligadura lineal:
«q4) = 42 + 4~.
Aquí, {q’,q2 ,q3 41 4243> denotan las coordenadas fibradas en TR3. Se obtiene que
Er, = (41)2 + (42)2 — (43)2 = L
wr, = dq1Ad4’+dq2Ad42—dq3Ad43,
d8 .28 .38 c~
=




Como Z(4’) = O debemos considerar la nueva ligadura4> = Er,GtO. Pero 4> se anula en todo punto
por lo que concluimos que no es posible determinar el multiplicador de Lagrange A. Nótese que
para cada A obtenemos una solución YA = EL + AZ de las ecuaciones del movimiento. En
consecuencia, la dinámica está completamente indeterminada. 4
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Ejemplo 6.2.2 Considérese el lagrangiano regular en T113 dado por
y sometido a la ligadura
Entonces ~ = ¡2, con ji = dq’ + dq3.
Un cálculo directo nos muestra que:
Fr, (41)2 + (42)2 — (43)2 —
COL = dq1Ad41+dq2Ad42—dq3Ad43,
= .18 .28 .~8 ~8
El campo de vectores Z, tal que izCOL = ji” es
8 8
841 84~
Como Z(~) = O obtenemos una nueva ligadura 4> = ¿r,(r/) = q’. Así, se obtiene una subvariedad:
É2 = {(q’,q2,q%41,Ej2,Ej3) ¡4’ +4~ = 0,q1 = o>
Como Z(4>) = 0, surgen nuevas ligaduras; 4>’ = ¿r,(4>) = 41, y obtenemos la subvariedad É3
definida por
= {(q
1,q2,q3,4’,42,43) 1 q1 = O, 4’ = O,Ej~ = 01
Además Z(4>’) = —1, y el algoritmo se estabiliza en la subvariedad P
3. Ahora, determinamos
el multiplicador de Lagrange A:
Por tanto, tenemos que el campo de vectores EL + q’Z determina la dinámica en la subvariedad
4
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Como ya hemos visto, si la matriz C es regular en TQ, podemos construir una estructura
casi producto (7’, Q) en TQ de modo que nos permita obtener, por proyección, la dinámica del
sistema lagrangiano sometido a las ligaduras. Nuestra intención es generalizar esta técnica al
caso singular usando el algoritmo anterior.
Supondremos que la matriz C = (Z~(k5)), (1 =i,j =ni), es singular y rango O = k < ni.
Sin pérdida de generalidad, podemos suponer que la submatriz C, = (C~~) = (Z1(~1)), (1 <
z,j =k), de O es regular.
El problema tiene solución en P1 si
(rango (Z1(~1)) = rango (Zd~1) ; {Ec,~5}L)) . (6.2-6)
En este caso, podemos construir la estructura casi-producto (7’, Q) definida por
Q = C”Z5®d~,(1=i,j<k),
y 7’ = id — Q, donde ~ es la componente ij de la matriz inversa de C1. Probemos que la
proyección P(EL) da lugar a unasolución de la dinámica con ligaduras. En efecto, es únicamente
necesario probar que 7’(E~)(~~) = O, para cada 1 < < ni. Primero, para cada 1 < 1 < k se
obtiene que
= EL(W) —
= ELOk>) — C”CSIEL(#Í) = O
Ahora, si consideramos ~, (k + 1 < a < ni), obtenemos
= ELUS) — C”EL(#I)Zd(~0)
De (6.2.6) deducimos que Z~Qk ) — f’ Zj(~¡), (1 =¿ = k), para algunas funciones f, e
CC~(TQ). Por lo tanto,
P(E~)Yk0) = E~cÁta) —
= E~(&) — C”EtQk3f;Cs¡
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pues hemos supuesto que rango (Z1(#5) ; {Er,,~5}r,)1 = k.
Por otro lado,
(rango (Z~(~~))< rango (Z1(~5) ; {Ec,~~}~)) , (6.2.7)
y, entonces, obtenemos un conjunto de ligaduras adicionales. Aplicando el algoritmo, llegamos
a una variedad final de ligaduras 1’j (si el problema tiene solución) definida p¿r la anulación de
las ligaduras x&, (1 =i’ =ni’), donde ni’ > ni. En 1’j se obtiene:
(rango (Zv(x~~)) = rango (Zv(x5s) ; {E~,x~’}c) ) . (6.2.8)
Supondremos que el rango de la submatriz 0’ = (Zu(x~¿)) ,(1 < i’ < ni), (1 =1’ =m’), es
constante, es decir, rango C’ = /v’ < ni (k =k’). Para simplificar, supondremos que la matriz
= (C$~,) = (Z~’(x~’)), (1 < i’,j’ =k’) es regular. Como antes, construimos una estructura
casi-producto (7’, Q) definiendo
Q = (C’)””Z5’ 0 d<p , (1 =i’,j’ =k’ < ni)
y P= id — Q, donde (C’)
1’~’ es el elemento i’j’ de la matriz inversa de C’. Para cada solución
X — EL + A?
1 + A
0Za, (1 =í =k’, k’ + 1 =~ =ni) de la ecuación
iXCOL = dE~ + Ap~, (1 =i =m),
obtenemos que P(X) es una solución del sistema de ecuaciones. En efecto, se verifica que
P(X) = EL + A?, + >&Z
0 —
— A’(C’)””Z¿(x~’)Z5. — A0(C’)””Z0(x¡’ )Z51
= E~ — (C’)”” (EL(xI’) + AZ,dxí’)) Z5’ + A0Z0
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con k’ + 1 =fi ni. Concluimos entonces que{ iP(X)WL = dEr, + A’ji~,
((P(X))(x~’) =
6.3 Ligaduras holonómicas
Supongamos que un sistema lagrangiano está sujeto a ligaduras holonómicas h¿ E
(1 < i < m), con ni < it. Esto es, las velocidades no aparecen las ligadurás. En términos
geométricos las ecuaciones del movimiento son:
I i~’wr, = dEr, + >Odh~,dh~(X) = O , (6.3.9)dh~(X) = 0.
Como dhy(X) = h~ puesto que X es una SODE, podemos primero estudiar el sistema la-
grangiano sujeto a las ligaduras no-holonómicas h~ y resolver las ecuaciones del movimiento{ iXCOL = dEr, + A’dh~ (6.3.10)
dh~(X) = O,
y más tarde, imponer las ligaduras ¡u~ = 0. De esta manera, un sistema no-holonómico es, de
alguna forma, un caso especial de sistema no-holonómico.
Mostraremos como un sistema holonómico es, en cirto sentido, un caso especial de sistema
libre.
Primero, nótese que Al1 = TQ1, donde Qí denota la subvariedad de Q definida por la
anulación de las funciones ¡uf. Ahora supongamos que la matriz ¿2 de elementos ~ = Z1(hj~) es
regular en Al1 (y entonces, en un entorno abierto suyo). La dinámica estará así representada
por un campo de vectores en Al1




y 1 la función lagrangiana
L = L — ~ Ah~.
Un cálculo directo demuestra que
E1 = Er, —
WL = WLQMAdh~’/4WM
Llegamos a que
tp(¿L)WL =dEL — h~’(ip«L)wAí — dEA¿) + h~aáé
Como Al1 = TQ1 está definida por la anulación de h~ y h~ se deduce que
= dEL
en TQ1. Este resultado nos dice que este sistema puede ser considerado como un sistema
lagrangiano libre de ligaduras con lagrangiano L y siendo P(E~) una solución de la dinámica.
Ejemplo 6.3.1 Considérese el sistema definido por dos partículas 1~1 y I~2 de idéntica masa
ni = 1 que están unidas por un segmento de longitud invariable 1 y masa despreciable. Además,
el sistema está costreñido a moverse en un plano vertical de modo que la velocidad del punto
medio está dirigida en la dirección del segmento (véase [44]).
Sean (xy,x2) e (yí,y2) las coordenadas. de f~1 y de I’2, respectivamente. Entonces el
movimiento de este sistema está descrito por
1. el lagrangiano regular:
1 2 2 2
L = ~ (t + x2 + ¡¡~ + Ñ~) — g(gi + Y2)
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2. la ligadura holónoma:
1
2
[(=2 — xi)2 + (Y2 — ¿2]
3. y la ligadura no-holonómica:
= (x2 — xí)(¡Y2 + ~í) — (±2+ ±í)(y2— y’)
La ligadura holónoma hí da lugar a la ligadura no holonómica:
= d/i1 = (x2 — xí)(i2 — ±,)— (y2 — yí)(~, — ñ2)
Del lagrangiano L obtenemos
EL = + W) + g(yí + 1/2)
= dx,Ad±l+dx2Ad±2+dyíAdñí+dy2AdÑ2
8 8 8 .8 8 8
+Ylr+Y2r--9r -~‘S





— (x2 — xi)y + (1/2 — Yí
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(véase la página siguiente). La proyección P( EL) de En determina la dinámica del sistema en
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6.4 Sistemas lagrangianos con ligaduras no-holonómicas definidas 
globalmente 
En esta sección obtenemos una globalización de los resultados obtenidos anteriormente. 
Sea D una distribución de dimensión n - m. Definimos dos distribuciones DT y D" en TQ 
como sigue. Si D está localmente generado por la anulación de las m l-formas pi, (1 < i 5 m) 
entonces DT está definida por la anulación de las l-formas pv y pi, (1 5 i < m) y D” está 
definida por la anulación de las l-formas pv, (1 < i 5 m). Es evidente que DT c D” y 
dimD”=2n-mydimDT=2(n-m). 
Si {,&} es otra base local de D tenemos que 
donde (Ai) es una matriz regular definida eb la interSección de los dos entornos locales donde 
están definidas las l-formas. Como 
(64.11) 
deducimos que DT y D” están bién definidas. Aquí fc denota la elevación completa de una 
función f en Q a TQ. 
Consideremos un lagrangiano regular L : TQ - R. Supongamos que el sistema la- 
grangiano está sometido a fuerzas de ligadura inducidas por la distribución D. En este caso se 
han de verificar las siguientes ecuaciones del movimiento globales: 
(ixwr.:dE~) E Z(D"), 
XED~. 
(6.4.12) 
donde denotamos por Z(D") el anulador de Dv. 
La condición primera se puede traducir localmente en la formulación clásica de multipli- 
cadores de Lagrange. Si 
(ixwr.-~EL)EZ(D") , 
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entonces existirán funciones X’, (1 5 i < m) tales que 
ixwr. - dEr. = X’pv 
Además, deducimos que X es una SODE. 
Examinemos la segunda condición X E DT. Como X es una SODE se verifica que 
J(X) = jii, (1s i 5 m) 
p:(X) = X(Ui) , (1 5 i 5 m) 
Las funciones fii, (1 5 i 5 m) definen localmente la subvariedad D de TQ (aquí, estamos 
considerando la distribución D como una subvariedad de TQ pues D es un subfibrado vectorial 
de TQ). Por lo tanto, debemos restringirnos a los puntos de D c TQ. Por otro lado, también 
tiene que verificarse que p:(X) = X(fi;), por lo que X ha de ser tangente a D. 
Como en el capítulo anterior, construímos una estructura casi-producto (P, &?) de modo que 
la proyección del campo de vectores de Euler-Lagrange determine la solución de las ecuaciones 
(6.4.12). Consideremos los campos de vectores Zi, (1 5 i 5 m) definidos localmente por: 
y el proyector definido por: 
& = C’jZ; @ dfi; 
donde C’j es el elemento ij de la matriz inversa de (Zi(îLj)). Aquí, suponemos que la matriz 
C = (Cij) es regular en TQ, para simplificar. En el caso, en que no lo fuera, aplicaremos el 
algoritmo desarrollado en la Sección 6.2. 
Si elegimos otra base local de l-formas íii, (1 5 i 5 m), que anulen la distribución D, 
podemos construir otro proyector 
g:=(yz;@&, 





Si suponemos que ¡2~ — A’ji_ se obtiene que:
{ w === A7A~CT,,
puesto que Z¿ es un campo de vectores vertical. Así, la inversa de (C11) tiene como elementos:
— Crs(A~l);(A~íy,.
Se deduce que:
= Q + Crk(A-íg¡2,(z~ ® dA~),
Luego, ambos proyectores coinciden en los puntos de D. Por lo tanto, obtenemos un proyector
definido en los puntos de D:
Q(x):T~TQ—+T~TQ, VxED
y el proyector complementario 7’ = íd — Q.
El campo de vectores A en D definido por
A(x) =P(x)(Er,(x)) , Vx E D
es la solución de la dinamica.
Observación 6.4.1 Los resultados de esta sección son una versión global
para ligaduras lineales en las velocidades. Para obtener la globalización del
afines, haríamos la formulación en la libración R x Q —. R. 4
4el caso anterior
caso de ligaduras
Observación 6.4.2 Supongamos que el sistema lagrangiano está sujeto a ligaduras holonómicas
e C~(Q), (1 ~ a < s). Esta situación puede considerarse como un caso particular del es-
quema general. En efecto, consideremos la distribución D’ en Q determinada por la anulación
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de las 1-formas dha. Además, se deben considerar nuevas ligaduras, puesto que el espacio de
configuración Q está también constreñido, es decir, no todas las posiciones spn posibles, sola-
mente lo son las de la subvariedad Qo de Q definida por la anulación de las funciones he,. La
construcción anterior sigue siendo válida restringiéndonos a la subvariedad Qo.
Si además el sistema está sujeto a ligaduras no-holonómicas dadas por una distribución D
en Q, definimos la nueva distribución
Den = D e D’
con la condición de que las ligaduras sean independientes. Así, si {y~ , ¡ < i < ni} es una base
local de D, obtenemos la base local de D0~,
{jiódha}
Como antes, debemos restringirnos a la subvariedad Qo.4
Observación 6.4.3 Si la distribución D de un sistema lagrangiano sujeto a ligaduras no-
holonómicas es involutiva, entonces define una foliación en Q. Si tomamos la hoja £ de esta
foliación, entonces el sistema lagrangiano restringe a un sistema lagrangiano holonómico en
4
6.5 Ligaduras definidas por una conexión
Supongamos que Q es una variedad fibrada sobre una varedad diferenciable Al. Es decir, existe
una submersión sobreyectiva ir : Q —* M.
Supongamos que hay una conexión 17 en la fibración ir : Q —* Al de modo que los movimien-
tos admisibles son las curvas horizontales con respeto a la conexión. En otras palabras, los
vectores de la distribución horizontal son las únicas velocidades admitidas. Entonces, D es
precisamente la distribución horizontal fi tal que
TQ = fievir
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Si escogemos coordenadas fibradas (qÁ) = (q’q1) la distribución horizontal estará local-
mente generada por los campos de vectores
1
donde XH denota la elevación horizontal a Q de un campo de vectores X en Al y 1’; son las
componentes de Christoffel. La base dual de 1-formas está definida por{ ~
g
1=I2dq~-l-dqÍ.
Observación 65.l Este tipo de sistemas con ligaduras fueron estudiados por Sarlet, Cantri-
jn y Saunders [130,127]) en una situación más general usando fibrados sobre IR. Nuestro
procedimiento puede ser extendido a este caso.4
Como caso particular se puede considerar un librado principal ir : Q —* Al con grupo O
donde L TQ —. R es O-invariante. Este tipo de sistemas no-holonómicos son conocidos como
sistemas de Caplygin y fueron recientemente estudiados por Koiller [64](véase también [82]).
6.6 Aplicación: ecuaciones de las geodésicas con ligaduras
Sea Q una variedad riemanniana con métrica g y conexión de Levi-Civita V y una distribu-
cion D en Q. Un problema antiguo en la literatura matemática es el de obtener una nueva
conexión lineal V* en Q de modo que las geodésicas de V sean las soluciones del problema
variacional sujeto a las ligaduras lineales determinadas por D (véase Synge [138] y Vránceanu
[147]).Aplicaremos nuestro método a este caso particular.
La función lagrangiana es
L(qÁ,4Á)=~g~~EjA EjB
es decir, L es la energía cinética de g. Consideremos una base ortonormal {g~} de D. Como
Ej = L, obtenemos
q O
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= Z1(¡15) = gAB(~)(~) =
Denótese por (7’, Q) la estructura casi-producto definida a lo largo de D. Obtenemos
= O •A~B ¡ + O($í)BCR¡\ SCRN 8
— q ~
17ÁB OqA kPt/R — UAB($i)E9 (MR) r
_____ — ~~-\ ~ 8A8 — •A~B ¡‘a (OG’OB ~
= q A KAS + ~8qÁ ABkt’.}B) 9YIJR) »4V
= q ¿9qA — qA
4B (r% + (I-¿i)Á;s~””0 8A 8 . ~
donde
(pÓAva = ~ _8qB
denotan las componentes de la derivada covariante de ji y (¡nf =
Como P(Er,) es una SODE y es tangente a D, sabemos que para cada vector tangente z E D
existe una curva a en Q que es solución de 7’(E~) con valores iniciales a(O) = x, &(O) = z y & es
una curva integral de P(¿r,). En efecto, las soluciones de 7’(E~) son precisamente las soluciones





Nótese que las ecuaciones (6.6.13) son las ecuaciones obtenidas por Synge en [138]). Por
supuesto, esta ecuación no tiene soluciones para valores iniciales arbitrarios, solamente ve-
locidades en D son admisibles.
Nótese que (1’~j~c no son los símbolos de Christoffel de una conexión VS. Definen un
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objeto geométrico más general: un spray definido en una subvariedad D de TQ. Recordemos
que existe una correspondencia biyectiva entre sprays en TQ y conexiones lineales en Q (véase
[82]). En efecto, si E es un spray, E = —L~J es una conexión lineal en Q y, recíprocamente, si
1’ es una conexión lineal en Q entonces la SODE asociada canónicamente a r es un spray.
El campo de vectores P(Ec) está definido en D pero se puede extender a un campo de
vectores de un entorno abierto de D (obviamente, de distintas maneras). Elegimos una extensión
y definimos:
=
es un campo de tensores de tipo (1,1) en el entorno abierto cuya expresión en coordenadas
locales es la siguiente:




Un cálculo directo prueba que (1~*)2 — id, y y que los espacios vectoriales propios correspon-
dientes al valor propio —1 son los subespacios verticales en cada punto del entorno abierto.
Además elegida otra extensión de P(E~) obtenemos que el nuevo campo de tensores 1~ coincide
con la anterior en D.
Así, r define una conexión en el entorno abierto de D y todas estas conexiones coinciden
al restringirías a D.
Se definen los proyectores vertical y horizontal del modo usual:
= ~(id + U) , = ~(id — U)
con expresiones locales
= OqA{ h( ~.flz O
— (F*)C EjB O
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Usando los procedimientos usuales para conexiones en TQ (véanse Crifone [56], de León y
Rodrigues [90]) definimos un operador derivada covariante como sigue. Sea X un campo de
vectores en Q e Y un campo de vectores tangente a la distribución; en otras palabras, X es una
sección de rq : TQ —~ Q e Y una sección de TQ/D : D —. Q. Definimos
(V<Y)(x) = cty(~)(v (dY(x)(X(x))), Vx E Q
donde denota el isomorfismo lineal
entre el subespacio vertical de TQ en Y(x) y T~Q.
Si X = XÁO/8qA e Y — YA8/OqA , se obtiene que:
— XA [OY + (rt%Yj 8
Busquemos ahora la condición para que t75<Y e D. Tenemos que:
= (ji1)0dq
0 [(XA~ + XA(r*)%YB)]
— XA + (m)c(Ifl%YB]
Como
(r*)~c=r% +(jií )A;B(jií) C
se deduce que
• AB
= (¡‘3CY% + (Ñc 8qB (ji) — (~)CrE
8qB
Así, se obtiene que
— xA [(jiI)B2YI + 8Cu1)Á i¡B] . (6.6.14)
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Pero Y E O y, en consecuencia,
O = ~(Y) = (Í~OB yE
Derivando esta última expresión, se deduce:
aY8 8(ji~
)
+ OqAY ~0 (6.6.15)
De las expresiones 6.6.14 y 6.6.15 se deduce el siguiente resultado.
Proposición 6.6.1 V define una conexión en rq : D —* Q si y solamente si O es involutiva.
En conclusión, si el sistema es holonómico, V es una ley de derivación en el fibrado vectorial
D-~Q.
En el caso general, lo único que obtenemos es que
X(Q) x Secc(D) — X(Q)
se comporta como una ley de derívacion.
6.7 Simetrías y constantes del movimiento
En el estudio de las simetrías y constantes del movimiento de un sistema lagrangiano sujeto a
ligaduras no-holonómicas, seguiremos la clasificación de Prince [116, 117] (véase también [32]).
Primero supondremos que la matriz C = (Z~(~
5)) es regular. Entonces, existe una única
solución A de la dinámica con ligaduras en P1 donde
A =
Así, introducimos las siguientes definiciones:
Definición 6.7-1 Se dice que una función f en C~(A) es una constante del movimiento de A
st Al = O.
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Definición 6.7.2 Una simetría dinámica de A es un campo de vectores Ñ enÉ, de modo que
[X,A] = O.
Es evidente que si f es una constante del movimiento de A, entonces Ñj es también una
constante del movimiento de A para cada simetría dinámica Ñ.
Si denotamos por XC la elevación completa a TQ de un campo de vectores X en Q, entonces
obtenemos la noción de simetría de Lie.
Definición 8.7.3 Una simetría de Lic de A es un campo de vectores X en Q tal que XC es
tangente a 1’í y (XC),,>, es una simetría dinámica de A.
Como sabemos, existe una relación biyectiva entre las constantes del movimiento del campo
de vectores de Euler-Lagrange Er, del lagrangiano libre L y cierta clase de simetrías dinámicas
las simetrías de Cartan. Recordemos que las simetrías de Cartan para un lagrangiano libre
son campos hamiltonianos XF tales que XpEr, = O y, en este caso, E es una constante del
movimiento
Consideramos ahora una constante del movimiento E: TQ — IR de EL, es decir, EtF = O.
Se puede probar sin dificultad que, si (Z1F)1~ = 0, (1 =i =ni) entonces, como
A = (EL — C”EL(¿b1)ZJ)
‘pi
se obtiene que A(F1>) = O y, así, J?~~ es una constante del movimiento de A (véase [25]). Se
sigue que
Z1F = —¡4’(XF) = 4J*d~)(XF) = —d~j(JXp) = —Ljx~4’i.
Por lo tanto, si (LJxFttí)/É = O concluimos que F1~ es una constante del movimiento de A.
Nótese que, en general, (Xr)1~ no es una simetría dinámica de A y, de hecho, no podemos
asegurar que XF sea tangente a 1’í (véase [10]).
Nuestro próximo objetivo es estudiar el caso degenerado, es decir, Ces singular. Si aplicamos
el algoritmo desarrollado en la sección anterior, obtenemos una variedad final de ligaduras É1
donde existen soluciones de la dinámica. Entonces, para cada Aa, (k’ + 1 =a ~ m), los campos
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de vectores X tales que
x = (EL — (C’y”’ (¿L(xi’)+ AZ0(x~~)) z5~ + >&z)
son soluciones de las ecuaciones del movimiento. Como en el caso regular, si E es una constante
del movimiento de Er, y (Ljx,~~),, = 0, (1 =i =ni), entonces E1,, es una constante del
movimiento de cualquier solución X.
6.8 Formalismo hamiltoniano •
Sea TQ el fibrado cotangente de Q con proyección canónica ir : T*Q ~ Q. Consideremos un
lagrangiano regular L : TQ IR. Como L es regular, Leg es un difeomorfismo local. Para
simplificar, supondremos que L es hiperregular, esto es, Leg es un difeomorfismo global.
Sea ~í = &~ + ¡4’ un conjunto de ligaduras no-hólonómicas independientes y supongamos
que el lagrangiano L está sometido a estas ligaduras. Ahora, analizaremos la contrapartida
hamiltoniana del sistema lagrangiano.
Si definimos la 1-forma &~ = (ir)a1 en T*Q, obtenemos que
• Leg*&=ctY,
y, así, los campos de vectores Z~ y Z, están Ley-relacionados, donde
2gWQ = &í, (1=i=ni)
Además, las funciones & definidas por:
= CIÍ(XJJ) —
están Ley-relacionadas con las ligaduras no-holonómicas ~, (1 =i =ni).
Por lo tanto, concluimos de los anteriores resultados que las soluciones X de las ecuaciones
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del movimiento: { iXWL = dEr±VoY,
d/4X) = o
están Leg-relacionadas con las soluciones de la ecuaciones:{ ~gWQ = dJI + ~Vd,, (6.8.16)
#dX) = O.
La estructura casi-producto definida por el proyector 7’ induce un proyector 7’ en TQ definido
como sigue:
P(Ñ) = TLegP(TLe§1(Ñ)) ,VÑ E X(TQ),
o, explícitamente,
7’ = id~’.~ — C”Z~ ® d~,b
1 (1 =i,j =ni),
donde (Co) es la matriz inversa de 6 =
Es muy sencillo comprobar que si aplicamos el algoritmo desarrollado en la Sección 6.2 a las
ecuaciones del movimiento (6.8.16), obtenemos una sucesión de subvariedades de ligaduras AL
de T*Q. Estas subvariedades M1 son precisamente Al1 = Leg(P1). Así, ambos algoritmos están
conectados por medio de la transformación de Legendre. Si uno de ellos se estabiliza, también
lo hace el otio. En este caso es posible definir una estructura casi-producto adecuada en cada
lado de tal modo que estén Leg-relacionadas.
Observación 6.8.1 Como (TQ,wr,) y (TQ,wq) son variedades simplécticas, obtendremos
dos corchetes de Poisson { , y { , } en TQ y T*Q, respectivamente. Además, como
Le9WQ = wr,, la transformación de Legendre es una variedad de Poisson, es decir,
Leg*{f,g} = {Les?f,Le<g}n ,Vf,g E C~(TQ)
Supongamos ahora que 1’j viene dado por la anulación de las ligaduras Xi’, (1 =i’ =ni’).
Podemos clasificar estas ligaduras en dos tipos diferentes. Se dice que una ligadura x de P1
es de primera clase si ~ = O para cada ligadura Xi de Pp y de segunda clase en otro
1
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caso. De un modo similar, obtenemos una clasificación de las ligaduras de M
1, la subvariedad
final de ligaduras en el lado hamiltoniano.
Denótense por wp1 y w~, las restricciones de wr, y WQ a tí y M1. Así, si todas las ligaduras
de I’j (resp. M1) son de primera clase entonces É1 (resp. M¡) es una subvariedad coisotrópica
de TQ (resp. TSQ). También, si todas las ligaduras de J’j (resp. M1) son de segunda clase
entonces (Éj,wp1) (resp. (kfí,wM1)) es una subvariedad simpléctica. 4




En este caso, la transformación de Legendre es:
Leg(qA,4Á) = (qA,g~fiEjB)
que tiene como inversa:
• Le§í(qA,p~) = (qAp~gBA)
La proyección de una ligadura no-holonómica
~ZZji~EjA -~-~A
es la ligadura en TQ
«qA,p~) = «Legjí(qÁ,p~)) = «qAp~gBA)
= MA gflAps + hA
que es afín en los momentos. 4
Ejemplo 6.8.1 Consideremos un sistema de N-particulas con masa unidad (véanse [114]). El
espacio de configuración es Q = IR3N con coordenadas (ría), (1 < i < N), (a = x,y,z), siendo
rt~ para un i fijo las coordenadas que describen el movimiento de la partícula i.
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Sea L el lagrangiano
L(r’tf’0) = E
•h N
a = 1, 3/’
(#ía)2 Nr N
2 — V(ríx,ríV,ríz,. ..,r ,r
sujeto a las ligaduras holonómicas
N
a=x,y,z,t=1
que dan lúgar a las ligaduras no-holonómicas
N N
= (Ert(X¡¡) = Ema, a = x,y,z.
i=1 i=1
TIRaN y T*RSN se identifican de modo canónico con ReN y, usando estas identificaciones la
transformación de Legendre Leg : IReN ~ IR6”’ es la identidad. Así, estudiaremos el sistema
hamiltoniano asociado pues los resultados serán los mismos que para el sistema lagrangiano.
La forma simpléctica es
CO= dna Adp,
0 1<1< N, a=x,y,z.
La dinámica viene determinada por el hamiltoniano:
JI = (Le§í)*En = E
,=I, Y
a = x, y, z
y el campo hamiltoniano XII es
8 8V 8














Para encontrar la solución del sistema con ligaduras debemos resolver el sistema de ecua-
ciones:
I iy COXQg)X (~) = dfi + >,a(d1ki)V= 0,= O.
Vamos a buscar una estructura casi-producto en IR
6N de tal modo que la proyección de la
dinámica libre, XH, es la solución del problema con ligaduras. Para ello, primero encontremos
los campos de vectores Za definidos por:
ZZ
0CO =






Ahora, consideremos la matriz 3 >< 3:
C = (Cab) (Za(q5~fl E -N Oo —N0~~AT)o







y el otro 7’ = id —
PzZ Z(ókk)(á~r®dP.ia)
La proyección de la solución de la dinámica libre XII es:
8 N—18V 18V 18V OP(XH) = — N ~ —
Or k Oria N 8r2a N 8r/V~, 8Pia
18V 18V N—18V\8¡.4
~ ( Noria NOr2a N OrNo
Observación 6.8.3 Consideremos nuevamenté el la~rangiano regular L : TQ —* IR sujeto a
las ligaduras no-holonómicas definidas por una distribución D en Q. Como L es regular, la
transformación de Legendre
Leg:TQ—.*WQ
es un difeomorfismo local. Por lo tanto, bodemos transportar las distribuciones flT y DV
de TQ a TtQ. Las distribuciones inducidas serán denotada por BT y 5V respectivamente.
Consideremos la función hamiltoniana fi : TQ —~ IR definida por JI o Leg = Er,. Las
ecuaciones del movimiento en TQ para el sistema con ligaduras son{ (ix COq — dH) E (Dfl0,
XEDT. (6.8.17)
Como en el caso regular construimos una estructura casi-producto (P, Q) en TQ a lo largo
de D = Leg(D). Como LegtCOq = COL y EL = fi o Leg, deducimos que (7’, Q) y (P, Q) están
Leg-relacionados. Además, como ¿r, y XII están Leg-relacionados, se deduce que P(Er,) y
P(XII) están Leg-relacionados. Nótese que como Leg es una aplicación fibrada, entonces D es
también un fibrado sobre Q, pero no necesariamente un subfibrado vectorial de lrq : TSQ Q.
De hecho, Leg no es en general un morfismo de fibrados vectoriales. 4
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6.9 Sistemas lagrangianos no-autónomos con ligaduras no-ho-
lonómicas
Sea 4? una variedad diferenciable de dimensión it. El espacio de evolución asociado con Q es la
variedad diferenciable IR x TQ. Denotemos por ir : IR x TQ —~ IR x 4? la proyección canónica.
Sean (t,qA,EjÁ), (1 =A =it) las coordenadas fibradas en IR x TQ siendo (qÁ), (1 < A < it)
coordenadas locales en 4?.
Consideremos una función L IR x TQ —. IR, es decir, un lagrangiano no-autónomo (o
82 Ldependiente del tiempo). Diremos que Les regular si la matriz hessiana (8•Áa~B) es de rango
máximo. Denotamos por Er, la energía asociada a L y por Or, y ~L = —dOr, la 1-forma y la
2-forma de Poincaré-Cartan, respectivamente. Las expresiones intrínsecas de Er, y Sr, son:
= CL — L, Sr, = J’(dL — Ldt),
donde J = J — C ® di. Aquí J denota la estructura casi-tangente canónica y C el campo de
vectores de Liouville en TQ que pueden ser trauportados a IR x TQ de la manera obvia.
Las ecuaciones globales del movimiento pueden ser escritas como sigue:
XQL = O , ixdt = 1 . (6.9.18)
Como (St,dt) define una estructura cosimplécticaéñ IRxTQ, existe un único campo de vectores
¿r, (el campo de vectores de Reeb) en IR x TQ satisfaciendo (6.9.18). Este campo de vectores
es llamado el campo de vectores de Euler-Lagrange. Se deduce que:
1. EL es una ecuación diferencial no-autónoma de orden 2, (una NSODE, para simplificar);
2. las soluciones de EL son precisamente las soluciones de las ecuaciones de Euler-Lagrange:( OL N DL
} —-——o{ ~IAtA
El propósito de esta sección es extender el estudio geométrico anterior para sistemas la-
grangianos con ligaduras no-holonómicas en TQ (caso autónomo) al caso no-autónomo. Como
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en el caso autónomo, comenzaremos con un lagrangiano regular en IR x $4? sujeto a ligaduras
independientes no-holonómicas {~ , 1 ~ i ~ ni> (ni < it) definidas por:
= (ji1V(t,q)4Á +h~(t,q)
Podemos definir estas ligaduras intrínsecamente considerando ni 1-formas ji = (p3~dqÁ + h1dt
en R x 4? y entonces ~ = i~(ji~)V, donde (jij)V = r*(jií). Además definimos las 1-formas
jij = (ji¿)~dqÁ — 4A(jí)Adt
en IR x TQ como sigue: j2~ = (J)*(ji~) siendo ji~ la restricción a IR x T4? de la elevación
completa de j~ a T(IR x 4?). Aquí consideramos la inclusión canónica IR x T4? — T(IR x 4?),
Las ecuaciones del movimiento de un sistema lagrangiano no-autónomo sometido a las liga-




{d:(X) =ixdt 1, (6.9.19)
Definamos los campos de vectores Z~ por:{ ZZfZL =
= O.
Se deduce que JZ1 = O lo que implica que los campos de vectores X = Er. + VZ1 son NSODEs
para cada » E C~(R x TQ). Como en la Sección 6.2, podemos estudiar el sistema lagrangiano
con ligaduras dependiendo de si la matriz C = (Z1(~b5)) es o no singular y, así, construir una
estructura casi-producto (7’, Q) en IR x T4? tal que la proyección por 7’ del campo de vectores
de Euler-Lagrange E~, P(EL), nos proporciona la dinámica del sistema con ligaduras. Además,
podemos desarrollar un algoritmo que permite obtener una familia de subvariedades de ligaduras
P~. Si existe una subvariedad final de ligaduras Pp podemos encontrar una solución consistente
en 1’, de las ecuaciones del movimiento (6.9.19). Omitirnos todos los detalles, puesto que la
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obtención de los resultados es similar a los del caso autónomo.
Observación 6.9.1 Aplicaremos los métodos desarrollados en la Sección 6.9 a un lagrangiano
L : T4? —. IR considerado como no-autónomo; es decir, 1, : IR x T4? — IR, Ís(t,q,Ej) =
L(q,Ej). Las ligaduras no-holonómicas 4’ = ¡2~ + h~ pueden ser definidas en IR x T4?, y también,
las 1-formas ji, y las funciones h~ pueden ser consideradas como definidas en 4? o IR >< 4?,
indistintamente. Nótese que
wr, + dEr, A dt,
con las identificaciones obvias. Por otro lado, deducimos que las ecuaciones del movimiento{ ixwr, = dEr, + >OjiY
d~1(X) = 0,
e
= Á’t;21I 1,d~b, (Y) = O,
son equivalentes. De hecho, las relaciones entre ambos conjuntos de ecuaciones están determi-
8
nadas por la identidad Y = + X. Si aplicamos los algoritmos desarrollados en las secciones




Un algoritmo de ligaduras para
sistemas lagrangianos singulares
sujetos a ligaduras no-holónomicas
En este ultimo capitulo construimos un algoritmo de ligaduras para sistemas lagrangianos con
ligaduras no-holonómicas. Este algoritmo es de hecho una generalización del algoritmo de Cotay
y Nester ya detallado en la Sección 3.1 del capitulo 3. Una combinación del algoritmo estudiado
en el Capítulo anterior para sistemas lagrangianos regulares con ligaduras no-holonómicas y el
algoritmo de Gotay y Nester nos permitirá construir un algoritmo para sistemas lagrangianos
con ligaduras no-holonómicas. Así, obtenemos una sucesión de subvariedades que si se estabiliza
define una subvariedad final de ligaduras donde existen soluciones completamente consistentes
de la dinámica. Conviene observar, como veremos en los ejemplos, que este último algoritmo y
el de Gotay-Nester son radicalmente diferentes aunque similares en su concepción. Esto se deta-
liará en la Sección 7.1. En la Sección 7.2 estudiaremoslas simetrías y constantes del movimiento
y en la Sección 7.3, nos preocuparemos del formalimo hamiltoniano. Introduciremos las estruc-
turas casi-producto en este estudio en la Sección 7.4. Como siempre ocurre, trabajando con
lagrangianos singulares, tenemos el problema de que, en general, las soluciones de la dinámica
no verifican la condición de ecuación diferencial de segundo orden; por ello, detallamos en la
Sección 7.5 cómo encontrar una subvariedad donde esta condición se satisfaga.
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7.1 Lagrangianos singulares con ligaduras no-holonómicas
Sea L : T4? —* IR una función lagrangiana definida en T4? de un espacio de configuración
4? de dimensión it. Denotamos por rq : T4? — 4? la proyección canónica. Consideramos
coordenadas fibradas (qA,EjA) 1 < A < it en T4?.
Si L es singular, wr, es presimpléctica y la ecuación iXCOL = dEr, no tiene solución en general
en T4?. Pero, podemos utilizar el algoritmo de Gotay-Nester [49, 51] y obtener así, una sucesión
de subvariedades
/4 —* . . . —.P
2 — -Pi = TQ
Si el algoritmo se estabiliza en algún entero k, esto es,
1’k = ~4+’= P~, entonces obtenemos
una solución X en la subvariedad final de ligaduras P1. De este modo, existe un campo de
• vectores X E X(P
1) tal que
(ixwr,= dEL)/p
Ahora, supongamos que L está sujeto a un sistema de m ligaduras no-holonómicas {~~; 1 <
i= ni>, (con ni < it) que son afines en las velocidades. Es decir, ~j : TQ —~ IR es una función
que puede ser localmente expresada como sigue
= (ji1)~4q)4A + h~(q) , (7.1.1)
donde (ji$ y h~ son funciones en 4?.
Siguiendo la notación del capítulo anterior, la dinámica del sistema está determinada por
un campo de vectores que es tangente a la subvariedad definida por la anulación de todas las
ligaduras. En definitiva, obtenemos las ecuaciones del movimiento modificadas:{ iXCOL = dEr, + >Jji~ (7.1.2)
c4b1(X) = 0,
y
con ji1 = Tqji.
En este capítulo desarrollaremos un algoritmo que generalice el algoritmo de Gotay y Nester
(véase [77]).
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Denotemos por Pí = T4? y definamos el subconjunto 1’, de P1 como sigue:
P~ = {x E T4? ¡ <dEn + >‘.ji~ ,kerwn>(x) = O, ~¿(x) = 01,
para algún A’ E IR. Esto significa lo siguiente. Para cada punto x E T4? elegimos una base local
<Wi, VV2,..., I/Vr) en un entorno U de x, donde dim kerwr, = r. Así, la condición
<dEr, + Vji~,kerwr,>(x) = O
es equivalente a
Supongamos que A es una subvariedad de P~. Si el rango de la matriz C1 = (ji1(W5)) es
constante y
rango (ji1(Wj)) = rango (~u~(W5), W~(Er,))
entonces, la ecuación (7.1.3) tiene al menos una solución para algunos valores de los multipli-
cadores de Lagrange A~. Es posible que (7.1.3) nos de lugar a una inconsistencia (tipo O = 1), y
entonces diremos que las ecuaciones (7.1.3) son inconsistentes. En nuestro caso, supondremos
que las ecuaciones no son inconsistentes, o en otras palabras que existe al menos una solución
de la dinámica. Si el rango de la matriz C1 es igual a r1 con r1 ~ min(r, ni), el número de
multiplicadores A’ determinados por las ecuaciones (7.1.3) es ni — r1. En tal caso, existe al
menos una solución X a lo largo J’í que verifica (7.1.3), pero en general no es tangente a ~
Por tanto, consideraremos la colección 1~2 de puntos en J’í en los que existe una solución
que es tangente a ½.Esto es, elegimos los puntos x E P1 tales que
wr,(x)(X(x),v) = O, Vv E TZJ”t
donde
TrP’ — {v E T~(T4?) ¡WL(X)(U,V) = 0, Vu E 74P1 }
Equivalentemente,
• A = {x E Pí ¡ <dEL + A’¡4’,TPt>(x) = 0>
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También supondremos que É2 define una subvariedad de É,. Entonces, existe una solución
X a lo largo ~2 que es tangente a Éí. Sin embargo, X no es necesariamente tangente a Pr
Procedemos como antes y obtenemos una sucesión de subvariedades de ligaduras
donde, para todo k > 1, se obtiene
- Pk-fl={xEPk/<dEL±Mjiy,TÉ~(x)=o},
donde
= {v e TZT4? /COL(Z)(U,V) = 0, Vii E T~Pk 1
Si este algoritmo se estabiliza, esto es, si existe un entero k tal que ~k = ~k+1, y dimPk > 0,
obtenemos una variedad final de ligaduras ~¾donde existen soluciones consistentes de la
dinámica. Denotamos a esta subvariedad por Éj que será llamada la subvariedad final de
ligaduras. Existe un campo de vectores ¿ en 1’j el cual es una solución de la ecuación (7.1.2)
(por supuesto, E + Z, Z E kerCOr, fl TÉ1 es también una solución). En este proceso, algunos
multiplicadores de Lagrange pueden permanecer indeterminados y los restantes quedarán com-
pletamente fijados en Pj.
Ejemplo 7.1.1 Sea L : TR
2 —* IR definido por:
L(qA,EjA)=~(q¡)2 +!(ql)2q2
Se obtiene que:
Br, =1 12 1
—½) — —(q1)2q2 wr, = dq’ Ad4’
y, por lo tanto,
kerCOr, = 88
<~4r ~4~’>
Si estudiamos la dinámica del problema libre obtenemos la siguiente sucesión de subvarie-
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dades de ligaduras:
/4 = {(qí,q2,4í,42) E IR4 ¡ q’ = O} y p3 = {(q’ q2 ,q 42) ~ IR4! q’ = 0,4’ = 0}
En este caso, la dinámica está completamente indeterminada en la subvariedad final de ligaduras
1’~.
Ahora, suponemos que el sistema lagrangiano está sujeto a la ligadura no-holonómica ~ 4’.
Así, las ecuaciones del movimiento son{ iXCOL = dEr, + Adq’
d41(X) = O
En tal caso, si aplicamos el algoritmo de ligaduras, obtenemos que la sucesión se estabiliza en
la subvariedad 1~í = 1’~ definida por
= {(q’,qt4’,42) E IR4/ q1 = 0,4’ = o>
Eligiendo coordenadas (q2, 42) en É1 obtenemos que la dinámica está determinada por el campo
de vectores
8 8
donde f,g E C~(Pí).
Ahora, consideremos la siguiente ligadura no-holonómica: ~ = 42 Entonces, las ecuaciones
del movimiento son { iXCOL = dEr, + .Xdq2
d42(X) = O
Calculemos los puntos x tales que
<dEL + >dq2,kerwr,>(x) = O.




Además, la subvariedad final de ligaduras es
= {(q%qt4’,42) E IR4,’ ~2 —0>
y la dinámica está determinada por el campo de vectores:
X 418 i2~
+ q q r +
donde fE C~(Pí) y consideramos coordenadas (q’,q2,41) en É
1.
Observación 71.1 Nótese que el ejemplo muestra que el comportamiento de los algoritmos
para un sistema lagrangiano singular libre y para un sistema lagrangiano ligado puede ser
completamente diferente. 4
7.2 Simetrías y constantes del movimiento
Estudiemos la relación entre las simetrías y constantes del movimiento de un sistema lagrangiano
singular sujeto a ligaduras no-holonómicas.
Sea A una solución de la dinámica. Esto es, un campo de vectores A E X(Éj) de modo que
verifica las ecuaciones del movimiento (7.1.2).
Introducimos, las siguientes definiciones:
Definición 1t2.1 Se dice que una función f E C~(P1) es una constante del
si Af = 0.
Definición 7.2.2 Una simetría dinámica de A es un campo de vectores X en
[X,A] = O.
Es evidente que si f es una constante del movimiento de A, entonces kj
constante del movimiento de A para cada simetría dinámica X.
Introducimos la siguiente definícion.
movimiento de A
15< de modo que
es también una
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Definición 7.2.3 Una simetría de Lic de A es un campo de vectores X en T4? tal que XC es
tangente a É,< y (XC),~ es una simetría dinámica de A.
Ahora consideramos difeomorfismos ‘~P : T4? —* T4? tales que preserven la 2-forma COr, y la
función Br,, es decir, que preserven la estructura presimpléctica:
‘IJCOL = COr, , rEr, = Br,
Proposición 7.2.1 Si el difeomorfismo ~1f: T4? —* T4? preserva la estructura presimpléctica,
y además,
entonces restringe a un difeomorfismo ~P1: 14 —* 14, donde 14 es la subvariedad de ligaduras
k-aria. Así, ‘II restringe a un difeomorfismo ‘I’j : É¡—. 1’J.
Demostración: Primero probaremos la Proposición para k = 1. Para hacer esto, probaremos
que, si y E TXT4? y y ~ kerCOr,(x) entonces T1’P(v) E kerwr,(’P(x)). En efecto, para cada
u E Tq«~)T4?
COL(’P(=))(T~’IJ(V),u)= wL(x)(v,TQ(~)~’(u)) = O
puesto que COr, es
Ahora probaremos que si x E l’í, entonces ‘P(x) E Éí, esto es,
<dBr, + »~,Y, kerwr,>(’I’(x)) = O
para ciertos valores .X E R y ~~(~x)) = 0 1 < < ni. Como Br, y ¡z~ son ~P-invariantes,
obtenemos que si tu E kerwr,(’I’(x)) entonces
(dEr, + A’ji~)(u,) = (dEr, +
Además, como = ~ , 1 =i < m obtenemos que x E í.
Supongamos ahora que la proposición es cierta para ¡4 y probaremos que también es cierta
para l
4~í. Siguiendo un método similar, obtenemos que si ~ e T~ Pt~ entonces T~’P(v) E
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T«x)Ét. También, de la ‘P-invarianza de Br, y ¡4’, obtenemos que ‘P(x) E Pk-j-i si z E 14+,.
E
Corolario 7.2.1 Sea X un campo de vectores en T4? de modo que
1. i~wr, = dO, para alguna función E : T4? —. IR,
2. XEr, = 0,
tLLxtbíz0,Ljx~bí=0 y Lx¡4tr0.
Entonces, 0~p1 es una constante del movimiento para cada solución A de la dinámica restringi-
da.
Demostración! En primer lugar, el flujo de X está formado por difeormorfismos que preservan
la estructura presimpléctica y, además,
Entonces, por la Proposición 7.2.1, X es tangente a Él,. Además, como X verifica que
ZXCOL = dO,











y, entonces, 0/M1 es una constante del movimiento de cada solución de la dinámica restringida
A. U
7.3 El formalismo hamiltoniano
Sea T4? el fbrado cotangente con proyección canónica lrQ : T4? —~ 4?. Denótese por Leg
T4? —~ T*4? la aplicación de Legendre definida por un lagrangiano L. Como ya sabemos,
Leg se escribe localmente por Leg(qÁ,4Á) = (qAp~ = OL/84Á). Si L es singular, Leg no
es un difeomorlismo. Sin embargo, supongamos que L es casi regular. La subvariedad Al1 se
denomina la variedad de ligaduras primarias. Sea k la 1-forma de Liouville y COQ = —d>.Q la
forma simpléctica canónica en T4?. Como el lagrangiano es casi-regular, la energía es constante
a lo largo de las fibras de Leg. Así, Br, proyecta en una función hí en Al1: h~ (Leg(x)) = Er,(x),
Vx E T4?. Si w1 es la restricción de wq a Al1 entonces, (Alí,wj) es una variedad presimpléctica.
Para obtener un formalismo hamiltoniano para el sistema lagrangiano singular sometido a las
ligaduras no-holonómicas, supondremos que las ligaduras {~~; 1 ~ i ~ ni} son Leg-proyectables.
Así,
V(kerwr,)Q~¿) = 0,1< i <ni.
En este caso, obtenemos ligaduras ~j, (1 < i < ni) en el lado hamiltoniano, definidas por
&(Leg(x)) = ~~(x), Vx E T4?. Además, si consideramos las 1-formas ¡2~ = 7r~ ji~, obtenemos
que Le? ft~ = ¡4’. Escribimos el siguiente sistema de ecuaciones en la subvariedad Al1:{ tgCOí = dh1 + >#i~, (7.3.4)
dsbí(X) = O.
Como en la sección anterior, desarrollamos un algoritmo de ligaduras para este sistema de
ecuaciones y obtenemos la siguiente sucesión de subvariedades:
Al1 = {~ E Al,! <df, + .V¡2I,kerCOí>(~) = O , ~i@~) = 0>,
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y a partir de Mk, obtenemos Mk+l como sigue:
Alk+í = {f E Mk ¡ <df
1 + >V71,TAlt>(~) = O }
donde
T~Mt = {i~ E T±M,/COí(Z)(tl,ii) = 0, V~¡ E T±Mk1-
Comprobemos primero que Leg1 : TQ —* Al1 satisface que Legí(Pí) = Al1, y la restricción
Leg1 : —. es también una fibración. En efecto, sea x c P~. Se verificará que:
<dEr, + )O¡4’ ,kerwr,>(x) = O y ~j(x) = O.
Pero esto implica que:
<dhí(Legi(x) + .V(Legl(x)),ií(Legi(x)),kerwí(Legí(x)» = O
y, además, &(Legí(x)) = 0. Por lo tanto, Legí(Éí) c Al1. Pero, de un modo similar, se
demuestra que para todo punto ~ E 21 existe un punto x en ~‘1de modo que Legí(x) = ±. De
este modo, hemos probado que Legi(Éi) = M1. Como consecuencia, se obtiene que Legí induce
una aplicación diferenciable Leg1 : É, Ñí, que es de hecho una submersión. Procediendo
de un modo similar obtenemos una sucesión de fibraciones Legk : 14 —* Al,, que relacionan
ambas sucesiones, como puede verse en el diagrama de la página siguiente. En consecuencia,
el comportamiento de los algoritmos es el mismo en ambos lados; es decir, si el algoritmo se










Se ha probado, entonces, que las formulaciones lagrangiana y hamiltoniana son equivalentes.
Esto es, dado un campo de vectores E E X(J-’1) que es unasolución de (7.1.2) y Leg1-proyectable,
entonces su proyección ¿ = TLegí(E) es una solución de (7.3.4). Recíprocamente, si ¿ e X(M,)
es una solución de (7.3.4), entonces cada campo de vectores en É1 proyectable sobre ¿ es una
solución de (7.1.2).
Ejemplo 7.3.1 ((continuación)) Sea L la función lagrangiana definida en el ejemplo anterior
y supongamos que está sujeto a la ligadura no-holonómica ~ = 41.





1 = Leg(T4?) = {(q’ ,q
2 ,p1,P2) EW4? ¡ P2 = O}
y
1 1
= dq’ A dp
1 , hí = ~ + ~(q’Vq
2





Puesto que la ligadura # proyecta en la ligadura ~ = pi, se obtiene que las ecuaciones del
movimiento son: { iXCOí = d/z1 + >.‘dq’
X(pí) = 0. (7.35)
Aplicando el algoritmo, llegamos a la subvariedad final de ligaduras:
= {(q
1,q2,pí,p
2) E W4? ¡ q1 = O,p~ = 0,P2 = 0>
8La dinámica está indeterminada o, de otro modo, cada campo de vectores g— es una solución
8q~de la dinámica en el lado hamiltoniano para cualquier g E C~(iÚ
1). 4
7.4 • Sistemas lagrangianos degenerados sujetos a ligaduras y
estructuras casi-producto
Consideremos como en las secciones anteriores un lagrangiano degenerado L sujeto a las liga-
duras {~~},(i < i <ni).
Supongamos que el sistema presimpléctico (T4?,COL,EL) admite una dinámica global, esto
es, kerwL(Er,) = 0. Supongamos también que las ligaduras son Leg-proyectables, es decir,
V(kerwr,)(~1) = O. Como consecuencia se obtiene que
MY(kerCOL) = O , (1 < i < ni)
Además, si existe una estructura casi-producto (A,!?) adaptada a lá forma presimpléctica wr,
(kerwr, = ker A), entonces podemos fijar una única solución E del sistema lagrangiano libre,
como ya hicimos en el Capítulo 5:
i¿COr, = dBr, y E E ¡mA.
También, para cada i, 1 < i < ni, existe un único campo de vectores Z, de modo que
• yIZ1COL = ¡í~ y Z1 E Im.A.
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Como en el Capítulo 6, si la matriz C = (C¿5) = (Zí(c~¡)), (1 =i,j =ni) es regular, podemos
construir una estructura casi-producto (7’, 9) en T4? como sigue:
9 = C”Zj®d~,yP=id—Q.
Si consideramos la subvariedad É, de T4? definida por la anulación de todas las ligaduras.
Entonces, deducimos que (7’(E)),~ es una solución de la dinámica del sistema con ligaduras.
Para obtener el formalismo hamiltoniano, consideramos el sistema presimpléctico (M¡,wí,hí)
sujeto a las ligaduras 4 (1 =i =ni) donde ~ están definidas como en la seccion 7.3, es decir,
~1(Leg(x)) = ~1(x),Vx E T4?
Si la estructura casi-producto (A,!?) es proyectable sobre Al, (véase [74]) obtenemos una
estructura casi-producto (Aí,!?1) en Al1 adaptada aw1. Además, el campo de vectores ~ E ¡mA
solución de las ecuaciones del movimiento es proyectable sobre Al1 en un campo de vectores E
solución de la ecuación
ZjCOí = dh1
La estructura casi-producto (7’, 9) es también proyectable en una estructura casi-producto
(P,~) en Alí.
Como en el Capítulo 5, podemos clasificar las ligaduras de Al1 en ligaduras de primera y
segunda clase. Aparecen tres situaciones diferentes:
1. Todas las ligaduras primarias son de segunda clase.
Como en la Sección 5.2.1, construimos una estructura casi-producto (P, Q) en T
t4?. A-
demás, existe la estructura casi-producto (P, ~) en Al
1. Consideremos una extensión
arbitraria JI del hamiltoniano ~1 en Al1. Encontramos la única solución (puesto que
(Alí,wi) es simpléctica) de la dinámica con ligaduras tomando el campo de vectores en
De hecho, P(XH),M =
2. Todas las ligaduras primarias son de primera clase.
La estructura cásiproducto (A,,!?,) en Al, está adaptada ala forma presimpléctica w1.
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Ahora, fijamos la solución de la dinámica con ligaduras con
(P(A, (Xl¡M,))),,
Obtenemos que ¿ = A1 (xu,sM).
3. Existen ligaduras de primera y de segunda clase.
En este caso, existen tres estructuras casi-producto diferentes (P,Q) en T*4? y (A,,13í)
y (P, ~) en Al1. La solución de la dinámica es precisamente:
Aquí, obtenemos que ¿ =
7.5 El problema de la ecuación diferencial de segundo orden
En la Secci6n 7.1 hemos encontrado una subvariedad final de ligaduras J’~ donde existen solu-
ciones completamente consistentes E de la dinámica. Pero, en general, estas soluciones no veri-
fican la condición de SODE, esto es, (JE = C)1~. Para resolver este problema procederemos
como en el caso de los lagrangianos singulares libres de ligaduras (véase [52]).
Supongamos que E es Leg-proyectable en un campo de vectores Z E X(M1) y localmente
expresado por
E=AA~~~~+BA O8qA
Como E verifica la ecuación (7.1.2) deducimos que ~ = JE — C E kerCOr, fl ¡mJ = kerTLeg.
Como E es proyectable obtenemos que AA es constante a lo largo de las fibras de la fibración
Leg¡ : 15< —* M1. Sea un punto arbitrario (q~,v~~) E 15< y sea Leg(q~tv~) = zo. La curva
integral de E con ese valor inicial es a(t) = ~ Un cálculo directo muestra
que
hm a(t) = (qú,AA) . (7.5.6)
t~+oo
Por lo tanto el punto límite está en la fibra sobre z0. Así, hemos obtenido una sección global
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s : Al1 —* 15< de Leg1 y, una subvariedad 5 = s(M1) de fií. Un cálculo directo a partir de
(7.5.6) muestra que (E*),,s = O. Así, si denotamos por E el campo de vectores Ts(Z) E
obtenemos que { (i¿wr, = dEr, + >‘ji~),,~
= O)¡s (7.5.7)
(JE =
Ejemplo 7.54 ((continuación)) Sigamos con la función lagrangiana L y la ligadura ~ = 41.
Ahora, queremos estudiar el problema de la ecuación diferencial de segundo orden en el lado
hamiltoniano





5 = {(O,q2,O,f(q2)) E TQ ¡ q2 E IR>
y
- O Of O
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