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Abstract
Reference analysis is one of the most successful general methods to derive noninformative
prior distributions. In practice, however, reference priors are often difﬁcult to obtain.
Recently developed theory for conditionally reducible natural exponential families identiﬁes
an attractive reparameterization which allows one, among other things, to construct an
enriched conjugate prior. In this paper, under the assumption that the variance function
is simple quadratic, the order-invariant group reference prior for the above parameter is
found. Furthermore, group reference priors for the mean- and natural parameter of the
families are obtained. A brief discussion of the frequentist coverage properties is
also presented. The theory is illustrated for the multinomial and negative-multinomial
family. Posterior computations are especially straightforward due to the fact that the
resulting reference distributions belong to the corresponding enriched conjugate family.
A substantive application of the theory relates to the construction of reference priors for
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the Bayesian analysis of two-way contingency tables with respect to two alternative
parameterizations.
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1. Introduction
In the context of Bayesian inference, the objective of the so-called reference
analysis is to specify a prior distribution such that, even for moderate sample sizes,
the information provided by the data dominates that available a priori, because of
the ‘‘vague’’ nature of the prior knowledge. Reference analysis, introduced by
Bernardo [7] and further developed by Berger and Bernardo [5], provides one of the
most successful general methods to derive noninformative prior distributions. In
practice, however, reference priors are typically difﬁcult to obtain. In this paper, we
ﬁnd reference priors for an important class of natural exponential families (NEFs),
namely those having a simple quadratic variance function (SQVF). In the next
section, we brieﬂy describe how to ﬁnd reference priors when certain simplifying
conditions on the sampling model are met. In Section 3 we review some basic facts
concerning natural exponential families and quadratic variance functions. We also
describe the concept of conditional reducibility and extend the notion of enriched
conjugate priors introduced in [13]. The main results are presented in Section 4.
More precisely, we derive the general expression of the reference prior for several
parameterizations, including the mean- and the natural-parameter, and ﬁnd
conditions for the reference posterior to be proper. In particular, we explicitly
identify reference priors for the basic NEF-SQVFs (which include the multinomial
and negative-multinomial families) and prove that the corresponding reference
posteriors are always proper. A brief discussion of the frequentist coverage
properties is included. Section 5 presents a substantive application of the theory to
the analysis of two-way contingency tables and, ﬁnally, Section 6 offers some
concluding remarks. To ease the ﬂow of ideas all proofs are collected in the
Appendix.
2. Ordered-group reference priors
Let X be an observable random quantity with density function pðxj/Þ; where
/AUDRd denotes an unknown parameter.
Berger and Bernardo [5] motivate and describe a general algorithm to ﬁnd
reference priors for the parameter /: Such an algorithm is greatly simpliﬁed if the
posterior distribution of / is asymptotically normal (the so-called regular case). We
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now brieﬂy review the main points of their methodology. Let
Hð/Þ ¼ EXj/ @
2 ln pðXj/Þ
@/T@/
 
denote the Fisher information matrix for model pðxj/Þ:
We assume that / is decomposed into r groups ð/ð1Þ;y;/ðrÞÞ with /ðkÞ having
dimension dk; we also let d

k ¼
Pk
j¼1 dj and deﬁne /½k ¼ ð/Tð1Þ;y;/TðkÞÞT and /½Bk ¼
ð/Tðkþ1Þ;y;/TðrÞÞT ; for all k ¼ 1;y; r: The elements of / are usually ordered
according to inferential importance; in particular, the parameters of interest should
come ﬁrst.
The algorithm of Berger and Bernardo [5] typically requires one to specify a nested
sequence fUl : lANg of compact subsets of U such that SNl¼1 Ul ¼ U: (This step is
not necessary if the reference priors turn out to be proper.)
Let Sð/Þ ¼ Hð/Þ1: For each k ¼ 1;y; r; denote by Skð/Þ the upper-left dk  dk
submatrix of Sð/Þ; and let hkð/Þ be the lower-right dk  dk submatrix of SkðfÞ1:
For the regular case, if U ¼ U1 ? Ur and if there exist positive functions akðÞ
and bkðÞ such that
detfhkð/Þg ¼ akð/ðkÞÞbkð/½k1;/½BkÞÞ 8kAf1;y; rg; ð1Þ
then the density—with respect to the Lebesgue measure—of the r-group reference
prior on /; relative to the order ð/ð1Þ;y;/ðrÞÞ; is given by
/ð1Þ;y;/ðrÞp/ð/ð1Þ;y;/ðrÞÞp
Yr
k¼1
akð/ðkÞÞ1=2 ð2Þ
for all sequences of compact subsets of the form Ul ¼ Ul1 ? Ulr; lAN; see [8,22].
The special case for which Hð/Þ ¼ DiagfH11ð/Þ;y; Hrrð/Þg with Hkkð/Þ a dk 
dk matrix, was considered in [18]. Since hkð/Þ ¼ Hkkð/Þ; it follows that the prior in
(2) does not depend on the ordering of the r-groups, i.e. /ði1Þ;y;/ðirÞp/ð/ð1Þ;y;/ðrÞÞ ¼
/ð1Þ;y;/ðrÞp/ð/ð1Þ;y;/ðrÞÞ; for all permutations ði1;y; irÞ of ð1;y; rÞ: Whenever the
ordering of the variables does not matter we shall simply write p/ð/ð1Þ;y;/ðrÞÞ:
We emphasize that the grouping and ordering of the components of the parameter
are crucial for the deﬁnition of the reference prior, in the sense that a modiﬁcation of
either grouping or ordering will typically lead to a different prior. The following
well-known example illustrates this point. Let pðxjf1;f2Þ ¼ Nðxjf1;f12 Þ; that is, a
normal family with mean f1 and precision f2: Then
Hðf1;f2Þ ¼
f2 0
0 1
2
f22
 
;
and so the 1-group reference prior is ðf1;f2Þp/ðf1;f2Þpf
1=2
2 ; while the 2-group
reference priors are given by f1;f2p/ðf1;f2Þ ¼ f2;f1p/ðf1;f2Þpf12 (notice that the
order is immaterial because Hðf1;f2Þ is diagonal).
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The reference prior may, in general, depend on the choice of the particular
sequence of compact subsets employed in the constructing algorithm. The
importance of result (2) stems from the fact that it holds for any sequence of
compact subsets of the form Ul ¼ Ul1 ? Ulr: The latter requirement, however, is
most natural when F is the Cartesian product of the r-block-parameter-spaces.
We shall show in Section 4 that condition (1) holds for an important subclass of
natural exponential families suitably parameterized, so that the reference prior can
be easily computed using formula (2).
3. Conditionally reducible NEFS and enriched conjugate priors
3.1. NEFs having a quadratic variance function
This subsection reviews some basic facts about exponential families. For a general
treatment see [2,10].
Let n be a s-ﬁnite positive measure on the Borel sets of Rd : Suppose n is not
concentrated on an afﬁne subspace of Rd and consider an exponential family F
whose densities with respect to n are of the form
pðxjhÞ ¼ expfhTx MðhÞg; hAH; ð3Þ
with H nonempty. When H is the interior of the natural parameter space
fhARd: R expfhTxgnðdxÞoNg; the family F is said to be a natural exponential
family (NEF).
Any NEF can be reparameterized in terms of the mean l where
l ¼ lðhÞ ¼ E½Xjh ¼ @MðhÞ
@h
:
We shall assume in the paper that the family F is steep, so that in particular
X ¼ lðHÞ coincides with the interior of the convex hull of the support of n: The
function
VðlÞ ¼ Var½XjhðlÞ ¼ @
2MðhÞ
@hT@h

h¼hðlÞ
; lAX
is called the variance function of the family F: Here hðÞ denotes the inverse of the
mapping lðhÞ ¼ @MðhÞ@h : The pair ðVðÞ;XÞ characterizes the natural exponential
family F; see, for example, [25,28].
When the family F is real, its variance function is said to be quadratic if
VðmÞ ¼ qm2 þ lmþ c
for some q; l; cAR such that VðmÞ40 for all mAO: The class of real natural
exponential families with quadratic variance function includes some of the most
widely used families of distributions, such as the normal (with known variance),
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binomial, Poisson, gamma and negative-binomial. See [28,29] for a thorough
discussion of the properties of these models.
When F is deﬁned on Rd ; there are various ways in which this concept can be
extended [25]. LetMd denote the space of real symmetric d  d matrices. A variance
function VðlÞ; deﬁned on XDRd ; is said to be quadratic if it has the form
VðlÞ ¼ Qðl; lÞ þ LðlÞ þ C;
where the map Q :X  X-Md is symmetric bilinear, L :X-Md is linear and
CAMd is a constant matrix. An important particular case is the simple quadratic
variance function (SQVF)
VðlÞ ¼ qllT þ
Xd
i¼1
miLi þ C; ð4Þ
where l ¼ ðm1;y; mdÞT ; q is a real constant and Li; CAMd ði ¼ 1;y; dÞ are
constant matrices.
Casalis [11] has shown that any natural exponential family having a simple
quadratic variance function can be obtained, via a nonsingular afﬁne transforma-
tion, from one of the so-called ð2d þ 4Þ basic families. She also provided a detailed
study of the latter families, which can be grouped into ﬁve broad classes, namely:
Poisson/normal, multinomial, negative-multinomial, negative-multinomial/gamma/
normal and negative-multinomial/hyperbolic secant.
The variance function of the basic SQVF families can be conveniently described as
VðlÞ ¼ qllT þDiagðL0lÞ þ C; ð5Þ
where qAR; L0 and C are d  d matrices, and DiagðuÞ denotes the diagonal matrix
whose entries are the elements of the vector u:
Kokonendji and Seshadri [24] ﬁnd, for each of the basic SQVF families, the
expression for the determinant of the variance function and show that it is
proportional to expfhðlÞTz vMðhðlÞÞg for some zARd and vAR:
In the sequel, we shall consider arbitrary NEF-SQVFs whose variance function is
described in (4). Since these families are related to the basic ones via a nonsingular
afﬁne transformation, it follows that the determinant of their variance function
admits a representation structurally identical to that of the basic families.
Nevertheless, we ﬁnd useful for further elaboration to relate explicitly z and v to
the coefﬁcients q; Li and C describing VðlÞ in (4).
Proposition 1. Let F be a NEF on Rd having a simple quadratic variance function as
in (4). Then
detfVðlÞgpexpfhðlÞTz vMðhðlÞÞg; ð6Þ
with z ¼Pdi¼1 l ii and v ¼ qðd þ 1Þ; where l ii denotes the ith column of the
matrix Li:
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In particular, if F is one of the basic families, i.e. if it has a variance function of
the form (5), then z ¼ diagðL0Þ; where diagðL0Þ is the vector of the diagonal elements
of L0:
3.2. Conditionally reducible families
We shall now describe a subfamily of NEFs, called conditionally reducible,
introduced and discussed in detail by Consonni and Veronese [13], that admits a
reparameterization which enjoys useful structural properties, especially for conjugate
Bayesian analysis. Such a reparameterization will be shown to be also expedient
for the construction of reference priors. Conditionally reducible NEFs are a
generalization of reducible NEFs; see [1,23]. As before, if x is decomposed as
x ¼ ðxTð1Þ;y; xTðrÞÞT with xðrÞARdk ; we set x½k ¼ ðxTð1Þ;y;xTðkÞÞT ; and write dk ¼
d1 þ?þ dk:
Deﬁnition 1. Let X be a random vector distributed according to a NEF F on Rd ;
whose density with respect to n is given in (3). F is conditionally r-reducible if, for
some rAf1;y; dg; there exists a decomposition X ¼ ðXTð1Þ;y;XTðrÞÞT such that, for
each k ¼ 1;y; r; the conditional distribution of XðkÞjðX½k1 ¼ x½k1Þ; is an
exponential family on Rdk ; with respect to a transition kernel KkðdxðkÞ; x½k1Þ from
ðRdk1 ;Bdk1Þ to ðRdk ;BdkÞ; where Bm denotes the s-algebra of Borel sets of Rm;
nðdxð1Þ;y; dxðrÞÞ ¼
Qr
k¼1 KkðdxðkÞ; x½k1Þ; with the understanding that K1 repre-
sents the dominating measure for the marginal density of Xð1Þ:
It follows that the joint density of a conditionally r-reducible NEF can be
factorized as
phðx1;y; xd jhÞ ¼ p/ðx1;y; xd j/ðhÞÞ
¼
Yr
k¼1
p/ðkÞ ðxðkÞjx½k1; /ðkÞðhÞÞ
¼
Yr
k¼1
expf/ðkÞðhÞTxðkÞ  Mkð/ðkÞðhÞ; x½k1Þg; ð7Þ
where / ¼ ð/Tð1Þ;y;/TðrÞÞT is a one-to-one function from H onto /ðHÞ ¼ U:
Furthermore, it can be shown that U ¼ U1 ? Ur; with /ðkÞAUk; k ¼ 1;y; r;
so that the /ðkÞs are variation independent.
Notice that /ðkÞAUk represents the natural parameter associated to the kth
conditional distribution; on the other hand, Uk does not necessarily coincide with the
natural parameter space Nkðx½k1Þ associated to the exponential family generated
through Kkð; Þ; which will in general depend on x½k1:However, for the basic SQVF
families one can show thatNkðx½k1Þ does not depend on x½k1 and is equal to Uk:
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This result, together with the relationship between the h and / parameterizations, are
described in detail in Theorem 3 and Table 1 of Consonni and Veronese [13].
Example 1 (Multinomial family). Consider the multinomial distribution on Rd
phðxjhÞ ¼ expfhTx MðhÞg
N
x1;y; xdþ1

 
; ð8Þ
where MðhÞ ¼ N lnð1þPdk¼1 eykÞ; H ¼ Rd and xdþ1 ¼ N Pdk¼1 xk;Pdk¼1 xkpN;
with xk a nonnegative integer and yk ¼ lnðpk=ð1
Pd
r¼1 prÞÞ; with pk the probability
of the kth outcome, k ¼ 1;y; d:
If X ¼ ðX1;y; XdÞT is distributed according to (8) then it is well known that the
conditional distribution of any subset of ðX1;y; XdÞ given the rest is still a
multinomial distribution. In particular, the distribution of ðXkjX1 ¼ x1;y; Xk1 ¼
xk1Þ; k ¼ 2;y; d; is BinomialðN 
Pk1
j¼1 xj; pk=ð1
Pk1
j¼1 pjÞÞ; whereas the
marginal distribution of X1 is BinomialðN; p1Þ: Since the Binomial family is a
NEF with natural parameter equal to the logit of the probability of success, one can
factorize the family as in (7) with r ¼ d and
fk ¼ ln
pk
1Pkj¼1 pj; k ¼ 1;y; d:
Notice that the natural parameter space associated to the kth conditional
distribution is R and so it coincide with Fk; k ¼ 1;y; d:
Consider now a permutation of ðX1;y; XdÞ: the resulting distribution is of course
still multinomial, and one can repeat the above argument obtaining a different ‘‘f-
parameterization’’. One can thus conclude that the parameter f is speciﬁc to a given
order of the vector components. This aspect can be usefully exploited to construct
reference priors as we shall illustrate in the sequel.
Remark 1. Given a conditionally r-reducible family, if there exists no linear
transformation which allows the family to become conditionally r1-reducible, with
r14r; the family is said to be fully conditionally r-reducible. Clearly, if the family is
fully conditionally r1-reducible, then it is also conditionally r-reducible for all ror1:
Because of this remark our results will be stated for a family regarded as r-
conditionally reducible, with arbitrary rpr1: This will provide a ﬂexible framework
for the construction of reference priors relative to various choices of ordering and
grouping of the parameter components.
Remark 2. There exists a close relationship between the notion of conditional
reducibility and that of a cut, see [2, p. 50]. For a detailed analysis the reader is
referred to Consonni and Veronese [13], who show in particular that F is
conditionally r-reducible if and only if the marginal distribution of X½k is a NEF on
Rd

k ; equivalently if and only if the principal dk  dk matrix of the variance function
does not depend on lðkþ1Þ;ylðrÞ; k ¼ 1;y; r  1:
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364 341
From factorization (7) it follows immediately that the Fisher information matrix
for the /-parameterization, Hð/Þ; is block-diagonal. Moreover,
Hð/Þ ¼ DiagfH11ð/ð1ÞÞ;y;Hkkð/½kÞ;y;Hrrð/Þg ð9Þ
with the kth block only depending on /½k: This holds because: (i) the matrix of
second derivatives of the log-likelihood is block diagonal with the kth block only
depending on /ðkÞ and X½k1; (ii) the expectation of the kth block relative to p/ðxj/Þ
only involves the marginal distribution of X½k1; which trivially only depends on
/½k1: The pattern of Hð/Þ exhibited in (9) implies that the /ðkÞ’s are totally
orthogonal, see [16], and will prove very useful when constructing reference priors
for conditionally reducible families, see Section 4.
A further useful property of conditionally r-reducible families relates to the
structure of Mkð/ðkÞ; x½k1Þ which can be written as
Mkð/ðkÞ; x½k1Þ ¼
Xk1
j¼1
ðAkjð/ðkÞÞÞTxð jÞ þ Bkð/ðkÞÞ
¼ xT½k1Ak½k1ð/ðkÞÞ þ Bkð/ðkÞÞ; ð10Þ
for some functions Akj and Bk; with Ak½k1 ¼ ðATk1;y;ATkðk1ÞÞT : As a consequence,
the conditional expectation of XðkÞ given x½k1 is linear in x½k1; because it is the
gradient of (10).
Several useful relations have been established between pairs of alternative
parameterizations for conditionally r-reducible families.
For example, it follows from (10) that
lðkÞ ¼
@Bð/ðkÞÞ
@/ðkÞ
þ lT½k1
@Ak½k1ð/ðkÞÞ
@/ðkÞ
; ð11Þ
so that lðkÞ depends on / only through ð/ð1Þ;y;/ðkÞÞ: When F is a basic NEF-
SQVF, (11) can be solved to ﬁnd an explicit formula for l in terms of /:
Furthermore, it can be checked, using (7) and (10), that
hðkÞ ¼ /ðkÞ 
Xr
u¼kþ1
Aukð/ðuÞÞ ð12Þ
and
MðhÞ ¼
Xr
k¼1
Bkð/ðkÞðhÞÞ:
A consequence of (12) is that
/ðkÞ ¼ hðkÞ þ gðkÞðhðkþ1Þ;y; hðrÞÞ; ð13Þ
for some vector-valued function gðkÞ:
Of course, the previous formulas hold true for k ¼ 1;y; r; with the understanding
that components that lose meaning for a speciﬁc k are set to zero. The same
convention will be used throughout the paper.
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364342
The situation where a NEF on Rd is conditionally d-reducible is especially
interesting, because each conditional density in (7) is univariate, whence /ðkÞ is a
scalar and will be written as fk: Each of the ð2d þ 4Þ basic NEF-SQVFs is
conditionally d-reducible.
3.3. Enriched standard conjugate families
We now propose a deﬁnition of enriched conjugate family for /; generalizing that
contained in Section 4.3 of Consonni and Veronese [13].
Let X1 ¼ x1;y;Xn ¼ xn be a random sample from a conditionally r-reducible
NEF on Rd : Using (7) and (10), the likelihood function can be written as
L/ð/js; nÞ ¼
Yr
k¼1
expf/TðkÞsðkÞ  ½sT½k1Ak½k1ð/ðkÞÞ þ nBkð/ðkÞÞg; ð14Þ
where s ¼ ðsTð1Þ;y; sTðrÞÞT and sð jÞ ¼
Pn
i¼1 xð jÞ i:
The structure of (14) suggests to take a separate conjugate prior for each term in
order to recover a joint distribution for /:
Deﬁnition 2. LetF be a conditionally r-reducible NEF on Rd : A family of measures
on the Borel sets of the space U whose densities with respect to Lebesgue measure are
of the form
p/ð/js0; n0Þp
Yr
k¼1
expf/TðkÞsk
0
ðkÞ  ½sk
0T
½k1Ak½k1ð/ðkÞÞ þ n
0
kBkð/ðkÞÞg; ð15Þ
where s0 ¼ ðs10T ;y; sr0T ÞT ; sk0 ¼ ðsk0Tð1Þ ;y; sk
0 T
ðkÞ ÞT ; k ¼ 1;y; r; sk
0
ARd

k and n0 ¼
ðn10;y; nr0ÞT ; n0ARr; is called the enriched standard conjugate family for F (relative
to /Þ and denoted with E/ðFÞ:
It is worth noticing that under the enriched standard conjugate family the
parameters /ðkÞ are stochastically independent.
The family of priors on an arbitrary parameter k induced by (15), E
/
k ðFÞ; is called
the induced enriched standard conjugate family (relative to k) and has density
p/k ðkjs0; n0Þ ¼ p/ð/ðkÞjs0; n0ÞjJ/ðkÞj; ð16Þ
where jJ/ðkÞj is the absolute value of the Jacobian of the transformation /ðkÞ:
An important case occurs when k ¼ l; the mean parameter. For example, for the
multinomial and negative multinomial families, (15) induces a prior on the ‘‘cell
probabilities’’-parameter which generalizes the standard conjugate Dirichlet family,
see [13].
Another important instance is given by k ¼ h; the natural parameter. In this case
it follows from Eq. (13) that jJ/ðhÞj ¼ 1: If in particular sk0ð jÞ ¼ s0ð jÞ; j ¼ 1;y; k;
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k ¼ 1;y; r; one gets
p/h ðhjs0; n0Þpexp
Xr
k¼1
½/ðkÞðhÞT s0ðkÞ  s
0T
½k1Ak½k1ð/ðkÞðhÞÞ  nk 0Bkð/ðkÞðhÞÞ
( )
¼ exp
Xr
k¼1
½/ðkÞðhÞT 
Xr
u¼kþ1
Aukð/ðuÞðhÞÞs0ðkÞ 
Xr
k¼1
nk
0Bkð/ðkÞðhÞÞ
( )
¼ exp
Xr
k¼1
½yTðkÞsðkÞ0  nk 0WkðhÞ
( )
; ð17Þ
where the last equality is based upon (12) and WkðhÞ ¼ Bkð/ðkÞðhÞÞ:
Conditions for the enriched conjugate densities (15) to be proper can be obtained
by extending Theorem 4 of Consonni and Veronese [13], namely for k ¼ 1;y; r:
(C1). nk
040;
(C2). sk
0
½k=nk
0AðXX½k Þ;
where ðXX½k Þ denotes the interior of the convex-hull of the support of the marginal
measure on X½k:
Before concluding this subsection it is worth remarking that prior-to-posterior
analysis under the enriched standard conjugate priors deﬁned in (15) is straightfor-
ward. Multiplying (14) by (15) one immediately obtains that the posterior
distribution still belongs to the class deﬁned in (15) with hyperparameters sk
00 ¼
s½k þ sk0 and n00k ¼ n þ nk 0; k ¼ 1;y; r:
4. Reference analysis for conditionally reducible NEF-SQVFS
4.1. Ordered-group reference priors
In this section we shall determine the form of the reference prior for the parameter
/ when the natural exponential family F has a simple quadratic variance function.
As a preliminary step, we show that the condition for the regular case obtains. It is
well known that the posterior distribution of the natural parameter of an exponential
family is asymptotically normal (see, for example, [9, Section 5.3]). On the other
hand, Mendoza [27] has shown that the asymptotic normality of posterior
distributions is preserved under smooth transformations of the parameters. These
results jointly imply that the posterior distribution of the / parameter indexing a
conditionally reducible family is also asymptotically normal.
The next lemma establishes the validity of (1), which will prove to be instrumental
in the construction of references priors.
Lemma 1. Let F be a conditionally r-reducible NEF on Rd having a simple quadratic
variance function as in (4). Then the determinant of the kth block of the Fisher
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information matrix for / can be factorized as
detfHkkð/½kÞg ¼ akð/ðkÞÞbkð/½k1Þ
for all k ¼ 1;y; r; with
akð/ðkÞÞpexpf/TðkÞzkðkÞ  ½ðzk½k1ÞTAk½k1ð/ðkÞÞ þ vkBkð/ðkÞÞg;
where Ak½k1 and Bk are defined through (10), vk ¼ qðdk þ 1Þ and zk ¼
ððzkð1ÞÞT ;yðzkðkÞÞTÞT corresponds to the first k blocks of the vector
Pd
k
i¼1 l
i
i; where l
i
i
is the ith column of the matrix Li appearing in (4).
Remark 3. WhenF is one of the basic natural exponential families having a simple
quadratic variance function written as in (5), thenF is conditionally d-reducible and
one can check that zk ¼ z½k ¼ ðdiagðL0ÞÞ½k for all k ¼ 1;y; d:
Proposition 2. Let F be a conditionally r-reducible NEF on Rd having a simple
quadratic variance function as in (4). Then the r-group reference prior for / relative to
the ordering ð/ð1Þ;y;/ðrÞÞ
(i) has density
/ð1Þ;y;/ðrÞp/ð/ð1Þ;y;/ðrÞÞp
Yr
k¼1
akð/ðkÞÞ1=2
¼
Yr
k¼1
exp
1
2
ð/ðkÞÞTzkðkÞ 
1
2
½ðzk½k1ÞTAk½k1ð/ðkÞÞ þ vkBkð/ðkÞÞ
 
;
ð18Þ
where zk and vk are defined in Lemma 1;
(ii) is invariant with respect to the ordering of the r-groups, and accordingly its
density will be simply denoted by p/ð/ð1Þ;y;/ðrÞÞ;
(iii) belongs to the enriched standard conjugate family (15).
Corollary 1. If F is one of the basic NEFs on Rd with simple quadratic variance
function given in (5), then the d-group reference prior for / has density
p/ð/Þpexp 1
2
/Tzþ q
Xd
k¼1
Bkð/kÞ
( )
; ð19Þ
where z ¼ diagðL0Þ:
We emphasize that formula (18), which stems from a family regarded as
r-conditionally reducible, is especially useful in at least two important contexts:
(i) when the inferential objective suggests to group the parameters into blocks of
varying importance. In this case, even if the family is a basic one, i.e.
conditionally d-reducible, it is appropriate to view it as an r-conditionally
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364 345
reducible family and correspondingly one must use (18) rather than (19), (see
Examples 1 and 1 (ctd.)), in accordance with Remark 1.
(ii) the parameter of interest may be such that, in order to apply our method of
construction, one cannot restrict attention only to basic families so that again
(18) becomes the only applicable formula (see Examples 3 and 3 (ctd.)).
Example 1 (ctd). The Multinomial family is one of the basic NEF-SQVFs and
consequently is conditionally d-reducible, with AkjðfkÞ ¼ AðfkÞ ¼ lnð1þ efkÞ;
BkðfkÞ ¼ NAðfkÞ and fk ¼ yk  lnð1þ
Pd
u¼kþ1 e
yuÞ; see [13, Table 1]. Further-
more, since z ¼ diagðL0Þ ¼ ð1;y; 1ÞT ; the d-group reference prior (19) for / is given
by
p/ð/Þp
Yd
k¼1
exp
1
2
fk  lnð1þ efk Þ
 
¼
Yd
k¼1
efk=2
1þ efk ; /AR
d : ð20Þ
Notice that under (20) the distribution of each fk is proper, and thus p/ðÞ is also
proper.
In accordance with point (i) following Corollary 1, we may regard the multinomial
family as 2-conditionally reducible with Xð1Þ ¼ ðX1;y; XmÞT distributed according
to a multinomial family with natural parameter */ð1Þ (say) while the conditional
family of Xð2Þ ¼ ðXmþ1;y; XnÞT given Xð1Þ is a multinomial distribution parameter-
ized by */ð2Þ (say). In order to obtain the reference priors for ð */ð1Þ; */ð2ÞÞ; using (18),
we observe that (i) both z1 and z2 are unit vectors, respectively, of dimension m and
d; because of Remark 3; (ii) v1 ¼ ðm þ 1Þ=N while v2 ¼ ðd þ 1Þ=N because of
Lemma 1; (iii) B1ð */ð1ÞÞ ¼ N lnð1þ
Pm
j¼1 e
*fð1Þj Þ since B1ðÞ corresponds to the
cumulant transform of an m-dimensional multinomial family; A2;jð */ð2ÞÞ ¼
A2ð */ð2ÞÞ ¼ lnð1þ
Pdm
l¼1 e
*fð2Þl Þ; j ¼ 1;y; m; and B2ð */ð2ÞÞ ¼ NA2ð */ð2ÞÞ; using
the fact the conditional distribution of Xð2ÞjXð1Þ belongs to a multinomial family.
Note that the functions B1; A2 and B2 depend on the degree of conditional
reducibility assumed for the family, and thus differ from the corresponding ones
used to derive (20) under d-reducibility.
As a consequence one obtains
pð */ð1Þ; */ð2ÞÞ
p
Ym
j¼1
e
1
2
*fð1Þj
Ydm
l¼1
e
1
2
*fð2Þl 1þ
Xm
j¼1
e
*fð1Þj
 !mþ12
1þ
Xdm
l¼1
e
*fð2Þl
 !dmþ12
: ð21Þ
The reference prior (21) is useful to induce reference priors on alternative
parameterizations grouped into two blocks, provided the ﬁrst one is a bijective
function of */ð1Þ; see Section 4.2.1; a notable illustration will be provided in Example
1 (ctd.) relative to the mean parameter grouped as ðm1;y; mmÞ; ðmmþ1;y; mdÞ:
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Example 2 (Negative-multinomial family). Consider the negative-multinomial
distribution on Rd
phðxjhÞ ¼ expfhTx MðhÞg R  1þ
Pd
k¼1 xk
x1;y; xd ; R  1
 !
;
where MðhÞ ¼ R lnð1Pdk¼1 eyk Þ; H ¼ fyARd: Pdk¼1 eyko1g and xk ¼ 0; 1;y;
R40 and yk ¼ lnðpkÞ; with pk the probability of the kth outcome, k ¼ 1;y; d:
This family is also one of the basic NEF-SQVFs and consequently is conditionally
d-reducible, with AkjðfkÞ ¼ AðfkÞ ¼ lnð1 efkÞ; BkðfkÞ ¼ RAðfkÞ and fk ¼
yk  lnð1
Pd
u¼kþ1 e
yuÞ; see [13, Table 1]. Since z ¼ diagðL0Þ ¼ ð1;y; 1ÞT ; the
d-group reference prior (19) for / is given by
p/ð/Þp
Yd
k¼1
exp
1
2
fk  lnð1 efk Þ
 
¼
Yd
k¼1
efk=2
1 efk ; /AðN; 0Þ
d : ð22Þ
Notice that p/ðÞ in (22) is improper, because each fk has an improper distribution.
Example 3 (A nonbasic NEF-SQVF). Consider a NEF-SQVF on R3 having
variance function
VðlÞ ¼
m1 m2 0
m2 m2 0
0 0 m3
2
64
3
75; m14m240; m340:
This family is 3-conditionally reducible because of the last sentence of Remark 2.
However it is not a basic family; moreover, it can be checked that the marginal
distribution of X1 is Poissonðm1Þ; the conditional distribution of X2jX1 ¼ x1 is
Binomialðx1; m2=m1Þ; while X3 is independent of ðX1; X2Þ with distribution
Poissonðm3Þ:
Straightforward calculations lead to
f1 ¼ ln m1; B1ðf1Þ ¼ ef1 ;
f2 ¼ ln
m2
m1  m2
; A21ðf2; y1Þ ¼ lnð1þ ef2Þ; B2ðf2Þ ¼ 0;
f3 ¼ ln m3; A31ðf3; y1Þ ¼ A32ðf3; y2Þ ¼ 0; B3ðf3Þ ¼ ef3 :
From the variance function we deduce that q ¼ 0; so that vk ¼ 0; k ¼ 1; 2; 3:
Moreover z1 ¼ 1; z2 ¼ ð2; 1ÞT ; and z3 ¼ ð2; 1; 1ÞT : Using (18) we derive the 3-group
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reference prior
p/ðf1;f2;f3Þp e
1
2 f1 exp
f2
2
 1
2
½2 lnð1þ ef2Þ
 
e
1
2 f3
p e
1
2 ðf1þf2þf3Þð1þ ef2Þ1; ðf1;f2;f3ÞAR3: ð23Þ
4.2. Properties of the ordered-group reference prior
4.2.1. Reference priors on alternative parameterizations
It is known that, in general, reference priors are not invariant under arbitrary
reparameterizations of the model. Speciﬁcally suppose that / and k are two
alternative parameterizations of F: Given a reference prior on /; a reference prior
for k cannot always be induced from that of /: This is not surprising since the
reference prior method takes explicitly into account the inferential importance of
the parameters. Speciﬁcally, let / ¼ ð/Tð1Þ;y;/TðrÞÞT and k ¼ ðkTð1Þ;y; kTðrÞÞT where
the blocks are arranged in increasing order of importance and /ðkÞ has the same
dimension of kðkÞ; k ¼ 1;y; r: If, for each k; kðkÞ is a function of ð/ð1Þ;y;/ðkÞÞ; then
Yang [31] and Datta and Ghosh [19] show that the reference prior on k can be
obtained from that of /; via the usual change-of-variable technique. Notice that the
transformation from / to k is block-lower triangular: we can therefore conclude that
reference priors are invariant with respect to such transformations, whose feature is
to preserve the order of inferential importance of the groups under the two
parameterizations. An important instance occurs when k represents the mean
parameter of the NEF F: When k equals the natural parameter h; block-lower
triangularity does not hold; nevertheless we show that the reference prior on h can
still be recovered from that of /:
Proposition 3. Let F be a conditionally r-reducible NEF-SQVF on Rd : If zkð jÞ ¼ zð jÞ;
j ¼ 1;y; k; k ¼ 1;y; r; then
(i) the r-group reference prior of the natural parameter h relative to the ordering
hð1Þ;y; hðrÞ has density
hð1Þ;y;hðrÞphðhÞpexp
1
2
½hTz
Xr
k¼1
vkWkðhÞ
( )
; ð24Þ
(ii) the r-group reference prior of the mean parameter l relative to the ordering
lð1Þ;y; lðrÞ has density
lð1Þ;y;lðrÞplðlÞpexp 
1
2
hðlÞTz
Xr
k¼1
1
2
vk  v

 
WkðhðlÞÞ
" #( )
: ð25Þ
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We remark that the reference priors for h and l are not order-invariant, unlike
that for /: Furthermore, all basic NEF-SQVFs satisfy the conditions on zkð jÞ of
Proposition 3, because of Remark 3.
Example 1 (ctd.). To obtain the d-group reference prior for l it sufﬁces to recall
that fk ¼ yk  lnð1þ
Pd
u¼kþ1 e
yuÞ and ykðlÞ ¼ lnðmkÞ  lnðN 
Pd
j¼1 mjÞ: As a
consequence, WkðhÞ ¼ BkðfkðhÞÞ ¼ N lnð1þ e
yk
1þ
Pd
u¼kþ1 e
yu
Þ; so that WkðhðlÞÞ ¼
N lnð1þ mk
N
Pk
j¼1 mj
Þ ¼ N lnðN
Pk1
j¼1 mj
N
Pk
j¼1 mj
Þ:
Since vk ¼ ðk þ 1Þ=N and v ¼ ðd þ 1Þ=N; (25) yields
m1;y;mdplðlÞp
Yd
k¼1
N Pdj¼1 mj
mk
 !1=2 N  Pk1
j¼1
mj
N Pk
j¼1
mj
0
BBB@
1
CCCA
dk12
8>>><
>>:
9>>>=
>>;
p
Yd
k¼1 mk N 
Xk
j¼1
mj
 !( )1=2
: ð26Þ
Consider now the cell-probabilities parameter, p ¼ ðp1;y; pdÞT : Since pk ¼ mk=N;
the d-group reference prior on p is easily derived from (26), i.e.
p1;y;pdppðpÞp
Yd
k¼1
pk 1
Xk
j¼1
pj
 !( )1=2
: ð27Þ
Berger and Bernardo [6] obtained ordered group reference priors for the
parameter p and discussed their properties. Of course, (27) coincides with their d-
group reference prior relative to the ordering ðp1;y; pdÞ: However, our derivation is
straightforward because of the structure of d-conditional reducibility afforded by the
Multinomial family. Notice that the reference prior (27) on p is a generalized
Dirichlet distribution; see [12].
Suppose now that one is interested in obtaining the reference prior on p relative to
the ordered-grouping pð1Þ ¼ ðp1;y; pmÞT ; pð2Þ ¼ ðpmþ1;y; pdÞT : This might occur,
for instance, in an electoral contest, where p1;y; pm are the probabilities of voting in
favor of the m most prominent parties, while the remaining probabilities refer to
smaller political groups. The ordered-grouping above implies that the focus of
inference is on ðp1;y; pmÞ; without establishing any privileged hierarchy among
these parties.
As already remarked, the above prior cannot be obtained from (27); on the
other hand one can derive it from (21) since the mapping ð */ð1Þ; */ð2ÞÞ-ðpð1Þ; pð2ÞÞ is
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364 349
block-lower triangular. Alternatively, since the conditions of Proposition 3 are
satisﬁed and pðkÞ ¼ ð1=NÞlðkÞ; one can use directly formula (25) with r ¼ 2:
Using the expressions for vk and WkðhÞ ¼ BkðfkðhÞÞ recalled in the latter part of
Example 1 (ctd.), one readily deduces
pð1Þ;pð2ÞppðpÞp
Yd
k¼1
p
1=2
k
 !
1
Xm
j¼1
pj
 !12 ðdmÞ
1
Xd
j¼1
pj
 !12
:
Example 2 (ctd.). To obtain the d-group reference prior on l it sufﬁces to recall
that fkðhÞ ¼ yk  lnð1
Pd
u¼kþ1 e
yuÞ and ykðlÞ ¼ lnðmkÞ  lnðR þ
Pd
j¼1 mjÞ: Con-
sequently, WkðhÞ ¼ BkðfkðhÞÞ ¼ R ln 1 e
yk
1
Pd
u¼kþ1 e
yu

 
; so that WkðhðlÞÞ ¼
R lnð1 mk
Rþ
Pk
j¼1 mj
Þ ¼ R lnðRþ
Pk1
j¼1 mj
Rþ
Pk
j¼1 mj
Þ:
Since vk ¼ ðk þ 1Þ=R and v ¼ ðd þ 1Þ=R; (25) yields
m1;y;mdplðlÞp
Yd
k¼1
R þPdj¼1 mj
mk
 !1=2 R þ Pk1
j¼1
mj
R þPk
j¼1
mj
0
BBB@
1
CCCA
dk12
8>><
>>>:
9>>=
>>>;
p
Yd
k¼1 mk R þ
Xk
j¼1
mj
 !( )1=2
: ð28Þ
Consider now the reference prior on p: This distribution cannot be derived from
the reference prior on l; as in the multinomial case, because the mapping from l to p
is not lower triangular. On the other hand, one can check that pk ¼ eyk ; so that the
reference prior on p can be induced from that of h: Using (24) we ﬁrst obtain the
reference prior on h
y1;y;ydphðhÞp
Yd
k¼1
e
yk
2 1
Xd
u¼k
eyu
 !( )gk
;
where g1 ¼ 1 and gk ¼ 1=2; k ¼ 2;y; d:
Since jJhðpÞj ¼
Qd
k¼1 p
1
k ; the d-group reference prior on p becomes
p1;y;pdppðpÞp
Yd
k¼1
p
12
k 1
Xd
u¼k
pu
 !( )gk
:
Example 3 (ctd.). Let X˜i; i ¼ 1; 2; 3 be independent Poisson variables with
expectations *mi so that the corresponding family is a basic NEF-SQVF. Suppose
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we want to make inference on m1 ¼ *m1 þ *m2; m2 ¼ *m2; m3 ¼ *m3 in this order of
importance.
Using (25) one can obtain the reference prior on *l ¼ ð *m1; *m2; *m3ÞT ; however this
cannot be used to obtain the reference prior on l ¼ ðm1; m2; m3ÞT since the
transformation *l-l is not lower triangular.
A natural way to circumvent this problem is to transform *X to X ¼ ðX1; X2; X3ÞT ;
with X1 ¼ *X1 þ *X2; X2 ¼ *X2; X3 ¼ *X3; whose distribution belongs to the 3-
conditionally reducible, nonbasic NEF-SQVF, described in Example 3. One can
now use the reference prior p/ð/Þ; obtained in (23), to induce the reference prior on
l: Since jJ/ðlÞj ¼ fðm1  m2Þm2m3g1 one readily obtains
m1;m2;m3plðlÞpfm1ðm1  m2Þm2m3g1=2; m14m240; m340:
It is interesting to remark that the reference prior on l cannot be obtained using
formula (25) since the conditions on the zkð jÞs in Proposition 3 are not satisﬁed
because z11 ¼ 1az21 ¼ 2; see Example 3.
4.2.2. Reference posteriors
Since the reference prior for / belongs to the enriched standard conjugate family,
the /ðkÞ’s will also be independent under the reference posterior. More precisely, if s
denotes the realization of the sufﬁcient statistic for a random sample of size n; the
reference posterior will be obtained from (18) upon replacing fzk=2; vk=2g with
fzk=2þ s½k; vk=2þ ng; so that
p/ð/jsÞ
p
Yr
k¼1
exp /TðkÞ
zkðkÞ
2
þ sðkÞ
 !(

Xk1
j¼1
ATkjð/ðkÞÞ
zkð jÞ
2
þ sð jÞ
 !
þ vk
2
þ n
' (
Bkð/ðkÞÞ
" #)
: ð29Þ
In particular, if the family is one of the basic NEF-SQVFs on Rd ; with variance
function given in (5), formula (29) holds with r ¼ d; vk ¼ qðk þ 1Þ and zk ¼ z½k ¼
diagðL0Þ½k: Furthermore, for all such families, one has
p/ð/jsÞpexp /T z
2
þ s
' (

Xd
k¼1
n þ q
Xk1
j¼1
sj  1
 !" #
BkðfkÞ
( )
; ð30Þ
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except for the negative-multinomial/gamma/normal family for which one has instead
p/ð/jsÞ
pexp /T
z
2
þ s
' (n o
 exp 
Xmþ1
k¼1
n þ q
Xk1
j¼1
sj  1
 !" #
BkðfkÞ  smþ1
Xd
k¼mþ2
BkðfkÞ
( )
: ð31Þ
Sufﬁcient conditions for the reference posterior (29) on / to be proper can be
immediately derived from conditions (C1) and (C2) of Section 3.3, namely, for
k ¼ 1;y; r
ðC1Þ vk=2þ n40; ðC2Þ ðzk=2þ s½kÞ=ðvk=2þ nÞAðXÞX½k Þ:
The previous conditions do not allow one to conclude that for all basic NEF-SQVFs
the posterior reference distribution on / is always proper. On the other hand, the
result is actually true as stated below.
Proposition 4. Let F be a basic NEF-SQVF on Rd : The d-group reference posterior
on / is proper for all sample sizes and all sample values.
Clearly, Proposition 4 is trivially satisﬁed for the multinomial family since the
reference prior (20) is proper.
An interesting aspect of default or noninformative priors concern their frequentist
properties, especially with respect to coverage of posterior probability intervals.
Speciﬁcally, let P be a prior for k ¼ ðl1;y; ldÞT : Let t1ðkÞ;y; tsðkÞ; spd; be real-
valued twice continuously differentiable parametric functions of interest. If, given a
sample of size n; P produces a posterior one-sided credibility interval of probability
a for each tjðkÞ whose conﬁdence level, over repeated sampling, is aþ Oðn1Þ; thenP
is said to be a simultaneous marginal probability matching prior. For a concise
discussion and extensive references see [18]; Datta [17] also deals with the notion of
joint probability matching priors.
Under the assumption that the components of k are orthogonal, and if tjðkÞ ¼ lj ;
one can characterize the prior on k that is simultaneous marginal probability
matching (this prior is actually also joint probability matching). It is immediate to
verify that the reference prior on / given in Proposition 2 is simultaneous marginal
probability matching for f1;y;fd : This result is of particular interest when the
component fk has a substantial interpretation. For instance in the multinomial case
(see Example 1), fk represents the logit of the probability of an outcome in cell k
given the number of outcomes in the previous cells, namely fk ¼ logitðpk=ð1Pk1
j¼1 pjÞÞ: On the other hand, in the negative-multinomial case (see Example 2),
with R a positive integer, the conditional distribution of XkjX1 ¼ x1;y; Xk1 ¼ xk1
is negative-binomial with number of occurrences outside cell k equal to R þPk1j¼1 xj
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and probability of an occurrence in cell k given by pk=ð1
Pd
j¼kþ1 pjÞ: It can be
checked that fk corresponds to the logarithm of this latter probability.
The above examples refer to the more general problem of invariance of matching
probability priors to reparameterization. For an extensive treatment of this and
related issues see [19].
As a ﬁnal remark, suppose that m1 represents the parameter of interest. Notice that
m1 is a function of f1 alone, see (11). Then the joint density of ðm1; kÞ can be deduced
from (18) to be equal to
m1;kpm1;kðm1; kÞp a1ðf1ðm1ÞÞ1=2
@f1
@m1

Yd
k¼2
akðfkÞ1=2
p fHm1;k11 ðm1Þg1=2
Yd
k¼2
akðfkÞ1=2;
where H
m1;k
11 ðm1Þ represents the ﬁrst element of the block-diagonal information matrix
relative to ðm1; kÞ: Recalling that k is orthogonal to m1; one can thus conclude, using
Eq. (10) of Datta and Ghosh [18], see also [30], that the prior for ðm1; kÞ is also
probability matching for m1:
5. Reference priors for two-way contingency tables
A useful application of the theory described above concerns the analysis of a two-
way contingency table under multinomial sampling.
Let Xij denote the counts in row i and column j of an r  c table, with Xrc ¼
N Pr1i¼i Pcj¼1 Xij Pc1j¼1 Xrj:
The joint distribution of X ¼ ðXijÞ is multinomial on Rrc1 and, apart from the
double-index notation, can be written as in (8) of Example 1.
As a consequence, the reference prior on / ¼ ðfij : i ¼ 1;y; r  1; j ¼ 1;y; c;
frj : j ¼ 1;y; c  1Þ is as in (20), namely
p/ð/Þp
Yr1
i¼1
Yc
j¼1
efij=2
1þ efij
 ! Yc1
j¼1
efrj=2
1þ efrj
 !
; ð32Þ
whereas the reference prior on the cell probabilities pij; relative to the ordering
ðp11; p12;y; pr;c1Þ; is given by, see (27)
pppðpÞp
Yr1
i¼1
Yc
j¼1
pij 1
Xi1
k¼1
Xc
j¼1
pkj 
Xj
l¼1
pil
 !" #12

Yc1
j¼1
prj 1
Xr1
i¼1
Xc
j¼1
pij 
Xj
l¼1
prl
 !" #12
; ð33Þ
Some properties of ppp will be described later on in this section.
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One can factorize pij as pipjji; where pi represents the ith row-marginal probability
and pjji the conditional probability of column j given row i: This gives rise to the
reparameterization *p ¼ ðpi; p1ji;y; pc1ji; i ¼ 1;y; r  1; p1jr;y; pc1jrÞ which is
more natural, for example, in the context of Bayesian networks, where rows index
conﬁgurations of ‘‘parent’’ nodes, whereas columns index states of the ‘‘children’’
nodes; see [15,20].
Berger and Bernardo [6] recommended, for typical use, to employ a reference prior
having a maximal number of groupings. Accordingly, we construct the ðrc  1Þ-
group reference prior on *p: On the other hand, the latter cannot be deduced from
that of p; because the mapping p/*p is not lower triangular.
To solve the problem it is expedient to consider the transformed vector of
observables *X ¼ ðXi; Xi1;y; Xi;c1; i ¼ 1;y; r  1; Xr1;y; Xr;c1Þ: Of course, the
distribution of *X is still NEF-SQVF because *X ¼ GX; with G a suitable ðrc  1Þ 
ðrc  1Þ matrix.
Proposition 5. The distribution of *X is a conditionally ðrc  1Þ-reducible NEF-SQVF.
If w ¼ ðci;ci1;y;ci;c1; i ¼ 1;y; r  1;cr1;y;crc1Þ denotes the corresponding
conditionally reducible parameter, then the reference prior on w is given by
pwðwÞp
Yr1
i¼1
eci=2
1þ eci
 ! Yr1
i¼1
Yc1
j¼1
ecij=2
1þ ecij
 !
: ð34Þ
The ðrc  1Þ-reference prior on *p is given by
*pp*pð*pÞp
Yr1
i¼1
pi 1
Xi
k¼1
pk
 !" #1=2Yr
i¼1
Yc1
j¼1
pjji 1
Xj
l¼1
plji
 !" #1=2
: ð35Þ
It is interesting to notice that (34) is structurally equivalent to (32), although / and
w are distinct functions of the primary parameters pij:
Letting pI ¼ ðpi; i ¼ 1;y; r  1Þ; pJji ¼ ðp1ji;y; pc1jiÞ and pJjI ¼ ðpJji; i ¼
1;y; rÞ; we deduce that the marginal distribution of pI and of each of the pJji
under (35) is a (proper) generalized Dirichlet.
Consider now the reference prior on *p according to the order pI ; pJjI : This
coincides with (35) because of the order invariance of the reference prior on w—a
consequence of Proposition 2(ii)—and the fact that there exists a suitable
permutation of w such that its mapping onto ðpI ; pJjIÞ is lower triangular.
Of course, one might have factorized pij as pjpijj and repeated the procedure
leading to a reference prior on p ¼ ðpj ; p1jj;y; pr1jj; j ¼ 1;y; c  1; p1jc;y;
pr1jcÞ which, with obvious modiﬁcations, will be of the same type as (35). We
remark that the reference priors on *p and p are incompatible, i.e. they give rise
to two distinct distributions on the joint cell probabilities ðpijÞ: This follows from
Theorem 2 of Geiger and Heckerman [20] who show that only the Dirichlet
distribution on ðpijÞ induces a distribution on *p and p enjoying both global and local
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independence of pI and pJjI as well as of pJ and pI jJ : In other words, choosing rows,
rather than columns, as a criterion to assess parameter importance, does matter.
As far as the inferential aspects are concerned, it follows from Proposition 2(iii)
that, under the reference posterior, pI ; and pJji; i ¼ 1;y; r are still independent,
each vector having a generalized Dirichlet distribution. Speciﬁcally, writing
GDirða1;y; ad ; g1;y; gdÞ for the joint density
f ðt1;y; td ja1;y; ad ; g1;y; gdÞp
Yd
i¼1
tai1i 1
Xi
j¼1
tj
 !gi
;
with ti40; and
Pd
i¼1 tio1 we get pI jxBGDirðx1 þ 12;y; xr1; þ 12; gi ¼ 12;
i ¼ 1;y; r  2; gr1 ¼ N 
Pr1
i¼1 xi  12Þ; and independently pJjijxBGDirðxi1 þ
1
2
;y; xi;c1 þ 12; gjji ¼ 12; j ¼ 1;y; c  2; gc1ji ¼ xi 
Pc1
j¼1 xij  12Þ:
Formula (3.1) of Lochner [26] can be used to compute marginal moments of a
generalized Dirichlet. In particular, we get
E*pðpijxÞ ¼
Yi1
l¼1
N  x1: ? xl: þ 1=2
N  x1: ? xl: þ 1
 !
xi: þ 1=2
N þ 1

 
ð36Þ
and
E*pðpjjijxÞ ¼
Yj1
m¼1
xi:  xi1 ? xim þ 1=2
xi:  xi1 ? xim þ 1
 !
xij þ 1=2
xi: þ 1

 
: ð37Þ
We close this section with a couple of remarks on the comparison between the
reference prior on p; described in (33)—which only employs the multinomial
structure of the observations and is therefore essentially equivalent to that derived
and discussed in [6]—and the reference prior on *p given in (35).
First of all, both priors share the property of marginalization, see Berger and
Bernardo [6, Section 3.3]. Relative to *p this means for example that collapsing rows r
and r  1 in the contingency table would lead to a reference prior on pi: and pJji; i ¼
1;y; r  2; which coincides with that obtained through marginalization from (35).
On the other hand, a signiﬁcant distinction between the reference prior on p and
that on *p concerns expectations of cell probabilities pij : More precisely, under the
former prior we have
EpðpijÞ ¼ 1
2

 cði1Þþj
;
whereas, under the latter,
E*pðpijÞ ¼ E*pðpi:ÞE*pðpjjiÞ ¼ 1
2

 iþj
:
Thus Epðp11Þ ¼ 1=2 and then expectations progressively decrease following the
ordering of ði; jÞ; with j running faster than i: On the other hand, E*pðp11Þ ¼ 1=4 and
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then expectations progressively decrease along the ﬁrst row; for the remaining rows a
similar pattern occurs starting from E*pðpi1Þ ¼ ð1=2Þiþ1:
In conclusion, the prior for p is strongly unbalanced in favor of the cells in the ﬁrst
row, whereas that for *p distributes the mass more evenly. The difference between the
two priors may lead to noticeably different inferences in the presence of sparse
contingency tables.
6. Concluding remarks
In this paper we have obtained the reference prior on the parameter / of a
conditionally r-reducible NEF-SQVF. Its derivation is particularly straightforward
thanks to the attractive properties enjoyed by the / parameterization. We have
shown that the reference prior is order invariant and belongs to the enriched
standard conjugate family. Moreover, we have derived the reference priors for the
natural and mean parameter.
Concerning posterior inference, we show that, for basic NEF-SQVFs, the d-group
reference posterior distributions are proper for all data sets and sample sizes.
Furthermore, the posterior expectation of l can be obtained by applying results in
Theorem 5 of Consonni and Veronese [13]; while posterior moments of / and h can
be derived, whenever the normalizing constant is explicitly available, using
Proposition 1 of Gutie´rrez-Pena [21].
The theory presented in this paper can be applied also to conditionally r-reducible
NEFs whose variance function is not necessarily SQVF. An important instance is
represented by NEFs having a homogeneous quadratic variance function such
as the Wishart family. When sampling from an l-dimensional multivariate zero-mean
normal distribution, the previous family arises both as the sampling distribution
of the sum of cross-products matrix, or, from a Bayesian perspective, as the
standard conjugate prior on the population precision- (i.e. inverse covariance-)
matrix. Because of symmetry constraints on the matrix, the actual size of the family
is d ¼ lðl þ 1Þ=2: Consonni and Veronese [14] have shown that the Wishart family
on symmetric cones is fully conditionally l-reducible and that a reference prior for
the / parameters can be easily constructed. Such parameters admit a simple
interpretation in terms of regression coefﬁcients and variances associated to the l
conditional distributions, whose product gives the joint density of the Gaussian
population.
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Appendix A. Proofs
Proof of Proposition 1. We ﬁrst recall that if X is distributed according to a NEF-
SQVF on Rd then X ¼ G *Xþ a where *X follows a basic NEF-SQVF distribution on
Rd with variance function given in (5), G is a nonsingular square matrix and a is a
constant vector.
From Propositions 2.3 and 3.2 of Gutie´rrez-Pen˜a and Smith [23], it follows that
detfVðlÞgpexpfhðlÞTz vMðhðlÞÞg;
where z ¼ G diagðL0Þ  qðd þ 1Þa and v ¼ qðd þ 1Þ:
We now show that z ¼Pdi¼1 lii where lii denote the ith column of the matrix Li
appearing in (4).
The variance function of *X; *Vð *lÞ say, can be written as
*Vð *lÞ ¼ q *l *lT þ
Xd
i¼1
*li *Li þ *C
with *Li ¼ Diagðl0i Þ where l0i corresponds to the ith column of the matrix L0 in (5).
The speciﬁc form of L0 for each of the basic families can be found in [23, p. 18].
We initially consider the case of a linear transformation $X ¼ G *X and set $l ¼ G *X:
Then
$Vð $lÞ ¼ G *VðG1 $lÞGT ¼ q $l $lT þ
Xd
i¼1
½G1 $liG *LiGT þG *CGT : ð38Þ
Denoting by gij the general element of the matrix G1; the linear term in (38)
becomes
Xd
i¼1
Xd
j¼1
gij $mjG *LiGT ¼
Xd
j¼1
$lj
Xd
i¼1
G *Lig
ijGT
 !
: ð39Þ
Because $Vð $lÞ must be of the form (4), we have $Lj ¼ Gð
Pd
i¼1 *Lig
ijÞGT ¼ GUjGT ;
where Uj ¼ DiagðL0g jÞ with g j the jth column of G1:
In particular, if $l
j
j denotes the jth column of
$Lj; we have
$l
j
j ¼
Xd
r¼1
u jr grgjr ð40Þ
where u jr is the rth element of the diagonal of Uj and gr is the rth column of G: Now
it is simple to check that, because of the speciﬁc form of L0; we have
Pd
j¼1 $l
j
j ¼Pd
j¼1
Pd
r¼1 u
j
r grgjr ¼ G diagðL0Þ:
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Finally consider X ¼ $Xþ a: With obvious notation, we have
VðlÞ ¼ $Vðl  aÞ ¼ qllT  qðlaT þ alT Þ þ
Xd
i¼1
$Lili þ C
¼ qllT þ
Xd
i¼1
Lili þ C;
with C ¼ $CPdi¼1 $Liai þ qaaT and Li ¼ $Li  qAi where Ai is the matrix with
elements aiik ¼ aiki ¼ ak; kai; aiii ¼ 2ai and the remaining aijk’s are zero.
As a consequence,
Xd
j¼1
l
j
j ¼
Xd
j¼1
$l
j
j  qðd þ 1Þa ¼ G diagðL0Þ  qðd þ 1Þa ¼ z:
Proof of Lemma 1. Consider the partition X ¼ ðXT½r1;XTðrÞÞT ; with corresponding
partitions for h; l and /: Recall from Eq. (13) that hðrÞ ¼ /ðrÞ: Now, by (9), the
Fisher information matrix relative to / is block-diagonal, i.e.
Hð/Þ ¼ DiagfH11ð/ð1ÞÞ;y; Hkkð/½kÞ;y; Hrrð/Þg:
From Remark 2 the distribution of X½r1 is a natural exponential family with
natural parameter /r1 and cumulant transform Mr1 say; alternatively we can also
parameterize this family in terms of the corresponding mean parameter l½r1 or in
terms of /r1: Now consider the mixed parameterization ðl½r1;/ðrÞÞ for the family
of X: It is easy to see that the block of the Fisher information matrix (relative to this
parameterization) corresponding to /ðrÞ is given by
H
l½r1;/ðrÞ
rr ðl½r1;/ðrÞÞ ¼ Hrrð/½r1ðl½r1Þ;/ðrÞÞ:
Since X½r1 is a cut ofF; see [13], it follows from Lemma 3.3 of Barndorff-Nielsen
and Blæsild [3] that
H
l½r1;/ðrÞ
rr ðl½r1;/ðrÞÞ ¼Vrrðl½r1;lðrÞðl½r1;/ðrÞÞÞ
 Vr½r1ðl½r1; lðrÞðl½r1;/ðrÞÞÞV½r1½r1ðl½r1Þ1
n
 V½r1rðl½r1; lðrÞðl½r1;/ðrÞÞÞ
o
;
whence, using standard results on the determinant of partitioned matrices,
detfHl½r1;/ðrÞrr ðl½r1;/ðrÞÞg
¼ detfVðl½r1; lðrÞðl½r1;/ðrÞÞÞg detfV½r1½r1mðl½r1Þg1:
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Furthermore, again from the fact that X½r1 is a cut of F; it follows from
Barndorff-Nielsen and Koudou [4] that
pðx½r1; xðrÞjl½r1;/ðrÞÞ ¼ pðx½r1jl½r1ÞpðxðrÞj/ðrÞ; x½r1Þ; ð41Þ
where the marginal density of X½r1 is a NEF and that of XðrÞjX½r1 is an exponential
family.
From (6) and (41), we can now see that, setting v ¼ vr and z ¼ zr
detfVðl½r1; lðrÞðl½r1;/ðrÞÞÞg
pexpfðzr½r1ÞT/r1ðl½r1Þ  vrMr1ð/r1ðl½r1ÞÞg
 expfðzðrÞrÞT/ðrÞ  ½ðzr½r1ÞTAr½r1ð/ðrÞÞ þ vrBrð/ðrÞÞg:
Therefore
detfHrrð/½r1ðl½r1Þ;/ðrÞÞg ¼ arð/ðrÞÞbrð/½r1Þ;
where
arð/ðrÞÞpexpfðzrðrÞÞT/ðrÞ  ½ðzr½r1ÞTAr½r1ð/ðrÞÞ þ vrBrð/ðrÞÞg:
This proves the case k ¼ r: Since the distribution of X½r1 belongs to a natural
exponential family one can apply the previous argument to prove the case k ¼ r  1;
replacing X with X½r1 ¼ ðXT½r2;Xðr1ÞÞ; h with /r1 ¼ ð/r1½r2;/ðr1ÞÞ and zr
and vr; respectively, with z
r1 and vr1: Notice that zr1 can be computed applying
Proposition 1 to the NEF-SQVF corresponding to Xð1Þ;y;Xðr1Þ whose
variance function can be obtained from (4) deleting the rows and columns
corresponding to XðrÞ: Repeating the argument for k ¼ r  2;y; 1 completes the
proof. &
Proof of Proposition 2. Because of Lemma 1, one can use (2) so that items (i) and (ii)
follow. Item (iii) follows immediately upon noticing that (18) can be obtained from
(15) by setting sk
0 ¼ 1
2
zk and nk
0 ¼ 1
2
vk: &
Proof of Corollary 1. Formula (19) follows directly applying (18) to each of the basic
families using the fact that zk ¼ z½k: &
Proof of Proposition 3. (i) Recall from (12) that the transformation from / to h is
block upper-triangular. Let */ ¼ ð */Tð1Þ;y; */TðrÞÞT ¼ ð/TðrÞ;y;/Tð1ÞÞT ; i.e. the /ðkÞ’s
listed in reverse order. Deriving the Fisher information for */ one establishes, because
of the result mentioned in Section 2, that the reference prior for */ is also order-
invariant; furthermore one has
p */ð1Þ;y; */ðrÞ ð */ð1Þ;y; */ðrÞÞ ¼ p/ð1Þ;y;/ðrÞ ð */ðrÞ;y; */ð1ÞÞ:
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364 359
Notice that the transformation from */ to h is block lower triangular, and so the
reference prior for h can be easily derived from that of */: Speciﬁcally,
hð1Þ;y;hðrÞphðhÞ ¼ p
*/
h ðhÞ ¼ p */ð */ðhÞÞ j J */ðhÞj ¼ p/ð/ðhÞÞ j J */ðhÞj ¼ p/ð/ðhÞÞ;
since j J */ðhÞj ¼ j J */ð/ðhÞÞjj J/ðhÞj ¼ 1 because j J/ðhÞj ¼ j J */ð/Þj ¼ 1:
Since p/ðÞ belongs to the enriched standard conjugate family (15) with sk0 ¼ s0 ¼
z½k=2 and nk 0 ¼ vk=2; and since p/ð/ðhÞÞ ¼ p/h ðhÞ; one can use (17) to derive the
required result.
(ii) Recalling that the transformation from / to l is block-lower triangular, see
(11), the reference prior for l can be obtained from that of /: In fact, the reference
prior plðlÞ can be more easily derived via a double transformation, namely
lð1Þ;y;lðrÞplðlÞ ¼ p/l ðlÞ ¼ p/h ðhðlÞÞ j J/ðhðlÞÞjj JhðlÞj:
Since j J/ðhÞj ¼ 1 and j JhðlÞjpdetfVðlÞg1; see [23, p. 34], the result follows using
(24) and Proposition 1.
Proof of Proposition 4. Recalling that the fk’s are independent a posteriori, it is
enough to prove that each fk has a proper distribution.
For each basic class (or family), we shall identify, using the notation and results
appearing in Table 1 of Consonni and Veronese [13], z ¼ diagðL0Þ (see Eq. (5)), the
parameter space Fk; BkðfkÞ; q as well as the range of sk:
(i) Poisson/normal class: In this case conditions ðC1Þ and ðC2Þ of Section 5.2.2
hold. Indeed vk ¼ 0; because q ¼ 0; so that ðC1Þ reduces to n40 which is trivially
true. Moreover, ðC2Þ is also satisﬁed because zj ¼ 1; sjAf0; 1; 2;yg ð j ¼ 1;y; mÞ;
while zj ¼ 0 and sjAR ð j ¼ m þ 1;y; dÞ and ﬁnally ðXX½k Þ ¼ ð0;NÞk; for ðk ¼
1;y; mÞ; while ðXX½k Þ ¼ ð0;NÞm  Rkm; for ðk ¼ m þ 1;y; dÞ:
(ii) Multinomial family: Conditions ðC1Þ and ðC2Þ do hold in this case, although
checking them is somewhat elaborate. However the result follows immediately
because the reference prior (20) for this family is proper, see Example 1.
(iii) Negative-multinomial family: In this case q ¼ 1=R; ðR40Þ; whence vk ¼
ðk þ 1Þ=R; so that ðC1Þ is not satisﬁed for all n: We shall thus consider formula
(30). Substituting zk ¼ 1; and BkðfkÞ ¼ R lnð1 efkÞ; k ¼ 1;y; d; the marginal
posterior on fk becomes
pfkðfkjsÞpexp
1
2
þ sk

 
fk
 
þ ð1 efkÞRnþ
Pk1
j¼1 sj1; fko0; ð42Þ
where skAf0; 1; 2;yg:
Since distribution (42) induces a beta distribution on lk ¼ efk with parameters
1=2þ sk40 and Rn þ
Pk1
j¼1 sj40; the result follows.
(iv) Negative-multinomial/hyperbolic secant family: The reference posterior on fk;
k ¼ 1;y; d  1; coincides with the one given in (iii) above and consequently is
always proper. Since zd ¼ 0; q ¼ 1=R ðR40Þ; and BdðfdÞ ¼ R lnðcosðfdÞÞ the
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reference posterior on fd is
pfd ðfd jsÞpexpfsdfdg cosðfdÞ
Rnþ
Pd1
j¼1 sj1 fdAðp=2; p=2Þ;
while sdAR:
Since expfsdfdg is ﬁnite and cosðfdÞc1; c40; is integrable on ðp=2; p=2Þ the
results follows.
(v) Negative-multinomial/gamma/normal class: Recall that for this class the
reference posterior is provided in (31). As a consequence the reference posterior
on fk; k ¼ 1;y; m; coincides with the one given in (iii) above and consequently is
always proper. Since zmþ1 ¼ 0; q ¼ 1=R; ðR40Þ; and Bmþ1ðfmþ1Þ ¼ R lnðfmþ1Þ
the reference posterior on fmþ1 is
pfmþ1ðfmþ1jsÞpexpfsmþ1fmþ1gðfmþ1Þ
Rnþ
Pm
j¼1 sj1 fmþ1o0;
with skAf0; 1;yg; k ¼ 1;y; m; while smþ140: This posterior is always proper
because it corresponds to a gamma distribution on fmþ1; with shape parameter
Rn þ Pmj¼1 sj40 and scale parameter smþ140:
We ﬁnally consider the posterior reference on fk for k ¼ m þ 2;y; d: In this case
zk ¼ 0 so that from (31) it follows that
pfkðfkjsÞpexpfskfk  smþ1f2k=2g fkAR;
with smþ140 and skAR; which represents the kernel of a normal distribution with
mean sk=ðsmþ1Þ and variance 1=smþ1 and therefore is always proper.
Proof of Proposition 5. Let Binðtjn; gÞ denote the binomial density with n trials and
probability of success g evaluated at t: The joint density of *X; expressed as a product
of univariate conditional densities (given the preceding variables), can be written asYr1
i¼1
Bin xi N 
Xi1
l¼1
xl;
pi
1 Pi1l¼1 pl

 !(

Yc1
j¼1
Bin xij xi 
Xj1
l¼1
xil ;
pj j i
1 Pj1l¼1 plji

 !#" )

Yc1
j¼1 Bin xrj N 
Xr1
l¼1
xl 
Xj1
m¼1
xrm;
pj j r
1 Pj1l¼1 pljr

 !
: ð43Þ
To simplify the application of Proposition 2 to our context, it is convenient
to replace the double-index notation ði; jÞ with a single index k; say, according
to the rule: ðiÞ/cði  1Þ þ 1; ði; jÞ/cði  1Þ þ 1þ j; i ¼ 1;y; r  1; j ¼ 1;y;
c  1; ðr; jÞ/cðr  1Þ þ j; j ¼ 1;y; c  1: In other words, k acts as a counter along
rows. We denote by Y the ðrc  1Þ vector corresponding to a relabeling of *X
according to the index mapping above.
Recalling that for a binomial density Binðjn; gÞ the natural parameter c is
lnðg=ð1 gÞÞ and the cumulant transform is MðcÞ ¼ n lnð1þ ecÞ; the factorization
(43) identiﬁes ðrc  1Þ parameters ck’s together with the corresponding functions
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Mkðckjy1;y; yk1Þs: From the structure of Mk given in (10), one obtains:
BkðckÞ ¼
N lnð1þ eckÞ k ¼ cði  1Þ þ 1; i ¼ 1;y; r  1
or k ¼ cðr  1Þ þ j; j ¼ 1;y; c  1
0 otherwise;
8><
>:
and, for i ¼ 1;y; r  1 and j ¼ 1;y; c  1;
AklðckÞ ¼
lnð1þ eckÞ k ¼ cði  1Þ þ 1þ j4ðl ¼ cði  1Þ þ 1þ m;
m ¼ 1;y; j  1Þ
or k ¼ cðr  1Þ þ j4ðl ¼ cðr  1Þ þ m;
m ¼ 1;y; j  1Þ
or k ¼ cðr  1Þ þ j4ðl ¼ cðm  1Þ þ 1;
m ¼ 1;y; r  1Þ
lnð1þ eckÞ k ¼ cði  1Þ þ 1þ j4l ¼ cði  1Þ þ 1
0 otherwise:
8>>>>>>>><
>>>>>>>:
Of course, the pattern of zeros appearing in Akl merely reﬂects the conditional
independence structure embodied in (43).
We ﬁnally identify the vectors zk and the values vk appearing in Lemma 1. Notice
that vk ¼ ðk þ 1Þ=N; although its value matters only when BkðckÞa0:
To identify zk; notice ﬁrst that Y ¼ GX; with G ¼ DiagðG1;y;Gr1; Ic1Þ where
G1 ¼? ¼ Gr1 ¼ G0; where
G0 ¼
1 ? 1 1
0
Ic1 ^
0
2
6664
3
7775
and Ic1 is the identity matrix of order ðc  1Þ:
Let l denote the expected value of X and write g ¼ EðYjlÞ ¼ Gl: Then the
variance function of Y; VYðgÞ; is given by GVðG1gÞGT ; where VðÞ refers to the
variance function of X:
Clearly, VYðÞ is a SQVF, and thus admits a representation as in (4). Writing the
linear component as
Prc1
k¼1 ZkLk and denoting with l
k
k the kth column of Lk; it
follows from (40) that
lkk ¼
Xrc1
i¼1
uki gigki;
where uki is the ith element of the diagonal of Uk ¼ DiagðL0gkÞ ¼ DiagðgkÞ: The
last equality holds because X has a multinomial distribution, so that L0—deﬁned
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in (5)—corresponds to the identity matrix. It can be checked that
ðlkk Þm ¼
1 if k ¼ m ¼ cði  1Þ þ 1þ j; ði ¼ 1;yr  1;
j ¼ 1;y; c  1Þ
or k ¼ m ¼ cði  1Þ þ 1; ði ¼ 1;y; r  1Þ
or k ¼ m ¼ cðr  1Þ þ j; ð j ¼ 1;y; c  1Þ
or kam ¼ cði  1Þ þ 1; ði ¼ 1;yr  1Þ
0 otherwise:
8>>>><
>>>>:
To evaluate (18) one needs to compute
Xk1
j¼1
AkjðckÞzkj þ vkBkðckÞ: ð44Þ
Because BkðckÞ and AkjðckÞ; when different from zero, are equal up to a constant,
expression (44) reduces to evaluating a linear combination of vk and the sum of the
ﬁrst k  1 elements of zk: Recalling that zk corresponds to the ﬁrst k components of
the vector
Pk
i¼1 l
i
i; straightforward algebra leads to conclude that (44) equals
2 lnð1þ eckÞ; for each k:
Furthermore since zkk ¼ 1; the reference prior on w is
pwðwÞp
Yrc1
k¼1
eck=2
1þ eck : ð45Þ
The ﬁnal step concerns obtaining the reference prior for *p: However this is
immediate upon realizing that the mapping w/*p is lower triangular, so that one
merely transforms (45), obtaining
*pp*pð*pÞ ¼ pw*p ð*pÞp
Yr1
i¼1
pi 1
Xi
k¼1
pk
 !" #1=2

Yr
i¼1
Yc1
j¼1
pj j i 1
Xj
l¼1
plji
 !" #1=2
:
References
[1] S. Bar-Lev, D. Bshouty, P. Enis, G. Letac, I. Lu, D. Richards, The diagonal multivariate natural
exponential families and their classiﬁcation, J. Theoret. Probab. 7 (1994) 883–929.
[2] O.E. Barndorff-Nielsen, Information and Exponential Families in Statistical Theory, Wiley,
Chichester, 1978.
[3] O.E. Barndorff-Nielsen, P. Blæsild, Exponential families with afﬁne dual foliations, Ann. Statist. 11
(1983) 753–769.
[4] O.E. Barndorff-Nielsen, A.E. Koudou, Cuts in natural exponential families, Theory Probab. Appl. 40
(1995) 361–372.
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364 363
[5] J.O. Berger, J.M. Bernardo, On the development of reference priors, in: J.M. Bernardo, J.O. Berger,
A.P. Dawid, A.F.M. Smith (Eds.), Bayesian Statistics, Vol. 4, Clarendon Press, Oxford, 1992,
pp. 35–60.
[6] J.O. Berger, J.M. Bernardo, Ordered group reference priors with application to a multinomial
problem, Biometrika 79 (1992) 25–37.
[7] J.M. Bernardo, Reference posterior distributions for Bayesian inference, J. Roy. Statist. Soc. B 41
(1979) 113–147.
[8] J.M. Bernardo, J.M. Ramo´n, An introduction to Bayesian reference analysis: inference on the ratio of
multinomial parameters, The Statist. 47 (1998) 101–135.
[9] J.M. Bernardo, A.F.M. Smith, Bayesian Theory, Wiley, Chichester, 1994.
[10] L.D. Brown, Fundamentals of Statistical Exponential Families, with Applications in Statistical
Decision Theory, Lectures Notes, Vol. 9, Institute of Mathematical Statistics, Hayward, 1986.
[11] M. Casalis, The 2d þ 4 simple quadratic natural exponential families on Rd ; Ann. Statist. 24 (1996)
1828–1854.
[12] R.J. Connor, J.E. Mosimann, Concepts of independence for proportions with a generalization of the
Dirichlet distribution, J. Amer. Statist. Assoc. 64 (1969) 196–206.
[13] G. Consonni, P. Veronese, Conditionally reducible natural exponential families and enriched
conjugate priors, Scand. J. Statist. 28 (2001) 377–406.
[14] G. Consonni, P. Veronese, Enriched conjugate and reference priors for the Wishart family on
symmetric cones, Ann. Statist. 31 (2003) to appear.
[15] R.G. Cowell, A.P. Dawid, S.L. Lauritzen, D.J. Spiegelhalter, Probabilistic Networks and Expert
Systems, Springer, New York, 1999.
[16] D.R. Cox, N. Reid, Orthogonal parameters and approximate conditional inference (with discussion),
J. Roy. Statist. Soc. 49 (1987) 1–39.
[17] G.S. Datta, On priors providing frequentist validity of Bayesian inference for multiple parametric
functions, Biometrika 83 (1996) 287–298.
[18] G.S. Datta, M. Ghosh, Some remarks on noninformative priors, J. Amer. Statist. Assoc. 90 (1995)
1357–1363.
[19] G.S. Datta, M. Ghosh, On the invariance of noninformative priors, Ann. Statist. 24 (1996) 141–159.
[20] D. Geiger, D. Heckerman, A characterization of the Dirichlet distribution through global and local
parameter independence, Ann. Statist. 25 (1997) 1344–1369.
[21] E. Gutie´rrez-Pen˜a, Moments for the canonical parameter of an exponential family under a conjugate
distribution, Biometrika 84 (1997) 727–732.
[22] E. Gutie´rrez-Pen˜a, R. Rueda, Reference priors for exponential families, J. Statist. Plann. Inference
110 (2003) 35–54.
[23] E. Gutie´rrez-Pen˜a, A.F.M. Smith, Exponential and Bayesian conjugate families: review and
extensions, Test 6 (1997) 1–70.
[24] C. Kokonendji, V. Seshadri, On the determinant of the second derivative of a Laplace transform,
Ann. Statist. 24 (1996) 1813–1827.
[25] G. Letac, (1991). The classiﬁcation of the natural exponential families by their variance functions,
Proceedings of the 48th Session of the International Statistical Institute, Cairo, Egypt, Vol. 54, Book
3, pp. 1–18.
[26] R.H. Lochner, A generalized Dirichlet distribution in Bayesian life testing, J. Roy. Statist. Soc. B 37
(1975) 103–113.
[27] M. Mendoza, Asymptotic normality under transformations: a result with Bayesian applications, Test
3 (1994) 173–180.
[28] C.N. Morris, Natural exponential families with quadratic variance functions, Ann. Statist. 10 (1982)
65–80.
[29] C.N. Morris, Natural exponential families with quadratic variance functions: statistical theory, Ann.
Statist. 11 (1983) 515–529.
[30] R. Tibshirani, Noninformative priors for one parameter of many, Biometrika 76 (1989) 604–608.
[31] R. Yang, Invariance of the reference prior under reparameterization, Test 4 (1995) 83–94.
ARTICLE IN PRESS
G. Consonni et al. / Journal of Multivariate Analysis 88 (2004) 335–364364
