Abstract. It is a well-known fact that a graph of diameter d has at least d + 1 eigenvalues. Let us call a graph d-extremal if it has diameter d and exactly d + 1 eigenvalues. Such graphs have been intensively studied by various authors.
Introduction
The eigenvalues of a graph are the eigenvalues of its adjacency matrix A(G). Let us denote the number of distinct eigenvalues of the graph G by δ(G).
It is a basic precept of spectral graph theory that low values of δ(G) indicate the presence of special structure in the graph G. Indeed, we may point out a number of classical results in this vein: For samples of some recent work of this kind we refer to [10, 22] . A way to intuitively grasp why such results hold is to consider the minimal polynomial of A(G) which factors linearly as A(G) is diagonalizable. So if λ 1 , λ 2 , . . . , λ δ are the distinct eigenvalues of G, we have:
(A − λ 1 I) · . . . · (A − λ δ I) = 0. If δ is small, then we can infer from this equation constraints on the structure of G, using the fact the ijth entry of A k is the number of k-walks between vertices i and j (cf. [3, p. 4] )). This is the approach taken by Doob in [9] and it works very well for δ = 2; for larger values of δ it becomes necessary to introduce additional assumptions on G in order to complete the analysis.
Another relation between structure and spectrum is given by the following well-known fact:
Let us call graphs of diameter d who have d + 1 distinct eigenvalues d-extremal. The complete graph K n is 1-extremal and strongly regular graphs are 2-extremal. More generally, distance regular graphs are d-extremal [3, p. 178] .
Our main goal in this paper is to obtain a result similar to Theorem 1.3 for the class of split graphs, instead of bipartite graphs. Recall that a graph is split if its vertex set can be partitioned into a clique and a stable set.
While split graphs are less celebrated than the bipartite ones, the reader will surely agree, upon reflection, that they form no less natural a class. Indeed, both notions of bipartite and split graphs have been jointly generalized: a graph has a (k, ℓ)-partition -or, shortly, the graph is (k, ℓ) -if its vertex set can be partitioned into k independent sets and ℓ cliques (cf. [14] ). Clearly, bipartite graphs are (2, 0) while split graphs are (1, 1) . A further generalization can be found in [13] .
There are also other reasons to accord to split graphs an important role in graph theory. One of them is that the split partitions, that is the degree sequence vectors of split graphs, form the top part of the lattice of graphic partitions [18] , which fact may ultimately account for the unexpected emergence of split graphs in various contexts.
Another reason is the central role split graphs play in the class of chordal graphs. It has been shown in [2] that almost all chordal graphs are split and understanding a property for split graphs is often a major stepping-stone on the way to undertsanding it for all chordal graphs.
Unlike for bipartite graphs, regularity does not seem to be a natural assumption for split graphs. We replace it instead with the assumption that all vertex degrees in G are either t or y and say that G is (t, y)-bidegreed . The structure of such graphs is just as we would predict it to be: Observe that split graphs have diameter of at most 3. We can now pose our research problem as: Problem 1.6. Characterize the 3-extremal connected bidegreed split graphs.
Our main result (Theorem 4.6) is that connected split bidegreed 3-extremal graphs are either the coronas of cliques or are derived in a natural way from non-symmetric block designs with the property r = λ 2 .
Combinatorial preliminaries
Let D be a family of k-subsets of E = {x 1 , x 2 , . . . , x v }. The family D is called a (v, k, λ)-design over E if, for every two distinct elements e, f of E, there are exactly λ sets in D that contain both e and f . A design is called non-trivial if k < v. We will assume λ > 0 throughout, to avoid pathological cases.
The elements of E are called the points of D while the sets in D are called blocks and their number is traditionally denoted by b. It is a well-known fact (cf. [23, p. 4] ) that every element of E appears in the same number of blocks; this number is called the replication number of D, traditionally denoted by r, and satisfies the equation
We shall sometimes find it convenient to expand the notation and speak of a (v, b, r, k, λ)-design. Let us now define the split graph associated with the design D. Informally, we first start with the usual (bipartite) incidence graph L(D) = (P ∪ B, E) of D, so that P and D are the sets of points and blocks of D, respectively, and then add all possible edges between vertices in P , turning it into a clique. Formally, we can write: • ǫ, ν both correspond to points.
• ǫ corresponds to a point x ǫ ∈ E and ν to a block
It is easy to see that G D is indeed a split graph whose maximal clique C has c = v vertices and whose stable set has s = b vertices. Observe that any G D must have diameter equal to 1 or 2 or 3.
Remark 2.2. Notice that we do not rule out the possibility that D has repeated blocks (so that the family D is a multiset rather than a set).
Next we present what is perhaps the earliest result of design theory (cf. [23, p. 17] ). Proof. Let C be the clique and S the independent set into which the vertex set of G D is partitioned. Suppose now for the sake of contradiction that D is symmetric. Then by Theorem 2.4 we see that every two blocks intersect. This means that every two vertices in S have at least one common neighbour in C, implying that the diameter of G is 2 -a contradiction. Therefore D must be non-symmetric and Fisher's inequality together with Theorem 2.4 tells us that s > c. Finally, if G is a graph, we denote by G • K 1 its corona -the graph obtained by adding a pendant vertex to each vertex of G.
Matrix-theoretic preliminaries
The identity matrix will be denoted, as usual, I. The all-ones matrix, rectangular or square, according to context, will be denoted J. The all-ones vector will be denoted j. The set of eigenvalues of A will be denoted Spec(A). The largest eigenvalue of a nonnegative matrix will be called its Perron value. The rank and trace of a matrix A will be denoted r(A) and Tr A, respectively. The number of distinct eigenvalues of matrix A will be denoted by δ(A). The Perron-Frobenius theorem (cf. [15, Chapter 8] ) will be used freely throughout.
We now record a number of simple matrix-theoretic lemmata.
Lemma 3.1. If M is a real symmetric matrix with δ(M) = 1 and eigenvalue λ, then M = λI.
If the row sums of a matrix all equal to the same number ω we will say that the matrix is ω-stochastic. The next lemma is a standard fact.
Lemma 3.3. Let M be a real symmetric n × n ω-stochastic matrix with ω > 0 and let β ∈ R such that βn = ω. Then r(M) = r(M − βJ).
Proof. We can show that more is true, in fact: ker M = ker (M − βJ). Indeed, if x ∈ ker M then j T x = 0 by Lemma 3.2 and therefore Jx = 0 and x ∈ ker (M − βJ). On the other hand, if x ∈ ker (M − βJ) then j T x = 0 by Lemma 3.2 and thus Mx = βJx = 0. Proof. According to [4, p. 219 -220], we have that M = uu T + γI, with u being some positive vector. Since Mj = ωj we get uu T j + γj = ωj. Set f = u T j and we can write u = ω−γ f j. Multiplying this equality by j again we get f = u T j = n ω−γ f and thus f 2 = n(ω − γ). Finally,
f 2 J and we are done. We shall be interested in the ω-stochastic case. The next lemma is a standard fact. Proof. The first claim follows immediately from Lemma 3.2. If M is irreducible, then ω is simple by the Perron-Frobenius theorem. Thus every ω-eigenvector is a multiple of j and so is ω is not restricted. Conversely, if M is reducible, then we can find by Lemma 3.6 a ω-eigenvector that is orthogonal to j, and thus ω is restricted.
Recall that the Schur complement of the partitioned matrix Then r(A) = r(X) + r(A/ X ).
bidegreed split graphs with four eigenvalues
Throughout this section we shall assume that G is a connected split bidegreed graph, that is that there are exactly two distinct vertex degrees in G = (C, S). By Lemma 1.5 we know that all vertices in C share the same degree d and all vertices in S share the same degree k. A vertex in C has c − 1 neighbours inside C and therefore k ′ = d − (c − 1) neighbours in C. Double-counting the edges between C and S gives us:
Let us write down the adjacency matrix A of the graph G, with the vertices of C listed first and then those of S:
The bidegreeness assumption means that the matrix B satisfies BJ = k ′ J and B T J = kJ. Therefore BB T J = kk ′ J or, in other words, BB T is kk ′ -stochastic. Let us now consider an eigenvector corresponding to a nonzero eigenvalue µ of A:
Performing some obvious manipulations we deduce that y = µ −1 B T x and that therefore
This will be our basic equation. Now multiply both sides of (1) by J on the left and obtain:
Therefore we see that either Jx = 0 or µ 2 − (c − 1)µ − kk ′ = 0 (or both). We are now in a position to describe the spectrum of G: • µ = 0.
• µ is a root of the quadratic equation
The bidegreeness assumption tells us that π = {C, S} is in fact an equitable partition of the vertices. The quotient matrix is:
Therefore, from Lemma 2.7 we see that the roots of the equation t 2 − (c − 1)t − kk ′ = 0 are indeed always eigenvalues of G. Furthermore, the larger of these two roots is the Perron value. Let us call it ρ and the other root ψ.
Let γ be an eigenvalue of BB T . Clearly γ ≥ 0 because BB T is positive semidefinite. Let P γ denote the set of roots of the quadratic equation t 2 + t − γ = 0. Since the discriminant of the equation is 1 + 4γ > 0, we see that |P γ | = 2. Now let us reformulate Proposition 4.1 in a more precise way: Proposition 4.2. Let G = (C, S) be a connected bidegreed split graph. Then the spectrum of A is:
In fact, it turns out that there can be very little overlap between the different parts of the spectrum presented in Proposition 4.2:
Proof. (1) Consider the Perron value ρ of A. Since the graph is connected, A is an irreducible matrix and there is positive eigenvector corresponding to ρ. But any eigenvector arising from a γ ∈ R(BB T ) will be orthogonal to j by definition and so will have both positive and negative entries. Therefore, ρ cannot belong to any P γ .
(2) First observe that ψ = −kk ′ ρ by Vieta's formula. Now suppose that ψ ∈ P kk ′ and let β be the other member of P kk ′ . Then β = ρ by Vieta's formula -a contradiction to statement (1) of this proposition, which we had proved already.
(3) Obvious. (4) Suppose that P γ 1 = {µ, τ 1 }, P γ 2 = {µ, τ 2 }. Then Vieta's formula tells us that µ + τ 1 = −1 and µ + τ 2 = −1, immediately implying τ 1 = τ 2 and γ 1 = γ 2 .
Proposition 4.4. δ(A) ≥ 2|R(BB
Proof. From part (1) of the previous proposition we know that ρ is not contained in any P γ . We also know that |P γ | = 2 for each γ ∈ R(BB T ). J − I, we have that
The rank of J − I is c while the rank of
J is equal, by Lemma 3.3, to r(B T B). Since r(XX T ) = r(X) we get that r(A) = c + r(B) and finally, r(B) ≤ c since B has c rows.
Before we arrive at the culmination, let us observe that the diagonal entries of BB T are all equal to k ′ and therefore
We are now in a position to state and prove our main result: 
and that D has at least one pair of disjoint blocks.
Proof. Let us first prove that if G has four distinct eigenvalues, then it must be of one of the forms we have indicated. Since δ(A) = 4 we immediately deduce from Proposition 4.4 that BB T can have at most one restricted eigenvalue. Let us first consider the case that BB T is reducible. Then from Lemma 3.7 we see that kk ′ is the only possible restricted eigenvalue of BB T . Therefore BB T has exactly one distinct eigenvalue and BB T = kk ′ I by Lemma 3.1. Observe now that Tr BB T = ck ′ as remarked before; on this other hand, the trace must be equal to c · kk ′ . Therefore k = 1. Let us now pause to count the distinct eigenvalues of A, according to Proposition 4.2: we have ρ, ψ and two more in Now we take up the case when BB T is irreducible. From Lemma 3.7 we know that kk ′ is not a restricted eigenvalue of BB T and so does not contribute to the spectrum of A. Therefore there is exactly one more restricted eigenvalue γ which does contribute (if there were two, then we would have δ(A) ≥ 5, an impossibility). Since kk ′ is a simple eigenvalue of BB T we can easily determine γ:
We can apply Lemma 3.4 to BB T (with ω = kk ′ , of course) and obtain that
If we now let λ = k
, then Lemma 2.6 tells us that B is the incidence matrix of some (c, k, λ)-design D and therefore G = G D . Furthermore, we know by Lemma 2.5 that s > c and therefore r(A) < c + s and 0 is an eigenvalue of A.
Thus we see that to have δ(A) = 4 we must have ψ ∈ P γ . This means that ψ 2 + ψ = γ. To derive the implications of this condition we need to explicitly write out ψ (something we have managed to avoid doing so far):
Therefore we see that:
= k ′ and therefore we can write r instead of k ′ . We are going to perform some algebraic manipulations, using the fact that r(k − 1) = λ(c − 1):
Dividing by c we get:
(c − 1) 2 + 4kr = (c − 1) + 2λ. Taking the square of both sides and simplifying then leads to
On the other hand, it is easy to verify by computation that graphs of the forms indicated in the theorem have exactly four distinct eigenvalues.
Some examples and discussion
For examples of small combinatorial designs we shall draw on the tables in [5, Chapter 1] and on the online data on E. Spence's webpage [21] . The former provides exhaustive coverage up to r = 41, with valuable commentary on the interrelationships between the various designs. The latter is less exhaustive (though it has some larger designs) but lists the actual incidence matrices for the designs, which can be very helpful in exploring their properties.
The first parameter set that satisfies r = λ 2 is (7, 21, 9, 3, 3) . This is parameter set number 31 on [5, p. 15] and we can learn there that there are 10 non-isomorphic such designs. We downloaded them from [21] and constructed the associated split graphs G D for each design. It turns out that one of the graphs (the first) has diameter 2 while the rest have diameter 3. The reason for the first graph having diameter 2 is that every pair of blocks in the corresponding design has a non-empty intersection.
Indeed, let us list here the first design (with diameter 2) and then the fifth and the tenth designs (with diameter 3) in the compact notation of [5] , as a k ×b matrix, where each column lists the points of the corresponding block. All in all there are ten non-isomorphic split bidegreed graphs with diameter 3 and four distinct eigenvalues on 28 vertices: the nine graphs associated with designs and
Observe that the block {1, 2, 3} is repeated three times in D 5 , whereas D 10 has no repeated blocks. Furthermore, observe that D 1 is obtained by replicating three times the blocks of the Fano plane (that is the unique (7, 3, 1)-design) . We will now use this idea to produce infinite families of examples. A design D is called quasi-symmetric if there exist parameters x, y (x < y) so that any two blocks of D intersect in either x or in y elements. A quasi-symmetric design with x = 0 is guaranteed to have a pair of non-intersecting blocks and thus to give rise to a G D with diameter 3. 
Some non-bidegreed split graphs with four eigenvalues
The construction of split graphs from combinatorial designs with r = λ 2 can also produce examples of non-bidegreed split graphs with four eigenvalues -provided that we suitably generalize our notion of a design. A (r, λ)-design is in fact the structure obtained if we drop the condition that all blocks have the same size in a (v, k, λ)-design. If B is the incidence matrix of a (r, λ)-design D then we still have:
Reprising the calculations we have performed in Section 4 we see that the condition r = λ and so the graph is indeed non-bidegreed. In Figure 1 , the vertices of the clique are labelled 1, 2, 3, 4 and each vertex in the independent set is labelled with the list of points in the corresponding block. Another class of examples can be obtained by the same approach as in Section 5: if D 0 is any (r, 1)-design, we can take D to consist of r copies of D 0 and then D will be a (r 2 , r)-design. To illustrate this approach, we consider a (6, 1)-design, denoted in [17] as CURD (9, 6) Taking six copies of this design yields a split graph with c = 9 and s = 144. The degrees of the vertices in S are all equal to either 2 or 3. We hope the reader will forgive us for not presenting here a drawing of the graph which has 153 vertices. Its spectrum is 14 1 , 5 8 , 0 135 , −6 9 . We have not found in the literature a systematic treatment of the construction of (r, λ)-designs that satisfy r = λ 2 . However we can at least refer the interested reader to the informal but informative discussion in [1] of a variety of ad-hoc methods by which such designs can be constructed from better-known designs. For constructions of (r, 1)-designs we refer to [12] . 
Open questions

