This paper analyzes the role of common data problems when identifying structural breaks in small samples. Most notably, we survey small sample properties of the most commonly applied endogenous break tests developed by Brown, Durbin, and Evans (1975) and Zeileis (2004) , Nyblom (1989) and Hansen (1992) , and Andrews, Lee, and Ploberger (1996) 
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Introduction
The empirical relation between macroeconomic time series is frequently subject to potential changes caused by the evolution of the political framework. Due to the large number of political decisions it is commonly unclear, which of these decisions have sufficiently strong impact on macroeconomic relations to be considered as structural breaks. Testing for unknown structural breaks, to make sure that these policy changes do not alter the parameter regime significantly, thus is crucial for sound economic analysis; see for instance Stock and Watson (1996), McConnell and Perez-Quiros (2000) , Hansen (2001) , Zeileis, Shah, and Patnaik (2010) , and references therein. In macroeconometrics these tests usually have to be applied to small samples due to the low frequency of the data. Even for the US the typical quarterly time series rarely exceeds 200 observations. Furthermore, heteroscedasticity and nonnormalities frequently obscure a clear view on the true underlying processes.
While the properties of the standard tests that are employed to test for structural breaks in the data are well known for large samples with error terms that are Gaussian i.i.d., evidence on their performance under the outlined conditions that commonly prevail in macroeconomic analysis is scarce.
This paper provides a detailed inspection of the size and power properties of frequently used endogenous structural break tests applied to small samples using extensive Monte Carlo simulations. For the sake of comparability we restrict the analysis to tests for a single break.
1 The comparative analysis includes the traditional CUSUM test (Brown, Durbin, and Evans 1975) and its refinements proposed by Ploberger and Krämer (1992) and Zeileis (2004) , the tests introduced by Nyblom (1989) and Hansen (1992) , and the F type tests by Andrews (1993) , Andrews and Ploberger (1994) , and Andrews, Lee, and Ploberger (1996) . 2 A Monte Carlo analysis of the power properties of endogenous structural break tests is provided most notably byAndrews, Lee, and Ploberger (1996) . Diebold and Chen (1996) add evidence on the performance in small samples.
1 An approach to the analysis of data that contains multiple structural changes in a linear regression setup is for instance presented in Zeileis, Kleiber, et al. (2003) . 2 There is a related estimation technique for the determination of structural break dates, that relies on the minimization of the sum of squared residuals (see e.g. Bai (1997) and Bai and Perron (1998) ). Since the methodology is very similar to the F type tests, we do not consider these estimators separately. A survey that covers both structural break tests and structural break estimation is found in Perron (2006 The remainder of the paper is structured as follows. Section 2 outlines the tests that we will examine. Section 3 describes the simulation setup that we use for our Monte Carlo simulations and the results for a baseline model. In Section 4 we add heteroscedasticty, as well as kurtosis and skewness to the residual component.
Section 5 concludes.
Methods for Detecting Structural Changes
In the last decades a large number of tests has been developed, to detect structural breaks at unknown points in time. Following Zeileis (2005) , these "endogenous structural break tests" can be subdivided in three categories:
The first category, that is commonly referred to as "residual based test" or "fluctuation test", directly relies on the properties of the residual series under the null hypothesis of a constant parameter regime without having an explicit alternative hypothesis. These tests most notably include the original CUSUM test (Brown, Durbin, and Evans 1975) and its refinements (Ploberger and Krämer 1992) . For our simulation study, we used the traditional CUSUM and the CUSUM-OLS test with alternative boundaries provided by Zeileis (2004) . The small sample correction for these boundaries are proposed by El-Shagi (2010) .
The second category of tests builds on the traditional exogenous structural break tests, like the F test that has been proposed by Chow (1960) for this purpose. To identify the most likely break point these tests use the supremum of the F statistic.
However, the more recent versions of this test use improved statistics to test whether the null hypothesis of a constant parameter regime should be rejected. We analyze both, the original version of the test proposed by Andrews (1993) and the refinements proposed by Andrews, Lee, and Ploberger (1996) .
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The third category of tests is based on ML scores. The first test of this type has been developed by Nyblom (1989) for nonlinear models. In our paper we evaluate the alternative version developed by Hansen (1992) , that is meant for linear regression models.
All the tests that we consider in this study are applied to test for structural breaks in the parameter regime of a standard linear model:
where y t is the dependent variable at time t, x t the corresponding (k × 1) vector of exogenous variables and ε t the residual. The estimated parameters will be marked with a hat in the following.
CUSUM Test : Brown, Durbin, and Evans (1975) proposed a test known as CUSUM test, which is based on the cumulative sum of the recursive residuals. The test statistic W t is given by:
whereσ is defined as:σ
In the traditional CUSUM testε is given by the series of recursive errors that are adjusted for the size distortion:
whereβ t−1 is the estimate of β using data up to point t − 1 and X t−1 is the corresponding matrix of exogenous variables. Ploberger and Krämer (1992) introduced an alternative version based on OLS residuals. In here,ε is defined as the common OLS residual i.e.:
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where σ t is the variance of the relevant stochastic process. These variances are given by:
in the case of the Brownian motion underlying the original CUSUM test, and by:
in the case of the Brownian bridge underlying the CUSUM-OLS test. In both cases 3 See for instance Karatzas and Shreve (1991) for a more detailed description of these processes. 4 See Hassler (2007) .
where λ determines the probability that the boundary of interest is crossed at least once.
Zeileis (2004) provides asymptotic estimates of λ for a commonly used set of p values.
Nyblom Test:
The Nyblom test (Nyblom 1989 , Hansen 1992 ) describes a simple yet powerful test for parameter instability for a fairly general class of time series models. The null hypothesis of constant parameters is tested against the alternative that the parameters follow a martingale process. 5 It is based on a cumulative sum of the least squares residuals. From the least squares normal equations we can derive:
x it ε t = 0 for i = 1, ..., k and
Following Hansen (1992), we define a (1 × (k + 1))-vector f t for each point in time,
where:
Defining S it as the sum of f it over time
and defining the vectors:
IWH the test statistic L j can be written as:
with V = f t f t . Since S k+1 holds the cumulated deviations of squared residuals from average variance of residuals, the Nyblom test does not only respond to changes in the parameters but to changes in the variance of errors as well.
The corresponding test statistic for the individual parameter Nyblom test is given by:
it for all i = 1, ..., k + 1. The corresponding nonstandard asymptotic distributions can be found in Nyblom (1989) and Hansen (1990) . Since these authors only report critical values for some standard significance criteria, this study employs a bootstrapped distribution of the Nyblom test statistic, to allow testing at any significance level.
SupF Type Tests: SupF type tests are constructed for unknown breakpoints t b like the tests described above. However, contrarily to the latter, they allow to determine the most likely position of t b . Therefore, the testing procedure is nonstandard because t b appears only under the alternative and not under the null hypothesis.
How to deal with such a framework is described by Davies (1977) and Hawkins (1987) . They proposed the supremum statistics of a Wald test, a likelihood ratio test and a Lagrange multiplier test (SupW, SupLR, and SupLM) to test for structural breaks. Asymptotically, these tests are equivalent. Numerical approximations to the asymptotic distribution (examined by Andrews (1993) and Andrews and Ploberger (1994) for a related class of tests) are given in Hansen (1997) . In our paper we follow Hansen and analyze the properties of the SupLM and two more recent extensions that use statistics based on the Lagrange multiplier (AvgLM and ExpLM).
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where t b denotes the date of the structural change which lies between π 1 and π 2 . The corresponding Andrews, Lee, and Ploberger (1996) test statistics are:
The corresponding asymptotic distribution and tabulated asymptotic critical values are given in Andrews, Lee, and Ploberger (1996) and Andrews (2003) . This paper relies on the approximation provided by Hansen (1997) .
Simulation Setup
The baseline model
All tests are applied to a simple linear model with a break at time t b . The model takes the form:
where
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For our simulation we use a model where the constant term equals zero (both, before and after the break). The structural break thus affects the simulated time series correlation of x 1 and y. Albeit the true process has no constant term the tests are performed allowing for a constant. This is especially important for the CUSUM type tests that produce biased results if applied to a model without constant.
In our baseline simulations the break occurs exactly in the middle of the sample.
We test a broad range of break intensities, where we understand the intensity Θ of a break ∆β as one minus the significance level of a two-sided t test that compares the parameter regime before and after the break, if the break was known. Table 1 summarizes selected break intensities and the corresponding values of ∆β.
The Monte Carlo analysis includes 10'000 simulations for each of the 100 break intensities Θ, that are equally distributed over the interval [0.9 0.999]. That is, we only include breaks, where the null hypothesis of no break could be rejected with at least 90% probability, if the break point was known.
6 Note that the exogenous variable has a nonzero mean. This guarantees that angle ψ between the average exogenous vector and the shift of the parameter coefficient ∆β differs from 90°. This is important, since the CUSUM family of tests, is not able to detect breaks that do not fulfill this condition. The empirical size of the F type tests also generally matches nominal size. The only exception is the original SupLM test. The null hypothesis is falsely rejected with a probability that is roughly equal to two thirds of nominal size. This corresponds to the results of Diebold and Chen (1996) , who find a tendency to underreject for this type of test in an AR(1) setup. Contrarily to the SupLM test, AvgLM and ExpLM both reject the null with the expected probability. Anyhow, the power difference only is about 2% in favor of the AvgLM test.
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Even the ExpLM and AvgLM tests detect a break of intensity Θ with a probability of less than 40% on the corresponding significance level p crit = (1 − Θ). This lack of power shows the general difficulties of testing for breaks if the break point is unkown. We compare SupLM, AvgLM, ExpLM, individual parameter Nyblom and the CUSUM type tests concerning their power and size properties in the presence of heteroscedasticity. Since the joint parameter Nyblom test is designed to capture changes in the variance of errors, it strongly reacts to heteroscedasticity by construction. This is intentional rather than a sign of distorted size. Therefore, the joint parameter Nyblom test is not included in this section. 
Variance regimes
The most basic form of heteroscedasticity is regime change in the variance of the idiosyncratic error term. Corresponding to our structural break setup, this break occurs in the middle of the sample in the simulations.
More precisely, the simulation uses the following setup:
Surprisingly, the F type tests exhibit strong differences in their robustness to heteroscedasticity as can be seen in figure setup. This is discussed in more detail in the technical appendix.
Autoregressive conditional heteroscedasticity
Frequently, a change in the variance of the error term is not due to a permanent change. Rather, periods of high volatility induce further volatility; therefore times of high volatility alternate with fairly stable times. This is mostly captured using models of autoregressive conditional heteroscedasticity.
The model used in this paper is a standard ARCH(1) model, where the conditional variance of the error term in t only depends on the error term in t − 1.: 
Non normal error terms
Standard econometric tests mostly rely on the assumption of Gaussian errors. For practical purposes this assumption is usually reduced to the requirement that the kurtosis and skewness of the empirical error distribution do not differ significantly from the respective moments of the normal distribution. However, Monte Carlo simulations suggest that valid statistical inference is far more sensitive to skewness than to excess kurtosis (see e.g. Jarque and Bera (1980) and Bai and Ng (2005) ).
Therefore, we will first analyze the robustness of endogenous structural break tests to error terms that exhibit excess kurtosis. In a second subsection we will draw the simulated error terms from a distribution that is skewed.
Following Mantalos and Shukur (2007) , who analyze the properties of the RESET test under nonnormality, we employ distributions of the Generalized-Tukey-Lambda (GTL) family. Based on Freimer, Kollia, et al. (1988) we use the specification:
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where Q is the quantile function and U is a uniform (0, 1) random variable. The parameter combination λ 1 and λ 2 determines skewness and kurtosis of the distribution.
The distribution is non skewed if (and only if) λ 1 = λ 2 . The additional parameters λ 3 and λ 4 can be used to adjust variance and mean respectively. In our paper, both of these are set to assure that the distribution has a zero mean and variance of 0.01, that is to match the first moments of the error distribution with those of the baseline specification.
For simplicity we refer to the distributions that are defined by the parameter combination λ 1 and λ 2 as Ψ λ 1 ,λ 2 .
Kurtosis
To test the impact of kurtosis on the power and size properties of the structural break tests we use two alternative setups with excess kurtosis, where the errors are drawn from a Ψ −0.2,−0.2 and a Ψ −0.7,−0.7 respectively. 9 Figure B .2 in the appendix shows the density functions of these distribution scaled to a variance of 1 compared to the standard normal distribution that is given as a reference. Table 2 provides the relevant standardized moments for the respective distributions.
As with skewness we run 100 000 repetitions to test empirical size. We find that the empirical size differs significantly from nominal size for each test. This holds true for both setups, slight and extreme leptokurtosis. An overview of empirical size, compared to nominal size is given in Figure 3 for the extreme setup. Table B .1 in the appendix summarizes the empirical size for standard p-values for both setups.
9 In general small values of λ 1 and λ 2 lead to a high kurtosis. Therefore, this should not be interpreted as a signal of robustness to excess kurtosis.
Also, the size of the SupLM test is affected extremely strong, at the most common significance level of 5%, making it very hard to interpret the results.
Again, the CUSUM type tests are hit hardest by the violation of the Gaussian i.i.d.
assumption. Since they rely on the analysis of the error terms, this is not very 
Skewness
The errors in the setup that is employed to test the robustness to a skewed error distribution is based on a Ψ 0.7,−0.1325 distribution, as depicted in Figure B .3 in the appendix. This distribution is chosen to match the moments of the Ψ −0.2,−0.2 distribution, that has been used in the last section. 10 The moments are summarized in 
Conclusion
In this paper we analyze the role of common data problems when identifying structural breaks in small samples. These data problems involve serveral forms of heteroscedasticity, as well as skewness, and kurtosis being present in the residual series. We survey the most commonly applied endogenous break tests, such as the CUSUM 
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Given the identical variance all three plots reach the same point after 100 steps.
However, the pathes towards this joint target differ drastically. If the variance starts on a low level, there is virtually no chance that the Brownian motion passes the threshold defined by the solid line in the initial steps. After 50 steps the distance to this threshold is so very large, that it is highly unlikely that the high variance in the following steps suffices to drive the Brownian motion far enough to surpass the critical value.
If however, the high variance regime precedes the low variance regime, it is very likely that the threshold is surpassed very quickly. After all, this ordering effectively means that the high variance regime has to face the critical values defined by a medium variance regime, without starting at a lower level.
All other tests that we analyze in this paper perform similarly under both setups.
This can be seen when comparing figure 1 with figure A.2. 
