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ABSTRACT 
This paper describes computationally efficient algorithms 
for estimating the parameters of a complex linear FM sig- 
nal in white Gaussian noise. Algorithm I deals with the high 
signal to noise ratio (SNR) case (above -4dB for a s y m p  
totically long signals). Algorithms I 1  and 111 are for the low 
SNR range. Algorithm 11 is based on the maximum likeli- 
hood (ML) approach, but takes advantage of the numerical 
conditioning of the parameter estimation problem to yield 
a computationally efficient algorithm. Algorithm 111 also 
has its roots in the ML procedure, but uses a suboptimal 
implementation to  avert the difficult 2D search procedure. 
Simulations are provided to illustrate performance. 
1. INTRODUCTION 
Rife and Boorstyn's 1974 paper [lo] on ML parameter esti- 
mation for complex sinusoids has received a great deal of at- 
tention. One of the main reasons for such attention was that 
the fast Fourier transform (FFT),  which formed the basis 
for the ML algorithms in [lo], had been popularised a short 
time before the 1974 paper. Solutions for the more general 
case of parameter estimation for a linear FM signal existed 
as early as 1960 [5], [3]. However, these solutions were for 
the continuous-time case and efficient discrete-time algo- 
rithms were not then available to implement the solutions. 
This paper goes some way to addressing this shortcoming 
by presenting some fast discrete-time linear FM parameter 
estimation algorithms. 
Three different cases are examined. The first case is for 
signals imbedded in a moderately high signal to noise ra- 
tio - typically above -4dB. This algorithm is very fast, re- 
quiring the computational equivalent of evaluating only one 
FFT,  along with some simple auxiliary processing. The sec- 
ond case is for low SNR environments. Its basis is the ML 
method, but it uses a reduced complexity search procedure 
which is equivalent to the ML solution in the majority of 
cases. It incorporates a self checking mechanism to deter- 
mine when the fast search is inadequate, in which case the 
full search is used. The third case is again for low SNR, 
and uses a suboptimal ambiguity domain procedure. 
2. THE PARAMETER ESTIMATION 
PROBLEM AND MAXIMUM LIKELIHOOD 
SOLUTION 
Consider a discrete N point complex linear FM signal given 
by, 
which is subjected to additive complex white Gaussian noise, 
zw(n), of power, 2 2 .  The observed signal is then denoted 
by zr(n). It will be assumed that N is odd, and that the 
sampling rate is unity. The  estimates of the parameters, 
bo, ao, a1 and a2 are denoted respectively by bo, io, dl  and 
6 2 .  The ML estimates may be evaluated according to the 
following procedure [l]: 
The problem with the optimal (ML) procedure as given in 
(2-4) is that it is computationally intensive, requiring a 2D 
search. This provides the motivation for the fast algorithms 
in the next sections. 
3. ALGORITHM I: THE HIGH SNR CASE 
For moderately large SNRs and sample sizes, one can achieve 
very close to optimal parameter estimation with a fast algo- 
rithm of significantly reduced complexity. The  lower limits 
of good practical performance for this algorithm correspond 
to an SNR of about -4dB and a signal length of aproxi- 
mately 512 points. This is in contrast to methods based 
on phase unwrapping and Linear regression which are only 
effective above about 8dB [4]. 
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This algorithm is motivated by that given in [SI, but has 
the advantage of increased speed. The algorithm is: 
Step 1: Determine 21 and bo from a one sided Wigner 
distribution (WD), as follows: 
( 5 )  
1 
I I  = - arg ax WXr(7t = 0, f), 
2* Yl 
bo = + d T 3 ,  (6) 
where the one sided WD, W,,(n = 0, ,f), is defined as: 
( N - l ) P  
~ , , ( 7 i  = 0, f) = z,(711)z:(-m)e-12-”n. (73 
“,=O 
Step 2: Determine u2 and a0 according to [8]: 
The maximisations in both Steps 1 arid 2 are most. conve- 
niently performed by using ( N  + 1) /2  point FFTs. 
Implemen ta t ion  details: The ul and bo parameters are 
estimated as the maximnm angular frequency and corre-- 
sponding amplitude of a one sided ( N  + 1)/2 point WD. 
A one sided WD is used rather than the conventional ~ W O  
sided one, since only hall the terms in the WD summand 
carry useful information. The other half of the terms con- 
sists of conjugate syinmet.ric replicas c.f the first ones. 
The WD maximisation may he achieved by an initial coarse 
search through the bins of an FFT,  followed by a very con-  
putationally efficient, evaluation of the fine maximum by 
nse of the WD’s phase, information. To understand the 
fine maximisation procedure it is necessary to recall that 
for a complex sinusoid whose initial time sample is t,aken at 
n = 0, the initial phase can be extractcd as the argument of 
the signal’s Fourier t,ransform peak [ lo] .  The complex sinu.. 
soid produced by thr: WD’s bilinear transformation, conve- 
niently, has zero initial pliase. The ph,ue at the WD peak, 
therefore has a phase value of zero. ‘This means that the 
phase at the F F T  based coarse maximum, $=, may be used 
to estimate the tine maxirnuni. The estimated distance, A f ,  
of the fine maximnm from the coarse maximum is given by 
~ < / B I .  This type of fine maximisation is very similar to the 
phase interpolation estimator (PIE) proposed in [6], where 
rniiltiple FFTs were assumed availabk. Like the PIE esti- 
mator, this procedure givcs an estimate which is about 33%) 
above the Cramer-Rao ((’R) bound at high SNK. This will 
be adeqnate for many apiilications, but where it is not, the 
estimate may be optimized with a Newton algorithm. (Only 
the phase based estimates are presented in the simulations 
at the end of the paper). 
The az parameter is estimated by maximising an ambiguity 
type function as in [SI. Again, the fine maximisation could 
be performed using the phase information. The phase at 
the maximum is alN/2 + azN2/4. The  resulting estimate, 
however, would be poor, because only an estimate of a1 
will in general be available. Consequently, a Newton based 
optimization procedure is recommended instead. 
Below about 3dB, the iil and 82 parameter estimates will 
have variances which are noticeably higher than the CR 
bounds. Between about 3 and -4dB, therefore, if optimal 
estimates are desired, the 2D Newton type algorithm of 
Abotzoglou should be applied [l]. 
Speed of the algorithm: The algorithm requires about 
N(K+ logzN) operations, where K is a small integer, cor- 
responding mainly to the burden of the Newton algorithms. 
If the Newton algorithm is discarded in Step 1 in favor of 
phase based maximisation, then this algorithm is actually 
faster than the one presented in [ lo]  for a complex sinusoid. 
In any case, the speed is certainly comparable with that in 
[lo] despite having t,o estimate an extra parameter. 
Modu la r i ty  of tlic? algori thm: The algorithm-has been 
designed to be ~7 modular as possible. i~ and/or bo may be 
calculated without the need to calculate ho or i?. Similarly 
B2 can be found without needing to precompute any other 
parameters. 60 is t.he only parameter whose estimation re- 
quires computing all the other estimates. 
Opti inal i ty  of the parameter est imates:  AN of the 
parameter estimates obtained from the fast algorithm are 
optimal, or very close to optimal, at high SNR. In [9] it was 
shown that al estimate for a linear FM signal may be o p  
timally obtained using the conventional WD. The proof for 
the one sided WD follows immediately since the one-sided 
W D  carries the same information content as the two sided 
one. The amplitude estimate was proven to be optimal at 
high SNR in [7]. The a2 estimate variance is approximately 
16/15 times the CR bound a t  high SNR, and the a0 esti- 
mate will have variance less than 28/27 times the bound at 
high SNR [8]. 
4. ALGORITHM 11: THE LOW SNR CASE 
The main computational burden of the ML algorithm in 
(2-4) lies in determining 61 and B2. This involves dechirp 
ing over a broad range of chirp rates, and maximising the 
Fourier transform for the given chirp rate. In [I], it is prc- 
posed that a Newton type numerical search procedure be 
used, after maximising over an ( a l ,  a2)  grid. The size of the 
grid necessary to ensure convergence, however, is disparag- 
ingly small [l]. Assuming that the freqnency and chirp rate 
are constrained so that aliasing does not occur, the a2 coarse 
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search space needs to be divided up into about N segments. 
The search would therefore require about N2( logz  N + K )  
operations, where K is again a small integer. For a signal of 
say, 256 samples, nearly 1,000,000 operations are required. 
This is a lot of computation for a relatively small signal. 
It is well worth the effort to explore ways of reducing this 
computation, as is done in the following paragraphs. 
One promising approach is to expore how varying the a2 
“coarse“ search grid size affects determining the optimal a1 
and a2 parameters. The effect of the dechirping on the noise 
variance and density is a null effect. That  is, the white com- 
plex Gaussian noise remains white complex Gaussian noise 
when it is dechirped, and its power does not change [4]. 
The signal power, on the other hand, has a pronounced 
change. As the dechirp rate changes, the distribution of 
power across the frequency range changes. As the correct 
value of a2 is approached the signal energy collapses to a 
very narrow region in the spectrum. This frequency con- 
centration is relatively sensitive to the chirp rate. One has 
to be close to the true value of az to achieve good signal 
energy concentration. However, although it is necessary to 
be close to 02, it  is not essential to be as close as is required 
for convergence of the Newton algorithm. The number of 
initial coarse searches over a2 can be reduced to a factor 
of about N / 2 4  (for large N ) ,  and one can then zoom in 
on the 02 value with increasingly finer searches. After this 
the Newton algorithm in [I] may be applied. This type of 
artificial quantisation will mean that sometimes a wrong 
maximum (which will be referred to as an ‘outlier’) is ob- 
tained. Outlier checking, however, may be performed. The 
checking can be done by doing two separate searches over 
02, with the coarse grids for each of the two searches being 
ajar by half the grid step size. In the case of an outlier 
occuring, it is extremely likely that the two fairly coarse 
searches would return different a2 estimates. When the two 
02 estimates are  different (by more than a few multiples of 
the CR bound), a fine search is performed according to the 
guidelines in [l]. The amount of computation reduces on 
average, by about one order of magnitude compared with 
the algorithm in [I]. 
Although this procedure has not as yet been established 
theoretically to be equivalent to the true ML method, sim- 
ulations have been unable to reveal notable differences be- 
tween the two. 
5. ALGORITHM 111: THE AMBIGUITY 
DOMAIN METHOD 
An alternative implementation of the M L  algorithm is made 
possible by the fact that the function which must be max- 
imised in ( 2 ) ,  may be equivalently expressed as the sum of 
phase weighted ambiguity functions, plus an additive con- 
stant. Then ( 2 )  may be expressed as [a]: 
The second summation in the above equation may be recog- 
nised as the Woodward ambiguity function, with the Doppler 
variable set equal to a z r .  The optimisation then becomes 
a problem of maximising tine integrations in the ambigu- 
ity domain. This method has the burden of a difficult 2D 
interpolation and search. An alternative, computationally 
simpler technique is proposed. This technique involves find- 
ing the maximum ambiguity function values for many dis- 
crete values of r. Since these maxima occur, in the absence 
of noise, a t  Doppler = a z r ,  the local a2 estimates may be 
determined by dividing the peak Doppler value by r. This 
will generate a sequence of az values. The allowable Doppler 
range may then be divided up into qnantised “cells” whose 
size is dictated by the region of convergence of the Newton 
algorithm in [l]. Each of the a2 values in the sequence is 
then entered into one of the cells. The overall a2 coarse 
estimate is taken as that cell with the largest number of en- 
tries. The a2 estimate and corresponding a1 estimate may 
be refined by a small amount of additional processing. 
For the simulations in Section 6 ,  only r values between 1 
and N / 2  were used and the number of samples for each 
DFT was constrained to be ( N  + 1 ) / 2 .  It is quite possible 
that different values for the r range and the FFT length 
could yield better performance. The results of this a l p  
rithm’s performance is thus preliminary. The number of 
computations involved, assuming the [ l ,  N / 2 ]  r range and 
N / 2  point FFTs, was about N’(10gzN + K ) / 4 .  
The statistical analysis of this procedure is yet to be done, 
but it has been found to work well in simulations to appre- 
ciably lower SNR than does algorithm I (See Section 6). 
6. SIMULATIONS 
Simulations have been performed to illustrate the perfor- 
mance of all three algorithms. Fig.I(a-d) shows the vari- 
ance of the R I ,  a z ,  a0 and bo estimates compared with the 
CR bound for the algorithms. A 255 point signal which 
chirped from 0.125 to 0.375 Hz was used. 200 simulations 
were performed for the fast algorithm, and 600 simulations 
were used for both algorithm I1 and algorithm 111. The SNR 
was incremented from -1OdB to 25dB in steps of IdB. Sim- 
ulations were also performed for the M L  algorithm and they 
were found to be statistically indistinguishable from those 
of algorithm 11. 
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Figure 1: Comparison of parameter estimata with CR 
bound: (a) a0 (b) a1 (c) a2 (d) bo .  (Solid curve rep- 
resents algorithm I, dashed curve represents algorithm 
11, dotted curve represents algorithm 111). 
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