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Abstract
We introduce the notion of operator-valued free Fisher information with respect to a positive map
of a random variable in an operator-valued noncommutative probability space and point out its close
relations to the modular frames arising from conditional expectations. Then we can apply this notion
on the study of frame theory, especially on the disjointness problem of modular frames arising from
conditional expectations.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Free probability theory is a noncommutative probability theory where the classical
concept of independence is replaced by the notion of “freeness.” This theory, due to
D. Voiculescu, has very important applications on operator algebras (see [4,14]). Re-
cently we realized the relations between free probability theory and frame theory in Hilbert
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B. Meng et al. / J. Math. Anal. Appl. 311 (2005) 466–478 467C∗-module (see [7]). In [7], we have worked out the operator-valued free Fisher informa-
tion of an operator-valued semicircular variable with conditional expectation covariance by
modular frames. In the present paper we put our focus on some applications of free Fisher
information on frame theory, including some properties of disjoint frames, the determina-
tion of disjointness and the problem of frame multiplicity.
We first mention some concepts and conclusions in free probability and frame theory.
Originally a noncommutative probability space is a pair (A, τ ), where A is a C∗- or
von Neumann algebra and τ is a state. Free independence is defined in terms of reduced
free product relation given by τ . This notion was generalized by Voiculescu and others
to an algebra valued noncommutative probability space where τ is replaced by a condi-
tional expectation EB onto a subalgebra B of A, and freeness is replaced by freeness with
amalgamation (see [13]).
Definition 1 [13]. Let A be a unital algebra over C, and let B be a subalgebra of A,
1 ∈ B. EB :A→ B is a conditional expectation, i.e. a linear map such that EB(b1ab2) =
b1EB(a)b2, EB(b) = b for any b, b1, b2 ∈ B, a ∈ A. We call (A,EB,B) an operator-
valued (or B-valued) noncommutative probability space and elements in A are called
B-random variables.
The algebra freely generated by B and an indeterminate X will be denoted by B[X].
The distribution of a ∈ A is a conditional expectation µa :B[X] → B, µa = EB ◦ τa ,
where τa :B[X] → A is the unique homomorphism such that τa(b) = b for any b ∈ B,
τa(X) = a. Let B ⊂ Ai ⊂ A (i ∈ I ) be subalgebras. The family (Ai )i∈I will be called
free with amalgamation over B (or B-free), if EB(a1a2 . . . an) = 0 whenever aj ∈Aij with
i1 = i2 = · · · = in and EB(aj ) = 0, 1  j  n. A sequence {ai}i∈I ⊆ A will be called
free with amalgamation over B if the family of subalgebras generated by (B ∪ {ai})i∈I is
B-free.
In this paper we mainly consider B-valued W ∗-noncommutative probability space. That
is to say A is a von Neumann algebra, B ⊆A is a von Neumann subalgebra and EB is a
conditional expectation of A onto B (i.e. EB is a norm 1 projection).
In this paper we always assume conditional expectations to be faithful. To be precise,
a conditional expectation E satisfies: E(xx∗) = 0 if and only if x = 0.
Similar to [7], the main tool used in this paper is R. Speicher’s cumulant function theory
(see [12]). We use k̂B := (k(n)B )n1 and ÊB := (E(n)B )n1 to denote the moment and cumu-
lant functions induced by EB , respectively, where E(n)B (a1 ⊗ · · · ⊗ an) := EB(a1 . . . an)
and k(n)B is determined by the following recurrence formula (where E
(0)
B = 1 formally):
E
(n)
B (a1 ⊗ · · · ⊗ an)
=
n−1∑
r=0
∑
1<i(1)<i(2)<···<i(r)n
k
(r+1)
B
(
a1E
(i(1)−2)
B (a1 ⊗ · · · ⊗ ai(1)−1)
⊗ ai(1)E(i(2)−i(1)−1)B (ai(1)+1 ⊗ · · · ⊗ ai(2)−1)
⊗ ai(2) · · · ⊗ ai(r)E(n−i(r))(ai(r)+1 ⊗ · · · ⊗ an)
)
B
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by the above recurrence formula. Then in [9], the authors gave an equivalent condition of
the amalgamated freeness:
Lemma 2 [9]. Let B,C ⊇D be two subalgebras in D-valued noncommutative probability
space (A,ED,D). EB,EC are the conditional expectations of A onto B,C, respectively,
and satisfy ED = EDEB = EDEC . Then B and C are D-free if and only if
k
(n)
B (c1 ⊗ c2b2 ⊗ · · · ⊗ cnbn) = k(n)D
(
c1 ⊗ c2ED(b2) ⊗ · · · ⊗ cnED(bn)
)
for any b1, b2, . . . , bn ∈ B, c1, c2, . . . , cn ∈ C, where (k(n)B )n1, (k(n)D )n1 are the cumulantfunctions induced by EB,ED , respectively.
Frame theory in Hilbert space is derived from wavelets theory. D. Larson, D. Han, etc.
studied frames by operator theory (see [5]). Furthermore, M. Frank and D. Larson general-
ized the frame notion to the Hilbert C∗-module setting called modular frames (see [2,3]).
For a unital C∗-algebra D, a Hilbert D-module is a linear space and algebraic D-module
M together with a D-valued inner product 〈· , ·〉D and complete with respect to the Hilbert
C∗-module norm: ‖〈· , ·〉D‖1/2 (we use ‖ ·‖M to denote this norm). We refer to [6] for more
details on Hilbert C∗-module theory.
A sequence {fj : j ∈ J} ⊆M is said to be a (modular) frame in M if there are real
constants C,D > 0 such that
C〈x, x〉D 
∑
i
〈x,fi〉D〈fi, x〉D D〈x, x〉D
for all x ∈M.
If one can choose C = D = 1 such that the above equalities hold, the frames will
be called normalized tight. Note that for a frame the sum in the middle only converges
weakly, in general. If the sum converges in norm then the frame will be called standard.
For a standard frame there is a positive invertible and adjointable operator S which is
called the frame operator of {fj }j∈J such that the following reconstruction formula holds:
x = ∑j S−1(fj )〈fj , x〉D for all x ∈ M, where the sum converges in norm. Usually,
{S−1(fj )}j∈J is called the dual frame for {fj }j∈J. M. Frank and D. Larson also proved that
every algebraically finitely or countably generated Hilbert C∗-module possesses a standard
normalized tight frame (see [2]).
M. Frank and D. Larson have introduced several kinds of disjointness of modular frames
(see [2]). In this paper we only consider strong disjointness. So when we say “disjointness,”
it means “strong disjointness.” Two standard normalized tight frames {fj }j∈J and {gj }j∈J
in Hilbert D-module M and N , respectively, are (strongly) disjoint in case the inner sum
of them {fj ⊕ gj }j∈J is a standard normalized tight frame inM⊕N (the inner product of
M⊕N is 〈m1 ⊕ n1,m2 ⊕ n2〉 := 〈m1,m2〉 + 〈n1, n2〉 for all m1,m2 ∈M, n1, n2 ∈N ).
It is easy to see that {S−1/21 (xj )}j∈J and {S−1/22 (yj )}j∈J are normalized tight, where S1, S2
are the frame operators of {xj }j∈J and {yj }j∈J, respectively. So we say two standard mod-
ular frames {xj }j∈J and {yj }j∈J are (strongly) disjoint if {S−1/21 (xj )} and {S−1/22 (yj )} are
(strongly) disjoint.
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valued free Fisher information with respect to a positive map which is defined in a way
that is almost identical to the definition of free Fisher information with respect to a com-
pletely positive map mentioned in [11]. We study some properties of it using the cumulant
function technique. In Section 3 we compute the free Fisher information with respect to a
positive map of a semicircular variable by modular frames. In Section 4 we use free Fisher
information to study the disjointness of frames.
2. Operator-valued free Fisher information with respect to a positive map
Classical Fisher information is derived from the statistical estimation theory which is
defined by R.A. Fisher (for some details we refer to [1]). By analogy with the classical
case D. Voiculescu introduced the free Fisher information of self-adjoint random variables
in a tracial W ∗-noncommutative probability space (see [15,16]) and proved many basic
properties. Then A. Nica, D. Shlyakhtenko, and R. Speicher investigated it in view of cu-
mulant (see [12]) and solved some minimization problems of free Fisher information (see
[8]). D. Shlyakhtenko even introduced free Fisher information with respect to a completely
positive map (see [11]). All of these works are done in the tracial von Neumann algebra
framework. In [7], we generalize the notion of free Fisher information to the operator-
valued setting and this work is done in the general von Neumann algebra framework. Now
we consider a more generalized case: the operator-valued free Fisher information with re-
spect to a positive map. When the positive map is identity we get back to the case we
considered in [7].
Definition 3. Let (A,EB,B) be a B-valued W ∗-noncommutative probability space. Sup-
pose B ⊆ C ⊆A is a von Neumann subalgebra and X = X∗ ∈A is algebraically free from
C modulo B. L2B(C[X]) denotes the Hilbert B-module generated by C[X] whose inner
product is defined by 〈x, y〉 := EB(x∗y) for any x, y ∈ C[X]. η is a positive map on C.
ξ ∈ L2B(C[X]) will be called the conjugate variable of X with respect to C, η, if it satisfies
EB(ξc0Xc1X . . .Xcn) =
n∑
j=1
EB
(
ηEC(c0X . . .Xcj−1)
)
EB(cjX . . .Xcn). (1)
We usually use the denotation JB(X : C, η) to denote the conjugate variable of X with
respect to C, η in a B-valued noncommutative probability space.
Remark 4. The conjugate variable JB(X : C, η) is unique since we always assume EB to
be faithful. When η = id, the definition is simply Definition 3 in [7]. When B = C, our
definition has a slight modification compared with D. Shlyakhtenko’s notion in [11], while
we can express it in cumulant function easily just as in [7] and [9].
Lemma 5. Let (A,EB,B) be a B-valued noncommutative probability space. Suppose
B ⊆ C ⊆ A is a von Neumann subalgebra and X = X∗ ∈ A is algebraically free from
C modulo B. Let EC be a conditional expectation of A onto C such that EB = EBEC .
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
k
(1)
C (ξc) = 0, for any c ∈ C,
k
(2)
C (ξ ⊗ ca) = δaXEB(η(c)), for any c ∈ C,
k
(m+1)
C (ξ ⊗ c1a1 ⊗ · · · ⊗ cmam) = 0, for any c1, . . . , cm ∈ C, m 2,
where a, a1, . . . , an ∈ C ∪ {X}.
Proof. Since EB is faithful and EB = EBEC , we claim Eq. (1) is equivalent to
EC(ξc0X . . .Xcn) =
n∑
j=1
EB
(
ηEC(c0X . . .Xcj−1)
)
EC(cjX . . .Xcn). (2)
Now suppose ξ is the conjugate variable of X with respect to C, η. Then k(1)C (ξ) =
EC(ξ) = 0 for all c ∈ C, and k(2)C (ξ ⊗ ca) = EC(ξca) = δaXEB(η(c)).
To prove the third equation we induce on m 2.
When m = 2, we have
E
(3)
C (ξ ⊗ c1a1 ⊗ c2a2)
= k(1)C
(
ξE
(2)
C (c1a1 ⊗ c2a2)
)+ k(2)C (ξ ⊗ c1a1EC(c2a2))+ k(2)C (ξEC(c1a1) ⊗ c2a2)
+ k(3)C (ξ ⊗ c1a1 ⊗ c2a2)
= δa1XEB
(
η(c1)
)
EC(c2a2) + δa2XEB
(
η
(
EC(c1a1)c2
))+ k(3)C (ξ ⊗ c1a1 ⊗ c2a2).
By equality (2), we get k(3)C (ξ ⊗ c1a1 ⊗ c2a2) = 0.
Now assuming the equation holds for the numbers m − 1, then
EC(ξ ⊗ c1a1 ⊗ · · · ⊗ cmam)
=
∑
1jm+1
k
(2)
C
(
ξE
(j−1)
C (c1a1 ⊗ · · · ⊗ cj−1aj−1)
⊗ cjajE(m−j)C (cj+1aj+1 ⊗ · · · ⊗ cmam)
)+ k(m+1)C (ξ ⊗ c1a1 ⊗ · · · ⊗ cmam)
=
∑
1jm+1
δajXEB
(
η
(
E
(j−1)
C (c1a1 ⊗ · · · ⊗ cj−1aj−1cj )
)
× Em−jC (cj+1aj+1 ⊗ · · · ⊗ cmam)
)+ k(m+1)C (ξ ⊗ c1a1 ⊗ · · · ⊗ cmam).
By equality (2) again, we have k(m+1)C (ξ ⊗ c1a1 ⊗ · · · ⊗ cmam) = 0.
It is easy to see the above process is invertible and so the converse is also true. 
The following lemma has an analogue in [11]. Here we use the cumulant function to
prove it.
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gebra of A, and let η :B→ B be a linear map. If B[X] is free from C with amalgamation
over B, then
JB(X : C, ηEB) = JB(X : B, η).
Proof. Since JB(X : B, η) is the conjugate variable of X with respect to B, η and B[X] is
free from C, we have
EB
(
EC
(JB(X : B, η)c))= EBE(2)C (JB(X : B, η) ⊗ c)
= EB
(
k
(2)
C
(JB(X : B, η) ⊗ c)+ k(1)C (JB(X : B, η)c))
= EB
(JB(X : B, η)EB(c))+ 0 = 0
for any c ∈ C. The third equality follows from Lemma 2. Since EB is faithful we infer that
k
(1)
C (JB(X : B, η) = EC(JB(X : B, η)) = 0. By Lemma 2 again,
k
(2)
C
(JB(X : B, η) ⊗ eX)= k(2)B (JB(X : B, η)EB(e) ⊗ X)= EB(ηEB(e))
for any e ∈ C.
For all m 2, we have
k
(m+1)
C
(JB(X : B, η) ⊗ e1X ⊗ · · · ⊗ emX)
= k(m+1)B
(JB(X : B, η) ⊗ EB(e1)X ⊗ · · · ⊗ EB(em)X)= 0
following from Lemmas 2 and 5.
From Remark 4 we know the conjugate variable with respect to a positive map of
a random variable is unique. By the above discussion and JB(X : B, η) ∈ L2B(B[X]) ⊆
L2B(C[X]), we get JB(X : B, ηEB) is the conjugate variable with respect to C, η and thus
JB(X : B, η) = JB(X : C, ηEB). 
Definition 7. Let ξ be the conjugate variable of X with respect to C, η. Then we define the
free Fisher information of X with respect to C, η by
Φ∗B(X : C, η) := EB(ξξ∗).
Proposition 8. Suppose Φ∗B(X : C, ηEB) and Φ∗B(X : B, η) exist. Then Φ∗B(X : C, ηEB) =
Φ∗B(X : B, η) if and only if X is free from C with amalgamation over B.
Proof. “If” can be easily induced by Lemma 6.
The way to prove “only if” is almost identical to the way D. Voiculescu used to prove
the proposition of Section 5 in [16]. 
3. The free Fisher information of semicircular variables
Recall that the most important random variable in free probability is the semicircular
variable. In an operator-valued noncommutative probability space, a semicircular variable
is connected with a linear map.
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η :B → B be a linear map. A self-adjoint element X ∈ A will be called a semicircu-
lar variable with covariance η (or η-semicircular variable) if it satisfies: k(1)B (X) = 0,
k
(2)
B (X⊗ bX) = η(b), k(m+1)B (X⊗ b1X⊗· · ·⊗ bmX) = 0 for all b, b1, . . . , bm ∈ B, m 2,
where (k(n)B )n1 is the cumulant function induced by EB .
In general, constructing conjugate variables is difficult, but for a semicircular variable
with conditional expectation covariance we can do it.
Given a conditional expectation E of B ontoD, we can define a D-valued inner product
by 〈x, y〉D := E(x∗y) for all x, y ∈ B, just as in Section 1, and use L2D(B) to denote the
completion of B with respect to the norm ‖x‖M := ‖〈x, x〉D‖1/2. When L2D(B) = B, i.e.B is complete with respect to the Hilbert C∗-module norm, there always exists a finite
frame {fi}ni=1 in B. So in this case, for convenience, we will not consider the convergence
of the series concerning frames in the following context.
Theorem 10. Let D ⊆ B ⊆ A be a von Neumann subalgebras’ inclusion. E :B → D,
EB :A→ B are conditional expectations and let ED = EEB , L2D(B) = B, where L2D(B)
is the Hilbert C∗-module induced by E. X ∈A is E-semicircular. Suppose η :L2D(B) →
L2D(B) to be a positive and invertible D-linear adjointable operator. Let {fi} ⊆ B be a
frame in L2D(B) and take η as its frame operator (such a {fi} always existing, see [10]).
Then
JB(X : B, η) =
∑
i
fiXf
∗
i .
Furthermore, we have
Φ∗B(X : B, η) =
∑
i
η(fi)f
∗
i .
Proof. To prove JB(X : B, η) =
∑
i fiXf
∗
i we need to verify
∑
i fiXf
∗
i satisfies the
equalities in Lemma 5. In fact: k(1)B (
∑
i fiXf
∗
i ) = 0 since X is semicircular, and
k
(2)
B
(∑
i
fiXf
∗
i ⊗ bX
)
=
∑
i
fiE
(
f ∗i b
)=∑
i
fiE
(
ηη−1
(
f ∗i
)
b
)
=
∑
i
fiE
(
η−1
(
f ∗i
)
η(b)
)= η(b)
and for all m 2,
k
(m+1)
B
(∑
i
fiXf
∗
i ⊗ b1X ⊗ · · · ⊗ bmX
)
= 0
since X is semicircular. Thus JB(X : B, η) =
∑
fiXf
∗
,i i
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((∑
i
fiXf
∗
i
)(∑
j
fjXf
∗
j
))
=
∑
i,j
EB
(
fiXf
∗
i fjXf
∗
j
)
=
∑
i,j
fiEB
(
Xf ∗i fjX
)
f ∗j =
∑
i,j
fiE
(
f ∗i fj
)
f ∗j
=
∑
i,j
η
(
η−1fiE
(
f ∗i fj
))
f ∗j =
∑
j
η(fj )f
∗
j . 
Definition 11 [17]. Let D be a subalgebra of B and let η :B → D be a bimodular map
(i.e. η satisfies: η(d1bd2) = d1η(b)d2, ∀d1, d2 ∈ D, b ∈ B). {fi}i∈I ⊆ B will be called an
η-frame, if it satisfies: there exist C,D  0, such that
Cη(x∗x)
∑
i
η(x∗fi)η
(
f ∗i x
)
Dη(x∗x)
for all x ∈ B.
Obviously, conditional expectations are special bimodular maps. For a general bimodu-
lar map, we do not require η(1) = 1.
Definition 12 [17]. Let η1, η2 be two bimodular maps of B onto D. {fi}i∈I ⊆ B is an
η1-frame. Then we call h =∑i η2(fi)f ∗i the Radon–Nikodym derivation with respect to
η1, η2 and denote it by dη2dη1 .
Proposition 13 [17]. Let η1, η2 be two bimodular maps of B onto D possessing frames,
h = dη2
dη1
. Then η1(hb) = η2(b), η1(b) = η2(h−1b) for all b ∈ B.
Following we will compute the free Fisher information of a semicircular variable with
respect to a bimodular map with frames.
Theorem 14. Let (A,EB,B) be a B-valued noncommutative probability space, E :B→D
be a conditional expectation. L2D(B) = B (L2D(B) is the Hilbert C∗-module induced by E).
X ∈A is E-semicircular. {fi}i∈I is a normalized tight frame in L2D(B). Let η :B→D be
a D-bimodular map. Then we have JB(X : B, η) =
∑
i fiXE(f
∗
i )h and Φ∗B(X : B, η) =
E(hh∗) = η(h∗), where h = dη
dE
is the Radon–Nikodym derivation.
Proof. We only need to note: k(1)B (
∑
i fiXE(f
∗
i )h) = 0,
k
(2)
B
(∑
i
fiXE
(
f ∗i
)
h ⊗ bX
)
= EB
(∑
i
fiXE
(
f ∗i
)
hbX
)
=
∑
i
fiE
(
E
(
f ∗i
)
hb
)=∑
i
fiE
(
f ∗i E(hb)
)= E(hb) = η(b),
and
k
(m+1)
B
(∑
fiXE
(
f ∗i h
)⊗ b1X ⊗ · · · ⊗ bmX)= 0
i
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JB(X : B, η) =
∑
i
fiXE
(
f ∗i
)
h.
And then
Φ∗B(X : B, η) = EB
(∑
i
fiXE
(
f ∗i
)
h ·
∑
j
h∗E(fj )Xf ∗j
)
=
∑
i,j
fiE
(
E
(
f ∗i
)
hh∗E(fj )
)
f ∗j
=
∑
i,j
fiE
(
f ∗i E(hh∗)E(fj )
)
f ∗j
=
∑
j
E(hh∗)E(fj )f ∗j = E(hh∗) = η(h∗). 
4. Applications on modular frame’s disjointness theory arising from conditional
expectations
From Section 3, we have seen that the free Fisher information of a semicircular variable
is closely related to modular frames arising from conditional expectations. Thus we can
use free Fisher information to study some properties of modular frames. In this paper we
restrict ourself to the problem of disjointness of frames arising from conditional expecta-
tions. For the definition of disjointness and the meaning of the notation “⊕” which we use
below, we refer to Section 1 of this paper.
Proposition 15. Let D ⊆ B ⊆ A be a von Neumann algebras’ inclusion, EB :A → B,
E :B → D be two conditional expectations and L2D(B) = B. Let B1,B2 be two D-
submodules of B and let {fi}, {gi} be D-modular frames in B1,B2 respectively. Let X ∈
(A,EB,B) be an E-semicircular variable. If JB(X : B, S1) =
∑
i fiX(S
−1/2
2 (g
∗
i ) + f ∗i ),
then {fi}, {gi} are disjoint, where S1, S2 are the frame operators of {fi}, {gi}, respectively.
Proof. First, we have the following equalities:
EB
(∑
i
fiX
(
S
−1/2
2
(
g∗i
)+ f ∗i )bX
)
=
∑
i
fiEB
(
X
(
S
−1/2
2 (g
∗
i ) + f ∗i
)
bX
)
=
∑
i
fiE
((
S
−1/2
2 (g
∗
i ) + f ∗i
)
b
)=∑
i
fiE
(
S
−1/2
2
(
g∗i
)
b
)+∑
i
fiE
(
f ∗i b
)
=
∑
i
fiE
(
S
−1/2
2
(
g∗i
)
b
)+ S1(∑
i
S−11 (fi)E(fib)
)
=
∑
fiE
(
S
−1/2
2
(
g∗i
)
b
)+ S1(b), (3)i
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∑
i fiX(S
−1/2
2 (g
∗
i ) + f ∗i ), we get∑
i
fiE
(
S
−1/2
2
(
g∗i
)
b
)= 0, ∀b ∈ B. (4)
On the other hand, we claim {fi} is disjoint from {gi} if and only if∑
i
fiE
(
S
−1/2
2
(
g∗i
)
b2
)= 0 for all b2 ∈ B2.
In fact, {fi} and {gi} are disjoint if and only if {S−1/21 (fi)} and {S−1/21 (gi)} are disjoint, i.e.
{S−1/21 (fi)⊕S−1/22 (gi)} is a normalized tight frame in B1 ⊕B2. Meanwhile, {S−1/21 (fi)⊕
S
−1/2
2 (gi)} is a normalized tight frame in B1 ⊕ B2 if and only if the following equations
hold: ∑
i
(
S
−1/2
1 (fi) ⊕ S−1/22 (gi)
)(
E
(
S
−1/2
1
(
f ∗i
)
b1
)+ E(S−1/22 (g∗i )b2))
=
(
b1 +
∑
i
S
−1/2
1 (fi)E
(
S
−1/2
2
(
g∗i
)
b2
))
⊕
(∑
i
S
−1/2
2 (gi)
(
E
(
S
−1/2
1
(
f ∗i
)
b1
)+ b2))
= b1 ⊕ b2.
Thus we get {fi} is disjoint from {gi} if and only if ∑i S−1/21 (fi)E(S−1/22 (g∗i )b2) = 0, i.e.∑
i fiE(S
−1/2
2 (g
∗
i )b2) = 0, ∀b2 ∈ B2, and from (4) we get the result. 
Remark 16. In the above proposition, when B1 = B2 = B, it is easy to see the converse
result holds.
Theorem 17. Let {fi} and {gi} be two disjointD-modular frames of L2D(B), where L2D(B)
is the Hilbert C∗-module whose inner product induced by a conditional expectation E, and
L2D(B). Then∑
i
S1
((
S
−1/2
2
(
g∗i
))∗)
f ∗i = 0. (5)
Proof. Let X ∈ (A,EB,B) be an E-semicircular variable. From Remark 16, we have
ΦB(X : B, S1) = EB
(∑
i
fiX
(
S
−1/2
2
(
g∗i
)+ f ∗i ) ·∑
j
(
S
−1/2
2
(
g∗j
)∗ + fj )Xf ∗j
)
=
∑
i,j
fiEB
(
X
(
S
−1/2
2
(
g∗i
)+ f ∗i )(S−1/22 (g∗j )∗ + fj )X)f ∗j
=
∑
fiE
((
S
−1/2
2
(
g∗i
)+ f ∗i )(S−1/22 (g∗j )∗ + fj ))f ∗ji,j
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∑
i,j
fiE
(
S
−1/2
2
(
g∗i
)
S
−1/2
2
(
g∗j
)∗ + S−1/22 (g∗i )fj
+ f ∗i S−1/22
(
g∗j
)∗ + f ∗i f ∗j )f ∗j
=
∑
j
(∑
i
fiE
(
S
−1/2
2
(
g∗i
)
S
−1/2
2
(
g∗j
)∗)+∑
i
fiE
(
S
−1/2
2
(
g∗i
)
fj
)
+
∑
i
fiE
(
f ∗i S
−1/2
2
(
g∗j
)∗)+∑
i
fiE
(
f ∗i f ∗j
))
f ∗j
=
∑
j
(∑
i
fiE
(
f ∗i S
−1/2
2
(
g∗j
)∗)+∑
i
fiE
(
f ∗i f ∗j
))
f ∗j
=
∑
j
(
S1S
−1/2
2
(
g∗j
)∗ + S1(f ∗j ))f ∗j
=
∑
j
S1
(
S
−1/2
2
(
g∗j
)∗)
f ∗j +
∑
j
S1(fj )f
∗
j ,
and it follows from Proposition 10 that ΦB(X : B, S1) =
∑
j S1(fj )f
∗
j . So,∑
i
S1
(
S
−1/2
2
(
g∗i
)∗)
f ∗i = 0
and thus we complete the proof. 
Corollary 18. If {fi} and {gi} are two disjoint normalized tight frame of B, then∑i gif ∗i =∑
i fig
∗
i = 0.
In [5], the authors discussed the frame multiplicity of a frame representation and this no-
tion can be generalized to Hilbert module setting. Let G be a discrete group, and E :B→D
be a conditional expectation. Then B is a Hilbert D-module. L(B) denotes the collection
of all the adjointable D-linear operators on B. π :G → L(B) be a D-algebraic homo-
morphism. ξ ∈ B is called a normalized tight frame vector of π(G) := {π(g): g ∈ G},
if {π(g)ξ : g ∈ G} is a normalized tight D-modular frame of B.
Definition 19. (π,G,B) will be called a modular frame representation of G on B, if π(G)
possesses a normalized tight frame vector.
Definition 20. A modular frame representation (π,G,B) is said to have frame multi-
plicity n, if n is the supremum of all the nature numbers k with the property that there
exist normalized tight frame vectors ηi (i = 1,2, . . . , k) such that {π(g)η1: g ∈ G}, . . . ,
{π(g)ηk: g ∈ G} are strongly disjoint.
Now we show the frame multiplicity is always finite for a fame representation of a finite
group.
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a finite group, (π,G,B) be a D-modular frame representation, and suppose Φ∗(X : B, id)
exists, where X is an E-semicircular variable. Then (π,G,B) has finite frame multiplicity.
To prove the above theorem, we need a lemma.
Lemma 22. Let (π,G,N ) be a frame representation on Hilbert D-module N and let η be
a normalized tight frame vector of π . Then ‖η‖M := ‖〈η,η〉‖1/2  1.
Proof. Since {π(g)η}g∈G is a normalized tight frame in N , we have
〈η,η〉2 
∑
g∈G
〈
η,π(g)η
〉〈
π(g)η, η
〉= 〈η,η〉
and so,∥∥〈η,η〉∥∥2  ∥∥〈η,η〉∥∥.
Thus we get ‖〈η,η〉‖ 1. 
Proof of Theorem 21. Assume, to the contrary, that the frame multiplicity of π is infi-
nite, i.e. for all nature number k, there exist η1, . . . , ηk such that π(G)η1, . . . , π(G)ηk are
strongly disjoint. That is η1 ⊕ η2 ⊕ · · · ⊕ ηk is a normalized tight frame vector of k copies
of (π,G,B) (denoted by (π(k),G,B(k))).
Note that the Hilbert C∗-norm of B(k) is defined by ‖b1 ⊕ b2 ⊕· · ·⊕ bk‖M := ‖b1‖M +
‖b2‖M + · · · + ‖bm‖M for all b1, b2, . . . , bk ∈ B. So, by Lemma 22 we have ‖η1‖M +
‖η2‖M +· · ·+‖ηm‖M  1. We say that there exists i0 ∈ {1,2, . . . , k} such that ‖ηi0‖M  1k .
From Theorem 10,∥∥Φ∗B(X : B, id)∥∥M =
∥∥∥∥∑
g∈G
π(g)ηi0π(g)η
∗
i0
∥∥∥∥
M

∑
g∈G
∥∥π(g)∥∥∥∥π(g)∥∥‖ηi0‖2M

∑
g∈G
∥∥π(g)∥∥∥∥π(g)∥∥ 1
k2
which leads to a contradiction if we let k tend to infinite. 
Remark 23. When D is commutative, for any discrete group G (do not require G to be
finite), if (π,G,B) is a frame representation, then it has finite frame multiplicity. In fact,
assuming to the contrary, in this case, ‖η1‖M = · · · = ‖ηk‖M , meanwhile, ‖η1‖M + · · · +
‖ηk‖M  1. So we get the same contradiction as the above proof if we let k tend to infinite.
Proposition 24. Let EB :A → B, E :B → D be conditional expectations. EB ⊕ EB :
A⊕A→ B⊕ B, T :B⊕ B→D are also conditional expectations, where T (b1 ⊕ b2) =
E(b1) + E(b2). Let X ∈ (A,EB,B) be an E-semicircular variable, and let Y ∈ (A⊕A,
EB ⊕ EB,B⊕ B) be a T -semicircular variable. (π,G,B) is a frame representation of G.
If the frame multiplicity of (π,G,B) greater than one, then
Φ∗B⊕B(Y : B⊕B, id) = Φ∗B(X : B, id) ⊕ Φ∗B(X : B, id).
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π(G)η2 are strongly disjoint. Then we have
Φ∗B⊕B(Y : B⊕B, id) =
∑
g∈G
(
π(g)η1 + π(g)η2
)(
π(g)η1 + π(g)η2
)∗
= Φ∗B(X : B, id) ⊕ Φ∗B(X : B, id)
which contradicts to the assumption and thus we finish the proof. 
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