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Convergence of Message-Passing for Distributed
Convex Optimisation with Scaled Diagonal
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Abstract—This paper studies the convergence properties the
well-known message-passing algorithm for convex optimisation.
Under the assumption of pairwise separability and scaled di-
agonal dominance, asymptotic convergence is established and a
simple bound for the convergence rate is provided for message-
passing. In comparison with previous results, our results do not
require the given convex program to have known convex pairwise
components and that our bound for the convergence rate is
tighter and simpler. When specialised to quadratic optimisation,
we generalise known results by providing a very simple bound
for the convergence rate.
Index Terms—Distributed optimisation, message passing, belief
propagation, min-sum algorithm, convex optimisation.
I. INTRODUCTION
This paper is concerned with solving the distributed opti-
misation problem
min
x∈Rn
F (x) (1)
for an objective function F : Rn → R, which is assumed to be
twice continuously differentiable, strictly convex and coercive
(i.e., F (x) →∞ as x→∞).
The purpose of this paper is to study the convergence
properties of a well-known message-passing algorithm [1] for
distributed optimisation, also known as loopy belief propa-
gation [1]-[2], min-sum [3]-[4] and sum-product [5] in the
literature. This paper is inspired by the excellent work of
Moallemi and Van Roy [3]-[4], and also influenced by the
great work of Malioutov, Johnson and Willsky [6], Weiss and
Freeman [2], and Su and Wu [7]-[8].
Despite its versatile applications in many scientific and engi-
neering disciplines, including its iconic success in error-correct
decoding for approaching the Shannon coding capacity [9]-
[10], the theoretic behaviour of the message-passing algorithm
for loopy graphs allures many researchers for several decades.
There has been some breakthrough recently on the con-
vergence analysis of the message-passing algorithm for con-
vex optimisation problems under the assumption of diagonal
dominance. For quadratic optimisation, it was shown in [2]
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that the message-passing algorithm (also known as Gaussian
belief propagation for marginal distribution computation of a
Gaussian graphical model) convergences asymptotically to the
correct minimiser (which corresponds to the correct marginal
means). This result was generalised in [6] using the notion of
walk-summability to show that the same asymptotic conver-
gence is guaranteed under a relaxed assumption of generalised
diagonal dominance (or scaled diagonal dominance [4]). In
[4], the same convergence property for quadratic optimisation
is shown under an equivalent assumption of pairwise convex
separability and more flexible initial messages. General nec-
essary and sufficient conditions for asymptotic convergence of
the message-passing algorithm for quadratic optimisation were
established in [7]-[8], but verification of these conditions can
be difficult. In [3], convergence properties of message-passing
were generalised to convex optimisation. For a pairwise
separable convex program with scaled diagonal dominance,
asymptotic convergence and a bound for the convergence rate
were established.
This paper is motivated by the fact that the convergence
analysis in [3] requires a strong pairwise separation form, i.e.,
every pairwise component must be convex. This assumption is
not consistent with the results for quadratic optimisation in [4]
and [6] where no such constraint is required. Although it is
true for quadratic optimisation that scaled diagonal dominance
is equivalent to pairwise separability with convex components
and that this equivalence may be extendable to the non-
quadratic case, searching for such pairwise separation may
constitute a separate optimisation problem. In this paper, we
follow the same analysis method as in [3]. Through more
careful analysis, we discover that the requirement for convex
components can indeed be dropped, leading to a true gen-
eralisation of convergence results for quadratic optimisation.
More specifically, we show that for any strict convex program
in a pairwise separation form, asymptotic convergence is
guaranteed under scaled diagonal dominance. Moreover, by
choosing appropriate initial messages, we provide a bound for
the convergence rate tighter and simpler than that in [3]. When
specialised to quadratic optimisation, our results generalise the
work of [4] and [6] by having a very simple bound for the
convergence rate.
The rest of the paper is organised as follows. Section II
formulates the distributed convex optimisation problem and
introduces the message-passing algorithm; Section III presents
a well-poseness result on the algorithm and our main results
on convergence analysis; Section IV presents the proofs;
2Section V specialises our results to quadratic optimisation;
and Section VI concludes the paper.
II. PROBLEM FORMULATION
A. Distributed Convex Optimisation
Consider the objective function F (·) in (1) and denote its
optimal solution by x⋆.
Definition 1: (Pairwise Separation) An objective function
F : Rn → R is said to be in a pairwise separation form if it
is expressed as
F (x) =
∑
i∈V
fi(xi) +
∑
(i,j)∈E
fij(xi, xj), (2)
for some graph G = (V,E) with node set V = {1, 2, . . . , n}
and undirected edge set E ⊂ V × V , and that the factors
{fi(·)} and {fij(·, ·)} are twice continuously differentiable
and coercive. F (x) is said to be in a pairwise convex sep-
aration form if, in addition, {fi(·)} are strictly convex and
{fij(·, ·)} are convex.
Definition 2: (Scaled Diagonal Dominance [3]) Given
a twice continuously differentiable function F : Rn →
R, a scalar λ ∈ (0, 1) and a positive vector w =
(w1, w2, . . . , wn) ∈ R
n, F (or ∂
2
∂x2
F (x)) is said to be (λ,w)-
scaled diagonally dominant if, for every i ∈ V and all x ∈ Rn,∑
j∈Ni
wj
∣∣∣∣ ∂2∂xi∂xj F (x)
∣∣∣∣ ≤ λwi ∂2∂x2i F (x). (3)
Remark 1: It is obvious that pairwise convex separation is
a stronger condition than pairwise separation. It is pointed out
in [3] that a quadratic F (x) is pairwise convex separable if
and only if it is scaled diagonally dominant. However, finding
such pairwise convex separation may constitute a separate
optimisation problem.
Assumption 1: The given objective function F : Rn → R
has the following properties:
• F (·) is strictly convex and coercive;
• F (·) is expressed in a pairwise separation form (2) with
some graph G = (V,E);
• F (·) is scaled diagonally dominant for some 0 < λ < 1
and positive w ∈ Rn.
B. Message-Passing Algorithm
The message passing algorithm is a distributed iterative
algorithm operating on each node i ∈ V . At iteration t =
0, 1, . . ., each node i takes an incoming message J
(t)
u→i : R→
R from each neighbouring node u ∈ Ni. These incoming
messages are fused together to create an outgoing message
J
(t+1)
i→j : R→ R for each j ∈ Ni according to
J
(t+1)
i→j (xj) :=min
yi
fi(yi) + fji(xj , yi) +
∑
u∈Ni\j
J
(t)
u→i(yi)
+ κ
(t+1)
i→j , (4)
where κ
(t+1)
i→j is such that J
(t+1)
i→j (0) = 0. The local objective
function for each xi in iteration t is constructed as
γ
(t)
i (xi) := fi(xi) +
∑
u∈Ni
J
(t)
u→i(xi), (5)
and the estimate x
(t+1)
i for x
⋆
i (the i-th component of x
⋆) in
iteration t is obtained by minimising γ
(t)
i , i.e.,
x
(t+1)
i := argmin γ
(t)
i (xi). (6)
We will consider the choice of initial messages as follows.
Assumption 2: Take any set of initial estimates {x
(0)
i→j , i ∈
V, j ∈ Ni} and any set of initial messages {J
(0)
i→j(·), i ∈ V, j ∈
Ni} which are twice continuously differentiable and satisfy the
following for some 0 ≤ ρ < λ−1:
d2
dx2j
J
(0)
i→j(xj)−
d2
dx2j
fji(xj , x
(0)
i→j)
≥− ρ
wi
wj
∣∣∣∣ ∂2∂xj∂xi fji(xj , x(0)i→j)
∣∣∣∣ , ∀xj ∈ R. (7)
Remark 2: Note, in particular, that any
J
(0)
i→j(xj) = fji(xj , x
(0)
i→j) + cji(xj , x
(0)
i→j)
with cji(·, ·) being affine in the first variable will satisfy (7),
including cji(·, ·) = 0. Also note that our requirement for the
initial messages is weaker than that in [3] because our J
(0)
i→j(·)
are not necessarily convex, whereas they must be in [3] (due
to the components fji(·, ·) being required to be convex).
Notation: The symbol ∇ is used to denote partial deriva-
tive, i.e., ∇f(x) = ∂
∂x
f(x), ∇2f(x) = ∇(∇f(x)). Sim-
ilarly, ∇1f(x, y) =
∂
∂x
f(x, y), ∇2f(x, y) =
∂
∂y
f(x, y),
∇12f(x, y) =
∂2
∂x∂y
f(x, y), ∇21f(x, y) =
∂2
∂x2
f(x, y), etc..
III. MAIN RESULTS
A. Well-Posedness of Message-Passing
Our first task is to determine whether the message-passing
algorithm is well posed or not. By this, we mean whether
or not the minimisation problems (4) and (6) have unique
solutions, i.e., J
(t+1)
i→j (·) and x
(t+1)
i are well defined. We show
below that this property is guaranteed under Assumptions 1-2.
For any i ∈ V, j ∈ Ni and t ≥ 0, define g
(t)
ij : R× R → R
as
g
(t)
ij (xi, xj) := fi(xi) + fji(xj , xi) +
∑
u∈Ni\j
J
(t)
u→i(xi) (8)
and denote its minimiser by
x
(t+1)
i→j (xj) = argmin
yi
g
(t)
ij (yi, xj) (9)
(or x
(t+1)
i→j for short). Also define a
(t)
i→j : R→ R as
a
(t)
i→j(xj) :=∇
2
1g
(t)
ij (x
(t+1)
i→j , xj). (10)
Theorem 1: Under Assumptions 1-2, the following proper-
ties hold for all i ∈ V, j ∈ Ni and t = 0, 1, . . ..
P1: ∇2γ
(t)
i (xi) > 0 and ∇
2
1g
(t)
ij (xi, xj) > 0 for all xi, xj ∈
R, i.e., γ
(t)
i (·) is strictly convex and g
(t)
ij (·, ·) is strictly
convex with respect to the first variable, implying that the
message-passing algorithm is well posed;
P2: a
(t)
i→j(xj) > 0 for all xj ∈ R;
P3: λwia
(t)
i→j(xj) ≥ wj |∇12fji(xj , x
(t+1)
i→j )| for all xj ∈ R;
3P4: For all xj ∈ R, it holds that
∇x
(t+1)
i→j (xj) =−
∇12fji(xj , x
(t+1)
i→j )
a
(t)
i→j(xj)
, (11)
∇2J
(t+1)
i→j (xj) =∇
2
1fji(xj , x
(t+1)
i→j )−
|∇12fji(xj , x
(t+1)
i→j )|
2
a
(t)
i→j(xj)
,
(12)
and in particular,
0 ≥ ∇2J
(t+1)
i→j (xj)−∇
2
1fji(xj , x
(t+1)
i→j )
≥ −λ
wi
wj
|∇12fji(xj , x
(t+1)
i→j )|. (13)
Proof: Define
L
(t)
ij (xi, xj) :=∇1g
(t)
ij (xi, xj)
=∇fi(xi) +∇2fji(xj , xi) +
∑
u∈Ni\j
∇J
(t)
u→i(xi).
We first verify P1-P5 for t = 0.
Using (7), we get
∇21g
(0)
ij (xi, xj)
=∇1L
(0)
ij (xi, xj)
=∇2fi(xi) +∇
2
2fji(xj , xi) +
∑
u∈Ni\j
∇2J
(0)
u→i(xi)
≥∇2fi(xi) +∇
2
2fji(xj , xi) +
∑
u∈Ni\j
∇21fiu(xi, x
(0)
u→i)
−
ρ
wi
∑
u∈Ni\j
wu|∇12fiu(xi, x
(0)
u→i)|.
The first three terms on the right hand of the inequality above
equals to ∂
2
∂x2
i
F (x) with x evaluated with xu = x
(0)
u→i for all
u ∈ Ni\j. So,
∇21g
(0)
ij (xi, xj)
≥
∂2
∂x2i
F (x) + ρ
wj
wi
|∇12fij(xi, xj)| − ρ
wj
wi
|∇12fij(xi, xj)|
−
ρ
wi
∑
u∈Ni\j
wu|∇12fiu(xi, x
(0)
u→i)|
≥
∂2
∂x2i
F (x) + ρ
wj
wi
|∇12fij(xi, xj)| − ρλ
∂2
∂x2i
F (x)
≥(1− ρλ)
∂2
∂x2i
F (x) + ρ
wj
wi
|∇12fij(xi, xj)| > 0.
The second inequality above used the scaled diagonal domi-
nance property. This verifies the property of g
(0)
ij (·, ·) in P1.
Subsequently, x
(1)
i→j(xj) is well defined, and (10) is well
defined too. It follows from above inequality that P2 holds for
t = 0. Taking the above inequality further, we get
∇21g
(0)
ij (xi, xj)
≥(1− ρλ)
∂2
∂x2i
F (x) + ρ
wj
wi
|∇12fij(xi, xj)|
≥(1− ρλ)λ−1
wj
wi
|∇12fij(xi, xj)|+ ρ
wj
wi
|∇12fij(xi, xj)|
=
wj
λwi
|∇12fij(xi, xj)| =
wj
λwi
|∇12fji(xj , xi)|.
Taking xi = x
(1)
i→j and using (10), P3 holds for t = 0.
Next, note that x
(1)
i→j(xj) solves L
(0)
ij (x
(1)
i→j , xj) = 0. It
follows that
0 =
d
dxj
L
(0)
ij (x
(1)
i→j , xj)
=∇1L
(0)
ij (x
(1)
i→j , xj)∇x
(1)
i→j +∇2L
(0)
ij (x
(1)
i→j , xj)
=a
(0)
i→j(xj)∇x
(1)
i→j +∇12fji(xj , x
(1)
i→j),
which gives (11) for t = 0.
Next, note that J
(1)
i→j(xj) = g
(0)
ij (x
(1)
i→j , xj). It follows that
∇J
(1)
i→j(xj) = ∇1g
(0)
ij (x
(1)
i→j , xj)∇x
(1)
i→j +∇2g
(0)
ij (x
(1)
i→j , xj)
= L
(0)
ij (x
(1)
i→j , xj)∇x
(1)
i→j +∇1fji(xj , x
(1)
i→j)
= ∇1fji(xj , x
(1)
i→j).
Differentiating the above again and using (11), we have
∇2J
(1)
i→j(xj) = ∇
2
1fij(xj , x
(1)
i→j) +∇12fji(xj , x
(1)
i→j)∇x
(1)
i→j
= ∇21fji(xj , x
(1)
i→j)−
|∇12fji(xj , x
(1)
i→j)|
2
a
(0)
i→j(xj)
.
This proves (12) and the first inequality in (13) for t = 0.
Using P3 in the above equation, we further get
∇2J
(1)
i→j(xj) ≥ ∇
2
1fji(xj , x
(1)
i→j)− λ
wi
wj
|∇12fij(xj , x
(1)
i→j)|,
which is the second inequality in (13) for t = 0. Hence, P4
holds for t = 0.
Next, using Assumption 2 again, we have
∇2γ
(0)
i (xi) =∇
2fi(xi) +
∑
u∈Ni
∇2J
(0)
u→i(xi)
≥∇2fi(xi) +
∑
u∈Ni
∇21fiu(xi, x
(0)
u→i)
− ρ
∑
u∈Ni
wu
wi
|∇12fiu(xi, x
(0)
u→i)|
=
∂2
∂x2i
F (x) − ρ
∑
u∈Ni
wu
wi
|∇12fiu(xi, x
(0)
u→i)|
≥
∂2
∂x2i
F (x) − ρλ
∂2
∂x2i
F (x) > 0.
In the above, x is evaluated with xu = x
(0)
u→i for all u ∈ Ni\j.
This verifies the property of γ
(0)
i (·) in P1 for t = 0.
By now, we have verified all the P1-P5 for t = 0. The proof
for t > 1 is done by repeating the above steps. Note that (7) is
replaced with (13) in subsequent iterations in which ρ becomes
λ, but the condition ρ < λ−1 remains valid.
B. Convergence Properties of Message-Passing
We now present the main results of this paper. Its proof will
be presented later.
4Theorem 2: Under Assumptions 1-2, the following conver-
gence property holds for every node r ∈ V and t > 0:
|x
(t)
r − x⋆r |
wr
≤
λt
1− λ
max
i∈V
∑
u∈Ni
|∇1fiu(x
⋆
i , x
⋆
u)−∇J
(0)
u→i(x
⋆
i )|
wiminx∈Rn
∂2
∂x2
i
F (x)
. (14)
Moreover, if the initial messages are chosen to be J
(0)
i→j(xj) =
fji(xj , x
(0)
i ) and x
(0)
i→j = x
(0)
i for all i ∈ V, j ∈ Ni, then (14)
simplifies to
|x
(t)
r − x⋆r |
wr
≤ λt+1
M
1− λ
max
v∈V
|x
(0)
v − x⋆v|
wv
, (15)
whereM is the conditioning value for the diagonal part of the
Jacobian matrix for F (·), i.e.,
M = max
i∈V
maxx∈Rn
∂2
∂x2
i
F (x)
minx∈Rn
∂2
∂x2
i
F (x)
. (16)
IV. PROOF OF THEOREM 2
The basic idea of the proof follows from [3]. There are two
main differences though: 1) We need to handle non-convex
initial messages; 2) The converge bound in Theorem 2 gives
the direct link between the initial estimation errors and those
in each iteration. Extra efforts are needed in the proof due to
these differences. Similar to [3], the proof relies on two critical
tools: One is the use of parameterised initial messages [3];
Another is the computation tree [3] (also known as unwrapped
tree in [2], [6]. We first introduce these tools.
A. Parameterised Initial Messages
Similar to Lemma 2 of [3], consider the following param-
eterised initial messages
J
(0)
i→j(xj , p) := J
(0)
i→j(xj) + xjpCji (17)
where the parameter p ∈ [0, 1] and
Cji :=∇1fji(x
⋆
j , x
⋆
i )−∇J
(0)
i→j(x
⋆
j ), (18)
The evolution of messages is revised to be
J
(t+1)
i→j (xj , p) = min
yi
g
(t)
ij (yi, xj , p) + κ
(t+1)
i→j
with
g
(t)
ij (xi, xj , p) := fi(xi) + fji(xj , xi) +
∑
u∈Ni\j
J
(t)
u→i(xi, p).
Similarly, the revised local objective functions and their opti-
mal estimates are given by
x
(t+1)
i (p) = argmin
xi
γ
(t)
i (xi, p) := fi(xi) +
∑
u∈Ni
J
(t)
u→i(xi, p).
Lemma 1: Suppose Assumptions 1-2 hold and the initial
messages (17) are used. Then, for p = 1, we have
∇1J
(t)
i→j(x
⋆
j , 1) = ∇1fji(x
⋆
j , x
⋆
i ) (19)
and x
(t+1)
i (1) = x
⋆
i for all i ∈ V and all t ≥ 0.
Proof: It is clear that (17) still satisfies Assumption 2 for
any p. We first verify the result for t = 0. Indeed,
∇1J
(0)
i→j(x
⋆
j , 1) = ∇J
(0)
i→j(x
⋆
j ) + Cji = ∇1fji(x
⋆
j , x
⋆
i ),
which leads to
∇1γ
(0)
i (x
⋆
i , 1) = ∇1fi(x
⋆
i ) +
∑
u∈Ni
∇1J
(0)
u→i(x
⋆
i , 1)
= ∇1fi(x
⋆
i ) +
∑
u∈Ni
∇1fiu(x
⋆
i , x
⋆
u) = 0.
This coincides with the first-order optimality condition for x⋆i .
It follows that x
(1)
i (1) = x
⋆
i .
Now consider t = 1. Minimising g
(0)
ij (yi, x
⋆
j , 1) yields yi =
x⋆i because
∇1g
(0)
ij (x
⋆
i , x
⋆
j , 1)
=∇fi(x
⋆
i ) +∇fji(x
⋆
j , x
⋆
i ) +
∑
u∈Ni\j
∇J
(0)
u→i(x
⋆
i , 1)
=∇fi(x
⋆
i ) +∇2fji(x
⋆
j , x
⋆
i ) +
∑
u∈Ni\j
∇1fji(x
⋆
j , x
⋆
i ) = 0,
which coincides with the first-order optimality condition for
x⋆i . It follows that
∇1J
(1)
i→j(x
⋆
j , 1) =
d
dx⋆j
g
(0)
ij (x
⋆
i , x
⋆
j , 1)
= ∇1g
(0)
ij (x
⋆
i , x
⋆
j , 1)∇x
⋆
i +∇2g
(0)
ij (x
⋆
i , x
⋆
j , 1)
= ∇2g
(0)
ij (x
⋆
i , x
⋆
j , 1)
= ∇1fji(x
⋆
j , x
⋆
i ).
Like the case of t = 0, the above yields x
(1)
i (1) = x
⋆
i . The
proof for t > 1 is done by repeating the above process.
B. Computation Tree
As in the works [3], [4], [2], [6], [7], [8], the computation
tree is an essential tool for convergence analysis of the
message-passing algorithm on loopy graphs. We follow [3]
for its construction. Given a loopy graph G = (V,E) and a
root node r ∈ V , its computation tree of depth t > 0, denoted
byG = (V,E), is constructed iteratively. Denote the mapping
from V to V by σ(·). Without loss of generality, assume
r = 1. Placing node r as the root node of G, its child nodes
correspond to all the neighbouring nodes in Nr. This forms
the depth-1 computation tree. In each of the subsequent (t−1)
iterations, take each leaf node i with parent node j. Then add
all the neighbouring nodes in Nσ(i)\σ(j) in G as the new child
nodes. The edge set E is formed by connecting every child-
parent pair, i.e., (i, j) ∈ E if and only if (σ(i), σ(j)) ∈ E.
This construction is depicted in Fig. 1 for t = 3.
The objective function F : R|V| → R for G, also in a
pairwise separation form, is formed by taking the following:
• For each edge (i, j) ∈ E, take fij(·, ·) := fσ(i)σ(j)(·, ·)
and J
(0)
i→j(·) = J
(0)
σ(i)→σ(j)(·);
• For each interior node (non-leaf node) i ∈ V, take
fi(·) := fσ(i)(·);
5• For each leaf node i ∈ V with parent node j, take
fi(·) := fσ(i)(·) +
∑
u∈Nσ(i)\σ(j)
J
(0)
u→σ(i)(·).
The key property of the computation tree is that, for the root
node r after t iterations of message-passing, the estimate x
(t)
r
is identical for the original graph and the computation tree; see
[3]. In addition, since G is a depth-t tree graph, the optimal
solution for minimising F(·), denoted by x˜ in the sequel, is
obtained by the message-passing algorithm after t iterations;
see [3]. Putting the two properties together, we have x
(t)
r = x˜r.
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Fig. 1. Loopy graph on the left. The computation tree for node 1 on the right.
C. Convergence Analysis of Message-Passing
Consider the parameterised initial messages as in (17) with
parameter p ∈ [0, 1] and use them to construct the depth-t
computation tree G with any root node r ∈ V . Denote the
objective function for G by F(x, p) and the optimal solution
by x˜(p). In the sequel, we take the abuse of notation by
naming σ(i) as i whenever there is no confusion. Similar to
[3], the first-order optimality conditions for F(x, p) are given
as follows. For any interior node i of G,
∇fi(x˜i(p)) +
∑
u∈Ni
∇1fiu(x˜i(p), x˜u(p)) = 0. (20)
For any leaf node i with parent node j,
∇fi(x˜i(p)) +∇2fji(x˜j(p), x˜i(p))
+
∑
u∈Ni\j
∇J
(0)
u→i(x˜i(p)) + pCiu = 0. (21)
Differentiating (20) and (21) with respect to p gives the
following, similar to [3]. For any interior node i of G,
(
∇2fi(x˜i) +
∑
u∈Ni
∇21fiu(x˜i, x˜u)
)
∇x˜i
+
∑
u∈Ni
∇12fiu(x˜i, x˜u)∇x˜u = 0. (22)
In the above, dependence of x˜ on p is suppressed for con-
venience, and ∇x˜i =
d
dp
x˜i(p). Similarly, for any leaf node i
with parent node j,
∇2fi(x˜i) +∇22fji(x˜j , x˜i) + ∑
u∈Ni\j
∇2J
(0)
u→i(x˜i)

∇x˜i
+∇12fji(x˜j , x˜i)∇x˜j +
∑
u∈Ni\j
Ciu = 0. (23)
Rewriting (22) and (23) in a condensed form gives
Γz = h. (24)
In the above, the vector z = col{∇x˜i}. The matrix function
Γ(x˜) (or simply Γ) = {γij} is symmetric with entries specified
below. If i is an interior node of G,
γii = ∇
2fi(x˜i) +
∑
u∈Ni
∇21fiu(x˜i, x˜u) =
∂2
∂x2i
F (x˜),
γiu = ∇12fiu(x˜i, x˜u), ∀u ∈ Ni.
If i is a leaf node of G with parent j,
γii = ∇
2fi(x˜i) +∇
2
2fji(x˜j , x˜i) +
∑
u∈Ni\j
∇2J
(0)
u→i(x˜i),
γij = ∇12fji(x˜j , x˜i).
All other off-diagonal entries γiu are zero. The vector h =
col{hi} is such that hi = 0 for every interior node i, and if i
is a leaf node with parent node j,
hi = −
∑
u∈Ni\j
Ciu. (25)
Lemma 2: Under Assumptions 1-2, the matrix function Γ(x˜)
is (λ,w)-scaled diagonally dominant for all x˜ ∈ R|V|, where
wi = wσ(i) for all i ∈ V.
Proof: The scaled diagonal dominance condition for an
interior node i of G is obvious by the construction of Γ and
Assumption 1. For any leaf node i of G with parent node j,
λwiγii −wj |γij |
=λwi(∇
2fi(x˜i) +∇
2
2fji(x˜j , x˜i) +
∑
u∈Ni\j
∇2J
(0)
u→i(x˜i))
− wj |∇12fji(x˜j , x˜i)|
≥λwi(∇
2fi(x˜i) +∇
2
2fji(x˜j , x˜i) +
∑
u∈Ni\j
∇21fiu(x˜i, x
(0)
u→i))
−
∑
u∈Ni\j
wu|∇12fiu(x˜i, x
(0)
u→i)| − wj |∇12fij(x˜i, x˜j)| ≥ 0.
The first inequality step above used Assumption 2, and the
last inequality step above used the scaled diagonal dominance
property for F (x). This completes the proof.
Now we are ready to prove Theorem 2.
Proof: Take any node ∈ V as the root node and construct
the depth-t computation tree G = (V,E) for any t > 0.
Define W = diag(w), Γw = W
−1ΓW, zw = W
−1z and
hw = W
−1h. Then, (24) can be rewritten as Γwzw = hw.
Further define D = diag(Γ) and Rw = I −D
−1Γw, we have
Γw = D(I − Rw). By Lemma 2, it is clear that λ
−1Rw is
6diagonally dominant. It follows that ‖Rw‖∞ ≤ λ, where the
infinity norm for a matrix A is defined to be
‖A‖∞ := max
i
∑
j
|aij |.
Subsequently, the solution of zw is given by
zw = (I −Rw)
−1D−1hw =
∞∑
s=0
Rs
w
bw
with bw := D
−1hw = D
−1
W
−1h. In particular, the solution
for the root node r is given by
zr = wr
∞∑
s=0
eTr R
s
w
bw,
where er is the column vector with 1 in entry r and zero
everywhere else.
Following the walk sum argument in [6], eTr R
s
wbw is the
walk sum of all the walks of length s in G from any node to
node r. As pointed out in [3], since hi is nonzero only for the
leaf nodes in the t-th depth of G, the sum for zr above only
needs to start from s = t. That is,
zr
wr
= eTr
∞∑
s=t
Rswbw.
It follows that
|zr|
wr
≤ ‖Rt
w
‖∞
∞∑
s=0
‖Rs
w
‖∞‖bw‖∞
≤ λt
∞∑
s=0
λs max
i∈VL
w−1i D
−1
i |hi|
≤
λt
1− λ
max
i∈V
w−1i D
−1
i |hi|.
In the above, VL denotes the set of depth-t leaf nodes in G.
Note that the above bound for zr(ρ) is valid for all 0 ≤
ρ ≤ 1. Using the mean value theorem on x˜(p), we get
x˜r(1)− x˜r(0) = ∇x˜r(p˘)(1 − 0) = zr(p˘)
with some intermediate value p˘ ∈ [0, 1]. Using x˜r(1) = x
⋆
r
(Lemma 1) and x˜r(0) = x
(t)
r , it follows that
|x
(t)
r − x⋆r |
wr
≤
λt
1− λ
max
i∈V
w−1i D
−1
i |hi|. (26)
Using (25) and noting Di = γii =
∂2
∂x2
i
F (x˜), we have
D−1i |hi| ≤
∑
u∈Ni
|∇1fiu(x
⋆
i , x
⋆
u)−∇J
(0)
u→i(x
⋆
i )|
minx∈Rn
∂2
∂x2
i
F (x)
. (27)
Hence, (14) is verified.
To verify (15), we first note that the special initial messages
J
(0)
i→j(xj) = fji(xj , x
(0)
i ) also satisfy Assumption 2. Using the
mean value theorem, we get
∇1fiu(x
⋆
i , x
⋆
u)−∇J
(0)
u→i(x
⋆
i )
=∇1fiu(x
⋆
i , x
⋆
u)−∇1fiu(x
⋆
i , x
(0)
u )
=∇12fiu(x
⋆
i , x˘u)(x
⋆
u − x
(0)
u )
for some intermediate value x˘u. Therefore,∑
u∈Ni
|∇1fiu(x
⋆
i , x
⋆
u)−∇J
(0)
u→i(x
⋆
i )|
≤
∑
u∈Ni
wu|∇12fiu(x
⋆
i , x˘u)|
|x⋆u − x
(0)
u |
wu
≤
∑
u∈Ni
wu|∇12fiu(x
⋆
i , x˘u)|max
v∈V
|x⋆v − x
(0)
v |
wv
≤max
x∈Rn
λwi
∂2
∂x2i
F (x)max
v∈V
|x⋆v − x
(0)
v |
wv
.
The last step above used the scaled diagonal dominance
property. Using the above in (26)-(27), we get
|x
(t)
r − x⋆r |
wr
≤
λt+1
1− λ
max
i∈V
maxx∈Rn
∂2
∂x2
i
F (x)
minx∈Rn
∂2
∂x2
i
F (x)
max
v∈V
|x⋆v − x
(0)
v |
wv
≤
λt+1
1− λ
M max
v∈V
|x⋆v − x
(0)
v |
wv
.
This completes the proof of (15).
V. MESSAGE-PASSING FOR QUADRATIC OPTIMISATION
In this section, we specialise the results in Section III to
quadratic optimisation where the objective function becomes
F (x) =
1
2
xTAx − bTx, (28)
for some symmetric and positive-definite matrix A = {aij} ∈
R
n×n and vector b = [b1, b2, . . . , bn]
T ∈ Rn. It is obvious
that such a F (x) has a natural pairwise separation (2) with
fi(xi) =
1
2
aiix
2
i − bixi, fij(xi, xj) = aijxixj , (29)
but this is not a pairwise convex separation (unless all aij = 0).
Although it is known [6], [3] that F (·) being pairwise convex
separable if and only if A is scaled diagonally dominant,
finding a corresponding scaling vector w and re-parameterising
F (x) in a pairwise convex separation would be an optimisation
task on its own.
By specialising Theorems 1 and 2 to the quadratic case, we
provide a very simple convergence property of the message
passing algorithm without requiring a known pairwise convex
separation form. That is, we can work directly using the pair-
wise separation form (29). This makes the message-passing
algorithm in line with [2], [6], [4], but the new contribution
here is that a convergence rate is explicitly presented.
Assumption 3:
• The matrix A is (λ−w)-scaled diagonally dominant for
some 0 < λ < 1 and positive w ∈ Rn.
• The initial messages are chosen as, ∀ i ∈ V, j ∈ Ni,
J
(0)
i→j(xj) =
1
2
α
(0)
i→jx
2
j − β
(0)
i→jxj , (30)
with any constants α
(0)
i→j and β
(0)
i→j satisfying
α
(0)
i→j ≥ −ρ
wi
wj
|aji| (31)
7for some 0 ≤ ρ < λ−1.
Note that β
(0)
i→j has no constraints and that the initial estimates
are actually “hidden” in β
(0)
i→j .
A. Well-posedness for Quadratic Optimisation
Specialising Theorem 1 to the quadratic case, we get the
following result:
Theorem 3: Under Assumption 3, the following properties
hold for all i ∈ V, j ∈ Ni and t ≥ 0:
P1’: The functions γ
(t)
i (·) are strictly convex and the functions
g
(t)
ij (·, ·) are strictly convex with respect to the first
variable, hence the message-passing algorithm is well
posed;
P2’: The new messages are given by
J
(t+1)
i→j (xj) =
1
2
α
(t+1)
i→j x
2
j − β
(t+1)
i→j xj , (32)
where
α
(t+1)
i→j = −
(aji)
2
a
(t)
i→j
, β
(t+1)
i→j = −
ajib
(t)
i→j
a
(t)
i→j
(33)
with
a
(t)
i→j = aii +
∑
u∈Ni\j
α
(t)
u→i, b
(t)
i→j = bi +
∑
u∈Ni\j
β
(t)
u→i.
(34)
P3’: λwia
(t+1)
i→j ≥ wj |aji| > 0 and 0 > α
(t+1)
i→j ≥ −
wi
wj
|aji|.
Remark 3: The property (P3’) in Theorem 3 means that
all the new messages J
(t+1)
i→j are actually concave, even if the
initial messages J
(0)
i→j may be convex. In contrast, the message-
passing algorithm in [3] requires that all the messages need
to remain convex. The reason for the new messages to be
concave in our case is due to the fact that the given pairwise
separation (29) has non-convex fij(·, ·), whereas [3] requires
the given fij(·, ·) to be convex.
B. Convergence Properties
Theorem 4: Under Assumption 3, the following holds for
the message-passing algorithm when applied to (28):
|x
(t)
r − x⋆r |
wr
≤
λt
1− λ
max
i∈V
∑
u∈Ni
|aiux
⋆
u − α
(0)
i→jx
⋆
i + β
(0)
u→i|
wiaii
,
(35)
for every r ∈ V and t > 0. If we choose J
(0)
i→j(xj) =
ajixjx
(0)
i for some initial x
(0)
i (i.e., α
(0)
i→j = 0, β
(0)
i→j =
−ajix
(0)
i ) for all i ∈ V, j ∈ Ni, then
|x
(t)
r − x⋆r |
wr
≤ λt+1
1
1− λ
max
v∈V
|x
(0)
v − x⋆|
wv
. (36)
Proof: Note that, in the quadratic case, M as defined in
(16) equals 1. The proof follows directly from the properties
in Theorem 3 and the convergence results in Theorem 2.
Remark 4: The work of [4] on message-passing for
quadratic optimisation showed that the message-passing algo-
rithm converges asymptotically under the assumption that the
initial messages conform to a convex-dominated decomposi-
tion. In comparison, Theorem 4 gives an explicit convergence
rate bound.
VI. CONCLUSIONS
In this paper, we followed the technique in [3] and improved
their convergence analysis of message-passing for convex op-
timisation by removing the requirement that the given pairwise
components need to be convex.We have also provided a tighter
and simpler bound for the convergence rate. Our convergence
rate bound for the quadratic optimisation case is also new. We
have not considered the so-called asynchronous version of the
algorithm, but similar results are expected to hold, as done in
[2], [3], [4], [6]. We stress that the bounds on the convergence
rate are still conservative in general. Further work is needed to
find even better bounds. How to relax the diagonal dominance
assumption will be of future interest as well.
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