Clinical trials typically involve the randomization of individual subjects to the intervention or control groups. Cluster randomized trials are, however, characterized by the randomization of groups or clusters of individuals (such as schools, medical practices or communities) to treatment groups. Such designs are used increasingly frequently in trials of preventive interventions, for example of the effects of vitamin A supplementation 1 and of insecticide-impregnated bednets 2-4 on child mortality, or of control of sexually transmitted diseases 5 on human immunodeficiency virus (HIV) incidence. Cluster randomized trials have a particularly important role in the study of behavioural interventions, which may necessarily be implemented at the cluster level, and of interventions against infectious diseases, where a cluster-wide intervention may have an additional effect of reducing transmission.
Clinical trials typically involve the randomization of individual subjects to the intervention or control groups. Cluster randomized trials are, however, characterized by the randomization of groups or clusters of individuals (such as schools, medical practices or communities) to treatment groups. Such designs are used increasingly frequently in trials of preventive interventions, for example of the effects of vitamin A supplementation 1 and of insecticide-impregnated bednets 2-4 on child mortality, or of control of sexually transmitted diseases 5 on human immunodeficiency virus (HIV) incidence. Cluster randomized trials have a particularly important role in the study of behavioural interventions, which may necessarily be implemented at the cluster level, and of interventions against infectious diseases, where a cluster-wide intervention may have an additional effect of reducing transmission.
An important feature of cluster randomized trials is that the responses of individuals within a cluster may be correlated.
Conventional approaches to the analysis of comparative trials, which assume that individuals' responses are independent of each other, are thus invalid. This correlation within clusters results in the statistical efficiency of cluster randomized designs being lower than that of individually randomized designs, and so a larger sample size is necessary for equivalent power. 6 In analysis, failure to take account of such intracluster correlation does not bias the point estimate of the intervention effect, but leads to a falsely narrow confidence interval (CI) and an inappropriately small P-value.
Several methods have been developed for the statistical analysis of cluster randomized trials, which take into account the intracluster correlation. Methods for analysis of continuous outcome data from such study designs are well established. 7, 8 Methods for the analysis of binary outcomes have been developed by Donner and Klar. 9, 10 These include simple techniques such as the t-test, the Wilcoxon rank sum test and Fisher's permutation test, which use the proportion of individuals experiencing the event in each cluster as the observation, and methods using individual data based on corrections to the χ 2 test. Methods for paired cluster designs have also been described. [11] [12] [13] More sophisticated approaches involve the use of hierarchical regression models which permit control of both individual-and cluster-level covariates, for example, generalized estimating equations 14 or multilevel modelling. 15 These methods, and their limitations, are not widely understood by non-statisticians, and it is not clear that they are more valid than the simple methods; for example, a test based on generalized estimating equations has been shown to be invalid when the number of clusters is small. 16 Gail and co-workers 17, 18 propose a simpler approach to adjusting for individual-and cluster-level covariates, based on using a permutation test on the residuals from a logistic regression model, which includes all baseline covariates except the intervention term.
There has been little work done on methods for the analysis of cluster randomized trials where the outcome measure is an event rate (per person year), such as mortality, or incidence rate of disease, rather than a proportion. Brookmeyer and Chen 19 evaluated significance tests for paired designs, while Lui et al. 20 evaluated CI for estimates of the risk ratio (not rate ratio) from cluster sampling, although only for studies with at least 20 clusters. We describe practical methods for the analysis of event rate data from an unmatched design, including the choice of estimator, and methods for hypothesis testing and CI construction. We show how these methods can allow for confounding factors using residuals from Poisson regression. We evaluate these methods by Monte Carlo simulation over a wide range of scenarios, including very small numbers of clusters, which are commonly used in practice, and where asymptotic results do not hold. We further illustrate our preferred approach by applying it to data from a cluster randomized trial in West Africa of insecticide-treated bednets in which the outcome measure was all-cause child mortality. We emphasize a number of practical issues in the analysis, such as whether it is appropriate to transform the data, the choice of residual and the robustness of the technique, and describe the extension of the methods to a design in which clusters are paired or stratified.
Methods

Unadjusted analysis
Let d ij be the observed number of events and y ij the number of person years of observation in cluster j of intervention group i, where i = 1 represents the intervention group and i = 2 the control group and j = 1...m i . The cluster event rate is r ij = d ij /y ij .
Point estimate
There are two natural ratio estimates of the intervention effect. The first is obtained from the ratio of the overall event rates in the intervention and control groups, and gives equal weight to each person-year of observation in the study. The overall rate in intervention group i is given by (1) and the rate ratio is estimated by
An alternative estimate of the rate in each intervention group, and hence of the intervention effect, is based on the mean of the cluster event rates, and gives equal weight to each cluster. The mean of the cluster event rates in group i is given by and thus an estimate of the intervention effect is
Alternatively, if the distribution of mortality rates in each group is highly skewed, their geometric mean may be used. The average log(mortality rate) in each group i is given by leading to exp(u i ) as the geometric mean of the cluster event rates and
as an estimate of the intervention effect.
Confidence intervals
A CI may be obtained for the intervention effect RR M by using the standard deviation of the cluster event rates in each group. Although under this approach information about differences in sample sizes among individual clusters is not used explicitly, the variability of the observed cluster rates is reduced as cluster size increases (Ref. 
Hypothesis testing
Whether using RR M or RR O , an unpaired t-test on the cluster rates (or the log cluster rates) with m 1 + m 2 -2 degrees of freedom may be used to test the effect of the intervention on the outcome, unadjusted for any covariates. Donner and Klar 10 discuss the validity of the t-test. The logarithmic transformation of the cluster event rates may be advisable if the assumptions of the t-test (normality, equal variance) are not satisfied, or a Wilcoxon test may be used.
Adjusted analysis
To allow for covariates by fitting an ordinary Poisson regression model, including an indicator for the intervention effect, would pool all the deaths across the clusters and treat each individual response as independent. Although the point estimate of the intervention effect would be valid (and analogous to RR O above), the standard error associated with the estimate would be falsely precise. In the proposed method, 17, 24 a Poisson regression model is fitted to the individual data, including all covariates thought, a priori, to be confounders, but excluding the term representing the intervention effect. The residuals from this model are aggregated for each cluster and the methods applied above are then applied using these aggregated residuals, rather than the raw mortality rates, as the cluster observations. These residuals represent the effect of the intervention on the incidence rate, after adjustment for the confounding variables. The analysis is unaffected by whether the data are analysed as one observation per individual or as one summary observation per combination of covariates.
Residuals
Fitting a Poisson regression model excluding the intervention effect will give an expected value e ijk for the k th individual in the (i,j) th cluster. The residual for this subject is a measure of the discrepancy between the observed value d ijk (which = 1 for a death and 0 for a survivor) and the expected value e ijk . This residual includes the effects of random variation, and of explanatory factors not included in the model, one of which is the intervention. There are a number of possible forms for the residual and also a number of ways in which they may be aggregated over each cluster.
By analogy with the standardized mortality ratio (SMR), the ratio of observed deaths to expected deaths, we define the SMR residual for the (i,j) th cluster as
and .
In the presence of a beneficial intervention, the SMR residuals will tend to be less than 1 in clusters receiving intervention, and greater than 1 in control clusters.
Estimation and inference
The covariate-adjusted equivalent of the unadjusted estimate based on individual data, RR O , is obtained by fitting an ordinary Poisson model including an indicator variable for the intervention effect since no bias is induced in the point estimate by the correlation of observations. A covariate-adjusted analogue of the mean of cluster rates in the i th group (ri ) is given by the mean of the SMR residuals, and so a covariate-adjusted equivalent of the point estimate RR M can be obtained from the ratio of such means between the two groups.
Hypothesis testing and construction of CI may then be carried out as for unadjusted data, except that the SMR (or log SMR) residuals are used in place of cluster rates, so that y ij is replaced throughout by e ij .
Simulation
We simulated data from a cluster randomized trial with groups of m = 3, 5, 10 or 20 clusters allocated to each of intervention and control treatments. The cluster sizes and mortality rate were chosen to be typical of studies of child (under-5) mortality in rural Africa. The numbers of person-years per cluster (y ij ) were sampled either from a symmetric distribution (normal with mean 150 and standard deviation 30), or from a skewed distribution (log-normal with mean 5 and standard deviation 0.5, equivalent to geometric mean 148 and 95% reference range (56, 395). The event rate in the control group (µ) was set at 40 per 1000 person-years. The intervention was assumed to have a protective efficacy of 25%, implying a rate ratio of θ = 0.75. A null effect was also simulated to determine the size of the test statistics. A random cluster effect λ ij was included which acted multiplicatively on the mortality rate, and whose logarithm was normally distributed with mean zero and standard deviation φ = 0, 0.125 or 0.25. 18 Note (using the approximation in the formula for V M ) that φ is approximately equal to the coefficient of variation (k) in underlying cluster rates used in our sample size formulae for cluster randomized trials. 6 One-thousand simulations were run for each combination of m and φ. The number of events in the (i,j) th cluster was generated from a Poisson distribution with mean y ij µλ ij for the control clusters (i = 2) and y ij µλ ij θ for the intervention clusters (i = 1).
For the adjusted analysis of data with a confounding variable we generated a binary covariate X such that 60% of personyears in the control group and 40% in the intervention group e e ij ijk k had value x = 1, with the remainder having x = 0. The multiplicative effect of the covariate on the event rate was e β = 3. The number of events in the (i,j) th cluster with covariate x (= 0,1) was then generated from a Poisson distribution with mean y ij µλ ij e βx for the control clusters (i = 2) and y ij µλ ij θe βx for the intervention clusters (i = 1).
The number of simulations ensures that the size of the test and the coverage of the CI are estimated with a 95% CI of ±1.4%. The simulations were performed using Stata 6. (Stata Corporation, College Station, TX, USA) Table 1 shows the results of unadjusted analyses of simulated data with no confounding factor. As the sampling distributions of both point estimates of the rate ratio, RR M and RR O , are positively skewed, we present their geometric means, which indicate lack of bias on the log scale. Results for symmetric or skew distribution of cluster sizes were similar. The normal CI show sub-nominal coverage for small numbers of clusters, but those based on the t distribution give coverage extremely close to the nominal value of 0.95 for any number of clusters and any level of between cluster variation φ. Results for the geometric mean estimate RR GM and its CI were similar (data not shown).
Results
Simulation
The size of the t-test is close to nominal for all parameter values, whether based on transformed or raw data, but the size of the Wilcoxon test is low when the number of clusters is small.
The power of the tests was also studied (data not shown). As expected, the power decreases with increasing φ, and for small numbers of clusters the Wilcoxon has less power than the t-test, being unable to give a significant result with only three clusters per group. Table 2 shows the corresponding results for the adjusted analysis of data with a confounding variable. The results are very similar to those of the unadjusted analysis. The imbalance in the confounding factor considered here is greater than is likely to arise in most situations in a randomized trial, unless the covariate is a cluster-level one, and the number of clusters is very small. We also considered a more extreme scenario, 19 in which 80% of person-years in the control group and 20% in the intervention group had value x = 1, and in this case found (Table 3 ) that the point estimate of RR M was biased upwards, the coverage of the t-based CI for RR O was too low, and the sizes of the tests (based on RR M ) were all too low.
Case study
Bednets have long been used for protection against mosquitoes and malaria, and impregnation with insecticide markedly increases their effectiveness. We present here data from a cluster randomized trial held in the Kassena-Nankana district of northern Ghana to determine the ability of insecticide-impregnated bednets to reduce all-cause child mortality. 4 A census was carried out and the area was divided into 96 clusters with an average of 120 compounds (approximately 1400 people) per cluster. In all, 48 clusters were randomly selected by an open lottery to receive the impregnated bednets, and a longitudinal surveillance system set up to monitor births, deaths and migrations. Follow-up continued for 2 years, at the end of which impregnated bednets were provided to all compounds in the control clusters. Mortality rates in the bednet study were calculated using the person-years of follow-up from the demographic surveillance data ( Table 4) . The cluster mortality rates were reasonably normally distributed so no transformation was required and the crude rates were used as the cluster observations for unadjusted analysis ( Table 5 ). The intervention effect estimated by the overall value, RR O = 0.84, was used since the sample was the whole population of a given area, and we wanted to give equal weight to each person. The test statistic using the t-test was 1.73 (P = 0.09), and the t-based 95% CI using equation (2) was 0.71-1.00.
The intervention effect was adjusted for age using a Poisson regression model. Pre-intervention mortality was also included in the model initially but had no substantial effect on the estimated rate ratio and was therefore excluded. The clusterspecific SMR, derived from the Poisson model under the null hypothesis of no intervention effect, were reasonably normally distributed in the two groups (whereas the log SMR were negatively skewed) and were therefore used for hypothesis testing. Results are shown in Table 5 . Analyses, both crude and adjusted, which ignored clustering, gave CI that were too narrow and P-values that were too small.
Discussion
We have presented here some simple practical approaches to the analysis of cluster randomized trials whose outcome is an event rate (events per person time). We have evaluated both adjusted and unadjusted methods by simulation and shown them to be robust in scenarios typical of those seen in real data: this robustness extends to very small numbers of clusters and to a skew distribution of cluster sizes, although an extreme imbalance of covariates may lead to problems.
The choice of point estimate for the rate ratio depends on whether one wishes to give equal weight to each person-year of observation (RR O ) or to each cluster (RR M ), and on relative efficiency. If there is little or no intra-cluster correlation in responses (φ ≈ k ≈ 0) all clusters will have the same underlying rate, and RR O will be the most efficient estimator, as it weights each cluster according to its size. If the intra-cluster correlation is high, the underlying rates will be very different, and the most efficient estimate will be only partially weighted, by analogy with a random effects meta-analysis, 13 so that a high k favours the equally-weighted RR M . The fact that the hypothesis tests are based implicitly on RR M indicates a possible disadvantage of RR O , in that there may be a mismatch in results when significance is borderline. This is shown by the adjusted results of the case study where the 95% CI (for RR O ) just touches unity but the P-value is 0.09.
The CI that we propose are based on large sample theory, as are those given by more complex methods. Basing the intervals INCIDENCE RATES IN CLUSTER RANDOMIZED TRIALS 843 on a normal distribution led to less than nominal coverage but this was corrected for all cluster sizes by the use of a t distribution. For testing, it is advisable to examine the distributions of cluster rates and of log(cluster rates) and to consider carefully whether to log-transform the rates, even though the t-test is reasonably robust to departures from the assumptions of normality and equal variances of cluster observations. 10 If both treatment groups contain an equal, large number of clusters, as in the case study, the assumption of equal variances is not required. We have shown that the size (Type I error) of the t-test is close to its nominal value, although that of the Wilcoxon test is low when the number of clusters is small. An alternative to these tests is the permutation test, 17, 18 which makes no distributional assumptions and has been shown to be more robust to misspecification of the underlying model, 24 but is not as straightforward to compute. Gail and co-workers 18 point out that these tests are asymptotically equivalent and show that their smallsample properties are similar, in that their power is close to nominal levels when the numbers of clusters in each treatment group are similar but not when the design is unbalanced. Brookmeyer and Chen also showed similar power for a paired design with small numbers of clusters. 19 The point estimates of the intervention effect for a paired design are the same as those for the unpaired design. Hypothesis testing is carried out as for an unpaired design, except that a paired t-test is used. Calculation of CI for a paired design, taking account of the pairing, is not so straightforward. The ratio estimate of variance cannot be extended to paired data (since there is only one cluster per treatment group in each stratum) so there is no simple CI for RR O . Diehr et al. 25 have shown that, unless For the adjusted analysis we estimated the intervention effect from a Poisson regression model. The residuals derived from the Poisson model under the null hypothesis of no intervention effect are based on an SMR as they provide a summary measure of the intervention effect that ties in with rate ratios. There are several other possible definitions of a residual that one could use, for example d ij -e ij , (d ij -e ij )/y ij or (d ij -e ij )/√e ij , and their properties require further research.
INTERNATIONAL JOURNAL OF EPIDEMIOLOGY
In the realistic scenario with moderate imbalance of a confounding factor with a large effect on outcome, the adjusted analysis worked well, with results similar to those of the unadjusted analysis in the absence of confounding. In the situation of extreme imbalance of such a covariate (as is only likely to occur with a cluster-level covariate and a very small number of clusters) we obtained a small bias in the results. Just as omitting a confounder from a regression would lead to a biased estimate of the treatment effect, so conversely, omitting treatment from the model will result in a biased estimate of the covariate effect, and hence of the SMR residual. The direction of the bias will depend on the direction of the confounding. The effect will not be important if either the treatment effect is small, or the covariate is balanced (or only moderately unbalanced) across the treatment groups, as should usually be true in a randomized trial.
By comparison with the simple approaches presented here, the use of multilevel modelling may be far from straightforward, with complexities in the specification of the model, the choice of fitting method, the process of fitting the model, and the interpretation of the results. The approach of generalized estimating equations is not robust to small numbers of clusters 16 and is not straightforward to apply to paired cluster data. An alternative is to fit a standard Poisson or Cox proportional hazards regression model, adjusting for clustering using a robust variance estimator. 28, 29 The properties of this method require further investigation for small numbers of clusters.
The methods presented here provide a set of simple tools for the analysis of incidence rates in cluster randomized trials. It must be remembered that different data sets will have different properties and, as with any analysis, the data should first be explored thoroughly. 
