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Abstract
We study the dynamics of the evolution of Ducci sequences and the Martin–Odlyzko–
Wolfram cellular automaton by iterating their respective linear maps on Zn2. After a review of
an algebraic characterization of cycle lengths, we deduce the relationship between the maximal
cycle lengths of these two maps from a simple connection between them. For n odd, we establish
a conjugacy relationship that provides a more direct identification of their dynamics. We give
an alternate, geometric proof of the maximal cycle length relationship, based on this conjugacy
and a symmetry property. We show that the cyclic dynamics of both maps in dimension 2n can
be deduced from their periodic behavior in dimension n. This link is generalized to a larger
class of maps. With restrictions shared by both maps, we obtain a formula for the number of
vectors in dimension 2n belonging to a cycle of length q that expresses this number in terms
of the analogous values in dimension n.
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1. Introduction
Iterations of linear maps on finite dimensional vector spaces over finite fields
appear in different areas of mathematics ranging from number theory to mathematical
physics. We begin our discussion with a number theoretic example.
Dynamics of the linear map given by
Dnx = (x1 + x2, . . . , xn + x1), (1)
where x = (x1, x2, . . . , xn) ∈ Zn2, was initially studied by Ducci in the case when
n is a power of 2 in the late 1800s. Because Zn2 is a finite set, the sequence of
images, Dkn(x), k = 1, 2, 3, . . . will be eventually periodic. That is, there will be two
nonnegative integers, l /= m such thatDln(x) = Dmn (x). The number of distinct vectors
that appear in the cycle (that is, the period of this cycle) will be called the cycle length.
Since its original posing, the problem of finding cycle lengths of the map as a function
of arbitrary n appears extensively in the number theory literature [1,5,11].
Dynamics of the Ducci map was considered in the finite field setting by Calkin
et al. in [2] who obtained characterizations of cycle lengths for Dn. Note that Dn is
linear.
Many applications also appear naturally as cellular automata. A finite dimensional
cellular automaton (CA) is a discrete time dynamical system usually defined on the
vector space Zn2. Each component of a vector in Z
n
2 is thought of as a “cell” whose
state is updated by a local deterministic rule.
An example of a finite dimensional CA is the Martin–Odlyzko–Wolfram (MOW)
map [12]. In this paper when we work with vectors such as (x1, x2, . . . , xn) ∈ Zn2
then the addition and subtraction of the indices will be performed modulo n. Thus,
n + 1 should be understood as 1, 1 − 1 as n, etc. With this notation, the MOW map
updates an initial vector
(x1(0), x2(0), . . . , xn(0)) ∈ Zn2,
through the rule
xi(1) = xi−1(0) + xi+1(0).
The local rule acting on a vector x = (x1, x2, . . . , xn) ∈ Zn2 can be aggregated as
the single linear map defined by
Mnx = (xn + x2, x1 + x3, . . . , xn−1 + x1). (2)
As a result, the dynamics of this rule can be understood using finite field theory
and linear algebra.
The concept of CA as a dynamical system on a vector space over a finite field
was employed by Martin et al. in their 1984 paper [12]. Since 1984, many articles
have appeared extending and generalizing the results in [12] to other linear rules
[8,9,15,16,18].
Jen characterized limit cycle structure through orders of minimal polynomials
for CA defined on a cylinder [8,9]. Stevens extended this result by proving that all
cycle lengths under iteration by any linear transformation can be obtained as orders
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of minimal annihilating polynomials [16] (see also [13]). Moreover, the transient
behavior can be obtained from the number of factors of λ contained in the minimal
polynomial.
The purpose of this paper is twofold. Although interest in the iterative behavior
of Dn and Mn originated from two separate areas of mathematics, the maps share
several surprising properties. The first goal of this paper is to state these specific
relationships. Motivated by parallel characteristics of both maps, our second goal is
to generalize the results.
Section 2 of this paper introduces the language used in [2,17] to analyze linear
maps over a finite field through minimal polynomials. In Section 3, the history and
mathematical background of Dn and Mn are provided. Specific relationships between
Dn and Mn such as cycle lengths of one map written as a function of cycle lengths
of the other are obtained in Section 4. It is found that one can lift the dynamics of
both Dn and Mn from dimension n to 2n. Section 5 generalizes this property to a
large class of maps and then uses the result to answer specific questions about the
dynamics of Dn and Mn.
2. Characterization of cycle lengths as orders of minimal annihilating
polynomials
This section provides an overview of how to characterize cycle length and transient
behavior of a linear map defined on a vector space over a finite field through orders
of minimal annihilating polynomials. The purpose of such a characterization is to
provide an alternative to iterating every possible vector in order to understand the
global dynamics of a map. In addition, because algorithms for computing orders of
polynomials are included in computer algebra software such as Maple, it is possible
to compute all possible cycle lengths generated by the map in a reasonable amount
of time.
The present discussion is posed over Z2 due to the applications considered in
this paper. However, all the statements in this section hold over any finite field of
characteristic p. The next few definitions are standard and appear in [7].
Definition 2.1. Let A be an n × n matrix with entries from Z2. The minimal annihi-
lating polynomial of a vector v ∈ Zn2 is the monic polynomial µv(λ) of least degree
such that µv(A)v = 0.
The existence of a minimal annihilating polynomial is guaranteed by the Cayley–
Hamilton theorem which states that the characteristic polynomial of A will annihilate
the matrix itself. We now define the order of a polynomial [7].
Definition 2.2. Suppose that µv(0) /= 0. Then the order of µv(λ), ord(µv(λ)), is
defined to be the smallest natural number, c, such that µv(λ)|λc − 1. If µv(0) = 0,
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then µv(λ) can be written as λkµ˜v(λ) for some positive integer k, where µ˜v(0) /= 0.
In this case, the order of µv(λ) is defined to be the order of µ˜v(λ).
In the future, we will identify the matrix A with the linear map that it defines (we
use the standard basis).
For any n × n matrix A acting onZn2, the cycle length of a vector under forward it-
eration of A is equal to the order of its minimal annihilating polynomial. Furthermore,
the number of forward iterates of the map not in a cycle can be found by factoring
the minimal annihilating polynomial. The proof of the statement that follows can be
found in [17].
Theorem 2.3. Let v ∈ Zn2 . Let µv(λ) be the minimal annihilating polynomial of v.
Assume that µv(λ) = λkµ˜v(λ) where k  0 and µ˜v(λ) is a monic polynomial with
µ˜v(0) /= 0. Then Ak(v) belongs to a cycle with cycle length c = ord(µv).
It is well known that minimal annihilating polynomials are factors of the mini-
mal polynomial [7]. Therefore, all possible cycle lengths can be obtained from the
minimal polynomial of A. Moreover, the maximal cycle length is equal to the order
of the minimal polynomial because there exists at least one vector whose minimal
annihilating polynomial is equal to the minimal polynomial [7].
It is important from a dynamical systems perspective to connect the images of a
vector v under iterates of A to the minimal annihilating polynomial of v. If v ∈ Zn2
is a vector contained in a cycle under A, then the algebraic period of v under A
is the minimal positive integer value a such that Aav is a linear combination of
v, Av, A2v, . . . , Aa−1v. If a is the algebraic period of v then we may write
Aav = b1v + b2Av + · · · + ba−1Aa−1v.
Then the minimal annihilating polynomial of A is given by
λa − ba−1λa−1 − · · · − b2λ − b1.
Thus, a equals the degree of µv(λ). The concept of an algebraic period was discussed
in [10] although not named as such.
3. Ducci map and MOW map
This section addresses Dn and Mn using the language of minimal polynomials.
3.1. Ducci map
As stated in Section 1, Ducci posed the initial questions surrounding the Ducci
map in the late 1800s. In its original form, the Ducci map was defined on the ring
module Zn
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D˜n(x) = (|x1 − x2|, |x2 − x3|, . . . , |xn − x1|), (3)
where x = (x1, x2, . . . , xn) ∈ Zn [6]. Misiurewicz and Schinzel observed that every
initial n string in Zn under forward iteration of D˜n converges in a finite time to a
periodic solution of the form k(x1, x2, . . . , xn) where xi ∈ {0, 1} and k is a positive
constant [14].
The map (3) restricted to the invariant vector space Zn2 is the linear map (1) which
also appears as Wolfram’s Rule 102 in [19]. The matrix representation of Dn in the
standard basis, ei = (0, . . . , 1, . . . 0), where the 1 appears in the ith component, is
AD,n =


1 1 0 . . . 0
0 1 1 0 . . . 0
.
.
.
0 . . . 0 1 1
1 0 . . . 0 1


. (4)
The problems of interest regarding the dynamics of Dn are:
(1) Characterize cycle lengths for arbitrary n without computing the orbit of every
possible vector in Zn2.
(2) Find a closed form expression for the cycle lengths as a function of n.
(3) Characterize the complexity of the map by calculating the number of different
cycle lengths as a function of n.
Since AD,n is a matrix, Question 1 can be answered using Theorem 2.3. We
illustrate how to apply Theorem 2.3 to obtain cycle lengths and transient dynamics
for n = 17.
Example. The minimal polynomial of AD,n computed in [2] is
µAD,n(λ) = (1 + λ)n + 1. (5)
For n = 17
µD,n = λ(µ˜(λ)) = λg1(λ)g2(λ),
where
g1(λ) = λ8 + λ7 + λ5 + λ4 + λ3 + λ2 + 1
and
g2(λ) = λ8 + λ5 + λ3 + λ2 + 1
(cf. [13]).
The order of g1 is 85 and the order of g2 is 255. Although the majority of cycles
are of length 255, there do exist three cycles of length 85.
Moreover, because k = 1 in reference to Theorem 2.3, we know that the first image
of any vector will belong to a cycle.
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Table 1
Cycle lengths under iterations of Dn and Mn
Vector Cycle Cycle Vector Cycle Cycle
length lengths Dn lengths Mn length lengths Dn lengths Mn
n = 3 1,3 1 n = 22 1, 341, 682 1, 31, 62
n = 4 1 1 n = 23 1, 2047 1, 2047
n = 5 1, 15 1, 3 n = 24 1, 3, 6, 12, 24 1, 2, 4, 8
n = 6 1, 3, 6 1, 2 n = 25 1, 15, 25,575 1, 13, 1023
n = 7 1, 7 1, 7 n = 26 1, 819, 1638 1, 63, 126
n = 8 1 1 n = 27 1, 3, 63, 13,797 1, 7, 511
n = 9 1, 3, 63 1, 7 n = 28 1, 7, 14, 28 1, 7, 14, 28
n = 10 1, 15, 30 1, 3, 6 n = 29 1, 475,107 1, 16,383
n = 11 1, 341 1, 31 n = 30 1, 3, 5, 6, 10, 15, 30 1, 2, 3, 6, 15, 30
n = 12 1, 3, 6, 12 1, 2, 4 n = 31 1, 31 1, 31
n = 13 1, 819 1, 63 n = 32 1 1
n = 14 1, 7, 14 1, 7, 14 n = 33 1, 3, 341, 1023 1, 31
n = 15 1, 3, 5, 15 1, 3, 15 n = 34 1, 85, 170, 255, 510 1, 5, 10, 15, 30
n = 16 1 1 n = 35 1, 7, 15, 105, 819, 4095 1, 3, 7, 21, 4095
n = 17 1, 85, 255 1, 5, 15 n = 36 1, 3, 6, 12, 63, 126, 252 1, 2, 4, 7, 14, 28
n = 18 1, 3, 6, 63, 126 1, 2, 7, 14 n = 37 1, 3,233,097 1, 87,381
n = 19 1, 9709 1, 511 n = 38 1, 9709, 19,418 1, 511, 1022
n = 20 1, 15, 30, 60 1, 3, 6, 12 n = 39 1, 3, 455, 819, 1365, 4095 1, 63, 1365, 4095
n = 21 1, 3, 7, 21, 63 1, 7, 63 n = 40 1, 15, 30, 60, 120 1, 3, 6, 12, 24
An algorithm to obtain the cycle lengths for a linear map on Znp based on minimal
annihilating polynomials appears in [16]. Applications of the algorithm to both the
Ducci map and the MOW map for dimensions 3  n  40 are provided in Table 1.
Although Question 2 is still open, Ehrlich was able to prove divisibility conditions
for maximal periods for odd n [4]. Specifically, he showed for n odd,
(1) The period of the maximal cycle, cD,n, divides c1 where c1 = 2j − 1 and j is
the smallest positive integer such that n|(2j − 1).
(2) If n|2l + 1, for some l, then let m = min{l : n|(2l + 1)} and define c2 =
n(2m − 1). In this case cD,n divides c2.
Divisibility conditions were not obtained for even n. However, a simple application
of the minimal polynomial characterization shows that any cycle length in even
dimension n = 2j r where r is odd is equal to a power of two times the cycle length
in dimension r . This observation is stated formally in the following theorem.
Theorem 3.1. Let n = 2mr where m  1 and r  1 is odd. Let cD,n be the order of
the minimal polynomial for AD,n. Then cD,n = 2mcDr where cDr is the order of the
minimal polynomial of AD,r .
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Proof. It was shown in [2] that the minimal polynomial of AD,n is given by
µAD,n(λ) = (1 + λ)n + 1.
Substituting n = 2mr and expanding modulo 2 yields
µAD,n(λ) = (1 + λ)2
mr + 1 = ((1 + λ)r + 1)2m = (µD,r (λ))2m.
A result in [10] implies that if cDr is the order of the µD,r(λ), then 2mcDr is the
order of (µD,r (λ))2
m
. 
Corollary 3.2. Let sD,n be a cycle length of Dn. Then sD,n = 2i sDr , 1  i  m,
where sDr is a cycle length for Dr.
Proof. The corollary holds since the minimal annihilating polynomials are products
of factors of the minimal polynomial. Let µvr be a minimal annihilating polynomial
for AD,r applied to v. Then µ2
i
vr
, 0  i  m will be one of the factors of the minimal
polynomial. Thus, the order of µ2ivr will be a cycle length for Dn. 
Writing cycle lengths in dimension 2n as a function of cycle lengths in dimension
n will be generalized in Section 5. Question (3) still remains unanswered and appears
as an open question in [3].
3.2. MOW map
The MOW map, defined by (2) was first studied in the finite field setting by Martin
et al. in [12]. The map is listed as Wolfram’s Rule 90 in [19]. As in the case of
Dn, the minimal polynomial characterization of cycle lengths requires the matrix
representation of Mn in the standard basis
AM,n =


0 1 0 . . . 0 1
1 0 1 0 . . . 0
.
.
.
0 . . . 1 0 1
1 0 . . . 0 1 0


. (6)
Computations of the characteristic and minimal polynomials of Wolfram’s Rule
90 are more technical than those for AD,n and appear in [17]. The calculations rely
on a dimensional analysis and the algebraic period of vectors.
Although the closed form expression for the minimal polynomial of AM,n is not
elegant, it can be used to show that µM,n(λ) = λµ˜(λ) for odd n where µ˜(0) /= 0.
This is a property shared by the minimal polynomial of AD,n. Thus, by Theorem 2.3,
for odd n, the image of any vector under either map must belong to a cycle.
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4. Connection between Dn and Mn
Although the interest in the map Mn originated as a CA and the focus on Dn was
number theoretic, the two maps are connected through the equality
Mn = SnD2n, (7)
where Sn is the right shift map
Sn(x) = (xn, x1, x2, . . . , xn−1)
for x = (x1, x2, . . . , xn) ∈ Zn2.
For odd n, let Cn be the subspace of Zn2 consisting of all vectors (x1, x2, . . . , xn)
for which the number of 1’s among x1, x2, . . . , xn is even.
Now, for odd n, we can characterize all vectors that belong to a cycle.
Lemma 4.1. Let x ∈ Zn2 for odd n. Then x is in a cycle for Dn if and only if it belongs
to Cn. Similarly, x is in a cycle for Mn if and only if it belongs to Cn. Therefore, x is
in a cycle for Dn if and only if it is in a cycle for Mn.
Proof. Assume that n is odd. If x ∈ Zn2 then Dn(x) and Mn(x) belong to Cn (this
is clearly true for every vector from the natural basis of Zn2, so since Cn is a linear
subspace, it is true for every vector). On the other hand, if y ∈ Zn2 is given and we try
to find its preimage x under Dn or Mn, we can do it in a unique way when we fix the
first component of x. Moreover, the two preimages we find in such a way have sum
(1, 1, . . . , 1), so exactly one of them belongs to Cn. This means that Dn and Mn are
one-to-one on Cn, and therefore each vector from Cn belongs to a cycle. 
Applying Lemma 4.1, we will establish a formula relating the maximal cycle
lengths of Dn and Mn. Before we state it, let us note that for an odd n the vectors with
two adjacent 1’s and 0’s otherwise form a basis of Cn. Clearly, they belong to cycles
of the same length k of Dn. Therefore Dkn(x) = x for any x ∈ Cn. This means that k
is the maximal cycle length for Dn and all cycle lengths for Dn divide k. Clearly, the
same holds for Mn.
Theorem 4.2. Let cD,n be the maximal cycle length for Dn and let cM,n be the
maximal cycle length for Mn. Then cD,n = lcm(n, cM,n).
Proof. Let n be odd. We will first show that the lcm(n, cM,n)|cDn . Let DL,n = I + Tn
and DR,n = I + Sn where Tn is the left shift map and Sn is the right shift map on
Zn2. Observe that DL,n = Dn and DL,nDR,n = Mn. The maps Dn,DL,n and DR,n all
commute and moreover, because DL,n and DR,n share the same minimal polynomial,
the maximal cycle length of Dn equals the maximal cycle length of DR,n. As stated
at the end of Section 3, the image of any vector under Dn belongs to a cycle of Dn.
As a result, DcD,n+1n = Dn and therefore,
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M
cD,n+1
n = DcD,n+1L,n DcD,n+1R,n = DL,nDR,n = Mn
and so McD,n+1n − Mn = 0. Because the minimal polynomial of AM,n divides any
other polynomial that annihilates AM,n, the minimal polynomial of AM,n divides
λcD,n+1 − λ. From [17] we know that µM,n(λ) = λµ˜M,n(λ) and as a result,
µ˜M,n(λ)|λcD,n − 1. Thus, the order of µM,n divides cD,n. By Theorem 2.3 the order
of µM,n equals cM,n proving that cM,n|cD,n. A result in [4] states that n|cD,n yielding
lcm(n, cM,n)|cD,n.
We will now prove that cD,n|cM,n. By Lemma 4.1 and the remark preceding the
statement of the theorem that we are proving, we know that on the subspace C,
M
cM,n
n = I . Let b = lcm(n, cM,n). Then on C
(D2n)
b = D2bn = T 2bn M2bn = I.
Thus, cD,n|2b. In [4], cD,n was shown to be odd for odd n. Therefore, cD,n|b.
Martin et al. proved in [12] if n = 2j r for r odd that cM,n = 2j cW,r . This result
and Corollary 3.2 imply
cD,n = 2j cD,r = 2j lcm(r, cw,r ) = lcm(n, cM,n),
proving the result in the even case. 
The results in this section are algebraic and rely on the language of minimal anni-
hilating polynomials. Unfortunately, this method of analysis is restricted to fields and
consequently cannot be extended to ring modules. Both Dn and Mn share symmetry
properties that can be viewed geometrically. A geometric approach is more likely to
suggest how results can be extended to ring modules.
4.1. Geometry of the maps Dn and Mn
In order to use the connection between Dn and Mn to relate the transient and cyclic
behavior of both maps, we need more information than (7) provides. It is desirable to
have a conjugacy relationship that directly identifies dynamics of one map to the other.
For n = 2k + 1 and x = (x1, x2, x3, . . . , x2k+1) ∈ Zn2, the permutation that orders all
terms of x with odd indices first and followed by all even indexed terms
σ(x) = (x1, x3, . . . , x2k+1, x2, x4, . . . , x2k),
satisfies
σMnσ
−1 = DnT kn .
As a result, for n = 2k + 1, Mn is conjugate to the map Vn = DnT kn .
In order to view iteration geometrically, we think of the components of a vector
in Zn2 as states of vertices on a regular n-gon and examine the action of Dn or Mn
on the vertices. For example, Fig. 1 depicts successive iterations of M5 on the initial
vector (1, 1, 0, 0, 0). Notice that the states are symmetric with respect to the dashed
line drawn in each polygon. This line is called an axis of symmetry and each of these
vectors is symmetric with respect to this axis.
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1 1
0 0
0
1 1
1 1
0
0 0
1 1
0
1 1
0 0
0
Iterate 0 Iterate 1 Iterate 2 Iterate 3
Fig. 1. Images of b1 = (1, 1, 0, 0, 0, 0) under iterates of M5.
Definition 4.3. Let n = 2k + 1. Let Un,i be the the symmetry map about the ith
axis, that is Un,i(x1, x2, . . . , xn) = (x2i−1, x2i−2, . . . , x2i−n). A vector x is said to
be symmetric with respect to the ith axis, if Un,i(x) = x and xi = 0. We say that a
vector is symmetric if it is symmetric with respect to some axis.
We added in the definition an extra condition that xi = 0 in order to assure that there
is even number of 1’s among x1, x2, . . . , xn, so that any symmetric vector belongs to
Cn.
Clearly, the setSn,i of all vectors symmetric with respect to the ith axis is a linear
subspace.
Theorem 4.4. The subspaceSn,i is invariant for Vn, that is, Vn(Sn,i) =Sn,i .
Proof. Since Dn = I + Tn, we get Vn = T kn + T k+1n = T kn + Skn . Clearly, TnUn,i =
Un,iSn and SnUn,i = Un,iTn. Therefore
Un,iVn = Un,iT kn + Un,iSkn = SknUn,i + T kn Un,i = VnUn,i .
Therefore, if x ∈Sn,i then
Un,i(Vn(x)) = Vn(Un,i(x)) = Vn(x).
Moreover, Vn(x) = Dn(T kn (x)) ∈ Cn. Those two properties together imply that
Vn(x) ∈Sn,i .
On the other hand, since Sn,i ⊂ Cn, the map Vn is one-to-one there, so we get
Vn(Sn,i) =Sn,i . 
The symmetry property held by Vn yields a geometrical proof of Theorem 4.2.
An alternate proof of Theorem 4.2. We need to prove the result only for n odd
because the even case follows immediately as in the proof of Theorem 4.2.
As we noticed in the paragraph preceding the statement of Theorem 4.2 (cf. [17]),
the vector b1 = Vn(e1) belongs to a maximal cycle under Mn.
Let d be the smallest nonnegative integer such that
V dn (b1) = Smn (b1)
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for some nonnegative integer m. Clearly, b1 ∈Sn,i , so by Theorem 4.4 also V dn (b1) ∈
Sn,i . The only power of the right shift applied to b1 that results in a vector symmetric
with respect to the first axis is the zeroth one. Therefore,
V dn (b1) = b1,
and consequently cM,n|d .
Now suppose there exists a vector u such that V cM,n(u) = u. By the definition of
Vn, D
cM,n
n (u) = T kn (u), which implies d|cM,n. Therefore, cM,n = d.
Now d is the maximal period of Dn modulo shifts. As a result, cD,n = lcm(n, d) =
lcm(n, cM,n). 
Both arguments for Theorem 4.2 rely on the fact that n is odd. However, Corollary
3.2 and the end of the first proof of Theorem 4.2 indicate that there is a reduction
from dimension 2n to dimension n. Table 1 suggests that the reduction may hold true
for all cycle lengths, not just the maximal ones. For example when n = 6 the cycle
lengths of Mn are 1, 2. The cycle lengths for n = 12 are 1, 2, 4. It seems that the
cycle lengths for n = 6 reappear as cycle lengths for n = 12 with the addition of a
new cycle length of 4 which was merely double an old cycle length.
Motivated by the data, we investigate how to identify periodic vectors in dimension
n with periodic vectors in dimension 2n.
5. Cyclic dynamics for dimension 2n
We are interested in using the dynamics of a map in dimension n to arrive at
the dynamics of the map extended to dimension 2n. The motivation for this goal is
illustrated using Dn. Similar computations can be performed for Mn.
Let g1, g2 : Zn2 → Z2n2 be the linear embeddings defined by
g1(x) = (0, x1, 0, x2, . . . , 0, xn), (8)
g2(x) = (x1, 0, x2, 0, . . . , xn, 0), (9)
where x = (x1, x2, . . . , xn) ∈ Zn2. Direct computation yields
D2n(g1(x)) = g1(x) + g2(x) (10)
and
D2n(g2(x)) = g1(Tn(x)) + g2(x). (11)
Using (10) and (11) along with Dn = I + Tn gives
D22n(g1(x)) = g1(Dn(x)),
D22n(g2(x)) = g2(Dn(x)),
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which in Cartesian product form is
D22n(g1(x1), g2(x2)) = (g1(Dn(x1)), g2(Dn(x2)). (12)
Let x1, x2 ∈ Zn2 belong to cycles of length k1 and k2 respectively. Let k =
lcm(k1, k2) and y = (g1(x1), g2(x2)). Then repeated applications of (12) together
with the periodicity of xi , i = 1, 2, give
D2k2n(y) = (g1(Dkn(x1)), g2(Dkn(x2))) = (g1(x1), g2(x2)) = y. (13)
Thus, y belongs to a cycle under D2n. Let m be the length of that cycle. Clearly, m|2k
by (13).
In addition, (12) and the periodicity of y yield
(g1(x1), g2(x2)) = D2m2n ((g1(x1), g2(x2)) = (g1(Dmn (x1)), g2(Dmn (x2))).
Hence, Dmn (xi ) = xi for i = 1, 2, resulting in k|m. Consequently, m = k or 2k.
If we know further that m = 2j for some nonnegative integer j , then
D
2j
2n((g1(x1), g2(x2)) = (g1(Djn(x1)), g2(Djn(x2))),
which again by periodicity equals y. As before, Djn(xi ) = xi for i = 1, 2, which
implies k|j . Therefore, in this case, m = 2k.
The conclusions relating cycle lengths require only the condition expressed in (12)
and, therefore, we can state the following generalization.
Theorem 5.1. Let X1, X2 be any two sets and consider maps Gi : Xi → Xi, i =
1, 2. For i = 1, 2 suppose that Xi is embedded in Yi by the injections gi. Assume
further that Y = Y1 × Y2 and F is a map from Y into Y satisfying,
F 2(g1(x1), g2(x2)) = (g1(G1(x1)), g2(G2(x2))). (14)
If xi is in a cycle of length ki under Gi for i = 1, 2, with k = lcm(k1, k2), then
(1) The point y = (g1(x1), g2(x2)) belongs to a cycle of some length m.
(2) Either m = k or m = 2k.
(3) If m is even, then m = 2k.
The calculations in the previous example did not require G1 = G2 or X1 = X2 and
therefore, the proof of the theorem proceeds by the same computations (generalized)
in the example with Xi = Zn2, Gi = Dn, Yi = gi(Xi) for i = 1, 2 and F = D2n.
Consequently, the proof will be omitted.
It is desirable to find out when k equals m and when 2m. In order to achieve this
goal more structural knowledge of the maps and the sets is required. Once again, we
motivate the idea using Dn.
Example. Assume the notation of the Ducci example. In this example we will show
that in the case k = 2j + 1 for some nonnegative integer j , we have k = m if and
only if
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x1 = Djn(x1) + TnDjn(x2), (15)
x2 = Djn(x1) + Djn(x2). . . (16)
Using (12) and the linearity of D2n yields
Dk2n(y) = D2n(D2j2n(y)) = D2n(g1(Djn(x1)) + g2(Djn(x2))
= D2n(g1(Djn(x1))) + D2n(g2(Djn(x2))).
Properties (10) and (11) and the linearity of the isomorphisms result in
D2n(g1(D
j
n(x1))) + D2n(g2(Djn(x2)))
= g1(Djn(x1)) + g2(Djn(x1)) + g1(Tn(Djn(x2))) + g2(Djn(x2))
= g1(Djn(x1) + Tn(Djn(x2))) + g2(Djn(x1) + Djn(x2)). (17)
Assume that k = m. Then by periodicity, Dk2n(y) = y, and so the final right-hand
side in (17) is equal to g1(x1) + g2(x2). Because g1 and g2 are one-to-one, equating
arguments yields (15) and (16).
On the other hand, assuming (15) and (16) and applying the conditions to (17)
results in Dk2n(y) = y. Therefore, m|k, so by Theorem 5.1 (2), we have m = k.
As usual, similar computations can be performed for Mn. Generalizing these
examples, we arrive at the following corollary.
Corollary 5.2. Suppose that in Theorem 5.1 X = X1 = X2 is a vector space and
assume that F, g1 and g2 are linear and that G = G1 = G2. Assume further that
there exist maps Ai, Bi for i = 1, 2 such that
F(g1(z)) = g1(A1(z)) + g2(A2(z)) (18)
and
F(g2(z)) = g1(B1(z)) + g2(B2(z)) (19)
for all z ∈ X. Then, when k = 2j + 1 for some nonnegative integer j, we have m = k
if and only if
x1 = A1(Gj (x1)) + B1(Gj (x2)) (20)
and
x2 = A2(Gj (x1)) + B2(Gj (x2)). (21)
Proof. Applying (14), the linearity of F and then (18) and (19) yields
Fk(g1(x1) + g2(x2)) = F(F 2j (g1(x1) + g2(x2)))
= F(g1(Gj (x1)) + g2(Gj (x2)))
= F(g1(Gj (x1))) + F(g2(Gj (x2)))
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= g1(A1(Gj (x1))) + g2(A2(Gj (x1))) + g1(B1(Gj (x2)))
+ g2(B2(Gj (x2)))
= g1(A1(Gj (x1)) + B1(Gj (x2))) + g2(A2(Gj (x1))
+B2(Gj (x2))). (22)
If k = m, then periodicity of F leads to gi(Ai(Gj (x1)) + Bi(Gj (x2))) = gi(xi )
for i = 1, 2. Equating arguments we arrive at (20) and (21).
On the other hand, if (20) and (21) hold, then applying the conditions to (22)
implies Fk(y) = y. As a result, m|k so by Theorem 5.1 we get m = k. 
For the case of the Ducci map, A1 = I, A2 = I, B1 = Tn and B2 = I . For the
MOW map, A1 = 0, A2 = I + Sn, B1 = I + Tn and B2 = 0. In both cases, A2 and
B1 are invertible on Cn, which allows us to solve the system (20) and (21):
x1 = A1A−12 (x2) + B1(Gj (x2)) + A1A−12 B2(Gj (x2)), (23)
x2 = B2B−11 (x1) + A2(Gj (x1)) + B2B−11 A1(Gj (x1)). (24)
Therefore, when A2 and B1 are invertible, x1 is a function of x2 and vice versa. In
this case, we can count the number of periodic vectors in dimension 2n as a function
of the number of periodic vectors in dimension n.
Corollary 5.3. Let X,F,G,Ai and Bi be defined as in Corollary 5.2. Assume further
that A2 and B1 are invertible and that G commutes with Ai and Bi for i = 1, 2. Then
for k = 2j + 1, k = m implies k1 = k2.
Proof. Assume that k = m. Because A2 and B1 are invertible, conditions (23) and
(24) hold. Applying (23), the commuting property of G and periodicity of x2 yield,
Gk2(x1) = A1A−12 (Gk2(x2)) + B1(Gj (Gk2(x2))) + A1A−12 B2(Gj (Gk2(x2)))
= A1A−12 (x2) + B1(Gj (x2)) + A1A−12 B2(Gj (x2)) = x1.
As a result, k1|k2. Similarly, applying Condition (24) shows k2|k1. Thus, k1 =
k2. 
One can easily check that Dn and Mn satisfy the assumptions of Corollary 5.3.
If X is finite dimensional of dimension n, Theorem 5.1 and Corollaries 5.2 and
5.3 provide us with a method to count the number of periodic vectors in dimen-
sion 2n. To this end denote by P(n, q) the number of vectors in dimension n
belonging to a cycle of length q. The next theorem states several combinatorial
results.
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Theorem 5.4. Suppose that the assumptions of Corollary 5.2 are satisfied and assume
that X has dimension n. Then
(1) If m is odd and the assumptions of Corollary 5.3 are satisfied, then P(2n,m) =
P(n,m).
(2) If m is even and k is odd, then P(2n, 2k) =∑P(n, k1)P (n, k2) − P(n, k),
where the sum is taken over all possible pairs (k1, k2) such that k = lcm(k1, k2).
(3) If m is even and k is even, then P(2n, 2k) =∑P(n, k1)P (n, k2), where the
sum is taken over all possible pairs (k1, k2) such that k = lcm(k1, k2).
Proof. Let us use the notation of Theorem 5.1 and Corollaries 5.2 and 5.3. Assume
first thatm is odd. By Theorem 5.1 (2), we havem = k. If the assumptions of Corollary
5.3 are satisfied, we get m = k = k1 = k2. Since (24) represents the unique solution
(for x2 in terms of x1) of the system (20) and (21), by Corollary 5.2 we get a one-to-
one correspondence between the vectors x1 from X belonging to a cycle of length m
and the vectors y from Y belonging to a cycle of length m. This proves (1).
Assume now thatm is even. By Theorem 5.1 (3), we havem = 2k. Thus, the vectors
y counted in P(2n,m) are exactly these for which x1 is counted in P(n, k1), x2 is
counted in P(n, k2) and k = lcm(k1, k2), except the vectors that we considered in the
preceding paragraph (because those vectors y belong to cycles of length k = m/2;
this of course affects only the case of k odd). This proves 2 and 3. 
We illustrate how to apply Theorem 5.4 for n = 3, 6 and 12 using the Ducci
map.
Example. Under Dn with n = 3 there is one fixed vector and there are three vectors
of period 3 (Table 2).
By Theorem 5.1, n = 6 has possible periods of 1, 2, 3 and 6. To count the number
of vectors that belong to a cycle where the length m is odd we apply (1) of Theorem
5.4.
P(6, 1) = P(3, 1) = 1,
P (6, 3) = P(3, 3) = 3.
Table 2
Cyclic vectors for n = 3 with corresponding cycle length
Vector Cycle length
(0, 0, 0) 1
(0, 1, 1) 3
(1, 0, 1) 3
(1, 1, 0) 3
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Table 3
Cyclic vectors for n = 6 with corresponding cycle length
Vector Cycle length Vector Cycle length
(0, 0, 0, 0, 0, 0) 1 (0, 0, 1, 1, 1, 1) 6
(0, 1, 1, 0, 1, 1) 3 (1, 0, 0, 1, 1, 1) 6
(1, 0, 1, 1, 0, 1) 3 (0, 1, 0, 0, 0, 1) 6
(1, 1, 0, 1, 1, 0) 3 (1, 1, 1, 1, 0, 0) 6
(0, 0, 1, 0, 1, 0) 6 (1, 1, 0, 0, 1, 1) 6
(1, 0, 0, 0, 1, 0) 6 (1, 1, 1, 0, 0, 1) 6
(1, 0, 1, 0, 0, 0) 6 (0, 1, 0, 1, 0, 0) 6
(0, 0, 0, 1, 0, 1) 6 (0, 1, 1, 1, 1, 0) 6
The only possible cases with m even are m = 2 and m = 6. The vectors x1 =
(0, 0, 0) and x2 = (0, 0, 0) would yield the only candidate for a period 2 vector in
dimension 6. However, (0, 0, 0, 0, 0, 0) has period 1 and hence there are no period 2
vectors for n = 6. This fact can be also arrived at applying (2). The only possible pair
k1 = 1, k2 = 1 gives P(3, 1) = 1. Subtracting P(3, 1) = 1 from the product results
in a total of 0 vectors of period 2.
For m = 6, k = 3 we can see that all possible pairs such that 3 = lcm(k1, k2) are
(1, 3), (3, 1) and (3, 3). Applying (2) gives,
P(6, 6) = P(3, 1)P (3, 3) + P(3, 3)P (3, 1) + P(3, 3)P (3, 3) − P(3, 3)
= 1 · 3 + 3 · 1 + 3 · 3 − 3 = 15 − 3 = 12.
Using y = g1(x1) + g2(x2), each periodic vector y ∈ Z62 can be constructed along
with corresponding period (Table 3).
Just as the information was lifted from dimension 3 to dimension 6 we now use the
n = 6 data to count the cyclic vectors in dimension 12. Applying Theorem 5.4 yields
P(12, 1) = P(6, 1) = 1 (m odd),
P (12, 3) = P(6, 3) = 3 (m odd),
P (12, 2) = P(6, 1)P (6, 1) − P(6, 1) = 0 (m even, k odd),
P (12, 6) = P(6, 3)P (6, 1) + P(6, 1)P (6, 3) + P(6, 3)P (6, 3) − P(6, 3)
= 12 (m even, k odd),
P (12, 12) = P(6, 1)P (6, 6) + P(6, 6)P (6, 1) + P(6, 3)P (6, 6)
+P(6, 6)P (6, 3) + P(6, 6)P (6, 6) = 240 (m even, k even).
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