Since it was first discussed by Baxter in 1970, the three coloring model has been studied in several contexts, from frustrated magnetism to superconducting devices and glassiness. In presence of interactions, when the model is no longer exactly soluble, it was already observed that the phase diagram is highly non-trivial. Here we discuss the generic case of 'color-dependent' nearest-neighbor interactions between the vertex chiralities. We uncover different critical regimes merging into one another: c = 1 /2 free fermions combining into c = 1 free bosons; c = 1 free bosons combining into c = 2 critical loop models; as well as three separate c = 1 /2 critical lines merging at a supersymmetric c = 3 /2 critical point. When the three coupling constants are tuned to equal one another, transfermatrix calculations highlight a puzzling regime where the central charge appears to vary continuously from 3 /2 to 2.
I. INTRODUCTION
The three coloring model was introduced by Baxter in 1970 as the combinatorial problem to compute the "number of ways ... of coloring the bonds of a hexagonal lattice ... with three colors so that no adjacent bonds are colored alike". The author showed that the model is integrable in the absence of interactions and proceeded to find an exact solution 1 .
In the absence of interactions, a parallel can be drawn between the three coloring model and the fully packed loop model with fugacity 2. The latter is critical and was argued to have central charge c = 2 and SU(3) symmetry by Reshetikhin 2 , from results on the integrability of the model. At a kagome workshop in 1992, N. Read presented a formulation of the model that illustrates explicitly the SU(3) symmetry and argued that the longwavelength limit is described by an SU(3) 1 conformal field theory 3 , by means of mapping to a two-component height model 4 . This was later confirmed by Kondev and collaborators 5 .
The model received renewed attention when it was noticed that three coloring configurations describe the ground states of an Heisenberg antiferromagnet on the kagome lattice 4 . The physics of the three coloring model was also found to be relevant to the behavior of arrays of Josephson junctions 6, 7 and kagome networks of superconducting wires [7] [8] [9] [10] , provided that appropriate (uniform) interactions are introduced in the model. These interactions -which are typically written in terms of vertex chirality spins, encoding the parity of the three colors that appear around each vertex -were shown to give rise to an exotic thermodynamic behavior, encompassing lines of critical points with varying critical exponents 7 . The interplay between interactions and coloring constraints gives rise to a novel type of dynamical obstruction to equilibration whereby the system freezes into a polycrystal instead of reaching its ordered ground state 7, [11] [12] [13] .
Here we study the effects of nearest-neighbor interactions where the interaction strength depends on the color of the intervening bond between the two neighboring vertices (color-dependent interactions). We show that this leads to an unusually rich phase diagram with different ordered phases separated by lines, sheets and even three-dimensional regions of critical points (in parameter space). In particular, the ability to tune the interaction according to the color of the bond that 'carries' it allows us to break down the criticality with central charge c = 2 of the non-interacting model and to see it arise from its originating components, all the way down to three Ising c = 1 /2 critical points.
Along the symmetric line, where the three coupling constants are equal, we observe a line of critical points whose central charge appears (numerically) to be varying from c = 2 to c = 3 /2, as first noted in Ref. 14 (Fig. 4) . Whilst our work allows to understand the origin of the value c = 3 /2, the behavior of the system in between the two points remains a mystery -plausibly the effect of some unusually large but not critical correlation length which tricks here (and nowhere else in the phase diagram) the numerical algorithms into measuring an incorrect value of the central charge.
The paper is organized as follows. In Sec. II A, we introduce the model and we present a summary of our main results with an overview of the complete phase diagram of the model. The remaining sections are an account of the analytical calculations, arguments, and numerics that support our results. In Sec. III, we study some useful limits, where analytical progress can be made by mapping to other known models, and we compare our findings to numerical results from transfer-matrix calculations. In Sec. IV, we apply the transfer-matrix method to the rest of the phase diagram of the system. This section contains the most important results in the paper: the c = 2 criticality can be viewed as arising from the merging of c = 1 free-boson planes of critical points, which in turn originate each by the merging of two c = 1 /2 planes of critical points. We argue that the model exhibits a (seemingly supersymmetric) c = 3 /2 critical point where three Ising c = 1 /2 critical planes merge. And we also observe a region where the central charge appears to be varying continuously between 3 /2 and 2 as a function of the coupling constants -a likely artifact of an unusually large but finite correlation length whose origin is yet to be fully understood. Finally, we draw our conclusions in Sec. V.
Details of the transfer-matrix calculations are given in App. A. For completeness, we provide details of Read's argument for the SU(3) 1 CFT description of the noninteracting three coloring model in App. B.
II. MODEL AND SUMMARY OF RESULTS

A. Model
Consider a honeycomb lattice with degrees of freedom living on the bonds and taking three different values, or colors, A, B, and C, under the constraint that no two bonds meeting at a vertex can be of the same color. Each vertex on the lattice must then be in one of the configurations illustrated in and relative values of the chirality spins (namely, the parity of the color sequence around the vertex in the counterclockwise direction). [A bonds are red, B bonds are blue, and C bonds are green throughout the rest of this paper.]
In the non-interacting limit, i.e., from a purely combinatorial perspective, the model is exactly soluble and it exhibits long range correlations 2 . As it was elegantly shown by N. Read at a kagome workshop in 1992, the discrete S 3 symmetry of the system is promoted to a continuous SU(3) symmetry of the coarse grained CFT describing its long wavelength behavior (see App. B).
The model can be alternatively interpreted as a fullypacked loop model with fugacity 2. For instance, removing all bonds of a given color, say C, from the lattice yields a fully-packed configuration of closed loops with alternating coloring AB or BA. This in turn allows one to map the three coloring model onto a two-component height model, which in the non-interacting limit is sitting precisely at a roughening transition 5 . Note that one is free to choose a description in terms of AB, BC, or CA loops: any three coloring configuration can indeed be seen as the classical superposition of three coexisting fully-packed loop configurations (strongly correlated with one another!).
One can introduce chirality spins σ i = ±1 on the sites of the honeycomb lattice, the positive sign assigned say to vertices where the colors appear counterclockwise in an even permutation of the sequence ABC (as illustrated in Fig. 1) . The three coloring model can then be mapped onto a constrained Ising system on the sites of a honeycomb lattice, where each plaquette has either magnetization 0 or ±6.
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The effect of nearest-neighbor interactions between the spins was studied in Ref. 7 by a combination of numerical and analytical techniques (see also Ref. 14 for further results). The behavior is surprisingly rich, as highlighted for example by the fact that weak antiferromagnetic (AFM) interactions do not seem to order the system, but rather give rise to a mysterious line of critical points with an apparent 'continuously' varying central charge 14 . This is surprising, given the fact that the system is at a roughening transition in the non-interacting limit, precisely towards the AFM phase, and the addition of AFM interactions should give a finite mass to the critical modes. Moreover, a continuously varying central charge is forbidden by Zamolodchikov's c-theorem in unitary theories; following the general belief that a model with local constraints and real local energy terms is unitary.
Partly in the attempt to shed light into this unusual behavior, we consider a generalization of the model in this paper. We assume that the strength of the nearestneighbor couplings between the Ising spins depends on the color of the intervening bond, and the interaction energy is given by,
where ij l stands for a pair of neighboring sites i, j connect by a bond of color l ∈ {A, B, C}. We investigate the phase diagram of the system as a function of the reduced where l k is the color of bond k. The factor of cosh(J l k ) can be neglected, since it contributes a trivial overall factor to the partition function. A positive (ferromagnetic, FM) coupling x l > 0 favors parallel bonds of the same color, as illustrated in Fig. 2 . As such, it favors straight loop configurations (i.e., it favors maximal local tilt of the height mapping in the direction of the bond). Vice versa, a negative (antiferromagnetic, AFM) coupling x l < 0 favors non-parallel spin phase with broken sublattice and Z 2 symmetry, also referred to as columnar phase; (2) paramagnetic Ising plaquette spin phase with broken sublattice but restored Z 2 symmetry; (3) non-critical stripe phases, also referred to as staggered phases; and (4) c = 2 critical region containing the non-interacting limit.
arrangements of colored bonds and curled loop configurations (i.e., favors locally flat configurations: if crossing a loop changes the height, crossing an adjacent loop in the same direction leads to the opposite height change). See Fig. 3 for examples of fully-FM and fully-AFM configurations (interactions in dimer-like models that act as loop tension -equivalently, aligning / anti-aligning terms -have been considered before on experimentally relevant grounds, e.g., in Ref. 15 ).
B. Summary of results
For convenience, we summarize here the results of the paper, which make up the phase diagram of the system illustrated in Fig. 4 .
For large AFM couplings, x A , x B , x C → −1, the system orders in a 6-fold degenerate state where all two-color loops are maximally curled into single hexagons (Fig. 3 , right panel). We find a cube-shaped region whose phase is continuously connected to this fully-AFM state (also referred to as the columnar phase). As we explain below, this phase breaks both lattice translation symmetry and Z 2 symmetry. It can be seen as the FM-ordered phase of three distinct effective Ising plaquette spins, according to whether we identify the spins with the orientation of the AB, BC or CA loops. Upon increasing either the x A , x B or x C coupling, the system eventually exits the columnar phase into three distinct paramagnetic phases where the Z 2 symmetry is restored, but the sublattice symmetry remains broken. The corresponding phase transition is of the Ising universality class (c = 1 /2, shown in purple in Fig. 4 ). These three phases correspond to disordered Ising phases, but the curled loops live (predominantly) on one of the three different sublattices of the triangular lattice, face-dual to the original honeycomb lattice, and they appear to be nowhere continuously connected with one another in the phase diagram. When the Ising critical boundaries from different effective descriptions merge pairwise, our numerics suggest that the c = 1 /2 critical degrees of freedom fuse to give a c = 1 free-boson theory at its BKT transition 16, 17 . Perhaps even more surprisingly (given that the three Ising descriptions are in fact not at all independent!), when all three c = 1 /2 merge at the isotropic x A = x B = x C line, the system exhibits a c = 3 /2 critical behavior suggestive of a supersymmetric point (confirming and providing a deeper understanding of, the results already obtained in Ref. 7 and 14 along the line x A = x B = x C ).
At the phase boundaries where these phases meet pairwise, the system becomes critical with central charge c = 1 (red regions in Fig. 4 ). As the couplings become larger, these c = 1 sheets develop into thick 'wings' of critical points, of which we currently lack analytical understanding. The larger the value of the coupling, the thicker the wings.
Beyond the c = 1 wings, the system enters four different stripe-ordered phases, which are also referred to as propagating phases, as all two-color loops of bonds propagate across the entire system and do not form closed loops (shown in gray in Fig. 4) . One of the four phases is the phase with all bonds being FM aligned, shown in Fig. 3 , and it is favored when all coupling constants are strongly FM. The other three phases have either all A, all B, or all C bonds AFM aligned, and they appear when respectively x A < 0, x B < 0, or x C < 0 while the other two coupling constants are strongly FM. An example of such an ordered configuration is shown in Fig. 5 . As discussed in Sec. III B, we expect these four phases to be stable not only in the limit of infinite coupling strength, but also in a finite region of the phase diagram. The transition between the fully-FM and the three AFM phases is described by a 1D Ising model with nearest-neighbor interactions whose strength scales with the size of the system (see Sec. III F). Hence the transitions between these different stripe phases is strongly first order, as is the transition between the stripe phases and the phases that break sublattice symmetry.
In the following sections, we present how these results were obtained using a combination of analytics and numerics.
III. USEFUL LIMITS
Let us begin our study of the compactified phase diagram of the model by considering some informative limiting cases.
A. The xA, xB → −1 line Consider the limit x A = x B → −1, which forces the AB loops to be maximally curled around single hexagonal plaquettes (see Fig. 6 ), as a function of x C ∈ (−1, +1) (i.e., along one edge of the compactified phase diagram, see Fig. 4 and Fig. 7 ). The centers of the hexagonal plaquettes on the honeycomb lattice form a triangular lattice that is tripartite. Once all the AB loops form single hexagons, they are bound to occupy exclusively one of the three sublattices. In the limit x A = x B → −1, the only freedom left in coloring the system is the orientation of each hexagonal AB loop, say from ABABAB to BABABA, which does not change the sublattice of the dual triangular lattice occupied by the AB loops. As a result, this phase breaks lattice translation symmetry into three sectors, depending on which of the three sublattices the AB loops 'condense' on.
Within each sector, all allowed configurations are identified by the orientations of the AB loops, either ABABAB or BABABA. In the limit x C → −1, all the loops order with the same orientation, as shown in the left panel of Fig. 6 . We can then take one of these two configurations as our reference and label all others in the same sector using Ising degrees of freedom living at the centers of the AB hexagonal loops (as illustrated in Fig. 6 ). Namely, we can define Ising spins S p ∈ {+1, −1} at the centers p of the AB plaquettes, where S p = +1 (S p = −1) if the AB hexagon at p has the same (resp. different) color orientation as in Fig. 6 (left panel). What we obtain is a 1-to-1 mapping, modulo the choice of orientation of one AB plaquette, between the three coloring model in the limit of x A = x B → −1 and a triangular lattice Ising model 18 . With the help of Here we take the one illustrated as the reference configuration, where all the effective spins are positive.
The middle and right panels show the same color configuration that differs from the left panel by two effective spins that have been flipped. Not all hexagonal plaquettes now form two-color loops and longer loops are present, highlighted in yellow and cyan respectively. By comparing the panels, one can explicitly see how the x C interaction in the effective spin language translates into a nearest-neighbor coupling of strength −x C between the plaquette spins, where the sign accounts for the fact that x C < 0 is now FM.
neighbor interaction between the effective spins S p ,
Note that x C < 0 is FM and x C > 0 is AFM (opposite to the behavior in terms of chirality spins). Taking advantage of the (exact) mapping in the limit x A , x B → −1, we obtain immediately the behavior of the three coloring model as a function of x C . Starting from the x C → −1 limit, the system is in a FM ordered phase, ending at a second order phase transition of the Ising universality class (central charge c = 1 /2) at x * C −0.26795 (J * C −0.27465) 19 . For larger values of x C , the system enters a disordered phase controlled by the paramagnetic fixed point x C = 0. (Note that only the Z 2 symmetry is restored at this transition, whereas the lattice translation symmetry remains broken.) At x C = 0, positive and negative S p spins are distributed randomly with probability 1 /2 and the model is equivalent to critical site percolation on the triangular lattice. As a manifestation of the O(1) loop model, this is part of the dense c = 0 phase. It is interesting to see how this single O(1) loop model originates from the three coexisting fully-packed loop models (AB, BC and CA) that identify a three coloring configuration (recall Sec. II A). Consider either the ensemble of BC or CA loops on the lattice (we shall see that the two structures give in the end the same coarse grained loop model).
When three neighboring effective spins S p have the same sign, the corresponding AB hexagons have all the same orientation and the hexagonal plaquette in the middle of the three spins must have alternating coloring, either BC or CA (see Fig. 6 ). By construction, this plaquette sits in the bulk of a domain of the effective Ising model. Since in site percolation one is interested in the domain boundaries, we shall remove this single BC or CA hexagon from the corresponding BC or CA loop ensemble, without losing any information. After repeating this operation throughout the lattice, we are left with BC and CA loop configurations that are no longer fully packed. One can further verify that for every loop in the former, there is a unique loop in the latter having precisely the same backbone (see the yellow and cyan shaded loops in Fig. 6 ) and vice versa. In other words, the two loop configurations are effectively identical and they trace the domain walls in the S p Ising model. These are nothing but the conventional O(1) domain wall loops in the loop gas construction by Nienhuis 20 and the critical (site percolation) behavior can be directly inferred from them.
When x C > 0, the interactions between the effective spins become AFM and the model is frustrated. The disordered phase survives for any finite positive x C , and x C = 0 is the fixed point for the entire x * C < x C < +1 basin. Spatial correlations diverge again in the limit x C → +1, where the system is equivalent to the zerotemperature limit of the classical Ising AFM on the triangular lattice. This fully-frustrated system can be mapped onto a dimer model on the dual honeycomb lattice (which is not the same as the original lattice of the three coloring model), whose long wavelength behavior is captured by a free-boson CFT with central charge c = 1.
Notice that the fully-frustrated triangular Ising model is only obtained if the limit x C → +1 is taken after x A , x B → −1. In Sec. III B we shall see how an entirely different behavior arises if for instance we take the limit x A → −1 first, then x C → +1 and then x B → −1. We postpone the discussion of this issue of order of limits to Sec III C.
Notice that the system is generically symmetric under any permutation of the colors and the considerations in this section extend straightforwardly to the lines x B = x C → −1 and x A = x C → −1 in the phase diagram. Similarly for results presented in the following sections.
The results of this section are reported in the left panel of Fig. 7 in magenta.
Let us consider then the other distinct edge of the back plane x A → −1 in parameter space (Fig. 4 , and also Fig. 7 ), namely the limit
It is convenient to start by setting x B = 0. The energy of the system is then minimized by configurations where all A bonds are AFM ordered and all C bonds are FM ordered. These conditions can be satisfied throughout the lattice without frustration, and 6 configurations are selected, related by symmetry to the one shown in Fig. 5 .
In these configurations, all BC loops are straight (i.e., the chirality spins are FM ordered along the loops) and there are perfect AFM correlations across the loops. Notice that all of the configurations are necessarily FM ordered across the B bonds, even in the absence of x B interactions: the very same phase is obtained upon taking x B → +1 and x C → +1, and then taking x A → −1. In the chirality spin language, this constitutes a stripe phase.
Clearly, these remain the lowest (free) energy configurations for 0 < x B < +1. They in fact remain the lowest energy configurations in the entire region of phase space where x A < 0 and x B , x C > 0. However, they have no entropy and one would need to assess whether they are stable in presence of thermal fluctuations. In analogy with previously studied dimer/loop models with tension, 15, 21 it is reasonable to envision that the stripe phase (x A → −1, x B ≥ 0, and x C → +1) survives in a finite 3D region of the phase diagram and is not lost as soon as the reduced couplings become finite. Indeed, one can (qualitatively) view x A < 0 and x B , x C > 0 as tension terms in a fully-packed BC loop model on the honeycomb lattice. The latter is expected to enter the staggered phase where all the loops are completely straight at some finite value of the reduced tension.
The case of a −1 < x B < 0 tends to destabilize the stripe phase. However, this is unlikely to occur abruptly and the phase should survive a finite extent into the phase diagram for large but finite values of x C .
Notice the peculiar entropic behavior of these ordered configurations. As one can directly verify in Fig. 5 , they do not allow finite energy fluctuations. All the two-color loops wind around the system. Consequently, the smallest re-arrangement that is obtained by exchanging the colors along one of the loops has an energy cost that scales with the linear size L of the system, whereas the entropic gain scales only as ln(L). All fluctuations about these configurations are infinitely suppressed in the thermodynamic limit: they form vanishing entropy basins in the free energy landscape of the three coloring model. We expect the system to enter or exit this phase via a first-order transition.
The results of this section are reported in the left panel of Fig. 7 in yellow.
C. Non-commuting order of limits in the
Notice that the behavior of the system near each of the three corners (−1, −1, +1), (−1, +1, −1), and (+1, −1, −1) in parameter space depends on the direction of approach. Consider for instance the case x A = −1. If you first take x C → +1 and then x B → −1, the system is locked into one of the 6 stripe configurations discussed in Sec. III B. On the other hand, if you first take x B → −∞ and then x C → +1 you enter the fully-frustrated limit (dual to a triangular Ising AFM) discussed in Sec. III A.
The two phases are not continuously connected and the order of limits matters. In the neighborhood of (−1, −1, +1), the frustrated phase has lower energy and finite entropy, and we expect it to dominate in parameter space. This is indeed reflected in the numerical results in Sec. III E.
D. The xA → −1, xB = xC line Along the diagonal x B = x C of the x A → −1 plane (see Fig. 7 ), it is convenient to describe the system as a BC loop model. One can verify that it is always possible to color any fully-packed loop configuration on the honeycomb lattice so that the chirality spins are AFM correlated across all of the bonds that are not part of the loop configuration 22 . Indeed, there are precisely two such coloring patterns per loop configuration. Therefore, if the non-interacting three coloring model can be viewed as a fully-packed BC loop model with fugacity 2, taking the limit x A → −1 simply locks the BC loop coloring with one another and reduces the fugacity from 2 to 1. It has no effect on the choice of loop covering.
As a result, we obtain a fully-packed loop model on the honeycomb lattice with fugactiy 1. The couplings x B = x C provide a tension term acting along the loops. This model was studied by Jacobsen and Alet for x B = x C < 0 15 . The case of both positive and negative tension, albeit on the square rather than the honeycomb lattice, was studied in Refs. 21, 23, and 24.
The tensionless limit x B = x C = 0 is equivalent to a dimer model on the honeycomb lattice, whose long wavelength correlators are the same as in a c = 1 free-boson CFT. Couplings x B = x C > 0 induce a tension term that favors straight loops. This leads to a line of critical points where c = 1 survives up to a first-order phase transition to the 'staggered' phase at a finite value of the coupling. Similarly on the AFM side of the interactions x B = x C < 0, except that the transition to the 'columnar' phase is of the Beresinskii-Kosterlitz-Thouless kind.
The results of this section are reported in the left panel of Fig. 7 in turquois. In order to complete the phase diagram of the system on the x A → −1 plane, away from the limiting cases considered above, we calculate the central charge as a function of x B and x C using a transfer-matrix approach. This allows to identify the phase-transition boundaries between the massive phases (where c = 0), and provides also an initial characterization of the critical behavior. The transfer matrix for adjacent row colorings is constructed for a three coloring configuration on a cylinder, and the free energy in the thermodynamic limit of infinite cylinder length can be obtained from the largest eigenvalue of the matrix. Computing the reduced free-energy density f (i.e., measured per temperature and unit area) for different values of the system size along the circumference L of the cylinder, and using the relation
the central charge c can be determined from the finitesize scaling of the free energy, where f 0 is the infinitesize free energy of the system. When constructing the transfer matrix, we find that its eigenspaces decompose into sectors of fixed numbers of bonds of the three colors on the rows winding around the cylinder. We focus only on the sector with equal number of bonds of each color, as this sector contains all the coloring configurations with no two-color loops propagating around the cylinder or along its length. Fluctuations of the latter configurations are suppressed in the thermodynamic limit, and hence the corresponding transfer-matrix sectors will be relevant only for phases of the system that are dominated by zeroentropy configurations, similar to the ones discussed in Sec. III B. We expect those phases to be non-critical, and to be connected via first-order phase transitions. We give a detailed description of the construction of the transfer matrix, the exploitation of various symmetries, and the finite-size scaling in App. A.
We plot the numerical results for the central charge c as a function of x B and x C on the x A → −1 plane in Fig. 7 (middle) , where the portion of the diagram colored in gray corresponds to the propagating phase of the system. These results are in good agreement with the analytical arguments provided in Sec. III A-III D, which are indicated in Fig. 7 
(left).
A first-order phase transition line separates the propagating (gray) phases from the non-propagating (colored) phases, and is in good agreement with the first-order transition of the loop model with tension discussed in Sec. III D, as well as with the predicted ground state for the
The locations of the c = 1 /2 ridges for x C → −1 and x B → −1 are in excellent agreement with the value x * B , x * C = −0.26795, that the mapping to the triangular lattice Ising models predicts (see Sec.III A). In the corners of the plane where x B → +1, or x C → −1 respectively, the numerics indicate c = 1, which is also in good agreement with the dimer models on a honeycomb lattice dual to the triangular lattice of the plaquette centers that is discussed in Sec. III A. The c = 1 /2 transition lines and the c = 1 critical lines are surprisingly parallel to the coordinate axes, suggesting that the softening of the constraint that allowed the mapping to an effective Ising model does not actually alter the free energy of the latter.
The Ising c = 1 /2 lines merge into a c = 1 critical point when they meet at the x B = x C symmetry line. This appears to coincide with the end of the line of c = 1 critical points of the x B = x C loop model, where it undergoes a BKT transition to the 'columnar' phase and we can report this point to be at x B = x * B and x C = x * C . A discussion of the merging of two free Majorana fermion CFTs into a free boson CFT at a BKT transition can be found in Refs. 16 and 17. While the c = 1 /2 ridges are consistent within numerical accuracy with 1D lines of critical points, the numerical results around the c = 1 x B = x C critical line suggest that it extends into a finite 2D critical region upon increasing x B and x C .
We note that the numerical results cannot conclusively rule out the possibility that the c = 1 wings that originate from the fully-packed loop model on the x B = x C line is connected to the c = 1 region originating from the fullyfrustrated AFM on the triangular lattice in the corners of the phase diagram. This issue is discussed in further detail in App. A 4.
To check that the different critical behaviours observed in this model are mutually consistent, we present a plausible sketch of renormalization group (RG) flow lines on the x A → −1 plane in Fig. 7 (right) . Fig. 4 , let us again consider first some limiting cases. We start here by discussing the line x B , x C → +1 (i.e., one of the remaining independent edges of the compactified phase diagram), where the BC loops are all straight. The x A interaction couples the coloring patterns in neighboring BC loops, so that two adjacent loops arranged as in the left panel of Fig. 8 have energy ∝ −J A L, whilst two adjacent loops arranged as in the right panel of Fig. 8 have energy ∝ +J A L, where L is the linear size of the system (in the horizontal direction in Fig. 8 ) and we recall that J A = artanh(x A ). We assume here for simplicity a square system of size L × L. the free energy of the system is given by
In analogy with the discussion in Sec. III B, both phases (x A < 0 and x A > 0) are zero entropy basins of the free energy. Any transition into and out of these phases is therefore expected to be strongly first order.
G. The xB = xC = 0 line Consider then the line where x B = x C = 0, as a function of x A . Similarly to the discussion in Sec. III D, the behavior of the system is most readily understood if we interpret it as a fully-packed loop model of BC loops. The fact that x B = x C = 0 means that there is no loop tension and the remaining interaction x A couples the coloring patterns (BCBCBC . . . or CBCBCB . . .) on adjacent loops.
In the limit x A → −1, the loops lock into an AFM pattern (i.e., the chirality spins have perfect AFM correlations between loops). As already mentioned in Sec. III D, one can verify that such correlations are never frustrated. That is, it is always possible to minimize each and every x A interaction by choosing an appropriate coloring pattern for any chosen loop configuration 22 . In this limit, one recovers the fully-packed loop model on the honeycomb lattice with fugacity 1, which is critical with central charge c = 1.
The non-interacting x A = 0 point is a fully-packed loop model with fugacity 2 (i.e., we are free to choose either the BCBCBC . . . or the CBCBCB . . . coloring for each loop). This is again critical, with central charge c = 2. One expects the system to simply transition from one critical theory to the other as a function of and this is indeed confirmed numerically (see Fig. 9 ). However, a rigorous analytical argument to capture the transition is not readily available.
The case x A > 0 is intrinsically different, since in the limit x A → +1 the system becomes 'frustrated': most BC loop configurations do not allow for a coloring that produces FM correlations across all A bonds. A large positive x A progressively selects configurations that are compatible with FM order between loops. This is a subextensive set of all configurations (there are ∼ 2 L of them), characterized by having all BC loops winding and parallel to each other (notice that they need not be straight, hence their number scales with 2 L ). They correspond clearly to a non-critical, massive phase (c = 0).
Again, there is no available analytical argument to understand the transition from the c = 2 critical theory at x A = 0 and the massive phase that obtains for x A → +1. Numerical transfer-matrix results below indicate that it happens at a finite value of x A > 0 and the essentially staggered nature of the ordered phase suggests that the transition ought to be first order.
H. The xA = 0, xB = xC line Once again, along the line x A = 0 as a function of x B = x C = x , it is convenient to view the system as a fully-packed loop model of BC loops. The loops are not interacting across A bonds. On the other hand, the coupling x translates into a tension term along the loops (compare with the discussion in Sec. III D).
In the limit x → +1, the loops are forced to be as straight as possible, with a residual 2 L degeneracy due to the fact that each loop can be colored either BCBCBC . . . or CBCBCB . . ., irrespectively of its neighbors (see Sec. III F). Vice versa, for x → −1 the loops are curled into single hexagons, with the same resid- The non-interacting x = 0 point is a fully-packed loop model with fugacity 2, which is critical with central charge c = 2. In analogy with the behavior of the case with fugacity 1 as a function of tension (see Sec. III D and Refs. 15, 21, 23, and 24), one expects the system to exhibit a line of c = 2 critical points that terminates into a BKT transition towards the columnar phase and into a first-order transition towards the staggered phase. This is indeed consistent with the behavior of the central charge that is obtained from transfer-matrix calculations, illustrated in Fig. 10 .
I. The isotropic line: xA = xB = xC
We finally consider the phase diagram in the isotropic limit of this model (x A = x B = x C ≡ x), which was already studied in detail in Refs. 7 and 14, using both numerical (transfer-matrix and Monte-Carlo simulations) as well as analytical (cluster mean-field) techniques. We briefly summarize it here for completeness.
Consistently with the discussion above, the system enters a 'columnar' phase for x → −1. Each two-color loop is maximally curved around single hexagonal plaquettes (AFM state). Vice versa, for x → 1 the system enters a 'staggered' phase where all the loops are maximally straight and wind around the system (FM state).
In between these two phases, the system exhibits a line of critical points, ending in a continuous transition towards the columnar phase and in a strongly first order transition towards the staggered phase. As observed previously 14 , we find a remarkably small change with system size in the central charge between the c = 2 and c = 3 /2 points, in contrast to the far more substantial drift outside this range (see Fig. 11 ). We shall discuss this behavior in greater detail in Sec. IV and in Sec. V.
IV. THE FULL PHASE DIAGRAM
To complete the picture, we use the numerical transfermatrix approach to study other 2D slices through the 3D phase diagram. In Fig. 12 , we show the central charge values on the plane (x A , x B = x C ) that interpolates between the Z 2 Ising effective description (left vertical axis) and the fully-packed loop model with tension (bottom horizontal axis). This allows us to understand that the c = 1 free boson line on the horizontal axis, extends into a region for finite (negative) values of x A .
We also note that the c = 1 /2 lines seen in Fig. 7 extend in fact to 2D c = 1 /2 planar sheets forming three adjacent faces of the approximate cube containing the columnar ordered phase. The horizontal c = 1 /2 line in Fig. 12 runs along the diagonal of one such cubic face. When the cubic faces meet, two distinct c = 1 /2 critical degrees of freedom merge into a c = 1 BKT edge, bordering the c = 1 sheets discussed above. This is precisely what happens along the vertical left-most edge of the c = 1 sheet in Fig. 12 .
Comparing these results with cuts across planes perpendicular to the isotropic x A = x B = x C axis, shown in Fig. 13 , we see that when the three c = 1 sheets merge at a point x A = x B = x C −0.25, they give rise to a region with apparent 'smoothly increasing' central charge. For positive values of the couplings, the c = 1 sheets develop into thick wing-shaped regions (see Fig. 7 in Sec. III E). From Fig. 12 and Fig. 13 we learn that, as these wings merge in the bulk of the phase diagram, they give rise to an extended 3D region with central charge c = 2, inclusive of the exactly solvable non-interacting point x A = x B = x C = 0.
Once again, the gray regions in Fig. 12 and Fig. 13 correspond to stripe and staggered (i.e., FM) phases, as discussed in Sec. III E. The numerical results along the edges of the gray regions are consistent with the conjectured first-order nature of the transition.
V. CONCLUSIONS
We already summarized our main results and the phase diagram of the system in Sec. II B. The most controversial and interesting behavior occurs when the three sublattice-translation symmetry-broken phases meet along the isotropic line x A = x B = x C 0. Here, the three different c = 1 free boson sheets meet but their critical behavior cannot add up (as is the case instead for the c = 1 /2 sheets meeting at the c = 3 /2 point) because they are effective descriptions of a model that can host at most two free bosonic degrees of freedom and not three.
The result is a puzzling (numerical) central charge, which starts from c = 3 /2 at a finite x < 0 and appears to increase continuously -to the best of our finite size scaling -up to c = 2 (see Fig. 11 ). However, the c-theorem forbids a continuously varying central charge along a line of fixed points in a unitary CFT.
In the study of the full phase diagram of the interacting three coloring model, we have seen how one can sometimes map the system onto a fully-packed loop model with different values of the fugacity. Interestingly, if the fugacity is varied continuously between 1 and 2 in such a model, unitarity is lost and the system remains critical in between the two unitary limits, with a continuously varying central charge between 1 and 2 26 . One may therefore wonder whether the interacting three coloring model may in fact be non-unitary. However, the fact that the constraints are local and the interactions are real and local suggest otherwise, and we cannot offer a convincing argument in favor of non-unitarity. An alternative intriguing conjecture is that the RG flow lines of the unitary three coloring model along the x A = x B = x C line may run close to those of a non-unitary fully-packed loop model with continuously varying fugacity, thence exhibiting its scaling behavior up to very large length scales (beyond which the true scaling of the unitary model would be reveled -length scales which are unfortunately not accessible using our numerical transfer-matrix approach). What the true unitary behavior of the system is in between the c = 3 /2 and c = 2 points remains therefore elusive: one possible scenario is that the central charge remains constant at 3 /2 up to the x A = x B = x C ∼ 0 point, where it increases to 2; the difference between the two CFTs is a massive vs. massless Majorana fermion, which may be responsible for an unusually long correlation length that is mistakenly picked up by the finite-size scaling as an effective contribution to the central charge. However, one can clearly envisage many alternative scenarios and further work is needed to fully elucidate this conundrum.
The software to generate the numerical values for the central charge, the data obtained from it for the cases studied and plotted in this paper, and the scripts to generate those plots from the data are available online 27 .
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Appendix A: Details of the transfer-matrix calculations
We begin by considering a cylindrical lattice of circumference L with N bonds and infinite length, as illustrated in Fig. 14 . We label the coloring configurations of each horizontal row of the system by n, n , n , . . . ∈ B, where we use the basis set B = {n ∈ (A, B, C) N : n i = n i+1 }, and we apply periodic boundary conditions n i = n i+N .
The transfer matrix is a matrix with elements T n,n that vanish identically if the stacking of n and n is not an allowed three coloring configuration, and that FIG. 14: Bond labels used in the transfer-matrix approach. Measurements are given relative to the edge length a.
take the value of the sum of the contributions to the Boltzmann factor of all the bonds on n and between n and n for an allowed stacking. With this well-known prescription, the partition function of the system can be obtained as Z(L) = lim k→∞ Tr(T k ), from which we can derive f (L) = − lim k→∞ [ln Tr(T k )]/(LK), where K = k ×δh is the length of the cylinder, and δh is defined in Fig. 14 . If T has a unique largest eigenvalue Λ
With the current choice of orientation, it is clear that the transfer matrix has geometrically inequivalent indices: row n is not related to row n by a mere vertical translation, which is why we have so far only defined the transfer matrix T to act between next-nearest neighboring rows n and n . T is the standard transfer matrix, and it is positive semi-definite and symmetric. Here, we choose to proceed by decomposing T into the product of two semi-transfer matrices τ , which then act between nearest-neighboring rows n and n . We adopt the labeling scheme shown in Fig. 14 , which treats nearestneighboring rows differently. This convention implies that n τ n n τ n n = T n n . The largest eigenvalue Λ T 0 of matrix T is then equal 28 to the square of the largest eigenvalue Λ τ 0 of matrix τ , i.e., we find Λ
2 . Therefore by setting the edge length a = 1, we find the following relation between the largest eigenvalue of τ and the finite-size scaling with bond number N ,
where γ 0 is the fitting parameter for the free-energy of the infinite-size system. For convenience, we write the semi-transfer matrix as
where ρ(n) accounts for all the Boltzmann weights of the bonds on the horizontal row n, and ω(n, n ) accounts for all the weights of the vertical bonds connecting rows n and n (where the numbering according to Fig. 14 is used, and ω(n, n ) = 0 for non-matching n and n ). Using Eq. (2.5), this can be written as:
where (−1) δn i−1 n i+1 = ±1 if the colors on the bonds i − 1 and i + 1 are different (equal), corresponding to an AFM (FM) contribution of the interaction term across bond i. Note that we are not checking the validity of the color configuration n because it is inherently chosen from the set of allowed row colorings B. Similarly, we can write: where we introduced the index nj ,nj+1 ∈ {A, B, C} such that n j = nj ,nj+1 = n j+1 (recall that n j and n j+1 are different by definition). The function ω(n, n ) simultaneously checks that the two row configurations match one another respecting the color constraints at all vertices (via the product of delta functions), and contributes to the corresponding Boltzmann factor.
Coloring-sector decomposition and non-propagating sector
Consider two pairs of two horizontal bonds connected via a vertical bond, e.g., (n 2m , n 2m+1 ) and (n N +2−2m , n N +1−2m ) in Fig. 14 . Due to the hard coloring constraint, the bonds of these two pairs must be of the same color, which in turn implies that the number of A, B and C bonds in the basis row is conserved by the action of the transfer matrix. Thus we can decompose the transfer matrix into sectors classified by the numbers N A , N B , and N C of the A, B, and C bonds respectively within the basis states.
This decomposition has important implications, which are clearest in the loop representation. Observe that each closed AB loop crossing between two adjacent rows via an A bond must either cross back via a B bond, or cross forward to the next row via an A bond, as shown in Fig. 15 . All closed two-color loops contribute an equal number of bonds of each of the two colors on a row of vertical bonds. An imbalance in the number of A, B and C vertical bonds signals the presence of propagating loops running along the length of the cylinder. The condition of equal numbers of bonds of each color on each vertical row of bonds is equivalent to the condition of equal numbers of bonds of each color on each horizontal row of bonds, i.e. N A = N B = N C . Hence, all other transfer-matrix sectors that do not satisfy that condition must contain coloring configurations with propagating two-color loops.
In this paper, we focus on the transfer-matrix sec-tors with equal number of bond colors to study the non-propagating phase of the system. The propagating phases, where some two-color loops are extended and run either along the length of the cylinder or wind around it, have their excitations suppressed in the thermodynamic limit, and hence represent zero-entropy systems that can only be favored energetically. We therefore expect the phase transition between the propagating and the nonpropagating phases to be of first order. We do not treat those phases with the finite-size scaling approach, but instead only compute the line of first-order phase transitions between the propagating and non-propagating phases in our simulations by comparing the largest eigenvalue of the non-propagating transfer-matrix sector with the largest eigenvalues of all other sectors for fixed system size N = 18. Finally, for systems with number of bonds on a horizontal row N being not a multiple of 6, the condition N A = N B = N C cannot be fulfilled and the argument presented above forces propagating loops to be present independent of the values of the coupling constants. These propagating loops appear due to geometric frustration, which does not play a role in the limit of an infinite system. Hence, we restrict N for the configurations used in the transfer-matrix and finite-size calculations to be an integer multiple of 6.
Proof of the irreducibility of the transfer-matrix sectors
In Sec. A 3, we will use symmetries of the semi-transfer matrix to simplify our calculations. This requires that the coloring sectors defined in Sec. A 1 are irreducible, for which we provide a proof here.
Irreducibility of each coloring sector is equivalent to the possibility to connect two given row configurations by a finite number of intermediate steps of vertical and horizontal rows, which we construct for an arbitrary row coloring below. Specifically, we prove that two adjacent vertical bonds can be interchanged by adding two rows of horizontal and one row of vertical bonds. Since that operation generates the full permutation group, this is sufficient as proof.
Start with a configuration of vertical bonds (see Fig. 16  (a) ), for which we intend to interchange two neighboring bonds. We assume those two bonds to be red and green (without loss of generality). Next, add a set of horizontal bonds (see Fig. 16 (b) ) in such a way that the two vertical bonds that we want to interchange are connected via the same colors, i.e. again red and green. The fact that this is always possible, is discussed in the next paragraph. Next, copy all the horizontal bond colorings to the next horizontal row (see Fig. 16 (c) ). Finally, pick all missing bond colors to fulfill the coloring constraint (see Fig. 16  (d) ). So far, the original coloring of the vertical bonds has been reproduced. Next, repeat the four steps laid out above, but this time, when copying the horizontal bond colorings, swap the two horizontal bonds connected to the two vertical bonds that we intend to interchange (see Fig. 16 (a') to (d') ). The system ends up with the desired configuration of vertical bonds, where only two adjacent vertical bonds have been interchanged.
We now have to show that it is always possible to find a horizontal row configuration that connects the two vertical bonds that we intend to interchange via the same color, i.e. red and green (see bonds in gray box in Fig. 17 ). This forces the next attached horizontal bond to be blue. If the next vertical bond is red (green), we are forced to continue with one green (red) and one blue bond on the horizontal row (see Fig. 17(a) and (b) ). However, if the next vertical bond is blue, we can choose the next two horizontal bonds to be either red and green or green and red (see Fig. 17(c) and (d) ), and therefore the next bond can be any of the three colors, which puts no further constraint on all following bonds on the horizontal row. Thus, the statement holds as long as there exists at least one vertical blue bond.
Therefore, in the case that the vertical bonds have at least one bond of each color, the sector is irreducible. This is the case when N A , N B , N C < N /2. Otherwise, if for example N B = N /2, the system is in a state in which all AC-loops travel the length of the cylinder. We assume these sectors to be relevant only for the stripe phase, when it is well separated (in phase space) from the non-propagating phases that we are focusing our studies on, and we can therefore neglect the lack of irreducibility for these sectors.
Transfer-matrix symmetries
The symmetry group of the lattice is generated by two discrete transformations: rotations R ± : n i → n i±2 , and inversions I ± : n i → n N +2−i∓1 . The plus (minus) signs have to be taken when acting on the right (left) increasing states, i.e. when acting on n (n ) in Fig. 14 , so that τ is symmetric with respect to the symmetry transformations, τ n,n = τ R+n,R−n and τ n,n = τ I+n,I−n .
(A5) R ∈ {R + , R − } and I ∈ {I + , I − } generate the full group of symmetry operations A with N elements,
and it holds that R N/2 = I 2 = 1, and RIR = I. If τ was invariant under symmetry operations acting equally on its two indices, the matrix would naturally decouple into momentum and parity eigenstates. This is not the case here, as for example τ couples states of opposite momenta, which is clear from τ n,n = τ R+n,R−n . However, the zero momentum eigensectors still decouple, as we show hereafter. To be able to interchange two adjacent vertical bonds as described in Fig. 16 , they have to be connected to each other via the same colors on the horizontal row. This can always be done if there is at least one vertical bond of the other color (blue in this example).
We define n rν = R r + I ν + n 0 for a fixed n 0 ∈ B with r = 0, 1, 2, . . . , q − 1, and ν = 0, 1, where q is half the length of the shortest repeating sequence of n 0 . Analogously, we define n r ν , and therefore write the elements of τ as τ rν,r ν = τ nrν ,n r ν . The rotational symmetry of τ takes the form τ rν,r ν = τ rν,(−r+r+r )ν = τ 0ν,(r+r )ν = τ ν,ν (r + r ) , (A7) and the inversion symmetry takes the form τ ν+1,ν +1 (r + r )
where we used that I − = I + R −1 + ( * ), and IRI = R −1 ( * * ). The transformation into moment and parity eigenstates,
then yields the matrix element,
where we mapped r → r + r = r . Hence, the matrix only couples states of opposite momenta to each other. In particular, the zero-momentum sector decouples from all other sectors. For k = k = 0, it further holds that
and by using the inversion symmetry of τ (see Eq. (A8)) and letting r → −r + 1 in the term with ν = 1,
Thus, also the parity eigensectors decouple. This result can also be obtained more intuitively by realizing that a symmetric state v 0 = v k=0,σ=0 is invariant under symmetry transformations: It holds that R − v 0 = R + v 0 and I − v 0 = I + v 0 . The symmetry relation for τ in Eq. (A5) then becomes
as long as one of v or v is in the zero-momentum and zero-parity eigensector. The result then follows from standard Fourier and parity-eigenstate transformations. The fact that the zero-momentum eigensector decouples from all other sectors of the semi-transfer matrix is important, since it contains the eigenvector corresponding to the largest eigenvalue. To understand this, let v be an eigenvector of the semi-transfer matrix τ with eigenvalue λ. A fully-symmetric vector can be defined by
which is equally an eigenvector of τ with eigenvalue λ. This new eigenvector could in principle be zero. Since T is non-negative and each coloring sector is irreducible (see App. A 2), the Perron-Frobenius theorem insures that all components of the eigenvector corresponding to the largest eigenvalue are strictly positive. If v is positive (i.e., all its components are positive), then so must be the components of the transformed eigenvectors Qv with Q ∈ A. Therefore, if λ is the largest eigenvalue, the symmetric summation in Eq. (A14) has to be non-zero. Thus, for the largest eigenvalue, there exists at least one eigenvector that is symmetric under all symmetry transformations Q ∈ A of the semi-transfer matrix τ .
We proceed by transforming τ into the basis of fullysymmetric vectors. All other sectors can be neglected, since the symmetric sector contains the largest eigenvalue. For each subspace that is spanned by the M elements of a symmetry class [n] = {ñ : ∃Q ∈ A so thatñ = Qn}, the following matrix of dimension M × M defines a valid similarity transformation,
Looking at only the first component of this transformed subspace, which represents the fully-symmetric superposition, it holds that
Thus, to obtain the matrix element between the symmetric superpositions of any two symmetry classes [n] and [n ], we compute the individual matrix element of each s in the symmetry class [n] with an arbitrary but fixed element n of class [n ] , and sum up all these individual matrix elements. The spectrum of the matrix remains the same under the similarity transformation. Therefore, the largest eigenvalue of τ is the same as the largest eigenvalue of the matrix in the symmetrized basis. Lattices of size up to N = 30 were used to obtain this data. For the color coding, see Fig. 7 . Gray regions have been confirmed to have the largest eigenvalue in one of the propagating transfer-matrix sectors.
Fitting of finite-size effects
As explained in the main text, our numerical results are built upon the finite-size scaling of the reduced freeenergy density in Eq. (A1). This scaling relation holds when mapping the CFT describing the long-wavelength limit of an infinite system onto a cylinder. In our simulations, we are only able to access systems of relatively small size with respect to the lattice spacing. This introduces additional finite-size effects, which we expect to fade away as N → ∞. In order to account for this, it is customary to add further terms to the fitting formula,
We find that our final results depend slightly on what additional fitting terms we include. In Fig. 18 , we present the numerical results of the central charge for the x A → −1 plane (compare to Fig. 7) that we obtain by either omitting all optimization parameters other than γ 0 and c, or by using γ 4 as an additional fitting parameter, where we set the number of different system sizes N used equal to the number of optimization parameters. (Adding γ 3 or other higher-order fitting terms results in very poor data with unphysical values of the central charge, and we therefore do not present it here.) The additional fitting terms introduce errors, i.e. some slight unphysical negative values for the central charge. However, they also make transitions between different values of the central charge sharper. In the paper we decided to fit the free energy using the optimization with parameters γ 0 , c, and γ 4 .
It is worth mentioning that the data obtained from fits without any additional optimization parameters (γ 4 = 0) suggests that the c = 1 wings originating from the fullypacked loop model on the x B = x C line (see Sec. III A) are connected to the c = 1 region originating from the fully-frustrated AFM on the triangular lattice in the corners of the phase diagram (see Sec. III D). This is in contrast to the case when γ 4 is also used. For a conclusive answer on this matter, more extensive numerical calculations are in order, which is beyond the scope of this paper.
Finally, it is important to mention that the numerical results on the x A → −1 plane can achieve a higher accuracy than in the rest of the phase diagram, since all matrix elements with FM A bonds vanish in this limit. This allows us to significantly reduce the size of the transfer matrix, and therefore reach larger system sizes with N up to 30. At a kagome workshop in 1992, N. Read presented an argument illustrating how a continuous SU(3) symmetry can emerge from the inherent discrete S 3 symmetry in the three coloring model. From this argument, he further obtained that the model is described in the continuum limit by an SU(3) 1 CFT. We believe that the argument (which was never published) can help the reader understand the behavior of this model.
The argument begins by noting the equivalence between the phase space of the three coloring model and the degenerate ground state configurations of the classical three-state Potts AFM on the kagome lattice at zero temperature. The classical partition function of the AFM 3-state Potts model is where J > 0, ij denotes directed nearest-neighbor sites on the kagome lattice, and the 3-state Potts variables are
The exchange interaction J(δ SiSj − 1) assumes the value −J when S i = S j and the value 0 when S i = S j . A state with S i = S j for all ij belongs to the ground state manifold and has energy −JN ij , where N ij is the number of nearest-neighbor links of the kagome lattice. At zero temperature, Z
The ground state manifold of the AFM 3-state Potts model on the kagome lattice is invariant under the group S 3 of global permutations of the values 1, 2, 3 taken by the Potts spins. One can straightforwardly find a one-toone correspondence between this ground state manifold and the phase space of the three coloring model on the honeycomb lattice by simply drawing the (dual) hexagonal lattice joining the centers of the triangular plaquettes in the kagome lattice and identifying the colors A, B, C with the values 1, 2, 3 assumed by the Potts variables (see Fig. 19 ). The argument to suggest that there exists a hidden SU(3) symmetry in the 3-state Potts AFM at zero temperature is elegantly simple. First of all, let us extend the phase space allowing for color mismatches across the bonds. Each vertex has three bonds of different colors departing from it (which we call a decorated vertex ), but now bonds connecting two spins can have two different colors at the two ends (see Fig. 20 ). The enlarged phase space is the one obtained by covering the honeycomb lattice with decorated vertices independently of one another, for a total of 6 N configurations on a honeycomb lattice of N sites.
One then assigns a three-dimensional (complex) vector
to each bond of the lattice, as illustrated in Figure 20 , with the idea of identifying each color with a different component of the vector: A with the first component, B with the second and C with the third one. Using these vectors, one can construct the following terms 
(see Fig. 20 ). Note that the Levi-Civita (totally antisymmetric) tensor, 
is used here to ensure that no two colors (A, B, C ⇔ α 1 , α 2 , α 3 = 1, 2, 3) are repeated at any vertex. The product of all the above terms, corresponding to all the sites of the honeycomb lattice, 
gives a sum of terms in one-to-one correspondence with all the 6 N configurations of decorated vertices. Each bond contributes a factor given by the product of the b components where α and α are related to the colors of the bond close to its adjacent sites belonging to sublattice A and to sublattice B, respectively. Upon integration over the complex variables
all the terms containing at least one factor (B3g) having α = α vanish because of complex phase integration. This eliminates all unwanted configurations where colors mismatch across a given bond. One can therefore construct the partition function of the original three coloring model as a sum of integrals over continuous variables. The result gives the partition function in Read's presentation at the kagome workshop:
where Λ is the set of all bonds on the honeycomb lattice, and a convergence Gaussian factor exp −|b α | 2 was introduced to normalize the non-vanishing integrals.
In Eq. (B5) we overlooked one important aspect: all nonvanishing terms in the partition function Z U(3) ought to be positive, whereas the Levi-Civita tensor elements can take negative values. The sign of each term in Z U (3) is given by the product of all elements ε αβγ appearing in the integrand. These are nothing but the chirality spins introduced in Sec. II A, i.e., the parities of the three colors around each site of the lattice, say counterclockwise. Whereas this product is not in general positive (see for instance the recent systematic study in Ref. 29 and references therein), it is conserved by any loop updates (local or winding). Indeed, by selecting an alternating coloring path on the lattice, say ABABAB..., and exchanging the two colors along the path A ↔ B, we flip all the chirality spins along the path. On a lattice with periodic boundary conditions, the number of sites along the path is always even (for appropriately chosen system sizes that respect sublattice symmetry as well as color tiling). Therefore, within each sector of phase space identified by configurations that are connected to one another by loop updates, we have that Z U(3) = Z Moreover, on appropriately commensurate lattices, one can show that the relevant ordered configurations (staggered, stripe, and columnar) discussed in the main text satisfy the condition of the product of all chirality spins being positive, and they are connected to one another via loop updates. According to Ref. 29 , this sector of phase space is the largest one, and at the very least N. Read's construction applies to it.
In order to discuss the symmetries of the partition function Z U(3) it is convenient to rewrite it as 
The second equality emphasizes the local and the 3-body nature of the interaction. The symmetries of Z U(3) are:
• Invariance under local U(1) transformations, • Invariance under global SU(3) transformations,
Note that the measure ∈Λ db · db exp(−b ·b ) is invariant under local U(3) transformations
