Abstract-One of the key challenges in wireless sensor networks is to design an energy efficient communication protocol. In this paper, we present an innovative code-based sleep and wake-up scheduling scheme to minimize energy consumption caused by idle listening. The proposed scheme called SWAP divides time into slots of equal length, and at the beginning of each slot a sensor node enters either an active or power-saving state. The slot scheduling at each node is based on a binary vector, which is constructed using the mathematical properties of finite fields. The set of scheduling vectors generated by SWAP distributes active slots of nodes evenly over entire time frame. This distribution of active slots reduces channel contention and allows better channel utilization. The SWAP scheduling scheme also ensures that any pair of neighboring nodes using the proposed scheduling scheme will be able to communicate each other since their active periods overlap at least once within a cycle of the sleep and wake-up slots. We also design a packet prioritization scheme in SWAP to reduce the packet latency of delay sensitive packets. To evaluate the energy efficiency and performance of the proposed mechanism, we have implemented SWAP in TOSSIM, and compared it with a widely used channel access protocol, BMAC with LPL, in terms of packet delivery ratio, power consumption and delay. The results of our study show that SWAP outperforms BMAC in terms of energy consumption while maintaining comparable packet delivery ratio and latency.
I. INTRODUCTION
A Wireless Sensor Network (WS N) consists of small sensing and computation devices working in a group to detect and monitor environmental changes in plains, forests, oceans, etc. WS N devices are limited in their energy, processing, and communication capabilities. Most of the WS N devices powered with small batteries are deployed in the remote area, and it is not easy to recharge or replace battery once they are deployed at those remote areas. Thus, the design and development of low-energy algorithms and protocols are essential for sensor networks. Especially, the energy consumption of wireless exchange of data between nodes strongly dominates other node functions such as sensing and processing [2] , and there have been a number of 978-1-4244-7578-01$26.00 © 2010 IEEE 80 research studies focusing on the development of energy conserving communication schemes in WS Ns [1, 6, 8, 11, 12] . Many energy-conserving communication protocols in the literature toggle between active and sleep modes in order to reduce energy consumption caused by idle listening. They usually implement either periodic sleep and wake-up cycles or design an asynchronous mechanism that synchronize the wake-up period of a sender and receiver pair. One of well-known schemes based on an asynchronous power conserving approach is BMAC [11, 6] , which uses asynchronous sleep technique called Low Power Listening (LPL). In BMACILPL, nodes asynchronously but periodically wake up and listen to the channel shortly to see whether there are any activities or not. If no activity is detected, they go back to sleep. In BMAC, a sender wakes up and sends a long preamble before transmitting data packets. The duration of the preamble should be longer than receiver's check interval to capture receiver's attention. The long preamble based approach in BMAC sacrifices sender's energy efficiency for the sake of receiving nodes. These problems can be addressed by developing an efficient sleep and wake-up scheduling method that synchronizes a sender and receiver pair with minimal overhead.
In this paper, we propose a substantially different approach for wake-up scheduling. In the proposed scheme, each sensor node generates a binary scheduling vector based on its node ID, and uses the scheduling vector to determine its sleep and wake-up periods. This approach is independent of network topology and local parameters such as the number of nodes or neighbors. Our approach reduces channel contention significantly by evenly spreading node's active periods over the time. It also minimizes sender's idling energy consumption by allowing a sender to precisely predict the wake-up schedule of the receiving node. The scheduling patterns derived by our method guarantee that the active intervals of any given node always overlap with all neighboring node's active periods within a cycle of sleep and wake-up periods.
The rest of this paper is organized as follows. Section II presents a scheduling vector generation algorithm and the properties of the derived vectors. Section III shows how to use these vectors for sleep and wake-up scheduling and how to exchange messages with neighbors in the proposed scheme. Section IV presents the result of our performance evaluation study using TOSS IM. Finally, we provide a discussion of our conclusions and future works in section V.
II. CONS TRUCTION OF SLEEP SCHEDULING VECTORS
This section discusses how a node constructs a binary vector for sleep and wake-up scheduling followed by the discussion about the properties of the constructed scheduling vectors.
A WS N can be represented as an undirected graph G=(V, E), where V is a set of vertices denoting sensors , and E is a set of edges between vertices. For any two vertices u, v E V, (u, v) E E if and only if they can hear each other's transmission. In this case, the vertices u and v are neighbors. In the proposed scheme, each sensor in V has a Sleep Scheduling Vector (SSV), and uses its SSV to toggle between listen and sleep operative modes. The SSV is defined as follows.
Definition 1: A Sleep Scheduling Vector (SSV) is a binary vector of length n. The SSV of a host A E V, denoted by SSV A, is al az a3 a4 ... a n-z a n-l a n. if ai = 1, the ith slot is an active slot and if ai = 0, the ith slot is a power-saving slot, where IS is n.
A. Generation of Sleep Schedule Vectors
The generation of SSVs is based on the mathematical properties of finite fields. A Galois field (or finite field), GF(p m ) where p is a prime and m is a positive integer, is an algebraic structure with a finite number of elements, where addition, subtraction, multiplication and division are defined [18] . The description of the proposed scheme assumes that the reader is familiar with the fundamental concepts of Galois fields.
Let the elements of GF(q = pm) be denoted by QD, a], az, ... , C!q-z, a q-l. First, a node A needs to figure out a polynomial of degree l over GF(q) to be used for the construction of the SSV A. Let the polynomial befA(x) = a;x + 0, where a; and 0 are the elements of GF(q). In order to find a proper i andj, a node performs the following computations. Let s be NodeIDA % p m , where NodeIDA is a unique node ID of A and % is a modular operator. Then, i = LsipJ andj = s % p.
Using the polynomialfA(x), each sensor generates a SSV as follows.
, where ljJ is a function which maps a q-ary number to a binary vector ofiength q: «QD) = 1000 ... 00 «a l) = 0100 ... 00 «az) = 0010 ... 00
While evaluating fA(x), note that the multiplication and addition operations must be done in GF(q).
If a node in the network has enough free memory space, the whole set of SSV s can be constructed in advance and stored in its memory before deployment. The pseudocode shown in Figure 1 takes p and m as inputs and produces a whole set of scheduling vectors. A set of SSV s generated by this algorithm with p=2 and m=2 is shown in Table 1 . Note that it is not necessary for a node to generate all SSVs. Since a node only needs to know the SSV s of its neighbors, it can selectively generate a subset of SSVs as needed. In order to generate the SSVs of neighboring nodes, a node only needs to know neighbor'S node IDs. The node ID will be used to find a proper i andj using modular operations.
II Let the elements of GF(q= pm) be QD, a], az, ... , C!q-z, a q_l'
then fx � ai 
B. Properties of binary scheduling vectors
In this subsection, we discuss the properties of SSVs generated by the algorithm shown in Figure 1 . The properties of SSVs are mostly depends upon the inputs parameters p and m. The total number of SSVs is p m * p m = p 2 m , and the length of a SSV is p m * (p m +1). For example, the SSVs shown in Table are where Xi E {O, I}, denoted by OJ (X), is the number of l's in ... an-2 an-I an and SSVB = bl b2 b3 b4 ... bn-2 bn-I bn, a column c in which both ae and be are 1, for 1 :::; c:::; n, is called a common active slot (CAS) of SSV A and SSV B.
One of the key characteristics of SSVs generated by the proposed scheme is that, for any given pair of SSV A and SSV B, there is a column i where ai, = bi = 1. This makes sure that any pair of nodes using a vector constructed by SWAP will be able to communicate each other since their active periods overlap within a duration of the sleep and wake-up cycle. The flowing lemma and theorem prove this property. Therefore, there exists at least one CAS for any pair of SSVs generated by the proposed algorithm.
•
82
Another important property of the set of SSVs generated is that there is exactly p m l' s at any single column in the set of SSVs. For example, in the SSVs in Table 1 , there are only four 1 's in any given column. This is an attractive property of the scheduling vectors since it guarantees that there will be exactly 4 active nodes in the networks at any given time. This attribute of the constructed scheduling vectors reduces the number of collisions in network considerably by distributing active nodes over the time period.
III. PATTERN BASED SLEEP AND WAKEUP SCHEDULING PROTOCOL
In this section, we discuss how a node communicates with power saving neighbors using the SSV s constructed in the previous section. The proposed protocol called a Sleep and W Ake-up Protocol (S WAP) is designed for a wireless sensor networks with particularly low duty cycle.
A. Assumptions
Each node uses an omni-directional antenna for communication, and the network operates in half-duplex mode, which means that a host cannot transmit and receive simultaneously.
We assume that all sensors are synchronized in time. Synchronization can be achieved by using a Global Positioning System (GPS) card with up to 100 ns resolution [10] , or a global time synchronization protocol in the literature [9, 16, 17] . We also assume that a node in the network has a unique ID, and is randomly deployed in the sensing field.
B. Packet Sending and Receiving
After constructing a SSV, a node schedules its sleep and active periods based on the SSV. If a i = 1, the lh slot is an active slot where the node must stay awake. If ai = 0, the i th slot is a power-saving slot where the node can sleep to conserve energy if there is no pending urgent packet to be transmitted (see Fig. 2 ). The node follows the assigned SSV from left to right and cycles through it when it reaches at the end of the SSV. A complete sleep-active cycle is called a frame. A data packet will be transmitted based on the sender's and receiver's SSV. Therefore, two nodes can communicate only during their CAS in which their active periods overlap. For example as shown in Figure 3 , both Node 1 and Node 16 become active at the beginning of the 5 th slot, and they can exchange a message in this slot. If a node has any pending packet to be transmitted, it first waits for its active slot. After being active, it scans the destination node ID of the outgoing packets, and checks whether there is any active destination nodes at the current slot. If so, it transmits a packet to one of the active neighbors. The latency of the original SWAP protocol is much higher than BMACILPL. This is because the SWAP source nodes send packets only at one of CAS s where both sender and receiver are active. Thus, the packet should be waited in the SWAP transmission queue longer. To address the latency issue, we introduce a data prioritization scheme. The delay sensitive data packets and urgent packets are marked with higher priority at the application layer. The data packets along with their priority level are received by the SWAP scheduling layer. The priority packets can be transmitted during any active slots of the destination node. In other words, the high priority packets are transmitted as soon as the destination node becomes active. In this way, the delay of high priority packets can be significantly deduced.
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Suppose Node 1 has high priority data packet to transmit to Node 2 then, Node 1 transmits the packet as soon as Node 2 becomes active regardless of its own state. For example in pattern shown in Figure 3 , if Node 7 has a normal packet destined to Node 16, then it has to wait till the fourteenth slot for both nodes to get active. But in case of high priority packets Node 7 can transmit packet to Node 16 at any active slots of Node 16; Node 16 is active in the fourth, fifth, ninth, fourteenth and twentieth slots, and so Node 7 can use any nearest active slot among them to send high priority packets to Node 16. In this way, high priority packets will experience less buffering time than normal packets.
D. MAC layer
The proposed scheduling scheme is independent from a MAC layer. In other words, the SWAP layer can be implemented over any MAC protocol with minor adjustments. The MAC protocol selected for our simulation study is a primitive version of the Carrier Sense Multiple Access (CSMA) protocol to optimize the operations. We customize some CS MA parameters such as the number of 83 retransmissions, preamble length, and lower and upper bound of the initial back-off range.
IV. PERFORMANCE EVALUATION
We have implemented the SWAP scheme in a TOSS IM-2 simulation environment [7, 15, 18] , and compared our protocol with BMAC-LPL. The current version of TOSS 1M does not support the CC2420 radio stack used by the LPL library [8] . We have modified the default BMAC-LPL implementation of MICAz and simulated the protocol in TOSS IM. We have added an interface to simulate the radio sleep and active modes for the CC2420 radio stack. In order to measure energy consumption, we have also added several counters to measure the number of active slots and sleep slots as well as the number of transmitted and received packets over the duration of each simulation.
The experiments are carried out with a randomly deployed network where six hundred nodes are randomly scattered in a randomly generated topology. In the simulation scenarios, we boot all nodes at the same time, so that they are initially synchronized. A SSV is assigned to each node based on its node ID. Packets are generated locally at each node with a random inter-arrival time. The default queue and buffer size is 10 for all the experiments. The duration of a slot in the scheduling pattern is 16 milliseconds.
A. Simulation Scenario
In the first set of simulation, we compare the energy consumption and packet delivery ratio of SWAP with BMACILPL protocol with varying pattern (duty cycle). To measure the energy consumption of a single node we take the average of total energy consumed by the network. The energy consumption is measured in millijoules (mJ), and the amount of energy consumed is measured for a simulation runtime, which is calculated in milliseconds (ms). Packet delivery ratio is the ratio of the number of data packets successfully delivered to the recipients to the number of data packets originated from the sources. The corresponding duty cycle in percentage for different patterns in SWAP is given in Table 2 . For this set of experiment, 150 nodes are randomly chosen among 600 nodes, and they generate packets to random destinations. Application data packets are generated every r* 5 I 2ms, where r is a random number ranging from 1 to 60.
SWAP Patterns:
Duty Cycle (%) GF(pm) GF (3) 33.33 GF (5) 20.00 GF (7) 14.28 GF(lI) 9.09 GF(l6) 6.25 GF (23) 4.34 Figure 4 shows the average energy consumption per node in SWAP and BMACILPL. As we expected, SWAP performs much better than BMACILPL since SWAP handles the idle listening more efficiently by predicting the receiver's wake-up slots. Furthermore, in SWAP, the active slots spread more evenly over the time, and so SWAP reduces the network contention. However, a BMAC/LPL sender wastes energy to transmit a long preamble before data exchanges to capture its target node. At a high duty cycle (smaller pattern), BMAC/LPL has very high energy consumption compared to SWAP. This is because, in BMACILPL, all non-target receivers within the transmission range of the sender also wake up during the long preamble and listen to the channel till the end of the preamble. C. Packet Delivery Ratio Figure 5 shows that the impact of varying duty cycle on the packet delivery ratio is not significant for both SWAP and BMAC/LPL. The packet delivery ratio remains comparable with varying scheduling patterns. According to the results of out experimental study, the packet delivery ratio drops as the traffic density increases. This is because, in case of high traffic load, there is a greater chance for collisions to occur. This coud raise the chance for packet drop. In this study, we assume that 10 percent of SWAP packets are high priority and measure the latency of the high priority packets separately. As you can see in Figure 6 , the delay of prioritized packets (SWAP _PRI) are comparable with that of BMACILPL, although the delay for normal packets (SWAP) is much higher than BMACILPL. This is because the SWAP sender can transmit high priority packets in any slot where the destination is active regardless of its own slot state. Based on the result of this simulation scenario, 84 we conclude that SWAP can deliver high-priority packets as fast as BMAC. This paper presents a pattern based sleep scheduling scheme for low-duty cycle wireless sensor networks. Using the property of Galois field, we propose an algorithm to generate a set of binary scheduling vectors with a wide range of duty cycles. These vectors are used to toggle radio modules between sleep and active modes to reduce idle listening energy waste. One of potential issues of our scheme is the latency of packet delivery in a low duty cycle sensor networks. In the proposed scheme, a sender should defer the transmission of a packet until the beginning of a common active slot between itself and the target receiver, the latency of the packet gets accumulated at each hop along the path between the source and receiver. In order to address the latency issue of delay sensitive packets, the SWAP scheme can be integrated with the proposed prioritization method which can guarantee faster delivery for high priority packets.
The simulation results show that our scheme performs significantly better than BMACILPL in terms of energy efficiency while maintaining packet delivery ratio at least comparable to BMACILPL. Our experimental results also show that the SWAP scheme in conjunction with the proposed prioritization method can provide reliable communication with acceptable latency for high priority packets while conserving energy for low-power sensor nodes in a low-duty sensor network. As a future work, we are planning to extend the proposed scheduling scheme to asynchronous sensor networks.
