The maximum likelihood estimator (MLE) is commonly used to estimate the parameters of logistic regression models due to its efficiency under a parametric model. However, evidence has shown the MLE has an unduly effect on the parameter estimates in the presence of outliers. Robust methods are put forward to rectify this problem. This article examines the performance of the MLE and four existing robust estimators under different outlier patterns, which are investigated by real data sets and Monte Carlo simulation.
Introduction
Logistic regression models are widely used in the field of medical and behavioral sciences. These models are used to describe the effect of explanatory variables on a binary response variable. The logistic regression model assumes independent Bernoulli distributed response variables with the probability of a positive response modeled as ( ) ( )
where F is the logistic distribution function, Pregibon (1981) stated that the estimated parameters in logistic regression may be severely affected by outliers; hence, several robust alternatives which are much less affected by outliers are proposed in the literature (for example, Pregibon, 1981; Copas, 1988; Kunsch, et al., 1989; Carroll & Pederson, 1993; Bianco & Yohai, 1996; Croux & Haesbroeck, 2003) . The goal of this article is to demonstrate a formal comparison between the MLE and several robust methods for logistic regression through a simulation study and real data examples.
Background
The logistic regression model assumes an independent Bernoulli response variable Y which takes values 1(for success) or 0 (for failure). Let where the log-likelihood contributions are
which gives an asymptotically efficient procedure for estimating β . Alternatively, the MLE may be obtained by minimizing the deviance,
Differentiating (2) with respect to β results in the likelihood score equation
These equations are solved iteratively by using either the Newton-Raphson or Fisher Scoring method. It is important to point out that the MLE in logistic regression does not exist when the data has no overlap. The estimator can only be estimated if the data has overlap where the two parts of data given by the values of the dependent variable,
are not separated in the space of explanatory variables (Albert & Anderson, 1984) . The MLE is asymptotically normal and is an efficient estimator, nonetheless, it is extremely sensitive to outliers and hence is said to not be robust. For this reason, several robust alternatives of the MLE have been created to remedy this problem.
Outliers in Logistic Regression
It is important to distinguish between the different cases of outlying observations in logistic regression. In a binary logistic model, outliers can occur in the Y-space, the X-space or in both spaces. For binary data, all the y's are 0 or 1, hence an error in the y direction can only occur as a transposition 0→1 or 1→0 (Copas, 1988) . This type of outlier is also known as residual outlier or misclassification-type error. An observation which is extreme in the design space X is called a leverage outlier or leverage point: a leverage point can be considered good or bad.
A good leverage point occurs when 1 = Y with a large value of ( )
, and vice versa for a bad leverage point. VictoriaFeser (2002) showed that the MLE can be influenced by extreme values in the design space, and the case of misclassification errors has been studied by Pregibon (1982) and Copas (1988) . Croux, et al. (2002) found that the most dangerous outliers, termed bad leverage points, are misclassified observations which are at the same time outlying in the design space of x variables.
Robust Estimators in Logistic Regression
In general, two alternative approaches to making MLE more robust in logistic regression exist. The first is based on weighting the likelihood score function in (5), the so-called Mallows-class (Mallows, 1975; Hampel, et al., 1986, §6.3) . Two types of estimators fall in this category: the Mallows-type and Schweppe-type estimators. The former were introduced by Kunsch, et al. (1989) where the weights depend on the response as well as the covariates. Mallows-type estimators were also suggested by Kunsch, et al. (1989) but were analyzed more deeply by Carroll and Pederson (1993) . This type of estimator downweights in terms of the relative position in the design space (leverage) and often uses Mahalanobis distance.
A general robust estimate for the logistic model (1) is given by the solution in β of (Carroll and Pederson, 1993) ( ) ( ) { }0 
, then the estimator is in the Schweppe class (Kunsch, et al., 1989) where the weights depend on the response as well as the covariates. This estimator is also known as the conditionally unbiased bounded influence function (CUBIF) estimator.
The second robust approach is proposed by Pregibon (1982) who worked directly with the objective function in (4). He replaced the deviance function in (4) with a robust estimator defined by
where λ is a strictly increasing Huber's type function. This estimator was designed to give less weight to observations poorly accounted for by the model, however, this estimator did not downweight influential observations in the design space and was not consistent. Bianco and Yohai (1996) improved this method which was consistent and more robust than Pregibon's estimator by defining ( )
The ρ chosen by Bianco and Yohai (1996) is a bounded, differentiable and a nondecreasing function defined by ( ) 2 2 if 2 o t h e r w i s e
where k is a positive number,
stressed that other choices of ρ are possible.
Croux and Haesbroeck (2003) 
where the weights
, in order to be a decreasing function of robust Mahalanobis distances, are distances computed using the Minimum Covariance Determinant (MCD) estimator (see Rousseeuw & Leroy, 1987) taken as:
This WBY estimator remains consistent because the weighting is only used on the x-variables. Unfortunately, the above weighting procedure also reduces the weight of the good leverage points, which is not necessary and may lead to a loss of efficiency.
Methodology Simulation Study
A simulation study was carried out to compare the robustness of the estimators discussed. These estimators are: the MLE and the four robust estimators for logistic regression, the Mallows-type estimator (MALLOWS) with weights depending on a robust Mahalanobis distance (Carroll & Pederson, 1993) and the conditionally unbiased bounded influence (CUBIF) estimator (Kunsch, et al., 1989) , both of which are computed by standard available routines in the Robust package of S-Plus, the Bianco & Yohai (BY) estimator (1996) with choice of objective function and implementation (Croux & Haesbroeck, 2003) and the weighted Bianco-Yohai (WBY) estimator, both S-plus programs available at www.econ.kuleuven.be/ public/NDBAE06/programs/.
Following the simulation study carried out by Croux and Haesbroeck (2003) , a logistic regression model is generated with two independent normally distributed covariates. The error terms i ε are drawn from a logistic distribution defined as: ; a large sample size is chosen to avoid separation problems.
The simulation study is reported under a variety of situations. Initially, data without contamination, having two explanatory variables independently and normally distributed with zero mean and unit variance is considered. Next, to examine the robust properties of all, the data is contaminated in three different ways, similar to the idea proposed by Victoria-Feser (2002) . First, proportions (a certain percentage) are taken of the responses y chosen randomly and changed from either 0 to 1 or 1 to 0; this constitutes the misclassification-type error. For each contaminated case, 1%, 3%, 5%, 7% and 10% of the original data set are contaminated. Second, the same proportions are taken to contaminate both covariates and replace them by the value of 2 for moderate leverage points. The same process is then repeated and replaces the value by 6 for extreme leverage points. Finally, the same proportions are considered and the generated data are contaminated with both types of outliers simultaneously which constitutes bad leverage points.
To further investigate leverage points, following the idea suggested by Bondell (2005) 
Results
The bias and the MSE of the five estimates are shown in Tables 1-5 . A good estimator is one that has bias and MSE which are relatively small or close to zero. It can be observed that, in clean data with zero percentage of outliers, the biases and MSEs of all five estimators are fairly close to each other. Table 1 shows data with misclassified errors. The bias and MSE of the MLE estimates were immediately affected by 1% misclassifiedtype error. The results suggest that the MLE becomes biased with 1% contamination, CUBIF with 3% contamination and BY with 7% contamination. The MALLOWS and WBY exhibit good robust estimators with the latter being the best method.
It can be observed from Table 2 that there is not much difference between the classical and the robust methods when contaminating data with extreme leverage points (replacing x by 6 and Y = 1). Similar results were obtained for moderate leverage points (replacing x by 2 and Y = 1); these results are not shown due to space limitations.
It is interesting to observe the results of Table 3 in the situation where 5% of the data was contaminated with leverage points by gradually increasing the distance of x . Similar conclusions to those from Table 2 can be made where the biases and MSEs for all methods are relatively small. Hence, it can be concluded that leverage points do not have much effect on the data because this type of contamination is considered as good leverage points. . The WBY estimator is better than the MALLOWS for the moderate bad leverage points. In this situation, the WBY and the MALLOWS can only withstand up to 3% and 1% contamination, respectively. Nevertheless, with data having extreme bad leverage points, the performances of the WBY and MALLOWS are equally good: both estimators are able to withstand up to 10% contamination.
Finally the results shown in Table 6 are discussed in the context of the situation where the data has 5% bad leverage points and is at various distances of the explanatory variables. . The results shown in Table 6 reveal that the WBY performs much better compared to the other estimators.
Numerical Examples
Two real data sets are considered to illustrate the behavior of the various robust estimates discussed. Results of the estimated coefficients, as well as their standard errors, are presented for the original and the modified data. The modified data refer to the original data with deleted outlier observation(s). A good estimator is one that has parameter estimates reasonably close to the MLE estimates of the modified data (clean data). Kordzakhia, et al. (2001) suggested another criterion for evaluating various estimators. They proposed comparing the various estimates using a goodness-of-fit discrepancy, the Chi-square statistic based on the arcsin transformation 2 arc χ defined as Example: Leukemia Data The Leukemia Data (Cook & Weisberg, 1982) was analyzed by Carroll and Pederson (1993) , among others. The data set consists of measurements on 33 leukemia patients. The response variable is 1 if the patient survived more than 52 weeks and 0 otherwise. Two covariates are present in the model: white blood cell count (WBC) and AG status, which is the presence or absence of certain morphologic characteristic in the white cells. Cook and Weisberg (1982) considered these data to illustrate the identification of influential observation and they detected one observation (#15), corresponding to a patient with WBC = 100,000 who survived for a long period of time to be influential when the MLE was used. The plot in Figure 1 suggests that the observation looks like a bad leverage point. Table 7 exemplifies the estimated parameters and estimated standard errors for the various procedures including MLE32. The MLE32 refers to the MLE estimates for the clean data after deleting observation (#15). A good estimator is one that has parameter estimates fairly close to the MLE32. It can be observed from Table 7 that the MALLOWS and WBY estimates are reasonably close to the MLE32 estimates. However, the Mallows Chisquare statistic is larger than the WBY, hence, the WBY is the best estimator for Leukemia Data because it gives the smallest 2 arc χ value and their estimates are closer to the MLE32. WBY is followed by the MALLOWS, BY and CUBIF estimators.
Example: Vaso-Constriction Data
The Vaso-constriction data is a wellknown dataset referred to as skin data. It was introduced by Finney (1947) and was studied by Pregibon (1982) to illustrate the impact of potential influential observations in logistic regression. The binary outcomes (presence or absence of vaso-constriction of the skin of the digits after air inspiration) are explained by two explanatory variables: 1 x the volume of air inspired, and 2
x the inspiration rate (both in logarithms). The literature, which extensively uses this dataset, often reports observations (#4) and (#18) as outliers. As shown in Figure 2 , a plot of the data based on the maximum likelihood fit shows that the two observations (#4 and #18) look more like misclassified errors rather than outlying observations. Table 8 presents the estimated parameters, estimated standard errors and goodness-of-fit measures for the various procedures including MLE37 after removing the two influential observations. Several interesting points appear from Table 8 . It is notable that the . Thus, the model is nearly undetermined. For this reason, the BY and WBY downweight these observations and have large increases of coefficients and standard errors. The parameter estimates and the standard errors of both estimators are considerably close to the MLE37 estimates. However, the BY has the smallest 2 arc χ value, therefore, the BY estimator gives the best result for this data set. χ Conclusion The goal of this study was to compare the performance of the MLE and four robust estimators for the logistic model under both clean and contaminated data sets. The findings signify that the MLE can be biased in the presence of misclassified error and bad leverage points, whereas some robust estimators are better than others depending on the type of contamination. When the contamination data are leverage points, the simulation results indicate that all parameter estimates are not dramatically affected, because they have consistently small bias. Overall, the WBY estimator is preferred because it is more robust than other estimators tested in this study for any type of contamination in the data. This estimator is followed by the BY, MALLOWS and CUBIF. However, further investigation is needed to compare these robust estimators through an extensive simulation study involving different parameter values, sample sizes and parameter size. Further studies are also needed to investigate more suitable robust methods to cater outlying observations in logistic regression. Most robust methods unfortunately rely on simple downweighting of 
