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Abstract
One surveys here a few nonlinear diffusion models in image restora-
tion and denoising with main emphasis on that described by nonlinear
parabolic equations of gradient type. The well-posedness of the cor-
responding Cauchy problem as well as stability of the derived finite
difference scheme is studied from perspectives of nonlinear semigroup
theory. As a matter of fact, most of denoising PDE procedures exist-
ing in literature though apparently are efficient at experimental level,
are however mathematically ill posed and our effort here is to put
them on more rigorous mathematical basis.
1 Introduction
Let us briefly review the PDEmodel for restoring the degraded (noisy) images
in Rd. We consider the degraded image u0 as a real valued function on a
given bounded domain Ω of Rd with the smooth boundary ∂Ω. The restored
(denoised) image is denoted by u = u(x), x ∈ Ω. The problem of recovering
u from u0, via variational and regularization (smoothing) techniques, is a
fundamental problem in image processing.
If d = 2, then the domain Ω corresponds to two dimensional images, while
in the case d = 3 we have three dimensional images which are of interest in
medical imagistic. We note also that the case u : Ω → R considered here
corresponds to gray value images, while if u : Ω→ Rd, d = 2, 3, the restoring
process refers to colour images.
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The classical denoising procedure is via linear heat equation (linear dif-
fusion filter)
∂u
∂t
= ∆u in (0,∞)× Rd,
u(0, x) = u0(x), x ∈ Rd,
(1.1)
applicable also on bounded domains Ω if we take in (1.1) the Dirichlet
boundary condition u = u0 on ∂Ω or the Neumann boundary condition
∂u
∂ν
= ∇u · ν = 0 on ∂Ω.
The solution to (1.1) is given by
u(t, x) = (G(t) ∗ u0)(x) =
∫
Rd
G(t, x− y)u0(y)dy, (1.2)
where G is the Gaussian kernel
G(t, x) =
1
(2
√
pit)d
e−
|x|2
4t . (1.3)
(Here, | · | is the Euclidean norm of Rd.)
It should be noticed that this restoring method is related to the variational
approach
Min
{∫
Ω
|∇u|2dx+ λ
∫
Ω
|u− u0|2dx, u ∈ H1(Ω)
}
, (1.4)
where λ > 0 is a scale parameter.
Indeed, by the classical Dirichlet principle, the minimization problem
(1.4) considered on the Sobolev spaceH1(Ω) is equivalent to the linear elliptic
problem
−∆u+ u = u0 in Ω; ∂u
∂ν
= 0 on ∂Ω, (1.5)
while the solution u to the parabolic boundary value problem (1.1) with
homogeneous Neumann’s boundary conditions is given by
u(t, x) = lim
h→0
uh(t, x), t ≥ 0, x ∈ Ω,
where uh is the solution to the finite difference scheme
ui+1h (x)− h∆ui+1h (x) = uih(x), i = 0, 1, ...,
u0h = u0, uh(t) = u
i
h for t ∈ (ih, (i+ 1)h).
(1.6)
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In other words,
ui+1h = argmin
{∫
Ω
|∇u|2dx+ 1
h
∫
Ω
|u− uih|2dx
}
. (1.7)
The linear diffusion filter, though has a strong smoothing effect on the initial
image u0, has several disadvantages and most important is that it blurs the
edges and so it makes hard their identification. This limitation of linear
filters was partially removed by nonlinear diffusion filters designed on similar
variational principles as (1.4). Namely, the idea was to replace (1.4) by
Min
{∫
Ω
j(∇u)dx+ λ
∫
Ω
|u− u0|2dx
}
, (1.8)
where j : Rd → R is a given continuous function and u is taken in an
appropriate Sobolev spaceW 1,p on Ω or, more generally, on the space BV (Ω)
of functions with bounded variations on Ω (see Section 4 below).
Formally, the Euler–Lagrange conditions of optimality in (1.8) are given
by the equation
−div(β(∇u)) + 2λ(u− u0) = 0 in Ω,
(∇u) · ν = 0 on ∂Ω, (1.9)
where β(r) = ∇j(r), ∀r ∈ R.
The corresponding evolution equation is
∂u
∂t
− div(β(∇u)) = 0 in (0, T )× Ω,
β(∇u) · ν = 0 on (0, T )× ∂Ω,
u(0) = u0 in Ω.
(1.10)
If the minimum in formula (1.8) is taken on the Sobolev space W 1,p0 (Ω) =
{u ∈ W 1,p(Ω); u = 0 on ∂Ω}, then in (1.9) the Neumann boundary con-
dition ∂u
∂ν
= ∇u · ν = 0 on ∂Ω is replaced by the homogeneous boundary
condition u = 0 on Ω with the corresponding modification in (1.10).
In specific applications to image restoring, the continuous image u =
u(x) : Ω → R is viewed as a discrete image u(ih, jh) = uij, i = 1, ..., N,
j = 1, ...,M , where uij ∈ R+ display the gray values at each pixel (i, j)
and h is the x grid spacing. Then the gradient ∇u at xi = ih, yj = jh is
approximated by
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{ui,j − ui−1,j, ui,j − ui,j−1}.
(Here and everywhere in the following, by ∇u we mean the gradient of
x→ u(t, x).)
It should be observed that (1.8) implies, likewise (1.9), a smoothness con-
straint j(∇u) ∈ L1(Ω), which is important for restoring the initial degraded
image u0. In terms of the evolution equation (1.10), this property is implied
by a smoothing effect on initial data u0 of the flow t → u(t) generated by
differential equations of gradient types.
The first nonlinear filter of this form was proposed by Perona and Malik
[25]. Their model is of the form (1.10), where
j(r) =
1
2
j0(|r|2) and
j0(s) = α
2 log(s+ α2), s ≥ 0.
That is,
∂u
∂t
− div(g(|∇u|2)∇u) = 0 in (0, T )× Ω,
∇u · ν = 0 on (0, T )× ∂Ω,
u(0) = u0 in Ω,
(1.11)
where
g(s) =
α2
α2 + s
, ∀s ≥ 0. (1.12)
The Perona-Malik model (1.11), (1.12) was successful in many specific situa-
tions and it is at origin of a large variety of other models derived from (1.11)
(see, e.g., [11], [15], [16], [22], [28], [27] and the references given in these
works). It should be said, however, that a severe limitation of the model is
that problem (1.11) is, in general, ill posed. Indeed, by a simple computation
it follows that the mapping r → g(|r|2)r is monotonically decreasing in Rd
for |r| > α which, as is well-known, implies that the forward Cauchy prob-
lem (1.11) is ill posed in this region. In order to avoid this inconvenience,
which has as principal effect the instability of the finite difference scheme
associated to (1.11), later on in literature, equation (1.11) was replaced by
the regularized version (see, e.g., [1], [28], [27])
∂u
∂t
− div(g(|∇(G ∗ u)|2)∇u) = 0, in (0, T )× Ω,
∇u · ν = 0 on (0, T )× ∂Ω, u(0) = u0, in Ω
(1.13)
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where G is the Gaussian kernel (1.3). A related version of (1.13) is the
parabolic system
∂u
∂t
− div(g(|∇v|2)∇u) = 0, in (0, T )× Ω,
∂v
∂t
−∆v = u in (0, T )× Ω,
∂u
∂ν
= 0,
∂v
∂ν
= 0 on (0, T )× ∂Ω,
u(0) = u0 v(0) = 0 in Ω.
(1.14)
One can prove that this modified model given by (1.13), (1.14) is well posed,
but we omit the details. We shall see, however, in Section 3 that the original
model (1.11) is locally well posed in a sense to be made precise. It should
be said, also, that the Peron–Malik model (1.11) as well as other restoring
models of the form (1.8), which are defined on Sobolev spaces W 1,p(Ω), 1 <
p <∞, are quite inefficient in edge detection and this fact has the following
simple mathematical explanation: a function u ∈ W 1,p(Ω) is continuous
along rectifiable curves in Ω and so it cannot detect edges which represent
discontinuities arising in image domain. For this reason, in [9] one chooses
in (1.8) j : Rd → R convex, continuous and such that
lim
|r|→∞
j(r)
|r| = lim|p|→∞
j∗(p)
|p| =∞, (1.15)
where j∗ is the conjugate of j. In this way, the minimization problem (1.8)
reduces to u ∈ W 1,1(Ω), which provides in a certain sense a smooth restoring
image with weaker continuity properties along rectifiable curves. From the
point of view of edge detection, the best choice for (1.8) (though hard to
treat from the computational point of view) is the total variation model (BV
model) introduced by L. Rudin et al. [26] and developed in [17],[18] and [23].
Namely,
Min
{
‖Du‖+ λ
∫
Ω
|u− u0|2dx
}
, (1.16)
where ‖Du‖ is a total variation of u ∈ BV (Ω).
The advantage of the BV model is that the functions with bounded varia-
tion might have discontinuity along rectifiable curves in Ω being, however,
well defined and even continuous on Ω in a generalized sense. This model
will be discussed in Section 2.
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Notation. Let Ω be an open subset of Rd. Denote by Lp(Ω), 1 ≤ p ≤ ∞,
the space of Lebesgue measurable functions on Ω such that
|u|p =
(∫
Ω
|u(x)|pdx
)1/p
<∞, 1 ≤ p <∞,
with usual modification for p =∞. By W 1,p(Ω), 1 ≤ p ≤ ∞, we denote the
Sobolev space
W 1,p(Ω) =
{
u ∈ Lp(Ω); ∂u
∂xi
∈ Lp(Ω), i = 1, ..., d
}
,
where ∂
∂xi
are taken in the sense of distributions on Ω. The Sobolev space
W 2,p(Ω) is similarly defined. We denote by W 1,p0 (Ω) the space {u ∈ W 1,p(Ω);
γ(u) = 0 on ∂Ω}, where γ(u) is the trace of u to ∂Ω – the boundary of Ω.
Everywhere in the following ∂Ω is assumed to be piecewise smooth in order
to have a W 2,2(Ω) regularity for solutions to the elliptic boundary value
problem. We set H1(Ω) = W 1,2(Ω), H10 (Ω) =W
1,2
0 (Ω).
Given a Banach space X with the norm ‖ · ‖X , we denote by C([0, T ];X)
the space of all continuousX-valued functions u : [0, T ]→ X . By Lp(0, T ;X),
1 ≤ p ≤ ∞, we denote the space of all Bochner measurable Lp-integrable
functions u : (0, T )→ X with the norm
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pXdt
)1/p
.
ByW 1,p([0, T ];X), we denote the space of all absolutely continuous functions
u : [0, T ] → X which are a.e. differentiable on (0, T ) and du
dt
∈ Lp(0, T ;X).
We refer to [7], [12] and [13] for other notations and basic results on PDE
relevant in the following.
2 Review on nonlinear semigroups
and evolution equations in Hilbert spaces
LetH be a real Hilbert space with the scalar product 〈·, ·〉 and norm |·|H . The
nonlinear multivalued operator A : D(A) ⊂ H → H is said to be monotone
if
〈y1 − y2, x1 − x2〉 ≥ 0, ∀yi ∈ Axi, i = 1, 2.
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The operator A is said to be maximal monotone if it is monotone and
R(I + A) = H . Here, R is the range and D(A) = {x ∈ H ; Ax 6= ∅}.
Given a convex and lower semicontinuous function ϕ : H → R = ]−∞,+∞],
denote by ∂ϕ : H → H the subdifferential of ϕ, that is,
∂ϕ(x) = {y ∈ H ; ϕ(x) ≤ ϕ(u) + 〈y, x− u〉 , ∀u ∈ H}.
The operator ∂ϕ is maximal monotone (see, e.g., [7], [13]).
Given u0 ∈ H and f ∈ L1(0, T ;H), 0 < T <∞, we consider the Cauchy
problem
du
dt
(t) + Au(t) ∋ f(t), t ∈ (0, T ),
u(0) = u0.
(2.1)
By strong solution to (2.1) we mean an absolutely continuous function
u : [0, T ]→ H such that
du
dt
(t) + w(t) = f(t), a.e. t ∈ (0, T ),
w(t) ∈ Au(t), a.e. t ∈ (0, T ),
u(0) = u0.
(2.2)
The main existence result for the Cauchy problem (2.1), which is valid in a
general reflexive Banach space H is the following (see [7], p. 127, and [13]).
Theorem 2.1 Let A be maximal monotone and f ∈ W 1,1([0, T ];H), u0 ∈
D(A). Then, the Cauchy problem (2.1) has a unique strong solution u =
u(t, u0, f) ∈ W 1,∞([0, T ;H).
Moreover, y is everywhere differentiable from the right on [0, T ] and
d+
dt
y(t) + (Ay(t)− f(t))0 = 0, ∀t ∈ [0, T ),
where (Ay(t)−f(t))0 is the minimal section of the set {z; z ∈ Ay(t)−f(t)}.
The mapping (u0, f) → u(·, u0, f) is Lipschitz from H × L1(0, T ;H) to
C([0, T ];H), that is,
|u(·, u0, f)− u(·, u¯0, f¯)|H ≤ |u0 − u¯0|H +
∫ T
0
|f(s)− f¯(s)|Hds, (2.3)
for all u0, u¯0 ∈ D(A), f, f¯ ∈ W 1,1([0, T ];H).
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By (2.4), we see that u = u(t, u0, f) can be extended by continuity to
all u0 ∈ D(A) and f ∈ L1(0, T ;H). This extension is called a generalized
solution to problem (2.1) and, in general, it is not a strong solution, that is,
a.e. differentiable on (0, T ).
In the special case f ≡ 0, (2.1) defines a semiflow (semigroup) S(t)u0 =
u(t), t ≥ 0, which is a semigroup of contractions on D(A), that is,
S(t)S(s)u0 = S(t+ s)u0, ∀t, s ≥ 0,
|S(t)u0 − S(t)u¯0|H ≤ |u0 − u¯0|H , ∀u0, u¯0 ∈ D(A),
lim
t→0
S(t)u0 = S(0)u0 = u0, ∀u0 ∈ D(A).
Moreover, S(t)u0 is given by the exponential formula
S(t)u0 = lim
n→∞
(
I +
t
n
A
)−n
u0, ∀t ≥ 0. (2.4)
This means that the solution u to (2.1) (with f ≡ 0) is given as the limit of
finite difference scheme
uh(t) = uh for t ∈ [ih, (i+ 1)h),
uhi + hAu
h
i ∈ uhi−1, i = 1, 2, ..., N =
[
T
h
]
,
uh0 = u0.
(2.5)
It turns out that, in the special case where A is a subgradient operator, that
is, A = ∂ϕ, where ϕ : H → R is a lower semicontinuous, convex function,
the nonlinear semigroup S(t) has a smoothing effect on initial data. Namely,
one has (see [7], p. 170, [13]).
Theorem 2.2 Let A = ∂ϕ and u0 ∈ D(A). Then, the generalized solution
u(t) = S(t)u0 to (2.1) is a strong solution and u ∈ W 1,∞([δ, T );H), for all
0 < δ < T , √
tAu ∈ L2(0, T ;H), tϕ(u(t)) ∈ C([0, T ]). (2.6)
In particular, it follows that
d+u
dt
(t) + (∂ϕ(u(t)))0 = 0, ∀t ∈ (0, T ),
u(0) = u0.
(2.7)
Theorem 2.2 extends to the nonhomogeneous equation (2.1) with f ∈ L2(0, T ;H).
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By (2.5), it follows that, for each u0 ∈ D(A),
S(t)u0 = u(t, u0) ∈ D(A), ∀t > 0,
and this means that the semigroup S(t), also denoted etA, has a smoothing
effect on initial data. Since, in applications to partial differential equations,
H is usually the space L2(Ω), while D(A) is a Sobolev space on Ω (very often
H2(Ω)), which incorporates certain boundary conditions, the significance of
”smoothing” effect becomes apparent.
In applications to image restoring, u0 is the degraded image, usually in
L2(Ω), while u = u(t, x), x ∈ Ω, is the recovered image.
The fact that x → u(t, x) is smooth, though u(0) = u0(x) is not, is of
crucial importance in restoring (denoising) processes. It should be empha-
sized, however, that, from all maximal monotone nonlinear operators A on
H , only subgradients mappings have this smoothing property.
We note also that this image restoring process is related and, in a certain
sense, equivalent with the variational method
Min{ϕ(u) + λ|u− u0|2H}. (2.8)
Equivalently,
∂ϕ(u) + 2λ(u− u0) = 0. (2.9)
Indeed, as seen above, the solution u = u(t) is given by u(t) = lim
h→0
uh(t),
where uh is the solution to the difference scheme (2.5), that is,
uhi + hAu
h
i ∋ uhi−1, i = 1, ...
Equivalently,
uhi = argMin
{
ϕ(v) +
1
2h
|v − uhi−1|2H
}
, i = 1, ... (2.10)
It should be said that both approaches, (2.1) and (2.8), have a smoothing
effect on the initial image u0. However, we see by (2.10) that the evolution
process has a cumulative smoothing effect via the iterative process uhi . In
the linear case, for instance if A is a linear elliptic operator, we see that
u(t) ∈
⋂
k≥1
D(Ak) = C∞(Ω), which, as seen earlier, precludes the identifi-
cation of edges. For nonlinear operators, in general, this does not happen,
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the maximal regularity of u(t) being that given by u(t) ∈ D(A). This fact
explains the advantage of nonlinear filters of the form (2.7), which keep a
certain equilibrium between the image smoothing and the edge detection.
For the denoising procedure, it suffices to consider equation (2.7) or its
discrete version (2.10) on an arbitrary small interval [0, T ]. As a matter of
fact, considering equation (2.7) on a large interval [0, T ] might alter the result
because, for t → ∞, the solution u = u(t) to (2.7) is weakly convergent to
an equilibrium solution u∞ to (2.7), that is, ∂ϕ(u0) ∋ 0. (See [7], p. 172.)
Hence, the best results are obtained for T small.
However, by virtue of the same asymptotic result, we can recover the
blurred image u0 from the evolution equation
du
dt
(t) + Au(t) + 2λ(u(t)− u0) ∋ 0, ∀t ≥ 0,
u(0) = u0,
(2.11)
where A = ∂ϕ, u0 ∈ D(A). Indeed, as mentioned above, for t → ∞, the
solution u(t) to (2.11) is weakly convergent in H to a solution u∞ to the
stationary equation
Au∞ + 2λ(u∞ − u0) ∋ 0,
which is just a minimum point for problem (2.8). The dynamic model (2.11)
is equivalent with the classical steepest descent algorithm for the minimiza-
tion problem (2.8). Namely,
ui+1 + h(A(ui+1) + 2λ(ui+1 − u0)) = ui.
3 Restoring the image via nonlinear parabolic
equations in divergent form
We consider here the restoring model given by the parabolic boundary value
problem
∂u
∂t
− div(β(∇u)) = 0 in (0, T )× Ω,
β(∇u) · ν = 0 on (0, T )× ∂Ω,
u(0, x) = u0(x), x ∈ Ω.
(3.1)
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Here, β = ∇j, where j : Rd → R, d = 2, 3, is a convex and differentiable
function satisfying the growth conditions
ω1|r|p + C1 ≤ j(r) ≤ ω2|r|p + C2, ∀r ∈ Rd, (3.2)
for some ωi > 0, Ci ∈ R, i = 1, 2. Here, 1 < p <∞.
It is easily seen that β : Rd → Rd is monotone, continuous and
|β(r)| ≤ C3(|r|p−1 + 1), ∀r ∈ R,
β(r) · r ≥ ω1|r|p + C4, ∀r ∈ R,
where C3, C4 ∈ R.
Consider in the space H = L2(Ω) the nonlinear operator
Au = −div(β(∇u)), ∀u ∈ D(A) ⊂ H,
D(A) = {u ∈ W 1,p(Ω); div β(∇u) ∈ L2(Ω), β(∇u) · ν = 0 on ∂Ω}. (3.3)
(Here, β · (∇u) · ν = 0 on ∂Ω should be understood in the following weak
sense ∫
Ω
β(∇u) · ∇ψ dx = −
∫
Ω
div β(∇u)ψ dx, ∀ψ ∈ C1(Ω).)
We have
Theorem 3.1 The operator A is maximal monotone in L2(Ω). More pre-
cisely, A = ∂ϕ, where ϕ : L2Ω) =⇒ R,
ϕ(u) =

∫
Ω
j(∇u)dx if u ∈ W 1,p(Ω), j(∇u) ∈ L1(Ω),
+∞ otherwise.
(3.4)
Proof. It is easily seen that ϕ : L2(Ω)→ R is convex and lower-semicontinuous.
Moreover, if η ∈ Au, we have∫
Ω
Au(u− v)dx =
∫
Ω
β(∇u) · (∇u−∇v)dx
≥
∫
Ω
(j(∇u)− j(∇v))dx, ∀v ∈ L2(Ω),
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which implies that A ⊂ ∂ϕ. In order to prove that A = ∂ϕ, it suffices to
show that A is maximal monotone, that is, R(I + A) = L2(Ω). To this end,
we consider, for f ∈ L2(Ω), the elliptic equation
u− div β(∇u) = f in Ω,
β(∇u) · ν = 0 on ∂Ω. (3.5)
(Here and everywhere in the following, div and ∇ are taken in the sense of
distributions on Ω).
We associate with (3.5) the minimization problem
Min
{
Φ(u) =
∫
Ω
j(∇u)dx+ 1
2
∫
Ω
(u− f)2dx; u ∈ W 1,p(Ω)
}
. (3.6)
The function Φ is convex, lower semicontinuous in L2(Ω) and by (3.2) we
see that the level sets {u; Φ(u) ≤ λ} are bounded in W 1,p(Ω) ∩ L2(Ω) and,
therefore, weakly compact. This implies that Φ attains its infimum at u∗ ∈
W 1,p(Ω) ∩ L2(Ω). We have, therefore,
Φ(u∗) ≤ Φ(u∗ + λv), ∀v ∈ C1(Ω)
and this yields∫
Ω
β(∇u∗) · ∇v dx+
∫
Ω
(u∗ − f)v dx = 0, ∀v ∈ C1(Ω).
Hence, u∗ is the solutions to (3.5), as desired.
Then, by Theorem 2.2, we obtain
Theorem 3.2 For each u0 ∈ L2(Ω), the equation
∂u
∂t
− div β(∇u) = f in (0, T )× Ω,
β(∇u) · ν = 0 on (0, T )× ∂Ω,
u(0) = u0, in Ω,
(3.7)
has a unique solution u ∈ C([0, T ];L2(Ω)) such that
√
t
∂u
∂t
,
√
t div β(∇u) ∈ L∞(0, T ;L2(Ω)), (3.8)
t
∫
Ω
|∇u(t, x)|pdx ≤ C, ∀t ∈ [0, T ]. (3.9)
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By (3.8), (3.9), it follows the smoothing effect on the original image u0.
Theorem 3.2 remains true in the anisotropic case β = β(x, ·), where
β(x, r) = ∇j(x, r) and j : Ω × R → R satisfies conditions (3.2) uniformly
with respect to x ∈ Ω.
The case p = 1 was excluded here. However, if j satisfies conditions
(1.15), one obtains a similar result with u(t, ·) ∈ W 1,1(Ω) (see [7], p. 81, [9]).
As mentioned earlier from point of view of edges detection smaller p are more
convenient in problem (3.6) or (3.7).
4 The total variation flow approach to image
restoring
The literature on the total variation flow method in image processing contains
a very large number of paper following to the pioneering work of L. Rudin,
S. Osher and E. Fatemi [26]. Among the most important contributions in
this field, the works [17], [18], [23] must be cited in first lines.
Formally, the evolution equation defining the total variation flow is given by
∂u
∂t
− div
( ∇u
|∇u|
)
= 0 in (0, T )× Ω,
∇u · ν = 0 on (0, T )× ∂Ω,
u(0) = u0 in Ω,
(4.1)
or its stationary counterpart
Min
{∫
Ω
|∇u(x)|dx+ λ
∫
Ω
|u(x)− u0(x)|2dx; u ∈ W 1,1(Ω)
}
. (4.2)
However, the parabolic boundary value problem (4.1) as well as the
minimization problem (4.2) are ill posed because the nonlinear operator
u→ div
(
∇u
|∇u|
)
with Neumann boundary condition (or with Dirichlet boun-
dary conditions as well) is not maximal monotone in L2(Ω), while the energy
functional Φ0 : L
2(Ω)→ R,
Φ0(u) =
∫
Ω
|∇u|dx+ λ
∫
Ω
|u(x)− u0(x)|2dx, ∀u ∈ W 1,1(Ω),
is not lower semicontinuous. Hence, Φ0 does not attains its infimum on
W 1,1(Ω), but in a larger space, namely BV (Ω).
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Let us now briefly review the definitions and basic properties of functions
of bounded variation on Ω. (For a general presentation of this space, we refer
to [2], [6].)
A function u ∈ L1(Ω) is called a function of bounded variations if
‖Du‖ = sup
{∫
Ω
u divψ dx; ψ ∈ C∞0 (Ω;Rd), |ψ|∞ ≤ 1
}
< +∞. (4.3)
Equivalently, ∂u
∂xi
∈ M(Ω), i = 1, ..., d, where M(Ω) is the space of Radon
measures on Ω. The space of functions of bounded variations on Ω is denoted
by BV (Ω) and it is a Banach space with the norm
‖u‖BV (Ω) = |u|1 + ‖Du‖.
‖Du‖ is called the total variation of u ∈ BV (Ω) and is also denoted by
‖Du‖ =
∫
Ω
|Du|,
where Du = ∇u is the gradient of u in sense of distributions.
For u ∈ W 1,1(Ω), we have ‖Du‖ = ∫
Ω
|∇u|dx.
It turns out that u→ ‖Du‖ is lower semicontinuous in L1(Ω), that is,
lim inf
un
L1(Ω)
−→ u
‖Dun‖ ≥ ‖Du‖. (4.4)
Moreover, BV (Ω) ⊂ Lp(Ω) for 1 ≤ p ≤ d
d−1
and, if 1 ≤ p < d
d−1
, the above
embedding is compact.
If ∂Ω is smooth (Lipschitz, for instance), there is a linear continuous
operator γ0 : BV (Ω)→ L1(∂Ω;Hd−1) such that∫
Ω
u divψ dx = −
∫
Ω
ψ ·Du+
∫
∂Ω
(ψ · ν)γ0(u)dHd−1, ∀ψ ∈ C1(Ω;Rd).
(Here, Hd−1 is the Hausdorff measure of dimension d−1.) The function γ0(u)
is called the trace of u to ∂Ω.
Consider the function ϕ : L2(Ω)→ Rd defined by
ϕ(u) =

∫
Ω
|Du| if u ∈ BV (Ω) ∩ L2(Ω),
+∞ otherwise.
(4.5)
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As easily seen, ϕ is convex and, by (4.4), it is lower semicontinuous on L2(Ω).
It turns out (see, e.g, [6], p. 437) that the function ϕ is the closure ϕ0 in L
1(Ω)
of the functionϕ0 : L
1(Ω)→ R,
ϕ0(u) =

∫
Ω
|∇u|dx if u ∈ W 1,1(Ω),
+∞ otherwise,
(4.6)
that is, if un → u in L1(Ω), then
ϕ(u) ≤ lim inf
n→∞
ϕ0(u)
and there is {un} ⊂ L1(Ω) convergent to u in L1(Ω), such that
lim sup
n→∞
ϕ0(un) ≤ ϕ(u).
This fact shows that ϕ is the natural lower semicontinuous extension of the
energy function ϕ0 to BV (Ω). Moreover, since ϕ is convex and lower semi-
continuous on L2(Ω), the minimization problem
Min
{∫
Ω
|Du|+ λ
∫
Ω
|u− u0|2dx; u ∈ L2(Ω)
}
(4.7)
has, for each u0 ∈ L2(Ω) and λ > 0, a unique solution u∗ ∈ BV (Ω) ∩ L2(Ω).
Moreover, u∗ is the solution to the equation
∂ϕ(u∗) + 2λ(u∗ − u0) ∋ 0, (4.8)
where ∂ϕ : L2(Ω)→ L2(Ω) is the subdifferential of ϕ, that is,
∂ϕ(u∗) = {η ∈ L2(Ω); ϕ(u∗) ≤ ϕ(v) + 〈η, u∗ − v〉 ,
∀v ∈ BV (Ω) ∩ L2(Ω)}. (4.9)
We note that, if u ∈ W 1,1(Ω) and div
(
∇u
|∇u|
)
∈ L1(Ω), ∇u · ν = 0 on ∂Ω,
then u ∈ D(∂ϕ) and ∂ϕ(u) = −div
(
∇u
|∇u|
)
.
In general, the structure of ∂ϕ is more complex. One has, however, the
following description of the subdifferential ∂ϕ (see [3], [4], [5]): η ∈ ∂ϕ(u) if
15
and only if u ∈ L2(Ω) ∩ BV (Ω), and there is z ∈ L∞(Ω;Rd), div z ∈ L2(Ω),
such that η = −div z and∫
Ω
uη dx =
∫
Ω
|Du|,
∫
∂Ω
(z · ν)γ0(u)dHd−1 = 0. (4.10)
Consider now the evolution associated to ∂ϕ,
d
dt
u(t) + ∂ϕ(u(t)) ∋ 0, ∀t ∈ [0, T ],
u(0) = u0.
(4.11)
By virtue of the above discussion, the Cauchy problem (4.11) is the ”mini-
mal” extension to problem (4.1) to the space BV (Ω), where it is well posed.
It should be said that in (4.11), likewise in the stationary problem (4.8), the
Neumann boundary condition ∇u · ν = 0 are implicitly incorporated in the
condition u(t) ∈ D(∂ϕ) through definition (4.5) of ϕ, the description (4.10)
of ∂ϕ, and by the fact that ϕ = ϕ0.
By Theorem 2.1 and Theorem 2.2, we have
Theorem 4.1 For each u0 ∈ L2(Ω) = D(∂ϕ) there is a unique function
u ∈ C([0, T ];L2(Ω)) ∩W 1,∞([δ, T ];H), ∀δ ∈ (0, T ) such that
d+
dt
u(t) + (∂ϕ(u(t)))0 = 0, ∀t ∈ (0, T ),
u(0) = u0,
(4.12)
where ∂ϕ(u))0 is the minimal section of ∂ϕ(u). If u0 ∈ D(∂ϕ), then u ∈
W 1,∞([0, T ];H).
The function u(t) = et∂ϕu0 is the total variation flow on Ω and by (4.12)
it follows the smoothing effect of et∂ψ on initial data, that is, u(t) ∈ BV (Ω)
for all t ≥ 0.
We may rewrite (4.12) in terms of (4.10), but an explicit form of equation
(4.12) is, however, hard to find.
As seen earlier, the solution u to (4.12) can be obtained by the finite
difference implicit scheme
u(t) = lim
h→0
uh(t) uniformly on [0, T ],
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where
uh(t) = u
i
h for t ∈ [ih, (i+ 1)h), Nh = T,
ui+1h + h∂ϕ(u
i+1
h ) ∋ uih, i = 0, 1, ..., N.
(4.13)
However, solving directly (4.13) is really difficult because of the complicate
structure of ∂ϕ. So, it is convenient to replace ϕ (or ∂ϕ) by more regular
functions. One such approximation of ϕ is described below. Namely, ϕε :
L2(Ω)→ R is defined by
ϕε(u) =

∫
Ω
(
jε(|∇u|) + ε
2
|∇u|2
)
dx for u ∈ H1(Ω),
+∞ for u ∈ L2(Ω) \H1(Ω).
(4.14)
Here, jε : [0,∞)→ [0,∞) is defined by
jε(u) =

1
2ε
r2 for 0 ≤ r ≤ ε,
r − ε
2
for r > ε.
Then the subdifferential ∂ϕε is given by
∂ϕε(u) = −div(ψε(∇u))− ε∆u, ∀u ∈ D(∂ϕε),
D(∂ϕε) = {u ∈ H2(Ω); (ψε(∇u) + ε∇u) · ν = 0 on ∂Ω},
(4.15)
where ψε : R
d → Rd is given by
ψε(u) =

1
ε
v for |v| ≤ ε,
v
|v| for |v| > ε.
(4.16)
It is easily seen that ∂ϕε (respectively, ϕε) is an approximation of ∂ϕ (res-
pectively, ϕ in sense of graph convergence.
In fact, we have
Proposition 4.2 For each h > 0 and f ∈ L2(Ω), we have
lim
λ→0
(I + h∂ϕε)
−1f = (I + h∂ϕ)−1f (4.17)
in the strong topology of L2(Ω).
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Proof. We set uε = (I + h∂ϕε)
−1f . We have, by (4.15),
uε − hε∆uε − h divψε(∇uε) = f in Ω,
uε · ν = 0 on ∂Ω.
(4.18)
By (4.16), (4.18), we get the following estimates (for fixed h > 0)∫
Ω
(
ε|∇uε|2 + 1
2
u2ε + jε(|∇uε|)
)
dx ≤ 1
2
∫
Ω
f 2dx (4.19)
|ψε(∇uε)|∞ ≤ 1, ∀ε > 0 (4.20)∫
Ω
|∇uε|dx ≤ C, ∀ε > 0. (4.21)
We also have
−
∫
Ω
∆uε divψε(∇uε)dx ≥ 0, ∀ε > 0, (4.22)
and this yields
ε
∫
Ω
|∆uε|2dx ≤ C, ∀ε > 0. (4.23)
We note that (4.22) is a direct consequence of the inequality∫
Ω
|∇(I − ε∆)−1u|dx ≤
∫
Ω
|∇u|dx,
for all u ∈ H2(Ω); ∂u
∂n
= 0 on ∂Ω. The last inequality essentially due to
H. Brezis is established in [10] (see Proposition 8.1) for u ∈ H2(Ω) ∩H10 (Ω)
but it remains true in the present case too.
Moreover, taking into account that
(ψε(∇uε)− ψµ(∇uµ))(∇uε −∇uµ) ≥ ε|ψε(∇uε)|2 + µ|ψµ(∇uµ)|2
we see by (4.18)–(4.21) that {uε} is a Cauchy sequence in L2(Ω). Hence, for
ε→ 0,
uε −→ u strongly in L2(Ω),
ψε(∇uε) −→ η weak-star in L∞(Ω),
divψε(∇uε) −→ div η weakly in L2(Ω).
We have, therefore,
u− h div η = f in Ω. (4.24)
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Moreover, by the inequality∫
Ω
(jε(∇uε)− jε(∇v))dx ≤
∫
Ω
ψε(∇uε)(∇uε −∇v)dx
= −
∫
Ω
divψε(∇uλ)(uε − v)dx, ∀v ∈ H1(Ω),
we obtain that
−
∫
Ω
div η(u− v)dx ≥ ϕ(u)− ϕ(v), ∀v ∈ BV (Ω), (4.25)
because, by (4.21), it follows that (see Proposition 10.1.1 in [6])∫
Ω
|Du| ≤ lim inf
ε→0
∫
Ω
|∇uε|dx
and
|jε(∇u)− |∇u| | ≤ 1
2
ε a.e. in Ω.
By (4.23), (4.25), we see that u = (I + h∂ϕ)−1f , as claimed.
Corollary 4.3 Let u0 ∈ L2(Ω) and uε ∈ C([0, T ];L2(Ω))∩W 1,∞([δ, T ];H)∩
L2(δ, T ;H2(Ω)), ∀δ ∈ (0, T ), be the solution to the Cauchy problem
(ψε(∇uε) + ε∇uε) · ν = 0 on (0, T )× ∂Ω,
uε(0) = u0 in Ω,
∂uε
∂t
− div(ψε(∇uε))− ε∆uε = 0 in (0, T )× Ω.
(4.26)
Then, for ε→ 0, uε(t) → u(t) in L2(Ω) is uniformly on [0, T ]. Moreover, if
u0 ∈ H1(Ω), then u ∈ L∞(0, T ;H1(Ω)), dudt ∈ L∞(0, T ; (H1(Ω))′).
Proof. By the Trotter-Kato theorem for nonlinear semigroups of contrac-
tions (see, e.g., [7], p. 168), it follows by Proposition 4.2 that
lim
ε→0
et∂ϕεu0 = e
t∂ϕu0 uniformly on [0, T ] in L
2(Ω), (4.27)
and this completes the proof of the first part. Assume now that u0 ∈ H1(Ω).
Then, by (4.18) and (4.22), it follows that
‖∇uε‖L2(Ω) ≤ ‖∇f‖L2(Ω), ∀f ∈ H1(Ω),
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and, therefore, by (4.27) we see that
‖u(t)‖H1(Ω) ≤ ‖u0‖H1(Ω), ∀t ∈ [0, T ],
as claimed.
The constant λ > 0 arising in the minimization problem (4.7) is a ”scale”
parameter which in the corresponding dynamic model (4.13) plays the role of
a time discrete variable 1
h
. As regards the L2-square norm
∫
Ω
|u−u0|2dx, it is
a so called ”fidelity” term, which has the origin in the least square approach
of inverse ill posed problems. Several authors proposed to replace this term
by the L1-norm of u−u0 and so the energy functional (4.2) (or, more exactly,
(4.4)) reduces to
Min
{∫
Ω
|Du|+ λ
∫
Ω
|u− u0|dx
}
. (4.28)
The Euler–Lagrange optimality equations in this case are of the form
∂ϕ(u) + λ sgn(u− u0) ∋ 0, (4.29)
where sgn v = v
|v|
for v 6= 0, sgn 0 = [−1, 1].
As regards the existence in (4.29), we have
Theorem 4.4 Let 1 ≤ d ≤ 2. Then, for each u0 ∈ L1(Ω), equation (4.29)
has at least one solution u ∈ BV (Ω).
Proof. The operators ∂ϕ and B(u) = λ sgn(u− u0) are maximal monotone
in L2(Ω) and, since D(B) = L2(Ω), so is B+∂ϕ (see, e.g., [7], p. 43). Hence,
for each ε > 0, the equation
εuε + ∂ϕ(uε) + λ sgn(uε − u0) ∋ 0
has a unique solution uε ∈ D(∂ϕ). We have the estimates
ε|uε|22 +
∫
Ω
|Duε| ≤ C, ∀ε > 0,
and the embedding BV (Ω) ⊂ L2(Ω). It follows, therefore, that on a subse-
quence, again denoted ε, we have
εuε → 0 strongly in L2(Ω)
uε → u weakly in L2(Ω).
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Since ∂ϕ +B is maximal monotone in L2(Ω)× L2(Ω), we infer that
∂ϕ(u) + λ sgn(u− u0) ∋ 0,
as claimed.
A solution u∞ to (4.29) can be obtained by letting t→∞ in the evolution
equation
du(t)
dt
+ ∂ϕ(u(t)) + λ sgn(u(t)− u0) ∋ 0, t ≥ 0,
u(0) = 0.
Equivalently,
du
dt
+ ∂Φ(u) ∋ 0, t ≥ 0,
u(0) = 0,
(4.30)
where Φ(u) = ϕ(u) + λ|u− u0|1.
We know that (see [7], p. 172), for t→∞,
u(t)→ u∞ weakly in L2(Ω), (4.31)
where u∞ is a solution to (4.29). On the other hand, as easily seen by (4.30),
we have
Φ(u(t)) +
∫ t
0
∣∣∣∣duds (s)
∣∣∣∣2
2
ds ≤ Φ(0).
This means that, if d = 1, then the orbit {u(t); t ≥ 0} is compact in L2(Ω)
and so (4.31) implies
lim
t→∞
u(t) = u∞ strongly in L
2(Ω). (4.32)
In particular, this implies that the steepest descent scheme
ui+1 = ui − h∂Φ(ui+1), i = 0, 1, ...,
is strongly convergent to a solution u∞ to (4.29).
To summarize, one can say that, due to the nonlinear semigroup theory,
one has a rigorous mathematical theory for the total variation model in image
processing and, from this perspective, the contributions given in the works
[3], [4], [5] should be also emphasized.
Remark 4.5 As seen in Corollary 4.3, if u0 ∈ H10 (Ω) (and this extends to
u0 ∈ H1(Ω)), then u(t) ∈ H10 (Ω) a.e., t > 0. However, for denoising purposes
condition u0 ∈ H10 (Ω) is not realistic because the blurred image u0 is less
regular.
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5 The Perona-Malik model revisited
We come back to the Perona–Malik equation (1.11)–(1.12). As noticed
earlier, this equation is ill posed and in literature there are several attempts
to circumvent this inconvenience. Typically in most situations one regula-
rizes the diffusivity u → g(|∇u|2) as in (1.13), for instance. This procedure
transforms (1.11) in a well posed problem, but affects the filtering property
and, in special, the edge identification, because the regularized equation is
well posed in a high order Sobolev space (in H2(Ω). for instance).
For simplicity, we consider here problem (1.11) with Dirichlet boundary
conditions, that is,
∂u
∂t
− div g((|∇u|2)∇u) = 0 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0) = u0 in Ω,
(5.1)
where g is given by (1.12).
We have
Theorem 5.1 Assume that Ω is a bounded convex set with smooth boundary.
Let u0 ∈ W 1,∞(Ω). Then, for α > ‖u0‖W 1,∞(Ω), there is a unique solution u
to (5.1) satisfying
u ∈ C([0, T ];L2(Ω)) ∩ L∞(0, T ;H10(Ω)), (5.2)
∂u
∂t
, div(g(|∇u|2)∇u) ∈ L∞(δ, T ;L2(Ω)), ∀δ ∈ (0, T ), (5.3)
|∇xu(t, x)| ≤ α, a.e. (t, x) ∈ (0, T )× Ω, (5.4)
∂+
∂t
u(t, x)− div(g(|∇u(t, x)|2)∇u(t, x)) = 0, ∀t ∈ (0, T ), x ∈ Ω. (5.5)
Taking into account that u0 is the blurred image, the condition u0 ∈
W 1,∞(Ω) is, apparently, too restrictive. However, the above result shows that
the Perona-Malik model is well posed in the class of ”moderately” degraded
original images u0. On the other hand, the smoothing effect of the model
is underlined by property (5.2), which implies that u(t, ·) ∈ H1(Ω) for all
t ∈ (0, T ). However, the diffusion term in (5.3) is attenuated of order |∇u(t)|2,
which emphasizes the edges detection performance of the model.
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Proof of Theorem 5.1. We set
gα(s) =

g(s) =
α2
s+ α2
for 0 ≤ s ≤ α,
α
α + 1
for s > α,
and consider the operator Aεα : D(A
ε
α) ⊂ L2(Ω)→ L2(Ω), ε > 0, defined by
Aεαu = −div(gα(|∇u|2)∇u)− ε∆u, u ∈ D(Aεα), (5.6)
where D(Aεα) = H
1
0 (Ω) ∩H2(Ω). We have
Lemma 5.2 For each ε > 0, the operator Aεα is maximal monotone
(m-accretive) in L2(Ω)× L2(Ω).
Proof. Consider the operator A˜εα : H
1
0 (Ω)→ H−1(Ω) defined by
H−1(Ω)
〈
A˜εαu, v
〉
H10 (Ω)
=
∫
Ω
gα(|∇u|2)∇u·∇v dx+ε
∫
Ω
∇u·∇v dx, ∀v ∈ H10 (Ω).
It is easily seen the the mapping r → gα(|r|2)r is monotone and continuous in
R
d. This implies that the operator A˜εα is monotone, demicontinuous (that is,
strongly-weakly continuous) and coercive. Then, according to a well known
result of Minty and Browder (see, e.g., [7], p 80), it is maximal monotone
and surjective. Hence, its restriction Aεα to L
2(Ω) is maximal monotone, that
is, R(I + Aεα) = L
2(Ω). This means that, for each u0 ∈ L2(Ω), the Cauchy
problem
du
dt
+ Aεαu = 0, t ∈ (0, T ),
u(0) = u0,
(5.7)
has a generalized solution uε ∈ C([0, T ];L2(Ω)) (see Theorem 2.1).
Moreover, since, as easily seen, Aεα = ∇ϕεα, where
ϕεα(u) =
∫
Ω
(jα(|∇u|) + ε|∇u|2)dx,
jα(s) =

α2
2
log(s2 + α2) for 0 ≤ s ≤ α,
s2
4
+ C(α) for s > α,
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where C(α) = α
2
4
(logα + 2 log 2 − 1), it follows that uε is a strong solution
of (5.7) on (0, T ) (see Theorem 2.2) and
duε
dt
∈ L∞(δ, T ;L2(Ω)), uε ∈ L∞(δ, T ;H10 (Ω) ∩H2(Ω)), ∀δ ∈ (0, T ). (5.8)
Consider, now, the set closed convex K ⊂ L2(Ω)
K = {u ∈ W 1,∞(Ω) ∩H10 (Ω); |∇u|∞ ≤ α}.
We have
Lemma 5.3 If u0 ∈ K, then uε(t) ∈ K, ∀t ∈ [0, T ].
Proof. According to a well known invariance theorem for the semigroups of
nonlinear contractions (see H. Brezis [13]), it suffices to show that, for each
λ > 0, the resolvent (I + λAεα)
−1 leaves invariant the set K. In other words,
for each f ∈ K, the solution v ∈ H10 (Ω) to the equation
v − λ div(gα(|∇v|2)∇v)− λε∆v = f in Ω,
belongs to K. Since Ω is convex, this follows by Theorem III.1 in [14] and
so Lemma 5.3 follows.
Proof of Theorem 5.1 (continued). We come back to equation(5.7) and
show that, if u0 ∈ K, then, for ε → 0, uε is convergent to a solution u to
(5.1). Since gα = g on K, we have
∂uε
∂t
− div(g(|∇uε|2)∇uε)− ε∆uε = 0 in (0, T )× Ω,
uε(0) = u0 in Ω, uε = 0 on (0, T )× ∂Ω.
(5.9)
We note that, taking into account that gα(|∇u|2)∇u = ∂jα(|∇u|), we have
by Lemma 5.1 in [10] that∫
Ω
div(gα(|∇v|2)∇v)∆v dx ≥ 0, ∀v ∈ H10 (Ω) ∩H2(Ω).
Then, by multiplying (5.9) with uε,∆uε and
∂uε
∂t
, we get the apriori estimates∫ T
0
∫
Ω
∣∣∣∣∂uε∂t
∣∣∣∣2 dt dx+ ϕεα(uε(t)) ≤ ϕεα(u0) ≤ C, (5.10)
1
2
|uε(t)|2 + ε
∫ T
0
|∆uε(t)|22dt ≤
1
2
|u0|22, (5.11)
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and, by Lemma 5.3,
|∇uε(t)|∞ ≤ α, a.e. t ∈ (0, T ). (5.12)
In particular, this implies that {uε} is compact in C([0, T ];L2(Ω)) and, there-
fore, there is u ∈ C([0, T ];L2(Ω)) ∩W 1,2([0, T ];L2(Ω)) such that, for ε→ 0,
uε −→ u strongly in C([0, T ];L2(Ω))
weakly in L2(0, T ;H10(Ω)),
∇uε −→ ∇u weak-star in L∞((0, T )× Ω),
ε∆uε −→ 0 strongly in L2(0, T ;L2(Ω)),
div g(|∇uε|2)∇uε) −→ η weakly in L2(0, T ;L2(Ω)),
where
∂u
∂t
− η = 0 a.e. t ∈ (0, T ), x ∈ Ω,
u(0) = u0 in Ω,
|∇u(t, x)| ≤ α, a.e. (t, x) ∈ (0, T )× Ω.
(5.13)
To complete the proof, it suffices to show that
η = div(g(|∇u|2)∇u) in D′((0, T )× Ω). (5.14)
(D′((0, T )× Ω) is the space of distributions on (0, T )× Ω.)
To this end, we recall that Aεα = ∇ϕεα and this implies that, for all
v ∈ L2(0, T ;H−10 (Ω)),∫ T
0
∫
Ω
div(g(|∇uε|2)∇uε)(uε − v)dx dt ≥
∫ T
0
∫
Ω
(jα(|∇uε|)− jα(|∇v|))dx dt.
Letting ε→ 0, we obtain, for all v ∈ L2(0, T ;H10(Ω)),∫ T
0
∫
Ω
η(u− v)dx dt ≥
∫ T
0
∫
Ω
(jα(|∇u|)− jα(|∇v|))dx dt, (5.15)
because the function u → ∫ T
0
∫
Ω
jα(|∇u|)dx dt is convex, lower semiconti-
nuous and, therefore, weakly lower semicontinuous in the space L2(0, T ;H10(Ω)).
By (5.15), it follows that η ∈ ∂ϕα(u), where ϕα : L2(Ω)→ R is defined by
ϕα(u) =
∫
Ω
jα(|∇u|)dx, u ∈ H10 (Ω),
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and so (5.14) follows. This completes the proof of the existence.
The uniqueness follows by the L2(Ω) monotonicity of the operator
u
A−→ −div(g(|∇u|2)∇u)
on the set {u ∈ H10 (Ω); |∇u|∞ ≤ α}. Theorem 5.1 amounts to saying that the
operator u
A−→ −div(g(|∇u|2)∇u) with appropriate homogenous boundary
conditions (Dirichlet or Neumann) generates a semiflow t → u(t, u0) on the
set K, which can be computed via the finite difference scheme
ui+1 − h div(g(|∇ui+1|2)∇ui+1) = ui in Ω, i = 0, 1, ...,
ui+1 = 0 on ∂Ω,
(5.16)
or, equivalently, by the exponential formula
u(t, u0) = lim
t→∞
(
I +
t
n
A
)−n
u0 uniformly on [0, T ]. (5.17)
In order to extend the algorithm (5.16) to all u0 ∈ L2(Ω), that is, to
general blurred images u0, we consider the projection PK : L
2(Ω) → K and
replace (5.16) by
ui+1 − h div g(|∇ui+1|2∇ui+1) = ui in Ω, i = 1, ...,
u1 = PKu0, ui+1 = 0 on ∂Ω.
(5.18)
The projection v = PKf , for f ∈ L2(Ω), is given by
v − div β(∇v) ∋ f in Ω,
v = 0 on ∂Ω,
(5.19)
where β : Rd → 2Rd is the normal cone to the ball {r ∈ Rd; |r| ≤ α}, that is,
β(r) =
{
λ r
|r|
, for |r| = α,
0 for |r| < α,
where λ > 0.
The equation (5.19), which is well posed in H10 (Ω) and is equivalent with
Min
{∫
Ω
(v − f)2dx; |∇v(x)| ≤ α, a.e. x ∈ Ω
}
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can be approximated by the generalized problem
vε − div βε(∇vε) = f in Ω, vε = 0 on ∂Ω,
where
βε(v) =
1
ε
v
|v| (|v| − α)
+, ∀v ∈ Rd.
Then, (5.18) leads to the following denoising algorithm
uεi+1 − h div(g(|∇uεi+1|2)∇uεi+1) = uεi in Ω, i = 1, 2, ...
uεi+1 = 0 on ∂Ω,
(5.20)
uε1 − div βε(∇uε1) = u0 in Ω, uε1 = 0 on ∂Ω. (5.21)
6 A denoising model based on the porous
media equation
The method we discuss here and developed in [8] starts from a variational
problem considered in the Sobolev distribution space H−1(Ω) for which the
corresponding Euler–Lagrange equation is a nonlinear elliptic diffusion equa-
tion related to porous media equations. An important feature of this ap-
proach is that the observation f can be taken as a distribution with support
in a finite number of points {(x1)ℓ, (x2)h)}ℓ,h ⊂ R2. This means that it
can be applied to the inpainting problem for a subdomain Ω˜ of Ω with zero
Lebesgue measure and, in particular, to the case where Ω˜ =
⋃N
j=1 Γj, where
Γj are smooth curves.
Denote by H−1(Ω) the dual space of H10 (Ω), that is, the space of all
distributions u ∈ D′(Ω) of the form
u =
d∑
j=1
∂wj
∂xj
in D′(Ω), wj ∈ L2(Ω).
The norm of H−1(Ω) is denoted by ‖ · ‖−1 and we have
‖u‖2−1 =
∫
Ω
(−∆)−1u(x)u(x)dx, ∀u ∈ H−1(Ω),
where (−∆)−1u = w is the solution to the Dirichlet problem
−∆w = u in Ω; w = 0 on ∂Ω.
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The scalar product in H−1(Ω) is given by
〈u, v〉−1 =
∫
Ω
(−∆)−1u(x)v(x)dx.
As in the previous situations, we identify an image with a real valued
function u defined on an open bounded domain Ω ⊂ R2. At each point
x ∈ Ω, u(x) is the gray level of image at x. Usually, u(x) are coded with
integer values in the interval [0, 255], where 0 represents the black level and
255 the white level.
The problem to be considered here is to restore the image u from the
observationfj of the blurred image Ω˜. Namely, f ∈ H−1(Ω) might be de-
fined by
f(ϕ) =
M∑
j=1
∫
Γj
fj(s)ϕ(s)ds, ∀ϕ ∈ H10 (Ω),
where fj ∈ L2(Γj).
The restored image u is found from the minimization problem
Min
{∫
Ω
j(u(x))dx+
1
2
‖u−f‖2−1; u ∈ L1(Ω), u−f ∈ H−1(Ω)
}
, (6.1)
where j : R→ R is a convex and lower semicontinuous function.
We denote by β : R→ 2R the subdifferential of j, that is,
β(r) = {ω ∈ R; w(r − s) ≥ j(r)− j(s), ∀s ∈ R}.
Formally, the Euler–Lagrange optimality conditions in (6.1) are given by
the elliptic boundary value problem
−∆β(u) + u = f in Ω, β(u) = 0 on ∂Ω, (6.2)
but the exact meaning of (6.2) is made precise below.
Theorem 6.1 Assume that f ∈ H−1(Ω) and that j is convex, lower semi-
continuous such that j(0) = 0 and
lim
|r|→∞
j(r)
|r| = +∞. (6.3)
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Then, the minimization problem (6.1) has a unique solution u∗ which satis-
fies equation (6.2) in the following sense. There is η∗ ∈ H10 (Ω) such that
η∗(x) ∈ β(u∗(x)), a.e. (x, y) ∈ Ω and∫
Ω
∇η∗ · ∇ϕdx+ H−1(Ω)〈u∗ − f, ϕ〉H10 (Ω) = 0, ∀ϕ ∈ H
1
0 (Ω). (6.4)
Proof. The functional
Φ(u) =
∫
Ω
j(u)dx dy +
1
2
‖u− f‖2−1
is convex and lower semicontinuous on H−1(Ω) and its subdifferential ∂Φ :
H−1(Ω)→ H−1(Ω) is given by
∂Φ(u) = ∂ψ(u) + u− f,
where ∂ψ is the subdifferential of the function ψ : H−1(Ω) =⇒ R
ψ(u) =
∫
Ω
j(u)dx, u ∈ L1(Ω) ∩H−1(Ω).
On the other hand, according to a well known result due to Brezis (see [7],
p. 76), the subdifferential ∂ψ : H−1(Ω)→ H−1(Ω) is given by
∂ψ(y) = {w ∈ H−1(Ω); w = −∆η, η ∈ H10 (Ω), η(x, y) ∈ β(u(x, y))
a.e. (x, y) ∈ Ω}.
Hence,
∂Φ(u) = {−∆η + u− f ; η ∈ β(u) a.e. in Ω}
and, therefore, the minimization problem (6.1) reduces to ∂Φ(u) = 0, that
is, to (6.4).
On the other hand, since the function Φ is convex, lower semicontinuous
and coercive on H−1(Ω), there is u∗ such that
u∗ = arg min{Φ(u); u ∈ H−1(Ω)}.
Clearly, u∗ is unique and belongs to L1(Ω). This completes the proof.
Remark 6.2 We see in Theorem 6.3 below that Theorem 6.1 extends to
f ∈M(Ω), the space of bounded regular measures on Ω0.
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If condition (6.3) does not hold, then the functional Φ is no longer lower
semicontinuous on H−1(Ω) and so the minimum point in (6.1) no longer
exists. However, we still have in this case existence of a weak solution to the
elliptic boundary value problem (6.4).
Theorem 6.3 Assume that f ∈M(Ω) and that j : R→]−∞,+∞] is convex
and lower semicontinuous, then there is a unique pair of functions
(u∗, η∗) ∈ L1(Ω)×W 1,p0 (Ω), 1 ≤ p < 2,
which satisfies (6.4) and such that
u∗ − f ∈ W−1,p(Ω), 1
p′
+
1
p
= 1.
Equation (6.4) is considered here in the following weak sense∫
Ω
∇η∗ · ∇ϕdx+ W−1,p(Ω)〈u− f, ϕ〉W 1,p′0 (Ω) = 0, ∀ϕ ∈ W
1,p′
0 (Ω), (6.5)
where W−1,p(Ω) is the dual of the Sobolev space W 1,p
′
0 (Ω). We note that
Theorem 6.3 is, in particular, applicable to the case where f is of the form
f =
M∑
j=1
µjδ(xj)
and δ(xj) is the Dirac measure concentrated in xj . This corresponds to the
case where the image is observable in a finite set of pixels {xj}.
Proof of Theorem 6.3. We set γ = β−1 and rewrite (6.2) as
−∆v + γ(v) ∋ f in Ω, v = 0 on ∂Ω. (6.6)
Next, we consider a sequence {fj} ⊂ L2(Ω) such that fj → f in M(Ω). For
each f = fj, by standard elliptic existence theory, (6.6) has a unique solution
vj ∈ H10 (Ω) ∩H2(Ω) and the following estimates hold
‖fj‖L1(Ω) ≤ C, ∀j, ‖γ(vj)‖L1(Ω) ≤ ‖fj‖L1(Ω) ≤ C, ∀j.
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Therefore, {∆vj} is bounded in L1(Ω). This implies that (see, e.g., [7] or
[12], p. 108) the sequence {vj} is bounded in W 1,p0 (Ω) for 1 ≤ p < 2, and so
it is compact in L1(Ω). Moreover, by the equation
−∆vj + uj = fj in Ω; vj = 0 on ∂Ω, (6.7)
where uj ∈ γ(vj), a.e. in Ω, we have, by multiplying with ζj,k ∈ sgn(uj − uk)
and integrating on Ω,
‖uj − uk‖L1(Ω) ≤ ‖fj − fk‖L1(Ω) ≤ ‖fj − fk‖M(Ω).
Hence, there are u∗, η∗ such that
uf −→ u∗ strongly in L1(Ω) and
vj −→ η∗ weakly in W 1,p0 (Ω) and strongly in L1(Ω)
as j →∞. We also have that
∫
Ω
∇vj · ∇ϕdx dy +
∫
Ω
(uj − fj)ϕdx dy = 0, ∀ϕ ∈ W 1,p′0 (Ω). (6.8)
Since W 1,p
′
0 (Ω) ⊂ C(Ω) for 1p′ = 1 − 1p , we may pass to limit into (6.7) to
conclude that (u∗, η∗) satisfies (6.5). The uniqueness is immediate by the
monotonicity of β. Thus, the proof is complete.
We note that Theorem 6.3 is, in particular, applicable to j(r) = |r|,
β(r) = sign r. However, in applications it is more convenient to take β a
monotonically increasing C1-function. Indeed, in this case, the solution u∗
to (6.2) satisfies
∇β(u∗) = β ′(u∗)∇u∗ ∈ Lp(Ω), 1 ≤ p < 2,
and this implies that β(u∗) is smooth (in fact, absolutely continuous on each
horizontal or vertical line) but the gradient |∇u∗| might become big in the
region where β ′(u∗) (or u∗) is small. A formal conclusion from this is that
the above procedure has a smoothing effect on the initial image which might
be extremely blurred, and it is also efficient to edge detection (that is, of
sharp contrast). Also, we may take β of the form β(x, u) which leads to a
denoising approach is that the solution u to (6.1) has an anisotropic diffusion.
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Of course, the denoising procedure is more effective if β is closer of sign or j(r)
of |r|. However, in this limit case, the restored image looses its smoothness
and so perhaps one of the bet choice might be β(r) = |r|ar, where 0 < α < 1,
which is just the case covered by Theorem 2.1.
As mentioned earlier, this model allows observation f which are not stan-
dard L1-functions on Ω, but distributions (measures or H−1-distributions).
This is applicable, in particular, in the case of restoration of an image known
on a set of strips with arbitrarily small width or on a finite set of points
(pixels). (See [8] for restoring the experiment in such a case.)
The dynamic model corresponding to (6.1) is
∂u
∂t
−∆β(u) ∋ 0 in (0,∞)× Ω,
u(0, x) = f(x), x ∈ Ω,
u = 0 on (0,∞)× ∂Ω.
(6.9)
By Theorem 2.2, it follows that, for each u0 ∈ D(∂ϕ), that is, u0 ∈ L1(Ω) ∩
H−1(Ω), the Cauchy problem (6.9) has a unique solution u ∈ C([0, T ];H−1(Ω))
with
du
dt
, ∆β(u) ∈ L∞([δ, T ];H−1(Ω)), ∀δ ∈ [0, T ].
Moreover, the finite difference scheme
ui+1 − h∆β(ui+1 = ui, in Ω, i = 0, ...,
β(ui+1) ∈ H10 (Ω),
(6.10)
is convergent to the solution u.
By (6.10), we see that β(ui+1 ∈ H10 (Ω) which emphasizes the smoothing
effect of the model. On the other hand, the initial blurred image u0 can
be chosen in L1(Ω) ∩H−1(Ω) which is the case with an extremely degraded
image. For related works, we cite also [22], [24].
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