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Abstract 
Recently, multi-resolution networks (such as Hourglass, 
CPN, HRNet, etc.) have achieved significant performance 
on the task of human pose estimation by combining features 
from various resolutions. In this paper, we propose a novel 
type of attention module, namely De-Normalized Attention 
(DNA) to deal with the feature attenuations of conventional 
attention modules. Our method extends the original HRNet 
with spatial, channel-wise and resolution-wise DNAs, which 
aims at evaluating the importance of features from different 
locations, channels and resolutions to enhance the network 
capability for feature representation. We also propose to add 
fine-to-coarse connections across high-to-low resolutions 
inside each layer of HRNet to increase the maximum depth 
of network topology. In addition, we propose to modify the 
keypoint regressor at the end of HRNet for accurate key-
point heatmap prediction.  
Our proposed network for keypoint estimation have 
achieved state-of-the-art performance at 77.9 AP score on 
COCO val2017 dataset and 77.0 on COCO test-dev dataset 
without using extra keypoint training data. Our paper will be 
accompanied with publicly available codes at GitHub. 
1. Introduction   
2D human pose estimation refers to the task of providing 
accurate pixel-level locations for human keypoints (such as 
head, shoulders, knees, ankles, etc.) from digital images, 
which remains an important but challenging problem in the 
field of computer vision. This paper is related to single 
person pose estimation, which remains an active research 
topic for decades and serves as basic technology to solve 
several practical applications such as pose tracking (Iqbal, 
Milan, and Gall 2017; Insafutdinov et al. 2017; Xiao, Wu, 
and Wei 2018; Xiu et al. 2018), human action recognition 
(Xu et al. 2015; Kar et al. 2017; Zhou et al. 2018; Zhang et 
al. 2018), human computer interaction (Xu et al. 2017; Yan, 
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Xiong and Lin 2018), etc. In recent years, the progress on 
the task of human pose estimation has been significantly 
benefited by the rich representation power of convolution 
neural networks (Toshev and Szegedy 2014; Wei et al. 
2016; Carreira et al. 2016). 
Accurate keypoint estimation networks need not only 
low-level features with high resolutions for precise key-
point prediction, but also high-level features with large 
receptive fields for invisible keypoint inference. State of 
the art methods on pose estimation tend to fuse multi-
resolution features to satisfy these two requirements. For 
instance, Hourglass-based networks (Newell, Yang, and 
Deng 2016; Ke et al. 2018; Yang et al. 2017) capture and 
consolidate features across various scales by repeating 
symmetric network structures; Pyramid-based networks 
(Chen et al. 2018; Su et al. 2019) integrate information 
from different ResNet stages via GlobalNet and RefineNet; 
HRNet (Sun et al. 2019) keeps high resolution representa-
tions through the network and fuses multi-scale features in 
each stage to enrich feature representations. These net-
works have achieved significant results on human pose 
estimation by fusing features from different resolutions. 
Recently, attention models (Vaswani et al. 2017; Shen et 
al. 2018) have obtained promising performance in the field 
of computer vision with emerging and increasing applica-
tions, such as image classification (Wang et al. 2017; Hu, 
Shen, and Sun 2018; Woo et al. 2018; Li, Hu, and Yang 
2019), object detection (Dong et al. 2017; Zhu et al. 2019), 
image generation (Ma et al. 2018; Mejjati et al. 2018; 
Zhang et al. 2019), and semantic segmentation (Yu et al. 
2018; Li et al. 2018; Fu et al. 2019). Attention modules 
usually generate normalized weights with Sigmoid or 
SoftMax functions for feature aggregation. However, with 
all weights generated by normalized functions constantly 
less than 1, multiplying features with normalized weights 
attenuates all features, which is especially noticeable in 
multi-attention systems (Woo et al. 2018; Fu et al. 2019; 
Su et al. 2019). 
 (a) HRNet Architecture. 
 
(b) Proposed Network Architecture. 
Figure 1: Comparing architecture of HRNet with our proposed 
network. (a) presents the architecture of HRNet, which consists of 
parallel multi-resolution sub-networks with information fusion 
between stages. (b) indicates the architecture of our proposed 
network with fine-to-coarse connections inside stages and final 
regression modification. The red arrows denote the longest path 
of network topologies. The length of longest paths for HRNet and 
our proposed network are 12 and 25 respectively in this figure. 
To address this disadvantage of attentions, we present a 
novel type of attention module, namely De-Normalized 
Attention (DNA), applying affine transformation as de-
normalizing operation to rescale normalized weights, so 
that they’re no longer limited in the range of (0, 1). Similar 
to CSARB (Su et al. 2019), we extend HRNet with spatial 
and channel-wise De-Normalized Attentions, and we also 
newly introduce resolution-wise De-Normalized Attention 
to enhance feature fusion. With the help of three attentions, 
our proposed network is able to evaluate the importance of 
features from different locations, channels, and resolutions 
for precise human keypoint estimation. The three attention 
modules are illustrated in Figures 2, 3, 5 respectively. 
As is shown in Figure 1(a), HRNet consists of parallel 
multi-resolution sub-networks with information fusion 
between stages, but we believe that information exchange 
across resolutions in each stage of network is also valuable. 
From this point of view, we propose to add fine-to-coarse 
connections across different resolutions inside each layer 
of HRNet, which extends the longest path of the network 
topology. Longest path represents the depth of neural net-
work, and deepening network is generally considered to be 
able to enhance the capability for feature representations. 
In addition, we also propose to modify the final regressor 
of HRNet with deconvolutions, concatenations and skip 
connections for accurate keypoint estimation. Our network 
architecture is presented in Figure 1(b). 
We empirically show the performance of proposed net-
work on COCO keypoint detection dataset (Lin et al. 2014). 
Additionally, ablation studies indicate the effectiveness of 
our proposed modules. Our main contributions are three-
fold as follows:  
• We newly introduce De-Normalized Attentions (DNAs), 
applying affine transformations to deal with attenuations 
in attention modules. Also, we extend HRNet with three 
DNA modules to evaluate feature importance. 
• We modify the architecture of HRNet in two ways. We 
add fine-to-coarse connections in each layer of HRNet to 
lengthen the longest path of network topology, and we 
alter keypoint regressor at the end of HRNet with skip 
connections, deconvolutions, and concatenations. 
• We have achieved state-of-the-art performance on COCO 
benchmark without using extra keypoint training data. 
2. Related Work 
2.1 Attention Mechanism 
Attention modules were broadly applied for modeling 
long-term dependencies in practical applications. They 
were initially developed for image classification (Mnih et 
al. 2014), but became popular for promising performance 
on natural language processing tasks such as machine 
translation (Bahdanau, Cho, and Bengio 2015; Vaswani et 
al. 2017), text summary (Rush, Chopra, and Weston 2015; 
Duan et al. 2019), and reading comprehension (Cui et al. 
2016; Chen et al. 2019).   
 In recent years, attention modules were also increasingly 
used for computer vision tasks such as image classification 
(Wang et al. 2017; Hu, Shen, and Sun 2018; Woo et al. 
2018; Li, Hu, and Yang 2019), image generation (Ma et al. 
2018; Mejjati et al. 2018; Zhang et al. 2019), semantic 
segmentation (Yu et al. 2018; Li et al. 2018; Fu et al. 2019), 
and object detection (Dong et al. 2017; Zhu et al. 2019). 
Different from previous work, we propose to apply affine 
transformations as de-normalizing operations to rescale 
normalized weights in attention modules to tackle with 
feature attenuation of conventional attentions. 
2.2 Multi-Resolution Networks 
High-resolution features are beneficial to provide accurate 
pixel-level locations, while low-resolution features are able 
to represent global contexts for inference. Taking these two 
facts into account, features of high and low resolutions are 
both of importance in pixel labeling tasks. For instance, 
human pose estimation (Sun et al. 2019; Newell, Yang, and 
Deng 2016; Chen et al. 2018), semantic segmentation 
(Ronneberger, Fischer, and Brox 2015; Badrinarayanan, 
Kendall, and Cipolla 2017), and facial landmark detection 
(Lv et al. 2017; Xiao et al. 2016).  
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There are two mainstreams of multi-resolution networks: 
one mainstream is recovering high-resolution features from 
low-resolution representations generated by downsampling 
process (Noh, Hong, and Han 2015; Newell, Yang, and 
Deng 2016; Yang et al. 2017; Lin et al. 2017); the other is 
maintaining high resolution representations across the 
whole progress in neural networks (Saxena and Verbeek 
2016; Zhou, Hu, and Zhang 2015; Fourure et al. 2017; Sun 
et al. 2019). Our approach follows the second mainstream, 
which extends modified HRNet with three DNA modules. 
2.3 Human Pose Estimation 
Human pose estimation remains an active topic for decades. 
Conventional approaches formulate this problem as graph 
models (Kiefel and Gehler 2014; Hara and Chellappa 
2013), tree models (Wang and Mori 2008; Fu, Zhang, and 
Huang 2015), or forest models (Sun, Kohli, and Shotton 
2012; Dantone et al. 2013), which are usually combined 
with handcraft features for keypoint predictions.  
Recently, human pose estimation has been significantly 
benefited by the representation capability of convolutional 
neural networks (CNNs). Previous CNN based approaches 
for human pose estimation are mainly divided into three 
groups. Early representative works (Toshev and Szegedy 
2014; Wei et al. 2016; Carreira et al. 2016) calculate joint 
locations with multi-stage regressions. Apart from that, 
some studies (Dong et al. 2014; Nie et al. 2018; Liang et al. 
2019) consider human parsing and human pose estimation 
as multi-task problems, and carry them out simultaneously. 
In addition, similar to semantic segmentation, recent pose 
estimation methods (Newell, Yang, and Deng 2016; Chen 
et al. 2018; Sun et al. 2019) represent joint positions with 
Gaussian peaks and estimate keypoint heatmaps for pixel-
level locations. Our approach follows the last method. 
3. Method 
We adopt High-Resolution Network (HRNet) as the basic 
network, on which we test the effectiveness of proposed 
methods. In this section, we firstly review the structure of 
HRNet briefly and then elaborate our proposed approaches. 
3.1 Revisiting High Resolution Network 
Given an image 𝐈 of size 𝑊 × 𝐻 × 3, the goal of HRNet 
(Sun et al. 2019) is to predict heatmap of size 𝑊′ × 𝐻′ × 𝐾, 
which indicates the location confidence of 𝐾 joints. HRNet 
consists of three parts: a stem with strided convolutions to 
decrease resolution, a main body for feature extraction, and 
a final regressor for heatmap estimation. 
As is shown in Figure 1(a), the main body of HRNet 
starts from a subnetwork of high resolution at the first 
stage, and gradually adds low-resolution subnetworks in 
following stages. Similar to Residual Networks (He et al. 
2016), the subnetworks in stages of HRNet are composed 
of sequential residual units. Assuming that 𝑠 is stage index 
and 𝑟  is resolution index, 𝑁𝑠𝑟  denotes the subnetwork in 
the 𝑠th stage and the 𝑟th resolution (the 𝑟th resolution is 
1/2𝑟−1 of the first resolution). An example of main body 
with four resolutions is illustrated as follows, 
          
 𝑁11 → 𝑁21 → 𝑁31 → 𝑁41   
  ↘ 𝑁22 → 𝑁32 → 𝑁42  (1) 
    ↘ 𝑁33 → 𝑁43   
      ↘ 𝑁44 .   
          
Repeated information fusion modules are applied inside 
and between stages for feature aggregation. Suppose stage 
𝑠 contains feature maps across 𝑀 resolutions, the inputs of 
fusion module are 𝐗 = {𝐗1, 𝐗2, … , 𝐗𝑀}, and the outputs are 
𝐘 = {𝐘1, 𝐘2, … , 𝐘𝑀}, in which 𝐘𝑖 = ∑ T(𝐗ℎ , 𝑖)
𝑀
𝑖=1 . Function 
T(𝑌ℎ , 𝑖) represents upsampling or downsampling operation 
from the 𝑖th resolution to the ℎth resolution. By combining 
parallel subnetworks and fusion modules, HRNet have 
achieved significant performance on pose estimation. 
3.2 DNAs: De-Normalized Attentions 
Attention module usually transforms encoded feature map 
𝐄 with Sigmoid or SoftMax function to obtain weight 𝐖 
for feature multiplication, i.e., 
   
 𝐖 = Sigmoid(𝐄)  
or 𝐖 = SoftMax(𝐄). (2) 
   
Since the range of Sigmoid and SoftMax functions are 
both (0, 1), it’s obvious that absolute values of elements in 
feature map 𝐅  become smaller after multiplication with 
normalized weight 𝐖. In other words, the intensities of 
features are attenuated, which are especially noticeable in 
multi-attention systems.  
To address this shortcoming, we propose a novel type of 
attention module, namely De-Normalized Attention (DNA), 
applying affine transformation as de-normalizing operation 
with weight 𝜔 and bias 𝑏 to rescale normalized attentions, 
so that they’re no longer limited in the range of (0, 1). The 
De-Normalized Attention weights 𝐖′ are computed as: 
   
 𝐖′ = Affine(Sigmoid(𝐄))  
or 𝐖′ = 𝜔(SoftMax(𝐄)) + 𝑏. (3) 
   
We extend residual units with spatial and channel-wise 
De-Normalized Attentions to enhance features in spatial 
and channel contexts, which is similar to CSARB (Su et al. 
2019). Additionally, we newly introduce resolution-wise 
De-Normalized Attention for efficient information fusion 
between stages. The following parts of this subsection will 
describe details of these attention modules respectively. 
3.2.1 cDNA: Channel-wise De-Normalized Attention 
Channel-wise features in pose estimation can be regarded 
as responses for joints under specific backgrounds. Our 
Channel-wise De-Normalized Attention module calculates 
channel-wise weights by modelling relationship between 
responses. Following Squeeze-and-Excitation Net (Hu, 
Shen, and Sun 2018), our channel-wise attention contains 
two steps: squeezing step and excitation step respectively. 
In squeezing step, we firstly aggregate input feature map 
𝐅𝑐ℎ  of size 𝑊 × 𝐻 × 𝐶  with average-pooling and max-
pooling functions to generate contextual descriptors of size 
1 × 1 × 𝐶, which is similar to CBAM (Woo et al. 2018). 
Then both descriptors are forwarded to fully connected 
layers FC1 and FC2 to reduce their dimensions to 1 × 1 × 𝑆. 
Finally, we merge reduced features 𝐄𝑐ℎ1  and 𝐄𝑐ℎ2  with 
concatenation to get squeezed feature of size 1 × 1 × 2𝑆. 
In short, the squeezing step is computed as: 
   
 𝐄𝑐ℎ1 = FC1(AvgPool(𝐅𝑐ℎ)), (4) 
 𝐄𝑐ℎ2 = FC2(MaxPool(𝐅𝑐ℎ)), (5) 
 𝐄𝑐ℎ  = Concat(𝐄𝑐ℎ1, 𝐄𝑐ℎ2). (6) 
   
In excitation step, we firstly use a simple gating function 
with Sigmoid and fully connected layer FC3  to extend 
squeezed feature 𝐄𝟏. Then we apply affine transformation 
with weight 𝜔𝑐ℎ and bias 𝑏𝑐ℎ to rescale activated attentions. 
The excitation step of our cDNA module is computed as: 
   
 𝐖𝑐ℎ′ = 𝜔𝑐ℎ(Sigmoid(FC3(𝐄𝑐ℎ ))) + 𝑏𝑐ℎ . (7) 
   
After squeezing and excitation steps, we multiply our 
learned channel-wise attention weights with input feature 
map to enhance useful responses, i.e.,  
   
 𝐅𝑐ℎ′ = 𝐖𝑐ℎ′ ⊗ 𝐅𝑐ℎ, (8) 
   
where ⊗ denotes element-wise multiplication, and 𝐅𝑐ℎ′ 
is feature enhanced by cDNA module. Detailed operations 
for channel-wise DNA are demonstrated in Figure 2. 
3.2.2 sDNA: Spatial De-Normalized Attention 
Spatial attention modules attempt to highlight useful local 
features for accurate keypoint prediction by adaptively 
encoding contextual information into local features, which 
are considered complementary to channel-wise attention 
modules. Our Spatial DNA module (sDNA) is similar to 
other spatial attentions but rescales attention weight with 
de-normalizing function. The schema of our sDNA module 
is illustrated in Figure 3. 
Suppose 𝐅𝑠𝑡 is input feature map of size 𝑊 × 𝐻 × 𝐶 for 
spatial attention, we firstly apply 1 × 1 convolution, max-
pooling and average-pooling functions along the channel 
axis simultaneously to generate various feature maps, 
which are denoted as 𝐄𝑠𝑡1, 𝐄𝑠𝑡2 and 𝐄𝑠𝑡3 respectively, i.e., 
 
Figure 2: Schema of Channel-wise DNA module (cDNA). 
 
Figure 3: Schema of Spatial DNA module (sDNA). 
 𝐄𝑠𝑡1 = Conv
𝟏×𝟏 (𝐅𝑠𝑡), (9) 
 𝐄𝑠𝑡2 = MaxPool(𝐅𝑠𝑡), (10) 
 𝐄𝑠𝑡3 = AvgPool (𝐅𝑠𝑡). (11) 
   
These three spatial features are then concatenated and 
forwarded to 7 × 7 convolution layer to encode contextual 
information into local features. After Sigmoid activation, 
we apply affine transformation with weight 𝜔𝑠𝑡  and bias 
𝑏𝑠𝑡  to rescale normalized attentions. Finally, we multiply 
attention map 𝐖𝑠𝑡′ with input feature map 𝐅𝑠𝑡. In short, the 
spatial attention is computed as: 
   
 𝐄𝑠𝑡   = Concat(𝐄𝑠𝑡1, 𝐄𝑠𝑡3, 𝐄𝑠𝑡3), (12) 
 𝐖𝑠𝑡′ = 𝜔𝑠𝑡(Sigmoid(𝐄𝑠𝑡)) + 𝑏𝑠𝑡, (13) 
 𝐅𝑠𝑡 ′ = 𝐖𝑠𝑡′ ⊗ 𝐅𝑠𝑡, (14) 
   
where ⊗ denotes element-wise multiplication, and 𝐅𝑠𝑡 ′ is 
feature map enhanced by our sDNA module. Our sDNA 
and cDNA modules are both integrated into residual units 
of HRNet for feature enhancement, as is show in Figure 4. 
There are two different sequential orders for spatial and 
channel attentions: cDNA-first arrangement and sDNA-
first arrangement. The choice of sequential arrangements 
for DNAs will be discussed by ablation studies in Section 4. 
3.2.3 rDNA: Resolution-wise De-Normalized Attention 
The importance of features from different resolutions 
changes under diverse contexts. Low-resolution features 
with large receptive fields help invisible keypoint inference, 
while high-resolution features provide pixel-level details 
for accurate keypoint estimation. Therefore, we propose to 
evaluate importance of features from different resolutions 
to improve the information fusion method of HRNet. As is 
mentioned in Section 3.1, the outputs of feature fusion 
modules in original HRNet are computed as: 
   
 𝐘𝑖 = ∑ T(𝐗ℎ , 𝑖)
𝑀
𝑖=1 , (15) 
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Figure 5: An example of Resolution-wise DNA module (rDNA). 
Features from three resolutions are aggregated in this module. 
Instead of directly adding rescaled feature maps as 
Equation (15), we propose to replace feature fusion module 
in HRNet with Resolution-wise De-Normalized Attention 
(rDNA) module, which learns a group of nonlinear scalars 
𝐖𝑟𝑒𝑠′ = {𝑊𝑟𝑒𝑠
1 ′, 𝑊𝑟𝑒𝑠
2 ′, … , 𝑊𝑟𝑒𝑠
𝑀 ′}  as attention weights to 
improve feature aggregation between parallel subnets, i.e., 
   
 𝐘𝑖 = ∑ 𝑊𝑟𝑒𝑠
ℎ ′T(𝐗ℎ , 𝑖)
𝑀
𝑖=1 , (16) 
   
where 𝐗 = {𝐗1, 𝐗2, … , 𝐗𝑀}  and 𝐘 = {𝐘1, 𝐘2, … , 𝐘𝑀}  are 
input and output features of 𝑀  resolutions, and ℎ ∈
{1,2, … , 𝑀} denotes the index of input features. To obtain 
our rDNA attention map, we firstly transform features of 
different scales to the same resolution 𝑟  with sampling 
function T, and then we aggregate each feature map with 
global pooling and 1 × 1 convolution functions, i.e., 
   
 𝐗ℎ′ = T(𝐗ℎ , 𝑟), (17) 
 𝐸ℎ = Conv
𝟏×𝟏 (GlobalPool(𝐗ℎ
′ )), (18) 
   
where 𝐗ℎ′ is rescaled feature map of resolution ℎ, and 𝐸ℎ 
is a scalar with contextual information of the ℎth resolution.  
After feature aggregation, we activate our attention 
weights with de-normalized SoftMax function to get non-
linearity and avoid feature attenuation. The rDNA weights 
𝐖𝑟𝑒𝑠′ are finally calculated by:  
   
 𝑊𝑟𝑒𝑠 
ℎ  = 𝑒𝐸ℎ/(∑ 𝑒𝐸𝑖𝑀𝑖=1 ), (19) 
 𝑊𝑟𝑒𝑠
ℎ ′ = 𝜔𝑟𝑒𝑠(𝑊𝑟𝑒𝑠
ℎ ) + 𝑏𝑟𝑒𝑠, (20) 
   
where 𝜔𝑟𝑒𝑠  and 𝑏𝑟𝑒𝑠  are respectively weight and bias for 
affine transformation, and 𝑊𝑟𝑒𝑠
ℎ ′ is a scalar that represents 
the importance of features from the ℎth resolution. Figure 5 
displays an example of our proposed rDNA module, in 
which features from three resolutions are aggregated. 
3.3 Modifications on HRNet Architecture 
3.3.1 Going Deeper with HRNet 
The main body of HRNet is composed of parallel multi-
resolution subnetworks with repeated information fusion 
between stages. An example HRNet with 4 parallel sub-
networks is given in Equation (1). To establish information 
exchange across resolutions inside HRNet layers, we add 
fine-to-coarse connections across different resolutions in 
each layer of HRNet, which extends the longest path of 
network topology and enhances the capability for feature 
representations. Following the example in Equation (1), 
our fine-to-coarse connections are illustrated as follows: 
          
 𝑁22 → 𝑁21       
 𝑁33 → 𝑁32 → 𝑁31    (21) 
 𝑁44 . → 𝑁43 → 𝑁42 → 𝑁41,   
          
where 𝑠 is stage index and 𝑟 is resolution index, and 𝑁𝑠𝑟  
denotes subnetwork in the 𝑠th stage and the 𝑟th resolution. 
The comparison between main bodies of original HRNet 
and our modified network is shown in Figure 1, in which 
red arrows denote the longest paths of network topologies.  
Our modified HRNet with fine-to coarse connections 
can also be displayed as Figure 6 when we arrange our 
network topology along the longest path, which looks like 
a Stacked Hourglass Network (Newell, Yang, and Deng 
2016) with skip connections. The perfoemance of our fine-
to-coarse connections will be demonstrated by experiments 
in Section 4. 
3.3.2 Modification on Heatmap Regression 
We propose to modify the heatmap regressor at the end of 
HRNet for efficient feature combination and precise key-
point prediction, which is similar to RefineNet (Lin et al. 
2017). We adopt a hierarchical method to regress heatmaps 
by gradually merging features from low to high resolutions, 
as is shown in Figure 7. Given encoded feature maps 𝐗 =
{𝐗1, 𝐗2, … , 𝐗𝑀}  of 𝑀  resolutions, the feature of the 𝑟 th 
resolution (𝑟 > 1) is upsampled by interpolation (denoted 
as Int) and deconvolution (denoted as Deconv) operations 
respectively. The two upsampled feature maps are added 
and concatenated with feature from the (𝑟 − 1)th resolution. 
The feature maps are progressively updated from low to 
high resolutions as Equation (22) and Equation (23), and 
we finally regress updated feature of the highest resolution 
with convolution to predict the keypoint heatmap 𝐇, i.e., 
  
 𝐗𝑟−1′  = Int(𝐗𝑟) + Deconv(𝐗𝑟), (22) 
 𝐗𝑟−1    = Concat(𝐗𝑟−1′, 𝐗𝑟−1). (23) 
 𝐇         = Conv(𝐗1 ). (24) 
   
Mean squared error (MSE) is applied as loss function of 
our heatmap regressor. We’ll demonstrate the effectiveness 
of our proposed heatmap regressor in Section 4. 
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Figure 7: Modified keypoint regression module, which regresses 
heatmaps by merging features from low to high resolutions. 
4. Experiments 
4.1 Experimental Setup 
Dataset and Metric.   We demonstrate the effectiveness of 
our methods on COCO keypoint benchmark (Lin et al. 
2014). The COCO dataset contains more than 200k images 
and 250k person instances. Our networks are only trained 
on COCO train2017 set, and evaluated on COCO val2017 
set for comparison with public state-of-the-art methods. 
We use OKS-based mean average precision (Lin et al. 
2014) as evaluation metric on COCO dataset, where OKS 
(object keypoint similarity) is calculated from similarity 
between predicted keypoints and ground truth positions. 
Training.   The human detection box of our network is 
made to a fixed aspect ratio, i.e., ℎ𝑒𝑖𝑔ℎ𝑡: 𝑤𝑒𝑖𝑔ℎ𝑡 = 4: 3 
for COCO dataset. Following state-of-the-art method (Sun 
et al. 2019) for fair comparison, our data augmentation 
includes random scaling ([-35%, 35%]), random rotation 
([-45˚, 45˚]) and flipping. We employ SGDR (Loshchilov 
and Hutter 2017) as optimizer with initial learning rate of 
0.001, 𝑇0 = 1, and 𝑇𝑚𝑢𝑙 = 2. Our networks are trained for 
255 epochs with batch size 64 on 8 TITAN V GPUs. 
Testing.   For COCO benchmark, a two-stage top-down 
paradigm is used, which firstly detects persons and then 
estimates keypoints of detected human bodies. We use the 
same faster-RCNN (Ren et al. 2015) human detector as 
SimpleBaseline (Xiao, Wu, and Wei 2018) with 56.4 AP. 
Following the common practice (Newell, Yang, and Deng 
2016; Chen et al. 2018), the keypoints are predicted by 
averaging heatmaps of original and flipped images. A 
quarter offset from the highest response to the second 
highest response is used to predict the final keypoints. 
Description Param. FLOPs AP 
Original HRNet W32 28.5M 7.10G 74.46 
HRNet W32 + channel-wise attention 28.5M 7.12G 74.8 
HRNet W32 + cDNA 28.5M 7.12G 75.0 
HRNet W32 + spatial attention 28.5M 7.12G 74.6 
HRNet W32 + sDNA 28.5M 7.12G 74.8 
HRNet W32 + resolution-wise attention 28.5M 7.12G 74.4 
HRNet W32 + rDNA 28.6M 7.12G 74.9 
HRNet W32 + cDNA + sDNA 28.6M 7.13G 75.1 
HRNet W32 + sDNA + cDNA 28.6M 7.13G 74.7 
HRNet W32 + cDNA + sDNA + rDNA 28.6M 7.13G 75.4 
HRNet W32 + f2c 29.5M 7.26G 74.9 
HRNet W32 + modified regressor 30.4M 7.51G 75.1 
HRNet W32 + f2c + modified regressor 31.4M 7.63G 75.3 
HRNet W32 + all proposed modules 31.5M 7.66G 76.1 
Table 1: Results of component ablation studies. We firstly 
demonstrate the performance of three types of DNA modules and 
discuss the sequential arrangement of cDNA and sDNA modules. 
Then we illustrate the effectiveness of our modifications on 
HRNet architecture. We finally show the performance with all 
proposed modules integrated into HRNet. 
4.2 Component Ablation Studies 
In this subsection, we demonstrate the effectiveness of our 
proposed modules on COCO val2017 dataset, the results 
are displayed in Table 1. We use HRNet W32 as backbone 
and input size of 256×192 in all ablation studies.  
Effectiveness of DNAs.   We show the performance of 
three types of DNA modules experimentally on COCO 
benchmark (Lin et al. 2014). To illustrate the effectiveness 
of de-normalizing operations, we firstly demonstrate the 
performance of three conventional attentions (channel-wise 
attention, spatial attention, and resolution-wise attention), 
which is compared with three DNA modules (cDNA, 
sDNA, rDNA) respectively. As is shown in top of Table 1, 
DNA-based modules outperform other three mentioned 
attention modules with similar functions. 
Arrangement of DNAs.   The rDNA modules can only be 
integrated between parallel subnetworks, so there is no 
need for discussion. However, for the other two DNAs, 
there are two different sequential arrangements for cDNA 
and sDNA: cDNA-first and sDNA-first arrangements. As 
is shown in the middle of Table 1, sDNA-first arrangement 
performs worse than sDNA or cDNA alone, while cDNA-
first arrangement provides better performance. Our result is 
contrary to the conclusion of SCARB (Su et al. 2019), 
which may be due to our different attention structures. 
Modifications on Architecture.   We also illustrate the 
effectiveness of our proposed fine-to-coarse connections 
(abbreviated as f2c) and keypoint heatmap regressor, as is 
shown at the bottom of Table 1. We also integrate all our 
proposed modules into HRNet, and have achieved state-of-
the-art performance on human pose estimation. 
Depth
Deconv.
Interpolate
Add
Concat Deconv.
Interpolate
Add
Concat Conv.
Estimated 
Heatmap
64×48×K
32×64×48
64×32×24
128×16×12
64×32×24
64×32×24
128×32×24 32×64×48
32×64×48
64×64×48
Approach Backbone Input size Param. FLOPs AP 
Hourglass Hourglass 256×192 25.1M 14.3G 66.9 
CPN ResNet 50 256×192 27.0M 6.2G 68.6 
CPN + OHKM ResNet 50 256×192 27.0M 6.2G 69.4 
SimpleBaseline ResNet 152 256×192 68.6M 15.7G 72.1 
HRNet W32 HRNet W32 256×192 28.5M 7.1G 74.5 
HRNet W48 HRNet W48 256×192 63.6M 14.6G 75.1 
DNANet W32 (Ours) DNANet W32 256×192 31.5M 7.7G 76.1 
DNANet W48 (Ours) DNANet W48 256×192 70.3M 15.8G 76.5 
SimpleBaseline ResNet 152 384×288 68.6M 35.6G 74.3 
HRNet W32 HRNet W32 384×288 28.5M 16.0G 75.8 
HRNet W48 HRNet W48 384×288 63.6M 32.9G 76.3 
DNANet W32 (Ours) DNANet W32 384×288 31.5M 17.4G 77.5 
DNANet W48 (Ours) DNANet W48 384×288 70.3M 35.7G 77.9 
Table 2: Comparing the performance of DNANet with other 
state-of-the-art methods on COCO val2017 dataset. 
Approach Backbone Input size Param. FLOPs AP 
CPN ResNet 50 384×288 - - 72.1 
Ensembled CPN ResNet 50 384×288 - - 73.0 
SimpleBaseline ResNet 152 384×288 68.6M 35.6G 73.7 
HRNet W32 HRNet W32 384×288 28.5M 16.0G 74.9 
HRNet W48 HRNet W48 384×288 63.6M 32.9G 75.5 
DNANet W32 (Ours) DNANet W32 384×288 31.5M 17.4G 76.6 
DNANet W48 (Ours) DNANet W48 384×288 70.3M 35.7G 77.0 
Table 3: Comparing the performance of DNANet with other 
state-of-the-art methods on COCO test-dev2017 dataset. 
4.3 Comparisons with SOTA Methods 
In this subsection, we compare the performance of our 
proposed DNANet with other state-of-the-art (abbreviated 
as SOTA above) approaches, i.e., Stacked Hourglass Net-
work (Newell, Yang, and Deng 2016), CPN (Chen et al. 
2018), SimpleBaseline (Xiao, Wu, and Wei 2018), and 
HRNet (Sun et al. 2019) respectively.  
Due to limited pages, we only demonstrate the average 
precision on COCO val2017 dataset on Table 2 and test-
dev2017 dataset on Table3. Our small network of width 32 
(DNANet W32) performs even better than HRNet W48, 
which is useful for real-time applications. Our largest 
DNANet W48 with input size of 384×288 achieves 77.9 
AP score on COCO val2017 set and 77.0 AP score on 
COCO test-dev 2017 dataset without using extra keypoint 
training dataset, which outperforms all other mentioned 
methods.  
Our accuracy improvements on large networks (e.g., 
networks of W48) are less than light networks (e.g., net-
works of W32), which may due to that large networks are 
initially with saturated feature representation capabilities, 
so that attention modules cannot bring more performance 
increments to large networks. 
5. Conclusion 
In this paper, we introduce a new type of attention modules, 
namely De-Normalized Attentions (DNAs), which applies 
affine transformations to deal with attenuation in attention 
modules. Also, we extend HRNet with three DNAs to 
evaluate feature importance across spatial, channel-wise, 
and resolution-wise aspects. Furthermore, we modify the 
architecture of HRNet in two ways: we add fine-to-coarse 
connections in each layer of HRNet to lengthen the longest 
path of network topology, and we alter heatmap regression 
approach at the end of HRNet with deconvolutions, skip 
connections, and concatenations. Ablation studies show the 
effectiveness of our proposed methods, and we have 
achieved state-of-the-art performance at 76.9 AP score on 
COCO val2017 dataset without using any extra keypoint 
training data. For future work, our proposed DNANet can 
also be expanded on other pixel-labeling tasks, such as 
semantic segmentation and facial landmark detection.  
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