Introduction
The use of object-oriented C++ frameworks has signi cantly simpli ed the development of numerous complex parallel scienti c applications at Los Alamos National Laboratory (LANL) and elsewhere. Examples from LANL include POOMA WL96], which has an emphasis on support of particle and molecular dynamics, and OVERTURE BCHQ97], which supports complex geometries, adaptive mesh re nement (AMR), and overlapping grid computations in addition to more basic single rectangular grid computations. In spite of considerable use of, and commitment to, these frameworks, concerns about performance are nonetheless a signi cant issue; simply put, performance very close to that of carefully hand-crafted C or FORTRAN with message passing must be realized before the acceptance and use of such frameworks will be truly widespread|this is our baseline for evaluting performance.
Three performance-enhancing techniques applicable to such frameworks are explored: implementation with overloaded binary operators (known to be problematic), implementation with expression templates, and semantics-based source-to-source transformation (a new approach) with a special-purpose pre-processor. Naive implementation using any of these three approaches will su er putative disadvantages; however we have invested considerable e ort in taking each of these to their`logical conclusion', or at least to the current state of the art, in the particular context of our comparison.
Our chosen target for optimization is A++/P++, the sophisticated`array class' component of OVER-TURE, which is the most complete parallel distributed dynamic array class of which we are aware, incorporating normal array operations, indirect addressing, and block`where' statements. This paper reports our experiences with A++/P++ using each of the three techniques.
2 Object-oriented frameworks for scienti c computing Object-oriented frameworks can considerably simplify the development of numerical applications. The use of objects to embody the principal parts of an application domain permits the reuse of these objects in similar applications. In general greater e ort in the development of objects can be justi ed if they will be leveraged by multiple applications. Collections of multiple inter-operable object-oriented libraries form larger numerical frameworks. OVERTURE is an example of such a framework; it supports applications involving both simple and complex geometries and folds together adaptive mesh re nement, multiple solvers for elliptic equations, solvers for hyperbolic ow problems, and support for overlapping grid computations for handling the most di cult geometries. Such support is required, for example, in current work modelling internal combustion engines.
3 The importance of arrays and their implementation For numerical applications the array types may be regarded as the most basic. A++/P++ is the array class component of OVERTURE and is designed speci cally for parallel distributed numerical applications. In the context of OVERTURE, A++/P++ provides a relatively low-level set of abstractions|implicitly parallel (distributed) array objects and associated operations on which the higher-level abstractions of OVERTURE are based. Thus the performance of A++/P++ has a fundamental impact on performance of OVERTURE as a whole.
A++/P++ provides for multiple execution models. It is compatible with numerous C++ compilers and the current distribution supports over a dozen diverse architectures. It is widely distributed, freely available, and aggressively supported. Numerous large-scale applications are based on OVERTURE and so implicitly on A++/P++.
Execution models 4.1 Overloaded binary operators
The original implementation of A++/P++ was in terms of overloaded binary operators.
Performance criteria, to be eshed out in the nal paper.
Putative disadvantages, our solutions. 
Expression templates
The C++ mechanism know as expression templates has greatly the simpli ed development of array-type classes, with various claims of concomitant signi cant gains in performance. This has led to the development of numerous array class libraries. Most of these array class libraries are of relatively simple design and are applicable exclusively to serial computations requiring only simple array operations; they exclude more complex capabilities such as indirect addressing, block-where statement support, complex views, etc. Use of expression templates in these simpler contexts can provide considerable performance gains; using the technique for more complex classes brings to the fore its intrinsic strengths and weaknesses. A basic grounding in the expression template technique may be found elsewhere Vel96]. The essence of the expression template technique is to use the C++ template mechanism to inline the operations and operands of an array expression to produce a single`for' loop whose body is somewhat similar to that of equivalent hand-coded C. The details of this transformation will be presented in the nal paper; the details are crucial to our analsis. Additionally, we will present an analytical model for the expression template execution of common types of array expressions. We will quantify the improvement by this approach over that of the binary operator model. The di erence between these analytical models will describe and characterize the performance results that we will also be present in the nal paper. We expect these models to provide signi cant insight into why the performance of expression templates is intermediate between that of the binary operator execution and the equivalent C code. For the prediction of compile times we expect a much simpler model is possible.
Currently expression templates are only usable and useful with the KAI C++ compiler, few other compilers can properly compile more than trivial examples of expression template code and those that can typically get only a few percent of the performance possible with expression templates; we expect this situation to improve with time.
A++/P++ has been re-implemented using expression templates with considerable attention to maximizing performance; to maintain portability use of expression templates is a compile-time option.
Again the same performance criteria, plus:
Examples of the compile-time transformations. We have focussed particularly on:
1. Performance (optimized subscript computation), 2. Design issues speci c to expression templates, 3. Multidimensional arrays using expression templates, 4. Indirect addressing using expression templates, 5. Block-where statements using expression templates, 6. Performance vs. compile times, 7. How to moderate compile times.
4.3 Source-to-source transformation with a special-purpose pre-processor
The intrinsic limitations of the two previous approaches derives from the facts that they are fundamentally syntactic in nature and cannot perform transformations on the code; in any case they are applicable at best on a per-expression basis|optimization across statement boundaries is in general not possible. On the other hand, traditional optimizations by a compiler cannot be expected to operate at the high level of framework semantics, even assuming that separate compilation were not an issue. ROSE QD97] is a source-to-source|C++ code to C++ code|transformation tool developed speci cally for providing optimizations for array-like objects. ROSE is based on SAGE++ BBG97], an object-oriented toolkit and class library for building C++ restructuring tools. Use of SAGE++ greatly facilitates the building of special-purpose C++ pre-processors by performing much of the work common to any such pre-processor, such as parsing and unparsing the C++ source les. By using the state-of-the-art C++ parser (from the Edison Design Group, the same as is used by many C++ compilers including KAI's) essentially universal compatibility is guaranteed. SAGE++ provides, in this case to ROSE, a syntax tree for arbitrary manipution and high-level support for such manipulations.
The motivation for ROSE is that armed with the foreknowledge of the semantics of a particular framework, it is possible to perform optimizations that a compiler, for several reasons, could never hope to achieve. The disadvantage, of course, is that some part of such a preprocessor (whether the pre-processor itself, or the semantic description that it takes as input) must be speci c to a particular framework.
Initial results with ROSE show that it can in fact provide optimizations that cannot be achieved by the other two methods.
More about ROSE, including:
Optimizations provided by the current ROSE.
Examples of the transformations performed by ROSE. Optimizations to be provided by the future ROSE. Plus the performance evaluation as for the other two methods.
Design and Performance Issues
The performance of the binary overloaded operators are approximately half that of optimized FORTRAN or C on many architectures, however performance is signi cantly degraded on the more common cache-based architectures (factors of 2.5-7.0). This is disappointing but is readily explained. A solution has been the development of an expression template version, but the compile times are astronomical (factors of 500 times greater than without expression templates) and the types of optimizations possible are severely retricted.
In the nal paper we will report in detail our understanding of the performance advantages and disadvantages of the di erent execution models. In particular the perfomance ratio of the expression templates to the C code is dependent upon how one measures the performance of the the C code. The execution models will be used to explain the anomalies in the results. In particular the performance of the C code varies with problem size while the performance of the expression template code is more consistant. For higher-dimensional array operations with non-trivial stencils the ratios range from 75% to 95% of that of C code. The upper limit is the more often quoted result, but we regard this as misleading. Our attempt within this paper is to present an unbiased evaluation of the perfomance options for object-oriented numerical frameworks. We will also present the initial results from using a quite di erent optional performance tool: an optimizing pre-processor that can perform and exploit semantic analysis.
Conclusions
The more traditional execution model of overloaded binary operations has signi cant performance problems on cache-based architectures with expressions of speci c types. The use of expression templates signi cantly improves the performance of the most problematic array expressions, but it can only be compiled by a small number of C++ compilers and provides only a few percent of the performance commonly for the use of expression templates; the single exception is the KAI C++ compiler where the best performance is as advertised. With some e ort better performance can be obtained with a special-purpose optimizing preprocessor. The more sophisticated transformations possible with the pre-processor derive primarily from the ability to perform semantics-based program analysis such as dependence analysis and alias analysis.
