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vRE´SUME´
De nos jours, de nouvelles technologies issues du domaine de l’information et de la com-
munication sont introduites progressivement dans les re´seaux de distribution e´lectrique. Ces
technologies ne´cessitent des e´tudes pousse´es et des simulations pre´cises afin d’en e´valuer les
forces et les faiblesses. Toutefois, la simulation des re´seaux e´lectriques demeure une taˆche
complexe qui ne´cessite de tenir compte de plusieurs facteurs : e´lectriques, me´caniques, e´co-
nomiques, naturels, mate´riels et humains.
Pour pallier a` la complexite´ inhe´rente a` la simulation e´lectrique, il est possible de recou-
rir aux syste`mes multiagents (SMA). Ils pre´sentent de nombreux avantages. Ils offrent une
grande flexibilite´ en permettant a` des agents autonomes de collaborer pour atteindre des
objectifs complexes. Le SMA, par opposition au syste`me de simulation monolithique, pre´-
sente l’avantage d’eˆtre une architecture souple et e´volutive capable de traiter des ope´rations
complexes.
Toutefois, le de´veloppement et la manipulation de ces syste`mes sont des taˆches re´serve´es
a` des experts en informatique et en SMA. Or, dans le cadre du projet LEOPAR, mene´ a`
l’Institut de recherche d’Hydro Que´bec, nous avons comme principal objectif de de´velopper
un SMA accessible a` des non-experts en informatique. Le but est de permettre aux de´cideurs
et aux inge´nieurs e´lectriques de modifier et de faire e´voluer le simulateur de la manie`re la
plus aise´e possible.
Pour ce faire, nous avons de´veloppe´e une architecture a` mi-chemin entre les architectures
de Tableau Noir et les SMA. Nous avons utilise´ une zone distribue´e de partage de donne´es
pour permettre la communication des agents. Le partage et l’e´change d’informations se fait
par la modification des donne´es distribue´es. Ce me´canisme re´duit la complexite´ des agents et
leur mode de communication.
De plus, nous avons spe´cifie´ un langage d’actions de haut niveau qui permet de de´crire
de manie`re de´clarative les actions, leurs effets, leurs conditions et leurs relations. Ce langage
d’actions est automatiquement traduit en logique non monotone (Answer Set Programming)
afin de permettre la coordination des agents du simulateur. La traduction que nous proposons
du langage d’actions surpasse largement les autres langages d’actions en termes de rapidite´
d’exe´cution lors de la planification. La combinaison de notre langage d’actions et de la logique
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non monotone a permis le de´veloppement d’un syste`me performant, qui offre la possibilite´ a`
des novices de rajouter, modifier ou supprimer des agents du simulateur.
Le simulateur multiagents que nous avons de´veloppe´ fonctionne ade´quatement et permet,
entre autre, de re´aliser des simulations de type Monte-Carlo pour l’e´tude de la fiabilite´ des
re´seaux. Notre simulateur permet de quantifier, a` l’aide des indices de performances, l’im-
pact et l’apport de nouvelles technologies. Il est en mesure de reproduire avec une grande
fide´lite´ des phe´nome`nes e´lectriques, me´caniques et humains, tels que la surcharge e´lectrique
des caˆbles, le changeur de prise des transformateurs, les e´quipes humaines d’intervention, le
temps de restauration variable et la reconfiguration du re´seau.
Notre simulateur a e´te´ teste´ sur de ve´ritables re´seaux de distribution d’Hydro-Que´bec
et a de´montre´ sa capacite´ a` traiter de grandes quantite´s de donne´es. En comparaison a`
d’autres simulateurs e´lectriques multiagents standards, notre syste`me s’est ave´re´ eˆtre tout
aussi performant mais beaucoup plus facile a` de´velopper et a` faire e´voluer. Lors des simula-
tions e´lectriques, nous avons e´te´ en mesure de re´aliser des e´tudes de fiabilite´ qui ont permis
de de´terminer les facteurs les plus importants influant les performances du re´seau.
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ABSTRACT
Nowadays, the information system technologies are increasingly used in power distribu-
tion systems to improve network reliability and performance. The impact of these structural
changes is important and requires in-depth studies and investigations. A better understand-
ing of the effect of these technologies is required to optimize the network. However, the
simulation of power network is a complex task, where several technical issues need to be
considered such as : electrical, mechanical, economical, natural and human aspects.
The idea is to develop a multi-agent system (MAS) that can process complex simulations.
Such a system is extensible and modular and it is composed by numerous simple agents that
can collaborate and interact in order to achieve complex objectives. Multi-agent systems are
capable of reaching goals that are difficult to achieve by monolithic systems or individual
agents, which can be complex and hard to maintain and extend.
Nevertheless, the development and the maintenance of a MAS is a complex task that has
to be performed by experts on computer science and multi-agent systems. In the framework
of the project LEOPAR, carried out by the Institute de Recherche d’Hydro-Que´bec, we have
as a main objective to develop an accessible and comprehensive MAS. The project’s aim was
to allow managers to modify the behavior and the objectives of the simulator without the
assistance of an expert.
To this end, we developed a simulator based on Blackboard and MAS. Our system relies
on a common pool of data to share information between agents. This type of mechanism
reduces the communication complexity and makes the development of agents easier.
In addition, we defined a new action language that allows to incrementally describe the
agent’s actions, effects, conditions and relations. Our action language is automatically trans-
lated into a non-monotonic logic (Answer Set Programming) in order to process the agent’s
actions. The translated answer set program has shown to be effective in providing action
plans. The action language combined to answer set programming allowed us to develop a
powerful and accessible simulator, enabling novice to add, change, and remove agents’ be-
havior.
Our simulator works properly and allows, among other things, processing power network
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assessments using a Monte-Carlo approach. It analyses the impact of introducing new types
of technologies, by comparing performance indicators of the network. Moreover, it is able to
simulate with accuracy a wide variety of phenomena as wire overloading, protection mech-
anism activation, tap changer changes, human intervening team patrols, restoration process
and network reconfiguration.
It has been tested on realistic distribution network of Hydro-Quebec and it performed
well in assessing networks. Our simulator is performing similarly to a classical multi-agents
system, but with the benefit of being accessible and easy to use.
ix
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1CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
L’institut de recherche d’Hydro-Que´bec (IREQ) œuvre dans le domaine de l’innovation
technologique et consacre son savoir-faire a` ame´liorer la performance ope´rationnelle d’Hydro-
Que´bec, de´velopper ses poˆles de croissance et mieux servir ses clients. L’IREQ re´unit des
inge´nieurs, des chercheurs, des gestionnaires et des universitaires dans le but de de´velopper
des technologies nouvelles pour une meilleure gestion du re´seau e´lectrique.
Re´cemment, une vision intelligente du re´seau e´lectrique est en voie de se concre´tiser. Elle
englobe l’utilisation de technologies nouvelles afin d’optimiser la production et l’achemine-
ment de l’e´nergie au consommateur. En effet, l’ave`nement des technologies de te´le´commu-
nication et des syste`mes d’information contribuent a` introduire progressivement de la haute
technologie dans les re´seaux e´lectriques. C’est ainsi qu’est ne´ le Smart-Grid. Il est une vo-
lonte´ de moderniser les re´seaux e´lectriques. Parmi les principaux objectifs du Smart-Grid,
nous citons les avenues suivantes :
Automatisation du re´seau : il s’agit d’apporter des ame´liorations technologiques dans
les re´seaux e´lectriques afin de re´duire la dure´e et la fre´quence des interruptions (c.-a`-d. de
non-alimentation). Cette ope´ration est possible par l’introduction d’e´quipements de section-
nements te´le´commandables a` distance ou par une redondance approprie´e du re´seau e´lectrique
de transport et de distribution.
Diminution des pics de consommation : il s’agit de re´duire la consommation durant cer-
taines pe´riodes de surconsommation. Des pointes de consommation se produisent lors de
certaines conditions climatiques et conduisent a` une surexploitation du re´seau. Cet e´tat rend
le re´seau plus sensible aux pannes et peut entrainer des coupures de courant de grande am-
pleur a` l’image de la panne de 2010 aux E´tats-Unis.
De´veloppement des architecture maille´e : il s’agit de transformer l’architecture convention-
nelle du re´seau, qui est ge´ne´ralement radiale, en une architecture maille´e et interconnecte´e.
Cette nouvelle approche est due a` deux facteurs : la de´mocratisation de nouvelles sources
d’e´nergie domestique (e´oliennes domestiques, panneaux solaires domestiques, pile domes-
tique) et la reconfiguration du re´seau a` distance.
Utilisation des compteurs intelligents : l’utilisation de technologies de pointe telles que
2les compteurs intelligents permet de suivre en temps re´el la consommation e´lectrique. Ces
compteurs permettent une meilleure compre´hension du comportement du consommateur et
ainsi une meilleure pre´diction des demandes e´nerge´tiques. De plus, les compteurs intelligents
ouvrent la voie a` la facturation variable, par tranche horaire, afin d’inciter le consommateur
a` faire varier ses habitudes en fonction des tarifs en vigueurs.
Production distribue´e : ce type de production re´fe`re a` de petites centrales de production
d’e´nergie (entre 3 et 1000 kV) capables de fournir un apport en e´nergie a` certaines sections
du re´seau. Ge´ne´ralement, ces sources d’e´nergie de´pendent de facteurs climatiques tels que
le soleil ou le vent et ne sont pas en mesure de fournir de l’e´nergie a` la demande. Ce type
de production ne´cessite un controˆle a` distance afin d’e´tablir un e´quilibre entre les quanti-
te´s e´nerge´tiques produites et la consommation effective. Ces petites centrales jouent un roˆle
comple´mentaire en offrant une plus grande re´activite´ par rapport aux grandes centrales de
production.
Face a` ces de´fis, Hydro-Que´bec veut se doter des outils pour e´tudier, analyser et simu-
ler l’impact de ces technologies sur le re´seau. Les responsables d’Hydro-Que´bec souhaitent
disposer d’outils informatiques, pre´fe´rablement probabilistes, qui simulent le plus fide`lement
possible les re´seaux e´lectriques. C’est ainsi qu’est ne´ le projet LEOPAR (Laboratoire d’E´va-
luation Ope´rationnelle des Processus et des Architectures de Re´seau) qui vise a` doter l’IREQ
de l’expertise, des moyens techniques et du savoir-faire requis pour analyser et e´valuer les
sce´narios d’e´volution du re´seau de distribution.
Le projet LEOPAR fait partie de la division Innovation Strate´gique, et vise le de´veloppe-
ment des connaissances et des compe´tences nouvelles afin de re´pondre a` des besoins complexes
et mal de´finis. Il re´unit des experts provenant de diffe´rents domaines dans le but de de´ve-
lopper des outils/syste`mes informatiques capables d’aider les gestionnaires dans leur prise de
de´cision strate´gique.
1.2 Proble`matique
Le projet LEOPAR cherche a` offrir aux gestionnaires un outil de de´cision pour re´pondre a`
des projections futures qui s’inscrivent dans le cadre du Smart-Grid (voir Figure 1.1). Parmi
ces projets, nous citons :
La conduite qui vise a` introduire des modules de controˆle capables de de´tecter et d’isoler
les de´fauts de service ou coupures de courant d’un re´seau de distribution. La te´le´surveillance
permettra de reconfigurer a` distance le re´seau e´lectrique et ainsi de´limiter et isoler certaines
3Figure 1.1 Vision a` long terme d’Hydro-Que´bec (Simard, 2008)
sections de´faillante. A` long terme, il n’est pas exclu que les reconfigurations se fassent de ma-
nie`re automatique par l’ouverture et la fermeture des sectionneurs a` distance via un syste`me
informatique.
La maintenance vise a` permettre a` Hydro-Que´bec de disposer des donne´es a` jour qui in-
forment sur l’e´tat exact du re´seau. Ces donne´es permettront de planifier plus efficacement des
actions de maintenance. Cette approche ne´cessite une connaissance pousse´e des composants,
de leur pe´rennite´ et de leur historique.
Le mesurage et rele`ve des compteurs e´lectriques permettra de collecter a` distance la
consommation e´lectrique des entreprises et des particuliers. La vision d’Hydro-Que´bec est
que dans un avenir proche il serait possible de de´terminer le niveau de consommation client
en temps re´el, permettant une meilleure anticipation de la demande en e´nergie. Cette ap-
proche vise la mise en place de moyens de production re´actifs capable de re´pondre efficacement
a` la demande e´nerge´tique.
La production de´centralise´e re´fe`re a` toutes les sources d’e´nergie re´parties sur le re´seau de
distribution. Ge´ne´ralement ce type de production est de faible ou moyenne capacite´. Nous
citons, par exemple, les piles, les plaques photovolta¨ıques et les e´oliennes qui connaissent un
4inte´reˆt grandissant de la part des particuliers. La production de´centralise´e concerne aussi
les minis-centrales e´lectriques distribue´es sur le re´seau. Elles sont capables de re´pondre ra-
pidement aux besoins e´nerge´tiques. Elles compensent le manque de re´activite´ des grandes
centrales qui ne´cessitent un temps de latence avant de pouvoir augmenter la production
e´nerge´tique.
La pe´rennite´ du re´seau vise a` e´tudier la dure´e de vie d’un composant selon son histo-
rique d’utilisation, son taux de de´faillance et son couˆt. Hydro-Que´bec cherche a` de´terminer
la meilleure strate´gie a` adopter face a` des composants en fin de vie. Il est primordial de de´-
terminer si le composant est a` re´parer, a` remplacer ou a` changer par un nouveau composant
de nouvelles ge´ne´rations.
Ainsi, la vision future du re´seau d’Hydro-Que´bec fait intervenir diffe´rents domaines d’ex-
pertise et de compe´tences. Le projet LEOPAR, dans lequel s’inscrit ce doctorat, se veut eˆtre
un moyen de mettre en commun les diffe´rentes expertises et compe´tences pour permettre la
prise de de´cision strate´gique. Il se compose d’une e´quipe multidisciplinaire forme´e de spe´cia-
listes en syste`mes d’information, en simulations e´lectriques et en processus de restauration.
Notre objectif premier est de de´velopper un syste`me informatique capable de re´pondre a` des
questions de l’unite´ d’affaires en innovation (voir Figure 1.2). Une analyse de´taille´e du projet
LEOPAR et une concertation avec les membres de l’IREQ, font ressortir les proble´matiques
suivantes :
Figure 1.2 Vue globale du projet LEOPAR (Langheit, 2009)
– Les bases de donne´es d’Hydro-Quebec sont nombreuses et l’information est parfois
redondante et manque de structure. En effet, les donne´es utilisent un format interne,
des concate´nations et des mots-cle´s spe´cifiques pour repre´senter le re´seau e´lectrique. De
plus, l’absence de structure relationnelle rend l’interpre´tation des donne´es complexe.
– Les besoins auxquels doit re´pondre le futur syste`me sont impre´cis, mal de´finis ou in-
5connus. En effet, le syste`me est appele´ a` simuler des sce´narios e´lectriques selon des
objectifs changeants. Il est primordial de disposer d’un syste`me de simulation e´volutif
capable de tenir compte des nouveaux besoins.
– Les utilisateurs du futur syste`me sont des non-experts en informatique. Ils sont prin-
cipalement des inge´nieurs en e´lectrique ou des gestionnaires et ne disposent pas de
connaissances pousse´es en programmation informatique. Il en re´sulte que l’accessibilite´
de l’outil est un crite`re important pour permettre aux utilisateurs de faire e´voluer ai-
se´ment le syste`me.
Ainsi, notre proble´matique est double. D’une part il s’agit de fournir un syste`me modulaire
capable de collecter des donne´es a` partir de diffe´rentes sources et de les traiter selon des
besoins changeants. D’autre part, l’outil informatique doit eˆtre accessible a` des non-experts.
Le crite`re d’accessibilite´ est vital dans le cadre du projet LEOPAR. Ce constat se base sur
des expe´riences de projets passe´s tel que FIORD, un anceˆtre du projet LEOPAR. Le projet
FIORD est un logiciel de´veloppe´ en Prolog afin de simuler un processus d’automatisation des
re´seaux de distribution. Il a e´te´ fortement critique´ pour son manque de modularite´ et son
manque d’accessibilite´.
La proble´matique a` investir est de de´terminer l’architecture a` d’adopter pour le futur
syste`me de simulation. Pour ce faire, deux questions centrales se posent :
1. Comment de´velopper un syste`me de simulation accessible, modulaire et capable de
re´pondre a` des besoins changeants ?
2. Quelle structure de donne´es utiliser pour unifier les sources de donne´es d’Hydro-Que´bec
et les rendre accessibles au syste`me de simulation ?
Ces deux questions forment le cœur de notre proble´matique. Nous apporterons des re´ponses
a` ces interrogations.
1.3 Objectifs
Le syste`me a` de´velopper vise principalement le domaine des re´seaux e´lectriques de dis-
tribution. Or, de´velopper un syste`me de simulation peut se faire selon une approche mo-
nolithique et aboutir a` un logiciel de simulation complexe, non modulaire et difficile a` faire
e´voluer (voir Rathnam, 2004). L’alternative aux syste`mes monolithiques consiste a` de´velopper
un syste`me multiagents(SMA) compose´ d’un ensemble de simulateurs autonomes coope´rant
pour atteindre un ou plusieurs objectifs. L’avantage d’une telle approche est la re´utilisation
de programmes ou simulateurs existants pour re´aliser des simulations de haut niveau. Dans
6le cadre du projet LEOPAR, pour de´velopper un simulateur e´lectrique multiagents, les trois
objectifs suivants doivent eˆtre re´alise´s :
1. De´velopper un syste`me multiagents dote´ d’une architecture extensible. Cette caracte´-
ristique est importante et a pour objectif de de´velopper une architecture qui permet de
rajouter, de modifier et de supprimer aise´ment des agents. A` ce niveau, il est primordial
que le syste`me soit capable d’inte´grer facilement de nouveaux agents pour re´pondre a`
des proble´matiques changeantes.
2. Identifier quel me´canisme utiliser pour coordonner et planifier l’action des agents. Cette
e´tape permet de de´crire selon une logique de´termine´e les types d’interaction que peuvent
avoir les agents/simulateurs. Il est important de disposer d’un me´canisme de coordina-
tion polyvalent et facile d’utilisation pour des non-experts en informatique et syste`mes
multiagents.
3. De´crire selon un formalisme approprie´ le mode`le de donne´es des composants e´lectriques
d’Hydro-Que´bec. Ce mode`le du domaine aura un double objectif : il sera le support
informationnel au futur simulateur et il permettra d’unifier les sources de donne´es
d’Hydro-Quebec.
Ces trois e´tapes visent a` doter l’Institut de recherche d’Hydro-Que´bec de l’expertise, des
moyens techniques et du savoir-faire requis pour analyser et e´valuer l’impact des sce´narios
d’e´volution du re´seau de distribution. Sche´matiquement, le futur syste`me de simulation res-
semble a` terme a` ce qui suit (voir Figure 1.3) :
Figure 1.3 Vue globale du syste`me de simulation
1.4 Hypothe`ses
En fonction des proble´matiques du projet LEOPAR et du besoin de l’IREQ de se doter
d’un syste`me de simulation, nous avons e´mis les hypothe`ses suivantes :
71. Nous pensons que le de´veloppement et l’utilisation des syste`mes multiagents peut eˆtre
proble´matique car ils ne´cessitent une grande connaissance des agents et de leur mode
de communication. Nous croyons que la simplification du mode de communication des
agents facilite conside´rablement la complexite´ du syste`me.
2. Nous croyons que l’utilisation des langages multiagents est trop complexe pour des non-
informaticiens. L’objectif d’accessibilite´ et d’extensibilite´ e´tant centraux, nous pensons
qu’il est possible d’utiliser un langage de mode´lisation de haut niveau pour de´crire les
agents et leur mode de coordination.
3. Nous croyons que le recours aux ontologies et a` la logique descriptive est un excellent
moyen pour repre´senter et fusionner les connaissances d’Hydro-Que´bec. Nous supposons
que l’ontologie sera en mesure de repre´senter des donne´es he´te´roge`nes et d’en ve´rifier
l’inte´grite´.
1.5 Contributions
Le travail de´crit dans cette the`se, en regard de ces hypothe`ses, apporte les contributions
suivantes :
– Nous proposons une nouvelle architecture multi-agents accessible, extensible et perfor-
mante. Notre architecture hybride est a` mis chemin entre les syste`mes multi-agents
classiques et les architectures tableau-noir.
– Nous avons de´veloppe´ un nouveau langage de coordination et de collaboration des
agents pour des non-spe´cialistes. Notre langage, formalise´ se´mantiquement, utilise les
actions et leurs effets pour permettre la planification des agents.
– Nous avons de´veloppe´ un syste`me de simulation multi-agents base´ sur le web se´man-
tique. Il permet de fusionner des donne´es he´te´roge`nes et d’en ve´rifier l’inte´grite´.
1.6 Organisation de la the`se
Nous structurons notre analyse comme suit : dans le chapitre 2, nous de´crivons deux
architectures collaboratives. Dans le chapitre 3 et 4 nous pre´sentons les bases de connaissances
du simulateur ainsi que les ontologies et les normes utilise´es dans le domaine e´lectrique. Les
chapitres 5 et 6 introduisent les concepts de langage oriente´s agents, les langages d’actions et la
programmation par ensemble de re´ponses, partie inte´grante de la logique non monotone ASP
(Answer Set Programming). Dans le chapitre 7, nous exposons les re´sultats et les observations
obtenus et nous terminons la the`se par une conclusion ge´ne´rale et des perspectives futures
dans le chapitre 8.
8CHAPITRE 2
SYSTE`MES MULTIAGENTS
2.1 Introduction
Pour de´terminer l’architecture multiagents la plus approprie´e au projet LEOPAR, il est
important d’analyser les forces et les faiblesses de ces syste`mes. Pour ce faire, nous explorons
deux approches : l’architecture des tableaux noirs (ATN) et les syste`mes multiagents. Cette
comparaison permettra d’identifier ce a` quoi doit ressembler le futur syste`me de simulation
multiagents a` de´velopper.
2.2 Les syste`mes monolithiques et multiagents
La simulation est un proce´de´ informatique qui permet de mode´liser un phe´nome`ne ou un
syste`me pour en maitriser la complexite´. Elle permet de simuler un syste`me complexe pour
lequel il est difficile d’avoir une vue d’ensemble. Pour construire un simulateur, il existe deux
approches. La premie`re se nomme simulation inte´gre´e ou monolithique. Le syste`me se com-
pose d’un seul bloc qui simule l’ensemble du phe´nome`ne. Cette approche, bien qu’intuitive,
pose proble`me. L’imple´mentation d’un simulateur monolithique requiert la contribution et la
synergie simultane´e de divers experts appartenant a` diffe´rents domaines (voir Alok Chatur-
vedi, 2006). Par ailleurs, le simulateur monolithique peut eˆtre suffisamment complexe pour
empeˆcher toute extension ulte´rieure, d’ou` l’inte´reˆt de recourir a` une approche plus modu-
laire : les syste`mes multiagents. C’est une approche qui vise a` subdiviser un traitement en
sous-e´le´ments traite´s par des agents. Ces derniers se de´finissent comme e´tant des entite´s auto-
nomes capables a` la fois de percevoir et d’agir sur leur environnement dans le but d’atteindre
des objectifs propres. Un agent est en mesure de re´aliser des traitements de manie`re autonome
ou en collaboration avec d’autres agents (voir Corkill, 2003).
Il existe deux types d’architectures multiagents : les syste`mes de tableau noir ou (Black-
Board Systems) et les syste`mes multiagents standards. Ces syste`mes ont en commun la capa-
cite´ de simuler un phe´nome`ne a` l’aide d’un ensemble d’agents simples et modulaires. Ce qui
diffe´rencie ces deux types d’architecture re´side dans la manie`re dont collaborent les agents.
Les agents des architectures de tableaux noir collaborent afin d’atteindre un objectif global
et commun. Dans les architectures multiagents, les agents sont fortement autonomes et pour-
suivent leurs propres objectifs. Ces diffe´rences sont analyse´es dans les sections suivantes, ou`
nous exposons pour chacun des syste`mes le mode de fonctionnement des agents.
92.3 Les architectures tableaux noirs
Une ATN permet de simplifier le traitement d’applications complexes ou difficiles a` de´finir.
Elle se compose d’ensemble de modules experts, nomme´s KS (Knowledge Source), spe´cialise´s
dans la re´solution de taˆches spe´cifiques. Ces KS interagissent a` travers des donne´es communes
et sont appele´s a` les enrichir de`s qu’ils le peuvent. La zone commune de partage des donne´es se
nomme tableau noir. La re´solution de proble`me ou simulation se fait de manie`re incre´mentale
par l’apport successif de chaque KS. Les ATN offrent une grande flexibilite´ dans la re´solution
incre´mentale de proble`me, car ils ne ne´cessitent pas la description des interactions possibles
entre les KS. Ces derniers peuvent eˆtre ajoute´s ou enleve´s du syste`me de manie`re transparente
et flexible.
L’ATN agit de manie`re opportuniste ; de`s qu’un KS reconnait une donne´e a` laquelle il
peut contribuer, il peut s’exe´cuter (voir Corkill, 1991). Les premiers syste`mes remontent a`
une trentaine d’anne´es. On cite Hearsay-II (voir Erman et Lesser, 1980), HASP/SIAP (voir
Nii et al., 1982), CRYSALIS (voir Engelmore et Terry, 1979), RESUN(voir Carver et Lesser,
1991) et OPM (voir Engelmore et Terry, 1979). Il est possible de de´crire les ATN selon la
me´taphore du tableau noir (voir Corkill, 1991). Un ensemble d’experts de divers domaines
travaillent ensemble de manie`re coope´rative pour re´soudre un proble`me. Leur coope´ration
est rendue possible par le biais d’une zone commune de travail qu’est le tableau noir. La
re´solution d’un proble`me de´bute quand des donne´es initiales sont e´crites sur le tableau.
Chaque spe´cialiste KS observe les donne´es du tableau et re´agit en fonction de sa capacite´ a`
faire e´voluer le proble`me. De`s qu’un spe´cialiste se croit capable de contribuer a` la re´solution
du proble`me, il l’e´crit dans le tableau.
Ce processus de contributions successives de la part des experts dans le tableau noir
continue de la sorte jusqu’a` la re´solution du proble`me. Dans notre exemple, les spe´cialistes
repre´sentent les KS (Knowledge Source). Ces derniers peuvent eˆtre des syste`mes experts, des
simulateurs, des agents ou toute autre entite´ capable de traiter de l’information. Les KS ne
communiquent pas entre eux, mais uniquement par l’entremise des donne´es du tableau. Dans
le cas ou` un KS identifie un mode`le de donne´es dans le tableau, il y contribue de manie`re
autonome.
Dans chaque ATN, il existe trois types de composants : le tableau noir, un ensemble
de sources de connaissances (KS) et un me´canisme de controˆle. Le tableau noir repre´sente
un bassin de donne´es commun qui renferme le proble`me a` re´soudre ainsi que des solutions
partielles possibles (nomme´es hypothe`ses). Les KS examinent l’e´tat du tableau noir et cre´ent
ou modifient des hypothe`ses quand ils sont en mesure de le faire. Cette caracte´ristique permet
au syste`me de re´soudre un proble`me donne´ selon une approche incre´mentale et opportuniste.
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Il s’agit d’une caracte´ristique importante pour la re´solution de proble`mes complexes. Un
me´canisme de controˆle permet de guider la progression de la re´solution du proble`me. Ce
me´canisme coordonne l’exe´cution des KS dans le cas ou` plusieurs KS sont en compe´tition
pour eˆtre exe´cute´s. Le controˆleur e´value la priorite´ d’exe´cution de ces KS en de´terminant
la manie`re dont chaque KS peut contribuer a` la re´solution du proble`me pour choisir le plus
pertinent (voir Rabin, 2002). Le choix du KS a` exe´cuter se fait en fonction de la pertinence
imme´diate, mais aussi de l’objectif global vise´. Le controˆleur est guide´ par les donne´es (Data-
Driven), mais aussi par les objectifs (Goal-Driven) a` atteindre (voir Carver et Lesser, 1992)
(voir figure 2.1).
Ainsi, l’ATN a l’avantage d’eˆtre modulaire et approprie´e aux approches incre´mentales et
e´mergentes. La re´alisation de ce syste`me peut eˆtre aise´e dans le cas ou` il y a un nombre
re´duit de KS. Leur synchronisation a recours a` un controˆleur simple qui obe´it au phe´nome`ne
d’opportunisme, c’est-a`-dire le KS qui contribue le plus a` la re´solution du proble`me est
exe´cute´. Toutefois, ces architectures deviennent rapidement difficiles a` ge´rer dans le cas ou`
il y a une grande interaction entre les KS, ce qui oblige a` la mise en place d’un module de
controˆle complexe et fortement spe´cialise´.
Une autre limite inhe´rente au controˆleur re´side dans le fait qu’il ne tient pas compte des
phe´nome`nes complexes de synchronisation, d’exe´cution concurrente ou paralle`le. En effet, de
part sa nature e´mergente, le controˆleur se´lectionne la meilleure action a` exe´cuter en fonction
des effets imme´diats du KS et de sa contribution a` l’ache`vement de l’objectif final.
Toutes ces limites expliquent vraisemblablement le manque d’engouement pour le de´ve-
loppement des tableaux noirs.
Figure 2.1 Architecture du tableau noir
La question qui ressort est de savoir comment tirer profit des architectures tableau noir
pour re´aliser un syste`me de simulation modulaire. Quelle approche adopter pour de´velopper
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un syste`me de simulation simple d’utilisation et fortement extensible ?
A` ce niveau il est possible de de´duire que l’avantage des ATN pour le projet LEOPAR re´side
dans :
1. La de´composition de la simulation en fonction des centres d’expertise. Chaque spe´cia-
liste de´veloppe son propre simulateur ou KS qui vient se greffer aise´ment dans une
ATN.
2. La re´utilisation de simulateurs ou KS pre´alablement de´veloppe´s. Il devient possible de
re´utiliser d’anciens simulateurs ou KS pour les inte´grer dans des ATN.
3. L’ATN facilite l’interaction et la communication des agents, car elle se fonde sur la mise
en commun des donne´es.
2.4 Les architectures multiagents
Ces dernie`res anne´es, les Syste`mes multiagents standards (SMA) sont apparus comme
e´tant un paradigme prometteur ou` l’objectif est de faire collaborer un ensemble d’agents
autonomes, re´actifs et proactifs. Cette approche architecturale octroie aux agents une grande
autonomie en leur permettant de de´cider par eux-meˆmes des actions a` exe´cuter. L’architec-
ture multiagents est conside´re´e comme une avance´e par rapport aux architectures tableau
noir, car elle re´sout deux limites majeures : la centralisation des donne´es et la centralisation
de la coordination. Afin de mieux comprendre l’architecture d’un syste`me multiagents, nous
pre´sentons la figure 2.2 :
Figure 2.2 Architecture syste`me multiagents
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The´oriquement, dans les syste`mes multiagents, les interactions se font par l’e´change de
messages entre les acteurs. La zone centrale de stockage des donne´es de l’ATN est remplace´e
par des agents capables de raisonner et de partager de l’information. Le module de coordi-
nation n’est plus centralise´, il devient intrinse`que a` chaque agent.
Les SMA octroient une plus grande autonomie aux agents, qui deviennent capables de
communiquer selon diffe´rents niveaux d’abstraction. Or, octroyer une grande autonomie aux
agents pose de nouveaux de´fis relatifs a` la coordination, la communication et la transmission
de messages. La communication devient un me´canisme centrale pour les agents, car elle est
a` l’origine de toutes sources de coordination et de collaboration.
Conceptuellement, les agents sont dote´s de trois modules : un module de communication
qui permet de recevoir et de transmettre de l’information, un module de coordination qui
permet a` l’agent d’entreprendre des actions individuelles ou en groupe et un module de
raisonnent qui stocke et traite les connaissances dont dispose l’agent sur ses objectifs et
sur son environnement. Analysons en de´tail ces modules pour comprendre leurs forces et
faiblesses. Cette analyse va permettre de cerner les besoins du projet LEOPAR.
2.4.1 Le module de communication
L’interaction entre les agents est possible par le biais de la communication et l’e´change
d’informations. Les agents communiquent avec les utilisateurs, les ressources du syste`me et
les autres agents dans le but d’accomplir leurs objectifs. Pour collaborer, les agents ont besoin
d’utiliser le meˆme langage pour e´changer des informations. C’est ainsi qu’en 1995 le langage
FIPA ACL a e´te´ e´labore´ afin de standardiser la communication inter-agents.
Le langage FIPA identifie deux niveaux d’information lors de la communication. Pre-
mie`rement, l’agent doit de´terminer le type du message selon 22 types distincts. Par la suite
l’agent de´termine le contenu du message, sa grammaire et sa se´mantique. Ge´ne´ralement le
contenu du message est formalise´ a` l’aide d’une ontologie commune qui est un support par
excellence pour de´sambigu¨iser une information (voir Wooldridge, 2009). Un message FIPA
ACL ressemble a` ce qui suit :
[inform
:sender agent1
:receiver agent2
:content (powerTransformer hasPrice 150)
:language SL
:onto1ogy CIM14.owl
]
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La performative « inform » :
La performative indique le type du message a` transmettre. Elle est le re´sultat d’e´tudes
base´es sur l’acte du langage (speech acts) (voir Searle, 1969). Quand un agent de´cide de
communiquer avec un autre agent, il doit de´terminer le type de la communication. Pour
le standard FIPA, il existe actuellement 22 types de performatives re´parties en 5 cate´gories
(information, requeˆte, ne´gociation, action et erreur). Parmi les performatives les plus usuelles
nous citons : informer (inform), demander (ask), accepter (accept), et refuser (decline).
L’expe´diteur et le destinataire du message, de « agent1 » a` « agent2 » :
Une fois que le type du message est identifie´, il y a de´termination du destinataire du
message. Cette e´tape est ge´ne´ralement re´alise´e par le module de coordination et plusieurs
techniques existent pour permettre a` un agent de cibler un interlocuteur. Dans le cas ou`
l’agent est l’initiateur de la communication, il a la possibilite´ d’envoyer un message a` tous
les agents en mode diffusion (broadcast) pour identifier un destinataire. Cette diffusion peut
eˆtre restreinte a` une zone d’influence. Toutefois, il est possible dans un SMA d’avoir recours
a` un agent particulier (Directory facilitator) qui permet d’e´tablir le lien entre l’agent et les
services qu’il offre, a` l’image d’un annuaire te´le´phonique. Ainsi, l’agent annuaire stocke et
met a` jour les agents et leurs compe´tences.
Le langage utilise´ « SL » :
Cette information spe´cifie le langage utilise´ pour le contenu du message transmis. A` noter
qu’il existe diffe´rentes repre´sentations telles que le RDF, SL ou le KIF. Seul le FIPA-SL est
promu comme standard par le W3C et s’appuie sur une ontologie pour formaliser un message.
L’ontologie utilise´e « CIM14.owl » :
Il est primordial que le message transmis d’un agent a` un autre soit compris par les deux
intervenants. La communication ne´cessite une compre´hension identique de la terminologie
utilise´e. L’ontologie est utilise´e afin de de´sambigu¨iser les termes et permettre de ve´hiculer une
information pre´cise d’un agent a` un autre. Nous de´finissons l’ontologie comme une hie´rarchie
de termes relie´s par des concepts logiques. Nous nous attarderons avec plus de de´tails sur la
de´finition des ontologies dans le chapitre 3.
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2.4.2 Le module de raisonnement et de prise de de´cision
La capacite´ de l’agent a` raisonner est essentielle dans un SMA, car les actions entreprises
par l’agent lui permettent d’atteindre des objectifs qui sont parfois en contradiction avec les
objectifs d’autres agents. La prise de de´cision devient une e´tape complexe qui ne´cessite de la
part de l’agent de prendre en compte ses propres contraintes ainsi que celles de l’environne-
ment. Les techniques de raisonnement les plus courantes sont :
Raisonnement de´ductif :
Le raisonnement de´ductif utilise une repre´sentation symbolique/logique des connaissances
de l’agent afin de de´duire un comportement cohe´rent. Le principal de´fi consiste en la traduc-
tion des objectifs de l’agent ainsi que l’environnement dans lequel il e´volue en un formalisme
symbolique/logique robuste. Cette connaissance formalise´e est par la suite utilise´e par l’agent
afin de re´aliser des raisonnements de de´duction en un temps limite´. Le raisonnement de´ductif
est une approche puissante, car elle est baˆtie sur de la logique mathe´matique. L’exemple sui-
vant est une repre´sentation logique de´ductive qui de´crit la sortie d’un agent d’une chambre
ferme´e :
RobotInRoomXDoorLockedX HaveKeysÑ TakeKeys.
RobotInRoomX TakeKeysÑ HaveKeys.
RobotInRoomXHaveKeysXDoorLockedÑ DoorOpen.
RobotInRoomXDoorOpenÑ RobotOutRoom.
Parmi les techniques de raisonnement logique, il existe l’architecture BDI (Believe, Desire,
Intention) qui offre une architecture structure´e. Elle informe sur le pourquoi d’une action et
sur les raisons de celle-ci. L’approche BDI introduit des e´tats mentaux et l’agent dispose d’un
ensemble d’objectifs a` re´aliser (les de´sirs), d’un ensemble d’actions a` entreprendre (les inten-
tions) et d’un ensemble de connaissances sur l’environnement (les croyances). Le Framework
JADEX est un exemple d’environnement de de´veloppement d’architecture BDI.
La logique temporelle/modale introduite par le langage MetateM (voir Fisher, 2005) est
une autre technique de raisonnement de´ductif. Elle utilise la temporalite´ pour repre´senter
les connaissances de l’agent. Ce dernier dispose d’un ensemble de re`gles qui lui permettent
de de´duire des faits/actions futurs en fonction de fait/actions passe´s. Ainsi, la temporalite´
des e´ve´nements joue un roˆle important, car elle re´fe`re a` un historique pour e´tablir un plan
d’action de l’agent. L’action devient temporelle. A` titre d’information, le langage MetateM
introduit les concepts temporels ”tant que, jusqu’a`, depuis, toujours, futur et passe´”.
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Toutefois, les limites de l’approche de´ductive re´sident dans sa complexite´. Elle ne´cessite
des connaissances pousse´es en logique, raisonnement et repre´sentation des connaissances. Le
de´veloppement d’un agent de´ductif ne´cessite l’intervention d’un expert, car la complexite´ de
la base de connaissances croˆıt avec le volume des connaissances et re`gles logiques. De plus, en
logique, il est complique´ de repre´senter des concepts d’incertitude, de dynamisme, de tempo-
ralite´ ou d’exception. La complexite´ des langages et formalisment associe´s au raisonnement
de´ductif est en opposition avec l’objectif premier du projet LEOPAR : offrir un syste`me ac-
cessible a` des non experts. Il existe toutefois, une alternative au raisonnement de´ductif : le
raisonnement re´actif.
Raisonnement re´actif :
La limite principale de l’approche symbolique/logique est imputable a` la complexite´ du
raisonnement ne´cessaire et conse´quemment a` la lenteur du temps de re´action des agents. Le
raisonnement re´actif vient en re´ponse a` ces limites. Il stipule que certaines formes d’intelli-
gence sont la re´sultante de re´actions re´flexes simples. Ce constat s’appuie sur l’observation
du comportement de certains organismes vivants, a` l’image des insectes ou racines de plantes.
D’apre`s les de´fenseurs du raisonnement re´actif, l’intelligence peut-eˆtre le re´sultat de l’inter-
action d’actions simples ou re´flexes.
Parmi les agents re´actifs, nous citons l’architecture de subsomption (voir Brooks, 1990).
Les agents disposent d’un re´seau d’automates d’e´tats finis qui associent des stimuli externes
a` des actions (voir figure 2.3). Les automates ne disposant pas de me´canisme de raisonnement
symbolique/logique, il en re´sulte la ne´cessite´ d’un me´canisme pour prioriser une action par
rapport a` une autre. Comme les automates peuvent mener a` l’exe´cution d’une ou plusieurs
actions, la priorisation devient indispensable pour e´viter un comportement incohe´rent de
l’agent.
En re´sume´, le raisonnement re´actif permet de de´velopper des agents robustes. Le plus
grand avantage d’un tel me´canisme est la rapidite´ de re´action des agents ainsi que la facilite´
d’imple´menter rapidement des agents simples. Cette technique de raisonnement est particu-
lie`rement appre´cie´e dans le domaine de la robotique ou toute action doit se faire en un temps
limite´. Simplicite´, robustesse et rapidite´ sont les principaux avantages de cette technique.
Toutefois, le mode`le re´actif pre´sente de nombreuses limites. Utiliser le raisonnement re´actif
dans le cadre du projet LEOPAR rendrait impossible la spe´cification de processus de colla-
boration entre les agents, car les actions des agents se basent uniquement sur un processus
re´flexe. Le raisonnement re´actif ne permet pas de repre´senter des comportements complexes.
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Figure 2.3 Exemple d’automates a` e´tats finis
Raisonnement hybride :
Cette approche vient en re´ponse a` la fois aux limites du raisonnement de´ductif, qui est
complexe et one´reux en temps de calcul, et a` celles du raisonnement re´actif, qui est trop
simple pour e´laborer des comportements complexes. Un agent hybride est un me´lange de
processus de raisonnement re´actif et de´ductif. Tout le de´fi consiste a` e´quilibrer ces deux
types de raisonnement et de les transposer en un seul environnement multiagents.
Ainsi sont ne´s les agents hybrides dote´s d’une hie´rarchisation des niveaux d’interaction.
Les niveaux conceptuels les plus bas contiennent des actions re´actives en re´ponse a` un stimulus
particulier de l’environnement. Ce sont des actions re´flexes. Les niveaux conceptuels les plus
hauts sont des niveaux de´cisionnels plus complexes ne´cessitant un ve´ritable processus de
de´duction qui implique la coope´ration, la coordination ou la planification.
Il est important de comprendre les avantages et les limites de ces architectures pour
de´terminer, selon les besoins de l’application, le meilleur type de raisonnement a` adopter,
car le meilleur langage oriente´ agent de´pend de l’application a` de´velopper (voir Wooldridge,
2009).
A` titre indicatif, le raisonnement hybride repre´sente l’approche la plus commune. Parmi ces
langages : 3APL, Jason, IMPACT, GO !, AF-APL (AGENT0 + BDI concepts).
2.4.3 Le module de coordination
Le module de coordination de´finit le protocole sur lequel se base l’agent pour re´aliser une
interaction avec d’autres agents. Il intervient quand l’agent n’est pas en mesure de re´aliser
de manie`re autonome un objectif particulier. Ainsi, le module de coordination de´termine
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comment l’agent doit agir pour solliciter l’aide et la collaboration d’autres agents.
Analysons le mode de coordination des syste`mes multiagents afin de savoir dans quelle
mesure il serait possible d’appliquer les meˆmes approches pour notre syste`me. Les principales
techniques de coordination sont les suivantes :
Structure organisationnelle :
Cette me´thode consiste a` permettre a` un ou plusieurs agents de haut niveau d’eˆtre res-
ponsables de la coordination d’un ensemble d’agents, et ainsi de jouer le roˆle de chef d’e´quipe.
C’est une relation de maˆıtre/esclave, qui est toutefois complexe et qui va a` l’encontre de la
philosophie de la de´centralisation du module de coordination (voir Bellifemine et al., 2007).
Adopter une telle structure dans la cadre du projet LEOPAR ne´cessiterait de disposer d’un
planificateur/coordinateur performant, qui soit en mesure de de´crire facilement des phe´no-
me`nes et des contraintes e´volue´es.
Contract net protocol :
Cette technique s’appuie sur une approche de mise en marche´ pour distribuer des taˆches
dans un groupe d’agents. Le protocole fait intervenir deux types d’acteurs, les acheteurs
(Participants) et le vendeur (Initiator). Dans le cas ou` un agent a besoin de l’intervention
d’autres agents, il les sollicite sous forme de contrat afin d’enclencher une coordination pour
re´soudre une sous-partie du proble`me. Cette approche se compose de quatre e´tapes : le
vendeur envoie un appel de proposition (call for proposal), chaque acheteur renvoie une offre,
par la suite le vendeur choisit la meilleure de toutes les offres et informe les agents du rejet
des autres offres. Toutefois, ce protocole souffre de manque de robustesse, car il de´pend du
temps mis par les acheteurs pour re´pondre a` une offre, ce qui peut re´sulter a` un blocage (voir
Bellifemine et al., 2007; Alibhai et Sc, 2003).
Planification multiagents :
Cette technique de coordination re´sout le proble`me de coordination a` l’aide de planifica-
teurs. Une premie`re approche consiste en la construction par chaque agent d’un plan d’action.
Par la suite, un planificateur central est utilise´ afin de ve´rifier la consistance de tous les plans
parcellaires issues des agents et de´termine si les plans sont consistants. La deuxie`me approche
e´limine le planificateur central. L’ide´e est de fournir aux agents une connaissance des plans
des autres agents. Ainsi, l’agent va disposer de ses propres connaissances ainsi que celles des
autres agents afin d’e´viter de construire des plans qui sont en contradiction avec les autres
agents. A` titre d’exemple, l’e´quilibre de Nash permet a` un agent d’agir en fonction de l’objec-
18
tif des autres agents (voir Bellifemine et al., 2007). Ces techniques de planification pre´sentent
un grand inte´reˆt pour le projet LEOPAR. Toutefois, le plus grand de´fi re´side dans le choix
du langage de planification a` adopter, car il se doit d’eˆtre accessible, expressif et performant.
Les conventions sociales :
Les normes et les lois sociales sont une source de controˆle et de coordination et per-
mettent aux agents de de´cider de la le´galite´ d’une situation (voir Vlassis, 2007). Ces re`gles
structurent les actions des agents a` travers un cadre. Elles facilitent la prise de de´cision de la
part de l’agent, car elles imposent l’obligation d’exe´cuter une se´rie d’actions selon certaines
situations. Il est important que les re`gles sociales soient partage´es par la majorite´ des agents
afin de permettre la convergence du syste`me. Il n’en demeure pas moins qu’il est possible de
permettre a` un nombre restreint d’agents d’eˆtre des hors-la-loi afin d’introduire une certaine
variabilite´ dans le syste`me. Ce type d’organisation sociale s’applique ide´alement pour des
syste`mes disposant d’un nombre e´leve´ d’agents qui re´alisent des interactions nombreuses, a`
l’image de la socie´te´ humaine. Or, ce type d’approche ne convient pas au projet LEOPAR.
2.5 Les langages oriente´s agents
Pour faciliter le de´veloppement des syste`mes multiagents plusieurs langages de program-
mation oriente´s agents ont vu le jour. Le tableau 2.1 e´nume`re les principaux langages agents
en fonction du type de raisonnement :
Une e´tude des langages oriente´s agents re´ve`le que la limite premie`re de ces langages re´side
dans leur complexite´ vis-a`-vis des non-experts. Comme la majorite´ de ces langages utilisent la
logique de premier ordre ou la logique modale temporelle, il est difficile pour un non-expert
d’utiliser aise´ment ces langages (voir Gaha et al., 2011). Par ailleurs, cette complexite´ est
d’autant plus importante que le protocole de communication, ge´ne´ralement base´ sur FIPA,
ajoute un niveau de difficulte´ quant a` la manie`re dont communiquent les agents. Dans notre
cas, le choix du langage de programmation pour le futur syste`me de simulation est important,
car il se doit d’eˆtre extensible et accessible a` des non-experts en syste`me multiagents. Une
description plus de´taille´es de ces langages se retrouve en partie annexe B.
2.6 L’architecture tableau noir et les syste`mes multiagents
Les syste`mes multiagents apportent de nouvelles possibilite´s et permettent de re´aliser des
syste`mes distribue´s qui sont en mesure de surpasser les limites des ATN. Les syste`mes mul-
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Tableau 2.1 Comparaison de langages oriente´s agents
Langages
agents
Raisonnement
de´claratif
Raisonnement
re´actif
Raisonnement
hybride
Formalisme
Minerva +
Kabul
X
Logique non mono-
tone
Concurrent
MetateM
X
Logique temporelle
et modale
Behavior
nets
X
Re´seau d’actions
3APL
X
Pre´dicat premier
ordre et FIPA
Jason
X
Pre´dicat premier
ordre
IMPACT
X
Pre´dicat premier
ordre et instrcu-
tions
GO
X
Programmation
symbolique et
logique
Agent0
X
Logique modale et
instructions
AF-APL
X
Programmation lo-
gique et proce´du-
rale
tiagents pre´sentent les avantages suivants par rapport aux ATN :
– La distribution des donne´es : il n’y a pas de zone de stockage commune des donne´es,
comme c’est le cas pour les ATN. Le phe´nome`ne du goulot d’e´tranglement est e´vite´.
– La coordination : chaque agent dispose d’un me´canisme de coordination interne qui
lui permet de raisonner sur ses donne´es et d’e´tablir un plan d’action pour atteindre
ses propres objectifs. Ainsi le processus de coordination devient distribue´ et propre a`
chaque agent.
– Les interactions : la communication entre les agents ne se fait plus par l’entremise de
donne´es. Les agents communiquent directement et e´changent des informations. Il s’en-
suit des interactions plus e´labore´es.
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Toutefois, une analyse des architectures de tableau noir fait ressortir les avantages suivants
par rapport aux syste`mes multiagents :
– Une architecture simple : ce constat se fonde sur le fait que les interactions entre les
agents se basent uniquement sur les donne´es. Il n’existe pas de protocole de communi-
cation e´labore´ a` respecter.
– Des agents simplifie´s : les agents re´alisent des raisonnements uniquement sur les don-
ne´es du tableau noir. Les agents ont une vue globale du proble`me et n’ont pas besoin de
de´cider quels sont les re´sultats a` partager, avec qui communiquer et comment re´pondre
a` une communication (voir Corkill, 2003) . Ces caracte´ristiques combine´es au controˆleur
du tableau noir permettent de re´soudre des proble`mes mal de´finis ou complexes.
Tableau 2.2 Comparaisons des architectures collaboratives
Syste`me Coordination Donne´es Objectif Extensibilite´ Accessibilite´ Performance
ATN Centralise´e Centralise´es Global Haute Haute Faible
SMA Distribue´e Distribue´es Multiple Moyenne Moyenne Haute
HLA Distribue´e Distribue´es Global Faible Faible Haute
Le tableau 2.2 pre´sente diffe´rents syste`mes collaboratifs. Nous y comparons les architec-
tures de tableaux noirs, l’architecture HLA et les architectures multiagents classiques. Bien
que nous n’ayons pas de´crit le syste`me HLA (High Level Architecture/IEEE Standard), nous
l’incorporons dans le tableau re´capitulatif car c’est une architecture re´cente. Elle offre un
cadre ou les composants, roˆles et types de messages sont identifie´s et standardise´s. Pour plus
d’information sur cette architecture, nous invitons le lecteur a` se re´fe´rer a` l’annexe 1 C. Nous
comparons ces syste`mes selon la nature de la coordination des agents, la manie`re dont les
donne´es sont re´parties, les types d’objectifs des agents, la facilite´ d’inte´grer de nouveaux
agents, la facilite´ de compre´hension du fonctionnement du syste`me et finalement les niveaux
de performance des architectures. L’objectif que nous nous fixons est de re´aliser un syste`me
multiagents qui permette de :
– Offrir un syste`me extensible : il s’agit de de´velopper un syste`me qui permette d’intro-
duire et de retirer des agents he´te´roge`nes sans compromettre le fonctionnement global
du syste`me de simulation multiagents.
– Offrir une architecture accessible : il s’agit d’offrir un environnement de simulation
accessible aux non-experts en leur permettant de modifier aise´ment les objectifs du
syste`me.
1. Ce choix se base sur le fait que notre architecture ne s’appuie pas sur le mode`le HLA.
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– Offrir une architecture distribue´e : il s’agit de permettre l’exe´cution distribue´e et en
paralle`le des agents ainsi que la de´centralisation des donne´es pour e´viter tout goulot
d’e´tranglement et perte de performance du syste`me.
Pour re´capituler, le syste`me que nous souhaitons de´velopper (Leopar++) pour le compte
de l’IREQ doit avoir les caracte´ristiques suivantes (voir tableau 2.3) :
Tableau 2.3 Proprie´te´s du syste`me de simulation Leopar++
Syste`me Coordination Donne´es Objectif Extensibilite´ Accessibilite´ Performance
Leopar++Distribue´e Distribue´es Global Haute Haute Haute
Le syste`me Leopar++ se base sur une architecture nouvelle qui est connue sous le nom de
multiagents tableau noir (voir Zhu et al., 2010; Qiang et Liu, 2010; Hammami et al., 2009). Elle
jume`le deux architectures pour permettre une interaction facilite´e et une grande autonomie
des agents. En effet, l’approche des syste`mes multiagents tableau noir vise a` simplifier le
de´veloppement des agents en usant d’une zone commune de donne´es partage´es pour faciliter
la communication et l’interaction (voir Kao et al., 2002; Dong et al., 2005).
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CHAPITRE 3
INTRODUCTION AUX BASES DE CONNAISSANCES
3.1 Introduction
Notre travail ambitionne d’apporter une contribution dans le domaine de la repre´sentation
et du traitement des connaissances afin d’offrir une architecture a` mi-chemin entre les ATN
et SMA. En de´finissant une plateforme robuste et polyvalente, il est possible de re´pondre aux
besoins du projet LEOPAR en de´veloppant un syste`me multiagents tableau noir robuste et
accessible (voir Figure 3.1).
Figure 3.1 Architecture Leopar++
L’architecture du syste`me Leopar++ inte`gre des technologies issues de diffe´rents domaines
de recherche, a` savoir les ontologies et la repre´sentation des connaissances, les algorithmes
de planification, les syste`mes multiagents et les architectures de tableau noir. A` l’image des
syste`mes informatiques, Leopar++ utilise et traite des donne´es. Celles-ci sont fondamentales
et leur structure influe sur les capacite´s du syste`me a` extraire et a` traiter l’information. Un
formalisme de repre´sentation non adapte´ aux besoins d’un syste`me informatique nuit a` son
bon fonctionnement, soit par une carence, soit par un exce`s d’expressivite´. De ce fait, il est
important de de´terminer le formalisme, l’expressivite´ et le pouvoir d’infe´rence du langage de
repre´sentation des donne´es.
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3.2 Les bases de connaissances
Parmi les nombreux langages de repre´sentation des connaissances, la logique descriptive
est un formalisme puissant. Elle est utilise´e dans des syste`mes a` base de connaissances pour
de´sambigu¨iser, fusionner ou infe´rer de nouvelles donne´es. Analysons de plus pre`s ce forma-
lisme et e´tudions son utilite´ pour le syste`me Leopar++.
3.2.1 Logique descriptive et OWL (Web Ontology Language)
Le langage OWL est ne´ de la volonte´ d’exprimer des connaissances consistantes et non
contradictoires a` l’aide de la logique descriptive. Les connaissances ainsi formalise´es sont
exploitables aussi bien par l’homme que par la machine (voir Eiter et al., 2006). Standardise´
par le W3C, le langage OWL permet une repre´sentation formelle d’un ensemble de concepts
relie´s par des relations selon des quantificateurs logiques. La standardisation du langage, ainsi
que le recours a` la logique de description, permet une de´sambigu¨isation des concepts et des
relations de´crivant les connaissances du domaine.
Ainsi, le roˆle premier d’une ontologie OWL, contrairement aux diffe´rents formalismes tels
que le RDF, les bases de donne´es ou le XML, est de donner une description logique aux
connaissances repre´sente´es.
Plus ge´ne´ralement, une ontologie OWL repre´sente, a` l’aide de la logique descriptive, des
connaissances sous forme de re´seaux de nœuds et de liens (voir Eiter et al., 2006). Il existe
diffe´rentes familles de logiques descriptives qui offrent une expressivite´ variable. Parmi les
familles de formalismes existants, nous citons le formalisme OWL2-RL, qui octroie un niveau
d’expressivite´ plus important que son pre´de´cesseur OWL-DL. Il permet d’exprimer les rela-
tions suivantes :
– Hie´rarchie : il est possible de de´crire des relations d’e´quivalence et d’inclusion des
classes. Par exemple il est possible de de´crire qu’un disjoncteur est sous-classe des
composants e´lectriques : Disjoncteur  ComposantElectriques
– Nominal : il est possible de spe´cifier une classe en e´nume´rant ses membres et d’inter-
dire a` d’autres individus d’y appartenir. L’expression suivante indique qu’un conduc-
teur e´lectrique ne peut eˆtre que ae´rien ou souterrain. TypeConducteurElectrique 
tsouterrain, aerienu
– Inverse : il est possible de de´crire une relation et son inverse. Par exemple, l’expression
suivante : alimentepa, bq Ñ estAlimentepb, aq indique que de`s lors ou` a alimente b alors
il est aussi possible d’affirmer que b est alimente´ par a .
– Quantificateur nume´rique : il est possible de restreindre nume´riquement la cardina-
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lite´ des relations entre les classes. Par exemple, ComposantElectrique  ComposantX ¤
1.aTerritoire.Territoire, indique qu’un composant est localise´ dans au maximum un
territoire.
– Chainage de proprie´te´s : il est possible de de´finir des chaines de proprie´te´s. Par
exemple, de´crire que tous les composants du meˆme poste sont localise´s dans la meˆme
re´gion que le poste. L’expression suivante aPoste  aRegion  aRegion indique que
si aPostpa, bq; aRegionpb, cq; alors il il est possible de conclure que aRegionpa, cq.
Il permet aussi de de´clarer des proprie´te´s de relations :
– Transitivite´ : il est possible de de´finir des relations de transitivite´. Par exemple si
Rpa, bq ^Rpb, cq Ñ Rpa, cq.
– Syme´trie : il est possible de de´finir une syme´trie pour certaines relations : Rpa, bq Ñ
Rpb, aq. Exemple la relation etreConnecteA est syme´trique. Si un composant est connecte´
a` un autre composant, donc il sont inter-connecte´s.
– Asyme´trie : il est possible de de´finir une asyme´trie pour certaines relations : Rpa, bq Ñ
 Rpb, aq. Exemple la relation appartenirAuPoste est asyme´trique. Si un composant
appartient a` un poste, l’inverse n’est pas vrai.
– Re´flexive : informe qu’une relation est re´flexive : Rpa, aq. Par exemple la relation
avoirComposantSuccesseur peut eˆtre re´flexive. La relation peut s’appliquer a` la classe
Composant de manie`re re´flexive.
– Non re´flexive : informe qu’une relation ne peut pas eˆtre re´flexive :  Rpa, aq. Par
exemple la relation appartenirReseau est non re´flexive. Un composant e´lectrique ne
peut pas appartenir a` un autre composant.
– Fonctionnelle : il est permis de de´finir une relation fonctionnelle. Par exemple, la
relation appartenirPoste est fonctionnelle.
– Cardinalite´ qualifie´e : ce type de cardinalite´ permet d’imposer un nombre minimal
ou maximal de relations de peut avoir une classe envers une autre classe. Par exemple,
cette relation permet de de´crire des composants qui ont connu plus de 2 pannes.
– Type´e : il est possible d’identifier la classe source et destination d’une relation. Par
exemple il est possible de typer la relation appartenirAuPoste pour qu’elle fasse re´fe´-
rence uniquement aux classes Composant et Poste.
Tout comme la logique descriptive, le langage OWL se subdivise en deux parties : la Tbox
et la Abox. La TBox renferme la de´finition des concepts et les relations qui lient les concepts.
Elle contient tous les axiomes de´finissant le domaine. La ABox renferme les individus qui sont
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les instances des concepts de´finis dans la TBox. Il est possible de faire un paralle´lisme entre
la logique descriptive et la programmation oriente´e objet ou` les classes et instances de classes
sont respectivement la TBox et la ABox. Ces deux parties sont traduites a` l’aide du langage
OWL via les triplets (sujet, pre´dicat et objet) inspire´s du mode`le des graphes (Figure 3.2).
Figure 3.2 Les couches du web se´mantique
Il ressort que la technologie OWL fait partie d’un ensemble de technologies et de langages
construits en couches. Brie`vement, nous de´crivons ces technologies dans le tableau 3.1
Les ontologies font partie inte´grante d’une succession de technologiques issues Web se´-
mantique. Cette particularite´ octroie a` l’ontologie OWL une grande puissance quant a` la re-
pre´sentation et la manipulation de donne´es he´te´roge`nes et distribue´es. Cette caracte´ristique
est primordiale pour le projet LEOPAR qui vise a` unifier les sources de donne´es d’Hydro-
Que´bec. Nous invitons le lecteur de´sireux de mieux comprendre les liens qui unissent le web
se´mantique aux ontologies OWL de se re´fe´rer a` l’excellent manuel en ligne (voir Gagnon,
2012).
3.2.2 Se´mantique du langage OWL
Afin de mieux comprendre l’ontologie et ses implications, analysons de plus pre`s le langage
OWL et sa se´mantique. Il est important de saisir la se´mantique du langage, car nous allons
avoir recours a` la logique OWL pour de´finir des concepts e´lectriques.
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Tableau 3.1 Description des couches du web se´mantique
Couches De´finition et Objectif
URI Le Uniform Ressource Identifier est un syste`me de nommage de
ressource sur un re´seau. Il permet d’identifier par exemple une
ressource web physique ou abstraite.
XML Le eXtended Markup Language est un langage de balisage pour
l’e´change de donne´es informatiques. Les donne´es sont repre´sen-
te´es sous forme d’arbre afin de faciliter l’e´change automatique
de donne´es complexes entre les syste`mes.
RDF Le Ressource Description Framework est un mode`le de graphe
permettant de repre´senter formellement des ressources Web sous
une forme traitable par la machine.
Ontologie La couche ontologique utilise la logique descriptive pour de´crire
des donne´es. L’ontologie permet de raisonner sur les donne´es
pour en de´terminer la consistance et la cohe´rence.
Re`gles Les re`gles permettent d’octroyer une plus grande expressivite´
aux ontologies. Elles introduisent des conditions pour exprimer
des connaissances conditionnelles.
Logique Elle est une couche hypothe´tique qui vise a` permettre de de´fi-
nir une logique particulie`re pour repre´senter des connaissances
spe´cifiques telles que l’incertitude ou le raisonnement par de´faut.
Preuve La preuve est une couche hypothe´tique qui vise a` permettre a` un
utilisateur ou syste`me de comprendre le pourquoi d’une infor-
mation. Les pre´misses qui ont abouti aux informations infe´re´es.
Confiance Elle est une couche hypothe´tique qui vise a` octroyer un niveau
de confiance aux donne´es et informations infe´re´es. L’agent in-
formatique doit eˆtre en mesure de prouver les conclusions et de
garantir la fiabilite´ des informations utilise´es.
Formellement, supposons que ∆ non vide renferme les e´le´ments du domaine a` de´crire.
Supposons que A repre´sente les concepts et R les relations entre les concepts. Admettons
qu’une fonction d’interpre´tation I se de´finie de la manie`re suivante :
– IpAq  AI  ∆. L’interpre´tation des concepts fait partie du domaine ∆.
– IpRq  RI  ∆I  ∆I avec ∆I  ∆I relation binaire. L’interpre´tation d’une relation
est une relation binaire liant des concepts du domaine ∆.
– IpJq  ∆I . L’interpre´tation de la totalite´ J repre´sente tous les concepts du domaine
∆.
– IpKq  H. L’interpre´tation du rien repre´sente l’ensemble vide.
– Ip Cq  ∆IzCI . L’interpre´tation de la ne´gation d’un concept C P A repre´sente
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tous les concepts du domaine ∆ a` l’exception de ceux contenus dans A. Par exemple
Ip Transformateurq repre´sente tout ce qui n’est pas un Transformateur.
– IpC1XC2q  C
I
1 XC
I
2 . Repre´sente l’intersection binaire de deux concepts. Par exemple
ComposantDefectueux X Disjoncteur retourne tous les disjoncteurs qui sont de´fec-
tueux.
– IpC1 Y C2q  C
I
1 Y C
I
2 . Repre´sente l’union binaire de deux concepts. L’expression
DisjoncteurY InterrupteurYSectionneur repre´sente la classe de tous les e´le´ments de
sectionnements.
– pDR.CqI  tx P 4|Dy : px, yq P RI ^ y P CIu. Repre´sente l’existence d’une relation R
avec un concept C. Par exemple DaPoste.Poste de´crit une proprie´te´ indiquant obliga-
toirement une relation d’appartenance a` un poste.
– p@R.CqI  tx P 4|@y : px, yq P RI Ñ y P CIu. Repre´sente l’universalite´ d’une relation
R avec un concept C. Par exemple @aComposantSuivant.Composant informe que dans
le cas ou` l’individu a` une relation aComposantSuiant alors elle doit obligatoirement
eˆtre lie´e a` un autre composant.
– p¤ nRqI  tx P 4| #pty|px, yq P RIuq ¤ nu. Repre´sente un nombre maximum de re-
lations R possibles avec un concept. Par exemple ¤ 3aComposantSuivant.Composant
indique qu’un individu ne peut avoir plus que 3 connexions de type aComposantSuiant.
– p¥ nRqI  tx P 4| #pty|px, yq P RIuq ¥ nu. Repre´sente un nombre minimum de
relations R possibles avec un concept.
– pRqI  tpa, bq|pb, aq P RIu. Repre´sente l’inverse d’une relation R.
Inte´grer des ope´rateurs logiques permet d’appliquer un me´canisme d’infe´rence sur l’on-
tologie du domaine. En effet, il est possible de re´aliser des infe´rences sur une ontologie
OWL. L’infe´rence de´signe la capacite´ d’un programme informatique d’extraire de nouvelles
connaissances qui s’ope`re aussi bien sur les concepts de la TBox et les individus de la ABox.
Analysons ensemble les types d’infe´rences pouvant eˆtre re´alise´es :
– Subsomption (TBox) : elle permet de de´terminer si les concepts C1 et C2 sont subsume´s
IpC1q  IpC2q. Par exemple, si Composant  Interrupteur XDaMecanisme.Sectionnement.
On peut conclure par infe´rence que le concept Interrupteur est sous-classe du concept
Composant : Interrupteur  Composant. Autrement dit, si un sous-ensemble de ca-
racte´ristiques de´crivant C1 est ne´cessaire et suffisant pour de´crire C2, alors C1 subsume C2.
– Satisfaisabilite´ (TBox) : un concept C1 est satisfaisable si IpC1q  K. Dans le cas
contraire un concept est dit non satisfaisable si IpC1q  K, c’est-a`-dire pour lequel
aucune instance ne peut exister. Cette situation est normalement due a` des erreurs de
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conception ou de peuplement de l’ontologie. Par exemple, si on de´clare que ComposantX
Interrupteur  K et Interrupetur  Composant, alors par infe´rence on de´duit la
non-satisfaisabilite´ de la base de connaissances. Autrement dit, dire que Interrupteur
est a` la fois sous-classe et dissocie´ de Composant est non satisfaisable.
– E´quivalence (TBox) : elle permet de de´tecter que si le concept C1 est e´quivalent au
concept C2 : IpC1q  IpC2q et IpC2q  IpC1q . Par exemple, si on de´clare que V oiture 
Car et Car  V oiture revient a` affirmer que V oiture  Car. Cette proprie´te´ est
automatiquement infe´re´e et permet de de´tecter une duplication de l’information.
– La disjointure (TBox) : elle permet de de´duire qu’un concept C1 est disjoint d’un
concept C2 : IpC1q

IpC2q  K. Par exemple, si on conside`re que Interrupteur 
Sectionneur, Cable  Conducteur et Sectionneur X Conducteur  H, alors il est
possible de de´montrer que les interrupteurs et les caˆbles sont disjoints : Interrupteur X
Cable  K.
– La consistance (ABox) : elle est une infe´rence qui permet de re´aliser un raisonnement
sur les individus ou les instances de l’ontologie. La consistance permet de ve´rifier qu’un
individu appartenant a` un concept C1 n’est pas en contradiction avec la de´finition de
la classe. Admettons qu’une instance appartient aux deux concepts {I1 P Cable; I1 P
Conducteur}. Il en re´sulte une inconsistance, car les deux classes sont disjointes telles
qu’expose´es dans le paragraphe pre´ce´dent.
– La classification (ABox) : elle de´termine si un concept appartient a` une instance donne´e.
Selon les relations de l’instance, le raisonneur est en mesure d’en de´terminer l’apparte-
nance a` un ou plusieurs concept. Formellement, si on reprend la de´finition Interrupteur 
Sectionneur, il est possible de de´duire que pour toutes les insertions I1 P Interrupteur,
alors I1 P Sectionneur est infe´re´e.
Le pouvoir d’infe´rence des ontologies est une fonctionnalite´ puissante. Les re`gles logiques
permettent au moteur d’infe´rence de de´tecter des inconsistances et d’infe´rer de nouvelles
connaissances. Toutefois, le processus de raisonnement peut ne´cessiter beaucoup de temps
car la complexite´ du mode`le OWL2-RL est fonction du volume de donne´es a` traiter. La
complexite´ est estime´e a` nc avec n repre´sentant le volume des donne´es et c une constante a`
de´terminer d’apre`s le (W3).
En regardant de plus pre`s les caracte´ristiques de l’ontologie, il est possible de la faire
correspondre a` une base de donne´es relationnelle. Les concepts et les individus d’une ontologie
repre´sentent respectivement les tables et les enregistrements d’une base de donne´es. Dans une
ontologie, un concept est un contenant qui renferme des instances.
Toutefois, ce qui caracte´rise une ontologie est qu’elle dispose d’un pouvoir d’infe´rence.
29
L’ontologie utilise des connecteurs logiques (universel, existentiel, union, intersection) ainsi
que des proprie´te´s pre´de´finies (domaine, image, transitivite´, syme´trie, re´flexivite´) qui four-
nissent un support se´mantique aux donne´es. Cependant, l’analogie s’arreˆte la`, car l’ontologie
ne dispose pas de me´canisme robuste pour la manipulation des donne´es (e´criture et lecture),
elle demeure un support pour repre´senter l’information et non pour ge´rer l’information.
3.3 Les connaissances du domaine e´lectrique
3.3.1 Le standard CIM
L’inte´reˆt que pre´sente une ontologie re´side dans sa capacite´ a` donner un sens logique aux
donne´es. Cette se´mantique offre la capacite´ de raisonner sur les donne´es pour soit en ve´rifier
la consistance, soit infe´rer de nouvelles connaissances. Ces deux caracte´ristiques pre´sentent
un inte´reˆt pour le syste`me Leopar++ qui est appele´ a extraire et a` fusionner des donne´es de
diffe´rentes sources.
La construction d’une ontologie est une ope´ration complexe qui ne´cessite l’intervention
d’experts du domaine et de la repre´sentation des connaissances. Pour de´velopper une on-
tologie, qui va jouer le roˆle de support informationnel pour le futur syste`me de simulation
Leopar++, il y a lieu de respecter trois e´tapes essentielles (voir Uschold et King, 1995; Pinto
et Martins, 2004) :
1. L’identification du domaine d’application de l’ontologie afin de de´terminer l’e´tendue du
domaine et sa granularite´.
2. La construction de l’ontologie a` travers l’acquisition des connaissances du domaine, la
conceptualisation et l’inte´gration d’ontologies existantes. Cette phase est cruciale car
elle permet d’acce´le´rer le de´veloppement de l’ontologie.
3. L’e´valuation de l’ontologie et sa validation. Cette e´tape ne´cessite l’intervention d’un
expert du domaine pour valider l’ontologie nouvellement cre´e´e.
En ce qui concerne les deux premiers points, nous avons entrepris une e´tude minutieuse
du domaine e´lectrique et avons identifie´ le mode`le CIM (Common Information Model). Ce
dernier est un standard pour l’e´change de donne´es e´lectriques. Il constitue une excellente
re´fe´rence pour le de´veloppement d’ontologies du domaine e´lectrique. Le mode`le CIM est
ne´ du besoin d’e´changer de l’information entre les compagnies d’e´lectricite´ via l’utilisation
d’un meˆme langage. Les difficulte´s d’importation et d’exportation des donne´es ont abouti a`
l’e´laboration du standard CIM. Il est un format d’e´change des donne´es du domaine e´lectrique.
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Le CIM est base´ sur les standards IEC 61970 et IEC 61968 pour permettre l’interope´ra-
bilite´ des donne´es. Il offre une structure conceptuelle hie´rarchique de´taille´e pour repre´senter
des composants e´lectriques et leurs caracte´ristiques. La spe´cification du mode`le CIM utilise le
mode`le conceptuel UML (Unified Modeling Language), qui renferme des centaines de classes
regroupe´es selon 12 cate´gories (voir Figure 3.3).
Figure 3.3 Les cate´gories du CIM
Chacune de ces cate´gories renferme des centaines de classes relatives aux caˆbles, aux
charges, aux syste`mes de production, aux e´le´ments de mesures, aux profils de charges, etc.
Les classes comportent des liens hie´rarchiques, des attributs, des me´thodes ainsi que des re-
lations de compositions et agre´gations. Le langage CIM est re´aprti dans les groupes suivants :
– Meas : identifie des types de mesures, des valeurs de mesures, des accumulateurs de
mesure, des mesures analogiques, etc.
– Wires : identifie des disjoncteurs, des lignes, des impe´dances, des transformateurs, des
interrupteurs, des sectionneurs, etc.
– Core : de´finit le voltage de base, le nœud de connectivite´, la courbe de donne´es, etc.
– LoadModel : de´finit un mode`le de jours, des mode`les de charges, des saisons et des
groupes de charges.
– Production : de´finit le type de combustible des syste`mes a` combustion, les caracte´ris-
tiques des machines synchrones, des turbines, des hydro pompes, etc.
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Le mode`le CIM e´tant originellement repre´sente´ sous un formalisme de diagrammes de
classes UML, il en re´sulte que l’expressivite´ du mode`le englobe les concepts suivants :
– Classes : repre´sentent une abstraction du monde re´el.
– Attributs : repre´sentent les donne´es de la classe.
– Me´thodes : repre´sentent les traitements de la classe.
– Agre´gation/Composition : repre´sentent les relations de de´pendance entre les classes.
Cette relation comporte des cardinalite´s.
– He´ritage : repre´sentent les relations d’he´ritages entre les classes.
Ces caracte´ristiques inhe´rentes a` UML limitent l’expressivite´ des donne´es repre´sente´es et
offrent un faible pouvoir d’infe´rence. C’est dans cette optique qu’une premie`re traduction du
CIM en mode`le OWL a e´te´ re´alise´e par le CIMTool Group. Cette premie`re traduction du
mode`le en OWL offre une plus grande souplesse que la repre´sentation traditionnelle faite en
UML/XML. A` l’aide de la repre´sentation OWL des composants e´lectriques, il devient pos-
sible de :
– Communiquer plus efficacement entre les syste`mes informatiques. Les donne´es e´chan-
ge´es sont sous le format de triplets octroyant une grande souplesse quant a` la manipu-
lation des donne´es par rapport au formalisme XML.
– Fe´de´rer diffe´rentes sources de donne´es he´te´roge`nes en un seul formalisme a` l’aide de la
puissance du web se´mantique sur lequel se base le mode`le OWL. Il est possible d’inte´grer
et de fe´de´rer des formalismes ou standards comme la ge´oposition Open GIS, les donne´es
issues de progiciels OAGIS, de standards d’interface MultiSpeak, de mode`les de donne´es
ouvert de maintenance MIMOSA, de standards du mode`le objet OMG, etc. (voir Figure
3.4).
– Inte´grer dans un parc informatique de nouveaux outils compatibles avec le mode`le CIM.
– Offrir une meilleure couverture des donne´es e´lectriques a` l’aide d’un langage qui en-
globe les composants e´lectriques, les mode`les de charges, les mesures, les syste`mes de
collectes de donne´es, etc.
3.3.2 Le CIM a` travers des exemples
Attardons-nous a` analyser le mode`le CIM a` travers la conceptualisation d’un exemple.
Cette analyse permet de de´terminer les e´le´ments re´utilisables qui feront partie de la base de
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Figure 3.4 Vue globale du CIM
connaissance du simulateur Leopar++. Pour repre´senter une ligne e´lectrique, le langage CIM
introduit artificiellement des nœuds conceptuels pour permettre la cre´ation d’un lien entre
les composants e´lectriques. Ces nœuds sont Terminal et ConnectivityNode et ont pour taˆche
de connecter les composants tout en e´vitant les listes d’e´le´ments. Explicitement, l’exemple
suivant de´montre le roˆle joue´ par les nœuds conceptuels lors de la traduction d’un re´seau
e´lectrique en mode`le CIM (voir Figure 3.5) (voir McMorran, 2007).
Figure 3.5 Exemple de re´seau en CIM
Dans l’exemple pre´ce´dent, pour connecter un disjoncteur (Breaker) et une charge (LoadA),
l’insertion d’un noeud de connexion (ConnectivityNode) et des terminaux Terminal permet
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de lier les composants du re´seau selon l’approche CIM. Une fois que les nœuds conceptuels
ont e´te´ introduits, il faut de´terminer le nom re´serve´ des composants selon la nomenclature
des mots re´serve´s CIM.
La traduction CIM/UML en CIM/OWL est une transcription directe du mode`le de
conception UML. Il s’ensuit que certains concepts sont inapproprie´s comme les nœuds concep-
tuels terminals. La traduction d’un grand re´seau de distribution en CIM/OWL ge´ne`re un
volume de donne´es tre`s important qui est difficile, voir impossible a` traiter par les outils
de manipulation des ontologies. Utiliser le CIM/OWL pour repre´senter les connaissances
d’Hydro-Que´bec devient une ope´ration a` risque qui ne´cessite une re´vision du mode`le CIM.
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CHAPITRE 4
LA BASE DE CONNAISSANCES DU SYSTE`ME LEOPAR++
4.1 Introduction
L’objectif premier de la base de connaissances du syste`me Leopar++ est de fusionner et
rendre accessible des donne´es re´parties dans diffe´rentes sources. La base de connaissances
permet, a` l’aide de la logique descriptive, de ve´rifier l’inte´grite´ des donne´es fusionne´es. Il
devient important de mettre en place un me´canisme d’extraction, de fusion et de ve´rification
des donne´es. Ces donne´es seront par la suite exploite´es par les agents du syste`me Leopar++.
C’est a` ce de´fi que nous re´pondons dans la suite de ce chapitre. Nous analysons dans
une premie`re partie le processus de cre´ation de la base de connaissances. Dans une deuxie`me
partie nous e´tudions le processus d’exploitation des donne´es de la part des agents.
Dans le cadre du projet LEOPAR, la base de connaissances se compose de donne´es pro-
venant de diffe´rentes bases de donne´es relationnelles. Il est primordial de mettre en place
un ensemble de me´canismes pour : (1) extraire les donne´es, (2) fusionner les donne´es et (3)
ve´rifier la consistance des donne´es fusionne´es.
4.2 L’extraction des donne´es
Les donne´es du re´seau de distribution sont stocke´es dans diverses bases de donne´es de
type MySQL. Ainsi, la premie`re e´tape a` re´aliser pour produire une base de connaissances est
d’extraire les donne´es des bases de donne´es pour former la ABox.
Nous avons teste´ diffe´rents outils freeware qui convertissent une base de donne´es relation-
nelle en base de connaissances RDF ou OWL. Les principaux outils sont les suivants (voir
Tableau 4.1)
Le tableau re´capitulatif 4.1 indique que les outils D2RQ et Datamaster sont les seuls a`
supporter le langage OWL. Toutefois, seul le D2RQ est en mesure d’eˆtre de´ploye´ de manie`re
autonome en dehors de l’environnement Prote´ge´. Ainsi, nous avons focalise´ nos efforts sur
D2RQ pour extraire des bases de donne´es d’Hydro-Que´bec les donne´es ne´cessaires a` l’exe´cu-
tion de la simulation e´lectrique. Une sous section de l’architecture D2RQ se pre´sente comme
suit (voir Figure 4.1).
Le module D2RQ Engine offre un acce`s a` un contenu OWL via l’API Jena. Il e´tablit la
correspondance entre les bases de donne´es relationnelles et les triplets RDF/OWL a` travers
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Tableau 4.1 Comparaisons d’outils de convertisseur BD en base de connaissances
Outils RDFs OWL Environnement Remarques
Spyder/Spinner
X
Java Utilise le langage D2RML
pour lier les bases de don-
ne´es au mode`le RDF.
DataMaster
X X
Prote´ge´ v3.X Est une extension pour
l’outil Prote´ge´. Il permet
d’extraire les enregistre-
ments des bases de don-
ne´es.
D2RQ
X X
Java Utilise un langage proprie´-
taire pour e´tablir la re-
lation entre la base de
donne´es et des donne´es
RDF/OWL.
un fichier nomme´ D2RQ mapping File. Il informe des relations entre les tables de la base de
donne´es et les instances de classe de la TBox.
Figure 4.1 Architecture de D2RQ
Pour le syste`me Leopar++, nous avons de´fini le fichier de mappage de manie`re a` e´tablir
un lien entre les bases de donne´es et les instances des classes du CIM. Nous exposons une
sous-section du fichier de mappage afin de saisir brie`vement la manie`re dont s’ope`re le map-
page entre bases de donne´es et instances de la base de connaissances de la ABox :
La Figure 4.2 e´tablit les liens entre les bases de donne´es et les instances de concepts. Ce
fichier exprime un lien entre la table fiche 10 poste de la base de donne´es et le concept Poste
de la base de connaissances. Chaque enregistrement de la colonne sigle poste de la table
fiche 10 poste de la base de donne´es d’Hydro-Que´bec repre´sente un individu du concept
Poste de la base de connaissances.
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Figure 4.2 Exemple de fichier de mappage
En ce qui concerne les attributs, nous constatons qu’une instance du concept Poste a une
proprie´te´ qui la lie a` une municipalite´. Cette dernie`re est une information issue de la colonne
code municipalite´ de la table fiche 10 poste de la base de donne´es.
Pour e´tablir un lien de relation entre deux individus de concepts diffe´rents, il faut utiliser
l’identifiant unique du concept du poste map : Poste. La figure 4.3 expose une sous-section
du fichier de mappage. Cet exemple indique que Ligne poste est une relation entre la classe
Ligne et la classe Poste. Pour chaque instance de la table fiche 20 ligne est associe´e une
relation Ligne poste qui pointe vers la colonne poste de la table fiche 10 poste :
Figure 4.3 Exemple de relation de mappage
Une pre´sentation sommaire du mode de fonctionnement de D2RQ fait ressortir deux
constats. Premie`rement, D2RQ permet de cre´er des instances a` partir des bases de donne´es.
Deuxie`mement, D2RQ ne permet pas de´finir une TBOX et ainsi disposer d’une base de
connaissances comple`te. De ce fait, il est impossible de raisonner sur la base de connaissances,
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car D2RQ ne ge´ne`re que la ABox avec aucune se´mantique lie´e aux concepts. La ABox est
ge´ne´re´e automatiquement par D2RQ en lui rajoutant une TBox pour pouvoir raisonner sur
la base de connaissances fe´de´re´e.
4.3 La fusion
La figure (voir Figure 4.4) expose une premie`re section de l’architecture que nous avons
mise en place pour extraire les donne´es et former la ABox. Ne´anmoins, il faut comple´ter la
base avec les concepts de la TBox.
Figure 4.4 Me´canisme d’extraction des donne´es de Leopar++
Il est primordial de fusionner automatiquement les concepts aux instances, et ce afin de
disposer d’une base de connaissances ou` il est possible de ve´rifier la consistance des donne´es
fe´de´re´es. Pour ce faire, nous utilisons l’API Jena, e´le´ment central de notre architecture, pour
fusionner la ABox et la TBox.
Nous utilisons le standard CIM comme TBox vu l’importance qu’il reveˆt au sein de la
communaute´. Or, une e´tude de´taille´e de ce standard nous a permis d’identifier deux limita-
tions majeures empeˆchant l’utilisation directe du CIM comme TBox. Ces limitations sont les
suivantes :
– Certains concepts sont superficiels. Les nœuds conceptuels Terminal augmentent arti-
ficiellement la base de connaissances. A` l’origine, ces concepts e´taient introduits pour
e´viter les structures de liste.
– Certains concepts sont trop de´taille´s. Les transformateurs e´lectriques ne´cessitent, en
CIM, trois concepts diffe´rents pour eˆtre repre´sente´s. Or certains concepts peuvent eˆtre
fusionne´s en un seul concept global.
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– Certains concepts agissent comme des proprie´te´s. Le concept BaseLineVoltage du CIM
est un concept qui permet de spe´cifier la tension des composants. Il serait plus avanta-
geux de le remplacer par des proprie´te´s de concepts.
Nous en concluons que l’utilisation du CIM comme mode`le conceptuel pour de´finir la TBox
est sous-optimal, car le langage est trop de´taille´ et sa se´mantique est limite´e. La conversion
d’un re´seau de distribution en mode`le CIM cre´e un volume de donne´es important et rend
difficile la manipulation de la base de connaissances. Le langage CIM/OWL augmente arti-
ficiellement la quantite´ des donne´es formalise´es. Nous avons ope´re´ les changements suivants
sur le mode`le CIM/OWL 1 :
Suppression du concept terminal :
Nous supprimons le concept abstrait Terminal. Ce dernier a e´te´ introduit dans le mode`le
CIM pour e´viter des structures de listes lors de la connexion des (ConductingEquipment).
Or, il augmente artificiellement le volume des donne´es et son utilite´ est limite´e. Nous pensons
que la suppression du composant terminal du mode`le CIM est une ope´ration avantageuse qui
permet de re´duire conside´rablement le volume des donne´es ge´ne´re´es. La logique descriptive
suivante pre´sente la diffe´rence entre le mode`le original CIM (Version 0) et le mode`le modifie´
que nous proposons (Version 1). Nous accompagnons cette description par un graphique de´-
monstratif.
Version 0 (CIM original) :
ConnectivityNode  IdentifiedObject X @.hasTerminal.Terminal X
1.hasContainer.ConnectivityNodeContainer.
Terminal  IdentifiedObject X @.hasRegulatingControl.RegulatingControl X
1.hasConnectivityNode.ConnectivityNodeX
1.hasConductingEquipment.ConductingEquipment.
ConductingEquipment  Equipment X ¤ 1.hasBaseV oltage.BaseV oltage X
@.hasTerminal.Terminal.
Version 1 (CIM modifie´) :
ConnectivityNode  IdentifiedObject X
1. Nous exposons uniquement les relations entre classes et non pas les relations de proprie´te´s.
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¥ 1.hasConductingEquipment.ConductingEquipment X
1.hasContainer.ConnectivityNodeContainer X
@.hasRegulatingControl.RegulatingControl.
ConductingEquipment  Equipment X ¤ 1.hasBaseV oltage.BaseV oltage.
Figure 4.5 Exemple de simplification du CIM
Fusion des concepts PowerTransformer :
Durant cette e´tape nous fusionnons toutes les proprie´te´s du TransformerWinding dans le
concept PowerTransformer. Cette ope´ration permet d’avoir moins de concepts et par conse´-
quent diminuer le volume des donne´es. Dans la version originale du CIM, les enroulement
(TransformerWinding) primaires et secondaires du transformateur sont des concepts a` part
entie`re. D’apre`s nous, ces concepts repre´sentent des proprie´te´s du transformateur et peuvent
eˆtre fusionne´s dans le concept PowerTransformer. Cette fusion permet de re´duire le nombre
de concepts et les relations les liants. Analysons ensemble comment nous arrivons a` inte´grer
les concepts TransformerWinding dans le concept PowerTransformer.
Version 0 (CIM original) :
PowerTransformer  Equipment X @.hasWinding.TransformerWinding.
TransformerWinding  ConductingEquipmentX
1.hasPowerTransformer.PowerTransformer X
@.hasTapChanger.TapChanger .
Version 1 (CIM modifie´) :
PowerTransformer  ConductingEquipment X ¤ @.hasTapChanger.TapChangerX
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1.hasPowerTransformer.PowerTransformer.
Transformation du concept BaseVoltage :
Nous fusionnons les proprie´te´s du concept BaseVoltage avec ConductingEquipment. A` l’image
du PowerTransformer, nous estimons que le concept BaseV oltage du mode`le original CIM
reveˆt le roˆle de proprie´te´. Ainsi, nous fusionnons les proprie´te´s du BaseV oltage au concept
ConductingEquipment pour compresser le volume des donne´es.
Version 0 (CIM original) :
ConductingEquipment  Equipment X ¤ 1.hasBaseV oltage.BaseV oltage X
@.hasTerminal.Terminal.
BaseV oltage  IdentifiedObject X
@.hasConductingEquipment.ConductingEquipment X
@.hasV oltageLevel.V oltageLevel.
Version 1 (CIM modifie´) :
ConductingEquipment  Equipment X
¥ 1.hasConnectivityNode.ConnectivityNodeX
@.hasV oltageLevel.V oltageLevel .
Notez que le concept du ConductingEquipment renferme dore´navant toutes les proprie´te´s
des concepts BaseV oltage et V oltageLevel. Bien que ces modifications semblent minimes,
nous avons obtenu une base de connaissances moins volumineuse que la version originale
de´finit par le CIMTool group. Le tableau suivant (voir Tableau 4.2) reprend les modifications
apporte´es et compare la version originale et modifie´e du mode`le OWL/CIM pour un re´seau
de distribution donne´.
Avec ces modifications, nous obtenons une base de connaissances moins volumineuse tout
en gardant le meˆme niveau d’information. Cette diminution s’explique par la suppression
et/ou la fusion de certains concepts et proprie´te´s. Notez que le pourcentage de compression
total n’est pas cumulatif car les modifications apporte´es sont inter-de´pendantes. Par exemple
la fusion des PowerTransformer fait diminuer certains Terminals. L’e´tape de compression et
d’optimisation de la base de connaissances est vitale, car le test de consistance de la base
est tributaire du volume de donne´es a` traiter. Plus la base de connaissances est volumineuse,
plus le me´canisme d’infe´rence est couteux en temps de traitement.
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Tableau 4.2 Comparaison des versions du CIM/OWL
Taˆche CIM Version 0 CIM Version 1 Re´duction
Fusion du PowerTransformer 36.5MO 24.6 32%
Transformation du BaseVol-
tage
36.5MO 31.9MO 12%
Suppression du Terminal 36.5MO 23.4MO 35%
Total 36.5MO 12.2MO 66%
Les modifications apporte´s au CIM ont ne´cessite´ une excellente compre´hension du mode`le,
des concepts et de leurs relations. L’optimisation que nous apportons au mode`le CIM/OWL
est nouvelle en son genre car elle permet une repre´sentation plus en accord avec la logique
descriptive. La nouvelle version optimise´e du CIM fourni un excellent mode`le de repre´senta-
tion des connaissances de notre syste`me de simulation Leopar++. Bien que les modifications
apporte´es paraissent e´le´mentaires, elles permettent de diminuer conside´rablement le volume
des donne´es et ouvre la voie a` l’utilisation effective du CIM/OWL comme mode`le de repre´-
sentation des connaissances. Notre approche est novatrice dans le domaine e´lectrique car elle
combine diffe´rentes technologies et me´canismes pour extraire, fusionner et valider une base
de connaissances e´lectriques. Nous affirmons que moyennant quelques modifications mineurs
du mode`le CIM, celui-ci devient optimise´ pour la repre´sentation et le traitement des connais-
sances e´lectriques.
Figure 4.6 Architecture de la base de connaissances de Leopar++
Ainsi, la nouvelle version optimise´e du CIM forme dore´navant la TBox de notre base
de connaissances. La figure 4.6 expose comment Leopar++ fe´de`re les instances de la ABox
pre´alablement forme´es a` l’aide de D2RQ et la TBox en une seule base de connaissances. C’est
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a` l’aide de l’API Jena que nous re´alisons la fusion entre les concepts et les instances.
4.4 La ve´rification de la base de connaissances OWL
Une fois la base de connaissances cre´e´e, une dernie`re e´tape de ve´rification est re´alise´e.
En effet, c’est a` l’aide de la se´mantique des concepts qu’il est possible de raisonner sur les
donne´es et de de´terminer la subsomption, la satisfaisabilite´, l’e´quivalence, la disjointure, la
consistance de la base de connaissances. Cette e´tape est primordiale, car la fusion de donne´es
est source d’inconsistance.
Le recours aux raisonneurs permet de ve´rifier la consistance des donne´es. Nous ve´rifions
la consistance des donne´es fe´de´re´es a` l’aide du raisonneur Pellet parfaitement inte´gre´ a` Jena.
Pellet est un raisonneur incre´mental capable de de´tecter les incohe´rences d’une base ainsi
que d’extraire de nouvelles connaissances a` partir de base de connaissances. Dans le cas de
Leopar++, nous avons e´te´ en mesure de de´tecter certaines incohe´rences :
– L’identifiant unique des composants e´lectriques fait parfois re´fe´rence a` deux ou plusieurs
composants.
– Tous les re´seaux ne sont pas lie´s a` un poste.
– Tous les re´seaux n’ont pas un disjoncteur principal.
– Il arrive qu’un composant e´lectrique ne soit pas lie´ a` un type connus, une adresse
civique, ou a` aucun disjoncteur en amont.
– Il arrive qu’une ligne ait une tension de 0.0 volts.
Ces erreurs ont e´te´ de´tecte´s graˆce a` l’utilisation de la version optimise´e du CIM/OWL. Des
tests de consistance ont e´te´ effectue´s avec la version originale du CIM et s’il ave´re´ que pour
certaine re´seaux volumineux (compose´ de 1022 composants), le temps d’exe´cution de Pellet
a augmente´ de 400
4.5 Distribution de la base de connaissances de Leopar++
La base de connaissances nouvellement forme´e renferme les donne´es fe´de´re´es de diffe´rentes
sources de donne´es. Le roˆle final de celle-ci est d’eˆtre exploite´e par les agents du syste`me Leo-
par++. Toutefois, la base de connaissances de OWL n’est pas directement utilisable par les
agents. Une analyse de´taille´e de OWL rele`ve les limites majeures suivantes empeˆchant l’uti-
lisation de la base par des agents :
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– Les agents sont appele´s a` interagir avec la base de connaissances OWL. Le nombre
d’agents pouvant eˆtre e´leve´, l’acce`s multiple a` la base de connaissances pose proble`me
et aboutit ine´vitablement a` la cre´ation de goulots d’e´tranglement.
– Les agents pouvant s’exe´cuter en paralle`le, il devient ne´cessaire de disposer d’un me´-
canisme d’acce`s concurrentiel aux donne´es. Permettre a` des agents d’acce´der a` des
donne´es e´vitant l’inter-blocage est vital.
– Les agents de notre syste`me peuvent eˆtre distribue´s sur diffe´rentes machines. Il devient
important de disposer de base de connaissances distribue´e tout en e´vitant la duplication
inutile des donne´es.
Pour ce faire, nous avons de´cide´ de convertir automatiquement une ontologie en Objets
Java de´ploye´s sous l’environnement JavaSpaces. La ge´ne´ration de code Java a` partir d’onto-
logie n’est pas nouvelle et il existe des outils qui permettent de convertir automatiquement
des ontologies. Le tableau suivant 4.3 reprend ces outils et en re´sume les caracte´ristiques :
Tableau 4.3 Comparaison d’outils de conversion de bases de connaissances en objets Java
Outils Environnement Remarque
OntoJava Prote´ge´ Ge´ne`re des objets Java a` partir d’ontologie et
de re`gle RuleML.
Bean Generator Prote´ge´ Permet de ge´ne´rer des objets compatibles
sous le format de JavaBeans a` partir d’une
ontologie.
Ontology Creator Prote´ge´ Ge´ne`re des classes Java a` partir d’une ontolo-
gie.
Jastor Java Ge´ne`re des classes a` partir d’une ontologie.
Les instances ne sont pas prises en compte.
La majorite´ de ces outils sont destine´s a` eˆtre utilise´s avec l’environnement Prote´ge´ et ne
sont pas autonomes. L’outil Jastor est le seul a` pouvoir s’exe´cuter de manie`re autonome.
Cependant il souffre de deux limitations :
– L’outil Jastor ne traduit pas des instances de la ABox,
– Le code objet ge´ne´re´ n’est pas personnalisable en ce qui concerne les types, les me´-
thodes, les variables globales et les contraintes.
Pour cette raison nous avons de´veloppe´ notre propre API pour traduire a` la fois les
concepts et les instances de l’ontologie. Nous nous appuyons sur les me´thodes propose´es
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Figure 4.7 Architecture du JavaSpace
en (voir Kalyanpur et al., 2004) pour la traduction d’une ontologie en objets Java. Notre
traduction est plus simple que celle propose´e dans Jastor car notre conversion ne tient pas
compte des contraintes logiques des proprie´te´s. Les objets Java ge´ne´re´s vont uniquement
servir comme support pour stoker les donne´es. A` titre d’information nous exposons dans la
figure 4.8 la conversion de certains concepts.
Pour rendre accessible les objets Java nouvellement forme´s a` partir de la base de connais-
sances, nous utilisons une technologie particulie`re qui se nomme JavaSpaces (voir Mamoud,
2005). C’est une imple´mentation de haut niveau pour le partage de donne´es afin de les rendre
accessibles a` des programmes distribue´s. L’approche JavaSpaces a pour but de faciliter le par-
tage de donne´es entre applications re´sidant dans des environnements he´te´roge`nes. En effet,
JavaSpaces utilise un protocole d’acce`s aux donne´es spe´cifique afin d’e´viter les inter-blocages
et pre´serve la consistance des donne´es. Cette technologie permet de sauvegarder des donne´es
dans un espace commun accessible par des applications a` distance. La figure 4.7 expose l’ar-
chitecture d’une zone JavaSpaces repre´sentant des applications Java acce´dant a` des donne´es
sauvegarde´es dans JavaSpaces.
Le me´canisme JavaSpace tire ses origines d’un langage de coordination LINDA (voir
Bjornson et al., 1997) et pre´sente l’avantage de :
– Offrir une plateforme qui simplifie la conception et l’imple´mentation de syste`mes dis-
tribue´s.
– Permettre aux agents d’acce´der a` une zone commune de donne´es distribue´es pour en-
registrer des donne´es ou pour communiquer.
– Pre´server la consistance des donne´es lors de l’acce`s concurrent aux donne´es graˆce a` un
langage spe´cifique nomme´ LINDA.
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Le langage LINDA est destine´ a` la programmation paralle`le et introduit des ope´rations
de synchronisation dans un espace de donne´es. Le mode`le LINDA est baˆti sur les concepts de
tuples qui sont une structure de donne´es renfermant un identifiant unique et des donne´es ty-
pe´es. Les tuples repre´sentent des objets Java et forment un espace de tuples. La manipulation
des tuples dans l’espace de tuples se fait par l’une des instructions suivantes en conformite´
avec le langage LINDA :
– Write() : permet d’introduire un nouvel objet Java dans l’espace de tuples.
– Take() : permet d’extraire des objets de l’espace.
– Read() : permet de lire le contenu de l’objet.
– Notify() : permet de surveiller l’espace de tuples afin de de´tecter une donne´e particulie`re.
Graˆce a` ces instructions, il est possible de sauvegarder des donne´es distribue´es dans des
espaces de tuples. Ces donne´es sont passives et les agents ne sont pas en mesure de modifier
l’objet directement dans la zone d’espace qu’apre`s avoir retire´ et inse´re´ de nouveau l’objet.
Les espaces de tuples permettent a` plusieurs agents Java d’acce´der simultane´ment a` un
ou plusieurs espaces de tuples et ce de manie`re transparente a` l’agent. Cette caracte´ristique
permet de cre´er une zone commune de partage de donne´es distribue´es qui permet de garantir
le transfert, la persistance, la communication et la synchronisation entre agents.
Pour conclure, nous avons e´te´ en mesure de combiner et d’optimiser des technologies
diffe´rentes afin de de´velopper une base de connaissances e´lectrique. Nous apportons la preuve
qu’il est possible d’extraire, de fusionner, de ve´rifier et de rendre accessible des connaissances
e´lectriques volumineuses a` des fin de traitement. Ce pre´sent chapitre de´crit une approche
nouvelle pour cre´er une base de connaissances e´lectriques et la rendre disponible aux syste`mes
de simulation.
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Figure 4.8 Exemple de conversion OWL en Java
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Figure 4.9 Architecture de la zone de donne´es partage´es
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CHAPITRE 5
LOGIQUE NON MONOTONE ET LANGAGES D’ACTIONS
5.1 Introduction
Bien que l’ATN offre une extensibilite´ et accessibilite´ accrue, il existe certaines limites a`
cette approche. En effet, les ATN ont e´te´ de´laisse´s au profit des syste`mes multiagents pour
plusieurs raisons (voir Hunt, 2002) :
– La zone commune d’e´change de donne´e repre´sente un point d’acce`s unique aux KS du
syste`me. Le partage de cette zone entre plusieurs agents KS est proble´matique car il a
risque d’acce`s concurrent aux ressources.
– Le processus de coope´ration est complexe et la de´termination du KS a` exe´cuter est une
ope´ration hautement couˆteuse en temps de calcul. Les ATN souffrent d’un manque de
performance face aux syste`mes multiagents classiques, car le module de coordination
n’est pas spe´cialise´ dans la re´solution d’un objectif particulier. En l’absence de processus
de coordination efficace qui guide la re´solution du proble`me, les ATN explorent des
hypothe`ses inutiles qui ne contribuent pas a` la re´solution du proble`me global.
– La zone commune de partage de donne´e des ATN est une zone de donne´es globale
qui renferme toutes les donne´es relatives au proble`me : les hypothe`ses, les donne´es, les
de´cisions et les requeˆtes. Les agents KS sont programme´s de manie`re a` re´pondre a` des
mode`les d’information particuliers. Dans le cas d’une exception ou un dysfonctionne-
ment des agents KS, il arrive que les donne´es du tableau noir deviennent chaotiques
et rendent le syste`me incontroˆlable. Les ATN sont tre`s sensibles aux erreurs dues au
manque de coordination et de planifications des agents.
D’un autre coˆte´, les syste`mes multiagents offrent une approche diffe´rente des ATN en oc-
troyant aux agents une grande autonomie. Le proble`me de ces syste`mes se re´sument comme
suit :
– Il est complexe de guider le syste`me vers la re´solution d’un objectif global. Parce que
dans les syste`mes multiagents chaque agent dispose d’objectifs propres. Il arrive que le
syste`me se retrouve dans une configuration d’inter-blocages. Il y a lieu de bien identifier
l’objectif de chaque agent pour permettre au syste`me de converger vers la re´solution
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d’un proble`me.
– Les SMA ne sont pas accessibles aux non spe´cialistes. En effet, les langages orien-
te´s agents ne´cessitent une bonne connaissances de la logique de premier ordre et/ou
modale pour exprimer l’e´tat mental de l’agent. Ce dernier est appele´ a` raisonner sur
ses connaissances de l’environnement et des autres agents pour permettre la prise de
de´cision.
– La communication inter-agents est complexe car elle est base´e sur un protocole so-
phistique´. L’e´change de donne´es entre les agents ne´cessite de respecter un protocole de
communication rigoureux ou` les interactions ont besoin d’eˆtre correctement identifie´es,
valide´es et repre´sente´es.
Au regard des ATN et des SMA, il est important de disposer d’un me´canisme de coor-
dination performant capable de de´crire facilement les interactions des agents ainsi que les
objectifs a` atteindre.
Le syste`me Leopar++ utilise un coordinateur central pour planifier l’exe´cution des agents.
Le coordinateur utilise un langage d’actions de haut niveau qui permet de de´crire selon
une approche incre´mentale les actions des agents. Il est accessible a` des non-spe´cialistes et
informe sur le mode de fonctionnement des agents. Il renseigne sur les effets et les conditions
d’exe´cution des agents et permet au coordinateur de planifier l’exe´cution des agents selon les
objectifs de´finis par l’utilisateur.
Notre coordinateur se veut robuste, polyvalent et incre´mental, afin de re´pondre aux be-
soins de l’IREQ. Il diffe`re en cela des controˆleurs des ATN et syste`me multiagents. Il est le
premier du genre a` utiliser un langage d’action pour coordonner des agents. La figure 5.1
pre´sente une vue de haut niveau du coordinateur de Leopar++.
L’architecture que nous proposons est connue sous le nom de multiagents tableau noir
(voir Zhu et al., 2010; Qiang et Liu, 2010; Hammami et al., 2009). Elle vise a` simplifier le
de´veloppement des agents a` l’aide d’une zone commune de donne´es partage´es pour faciliter
la communication et l’interaction (voir Kao et al., 2002; Dong et al., 2005). Toutefois, ces
syste`mes ne sont pas suffisamment de´taille´s pour eˆtre utilisables directement dans le futur
syste`me de simulation que nous souhaitons de´velopper. Ainsi, nous apportons deux contri-
butions majeures a` l’architecture multiagents tableau noir :
1. Un langage de coordination spe´cifique aux syste`mes multiagents base´s sur le tableau
noir. Les langages d’actions n’ont jamais e´te´ utilise´ sur des syste`mes multiagents en
ge´ne´ral.
2. Une description de´taille´e de l’architecture mutliagents tableau noir a` base de connais-
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Figure 5.1 Vue de haut niveau du coordinateur Leopar++
sances.
5.2 Les langages d’actions
Pour coordonner les agents d’un syste`me, il faut disposer d’un langage qui permet de
de´crire les agents et leurs comportements. Nous avons analyse´ les langages oriente´s agents
dans le chapitre 3 et une premie`re remarque est ressortie : la limite premie`re de ces formalismes
re´side dans leur complexite´ vis-a`-vis des non-experts. Comme la majorite´ de ces langages
utilisent la logique de premier ordre ou la logique modale temporelle, il est difficile pour
un non-expert d’utiliser aise´ment ces langages. Par ailleurs, cette complexite´ est d’autant
plus importante que le protocole de communication, ge´ne´ralement base´ sur FIPA, rajoute un
niveau de difficulte´ quant a` la manie`re dont les agents communiquent entre eux.
Or, ces dernie`res anne´es, des recherches ont ouvert la voie a` des langages abstraits et de
haut niveau qui permettent de de´crire selon une approche incre´mentale les actions des agents.
Les langages d’actions sont des langages oriente´s action et c’est en cela qu’il diffe`rent des
langages oriente´s agents, qui sont oriente´s imple´mentation.
Le langage d’actions est un mode`le formel introduit dans les anne´es 1990 par Gelfond
(voir Gelfond et Lifschitz, 1993). Il traduit l’effet des actions pour un syste`me de transition
et permet de de´crire des actions et leurs effets selon un formalisme facile a` comprendre. De
nos jours, il existe une grande varie´te´ de langages d’actions, par exemple les langages d’action
A, B, C (voir Lifschitz et Turner, 1999) qui se distinguent par l’expressivite´ et les ope´rateurs
permis. Ces langages sont utilise´s pour la planification, la mode´lisation de phe´nome`nes natu-
rels, le diagnostic de pannes, la robotique, etc. Cet attrait est duˆ a` l’accessibilite´ du langage
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et a` sa simplicite´, comme nous allons l’exposer dans les paragraphes suivants.
5.2.1 Langage d’actions A
L’alphabet de ce langage d’actions comporte deux ensembles disjoints et non vides de
symboles F et A, respectivement l’ensemble des faits (fluents) et des actions. Un fluent
repre´sente l’e´tat d’un objet : par exemple, onpblocA, tableq permet de spe´cifier que l’objet
blocA est sur la table. L’ensemble F de´crit des e´tats d’objets et plus ge´ne´ralement l’e´tat de
l’environnement (state of the world). Un fluent peut eˆtre vrai ou faux. Dans le cas ou` le fluent
est faux il est pre´ce´de´ par une ne´gation boole´enne «  » de´crivant la non-ve´racite´ du fluent.
Formellement, un fluent f est vrai a` l’e´tat σ si f P σ. Respectivement,  f est faux a` l’e´tat
σ, si f R σ.
En dehors des fluents, il existe des actions qui agissent sur les fluents et modifient
les e´tats de l’environnement. Par exemple, l’action de de´placer un bloc B sur une table,
moveOnpblocB, tableq, entraine l’apparition des effets suivants σ1  tonpblocB, tablequ. Plus
ge´ne´ralement, un langage d’actions vise a` traduire la transition entre les e´tats. Le langage
d’actions A s’appuie sur l’expression suivante pour de´finir le mode`le de transition :
a causes f1, . . . , fm if F.
Ou` a P A est une action et tf1, . . . , fmu  F sont des fluents. Cette expression de´finit que
si F est vrai a` un e´tat σ, alors l’action ajoute les faits de tf1, . . . , fmu a` l’e´tat successeur σ
1.
Par exemple, il est possible de de´finir l’expression suivante selon le langage A :
moveOnpX, Y q causes onpX, Y q,  clearpY q if clearpXq, clearpY q.
Cette expression spe´cifie quand il est possible de de´placer un bloc d’un endroit a` un autre. Elle
informe que pour de´placer un bloc X sur un bloc Y, ils doivent eˆtre libres : clearpXq, clearpYq.
Les effets de l’exe´cution de l’action sur l’environnement sont de´finis apre`s le mot cle´ causes.
L’expression informe que l’exe´cution de l’action moveOnpX, Y q entraine que le bloc X est
sur le bloc Y, ponpX, Y qq, et que le bloc Y n’est plus libre p clearpY qq.
Le langage d’actions A comprend une expression qui de´crit l’e´tat initial du syste`me de tran-
sition :
initiallypf1, . . . , fmq
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Cette expression de´finit les fluents qui sont vrais durant l’e´tat initial du syste`me. Pour revenir
a` notre exemple pre´ce´dent, il est possible de spe´cifier :
initiallyponpblocB, tableqq.
initiallyponpblocA, tableqq.
La planification dans ce genre de langage revient a` de´terminer la se´quence d’actions qui, a`
partir de l’e´tat initial, arrive a` satisfaire un ensemble de fluents F finaux.
5.2.2 Le langage d’actions B
Ce langage e´tend le langage d’actions A en permettant l’introduction d’effets indirects.
Cette ope´ration est permise par l’introduction de lois statiques. Les expressions du langage
sont les suivantes :
causes f1, . . . , fm if F. pLoi statiqueq
a causes f1, . . . , fm if F. pLoi dynamiqueq
initiallypf1, . . . , fmq
Par rapport au langage d’actions A, le langage B permet de de´crire des lois statiques qui
sont inde´pendantes des actions. Les lois statiques stipulent que lorsque F est vrai durant un
e´tat, alors tf1, . . . , fmu sont vrais dans le meˆme e´tat. Les lois dynamiques informent que si F
est vrai durant un e´tat s, alors tf1, . . . , fmu sont vrais dans l’e´tat suivant s
1. La traduction
en langage B de l’exemple des blocs donne :
moveOnpX, Y q causes onpX, Y q if clearpXq, clearpY q.
causes  clearpY q if onpX, Y q.
Il en re´sulte que l’expression de l’action de de´placer un bloc est subdivise´e en deux ex-
pressions compose´es de lois statique et dynamique. Ce partage offre une meilleure lisibilite´
des expressions, ou` il est possible de se focaliser sur les effets directs de l’action entreprise.
5.2.3 Le langage d’actions C
Le langage C est similaire au langage d’actions B, mais offre en plus la possibilite´ d’ex-
primer des actions concurrentes ou en paralle`le et permet de spe´cifier si les lois d’inertie sont
applicables ou non a` un effet. Dans notre cas l’inertie se de´finit comme la capacite´ a` un fluent
d’eˆtre vrai jusqu’a` ce qu’une action vienne modifier son e´tat. Les expressions du langage sont :
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causes G if F. pLoi statiqueq
causes G if F after U. pLoi dynamiqueq
Dans notre cas, les symboles G et F sont des fluents, tandis que U repre´sente soit des actions
soit des fluents. La loi statique exprime que si F est vrai durant un e´tat donne´ s, alors les
fluents G sont vrais durant l’e´tat suivant s1. La loi dynamique exprime que si U est vrai a`
un e´tat donne´ s et que F est vrai durant l’e´tat suivant s1 alors G devient vrai durant l’e´tat
s1. Cette loi est puissante car elle permet de ge´ne´raliser les expressions du langage A et du
langage B :
Pour exprimer l’effet d’une action, le langage C utilise l’expression suivante :
U causes G if F  causes G if True after U X F
Le principe d’inertie, qui est implicite dans les langages A et B, devient une expression ex-
plicite dans le nouveau langage C :
inertialpF q  causes F if F afterF
Il est aussi possible de rendre une action non exe´cutable et ainsi re´duire le champ des actions
possibles :
non executablepUq if F  causes False after F X U
Il est aussi permis d’introduire l’incertitude de l’exe´cution d’une action. L’expression suivante
stipule qu’il n’est pas certain que U s’exe´cute dans le cas ou` F est vrai, avec F est un en-
semble de fluents :
U may cause F if G  causes F if F after GX U
En dehors de ces langages dits classiques, il existe plusieurs autres versions de langages
qui introduisent des proprie´te´s spe´cifiques. Nous citons le langage Ck (voir Eiter et al., 2004)
qui introduit des caracte´ristiques d’incertitude sur les fluents. Il existe aussi le langage CTAID
qui fait re´fe´rence a` des phe´nome`nes biologiques l’inhibition, l’activation, la permissivite´ d’une
action.
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5.3 Le formalisme ASP
Les langages d’actions offrent un excellent moyen pour de´crire les actions d’un agent dans
le syste`me Leopar++. Il permettent de coordonner les agents en se basant uniquement sur
les effets de l’action et sont de ce fait faciles d’utilisation pour des non experts. Ils offrent un
excellent support pour de´crire et planifier des actions des agents.
Toutefois, les langages d’actions sont des langages de mode´lisation. Ils ne disposent pas
de pouvoir d’infe´rence. Ils ne´cessitent une traduction en un programme informatique pour
permettre le traitement et la planification des actions. Or, les langage d’actions sont tradui-
sibles en logique non monotone a` des fins de planification. Parmi les logiques non monotones,
la programmation de´clarative ASP (Answer Set Programming) offre un langage puissant et
expressif. Analysons le mode de fonctionnement d’ASP, car nous allons avoir recours a` ce
formalisme dans la suite du document.
Le langage ASP est un formalisme de´claratif destine´ a` la repre´sentation de proble`mes
NP difficiles (voir Eiter et al., 2004; Alferes et Pereira, 1996). Le formalisme ASP utilise le
raisonnement non monotone, qui est une famille de logique particulie`re. Ce type de formalisme
introduit le principe de raisonnement par de´faut a` l’aide d’un ope´rateur particulier, appele´
ne´gation par de´faut. Cette proprie´te´ est diffe´rente de la ne´gation classique de la logique de
proposition. La ne´gation par de´faut symbolise l’absence d’information tandis que la ne´gation
classique informe sur la faussete´ de l’information. Une autre diffe´rence majeure qui distingue
la logique classique de la logique non monotone est l’introduction de la disjointure. Ces ajouts
permettent au formalisme ASP de de´crire des phe´nome`nes plus riches, tels que les effets d’une
action, l’incomple´tude d’une information, les exceptions, la non-monotonie, l’incertitude de
l’effet d’une action, etc. (voir Gelfond, 2007).
Ainsi, pour pouvoir utiliser un langage d’actions dans le cadre du projet LEOPAR, il
est important de comprendre le langage ASP. Ce dernier va permettre de rendre le langage
d’actions de´cidable. Analysons de plus la logique non monotone ASP pour en saisir le mode
de fonctionnement.
5.3.1 Syntaxe du langage ASP
Soit trois ensembles disjoints σpred, σcte, σvar de pre´dicats, constantes et variables d’un
vocabulaire θ. L’ensemble des variables est infini et les ensembles de constantes et pre´dicats
sont finis. Nous posons comme norme que chaque item de l’ensemble σpred et σcte sont sous la
forme d’une chaˆıne de caracte`res qui commence par une minuscule. L’ensemble σcte repre´sente
soit une valeur nume´rique ou une chaine de caracte`res. L’ensemble σvar des variables est
repre´sente´ a` l’aide d’une chaine de caracte`res qui commence par une majuscule.
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Supposons qu’un atome se de´finit comme e´tant une expression de la forme ppt1, . . . , tkq
avec k repre´sente l’arite´ de l’atome. Le symbole p est un pre´dicat tel que p P σpred. Les
pt1, . . . , tkq repre´sentent des termes. Un terme repre´sente une constante de σ
cte ou une va-
riable de σvar. Des atomes avec des arite´s k  0 sont nomme´s des atomes propositionnels ou
propositions.
Un litte´ral l est un atome de p ou la ne´gation de l’atome  p. Le symbole «  » repre´sente
une ne´gation classique. Le comple´ment de p est  p et vice versa. Un litte´ral repre´sente une
proprie´te´ d’une variable. La ne´gation par de´faut (NAF) est de´note´e par un « not ». Elle est
une extension de la ne´gation classique et de´note qu’un litte´ral not l est vrai si rien ne permet
de prouver que l est vrai.
Exemple :
time  5. // repre´sente une constante.
aimepA,Bq. // repre´sente un atome avec A et B repre´sentent des variables.
provincepqcq. // repre´sente un atome avec qc repre´sente une constante.
En ge´ne´ral, une re`gle r issue de ASP a la forme suivante :
a1 Y . . .Y an Ð b1, . . . , bk, not bk 1, . . . , not bm .
Les litte´raux ta1, . . . , anu sont appele´s la partie de gauche ou teˆte H(r) d’une re`gle. La
partie tb1, . . . , bk, not bk 1, . . . , not bmu est appele´e le corps ou partie droite de la re`gle avec
B prq  tb1, . . . , bk} ; Bprq  tnot bk 1, . . . , not bmu et Bprq  B prq YBprq. Une re`gle r
avec un seul litte´ral dans la partie teˆte (n=1) est appele´e une re`gle normale. Dans le cas ou`
pk  m  0q, la re`gle repre´sente un fait. Finalement, une re`gle r avec aucun atome dans la
partie teˆte : Hprq  H ou pn  0q, repre´sente une contrainte d’inte´grite´. Pour pn ¡ 1q, la
re`gle est dite disjonctive. L’exemple suivant expose un programme en langage ASP :
noeudpn1q. {{pfaitsq
noeudpn2q. {{pfaitsq
noeudpn3q. {{pfaitsq
lienpn1, n2q. {{pfaitsq
lienpn2, n3q. {{pfaitsq
couleurpbleuq. {{pfaitsq
couleurprougeq. {{pfaitsq
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Ð noeudpX,Couleurq, noeudpY,Couleurq, lienspX, Y q. {{pcontrainteq
aCouleurpXq Ð nCouleurpX, Y q, noeudpXq, couleurpY q. {{pregleq
nCouleurpX, bleuq Y nCouleurpX, rougeq Ð noeudpXq, not aCouleurpXq. {{pdisjonctionq
Ce petit programme en langage ASP repre´sente un proble`me de coloriage de graphe.
Les faits de´crivent 3 nœuds lie´s non colorie´s. Il existe deux couleurs, le rouge et le bleu. La
contrainte d’inte´grite´ informe que deux nœuds lie´s ne doivent pas avoir la meˆme couleur. La
re`gle disjonctive informe qu’un nœud X non colorie´ doit avoir l’une des couleurs suivantes
{bleu, rouge}. Dans cet exemple, la re`gle disjonctive joue un roˆle important dans le choix de
la couleur du nœud. Nous remarquons a` ce niveau que le programme ASP de´crit un proble`me
et ses contraintes, mais ne de´crit pas la manie`re de re´soudre le proble`me de coloriage. C’est
a` ce niveau que re´side la puissance des langages descriptifs.
5.3.2 Se´mantique du langage ASP
Le langage ASP s’appuie sur un solutionneur pour de´terminer l’ensemble des re´ponses
du programme. Dans un premier temps, il y a e´limination des variables a` travers un pro-
cessus d’affectation nomme´ groundpP q. Admettons que pour un programme P , l’univers de
Herbrand, de´note´ HUp, est l’ensemble de toutes les constantes c  σ
cte du programme P .
Supposons que la base de Herbrand d’un programme P , qu’on de´note HBp, repre´sente l’af-
fectation de valeurs pour tous les litte´raux pa1 . . . an, b1, . . . , bkq a` partir des pre´dicats du
programme P et de HUp. L’affectation de valeurs des litte´raux d’une re`gle r P P est obtenue
par le remplacement de toutes les variables par une constante de HUp. L’exemple suivant
illustre cette ope´ration d’affectation de valeur ou groundpP q :
Supposons le programme P suivant :
lierpX,Zq Ð lierpX, Y q, lierpY, Zq.
lierpa, bq.
lierpb, cq.
lierpc, dq.
La fonction groundpP qretourne les resultats suivants :
lierpa, bq Ð lierpa, bq, lierpa, bq.
lierpb, cq Ð lierpb, cq, lierpb, cq.
lierpc, dq Ð lierpc, dq, lierpc, dq.
lierpa, cq Ð lierpa, bq, lierpb, cq.
lierpb, dq Ð lierpb, cq, lierpc, dq.
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...
lierpa, bq.
lierpb, cq.
lierpc, dq.
Afin de re´soudre un programme P du mode`le ASP, le solutionneur ASP identifie un en-
semble de litte´raux X  HBp qui soient consistants. Les litte´raux sont dites consistantes si
et seulement si X  HBp ne comporte pas des atomes tel que X  tp,  pu avec p P HBp
(voir Baral, 2003). Par la suite le solutionneur identifie parmi les litte´raux X un sous en-
semble minimal de litte´raux S qui satisfait l’ensemble des re`gles r du programme P . On dit
que des litte´raux S satisfont une re`gle r dans P quand :
– B prq  S : l’ensemble B  fait partie de l’interpre´tation S.
– BprqXS  H : aucune variable de l’ensemble interpre´tation ne fait partie de l’ensemble
Bprq.
– S P Hprq : les litte´raux solutions sont e´le´ments de de Hprq.
– HprqXS  H : au moins un des litte´raux de l’ensemble Hprq fait partie de l’ensemble S.
Un mode`le positif du programme P est une interpre´tation I  HBp tel que I satis-
fait toutes les re`gles r du programme P. Pour e´tendre cette de´finition dans le cadre des
programmes avec ne´gation par de´faut (not), il y a lieu de transformer le programme P en
fonction de l’ensemble I. Le nouveau programme P I est obtenu par l’application des re`gles
suivantes :
1. Supprimer toutes les re`gles r de P telles que Bprq X I  H.
2. Supprimer tous les Bprq des re`gles restantes.
Au final, si le solutionneur de´termine que l’ensemble re´ponse du nouveau programme P I
est identique a` S dans ce cas, S correspond a` l’ensemble re´ponse du programme P .
Par exemple, pour le programme ASP suivant :
pÐ a.
aÐ not b.
bÐ not a.
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On obtient l’ensemble de litte´rals suivants :
X  ta, b, pu
On obtient les deux ensembles re´ponses suivants : S1  ta, pu
S2  tbu
P S1  ta Ð; p Ð au ; l’ensemble re´ponse de P S1 est identique a` S1.
P S2  tb Ð; p Ð au ; l’ensemble re´ponse de P S2 est identique a` S2.
Dans cet exemple, l’ensemble re´ponse S1 et S2 sont les ensembles re´ponses du programme P .
Voici un autre exemple plus complexe qui de´montre la manie`re de re´soudre un programme
ASP. Admettons le programme P suivant :
a Ð not b.
b Ð not c.
d Ð .
On obtient les e´le´ments suivants :
X  ta, b, c, du
S1  td, bu
P S1  tbÐ; dÐu ; l’ensemble re´ponse de P S1 est identique a` S1.
Il est possible de de´montrer que l’ensemble S  ta, du n’est pas un ensemble de re´ponse car
P S  taÐ; bÐ; dÐu ; l’ensemble re´ponse de P S est diffe´rent de S. Donc ce n’est pas un
ensemble re´ponse.
Dans cet exemple l’ensemble re´ponse S1 est l’unique ensemble re´ponse du programme P .
Pour un exemple plus complexe, on pose le programme suivant (voir Schindlauer, 2008). Ces
re`gles permettent de de´crire que tous les oiseaux volent exception faite des pingouins :
flypXq Ð birdpXq, not abpXq.
abpXq Ð penguinpXq.
birdpXq Ð penguinpXq.
birdptweetyq.
penguinpskyppyq.
On obtient un seul et unique ensemble de re´ponses :
S1tbirdptweetyq, penguinpskyppyq, birdpskyppyq, f lyptweetyq, abpskyppyqu.
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L’inte´reˆt pour le formalisme ASP s’est intensifie´ ces dernie`res anne´es, car d’une part il
permet de de´crire des proble`mes complexes selon une logique de´clarative puissante et d’autre
part il est dote´ de solutionneurs performants. De nombreux domaines utilisent le langage
ASP pour solutionner des proble`mes de planification, de raisonnement a` base de mode`le,
de diagnostic, de repre´sentation des connaissances (voir Balduccini et Gelfond, 2003; Baral,
2003; Schindlauer, 2008), de configuration (voir Gelfond, 2007), de Bounded Model Checking
(voir Tang et Ternovska, 2007), etc.
Toutefois le langage ASP demeure complexe pour un non-informaticien. Utiliser le langage
ASP comme mode`le de coordination des agents pour le syste`me Leopar++ ne´cessite des
connaissances pousse´es en programmation et repre´sentation des connaissances.
C’est pour cette raison que nous comptons utiliser le langage d’actions comme interme´-
diaire entre le langage ASP et les besoins de l’utilisateur final. En effet, le langage d’actions
est un langage de haut niveau qui utilise des expressions simples afin de planifier les actions
des agents. Il pre´sente l’avantage d’eˆtre facile d’utilisation et de compre´hension et il est ai-
se´ment traduisible en langage ASP. Les langages d’actions simplifient grandement les taˆches
de mode´lisation et ne ne´cessitent pas de bonnes connaissances en programmation.
5.4 Liens entre langage d’actions et ASP
Comme de´crit pre´ce´demment, un langage d’actions utilise les fluents et les actions pour
de´crire les e´tats du monde. Il a une expressivite´ variable de´pendante du domaine d’applica-
tion. Parmi les langages d’action, le langage Ack (voir Tu et al., 2007) s’ave`re particulie`rement
adapte´ a` la description des actions des agents du syste`me Leopar++. Il permet de de´crire les
phe´nome`nes suivants :
– Des effets dynamiques : l’exe´cution d’une action implique l’apparition d’un nouveau
fluent dans l’environnement.
– Des effets statiques : un fluent implique l’apparition d’un nouveau fait dans l’environ-
nement. Il ne ne´cessite pas l’exe´cution d’une action.
– Des conditions d’exe´cutions : des conditions sont ne´cessaires pour exe´cuter une action.
– Des e´tats initiaux : des fluent de´crivent des e´tats initiaux.
– Des e´tats finaux : des fluent de´crivent des e´tats finaux a` atteindre.
Le langage d’actions Ack se de´finit par les axiomes suivants (voir Tableau 5.4) :
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Tableau 5.1 Les axiomes du langages Ack
N Axiomes Remarques
(1) initiallyplq De´finit l’e´tat initial du syste`me
(2) finallyplq De´finit l’e´tat final du syste`me
(3) executablepa, F q De´finit les pre´conditions d’une action
(4) causespa, l, F q De´finit les pre´conditions et les effets d’une
actions
(5) ifpl, F q De´finit une condition
Supposons que a repre´sente une action, F un ensemble de fluents tf1, ..., fnu, et l un lite´ral.
Les axiomes (1) et (2) expriment l’e´tat initial et final du syste`me. Dans notre cas, l’e´tat final
repre´sente l’e´tat a` atteindre, les objectifs a` re´aliser. L’axiome (3) informe que l’action a est
exe´cutable lorsque les fluents de F sont vrais. L’axiome (4) exprime les effets dynamiques
d’une action. Il exprime que l’action a ne s’exe´cute que lorsque les fluents F sont vrais, ce
qui entraine la ve´racite´ du litte´ral l. Les fluents F est optionnel dans l’e´quation (4).
L’axiome (5) repre´sente un effet statique. Les fluents F deviennent vrais dans le cas ou`
les litte´raux l sont ve´rifie´s. Cet axiome ne fait pas intervenir des actions pour modifier l’e´tat
de l’environnement et le changement provient uniquement de l’environnement.
Les agents de´finis par le langage Ack sont automatiquement traduits en langage ASP. Un
solutionneur ASP de´termine un plan d’exe´cution conforme aux contraintes du domaine et
aux objectifs finaux fixe´s par l’utilisateur.
Analysons de plus pre`s la traduction du langage d’actions Ack selon le formalisme ASP
(voir Tableau 5.2). Nous invitons le lecteur a` se focaliser sur l’exe´cution des actions.
Tableau 5.2 Traduction du langage Ack
Expression Traduction ASP
initiallyplq holdspl, 1q.
executablepa, F q executablepa, T q Ð holdspf1, T q, ..., holdspfn, T q, timepT q.
Avec T  r0..ns;n P N  ; fi P F
causespa, l, F q holdspl, T   1q Ð occurspa, T q, holdspf1, T q, ...,
holdspfn, T q, timepT q.
ifpl, F q holdspl, T q Ð holdspf1, T q, ..., holdspfn, T q, timepT q.
f inallyplq finallyplq.
Les contraintes d’inte´grite´ du langages Ack sont traduites dans le tableau suivant (voir Tableau
5.3).
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Tableau 5.3 Les contraintes d’inte´grite´ du langage d’action Ack
Contraintes Traduction ASP
De´finition de l’objectif : un plan
n’existe que lorsque tous les litte´-
raux finaux « finally » se sont re´a-
lise´s « holds » a` l’instant T.
negGoalpT q Ð timepT q, finallypXq,
not holdspX,T q.
goalpT q Ð timepT q, not negGoalpT q.
existe planÐ goalpT q, timepT q.
Ð not existe plan.
Inertie et dynamisme des
e´tats : les deux premie`res expres-
sions de´finissent qu’un e´tat est
vrai/faux tant qu’il n’y a pas un
e´tat contraire.
La troisie`me expression indique
qu’une action peut cre´er un nouvel
e´tat.
holdspF, T   1q Ð literalpF q, timepT q,
holdspF, T q, not holdsp F, T   1q.
holdsp F, T   1q Ð literalpF q, timepT q,
holdsp F, T q, not holdspF, T   1q.
holdspF, T   1q Ð literalpF q, timepT q, actionpAq,
executablepA, T q, occurspA, T q, causespA,F q.
Contrainte inte´grite´ des e´tats :
exprime qu’a` un instant donne´, il
ne peut exister un e´tat et son
contraire.
Ð holdspF, T q, holdsp F, T q, timepT q,
literalpF q.
Condition d’exe´cution d’une
action : une action ne s’exe´cute
que si elle est de´finie comme e´tant
exe´cutable. La condition d’unicite´
de l’action est pre´serve´e par «
 occurs», qui assure qu’une seule
action ne peut s’exe´cuter durant
l’instant T.
occurspA, T q Ð actionpAq, timepT q,
executablepA, T q, not  occurspA, T q.
 occurspA, T q Ð actionpAq, actionpAAq,
timepT q, occurspAA, T q.
A` titre d’exemple, admettons que nous disposons de la description suivante en Ack (voir Ta-
bleau 5.4).
La re´solution du mode`le ASP du tableau 5.4 retourne l’ensemble re´ponse suivant :
n  2
T  r0..ns; n P N 
S1  toccurspactionB, 1q, holdspfluentA, 1q, holdspfluentB, 2q, holdspfluentC, 2q,
 goalp1q, goalp2qu.
A` travers ces exemples, il en ressort que le formalisme ASP pre´sente deux avantages
importants. Premie`rement, ASP est un langage de´claratif et non proce´dural. Il est en mesure
de de´crire de manie`re incre´mentale un proble`me et de l’enrichir de manie`re progressive.
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Tableau 5.4 Exemple de mode`le Ack
Mode`le Ack Traduction en ASP
initiallypfluentAq. holdspfluentA, 1q.
executablepactionB, fluentAq. executablepactionB, T q Ð holdspfluentA, T q,
timepT q.
causespactionB, fluentB, tuq. holdspfluentB, T   1q Ð occurspactionB, T q,
causespactionB, fluentBq, timepT q.
ifpfluentB, fluentCq. holdspfluentB, T q Ð holdspfluentC, T q, timepT q.
f inallypfluentCq. f inallypfluentCq.
De´claration des litte´raux & ac-
tions :
literalpfluentAq. literalpfluentBq. literalpfluentCq.
actionpactionBq.
Cette caracte´ristique le rend parfaitement adapte´ aux besoins des langages d’actions qui sont
de nature de´clarative. Deuxie`mement, le langage ASP introduit deux ope´rateurs puissants
que sont la ne´gation par de´faut et l’union. Ils permettent de de´finir des besoins spe´cifiques.
Ainsi, l’utilisation de ASP et des langages d’actions forment un excellent duo pour le syste`me
Leopar++. D’une part, ils permettent de de´crire aise´ment les agents du syste`me, d’autre part,
ils permettent de coordonner et de planifier les agents en fonction d’objectifs changeants.
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CHAPITRE 6
LA COORDINATION DES AGENTS DE LEOPAR++
6.1 Langage d’actions Ackext
Dans ce chapitre, nous pre´sentons le langage d’actions Ackext (voir Gaha et al., 2011) afin
de permettre la coordination des agents du syste`me Leopar++. Le module de coordination
du simulateur, e´le´ment central de notre architecture, se de´finit a` l’aide du langage d’actions
Ackext extension de A
c
k. Il est axe´ sur la facilite´ d’utilisation et inte`gre des fonctionnalite´s lie´es
aux architectures tableau noir et multiagents : les sous-objectifs, le controˆle, les incertitudes,
les interdictions d’exe´cution et le paralle´lisme (voir Corkill, 2003; Hewett et Hewett, 1993).
Le langage Ackext se compose d’un ensemble fini d’axiomes, comme l’expose le tableau 6.1 :
Tableau 6.1 Les axiomes du langages Ackext
N Axiomes Remarques
(1) initiallyplq De´finit l’e´tat initial du syste`me
(2) finallyplq De´finit l’e´tat final du syste`me
(3) executablepa, F q De´finit les pre´conditions d’une action
(4) causespa, l, F q De´finit les pre´conditions et les effets d’une ac-
tion
(5) ifpl, F q De´finit une condition
(6) obviatepa, F, Lq Permet d’interdire l’exe´cution d’une action
(7) uncertainpa, tFiuq Identifie les effets incertains d’une action
(8) controlpL, F q Permet d’annuler la poursuite d’un objectif
(9) subGoalpa, F, Lq Identifie des sous-objectifs a` exe´cuter
(10) preferpa, F q Identifie des actions prioritaires
(11) parallel De´finit le mode d’exe´cution
Les axiomes (1-5) sont identiques aux axiomes du langage Ack. Ils expriment respective-
ment l’e´tat initial du syste`me, les conditions d’exe´cution d’une action, les effets dynamiques
d’une action, les effets statiques d’une action et les e´tats finaux du syste`me.
Les axiomes (6-10) repre´sentent des connaissances de controˆle. Ils apportent des infor-
mations qui affinent et optimisent le processus de planification. Supposons que le symbole a
repre´sente une action, F un ensemble de fluents, L un ensemble de fluents finaux et l un
litte´ral.
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L’axiome (6) informe que l’action a ne peut pas s’exe´cuter quand les fluents F sont vrais
et L sont des objectifs finaux. Cet axiome a pour but d’acce´le´rer la proce´dure de planification
afin de minimiser le nombre d’actions a` prendre en compte. Sa se´mantique est diffe´rente de
l’axiome non executable du langage C car elle inte`gre le parame`tre L. De plus, la traduction
de obviate en ASP est diffe´rente de non executable. 1 .
L’axiome (7) introduit le non de´terminisme. Il exprime que l’exe´cution de l’action a en-
traine qu’uniquement un sous-ensemble des fluents tF1, ..., Fiu est Vrai, avec Fi  F . L’axiome
uncertain permet de repre´senter un environnement dynamique ou` l’effet des actions est in-
certain. A` titre d’exemple, nous de´finissons l’action de ”lancer un de´ a` six faces” comme
e´tant une action incertaine. La valeur retourne´e par le de´ est inconnue a` l’avance, avec
Fi  tt1u, t2u, t3u, ..., t6uu.
L’axiome (8) permet d’annuler la poursuite des objectifs L dans le cas ou` les fluents
F sont ve´rifie´s. L’inte´reˆt de cet axiome est de suspendre la poursuite de certains objectifs
pour des situations pre´cises. Par exemple, il peut arriver que le syste`me se retrouve a` faire
des exe´cutions cycliques re´pe´te´es. Pour y reme´dier il faut supprimer certains des objectifs
initialement fixe´s pour e´viter des exe´cutions infinies.
L’axiome (9) exprime des sous-objectifs. Il indique que l’action a est a` exe´cuter de`s l’ins-
tant ou` les fluents F sont vrais et que les litte´raux L font partie de l’objectif final. Cet axiome
augmente la performance de la planification en imposant au solutionneur ASP l’exe´cution de
sous-objectifs.
L’axiome (10), permet de mettre une pre´fe´rence sur certaines actions selon certaines
contraintes F . Cette souplesse permet de spe´cifier que certaines actions sont pre´fe´rables a`
d’autres et qu’elles doivent s’exe´cuter de`s que possible. Le parame`tre F est optionnel et son
omission indique que l’action est pre´fe´re´e pour toutes les conditions.
Finalement, l’axiome (11), permet de spe´cifier la manie`re dont s’exe´cutent les actions.
Dans le cas ou` parallel apparait dans le programme, les actions peuvent s’exe´cuter en pa-
ralle`le tant que les contraintes d’inte´grite´ sont pre´serve´es. Dans le cas contraire, les actions
s’exe´cutent en mode se´quentiel, qui repre´sente le mode de planification par de´faut.
Il est a` noter que les axiomes que nous de´finissons e´tablissent des relations entre les don-
ne´es et les actions uniquement. Il n’y pas de relation entre les actions. Cette spe´cificite´ est
ne´cessaire, car nous de´finissons un mode`le de coordination base´ uniquement sur les donne´es.
Ainsi, nous respectons la philosophie des architectures tableaux noirs, qui offrent la possibilite´
aux utilisateurs d’introduire de nouveaux agents en ne tenant compte que des donne´es ma-
nipule´es. Cette caracte´ristique facilite l’ajout, la modification et la suppression de nouveaux
1. Le langage C traduit la re`gle non executable comme e´tant une contrainte d’inte´grite´ (voir Gelfond et
Lifschitz, 1998). Dans notre cas, nous traduisons obviate comme une re`gle normale.
65
agents dans le syste`me.
6.1.1 Traduction de Ackext en ASP
Dans cette section nous exposons la traduction du langage d’actions Ackext en langage
ASP. Comme le langage d’actions est uniquement un langage de repre´sentation et ne permet
pas de raisonner sur les actions, il est ne´cessaire de le traduire en un autre langage, en l’occur-
rence ASP. La phase de traduction se re´alise automatiquement a` l’aide des re`gles suivantes :
Traduction de obviate(a, F, L)
L’axiome obviate rend une action non exe´cutable, et ce, tant que l’ensemble des fluents
F  tf1, . . . , fmu sont vrais et que les fluents L  tl1, . . . , lnu sont des objectifs finaux. Le
pre´dicat obviate joue un roˆle important lors de la de´termination de l’action exe´cutable. Il se
retrouve dans l’axiome executable, de´fini plus loin, et indique si une action peut s’exe´cuter
ou pas :
obviatepa, T q Ð holdspf1, T q, ..., holdspfm, T q, finallypl1q, ..., f inallyplnq, timepT q.
Traduction de subGoal(a, F, L)
Le concept de sous-objectif est tre`s puissant. Il permet de de´limiter l’espace de recherche
de l’action a` exe´cuter si L  tl1, . . . , lnu sont des objectifs finaux et F  tf1, . . . , fmu sont
vrais. Noter que de`s l’instant ou` un sous-objectif est ve´rifie´, il interdit, par l’introduction du
pre´dicat occSubgoal, l’exe´cution d’une autre action dans le mode se´quentiel. Comme nous le
verrons plus loin, le pre´dicat occSubgoal est teste´ dans la re`gle de causes.
Si F est un ensemble vide :
2toccurspa, T q, occSubgoalpT qu2 Ð finallypl1q, ..., f inallyplnq, timepT q.
sinon
2toccurspa, T q, occSubgoalpT qu2 Ð holdspf1, T q, ..., holdspfm, T q,
not holdspc, T q, finallypl1q, ..., f inallyplnq, timepT q.
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Traduction de executable(a,F)
Nous traduisons l’axiome exe´cutable comme suit en ASP :
executablepa, T q Ð holdspf1, T q, ..., holdspfm, T q, not obviatepa, T q, timepT q.
Traduction de uncertain(a,{Fi})
Pour des ensembles tF1, ..., Fiu avec tf11, ..., f1ju  F1 et F1  F , nous traduisons l’inde´ter-
minisme comme suit :
1tF1pT q, ..., FipT qu1 Ð occurspa, T q, timepT q.
holdspf11, T q..., holdspf1j, T q Ð F1pT q, timepT q.
...
holdspfi1, T q, ..., holdspfij, T q Ð FipT q, timepT q.
Traduction de control(l,F)
L’axiome control permet de ve´rifier le plan d’action et de de´tecter des mode`les d’exe´cution.
Le plan d’exe´cution est de´pendant des actions dont l’effet est incertain et il est ne´cessaire
d’e´viter des exe´cutions inde´sirables comme des boucles infinies. Dans l’axiome ci-dessous, le
pre´dicat releaseGoal permet d’annuler la poursuite d’un objectif l.
releaseGoalplq Ð holdspf1, T q, ..., holdspfm, T q, timepT q.
Traduction de causes(a,l,F)
Cet axiome ve´rifie les conditions d’exe´cution et les effets d’une action. Notez que de`s qu’une
action est interdite d’exe´cution durant l’instant T , le pre´dicat obviate est vrai. Le pre´dicat
holds permet de de´finir les effets de l’action a exe´cute´e occurspa, T q. Le pre´dicat causes per-
met de pre´dire l’effet de l’execution d’une action au temps T . Nous traduisons la cause des
actions comme suit :
executablepa, T q Ð holdspf1, T q, ..., holdspfm, T q, not obviatepa, T q,
timepT q.
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holdspl, T   1q Ð occurspa, T q, actionpaq, timepT q.
causespa, l, T q Ð executablepa, T q, actionpaq, timepT q.
Traduction de prefer(a,F)
La traduction de l’axiome stipule que l’action s’exe´cute en pre´fe´rence de`s que les fluents F
sont ve´rifie´s. Dans le cas ou` F  H, l’action est exe´cute´e en priorite´ en tout temps :
si F  H
2toccurspa, T q, existsPreferedActionpa, T qu2 Ð executablepa, T q, causespa, cq,
not holdspc, T q, holdspf1, T q, ..., holdspfm, T q, timepT q.
sinon si F  H
2toccurspa, T q, existsPreferedActionpa, T qu2 Ð executablepa, T q, causespa, cq,
not holdspc, T q, timepT q.
Il est a` noter que le pre´dicat existsPreferedAction se retrouve dans l’expression occurs dans
le cas de l’exe´cution se´quentielle.
Traduction des conditions d’exe´cution
Il y existe deux modes d’exe´cution : se´quentiel et paralle`le. Le mode se´quentiel, par de´faut,
stipule qu’a` chaque e´tapes de temps T , une seule et unique action peut s’exe´cuter. Pour ce
faire, nous introduisons dans la traduction ASP les contraintes suivantes :
1tpossibleActionpA, T q : actionpAqu1 Ð timepT q.
occurspA, T q Ð executablepA, T q, possibleActionpA, T q, actionpAq,
not existsPreferedActionpA, T q, not occSubgoalpT q, not goalpT q, timepT q.
La fonction tpossibleActionpA, T q : actionpAqu Ð timepT q permet d’e´nume´rer toutes les
actions possibles pour un temps T donne´. Par exemple dans le cas ou` T  r1, 2s, A P ta, bu
alors la fonction retourne les deux ensembles re´ponses suivants :
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S1  tpossibleActionpa, 1qu
S2  tpossibleActionpb, 1qu
S3  tpossibleActionpb, 1q, possibleActionpa, 1qu
...
S16  tpossibleActionpb, 2q, possibleActionpa, 2q, possibleActionpb, 1q, possibleActionpa, 1qu
Maintenant, la fonction 1tpossibleActionpA, T q : actionpAqu1 Ð timepT q avec les valeurs
nume´riques entourant la fonction pre´ce´dente mint...umax sont une extension de la logique
non monotone et indiquent au programme P que le nombre d’axiomes nbrAxiomes retourne´s
a` vrais respectent la contraintes min ¤ nbrAxiomes ¤ max. Cette contrainte indique qu’une
seule action est se´lectionne´e durant chaque e´tape de temps, assurant ainsi la se´quentialite´
des actions a` eˆtre exe´cute´es. La fonction retourne les ensembles re´ponses suivants :
S1  tpossibleActionpa, 1q, possibleActionpa, 2qu
S2  tpossibleActionpb, 1q, possibleActionpb, 2qu
S3  tpossibleActionpb, 1q, possibleActionpa, 2qu
S4  tpossibleActionpb, 2q, possibleActionpa, 1qu
Le mode paralle`le parallel est une alternative au mode se´quentiel. Il permet que plusieurs
actions s’exe´cutent en paralle`le. Le planificateur ASP doit toutefois s’assurer qu’il n’y a pas
un acce`s concurrent aux donne´es en e´criture. Cette ve´rification se fait a` l’aide du pre´dicat
concurrentAcces. Les contraintes suivantes de paralle´lisme viennent remplacer les contraintes
pre´ce´dentes de se´quentialite´ :
occurspA, T q Ð actionpAq, timepT q, executablepA, T q, actionpAAq, concurrentAccespA,AAq,
not occurspAA, T q, not goalpT q.
concurrentAccespA,AA, T q Ð actionpAq, actionpAAq, executablepA, T q, executablepAA, T q,
causespA,C1, T q, causespAA,C1, T q, timepT q.
concurrentAccespA,AA, T q Ð actionpAq, actionpAAq, executablepA, T q, executablepAA, T q,
causespA,C1, T q, causespAA, C1, T q, timepT q.
concurrentAccespA,AA, T q Ð concurrentAccespAA,A, T q, actionpAq, actionpAAq.
Ð actionpAq, concurrentAccespA,AA, T q, actionpAAq, occurspA, T q, occurspAA, T q,
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timepT q.
Lors de l’exe´cution paralle`le, il est important d’empeˆcher l’acce`s concurrents a` la meˆme res-
source. Pour ce faire, la fonction concurrentAcces identifie les paires d’actions qui ne doivent
pas s’exe´cuter en paralle`le. L’axiome concurrentAcces e´nume`re les actions qui ont un effet sur
le meˆme fluent. Par exemple, les actions movepa, bq et movepa, tableq ont pour effet conse´cutif
onpa, bq et onpa, tableq. Ils font re´fe´rence au meˆme effet 2 et ils ne doivent pas s’exe´cuter en
paralle`le. De meˆme, il est interdit d’exe´cuter des actions qui ont des effets oppose´s, comme
par exemple onpa, bq et  onpa, bq.
La re`gle suivante ve´rifie qu’un fluent et son oppose´ ne peuvent coexister au meˆme temps t.
Ð holdspF, T q, holdsp F, T q, f luentpF q, timepT q.
Traduction de l’inertie
Nous traduisons les lois d’inerties (voir Lifschitz, 1999) comme suit :
holdspf, T   1q Ð timepT q, holdspf, T q, not holdsp f, T   1q.
holdsp f, T   1q Ð timepT q, holdsp f, T q, not holdspf, T   1q.
Traduction des e´tats initiaux
Les e´tats initiaux respectent l’hypothe`se du monde ferme´ (Closed World Assumption). Nous
traduisons les e´tats initiaux comme suit :
holdspf, 0q Ð initiallypfq.
holdsp f, 0q Ð not initiallypfq.
Traduction de l’objectif final
Afin de guider le processus de planifications vers l’objectif final, nous introduisons les re`gles
suivantes. Elles inte`grent l’axiome releaseGoal, qui permet d’annuler la poursuite/concre´tisation
2. Dans le cas d’actions qui retournent un effet compose´ de plusieurs attributs, un traitement additionnel
permet de de´tecter un acce`s concurrent.
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d’un objectif :
finallyGoalplq Ð finallyplq, not releaseGoalplq.
negGoalpT q Ð finallyGoalplq, not holdspc, T q, timepT q.
goalpT q Ð timepT q, not negGoalpT q.
existP lanÐ goalpT q, timepT q.
Ð not existP lan.
La contrainte d’inte´grite´ existP lan fait en sorte de garder les plans qui me`nent a` l’objectif
final. Tous les plans qui ne me`nent pas a` l’objectif final sont e´limine´s de l’espace de recherche.
6.2 Exemple d’ordonnancement
Nous pre´sentons ci-dessous un exemple e´le´mentaire d’ordonnancement (voir Figure 6.1),
afin de mieux comprendre les instructions du nouveau langage d’action Ackext. Prenons le
cas classique de l’empilage de blocs. Admettons qu’a` partir d’une configuration initiale de
blocs, on planifie une suite d’actions pour atteindre la configuration finale souhaite´e.
Figure 6.1 Exemple d’ordonnancement de blocs
Pour exprimer l’e´tat initial des blocs et l’e´tat final souhaite´ a` l’aide du langage Ackext, nous
de´finissons les axiomes suivant :
initiallyponpblocB, blocAqq.
initiallyponpblocA, tableqq.
initiallyponpblocC, tableqq.
f inallyponpblocC, tableqq.
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finallyponpblocA, blocCqq.
f inallyponpblocB, blocAqq.
Les axiomes suivants informent sur l’action de de´placer un bloc et sur les conse´quences de
celle-ci :
causespmoveOnpX, Y q, onpX, Y q, tclearpXq, clearpY quq.
causespmoveOnpX, Y q, clearpXq, tclearpXq, clearpY quq.
ifponpX, Y q, clearpY qq.
De`s a` pre´sent, a` l’aide du langage Ackext nous introduisons des connaissances de controˆle pour
guider plus efficacement la proce´dure de planification. Nous supposons que la fonction good-
Tower(Y) veut dire que tous les blocs en dessous d’un bloc donne´ Y forment la solution finale :
subGoalpmovepX, Y q, tgoodTowerpY q, clearpXq, clearpY qu, onpX, Y qq.
subGoalpmovepX, tableq, tclearpXq, not onpX, tablequ, onpX, tableqq.
obviatepmovepX,Zq, tclearpXq, goodTowerpY qu, tpX, Y quq.
Le premier sous-objectif indique qu’il faut de´placer un bloc X sur un bloc Y dans le cas
ou` l’objectif final est d’avoir X sur Y et que tous les blocs en-dessous du bloc Y composent la
solution finale. Le deuxie`me sous-objectif indique qu’il faut de´placer, de manie`re prioritaire,
le bloc sur la table dans le cas ou` celui-ci fait partie de la solution finale. Finalement, les deux
derniers axiomes obviate e´vitent de de´faire une tour qui fait partie de la configuration finale.
Ces connaissances de controˆle optimisent le temps de traitement pour la de´termination
d’un plan d’exe´cution. En effet, nous avons re´alise´ une se´rie de tests avec diffe´rents proble`mes
de planification de blocs, et il s’est ave´re´ que le langage Ackext s’exe´cute plus rapidement que
les autres langages d’actions.
Des tests ont e´te´ re´alise´s sur une machine IntelCore2Duo 2.0 GHz avec 4 GB RAM fonc-
tionnant avec le solutionneur ASP Clingo 3.0.4. L’utilisation du solutionneur Clingo se base
sur le fait qu’il est l’un des solutionneurs les plus performants de la compe´tition ASP de
2011. Nous re´sumons dans le tableau ci-dessous les re´sultats empiriques obtenus. Nous avons
teste´ le langage A, le langage B, le langage C (voir Lifschitz et Turner, 1999), le langage A
avec des connaissances de controˆle (voir Baral, 2003), le mode`le Ack (voir Son et al., 2006) et
finalement notre langage d’actions Ackext. Les re´sultats sont pre´sente´s aux tableaux 6.2 et 6.3
Les donne´es des tableaux sont trie´es en fonction du nombre d’e´tapes ne´cessaires pour
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Tableau 6.2 Comparaison des langages d’actions sans connaissances de controˆle
Nom proble`me A B C Nbr e´tapes
Prob 5 0,78 s 0,58 0,187 s 7
Prob 7 0,421 s 0,87 1,2 s 10
Prob 14 ND 51 s 76 s 19
Prob 17 ND ND ND 23
Prob H1 ND ND ND 17
Prob H2 ND ND ND 23
Prob H3 ND ND ND 24
Prob H4 ND ND ND 26
ND : Non-Determine´
Tableau 6.3 Comparaison de langages d’actions avec connaissances de controˆle
Nom proble`me A Ack A
c
kext Nbr e´tapes
Prob 5 0,56 s 0,14 s 0,094 s 7
Prob 7 1,81 s 0,312 s 0,197 s 10
Prob 14 ND 2,418 s 1,2 s 19
Prob 17 ND 5,97 s 1,5 s 23
Prob H1 ND 18,393 s 0,99 s 17
Prob H2 ND 552 s 3,0 s 23
Prob H3 ND ND 3,13 s 24
Prob H4 ND ND 28,5 s 26
ND : Non-Determine´
solutionner le proble`me. Ces re´sultats permettent de conclure que le langage Ackext offre des
performances supe´rieures aux autres langages d’actions. Nous remarquons que les diffe´rences
de performances sont tre`s importantes pour les proble`mes complexes : Prob H1, Prob H2,
Prob H3 et Prob H4.
Ces diffe´rences de performance sont possibles graˆce a` l’introduction de connaissances de
controˆle comme les sous-objectifs et a` l’interdiction de l’exe´cution de certaines actions. De
plus, la manie`re de traduire les axiomes en ASP influence les performances du solutionneur.
En effet, plus le nombre de fluents d’un programme P est important et plus le processus
d’affectation de variables du groundpP q est couteux en temps CPU. Il est important de
repre´senter uniquement les fluents qui entrent en compte lors de l’exe´cution de l’actions. Par
exemple, il est inutile de repre´senter l’information ( onpblocA,BlocBq) dans le cas ou` les
axiomes n’utilisent pas cette information.
Cependant, il est a` remarquer que les re´sultats de Ackext sont moins bons que les per-
formances des planificateurs classiques a` l’image du GraphPlan (voir Tableau 6.4). Il n’en
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demeure pas moins que le langage ASP offre une plus grande souplesse dans la description
des actions et est un langage de programmation a` part entie`re.
Tableau 6.4 Comparaison des performances de planification
Nom proble`me Ackext GraphPlan
Prob 5 0,094 s 0,01 s
Prob 7 0,197 s 0,01 s
Prob 14 1,2 s 0,02 s
Prob 17 1,5 s 0,02 s
Prob H1 0,99 s 0,01 s
Prob H2 3,0 s 0,03 s
Prob H3 3,13 s 0,1 s
Prob H4 28,5 s 0,9 s
6.2.1 Exemple d’ordonnancement pour le domaine e´lectrique
Appliquons de`s a` pre´sent le langage Ackext pour un exemple plus concret. Admettons
que nous ayons a` simuler un re´seau de distribution e´lectrique. Supposons que le syste`me de
simulation se compose de 4 agents :
1. L’agent Aprem, spe´cialise´ dans l’e´coulement de puissance. Il calcule les valeurs e´lec-
triques du re´seau de distribution. Il est responsable de la de´termination de la tension,
du courant et de la puissance e´lectrique pour les diffe´rents composants du re´seau de
distribution.
2. L’agent Re´gulation est responsable du maintien de la tension en sortie des bornes des
transformateurs. Il est en mesure d’ajuster le changeur de prise du transformateur. En
modifiant le rapport de transformation entre l’enroulement primaire et secondaire, il
maintient la tension de sortie du transformateur dans un intervalle souhaite´.
3. L’agent Re´paration est spe´cialise´ dans la simulation de la re´paration d’une panne d’un
re´seau de distribution. Il simule une e´quipe d’intervention qui sillonne le re´seau afin
de localiser la panne et y reme´dier. Cette ope´ration engendre des modifications dans
la configuration du re´seau afin d’isoler les sections de´fectueuses et de re´alimenter les
sous-sections saines du re´seau.
4. L’agent Affichage permet d’afficher graphiquement l’e´tat du re´seau, le nombre de clients,
les types des composants, la longueur et la nature des caˆbles, les dure´es d’interruption
et certains indices e´lectriques.
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Le tableau suivant 6.5 est une description possible du mode`le de coordination des agents du
syste`me Leopar++ :
Tableau 6.5 Exemple de mode`le de coordination
Fluents :
reguler.
afficher.
valElectrique.
panne.
(1)
Actions :
causes(aprem, valElectrique, { valElectrique}).
causes(reparation,  panne. {panne}).
causes(reparation,  valElectrique, {panne}).
causes(reparation,  reguler, {panne}).
causes(affichage, afficher, { affichage}.
executable(regulation, { reguler }).
uncertain (regulation, {{reguler}, { reguler,  valElectrique}}).
(2)
(3)
(4)
(5)
(6)
(7)
(8)
Connaissances de controˆle :
subGoal(aprem,{ valElectrique}, reguler).
prefer(aprem).
parallel.
(9)
(10)
(11)
E´tats initiaux :
initially(panne). (12)
La ligne (1) informe le syste`me sur les fluents. Les lignes (2) (3) (4) (5) et (6) indiquent
les conditions d’exe´cution des agents Aprem, Re´paration et Affichage. Il est a` noter que l’exe´-
cution de l’action re´paration entraine l’apparition de trois fluents :  reguler,  valElectrique
et  panne. Les lignes (7) et (8) introduisent le concept d’incertitude. En effet, l’exe´cution
de l’action Re´gulation peut ne´cessiter plusieurs e´tapes avant ajustement de la tension en
sortie. Il existe deux effets possibles pour l’action Re´gulation : «reguler » ou « reguler,
 valElectrique ». Le premier effet indique que la tension aux bornes du transformateur est
re´gule´e. Le deuxie`me indique qu’il y a eu modification de la tension en sortie du transfor-
mateur ne´cessitant le recalcul des valeurs e´lectriques du re´seau. Il arrive souvent que pour
atteindre la tension de sortie souhaite´e, plusieurs interactions entre les agents Aprem et Re´-
gulation soient ne´cessaires pour permettre au changeur de prise de graduellement e´tablir
l’e´quilibre.
La ligne (9) indique que si l’objectif est de re´guler le re´seau, il est impe´ratif de re´aliser un
e´coulement de puissance en exe´cutant l’agent Aprem. Le sous-objectif est ignore´ de`s qu’il y a
calcul des valeurs e´lectriques. La ligne (10) stipule que l’action Aprem est prioritaire a` toutes
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les autres actions et doit s’exe´cuter de`s que possible. La ligne (11) est optionnelle est permet
d’activer les exe´cutions paralle`les ou se´quentielles. Il est a` noter que l’exe´cution se´quentielle
repre´sente la valeur par de´faut. Finalement, la ligne (12) stipule qu’initialement le re´seau est
en panne.
Le tableau 6.6 pre´sente les diffe´rents sce´narios d’execution que peut re´aliser le coordina-
teur en fonction des objectifs finaux de´finis par l’utilisateur.
Tableau 6.6 Exemple de sce´narios d’execution
Objectifs finaux Plan possible Hypote`ses
Sce´nario 1 finally(valElectrique) occurs(aprem,0)
Sce´nario 2 finally( panne) occurs(reparation,0)
Sce´nario 3 finally(valElectrique)
finally(afficher)
occurs(aprem,0)
occurs(affichage,1)
Sce´nario 4 finally(valElectrique)
finally(afficher)
finally(reguler)
occurs(aprem,0)
occurs(regulation,1)
occurs(aprem,2)
occurs(affichage,3)
Re´gule´ a` t=2
Sce´nario 5 finally(valElectrique)
finally(afficher)
finally(reguler)
finally( panne)
occurs(aprem,0)
occurs(regulation,1)
occurs(reparation,2)
occurs(aprem,3)
occurs(regulation,4)
occurs(affichage,5)
Re´gule´ a` t=2
Re´gule´ a` t=5
Nous constatons que les plans diffe`rent selon les objectifs finaux. Le diagramme de transi-
tion suivant pre´sente une vue de haut niveau des diffe´rents plans de coordination pos-
sibles (voir Figure 6.2). Ce graphique expose toutes les interactions possibles entre les agents
ainsi que les interactions des sce´narios du tableau 6.6. Nous remarquons qu’il y a une exe´cu-
tion cyclique entre les agents Aprem et Re´gulation. Ceci est duˆ au fait que les effets de l’action
Re´gulation sont inde´termine´s et peuvent « reguler» ou «  reguler,  valElectrique». C’est
dans ce genre de cas que l’axiome control a toute son utilite´. Il permet d’e´viter l’exe´cution
des boucles infinies en annulant certains objectifs. Par exemple il peut arriver que l’agent
Re´gulation ne soit pas en mesure de re´guler le re´seau apre`s n ite´rations, avec n suffisamment
grand. Dans ce cas, pour ne pas bloquer le syste`me, l’axiome control permet de de´tecter ce
mode`le d’exe´cution et d’annuler la poursuite de l’objectif de re´gulation. Il permet le syste`me
de poursuivre normalement son exe´cution.
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Figure 6.2 Diagramme de transition pour l’exemple e´lectrique
6.3 Interaction coordinateur et agents de simulation
Pour les actions dont l’effet est inde´termine´ a` l’avance, il est ne´cessaire d’e´tablir une com-
munication entre les agents du syste`me et le module de coordination ASP. Pour ce faire,
nous avons combine´ le fichier de transition ASP, le solutionneur ASP Clingo et les agents du
syste`me Leopar++ par l’entremise du code suivant :
Axiomes := chargementAxiomes
t = 0;
(P, S):= resolutionModele(Axiomes)
While (exists occurs(a,t) in P){
e := execute(a)
t := t+1;
if (existe f dans S tel que f est inconsistant avec (e)){
Axioms := Axioms U {e};
77
(P, S) := resolutionModele(Axioms);
}
}
Posons que P et S sont des ensembles de pre´dicats de la forme occurs(ai,ti) et holds(fi,ti),
respectivement, ou` ai  A et f i  F . La fonction chargementAxiomes charge les axiomes qui
de´crivent le proble`me de planification et par la suite resolutionModele demande au solution-
neur ASP Clingo de calculer le plan de coordination. Ce dernier se´lectionne le plan optimal
avec le moins d’e´tapes et retourne une se´quence P d’actions et des fluents attendus S qui
forment le plan final. Chaque action et fluent contient un temps t indiquant le moment de
l’exe´cution de l’action et ou de l’apparition de l’e´tat. Une action a de P repre´sente un agent
particulier a` exe´cuter. La fonction execute retourne la valeur du fluent e au temps t  1 (que
nous nommons fluent observe´). Ce fluent n’est connu qu’apre`s l’exe´cution effective de l’agent.
Si le fluent observe´ e retourne´ est inconsistant avec un des fluents attendu de f P S au temps
t, le code pre´ce´dent met a` jour le mode`le en introduisant le fluent observe´ e. Par la suite,
Clingo est re´-exe´cute´ afin de de´terminer le nouveau plan optimal.
Ce code pre´ce´dent e´tabli un lien de de´pendance entre le planificateur ASP et les agents du
syste`me. Il repre´sente un me´canisme nouveau car il est a` notre connaissance le seul syste`me
qui re´-inte`gre des actions et faits nouveaux dans le mode`le ASP. Le processus de planification
est incre´mental et est guide´ par des actions et faits passe´s. De plus le syste`me Leopar++ est
unique en son genre car il est le seul syste`me qui utilise les langages d’actions pour controˆler
et coordonner l’execution des agents.
6.3.1 Langage Ackext et syste`me Leopar++
Nous venons de de´finir un langage d’actions spe´cialement adapte´ aux syste`mes multiagents
utilisant un tableau noir comme moyen de communication entre les agents. Notre langage
d’action est particulier car il est spe´cialement adapte´ aux architecture multiagents hybrides.
Il utilise uniquement les fluents pour coordonner les agents et ne dispose pas de re`gles qui
lient les actions. Ainsi, le langage Ackext respecte la vision des tableaux noirs qui interdit a`
un agent de re´fe´rer a` un autre agent.
Notre langage d’action introduit des connaissances de controˆle qui permettent de surpasser
en terme de performance les langages d’actions de re´fe´rences. Ceci s’explique aussi par notre
manie`re de traduire les axiomes, comme la non exe´cution et la paralle´lisation. En effet, notre
traduction s’appuie sur les liens entre donne´es et n’utilise pas les contraintes d’inte´grite´ lors
du processus de planification. Cette modification augmente grandement les performances du
syste`me.
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Au final, le langage Ackext s’ave`re eˆtre un langage performant et facile d’utilisation pour
permettre la description incre´mentale des agents et de leurs effets. Il constitue un atout
majeur pour le syste`me Leopar++ qui rend accessible les syste`mes multiagents aux non
informaticiens.
6.3.2 Application du langage Ackext
Il est possible d’appliquer le langage Ackext dans des domaines autres que celui de la coor-
dination des agents. Une premie`re utilisation possible concerne le domaine de la planification
et de l’orchestration. Il s’agit d’utiliser le langage d’action pour planifier une suite d’action
afin d’atteindre des objectifs particuliers. Une autre application concerne le domaine de la
ve´rification formelle. Il est possible de de´crire les actions du mode`le a` l’aide de Ackext et
par la suite de ve´rifier si une ou plusieurs se´quences d’actions se produisent selon certaines
conditions. Une autre application concerne le raisonnement a` base de mode`le. Comme notre
langage utilise les actions pour raisonner, il est envisageable de raisonner sur les effets (i.e.
Fluent). C’est a` dire que notre langage permettrai de de´terminer comment le mode`le e´voluerai
dans le cas ou` on lui applique des actions particulie`res.
79
CHAPITRE 7
SIMULATIONS ET RE´SULTATS
7.1 Introduction
Pour re´aliser des e´tudes de fiabilite´, nous avons mis en place une simulation de type
Monte-Carlo pour l’e´tude des re´seaux de distribution. Pour ce faire, nous avons de´veloppe´
des agents et de´fini un mode`le de coordination afin de tester le comportement du re´seau
face a` des pannes re´pe´titives. Les re´sultats obtenus ont e´te´ compare´s avec un autre syste`me
multiagents : Jade. Cette comparaison permet de positionner notre syste`me par rapport a`
d’autres simulateurs en termes de performance et de facilite´ d’utilisation.
7.2 E´tude de la fiabilite´ : agents
7.2.1 Agent Aprem
L’outil d’analyse parame´trique des re´seaux e´lectriques (Aprem) est un environnement de
de´veloppement qui se veut simple et facile d’utilisation pour re´aliser des e´coulements de puis-
sance. L’agent Aprem a e´te´ de´veloppe´ avec le souci d’eˆtre accessible a` des non-informaticiens.
L’utilisateur de´finit dans un premier temps (1) un re´seau e´lectrique avec toutes ses proprie´-
te´s e´lectriques. Dans un deuxie`me temps, (2) l’utilisateur d’Aprem est en mesure de modifier
la configuration du re´seau. Ces modifications sont relatives aux variations de la charge ou
de la production, a` la modification de l’e´tat des interrupteurs du re´seau, a` l’introduction ou
a` la suppression de composants, a` la modification des parame`tres des e´quipements et a` la
modification de la topologie du re´seau. Une fois que ces deux e´tapes ont e´te´ re´alise´es, l’outil
Aprem re´alise des e´coulements de puissances et retourne les valeurs e´lectriques de chacun des
composants.
L’outil Aprem est ne´ dans les laboratoires de l’e´nergie e´lectrique de l’E´cole Polytechnique
dans le but de mener, entre autre, des e´tudes de fiabilite´ des re´seaux e´lectriques. Il inte`gre
un langage de haut niveau qui permet de de´crire et de spe´cifier les sce´narios d’e´volution d’un
re´seau e´lectrique. Il inte`gre un moteur de calcul de puissance permettant de de´terminer et
d’analyser les valeurs e´lectriques du re´seau. L’outil Aprem utilise la me´thode de Newton-
Raphson pour le calcul de l’e´coulement de puissance. Cette me´thode se de´marque par sa
rapidite´ a` re´soudre de grands syste`mes (voir Tinney et Hart, 1967).
L’outil Aprem s’exe´cute sur l’environnement Matlab. Ce choix a e´te´ de´cide´ par l’e´quipe
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de recherche pour l’aisance qu’offre Matlab dans la manipulation matricielle et les calculs
mathe´matiques. L’outil Aprem utilise la puissance de Matlab afin de repre´senter un re´seau
e´lectrique. Il utilise une matrice nomme´e matrice nodale augmente´e. Celle-ci contient tous les
de´tails associe´s a` la mode´lisation du re´seau. Elle s’appuie sur les e´le´ments suivants :
1. Les impe´dances,
2. Les sources de tension,
3. Les sources de courant,
4. Les transformateurs,
5. Les interrupteurs.
Pour re´soudre les analyses de re´partition de puissance, il faut ajouter des contraintes a`
la matrice nodale et ainsi obtenir un syste`me non-line´aire. Les inconnues de la matrice sont
e´value´es par ite´ration suivant la me´thode de Newton-Raphson (voir Allemong et al., 1993).
7.2.2 Agent Panne
L’agent Panne est responsable de la mise en panne d’un ou plusieurs composants du re´-
seau de distribution. A` chaque exe´cution, l’agent de´termine les composants qui vont tomber
en panne selon la probabilite´ de panne λ du composant. Un nombre re´el ale´atoire est ge´ne´re´
RND  r0, 1s, RND P < pour chaque composant, et dans le cas ou` RND   λ, le composant
est se´lectionne´ pour eˆtre mis en panne. Il passe du statut UP a` celui de DP indiquant que le
composant n’est plus alimente´ (voir Figure 7.1). L’e´tat DP e´vite a` un composant d’eˆtre mis
en panne dans le cas ou` il n’est pas alimente´.
7.2.3 Agent Protection
L’agent Protection est responsable de l’activation des me´canismes de protection d’un re´-
seau de distribution. Quand une panne se produit, l’agent de protection active les me´canismes
de protection en amont par l’ouverture automatique des disjoncteurs de poste. L’agent Pro-
tection reproduit le comportement re´el des composants de sectionnement du re´seau lorsque
survient une panne. Une fois la protection active´e, la contrainte C1 (voir Figure 7.1) de-
vient vraie, engendrant la transition de l’e´tat du composant de DP a` DU. Elle indique que
le composant est dore´navant en panne et est non-alimente´. Paralle`lement, les composants
non-alimente´s a` cause de l’isolation en amont, changent de l’e´tat UP a` l’e´tat UU indiquant
qu’ils sont non-alimente´s, mais toujours fonctionnels. La dure´e de l’e´tat UU de´pend du temps
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Figure 7.1 Diagramme de transition des e´tats des composants
mis par l’e´quipe d’intervention pour localiser et re´parer la panne. Il est a` noter que lorsque
l’agent active les me´canismes de protection, la configuration du re´seau change, ce qui implique
l’exe´cution de l’agent responsable de la re´gulation de la tension au poste.
7.2.4 Agent Re´paration
L’agent re´paration est certainement l’agent le plus complexe du syste`me. Il reproduit
le comportement des e´quipes d’intervention pour isoler et re´parer la panne. Il est base´ sur
un moteur de re`gles et est en mesure d’adopter diffe´rentes strate´gies de localisation et de
re´paration de la panne. L’agent simule des e´quipes d’intervention qui patrouillent tout le
long du re´seau pour localiser la panne. L’e´quipe est capable d’identifier les sections en amont
qui sont saines et y re´tablir le courant. Cette ope´ration est possible graˆce a` l’ouverture des
interrupteurs a` proximite´ de la panne.
La restauration en aval permet a` travers des attaches de re´-alimenter une sous-section
saine du re´seau. Toutefois, cette ope´ration ne´cessite de de´terminer s’il n’existe pas de sur-
charge des caˆbles lors de la proce´dure de re´-alimentation. L’agent Aprem retourne les valeurs
e´lectriques du re´seau et c’est a` l’agent re´paration de de´terminer s’il est possible de re´aliser
une alimentation en aval sans risque de surcharge. Nous rappelons qu’a` l’image des e´quipes
d’intervention humaine, il est possible d’exe´cuter plusieurs agents Re´paration en paralle`le.
Une fois que l’ope´ration de re´paration a e´te´ effectue´e, l’agent Re´paration affecte a` tous
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les composants non-alimente´s la dure´e de non-alimentation. Cette dure´e va servir en fin de
processus Monte-Carlo pour le calcul d’indices de performances et va permettre d’identifier
les sections du re´seau les plus sensibles aux pannes.
7.2.5 Agent Calculateur Indice
L’agent est exe´cute´ a` la fin de chaque simulation de re´tablissement. Il collecte les dure´es
de non-alimentation et calcule les indices de performances e´lectriques suivants :
SAIDI 
°
pri Niq{
°
Nt
CAIDI 
°
pri Niq{
°
Ni
SAIFI 
°
pNiq{
°
Nt  SAIDI{CAIDI
Avec :
i = le nume´ro de la charge.
ri = temps de restauration en heures.
Ni = Nombre total de clients interrompus.
Nt = Nombre total de clients desservis.
SAIDI = System Average Interruption Duration Index. Il repre´sente la dure´e moyenne d’in-
terruption en heures pour chaque client desservi.
CAIDI = Customer Average Interruption Duration Index. Il repre´sente la dure´e moyenne
d’interruption en heures par client.
SAIFI = System Average Interruption Frequency Index. Il repre´sente le nombre moyen
d’interruptions que le client connaitra.
7.2.6 Agent Re´gulation
L’agent Re´gulation est responsable du maintien de la tension en sortie du secondaire des
transformateurs. Il est en mesure d’ajuster le changeur de prise du transformateur en modi-
fiant le rapport de transformation entre l’enroulement primaire et secondaire. Il maintient la
tension de sortie du transformateur dans un intervalle souhaite´.
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7.2.7 E´tude de la fiabilite´ : module de coordination
Pour coordonner les agents, nous de´finissons le mode`le de coordination Ackext du tableau
7.2.7 :
Tableau 7.1 Mode`le de coordination pour l’e´tude de fiabilite´
Mode`le Ackext
(1) initially( valElec). initially(protection).
(2)
(3)
causes(ag panne, {panne,  protection},  panne).
subgoal(ag panne,  panne, indice).
(4) obviate(ag panne,panne,{}).
(5) causes(ag protection,{ protection,  elecVal,  regulation}, { protec-
tion, panne}).
(6) prefer(ag protection).
(7) causes(aprem, elecVal,  elecVal).
(8) uncertain (ag regulation, {{ regulation,  elecVal} ;{regulation}}).
executable(ag regulation, { regulation, elecVal}).
(9) uncertain(ag reparation,{{ panne,  regulation, elecVal} ;{ 
panne, regulation, elecVal }}).
executable(ag reparation,{panne,regulation,elecVal}).
(10) causes(calcul indice, indice, { indice, panne, regulation}).
(11) finally( panne). finally(indice).
La ligne (1) de´finit l’e´tat initial du syste`me qui repre´sente un re´seau prote´ge´ et dont nous
ne connaissons pas les valeurs e´lectriques. Nous rappelons que l’e´tat initial utilise l’univers
clos (Closed World Assumption), ce qui signifie que si un e´tat initial n’est pas explicitement
de´fini, alors il est automatiquement mis a` Faux.
La ligne (2) informe sur les effets et les pre´-conditions de l’agent Panne. Le sous-objectif de
la ligne (3) indique que l’agent Panne doit s’exe´cuter quand l’un des objectifs finaux fait
re´fe´rence aux indices de performances. Cet axiome permet d’exe´cuter l’action Panne lors du
premier pas de temps.
La ligne (4) annule le sous-objectif de la ligne (3) de`s l’instant ou` une panne est ge´ne´re´e.
Cette instruction permet d’e´viter des exe´cutions cycliques entre l’agent Re´paration et l’agent
Panne. Dans notre exemple, nous avons besoin que l’agent Panne s’exe´cute pour pouvoir
mettre certains composant en pannes et re´aliser des e´tudes de fiabilite´.
La ligne (5) indique que l’agent Protection s’active lors de l’apparition d’une panne. Son exe´-
cution permet de prote´ger le re´seau par l’ouverture du disjoncteur principal. Cette ope´ration
modifie les valeurs e´lectriques et les charges alimente´es du re´seau.
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La ligne (6) exprime que l’action de Protection est prioritaire et est exe´cute´e de`s que possible.
Ceci permet de prioriser l’agent Protection sur l’agent Aprem, par exemple.
La ligne (7) exprime que l’exe´cution de l’agent Aprem re´alise un e´coulement de puissance et
retourne les valeurs e´lectriques.
La ligne (8) introduit le non-de´terminisme pour l’agent Re´gulation. Cette expression permet
de faire interagir les agents Aprem et Re´gulation. L’exe´cution de l’action Re´gulation retourne
soit un re´seau dont la re´gulation est satisfaite, soit un re´seau qui n’est pas bien re´gule´ et qui
ne´cessite une modification du changeur de prise du transformateur principal.
La ligne (9) introduit le non-de´terminisme pour l’agent responsable de la Re´paration des
pannes. Cette expression permet de faire interagir les agents Aprem, Re´gulation et Re´pa-
ration. En effet, la re´paration de la panne se fait en deux e´tapes. (1) Une premie`re e´tape
consiste en un re´tablissement en amont et en aval des sections saines. Cette e´tape reconfigure
la topologie du re´seau sans toutefois re´parer la panne. Nous remarquons que les valeurs e´lec-
triques sont ne´cessaires pour que l’agent Re´paration puisse s’exe´cuter, afin de de´terminer les
risques de surcharge lors de la proce´dure de re´tablissement en aval. Une deuxie`me e´tape per-
met la re´paration du composant de´fectueux et le re´tablissement du re´seau a` sa configuration
originale.
La ligne (10) indique le moment ou` l’agent responsable du calcul des indices de performances
doit s’exe´cuter. Dans notre cas, il intervient a` la fin de la proce´dure de re´tablissement.
La ligne (11) informe sur les objectifs finaux a` atteindre et oriente le processus de planification.
Le mode`le de coordination du tableau 7.2.7 est repre´sente´ selon le diagramme de tran-
sition de la figure 7.2). Dans ce diagramme, nous introduisons une limite quant au nombre
maximum d’exe´cutions de l’agent re´paration pi   2q. Cette contrainte n’apparait pas dans
le fichier de coordination, elle est de´duite indirectement par le fait que l’agent Re´paration
ne´cessite au maximum deux e´tapes pour re´aliser la re´paration : la premie`re e´tape est une
restauration en amont et la deuxie`me e´tape est une restauration en aval, qui ne´cessite les
valeurs e´lectriques fournies par l’agent Aprem. Ce diagramme de transition ou workflow est
exe´cute´ en boucle pour simuler une pe´riode de temps continue. En effet, le syste`me s’appuie
sur les re´sultats de l’ite´ration pre´ce´dente pour re´aliser la simulation courante.
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Figure 7.2 Boucle principale du diagramme de transition pour l’e´tude de fiabilite´
7.3 E´tude de fiabilite´
7.3.1 La me´thode Monte-Carlo
Afin d’e´valuer la fiabilite´ du re´seau de distribution, nous utilisons la me´thode Monte-
Carlo. Cette approche permet de calculer, a` l’aide d’une succession de simulations base´es sur
des parame`tres ale´atoires, les indices de fiabilite´ du re´seau. L’inte´reˆt de la me´thode Monte-
Carlo re´side dans la possibilite´ de mode´liser des phe´nome`nes ale´atoires dans des syste`mes
complexes, sans avoir a` de´velopper des fonctions analytiques, ce qui serait en ge´ne´ral impos-
sible. Cependant, cette approche ne´cessite de re´aliser un nombre important de simulations
pour permettre la convergence des donne´es vers une moyenne statistique.
La me´thode utilise´e pour de´terminer les indices de performances du re´seau est la suivante :
nous simulons le re´seau e´lectrique pendant une certaine pe´riode de temps (par exemple 100
86
ans), avec des charges fixes et nous ge´ne´rons des pannes ale´atoires a` diffe´rentes e´tapes de
temps. Chaque panne enclenche la simulation de la proce´dure de re´tablissement du courant
du re´seau tel que montre´ a` la figure 7.2. Une dure´e de non-alimentation est affecte´e aux clients
du re´seau selon la localisation de la panne et la strate´gie de restauration. De`s la re´paration
de la panne, l’agent responsable du calcul des indices de performance collecte les donne´es et
calcule de manie`re incre´mentale le CAIDI, le SAIDI et le SAIFI du syste`me. Cette ope´ration
est re´ite´re´e autant que ne´cessaire jusqu’a` convergence de la moyenne statistique.
A` titre d’exemple, le graphique suivant 7.3 expose les re´sultats obtenus lors de la simula-
tion d’un re´seau de distribution arbitraire compose´e de 20 e´le´ments. Ce dernier a ne´cessite´ la
simulation de plus de 300 pannes sur une pe´riode de 250 anne´es avec des pas de temps de 60
min. Le choix du pas de temps de 60mn vise a` tenir compte des cas ou` des pannes peuvent
de produire conse´cutivements et influencer le processus de re´paration. Toutefois, vu la rarete´
de cet e´ve´nement, il est possible d’augmenter le pas de temps de 60 mn et ainsi permettre
l’optimisation du traitement du simulateur.
Figure 7.3 Variation du CAIDI et du SAIDI par anne´es de simulation
Il en ressort que pour pouvoir simuler des re´seaux de grande envergure a` l’image de ceux
d’Hydro-Que´bec, il faut disposer d’un syste`me performant et robuste capable de re´aliser des
millions de simulations. En effet, plus le re´seau a` e´valuer est grand, plus le calcul des indices
de performance ne´cessite un grand nombre de simulations.
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7.3.2 E´tude de fiabilite´ d’un ve´ritable re´seau de distribution
Nous avons re´alise´ de ve´ritables e´tudes de fiabilite´ avec l’outils Leopar++ sur des exemples
re´els de re´seaux de distribution (voir Figure 7.4). Cette figure repre´sente une portion du re´seau
de distribution a` simuler ou` les lignes blanches sont des caˆbles triphase´s. Les couleurs verte,
bleue et rouge repre´sentent des caˆbles monophase´s. Le re´seau simule´ est compose´ de 477
composants et quatre de´parts de lignes. Il comporte 72 sectionneurs, 11 interrupteurs, 343
branches, 145 charges et dessert 17 000 clients. La tension de la ligne est de 24kV et est
triphase´e.
Nous avons simule´ une pe´riode de 250 ans avec des e´tapes de temps de 60 min, ce qui
revient a` simuler plus de deux millions de fois le re´seau. Les probabilite´s de pannes utilise´es
pour la simulation e´taient de λ  0, 035 pannes par anne´es pour les appareils de section-
nements et de λ  0, 007 pannes par anne´es pour les caˆbles. Pour cette e´tude, nous avons
fait varier le nombre d’e´quipes d’intervention et la dure´e de restauration du courant. Cette
dernie`re repre´sente le temps mis par l’e´quipe pour restaurer en aval les sections saines du
re´seau. Voici les re´sultats obtenus :
Figure 7.4 Exemple de re´seau distribution d’Hydro-Que´bec
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Sce´nario 1 :
Une e´quipe d’intervention et la dure´e de la restauration est 1h : 00mn.
SAIDI = 1.890 heures par anne´e
CAIDI = 10.007 heures par anne´e
SAIFI = 0.18886
Nombre de pannes ge´ne´re´es= 741
La simulation a dure´ 74.326 secondes
Sce´nario 2 :
Deux e´quipes d’intervention et la dure´e de la restauration est de 1h : 00mn.
SAIDI = 1.786 heures par anne´e
CAIDI = 10.003 heures par anne´e
SAIFI = 0.18885
Nombre de pannes ge´ne´re´es = 741 1
La simulation a dure´ 73.671 secondes
Sce´nario 3 :
Une e´quipe d’intervention et la dure´e de la restauration est de 0h : 06mn.
SAIDI = 0.793 heure par anne´e
CAIDI = 7.235 heures par anne´e
SAIFI = 0.1096
Nombre de pannes ge´ne´re´es = 741
La simulation a dure´ 77.737 secondes
Sce´nario 4 :
Deux e´quipes d’intervention et la restauration est de 0h : 06mn.
SAIDI = 0.709 heure par anne´e
CAIDI = 7.231 heures par anne´e
SAIFI = 0.1091
Nombre de pannes ge´ne´re´es= 741 2
1. Le nombre de pannes est identique car nous utilisons une graine ale´atoire identique
2. Le nombre de pannes est identique car nous utilisons une graine ale´atoire identique
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La simulation a dure´ 77.825 secondes
A` partir de ces re´sultats il est possible de conclure que la dure´e de la restauration influence
significativement les performances du re´seau de distribution et permet de re´duire les dure´es
de non-alimentation. Par l’inte´gration de nouveaux composants comme des interrupteurs
te´le´commande´s, il est possible de re´duire les temps de restauration. La simulation du cas 3
de´montre que les dure´es de non-alimentation diminuent d’environ 60 % quand la restauration
en aval est quasi-instantane´e (le SAIDI passe de 1,890 a` 0,793).
Dans le cas pre´sent, le nombre d’e´quipes d’intervention a un impact tre`s limite´ dans la
re´duction des dure´es de non-alimentation. En effet, augmenter le nombre d’e´quipes permet
de re´duire de 6 % les dure´es de non-alimentation (le SAIDI passe de 1,890 a` 1,786). Toutefois,
il existe une relation entre la fre´quence des pannes, le nombre des composants du re´seau et
le nombre d’e´quipes d’intervention. Les simulations sur de larges re´seaux ont de´montre´ que
pour un grand re´seau, avec des probabilite´s de pannes e´leve´es et des de´lais de restaurations
importants, il y a lieu de disposer d’un nombre d’e´quipes d’intervention e´leve´. Ceci s’explique
par le fait que plusieurs pannes peuvent survenir en meˆme temps, ne´cessitant l’intervention
de deux ou plusieurs e´quipes simultane´ment. Le graphique 7.5 expose l’e´volution du SAIDI
d’un large re´seaux compose´ de 1022 composants. Il apparait e´vident que quand le nombre de
pannes augmente, le SAIDI change en fonction du nombre d’e´quipes d’intervention.
Figure 7.5 Fluctuation du SAIDI en fonction des pannes et du nombre d’e´quipes
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7.4 E´valuation du syste`me Leopar++
Le syste`me Leopar++ est en mesure de re´aliser des simulations de ve´ritables re´seaux de
distribution. Toutefois, il est important de comparer notre architecture a` celle de syste`me
multiagents.
Ainsi, nous avons de´veloppe´ une version multiagents standard de notre simulateur Leo-
par++. Pour ce faire, nous avons re´-imple´mente´ les agents de Leopar++ dans l’environ-
nement multiagents Jade. Par la suite, nous avons e´tabli un me´canisme de communication
inter-agents base´ sur le langage FIPA et l’ontologie CIM. Finalement, nous avons remplace´ la
zone commune d’e´change des donne´es par des me´moire individuelles ou` chaque agent dispose
de sa propre repre´sentation du proble`me. Le tableau 7.2 expose les diffe´rences conceptuelles
entre les deux simulateurs.
Tableau 7.2 Comparaison de Leopar++ et Jade
Leopar++ Jade
Coordination Agents Langage Ackext FIPA-SL
Communication
agents
Tableau noir Communication
asynchrone
Raisonnement agents Syste`me expert et
code Java
Code java
Mode`le de donne´es CIM v14 CIM v14
Nombre d’agents 5 5
Donne´es de simula-
tion
Distribue´es Distribue´es
Pour re´sumer, il existe trois diffe´rences entre les deux syste`mes. Premie`rement, le mode
de communication est plus simple sous Leopar++. Cela est duˆ a` l’utilisation du tableau
noir comme principal moyen de communication. De plus, le volume des donne´es e´change´es
entre les agents est moins important lorsqu’il y a utilisation du tableau noir. Dans le cas
de Jade, il e´tait important de s’assurer que tous les agents mettent a` jour leurs donne´es.
Deuxie`mement, le protocole de coordination est centralise´ sous Leopar++ et il est distribue´
dans les agents sous Jade. Le fait que le me´canisme de coordination soit distribue´ rend la
modification des objectifs globaux du syste`me plus difficile. En effet, a` l’aide de Ackext, il est
beaucoup plus facile de spe´cifier des objectifs diffe´rents et d’obtenir des plans d’exe´cutions
correspondants. En ce qui concerne la troisie`me diffe´rence, elle re´side dans la manie`re de
concevoir le me´canisme de coordination des agents du syste`me. En effet, sous Jade, l’ajout,
la modification ou la suppression d’un nouvel agent ne´cessite de connaitre les autres agents
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du syste`me, leur protocole de communication et leurs types d’interactions. Dans le cas de la
version Leopar++, l’ajout d’un nouvel agent ne´cessite de connaitre les donne´es sur lesquels
agit l’agent. Cette proprie´te´ rend plus aise´e l’introduction, la modification et la suppression
de nouveaux agents du syste`me.
A` la figure 7.6, nous comparons les performances des deux syste`mes en termes de temps
d’exe´cution pour des simulations Monte-Carlo s’e´tendant sur une pe´riode allant de 1 an a`
100 ans. Le re´seau teste´ est compose´ de 1022 composants.
Figure 7.6 Comparatif des performances globales de Jade et Leopar++
La figure 7.7 compare les deux syste`mes en termes de temps d’exe´cution pour des simu-
lations avec un nombre d’agents croissant. Les simulations de´butent avec un seul agent et
atteignent un maximum de 45 agents. Le re´seau teste´ est compose´ de 1022 composants.
Nous en concluant que Leopar++ est aussi performant que le syste`me de´veloppe´ en Jade.
Pour des simulations s’e´talant sur plusieurs anne´es, Leopar++ surpasse le´ge`rement Jade.
Toutefois, la grande diffe´rence entre les deux syste`mes se retrouve dans l’architecture :
1. Leopar++ offre une architecture accessible. La coordination entre les agents est cen-
tralise´e, elle se fait a` l’aide d’un langage de haut niveau et il devient aise´ d’inte´grer de
nouveaux agents.
2. La programmation des agents est plus aise´e sur Leopar++ que Jade et plus ge´ne´ra-
lement les syste`mes multiagents classiques. En effet, les agents de Leopar++ ne com-
muniquent pas directement entre eux, mais via la modification du bassin central de
donne´es qu’est le tableau noir.
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Figure 7.7 Comparatif des performances des agents de Jade et Leopar++
Pour conclure ce chapitre, nous avons compare´ notre syste`me Leopar++ a` des syste`mes
de simulation e´lectrique re´cents. Le tableau 7.3 pre´sente un re´capitulatif et une vue de haut
niveau des architectures e´tudie´es. Pour connaitre les de´tails de ces syste`mes, nous invitons le
lecteur a` se re´fe´rer a` la partie annexe A.
Tableau 7.3 Comparaison de syste`mes de simulation e´lectrique
Simulateur Domaine Mode coor-
dination
Environnement Test
RMC Micro-re´seau FIPA-ACL Jade Cas re´el
CM Micro-re´seau Multi-
niveau
Jade Cas re´el
FACTS Source d’e´ner-
gie
Agents type´s Jade Cas
simple
IADSRP Micro re´seau BDI Jade Cas
simple
BSR Isolation panne FIPA-ACL Zeus Cas
simple
COMMA Transformateur SMA mul-
tiple
– –
Une premie`re lecture de ce tableau fait ressortir que les syste`mes de simulation e´lectrique
adoptent ge´ne´ralement l’architecture Jade. Conse´quemment, les mode`les de coordination sont
complexes et ne´cessitent des connaissances avance´es en syste`mes multiagents, ce qui rend de´-
licat toute extension future du syste`me. Dans le cas de Leopar++, l’utilisation du langage
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d’actions permet une coordination plus aise´e. En effet, une comparaison qualitative du code
de coordination de Jade et de Leopar++ re´ve`le que ce dernier offre un me´canisme de co-
ordination plus compacte et beaucoup plus compre´hensible. Le tableau suivant 7.4 compare
deux portions de codes identique, l’un de´veloppe´ sous Jade selon Fipa-ACL et l’autre avec
les langages d’actions. Dans le cas pre´sent, il s’agit d’un exemple simple ou` l’agent rec¸oit un
message, le traite et par la suite re´pond a` son interlocuteur.
Tableau 7.4 Code de coordination Leopar++ et Jade
Syste`me Code
Leopar++ causes(reparation, Reparer,  Reparer).
Jade msg = receive() ;// reception msg
if (msg !=null){ //tester msg non vide
if(msg.getPerformative() == ACLMessage.INFORM){
if(msg.getConversationId().equals(”reparation”)){//de´terminer type msg
Network netState = startFailureRestoration() ; // proce´dure re´paration
reply = msg.createReply() ; // cre´ation re´ponse
reply.addReceiver(msg.getSender()) ; // spe´cifier destinataire
reply.setPerformative(ACLMessage.AGREE) ;//spe´cifier type msg
reply.setContent(netState) ;// spe´cifier contenu message
myAgent.send(reply) ; // envoie message expe´diteur
} } } // fin proce´dure re´paration
7.5 Fonctionnement du simulateur Leopar++
Actuellement, le simulateur Leopar++ est ope´rationnel et fonctionne parfaitement. Il est
en mesure de simuler diffe´rents aspects du re´seau de distribution et permet de faire varier le
nombre d’e´quipes d’intervention, le temps de restauration en amont et en aval, la strate´gie
de restauration, la fre´quence de pannes des composants, etc.
Notre syste`me offre une grande souplesse quant a` l’ajout de nouveaux agents. En effet,
le syste`me est incre´mental et permet d’inte´grer de nouveaux agents sans avoir a` modifier le
reste du syste`me. Il tire profit des ontologies et des langages d’actions pour offrir une grande
souplesse d’utilisation et d’extension.
Nous avons de´veloppe´ une couche graphique au-dessus du simulateur Leopar++ pour
permettre sa manipulation et sa configuration. Pour ce faire, la feneˆtre de la Figure 8.1
permet de spe´cifier la base de donne´es sur laquelle va se connecter D2RQ. Ces informations
vont servir au mappage pour re´cupe´rer les donne´es ontologiques a` partir de diffe´rentes tables
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relationnelles. A` partir de l’ontologie extraite, l’utilisateur est en mesure d’identifier le poste
et le nume´ro de la ligne e´lectrique a` simuler.
Dans la feneˆtre de simulation principale (voir Figure 7.8), l’utilisateur introduit les don-
ne´es relatives a` la simulation de pannes. Par exemple, il peut modifier le nombre d’e´quipes
d’intervention, les probabilite´s de pannes, la strate´gie de restauration, la dure´e de la simula-
tion et les dure´es de restaurations. Ces informations vont eˆtre prises en compte par l’agent
Panne.
Figure 7.8 Feneˆtre de simulation principale de Leopar++
Dans la feneˆtre de simulation ASP, l’utilisateur peut spe´cifier l’e´tat initial du syste`me
ainsi que les objectifs a` atteindre par le coordinateur ASP (voir Figure 7.9). Cette feneˆtre
offre la possibilite´ a` l’utilisateur de spe´cifier le fichier ASP en entre´e ainsi que le solutionneur
ASP a` associer. A` partir des e´tats initiaux et les objectifs finaux, le solutionneur ASP est
capable d’identifier les actions a` exe´cuter pour l’atteinte de ses objectifs.
Dans la feneˆtre re´sultats (voir Figure 7.10), Leopar++ affiche les indices de performances
du re´seau simule´. Il est aussi possible de visualiser l’e´volution des indices de performances.
Pour ce faire, la feneˆtre courbes et statistiques permet de visualiser l’e´volution des indices a`
travers les diffe´rentes e´tapes de la simulation (voir Figure 7.11). Ces information sont utiles
pour de´terminer quand se produit la convergence statistique des indices de performance.
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Figure 7.9 Feneˆtre de simulation ASP de Leopar++
Figure 7.10 Feneˆtre des re´sultats Leopar++
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Figure 7.11 Feneˆtre de l’e´volution des courbes de Leopar++
97
CHAPITRE 8
DISCUSSION ET CONCLUSION
8.1 Synthe`se des travaux
Tout au long de ce travail, nous avions comme principal objectif de de´velopper un syste`me
multiagents performant et accessible a` des non-experts en informatique. En effet, la contrainte
d’accessibilite´ et de facilite´ d’utilisation fut au centre de nos pre´occupations. Le choix de
l’architecture, des formalismes et de la technologie ont e´te´ longuement e´tudie´s pour offrir un
simulateur qui re´pond a` ces besoins.
Notre plus grand de´fi fut d’identifier et d’adopter des technologies pour de´velopper un
simulateur polyvalent, performant, capable de re´aliser des e´tudes complexes et qui permet a`
des non-experts d’en modifier le fonctionnement. Pour de´velopper Leopar++ nous avons :
1. Utilise´ l’ontologie OWL2-RL et le raisonneur Pellet pour fe´de´rer et ve´rifier automati-
quement diffe´rentes sources de donne´es. Cette e´tape a permis de collecter les donne´es
ne´cessaires au processus de simulation et d’en ve´rifier l’inte´grite´.
2. De´fini un langage d’actions pour permettre la coordination des agents du syste`me Leo-
par++. Le nouveau langage que nous proposons est spe´cialement adapte´ aux syste`mes
multiagents a` base de tableau noir. Notre langage permet de coordonner efficacement
les agents tout en offrant un formalisme accessible aux non-experts.
3. Combine´ deux architectures collaboratives. Notre syste`me multiagents a` base de tableau
noir tire avantages des deux syste`mes. En effet, la centralisation des donne´es permet de
faciliter le de´veloppement et la coordination des agents et le module de coordination
permet de guider et d’orienter les agents vers la re´solution d’un proble`me donne´.
4. E´labore´ des e´tudes de fiabilite´ a` l’aide de la me´thode Monte-Carlo. Le syste`me Leo-
par++ est en mesure de simuler plusieurs phe´nome`nes e´lectriques et me´caniques. Il
permet d’e´valuer la fiabilite´ du re´seau de distribution selon diffe´rents indices de perfor-
mance.
5. De´veloppe´ une interface graphique qui fait office d’interface entre le syste`me Leopar++
et l’utilisateur final. L’interface permet a` l’utilisateur de se´lectionner graphiquement
l’e´tat initial, les objectifs a` atteindre et le re´seau e´lectrique sur lequel doit s’appliquer la
simulation. Tout est fait de manie`re a` faciliter la manipulation des diffe´rents parame`tres
de Leopar++ (voir Figure 8.1).
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Figure 8.1 Feneˆtre principale de Leopar++
8.2 Limitations de la solution propose´e
Certaines des limites techniques de ce pre´sent travail sont relativement facile a` corriger
et ne´cessitent un temps supple´mentaire pour comple´ter et finaliser certains aspects lie´s a` la
programmation. D’autres limites ne´cessite la re´alisation d’un travail de fond qui fait appel a`
une meilleure compre´hension de certains aspects de l’architecture de Leopar++. Toutefois,
au-dela` des manquements techniques, le proble`me de l’utilisabilite´ reste une question ouverte.
1. A` quel point l’architecture que nous proposons est facile d’utilisation pour des non
spe´cialistes en syste`me multi-agents ?
2. Dans quelle mesure notre nouvelle architecture facilite et acce´le`re le temps de de´velop-
pement de syste`mes multi-agents ?
Pour re´pondre a` ces questions il faut quantifier les crite`res d’utilisabilte´ et d’accessibilite´
du syste`me que nous proposons. C’est a` partir de ces crite`res qualitatifs qu’il est possible
d’amme´liorer notre architecture et de la rendre viable.
8.3 Travaux futurs
Comme travaux futurs, nous citons les suivantes :
1. Enrichir le langage Ackext et y inte´grer de nouvelles re`gles. Par exemple, il est possible
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d’introduire des ope´rateurs temporels pour de´finir les sous-objectifs. Aussi, l’introduc-
tion de concepts plus e´labore´s pour exprimer des contraintes de paralle´lisme est tout
aussi important.
2. E´tudier les langages d’actions et les langages oriente´s agents. Une e´tude de´taille´es des
deux types de langages permettrait de mieux comprendre les avantages et limites du
langage Ackext. Le langage A
c
kext est a` mi-chemin entre entre les langages d’actions,
trop simples pour exprimer les besoins des agents, et les langages oriente´s agents, trop
complexes pour des non-initie´s.
3. Optimiser le processus de lecture des donne´es de l’ontologie. Il serait pre´fe´rable de
charger uniquement les donne´es ne´cessaires a` la simulation. Il faut e´viter de charger
tout le re´seau au complet comme c’est le cas actuellement pour le syste`me Leopar++.
En mettant en relation les agents et les donne´es ne´cessaires a` la simulation, il devient
possible d’optimiser la phase de lecture des donne´es de l’ontologie.
4. Re´aliser une comparaison exhaustive entre les langages d’action et les langages de pla-
nification tels que ADL, PDDL et STRIPS (voir Kalisch et Knig, 2005). Les langages
de planification offrent des fonctionnalite´s riches qui sont utiles au langage Ackext. Tirer
profit de certaines fonctionnalite´s des langages de planification et les formaliser dans
Ackext serait inte´ressant. Par exemple le fait de pouvoir spe´cifier des objectifs conjonc-
tifs en langage ADL. Cette fonctionnalite´ peut eˆtre aise´ment traduite en langage Ackext
et ASP.
5. Offrir a` l’utilisateur un environnement dynamique pour introduire les parame`tres de
la simulation. Il faudrait qu’en fonction des agents a` exe´cuter, l’interface de saisie de
parame`tre de Leopar++ change dynamiquement. Autrement dit, selon les objectifs, les
parame`tres de la simulation a` introduire changent.
8.4 Conclusion
Le Smart-Grid apporte des bouleversements technologiques importants qui visent a` mo-
derniser le re´seau pour le rendre plus intelligent. Le re´seau se transforme d’un organe statique
et fige´ en un organe dynamique et re´actif. Collecter, analyser, simuler, fusionner, mode´liser,
ve´rifier et interpre´ter les donne´es des nouveaux re´seaux e´lectriques deviennent un enjeu stra-
te´gique. Face a` ces nouveaux de´fis, les sciences informatiques sont en mesure d’apporter des
e´le´ments de re´ponses pour accompagner cette transformation.
Or, aider les gestionnaires dans leur prise de de´cision ne´cessite de disposer de programmes
informatique qui se doivent d’eˆtre polyvalents, performants et faciles d’utilisation. La po-
lyvalence est indispensable, car le futur simulateur doit eˆtre capable de repre´senter des phe´-
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nome`nes ale´atoires, de mode´liser des aspects e´lectriques et de simuler des aspects temporels
e´volue´s. La simulation se doit d’eˆtre la plus re´aliste possible afin de reproduire le plus ade´-
quatement les phe´nome`nes e´tudie´s et performante, car la simulation de re´seaux e´lectriques
ne´cessite de mode´liser et de traiter des milliers de composants et de phe´nome`nes de´pen-
dants, qui peuvent alourdir conside´rablement les temps de traitement. Finalement, comme
les simulateurs sont destine´s a` eˆtre utilise´s par des non-informaticiens, il y a un re´el effort
a` re´aliser afin de rendre ces syste`mes accessibles et compre´hensibles par des non-experts en
informatique.
Ces caracte´ristiques de polyvalence, performance et accessibilite´, font en sorte que le
de´veloppement de simulateurs pour le domaine des re´seaux e´lectriques reste une ope´ration
complexe qui impose des choix technologiques particuliers. Le syste`me Leopar++ s’inscrit
dans cette logique et a cherche´ a` satisfaire ces 3 spe´cificite´s.
Toute au long de ce travail, il m’a e´te´ permis d’explorer de nouvelles avenues et pistes
pour apporter des solutions concre`tes a` des proble´matiques re´elles. Ainsi, j’ai e´te´ amene´ a`
analyser le standard e´lectrique CIM et a` y re´aliser des changements conceptuels pour le
rendre beaucoup plus compacte. Ces modifications ont ne´cessite´ une compre´hension pousse´e
du standard CIM pour en maitriser les forces et faiblesse et y apporter les rectifications
ne´cessaires. A` l’aide de la version alle´ge´e du CIM il m’a e´te´ permis de cre´er une base de
connaissance e´lectrique consistante et distribue´e.
Par ailleurs, mon travail m’a pousse´ a` explorer des architectures nouvelles et de conce-
voir un nouveau type de simulateur a` mis chemin entre les tableaux noirs et les syste`mes
multiagents classiques. Ainsi, j’ai pu de´montrer qu’il e´tait possible a` l’aide des langages d’ac-
tions et des outils de repre´sentation des connaissances de de´velopper un simulateur a` base de
connaissances performant, accessible et fortement extensible.
Finalement, j’ai e´te´ en mesure d’analyser les langages oriente´s agents et de proposer une
alternative viable pour coordonner les agents. J’ai explore´ un nouveaux langage de coor-
dination des agents, a` savoir le langage d’actions Ackext. Ils repre´sentent une alternative
prometteuse dans la coordination des agents, car ils utilisent une approche intuitive qui se
base sur les actions et leurs effets. J’ai pu de´montrer qu’avec certaines extensions spe´cifiques,
et un me´canisme de re´insertion des faits et actions, il devient possible de planifier et co-
ordonner des agents. Cette expe´rimentation est une premie`re dans le domaine des syste`me
multiagents a` base de langages d’actions.
Pour conclure, au regard de l’e´volution des re´seaux e´lectriques, il est fort probable que
durant les prochaines anne´es, il y aura une plus grande interaction entre les sciences infor-
matiques et e´lectriques. Cette interaction va permettre de de´velopper des re´seaux e´lectriques
performants, re´actifs, capables de minimiser l’impact des pannes, de se reconfigurer automa-
101
tiquement, d’acheminer plus efficacement l’e´nergie, de faire face a` une demande croissante
d’e´nergie, etc.
Dans un monde ou` l’e´nergie repre´sente la colonne verte´brale de notre socie´te´, il devient
primordiale de disposer d’une e´nergie fiable et a` porte´e de main. Graˆce a` des syste`mes de
simulation performants et fortement extensible il devient possible d’analyser, de mode´liser et
de concevoir des re´seaux de distributions a` forte valeur ajoute´e.
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ANNEXE A
Description des syste`mes de simulation e´lectriques
Le BSR SMA : Le syste`me multiagents Based Service Restoration (BSR) est utilise´ afin de
surveiller, superviser, controˆler, de´tecter, isoler et restaurer une panne. Les agents du syste`me
sont capables de communiquer, de re´soudre, de coordonner et de de´battre avec les autres
agents afin de prendre des de´cisions. De`s qu’un agent s’exe´cute, il exe´cute une proce´dure
afin de restaurer une panne. Le syste`me a e´te´ de´veloppe´ sous l’environnement JADE (Java
Agent DEvelopment Framework), et les agents utilisent un langage de communication et de
transmission de la connaissance FIPA-ACL. Les performances du syste`me ont e´te´ compare´es
a` un syste`me monolithique (voir Lo et al., 2009), et les re´sultats ont montre´ que le syste`me
multiagents est deux fois plus rapide qu’un syste`me monolithique classique. Les auteurs ont
conclu que le BSR a acce´le´re´ la de´tection de panne ainsi que l’isolation et la restauration du
service.
Le RMC SMA : Dans le meˆme ordre d’ide´e, le syste`me multiagents du Real Microgrid
Control (RMC), utilise des agents afin de simuler diffe´rents aspects des ope´rations du Mi-
crogrids. Chaque agent controˆle une ou plusieurs charges non critiques afin d’atteindre un
objectif particulier comme minimiser la consommation e´lectrique ou la gestion de la dure´e de
vie de la batterie.
Tout comme le BSR, les interactions et par conse´quent la coordination des agents sont
directement encode´s a` l’aide du FIPA-ACL protocole. Les agents sont de´veloppe´s sous la
plateforme JADE et un test re´el a e´te´ re´alise´ pour 11 maisons durant trois jours. Dimeas
(voir Dimeas et Hatziargyriou, 2005) a conclu que les syste`mes multiagents permettent de
controˆler les ope´rations du micro Grid et ont prouve´ que se sont des outils qui limitent la
complexite´ des ope´rations de controˆle.
Le IDAPS SMA : Le Intelligent Distributed Autonomous Power System (IDAPS) a e´te´
de´veloppe´ pour se´curiser un re´seau de distribution lors d’une panne. Le re´seau de distribution
a la particularite´ d’inte´grer plusieurs producteurs d’e´nergies a` des charges PQ. Les agents
du syste`me fonctionnent de manie`re collaborative afin de de´tecter les pannes et de les isoler
de manie`re autonome. L’architecture de IDAPS, contrairement au BSR et RMS, offre une
meilleure structuration des agents. Le syste`me est compose´ de quatre types d’agents : des
agents de controˆle qui supervisent le voltage et la fre´quence de la tension, des agents res-
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ponsables de la sauvegarde des donne´es e´lectriques, des agents qui affichent les proprie´te´s du
syste`me a` l’utilisateur et finalement des agents qui sauvegardent les donne´es du syste`me dans
une base de donne´es. Le syste`me qui utilise l’environnement ZEUS et le langage FIPA-ACL
pour coordonner les agents a e´te´ teste´ sur un re´seau de distribution simplifie´ compose´ par
un nombre re´duit de composants e´lectriques. Il a e´te´ en mesure de re´agir ade´quatement en
de´connectant et en stabilisant le re´seau durant une panne (voir Pipattanasomporn et al.,
2009).
Le CM SMA : Tout comme le IDAPS, le syste`me multiagents pour le Controˆle de Mi-
crogrid (CM) identifie distinctement le roˆle de chaque agent. Le syste`me qui a pour objectif
de controˆler et d’ope´rer un re´seau Microgrid, est baˆti sur une technique de niveaux multiples
d’apprentissage issu du domaine de la robotique (voir Stone et Veloso, 1999). Cette me´thode
permet d’organiser et d’organiser les interactions dans un syste`me complexe. Le syste`me CM
est compose´ de trois niveaux, ou` chaque niveau renferme un ensemble d’agents regroupe´s
par comportement et interactions. Le plus haut niveau renferme les agents au comportement
complexe et vice-versa. Ce syste`me est base´ sur la plateforme JADE et utilise le protocole de
communication FIPA-ACL. Le syste`me CM a e´te´ de´veloppe´ afin d’offrir un syste`me extensible
et standardise´ (voir Dimeas et Hatziargyriou, 2009).
Le FACTS SMA : De re´cents syste`mes tels que le Coordinated Control of a Flexible
Alternative Current Transmission Systems (FACTS) visent a` controˆler l’impact des sources
d’e´nergie renouvelable dans un re´seau de distribution. Le syste`me utilise des agents distribue´s
pour controˆler le fonctionnement du re´seau. L’ide´e est de re´partir la complexite´ du module
de controˆle en sous-modules e´le´mentaires afin d’ame´liorer les performances du syste`me. Le
syste`me a recours a` deux types d’agents : l’agent non-controllable soumet, a` travers la to-
pologie du re´seau, des messages relatifs aux charges, aux impe´dances et a` l’e´tat e´lectrique
des composants. L’agent controllable embarque´ dans chaque Power Flow Controllers (PFC)
re´cupe´rer analyse et e´value les messages transmis aux gestionnaires de flux e´lectrique. Le
syste`me est base´ sur une approche innovante de controˆle distribue´ ou` les agents soumettent
des messages a` leurs voisins a` travers la configuration du re´seau. L’influence de chaque agent
controˆlable est limite´e a` une zone spe´cifique correspondante au PFC. Le syste`me de´crit n’a
pas de structure d’organisation hie´rarchique ou de module de supervision, ce sont les agents
qui traitent localement les informations qui sont transmises a` travers le re´seau (voir Hager
et al., 2009). Une topologie simplifie´e avec cinq bus trois PFC et une charge a e´te´ teste´e avec
succe`s.
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Le ADSRP SMA : L’Architecture pour le Distribution Systems Restoration Planning
(ADSRP) a pour objectif d’isoler automatiquement une panne et de reconfigurer le re´seau
e´lectrique pour re´alimenter les clients. Ce syste`me multiagents de restauration est base´ sur
l’architecture BDI (croyance – de´sir– intention) qui apporte une meilleure compre´hension des
agents et de leurs interactions. En effet, les agents sont capables de re´aliser des re´tablissements
e´lectriques de´pendamment de leurs connaissances, de leurs objectifs, de leurs intentions et
de leurs croyances. En plus, un ensemble de re`gles permettent de guider le syste`me durant le
re´tablissement de la panne. Tout comme FACTS, la communication entre les agents se fait
graˆce a` la transmission d’informations de proche en proche a` travers la structure e´lectrique
du syste`me de distribution. Le syste`me a e´te´ de´veloppe´ en JADE et un test grandeur nature
sur quatre sources, 11 charges, trois disjoncteurs et sept interrupteurs a e´te´ re´alise´ avec succe`s
(voir Pan et Tsai, 2009).
Les syste`mes IADSRP et FACTS sont innovants et explorent de nouvelles voies, toutefois
elles pre´sentent l’inconve´nient d’offrir des syste`mes non performants. En effet, simuler un large
re´seau de distribution implique la cre´ation de nombreux agents ainsi que la transmission d’un
nombre e´leve´ de messages redondants a` travers le re´seau re´sultant en une diminution de la
performance du syste`me en entier.
Le COMMAS : Le Condition Monitoring Multiagents Systems (COMMAS) explore la
possibilite´ de fusionner deux Systems multiagents afin d’atteindre une simulation de plus,
haut niveau. Le COMSMA est spe´cialise´ dans l’e´tude de la de´charge partielle des transfor-
mateurs e´lectriques. Il a e´te´ enrichi par un autre syste`me multiagents : Protection Engineering
Diagnostic Agents (PEDA) qui a pour objectif d’automatiser la de´tection de panne en s’ap-
puyant sur un SCADA et un enregistreur nume´rique de panne (Digital Fault Recorder DFR).
L’inte´gration du PEDA et du COMSMA offre aux inge´nieurs un syste`me nouveau qui com-
bine la supervision des donne´es issues du SCA`DA` et du DFR. Ce nouveau syste`me utilise
une ontologie et le langage FIPA-SL pour transmettre les messages entre les deux syste`mes
multiagents. L’auteur a e´te´ en mesure de fusionner deux SMA et ainsi offrir un syste`me d’aide
a` la de´cision de haut niveau aux inge´nieurs (voir Catterson et al., 2005).
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ANNEXE B
Description de´taille´e des langages oriente´s agents
MINERVA : Ce langage utilise la programmation logique de commande LUPS (voir Al-
feres et al., 1999) qui spe´cifie de manie`re de´clarative un programme logique afin de de´crire
les caracte´ristiques de l’agent. Le langage LUPS offre la possibilite´ d’inse´rer ou de retirer des
re`gles logiques dans la base de re`gles de l’agent. Sous Minerva il existe les agents spe´cialise´s
dans la de´tection des changements des donne´es de l’environnement, la communication entre
les agents, la mise a` jour des donne´es de manie`res cycliques, la planification par abduction
pour de´terminer les actions a` entreprendre, le gestionnaire d’objectif responsable de traiter
les conflits d’objectifs (voir Leite et al., 2001).
3APL : C’est un langage qui permet l’imple´mentation d’agents avec e´tats mentaux. Les
agents, dits cognitifs, disposent de Croyances, Intentions et Objectifs et sont en mesure de
ge´ne´rer et de modifier leurs plans afin de satisfaire les objectifs pour lesquels ils sont cre´e´s.
Les agents disposent d’un ensemble de re`gles de premier ordre (semblable a` Prolog) pour
permettre la prise de de´cision. Le langage 3APL est muni d’une plateforme de de´veloppement
permettant le support de l’exe´cution du syste`me multiagents (voir Dastani et al., 2003).
IMPACT : Le (Interactive Maryland Platform for Agents Collaborating Together) est une
plateforme pour la cre´ation distribue´e de syste`mes multiagents. Les agents sont compose´s
de deux parties : un ensemble de donne´es destine´es a` eˆtre manipule´es par l’agent et un
ensemble de fonctions qui permettent de manipuler les donne´es. Il existe diffe´rents types de
composants : un me´canisme de´crivant les services offerts par l’agent, une boite de messages
permettant la communication, l’e´tat actuel de l’agent, les actions re´alisables par l’agent,
un langage de requeˆte permettant de raisonner sur les donne´es, un me´canisme permettant
d’exe´cuter des actions concurrences, un me´canisme de controˆle de contraintes d’inte´grite´s et
finalement le programme agent qui informe sur les objectifs de l’agent (voir Subrahmanian
et al., 2000) (voir Arisha et al., 1999).
Jason : C’est une imple´mentation Java du langage AgentSpeak(L). Le langage est base´ sur
le langage abstrait AgentSpeak(L) (voir Rao, 1996) qui permet de de´crire un agent avec des
e´tats mentaux BDI. Le langage AgentSpeak(L) est baˆti sur la programmation logique des
pre´dicats de premier ordre pour de´crire les e´tats mentaux de l’agent. Le mode de raisonnement
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de AgentSpeak(L) est de´fini comme e´tant un raisonnement re´actif. La plateforme Jason tire
sa force de sa capacite´ a` interpre´ter le langage AgentSpeak(L) (voir Bordini et Hebner, 2007)
.
Agent0 : C’est un langage qui permet de repre´senter des agents avec e´tats mentaux. Le
langage Agent0 est en mesure de de´crire les actions de l’agent, ses croyances et ses intentions.
Le langage de programmation Agent0 inte`gre la possibilite´ de de´crire les croyances des agents,
les actions (simple ou conditionnelles), la communication (a` travers un sous ensemble de
primitives FIPA) et l’engagement pour l’exe´cution d’une action de´pendamment d’une e´tape
de temps (voir Hindriks et al., 1999) (voir Shoham, 1991).
Concurent MetateM : C’est un langage de programmation qui se base sur de la logique
modale temporelle. Le langage offre la possibilite´ de de´crire des comportements re´actifs, des
comportements de´ductifs de haut niveau et de de´crire des processus d’exe´cution concurren-
tiels pour des syste`mes distribue´s. Le langage Concurrent MetateM offre un large e´ventail
d’ope´rateur (au nombre de 11) pour de´crire les e´ve´nements temporels. Ce type de langage est
utile pour les applications qui ne´cessitent de repre´senter les contraintes temporelles exigeantes
(voir Barringer et al., 1995) (voir Fisher, 1994) (voir Kellett et Fisher, 1997).
ConGolog : L’environnement ConGolog est un langage de haut niveau qui permet de de´-
crire le comportement des agents informatiques et robotiques. Le langage ConGolog supporte
le raisonnement logique pour infe´rer les actions des agents qui sont spe´cifie´s selon une ap-
proche de´clarative selon le langage du domaine Golog. Ce dernier bien qu’issu du langage
d’actions de Gelfond et Lifschitz’s A (voir Gelfond et Lifschitz, 1998) la diffe´rence entre ces
langages est que le Golog est un langage de premier ordre tandis que le langage d’actions est
un langage propositionnel (voir Lesperance et al., 1999).
AF-APL : Le (AgentFactory Agent Programming Language :)est un langage permet de
repre´senter des agents avec des e´tats mentaux base´s sur l’approche BDI. Le langage AF-APL
garanti une exe´cution asynchrone des agents ainsi que la possibilite´ de l’agent de raisonner
sur ses propres actions (voir Ross et al., 2004).
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ANNEXE C
L’architecture HLA
Introduction a` l’architecture HLA : L’ide´e de de´velopper des fe´de´rations de simula-
teurs n’est pas nouvelle et remonte au de´but des anne´es quatre-vingt-dix. Un effort et un
enthousiasme soutenus par les chercheurs ont permis la mise en place d’un standard qu’est
la HLA. Ce dernier est une architecture qui de´crit la manie`re dont s’organisent les diffe´rents
composants d’une fe´de´ration de simulateurs. Cette architecture vise a` permettre aux de´velop-
peurs de suivre une de´marche spe´cifique afin de faciliter le de´veloppement d’une fe´de´ration.
Elle offre, en outre, un cadre ou` les composants, leurs roˆles ainsi que les types de messages
e´change´s entre les simulateurs sont identifie´s et standardise´s (IEEE2000).
Selon Rathnam (voir Rathnam, 2004), la structure HLA se divise en deux parties : une
premie`re partie se compose des simulateurs a` fe´de´rer et la deuxie`me partie se compose d’une
interface nomme´e Run Time Infrastructure (RTI). Cette dernie`re offre des outils et des fa-
cilite´s permettant l’interaction entre les simulateurs fe´de´re´s (voir Fujimoto, 2001). La RTI
peut se de´composer en trois e´le´ments principaux (i) des re`gles (ii) des Object Model Tem-
plate (OMT) et (iii) d’une interface. Ces entite´s repre´sentent les repre´sentations formelles
permettant l’interaction entre les simulateurs fe´de´re´s (voir Figure C.1).
Figure C.1 Vue de haut niveau de HLA
Les re`gles de´crivent les diffe´rents e´le´ments d’une fe´de´ration et la manie`re dont elles doivent
interagir. Elles permettent de ge´rer la communication entre les fe´de´re´s e´metteurs et re´cepteurs
graˆce a` l’OMT. Les OMT de´finissent la structure et la repre´sentation de toutes les informa-
tions partage´es entre les fe´de´re´s. L’OMT est de´fini comme format standard pour de´crire la
fe´de´ration et les fe´de´re´s. Finalement, l’interface HLA permet d’e´tablir la communication entre
les fe´de´re´s et la RTI.
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Il existe deux types d’objets OMT a` savoir les (Simulation Object Mode`le) SOM et
le (Federation Object Mode`le) FOM. Le FOM est au nombre d’un seul par fe´de´ration. Il
de´crit dans un format standardise´ la nature des donne´es communes e´change´es et partage´es
entre les fe´de´re´s. Il e´nume`re les interactions possibles entre les fe´de´re´s a` l’aide de plusieurs
tables qui de´crivent entre autres les champs communs que se partagent les fe´de´re´s. Les SOM
sont au nombre d’un (1) par simulateur fe´de´re´. Ils spe´cifient les capacite´s intrinse`ques de
la simulation et de´crivent les informations qu’un simulateur fe´de´re´ peut offrir ou recevoir
d’un autre simulateur. Ainsi, un fe´de´re´ se verra dote´ d’un SOM qui de´crit les publications et
l’identification des messages issus d’autres simulateurs.
En ce qui concerne la gestion temporelle des simulateurs, chaque fe´de´re´ repre´sente en in-
terne via le SOM la manie`re dont il repre´sente le temps. Il existe deux manie`res de repre´senter
le temps : continue ou discre`te. Dans un syste`me de gestion de temps continu, le temps de
simulation avance de manie`re incre´mentale et par e´tape. Une gestion discre`te du temps se
base uniquement sur les e´ve`nements. Le temps de la simulation avance d’un e´ve´nement a` un
autre (voir Figure C.2).
Figure C.2 Exemple de blocage de synchronisation
Dans les architectures HLA, un gestionnaire de temps s’occupe du controˆle de l’avance-
ment du temps dans chaque fe´de´re´ de manie`re a` ce que les e´ve´nements arrivent selon une
logique de cause a` effet. Le gestionnaire de temps utilise des structures d’organisations tem-
porelles (voir Fujimoto, 1998) : (i) l’ordre de re´ception des messages et (ii) le timestamp
ou e´tampe temporelle . La premie`re structure qui se pre´sente sous la forme de liste FIFO
est utilise´e dans le cas d’e´ve`nements ponctuels qui de´pendent uniquement du temps (ex :
a` minuit les portes se ferment). Pour l’e´tampe temporelle, elle est utilise´e dans le cas ou` il
faut synchroniser les diffe´rents messages rec¸us de la part des fe´de´re´s distribue´s ou non sur le
re´seau. Pour e´viter que certains fe´de´re´s connaissent des dysfonctionnements dus a` l’arrive´e
de message en retard, tous les simulateurs fe´de´re´s doivent attendre et s’assurer que tous les
messages aient e´te´ transmis pour pouvoir avancer au prochain temps δT .
Le roˆle de l’e´tampe temporelle est de ve´rifier que les e´ve´nements arrivent en ordre aux
simulateurs fe´de´re´s. Ainsi, a` chaque e´tape, le RTI rec¸oit un ensemble de messages TimeStamp
Order (TSO). Ces messages sont ordonne´s par ordre croissant selon l’e´tampe temporelle et
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de´livre´s par la suite aux fe´de´re´s. Toutefois, ces messages ne sont pas transmis directement.
Pour e´viter tout risque de re´ception de message TSO non ordonne´, le RTI doit attendre un
certain temps nomme´ Lower Bound Time Stamp (LBTS) avant de trier et de transmettre
les TSO et ainsi s’assurer qu’aucun fe´de´re´ ne rec¸oit de message avec une e´tampe temporelle
ulte´rieure a` son temps interne de simulation. Pour re´sumer, le LBTS est calcule´ pour chaque
fe´de´re´. Il retourne un temps T 1 repre´sentant l’avance temporelle minimum que chaque fe´de´re´
peut re´aliser sans avoir le risque de recevoir un TS   T   T 1. Le calcul du LBTS se fait par
le RTI en se basant sur le comportement du re´seau ainsi que du lookahead. Il est de´termine´
pour chaque fe´de´re´. C’est une information transmise par les fe´de´rations de simulateurs qui
indiquent qu’aucun message TSO ne sera envoye´ dans un temps infe´rieur a` une valeur posi-
tive spe´cifique. Cette information permet de de´terminer quand aura lieu la transmission du
prochain message TSO de la part d’un simulateur. Cette information est primordiale dans la
fe´de´ration, sans quoi le processus de simulation connait un temps de latence trop important.
