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ABSTRAK 
Data count (data cacahan) merupakan data yang menggambarkan suatu 
kejadian dalam suatu waktu sehingga dalam pemodelannya bisa menggunakan 
regresi poisson. Namun terdapat asumsi yang harus terpenuhi bila menggunakan 
regresi poisson yaitu mean dan varians harus sama. Sementara itu, beberapa data 
cacahan berpotensi melanggar asumsi tersebut karena terjadi overdispersi yaitu, 
varians lebih besar dari mean. Oleh karena itu, dalam memodelkan data cacahan 
tersebut tidak cukup dengan regresi poisson sederhana. Regresi poisson inverse 
gaussian (PIG) merupakan salah satu bentuk regresi yang berasal dari distribusi 
mixed poisson yang dirancang untuk pemodelan data cacahan dengan kasus 
overdispersi dan telah banyak digunakan pada beberapa penelitian yang 
melibatkan data count. Penaksiran parameter regresi PIG dilakukan dengan 
metode Maximum Likelihood Estimation (MLE) dan pengujian hipotesis 
dilakukan dengan metode Maximum Likelihood Ratio Test (MLRT). Jumlah kasus 
baru Human Immunodeficiency Virus (HIV) merupakan salah satu data cacahan 
yang berpotensi terjadi overdispersi. Oleh karena itu, dalam memodelkan jumlah 
kasus baru HIV yang terjadi di Propinsi Jawa Timur tahun 2013 dapat digunakan 
pemodelan dengan menggunakan regresi PIG. Dari model tersebut, variabel 
prediktor yang memberikan pengaruh signifikan terhadap jumlah kasus baru HIV 
di Propinsi Jawa Timur tahun 2013 adalah persentase penduduk dengan 
pendidikan SLTA ke atas (X2), persentase PUS yang menggunakan kondom (X3) 
dan rasio fasilitas kesehatan (X5). Berdasarkan plot normalised quantile residuals 
dan nilai Filliben Coefficient Correlation, dapat disimpulkan bahwa model yang 
terbentuk sudah sesuai (fit). 
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ABSTRACT 
Count data is data that describes a number of events that occur in a certain 
period. In statistics, count data is always modeled with a simple Poisson 
regression. But there is assumption which should be fulfilled in poisson 
regression, that is means equals to variance (equidispersion). But in fact, most of 
the count data fail to describe the assumption, since the variance is larger than the 
means (overdispersion). Hence, modeling this kind of count data is not 
appropriate with the simple poisson regression. Poisson Inverse Gaussian (PIG) 
regression is one of regression formed by the mixed poisson distribution which is 
designed for overdispersion data. Parameter estimation in PIG regression is 
obtained with Maximum Likelihood Estimation (MLE) method and the statistical 
test is established with Maximum Likelihood Ratio Test (MLRT) method. The 
number of HIV new cases is one of the overdispersion count data. Therefore, PIG 
regression can be implemented for modeling the number of HIV new cases in East 
Java Province in 2013. The result shows that there are three predictor variables 
which are significantly affect the number of HIV new cases in East Java Province 
in 2013, those are percentage of population with high school education and higher 
(X2), percentage of couples with childbearing age who use condom (X3) dan ratio 
of health facilities (X5). Based on normalised quantile residuals plot and Filliben 
Coefficient Correlation value, it is concluded that the model above is fit with the 
data. 
 










































1.1 Latar Belakang 
Data cacahan (count data) adalah data yang menggambarkan sejumlah 
kejadian yang terjadi pada suatu kurun waktu tertentu. Suatu data cacahan hanya 
dapat berupa bilangan bulat positif karena suatu kejadian tidak mungkin terjadi 
dalam sejumlah bilangan negatif. Pemodelan data cacahan banyak digunakan 
dalam berbagai ilmu seperti sosiologi, kedokteran, aktuaria dan demografi. 
Pemodelan data cacahan tidak dapat dilakukan dengan menggunakan regresi OLS 
(Ordinary Least Square), karena pemodelan data cacahan akan melanggar dua 
asumsi yang disyaratkan dalam regresi OLS yaitu, error mengikuti distribusi 
normal (normalitas) dan memiliki sifat homokedastisitas (varians konstan). 
Distribusi bersyarat dari data cacahan cenderung menceng kanan dengan tidak ada 
kejadian yang dibawah nol dan jumlah kejadian dengan frekuensi tinggi hanya 
sedikit sehingga melanggar asumsi kenormalan. Pelanggaran asumsi varians 
konstan terjadi karena dalam data cacahan sering terjadi peningkatan varians 
bersyarat sebagai akibat peningkatan nilai prediktor. Inilah yang disebut sebagai 
heterokedastisitas yang dapat mengakibatkan standar error dan uji signifikansi 
yang biased bila menerapkan regresi OLS (Coxe, West dan Aiken, 2009). 
Pengembangan dalam pemodelan data cacahan memunculkan pemodelan 
data cacahan dengan Generalized Linear Models (GLMs). GLMs merupakan 
generalisasi dari model regresi normal klasik atau regresi OLS dari berbagai 
asumsi yang ketat dan menyediakan metode analisis bagi data tidak normal (De 
Jong dan Heller, 2008). Regresi Poisson adalah salah satu anggota keluarga dari 
GLMs yang berasal dari distribusi poisson. Distribusi poisson merupakan 
distribusi diskrit dengan nilai variabel random berupa bilangan bulat positif 
sehingga menjadi pilihan yang baik untuk pemodelan data cacahan. Distribusi 
poisson hanya ditentukan oleh satu parameter yang mendefinisikan baik mean 
maupun varians dari distribusi tersebut, sehingga dalam regresi Poisson terdapat 
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asumsi yang harus terpenuhi yaitu mean dan varians variabel respon harus sama 
(equidispersion).  
Namun dalam kenyataannya sering terjadi pelanggaran asumsi tersebut 
dimana varians lebih kecil dari mean (underdispersion) atau varians lebih besar 
dari mean (overdispersion). Pada kebanyakan data count terkadang ditemukan 
kasus overdispersi (Consul dan Famoye, 1992). Dalam praktiknya, data cacahan 
sering menunjukkan varians yang cukup besar karena banyak mengandung nilai 
nol (extra zeros) atau sebaran yang lebih besar dari nilai-nilai pada data atau 
keduanya (Hu, Pavlicova dan Nunes, 2011). Data dengan jumlah nol yang banyak 
bisa disebabkan karena nol struktural (structural zeros) atau karena nol sampel 
(sampling zeros). Lebih lanjut, Hu, Pavlicova dan Nunes memberi contoh jumlah 
perilaku seksual beresiko tinggi dalam membandingkan kedua hal tersebut. Nilai 
nol pada jumlah perilaku seksual beresiko tinggi bisa disebabkan karena 
seseorang yang tidak memiliki pasangan sehingga memang belum pernah 
melakukan hubungan seksual yang disebut nol struktural (structural zeros) atau 
bisa juga karena seseorang yang sudah memiliki pasangan dan belum pernah 
melakukan seksual beresiko tinggi yang disebut sebagai nol sampel (sampling 
zeros). 
Kasus overdispersi bila diabaikan bisa mengakibatkan terjadinya 
underestimate pada estimasi standar error, sehingga dapat mengakibatkan 
kesalahan pada pengambilan keputusan beberapa uji hipotesis, misalnya suatu 
variabel prediktor berpengaruh signifikan ketika pada kenyataan tidak 
berpengaruh signifikan (Hilbe, 2007). Dalam mengatasi kasus overdispersi, 
dibentuk beberapa pemodelan yang merupakan perpaduan antara distribusi 
Poisson dengan beberapa distribusi baik diskrit maupun kontinu (mixed poisson 
distribution). Mixed poisson distribution tersebut merupakan solusi alternatif 
untuk kasus overdispersi, tetapi hanya beberapa distribusi yang sering digunakan 
dalam penelitian dikarenakan penghitungannya yang rumit. Salah satunya adalah 
distribusi Poisson Invers Gaussian (PIG)  yang merupakan mixed poisson 
distribution dengan random efek yang memiliki distribusi Invers Gaussian. 
Distribusi ini pertama kali diperkenalkan oleh Holla pada tahun 1966 (Karlis dan 
Nikoloulopoulos, 2005). Distribusi PIG sendiri merupakan bentuk dari distribusi 
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Siche (SI) dengan dua parameter. SI disebut sebut sebagai model yang lebih baik 
dari model binomial negatif, terutama untuk data yang overdispersi yang tinggi 
dan cenderung menceng kanan (highly skewed to the right). Namun 
penghitungannya lebih rumit karena memiliki tiga parameter pada fungsi 
kepadatan peluangnya. Sebagai bentuk dari distribusi SI adalah distribusi PIG 
yang digunakan dalam memodelkan data cacahan yang menceng kanan serta 
memiliki ekor yang  sedikit lebih panjang. Akan tetapi, distribusi PIG memiliki 
bentuk fungsi likelihood yang close form dan penghitungannya lebih mudah 
sehingga banyak penelitian yang melibatkan data cacahan banyak yang 
menggunakan model ini (Stasinopoulus dan Rigby, 2007).    
Willmot (1987) menunjukkan potensi dari pemodelan dengan regresi 
poisson inverse gaussian sebagai alternatif dari regresi binomial negatif pada data 
klaim asuransi mobil. Enam set data klaim asuransi mobil disajikan dengan 
karakteristik hampir 80 persen data yang mengandung nol, dan menghasilkan 
kesimpulan bahwa pemodelan dengan regresi PIG merupakan model yang lebih 
baik dibandingkan model regresi binomial negatif. Penelitian lainnya yang 
menggunakan model regresi PIG adalah penelitian dari Shoukri, Asyali dan 
Vandorp (2004) yang menggunakan model tersebut pada data jumlah kasus 
penyakit mastitis pada sapi perah di Ontario Canada dan menghasilkan 
kesimpulan bahwa regresi PIG merupakan model yang lebih baik dari model 
regresi binomial negatif. Selanjutnya dalam beberapa penelitian keselamatan di 
jalan raya seperti pemodelan data kecelakaan dan penelitian asuransi motor, 
model regresi PIG sering digunakan sebagai alternatif dari model regresi binomial 
negatif (Denis, Ghitany dan Gupta, 2014). Pemodelan dengan regresi PIG  juga 
digunakan pada penelitian Zha, Lord dan Zou (2014) pada kasus jumlah 
kecelakaan motor yang terjadi di dua tempat berbeda yaitu di Texas dan 
Washington. Dalam penelitian tersebut data jumlah kecelakaan motor menceng 
kanan dengan ekor yang sedikit panjang serta 37 persen data mengandung nilai 
nol. Dengan nilai Akaike Information Criterion (AIC) dan Bayesian Information 
Criterion (BIC) yang lebih kecil, menunjukkan bahwa pemodelan dengan regresi 




Jumlah kasus baru Human Immunodeficiency Virus (HIV) di suatu 
wilayah merupakan salah satu bentuk data count sehingga dalam pemodelannya 
bisa menggunakan regresi Poisson. Data mengenai jumlah kasus HIV juga 
berpotensi terjadi overdispersi sehingga untuk pemodelannya tidak cukup 
menggunakan regresi poisson. Penelitian Owusu (2011) memodelkan jumlah 
kasus HIV di sebuah rumah sakit di Ghana dengan menggunakan regresi poisson 
serta regresi binomial negatif, dikarenakan data jumlah kasus HIV tersebut 
mengalami overdispersi.  
Human Immunodeficiency Virus (HIV) merupakan penyakit yang 
disebabkan oleh virus yang menyerang limfosit CD4 atau sistem kekebalan tubuh, 
dan bila tidak menjalani pengobatan secara teratur virus ini akan mengakibatkan 
sistem kekebalan tubuh seseorang melemah, rentan terhadap penyakit dan sulit 
sembuh dari berbagai penyakit yang selanjutnya dikenal dengan penyakit Aquired 
Immuno Deficiency Syndrome (AIDS) yang selanjutnya menyebabkan kematian. 
Penularan HIV yang utama di Indonesia adalah penggunaan jarum suntik yang 
tidak aman secara bersama-sama diantara pengguna narkotika dan obat-obatan 
terlarang (narkoba), dan diikuti hubungan heteroseksual, penularan prenatal dari 
ibu kepada janinnya selama periode kehamilan, melahirkan atau menyusui. Cara 
penularan lainnya melalui darah yang terinfeksi seperti transfusi darah dan 
penyayatan kulit seperti pembuatan tato (BPS, 2012). 
Penyakit HIV ini dapat membawa dampak yang menghancurkan, bukan 
hanya terhadap kesehatan masyarakat namun juga terhadap negara secara 
keseluruhan. Menurut data dari Kementrian Kesehatan, sampai saat ini prevalensi 
kasus HIV di Indonesia mencapai 23 orang per 100.000 penduduk. Jumlah 
kumulatif kasus HIV di Indonesia sampai dengan bulan september 2014 tercatat 
sebanyak 150.285 kasus dengan propinsi Jawa Timur berada di urutan kedua 
dengan jumlah kasus kumulatif HIV terbanyak yaitu sebanyak 19.249 kasus HIV. 
Angka tersebut sesungguhnya jauh lebih kecil dibandingkan angka yang 
sebenarnya terjadi (fenomena gunung es), dikarenakan baru sebagian kecil yang 
dilaporkan dan terdeteksi. Jumlah kasus kumulatif merupakan akumulasi dari 
beberapa tahun sebelumnya karena seseorang yang terinfeksi virus HIV tidak 
dapat disembuhkan dan kasusnya akan terus tercatat dan terakumulasi. Jumlah 
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kasus baru HIV dapat dijadikan patokan suatu daerah dalam mengukur 
keberhasilan pemerintahnya dalam menghambat laju penyebaran penyakit HIV. 
Jumlah kasus baru HIV di Propinsi Jawa Timur pada tahun 2013 mengalami 
peningkatan yaitu mencapai 4.661 kasus dibandingkan tahun 2012 sebanyak 
3.698 kasus.  
Saat ini upaya untuk menghentikan laju penyebaran penyakit HIV telah 
menjadi agenda di berbagai daerah di Indonesia termasuk Propinsi Jawa Timur. 
Berbagai program dan strategi telah dilakukan oleh pemerintah untuk mengatasi 
masalah tersebut, diantaranya dengan meningkatkan potensi dan fasilitas 
kesehatan di kabupaten/kota. Peningkatan kualitas pelayanan kesehatan tidak 
selalu menjamin peningkatan pada pemanfaatan pelayanan tersebut, sehingga 
usaha untuk menghambat laju penyebaran HIV tidak bisa hanya dilihat dari upaya 
peningkatan sarana kesehatan dan tenaga kesehatan saja. Berbagai faktor sosial 
ekonomi dapat menjadi hambatan dalam pemanfaatan fasilitas-fasilitas dan 
pelayanan kesehatan.    
Beberapa penelitian yang menghubungkan status sosial ekonomi dengan 
kasus HIV, diantaranya penelitian yang dilakukan oleh Ogunmola, Oladosu dan 
Olamoyegun (2014) yang menghubungkan beberapa variabel demografi seperti 
tingkat pendidikan, status pekerjaan, pendapatan per bulan dan status perkawinan 
dengan peluang seseorang mengidap HIV di sebuah pusat pengobatan di Nigeria. 
Hasil penelitian menyimpulkan bahwa tingkat pendidikan pada level SLTP ke 
bawah dan pendapatan bulanan pada level rendah memiliki hubungan yang 
signifikan terhadap peluang seseorang mengidap HIV.    
  Data jumlah kasus baru HIV pada tahun 2013 di Propinsi Jawa Timur 
merupakan data cacahan yang mengandung jumlah nol yang cukup banyak dan 
beberapa data dengan nilai yang besar sehingga berpotensi terjadi overdispersi 
dan menceng kanan sehingga dalam pemodelannya digunakan regresi PIG.    
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang di atas maka permasalahan dalam penelitian ini 
dapat dirumuskan sebagai berikut : 
1. Bagaimana bentuk penaksiran parameter model regresi PIG ? 
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2. Bagaimana bentuk statistik uji model regresi PIG? 
3. Faktor-faktor apa saja yang berpengaruh signifikan terhadap jumlah 
kasus baru HIV di Propinsi Jawa Timur tahun 2013 melalui model 
regresi PIG ? 
 
1.3 Tujuan Penelitian 
 Berdasarkan rumusan masalah maka tujuan yang hendak dicapai dalam 
penelitian ini adalah : 
1. Mengkaji penaksiran parameter model regresi PIG. 
2. Menentukan bentuk statistik uji model regresi PIG. 
3. Mendapatkan faktor-faktor yang berpengaruh signifikan terhadap 
jumlah kasus baru HIV di Propinsi Jawa Timur tahun 2013 melalui 
model regresi PIG. 
 
1.4 Manfaat Penelitian 
 Adapun manfaat yang ingin dicapai dari penelitian ini adalah sebagai 
berikut : 
1. Mengembangkan wawasan dan pengetahuan mengenai bentuk 
penaksiran parameter dan pengujian hipotesis model regresi PIG. 
2. Memberikan informasi mengenai faktor-faktor apa saja yang 
berpengaruh signifikan terhadap jumlah kasus baru HIV di Propinsi 

















Distribusi Poisson merupakan distribusi probabilitas diskrit yang 
menyatakan peluang jumlah peristiwa yang terjadi pada periode waktu tertentu 
apabila rata-rata kejadian tersebut diketahui dan dalam waktu yang saling bebas 
sejak kejadian terakhir. Distribusi Poisson juga dapat digunakan untuk jumlah 
kejadian pada interval tertentu seperti jarak, luas, atau volume. Distribusi poisson 
merupakan model patokan (benchmark) bagi data cacahan (Cameron dan Trivedi, 
1998). 
Fungsi peluang untuk data berdistribusi Poisson bergantung pada 









 untuk 0,1,2,...y   dan 0.     (2.1)                                                                       
 Dalam distribusi Poisson, rataan dan variansi adalah bernilai sama dan 
dapat dituliskan sebagai berikut : 
    .E Y Var Y            (2.2)                                                                                       
2.2. Distribusi Inverse Gaussian 
Distribusi inverse gaussian merupakan distribusi kontinu dengan fungsi 
kepadatan mirip dengan distribusi gamma tapi dengan kemencengan lebih besar 
dan keruncingan tajam. Inverse gaussian memiliki dua parameter dan fungsi 
kepadatan peluang yang dapat ditulis sebagai berikut : 
     
2 2 20,5 232 y yf y y e    
  
 , 0,y        (2.3)                                                                                            
dengan rata-rata dan varians  
 E Y   dan   2 3,Var Y                                                                                     
dan 2  adalah parameter dispersi. Inverse gaussian digunakan pada keadaan 
dengan kemencengan yang ekstrem. Nama inverse gaussian sendiri berasal dari 
fungsi kumulant yang memiliki hubungan invers dengan fungsi kumulant 
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(logaritma natural dari fungsi MGF) distribusi normal/distribusi Gaussian (De 
Jong dan Heller, 2008). 
 
2.3. Overdispersi 
 Pada regresi Poisson terdapat asumsi yang harus terpenuhi yaitu mean dan 
variance variabel respon harus sama (equidispersion). Overdispersi pada regresi 
Poisson terjadi ketika varians dari variabel respons lebih besar dari rata-rata. 
Overdispersi disebabkan oleh korelasi positif atau kelebihan variasi antara 
peluang respon. Overdispersi juga muncul ketika terjadi pelanggaran pada asumsi 
distribusi data, misal ketika data dikelompokkan sehingga melanggar asumsi 
observasi dari kebebasan likelihood (Hilbe, 2007). Overdispersi dapat 
menyebabkan terjadinya kesalahan dalam interpretasi model karena overdispersi 
yang terabaikan akan menghasilkan nilai standar error yang underestimate. Salah 
satu cara yang dapat dilakukan untuk mendeteksi ada atau tidaknya overdispersi 
pada variabel respon yang akan diteliti adalah dengan melihat nilai dari The 













     (2.4)                                  
 Nilai ini sama dengan rasio varians terhadap rata-rata (variance-to-mean 
ratio), dimana seringkali disebut sebagai indeks dispersi, dikalikan dengan 1n   , 
dimana n  adalah ukuran sampel. Bila nilai indeks dispersi kurang dari 1 maka 
dapat dikatakan terjadi underdispersi, sebaliknya overdispersi terjadi bila nilai 
indeks dispersi lebih dari 1 (Karlis dan Xekalaki, 2000). 
  Uji statistik yang bisa digunakan untuk mendeteksi overdispersi pada 
suatu data adalah uji overdispersi yang dapat ditemukan pada package AER dari 
software R. Uji ini mengimplementasikan uji yang dikembangkan oleh Cameron 
dan Trivedi (1990). Uji ini mengikuti ide sederhana yaitu bahwa dalam model 
regresi poisson, varians sama dengan rata-rata yaitu   sehingga dalam uji ini 
hipotesis yang digunakan adalah 
 
















dimana (.)g  merupakan suatu fungsi tertentu. Secara sederhana, bila nilai 0   
maka dapat dikatakan equidispersi, sebaliknya bila  0   maka dapat dikatakan 











      (2.5)   
dimana  ˆˆ ;i i i  x β  dengan βˆ  merupakan estimasi β  dari MLE di bawah model 
poisson (Dean, Lawless dan Willmot, 1989b). Distribusi yang asimtotik terhadap 
T  adalah distribusi normal standar di bawah hipotesis nol (Cameron dan Trivedi, 
1990). 
 
2.4. Distribusi Poisson Inverse Gaussian 
 Distribusi poisson inverse gaussian merupakan salah satu distribusi mixed 
poisson. Bentuk dari distribusi mixed poisson tergantung pada distribusi pada 
random efek ( )v . 
Misalkan  g v  adalah fungsi kepadatan peluang dari v  dan distribusi marjinal 
untuk Y   diperoleh dengan integral iv  : 
     | | , .P Y y f y v g v dv      (2.6)                                                                                 
Untuk distribusi Poisson Inverse Gaussian, v  pada persamaan (2.6) 
diasumsikan  mengikuti distribusi inverse gaussian dan memiliki fungsi kepadatan 
peluang yang dapat ditulis sebagai berikut : 
     
20,5 1 232 v vg v v e 
  
 , 0,v     (2.7)    
dimana  
 Var V  ,   1.E V                                                                                        
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Gambar 2.1. Plot Distribusi Poisson Inverse Gaussian (PIG) pada 2   , 4  , 
10  , 20   dan 6   (tetap) 
 
Distribusi poisson inverse gaussian ditentukan oleh dua parameter yaitu 
rata-rata (μ) sebagai parameter lokasi (location parameter) dan parameter dispersi 
(τ) sebagai parameter bentuk (shape parameter). Gambar 2.1 menunjukan 
pergeseran plot fungsi kepadatan peluang distribusi poisson inverse gaussian 
(PIG) sepanjang sumbu horizontal saat nilai parameter bentuk (τ) tetap untuk 
berbagai macam nilai parameter lokasi (μ). Gambar 2.2 menunjukkan bahwa 




















Gambar 2.2. Plot Distribusi Poisson Inverse Gaussian (PIG) pada 6   , 12  , 
30  , 60   dan 2   (tetap) 
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    






 .    
(2.9)
  
Berdasarkan tabel integral oleh Gardshteyn dan Ryzhik, 1980 seperti yang 
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Dalam Shoukri, dkk, 2004, fungsi Bessel memiliki beberapa properti penting 
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Dengan menggunakan properti-properti pada fungsi Bessel di atas maka fungsi 
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Hal ini menjadi 



























    
Fungsi pembangkit peluang (probability generating function) untuk PIG diberikan 
oleh : 








P z p y z z 

  
      
  
  (2.11)                         
Rata-rata untuk distribusi PIG adalah 
      | .E Y E E Y v E v           (2.12)                                                        
Varians untuk distribusi PIG adalah 
        2| | .Var Y Var E Y v E Var Y v        (2.13)    
Y  merupakan sejumlah kejadian pada suatu unit observasi dalam suatu kurun 
waktu tertentu dan   adalah rata-rata kejadian tersebut. Sementara   merupakan 
parameter overdispersi dan sama dengan  Var v , yang disebabkan karena 
terdapatnya heterogenitas atau keragaman yang berkaitan dengan unit obervasi 
dengan karakter tertentu (Dean, Lawless dan Willmot, 1989a). 
 
2.5. Regresi Poisson Inverse Gaussian (PIG) 
 Misalkan ingin diketahui hubungan antara suatu variabel respon Y  dengan 
k  buah variabel prediktor 1 2, ,..., kX X X  maka model regresi untuk 
menggambarkan hubungan tersebut adalah sebagai berikut : 
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0 1 1 2 2 ...i i i k ki iy X X X           untuk 1,2,..., ,i n   (2.14)   
dimana 0 1 2, , ,..., k     merupakan parameter-parameter yang tidak diketahui dan 
i  menyatakan error untuk pengamatan ke- i , maka bila dinyatakan dalam vektor 
adalah sebagai berikut : 
,Ti i iy  X β   (2.15)    
dimana  
x  adalah variabel prediktor yang dinotasikan sebagai berikut : 
 1 21 ... ,
T
i i i kix x xx   
β   adalah parameter regresi yang dinotasikan sebagai berikut : 
 0 1 2 ... ,
T
k   β  
dan nilai ekspektasinya adalah 
     0 1 1 2 2 ... ,i i i k ki iE y E X X X E            
0 1 1 2 2 ... .i i i k kix x x            (2.16)   
Atau bila dinyatakan dalam vektor menjadi 
.Ti i i  x β   (2.17)   
 Tapi model ini tidak sesuai bila diterapkan pada variabel Y yang 
berdistribusi poisson inverse gaussian (PIG). Variabel Y  pada model (2.17) di 
atas dapat berupa bilangan riil pada interval  ,  , sementara nilai Y  pada 
model PIG berupa bilangan bulat non-negatif. Untuk mengatasi hal tersebut, maka 
digunakan sebuah fungsi penghubung log natural (ln) dari mean menggunakan 
model linier, sehingga  ln i  , akibatnya hubungan antara variabel respon 
dengan kombinasi linier variabel prediktor adalah 




x β         (2.18)   
Dalam model ini koefisien regresi 
j  
menggambarkan ekspektasi 
perubahan dalam ln dari rata-rata per unit perubahan dari prediktor 
jx . Dengan 
kata lain, peningkatan 
jx  tiap satu unit berhubungan dengan peningkatan j  
dalam ln rata-ratanya.                                                        
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2.6. Estimasi Parameter Regresi PIG 
 Persamaan (2.18) merupakan model regresi PIG dan parameter β  pada 
regresi PIG ditaksir dengan metode maximum likelihood. Langkahnya adalah 
dengan menentukan fungsi likelihood dari distribusi PIG sebagai berikut : 
1




L P Y y 

 β x β   




























   
  
 
β    (2.19)     
Fungsi likelihood tersebut diubah kedalam bentuk logaritma natural (ln), sehingga 





( ; ) ln ( ; )
2
         = ln ! ln ln
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2 1
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(2.20)   
Kemudian ditentukan turunan pertama dan turunan kedua terhadap parameter β  
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. Dari persamaan (2.22) juga 







    
 
.    
 Apabila persamaan di atas persamaan implisit dan non linier dalam 
parameter β  dan   sehingga untuk mendapatkan taksiran dari parameter 
T
T    θ β , fungsi dimaksimumkan dengan menggunakan Fisher Scoring 
Algorithm, dengan persamaan sebagai berikut : 
         11ˆ ˆ ˆ ˆ ,r r m m  θ θ I θ D θ   (2.23)    
dimana      ˆ ˆm mE     I θ H θ  dan   
ˆ
m
I θ  adalah matriks informasi Fisher 
berukuran    1 1k x k  (Ummah, Suliyanto dan Sediono, 2013).  
 Untuk mendapatkan estimasi parameter, Fisher Scroring Algorithm 
kemudian digunakan dalam dua algoritma yang digunakan dalam Package 
Gamlss yaitu algoritma Rigby Stasinopoulos (RS algorithm) dan algoritma Cole 
Green (CG algorithm). RS algorithm merupakan generalisasi dari algoritma yang 
digunakan Rigby dan Stasinopoulos (1996) dalam melakukan fitting terhadap 
Mean and Dispersion Additive Models (MADAM), dimana tidak menggunakan 
turunan silang dari fungsi likelihood. Sementara itu CG algorithm merupakan 
generalisasi dari algoritma yang digunakan oleh Cole dan Green (1992) dimana 
menggunakan turunan pertama, turunan kedua dan turunan silang dari fungsi 
likelihood terhadap parameter distribusi (Rigby dan Stasinopoulos, 2007). 
 
2.7. Pengujian Parameter Regresi PIG 
 Pengujian parameter pada regresi poisson inverse gaussian (PIG) 
dilakukan dengan menggunakan metode Maximum Likelihood Ratio Test (MLRT) 
meliputi pengujian hipotesis secara serentak pada parameter β  serta pengujian 
19 
 
parsial parameter β  dan  . Masing-masing pengujian beserta hipotesis dan 
statistik likelihood ratio yang digunakan akan dijelaskan sebagai berikut : 
 
2.7.1. Pengujian hipotesis secara serentak pada parameter   
Parameter yang diuji pada pengujian ini mencakup seluruh 
parameter   secara bersama-sama dengan hipotesis sebagai berikut  
0 1 2:  ... 0kH         
1 :  H minimal ada satu 0l   dengan 1,2,..., .l k  
Statistik uji yang digunakan adalah ukuran statistik likelihood ratio 
yang dibentuk dengan menentukan himpunan parameter di bawah populasi 
( )  yaitu  ,  β  dan himpunan parameter di bawah 0H  benar ( )   
yaitu  0,    . Pada himpunan parameter di bawah populasi, dibentuk 
fungsi likelihood untuk model penuh (saturated) yang melibatkan seluruh 
variabel prediktor  L  . Sedangkan pada himpunan parameter di bawah  
0H  benar, dibentuk fungsi likelihood untuk model yang tidak melibatkan 
variabel prediktor  L  . Kedua fungsi tersebut adalah sebagai berikut : 






L P Y y 

   x β       (2.24)   






L P Y y   

         (2.25)   
























Nilai  ˆL   dan  ˆL   merupakan nilai maximum likelihood untuk 
masing-masing model dimana βˆ  dan ˆ  merupakan hasil estimasi pada 
20 
 
subbab 2.6. Statistik G  adalah pendekatan dari distribusi chi square 2   
dengan derajat bebas v  sehingga kriteria pengujiannya adalah tolak 0H
 apabila  
2
,hitung vG   dimana v  adalah derajat bebas yang diperoleh dari 
jumlah parameter di bawah populasi dikurangi jumlah parameter di bawah 
0H . 
 
2.7.2. Pengujian hipotesis parameter   secara parsial 
Apabila 0H  ditolak pada pengujian serentak di atas maka selanjutnya 
dilakukan pengujian hipotesis secara parsial dengan hipotesis sebagai 
berikut : 
Hipotesis untuk menguji signifikansi parameter   
0 : 0lH    
1 : 0lH    dengan 1,2,...,l k  
Statistik uji yang digunakan dalam pengujian signifikansi parameter 
















Kriteria pengujiannya adalah tolak 0H  apabila hitungZ  lebih besar dari 
nilai 
2
Z  dimana   adalah tingkat signifikansi yang digunakan.  lˆSE   
merupakan elemen diagonal diperoleh dari elemen diagonal utama ke-
 2m  dari matriks varians dan covarians yang diperoleh dari persamaan 
    1ˆ ˆ .Cov  θ H θ   
Pengujian parameter   
Hipotesis untuk menguji signifikansi parameter   
0 : 0H    
1 : 0H    
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Statistik uji yang digunakan dalam pengujian signifikansi parameter   










                      
(2.28)
 
Kriteria pengujiannya adalah tolak 0H  apabila hitungZ  lebih besar dari 
nilai 
2
Z  dimana   adalah tingkat signifikansi yang digunakan.  
2.8. Kemencengan (Skewness) 
  Seperti yang dijelaskan di atas, bahwa model regresi PIG sangat cocok 
untuk data yang cenderung menceng kanan. Kemencengan (skewness) dapat 



















        (2.29)                                        
dimana iY   adalah jumlah terjadinya suatu kejadian dalam periode waktu tertentu, 
s  adalah standar deviasi dan N  adalah jumlah unit observasi. Nilai negatif dan 
positif dari skewness mengindikasikan bahwa data menceng kiri atau menceng 
kanan. Suatu distribusi dikatakan sangat menceng bila nilai absolut dari skewness 
lebih dari satu (Bulmer, 1979 dalam Zha, Lord dan Zou, 2014). 
 
2.9.     Uji Korelasi 
 Korelasi terjadi diantara dua variabel dimana suatu nilai variabel 
berhubungan dengan nilai variabel lainnya. Salah satu cara untuk melihat 
hubungan diantara dua variabel adalah dengan melihat nilai koefisien korelasi, 
yaitu suatu nilai yang mengukur kekuatan hubungan antara dua variabel. 
Koefisien korelasi biasanya mengacu pada koefisien korelasi momen-produk 
Pearson,sesuai nama orang yang mengembangkannya yaitu Pearson. Koefisien 
korelasi Pearson diperoleh dengan membagi kovarians kedua variabel dengan 
perkalian simpangan bakunya dengan persamaan sebagai berikut : 
 








    (2.30)   
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 Nilai koefisien korelasi Pearson berkisar diantara -1 sampai 1. Kedua 
variabel dikatakan memiliki hubungan yang erat bila nilai korelasi mendekati 1, 
baik itu positif maupun negatif. Namun bila nilai korelasi 0 menunjukkan bahwa 
kedua variabel tidak memiliki hubungan erat. Nilai korelasi yang positif 
menunjukkan adanya hubungan berbanding lurus diantara kedua variabel tersebut, 
sebaliknya hubungan yang berbanding terbalik terlihat dari nilai korelasi yang 
negatif (Triola, 2010).  
Pengujian hipotesisnya adalah sebagai berikut : 
0 :H  Tidak ada hubungan antar kedua variabel 
1 :H  Terdapat hubungan antar kedua variabel 












         (2.31)   
dimana 
  
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Keputusan tolak 0H  jika ;2hitung
t t  .   
 
2.10. Multikolinearitas 
 Dalam pemodelan regresi, korelasi antara variabel-variabel prediktor 
disebut dengan multikolinearitas. Ini merupakan salah satu masalah dalam analisis 
regresi, karena bila beberapa prediktor berkorelasi maka akan sulit membedakan 
pengaruh dari masing-masing variabel. Korelasi antar variabel prediktor akan 
menyebabkan determinan matriks TX X  sama dengan nol sehingga invers matriks 
tersebut tidak ada dan pendugaan parameter tidak akan diperoleh. Salah satu cara 
untuk mendeteksi terjadinya multikolinearitas adalah dengan melihat nilai 
Variance Inflation Factor (VIF), yaitu nilai yang menggambarkan kenaikan 
varians dari dugaan parameter antar variabel prediktor, dan dirumuskan dalam 











         (2.32)   
dimana 2jR  adalah koefisien determinasi antara jx  dengan variabel prediktor 
lainnya. Apabila nilai VIF lebih dari 10 maka dapat dikatakan terjadi 
multikolinearitas. Dan bila nilai VIF kurang dari 10 maka dapat dikatakan tidak 
terjadi multikolinearitas dan pemodelan regresi dapat dilanjutkan. 
 
2.11. Akaike Information Criterion (AIC) 
Dalam analisis data, beberapa model bisa digunakan dalam suatu set data. 
Beberapa kriteria untuk perbandingan model telah banyak diperkenalkan oleh 
berbagai literatur. Salah satunya adalah Akaike Information Criterion (AIC). AIC 
memperkirakan kualitas masing-masing model, relatif terhadap model lain 
sehingga AIC merupakan sarana dalam melakukan pemilihan model.  
Misalkan L  adalah nilai maksimum dari fungsi likelihood suatu model, dan k  
adalah jumlah parameter yang diestimasi dalam model tersebut. Maka nilai AIC 
dari model tersebut adalah sebagai berikut : 
 2 2ln .AIC k L           (2.33)   
Bila diberikan beberapa model untuk sebuah set data, maka model yang lebih baik 
adalah model dengan nilai AIC lebih kecil.  
 
2.12. Koefisien Korelasi Filliben  
Koefisien Korelasi Filliben merupakan koefisien korelasi dari plot distribusi 
normal sebagai suatu uji statistik di bawah hipotesis bahwa data berdistribusi 
normal. Uji statistik yang digunakan yaitu koefisien korelasi plot distribusi normal 
fr  didefinisikan sebagai koefisien korelasi moment antara pengamatan iY  yang 
diurutkan dengan median 
iM yang diurutkan dari distribusi normal standar : 
 
  
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fr  di atas didasari bahwa bila sebuah data dikatakan 
berditribusi normal bila plot data tersebut akan cenderung mendekati plot 
distribusi normal yang kemudian tercermin dari nilai koefisien koreasi plotnya 
(Filliben, 1975).  Suatu data dapat dikatakan berdistribusi normal bila nilai uji 
statistiknya lebih kecil dari nilai tabel koefisien korelasi Filliben pada tingkat 
signifikansi yang ditentukan (Ryan dan Joiner, 1976). 
 
2.13. Jumlah Kasus Baru HIV dan Faktor-Faktor yang Mempengaruhi 
HIV dan AIDS merupakan dua hal yang sering dianggap sama, padahal 
terdapat perbedaan diantara keduanya. HIV atau Human Immunodeficiency Virus 
adalah sejenis virus yang menyerang/menginfeksi sel darah putih yang 
menyebabkan turunnya kekebalan tubuh manusia. Virus ini menyerang limfosit 
CD4 yaitu sistem kekebalan tubuh. Virus ini ditularkan dari manusia yang 
terinfeksi kepada kelompok manusia yang sehat sehingga menyebabkan 
kerusakan besar pada tingkat kekuatan pada kekebalan tubuhnya. AIDS atau 
Acquired Immune Deficiency Syndrome adalah sekumpulan gejala penyakit yang 
timbul karena turunnya kekebalan tubuh yang disebabkan oleh infeksi HIV. 
Penderita HIV yang tidak menjalani pengobatan antivirus akan lebih cepat 
berkembang menjadi AIDS. HIV AIDS pertama kali ditemukan di Propinsi Bali 
pada tahun 1987 dan hingga saat ini sudah menyebar di 386 kabupaten/kota di 
seluruh propinsi di Indonesia. Lima besar kasus HIV terbanyak ada  Propinsi DKI 
Jakarta, Jawa Timur, Jawa Barat, Bali dan Sumatera Utara (Pusdatin Kemenkes, 
2014). 
Kasus HIV diperoleh dari laporan klinik Voluntary Counseling and 
Testing (VCT) di masing-masing Unit Pelayanan Kesehatan (UPK) baik itu di 
rumah sakit maupun puskesmas. VCT merupakan pintu masuk penting untuk 
pencegahan dan perawatan HIV bagi mereka yang merasa beresiko tertular HIV 
dan dilakukan secara sukarela. Pemeriksaan dini ini ditujukan untuk memotong 
penyebaran penyakit HIV/AIDS. Perkembangan kasus HIV di Propinsi Jawa 
Timur dari tahun 2009 sampai tahun 2013 menunjukkan kecenderungan yang 
meningkat, sementara kasus AIDS dan kematian yang disebabkan AIDS 
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menunjukkan kecenderungan menurun. Deteksi terhadap kasus HIV dapat 
mencegah penyebaran virus ini dan mencegah perkembangannya menjadi AIDS 
yang dapat menyebabkan kematian.  
Jumlah kasus baru HIV dan jumlah kasus HIV dalam suatu waktu 
merupakan dua hal yang berbeda, karena jumlah kasus baru HIV merupakan 
jumlah orang yang baru diketahui terinfeksi virus HIV sementara jumlah kasus 
HIV merupakan jumlah kasus kumulatif HIV dari beberapa tahun sebelumnya. 
Jumlah kasus baru HIV di Propinsi Jawa Timur pada tahun 2013 mengalami 
peningkatan yaitu mencapai 4.661 kasus dibandingkan tahun 2012 sebanyak 
3.698 kasus.   
Pada tahun 2013, kasus HIV di Propinsi Jawa Timur didominasi kelompok 
umur seksual aktif yakni kelompok umur 25-29 tahun dengan 2.149 kasus dan 
kelompok umur 30-34 tahun sebanyak 1.940 kasus. Selain itu, penularan HIV 
pada kelompok orang dewasa terjadi melalui hubungan heteroseksual antara orang 
yang terinfeksi HIV dengan orang yang belum terinfeksi sehingga penggunaan 
kondom setiap melakukan hubungan seks dapat meminimalisir penyebaran virus 
HIV.  
Berbagai upaya dilakukan pemerintah dalam rangka menghambat 
penyebaran  kasus HIV, diantaranya dengan meningkatkan kualitas pelayanan 
kesehatan melalui penambahan fasilitas kesehatan dan tenaga kesehatan. 
Ketersediaan  tenaga kesehatan yang terlatih dan jumlah yang memadai 
diharapkan  mampu  mengidentifikasi kasus HIV lebih cepat dan mendapatkan 
pelayanan kesehatan yang baik sehingga kegiatan preventif dapat lebih cepat 
dilakukan.   
Status sosial ekonomi seseorang dapat mempengaruhi kemungkinan 
seseorang terjangkit virus HIV. Status sosial ekonomi menjadi faktor kunci dalam 
menentukan kualitas hidup bagi individu setelah mereka terkena virus dan  
mereka dengan sumber daya yang lebih rendah cenderung mengalami 
ketertinggalan dengan pengobatan yang terbatas. 
HIV merupakan suatu penyakit yang banyak tertanam dalam ketimpangan 
sosial ekonomi yang mengakibatkan mereka dengan status sosial ekonomi yang 
rendah memiliki resiko terjangkit HIV (Whiteside, 2002). Kemiskinan yang 
26 
 
membelenggu membuat sebagian orang memilih pekerjaan yang beresiko 
terjangkit HIV seperti para pekerja seks komersil. Selain itu, kemiskinan dapat 
membatasi seseorang pada beberapa sumber informasi yang berkaitan dengan 
pencegahan-pencegahan HIV. Tingkat pendidikan seseorang juga dapat 
menggambarkan tingkat pengetahuan mengenai cara pencegahan penularan HIV. 
Hasil Suvey Demografi dan Kesehatan Indonesia (SDKI) tahun 2012 
menunjukkan bahwa pengetahuan mengenai HIV dan cara-cara pencegahannya 
berbeda menurut tingkat pendidikan tertinggi yang ditamatkan. Pengetahuan 
mengenai HIV/AIDS dan cara-cara pencegahannya meningkat seiring 
meningkatnya tingkat pendidikan seseorang. Seseorang dengan tingkat pendidikan 
SLTA ke atas cenderung lebih banyak tahu tentang HIV/AIDS dan cara-cara 
pencegahannya. 
 
2.14. Hasil Penelitian Tentang HIV 
Selama kurun waktu beberapa tahun terakhir terdapat banyak penelitian 
baik dalam negeri maupun luar negeri mengenai HIV dan faktor-faktor yang 
mempengaruhinya.  
Zanakis, Alvarez dan Li (2007) melakukan penelitian tentang pengaruh 
aspek sosial dan ekonomi terhadap epidemi HIV/AIDS di negara-negara di dunia. 
Penelitian tersebut menyimpulkan bahwa negara dengan kepadatan penduduk 
lebih rendah yang menyediakan pelayanan kesehatan lebih baik dan nilai PDB 
yang lebih besar merupakan negara-negara dengan epidemi dan resiko HIV/AIDS 
lebih rendah. Sementara itu, Olewe, Wayung dan Makau (2008) melakukan 
penelitian mengenai karakteristik klien-klien yang memeriksakan diri ke klinik 
VCT di Nairobi, Kenya. Hasil penelitian menunjukkan bahwa sebagian besar dari 
mereka berusia 20-34 tahun dan memiliki pendidikan SLTP ke atas. Penelitian 
lainnya tentang HIV adalah penelitian Owusu (2011) yang memodelkan pengaruh 
faktor demografi seperti umur dan jenis kelamin terhadap jumlah kasus HIV di 
sebuah rumah sakit di Ghana dengan menggunakan regresi poisson serta regresi 
binomial negatif dan menghasilkan kesimpulan bahwa umur dan jenis kelamin 
berpengaruh terhadap jumlah penderita HIV. 
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Penelitian luar lainnya yang mengaitkan status sosial ekonomi dengan 
HIV adalah penelitian Ogunmola, Oladosu dan Olamoyegun (2014). Penelitian 
tersebut mengaitkan status sosial ekonomi seperti status pekerjaan, tingkat 
pendidikan, pendapatan bulanan dan status perkawinan dengan resiko HIV di 
Nigeria. Hasil penelitian tersebut menunjukkan bahwa prevalensi infeksi HIV 
terkonsentrasi pada mereka dengan pendidikan SLTP ke bawah dan pendapatan 
rendah.  
Beberapa penelitian dalam negeri tentang HIV/AIDS diantaranya penelitian 
mengenai HIV pernah dilakukan Susilo (2009) berkaitan tentang prevalensi dan 
faktor resiko HIV di daerah Papua. Hasil penelitiannya menunjukkan bahwa 
faktor-faktor yang mempengaruhi status HIV di masing-masing daerah topografi 
berbeda di Papua. Faktor-faktor yang signifikan pada wilayah pegunungan adalah 
penghasilan rendah, penghasilan sedang, pengetahuan sangat rendah, usia pertama 
kali berhubungan seks saat remaja (17-24 tahun), jumlah pasangan lebih dari satu, 
melakukan seks komersial dan seks terakhir tidak mengenakan kondom. Di 
Pesisir mudah epidemi HIV/AIDS lebih dikarenakan oleh suku, pendidikan dan 
ketersediaan kondom. Sedangkan di pesisir sulit faktornya adalah jenis kelamin 
dan minimnya penggunaan kondom. 
Penelitian yang berkaitan dengan faktor-faktor yang mempengaruhi HIV dan 
AIDS di Propinsi Jawa Timur pernah dilakukan oleh Ratnasari dan Purhadi 
(2013) dengan menggunakan model regresi Bivariate Poisson. Penelitian tersebut 
menghasilkan bahwa persentase penduduk tamat SMA, persentase pengguna 
kondom, persentase penduduk kelompok umur 25-29 tahun, persentase daerah 
berstatus desa dan persentase penduduk miskin merupakan faktor-faktor yang 
mempengaruhi jumlah HIV dan AIDS di Propinsi Jawa Timur. 
Penelitian mengenai karakteristik sosial demografi dari para penderita 
HIV/AIDS di klinik VCT juga pernah dilakukan di Indonesia. Salah satunya 
adalah penelitian oleh Susila (2013) di klinik VCT RSUD Sanjiwani Gianyar Bali 
dan menghasilkan penelitian bahwa sebagian besar ODHA (Orang dengan 
HIV/AIDS) di klinik tersebut berada pada usia produktif yaitu kelompok umur 
20-44 tahun dengan pendidikan SLTA ke atas. Gambaran yang sama juga terjadi 
pada hasil penelitian Hutapea, Sarumpaet dan Rasmaliah (2013) di klinik VCT 
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yang berbeda yaitu di klinik VCT RSUD HKBP Balige Sumatera Utara, dimana 
sebagian besar ODHA berpendidikan SLTA ke atas. 
Penelitian yang sama juga pernah dilakukan oleh Umami (2015) di Kabupaten 
Trenggalek dan Ponorogo. Pada penelitian tersebut menggunakan model regresi 
Bivariate Zero Inflated Poisson dikarenakan data jumlah kasus HIV dan AIDS 
mengalami overdispersi dan persentase kelompok umur 25-29 tahun, persentase 
penduduk dengan pendidikan SMA dan persentase pengguna kondom merupakan 








3.1. Sumber Data  
Penelitian ini menggunakan data sekunder mengenai jumlah kasus baru 
HIV dan faktor-faktor yang mempengaruhi jumlah kasus baru HIV. Data diambil 
dari Profil Kesehatan Propinsi Jawa Timur yang dikeluarkan Dinas Kesehatan 
Provinsi Jawa Timur dan Publikasi Hasil Survey Sosial Ekonomi Nasional 
(Susenas) yang dikeluarkan oleh Badan Pusat Statistik (BPS) Propinsi Jawa 
Timur. Data tersebut merupakan data pada tahun 2013. Sementara itu, unit 
pengamatan yang diambil adalah pada tingkat kabupaten/kota di Provinsi Jawa 
Timur yang terdiri dari 38 kabupaten/kota. 
 
3.2. Variabel Penelitian 
Variabel respon yang dimodelkan dalam penelitian ini adalah jumlah 
kasus baru HIV. Sementara itu, variabel prediktor yang merupakan faktor-faktor 
yang mempengaruhi jumlah kasus baru HIV, yaitu : 
X1 = Persentase penduduk miskin di kabupaten/kota di Propinsi Jawa Timur 
tahun 2013 
X2 = Persentase penduduk dengan pendidikan tertinggi SLTA ke atas di 
kabupaten/kota di Propinsi Jawa Timur tahun 2013 
X3 = Persentase pasangan usia subur yang sedang menggunakan alat KB 
kondom di kabupaten/kota di Propinsi Jawa Timur tahun 2013 
X4 = Rasio jumlah tenaga kesehatan per 100.000 penduduk di kabupaten/kota 
di Propinsi Jawa Timur tahun 2013 
X5 = Rasio jumlah fasilitas kesehatan per 100.000 penduduk di 
kabupaten/kota di Propinsi Jawa Timur tahun 2013 
X6 = Persentase daerah perkotaan di kabupaten/kota di Propinsi Jawa Timur 
tahun 2013 
X7 = Persentase penduduk usia 25-34 tahun di kabupaten/kota di Propinsi 




Tabel 3.1 Variabel Penelitian, Definisi Operasional, dan Tipe Data  
Variabel Definisi Operasional Tipe Data 
Jumlah kasus baru HIV (Y) Jumlah kasus baru HIV di tiap 
kabupaten/kota di Propinsi Jawa 
Timur tahun 2013 
Count 
Persentase penduduk 
miskin  (X1) 
Perbandingan antara jumlah 
penduduk dengan pengeluaran 
perkapita di bawah garis kemiskinan 
(GK) terhadap jumlah total penduduk 
dikalikan 100 di tiap kabupaten/kota 
di Propinsi Jawa Timur tahun 2013 
Kontinu 
Persentase penduduk 
dengan pendidikan tertinggi 
SLTA ke atas (X2) 
Perbandingan antara jumlah 
penduduk usia 10 tahun ke atas 
dengan pendidikan tertinggi SLTA ke 
atas  terhadap jumlah total penduduk 
usia 10 tahun ke atas dikalikan 100 di 
tiap kabupaten/kota di Propinsi Jawa 
Timur tahun 2013 
Kontinu 
Persentase pasangan usia 
subur yang sedang 
menggunakan alat KB 
kondom (X3) 
Perbandingan antara jumlah pasangan 
usia subur yang sedang menggunakan 
alat KB kondom  terhadap jumlah 
total pasangan usia subur dikalikan 
100 di tiap kabupaten/kota di Propinsi 
Jawa Timur tahun 2013 
Kontinu 
Rasio jumlah tenaga 
kesehatan per 100.000 
penduduk (X4) 
Perbandingan jumlah tenaga 
kesehatan terhadap jumlah penduduk 
dikalikan 100.000 di tiap kabupaten 






Lanjutan tabel 3.1. 
Variabel Definisi Operasional Tipe Data 
Rasio jumlah fasilitas 
kesehatan per 100.000 
penduduk (X5) 
Perbandingan jumlah fasilitas 
kesehatan terhadap jumlah penduduk 
dikalikan 100.00 di tiap kabupaten 
kota di Propinsi Jawa Timur tahun 
2013 
Kontinu 
Persentase daerah perkotaan 
(X6) 
Perbandingan jumlah desa/kelurahan 
yang berstatus daerah perkotaan 
terhadap jumlah total desa/kelurahan 
dikalikan 100 di tiap kabupaten/kota 
di Propinsi Jawa Timur tahun 2013 
Kontinu 
Persentase penduduk usia 
25-34 tahun (X7) 
Perbandingan jumlah penduduk usia 
25-34 tahun terhadap jumlah 
penduduk total dikalikan 100 di 
kabupaten/kota di Propinsi Jawa 
Timur tahun 2013 
Kontinu 
Sumber : Profil Kesehatan Propinsi Jawa Timur tahun 2013 dan Publikasi Hasil 
Survey Sosial Ekonomi Nasional Propinsi Jawa Timur tahun 2013. 
 
Dengan struktur data untuk penelitian ini ditunjukkan pada Tabel 3.2. 
Tabel 3.2  Struktur Data dalam Penelitian 
Wilayah Y1 X1 X2 X3 X4 X5 X6 X7 
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2                                       
3                                       
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3.3. Metode Penelitian 
Berikut ini adalah langkah-langkah dalam analisis data untuk setiap tujuan 
penelitian: 
3.3.1. Langkah-langkah untuk mendapatkan taksiran parameter model regresi 
poissson inverse gaussian (PIG) 
1. Membentuk fungsi likelihood berdasarkan distribusi PIG  
1




L P Y y 

 β x β  
2. Membentuk fungsi ln likelihood dari fungsi likelihood  
 ln ( ; ) .l L  β  
3. Mencari turunan pertama fungsi logaritma natural likelihood dibawah 







T    θ β   
4. Memaksimumkan turunan kedua fungsi logaritma natural likelihood 







5. Jika pada langkah sebelumnya dihasilkan persamaan yang tidak close form 
maka untuk mendapatkan penaksir parameter fungsi dimaksimumkan 
dengan Fisher Scoring Algorithm, dengan persamaan sebagai berikut :: 
         11ˆ ˆ ˆ ˆ ,r r m m  θ θ I θ D θ
 




θ  merupakan nilai taksiran parameter pada saat iterasi ke- m  dan 
  ˆ mD θ  merupakan vektor gradien  dengan parameter  ˆ mθ . Taksiran awal 
parameter  0θˆ  menggunakan metode Ordinary Least Square (OLS). 
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 θ θ  dan 0   sangat 
kecil. 
 
3.3.2. Pengujian Hipotesis pada model regresi poissson inverse gaussian (PIG) 
menggunakan Maximun Likelihood Ratio Test (MLRT) 
a. Pengujian serentak parameter   
1. Menentukan hipotesis 
0 1 2:  ... 0kH        
1 :  H minimal ada satu 0l   dengan 1,2,..., .l k  
2. Membuat himpunan parameter dibawah populasi 
 ,  β  
 1,..., , | , 0; 1,2,... .k l l k            
3. Membuat fungsi likelihood di bawah populasi (L(Ω)) 






L P Y y 

   x β  
    ˆ max .L L    
 ˆL   adalah nilai maximum likelihood untuk model lengkap dimana 
melibatkan variabel prediktor. 
4. Membuat himpunan parameter dibawah 0H  benar    
 0 0, | .         
5. Membuat fungsi likelihood di bawah    benar ( ( )) 






L P Y y   

   
    ˆ max .L L   
 ˆL   adalah nilai maximum likelihood untuk model sederhana tanpa 
melibatkan variabel prediktor. 
6. Menentukan statistik uji dengan menggunakan metode Maximum 






















7. Menentukan daerah penolakan    








v  adalah derajat bebas yang diperoleh dari jumlah parameter di bawah 
populasi dikurangi jumlah parameter di bawah 0H .
 
b. Pengujian hipotesis secara parsial parameter   
1. Hipotesis untuk menguji signifikansi parameter   
0 : 0lH    
1 : 0lH    dengan 1,2,..., .l k  












3. Menentukan daerah penolakan 0H  
Tolak 0H  apabila hitungZ  > 
2
Z  dimana   adalah tingkat signifikansi 
yang digunakan. 
c. Pengujian hipotesis parameter   
1. Hipotesis untuk menguji signifikansi parameter   
0 : 0H    
1 : 0H    










3. Menentukan daerah penolakan 0H  
Tolak 0H  apabila 2hitungZ Z   
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4. Langkah-langkah untuk menentukan faktor-faktor yang mempengaruhi 
jumlah kasus baru HIV dengan model PIG adalah sebagai berikut : 
1. Membuat analisis deskriptif terhadap variabel respon dan variabel 
prediktor. 
2. Menguji korelasi antara variabel respon dengan variabel prediktor. 
3. Mendeteksi kasus multikolinearitas dari variabel prediktor dengan 
menggunakan kriteria uji VIF. 
4. Melakukan uji overdispersi. 
5. Menentukan nilai penaksir parameter model PIG. 
6. Melakukan pengujian hipotesis untuk regresi PIG. 
7. Melakukan interpretasi model PIG yang didapatkan. 
8. Menguji kelayakan model yang terbentuk. 



















































Gambar 3.1. Langkah-langkah Penaksiran Parameter dan Statistik Uji  
Regresi PIG 
 
Regresi poisson inverse gaussian 
Membentuk fungsi likelihood dan fungsi ln likelihood dari distribusi 
PIG 
Menentukan turunan pertama dan turunan kedua dari fungsi ln 
likelihood  
Mendapatkan penaksir parameter model regresi PIG 
Menentukan hipotesis dalam pengujian hipotesis secara serentak  
Membuat himpunan parameter di bawah populasi dan himpunan 
parameter di bawah Ho  
Membuat fungsi likelihood di bawah populasi dan di bawah Ho 
Menentukan statistik uji dengan metode MLRT  
Menentukan daerah penolakan Ho  
Menentukan statistik uji untuk uji parsial 
Menentukan daerah penolakan Ho untuk uji parsial 
























Gambar 3.2. Langkah-langkah Analisis Faktor-faktor yang Mempengaruhi Jumlah 





Membuat analisis deskriptif  karakteristik data pada variabel respon 
dan prediktor dengan menggunakan nilai minimum, maksimum, 
rata-rata, standar deviasi dan kemencengan (skewness). 
Melakukan uji korelasi antara variabel respon 
dengan variabel prediktor 
Memeriksa multikolinieritas antara variabel 
prediktor dengan melihat nilai VIF 
Melakukan uji overdispersi 
Menghitung penaksir parameter model regresi 
poisson inverse gaussian (PIG) 
 




























HASIL DAN PEMBAHASAN 
 
4.1. Penaksiran Parameter Poisson Inverse Gaussian (PIG) 
Poisson Inverse Gaussian (PIG) ini merupakan metode regresi yang dapat 
digunakan untuk menganalisis data count yang mengalami overdispersi. Pada 
penelitian ini akan dilakukan penaksiran parameter dengan menggunakan metode 
Maximum Likelihood Estimation (MLE).  
Langkah pertama dalam menentukan penaksiran parameter adalah 
menentukan fungsi likelihood dari fungsi kepadatan peluang distribusi PIG. 
Adapun fungsi kepadatan peluang distribusi PIG seperti dijelaskan pada bab II 
adalah sebagai berikut : 













i i i s
i
e












dimana         adalah merupakan fungsi bessel modifikasi jenis ketiga, sehingga 
fungsi likelihood distribusi PIG adalah sebagai berikut : 
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                    (4.1)
dimana   exp .Ti i  x β   
Langkah kedua, fungsi likelihood tersebut diubah kedalam bentuk logaritma 





( ; ) ln ( ; )
2
        ln ! ln ln
2 2
2 1
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    (4.2)  
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Langkah ketiga, setelah fungsi ln likelihood nya terbentuk, maka selanjutnya 
persamaan (4.2) diturunkan terhadap masing-masing parameter yaitu   serta   dan 
disamadengankan nol. 





ln ( )2 1
22 1
















































  (4.3)  
Dalam menyelesaikan turunan fungsi Bessel pada persamaan (4.3) di atas dapat 
dilakukan dengan menggunakan beberapa properti dalam fungsi Bessel. 
Berdasarkan tabel integral dalam Gradshtey dan Ryzhik, 1980 dalam Shoukri, 
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Jadi penyelesaian turunan fungsi Bessel pada persamaan (4.3) adalah sebagai 
berikut : 































































         
    
  
   


























































































     
Dengan memasukkan persamaan (4.7) ke dalam persamaan (4.3) maka turunan 
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 (4.8)   
Turunan pertama terhadap   disamadengankan nol sehingga 
 
1
( ( ) ) 0.
n
T
i i i i
i
y M y 

  x   (4.9)    
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    (4.10)  
Dengan menggunakan cara yang sama pada persamaan (4.7) maka turunan fungsi 


















                         (4.11)   
Dengan menggunakan nilai   yang sama seperti pada persamaan (4.6) maka 
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(4.12)   















ln ( ) 12 1
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( )2 1 2 1
1
12
(2 1) ( )














































           
















          
(4.13)   
Dengan memasukkan persamaan (4.13) ke dalam persamaan (4.10) maka turunan 
pertama terhadap   adalah 
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          
  
  
   
    
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(4.14)   









M y yl 
   
 
     
  
  (4.15)   
Langkah keempat adalah menentukan turunan kedua fungsi likelihood terhadap   
dan  . Turunan kedua fungsi likelihood   terhadap   adalah dengan menentukan 
turunan dari persamaan (4.8) terhadap  . 
   
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Turunan  iM y  terhadap β  adalah sebagai berikut : 
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 (4.21)   
Dengan menggunakan properti fungsi Bessel pada persamaan (4.4) dan (4.5) 
maka turunan fungsi Bessel tersebut terhadap β adalah sebagai berikut : 
   
 1 12 2i iy y
T T
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    
   
  β β
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(4.22)  
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(4.23)  
Dengan memasukkan persamaan (4.22) dan (4.23) maka penyelesaian persamaan 
























































































         
    
  


























































     
 
   
 
      
1
2 22
1 1 1 1 1








1 2 1 2 .
2 1
i
i i i i i
i i
y








i i i i
i
K z
K z K z K z y K z K z
K z K z









    
 
 
                       
      
    
    







Dengan memasukkan persamaan (4.20) dan persamaan (4.24) ke dalam 
persamaan (4.19) maka Turunan      terhadap   adalah 
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          (4.25)  
Turunan     
  terhadap   adalah 
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(4.26)  
Setelah persamaan (4.25) dan persamaan (4.26) diperoleh maka turunan kedua 
fungsi likelihood l  terhadap β  adalah sebagai berikut :   
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(4.27)  
 
Selanjutnya adalah menentukan turunan kedua fungsi likelihood l terhadap   
yaitu dengan menentukan turunan dari persamaan (4.8) terhadap  dan 
menentukan turunan dari persamaan (4.14) terhadap . 
Turunan dari persamaan (4.8) terhadap  adalah sebagai berikut : 
   





































     
(4.28)  
 
Turunan      terhadap  adalah sebagai berikut : 
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      
           
  
 
    
(4.31)  
 
Dengan menggunakan properti fungsi Bessel pada persamaan (4.4) dan (4.5) 
maka turunan fungsi Bessel tersebut terhadap τ adalah sebagai berikut : 


































   
    




    
  
 
     
(4.32)  
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(4.33)
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(4.34)
 
Dengan menggunakan persamaan (4.30) dan (4.34) maka persamaan (4.29) 
diperoleh sebagai berikut : 










   

















































































   
 
  
             
 

   

  








1 2 1 2
2 1
i
i i i i i i
i





















i i i i
i
M y





     
   
 (4.35)   
 Oleh karena itu persamaan (4.28) diperoleh : 
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(4.36)   
Turunan kedua selanjutnya adalah turunan kedua fungsi likelihood l  terhadap   
yang diperoleh dengan menentukan turunan dari persamaan (4.15) terhadap  , 
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Adapun turunan dari persamaan sisi kanan pada persamaan (4.37) di atas adalah 
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(4.40)   
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Dengan memasukkan hasil turunan pada persamaan (4.40) ke dalam persamaan 
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   (4.41)   
Dari hasil pada turunan di atas diperoleh persamaan yang eksplisit maka untuk 
menyelesaikan persamaan tersebut dapat diselesaikan dengan menggunakan RS 
algorithm dan CG algorithm dimana fungsi likelihood dimaksimumkan dengan 
menggunakan Fisher Scroring Algorithm dengan persamaan sebagai berikut : 
         11ˆ ˆ ˆ ˆ ,r r m mD  θ θ I θ θ   (4.42)   
dimana 
 ˆ ˆ ˆ,
T
T θ β   
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                                                        (4.44)  
Matriks hessian merupakan matriks yang berisi turunan kedua dari fungsi 
likelihood terhadap parameter   dan  . Adapun langkah-langkah  Fisher Scroring 
Algorithm sebagai berikut : 
1. Menentukan vektor awal parameter 0ˆ  dengan mengasumsikan data 
memenuhi model regresi linier berganda : 
0 0 00 1 1
...i ip p ix x       
*Y   dimana 1,2,...,i n   
dan dengan metode kuadrat terkecil diperoleh  
1 *
0
ˆ T Tβ X X X Y   
2. Membentuk vektor gradien  0ˆD θ  dengan mensubstitusikan persamaan 
(4.8) dan (4.14) ke dalam persamaan (4.43)  
3. Membentuk matriks hessian   0ˆH θ
 
dengan mensubstitusikan persamaan 
(4.27), (4.36) dan (4.41) ke dalam persamaan (4.44) 
4. Membentuk matriks informasi Fisher  0ˆI θ   
5. Memasukkan nilai  0θˆ  
sehingga diperoleh vektor gradien   0ˆD θ
 
dan 
matriks hessian   0ˆH θ . 




merupakan sekumpulan penaksir parameter yang konvergen saat iterasi 
ke- m . 
7. Jika belum diperoleh penaksiran parameter yang konvergen saat iterasi ke-
m , maka dilanjutkan kembali ke langkah 6 hingga iterasi ke- 1m  . Iterasi 







dan 0   adalah bilangan 
yang sangat kecil. 
Fisher Scroring Algorithm kemudian digunakan dalam dua algoritma yang 
digunakan dalam Package Gamlss yaitu algoritma Rigby Stasinopoulos (RS 
57 
 
algorithm) dan algoritma Cole Green (CG algorithm). RS algorithm digunakan 
pada 10 iterasi pertama yang bertujuan untuk menstabilkan proses fitting dan 
kemudian merubah menjadi CG algorithm yang melanjutkan sampai 50 iterasi. 
CG algorithm membuat konvergen lebih cepat mendekati maksimum. 
 
4.2. Pengujian Hipotesis Parameter Poisson Inverse Gaussian (PIG)   
Dalam menentukan nilai statistik uji, maka ditentukan terlebih dahulu dua 
buah fungsi likelihood yang berhubungan dengan model regresi yang diperoleh. 
Fungsi-fungsi likelihood yang dimaksud adalah ˆ( )L   yaitu nilai maximum 
likelihood untuk model yang lebih lengkap dengan melibatkan variabel prediktor 
dan )ˆ(L , yaitu nilai maximum likelihood untuk model sederhana tanpa 
melibatkan variabel prediktor. Metode yang digunakan dalam penelitian ini adalah 
metode Maximum Likelihood Ratio Test (MLRT) yang dinotasikan dengan : 
 
 

















4.2.1. Pengujian serentak parameter PIG 
 Pengujian serentak parameter pada model PIG ini dilakukan untuk 
mengetahui signifikansi parameter β  secara bersama-sama dengan hipotesis 
sebagai berikut : 
0 1 2:  ... 0kH         
1 :  H minimal ada satu 0l   dengan 1,2,...,l k   
Berikut adalah fungsi likelihood di bawah populasi   L  : 
 
 
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Dengan nilai βˆ  dan ˆ  merupakan nilai taksiran parameter yang diperoleh dari 
persamaan (4.42). Sedangkan fungsi ln likelihood untuk model yang tidak 
melibatkan variabel prediktor dibentuk pada himpunan parameter dibawah 0H  
sehingga diperoleh  L  . 
 
 
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Dengan nilai 0ˆ  dan ˆ  merupakan taksiran parameter yang diperoleh dengan 
cara yang sama seperti taksiran parameter βˆ  dan ˆ , yaitu menurunkan fungsi 
  ln L   terhadap parameter di bawah 0H  yaitu 0  dan   sebagai berikut : 
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Dengan menggunakan langkah-langkah Fisher Scroring Algorithm seperti 
sebelumnya, dimana : 
 0ˆ ˆ ˆ,
T
T
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Setelah diperoleh nilai taksiran 0ˆ  dan ˆ  maka dapat dilakukan perhitungan 
untuk mendapatkan statistik uji dengan persamaan sebagai berikut : 
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Statistik G  adalah pendekatan dari distribusi chi square 2   dengan derajat bebas 
v  sehingga kriteria pengujiannya adalah tolak 0H  apabila  
2
,hitung vG   dimana 
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v  adalah derajat bebas yang diperoleh dari jumlah parameter di bawah populasi 
dikurangi jumlah parameter di bawah 0H . 
 
4.2.2. Pengujian parsial parameter PIG 
Selain pengujian serentak, pengujian secara parsial model PIG juga perlu 
dilakukan untuk mengetahui signifikansi pada masing-masing parameter β  dan  
dengan hipotesis sebagai berikut : 
Parameter    
0 : 0lH     
1 : 0lH     dengan 1,2,...,l k  
Statistik uji yang digunakan dalam uji hipotesis ini adalah statistik uji Z  dengan 











Nilai    ˆ ˆˆl lSE Var  dimana nilai  ˆˆ lVar   diperoleh dari elemen diagonal 
utama ke-  2m  dari matriks varians dan covarians yang diperoleh dari 
persamaan  
    1ˆ ˆCov  θ H θ   
Kriteria penolakan pada pengujian ini adalah tolak 0H  bila 
2
hitungZ Z  dengan 
nilai   adalah taraf signifikansi. 
Parameter    
0 : 0H     
1 : 0H      
Statistik uji yang digunakan dalam uji hipotesis ini adalah statistik uji Z  dengan 











 Kriteria penolakan pada pengujian ini adalah tolak 0H  bila 
2
hitungZ Z  dengan 
nilai   adalah taraf signifikansi. 
 
 4.3. Aplikasi Regresi Poisson Inverse Gaussian (PIG) 
 Regresi Poisson Inverse Gaussian merupakan regresi yang dapat 
diaplikasikan pada data count yang mengalami overdispersi. Pada penelitian ini, 
pemodelan regresi PIG diaplikasikan pada data jumlah kasus baru HIV di Propinsi 
Jawa Timur pada tahun 2013 karena data tersebut mengalami overdispersi. 
 
4.3.1. Analisis Deskriptif Variabel Penelitian 
 Sampai dengan bulan Desember tahun 2013, jumlah kasus HIV yang 
dilaporkan adalah sebanyak 4.661 kasus yang ditemukan melalui Volunteer 
Conseling and Test (VCT). Angka tersebut sesungguhnya jauh lebih kecil 
dibandingkan angka yang sebenarnya terjadi (fenomena gunung es). Propinsi 
Jawa Timur merupakan propinsi kedua setelah DKI Jakarta dengan jumlah kasus 
HIV terbanyak ditemukan.  
 
 
Gambar 4.1. Perkembangan Jumlah Kasus Baru HIV di Propinsi Jawa Timur 
Tahun 2009-2013 
 
Berdasarkan Gambar 4.1 di atas, dapat digambarkan perkembangan kasus 
HIV dari tahun 2009 sampai tahun 2013 mengalami peningkatan tiap tahunnya. 












2009 2010 2011 2012 2013
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VCT sebagai upaya untuk memperlambat laju penyebaran penyakit AIDS. Seperti 
terlihat pada gambar 4.2 terdapat beberapa kabupaten/kota dengan jumlah kasus 
HIV terbanyak yang ditemukan diantaranya adalah Kota Surabaya, Kota Malang, 
Kabupaten Jember, Kabupaten Banyuwangi dan Kabupaten Sidoarjo. Kota 
Surabaya merupakan kota dengan jumlah kasus HIV ditemukan terbanyak yaitu 









Gambar 4.2. Peta Persebaran Jumlah Kasus Baru HIV di Propinsi Jawa Timur 
Tahun 2013 
Pada penelitian ini, dilakukan penerapan regresi Poisson Inverse Gaussian 
pada jumlah kasus baru HIV di Propinsi Jawa Timur pada tahun 2013. Adapun 
variabel bebas yang dilibatkan dalam penelitian ini seperti terlihat pada Lampiran 
3 meliputi persentase penduduk miskin di tiap kabupaten/kota di Propinsi Jawa 
Timur (X1), persentase penduduk dengan pendidikan tertinggi SLTA ke atas di 
tiap kabupaten/kota di Propinsi Jawa Timur (X2), persentase pasangan usia subur 
yang sedang menggunakan alat KB kondom di tiap kabupaten/kota di Propinsi 
Jawa Timur (X3), rasio jumlah tenaga kesehatan per 100.000 penduduk di tiap 
kabupaten/kota di Propinsi Jawa Timur (X4), rasio jumlah fasilitas kesehatan per 
100.000 penduduk di tiap kabupaten/kota di Propinsi Jawa Timur (X5), persentase 
daerah perkotaan di tiap kabupaten/kota di Propinsi Jawa Timur (X6) dan 
persentase penduduk usia 25-34 tahun di tiap kabupaten/kota di Propinsi Jawa 
Timur (X7). 
Berdasarkan Tabel 4.1 dapat dilihat bahwa pada tahun 2013 di Propinsi 
Jawa Timur, rata-rata jumlah kasus HIV 122,66 dengan jumlah tertinggi 1.278 






persentase penduduk miskin sebesar 12,72 persen dengan Kabupaten Sampang 
memiliki persentase tertinggi dan Kota Batu memiliki persentase terendah. 
Sementara itu, rata-rata persentase penduduk dengan pendidikan SLTA ke atas 
adalah sebesar 25,74 persen dengan persentase tertinggi pada Kota Madiun dan 
Kabupaten Sampang memiliki persentase terendah. 
 
 Tabel 4.1.Analisis Deskriptif Variabel Respon dan Variabel Prediktor 
Variabel Mean Stdev Variance Minimum Maximum 
Y 122,66 231,64 53.658,02 0 1.278 
X1 12,72 5,20 27,07 4,75 26,97 
X2 25,74 12,71 161,57 7,22 56,01 
X3 1,84 1,38 1,91 0,34 7,06 
X4 29,54 34,32 1.178,50 4,66 150,26 
X5 3,95 3,04 9,27 0,52 15,37 
X6 43,24 31,54 994,58 8,99 100,00 
X7 15,91 1,28 1,63 13,69 19,71 
 
Rata-rata persentase pasangan usia subur (PUS) yang sedang 
menggunakan alat KB kondom sebesar 1,84 persen dengan Kota Madiun 
memiliki persentase tertinggi dan Kabupaten Blitar memiliki persentase terendah. 
Rata-rata rasio jumlah tenaga kesehatan per 100.000 penduduk sebesar 29,54 
dengan Kota Madiun memiliki rasio tertinggi dan Kabupaten Tulungagung 
memiliki rasio terendah. Rata-rata rasio jumlah fasilitas kesehatan per 100.000 
penduduk sebesar 3,95 persen dengan Kota Mojokerto memiliki rasio tertinggi 
dan Kota Pasuruan memiliki rasio terendah. Rata-rata persentase daerah perkotaan 
sebesar 43,24 persen dengan kota-kota kecuali Kota Blitar, Kota Probolinggo dan 
Kota Batu dimana semua daerahnya berstatus perkotaan sedangkan Kabupaten 
Sampang memiliki persentase daerah perkotaan terendah. Rata-rata persentase 
penduduk usia 25-34 tahun sebesar 15,91 persen dengan Kota Surabaya memiliki 




4.3.2. Pemeriksaan Korelasi dan Multikolinearitas 
 Sebelum melakukan pemodelan dengan regresi Poisson Inverse Gaussian 
(PIG), terlebih dahulu dilakukan pengecekan hubungan antara variabel respon 
dengan variabel prediktor. Selain itu, perlu juga dilakukan pengecekan hubungan 
antara variabel prediktor yang bertujuan untuk mengecek apakah terjadi 
multokolinearitas atau tidak.  
Pengujian hipotesisnya adalah sebagai berikut : 
0 :H  Tidak ada hubungan antar kedua variabel 
1 :H  Terdapat hubungan antar kedua variabel 
Koefisien korelasi antar variabel respon dengan variabel prediktor serta antara 
variabel prediktor disajikan dalam Tabel 4.2. 
 
Tabel 4.2. Koefisien Korelasi Variabel Respon dan Variabel Prediktor 
Korelasi Y X1 X2 X3 X4 X5 X6 
X1 -0,377 
0,019 





























































Dari Tabel 4.2 terlihat bahwa dengan 0,1   beberapa variabel prediktor 
yang memiliki hubungan dengan variabel respon antara lain persentase penduduk 
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miskin, persentase penduduk dengan pendidikan SLTA ke atas, rasio jumlah 
tenaga kesehatan, persentase daerah perkotaan dan persentase penduduk usia 25-
34 tahun. Sementara itu, variabel persentase PUS yang menggunakan kondom dan 
rasio fasilitas kesehatan tidak memiliki hubungan dengan variabel respon. Akan 
tetapi, variabel tersebut tetap dimasukkan dalam analisis karena secar teori 
variabel tersebut berpengaruh terhadap variabel respon. Bila dilihat dari koefisien 
korelasi antar variabel prediktor dapat disimpulkan bahwa tidak terjadi 
multikolinearitas karena nilai koefisien korelasinya tidak lebih dari 0,95. Untuk 
lebih memastikan ada atau tidaknya multikolinearitas, dapat dilihat dari nilai 
Variance Inflation Factors (VIF) dari tiap variabel prediktor. Berikut adalah nilai 
Variance Inflation Factors (VIF) dari masing-masing variabel prediktor yang 
digunakan dalam penelitian ini :  
 
Tabel 4.3. Nilai VIF Variabel Prediktor 









Dari Tabel 4.3 dapat dilihat bahwa tidak terjadi multikolinearitas karena tiap-tiap 
variabel prediktor yang digunakan dalam penelitian ini memiliki nilai VIF yang 
kurang dari 10. 
 
4.3.3. Kemencengan dan Uji Overdispersi 
 Dataset yang digunakan dalam penelitian ini terdiri dari 38 observasi 
dengan 44,7 persen diantaranya memiliki kejadian kasus HIV nol, sehingga data 
ini memiliki kecendrungan menceng ke kanan dengan nilai kemencengan 
(skewness) 3,675. Seperti disebutkan dalam Zha, Lord dan Zou, 2014, bahwa 
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suatu distribusi dianggap sangat menceng (highly skewed) bila nilai absolut dari 
skewness lebih dari satu. Maka dari itu, data yang digunakan dalam penelitian ini 
dapat dikatakan highly skewed dan dimodelkan dengan menggunakan regresi PIG. 
 Regresi PIG cocok untuk diaplikasikan pada data yang mengalami 
overdipersi dimana variansnya lebih besar dari means. Oleh karena itu, data yang 
digunakan dalam penelitian ini diuji apakah mengalami overdispersi ataukah tidak 
dengan hipotesis sebagai berikut : 
 














Dengan menggunakan package AER pada software R, diperoleh nilai 
424,9482 
 
dan p-value sebesar 0,06748 lebih kecil dari tingkat signifikansi 10 
persen sehingga tolak 0H  yang dapat disimpulkan bahwa varians tidak sama 
dengan rata-rata yang berarti data tersebut mengalami overdipersi dan pemodelan 
dengan regresi PIG dapat dilakukan. 
 
4.3.4. Pemodelan Regresi Poisson Inverse Gaussian (PIG) 
 Regresi Poisson Inverse Gaussian (PIG) merupakan regresi yang 
diaplikasikan pada data yang mengalami overdispersi dan highly skewed. 
Pemodelan dalam penelitian ini menggunakan package gamlss yang tersedia pada 
software R. Pemilihan model regresi PIG terbaik dalam penelitian ini dilakukan 
dengan metode backward elimination yang bertujuan untuk mendapatkan model 
PIG dengan variabel-variabel prediktor yang signifikan. 
Metode backward elimination dilakukan berdasarkan nilai Akaike 
Information Criterion (AIC).  Metode ini mengeliminasi beberapa variabel 
prediktor sehingga dapat menghasilkan nilai AIC yang lebih kecil. Dengan 
mengeluarkan variabel X1, X4 dan X7 dari model akan menghasilkan model regresi 
dengan nilai AIC terkecil. Model yang terakhir adalah model yang terbaik karena 
mengeluarkan variabel lainnya tidak akan memberikan nilai AIC yang lebih kecil 
lagi seperti terlihat pada Lampiran 6. 
Akan tetapi, pada model yang terakhir terbentuk masih terdapat variabel 
prediktor yang tidak signifikan yaitu variabel persentase daerah perkotaan (X6), 
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dimana berarti variabel tersebut tidak berkontribusi dalam model. Variabel 
tersebut tidak signifikan, yang berarti gagal tolak 0H  pada uji parsialnyadimana 
dapat diartikan bahwa 6 0  . Seperti terlihat pada Lampiran 6, mengeluarkan 
variabel X6 juga mengakibatkan nilai estimasi parameter dari variabel yang 
signifikan pada model sebelumnya berubah, yang dapat diartikan bahwa variabel 
X6 sudah dapat terjelaskan oleh variabel lain yang signifikan dalam model. Oleh 
karena itu, dilakukan pemodelan regresi PIG dengan variabel-variabel prediktor 
yang signifikan. Dengan nilai AIC yang tidak terlalu jauh berbeda dengan model 
sebelumnya, dibentuk pemodelan regresi PIG dengan variabel-variabel prediktor  
yaitu persentase penduduk dengan pendidikan SLTA ke atas (X2), persentase PUS 
yang sedang menggunakan alat KB kondom (X3) dan rasio fasilitas kesehatan 
(X5). 
  
Tabel 4.4. Penaksiran Parameter Model Regresi PIG pada Jumlah Kasus Baru 
HIV di Propinsi Jawa Timur tahun 2013 
Parameter Taksiran Standard Error Z Hitung P-value 
   0,5055 2,5668 0,197 0,84508 
   0,2570 0,0498 5,161 0,000015* 
   -1,9701 0,6796 -2,899 0,00661* 
   0,4031 0,2070 1,947 0,06007* 
  5,430 2,477 2,192 0,0355* 
 *)Signifikan dengan taraf signifikansi 0,1    
 
Nilai pada tabel di atas menunjukkan nilai p-value pada uji parameter 
dispersi   yang lebih kecil dari nilai   sehingga tolak 0H  yang berarti nilai 
parameter dispersi tidak sama dengan nol dan dapat disimpulkan bahwa terjadi 
fenomena overdispersi pada jumlah kasus baru HIV di Propinsi Jawa Timur pada 
tahun 2013. 
Hasil dari penaksiran parameter diperoleh model regresi PIG sebagai berikut  




Berdasarkan model di atas, maka dapat diinterpretasikan sebagai berikut 
ini. Setiap penambahan 1 persen variabel X2 maka akan melipatgandakan rata-rata 
variabel respon Y sebesar exp(0,2570) = 1,293045 kali dari rata-rata variabel 
respon semula bila variabel lain tetap. Dengan kata lain, penambahan 1 persen 
dari persentase penduduk dengan pendidikan SLTA ke atas maka akan sebanding 
dengan kenaikan rata-rata jumlah kasus baru HIV sebesar 1,293045 kali dari rata-
ratanya semula bila variabel lainnya tetap.  
Setiap penambahan 1 persen variabel X3  maka akan melipatgandakan rata-
rata variabel respon Y sebesar exp(-1,9701) = 0,139443 kali dari rata-rata variabel 
respon semula bila variabel lain tetap. Dengan kata lain, penambahan 1 persen 
dari persentase PUS yang menggunakan kondom maka akan sebanding dengan 
penurunan rata-rata jumlah kasus baru HIV sebesar 0,139443 kali dari rata-
ratanya semula bila variabel lainnya tetap.   
Setiap penambahan 1 rasio variabel X6  maka akan melipatgandakan rata-
rata variabel respon Y sebesar  exp(0,4031) = 1,496457 kali dari rata-rata variabel 
respon semula bila variabel lain tetap. Dengan kata lain, penambahan 1 rasio 
fasilitas kesehatan maka akan sebanding dengan peningkatan rata-rata jumlah 
kasus baru HIV sebesar 1,496457 kali dari rata-ratanya semula bila variabel 
lainnya tetap.   
Masalah keterbatasan data yang tersedia menyebabkan beberapa 
interpretasi dari model yang terbentuk tidak sesuai dengan teori yang berlaku 
tentang HIV, sehingga interpretasi tersebut tidak dapat dilihat sebagai hubungan 
sebab akibat. Data jumlah kasus baru HIV yang digunakan dalam penelitian ini 
merupakan data yang berasal dari hasil laporan klinik-klinik VCT di Propinsi 
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Jawa Timur dimana pasien-pasiennya datang secara sukarela untuk memeriksakan 
diri ke klinik tersebut.    
 
4.3.5. Uji Kelayakan Model Regresi PIG 
Dalam penelitian ini, kelayakan pemodelan regresi PIG dapat dilihat dari 
plot randomised normalised quantile residuals (
ir ). Nilai r  yang sebenarnya 
berdistribusi normal standar sehingga diharapkan nilai 
iˆr  juga berdistribusi normal 
standar (walaupun variabel responnya tidak berdistribusi normal) di bawah asumsi 

















Gambar 4.3. Plot Residual dari Model Regresi PIG pada Data Jumlah 




















































































Gambar 4.3 di atas menunjukkan empat gambar berbeda dari plot residuals 
model regresi PIG yang terbentuk. Gambar pada pojok kanan bawah 
menunjukkan bahwa estimasi randomised normalised quantile residuals 
berdistribusi normal sehingga dapat disimpulkan bahwa model regresi PIG yang 
terbentuk telah sesuai. Selain dari plotnya, uji kenormalan terhadap randomised 
normalised quantile residuals juga dapat dilihat dari nilai koefisien korelasinya. 
Nilai Filliben Correlation Coefficient dari plot tersebut adalah sebesar 0,9687167 
yang berarti signifikan pada 0,10   (nilai kritis = 0,975) sehingga randomised 




KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan 
 Kesimpulan berdasarkan hasil penelitian ini adalah sebagai berikut : 
1. Berdasarkan hasil yang telah diperoleh, penaksiran parameter model 
regresi Poisson Inverse Gaussian (PIG) dilakukan dengan menggunakan 
metode Maximum Likelihood Estimation (MLE). Estimasi parameter 
tersebut menghasilkan persamaan yang tidak close form sehingga 
diselesaikan dengan menggunakan RS algorithm dan CG algorithm 
dimana fungsi likelihood dimaksimumkan dengan menggunakan Fisher 
Scroring Algorithm. Pengujian hipotesis parameternya dilakukan secara 
serentak dan parsial. Pengujian hipotesisnya menggunakan metode 
Maximum Likelihood Ratio Test (MLRT) yaitu perbandingan antara fungsi 
likelihood model penuh yang melibatkan seluruh variabel prediktor dengan 
fungsi likelihood untuk model di bawah hipotesis 0H  
yang tidak 
melibatkan variabel prediktor. 
2. Model regresi Poisson Inverse Gaussian (PIG) yang terbentuk adalah 
model regresi dengan variabel-variabel prediktor yang signifikan yaitu 
persentase penduduk dengan pendidikan SLTA ke atas (X2), persentase 
PUS yang menggunakan kondom (X3) dan rasio fasilitas kesehatan (X5). 
 
5.2. Saran 
1. Berdasarkan hasil penelitian ini, saran yang bisa diberikan kepada 
Pemerintah Daerah (Pemda) Propinsi Jawa Timur adalah meningkatkan 
sosialisasi tentang virus HIV serta penyebarannya pada berbagai lapisan 
masyarakat terutama pada mereka yang rentan tertular virus tersebut.  
2. Pengumpulan data tentang jumlah kasus HIV seharusnya tidak hanya 
berasal dari klinik-klinik VCT yang ada, tetapi juga dari pengumpulan dan 
pemeriksaan di masyarakat agar data yang ada menggambarkan keadaan 
yang sebenarnya. Masalah keterbatasan data yang tersedia menyebabkan 
72 
 
kurang maksimalnya beberapa penelitian tentang kasus HIV terutama yang 
berkaitan dengan karakteristik penderitanya.  
3. Sementara itu, saran pada metode penelitian ini, dapat dilakukan 
pengembangan pemodelan regresi PIG dengan memasukkan efek spasial 
yaitu model regresi Geographically Poisson Inverse Gaussian (GPIG) 
serta pemodelan regresi data count yang overdispersi dengan melibatkan 
variabel respon lebih dari satu seperti Bivariate PIG (BPIG) dan 
Multivariate PIG (MPIG).  
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(1.2)
   
Dimana penyelesaian turunan fungsi Bessel pada persamaan (1.2) adalah sebagai 
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  (1.4)   
Dengan menggunakan cara yang sama pada bab IV maka turunan fungsi Bessel 
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Dengan memasukkan persamaan (1.5) ke dalam persamaan (1.4) maka turunan 
pertama terhadap ˆ   adalah
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Lampiran 2. Turunan Kedua fungsi likelihood PIG di bawah 0H  
Turunan kedua fungsi likelihood   terhadap adalah 0ˆ   
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      (2.1)   
Adapun turunan dari persamaan sisi kanan pada persamaan (2.1) adalah sebagai 
berikut : 



















Sama seperti dibahas pada bab IV maka turunan  iM y  terhadap 0ˆ  adalah 
sebagai berikut : 
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Setelah persamaan (2.2) diperoleh maka turunan kedua fungsi likelihood l  
terhadap 0ˆ  adalah sebagai berikut :   
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Selanjutnya adalah menentukan turunan kedua fungsi likelihood l  terhadap ˆ   
sebagai berikut : 
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Sama seperti Bab IV maka turunan      terhadap ˆ adalah sebagai berikut : 
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 Oleh karena itu persamaan (2.3) diperoleh : 
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Turunan kedua selanjutnya adalah turunan kedua fungsi likelihood l  terhadap   
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Adapun turunan dari persamaan sisi kanan pada persamaan (2.4) di atas adalah 
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Dengan memasukkan hasil turunan pada persamaan (2.5) ke dalam persamaan 
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Lampiran 3. Data Jumlah Kasus Baru HIV serta Faktor-Faktor yang Diduga 
Mempengaruhi di Propinsi Jawa Timur Tahun 2013  
No Kabupaten /Kota Y X1 X2 X3 X4 
1 Kab. Pacitan 0 16,66 15,55 1,19 16,34 
2 Kab. Ponorogo 0 11,87 23,32 2,83 13,63 
3 Kab. Trenggalek 0 13,5 15,92 1,64 13,80 
4 Kab. Tulungagung 180 9,03 24,39 2,62 4,66 
5 Kab. Blitar 124 10,53 17,27 0,34 11,76 
6 Kab. Kediri 206 13,17 22,42 0,97 17,43 
7 Kab. Malang 152 11,44 18,12 0,43 17,12 
8 Kab. Lumajang 0 12,09 14,65 1,68 10,12 
9 Kab. Jember 458 11,63 16,57 0,74 12,71 
10 Kab. Banyuwangi 357 9,57 20,80 1,09 11,11 
11 Kab. Bondowoso 0 15,23 13,04 2,16 9,73 
12 Kab. Situbondo 0 13,59 16,15 1,11 12,41 
13 Kab. Probolinggo 198 21,12 14,32 0,68 7,12 
14 Kab. Pasuruan 111 11,22 18,17 1,30 14,00 
15 Kab. Sidoarjo 253 6,69 49,16 1,83 91,83 
16 Kab. Mojokerto 57 10,94 27,80 0,80 21,39 
17 Kab. Jombang 180 11,12 24,87 1,29 15,52 
18 Kab. Nganjuk 0 13,55 21,57 1,20 16,03 
19 Kab. Madiun 0 12,4 23,98 0,90 17,51 
20 Kab. Magetan 9 12,14 24,92 1,61 19,95 
21 Kab. Ngawi 0 15,38 18,47 0,55 10,86 
22 Kab. Bojonegoro 0 15,95 16,01 1,09 13,74 
23 Kab. Tuban 25 17,16 17,13 1,42 10,02 
24 Kab. Lamongan 229 16,12 24,69 1,68 12,41 
25 Kab. Gresik 4 13,89 35,10 1,27 13,89 
26 Kab. Bangkalan 0 23,14 11,79 1,07 9,07 
27 Kab. Sampang 0 26,97 7,22 1,41 5,67 
28 Kab. Pamekasan 0 18,45 18,90 1,20 12,42 
29 Kab. Sumenep 0 21,13 12,78 2,34 6,80 
30 Kota Kediri 132 8,2 45,81 4,50 87,69 
31 Kota Blitar 0 7,39 45,61 4,44 71,45 
32 Kota Malang 467 4,85 46,49 1,54 40,90 
33 Kota Probolinggo 0 17,35 34,27 2,41 25,34 
34 Kota Pasuruan 16 7,57 37,14 1,85 39,63 
35 Kota Mojokerto 50 6,63 46,89 5,06 75,23 
36 Kota Madiun 175 5 56,01 7,06 150,26 
37 Kota Surabaya 1278 5,97 47,33 2,62 120,39 
38 Kota Batu 0 4,75 33,41 1,90 62,45 
86 
 
Lampiran 3. Lanjutan 
No Kabupaten /Kota X5 X6 X7 
1 Kab. Pacitan 4,59 12,87 13,69 
2 Kab. Ponorogo 4,31 23,78 13,75 
3 Kab. Trenggalek 3,23 23,57 14,84 
4 Kab. Tulungagung 2,78 38,01 15,37 
5 Kab. Blitar 1,94 33,06 14,63 
6 Kab. Kediri 1,18 39,53 15,76 
7 Kab. Malang 2,00 37,44 15,84 
8 Kab. Lumajang 3,44 18,54 16,28 
9 Kab. Jember 4,21 32,66 15,26 
10 Kab. Banyuwangi 3,75 45,62 15,72 
11 Kab. Bondowoso 3,86 24,66 15,53 
12 Kab. Situbondo 3,78 30,88 17,04 
13 Kab. Probolinggo 3,38 28,48 16,45 
14 Kab. Pasuruan 1,48 32,88 17,05 
15 Kab. Sidoarjo 1,84 83,85 17,62 
16 Kab. Mojokerto 5,28 38,82 15,83 
17 Kab. Jombang 5,39 53,27 15,46 
18 Kab. Nganjuk 3,30 12,87 15,29 
19 Kab. Madiun 2,69 23,30 13,74 
20 Kab. Magetan 3,54 37,45 14,64 
21 Kab. Ngawi 1,46 11,52 14,07 
22 Kab. Bojonegoro 1,88 14,88 15,89 
23 Kab. Tuban 2,46 16,77 16,2 
24 Kab. Lamongan 3,58 13,08 13,89 
25 Kab. Gresik 2,44 44,10 16,85 
26 Kab. Bangkalan 2,67 14,59 15,16 
27 Kab. Sampang 7,41 8,99 15,96 
28 Kab. Pamekasan 2,17 16,93 16,87 
29 Kab. Sumenep 4,06 11,45 16,52 
30 Kota Kediri 14,86 100,00 16,85 
31 Kota Blitar 7,37 45,65 15,57 
32 Kota Malang 3,21 100,00 16,44 
33 Kota Probolinggo 2,67 86,21 16,79 
34 Kota Pasuruan 0,52 100,00 17,52 
35 Kota Mojokerto 15,37 100,00 17,64 
36 Kota Madiun 4,62 100,00 15,64 
37 Kota Surabaya 3,27 100,00 19,71 






























data <-read.csv("D://S2 ITS SURABAYA/SEMESTER 3/TESIS/OLAH 













data:  rd 
z = 1.4948, p-value = 0.06748 
alternative hypothesis: true alpha is greater than 0 
sample estimates: 

































Lampiran 5. Program R pada Regresi Poisson Inverse Gaussian (PIG) 
library(gamlss) 
data <-read.csv("D://S2 ITS SURABAYA/SEMESTER 3/TESIS/OLAH 









step(gamlss(Y ~ X1 + X2 +X3 + X4 + X5 + X6 + X7,family=PIG, data 
= data, method=mixed(10,50),direction = "backward")) 
summary(m1<-gamlss(Y ~X2 + X3 + X5+ X6,family=PIG, data = data, 
method=mixed(10,50))) 











































Lampiran 6. Hasil Program R pada Regresi Poisson Inverse Gaussian (PIG)  
GAMLSS-RS iteration 1: Global Deviance = 364.6572  
GAMLSS-RS iteration 2: Global Deviance = 357.7755  
GAMLSS-RS iteration 3: Global Deviance = 356.7883  
GAMLSS-RS iteration 4: Global Deviance = 356.4092  
GAMLSS-RS iteration 5: Global Deviance = 356.2001  
GAMLSS-RS iteration 6: Global Deviance = 356.0775  
GAMLSS-RS iteration 7: Global Deviance = 356.0007  
GAMLSS-RS iteration 8: Global Deviance = 355.944  
GAMLSS-RS iteration 9: Global Deviance = 355.9022  
GAMLSS-RS iteration 10: Global Deviance = 355.8681  
GAMLSS-CG iteration 1: Global Deviance = 355.7005  
GAMLSS-CG iteration 2: Global Deviance = 355.6932  
GAMLSS-CG iteration 3: Global Deviance = 355.6893  
GAMLSS-CG iteration 4: Global Deviance = 355.6877  
GAMLSS-CG iteration 5: Global Deviance = 355.6867  
Start:  AIC=373.69 
Y ~ X1 + X2 + X3 + X4 + X5 + X6 + X7 
 
trying - X1  
trying - X2  
trying - X3  
trying - X4  
trying - X5  
trying - X6  
trying - X7  
       Df    AIC     LRT Pr(Chi)   
- X7    1 371.68 -0.0040 1.00000   
- X4    1 371.71  0.0209 0.88512   
- X1    1 372.26  0.5711 0.44982   
- X6    1 372.35  0.6595 0.41675   
<none>    373.69                   
- X5    1 374.20  2.5159 0.11270   
- X2    1 376.35  4.6661 0.03076 * 
- X3    1 377.08  5.3948 0.02020 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
GAMLSS-RS iteration 1: Global Deviance = 364.5978  
GAMLSS-RS iteration 2: Global Deviance = 357.7606  
GAMLSS-RS iteration 3: Global Deviance = 356.7823  
GAMLSS-RS iteration 4: Global Deviance = 356.4622  
GAMLSS-RS iteration 5: Global Deviance = 356.2156  
GAMLSS-RS iteration 6: Global Deviance = 356.0962  
GAMLSS-RS iteration 7: Global Deviance = 356.0065  
GAMLSS-RS iteration 8: Global Deviance = 355.9485  
GAMLSS-RS iteration 9: Global Deviance = 355.9274  
GAMLSS-RS iteration 10: Global Deviance = 355.9101  
GAMLSS-CG iteration 1: Global Deviance = 355.7364  
GAMLSS-CG iteration 2: Global Deviance = 355.818  
GAMLSS-CG iteration 3: Global Deviance = 355.7002  
GAMLSS-CG iteration 4: Global Deviance = 355.697  
GAMLSS-CG iteration 5: Global Deviance = 355.6872  
GAMLSS-CG iteration 6: Global Deviance = 355.6854  
GAMLSS-CG iteration 7: Global Deviance = 355.6842  
GAMLSS-CG iteration 8: Global Deviance = 355.6831  
GAMLSS-CG iteration 9: Global Deviance = 355.6828  
 
Step:  AIC=371.68 
Y ~ X1 + X2 + X3 + X4 + X5 + X6 
 
trying - X1  
trying - X2  
trying - X3  
trying - X4  
trying - X5  
trying - X6  
       Df    AIC    LRT Pr(Chi)   
- X4    1 369.69 0.0076 0.93069   
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- X1    1 370.28 0.5938 0.44094   
- X6    1 370.75 1.0677 0.30146   
<none>    371.68                  
- X5    1 372.20 2.5196 0.11244   
- X2    1 374.46 4.7781 0.02882 * 
- X3    1 375.17 5.4881 0.01915 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
GAMLSS-RS iteration 1: Global Deviance = 364.4297  
GAMLSS-RS iteration 2: Global Deviance = 357.7585  
GAMLSS-RS iteration 3: Global Deviance = 356.8141  
GAMLSS-RS iteration 4: Global Deviance = 356.4248  
GAMLSS-RS iteration 5: Global Deviance = 356.2065  
GAMLSS-RS iteration 6: Global Deviance = 356.082  
GAMLSS-RS iteration 7: Global Deviance = 356.0139  
GAMLSS-RS iteration 8: Global Deviance = 355.9523  
GAMLSS-RS iteration 9: Global Deviance = 355.9082  
GAMLSS-RS iteration 10: Global Deviance = 355.8747  
GAMLSS-CG iteration 1: Global Deviance = 355.7029  
GAMLSS-CG iteration 2: Global Deviance = 355.698  
GAMLSS-CG iteration 3: Global Deviance = 355.6947  
GAMLSS-CG iteration 4: Global Deviance = 355.6928  
GAMLSS-CG iteration 5: Global Deviance = 355.691  
GAMLSS-CG iteration 6: Global Deviance = 355.6903  
 
Step:  AIC=369.69 
Y ~ X1 + X2 + X3 + X5 + X6 
 
trying - X1  
trying - X2  
trying - X3  
trying - X5  
trying - X6  
       Df    AIC    LRT Pr(Chi)   
- X1    1 368.52 0.8313 0.36189   
- X6    1 368.77 1.0813 0.29840   
<none>    369.69                  
- X5    1 370.21 2.5199 0.11242   
- X2    1 372.50 4.8126 0.02825 * 
- X3    1 374.06 6.3661 0.01163 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
GAMLSS-RS iteration 1: Global Deviance = 365.9298  
GAMLSS-RS iteration 2: Global Deviance = 358.8009  
GAMLSS-RS iteration 3: Global Deviance = 357.7574  
GAMLSS-RS iteration 4: Global Deviance = 357.3322  
GAMLSS-RS iteration 5: Global Deviance = 357.1072  
GAMLSS-RS iteration 6: Global Deviance = 356.9755  
GAMLSS-RS iteration 7: Global Deviance = 356.8927  
GAMLSS-RS iteration 8: Global Deviance = 356.8271  
GAMLSS-RS iteration 9: Global Deviance = 356.7794  
GAMLSS-RS iteration 10: Global Deviance = 356.7434  
GAMLSS-CG iteration 1: Global Deviance = 356.5447  
GAMLSS-CG iteration 2: Global Deviance = 356.5405  
GAMLSS-CG iteration 3: Global Deviance = 356.5375  
GAMLSS-CG iteration 4: Global Deviance = 356.5296  
GAMLSS-CG iteration 5: Global Deviance = 356.5274  
GAMLSS-CG iteration 6: Global Deviance = 356.5248  
GAMLSS-CG iteration 7: Global Deviance = 356.5236  
GAMLSS-CG iteration 8: Global Deviance = 356.5224  
GAMLSS-CG iteration 9: Global Deviance = 356.5217  
 
Step:  AIC=368.52 
Y ~ X2 + X3 + X5 + X6 
 
trying - X2  
trying - X3  
trying - X5  
trying - X6  
       Df    AIC    LRT  Pr(Chi)    
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<none>    368.52                    
- X6    1 368.80 2.2809 0.130978    
- X5    1 369.77 3.2436 0.071705 .  
- X2    1 373.31 6.7899 0.009168 ** 
- X3    1 373.94 7.4152 0.006468 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Family:  c("PIG", "Poisson.Inverse.Gaussian")  
Fitting method: mixed(10, 50)  
 
Call:  gamlss(formula = Y ~ X2 + X3 + X5 + X6, family = PIG, data = data,   
    method = mixed(10, 50), direction = "backward")  
 
Mu Coefficients: 
(Intercept)           X2           X3           X5           X6   
    0.87322      0.19170     -1.88545      0.36742      0.02816   
Sigma Coefficients: 
(Intercept)   
      5.304   
 
 Degrees of Freedom for the fit: 6 Residual Deg. of Freedom   32  
Global Deviance:     356.522  
            AIC:     368.522  
            SBC:     378.347 
 
 
GAMLSS-RS iteration 1: Global Deviance = 365.9298  
GAMLSS-RS iteration 2: Global Deviance = 358.8009  
GAMLSS-RS iteration 3: Global Deviance = 357.7574  
GAMLSS-RS iteration 4: Global Deviance = 357.3322  
GAMLSS-RS iteration 5: Global Deviance = 357.1072  
GAMLSS-RS iteration 6: Global Deviance = 356.9755  
GAMLSS-RS iteration 7: Global Deviance = 356.8927  
GAMLSS-RS iteration 8: Global Deviance = 356.8271  
GAMLSS-RS iteration 9: Global Deviance = 356.7794  
GAMLSS-RS iteration 10: Global Deviance = 356.7434  
GAMLSS-CG iteration 1: Global Deviance = 356.5447  
GAMLSS-CG iteration 2: Global Deviance = 356.5405  
GAMLSS-CG iteration 3: Global Deviance = 356.5375  
GAMLSS-CG iteration 4: Global Deviance = 356.5296  
GAMLSS-CG iteration 5: Global Deviance = 356.5274  
GAMLSS-CG iteration 6: Global Deviance = 356.5248  
GAMLSS-CG iteration 7: Global Deviance = 356.5236  
GAMLSS-CG iteration 8: Global Deviance = 356.5224  
GAMLSS-CG iteration 9: Global Deviance = 356.5217  
***************************************************************** 
Family:  c("PIG", "Poisson.Inverse.Gaussian")  
 
Call:  gamlss(formula = Y ~ X2 + X3 + X5 + X6, family = PIG, data = data,   
    method = mixed(10, 50))  
 
Fitting method: mixed(10, 50)  
 
------------------------------------------------------------------- 
Mu link function:  log 
Mu Coefficients: 
            Estimate Std. Error t value Pr(>|t|)    
(Intercept)  0.87322    2.49022   0.351  0.72814    
X2           0.19170    0.06730   2.848  0.00762 ** 
X3          -1.88545    0.72082  -2.616  0.01347 *  
X5           0.36742    0.19854   1.851  0.07348 .  
X6           0.02816    0.01889   1.491  0.14583    
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
------------------------------------------------------------------- 
Sigma link function:  log 
Sigma Coefficients: 
            Estimate Std. Error t value Pr(>|t|)   
94 
 
(Intercept)    5.304      2.321   2.285   0.0291 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
------------------------------------------------------------------- 
No. of observations in the fit:  38  
Degrees of Freedom for the fit:  6 
      Residual Deg. of Freedom:  32  
                      at cycle:  9  
  
Global Deviance:     356.5217  
            AIC:     368.5217  
            SBC:     378.3472  
***************************************************************** 
GAMLSS-RS iteration 1: Global Deviance = 368.1634  
GAMLSS-RS iteration 2: Global Deviance = 361.083  
GAMLSS-RS iteration 3: Global Deviance = 360.0333  
GAMLSS-RS iteration 4: Global Deviance = 359.6023  
GAMLSS-RS iteration 5: Global Deviance = 359.3809  
GAMLSS-RS iteration 6: Global Deviance = 359.2441  
GAMLSS-RS iteration 7: Global Deviance = 359.1523  
GAMLSS-RS iteration 8: Global Deviance = 359.0874  
GAMLSS-RS iteration 9: Global Deviance = 359.0427  
GAMLSS-RS iteration 10: Global Deviance = 359.0078  
GAMLSS-CG iteration 1: Global Deviance = 358.8171  
GAMLSS-CG iteration 2: Global Deviance = 358.8087  
GAMLSS-CG iteration 3: Global Deviance = 358.8052  
GAMLSS-CG iteration 4: Global Deviance = 358.8035  
GAMLSS-CG iteration 5: Global Deviance = 358.8025  
******************************************************************* 
Family:  c("PIG", "Poisson.Inverse.Gaussian")  
 
Call:  gamlss(formula = Y ~ X2 + X3 + X5, family = PIG, data = data,   
    method = mixed(10, 50))  
 
Fitting method: mixed(10, 50)  
 
------------------------------------------------------------------- 
Mu link function:  log 
Mu Coefficients: 
            Estimate Std. Error t value Pr(>|t|)     
(Intercept)   0.5055     2.5668   0.197  0.84508     
X2            0.2570     0.0498   5.161 1.15e-05 *** 
X3           -1.9701     0.6796  -2.899  0.00661 **  
X5            0.4031     0.2070   1.947  0.06007 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
------------------------------------------------------------------- 
Sigma link function:  log 
Sigma Coefficients: 
            Estimate Std. Error t value Pr(>|t|)   
(Intercept)    5.430      2.477   2.192   0.0355 * 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
------------------------------------------------------------------- 
No. of observations in the fit:  38  
Degrees of Freedom for the fit:  5 
      Residual Deg. of Freedom:  33  
                      at cycle:  5  
  
Global Deviance:     358.8025  
            AIC:     368.8025  
            SBC:     376.9905  
******************************************************************* 
residuals(m1) 
 [1] -0.82292897 -0.27564049  0.08146183  2.27370572  1.59483815  1.78406846 
 [7]  1.63060215 -0.03780396  1.94222954  1.82680461 -1.74195226 -1.52955860 
[13]  1.93098090  2.03465692 -0.04913180  0.25132699  1.28826436 -0.87535053 
95 
 
[19] -1.51268179  0.73390365 -1.92637928  0.10192120  1.68939879  1.77305431 
[25] -1.30152366 -0.34003064  0.12889632 -1.67402306 -1.25968761  0.06802125 
[31] -1.69223900  0.04500510 -0.90007062  0.40025061 -0.12482297  2.23536817 
[37]  1.18684886 -2.05986126 
plot(m1) 
******************************************************************* 
         Summary of the Randomised Quantile Residuals 
                           mean   =  0.1809979  
                       variance   =  1.869751  
               coef. of skewness  =  -0.0106926  
               coef. of kurtosis  =  1.632161  
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