Electron transfer reaction rate constants at semiconductor/liquid interfaces are calculated using the Fermi Golden Rule and a tight-binding model for the semiconductors. The slab method and a z-transform method are employed in obtaining the electronic structures of semiconductors with surfaces and are compared. The maximum electron transfer rate constants at Si/viologen 2ϩ/ϩ and InP/Me 2 Fc ϩ/0 interfaces are computed using the tight-binding type calculations for the solid and the extended-Hückel for the coupling to the redox agent at the interface. These results for the bulk states are compared with the experimentally measured values of Lewis and co-workers, and are in reasonable agreement, without adjusting parameters. In the case of InP/liquid interface, the unusual current vs applied potential behavior is additionally interpreted, in part, by the presence of surface states.
I. INTRODUCTION
Insight into the dynamics of the electron transfer reactions at semiconductor/liquid interfaces can be helpful in constructing efficient and stable photoelectrochemical cells and other applications, and is of interest in understanding the basic chemical reactions. Due to the instability and the nonideal behavior of most semiconductor electrodes in contact with liquids, only recently have reliable kinetic measurements been performed at semiconductor/electrolyte interfaces. [1] [2] [3] [4] [5] [6] In these experiments the flux from the conduction band edge of a semiconductor to a molecular electron acceptor species dissolved in the solution can be expressed as
where J f ͑current per unit area͒ is the current density due to the direct electron transfer, e is the elementary charge, n s (cm Ϫ3 ) is the electron concentration at the surface of the semiconductor and is a function of E, the applied potential, and ͓A͔(cm Ϫ3 ) is the concentration of the acceptors in the solution. An analogous expression can also be written for hole transfer from the valence band of the semiconductor. ͑CH 3 OH͒ interfaces were studied systematically by Lewis group. 1, 4 The built-in voltage ͑the voltage drop inside the semiconductor͒ and the concentration of the semiconductor conduction band electrons were obtained by differential capacitance vs potential measurements. The current densities were also measured as a function of the applied potential for different concentrations of acceptors and donors. The first-order dependence of current density on concentration of surface electrons n s in the semiconductor and concentration of electron acceptors ͓A͔ in the solution was verified for a series of Si/viologen 2ϩ/ϩ ͑CH 3 OH͒ interfaces. 4 In this study 4 the authors chose a series of viologen ions with very similar molecular structures and thus presumably similar reorganization energies, but with very different free energy changes for the electron transfer reactions. The electron transfer rate constants obtained experimentally served also to measure the maximum of the electron transfer rate constant. The measured maximum rate constant for the electron transfer reaction across such an interface was in the range of 10 Ϫ17 -10 Ϫ16 cm 4 s Ϫ1 . The experimental studies of the electron transfer reaction at InP/Me 2 Fc ϩ/0 ͑CH 3 OH͒ interfaces provided similar maximum rate constant results but less ideal voltage-current behavior.
By applying a treatment 7 for liquid/liquid interfacial electron transfer reactions to semiconductor/liquid interfaces and by assuming an ''electron ball'' model for the electron in the semiconductor, Lewis 2, 8 provided a theoretical estimate of the maximum rate constant which is close to the experimental value. The treatment is closely related to the model suggested by Gerischer 9 who used a half-sphere instead of a sphere, and is a nonadiabatic approach. In the model of Lewis the electron in the semiconductor is represented by a spherical donor with radius around 10 Å, and any reorganization around the electron in the semiconductor was neglected. The electron transfer rate constant was then calculated using the formula derived for the electron transfer reactions at liquid/liquid interface,
where n is typically expected to be around 10 13 s Ϫ1 for a process which is adiabatic when the reactants are in contact, and where the decay of rate with distance through the solvent, assumed to be exponent with a decay length ␤ s , r D and r A are the radii of the donor and the acceptor, D and A are the reorganization associated to the donor and acceptor, and ⌬G 0 is the standard free energy of the reaction in the pre-vailing medium. Royea, Fajardo, and Lewis 10 also investigated the relation between the electron transfer reactions at metal/liquid and semiconductor/liquid interfaces using Fermi Golden Rule. The coupling between the semiconductor and the redox molecules was not calculated for an actual system. 10 Dogonadze and Kuznetsov 11 studied both nonadiabatic and adiabatic electron transfer reactions at semiconductor/ liquid interfaces by analogy with the metal/liquid interfacial electron transfer reactions. The reorganization energy of the redox molecules at semiconductor/liquid interfaces was investigated by one of us 12 and was shown to be different from the reorganization energy for the same molecules in a homogeneous situation. Smith and Nozik 13,14 studied the semiconductor/liquid interfacial adiabatic electron transfer reactions by extending Schmickler's treatment 15 for metal/ liquid electron transfer reactions, choosing an Anderson-type Hamiltonian, and by molecular dynamic calculations. 16 In the present paper, the electron transfer reactions at semiconductor/liquid interfaces are treated nonadiabatically. Extended-Hückel calculations are performed to estimate the electronic coupling between the donor/acceptor level of the redox agent and the solid electronic states of the semiconductor. The electronic structure of the solid is treated by tight-binding calculations using existing solid state parameters in literature, parameters that had been chosen to fit the band structure. Each semiconductor electrode is treated both as a slab and as a semi-infinite crystal for comparison. For a slab, the direct diagonalization of the Hamiltonian matrix is performed as usual to obtain the eigenvalues as well as the eigenstates, 17 while for a semi-infinite crystal, a transform method introduced earlier by one of us for this purpose 18 , PV 2ϩ/ϩ interfaces, as one way for accounting for the nonideal behavior observed for this system. The maximum rate mentioned earlier, which is the principal focus of our attention, is calculated under conditions where surface states are unimportant.
The paper is organized as follows: The theoretical basis for the electron transfer rate constant calculation and solid state calculation is described in Sec. II. The application of the theoretical methods to the actual systems are given in Secs. III and IV, and the results are discussed there.
II. THEORETICAL MODELS

A. General comment
The net current density J due to the electron transfer reaction at a semiconductor S/liquid interface,
can be written as
where J f is the current density due to the electron transfer from the semiconductor to the molecule and J r is the current density corresponding to the reverse process. J f and J r depend on the concentrations of A and A Ϫ , respectively, at the interface,
J r ϭek r ͓A Ϫ ͔, ͑6͒ where k f and k r are the first-order rate constants. In the following only the forward reaction is considered, unless otherwise stated. When it is assumed that the electron transfer from the electrode to the acceptors is proportional to the concentration of the electrons n s at the electrode surface, in the case of an n-type semiconductor, the forward electron transfer rate constant is expressed as
Here, k et , a rate constant for a reaction that is second-order with respect to the concentrations, is the quantity obtained in Lewis' experiments. The rate of a nonadiabatic electron tunneling from one electronic state to another is frequently described by the Landau-Zener formula. Under the weak-coupling assumption, the Golden Rule expression for the nonadiabatic electron transfer rate constant, which includes both the electron tunneling and the ''nuclear reorganization,'' contains implicitly the Landau-Zener expression,
where FC is the Franck-Condon factor, V is the electronic coupling matrix element, and ប is Planck's constant. A common classical expression for the Franck-Condon factor is 19 FCϭ 1
͑9͒
where is the reorganization energy, and ⌬G is a free energy of reaction under the prevailing conditions of temperature, electrode-solution potential difference and environment. We return later to this quantity for the present systems. The electron transfer at the semiconductor/liquid interfaces involves the continuum of electronic states in the semiconductor, whose theory, strictly speaking, requires solving a many-electronic state problem. Quantum mechanical studies of many-state crossing problems show that the LandauZener formula is applicable to a large variety of such problems, when the splitting of the states caused by crossing is small. 20 The major charge carriers in a semiconductor have very low concentrations and can be treated individually in interfacial reactions. 9 In accordance with a weak-coupling approximation 20 transitions can be treated as occurring between pairs of states, and a ''two-level'' approximation can then be considered, in which the electron transfer current between the electrode and an acceptor state is treated as the sum of the currents from each electronic state of the electrode to the acceptor state. Considering first the acceptor as being at position r in the solution, the rate constant is
Here, k f t (r) is the rate constant for the total current from the semiconductor to the molecule, expressed as a sum of the currents from all the electronic states of the semiconductor, k denotes the electronic state of the semiconductor with the wave vector k, and k f s (k,r) varies with the position r of the acceptor relative to the electrode. It can be further written as 10, 11, 21 
where the coupling matrix element V is defined later and f (⑀) is the probability that a state in the semiconductor with energy ⑀ is occupied, while ⌬G in Eq. ͑9͒ is related to ⑀ by
Here, ⌬G 0 is defined as the standard free energy of the reaction when the donor state in the electrode is at the conduction band edge at the semiconductor surface. ⌬G 0 can be obtained from electrochemical measurements. After denoting by V (⑀,r) the averaged coupling of all the states with energy ⑀, Eq. ͑11͒ can be written as
where (⑀) is the density of states, i.e.,
The current density at the electrode is obtained by summing over the current from the electrode to all the acceptors A in the solution and dividing the sum by the area of the electrode surface ,
where A(r) is the concentration of A at r. When the reaction is not diffusion-controlled, and when the change of electrical potential inside the liquid can be neglected, A(r) can be taken as constant. A first-order electron transfer rate constant, which is independent of the concentration of acceptors in the solution but dependent on the concentration of electrons in the semiconductor, can be defined,
When k f (r) depends exponentially on distance with a decay constant ␤ s , the k f becomes
where k f t ͑contact͒ is the value of k f t (r) at the van der Waals' contact distance, averaged over orientations as discussed later in Sec. III A.
B. Tight-binding model
For obtaining the electronic states of the semiconductors, we consider the tight-binding method, which has been used extensively in treating the electronic properties of solids and their surfaces and has been useful and efficient in approximately solving solid state physics problems. [23] [24] [25] [26] [27] As noted earlier, 18, 21, 28 because it involves a linear combination of atomic orbitals, the tight binding method for the electronic structure calculations for the solid is readily combined with the extended-Hückel treatment to estimate the electronic coupling at the interface. In this approach the one-electron wave function of an infinite solid is expressed as a linear combination of Bloch functions,
where c n (k)'s are coefficients, n (rÀR i )'s are atomic orbitals centered at the position R i , and the n's denote different bands of orbitals. Substitution of the wave function into the Schrödinger equation, H⌿ k (r)ϭE k ⌿ k (r), produces the well known set of linear algebraic equations, with the standard result for non-trivial solutions that 23 
͉HϪES͉ϭ0, ͑18͒
where H and S are matrices of the Hamiltonian and overlap with elements H nm and S nm . The elements of the matrices are readily obtained by the consideration of the symmetry of the solid and by choosing appropriate interaction and overlap parameters for the neighboring atoms, H nm and S nm . We have
In practice the parameters are adjusted in the band structure calculation so as to fit experimental data on the band structure. 24 If an orthonormal basis is chosen, the S matrix becomes the unit matrix and Eq. ͑18͒ becomes 29 
͉HϪEI͉ϭ0, ͑21͒
where I is the unit matrix. The solution of the electronic structure is provided by the direct diagonalization of the Hamiltonian matrix. An infinite solid can also be viewed as being formed by an infinite number of layers of atoms. Each of the layers has the full two-dimensional translational symmetry. In this scheme, the wave function is expressed as
where k ʈ and r ʈ are the wave vector and the space vector in the two-dimensional layer. Here, nm (R ʈ,i ) is the mth type atomic orbital at the position R ʈ,i in the nth layer. This wave function is easily generalized to the case where the solid is not infinite, e.g., has one ͑semi-infinite͒ or two ͑slab͒ surfaces. For a semi-infinite crystal, n, the number of the layer counted from the surface, varies from 1 to ϱ. For a slab, n varies from 1 to some finite number.
In the slab method, the model of the solid is constructed using a finite number of infinite planes parallel to the surface. Each plane is composed of lattice atoms and the electronic motion in it can be described by Bloch plane waves. The one-electron wave functions of a slab consisting of N atomic layers are expanded in M ϫN LCAO-type Bloch functions, where M is the number of different atomic orbitals per layer for each value of k ʈ . The overlap and Hamiltonian matrix elements are expressed in terms of the overlap and interaction integrals between the atomic orbitals. Again, an orthonormal atomic basis can be chosen and the eigenvalues and eigenvectors can be obtained by direct diagonalization of the Hamiltonian matrix.
For a semi-infinite semiconductor, the z-transform method, which was introduced earlier for the tight-binding study of a semi-infinite solid, is applied to the present study. The detailed derivation is given in Ref. 18 . In the following we consider a semi-infinite solid having M coupled bands, which arises either when an atom has several different orbitals or when each layer of the solid is a superlayer, i.e., consisting more than one layer, or both. Substitution of the wave function Eq. ͑22͒ into the Schrödinger equation yields an infinite set of difference equations. In matrix notation, the difference equations can be written as
where c n is a column vector whose elements c mn describe the coefficients of the bands in the nth layer, and where
Introducing the z-transform for the coefficients, defined by
its inversion formula is
Applying them to the set of difference equations Eq. ͑23͒, and writing the result in the matrix form, we obtain
with the boundary condition relating c 2 to c 1 given by Eq.
͑24͒.
The vector F, whose elements are F m , can then be obtained from Eqs. ͑24͒ and ͑28͒,
As can be seen from Eq. ͑29͒, the poles of the integrand in Eq. ͑27͒ are found by locating the zeros of the polynomial
and are used in the inversion formula to yield the coefficients c mn 's in terms of c m1 's. The boundary condition at the surface is included in the expression for F, and in Eq. ͑29͒ the requirement that the wave functions do not become infinite as n→ϱ is satisfied by choosing c m1 's which make the terms with ͉z͉Ͼ1 in Eq. ͑24͒ for c mn 's vanish. A numerically simpler way of solving the preceding problem is proposed and used here and is illustrated as follows. Since
in Eq. ͑30͒, z and z* Ϫ1 are both the zeros of the polynomial in that equation. As a result, the number of zeros inside the unit circle must equal the number of zeros outside the unit circle. By denoting the roots of z by z l , lϭ1 to 2M , the integral in Eq. ͑27͒ can be evaluated using Cauchy's residue theorem,
where
In order to satisfy the outgoing boundary condition at n →ϱ, the zeros outside the unit circle are discarded by setting the corresponding c l , the column vector whose elements are c ជ lm , equal to zero. Substitution of Eq. ͑32͒ into Eq. ͑23͒ yields
͑34͒
The above equation holds for all nу1, which can be satisfied by setting
for all z l 's. Thereby, c l is the solution of the linear system,
with boundary condition given by Eq. ͑24͒. When it can be assumed that
the boundary condition can be rewritten as
Upon obtaining the roots z and the corresponding coefficient vectors c l , the coefficients in the wave function are readily obtained using Eq. ͑32͒. Since the system is semiinfinite, although these c mn 's constitute both propagating and decaying components, the decaying wave functions go to zero as n goes to infinity and so they do not contribute to the normalization, the normalization of the wave functions only needs to be performed on the propagating ones. The wave functions are normalized to give correct number of orbitals per unit cell. For example, for a semi-infinite silicon semiconductor, there are eight c n 's satisfying the boundary condition. For a bulk state, each c n is the linear combination of eight wave functions, at least two of which are propagating ones, and each of these wavefunctions is a linear combination of the eight atomic orbitals of the unit cell. The normalization of the c n 's, after taking into account the spin of the electrons, is performed in such a way that ͚ m c mn c mn * ϭ2, where the sum is over the propagating components of c n . The eight orthogonal wave functions satisfying the boundary conditions then give 16 orbitals per unit cell. Given the condition in Eq. ͑37͒ the final equations used in this method become equivalent to those used by Gosavi and Marcus 30 in their treatment of electron transfer at metal electrodes, although their appearance differs.
Although the above formulation of the z-transform method was derived by considering the first nearest neighbor interactions between the solid atoms, the z-transform method can be applied to the tight-binding model with interactions involving as many atoms as desired. When the interactions include more than the nearest neighbors, one can simply increase the thickness of the superlayer so that only the nearest neighboring superlayers interact with each other.
When the one-electron wave functions are expressed in an orthonormal atomic basis set, the coupling V(k,r) between a solid electronic state ͉⌿ k ͘ and the acceptor state
͉⌽͘,
V͑k,r͒ϭ͗⌿ k ͉H͑r͉͒⌽͘, ͑40͒
can be expressed in terms of the couplings between the atomic states,
where the i j is the jth orbital of the ith atom in the molecular acceptor state, and C i j is the coefficient of the this orbital in forming the acceptor state, nam is the mth type of atomic orbital which belongs to the ath semiconductor atom in the nth layer. r ʈ,a in Eq. ͑41͒ is the position of the atom a in a semiconductor layer. We may illustrate the notation by considering a semi-infinite silicon semiconductor. Each superlayer of silicon consists of two layers of silicon atoms, and each silicon atom contains 4 relevant orbitals͑e.g., 3s, 
III. APPLICATIONS
A. SiliconÕviologen system
Band structure calculations of silicon
The LCAO ͑''tight-binding''͒ method has provided a good description for the semiconductor valence band and conduction band edge for silicon even when only the nearestneighbor interactions are considered and an orthogonal basis is used. 31 In this calculation, the nearest-neighbor interaction parameters are taken from a table of solid state parameters in Ref. 25 . The density of states is obtained by randomly choosing a certain number of wave vectors in the calculation which show a statistical number of the energy eigenvalues. The computed density of states for a bulk silicon is normalized to give 16 orbitals per unit cell ͑including the spin of the electrons͒ and is shown as a function of the orbital energy in Fig. 3 .
The surface studied experimentally for silicon was, as noted earlier, the ͑100͒ surface. In the slab method, the silicon ͑100͒ surface bands were calculated using models of infinite silicon slabs with ideal ͑100͒ surfaces, i.e., a finite number of layers, each consisting of an infinite number of ͑100͒ silicon atoms as a two-dimensional array, are placed as in a perfect silicon crystal ͑Fig. 2͒. The one-electron wave functions are written as linear combinations of Bloch functions as in Eq. ͑22͒, where the sums are over the layers and the 3S,3P x ,3P y ,3P z orbitals, respectively. The ͑100͒ surface is treated as ideal and the matrix elements between a Bloch function of the surface plane and one plane inside the slab is treated as the same as the corresponding elements between two Bloch functions well inside the slab. The wave functions are determined by solving the eigenvalue problem represented by Eq. ͑18͒.
The Hamiltonian matrix elements were computed as functions of a two-dimensional wave vector (k y ,k z ) by choosing the same parameters as in the bulk calculation. The energy eigenvalues and the eigenstates were obtained by diagonalizing the Hamiltonian matrix, and the density of states as a function of energy is calculated using a statistical number of the eigenvalues. The density of states was normalized to give the proper number of orbitals per unit cell ͑which contains N silicon atoms for the unit cell in an N layer slab͒. Except for the intrinsic surface states, which lie in the band gap, the density of states calculated for a slab of a Si semiconductor ͑Fig. 4͒ is similar to the one obtained for the bulk silicon.
Since each primary unit cell of a bulk silicon crystal has two silicon atoms, one should include at least two layers of ͑100͒ plane in a superlayer in the application of the z-transform to a semi-infinite system. The B and A matrices, obtained by using the same solid state parameters as in the bulk and slab calculations, are all 8ϫ8 matrices. The bulk and surface states of the semi-infinite semiconductor can both be obtained using the z-transform. A bulk state contains at least two propagating components and a surface state has only decaying wave functions.
In the experiments, 4 the electrode surfaces were occupied by hydrogen atoms to saturate the dangling bonds of surface silicon atoms, removing thereby the surface states resulted from the dangling bonds of the surface silicon atoms. According to previous calculations in the literature on a hydrogen-terminated Si ͑111͒ surface 32 all surface states were removed and the silicon-hydrogen interaction forms two bands deep inside the silicon bulk bands. Although the band structure of the hydrogen-terminated Si ͑100͒ slab is different, it seems reasonable to suppose that there will be no intrinsic surface states left for a perfect hydrogen-terminated Si ͑100͒ surface. 
The electronic structure of the redox molecule
For the calculation of the rate constant of the electron transfer reaction at the silicon/viologen 2ϩ/ϩ interfaces, N,NЈ-dimethyl-4,4Ј-bipyridylium 2ϩ was chosen as the electron acceptor. Using the structural data of this cation in a crystal, 33 the most stable structure of the ion was obtained by the EHMACC ͑extended-Hückel molecular and crystal calculations program͒. 34 The two pyridyl planes formed thereby a 50 0 angle. However, since the calculation was performed without the consideration of the interactions between the acceptor and the solvent molecules, some differences may occur for the structure of this ion in solution. The LUMO of the ion, i.e., the acceptor state was obtained as a linear combination of the atomic orbitals,
where the sum is over the atoms i and the valence orbitals j of each atom with C i j 's obtained from the extended-Hückel calculation.
Calculation of the electron transfer rate constant
To be consistent with the experiments where the only rate-limiting step is the electron transfer process the acceptors are considered homogeneously distributed in the solution. The orientations are taken as random, using 125 different orientations, each translated so as to have the closest pair of atoms, of the molecule and of the semiconductor surface, in van der Waals' contact, i.e., they have a separation distance equal to the sum of the atomic van der Waals' radii. The square of the electronic coupling is averaged over these orientations. In the calculations, the semiconductor is assumed to be uniform and is represented by the surface x ϭ0, and the 125 orientations of the molecule are created by the rotations of the molecule in the three-dimensional space each with a set of randomly chosen Eulerian angles. The geometric center of the molecule with each selected orientation has 16 randomly chosen (y, z) coordinate relative to the closest Si surface atom. Because of the symmetry of the Si semiconductor surface, y and z vary between 0 and half a lattice constant. Under the assumption that the coupling decays exponentially with distance with a decay exponent ␤ s , the range of contributing distances is 1/␤ s , and we note that ␤ s Ϸ1 Å Ϫ1 . 19 The averaged quantity of coupling matrix element, denoted by ͉͗V(k)͉ 2 ͘ at the van der Waals' contact mentioned earlier was obtained by an extended-Hückel 34 calculation. For the hydrogen-terminated silicon surface,
͉͗V(k)͉
2 ͘ is calculated assuming a direct van der Waals' contact between the hydrogen atom on the Si surface and the closest atom of the redox species 35 for each given orientation. A certain number of states at each energy ⑀ is randomly chosen to give the average of the square of the coupling, ͉͗V (⑀)͉ 2 ͘, which is then multiplied by the density of states to yield the total coupling at that energy. Combining Eqs. ͑9͒, ͑13͒, and ͑16͒ an expression is obtained for the first-order electron transfer reaction rate constant,
where (⑀) and ͉͗V (⑀)͉ 2 ͘ are normalized to the unit cell.
Because of the low occupancy of the semiconductor conduction band, and reflecting the Boltzmann factor the electron transfer can be regarded as occurring only near the edge of the conduction band, i.e., nearly at ⑀ϭ0. In Eq. ͑43͒ and hereinafter for convenience of discussion the energy ⑀ of the electrons in the semiconductor will be referred to the conduction band edge at the semiconductor surface as zero. For a semiconductor/electrolyte interface as in the electron transfer reaction studies in Refs. 1-6, the change of electrostatic potential across a semiconductor/liquid interface exists mainly within the semiconductor, because of the low concentration of the charge carriers in the semiconductor. In this case, the change of applied potential changes only the concentration of carriers at the interface and does not change the free energy ⌬G 0 of the electron transfer reaction. As shown in the Appendix, the maximum second-order electron transfer rate constant can then be expressed as
where ͉͗V ͉ 2 ͘ is defined in the Appendix ͓cf. Eq. ͑A6͔͒. The maximum rate constant computed using the above equation is shown in Table I .
B. Indium phosphideÕferrocene interfaces
Band structure of indium phosphide
The bulk band structure of the InP semiconductor was calculated using the Hamiltonian and the interaction parameters given by Chadi et al. 24, 36, 37 The density of states computed for the bulk and a slab of the InP semiconductor are shown in Figs. 5 and 6, respectively. The electronic structure of Me 2 Fc ϩ was obtained from the extended-Hückel calculation 34 using the molecular structure given in Ref. 38 . The electronic structure calculations were again performed for a slab and for a semi-infinite crystal model of the InP semiconductor with a ͑100͒ surface. The maximum secondorder electron transfer rate constant ͑per unit area͒ was computed and the results are given in Table I . 
Contribution of surface states
Using considerations similar to those used in the treatment of bulk states we shall also assume that the electron transfer between a surface state and the bulk state is much faster than the electron transfer between the surface state and the molecular acceptor. In the preceding treatment we neglected the interactions which might lead to such a coupling, e.g., radiationless transitions. The resulting expression for the current density corresponding to the electron transfer from the surface states of the semiconductor to the acceptor is
where ss is the density of surface states, and
is the driving force for the electron transfer from a surface state with energy ⑀ to the acceptor. If, for simplicity, it is further assumed that the surface states are distributed homogeneously in an energy range from Ϫ⌬E to 0, i.e., in an interval ⌬E below the conduction band edge, then
where N ss is the total number of surface states. The occupancy of these states obeys the Fermi-Dirac distribution,
where ⑀ f is the Fermi level, and depends linearly on the applied potential E app ,
Here, ⑀ f 0 is the value of ⑀ f when E app ϭ0, V bi 0 is the built-in voltage, the potential drop within the semiconductor, when E app ϭ0, and ⑀ f b is the energy difference between the Fermi level and the conduction band edge inside the semiconductor ͑Fig. 1͒. When any dependence of the coupling between the surface states and the acceptor state on the energy ⑀ is neglected, an expression for the surface states contribution to the current density from the semiconductor to the acceptor state J f ss is
where ⌬G is given by Eq. ͑46͒. Similarly, the current density due to the electron transfer from the donor to the surface states can be expressed as
The sum J f ss ϩJ b ss is next used to interpret the currentapplied potential behavior obtained in the experiments. The N ss ͉V ss ͉ 2 is treated as a single parameter which can be adjusted to fit the experimental data, in the absence of any other complicating factors.
Current vs applied potential behavior
As we have noted earlier, the total current can be written as the sum of two components,
In the present treatment J ss is computed using Eqs. ͑50͒ and ͑51͒ and J bk , the current from the bulk states, is calculated using the tight-binding method. When the current via the surface states dominates, namely, when the surface states are much more occupied than the conduction band or when the density of surface states is high, one has approximately for the forward and reverse current density,
at equilibrium. In the case of the InP/Me 2 Fc ϩ/0 interface, using Eqs. ͑48͒, ͑49͒, ͑50͒, ͑51͒, and ͑53͒ to fit the built-in voltage V bi 0 of the semiconductor at zero applied potential, which leads to a equality between the integrals in Eqs. ͑50͒ and ͑51͒, a value for ⌬E is obtained as 0.4 eV. This value of ⌬E agrees with results from surface state studies of the ͑100͒ surface of lightly doped n-InP semiconductors in vacuum both experimentally 39 and theoretically, 40 where the surface states were shown to be located at ͑1/3͒ E g below the conduction band minimum. 41 Here, E g is the band gap of the semiconductor and is around 1.35 eV.
Similarly, the electrochemical studies at p-InP/ electrolyte interfaces 42 also lead to surface states distributed mostly near the conduction band edge. Other parameters used in this calculation are as follows: the reorganization energy is 0.8 eV, as suggested in Ref. 1, ⌬G 0 is 0.79 eV; 1 the parameter N ss ͉V ss ͉ 2 is chosen as 10 Ϫ8 ͑eV͒ 2 to fit the net current density obtained in the experiments 1 using Eqs. ͑50͒ and ͑51͒. The current density is then obtained as a function of the applied potential for different ͓A͔/͓A Ϫ ͔ ratios and is compared with the experimental data. The curvature of the plot is determined by the relative position of the energy of the surface states and the Fermi level, and so depends on E app and ⌬G 0 , as shown in Fig. 1 . When the Fermi energy is much lower than the energies of the surface states, the occupancy of these states can be treated as obeying a Boltzmann distribution, and the ln͓J͔ vs E app curve is a straight line. 43 When the energy difference between the lowest surface states and the Fermi level is less than k B T, the Fermi-Dirac distribution must be employed. The ln͓J͔ vs E app plot then deviates from a straight line, as shown in Fig. 7 . In order to fit the experimental results different densities of states are used for different InP/liquid interfaces. This assumption is not necessarily correct, since the deviation of the horizontal distance between the neighboring curves in Fig. 7 from the value of 0.059 V may also result from experimental uncertainties. 44 In order to fit the experimental current vs applied potential data obtained at the InP/PV 2ϩ/ϩ interface by the diode equation,
the A in Eq. ͑54͒ should be greater than 1.8, which indicates that the current vs applied potential behavior at this interface is far from ideal (Aϭ1͒. A better fit is obtained by including surface states in the calculation, using the following parameters: ⌬Eϭ0.4 eV, ⌬G 0 ϭϪ0.34 eV, 1 ϭ0.5 eV, 1 and N ss ͉V ss ͉ 2 ϭ2ϫ10 Ϫ8 ͑eV͒ 2 . Here, ⌬E is taken the same as in the InP/Me 2 Fc ϩ/0 case and N ss ͉V ss ͉ 2 is chosen to fit the measured net current density. The calculated result is shown in Fig. 8 together with the experimental results.
IV. DISCUSSION
The nonadiabatic description and the two-level approximation applied in our theoretical studies of electron transfer reactions at semiconductor/liquid interfaces provide a consistent value for the reaction rate constant when compared with the experimental results. Semiconductors differ from metals because of their band gap, which, as pointed out by Dogonadze, 11 makes the electron transfer reactions more likely to be nonadiabatic. This effect is associated with the low occupancy of the semiconductor conduction band, which allows the electron transfer to occur mainly nearly the edge of the conduction band. For a metal/liquid interface, the electron transfer reaction happens largely at the Fermi energy, and the coupling strength between the metal electrode and the molecular acceptor can be characterized by 15, 22 where ⌬(⑀) is evaluated at the Fermi energy. ⌬(⑀ f )/ប max has been then taken 15, 45 as the criterion for distinguishing nonadiabatic from adiabatic reactions for a metal/liquid interface, 15 where max is the ''fastest phonon mode'' contributing to the electron transfer reaction. For an max /2 of the order of 10 13 s Ϫ1 this ប max is about 0.03 eV. At a semiconductor/liquid interface, the electron transfer reaction occurs mainly near the edge of the conduction band. The interaction strength between the continuum states of a semiconductor and the acceptor state is better characterized by
where the limit ''⑀'' denotes a narrow interval of an amount k B T at the semiconductor conduction band edge. Because of the low occupancy of the electronic states in the semiconductor conduction band, the electron transfer happens only at a small energy range near the conduction band edge, and then the important integration regime only covers a narrow interval of the order of k B T. As pointed out by Harrison, 25 band energy is proportional to the square of kϪk 0 near the conduction band edge, where k 0 is the value of k at the conduction band edge ͑conduction band minimum͒. The value of k 0 depends on the nature of the interaction of different bands. For InP k 0 is zero, 46 while for Si it is quite large. 46 For Si and InP, the density of states is very low near the conduction band edge, 25, 46 the total coupling between these semiconductors and the molecular acceptor is typically weak. The ⌬ I is the counterpart of the usual matrix element that appears in the two-state Landau-Zener formula. The present approximate calculations lead to a value of ⌬ I of the order of 10 Ϫ5 eV. In that case, with ប max ϳ0.03 eV, the reactions can be regarded as nonadiabatic.
Since the double layer at the interface of semiconductor/ liquid interfaces is neglected and the redox molecules are also allowed to penetrate to the electrode surface, the present calculations more likely represent an upper bound of the maximum rate constant. Although the approach in this study is intended to be a pragmatic one, the calculated result for the maximum rate constant at the Si/viologen 2ϩ/ϩ interfaces is in a surprisingly reasonable agreement with the experimental data. The agreement for InP/Me 2 Fc ϩ/0 is less satisfactory, the calculated value being approximately an order of magnitude smaller than the experimental one. Nevertheless, considering the approximation of using the extended-Hückel treatment to obtain the coupling, this extent of agreement is, in our opinion, encouraging.
The difference between the calculated results for Si/viologen 2ϩ/ϩ and InP/Me 2 Fc ϩ/0 systems 47 may be due to several effects. One factor is the difference in size of the acceptor state, since the LUMO of a viologen 2ϩ/ϩ ion is calculated in the present work to be delocalized over the whole ring system, and the LUMO of a Me 2 Fc ϩ/0 ion is localized mainly on the Fe 3ϩ ion ͑here and in Ref. 48͒ and so distant from the periphery of the molecule. This effect would yield a larger electronic coupling between the semiconductor and the first redox species, other things being equal. However, there are factors which would make InP more effective than Si, e.g., a smaller effective electron mass, 25, 46 and so tend to counter the above molecular effect. It would be useful therefore to study the two semiconductor systems with the same molecular species, if possible. 9, 16 Although the density of bulk states of the InP conduction band is large, of the order of 10 17 cm Ϫ3 , the decay length of their coupling to the molecule of about 1 Å yields an effective surface density of states of the conduction band of the order of only 10 9 cm Ϫ2 . We note further that in a free-electron model a surface state has a wave function which can be expressed as
The 1/␤ ss is about 8 Å for the InP semiconductor. 49 As a result, a large fraction of surface states can be effective in contributing to the electron tunneling event. In treating the electron transfer at InP/Me 2 Fc ϩ/0 interfaces, the possibility of surface states was subsequently included in Sec. III B, as one interpretation of the nonideal current vs applied potential behavior in the experiments. A coupling strength between the surface states and the acceptor required to account for the discrepancy between the theoretical and experimental results was then estimated. We have not included any such contribution in Table I , the discrepancy in the rate constant of a factor of 10 between experimental and calculated results for the InP system in Table I could also have other sources.
While the inclusion of the surface states helps to explain the current vs applied potential behavior obtained in the experiments, the nonideal behavior being explained by the Fermi-Dirac occupancy of the surface states, the nonideal behavior can also result from many other mechanisms, such as the recombination of charge carriers in the solid bulk. The latter can produce a diode plot with a slope larger than unity. 50, 51 We have noted earlier that the part of the present calculation which includes surface states is based on the assumption that the electron transfer between the bulk states and the surface states is much faster than the interfacial charge transfer, and is also based on a simplified model for the density of surface states. A deeper understanding of the mechanism would require the investigation of other pro-cesses at the semiconductor/liquid interface and inside the semiconductor, as Anz and Lewis 50 have concluded from their recent simulation.
We turn next to a comparison of the electronic structure calculations of semiconductors with surfaces using the direct diagonalization vs using the z-transform. The direct diagonalization uses a slab of the crystal and mathematically is more straightforward, but because the computing time increases rapidly with the size of the slab, it is a less practical way to treat a very ''thick slab''. On the other hand, as noted in the literature, 52 usually a 20-layer slab is enough to produce a correct band structure for the crystal. The slab method is also a convenient method for obtaining the band structure and the density of states, and is practical for our purpose. With the z-transform method, a semi-infinite crystal is treated. Its mathematical formula is more complicated than that of the slab method, in that its solution requires the location of the roots of a high order and in many cases complex polynomial. Although it is time-consuming to obtain the whole band structure, in the application of the z-transform the energy is an input, the computing time can be considerably reduced if only states of some specific energies are required. The two methods provide similar results when they are applied to the calculations of the electron transfer reaction rate constants at semiconductor/liquid interfaces ͑Table I͒.
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APPENDIX A: THE EXPRESSION FOR THE MAXIMUM ELECTRON TRANSFER RATE CONSTANT
As discussed in the text, in the integral in Eq. ͑43͒ f (⑀) is the only term which depends on the applied potential E app ,
͑A1͒
where the quantities in Eq. ͑A1͒ were defined earlier in the text ͓cf. Eq. ͑49͔͒. ⑀ f 0 is a constant for a semiconductor/liquid interface. Equation ͑43͒ can then be written as 
͑A3͒
where n 0 is the number density of conduction band electrons in the semiconductor bulk, and V bi 0 is the potential drop within the semiconductor at zero applied potential, i.e., at E app ϭ0.
Comparison of Eqs. ͑A2͒ and ͑A3͒ then illustrates that k f (E app ) is proportional to the density of surface electrons n s . An expression of a second-order electron transfer rate constant that is independent of the applied potential, and thus of the density of surface electrons of the semiconductor, can be written as 
͑A4͒
The n 0 e ϪV bi 0 /k B T in Eq. ͑A4͒ is readily evaluated, being equal to ͐(⑀) f 0 (⑀)d⑀/v, with ⑀ϭ0 to ⑀ϭϱ as integration limits. 53 The v is the volume of the unit cell, and in the calculations using Eq. ͑A4͒ the wave functions are normalized to a unit cell.
Since we are interested in the maximum rate constant for the electron transfer, where ϩ⌬G 0 is nearly zero, in the exponent term of the free energy one can set ⑀ϭ0, since ⑀Ӷ, and remove it from the integral, one then has
In the experiments, 4 the maximum rate constants were obtained by choosing a series of acceptors in the liquid with different reaction free energy but with similar reorganization energy around 0.7 eV. 4 Here, by setting ⌬G 0 ϩϭ0, and by introducing an averaged coupling matrix element square, 53 ͉͗V ͉ 2 ͘, where
an expression of the second-order electron transfer rate constant is then obtained as in Eq. ͑44͒.
