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Abstract
The proposed method consists of three parts: features extraction, the
use of bag of words and classification. For the first stage, we use the STIP
descriptor for the intensity channel and HOG descriptor for the depth chan-
nel, MFCC and Spectrogram for the audio channel. In the next stage, it was
used the bag of words approach in each type of information separately. We
use the K-means algorithm to generate the dictionary. Finally, a SVM clas-
sifier labels the visual word histograms. For the experiments, we manually
segmented the videos in clips containing a single action, achieving a re-
cognition rate of 94.4 % on Kitchen-UCSP dataset, our own dataset and a
recognition rate of 88 % on HMA videos.
Keywords: STIP, HOG, Spectogram, SVM, Bag of Words.
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Resumen
El me´todo propuesto consta de tres partes: la extraccio´n de caracte-
r´ısticas, el uso de bolsa de palabras y la clasificacio´n. Para la primera etapa
se uso´ los descriptores STIP para el canal de intensidad, HOG para el ca-
nal de profundidad , MFCC y Espectrograma para el canal de audio. En
la siguiente etapa se utilizo´ bolsa de palabras en cada tipo de informacio´n
por separado. Para la generacio´n del diccionario se uso´ K-means y para el
proceso de clasificacio´n se utilizo´ SVM. En la parte de experimentos los
v´ıdeos fueron divididos en clips, llegando a tener una tasa de asertividad
del 94.4 % en la base de v´ıdeos Kitchen-UCSP, que fue elaborada para esta
investigacio´n y una tasa de asertividad del 88 % en la base de v´ıdeos HMA.
Palabras clave:STIP, HOG, Espectograma, SVM, Bolsa de palabras.
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Cap´ıtulo 1
Introduccio´n
El reconocimiento de acciones humanas es un tema importante dentro del a´rea
de visio´n por computador; lograr que una ma´quina pueda interpretar y reconocer por
s´ı sola una accio´n, sin la intervencio´n de un humano, es el motivo de esta y de varias
investigaciones. Sus aplicaciones involucran interacciones entre personas y dispositivos,
tales como interfaces hombre-ma´quina. La mayor´ıa de estas aplicaciones requieren un
reconocimiento automa´tico de las actividades de alto nivel, logrando varios beneficios
en el a´mbito donde se apliquen, por ejemplo:
Sistemas interactivos: Robots sociales que comparten un espacio con la gente,
requieren la capacidad para detectar y rastrear humanos. Este conocimiento es
clave para la integracio´n efectiva de los robots en un ambiente humano; como
lo hace (Stork et al., 2012) donde el reconocimiento de actividades mediante la
informacio´n auditiva logra la descripcio´n de acciones a personas.
Video-Vigilancia: El poder reconocer una accio´n humana dentro de bancos,
aeropuertos, fronteras, o en espacios pu´blicos ayuda con la seguridad de una
ciudad o donde se aplique.
Salud: Sistemas de proteccio´n de personas mayores y/o nin˜os, fisioterapia asistida
por ordenadores, ordenadores que hacen la labor de entrenadores en gimnasios,
ana´lisis sema´ntico de movimientos son algunas de las a´reas donde el reconoci-
miento de acciones ha dado grandes avances.
El ser humano puede analizar e interpretar datos visuales de forma ra´pida y sen-
cilla, asi mismo superar sin ninguna dificultad adversidades impuestas por el ambiente
(e.g. variaciones de taman˜o, posicio´n, oclusio´n, variacio´n en las condiciones de ilumina-
cio´n, diferentes posturas del cuerpo, diferentes a´ngulos de visualizacio´n, variabibilidad




La mayor´ıa de trabajos basan sus propuestas en datos visuales (RGB) para el
reconocimiento de acciones, es importante resaltar que el ana´lisis de v´ıdeos es intr´ınse-
camente multimodal, exigiendo un conocimiento multidisciplinario. Trabajos anteriores
en reconocimiento de acciones han dado e´nfasis al uso de descriptores locales (Laptev,
2005; Alcaˆntara et al., 2014; Wang et al., 2009) demostraron que no existe un des-
criptor de caracter´ısticas que sea optimo para todas las bases de datos. El canal de
intensidad (RGB) es vulnerable a las variaciones de iluminacio´n y fondo, por lo que la
pe´rdida de informacio´n es significativa, reduciendo asi la capacidad de los descripto-
res. La aparicio´n del sensor KinectTM revoluciono´ el campo de visio´n por computador,
brindando mapas de profundidad a bajo costo; como los sensores de profundidad son
relativamente nuevos, la extraccio´n de caracter´ısticas a partir de este tipo de datos
adaptan ligeramente las mismas te´cnicas de extraccio´n usadas en el dominio RGB.
Uno de los problemas que pudo superar el canal de profundidad a comparacio´n del
canal de intensidad es la vulnerabilidad a la variacio´n de luz, otra ventaja que brinda
es la fa´cil segmentacio´n que esta produce, por lo que las oclusiones parciales pueden
ser superadas.
Sin embargo, estas modalidades se limitan al campo de visio´n de la imagen por
lo que no es robusto en todos los rangos de condiciones ambientales como se observa
en la Figura 1.1. Por otra parte, la informacio´n visual no siempre puede proporcionar
evidencia acerca de las acciones, por lo que se opta tomar una percepcio´n auditiva, ya
que muchas actividades humanas producen sonidos muy caracter´ısticos, lo que infiere
de manera efectiva las acciones humanas correspondientes.
Figura 1.1: Problemas de iluminacio´n, taman˜o, posicio´n, fondo de imagen y oclusio´n
son unas de las limitaciones y condiciones ambientales que se presentan.
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CAPI´TULO 1. Introduccio´n
1.2. Planteamiento del Problema
El ser humano posee la habilidad de analizar e interpretar datos visuales de forma
ra´pida y sencilla, al mismo tiempo puede lidiar con una serie de dificultades impuestas
por el ambiente (e.g., oclusio´n, variacio´n en las condiciones de iluminacio´n, diferentes
posturas del cuerpo, diferentes a´ngulos de visualizacio´n). Por otro lado, lo mismo no
se aplica a los algoritmos de computadores, los cuales esta´n condicionados a una serie
de restricciones (e.g., tiempo de procesamiento, complejidad, tasa de reconocimiento).
De este modo, surge el siguiente cuestionamiento: ¿Co´mo desarrollar programas de
computador capaces de realizar esas tareas con eficiencia y eficacia?
Los me´todos de extraccio´n de caracter´ısticas esta´n innovando esta tarea y alcan-
zan un desempen˜o notable. Sin embargo, no todas las caracter´ısticas son u´tiles para
otros conjuntos de datos,lo que hace que el reconocimiento exacto de acciones huma-
nas au´n sea una tarea compleja, debido a obstaculos como el fondo no uniforme de la
escenas y las variaciones intra-clase significativas.
Algunos de esos problemas pueden ser contornados usando datos de profundidad,
ya que ellos proveen mucha informacio´n extra, que genera nuevas perspectivas para
los investigadores que buscan resolver varios problemas tradicionales en visio´n por
computador. Mientras tanto, el audio, otra modalidad muy importante en los videos,
tambie´n puede proveer evidencias u´tiles sobre las escenas de video. Cuando cualquier
informacio´n de audio o visual por si sola no es suficiente, la combinacio´n de las mismas
pueden resolver ambigu¨edades y ayudar a obtener respuestas mas precisas.
Al contrario de la mayor´ıa de los me´todos tradicionales que analizan los datos de
forma separada, se propone la integracio´n de la informacio´n visual y de audio para el
ana´lisis de escenas que contienen acciones humanas. El uso conjunto de informacion
visual y de audio puede ayudar a extraer informacion que mejorara los resultados
de reconocimiento. Por lo tanto, surge la necesidad de realizar una investigacio´n ma´s
profunda sobre las diversas te´cnicas de extraccio´n de caracter´ısticas a partir de datos
multimodales, con la intencio´n de mejorar el poder de discriminacio´n de los algoritmos
existentes de visio´n por computador.
1.3. Objetivos
1.3.1. Objetivo Principal
Proponer un modelo de reconocimiento de acciones humanas con la combinacio´n
de informacio´n multimodal (intensidad, profundidad y audio).
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1.4. Contribucio´n
1.3.2. Objetivos Especificos
Realizar un estudio sobre descriptores RGB-D, en los distintos canales hasta llegar
a uno que se ajuste ma´s al canal de informacio´n indicado.
Realizar una investigacio´n sobre las te´cnicas de aprendizaje de ma´quina para la
etapa de clasificacio´n .
Analizar la propuesta con distintas bases de v´ıdeos y realizar una propia.
1.4. Contribucio´n
Se plantea una nuevo me´todo para el reconocimiento de acciones humanas coti-
dianas, el cual aporta las siguientes contribuciones:
Utiliza informacio´n multimodal para el reconocimiento de acciones, ya que en la
actualidad debido al bajo costo de la tecnolog´ıa es muy comu´n encontrar este
tipo de informacio´n en cualquier dispositivo.
Se detecta varios tipos de acciones, se debe recordar que las acciones cotidianas
var´ıan respecto al ambiente, se logra reconocer las acciones en diferentes ambien-
tes.
Se desarrollo´ una nueva base de v´ıdeos con informacio´n multimodal para la prueba
del me´todo propuesto y para el uso de investigaciones similares.
Se supera el promedio de asertividad en la base de v´ıdeos HMA esto se logra
dividiendo los v´ıdeos en clips.
1.5. Organizacio´n de tesis
Se describe la organizacio´n de la presente tesis para un mejor entendimiento,
la cual esta dividida en 6 cap´ıtulos, siendo este el introductorio donde es citado el
problema de investigacio´n y los objetivos que persigue esta tesis . En el Cap´ıtulo 2
correspondiente al marco teo´rico, se definen conceptos ba´sicos para entender mejor la
descripcio´n de la tesis. El Cap´ıtulo 3 trata sobre el estado del arte donde se menciona
trabajos con el mismo fin de reconocer acciones y el desarrollo de estos. El Cap´ıtulo
4 describe el me´todo propuesto y sus respectivas etapas. El Cap´ıtulo 5 describe, los
experimentos que se realizaron con las distintas bases de v´ıdeos y los resultados de
estas. Finalmente el Cap´ıtulo 6 muestra las conclusiones que se pudieron obtener a
partir de la investigacio´n y los trabajos futuros.
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El reconocimiento de acciones es importante dentro del a´rea de visio´n por compu-
tador. Sus aplicaciones involucran interacciones entre personas y dispositivos tales como
interfaces hombre-ma´quina. La mayor´ıa de estas aplicaciones requieren un reconoci-
miento automa´tico de las actividades de alto nivel.
Se han dado ya varios aportes, los que han logrado dar nuevos avances no solo
en el a´rea de visio´n por ordenador si no tambie´n en a´reas como: procesamiento digital
de sen˜ales y reconocimiento de patrones. Por esto, cada vez las aplicaciones son mas
especificas, como por ejemplo : Sistemas de Proteccio´n de Personas mayores y/o nin˜os,
Fisioterapia Asistida por Ordenador, Ordenadores que hacen la labor de entrenadores
en gimnasios, Ana´lisis Sema´ntico de Movimientos, Robo´tica, etc.
La diversidad y complejidad de los movimientos humanos llevo´ a buscar mejores
soluciones para que no se restrinjan a movimientos espec´ıficos; por lo que se considera
la misma divisio´n de investigaciones que (Herath et al., 2016).
Datos Visuales:
Las primeras investigaciones en el reconocimiento de acciones hacen uso de mode-
los 3D. Un ejemplo es el uso de cilindros conectados para modelar conexiones de
las extremidades para el reconocimiento de peatones(Rohr, 1994). Sin embargo,
la captura de los modelos 3D es muy dif´ıcil y costosa. Es por ello que las investi-
gaciones recientes evitan el modelado en 3D y en su lugar optan por representar
acciones a nivel global o local. Por lo tanto se considera la siguiente divisio´n :
• Representaciones Hol´ısticas: El reconocimiento de accio´n se basa en la ex-
traccio´n de una representacio´n global de la estructura del cuerpo humano,
la forma y los movimientos.
• Representaciones Locales: El reconocimiento de accio´n se basa en la extrac-




En contraste con ima´genes de intensidad, ha habido tecnolog´ıas de visio´n como el
sensor de profundidad que pueden capturar informacio´n de distancia del mundo
real, la cual no se puede obtener de una imagen de intensidad. Donde el valor de
cada p´ıxel indica distancia entre la ca´mara y la escena. Las ima´genes resultantes
se denominan ima´genes de rango o mapas de profundidad. Una de las ventajas de
estos sensores es que en cada pixel tiene informacio´n de profundidad por lo que
la segmentacio´n del objeto es mucho mas sencilla y son mucho menos afectados
por los cambios de iluminacio´n.
Basados en Audio:
Se ha demostrado en varios estudios experimentales que la integracio´n de la infor-
macio´n de audio y de v´ıdeo lleva a una mejora del rendimiento de reconocimiento
de acciones. La informacio´n en un canal no siempre puede proporcionar evidencia
acerca de las acciones, por lo que se opta tomar una percepcio´n auditiva, ya que
muchas actividades humanas producen sonidos muy caracter´ısticos lo que infiere
de manera efectiva las acciones humanas correspondientes. Las te´cnicas actua-
les basadas en informacio´n de audio superan condiciones como el desorden, las
variaciones en las condiciones de iluminacio´n y oclusiones totales y parciales.
2.1. Datos Visuales
La diversidad y complejidad de los movimientos humanos llevo´ a buscar mejores
soluciones, para que no se restrinjan a movimientos espec´ıficos con el fin de superar
estos problemas, un art´ıculo reciente (Brun et al., 2014) propone Hack, un me´todo
para el reconocimiento de acciones Humanas, la idea principal de este es representar
cada accio´n a trave´s de una secuencia de caracteres visuales, es decir una cadena,
correspondiente a las acciones elementales, construidas de acuerdo con un diccionario
adquirido durante la etapa de aprendizaje, La similitud entre las acciones se evalu´a
con un ra´pido kernel de alineacio´n global, lo que permite hacer frente a las acciones de
diferente longitud.
Yilmaz y Shah identifican acciones a trave´s de las propiedades diferenciales del
espacio tiempo y volumen (STV del ingle´s SpaceTime Volume) (Yilmaz y Shah, 2005).
Un STV se construye apilando los contornos de objetos a lo largo del eje del tiempo. Los
cambios de direccio´n, la velocidad y la forma de un STV intr´ınsecamente caracterizan la
accio´n subyacente. Una accio´n es un conjunto de propiedades extra´ıdas de la superficie
de un STV (por ejemplo, la curvatura de Gauss)
Representaciones hol´ısticas han sobresalido en la investigacio´n de reconocimiento
de acciones debido a que estas son propensas a conservar la estructura espacial y tem-
poral de las acciones. Sin embargo, hoy en d´ıa las representaciones locales han tomado
su lugar, varias razones se atribuyen a este cambio. Por ejemplo, (Dolla´r et al., 2005)
afirma que los enfoques hol´ısticos son demasiado r´ıgidos para capturar las variaciones
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posibles de una accio´n (por ejemplo, punto de vista, la apariencia, oclusiones).
2.1.1. Representaciones Locales
Varios enfoques sobre el reconocimiento de acciones se han presentado en el pa-
sado y la mayor parte del trabajo se ha basado en los datos de intensidad, as´ı como
se describe en (Weinland et al., 2011; Poppe, 2010); donde hacen referencia a varias
investigaciones, llegando a la conclusion que la extraccio´n de caracter´ısticas para el
seguimiento de personas es uno de los principales retos. Esto es debido a que el mo-
vimiento de personas en secuencias de v´ıdeo involucra principalmente variaciones de
escala y traslacio´n.
Hay me´todos muy eficientes como (Huang y Leng, 2010; Hu et al., 2007) los cuales
son muy utilizados ya que son robustos ante variaciones de escala, rotacio´n y trasla-
cio´n, donde (Hu et al., 2007) demuestra que el uso de Wavelet momentos invariantes y
Wavelet redes neuronales puede lograr una mayor exactitud de la clasificacio´n de ima´-
genes que el algoritmo basado en momentos invariantes normales y las redes neuronales
BP. En algunos casos la cantidad de caracter´ısticas son de altas dimensiones, lo que
ocasiona el uso de otros algoritmos, Yan et al. (2011) resume los recientes trabajos de
investigacio´n relacionados con la idea de descomponer los patrones de altas dimensio´-
nes en patrones de baja dimensionalidad y enfoques para lograr el o´ptimo global en
relacio´n con la asertividad y la complejidad del tiempo
Puntos de intere´s espacio-temporales como se propone en (Laptev, 2005) donde
se captura el volumen en la variacio´n de intensidad de gris de los pixeles tanto en
el dominio del espacio y del tiempo , esta bidimensionalidad es utilizada en varias
investigaciones dando muy buenos resultados,incluyendo la metodolog´ıa propuesta.
2.1.1.1. Deteccio´n de puntos de intere´s:
Laptev extiende el detector de esquinas Harris (Harris y Stephens, 1988). En
Harris-3D, se obtiene estructuras espaciales robustas. La idea del detector de esquinas
2D Harris es encontrar localizaciones espaciales de una imagen con cambios significati-
vos en dos direcciones ortogonales. El detector Harris-3D identifica puntos con grandes
variaciones espaciales y los movimientos no constantes(Laptev, 2005)
Otro detector de punto de intere´s 2D ampliamente utilizado, es el detector Hes-
sian, se extiende tambie´n a su contraparte en 3D (Willems et al., 2008). A diferencia
del detector de 3D-Harris, donde los gradientes se utilizan para la deteccio´n de puntos
de intere´s, este hace uso de las segundas derivadas.
Un mejor enfoque para el reconocimiento de acciones fue el tomar en cuenta
caracter´ısticas locales espacio-temporales, estas se han investigado ampliamente sobre
Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP 7
2.2. Datos de Profundidad
el canal de intensidad. El enfoque ma´s popular es la de representar una accio´n humana
usando partes del cuerpo articulados como lo hacen en(Sheikh et al., 2005; Yilma y
Shah, 2005) donde (Sheikh et al., 2005) basa su trabajo en una pantalla de punto
de luz como representacio´n de la postura a trave´s de un conjunto de puntos en el
espacio, consideran que las tres fuentes ma´s importantes de la variabilidad en la tarea
de reconocer las acciones provienen de las variaciones de: punto de vista, la tasa de
ejecucio´n, y la antropometr´ıa de los actores.
2.1.1.2. Descriptores Locales:
Se debe tener en cuenta la definicio´n de un paralelep´ıpedo 3D o simplemente un
paralelep´ıpedo, este es un cubo construido a partir de p´ıxeles detectados alrededor de
los puntos de intere´s, as´ı lo considera (Dolla´r et al., 2005; Laptev, 2005). Investiga-
ciones distintas como (Messing et al., 2009) cuestiona la eleccio´n del paralelep´ıpedo e
introducen la nocio´n de trayectorias,se debe considerar que los descriptores locales se
pueden emplear en paralelep´ıpedos y trayectorias.
Descriptor de esquinas y movimientos: (Klaser et al., 2008) sugiere usar el
histograma de orientacion de gradientes como un descriptor de movimiento. Aun-
que inspirado por la robustez de este en el reconocimiento de ima´genes (Dalal y
Triggs, 2005) extendieron el dominio espacio-temporal, por lo tanto, renombraron
el descriptor como HoG3D.
Descriptor de patrones binarios: Patrones binarios locales son descriptores
2D basados en intensidad, que se utilizan con e´xito en una amplia gama de pro-
blemas, incluyendo el reconocimiento de rostros y ana´lisis de la textura como en
(Ojala et al., 2002) donde basa el reconocimiento en patrones binarios locales
a los que denomina ’uniformes’ estos son propiedades fundamentales de la tex-
tura de la imagen local y su histograma de ocurrencia resulta ser una funcio´n
muy potente para la textura. El descriptor de patrones se calcula mediante la
cuantificacio´n de la vecindad de un p´ıxel con respecto a su intensidad.
2.2. Datos de Profundidad
La metodolog´ıa propuesta hace uso de mapas de profundidad, obtenidos de un
sensor RGB-D (Kinect), como lo han hecho investigaciones tales como (Broggi et al.,
2000) el cual detecta peatones usando este canal de informacio´n , como tambie´n lo
hicieron. (Lo´pez et al., 2014) Obtiene siluetas de gran calidad, las cuales pueden ser
obtenidas incluso en total carencia de iluminacio´n ya que este canal de informacio´n da
una gran ventaja respecto a la segmentacio´n.
En (Li et al., 2010), los resultados experimentales demuestran mas del 90 % de
precisio´n de reconocimiento y este se logra mediante el muestreo en puntos 3D a partir
8 Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP
CAPI´TULO 2. Trabajos Relacionados
de mapas de profundidad. En comparacio´n con el reconocimiento basado en siluetas
2D, se reducen a la mitad los errores de reconocimiento. Adema´s, se demuestra el
potencial de la bolsa de puntos para hacer frente a las oclusiones. Otros trabajos de
reconocimiento de acciones basados en profundidad que obtuvieron buenos resultados
son (Junejo et al., 2011; Gilbert et al., 2008) , (Gilbert et al., 2008) se basa en buscar
esquinas espacio-temporales y determinar la disposicio´n espacial relativa de todas las
dema´s esquinas en el marco y (Junejo et al., 2011) aborda el reconocimiento de las
acciones humanas en virtud de los cambios de vista, explora auto-similitud de secuencias
de accio´n en el tiempo y observar la estabilidad notable de este tipo de medidas a
trave´s de puntos de vista, basa´ndose en esta observacio´n clave, desarrolla un descriptor
de accio´n que captura la estructura de las similitudes y diferencias temporales dentro
de una secuencia de accio´n.
La aparicio´n del sensor de profundidad a bajo costo (Kinect) ha acrecentado las
investigaciones en visio´n por ordenador, juegos de azar, reconocimiento de gestos, y la
realidad virtual. (Shotton et al., 2013) propone un me´todo para predecir las posiciones
de las articulaciones del cuerpo en 3D, tambien se propone reconocer un accion me-
diante una imagen simple de Kinect ,(Xia et al., 2012) propuso un modelo basado en el
algoritmo para detectar humanos usando mapas de profundidad generados por Kinect.
(Li et al., 2010) emplea un gra´fico de accio´n para modelar la dina´mica de las acciones
y muestra una bolsa de puntos 3D a partir del mapa de profundidad para caracterizar
un conjunto de posturas.
La escena capturada de una ca´mara de profundidad puede combinarse con posi-
ciones 3D, entonces junto con la posicio´n 3D de una persona se reconoce la actividad
(Jansen et al., 2007) utiliza una restriccio´n de distancia sencilla, utiliza la altura de
la silueta de la persona a reconocer, as´ı puede diferenciar si la persona esta´ de pie,
sentado o acostado. Donde afirman que este reconocimiento es u´til para el cuidado de
un hogar de ancianos. (Chen et al., 2011), con el mismo objetivo de reconocer activi-
dades dome´sticas tales como beber, utiliza la distancia entre las partes del cuerpo y los
objetos a trave´s del tiempo, y los modelos de cada actividad a trave´s de razonamiento
espacio-temporal mediante el intervalo de A´lgebra de Allen.
Dynamic Time Warping (DTW) es otra te´cnica tambien utilizada (Sempena
et al., 2011) lo usa debido a su gran robustez frente a la variacio´n de la velocidad
o el estilo en la realizacio´n de una accio´n, para mejorar la tasa de acierto realiza el
seguimiento de partes del cuerpo mediante el uso de ca´mara de profundidad, creando
su propio vector de caracter´ısticas.
Obteniendo tambie´n muy buenos resultados pero con un nuevo me´todo para el
reconocimiento de la accio´n humana con histogramas de ubicaciones conjuntas 3D
(HOJ3D) esta´ (Xia et al., 2012) que usa coordenadas esfe´ricas modificadas y HMM se
aplican a la tarea de clasificacio´n, la ventaja principal es el rendimiento en tiempo real.
.
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La combinacio´n multimodal RGBD ha dado buenos resultados , pero aun no son
o´ptimos para las investigaciones por lo que en la presente propuesta tomaremos un
canal mas de informacio´n .
2.3. Datos de Audio
Los datos visuales y de profundidad proporcionan informacio´n robusta de la es-
cena y permiten que se pueda reconocer acciones incluso de una sola imagen. Re-
cientemente, datos de la gama 3D o RGB-D tambie´n se han hecho populares para el
reconocimiento de acciones, por lo que plantean reconocer una gran clase de las acti-
vidades humanas. Sin embargo, estas modalidades se limitan al campo de visio´n de la
imagen y no es robusto en todos los rangos de condiciones ambientales.
Por otra parte, la informacio´n no siempre puede proporcionar evidencia acerca de
las acciones de un ser humano, el enfoque que se opta tomar es la percepcio´n auditiva,
ya que muchas actividades humanas producen sonidos muy caracter´ısticos de la que
puede inferir de manera efectiva las acciones humanas correspondientes.
Existen varias investigaciones en el campo de la extraccio´n de caracter´ısticas
basadas en audio, coeficientes ceptrales de mel es una de las herramientas mas utilizadas
ya que es muy robusta, (Hasan et al., 2004) presenta un sistema de seguridad basado
en la identificacio´n del hablante donde utiliza este me´todo junto con la cuantificacio´n
vectorial para minimizar la cantidad de datos a manejar.
A pesar de que MFCC este´ disen˜ado para la tarea de reconocimiento de voz ,
se ha utilizado para describir un gran nu´mero de diferentes clases de sonido como lo
hicieron (Breebaart y McKinney, 2004; Chen et al., 2005; Eronen et al., 2006), donde
(Breebaart y McKinney, 2004) detecta distintos sonidos como el ruido, la mu´sica y el
silencio; (Chen et al., 2005) se enfoca en sonidos caracter´ısticos que ocurren en un ban˜o
donde utiliza Hidden Markov Model(HMM) y MFCC, (Eronen et al., 2006) tambie´n
hace uso de HMM y considera categor´ıas de sonido como las secuencias de pequen˜as
muestras de estas,obteniendo 88 % de asertividad,es por eso que tambie´n se tomara´ en
cuenta en este trabajo.
Trabajos anteriores se basan en la segmentacio´n del flujo de audio para reconocer
las actividades humanas (Harma et al., 2005; Zhang y Kuo, 2001; Breebaart y McKin-
ney, 2004; Peltonen et al., 2002) usualmente lo han logrado a trave´s de la deteccio´n
de silencio, la deteccio´n de cambios en las caracter´ısticas abruptas o incluso anotacio´n
manual. Otros me´todos que no se basan en la segmentacio´n o en hacer uso de proce-
samiento por lotes son (Eronen et al., 2006; Zhu et al., 2007) asumiendo un mı´nimo
de tiempo de duracio´n de las actividades, o clasificar so´lo las cracter´ısticas de audio de
corta duracio´n.
El enfoque presentado por(Wang et al., 2003) consiste en una te´cnica de reco-
nocimiento ra´pido para una gran base de datos de canciones, es capaz de generalizar
10 Programa de Maestr´ıa en Ciencia de la Computacio´n - UCSP
CAPI´TULO 2. Trabajos Relacionados
varias categor´ıas de sonidos y gestionar mu´ltiples errores de clasificacio´n.
En la literatura contamos con investigaciones sobre el reconocimiento de acciones
basadas en audio (Stork et al., 2012) usando HMM llega a reconocer 22 diferentes
acciones con este canal;la informacio´n multimodalidad tiene hasta ahora relativamente
poca atencio´n en a´reas de investigacio´n, investigaciones muy recientes como (Pieropan
et al., 2014a) donde utilizan informacio´n multimodal obtiene una acertividad del 73 %
donde utilizan MFCC para el canal de audio.
Para la clasificacio´n la te´cnica de Bolsa-de-palabras (BOW, del ingles Bag of
Words) se ha aplicado popularmente en enfoques de caracter´ısticas locales espacio-
temporales, en un enfoque tradicional BOW, los descriptores de caracter´ısticas se agru-
pan en palabras visuales, y la accio´n se convierte en un solo histograma de la frecuencia
de ocurrencias de palabras visuales. Este histograma representa el v´ıdeo en una forma
compacta, y es robusto al espacio y el tiempo como lo hacen (Schuldt et al., 2004;
Laptev et al., 2008a; Bilinski y Bremond, 2011).
2.4. Consideraciones Finales
Varias investigaciones en la literatura actual han sido hechas utilizando un u´nico
canal de informacio´n. En los u´ltimos an˜os, nuevo dispositivos han aparecido, siendo
capaces de capturar otras fuentes de infomacio´n como intensidad, profundidad y audio.
Esta propuesta busca utilizar todas esas fuentes de informacio´n para conseguir detectar
acciones en videos.
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Marco Teo´rico
El presente cap´ıtulo cuenta con definiciones y explicaciones breves, agrupadas




Una imagen es una funcio´n bidimensional de intensidad de la luz f(x, y) donde
x e y denotan las coordenadas espaciales, el valor de f en cualquier punto (x, y) es
proporcional al brillo de la imagen en ese punto.Una imagen digital es una imagen
f(x, y) discretizada tanto en coordenadas espaciales como en brillo. Es una matriz de
puntos llamados Pixeles (un pixel representa a la menor unidad homoge´nea en una
imagen ), una imagen a color esta´ formada por tres canales RGB que corresponden al
rojo(RED), verde (GREEN ) y azul (BLUE ) como se observa en la Figura 3.1.
3.1.2. Vı´deo
Un v´ıdeo es una sucesio´n de ima´genes presentadas a cierta frecuencia. La fluidez
de un v´ıdeo se caracteriza por el nu´mero de ima´genes por segundo (frecuencia de
cuadros), expresado en FPS (cuadros por segundo) como se muestra en la Figura 3.2.
3.1.3. Canal de Intensidad
La intensidad es la cantidad de luz emitida por un punto en la escena, por lo
general se estima como el promedio de los tres canales y para mantener los valores
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Figura 3.1: Cada pixel va a contar con tres valores nume´ricos en un rango de 0 a 255
(0 indica la ausencia de un color y 255 la ma´xima representacio´n de ese color en ese
punto.)
Figura 3.2: El ojo humano es capaz de distinguir aproximadamente 20 ima´genes por
segundo. De este modo, cuando se muestran ma´s de 20 ima´genes por segundo, es posible
engan˜ar al ojo y crear la ilusio´n de una imagen en movimiento (SENA, 2009) .
entre 0 a 255 se normaliza. Como se muestra en la Figura 3.3.
3.1.4. Canal de Profundidad
Los sensores de profundidad como el Kinect u otros utilizan las posiciones relativas
de los puntos en el patro´n para calcular el desplazamiento de profundidad en cada
posicio´n de pixel en la imagen. Cabe sen˜alar que los valores de profundidad reales son
la distancia desde el plano de la ca´mara la´ser as´ı como se observa en la Figura 3.5.Los
sensores tambie´n brindan mapas de profundidad, donde se muestra con un tono oscuros
(en esta caso azul) la cercan´ıa a la ca´mara y con un tonos ca´lidos (en este caso rojo)
lo mas lejano a la ca´mara como en la Figura 3.4.
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Figura 3.3: Canal intensidad.
Figura 3.4: Canal Profundidad.
3.2. Descriptores
Los descriptores son representados en vectores donde como su nombre lo indica,
describen las caracter´ısticas de los contenidos dispuestos en ima´genes o en v´ıdeos.
Describen caracter´ısticas elementales tales como la forma, el color, la textura o el
movimiento, entre otros. Estos toman valores en los reales, en los que cada dimensio´n
recibe un significado segu´n el tipo de caracter´ıstica que se este´ midiendo.
3.2.1. Histogramas Orientados de Gradientes
HOG (del ingles Histogram of Oriented Gradients)presentado por (Dalal y Triggs,
2005), es un descriptor de caracter´ısticas de forma utilizados para la deteccio´n de
objetos en visio´n por computador y procesamiento de ima´genes.
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Figura 3.5: Canal Profundidad, imagen generada por Kinect 3D Viewer.
En te´rminos generales, la imagen es dividida en un conjunto de celdas uniformes.
El algoritmo estima la orientacio´n del gradiente de los p´ıxeles que conforman cada celda
como se observa en la Figura 3.6 y reu´ne la informacio´n en un histograma de orienta-
ciones de N clases. Para mayor rendimiento el algoritmo realiza una normalizacio´n de
contraste.
Figura 3.6: En la parte izquierda se observa la imagen de entrada, en la parte derecha se
observa las magnitudes de las ima´genes, que al final terminan siendo una representacio´n
nume´rica.
En el proceso de extraccio´n de caracter´ısticas, se divide la imagen en celdas (una
celda consiste en una regio´n de la imagen que mide 8 pixeles de alto por 8 pixeles
de ancho). Luego, por cada pixel dentro de una celda se acumulan los histogramas
de orientacio´n de los gradientes. Estos histogramas capturan propiedades (bordes) de
forma local dentro de la celda. A su vez, estos histogramas son invariantes a pequen˜as
deformaciones.
El gradiente en cada pixel esta´ discretizado en uno de los nueve contenedores
de orientacio´n, se debe tomar en cuenta que un histograma esta´ compuesto por con-
tenedores. Un contenedor es la representacio´n de la cuantificacion de un espacio. En
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el contenedor se cuenta la cantidad de elementos del espacio que existen en la regio´n
definida por dicho contenedor.
Figura 3.7: En las ima´genes tanto de la izquierda (intensidad) como dere-
cha(profundidad) se muestra las magnitudes por celda
Para las ima´genes en color, se calcula el gradiente por cada canal, un canal por color
eligiendo el canal que posea una mayor cantidad de pixeles con magnitudes elevadas.
Finalmente, cada histograma de las celdas es normalizado con respecto a la energ´ıa
del gradiente en un vecindario alrededor de la celda. La energ´ıa del gradiente se obtiene
multiplicando cada posicio´n del vector de caracter´ısticas por un factor definido, esa
energ´ıa se calcula como:
Nδ, γ(i, j) = (C(i, j)
2 + C(i+ δ, j)2 + C(i, j + γ)2 + C(i+ δ, j + γ)2)
1
2 (3.1)
donde, δ, γ ∈ {−1, 1}.Luego se normaliza el histograma por cada celda dada con respec-
to a la energ´ıa total en cada uno de estos bloques. Esto entrega un vector de longitud
9 x 4 que representa la informacio´n local del gradiente dentro de una celda.
3.2.2. Puntos de Intere´s Espacio-Temporales
Los Puntos de Intere´s Espacio-Temporales (STIP, del ingles Space-Time Interest
Points) es un algoritmo desarrollado por (Laptev et al., 2008a) que utiliza la te´cnica de
los puntos de intere´s a lo largo del espacio y tiempo; Estos puntos de intere´s consisten
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en una evolucio´n de la idea original de Harris para detectar puntos de intere´s en un
dominio espacial.
Dichos puntos de intere´s originales consisten en un detector que busca puntos en la
imagen donde existan cambios significativos en ambas direcciones, tanto en horizontal
como en vertical. Un concepto importante en visio´n por computador es la escala de
observacio´n σ2, el cual viene a expresar la granularidad del detalle con la que se trata
una imagen. Un ejemplo sencillo para su entendimiento es pensar en una arboleda. Si
la escala de observacio´n es de unos pocos cent´ımetros podremos diferenciar las ramas y
las hojas de los a´rboles; mientras que si la escala es de cerca de medio metro, podremos
distinguir los troncos de los a´rboles pero no sus ramas, quedando e´stas en un efecto
difuminado.
Para una escala de observacio´n dada σ2ι , los puntos de intere´s con cambios en la
componente vertical y horizontal pueden ser detectados usando el segundo momento
matricial integrado dentro de una ventana Gaussiana con varianza σ2i . Para ello se
aplicara´ a cada uno de los puntos de la imagen el operador definido en la Ecuacio´n 2.1













donde ’*’ denota el operador de convolucio´n, Lsp(x, y;σ2ι ) es la imagen f
sp(x, y) en su
representacio´n lineal a escala σ2ι
Lsp(x, y;σ2ι ) = g
sp(x, y;σ2ι ) ∗ f sp(x, y)
y Lspx y L
sp




sp(·;σ2ι) ∗ f sp(x, y))
Lspy = δy(g
sp(·;σ2ι) ∗ f sp(x, y)).
Siendo λ1 y λ2 (λ1 ≤ λ2) los valores propios de µsp; dos valores significativamente
altos de λ1 y λ2 indican la presencia de un punto de intere´s. Para detectarlos, Harris y
Stehens propusieron encontrar ma´ximos positivos en la Ecuacio´n 3.3.
Hsp = det(µsp)− ktrace2(µsp) (3.3)
= λ1λ2 − k(λ1 + λ2)2
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Donde exista un punto de intere´s, el ratio de los valores propios α = λ2/λ1 debe de ser
alto. Es decir, para los ma´ximos locales positivos de Hsp, el ratio α tiene que satisfacer
k ≤ α/(1 + α)2. Un valor de k comu´nmente utilizado en la bibliograf´ıa es k = 0.004 lo
que corresponde a la deteccio´n de puntos con α < 23.
Partiendo de esta base, Laptev et al. (2008a) extendio´ la nocio´n de punto de
intere´s an˜adiendo la componente temporal; requiriendo que los puntos tengan grandes
variaciones en la componente espacial y temporal. Los puntos resultantes corresponden
a puntos de intere´s espaciales en distintos momentos del tiempo donde se realiza un
movimiento no constante. Para ello desarrollo´ un operador, definido en la Ecuacio´n
3.4 que responde a eventos en secuencias de ima´genes temporales en una determinada
localizacio´n y con una extension espec´ıfica en el espacio y en el tiempo. Al igual que
en el dominio espacial, se utiliza el segundo momento matricial usando una funcio´n
Gaussiana de ponderacio´n g(·;σ2i ; τ 2i )
µ = g(·;σ2i ; τ 2i ) ∗





donde L es la representacio´n espacio temporal de una secuencia de ima´genes
L(·;σ2ι ; τ 2ι ) = g(·;σ2ι ; τ 2ι ) ∗ f(·)





Lx(·;σ2ι ; τ 2ι ) = δx(g ∗ f)
Ly(·;σ2ι ; τ 2ι ) = δy(g ∗ f)
Lt(·;σ2ι ; τ 2ι ) = δt(g ∗ f).
Para detectar los puntos de intere´s, se buscan regiones en f que tengan valores
significativos en los valores propios λ1, λ2 y λ3 de µ. Para ello se modifico´ la funcio´n
de Harris definida en el dominio espacial(3.3), an˜adiendole el dominio temporal, obte-
niendo la expresio´n de la Ecuacio´n 3.5. Este detector de puntos de intere´s se conoce
como Harris3D por su sustento en el dectector espacial original de Harris.
H = det(µ)− k trace3(µ) (3.5)
= λ1λ2λ3 − k(λ1 + λ2 + λ3)3.
Los puntos de intere´s espacio temporales de f pueden ser encontrados detectando los
ma´ximos locales positivos de H. Definiendo los ratios α = λ2/λ1 y β = λ3/λ1 se puede
reescribir la Ecuacio´n 3.5 como:
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Hsp = λ3l (αβ − k(1 + α + β)3)
y en los maximos locales positivos de H obtenemos k ≤ αβ/(1 + α + β)3, siendo su
ma´ximo valor k = 1/27 cuando α = β = 1. Esto indica que para valores suficientemente
altos de k, los ma´ximos locales positivos de H corresponden a puntos con grandes
variaciones a lo largo de la componente espacial y de la temporal. En particular, si
fijamos el valor de α y β a 23 como en el caso espacial, obtenemos que el valor de k
utilizado en H es k ≈ 0,005
El algoritmo STIP brinda la opcio´n stipshow el cual muestra los puntos de intere´s
constantes a trave´s de los frames como muestra la Figura 3.8.
Figura 3.8: Las circunferencias tienden a crecer cuando es continuamente constante en
los frames
3.2.3. Mel Frequency Cepstral Coefficients
MFCC (del ingles Mel Frequency Cepstral Coefficients)Los MFCC se utilizan
para el reconocimiento de sen˜ales de voz, se trata de una serie de filtros triangulares,
cuyas frecuencias centrales esta´n separadas en base a una escala de Mel, es decir,
que el incremento en frecuencia que percibe el oyente es directamente proporcional al
incremento de valor dentro de esta escala. Despue´s de filtrar con los filtros de Mel, se
obtiene una serie de coeficientes que indican la energ´ıa de cada banda a la salida del
filtro.
La implementacio´n esta´ndar del ca´lculo del MFCC(Niemann, 2013) se muestra
en la Figura 3.9 a continuacio´n se explicara´ cada uno de los pasos:
3.2.3.1. Transformada de Fourier
La primera etapa de tratamiento es el ca´lculo de la representacio´n en el domi-
nio de frecuencia de la sen˜al de entrada. Esto se consigue mediante el ca´lculo de la
transformada de Fourier discreta como se muestra en la Ecuacio´n 3.6
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τ,j) donde j= 0, 1, .....Nd (3.6)
Donde N es el nu´mero de puntos de muestreo dentro de una trama de voz y τ el marco
de tiempo. Para implementaciones, la transformada de Fourier ra´pida, que es una varia-
cio´n de la Transformacio´n Discreta de Fourier optimizado para la velocidad(Niemann,
2013).
3.2.3.2. Filtro de la escala de Mel
El segundo paso de procesamiento es el ca´lculo del espectro de frecuencia de Mel.
Por lo tanto, el espectro es filtrado con Nd distintos filtros de paso de banda as´ı se
procede a calcular el poder de cada banda de frecuencia. Este filtrado imita el o´ıdo
humano porque este sistema utiliza la potencia en una banda de frecuencia de la sen˜al








τ,j donde j= 0, 1, .....Nd (3.7)
Donde d es la amplitud del filtro de paso de banda con el ı´ndice j a la frecuencia
k.
La escala de Mel es una escala no lineal que se adapta a la percepcio´n del tono no lineal
del sistema auditivo humano. El nu´mero, la forma (triangular, rectangular trapezoidal)
y la frecuencia central de los filtros de paso de banda pueden variar (Niemann, 2013).
La Figura 3.10 muestra un banco de filtros t´ıpico con 25 filtros de paso de banda
triangulares.
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Figura 3.10: Muestra un banco de filtros t´ıpico con 25 filtros de paso de banda trian-
gulares
3.2.3.3. Logaritmo
La tercera etapa de procesamiento calcula el logaritmo de la sen˜al, para imitar la
percepcio´n humana de la sonoridad porque los experimentos mostraron que los seres
humanos perciben la sonoridad en una escala logar´ıtmica (Niemann, 2013).
3.2.3.4. Transformada de coseno discreta
La cuarta etapa de procesamiento trata de eliminar las caracter´ısticas dependien-
tes del hablante mediante el ca´lculo de los coeficientes cepstrum. A partir del modelo
de fuente y filtro se sabe, que la sen˜al es la convolucio´n de la sen˜al fuente dependiente
del altavoz y la sen˜al de filtro. Para suprimir la sen˜al de la fuente se calcula el cepstrum.
El cepstrum puede ser interpretado como el espectro de un espectro. Por lo tanto, los
armo´nicos dependientes del hablante de la frecuencia fundamental se transforman en
un coeficiente cepstral en condiciones ideales. La transformacio´n inversa de los coefi-
cientes cepstrales inferiores muestran la respuesta de frecuencia del tracto vocal y la
transformacio´n inversa de la orden superior coeficientes cepstrales muestran el espectro
de frecuencia de la sen˜al fuente. Por lo tanto, los armo´nicos dependientes del hablante
se suprimen mediante la adopcio´n de los coeficientes cepstral de orden inferior para su
posterior procesamiento. El cepstrum de una sen˜al se calcula:
F−1log (Ffn) (3.8)
Donde f es la sen˜al de entrada y F es la transformacio´n de Fourier. El ca´lculo
del logaritmo se puede omitir debido a que el logaritmo de la sen˜al se calcula en la
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etapa de procesamiento anterior. En lugar de la Transformada de Fourier se puede
utilizar la transformada de cosenos discreta porque el valor absoluto del espectro es
respectivamente la continuacio´n perio´dica de la sen˜al(Niemann, 2013).
3.2.3.5. Derivados
Todas las etapas de procesamiento anteriores incluyen informacio´n acerca de la
sen˜al actual. Para representar la naturaleza dina´mica del discurso la primera y segunda
derivadas de orden de los coeficientes cepstrum ampl´ıan el vector de caracter´ısticas.
Un vector t´ıpico de caracter´ıstica MFCC se calcula a partir de una ventana con 512
puntos de muestra y se compone de 13 coeficientes cepstrales, 13 derivados de primer
orden y 13 derivados de segundo orden. Este ejemplo podr´ıa reducir la dimensionalidad
de 512 a 39 dimensiones.
3.2.4. Espectograma
Un espectro puede entenderse como una sucesio´n temporal de nu´meros. Las su-
cesiones de nu´meros reales se pueden escribir como combinaciones lineales de senos y
cosenos (o exponenciales complejas).
Cada una de las tramas que se obtienen del ca´lculo del STFT( Transformada de
Fourier de Tiempo Reducido) se indexan en una matriz; esta representa la variacio´n
en el espectro y la energ´ıa de la sen˜al para cada una de la sucesio´n de tramas a lo
largo del tiempo. A medida que se van obteniendo nuevas tramas, se indexan de for-
ma consecutiva en la primera posicio´n de la matriz, empujando la trama anterior a la
segunda posicio´n, y la segunda a la tercera, y as´ı sucesivamente. De esta manera se
puede representar la variacio´n del espectro de la sen˜al y la energ´ıa en funcio´n del tiempo.
Una forma de representacio´n del espectrograma es: el tiempo en el eje de abscisas,
sucesiones consecutivas de transformadas de Fourier, en el eje de ordenadas la frecuencia
expresada en Hz y representada como la mitad del espectro, ya que la transformada
de Fourier es perio´dica y su espectro se repite a lo largo del tiempo. Y por u´ltimo,
la representacio´n de la energ´ıa expresada en dB como el mo´dulo de la amplitud de la
Transformada de Fourier [20*log10(abs(X(f))] y representada con una paleta de colores,
o con niveles de gris, en el caso concreto en la escala de grises, con valores donde la
energ´ıa es mayor representados con unos niveles ma´s oscuros, y aquellos valores donde
la energ´ıa es ma´s pequen˜a con unos niveles ma´s claros como se observa en la Figura
3.12.
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Figura 3.11: Modelo de espectograma
3.3. Aprendizaje de Ma´quina
El aprendizaje automa´tico o aprendizaje de ma´quinas (del ingle´s, Machine Lear-
ning) es una rama de la inteligencia artificial cuyo objetivo es desarrollar te´cnicas que
permitan a las computadoras aprender.
3.3.1. Clustering
Clustering es el proceso de agrupar datos en clases o clusters de tal forma que
los objetos de un cluster tengan una similaridad alta entre ellos, y baja (sean muy dife-
rentes) con objetos de otros clusters, los cuales se caracterizan por: (Garc´ıa y Go´mez,
2012).
Escalabilidad: normalmente corren con pocos datos.
Clusters de formas arbitrarias: los que son basados en distancias nume´ricas tien-
den a encontrar cluster esfe´ricos.
Capacidad de manejar diferentes tipos de atributos: nume´ricos(lo mas comu´n),
binarios, nominales, ordinales, etc.
Capacidad de an˜adir restricciones.
Manejo de ruido: muchos son sensibles a datos erro´neos.
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Poder funcionar eficientemente con alta dimensionalidad.
Requerimientos mı´nimos para especificar para´metros, como el numero de clusters.
Independiendentes del orden de los datos.
Que los clusters sean interpretables y utilizables
3.3.2. Clasificadores
Se encuentran dentro del aprendizaje de ma´quinas y se encargan de determinar
a que subconjunto corresponde un nuevo objeto, basandose en un conjunto de datos
de entrenamiento, del que se conocen las clases existentes y al cual esta´ asociado cada
uno de sus objetos.
3.3.2.1. Support Vector Machine
Un clasificador SVM (del ingle´s Support Vector Machine) (Cortes y Vapnik, 1995),
divide al espacio de vectores de caracter´ısticas mediante un hiperplano, es decir, du-
rante el proceso de entrenamiento se encarga de determinar para´metros adecuados que
permitan separar los datos en dos subespacios, de tal forma que , al ingresar una con-
sulta se calcula hacia que lado del hiperplano le corresponde ser asignada, quiere decir
que su clase es aquella que esta asociada a esa zona, esto corresponde a un clasificador
binario(admite dos tipos de clases), sin embargo, para extender el algoritmo de SVM
a un problema como el de esta investigacio´n, se emplea ma´s de un modelo SVM, lo
que entrega la posibilidad de realizar mu´ltiples divisiones del espacio y filtrar la zona
correcta para una nueva consulta.
3.4. Bolsa de Palabras
BOW (del ingles Bag of words)es un framework que consta de tres pasos: el
primero es la extraccio´n de caracter´ısticas , el segundo la creacio´n de un diccionario
visual para la formacio´n de un histograma de frecuencias y tercero la clasificacio´n de
estos histogramas mediante un entrenamiento(Sivic y Zisserman, 2003).
BoW ha demostrado tener una gran eficiencia de representacio´n en este contexto.
Este modelo fue inicialmente introducido en el procesamiento del lenguaje natural, en
donde cada documento es representado por un histograma de frecuencias de palabras.
Para que esta te´cnica pueda ser utilizada con ima´genes o videos, las mismas deben
ser consideradas como documentos, i.e. , la imagen es considerada como una coleccio´n
de eventos locales de intere´s, usualmente llamadas conceptos visuales. La informacio´n
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Figura 3.12: Se muestra un ejemplo sencillo de clasificacio´n de datos de entidad: los
datos dados en dos dimensiones, si los puntos rojos y puntos azules representan dife-
rentes categor´ıas, el problema de clasificacio´n efectivamente se reduce a la elaboracio´n
de un l´ımite que separa los dos conjuntos de puntos
respecto a la presencia o no de estos conceptos visuales, sirve como un indicador del
contenido de la imagen.
Los conceptos visuales pueden ser generados de diversas formas, usualmente a
trave´s de la extraccio´n de caracter´ısticas (atributos) alrededor de puntos de intere´s, re-
giones, bordes, entre otros. Luego, esos conjuntos de datos son agrupados por te´cnicas
de agrupamiento (clustering) con el objetivo de identificar los diversos grupos en el es-
pacio de caracter´ısticas, cada grupo es considerado como una palabra visual (codeword).
Un conjunto de palabras visuales producen un diccionario visual (codebook).
Finalmente, es generado un histograma de ocurrencias de palabras visuales para
cada imagen, las mismas sera´n utilizadas para representar la informacio´n de la imagen
y que sera´ utilizada en la etapa de clasificacio´n.
3.4.1. Vocabulario Visual
Para poder formar el vocabulario utilizamos K-Means o K-Medias (algoritmo de
agrupamiento), este algoritmo tiene como objetivo la particio´n de un conjunto X en n
elementos X = {x1, x2, ..., xn} ⊂ en k subconjuntos (k ≤ n) H = {H1, H2, ..., Hk} de
tal manera que se minimice el valor de J en la funcio´n:
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rij ‖ xi −Hj ‖2A (3.9)
donde la variable rij ∈ {0, 1} indica la pertenencia de un elemento a un sub-
conjunto; por lo tanto, rij =1 si el elemento xi pertenece al subconjunto Hj y rij =0
en caso contrario (Bishop, 2006). Para realizar tal particio´n, el algoritmo utiliza una
te´cnica de refinamiento iterativo que consta de dos etapas:
1. Inicializacio´n: Se eligen aleatoriamente k elementos de X que conformara´n las
semillas iniciales de los k subconjuntos o cluster.
2. Optimizacio´n: Esta etapa a su vez puede dividirse en otras dos:
a) La etapa donde se minimiza J respecto a rij dejando fijo los valores de Hj.
Es decir, se actualizan los valores de rij de tal manera que cada muestra xn
se asigne al subconjunto con mayor similitud.
b) La etapa de maximizacio´n donde se minimiza J respecto a Hj dejando fijo
los valores de rij. En otras palabras, se recalculan los valores de Hj una vez
se conocen los elementos que contiene
y se repite hasta que no haya cambios en los subconjuntos.
3.5. Consideraciones Finales
El reconocimiento de acciones con informacio´n multimodal es una nueva ten-
dencia en el reconocimiento de acciones por lo que la explicacio´n de estos conceptos
ba´sicos llegan a ser muy importantes. Los descriptores explicados STIP, HOG, MFCC
y Espectograma fueron utilizados para el me´todo propuesto, as´ı como el clasificador
SVM.
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Cap´ıtulo 4
Propuesta
En el presente capitulo se describe el me´todo propuesto, el cual recibe informacio´n
multimodal (intensidad, profundidad y audio) y se divide en tres partes. Primero se
extrae las caracter´ısticas lo cual se aplica en los tres canales de informacio´n. Luego,
se procede a utilizar la te´cnica de Bolsa de Palabras (bag-of-words) para cada
tipo de fuente de datos, generando as´ı tres diccionarios. A partir de los cuales sera´n
calculados los histogramas de palabras visuales y de audio. Finalmente, estos atributos









Figura 4.1: Modelo de Propuesta.
4.1. Extraccio´n de caracter´ısticas
4.1.0.1. Extraccio´n de caracter´ısticas
Debido a que se utiliza informacio´n multimodal, se realiza la extraccio´n de carac-
ter´ısticas de los distintos canales ( intensidad, profundidad y audio).
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Informacio´n de intensidad La extraccio´n de caracter´ısticas en este canal consta de
dos partes, la deteccio´n de puntos de intere´s y la descripcio´n de los mismos Todos los
cuadros (frames) de un video son tratados juntos, generando una forma tridimensional,
la cual sirve de entrada al algoritmo STIP Laptev (2005). En primer lugar, se realiza
la deteccio´n de puntos de intere´s, al realizar su descripcio´n terminan siendo un vector
nume´rico que describen en forma matema´tica las caracter´ısticas.
Dicho algoritmo detecta puntos de intere´s espacio-temporales, identifica aquellas
regiones con mayor variacio´n de grises utilizando una variacio´n del detector de esquinas
Harris 3D. Una vez detectados los puntos de intere´s se procede a describir los mismos
usando el histograma de orientacio´n de gradientes (HOG) y el histograma de flujo
o´ptico (HOF), en ambos casos los histogramas se definen por 72 dimensiones logrando
asi un una matriz de 144 x n.
Informacio´n de profundidad De igual forma la extraccio´n de caracter´ısticas cons-
ta de dos partes: la deteccio´n de puntos de intere´s y la descripcio´n de los mismos, en
este caso usamos el descriptor HOG presentado en Dalal y Triggs (2005). El presente
descriptor transforma una imagen a componentes ”ba´sicos”que representen a la imagen
original. Consiste en tres etapas:calcular los vectores de los gradientes, calcular los his-
togramas sobre las orientaciones de los gradientes, normalizar los gradientes.
En lugar de reducir toda la imagen de una sola vez, HOG lo hace de forma itera-
tiva en bloques de 16×16 pixeles, es decir 256 pixeles sera´n reducidos a una cantidad
menor de informacio´n. Luego, los histogramas generados en cada celda son normaliza-
dos. El objetivo de esta normalizacio´n local es tornar el descriptor en invariante a las
variaciones de iluminacio´n.De esta manera se obtiene una matriz de 9×n.
Informacio´n de audio En el canal de audio utilizamos dos descriptores, los Coefi-
cientes Ceptrales en las Frecuencias de Mel (MFCC) y el Espectograma.
El MFCC se basa en estudios que aproximan la percepcio´n auditiva humana bajo
la escala de Mel, que consiste en una representacio´n logar´ıtmica de la sen˜al del origen.
Su calculo involucra la transformada de Fourier, el paso del resultado a la escala de
Mel, y utilizar transformada discreta de coseno para finalmente, retornar las amplitu-
des obtenidas que corresponden a los MFCC.
El espectograma consiste en una serie de valores que expresan la relacio´n que
existe entre el espectro de potencia de una sen˜al respecto a una sen˜al de ruido blanco.
Un espectro puede corresponder a un impulso de sen˜al o ruido. Donde los valores de
los coeficientes cuyo valor es alto, significa o refleja ruido o que no existe un tono en
particular presente en dicha banda, un valor bajo en dichos coeficientes indican una
estructura armo´nica de espectro o un tono dentro de esa banda.
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De esta manera al aplicar los dos descriptores se obtiene una matriz de n × 13
que corresponde al MFCC y un se obtiene una matriz de n × 442 el que corresponde
al espectograma , luego e concatena de forma simple.
4.2. Bag of Words
La te´cnica Bag-of-Words (BoW) fue originalmente usada para la extraccio´n de
informacio´n de nivel medio en documentos y palabras a partir de atributos de bajo
nivel. Esta te´cnica consta de la extraccio´n de caracter´ısticas, generacio´n del dicciona´rio
y ca´lculo del histograma de palabras visuales o de audio,los pasos se pueden observan
en Figura 4.2.
Figura 4.2: Pasos de la Bolsa de Palabras .
4.2.1. Generacio´n de diccionario
Para la generacio´n del diccionario se toma una muestra, en este trabajo se opto
por un 10 % del total de videos pertenecientes a una base de datos. El algoritmo de
agrupamiento usado en la propuesta es K-means. Con el cual se generan K grupos,
cada grupo o cluster recibe el nombre de codeword, el mismo que es representado por
el centroide del grupo como se observa en la Figura 4.3. Por lo tanto, cada codeword
representa un grupo de caracter´ısticas similares; en la presente propuesta despue´s de
varias pruebas se opto´ por generar diccionarios de 400 palabras.
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Figura 4.3: Generacio´n de diccionarios .
4.2.2. Generacio´n de histogramas visuales
Despue´s de generar los diccionarios codebook, son creados histogramas como se
observa en la Figura 4.4, los cuales cuentan las ocurrencias de cada codeword en la
imagen o el audio, para generar estos histogramas utilizamos distancia Euclidiana.
Figura 4.4: Generacio´n de histogramas .
4.3. Clasificacio´n
El me´todo usado en la clasificacio´n es el algoritmo SVM Cortes y Vapnik (1995).
Este clasificador fue seleccionado por su alta tasa de acierto,Figura 4.5. SVM consigue
una buena generalizacio´n a partir de un pequen˜o conjunto de datos. SVM tambie´n
tiene la propiedad de hacer posible la clasificacio´n no lineal usando la teoria de kernels
sin necesitar un algoritmo espec´ıfico no lineal. Los kernels son usados para mapear los
datos en un espacio de caracter´ısticas de alta dimensio´n.
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SVM ha sido establecido como un potente algoritmo de aprendizaje con una buena
capacidad de generalizacio´n, lo han demostrado trabajos como (Wallraven et al., 2003)
donde lograr tener mas del 90 % de reconocimiento de rostros gracias a este clasificador.
Figura 4.5: Clasificacio´n .
4.4. Consideraciones Finales
En el presente cap´ıtulo, se ha descrito el modelo propuesto. En el mismo se
propone el uso de informaciones multimodales, tales como intensidad, profundidad y
audio. Sera´ realizado un conjunto de experimentos para determinar el descriptor que
mejor caracterice cada tipo de informac¸a˜o. La te´cnica de bolsa de palabras es usada
en los descriptores de las tres fuentes de informacio´n. Finalmente, los histogramas
generados por el te´cnica BoW sera´n las entradas a un clasificador SVM.
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Cap´ıtulo 5
Pruebas y Resultados
En el presente cap´ıtulo se presentan los experimentos realizados usando la pro-
puesta de esta tesis. As´ı mismo se hace una ana´lisis de los resultados, adema´s de una
comparacio´n con otros me´todos de la literatura.
5.1. Bases de Vı´deos
Consiste en un conjunto de objetos multimedia que comparten caracter´ısticas,
tales como: el tipo de contenido, el formato en el que se encuentran, etc. Las bases
de v´ıdeos son usadas para evaluar nuestra propuesta de reconocimiento de acciones
humanas a trave´s de informacio´n multimodal. Adema´s de eso, con el uso de bases
pu´blicas podemos hacer una comparacio´n con otras propuestas de la literatura.
5.1.1. Hollywood
Hollywood (Marszalek et al., 2009) es un conjunto de datos formados por una serie
de videos ya etiquetados que consisten en partes de distintas pel´ıculas que encapsulan
acciones humanas. Consta de 823 videos de entrenamiento y 884 de prueba, divididos
en 12 clases: contestar el tele´fono, conducir un auto, comer, pelear, bajar del auto,
saludo de manos, abrazar, besar, correr, sentarse, recostarse y levantarse. En la Figura
5.1 se observa algunas ima´genes de la base de v´ıdeos Hollywood.
5.1.2. KTH
KTH (Schuldt et al., 2004) es un conjunto de v´ıdeos que contiene seis tipos
de acciones humanas: caminar, trotar, correr, boxeo, agitar la mano y aplaudir. Las
mismas son realizadas en varias ocasiones por 25 sujetos en cuatro escenarios diferentes:
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Figura 5.1: Ima´genes de la base de v´ıdeos Hollywood.
al aire libre, al aire libre con variacio´n de la escala, al aire libre con diferentes tipos
de ropa y en el interior, como se observa e ilustra en la Figura 5.2. La base de datos
contiene 2391 secuencias de v´ıdeos. Todas las secuencias fueron tomadas sobre fondos
homoge´neos con una ca´mara esta´tica.
Figura 5.2: Ima´genes de la base de v´ıdeos KTH.
5.1.3. CAD 120
CAD 120 (Koppula et al., 2013) es un conjunto de 120 v´ıdeos RGB-D que consiste
en actividades diarias realizadas por cuatro sujetos: dos varones y dos mujeres. Entre
las mujeres, una de ellas es zurda. Las actividades realizadas en esta base son de
alto nivel: apilar objetos, desapilar objetos, tomar medicina, usar microondas, limpiar
microondas, preparar cereal, organizar objetos, tomar comida de microondas, comer y
buscar objeto. Podemos observar algunas muestras de la base CAD 120 en la Figura
5.3.
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Figura 5.3: Ima´genes de la base de v´ıdeos CAD120.
5.1.4. Human Manipulation Actions (HMA)
La base de v´ıdeos HMA (Pieropan et al., 2014b) es un conjunto de v´ıdeos donde
ocho sujetos realizan la tarea de preparar cereales para el desayuno. A los actores no
se les instruye sobre co´mo realizar la accio´n. Las acciones se dividen en: abrir leche,
servir leche, cerrar leche, abrir cereal, servir cereal y cerrar cereal. En la Figura 5.4 se
presenta un ejemplo de cuadros de intensidad y de profundidad de la base HMA. En la
primera fila tenemos el cuadro de intensidad y en la siguiente linea el respectivo cuadro
de profundidad.
Figura 5.4: Ima´genes de la base de v´ıdeos Human Manipulation Actions
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5.1.5. Kitchen-UCSP
Kitchen-UCSP es un conjunto de v´ıdeos propios donde diez personas realizan
tareas comunes que ocurren en la cocina. Acciones como: apagar luz, usar cuchillo
ele´ctrico, abrir frasco, golpear, lavarse las manos, usar licuadora, usar microondas,
picar, rallar pan y secarse manos. En la Figura 5.5, se muestra un ejemplo de cuadros
de intensidad y profundidad de la base Kitchen-UCSP.
Figura 5.5: Ima´genes de la base de v´ıdeos Kitchen-UCSP
5.2. Me´tricas
Para la etapa de experimentacio´n se requieren maneras de medir el desempen˜o del
me´todo propuesto, espec´ıficamente la eficacia, donde se mide la capacidad de retornar
la clase correcta de los v´ıdeos consultados.
5.2.1. Matriz de confusio´n
Una matriz de confusio´n es una herramienta que permite la visualizacio´n del
desempen˜o de un algoritmo que se emplea en aprendizaje supervisado. Cada columna
de la matriz representa el nu´mero de predicciones de cada clase, mientras que cada fila
representa a las instancias en la clase real. Uno de los beneficios de las matrices de
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confusio´n es que facilitan ver si el sistema esta´ confundiendo una clase con otra, como




Cuadro 5.1: Matriz de Confusio´n.
En el Cuadro 5.1 se puede observar que la clase Apilar obtiene un 80 % de acierto
y confunde la accio´n con la clase Desapilar un 20 % de la totalidad. La clase Desapilar
obtiene un 60 % de acierto y confunde con la clase Apilar un 40 %, segu´n el cuadro se
puede observar que existe dificultad en el reconocimiento de la accio´n Desapilar ya que
hay una fuerte confusio´n con la accio´n Apilar.
5.2.2. Definicio´n de para´metros
Porcentaje de entrenamiento y de test: Para todos los experimentos, se consi-
dero el 50 % del total de las bases de v´ıdeos para el entrenamiento y 50 % para el test.
Cada experimento se realizo´ en promedio 5 veces y se considera el promedio de todos
los resultados existentes.
Formacio´n de diccionarios: Para la formacio´n de diccionarios se utilizo´ el algo-
ritmo de agrupamiento K-means donde el nu´mero centroides var´ıa segu´n el tipo de
informacio´n. Para el canal de intensidad y de profundidad se consideran 500 centroides
y para el canal de audio 350, se llego a este numero, despue´s de varias pruebas las
cuales se muestran a continuacio´n.
1. Intensidad: En el canal de intensidad se considero 500 centroides para la gene-
racio´n del diccionario, esto se debe a las diferentes pruebas que se realizaron. Se
utilizo´ la base de v´ıdeos CAD120. En el Cuadro 5.2 se observa los resultados de
las diferentes pruebas con distintos nu´meros de centroides siendo en promedio, el
mejor de los resultados el de 500 centroides.
2. Profundidad: En el canal de profundidad, de manera similar al de intensidad, se
considero 500 centroides para la generacio´n del diccionario. El taman˜o del diccio-
nario se determino´ a trave´s de varias pruebas con la base de v´ıdeos CAD120. En
el Cuadro 5.3 se muestra los resultados que se realizaron con diferentes nu´meros
de centroides, siendo en promedio el mejor de los resultados el de 500 centroides.
3. Audio: En el canal de audio se considero 350 centroides para la generacio´n del
diccionario, esto se debe a varias pruebas que se realizaron en la base de v´ıdeos




200 300 400 500 700
Apilar 0.33 0.33 0.50 0.50 0.50
Desapilar 0.0 0.66 0.50 0.66 0.62
Tomando medicina 0.33 0.83 0.83 1.00 0.83
Usar microondas 0.75 1.00 0.83 0.81 0.75
Limpiar microondas 0.16 0.00 0.50 0.64 0.50
Preparar cereal 0.60 0.20 0.50 0.64 0.62
Organizar objetos 0.16 0.50 0.61 0.61 0.50
Tomar comida de microondas 0.12 0.12 0.62 0.65 0.50
Comiendo 0.50 0.25 0.75 1.00 0.75
Buscar objeto 0.83 1.00 0.66 0.82 0.66
Promedio general 0.38 0.49 0.69 0.73 0.62




200 300 400 500 700
Apilar 0.33 0.50 0.33 0.50 0.33
Desapilar 0.0 0.33 0.50 0.66 0.66
Tomando medicina 0.33 0.50 0.66 0.66 0.50
Usar microondas 0.75 0.50 0.50 0.75 0.50
Limpiar microondas 0.16 0.33 0.33 0.66 0.50
Preparar cereal 0.60 0.50 0.60 0.50 0.60
Organizar objetos 0.16 0.33 0.50 0.66 0.50
Tomar comida de microondas 0.12 0.33 0.25 0.62 0.25
Comiendo 0.50 0.50 0.50 0.50 0.50
Buscar objeto 0.83 0.50 0.83 0.83 0.83
Promedio general 0.38 0.43 0.50 0.63 0.52
Cuadro 5.3: Tabla comparativa sobre la asertividad del canal de profundidad en la base
de v´ıdeos CAD120.
HMA el Cuadro 5.4 hace referencia a los resultados, se realizo´ la prueba con
diferentes nu´meros de centroides siendo en promedio el mejor de los resultados el
de 350 centroides.
5.3. Resultados
Se realizaron varios experimentos, usando el modelo de esta propuesta con diver-
sas bases de v´ıdeos con uno, dos y tres canales de informacio´n.
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Acciones
Nu´mero de clusters
100 200 300 350 400 500
abrir cereal 0.53 0.47 0.39 0.78 0.73 0.47
servir cereal 0.11 0.77 0.73 1.00 0.89 0.93
cerrar cereal 0.20 0.25 0.66 0.80 0.52 0.34
abrir leche 0.51 0.45 0.40 0.85 0.51 0.70
servir leche 0.5 0.28 0.77 1.00 0.88 0.84
cerrar leche 0.0 0.34 0.47 0.36 0.70 0.43
Promedio general 0.23 0.43 0.57 0.80 0.71 0.62
Cuadro 5.4: Tabla comparativa sobre la asertividad del canal de audio en la base de
v´ıdeos HMA.
5.3.1. Experimento 1: Intensidad
En el canal de intensidad se hicieron pruebas con las siguientes bases de v´ıdeos:
Hollywood: Se aplico´ el me´todo propuesto sobre esta base. El descriptor utilizado
fue STIP, se considero´ solo cinco acciones: contestar tele´fono, dar la mano, abrazar,
pararse y levantarse. Las acciones abrazar y pararse logran una asertividad del 80 %.
Los resultados se muestran en el Cuadro 5.5. Con base en el experimento, se puede
afirmar que STIP tiene buen desempen˜o en ima´genes de intensidad. Se obtuvo un
porcentaje de asertividad del 74.06 % a comparacio´n con me´todos similares, es el ma´s






Contestar telefono 0.76 0.12 0.12 0.0 0.0
Dar la mano 0.20 0.68 0.12 0.0 0.0
Abrazar 0.05 0.15 0.80 0.0 0.0
Pararse 0.0 0.0 0.0 0.80 0.20
Levantarse 0.0 0.05 0 0.28 0.67
Cuadro 5.5: Matriz de confusio´n usando informacio´n de intensidad en la base Hollywood
El incremento de asertividad en el Cuadro 5.6, se debe a que los v´ıdeos son
divididos en clips, tambie´n se debe notar que acciones como contestar tele´fono, dar la
mano y abrazar se llegan a confundir entre s´ı, esto se debe a la similitud de la posicio´n
del cuerpo al ejecutar la accio´n. El porcentaje de asertividad en esta base de v´ıdeos
es baja comparada con los resultados de otras bases de v´ıdeos, esto se debe a que
contiene en su mayor´ıa fondos dina´micos y muchas veces la accio´n ocupa un espacio
muy pequen˜o comparado con el taman˜o del frame.




STIP (Laptev et al., 2008b) SIFT (Kulkarni et al., 2015) Propuesta
Contestar tele´fono 0.32 0.15 0.75
Dar la mano 0.32 0.20 0.67
Abrazar 0.40 0.37 0.80
Pararse 0.18 0.23 0.80
Levantarse 0.5 0.53 0.66
Cuadro 5.6: Comparacio´n de tasas de acierto usando informacio´n de intensidad en la
base Hollywood.
KTH: Se aplico´ el me´todo propuesto sobre la base de videos KTH, los v´ıdeos de esta
base solo poseen informacio´n de intensidad de color. El descriptor utilizado con esta
base fue STIP, obteniendo ma´s del 95 % en cinco de las seis clases de esta base de
v´ıdeos. Los resultados se muestran en el Cuadro 5.7. Basa´ndonos en el experimento,
podemos afirmar que STIP tiene buen desempen˜o en ima´genes de intensidad ya que
en los experimentos realizados en la investigacio´n, como en otras investigaciones han
llegado a resultados similares como se indica en el Cuadro 5.8.
Caminar Trotar Correr Boxeo Agitar mano Aplaudir
Caminar 0.98 0.02 0.0 0.0 0.0 0.0
Trotar 0.12 0.67 0.18 0.0 0.0 0.03
Correr 0.0 0.0 1.00 0.0 0.0 0.0
Boxeo 0.0 0.0 0.0 1.00 0.0 0.0
Agitar mano 0.0 0.0 0.0 0.0 0.87 0.13
Aplaudir 0.0 0.0 0.0 0.0 0.05 0.95









Asertividad 0.93 % 0.95 % 0.91 % 0.95 %
Cuadro 5.8: Comparacio´n de tasas de acierto usando informacio´n de intensidad en la
base KTH.
El promedio de asertividad en esta base de v´ıdeos es ma´s alta que en el experi-
mento anterior, esto se debe a que la base de v´ıdeos posee fondos homoge´neos y las
actividades son muy distintas respecto a la posicio´n del cuerpo, todas las actividades
se realizan en dos escenarios: al aire libre y en un ambiente cerrado, esto facilita el
reconocimiento de la accio´n.
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5.3.2. Experimento 2: Intensidad y Profundidad
CAD120 Se aplico´ el me´todo propuesto sobre la base de videos Cad 120, la que
contiene informacio´n de dos canales (intensidad y profundidad). Los descriptores uti-
lizados con esta base fueron STIP y HOG, ambos descriptores fueron aplicados en los
dos canales de informacio´n. El Cuadro 5.9 muestra los resultados obtenidos, fueron
evaluados los canales de informacio´n de intensidad y de profundidad. Se obtuvo un
acierto del 100 % de asertividad en acciones como: tomar medicinas, comer y preparar
cereal. Ya en la accio´n limpiar microonda, podemos observar que el descriptor HOG
tuvo un impacto importante en la mejora de los resultados. En la accio´n comiendo el
descriptor STIP alcanzo´ uma mayor taza de acierto, esto ocurre debido al movimiento
repetitivo y estructurado que existe en esa accio´n. Lo que comprometio´ el resultado del
descriptor STIP en los datos de profundidad es la cantidad de ruido que es generado
en la captura de la informacio´n. Basados en los resultados, podemos afirmar que el
descriptor STIP tiene un mejor desempen˜o en ima´genes de intensidad y el descriptor
HOG en ima´genes de profundidad, como lo muestra la Figura 5.6.
Accio´n RGB-D RGB-D RGB (STIP) RGB (HOG)
(STIP) (HOG) Depth (HOG) Depth (STIP)
Apilar 0.50 0.35 0.55 0.41
Desapilar 0.20 0.81 0.85 0.43
Tomando medicina 1.00 1.00 1.00 1.00
Usar microondas 0.64 0.81 0.85 0.68
Limpiar microondas 0.64 1.00 1.00 0.78
Preparar cereal 0.61 1.00 1.00 0.78
Organizar objetos 0.65 0.81 0.85 0.70
Tomar comida de microondas 0.60 0.35 0.73 0.44
Comiendo 1.00 0.82 0.94 0.90
Buscar objeto 0.82 0.82 0.90 0.80
Cuadro 5.9: Comparacio´n de diferentes canales en la base de v´ıdeos CAD-120.
En el Cuadro 5.10 se observa la comparacio´n con los creadores de la base de
v´ıdeos, donde utilizan diferentes tipos de etiquetas para la clasificacio´n, etiquetado
simple, cuando no hay divisiones del v´ıdeo, i.e., cuando existe una accio´n ato´mica en
el video; y etiquetado de alto nivel cuando dividen el v´ıdeo en sub-acciones.
Investigaciones
(Koppula et al., 2013) (Koppula et al., 2013) Propuesta
Asertividad 0.76 % 0.84 % 0.86 %
Cuadro 5.10: Comparacio´n de tasas de acierto usando informacio´n multimodal de in-
tensidad y profundidad en la base CAD120.
El porcentaje de asertividad en esta base de v´ıdeos en promedio no es mucho ma´s
alta que la encontrada en la literatura actual. El me´todo propuesto divide los v´ıdeos en
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Figura 5.6: Tabla de comparacio´n de los descriptores STIP y HOG aplicados en dos
fuentes de informacio´n: intensidad y profundidad en la base de v´ıdeos CAD-120 .
clips, los creadores de la base de v´ıdeos dividen el v´ıdeo en la etapa de entrenamiento
dando varias etiquetas a un v´ıdeo, lo cual llaman etiquetado de alto nivel.
5.3.3. Experimento 3 : Intensidad, Profundidad y Audio
HMA La base de v´ıdeos posee tres fuentes de informacio´n (intensidad, profundidad
y audio), necesitamos de estas tres fuentes de informacio´n para poder evaluar nuestra
propuesta. Los descriptores utilizados son: STIP en el canal de intensidad, HOG en el
canal de profundidad y finalmente MFCC y espectrograma en el canal de audio.
Primero se evaluo´ la informacio´n proveniente del canal de intensidad. El Cua-
dro 5.11 muestra la matriz de confusio´n usando solamente la informacio´n de intensidad,
dicho cuadro muestra el porcentaje de acierto por clase. El promedio general de la tasa
de acierto fue del 57 %, se observa que las clases servir leche y cerrar leche son las que
tienen peor desempen˜o ya que visualmente son muy semejantes, incluso para un ser
humano resulta dif´ıcil diferenciar algunas acciones y se confunden entre si.
Luego se evaluo´ el canal de profundidad. El Cuadro 5.12 muestra la matriz de
confusio´n para este canal. Comparando el promedio general de la tasa de acierto de
esta fuente con el canal de intensidad, hubo un incremento de acierto del 3 %, logrando
de esta forma una tasa del 60 %. Au´n persiste los bajos resultados con las clases servir
leche y cerrar leche. Haciendo una comparacio´n con los resultados de la matriz de
confusio´n de intensidad, podemos ver que hubo un incremento en la tasa de acierto de
las clases abrir, cereal, servir cereal y cerrar cereal.
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Abrir cereal 0.68 0.00 0.09 0.23 0.00 0.00
Servir cereal 0.00 0.80 0.00 0.00 0.20 0.00
Cerrar cereal 0.15 0.00 0.68 0.00 0.00 0.17
Abrir leche 0.00 0.00 0.00 0.85 0.00 0.15
Servir leche 0.08 0.05 0.25 0.33 0.18 0.11
Cerrar leche 0.07 0.10 0.30 0.30 0.10 0.13













Abrir cereal 0.78 0.00 0.10 0.12 0.00 0.00
Servir cereal 0.00 0.89 0.00 0.00 0.11 0.00
Cerrar cereal 0.20 0.00 0.80 0.00 0.00 0.00
Abrir leche 0.00 0.00 0.00 0.85 0.00 0.15
Servir leche 0.00 0.00 0.13 0.33 0.18 0.36
Cerrar leche 0.00 0.00 0.16 0.50 0.21 0.13
Cuadro 5.12: Matriz de confusio´n usando informacio´n de profundidad en la base HMA.
Tambie´n se evaluo´ el canal de audio. El Cuadro 5.13 muestra los resultados usan-
do este canal como fuente informacio´n. Gracias al audio fue posible reconocer acciones
que con fuentes visuales no era posible reconocer. Por ejemplo, era dif´ıcil reconocer la
clase servir leche usando solo informacio´n visual. A trave´s del audio se logro´ identi-
ficar el sonido que se emite cuando la leche cae sobre un recipiente, permitiendo que
esta accio´n sea fa´cilmente identificada. La tasa promedio de acierto con el audio fue del
80 %, logrando 100 % de acierto en las clases servir cereal y servir leche. Como se puede
observar en los resultados el aporte del sonido fue significativo para el reconocimiento
de algunos tipos de acciones. La clase cerrar leche au´n tiene un tasa de acierto baja,
eso ocurre porque el sonido de destapar y tapar es el mismo, solo que uno es en un













Abrir cereal 0.78 0.00 0.10 0.12 0.00 0.00
Servir cereal 0.00 1.00 0.00 0.00 0.00 0.00
Cerrar cereal 0.20 0.00 0.80 0.00 0.00 0.00
Abrir leche 0.00 0.00 0.00 0.85 0.00 0.15
Servir leche 0.00 0.00 0.00 0.00 1.00 0.00
Cerrar leche 0.00 0.00 0.00 0.64 0.00 0.36
Cuadro 5.13: Matriz de confusio´n usando informacio´n de audio en la base HMA.
Finalmente, cuando son utilizados los 3 canales de informacio´n se obtiene un
promedio de 88 % de acierto, siendo el de menor porcentaje el de cerrar leche ya que
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es dif´ıcil diferenciarlo con la clase abrir leche debido a que son muy semejantes, incluso
un ser humano tendr´ıa la misma dificultad, logrando un 66 %, siendo este ma´s alto que
el promedio general de solo el canal de intensidad y profundidad. Los resultados son
mostrados en el Cuadro 5.14. En todas las clases hubo una mejora en las tasas de
acierto. Entonces, podemos concluir que los tres tipos de informacio´n se complementan
entre si, permitiendo conseguir tasas de acierto mayores. Por lo tanto, no podemos
descartar las informacio´nes provenientes de otras fuentas, ya que con el uso de todas













Abrir cereal 0.90 0.00 0.10 0.00 0.00 0.00
Servir cereal 0.00 0.98 0.00 0.02 0.00 0.00
Cerrar cereal 0.09 0.00 0.91 0.00 0.00 0.00
Abrir leche 0.00 0.00 0.00 0.85 0.00 0.15
Servir leche 0.00 0.00 0.02 0.00 0.98 0.00
Cerrar leche 0.00 0.00 0.00 0.34 0.00 0.66
Cuadro 5.14: Matriz de confusio´n usando los tres canales de informacio´n (intensidad,
profundidad y audio) en la base HMA.
A diferencia del me´todo original planteado por Pieropan et al. (2014a), el cual
considera al silencio como una accio´n mas, la forma como se aplica la propuesta, es
segmentado el v´ıdeo en clips y procesando cada uno de ellos en forma independiente.
En la Figura 5.15 se compara el me´todo propuesto con los resultados de los propios
creadores de la base de v´ıdeos. Cabe indicar que el me´todo de la literatura tambie´n




Abrir cereal 0.90 0.60
Servir cereal 0.98 0.82
Cerrar cereal 0.91 0.37
Abrir leche 0.83 0.42
Servir leche 0.98 0.64
Cerrar leche 0.62 0.38
Cuadro 5.15: Comparacio´n del metodo propuesto con los creadores de la base de videos..
En el cuadro 5.16 observamos la comparacio´n de la asertividad promedio con los
creadores de la base de v´ıdeos, debemos recalcar que para obtener estos resultados se
realiza una pre-segmentacio´n en los v´ıdeos, quedando divididos en clips, los creadores
de la base realizan una segmentacio´n continua donde conectan el estado final de cada
sub-accio´n con el estado inicial de la siguiente. Tambie´n consideran como una sub-
accio´n el ruido a la cual la etiquetan como Garbage. El reconocimiento que utilizan
se lleva a cabo mediante la bu´squeda del camino ma´s probable a trave´s del algoritmo
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de Viterbi, en la fusio´n utilizan al igual que nosotros una de bajo nivel mediante la
definicio´n que es la concatenacio´n de caracter´ısticas de audio y v´ıdeo.
En la literatura actual diversas te´cnicas de reconocimiento de acciones se han cen-
trado en diferentes modalidades individuales de las sen˜ales. Para un mejor rendimiento
del reconocimiento, es deseable fusionar esta informacio´n multimodal en un conjunto
integrado de caracter´ısticas discriminantes.
Un problema interesante que se plantea consiste en co´mo una entrada multi-modal
puede ser integrada para formular una interpretacio´n coherente de una escena. Lo ideal
ser´ıa que dicha fusio´n deber´ıa mitigar las debilidades de las fuentes individuales. La
fusio´n puede realizarse a cualquier nivel en el proceso de aprendizaje, cada me´todo tiene
sus puntos fuertes y de´biles, en este trabajo se utilizo´ el nivel bajo de fusio´n mediante
la concatenacio´n de los vectores de caracter´ısticas.
Se extrajeron los coeficientes (MFCC). Este es uno de los conjuntos ma´s so´lidos
y ampliamente utilizados en el campo de la extraccio´n de caracter´ısticas basadas en
audio. MFCC fue disen˜ado principalmente para el reconocimiento de voz, pero hay un
gran nu´mero de trabajos en los que se han utilizado para clasificar a un amplio conjunto
de diferentes clases de sonido, por este motivo tambie´n el uso del espectrograma para
este canal y as´ı el vector resultante sea mucho mas robusto.
Esto junto a la pre-segmentacio´n logran una metodolog´ıa robusta,logrando as´ı un
porcentaje de asertividad alto, aunque en acciones muy similares como abrir leche ,
cerrar leche o acciones como abrir cereal, cerrar cereal au´n se tiene un gran porcentaje
de confusio´n y se debe a la similitud de acciones, ya que estas son dif´ıciles de diferenciar
hasta para el ser humano.
Investigaciones
(Pieropan et al., 2014b) Propuesta
Asertividad 0.73 % 0.88 %
Cuadro 5.16: Comparacio´n de tasas de acierto usando informacio´n multimodal inten-
sidad y profundidad en la base HMA.
Kitchen-UCSP Usando la base de v´ıdeos Kitchen-UCSP, se evaluo´ la informacio´n
por cada canal y con todos los canales usando as´ı la informacio´n multimodal. En el
Cuadro 5.17 se muestra las clases de esta base de v´ıdeos y sus respectivas abreviaturas
para un mejor entendimiento.
EL Cuadro 5.18 muestra los resultados usando el canal de audio como fuente
informacio´n, llegando a tener como ma´ximo un 94 % en acciones como usar licuadora
y usar microondas. La tasa promedio de acierto con el audio fue del 80 % de acierto,
clases como usar licuadora y usar cuchillo ele´ctrico se confunden entre si, debido al
sonido que producen estas acciones ya que son muy similares.




Usar cuchillos ele´ctrico CE
Abrir frasco FR
Golpear GO





Secarse las manos SM
Cuadro 5.17: Descripcio´n y abreviaturas de la base de v´ıdeos Kitchen-UCSP.
De la misma manera se evaluo´ el canal de intensidad. El Cuadro 5.19 muestra los
resultados, usando este canal se llego a tener como ma´ximo un 83.3 % en acciones como
usar licuadora, usar microondas y secarse las manos. La tasa promedio de acierto con
la intensidad fue del 73.3 % de acierto, clases como golpear y picar se confunden entre
s´ı debido a que la postura que adopta el cuerpo es muy similar en ambas acciones.
Tambie´n se evaluo´ el canal de profundidad. El Cuadro 5.20 muestra los resultados
usando este canal, se llego´ a tener como ma´ximo un 83,3 % en la accio´n como secarse las
manos. La tasa promedio de acierto con profundidad es de 75 % de acierto, superando
los resultados de solo intensidad. La clase Apagar luz subio´ un 15 % debido a que este
canal es invariante a la luz.
Por u´ltimo se evaluo´ los tres canales juntos, superando as´ı cualquier resultado
anterior. El Cuadro 5.21 muestra los resultados usando estos canales, se llego´ a tener
como ma´ximo un 94,4 % en la accio´n secarse manos. La tasa promedio de acierto con
los tres canales es de 86.11 %.
Se debe tomar en cuenta que hay acciones, donde el cuerpo toma la misma po-
sicio´n, como las clases usar cuchillo ele´ctrico, picar, golpear ya que la diferencia de
estas acciones esta´ en el movimiento del brazo lo que llega a confundir al clasificador,
pasa lo mismo con sonidos similares como el de las clases usar licuadora y usar cuchillo
ele´ctrico.
5.4. Consideraciones Finales
En el presente cap´ıtulo se aplico´ el me´todo propuesto en diferentes bases de v´ıdeos,
en las cuales se obtuvo buenos porcentaje de asertividad ya que el uso de informacio´n
multimodal (intensidad profundidad y audio) hace mucho mas robusto el me´todo; Se
debe considerar que la mayor´ıa de acciones que se confunden entre si, son muy similares
, generando pra´cticamente el mismo tipo de movimiento, con una ligera variacio´n,
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adema´s el canal de audio es muy similar lo que hace muy dif´ıcil el reconocimiento
hasta para el ser humano, un punto importante es la formacio´n del diccionario el cual a
ma´s nu´mero de centroides ma´s largo el proceso. El me´todo propuesto utiliza distintos
descriptores para diferentes tipos de informacio´n logrando que el rendimiento de este
sobre las diferentes bases de v´ıdeos muestran que el me´todo propuesto obtiene buenos
resultados.
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AL CE FR GO LM LI MI PI RP SM
AL 0.67 0.00 0.22 0.11 0.00 0.00 0.00 0.00 0.00 0.00
CE 0.00 0.83 0.00 0.00 0.00 0.11 0.06 0.00 0.00 0.00
FR 0.00 0.00 0.77 0.00 0.00 0.00 0.00 0.06 0.11 0.06
GO 0.00 0.00 0.00 0.83 0.00 0.00 0.00 0.17 0.00 0.00
LM 0.00 0.28 0.00 0.00 0.66 0.00 0.06 0.00 0.00 0.00
LI 0.00 0.06 0.00 0.00 0.00 0.94 0.00 0.00 0.00 0.00
MI 0.00 0.06 0.00 0.00 0.00 0.00 0.94 0.00 0.00 0.00
PI 0.00 0.00 0.28 0.00 0.00 0.00 0.00 0.61 0.00 0.11
RP 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.83 0.17
SM 0.00 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.00 0.89
Cuadro 5.18: Matriz de confusio´n usando informacio´n de audio en Base de v´ıdeos
Kitchen-UCSP.
AL CE FR GO LM LI MI PI RP SM
AL 0.61 0.00 0.11 0.00 0.00 0.00 0.17 0.11 0.00 0.00
CE 0.00 0.72 0.11 0.11 0.00 0.00 0.00 0.06 0.00 0.00
FR 0.00 0.00 0.66 0.11 0.00 0.00 0.00 0.06 0.11 0.06
GO 0.00 0.00 0.00 0.66 0.00 0.06 0.00 0.22 0.02 0.00
LM 0.00 0.06 0.00 0.00 0.72 0.00 0.06 0.00 0.16 0.00
LI 0.00 0.06 0.00 0.00 0.00 0.83 0.00 0.06 0.05 0.00
MI 0.00 0.06 0.00 0.00 0.00 0.00 0.83 0.00 0.00 0.11
PI 0.00 0.11 0.00 0.06 0.00 0.00 0.00 0.72 0.00 0.11
RP 0.00 0.00 0.11 0.06 0.00 0.00 0.00 0.11 0.72 0.00
SM 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00 0.00 0.83
Cuadro 5.19: Matriz de confusio´n usando informacio´n de intensidad en Kitchen-UCSP.
AL CE FR GO LM LI MI PI RP SM
AL 0.77 0.00 0.00 0.00 0.00 0.00 0.17 0.06 0.00 0.00
CE 0.00 0.66 0.00 0.22 0.00 0.00 0.00 0.22 0.00 0.00
FR 0.00 0.00 0.77 0.12 0.00 0.00 0.00 0.11 0.00 0.00
GO 0.00 0.00 0.00 0.72 0.00 0.06 0.00 0.16 0.06 0.00
LM 0.00 0.06 0.00 0.00 0.72 0.00 0.06 0.00 0.16 0.00
LI 0.00 0.06 0.00 0.00 0.00 0.77 0.00 0.11 0.06 0.00
MI 0.00 0.06 0.00 0.00 0.06 0.00 0.77 0.00 0.00 0.11
PI 0.00 0.06 0.00 0.06 0.00 0.00 0.00 0.77 0.00 0.11
RP 0.00 0.00 0.06 0.06 0.00 0.00 0.00 0.11 0.77 0.00
SM 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00 0.00 0.83
Cuadro 5.20: Matriz de confusio´n usando informacio´n de profundidad en Base de v´ıdeos
Kitchen-UCSP.
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AL CE FR GO LM LI MI PI RP SM
AL 0.94 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00
CE 0.00 0.83 0.00 0.00 0.00 0.00 0.11 0.06 0.00 0.00
FR 0.00 0.00 0.88 0.00 0.00 0.00 0.00 0.12 0.00 0.00
GO 0.00 0.00 0.00 0.83 0.00 0.00 0.00 0.11 0.06 0.00
LM 0.00 0.00 0.00 0.00 0.83 0.00 0.00 0.06 0.00 0.11
LI 0.00 0.06 0.00 0.00 0.00 0.77 0.00 0.11 0.06 0.00
MI 0.00 0.06 0.00 0.00 0.06 0.00 0.94 0.00 0.00 0.00
PI 0.00 0.11 0.00 0.06 0.00 0.00 0.00 0.83 0.00 0.00
RP 0.00 0.00 0.06 0.06 0.00 0.00 0.00 0.05 0.83 0.00
SM 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.88
Cuadro 5.21: Matriz de confusio´n usando informacio´n de los tres canales en Base de
v´ıdeos Kitchen-UCSP.
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Cap´ıtulo 6
Conclusiones y Trabajos Futuros
El reconocimiento de acciones humanas en v´ıdeos es un tema activo que en los
u´ltimos an˜os ha adquirido mayor intere´s por parte de la comunidad cient´ıfica. Debi-
do a que el v´ıdeo es una fuente multimodal, es necesario desarrollar descriptores que
permitan caracterizar todas las fuentes de informacio´n que son prove´ıdas. Este tra-
bajo presenta un modelo de reconocimiento de acciones haciendo uso de informacio´n
multimodal (intensidad, profundidad, audio)
Se obtuvo en promedio una asertividad del 88 % en la base de v´ıdeos HMA cuando
se considera tres canales de informacio´n. Nuestra propuesta trabaja sobre clips
previamente segmentados y consigue identificar a cual tipo de clase pertenece
cada uno de los clips.
Descriptores de caracter´ısticas locales para el reconocimiento de acciones han
llegado a ser populares, y enfoques como Bag-of-Words han demostrado ser un
modelo eficaz para el reconocimiento de acciones. Esto es debido a su capacidad
para hacer frente a las variaciones en el tiempo y espacio.
Se creo´ la base de v´ıdeos Kitchen-UCSP, el consta de 10 diferentes acciones que
son realizadas en una cocina. Los experimento realizados con esta base consi-
guen alcanzar una tasa de acierto de 86 % usando tres fuentes de informacio´n:
intensidad, profundidad y audio.
En la etapa de experimentos el uso de los descriptores fue de mucha importancia,
ya que no todos son los ma´s adecuados para los distintos canales de informacio´n,
afirmando que para el me´todo propuesto el descriptor STIP es mucho mejor para
el canal de intensidad y HOG para el de profundidad.
6.1. Trabajos futuros
A continuacio´n se lista las posibles extensiones del modelo propuesto.
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6.1. Trabajos futuros
Es importante enriquecer las caracter´ısticas de atributos de bajo nivel extra´ıdos de
los v´ıdeos, con un pre procesamiento de la informacio´n en los diferentes canales.El
preprocesamiento de la informacio´n en los canales visuales como por ejemplo el
relleno de agujeros en el canal de profundidad, brindara´ mucho mas calidad a
esta, lo que causar´ıa mejor tasa de asertividad, ya que en el me´todo propuesto se
llega a perder informacio´n de los mapas de profundidad.
La implementacio´n o el uso de otro algoritmo , para acelerar el proceso de la
formacio´n de diccionarios, mejorara´ mucho el costo del me´todo propuesto .
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