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Abstract
We consider distributed optimization problems
where forming the Hessian is computationally
challenging and communication is a significant
bottleneck. We develop unbiased parameter av-
eraging methods for randomized second order
optimization that employ sampling and sketching
of the Hessian. Existing works do not take the
bias of the estimators into consideration, which
limits their application to massively parallel com-
putation. We provide closed-form formulas for
regularization parameters and step sizes that prov-
ably minimize the bias for sketched Newton di-
rections. We also extend the framework of second
order averaging methods to introduce an unbiased
distributed optimization framework for heteroge-
neous computing systems with varying worker re-
sources. Additionally, we demonstrate the impli-
cations of our theoretical findings via large scale
experiments performed on a serverless computing
platform.
1. Introduction
We consider distributed averaging in a variety of randomized
second order methods including Newton Sketch, iterative
Hessian sketch (IHS), and also in direct (i.e. non-iterative)
methods for solving regularized least squares problems. Av-
eraging sketched solutions was proposed in the literature in
certain restrictive settings (Wang et al., 2018a). The pres-
ence of a regularization term requires additional caution,
as naı¨ve averaging may lead to biased estimators of the so-
lution. Although this is often overlooked in the literature,
we show that one can re-calibrate the regularization coeffi-
cient to obtain unbiased estimators. We show that having
unbiased estimators leads to better performance without
imposing any additional computational cost.
Our bias correction results have additional desirable proper-
ties for distributed computing systems. For heterogeneous
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distributed computing environments, where workers have
varying computing capabilities, it might be advantageous
for each worker to solve a problem of a different size (Rei-
sizadeh et al., 2017). We provide formulas that specify
the regularization parameter as a function of the problem
size for each worker to obtain an unbiased estimator of the
optimal solution.
Serverless computing is a relatively new technology that
offers computing on the cloud without requiring any server
management from end users. Workers in serverless com-
puting usually have very limited resources and lifetime, but
also are very scalable. The algorithms we study in this paper
are particularly suitable for serverless computing platforms,
since the algorithms do not require peer-to-peer commu-
nication among worker nodes, and have low memory and
compute requirements per node. In numerical simulations,
we have evaluated our methods on the serverless computing
platform AWS Lambda.
1.1. Previous Work and Our Contributions
In this work, we study averaging for randomized second
order methods for Least Squares problems, as well as a more
general class of convex optimization problems.
Random projections are a popular way of performing ran-
domized dimensionality reduction, which are widely used
in many computational and learning problems (Vempala,
2005; Mahoney, 2011; Woodruff, 2014; Drineas & Ma-
honey, 2016). Many works have studied randomized sketch-
ing methods for least squares and optimization problems
(Avron et al., 2010; Rokhlin et al., 2009; Drineas et al.,
2011; Pilanci & Wainwright, 2015; 2017; Wang et al., 2017;
2018b).
Our results on least squares regression improve on the re-
sults in (Wang et al., 2017) for averaging multiple sketched
solutions. In particular, in (Wang et al., 2017), the sketched
sub-problems use the same regularization parameter as the
original problem, which leads to biased solutions. We ana-
lyze the bias of the averaged solution, and provide explicit
formulas for selecting the regularization parameter of the
sketched sub-problems to achieve unbiasedness. In addition,
we analyze the convergence rate of the distributed version of
the iterative Hessian sketch algorithm which was introduced
in (Pilanci & Wainwright, 2016).
ar
X
iv
:2
00
2.
06
54
0v
1 
 [s
tat
.M
L]
  1
6 F
eb
 20
20
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One of the main contributions of this work is developing
bias correction for averaging sketched solutions. Namely,
the setting considered in (Wang et al., 2018b) is based on a
distributed second order optimization method that involves
averaging approximate update directions. However, in that
work, the bias was not taken into account which degrades
accuracy and limits applicability to massively parallel com-
putation. We additionally provide results for the unregu-
larized case, which corresponds to the distributed version
of the Newton sketch algorithm introduced in (Pilanci &
Wainwright, 2017)
1.2. Paper Organization
In Section 2, we describe the problem setup and notation
and discuss different types of sketching matrices we con-
sider. Section 3 presents Theorem 1 and Corollary 1 which
establish the error decay and convergence properties of the
distributed iterative Hessian sketch algorithm given in Algo-
rithm 1. Section 4 presents Theorem 2, which characterizes
bias conditions for the averaged ridge regression estimator.
Sections 5 and 6 provide an analysis of the bias of estimators
for the averaged Newton sketch update directions with no
regularization (Theorem 3) and regularization (Theorem 4),
respectively. Section 7 discusses two optimization problems
where our results can be applied. In Section 8, we present
our numerical results.
The proofs of the theorems and lemmas are provided in the
supplementary material.
2. Preliminaries
2.1. Problem Setup and Notation
We consider a distributed computing model where we have
q worker nodes and a single central node, i.e., master node.
The workers may only be allowed to communicate with
the master node. The master collects the outputs of the
worker nodes and returns the averaged result. For iterative
algorithms, this step serves as a synchronization point.
Throughout the text, we provide exact formulas for the bias
and variance of sketched solutions. All the expectations
in the paper are with respect to the randomness over the
sketching matrices, where no randomness assumptions are
made for the data.
Throughout the text, we use hats (e.g. xˆk) to denote the
estimator for the k’th sketch and bars (e.g. x¯) to denote the
averaged estimator. We use f(.) to denote the objective of
whichever optimization problem is being considered at that
point in the text.
We use S ∈ Rm×n to denote random sketching matrices.
For non-iterative distributed algorithms, we use Sk ∈ Rm×n
to refer to the sketching matrix used by worker k. For
iterative algorithms, St,k ∈ Rm×n is used to denote the
sketching matrix used by worker k in iteration t. We assume
the sketching matrices are appropriately scaled to satisfy
E[STt,kSt,k] = In and are independently drawn by each
worker. We omit the subscripts in Sk and St,k for simplicity
whenever it does not cause confusion.
For problems involving regularization, we use λ1 for the
regularization coefficient of the original problem, and λ2 for
the regularization coefficient of the sketched sub-problems.
2.2. Sketching Matrices
We consider various sketching matrices in this work in-
cluding Gaussian sketch, uniform sampling, randomized
Hadamard based sketch, Sparse Johnson-Lindenstrauss
Transform (SJLT), and hybrid sketch. We now briefly de-
scribe each of these sketching methods:
1. Gaussian sketch: Entries of S ∈ Rm×n are i.i.d. and
sampled from the Gaussian distribution. Sketching
a matrix A ∈ Rn×d using Gaussian sketch requires
matrix multiplication SA which has computational
complexity equal to O(mnd).
2. Randomized Hadamard based sketch: The sketch ma-
trix in this case can be represented as S = PHD
where P ∈ Rm×n is for uniform sampling of m rows
out of n rows, H ∈ Rn×n is the Hadamard matrix,
and D ∈ Rn×n is a diagonal matrix with diagonal
entries sampled randomly from the Rademacher dis-
tribution. Multiplication by D to obtain DA requires
O(nd) scalar multiplications. Hadamard transform
can be implemented as a fast transform with complex-
ity O(n log(n)) per column, and a total complexity
of O(nd log(n)) to sketch all d columns of DA. We
note that because P reduces the row dimension down
to m, it might be possible to devise a more efficient
way to perform sketching with lower computational
complexity.
3. Uniform sampling: Uniform sampling randomly se-
lects m rows out of the n rows of A where the proba-
bility of any row being selected is the same.
4. Sparse Johnson-Lindenstrauss Transform (SJLT) (Nel-
son & Nguyeˆn, 2013): The sketching matrix for SJLT
is a sparse matrix where each column has exactly s
nonzero entries and the columns are independently dis-
tributed. The nonzero entries are sampled from the
Rademacher distribution. It takes O(snd/m) addition
operations to sketch a data matrix using SJLT.
5. Hybrid sketch: The method that we refer to as hy-
brid sketch is a sequential application of two different
sketching methods. In particular, it might be com-
putationally feasible for worker nodes to sample as
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much data as possible (m2 rows) and then reduce the
dimension of the available data to the final sketch di-
mension m using another sketch with better proper-
ties than uniform sampling such as Gaussian sketch or
SJLT. For instance, hybrid sketch with uniform sam-
pling followed by Gaussian sketch has computational
complexity O(mm2d).
3. Distributed Iterative Hessian Sketch
In this section, we consider the well-known problem of
unconstrained linear least squares which is stated as
x∗ = arg min
x
1
2
‖Ax− b‖22, (1)
where A ∈ Rn×d and b ∈ Rn are the problem data. New-
ton’s method terminates in one step when applied to this
problem since the Hessian is ATA and
xt+1 = xt − µ(ATA)−1AT (Axt − b).
However, the computational cost of this direct solution is
often prohibitive for large scale problems. Iterative Hessian
sketch introduced in (Pilanci & Wainwright, 2016) employs
a randomly sketched Hessian ATSTt S
T
t A as follows
xt+1 = xt − µ(ATSTt StA)−1AT (Axt − b),
where St corresponds to the sketching matrix at iteration t.
Sketching reduces the row dimension of the data from n to
m and hence computing an approximate HessianATSTt StA
is computationally cheaper than the exact Hessian ATA.
Moreover, for regularized problems one can choose m
smaller than d as we investigate in Section 4.
In a distributed computing setting, one can obtain more ac-
curate update directions by averaging multiple trials, where
each worker node computes an independent estimate of the
update direction. These approximate update directions can
be averaged at the master node and the following update
takes place
xt+1 = xt − µ1
q
q∑
k=1
(ATSTt,kSt,kA)
−1AT (Axt − b).
(2)
Here St,k is the sketching matrix for the k’th worker at
iteration t. The details of distributed IHS algorithm are
given in Algorithm 1. We note note that the above update
can be replaced with an approximate solution. It might be
computationally more efficient for worker nodes to obtain
their approximate update directions using indirect methods
such as conjugate gradient.
Note that workers communicate their approximate update
directions and not the approximate Hessian matrix, which
Algorithm 1 Distributed Iterative Hessian Sketch
Input: Number of iterations T , step size µ.
for t = 1 to T do
for workers k = 1 to q in parallel do
Sample St,k ∈ Rm×n.
Sketch the data St,kA.
Compute gradient gt = AT (Axt − b).
Solve ∆ˆt,k = arg min∆ 12‖St,kA∆‖22 + gTt ∆ and
send to master.
end for
Master: Update xt+1 = xt+µ 1q
∑q
k=1 ∆ˆt,k and send
xt+1 to workers.
end for
return xT
reduces the communication complexity fromO(d2) toO(d)
for each worker per iteration.
We establish the convergence rate for Gaussian sketches in
Theorem 1, which provides an exact result of the expected
error.
Definition 3.1. To quantify the approximation quality of
the iterate xt ∈ Rd with respect to the optimal solution
x∗ ∈ Rd, we define the error as eAt := A(xt − x∗) where
A ∈ Rn×d is the data matrix.
To state our result, we first introduce the following moments
of the inverse Wishart distribution (see Appendix).
θ1 :=
m
m− d− 1 ,
θ2 :=
m2(m− 1)
(m− d)(m− d− 1)(m− d− 3) . (3)
Theorem 1 (Expected Error Decay for Gaussian Sketches).
In Algorithm 1, the expected squared norm of the error
eAt , when we set µ = 1/θ1 and St,k’s are i.i.d. Gaussian
sketches evolves according to the following relation:
E[‖eAt+1‖22] =
1
q
(
θ2
θ21
− 1
)
‖eAt ‖22.
The next corollary characterizes the number of iterations
for Algorithm 1 to achieve an error of , and states that
the number of iterations required for error  scales with
log(1/)/ log(q).
Corollary 1. Let St,k ∈ Rm×n (t = 1, ..., T , k = 1, ..., q)
be Gaussian sketching matrices. Then, Algorithm 1 outputs
xT that is -accurate with respect to the initial error in
expectation, that is, E[‖e
A
T ‖22
‖Ax∗‖22 =  where T is given by
T =
log(1/)
log(q)− log
(
θ2
θ21
− 1
) ,
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where the overall required communication is Tqd numbers,
and the computational complexity per worker is
O(Tmnd+ Tmd2 + Td3).
Remark: Provided that m is at least 2d, the term
log
(
θ2
θ21
− 1
)
is negative. Hence, T is upper-bounded by
log(1/)
log(q) .
4. Averaging for Regularized Least Squares
The method described in this section is based on non-
iterative averaging for solving the linear least squares prob-
lem with `2 regularization, i.e., ridge regression, and is fully
asynchronous.
We consider the problem given by
x∗ = arg min
x
‖Ax− b‖22 + λ1‖x‖22, (4)
where A ∈ Rn×d, b ∈ Rn denote input data, and λ1 > 0 is
a regularization parameter. Each worker applies sketching
on A and b and obtains the estimate xˆk given by
xˆk = arg min
x
‖SkAx− Skb‖22 + λ2‖x‖22 (5)
for k = 1, ..., q, and the averaged solution is computed by
the master node as
x¯ =
1
q
q∑
k=1
xˆk. (6)
Note that we have λ1 as the regularization coefficient of the
original problem and λ2 for the sketched sub-problems. If
λ2 is chosen to be equal to λ1, then this scheme reduces
to the framework given in the work of (Wang et al., 2017)
and we show in Theorem 2 that λ2 = λ1 leads to a biased
estimator, which does not converge to the optimal solution.
We next introduce the following results on traces involving
random Gaussian matrices which are instrumental in our
result.
Lemma 1 ((Liu & Dobriban, 2019)). For a Gaussian sketch-
ing matrix S, the following holds
lim
n→∞E[tr((U
TSTSU + λ2I)
−1)] = d× θ3(d/m, λ2),
where θ3(d/m, λ2) is defined as θ3(d/m, λ2) =
=
−λ2 + d/m− 1 +
√
(−λ2 + d/m− 1)2 + 4λ2d/m
2λ2d/m
.
Lemma 2. For a Gaussian sketching matrix S, the follow-
ing holds
lim
n→∞E[(U
TSTSU + λ2I)
−1] = θ3(d/m, λ2)Id,
where θ3(d/m, λ2) is as defined in Lemma 1.
Algorithm 2 Distributed Randomized Ridge Regression
Set σ to the mean of singular values of A.
Calculate λ∗2 = λ1 − dm 11+λ1/σ2 .
for workers k = 1 to q in parallel do
Sample Sk ∈ Rm×n.
Compute sketched data SkA and Skb.
Solve xˆk = arg minx ‖SkAx−Skb‖22 +λ∗2‖x‖22, send
to master.
end for
Master: return x¯ = 1q
∑q
k=1 xˆk.
Theorem 2. Given the thin SVD decomposition A =
UΣV T ∈ Rn×d and n ≥ d, and assuming A has full
rank and has identical singular values (i.e., Σ = σId), there
is a value of λ2 that yields a zero bias of the single-sketch
estimator E[A(xˆk − x∗)] as n goes to infinity if
(i) m > d or
(ii) m ≤ d and λ1 ≥ σ2
(
d
m − 1
)
and the value of λ2 that achieves zero bias is given by
λ∗2 = λ1 −
d
m
1
1 + λ1/σ2
, (7)
where the Sk in xˆk = arg minx ‖SkAx− Skb‖22 + λ2‖x‖22
is the Gaussian sketch.
Figure 1 illustrates the implications of Theorem 2. If λ2 is
chosen according to the formula in (7), then the averaged
solution x¯ is a better approximation to x∗ than if we had used
λ2 = λ1. The data matrix A in Figure 1(a) has identical
singular values, and 1(b) shows the case where the singular
values of A are not identical. When the singular values of A
are not all equal to each other, we set σ to the mean of the
singular values of A as a heuristic, which works extremely
well as shown in the figure. According to the formula (7),
the value of λ2 that we need to use to achieve zero bias is
found to be λ∗2 = 0.833 whereas λ1 = 5. The plot in Figure
1(b) illustrates that even if the assumption that Σ = σId in
Theorem 2 is violated, the proposed bias corrected averaging
method outperforms vanilla averaging (Wang et al., 2017)
where λ2 = λ1.
4.1. Varying Sketch Sizes
Let us now consider the scenario where we have different
sketch sizes in each worker. This situation frequently arises
in heterogeneous computing environments. Specifically, let
us assume that the sketch size for worker k is mk, k =
1, 2, ..., q. By Theorem 2, by choosing the regularization
parameter for worker k as
λ∗2(k) = λ1 −
d
mk
1
1 + λ1/σ2
,
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Figure 1. Plots of ‖x¯ − x∗‖2/‖x∗‖2 against the number of aver-
aged worker outputs for an unconstrained least squares problem
with regularization using Algorithm 2. The dashed blue line cor-
responds to the case where λ2 is determined according to the
formula (7), and the solid red line corresponds to the case where
λ2 is the same as λ1. The experimental parameters are as follows:
n = 1000, d = 100, λ1 = 5, m = 20, sketch type is Gaussian.
(a) All singular values of A are 1, (b) Singular values of A are not
identical and their mean is 1.
it is possible to obtain unbiased estimators xˆk for k =
1, ..., q and hence an unbiased averaged result x¯. Note that
here we assume that the sketch size for each worker satisfies
the condition in Theorem 2 for zero bias in each estimator
xˆk, that is, eithermk > d ormk ≤ d and λ1 ≥ σ2(d/mk−
1).
5. Distributed Newton Sketch
We have considered the linear least squares problem with-
out and with regularization in Sections 3 and 5, respec-
tively. Next, we consider randomized second order methods
for solving a broader range of problems, where we con-
sider the distributed version of the Newton Sketch algorithm
described in (Pilanci & Wainwright, 2017). We consider
Hessian matrices of the form Ht = (H
1/2
t )
TH
1/2
t , where
we assume that H1/2t ∈ Rn×d is a full rank matrix and
n ≥ d. Note that this factorization is already available in
terms of scaled data matrices in many problems as we il-
lustrate in the sequel. This enables the fast construction
of an approximation of Ht by applying sketching StH
1/2
t
which leads to the approximation Hˆt = (StH
1/2
t )
TStH
1/2
t .
Averaging in the case of Hessian matrices of the form
Ht = (H
1/2
t )
TH
1/2
t + λ1Id (i.e. regularized) will be con-
sidered in the next section.
Let us consider the updates in classical Newton’s method:
xt+1 = xt − α1H−1t gt, (8)
where Ht ∈ Rd×d and gt ∈ Rd denote the Hessian matrix
and the gradient vector at iteration t respectively, and α1
is the step size. In contrast, Newton Sketch performs the
Algorithm 3 Distributed Newton Sketch
Input: Tolerance 
repeat
for workers k = 1 to q (in parallel) do
Sample St,k ∈ Rm×n.
Sketch St,kH
1/2
t .
Obtain the gradient gt.
Compute approximate Newton direction ∆ˆk,t =
arg min∆(
1
2‖St,kH1/2t ∆‖22 + gTt ∆) and send to
master.
end for
Master: Determine α2 and update xt+1 = xt +
α2
1
q
∑q
k=1 ∆ˆk,t.
until gTt
(∑q
k=1 ∆ˆk,t
)
/2 ≥  is satisfied
approximate updates
xt+1 = xt + α1 arg min
∆
(
1
2
‖StH1/2t ∆‖22 + gTt ∆), (9)
where the sketching matrices St ∈ Rm×n are refreshed ev-
ery iteration. There is a multitude of options for distributing
Newton’s method and Newton Sketch. Here we consider
a scheme that is similar in spirit to the GIANT algorithm
(Wang et al., 2018b) where workers communicate approxi-
mate length-d update directions to be averaged at the master
node. Another alternative scheme would be to communicate
the approximate Hessian matrices, which would require an
increased communication load of d2 numbers.
The updates for distributed Newton sketch are given by
xt+1 = xt + α2
1
q
q∑
k=1
arg min
∆
1
2
‖St,kH1/2t ∆‖22 + gTt ∆.
(10)
Note that the above update requires access to the full gradi-
ent gt. If workers do not have access to the entire dataset,
then this requires an additional communication round per
iteration where workers communicate their local gradients
with the master node, which computes the full gradient and
broadcasts to workers. The details of the distributed Newton
Sketch method is given in Algorithm 3.
5.1. Gaussian Sketch
We analyze the bias and the variance of the update directions
for distributed Newton sketch, and give exact expressions
for Gaussian sketching matrices.
Let ∆∗t denote the exact Newton update direction at iteration
t, then
∆∗t = ((H
1/2
t )
TH
1/2
t )
−1gt (11)
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and let ∆ˆk,t denote the approximate update direction out-
putted by worker k at iteration t, which is given by
∆ˆk,t = αs((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1gt. (12)
Note that the step size for the averaged update direction will
be calculated as α2 = α1αs. Theorem 3 characterizes how
the update directions needs to be modified to obtain an un-
biased update direction, and a minimum variance estimator
for the update direction.
Theorem 3. For Gaussian sketches St,k, assuming H
1/2
t is
full column rank, the variance E[‖H1/2t (∆ˆk,t −∆∗t )‖22] is
minimized when αs is chosen as αs = θ1θ2 whereas the bias
E[H1/2t (∆ˆk,t −∆∗t )] is zero when αs = 1θ1 , where θ1 and
θ2 are as defined in (3).
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Figure 2. Cost approximation (f(xt) − f(x∗))/f(x∗) for Algo-
rithm 3 against iteration number t for various step sizes in solving
a linear least squares problem on randomly generated data. The
cyan colored dotted lines show cost approximation when we make
a search for the learning rate αs between 0.05 and 1. The blue line
with circles corresponds to αs that leads to the unbiased estimator
and the red line with squares corresponds to αs that gives the min-
imum variance. The step size scaling factors αs were calculated
using the formulas in Theorem 3 and are marked on the plots. The
parameters used in these experiments are n = 1000, d = 200,
m = 400. (a) q = 10 workers, (b) q = 2 workers.
Figure 2 demonstrates that choosing α2 = α1αs where αs
is calculated using the unbiased estimator formula leads to
faster decrease of the objective value when the number of
workers is large. If the number of workers is small, one
should choose the step size that minimizes variance instead.
Figure 2(a) illustrates that the blue curve with squares is in
fact the best one could hope to achieve as it is very close to
the best cyan dotted line.
Non-identical sketch sizes: Theorem 3 establishes that when-
ever the sketch dimension varies among workers, it is possi-
ble to obtain an unbiased update direction by computing αs
for every worker individually.
6. Distributed Newton Sketch for Regularized
Problems
We now consider problems with `2 regularization. In par-
ticular, we study problems whose Hessian matrices are
of the form Ht = (H
1/2
t )
TH
1/2
t + λ1Id. Sketching
can be applied to obtain approximate Hessian matrices
as Ht = (StH
1/2
t )
TStH
1/2
t + λ2Id. Note that the case
λ2 = λ1 corresponds to the setting in the GIANT algorithm
described in (Wang et al., 2018b).
Theorem 4 establishes that λ2 should be chosen according
to the formula (13) under the assumption that the singular
values of H1/2t are identical. We later verify empirically
that when the singular values are not identical, plugging the
mean of the singular values into the formula still leads to
improvements over the case of λ2 = λ1.
Theorem 4. Given the thin SVD decomposition H1/2t =
UΣV T ∈ Rn×d and n ≥ d where H1/2t is assumed to have
full rank and satisfy Σ = σId, the bias of the single-sketch
Newton step estimator E[H1/2t (∆ˆt,k−∆∗)] is equal to zero
as n goes to infinity when λ2 is chosen as
λ∗2 =
λ1 + σ
2 d
m
1 + dm
1
1+(λ1/σ2)
, (13)
where ∆∗ = ((H1/2t )
THt + λ1Id)
−1g and ∆ˆk =
((St,kH
1/2
t )
TSt,kHt + λ2Id)
−1g, and St,k is the Gaussian
sketch.
7. Example Applications
In this section, we describe examples where our method-
ology can be applied. In particular, the problems in this
section are convex problems that are efficiently addressed
by our methods in distributed systems. We present numeri-
cal results on these problems in the next section.
7.1. Logistic Regression
Let us consider the logistic regression problem with `2
penalty given by minimizexf(x) where
f(x) = −
n∑
i=1
(yi log(pi) + (1− yi) log(1− pi)) + λ1
2
‖x‖22,
(14)
and p ∈ Rn is defined such that pi = 1/(1 + exp(−a˜Ti x)).
a˜i represents the i’th row of the data matrixA ∈ Rn×d. The
output vector is denoted by y ∈ Rn.
The gradient and Hessian for f(x) are as follows
g = AT (p− y) + λ1x,
H = ATDA+ λ1Id,
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D is a diagonal matrix with the entries of the vector p(1−p)
as its diagonal entries. The sketched Hessian matrix in this
case can be formed as (SD1/2A)T (SD1/2A) + λ∗2Id and
λ∗2 can be calculated using (13), setting σ the mean of sin-
gular values of D1/2A in the formula. Because D changes
every iteration, it might be computationally infeasible to
re-compute the mean of the singular values. However, we
have found through experiments that it is not required to
compute the exact value of the mean of the singular values.
For instance, setting σ to the mean of the diagonals of D1/2
as a heuristic works sufficiently well.
7.2. Inequality Constrained Optimization
Next, we consider the following inequality constrained opti-
mization problem,
minimizex ||x− c||22
subject to ||Ax||∞ ≤ λ (15)
where A ∈ Rn×d, and c ∈ Rd are the problem data, and
λ ∈ R is a positive scalar. Note that this problem is the dual
of the Lasso problem given by minx λ‖x‖1 + 12‖Ax− c‖22.
The above problem can be tackled by the standard log-
barrier method (Boyd & Vandenberghe, 2004), by solving
sequences of unconstrained barrier penalized problems as
follows
minimizex −
n∑
i=1
log(−a˜Ti x+ λ)−
n∑
i=1
log(a˜Ti x+ λ)
+λ1||x||22 − 2λ1cTx+ λ1||c||22
(16)
where a˜i represents the i’th row of A. The gradient and
Hessian of the objective are given by
g = −ATc D12n×1 + 2λ1x− 2λ1c,
H = (DAc)
T (DAc) + 2λ1Id.
Here Ac = [AT ,−AT ]T and D is a diagonal matrix with
the element-wise inverse the vector (Acx − 12n×1) as
its diagonal entries. 12n×1 is a length-2n vector of all
1’s. The sketched Hessian can be written in the form of
(SDAc)
T (SDAc) + λ2Id.
Remark: Since we have the term 2λ1Id in H (instead of
λ1Id), we need to plug in 2λ1 instead of λ1 in the formula
for computing λ∗2.
8. Numerical Results
8.1. Distributed Iterative Hessian Sketch
We have evaluated the distributed IHS algorithm on the
serverless computing platform AWS Lambda. In the im-
plementation, each serverless function is responsible for
solving one sketched problem per iteration. Workers wait
once they finish their computation for that iteration until
the next iterate xt+1 becomes available. The master node,
which is another AWS Lambda worker, is responsible for
collecting and averaging the worker outputs and broadcast-
ing the next iterate xt+1.
Figure 3 shows the scaled difference between the cost for the
t’th iterate and the optimal cost (i.e. (f(xt)−f(x∗))/f(x∗))
versus iteration number t for the distributed IHS algorithm
given in Algorithm 1. Due to the relatively small size of the
problem, we have each worker compute the exact gradient
without requiring an additional communication round per
iteration to form the full gradient. We note that, in problems
where it’s not feasible for workers to form the full gradi-
ent due to limited memory, one can include an additional
communication round where each worker sends their local
gradient to the master node, and the master node forms the
full gradient and distributes it to the worker nodes.
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Figure 3. Cost approximation (f(xt)− f(x∗))/f(x∗) vs time for
the distributed IHS algorithm running on AWS Lambda for solving
the linear least squares problem given in (1) for randomly gener-
ated data. Unif is short for uniform sampling and unif&sjlt is
short for hybrid sketch where uniform sampling is followed by
SJLT. Problem parameters are as follows: n = 250000, d = 500,
m = 6000, m2 = 20000, and q as specified in the legend.
8.2. Inequality Constrained Optimization
Figure 4 compares various sketches with and without bias
correction for the distributed Newton sketch algorithm when
it is used to solve the problem given in (16). For each sketch,
we have plotted the performance for λ2 = λ1 and the bias
corrected version λ2 = λ∗2. The bias corrected versions are
shown as the dotted lines. In these experiments, we have
set σ to the minimum of the singular values of DA as we
have observed that setting σ to the minimum of the singular
values of DA performed better than setting it to their mean.
Even though we have derived the bias correction formula
for Gaussian sketch, we observe that it improves the per-
formance of SJLT as well. We see that Gaussian sketch
and SJLT perform the best out of the 4 sketches we have
experimented with. We note that computational complexity
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of sketching for SJLT is lower than it is for Gaussian sketch,
and hence the natural choice would be to use SJLT in this
case.
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Figure 4. Plot shows cost approximation of the iterate xt (i.e.,
(f(xt) − f(x∗))/f(x∗)) against iteration number t for various
sketches in solving an inequality constrained optimization problem,
namely, the problem given in (16). Abbreviations used in the plot
are as follows. Unif: Uniform sampling, gaus: Gaussian sketch,
unif&sjlt: Hybrid sketch where uniform sampling is followed by
SJLT. The abbreviations followed by +’s refer to the bias corrected
versions. Problem parameters are as follows: n = 500, d = 200,
λ1 = 1000, m = 50, m2 = 8m = 400, q = 10, λ = 0.01,
s = 10.
8.3. Scalability of the Serverless Implementation
Figure 5 shows the cost against time when we solve the
problem given in (16) for large scale data on AWS Lambda
using the distributed Newton sketch algorithm. The setting
in this experiment is such that each worker has access to a
different subset of data, and there is no additional sketching
applied. The dataset used is randomly generated and the
goal here is to demonstrate the scalability of the algorithm
and the serverless implementation. The size of the data
matrix A is 44 GB.
In the serverless implementation, we reuse the serverless
functions during the course of the algorithm, meaning that
the same q = 100 functions are used for every iteration.
We note that every iteration requires two rounds of com-
munication with the master node. The first round is for
the communication of the local gradients, and the second
round is for the approximate update directions. The master
node, also a serverless function, is also reused across itera-
tions. Figure 5 illustrates that each iteration takes a different
amount of time and iteration times can be as short as 5 sec-
onds. The reason for some iterations taking much longer
times is what is referred to as the straggler problem, which
is a phenomenon commonly encountered in distributed com-
puting. More precisely, the iteration time is determined by
the slowest of the q = 100 nodes and nodes often slow
down for a variety of reasons causing stragglers. A possi-
ble solution to the issue of straggling nodes is to use error
correcting codes to insert redundancy to computation and
hence to avoid waiting for the outputs of all of the worker
nodes (Lee et al., 2018). We identify that implementing
straggler mitigation for solving large scale problems via
approximate second order optimization methods such as
distributed Newton sketch is a promising direction.
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Figure 5. Cost approximation vs time when we solve the problem
given in (16)) for a large scale randomly generated dataset (44 GB
sized) on AWS Lambda. Circles correspond to times that iterates
xt are computed. Problem parameters are as follows: n = 200000,
d = 30000, λ1 = 1, m = 2000, q = 100, λ = 10.
9. Conclusion
In this work, we have studied averaging for a wide class of
randomized second order algorithms. Sections 3 and 4 are
focused on the problem of linear least squares whereas the
results of sections 5 and 6 are applicable to a more general
class of problems. We have shown that for problems involv-
ing regularization, averaging requires more detailed analysis
compared to problems without regularization. When the reg-
ularization term is not scaled properly, the resulting estima-
tors are biased, and averaging a large number of independent
sketched solutions does not converge to the true solution.
We have provided closed-form formulas for scaling the reg-
ularization coefficient to obtain unbiased estimators. This
method does not demand any additional computational cost,
while guaranteeing convergence to the optimum. We also
extended our analysis to non-identical sketch dimensions
for heterogeneous computing environments.
A future research direction is the analysis of the bias and
variance, and unbiased schemes for a broader class of sketch-
ing matrices under less restrictive assumptions on the singu-
lar values as in Theorems 2 and 4.
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10. Supplementary File
We give the proofs for the all the lemmas and theorems in the supplementary file.
Note: A Jupyter notebook (.ipynb) containing code has been separately uploaded (also as a .py file). The code requires
Python 3 to run.
10.1. Proofs of Theorems in Section 3
Proof of Theorem 1. The update rule for distributed IHS is given as
xt+1 = xt − µ1
q
q∑
k=1
(ATSTt,kSt,kA)
−1AT (Axt − b). (17)
Let us decompose b as b = Ax∗ + b⊥ and note that AT b⊥ = 0 which gives us:
xt+1 = xt − µ1
q
q∑
k=1
(ATSTt,kSt,kA)
−1ATAet. (18)
Subtracting x∗ from both sides, we obtain an equation in terms of the error vector et only:
et+1 = et − µ1
q
q∑
k=1
(ATSTt,kSt,kA)
−1ATAet
=
(
I − µ1
q
q∑
k=1
(ATSTt,kSt,kA)
−1ATA
)
et.
Let us multiply both sides by A from the left and define Qt,k := A(ATSTt,kSt,kA)
−1AT and we will have the following
equation:
eAt+1 =
(
I − µ1
q
q∑
k=1
Qt,k
)
eAt .
We now analyze the expectation of `2 norm of eAt+1:
E[||eAt+1||22] = E
∥∥∥∥∥1q
q∑
k=1
(I − µQt,k)eAt
∥∥∥∥∥
2
2

=
1
q2
E
[
q∑
k=1
q∑
l=1
〈(I − µQt,k)eAt , (I − µQt,l)eAt 〉
]
=
1
q2
q∑
k=1
q∑
l=1
E
[〈(I − µQt,k)eAt , (I − µQt,l)eAt 〉] . (19)
The contribution for k 6= l in the double summation of (19) is equal to zero because for k 6= l, we have
E
[〈(I − µQt,k)eAt , (I − µQt,l)eAt 〉] = 〈E[(I − µQt,k)eAt ],E[(I − µQt,l)eAt ]〉
= 〈E[(I − µQt,k)eAt ],E[(I − µQt,k)eAt ]〉
=
∥∥E[(I − µQt,k)eAt ]∥∥22 .
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The term in the last line above is zero for µ = 1θ1 :
E[(I − µQt,k)eAt ] = E[(I − µA(ATSTt,kSt,kA)−1AT )eAt ]
= (I − µθ1A(ATA)−1AT )eAt
= (I − µθ1UUT )eAt
= (I − UUT )eAt
= 0
where we used A = UΣV T . For the rest of the proof, we assume that we set µ = 1/θ1. Now that we know the contribution
from terms with k 6= l is zero, the expansion in (19) can be rewritten:
E[||eAt+1||22] =
1
q2
q∑
k=1
E
[〈(I − µQt,k)eAt , (I − µQt,k)eAt 〉]
=
1
q2
q∑
k=1
E[||(I − µQt,k)eAt ||22]
=
1
q
E[||(I − µQt,1)eAt ||22]
=
1
q
(||eAt ||22 + µ2E[||Qt,1eAt ||22]− 2µ(eAt )TE[Qt,1]eAt )
=
1
q
(
µ2E[||Qt,1eAt ||22]− ||eAt ||22
)
=
1
q
(
µ2(eAt )
TE[QTt,1Qt,1]eAt − ||eAt ||22
)
The term E[QTt,1Qt,1] can be simplified using SVD decomposition A = UΣV T . This gives us Qt,k =
U(UTSTt,kSt,kU)
−1UT and furthermore we have:
E[QTt,1Qt,1] = E[U(UTSTt,1St,1U)−1UTU(UTSTt,1St,1U)−1UT ]
= E[U(UTSTt,1St,1U)−1(UTSTt,1St,1U)−1UT ]
= UE[(UTSTt,1St,1U)−2]UT
= θ2UU
T .
Plugging this in, we obtain:
E[||eAt+1||22] =
1
q
(
θ2µ
2(eAt )
TUUT eAt − ||eAt ||22
)
=
1
q
(
θ2µ
2||UT eAt ||22 − ||eAt ||22
)
=
1
q
(
θ2µ
2||eAt ||22 − ||eAt ||22
)
=
θ2µ
2 − 1
q
||eAt ||22
=
1
q
(
θ2
θ21
− 1
)
||eAt ||22
Proof of Corollary 1. Taking the expectation with respect to St,k, k = 1, ..., q of both sides of the equation given in
Theorem 1, we obtain
E[||eAt+1||22] =
1
q
(
θ2
θ21
− 1
)
E[||eAt ||22] .
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This gives us the relationship between the initial error (when we initialize x0 to be the zero vector) and the expected error in
iteration t:
E[||eAt ||22] =
1
qt
(
θ2
θ21
− 1
)t
||Ax∗||22.
It follows that the expected error reaches -accuracy with respect to the initial error at iteration T where:
1
qT
(
θ2
θ21
− 1
)T
= 
qT
(
θ2
θ21
− 1
)−T
=
1

T
(
log(q)− log
(
θ2
θ21
− 1
))
= log(1/)
T =
log(1/)
log(q)− log
(
θ2
θ21
− 1
) .
Each iteration requires communicating a d-dimensional vector for every worker, and we have q workers and the algorithm
runs for T iterations, hence the communication load is Tqd.
The computational load per worker at each iteration involves the following numbers of operations:
• Sketching A: mnd multiplications
• Computing H˜t,k: md2 multiplications
• Computing gt: O(nd) operations
• Solving H˜−1t,k gt: O(d3) operations.
10.2. Proofs of Theorems in Section 4
Proof of Lemma 2. In the following, we assume that we are in the regime where n approaches infinity.
The expectation term E[(UTSTSU + λ2I)−1] is equal to the identity matrix times a scalar (i.e. cId) because it is signed
permutation invariant, which we show as follows. Let P ∈ Rd×d be a permutation matrix and D ∈ Rd×d be an invertible
diagonal sign matrix (−1 and +1’s on the diagonals). A matrix M is signed permutation invariant if (DP )M(DP )T = M .
We note that the signed permutation matrix is orthogonal: (DP )T (DP ) = PTDTDP = PTP = Id, which we later use.
(DP )ES [(UTSTSU + λ2I)−1](DP )T = ES [(DP )(UTSTSU + λ2I)−1(DP )T ]
= ES [((DP )TUTSTSU(DP ) + λ2I)−1]
= ESUPD[ES [((DP )TUTSTSU(DP ) + λ2I)−1|SUPD]]
= ESUPD[((DP )TUTSTSU(DP ) + λ2I)−1]
= ESU ′ [(U ′
T
STSU ′ + λ2I)−1]
where we made the variable change U ′ = UDP and note that U ′ has orthonormal columns because DP is an orthogonal
transformation. SUPD and SU have the same distribution because PD is an orthogonal transformation and S is a Gaussian
matrix. This shows that E[(UTSTSU + λ2I)−1] is signed permutation invariant.
Now that we established that E[(UTSTSU + λ2I)−1] is equal to the identity matrix times a scalar, we move on to find the
value of the scalar. We use the identity EDP [(DP )Q(DP )T ] = trQd Id for Q ∈ Rd×d where the diagonal entries of D are
sampled from the Rademacher distribution and P is sampled uniformly from the set of all possible permutation matrices.
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We already established that E[(UTSTSU + λ2I)−1] is equal to (DP )ES [(UTSTSU + λ2I)−1](DP )T for any signed
permutation matrix of the form DP . It follows that
E[(UTSTSU + λ2I)−1] = (DP )ES [(UTSTSU + λ2I)−1](DP )T
=
1
|R|
∑
DP∈R
(DP )ES [(UTSTSU + λ2I)−1](DP )T
= EDP [(DP )ES [(UTSTSU + λ2I)−1](DP )T ]
=
1
d
tr(ES [(UTSTSU + λ2I)−1])Id
where we define R to be the set of all possible signed permutation matrices DP in going from line 1 to line 2.
By Lemma 1, the trace term is equal to d× θ3(d/m, λ2), which concludes the proof.
Proof of Theorem 2. Closed form expressions for the optimal solution and the output of the k’th worker are as follows:
x∗ = (ATA+ λ1Id)−1AT b,
xˆk = (A
TSTk SkA+ λ2Id)
−1ATSTk Skb.
Equivalently, x∗ can be written as:
x∗ = arg min
∥∥∥∥[ A√λ1Id
]
x−
[
b
0d
]∥∥∥∥2
2
.
This allows us to decompose
[
b
0d
]
as
[
b
0d
]
=
[
A√
λ1Id
]
x∗ + b⊥
where b⊥ =
[
b⊥1
b⊥2
]
with b⊥1 ∈ Rn and b⊥2 ∈ Rd. From the above equation we obtain b⊥2 = −
√
λ1x
∗ and
[
AT
√
λ1Id
]
b⊥ =
AT b⊥1 +
√
λ1b
⊥
2 = 0.
The bias of xˆk is given by (omitting the subscript k in Sk for simplicity)
E[A(xˆk − x∗)] =
= E[A(ATSTSA+ λ2Id)−1ATSTSb−Ax∗]
= E[U(UTSTSU + λ2Σ−2)−1UTSTSb]−Ax∗
= E[U(UTSTSU + λ2Σ−2)−1UTSTS(Ax∗ + b⊥1 )]−Ax∗
= E[U(UTSTSU + λ2Σ−2)−1UTSTSUΣV Tx∗ + U(UTSTSU + λ2Σ−2)−1UTSTSb⊥1 ]−Ax∗
= E[U(UTSTSU + λ2Σ−2)−1(UTSTSU + λ2Σ−2 − λ2Σ−2)ΣV Tx∗ + U(UTSTSU + λ2Σ−2)−1UTSTSb⊥1 ]−Ax∗
= E[−λ2U(UTSTSU + λ2Σ−2)−1Σ−1V Tx∗] + E[U(UTSTSU + λ2Σ−2)−1UTSTSb⊥1 ].
By the assumption Σ = σId, the bias becomes
E[A(xˆk − x∗)] = E[−λ2σ−1U(UTSTSU + λ2σ−2Id)−1V Tx∗] + E[U(UTSTSU + λ2σ−2Id)−1UTSTSb⊥1 ]. (20)
The first expectation term of (20) can be evaluated using Lemma 2 (as n goes to infinity):
E[−λ2σ−1U(UTSTSU + λ2Id)−1V Tx∗] = −λ2σ−1θ3(d/m, λ2σ−2)UV Tx∗. (21)
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To find the second expectation term of (20), let us first consider the full SVD of A given by A =
[
U U⊥
] [ Σ
0(n−d)×d
]
V T
where U ∈ Rn×d and U⊥ ∈ Rn×(n−d). The matrix [U U⊥] is an orthogonal matrix, which implies UUT +U⊥(U⊥)T =
Id. If we insert UUT + U⊥(U⊥)T = Id between S and b⊥1 , the second term of (20) becomes
E[U(UTSTSU + λ2σ−2Id)−1UTSTSb⊥1 ] =
= E[U(UTSTSU + λ2σ−2Id)−1UTSTS(UUT + U⊥(U⊥)T )b⊥1 ]
= E[U(UTSTSU + λ2σ−2Id)−1UTSTSUUT b⊥1 ] + E[U(UTSTSU + λ2σ−2Id)−1UTSTSU⊥(U⊥)T b⊥1 ]
= E[U(UTSTSU + λ2σ−2Id)−1UTSTSUUT b⊥1 ]
= E[U(UTSTSU + λ2σ−2Id)−1(UTSTSU + λ2σ−2Id − λ2σ−2Id)UT b⊥1 ]
= U(Id − λ2σ−2E[(UTSTSU + λ2σ−2Id)−1])UT b⊥1
= (1− λ2σ−2θ3(d/m, λ2σ−2))UUT b⊥1
where in the fourth line we have used ES [U(UTSTSU + λ2σ−2Id)−1UTSTSU⊥(U⊥)T b⊥1 ] = ESU [ES [U(UTSTSU +
λ2σ
−2Id)−1UTSTSU⊥(U⊥)T b⊥1 |SU ]] = 0 since ES [SU⊥|SU ] = 0 as U and U⊥ are orthogonal. The last line follows
from Lemma 2, as n goes to infinity.
Note that UT b⊥1 = λ1Σ
−1V Tx∗ and for Σ = σId, this becomes UT b⊥1 = λ1σ
−1V Tx∗.
Bringing all of these pieces together, we have the bias equal to (as n goes to infinity):
E[A(xˆk − x∗)] = −λ2σ−1θ3(d/m, λ2σ−2)UV Tx∗ + λ1σ−1(1− λ2σ−2θ3(d/m, λ2σ−2))UV Tx∗
= σ−1(λ1 − λ2θ3(d/m, λ2σ−2)(1 + λ1σ−2))UV Tx∗.
If there is a value of λ2 > 0 that satisfies λ1 − λ2θ3(d/m, λ2σ−2)(1 + λ1σ−2) = 0, then that value of λ2 makes xˆk an
unbiased estimator. Equivalently,(
−λ2σ−2 + d/m− 1 +
√
(−λ2σ−2 + d/m− 1)2 + 4λ2σ−2d/m
2σ−2d/m
)
=
λ1
1 + λ1σ−2
−λ2σ−2 + d/m− 1 +
√
(−λ2σ−2 + d/m− 1)2 + 4λ2σ−2d/m = 2 d
mσ2
λ1
1 + λ1σ−2
,
where we note that the LHS is a monotonically increasing function of λ2 in the regime λ2 ≥ 0 and it attains its minimum in
this regime at λ2 = 0. Analyzing this equation using these observations, for the cases of m > d and m ≤ d separately, we
find that for the case of m ≤ d, we need the following to be satisfied for zero bias:
2
d
mσ2
λ1
1 + λ1/σ2
≥ 2
(
d
m
− 1
)
,
λ1 ≥ σ2
(
d
m
− 1
)
,
whereas there is no condition on λ1 for the case of m > d.
The value of λ2 that will lead to zero bias is given by
λ∗2 = λ1 −
d
m
1
1 + λ1/σ2
.
10.3. Proofs of Theorems in Section 5
Proof of Theorem 3. The optimal update direction is given by
∆∗t = ((H
1/2
t )
TH
1/2
t )
−1gt = H−1t gt
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and the estimate update direction due to a single sketch is given by
∆ˆt,k = αs((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1gt.
where αs ∈ R is the step size scaling factor to be determined.
Letting St,k be a Gaussian sketch, the bias can be written as
E[H1/2t (∆ˆt,k −∆∗t )] = E[αsH1/2t ((H1/2t )TSTt,kSt,kH1/2t )−1gt −H1/2t H−1t gt]
= αsH
1/2
t E[((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1]gt −H1/2t H−1t gt
= αsθ1H
1/2
t ((H
1/2
t )
TH
1/2
t )
−1gt −H1/2t H−1t gt
= (αsθ1 − 1)H1/2t H−1t gt.
In the third line, we plug in the mean of ((H1/2t )
TSTt,kSt,kH
1/2
t )
−1 which is distributed as inverse Wishart distribution (see
Lemma 3). This calculation shows that the single sketch estimator gives an unbiased update direction for αs = 1/θ1.
The variance analysis is as follows:
E[‖H1/2t (∆ˆt,k −∆∗t )‖22] = E[∆ˆTt,kHt∆ˆt,k + ∆∗t THt∆∗t − 2∆∗t THt∆ˆt,k]
= α2sg
T
t E[((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1Ht((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1]gt + gTt H
−1
t gt − 2αsgTt E[((H1/2t )TSTt,kSt,kH1/2t )−1]gt
= α2sg
T
t E[((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1Ht((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1]gt + (1− 2αsθ1) gTt H−1t gt.
Plugging H1/2t = UΣV
T into the first term and assuming H1/2t has full column rank, we obtain
gTt E[((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1Ht((H
1/2
t )
TSTt,kSt,kH
1/2
t )
−1]gt = gTt V Σ
−1E[(UTSTt,kSt,kU)−2]Σ−1V T gt
= gTt V Σ
−1(θ2Id)Σ−1V T gt
= θ2g
T
t V Σ
−2V T gt,
where the second line follows due to Lemma 3. Because H−1t = V Σ
−2V T , the variance becomes:
E[‖H1/2t (∆ˆt,k −∆∗t )‖22] =
(
α2sθ2 + 1− 2αsθ1
)
gTt V Σ
−2V T gt
=
(
α2sθ2 + 1− 2αsθ1
) ‖Σ−1V T gt‖22.
It follows that the variance is minimized when αs is chosen as αs = θ1/θ2.
Lemma 3 ((Lacotte & Pilanci, 2019)). For the Gaussian sketch matrix S ∈ Rm×n with i.i.d. entries distributed as
N (0, 1/√m) where m ≥ d, and for U ∈ Rn×d with UTU = Id, the following are true:
E[(UTSTSU)−1] = θ1Id,
E[(UTSTSU)−2] = θ2Id, (22)
where θ1 and θ2 are defined as
θ1 :=
m
m− d− 1 ,
θ2 :=
m2(m− 1)
(m− d)(m− d− 1)(m− d− 3) . (23)
10.4. Proofs of Theorems in Section 6
Proof of Theorem 4. In the following, we omit the subscripts in St,k for simplicity. Using the SVD decomposition of
H
1/2
t = UΣV
T , the bias can be written as
E[H1/2t (∆ˆt,k −∆∗t )] = UE[(UTSTSU + λ2Σ−2)−1]Σ−1V T gt − U(Id + λ1Σ−2)−1Σ−1V T gt.
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By the assumption that Σ = σId, the bias simplifies to
E[H1/2t (∆ˆt,k −∆∗t )] = σ−1UE[(UTSTSU + λ2σ−2Id)−1]V T gt − σ−1U(Id + λ1σ−2Id)−1V T gt
= σ−1UE[(UTSTSU + λ2σ−2Id)−1]V T gt − σ−1(1 + λ1σ−2)−1UV T gt.
By Lemma 2, as n goes to infinity, we have
E[H1/2t (∆ˆt,k −∆∗t )] = σ−1
(
θ3(d/m, λ2σ
−2)− 1
1 + λ1σ−2
)
UV T gt
= σ−1
(
−λ2σ−2 + d/m− 1 +
√
(−λ2σ−2 + d/m− 1)2 + 4λ2σ−2d/m
2λ2σ−2d/m
− 1
1 + λ1σ−2
)
UV T gt.
The bias becomes zero for the value of λ2 that satisfies the following equation:
−λ2σ−2 + d/m− 1 +
√
(−λ2σ−2 + d/m− 1)2 + 4λ2σ−2d/m
2λ2σ−1d/m
=
1
1 + λ1σ−2
−σ−2 + 1
λ2
(
d
m
− 1
)
+
√(
−σ−2 + 1
λ2
(
d
m
− 1
))2
+ 4σ−2
d
mλ2
= 2σ−1
d
m
1
1 + λ1σ−2
. (24)
In the regime where λ2 ≥ 0, the LHS of (24) is always non-negative and is monotonically decreasing in λ2.The LHS
approaches zero as λ2 →∞. We now consider the following cases:
• Case 1: m ≤ d. Because d/m − 1 ≥ 0, as λ2 → 0, the LHS goes to infinity. Since the LHS can take any values
between 0 and∞, there is an appropriate λ∗2 value that makes the bias zero for any λ1 ≥ 0 value.
• Case 2: m > d. In this case, d/m− 1 < 0. The maximum of LHS in this case is reached as λ2 → 0 and it is equal to
2σ−2 dm−d . As long as 2σ
−1 d
m
1
1+λ1σ−2
≤ 2σ−2 dm−d is true, then we can drive the bias down to zero. More simply,
this corresponds to λ1σ−2 ≥ −d/m, which is always true because λ1 ≥ 0 and σ ≥ 0. Therefore in the case of m > d
as well, there is a λ∗2 value for any λ1 ≥ 0 that will drive the bias down to zero.
To sum up, for any given non-negative λ1 value, it is possible to find a λ∗2 value to make the sketched update direction
unbiased. The optimal value for λ2 is given by LHS−1(2σ−1 dm
1
1+λ1σ−2
), which, after some simple manipulation steps, is
found to be:
λ∗2 =
λ1 + σ
2 d
m
1 + dm
1
1+(λ1/σ2)
.
