ABSTRACT Deep convolutional neural network (DCNN) based image codecs, consisting of encoder, quantizer and decoder, have achieved promising image compression results. The major challenge in learning these DCNN models lies in the joint optimization of the encoder, quantizer and decoder, as well as the adaptivity to the input images. In this paper, we proposed a DCNN architecture for image compression, where the encoder, quantizer and decoder are jointly learned. Specifically, a fully convolutional vector quantization network (VQNet) has been proposed to quantize the feature vectors of the image representation, where the representative vectors of the VQNet are jointly optimized with other network parameters through end-toend training. While most of current DCNN-based methods were only trained once on large-scale datasets, we further perform fine-tuning of the encoder and the codes generated by the VQNet on the input images to further improve the compression performance. Extensive experimental results show that the proposed method achieves state-of-the-art compression results with simple encoder-decoder.
Image compression, aiming to represent an image with as little bits as possible, plays a key role in image communication and computer vision applications. Generally, an image compression method first transforms an image into a transform domain, quantizes the coefficients, and then encodes the quantized coefficients. The decoder inverses the process to recover the image. Traditional image compression standards, e.g. PNG, JPEG and JPEG 2000 [20] , use hand-crafted transformation and quantization methods, and thus cannot adapt to local image edges and textures, resulting in poor performance in preserving image details for low bit-rates.
Recently, inspired by the great success of the deep convolutional neural network (DCNN) for computer vision tasks [8] , [13] , [17] , there have also been many efforts in developing DCNN-based image compression methods [2] , [14] , [16] , [22] [23] [24] . The idea of DCNN-based The associate editor coordinating the review of this manuscript and approving it for publication was Yunjie Yang.
image compression is straightforward. First, an auto-encoder is trained to obtain the latent representation of an image, followed by the quantization of the features, and then the quantized feature coefficients are coded by an entropy encoding method (e.g., Huffman coding or arithmetic coding methods). The decoder inverses the compression process. Due to the powerful nonlinear representation capability and the end-to-end training of the DCNN, these methods have achieved better compression performance than conventional methods in terms of perceptual quality and even PSNR.
Despite the effectiveness of the DCNN for this task, there are two key challenges in optimizing the encoder-quantizerdecoder network. First, as the quantization of image features is non-differentiability, it is difficult to optimize the quantizer and the auto-encoder jointly. Conventional quantizer with fixed quantization bins are often used. Second, the DCNNbased compressors trained on large-scale datasets may still not be able to well adapt to each input image, leading to limited performance. In contrast, the directional waveletbased compression methods [7] and HEVC method [21] , VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ which optimize the parameters of the codec for each input image, have obtained state-of-the-art image compression performance.
In this paper, we proposed a fully convolutional neural network framework for image compression, jointly optimizing the encoder, quantizer and decoder. A novel vector quantization network (VQNet) is proposed to quantize the feature vectors of the latent representation of the input image. The proposed VQNet is simple and intuitive, where a feature vector is first classified into one of a set of quantization centers by a softmax classifier, and then the index of the center is used to represent the feature vector. For de-quantization, the representative vector of the corresponding center is used to recover the original vector. Both the quantization and de-quantization processes can be implemented by a fully connected layer or a convolutional layer. Thus, the quantization centers can be jointly optimized with encoder and decoder. After training the encoder-quantizer-decoder network on a large-scale dataset, we propose to further fine-tune the encoder and the quantization index generated by the VQNet on each input image, while keeping the quantization centers and decoder fixed. By fine-tuning, the proposed compression network can better adapt to the image edges and textures of the test images, leading to substantial improvements of the coding performance. With simple auto-encoder network, the proposed DCNN compressor already achieves compression performance competitive with current state-of-the-art methods.
II. RELATED WORKS A. TRADITIONAL COMPRESSION METHODS
Traditional image compression methods, e.g., JPEG, JPEG 2000 [20] mainly contain three components, i.e., transformation, quantization and entropy encoding. For example, the DCT or wavelet transforms are used in JPEG and JPEG 2000 respectively, to obtain compact representations of an input image, followed by scalar-quantization of the representation coefficients. Entropy encoding schemes, e.g., Huffman and adaptive arithmetic coders are then used to code the quantized coefficients for JPEG and JPEG 2000, respectively. As the DCT and wavelet transforms are designed for piecewise stationary signals, they fail to adapt to local image edges and textures, leading to poor visual quality for low bit-rates. Directional wavelet transforms [7] have been developed to address the drawback of wavelet transform, significantly improving the compression performance of JPEG 2000. The idea of directional predictions has been further improved in the Better Port Graphics (BPG) method, which is built based on the intra-frame coding scheme of the high efficiency video coding (HEVC) standard [21] . Despite the careful design of the coding methods, there still has rooms for improvements of the compression performance, as the transform, quantization and encoding schemes were manually designed and cannot be jointly optimized. To overcome the drawback of these handcrafted modules, the sparse coding based methods [27] , [28] have been proposed. In [27] , to adapt to local image edges and textures, the iterative tuned and aligned dictionary (ITAD) learning method has been proposed to encode specific types of images (e.g., the facial images). In [28] , a novel ratedistortion (RD) method was proposed to select the sparse representation of a target sparsity level and quantization levels for image compression, showing better compression performance than traditional sparse representation based methods.
B. DEEP LEARNING BASED METHODS
Inspired by the strong representation capability of DCNN, DCNN-based compression methods have been proposed. The basic idea of these methods is to first map an input image to a latent representation through an autoencoder, quantize the feature maps, followed by entropy encoding, and reconstruct the input by a decoder. By careful design and joint optimization of the encoder and decoder, promising compression results have been obtained. In [23] , Toderici et al. used the recurrent neural networks (RNNs) for feature extraction and image reconstruction, and quantized the features into binary codes for entropy coding. The RNN-based method was further improved by introducing SSIM loss and spatially adaptive bits allocation [24] . In [22] , convolutional autoencoders were used to extract and decode the features. In [18] , Rippel and Bourdev exploited the multi-scale representation of natural images via a pyramidal decomposition and used generative adversarial networks (GANs) to improve the visual quality of the reconstructed images. To guide the bits allocation and thus preserve image details better, Li et al. proposed to jointly learn a content-weighted importance map with the encoder and decoder [14] . Considering that the dimensions of high-dimensional data can be effectively reduced by matrix factorization techniques [26] , Cai et al. introduced a Tuck decomposition to reduce the dimensions of the feature maps before quantization to further reduce the redundancy in the latent representations [3] . Regarding the quantization, the above methods used fixed quantization bins, and used stochastic approximations [2] , [4] , [12] or smooth derivative approximation of the rounding function [9] , [22] to address the gradient vanishing issue. In [1] , a soft-to-hard vector quantization method has been proposed to quantize the features, where a continuous relaxation of quantization was adopted for back-propagation pass. Through joint training, the quantization levels can be learned. In [16] , a context model based on a 3D-CNN was proposed to learn the conditional probability models to improve the entropy coding. In [29] , a novel multiple description compression (MDC) method has been proposed using the DCNN. Specifically, two descriptions were generated through DCNN and compressed by a conventional codec. The images were reconstructed by a reconstruction network from the decompressed descriptions. In [30] , a deep auto-encoder network was proposed to generate the multiple descriptions with the aid of entropy estimation and quantization networks. Through end-to-end training, these deep learning based MDC methods have achieved better compression performance than traditional MDC methods. In this paper, we proposed a vector quantization network (VQNet) to quantize the feature vectors, where the vector quantization is treated as a vector classification problem. Compared with the soft-to-hard VQ method of [1] , our method is more simple and straightforward. Experimental results show that the proposed VQNet is more effective than that of [1] . While all the above mentioned methods learn encoder, quantizer and decoder from large-scale dataset, they may not be able to well adapt to each input image, resulting in limited performance. To address this issue, we propose to fine-tune the encoder and the codes (i.e., the indexes) generated by the VQNet on each input image while fixing the decoder, leading to further improvement of compression performance.
III. PROPOSED VQNET FOR IMAGE COMPRESSION
In this section, we first introduce the overall network architecture of the proposed image compression method, and then describe the proposed VQNet, followed by the joint training of all the components.
A. OVERALL NETWORK ARCHITECTURE
For a given training dataset X = x N i=1 , we aim to learn an image compression model, consisting of an encoder, a quantizer and a decoder. The encoder E(·) generates the latent representation of an input image x, as Z = E(x). Then, the quantizer Q(·) discretizes the feature representations. Here, we use VQ to represent each feature vector with one of K representative vectors. The index of the representative vector is then losslessly entropy encoded. The decoder D(·) reconstructs the original image from the de-quantized featuresx = D(Ẑ ), whereẐ denotes the recovered feature representation decoded from the bitstream. To achieve good compression performance, we try to optimize E(·), Q(·) and D(·) such that both the distortion (x,x) and the bit-rates can be minimized, which can be formulated as
where R(Ẑ ) denotes the rate loss, which can be expressed by the entropy ofẐ . 
Encoder and decoder:
The architecture of the convolutional encoder is shown in Fig. 1 (a) . It consists of three types of layers, i.e., convolutional layer with stride 1, convolutional layer with stride 2, and residual block layers. An input image is first convoluted with filters of size 3 × 3, followed by a residual block, whose structure is followed with [8] . There are four residual blocks with the number of bottleneck filter 64. After each residual block, a 3×3 convolutional layer with stride 2 is used to reduce the spatial size of the feature maps, except the final layer where stride 1 is adopted. Finally, m feature maps of size 16 × 16 are generated by the encoder. For low bit-rates less than 0.5 bpp, we set m = 32 and set m = 64 for bit rates higher than 0.5 bpp. For the detailed setting of the encoder, please refer to Table 1 .
The network architecture of the decoder is almost symmetric to that of the encoder, except that we replace the downsample layer with upsampling layer between two residual block layers. Here, we use the sub-pixel convolution technique developed in [19] followed by convolution to increase the spatial size of the feature maps by factor 2. In the last layer of the decoder, we use the Tanh(·) function to project the values of the feature maps into the range of [−1, 1]. Please refer to Table 1 for the detailed settings of the decoder.
B. PROPOSED VQNET
In this paper, we use vector quantization (VQ) to quantize the output of the encoder. It has been proven that better performance can be obtained by coding vectors instead of scalars [5] . For a given feature vector z j ∈ R d , VQ tries to represent z j with one of K quantization cen-
at the encoder side, the index k j that can be represented in L = log 2 K bits is used to represent z j , i.e., k j = Q(z j ). At the decoder side, the vector z j will be recovered using the associated quantization center c k i , i.e.,ẑ j = Q −1 (k j ) = c k j . Let Z ∈ R w×h×m denote the generated feature representation by the convolutional encoder for input image x. To quantize Z with VQ, we first divide it into many non-overlapping small blocks of size r × r × s and then reshape these blocks into vectors, denoted as
. The standard VQ assigns the index k j to a given vector z j by solving
Note that the 2 -norm distance between c k and z j can be expressed as
If the length of each centers c k is constant, d j,k can be re-expressed as d j,k = −2c k z j + Const, where Const denotes the constant independent on k. Thus, the distances between z j and all the centers c k can be easily computed as the inner products between z j and C if the lengths of the centers have been normalized, as d j = −2C z j , where we have removed the constant term. To this end, we normalized the centers such that each center is unitary. In neural network, the inner product between z j and C can be conveniently implemented as a fully connected layer by setting the layer parameters as W q = C , and the nearest neighbor can be selected as the one having the largest inner product coefficient. The structure of the proposed VQ network is shown in Fig. 1 (b) . In the VQNet, we convert the distances d j into probabilities using the softmax operator, which we found is beneficial for optimizing the centers C in the back-propagation pass. Thus, it is interesting to see that the VQ problem can be solved by the softmax based classification technique. However, different from previously developed supervised feature classification methods, here, the proposed feature classification technique is unsupervised.
Let
) denote the obtained one-hot vector after the max(·) operation, which can be represented by the index k j . The vector z j is then represented by the index k j , followed by the entropy encoding.
In the decoder side, when the index k j is decoded from the bitstream, the vector z j can then be recovered using the associated center c k j . Note that the de-quantization can also be computed asẑ j = Cb j , which can also be implemented as a fully connected layer by setting the layer parameter matrix as W r = C. Please refer to Fig. 1 (b) for the architecture of the VQNet. As the max(·) operator is non-differentiable, we still face the non-differentiability problem. Similar to other methods [9] , [14] , [22] , we set the derivative of the max(·) operator to 1. Hence, the quantization centers C can be jointly optimized with other network parameters. In our method, we can even remove the constraint that W r should be equal to W q to learn reproduction vectors for reconstruction. However, our experiments show that letting W r = W q doesn't improve the results. Hence, we let W r = W q . This also indicates that normalizing the centers c k doesn't effect the accuracy of the reconstruction of z j . Our experiments also show that the normalization of the c k improves the compression performance. Note that the fully connected layers W q and W r can also been implemented as convolutional layers with 1 × 1 filters, which helps to accelerate the training speed. In our implementation, both the layers W q and W r are implemented as convolutional layers. After de-quantization, the recovered feature vectorsẑ j are reshaped back into the feature space of size w × h × m to formẐ , which is then fed into the decoder to reconstruct the image.
In [1] , a soft-to-hard VQ method has also been developed to jointly learn the quantizer and the autoencoder. However, our proposed method is distinct from it in that our VQ method uses the inner product(i.e., angular distance) which can be easily implemented with fully connected layers, assuming that the lengths of centers are normalized. The use of inner product converts the VQ into a standard softmax classifier, which can be conveniently optimized. Our experimental results also verified that our VQNet is more effective than the VQ method proposed in [1] . The PSNR gains are between 0.2 and 0.3 dB on the Kodak dataset. We further proposed to fine-tune the autoencoder and the VQ for each test images IV, leading to further improvements.
C. JOINT OPTIMIZATION
To achieve good compression performance, the encoder, quantizer and the decoder should be jointly optimized via minimizing a rate-distortion objective function, as shown in Eq. (1). The distortion loss is used to ensure the accuracy of the decompressed image. The commonly used distortion loss is the mean square loss, i.e., L(x, x) = ||x − x|| 2 2 . In addition, other perceptual loss, e.g., the SSIM metric of [25] can also be used for better perceptual quality.
The bit-rate loss for an input image x can be measured by the entropy of the quantized feature vectors, i.e., 
FIGURE 3. Visual comparison of the test methods on the Wall image (bits per pixel, PSNR, MS-SSIM).
where p k denotes the probability of assigning index k to a feature vector z j . Here, we assume that the vectors z j are i.i.d. In practice, the probability p k can be estimated by counting the number of samples followed into cluster k over the sample set. Since p k is discrete, it is impossible to minimize the entropy defined in Eq. (3) w.r.t. the network parameters.
To tackle this problem, we use the surrogate of the entropy adopted in [1] , asH
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FIGURE 4. Visual comparison of the test methods on the Leaves image (bits per pixel, PSNR, MS-SSIM).
where q k denotes the soft histogram computed over the set of training images {x i } N i=1 , defined as
where d i,j,k = −2c k z i,j denote the distance between the feature vector z i,j and the center c k . Using the soft histogram, the entropy can then be minimized w.r.t. the network parameters and the quantization centers. The rate-distortion objective function can thus be formulated as
whereQ(·) = Q −1 (Q(·)), and denote the parameters of the encoder E(·) and decoder D(·), respectively. And in order to improve the generalization ability of the network and avoid over-fitting of the deep neural network, we added J ( , ) as the 2 norm regularization of the network parameters and set λ as the hyperparameter. By adjusting the regularization parameter β, we can make a trade-off between the quality of the decoded image and the bit-rates.
IV. FINE-TUNING ON TEST IMAGES A. FINE-TUNING OF ENCODER
Inspired by the success of directional wavelet compression method [7] and HEVC standards [21] , which optimize parameters of the codecs on each input images to adapt to local image/video structures, we propose to fine-tune the image compression network on each input image. Different from the methods of [7] , [21] that encode the codecs' parameters as the side information, we only fine-tune the encoder while frozening the quantizer and decoder. Thus, the quantizer and decoder and can still be used to reconstruct the input images, without the need to encode the parameters of the quanitzer and decoder. To fine-tune the encoder, we extract overlapped patches of size 256 × 256 with sliding step size s = 16 along two axes. Patch augmentation with flips and rotations is adopt, generating about 2000 patches for a typical test images of Kodak dataset. The setting of the fine-tuning is same as the off-line training on large-scale dataset, except that we use much smaller minibatch. Here, minibatch size of 8 is adopted, which leads to better results. We found that the fine-tuning converged after 30 epoches, leading to about 0.5 dB improvements on Kodak dataset at the case for low bitrates. 
B. RE-ASSIGNING QUANTIZATION CENTERS
Instead of fine-tuning the quantization centers that need to be encoded as side information to ensure correct dequantization, we propose to fine-tune the assignment of the quantization centers for each feature vectors. The motivation is that the learned VQNet in the latent feature space according to the Euclidean distance cannot ensure the best compression performance for each test image. Let fine-tuning is to optimize the indexes assigned to Z to further minimize the objective function of Eq. (6). Since the optimization w.r.t. the indexes is intractable, here we propose a random search technique for fine-tuning, similar to the genetic algorithm [6] .
For each z j , we perform the random searches within the centers that are similar to c k j . This is equivalent to select centers based on the similarities to c k j . The similarities between each pairs of the centers can be obtained by computing the covariance matrix S = C C, where each row 
as the probabilities for selecting the new centers. Then, we perform the random selection of new centers for z j based on p k j , which can be implemented by a roulette wheel selection method. By applying the random search method M times for each vector in Z based on q (0) , we can obtain a set of different quantization results, denoted as
Using the set of different quantization results, different bitstream and thus different de-compressed images can be generated by de-quantization and reconstruction with the decoder. We can then choose the best solutions from {q m } M m=1 and q (0) , denoted as q (1) , which minimizes the objective function of Eq. (6) . By random search, we may obtain better quantization results in term of rate-distortion, rather than Euclidean distances. Based on q (1) , we can obtain new quantization result q (2) using the above described random re-assignment scheme. Such process can be repeated T times for better performance. The proposed VQ fine-tuning algorithm is summarized in Algorithm 1. Generally, using the proposed VQ fine-tuning method, we can further improve the compression performance by up to 0.4 dB.
Algorithm 1 VQ Fine-Tuning
for m = 1 → M do 5: Generate q m by selecting new centers for each vector in Z based on q (t−1) and p k using a roulette wheel selection method; 6: end for 7: Select the best quantization results q (t) from {q m } M m=1 and q (t−1) based on the rate-distortion loss of Eq. (6); 8: t = t + 1 9: end for 10: return best solution q (T )
V. EXPERIMENTAL RESULTS
In this section, we first describe the experimental setting of the proposed method and then compare the proposed method with other state-of-the-art method.
A. EXPERIMENTAL SETTING
To train the proposed VQNet based image compression method (denoted as VQNet), we construct a large image dataset. Total 156, 857 images were collected from the MS-COCO dataset [15] and the CLIC 2018 training dataset. 1 During the training, we randomly selected the training images from the constructed image dataset, from which patches of 1 http://www.compression.cc/ size 256 × 256 were randomly cropped to form a minibatch. Patch argumentation with flips and rotations were adopted. The number of feature maps in the bottleneck of the encoder is set to m = [16, 32, 64] for different bit-rates. We varied the regularization parameter β of Eq. (6) in the range of [1e −6 , 5e −4 ] to generate different bit-rates. Fig.7 shows the curve as a function of parameter β. For all the experiments, the regularization parameter λ is set as λ = 1e − 5. Other parameters of the proposed VQNet are set as, r = 1, s = 8, d = 8, and K = 256. For simplicity, the codes generated by the VQNet were coded by the Adaptive arithmetic coding method, while other advanced entropy coding methods can also be used. The ADAM optimizer of [11] is adopted to train the proposed network, and the network parameters were initialized by the Xavier method [10] . The learning rate was initialized as 2e −4 and dropped to 1e −5 gradually. The minibatch size is set to 32. The proposed deep image compression network was implemented under the PyTorch platform and trained using two Nvidia TitanXP GPU, taking 2 days to converge.
B. ABLATION STUDY
To show the effects of the fine-tuning schemes, we implemented several variants of the proposed methods, i.e., the proposed method without fine-tuning (denoted as VQNetBaseline), the proposed method with fine-tuning of encoder (denoted as VQNet-FT-E), and the proposed method with fine-tuning of both the encoder and quantization (denoted as VQNet-FT-EQ). The commonly used Kodak dataset 2 is used as test images. And for a typical 512 × 768 input image, the fine-tuning(including patches sampling) takes about 2 minutes on a Titan XP GPU. Fig. 2 (a) shows the PSNR curves as functions of bitrates for these competing methods. From Fig. 2 (a) , we can see that the VQNet-FT-E method consistently outperforms its baseline counterpart at low-bitrates. By fine-tuning both encoder and quantization, the proposed VQNet-FT-EQ further improve the compression performance.
C. COMPARISONS WITH OTHER METHODS
We also compared the proposed VQNet-FT-EQ method with several recently proposed deep learning based methods, including the soft-to-hard VQ based method (denoted as SHVQ) [1] , the method by Theis et al. [22] , Ripple's [16] , Mentzer's [18] and Ballé et al. [2] . The traditional compression methods, i.e., JPEG, JPEG 2000 and the state-of-the-art BPG method were also compared. Both the PSNR and the MS-SSIM metrics were used to verify the performance of the test methods. For fairness, the results of other test methods were downloaded from the authors' website or directly borrowed from their papers. Fig. 2 (b) and (c) show the PSNR and MS-SSIM curves of the test methods as functions of bitrates on the Kodak dataset, respectively. It can be seen that the BPG method achieved the best rate-distortion performance in terms of PSNR. The proposed VQNet-FT-EQ performs much better than the SHVQ [1] method and the method by Theis et al. [22] , showing the effectiveness of the proposed VQNet. The compared competitive methods [16] and [18] , as the latest and best image compression algorithm, gain excellent performance form both complex network and welldesigned entropy model, whereas our method uses simple Huffman coding and a concise network model. Regarding the comparisons with latest state-of-the-art methods, our method has advantages in lower bit-rates and is inferior for higher bit-rates(shown in the fig.2(b) and (c)), possibly due to the difficulties in learning centers of fine-granularity at high bit-rates. As shown in Fig. 2 (c) , the proposed method is comparable and even better than [16] , [18] at lower bitrates(below 0.3bpp) in terms of MS-SSIM, indicating that our proposed quantization and finetuning are obviously effective. For higher bit rates, the performance of the proposed method is inferior to other competing methods. The reason may be that it is difficult to learn fine-grained clusters for higher bit rates. In our implementation, we quantize each feature vector z j ∈ R d into K=256 clusters for all bit rates. We found that the number of clusters is sufficient to represent the feature vectors and obtain good compression performance for low bit rates. For higher bit rates, larger number of clusters is needed to reduce the quantization errors of z j . However, we found that it is rather challenging to learn finer grained clusters. We have tried to learn K=512 clusters for higher bit rates and found that this didn't improve the compression performance.
We also compare proposed method with the SHVQ [1] , which also used VQ to quantize the features. In Fig. 2 (a) , our experiments shows that our proposed VQNet outperforms SHVQ 0.2 to 0.3dB in PSNR(Green and purple curves). As we don't find the explict statement of the loss function of [1] for their MS-SSIM results, we show the MS-SSIM results trained under different loss functions in Fig. 2 (c) (blue curve corresponds to MSE loss, purple curve corresponds to MS-SSIM loss). Obviously, our algorithm is superior to [1] in both MSE loss and MS-SSIM loss. In order to highlight our contribution more fairly, we replace the VQ module in our algorithm with the structure of [1] , then train the network with the same parameters until convergence. The experimental results show that our proposed algorithm is superior to [1] . The results of visual image contrast are shown in Figs. 8-9 .
Figs. 3-6 show the parts of the decompressed images by the competing methods at bitrate around 0.3bpp. The decompressed images of [2] , [22] and were downloaded from the authors' website. One can see that the images decompressed by JPEG 2000 suffer serious ringing artifacts around the edges and textures. While the visual quality of the images produced by Ballé et al. and the BPG method are much better than JPEG 2000, the edges and textures are tended to be oversmoothed by these two methods. Obviously, the proposed method reproduced the images with much sharper and clearer edges and textures than other methods. Table 2 shows the encoding and decoding time of the proposed method and the other test methods, including the JPEG, JPEG 2000, BPG and the Rippel's method [18] . The running time of the other methods were borrowed from [18] . Note that JPEG, JPEG 2000 and BPG methods were implemented using the ffmpeg and libbpg softwares running on a CPU, while Rippel's method [18] was implemented on a GTX 980Ti GPU. Since the source codes of the other deep learning based methods are not available, we cannot obtain the running time of other deep learning based methods. The proposed method was implemented on a NVidia Titan XP GPU. From Table2, we can see that the proposed VQNet method runs comparable fast with the BPG method. The proposed VQNet-FT method runs much slower than the other methods, since it conducts network parameters and quantizer finetuning on the input image. However, the decoding of the proposed VQNet-FT method runs same fast as VQNet method. The proposed method may be accelerated by pruning the redundant convolutional filters of the proposed deep network.
VI. CONCLUSIONS
In this paper, we proposed a novel vector quantization network (VQNet) for image compression. In the proposed VQNet, the feature vectors are classified into one of K centers by a softmax classifier, which was trained in an unsupervised manner. After jointly training VQNet and the encoder and decoder on a large-scale dataset, we propose to further fine-tune the encoder and the codes generated by the VQNet on each input image, while keeping the decoder fixed. The fine-tuning make the proposed network adapt to local image structures, leading to substantial improvements. Experimental results show that the proposed method achieves very competitive image compression results compared to current state-of-the-art methods.
