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Résumé 
L'objectif principal de cette thèse est dédié aux aspects des contraintes en régime 
dynamique dans les circuits VLSI (Very Large Scale Integration) pour le développement 
d'un capteur thermomécanique in situ en microélectronique appliquée aux circuits ASIC 
(Application-Specifie Integrated Circuit) , MEMS (Micro Electro Mechanical System) et 
WSI (Wafer Scale Integration). 
En effet, le contrôle du gradient de température et la prédiction de la contrainte 
thermomécanique à parti r du premier pas de la conception du circuit intégré sont 
essentiels. 
Le sujet de cette thèse répond aux exigences croissantes des applications en 
microélectronique nécessitant une densité de puissance élevée et une différence de 
gradient thermique causée par l' implémentation de différents systèmes sur la même puce. 
De plus, il s'oriente vers la modélisation, la réa lisation et le test d'un capteur in situ 
intelligent à haute performance. Ce dernier sera basé sur l' implémentation d' une 
configuration en réseau de cellules (capteurs thermiques) permettant le développement 
d' une unité de contrôle intégrée de la contrainte thermomécanique. La variation de la 
fréquence de sortie d' un réseau d'oscillateurs en anneau RO (Ring Oscillator) face a la 
chaleur et les contraintes mécaniques (thermomechanical stress) sera utili sée pour 
caractériser la distribution surfacique de contrainte au niveau d' une puce VLSI. Dans 
cette optique, un capteur thermomécanique sera élaboré pour jauger le niveau des 
contraintes dans un circuit FPGA. 
Le système de contrôle intelligent a pour objectif principal d'aider le concepteur à 
augmenter le seuil de fo nctionnement des microsystèmes VLSI à haute densité. D' une 
façon pratique, le réseau de capteurs va nous permettre de valider expérimentalement nos 
résultats de caractérisation de la dynamique thermique pour prédire le comportement 
thermomécanique d'un circuit intégré en opération. 
III 
L'originalité du sujet repose sur l' utilisation d'un réseau de capteurs thermiques 
pour caractériser la contrainte thermomécanique. La méthodologie adoptée est basée sur 
le développement d'un algorithme utilisant la technique GDS (gradient Direction Sensor) 
pour la prédiction des pics et l'évaluation de la contrainte thermomécanique associée. 
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1.1 Évolution de la microélectronique 
L'industrie des semi-conducteurs est une plaque tournante dans le domaine de la 
haute technologie. Pour les cinquante dernières années, les produits microélectronique 
ont envahi notre vie, avec la pénétration massive en santé, sécurité et identification, 
communications, éducation et pratiquement dans tous les aspects de la vie humaine. 
Le domaine des semi-conducteurs a commencé en 1959, lorsque Jack S. Kilby 
(Texas Instruments) a présenté une demande de brevet sur des circuits électroniques 
miniaturisés. Son invention a démontré la faisabilité de réaliser des résistances et des 
condensateurs fondés sur la technologie des semi-conducteurs avec des transistors sur un 
seul et même substrat. Avec cela, le circuit intégré (CI) est né et Jack S. Kilby a reçu le 
prix Nobel en physique en 2000, conjointement avec Zhores 1. Alferov and Herbert 
Kroemer. Quelques années plus tard, en 1965, l' ingénieur Gordon E. Moore prédit la 
croissance exponentielle dans l'industrie des semi-conducteurs [Moore, 1965]. Au fil des 
années, la complexité de cette croissance est devenue connue sous le nom de Loi Moore. 
Toutefois, cette loi n'est pas une loi physique, mais plutôt un argument économique. 
Aujourd'hui, la loi de Moore est le principal mécanisme derrière les grandes tendances 
technologiques de l'industrie microélectronique: la miniaturisation et l'intégration des 
fonctions. De point de vue affaires, la miniaturisation et l'intégration des fonctions 
signifient plus de fonctionnalités, une petite taille, moins de ressources d'emploi, une plus 
grande mobilité à faible prix. 
La technologie moderne des semi-conducteurs se caractérise par des exigences 
telles que la rapidité, l'optimisation des coûts de fabrication à une qualité élevée. Mais 
avec l'augmentation de la densité d'interconnexion et l'augmentation de la puissance 
dissipée, la densité de puissance dissipée augmente. La combinaison de la miniaturisation 
et l' intégration des fonctions dérivent la technologie microélectronique à un niveau 
inconnu de la complexité, caractérisée par la miniaturisation continue vers la nanoéchelle, 
hétérogène et multifonctionnelle, multidisciplinaire, multiéchelles, multitechnologie, 
multiprocessus, multi-matérialise/interface multidommages et multimode de défaillance. 
Comme conséquences, nous ne sommes jamais confrontés à une augmentation de telle 
complexité de la conception, augmentation des chances des échecs, augmentation du 
fossé entre la technologie et les connaissances fondamentales du développement et des 
difficultés accrues d'avoi r une bonne qualité, robustesse et fiabilité. Si l'industrie va 
diminuer rapidement la ta ille de la technologie pour une production élevée au cours des 
15 prochaines années, alors nous devons faire face aux défis de concevoir des produits 
suffisamment fiables aujourd'hui. 
1.2 Évolution de la mise en boîtier 
Depuis la mise au point des premiers boîtiers d'encapsulation de transistors, 
boîtier cylindrique à 3 broches, de nombreuses familles différentes de boîtiers ainsi que 
leurs variantes ont été développées comme support de circuits de plus en plus complexes. 
Ces familles sont répertoriées par l' acronyme de leur définition anglaise: 
• DIP pour Dual In line Package, boîtier à l'origine en céramique, ayant ses 
broches reportées par brasure de chaque côté. 
• SOP pour Small Outline Package, boîtier développé à l'origine par Philips 
pour des applications d' horlogerie, c'est un boîtier DIP plastique optimisé 
en termes d'encombrement. 
• LCC pour Leaded Ceramic chip Carrier, Boîtier développé pour les 
besoins de la défense U.S. , initialement prévu Leadless, mais qui s' est 
avéré plus facile d' assemblage en surface dans sa version avec broches. 
Les sorties sont alors situées à la périphérie du boîtier et les puces peuvent 
être montées « cavity up » ou bien « cavity down » afin d' optimiser les 
performances thermiques de l'ensemble puce boîtier. 
• QFP pour Quad Flat Pack, boîtiers proches dans leur conception et dans 
leur réalisation des boîtiers LCC, développés par les Japonais pour 
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répondre aux besoins d'augmentation du nombre de broches des circuits 
intégrés, en version céramique puis en version plastique. Les broches 
situées à la périphérie des boîtiers sont courbées vers l' extérieur (gull 
wing). 
• PGA pour Pin Grid Array, boîtiers dans lesquels les broches sont 
disposées en réseau sur toute la surface du boîtier, les conducteurs étant 
répartis sur plusieurs couches de céramique, ce qui permet d' atteindre 
toutes entrées sorties des circuits. Solution coûteuse, mais répondant bien 
aux besoins de nombre de sorties des circuits ASIC et des processeurs. 
• BGA pour Bali Grid Array, Boîtiers identiques aux précédents, mais 
possédant des sorties sous forme de boules permettant un montage en 
surface. 
• TAB pour Tape Automated Bonding, ce n' est pas un boîtier proprement 
parlé, mais plutôt une technique de câblage automatique des puces que 
l'on veut reporter sur un support (PCB, MCM, autre), la protection de la 
puce s'effectue généralement par enrobage plastique. 
I.3 Problématique et objectif 
Notre thèse introduit une nouvelle orientation pour la caractérisation de la 
dynamique thermique dans les microsystèmes VLSI (Very Large Scale Integration) à 
haute densité. De plus, il reconnaît l'importance grandissante des microsystèmes sur puce 
qui constituent la convergence de plusieurs dispositifs, systèmes et technologies de la 
microéchelle et bientôt à la nanoéchelle comme solution d' intégration du futur pour 
l' industrie de la microélectronique. Cependant, l'ampleur de l' intégration des 
microsystèmes électroniques complets sur seule puce et l'augmentation de la vitesse 
d'opération amènent des problèmes insurmontables de contrainte thermomécanique. Si 
ces aspects ne sont pas traités convenablement cela représentera une menace sérieuse 
pour le design des microsystèmes du futur. Plus spécifiquement, ces aspects deviennent 
critiques lors du design des circuits VLSI , LAIC (Large Area Integrated Circuit), WSI et 
les SoC (System on a Chip) concernant la sécurité et la garantie de la fiabilité de ces 
nouveaux dispositifs microélectroniques. 
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Pour ces derniers, l' idée principale de cette thèse couvre les aspects de la 
caractérisation de la contrainte thermomécanique. Bien que les microsystèmes sur puce 
couvrent différents domaines physiques, la caractérisation de la dynamique thermique 
représente le cœur des préoccupations actuelles et futures de l' industrie de la 
microélectronique. De plus, ces domaines partagent différents aspects dont la température 
est la principale préoccupation commune et qui pose des défis énormes pour les 
méthodologies de design des microsystèmes. Dans cette thèse, la méthodologie adoptée 
pour la caractérisation de la dynamique thermique des microsystèmes sur puce sera basée 
sur la généralisation des concepts de couplage électrothermique. Cette méthodologie a 
donné des résultats très encourageants pour la caractérisation des aspects de la dynamique 
thermique dans les circuits VLSI. Ces concepts seront alors généralisés aux 
microsystèmes pour créer une nouvelle méthode de caractérisation de la dynamique 
thermique dans les microsystèmes électroniques à haute densité dans une perspective de 
développement d' une unité de contrôle intégrée de la contrainte thermomécanique. 
L'évolution de l'industrie des circuits intégrés (CI) durant la dernière décennie a 
été tellement rapide qu 'il est possible d'intégrer actuellement des systèmes complexes sur 
une seule puce SoC. Cette évolution vers des niveaux d'intégration de plus en plus élevés 
est motivée par les besoins de systèmes de plus en plus performants, et par conséquent 
produisant d'énormes densités de puissance. Cependant, cela a créé des nouveaux 
problèmes qui sont re liés à la contrainte thermomécanique (Thermo-Mecanical Stress) 
formée de la combinaison de la contrainte mécanique résiduelle (Static Stress) causée par 
le processus d'encapsulation et de la contrainte thermique (Thermal-Stress) causée par la 
densité de puissance dissipée [1-7]. 
Le sujet de cette thèse répond aux eXIgences croissantes des applications en 
microélectronique nécess itant une densité de puissance élevée et une différence de 
gradient de la température causée par l'implémentation de différent système sur la même 
puce. De plus, il s'oriente vers la modélisation, la réalisation et le test d'un capteur in situ 
intelligent à haute performance. Ce dernier sera basé sur l' implémentation d' une 
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configuration en réseau de cellules (capteurs thermiques) et d' une unité de contrôle 
intégrée de la contrainte thermomécanique. 
Par sa nature, notre problématique exige l' utilisation d' une grande variété de 
disciplines telles que les systèmes de mesures, le couplage électro-thermo-mécanique et 
l' implémentation en microélectronique. Le développement d' un système de capteur in 
situ intelligent a pour objectif principal d'aider le concepteur à pousser les limites 
d'opération des nouveaux microsystèmes VLSI en intégrant le contrôle de la distribution 
de la contrainte thermomécanique. La performance de ce dernier dépend vigoureusement 
de la qualité individuelle des composantes qui le constituent et des différentes sources de 
bruit et leurs in teractions. Le développement de tel capteur nécessite l'étude et la maîtrise 
de différentes étapes technologiques compatibles issues de la microélectronique. De plus, 
la connaissance et la modélisation des propriétés électro-thermo-mécaniques au niveau de 
silicium et le comportement des couches en déformation sont nécessaires. Cette 
connaissance se heurte au fait qu'il n'existe pas encore de techniques de caractérisation 
standard des matériaux uti lisés au niveau de la puce. 
La caractérisation de la dynamique thermique et le contrôle de la contrainte 
thermomécanique deviendront embarrassants s'ils ne sont pas implantés sur la puce. 
L'idée d' implémenter un algorithme sur puce devient la solution qui garantit leurs bons 
fonctionnements . On retrouve dans la littérature des approches qui proposent d' utiliser un 
réseau de cellules de transistors MOS (Metal-Oxide Semiconduclor) exploitant le 
phénomène de la piézorés istivité (variation de la résistance du canal face à la contrainte) 
[4, 11]. Ces approches se limitent à prédire la contrainte statique après le processus de 
mise en boîtier [9, 10]. D'autres approches utilisent des capteurs piézorésistifs pour 
prédire la di stribution de la contrainte thermomécanique en statique [6, 8, Il]. Cependant, 
l' intégration sur la puce de ces approches nécessite une large proportion du circuit leur 
soit dédiée pour une prédiction acceptable. Ceci n'est pas approprié pour les 
microsystèmes VLSI à haute densité d'intégration et restent applicables pour des cas de 
calibration des nouveaux types de boîtiers électroniques [6,8]. 
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Dans le cadre de cette thèse, nous visons de développer et de réaliser une nouvelle 
méthode de caractérisation de la dynamique thermique et du contrôle de la contrainte 
thermomécanique dans les microsystèmes VLSI à haute densité. La méthode proposée 
sera utilisée pour les microsystème rapides en tenant compte d'une plus large gamme de 
densité de puissance et une large différence de gradient de la température causée par 
l' implémentation de différents systèmes sur la même puce, tout en maintenant en 
opération un niveau de contrainte acceptable pour le CI à développer, ce qui représente 
une nouvelle approche pour les microsystèmes VLSI. 
Le but essentiel de la méthode développée est de fournir aux concepteurs un 
moyen adéquat pour agir à temps et durant les premiers pas de la conception et cela pour 
contrôler la contrainte thermomécanique sans détériorer les caractéristiques du système 
en fonctionnement. Nous présenterons dans cette thèse les techniques utilisées pour qu ' un 
système de capteur in situ intelligent performant réalise un meilleur compromis entre ces 
différents aspects, souvent interreliés, en particulier: 
• Caractérisation de la dynamique thermique; 
• Développement d'un algorithme de détection des pics thermiques; 
• Analyse et établissement d'une configuration d' un réseau de cellules; 
• Contrôle de la contrainte thermomécanique; 
• Validation du système sur un FPGA; 
• Validation expérimentale du modèle de simulation par éléments finis du 
comportement thermomécanique d'un circuit intégré. 
1.4 Contribution 
Le but de cette thèse consiste à résoudre les problèmes cités précédemment. Nous 
proposons une nouvelle orientation pour la caractérisation de la dynamique thermique 
dans les microsystèmes VLSI à haute densité. C'est une nouvelle méthode de contrôle de 
la contrainte thermomécanique basée sur un réseau de capteurs avec compensation 
thermique permettant le bon fonctionnement des microsystèmes VLSI. L' idée d' utiliser 
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un réseau de capteurs pour caractériser la contrainte est devenue un atout central pour 
cette problématique ayant comme résultat une promesse d'un contrôle assuré. 
1.5 Méthodologie 
1.5.1 Caractérisation de la dynamique thermique 
Il s' agit dans cette première étape de procéder à une caractérisation complète de la 
dynamique thermique dans un circuit-test VLSI avec un boîtier de type BGA (Bail Grid 
Array) qui tiendra compte d' une seule source de chaleur [12-16]. La caractérisation est 
basée sur deux techniques numériques soit le CFD (Computational Fluid Dynamics) et 
l'autre HTA (Reat Transfer Analysis) [15]. La technique de CFD qui tient déjà compte de 
la force du mécanisme d'écoulement de chaleur spécifique au boîtier électronique et des 
propriétés physiques s'articulera avec l' aspect temporel et spatial de la HTA pour traiter 
les conditions aux limites et la distribution de la température en régime dynamique. 
Ainsi, la distribution de la température sur la surface de la puce servira pour la prédiction 
de la contrainte thermomécanique localisée aux emplacements des capteurs. C'est ainsi 
que notre approche sera guidée pour la caractérisation de la dynamique thermique 
représentant l'état de la contrainte thermomécanique. 
1.5.2 Développement d'un algorithme de détection des pics thermiques 
Nous avons procédé à l' étude des techniques de détection de pics en analysant leur 
efficacité à prédire correctement la dynamique thermique. Ainsi, nous avons appliqué la 
méthode GDS (Gradient Direction Sensor) pour la détection des pics thermiques dans les 
microsystèmes VLSI [12] . Cette technique a été utilisée pour le développement de notre 
algorithme. Parmi les facteurs nécessitant une attention particulière lors de son 
développement, nous pouvons citer le nombre de capteurs, leur proximité, leur 
distribution spatiale et leurs interconnexions en réseau. L'application de la méthode GDS 
sera à la base du développement de l'algorithme de détection que nous avons développé 
dans la deuxième étape. 
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1.5.3 Analyse et établissement d'une configuration d'un réseau de cellules 
La troisième étape traitera de la conception et de la configuration en réseau d'un 
certain nombre de capteurs pour prédire la dynamique thermique représentant l' état de la 
contrainte thermomécanique. Le choix de l'emplacement sera fait de façon à répondre 
aux exigences de l'algori thme de détection du pic thermique et à la configuration du 
réseau. Dans cette étape les résultats de prédictions thermiques des différents scénarios 
seront étudiés et analysés en termes de nombre de cellules, précision, espace requis sur la 
puce et limite de fréquence d'application. 
1.5.4 L'algorithme de détection et de localisation des pics thermiques. 
Le prototypage rapide et la tendance à la programmation des modèles qui tient 
compte de la concurrence des processus élémentaires, sont aujourd ' hui de plus en plus 
utilises compte tenu de leur efficacité en termes du temps développement et du temps de 
mise en marché. 
La conception et l' implantation en technologie d' intégration à très grande échelle 
(VLSI - Very Large Scale Integration) d' un algorithme de détection et de localisation des 
pics thermiques SPTDA (Surface Peaks Thermal Detector Algorithm) sera développé. 
L' algorithme mis en œuvre sera formulé de façon à faciliter le développement 
d'architecture en vue de leur implantation en VLSl. Cette architecture sera modélisée en 
langage de haut niveau, simulée afin d'évaluer sa performance et implantée sur un FPGA. 
La proposition d' une architecture parallèle nous permettra d'avoir un très bon 
débit afin de répondre aux besoins des calculs excessifs de la gestion de la dynamique 
thermique en temps réel tout en diminuant les opérations des consignes d'horloge (Clock 
Gating) et l'échelonnement dynamique de la tension DVS (Dynamic Voltage Scaling) 
généralement utilisés dans des cas similaires pour optimiser la performance générale ainsi 
que la durée de vie du système. 
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Nous avons supposé que les fonctions thermiques étudiées ont une caractéristique 
linéaire, ce qui n'est pas toujours le cas, car dans la pratique une linéarisation autour d' un 
point avec un calibrage est nécessaire. 
Cette unité développée peut prendre des entrées directement des capteurs suivant 
une certaine constante. Les détecteurs peuvent être implantés sous forme de 6 oscillateurs 
en anneau et placer soigneusement sur le même FPGA. Des compteurs connectés aux 
oscillateurs fournissent les entrées à l'algorithme. Étant donné que la position ponctuelle 
des capteurs et les dimensions du puce sont connues, on peut alors établ ir une vérification 
matérielle de l'algorithme avec une grande précision . 
1.5.5 Validation sur un FPGA 
Pour valider et corroborer les résultats de la caractérisation, nous nous attarderons 
à la construction d' un prototype du circuit-test sur FPGA. Essentiellement, la variation de 
la fréquence de sortie d' un réseau d'oscillateurs en anneau RO (Ring Oscillator) face à la 
chaleur et les contraintes mécaniques (thermomechanical stress) sera utilisée pour 
caractériser la distribution surfacique de contrainte au niveau d' une puce VLSI. Dans 
cette optique, un capteur thermomécanique sera élaboré pour jauger le niveau des 
contraintes dans un circuit FPGA. 
Ainsi , une cellule de capteur thermique sera synthétisée et configurée par la suite 
en réseau pour jauger le niveau des contraintes sur la grandeur du prototype du circuit 
VLSJ-test. Nous avons étudié les modes de circuits proposés dans la littérature pour les 
mesures de la contrainte thermomécanique pour choisir le plus approprié pour notre 
implémentation. D' un autre côté, une caractérisation complète passe par les mesures de la 
température en régime dynamique. Ainsi, pour s'assurer d' un bon fonctionnement, 
l' information sur l'état de la distribution de contrainte sur la puce pourrait servir au 
contrôle général des activités par une gestion des activités des modules dans le cas d' un 
microsystème VLSI à haute densité. 
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Dans cette optique, un capteur thermomécanique synthétisé pour jauger le niveau 
des contraintes dans un circuit FPGA. Un système de contrôle intelligent a pour objectif 
principal d'aider le concepteur à augmenter le seuil de fonctionnement des 
microsystèmes VLSr à haute densité. D'une façon pratique, le réseau de capteurs nous 
permet de valider expérimentalement nos résultats de caractérisation de la dynamique 






Depuis de nombreuses années, les techniques de simulation connaissent un 
développement considérable. Les mises au point expérimentales, longues et coûteuses, 
sont progressivement remplacées par des études dans lesquelles les outils de simulation 
prennent une place de plus en plus importante. Les impératifs industriels de rapidité et de 
limitation des coûts sont pour l'essentiel responsables de cette évolution. Dans ces 
conditions, le développement d'outils permettant la modélisation et l'optimisation des 
composants utilisés en microélectronique constitue un enjeu important. Cette remarque 
s' applique également aux composants de refroidissement qui représentent une part 
importante, en termes de volume, de poids et de prix des équipements [19]. 
Tous les domaines du Génie Electrique, à des degrés divers sont concernés par les 
problèmes thermiques. Les machines électriques, moteurs et alternateurs, compte tenu 
des puissances mises en jeu et des échauffements dus aux pertes ont été les premiers 
dispositifs étudiés d'un po int de vue thermique. Depuis de nombreuses années, des études 
similaires portent sur les composants de microélectronique, et en particulier les 
composants sem i-conducteurs. Certains travaux plus spécifiques concernent 
l' électronique haute température pour des applications comme la recherche pétrolifère par 
exemple. D' une façon générale, tous les composants sont concernés. Les premiers 
travaux relatifs aux phénomènes thermiques utilisés en microélectronique sont assez 
anciens et peu nombreux [18]. Depuis quelques années, avec le développement des outils 
de simulation, les besoins en modélisation se sont fortement accrus. On assiste à une 
augmentation très significative des travaux dans ce domaine. 
Pour être utilisables dans un contexte industriel , les outils de simulation doivent 
répondre à certains critères. Ils permettent des économies de temps de mise au point qui 
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intéressent les concepteurs en microélectronique. Simplicité, faible nombre de 
paramètres, mise en oeuvre aisée et rapidité constituent les principales qualités d'outils 
industriels . La modélisation de la dynamique thermique utilisée comporte deux aspects 
différents : 
• La conception de modèles s'insérant dans des logiciels de CAO en 
microélectronique, intéresse plus particulièrement le concepteur. Dans ce cas 
chaque composant, chaque sous-ensemble doit être modélisé avec le même degré 
d'approximation. L'outil de simulation permet d'analyser le fonctionnement de 
circuit intégré, de fournir le comportement thermique, les contraintes 
thermomécaniques sur chaque composant en régime permanent comme en régime 
transitoire. Il peut également fournir les températures de fonctionnement, car elle 
constitue un paramètre essentiel pour le choix du composant. Cela justifie la 
nécessité de développer des modèles thermiques compatibles avec l'ensemble des 
outils de simulation [19] . Ainsi , la simplicité du modèle, les temps de calcul et le 
nombre de paramètres nécessaires à l'identification du modèle constituent les 
critères de choix incontournables. 
• L'aide à la modélisation thermomécanique représente le deuxième aspect de notre 
travail. Dans ce cas, la température demeure généralement la grandeur 
déterminante. 
Les circuits intégrés modernes à haute vitesse consomment une quantité d'énergie 
électrique appréciable qui se transforme en chaleur. L'augmentation de l'intégration des 
fonctions conduit à produire des circuits de petits taille et nombre élevés des 
interconnexions. Avec des tailles très petites et des circuits plus denses, la quantité de 
chaleur produite sur les circuits CMOS à haute commutation peut être très importante. À 
titre d'exemple, le dernier haut de gamme des dispositifs FPGA de Xilinx insère de 
multiples processeurs, plusieurs émetteurs de gigabit, des impédances contrôlées 
numériquement et des 110 capables de supporter différents courants élevés en vigueur. 
Une attention particulière doit être accordée pour répondre aux besoins de chaleur élevée 
de ces dispositi fs. La nécessité de gérer la chaleur produite dans un dispositif moderne de 
la logique CMOS ne concerne pas uniquement les FPGA. Il s'agit de l'industrie de 
12 
microsystème en général. Plus spécifiquement, ces aspects deviennent critiques lors du 
design des circuits VLSI, LAIC (Large Area Integrated Circuit), ASIC (Application-
Specifie Integrated Circuit), MEMS (Micro Electro Mechanical System), WSI (Wafer 
Scale Integration) et les SoC (System on a Chip) concernant la qualité et la garantie de la 
fiabilité de ces nouveaux dispositifs microélectroniques. C'est là que réside le défi de 
prévoir les besoins en matière de gestion thermique. 
Il n'existe pas un moyen sûr de mesure réelle pour la prévision de la dissipation de 
puissance exacte dans les circuits intégrés. Plusieurs logiciels de l'estimation d'énergie 
ont été développés pour aider l'utilisateur final de prédire la consommation d'énergie. Les 
outils peuvent être utiles dans un premier temps. Comme la plupart des outils, les 
prévisions de sortie dépendent du travail mis en évidence. Donc pour chaque circuit 
développé il y a un boîtier typique pour l'utilisation et la gestion thermique fonctionne 
bien à l'intérieur, sans aucune source externe pour la gestion de la chaleur. Mais, avec de 
plus en plus de l'augmentation de niveau d'intégration des besoins des clients, il nous faut 
des circuits au-delà des circuits intégrés typiques. C'est pour ces cas que la nécessité de 
gérer la chaleur avec des moyens intelligents devient essentielle. 
11.1 Problématique thermique 
Au cours du déve loppement et la conception des circuits intégrés, l'aspect 
thermique est crucial pour leur bon fonctionnement. Le problème du surchauffe de la 
jonction demeure un obstacle majeur devant les performances les plus recherchées des 
systèmes électroniques soit: l'augmentation de la vitesse d'opération et la miniaturisation 
des composants. Dans les deux cas, cela se traduit par une augmentation de la 
température des composants électroniques causée respectivement par l'accumulation d' un 
résidu thermique d'un cycle à l' autre et l'augmentation de la densité de puissance 
dissipée. La chaleur est une conséquence inévitable de chaque dispositif électronique, elle 
doit être réduite au minimum. La problématique thermique est généralement mentionnée 
comme la gestion thermique, elle n'est pas bien maîtrisée par la plupart des ingénieurs, à 
part le praticien régulier. Cette section fournit une description des approches diverses aux 
questions de la gestion thermique dans les boîtiers électroniques lors de la conception des 
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circuits intégrés au niveau de silicium. L'accent sera mis sur les principes de base et les 
outils disponibles pour résoudre la majorité des problèmes thermiques. 
II.1.1 Effets de la température sur le fonctionnement du circuit intégré (CI) 
L'augmentation de la température d'un dispositif actif change typiquement ses 
paramètres électriques comme le gain, les fuites et la compensation. Ces variations des 
paramètres avec la température sont bien documentées et incorporées dans la plupart des 
simulateurs de circuits. La plupart des concepteurs de circuits sont conscients que le 
courant de fuite dans les dispositifs actifs (diode, transistor MOS) double 
approximativement chaque augmentation de 10°C. La réduction de la température réduit 
ainsi l'effet des courants de fuite. Si la température d'un dispositif actif augmente trop, il 
excédera les spécifications du fabricant et altérera le fonctionnement normal du circuit 
intégré. 
Le changement de la température des dispositifs passifs change typiquement leurs 
valeurs. Par exemple, les résistances de film ont des coefficients de température qui 
s'étendent de la gamme de plusieurs parties par million par degré Oc de différence 
jusqu'aux plusieurs centaines. En pratique on ne désire pas typiquement ces changements 
de paramètres électriques. Si l'augmentation de la température est assez haute, le 
dispositif actif ou passif étant chauffé peut de manière permanente se dégrader, même se 
briser totalement ou se déformer d'une manière plastique. Donc, une bonne conception 
thermique doit réduire au minimum n' importe quelles augmentations de température 
et surtout le gradient thermique local. En tant que concepteur on ne peut pas avoir le 
contrôle de changements de l'environnement du circuit intégré, mais nous avons le 
contrôle de l'auto chauffage spatial du dispositif (distribution de la densité de puissance 
dissipée) 
II.1.2 Effets de température sur la structure physique 
A vec peu d'exceptions, les métaux s'étendent quand leur température augmente et 
se contracte quand ils sont refroidis. Le coefficient d'expansion thermique (TCE) est un 
paramètre très critique pour la conception de boîtier électronique. Des contraintes 
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thermiques se produisent quand un matériau prend de l'expansion ou de la contraction. 
Comme exemple, dans le cas d'un radiateur de cuivre soudé à un substrat de céramique 
métallisé, la céramique a un TCE de 6.4ppm/oC, tandis que le cuivre a un TCE de 
16.8ppmf C. Ainsi , pendant un cycle de température dans lequel il y a un certain nombre 
de périodes d' échauffement et de refroidissement, le cuivre s'étend et se contracte à un 
taux plus rapide que la céramique induisant une contrainte thermique qui augmente, et se 
multiplie d'un cycle de température à l' autre. De cette façon , le joint entre eux se soude, 
et il provoque une déformation dans la céramique [17]. D'un autre côté, réduire ou 
éliminer les contraintes thermiques exige le choix des métaux bien spécifique avec une 
gestion du trafi que poussée pour minimiser les gradients thermiques causés par l'auto -
chauffage au niveau du silicium. 
La conception d'un microsystème fiable et performant nécessite le recours à une 
étude thermomécanique aux particularités géométriques et structurelles au niveau de la 
jonction. En effet durant l'exécution des étapes de conception thermique, nous devons 
nous assurer d'évacuer la chaleur résiduelle. Dans le cas d' un processeur, la température 
de l'ensemble doit rester en dessous de la température maximale d'opération qui en fait 
représente une barrière difficile à respecter dans le cas des microsystèmes à haute densité 
de puissance (Figure 2.1). Ainsi , notre approche pour la caractérisation de la dynamique 
thermique permet d'aider le concepteur dès le premier pas de la conception afin de passer 
le test thermiq ue et les exigences de la fonderie. 
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Exigences de système 
Conception de circuit 
Calcul de flux de chaleur 
Choix de disposition 
Sélection de l'approche de refroidissement 
Exécution de l'analyse thermique 
Taille, poids 
Construire le prototype 
Trop chaud 
Figure 2. \ : Organigramme général pour la conception d' un système électrothermique 
II.1.3 Méthodologie pour la caractérisation de la dynamique thermique 
II.1.3.1 Puissance dissipée 
La caractérisation de la dynamique thermique débute par la connaissance de la 
quantité de pu issance qu i sera dissipée dans chacun des parties d' un circuit intégré 
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(Figure 2.2). Cependant, on doit connaître le pIre ou le cas critique représentant des 
conditions d' utilisation du circuit, sa taille maximale et son poids et la disponibilité ou 
non de liquides de refroidissement. 
Puissance totale dissipée 
Méthode de refroidissement 
Choix du radiateur Choix du boîtier 
Conditions aux limites 
Analyse thermique 
Contrainte thermique Contrainte thermomécanique 
Contrôle de trafique sur puce 
Figure 2.2 : Méthodologie pour la caractérisation de la dynamique thermique 
L'intégration élevée de circuits dans un boîtier électronique plus petit abouti à une 
densité de chaleur plus élevée, qui met la gestion thermique à une haute priorité dans le 
processus de conception des circuits intégrés afin de maintenir la performance et la 
stabilité des systèmes VLSI. Cependant, l'augmentation de taux d'horloge augmente la 
puissance dissipée dans les semi-conducteurs et par conséquent, la commutation qui 
évolue à un taux linéaire proportionnel à la fréquence: 
Où: C = Capacité d'entrée en farads 
V= Signal d'oscillation de la tension crête à crête en volts 
17 
f= Fréquence de commutation en hertz 
Si les valeurs de la capacité d'entrée et l'oscillation de signal étaient restées les 
mêmes tandis que la fréquence d'horloge a augmenté, la quantité de la puissance dissipée 
aurait grandi dans un taux exponentiel et serait ingérable. Heureusement, le concepteur 
a la possibilité d' aider à réduire la capacité d'entrée pour chaque nouvelle génération de 
semi-conducteurs. De plus, les oscillations de tension, qui sont directement liées aux 
tensions d'alimentation de la logique, ont subi une réduction drastique de cinq à un 
volts[17]. 
II.1.3.2 Types de consommations statiques et dynamiques 
La consommation dynam ique étant 1 iée aux paramètres tension d'al imentation, 
fréquence de fonctionnement et capacité commutée, ce sont ces paramètres qu ' i 1 va 
falloir réduire principalement de manière architecturale : abaissement local de la tension 
d'alimentation, conditionnement des horloges pour n'activer que la partie nécessaire d' un 
circuit et réduction des capacités en utilisant des transistors de taille juste nécessaire pour 
la vitesse requise. Les différents types de consommations sont: 
• Consommation liée à la charge et à la décharge d'une capacité 
La consommation dynamique dans la technologie CMOS apparaît à chaque 
commutation d' au moins une des entrées d' une porte. 
• Consommation liée au courant de court-circuit 
Lors de la commutation d' une porte CMOS, il arrive un moment où les transistors 
des réseaux PMOS et NMOS sont passant en même temps ce qui crée un courant 
de court-circuit entre l'alimentation et la masse. 
• Sources de la consommation statique 
Jusqu ' à présent, la puissance consommée liée aux courants de fuite a été négligée 
dans les études globales de puissance puisqu ' elle était quantitativement faible vis-
à-vis des autres sources de consommation. Avec l' apparition conjointe des 
nouvelles technologies submicroniques, et des dispositifs embarqués, alimentés 
18 
sur batteries, les courants de fuite deviennent une source de préoccupations 
majeures . Il s'agit d' un nouveau défi , et ce particulièrement pour la conception 
des mémoires. Les courants de fuite deviennent critiques quand le circuit est 
suppose être en mode repos ou bien lorsque son activité dynamique est faible. En 
revanche, si toutes les parties d' un circuit sont constamment activées, la 
consommation statique reste faible devant la consommation dynamique. 
Les courants de fuite peuvent se décomposer en cinq catégories: 
• Le courant de polarisation de diode en inverse (Reverse biased pn junction 
current). 
• Le courant sous le seuil (Subthreshold current). 
• Courant de Drain induit par la Grille (Gate Induced Drain Leakage 
(GIDL)). 
• Le courant de perçage (Drain source punch through current). 
• Le courant à travers la grille (Gate tunelling cUITent). 
II.1.3.3 Analyse de la dissipation thermique 
Depuis quelques années, l'analyse de la dissipation thermique en 
microélectronique connaît un regain d'intérêt en raison même de la densité toujours 
croissante des composants sur des substrats dont les dimensions connaissent une 
progression inverse. Les problèmes de dissipation thermique revêtent une grande 
importance dans le boîtier des circuits intégrés. Ne pas les considérer et ne pas les 
maîtriser revient à fabriquer des modules n'offrant pas toutes les garanties de 
fonctionnement et de fiabilité. Une mauvaise ou insuffisante évacuation de la chaleur 
peut avoir des effets néfastes sur le bon fonctionnement du circuit. La chaleur est le 
résultat d' une puissance électrique développée par les éléments actifs et passifs. Les 
effets thermiques peuvent se manifester de manières différentes, par une dérive en 
température des composants entraînant des variations importantes des performances 
électriques, ou par une rupture de soudure reliant le composant au substrat en raison 
des variations dimensionnelles différentes pour chacun d'eux, entraînant soit une 
défaillance partielle, soit une défaillance totale. 
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La chaleur dégagée par les composants atteint le boîtier par l'intermédiaire du 
substrat. Ce transfert de chaleur se fait presque entièrement par conduction. II se fait par 
convection et rayonnement du boîtier vers l'air ambiant. II importe par conséquent au 
concepteur du système électronique de bien cerner les modes de transfert thermique et de 
prévoir, après étude, le moyen d'évacuer cette chaleur en dehors du boîtier, pour ne pas 
détériorer les composants. Ce transfert thermique peut s'effectuer de trois façons: 
• La conduction thermique demeure la plus impoltante dans notre domaine. Elle est 
principalement caractérisée par une dissipation de chaleur à l' intérieur d' un ou de 
plusieurs solides en contact. Ce phénomène fait intervenir la conductivité 
thermique des matériaux. 
• La convection thermique est très semblable à la conduction, mais concerne le 
transfert thermique d' un fluide. Les convections naturelle et forcée sont à 
distinguer. Elles sont souvent rencontrées dans les boîtiers de circuits intégrés 
qui dissipent de grandes quantités de chaleur. 
• Le rayonnement thermique, comme son nom l' indique, correspond à un transfert 
de chaleur sous forme d'onde électromagnétique (dans l' infrarouge). Tout 
corps, de température non nulle (OOK), rayonne de l'énergie. Cependant, dans le 
domaine de la mise en boîtier, ce type de dissipation thermique est souvent 
négligé, à juste titre, devant la conduction et la convection thermiques. 
II.1.3.4 Choix de radiateur et de boîtier électronique 
Dans le cas pratique des circuits WSI deux types de refroidissement par 
circulation d'air sont envisageables, la convection naturelle et la convection forcée. Dans 
des applications où la dissipation de puissance est faible, le refroidissement par 
convection naturelle est plus économique et facile pour mettre en œuvre. Cependant, à 
cause du niveau élevé de puissance dissipée dans le WSl, le refroidissement par 
convection forcée est la façon la plus efficace pour évacuer cette quantité de chaleur hors 
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du boîtier. Le tableau 1 nous montre les différents coefficients de convection associés 
pour différents types de refroidissement (Tableau 2.1). 
Type de refroidissement Coefficient de transfert de Commentaires 
chaleur h (W/m2 K) 
Convection naturelle (air) 3-12 Typiquement 5 
Convection forcée (air) 10-100 Typiquement 50 
Convection nat (1 iquide) 200-2000 FI uorocarbures 
Convection forcée (liquide) 2000-7000 Eau Mélangé de glycol 
Bouillonnement (F) 2000-6000 Fluorocarbures 
Bouillonnement (Eau) 50000 Eau 
Tableau 2.1 : Coefficients de transfert de chaleur typiques pour différents types de 
refroidissement par convection 
Dans le cas des circuits WSI il est évidemment hors de question d'utiliser les 
quatre derniers types de refroidissement puisqu ' ils sont basés sur un réfrigérant liquide. 
Alors que le premier type est insuffisant 5 W/m2 K pour évacuer convenablement 
l'énergie accumulée. Cependant, la convection forcée peut répondre convenablement en 
la combinant avec une configuration de radiateur à haut rendement et un boîtier de 
résistance totale jonction-boîtier moins de 0.01 oC/W. Cette valeur de résistance 
thermique assure un refroidissement convenable du circuit WSI en régime permanent. 
Pour savoir si un boîtier est adapté thermiquement à un circuit intégré, il est 
nécessaire d'estimer sa capacité à évacuer la chaleur vers l'extérieur. Dans ce but, l'étude 
thermique d'un système électronique peut se décomposer en trois parties: 
• Le boîtier de chaque source thermique est modélisé thermiquement. Un groupe de 
résistances thermiques est alors associé à chaque boîtier. 
• Chaque modèle thermique de boîtier est étudié sur son support (ex: PCB). 
(L'environnement extérieur de ce sous-système doit être identique à celui du 
système entier) 
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• Une synthèse des résultats précédents est effectuée, afin d'étudier le 
comportement thermique du système entier. 
Le but d' une telle étude est de prévoir les risques de surchauffe dans un système 
de composants. Chaque source de chaleur (c'est-à-dire la puce) dissipe une puissance 
calorifique supposée connue. La température de celle-ci peut être estimée lorsque son 
environnement (boîtier, support, milieu extérieur) est modélisé thermiquement. Si cette 
estimation n'appartient pas au domaine de températures, à l' intérieur duquel le circuit 
intégré fonctionne correctement, le boîtier étudié est alors considéré comme inadapté du 
point de vue thermique. 
[1.1.3.5 Conditions aux limites thermiques 
L' un des problèmes majeurs qui se pose lorsqu 'on veut faire une étude thermique 
au niveau du boîtier d' un CI est de déterminer les conditions aux limites. Ainsi , à cet effet 
une nouvelle approche a été établie pour la détermination d'un coefficient de convection 
équivalent héqui au niveau de la jonction; afin d'év iter la spécification de la température 
au-dessous de boîtier, qui introduit un court-circuit thermique entre la surface et la 
jonction. Cependant, pour pallier à ce problème, il faut mailler toute la structure jusqu' au 
radiateur. Cela nécessite l' utilisation d' un modèle qui peut atteindre des dizaines de 
millions d'éléments rendant l' analyse complexe voir même impossible. 
Cette technique est connue et appliquée pour résoudre des problèmes inverses de 
transfert de chaleur (Inverse Heat Tram,fer Problem) durant l'application de la méthode 
des mesures indirectes. Dans ce cas l'approche utilisée est basée sur l' analyse par la 
méthode des éléments finis (FEM) combinant l'écoulement de fluide et le transfert de 
chaleur (Figure 2.3). Elle se résume on deux étapes: la première utilise par exemple le 
logiciel QFin (analyse thermique par écoulement de fluide ou CFD Compulation jluid 
dynamics) pour déterminer la température de la jonction avec un coefficient de 
convection forcée connu. La deuxième utilise par exemple le logiciel NISA (analyse 
numérique pour le transfert de la chaleur) pour obtenir la même température avec le 
nouveau coefficient de convection forcée équivalent. Cette technique est connue et 
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appl iquée pour résoudre des problèmes inverses en transfert de chaleur (Inverse Heat 
Problem) et pour appliquer la méthode des mesures indirectes. 
Analyse par écoulement de fi u ide Il L... ____ A_n_a_ly_s_e_n_u_m_e_' r_iq_l_le ___ ----' 
Puissance totale dissipée 
... 
Méthode de refroidissement 
.. 
Choix de rad iateur 
.. 
Coefficient de convection forcée 
connu 
Température de la Jonction 
~ 
Coeffic ient de convection forcée 
équivalent 
=================== ==== ========== 
" 
Choix du package 
.. 
Méthode des éléments finis 
.. 
Coefficient de convection forcée ~ équiva lent 
1: = = = = = = = = = = = = = = = ==== === ====== == 
Figure 2.3: Approche pour déterminer le coefficient de convection forcée équivalente 
II.2 Analyse de tra nsfert de la chaleur 
II.2.1 Flux d'énergie thermique 
En état d'équil ibre, aucun stockage d'énergie de sorte que, pour un vo lume élémentaire 






Figure 1.4: Élément de volume (t, V) 
(-kxt,yt,z8T) -(-k,t,yt,z8T) 
8x 3 8x 4 
(2.1 ) 
Le flux immergeant les deux côtés de l'équation par le volume t, V=t,xt,yt,z est donné par 
Pour des éléments de volume très petit, prenant la limite t, V ~O à la direction de x. 
Et en répétant ce processus dans les directions de y et de z, le résultat on trois dimensions 
(3D) de la conduction de la chaleur pour le régime permanent est: 
Ainsi, l' équation peut s'écrire: 
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dT={ ~}x (2.4) 
En intégrant l'équation devient: 
ï'2 X2 
fdT=-Q, f tl (2.5) 
TI l XI 
En supposant que la conductivité thermique k ne change pas au-dessus de la longueur 
L=X2-XI l'équation se réduit à: 
Où ~T=T2-TI est la différence de température à travers la longueur L. 
II.2.2 Conduction de chaleur 
En analysant le problème de transfert de la chaleur dans le CI , il est très important de 
considérer l'effet des sources de chaleur à la proximité. Nous considérons un corps trois 
dimensionnel Uonction), du volume V et lié par une superficie S. Nous supposons que le 
matériel obéit à la loi de Fourier de la conduction de la chaleur [14]. 
ôF 
q =-K - (2.7) 
'& 
Ou sous la forme matricielle: 
(2.8) 
Où qi est le taux du flux de chaleur conduit par unité de surface dans la direction i, K et la 
conductivité thermique des matériaux, et ôF / & et le vecteur gradient dans les cordonnées 
cartésiennes. Dans la princ ipale direction des matériaux l'équation (2.7) se réduit sur la 




qn = -kn· éh 
(2.9) 
(2.10) 
Ainsi, la matrice de la conductivité thermique de l'équation (2.8) peut être obtenue à 
partir de l'équation (2.9) par une simple transformation de tenseur de deuxième degré: 
Kxyz = TT KI ,2,3 T (2.11) 
Où T est le tenseur de transformation du deuxième degré entre les deux axes simultanément 
x, y, z et 1, 2,3. Il est à noter que le principe de la thermodynamique irréversible permet au 
tenseur K d'être symétrique. Si les matériaux sont homogènes et isotropes (le cas d' un CI), 
alors: 
kxy = kyz = km et kxx = kyy = kzz = k (2.12) 
Assumant que la conductivité thermique k ne change pas au-dessus de la longueur 
L=x2-x 1, l' équation est réduite à : 
15.T=T2-Ti=Qk~ (2.13) kA 
Où 15.T=T2-T I est la différence de la température à travers la longueur L et A est la 
coupe normale moyenne d'écoulement de chaleur en m2. 
La résistance thermique peut être définie par: 
R=~ R=15.T 
kA' Qk 
15.T : c'est la différence de la température entre la source de chaleur et le radiateur 
Figure 2.5 





T source de chaleur 
R i ~T 
T Radiateur 
Figure 2.5 : Modèle thermique statique l-D 
II.3 Circuit thermique équivalent. 
Les paramètres qui caractérisent le circuit intégré au niveau thermique sont très 
nombreux. On peut les classer en deux catégories qui sont les paramètres statiques et les 
paramètres dynamiques. Il s nous rense ignent sur le comportement du di spos itif lorsque 
ce lui-ci est ou non en fonctionnement. Certains de ces paramètres sont indiqués dans les 
spécifications des constructeurs, d'autres ne le sont pas. 
Avant de parl er de la di ss ipation de la chaleur au ni veau d' un circui t intégré, il est 
nécessa ire de définir tous les facteurs et les paramètres thermiques. Ces paramètres vont 
nous permettre de fa ire une étude détaillée sur l'évacuation de flu x de chaleur sur toute la 











~RlIdi ll teu r 
Figure 2.6 : Analogies électriques équiva lente entre la jonction 
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La résistance thermique équivalente R Equiv est: 
Où: 
RI: résistance thermique de la puce 
R2 : résistance thermique de l'attache de la puce 
R3 : résistance thermique du substrat 
R4 : résistance thermique de l'attache du substrat 
R5 : résistance thermique du boîtier 
Tj : température de la jonction en Oc 
T Radiateur: température du radiateur. 
Cette température est de l'ordre de <125 Oc pour les applications typiques en 
microélectronique en générale, et pour les applications militaires elle est de l'ordre de 
65 Oc à 80 Oc [14] . Dans certains cas, on utilise une matière au niveau du contacte entre 
le boîtier et le radiateur pour la dissipation de la chaleur sur toute la surface de circuit 
(Thermal Pad Spreader)[14]. 
D' un autre côté, le mauvais contrôle de la température au sein du processeur peut 
l'endommager ou il peut se produire une dégradation de ses performances, surtout sa 
durée de vie. De sorte que la puissance maximale indiquée par le constructeur doit être 
respectée à tout instant pendant le fonctionnement du dispositif. On sait qu'une élévation 
de température trop importante du matériau semi-conducteur peut détruire le réseau 
cristallin. Les calories développées à l'intérieur du cristal doivent être évacuées à 
l'extérieur par l'intermédiaire du boîtier et du radiateur [15]. Ainsi, la température 
maximale de jonction T jmax est un paramètre qui Figure toujours dans les spécification ; 
elle ne doit jamais être atteinte par le dispositif en régime permanent. C'est seulement 
dans le cas d'une surcharge que l'on admet un dépassement de Tjmax . Habituellement, la 
température maximale de jonction Tjmax est limitée entre 100 et 150 oC, à cause de la 
contrainte thermique instantanée induite dans la jonction. 
28 
II.4 Analyse de la dynamique thermique par FEM 
La modélisation des phénomènes physiques est aujourd'hui très présente dans les 
métiers de l'Ingénieur. Celui-ci est en effet amené à utiliser de plus en plus couramment 
des méthodes de calcul numérique face à la complexité sans cesse croissante des 
problèmes qu ' il rencontre . Par ailleurs, le développement des modèles et le progrès de 
l' informatique font qu 'aujourd ' hui la simulation numérique est plus réaliste. Ainsi, les 
outils numériques deviennent à notre portée et constituent un atout majeur. Le 
développement des méthodes de simulation touche actuellement un large éventail de 
disciplines sc ientifiques et de nombreux secteurs techniques ou technologiques . 
La méthode des éléments finis est l' une des méthodes de simulation numérique 
les plus pratiquées de nos jours. Elle consiste à utiliser une approximation simple de la 
géométrie et des variables décrivant le phénomène physique tel que le déplacement, la 
vitesse, la pression, la tem pérature. Afin de ramener le problème continu comportant une 
infinité d' inconnues vers un système algébrique à un nombre fini de degrés de liberté. 
Elle fait appel aux trois domaines suivants: 
• les sc iences de l' ingénieur pour la formulation mathématique du problème 
physique. 
• les méthodes numériques pour la construction du système algébrique à résoudre. 
• les techniques informatiques pour l'exécution des calculs de simulation. 
L'emploi de la méthode des éléments finis (FEM) s'est développé depuis une 
soixantaine d'années à travers l'analyse des structures via des assemblages de barres ou 
de poutres dont le comportement était dicté par les hypothèses de la résistance des 
matériaux. L'apparition de l' informatique et les besoins industriels ont provoqué un 
développement rapide de la méthode à travers une re-formulation à partir de 
considérations énergétiques d'une part, et la création d' éléments de haute précision 
géométrique et physique d'autre part. Dès 1960, la méthode des éléments finis est 
reconnue comme un outil général de résolution de problèmes physiques linéaires ou non-
linéaires, stationnaires ou instationnaires non seulement dans le domaine des structures, 
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mais aussi dans d 'autres domaines tels que la mécanique des sols, la mécanique des 
fluides , la thermique, l'électromagnétisme et bien d'autre domaine. 
L' utilisation de cette méthode s'est donc répandue, au cours des dernières 
décennies, dans divers secteurs industriels tels que l'aéronautique, la construction navale, 
l'industrie automobile et dans des domaines liés, entre autres, à la mécanique des 
matériaux et des structures. Parmi les nombreux programmes généraux basés sur la FEM 
et disponibles pour l'utilisation industrielle citons, principalement dans les domaines de 
la mécanique des solides, NISA, ABAQUS, ANSYS, MARC, NASTRAN, SAMCEF, 
SYSTUS. Bien que ces logiciels soient initialement conçus pour des gros ordinateurs, ils 
ont été adaptés ces dernières années pour exploitation sur micro-ordinateurs au même 
titre que des programmes modulaires permettant la résolution de problèmes de tai Ile 
moyenne tels que CADSAP, ACORD. 
Par ailleurs, une nouvelle génération de codes s'est développée récemment. Il s' agit des 
codes d'éléments finis explicites destinés à la simulation des problèmes en dynamique 
rapide. Parmi les plus connus, citons ABAQUS EXPLICfT, PAM-CRASH, RADIOSS, 
LS-DYNA. 
En guise d' illustration, nous présentons ci-après quelques exemples de problèmes 
pratiques que l'on rencontre en mécanique des solides. Ainsi , la simulation du 
comportement thermomécanique d' une puce électronique lors du cycle de 
refroidissement permet de déterminer les états de contraintes et de déformations 
résiduelles présents au sein du support après sa polymérisation. Ce genre de simulation 
permet d'optimiser le cycle de polymérisation/ refroidissement ainsi que la sculpture de 
la puce afin de réduire les déformations résiduelles. 
En calcul des structures, l' utilisation de la méthode des éléments contribue 
efficacement à l'optimisation des structures soumises à des chargements statiques ou 
dynamiques. Pour la mise au point d' essais expérimentaux, la simulation peut jouer un 
rôle prépondérant dans l'optimisation de la géométrie des éprouvettes et l' identification 
des variables principales à mesurer au cours de l'essai. 
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En résumé, les problèmes traités sont généralement liés au dimensionnement, à 
l'optimisation, à la fiabilité de l'objet à concevoir ou à construire, voire même au procédé 
de fabrication de cet objet. La finalité étant de simuler numériquement le comportement 
d' une structure soumise à diverses sollicitations, mécaniques et/ou thermiques afin 
d'évaluer l' état d'endommagement et d'en optimiser les paramètres structuraux, matériels 
ou de mise en oeuvre. Sans totalement se substituer aux essais expérimentaux, la 
simulation numérique constitue donc un outil complémentaire qui s'avère souvent 
beaucoup plus rapide et moins onéreux que ces derniers. 
L'analyse thermique est un aspect important lors de la conception des dispositifs 
électroniques. Quand les matériaux sont chauffés, ils s'étendent et peuvent causer une 
contrainte qui peut rendre le dispositif inutilisable. De plus si une partie est surchauffée, 
elle s'approche de la zone de corrosion et d'oxydation des matériaux. Si la partie devient 
trop surchauffée elle peut perdre ses propriétés mécaniques et électriques. L' analyse 
thermique est normalement faite comme une étude préalable à une enquête de contrainte 
où la température est analysée par un modèle d'éléments finis structurel. Dans le cas de 
notre thèse, l'analyse thermique est nécessaire pour réaliser une compréhension 
minutieuse des différentes parties du prototype WSI étudié. 
L'analyse thermique avec le modèle en éléments finis va inclure les parties suivantes: 
• Analyse de la radiation thermique aux surfaces, 
• Analyse de la convection autour du CI, 
• Analyse de la conduction à l' intérieur de la puce, 
• Analyse thermique en régime permanent, 
• Analyse thermique en régime transitoire, 
• Analyse mixte thermo mécanique. 
Étudier une structure, donc un domaine continu, par la méthode des éléments finis 
consiste d'abord à effectuer une discrétisation géométrique. La structure est subdivisée en 
sous-domaines de forme géométrique simple appelé élément fini et défini non pas sur 
l'ensemble de la structure, mais pour chacun de ses éléments. En d'autres termes, on 
ramène le problème du milieu continu à un ensemble de problèmes discrets avec un 
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nombre fini de paramètres inconnus qui sont déterminés par application de critères 
énergétiques. Le problème consiste à calculer une matrice de rigidité globale du système 
à partir des matrices de rigidité de chaque élément déterminées en utilisant le théorème 
des travaux virtuels. Les détails de ces calculs, qui heureusement sont effectués 
automatiquement sous forme matricielle par le logiciel spécifique NISA. 
Les étapes d'exécution suivies lors de l'analyse thermique par les éléments finis sont 
représentées dans l'organigramme de la Figure 2.7. Ainsi, après la détermination de la 
géométrie et les mécanismes de transfert de chaleur nous modélisons le prototype WSI 
avec un maillage approprié. 
Maillage 
Choix de la fonction d'interpolation 
Recherche des propriétés 
Application des conditions aux limites 
Simulation des équations 
Réviser 
Figure 2.7 : Organigramme pour exécuter une analyse par éléments finis. 
II.5 Conditions aux limites thermiques 
Les conditions aux limites thermiques sont un des problèmes majeurs pour la 
simulation des phénomènes thermique dans un Cl et ils dépendent de : 
• La méthode de refroidissement 
• La position de la puissance dissipée et l'influence de leur entourage 
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• La conductivité thermique des matériaux du : PCB (Printed Circuit Board), le 
radiateur, boîtier, substrats, écarteur de chaleur [17]. 
Pour faire une bonne gestion thermique au niveau de la jonction il faut contrôler la 
température et son gradient à partir du premier pas de la conception d' un circuit intégré. 
Dans cette thèse, notre but est d' introduire une nouvelle méthodologie de travail pour 
aborder les problèmes thermiques concernant les circuits intégrés. Cependant, nous avons 
besoin d'optimiser l'emplacement des sources de chaleur pour le processeur et établir sa 
cartographie thermique. Cela nous a amenés à faire une nouvelle proposition pour la 
détermination du coefficient de convection équivalent au niveau de la jonction. 
Rappelons brièvement ici les différents phénomènes physiques intervenant lors du 
transfert thermique, malgré un procédé relativement simple, ce type de traitement fait 
intervenir des phénomènes éminemment complexes dans chaque élément impliqué dans 
le processus [20] . 
Ainsi, le phénomène thermique est important suivant le régime étudié, s'il est 
permanent, l' écoulement thermique a suffisamment de temps pour faire un échange avec 
le milieu ambiant mais s' il est transitoire, la question du temps d'écoulement est majeure. 
On va donc avoir affaire en ce qui concerne la so llicitation thermique soit à des 
phénomènes fortement non linéaires et/ou instationnaires. En ce qui concerne l'aspect 
physique du composant, là aussi les processus mis en œuvre dans le composant sont 
complexes, l' augmentation ou la chute de la température dans les différentes zones du 
composant s'effectuent par conduction et par pertes convectives vers l'extérieur. Celle-ci 
apporte localement des chaleurs latentes de transformation en influençant donc à leur tour 
les pertes calorifiques. 
Donc la méthode des éléments finis utili sée doit imposer des hypothèses plus au 
moins simplificatrices sur les propriétés du matériau et sur les conditions aux limites. La 
méthode des éléments finis repose sur la discrétisation de l'espace et du temps. Le 
principal avantage de cette méthode est sa très grande généralité; elle peut traiter des 
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géométries complexes en prenant compte des conditions aux limites et des propriétés des 
matériaux dépendant de la température [21]. 
Dans cette étude nous employons le programme d'élément fini NISA (l'analyse de 
système par les éléments intégrés numériquement) pour prévoir le comportement 
thermique de jonction du dispositif WSI. Une grande variété des conditions aux limites 
thermiques peut être appliquée en utilisant NISA. Cependant, la condition au limite 
verticale cause toujours un grand problème pour les simulations. L'approche la plus 
simple est de fixer au-dessous de la structure une température constante représentant la 
température ambiante et cela produit un court-circuit thermique. Afin de résoudre des 
équations thermiques, les conditions aux limites doivent être définies. Puisque, dans le 
processeur, la couche de silicium est relativement mince, les écoulements de chaleur sont 
principalement vers le rad iateur, ainsi les conditions aux limites dans les deux directions 
horizontales peuvent être modélisées par des conditions de type adiabatiques [14]. 
Le dép lacement uniforme de la chaleur vers le radiateur est représenté par le 
coefficient h [W/m2*K] de la convection. La puissance totale dissipée à la jonction lors 
du fonctionnement de circuit est placée à la surface supérieure de la jonction. Cependant, 
elle est modélisée par un flux de chaleur ou par une densité de puissance. La description 
et les conditions aux limites sont représentées sur la Figure 2.11. 
Adiabatique 
Adiabatique 
Flux de la chaleur 
(La Surface de la densité 
de puissance de la source) 
Dissipation 
Source du chaleur 
Adiabatique 
Adiabatique 
Figure 2. 11 : Conditions aux limites thermiques au niveau de la jonction (BC) 
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II.6 Analyse d'écoulement de fluide 
Dans la présente partie, l' outil Qfin est employé pour calculer le coefficient 
équivalent de convection forcée. Le calcul du coefficient de transfert thermique dépend 
alternativement du type de convection auquel on soumet l'ensemble circuit-radiateur et 
des conditions ambiantes . QFin est un programme d'analyse d'écoulement de fluide 
adapté à la conception de radiateur. Il nous permet de choisir entre la convection 
naturelle, la convection forcée, la position du ventilateur en haut ou en bas en plus des 
spécifications d'un coefficient de convection connu [14]. Si nous choisissons la 
convection naturelle, nous devons indiquer l'orientation du radiateur aussi bien que la 
température ambiante autour de l'ensemble. 
Pour la convection forcée, nous avons besoin d'analyser les températures 
indiquées au-dessus de l'air autour du radiateur. La vitesse d'air dans les conduites 
d'aileron peut être fournie directement ou bien QFin peut employer un modèle qui simule 
la circulation d'air dans la conduite (Figure 2.12). 
Figure 2.12 : Schémas d'un radiateur 
Si un ventilateur de haut en bas est fixé à notre structure, QFin eXige des 
dimensions et le débit d'air du ventilateur afin de calculer la circulation d'air réelle autour 
du radiateur. 
Dans certains cas, nous pouvons indiquer un coefficient connu de transfert 
thermique, et ne pas laisser l'outil déterminer cette valeur. Ceci serait typiquement fait 
pour la vérification, avec la disponibilité des données expérimentales et d'un coefficient 
prédéterminé de transfert thermique. 
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II.7 Analyse numérique de transfert de la chaleur 
NISA est un programme par éléments finis qui est composé d'une série de 
modules, qui selon les cas traités, peuvent se prêter à différentes utilisations. NISA utilise 
quatre phases pour l'analyse d'un problème donné. La Figure 2.13 montre les quatre 
phases groupées en forme d'organigramme. 
Phase No 1 : la première phase est celle de l' entrée des données. Cette phase est 
utilisée pour capturer la description géométrique de problème, les propriétés des 
matériaux, du chargement et des conditions aux limites du problème physique. 
Phase No 2 : la deuxième phase est celle de la bibliothèque des éléments. Cette 
phase présente un intérêt patiiculier : c'est là olt se trouvent programmés les algorithmes 
de formulation de tous les éléments disponibles . Cette seconde phase exploite donc les 
données entrées à la première phase pour expliciter les équations algébriques des 
éléments à l'aide des algorithmes programmés adéquats. Elle comprend également les 
calculs nécessaires pour déterminer la position des équations de chaque élément par 
rapport à celle des éléments voisins, ainsi que les opérations permettant leur combinaison. 
Ces dernières étapes permettent d'obtenir un système complet d'équations algébrique 
pour la représentation en éléments finis de l'ensemble du so lide. 
Phase No 3 : NISA HEA T est le programme de la troisième phase (en transfert de 
chaleur) qui est la phase de résolution qui traite les équations formées à la phase 
précédente. Pour l' analyse non-linéaire transitoire de transfert de chaleur, le programme 
utilise de vastes calculs portant sur toute l' histoire du chargement, des propriétés et des 
conditions aux limites. 
Phase No 4 : Cette phase est représentée par DTSPPOST (module de DISPLA y 
III), cette phase est celle de l' impression qui nous fournit un document de présentation 
des résultats sur lequel on peut fonder des décisions concernant par exemple un choix de 
proportions ou d'autres questions de conception [17]. 
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Le module utilisé pour réaliser le modèle thermique est le NISAU/HEA T 
TRANSFER, est un programme pour l'analyse en éléments finis du transfert de chaleur 
linéaire et non linéaire en régime permanent et en régime transitoire. Le programme 
uti 1 ise une méthode et un temps d' intégration optimal pour résoudre les problèmes 
linéaires et non linéaires de conduction, radiation, changement de phase. Le module est 
directement relié par une interface avec DrSPLA y nT et DISPLA y IV pour la sortie des 
résultats. 
Entrée des données 
Défin ition de la géométrie, des matériaux du 




Génération des modèles mathématique des 
éléments du solide, et des charges appliquées 
l 
Résolution 
Construction et résolution du modèle 
mathématique représentant le système entier 
l 
Résultats 
Présentation de la distribution des températures 
Figure 2.13 : Déroulement de l'analyse d' un problème de transfert de chaleur. 
Dans cette section nous allons présenter les résultats de simulation d' une source 
de chaleur de 15cm X 15 cm représentant la jonction de notre processeur sur WSl. Ainsi, 
les résultats obtenus avec Qfin et NISA sont en accord et cela pour différents coefficients 
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de la convection h. La Figure 2.14 montre le modèle en élément finis de la source avec 
distribution spatiale de température dans la jonction. 
Figure 2.14: Modèle en éléments finis et distribution de la température pour la source 
16mm x20mm 
Coefficient de la convection Forcé h 
W/m 2* oC h=5 h=10 h=20 
Température avec Qfin Oc 39.44 35.57 33.11 
Température avec NISA oC 39.45 35.56 33.10 
coefficient Equivalent de convection 4650 6550 8725 
h:~<'ol/ v W /m2* Oc 
Tableau 2.2 : Comparaison entre les différents paramètres avec l'analyse d'écoulement 
de flui de (Qfin) et le transfert de la chaleur (NISA) 
II.8 Résultats et discussions 
Les résultats présentés nous donnent une bonne idée sur l' évolution du coefficient 
de la convection forcée équivalent qui représente les échanges thermiques avec 
l'ambiante (Figures 2. 15 à 2.19). Cependant, en changeant la puissance absorbée, la 
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surface de processeur (Figure 2.17), le type du boîtier et le radiateur choisis (Figure 2.18), 
le coefficient héqui varie d'une façon importante. 
Dans cette thèse, la problématique principale un processeur sur WSI est la 
nécessité de simuler une région très grande du dispositif et de son substrat. En fait, la 
géométrie du boîtier doit être prise en considération. Par conséquent, le coût de la 
gestion thermique d'un dispositif sur WSI dépend fortement de l'efficacité de la 
conception de boîtier. Par conséquent, la distribution spatiale de sources de chaleur a un 
effet significatif sur l'opération du dispositif WSI. 
Ces investigations sont très utiles lors de la construction finale du processeur. 
Ainsi , cette étude peut aider l'ingénieur en électronique durant la mise en boîtier afin 
d'empêcher des situations de surchauffe. Ces investigations permettent une prévision 
précise de la distribution de la température dans un paquet et aident à minimiser le pic 
thermique localisé pour différentes conceptions et type de boîtier. 
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Figure 2.15: Évolution de la température du radiateur AA VID 61540 en fonction de la 
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Figure 2.17: Évolution de la résistance équivalente avec la surface de la source 
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Figure 2.18 : Évolution de la température du radiateur avec l'évolution de la surface pour 
h =20 W/m2* oC. 
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Figure 2.19 : Évolution du coefficient de convection forcé équivalent h:~onv avec la 





Dans cette partie, nous avons présenté une approche qui combine l'analyse par 
transfert de chaleur et l' écoulement de fluide pour l'analyse des problèmes thermiques en 
régime permanent pour les circuits intégrés VLSI. Toutefois, la température de la 
jonction est déterminée pour des boîtiers typiques, les conditions aux limites et la valeur 
de la puissance dissipée. Ainsi, ces valeurs ont été utilisées pour la simulat ion fluide pour 
la détermination de coefficient de convection équivalent à appliquer comme conditions 
aux limites pour la jonction. 
Cette étape est importante parce que le coût de la gestion thermique d' un 
processeur sur WSI dépend fortement de l'efficacité de la conception. D' un autre côté 
l'auto-chauffage des dispositifs à semi-conducteur affecte le fonctionnement du circuit 
électronique équivalent. Cette approche est également développée pour simuler en régime 
permanent des circuits intégrés à grande puissance en utilisant les simulateurs NTSA et 
Qfin. Nous avons montré que la réponse thermique des boîtiers ainsi que la jonction en 
silicium dépend aussi des propriétés physiques des matériaux. Cependant, nous avons 
caractérisé la réponse thermique du boîtier avec le radiateur AA VID 61540 pour 
déterminer l'augmentation de la température du dispositif en régime permanent. 
Les techniques informatiques modernes comme les simulations par éléments 
finis sont des outils utiles pour l'ingénieur en conception de boîtier électronique qui 
l'aident à empêcher des situations thermiques inattendus. Les simulations thermiques 
permettent une prévision précise de la di stribution de la température dans un boîtier et 
aident à évaluer les contraintes thermomécaniques qui se produisent pour différentes 
conceptions des boîtiers. En conséquence, le concepteur peut optimiser la géométrie et le 
choix des matériaux d'un boîtier même avant que les prototypes so ient établis. Ceci 
réduit considérablement le temps des conceptions et augmente la qualité du produit. 
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Les résultats pratiques présentés dans ce chapitr~ pour déterminer le coefficient 
de convection forcée équivalent peuvent être utilisés pour résoudre plusieurs problèmes 
thermiques et thermomécaniques dans les boîtiers électroniques. D'ailleurs, l'analyse 
thermique de jonction est cruciale pour la commande de température, le gradient 
thermique spatial, et l'évaluation de l'effort thermique induit. Par conséquent, les 
prévisions thermomécaniques du comportement du dispositif sont l'issue principale pour 
l'exploitation sûre à partir de la première étape de la conception d' un processeur sur WSI. 
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Chapitre III 
Développement d'un algorithme de 
détection et de localisation des pics 
thermiques 
Introduction 
Depuis de nombreuses années, les techniques de détection des pics thermique 
connaissent un développement considérable. Les mises au point expérimentales, longues 
et coûteuses sont progressivement remplacées par des études dans lesquelles la détection 
intelligente prend une place de plus en plus importante. Les impératifs industriels de 
vitesse de fonctionnement et de limitation des coûts sont pour l'essentiel responsables de 
cette évolution. Dans ces conditions, le développement d'outils permettant la 
modélisation et l'optimisation des composants utilisés en microélectronique constitue un 
enjeu important. 
Ce chapitre est dédié à la détection thermique pour déterminer le pic thermique 
dans une puce en fonctionnement normal en utilisant la détection en quelques points du 
composant seulement. Nous recherchons alors des modèles nécessitant des temps de 
calcul réduits et un nombre restreint de paramètres. Pour le domaine d'application qui 
nous intéresse, c'est-à-dire la microélectronique on peut retenir les ordres de grandeur 
suivants: 
• des fréquences allant au-delà de la centaine de MHz 
• des températures de fonctionnement variant entre -40 oC et 125 oc. 
De nombreuses approches sont utilisées pour décrire les transferts thermiques et 
pour parvenir à une estimation satisfaisante des températures de fonctionnement. 
Certaines approches conduisent à une cartographie détaillée des températures, calculées 
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en tous points du composant, d'autres ne peuvent fournir que la température calculée en 
quelques points du composant. Parmi les méthodes classiquement utilisées, on distingue 
les méthodes analytiques et les méthodes numériques [19] 
111.1 Choix de la méthode 
111.1.1 Méthodes analytiques conventionnelles 
Ces méthodes permettent de décrire séparément les trois modes de transfert 
thermique en régime établi: 
Conduction: 
La conduction est caractérisée par une transmission de la chaleur dans la matière 
entre deux points différents température sans déplacement de matière. La loi de Fourier 
exprime la proportionnalité entre la cause, c'est-à-dire le gradient de température dT/dx et 
l' effet, c'est-à-dire le flux de chaleur P 
P = -k.S. dT/dx (3.1) 
k représente la conductivité thermique du matériau et S la surface à travers laquelle 
s'effectue le transfert de chaleur par conduction. 
Convection: 
Les transferts thermiques par convection ont pour origine les mouvements d'un 
fluide, ils sont décrits par la loi de Newton. 
P = h.S.~T (3.2) 
h représente le coefficient d'échange par convection et S la surface d'échange. 
Ravonnement : 
Dans ce cas le transfert thermique s'effectue sous la forme d' un rayonnement 
électromagnétique (principalement dans le visible et l' infrarouge). Le flux échangé entre 
deux éléments, conformément à la loi de Stefan-Boltzmann s'écrit: 
P = 8 12.cr.S.(TI4 - T24 ) (3.3) 
TI et T2 correspondent aux températures des deux éléments considérés, 81 2 est l' émissivité 
équivalente et cr une constante. 
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Bien souvent plusieurs modes de transfert se produisent en même temps, le travail 
du thermicien consiste à déterminer les coefficients d' échange qui interviennent dans les 
relations précédentes et à résoudre le système d'équations. 
111.1.2 Méthode nodale 
La méthode nodale consiste à définir des zones isothermes, chaque zone 
constituant un nœud. Les échanges entre noeuds sont représentés par des résistances 
thermiques : 
Tj - 'F; RJH = (3.4) p 
L d . k.S d' h S ' 'd' , es con uctances convectIves - et con uctlve . peuvent etre consl erees comme 
e 
constante lorsque le domaine de variation de la température est faible . En ce qui concerne 
la conductance radiative 0'.S.F.(T22 + ~2 )(T2 - ~) , elle est généralement faible pour des 
composants dont les températures de fonctionnement ne dépassent pas 120 oc. 
Des capacités thermiques permettent également de tenir compte des stockages 
d'énergie dans le cas où l'on s' intéresse aux régimes transitoires. L'équation de bilan à 
chaque noeud prend la forme d' une équation différentielle qu ' il est facile de résoudre à 
l' aide d' un solveur d' équations différentielles 
----1 Rrhl 1,-------, 
Tj 
Rth.2 
Pi Crin I __ _ 
Figure 3.1 Méthode nodale 
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Moyennant certaines approximations, cette méthode permet d' établir des modèles 
simples. Cependant, la détermination des éléments résistifs et capacitifs se heurte aux 
mêmes difficultés que l'approche précédente [19]. 
111.1.3 Méthodes numériques 
Les approches numériques utilisant la méthode des éléments finis connaissent des 
déve loppements importants. Elles permettent d'obtenir une cartographie détaillée des 
températures du composant. Le composant à étudier est alors découpé en domaines 
élémentaires de dimensions finis (décomposition en forme simple) par maillage, 
classiquement un mailleur automatique est utilisé. Ce dernier autorise un maillage 
différencié, dense dans les régions à fort gradient de température, plus lâche dans d'autres 
zones. Chaque zone est caractérisée par les propriétés physiques des matériaux qui la 
constituent. Le comportement physique du système est décrit grâce à des équations aux 
dérivées partielles ainsi que des conditions aux limites. En utilisant des approximations 
simples des variables inconnues, la méthode des éléments finis transforme les équations 
aux dérivés partielles en équations algébriques. 
Cette méthode permet d'effectuer l'analyse de la température en différents points, 
mais exige une description précise du composant qu'il n'est pas toujours facile de 
réaliser. Cette méthode est lourde à mettre en oeuvre et n'est pas compatible avec le reste 
des simulateurs. Elle peut cependant s'avérer très intéressante pour comprendre et 
analyser les échanges thermiques dans un composant, pour valider des hypothèses. De 
plus, les résolutions spatio-temporelles sont très coûteuses en termes de temps de calcul 
et nécessitent des moyens informatiques relativement importants. 
111.2 Algorithmes de solutions des problèmes inverses 
Dans l'électronique, les problèmes inverses sont rencontrés dans les applications 
exigeant des contrôles continues de température. Toutefois, il est impossible d'obtenir 
l'équation exacte de la position et de la valeur de la source de chaleur en se basant sur les 
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lectures des détecteurs de température à distance, par contre on peut obtenir une bonne 
estimation. Mais si la configuration mutuelle des sources de chaleur et de détecteurs de 
température est optimale pour les buts d'estimation, en raison de la nature des problèmes 
inverses, les inexactitudes dans les estimations produites sont plus ou moins équivalentes 
aux erreurs dans les mesures de température de détecteur. La section suivante de ce 
chapitre présente un aperçu général de deux algorithmes les plus communs et largement 
utilisés dans le cas des problèmes inverses. 
Dans ce chapitre, une section sera consacrée aux différentes méthodes de 
résolution des problèmes inverses; leurs principes mathématiques, leurs avantages et 
leurs inconvénients. L'extension des ces méthodes pour la détection de plusieurs sources 
de chaleur simultanées sera élaborée. 
111.2.1 Les méthodes de résolution des problèmes inverses 
Pour résoudre les problèmes inverses, des méthodes spéciales doivent être 
utilisées. Cependant, toutes ces méthodes ne sont pas entièrement nouvelles, et présentent 
des contraintes sur les changements de valeurs des estimations pour améliorer la stabilité 
des estimations obtenues par des méthodes classiques, qui sont d'habitude utilisées pour 
résoudre les problèmes directs. 
Généralement, il n'existe pas une méthode universelle pour résoudre les 
problèmes inverses et le choix dépend d'une application particulière. Plusieurs 
algorithmes ont été trouvés dans la littérature et qui sont utilisés pour produire des 
estimations robustes. 
Dans notre thèse, nous présentons le concept de deux méthodes les plus utilisées 
présentées dans [22] et qu i sont la méthode des spécifications des fonctions et la méthode 
de régularisation. Ces méthodes se basent sur le problème général de plusieurs sources de 
chaleur. 
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11I.2.2Méthode de spécification des fonctions 
La méthode de spécification de fonction est basée sur la proposition que la 
variation avec le temps du flux de chaleur sur la surface a une forme fonctionnelle qui 
sera estimée. Dans le cas le plus simple et le plus utilisé, l'algorithme est utilisé avec la 
supposition que cette forme fonctionnelle est constante; c.-à-d. plusieurs échantillons 
futurs de flux de chaleur de surface sont supposés être égaux [23]. 
L'amélioration de la stabilité des estimations obtenues est atteinte par une 
utilisation optimale moyenne de l'espace et du temps. L'utilisation optimale de l'espace 
est réalisée par la redondance des détecteurs de température, c.-à-d. en plaçant plus de 
détecteurs que des sources de chaleur. L' utilisation optimale de temps est réalisée en 
augmentant le nombre d'échantillons de flux de chaleur. 
La plus convenable pour les applications en ligne et la plus efficace de point de 
vue computationnel est la version séquentielle de l'algorithme, dans laquelle les valeurs 
de flux de chaleur dans le temps sont successivement trouvées avec l'arrivage de chaque 
nouvelle donnée. 
111.2.3 Méthode de régularisation 
La méthode de régularisation est une procédure générale pour résoudre les 
problèmes malposés. Elle a été conçue pour réduire les fluctuations des valeurs des 
fonctions inconnues. La méthode a été inventée et développée par les scientifiques russes 
Alifanov et Tikhonov23]. 
111.3 Développement d'un algorithme de détection des pics thermiques 
L'accumulation de la chaleur d' un cycle à l' autre sur les systèmes VLSI a besoin 
d'une étude approfondis au niveau de la jonction. Il est évident que la température élevée 
ainsi que la variation du gradient thermique réduisent la durée de vie et la fiabilité de 
couches mince en semi-conducteurs. Dans le domaine des FPGA la température 
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maximale permIse par les technologies actuelles est de 125 oc. Pour respecter cette 
condition le concepteur doit tenir compte de plusieurs aspects en même temps comme la 
puissance totale dissipée, le choix de boîtier, l'effet de dissipateur de chaleur, le mode de 
refroidissement, la position de PCB, la température ambiante et l' influence des 
équipements utilisés à proximité. 
La méthode de GDS présente une bonne idée, dans le cas le plus simple elle se 
compose de trois capteurs bien placés qui transforment des signaux provenant de mesure 
électrique. Les valeurs de tension obtenues donnent (après calcul) des informations sur la 
direction de gradient de la qualité mesurée et sa valeur absolue. Dans la première partie, 
nous nous concentrons sur la mise en œuvre de GDS à la mesure de la température d'une 
seule source de chaleur placée sur la surface d'un dispositif à semi-conducteur. 
La présente partie de cette thèse présente une première approche pour prévoir la 
température d'une source de chaleur simple sur la surface de la structure d'un CI. 
L'information obtenue sera employée pour localiser le pic thermique. Ceci signifie qu 'à 
l'aide d'un réseau de capteurs, nous allons connaître des valeurs de la température dans 
quelques endroits de la structure. Par la suite, nous essayerons de trouver la valeur de la 
température associée à la source de chaleur et de prévoir la distribution de contrainte 
thermomécanique dans la structure entière du CI [23]. Nous avons utilisé cette approche 
comme méthodologie pour prédire la température d'une source de chaleur simple sur la 
surface de la structure d' un CI. 
La méthode a été introduite dans [18]. Pour utiliser cette méthode, 4 hypothèses doivent 
être établies : 
• Il y a seulement une source de chaleur ponctuelle dominante sur la plaque 
contrôlée. 
• La température est linéairement distribuée par-dessus la surface de la couche de 
Silicium. Il faut noter que dans ce travail nous considérerons cette hypothèse. 
• Les détecteurs de température utilisés dans cette méthode donnent des tensions 
linéairement proportionnelles à la température. 
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• Les capteurs dans les deux cellules des détecteurs sont suffisamment placés 
proches l' un à l' autre afin que les isothermes les traversant peuvent être 
représentés par des lignes droites. 
Les Figures suivantes 3-2 et 3-3 montrent, d'une part la répartition classique des capteurs 
et d'autre part la répartition proposée des deux cellules des détecteurs. 
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Cellule des capteurs 1 
Couche contrôlée 
Cellule de~ raptl'ul's 2 
Figure 3.3 : Répartition suggérée avec l' unité de contrôle. 
L'approche utilisée dans notre travail , se base sur le concept de la solution des 
problèmes inverses déjà introduite. Nous allons analyser et discuter les différents travaux 
déjà faits sur ce sujet et nous allons discuter l'algorithme que nous proposons, ensuite on 
va explorer la méthodologie d'optimisation, de développement, et de codage qui va être 
utilisée afin d'implémenter cet algorithme sur un FPGA approprié. Nous allons présenter 
notre choix du FPGA qui sera utilisé et les raisons qui le soutiennent. 
Jusqu'à maintenant nous avons vus que les études reliées à notre sujet sont basées 
sur l' implantation logique des capteurs sur le FPGA elle-même. Dans notre travail nous 
allons utilisés des capteurs thermoélectriques séparés de la carte, et l'algorithme gérant 
ces capteurs sera implanté sur un circuit VLSI (FPGA dans notre cas), constituant ainsi 
un module matériel qui peut être introduit à n' importe quelle puce pour détecter et 
localiser les pics thermiques qui peuvent apparaître durant le fonctionnement. Une 
extension à cet algorithme sera ajoutée afin de le rendre capable de prendre de bonnes 
décisions de correction et de gestion thermique dynamique. 
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Dans la première discussion , nous allons faire une revue de la méthode GDS 
(Gradient Direction Sensor) qui constitue la base de notre algorithme proposé. 
Sensor B--' IsothenllS 
Heat t10w from the 
a ..... sin gle hea t somce 
\ c .... ·· ,~~····· · · ·· · ·· · · ··· · 
.... b .... .P..~ ............... t: Sensor C 0 .... · ................. ~ \.60° , 0 
······f········ '. ""0° a .... ~ 
.... \. -' ( \ ..•.  
Sellsor A Isoth-A Isotll-B IsOtll-C 
Figure 3.4: Construction d' une cellule de capteur a E (0 0 ,300 ) 
Pour deux capteurs, A et C placé sur une distance a (Figure 3.4), la différence de 
la tension de sortie entre eux est proportionnelle aux changements de la valeur de la 
température le long de la distance a. Cela est vrai seulement quand la source de chaleur 
est sur la 1 igne entre les deux capteurs pour tous les autres cas la valeur de l'angle a doit 
être prise en considération pour le calcul approprié du 6 T (3 .1) 
t:,. T Tc - TA Vc - V A 
-= ~ (3.1) 
6 ra. cos a a . cos a 
Où : r est la distance entre le capteur A et la source de chaleur et que a, b et c sont les 
distances représentées à la Figure 3.4. 
b=AD,AD~TB-TA ~VB-VA (3.2) 
b+c=AE,AE~Tc-TA~VC-VA (3.3) 
De l' équation (3.2) et (3.3) et la Figure 13 on obtient l'équation (3.4) : 
tan a ~ L/VB- VA -1-)(3.4) 
-J3 o/c - VA 2 
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Figure 3.5 : Description du problème pour une seule source de chaleur avec la méthode 
de GDS 
En utilisant la cell ule (Figure 3.4) nous pouvons obtenir l'information sur la 
distribution de la température et la position de la source de chaleur. Afin d'obtenir la 
valeur de la température d'une source de chaleur ponctuelle simple, nous devons calculer 
la distance entre le capteur et la source de chaleur. À cette fin , une deuxième cellule sera 
nécessaire. Les cellules sont placées dans une distance donnée (H) et chacune d'elles 
fournit des informations sur l'angle a (al et a2) dans la direction de la source de chaleur 
(Figure 3.5). Ainsi , la longueur d'un côté et les valeurs des angles sont connues entre la 
source de chaleur et les cellules. Ceci signifie que nous pouvons calculer les distances 
entre la source de chaleur et les capteurs. Maintenant nous pouvons calculer le gradient 
de la température le long d'une distance connue. Ainsi , deux cellules avec des capteurs 
A, 8 , C et D, E, F sont placées dans deux coins de la structure WSI sur une distance H. 
Par conséquent, on peut obtenir l'équation (3.6) décrivant la valeur de la température de la 
source de chaleur. 
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La Figure 3.5 montre la disposition proposée pour les deux cellules des capteurs, 
la cellule 1 comprend les 3 capteurs A, B et C; la cellule 2 comprend E, F et G. Les deux 
cellules sont placées sur les deux coins du circuit à contrôler, et sont séparées par une 
distance donnée H. On montre ainsi les différentes positions possibles de la source de 
chaleur sous expérience. 
Sur la base des propriétés géométriques de la Figure 3.4 et les équations (3.1) 
(3.2) (3.3) et (3.4) appliquées pour a (-30°, +30°) on peut déduire l'équation (3.6) qui 
calcule la température TS de la source de chaleur et par la suite son voltage VS. Cette 
méthode est très uti le pour l' indication des situations de sur-échauffement sur la surface 
de couches en semi-conducteurs . 
Nous allons implémenter cette méthode directement sur la surface à contrôlée, à cause de 
deux grands avantages représentés par cette méthode et qui sont: 
• L' utilisation de six capteurs seulement (dans le cas le plus simple) structurées 
sous forme de deux cellules séparées d' une distance H. 
• La distribution de ces deux cellules peut être à n' importe quel endroit à 
l'extérieure de la zone étudiée. 
L' un des objectifs importants à atteindre est le placement idéal de ces deux 
cellules en se basant sur une série de simulations logicielles et matérielles. 
L'inconvénient majeur de cette méthode est dans la complexité du calcul présentée par 
l'équation (3.6) . C' est pour cela que nous proposons l' implantation sur un FPGA, qui se 
caractérise par des capacités de calcul très élevées. 
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111.4 Analyse numérique 
111.4.1 Développement des modèles éléments finis 
Le logiciel de simulation par éléments finis utilisé est NISA dans sa version 15.0 
mais pour la version utilisée au cours de cette thèse le nombre d'éléments utilisables est 
limité. Cette limite ne permet pas de modéliser l' ensemble du processeur et de la carte. 
Les dimensions du CI étant en effet très inférieures à celles de la carte, le nombre 
d' éléments nécessaires pour mailler le modèle serait trop important pour les capacités du 
logiciel. Si cette limite logicielle n' existait pas nous serions de toute façon limité au point 
de vue matériel (mémoire vive et de masse de l'ordinateur) et il faudrait garder des temps 
de calcul raisonnables. Il faut donc utiliser au mieux cette version de NISA et vérifier la 
validité de ses calculs en fonction du maillage. La géométrie des modèles est aussi 
définie en tenant compte des symétries présentes. Pour limiter la taille et le temps de 
calcul , NISA permet de ne modéliser qu ' un quart de processeur et de la carte. 
L'objectif de cette partie et d'étudier la dynamique thermique et thermomécanique 
en régime permanent d' un processeur de type virtex Il de xilinx dans une carte ML31 0 
pour établir les contraintes thermiques et mécaniques en régime dynamique, on va tout 
d'abord réaliser le modèle en 3D de l'ensemble de la structure. Elle est formée de 
processeur, des boules de soudure et du peB. 
111.5.2 Définition des modèles et maillage 
Le processeur a une taille de 35mm X 35mm X 2.6mm, elle est constituée du 
substrat dont la taille est 35mm X 35mm X 1.5mm, d' une jonction dont la dimension est 
22mm X 22mm X 0.1 mm, du silicium dont la taille est 22mm X 22mm X 0.2mm et de 
l'aluminium qui a une grandeur de 35mm X 35mm X 0.75mm. Quand aux boules de 
soudure dont le diamètre est 0.6mm, le modèle est formé de 34 X 34 boules alignées et 
espacées de 1 mm. Le PCB, quand à lui , il a une taille de 150mm X 150mm X 1.6mm 
(Figure 3.6). 
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Afin de modéliser la structure sur NISA, on a divisé le modèle à trois dimensions 
pour réduire la taille du modèle dû à la symétrie. On prend en considération que le quart 
du modèle. Pour réaliser le modèle 3D de l'ensemble constitué de la carte électronique et 
du PCB, on va considérer qu ' une partie de la structure en forme de carré dont la taille est 
1 X 1 mm. Une fois que le maillage de cet élément est généré, on va le copier et en faire 
une translation selon les axes X et Y pour générer le reste du modèle. 
Les étapes de maillage du modèle sur NISA vont être illustrées sur les Figures ci-
dessous. Pour les besoins du modèle, la structure en forme de carré va être générée à 
partir de 17 nœuds pour garder la continuité entre le PCB et les boules de soudure. Par 
conséquent, il est important de déterminer les coordonnées de chaque nœud et les 
convertir en /lm . 
Le PCB est un support rigide et plat qui tient une carte électronique et d'autres 
composantes. Étant donné que l'on fait une coupe d' une manière à ce qu 'on ait seulement 
un quart de la superficie du PCB, la taille de celui-ci devient 75mm X 75mm X 1.6mm. 
Cependant, pour garder la continuité entre les nœuds du PCB et celles des boules de 
soudure, on a décidé de générer la structure du PCB d' une façon à ce que tous les nœuds 
restent reliés entre eux. 
Une boule de soudure est un globe minuscule de la soudure qui fournit le contact 
entre le PCB et le processeur. Les boules de soudure ont un diamètre et une profondeur 
de 600 /lm et l'espace entre chacune d'e lles est de 1000 /lm. Afin de simplifier la 
modélisation des boules de soudure sur NISA, on considère que celles-ci ont une forme 
d'octogone avec 8 segments. 
Le maillage du substrat se fait de la même manière que le PCB, parce qu 'on prend 
en considération la même forme géométrique. La saisie des coordonnées de chaque nœud 
se fait à Z = 2200 /lm et on fait une translation des PATCH selon l'axe Z à 1500 /lm . 
étant donné que ça représente l'épaisseur de cette couche. 
57 
C'est une couche très mince qui attache le substrat au chip, le maillage de cette 
couche se fait également de la même manière que le PCB mais l'entrée des coordonnées 
des nœuds se fait à Z = 3700 )lm avec une épaisseur de 100 )lm qui représente une 
translation selon l'axe Z. 
Pour les fins de modélisation, on ne considère que cette couche à la même forme 
rectangulaire que les autres précédemment. Pour modéliser cette couche en éléments 
finis , on saisit sur NISA les coordonnées de chacun des nœuds au niveau Z = 3800)lm et 
on fait une translation selon Z de 250 )lm pour définir l'épaisseur. 
C' est la couche qui couvre tous les autres niveaux, l'épaisseur de celle-ci est de 
750 )lm et la saisie des coordonnées se fait au niveau Z = 4050 )lm. Pour réaliser le 
maillage du boîtier constitué du PCB, des boules de soudure et de la carte électronique, 
on prend le modèle 3D dont on vient de faire le maillage de toutes les couches et on en 
fait une copie pour le translater ensuite sur l'axe X et l' axe Y. Les Figures 3.7 et 3.8, 
montre des images de la modélisation du boîtier. 
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Figure 3.6: Plastic Flip-Chip BOA Package 
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Figure 3.7 : Mail lage du boîtier en 3D 
PCB Bou le de Substrat M Silicium Aluminium 
soudure (d ie) 
Densité 1660 8460 1660 1660 2330 2700 
(Kg/m3) 
Modu le 165 .9 17 26 (xy) 16 13 1 70 
d'young (OPa) I l (z) 
Cœff. Poisson 0.12 0.4 0.39 (xy; 0.25 0.3 0.33 
yz) 
0.1 1 (xy) 
CTE (ppm/°C) 9.9 21 15 (x y) 15 2.8 22.4 
52 (z) 
Cond.therm ique 367 50 0.3 65 150 160 
(W/m. oC) 
Chal.spécifique 1672 957 1672 1672 712 960 
(J/Kg. oC) 
Tableau 3. 1 : Propriétés des matériaux pour les simulations thermomécaniques 
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La Figure 3.8 montre l' implémentation dans le modèle FEM du principe de mesure GDS 
pour des fins de validations. 
Figure 3.8 Configuration physique de deux cellules et la source de chaleur 
dans le modèle en éléments fini s 
111.5.3 Résulta ts est discussions 
La Figure 3.9 nous montre le profil de la température suivant le plan horizontal 
passant par le centre de source de chaleur. Les parties horizontales de la courbe 
correspondent à la température des éléments au niveau du substrat. Le profil de la 
température est fonction à la fois de la conduction et de la convection. 
Ces simulations par éléments finis nous permettent de connaître les performances 
du système à la seule condition de connaître exactement les caractéristiques thermiques 
des différents points composant les structures. Ici ces paramètres ne sont pas connus avec 
précision. Nous utiliserons donc un modèle 3-D, dans lequel on ne prend en compte que 
la température à la surface de jonction chauffante et la température du boîtier. Une vue 
en coupe selon un plan vertical passant par le centre de la source de chaleur. Les résultats 
ainsi obtenus seront donc minorés en comparaison à la structure réelle. Également, la 
Figure 3.19 est un exemple de résultat d' une simulation en 3-D. Elle nous montre la 
distribution de la température de coté verticale. Nous avons simulé les performances du 
61 
prototype caractérisé précédemment en utilisant les mêmes conditions aux limites réelles. 
De plus, la Figure 3.9 montre les courbes de température en fonction de la distance. 
Nous observons que le profil de température devient bien symétrique. Ici , la 
variation de la température nous donne une cartographie thermique plus symétrique, la 
sensibilité du placement des capteurs n'est plus linéaire et obtenue simplement en faisant 
la soustraction de la courbe. La partie droite de la courbe correspond à une élévation de 
température, tandis que la partie gauche nous montre une diminution de la chaleur due à 
une déformation du gradient de température. La partie centrale de la courbe correspond à 
la position de la source de chaleur. La sensibilité du placement des capteurs étant 
proportionnelle à la différence de température sur le substrat, on aura intérêt à positionner 
les capteurs aux endroits où il ya une variation de la température. Dans la suite, nous 
étudierons directement cette différence de température, ~T, qui représente la sensibilité 
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Figure 3.9 : Distribution de la température pour différents choix de placement des 
capteurs 
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Le Tableau 3.2 montre les résultats des prédictions de la posi tion et la température pour le 
modèle 3-D en éléments fi ni s. 
Distance Ce ll 1 Source Distance Ce ll 1- Distance Ce ll 2 -
-ce ll 2 H (Ilm) TempTmax (oC) source RI (Ilm) Source R2 (Ilm) 
5600(HS 1) 122.85 11 496.0 18736.6 
5600(HS2) 124.48 24828 .3 33423 .8 
11 600(HS 1) 125.9 15372 .1 23436.7 
Tableau 3.2: Résultat en 3-D avec le model en éléments fin is 
(HS 1): Source de chaleur 1 (HS2) : Source de chaleur2 
111.5 Analyse analytiq ue 
111.5.1 Modèle de l'algorithme en utilisant Simulink 
Les ingénieurs de systèmes continuent à ut iliser des langages procéduraux te ls 
que C ou MATLAS® pour simuler les systèmes. Tels outil s sont très pu issants dans le 
cadre de développent des algorithmes individuels et non temporels. Cependant, de te ls 
langages impliquent des grandes di ffi cultés dans le développement des algorithmes 
concurrentiels et en temps rée l, surtout comme dans le cas des systèmes de 
communication mobiles où plusieurs algorithmes opèrent selon plusieurs niveaux de 
débits. Le problème vient du fa it que les langages basés sur les textes (commandes) 
di ffé remment des langages basés sur les modèles, ne comprennent pas des composants 
built-in pour gérer le temps et la concurrence des différents algo rithmes; d' où 
l' importance de la conception et de la programmation basés de modèles sous Simulink™, 
l'outil principal utili sé dans notre thèse. 
Les Figures de 3. 10 à 3. 14 suivantes montrent la représentation partielle de 
quelques modu les de l' algorithme par les blocs de Simulink™. 
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Figure 3.10 Système du calcul avec Simulink 
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Figure 3.12 : Les blocs Simulink du module 1 
Figure 3.13 : Les blocs Simulink du module 2 
Figure 3.14 : Les blocs Simulink du module 3 
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Comme déjà mentionnée, une partie de l'architecture modulaire proposée 
comprend trois modules élémentaires. En respectant les normes des techniques de « 
diviser pour régner» et de « Code Reuse » ces trois modules forment trois sous-systems 
de nature « Code Reuse » sous Simulink. La Figure (3.8) montre la vue générale du 
système de calcul de l' algorithme. 
1115.2 Sous-système d'entrée de l'algorithme 
Pour simuler l'a lgorithme, nous avons besoin d'un sous système d'entrée qui soit 
le plus proche possible de l'entrée réelle du système. Nous savons que nous avons bâtis 
notre algorithme sur l' hypothèse que la fonction représentant la chaleur soit linéaire, 
c.a.d. nous avons induit implicitement une fonction d' approximation de non-linéarité. 
Pour cela nous avons besoin d' une chaîne de modèles qui transforme ces phénomènes 
physiques (activité de chaleur) en valeurs numériques. Simulink offre une librairie qui 
fait exactement ce travail , en transformant les données venant d' un thermocouple en des 
valeurs numériques qui peuvent être utili sées dans notre algorithme. 
Le thermocouple est un des transducteurs analogues populaires aujourd'hui , qui 
est connu pour son comportement linéaire. Nous avons utilisé cette librairie comme 
entrée pour la simulation de notre algorithme après quelques modifications nécessaires. 
Nous avons ajouté des biais sur les six capteurs pour générer les différentes valeurs 
d'entrée Y A, YB, Yc et YE, YF, YG. Les valeurs de biais ajoutées ont été déduites des 
résultats du modèle en FEM . 
Il faut noter que ce sous-système d' initialisation nous permet juste de vérifier le 
comportement de l'a lgorithme tout au long du cycle de vie de l' implémentation. La 
validation de valeurs calculées par l'algorithme sera sous forme d' une comparaison 
matricielle avec les résultats numériques (tableau 3.2). La fonction principale est une 
fonction carrée qui simule un intervalle de températures entre 0 et 150 Oc. Nous avons 
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testé notre algorithme sous différents types de fonct ion et nous avons trouvé de bons 
résultats. 
Comme nous montre la Figure 3.8, le sous-système d' entrée est formée de la 
fonction principale qui simu le les températures, ensuite une fonction qui transforme les 
valeurs de température en des valeurs en tension, en utilisant le tableau de données du 
thermocouple de type S. la troisième fonction est un convertisseur qui transforme les 
va leurs analogiques de tension en des valeurs numériques. Enfin, une troisième fonction 
donne des valeurs de températures en temps discret et non continu. Ces valeurs discrètes 
seront les 6 entrées de notre algorithme après qu 'on leurs ajoute des biais appropriés des 
résultats numériques (tab leau 3.2). 
111-5-3 Résultats et discussions 
Distance Cell 1 Source Distance Cell 1- Distance Cell 2 -
-cell 2 H (!lm) TempTmax (oC) source RI (!lm) Source R2 (!lm) 
5600(HS 1) 122.85 11496.0 18736.6 
5600(HS2) 124.48 24828.3 33423.8 
11600(HSI) 125.9 15372.1 23436.7 
Tableau 3.3: Résultat analyt ique avec la méthode GDS pour différentes sources de 
chaleur 
Dans cette étude, des investigations sont faites pour le cas le plus simple, 
seulement six capteurs de température (A, B, C, D, E et F) (Figure3.8) sous forme de 
deux ce llules de capteurs et d'une seule source de chaleur. Les simulations ont été 
effectuées pour une source placée au niveau de la jonction. Le tableau 3.3 montre le 
calcul analytique pour détecter une source de chaleur par la méthode GDS. Le pic 
thermique prévu est situé au centre de la source de chaleur. Les cellules peuvent être 
placées dans n' importe quelle position sur la structure WSI (la distance entre la cellule 1 
et la cellule 2 est H), mais dans certa ins cas le placement adéquat peut simplifier la 
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conception de l' unité de contrôle. Dans la présente partie les résultats des pics thermiques 
peuvent être très utiles pour indiquer des situations critiques d'augmentation de la 
température et par conséquent la contrainte thermomécanique associée se produisant dans 
la structure WSI. 
D'ailleurs, ces résultats sont comparés à ceux donnés dans le (tableau 3.2). En 
résumé, une comparaison entre la méthode analytique et la méthode numérique par 
éléments finis dans les mêmes conditions a donné de bons résultats et par conséquent elle 
sera élaborée davantage. 
Conclusion 
Dans le cadre de cette thèse nous avons développé lors de la première phase une 
nouvelle orientation pour la caractérisation de la dynamique thermique dans les 
microsystèmes VLSI à haute densité avec la méthode des éléments finis. Ainsi , la 
distribution de la température sur la surface de la puce servira pour la prédiction de la 
contrainte thermomécanique localisée aux emplacements des capteurs. La philosophie 
proposée sera utilisée dans les applications rapides et peut s'appliquer sur une plus large 
gamme de circuits intégrés. De plus, la caractérisation de la dynamique thermique dans 
les microsystèmes VLSI en opération, en tenant compte des conditions aux limites réelles 
représente une nouvelle approche pour ce type d' application. 
Le but essentiel de la méthode proposée est de fournir aux concepteurs un moyen 
adéquat pour pousser les limites d'opération des nouveaux microsystèmes VLSI en 
intégrant le contrôle de la distribution de la contrainte thermomécanique. De plus, 
l' implémentation nous permettra de valider expérimentalement nos résultats de 
caractérisation de la dynamique thermique pour prédire le comportement 
thermomécanique d'un circuit intégré en opération. 
Nous avons présenté une première approche pour prévoir la température d'une 
source de chaleur simple sur la surface de la structure WSI. Ainsi , nous avons appliqué la 
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méthode GDS (Gradient Direction Sensor) pour la détection des pics thermiques dans les 
microsystèmes VLSI Cette technique sera utilisée pour le développement de notre 
algorithme. Parmi les facteurs nécessitant une attention particulière lors de son 
développement, nous pouvons citer le nombre de capteurs, leur proximité, leur 
distribution spatiale et leurs interconnexions en réseau. L'application de la méthode GDS 
sera à la base du développement de l' algorithme de détection dans le cas de plusieurs 
sources de chaleurs et cela dépasse le cadre de cette thèse. 
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Chapitre IV 
Implantation d'un algorithme de 
détection et de localisation des pics 
thermiques SPTDA 
Introduction 
L'objectif principal du ce chapitre concerne la modélisation, conception et 
l' implantation en technologie d' intégration à très grande échelle VLSI d'un algorithme de 
détection et de localisation des pics thermiques (SPTDA). L'a lgorithme mis en 
fonctionnement sera conçu de façon à faciliter le développement d' une architecture en 
vue de leur implantation en VLSI. Cette architecture sera modélisée en langage de haut 
niveau, simulée afin d'évaluer leur performance et implantée sur un FPGA. 
La méthode de détection utilisée est fondée sur le concept de GDS qui est basé à 
LSlson tour sur le concept du problème inverse, où on connaît les effets et on doit 
calculer les causes. 
La validation des résultats de simulation des modèles est faite en utilisant le 
logiciel Simulink ™ sous Matlab®, qui nous permet de simuler le comportement du 
système dans le temps. Les résultats obtenus montrent que la détection a été réalisée avec 
une grande précision . 
Pour maintenir la performance dans la pire des conditions d'opérations, les 
nouveaux microprocesseurs emploient certaines façons dynamiques de gestion thermique 
(Dynamic Thermal Managment- DTM) par exemple la technique de consigne d'horloge 
(Clock Gating) et l' échelonnement dynamique de la tension (Dynamic Voltage Scaling). 
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Le concept de DTM est automatiquement engagé lorsque la température sous contrôle 
dépasse une certaine valeu r prédéfinie. 
Dans ce chapitre, nous présentons la conception et l'implantation en technologie 
VLSr d'un système qu i détecte et localise les pics thermiques dans le but de contrôler 
continuellement les niveaux de température aux divers emplacements sur la puce, et 
activer une réponse appropriée quand une urgence thermique est détectée. L'algorithme 
de détection sera basé sur le concept des problèmes inverses ainsi que sur la méthode 
des détecteurs de la pente de la direction et optimisé en vue de son implémentation sur 
un FPGA (Field Programmable Gate Array). 
La proposition d' une architecture parallèle nous permettra d'avoir un très bon 
débit afin de répondre aux besoins des calculs excessifs de la gestion de la dynamique 
thermique en temps réel tout en diminuant les opérations des consignes d' horloge (Clock 
Gating) et l'échelonnement dynamique de la tension (Dynamic Voltage Scaling) 
généralement util isés dans des cas similaires pour optimiser la performance générale ainsi 
que la durée de vie du système. Cette architecture sera modélisée en langage de haut 
niveau, et simulée afin d' évaluer sa performance et finalement implantée sur un FPGA. 
Les contributions à ce sujet dans cette partie concernent l'adaptation des 
algorithmes de détection et de local isation afin de pouvoir les implanter sur un circu it 
VLSI. Également, la conception de modules de prédiction et de mesure des paramètres 
permettra de valider les principes de l'algorithme. Fiabilité, précision et rapidité sont les 
principaux objectifs qui ont guidé la réalisation de l' algorithme. 
Nous avons choisi d' implanter notre algorithme sur un FPGA. Un FPGA consiste 
en une matrice à deux dimensions de blocs logiques reconfigurables (CLB-Configurable 
logic blocs) entourée par des blocs d'entrées/sorties (lOB-Input output blocs) et une 
matrice de connecteurs qui connecte les CLB. D'autre part, toute méthodologie de 
conception utilisée doit prendre en considération les différentes contraintes telles que le 
coût, la consommation et le temps de mise sur le marché. Par exemple, les développeurs 
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des applications de traitement du signal ont recours à une mise en œuvre des nouvelles 
méthodologies d' implantation très efficaces. Dans notre travail, la nature de l'algorithme 
étudié nécessite une méthodologie de synthèse d'architecture sous contrainte de précision 
et de vitesse. Donc, pour obtenir une implantation efficace, le processus d'optimisation 
est couplé avec la synthèse d' architecture. De plus, l'évaluation de la précision est 
réalisée par une approche analytique permettant ainsi d'obtenir des temps d' optimisation 
raisonnables. 
IV.1 Méthodologie d'implantation 
Notre flo t de conception sera divisé en trois parties principales: simulation, 
synthèse et implémentation. Nous allons présenter une description de chaque partie. 
Simulation: nous allons tout d'abord établir des diagrammes d'états représentant 
les différentes fonctions de l'algorithme de SPTDA (Surface Peaks Thermal Detector 
Algorithm) et ceci sera réalisé en utilisant la programmation de modèles, qui est très 
importante pour bien structurer notre algorithme en le divisant en différents modules 
ayant une structure hiérarchique, suivant la technique de diviser pour régner (Divide and 
conquer) [24] et le tout sera fait en utilisant une architecture «systolique» [25]. Ensuite 
l'outil System Generator intégrés dans Matlab™ Simulink® génère le fichier du code 
(VHD), par là on établit une co-simulation de ce code pour étudier son comportement 
fonctionnel, les modifications manuelles seront performées dans cette étape avant la 
simulation logicielle finale . Par la suite on établit les bancs d' essai Test 8enches et on 
engage le Force File ainsi préparé pour exciter les paramètres intérieurs et extérieurs de 
l'algorithme. Ainsi , le Test 8ench testera toutes les fonctions clés du design. 
Synthèse: c'est l' étape qui transforme la description HDL d' une puce en portes 
logiques en utilisant les contraintes spécifiées par l' utilisateur (temps, variation 
d'horloge, surface, etc .. ) pour implémenter et optimiser la conception proposée dans les 
blocs fonctionnels primitifs sur le FPGA (les flip-flops , les portes logiques, etc.). De la 
synthèse, nous pouvons obtenir aussi, par exemple, la fréquence de base, et les 
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informations techniques de la puce (secteurs et connecteurs utilisés). Cependant, la 
synthèse donne seulement des valeurs estimées [26]. Afin d'obtenir des résultats plus 
précis, l'étape de placement et routage doit être faite dans la phase d'implémentation en 
ciblant un FPGA bien spécifié. 
Implémentation: Les outils de synthèse, de placement et de routage de Xilinx 
seront utilisés. Après la synthèse, l'outil ISE à titre d'exemple exporte un fichier EDIF 
(Electronic Design InterchangeFormat) qui représente le caractère fonctionnel de la 
conception. Le logiciel Xilinx ISE prendra ce fichier et traduira alors les listes de 
fonctions à l' intérieur en un fichier NGD (Native Generic Database) qui contient la 
description logique de la conception qui cible une famille de FPGA de Xilinx bien 
déterminée. Le design est transformé maintenant en une série de CLB, FF et d' JOB. 
Après cela, la conception peut être placée sur la puce et peut être connectée (routage). 
Des données plus précises à propos de l'utilisation et de la performance seront fournies 
par le rapport final généré automatiquement par l' outi 1 après le placement et routage. 
IV.2 Conception modulaire de l'algorithme SPTDA 
Un modèle architectural est spécifié comme un hypergraphe non orienté, formé à 
partir des opérateurs (les sommets du graphe), connectés par un médian de 
communication bidirectionnelle (les bords du graphe). Un milieu de communication peut 
connecter deux opérateurs ou plus. Ce graphique décrit le parallélisme disponible de 
l'architecture. Chaque opérateur est une machine à états finis , qui exécute de façon 
séquentielle un sous-ensemble des opérations de l'algorithme. Chaque médian de 
communication exécute de façon séquentielle les opérations de communication. Les 
entrées de notre algorithme sont les 6 valeurs reportées par les capteurs placés en deux 
cellules autour de la région contrôlée. 
Pour résumer les différentes tâches de calcul utilisées dans cet algorithme, nous 
allons diviser les formules de l'algorithme en des tâches de calcul de base pour mieux 
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visualiser les composants primaires des calculs utilisés dans le but de choisir 
l'architecture appropriée et optimale pour l'implantation en visant un FPGA donné. 
1. Le premier module consiste à calculer la valeur de l' inclinaison de la source par 
rapport à la première cellule et nécessite 3 opérations d'addition avec l 'opération 
de multiplication et une opération de division. 
2. Le deuxième module, qui est le symétrique du premier, est dédié pour le calcul de 
la valeur de l' inclinaison par rapport à la deuxième cellule et nécessite aussi trois 
opérations d'addition avec une opération de multiplication et une opération de 
division. 
3. Le trois ième module qui estime la valeur de la température au niveau de la source 
de chaleur nécessite six opérations d'addition avec quatre opérations de 
multiplication et deux opérations de division, ainsi qu ' une opération de calcul du 
carré de la sortie du premier module. 
Nous comprenons par le " module " , un élément d'une bibliothèque, disponible au 
concepteur pour être utilisé directement sans être obligé de refaire le travail de 
conception du début. Un des principes de la méthodologie de design-reuse consiste à 
choisir, à travers le procédé de synthèse, les éléments d'une bibliothèque qui sont utile 
pour la conception. Ces modules, extraits du flux de conception, sont distribués entre les 
divers niveaux d'abstraction. 
La tâche d' optimisation consiste à optimiser les opérations les plus fréquentes, tel 
que, en série, les additions, les multiplications et les divisions. 
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Figure 4.1: Modèle architectura l de l'a lgorithme SPTDA 
VI.3 Décomposition modulaire 
La conception modulaire sui vante montre la décomposition proposée de 
l'algorithme SPTOA. Modu le 1 et module 2 sont symétriques mais avec des différentes 
entrées. Les deux, ont la responsabilité de calculer les inclinaisons des sources de chaleur 
par rapport aux ce llules 1 et 2 respectivement. Le 3ème module est responsable du calcul 
de la température TS pour déterminer l'existence des pics thermiques. On note ici qu 'en 
utilisant la méthodologie de la conception design reuse, seul e la conception du module 1 
nous intéresse, la conception du module 2 est induite à partir du module 1 directement 
avec la modification des entrées seulement. On note aussi dans le diagramme modulaire 
su ivant qu ' il y a toujours une branche commune entre les modu les 1 et 2 d' une part et le 
module 3 d'autre part. L' interconnexion entre module 1 et module 3 est une triple 
connexion qui introduit tana l , V c - VA et V A dans le module 3. L' interconnexion module 
2 - 3, est au niveau de tana2 seulement. 
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Cellule 1 : Y A, YB et Yc Module de spécification Ce llule 2: YE YF et YG 
--. Module 1 : Calcul de RI Ll Module 2 : Calcul de R2 




Module de vérification 
Figure 4.2: Interconnexion des modules 
IV.3.1 Architectures en pipeline 
En général , l 'exploitation de structures pipelines apporte un ga in important de 
performance, sans pour autant nécessiter une modification profonde de l' architecture. Les 
techniques de vectorisation permettent de tirer parti de l'organisation en pipeline du 
calcul des opérations arithmétiques élémentaires. C'est la manifestation la plus marquante 
d'un syndrome général: peu de parties de l'ordinateur ont résistées à la pipelinisation. 
Aujourd ' hui on pipeline le décodage des instructions, les transferts de mémoire, aussi 
bien que les add itions et les multiplications. 
La présence d'un pipe line (et donc le partage de l'exécution d'une instruction en 
plusieurs étages) introduit des aléas de données: le résultat d'une opération dépend de 
celui d'une opération précédente qui n'est pas encore terminée. Conçus pour effectuer de 
nombreuses opérations identiques sur de longues séquences de données, les calculateurs 
vectorie ls n'ont cessé d'accroître leur puissance durant la dernière décennie [25]. 
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Cependant, l'augmentation des performances, quoiqu'elle soit importante, n'est 
plus aujourd'hui suffisante pour répondre aux besoins des utilisateurs, et à cela plusieurs 
raisons. Tout d'abord, l'industrie des semi-conducteurs est, d'une manière générale, plus 
du coté de développer des technologies à très haute densité d'intégration que de réaliser 
des circuits ultra-rapides. Ensuite, on a atteint des limites physiques qui semblent 
incontournables jusqu'à l'arrivée sur le marché des technologies très rapide de la nouvelle 
génération de microprocesseurs; enfin, le prix à payer pour gagner un ordre de grandeur 
sur la vitesse des composants en utilisant ces nouvelles technologies sera 
vraisemblablement prohibitif pour la plupart des applications. 
La réponse apportée par tous les constructeurs de superordinateurs (Intel , Appel , 
AMD, ... etc.) à la demande accrue des utilisateurs tient en un mot: le parallélisme. 
IV.3.2 Architectures parallèles 
Le concept de parallélisme contredit avec l'approche classique qUI consiste à 
gagner de la vitesse en effectuant plus rapidement chaque opération. En calcul parallèle, 
le gain de vitesse provient de la réalisation simultanée de plusieurs opérations. Il ne faut 
pas croire que le recours au parallélisme pour accélérer des calculs so it une idée nouvelle, 
mais ce n'est que récemment la technologie a permis de construire des architectures 
multiprocesseurs et de les utiliser efficacement. 
Comme leur nom l' indique, les multiprocesseurs sont des ordinateurs possédant 
plusieurs processeurs. Dans ce cas, l'architecture se complique: ainsi, les problèmes 
d'accès à la mémoire deviennent cruciaux pour pouvoir acheminer des données au rythme 
de traitement des processeurs; de même, les problèmes de communication et de 
synchronisation entre processeurs sont importants. 
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IV.3.3 Architectures SIMD et MIMD 
Plusieurs modèles d'architectures parallèles ont été proposés. Pour les classifier, 
on choisit un bon critère de sélection: c'est le mode de contrôle des suites d' opérations 
élémentaires effectuées par les différents processeurs [25]. 
On obtient les architectures suivantes, selon la multiplicité des flux d'instructions et de 
données disponib les matériellement: 
SIMD : (Single Input Multiple Data) un seul flux d'instructions, plusieurs flux de 
données. Dans le modèle SIMD, plusieurs unités de traitement sont supervisées par une 
même unité de contrôle. Toutes les unités de traitement reçoivent la même instruction (ou 
le même programme) diffusée par l'unité de contrôle, mais opèrent sur des ensembles de 
données distincts, provenant de flux de données distincts. Chaque processeur exécute la 
même instruction au même instant, on obtient un fonctionnement synchrone. La mémoire 
partagée peut être subdivisée en plusieurs modules. Dans ce cas, l'accès des unités de 
traitement aux différents modules se fait par un réseau d'interconnexion. 
La différence profonde entre le modèle MIMD et le précédent est le fait que, dans 
ce cas, chaque processeur possède sa propre unité de contrôle. Les processeurs ont donc 
un fonctionnement indépendant et exécutent des programmes différents. Il reste une 
certaine centralisation dans le fonctionnement des machines MI MD à faible nombre de 
processeurs. Celles-ci fo nctionnent par partage de données . Les unités de traitement 
accèdent à une mémoire partagée par l'intermédiaire d'un réseau d'interconnexion et 
communiquent en échangeant des données . 
Dans notre thèse, nous avons proposé l' utilisation des architectures Mf MD, à 
cause de l'hétérogénéité des données à compiler dans l'algorithme SPTDA. C'est 
illogique de passer les mêmes lectures de détecteurs à plusieurs processus. Dans ce cas, 
une bonne spécification de fonctions doit être impliquée afin de diviser les processus 
selon des taches spécifiques et déterminées. 
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IV.3.4 Architectures Systoliques 
La complexité des circuits intégrés disponibles à l'heure actuelle rend possible la 
réalisation à un faible coût de systèmes massivement parallèles. 
Le modèle systol ique, premièrement introduit en 1978 a connu beaucoup de progression 
et s'est révélé être un outil puissant pour la conception de processeurs intégrés spécialisés 
[27]. En un mot, une archi tecture systolique est agencée en forme de réseau de processus. 
Ces réseaux se composent d'un nombre de cellules élémentaires identiques et localement 
interconnectées. Chaque cellule reçoit des données en provenance des cellules voisines, 
effectue un calcul simple, puis transmet les résultats, toujours aux cellules voisines, un 
temps de cycle plus tard. Seules les cellules situées à la frontière du réseau 
communiquent avec le monde extérieur. Les cellules évoluent en parallèle, sous le 
contrôle d'une horloge globale: plusieurs calculs sont effectués simultanément sur le 
réseau, et on peut pipelinier la résolution de plusieurs instances du même problème sur le 
réseau. 
La dénomination systolique provient d'une analogie entre la circulation des flots 
de données dans le réseau et celle du sang humain, l' horloge qui assure la 
synchronisation globale constituant le cœur du système [27]. 
IV.3.5 Architecture Systolique de l'algorithme proposé 
Cette partie consiste à exploiter le parallélisme de l'algorithme et déterminer les 
PEs fondamentaux pour le calcul. 
De nos jours la conception des applications spécialisées sur FPGA peut être faite 
rapidement. Les FPGA sont devenus des joueurs essentiels dans le domaine de 
prototypage rapide. Nous rappelons toutefois que les ASICs peuvent atteindre des 
fréquences de fonctionnement plus importantes que les FPGA mais leur perfectionnement 
nécessite un temps de développement et de mise en marché assez élevé, d' où leur coût 
très élevé. Nous avons déjà vu dans le chapitre 3, la performance des différentes models 
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de notre algorithme sous Simulink®. Dans ce chapitre nous allons transformer notre 
algorithme sous la plateforme Xilinx Virtex II XC2V2000 FF896AGT0429 
(01315692S) 4C. 
Nous allons montrer tous les étapes exécutées en commencent par la modélisation, 
la génération des codes, la synthèse, la simulation post-synthèse, la planification du 
placement «mapping», le placement, le routage, le post placement et routage et enfin la 
programmation du fichier bit sur le FPGA. Nous allons finir par une simulation en boucle 
de l'implantation matérie lle avec les résultats logiciels . Des Figures détaillées expliquent 
les différentes étapes d'im plémentation et les résultats des rapports générés. 
IV.4 La plateforme Xilinx 
Le fournisseur des FPGA, la compagnie Xilinx ™ a introduit dans 
l' environnement Simulink® un outil très performant nommé «Xilinx ISE system 
Generator ». Cet outil comprend des blocks spécialement conçus pour la plateforme 
Xilinx ™ et qui sont plus proches par nature au niveau matériel. La technique consiste à 
programmer les modèles en utilisant les blocs spécifiques de Xilinx™. Cependant, 
l'opération n'est pas ci facile que ça, c' est un processus long et très exigent car un très 
grand soin doit être prit dans le choix des blocs et les choix des bits associés, tout en 
gardant le parallé lisme de la systolisation. 
D'autre part, cet outil est un produit relativement récent. Beaucoup de 
développements et des ajouts doivent lui est être associés dans le future. Comme par 
exemple, il n' existe pas dans cet outil de Xilinx ™ un bloc qui effectue la division de 
deux nombres fractionnaires et en point fixe. La solution est très coûteuse en termes de 
ressources et du travail. Nous avons ajouté un «Black Box» dans notre design qui réalise 
la division. Ce «Black Box» est lui-même un bloc de Xilinx ™ qui traduit un code de 
division. Ce code est sauvegardé dans un fichier-M indépendant et attaché au «Black 
Box» dans le design. Nous avons trouvé que cette solution nécessite un peu plus d'effort 
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de programmation, maIs sa performance est assez élevée que ce soit de point de vue 
précision rapidité . 
D'autre part une autre solution est de choisir un block de division de type « 
COROIC » qui est basé sur le principe des coordonnées rotationnelles. Cette solution 
rapide ajoute un temps de traitement sur l' algorithme assez élevé, mais donne une bonne 
précision tout de même. 
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Figure 4.3 : Interface Xilinx niveau 1 de l'algorithme sous Simulik 
Resource 
Estimator 
La Figure 4-3 montre l'interface niveau 1 de l'algorithme modélisé par les blocks 
de Xilinx® sous Simulink™. Les «Gateway in» et les «Gateway out» délimitent 
l'interface entre la partie logicielle qui sera simulée avec Simulink et la partie matérielle 
qui sera co-simulée par l'intermédiaire de Xilinx ISE. 
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Figure 4.4 : Module 1 et module 2 modélisés par les blocs de Xilinx ISE 
La Figure 4.4 montre une modélisation partielle des modules 1 et 2 par les blocs 
spécifiques du Xilinx ISE. Le module 1 prend comme entrées les valeurs fournies par la 
première cellule des capteurs et donne en sortie la valeur de la première inclinaison et une 
valeur intermédiaire (V c-V A) pour le calcul de la température Ts. De même façon, le 
module 2 calcu le la deuxième inclinaison. 
Figure 4.5 : Modules 3 modélisé avec les blocs de xilinx ISE 
La Figure 4.5 nous montre la modélisation partielle du module 3 avec les blocs de Xilinx 
ISE dans lequel on calcule l'estimation de la température de la source de chaleur Ts. 
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IV.5 Le navigateur du projet 
Après la génération des 2 fichiers .vhd (le fichier système principal et le banc 
d'essai «Test Bench») avec le «System Generator» vient le rôle du «Xilinx Project 
Navigatom qui va synthétiser le design pour générer les fichiers RTL. Maintenant la carte 
doit être spécifiée, nous avons choisi une carte de Xilinx ™ très performante et très 
utilisée dans l' industrie, c'est le Xilinx Virtex Il XC2V2000 FF896AGT0429 
(0 J 3 J 5692S) 4C. 
L'outil XST (Xilinx Synthesis Technology) est intégré dans le navigateur des 
projets pour synthétiser les codes VHDL mises en entrée du projet, ainsi que les fichiers 
vhdl des bancs de tests. Les résultats, si le code est synthétisable, peuvent être visualisés 
par le «RTL Viewer» sous forme de schémas formés par des blocs logiques. 
1 
±I ,. ..... ",. ", . ..,..,.u,._ 1 .. ~.W l~ , .r--- ". -,. ,~. -f'- ", r-- .. I--~. 
~ -- ..... 
"-




'" ~ .. 
f- .. 
--
L -- "- .. f- .. ' --
-




f- I-- .... w,. f--~- -,. ~- .... a' 1--- 1-- ~ 
, 
,. 
.. MU .. 1---- w.-... ' 
,. 
1-- .... ,u .. 






Figure 4.6 : Structure du module 1 de l' algorithme de détection sous XST 
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La structure du module 1 de l'algorithme après la synthèse avec Xilinx XST, est montrée 
dans la Figure 4.6. Module 1 calcule la valeur de tana 1 et les valeurs intermédiaires pour 
la détermination de Ts. 
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Figure 4.7: Structure module 2 de l'algorithme de détection sous XST 
La Figure 4.7 présente la structure et le schéma à base logique du module 2 . 
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Figure 4.8: Structure du module 3 de l'algorithme. 
Cette Figure montre la structure logique du module 3 après la synthèse sous Xilinx XST. 
Le module 3 est responsable du calcul de la température central Ts. 
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IV. 6 Résultats de validation par rapport à la méthode FEM 
L'algorithme implanté a été validé par rappolt à l'étude faite en [2] en se basant 
sur la méthode des éléments finis (FEM). Les mêmes valeurs de capteurs sont passées 
comme entrée à l' algorithme en virgule flottante , l'algorithme en point fixe avec 
maximum de précision et la méthode FEM. Le résultat de la comparaison était comme 
suit (tableau 4.1): 
Valeurs des capteurs Uc Température de la source 
estimée Oc 
VA VB Vc Vo VE Vr FEM SPTDA SPTDA 
float sfix 
68.655 70.248 71.325 69.365 70.325 72.318 82.115 85.32 84.06 
98.655 100.248 101.325 99.365 100.325 102.318 115 .213 115.3 114.1 
75.324 76.324 77.055 75.603 76.540 78.649 84.632 85.73 84.19 
Tableau 4.1 : Comparaison entre températures générées par FEM, SPTDA (float) , 
SPTDA (fix) 
On peut voir que les résultats générés par le SPTDA présentent une bonne concordance 
pour les trois ensembles de valeurs servants à la prédiction du pic thermique de surface. 
Conclusion 
L'étude algorithmique nous a permit d'établir une architecture très rapide en se 
basant sur des processus systoliques à un haut degré de parallélisme. L' implantation de 
ces architectures parallèles a été faite en visant deux cartes différentes avec des 
composants matériels différents. Les out il s de synthèse, de planification du placement 
mapping, de placement et de routage, ainsi que les outils spécia lisés de vérification post-
synthèse ont été exploités pour programmer le FPGA. Une simu lation HIL nous a donné 
une aidé pour comparer l' implémentation par rapport à la simulation logicielle. 
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Le résultat de la simulation a été satisfaisant pour les deux architectures. Le travail 
d'optimisation qui a été fait dans le chapitre 4 nous a aidés à atteindre des fréquences 
assez élevés (80-98 MHZ) avec des taux d'occupations très acceptables. 
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Chapitre V 
Implémentation d'un capteur de la 
température en oscillateurs en anneaux 
Introduction 
Dans le cadre du contrôle, la mesure sert à caractériser une entité physique de façon à 
l'intégrer dans un modèle mathématique. Elle fait intervenir un phénomène physique agissant 
dans un environnement, tous deux partiellement modélisés. Le capteur est sensible à la 
grandeur physique à mesurer appelée mesurande et notée m, mais aussi à d'autres grandeurs 
appelées grandeurs d'infl uence notées g,. Le transducteur du capteur produit alors une 
grandeur : 
G = f(m , gl, g2, ... ) 
Dans le cas idéal , le modèle correspond à la réalité, et j est une fonction monotone sur 
m. Le capteur peut alors fournir une mesure M identique au mesurande. 
M= h(G, g l , g2, ... ) = m 
Dans la pratique, la fonctionj décrite par le modèle est différente de la fonction réelle. 
Cette différence est due à la présence d' une composante aléatoire, et à la méconnaissance de 
l' influence de certaines grandeurs. Quant aux grandeurs d'influence, elles ne sont que 
partiellement connues. En effet, leur valeur est obtenue grâce à une mesure, laquelle ne 
correspond pas exactement à la réal ité. 
Le résultat produit par le capteur sera alors légèrement différent du mesurande. 
M = h(G, G1, G2, ... ) = m + e(m , g l, g2, ... ) 
87 
C, est la valeur connue de la grandeur d' influence gi. La fo nction e représente l'écart 
entre le mesurande et la mesure. Si cet écart est infé ri eur en valeur absolue à une borne fi xée 
par l' utilisateur du capteur, la mes ure peut être considérée comme correcte. L' écart ne peut 
malheureusement être qu 'estimé à palt ir du modèle et de la comparaison avec d' autres 
mesures. 
La fi nal ité d' un capteur est de fournir une informati on perti nente et représentati ve 
d' une ou plusieurs grandeurs phys iques liées au phénomène observé. La pertinence d'une 
info rmation peut être considérée comme sa confo rmité aux besoins du consommateur. Dans 
ces conditions, le capteur idéal est un capteur qui extrait de la mesure l' information utile et 
correcte. Par conséquent, ce la signifie qu 'i l doit réduire les erreurs de mesures et dépouiller la 
mesure de toute info rmat ion superflue, de façon à répondre aux besoins du consommateur. 
Pour réaliser ces deux opérations, il doit posséder intrinsèquement des connaissances sur le 
phénomène observé, et sur la destination des résultats de la mesure. Il doit auss i posséder les 
outils adaptés à la manipul ation de cette connaissance [28]. Comme nous all ons le voir dans la 
suite de chapitre, les capteurs intelligents représentent un premier pas vers le capteur idéal. 
V.I Les différents circuits oscillateurs 
V.1.1 Les oscillateurs harmoniques 
Les osci ll ateurs harmoniques sont des di spos itifs capables de fo urnir à la sortie un signal 
quas i-sinusoïdal. On peut diviser les oscill ateurs harmoniques radi o fréquence en deux 
grandes classes : les oscill ateurs basse fréquence et les oscill ateurs haute fréquence. 
V.1.1.1 Les oscillateurs basse fréquence 
1. Oscillateur à pont de WIEN 
La Figure 5. I.a illustre le schéma électrique d' un oscill ateur à pont de WIEN réa li sé à 
l'aide d' un ampl ifi cateur opérat ionnel (AO) et la Figure 5. I.b présente la forme des tensions à 
l'entrée et la sorti e de l' oscillateur. Le pont des ce llul es RC, qu i constituent le filtre passe 
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Figure. 5.1 : Oscillateur basses fréquences à pont de Wl EN : (a) schéma électrique pratique, 
(b) tensions d'entrée et de sortie. 
V.1.1.2 Les oscillateurs haute fréq uence 
1. Les oscillateurs Le 
1.1 Schéma de base et principe de fo nctionnement 
La plupart des structures d'osc illateurs LC peuvent se réduire au schéma de la Figure 
5.2.a. C'est la nature des impédances 2 1, Z2 et Z3 qui définit le type d'oscillateur. Il existe 
trois configurations usuelles: COLPITTS, HARTL EY et CLAPP [29]. La fréquence 







Figure 5.2 - Schéma de base d' un oscillateur LC : (a) schéma réduit, (b) schéma équivalent 
d ' un oscillateur de type COLPITTS. 
1.2 Cas d'un oscillateur RF de type COLPlTTS 
Prenons le cas d' un oscillateur de type COLPITIS (Figure 5.J .a). Ce montage peut 
être réduit au montage de la Figure 5.J.b. Si l'on suppose que l'amplificateur de l'oscillateur 
est constitué d'un seul étage à transistor bipolaire (Bn) de transconductance Gm . Le système 
oscille à une fréquence fose donnée par l'équation (5. 1), si la condition (5 .2) est satisfaite: 
CII/.R) C2 (5.1) 
CI 
(5.2) 
La forme de la tension sur l'émetteur et sur le collecteur de l'osc illateur de type 
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Figure 5.3 - Osc illateur COLPITTS RF : (a) schéma électrique, (b) forme d'onde de la 
tension de l'émetteur, (c) forme d'onde de la tension de coll ecteur. 
Les propriétés des oscillateurs LC, notamment la fac ilité d' intégrat ion et la faible 
consommation, ont favorisé leur utili sation dans la quasi- totalité des circuits intégrés rad io 
fréquence (RFIC). 
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V.1.2 Les oscillateurs à relaxation 
Les oscillateurs à relaxation sont souvent utilisés pour produire un signal de forme 
carrée, triangulaire ou en dent de scie, etc. L'oscillateur à relaxation contient au moins un 
composant non linéaire (transistor, diode, ... ), qui libère périodiquement l'énergie stockée 
dans un condensateur (ou une inductance) et la forme du signal à la sortie change 
brusquement. 
Les oscillateurs à re laxation peuvent être employés pour fournir par exemple, un signal 
d' horloge pour les circuits logiques séquentiels tels que les temporisateurs et les compteurs 
(les oscillateurs à quartz sont souvent préférés pour leur plus grande stabilité). Ils peuvent être 
aussi employés comme des circuits de base de temps des oscilloscopes et des téléviseurs. Le 
multivibrateur astable est l'exemple le plus simple pour expliquer le principe de 
fonctionnement d'un oscillateur à relaxation. Le principe de fonctionnement d'un 
multivibrateur astable est similaire au dispositif expérimental du vase à siphon. Sous sa forme 
la plus simple, il se compose de deux transistors interconnectés via des cellules Re, dont le 
rôle principal est de définir la période du signal. La Figure 5.4 montre le schéma typique d'un 
multivibrateur astable réal isé en technologie bipolaire (BJT) et les Figures 5.5.a et 5.5.b 
illustrent les tensions sur les différents noeuds. 
l,. l, 
, " " 1 
) ~, _lT", --1 
' .,r-.. -
, 
T ., ," ' ~: 
Figure. 5.4 : Multivibrateur astable réalisé en technologie bipolaire. 
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Figure 5.5 Forme du signal aux différents noeuds d'un multivibrateur astable réalisé en 
technologie bipolaire . 
Le principe est le même pour un multivibrateur astable réalisé à l'aide de transistors 
MOS. Les Figures 5.6 et 5.7, représentent respectivement le schéma d' un multivibrateur 
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Figure 5.6 - Schéma de base d'un multivibrateur astable réalisé en technologie NMOS. 
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Figure 5.7 Forme du signal aux différents noeuds d'un multivibrateur astable réalisé en 
technologie NMOS. 
V.1.3 Les oscillateurs à portes 
A. Les oscillateurs en anneaux 
La faci lité d' intégration des osci lIateurs en anneaux (ring oscillators) rend leur usage 
répandu dans des systèmes de communications. Ils sont souvent employés comme des YCO 
(Voltage Controlled Oscillator) dans les boucles à verrouillage de phase (PLL). 
Ce type d'oscillateur est composé d'un ou plusieurs étages d'inverseurs en nombre impair 
formant une boucle de réaction avec un déphasage total nul. Cette boucle oscille avec une 
période égale à 2M Td où Td est le temps de propagation de chaque porte et M le nombre de 
portes. Les oscillateurs en anneaux sont totalement intégrables, mais ils exigent un nombre 
important d' éléments actifs ce qui augmente la consommation du circuit [29]. Les concepteurs 
des circuits intégrés préfèrent donc souvent l' utilisation de la technologie CMOS. 
1. Cas d'un oscillateur en anneau à base d'inverseurs CMOS 
L'oscillateur de la Figure 5.8 est construit à partir d' une mise en cascade de 5 
inverseurs CMOS. La sortie du dernier inverseur est bouclée sur l'entrée du premier 
inverseur. La Figure 5.9 illustre la forme du signal de tension aux différents noeuds de 
l' osci Ilateur. 
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Figure 5.8 : Schéma d' un oscillateur en anneaux réalisé par 5 inverseurs CMOS. 
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Figure 5.9 Forme du signal aux différents noeuds d' un oscillateur en anneaux à base de 5 
inverseurs CMOS. 
La réalisation des oscillateurs en anneaux n'exclut pas la possibilité d' utiliser la 
technologie bipolaire (BJT). Des travaux [29] ont montré qu 'à travers une approche linéaire 
simple du modèle de transistor bipolaire, on peut déterminer avec précision les principales 
caractéristiques de l'oscill ateur, en l' occurrence la fréquence et l'amplitude d'oscillation, le 
facteur de quali té, le niveau de bruit de phase, etc. 
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V.1.4 L'oscillateur en anneau 
Une nouvelle stratégie de surveillance de la température locale sur FPGA sera 
développée. L'idée principale c' est l'implémentation d' un capteur de température entièrement 
numérique qui peut être inséré dynamiquement, exploité et éliminé du circuit après le test. Un 
oscillateur en anneau avec des blocs auxiliaires (essentiellement des compteurs et des 
éléments de contrôle) sera placé dans le design . Après que la température réelle sera lue, la 
valeur sera renvoyée par l'intermédiaire des ports de configuration du FPGA. Ensuite, le 
capteur sera éliminé de la puce afin de libérer les ressources programmables et d'éviter l'auto-
échauffement. Le principal avantage de cette technique est que le capteur est complètement 
séparé de la conception, pas de 1 / 0 pads sont nécessaires, et aucune utilisation permanente 
de FPGA. En outre, le capteur est suffisamment petit pour mettre en sexies plusieurs d'entre 
eux le long de la puce. 
Il est bien connu que les micro-retards augmentent avec la température. En 
conséquence, un moyen de mesurer le chauffage dans les CI est de construire un oscillateur et 
calibrer sa production en dérive de MHz par oC ou oF, une idée initialement proposée 
dans QUENOT et al. Cette solution établit un lien naturel entre la température (amplitude 
analogique) et FPGA (puces numériques) seulement à travers l'amplitude analogique qui peut 
être directement mesurée par un circuit numérique: la fréquence . 
Ce type d'oscillateur est basé sur le temps de commutation d'un inverseur. En 
connectant un nombre impair d'inverseurs, on obtient un signal oscillant naturellement à la 
sortie de chaque inverseur de la chaîne. La fréquence d'oscillation est directement liée au 
nombre d'inverseurs. Plus on a d'inverseurs et plus la fréquence diminue. Pour contrôler 
l'oscillation, on peut remplacer un inverseur par une porte NAND, afin d'arrêter ou de mettre 
en marche le système osci liant. 
Deux principales topologies d' osci Ilateurs en anneau existent à l ' heure actuelle. La 
première de ces structures qui est également la plus simple consiste à cascader des inverseurs 
MOS comme le montre le schéma de la Figure 5.10. 
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Figure 5.10: Structure générale d'un oscillateur en anneau à base d'inverseurs MOS 
La période des osci llations vaut alors : 
Ta = 2.N.t (5.3) 
Où N est le nombre de cellules cascadé et t le retard généré par chaque cellule. 
Dans ce type de structure, l' oscillation est entretenue à une fréquence pour laquelle le 
déphasage total généré par l'ensemble des cellules est nul et le gain de boucle unitaire. 
Le retard t étant exprimé comme le rapport de la période du signal sur le nombre de cellules, 
le déphasage entre les signaux d' entrée et les signaux de sortie d' une cellule vaut donc 
6<D=2rc / N (5.4) 
La référence [26] présente différentes techniques permettant de faire vaner la 
fréquence d'oscillation de la structure. Celles-ci sont basées sur le contrôle en tension du 
retard généré par chaque cellule, sur le contrôle en courant du temps de montée et descente de 
chaque cellule ou sur la variation commandée du nombre de cellules. Un des inconvénients de 
cette topologie est la limitation en fréquence imposée par le retard minimal généré par une 
cellule. Pour pallier ce problème et ainsi augmenter les performances fréquentielles de cette 
structure, une technique, basée sur l' implémentation d'éléments à retard différent, est 
développée dans la référence [26] . L'avantage de cette structure réside dans le fait qu ' elle 
peut être implémentée aussi bien avec un nombre pair qu ' un nombre impair de cellules. Ceci 
offre un plus grand degré de liberté sur la constellation en phase des signaux disponibles en 
sortie mais permet surtout de générer, dans le cas d'une implémentation avec un nombre pair 
de cellules, des signaux en quadrature de phases ce qui est notre objectif principal. 
La deuxième topologie repose également sur le principe de mIse en cascade de N 
cellules de retard avec une inversion dans la boucle, chaque cellule de retard s'articule autour 
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d'une paire différentielle. En régime établi , cette paire différentielle fonctionne en 
commutation et le retard Tau est généré par la constante de temps fixée par les éléments R et 
C en parallèle. Cependant, dans un souci permanent d'intégration des di spositifs, les 
résistances R peuvent être remplacées par des transistors PM OS fonctionnant en zone 
ohmique. La fréquence maximale et par conséquent la constante de temps minimale est 
obtenue lorsque la capacité C n'est pas implémentée et que l'effet capacitif est uniquement le 
résultat des capacités paras ites des différents transistors constitutifs de la paire différentielle. 
V.2 Capteur en oscillateur en anneau 
Une manière directe d'obtenir des fréquences en FPGA c'est de placé un oscillateur en 
anneau. Un oscillateur en anneau consiste d'une boucle de rétroaction qui comprend un 
nombre impair nécessaire d'inverseurs pour produire le déplacement de la phase qui maintient 
l'oscillation la période totale est le double de la somme des retards de tous les éléments qui 
composent la boucle. Les inversions peuvent être faites en utilisant le LUT (look-up table) des 
blocs logiques configurables (CLBs) ou les inverseurs programmables inclus dans les blocs 
d'E/S du FPGA. En tout les cas, il est utile d'insérer un signal externe pour ouvrir la boucle, 
ainsi qu'un registre de sortie pour prévenir les variations de la fréquence due aux différentes 
charges. 
Les avantages des capteurs thermiques à base des oscillateurs sont multiples: 
• fis peuvent être facilement mises en œuvre avec seulement de quelque source de la 
puce. 
• Certaines familles de FPGA incluent des oscillateurs à l' intérieur. 
• Mesure de la température au niveau de la jonction. 
• Tous les signaux sont numériques, de sorte qu'ils peuvent être traités en utilisant les 
ressources générales de la carte. 
• Les capteurs sont petits: en pratique en deux blocs logiques, et une taille minimum de 
capteurs peuvent être montés en seulement une 1/0 bloc. 
• Les capteurs peuvent être placé dans n'importe où sur la puce, ce qui rend possible la 
construction d'une cartographie thermique de la puce. 
• Les capteurs peuvent être dynamiquement insérés, déplacés ou éliminés. 
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Il Y a d'autres alternatives pour déterminer la température sur la puce : mesurer la 
tension de la jonction avec les diodes situées sur les pads de FPGA. Cette technique permet au 
concepteur d'obtenir gratuitement, des capteurs therm iques au prix de certains circuits 
analogiques externes [26]. 
Les oscillateurs en anneaux peuvent être construits manuellement ou utiliser le 
partitionnement standard automatique, placer et router les flux de la conception. Les 
concepteurs doivent inclure à haut niveau les directives pour éviter la simplification des 
inverseurs au cours du processus de la compilation. 
Exceptionnellement dans la conception numérique, l'objectif ici est de diminuer la 
fréquence de fonctionnement afin de minimiser les problèmes liés à l'auto-échauffement et 
consommation de l'énergie du capteur. 
V.3 Méthodologie de la conception 
Le concept du détecteur de température à concevoir est basé sur la même proposition 
introduite par Buedo-Buemo [26]. Cette proposition utilise le fait que la vitesse de 
commutation d'un transistor est directement proportionnelle à la température. Dans un tel 
détecteur, un oscillateur en anneau est implanté sur la puce FPGA et la fréquence d'oscillation 
est utilisée comme un indicateur de la température. Ainsi, la fréquence d'oscillation est 
directement proportionnelle à la température de jonction. Cela ne nécessite aucun capteur 
extérieur. Un réseau d'oscillateur en anneau peut fournir des mesures de la température de 
fonctionnement actuelle sur la grandeur de la puce pour permettre 1 'établ issement d'une 
cartographie thermique. 
L'osci llateur en anneau a quelques limites qu ' il est nécessaire de connaître pour 
pouvoir l' utiliser correctement: 
• Il est nécessaire de laisser osciller le capteur pendant une période d'initialisation 
avant d'effectuer la mesure pour fiabiliser le résultat. 
• Une fois la mesure effectuée, il faut arrêter les oscillations. Ceci est dû au fait que 
la chaleur générée par l'anneau peut fausser le résultat et diminuer la fréquence 
d'oscillation. 
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Ainsi, le capteur peut donner des températures instantanées. L'avenir des détecteurs 
basés sur la méthode des oscillateurs en anneaux est de pouvoir aider les concepteurs de 
circuits intégrés à optimiser la gestion de la dynamique thermique sur la puce. Ils permettent 
notamment dans cette thèse la détection de pics thermiques. Les intérêts d'un capteur basé sur 
cette méthode sont multiples. Il est petit, peut être facilement intégré sur une puce, et peut être 
dynamiquement inséré ou retiré du desi gn. 
Le Schéma du capteur utilisé pour cette thèse est présenté sur la Figure 5.11. Un 
oscillateur en anneau a été construit au moyen de sept inverseurs chacun mis en œuvre dans 
quatre entrées LUT (Iook-up table). Les LUTs ont été placés séparés, laissant un espacement 
d'au moins un CLB (bloc logique configurable) entre eux afin d'augmenter 
le retard d'acheminement. Notez que dans ce cas, une fréquence élevée de la sortie n'est pas 
souhaitable: il implique à la fois une grande taille de compteur et un auto-échauffement 
supplémentaire. 
Toutes les étapes du capteur ont été écrites avec le langage verilog® afin de décrire le 
comportement et la structure du capteur. Afin de simplifier le code, les deux compteurs inclus 
dans le capteur sont identiques, avec une longueur de 14 bits. Le seul pOli externe est l'entrée 
d'horloge du compteur de base ce qui doit être connecté à l'une des lignes d'horloge principale 
du FPGA. 
Les trois signaux actifs qui sont générés par les quatre LUT d'entrée, sont de 
provenance des quatre bits les plus significatifs de ce compteur de base . Le premier signal, 
RingEnable, permet à l'oscillateur en anneau de commencer à calculer. Le 
deuxième signal, CaptEnable, établit l'intervall e pendant lequel la sortie de fréquence de 
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Figure 5. 11 : Schéma de capteur en osc illateurs en anneaux 
Enfin, le signal timeEnable est utilisé pour désactiver le temps de base du compteur 
qu'il n'est plus nécessaire après (Figure 5.13). Par conséquent, lorsque la mesure a fini toute 
l'activité du capteur sera arrêtée pour éviter toute dissipation de puissance parasite. Le schéma 
ci -dessus permet une spécification arbitraire pour les trois étapes de processus qu'est de 
l'ordre de 1024 cycles de l' horloge principale du FPGA. 
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Figure 5. 13 : Machine d'état permettant la lecture de la sorti e du compteur de capture de la 
température. 
V.4 Résultats de l'implémentation 
La Figure 5.14 montre, en hiérarchi e, la structure haut ni veau du capteur. À ce ni veau, 
on montre l'i nterface globale (par rappol1 à l'environnement du capteur) par les entrées, les 
sorties, et l 'horl oge du système 

























Figure5.15 : La structure du capteur avec Xilinx XST 
La structure du capteur après la synthèse avec Xilinx XST est montrée par la Figure 5.15. 
La Figure 5-16 montre les placements et routages fa its sur le FPGA. Le placement et routage 
a été fait avec des contraintes d'optimisation de vitesse en se basant sur l'architecture 
proposée. 
• 
Figure 5.16: Placement du capteur sur la carte Xilinx 
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v.S Étalonnage du capteur 
Pour effectuer un étalonnage précis du capteur, le FPGA doit être mis en place dans 
une température d'un fo ur contrô lée VWR Schentific modèle 1310 Figure 5.17. Dans notre 
cas, pour gagner du temps, une configuration avec tous les capteurs a été téléchargée, mais 
seu lement une a été permise au cours de sa qualification . Nous avons mesuré la température 
de la puce en plaçant un thermocouple (Fe-CuNi) sur le centre de FPGA. Une série des 
câbles ont été nécessaires pour conFigurer l'extérieur et de contrô ler le FPGA, ainsi que de 
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Figure 5.17 : les procédures de la calibration des capteurs avec le four 
VWR Schentifi c model 1310 
L'oscill ateur en anneau proposé dépend de la température et sa fréquence change en 
conséquence. À une température donnée, l'oscillateur exposera une fréquence fixe de 
l'osci lI ation . En connectant ces osci lI ations à un compteur, on obtient une bonne mesure de la 
température li ée à la valeur du compte après un temps fixe . Comme la fréq uence des 
osci llations permettra de rédu ire la température, il en sera la valeur de comptage, le 
processeur peut déterm iner la température et de prendre les mesures appropriées. 
Pour que ce programme fonctionne correctement, il est essenti el qu'il y ait une vari ation 
linéaire de la fréquence avec la température. 
Notez que nous avons analysé l'osci lI ateur entre 20 degrés à 120 degrés centigrades, 
car c'est la région d'intérêt dans notre thèse. Par exemple, la limitation thermique des Pentium 
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4 commence à 60 degrés et la remi se à zéro d'urgence se produit à 120 degrés. Ainsi, à toute 
fi n pratique, l'analyse de l'osci llateur dans cette fenêtre de température est sans danger. En 
outre, cette relati on linéaire devrai t se poursuivre pour des températures supérieures à 120 
degrés, ainsi , préd its par l'équati on sui vante que nous avons déterminés à part ir de l'analyse: 
f= -343.6 (T) + 25877.74 (5.5) 
Où f est la fréquence des oscillati ons et T est la température de la puce. 
Nos résul tats d'analyse pour le capteur nous confirment bien que la relation est 
fo rtement linéaire (F igure 5.18) nous pouvons auss i ut ili ser le ca librage di fférent pour un 
oscillateur sans se soucier de la linéarité de la mesure. Notez également qu 'il n'y a pas 
beaucoup de changement dans la fréquence abso lue à une température donnée pour des taill es 
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Figure 5.18 : La variat ion de la température en foncti on de la fréq uence normali sée 
V.6 Implémentation du réseau des capteurs 
L' algorithme de détection et de loca li sation des pics therm iques dans les ci rcuits YLSI 
SPTDA présenté dans cette thèse est basé sur la techn iq ue GDS qui est ell e-même basée sur le 
concept de problème inverse. Le but de cet algori thme est de fa ire une bonne estimation des 
coordonnées géométriques des pics thermiques et de leurs valeurs correspondantes. 
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Selon notre algorithme, le nombre de capteurs requis sera six oscillateurs formant 
deux différentes cellules; chaque cellule est formée de troi s détecteurs formant entre eux un 
triangle équilatéral. 
Pour que cette approche soit efficace, plusieurs hypothèses devraient être prises en 
considération: 
• Une seul e source ponctuelle de chaleur sera présente sur la puce à survei ll er. 
• La température est linéairement distribuée sur la surface de la puce. 
·La fréquence d'oscillation des capteurs RO est linéa irement proportionnell e à la température. 
• Les capteurs RO fo rmant une cellule doivent être placés suffi samment proche l' un de l'autre 
pour pouvoir considérer les isothermes qui les traversent comme des li gnes droites. 
À noter auss i que les deux cellules doivent être placées d'une façon que la même 
isotherme ne traverse pas deux différents capte urs en même temps. Selon cette disposition, on 
peut obtenir des informati ons sur la di stributi on de la température dans différentes régions de 
la surface de la puce et partiellement sur l'emplacement de la source de chaleur ; plus 
précisément se lon la distance H qui sépare les deux cellules et l' angle de direction de ces deux 
dernières par rapport à la source de chaleur, on pourra alors calculer géométriquement les 
distances RI et R2 qui séparent la source de chaleur des capteurs RO et par la suite déduire la 
température de la source de chaleur. L'un des objecti fs importants à atteindre est le placement 
idéal de ces deux cellules en se basant sur une série de simulations logiciell es et matérielles. 
À noter aussi que chaque RO devrait occuper plusieurs CLB du FPGA, il faut donc 
trouver la di spos iti on convenable de chaq ue osc ill ateur pour pouvoir former avec les deux 
cellules 2 triangles équilatéraux. 
Une autre difficulté est de savoir la bonne méthode pour faire le routage des sorties des 
capteurs vers l'extérieur Figure 5.19 dans le but d'effectuer l'acqui sition des données à l'aide 
de tmtool s de Matlab. Pour pouvoir pl acer les 6 osci lIateurs crées auparavant dans les endroits 
voulus et selon la disposition proposée par l'algorithme SPOT A donc en formant deux 
triangles équilatéraux dont les capteurs de chaque cellule sont peu éloignés l' un de l' autre, il 
faut donc utiliser le pl acement manuel de ces composantes. 
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L'étape fina le est de router les sorties des osci llateurs vers le monde extérieur dans le but 
d'effectuer une acquisition de ces signaux avec tmtoo ls et garder un historique de la variation 
de la température (Figure 5.20). 
Pour des fins de test et pour pouvoir détecter la variation de fréquence de ces 
oscillateurs avec la température interne de la puce il faut créer une source de chaleur à 
l' intérieur de cette puce et la placer manuellement à des endroits différents à côté des cellules. 
Le résu ltat obtenu prouve que la fréquence d 'oscillation des capteurs diminue pour ceux qui 
se trouvent à proximité de la source de chaleur donc lorsque la température de la puce 
augmente. 
master clk TxO 
-
RxO TxO 1 
-
RxO 1 TxO 2 
- -
RxO 2 TxO 3 
- -
RxO 3 TxO 4 
- -




Figure 5.19 : Structure haut niveau du capteur en oscillateurs en anneaux 
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Figure 5.20 La structure du routage de six capteurs 
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La Figure 5-21 montre les placements et routages fa its sur le FPGA. Le pl acement et 
routage a été fait avec des contraintes d'optim isati on de vitesse en se basant sur l'architecture 
proposée. 
Figure 5.2 1: Pl acement des six capteurs sur la carte Xilinx 
V.7 Résultats et validation pratique 
Au premier li eu les mesures ont été fa ites dans le fo ur qui garantit que les variations 
de température sont toujours plus petites que 0.01 0 Celsius. De plus, l'analyse des résultats a 
montrée que la technique est bien sensi bl e même à la fa ible température impliquée dans les 
expériences . Cependant, la description des capteurs utili sés dans les expériences n'a pas 
d' indicati on de pl acement et par conséquent le statut thermique des diffé rents capteurs ne 
permet seulement de connaitre le pic thermique. Cette information serait util e pour concevoir 
les blocs qui produ isent des points chauds. 
Donc l'avantage princi pal consiste da ns l'analyse des acti vités des diffé rents blocs 
d'un circuit complexe implanté sur FPGA. Ceci pourrait être util e pour le concepteur des 
circuits électroni ques qui pourrait savoir quel bloc consomme le plus de puissance, et ainsi 
doit être reconçu, au lieu d'appliquer une stratégie globale pour réduire la contrai nte (par 
exemple, abaissement de la fréquence d'horl oge). Le désavantage principal est que la 
technique utili se des blocs logiques du FPGA ell e-même. 
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Donc pour un nombre de capteurs plus grand , la technique seul e occupe une partie 
considérable des ressources di sponibl es sur le FPGA. 
Cette technique ne peut en aucun cas, locali ser géométriquement la source de chaleur la plus 
acti ve sur la pl aque (sources multiples). 
V.8 Contrainte thermomécanique 
Tandis que les performances des circuits intégrés deviennent de plus en plus élevées, 
la miniaturisati on des systèmes mi croé lectroniques est devenue une des principales priorités 
des concepteurs. Il est évident que ce probl ème concerne la mi se en boîti er des puces. En 
effet, concevoir des circuits intégrés de petite ta ill e dev ient inutil e, s' il est nécessaire de les 
assembler sur des boîtiers de grandes dimensions (relati vement à ce lles de la puce). 
C'est pourquoi il est indispensable de gérer au mI eux, l'espace utili sé par les 
interconnexions, ce que nous appelons ici, les perfo rmances mécaniques. Ce ll es-ci sont basées 
principalement sur des exigences ou des contraintes li ées à des grandeurs telles que la densité 
d' interconnexion, le nombre d'entrées/sorties du circuit intégré ou encore les di stances 
minimales pouvant séparer deux puces . 
Les performances mécaniques d' un boîti er, peuvent se défin ir si mplement par son 
efficacité 11, qui se définit comme le rappolt entre la surface de la puce et ce lle du boîtier 
correspondant. Plus celle-ci est faible, plus la longueur totale d' interconnexion sera élevée, et 
donc plus le substrat sera coûteux et les temps de propaga ti on du signal pénali sants. 
Les progrès constants des technologies du semi-conducteur (accroissement de la 
taille des tranches donc du nombre de circuits réa li sés en même temps, réducti on de la taille 
du transistor élémentaire), entreti ennent la course en avant vers des complexités croissantes . 
Cela a pour conséquence d' augmenter le nombre de transistors contenus dans une puce et 
donc le nombre d ' interconnexions. 
Le nombre de fonctions croît éga lement avec les dimensions du circuit intégré. La 
taille du circuit intégré est déterminée soit par la ta ille phys ique des éléments fonctionnels, 
soi t par l'encombrement des pl ots d' interconnex ion. Lorsque le nombre des entrées/sorties est 
grand, il peut être nécessaire d'augmenter la taill e de la puce uni quement pour y loger ces 
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plots de sortie. Cec i explique l' intérêt et l'effo rt mit sur la réduction du pas des 
interconnexions des puces. La taill e max imale suit éga lement l' évo lution des moyens de 
photosensibil isati on (di amètre du champ d' insolati on). 
Dans le domaine de la mi se en boîti er, un système est considéré comme performant, 
lorsque celui-ci remplit les troi s conditions suivantes: densité élevée, rapidité importante et 
faible coût de fabricati on. Du poin t de vue du circuit intégré, ce la signi fie une grande densité 
de portes logiques avec une horl oge inte rne la plus rapi de poss ible. En ce qui concerne 
l'environnement de cette puce, c'est-à-dire la mi se en boîtier, ses perfo rmances mécaniques 
sont représentées par son effi caci té Tl . 
V.9 Étude de la thermomécanique 
L'effet d' un changement de température L'-.T sur un matéri au peut se manifester de 
deux façons: 
• Par des modificati ons des propriétés du matéri au. Par exempl e, à des 
températures élevées, le module d' élasticités peut diminuer. Cela requiert, 
cependant, un changement de température important [21] . 
• Par des déformati ons thermiques, qui varient de façon à peu près linéaire en 
fonction de L'-. T. Pour un matéri au isotrope, les déformations thermiques 
correspondent à des all ongements égaux dans toutes les directions, sans aucune 
déformation de cisai lI ement [21]. 
Cependant, ce n'est pas le cas des CI multi couches où on ass iste à la naissance des 

















Figure 5.22 : les positions physique des cellules avec l'emplacement des capteurs et la source 
de cha leur 
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La contrainte thermique sur la surface de la couche mince de processeur est donnée par 
l'expression suivante: 
(jth=(E / (1 -v))a.LH (5.6) 
Où E / (1 - v) est constante élastique et ila la différence dans les coefficients de convection 
thermique (eTE) entre les différents niveaux des couches minces. Dans [22] Une méthode a 
été présentée dans les détails pour le calcul de la contrainte surfacique au niveau du 
silicium donné par: 
(J xx,max;::; -9,63 (Ea) Si . ilTin [22] 
(Jxx, max;::; -9,63 (0,15 x 2,8) Si . (102.3-81.1) 
(jxx, max;::; -8.574 (5,7) 
Donc on remarque qu'on peut déduire la valeur de stress spatial si en connaît la valeur 
maximale et minimale de la température sur la couche de silicium. 
Conclusion 
L'objectif princi pal de la conception d'un processeur fiable et performant nécessite le 
recours à une étude thermique et thermomécanique aux particularités géométriques et 
structurelles au niveau de la jonction et de boîtier. Cependant, l'étude que nous venons de 
terminer se devise en trois grands volets. 
L'objectif principal du premier volet est concevoir un capteur de température pour 
faire une étude thermique au niveau du la jonction. Pour cette étude, nous avons présenté une 
approche pour l'implémentation d' un capteur de température entièrement numérique qui peut 
être inséré dynamiquement, exploité et éliminé du circuit après le test. Un oscillateur en 
anneau avec des blocs auxi 1 iaires (essentiellement des compteurs et des éléments de contrôle) 
est placé dans le design. 
Alors que la troisième partie de l'étude portait sur l'étude de la contrainte thermique 
spatiale surtout au niveau de silicium. Afin d'effectuer cette étude, nous avons utilisé les 
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résultats de la partie thermique en tenant compte des différents paramètres. Le modèle 
développé permet de simuler la distribution spatiale de la contrainte thermique dans un 
processeur sur WSI. 
Les techniques de caractérisation performantes mises en œuvre et les modèles 
thermomécaniques développés au cours de cette thèse sont transférables à d'autres types de 





L'objectif de cette thèse est l'étude et le déve loppement d'un capteur 
thermomécanique in-situ appliqué à la micro-électronique. Toutefo is, la conception d'un 
processeur fi ab le et perfo rmant nécessite le recours à une étude thermique et 
thermomécanique aux part iculari tés géométriques et structurell es au ni veau de la jonction 
et de la mise en boîti er. Ainsi, l'étude que nous venons de terminer se di vise en cinq 
grands vo lets. 
L'obj ecti f pri ncipal du premier volet est de résoudre l' un des problèmes majeurs 
que nous avons rencontré pour fa ire une étude thermique au ni veau du boîtier du 
processeur, ce lui de déterminer les conditions aux limites. Ainsi, à cet effet une nouve lle 
approche a été établ ie pour la détermination d' un coeffi cient de convection équi valent 
héqui au niveau de la jonction; afin d'év iter la spéc ifica tion de la température au-dessous 
du boîtier. 
Pour cette parti e, nous avons présenté une approche qui combine l'analyse par 
transfert de la chaleur et l'écoulement de lluide pour l'analyse des problèmes thermiques 
en régime permanent pour les ci rcui ts intégrés ITGE. Cependant, la température de la 
jonction est déterminée pour des boîtiers typiques, les cond it ions aux limites et la valeur 
de la puissance di ss ipée. Ainsi, ces va leurs ont été utili sées pour la simulation lluide 
appl iquée pour la détermination de coeffi cient de convection équiva lent à appliquer 
comme condi tion aux limites pour la joncti on. 
Les résultats prat iques présentés pour déterminer le coeffic ient de convection 
fo rcée équiva lent peuvent être utili sé pour résoudre plusieurs pro blèmes thermiques et 
thermomécaniques dans les boîtiers électroniques . D'ailleurs, l'analyse thermique de 
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jonction est crucia le pour la commande de température, le gradient thermique spatial, et 
l'évaluation de l'effort thermique induit. Par conséquent les prévisions thermomécaniques 
du comportement du dispositif sont l'issue principale pour l'exploitation sûre à partir de la 
première étape de la conception d' un processeur sur WSI. 
Dans le cadre de la deuxième partie de cette thèse nous avons développé une 
nouvelle orientation pour la caractérisation de la dynamique thermique dans les 
microsystèmes VLSI à haute densité avec la méthode des éléments finis. Ainsi , la 
distribution de la température sur la surface de la puce servira pour la prédiction de la 
contrainte thermomécanique localisée aux emplacements des capteurs. La philosophie 
proposée était uti 1 isée dans les appl ications rapides et peut s' appl iquer sur une plus large 
gamme de circuits intégrés. 
Le but essentiel de la méthode proposée est de fournir aux concepteurs un moyen 
adéquat pour pousser les limites d'opération des nouveaux microsystèmes VLSI en 
intégrant le contrôle de la distribution de la contrainte thermomécanique. De plus, une 
comparaison analytique et numérique de la méthode GDS pour la détection des pics 
thermiques dans les microsystèmes VLSI a été présentée. Cette technique est à la base du 
développement de notre algorithme SPTDA. Parmi les facteurs nécessitant une attention 
particulière lors de son développement, nous pouvons citer le nombre de capteurs, leur 
proximité, leur distribution spatiale et leurs interconnexions en réseau. L'application de la 
méthode GDS sera à la base du développement futur de l'algorithme de détection dans le 
cas de plusieurs sources de chaleurs. 
L'objectif principal de la troisième partie concerne la conception et l' implantation 
en technologie d' intégration à très grande échelle (VLSI - Very Large Scale Integration) 
d' un algorithme de détection et de localisation des pics thermiques SPTDA. Ces derniers 
sont indispensables dans l'analyse des contraintes thermomécaniques induites au niveau 
des couches des semi-conducteurs. Les algorithmes mis en œuvre ont été formulés de 
façon à faciliter le développement d'architectures en vue de leur implantation en VLSI. 
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Ces architectures ont été modélisées en langage de haut niveau, simulées afin d'évaluer 
leurs performances et implantées sur un FPGA. Les contributions scientifiques de cette 
partie concernant l'adaptation des algorithmes de détection et de localisation afin de 
pouvoir les implanter sur un circuit VLSI. Également, la conception de modules de 
prédiction et de mesure des paramètres nous a permit de valider les principes de 
l'algorithme. 
De son coté, l'objectif principal du quatrième volet est de concevoir un capteur 
de la température pour faire une étude thermique au niveau du la jonction. Pour cette 
étude, nous avons présenté une approche pour l'implémentation d'un capteur de 
température entièrement numérique qui peut être inséré dynamiquement, exploité et 
éliminé du circuit après le test. Un oscillateur en anneau avec des blocs auxiliaires 
(essentiellement des compteurs et des éléments de contrôle) a été placé dans le design. 
Alors que l' objectif de la cinquième partie était de faire l'étude de la contrainte 
thermique spatiale surtout au niveau de si 1 icium. A fin d' effectuer cette étude, nous avons 
utilisé les résultats de la partie thermique en tenant compte des différents paramètres. Le 
modèle développé permet de simuler la distribution spatiale de la contrainte thermique 
dans un processeur sur WSI. 
Nous pouvons affirmer que les objectifs généraux de cette thèse ont été respectés 
De plus, les techniques de mesure in-situ, de caractérisation performante mises en œuvre 
et des modèles thermomécaniques développés au cours de cette thèse sont transférables à 
d'autres types de boîtier et sont utilisables pour le pré-développement industriel des 
processeurs à hautes performances. 
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