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a b s t r a c t
This work is concerned with N-species prey–predator systems with time delays. The
aim of this work is to obtain a sufficient condition for asymptotic behavior of the
time-dependent solution and the existence of a positive steady-state solution. The result
of global asymptotic stability implies that all of the model systems coexist; the trivial and
all kinds of semitrivial solutions are unstable.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
TheVolterra–Lotkamodel is one of themost famousmodels in ecology. In Refs. [1,2], the existence of positive solutions for
general Volterra–Lotka models with two species is discussed. The stability problem for reaction–diffusion systems has been
extensively investigated in the literature, andmost of the studies are devoted to coupled systemsof twoequations [3,4,8–10].
Recently, attention has been given to the reaction–diffusion system with N species; the interested readers can refer
to [5–7,11–13] and references therein. The main concern in these works is the coexistence and permanence of the time-
dependent system. The system under consideration in this work is given in the following form, and other kinds of N-species
prey–predator models can be discussed similarly:
∂ui/∂t − Liui = aiui
(
1− ui −
N∑
j6=i
bijuj −
N∑
j=1
cij(uj)τ
)
, (i = 1, 2, . . . ,N − 1),
∂uN/∂t − LNuN = aNuN
(
1− uN +
N−1∑
j=1
bNjuj +
N−1∑
j=1
cNj(uj)τ
)
, (t > 0, x ∈ Ω),
∂ui/∂ν = 0 (t > 0, x ∈ ∂Ω),
ui(t, x) = ηi(t, x), (t ∈ Ii, x ∈ Ω), (i = 1, 2, . . . ,N),
(1)
whereΩ is a bounded domain in Rn with the smooth boundary ∂Ω , ∂/∂ν denotes the outward normal derivative on ∂Ω . Li
is a uniformly elliptic operator in the form
Liui =
n∑
j,k=1
a(i)jk (x)
∂2ui
∂xj∂xk
+
n∑
j=1
b(i)j (x)
∂ui
∂xj
. (2)
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In this work, (uj)τ = uj(t − τj, x) with τj > 0, ai > 0, bij ≥ 0, cij ≥ 0 are all constants for i, j = 1, 2, . . . ,N . To investigate
the dynamics of the N-species prey–predator system (1), we consider its corresponding steady-state equation
−Liui = aiui
(
1− ui −
N∑
j6=i
bijuj −
N∑
j=1
cijuj
)
inΩ, (i = 1, 2, . . . ,N − 1),
−LNuN = aNuN
(
1− uN +
N−1∑
j=1
bNjuj +
N−1∑
j=1
cNjuj
)
inΩ,
∂ui/∂ν = 0 on ∂Ω, i = 1, 2, . . . ,N.
(3)
Weobtain the sufficient condition for the existence of solution (1) and the convergence of a positive steady-state solution.
The plan of thework is as follows. In Section 2we state ourmain result for the system (1) and (3). In Section 3we summarize
some preliminary results for amore general reaction–diffusion systemwhich are needed later. In Section 4we give the proof
of the main result from Section 2.
2. The main results
For simplicity, let e ≡ (1, 1, . . . , 1)T be an (N−1)-dimensional vector, and define the (N−1)× (N−1) constant matrix
A0 by A0 = (bij + cij) (i, j = 1, . . . ,N − 1) with bii = 0, and the N × N matrix A1 by A1 = (bij + cij) (i, j = 1, . . . ,N) with
bii = −1 and cNN = 0, where bij and cij are the constants in (1). Define B0 = (b1N + c1N , . . . , bN−1,N + cN−1,N)T, where (.)T
is the transpose of a row vector. We have the following main result.
Theorem 2.1. Assume that A1 is nonsingular and there exists a constant vector M˜ = (M1, . . . ,MN−1)T such that
M˜ ≥ e, MN ≥
(
1+
N−1∑
j=1
bNjMj +
N−1∑
j=1
cNjMj
)
,
A0M˜ + B0MN < e.
(4)
Then for any nonnegative initial function η(t, x) ≡ (η1(t, x), . . . , ηN(t, x)) with ηi(0, x) 6≡ 0, i = 1, 2, . . . ,N, the system
(1) has the solution u(t, x) ≡ (u1(t, x), . . . , uN(t, x)). Moreover, the system (3) has a unique positive constant solution
ρ∗ = (ρ∗1 , . . . , ρ∗N) and limt→∞ u(t, x) = ρ∗.
Theorem 2.2. Suppose the condition in Theorem 2.1 is satisfied. Then the trivial solution and semitrivial solutions are unstable.
Moreover, system (3) has no nonuniform positive solution.
3. Related problems
In this section we summarize some preliminary results for a more general prey–predator model with time delay in the
following form, parts of which can be found in Refs. [11–13]:
∂ui/∂t − Liui = fi(x, u, uτ ) (t > 0, x ∈ Ω),
∂ui/∂ν = 0 (t > 0, x ∈ ∂Ω),
ui(t, x) = ηi(t, x) (t ∈ Ii, x ∈ Ω), i = 1, . . . ,N,
(5)
where u = (u1, . . . , uN), uτ = (u1τ , . . . , uNτ ), and for each i = 1, . . . ,N , fi(·, u, uτ ) is, in general, a nonlinear function of u
and uτ , and Li is a uniformly elliptic operator in the form of (2). The components uiτ of uτ are discrete.
Let u = (ui, [u]ai , [u]bi) and uτ = v = ([v]ci , [v]di), where ai, bi, ci, di are nonnegative integers satisfying ai+bi = N−1,
ci + di = N , and [w]δi denotes a vector with δi components of w; we write fi(x, u, v) = fi(x, ui, [u]ai , [u]bi , [v]ci , [v]di) for
each i = 1, . . . ,N .
Definition 3.1 ([7]). We say that f (·, u, v) ≡ (f1(·, u, v), . . . , fN(·, u, v)) possesses a mixed quasimonotone property
in a subset S of RN if for each i there exist nonnegative integers ai, bi, ci, di satisfying the above equality, such that
fi(·, ui, [u]ai , [u]bi , [v]ci , [v]di) is nondecreasing in [u]ai , [v]ci and is nonincreasing in [u]bi , [v]di for every u, v in S.
Definition 3.2 ([7]). For such quasimonotone functions given in Definition 3.1, we call a pair of smooth functions u˜ ≡
(˜u1, . . . , u˜N), û ≡ (̂u1, . . . , ûN) the coupled upper and lower solutions of (5) if u˜ ≥ û and
∂ u˜i/∂t − Li˜ui ≥ fi(x, u˜i, [˜u]ai , [̂u]bi , [˜uτ ]ci , [̂uτ ]di),
∂ ûi/∂t − Lîui ≤ fi(x, ûi, [̂u]ai , [˜u]bi , [̂uτ ]ci , [˜uτ ]di),
∂ u˜i/∂ν ≥ 0 ≥ ∂ ûi/∂ν,
u˜i(t, x) ≥ ηi(t, x) ≥ ûi(t, x) (i = 1, . . . ,N),
(6)
where the inequalities between vectors are in the componentwise sense.
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Given a pair of coupled upper–lower solutions u˜, û, we define a sector S =< û, u˜ >= {u ∈ C(Ω) : û ≤ u ≤ u˜}. In the
following we give our basic hypotheses on f (·, u, v).
(H) The function f (·, u, v) is mixed quasimonotone for u, v ∈ S, and for each i, fi(·, u, v) satisfies the Lipschitz condition
| fi(x, u, v)− fi(x, u′, v′) |≤ Ki(| u− u′ | + | v − v′ |)(u, v, u′, v′) ∈ S (7)
where Ki is a positive constant.
By use of Ref. [7], we get
Theorem 3.1. Let M ≡ (M1, . . . ,MN), δ ≡ (δ1, . . . , δN) be a pair of constant upper–lower solutions for system (5) and M ≥ δ,
and let hypothesis (H) hold. Then for any η(t, x) in S, problem (5) has a unique global solution u(t, x) ∈ S for all t ≥ 0. In
particular, if u˜ = M, û = 0 for every M ≥ 0, then problem (5) has a unique bounded nonnegative global solution whenever
0 ≤ η(t, x) ≤ M.
To study the convergence of the solution of (5), we consider the special case
fi(x, u, v) = aiuigi(u, v) (i = 1, . . . ,N), (8)
and gi(u, v) is not explicitly dependent on x. The corresponding steady-state problem of (5) is given by
−Liui = aiuigi(ui, [u]ai , [u]bi , [u]ci , [u]di) (x ∈ Ω),
∂ui/∂ν = 0 (x ∈ ∂Ω), i = 1, . . . ,N. (9)
Let g(u, v) ≡ (g1(u, v), · · · ., gN(u, v)) be mixed quasimonotone in S. Then by using u(0) = M , u(0) = δ as a pair of coupled
initial iterations we construct two sequences u(m) = (u(m)1 , . . . , u(m)N ), u(m) = (u(m)1 , . . . , u(m)N ) from the linear iteration
process
−Liu(m)i + (Kiai)u(m)i = (Kiai)u(m−1)i + aiu(m−1)i gi(u(m−1)i , [u(m−1)]ai , [u(m−1)]bi , [u(m−1)τ ]ci , [u(m−1)τ ]di),
−Liu(m)i + (Kiai)u(m)i = (Kiai)u(m−1)i + aiu(m−1)i gi(u(m−1)i , [u(m−1)]ai , [u(m−1)]bi , [u(m−1)τ ]ci , [u(m−1)τ ]di),
∂u(m)i /∂ν = ∂u(m)i /∂ν = 0 (i = 1, . . . ,N),
(10)
where Ki is the Lipschitz constant in (H). As the initial iterations in (10) are the constant vectors M, δ, and gi(u, v) is
independent of x, whenever u and v are constants, we conclude from the uniqueness property for linear boundary-value
problems that the solutions u(m)i , u
(m)
i of (10) are constants and are given by
u(m)i = u(m−1)i +
1
Ki
u(m−1)i gi(u
(m−1)
i , [u(m−1)]ai , [u(m−1)]bi , [u(m−1)]ci , [u(m−1)]di),
u(m)i = u(m−1)i +
1
Ki
u(m−1)i gi(u
(m−1)
i , [u(m−1)]ai , [u(m−1)]bi , [u(m−1)]ci , [u(m−1)]di).
(11)
It is easy to show from themixed quasimonotone property of g(u, v) that the sequences {u(m)}, {u(m)} possess themonotone
property
δ ≤ u(m) ≤ u(m+1) ≤ u(m+1) ≤ u(m) ≤ M (m = 1, 2, . . .). (12)
It is easy to obtain that the constant limits limm→∞ u(m) = ρ, limm→∞ u(m) = ρ exist and satisfy the relation δ ≤ ρ ≤ ρ ≤
M. Lettingm→∞ in (11) shows that ρ and ρ satisfy
gi(ρ i, [ρ]ai , [ρ]bi , [ρ]ci , [ρ]di) = 0,
gi(ρ i, [ρ]ai , [ρ]bi [ρ]ci , [ρ]di) = 0 (i = 1, . . . ,N).
(13)
Theorem 3.2 ([11]). Let the conditions in Theorem 3.1 be satisfied with respect to the function given by (8). Then the sequences
{u(m)}, {u(m)} given by (10) with u(0) = M, u(0) = δ are constant functions and converge monotonically to their respective
constant limits ρ and ρ that satisfy (13). If ρ = ρ(≡ ρ∗) is the unique solution of (9) in S, for any initial function η ∈ S, the
corresponding solution u(t, x) of (5) converges to ρ∗ as t →∞.
Theorem 3.3. Let the condition in Theorem 3.2 be satisfied, and let u ≡ (u1, . . . , uN) be the solution of (5) corresponding to an
arbitrary nontrivial nonnegative η(t, x). Assume that ρ = ρ(≡ ρ∗) and there exists t∗ > 0 such that
δi ≤ ui(t, x) ≤ Mi for t∗ − τi ≤ t ≤ t∗, x ∈ Ω(i = 1, . . . ,N). (14)
Then limt→∞ u(t, x) = ρ∗.
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4. Proof of the main theorem
To prove the theorems in Section 2, we apply Theorems 3.1–3.3 to each of the models in (1) and (3), by constructing a
suitable pair of constant upper and lower solutions u˜ = M and û = δ.
The proof of Theorem 2.1. Concerning the (N−1)-prey–one-predator model (1), the reaction functions are the following:
fi(u, uτ ) = aiui
(
1− ui −
N∑
j6=i
bijuj −
N∑
j=1
cij(uj)τ
)
, (i = 1, . . . ,N − 1),
fN(u, uτ ) = aNuN
(
1− uN +
N−1∑
j=1
bNjuj +
N−1∑
j=1
cNj(uj)τ
)
.
(15)
Let M ≡ (M1, . . . ,MN), δ = (δ1, . . . , δN) be a pair of positive constant upper and lower solutions of (1); then inequalities
(6) become
ai
(
1−Mi −
N∑
j6=i
bijδj −
N∑
j=1
cijδj
)
≤ 0, (i = 1, . . . ,N − 1),
aN
(
1−MN +
N−1∑
j=1
bNjMj +
N−1∑
j=1
cNjMj
)
≤ 0,
ai
(
1− δi −
N∑
j6=i
bijMj −
N∑
j=1
cijMj
)
≥ 0, (i = 1, . . . ,N − 1),
aN
(
1− δN +
N−1∑
j=1
bNjδj +
N−1∑
j=1
cNjδj
)
≥ 0.
(16)
In view of ai > 0 the first inequality holds for every Mi ≥ 1 (i = 1, . . . ,N − 1), the second inequality is satisfied by
MN ≥ (1 +∑N−1j=1 bNjMj +∑N−1j=1 cNjMj), and the third and final inequalities are fulfilled by a sufficiently small δi > 0 if
A0M˜ + B0MN < e. It follows from Theorem 3.1 that there exist constant vectors ρ ≡ (ρ1, . . . , ρN) and ρ ≡ (ρ1, . . . , ρN)
such that δ ≤ ρ ≤ ρ ≤ M and condition (13) holds. In view of (15), the condition (13) becomes
1− ρ i −
N∑
j6=i
bijρ j −
N∑
j=1
cijρ j = 0, (i = 1, . . . ,N − 1),
1− ρN +
N−1∑
j=1
bNjρ j +
N−1∑
j=1
cNjρ j = 0,
1− ρ
i
−
N∑
j6=i
bijρ j −
N∑
j=1
cijρ j = 0, (i = 1, . . . ,N − 1),
1− ρ
N
+
N−1∑
j=1
bNjρ j +
N−1∑
j=1
cNjρ j = 0.
(17)
Let ρi = ρ i − ρ i, i = 1, . . . ,N . Then a subtraction of the equations in (17) yields
− ρi +
N∑
j6=i
bijρj +
N∑
j=1
cijρj = 0, (i = 1, . . . ,N). (18)
In terms of the matrix A1, the equation (18) becomes A1ρ = 0, where ρ = (ρ1, . . . , ρN)T. The nonsingular hypothesis for A1
ensures that ρ = 0 which leads to ρ = ρ(≡ ρ∗). It follows again from Theorem 3.1 and the arbitrary smallness of δ that ρ∗
is the unique positive solution of (3) satisfying ρ∗ ≤ M.
We consider the scalar parabolic equation
∂Wi/∂t − LiWi = aiWi(1−Wi), (t > 0, x ∈ Ω),
∂Wi/∂ν = 0, (t > 0, x ∈ ∂Ω),
Wi(0, x) = ηi(0, x), (x ∈ Ω), (i = 1, . . . ,N − 1).
(19)
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For any nonnegative ηi(0, x) 6≡ 0, we know that the solutionWi(t, x) of (19) is positive on (0,∞)×Ω and converges to the
unique positive steady-state solutionWs = 1 as t → ∞. For any i = 1, . . . ,N − 1, ui(t, x) is a positive solution of (1); it
follows from the comparison principle that ui(t, x) < Wi(t, x) (i = 1, 2, ...N−1) on (0,∞)×Ω . Hence there exists a finite
t ′1 > 0 such that ui(t, x) ≤ 1 on [t ′1,∞)×Ω . Similarly, considering the following scalar parabolic equation:
∂WN/∂t − LNWN = aNWN
(
1+
N−1∑
j=1
bNj +
N−1∑
j=1
cNj −WN
)
, (t > t ′1, x ∈ Ω),
∂WN/∂ν = 0, (t > t ′1, x ∈ ∂Ω),
WN(t ′1, x) = uN(t ′1, x), (x ∈ Ω)
(20)
we can obtain that uN(t, x) < WN(t, x) and uN ≤ (1+∑N−1j=1 bNj +∑N−1j=1 cNj) on [t1,∞)×Ω(t1 ≥ t ′1). On the other hand,
ifwi(t, x) is the solution of the linear parabolic equation
∂wi/∂t − Liwi = qi(t, x)wi, (t > 0, x ∈ Ω),
∂wi/∂ν = 0, (t > 0, x ∈ ∂Ω),
wi(0, x) = ηi(0, x), (x ∈ Ω), i = 1, . . . ,N,
(21)
where
qi(t, x) = ai
(
1− ui −
N∑
j6=i
bijuj −
N∑
j=1
cij(uj)τ
)
, i = 1, . . . ,N − 1,
qN(t, x) = aN
(
1− uN +
N−1∑
j=1
bNjuj +
N−1∑
j=1
cNj(uj)τ
)
,
(22)
and u ≡ (u1, . . . , uN) is the solution of (1), then the maximum principle for the scalar parabolic boundary-value problem
implies thatwi(t, x) > 0 on (0,∞)×Ω. Because for any i = 1, . . . ,N , ui(t, x) is the solution of (21)–(22), the uniqueness
property of the solution ensures that ui(t, x) = wi(t, x) > 0 on (0,∞) × Ω . Therefore, if we choose a constant
δi > 0 such that δi ≤ min{ui(t, x) : t1 ≤ t ≤ t1 + τi, x ∈ Ω}, then δi ≤ ui(t, x) ≤ 1(i = 1, . . . ,N − 1), and
δN ≤ uN ≤ (1 +∑N−1j=1 bNj +∑N−1j=1 cNj) on [t∗ − τi, t∗] × Ω where t∗ = t1 + τ and τ = max{τi, i = 1, . . . ,N}. From
Theorem 3.3 we conclude that limt→∞ u(t, x) = ρ∗ for an arbitrary nonnegative η(t, x) with ηi(0, x) 6≡ 0. This completes
the proof of the theorem. 
Proof of Theorem 2.2. The global asymptotic stability of ρ∗ and instability of the trivial and semitrivial solutions follows
from the conclusion of Theorem 2.1. If us(x)were a nonuniform steady-state solution then we would have u(t, x)→ us(x)
as t →∞when η(t, x) = us(x), which is a contradiction to Theorem 2.1, so the nonuniform positive steady-state solution
does not exist. 
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