Abstract Service replication is an effective way to address resource requirements and resource availability problem. Dynamic service selection enables clients to choose a server offering the best performance. Proper server selection is especially important for video streaming over the Internet due to its high bandwidth requirements. However, given the length of a typical video transmission, the server priorly selected may no longer be an optimal one for the duration of the entire transmission. More importantly, a server may fail during the transmission of a video. In this paper we examine the possibility of switching to another server during an on-going transmission for Periodic Broadcast schemes. Due to the timing requirements typical for Periodic Broadcast the server switch may cause playback disruptions. We analyze the magnitude of the problem and propose an easy to implement solution. We define the criteria, additional to the bandwidth availability for example, according to which a new server should be selected. The client is also required to delay its playback by the amount of time bounded by the server transmission offset. In addition, we propose an alternative method to ensure uninterrupted playback that relies on proxy caching. Simulation results show that our approach can significantly reduce the likelihood of playback disruptions.
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Introduction
Multimedia applications are often characterized by relatively high requirements of resources such as server I/O and network bandwidth. A number of techniques can be used to address these requirements. Service replication is one of them. In a large scale multimedia system a set of videos are available from multiple geographically distributed servers. Multiple servers offer increased resource and service availability, reduction of resource requirements such as network bandwidth and increased fault tolerance. Figure 1 illustrates such a large scale video delivery system. The Wide Area Network (WAN) comprises backbone routers/switches and high-speed network links. Multiple central video servers are connected to WAN through high-speed links. The end users are the clients of the video streaming system. They can be either personal computers, workstations, or even mobile laptops connected through wireless connections. Clients with close proximity are connected through Local Area Network (LAN) and form a community. A proxy server can be placed in a community to alleviate the burden of the central servers. A community is connected to WAN through a high-speed network router. Normally, the video traffic originates from the server, traverses the WAN, finally reaches a client through its LAN. Usually, the central servers have larger storage capacity and network and storage I/O bandwidth, while a proxy server stays closer to the clients, but it has relatively smaller capacity and I/O bandwidth. The central server may delivery multimedia content to the users individually or in a broadcast mode by application-level multicast. The transmission along a multicast tree reduces the costs of delivery over WAN.
In such a large scale multimedia system, a client may use a number of criteria such as the proximity to the server, current server load and availability of network bandwidth to choose a server to request the video from. However, this initial choice may no longer be an optimal one throughout the entire transmission, given that the length of the transmission may be substantial. More importantly, a server may fail during a video transmission. Hence, the client should be able to switch to a different server in response to changes in the network bandwidth availability or a change in the server status. Server switch during an on-going reception may also be beneficial in case of client mobility. We believe that a need for a server switch is easily recognized in a case of server failure or deteriorating quality of service on the network path to a given server. In the mobile environment the problem may be more difficult but not impossible to solve. It will require further study.
The server change can be fairly easily implemented if the video is transmitted on a per-client basis. Once the reception from one server starts, the client can request the remaining part of the video from a different server. However, unicast streaming is quite demanding in terms of the server network and I/O bandwidth. Periodic broadcast (PB) improves the scalability of the resource usage for popular videos but introduces timing requirements for the video reception by a client. The client has to receive a number of video segments within specified time intervals relative to the beginning of the reception in order to ensure uninterrupted playback. We investigate whether, given these time constraints, a server switch is possible during the reception of a video in the PB mode.
In the ideal case the servers would be perfectly synchronized, i.e., they would be transmitting the same data at the same time. However, even in this case the delay between the client and each of the servers is most likely different and the same data from two different servers reaches the client at different times. Given that there is certain offset between transmissions from two different servers, we show that the client may face two problems upon a server switch: some frames may not be received at all and some frames may be received after their playback times. We analyze the magnitude of these problems, i.e., the number of frames affected and the delay with which frames arrive past their deadlines, under the assumption that there is an upper bound on the offset between transmissions from two different servers.
We classify PB schemes into two groups and show how a server switch affects video reception in each group. We next show how continuous playback can be ensured. A straightforward solution is to delay the playback of the video with respect to the beginning of the reception. However, in the worst case the required delay is a function of the transmission time of the largest PB segment. Such a delay may be unacceptable. We propose a way to ensure uninterrupted playback without a need for an excessive delay. Our solution relies on the client's ability to choose a server to switch to such that its transmission offset from the original server transmission satisfies certain conditions. In addition, we propose also an alternative solution that relies on a proxy server to cache chunks of frames and deliver them to clients if needed. Our simulation results demonstrate that the proposed approach can significantly reduce the likelihood of playback disruptions.
The paper is organized as follows. The related work is presented in Section 2. In Section 3 we characterize several typical PB schemes and classify them into two groups. We formulate the problem of the server switch during an on-going PB reception in Section 4. The analysis of a server switch during the reception of a single segment for both groups of PB schemes is presented in Section 5. We describe the influence of the stream interruption due to a server switch on the segment reception in Section 6. The analysis of a multiple segment reception is presented in Section 7. The results of the analysis are validated in Section 8. We propose proxy caching to eliminate problems caused by server switch in Section 9 and present numerical test results for this solution in Section 10. We conclude the paper in Section 11.
Related work
Multimedia applications based on video streaming have high resource requirements in terms of network bandwidth, server I/O bandwidth and storage space. In addition to these high requirements, another factor makes delivering video over WAN a challenge. That is, traffic load and consequently the available bandwidth change dynamically and in an unpredictable way. The resource requirements on a large-scale WAN have been addressed in a number of ways.
Rate adaptation allows one to adjust bandwidth requirements to bandwidth availability typically by controlling the quality of a video. The quality adjustments are performed by excluding some frames from transmission [7] , or reducing frame sizes. The latter is done by adjusting the compression ratio of an on-line encoder [3] , transcoding a pre-encoded video [16] or dropping a layer of a hierarchically encoded video [20] . The rate adaption techniques require collecting information about the status of the network path [14] .
Video caching close to a client by a proxy server [17, 18, 22] allows one to reduce bandwidth requirements. A proxy can deliver (a part of) a video stream directly to the clients without consuming bandwidth along the path between the central server and the clients. Caching by a proxy may reduce server load also.
Service replication [13] offers three major benefits: 1) an increase in the amount of resources available such as I/O bandwidth and storage space, 2) increased service availability and fault tolerance, and 3) the reduction of resource requirements such as WAN bandwidth. Given multiple servers the problem of server selection has been addressed in [1, 2, 5, 6] . The dynamic server selection schemes have been shown to yield better performance than static selection of the server closest to a client. The performance is typically defined in terms of response time and depends on a number of factors such as network path characteristics (round-trip time and available bandwidth) and server load. These factors are highly variable and change quickly, hence, a need for dynamic server selection. The goal of a server selection scheme is to choose the sever that offers the best performance to a given client.
In [2] the client is assumed to have a list of the addresses of available service providers. A set of latency and available bandwidth measurements are performed prior to sending a request in order to choose the server providing the best performance at a given time. Technique presented in [5] relies on application level anycast service. An anycast resolver maps anycast domain name into one or more IP addresses. In addition to the mapping information each resolver maintains also an independent metric database with the server performance data. Hence, a name can be mapped into an address of the server that satisfies user-specified performance criteria the best. A method for collecting network path and server metric for multimedia server selection has been proposed in [1] . The method combines endto-end with hop-by-hop measurements performed by a set of selected nodes.
Dynamic server selection is very important for multimedia applications due to a large amount of data transferred, high bandwidth requirements and the considerable length of a typical video session. The last factor indicates that it may not be sufficient to select the best performance server prior to the beginning of the transmission due to the dynamically changing network conditions. In our work we explore the possibility of switching from one server to another during an on-going transmission. To the best of our knowledge, this problem has not been previously considered.
Background
Periodic Broadcast schemes have been designed to reduce server bandwidth consumption for popular videos. PB schemes require the server to continuously broadcast a number of video segments on a number of transmission channels. Each PB scheme defines a set of reception rules for clients that ensure that all frames are received on time. A client has to tune into each of the channels within a specified time interval relative to the beginning of the reception. Hence, there are timing issues associated with the PB reception.
A number of PB schemes have been proposed [4, 8-12, 19, 21] . They differ in video segmentation, selection of transmission rates and consequently reception rules for a client. They can be divided into two groups depending on the startup delay, or more precisely reception delay. Schemes in the first group require that a client waits for the transmission of the beginning of the first segment to start reception. Hence, the reception delay is bounded by the transmission time of the first segment. The playback of the first segment starts immediately with the reception, while the playback of the subsequent segments may be delayed with respect to their reception times. Some of the segments are received earlier and buffered until their playback. Pyramid Broadcast [21] , Skyscraper Broadcast [4] and Greed Disk-conserving Broadcast [8] are examples of such schemes. Figure 2 illustrates Skyscraper Broadcast using temporal bandwidth map introduced in [9] . The lower part represents server broadcast area with the shaded rectangles marking the client reception. The top part corresponds to the playback area.
Fig. 2 Temporal bandwidth map for Skyscraper Broadcast
Fig. 3 Temporal bandwidth map for Fibonacci Broadcast PB schemes in the second group allow a client to start the reception at any time (without delay) but the playback must be delayed until the first segment is completely received. Hence, the start-up delay is equal to the transmission time of the first segment. The same rule applies to the subsequent segments, each segment is received just-in time for its playback. Polyharmonic Broadcast [19] , Server Optimal Broadcast [9] and Fibonacci Broadcast [9] belong to this group. Figure 3 shows temporal bandwidth map for Fibonacci Broadcast. We refer to these two groups of PB schemes as delayed reception PB and delayed playback PB.
The transmission rate for each segment can be smaller as well as larger than the playback rate. The former is possible only if the playback is delayed with respect to the reception time. Note that all schemes require a client to receive more than one segment at a time. The number of segments received simultaneously varies from two (Pyramid and Skyscraper) to all of the segments (Polyharmonic and Server Optimal).
Problem formulation
The settings under consideration are as follows. We assume that there are multiple servers broadcasting a set of popular videos. For a given video the same PB scheme is used by all servers, i.e., the same segmentation and transmission rates. However, there may be a time offset between transmissions of any two servers resulting from a difference between the times when a given frame is transmitted. Since the servers transmit each video segment continuously with a period T equal to the segment transmission time, the offset can be observed as one of two values whose sum is equal to T. We define the offset between two servers as the smaller of two values:
= min(x, T − x) as illustrated in Fig. 4 . A video is received by a client according to the corresponding PB reception schedule. The client starts receiving the video from the server, to which we refer as the source server. At some point in time the video stream from the source server is replaced with a video stream from the destination server. We assume at first that the change is instantaneous. In this way we can analyze the effect of the server offset on the playback alone. Next we relax this assumption by considering the delay between the time when the stream from the source server stops reaching the client and the time when the stream from the destination server starts to reach the client. We analyze how server switch affects the playback. The goal is to ensure an uninterrupted playback, i.e., ensure that all frames are received on time.
We now introduce the notation that will be used throughout the paper. 
The notation is summarized in Table 1 .
Server switch influence on single segment reception
We start the analysis of the effect the server offset has on the reception and playback of a video by considering a single segment first. We find out that the effect is different for each of the two groups of PB schemes identified in Section 3. Thus, we present the results separately for each group.
Delayed reception PB
In the first case the client has to wait for the transmission of the beginning of the segment by the source server to start the reception. The reception and playback start at the same time. Server switch during the reception can cause two problems: 1) some frames may be received past their playback deadlines and 2) some frames may not be received during the regular reception time
We show that the frames arriving late miss their playback deadlines by no more than , the server offset. Thus, the playback disruption can be avoided by delaying the playback by at most . This result tells us that we can control the delay required by controlling the offset between server transmissions. In practice it is not possible to maintain perfect synchronization of the servers but it is possible to keep the offset within certain limit. Another factor affecting the server offset observed by the client is the difference between delays from the client to each of the servers. Henceforth we assume that denotes an upper bound on the server offset defined at the client:
We also show that the amount of data not received from either server is bounded by r t , where r t is the transmission rate. The missing frames are transmitted by the destination server starting at time t i 0 + T i . Hence, the frames can be received on time by delaying both the playback and extending the reception time beyond t i 0 + T i by no more than .
Time Dependencies Let t c denote the time when the server switch occurs and let t p be the beginning of the playback. In order to simplify the notation we drop the superscript indicating the segment number. Since the client has to wait for the source server to transmit the beginning of the segment to start reception, thus t 0 = t 1 . The playback starts at the same time t p = t 0 . Both, the reception and the playback, should end at t e = t 0 + T. Note that the destination server transmits the beginning of the segment no earlier than the source server from the client's point of view : t 2 ≥ t 1 . If t 2 = t 1 , then the playback is continuous and the disruption does not occur. Therefore, we concentrate on the case when t 2 > t 1 . Note also that for a given server offset bound , from the client point of view, the offset between the source and the destination server can be either equal to or smaller than , or equal to or larger than T − . We assume for now that t 2 − t 1 ≤ .
Missed playback deadline
We now examine the problem of frames arriving past their playback deadlines. We distinguish two cases depending on when the server switch occurs with respect to the transmission time of the beginning of the segment by the destination server. We assume first that the server switch occurs after the destination server transmits the beginning of the segment (t c > t 2 ). Such a situation is illustrated in Fig. 5 . The top part shows the transmission by both servers, the bottom the reception by a client. The dark gray area represents the data received from the source server, the medium gray area is the data received from the destination server. The portion of the segment transmitted by the destination server during time interval (t c , t c + min(t 2 − t 1 , t e − t c )) has already been received by the client from the source server. Recall that the destination server is "behind" the source server in its transmission. Thus, the client does not receive any new frames for the time interval of length min(t 2 − t 1 , t e − t c ) ≤ . If the amount of data buffered at the client at this moment is not sufficient to play during this time interval, all remaining frames, starting with the frame arriving at t c + (t 2 − t 1 ), will arrive past their playback times. A similar situation occurs when the server switch takes place before the destination server transmits the beginning of the segment (Fig. 6 ). During the time interval (t c , t 2 ), the destination server transmits the tail of the segment that the client buffers for the later playback, and during the time interval (t 2 , t 2 + (t c − t 0 )) the destination server transmits the beginning of the segment that the client has already received from the source server. Thus, the client must have enough frames buffered to support continuous playback during the time interval of length
In a general case the transmission rate can be equal to or larger than the playback rate. Let r t = αr p and α ≥ 1, where r p is the playback rate. At the time of server switch t c , the amount of data buffered by the client is: r p (α − 1)(t c − t 0 ). The buffering is due to the potential difference between the transmission rate and the playback rate. Such an amount is played during the time interval of length (α − 1)(t c − t 0 ). Therefore, the playback delay needed to avoid a disruption is:
We find that a delay no longer than the maximum server offset is sufficient to avoid a disruption caused by the late frame arrivals. 
Missing frames
Due to the time offset between servers, a part of the segment is not received by the client during the regular reception time (t 0 , t e ). The missed part is represented by the light gray area in Figs. 5, 6 and 7. The size of the missed portion of the segment is equal to:
Note that t c − t 0 expresses the length of the reception from the source server and t e − t c expresses the length of the reception from the destination server. The size of the missing part is bounded by the amount of data that is transmitted during the time interval of length equal to the server offset. The size can be smaller if the reception interval from either server is shorter than . Such a situation (t e − t c < t 2 − t 1 ) is illustrated in Fig. 7 .
In order to avoid playback disruption, the client has to patch the missing frames on time. We now examine the earliest time the client has a chance to receive the missing frames and compare it with their playback deadlines. Note that patching can take place by the reception from the destination server after the end of the regular reception time t e . The transmission offset of the missed part from the beginning of a segment, i.e., the difference between the transmission time of the beginning of the segment and the transmission time of the first bit of the missed part, is equal to max(t e − t 2 , t c − t 1 ).
If t e − t 2 ≥ t c − t 1 (Figs. 5 and 6), then the missed part is transmitted by the destination server at t 2 + t e − t 2 = t e and the playback of the missed part starts at t 0 + t e − t 2 . The delay required to avoid an interruption is determined by the difference between the two times:
If t c − t 1 > t e − t 2 ( Fig. 7) , then the missed part is transmitted by the destination server at t 2 + t c − t 1 and the playback of the missed part starts at t 0 + t c − t 1 . The delay required in this case is: d m = t 2 − t 0 . Thus, the delay needed to avoid a playback disruption is: 
The delay is no longer than the worst case server offset . Note that if the server offset from the client point of view is t 2 − t 1 ≥ T − , then the delay required to receive the missed part on time would be also greater than or equal to T − . Hence, a small playback delay is sufficient only if the destination server transmission is delayed by at most w.r.t. the source server transmission.
Delayed playback PB
The PB schemes in the second group allow a client to start receiving a segment at any time (t 0 ≤ t 1 ) but the playback has to be delayed until the entire segment is received: t p = t 0 + T. Note that no part of the segment received during the regular reception time (t 0 , t e ) can miss its playback deadline. However, a part of the segment may not be received from either server during the regular reception time. The client has another chance to receive the missing frames after t e but the frames may be received past their playback deadlines. Hence, we next analyze the playback delay that would allow us to avoid disruptions.
The delay is determined by the difference between the next transmission time (after t e ) of the missed part and its playback time. We assume that the transmission rate can be equal to, larger or smaller than the playback rate. Therefore, the delay necessary to avoid disruptions is computed as a difference between the transmission time and the playback time of the last bit of the missed portion. Let f denote the transmission offset of the missing part. The playback time of the last bit is then equal to t p + α f + Sm r p and its transmission time is equal to
The last element in both sums accounts for the length of the playback and length of the transmission of the missed part, respectively. The delay is given by:
The value of the offset f depends on the relation among three variables: t 1 , t 2 and t c . In addition, given the time offset between transmissions from the source server and the destination server bounded by , the offset as observed by the client can be
Note that in both cases the size of the missing part of the segment is bounded by r t . Hence, we compute the delay in all six cases of different ordering of t 1 , t 2 and t c and for both cases of server offset that can be observed by the client. We present here only the values of the missed part transmission offset f and the resulting delay bound in each case. The details are presented in [15] . Table 2 summarizes the results.
We draw the following conclusions from the delay analysis. When the server offset from the client standpoint is no larger than , the delay in the first three cases (1-3) in Table 2 is bounded by a function of the server offset only, while in the remaining three cases (4-6), the delay is bounded by a function of the segment transmission time in addition to . The first three cases are characterized by the fact that the source server transmits the beginning of the segment earlier than the destination server (from the client point of view). Hence, in order to avoid the delay proportional 
to the segment transmission time, the client should choose a destination server for which t 2 − t 1 ≤ . If this condition is satisfied, delaying playback by at most (1 − α) allows the client to avoid the playback disruption. The client also has to receive the missing frames past the regular reception time. Note that no delay is necessary for the transmission rate no smaller than the playback rate (α ≥ 1).
When the server offset from the client point of view is no smaller than T − , no delay is needed in all cases but two, provided that the transmission rate is no smaller than the playback rate. In cases 5 and 6 the delay is bounded by a function of the server offset . For α < 1 certain delay is required in all cases, and in two of these cases (1 and 2) the delay is proportional to the segment transmission time. The conditions under which such a delay is necessary cannot be defined as clearly as for |t 2 − t 1 | ≤ . The time of a server switch, which cannot be controlled, plays an important role.
Disruption avoidance guidelines
The analysis of the server switch influence on the reception of a single segment results in the following guidelines for ensuring uninterrupted playback.
In the group of PB schemes with delayed reception the client needs to select a server as a destination whose transmission is delayed by with respect to the source server transmission from the client point of view. Then it is sufficient to delay the playback by and extend the reception time by .
In the group of PB schemes with delayed playback the recommendation depends on the relation between the transmission rate and the playback rate. If the transmission rate is no lower than the playback rate, there are two options. The client may choose a destination server such that its transmission is delayed by no more than with respect to the source server transmission. The second option is to choose, as a destination, the server whose offset to the source server is no less than T − , which is less strict than the previous condition but requires also delaying playback by . The condition is less strict since it is defined only for the offset between server transmissions but not their order.
If the transmission rate is lower than the playback rate, the only way to avoid the playback disruption without introducing long delay is to choose, as a destination, a server whose transmission is delayed by no more than with respect to the source server transmission and delay the playback by (1 − α).
Influence of stream interruption on segment reception
In reality a switch between the servers is not instantaneous. The reception may be interrupted, i.e., the client may not receive any data from either server for a certain amount of time. Such a situation takes place once a video stream from the source server does not reach client any more and the stream from the destination server has not reached the client yet. We now consider the influence of such an interruption on the playback. We find that if the length of the time interval during which the client does not receive any data is longer than , then the delay required to avoid the playback disruption may be much longer than . Such a delay is needed to patch a part of the segment, which is not received due to the interruption.
Let us consider the delayed reception case. If the server switch takes place before the transmission of the segment beginning by the destination server t c < t 2 , the interruption causes an increase in the size of the missed part but does not increase the delay if the interruption is shorter than . All missing frames are in one contiguous chunk. If the interruption is longer than another part of the segment located just behind frames received from the source server is missing. The additional missing part is represented by the black rectangle in Fig. 8a . The delay d m2 required to receive this part on time is proportional to the segment transmission time.
A similar result holds in the case when the server switch takes place after the destination server transmits the beginning of the segment: t c ≥ t 2 . The size of the missed part is increased if the interruption is longer than the server offset. Figure 8b illustrates such a situation.
Therefore, it is beneficial to set also a lower bound on the server offset in addition to the upper bound . Let δ denote the lower bound, then δ should be no smaller than the length of the reception interruption. Henceforth we assume that the reception interruption is no longer than the server transmission offset.
Server switch influence on multiple segment reception
In any Periodic Broadcast scheme the client typically receives multiple segments simultaneously. Therefore, a server switch may affect the reception of multiple segments. Through the analysis of the server switch influence on the reception of a single segment we find two ways to avoid a playback disruption. We now ask the Delaying the playback of a single segment naturally requires delaying the playback of all segments, thus prevents the playback disruption for all of them. On the other hand, we find that it may not be possible to choose a destination server such that one of the offset conditions is satisfied for a number of consecutive segments affected by the server switch. However, we also find that it is possible to choose a destination server that satisfies one of the two offset conditions such that the playback disruption may be avoided with a small delay.
Delayed reception PB
Given that multiple segments are affected by the server switch, the analysis provided in Section 5.1 can be applied separately to each of these segments. Choosing a destination server for which t 2 − t 1 ≤ and delaying the playback of the entire video by allows all frames to be received on time. Note that if the condition t i 2 − t i 1 ≤ holds for one segment, it holds for all segments. Since the client has to receive the missing frames past the regular reception time of each affected segment, the bandwidth requirements may be temporarily increased. The client may have to tune to a larger number of channels than required by a PB scheme.
Delayed playback PB
From the analysis of a single segment reception we have learned that it is beneficial to choose a destination server whose transmission is delayed by at most relative to the transmission of the source server or whose offset is larger than T i − . Such a choice allows the client to avoid the playback disruption by delaying the playback by only a small amount of time. The question arises whether it is always possible to satisfy these conditions for all segments.
We first assume that the server offset condition: t i 2 − t i 1 = holds for the ith segment and shows that it is possible that the condition is not satisfied for the (i + 1)th segment. However, the offset for the (i + 1)th segment is such that a small delay is still sufficient to ensure uninterrupted playback.
Fibonacci periodic broadcast
We first analyze Fibonacci scheme (FPB). We assume that the server offset condition is satisfied for the ith segment: t In case (a) the server order is preserved. In case (b) the order of the server transmissions is reversed for the (i + 1)th segment, i.e., t i+1 1 − t i+1 2 ≥ T i+1 − , the transmission from the destination server is ahead of the transmission from the source server. The reversal occurs when the beginning of the (i + 1)th segment is transmitted by the source server less than before the beginning of this segment reception. This implies that the source server transmits the beginning of the ith and (i + 1)th segment within the time interval no larger than
(a) server order preserved We conclude that it is possible that the server order condition: t 2 − t 1 ≤ is satisfied for the ith segment but for the (i + 1)th segment the following is true:
Server optimal broadcast
A similar argument can be made for Server Optimal Broadcast scheme. For the server order to be reversed for the (i + 1)th segment, the source server must transmit the beginning of the (i + 1)th segment less than before the end of this segment reception: t 
If α is an integer (the transmission rate is a multiple of the playback rate), then r t ) , . . . , T i }. Therefore, server order can be reversed if αT i ≤ T i , which means that α ≤ 1.
Polyharmonic broadcast
Polyharmonic Broadcast has the same condition for the server reversal order as Server Optimal scheme: t .
In this case
Ti+1 Ti
, where m is an integer greater or equal to 1. Thus, τ i+1 − τ i ∈ {0, 1, ..., T i }. The server order is reversed if α i ≤ 1, which implies i ≥ 2 − m. For m = 1 the reversal cannot happen for the first two segments, while m > 1, the reversal can happen for any pair of consecutive segments. 
Summary of multiple segment reception analysis
We conclude that for delayed playback schemes it may not be possible to choose, as a destination, the server whose transmission satisfies the following offset condition t 2 − t 1 ≤ for all affected segments. However, it is possible to choose a server such that one of the following two conditions is true for all segments: 1) t 2 − t 1 ≤ or 2) t 1 − t 2 ≥ T − . From the analysis of the single segment reception we know that the delay required to avoid a playback disruption in this case is bounded by (cases 1-3 for |t 2 − t 1 | ≤ and cases 4-6 for |t 2 − t 1 | ≥ T − in Table 2) .
A similar conclusion holds for the case when the destination server is selected to satisfy a less strict offset condition: |t 2 − t 1 | ≥ . The condition may not be satisfied for some segments. However, in this case the reversal of the condition to |t 2 − t 1 | ≤ may lead to a large delay if t 2 < t 1 .
Hence, a way to avoid the playback disruption is to choose a destination server whose transmission is delayed by at most with respect to the source server transmission and delay the playback by .

Analysis validation
In order to verify the correctness of the analysis and the conclusions presented in the previous sections we have conducted a number of numerical tests. We have selected a few representative PB schemes for each group of schemes identified: Skyscraper for the group of delayed reception schemes, Fibonacci and Polyharmonic for the group of delayed playback schemes. For each scheme we have computed broadcast period as the largest common multiple of all segments broadcast periods. Then, the client request arrival time is selected at random from the interval (0, T P ), where T P is the PB scheme period. Given the request arrival time, the reception schedule and playback schedule are constructed. The server switch time is selected at random within the video reception interval. Both, the request arrival time and server switch time, are random variables with uniform distribution. We repeat the test a number of times collecting data for each segment affected by a server switch, namely the length of the playback disruption. We have considered two cases: when the target server transmission is ahead of the source server transmission by , and when the source server transmission is ahead of the target server transmission by the same amount of time.
Skyscraper broadcast
The test video for Skyscraper Broadcast is partitioned into six segments of lengths: 10 s, 20 s, 20 s, 50 s, 50 s and 120 s. The playback rate and the transmission rate are equal to 1 (α = 1) for all segments. The Skyscraper broadcast period is equal to T P = 600 s in this case. We have examined the playback disruption for different values of server offset and for 10,000 clients. Recall that in Skyscraper broadcast the reception of a segment may start at the same time as or before the playback. Since the size of the first segment is equal to 10 s, the time difference between the beginning of the reception and the beginning of the playback is equal to 0 or a multiple of 10 s for each segment. If this difference is equal to 0, we observe that the disruption length is equal to . If the difference is equal to a multiple of 10 s, the playback disruption observed is shorter: − k · 10, where k = 1, 2, .... We observe that in no case is the playback disruption longer than .
Fibonacci broadcast
The test video for Fibonacci Broadcast is partitioned into six segments of sizes: 10 s, 20 s, 30 s, 50 s, 80 s and 130 s. The broadcast period of this scheme is 15600 s. We examine the playback disruption for 10,000 clients and several different values of . For each segment affected by the server switch we examine the relation among variables t 1 , t 2 and t c in order to match the observed case to the cases listed in Table 2 . We refer to Table 2 to identify and verify the upper bounds on disruption duration which are specified in the Table for each analytically identified case.
If the source server transmission is ahead of the target server transmission, there are two possibilities. For each segment either t 2 − t 1 = or t 1 − t 2 = T − . These two possibilities correspond to cases 1a, 2a and 3a in Table 2 for the first possibility, and to cases 4b, 5b and 6b for the second possibility. We observe that the playback disruption occurs only for segments for which t 1 − t 2 = T − , more specifically for cases 5b and 6b, and the disruption length falls into the range from 0 to . Figure 11a shows the disruption length for each segment for = 3 s. Since the playback rate is equal to the transmission rate (α = 1), the disruption can occur only for cases 5b and 6b and its length is bounded by as observed in the tests.
If the target server transmission is ahead of the source server transmission by , we observe one of two cases for each segment: either t 1 − t 2 = or t 2 − t 1 = T − . The playback disruption is observed only when t 2 − t 1 = T − , more specifically for cases 5a and 6a. Figure 11b presents the disruption length as a function of the video segment number. The upper bound on the disruption length equal to the segment transmission length is also shown in the Figure. We observe that in no case is the disruption longer than T and that the values collected during the tests fill the entire range (0, T).
Polyharmonic broadcast
We include also Polyharmonic Broadcast in the tests since the transmission rate for some segments is lower than the playback rate (α < 1). Hence, even though Polyharmonic scheme belongs to the same group as Fibonacci scheme, the playback disruption occurs for a larger number of cases. The test video is partitioned into six (1 − α i ) (cases 1a, 2a, 3a in Table 2) , where
is the ratio of transmission to the playback rate for the i th segment. All observed values fall into range (0, (1 − α i ) ). Figure 12b presents the playback disruption length observed for all segments for which t 1 − t 2 = T − . The upper bound in this case is equal to for cases 5b and 6b. Note that for case 4b the upper bound is 0 since ≤ αT for all segments and no disruption is observed for this case. The observations indicate also the existence of a lower bound. Indeed, the analysis confirms that in these two cases the disruption lasts at least (1 − α i ) .
The test results obtained for cases when the target server transmission is ahead of the source server transmission by = 3 s are presented in Figs. 12c and 12d . Figure 12c presents the playback disruption length observed for cases 1b, 3b and 4a since they all have the same upper bound: T(1 − α). Case 2b has a small probability and occurs only once with the disruption length of 0.03 s, which is smaller than the lower bound: (1 − α 2 ) = 1.5. Figure 12d shows the playback disruption length for cases 5a and 6a. The upper bound in both of these cases is equal to T. We see that the upper bound derived analytically holds in all cases.
Preventing playback disruption with proxy caching
In this section we present an alternative way to avoid the playback disruption due to a server switch. The method presented so far requires that the destination server is selected to satisfy certain criteria. The selection is based on the knowledge of the transmission offset between the server the client is currently receiving data from and a group of potential destination servers. An alternative solution relies on the assistance of a proxy server and is especially applicable when the client does not have the knowledge of the server offset. We assume that a proxy server can cache a part of each video and provide this data to clients allowing them to patch the missing frames on time. The cached frames are delivered on-demand in the unicast mode. Thus, there are no timing constraints imposed by a PB scheme. We propose two different caching schemes with different storage space and I/O bandwidth requirements at the proxy: static and dynamic caching. We assume that the proxy storage and I/O capacity are limited. Therefore, the proxy cannot store the entire video set. Instead we have to choose data to be cached in such a way that the proxy capacity is utilized most efficiently.
Dynamic caching
The idea of dynamic proxy caching is based on the observation that in the cases when the delay needed to patch the missing frames on time is proportional to the segment transmission time, the missing part is transmitted by the destination server just prior to the server switch time t c . There are five such cases (1b, 3b, 4a, 5a and 6a in Table 2 ) and the proof of this behavior in each case is provided in [15] .
Given the fact that the amount of data a client misses due to a server switch is no larger than r t , i.e., it is proportional to the server offset upper bound, the missed part is transmitted during the time interval (t c − , t c ). Thus, in order to provide the missing data to the client, the proxy needs to cache only r t most recently transmitted bits of each segment. 1 Such an arrangement requires that there are a number of proxies (at least one) associated with each server. Each proxy continuously receives segments of a number of videos from its server and caches a portion of each segment. When a given server is selected as a destination server by the client, the appropriate proxy is contacted with the request for data provided that the client cannot patch missing frames on time. The problem of proxy location is out of scope of this paper.
The storage space required at the proxy is equal to
where n j is the number of segments of the jth video, r j t is the transmission rate, and N is the number of videos. Given that is small, the buffer space requirement is not significant. However, the network and I/O bandwidth requirements are more significant:
We assume that I/O bandwidth available to the proxy is limited and it may not be able to provide caching for all segments. Therefore, it is important to utilize storage space at the proxy in the most efficient way, i.e., cache segments that are more popular than others and that are more vulnerable. We now formulate a problem of the efficient use of the proxy space given limited I/O capacity. We introduce the following set of variables {x 
where α j is the popularity of the jth video, P j i the length of the ith segment relative to the reception length of the entire jth video (e.g. Eq. 8), can be interpreted as a relative popularity of the ith segment of the jth video. We assume that the relative popularity determines the probability that the segment is affected by the server switch. Thus, the optimization function expresses the cumulative "probability" of disruption. Overall, the longer the segment and the more popular, the more likely that it will be cached.
The first constraint ensures that the I/O bandwidth capacity R of the proxy is not exceeded. The first element of the summation in this constraint expresses I/O bandwidth usage due to write operations and the second due to read operations. The latter is dependent on the popularity of the video and the length of segment reception relative to the length of video reception. We assume that the storage space at a proxy is not an issue in this case due to a small amount of the data cached for each segment. The above problem is a typical 0-1 knapsack problem. Hence, it can be solved by dynamic programming method with computational complexity O(N R).
It should be noted that the proxy only needs to track the active streams accessed by the clients and to dynamically cache the related active segment portions of the active videos. The network I/O and disk I/O consumption can be significantly reduced when the requests are very concentrated on several very popular videos. For example, let us assume that there are 100 active clients in a community served by a proxy and 40 videos are accessed. If Fibonacci scheme is used for the broadcasting, then maybe 160 segments 2 need to be cached. Assuming that the broadcasting rate is around 4 Mbps, the total I/O bandwidth is around 640 Mbps. This can be easily satisfied by a 1 Gigabit Ethernet interface and storage I/O such as FC channel or Ultra-320 SCSI.
Static caching
Given the potential high I/O bandwidth required at the proxy in dynamic caching, we consider also static caching, where frames are selected for caching in advance and the buffer content does not change. The network and I/O bandwidth requirements in static caching are only due to read operations triggered by client requests.
Frames that a client can miss during regular reception time can be located anywhere within the segment. Thus, in order to ensure an uninterrupted playback we would have to cache the entire segment. We assume that the storage space of the proxy is limited and that only part of a segment can be cached. However, we observe that in all schemes with delayed playback such that the transmission rate is equal to or larger than the playback rate (α ≥ 1), a delay is required to avoid the playback disruption in only four cases: 5a, 6a, 5b and 6b in Table 2 . In only two of these cases, 5a and 6a: t 2 < t 1 < t c and t 2 < t c < t 1 for t 2 − t 1 ≤ , the delay is proportional to the length of the segment. In the latter case it is the segment prefix that can be missed due to serve switch. Thus, uninterrupted playback can be ensured by caching the prefix of size r t . We show that in the former case a part of the segment located close to the beginning is more likely to be missed. Therefore, we can reduce the probability of the playback disruption the most by caching segment prefix of the size as large as possible.
Given that t 2 < t 1 < t c and t 2 − t 1 ≤ , the offset of the missing part (t c − t 1 ) can take any value from 0 to T. We now compute the probability that the offset of the missing portion of the segment is larger than y. Note that this probability is equal to the probability of disruption if the size of the cached prefix is equal to y + r t . We assume that the source server can transmit the beginning of the segment any time during the segment reception, i.e., let t 1 be a random variable uniformly distributed over interval (0, T). Since t 1 − t 2 ≤ , we assume also that t 1 − t 2 is a random variable uniformly distributed over an interval of length min(t e − t 1 , ) + min(t 1 − t 0 , ) ≤ 2 . The probability that t 2 ≤ t 1 ≤ t c and that the offset is larger than y: t c − t 1 ≥ y, is computed as: Figure 13 presents the above probability as a function of y expressed as a value relative to the segment length. We observe that indeed the probability of disruption is larger for small values of y. The result is fairly intuitive, since for the offset (t c − t 1 ) to take a large value, t 1 must be close to t 0 . Small value of y is possible for a larger range of t 1 . Given a limited storage space at the proxy, we now formulate the problem of efficient usage of this space, i.e., the problem of selecting the prefix size for each segment of a video.
The optimization function expresses the aggregate vulnerability to disruption given the size of the prefix cached for each segment. Typical PB schemes have segment sizes forming an increasing sequence. Large segments are more likely to be affected by the server switch since their reception is longer. We compute the probability that the ith segment is affected as a ratio of the segment reception length to the reception length of the entire video. For example, the following probability is derived for Fibonacci Broadcast:
Given a set of videos, we divide the total space at the proxy among the videos proportionally to their popularity. Thus, B is the space assigned to a single video. The above problem is a non-linear optimization problem. We solve the problem using numerical methods to obtain a guideline and as a base for evaluation of the heuristic algorithm. We observe that prefix sizes selected by the numerical method are proportional to the segment lengths. Thus, we use this rule in the heuristic solution:
Numerical test results for proxy caching schemes
We evaluate the proposed solutions, namely static and dynamic caching, through a number of numerical tests. We consider a set of N = 100 videos, whose popularity is drawn from Zipf distribution, i.e., the popularity of the ith most popular video is proportional to β i = i 0.27−1 . Client request arrivals are modeled as a Poisson process with the average rate of λ = 3 requests per minute. Then, the average request arrival rate for video i is (Fig. 14) . For simplicity, we assume that all videos are of equal length: 3750 s with playback rate equal to 1 Mbps. Fibonacci Broadcast is used to transmit each video, and the segment sizes form the following sequence: 10 s, 20 s, 30 s, 50 s, 80 s, 130 s, 210 s, 340 s, 550 s, 890 s and 1440 s. We assume that every client switches servers once during the reception at a randomly selected time. The server transmission offset is equal to = 3 s and the target server transmission is ahead of the source server transmission. Thus, each client observes that for each segment either t 1 − t 2 = or t 2 − t 1 = T − . For each type of caching, static and dynamic, we observe the percentage of clients that do not experience the playback disruption due to the possibility of obtaining cached data from the proxy.
Static caching
We assume that the proxy is capable of caching only a portion of the entire video set. The total size of the set is B = 46.875 GB. For a given storage space capacity we first determine the amount of space assigned to each video according to its popularity:
B, and then determine which data is cached by computing the prefix size for each segment according to Eq. 9. Typically, the proxy caches the entire most popular videos since their high popularity grants them enough storage space. The lower popularity videos have some prefixes of all their segments cached. Figure 15 presents prefix sizes selected for each segment of such a video. The Figure shows also the offsets of each segment portion not received by clients due to server switch recorded during the tests. We observe that indeed in most cases the offset is within a certain segment prefix, which justifies our space allocation.
Next, we run the test for 10,000 clients and count the number of clients that experience the playback disruption without and with caching. Figure 16a presents the percentage of all clients, otherwise experiencing the playback disruption, that can obtain the missed segment portion from the proxy. The value is given as a function of the proxy storage space expressed as the percentage of space needed to cache the entire video set. We observe that as the amount of data cached increases, the percentage of clients with continuous playback increases also. With the storage capacity equal to 20%, half of the clients that would experience a playback disruption are able to obtain the missing frames from the proxy. With the storage capacity equal to 50%, 80% of the clients are able to play the video continuously. Figure 16b shows the corresponding proxy I/O usage due to requests for data missed because of server switch. We observe that I/O usage is fairly low. Given that not all clients will switch servers, the actual I/O usage will be even lower. We compare the results obtained with the above-mentioned allocation of storage space with the results obtained for two different choices. As the first alternative, we divide the storage space among videos also according to their popularity but for each video we cache the prefix of the video (initial segments) instead of caching some prefix of each segment. The second alternative chooses only the most popular videos for caching. Note that when the storage space is divided among videos according to their popularity, even the least popular videos are assigned some small fraction of the space. Figure 17 presents the comparison of the results obtained with all three types of caching. We observe that with a small amount of storage space available, caching the most popular videos yields the best results. However, as the available storage space increases the segment prefix caching performs better. Segment prefixes selected with a low storage capacity are too small to make a difference. The performance of the segment prefix caching also depends on the server offset. A larger server offset results in a potentially larger amount of data missed due to server switch, which in turn causes the segment prefix caching to be less effective for a given amount of storage space. However, for a small server offset, which is recommended, the segment prefix caching is effective even for a small amount of storage space available. Caching the video prefix instead of prefixes for each segment yields the worst results.
Dynamic caching
The solution for the dynamic caching problem is found by exploring the trade-off between the I/O bandwidth required for caching a given segment and the probability of the playback disruption without staging. Similar to the set of tests performed for static caching, we first allocate the available I/O capacity by choosing the segments to be cached using dynamic programming. We find that the proxy caches the largest (suffix) segments of a video. The largest number of segments are cached for the most popular videos. Figure 18 presents the number of suffix segments cached for each video with the proxy I/O capacity equal to 110 Mbps. The number of a video on the x-axis indicates its popularity rank starting with the most popular videos. The bandwidth needed to dynamically cache all segments is equal to 1.1 Gbps since there are 1100 segments, each transmitted at 1 Mbps. The storage space required to cache all segments is not significant since for each segment we cache only 3 s of data which adds to 412.5 MB for all videos.
Next, we perform a set of tests and record the number of clients experiencing the playback disruption with and without data provided by a proxy. Figure 19a presents the percentage of all clients, otherwise experiencing the playback disruption, that can obtain the missed segment portion from the proxy. The value is plotted as a function of the proxy I/O capacity expressed as the percentage of the total I/O bandwidth required to stage all segments of all videos. We observe that as the I/O capacity increases the percentage of clients that do not experience the playback disruption quickly increases. For example, with the I/O capacity of 110 Mbps, 60% of playback disruptions can be prevented. Figure 19b presents the corresponding disk usage. Overall, the scheme is quite efficient in preventing the playback disruption. The number of clients that are able to obtain the missing data from the proxy increases very fast. The disk usage is moderate and the I/O bandwidth usage is the main cost of using this solution.
It should be noted that dynamic caching scheme need to run the optimization algorithm only when the proxy does not have enough capacity (IO bandwidth) to cache all active segments, thus only a subset of segments are selected to be cached. The solution of the optimization relies on the access popularity distribution of videos. When the access pattern of videos changes, the optimized solution becomes less optimized. Thereby, it is important to dynamically track the current popularity. Once the pattern change reaches to certain degree a new optimization is needed. A threshold value which reflects this changes of populairty can be used to determine whether a re-optimization is needed. There are some trade-offs in the selection of a proper threshold. If the threshold is too small, then the optimization will be performed too frequently, thus incur higher overhead (algorithm computation time, buffer management time, etc.) and potential more disruption (the probability when a switch occurs in the transit period, i.e. less than t after the re-optimization). On the other hand, if the threshold is too large, then the popularity data may become too outdated, thus the current solution is no longer optimized. So the disruption rate will also increase. Fortunately, based on experience, the video popularity does not change drastically. We can choose and tune a proper threshold value without much difficulty in real implementation.
Discussion
We now compare the two types of caching presented in this section and discuss their applicability. Static caching due to its low I/O bandwidth requirements is recommended when the proxy server has low network and I/O bandwidth capacity but fairly large storage space. Thus, the proxy, in spite of having a lot of data cached, is not able to provide the entire cached content to clients. Instead, the proxy provides data only to prevent the playback disruption. This function can be performed by a low cost device.
Static caching should be performed by proxy servers associated with client communities, while dynamic caching by design should be performed by a proxy server associated with a given central video server. In dynamic caching, the high network bandwidth and I/O capacity of the proxy are utilized to dynamically receive a number of streams from the central server. Only a small part of this capacity is needed to provide the missing data to the clients. The proxy should be located close to the server eliminating the need to transmit the data over a long distance in the network. The amount of data cached is small enough to be cached in memory without a need to use a storage device.
The two caching solutions have different characteristics besides having very different resource requirements. Static caching has a local range with the proxy serving the clients in its own local community. The storage space allocation depends on the local video popularity, where by local popularity we mean the number of requests received from the client in a given community. The dynamic caching on the other hand, is more central. The choice of segments to cache is based on the global popularity, i.e., the number of requests received from the clients in all communities served by the given central server. In fact, a proxy performing dynamic caching may be considered a part of the central server system. The proxy relieves the server from a need to process client requests for the missing data and from accessing that data from the storage system. We can think of the proxy server in this case as a proxy buffer.
Conclusions
We have examined the possibility of a client switching to a different server during an on-going reception of a periodically broadcasted video. Such a possibility allows the client to adjust to changing network conditions or the server status, which is a desirable feature given the length of a typical video transmission. The problem can occur in a large network where application-level multicast is applied such that transmissions along a multicast tree reduces communication costs. It may occur also in a mobile environment when a client finds itself out of the server's range.
We found that the server switch may cause the disruption of playback due to the fact that some frames may arrive past their playback deadlines and some frames are not received during the regular reception time. The magnitude of both problems is bounded by a function of the maximum offset between transmissions from two servers.
Both problems can be avoided by: 1) selecting, as a destination, the server whose transmission is delayed, from the client standpoint, by no more than , the maximum server offset and 2) delaying the playback by relative to the original beginning of playback.
We have further proposed an alternative solution that relies on proxy caching. A proxy server caches part of each segment and delivers it to the client when the missing part cannot be patched on time. In addition, the client still has to delay the video playback by . The proxy-based solution is especially applicable when the client does not have the knowledge of the server offset and cannot choose the proper destination server. As the future work we are investigating the application of our solution in a peer-to-peer environment.
