A priori estimates are derived for a class of weak solutions near a point of elliptic degeneracy. An application is given to the high-speed potential flow of an ideal fluid.
Introduction
It is known ( [D] , Prop. 3.3) that if u ∈ H 1,p (Ω) is a weak solution of the scalar equation div |∇u| p−2 ∇u = 0 (1) for p > 1 in an open domain Ω of R n , then for every n-disc B R ⊂ Ω of radius R and every number δ ∈ (0, 1) there is a constant k(δ) independent of R for which ∇u p/2
(See also [E] , [L] , and references therein.) This is a useful result to have, as the semi-norm on the right is the energy integral associated to weak solutions of (1). Thus inequality (2) derives an L ∞ bound on the weak solution, which is unnatural to impose directly, from a condition of finite energy, which is the natural condition to impose on solutions of equations with variational structure. A uniform L ∞ bound on weak solutions plays important roles in smoothness estimates and numerical analysis. Inequality (2) can be significantly generalized within the class of L p -stationary gradients (see, e.g., [HL] ). In this note we generalize (2) in a different direction, observing that the class of L p -stationary gradients is itself contained in the class of vectors ∇u which are stationary points, with respect to an admissible class of finiteenergy gradients, of the energy functional
where Q = |∇u| 2 and ρ :
Equation (1) is of this form with
If ∇u represents the velocity vector of a compressible flow on Ω having flow potential u, then eq. (3) is the continuity equation for steady, topologically trivial flow. In the case of an isentropic ideal fluid, the mass density ρ(Q) is given by
where γ > 1 is the adiabatic constant of the medium. In the Chaplygin approximation, the flow velocity also satisfies (3) but in this case ρ is given by the minimal surface density
It can be shown by direct calculation that eq. (3) is elliptic provided
The value of the parameter c 1 in (5) may approach zero as Q approaches a so-called critical value, which depends on ρ.
In this paper we derive an analogue of inequality (2) for solutions of eq. (3) for which ρ satisfies condition (5).
If the parameter c 1 is bounded below away from zero on the entire range of values for Q, then this analogue has already been derived in considerable generality; see for example, Proposition 3.1 of [Si] , Lemma 3 of [DO] , Theorem 9 of [O1] , or Theorem 4 of [O2] . In each of these cases, however, the constant analogous to k(δ) of inequality (2) tends to infinity as c 1 tends to zero, so these inequalities are not uniform unless eq. (3) is itself uniformly elliptic. Rather, the cited inequalities contribute indirectly to uniform Hölder estimates, by way of a delicate limiting argument introduced by Shiffman [Sh] in the planar case. Direct arguments should suffice to estimate weak solutions of eq. (3) which, unlike the equations studied in the works cited, has scalar solutions. Our goal is to derive estimates for (3) which are manifestly uniform over the entire subcritical range of values for Q.
We are particularly interested in the case for which ∇u has an interpretation as the flow velocity of an ideal fluid. In this case c 1 is bounded below away from zero provided the flow speed √ Q is bounded above away from the sonic value of the flow. The sonic value corresponds to a squared flow speed of
In this model condition (5) is satisfied ∀Q < Q crit , and
Although ideal-gas velocities and L p -stationary gradients can both be interpreted as stationary points of the functional E, the breakdown of ellipticity in the two cases occurs in qualitatively different ways. Taking p to exceed 2 to avoid the singular and constant-density special cases, we find that in the case of L p -stationary gradients, ellipticity occurs at the minimal value of Q, which is its trivial value and one at which the energy vanishes. Moreover, the density ρ is a strictly increasing function of Q. In the gas-dynamics case on the other hand, ellipticity breaks down at the sonic value of the flow velocity, which of course is the supremum of subsonic values of Q. In this case the density ρ is a strictly decreasing function of Q.
Theorem
By a weak solution we mean a function u having finite energy E and satisfying
where x is a vector in a bounded type-A domain Ω ⊂ R n , n > 2, and the angle brackets denote the euclidean inner product on 1-forms. A formal definition of a type-A domain is provided, for example, on p. 68 of [G] ; our intention is simply to insure that a ball in the interior of Ω does not become trapped in an outward cusp near the boundary. For the following theorem to make sense in terms of fluid dynamics, we must additionally impose the condition that Ω be topologically trivial in order that the flow potential remain singlevalued. The existence of weak subsonic solutions to (3) follows, by lower semicontinuity, from the convexity of the energy functional under condition (5); see Lemma 4.2 of [SS] .
Theorem 1 Let the scalar function u(x), x ∈ Ω, be a weak solution in the sense of (7) for ρ satisfying conditions (5) and (6). In addition, assume that
Then for every n-disc B R strictly contained in Ω and every δ ∈ (0, 1) there exists a constant K(n, δ, κ, ρ(0)) for which
We emphasize that the constant K in Theorem 1 depends neither on the radius R nor on the ellipticity parameter c 1 . Thus in particular, inequality (8) does not necessarily follow from the uniform bound of (γ + 1) /2 on the subsonic flow speed in (4). At the same time, it is satisfying to have a bound on weak solutions that results only from mathematical hypotheses on the equation itself rather than relying on a bound, such as the sonic speed, which is imposed on the mathematics by a physical model.
Physically, the condition that ρ be bounded below away from zero for subsonic flow speeds is a noncavitation hypothesis. This and the other hypotheses of the theorem are satisfied by mass densities of the form (4). The mass density of Chaplygin flow satisfies the noncavitation hypothesis only provided Q is bounded above away from infinity. Thus in the Chaplygin case, Theorem 1 confers no advantage over the previously cited arguments.
In conjunction with the arguments of [O2] , Sec. 3, Theorem 1 implies uniform Hölder estimates up to the critical value of Q.
The proof of the theorem is extremely elementary. The idea is to choose the test function in (7) to be a local restriction of the antiderivative F (Q) of the function
The ellipticity condition is then interpreted, where it appears, as a piece of the chain rule applied to the gradient of F . This relieves us of the necessity to bound f (Q) below away from zero as in the literature cited, but obliges us to translate statements about F (Q) and its L 2 -norm into statements about Q and its energy functional. Such an approach combines ideas from Sec. 1 of [U] and Sec. 3 of [D] .
Proof
Replace the admissible test function ψ(x) in eq. (7) by the admissible test function ψ (x − he j ) , where e j is the j th basis vector for R n , j = 1, ..., n, and h is a positive constant. Then (7) assumes the form
Apply the coordinate transformation y = x − he j to eq. (9) and subtract (7) from (9) to obtain
The limiting case is an expression of the form
where, here and below, repeated indices are summed from 1 to n. For a function ζ ∈ C ∞ 0 (B R ) and positive parameters α and β, choose
Expanding the integrand of (10) yields a sum of six terms:
We estimate the terms of this sum individually. The elementary inequality
and the hypothesis on the sign of ρ ′ (Q) imply that
Because this quantity exceeds zero, we have
where in the last inequality we applied (11) a second time, this time in the opposite direction. We can rewrite this estimate in the form of a differential inequality,
Because the range of ρ(Q)/ρ(0) is contained in the interval (0, 1], we also have
Moreover, there exists a positive constant ε for which
where
and
Choose ε to equal (α + ρ(0)κ) /4ρ(0). Then the inequality
As α tends to either zero or infinity, m tends to a finite constant which depends only on the upper and lower bounds on ρ(Q).
Apply inequality (5.8) of [LU] , Chapter 9 to expression (12), taking the quantities u and ε of that work to equal, respectively, the quantities Qρ 2 (Q) + β and α/2 of expression (12). Construct a Moser iteration along the lines of expressions (9.5.8)-(9.5.12) in [LU] . That is, define a sequence of concentric n-discs B h = B R h , where R h = R 1 + 2 −h for h = 0, 1, ... and B 2R ⊂ Ω. Taking the function ζ to equal zero in B h+1 and 1 outside B h , (α + 2) /2 to equal [n/ (n − 2)] h , and R to equal R h , application of the Sobolev inequality on the left in (12) sets up a standard recursion relation ( [LU] , inequality (9.5.11)). Letting h tend to infinity, we obtain in the limit the inequality
Regarding the right-hand side of inequality (13), we have
Regarding the left-hand side of inequality (13), condition (5) implies that Qρ 2 (Q) is an increasing function of Q. Thus the suprema in B R(1−δ) of Q(x) and of Qρ 2 (Q(x)) occur at the same value of x. Because the mass density is noncavitating,
Comparing inequalities (13)-(15), we conclude that there is a constant K such that sup
where K depends on n, δ, κ, and ρ(0). Because β is an arbitrary positive number, we can let it tend to zero without affecting the other constants. This completes the proof of Theorem 1.
Remarks. 1. In Sec. 9.5 of [LU] the Moser iteration is illustrated for linear equations of the form
In this case noncavitation is equivalent to ellipticity, whereas the two conditions are distinct for the quasilinear density ρ(Q). Thus the ratio µ/ν in expression (9.5.8) of [LU] , which is roughly analogous to the ratio ρ 2 (0)/κ 2 in our expression (12), introduces a dependence on ellipticity in the linear case but not in the quasilinear case. 2. Theorem 9 of [O1] is a subparabolic Moser estimate for multivalued flow potentials possessing geometric constraints. The preceding proof is too simple to work in that case, and the constants obtained in the proof of Theorem 9 depend on ellipticity. However, one can replace, in the line preceding inequality (69) of that proof, the function Q r−1 for r > 2 by the function (Q + β) r−1 for r > 1, allowing β to tend to zero at the end as in the preceding proof. This avoids eventual difficulties in the Moser iteration.
