When visual objects are located in the lower visual field, human observers perceive objects to be nearer than their real physical location. Conversely, objects in the upper visual field are viewed farther than their physical location. This bias may be linked to the statistics of natural scenes, and perhaps the ecological relevance of objects in the upper and lower visual fields (Previc, 1990; Yang and Purves, 2003) . However, the neural mechanisms underlying such perceptual distortions have remained unknown.
Introduction
In humans and many other terrestrial animals, visual objects that appear below the line of sight (i.e. in the lower visual field) are typically located closer than objects appearing in the upper visual field (Yang and Purves, 2003) . This typical difference in object distance can affect human judgments. Consistent with these statistics of natural scenes, humans are known to systematically underestimate the distance of objects below the line of sight, perceiving them nearer than their actual distance (Ooi et al., 2001; Philbeck and Loomis, 1997; Wallach and O'Leary, 1982; Yang and Purves, 2003) . Analogously, observers overestimate object distance when such objects are located in the upper visual field (Breitmeyer et al., 1977) . Thus far, the neural mechanisms underlying these behavioral biases have been obscure.
A main cue for estimating visual object distance is binocular disparity. Images from the two eyes are 'crossed' for objects located further than the center of gaze ('far' distances), or 'uncrossed' for objects located nearer than that ('near' distances). At least in macaque monkeys, this distinction is fundamental enough that neurons that respond selectively to such 'near' and 'far disparities are grouped together in segregated columns within visual cortex (Adams and Zeki, 2001; Chen et al., 2008; Tanabe et al., 2005) . Consistent with these results from monkeys, a recent fMRI study also suggested that near and far selective neurons are clustered within one area in human visual cortex, named V3A (Goncalves et al., 2015) . However, it has not been tested whether near and far columns are located preferentially in the cortical representation of the upper vs. lower visual fields (respectively), i.e. consistent with the bias in depth perception.
Here we show evidence for such a neural bias. We conducted high-resolution, high field (7T) fMRI measurements in human subjects during presentation of visual stimuli in near vs. far conditions (see Section 2). Consistent with the reported bias in human depth perception, we found that near stimuli evoked stronger activity in disparity selective columns in the lower (compared to upper) visual field representations, within each of the two most retinotopically-organized extrastriate cortical areas.
visual acuity and radiologically normal brains, without history of neuropsychological disorder. All experimental procedures conformed to NIH guidelines and were approved by Massachusetts General Hospital protocols. Written informed consent was obtained from all subjects prior to the experiments.
General procedures
Each subject was scanned in multiple sessions, on different days, in a high field scanner (Siemens 7 T whole-body system, Siemens Healthcare, Erlangen, Germany). Initial sessions localized stereo-selective ('thick') and color-selective ('thin') stripes/columns, in each subject. Subsequent scans measured fMRI activity evoked by random dot stereograms ((RDS) (Anzai et al.,2011; Bela Julesz, 1971; Minini et al., 2010; Nasr et al., 2016; ) of either crossed ('far') or uncrossed ('near') binocular disparity (see below). All subjects were also scanned in a 3T scanner (Tim Trio, Siemens Healthcare) in one additional session, for structural and retinotopic mapping.
Visual stimuli
Stimuli were presented via an LCD projector (1024 Â 768 pixel resolution, 60 Hz refresh rate) focused on a rear-projection screen, viewed through a mirror mounted on the receive coil array. Matlab 2013a (MathWorks, Natick, MA, USA) and Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) were used to control stimulus presentation.
During all experiments, stimuli were presented in a blockeddesign procedure. Subjects were required to maintain fixation on a small (0.1°Â 0.1°) central spot. To control the level of attention during the scans, subjects were required to simultaneously perform an unrelated ('dummy') task, reporting changes in color (redto-green or vice versa) and shape (square-to-circle or vice versa) of the fixation spot during 'near vs. far' and localizer scans (see below), by pressing a key on a keypad.
Near vs. far disparity
Disparity-varying stimuli were sparse (5% bright) RDS based on red or green dots (0.09°Â 0.09°) presented against a black background, extending 20°Â 20°in the visual field. Subjects viewed the two RDS (each either red or green) through custom anaglyph spectacles, using Kodak Wratten filter No. 25 (red) over one eye, and 44 A (cyan) over the other. Two RDS were overlaid and fused within all experiment blocks. In 'near' and 'far' conditions, stimuli formed a stereoscopic percept of a regular array of cuboids that varied sinusoidally in depth between 0°and 0.22°, either 'in front' or 'behind' a fronto-parallel plane that intersected the fixation target. In a control condition, the fused percept was limited to that fronto-parallel plane (i.e. zero depth).
Each experimental run included 9 stimulus blocks (24 s per block). Additionally, each run began and ended with control conditions of 12 s of uniform gray ('blank'). Each subject participated in two separate scan sessions, with 12 runs (960 functional volumes) per session.
Localizing thick and thin stripes/columns
Details of the stimuli and experimental procedure used to localized thin and thick stripes are reported elsewhere (Nasr et al., 2016) . Briefly, V2 thick stripes and V3 thick type columns were localized using RDSs based on red or green dots (0.09°Â 0.09°) presented against a black background, extending 20°x 20°in the visual field. As described above, subjects viewed the stimulus through custom anaglyph spectacles. Stimuli formed a stereoscopic percept of a regular array of cuboids that varied sinusoidally in depth, with independent phase. However, in contrast to the main experiment in which stimuli were presented either in front or behind the fixation target, here the stimuli spanned the full depth range (i.e. 70.22°) within each experimental block. As a control, in separate blocks, RDS stimuli were presented at zero disparity. Each experimental run began and ended with 12 s of uniform gray ('blank') and included 8 stimulus blocks (24 s per block). Each subject participated in three scan sessions (12 runs per session) during which 2592 functional volumes were collected.
Color-selective ('thin') stripes and columns were localized in V2 and V3 in separate scan sessions, using sinusoidal gratings (20°Â 20°of visual angle) which varied in either color or achromatic luminance, in independent blocks (Nasr et al., 2016) . Grating stimuli were also presented in systematically varied orientations (either 0°, 45°, 90°or 135°), drifting in orthogonal directions (reversed every 6 s) at 4°/s. In each run, these blocks included 9 stimulus presentation blocks (24 s per block). Each run began and finished with an additional block (12 s) of uniform gray of equal mean luminance. Each subject participated in 1-2 scan sessions (12 runs per session). 1008 functional volumes were collected in each scan session.
Retinotopic mapping
Details of retinotopic mapping are reported elsewhere (Nasr et al., 2011) . Briefly, stimuli were colored images of scenes and faces, which were presented within retinotopically limited apertures, against a gray background. The retinotopic apertures included wedges aligned along the horizontal and vertical meridian meridians (radius¼10°, polar angle ¼30°), a foveal disk (radius ¼1.5°) and a peripheral ring (inner-outer radius¼5-10°). For one subject, we also mapped retinotopic areas using counterphased, radially scaled checkerboard stimuli, rather than scenes and faces.
To confirm the V1/V2/V3 borders, in 2 subjects we also used phase-encoded, continuously rotating rays or continuously expanding/contracting ring stimuli for retinotopic mapping, each filled with contrast-reversing (1 Hz) checkerboards that were scaled in size with eccentricity. Details of this procedure are described previously (Sereno et al., 1995) .
Imaging

7T sessions
The main experiments were conducted in a 7 T Siemens wholebody scanner equipped with SC72 body gradients (70 mT/m maximum gradient strength and 200 T/m/s maximum slew rate) using a custom-built 32-channel helmet receive coil array and a birdcage volume transmit coil (Keil et al., 2010) . Voxel dimensions were nominally 1.0 mm, isotropic, except as noted below. Singleshot gradient-echo EPI was used to acquire functional images with the following protocol parameter values: TR¼ 3000 ms, TE ¼ 28 ms, flip angle ¼78°, matrix ¼192 Â 192, BW ¼1184 Hz/pix, echospacing ¼1 ms, 7/8 phase partial Fourier, FOV ¼192 Â 192 mm, 44 oblique-coronal slices, acceleration factor R¼4 with GRAPPA reconstruction and FLEET-ACS data (Polimeni et al., 2015) with 10°fl ip angle. The field of view included occipital cortical areas V1, V2, V3, and usually the posterior portion of V4.
3T sessions
High spatial resolution was not necessary to map the borders of retinotopic areas. Instead, retinotopic mapping was conducted using a 3 T Siemens scanner (Tim Trio) and the vendor-supplied 32-channel receive coil array. That functional data was acquired using single-shot gradient-echo EPI with nominally 3.0 mm isotropic voxels using the following protocol parameters: TR¼ 2000 ms, TE ¼30 ms, flip angle ¼ 90°, matrix ¼ 64 Â 64, BW ¼2298 Hz/pix, echo-spacing ¼0.5 ms, no partial Fourier, FOV ¼192 Â 192 mm, 33 axial slices covering the entire brain, and no acceleration. For one subject, we also compared these retinotopic maps (3 T) to the maps collected in a 7 T scanner. As expected, results of this comparison showed relatively higher spatial resolution in the 7 T retinotopic maps, but basically identical borders at both field strengths. This similarity was expected, since most retinotopic borders are topographically smooth (see also (Olman et al., 2010) ).
Structural (anatomical) data were also acquired in a 3 T scanner using a 3D T1-weighted MPRAGE sequence with the following protocol parameter values: TR ¼2530 ms, TE ¼ 3.39 ms, TI ¼1100 ms, flip angle ¼7°, BW¼200 Hz/pix, echo spacing ¼8.2 ms, voxel size¼ 1.0 Â 1.0 Â 1.33 mm 3 , FOV¼256 Â 256 Â 170 mm 3 .
General data analysis
Functional and anatomical MRI data were pre-processed and analyzed using FreeSurfer and FS-FAST (version 5.3; http://surfer. nmr.mgh.harvard.edu/) (Fischl, 2012) . For each subject, inflated and flattened cortical surfaces were reconstructed based on the high-resolution anatomical data Fischl et al., 2002 Fischl et al., , 1999 .
All functional images were corrected for motion artifacts. 3 T functional data were spatially smoothed (Gaussian filtered with a 5 mm FWHM). However no spatial smoothing was applied to the main imaging data acquired at 7 T (i.e. 0 mm FWHM). For each subject, functional data from each run were rigidly aligned (6 DOF) relative to his/her own structural scan using rigid Boundary-Based Registration (Greve and Fischl, 2009 ). This procedure enabled us to average data collected across multiple scan sessions, for each subject.
A standard hemodynamic model based on a gamma function was fit to the fMRI signal to estimate the amplitude of the BOLD response. For each subject, the average BOLD response maps were calculated for each condition (Friston et al., 1999) . Finally, voxelwise statistical tests were conducted by computing contrasts based on a univariate general linear model, and the resultant significance maps were projected onto the subject's anatomical volumes and reconstructed cortical surfaces.
Specific data analysis and tests for 7T data
Multiple studies have shown that BOLD activity sampled near in the superficial surface is stronger but spatially more distorted, compared to BOLD activity in the deeper layers (De Martino et al., 2013; Nasr et al., 2016; Polimeni et al., 2010) . To reduce the impact of the pial surface veins, evoked BOLD activity was sampled from the deepest cortical depth. Specifically, for each subject the graywhite matter interface was generated from their own high-resolution structural scans (see above) using FreeSurfer Fischl et al., 2002; Fischl et al., 1999) . To measure the fMRI activity at the deepest cortical depth, the percent fMRI signal change was calculated for each functional voxel intersecting these surfaces, and projected onto the corresponding vertices of the surface mesh. As a control, additional analyses were made from superficial depths (e.g. Fig. 1 ).
To quantify the consistency between selectivity maps acquired across different scan sessions, we measured the fMRI signal change evoked by the 'far vs. near' contrast across the two scan Fig. 1 . Effect of depth variation in disparity-selective 'thick' stripes/columns in V2/V3 in one hemisphere. (A-C) Disparity-selective activity in the superficial, middle, and deep cortical layers respectively. Asterisks highlight the location of stripes across different cortical depths (and layers). Despite some spatial distortion at superficial depth, maps remained similar across all the three cortical depths, consistent with radially extending (columnar) fMRI activity. Panel D shows the correlation of disparity-selective activity sampled across deep vs. superficial depths in V2 (left) and V3 (right). Panel E shows the analogous analysis along an orthogonal axis, sampled within a common (deep) depth/layer within V2 (left) and V3 (right). In both areas, application of Fisher's method for comparing correlation coefficients showed that the correlation was significantly higher between activity sampled within columns compared with across columns (z4 5.71, p o 10
), supporting the columnar organization in our BOLD maps (also see Nasr et al. (2016)).
sessions, for each vertex within each region of interest, i.e. retinotopically activated zones in V2 and V3. The results were tested for a significant correlation between the selective activity levels evoked across the two sessions by applying a Pearson correlation test.
Region of interest (ROI) analysis
Regions of interest (ROIs) were bounded partly by retinotopic borders. Areas V1, V2 and V3 were defined for each subject based on her/his own retinotopic map (see above). Borders of the 'thick' stripes and columns within V2/V3 were defined based on an independent set of stimuli/scans (see above). Sites showing overlapping selectivity for both color and disparity were excluded from the ROIs. Subsequently, each stripe/column type was divided into three groups (central vs. dorsal vs. ventral) based on each subject's retinotopic mapping (see above and Engel et al. (1997) and Sereno et al. (1995) ). To improve sensitivity, data from the left and right hemispheres were averaged together, for each subject.
All statistical analysis were based on repeated measures ANOVA. Results were corrected for violation of the sphericity assumption (using the Greenhouse-Geisser method) whenever necessary.
Results
Our main goal was to study the representation of near and far binocular disparity in 6 human subjects. As a pre-requisite for this goal, we localized disparity-selective thick stripes/columns in these subjects in a separate set of scans, as described earlier (see Section 2 and Nasr et al. (2016)). Panels 1a-c show activity maps evoked in response to the basic disparity-selective localizer ('3D-2D' contrast) (Nasr et al., 2016) across deep, middle and superficial layers respectively. Consistent with the expected columnar organization in V2 and V3 areas (Nasr et al., 2016) and despite spatial blurring in the superficial layers (De Martino et al., 2013; Nasr et al., 2016; Polimeni et al., 2010) stripes were evident across all three cortical depths. Panel 1d shows the level of correlation between activity radially sampled from the deep and superficial depths (i.e. within columns) of areas V2 and V3, in one subject. By contrast, panel 1e shows the level of correlation between activity sampled in two adjacent points in the cortical map with 1-3 mm distance from the deep layers (i.e. across columns). As expected from a columnar organization, the level of correlation was higher 'within' rather than 'across' columns (Nasr et al., 2016) . Other subjects showed similar results (not illustrated here). Fig. 2 shows the activity map in one individual hemisphere, evoked by 'far -near' binocular disparity contrast in the portions of V2 and V3 that represent upper vs. lower visual fields (i.e. ventral vs. dorsal visual cortex respectively) (see Section 2 and Engel et al. (1997) ; Sereno et al. (1995) ). Consistent with a prior study in macaque monkeys (Chen et al., 2008) , we found fine scale 'near' and 'far' disparity selective sites that were located within the 'thick' stripes (as defined independently by an overall selectivity to binocular disparity (see Methods)) in human V2. Here, we also found a similar organization of 'near and far disparity sensitivity in V3, consistent with previous results in macaque V3 (Adams and Zeki, 2001) . In contrast to V2 and V3, we did not find any clear near-or far-selective clustering in area V1, at the current scanning resolution (Fig. 2) .
Next, we compared the distribution of 'near vs. far' sites in the retinotopic representation of 'lower vs. upper' visual fields (Fig. 2) , within areas V2 and V3. Consistent with the known under-andover-estimated perception of object distance in the lower/upper visual fields (respectively), we found more near-selective disparity columns within the lower (compared to the upper) visual field representation in V2 and V3, while far-selective disparity columns were located more frequently in the upper field representation. Fig. 3a shows the level of activity evoked by near and far stimuli in V2 and V3 in the upper and lower visual field representations (i.e. regions of interest (ROIs)) (see Section 2) measured relative to the zero disparity RDS, in all 12 hemispheres. Consistent with the activity map (Fig. 2) we found relatively stronger BOLD responses to near-and far-disparity stimuli within the lower and higher visual field representations, respectively. Application of a two-factor repeated measures ANOVA ('stimulus-type' (near vs. far) and 'visual hemifield' (upper vs. lower vs. central)) on the level of fMRI ) (Nasr et al., 2016) . Right panels: localization of the response evoked by 'Far-Near' contrast, relative to the location of stereo-selective stripes/columns (outlined in white). Near objects evoked stronger activity in the part of visual cortex that represented the lower visual field, which is consistent with the psychophysical underestimation of distance in lower visual field. In contrast, far objects evoked a stronger activity in the representation of the upper visual field. In both hemifields, sites showing differences were typically a subset of the V2 thick-stripes and V3 thick-type columns, as expected. Dashed lines represent the borders of the retinotopic visual areas. The white scale bar represents 1 cm. activity measured within deep cortical layers (see Methods) yielded a significant interaction between 'stimulus-type' Â 'visual hemifield' effects on activity within V2 thick stripes (F(2, 10) ¼ 11.05, p o0.01) and V3 thick-type columns (F(2, 10) ¼8.33, p o0.01). In both areas, the main effects of 'stimulus-type' and 'visual hemifield' remained insignificant (Fo 0.99, p 40.4). As an important control comparison, we also found no significant bias for either near or far disparities in the representation of the central visual field (Fig. 4) within either V2 (t(5) ¼ À0.56, p ¼0.60) or V3 (t (5)¼0.65, p ¼0.55).
Since V2 and V3 disparity stripes are columnar in 3-D shape (Nasr et al., 2016; Tootell and Hamilton, 1989) , one may expect a similar 'near vs. far' bias in the superficial layers. Despite the spatial blurring of fMRI activity in the superficial compared to (Fig. 2) , near and far stimuli evoked stronger activity in the portion of visual cortex that responds to lower and upper visual field stimulation, respectively. Panel B shows the frequency of vertices within V2 thick and V3 thick-type columns that showed a significant selective response to near and far RDS. All values are measured/normalized relative to the total number of vertices within the V2 thick and V3 thick-type columns. Error bars indicate one standard error of the mean. Fig. 4 . Activity evoked by near and far RDS in the portion of V2 and V3 that responded to stimulation in the central visual field (o 3°eccentricity). In contrast to the upper and lower visual field (Fig. 3) , near and far visual stimuli evoked equivalent response levels in this central region. Other details are as in Fig. 3. deep layers (Polimeni et al., 2015) , this same analysis of the level of fMRI activity measured within superficial layers yielded similar results: a significant interaction between 'stimulus-type' Â 'visual hemifield' effects on the level of fMRI activity within V2 thick stripes (F(2, 10) ¼8.99, p o0.01) and V3 thick-type columns (F(2, 10) ¼6.97, p¼ 0.01). Here again, we found no significant bias for either near or far disparities in the representation of the central visual field within the superficial layers of either V2 (t(5)¼ À1.67, p ¼0.16) or V3 (t(5)¼ À0.70, p ¼0.52).
One question is whether these biases in BOLD activity reflect a change in amplitude or surface area. Specifically, are the results produced by: (1) a change in amplitude of fMRI response to near and far RDS between upper and lower visual field representations, or (2) a change in amplitude of fMRI response driven by a few more localized sites within these ROIs? To address this question, we repeated our analysis, now measuring the 'number of vertices' in each ROI that showed a significant (p o0.05) bias for either 'near' or 'far' RDS (rather than the 'level of activity'). The results are illustrated in Fig. 3b . Application of a two-factor repeated measures ANOVA ('stimulus-type' (near vs. far) and 'visual hemifield' (upper vs. lower)) to the number of selective vertices in the deep cortical layer yielded a significant interaction between the effects of 'stimulus-type' Â 'visual hemifield' in V2 (F(1, 5) ¼16.18, p ¼0.01) and V3 (F(1, 5) ¼12.54, p ¼0.02). Thus in both V2 and V3, the number of vertices showing a significant bias for near and far disparities were more frequent within the lower and upper field representations, respectively. The main effects of 'stimulus-type' and 'visual hemifield' remained insignificant (Fo0.80, p 4 0.4). Here again, application of this analysis to the number of vertices measured within the superficial layers yielded similar results: a significant interaction between the effects of 'stimulus-type'-Â 'visual hemifield' in V2 (F(1, 5) ¼15.94, p ¼0.01) and V3 (F(1,5) ¼ 11.23, p¼ 0.02). The central visual field was excluded from these analysis because the 'far -near' contrast did not evoke any selective response in this region (Fig. 4) . Thus, our analysis suggests that the near vs. far bias (in upper vs. lower visual fields) is reflected in both the amplitude and distribution of neural activity.
Next we tested the reproducibility of this effect. We compared the level of fMRI response (i.e. the signal change as a percentage) in individual vertices evoked by 'far-near' contrast in independent scan sessions, which were acquired on different days (see Section 2). In all subjects, activity evoked by the 'far -near' contrast was significantly correlated across scan sessions in both V2 (r 40.10, p o10 À 16 ) and V3 (r 40.12, p o10 À 14 ). This high level of correlation indicated that the overall pattern of activity remained consistent across scan sessions, i.e. our findings were reproducible.
Discussion
Many results from animal studies have shown that cortical columns reflect important information processing steps in a given cortical area (Mountcastle, 1997; Tanaka, 1996 Tanaka, , 2003 . However evidence for such columns in human cortex is limited, partly due to the low spatial resolution of non-invasive neuroimaging techniques, e.g. conventional fMRI. A related challenge to studying columnar organization by using gradient echo BOLD (as used in most conventional fMRI studies) is the presence of diving vessels that extend radially throughout cortex (Duvernoy et al., 1983) . These diving vessels may emphasize the radial similarity of BOLD activity maps across cortical layers (e.g. in Fig. 1 ). Such concerns are discussed elsewhere (Cheng, 2011; Harel et al., 2010; Huber et al., 2015; Nasr et al., 2016; Polimeni et al., 2010) .
Despite such challenges, by taking advantage of higher strength field (7T) and related modifications, several fMRI studies have shown evidence for columns in striate cortex V1 (Cheng et al., 2001; Yacoub et al., 2008; Yacoub et al., 2007) , perhaps V3A (Goncalves et al., 2015) , and visual area MT/V5 (Zimmermann et al., 2011) . Understandably, such initial studies typically focused on benchmark demonstrations of a given set of columns based on fMRI, rather than investigating columnar function further.
Using high field fMRI, we recently showed evidence for interdigitating columnar organizations in the second and third visual cortical areas in humans (Nasr et al., 2016) ; one set of these columns is involved in disparity coding (Fig. 1) . Here we extended these previous findings by showing that the organization of these disparity columns matches a bias in the statistics of natural scenes, which may also reflect a psychophysical bias in human depth perception.
Supporting evidence from electrophysiological studies in NHPs
Our findings are also supported by previous electrophysiological (Adams and Zeki, 2001; Tanabe et al., 2005) and optical recording (Chen et al. 2008 ) studies in macaque monkeys, which reported a bias for near stimuli in the representation of the lower visual field (i.e. the dorsal, more accessible portion) in areas V2, V3 and/or V4. For instance, one study reported a ratio of 61% in the number of patches that responded selectively to near compared with far stimuli across 6 tested monkeys (Chen et al., 2008) . Interestingly, the level of this bias is consistent with the bias that we found in the level of response evoked by near stimuli relative to the far ones, in the lower visual field of V2 (55.4 731% (mean7S.D.); Fig. 3 ). However, those electrophysiological and optical studies did not sample near vs. far cells in the upper visual field representation, perhaps due to the technical difficulties of sampling from ventral (compared to dorsal) visual cortex.
Possible link between biased perception and V2 responses
Evidence for biased depth perception is not limited to depth underestimation and overestimation in lower and upper visual fields, respectively. For instance, human fMRI studies using RDS have shown that humans perceive near stimuli in the lower visual field more rapidly compared to the far ones. Conversely, far stimuli can be perceived faster in the upper visual field (Breitmeyer et al., 1975; B. Julesz et al., 1976) (but see also Manning et al. (1987) ).
Our results imply (but do not directly prove) a causal link between the biased depth perception in humans, and a corresponding activity bias in V2 and V3 for near/far stimuli presented in the lower/higher visual field. Such a link is supported by previous reports of V2 activity during depth perception, in macaque monkeys Cumming, 2006, 2007) . Those studies found a correlation between activity of V2 disparity selective neurons with the disparity discrimination in each subject. Interestingly, while disparity selective neurons can also be found in area V1 (Nienborg and Cumming, 2006; Prince et al., 2002; , studies have found no correlation between the V1 responses and individual subjects' perceptual judgments (Nienborg and Cumming, 2006) . Consistent with these results, we did not find any systematic bias for either near or far disparity in area V1 (Fig. 2) .
In macaque monkeys, much less is known about binocular disparity processing area V3, compared to what is known in V2. This situation may have arisen partly because macaque V3 is quite thin in the cortical map, and difficult to access in invasive experiments. Nevertheless, increasing evidence suggests an important role for V3 in binocular processing (Adams and Zeki, 2001; Felleman et al., 1997; Poggio and Fischer, 1977) , and especially in humans (Nasr et al., 2016) .
Speculations on the role of learning vs. evolution A broader question raised by these results is whether the V2/V3 activity bias develops gradually with increasing exposure to natural scenes (i.e. within each lifespan), or whether it is generated during evolution (i.e. across many lifespans). Although current evidence does not allow us to answer this question directly, a few studies in human and macaques suggest that learning can influence subjects' behavior along with neuronal responses. In macaques, training can influence the level of correlation between neuronal responses in V2 and an individual's disparity discrimination (Nienborg and Cumming, 2007) . In humans, the strength of the depth underestimation can be manipulated by using base-up prisms (Ooi et al., 2001) , or by brief exposure to a virtual reality (Messing and Durgin, 2005) . Thus, while these studies do not rule out possible long-term evolutionary mechanisms of (re)structuring the visual system, they do suggest that such evolutionary mechanisms may not be necessary to produce the bias found here.
Conclusion
These results suggest that the neural processing underlying depth perception in humans shows a significant bias, which is consistent with a bias in the statistics of natural scenes (Yang and Purves, 2003) . Presumably, this adaption improves the efficiency and sensitivity of neural coding by recruiting more neurons to encode more frequently encountered visual features (Olshausen and Field, 1996) . Analogous cortical mechanisms may underlie the increased sensitivity for encoding objects with cardinal orientation (i.e. 'carpentered environments' or the 'oblique effect' (Furmanski and Engel, 2000; Nasr and Tootell, 2012; Orban and Kennedy, 1981) ) and/or rectilinear shapes (Nasr et al., 2014) .
