Abstract: I examine the role of information processing costs on post earnings announcement drift. I distinguish between hard information -quantitative information that is more easily processed -and soft information which has higher processing costs. I find that qualitative earnings information has additional predictability for asset prices beyond the predictability in quantitative information. I also find that qualitative information has greater predictability for returns at longer horizons, suggesting that frictions in information processing generate price drift. Using a tool from natural language processing called typed dependency parsing, I demonstrate that qualitative information relating to positive fundamentals and future performance is the most difficult information to process. 2 One of the most puzzling-and robust-challenges to the market efficiency hypothesis is the evidence that security prices underreact to public news. Researchers have found evidence of underreaction to earnings announcements (Ball and Brown (1968) , Bernard and Thomas (1989, 1990)), share repurchases (Ikenberry et al. (1995) ), dividend initiations and omissions (Michaely et al. (1995) ), seasoned equity offerings (Loughran and Ritter (1995) ), and stock splits (Ikenberry et al. (1996) ). These results are puzzling because an efficient market should incorporate all publicly available information immediately; thus, future returns should not be predictable based on current information.
One of the most puzzling-and robust-challenges to the market efficiency hypothesis is the evidence that security prices underreact to public news. Researchers have found evidence of underreaction to earnings announcements (Ball and Brown (1968) , Bernard and Thomas (1989, 1990) ), share repurchases (Ikenberry et al. (1995) ), dividend initiations and omissions (Michaely et al. (1995) ), seasoned equity offerings (Loughran and Ritter (1995) ), and stock splits (Ikenberry et al. (1996) ). These results are puzzling because an efficient market should incorporate all publicly available information immediately; thus, future returns should not be predictable based on current information.
As the evidence has mounted for underreaction to information, many have begun to argue that the assumption that financial agents have unlimited capacity to process information is too strong. If information processing is costly, some information may not be immediately incorporated into prices.
Empirical papers that link costly information processing to underreaction have almost exclusively focused on the idea that limited attention makes information hard to process at certain times. According to this literature, limited attention may explain why underreaction to earnings announcements is greater on Fridays (Della Vigna and Pollet, (2006)), when agents are distracted by other earnings announcements (Hirshleifer et al. (2006) ), among low volume stocks and in down markets (Hou et al. (2006) ).
In this paper, rather than focusing on time series variation in attention, I focus on cross sectional differences in the objective costs of information processing that are intrinsically embedded in each type of information. The motivation behind this analysis is simple: information is not homogeneous in type.
While some news is easy to decipher and is incorporated quickly into market prices, other news requires more costly processing and-depending on the size of the information processing costs-will be incorporated into market prices only over time. For example, Plumlee (2003) argues that the complexity of information is one reason why analyst forecasts may not incorporate public information. She shows that the rate of incorporation of tax information into forecasts is decreasing in complexity.
To measure differential information processing costs, I classify news into hard/quantitative information that is more easily processed and soft/qualitative information that is more costly to process.
To illustrate this point, consider the difference between evaluating a firm's income statement and the transcript of its conference call. An income statement is made up largely of numbers organized in a standardized fashion so that individuals can process it quickly and efficiently. A summary of its content (like earnings per share) can be easily created, stored, compared to other firms, and transmitted. On the other hand, the text of a conference call may not be so easy to process. Understanding its content may take a sophisticated understanding of language, tone or nuance. A summary of its content may be more difficult to create, more subjective, less comparable across firms, and more difficult to transmit. Similar arguments about the processing costs of hard and soft information are given by Petersen (2004) .
I study the differential effect of information processing cost in the context of earnings announcements and the post-earnings announcement drift (PEAD). I choose this particular event as it contains both hard and soft information, is repeated over time, and is the "granddaddy of underreaction events" (Fama (1998) ). To measure the qualitative content of the earnings surprise, I apply a method introduced by Tetlock (2007) that counts the number of negative words as defined by the Harvard Psychological Dictionary in the text of Dow Jones News Service (DJNS) stories about firms' earnings announcements. To measure the quantitative content of the surprise, I use the Standardized Unexpected Earnings (SUE), which is defined as the difference between firm earnings and the analyst median forecast scaled by a normalization factor. I find that qualitative earnings information embedded in the DJNS has additional predictability for asset prices beyond the predictability in SUE. The qualitative information predicts larger price changes at longer horizons than SUE, consistent with the hypothesis that information with high processing costs diffuses slowly into asset prices.
I then perform a series of robustness checks that exploit heterogeneity in the cross section of investors and firms. With respect to investor heterogeneity, I find that stocks held by superior processors of information-those with high institutional ownership-experience less predictability from costly information. With respect to firm heterogeneity, I find that stocks in complex information environmentshigh-tech firms and those with large R&D expense -experience more predictability from costly information.
Finally, I explore the kind of soft information that is most difficult to process. Using a tool from natural language processing called typed dependency parsing, I pair negative words with words that belong to several different categories in order to identify the kind of qualitative information embedded in the news reports that is most difficult to process. I find that qualitative information about positive fundamentals and future performance is most important for the prediction of future returns; however, this is not the case for analysts' forecasts. To my knowledge, this is one of the few times natural language processing -a way of processing language through models of sentence structure-has been used in accounting or finance. 1 My findings build upon several literatures. First, my results are consistent with Hong and Stein (1999) where underreaction is modeled as the slow diffusion of information. Hong and Stein argue that their model can be applied to public news if there is differential processing of that news. Although Hong and Stein do not describe the channel by which information diffuses slowly and admit their mechanism 1 In the past, methods of machine learning like Naïve Bayes have been used Frank (2003, 2004) ). These methods search for the appearance of words in text in order to classify the text in predetermined categories. They differ from Natural Language Processing because they do not attempt to understand the meaning of the text, which requires, among other things, identifying parts of speech, sentence structure and grammar. Das and Chen (2007) consider several methods to classify sentiment in text including one method which identifies part of speech.
"may appear to be more ad hoc" relative to models built upon psychological biases, my results could be described using their approach of modeling costly information processing as I illustrate in the Appendix. 2 Second, there is a growing trend in the literature demonstrating the key role of the media as an information intermediary (Huberman and Regev (2001) , Dick and Zingales (2002, 2003) , Miller (2006) , Tetlock (2007) , Tetlock et al. (2007) , Bushee et al. (2007) , Bhattacharya et al. (2008) and Mullainathan and Shleifer (2005) ). My results are the first to show that the content of financial media can predict asset prices in the medium term. Tetlock et al. (2007) explore similar themes, focusing on the information content of financial media prior to the earnings announcement and finding that such content can predict period-ahead SUE and next-day returns. However, the sample in Tetlock et al. (2007) concentrates on S&P 500 firms. My sample has a shorter time series but a larger cross section of firms which I exploit in cross-sectional tests. Finally, my paper relates to the corporate finance literature that analyzes the differences in soft and hard information (Petersen (2004) ) and their impact on lending decisions (Stein (2002) ). Whereas the corporate finance literature often argues that soft information increases the cost of transmission and therefore affects corporate decisions, here I will argue that soft information's increases the cost of transmission and therefore affects asset prices.
Section I describes my data and variables. Section II examines the differential predictability of hard and soft information in event time and calendar time and performs cross-section al tests. Section III considers the market and analyst response to different categories of soft information. Section IV considers alternative explanations for my findings. Section V summarizes my conclusions.
I. Description of Data and Variables
The data in this study come from five different sources. Compustat provides accounting information and earnings announcement days. The Center for Research in Securities Prices (CRSP) reports prices and returns. The Institutional Brokers Estimate System (I/B/E/S) supplies analyst forecast data. CDA/Spectrum provides institutional holdings data. Article text for earnings announcement news comes from the Dow Jones News Service (DJNS) as reported in Factiva, Unique identifiers in each data source are matched to CRSP permnos. 2 Although other models consider the cost of information acquisition (Grossman and Stiglitz (1980), Verrechia (1982) and Admati (1985) ), these models are not concerned with explaining underreaction. A key difference between these rational expectation equilibrium (REE) models and a difference of opinion (DOO) model like Hong and Stein (1999) is the assumption in REE that agents can extract other agents' information from prices. Banerjee et al. (2007) point out that price drift exists in standard DOO models but not in standard REE models. 3 Compustat's gvkey is matched to permno using CRSP Link (available through WRDS), I/B/E/S's ticker is matched to permno using the matched table generated by the sas program iclink.sas (avaliable through WRDS), CDA/Spectrum data are matched via cusip and Factiva's company code is matched to permno through a text matching program that I wrote (see the Appendix for details).
Firms included in the sample must have the following: a book value in Compustat and a market value in CRSP at the end of the previous calendar year, an earnings announcement date in Compustat that matches the date given in I/B/E/S, at least one analyst with an estimate no later than 50 days before the earnings announcement date, and an article in the DJNS on the earning announcement day. These filters create a sample of 51,207 earnings announcements from January, 4, 1999 , to November 18, 2005 4,700 unique firms. This will be the sample of interest for the majority of the paper.
A. Description of Textual Data
Factiva is a database that provides access to archived articles from thousands of newspapers, magazines, and other sources, including more than 400 continuously updated newswires such as the Dow Jones newswires. A newswire is a service that transmits news stories, stock market results and other upto-the-minute information in electronic form to subscribers. The Dow Jones newswires are a collection of wires covering all asset classes and reporting from more than 90 bureaus around the world. I choose the Dow Jones News Service as the text for my analysis because it has been widely used in the literature and has considerable coverage. According to Chan (2003) , "by far the services with the most complete coverage across time and stocks are the Dow Jones newswires. This service does not suffer from gaps in coverage, and it is the best approximation of public news for traders."
i. Matching Firms to Articles
Studies that seek to relate media articles to firms face serious challenges in accomplishing this task. First of all, it is hard to determine whether a firm is the subject of an article or merely mentioned in passing. For example, a news story about AMD might mention Intel as its competitor or a story about Alice Walton might mention that she drives a Ford. These are not stories about Intel or Ford and should be distinct from stories that are. Secondly, some firms have names that are difficult to distinguish from other firms, are different from their official company name, or resemble common English words. This makes identifying the correct company-or whether a company is mentioned at all-problematic. For example, articles might refer to Southwest Airlines as simply "Southwest" which makes it difficult to distinguish from other companies with "Southwest" in their name. Articles often refer to Apple Inc. as "Apple," which makes it difficult to distinguish from the common word "apple." Moreover, it takes some institutional knowledge of the catalogue of firms to understand how they might be referred to in an article.
For example, International Business Machines is almost always called IBM (which is also its ticker symbol) whereas AMR Corp is almost always referred to by its popular subsidiary American Airlines.
The literature has addressed the problem of matching firms to articles in a variety of ways. Some authors depend on the data provider to do the matching (Bushee et al. (2007) , Antweiler and Frank (2005) ); some attempt to do the textual matching themselves (Tetlock et al. (2007) ); some combine these two strategies (Bhattacharya et al. (2008) ); and some avoid describing how the matching is done (Chan (2003) ). I opt for the first approach and allow Factiva to do the matching for two reasons. First, by using Factiva's indexing and not my own subjective judgment, the results in this paper can be replicated.
Second, Factiva has more expertise, manpower and computing power to do the matching. Since 1999, Factiva has used a combination of computer technology and human editors to systematically assign indexing codes to its articles identifying their key features in a process called Intelligent Indexing. These features include the company or companies that are the subject of the article (see the Appendix for more details). For each company, Factiva creates a unique identifier called a Factiva Company Code. I match CRSP permnos to the Factiva Company Codes via an algorithm that makes a primary match based on ticker symbol mentioned in the DJNS text and a confirming match based on the textual similarity of company names (see the Appendix for more details).
However, there are two clear disadvantages to using Factiva's indexing. First, Factiva's indexing process is proprietary so I cannot know how it is done and how the process might influence my results.
Secondly, because Factiva only attaches a company code when it believes a company is the subject of an article, I find that there are times when Factiva's threshold is too high. This non-indexing will lead to some articles being left out of my sample.
ii. Predictability and Timing of Dow Jones News Service Articles
Because my sample is restricted to firm earnings announcements that appear in the DJNS, I first examine the characteristics of firms and earnings news that predict coverage by the DJNS. I do this by running a series of logistic regressions for whether an article appears in the DJNS or not. My results are presented in Table 1 . Of the 170,096 firm earnings announcement dates in Compustat for firms that I was able to match Factiva codes with permnos, 80,935 (47.58%) had a story on the earnings announcement day in the DJNS. Panels A and B suggest that both firm characteristics and story characteristics influence coverage. Panel A indicates that firms with large market capitalizations and high analyst coverage are most likely to receive coverage by the DJNS. A one standard deviation increase in log market capitalization (analyst coverage) increases the odds of being covered by 50.2% (49.9%). Panel A suggests that other characteristics such as a firm's book-to-market ratio, idiosyncratic volatility, and turnover appear unrelated to coverage by the DJNS. The strong correlation between market capitalization and coverage is not surprising. Newswire reporters cater to their clients, and firms with large market capitalization are most likely to have a larger base of shareholders and clients of the DJNS. 4 Additional evidence for this fact comes from Panel B. Since the DJNS is available through terminals like Bloomberg and Thompson ONE, the DJNS is most likely to have institutional (rather than retail) clients. When I consider the dollar amount of market capitalization held by institutions and non-institutions using CDA/Spectrum data, I find that the market capitalization associated with institutions is more important for determining coverage by the DJNS. A one standard deviation increase in the log market capitalization held by institutions (the log market capitalization not held by institutions) increases the odds of being covered by 57.0% (2.70%). These results suggest that the DJNS considers demand for their service when determining which stories to cover. The fact that there is a positive relationship between analyst coverage and DJNS coverage suggests that reporters consider supply as well. Reporters need sources for their stories, and a firm with many analysts has a larger potential supply of sources than a firm with few analysts. However, it is also possible that analyst coverage proxies for some omitted demand-related variables. The same demand-related variables that lead analysts to cover firms might lead reporters to cover the same firms.
Panels A and B include industry dummies, and although the coefficients on the 49 dummies are omitted for brevity, a Wald Test that tests the joint hypothesis that the coefficients on the industry dummies are jointly zero is rejected at the one percent level. Coverage in the DJNS appears to favor the automobile, steel and wholesale industries and disfavor the telecom, software and banking industries.
News characteristics are also important for determining coverage, although their economic significance is smaller than that of the market capitalization and analyst coverage. Firms with extreme returns are more likely to receive coverage, and this result is slightly asymmetric. For positive abnormal returns, a one standard deviation increase corresponds with a 12% increase in the probability of coverage.
For negative abnormal returns, a one standard deviation decrease corresponds with a 8.81% increase in the probability of coverage.
5 Figure 1 plots the distribution of DJNS articles in my sample throughout the day. Consistent with past studies that find most corporate disclosures are released outside of U.S. market hours (Patell and Wolfson (1982) ), I find the media articles covering earnings announcements are also concentrated outside of market hours. 4 Some newswire reporters with whom I spoke claimed there was a market capitalization threshold which determined whether they would cover firms. However, I found no evidence of such a threshold in my data. Using this as a foundation, I define hard and soft content of earnings news. Hard earnings news will be based on the accounting data (earnings) released at the earnings announcement, whereas soft earnings news will be based on the text of media articles written about the earnings announcement.
Earnings data are quantitative, easily comparable across firms (e.g., $3 EPS versus $4 EPS), independent of who collects it, easy to store and easily passed on without loss of information. The textual data is qualitative, not easily comparable across firms (e.g., it is not easy to compare "demand is weak" with "management is inexperienced"), dependent upon who collects it (e.g., not everyone may agree that "demand is weak"), and thus, difficult to interpret, store and pass on without loss of information.
i. Soft Measure of Earnings News
My soft measure of earnings news is very similar to that used by Tetlock (2007) who examines the qualitative content of financial media. Tetlock uses a program called the General Inquirer (GI) to count the number of times words occur within text from predetermined categories as determined by the Harvard IV-4 psychological dictionary. Although there are 77 different word categories in the dictionary ranging from "pain" to "expressive" to "virtue", Tetlock finds that words from the "negative" category predict both one-day market returns and firm-specific returns. Like Tetlock, I only consider negative words in my analysis since it appears they capture qualitative information better than positive words.
Tetlock explains that this might be the case if negations ("no", "not", etc.) are more often paired with positive words than negative words. However, I find very few negations in the DJNS. A critical purpose of a newswire service is to communicate information quickly and efficiently, and it is more efficient to write "bad" than "not good." The failure of positive words in qualitative language analysis may be caused
by the large number of common financial terms that are erroneously classified as positive. 6 6 For example, consider the sentence: "Dell is a terrible company with 100 shares outstanding" which contains the commom financial terms "company", "shares" and "outstanding." The General Inquirer will classify each of those I download the headline and lead paragraph of DJNS articles from Factiva through a computer program that systematically sends queries to Factiva's database. Using the headline and lead paragraph from the Dow Jones News Service takes advantage of the practice by journalists of summarizing the articles content in the headline and lead sentence (King and Loi [2003] ). I count the fraction of negative words as defined by the Harvard Psychological Dictionary in the DJNS article on the earnings announcement day. Formally, I define the fraction of negative words as 7 :
Negative Fraction it = ( (total negative words for firm i on day t)/ (total words for firm i on day t) )
For multiple articles on the same earnings announcement day, I combine the headline and lead paragraph from each article and count the fraction of negative words. The headline and lead paragraph contain 36 words, five of which are classified as negative: "suffers", "problem", "undermine" and "low" (two times Tetlock et al. (2007) consider year-over-year changes in Negative Fraction and standardize by the standard deviation of negative words in each year. My results remain qualitatively unchanged when I define Negative Fraction in this way as well. 8 Other papers (e.g., Bernard and Thomas (1989) ) use a time series model. Such a model uses the prior calendar year's quarter-matched earnings and standardizes by the historical standard deviation of unexpected earnings defined in this way. Kothari (2001) argues "...in recent years it is common practice to (implicitly) assume that analysts' forecasts are a better surrogate for market's expectations than time-series forecasts." Mendenhall (2006) shows that SUE it = UE it /σ y-1 = (A it -E it ) / σ y-1 where A it is the actual (unadjusted by splits or dividends) EPS as reported by I/B/E/S for firm i on day t, E it is the median of the analysts' forecasts in the last survey before the earnings announcement that is less than 50 days before the announcement, UE it = (A it -E it ) is defined as the unexpected earnings, and σ y-1 is the standard deviation of the unexpected earnings in the previous calendar year.
C. Calculation of Abnormal Returns
To evaluate whether a stock has superior or inferior performance following an earnings announcement, I establish a benchmark return and calculate an abnormal return as deviation from the benchmark. As Vega (2006) notes, the choice of the appropriate benchmark return has varied over time.
Some authors simply use the market return or a size-matched portfolio return, while others estimate factor loadings outside an event window in some model specification (like the Fama-French three factor model) and use the factor observations inside the event window to estimate a benchmark return. Barber and Lyon (1997) and Daniel and Titman (1997) argue that benchmark returns calculated using matched book-tomarket and size sorted portfolios result in better test statistics, and I adopt this approach.
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To construct the matched book-to-market and size sorted portfolios, I follow the approach of Fama and French (1992) . In each year, I collect the market capitalization of each firm at the end of June according to CRSP, and the book value of each firm at the end of December of the prior year according to Compustat. I use these to calculate book-to-market quintile breakpoints and size quintile breakpoints and sort the universe of firms into 25 bins. For every firm, this will specify its matched portfolio from July to June of the next year when the process will repeat. The abnormal return for each firm is then defined as the difference between that firm's return and the matched portfolio return. Formally:
where AR it is the abnormal return for firm i on day t, R _it is the equity return, and M it is the matched portfolio return. Then the cumulative abnormal return (CAR) for firm i in calendar quarter q beginning on event day a and ending on day b is:
PEAD is larger when unexpected earnings are defined using analyst forecasts. My results throughout the paper do not change qualitatively when I use a time series model to estimate the quantitative earnings surprise. 9 I also replicated the results herein by defining the abnormal return as the difference between the actual return and the Fama-French three factor benchmark. For brevity, I do not report these results, but they are qualitatively similar.
Throughout the paper a and b will be specified in event time where the event is an earnings announcement. For example, CAR [2, 81] is the sum of 80 abnormal returns beginning the second day after the earnings announcement. The q subscript is included because firms make multiple earnings announcements in my sample. 
D. Summary Statistics

II. Does Soft Earnings News Contain Information in Addition to SUE?
Firms announce much more than earnings-per-share at an earnings announcement (Rajgopal, Shevlin and Venkatachalam (2003) , Gu (2004)). For example, there is often a lengthy press release that accompanies an income statement, and firms often hold conference calls to address questions about performance. Along with interviews of managers, analysts, and shareholders, these qualitative data are important inputs for journalists who write articles about the summary of a firm's earnings announcement.
Before I can examine the differential predictability of quantitative and qualitative information, I must show qualitative content has some additional predictability and that this predictability is captured by Negative Fraction.
A. Event-time Abnormal Returns
I first examine PEAD for different SUE quintiles. In each calendar quarter, I use the previous period's calendar quarter to determine quintile cutoffs for SUE. I then sort each earnings surprise into its appropriate SUE bin and examine the 80-day CAR that follows.
The upper panel of Table 3 provides evidence that PEAD exists in my sample. The size of PEAD increases almost monotonically across the SUE quintiles with the lowest quintile experiencing an average 80-day CAR of -0.60% and the highest quintile experiencing an average 80-day CAR of 1.90%. The difference of 2.59% is statistically significant under both a parametric two-sample t-test and the nonparametric Wilcoxon sum rank test (which tests whether the Hodges-Lehman measure of central tendency is non-zero). The size of PEAD is small relative to older studies (Bernard and Thomas (1989) ) and is consistent with more recent studies (Brandt et al. (2006) ).
To see whether the qualitative measure of earnings contains information related to PEAD, I
further sort each quintile into bins based on Negative Fraction. The first bin is for articles that have no negative words (Negative Fraction = 0%), the second bin is for articles where 0-5% of words are negative These results suggest that the qualitative information embedded in the DJNS contains information in addition to SUE, and that, like SUE, this information is not immediately incorporated into prices. The concentration of Negative Fraction's predictability in high-SUE quintiles is also interesting. If negative words are being used about a firm with a low SUE, those negative words might simply be reiterating the content of the quantitative negative surprise. In other words, in low SUE bins the qualitative measure may simply mirror the quantitative measure. However, in high SUE bins, the presence of negative words makes it more likely the qualitative measure is adding new information (since a description of a positive earnings surprise is less likely to have negative words). Such an observation makes it tempting to examine the additional predictability of positive words in low SUE bins. However, as discussed in Section I.B, there is a noisiness inherent in positive words. The predictability of positive words in a regression framework is discussed in the Appendix. and Number of Analysts are all de-meaned in order to better interpret the coefficients on the main effects.
Specifically, the coefficients on the independent variables can be interpreted as the dependent variable's sensitivity to a unit change in the independent variable conditional on all other variables being set to their mean. Standard errors reported in Table 4 10 Using the standard deviation of analyst forecasts as an alternative measure of difference of opinion does not qualitatively change any of the results. I do not use this variable as a control because it reduces my sample size by about 15% (the standard deviation of analyst forecasts is not defined for firms followed by one analyst). 11 I cluster the standard errors in this way after investigating features of the panel data as suggested by Petersen (2008) . For example, in Panel 2 of 
B. Calendar-time Returns
Cumulative abnormal returns in a panel data setting do not have the interpretation of profits from a trading strategy, so I consider the profits from five trading strategies based on Negative Fraction, CAR[-
1,1] and SUE:
Strategy 1: Going long firms in the highest SUE quintile and short firms in the lowest SUE quintile.
Strategy 2: Going long firms with Negative Fraction = 0 and short firms with Negative Fraction > 5%. Positions are opened two days after the earnings announcement and held for 40 days in the top panel.
Positions are opened 42 days after the earnings announcement and held for 40 days in the bottom panel.
The daily return from each strategy is the equally weighted return of the securities that make up the position.
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The daily profits from each strategy are then regressed against the Fama-French three factors and a momentum factor. 13 The details from these regressions are reported in Table 5 . For all five strategies, the loading on the momentum factor is positive and significant. This is consistent with previous studies that suggest that the momentum factor explains some -but not all -of the profits from a PEAD strategy (Chan et al. (1996) , Chordia and Shivakumar (2006) Having established that the qualitative earnings news contains information in addition to SUE and CAR[-1,1], I next examine the timing of that additional information's incorporation into prices.
C. The Timing and Magnitude of the Predictability of Hard and Soft Earnings Information
As I argue in Section I.B using Petersen (2004) , soft information is costly to process relative to hard information. Because Negative Fraction is my proxy for the content of soft earnings news and SUE is my proxy for the content of hard earnings news, I interpret the differential predictability of Negative Fraction and SUE as the effect of costly information processing. If information is costly to process, then soft information should diffuse slowly into asset prices relative to hard information. While interpreting the differential predictability of hard and soft earnings news, the reader should keep in mind the relative measurement error of Negative Fraction and SUE. In the forthcoming regressions, measurement error will undoubtedly bias downward the estimated coefficient on Negative Fraction. This fact, however, will work against any results I find. My results will likely be understated to the extent that I find greater predictability of future returns from Negative Fraction relative to SUE.
My results are presented in Table 6 . In each regression, I include the same controls for log market capitalization, analyst coverage, idiosyncratic volatility, average past turnover, and industry as in The third panel of ahead, whereas a one standard deviation in SUE predicts a 13 (7, 3) bps increase in these returns.
Taken together, the results provide evidence that the return predictability from Negative Fraction is larger and occurs further away from the earnings announcement relative to SUE. I interpret this as evidence that Negative Fraction is more costly to process than SUE and that costly information diffuses more slowly into asset prices.
D. Sorts on Institutional Ownership
I have thus far argued that soft information is costly to process, and this underlying theme has been the driving force behind my results in the previous sections. Here I consider the predictability of soft information among firms with varying levels of institutional ownership. This analysis has two underlying assumptions: (1) that institutions are better processors than individuals, because they have more resources to process information; and (2) that equity-holders scrutinize the information of the stocks they hold. 14 If this is the case, we should expect to find less predictability from soft information among stocks held by institutions.
I perform a series of cross sectional regressions to test this hypothesis. Institutional data are from CDA/Spectrum Institutional Holdings data gathered from 13f forms filed with the SEC. Institutional holdings are defined as the total amount held by institutions who file 13f forms divided by total shares outstanding at the beginning of the calendar quarter of the earnings announcement.
My results are in An alternative interpretation of these results is that newswire reports are only available to institutions. Access to the DJNS is by paid subscription and is often retrieved via a terminal like Bloomberg or Thompson ONE. I view this as a distinction but not a difference. Costly information acquisition has two apparent key components: the cost of accessing data and the cost of processing those data into information about discounted future cash flows ("information processing"). It may be that the information cost that institutions bear comes from at least one of these components.
E. Sorts on R&D Expense and High-Tech Firms
In the previous section I sorted the cross section of firms by institutional ownership with the idea that institutions are better processors of information. Here I sort the cross section of firms by the complexity of the information environment with the idea that soft information will be more costly among firms with newer production technologies. I approach this in two ways. The results are in Tables 8 and 9 , and they suggest that soft information has greater predictability among firms with complex information environments. 
III. Categories of Soft Information
Thus far I have shown evidence that soft information predicts returns around subsequent earnings announcements. Not all soft information is the same, so here I consider what kind of soft information predicts returns. This analysis can sharpen our understanding of costly information processing, because it examines what kind of soft information is most difficult for the market to process.
At first glance, it might seem as if subject categorization techniques used in the prior literature Frank (2003, 2005) ) would be an appropriate approach. This approach would sort each article into predefined subjects. For example, consider the sentence: "Although sales remained steady, the firm continues to suffer from rising oil prices." Based on key words in the sentence, with categorization techniques I could know that the sentence is negative and it concerns sales and oil prices.
But this is not enough. In order to refine my analysis, I need to know that the negative sentiment is about oil prices. Identifying this relationship requires an understanding of the sentence structure, grammar and part of speech. Tools designed to do exactly that belong to a broad discipline that joins linguistics and computer science called Natural Language Processing (NLP).
For my analysis, I use the Stanford Parser to perform typed dependency parsing. 16 Typed dependency parsing refers to the decomposition of a sentence into a series of relationships between individual words from a set of grammatical relation types. For example, the sentence, "The sluggish economy created the decline," can be parsed into a series of word relations 17 :
Word Pair Relation (economy, the) "the" is a determiner which modifies "economy" (economy, sluggish) "sluggish" is an adjective which modifies "economy" (created, economy) "economy" is a nominal subject with argument "created"
(decline, the) "the" is a determiner which modifies "decline"
(created, decline) "decline" is the direct object of "created" For each category on each earnings announcement date, I divide the sum of grammatical relations among the set of negative words and words in the category by the total number of relations in the text.
For a sentence with N words, there will be N-1 grammatical relations generated by the parser. Using the 16 The Stanford Parser is available at http://nlp.stanford.edu/software/lex-parser.shtml 17 The output from the Stanford Parser codes these relations as: det(economy-3, the-1), amod(economy-3, sluggish-2), nsubj(created-4, economy-3), det(decline-6, the-5) and dobj(created-4, decline-6). The text before each abbreviation indicates the type of relation (e.g. "amod" stands for adjective modifier) and the numbers after the dashes indicate the position in the text. There are a total of 48 grammatical relations (see http://nlp.stanford.edu/pubs/LREC06_dependencies.pdf for the complete list) which the parser can assign. 18 Words I associate with positive fundamentals are: earnings, sales, results, revenue, profit and income; words I associate with negative fundamentals are: costs, expenses, spending, and charges; words I associate with future outlook are: guidance, outlook, plans and forecast; words I associate with environment are: demand, environment, conditions, economy, customers and competition; words I associate with operations are: business, operations, production, product, division and services. Other includes all words not in the other five categories. For each word in each category, I include all words whose word "stem" maps to the word. For example, along with the word "forecast", I include "forecasts", "forecasted", "forecasting", "forecaster" and "forecasters."
sentence above as an example, environment = (1/5), because one of the five relations in the text is between a negative word ("sluggish") and a word in the environment category ("economy"). 
A. Analyst Response to Soft Information
The above results suggest that there are certain important categories of soft information that are not incorporated into prices. To explore these results further, I consider how analysts respond to soft information. To do this, I consider the effect of soft information in quarter t on the median analyst forecast for quarter t + 1. Specifically, I let Change in Estimate at quarter t = (the median analyst estimate for quarter t + 1's earnings in the first I/B/E/S survey after quarter t's earnings announcement) -(median analyst estimate for quarter t + 1's earnings in the last I/B/E/S survey before quarter t's earnings announcement Table 11 that of the six earnings categories I identify, soft information about positive fundamentals and the future seem to be most important for predicting future returns. However, neither coefficient is statistically significant in Panel B, and environment is the only one of the identifiable categories that has bearing in this case. In other words, the two categories of soft information that seem to be most important for future returns appear less important to analysts. This suggests a possible channel by which this information fails to get into prices. However, the Other category predicts both the change in analyst forecasts as well as future returns so that there is some evidence that analysts do correctly incorporate yetto-be determined categories of soft information which are important for future returns. the Bubble, and that hard information has been a better predictor after the Bubble. However, I still find evidence that soft information diffuses more slowly into prices in each subperiod.
IV. Alternative Explanations
V. Conclusion
In this paper, I have provided evidence that soft earnings news predicts larger changes in future returns at longer horizons. I infer from this evidence that underreaction may be the product of frictions in information processing. I also find support for this inference in the cross-section of firms: predictability from soft earnings news is largest among technology firms and firms with low institutional ownership.
The empirical facts herein are also related to other issues. For example, there has been recent speculation in the press that hedge funds have become interested in using computational techniques like the ones herein to process textual data and to trade on the information gathered. 21 These results as well as the those found in Tetlock et al. (2007) suggest that such endeavors are promising. Hedge funds are sophisticated processors of soft information and an important part of a financial market that, to date, has failed to immediately incorporate such information. Second, I document a difference between soft information which is relevant for analysts and soft information which is relevant for future returns. The disconnect may be related to well-documented biases of sell-side analysts or the cost function of producing information. For example, it may be that analysts collect macro-related soft information (see Section III.A) because there are economies of scale in doing so. Disentangling these two could shed light on the mechanism by which information is incorporated into prices. Finally, my results suggest that in addition to exploring the asset pricing effects of heterogeneity in agent type (e.g., rational vs. irrational) when seeking to explain and correct market inefficiencies, we should also consider the effects of heterogeneity in information type (e.g., soft vs. hard). Much of the debate on the long-run status of market efficiency has focused on economic agents (DeLong et al. (1991) , Kogan et al. (2006) )-namely that irrational agents disappear through a natural selection process (e.g., they either learn or go broke) and that rational agents can spot inefficiencies and, by trading, rectify them. Future research which also explores the evolution of information type and its consequences for market efficiency seems promising.
Appendix Matching Factiva Company Codes to Permnos
Factiva uses a proprietary software called Intelligent Indexing in order to assign unique company codes to DJNS articles that represent the companies that are the subject of the articles. 
Positive Words
Although I follow the method in Tetlock (2007) and Tetlock et al. (2007) that uses the fraction of negative words in text, here I examine the additional predictability of positive words. The results in Table A .1 demonstrate that the fraction of positive words are positively related to the earnings announcement return but have less predictability for future returns relative to the fraction of negative words. This is consistent with the findings in Tetlock (2007) and Tetlock et al. (2007) . Table   A .2. demonstrate that the predictability of soft information is similar in both subsamples.
Subsamples
Model
Here I present a simple model to illustrate the potential effects of information processing costs.
The model is nearly identical to Hong and Stein (2007) which is a simplified version of Hong and Stein (1999) . The Hong and Stein model seems appropriate since it was designed to capture the idea that "each type of agent is only able to 'process' some subset of the available public information" (Hong and Stein (1999) ).
There are two periods and two assets in the economy-a risky asset in zero net supply which pays Given the assumptions of CARA utility, it is easy to show that, at time 1, α of the agents demand (A -P 1 ) / (2s 2 *θ) * while the other (1-α) of the agents demand (A + B -P 1 ) / (s 2 *θ) where P 1 is the price of the risky security at time 1. By market clearing and the assumption of zero net supply of the risky asset, P 1 = A + B*(2 -2α)/(2 -α). Since (2 -2α)/(2 -α) < 1 for all α > 0 the price at time 1 does not fully impound the information in B. Moreover, since P 0 = 0 and P 2 = A + B, it can be easily shown that there is price drift (i.e. E[P 2 -P 1 | P 1 -P 0 ] > 0 if 0 < α < 1).
In the model, B is the costly piece of information. Moreover, we can think of variation in information processing cost with respect to B as variation in α. If B is hard to process (1-α) will be small (few agents process B) and if B is easy to process then (1-α) will be large (many agents process B). This motivates several empirical predictions with respect to the information in B. First, the information in B will predict larger future returns when (1-α) is small. In other words, costly information predicts larger returns. Second, if agents have superior information processing skills then we would expect (1-α) to be large and the predictability of B to be small. Third, if the information environment is complex we would expect (1-α) to be small and the predictability of B to be large. These predictions motivate examination of the differential predictability of costly information in the time series and among the cross section of firms.
Brav, A., C. Geczy, and P.A. Gompers, 2000, Is the abnormal return following equity issuances Unexpected earnings is defined as the difference between actual earnings and the median analyst forecast in the last I/B/E/S update before the earnings announcement. Standardized Unexpected Earnings (SUE) is the unexpected earnings divided by last calendar quarter's standard deviation of unexpected earnings. Standard Deviation of Analysts Forecasts is the standard deviation of the analysts' forecasts in the last I/B/E/S update before the earnings announcement. Average Turnover is the average turnover over 100 days between trading day -2 and trading day -252 relative to the earnings announcement. Log Market Capitalization is the natural logarithm of market capitalization on the day before the earnings announcement. Negative fraction is the fraction of negative words (as designated by the Harvard IV-4 psychological dictionary) in the headline and lead paragraph of the Dow Jones News Service article(s) on the day of the earnings announcement. CAR[X,Y] is the sum of abnormal returns between event day X and Y inclusive of X and Y where an abnormal return is the difference between a firm's actual return and its B/M and Size matched portfolio return. Idiosyncratic Volatility is the standard deviation of abnormal returns in the 40 days before the earnings announcement. 
Table 3. Sorting on Hard and Soft Measures of Earnings Announcement Information
The table presents mean abnormal returns after sorting on measures of hard and soft earnings news. Unexpected earnings is defined as the difference between actual earnings and the median analyst forecast in the last I/B/E/S update before the earnings announcement. Standardized Unexpected Earnings (SUE) is the unexpected earnings divided by last calendar year's standard deviation of unexpected earnings. The cutoffs for SUE quintiles in the current year are determined by the distribution of SUE in the previous calendar year. Negative fraction is the fraction of negative words (as classified by the Harvard IV-4 psychological dictionary) in the headline and lead paragraph of the Dow Jones News Service article(s) on the day of the earnings announcement. CAR [X,Y] is the sum of abnormal returns between event day X and Y inclusive of X and Y where an abnormal return is the difference between a firm's actual return and its B/M and Size matched portfolio return. *,**,*** represents statistical significance at the 10%, 5% and 1% levels for the nonparametric sign test (for one sample) and the non-parametric Wilcoxon sum rank test (for two samples). -0.0112*** -0.0390*** Tables 1 and 2 . SUE, CAR[-1,1], Log Market Cap, Average Past Turnover, Idiosyncratic Volatility and Number of Analysts are all de-meaned. "Δ in Dep Variable" reports the change in the dependent variable associated with a one-standard deviation change in the independent variable. Standard errors are robust and clustered by earnings announcement day in (1) and calendar quarter in (2). *,**,*** represents statistical significance at the 10%, 5% and 1% levels.
SUE QUINTILE
(1) Table 5 .
Profits from a Trading Strategy based on Hard and Soft Measures of Earnings News
The table presents the results from regressing the profits to five different trading strategies against standard risk factors. Standardized Unexpected Earnings (SUE) is the unexpected earnings divided by last calendar quarter's standard deviation of unexpected earnings. Negative fraction is the fraction of negative words (as designated by the Harvard IV-4 psychological dictionary) in the headline and lead paragraph of the Dow Jones News Service article(s) on the day of the earnings announcement. CAR [X,Y] is the sum of abnormal returns between event day X and Y inclusive of X and Y where an abnormal return is the difference between a firm's actual return and its B/M and Size matched portfolio return. The dependent variable is the daily return to a trading strategy. The daily return from each strategy is the equally weighted return of the securities that make up the position. The independent variables are the daily returns to the Fama-French three factors and the momentum factor taken from Ken French's website. The daily profits from each strategy are then regressed against the Fama-French three factors and a momentum factor. *,**,*** represents statistical significance at the 10%, 5% and 1% levels. (1) and (2) and by earnings announcement date in (3), (4), (5) and (6). *,**,*** represents statistical significance at the 10%, 5% and 1% levels.
(1) (2) (3) (4) (5) The table presents the results of two regressions which examine analysts response to different categories of soft information. The dependent variable is the median analyst estimate for quarter-ahead earnings in the first I/B/E/S survey after the current quarter's earnings announcement minus the median analyst estimate for quarter-ahead earnings in the last I/B/E/S survey before the current quarter's earnings announcement. The first six independent variables in the regression are the fraction of typed dependency pairs between negative words and various categories in the headline and lead paragraph of the Dow Jones News Service article(s) on the day of the earnings announcement (see the text for details). Industry controls are dummy variables for the 49 Fama-French industries. Other Controls are Average Turnover , Log Market Capitalization, Idiosyncratic Volatility, Number of Analysts, SUE*Average Turnover, SUE*Log Market Capitalization, SUE* Number of Analysts , SUE* Idiosyncratic Volatility . See Tables 1 and 2 for variable definitions. "Δ in Dep Variable" reports the change in the dependent variable associated with a onestandard deviation change in the independent variable. Standard errors are robust and clustered by earnings announcement date in both panels. *,**,*** represents statistical significance at the 10%, 5% and 1% levels. (2) and (3) and by earnings announcement date in (1) and (4). *,**,*** represents statistical significance at the 10%, 5% and 1% levels.
(1) (2) (3) 
Figure 2. Hard and Soft Earnings News in Event Time
The top line plots the difference in average CAR between SUE quintile 5 and SUE quintile 1 in event time where the event time is labeled on the x axis. The bottom line plots the difference in average CAR between the low and high bins for Negative Fraction. Unexpected earnings is defined as the difference between actual earnings and the median analyst forecast in the last I/B/E/S survey before the earnings announcement. Standardized Unexpected Earnings (SUE) is the unexpected earnings divided by last calendar quarter's standard deviation of unexpected earnings. Negative fraction is the fraction of negative words (as designated by the Harvard IV-4 psychological dictionary) in the headline and lead paragraph of the Dow Jones News Service article(s) on the day of the earnings announcement. 
