














In  this  paper  we  present  a  statistical  method  for  inferring  historical  social  networks  from
biographical  documents  as  well  as  the  scholarly  aims  for  doing  so.  Existing  scholarship  on
historical  social  networks  is  scattered across  an unmanageable  number  of  disparate  books  and
articles.  A  researcher  interested  in  how  persons  were  connected  to  one  another  in  our  field  of
study,  early  modern  Britain  (c.  1500­1700),  has  no  global,  unified  resource  to  which  to  turn.
Manually  building  such  a  network  is  infeasible,  since  it  would  need  to  represent  thousands  of
nodes  and  tens  of  millions  of  potential  edges  just  to  include  the  relations  among  the  most
prominent  persons  of  the  period.  Our  Six  Degrees  of  Francis  Bacon  project  takes  up  recent
statistical techniques and digital tools to reconstruct and visualize the early modern social network.
We  describe  in  this  paper  the  natural  language  processing  tools  and  statistical  graph  learning
techniques that we used to extract names and infer relations from the Oxford Dictionary of National







Historians and critics have  long studied  the ways  that early modern writers and  thinkers associated with each other and
participated in various kinds of formal and informal groups. Although their findings have been published in countless books
and articles,  there  is  currently  no way  to obtain a unified  view of  the early modern  social  network. A  scholar must  start
largely  from scratch  if  she seeks  to  understand  complex  relations between multiple  people,  identify  potentially  important
relationships  that have yet  to be explored, understand  the extent of communities of  interaction, or visualize  the scholarly




related.  Yet  practical  challenges  abound.  The  population  of  Britain  rose  to  over  5.5  million  people  by  the  end  of  the
seventeenth century, and little documentary evidence survives on much of that population. Attempting to reconstruct the full
network would be unrealistic. Even  if we  limited ourselves  to  people  alive  in  1700 and  successfully  gathered 5.5 million
names, the number of potential relationships in that set exceeds 15 billion. Social relations are exceedingly complex, even
in societies considerably smaller than our own. There are thus excellent reasons to proceed more conservatively–focusing











Taking  a  different  approach,  we  identified  biographical  data  as  the  most  productive  starting  point  for  our  network
reconstruction,  which  we  have  named Six  Degrees  of  Francis  Bacon  (SDFB),  after  the  early  modern  figure  whose  life
spanned the sixteenth and seventeenth centuries and whose career spanned the domains of politics, science, and letters.
We  chose  biographies  because  they  are  a  well­established  and  highly  standardized  product  of  modern  historical
scholarship. Moreover, a central collection of such data was already available to us digitally through the Oxford Dictionary of
National  Biography  (ODNB),  which  comprises  the  biographies  of  people  deemed  by  its  editors  as  significant  to  British
history. Jerome McGann has argued that "the whole of our cultural  inheritance has to be recurated and reedited in digital
forms and  institutional structures"  [McGann 2014, 1]. Most often,  in his account,  this  involves  transference of  text  "from
bibliographical  to digital machines." SDFB  tackles a  related but more difficult problem:  the  transformation of biographical
text, which  focuses on a single person but contains  rich  information about social  relations,  into a global  (non­egocentric)
network  graph,  which  requires  extracting  information  about  nodes  (persons)  and  edges  (relations)  while  ignoring  or
discarding other kinds of biographical information.
From the ODNB biographies of persons who lived between 1500­1700 we created an initial dataset of 13,309 actor nodes.
Each actor node could potentially be connected  to any of  the other  nodes,  leading  to over  88 million potential  edges  to
explore. Even within this initial dataset, already limited for manageability,  it was not feasible to verify each potential edge.
One  approach might  have  been  to  curate  these  relationships  in  an  ad­hoc  order,  as  a  scholar  became  interested  in  a
particular relationship or as relationships were explicitly documented in a scholarly source. We would then have collected as
many  relationships  as  the  time  and  labor  of  scholars  allowed,  but  we  would  have  had  little  to  say  about  the  relative







one, we discuss  the process of  identifying a collection of  textual documents  to use as  input,  considering both direct and
indirect evidence of historical  relationships.  In section  two, we explain how we used Named­Entity Recognition  (NER)  to









have also developed a practical mechanism by which expert  feedback can  improve  the network as well as  the statistical





most useful  for network  inference. Numerous  types of primary and secondary sources can provide evidence of historical
relationships.  Some  of  these  sources  provide  direct  evidence  of  a  link  between  two  actors  –  for  example,  society


















1700)  in Britain, a period well  covered by  the ODNB. Both Carnegie Mellon University  and Georgetown University  have
subscriptions  to  the ODNB, providing us with  legal access  to  the "many possibilities opened up by  the online version  for
accessing and organising the hoard of information"  [Collini 2005]. The ODNB’s dense­in­data documents fit  the criteria of








person’s  life, specifically an  individual deemed by nineteenth­,  twentieth­, or  twenty­first­century editors  to have  "in some
way influenced [British] national life"  [Collini 2005]. As a collection, therefore, the ODNB holds significant information about



















These  NER  tools  use  probabilistic methods  to  identify  names  and  to  classify  those  names  according  to  types  such  as
person, location, or organization. For example, the following sentence – "The occasion of ‘Lycidas’ was the death of Edward
King, a fellow of Christ's College who had drowned off the coast of Anglesey on 10 August 1637" – might be processed as
"The  occasion  of  ‘[PERSON]Lycidas[/PERSON]’  was  the  death  of  [PERSON]Edward  King[/PERSON],  a  fellow  of







































We  then  implemented  two  additional  procedures  to  improve  recall  and  precision.  First,  to  improve  recall,  we  ran  the
documents through NER twice: once to create the initial tags and a second time using the initial tags as a dictionary, which
enabled us to search for missed instances of phrases that were tagged during the first pass through the documents. This











chosen documents  led to a similar 95.3% recall  rate but a slightly  lower 54.0% precision rate. As our priority was a  high
recall rate, this was deemed acceptable. A later examination of a random 200­entity sample indicated the overall dataset’s
precision rates were approximately 59% with +/­ 7% margin of error.
From  these  results,  we  created  a  large  table  of  documents  and  named  entities.  For  each  document,  we  tabulated  the
named  entities  and  their  number  of  mentions,  which  led  to  494,536  different  named  entities  occurring  throughout  the
collection  of  58,625  documents. We  then  reduced  the  number  of  named  entities  in  two ways.  First,  we  ignored  named
entities that did not occur in an ODNB biography within the period of interest (1500­1700). This made network inference less
costly computationally. So too with our second step, in which we omitted names that occurred in fewer than five documents.
Since correlations are very difficult  to determine with sparse data,  inferring  relations among  low count documents  would
have  increased  the  number  of  false  positives. While  the  five mention  threshold  did  unfortunately  mean  that  we  had  to
eliminate many less prominent individuals, or those referred to by different names across the ODNB, the tradeoff was that it
helped us achieve better precision at less computational cost. A final stage required further human curation – specifically,































method we used  to  infer  the  conditional  independence  structure  of  the  document­count matrix  is  the  Poisson Graphical
Lasso,  a penalized  regression method proposed by Allen and Liu. This method  is  a generalization  of Meinshausen  and
Bühlmann’s computationally faster approximation to the graphical  lasso [Friedman et al. 2008];  it defines the relationships
between  nodes  by  a  conditional  Poisson  distribution,  instead  of  a  multivariate  normal  distribution,  which  allows  the
penalized  regression  to be modified by an  individual node’s count data  [Allen and Liu 2012]. This method  allowed  us  to
create  a  symmetric p×p  correlation matrix  θ,̂  where  two  nodes  j  and  k  are  conditionally  independent  if  and  only  if  the
coefficient θĵk = θk̂j is zero.
In some applications of graphical models to infer network structure, all non­zero coefficients are of interest. For example, in
gene networks,  the expression  levels of  two  connected genes may be negatively  (conditionally)  correlated.  In our social
network, however, we are primarily concerned with positive coefficients, as a relationship between two people should lead












data and methods provide more  information about some edges  than others, however, we wanted  to be able  to attach a
confidence estimate to potential edges instead of simply obtaining a yes or no estimate.
Confidence estimates were also better suited  to  the grey areas of humanistic  research often  requiring  interpretation and
even guesswork. In order to create this confidence estimate, we fit the Poisson Graphical Lasso on random subsets of our
data 100 times and added the resulting adjacency matrices into a final matrix that we called our confidence matrix, C. This
calculation  gave  us  a  "confidence  level"  for  the  likelihood  of  a  relationship’s  existence  that  ranged  between  0  –  never
inferred – and 100 – always inferred.
Throughout  this  process,  we  experimented  with  tuning  parameters  and  found  that  our  final  estimates  did  not  vary
significantly for all reasonable tuning parameters, where reasonable is defined as a low enough penalty such that edges are
actually added, but high enough penalty that the algorithm converges rapidly. We also conducted penalty parameter training
–  using  expert  knowledge  to manually  confirm  the  existence  of  some  relationships  –  but  found  this  produced  only  very
localized  changes and had  little  impact  on  the overall  network  structure.  The  only  significant manual  intervention  in  this
basic method thus came from our name disambiguation procedures, as we had nearly one thousand non­unique names in














Our  first validation step was motivated by  the  fact  that  the Poisson Graphical Lasso counts names but  ignores semantic
context. As a way to test the validity of this approach, we wanted to compare the connectivity of actors who are mentioned
in similar contexts  to  the connectivity of  those mentioned  in different contexts, since actors who share contexts are more





















topic  models  were  generated  with  five,  ten,  and  twenty  topics,  respectively,  to  ensure  the  number  of  topics  did  not
significantly alter our results. The topics were generated automatically and each text – and the person it represents – was
assigned to the topic with the highest probability match. The top representative terms in our ten­topic model can be seen in
Figure  3.  The  clustering  of  historical  subjects  and  people  in  our  topics  is  encouraging,  as  many  of  the  topics  clearly



































































We then analyzed  the  frequency of our estimated  relationships between people who do and do not share  topics. For all
three  topic  models,  estimated  relationships  between  people  who  shared  a  topic  are  more  frequent  than  between­topic





































algorithm for the order of  ranks.  Instead, we attempted  to determine which method obtained more correct  relationships –







they  were  chosen  to  represent  a  variety  of  conditions  within  our  dataset,  including  gender,  number  of  estimated
relationships,  deduplicated  names,  and  appearance  within  individual  vs.  shared  ODNB  biographies.  Some  of  these
conditions are relatively rare within the dataset on the whole. For each person, we checked their  inferred edges from 40­
100% confidence – qualitatively  tagged as our  "possible"  to  "certain"  confidence  interval  –  against  a  list  of  associations
manually compiled  from  the ODNB documents by  reading  through each person’s biographical  entry and other entries  in
which their name appears.
Together,  these twelve people had twenty­eight relationships  in our  likely­to­certain  (60­100) confidence  interval, of which
three were incorrect, leading to an 89.29% precision rate (see Figure 5). Expanding our confidence interval to also include
possible relationships (40­100) – in other words, sacrificing precision to increase recall – gave us one hundred and seven
relationships  of which  twenty­seven were  incorrect,  leading  to  a  still­respectable  74.77%  precision  rate.  The majority  of
these  false  positives  were  caused  by  specific  conditions  within  our  data:  group  biographies,  duplicate  names,  and  an
abnormally  high  percentage  of  co­mentions  within  related  biographies.  Removing  the  four  people  who  satisfied  these
specific conditions  from our  sample  left  us with  fifty  relationships and a 86.00% precision  rate  in our 40­100 confidence
interval, which suggests that many of the errors in our dataset are associated with people who fulfill these conditions, which
impaired our algorithm’s ability to correctly capture their relationships via co­mentions. Because our validation sample had























5 80.00% 1.98% 3.96%
60­100
(likely)
28 89.29% 8.42% 16.83%
40­100
(possible)
107 74.77% 25.74% 51.49%
10­100 
(unlikely)
283 ≥28.27%[4] 33.66% 67.33%
Table 4. Precision and Recall for a Subset of the Inferred Network
Calculating a global recall – the fraction of desired results obtained from the ODNB as a whole – on our dataset would have
required  us  to  identify  connections  across  the  entire  biographical  corpus  of  the  ODNB,  a  prohibitively  labor­intensive
process when done manually. We therefore calculated two partial measures of recall  instead. The first measure is article­
level recall – that is, a measure of the ability of our network to capture the same relationships as a human reading a specific
biographical  article.  By  this  measure,  our  recall  numbers  were  low,  with  our  40­100  confidence  interval  including  only
25.74% of the relationships mentioned in the article. Low article recall can be attributed, at least in part, to two factors: first,




for  the subset of people mentioned  in a specific biographical article who were also  included  in our overall  network.  This
adjustment – excluding people who did not pass  the  five­mentions  threshold or were not  captured by NER –  leads  to a
significantly higher recall numbers, at 51.49%, again for the 40­100 confidence interval. Further expansion of the confidence
interval to 10­100 increases the SDFB recall rate to 67.33%, showing that within the subset of names captured by NER and
included  in our node dataset,  high  recall  rates can be achieved at  the  lowest  confidence  intervals.  Though  higher  recall
rates would  of  course  be desirable  in  theory, we  deemed  it  preferable  to  have  a  relatively  accurate  but  sparse  network





wide  range  of  humanist  scholars.  This  network  can  also  be  examined,  validated,  refined,  and  expanded  by  scholars,
students, and other end­users through a dynamic wiki front­end with sophisticated network visualization tools. We consider
such an approach complementary to several successful approaches that focus on smaller subsets of society [Long and So




need to see massive  investments  in historical analysis, palaeography,  languages, and other humanistic  research skills  in
order to investigate anything close to the number of relationships inferred using our model. Since little in the current funding
climate  suggests  that  such  investments  are  immediately  forthcoming,  the  promises  of  historical  network  analysis  would












such  approaches  will  always  benefit  from  the  depth  and  precision  afforded  by  more  traditional  archival  analyses,  non­
commercial  repositories  like  the  HathiTrust  Research  Center  and  commercial  ones  (such  as  Google  Books)  represent
exciting corpora for large scale reconstruction of historical social networks. Treating the high­quality historical scholarship as






compare  and  contextualize  findings  from  smaller  groups.  For  those working  at  larger  scales  and with  higher  cumulative
levels of uncertainty and error, small networks can function as ground truths against which to test inferences and from which
partners may improve network models.
Our approach  isn’t  just a new method.  It yields substantive  insights as well. Applying quantitative network measures  like
network degree has allowed us to identify interesting figures, such as those who have relatively high degrees but who don’t
have  ODNB  entries  of  their  own.  An  analysis  of  high­degree  nodes  without  ODNB  entries  shows  an  intriguingly  high
representation  of  schoolmasters  and  publishers.  Individuals  like  Thomas  Smelt,  an  ardent  royalist  who  taught  at  the




Scholars  can  learn  much  about  international  dimensions  by  attending  to  the  frequency  of  non­native  names  appearing
frequently in the ODNB. Our five­mention threshold also helps us see gender differences in a revealing light. The cultural
practice  of  changing  one’s  surname  at  marriage  means  that  women  face  particular  obstacles  meeting  our  artificially­
imposed  five­mention  threshold.  In  several  cases,  men  appear  in  the  dataset  simply  because  they  are  mentioned  in
association with important women – wives, sisters, or mothers who for various reasons may not themselves appear in the
dataset.  The woman  referred  to  in  the ODNB  as  "Audrey,  widow  of  Sir  Francis  Anderson  and  eldest  daughter  of  John
Boteler, Baron Boteler  of Brantfield"  does not  appear  in  the dataset whereas  John Boteler does  [Seccombe  and  Kelsey
2014]. Similarly, men like Thomas Bellenden and Richard Stubbe aren’t known as historically significant, but they appear in
the  dataset  because  their  names  remain  consistent whereas  their wives  and  sisters  appear  by  several  names.  In  other
cases, it isn’t a personal ODNB entry that ensures a name gets included but a legal case or a much­cited will [Otis 2014b].
Our analysis has also illustrated how inferred networks differ based on ways of talking about people. James VI of Scotland
and James  I  of England name  the same person,  yet each name  is associated with  substantially distinct social networks
[Otis 2014a].
Ultimately,  our work with  the ODNB has  shown  that  processing  an entire  corpus  of  documents  and  running  a  statistical
procedure is computationally feasible with the resources generally available to university scholars. We have also shown that
it  is  possible  to  implement  a  statistical  approach  that  infers  a  validated  social  network. While  not  all  highest­confidence
edges are among the strongest identified by experts – and some expert­identified relationships are not near the top edges




estimate accurately reflects the current state of scholarship (as represented by  the ODNB) or  is  instead an artifact of  the
bespoke  model  we  developed.  Nor  are  relationships  in  the  resulting  dataset  "typed"  –  friends  and  enemies  remain
functionally identical  in our results,  though  the difference of course matters decisively  in  real  life. Proof or other evidence
about  a  given  relationship  will  initially  appear  elusive:  the  process  yields  few  clues  about  where  to  start  researching  a
relationship  –  though  our  crowd­sourcing  website  does  at  least  provide  users  links  to  ODNB  and  JSTOR  articles  that
mention  both  people  in  a  relationship.  And  humanists must  be  involved  at  every  stage  for  validation,  interpretation,  de­







We  are  the  first  to  acknowledge  that  our  network  inference  procedure  comes  freighted with  assumptions  and  technical
limitations that may pose obstacles to its transferability to other social networks generated from other data sources. Inferring













short  biographical  entries,  but  we  could  with minor  changes  have  used  contemporary  book  prefaces,  modern  scholarly
articles, blogs, or other kinds of texts. All that is needed is machine­readable text in which the co­occurrence of names is a
reasonable indicator of connections between persons. Future work on our specific project may thus involve expanding the
collection of documents used  in our network. Target documents currently  include the publishing data  in  the English Short
Title Catalog and the prefatory material  in Early English Books Online. We would also aim to  incorporate datasets whose
strengths  would  mitigate  the  data’s  current  weaknesses,  such  as  collections  of  letters  written  by  women  or  urban
apprenticeship rolls.
We have also begun to expand our network  through the data provided by  individual scholars via our website  interface at
www.sixdegreesoffrancisbacon.com. To encourage mass integration of other datasets, we have  incorporated features  into
our website  to allow the tagging of nodes and  the visualization of sub­networks by  those  tags. However, we also have a
particular  interest  in  scholars  adding  citations  to  confirm  our  statistically  predicted  relationships,  as  well  enriching  those
relationships  by  providing  information  about  their  type  and  timespan.  Our  ultimate  goal  is  to  create  a  versatile  and
extensible network that people interested in all aspects of early modern Britain – including the scholarship on early modern





statistical graph  learning  techniques. Here we have a graph G=(V,E), where V  is  the set of p  nodes and E  is  the set of
pairwise edges. We relate  the graph  to a  random vector Y=(Y1,  ...  , Yp)  by  requiring  that  for each non­edge  (j,k)∉E,  the



















For  count  data  like  ours  the  normality  assumption may  be  inappropriate  and  a modification  of  the  above methods was












Here  ϱ  is  a matrix  of  penalty  parameters  and ⋆  denotes  component­wise multiplication.  An  edge  is  determined  to  exist










them  or  have  deemed  them  historically  significant.  Allen  and  Liu  note  that  it  is  important  to  normalize  the  data  to  be
approximately independent and identically distributed Poisson random variables, since their model is sensitive to deviations







































Our  confidence  estimates  for  a  specific  value  of  ϱ  correspond  to  a  single  point  on  the  stability  paths  mentioned  in
Meinshausen and Bühlmann  [Meinshausen and Bühlmann 2010].  They  note  that  the  choice  of  range  of  ϱ  to  use when
computing the "stable variables" – or in this case, edges – does not matter significantly. In our experiments with values of ϱ
ranging from 0.001 (many edges) to 100 (no edges), we also find the confidence estimates tend to not vary too much for


















Different  people  sometimes  have  the  same  names,  and  disambiguating  them  is  difficult.  When  name  duplication  only
happens rarely, it may be feasible to disambiguate manually. However, there are no less than twelve John Smith’s and ten
Archibald Campbell’s in our node set; overall nearly a thousand names refer to multiple people. Furthermore, many of the
people  with  these  names  overlap  in  lifespans,  including  a  large  number  of  parents  who  gave  their  own  names  to  their
children.




a  birth  or  a  death  date  is  known,  we  allow  for  up  to  a  110­year  lifespan,  erring  on  the  side  of  inclusivity  rather  than
exclusivity.

















We could do this by allowing the penalty matrix, ϱ,  to vary  for different  relationships.  If our experts confirm a relationship
between actors j and k, we set ϱjk=ϱkj=0, which usually ensures that θĵk, θk̂j ≠ 0. Similarly, for a confirmed non­relationship –
that  two  figures are not connected – we would set ϱjk=ϱkj=∞, ensuring θĵk, θk̂j = 0. As more experts  label more potential
relationships,  we  could  continue  to  refine  our  model  iteratively.  By  helping  us  to  tune  the  penalty  parameter,  the
contributions of (say) a hundred experts could help us to assess millions of relations more accurately.
Network Code
Further  information  on  how  we  generated  our  network  can  be  found,  along  with  our  R  code,  at:
https://github.com/sdfb/sdfb_network[5]
Notes
[1]Our R code for both the pre­processing and statistical analysis of our dataset is at
https://github.com/sdfb/sdfb_network/tree/master/code/ODNB.
[2] Our R code for the topic modeling is at https://github.com/sdfb/sdfb_network/tree/master/code/topic_models
[3]For several of the known limitations of topic models in digital humanities, see [Meeks and Weingart 2012].
[4]We judged validating the additional 176 inferred relationships in the 10­39 confidence interval to be too labor­intensive,
with little added benefit, to be worth calculating. Given the number of already­validated relationships in the 40­100
confidence interval, we calculated the lowest possible precision rate in our 10­100 confidence interval to be 28.27%. It is
very likely higher.
[5]Research for this article was supported by a grant from the Council for Library and Information Resources Award
(Con_505), by Google Faculty Awards 2012_R1_189 and 2013_R1_26, and by a Falk Fellowship from Carnegie Mellon
University’s Dietrich College of Humanities and Social Sciences.
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