Abstract-Data-driven approaches have gained increasing interests in the fault detection of wind turbines (WTs) due to the difficulty in system modeling and the availability of sensor data. However, the nonlinearity of WTs, uncertainty of disturbances and measurement noise, and temporal dependence in time-series data still pose grand challenges to effective fault detection. To this end, this paper proposes a new fault detector based on a recently developed unsupervised learning method, denoising autoencoder (DAE), which offers the learning of robust nonlinear representations from data against noise and input fluctuation. A DAE is used to build a robust multivariate reconstruction model on raw time-series data from multiple sensors, and then, the reconstruction error of the DAE trained with normal data is analyzed for fault detection. In addition, we apply the sliding-window technique to consider temporal information inherent in time-series data by including the current and past information within a small time window. A key advantage of the proposed approach is the ability to capture the nonlinear correlations among multiple sensor variables and the temporal dependence of each sensor variable simultaneously, which significantly enhanced the fault detection performance. Simulated data from a generic WT benchmark and field supervisory control and data acquisition data from a real wind farm are used to evaluate the proposed approach. The results of two case studies demonstrate the effectiveness and advantages of our proposed approach.
I. INTRODUCTION

W
IND TURBINES (WTs) are complex aeroelectromechanical energy systems, which consist of hundreds of components and subsystems, including rotor hub, blades, gearbox, generator, power electronics, etc. [1] . They are exposed to variable weather conditions and harsh environments, and therefore, are prone to various faults/failures of sensors, actuators, and components. The unexpected failures and unscheduled maintenance result in high maintenance and operation (O&M) costs, which are more significant for offshore WTs due to their inaccessibility and harsher operating environments [2] . In order to reduce O&M costs and improve the availability of WTs, it is highly desirable to develop fault detection systems to provide early warnings of imminent faults, thus helping avoid secondary damages and catastrophic accidents as well as enabling better maintenance planning and logistics.
Numerous studies of WT fault detection and diagnosis have been reported in the literature [3] - [7] , which could be categorized as model-based approaches and data-driven approaches. Model-based approaches mainly rely on an accurate mathematical model of the WT and its subsystems, including pitch system, drivetrain, and generator, etc., and typically include observerbased techniques [4] , [8] , Kalman filter and estimators [9] , [10] , and parity equations [11] . However, in practice, model-based approaches often fail to work due to the difficulty in modeling multiple coupling in system parameters and unexpected disturbances, which are common especially in large utility-scale WTs. In contrast, data-driven approaches do not require physical or accurate mathematical models but directly use the measured sensor data to infer the fault detection system. A distinct feature of data-driven approaches is that no prior information about the system is necessary, which is more suitable for such complex WT systems with highly nonlinear dynamics and uncertainty. On the other hand, most modern WTs have installed standard supervisory control and data acquisition (SCADA) systems to collect operational data and status data. Typically, these data include meteorological conditions (e.g., wind speed and wind direction), component temperatures, pressures, and electrical measurements, which contain rich information concerning the health of the WT and its key components [12] . The analysis of SCADA data has been considered as a cost-effective way to monitor several critical components of a WT. The large volume of available data also provide more chance and largely facilitate the development and deployment of data-driven approaches. In recent years, a great number of approaches using SCADA data for performance monitoring and early fault detection of WTs have been developed in the literature. These approaches mainly involve machine learning and data mining algorithms. On the one hand, for the WT performance monitoring, the power curve has been modeled using different methods including empirical copulas [13] , Gaussian process [14] , k-nearest-neighbor [15] , Gaussian mixture model [16] , kernel methods [17] , etc. The key idea is to identify power performance degradation by detecting deviations from the expected behavior. On the other hand, neural networks [18] , [19] , nonlinear state estimation technique [20] , support vector machine [21] , adaptive neuro-fuzzy interference systems [22] , and identified fuzzy model [23] have been used for modeling normal behavior of a WT. These methods focus on predicting a certain output variable (e.g., gearbox bearing temperature, gearbox cooling oil temperature, or generator temperature) given one or more input variables, and then, the predicted error between the estimated values and the actual measured values is used to identify the presence of potential faults in the WT system or components. However, multivariate correlations in sensor data are not well studied.
Normally, sensory data measured from WTs are multivariate in nature and highly correlated due to the interaction and dependence between different subsystems in a WT [24] , which is similar to many other industrial processes or systems like semiconductor process, gas turbines, electric vehicles [25] - [27] , etc. Indeed, the health of a component or subsystem of a WT is related to multiple sensor variables. Usually, when a fault occurs in a certain component, multiple sensor signals may change simultaneously, and also correlations of multivariate data might be affected. Therefore, it is better to monitor the relations in multiple variables to detect and identify faults well. This paper focuses on the multivariate correlations modeling and the reconstruction error-based fault detection approach. Recently, traditional multivariate process monitoring approaches like principal component analysis (PCA) have been used to detect sensor and gearbox faults in WTs [28] . However, PCA is based on the assumption of linear process behavior that may not be suitable for WT systems. To overcome its shortcomings, the autoencoder neural network [29] and the newly developed deep autoencoder model [30] have been applied to WT monitoring and fault detection, and yield better performance.
However, some challenges in fault detection of WTs still remain. One major challenge lies in their nonlinearity, unknown disturbances as well as significant measurement noise [5] . Practically, WTs are driven stochastically by the wind and subject to various disturbances, leading to more noise and variations of data, and increasing the difficulty to discover abnormal pattern from noisy multivariate data. In this case, the existing traditional PCA-based and autoencoder (AE)-based approaches will lead to biased monitoring results due to their sensitivity to the disturbances. Another challenge is the temporal dependence in multivariate time-series data, which is often ignored by many static monitoring approaches assuming that the current sampling data are statistically independent of the previous observation [31] . In the field of industrial process monitoring, to address the aforementioned similar issue, one common strategy is to incorporate previous information into current observation vector to account for the serial correlation of the data, as in dynamic PCA (DPCA) [32] , dynamic partial least square [33] , and other similar approaches. This strategy is also adopted in our approach to incorporate temporal information in sensor data of WTs.
In this paper, we first developed a fault detector based on a recently emerged algorithm, denoising autoencoder (DAE) [34] , to address the first aforementioned challenge. Recent studies in deep learning have shown that a DAE can learn more robust representation from corrupted data, have improved generalization capability, and produce the state-of-the-art performance on many challenging feature learning tasks, such as image classification [35] , object tracking [36] , saliency detection [37] , etc. Motivated by the successful applications and the excellent properties of the DAE, we adopted DAE to deal with complex multivariate noisy data from WTs. Our goal is to provide a robust signal reconstruction in the case of small perturbations or disturbances presented in the sensor data while capturing nonlinear correlations embedded in multivariate data. Meanwhile, in order to incorporate temporal information, we adopted the sliding-window technique to include the current and previous information within a small time window. Thus, a sliding-window DAE approach named SW-DAE for WT fault detection is proposed in this paper. The main contributions of this paper are summarized as follows.
1) We introduce the DAE algorithm to capture nonlinear correlations in multivariate sensor data with noise and unknown disturbance in a more robust way and while providing a robust signal reconstruction. To our best knowledge, it is the first time to leverage a DAE for fault detection applications of WTs. 2) Temporal dependence inherent in time-series data is considered by applying the sliding-window technique. Thus, the DAE model built on the new data containing current and previous information can capture nonlinear correlations among multiple variables and temporal dependencies at each variable simultaneously, which greatly improves fault detection performance. 3) Both simulated benchmark data and field SCADA data are used to evaluate our proposed approach, and a comparative study with traditional approaches has been conducted. Specifically, we investigate the effects of several crucial parameters on detection performance using simulated data in detail. The rest of this paper is organized as follows. Section II presents the proposed SW-DAE approach for reference model learning, and the fault detection scheme is described in Section III. Performance evaluation is carried out on simulated benchmark model and real SCADA data in Sections IV and V, respectively. Finally, conclusions are drawn in Section VI.
II. REFERENCE MODEL LEARNING
During the operation of WTs, a huge volume of data are collected and archived by SCADA systems. However, most data are from normal operation conditions of WTs, while faulty data are usually rare and sometimes cannot be obtained. In this paper, we focus on building a normal reference model using normal data, based on which the testing data are then evaluated to detect and identify faults. Therefore, in this section, we propose an SW-DAE approach to learn such a model from multivariate sensor data using only normal data. This approach aims to discover hidden latent structure in noisy data and robustly reconstruct the original data. An advantage of the proposed approach is to capture nonlinear correlations among multivariate variables and temporal dependencies at each variable simultaneously, which enables improved fault detection ability. In what follows, we first briefly describe the DAE algorithm, and then, present our approach.
A. DAE
A basic autoencoder (AE) is a fully connected three-layer feedforward neural network with one hidden layer. Typically, the AE has the same number of neurons in the input layer and the output layer and reproduces its inputs at its output layer. Therefore, AE is trained in an unsupervised manner without any label information, which is suitable for learning the health reference model considered in this study. Similar to PCA, the AE aims to encode the input data to an intermediate representation that preserves most information of the input data so as to reconstruct it. In our study, to deal with complex noisy multivariate data and capture the hidden nonlinear correlations more robustly, we consider a newly developed algorithm in the deep learning community, the DAE [34] , which has been extensively used for unsupervised representation learning and as pretraining building blocks in deep neural networks. The key idea of the DAE is to reconstruct the original input from a corrupted one [34] . By doing so, it can prevent the AE from simply learning an identity mapping between the input and the reconstructed output, capture more informative hidden patterns, and obtain robust and powerful representation from raw noisy data. Two common choices of corruption are the additive Gaussian noise and the zero-masking noise. In our study, the latter is adopted, in which some elements of each sample are set to zero randomly at a corruption rate υ. This can be viewed as the absence of sensor measurements (due to the communication error or sensor malfunction) in practice.
Specifically, like the basic AE, a DAE is composed of two parts: the encoder and the decoder. Given an input x, the encoder typically transforms its corrupted input datax instead of original input data x to a hidden representation h using a nonlinear mapping
where f (·) is a nonlinear activation function, such as the sigmoid function. W 1 ∈ R d×m is the weight matrix and b ∈ R d is the bias vector to be optimized in encoding with d nodes in the hidden layer. The use of nonlinear activation functions is able to better capture nonlinear relationships among multiple input variables [38] .
Then, with parameters W 2 ∈ R m ×d and c ∈ R m , the decoder attempts to map the resulting hidden representation y to a reconstructed vectorx at the output layer using a nonlinear transformation asx
where g(·) is also a nonlinear function (typically sigmoid function). In this study, the weight matrix W 2 is chosen as
, which is referred to as the tied weights for better learning performance [34] .
Given an input training set
, the reconstruction error can be computed by
The training goal of the DAE is to find optimal parameters θ = {W 1 , b, c} of the encoder and the decoder by minimizing the reconstruction error as defined in (3). The parameter optimization can be implemented with stochastic gradient decent (SGD) or secondorder gradient algorithms, such as limited-memory BroydenFletcher-Goldfarb-Shanno (L-BFGS). It has been shown in [39] that L-BFGS is much more stable and faster to train and easier to check for convergence than SGD. Therefore, the L-BFGS method is selected for this paper.
It is worth noting that the reconstruction error in (3) is calculated as the difference between the resulting output, i.e., the reconstruction of corrupted input, and the original input instead of the corrupted input. In short, this is training the autoencoder to reproduce the original input x from a noisy inputx. This allows the autoencoder to be robust to the data with noise and capture the meaningful patterns in data. This motivates us to apply DAE to deal with complex multivariate noisy data measured from WTs. In summary, the DAE has the following advantages over the traditional commonly used PCA approach.
1) As a data-driven model, the performance of the DAE is less dependent on the linear and Gaussian assumption on data as PCA requires. The DAE can discover linear and nonlinear relationships in multivariate sensor data of WTs. In view of this point, a DAE is more general than PCA in industrial applications. 2) Unlike PCA, a DAE does not impose the dictionary elements be orthogonal, which makes it flexible to be adapted to the fluctuation in data representation. This helps enhance the signal reconstruction ability. 3) Intuitively, by forcing removed variables to be reconstructed from the remaining data, a DAE learns to convolute variables that tend to be correlated. This increases robustness against noise and local variations in original multivariate data.
B. Learning With SW-DAE
As mentioned before, most of the sensor variables from WTs are nonlinearly correlated and temporally dependent. Traditionally, similar to the existing PCA-based and AE-based detection methods, a DAE model with a nonlinear mapping function can be trained directly on multivariate sensor data to learn their internal representation and capture nonlinear correlations among them. In this case, each data sample at each time instance is regarded as independent, thus ignoring important temporal information inherent in time-series data. As a result, it will lead to unsatisfactory detection performance. To address such an issue, we employ the sliding-window technique to process multivariate time-series data before training the DAE model. Concretely, the sliding-window technique is first used to deal with the temporal dependence for each sensor variable by considering the current and previous information, and then, the DAE model is built for capturing nonlinear correlations among multiple sensor variables in a small time window. This will allow for learning nonlinear correlations and temporal dependence simultaneously, and therefore, will facilitate an improved performance. Fig. 1 illustrates the reference model learning process using the sliding window and the DAE training.
Let
∈ R m ×n be the collected normal multivariate sensor data from a WT, where m is the number of sensor variables and n denotes the number of data samples. These variables are highly correlated due to the inherent nonlinear dynamics of WTs and the interactions among multiple components in WTs system, and more importantly, are redundant due to similar sensor locations.
1) Sliding Window: To capture local temporal patterns, we first run an overlapping sliding window with length ω on the original multivariate time-series data X. As shown in Fig. 1 , we can obtain sets of overlapping windowed subsequences s j = (x j , x j +1 , . . . , x j +ω −1 ) ∈ R m ×ω , s j can be reviewed as a small subset of X accounting for temporally correlated information in several successive observed values for each variable. All subsequences constitute a new augmented time-series data
It is obvious that Y contains the current and previous information in a small time window. Typically, if ω = 1, Y is simply the original time-series data X.
2) DAE Model Training: Afterwards, we perform (1)-(3) on the data Y to learn optimal parameters θ, and obtain the hidden representation h and the reconstructed outputŶ. Since the new augmented data Y incorporates temporal information for each variables, the trained DAE model can capture not only nonlinear correlations among variables but also temporal dependence for each variable. Then, the learned relations are embedded in learned weight metrics and bias vectors. Note that only normal data are used to train the DAE model. Once trained, the DAE will reconstruct normal data very well while faulty samples will yield a high reconstruction error. Therefore, a reconstruction error-based monitoring indicator can detect the occurrence of possible faults in the testing phase.
However, it is well-known that WTs have several different operating modes. Therefore, it is necessary to ensure that the reference data used for the reference model training should cover all possible normal operation regions of WTs. As stated in [5] , a WT operates in principle in four operational zones, as shown in Fig. 2 . These zones are plotted depending on the wind speed. The boundary limits of these zones are marked by the cut-in wind speed V cut-in , rated wind speed V rated , and cut-out wind speed V cut-out . In Fig. 2 , Zone I corresponds to the low wind speed, where the WT is at standstill. Zone II is called partial load zone, where the control objective is to maximize the power generated by the turbine. Zone 3 is full load zone, where the objective is to keep the generator power around the rated power. Finally, Zone IV corresponds to high wind speed region, where the WT will shut down to avoid eventual damages. Obviously, in Zone I and Zone IV, the WT is not running and no power generation. So, in this study, we focus on detecting faults under normal operations covered by Zones II and III. Both Zones II and III correspond to the wind speed range from V cut-in to V cut-out . Accordingly, in this study, we assumed that the reference data in such wind speed range cover the entire set of normal operation of WTs. In practice, we should try to collect more data to contain different combinations of normal operation, thus covering complete regimes of WTs to train a more accurate health reference model with better generalization ability.
III. FAULT DETECTION SCHEME
The fault detection scheme is based on the analysis of the reconstruction error between the actual test data and its reconstructed output obtained from the well-trained normal reference model based on our SW-DAE approach. The changes of the reconstruction error could indicate the occurrence of faults. For normal test samples, since they satisfy the learned normal model, it will produce a low reconstruction error. In contrast, the test samples with a high reconstruction error will be identified as anomalies or faults. The flowchart of the fault-detection-based SW-DAE is summarized in Fig. 3 , which consists of two phases: 1) offline training and analysis; and 2) online fault detection.
A. Offline Training and Analysis
After the health reference model is trained, we can obtain multivariate residuals E ∈ R M ×N of normal training data as the difference between the training inputs Y and the reconstructed outputsŶ as follows:
To perform the subsequent fault detection task, a 1-D monitoring indicator derived from the multivariate signals is needed. Traditionally, the squared reconstruction error is commonly used in multivariate process monitoring and anomaly detection. In this study, we consider Mahalanobis distance (MD), which is an effective metric for multivariate problems with interaction effects among large numbers of variables [40] . A univariate distance value is obtained from the multivariate residuals E . As the sample mean and the sample covariance used in MD calculation are sensible to the presence of outliers. To address this issue, we adopt the robust Mahalanobis distance (RMD) [41] to calculate the monitoring indicator of the kth sample as follows:
whereμ is the robust measure of central tendency (the median) and MCD −1 is the inverse covariance matrix calculated from the sample population through the minimum covariance determinant estimator.
Next, the threshold d is determined by the distribution of the monitoring indicator h. Traditionally, one can define the threshold using the statistical properties of a known distribution, such as Gaussian or chi-square distributions. However, the monitoring indicator h calculated in (5) does not follow the known distribution. In this case, the traditional approach is unsuitable for threshold determination. An alternative solution to this issue is to directly estimate the probability density function (PDF) for h through a nonparametric approach. In this study, we adopt the kernel density estimation (KDE) [42] for this purpose. The KDE is a well-established approach to estimate the PDF and has been successfully applied to the field of processing monitoring and fault detection [42] - [44] . Furthermore, the KDE can provide a general method to determine the threshold using the estimated PDF.
Assuming a set of data points x k , k = 1, 2, . . . , N, the estimated PDF using the KDE at point x is defined as
where K(·) is the kernel function and σ is the bandwidth. The optimal value for σ is determined using the method described in [42] . We use the following Gaussian kernel in this paper:
Then, the detection threshold d can be obtained from the PDFs of h for a given confidence level α by solving the following equation:
B. Online Fault Detection
In this phase, for the new incoming testing data x M , we first apply the sliding time window with the same length used in the training phase to obtain the augmented test vector y M as the input to the trained DAE model. Then, the testing residual e M between the actual measurement values y M and the reconstructed valuesŷ M obtained from the trained DAE model can be denoted as
The online monitoring indicator h M is calculated as
whereμ and MCD −1 are adopted directly from the training phase as calculated in (5) .
If h M exceeds the predefined threshold d, a fault is detected and an alarm is triggered. Next, it is necessary to identify the most relevant variables strongly related to the detected fault. This can be achieved by calculating reconstruction-based contribution described in [29] and [45] . The variables with larger contributions are responsible for the fault. This fault isolation can help determine the root cause of the fault and provide decision support for operators in wind farms to timely adjust turbine operation and take maintenance actions if necessary. In this paper, we mainly focus on the fault detection of WTs, whereas fault isolation is not considered.
C. Performance Metric
In this study, the receiver operating characteristics (ROC) curve and the resulting quantification metric area under the ROC curve (AUC) [47] , [48] are used to evaluate and compare the performance of different fault detection methods. The ROC curve is created by plotting the fault detection rate (FDR) on the Yaxis against false alarm rate (FAR) on the X-axis under different threshold levels, where FDR is defined as the percentage of fault samples detected over the fault period and FAR is the percentage of falsely identified fault samples over the normal operation period. A point in ROC space corresponds to a (FAR, FDR) pair of a detector, and accordingly, detectors with ROC curves located in the upper-left corner in ROC space are better because they present lower false alarm rate and higher fault detection rate (See Fig. 7 in the following section). To achieve a quantification performance evaluation, the AUC is calculated as an evaluation metric. Thus, the ROC curve and the AUC metric can provide a relative tradeoff between FDR and FAR and a comprehensive evaluation way [48] . For performance evaluation, a good fault detector should yield a high FDR and a low FAR in ROC space; accordingly, a larger AUC value means better fault detection performance.
IV. SIMULATED CASE STUDY
A. Benchmark Description and Data Preparation
In this section, our proposed fault detection approach is evaluated on a generic well-established WT benchmark model presented in [49] , which has been widely used for testing and evaluating different fault detection schemes newly developed for WTs [11] , [46] , [49] . This benchmark models an offshore 5-MW three-bladed horizontal axis WT built upon a fatigue, aerodynamics, structures, and turbulence (FAST) aeroelastic simulator, and its block diagram is shown in Fig. 4 . The baseline control system of this model consists of three individual controllers for regulating blade-pitch angles, generator torque, and nacelle yaw angle. In this benchmark, the blade-pitch controller employs the proportional-integral (PI) control to track a constant generator speed called rated generator speed so that the turbine operates at its rated power in the full load region (Zone III) as shown in Fig. 2 . While at partial load region (Zone II in Fig. 2 ), a torque controller is designed by varying the generator torque to maximum power capture. The yaw angle controller is a slow ON/OFF controller designed to orient the turbine nacelle as wind direction varies. More detailed descriptions of the WT benchmark model can be found in [49] . Also, the model is driven by the stochastic wind input. A realistic wind speed sequence with the hub-height mean speed of 14 m/s and a turbulence intensity of 18.4% is used for all simulations [46] , as is shown in Fig. 5 . The cut-in, rated, and cut-out wind speeds are 3 m/s, 11.4 m/s, and 25 m/s, respectively. From Fig. 5 , it can be seen that the wind speed covers both the partial load zone and the full load zone, as its values range from 3 to 25 m/s. Under this wind speed range, we conduct the simulations to collect the normal data (i.e., the training set) and the testing data.
During the system simulations, several sensor measurements are acquired as listed in Table I , where each sensor is modeled by the sum of the actual variable value and a band-limited Gaussian white noise. Note that all these sensor measurements are commonly collected by the standard commercial SCADA systems equipped in modern WTs.
This benchmark model can simulate a number of realistic malfunctions including sensor, actuator, and system faults in different parts of the WTs, which are summarized in Table II . Faults 1-6 are sensor faults including measurement that are stuck, scaled from the true values, or offset from true values; Faults 7 and 8 are actuator faults. All the considered faults originate from actual faults in WTs and are implemented in the Simulink environment. The faults are injected after a certain time of normal operation. Each fault scenario corresponds to an individual simulation. The sampling time for the control system is 0.125 s. The duration of each simulation is 630 s. In our experiment, we totally generate nine data sets, including one training set representing normal operating conditions of the WT system and eight testing sets acquired from the system working in faulty conditions after introducing nine different faults into the system. For the training set, there are 5000 normal samples, while each testing dataset contains both 1600 normal samples and 1600 fault samples, which are selected from each simulation. In the following studies, we repeat all experiments for ten times and report the average detection results to reduce the effects of randomness in the model training process.
B. Parameters Setup and Model Training
For our SW-DAE model, we first set the sliding-window length to ω = 6 to incorporate important temporal information. In consideration of 15 sensor measurements, our model has 90 input and output units, respectively. The number of hidden units L is set to 6 for dimension reduction. For model training, we employ the L-BFGS method to optimize the parameters. The maximum number of iterations is set to 200. The corruption level for DAE is 0.1. For all training samples, each variable is linearly scaled to the range [0,1]. Accordingly, the test samples are rescaled according to the maximum and the minimum value of training data, thus ensuring both datasets in the similar range. In the following subsection, the effects of several parameters on detection performance will be investigated. We trained a healthy reference model using 5000 normal data samples based on our proposed SW-DAE approach. The monitoring indicator h for the training dataset was calculated using (5) . To check the distribution of h, its histogram is given in Fig. 6 and its PDF is estimated using the KDE method as represented in solid red line in Fig. 6 . It can be seen that the estimated PDF approximates the actual PDF accurately, and it can be used for further threshold determination using (8).
C. Performance Evaluation and Comparison
In order to demonstrate the effectiveness of the proposed approach, we compare it with traditional commonly used multivariate approaches, i.e., PCA and DPCA. The DPCA approach uses the time-lagged input to build dynamic monitoring PCA model, and has been applied for dynamic system monitoring and gain better performance than static PCA model [50] . In terms of the reconstruction error, PCA and DPCA use the squared prediction error (SPE) statistics for residual evaluation and threshold calculation in fault detection. The number of principal components is determined when the cumulative variance contribution rates exceed 95%. In addition, two static AE models, AE and DAE, and the corresponding SW-AE are also compared with the SW-DAE model. For a fair comparison, all autoencoder models use the same common parameters. In terms of AUC metric, the comparative results for all considered fault scenarios listed in Table II are shown in Table III , and Fig. 7 illustrates the ROC curves for three representative faults (Faults 3, 4, and 8) .
From Fig. 7 and Table III , it can be found that the SW-DAE approach (highlighted in bold) presents the best performance except for Fault 5, which proves its superior performance in dealing with multivariate noisy time-series data. Furthermore, we observed that all dynamic models, DPCA, SW-AE, and SW-DAE outperform their static counterparts. This further demonstrates that incorporating temporal information is important for improving fault detection ability, especially for multivariate time-series data. Additionally, the AE-based approaches achieve significant performance improvement than PCA-based approaches, which attribute to their nonlinear correlation capturing ability in dealing with complex WT sensor data. The DAE also performs better than the traditional basic AE, mainly due to its robustness to noise and variations in data.
D. Parameter Analysis
We further investigate the effects of several critical parameters, mainly including the corruption level υ, the sliding-window length ω, and the hidden layer size L, on detection performance in terms of all fault scenarios. In the following analysis, when tuning one parameter, the rest two ones are fixed. Specifically, υ is sampled from {0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.5, 0.7, 0.9}, L is selected from {3, 6, 9, 12, 15, 20}, and ω is chosen from {1, 2, 3, 4, 5, 6, 8, 10}. Fig. 8 shows the analysis results of different parameters.
1) Corruption Level: In Fig. 8(a) , υ = 0 corresponds to the basic AE with no corruption in input data. In this figure, ω and L are set to 1 and 6, respectively. We can observe that DAE significantly outperforms the basic AE for all fault cases, which indicates the effectiveness of using local denoising criterion for robust model training. Also, DAE achieved stable and desirable performance in a wide range for υ for most of the cases. However, for certain special cases such as Fault 5, the performance will decrease as υ increases. The main reason is that a higher corruption level will lose much more useful information, thus resulting in difficulties of signal reconstruction, and therefore, poor detection performance. To avoid this situation, it is suggested that υ should be set at lower values from [0.1, 0.5] in practice. In our study, we set υ = 0.1. 2) Hidden Layer Size: Intuitively, increasing hidden layer size helps increase the capacity of the AE for function approximation. We first set ω and υ as 6 and 0.1, respectively. The effects of different hidden layer sizes on detection performance are shown in Fig. 8(b) . We found that the detection performance yields no significant improvement as L increases. A possible reason for this is that overfitting may occur for a larger network since more parameters need to be trained. In addition, it should be noted that larger hidden size will lead to more computation costs. For this reason, L = 6 is used in this study.
3) Sliding-Window Length: In our approach, ω is an important parameter incorporating temporal information from each sensor variable. The larger ω is, the stronger temporal dependence is contained. From Fig. 8(c) , we can see that increasing ω produced significant performance improvements for most cases, which further validates the importance of incorporating temporal information. However, we should note that a larger time window length requires more memory space in real-time monitoring to perform the detection task. So, in practical implementation, a tradeoff needs to be considered case by case.
V. VALIDATION ON REAL SCADA DATA
A. Data Description
In practice, WTs often suffer from frequent malfunctions and failures. We further evaluated our approach with real SCADA data collected from a wind farm in Inner Mongolia, China. In this farm, there are over 100 identical WTs with the rated capacity of 1.5 MW. Different from the benchmark model, these turbines use advanced control schemes instead of simple PI controllers. This will make the fault detection more challenging. All turbines have been equipped with the standard SCADA system to monitor and control the operational status of turbines. The structure sketch of a WT and the corresponding sensor deployments are shown in Fig. 9 . All sensor data are acquired at 30-s intervals through the SCADA system, and finally, are sent to the remote monitoring center. These sensor measurements mainly consist of over 100 different types of readings, such as temperatures, pressures, vibrations, power outputs, wind speed, and digital controls, among others. These sensor data contain rich information related to the health condition of different components or subsystems in WTs.
Practically, maintenance actions and troubleshooting results are recorded in the maintenance documents, which makes it possible to acquire the prior knowledge of anomalies taken place in the WT system. In this study, we select two different fault scenarios occurred in different turbines, i.e., generator speed sensor fault and gearbox filter blocking fault, according to the maintenance documents, and their detailed information is given in Table V . To perform fault detection performance evaluation, Wind speed m/s Nacelle temp.
• C Generated power kW Main bearing temp.
• C Rotor speed r/min Gearbox oil sump temp.
• C Gearbox speed r/min Gearbox inlet temp.
• C Generator speed r/min Gearbox Bearing 1 temp.
• C Generator torque Nm Gearbox Bearing 2 temp.
• C Blade 1 pitch angle deg( • ) Generator Bearing 1 temp.
• C Blade 2 pitch angle deg( • ) Generator Bearing 2 temp.
• C Blade 3 pitch angle deg( • ) Generator stator winding temp.
• C we consider several relevant sensor measurements related to the two considered fault scenarios, including the generator-related, gearbox-related and operating environment variables. As suggested in [28] , we select 18 important sensor variables from over 100 recorded measurements. Table IV lists the selected sensor variables.
B. Wind Gust Analysis
Practically, sometimes the WTs will frequently suffer from wind gusts, which may lead to large changes in some sensor measurements. In this case, it is still challenging to distinguish between a faulty sample and deviation in the system due to wind gusts. In order to address this issue, one solution is to first detect gusts, and then, remove the corresponding data range, thus providing a reliable training dataset. The detection of gusts can be achieved using an automated surface observing system (ASOS) algorithm as described in [51] . Additionally, wind gusts can also be removed in the following data preprocessing step.
C. Data Preprocessing
It should be noted that data preprocessing is required to filter invalid data prior to modeling SCADA data [16] . In practice, due to various reasons such as data acquisition errors and communication problems, there are often outliers and invalid values in the SCADA data. These data will reduce model accuracy, and should be removed before model training. In addition, there exist many gaps with no power generation in SCADA data due to occasions when a WT is inactive during periods of low and high wind speeds, and due to the occurrence of downtime and maintenance periods. Therefore, it is necessary to remove these gaps prior to modeling training. In this study, we only consider two operational zones as shown in Fig. 2, i. e., Zone II (partial load) and Zone III (partial load) of WTs. Thus, in our preprocessing stage, the data under wind gusts will also be excluded. Eventually, the retained data are all collected when the WT is generating power. The following training set and testing set are chosen from preprocessed data. Fig. 10 gives the power curve plotted using preprocessed data from a health WT. For the turbine selected, the cut-in, rated, and cut-out wind speeds are 3.5, 12, and 25 m/s, respectively. From Fig. 10 , it can be seen that the training data mainly cover the two operational zones shown in Fig. 2 .
Next, we prepared the training set with 8000 samples from historical data of healthy WTs, while the two testing sets (corresponding to WTs T1 and T2) contain 2000 normal samples and 2000 fault samples. All data are also linearly scaled to the range of [0,1] before model training. Similarly, we build the SW-DAE reference model with L = 6, ω = 6, and υ = 0.1, which is trained with the L-BFGS method and the maximum number of iterations is 200.
D. Result Analysis
The ROC curves for performance evaluation of two considered fault scenarios using different methods are shown in Fig. 11 , where the numbers indicate the AUC values for each method, respectively. For both cases, our proposed SW-DAE approach exhibits the best performance among all considered approaches. Specifically, SW-DAE and SW-AE obtain larger AUC value close to 1 for Case 1. In other words, both approaches can give a relatively high fault detection rate with no false alarms, which indicate that Case 1 is easy to detect due to its anomaly property. Whereas for Case 2, our SW-DAE approach performs significantly better than other approaches. Moreover, it can achieve a fault detection rate of over 0.9 at a lower fault alarm rate of 0.1. Among all approaches, PCA performs worst due to its limited ability. In summary, both results further prove the effectiveness and applicability of our approach in real-world fault cases.
VI. CONCLUSION AND FUTURE WORK
This paper presents a new multivariate data-driven fault detection approach SW-DAE for WTs. In the proposed approach, we first apply the sliding window on multivariate time-series data, and then, build the DAE model to capture the nonlinear correlations among multiple sensor variables and the temporal dependence of each sensor variable simultaneously. The proposed approach builds the reference model offline using multivariate normal data, and then, identifies potential faults online by comparing monitoring indicators derived from residuals. Compared with the static approaches (DAE, AE, and PCA) and the extended dynamic approaches (DPCA and SW-AE), our proposed method achieved better fault detection performance in terms of AUC metric in both simulated and real case studies. The results also proved the advantages of DAE in dealing with multivariate noisy data over PCA and the basic AE, especially in capturing nonlinear correlations and providing robust signal reconstruction. More importantly, incorporating the temporal information has greatly improved the fault detection performance, which indicates the importance of temporal dependence in time-series data in the design of fault detection algorithms. We are still working on exploring new strategies to incorporate and utilize more complex temporal information.
In this paper, we mainly focus on the fault detection issue of WTs. The proposed approach is able to detect faults without any explicit knowledge of the faults and model uncertainties or external disturbances. However, for such a closed-loop WT system, the occurrence of faults such as sensor faults or actuator faults, may cause the changes in one or more related sensor measurements, and even affect the control actions. For example, a torque offset fault in the generator/converter will directly disturb the torque control action and further cause a change in both generator speed and power due to their relationship between generator power, speed, and torque [46] . One solution to this issue is to introduce the fault tolerance control (FTC), which has been studied in [6] and [46] . The FTC allows for reconfiguring the control action based on the real-time information about the state of the WT provided by a fault detection and diagnosis scheme when reacting to the faults occurred in sensors, actuators, or system itself. Therefore, it is necessary to codesign fault diagnosis and FTC [6] , to further improve the reliability, availability, and productivity of WTs. In our future work, we will investigate an efficient solution to integrate fault detection and FTC in the data-driven framework.
