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Re´sume´ – Cet article pre´sente les premiers re´sultats d’une e´tude de faisabilite´ du de´veloppement d’un syste`me ae´rien de vision
pour l’inspection des structures de ge´nie civil telles que des ponts, tunnels. L’objectif final est d’effectuer l’inspection a` l’aide
d’un dispositif de vision embarque´ sur un droˆne e´voluant a` l’exte´rieur, ou meˆme a` l’inte´rieur des ouvrages d’art. Les images
acquises par un tel syste`me de vision embarque´ sont ine´vitablement de´grade´es. Les de´gradations sont dues au comportement
dynamique du droˆne ou aux conditions ope´rationnelles pendant l’inspection de la structure. Ils se traduisent essentiellement par
un flou de mouvement qui peut eˆtre combine´ avec un flou de de´focalisation sur les images acquises. Dans la pratique, ils sont
tous les deux inconnus. Nous simulons expe´rimentalement les de´gradations qui peuvent affecter la qualite´ des images acquises
par un tel syste`me de vision embarque´ sur droˆne. Nous conside´rons ensuite leur restauration nume´rique. La restauration est
re´alise´e au moyen d’un syste`me de traitement myope. Elle inclut deux modules de traitement, un pour identifier la PSF et un
autre pour la restauration de l’image. L’identification et l’e´valuation de la PSF est re´alise´e en utilisant le crite`re de la validation
croise´e ge´ne´ralise´e et une contrainte de douceur sur l’image. L’e´tape de restauration utilise une re´gularisation de type Tikhonov-
Miller. Les premiers re´sultats prouvent que ce syste`me donne des re´sultats plutoˆt bons sur les diverses configurations (statique,
dynamique) d’acquisition des images. Il est tout a` fait efficace sur les images floue´es et bruite´es, sans connaissance a priori des
caracte´ristiques de bruit ou de l’image.
Abstract – This paper presents the first results of a feasibility study focusing on the development of an aerial vision system for
the inspection of civil engineering structures such as bridges, tunnels. The final goal is to carry out the inspection by using an
onboard vision device on an UAV (Unmanned Aerial Vehicle) evolving outside, or even inside the structures. The images acquired
by such an onboard vision system are unavoidably degraded. The degradations are either due to the dynamic behavior of the
UAV or the operative conditions during the inspection of the structure. They essentially translate in a motion blur which may be
combined with a defocusing blur on the acquired images. In practice, they are both unknown. We first experimentally simulate
the degradations that can affect the quality of images acquired by such a vision system onboard an UAV and then consider
their numerical restoration. The restoration is achieved by means of a myopic processing system. It includes two processing
modules, one for identifying the blur PSF and another for image restoration. The blur PSF identification and estimation is
achieved using the Generalized Cross-Validation Criterion and a smoothness constraint on the image. The deblurring step is
based on a Tikhonov-Miller regularization technique. First results show that this system yields rather good results on various
configuration (static, dynamic) of images acquisition. It is quite effective in restoring blurred and noise corrupted images, without
prior knowledge of either the noise or image characteristics. It can also discriminate between the blurred (defocusing and/or
motion blurs) and unblurred images.
1 Introduction
La surveillance des ouvrages d’art est une ope´ration ne´-
cessaire pour le maintien en e´tat du patrimoine et pour
satisfaire a` la se´curite´ des usagers. Actuellement, celle-ci
est principalement effectue´e visuellement par des inspec-
teurs utilisant des moyens tels que des passerelles (Fig.
1), des nacelles pour acce´der en tout point de l’ouvrage.
Cette surveillance porte aussi bien sur le gros oeuvre, que
sur la chausse´e, les corniches, les gardes corps et les caˆbles
dans le cas des ponts suspendus. Cette inspection de´taille´e
a` lieu tous les six ans, avec e´ventuellement un suivi plus
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de´taille´ pour les ouvrages souffrant de de´sordres pre´occu-
pants. Cette me´thode d’auscultation des ouvrages d’art
entraˆıne quelques difficulte´s. En effet pour examiner cer-
taines parties d’ouvrages, il faut pouvoir y acce´der sans
mettre en danger les intervenants. De plus la mise en place
du syste`me pour la surveillance de l’ouvrage impose l’ins-
tallation de barrages sur les routes et entraˆıne donc un
couˆt trop e´leve´. Il est donc envisage´ d’automatiser cer-
taines taˆches et de re´aliser ces controˆles a` l’aide de dispo-
sitifs de vision embarque´s sur un droˆne (appareil volant
sans pilote) e´voluant a` l’exte´rieur (Fig. 2) voire a` l’inte´-
rieur de l’ouvrage d’art [6],[8]. L’efficacite´ ope´rationnelle
des controˆles re´alise´s par un droˆne devrait se traduire par
une re´duction des risques d’accidents en e´vitant une in-
Une passerelle automotrice Un droˆne en position d’acquisition
Fig. 1 – Inspection des ouvrages d’art
tervention humaine dans une zone a` risque. Elle devrait
aussi se traduire par une diminution du couˆt global des
mesures en re´duisant le nombre d’intervenant et en e´vi-
tant l’utilisation d’une passerelle automotrice qui ne´cessite
une fermeture partielle ou totale de l’ouvrage a` la circu-
lation. L’usage d’une plate-forme d’auscultation de type
droˆne devrait autoriser une meilleure investigation, car il
permettra l’inspection des zones impossibles d’acce`s. A
terme, le suivi a` long terme de l’ouvrage inspecte´ devrait
en eˆtre faciliter et la compre´hension de son comportement
ame´liore´e. Lors des inspections sur ouvrages d’art, les ins-
pecteurs s’inte´ressent notamment a` des de´fauts de type
fissure dont la largeur est infe´rieure au millime`tre, c’est
pourquoi il faudra eˆtre en mesure d’obtenir a` partir du
syste`me de vision embarque´ des images dont la qualite´
soit suffisante pour les de´tecter. Dans ce contexte, un tra-
vail de recherche portant sur la simulation expe´rimentale
et nume´rique des de´gradations pouvant affecter la qualite´
des images acquises par un syste`me de vision embarque´
sur un drone a e´te´ engage´. Ces perturbations peuvent eˆtre
soit lie´es au comportement dynamique du drone et/ou aux
conditions ope´ratoires lors de l’auscultation de l’ouvrage
d’art. Ces perturbations sur le dispositif de prise de vue
embarque´ se traduisent par l’apparition de flous de mou-
vement combine´s ou pas a` des flous de de´focalisation sur
les images acquises. Des expe´rimentations ont e´te´ de´ve-
loppe´es et conduites en laboratoire mais e´galement sur un
plan nume´rique afin de ge´ne´rer deux types de flous sur
les images acquises par un dispositif de prises de vues nu-
me´riques. Ces essais ont fait et continu de faire l’objet
d’ame´lioration en fonction de l’avancement des connais-
sances acquises au cours des travaux conduits sur la res-
tauration de ces images floues.
2 Les essais en laboratoire
Lors des essais de mise au point d’un protocole expe´-
rimental pour l’e´valuation d’algorithmes de restauration
des images, deux types de flous ont e´te´ re´alise´s lors de l’ac-
quisition. Les images ont e´te´ acquises avec une re´solution
spatiale d’environ 0.3 mm par pixel et une taille d’image
1280 par 1024 pixels (pleine re´solution du capteur CMOS
[7]).
Les flous de de´focalisation ont e´te´ re´alise´s en statique
en utilisant diffe´rentes bagues allonges (de 0.5, 1, 1.5 et 5
mm).
Dans un premier temps, les prises d’images en configu-
ration dynamique ont e´te´ seulement affecte´es des de´place-
ments ge´ne´re´s par le pot vibrant [9] afin de provoquer des
flous de mouvement sans de´formation du champ de prise
de vue (axe optique de la came´ra est perpendiculaire a` la
cible). Dans un second temps, il a e´te´ associe´ a` ces flous
de mouvement, un flou de de´focalisation en ajoutant une
bague allonge.
C1 C2
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Fig. 2 – Les diffe´rentes cibles
3 La restauration nume´rique myope
Le but de la restauration myope d’image est d’esti-
mer simultane´ment la PSF et l’image originale avec une
connaissance partielle de leurs caracte´ristiques ou des ca-
racte´ristiques du bruit. Nous conside´rons ici uniquement
des PSF line´aires, invariantes spatialement, avec un bruit
d’observation additif gaussien blanc inde´pendant de l’image
originale. Bien que ceci puisse sembler tout a` fait restric-
tif, les PSF des flous de de´focalisation et de mouvement
uniforme peuvent eˆtre facilement de´crites par une fonc-
tion parame´trique avec peu de parame`tres. Pour re´soudre
le proble`me inverse dans un cadre de´terministe, on uti-
lise le fait que le contenu des images est ge´ne´ralement
basse-fre´quence. L’imposition de cette contrainte de re´-
gularisation permet de re´duire l’espace de recherche pour
des solutions [3],[4].
3.1 Le mode`le d’observation
Le mode`le d’observation retenu est le suivant
g = H f + n (1)
ou` f = vec(F ), n = vec(N), sont respectivement l’image
originale et le bruit, g l’image observe´e, tous les trois de
dimension N2 × 1 et H est la matrice associe´e a` la trans-
formation line´aire construite a` partir d’une version dis-
cre`te de la PSF, de dimension N2 ×N2. Compte tenu du
contexte expe´rimental de´crit pre´ce´demment, nous utilise-
rons les deux mode`lesH1 (de´focalisation),H2 (mouvement
uniforme) et H0 (pas de flou), rassemble´s ci-dessous, pour
la phase de restauration nume´rique.
3.2 Identification de la PSF
Nous proposons l’utilisation de l’algorithme suivant pour
l’identification de la PSF parmi les deux PSF possibles
compte tenu de la ge´ne´ration expe´rimentale des images
conside´re´es dans cette e´tude : la premie`re mono-parame´trique
(flou de de´focalisation), la seconde bi-parame´trique (flou
de mouvement uniforme). Les mode`les retenus sont les
suivants :
H0 : Dirac{
hΘδ (n,m) = δ(n,m) pour (n,m) ∈ SG
ΘTδ = {Ø}
H1 : De´focalisation
hΘD (n,m) =
4
pi d2 si
√
n2 +m2 ≤ d2
0 autrement
ΘTD = (d) ∈ SD
H2 : Mouvement uniforme
hΘM (n,m) =
1
d si
√
n2 +m2 ≤ d2
0 autrement
tan(φ) = nm
ΘTM = (d, φ) ∈ SM
La solution est donne´e par [5] :
Θ∗ = [λ∗,Θ∗h]
T = argminΘ∈HGCV (Θ) (2)
ou` H est l’ensemble des PSF candidates {H0,H1,H2} et
ou` SD, SM , sont les intervalles de valeurs possibles pour
les diffe´rents parame`tres d, φ. L’expression du crite`re de
la validation croise´e ge´ne´ralise´e est donne´e par :
GCV (λ,Θh) =
1(∑
k
λ |Ck|2
H(Θh)2k+λ |Ck|2
)2 (3)
∑
k
(
λ2 |Ck|4
(H(Θh)
2
k + λ |Ck|2)2
|Gk|2
)
(4)
ou` λ est le parame`tre de re´gularisation, Ck,Hk(Θh) les va-
leurs propres des matrices C, H(Θh) obtenues par trans-
formation de Fourier discre`te et Gk est la kie`me compo-
sante de la transforme´e de Fourier discre`te de G.
Le vecteur de parame`tres Θh de´pend du type de PSF
choisi : ΘTD = ( d ) pour le flou de de´focalisation, Θ
T
M =
( d, φ ) pour le mouvement uniforme.
3.3 Restauration de l’image
La phase suivante de restauration est obtenue par re´gu-
larisation de Tikhonov-Miller. Cette re´gularisation a e´te´
de´veloppe´e dans un contexte de´terministe [1]. Elle consiste
en une fonctionnelle stabilisatrice ajoute´e aux moindres
carre´s lie´s a` l’inversion du mode`le (1) :
fˆTM = argmin
f
J(f) = ‖g −H f‖2 + λ‖C f‖2 (5)
ou` C traduit la connaissance a priori sur f et λ est le
parame`tre de re´gularisation. En pratique, C est un filtre
passe-haut, par exemple un ope´rateur de diffe´rentiation
d’ordre peu e´leve´ (premier ordre).
Cet algorithme peut fournir de bonnes valeurs initiales
pour une proce´dure plus pre´cise a` la suite.
4 Premiers re´sultats expe´rimentaux
Nous avons tout d’abord ge´ne´re´ des images de´grade´es
par simulation nume´rique afin de pouvoir e´valuer propre-
ment et ve´rifier l’efficacite´ de la me´thode propose´e d’iden-
tification de la PSF. En effet, dans ce cas pre´cis, le mode`le
d’observation conside´re´ est exactement celui ayant e´te´ uti-
lise´ pour la ge´ne´ration des donne´es. Ces premiers re´sultats
ne sont pas de´crits ici. Ils sont semblables aux re´sultats ob-
tenus dans [5]. Puis, nous avons conside´re´ des images de´-
grade´es re´elles (en configuration statique : addition d’une
bague allonge de 0,5 millime`tres, puis de 1,5 millime`tres ;
en configuration dynamique : fre´quence de 15Hz), issues
de l’acquisition en laboratoire au LCPC, de fac¸on a` appre´-
hender la robustesse de la me´thode a` la non ade´quation
ide´ale du mode`le d’observation aux donne´es re´elles. Les
figures suivantes (Fig.3), (Fig.4) et (Fig.5) montrent les
images restaure´es.
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Fig. 3 – Restauration apre`s identification du flou (bague
allonge 0.5 mm) - SD = [1 : 99]
Ces re´sultats montrent que les mode`les retenus de PSF
dans (2) sont bien adapte´s pour les e´tapes d’identification
et de restauration. Les re´sultats obtenus en configuration
dynamique sont plus contraste´s, compte-tenu de la non
stationnarite´ du flou sur l’image conside´re´e (Fig.5). Les
essais en configuration dynamique sont actuellement en
phase de rafinement. Si la PSF re´elle n’appartient pas a`
l’ensemble des PSF candidates, un module de restauration
aveugle peut eˆtre conside´re´ pour compenser la distance
entre les deux PSF. Il utilise comme valeur initiale de
PSF, la valeur obtenue lors de l’e´tape pre´ce´dente d’iden-
tification et re´alise l’estimation alterne´e de la PSF et de
l’image originale [2]. Pour re´duire les couˆts de calcul, il
est possible d’effectuer l’e´tape d’identification (2) sur une
image de re´solution suffisamment re´duite (”binned image”
de taille 256× 256, voire 128× 128) sans alte´rer la qualite´
de l’identification, ni diminuer le taux de bonne identifi-
cation (les profils des deux PSF candidates retenues e´tant
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Fig. 4 – Restauration apre`s identification du flou (bague
allonge 1.5mm) - SD = ([1 : 99])
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Fig. 5 – Restauration apre`s identification du flou (fre´-
quence 15 Hz) - SM = ([1 : 99], [0.8pi2 : 1.2
pi
2 ])
suffisamment distincts).
D’autres me´thodes de restauration [10], [11], [12], peuvent
e´galement eˆtre utilise´es, notamment afin de palier les in-
conve´nients bien connus des me´thodes d’inversion fre´quen-
tielle (oscillations observe´es (Fig.4)). Elles induisent ne´an-
moins un couˆt de calcul plus important. Le choix de´finitif
de´pend surtout des traitements en aval (caracte´risation et
reconnaissance des fissures).
La me´thode propose´e et teste´e ici permet donc d’obte-
nir une premie`re estimation de la PSF (sa nature : de´fo-
calisation, mouvement, et son support : valeur de d, φ).
Cette estimation est ensuite utilise´e pour de´finir la re´solu-
tion d’une feneˆtre glissante de restauration. Apre`s re´e´cri-
ture de la PSF, le traitement des feneˆtres successives de
l’image de´grade´e de pleine re´solution (1024× 1280) donne
finalement l’image restaure´e.
5 Conclusion
La restauration nume´rique des images expe´rimentales
obtenues en configuration statique et dynamique avec dif-
fe´rents re´glages des parame`tres d’acquisition, montrent le
potentiel du syste`me global. Les travaux futurs incluent
la de´termination du taux d’identification sur la population
comple`te d’images expe´rimentales ainsi que la restauration
d’images expe´rimentales de´grade´es par une combinaison
de flous de type de´focalisation et mouvement uniforme.
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