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ABSTRACT
We present the results of a study investigating the dust attenuation law at z ' 5, based
on synthetic spectral energy distributions (SEDs) calculated for a sample of N=498
galaxies drawn from the First Billion Years (FiBY) simulation project. The simulated
galaxies at z ' 5, which have M1500 6 −18.0 and 7.5 6 log(M/M) 6 10.2, display a
mass-dependent α-enhancement, with a median value of [α/Fe]z=5 ' 4 × [α/Fe]Z .
The median Fe/H ratio of the simulated galaxies is 0.14± 0.05 which produces steep
intrinsic UV continuum slopes; 〈βi〉 = −2.4± 0.05. Using a set of simple dust attenu-
ation models, in which the wavelength-dependent attenuation is assumed to be of the
form A(λ) ∝ λn, we explore the parameter values which best reproduce the observed
z = 5 luminosity function (LF) and colour-magnitude relation (CMR). We find that
a simple model in which the absolute UV attenuation is a linearly increasing function
of log stellar mass (A1500 = 0.5 × log(M/M) − 3.3), and the dust attenuation slope
(n) is within the range −0.7 6 n 6 −0.3, can successfully reproduce the LF and CMR
over a wide range of stellar population synthesis model (SPS) assumptions, including
the effects of massive binaries. This range of attenuation curves is consistent with a
power-law fit to the Calzetti attenuation law in the UV (n = −0.55). In contrast,
curves as steep as the Small Magellanic Cloud (SMC) extinction curve (n = −1.24)
are formally ruled out. Finally, we show that our models are consistent with recent
1.3mm ALMA observations of the Hubble Ultra Deep Field (HUDF), and predict the
form of the z ' 5 IRX−β relation.
Key words: galaxies: dust - galaxies: high redshift - galaxies: evolution - galaxies:
star-forming
1 INTRODUCTION
Tracing the star-formation rate of galaxies across cosmic
time, and particularly at z & 3 (prior to the peak epoch
of cosmic star formation), remains one of the most impor-
tant focuses of observational cosmology, key to shedding
light on the build up of stellar mass and metal content
at early times, and clarifying the process of cosmic reion-
ization. However, despite the substantial progress that has
been made in constraining the star-formation rate density
(SFRD) out to z ≈ 8 (e.g. Madau & Dickinson 2014), the
lack of far-infrared (FIR) data for galaxies at z & 3 means
that, at these redshifts, star-formation rate estimates are
mainly derived solely from rest-frame ultraviolet (UV) to
? E-mail:fc@roe.ac.uk
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optical observations. Therefore, our knowledge of the SFRD
at z & 3 is affected by inherent uncertainties regarding the
correct dust corrections to apply at high redshifts.
When only rest-frame UV data are available, the ob-
served UV luminosities must be dust-corrected based on
correlations derived at lower redshifts. Most commonly, the
Meurer et al. (1999) (M99) IRX-β relation (IRX=LIR/LUV )
is used to estimate the intrinsic UV luminosity from the ob-
served UV continuum slope β (fλ ∝ λβ). This relation was
derived from a sample of local starburst galaxies and has
been shown to apply for star-forming galaxies out to z ' 2
(e.g. Reddy et al. 2010, 2012a). Under the assumption that
the dust heating is dominated by a young stellar popula-
tion, IRX can be related directly to the attenuation in the
UV (AUV , see Meurer et al. 1999), allowing one to relate the
absolute UV attenuation to the observed shape of the UV
continuum slope, assuming the intrinsic shape is known. The
© 2016 The Authors
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form of the subsequent AUV -β relation measured for local
starbursts is what one would expect for a relatively grey red-
dening law, similar to that derived by Calzetti et al. (2000).
Steeper laws such as the Small Magellanic Cloud (SMC)
extinction curve (e.g. Gordon et al. 2003), or laws which in-
clude a strong 2175A˚ absorption feature (e.g., Milky Way;
Cardelli et al. 1989) are not compatible with the local star-
burst galaxies. Therefore, when applying the Meurer et al.
(1999) IRX-β relation at z & 3, one is implicitly assuming
Calzetti-like reddening. Furthermore, in cases where rest-
frame UV plus optical data is available, the intrinsic UV
luminosities are typically derived via detailed SED-fitting
(e.g. McLure et al. 2011; Bowler et al. 2015), and the subse-
quent UV dust-correction depends on which reddening laws
are assumed for the fitting. Again, and motivated in part
by its compatibility with the local IRX-β relation, by far
the most common assumption is the Calzetti et al. (2000)
reddening law. Thus, this assumption is implicit in our cur-
rent understanding of the UV luminosity function and SFRD
evolution at high redshifts.
However, with the advent of the Atacama Large Mil-
limeter Array (ALMA), the form of the attenuation law at
high redshifts has begun to be questioned. Recent ALMA
observations have indicated that the IR luminosities of ‘typ-
ical’ star-forming galaxies at z ' 3 are lower than expected
assuming a Calzetti law, and have been interpreted as ev-
idence that the attenuation curve is as steep, or steeper,
than the SMC extinction curve at these redshifts (Capak
et al. 2015; Bouwens et al. 2016). Similar results have also
previously been reported for young galaxies (< 100 Myr old)
(e.g. Reddy et al. 2010, 2012a) and sample of gravitation-
ally lensed galaxies (e.g. Baker et al. 2001; Siana et al. 2008,
2009) at these redshifts. For a steeper, SMC-like, law a given
amount of reddening in the UV is achieved with less abso-
lute attenuation (i.e. the AUV − β relation becomes much
shallower). If dust reddening at high redshift is SMC-like,
then previous UV luminosity corrections made assuming the
Meurer et al. (1999) IRX-β relation, or Calzetti et al. (2000),
will have overestimated the dust attenuation, and hence
overestimated the intrinsic luminosities and SFRs at z ' 3.
On the other hand, direct measurements of the attenuation
curve at high redshifts have yet to find strong evidence for
the steep SMC-like curves inferred from IR measurements.
For example, Reddy et al. (2015) found a Calzetti-like at-
tenuation curve shape at λ < 2600A˚ for a sample of N=224
star-forming galaxies at 1.4 < z < 2.6. Using an independent
method, Zeimann et al. (2015) found an average attenuation
curve at 1.90 < z < 2.35 similar to the Calzetti curve, and
perhaps even greyer at lower masses, with a tentative detec-
tion of a mass dependence of the attenuation curve slope.
Furthermore, Scoville et al. (2015) performed a similar anal-
ysis with a sample of N=266 galaxies at 2.0 < z < 6.5 and
again found no evidence for a deviation from a Calzetti-like
attenuation curve. Interestingly, the Scoville et al. (2015)
analysis is the only example of a direct attenuation curve
measurement at the same redshifts probed by recent ALMA
observations, and does not support the existence of a steep
SMC-like curve.
In light of these recent results, the primary motivation
of this paper is to use state-of-the-art hydrodynamical sim-
ulations of galaxies at z = 5, from the First Billion Years
project (FiBY) (Paardekooper et al. 2013, Khochfar et al.
in prep), to constrain the form of the attenuation curve, by
comparing the SEDs of simulated galaxies to the luminosity
function (LF) and colour magnitude relation (MR) at z = 5.
This specific redshift was chosen primarily because it is the
highest redshift at which there is good consistency between
measurements of the LF and CMR across a variety of in-
dependent studies (e.g Bouwens et al. 2012; Rogers et al.
2014; Bowler et al. 2015; Bouwens et al. 2015); furthermore,
it is at this approximate redshift that a number of recent
ALMA observations have been made claiming evidence for
an evolution of dust properties in the early Universe.
The structure of this paper is as follows: in Section 2 we
describe how we extracted the relevant stellar data for galax-
ies in our sample from the FiBY simulation, and outline the
method we employed to generate synthetic SEDs, including
a description of SPS models and photoionization model as-
sumptions. In Section 3 we review the intrinsic properties of
our synthetic SEDs and describe how these properties are
affected by our stellar population synthesis (SPS) and pho-
toionization model choices. In Section 4 we describe the two
dust models we have employed to constrain various proper-
ties of the attenuation law, before presenting the results of
fitting our sample of simulated galaxies to the observed LF
and CMR in Section 5. In Section 6 we discuss the IR prop-
erties of z = 5 galaxies predicted by our models and compare
these to recent ALMA observations. Finally, in Sections 7
and 8 we provide a discussion and summary of our main
conclusions. The FiBY simulation adopts the following cos-
mological parameters, that we will also adopt throughout
this paper: Ωn = 0.265, Ωb = 0.0448, ΩΛ = 0.735, H0 = 71
km s−1 Mpc−1 and σ8 = 0.81.
2 GENERATING SYNTHETIC SEDS
In this section we discuss how the synthetic SEDs were gen-
erated from the FiBY simulation data, including a detailed
discussion of our SPS and photoionization modelling as-
sumptions, and an overview of the physical properties of
our final simulated galaxy sample.
2.1 SPS models
To construct the SED for each galaxy we used the lat-
est release of ‘Binary Population and Spectral Synthesis’
(BPASSv2; Eldridge & Stanway 2016; Stanway et al. 2016).
The BPASSv2 models were chosen because, along with con-
ventional single-star models, they also incorporate the evo-
lution of massive stars in binary systems. Observations in
the local Universe have shown that a potentially substan-
tial fraction (& 70%) of massive stars undergo a binary in-
teraction (such as mass transfer or a merger) during their
lifetimes (e.g. Sana et al. 2012). Moreover, recent studies of
galaxies at z ' 2 − 3 indicate that the BPASSv2 models
are best able to replicate the observed nebular and stellar
properties of star-forming galaxies at these redshifts (Steidel
et al. 2016; Strom et al. 2017). We have checked that, for
the purposes of this work, BPASSv2 single star models are
equivalent to the more commonly adopted STARBURST99
models (Leitherer et al. 1999). In the context of this paper,
the main effect of including massive binary evolution in SPS
models is to generate harder ionizing spectra, particularly
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at low metallicities, and to boost UV output at older stellar
ages relative to single-star populations.
We considered four sets of models which we refer to
according to the upper mass cutoff of the initial mass func-
tion (IMF) and whether or not binary evolution is included.
Each galaxy is assigned four separate SEDs corresponding
to each of the four models. BPASSv2-100bin models include
binary star evolution with an IMF cutoff of 100 M, and
BPASSv2-100 are the equivalent single-star evolution mod-
els; similarly, BPASSv2-300bin models include binary evo-
lution with an IMF cutoff of 300 M, and BPASSv2-300
are the equivalent single-star evolution models. All models
have an IMF index of −1.3 between 0.1−0.5 M and −2.35
above 0.5 M and cover the following metallicities: Z∗ =
0.001, 0.002, 0.003, 0.004, 0.006, 0.008, 0.010, 0.014, 0.020,
0.030, 0.040.
2.2 FiBY simulation data
Here, we give a brief summary of the FiBY simulations but
refer the reader to other papers for a more detailed descrip-
tion (e.g. Johnson et al. 2013; Paardekooper et al. 2015). The
FiBY simulation suite is a set of high-resolution cosmolog-
ical hydrodynamics simulations using a modified version of
the GADGET code used in the Overwhelmingly Large Sim-
ulations (OWLS) project (Schaye et al. 2010). These simula-
tions reproduce the stellar mass function and star formation
rate of galaxies at z > 6 (Khochfar et al. in prep.), and at
the same time also recover the right trends in the metal-
licity evolution of galaxies (Dalla Vecchia et al. in prep.).
Furthermore, the simulations recover that low mass galaxies
can reionize the Universe (Paardekooper et al. 2013, 2015),
and that supernovae-feedback can drive the formation of
cores in galaxies (Davis et al. 2014).
The code tracks metal pollution for 11 elements: H, He,
C, N, O, Ne, Mg, Si, S, Ca and Fe and calculates the cooling
of gas based on line-cooling in photoionization equilibrium
for these elements (Wiersma et al. 2009) using tables pre-
calculated with CLOUDY v07.02 (Ferland et al. 1998). Fur-
thermore, the simulation incorporates full non-equilibrium
primordial chemistry networks (Abel et al. 1997; Galli &
Palla 1998; Yoshida et al. 2006) including molecular cooling
functions for H2 and HD. Star formation is modelled using
the pressure law implementation of Schaye & Dalla Vecchia
(2008), which yields results consistent with the Schmidt-
Kennicutt law (Schmidt 1959; Kennicutt 1998). The thresh-
old density above which stars form is set to n = 10 cm−3.
The simulations include feedback from stars is by injecting
thermal energy in the neighboring particles (Dalla Vecchia
& Schaye 2012). For each Pop II supernova 1051 erg is in-
jected once a star particle has reached an age of 30 Myr,
corresponding to the maximum lifetime of stars that end
their lives as core-collapse supernovae.
In this work we will focus on the FiBY L and FiBY XL
simulations which cover co-moving volumes of (16 Mpc)3
and (32 Mpc)3 respectively (≈ 3.7×104 Mpc3 combined co-
moving volume). The individual gas and star particle masses
in the simulations are log(M/M) = 5.68 for the FiBY XL
and 4.81 for the FiBY L. To build the spectral energy dis-
tributions of galaxies at z = 5, halos at this redshift were
identified in the simulation using the SUBFIND algorithm
(Springel et al. 2001; Dolag et al. 2009). Then, for each halo,
we extracted the masses, ages and metallicities of each star
particle. The mass of each star particle is defined as the total
initial mass as opposed to the current mass (i.e. at z = 5).
since the effects of mass-loss with stellar age are accounted
for in the BPASSv2 stellar population synthesis models we
use to generate the SEDs. The age of each star particle was
calculated using the formation redshift and assumed cosmo-
logical parameters. Finally, we extracted the mass in metals
for each star particle; for reasons which will be described in
Section 2.2.1, we tracked both the total mass in metals and
the mass in Fe. To ease computation time, we binned star
particles with ages > 20 Myr into bins of width 10 Myr,
taking averages of mass, age and metallicity for each bin;
star particles with ages 6 20 Myr were stored individually.
To build a galaxy SED from a given model we looped
over each star particle associated with the galaxy and as-
signed the stellar spectral energy distribution which best
matched the age and metallicity of the particle. Since the
BPASSv2 stellar SEDs are modelled as an instantaneous
starburst with a total mass of 1 x 106 M, we additionally
scaled the flux to the mass of the star particle. We con-
structed the final galaxy SED by summing the SEDs of all
the individual star particles.
For our final sample, we selected halos at z = 5
with an absolute UV magnitude magnitude M1500 6 −18.0
where M1500 was calculated by integrating the rest-frame
BPASSv2-100bin SED within a top-hat filter of width 100
A˚ at a central wavelength of 1500A˚. This magnitude limit
differs slightly according to the assumed SPS model, the
limiting value of M1500 = −18.0 for the BPASSv2-100bin
model corresponds to −17.89, −18.08 and −17.95 for the
BPASSv2-100, BPASSv2-300bin and BPASSv2-300 models
respectively. However, changing the SPS model for which
the magnitude cut is defined does not have a significant ef-
fect on the physical properties of our sample, or any of the
results presented in this paper.
The final sample contains N=498 galaxies; the distri-
butions of current mass (i.e. at z = 5), star-formation rate
(SFR) (averaged over the past 100 Myr), and specific star-
formation rate (sSFR ≡ SFR / M∗) of our z = 5 sample are
shown in Fig. 1. The maximum galaxy mass in our sample
is 1.4 x 1010 M, with a median value of 2.3 x 108 M; the
sample is mass complete down to 2.6 x 108 M. The star-
formation rates range from 0.3 - 60 Myr−1 with a median
of 1.1 Myr−1. The median sSFR is 4.8 Gyr−1.
2.2.1 Stellar metallicity
The BPASSv2 models assume solar element abundance ra-
tios, however it is not obvious that the abundance ratios at
z = 5 should be solar; in particular, given the typical star-
formation histories at z = 5, there could be differences in
the Fe/H and α/H ratios relative to solar values.
The star-formation histories of the galaxies in the FiBY
simulation are typically rising (Khochfar et. al. in prep),
consistent with other observations and simulations at z > 2
(e.g. Papovich et al. 2011; Finlator et al. 2011; Reddy et al.
2012b). For rising (or constant) star-formation histories the
rate of enrichment of α elements from Type II (core-collapse)
supernovae, which has a typical time scale of ∼ 10 Myr, will
exceed that rate of Fe enrichment, since Fe is mainly re-
turned to the ISM via SNe Ia, which have a typical timescale
MNRAS 000, 1–23 (2016)
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Figure 1. Stellar mass, star-formation rate and specific star-
formation rate distributions for the N=498 galaxies in our simu-
lated z = 5 sample. The mass is the ‘current’ (i.e. z = 5) mass in
stars, and the SFR is averaged over the last 100 Myr. The median
stellar mass is 2.3 x 108 M, the median SFR is 1.1 Myr−1 and
the median sSFR is 4.8 Gyr−1. The vertical dashed line in the
upper panel indicates the mass completeness of the sample: 2.6 x
108 M.
of ∼ 1 Gyr. Therefore, rapidly star-forming galaxies are
expected to have enhanced α/Fe ratios relative to the so-
lar value. Indeed, it is not strictly necessary to appeal to
star-formation histories to understand this offset at z = 5,
since the median age of the oldest star particle across our
galaxy sample is 0.74 Gyr, with a maximum of 0.94 Gyr,
implying that the majority of galaxies have not had time
to undergo significant SNIa enrichment, regardless of their
star-formation histories. As we discuss below, this α/Fe en-
hancement can have a significant effect on the shape of the
UV spectrum.
We were able to calculate the detailed abundance ra-
tios of all galaxies in our sample because the mass fractions
for 11 individual elements (H, He, C, N, O, Ne, Mg, Si, S,
Ca and Fe) are tracked in the FiBY simulations, along with
the total mass fraction in all metals. Fig. 2 shows the distri-
butions of UV-weighted Fe metallicity and total metallicity
of the star particles (hereafter referred to, for simplicity, as
the α element metallicity), relative to solar, for the N=498
galaxies in our sample, where the solar mass fractions have
been taken from Asplund et al. (2009). Consistent with the
rising star-formation histories, the distributions in Fig. 2
(left-hand panel) show the difference between the α and Fe-
based metallicities. The median α/Fe ratio in our sample
is ' 3.9 times larger than the solar value, with the median
Fe and α metallicities being ZFe/Z = 0.14 and Zα/Z =
0.53 respectively. The right-hand panel of Fig. 2 shows that,
under both definitions, metallicity is an increasing function
of stellar mass, however Zα/Z shows a stronger evolution,
implying that the α/Fe ratio is also an increasing function
of stellar mass.
Non-solar α/Fe ratios have an important effect on the
details of the emergent SED. Recently, Steidel et al. (2016)
performed detailed stellar population synthesis and pho-
toionization modelling of the composite rest-frame UV and
optical spectra of 30 star-forming galaxies at z = 2.4 with
log(M/M)> 9.0. They found that simultaneously fitting (i)
the shape of the stellar spectrum in the UV, and (ii) the ob-
served UV + optical emission line ratios, implied a difference
of a factor ' 4− 5 between the stellar and nebular metallic-
ities (Z∗/Z ' 0.1 and Zneb/Z ' 0.4− 0.5). This is consis-
tent with the offset in our sample (Fig. 2); in fact, restricting
our sample to galaxies above 109 M yields a median α/Fe
ratio of 4.2. As argued by Steidel et al. (2016), this off-
set is naturally explained if star-formation histories at these
redshifts are typically rising (arguments for rising SFHs at
these redshifts have been made in a number of studies e.g.
Papovich et al. 2011; Reddy et al. 2012a), and by the fact
that stellar opacity in the UV is dominated by Fe, whereas
the nebular metallicity is indicative of the abundances of the
important coolants in ionized gas (e.g O, N, C), and hence
traces the α elements. To a first approximation, any differ-
ences between stellar and nebular metallicities is therefore
plausibly a result of the same α/Fe offset illustrated in Fig.
2; the lower stellar metallicity is driven by the sensitivity
of the stellar UV spectrum to Fe/H, whereas the nebular
metallicity follows α/H. Taken together, all these consid-
erations imply that, when applying SPS models with solar
abundance sets to galaxies in which one suspects there will
be an enhanced α/Fe ratio, the stellar metallicity should be
defined as Fe/H, rather than the mass fraction of all metals
as is commonly assumed, at least when studying the prop-
erties of the UV spectrum. Ideally, one would use SSPs with
non-solar abundance sets however, to our knowledge, there
is no publicly available SPS code which accounts for both bi-
nary star evolution and also allows non-solar element abun-
dances. As emphasized by Steidel et al. (2016), this should
be a key goal for any future SPS models.
To summarize, as a consequence of the above consid-
erations, we used the mass fraction in Fe, relative to so-
lar, rather than the total mass fraction in metals, to select
the appropriate metallicity BPASSv2 model when construct-
ing the galaxy SEDs. The effect of this choice on the UV
SED is illustrated in Fig. 3, which shows the average com-
MNRAS 000, 1–23 (2016)
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Figure 2. Left panel: Distributions of the total mass in metals, and total mass in Fe (relative to solar) for the N=498 galaxies in our
z = 5 sample weighted by UV luminosity. The median total metallicity is 0.53 ZTot/Z and the median Fe metallicity is 0.14 ZFe/Z.
Right panel: Relationship between metallicity, both Fe (grey points) and total (red points), and stellar mass.
posite BPASSv2-100bin spectra of all N=73 galaxies with
log(M/M) > 9.0, assuming both Z∗ = ZFe and Z∗ = ZTot,
and will be discussed further in Section 3.
2.3 Photoionization models
Since the BPASSv2 models only account for the stellar com-
ponent of each spectrum, we separately modelled the neb-
ular contribution for each galaxy. The nebular continuum
is a result of free-free, free-bound and two-photon emission
from H ii regions in the galaxy. To model the nebular contin-
uum and emission spectrum we use the photoionization code
Cloudy (v13.03; Ferland et al. 2013). We ran Cloudy assum-
ing a plane-parallel geometry and considered the following
four key input parameters: (i) the shape of the incident ion-
izing radiation field, (ii) the metallicity of the nebular gas,
(iii) the electron density and (iv) the ionization parameter.
Of these, we directly set (i) and (ii) from the FiBY simula-
tion data. For the shape of the incident radiation field we
input the BPASSv2 stellar continuum of each galaxy, thus
the nebular spectrum is modelled by assuming the entire
galaxy acts as a single H ii region. Following the discussion
in Section 2.2.1, we used the UV-weighted alpha-element
stellar metallicity to set the nebular abundances, scaling to
the Asplund et al. (2009) solar abundance set. This explicitly
assumes that the gas phase metallicity traces the metallic-
ity of the most recently formed stars. To set appropriate
values of electron density and ionization parameter at z = 5
we used recent near-IR spectroscopic observations of star-
forming galaxies at z ' 2−3 which have illustrated that the
typical values of these parameters are evolving from z = 0
out to higher redshifts (e.g Steidel et al. 2014; Sanders et al.
2016; Cullen et al. 2016; Strom et al. 2017). For example,
Strom et al. (2017) have presented a detailed analysis of
N ∼ 380 galaxies at z ∼ 2.3 and concluded that the typ-
ical value of electron density is ' 300 cm−3 (representing,
roughly, an order of magnitude increase over typical SDSS
star-forming galaxies; see also Sanders et al. 2015), with ion-
ization parameters in the range −3.1 < log(U) < −2.5, con-
sistent with the best-fitting value of log(U) = −2.8 from
Steidel et al. (2016) and again representing an increase on
typical SDSS values (log(U) ' −3.2; Liang et al. 2006; Kew-
ley & Ellison 2008).
We made the assumption that the average z ∼ 2.3 val-
ues of these parameters are appropriate to use for our z = 5
galaxies based on the following reasoning. Firstly, though
the range of masses and SFRs of our sample are not rep-
resentative of the galaxies from Strom et al. (2017) (which
have medians of 1.0 x 1010 M and 24 Myr−1, factors ∼
40 and 20 larger respectively) the typical values of sSFR are
within a factor 2 (4.8 Gyr−1 for our sample compared to 2.4
Gyr−1), and one of the key results presented in Strom et al.
(2017) is that the sSFR is correlated with the degree of exci-
tation and the evolution in optical line ratios they observe.
Unfortunately, no explicit relations between sSFR and ei-
ther log(U) or ne exist in the literature to our knowledge,
and we do not attempt to second guess the potential evolu-
tion of these parameters at z ' 5. Secondly, the metallicities
of our sample (both Fe/H and α/H) follow their best-fitting
values at z ' 2 − 3 in the relevant mass range. Given the
similarities in sSFRs and metallicities, we made the assump-
tion the other physical conditions in H ii regions at z = 5
are also plausibly equivalent. Therefore, we adopted an elec-
tron density of ne = 300 cm
−3 and assumed log(U)= −2.8.
We briefly discuss, in Section 7, how our results are affected
under the assumption that physical conditions in H ii re-
gions continue to evolve towards even more extreme values
of these parameters at z & 3.
The effect of adding the nebular continuum to the UV
spectrum is illustrated in Fig. 4 for a typical galaxy in our
sample (M∗ = 2.8 x 108 M; SFR = 1.3 Myr−1; sSFR = 4.6
Gyr−1; ZFe/Z = 0.06). In this particular example we show
a BPASSv2-300bin model SED; the median nebular contri-
bution over the wavelength range within which we measured
MNRAS 000, 1–23 (2016)
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Figure 3. Comparison of the average composite spectra of N=73
galaxies with log(M/M)> 9.0 (for the BPASSv2-100bin model),
assuming both Z∗ = ZFe (black) and Z∗ = ZTot (red). Since the
α/Fe ratio is a increasing function of stellar mass, we chose a
subsample of the most massive galaxies to emphasize the effect.
The inset shows the ratio of the two spectra (fλ,ZTot / fλ,ZFe ).
The median ratio of at λ < 2000A˚ is 0.92.
β slopes (1268 < λ < 1950A˚) is ' 6%, and the overall effect
of the nebular continuum is to make the spectrum redder
(i.e. increase the value of β). We note that although neb-
ular emission is included in our photoionization modelling,
nebular emission lines have no effect on our method of con-
straining the form of the attenuation law, therefore in Fig.
4 we do not show emission lines, since only the continuum
is relevant in this context. A detailed discussion of the effect
of the nebular continuum on β across the whole sample is
given in Section 3.
To summarize, we have modelled the nebular continuum
of all galaxies in our sample by using the BPASSv2 stellar
SEDs to define the shape of the incident spectrum, assumed
the nebular metallicity to be equal to the UV-weighted to-
tal stellar metallicity of the galaxy, and used values for
electron density and ionization parameter typical of star-
forming galaxies at z ' 2 − 3. Therefore, for each galaxy,
we have both the intrinsic stellar spectrum, and the com-
bined stellar + nebular spectrum. As we will discuss later in
the paper, the pure stellar spectrum provides a useful limit
for our study of plausible attenuation curves, since it repre-
sents the ‘maximally blue’ SEDs of galaxies at z = 5 from
the FiBY simulations, based purely on their star-formation
histories and metallicities.
3 INTRINSIC β AND M1500 DISTRIBUTIONS
As will be discussed in detail in Sections 4 and 5, in or-
der to constrain the form of the dust attenuation curve, we
have compared our simulations to two observed properties
of z = 5 galaxies: (i) the UV continuum slope (β) and (ii)
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Figure 4. An example showing the effect of adding nebular con-
tinuum emission to the stellar SEDs. This particular example il-
lustrates a typical galaxy from our sample (in terms of mass, SFR,
sSFR and metallicity) assuming the BPASSv2-300bin SPS model
and log(U) = −2.8 (see text for details). The BPASSv2-300bin
stellar continuum is shown in red, with the nebular continuum
output from Cloudy shown in blue; the black line is the com-
bined stellar + nebular spectrum. All fluxes are normalized to
the λ = 1500A˚ flux in the stellar-only model. The inset shows
the ratio of spectra with and without the nebular contribution.
In both axes the vertical dot-dashed lines bracket the wavelength
range we used for measuring β slopes (see Section 3); in this
particular example the median nebular contribution to the final
spectrum is ' 6% in this region.
the volume density of galaxies as a function of their absolute
magnitude at λ = 1500A˚ (M1500). In this section we describe
the intrinsic values we measured for these parameters from
the synthetic SEDs, as well as discussing how the various
different assumptions we have made (e.g. stellar metallicity,
nebular modelling) systematically affect these observables.
3.1 UV continuum slope (β)
The UV continuum slope of a galaxy is defined as a power-
law expressed as
fλ ∝ λβ (1)
where β is the power-law index (e.g. Bouwens et al. 2010;
Dunlop et al. 2012, 2013). In the absence of dust, the in-
trinsic UV continuum is sensitive to the age and metallicity
of the stellar population, with older and more metal rich
populations having redder continuum slopes.
3.1.1 Intrinsic stellar UV continuum
To measure β for our synthetic SEDs we performed a linear
fit to logfλ versus logλ over the wavelength range 1268 <
λ < 2580, masking out stellar and interstellar absorption
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Figure 5. An example comparing the method of measuring β
by fitting the UV spectrum directly, to the photometric fitting
method used by Rogers et al. (2014) to observationally constrain
β at z = 5. The same galaxy spectrum is shown in grey and the
black points are the synthetic photometry in the Rogers et al.
(2014) filters. The black line shows the fit to the photometric
data, and the red line shows the fit to the spectrum using the
Calzetti et al. (1994) windows (shown as shaded blue regions).
The inset shows the distribution of βphot − βspec for the N=498
galaxies across all four BPASSv2 models; the median offset is
βphot − βspec = 0.03.
features using the windows defined in Calzetti et al. (1994),
we refer to this as a ‘spectroscopic’ β measurement. As we
will describe in Section 5, we used β slopes of z = 5 galaxies
reported in Rogers et al. (2014) as our observational compar-
ison. These authors measured β by fitting a power-law to five
photometric bands which sampled the rest-frame UV spec-
trum in the wavelength range λ ≈ 1500− 2600A˚. To ensure
consistency, we checked that our spectroscopic β measure-
ments were consistent with the Rogers et al. (2014) photo-
metric method. We found that both methods are consistent
for idealized data (see Fig. 5), with the spectroscopic β mea-
surements systematically smaller by a median of ∆β = 0.03
across the whole sample. For our sample, we chose to use
the spectroscopically-measured β values rather than explic-
itly mimic observational methods.
Fig. 6 shows how the intrinsic stellar UV continuum
(βi) of our sample varies as a function of the UV-weighted
age (defined as age weighted by the luminosity at 1500A˚
of each star particle) and the UV-weighted Fe-based metal-
licity (ZFe). We note that the data in Fig. 6 are taken from
the SEDs generated with the BPASSv2-100bin models, how-
ever, although the normalization of βi differs slightly, the
trends are the same across all SPS models. As expected, the
value of βi increases with increasing UV-weighted age and
UV-weighted metallicity. Moreover, we find that, at z = 5,
βi is more strongly correlated with the UV-weighted age
within the range 10 − 80 Myr probed by our sample, with
the scatter in βi, at fixed UV-weighted age, ≈ 1/3× the
scatter at fixed metallicity. βi also correlates positively with
mass-weighted age, although with a larger dispersion due
to the mass-weighted age probing older stellar populations
which contribute less to the UV SED. For the BPASSv2-
100bin model SEDs shown in Fig. 6, the median βi across all
galaxies is −2.60, for the other SPS models the medians are
−2.55, −2.63 and −2.58 for BPASSv2-100, BPASSv2-300bin
and BPASSv2-300 respectively (see Table 1). Independent of
SPS model, the dispersion of βi values is σβi ≈ 0.08.
Given the correlation between metallicity and βi shown
in Fig. 6, it is clear that adopting Fe-based rather than total
metallicities for generating stellar SEDs can have a strong
impact on the shape of the UV continuum (see also Fig. 3).
We find that the offset between βi,Fe and βi,Tot is an in-
creasing function of stellar mass, consistent with the trend
shown in the right-hand panel of Fig. 2. For the BPASSv2-
100bin model the offset can be as large as δβi ≈ 0.3 at the
highest masses, with a median of 0.13; the median offsets
across all other models are 0.02, 0.23 and 0.09 for BPASSv2-
100, BPASSv2-300bin and BPASSv2-300 respectively. This
emphasizes the importance, in future work (including SED
fitting to observations) of adopting the correct stellar metal-
licity when fitting the UV continuum, which, as we have
previously discussed, is not equal to the total mass-weighted
metallicity in the case of variable α/Fe ratios.
3.1.2 Effect of the nebular continuum
As illustrated in Figs. 4 and 6, the nebular continuum has
a non-negligible effect on the UV continuum shape of in-
dividual galaxies. Here we discuss the effect of the nebular
continuum on βi across our full sample. For the remainder
of this paper, β refers to the UV continuum slope of the
galaxies including the nebular continuum.
Fig. 7 shows the relationship between β and βi across
all four BPASSv2 SPS models. The addition of the nebu-
lar continuum acts to redden the intrinsic stellar slopes (i.e.
leads to larger values of measured β). The effect is strongest
for the galaxies with the steepest (or bluest) stellar UV con-
tinuum slopes, or, equivalently, the galaxies with the lowest
metallicities and youngest UV-weighted ages. This is un-
surprising since young, low metallicity stellar populations
generate harder ionizing spectra and hence a stronger nebu-
lar continuum. For the bluest stellar continua the effect can
be as large as ∆β = 0.4, but decreases to ∆β ≈ 0.05 at
βi ≈ −2.35, with a medians of ∆β ≈ 0.15 − 0.25 across all
models. In other words, the effect of the nebular continuum
on β is of the order ≈ 2− 15%, with an average of ≈ 10%.
It is also evident from Fig. 7 that, while the difference
between binary and single-star models is minor, ∆β is sys-
tematically larger for the BPASSv2-300 models. At its max-
imum, the magnitude of this effect represents a difference in
∆β, at fixed βi, of ≈ 0.05; interestingly, this is large enough
to mean that while the median βi is bluer for the BPASSv2-
300 compared to the BPASSv2-100 models, the situation is
reversed for the β medians (see Table 1).
Finally, across our sample, including the nebular con-
tinuum has the effect of reducing the scatter in intrinsic β
values by a factor ≈ 2 (see Table 1) and significantly flattens
the relations between β and metallicity and UV age (Fig. 6).
The median β across all SPS models is ≈ −2.40, and we find
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Figure 6. Illustration of the effect of UV-weighted age (upper
panel) and UV-weighted Fe-based metallicity (lower panel) on the
intrinsic stellar UV continuum slopes for SEDs generated with the
BPASSv2-100bin models. In each panel the intrinsic stellar UV
continuum slopes (βi) are shown as grey points and the slopes
modified by nebular continuum emission (β, see Section 3.1.2) are
shown as red points. In each panel the best-fitting linear relation-
ship is shown as the heavy solid line with the equation and dis-
persion about the relationship for the stellar+nebular case given
in each panel.
that the minimum value of β in the case of no dust attenu-
ation at z = 5 is βmin = −2.50. This theoretical dust-free β
limit is consistent with the work of Dayal & Ferrara (2012)
and Wilkins et al. (2013) at z = 6− 8 and, as we will return
to later in the paper, significantly different to the value of
βmin = −2.23 assumed for the Meurer et al. (1999) IRX −β
relation.
3.2 UV continuum magnitude
The UV continuum magnitude (M1500,i) is primarily sensi-
tive to the star-formation history of a galaxy over the last 10
- 100 Myr (Kennicutt & Evans 2012). As mentioned in Sec-
tion 2.2, we calculated the intrinsic absolute UV magnitude
magnitude (M1500,i) by integrating the rest-frame SEDs over
a top-hat filter of width 100A˚ at a central wavelength of
1500A˚.
Since our sample was defined by requiring an in-
trinsic stellar magnitude (i.e. dust free, no nebular con-
tribution) M1500,i 6 −18.0, the faintest galaxies across
all SPS models have roughly this magnitude (see Section
2.2); the (median, maximum) M1500,i across all models are
(−18.88,−23.25), (−18.77,−23.16), (−18.99,−23.36) and
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Figure 7. The effect of nebular continuum emission on the in-
trinsic stellar UV continuum slopes (βi) of the galaxy sample
across all SPS models. The top panel shows βi versus β with the
black dashed line indicating a 1:1 relationship. The bottom pan-
els shows ∆β (= β − βi) versus βi. In both panels the solid and
dot-dashed lines show the running medians for each of the four
SPS models as indicated in the legend, with the scatter points
representing the individual galaxies.
(−18.87,−23.26) for the BPASSv2-100bin, BPASSv2-100,
BPASSv2-300bin and BPASSv2-300 models respectively. In
the ≈ 3.7 × 104 Mpc3 volume, we do not find any galaxies
intrinsically brighter than M1500,i ≈ −23.4.
As with the β values, the choice of stellar metallicity
also affects the intrinsic stellar M1500,i distributions, in the
sense that a galaxy with a low SPS model metallicity will be
brighter in the UV, due to reduced photospheric line blan-
keting. Again the effect is strongest for the binary models
and models with a higher mass IMF cutoff, but not strong
enough to affect the results presented in this paper; for the
BPASSv2-300 models, the median offset in M1500,i is 0.23
mag. Finally, the effect of the nebular continuum on M1500,i
is also small; across all models, adding nebular continuum
increases the brightness of the SEDs by . 0.1 mag.
4 MODELLING THE DUST ATTENUATION
Having defined the intrinsic properties of simulated galaxies
at z = 5, we now turn to exploring models for dust attenua-
tion, which should map these intrinsic properties to their ob-
served values. In particular, we are interested in whether de-
viations from a Calzetti-like attenuation curve are required
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Figure 8. Illustration of three simple parameterizations of the
shape of the attenuation/extinction curve in the UV compared
to three observationally-derived curves from the literature. The
black curves show the observations, and over plotted in red are
a power-law fits of the form λn. The ‘greyest’, and most com-
monly adopted, attenuation curve is Calzetti et al. (2000) which
is roughly equivalent to a power-law with Aλ ∝ λ−0.55. The at-
tenuation curve of Reddy et al. (2015) and the extinction curve
of Gordon et al. (2003) (SMC) are steeper, with power-law expo-
nents of −0.66 and −1.24 respectively. The ‘steepness’ of these
curves significantly affects how the shape of the UV continuum
changes for an equivalent amount of absolute reddening (see Sec-
tion 5).
Table 1. The medians and standard deviations of the intrinsic
UV stellar continuum slope (βi), the stellar + nebular UV con-
tinuum slope (β) and ∆β (= β − βi) for all four SPS models (all
in the case of zero dust). ∆β is not the same as the difference in
medians because the β distributions are skewed.
SPS Model βi β ∆β
BPASSv2-100bin −2.60± 0.08 −2.42± 0.04 0.17 ± 0.05
BPASSv2-100 −2.55± 0.09 −2.42± 0.04 0.14 ± 0.06
BPASSv2-300bin −2.63± 0.08 −2.39± 0.03 0.23 ± 0.07
BPASSv2-300 −2.58± 0.08 −2.39± 0.03 0.19 ± 0.07
to achieve this match, since evidence (both observed and
simulated) for a steeper attenuation curve, more like the
SMC extinction curve, at high redshifts has been reported
in the recent literature (e.g. Capak et al. 2015; Bouwens
et al. 2016; Mancini et al. 2016, see further discussion be-
low). To do this, we considered two simple models for the
dust attenuation: (i) a total birth-cloud extinction model
(TEx) and (ii) a Charlot & Fall (2000)-like model (CF2000)
which we describe in detail below.
4.1 TEx
The total birth-cloud extinction model (TEx) assumes that,
below a critical age, star particles are completely embed-
ded in their birth clouds and suffer total extinction, while
at larger ages either their birth clouds have been photo-
evaporated by OB star associations, or the OB associations
have drifted away or been blown-out of the birth-cloud, and
hence the star particles suffer only the global ambient ISM
attenuation of the galaxy.
Local estimates of the timescale for molecular cloud de-
struction are of the order ∼ 10 - 30 Myr (Blitz & Shu 1980;
Blitz et al. 2007; McKee & Ostriker 2007), values which are
in good agreement with current predictions from hydrody-
namical simulations (e.g. Col´ın et al. 2013; Ko¨rtgen et al.
2016); while estimates of the timescales for the ejection of
OB associations from their birth clouds are of the order 1
- 3 Myr (e.g. Israel 1978; Leisawitz & Hauser 1988), consis-
tent with the youngest ages of galactic OB associations (e.g.
Massey et al. 1995).
Given these observations, we chose to model the follow-
ing six birth cloud age thresholds tBC = 0, 1, 3, 5, 10 and 15
Myr. The upper limit of 15 Myr is chosen to be representa-
tive of the timescale for molecular cloud dispersion, and to
mirror the work of Jimenez et al. (2000) who find, using a
similar model, that applying this age threshold successfully
reproduces the shape of the UV spectrum of the z = 2.73
Lyman-break galaxy 1512-cB58 (Pettini et al. 2000). The
reddening (in magnitudes) as a function of wavelength in
this model can be written as,
A(λ) =
{
∞ if t 6 tBC ,
φλn if t > tBC ,
(2)
where φ is a linear function in log(M/M) given by:
φ = a1log10(M/M) + a0. (3)
In this prescription, the overall normalization (or
‘amount’ of dust) is a linearly increasing function of the log-
arithm of stellar mass. It is well established in the local Uni-
verse that effective dust optical depth increases with stellar
mass (e.g. Garn & Best 2010); we adopt a linear model, both
for simplicity, and because there is no strong evidence at
high redshift to favour a more complex functional form. We
modelled the wavelength dependence of the attenuation as
a power-law with exponent n; this simple parameterization
is a good approximation to many observationally derived
attenuation curves which don’t include a 2175A˚ ‘bump’ as
illustrated in Fig. 8. It is worth mentioning that the results
of this paper are not dependent of the presence or size of the
2175A˚ ‘bump’ feature, since the Calzetti et al. (1994) win-
dows are selected to mask out the 2175A˚ region, and Rogers
et al. (2014) have demonstrated that their observationally
derived β values are also insensitive to this feature.
4.2 CF2000
The CF2000 model follows the prescription of Charlot & Fall
(2000), with the addition of a mass-dependent normalization
(φ) as above. In this model the wavelength-dependent opti-
cal depth experienced by a star particle of age (t) is given
by,
A(t, λ) =
{
φλn if t 6 tBC ,
µφλn if t > tBC ,
(4)
where µ defines the fraction of the total dust optical depth
contributed by the ambient ISM, n is the exponent of the
reddening curve, φ is the overall normalization and tBC is
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Figure 9. Illustrating the method for deriving the A1500 versus log(M/M) relation for the TEx model using the z = 5 UV luminosity
function of Bowler et al. (2015) (dashed black line). This illustrative example uses the BPASSv2-100bin models. Each panel shows one
of the six birth-cloud ages described in Sec. 4.1 as indicated in the upper left-hand corner. In each panel, the black connected points
show the intrinsic luminosity function in six bins and the turquoise points show the original points after applying the necessary A1500
correction to move them onto the observed relation. In cases where the intrinsic luminosity function of our model falls below the observed
relation we assign A1500 = 0. The errors on the points are the Poisson error in each bin. The inset in each panel shows the implied A1500
- log(M/M) relation after making this correction, with the red solid line a linear fit through the points with A1500 > 0.
the age of transition between birth cloud and ambient ISM
optical depth. Again we parameterized the normalization (or
‘amount’ of dust) φ as a linear function of the logarithm of
stellar mass as in Eq. 3.
The difference here is that, instead of suffering total
extinction, stars within their birth cloud suffer additional
attenuation with respect to stars in the ambient ISM of a
galaxy. Using a sample of local starburst galaxies, Charlot
& Fall (2000) estimate µ ≈ 1/3, n ≈ −0.7 and tBC ≈ 10
Myr, however, as will be described in more detail below, we
kept all three parameters free when attempting to fit our
simulation data to the observed LF and CMR.
5 FITTING TO THE LF AND CMR
In this section we present the results of using these two dust
models to fit to the observed UV galaxy luminosity function
and CMR at z = 5. The focus of this section is to constrain
the dust model parameters (specifically the reddening slope
n) before, in Section 6.2, we discuss how the predictions
of our best-fitting dust models compare to the observed IR
properties of high-redshift galaxies.
5.1 TEx
For the TEx model, the mass normalization φ was derived
by directly fitting to the z = 5 luminosity function of Bowler
et al. (2015). The method is illustrated in Fig. 9: for each
birth-cloud age and SPS model, the sample was split into
six bins of M1500, the number density of galaxies in each bin
was determined, and the value of A1500 required to match
the luminosity function calculated. A value of A1500 = 0 was
assigned to bins in which the number density fell below the
observed relation.
We were then able to fit the relationship between A1500
and the median stellar mass in each bin. The inset panels
of Fig. 9 show linear fits to A1500 versus stellar mass (bins
with A1500 = 0 were excluded from the fitting). Using this
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Table 2. The best-fitting values of the reddening law slope (n) for the TEx model, including both the stellar + nebular continuum and
stellar continuum only cases.
SPS Model Birth Cloud Age / Myr nneb χ
2
neb nstellar χ
2
stellar
BPASSv2-100bin 0 −0.45 0.33 −0.60 1.94
BPASSv2-100bin 1 −0.47 0.19 −0.60 3.95
BPASSv2-100bin 3 −0.51 0.49 −0.62 3.24
BPASSv2-100bin 5 −0.60 1.83 −0.69 4.58
BPASSv2-100bin 10 −0.73 12.84 −0.86 10.47
BPASSv2-100bin 15 −0.53 20.99 −0.87 17.57
BPASSv2-100 0 −0.48 0.12 −0.58 1.95
BPASSv2-100 1 −0.52 0.74 −0.59 3.80
BPASSv2-100 3 −0.55 1.54 −0.60 3.17
BPASSv2-100 5 −0.67 5.75 −0.67 4.09
BPASSv2-100 10 −0.63 13.66 −0.75 8.69
BPASSv2-100 15 −0.33 17.34 −0.70 15.00
BPASSv2-300bin 0 −0.39 1.04 −0.58 2.03
BPASSv2-300bin 1 −0.43 0.23 −0.58 3.37
BPASSv2-300bin 3 −0.50 0.47 −0.64 3.65
BPASSv2-300bin 5 −0.64 2.15 −0.72 5.10
BPASSv2-300bin 10 −0.74 17.17 −0.93 12.45
BPASSv2-300bin 15 −0.45 25.39 −0.90 21.55
BPASSv2-300 0 −0.42 0.42 −0.56 2.25
BPASSv2-300 1 −0.47 0.29 −0.57 3.38
BPASSv2-300 3 −0.56 1.87 −0.63 3.64
BPASSv2-300 5 −0.70 7.49 −0.71 4.95
BPASSv2-300 10 −0.61 17.59 −0.80 10.90
BPASSv2-300 15 −0.25 19.72 −0.70 18.94
relation we can then rewrite Equation 2 for t > tBC as,
A(λ,M) = A1500(M)
(
λ
1500
)n
, (5)
where M ≡ log(M/M), leaving the slope of the attenuation
law (n) as the only model parameter to be fitted.
To constrain the slope of the attenuation law, the CMR
of our sample was compared to the observed CMR of Rogers
et al. (2014) by varying the value of n, applying Equation 5,
and re-calculating β and M1500. For a giving mass normal-
ization, the change in β can be expressed as,
∆β = βobs − βint = 1.297(A1268 −A2580), (6)
where A1268 and A2580 are the attenuations at the wave-
lengths limits of the Calzetti et al. (1994) windows.
The value of n was varied over the range −1.50 < n <
0.00, in steps of 0.01, to encompass the range of n values
consistent with observed attenuation/extinction curves (see
Fig. 8). For each value of n, the sample was binned into six
bins of M1500, and the total χ
2 was then computed,
χ2 =
∑
i
(
model(i)− data(i)
σ(i)
)2
, (7)
where the summation is over all bins and σ(i) = 0.1 is taken
as the intrinsic β scatter at the faint end of the CMR esti-
mated by Rogers et al. (2014), and is representative of the
β distributions given in Table 1. The results of this fitting
procedure are illustrated in Fig. 10 and the best-fitting n
values and their corresponding χ2 values are listed in Table
2. Figs. 9 and 10 show data in which the nebular continuum
correction as described in 3.1.2 has been applied; however,
for completeness, in Table 2 we also report the best-fitting
values without applying the nebular correction, this provides
a useful comparison for the limiting case of no nebular con-
tribution (i.e. a 100% escape fraction, and the bluest possible
UV slopes).
The results show that, across all SPS models, TEx dust
models with birth-cloud ages > 5 Myr, are ruled out at > 2σ
confidence (χ2 > χ2min + 4). Combining this with the lumi-
nosity functions shown in Fig. 9, we can further constrain
the birth-cloud age to be . 3 Myr, since at ages > 3 Myr
the intrinsic volume density of galaxies at M1500 > −19.0
falls below the Bowler et al. (2015) z = 5 LF. Formally,
across all SPS models, the best-fitting solutions corresponds
to either the 0 or 1 Myr models, with an average best-fitting
values of nneb = −0.46 for the nebular corrected spectra,
and nstellar = −0.59 for the stellar continuum only models.
In general, the nebular-corrected spectra require greyer red-
dening slopes because the UV continuum slopes are already
reddened with respect to the intrinsic stellar spectrum; how-
ever, this distinction gradually disappears at tBC > 10, as
the strength of the nebular continuum decreases, and the
best-fitting n values converge. Finally, we find no distinc-
tion, even at the 1σ level (∆χ2 = 1), between the different
SPS models. Taken all together, the results suggest a birth
cloud age in the range 0 6 tBC < 3, and a attenuation curve
slope in the range −0.6 6 n 6 −0.4.
It is clear that, for the TEx model, ‘greyer’ redden-
ing laws with Calzetti-like slopes are favoured over steeper
SMC-like slopes. From Table 2 it can be seen that, in general,
the steepness of the best-fitting reddening slope increases
with increasing birth cloud age, however even at tBC =
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Figure 10. The top panels show χ2 as a function of the slope of the dust attenuation law (n) and the bottom panels show the CMR
at the value of the best-fitting solution. Each column represents one of the four BPASSv2 SPS models. The top panels show χ2 versus
n for each of the six values of age cutoff adopted in the TEx model. Depending on the model, only a subset are visible as the minimum
χ2 values of the other models are too large to fit within the axis range. In the bottom panels, the small grey points show the individual
galaxies in our sample and the large black circles shown the medians in six bins. The errors on the points represent the standard deviation
of β in each bin. The dashed black line is the observed z = 5 CMR from Rogers et al. (2014).
10−15 Myr the values are in the range−0.8 . n . −1.0, still
below the SMC extinction-law value of nSMC ≈ −1.24. The
increase in n with tBC occurs because, as the birth cloud age
increases, the intrinsic SEDs become fainter in M1500, thus
a smaller A1500 is required to fit to the luminosity function,
and a steeper n is required to simultaneously redden the
SEDs to match the CMR. Although this effect is partially
compensated for by the intrinsic SEDs becoming redder at
larger tBC , the compensation is not sufficient to keep the
reddening law as grey as a Calzetti law. It is possible that
increasing the birth cloud age further would lead to SMC-
like values of n, however this is really a moot point since, at
tBC > 3 Myr, the data become incompatible with the ob-
served LF. Indeed, an acceptable match to the observations
can only be achieved if the UV output from stars . 3 Myr
old is visible in the integrated spectra of galaxies; therefore,
OB star associations should be able to drift away from, or
photo-evaporate, their parent molecular clouds within this
timescale. Such a scenario is consistent with the youngest
ages of OB star associations observed in the Milky Way (e.g.
Massey et al. 1995).
In summary, comparing the results of the TEx model
to the observed LF and CMR at z = 5 leads us to conclude
that: (1) no satisfactory match is achieved unless the UV
output from stars . 3 Myr old is visible in the integrated
UV spectra of galaxies; (2) the models show no evidence for a
departure from Calzetti-like attenuation laws; and (3) there
is no strong preference for binary or single-star BPASSv2
models.
5.2 CF2000
To fit the CF2000 model we applied a more detailed analysis,
performing a χ2 minimization across all parameters as listed
in Table 3. This allowed us to get a better estimate of the
formal error on the attenuation curve slope by marginalizing
of all free parameters. The ranges of parameter values were
chosen after some experimentation using coarser step sizes.
For each combination of parameter value, we calculated the
optical depth as a function of wavelength for the birth cloud
(t 6 tBC) and ambient ISM (t > tBC) as given by Equation
4, and reddened the spectrum accordingly. We binned the
reddened sample into six bins of M1500 and performed a χ
2
fit to both the CMR and LF. For the fit to the luminosity
function, we defined the error in each bin as the Poisson er-
ror on the number counts in that bin. The best-fitting model
parameters were determined via χ2 minimization, where the
χ2 value for each set of model parameters was taken as the
sum of the CMR and LF values (i.e. χ2 = χ2LF + χ
2
CMR).
From the resulting χ2 we constructed marginalized proba-
bility density functions for each parameter.
Fig. 11 shows the LF and and CMR for the model pa-
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Figure 11. The top panels show the z = 5 luminosity function at the best-fitting CF2000 model solution for each of the four SPS
models, compared to the luminosity function of Bowler et al. (2015) (dashed black line). The simulation data are shown binned into six
M1500 bins (blue circles). The bottom panels show the z = 5 CMR at the best-fitting solution, with the dashed line showing the observed
CMR of Rogers et al. (2014). Again the simulation data is shown binned into six M1500 bins (blue circles). The small grey dots in these
panels are the positions of the individual galaxies. In the insets in the top panels, the solid blue curves show the normalized reddening
slope probability density functions, p(n), derived from combining the results of a χ2 fit to the LF and CMR (see text for details). For
reference, the dashed black line shows the probability density function assuming no nebular continuum
Table 3. The range of parameter values used in the fitting on
the CF2000 model.
Parameter Min Max Step Size
n −1.5 0.0 0.05
µ 0.0 1.0 0.10
a0 −4.5 −1.0 0.25
a1 (dA1600/dM) 0.1 0.8 0.05
tBC 0.0 15 1.00
rameters at the minimum χ2 (see Table 4 for the correspond-
ing parameter values). The figure shows the case including
nebular continuum emission but the values for the case of
stellar-only SEDs (i.e. maximally blue) are also given in the
table. From Table 4 it can be seen that acceptable fits can
be achieved for both stellar-only and stellar + nebular mod-
els. The insets in Fig. 11 show the normalized probability
density functions for the slope of the reddening curve, p(n).
Reassuringly, the p(n) curves are consistent with the for-
mally best-fitting n values from our χ2 grid. The formally
best-fitting reddening slopes are again slightly greyer than
the Calzetti law for models including a nebular continuum;
however, within the estimated 1σ uncertainties of all mod-
els, the range of acceptable n values is −0.7 6 n 6 −0.3,
consistent with both Calzetti et al. (2000) and Reddy et al.
(2015), but incompatible with a steep reddening law resem-
bling the SMC extinction curve. Furthermore, the results
are fully consistent with the acceptable range of n values
(−0.6 6 n 6 −0.4) obtained from the simpler TEx model.
Overall, across the TEx and CF2000 models, the major-
ity of formal best-fitting values of n are marginally greyer
than a Calzetti law. This is not unprecedented, since evi-
dence for reddening curves shallower than Calzetti has been
found in some direct observational studies of normal star
forming galaxies at z ' 2 (e.g. Zeimann et al. 2015). How-
ever, given the SPS and nebular continuum modelling un-
certainties, it is not possible to say definitively that a shal-
lower law is favoured by our data. The combined analy-
sis does, however, definitively rule out attenuation curves
steeper than n . −0.7(−0.9) at 1σ(2σ) (see Fig 12). Cru-
cially, we find no evidence for an attenuation curve in the
UV as steep as the SMC extinction curve (n = −1.24), we
will return to this issue in Section 7.
5.2.1 Other CF2000 parameters
Although the focus of this analysis is on the slope of the red-
dening curve, the constraints placed on the other CF2000
model parameters were also investigated. We found best-
fitting µ values of either 0.3 or 0.4 depending on the SPS
and nebular assumptions, and values within 1σ uncertain-
ties in the range 0.1 < µ < 0.8. This is consistent with the
original Charlot & Fall (2000) results of µ ≈ 1/3 with a large
scatter. For the birth cloud age (tBC) we find formally best-
fitting values in the range 11−13 Myr, however statistically-
acceptable solutions at any value of tBC in the full parameter
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Table 4. The best-fitting n values for the CF2000 model, including both the stellar + nebular continuum and stellar continuum only
cases. The 1σ confidence interval is obtained from solutions with ∆χ2 = 1.
Parameter nneb ∆nneb χ
2
neb nstellar ∆nstellar χ
2
stellar
BPASSv2-100bin −0.35 −0.45 < n < −0.30 1.36 −0.50 −0.70 < n < −0.40 0.95
BPASSv2-100 −0.45 −0.50 < n < −0.40 1.53 −0.45 −0.70 < n < −0.40 1.03
BPASSv2-300bin −0.40 −0.45 < n < −0.30 2.87 −0.50 −0.70 < n < −0.40 0.81
BPASSv2-300 −0.35 −0.40 < n < −0.30 2.84 −0.50 −0.60 < n < −0.45 1.31
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Figure 12. Showing 1σ (dark orange shaded region) and 2σ (light
orange shaded region) limits on the best-fitting UV dust attenu-
ation curve from the CF2000 model. The black solid line shows
the Calzetti et al. (2000) attenuation curve and the dashed black
line shows the SMC extinction curve from Gordon et al. (2003).
All curves are normalized at 2600A˚.
range (0−15 Myr) i.e. the birth-cloud age is not constrained
by fitting to the LF and CMR within the CF2000 parameter-
ization. Finally, we find values of optical depth versus mass
slopes (dA1600/dM) in the range 0.2 < dA1600/dM < 0.7,
with a best-fitting value of dA1600/dM ' 0.5. Of course,
there is a degeneracy between these parameters since they
all directly affect the change in M1500 which is mainly con-
strained by fitting to the LF.
5.3 Recommended dust model parameters
Despite the relatively large range of parameter values over
which acceptable can be found, we find that a Charlot & Fall
(2000) type model, with parameter values not too dissimi-
lar from the original values quoted, provides a simple and
adequate framework for describing the dust attenuation law
at z ' 5 from the FiBY simulation. In the interest of future
work, we provide a list of our recommend values based on the
above analysis in Table 5. Given that a Calzetti-like curve is
fully consistent within the 1σ uncertainties of the model, we
recommend the power-law index n = −0.55 for consistency
with this commonly adopted attenuation curve. However, as
this slope is only fit to the Calzetti curve at λ < 2600A˚ (Fig.
8), for attenuation curves extending from UV to optical we
recommend using the Calzetti et al. (2000) relation explic-
itly or, given its similarity, the Reddy et al. (2015) curve.
In addition to the values listed in Table 5, we recommend
the following relation between A1500 and log(M/M), which
provides the normalization of the attenuation curve:
A1500 = 0.5× log(M/M)− 3.3. (8)
This relation implies A1500 = 0 for log(M/M) 6 6.6, and
that, for an order of magnitude increase in mass, dust at-
tenuation at 1500A˚ increases by 0.5 mags.
6 DUST MODEL PREDICTIONS
In this section we discuss the infrared (IR) predictions of our
best-fitting dust models, and how these compare to the lat-
est ALMA observations at z ' 5. Since we have derived the
dust attenuation models by comparing the simulated SEDs
to observed UV properties, it is useful to ask whether these
same models are consistent with the, admittedly sparse, IR
data at the same redshift, which trace the dust emission.
In addition, we can use our models to make predictions for
future IR surveys. The total IR luminosity (LIR) of each
SED was calculated by applying the best-fitting dust model,
subtracting the reddened SED from the intrinsic SED, and
integrating the difference across all wavelengths i.e.:
LIR =
∫ ∞
912
lλ,i − lλdλ, (9)
where lλ,i is the intrinsic SED, and lλ is the reddened SED.
This integral converges at an upper wavelength limit of
λ ≈ 10, 000A˚. Throughout this section we include the IR
predictions of each SPS model for both the best-fitting TEx
and CF2000 dust model, and for both the nebular continuum
and stellar continuum only cases (i.e. a total of 16 models
encompassing the various SED and dust prescriptions).
6.1 ALMA HUDF z = 5 source
Recently, Dunlop et al. (2017) (D17) have presented a 1.3-
mm ALMA mosaic covering the full 4.5 arcmin2 of the Hub-
ble Ultra-Deep Field (HUDF). Their final sample consists of
16 sources with point-source flux densities S1.3 > 120µJy at
a mean redshift 〈z〉 = 2.15. Interestingly, one source in their
sample (UDF12) has a spectroscopic redshift of z = 5.00
(Hathi et al. 2008), and therefore provides a useful com-
parison to the number counts expected over a similar area
from our simulations. UDF12 has a stellar mass log(M/M)
= 9.6 ± 0.12, and a sSFR = 9.29 ± 4.80, placing it in the
high mass and high sSFR tail of our sample (see Fig. 1).
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Table 5. Recommend values for the CF2000 model, provided to
allow a simple comparison with our model.
Parameter Value
n −0.55
µ 0.30
tBC 12 Myr
6.1.1 1.3mm number counts
To derive S1.3, first LIR was converted into a SFRIR us-
ing the same relation adopted by D17 (from Murphy et al.
2011), and S1.3 was calculated using the conversion given in
D17: S1.3 (in µJy) ≈ 3.3× SFRIR (in Myr−1). The num-
ber counts as a function of S1.3 are shown by the histograms
in Fig. 13. Depending on model assumptions, we find that
between N ≈ 3 − 10 galaxies have flux densities above the
threshold S1.3 > 120µJy within the ≈ 3.7×104 Mpc3 volume
of our simulation, or equivalently we find a volume density
of N(S1.3 > 120µJy) ≈ (1 − 3) × 10−4 Mpc−3. The num-
ber counts are larger for the models which include a nebular
contribution due to the additional luminosity provided by
the nebular continuum and emission lines in these SEDs,
leading to an increase in the output LIR.
Over the 4.5 arcmin2 HUDF area, the comoving volume
between 4.5 < z < 5.5 is ≈ 1.3 × 104 Mpc3, therefore, to
a rough approximation, the simulation volume is ≈ 3× the
HUDF volume at z = 5. Scaling our number counts by this
factor results in a prediction of N≈ 1−3 galaxies with S1.3 >
120µJy within the HUDF ALMA mosaic, consistent with
the observations. Clearly, a comparison to number counts
over such a small area of sky is hindered by cosmic variance,
nevertheless these numbers provide some reassurance that
we are not seriously under or over-predicting infrared flux
densities.
6.1.2 1.3mm flux density versus UV continuum slope
In Fig. 14 we directly compare observed quantities tracing
the absolute attenuation (S1.3) and dust law (β) of UDF12.
UDF12 has a 1.3mm flux density of S1.3 = 154±40 (Dunlop
et al. 2017) and a UV continuum slope of β = −1.70± 0.12,
where β was measured by fitting a power-law to the I814,
z850, Y105, J125 and H160 photometric data points, consis-
tent with the value obtained using a standard SED fitting
procedure, in which the intrinsic SEDs are modelled as a
power-laws with varying slopes (β = −1.71).
Fig. 14 shows that the S1.3 and β values extracted from
the best-fitting dust models are consistent with the obser-
vation. Although only ≈ 1% of our sample have comparable
flux densities (S1.3 > 120 µJy), all fall within< 2σ of UDF12
and the majority fall within < 1σ. Fig. 14 also demonstrates
that, for the majority of models, the flux densities of the
S1.3 > 120 µJy sources are biased high with respect to the
average S1.3 of galaxies with similar β slopes. There is no sig-
nificant difference between the TEx and CF2000 models, or
between the various SPS assumptions; UDF12 is consistent
with the 1σ scatter on the running averages of all models.
In summary, the simple best-fitting dust models with
a Calzetti-like reddening law slope (−0.7 6 n 6 −0.3) de-
rived from UV observations are simultaneously compatible
with the infrared number counts and properties of sources
in the ALMA HUDF image. In other words, for at least
this z ' 5 ALMA source, the models account for the both
the absolute attenuation and reddening across the UV-IR
wavelength baseline. However, although this is clearly en-
couraging, larger sample sizes at z > 5 are needed in order
to perform a more robust comparison.
6.2 The z = 5 IRX-β relation
As discussed in the introduction, the Meurer et al. (1999)
(M99) IRX-β relation, and the underlying, implicit, AUV -β
relation, has been commonly used to dust correct UV data at
high redshifts, and has recently been used to argue that red-
dening at z > 5 follows a SMC extinction-like curve, rather
than a Calzetti curve (Capak et al. 2015; Bouwens et al.
2016). In this section we explore the IRX-β, and underlying
AUV -β, relations implied by our best-fitting models.
6.2.1 IRX −β relation
Meurer et al. (1999) define IRX as the ratio of far infrared
flux (FFIR) to flux at 1600A˚ (F1600), where F1600 is defined
as a generalized flux of the form Fλ = λfλ, and fλ is the
flux density per wavelength interval. In their derivation of
IRX1600, they include a term (BC(FIR)Dust) to convert the
total bolometric IR flux to a FIR flux. In this analysis we
work with luminosities, rather than fluxes, and ignore this
BC(FIR)Dust correction term since we can calculated the
total bolometric IR luminosities of our SEDs. In this case
IRX1600 can be written as
IRX1600 ≡ LIR
L1600
= (100.4A1600 − 1)
∫∞
912
lλ′,idλ
′
L1600,i
. (10)
Here the first term gives the fraction of L1600,i absorbed by
dust and A1600 is the attenuation at 1600A˚. For a given
dust model, A1600 was calculated by differencing the mag-
nitudes at 1600A˚ of the intrinsic SED and the attenuated
SED, where the magnitudes were calculated using a top-hat
filter centered on 1600A˚ of width 100A˚. The second term is
the ratio of the maximum amount of of luminosity available
for dust heating (lλ′,i is the unattenuated luminosity of the
SED) divided by the intrinsic 1600A˚ luminosity.
Assuming the second term is a constant, this equation
implies a direct transformation between the attenuation at
1600A˚ and IRX. Then, since for a given attenuation curve
the attenuation at 1600A˚ is related to the observed β slope,
the position of galaxies in the IRX-β plane can be used to in-
fer the properties of the attenuation curve (e.g. Meurer et al.
1999), although one must be wary of the crucial dependence
on the intrinsic β slopes as we will discuss below.
In Meurer et al. (1999), the second term in the equation,
denoted BC(1600)∗, was calculated using 100 Myr duration
constant star-formation rate SPS models from Leitherer &
Heckman (1995). They found 1.56 6 BC(1600)∗ 6 1.76,
adopting a final value BC(1600)∗ = 1.66 ± 0.15. Other au-
thors have adopted the value of 1.75± 0.25 derived later by
Calzetti et al. (2000) (e.g. Reddy et al. 2006; Bouwens et al.
2016). It is worth comparing this to the BC(1600)∗ values of
our SEDs, across all SPS models. For the range of BPASSv2
models adopted in this paper, the median BC(1600)∗ across
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Figure 13. The predicted ALMA number counts as a function of 1.3mm flux density (S1.3) within the ≈ 3.7 × 104 Mpc volume of
the simulations. Each column represents one of the four SPS models. In each column the top panels show the results assuming the
best-fitting parameters from the TEx model with the bottom panels showing the same for the CF2000 model. In each panel the solid
blue line represents the predictions for the stellar + nebular continuum SEDs and the dashed black line stellar continuum only. The
vertical dash-dot line in each panel is the S1.3 = 120µJy flux density limit of the recent ALMA HUDF study of Dunlop et al. (2017).
The number of sources above this limit is quoted in the legend of each panel.
all SEDs was calculated for the stellar + nebular and stellar-
only cases. For the models including nebular continuum
we find 1.70 6 BC(1600)∗ 6 1.78, and for stellar con-
tinuum only models we find 1.42 6 BC(1600)∗ 6 1.52.
The full range of values is consistent with original deriva-
tion of Meurer et al. (1999) but emphasizes how large an
effect the nebular continuum can have. Interestingly, the
BC(1600)∗ values derived from SEDs including nebular con-
tinuum are in much better agreement with previous esti-
mates (e.g. Calzetti et al. 2000). For the remainder of this
paper we adopt BC(1600)∗ = 1.75. The IRX equation then
simply becomes:
IRX1600 = 1.75(10
0.4A1600 − 1), (11)
and the relationship between IRX and β becomes dependent
only on the A1600 − β relation.
6.2.2 A1600 − β relation
If one assumes that all sources have the same intrinsic UV
slopes (i.e. a constant βi), then for a given reddening law
slope (n) and a simple homogeneous star/dust mixture ge-
ometry (e.g. similar to the TEx model), there is a simple
mapping between A1600 and β given by combining equa-
tions 5 and 6. For a Calzetti-like reddening law (n = −0.55)
this becomes,
A1600,Calzetti = 2.09(β + βi), (12)
whereas for an SMC-like law (n = −1.24) the slope of the
relation is much shallower,
A1600,SMC = 0.99(β + βi). (13)
However, if there is an underlying correlation between βi and
A1600 (i.e. βi is not assumed to be constant across the pop-
ulation), then these relations do not hold. Indeed, we find
that more massive galaxies, with older UV-weighted ages,
have larger values of both βi and A1600, such that there is
a general βi − A1600 correlation in our sample. This cor-
relation is much stronger for the stellar-only models, since
adding nebular continuum significantly reduces the range of
βi values (see Table 1). The situation is further complicated
for ‘clumpy’ geometries like CF2000, since for these models
Equation 5 does not apply, and so simple relations like equa-
tions 12 and 13 above cannot be derived. The upshot of all
this is that the slope of the A1600− β relation, derived from
our models, does not simply map to the power-law slope
of the reddening law as described above. Furthermore, the
values of βi in the resulting fits are representative of the
minimum values of βi of the SEDs, rather than the median
value across the population. Nevertheless, these equations
are good approximations in the case of a small scatter in
intrinsic UV slopes.
6.2.3 IRX− β for the best-fitting dust models
We derived A1600 − β and IRX − β relations for our sam-
ple for both the stellar + nebular and stellar-only cases; the
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Figure 14. The relationship between 1.3mm flux density (S1.3) and UV continuum slope (β) for the TEx model (left-hand panel) and
CF2000 model (right-hand panel). For each SPS model, the numbers are calculated at the best-fitting dust model values from the χ2
fitting described in Section 5, and reported in Tables 2 and 4. In each panel the solid lines show the running averages in six bins of β for
the four SPS models including nebular continuum (with the colour code given in legend) and the dashed lines show the corresponding
stellar continuum only model. The small data points are the individual values for SEDs with S1.3 > 120 µJy (i.e. above the sensitivity
of the ALMA HUDF data) with the filled circles and open squares showing the nebular continuum and stellar continuum only cases
respectively. The large empty circular data point with black error bars are the observed values of the one z = 5 galaxy (UDF12) detected
in the ALMA HUDF imaging (Dunlop et al. 2017).
results are shown in Figs. 15 and 16. For each case we per-
formed a linear least-squares fit to the best-fitting β and
A1600 values from our models (combining the data across
both dust models and all SPS models), and substituted the
resulting fit into Equation 11 to give the corresponding IRX
−β curve. The best-fitting A1600−β relations are as follows
(see Fig. 15), for the stellar + nebular case:
A1600 = 2.10(β + 2.52), (14)
and for the stellar-only case:
A1600 = 1.28(β + 2.83), (15)
In both cases, the scatter about the relations is σ = 0.14.
The relation for the stellar + nebular case is virtu-
ally identical to assuming a Calzetti attenuation law for
sources with an intrinsic βi = −2.52 (see Equation 12).
In the stellar-only case, the slope of the relation is signif-
icantly shallower, this is a result of both the steeper best-
fitting attenuation curves, and the stronger correlation be-
tween βi and best-fitting A1600. The effect of the nebular
continuum is substantial, up to ∆A1600 ≈ 0.5 at the ex-
treme ends of β values. The scatter of σ = 0.14 around the
A1600 − β relation derived above only represents the scatter
about the best fitting models, to get a more robust estimate
from our models we estimated A1600 − β based on the 1σ
limits on n (−0.7 < n < −0.3; see Fig. 12 and Table 3).
Taking these limit into account, we estimate the following
best-fitting A1600−β relation for the stellar + nebular case,
A1600 = 2.10
+1.8
−0.3(β + 2.52). (16)
In reality, a nebular continuum contribution is expected in
star-forming galaxies and, though it will likely vary for in-
dividual galaxies, we recommend Equation 16 as the more
reliable estimate of the average A1600 − β relationship at
z = 5. Futhermore, this equation is reassuringly similar to
observational constrainsts based on of samples of Lyman-
beak galaxies at z ∼ 3− 6, especially in terms of the intrin-
sic UV slopes at these redshits (e.g. de Barros et al. 2014;
Castellano et al. 2014). One immediate consequence of this
is that dust corrections to the UV, based on the Meurer et al.
(1999) IRX −β relation, will underestimate A1600 for an ob-
served β, by a median of ≈ 0.6 across the range of observed
β values −2.5 < β < −1.6, equivalent to an underestimation
of the resulting star-formation rate of a factor ≈ 2.
Finally, in Fig. 16 we show the predicted position of
z ' 5 galaxies in the IRX− β plane along with a variety of
data from the literature at z > 3 (taken from: Coppin et al.
2015; Dunlop et al. 2017; Schaerer et al. 2015; Capak et al.
2015; Watson et al. 2015; Bouwens et al. 2016). It can be seen
that the best-fitting line (using Eq. 16) is roughly consistent
with the shape of the original Meurer et al. (1999) curve with
a shift to bluer intrinsic UV slopes of ∆βi ' −0.2. Again,
this is fully consistent with typical z ' 5 star-forming galax-
ies experiencing, on average, Calzetti-like attenuation, sim-
ilar to local star-forming galaxies, yet having bluer intrinsic
UV slopes based on the typically rising star-formation his-
tories at these redshifts. It can be seen from Fig. 16 that
our predictions are in agreement with some data at high
redshift (e.g Coppin et al. 2015; Watson et al. 2015), and
again are consistent with the ALMA HUDF (Dunlop et al.
2017). However, some tension clearly exists with other recent
ALMA observations as we explore in more detail below.
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Figure 15. The average A1600 − β relation for both the stellar
+ nebular (black solid lines) and stellar-only (black dashed lines)
cases. In each case, the A1600−β relation was derived via a linear
least-squares fit to the best-fitting A1600 and β values combined
across both dust models and all SPS models (i.e. a total of 8
individual models). The fits to the individual models are shown as
light-pink lines for both the stellar + nebular (solid) and stellar
only (dashed) cases. The original Meurer et al. (1999) relation
is shown as the blue dotted line; applying this relation to our
simulated sample would underestimate the 1600A˚ attenuation at
fixed β by a factor ' 0.6 (and hence underestimate UV-derived
SFRs by a factor ' 2).
6.2.4 IRX-β discrepancy with Capak et al. (2015)
It is clear from Fig. 16 that there is a significant discrepancy
between the predictions of our simulations and the observed
positions of the z ≈ 5 galaxies from Capak et al. (2015) in
the IRX −β plane (see also Bouwens et al. 2016). As dis-
cussed previously, under the assumption that the BC(1600)∗
factor is constant (1.75), then the position of galaxies in the
IRX −β plane is dependent, to first order, only on (i) the
slope of the reddening curve and (ii) the intrinsic UV con-
tinuum slopes (βi). Therefore, in an attempt to explain this,
it is worth asking, given the above discussion on IRX −β,
what type of reddening law, and what intrinsic properties of
galaxies, are required to find relations compatible with the
Capak et al. (2015) data?
To do this we derived IRX −β curves for two simple sce-
narios: firstly, the A1600 − β relation was calculated for the
Gordon et al. (2003) SMC extinction curve at three values of
βi (−2.5, −2.0, −1.5) and converted into an IRX-β relation
assuming BC(1600)∗ = 1.75; secondly, the A1600−β relation
was calculated for a set of empirical attenuation curves of
the form A(λ) ∝ λn at different values of n (−0.55, −1.24,
−20.00) and converted into an IRX-β relation assuming a
fixed βi = −2.5 and BC(1600)∗ = 1.75. As highlighted pre-
viously, assuming a fixed βi is a simplification, but never-
theless it is a reasonable assumption for models including
nebular continuum, and adequate for the purposes of this
Figure 16. The IRX − β prediction of our best-fitting model.
The solid black line shows the predicted curve combining our
best estimate of the A1600− β relation (Eq. 16) with Eq. 11, and
the shaded orange regions are the 1σ and 2σ limits assuming the
limits in Eq. 16. The dashed black line shows the original Meurer
et al. (1999) IRX−β relation and the dotted line shows the SMC
relation assuming Eq. 13. The black star shows the z = 5 ALMA
HUDF source from Dunlop et al. (2017); the grey square shows
the z = 7.5 galaxy A1689-zD1 from Watson et al. (2015); the
yellow circles show the z ' 3 stacks from Coppin et al. (2015);
the red upper limits show the z ' 6.5−7.5 galaxies from Schaerer
et al. (2015) assuming a dust temperature of T=45K; the green
circles show the individual detections from Capak et al. (2015)
and finally the blue upper limits are the stacks at z ' 4−10 from
Bouwens et al. (2016); the black arrow in the bottom right-hand
corner illustrates the potential upward shift of ≈ 0.3 dex of these
data assuming a higher dust temperature (see text for discussion).
discussion. The derived curves are shown in Fig. 17, along
with data points showing the three z > 5 sources with indi-
vidual detections, and the stack of undetected sources, from
Capak et al. (2015).
Fig. 17 illustrates two important points: firstly, if the
reddening law at z = 5 resembles the SMC extinction law
then the implied βi of the Capak et al. (2015) galaxies is βi ≈
−1.5. This is possible for individual galaxies, although 2/3 of
the Capak et al. (2015) galaxies with ALMA detections have
masses in the range probe by our simulations (log(M/M)
= 9.67, 10.17, 10.39) and we do not find intrinsic slopes
redder than βi ' −2.2. However, it is clearly incompatible
with the average βi of galaxies at this redshift, since the
typical observed slopes are bluer than this value 〈β〉 ≈ −2.0
(Dunlop et al. 2012, 2013; Rogers et al. 2014). Secondly, if
we assume βi = −2.5 (i.e. the Capak et al. (2015) galaxies
are compatible with our simulations) then the slope of the
reddening law required to explain the data is much steeper
than the SMC-extinction law. For example, the position of
the stack of undetected galaxies would require n < −20,
much steeper than any attenuation, or even extinction law,
ever observed.
Given this discrepancy, it is worth considering the po-
tential systematics that could be affecting the Capak et al.
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(2015) and Bouwens et al. (2016) results. On possibility is
an underestimation of the dust temperature, which is taken
to be 35K in both cases. It has been suggested that dust
temperature may increase with redshift due to an increase
in the intensity of the radiation field heating the dust (e.g.
Be´thermin et al. 2015)1, and typically an upper limit of 45K
has been assumed (Schaerer et al. 2015). In this case LIR
will be underestimated by a factor ≈ 2 and the resulting
IRX underestimated by ≈ 0.3 dex. The magnitude of this
shift is illustrated by the arrow in the bottom right-hand
corner of Fig. 16. It would bring the Capak et al. (2015)
and Bouwens et al. (2016) data into better agreement with
our model, however it is not enough to fully account for the
discrepancy. There are other potential systematic issues af-
fecting the determination of the UV continuum slopes, and
estimated upper limits on LIR, which we will discuss in detail
in a future work (McLure et al. in prep).
6.2.5 SMC-like attenuation at lower redshifts?
In Fig. 16 we have not included data at lower redshifts
(z ∼ 2 − 3) which also support steeper, SMC-like, atten-
uation laws. In particular, Reddy et al. (2010) find that
galaxies with young mass-weighted ages and typically lower
masses (age . 100 Myr; M/M < 1010) have a smaller
IRX, at a given β, relative to older galaxies at the same
redshift. Finally, similar conclusions have also been reached
using small numbers of individual lensed galaxies (e.g. Baker
et al. 2001; Siana et al. 2009).
In Reddy et al. (2010), these young galaxies represented
≈ 13% of their full star-forming galaxy sample, and in our
simulated sample ≈ 6% of galaxies have ages < 100 Myr.
However, since our method involves comparing to the ob-
served luminosity function, it can only be applied to the full
galaxy population complete down to a given UV magnitude,
and cannot be applied to populations split by age. There-
fore, we cannot rule out the possibility that certain pop-
ulations (e.g. the youngest galaxies), or any given individ-
ual galaxy, will follow a steeper attenuation curve. We also
note that, since the absolute attenuations decrease towards
fainter, lower mass galaxies, the uncertainties on the form
of the attenuation law will correspondingly increase, as the
difference in absolute attenuation between curves becomes
more difficult to distinguish. Therefore, our conclusions are
most robust at high masses. Nevertheless, our current anal-
ysis suggests that, on average, a Calzetti-like attenuation
curve is sufficient to describe the observed properties of the
z ≈ 5 galaxy population down to log(M/M) ≈ 7.5.
7 DISCUSSION
In this section, we discuss in more detail why a reddening law
similar to the SMC extinction law is ruled out by our models,
and how this relates to the type of dust present at high
redshifts; finally we compare our results to the recent study
1 This increase in radiation field intensity is also consistent with
the increase in ionizing photons in star-forming galaxies inferred
from the evolution of optical emission line ratios (e.g. Steidel et al.
2014; Kewley et al. 2015; Cullen et al. 2016)
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Figure 17. The IRX −β plane for a set of simple theoretical
dust laws. The blue curves show the case for a reddening curve
equivalent to the Gordon et al. (2003) SMC extinction law assum-
ing different values of βi: −2.5, −2.0 and −1.5. The pink curves
show the case for three simple attenuation curves of the form
explored in this paper (i.e. A(λ) ∝ λn) assuming different val-
ues of the exponent: −0.55 (Calzetti-like), −1.24 (SMC-like) and
−20.0. As expected, the dashed pink (n = −1.24) and solid blue
(βi = −2.5) curves are compatible. The data points are from
Capak et al. (2015) as in Fig. 16, and the black dotted line is
the best-fitting IRX −β relation from our simulations including
nebular continuum (i.e Equation 14).
of Mancini et al. (2016), who performed a similar analysis,
but reached different conclusions.
7.1 Why are SMC-like laws ruled out?
It is worth asking, what differences in the intrinsic proper-
ties of the simulated SEDs are required such that a steeper
attenuation law would be favored over a Calzetti-like atten-
uation law? The main ways in which our simulations could
be biasing our results in favour a shallower attenuation law
are: (i) the intrinsic UV continuum slopes are too red; ii)
the intrinsic luminosity at 1500A˚ is overestimated; (iii) the
number density of galaxies at a given mass is overestimated;
or some combination of all three. The guiding principle here
is that, for a steep law to be necessary, the change in β for a
given AUV needs to be larger than is currently required by
intrinsic simulated galaxy properties. Therefore, either AUV
is kept the same and the intrinsic β slopes must move further
away from the CMR (i.e. become bluer), or the β slopes re-
main the same and the UV magnitudes of the galaxies must
move closer to the LF (i.e. become fainter).
7.1.1 Steeper intrinsic UV continuum slopes?
Firstly, if the the UV continuum slopes are too red then ei-
ther the UV-weighted ages, or Fe/H values, of the galaxies
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are being overestimated by the simulations. The range of
UV-weighted ages of the FiBY galaxies is 20 . tUV . 80
Myr with a median of 33 Myr (see Fig. 6), and the me-
dian intrinsic stellar UV continuum slope across all models
is βi ≈ −2.6 (see Table. 1). The bluest UV slopes possible
with the current BPASSv2 models are βi ≈ −3.1 (a star-
burst of age 1 Myr and metallicity 1/10 solar). Therefore,
as a simple test we fixed the intrinsic slopes of all SEDs at
this value, and a χ2 fit with the TEx model was performed
as described in Section 5. Indeed, in this case the best-fitting
values of n are in the range −1.0 < n < −1.2 (though the
fits are formally significantly poorer), nevertheless it serves
to demonstrate that if the intrinsic slopes were close to the
steepest allowed by current SPS models, SMC-like reddening
laws would become more acceptable.
However, to achieve intrinsic slopes approaching this
value (βi . −2.9) would require that the UV-weighted ages
of our galaxies be in the range 0 − 10 Myr (e.g. Stanway
et al. 2016). Naturally this would lead to a boost in the
SFRs and sSFRs; for example, in the extreme scenario of
all stars being formed within the past 10 Myr the sSFR is
100 Gyr−1 (20× the median value of our sample). However,
the SFRs and sSFR of galaxies in the FiBY simulation are
in good agreement with observations. For example, Fig. 18
compares the star-forming main sequence of our simulated
sample to the observed z = 5 relation taken from Schreiber
et al. (2015), and clearly there is excellent consistency here.
Similarly, the median sSFR of our sample (4.8 Gyr−1) is
consistent with a number observations at z ' 5 (e.g. Stark
et al. 2013; Gonza´lez et al. 2014; Ma´rmol-Queralto´ et al.
2016). Furthermore, as demonstrated in Fig. 7, the effect of
the nebular continuum increases as the intrinsic stellar con-
tinuum becomes bluer, such that the UV continuum slopes
are reddened to roughly the same values βi ≈ −2.4. Finally,
for completeness, we briefly note that, if we have underes-
timated either the ionization parameter or electron density
in our photoionization modelling, then we will have under-
estimated the contribution of the nebular continuum to the
galaxy SEDs. Assuming more extreme values of these pa-
rameters would make the intrinsic slopes redder, not bluer.
In summary, it seems unlikely that the intrinsic β slopes at
z = 5 are being overestimated to the extent that a steep
SMC-like reddening law is required to match observations.
7.1.2 Overestimated UV luminosities?
As we discussed previously, the intrinsic M1500 is relatively
insensitive to the metallicity and nebular continuum con-
tribution, but rather tracks the star-formation rate over ≈
100 Myr timescales. Therefore, M1500 will be overestimated
if the SFRs of the galaxies are overestimated. As with the
UV continuum slopes, we performed a test whereby the in-
trinsic M1500 of the galaxies are increased by an amount
δM1500, and a χ
2 fit with the TEx model carried out; we
found that an increase of the order ∆M1500 ≈ 1.0 was re-
quired to make the data consistent with a steep SMC-like
reddening law. Assuming the Kennicutt & Evans (2012) con-
version (in which 1 Myr−1 is equivalent to an absolute
magnitude of M1500 ' −18.75) this shift in absolute mag-
nitude corresponds to a factor ' 2.5 decrease in SFR, or in
log space ∆log(SFR)= −0.4, which would make the data in-
compatible with the observed main sequence at z = 5 (Fig.
Figure 18. The star-formation rate versus stellar mass relation-
ship at z = 5. The black data points show the N=498 simulated
galaxies in our sample, where the star-formation rate is averaged
over the past 100 Myr and the mass is the current main-sequence
mass. The dashed red line shows the observed relationship taken
from Schreiber et al. (2015) with the shaded region showing the
±0.3 dex dispersion.
18). Again, given the consistency of our data with observed
SFRs at the same redshift, it is unlikely that we are over-
estimating M1500. Nevertheless, it is worth bearing in mind
that a shift in SFR of this magnitude would be required if
the observed stellar masses at these redshifts were overesti-
mated by ≈ 0.4 dex. However, given the consistency of our
data with observed mass − SFR relations at the same red-
shift, and assuming the observed masses at these redshifts
are not systematically overestimated, it is unlikely that we
are overestimating M1500.
7.2 Dust properties at z = 5
What do our results mean for the ‘type’ of dust in high red-
shift galaxies? Results in the literature, which have pointed
towards an attenuation curve at z ' 5 similar in shape to the
extinction curve of the SMC, have been used to claim that
the properties of the dust grains themselves at high redshift
are more SMC-like (Capak et al. 2015). This seems plausi-
ble, since the low metallicity of the SMC (' 0.25 Z Pagel
et al. 1978; Yozin & Bekki 2014), is more representative of
high-redshift galaxies, and hence the physical properties of
the dust grains may also be comparable. However, it is not
necessarily true that SMC-like dust will result in an attenu-
ation curve similar to the SMC extinction curve, due to the
significant difference between extinction and attenuation.
This point is illustrated in Fig. 19, where we show the-
oretical attenuation curves from the 3D radiative transfer
models of Seon & Draine (2016). In these models the out-
put attenuation curve is dependent on the system geome-
try (for which we have adopted the parameters Ms = 20
and Rs/Rd = 1, which represent a turbulent clumpy me-
dian in which the stars are distributed throughout the total
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Figure 19. A comparison between observed and theoretical at-
tenuation curves at UV wavelengths. The black dashed and dot-
dashed lines show the power-law parameterizations of the Calzetti
et al. (2000) and SMC (Gordon et al. (2003)) curves respectively.
The coloured lines are taken from the 3D radiative transfer mod-
els of Seon & Draine (2016), where we have adopted Ms = 20
and Rs/Rd=1 (see text for details). The red curve shows the
attenuation curve resulting from the SMC extinction curve of
Witt & Gordon (2000) with AV =0.47, and the blue curve shows
the attenuation curve resulting from a MW-like extinction curve
(without a 2175A˚ absorption bump) with AV =0.53, taken from
Weingartner & Draine (2001).
volume), the amount of dust (AV ) and the dust proper-
ties, for which we have selected, for illustrative purposes,
the Milky Way model from Weingartner & Draine (2001),
and the SMC model of Witt & Gordon (2000). The value
of AV we have selected is typical of the median of our sam-
ple across all best-fitting models (AV ≈ 0.5). It can be seen
that, even assuming SMC dust properties, the output at-
tenuation curve is much shallower than the SMC extinction
curve, though still steeper than the Calzetti curve. How-
ever, it is fully consistent with our best fitting model within
1σ. Assuming Milky Way dust gives better agreement with
the Calzetti curve, though it is slightly shallower. Therefore,
assuming this scenario, a Calzetti-like attenuation curve at
z = 5 is consistent with dust properties somewhere inter-
mediate between SMC and Milky Way. Moreover, given the
inherent uncertainties in radiative transfer modelling, it is
not implausible to think that SMC-like dust can result in a
Calzetti-like attenuation curve; indeed, as has been claimed
in the past (e.g. Witt & Gordon 2000).
7.3 Comparison to Mancini et al. (2016)
Recently, Mancini et al. (2016) (M16) performed an analy-
sis similar to the one presented here, comparing the intrinsic
CMR and LF of a sample of simulated galaxies at 5 < z < 8
to observations, in order to constrain the attenuation law
and subsequent IRX−β relation. Contrary to our empirical
prescription, M16 estimate the absolute attenuation (or the
normalization of the reddening curve) using a semi-analytic
dust evolution model which attempts to explicitly track dust
growth / destruction in stars and supernovae. Combining
this with a variety of attenuation laws and a CF2000-like
model, they conclude that matching their simulations to ob-
servations re quires a steep SMC-like curve.
In the method adopted by M16, the A1500 versus stellar
mass relation is fixed by the dust model, and their relation
is steeper than the one we derive by fitting to the LF (pri-
vate communication). This can be seen by inspecting Fig.
2 of M16, where the number counts at faint intrinsic mag-
nitudes (MUV ≈ −18.0) from their adopted simulation are
much closer to the observed number counts than the num-
ber counts at faint magnitudes from FiBY (see Fig. 9 of this
paper). In other words, M16 require much smaller dust cor-
rections at lower masses. Given this, and the fact that the
intrinsic UV slopes in M16 appear very similar to the me-
dian values we find in our sample (βi ≈ 2.4, Table 1), it is
unsurprising that they require a steeper attenuation law.
One probable explanation of this discrepancy is the
lower particle mass resolution of the M16 simulation
(log(M/M) = 7.11 compared to 5.68 and 4.81 for the two
components of the FiBY simulation) since the stellar mass
range of the galaxies in our sample with MUV ≈ −18.0 (7.6
< log(M/M) < 7.9) would correspond to N ≈ 3 − 10 in-
dividual star particles in their simulation (compared to N
≈ 600−1000 in FiBY L). This low resolution at faint magni-
tudes may result in an underestimation of the number counts
(a well known effect at the resolution limit, e.g. Finlator
et al. (2011)), and hence lead to the perception of very little
dust in low mass galaxies. Indeed, comparing Fig 2. of M16
to the intrinsic luminosity functions of Dayal et al. (2013),
who analyse a higher resolution box from the same simu-
lation, would appear to support this explanation. Without
being able to perform a direct comparison to the M16 data
it is difficult to identify the source of the discrepancy conclu-
sively. Nevertheless, we believe that the main driver is the
difference in number counts at the faint end of the intrinsic
LF and that this is most likely a result of the difference in
particle mass resolution of the two simulations.
8 CONCLUSIONS
We have presented an investigation of the dust attenua-
tion law at z = 5 using a sample of N=498 galaxies, with
M1500 6 −18.0 and 7.5 < log(M/M) < 10.2, taken from
the First Billion Years (FiBY) simulation. Synthetic SEDs
were generated for these galaxies using the BPASSv2 SPS
models, both including and excluding the effects of massive
binaries and nebular emission. The intrinsic UV properties
of these SEDs were then compared to the observed z = 5 LF
and CMR to constrain the properties of dust attenuation.
Our main findings can be summarized as follows:
(i) Due to the fact that the galaxies in our sample exhibit
mainly rising star-formation histories, and since the age of
the oldest star particles in our z = 5 simulation (' 0.9 Gyr)
are less than the typical timescale for the ISM to be enriched
with Fe via SNe Ia (' 1 Gyr), we find that the galaxies
in our sample have α/Fe ratios enhanced by a factor ≈ 4
MNRAS 000, 1–23 (2016)
22 F. Cullen
relative to the solar value. This is consistent with the recent
observation of galaxies at z = 2.4 by Steidel et al. (2016),
and suggests care must be taken when modelling the SEDs
of high-redshift galaxies, or any galaxies with a rising star-
formation history, since the shape of the UV spectrum is
most sensitive to the Fe/H ratio.
(ii) Applying a simple dust model (the TEx model) in
which stars below a certain age (tBC) are assumed to be
completely obscured by their natal birth clouds, and the
remaining stars experience dust attenuation assuming a ho-
mogeneous mixture of stars and dust/gas (A(λ) ∝ λn), we
find that the observed CMR and LF can only be recreated
if tBC < 3 Myr and −0.6 6 n 6 −0.3. The constraints on
tBC are consistent with the age of the youngest OB associa-
tions observed in local galaxies (Massey et al. 1995), and the
slope of the attenuation curve consistent with a Calzetti-like
attenuation curve.
(iii) Assuming a more complicated dust model, similar to
that of Charlot & Fall (2000), in which stars with ages <
tBC experience enhanced optical depths rather than being
completely obscured, and again assuming A(λ) ∝ λn, we
find that an acceptable match to the observed CMR and
LF can only be achieved with −0.7 6 n 6 −0.3. Although
other free parameters within the model (tBC , µ) are not well
constrained using only these observations, the formal best-
fitting values are consistent with those originally proposed
in Charlot & Fall (2000).
(iv) Across both dust models, a steep attenuation law re-
sembling the SMC extinction law is ruled out by our simu-
lations. This is in contrast to claims based on some recent
ALMA observations at high redshift (e.g. Capak et al. 2015;
Bouwens et al. 2016), and the simulations of Mancini et al.
(2016). In order for the simulations to become more com-
patible with a steeper reddening curve, the intrinsic UV
magnitudes must be fainter and/or the intrinsic UV contin-
uum slopes must be steeper. However, we argue that, based
on the good agreement between the simulation data and ob-
servations of the star-forming main sequence of galaxies at
z = 5, it is unlikely that we are overestimating either of
these quantities. Nevertheless, we note that if the observed
stellar masses of galaxies at z = 5 are being overestimated
by ≈ 0.4 dex, this would result in a shift towards more SMC-
like curves.
(v) Comparing the IR predictions of our best-fitting mod-
els to the properties of the one z = 5 source detected in the
recent ALMA HUDF imaging of Dunlop et al. (2017), we
find consistency in both the measured physical properties
and implied number counts. Nevertheless, better statistics
are clearly needed to make a more robust comparison.
(vi) The A1600−β and resulting IRX −β relations of our
best-fitting models are inconsistent with the recent results
of Capak et al. (2015) and Bouwens et al. (2016), which
require an attenuation curve as steep, or steeper, than the
SMC extinction curve. We find that the best-fitting IRX
−β curve is consistent with what would be expected for a
simple homogeneous star/dust mixture geometry combined
with the Calzetti et al. (2000) attenuation law assuming all
sources have intrinsic UV continuum slopes of βi = −2.5.
There is clearly some tension here which can only be resolved
with future, deeper, ALMA data at these redshifts.
(vii) Our best estimate of the A1600−β relation at z = 5 is
A1600 = 2.10
+1.8
−0.3(β + 2.52); this equation implies that pre-
vious estimates of dust-corrected SFRs at these redshifts,
based on the Meurer et al. (1999) relation, will have under-
estimated the SFR by a factor ≈ 2. We recommend using
this relation for any young galaxy population expected to
have intrinsically blue UV continuum slopes.
Overall, we find no evidence for any significant variation
from the Calzetti-like attenuation curve at z = 5. However,
more observations will be needed, both in the rest-frame
UV and IR, to settle the question of the shape of the dust
attenuation law at z > 5.
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