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The determination of the reachable set for a class of nonlinear systems with
control and state trajectory constraints is investigated. The main result links this
problem with the determination of the set of admissible controls, for which
procedures already exist. The paper also gives a procedure to generate an admissi-
ble control which steers the system to a reachable state. Q 1999 Academic Press
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1. INTRODUCTION
 .  .Let x s g t, x, u be a control system, where the state x t is con-Ç
strained to belong to a subset M of R n and the control u takes values in a
subset U of R m. With h, z a pair of points in M , we say that z is reachable
w xfrom h at time t ) 0 if there exists a control u: 0, t ª U that steers the
system from h to z and such that the corresponding trajectory remains in
w xM for all t g 0, t . The set of all reachable states from h at time t is said
 .to be the reachable set from h and is denoted A h .t
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Various concepts of controllability can be defined by means of reachable
sets. For instance, given t ) 0, the control system is said to be ``globally1
w x mcontrollable'' on 0, t if for any h in R , we have1
ÄA h [ A h s M . .  .Dt t1
0FtFt1
  .Except for linear systems without control constraints i.e., g t, x, u s
 .  . m.A t x q B t u and U s R , this concept is too strong. Several weaker
concepts have been introduced in the literature. The one which received
the most attention is certainly the so-called ``small time local controllabil-
Ä .  .ity'' STLC in short which roughly means that the reachable set A ht1
contains h in its interior, at any time t ) 0. Various sufficient conditions1
 .and also necessary conditions for a control system to be STLC from a
state h have been developed in the literature and we refer the reader to
w xthe paper 7 by Kawski for a nice survey on the question. The oldest result
 .in this direction is the fact that a nonlinear system without constraints is
STLC from an equilibrium if its linear approximation around this equilib-
 w x.rium is globally controllable see, e.g., Lee and Markus 9 . Recently,
w xKryszewski and Plaskacz 8 established a generalization of this sufficient
condition of STLC to the case of perturbed linear control systems of the
form,
x s A t x q B t u q f t , x , u , 1 .  .  .  .Ç
where f is assumed to be continuous instead of Lipschitz continuous see
.the following text . It is clear that the only qualitative information pro-
 .vided by the STLC property is that the reachable sets A h have at
nonempty interior at any time t ) 0. The reason for this is that these sets
have in general no specific structure. For instance, they are not necessarily
 .closed and hence do not contain their or a part of their boundary. Also,
they may not be simply connected.
It is often highly desirable to obtain some quantitative information
about the reachable sets. Exact computation of these sets is an almost
impossible task, except for two-dimensional linear systems with a scalar
input. Hence, it is desirable to develop methods for approximating reach-
able sets. Techniques for estimating maximal reachable sets have been
developed in the literature. They are mainly based on the use of Lyapunov
functions and yield overestimates of reachable sets by means of ellipsoids
 w x w x.see for instance 6 and 12 . Unfortunately, these estimates cannot
anticipate the violation of state constraints, which may have dramatic
consequences, including damage to physical components of the system and
a loss of stability.
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 .The present paper deals with control systems of the form 1 , where the
control and state variables are submitted to explicit pointwise constraints.
The main investigated question is to find a systematic tool to get satisfac-
 .tory underestimates of reachable sets A 0 . Our approach is based on ant
w xexistence result from coincidence degree theory, due to Mawhin 11 ,
which is successfully combined with the concept of admissible controls
 w x w x.introduced in our previous works see, e.g., 1 and 2 . More precisely, we
prove that every interior point of M which is reachable by means of an
 .admissible control using trajectories of system 2 , given in the following
 .text, is also reachable by a trajectory of system 1 subject to the con-
 .  .straints. By system 2 , we denote the linear approximation of system 1
around the origin, i.e.,
x s A t x q B t u , .  .Ç
2 .
x 0 s 0. .
Not only does our method give a convenient underestimate of the set
 .A 0 , but it also provides admissible steering control laws. Our techniquest
w xare comparable to those used in 8 to study STLC problems where the
authors used the topological degree of set-valued maps instead of single-
. w xvalued maps . The main result of 8 in this direction gives a sufficient
 .condition for system 1 to be STLC by means of controls residing in V , a
linear subspace of L`, with small L`-norm. Hence, it gives conditions
under which a reachable set at any small time t contains the origin in its
interior. In constrast our main result gives an approximative size of
 . w xreachable sets A 0 for any specified t. Thus, Theorem 3.3 of 8 can bet
viewed as a particular case of our main result, at least for a fixed « and
`w m xV s L 0, T ; R .
The paper is organized as follows. In Section 2, we give the basic
assumptions and notations, and we recall an existence theorem for nonlin-
w xear operator equations from 11 . We give a precise definition of admissi-
ble controls and we state their properties in Section 3. Then, we prove and
discuss our main results in Section 4. Last, we conclude in Section 5.
2. PRELIMINARIES
We consider the continuous time system described by the nonlinear
differential equation,
x t s A t x t q B t u t q f t , x t , u t , 0 F t F T , .  .  .  .  .  .  . .Ç
3 .
x 0 s 0. .
ACHHAB AND WERTZ108
 .  .Here A . and B . are piecewise continuous real matrix functions defined
 .  .on R , of dimension n = n and n = m , respectively; f is a vector-val-q
ued function from R = R n = R m into R n, and T is a given final time.q
2.1. Notations
5 5 pWe shall use the symbol . to denote any vector norm in R and the
`w m xinduced matrix norm. L 0, T ; R is the Banach space of all Lebesgue
w x mmeasurable and essentially bounded functions h: 0, T ª R with the
5 5 w n xnorm . . C 0, T ; R is the Banach space of all continuous functions h:`
nw x 5 5  .  .0, T ª R with the norm . . B z, r , respectively, B z, r , will de-s p p
note the open ball, respectively, the closed ball, in R p with centre z and
 .  . `w m xradius r. B z, r and B z, r are similarly defined in L 0, T ; R and` s
w n xC 0, T ; R , respectively. If X, Y are normed linear spaces and G is a
linear operator defined on D ; X into Y, then G* denotes its dual
operator. If V is any subset of X, int V, V, and ­ V denotes the interior
of V, the closure of V, and the boundary of V, respectively.
2.2. Assumptions
 .  .We assume that the control u t is subject to the constraint u t g U
w x mfor almost every t g 0, T where U is a compact subset of R such that
 .0 g int U. We also assume that the state of system 3 is constrained to
belong to M for every t, 0 F t F T , where M is a closed connected
domain of R n such that 0 g int M. These assumptions include, for exam-
 .  .ple, the usual case where the control u . and the state x . must satisfy the
5 5 5 5inequality constraints u F a and x F a , for some fixed positive real1 2
numbers a and a . We also make the following additional assumptions.1 2
  .  .. w x  .A.1. The pair A . , B . is controllable on 0, T ; i.e., system 2
without constraints is completely controllable.
 .A.2. The function t ª f t, x, u is Lebesgue-measurable for every
 .  .x, u g M = U and f t, 0, 0 s 0, for almost every t.
A.3. There exist two positive functions k: Rq= Rqª Rq and j:
Rq= Rqª Rq such that
 . 5  .  .5  .5 5  .5i f t, x, u y f t, y, ¨ F k d , d x y y q j d , d u y1 2 1 2
5 5 5 5 5 5 5 5 5 w x 1¨ , for every x , y - d , u , ¨ F d and for almost every t g 0, T .1 2
 .  .  .  .  .ii k d , d ª 0 and j d , d ª 0 as d , d ª 0, 01 2 1 2 1 2
A typical example of systems satisfying assumptions A.2. and A.3. is the
 .  .case where the function f t, x, u is given as a power series in x, u which
1 w x  .Note that in 8 , the assumptions on f 6 are equivalent to locally Lipschitz around the
origin.
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starts with second-order terms and converges around the origin, uniformly
with respect to t, 0 F t F T. Optimal regulation of such dynamical systems
w xhas been investigated by Willemstein 14 .
2.3. An Existence Theorem for Nonlinear Operator Equations
As said in the Introduction, our main result is based on an existence
w xtheorem due to Mawhin 11 . We recall it later in the form needed for our
purpose. The proof, which is omitted here, makes extensive use of a
coincidence degree theory for operators. The latter can be viewed as an
 w x.extension of the Leray]Schauder degree theory see 10 .
Let Y and Z be Banach spaces, let L: Y ª Z be a linear operator and
h: Dom h ; Y ª Z not necessarily linear. Assume that h is continuous on
 .the closure V of a finitely bounded open set V ; Y and that h V is
bounded in Z. Consider the nonlinear operator equation,
Ly s hy q z , 4 .
 .where z g Im L the range of L . We have the following result:
 w x.THEOREM 2.1 See 11 . If the two following conditions hold
 .  4 y1i Ker L s 0 and L z g V
 . x wii for e¨ery y g ­ V and e¨ery l g 0, 1 , we ha¨e Ly / lhy q z
 .then Eq. 4 has at least one solution y in the set V.
3. ADMISSIBLE CONTROLS
We are now ready to give a precise definition of the class of admissible
controls. We also show that the set of admissible controls has a nonempty
interior and is closed for the usual topology. These results have been
w x w xobtained previously in 1 and 2 for the autonomous case.
`w m xDEFINITION 3.1. A function u in L 0, T ; R is an admissible control
 .for system 3 if
 .  .i u t g U, for almost every t, 0 F t F T ;
 .  .ii for this u, system 3 has a unique bounded solution x in the
w n xspace C 0, T , R ;
 .  . w xiii This unique solution satisfies x t g M , ; t g 0, T .
Thus a control is admissible if the control constraints are satisfied, but
 .also provided the solution of the differential equation 3 exists, is unique,
and satisfies the state constraints on the whole trajectory. Let U denotead
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the set of all admissible controls in the sense of Definition 3.1. The fact
that U contains piecewise continuous control functions satisfying con-ad
.straints almost everywhere is very important from a practical point of
view, because such controls occur in several applications. We outline next
some properties of U , beginning with the fact that it is not a trivial set.ad
PROPOSITION 3.1. Under the pre¨ious assumptions, the set U has aad
nonempty interior.
 .Proof. It is sufficient to prove that U contains some ball B 0, m , forad `
 .a well-chosen m ) 0. For this, let f ., . denote the state transition matrix
of the linear differential equation,
y t s A t y t . 5 .  .  .  .Ç
 . w n x `w m xConsider the function L x, u defined from C 0, T ; R = L 0, T ; R
w n xinto C 0, T ; R by
t t
L x , u t s f t , s B s u s ds q f t , s f s, x s , u s ds. .  .  .  .  .  .  .  . .H H
0 0
6 .
Notice that for a given control u, a solution of the differential equation
 .  .  .3 if it exists is a fixed point of the function L ., u . It turns out that it is
 .sufficient to show that for every control u in a well-chosen ball B , m ,`
 . w n xthis function L ., u has a unique fixed point x in C 0, T ; R , satisfyingu
the state constraints. More than merely an existence result, the following
 .lemma allows us to compute the size of a ball B 0, m contained in U .` ad
 .LEMMA 3.2. There exists n ) 0 and m s m n such that
 .  .  .i for e¨ery u g B 0, m , u t g U for almost e¨ery t;`
 .  .ii in this case, the function L ., u has a unique fixed point x suchu
5 5  .that x F n and x t g M for e¨ery t, 0 F t F Tsu u
 .  .  .  .iii the function G: B 0, n ª B 0, n defined by G u s x is` s u
Lipschitz continuous.
Proof of the Lemma. Because the origin is an interior point of the
 .domains M and U, there exist n ) 0 and « ) 0 such that B 0, n ; Mn
n . w xand B 0, « ; U. Now, replace the usual norm in C 0, T ; R by them
5 5equivalent norm . , defined for a ) 0 bya
ya tx . s max e x t , 7 .  .  .a
0FtFT
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 .  .then for x and y in B 0, n and u g B 0, « , we haves `
tya tL x , u y L y , u F max e f t , s .  .  .Ha
0FtFT 0
= f s, x s , u s y f s, y s , u s ds .  .  .  . .  .
1
5 5F k n , « max f t , s x y y .  . a /a 0Fs , tFT
1
5 5F c x y y .a1a
 .Hence, for a sufficiently large a , L ., u is a contraction mapping for
 .every u in the ball B 0, « . On the other hand, defining x g`
ya T .  .B 0, e n B 0, r is the closed ball with center 0 and radius r witha a
5 5 .respect to ? by assumption A.2 we havea
t
5 5L x , u F B . u max f t , s ds .  .  .` Hs
oFtFT 0
t
5 5 5 5q k n , « x q j n , « u max f t , s ds. .  .  . .s ` H
oFtFT 0
Now, defining
t
b s B . max f t , s ds, 8 .  .  .H
oFtFT 0
t
c s j n , « max f t , s ds, 9 .  .  .H2
oFtFT 0
we get,
tya t5 5L x , u F B . u max e f t , s ds .  .  .` Ha
oFtFT 0
tya t5 5q j n , « u max e f t , s ds .  .` H
oFtFT 0
1
5 5q k n , « max f t , s x .  . a
a oFs , tFT
c1 ya T5 5L x , u F b q c u q n 9 F n 9, where n 9 s e n , .  . `a 2 a
5 5  .  .for every u such that u F 1 y c ra r b q c n 9 s m.` 1 2
 .  .  .Hence, L x, u g B 0, n 9 whenever u g B 0, m . Thus, for such u,a `
 .  .  .L ., u : B 0, n 9 ª B 0, n 9 is a contraction mapping. By using the locala a
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 .contraction mapping theorem L ., u has a unique fixed point in the ball
 .  .B 0, n 9 which is the solution of the differential equation 3 . This provesa
 .that B 0, m ; U .` ad
PROPOSITION 3.3. Under the pre¨ious assumptions, U is a closed subsetad
`w m xof the space L 0, T ; R .
To prove this result, we need the following lemma:
 .LEMMA 3.4. Let x , for any integer p, denote the solution of 3 corre-p
 .  .sponding to u g U . If u is a Cauchy sequence in U then x is ap ad p ad p
w n xCauchy sequence in C 0, T ; R .
Proof. As u is an admissible control, by Definition 3.1, there existp
5  .5 5  .5d ) 0 and d ) 0 such that u t - d and x t - d ; 0 F t F T.1 2 p 2 p 1
Then, by assumption A.3,
f t , x t , u t y f t , x t , u t .  .  .  . .  .p p q q
F k d , d x t y x t q j d , d u t y u t . .  .  .  .  .  .1 2 p q 1 2 p q
So writing
x t y x t .  .p q
t
s f t , s B s u s y u s ds .  .  .  .H p q
0
t
q f t , s f s, x s , u s y f s, x s , u s ds, 10 .  .  .  .  .  . .  .H p p q q
0
we have
5 5x y x ap q
ya ts max e x t y x t .  .p q s0FtFT
tya tF max e f t , s B s u s y u s ds .  .  .  .H p q0FtFT 0
tya tqe f t , s f s, x s , u s y f s, x s , u s ds .  .  .  .  . .  .H p p q q 5
0
1
5 5F B . max f t , s u y u .  . `p q /a 0Fs , tFT
1
5 5q j d , d max f t , s u y u .  . `1 2 p q /a 0Fs , tFT
tya tq max e f t , s k d , d x s y x s ds . .  .  .  .H 1 2 p q 50FtFT 0
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Hence,
M
5 5 5 5x y x F B . q j d , d u y u .  .a `p q 1 2 p q /a
M
5 5q k d , d x y x . 11 .  .a1 2 p qa
 .  .Now, for sufficiently large a , Mra k d , d - 1 and we have1 2
y1M M
5 5 5 5x y x F 1 y k d , d B . q j d , d u y u .  .  .a `p q 1 2 1 2 p q /  /a a
5 5F N u y u , 12 .`p q
 .where N is a positive real number. This shows that x is a Cauchyp
w n x  .sequence in C 0, T ; R , because u is a Cauchy sequence in U .p ad
 .Proof of Proposition 3.3. Let u be a convergent sequence in U withp ad
u s lim u in the L` norm. We have to show that u is an element ofpªq` p
 .U . First, we have u t g U for almost every t, 0 F t F T , because U isad
 .closed. Let x denote the solution of 3 corresponding to u ,p p
t t
x t s f t , s B s u s ds q f t , s f s, x s , u s ds. 13 .  .  .  .  .  .  .  . .H Hp p p p
0 0
 . w n xBy Lemma 3.4, x is a Cauchy sequence in C 0, T ; R and hencep
w n xconverges to a unique x g C 0, T ; R . Now, applying the Lebesgue domi-
nated convergence theorem and using the continuity of f , one can inter-
 .change the integration and the limit in 13 to obtain
t
x t s f t , s B s u s ds .  .  .  .H
0
t
q f t , s f s, x s , u s ds. 14 .  .  .  . .H
0
 .This shows that x is the solution of 3 corresponding to u. Finally, the fact
that x satisfies the state variable constraints follows from the closedness of
 .M and x t g M , ; t, for every integer p. So, the control u is in U andp ad
the proposition is completely proven.
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4. REACHABLE SETS
DEFINITION 4.1. z g M is a reachable state from the origin at time
T ) 0 if there exists a control u g U such that the correspondingad
 . w x  .solution of 3 , x , is absolutely continuous on 0, T and satisfies x T s z.u u
Remark 1. Note that the additional restriction on x i.e., x absolutelyu u
.continuous is actually interesting from the point of view of practical
applications because it prevents the trajectories to have unbounded varia-
tions.
Let A denote the set of all reachable states from the origin at time T ,T
2w m xwith T given. Consider the reachability operator G defined on L 0; T ; R
into R n by
t
Gu s f T , s B s u s ds. .  .  .H
0
Because of assumption A.1, the ``pseudo-inverse'' F of G is well defined
w x. n5 . In particular GFz s z for every z g R .
w n xNow, denote AC 0, T ; R the linear space of absolutely continuous
w x n w n xfunctions x: 0, T ª R and AC 0, T ; R the linear space of such0
 .functions with, in addition, x 0 s 0.
w n xDefine the mappings L and h from the space AC 0, T ; R =0
`w m x w n x 2w m x nL 0, T ; R into the space AC 0, T ; R = L 0, T ; R = R by
L x , u s x y A . x y B . u , Fx T , L B . u , 15 .  .  .  .  .  . .Ç T
h x , u s f ., x , u , FL f ., x , u , yL f ., x , u , 16 .  .  .  .  . .T T
T  .  . w x nwhere L w J H f T , s w s ds for every w: 0, T ª R .T 0
For every z g M , we have that z g A i.e., z is a reachable state usingT
. w n xan admissible control if there exists u g U and x g AC 0, T ; R suchÄ Äad 0
that
L x , u s h x , u q y , 17 .  .  .Ä Ä Ä Ä
 .for every 0 F t F T , where y s 0, u, z .Ä
 .Indeed, Eq. 17 is equivalent to the following three equations,
Äx s A t x q B t u q f t , x , u , 0 F t F T , 18 .  .  .  .Ç Ä Ä Ä Ä
u s Fx T y FL f ., x , u , 19 .  .  .Ä Ä Ä ÄT
z s L B . u q L f ., x , u . 20 .  .  .Ä Ä ÄT T
 .  .Remark that 19 gives the steering control from 0 to z and that 18
 .combined with 20 implies that z is reachable at time T using the
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 . trajectory x . . Last, the fact that the state constraints are satisfied i.e.,Ä
 . w x.x t g M , ; t g 0, T follows from the definition of U .Ä ad
Now, let z g M be any state such that
Êz s L B . u , for some u g U , 21 .  .T 0 0 ad
 .then z s Gu by definition of G and L hence u s Fz. On the other0 T 0
 .  .  .  .hand, Gu s x T with x s A t x q B t u and x 0 s 0. It followsÇ0 0 0 0 0 0
 .  .that FGu s Fx T s Fz. Hence, by 15 ,0 0
L x , u s 0, u , z J y . 22 .  .  .0 0 0 0
The following result, which is an extension to the nonautonomous case
w xof a result presented in 3 , gives conditions under which such z g A .T
w n xPROPOSITION 4.1. Assume that for e¨ery x g AC 0, T , R and for e¨ery0
x wl g 0, 1 ,
L x , u / lh x , u q y , 23 .  .  .0
 .  .  .where y is defined by 21 and 22 ; then Eq. 17 has at least one solution in0
w n xthe set AC 0, T ; R = U .0 ad
Proof. Let
w n x `w m xY s AC 0, T ; R = L 0, T ; R , 24 .0
w n x 2 w m x nZ s AC 0 T ; R = L 0, T ; R = R , 25 .
n Êw xV s AC 0, T ; R = U , 26 .0 ad
as U is closed and bounded, we havead
w n x­ V s AC 0, T ; R = ­ U , 27 .0 ad
and
nw xV s AC 0, T ; R = U . 28 .0 ad
 .  4Observe that for L defined by 15 , we have Ker L s 0, 0 . Also, for
Ê y1 .  .  .z s L B . u , with u g U , 22 implies that L 0, u , z g V.T 0 0 ad 0
 .  .Hence condition i of Theorem 2.1 is satisfied. Condition ii is exactly
 .assumption 23 . Applying Theorem 2.1, the result is obtained.
In other words, the result states that every reachable state by some
Ê  .  .u g U using the trajectory x s A t x q B t u is also reachable by anÇ0 ad 0
 .admissible trajectory, solution of 1 , corresponding to some u g U ,Ä ad
 .provided 23 is satisfied. Hence, we have
ÊG U l M ; A . 29 . . /ad T
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 .Actually, assumption 23 is very hard to verify. However, the following
 .result gives a sufficient condition for 23 to be satisfied.
 .PROPOSITION 4.2. If z is an interior point of M such that z s L B . uT 0
Ê  .for some u g U , then assumption 23 holds true.0 ad
x wProof. For any l g 0, 1 define
C : U ª R n ,l ad
by
C u s L B . u q lL f ., x , u . .  .l T T u
w xUsing Lemma 3.4 of 1 , and the continuity of f and of the operator L ,T
one can show that C is continuous with respect to u for any fixed l. Thusl
y1 Ê .C M is an open subset of U . Hence,l ad
y1 Ê ÊC M ; U . .l ad
Ê Ê .Now, take z g M with z s L B . u and u g U . We want to showT 0 0 ad
w n xthat for every u g ­ U , for every x g AC 0, T ; R , and for every lad 0
x wg 0, 1 ,
L x , u / lh x , u q y . 30 .  .  .0
We will actually show that
L B . u / ylL f ., x , u q z , .  .T T
 .this is the third component of the previous equation .
w n x x wBy contradiction, suppose that 'u g ­ U , x g AC 0, T ; R , l g 0, 1ad 0
such that
L B . u s ylL f ., x , u q z , .  .T T
Ê y1 Êthen C u s z. But because z g M , this implies that u s C z g U ,l l ad
which yields a contradiction.
Summarizing, we have proven the following.
 .THEOREM 4.3. Under the current assumptions, except for 23 , the follow-
ing inclusion holds true,
Ê ÊG U l M ; A . . /ad T
In other words, every interior point of M , reachable using a trajectory
Ê  .x s Ax q Bu for some u g U is also a reachable state for system 3Ç 0 0 ad
 .in the sense of Definition 4.1 .
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Remark 2. This theorem gives an estimation of A which is lessT
w xrestrictive than the one given in 1 .
ÊRemark 3. One can always obtain an estimation of U as an open ballad
 .  w x w x.B 0, m with computable radius m see 1 or 4 . In this case several`
Ê . algorithms in the literature give an approximation of G U see, e.g.,ad
w x.12 .
The previous result not only gives an estimation of the reachable set
from 0 at time T but also provides a way to compute the steering control
for each element of this set.
Define the mapping,
T
w z , u s Fz y F f T , s f s, x s , u s ds, 31 .  .  .  .  . .H u
0
 .  .  .where x . denotes the solution of 3 corresponding to u . . For a given zu
Ê Ê .in G U l M , the steering control which brings the 0 initial state toad
 .  .x T s z along trajectories of 1 which obey the state constraints is the
 .fixed point of w z, . in U .ad
 . T  .   .  ..Indeed w z, u s u s Fz y F H f T , s f s, x s , u s ds is exactly Eq.0 u
 .  .19 with x T s z.u
Hence, any algorithm which computes iteratively a sequence of controls
 .  .u which converges to the fixed point of w z, . can be used to computei
an estimate of the steering control with arbitrary accuracy.
5. CONCLUSION
This paper has addressed the question of determining the reachable set
from 0, at time T , of a class of nonlinear systems under state and control
constraints. For this, a key step is to determine the set U of admissiblead
controls, i.e., those controls which satisfy the control constraints and which
generate state trajectories verifying the state constraints. It has then been
established that if a state can be reached along trajectories of the linear
approximation of the system, using a control belonging to the interior of
U , then it can also be reached along trajectories of the nonlinear system,ad
while obeying state and control constraints. Hence, if the set U can bead
estimated or if some satisfying underestimate of this set can be deter-
mined, then it becomes an easy task to determine an underestimate of the
reachable set.
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