Most pruning methods for decision trees minimize a classification error rate. In uncertain domains, some subtrees which do not lessen the error rate can be relevant to point out some populations of specific interest or to give a representation of a large data file. We propose here a new pruning method (called ¢ ¤ £ pruning) which takes into account the complexity of sub-trees and which is able to keep sub-trees with leaves yielding to determinate relevant decision rules, even when keeping these ones does not increase the classification efficiency.
Introduction
Data mining and Knowledge Discovery in Databases (KDD) are fields of increasing interest combining databases, artificial intelligence, machine learning and statistics. Broadly speaking, the purpose of KDD is to extract from large amounts of data non trivial "nuggets" of information in an easily understandable form. Such discovered knowledge may be for instance regularities or exceptions.
In this context, with the growth of databases, methods which explore data -like for example decision trees -are required. Such methods can give a summary of the data (which is easier to analyze than the raw data) or can be used to build a tool (like for example a classifier) to help a user for many different decision makings.
Briefly, a decision tree is built from a set of training data having attribute values and a class name. The result of the process is represented as a tree which nodes specify attributes and branches specify attribute values. Leaves of the tree correspond to sets of examples with the same class or to elements in which no more attributes are available. Construction of decision trees is described, among others, by Breiman et al. (1984) [1] who present an important and well-known monograph on classification trees. A number of standard techniques have been developed, for example like the basic algorithms ID3 [9] and CART [1] .
Nevertheless, in many areas, like in medicine, data are uncertain: that means that there are always some examples which escape from the rules. Translated in the context of decision trees, that means these examples seem similar but in fact differ from their classes. In these situations, it is well-known (see [1] , [3] ) that decision tree algorithms tend to divide nodes having few examples and that the resulting trees tend to be very large and overspecified. Some branches, especially towards the bottom, are present due to sample variability and are statistically meaningless (one can also say that they are due to noise in the sample). Pruning methods (see [1] , [8] , [9] ) try to cut such branches in order to avoid this drawback.
In uncertain domains, the understanding of the mechanism of these methods is a key point for their use in practice: in order to achieve a fruitful process of extraction of information, these methods requires declarativity during treatments. We will see in Section 3 that we include this point in our pruning strategy. This paper is organized as follows. Section 2 outlines existing decision trees pruning methods and sets out the question of pruning in uncertain domains. We will see that the principal pruning methods are based on a classification error rate and that it may be a drawback in uncertain domains. So, in Section 3, we propose a quality index (called ¢ ¤ £ for Depth-Impurity quality index) which is a trade-off between the depth and the impurity of nodes of a tree. From this index, we infer a new pruning method for decision trees (denoted ¢ ¤ £ pruning) which is appropriate in uncertain domains: unlike usual methods, this method is not bound to the possible use of a tree for classification. It is able to give an efficient description of a data file oriented by a priori classification of its elements and to highlight interesting sub-populations, even if the classification error rate does not decrease. We think that it is a major point for the use of decision trees in uncertain domains. In Section 4, we present examples in a real w ¥ orld domain where we use ¢ ¤ £ pruning as a tool to optimize a final decision tree.
Motivations
The principal methods for pruning decision trees are examined in [6] , [8] and [10] . Most of these pruning methods are based on minimizing a classification error rate when each element of the same node is classified in the most frequent class in this node. The latter is estimated with a test file or using statistical methods such as crossvalidation or bootstrap.
These pruning methods are inferred from situations where the built tree will be used as a classifier and they systematically discard a sub-tree which doesn't improve the used classification error rate. Let us consider the subtree depicted in Fig. 1 .
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is the class and it is here bivalued. In each node the first (resp. second) value indicates the number of examples having the first (resp. second) value of ¢ . This sub-tree doesn't lessen the error rate, which is ¦ § © both in its root or in its leaves; nevertheless the sub-tree is of interest since it points out a specific population with a constant value of Our aim is to propose a pruning method which does not systematically discard a sub-tree which classification error rate is equal to the rate of the root. The following section describes a quality index of a tree which is able to highlight such interesting -in our opinion -subpopulations. This method is not based on a classification error rate and we claim that it is a major point in uncertain domains.
3 Depth-Impurity quality index and pruning
Framework for a quality index
Let us formulate the question of a quality index. We claim that the quality index of a tree has its maximum value if and only if the two following conditions are satisfied: i) All the leaves of are pure.
ii) Depth of is 1.
We notice that these conditions are part of the usual framework to properly define suitable attribute selection criteria to build decision trees ( [1] , [4] ). This framework states that a theoretical level, criteria derived from an impurity measure ( [7] ) perform comparably ( [1] , [2] and [4] ) 1 . Such criteria are called C.M. criteria (concavemaximum criteria) because an impurity measure, among other characteristics, is defined by a concave function. The most commonly used criteria which are the Shannon entropy (in the family of C4.5 software [11] ) and the Gini criterion (in CART algorithms [1] ), are C.M. criteria.
The idea is then to use known properties (based on an impurity measure) of C.M. criteria to define a quality index. In order to better understand the genesis of the quality index that we present below, we have to glance at the question of attribute selection criteria in decision trees and its usual notations. Let us call We know (see [1] , [7] and [4] ) that
is the rate of
is an impurity measure of
can be viewed as a combined measure of impurity of the sub-nodes induced by $ . The 1 We used here the term of impurity because it is the most usual in the machine learning community ([1] [7] ).
value of the criterion in a node reflects how appropriately the F chosen attribute divides the data: it is a way to quantify the quality of a tree of depth 1. For example, theoretical results on C.M. criteria claim that the minimum value of In fact, these criteria, used to quantify the quality of a splitting (that means of a tree of depth 1) can be straightforwardly extended in order to evaluate the quality of a tree of any depth: the sub-nodes of depth 1 induced by $ are replaced by the leaves of any depth of the tree. Furthermore, we shall not forget that our aim is to offer a suitable pruning method in uncertain domains. In this context, we claim that a deep tree is less relevant than a small: the deeper a tree, the less understandable and reliable. For example, in Fig. 3 , we prefer the tree which has the root denoted 
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because it is simpler. So, we have to properly define a quality index which takes into account both impurities and depths of leaves. The next section presents this index.
The quality index

S U T
We propose here a quality index called 
where
Constraint 3 means that a leaf which has a depth similar to the total number of attributes is likely to be unreliable, so it seems sensible that the value of its quality is close to the minimum value of Translated into a mathematical form, this set of constraints leads to choose an exponential function for h .
Proof.
From
, we deduce:
. We thus get from 2:
. This equality implies that h is an exponential function.
We thus choose the following function If we come back to the tree given in Fig. 3 , we notice that the tree which has the root denoted 
With (4), (3) becomes : 
By ensuring that ¢ ¤ £ is computed for each node in one step, this point will allow a low computational cost for the ¢ ¤ £ pruning method. We will now move to this subject.
3.3
S U T
pruning ¢ ¤ £ leads to a straightforward way to prune sub-trees: the main idea is to compare
with the purity of its root. When
is lower than the purity of its root, we infer that the "cost" of (due to its complexity) is less useful than the benefit of the explanation generated by . So, is cut and replaced by its root which becomes a leaf of the original tree. The cost-complexity method of Breiman [1] uses a similar process (that means a trade-off between a "cost" and a "benefit" to cut sub-trees), but the cost is based on a classification error rate.
So, a straightforward pruning method (that we call 
From experiments, we noticed that the degree of pruning is quite bound to the uncertainty embedded in data. In practice, that means the damping process has to be adjusted according to data in order to obtain, in all situations, a relevant number of pruned trees. For that, we introduce a parameter (denoted ) to control the damping process: the higher , the more extensive the pruning stage (i. e. the more sub-trees are cut). Equation (8) gives
¢ ¤ £
pruning produces a family of pruned trees spreading from the initial large tree to the tree restricted to its root. In practice, it should be not easy to select automatically the "best" pruned tree (but it is not the main aim of this stage of this work). Nevertheless, curves of ¢ ¤ £ as a function of and as a function of the number of pruned nodes give a pragmatic method to stop the pruning process. Furthermore, if we are eager to obtain automatically a single "best" pruned tree, we can use a procedure requiring a test file [1] [10] and the final tree should be the one which maximizes ¢ ¤ £ (we will indicate this way in Conclusion). Fig. 4 shows the pruned tree obtained (with 3 ¦ ) from the whole tree indicated in Fig. 3 . 
Experiments
We have designed an induction software called UnDeT (for Uncertain Decision Trees) which produces decision trees. Two paradigms of attribute selection criteria are available in UnDeT (the choice of one of these depends on the kind of data and the aim wished by the user: see [5] ). UnDeT indicates ¢ ¤ £ quality index of each node and prunes trees with ¢ ¤ £ pruning. UnDeT is available on the web at the following address: "http://cush.info.unicaen.fr/UnDeT/". UnDeT is included in a more general data mining tool-box in which another major part is devoted to the treatment of missing values [12] .
In this section we describe the results obtained by running UnDeT on a real world database. We perform UnDeT with the gain criterion (Shannon entropy) [11] because it is the most commonly used. The data set is a medical database coming from the University Hospital at Grenoble (France) and runs on child's meningitis.
Child's meningitis
Faced with a child with a case of acute meningitis, the clinician must quickly decide which medical course should be taken. Briefly, the majority of these cases are viral infections for which a simple medical supervision is sufficient, whereas about one quarter cases are caused by bacteria and need treatment with suitable antibiotics.
In typical cases, the diagnosis could be considered as obvious and a few simple rules enable a quasi certain decision. However, nearly one third of these cases are presented with non-typical clinical and biological data: the difficulty of the diagnosis lies in the fact that the observed attributes, considered separately, have little diagnostic signification. The aim of this section is to study the relevance of ¢ ¤ £ pruning in such domains. The used data set is composed of 329 instances, described by 23 (quantitative or qualitative) attributes. The class is bivalued (viral versus bacterial).
Results
The initial large tree (see Fig. 5 ) has 29 nodes with pure leaves. Its quality (0.848) is high, especially for a medical domain. This result is due to the relevance of the used attributes. is complex (we will come back below to this point with the pruning stage). Fig. 6 represents the pruned tree with 3 ¦
. The subtree of root labelled -11-becomes a leaf. This pruning introduces 2 miss-classified instances. This number is not high regarding the 201 instances of the node. Furthermore, in order to properly classify these 2 instances, the initial large tree had to build a complex sub-tree with deep leaves. Such leaves appear not to be very reliable in uncertain domains.
Finally, Fig. 7 indicates the pruned tree with 3 . The sub-tree of root labelled -5-becomes a leaf (in this case, the sub-tree u is cut: its complexity to classify a single instance is not dependable).
It is important to notice that the sub-tree of root labelled -4-is not destroyed: even if it does not decrease the number of miss-classified examples (which is 2 on both root and leaves), this sub-tree highlights a reliable sub-population when the attribute "cytol" is higher than 600 (this result is checked by the medical expert). It is typically the situation that we presented in our motivations (see Sect. 2).
Conclusion
We have proposed a quality index ¢ ¤ £ for decision trees for uncertain domains which realizes a trade-off between the impurities and the depth of leaves of a tree. Stemming from ¢ ¤ £ ) keep sub-trees which do not lessen an error rate but which can point out some populations of specific interest; yet usual methods are based on a classification error rate. We claim that it is a major point in uncertain domains.
Further work has to normalize ¢ ¤ £ Y ) a 1
by taking into account the number of instances of with regard to the root of the whole tree: this improvement will allow to compare properly trees with same frequency distributions of ¢ in the nodes but different number of instances. Another direction is to use a test file to improve the choice of the "best" pruned tree. We will move then to an other stage of our work, which will be to select a pruned tree which reflects -in general -the sound knowledge of the 
