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MORSE-BOTT COHOMOLOGY FROM HOMOLOGICAL PERTURBATION THEORY
ZHENGYI ZHOU
Abstract. In this paper, we construct cochain complexes generated by cohomology of critical manifolds for
Morse-Bott theory under minimum transversality assumptions. We discuss the relations between different
constructions of cochain complexes for Morse-Bott theory. In particular, we explain how homological per-
turbation theory is used in Morse-Bott cohomology, and both our construction and the cascade construction
can be interpreted in that way. In the presence of group actions, we construct cochain complexes for the
equivariant theory. Expected properties like the independence of approximation of the classifying spaces and
existence of the action spectral sequence are proven. We carry out our construction for finite dimensional
Morse-Bott cohomology using a generic metric and prove it recovers the regular cohomology. We outline the
project of combining our construction with polyfold perturbation theory.
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1. Introduction
Morse theory [54] enables one to analyze the topology of a manifold by studying Morse functions on that
manifold, or more explicitly by studying critical points and gradient flow lines. Although Morse function
is generic among all differentiable functions, sometimes it is more convenient to work with more general
functions. Morse-Bott functions were introduced by Bott in [5] as generalizations of Morse functions and
proven to be extremely useful for studying spaces in the presence of symmetries [6, 7]. Inspired by ideas of
Witten [69] and Gromov [33], Floer generalize Morse theory to various infinite dimensional settings [23, 24,
25, 26]. Now there are many invariants in symplectic and contact geometry and low dimensional topology
based on Floer’s construction. Many of them has a “Morse theoretical” background, e.g.[18, 44, 57, 63]. Many
other invariants [19, 30, 64], although may not have a background variational setup, are still closely related
to Morse theory. Usually, invariants are defined in the “Morse” case, i.e. critical points are isolated, and
counting zero dimensional moduli spaces. It is natural to consider the Morse-Bott counterpart of theories.
In many cases, it is more convenient to study the Morse-Bott case, since there are several benefits of working
in the Morse-Bott case. (1) Morse-Bott functions usually reflect some extra symmetries of the problem, and
computations in Morse-Bott theory are usually simpler because of the extra symmetries [9, 16, 45]. (2)
Morse-Bott theory appears in equivariant theory [3, 11, 48].
There are two aspects of the Morse-Bott theory in applications. First, we need to construct compactified
moduli spaces of gradient flow lines/Floer trajectories from one critical manifold to another critical manifold.
Moreover, we need the moduli spaces to be equipped with smooth structures so that the moduli spaces are
manifolds or orbifolds. To achieve that, there are mainly three methods. (1) Geometric perturbations [51],
where one perturbs geometric data like almost compact structure or metric. Such method was used in many
classical treatment of Floer theories. (2) Kurunishi method [30, 42, 52]. (3) Polyfold method [40]. There are
other virtual methods for specific geometric settings [13, 41, 47, 60] and algebraic treatment [58]. Second,
from the critical manifolds and the compactified moduli spaces of gradient flow lines/Floer trajectories to
construct cochain complexes. This paper focuses on the second part of theory. However, we discuss the
transversality problem for finite dimensional Morse-Bott theory in Section 8 using geometric perturbation
and outline the polyfold method for general case in Section 9.
1.1. Cohomology of flow categories. It turns out all critical manifolds and compactified moduli spaces
form a Morse-Bott setting determines a category, called flow category, which was first introduced by Cohen,
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Jones and Segal in [15] to organize all the moduli spaces of flow lines in Morse/Floer theory. Roughly
speaking, the objects of a flow category come from critical points, and the morphisms are (broken) flow
lines.
In the Morse case, the cochain complex is constructed by counting points in the zero-dimensional moduli
spaces (morphism space). However in the general Morse-Bott case, higher dimensional moduli spaces should
contribute non-trivially to the construction. Given a general flow category, there are several methods one
can apply to get a chain or cochain complex for a Morse-Bott functional, we review some of them briefly in
Section 2.
(1) Austin-Braam’s model [3]. The cochain complex is generated by differential forms of the critical
manifolds, and the differential is defined by pullback and pushforward of differential forms through
the moduli spaces of gradient flow lines.
(2) Fukaya’s model [29]. The chain complex is generated by certain singular chain complex of the critical
manifolds, and the differential is defined by pushforward and pullback of singular chains through the
moduli spaces of gradient flow lines.
(3) Cascade [9]. The cochain complex is generated by Morse cochain complexes of critical manifolds
after we assign appropriate Morse functions to each critical manifold. The differential is defined by
counting “cascades”.
All of the methods above have to make some assumptions on the compactified moduli spaces of Floer
trajectories. In Morse-Bott setting, Floer trajectories can broken into pieces with ends matched. Hence the
boundary of a compactified moduli spaces of Floer trajectories are fiber products over critical manifolds.
The minimal transversality requirement is that fiber products are cut out transversality. Such requirement
is natural in any reasonable virtual technique. In this paper, we work in the context of flow category, under
such fiber product transversality assumption.
The first goal of this paper is to unify the three methods and provide a simple and clean construction
called the minimal Morse-Bott construction. Moreover, we want to explain the following guiding principle
in Morse-Bott constructions.
Claim 1.1. Formal application of homological perturbation lemma tends to give well-defined construction.
It turns out that both cascade and minimal construction fit into this principle, and the relations are
decried in the following diagram.
Cascade construction Minimal construction
Homological pertubation lemma
Austin-Braam’s
model/Fukaya’s model
In applications of homological perturbation theory, one needs to choose a projection and a homotopy.
For cascade model, the projection and homotopy are provided by Harvey and Lawson’s work [35] on Morse
theory. While the minimal construction is based on a more direct construction of projection and homotopy,
which is closely related to the Hodge decomposition. Moreover, Claim 1.1 also works for structures more
general than linear structures like flow categories, as long as the all the relevant moduli spaces satisfy the
fiber products transversality assumption, e.g. [14]. However, this has gone beyond the scope of the current
paper.
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Our main theorem is that, with suitable orientations, one can associate a well-defined cochain complex to
a flow category generated by the cohomology of object space (critical manifolds).
Theorem 1.2. To an oriented flow category, we assign a minimal Morse-Bott cochain complex (BC, dBC)
over R generated by the cohomology of the critical manifolds.
Of course, the theorem here bears no meaning yet. We point out here that (1) when the flow category
arises from a Morse-Bott function on a closed manifold, the cohomology of the minimal Morse-Bott cochain
complex is the cohomology of the base manifold. (2) When the flow category arises from a Morse case, i.e.
critical points are isolated, the cochain complex is the usual cochain complex with differential defined by
counting rigid flow lines.
The construction provides explicit formula for how higher dimensional moduli space contribute in the
construction, in particular, there are error correcting terms from moduli spaces related to the boundary
and corner structures. Like cascade construction, to write down an explicit cochain complex, we need to
make some choice on each critical manifolds. One of the advantages of the minimal construction is that
the choices does not require any compatibility condition with the morphism spaces (moduli spaces). A
general cohomology theory on the level of flow category simplifies many geometric constructions including
product (§7.1.1), quotient (§7.2.1) and fiberation (§6.2.1), as such constructions are natural on the level of
flow category.
Theorem 1.2 is the simplest version. We also discuss several generalizations in this paper. (1) The critical
manifolds Ci can be non compact. (2) The critical manifolds Ci can be equipped local systems and does
not have to be orientable. (3) It is not necessary that the cochain complex is generated by cohomology,
any finite dimensional subspace of differential forms satisfies a cohomological relation is sufficient. Such
flexibility allows us to prove a Gysin exact sequence for sphere bundles over flow categories. In [73], we use
the Gysin exact sequence to show that any exact filling of a flexible fillable contact manifold has the same
cohomology ring structure on even degrees.
1.2. Equivariant theory. The second goal of this paper is developing an equivariant theory on the level of
flow category, which would serve as a model of defining equivariant Floer theory. When there is a group G
symmetry on the Morse-Bott theory, the cohomology theory should be enriched to a G-equivariant theory.
One typical method is to approximate the homotopy quotient. Bourgeois and Oancea [12] used a construction
inspired by the cascade method to define S1-equivariant symplectic homology in this spirit. In our case, the
homotopy quotient construction is very natural on the level of flow category. Hence we can combine the
Borel’s construction and our minimal construction. The equivariant cochain complex can be realized as a
homotopy limit. In particular, we have the following theorem.
Theorem. Let compact Lie group G acts on oriented flow category C and preserves the orientations. Then
there is a cochain complex (BCG, dGBC), the homotopy type of the cochain complex is unique, i.e. inde-
pendent of all the choices we made along the construction, in particular, the choice of finite dimensional
approximations of the classifying space EG→ BG.
1.3. Construction of flow categories. The remaining problem of applying the minimal construction
in applications is constructing a flow category. In Section 8, we construct flow categories in the finite
dimensional Morse-Bott theory. In general, geometric perturbation, i.e. perturbing metrics in Morse theory
and perturbing almost complex structures in Floer theory, may not be enough to guarantee the transversality
assumption, hence one needs to apply some abstract perturbation. In fact, our minimal construction is
applicable to polyfold theory. We can enrich a flow category, i.e. a system of manifolds to a system
of polyfolds with Fredholm sections, and the boundaries/corners of the polyfolds come from transverse
fiber products of polyfolds, we will refer this system as polyflow category. Then we can find a coherent
perturbation scheme, and apply the abstract perturbation theorem for polyfold from [40] to get a flow
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category. In the presence of a group action, the theorem above on equivariant cohomology requires G-
equivariant transversality. But we know that G-equivariant transversality is obstructed sometimes. In
general, we need to apply the Borel construction to the whole polyflow category instead of the flow category.
1.4. Organization of the paper. This paper is organized as follows. Section 2 discusses the motivation
of the minimal construction from homological perturbation theory and interprets cascade construction as an
example of applications of homological perturbation theory. Section 3 defines the minimal cochain complex
as well as continuation maps and homotopies explicitly, and proves that they satisfy the desired properties.
Section 4 discusses the action spectral sequence. Section 5 explains how the orientations used in Section
3 arise in Morse/Floer theory. Section 5 also generalizes the construction to the case with local systems
and non-orientable manifolds. Section 6 generalizes the construction to flow categories with noncompact
critical manifolds and also provides a more general construction which allows us to prove statements like the
Gysin exact sequence. Section 7 discusses the equivariant theory. Section 8 is devoted to the case of Morse-
Bott functions on finite dimensional manifolds (both open and closed) and proves the minimal construction
recovers the cohomology of the base manifold. Section 9 outlines the project of combining our construction
with polyfold theory.
Acknowledgements. The results presented here are part of my Ph.D. thesis; I would like to express
my deep gratitude to my thesis advisor Katrin Wehrheim for guidance, encouragement and enlightening
discussions. I would like to thank Kai Cieliebak and Michael Hutchings for helpful conversations. Part of
the writing was completed during my stay at the Institute for Advanced Study supported by the National
Science Foundation under Grant No. DMS-1638352. It is a great pleasure to acknowledge the Institute for
its warm hospitality. This paper is dedicated to the memory of Chenxue.
2. Motivation From Homological Perturbation Theory
2.1. Notations in differential topology. We first setup some notations for manifolds with boundary and
corner, transversality theory of them and orientation conventions.
2.1.1. Manifolds and submanifolds with boundary and corner. Unless stated otherwise, all manifolds con-
sidered in this paper are manifolds possibly with boundaries and corners [53, Definition 1.6.1], i.e. for
every point in the manifold, there is an open neighborhood diffeomorphic to an open subset of Rn+, where
R+ := [0,∞).
Definition 2.1. Let M be a manifold and x ∈ M a point, by choosing a chart φ : Rn+ ⊃ U → M near
x ∈M , the degeneracy index d(x) of the point x is defined to be #{vi|vi = 0}, where (v1, . . . , vn) ∈ Rn+ and
φ(v1, . . . , vn) = x ∈M .
The degeneracy index d does not depend on the local chart φ [53, Corollary 1.5.1]. For i ≥ 0, we define
the depth-i boundary ∂iM to be
(2.1) ∂iM := {x ∈M |d(x) = i}.
Then ∂0M is the set of interior points of M . Note that all ∂iM are manifolds without boundary, and in
most cases they are noncompact. Submanifolds of manifolds should be compatible with structures defined
in (2.1), i.e. we have the following.
Definition 2.2 ([53, Definition 1.7.3]). Closed subset N ⊂ M is a submanifold of M iff N is a manifold,
such that the inclusion N →M is smooth and for all i ≥ 0, ∂iN = N ∩ ∂iM .
In this paper, unless stated otherwise, we will only consider submanifolds defined as above. Note that ∂iM
are not submanifolds of M in the sense of Definition 2.2 unless dimM = 0. This is because ∂iM is not closed
for i < dimM and ∂dimMM is union of discrete points, hence ∂dimMM ∩ ∂dimMM 6= ∂dimM (∂dimMM) = ∅
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unless dimM = 0. To accommodate the boundary and corner structures, transversality will be adjusted to
the following.
Definition 2.3. Transversality is defined as follows.
• Let C be a manifold without boundary, B a submanifold of C and M a manifold. A smooth map
f : M → C is transverse to B, iff f |∂iM t B for all i in the classical sense, i.e. Dfx(T∂iM) +
Tf(x)B = Tf(x)C for all x ∈ ∂iM such that f(x) ∈ B.
• Let M be a manifold and N1, N2 two submanifolds, then we say N1 is transverse to N2 iff for all
i ≥ 0 and every x ∈ ∂iN1 ∩ ∂iN2, we have ∂iN1 is transverse to ∂iN2 in ∂iM in the classical sense,
i.e. Tx∂iN1 + Tx∂iN2 = Tx∂iM .
As a consequence of transversality defined above, we have the following by similar proofs in the classical
case.
Proposition 2.4. If f : M → C is transverse B, then f−1(B) is a submanifold in M in the sense of
Definition 2.2. If N1 is transverse to N2 in M , then N1 ∩N2 is a submanifold of M .
Since measure-zero sets on differentiable manifolds are well defined and our construction is based on
integration, errors over a measure-zero sets can be tolerated. In particular, we have the following useful
notation.
Definition 2.5. Let M,N be two manifolds. A smooth map f : M → N is a diffeomorphism up to zero-
measure iff there exist measure zero closed sets M1 ⊂ M,N1 ⊂ N , such that f |M\M1 : M\M1 → N\N1 is
a diffeomorphism.
2.1.2. Orientations. This paragraph fixes our orientation conventions. Given an oriented vector bundle E
over a manifold M , the determinant bundle detE is a trivial line bundle. detE can be reduced further to a
trivial Z2 bundle signE. Moreover, we can assign signE with a Z2 grading |E| = rankE. The fiber of signE
over x ∈M is the set of equivalence classes of ordered basis [(e1, . . . , en)] of the fiber Ex, where (e1, . . . , en)
is equivalent to (e′1, . . . , e′n) iff the transformation matrix between them has positive determinant. Then the
orientation of E induces a continuous section of signE, and we use [E] ∈ Γ(signE) to denote the section
induced by the orientation.
Given two vector bundles E,F over M , we fix a bundle isomorphism:
mE,F :
sign(E)⊗Z2 sign(F ) → sign(E ⊕ F ),
[(e1, . . . , en)]⊗ [(f1, . . . , fm)] 7→ [(e1, . . . , en, f1, . . . , fm)].
Therefore orientations [E] and [F ] determine an orientation of E ⊕ F through mE,F , hence we denote the
induced orientation by
(2.2) [E][F ] := mE,F ([E], [F ]).
Since [(e1, . . . , en, f1, . . . , fm)] = (−1)nm[(f1, . . . , fm, e1, . . . , en)], we have:
[E][F ] = (−1)|F ||E|[F ][E].
Definition 2.6. For simplicity of nation, we introduce the following.
• A manifold M is oriented iff the tangent bundle TM is oriented, and we use [M ] to denote the
orientation.
• ∂[M ] denotes the induced orientation1 on the depth-1 boundary ∂1M for an oriented manifold M .
• Let E → M and F → N be two oriented vector bundles, we use [E] + [F ] to denote the induced
orientation on E ∪ F →M ∪N . And we use −[E] to denote the opposite orientation.
1In the usual sense such that Stokes’ theorem holds without extra sign.
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• Unless stated otherwise, the product M ×N is oriented by the product orientation of M and N and
we use [M ×N ] to denote the product orientation. Then we have
(2.3) ∂[M ×N ] = ∂[M ]× [N ] + (−1)dimM [M ]× ∂[N ].
• If f : M → N is a diffeomorphism, we use f∗[M ] as the orientation on N induced by Df : TM → TN
and [M ].
• Let E → N be an oriented vector bundle, f : M → N is a smooth map, then the bundle map
f∗E → E induces a bundle map sign(f∗E) → sign(E). Through this map, the orientation [E]
induces an orientation on f∗E over M , the induced orientation is denoted by f∗[E].
Example 2.7. Let C be a closed oriented manifold. We now explain our orientation convention for the
normal bundle N of the diagonal ∆ ⊂ C × C = C1 × C2 using the notation introduced in Definition 2.6. ∆
is oriented by the condition pi1∗[∆] = [C1]2, where pi1 : C1 × C2 → C1 is the projection. Then there exists a
unique orientation of N , such that when restricted to ∆ we have
[∆][N ] = [TC1][TC2]|∆.
For simplicity, we suppress the restrictions and the superscripts3, and the equation becomes
(2.4) [∆][N ] = [C][C] or equivalently [N ][∆] = (−1)(dimC)2 [C][C].
(2.4) determines our orientation convention for the normal bundle N in this paper.
2.2. Flow categories. Flow category was introduced by Cohen, Jones and Segal [15] to organize the all
moduli spaces in Floer cohomology and was used to study the homotopy theory of the moduli spaces. Our
construction will be based on the concept of flow category, hence we recall the definition first.
Definition 2.8. A flow category is a small category C with the following properties.
(1) The objects space ObjC = unionsqi∈ZCi is a disjoint union of closed manifolds Ci. The morphism space
MorC =M is a manifold. The source and target maps s, t :M→ C are smooth.
(2) Let Mi,j denote (s× t)−1(Ci × Cj). Then Mi,i = Ci, corresponding to the identity morphisms and
s, t restricted to Mi,i are identities. Mi,j = ∅ for j < i, and Mi,j is a compact manifold for j > i.
(3) Let si,j , ti,j denote s|Mi,j , t|Mi,j . For every strictly increasing sequence i0 < i1 < . . . < ik, ti0,i1 ×
si1,i2×ti1,i2×. . .×sik−1,ik :Mi0,i1×Mi1,i2×. . .×Mik−1,ik → Ci1×Ci1×Ci2×Ci2×. . .×Cik−1×Cik−1
is transverse to the submanifold ∆i1 × . . .×∆ik−1 in the sense of Definition 2.2. Therefore the fiber
product Mi0,i1 ×i1Mi1,i2 ×i2 . . .×ik−1Mik−1,ik := (ti0,i1 × si1,i2 × ti1,i2 × . . .× sik−1,ik)−1(∆i1 ×∆i2 ×
. . .×∆ik−1) ⊂Mi0,i1 ×Mi1,i2 × . . .×Mik−1,ik is a submanifold.
(4) The composition m :Mi,j ×jMj,k →Mi,k is a smooth map, such that
m :
⊔
i<j<k
Mi,j ×jMj,k → ∂Mi,k is a diffeomorphism up to zero-measure.
Condition (2) is the consequence of the existence of some background functional and the morphism space
Mi,j is the moduli space of gradient flow lines. Condition (3) is necessary to talk about the smoothness of the
composition map m and all compositions of it. Roughly speaking, Condition (4) is that the boundary of the
morphism space is the space of nontrivial compositions of morphisms, although Condition (4) is only about
an essential portion of the correspondence. In applications, Condition (4) can be made into the following
stronger statement m : ⊔i<j<k ∂0(Mi,j ×jMj,k)→ ∂1Mi,k is a diffeomorphism, and for x ∈Mi,j , y ∈Mj,k
such that (x, y) ∈Mi,k, we have d(x, y) = d(x) + d(y) + 1. In such finer correspondence, Condition (3) can
be reduced to that Mi,j ×jMj,k is cut out transversely.
2It is equivalent to pi2∗[∆] = [C2].
3We will never switch the order of the two copies of C throughout this paper.
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Example 2.9. Fixing a Morse-Bott function f on a closed manifold M , then there are finitely many critical
values v1 < . . . < vn. Let Ci denote the critical manifolds corresponding to the critical value vi and Mi,j the
compactified moduli spaces of unparametrized gradient flow lines from Ci to Cj. The source map s and target
map t are defined to be the evaluation maps at the two ends of the flow lines in Mi,j. The composition map
m is the concatenation of flow lines. It’s a folklore theorem that Mi,j are smooth manifolds with boundary
and corners if one chooses a generic metric, c.f. [3, 29] and Section 8. Therefore {Ci,Mi,j} form a flow
category. Similar construction also exists in the Floer theory, as long as there is a background “Morse-Bott”
functional and all the transversality conditions are met. For example, [15] gives an explicit construction of
the flow category for the Hamiltonian Floer cohomology theory on CPn, where the background Morse-Bott
function is the symplectic action functional with Hamiltonian H = 0. There are also flow categories without
background Morse-Bott function, for example, the flow category for Khovanov homology [49].
Remark 2.10. A few remarks on Definition 2.8 in applications are in order.
(1) A flow category is called Morse, if C is a discrete set.
(2) In the context of Floer theory, the moduli spaces may not be manifolds in general, but some weighted
objects with local symmetries, e.g. weighted branched orbifolds in [37]. Every argument in this paper
holds for weighted branched orbifolds, since there is a well-behaved integration theory with Stokes’
theorem [38].
(3) When the flow category comes from a Morse-Bott functional f , but f is not single valued4, we need to
lift f to f˜ over the cyclic cover [15] to guarantee Condition (2) in Definition 2.8. Such modification
was already reflected in the usual construction by introducing the Novikov coefficient.
(4) In Definition 2.8, we require Ci to be compact. Such requirement can be dropped, as long as Ci
has no boundary, i.e. Ci could be disjoint union of infinite many closed manifolds or Ci can have
noncompact components5. In such generalization, compactness ofMi,j can be weakened to that target
maps t : Mi,j → Cj are proper6. See Subsection 6.1 for details.
(5) For a background Morse-Bott function f , sometimes it is impossible to partition critical manifolds
by Z and in the order of increasing critical values, i.e. critical values may accumulate. For example,
Hamiltonian-Floer cohomology with Novikov coefficient will have this problem, if the symplectic form
is irrational. However, Gromov compactness for Hamiltonian-Floer equation implies that there is
action gap ~, such that there are no non-constant flow lines when the action difference (energy) is
smaller than ~. Therefore we can still divide all critical manifolds into groups indexed by Z, such
that there are no non-constant flow lines inside each group.Then flow category can still be defined.
(6) In most part of paper, we will work with oriented Ci, see Definition 2.13. Such assumption can be
dropped with the price of working with local systems. We discuss such generalization in Section 5.
Flow category can be equipped with extra structures. For our construction, the most relevant structures
are grading and orientation. Given a flow category C = {Ci,Mi,j}, for simplicity of notation, we assume
through out this paper that dimMi,j and dimCi are well defined. Such requirement usually holds
when each Ci has one component.
Remark 2.11. When dimCi and dimMi,j are not well-defined, then we need to work in a component-wise
way. Such generalization only results in complexity in notations, all the results in this paper hold by identical
proofs. The proofs presented in this paper can be viewed as the formula on one component.
Let mi,j := dimMi,j for i < j and ci := dimCi. We formally define mi,i := ci − 1. By Condition (3)
and (4) of Definition 2.8, ti,j × sj,k :Mi,j ×Mj,k → Cj × Cj is transverse to ∆j and an open dense part of
4For example, Hamiltonian-Floer cohomology on (M,ω) with ω|pi2(M) 6= 0
5But those noncompact should have finite topology, see Subsection 6.1 for details.
6One can replace it by s : Mi,j → Ci is proper, but it will result in a theory analogous to compactly supported cohomology.
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Mi,j ×jMj,k can be identified with part of the boundary of Mi,k. Then we have:
(2.5) mi,j +mj,k − cj + 1 = mi,k, ∀i ≤ j ≤ k.
Definition 2.12. A flow category is graded if for each i ∈ Z, there is an integer di, such that di =
dj + cj −mi,j − 1 for all i < j. 7
In the case of finite dimensional Morse-Bott theory, di can be the dimension of the negative eigenspace
of Hess(f) on Ci. For Hamiltonian-Floer cohomology, di is related to the generalized Conley-Zehnder index
[59].
Next, we define orientations on a flow category. Since ti,j × sj,k : Mi,j ×Mj,k → Cj × Cj is transverse
to the diagonal ∆j , the pullback (ti,j × sj,k)∗Nj of the normal bundle Nj of ∆j by ti,j × sj,k is the normal
bundle of Mi,j ×jMj,k := (ti,j × sj,k)−1(∆j) in Mi,j ×Mj,k. If Nj is oriented, then we can pull back this
orientation to orient the normal bundle ofMi,j×jMj,k. We define a coherent orientation on a flow category
as follows.
Definition 2.13. A coherent orientation on a flow category is an assignment of orientations for each
Ci, Mi,j and Mi,j ×jMj,k, such that the following holds.
(1) The normal bundle Ni of ∆i ⊂ Ci × Ci is oriented by [Ni][∆i] = (−1)c2i [Ci][Ci] as in Example 2.7.
(2) (ti,j × sj,k)∗[Nj ][Mi,j ×jMj,k] = (−1)cjmi,j [Mi,j ][Mj,k].
(3) ∂[Mi,k] =
∑
j(−1)mi,jm ([Mi,j ×jMj,k]) .8
Or one can combine Condition (2) and Condition (3) as
(ti,j × sj,k)∗[Nj ]m−1
(
∂[Mi,k]|m(Mi,j×jMj,k)
)
= (−1)(cj+1)mi,j [Mi,j ][Mj,k].
We discuss how coherent orientations arise in applications in Section 5.1. By Condition (4) of Definition
2.8, Mi,i+1 is a closed manifold. When the flow category is oriented as in Definition 2.13, we also have the
following form of Stokes’ theorem:∫
Mi,k
dα =
∑
i<j<k
(−1)mi,j
∫
Mi,j×jMj,k
m∗α
Let α ∈ Ω∗(Ci), β ∈ Ω∗(Ck) and i < j < k. Because si,k ◦m|Mi,j×jMj,k = si,j and ti,k ◦m|Mi,j×jMj,k = tj,k,
we have
(2.6)
∫
m(Mi,j×jMj,k)
s∗i,kα ∧ t∗i,kβ =
∫
Mi,j×jMj,k
m∗s∗i,kα ∧m∗t∗i,kβ =
∫
Mi,j×jMj,k
s∗i,jα ∧ t∗j,kβ
Since we will only consider pullback of forms by source and target maps, it is convenient to think that
Mi,j ×jMj,k is contained in ∂Mi,k, and suppress the composition map m.
2.3. Review of existing constructions. Throughout this subsection, we fix a flow category C := {Ci,Mi,j},
such that there are finitely many nonempty Ci for simplicity. Before giving our construction of the minimal
Morse-Bott cochain complex in Subsection 3.2. We review the three constructions in existing literature:
Austin-Braam’s pull-push construction, Fukaya’s push-pull construction and the cascade construction. For
simplicity, we completely neglect the issue of signs and orientations.
7When dimMi,j or dimCi is not well defined, a grading is an assignment of integers to each component of Ci satisfying
similar relations.
8More precisely, the relation holds on where m is a diffeomorphism.
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2.3.1. Austin-Braam’s Morse-Bott cochain complex (BCAB, dAB). Austin and Braam [3] defined the Morse-
Bott cochain complex of a flow category to be
(BCAB := ⊕iΩ∗(Ci), dAB),
where Ω∗(Ci) is the space of differential forms on Ci. The differential dAB is defined as
∑
k≥0 dk, where dk
is defined by:
d0 = d : Ω∗(Ci)→ Ω∗(Ci) is the usual exterior differential on differential forms.
dk : Ω∗(Ci)→ D∗(Ci+k), α 7→ ti,i+k∗ ◦ s∗i,i+k(α), for k ≥ 1.
Here D∗(C) is the space of currents on C. The operator dk taking value in D∗(C) instead of Ω∗(C) causes
difficulties to get a well-defined cochain complex (BCAB, dAB). Thus to make it well-defined, the target maps
ti,j are assumed to be fibration in Austin-Braam’s model. Under such assumptions, ti,j∗ is the integration
along the fiber, hence dk actually lands on Ω∗(Ci+k). However it was noticed in [46] that the fibration
condition is obstructed for some Morse-Bott functions, i.e. there exists a Morse Bott function f , such that
the fibration property fails for all metrics.
Remark 2.14. One way to get the fiberation property is fattening up all moduli spaces systematically, a
construction in this spirit was carried out in [31] using CF-perturbation.
2.3.2. Fukaya’s Morse-Bott chain complex. Fukaya [29] gave a construction which is similar to Austin-
Braam’s model, but using “singular” chains instead of differential forms. The chain complex is defined to
be
(BCF := ⊕iC∗(Ci), ∂F ),
where C∗(Ci) is the space of singular chains on Ci and ∂F :=
∑
k≥0 ∂k with ∂k is defined by:
∂0 = ∂ : C∗(Ci)→ C∗(Ci) is the usual boundary operator on singular chains.
∂k : C∗(Ci+k)→ C∗(Ci), P 7→ si,i+k∗ ◦ t∗i,i+k(P ), for k ≥ 1.
Now pushforward is well-defined. Pullback is defined as follows. Let P : ∆ → Ci+k be a singular chain.
Assume the fiber product ∆ ×Ci+k Mi,i+k is cut out transversely, hence a manifold with boundary and
corner. Then the projection to the second factor9,
piMi,i+k : ∆×Ci+kMi,i+k →Mi,i+k
is defined to be the pullback t∗i,i+k(P ).
To guarantee this pullback is well-defined for all singular chains in Ci+k, one also needs to assume the
target map ti,i+k is a fibration. To drop this constraint, Fukaya constructed a subset Cgeo(Ci) of the singular
chain complex, such that the fiber products in pullback are defined over Cgeo(Ci)and the operators ∂k are
closed on Cgeo(Ci). Then (⊕iCgeo(Ci),∑k≥0 ∂k) defines a chain complex.
2.3.3. Cascade. The cascade construction was first introduced by Bourgeois [9]. For each Ci we choose a
Morse-Smale pair (fi, gi).10 Then the cascade cochain complex is defined to be
(BCC := ⊕iMC(fi, gi), dC),
where MC(fi, gi) is the Morse cochain complex for (Ci, fi, gi). The differential dC is defined to be
∑
k≥0 dCk ,
where dCk is defined by:
dC0 = dM : MC(fi, gi)→MC(fi, gi) is the usual Morse differential for (fi, gi).
dCk : MC(fi, gi)→MC(fi+k, gi+k) is defined by the number of rigid cascades from Ci to Ci+k, ∀k ≥ 1.
9To be more precise, we need to choose a triangulation of ∆×Ci+k Mi,i+k
10That is stable manifolds and unstable manifolds intersect transversely.
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A 0-cascade is a unparameterized gradient flow line for (fi, gi). For k ≥ 1, a k-cascade from a ∈ Crit(fi) to
b ∈ Crit(fj) for i < j is a tuple for i < r1 < . . . < rk < j,
(γi, t+i ,mi,r1 , γr1 , t−r1 , t
+
r1 , . . . ,mrk−1,rk , γrk , t
−
rk
, t+rk ,mrk,j , γj , t
−
j ),
where γ∗ is a gradient flow line in C∗, and m∗,∗ is a point in M∗,∗, t−∗ , t+∗ are real numbers, such that
−∞ < t−∗ < t+∗ < ∞, γi(−∞) = a, γj(+∞) = b and γrs(t+rs) = s(mrs,rs+1), γrs(t−rs) = t(mrs−1,rs). When
appropriate transversality assumptions are met, the moduli space of all cascades from a to b form a manifold.
Moreover, there is a natural compactification of the moduli space by including the “broken” cascades. Then
the differential dC for cascade cochain complex comes from counting the zero dimensional moduli spaces of
cascades.
Remark 2.15. Cascade construction was deployed in many applications, see [4, 9, 17, 28, 61].
2.4. Homological perturbation theory and reduction of the cochain complexes. The fibration
condition in Austin-Braam’s construction plays an important role in resolving the problem of the differential
dk taking value in the space of current. Since fibration conditions are usually stronger than what one can get
in any virtual techniques, we want to replace the fibration condition with a weaker transversality requirement
which is generic in every reasonable virtual technique. Note that the operator dk is defined using pushforward
of differential forms. Since pushforward is defined as the dual operator of pullback, the problem is rooted
in the fact that the dual space of differential forms Ω∗(Ci) is the space of currents D∗(Ci) instead of itself.
However, such problem never appear for finite dimensional vector spaces. Whenever a finite dimensional
space is equipped with a nondegenerate bilinear form, the dual space is identified with itself. To make use
of such fact, we uses the homological perturbation lemma, which is a method of constructing small cochain
complexes from larger ones. The strategy is formally applying homological perturbation lemma to the almost
existing Austin-Braam’s cochain complex, and then verifying the formula suggested by the perturbation
lemma is well-defined and gives desired algebraic relations. The theme of this paper can be summarized as
formal application of homological perturbation lemma can resolve the technical difficulty of
infinite dimensional cochain models. Therefore, we first clarify the homological perturbation lemma
we will use.
2.4.1. A homological perturbation theorem. Roughly speaking, homological perturbation lemma is a proce-
dure that takes in a cochain complex and perturbation data (in most cases, projections and homotopies) and
produces another cochain complex, which is quasi-isomorphic to the input cochain complex. For simplicity,
we consider a cochain complex A = ⊕ni=1Ai, where Ai are Z2 linear spaces. The differential d is defined as∑
k≥0 dk with dk : Ai → Ai+k for k ≥ 0. Then d2 = 0 implies that (Ai, d0) is also a cochain complex for all i.
The perturbation data consists of for each 1 ≤ i ≤ n projections pi : Ai → Ai and homotopies Hi : Ai → Ai
between the identity and pi, i.e.
(2.7) id−pi = d0 ◦Hi +Hi ◦ d0.
With a perturbation data, we have the following homological perturbation lemma.
Lemma 2.16. There is a differential on ⊕i pi(Ai), such that the natural inclusion ⊕i pi(Ai) ↪→ A is a
quasi-isomorphism.
The lemma holds for general coefficient rings, once appropriate signs are assigned. Since we only use
Lemma 2.16 to explain the motivation behind the formulas we give in Section 3, we will not go into the
details of signs nor the proof. What is more relevant to our purpose is the formula for the differential
on ⊕ pi(Ai), which can be viewed as an analog of the perturbation theorem for A∞ structures proved in
[43]. For a strictly increasing sequence of integers T = {i0 = 0, i1, . . . , ir = k}, we define the an operator
Dk,T : pi(Ai)→ pi+k(Ai+k) for all integer i:
(2.8) Dk,T = pi+k ◦ dir−ir−1 ◦Hi+ir−1 ◦ . . . ◦Hi+i2 ◦ di2−i1 ◦Hi+i1 ◦ di1−i0 ◦ ιi
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where ιi : pi(Ai)→ Ai denotes the inclusion. The new differential D on ⊕i pi(Ai) is defined as
D =
∞∑
k=0
Dk,
where Dk =
∑
T Dk,T is a summation over all strictly increasing sequence T from 0 to k. (2.8) will motivate
the formula for the differential (Definition 3.11) we put on our minimal Morse-Bott cochain complex.
2.4.2. Cascade from homological perturbation. In this part, we explain how to interpolate cascade cochain
complex as an homological perturbation on the Austin-Braam cochain complex. Therefore the feature that
the cascade construction does not require the fibration condition in general also reflects the theme of the
paper.
We first explain the perturbation data used to get the cascade cochain complex, i.e. a projection and a
homotopy (pi, Hi) on Ω∗(Ci) for every i. We require that the image im pi is a finite dimensional subspace of
Ω∗(Ci). Given such perturbation data, we can formally write down operator Dk,T from (2.8). Note that in
the cascade construction, we choose Morse-Smale pair (fi, gi) on each critical manifold Ci. A perturbation
data is given by such Morse-Smale pair using the construction in [35]. Before giving the construction, we
set up some notation first.
Definition 2.17. Let C be an oriented closed manifold.
(1) D∗(C) denotes the space of currents11 on C. Here, we fix the sign for the inclusion ι : Ω∗(C)→ D∗(C)
by
ι(α)(β) =
∫
C
α ∧ β, ∀α ∈ Ω∗(C).
(2) Let κ ∈ D∗(C × C) be a current, then the induced integral operator Iκ : Ω∗(C) → D∗(C) is defined
as:
(2.9) Iκ(α)(β) := (−1)dimCκ(pi∗1α ∧ pi∗2β) for α ∈ Ω∗(C), ∀β ∈ Ω∗(C),
where pi1, pi2 are projections of C × C to the first and the second factor respectively.
(3) Let B be an oriented compact manifold and i : B → C a smooth inclusion. Then we can define a
current [B] ∈ D∗(C) by:
[B](α) :=
∫
B
α|B, ∀α ∈ Ω∗(C).
In general, one can define a current [B] for any oriented singular chain B.
Let Crit(fi) be the set of critical points of the Morse function fi on Ci. We use φit : Ci → Ci to denote
the time-t flow of the gradient vector field ∇gifi on Ci. Then the pullback operator φi−t∗ : Ω∗(Ci)→ Ω∗(Ci)
can be understood as the integral operator I[graphφit] of current of the graph graphφ
i
t = {(x, φit(x))} ⊂
Ci×Ci. The manifold ∪0<t′<t graphφit′ ⊂ Ci×Ci defines an integral operator H it := I[∪0<t′<t graphφit′ ]. Since
∂(∪0<t′<t graphφit′) = ∆i ∪ graphφit, then Stokes’ theorem implies that
(2.10) id−φi−t∗ = d ◦H it +H it ◦ d.
It was proven in [35] that when t → ∞, (2.10) converges to a projection-homotopy relations. To be more
specific, let Ux, Sx denote the unstable and stable manifolds of critical point x ∈ Crit(fi), i.e.
Ux := {y ∈ Ci| lim
t→−∞φ
i
t(y) = x};
Sx := {y ∈ Ci| lim
t→∞φ
i
t(y) = x}.
11For basics of currents, we refer readers to [32].
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In the sense of current, we have the following,
lim
t→∞
[
graphφit
]
=
∑
x∈Crit(fi)
[Sx × Ux] ;(2.11)
lim
t→∞
 ⋃
0<t′<t
graphφit′
 =
 ⋃
0<t′<∞
graphφit′
 .(2.12)
See [35] for details on how to orient them. Hence (2.11) and (2.12) define two integral operators φi−∞
∗
, H i∞ :
Ω∗(Ci)→ D∗(Ci), such that
(2.13) ι− φi−∞∗ = d ◦H i∞ +H i∞ ◦ d,
where ι is the natural embedding Ω∗(Ci) ↪→ D∗(Ci). Note that
φi−∞
∗(α) =
∑
x∈Crit(fi)
(∫
Ci
α ∧ [Sx]
)
· [Ux] =
∑
x∈Cr(fi)
(∫
Sx
α|Sx
)
· [Ux]
can be viewed as the projection from Ω∗(α) to the Morse complex. By (2.13), H i∞ defines a homotopy
between ι and the projection φi−∞
∗.
Remark 2.18. Strictly speaking, (2.13) is not a genuine projection-homotopy relation, since φi−∞
∗ lands in
space of currents instead of differential forms. To get an honest projection-homotopy relation, we need to
enlarge Ω∗(C) by adding some currents of singular chains. Roughly speaking, the enlargement is the minimal
extension which contains [Ux], [Sx] for x ∈ Crit(fi), such that it is closed under φi−∞∗, H i∞ and d.
From now on, we will neglect the issue in Remark 2.18 and show formally that the cascade construction
can be understood as applying the construction in (2.8) using the perturbation data (φi−∞
∗
, H i∞). Before
proving the claim, we first define the integration of pull backs of currents from single chains.
Definition 2.19. Let M be a compact manifold with two smooth maps s, t :M→ C1, C2. Assume B1 ⊂ C1
and B2 ⊂ C2 are two manifolds. If s is transverse to B1 and t is transverse to B2 and s−1(B1) is transverse
to t−1(B2) with finite intersection, then we define∫
M
s∗([B1]) ∧ t∗([B2]) :=
∑
p∈s−1(B1)∩t−1(B2)
±1.
Definition 2.19 is natural in the sense that if we approximate current [B1] by differential forms supported
in a tubular neighborhood [32], then the limit of the integration of the pullbacks of the approximations is
indeed the number of intersection points counted with sign. The sign is determined by the orientations of
B1, B2, C1, C2 and M. In the following discussion, we will neglect the sign issues completely.
Now we apply (2.8). For x ∈ Crit(fi), the first term D0 in D = ∑k≥0Dk is defined by
D0([Ux]) := φi−∞
∗(d0([Ux])) = φi−∞
∗(d([Ux]))
=
∑
y∈Crit(fi)
(∫
Ci
d([Ux]) ∧ [Sy]
)
· [Uy].
It was proven in [35] that when the Morse-Smale condition holds we have
∫
Ci
d([Ux]) ∧ [Sy] equals to the
signed counts of rigid gradient flow lines from x to y. Therefore D0 recovers the Morse differential on Ci.
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Next, we study the higher operators in D. Let x ∈ Crit(fi), we have
D1([Ux]) = φi−∞
∗
d1[Ux] =
∑
y∈Crit(fi+1)
(∫
Ci+1
d1[Ux] ∧ [Sy]
)
· [Uy]
=
∑
y∈Crit(fi+1)
(∫
Mi,i+1
s∗i,i+1[Ux] ∧ t∗i,i+1[Sy]
)
· [Uy]
Def 2.19=
∑
y∈Crit(fi+1)
#(s−1i,i+1(Ux) ∩ t−1i,i+1(Sy)) · [Uy].
Here the last equality requires that s−1i,i+1(Ux) t t−1i,i+1(Sy). ThereforeD1 counts point in s−1i,i+1(Ux)∩t−1i,i+1(Sy),
which is exactly the 1-cascade defined in [9, 28]. By the same argument D2,{0,2} counts rigid 1-cascade from
Ci to Ci+2. Next we consider operator D2,{0,1,2}, D2,{0,1,2}([Ux]) equals to:
φi−∞
∗ ◦ d1 ◦H i+1∞ ◦ d1([Ux])
=
∑
y∈Crit(fi+2)
(∫
Ci+2
(d1 ◦H i+1∞ ◦ d1[Ux]) ∧ [Sy]
)
· [Uy]
=
∑
y∈Crit(f)i+2
(∫
Mi+1,i+2
s∗i+1,i+2(Hi+1 ◦ d1[Ux]) ∧ t∗i+1,i+2[Sy]
)
· [Uy]
=
∑
y∈Crit(fi+2)
∫
Mi,i+1×Mi+1,i+2
s∗i,i+1[Ux] ∧ (ti,i+1 × si+1,i+2)∗
 ⋃
0<t′<∞
graphφi+1t′
 ∧ t∗i+1,i+2[Sy]
 · [Uy].
When transversality holds, the last line above equals to
∑
y∈Cr(fi+2)
#
(s−1i,i+1(Ux)× t−1i+1,i+2(Sy)) t
(ti,i+1 × si+1,i+2)−1( ⋃
0<t′<∞
graphφi+1t′ )
 · [Uy].
It can be interpreted as 2-cascade from Ci to Ci+2 staying on Ci+1 for finite time. Therefore D2 = D2,0,2 +
D2,{0,1,2} counts all rigid cascades from Ci to Ci+2. In general, assume the transversality for the cascade
moduli spaces, we shall recover the whole cascade construction from (2.8). Hence the cascade construction
fits into the homological perturbation philosophy.
Remark 2.20. The cascade cochain complex is defined for any flow category, i.e. there is no need for the
fibration condition and cascade cochain complex can be defined over Z if all Mi,j are manifolds instead of
orbifolds. However we can not choose the auxiliary Morse-Smale pair (fi, gi) freely. The choices depend on
the structures of the flow category, i.e. the structure maps si,j and ti,j. Roughly speaking, this is because
(2.13) is not a genuine projection-homotopy relation, it can be made into a genuine projection-homotopy
relation, if we extend Ω∗(Ci) by adding some currents as explained in Remark 2.18. To make sure the exten-
sion is compatible with the morphism spaceMi,j, we need to assume transversality of added currents(chains)
with si,j , ti,j. Those requirements amount to the extra transversality conditions appearing in the cascade con-
struction. The extension can be viewed as the dual picture of the restriction in the construction of geometric
cochain complex Cgeo(Ci) in Fukaya’s Morse-Bott chain complex, where the choice of admissible restrictions
also depends on the structure of the flow category.
3. The Minimal Morse-Bott Cochain Complexes
In this section, we carry out the construction of the minimal Morse-Bott cochain complex for a general
oriented flow category, which is applicable to both finite dimensional Morse-Bott theory and Floer theories.
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The motivation of the construction is from Lemma 2.16 and formula (2.8) with a different perturbation data.
We need to make some choices in the construction of the perturbation data. The key property of the minimal
Morse-Bott cochain complex is that unlike the cascade construction, the choice only depends on Ci, i.e. there
is no compatible requirement with morphism spaces Mi,j . This section is organized as follows: Subsection
3.1 constructs the perturbation data for the minimal Morse-Bott cochain complex; Subsection 3.2 constructs
the Morse-Bott cochain complexes for every oriented flow category; Subsection 3.3 defines flow morphisms
which can be viewed as the geometric analogue of the continuation maps and shows that flow morphisms
induce morphisms between Morse-Bott cochain complexes; Subsection 3.4 explains the compositions of flow
morphisms; Subsection 3.5 defines flow homotopies and proves that flow homotopies induce homotopies
between morphisms; Subsection 3.6 establishes that our construction is canonical on the cochain complex
level, i.e. it is independent of all choices; Subsection 3.7 introduce flow subcategories and quotient categories,
which are the geometric analogues of subcomplexes and quotient complexes respectively. From now on, we
will be very specific about the orientations and signs. The proofs in this section involve a lot of
index and sign computations, we provide a detailed proof of that the coboundary map dBC satisfies d2BC = 0
in Subsection 3.2. But we defer the proofs of other results in Subsections 3.3, 3.4, and 3.5 to Appendix B.
3.1. Perturbation data for the minimal Morse-Bott cochain complexes. In this subsection, we
construct the perturbation data {(pi, Hi)} for the minimal Morse-Bott cochain complex for an oriented flow
category C := {Ci,Mi,j}. Then we write down the operators Dk,T from formula (2.8). We will show in the
next subsection that they indeed define a cochain complex.
3.1.1. Projection pi. We start with defining a projection on pi on Ω∗(Ci). First note that we have bilinear
form on Ω∗(Ci) given by
(3.1) 〈α, β〉i := (−1)dimCi·|β|
∫
Ci
α ∧ β, ∀α, β ∈ Ω∗(Ci).
We can pick representatives {θi,a}1≤a≤dimH∗(Ci) of a basis of H∗(Ci) in Ω∗(Ci), such choices give us a
quasi-isomorphic embedding H∗(Ci) → Ω∗(Ci). Let h(i) denote the image of the embedding above, i.e.
h(i) := 〈 θi,1, . . . , θi,dimH∗(Ci) 〉. Let {θ∗i,a}1≤a≤dimH∗(Ci) ⊂ h(i) be the dual basis to the basis {θi,a} in the
sense that
〈θ∗i,a, θi,b〉i = δab.
Then we can define a projection pi : Ω∗(Ci)→ h(i) ⊂ Ω∗(Ci) by
(3.2) pi(α) :=
dimH∗(Ci)∑
a=1
〈α, θi,a〉i · θ∗i,a.
If we identify H∗(Ci) with h(i), then pi can be thought as a projection from Ω∗(Ci) to H∗(Ci).
3.1.2. Homotopy Hi. We now explain the related homotopy Hi. First note that the Poincare´ dual of the
diagonal ∆i ⊂ Ci × Ci can be represented by Thom classes. We can identify a tubular neighborhood of the
diagonal ∆i with the unit disk bundle of the normal bundle N of ∆i. Then one way of writing Thom classes
of the diagonal ∆i is
(3.3) δni := d(ρnψi),
where ψi is the angular form of the sphere bundle S(N) [8, §6] using the orientation in Example 2.7 and
ρn : R+ → R are smooth functions, such that ρn is increasing, supported in [0, 1n ] and is −1 near 0.
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ρn(r)
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Figure 1. Graph of ρn
For details of this construction, we refer readers to [8, §6]. We also include a brief discussion of this
construction and properties of it in Appendix A. The most important property of δni is that it converges to
the Dirac current of ∆i.
Lemma 3.1. Thom classes δni converges to the Dirac current δi of the diagonal ∆i in the sense of current,
i.e. ∀α ∈ Ω∗(Ci × Ci) we have
lim
n→∞
∫
Ci×Ci
α ∧ δni =
∫
Ci×Ci
α ∧ δi :=
∫
∆i
α|∆i = [∆i](α).
We will prove Lemma 3.1 in Appendix A. By (2.9), we have
∫
Ci×Ci α ∧ δni = (−1)dimCi
∫
δni ∧ α = Iδni ,
then Lemma 3.1 can be rewrite as
lim
n→∞ Iδ
n
i
= Iδi = id
in the weak topology. On the other hand, under the orientation convention (2.4), we have another represen-
tative of the Poincare´ dual of the diagonal by ∑a pi∗1θi,a ∧ pi∗2θ∗i,a, where pi1, pi2 are the projections to the first
and second factor of Ci × Ci respectively.
Proposition 3.2. ∑a pi∗1θi,a ∧ pi∗2θ∗i,a is cohomologous to δni for all n.
Proof. Since all δni are cohomologous to each other for different n, therefore Lemma 3.1 implies that if
α ∈ Ω∗(Ci × Ci) is closed, then for all n, ∫
Ci×Ci
α ∧ δni =
∫
∆i
α|∆i .
Because of Poincare´ duality, it suffices to show that for all closed form α ∈ Ω∗(Ci × Ci) we have
(3.4)
∫
Ci×Ci
α ∧
(∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a
)
=
∫
∆i
α|∆i
Since the cohomology of Ci × Ci is spanned by {pi∗1θ∗i,c ∧ pi∗2θi,d}1≤c,d≤dimH∗(C1), it is enough to verify (3.4)
for α = pi∗1θ∗i,c ∧ pi∗2θi,d. Note that by definition, we have
〈
θi,a, θ
∗
i,b
〉
i
= δab. Then if c 6= d, we have∫
Ci×Ci
pi∗1θ
∗
i,c ∧ pi∗2θi,d ∧
(∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a
)
= 0.
When c = d, we have∫
Ci×Ci
pi∗1θ
∗
i,c ∧ pi∗2θi,c ∧
(∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a
)
=
∫
Ci×Ci
pi∗1θ
∗
i,c ∧ pi∗2θi,c ∧ pi∗1θi,c ∧ pi∗2θ∗i,c
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= (−1)|θi,c|2+|θi,c|·|θ∗i,c|
∫
Ci×Ci
pi∗1θ
∗
i,c ∧ pi∗1θi,c ∧ pi∗2θ∗i,c ∧ pi∗2θi,c
= (−1)|θi,c|2+|θi,c|·|θ∗i,c|+dimCi|θi,c|
(∫
Ci
θ∗i,c ∧ θi,c
)〈
θ∗i,c, θi,c
〉
=
∫
Ci
θ∗i,c ∧ θi,c =
∫
∆i
(pi∗1θ∗i,c ∧ pi∗2θi,c)|∆i .
Thus (3.4) is proven. 
As a consequence of Proposition 3.2, there exist primitives fni ∈ Ω∗(Ci × Ci) such that
dfni = δni −
∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a;(3.5)
fni − fmi = (ρn − ρm)ψi.(3.6)
Since the integral operator Iδi of the Dirac current δi is the identity map from Ω∗(Ci) to itself. The integral
operator I∑
a
pi∗1θi,a∧pi∗2θ∗i,a is the projection pi in (3.2). Therefore by (3.5), the integral operator Ifni of the
primitive fni satisfies the relation:
(3.7) Iδni − I∑a pi∗1θi,a∧pi∗2θ∗i,a = d ◦ Ifni + Ifni ◦ d.
It is proven in the Appendix A that fni converges to a current fi ∈ D∗(Ci × Ci), and the corresponding
integral operator Ifi satisfies the following relation:
(3.8) id−pi = d ◦ Ifi + Ifi ◦ d,
which is the limit of (3.7). Therefore the integral operator Ifi = lim Ifni gives us the homotopy Hi for the
projection pi.
Remark 3.3. Although fi is not a differential form, (3.8) holds on Ω∗(Ci) with values in Ω∗(Ci). However,
we will not use (3.8) in any proof. Instead, we only use the approximation (3.7), which is completely in
Ω∗(Ci).
From the discussions above, we have the following definition.
Definition 3.4. A defining-data Θ for an oriented flow category C consists of the following:
• Quasi-isomorphic embeddings H∗(Ci) → Ω∗(Ci), the image is denoted by h(C, i) and we fix a basis
{θi,a} of h(C, i) and a dual basis {θ∗i,a} in the sense that 〈θ∗i,a, θi,b〉i = δab;
• A sequence of Thom classes in the form of δni = d(ρnψi) of the diagonal ∆i ⊂ Ci × Ci for all i;
• Primitives fni , such that dfni = δni −
∑
a pi
∗
1θi,a ∧ pi∗2θ∗i,a and fni − fmi = (ρn − ρm)ψi for all i.
Remark 3.5. The form ∑a pi∗1θi,a ∧ pi∗2θ∗i,a in Definition 3.4 does not depend on the basis {θi,a} for a fixed
quasi-isomorphic embeddings H∗(Ci)→ Ω∗(Ci).
Remark 3.6. Defining-data in Definition 3.4 is related to Ci only, i.e. it does not require any compatibility
with the structure maps si,j :Mi,j → Ci and ti,j :Mi,j → Cj. The construction of the minimal Morse-Bott
cochain complex works for every defining-data, see Subsection 3.2 for details.
3.1.3. The perturbed operator Dk,T,Θ. Given a defining-data Θ, we are able to write down a operator Dk,T,Θ
from (2.8), which is the main component of the differential for the minimal Morse-Bott cochain complex.
Definition 3.7. We fix the following notation.
(1) We use [α] to denote the cohomology class of a closed form α ∈ h(C, i) and |α| to denote the degree
of the form.
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(2) We write Ms,ki1,...,ir := Ms,s+i1 × . . . ×Ms+ir,s+k for 0 < i1 < i2 < . . . < ir < k with the product
orientation.
(3) For α ∈ Ω∗(Cs), γ ∈ Ω∗(Cs+k) and fs+ij ∈ Ω∗(Cs+ij × Cs+ij ), 1 ≤ j ≤ r, we define the pairing
Ms,ki1,...,ir [α, fs+i1 , . . . , fs+ir , γ] to be
(3.9)
∫
Ms,ki1,...,ir
s∗s,s+i1α ∧ (ts,s+i1 × ss+i1,s+i2)∗fs+i1 ∧ . . . ∧ (ts+ir−1,s+ir × ss+ir,s+k)∗fs+ir ∧ t∗s+ir,s+kγ.
(4) For α ∈ h(C, s), we define
†(C, α, k) := (|α|+ms,s+k)(cs+k + 1);(3.10)
‡(C, α, k) := (|α|+ms,s+k + 1)(cs+k + 1).(3.11)
By (2.8), we have the following operator.
Definition 3.8. Given a defining-data Θ and an increasing sequence T := {0, i1, . . . , ir, k}, we write operator
Dk,T,Θ as
(3.12) 〈Dk,T,Θ[α], [γ]〉s+k := (−1)? lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , f
n
s+ir , γ],
where ? := |α|(cs + 1) +∑rj=1 ‡(C, α, ij).
Remark 3.9. One way to understand the signs in (3.12) is treating Dk,T,Θ as a composition of certain
operators. Let α ∈ Ω∗(Ci) and f ∈ Ω∗(Cj × Cj), then Mi,j defines an operator:
Mi,j(α, f) := (−1)|α|(ci+1)
∫
Mi,j
s∗i,jα ∧ (ti,j × idj)∗f ∈ Ω∗(Cj),
where ti,j × idj : Mi,j × Cj → Cj × Cj. If |f | = cj − 1, then |Mi,j(α, f)| = |α| + cj − 1 − mi,j. For
g ∈ Ω∗(Ck × Ck), we have
Mj,k(Mi,j(α, f), g) = (−1)(|α|+cj−1−mi,j)(cj+1)
∫
Mj,k
s∗j,kMi,j(α, f) ∧ (tj,k × idk)∗g
= (−1)|α|(ci+1)+(|α|+mi,j+1)(cj+1)
∫
Mi,j×Mj,k
s∗i,jα ∧ (ti,j × sj,k)∗f ∧ (tj,k × idk)∗g.
Therefore (−1)?Ms,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ] in (3.12) is the integral of the wedge product of compositions
of such operators with t∗s+ir,s+kγ.
The following lemma asserts that (3.12) is well-defined and will be used in the proof of the main theorem,
we prove it in Appendix A.
Lemma 3.10. For every α ∈ Ω∗(Cs), γ ∈ Ω∗(Cs+k) and any defining-data, we have lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . ,
fns+ir , γ] ∈ R exists.
3.2. The minimal Morse-Bott cochain complex. The main theorem of this subsection is that we can
get a well-defined cochain complex out of an oriented flow category given any defining data. The cochain
complex is generated by the cohomology H∗(Ci) of the flow category, hence it is called the minimal Morse-
Bott cochain complex.
Definition 3.11. Given a defining-data Θ, the minimal Morse-Bott complex of an oriented flow category
C := {Ci,Mi,j} is defined by
BC := lim−→
q→−∞
∞∏
j=q
H∗(Cj),
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i.e. the direct sum near the negative end and direct product near the positive end. To be more precise,
every element in BC is a function A : Z → ∏∞i=−∞H∗(Ci), such that A(i) ∈ H∗(Ci), and there exists
NA ∈ Z, such that A(i) = 0 ∀i < NA. The differential dBC,Θ : BC → BC is defined as ∏k≥1 dk,Θ, where
dk,Θ : H∗(Cs)→ H∗(Cs+k) is defined as
dk,Θ :=
∑
T
Dk,T,Θ,
for all increasing sequence T = {0, i1, . . . , ir, k} with 0 < i1 < . . . < ir < k. In other words, we have
(3.13)
〈dk,Θ[α], [γ]〉s+k = (−1)|α|(cs+1)
Ms,k[α, γ] + lim
n→∞
∑
0<i1<...<ir<k
(−1)?Ms,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ]

for α ∈ h(C, s), γ ∈ h(C, s + k) and ? = ∑rj=1 ‡(C, α, ij). If we formally define di,Θ = 0 for i ≤ 0, then for
A ∈ BC we have
(dBC,ΘA)(i) :=
∑
j∈Z
di−j,ΘA(j).
Note that it is a finite sum. If moreover the flow category is graded by di, then BC is also graded. The
grading of an element α ∈ H∗(Ci) is |α|+ di.
The main result of this section in the following.
Theorem 3.12. Given an oriented flow category C and a defining-data Θ, then (BC, dBC,Θ) is a cochain
complex. The cohomology H∗(BC, dBC,Θ) is independent of the defining-data Θ. If in addition, the flow
category is graded, then dBC,Θ is a differential of degree 1.
Remark 3.13. A few remarks of the non-triviality of Theorem 3.12 are in order.
(1) We prove in Section 8 that when the flow category comes from a Morse-Bott function f on a closed
manifold M , the cohomology of the minimal Morse-Bott cochain complex is the regular cohomology
H∗(M,R).
(2) If all the critical manifolds Ci are discrete, then there is a unique defining-data Θ. Assume for sim-
plicity, each Ci consists of one point, then the minimal Morse-Bott cochain complex BC is generated
by the critical points and equals to the usual Morse cochain complex,
BC = lim−→
q→−∞
∞∏
j=q
H∗(Cj) = lim−→
q→−∞
∞∏
j=q
R.
Since |fni | = −1, dk,Θ : H∗(Cs)→ H∗(Cs+k) only has the leading term
〈dk,Θ[1], [1]〉s+k =Ms,k[1, 1] =
∫
Ms,s+k
1.
Therefore the differential dBC,Θ :=
∑
k≥1 dk,Θ0 is just the signed counting of all zero-dimensional
moduli spaces Ms,s+k, which is usual Morse cochain differential.
Remark 3.14. Theorem 3.12 is the most simple version. We generalize Definition 3.4 and Theorem 3.12
in Section 5 and 6 to following cases: (1) Ci is not oriented; (2) Ci is not compact; (3) defining-data is not
minimal.
Corollary 3.15. If oriented flow category C has the property that dimCi ≤ k for all i, then the minimal
Morse-Bott cochain complex BCC only depend on Mi,j with dimMi,j ≤ 2k.
Proof. Because deg fni = dimCi − 1 ≤ k− 1, hence ifMi,j appears in an integration in the definition of the
differential with dimMi,j > 2k, the integration must be zero due to degree reason. 
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We first show that (BC, dBC,Θ) is a cochain complex, the invariance is deferred to the next subsection.
Definition 3.16. We first introduce some simplified notation.
(1) For 0 < i1 < i2 . . . < ir < k, we define
(3.14) Ms,k
i1,...,ip,...,ir
:=Ms,s+i1 × . . .× (Ms+ip−1,s+ip ×s+ipMs+ip,s+ip+1)× . . .×Ms+ir,s+k
with the product orientation.
(2) For α ∈ Ω∗(Cs), γ ∈ Ω∗(Cs+k) and fs+ij ∈ Ω∗(Cs+ij×Cs+ij ), we defineMs,ki1,...,ir [d(α, fs+i1 , . . . , fs+ir , γ)]
to be
(3.15)∫
Ms,ki1,...,ir
d
(
s∗s,s+i1α ∧ (ts,s+i1 × ss+i1,s+i2)∗fs+i1 ∧ . . . ∧ (ts+ir−1,s+ir × ss+ir,s+k)∗fs+ir ∧ t∗s+ir,s+kγ
)
.
(3) We define the pairing Ms,k
i1,...,ip,...,ir
[α, fs+i1 , . . . , fs+ip−1 , fs+ip+1 , . . . , fs+ir , γ] over Ms,ki1,...,ip,...,ir to be
(3.16)
∫
Ms,k
i1,...,ip,...,ir
s∗s,s+i1α ∧ (ts,s+i1 × ss+i1,s+i2)∗fs+i1 ∧ . . . ∧ (ts+ip−2,s+ip−1 × ss+ip−1,s+ip+1)∗fs+ip−1
∧(ts+ip−1,s+ip+1 × ss+ip+1,s+ip+2)∗fs+ip+1 ∧ . . . ∧ (ts+ir−1,s+ir × ss+ir,s+k)∗fs+ir ∧ t∗s+ir,s+kγ.
(4) When we compose two operators, a trace term will appear. Therefore we introduce Trs+ipMs,ki1,...,ir [b,
fs+i1 , . . . , fs+ip−1 , θθ
∗
s+ip , fs+ip+1 , . . . , fs+ir , c] to denote the following,
(3.17)∫
Ms,ki1,...,ir
s∗s,s+i1α ∧ (ts,s+i1 × ss+i1,s+i2)∗fs+i1 ∧ . . .
∧ (ts+ip−1,s+ip × ss+ip,s+ip+1)∗(
∑
a
pi∗1θs+ip,a ∧ pi∗2θ∗s+ip,a) ∧ . . . ∧ (ts+ir × ss+ir)∗fs+ir ∧ t∗s+kγ
where pi1, pi2 are the projections of C × C to the first and second factor respectively.
The following lemma is crucial to the proof of d2BC,Θ = 0 and is proven in Appendix A.
Lemma 3.17. For an oriented flow category C and any defining-data, we have
lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , δ
n
s+ip , . . . , f
n
s+ir , γ] = (−1)∗ limn→∞M
s,k
i1,...,ip−1,ip,ip+1,...,ir
[α, fns+i1 , . . . , f
n
s+ir , γ],
where ∗ = (a+ms,s+ip)cs+ip.
Proposition 3.18. (BC, dBC,Θ) is a cochain complex, i.e. d2BC,Θ = 0.
Proof. For simplicity, we will suppress the subscript Θ in the proof. It suffices to show that for all α ∈ h(C, s)
and γ ∈ h(C, s+ k), we have
(3.18)
〈
k−1∑
i=1
dk−i ◦ di[α], [γ]
〉
s+k
= 0.
We define the leading term Dk of dk to be
〈Dk[α], [γ]〉s+k := (−1)|α|(cs+1)Ms,k[α, γ].
The remaining term is denoted by Ek := dk −Dk. Thus (3.18) is equivalent to
(3.19)
〈∑
i
(Dk−i ◦Di + Ek−i ◦ Ei + Ek−i ◦Di +Dk−i ◦ Ei)[α], [γ]
〉
s+k
= 0.
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We will compute S := 〈∑iDk−i◦Di[α], [γ]〉s+k first by induction and then compare it with the remaining
terms. Recall that the representatives of basis and dual basis {θi,a}, {θ∗i,a} have the property 〈θ∗i,a, θi,b〉i = δab,
thus we have
(3.20) Dk[α] =
∑
a
〈Dk[α], [θs+k,a]〉s+k [θ∗s+k,a].
Therefore we have
S =
〈∑
i
Dk−i ◦Di[α], [γ]
〉
s+k
=
〈∑
i
Dk−i
(∑
a
〈Di[α], [θs+i,a]〉s+i [θ∗s+i,a]
)
, [γ]
〉
s+k
=
〈∑
i
Dk−i
(∑
a
(−1)|α|(cs+1)
(
Ms,i[α, θs+i,a]
)
[θ∗s+i,a]
)
, [γ]
〉
s+k
.(3.21)
Since there is a degree relation |Ms,i[α, θs+i,a][θ∗s+i,a]| = |Di[α]| = |di[α]|, we have
(3.21) =
∑
i
∑
a
(−1)|α|(cs+1)Ms,i[α, θs+i,a]
〈
Dk−i[θ∗s+i,a], [γ]
〉
s+k
=
∑
i
∑
a
(−1)|α|(cs+1)+|di[α]|(cs+i+1)Ms,i[α, θs+i,a]Ms+i,k−i[θ∗s+i,a, γ]
=
∑
i
(−1)|α|(cs+1)+|di[α]|(cs+i+1) TriMs,ki [α, θθ∗s+i, γ].(3.22)
Using the equation δni −
∑
a pi
∗
1θi,a ∧ pi∗2θ∗i,a = dfni for any n ∈ N, we have
(3.22) =
∑
i
(−1)|α|(cs+1)+|di[α]|(cs+i+1)Ms,ki [α, δns+i − dfns+i, γ]
= lim
n→∞
∑
i
(−1)|α|(cs+1)+|di[α]|(cs+i+1)Ms,ki [α, δns+i − dfns+i, γ]
= lim
n→∞
∑
i
(−1)|α|(cs+1)+|di[α]|(cs+i+1)Ms,ki [α, δns+i, γ](3.23)
+ lim
n→∞
∑
i
(−1)|α|(cs+1)+|di[α]|(cs+i+1)+1Ms,ki [α,dfns+i, γ].(3.24)
By Lemma 3.17, we have
(3.25) (3.23) =
∑
i
(−1)|α|(cs+1)+|di[α]|(cs+i+1)+(a+ms,s+i)cs+iMs,k
i
[α, γ].
We will show first (3.25) vanishes. Because |di[α]| ≡ |α|+ms,s+i + cs+i mod 2, we have
(3.26) |di[α]|(cs+i + 1) ≡ (|α|+ms,s+i)(cs+i + 1) = †(C, α, i) mod 2.
Therefore the sign in (3.25) is
(−1)|α|(cs+1)+|diα|(cs+i+1)+(a+ms,s+i)cs+i = (−1)|α|(cs)+ms,s+i .(3.27)
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Because ∂[Mik] =
∑(−1)mij [Mij ]×j [Mjk], by Stokes’ theorem
(3.25) =
∑
i
(−1)|α|cs+ms,s+i
∫
Ms,s+i×s+iMs+i,s+k
s∗s,s+iα ∧ t∗s+i,s+kγ
= (−1)|α|cs
∫
∂Ms,s+k
s∗s,s+kα ∧ t∗s,s+kγ
= (−1)|α|cs
∫
Ms,s+k
d
(
s∗s,s+kα ∧ t∗s,s+kγ
)
= 0.
So far, we prove that
(3.28) S = (3.24) = lim
n→∞
∑
i
(−1)|α|(cs+1)+†(C,α,i)+1Ms,ki [α,dfns+i, γ].
It is an integration of an exact form, thus we can apply Stokes’ theorem. Since Ms,ki =Ms,s+i ×Ms+i,s+k
is a product of two manifolds, there are two types of boundaries coming from the boundary of each compo-
nent. Because ∂[Ms,ki ] = ∂[Ms,s+i][Ms+i,s+k] + (−1)ms,s+i [Ms,s+i]∂[Ms+i,s+k], we have (for simplicity, we
suppress the wedge and pullback notations) the following,
lim
n→∞M
s,k
i [α,dfns+i, γ]
= lim
n→∞(−1)
|α|Ms,ki [d(α, fns+i, γ)]
= lim
n→∞(−1)
|α|
∫
∂(Ms,s+i×Ms+i,s+k)
αfns+iγ
= lim
n→∞
∑
0<j<i
(−1)|α|+ms,s+j
∫
Ms,s+j×s+jMs+j,s+i×Ms+i,s+k
αfns+iγ
+ lim
n→∞
∑
i<l<k
(−1)|α|+ms,s+i+ms+i,s+l
∫
Ms,s+i×Ms+i,s+l×s+lMs+l,s+k
αfns+iγ
= lim
n→∞
 ∑
0<j<i
(−1)|α|+ms,s+jMs,k
j,i
[α, fns+i, γ] +
∑
i<l<k
(−1)|α|+ms,s+i+ms+i,s+lMs,k
i,l
[α, fns+i, γ]
 .(3.29)
Applying Lemma 3.17, we have
(3.29) = lim
n→∞
∑
0<j<i
(−1)|α|+ms,s+j+(|α|+ms,s+j)cs+jMs,kj,i [α, δns+j , fns+i, γ]
+ lim
n→∞
∑
i<l<k
(−1)|α|+ms,s+i+ms+i,s+l+(|α|+ms,s+l)cs+lMs,ki,l [α, fns+i, δns+l, γ].
By δni −
∑
a pi
∗
1θi,a ∧ pi∗2θ∗i,a = dfni , (3.29) can be written as
(3.29) = lim
n→∞
∑
j,0<j<i
(−1)†(C,α,j)
(
Trs+jMs,kj,i [α, θθ∗s+j , fns+i, γ] +Ms,kj,i [α,dfns+j , fns+i, γ]
)
+ lim
n→∞
∑
l,i<l<k
(−1)†(C,α,l)+cs+i+1
(
Trs+lMs,ki,l [α, fns+i, θθ∗s+l, γ] +Ms,ki,l [α,dfns+i, fns+l, γ]
)
.
Therefore (3.28) can be expressed as the sum of the following two terms:
lim
n→∞
∑
i
∑
0<j<i
(−1)|α|(cs+1)+†(C,α,j)+†(C,α,i)+1
(
Trs+jMs,kj,i [α, θθ∗s+j , fns+i, γ] +Ms,kj,i [α,dfns+j , fns+i, γ]
)
;
lim
n→∞
∑
i
∑
i<l<k
(−1)|α|(cs+1)+‡(C,α,i)+†(C,α,l)+1
(
Trs+lMs,ki,l [α, fns+i, θθ∗s+l, γ] +Ms,kj,i [α, fns+i,dfns+l, γ]
)
.
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Thus (3.28) can be rewritten as:
S = lim
n→∞
∑
i
∑
0<j<i
(−1)|α|(cs+1)+†(C,α,j)+†(C,α,i)+1 Trs+jMs,kj,i [α, θθ∗s+j , fns+i, γ]
+ lim
n→∞
∑
i
∑
i<l<k
(−1)|α|(cs+1)+‡(C,α,i)+†(C,α,l)+1 Trs+lMs,ki,l [α, fns+i, θθ∗s+l, γ]
+ lim
n→∞
∑
i
∑
0<j<i
(−1)|α|(cs+1)+†(C,α,j)+†(C,α,i)+1Ms,kj,i [α,dfns+j , fns+i, γ](3.30)
+ lim
n→∞
∑
i
∑
i<l<k
(−1)|α|(cs+1)+‡(C,α,i)+†(C,α,l)+1Ms,kj,i [α, fns+i,dfns+l, γ].(3.31)
The last two parts (3.30) and (3.31) sum up to the following integrals of exact forms
(3.32) lim
n→∞
∑
i,j,i<j
(−1)|α|cs+†(C,α,i)+†(C,α,j)+1Ms,ki,j [d(α, fns+i, fns+j , γ)].
So far, we prove that
S = lim
n→∞
∑
i
∑
0<j<i
(−1)|α|(cs+1)+†(C,α,j)+†(C,α,i)+1 Trs+jMs,kj,i [α, θθ∗s+j , fns+i, γ]
+ lim
n→∞
∑
i
∑
i<l<k
(−1)|α|(cs+1)+‡(C,α,i)+†(C,α,l)+1 Trs+lMs,ki,l [α, fns+i, θθ∗s+l, γ]
+ lim
n→∞
∑
i,j,i<j
(−1)|α|cs+†(C,α,i)+†(C,α,j)+1Ms,ki,j [d(α, fns+i, fns+j , γ)].(3.33)
We can apply Stokes’ theorem again to (3.33) and use the trick above, i.e. whenever we see a fiber product,
which is part of boundary of some other M∗,∗, we can replace it by Cartesian product and insert a Dirac
current, then replace the Dirac current by ∑pi∗1θ ∧ pi∗2θ∗ + df . We claim that the terms involving df sum
up to an exact form, and the process can keep going. In particular, we will prove the following claim by
induction, for r ≥ 2:
S = lim
n→∞
∑
1≤p≤q≤r,q>1
0<i1<...<iq<k
(−1)?2 Trs+ipMs,ki1,...,iq [α, fns+i1 , . . . , fns+ip−1 , θθ∗s+ip , fns+ip+1 , . . . , fns+iq , γ]
+ lim
n→∞
∑
0<i1<...<ir<k
(−1)?1Ms,ki1,...,ir [d(α, fns+i1 , . . . , fns+ir , γ)],(3.34)
where
?1 = 1 + |α|cs +
r∑
j=1
†(C, α, ij)
?2 = 1 + |α|(cs + 1) +
p−1∑
j=1
‡(C, α, ij) +
q∑
j=p
†(C, α, ij).
Proof of the claim. The r = 2 case is exactly (3.33). Assume the claim holds for r, we will show the
claim also holds for r + 1. We need to apply Stokes’ theorem to the exact term (3.34) in the induction
hypothesis. The boundary ∂(Ms,s+i1 × . . . ×Ms+ir,s+k) comes from fiber product at s + w for all t, w
such that 0 < i1 < . . . < it < w < it+1 < . . . ir < k. Consider the boundary coming from the fiber
product at s + w, after applying Stokes’ theorem to (3.34), we have the contribution from integration over
the Ms,ki1,...,it,w,...,ir ⊂M
s,k
i1,...,ir is
(3.35) (−1)?3 lim
n→∞M
s,k
i1,...,it,w,...,ir
[α, fns+i1 , . . . , f
n
s+ir , γ],
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where ?3 = 1 + |α|cs + ∑rj=1 †(C, α, ij) + ms,s+i1 + . . . + ms+it,s+w. By replacing the fiber product in
Ms,ki1,...,it,w,...,ir with the Cartesian product M
s,k
i1,...,it,w,...,ir , we have
(3.36) (3.35) = (−1)?3+(|α|+ms,s+w)cs+w lim
n→∞M
s,k
i1,...,it,w,...,ir [α, f
n
s+i1 , . . . , δ
n
s+w, . . . , f
n
s+ir , γ].
We replace the Thom class δn∗ by
∑
a pi
∗
1θ∗,a ∧ pi∗2θ∗∗,a + dfn∗ to get
(3.37)
(3.36) = (−1)?3+(|α|+ms,s+w)cs+w lim
n→∞Tr
s+wMs,ki1,...,it,w,...,ir [α, fns+i1 , . . . , θθ∗s+w, . . . , fns+ir , γ]
+(−1)?3+(|α|+ms,s+w)cs+w lim
n→∞M
s,k
i1,...,it,w,...,ir [α, f
n
s+i1 , . . . ,df
n
s+w, . . . , f
n
s+ir , γ].
Let ?4 denote ?3 + (|α|+ms,s+w)cs+w. By (2.5) we have
?4 = 1 + |α|(cs + 1) +
t∑
j=1
‡(C, α, ij) + †(C, α, w) +
r∑
j=t+1
†(C, α, ij).
By induction hypothesis, we have
S = lim
n→∞
∑
1≤p≤q≤r,q>1
0<i1<...<iq<k
(−1)?2 Trs+ipMs,ki1,...,iq [α, fns+i1 , . . . , fns+ip−1 , θθ∗s+ip , fns+ip+1 , . . . , fns+iq , γ]
+ lim
n→∞
∑
0<i1<...<ir<k
(−1)?1Ms,ki1,...,ir [d(α, fns+i1 , . . . , fns+ir , γ)](3.38)
By (3.37), (3.38) is the sum of the following two terms
lim
n→∞
∑
0<i1<...<it<w<it+1<ir<k
(−1)?4Ms,ki1,...,it,w,it+1,...,ir [α, fns+i1 , . . . ,dfns+w, . . . , fns+ir , γ];(3.39) ∑
0<i1<...<it<w<it+1<ir<k
(−1)?4 Trs+wMs,ki1,...,it,w,it+1,...,ir [α, fns+i1 , . . . , θθ∗s+w, . . . , fns+ir , γ].(3.40)
Because ?5 := ?4+|α|+∑tj=1(cs+ij+1) ≡ 1+|α|cs+∑rj=1 †(C, α, ij)+†(C, α, w) mod 2 and |fns+ij | ≡ cs+ij+1
mod 2, we have
(3.41) (3.39) =
∑
0<i1<...<it<w<it+1<ir<k
(−1)?5Ms,ki1,...,it,w,it+1,...,ir [d(α, fns+i1 , . . . , fns+w, . . . , fns+ir , γ)].
Therefore we arrive at
S = lim
n→∞
∑
1≤p≤q≤r,q>1
0<i1<...<iq<k
(−1)?2 Trs+ipMs,ki1,...,iq [α, fns+i1 , . . . , fns+ip−1 , θθ∗s+ip , fns+ip+1 , . . . , fns+iq , γ]
+
∑
0<i1<...<it<w<it+1<ir<k
(−1)?4 Trs+wMs,ki1,...,it,w,it+1,...,ir [α, fns+i1 , . . . , θθ∗s+w, . . . , fns+ir , γ]
+ lim
n→∞
∑
0<i1<...<it<w<it+1<ir<k
(−1)?5Ms,ki1,...,it,w,it+1,...,ir [d(α, fns+i1 , . . . , fns+w, . . . , fns+ir , γ)].
This is the r + 1 case, so we prove the claim. 
Therefore in the case of r = k − 1, S = 〈∑iDk−i ◦Di[α], [γ]〉s+k is the sum of the following two terms
(3.42) lim
n→∞(−1)
?1Ms,k1,...,k−1[d(α, fns+1, . . . , fns+k−1, γ)],
(3.43) lim
n→∞
∑
1≤p≤q≤k−1,q>1
0<i1<...<iq<k
(−1)?2 Trs+ipMs,ki1,...,iq [α, fns+i1 , . . . , fns+ip−1 , θθ∗s+ip , fns+ip+1 , . . . , fns+iq , γ],
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where
?1 = 1 + |α|cs +
k−1∑
j=1
†(C, α, j),
?2 = 1 + |α|(cs + 1) +
p−1∑
j=1
‡(C, α, ij) +
q∑
j=p
†(C, α, ij).
Since Ms,k1,...,k−1 is a closed manifold, (3.42) is 0 by Stokes’ theorem. For the remaining term, we claim that
(3.44) (3.43) = −
〈∑
i
(Ek−i ◦ Ei + Ek−i ◦Di +Dk−i ◦ Ei)[α], [γ]
〉
s+k
.
Once this claim is proven, we have
S = (3.43) = −
〈∑
i
(Ek−i ◦ Ei + Ek−i ◦Di +Dk−i ◦ Ei)[α], [γ]
〉
s+k
,
that is
〈dk−i ◦ di[α], [γ]〉s+k = 0.
Therefore the proposition is proven. 
Proof of the claim (3.44). We define
S1 :=
〈∑
i
Ek−i ◦ Ei[α], [γ]
〉
s+k
;
S2 :=
〈∑
i
Ek−i ◦Di[α], [γ]
〉
s+k
;
S3 :=
〈∑
i
Dk−i ◦ Ei[α], [γ]
〉
s+k
.
By definition 3.11, we have
(3.45) 〈Ei[α], [γ]〉s+i = limn→∞
∑
0<i1...<ir<i
(−1)|α|(cs+1)+
∑r
j=1 ‡(C,α,ij)Ms,ii1,...,ir [α, fns+i1 , . . . , fns+ir , γ].
Therefore we can write S1 as a trace term
(3.46) S1 = lim
n→∞
∑
i
∑
0<i1<...<ir<i
0<j1<...<jt<k−i
(−1)?7 Trs+iMs,ki1,...,ir,i,i+j1,...,i+jt [α, fns+i1 , . . . , θθ∗s+i, . . . , fni+jt , γ],
where
?7 = |α|(cs + 1) +
r∑
l=1
‡(C, α, il) + |Ei(α)|(cs+i + 1) +
t∑
l=1
‡(C, Ei(α), jl)
Because |Ei(α)|(cs+i + 1) ≡ (|α| + ms,s+i)(cs+i + 1) mod 2 and ‡(C, Ei(α), r) ≡ †(C, α, i + r) mod 2, we
have
?7 ≡ |α|(cs + 1) +
r∑
l=1
‡(C, α, il) + †(C, α, i) +
t∑
l=1
†(C, α, i+ jl) mod 2.
Moreover, the other two terms are
S2 = lim
n→∞
∑
i
∑
0<j1<...<jt<k−i
(−1)?8 Trs+iMs,ki,i+j1,...,i+jt [α, θθ∗s+i, . . . , fni+jt , γ],(3.47)
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S3 = lim
n→∞
∑
i
∑
0<i1<...<ir<i
(−1)?9 Trs+iMs,ki1,...,ir,i[α, fni1 , . . . , fnir , θθ∗s+i, γ],(3.48)
where ?8 = |α|(cs + 1) + †(C, α, i) + ∑tl=1 †(C, α, i + jl) and ?9 = |α|(cs + 1) + ∑rl=1 ‡(C, α, il) + †(C, α, i).
Therefore the sum of (3.46),(3.47) and (3.48) is (3.43) with a negative sign, thus we prove the claim. 
Remark 3.19. The argument used in the proof of Proposition 3.18 will be used repeatedly in the constructions
of morphisms and homotopies. Roughly speaking, the general process is as follows: We divide the operators
into two parts: the leading term, i.e. the one contains no fi, and the error term. Then we compose only
the leading terms first. Similar to (3.20), a composition can be written as a trace term, we replace the trace
term by a Thom class δni plus dfni in the composition of the leading terms. The part with Thom class will
converge to an integration over the fiber products, i.e. an integration over the boundary of a bigger moduli
space, thus Stokes’ theorem can be applied. While the part with df is an integration of exact forms, thus by
Stokes’ theorem, it can be reduced to an integration over the boundary, i.e. a fiber product. Then replace
the fiber product by Cartesian product through inserting the Dirac current. Since we can rewrite the Dirac
current as the limit of a dfn plus a trace term, and then usually the terms with df will form an exact form,
and the replacing argument keeps repeating. Eventually, we will get to a manifold without boundary, thus
the integration of the final exact form is 0, and we are left with some trace terms. Then we can compare
those trace terms directly to the composition of error term with leading term and error term with error term
to prove the algebraic equation.
Remark 3.20. From the proof of Proposition 3.18, we see that we can suppress the index n and lim
n→∞ by
Lemma 3.10 and Lemma 3.17. We can write fi as the limit of fni in the space of currents, such that
(3.49) δi = pi∗1θi,a ∧ pi∗2θ∗i,a + dfi
where δi is the Dirac current. We can use (3.49) to do formal computations.
3.3. Flow morphisms induce cochain morphisms. Subsection 3.2 shows that a flow category carries
enough geometric structure to define a cochain complex. In the following subsections, we study what
geometric data can define cochain complex morphisms and homotopies. In this subsection, we introduce
flow morphisms between flow categories, which is the underlying geometric data to define continuation maps
in the Morse case [2, Chapter 11]. We show that every flow category has an identity flow morphism from
the flow category to itself. Using the identity flow morphism, we show that H∗(BC, dBC,Θ) is independent
of the defining-data Θ, thus we finish the proof of Theorem 3.12.
3.3.1. Flow morphisms.
Definition 3.21. An oriented flow morphism H from an oriented flow categories C := {Ci,MCi,j} to
another oriented flow category D := {Di,MDi,j} is a family of compact oriented manifolds {Hi,j}i,j∈Z, such
that the following holds.
(1) There are two smooth maps s : Hi,j → Ci, t : Hi,j → Dj.
(2) ∃N ∈ Z, such that when i− j > N , Hi,j = ∅.
(3) For every i0 < i1 < . . . < ik, j0 < . . . < jm−1 < jm, the fiber product MCi0,i1 ×i1 . . . ×ik Hik,j0 ×j0
. . .×jm−1 MDjm−1,jm is cut out transversely.
(4) There are smooth maps mL :MCi,j ×j Hj,k → Hi,k and mR : Hi,j ×jMDj,k → Hi,k, such that
s ◦mL(a, b) = sC(a), t ◦mL(a, b) = t(b),
s ◦mR(a, b) = s(a), t ◦mR(a, b) = tD(b),
where map sC is the source map for flow category C and map tD is the target map for flow category
D.
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(5) The map mL ∪mR : ∪jMCi,j ×jHj,k ∪jHi,j ×jMDj,k → ∂Hi,k is a diffeomorphism up to measure zero
sets (Definition 2.5).
(6) The orientation [Hi,j ] has the following properties,
∂[Hi,j ] =
∑
p>0
(−1)mCi,i+pmL
(
[MCi,i+p ×i+p Hi+p,j ]
)
+
∑
p>0
(−1)hi,jmR
(
[Hi,j−p ×j−pMDj−p,j ]
)
,
(tC × s)∗[Nj ][MCi,j ×j Hj,k] = (−1)cjm
C
i,j [MCi,j ][Hj,k],
(t× sD)∗[Nj ][Hi,j ×jMDj,k] = (−1)djhi,j [Hi,j ][MDj,k].
Here ci := dimCi,mCi,j := dimMCi,j , dj := dimDj and hi,j = dimHi,j.
By condition (4) of flow morphism, we have formula similar to (2.6). Thus it is convenient to use mL,mR
to identifyMCi,j ×j Hj,k,Hi,j ×jMDj,k with the corresponding parts of ∂Hi,k. Hence in the following, we will
suppress mL,mR, and treat MCi,j ×j Hj,k,Hi,j ×jMDj,k as they are contained in ∂Hi,k.
Remark 3.22. In applications, we can upgrade (5) in Definition 3.21 to a finer relation that mL ∪mR :
∂0
(
∪jMCi,j ×j Hj,k ∪j Hi,j ×jMDj,k
)
→ ∂1Hi,k is a diffeomorphism. Moreover, if x ∈ MCi,j and h ∈ Hj,k
such that (x, h) ∈ Hi,k, we have d(x, h) = d(x) + d(h) + 1. Similarly, if h ∈ Hi,j and y ∈ MDj,k such that
(h, y) ∈ Hi,k, we have d(h, y) = d(h) + d(y) + 1.
Remark 3.23. In the context of Floer theory, the existence of N in condition (2) usually comes from some
energy estimates. There exists some notion of energy E(u) for curve u in the moduli space Hi,j, such that
E(u) ≥ 0. If the energy E(u) satisfies inequality E(u) ≤ g(Dj)−f(Ci)+C, where f and g are the background
Morse-Bott functional for C and D and C is a universal constant depending on the data we used to define the
moduli space Hi,j. Assuming the critical values do not accumulate for simplicity12, when j  i, E(u) < 0,
i.e. there is no curve in Hi,j.
The main result of this subsection is that oriented flow morphisms induce cochain morphisms between
the minimal Morse-Bott cochain complexes. Before proving the theorem, we first introduce some simplified
notation.
Definition 3.24. Let C := {Ci,MCi,j} and D := {Di,MDi,j} be two oriented flow categories. Assume
H = {Hi,j} is an oriented flow morphism from C to D, then we introduce the following notation.
(1) We write ci := dimCi, di := dimDi,mCi,j := dimMCi,j and mDi,j := dimMDi,j.
(2) We write hi,j := dimHi,j, then we have hi,j +mDj,k − dj + 1 = hi,k and mCi,j + hj,k − ci + 1 = hi,k.
(3) For k ∈ Z and 0 < i1 < . . . < ip and j1 < . . . < jq < k,
Hs,ki1,...,ip|j1...,jq :=MCs,s+i1 × . . .×MCs+ip−1,s+ip ×Hs+ip,s+j1 ×MDs+j1,s+j2 × . . .×MDs+jq ,s+k
with the product orientation.
(4) H∗,∗...|...[α, f∗, . . . , f∗, . . . , γ] is defined similarly to M∗,∗... [α, f∗, . . . , γ] in (3.9).
(5) For α ∈ Ω∗(Cs), we define ‡(H, α, k) := (|α|+ hs,s+k + 1)(ds+k + 1).
Let Θ1 := {h(C, i), fC,ni } and Θ2 := {h(D, i), fD,ni } be defining-data for flow category C and D respectively.
Let H := {Hi,j} be an oriented flow morphism from C to D. The counterparts of Lemma 3.10 and Lemma
12When critical values accumulate, see Remark 2.10
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3.17 hold for H by the same argument. Then we define an linear operator φHk,Θ1,Θ2 : H∗(Cs) → H∗(Ds+k)
for every s, k ∈ N as follows.
(3.50)
〈
φHk,Θ1,Θ2 [α], [γ]
〉
s+k
:= (−1)|α|cs+hs,s+kHs,k| [α, γ]
+
∑
0<i1<...<ip
j1<...<jq<k
(−1)∗Hs,ki1,...,ip|j1,...,jq [α, fCs+i1 , . . . , fCs+ip , fDs+j1 , . . . , fDs+jq , γ]
:= (−1)|α|cs+hs,s+kHs,k| [α, γ]
+ lim
n→∞
∑
0<i1<...<ip
j1<...<jq<k
(−1)∗Hs,ki1,...,ip|j1,...,jq [α, f
C,n
s+i1 , . . . , f
C,n
s+ip , f
D,n
s+j1 , . . . , f
D,n
s+jq , γ],
where
∗ := |α|cs + hs,s+k +
p∑
w=1
‡(C, α, iw) +
q∑
w=1
‡(H, α, jw) + ds+j1 + 1 +mDs+j1,s+k.
When q = 0, we formally define j1 := k and define mDk,k := dk − 1. The existence of N in the condition (2)
of the Definition 3.21 implies (3.50) is a finite sum and φHk,Θ1,Θ2 = 0 for k < −N .
Theorem 3.25. Let H : C ⇒ D be an oriented flow morphism. If we fix defining-data Θ1 := {h(C, i), fC,ni }
and Θ2 := {h(D, i), fD,ni } for C and D respectively, then there is a linear map φHΘ1,Θ2 =
∏
k∈Z φHk,Θ1,Θ2 :
BCC → BCD given by (3.50), such that
φHΘ1,Θ2 ◦ dCBC,Θ1 − dDBC,Θ2 ◦ φHΘ1,Θ2 = 0.
In particular, φHΘ1,Θ2 induces a map H
∗(BCC , dCBC,Θ1)→ H∗(BCD, dDBC,Θ2).
Proof. The proof is analogous to the proof of Proposition 3.18. We defer the proof to Appendix B. 
Similar to Corollary 3.15, we have the following.
Corollary 3.26. If oriented flow category C,D has the property that dimCi,dimDi ≤ k for all i. Assume
H : C ⇒ D is an oriented flow morphism, then φH : BCC → BCD only depends on those MCi,j ,Hi,j ,MDi,j of
dimension no greater than 2k.
3.3.2. Identity flow morphism. Next we show that for every oriented flow category C, there is an oriented flow
morphism I : C ⇒ C, which is referred to as the identity flow morphism. Roughly speaking, when the flow
category has a background Morse-Bott function, the identity flow morphism comes from the compactified
moduli space of parametrized gradient flow lines, i.e. flow lines without quotient by the R translation action.
Using the identity flow morphism, we show the Morse-Bott cohomology is independent of the defining data.
Definition/Lemma 3.27. For an oriented flow category C, there is a canonical oriented flow morphism
I : C ⇒ C. Given by Ii,j =Mi,j × [0, j − i] with the product orientation, for i ≤ j, and Ii,j = ∅ for i > j.
The source and target maps s, t : Ii,j → Ci, Cj are defined as
s = sC , t = tC .
The compositions mL,mR are defined as follows,
mL :Mi,k ×k Ik,j → Ii,j , (a, b, t) 7→ (m(a, b), t+ k − i),
mR : Ii,k ×kMk,j → Ii,j , (a, t, b) 7→ (m(a, b), t),
where m is the composition in C.
Before giving the proof, we will first use Lemma 3.27 to finish the proof of Theorem 3.12.
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Proof of Theorem 3.12. Let Θ1,Θ2 be defining data for the oriented flow category C. We have shown in
Proposition 3.18 that (BC, dBC,Θ1) and (BC, dBC,Θ2) are cochain complexes. By (3.50), the cochain mor-
phism φIΘ1,Θ2 : (BC, dBC,Θ1) → (BC, dBC,Θ2) induced by the identity flow morphism I can be written as
id +N , where N is strictly upper triangular, i.e. N sends H∗(Cs) to
∏∞
t=s+1H
∗(Ct). Since
∑∞
n=0(−N)n is
well defined on the cochain complex BC, therefore ∑∞n=0(−N)n is the inverse to id +N . Thus φIΘ1,Θ2 is an
isomorphism and hence induces an isomorphism on cohomology. 
Remark 3.28. When Θ1 = Θ2, we show in Subsection 3.6 that φIΘ1,Θ2 is homotopic to the identity map.
Proof of Lemma 3.27. Condition (2) of Definition 3.21 follows from that Ii,j = ∅, for i > j. Condition (3)
holds for I due to the transversality property of flow category C. Since mL(Mi,k ×j Ik,j) =Mi,j ×jMj,k ×
[k− i, j − i] and mR(Ii,k ×jMk.j) =Mi,j ×jMj,k × [0, k− i], therefore condition (4), (5) of flow morphism
are satisfied by I. Therefore only orientation condition (6) remains to check.
Unless stated otherwise, product of manifolds are always equipped with the product orientation. For
i < j, we have
∂[Ii,j ] = ∂[Mi,j × [0, j − i]]
= (−1)mi,j+1[Mi,j × {0}] + (−1)mi,j [Mi,j × {j − i}]
+
∑
i<k<j
(−1)mi,k [Mi,k ×kMk,j × [0, j − i]]
= (−1)mi,j+1[Mi,j × {0}] + (−1)mi,j [Mi,j × {j − i}](3.51)
+
∑
i<k<j
(−1)mi,k [Mi,k ×kMk,j × [0, k − i]](3.52)
+
∑
i<k<j
(−1)mi,k [Mi,k ×kMk,j × [k − i, j − i]].(3.53)
Since the flow category C is oriented, for i < k < j we have
(3.54) (tC × sC)∗[Nk][Mi,k ×kMk,j ] = (−1)ckmi,k [Mi,k][Mk,j ].
Let pi be the projection Ii,j →Mi,j for i < j, then we have
(t× sC)∗Nk = pi∗(tC × sC)∗Nk|Mi,k×kMk,j×[0,k−i];
(tC × s)∗Nk = pi∗(tC × sC)∗Nk|Mi,k×kMk,j×[k−i,j−i].
Therefore (3.54) implies the following
(t× sC)∗[Nk][Mi,k ×kMk,j × [0, k − i]] = (−1)ci,kmi,k+mk,j [Mi,k × [0, k − i]][Mk,j ]
= (−1)ci,kmi,k+mk,j [Ii,k][Mj,k];(3.55)
(tC × s)∗[Nk][Mi,k ×kMk,j × [k − i, j − i]] = (−1)ckmi,j [Mi,k][Mk,j × [k − i, j − i]]
= (−1)ckmi,j [Mi,k][Ik,j ].(3.56)
If we orient Ii,k ×kMk,j by (−1)mk,j+ck [Mi,k ×kMk,j ][[0, k − i]] and [Mi,k ×k Ik,j ] by [Mi,k ×kMk,j ][[k −
i, j − i]], then (3.55) implies that
(3.52) = (−1)mi,k [Mi,k ×kMk,j × [0, k − i]] = (−1)mi,j+1[Ii,k ×kMk,j ](3.57)
(t× sC)∗[Nk][Mi,k ×j Ik,j ] = (−1)ck(mi,k+1)[Ii,k][Mk,j ].(3.58)
And (3.56) implies that
(3.53) = (−1)mi,k [Mi,k ×kMk,j × [k − i, j − i]] = (−1)mi,k [Mi,k ×k Ik,j ](3.59)
(tC × s)∗[Nk][Mi,k ×k Ik,j ] = (−1)ckmi,k [Mi,k][Ik,j ].(3.60)
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We still have to consider the first two copies of Mi,j in (3.51). Since mL : Ci ×i Mi,j → Mi,j and
mR : Mi,j ×j Cj → Mi,j are diffeomorphisms. Therefore we can orient Ii,i ×iMi,j = Ci ×iMi,j and
Mi,j ×j Cj =Mi,j ×j Ij,j by m−1L ([Mi,j ]) and m−1R ([Mi,j ]). Then by lemma 3.30 below we have
(t× sC)∗[Ni][Ci ×Mi,j ] = (−1)c2i [Ci][Mi,j ];
(tC × s)∗[Nj ][Mi,j ×j Cj ] = (−1)cjmi,j [Mi,j ][Cj ].
Therefore we have
(3.61)
(−1)mi,j+1[Mi,j × {0}] = (−1)mi,j+1mR([Ii,i ×iMi,j ]);
[(t× sC)∗Nj ][Ii,i ×iMi,j ] = (−1)c2i [Ii,i][Mi,j ];
(−1)mi,j [Mi,j × {j − i}] = (−1)mi,jmL([Mi,j ×j Ij,j ]);
[(tC × s)∗Ni][Mi,j ×j Ij,j ] = (−1)cjmi,j [Mi,j ][Ij,j ].
To sum up, (3.57), (3.58), (3.59), (3.60) and (3.61) prove the orientation condition (6) of Definition 3.21. 
Remark 3.29. The identify flow morphism does not satisfy the finer relation in Remark 3.22. There is
an another construction related to the geometric realization of the flow category yielding an identity flow
morphism satisfying Remark 3.22. It induces the same cochain morphism as the identity flow morphism in
Definition 3.27. The details of such construction will be discussed in [71].
To state the Lemma 3.30, we need to set up some notation. Let E,F be two oriented finite dimensional
vector spaces and l : E → F be a linear map. ∆F denotes the diagonal subspace of F ×F . Suppose ordered
basis (f1, . . . , fn) represents orientation [F ] of F and ordered basis (e1, . . . , em) represents orientation of E.
Then ((f1, f1), . . . , (fn, fn)) determines an orientation [∆F ] of ∆F . Like (2.4), we orient the quotient bundle
(i.e. the normal bundle) (F × F )/∆F , such that [∆F ][(F × F )/∆F ] = [F ][F ]. The fiber product E ×l F is
graph of l in E×F , then ((e1, l(e1)), . . . , (em, l(em)) determines an orientation [E×lF ] on E×lF = graph l.
The projection pi : E ×l F → E is an isomorphism and the orientation we put on E ×l F has the property
that pi([E×lF ]) = [E]. Since (l, id) : (E×F )/(E×lF )→ (F ×F )/∆F is an isomorphism, thus we can orient
(E × F )/(E ×l F ) by (l, id)([(E × F )/(E ×l F )]) = [(F × F )/∆F ]. What we describe here is the tangent
picture of Mi,j ×j Cj : let (m, c) ∈ Mi,j ×j Cj , then the correspondences are E = TmMi,j , F = TcCj ,
l = Ds|m, and the orientations match up.
Lemma 3.30. Following the notation above, we have
[(E × F )/(E ×l F )][E ×l F ] = (−1)dimE dimF [E][F ]
Proof. Since ordered basis ((0F , f1), . . . , (0F , fn)) represents a bases for (F×F )/∆F as well as the orientation
[(F × F )/∆F ]. Since ((0E , f1), . . . , (0E , fn)) represents a basis for (E × F )/(E ×l F ), and is mapped to
((0F , f1), . . . , (0F , fn)) through the map (l, id), thus ((0E , f1), . . . , (0E , fn)) represents the orientation on
(E × F )/E ×l F . Since ((e1, l(e1)), . . . , (em, l(em)), (0E , f1), . . . , (0E , fn)) represents the orientation [E][F ],
so we have
[E ×l F ][(E × F )/(E ×l F )] = [E][F ] or [(E × F )/E ×l F ][(E ×l F )] = (−1)dimE dimF [E][F ]

Similarly, if we consider F ×l E and it is oriented by ((l(e1), e1), . . . , (l(em), em)). If we orient (F ×
E)/(F ×l E) by (id, l)([(F × E)/(F ×l E)]) = [(F × F )/∆F ], then we have
[(F × E)/(F ×l E)][F ×l E] = (−1)(dimF )2 [F ][E].
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3.4. Composition of flow morphisms. In this subsection, we study the compositions of flow morphisms.
Roughly speaking, the composition of flow morphism is taking fiber products. Hence in the Morse-Bott
case, not every flow morphism can be composed and we introduce the following concept.
Definition 3.31. Two flow morphisms H : C → D, F : D → E are composable iff the fiber products
MCi1,i2×i2 . . .×ip−1MCip−1,ip×ipHip,j1×j1MDj1,j2×j2 . . .×jq−1MDjq−1,jq×jqFjq ,k1×k1MEk1,k2×k2 . . .×kr−1MEkr−1,kr
are cut out transversely.
Heuristically, one can define the composition F◦H of two composable morphisms F and H to be F ◦Hi,k =
∪jHi,j ×j Fj,k, where the orientation is determined by
(3.62) (tH × sF )∗[Nj ][Hi,j ×j Fj,k] = (−1)djhi,j [Hi,j ][Fj,k].
By (2) of Definition 3.21, F ◦Hi,k is a compact manifold. However, this is no longer a flow morphism, since
the boundary can also come from the fiber products in the middle in addition to fiber products at two ends.
Hence we introduce the following definition.
Remark 3.32. When flow morphisms H,F satisfy the finer relation in Remark 3.22, then the boundary
from the fiber products in the middle can be canceled by gluing Hi,j ×j MDj,k ×k Fk,l ⊂ ∂Hi,k ×k Fk,l to
Hi,j ×jMDj,k ×k Fk,l ⊂ Hi,j ×j ∂Fj,l.
Definition 3.33. An oriented flow premorphism F between two flow categories C and D is a family of
compact oriented manifolds Fi,j with smooth maps s : Fi,j → Ci, t : Fi,j → Dj. Moreover, there exists N ,
such for i− j > N , Fi,j = ∅ and the fiber products MCi0,i1 ×i1 . . .×ik Fik,j0 ×j0 . . .×jl−1 MDjl−1,jl are cut out
transversely for all i0 < . . . < ik, j0 < . . . < . . . jl.
Given a flow premorphism F, one can still define φF by (3.50). Let H and F be two composable flow
morphisms, then F ◦ H defines a flow premorphism by definition. We need to understand the relation
between φF◦H and φF ◦ φH . The main result of this subsection is that there are differed by a homotopy.
Before stating the theorem, we first introducing some notion.
Definition 3.34.
(1) E := {Ei,MEi,j} is an oriented flow category, ei := dimEi, mEi,j := dimMEi,j and fi,j := dimFi,j.
(2) For k ∈ Z, 0 < i1 < . . . < ip, j1 < . . . < jq and k1 < . . . < kr < k, we define F ×Hs,ki1,...,ip|j1...,jq |k1,...,kr
to be:
MCs,s+i1 × . . .Hs+ip,s+j1 ×MDs+j1,s+j2 × . . .Fs+jq ,s+k1 × . . .MEs+kr,s+k.
Note that we must have q ≥ 1 to define it.
(3) F ×Hs,ki1,...,ip|j1...,jq |k1,...,kr [α, fCs+i1 , . . . , fCs+ip , fDs+j1 , . . . , fDs+jq , fEs+k1 , . . . , fEs+kr , γ] is defined similarly to
(3.9).
Theorem 3.35. Let H,F be composable oriented flow morphisms from C to D and from D to E respectively.
If we fix defining data Θ1,Θ2 and Θ3 for C,D and E, then there exists an operator PΘ1,Θ2,Θ3 : BCC → BCE
defined by (3.63), such that
φF◦HΘ1,Θ3 − φFΘ2,Θ3 ◦ φHΘ1,Θ2 + PΘ1,Θ2,Θ3 ◦ dBC,Θ1 + dBC,Θ3 ◦ PΘ1,Θ2,Θ3 = 0.
Proof. The proof is deferred to the Appendix B. 
As a corollary, φF◦HΘ1,Θ3 is a cochain map between (BC
C , dCBC,Θ1) and (BC
E , dEBC,Θ3) and is homotopic to
φFΘ2,Θ3 ◦φHΘ1,Θ2 . To define the operator PΘ1,Θ2,Θ3 , we will suppress the subscript Θ for simplicity. For k ∈ Z,
α ∈ h(C, s) and γ ∈ h(E , s+ k), the operator P is defined by
(3.63)
〈P [α], [γ]〉s+k =
∑
(−1)FF ×Hs,ki1,...,ip|j1,...,jq |k1,...,kr [α,fCs+i1 , . . . , fCs+ip , fDs+j1 , . . .
. . . , fDs+jq , f
E
s+k1 , . . . , f
E
s+kr , γ],
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where
F := |α|(cs + 1) + dimF ◦ Hs,s+k + 1+
p∑
w=1
‡(C, α, iw) + hs,s+j1 +
q∑
w=1
‡(H, α, jw)
+
r∑
w=1
†(F ◦ H, α, kw) + es+k1 +mEs,s+k1,s+k + 1
.
When r = 0, the convention is k1 := k and mEs+k,s+k := es+k − 1.
3.5. Flow homotopies induce cochain homotopies. In this subsection, we introduce the flow homo-
topies between flow premorphisms. Such structures can be viewed as the analogue of the geometric data
needed to define homotopies between continuation maps in classical Floer theory [2, Chapter 11].
Definition 3.36. An oriented flow homotopy K between two flow premorphisms F = {Fi,j} and H =
{Hi,j} from C to D is a family of oriented compact manifolds {Ki,j} with smooth source and target maps
s : Ki,j → Ci and t : Ki,j → Dj, such that the following holds.
(1) There are smooth injective maps ιF , ιH : Fi,j ,Hi,j → Ki,j, such that s ◦ ιF = sF , s ◦ ιH = sH ,
t ◦ ιF = tF and t ◦ ιH = tH where sF , sH , tF , tH are the source and target maps for F and H
respectively.
(2) ∃N ∈ N, such that when i− j > N , we have Ki,j = ∅.
(3) For all i0 < . . . < ik, j0 < . . . < jl, the fiber products MCi0,i1 ×i1 . . .×ik Kik,j0 ×j0 . . .×jl−1 MDjl−1,jl is
cut out transversely.
(4) There are smooth maps mL : MCi,j ×j Kj,k → Ki,k and mR : Ki,j ×j MDj,k → Ki,k, such that the
following holds,
s ◦mL(a, b) = sC(a), t ◦mL(a, b) = t(b),
s ◦mR(a, b) = s(a), t ◦mR(a, b) = tD(b).
Here sC is the source map for C and tD is the target map for D.
(5) The map ιF ∪ ιH ∪mL∪mR : Fi,k ∪Hi,k ∪jMCi,j ×j Kj,k ∪j Ki,j ×jMDj,k → ∂Ki,k is a diffeomorphism
up to measure zero sets13.
(6) The orientation [Ki,j ] has the following properties.
∂[Ki,j ] = ιF ([Fi,j ])− ιH([Hi,j ]) +
∑
p>0
(−1)ci+p+1mL([MCi,i+p ×i+p Ki+p,j ])
+
∑
p>0
(−1)ki,jmR([Ki,j−p ×j−pMDj−p,j ])
,
(tC × s)∗[Nj ][MCi,j ×j Kj,k] = (−1)cjm
C
i,j [MCi,j ][Kj,k],
(t× sD)∗[Nj ][Hi,j ×jMDj,k] = (−1)djki,j [Ki,j ][MDj,k],
where ki,j := dimKi,j.
The main result of this subsection is that flow homotopies induces homotopies between the the mor-
phisms induced by the boundary flow premorphisms. Before stating the theorem, we introduce the following
notation.
Definition 3.37.
(1) For k ∈ Z and 0 < i1 < . . . < ip and j1 < . . . < jq < k,
Ks,ki1,...,ip|j1...,jq :=MCs,s+i1 × . . .×MCs+ip−1,s+ip ×Ks+ip,s+j1 ×MDs+j1,s+j2 × . . .×MDs+jq ,s+k.
13In applications, we have ιF ∪ ιH ∪mL∪mR : ∂0
(
Fi,k ∪Hi,k ∪jMCi,j ×j Kj,k ∪j Ki,j ×jMDj,k
)
→ ∂1Ki,k is diffeomorphism.
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(2) K∗,∗... [α, f∗, . . . , f∗ . . . , γ] is defined similarly as (3.9).
(3) For α ∈ h(C, s), ‡(K , α, k) := (|α|+ ks,s+k + 1)(ds+k + 1).
Theorem 3.38. Given an oriented flow homotopyK between two oriented flow premorphisms F,H : C ⇒ D.
Fixing defining-data Θ1,Θ2 for C,D respectively, there exists operator ΛKΘ1,Θ2 : BCC → BCD defined by
(3.64), such that
dDBC,Θ2 ◦ ΛKΘ1,Θ2 + ΛKΘ1,Θ2 ◦ dCBC,Θ1 + φFΘ1,Θ2 − φHΘ1,Θ2 = 0.
Proof. The proof is deferred to Appendix B. 
To state the formula for the operator Λk, we suppress the subscripts Θ1,Θ2 for simplicity. Let α ∈ h(C, s)
and γ ∈ h(D, s+ k), then
〈
ΛK [α], [γ]
〉
s+k
is defined to be:
(3.64) (−1)|α|(cs+1)+ks,s+k
Ks,s+k| [α, γ] + ∑0<i1<...<ip
j1<...<jq<k
(−1)♣Ks,ki1,...,ip|j1,...,jq [α, fCs+i1 , . . . , fDs+jq , γ]

where ♣ := ∑pw=1 ‡(C, α, iw) + cs+ip +mCs,s+ip + 1 +∑qw=1 ‡(K , α, jw) + ds+j1 +mDs+j1,s+k + 1. Formally i0
is defined to be 0, iq+1 is defined to be k, and mCi,i,mDi,i are defined to be ci − 1 and di − 1 respectively.
Remark 3.39. Theorem 3.38 does not require ΦFΘ1,Θ2 or Φ
H
Θ1,Θ2 to be cochain morphisms. When they are
cochain morphisms, Theorem 3.38 implies that they are homotopic to each other.
3.6. Morse-Bott cochain complex is canonical. Unlike the Morse case, where the defining-data is
unique, there are a lot of freedom in choosing the defining-data for the minimal Morse-Bott cochain complex,
i.e. choices of representatives, choices of Thom classes and choices of fni . The cochain morphism φHΘ,Θ′
induced from flow morphism H by (3.50) also depends on Θ,Θ′. Although Theorem 3.12 asserts that the
cohomology is independent of the defining-data. It is useful to study whether the isomorphism is canonical
in a functorial way. In this section, we prove the construction of the minimal Morse-Bott cochain complex
(BC, dBC,Θ) is natural with respect to the defining-data Θ. Moreover, we will show in this subsection that
the cochain morphism φHΘ,Θ′ from (3.50) is also canonical in a suitable sense. To explain the claim above in
more detail, we introduce the following category of defining-date of an oriented flow category.
Definition 3.40. Given an oriented flow category C, DataC is defined to be the category whose objects are
defining data of C and there is exactly one morphism between any two objects.
For every object Θ in DataC , we can associate it with a cochain complex (BC, dBC,Θ). The following
theorem says that such assignment can be completed to a functor from DataC → K(Ch), where K(Ch) is
the homotopy category of cochain complexes.
Theorem 3.41.
Θ 7→ (BC, dBC,Θ),
(Θ1 → Θ2) 7→
(
φIΘ1,Θ2 : (BC, dBC,Θ1)→ (BC, dBC,Θ2)
)
defines a functor BCC : DataC → K(Ch), where I is the identity flow morphism.
Proof. Step 1, φIΘ,Θ is homotopic to identity. For i < j, Ii,j =Mi,j×[0, j−i] and I ◦Ii,j = ∪k,i<k<jIi,k×k Ik,j
have a interval direction. Since the pullback of differential forms by source and target maps can not cover
that interval direction. Therefore when p 6= q we have
Is,k...,p|q,...[. . . , fs+p, fs+q, . . .] = I ◦ Is,k...,p|q,...[. . . , fs+p, fs+q, . . .] = 0.
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It is not hard to check that φI◦IΘ,Θ can be written as id +M with M strictly upper triangular. To be more
specific, for k ∈ N+, α ∈ h(C, s) and γ ∈ h(C, s+ k), we have
〈M [α], [γ]〉s+k =
∑
1≤p≤q≤k
0<i1<...<iq<k
(−1)♠1I ◦ Is,ki1,...,ip|ip,...,iq [α, fs+i1 , . . . , fs+ip , fs+ip , . . . , fs+iq , γ]
+
∑
1≤p
0<i1<...<ip=k
(−1)♠2I ◦ Is,ki1,...,ip|[α, fs+i1 , . . . , fs+ip , fs+ip , γ]
+
∑
1≤p
0=i1<...<ip<k
(−1)♠3I ◦ Is,k|i1,...,ip [α, fs+i1 , fs+i1 , . . . , fs+ip , γ],
where
♠1 =
p∑
w=1
‡(C, α, iw) +
q∑
w=p
†(C, α, iw) + |α|cs +ms,s+k + cs+ip +ms+ip,s+k,
♠2 =
p∑
w=1
‡(C, α, iw) + |α|cs +ms,s+k + 1,
♠3 =
p∑
w=1
†(C, α, iw) + (|α|+ 1)cs.
Similarly, we have decompositions φIΘ,Θ = id +N with and N strictly upper triangular. Because
I ◦ Is,ki1,...,ip|ip,...,iq [α, fs+i1 , . . . , fs+ip , fs+ip , . . . , fs+iq , γ]
=Is,ki1,...,ip|ip,...,iq [α, fs+i1 , . . . , fs+ip , fs+ip , . . . , fs+iq , γ].
Thus we have N = M . Then by Theorem 3.35,
(Id+M)− (Id+M)2 = P ◦ dBC,Θ + dBC,Θ ◦ P.
Since Id+M is a cochain isomorphism, we have:
Id− (Id+M) = (Id+M)−1 ◦ P ◦ dBC,Θ + dBC,Θ ◦ (Id+M)−1 ◦ P.
Thus Id+M = φIΘ,Θ is homotopic to identity.
Step 2, functoriality. Given three defining-data Θ1,Θ2,Θ3, by the same argument as above we have
φIΘ1,Θ3 = φ
I◦I
Θ1,Θ3 .
By Theorem 3.35,
φI◦IΘ1,Θ3 − φIΘ2,Θ3 ◦ φIΘ1,Θ2 = P ◦ dBC,Θ1 + dBC,Θ3 ◦ P.
Thus φIΘ1,Θ3 is homotopic to φ
I
Θ2,Θ3 ◦ φIΘ1,Θ2 . 
To explain the functoriality for flow morphisms, we introduce the following category.
Definition 3.42. Let C, E be two oriented flow categories, DataC → DataD is define to be the category
whose objects are defining data of C and D. There is exactly one morphism from Θ1 to Θ2 if Θ1,Θ2 are
defining date for the same flow category or Θ1,Θ2 are defining data for C and D respectively.
Then DataC and DataD are full subcategories of DataC → DataD. If there is an oriented flow morphism
H from C to D, then for any defining data Θ and Θ′ of C and D respectively, we can assign a cochain
morphism φHΘ,Θ′ : (BCC , dCBC,Θ) → (BCD, dDBC,Θ′). The next theorem states such assignment along with
BCC and BCD is a functor.
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Theorem 3.43. For an oriented flow morphism H, there is a functor
ΦH : (DataC → DataD)→ K(Ch)
which extends functors BCC and BCD by sending the morphism ΘC → ΘD to φHΘC ,ΘD . Here ΘC ,ΘD are
defining data for C,D respectively.
Proof. We only need to prove the functoriality. We use ΘC ,ΘD to denote defining date for C,D respectively.
By Theorem 3.35 we have ΦH◦IΘC1 ,ΘD is homotopic to φ
H
ΘC2 ,ΘD
◦ΦIΘC1 ,ΘC2 and Φ
H◦I
ΘC1 ,ΘD
is homotopic to φHΘC1 ,ΘD ◦
ΦIΘC1 ,ΘC1 . Since Φ
I
ΘC1 ,ΘC1
is homotopic to identity by Theorem 3.41, thus φHΘC2 ,ΘD ◦ Φ
I
ΘC1 ,ΘC2
is homotopic to
φHΘC1 ,ΘD
. Similarly, we have φIΘD1 ,ΘD2 ◦ Φ
H
ΘC ,ΘD1
is homotopic to φHΘC ,ΘD2 . 
3.7. Flow subcategories and flow quotient categories. In this part, we introduce subcategories and
quotient categories in the setting of flow categories, which on the cochain level correspond to subcomplexes
and quotient complexes.
Definition 3.44. Let C = {Ci,Mi,j} be an oriented flow category. A subset A of Z is called C-subset if for
i ∈ A and j ∈ Z\A we have Mi,j = ∅.
A basic example of C-subset is the set of integers bigger than a fixed number.
Proposition 3.45. Let C = {Ci,Mi,j} be an oriented flow category and A be a C-subset. Then we have the
following two flow categories CA = {Ci,Mi,j , i, j ∈ A} and C/A = {Ci,Mi,j , i, j, /∈ A}.
Proof. It is sufficient to prove that the boundary of morphism comes from fiber product of the morphisms
for both CA and C/A. Since the ∂Mi,k comes fromMi,j ×jMi,k, if both i, k ∈ A, then j ∈ A, otherwise one
of Mi,j and Mj,k is empty. Similarly for C/A. 
We will call CA is flow subcategory and C/A be the associated flow quotient category.
Remark 3.46. A finer definition of subcategory is using a subset of components of obj(C), such that a
similar condition to Definition 3.44 holds.
From Definition 3.11, when the defining data of CA and C/A are the restriction of a defining data on C, we
have the following short exact sequence,
(3.65) 0→ BCCA → BCC → BCC/A → 0,
by the obvious inclusion and projection. To make the structure more compatible with concept introduced
here and our future applications, we will lift the short exact sequence to the flow morphism level.
Proposition 3.47. Let C = {Ci,Mi,j} be an oriented flow category and A a C-subset. Then we have two
flow morphisms IA : CA ⇒ C and PA : C ⇒ C/A, which induces a short exact sequence 0→ BCCA → BCC →
BCC/A → 0 isomorphic to (3.65) up to homotopy.
Proof. IA is the identity flow morphism of CA, when the target lands in A and empty set otherwise. PA is the
identity flow morphism of C/A, when the source lands in A and empty set otherwise. Similar to the proof of
Proposition 3.45, both IA and PA are oriented flow morphisms. Since the induced cochain morphism of IA
maps BCCA isomorphically to the subspace of BCC generated by H∗(Ci) for i ∈ A and the induced cochain
morphism of PA vanishes on the subspace of BCC generated by H∗(Ci) for i ∈ A and map the subspace
generated by H∗(Ci) for i /∈ A isomorphically to BCC/A , then we have a short exact sequence as below.
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Moreover, we claim that we have the following diagram of short exact sequences which is commutative up
to homotopy.
0 // BCCA φ
IA
//
id

BCC
φPA //
id

BCC/A //
id

0
0 // BCCA i // BCC pi // BCC/A // 0,
where the second row is the tautological short sequence (3.65). To prove the claim it is equivalent to prove
φIA is homotopic to inclusion i and φPA is homotopic to the projection pi. Note that φIA = i + N with N
a strict upper triangular matrix and N = φIA − i = φICA − id. Similar to the proof of Theorem 3.41, we
have IA ◦ ICA and IA induces the same map. Hence we have (i + N) ◦ (id +N) is homotopic to i + N by
Theorem 3.35. Hence i+N is homotopic to i if we multiply (id +N)−1 to the right of the homotopy relation.
Similarly, we have φPA is homotopic to the projection pi. 
Remark 3.48. With actual flow morphism representing the inclusion and projection, we may use different
defining data for C, CA and C/A and still get a short exact sequence. While the tautological sequence 3.65
requires that they use the same defining data.
Definition 3.49. Let C,D be two oriented flow categories, A a C-subset and B a D-subset. We say a
oriented flow morphism H maps to A to B, iff Hi,j = ∅ whenever i ∈ A, j /∈ B.
Proposition 3.50. Let C,D be two oriented flow categories, A a C-subset and B a D-subset. Assume
oriented flow morphism H maps to A to B. Then we have oriented flow morphisms HA : CA ⇒ DB and
H/A : C/A ⇒ D/B and on the cochain level, we have the following diagram of short sequences commutative
up to homotopy.
0 // BCCA φ
IA
//
φHA

BCC
φPA //
φH

BCC/A //
φ
H/A

0
0 // BCDB φ
IB
// BCD
φPA // BCC/B // 0
Proof. HA is the restriction of H when both source and target land in A and B respectively. H/A is the
restriction of H when both source and target land in complements of A and B respectively. Then HA and
H/A are flow morphisms by direct check. If we define F to be the flow morphism from CA to D, which is the
restriction of H when the target lands in B and is empty otherwise. Then by the formula in Theorem 3.25,
H ◦ IA, IB ◦HA and F induce same cochain morphism. Then Theorem 3.35 implies that both φH ◦ φIA and
φIB ◦ φHA are homotopic to φF. Similarly, we have the homotopic commutativity of the second square. 
4. Action Spectral Sequence
Given a Morse-Bott function on a manifold M , there is a spectral sequence converging to H∗(M), with
first page is generated by the cohomology of critical manifolds (sometime twisted by a local system). The
spectral sequence is a basic computational tool. Such spectral sequence is sometimes referred as the Morse-
Bott spectral sequence. For flow categories, Austin-Braam’s construction [3] on Morse-Bott cohomology
comes with a spectral sequence, which is induced by the action filtration. Moreover, it was shown under
the fibration condition that the spectral sequence from Austin-Braam’s construction (from page one) is
isomorphic to the Morse-Bott spectral sequence. Similar considerations in Floer theory can be found in
many places, e.g. [45, 63]. In many cases, the spectral sequence is an invariant of the Morse-Bott function,
i.e. independent of other auxiliary structures. For example, in the finite dimensional Morse-Bott theory,
any reasonable construction should recover the Morse-Bott spectral sequence, which can be constructed only
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using the Morse-Bott function. The goal of this section is to prove those results for the minimal Morse-Bott
cochain complex. For basics of spectral sequences, we refer readers to [50, 68].
In the finite dimensional Morse-Bott theory, the existences of action filtration is the consequence of the
fact that the function increases along gradient flow lines. Such behavior is encoded in the definition of flow
category by requiring Mi,j = ∅ for i > j. As a consequence of such condition, let C := {Ci,Mi,j} be an
oriented flow category, we have the following action filtration on the minimal Morse-Bott cochain complex
BC,
FpBC :=
∏
i≥p
H∗(Ci).
The associated spectral sequence can be described explicitly as follows. We define Zpk+1 to be space of
α0 ∈ H∗(Cp), such that there exist α1, α2 . . . αk−1 ∈ H∗(C∗) and
(4.1)
d1α0 = 0,
d2α0 + d1α1 = 0,
d3α0 + d2α1 + d1α2 = 0,
. . .
dkα0 + dk−1α1 + . . . d1αk−1 = 0.
We define Bpk+1 to be space of α ∈ H∗(Cp), such that there exist α0, α1, . . . , αk−1 ∈ H∗(C∗) and
(4.2)
α = dkα0 + dk−1α1 + . . . d1αk−1,
0 = dk−1α0 + dk−2α1 + . . . d1αk−2,
. . .
0 = d1α0.
On Zpk+1/B
p
k+1, there is a map ∂k+1 : Z
p
k+1/B
p
k+1 → Zp+k+2k+1 /Bp+k+2k+1 defined by ∂k+1α0 := dk+1α0 + dkα1 +
. . . d2αk−1. Since the differential on the minimal Morse-Bott cochain complex has the special form of
∏
di,
unwrap Larey’s theorem on spectral sequence associated to a filtered module, we have the following.
Proposition 4.1 ([50]). Following the notation above, we have
Bp1 ⊂ Bp2 ⊂ . . . Bpk ⊂ ∪kBpk = Bp∞ ⊂ Zp∞ = ∩kZpk . . . ⊂ Zpk ⊂ . . . ⊂ Zp2 ⊂ Zp1 .
In addition ∂k is a well-defined map from Zpk/B
p
k to Z
p+k+1
k /B
p+k+1
k , such that ∂2k = 0 and Z
p
k+1/B
p
k+1 '
Hp(Zk/Bk, ∂k). Hence we have a spectral sequence (Epk := Z
p
k/B
p
k, ∂k), with
Ep∞ = Zp∞/Bp∞ = FpH(BC, dBC)/Fp+1H(BC, dBC)
The spectral sequence (Epk , ∂k) is the spectral sequence induced from the filtration FpBC.
The second page of the spectral sequence is computed by taking the cohomology with respect to d1 in
(3.13). Since d1 is computed using M∗,∗+1, which are manifolds without boundary, d1 is the pullback and
pushforward of cohomology. Hence it is be computable in good cases, works in this direction using cascade
construction can be found in [16, 17].
Proposition 4.2. Every page of the spectral sequence is independent of the defining-data.
Proof. Since the identity flow morphism I induces a cochain map φIΘ1,Θ2 : (BC, dBC,Θ1) → (BC, dBC,Θ2).
The cochain map φI preserves the filtrations, thus it induces a morphism between spectral sequences. Since
the induced map on the zeroth page is identity, thus it induces isomorphism on every page. 
Remark 4.3. Proposition 4.2 only asserts the invariance of the spectral sequence for a fixed flow cate-
gory. However, the spectral sequence is expected to be an invariant of the Morse-Bott functional in the
background. To prove such claim, one needs to study the underlying moduli problem and deploy some virtual
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techniques. We will touch this aspect of theory briefly in Section 9. The spectral sequence is also expected to
be independent of the specific construction methods.
It is known that the final page of the spectral sequence may recover the cohomology. Following [50], we
have the following exact sequence,
0→ lim←−
p
FpH(BC, dBC)→ H(BC, dBC)→ E∞ → lim←−
p
1FpH(BC, dBC)→ 0.
In some good case like FpBC = 0 for p  0, the convergence of the spectral sequence is granted and E∞
is isomorphic to the Morse-Bott cohomology. For example, the symplectic cohomology considered in [63]
satisfies such condition.
5. Orientations and Local Systems
The aim of this section is to discuss how orientation conventions in Definition 2.13, Definition 3.21 and
Definition 3.36 arise in applications. In applications like Morse theory or Floer theory, coherent orientations
usually use extra structures from the moduli problem, namely the gluing theorem for the determinant line
bundles of Fredholm sections, c.f. [27]. Similar property and construction exist in many Floer theories of
different flavors beyond cohomology theory, e.g. [10, 30, 64]. In this section, we explain structures which are
necessary for the existence of coherent orientations on flow categories and how do they arise in applications.
Then we generalize the construction of the minimal Morse-Bott cochain complexes to flow categories with
local systems, where critical manifolds Ci can be non-orientable.
5.1. Orientations for flow categories.
5.1.1. Orientations in the Morse case. We first review how coherent orientations arise in the construction of
Hamiltonian-Floer cohomology in the nondegenerate (Morse) case following [1]. We will not just orient 0 and
1 dimensional moduli spaces but all of them and show that they satisfy Definition 2.13. Assume symplectic
manifold (M,ω) is symplectically aspherical, i.e. ω|pi2(M) = 0. Let Ht : S1×M → R be a Hamiltonian, such
that all contractible 1-periodic orbits of the Hamiltonian vector filed XHt are non-degenerate. For simplicity,
we assume that every moduli space of Floer trajectories are cut out transversely. In fact, the orientation
problem is independent from many aspects of theory like transversality14. In other words, we have a flow
category {xi,Mi,j}, where xi is a nondegenerate contractible periodic orbit and Mi,j is the compactified
moduli space of Floer trajectories from xi to xj .
To orient Mi,j in a coherent way such that Definition 2.13 holds, we recall the following extra structures
that can be associated to the moduli spaces Mi,j in Hamiltonian-Floer cohomology.
(1) For every periodic orbit xi, we can assign an orientation line oi with a Z2 grading. Such line is
constructed from the determinant line of a perturbed ∂ operator over C with one positive end at the
infinity [1, (1.4.8)] and the grading is the index of the operator.
(2) For every point inMi,j , there is an orientation line with a Z2 grading coming from the determinant
line bundle of the linearized Floer equation at that point. All these lines from a line bundle oi,j over
Mi,j . We refer readers to [74] for the topology on the determinant bundle.
(3) By the gluing theorem for linear operators [1, Lemma 1.4.5], we have a grading preserving isomor-
phism over Mx,y,
(5.1) ρi,j : s∗oi ⊗ oi,j → t∗oj .
14In the non-transverse case, the discussion of the determinant line bundle below can be lifted to the underlying Banach
manifolds/polyfolds. However, when transversality holds, there is a isomorphism from the determinant bundle of the moduli
space to oi,j , such that it is compatible with gluing, i.e. (4) and (5) below.
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Over Mi,j ×Mj,k ⊂Mi,k, there is a grading preserving isomorphism,
ρi,j,k : pi∗1oi,j ⊗ pi∗2oj,k → oi,k,
where pi1, pi2 are the two projections. ρi,j and ρi,j,k are compatible in the sense that there is commu-
tative diagram over Mi,j ×Mj,k up to multiplying a positive number,
s∗oi ⊗ pi∗1oi,j ⊗ pi∗2oj,k
ρi,j⊗id //
id⊗ρi,j,k

pi∗1t∗oj ⊗ pi∗2oj,k = // pi∗2s∗oj ⊗ pi∗2oj,k
pi∗2ρj,k // pi∗2t∗ok
= // t∗ok

s∗oi ⊗ oi,k
ρi,k // t∗ok.
(4) Let ∂i,j be the Floer operator cutting out Mi,j . When transversality holds for every moduli space,
ker D∂i,j is a vector bundle overMi,j . ker D∂i,j contains an oriented trivial line subbundle R induced
by the R translation action and
(5.2) ker D∂i,j = TMi,j ⊕ R.
Moreover, we have a grading preserving isomorphism φi,j : oi,j → det ker D∂i,j .
(5) On Mi,j ×Mj,k, we have ker D∂i,j ⊕ ker D∂j,k = ker D∂i,k and the following holds (we suppress the
pullbacks),
oi,j ⊗ oj,k
φi,j⊗φj,k

ρi,j,k // oi,k
φi,k

det ker D∂i,j ⊗ det ker D∂j,k // det ker D∂i,k,
where the last row is induced by the map ker D∂i,j ⊕ ker D∂j,k → ker D∂i,k.
(6) Let Rr, Rs and Rt be the trivial subbundle in ker D∂i,j , ker D∂j,k and ker D∂i,k respectively. Then
by [1, Lemma 1.5.7], we have
(5.3) 〈 r, s 〉 = t, 〈−r, s 〉 is pointing out along Mi,j ×Mj,k ⊂ ∂Mi,k.
Proposition 5.1. If we fix an orientation for every oi, then (3) and (4) determines an orientation of Mi,j
and [Mi,j ][Mj,k] = (−1)mi,j+1∂[Mi,k]|Mi,j×Mj,k .
Proof. Given orientations of oi, then isomorphism ρi,j determines an orientation of oi,j . Then by (4) and
φi,j , there is an induced orientation [Mi,j ]. We claim this orientation satisfies the claimed relation. By (3),
ρi,j,k preserves the orientations. Therefore ker D∂i,j ⊕ ker D∂j,k → ker D∂i,k preserves the orientation. That
is [Mi,j ][Rr][Mj,k][Rs] = [Mi,k][Rt]. Then by (6), we have [Mi,j ][Mj,k] = (−1)mi,j+1∂[Mi,k]|Mi,j×Mj,k . 
Orientations from Proposition 5.1 can be used to prove d2 = 0 for Hamiltonian-Floer cohomology in the
nondegenerate case. Moreover orientations −[Mi,j ] fit into the orientation convention in Definition 2.13.
5.1.2. Orientations in the Morse-Bott case. We should expect similar structures and properties in Morse-
Bott theories. We phrase the structures as a definition and explain how to get an oriented flow category
from there. Before stating the definition, we first introduce several notation.
(1) Let E → M be a vector bundle, then detE := ∧maxE with Z2 grading rankE. In particular, we
write detC := detTC.
(2) For Z2 graded line bundles o1, o2, unless stated otherwise, the map o1 ⊗ o2 → o2 ⊗ o1 is defined by
(5.4) v1 ⊗ v2 → (−1)|o1||o2|v2 ⊗ v1
for vectors v1, v2 in o1, o2 respectively, c.f. [1, §1.7].
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(3) Let ∆ be the diagonal in C × C with normal bundle N . Unless stated otherwise, the map det ∆ ⊗
detN → detC ⊗ detC on ∆ is the map induced by the isomorphism T∆ ⊕ N → TC ⊕ TC. In
particular, if we orient N following Example 2.7, such map preserves orientations.
Definition 5.2. An orientation structure on a flow category C = {Ci,Mi,j} is the following structures.
(1) There are topological line bundles oi over Ci with Z2 gradings for every Ci and topological line bundles
oi,j over Mi,j with Z2 gradings for every Mi,j.
(2) There is a grading preserving bundle isomorphism over Mi,j,
(5.5) ρi,j : s∗oi ⊗ s∗ detCi ⊗ oi,j → t∗oj
and a grading preserving bundle isomorphism over Mi,j ×jMj,k ⊂ ∂Mi,k,
(5.6) ρi,j,k : pi∗1oi,j ⊗ (t× s)∗ detT∆j ⊗ pi∗2oj,k → oi,k|Mi,j×jMj,k .
The bundle isomorphisms are compatible in the sense that the following diagram over Mi,j ×jMj,k
is commutative up to multiplying a positive number,
(5.7)
s∗oi ⊗ s∗ detCi ⊗ pi∗1oi,j ⊗ (t× s)∗ det ∆j ⊗ pi∗2oj,k
ρi,j⊗id //
id⊗ρi,j,k

pi∗2s∗oj ⊗ pi∗2s∗ detCj ⊗ pi∗2oj,k
pi∗2ρj,k // t∗ok

s∗oi ⊗ s∗ detCi ⊗ oi,k
ρi,k // t∗ok.
The diagram makes sense because over the fiber product Mi,j ×jMj,k, pi∗1t∗oj = pi∗2s∗oj, and (t ×
s)∗ det ∆j = pi∗2s∗ detCj.
(3) There are vector bundles Vi,j over Mi,j with smooth bundle maps Si,j : Vi,j → TCi, Ti,j : Vi,j → TCj
covering si,j : Mi,j → Ci and ti,j : Mi,j → Cj respectively. Moreover, there is an oriented trivial
subbundle R of Vi,j such that Si,j(R) = Ti,j(R) = 0 and
(5.8) Vi,j = TMi,j ⊕ R.
There is a grading preserving isomorphism φi,j : s∗ detCi ⊗ oi,j ⊗ t∗ detCj → detVi,j.
(4) On Mi,j ×jMj,k, we have Vi,j ×TCj Vj,k = Vi,k and the following holds,
(5.9)
(t× s)∗ detNj ⊗ s∗ detCi ⊗ oi,j ⊗ (t× s)∗ det ∆j ⊗ oj,k ⊗ t∗ detCk
ρi,j,k //

(t× s)∗ detNj ⊗ s∗ detCi ⊗ oi,k ⊗ t∗ detCk
φi,k

s∗ detCi ⊗ oi,j ⊗ (t× s)∗(det ∆j ⊗ detNj)⊗ oj,k ⊗ t∗ detCk

s∗ detCi ⊗ oi,j ⊗ t∗ detCj ⊗ s∗ detCj ⊗ oj,k ⊗ t∗ detCk
φi,j⊗φj,k

detVi,j ⊗ detVj,k // (t× s)∗ detNj ⊗ detVi,k,
where the last map is induced by the isomorphism Vi,j ⊕ Vj,k = (t× s)∗Nj ⊕ Vi,k.
(5) Let Rr, Rs and Rt be the trivial subbundle in Vi,j, Vj,k and Vi,j respectively. We have
(5.10) 〈 r, s 〉 = t, 〈−r, s 〉 is pointing out along Mi,j ×jMj,k ⊂ ∂Mi,k.
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In applications, the topological line bundle oi usually comes from the determinant line bundle of a per-
turbed Floer equation with exponential decay at the end over a domain with one positive end. For the
details on exponential decay, we refer readers to [9, 28]. The topological line bundle oi,j usually comes from
the determinant bundle of the Floer equation with exponential decays at both ends over a cylinder. The
bundle isomorphisms and their compatible diagram come from a version of the linear gluing theorem for
Fredholm operators [1, 27]. Vi,j is kernel of linearized Floer operator definingMi,j and the trivial subbundle
comes from the R translation. The last condition (5) comes from a similar argument in [1, Lemma 1.5.7].
oi,j can be defined on the background Banach manifold or polyfolds [40, Chapter 6], however Vi,j is defined
only when transversality holds. (3) of Definition 5.2 states the relation between Vi,j , oi,j and TMi,j . (4)
states the compatibility with the gluing map ρi,j,k.
Remark 5.3. Definition 5.2 is modeled on the classical treatment of the Floer equation [9, 28], that is one
quotients out the R translation after solving the Floer equation. Hence we expect bundles Vi,j over Mi,j and
that Vi,j contains a trivial oriented R direction. If one uses polyfold setup, then the Floer operator is defined
on polyfolds with the R translation already quotiented out, c.f. [22, 66]. One can adjust Definition 5.2 to be
more natural from polyfold point of view.
Proposition 5.4. Assume the flow category C has an orientation structure and all the line bundles oi are
oriented and Ci are oriented. Then C can be oriented.
Proof. By the map ρi,j in (5.5), if oi are oriented and Ci are oriented, then there are an induced orientations
[oi,j ] on oi,j . By (5.7), over the fiber product Mi,j ×jMj,k we have
(5.11) ρi,j,k(pi∗1[oi,j ]⊗ (t× s)∗[∆j ]⊗ pi∗2[oj,k]) = [oi,k].
Using φi,j in (4) in Definition 5.2, we have an orientation [Vi,j ] on Vi,j . Then by (5.11), the commutative
diagram (5.9) in Definition 5.2 implies that the natural map Vi,j ⊕ Vj,k → (t× s)∗Nj × Vi,k induces
[Vi,j ]⊗ [Vj,k] 7→ (−1)cj(mi,j+1)(t× s)∗[Nj ]⊗ [Vi,k].
on the prescribed orientations. By (3) of Definition 5.2, the orientation [Vi,j ] induces an orientation [Mi,j ].
Hence we have on Mi,j ×jMj,k ⊂ ∂Mi,k, we have
[Mi,j ][Rr][Mj,k][Rs] = (−1)cj(mi,j+1)(t× s)∗[Nj ][Mi,k][Rt].
Then (5) of Definition 5.2 implies that
[Mi,j ][Mj,k] = (−1)cjmi,j+mi,j+1(t× s)∗[Nj ]∂[Mi,k]|Mi,j×jMj,k .
Then orientations −[Mi,j ] satisfy Definition 2.13. The extra minus sign makes signs in (3.13) factorize
nicely. 
When oi are not oriented or Ci are not oriented, Definition 5.2 gives all structures we need to work with
the local system oi. We discussion such generalization in Subsection 5.2.
5.1.3. Orientations for flow morphisms. Next, we explain how the orientation convention in Definition 3.21
arise in application.
Definition 5.5. Assume H = {Hi,j} is a flow morphism from flow category C to D, such that C and D have
orientation structures. A compatible orientation structure on H is the following.
(1) There are grading preserving topological line bundles oHi,j over Hi,j. And over Hi,j we have a grading
preserving isomorphism
(5.12) ρHi,j : s∗oCi ⊗ s∗ detCi ⊗ oHi,j → t∗oDj .
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(2) Over the fiber product MCi,j ×j Hj,k ⊂ ∂Hi,k, we have a grading preserving isomorphism
(5.13) ρC,Hi,j,k : pi
∗
1o
C
i,j ⊗ (t× s)∗ det ∆Cj ⊗ pi∗2oHj,k → oHi,k.
Over the fiber product Hi,j ×jMDj,k ⊂ ∂Hi,k, we have a grading preserving isomorphism
(5.14) ρH,Di,j,k : pi
∗
1o
H
i,j ⊗ (t× s)∗ det ∆Dj ⊗ pi∗2oDj,k → oHi,k.
(3) The bundle isomorphisms in (1) and (2) are compatible in the sense that over MCi,j ×j Hj,k and
Hi,j ×jMDj,k, we have the following commutative diagrams respectively,
(5.15)
s∗oCi ⊗ s∗ detCi ⊗ pi∗1oCi,j ⊗ (t× s)∗ det ∆Cj ⊗ pi∗2oHj,k
ρCi,j⊗id //
id⊗ρC,H
i,j,k

pi∗2s∗oDj ⊗ pi∗2s∗ detDj ⊗ pi∗2oDj,k
ρC,H
j,k // t∗ok

s∗oCi ⊗ s∗ detCi ⊗ oHi,k
ρHi,k // t∗ok,
(5.16)
s∗oCi ⊗ s∗ detCi ⊗ pi∗1oHi,j ⊗ (t× s)∗ det ∆Dj ⊗ pi∗2oDj,k
ρHi,j⊗id //
id⊗ρH,D
i,j,k

pi∗2s∗oDj ⊗ pi∗2s∗ detDj ⊗ pi∗2oDj,k
ρDj,k // t∗ok

s∗oCi ⊗ s∗ detCi ⊗ oHi,k
ρHi,k // t∗ok.
(4) There are vector bundle V Hi,j over Hi,j with smooth bundle maps Si,j : V Hi,j → TCi and Ti,j : V Hi,j →
TDj covering si,j : Hi,j → Ci and ti,j : Hi,j → Dj. Moreover, we have V Hi,j = THi,j and there is a
grading preserving isomorphism φHi,j : s∗ detCi ⊗ oHi,j ⊗ t∗ detDj → detV Hi,j .
(5) On MCi,j ×j Hj,k ⊂ ∂Hi,k, we have V Ci,j ×TCj V Hj,k = V Hi,k and the following holds,
(5.17)
(t× s) detNCj ⊗ s∗ detCi ⊗ oCi,j ⊗ (t× s)∗ det ∆Cj ⊗ oHj,k ⊗ t∗ detDk

ρC,H
i,j,k // (t× s)∗ detNCj ⊗ s∗ detCi ⊗ oHi,k ⊗ t∗ detDk
φHi,k

s∗ detCi ⊗ oCi,j ⊗ (t× s)∗(det ∆Cj ⊗NCj )⊗ oHj,k ⊗ t∗ detDk

s∗ detCi ⊗ oCi,j ⊗ t∗ detCj ⊗ s∗ detCj ⊗ oHj,k ⊗ t∗ detDk
φCi,j⊗φHj,k

detV Ci,j ⊗ detV Hj,k // (t× s)∗ detNCj ⊗ detV Hi,k,
where the last row is induced by the isomorphism V Ci,j ⊕ V Hj,k → (t× s)∗NCj ⊕ V Hi,k.
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On Hi,j ×jMDj,k ⊂ ∂Hi,k, we have V Hi,j ×TDj V Dj,k = V Hi,k and the following holds,
(5.18)
(t× s) detNDj ⊗ s∗ detCi ⊗ oHi,j ⊗ (t× s)∗ det ∆Dj ⊗ oDj,k ⊗ t∗ detDk

ρH,D
i,j,k // (t× s)∗ detNDj ⊗ s∗ detCi ⊗ oHi,k ⊗ t∗ detDk
φHi,k

s∗ detCi ⊗ oHi,j ⊗ (t× s)∗(det ∆Dj ⊗NDj )⊗ oDj,k ⊗ t∗ detDk

s∗ detCi ⊗ oHi,j ⊗ t∗ detDj ⊗ s∗ detDj ⊗ oDj,k ⊗ t∗ detDk
φHi,j⊗φDj,k

detV Hi,j ⊗ detV Dj,k // (t× s)∗ detNDj ⊗ detV Hi,k,
where the last row is induced by the isomorphism V Hi,j ⊕ V Dj,k → (t× s)∗NDj ⊕ V Hi,k.
(6) Let Rs,Rt be the trivial line in V Ci,j and V Dj,k respectively, then s points in along MCi,j ×Hj,k ⊂ ∂Hi,k
and t points out along Hi,j ×MDj,k ⊂ ∂Hi,k.
In the example of Hamiltonian Floer cohomology for non-degenerate Hamiltonians, the bundle oHi,j is the
determinant line bundle of the time-dependent Floer equation [2, p. 384]. In the Morse-Bott case, oHi,j is the
determinant line bundle of the time-dependent Floer equation with exponential decays at both ends. By
the same argument in Proposition 5.4, we have the following.
Proposition 5.6. Let C, D be two flow categories with orientation structures and H be a flow morphism
from C to D with a compatible orientation structure. Assume oCi , oDi , Ci, Di are oriented and C and D are
oriented using Proposition 5.4. Then (1) and (4) of Definition 5.5 determine orientations on Hi,j, such that
H is an oriented flow morphism from C to D.
Remark 5.7. A compatible orientation structure on a flow premorphism is (1) and (4) of Definition 5.5,
hence we have enough structures to orient the spaces in a flow premorphism when oCi , oDj , Ci, Di are oriented.
The composition of two composable F ◦H flow morphisms F,H with compatible orientation structures has a
natural compatible orientation structure, where oF◦Hi,j |Hi,j×jFj,k = oHi,j ⊗ det ∆Dj ⊗ oFj,k.
5.1.4. Orientations for flow homotopies. In applications, a flow homotopy from H to F usually comes from
considering a time-dependent Floer equation with an extra [0, 1]z parameter [2, p. 414], such that when
z = 0 the equation defines flow morphism H and when z = 1 the equation defines flow morphism F. Hence
we have the following definition.
Definition 5.8. Let H,F be two flow premorphisms with orientation structures from C to D. A flow homo-
topy K between H and F is said to have a compatible orientation structure if the following holds.
(1) There are Z2 graded line bundles oKi,j over Ki,j. And over Ki,j we have a grading preserving isomor-
phism
(5.19) ρKi,j : s∗oCi ⊗ s∗ detCi ⊗ oKi,j → t∗oDj .
(2) Over fiber product MCi,j ×j Kj,k ⊂ Ki,k, we have a grading preserving isomorphism
(5.20) ρC,Ki,j,k : pi
∗
1o
C
i,j ⊗ (t× s)∗ det ∆Cj ⊗ pi∗2oKj,k → oKi,k.
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Over fiber product Ki,j ×jMDj,k ⊂ ∂Ki,k, we have a grading preserving isomorphism
(5.21) ρK,Di,j,k : pi
∗
1o
K
i,j ⊗ (t× s)∗ det ∆Dj ⊗ pi∗2oDj,k → oKi,k.
(3) ρKi,j, ρ
C,K
i,j,k and ρ
K,D
i,j,k are compatible such that the similar commutative diagrams in (3) of Definition
5.5 hold.
(4) On Hi,j ⊂ ∂Ki,j, we have oKi,j |Hi,j = oHi,j and ρKi,j |Hi,j = ρHi,j, similarly for Fi,j ⊂ ∂Ki,j.
(5) On Ki,j, we have a vector bundle V Ki,j = TKi,j, such that V Ki,j |Hi,j = Rz⊕V Hi,j with z pointing in along
the boundary and V Ki,j |Fi,j = Rz ⊕ V Fi,j with z pointing out along the boundary . And there is a Z2
bundle isomorphism φKi,j : Rz ⊗ s∗ detCi ⊗ oKi,j ⊗ t∗ detDj → detV Ki,j , such that φKi,j |Hi,j = idRz ⊗φHi,j
and φKi,j |Fi,j = idRz ⊗φFi,j.
(6) On MCi,j ×j Kj,k ⊂ ∂Ki,k, we have V Ci,j ×TCj V Kj,k = V Ki,k and the following holds (we suppress the
pullback notation),
(5.22) Rz ⊗ detNCj ⊗ detCi ⊗ oCi,j ⊗ det ∆Cj ⊗ oKj,k ⊗ detDk

ρC,K
i,j,k// Rz ⊗ detNCj ⊗ detCi ⊗ oKi,k ⊗ detDk
φKi,k

Rz ⊗ detCi ⊗ oCi,j ⊗ det ∆Cj ⊗NCj ⊗ oKj,k ⊗ detDk

detCi ⊗ oCi,j ⊗ detCj ⊗ Rz ⊗ detCj ⊗ oKj,k ⊗ detDk
φCi,j⊗φKj,k

detV Ci,j ⊗ detV Kj,k // (t× s)∗ detNCj ⊗ detV Ki,k ,
where the last row is induced by the isomorphism V Ci,j ⊕ V Hj,k → (t× s)∗NCj ⊕ V Hi,k.
On Ki,j ×jMDj,k ⊂ ∂Ki,k, we have V Ki,j ×TDj V Dj,k = V Ki,k and the following holds,
(5.23) Rz ⊗ detNDj ⊗ detCi ⊗ oKi,j ⊗ det ∆Dj ⊗ oDj,k ⊗ detDk

ρK,D
i,j,k // detNDj ⊗ detCi ⊗ oKi,k ⊗ detDk
φKi,k

Rz ⊗ detCi ⊗ oKi,j ⊗ det ∆Dj ⊗NDj ⊗ oDj,k ⊗ detDk

detCi ⊗ oKi,j ⊗ detDj ⊗ Rz ⊗ detDj ⊗ oDj,k ⊗ detDk
φKi,j⊗φDj,k

detV Ki,j ⊗ detV Dj,k
(−1)dj // detNDj ⊗ detV Ki,k ,
where the last row is induced by the isomorphism V Ki,j ⊕ V Dj,k → (t× s)∗NDj ⊕ V Ki,k.
(7) Let Rs,Rt be the trivial line in V Ci,j and V Dj,k respectively, then s points in along MCi,j ×Kj,k ⊂ ∂Ki,k
and t points out along Ki,j ×MDj,k ⊂ ∂Ki,k.
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If we can fix orientations of oCi ,oDi , Ci and Di, then (1), (4) and (5) imply the induced orientations of
Ki,j , Hi,j and Fi,j satisfy
∂[Ki,j |Hi,j ] = −[Hi,j ], ∂[Ki,j |Fi,j ] = [Fi,j ].
In general, we have the analog of Proposition 5.4 5.6 as follows.
Proposition 5.9. Let K be a flow homotopy between two flow premorphisms H,F from C to D. Assume
everything is equipped with compatible orientation structures and oCi , oDi , Ci, Di are oriented. If C,D,H,F
are oriented by Proposition 5.4 and 5.6, then Ki,j can be oriented by (1) and (5) of Definition 5.8 such that
K is an oriented flow homotopy between H and F.
5.2. Local Systems. From the discussion in Subsection 5.1, to orient a flow category, a flow morphism or a
flow homotopy with orientation structures, we need to orient oi and Ci. However, in the Morse-Bott case, it
is possible that Ci is not orientable or oi is not orientable. Hence we need to upgrade the minimal Morse-Bott
cochain complex to a version with local systems. In fact, Definition 5.2, Definition 5.5 and Definition 5.8
already provides all the structures needed to define a cochain complex even without orientable assumptions,
but the generator will be cohomology of Ci twisted by oi. In the case of finite dimensional Morse-Bott theory,
let C be a critical manifold with stable bundle S. Then in view of the Thom isomorphism, the contribution
from a critical manifold C to the total cohomology should be the cohomology with local system H∗(C, detS).
In the abstract setting, if a flow category has an orientation structure, then the line bundle oi plays the role of
detS. We introduce a more compact definition just like Definition 2.13. First we introduce some notation.
Let C = {Ci,Mi,j} be a flow category. Over Mi,j ×j Mj,k ⊂ ∂Mi,k, we have an induced isomorphism
TMi,j ⊕ TMj,k → (t × s)∗Nj ⊕ T∂Mi,k. If we use the identification t∗TCj → (t × s)∗Nj , v 7→ (−v, v), we
have an isomorphism TMi,j ⊕ TMj,k → t∗Cj ⊕ T∂Mi,k. Therefore we have an isomorphism
detMi,j ⊗ detMj,k → t∗ detCj ⊗ det ∂Mik.
Using the isomorphism Rout ⊕ T∂Mi,k = TMi,k, there is natural isomorphism det ∂Mi,k → detMi,k
preserving compatible orientations. Hence have an isomorphism (not grading preserving)
detMi,j ⊗ detMj,k → t∗ detCj ⊗ detMik,
which induces an isomorphism
(5.24) f : detMi,j ⊗ t∗det∗Cj ⊗ detMj,k → detMj,k,
where det∗Cj = (detCj)∗ and we move t∗ detCj to left hand side using the natural isomorphism t∗ detCj ⊗
t∗ det∗Cj = R, then switch order using convention (5.4).
Definition 5.10. Let C = {Ci,Mi,j} be a flow category. Then a local system on C is the following
structure.
(1) There is a line bundle (without grading) oi on each Ci.
(2) Over the Mi,j, there is a bundle isomorphism (not preserving grading),
ρi,j : s∗oi ⊗ detMi,j ⊗ t∗det∗Cj → t∗oj ,
such that the following digram over Mi,j ×jMj,k ⊂ ∂Mi,k is commutative,
s∗oi ⊗ detMi,j ⊗ t∗ det∗Cj ⊗ detMj,k ⊗ t∗ det∗Ck
ρi,j //
f

s∗oj ⊗ detMj,k ⊗ t∗ det∗Ck
ρj,k // t∗ok

s∗oi ⊗ detMi,k ⊗ t∗ det∗Ck
(−1)mi,j+1ρi,k // t∗ok,
where f is defined in (5.24).
Proposition 5.11. If C has an orientation structure, then oi is a local system on C.
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Proof. Since C has an orientation structure, i.e. we have isomorphisms ρCi,j : s∗oi ⊗ s∗ detCi ⊗ oi,j → t∗oj ,
Vi,j = TMi,j ⊕ R and φi,j : s∗oi ⊗ oi,j ⊗ t∗oj → detVi,j . Then using the natural orientation on R and φi,j ,
ρCi,j induces a isomorphism ρi,j : s∗oi ⊗ detMi,j ⊗ t∗ det∗Cj → t∗oj . By the same argument in Proposition
5.4, (4) and (5) of Definition 5.2 imply the commutative diagram in Definition 5.10. 
Similarly, we have the following definitions of local systems on flow morphism and flow homotopies.
Definition 5.12. Let H = {Hi,j} be a flow morphism from flow category C to flow category D. Both C and
D are equipped with local systems. We say H has a compatible local system if on each Hi,j we have an
isomorphism
ρHi,j : ρi,j : s∗oCi ⊗ detHi,j ⊗ t∗det∗Cj → t∗oDj ,
such that we have the following two commutative diagrams over MCi,j ×j Hj,k ⊂ ∂Hi,k and Hi,j ×jMDj,k ⊂
∂Hi,k respectively,
s∗oCi ⊗ detMCi,j ⊗ t∗ det∗Cj ⊗ detHj,k ⊗ t∗ det∗Dk
ρCi,j //
f

s∗oCj ⊗ detHj,k ⊗ t∗ det∗Dk
ρHj,k // t∗oDk

s∗oCi ⊗Hi,k ⊗ t∗ det∗Dk
(−1)m
C
i,j
+1
ρHi,k // t∗oDk ,
s∗oCi ⊗ detHi,j ⊗ t∗ det∗Dj ⊗ detMDj,k ⊗ t∗ det∗Dk
ρHi,j //
f

s∗oDj ⊗ detMDj,k ⊗ t∗ det∗Dk
ρDj,k // t∗oDk

s∗oCi ⊗Hi,k ⊗ t∗ det∗Dk
(−1)hi,k+1ρHi,k // t∗oDk ,
where the map f in the first columns of both digram is defined in a similar way to (5.24).
Definition 5.13. A compatible local system on a flow premorphism H from C to D consists of bundle
isomorphisms ρHi,j : s∗oCi ⊗ detHi,j ⊗ t∗ det∗Dj → t∗oDj on every Hi,j.
Definition 5.14. Let K be a flow morphism between flow premorphisms H and F from flow category C
to flow category D. Assume C, D, H and F are equipped with compatible local systems. We say K has a
compatible local system if on each Ki,j we have an isomorphism ρKi,j : s∗oCi ⊗detKi,j ⊗ t∗ det∗Dj → t∗oDj
such the the following holds.
(1) Under the identification detKi,j |Fi,j = detFi,j induced by Rout⊕TFi,j = TKi,j |Fi,j , we have ρKi,j |Fi,j =
ρFi,j. Under the identification detKi,j |Hi,j = detHi,j induced by Rout ⊕ THi,j = TKi,j |Hi,j , we have
ρKi,j |Hi,j = ρHi,j.
(2) We have the following two commutative diagrams overMCi,j×jKj,k ⊂ ∂Ki,k and Ki,j×jMDj,k ⊂ ∂Ki,k
respectively,
s∗oCi ⊗ detMci,j ⊗ t∗ det∗Cj ⊗ detKj,k ⊗ t∗ det∗Dk
ρCi,j //
f

s∗oCj ⊗ detKj,k ⊗ t∗ det∗Dk
ρKj,k // t∗oDk

s∗oCi ⊗Ki,k ⊗ t∗ det∗Dk
(−1)cj ρKi,k // t∗oDk ,
MORSE-BOTT COHOMOLOGY FROM HOMOLOGICAL PERTURBATION THEORY 47
s∗oCi ⊗ detKi,j ⊗ t∗ det∗Dj ⊗ detMDj,k ⊗ t∗ det∗Dk
ρKi,j //
f

s∗oDj ⊗ detMDj,k ⊗ t∗ det∗Dk
ρDj,k // t∗oDk

s∗oCi ⊗Ki,k ⊗ t∗ det∗Dk
(−1)ki,k+1ρHi,k // t∗oDk ,
where the map f in the first columns of both digram is defined in a similar way to (5.24).
The following Propositions follows from a similar argument in the proof of Proposition 5.11.
Proposition 5.15. Let C and D be two flow categories with orientation structures. Assume H is a flow
morphism with compatible orientation structure. If C and D are given local systems using Proposition 5.11,
then H has a compatible local system.
Remark 5.16. If H is only a flow premorphism from C to D with compatible orientation structure, then H
can be given a compatible system.
Proposition 5.17. Let C,D be two flow categories with orientation structures and H,H two flow premor-
phism with compatible orientation structures. Assume K is a flow morphism with compatible orientation
structure. If C,D are given local systems using Proposition 5.11 and H,F are given local systems using
Remark 5.16, then K has a compatible local system.
5.2.1. De Rham theory with local systems. To generalize the construction of the minimal Morse-Bott cochain
complex to flow categories with local systems, we first recall the de Rham theory with local systems [8, §7].
Let M be manifold and o a line bundle over M . The de Rham complex Ω∗(M,o) with local system o is
defined as sections of ∧T ∗M ⊗Z2 o. The usual exterior differential lifts to Ω∗(M,o) to a differential, which
is still denoted by d. The associated cohomology is denoted by H∗(M, o). Wedge product defines a map
Ω∗(M, o)× Ω∗(M,o′)→ Ω∗(M, o⊗ o′),
which induces a map on cohomology. Using local systems, the integration is well defined for forms in
Ω∗(M,detM) without assuming M is oriented. Moreover, we have the following form of Stokes’s theorem∫
M
dα =
∫
∂M
i∗α,
where i : Ω∗(M,detM)→ Ω∗(∂M,det ∂M) is defined by the restriction map and the isomorphism detM |∂M →
det ∂M induced by the isomorphism Rout ⊕ T∂M = TM .
Let C be a closed manifold with local system o. Since there is conical isomorphism from o∗ ⊗ o to the
trivial line bundle, we have a paring
(5.25) H∗(C, o∗)×H∗(C, o⊗ detC)→ R
by integrating over C. It is a non-degenerate pairing just like the usual case.
5.2.2. Minimal Morse-Bott cochain complex for flow categories with local systems. Let C = {Ci,Mi,j} be a
flow category with local system. We define o∗i  (oi ⊗ detCi) to be pi∗1o∗i ⊗ pi∗2(oi ⊗ detCi). Since pi∗2 detCi
is conically isomorphic to det ∆i and o∗i  oi = o∗i ⊗ oi = R when restricted to the diagonal ∆i, for ω ∈
Ω∗(Ci ×Ci, o∗i  (oi ⊗ detCi)) we have ω|∆i ∈ Ω∗(∆i, det ∆i). Therefore
∫
∆i ω is well defined. In particular,∫
∆i descends to a well-defined map on H
∗(Ci × Ci, o∗i ⊗(oi ⊗ detCi)). Since the pairing in (5.25) is non-
degenerate, we have
∫
∆i is represented by class in H
∗(Ci × Ci, (oi ⊗ detCi)  o∗i ) = H∗(Ci, oi ⊗ detCi) ⊗
H∗(Ci, o∗i ).
If we choose a representative {θi,a} of basis of H∗(Ci, oi⊗detCi) and the representative {θ∗i,a} of the dual
basis of H∗(Ci, o∗i ) in the sense that 〈 θ∗i,a, θi,b 〉 = (−1)dimCi·|θi,b|
∫
C θ
∗
i,a ∧ θi,b = δab. Then
∑
a pi
∗
1θi,a ∧ pi∗2θ∗i,a
represents
∫
∆i . On the other hand, there is a natural isomorphism pi
∗
1 detCi⊗pi∗2 detCi ' det ∆i⊗detNi over
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the ∆i, induced by the isomorphism TCi ⊕ TCi = T∆i ⊕ Ni. Using the natural identification pi∗2 detCi →
det ∆i, there is an induced isomorphism pi∗1 detCi → Ni. A similar isomorphism was used in (5.24). Using
this isomorphism, if a form in Ω∗(Ci × Ci, (oi ⊗ detCi)  o∗i ) is supported in the tubular neighborhood
of ∆i, then it can be viewed as a form Ω∗(Ni,detNi). Using the twisted Thom isomorphism in [65], we
get another representative of
∫
∆i by the Thom classes δ
n
i . As a consequence we find primitives fni ∈
Ω∗(Ci × Ci, (oi ⊗ detCi) o∗i ), such that
dfni = δni −
∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a,
with a similar relation to (3.6) holds. Similarly to Definition 3.4, such choices are referred as defining-data.
Given a defining data on a flow category with local system, we define the minimal Morse-Bott chain
complex to be
(5.26) BC := lim−→
q→−∞
∞∏
j=q
H∗(Cj , o∗j ) = lim−→
q→−∞
∞∏
j=q
H∗(Cj , oj) (since oi ' o∗i )
Next, we explain how the formula for dk (3.13) in the construction of the minimal Morse-Bott cochain
complex still makes sense in the setting of local system. Let α ∈ Ω∗(Cs, o∗s), γ ∈ Ω∗(Cs+k, os+k ⊗ detCs+k),
then s∗α ∧ t∗γ ∈ Ω∗(Ms,s+k, s∗o∗i ⊗ t∗os+k ⊗ t∗ detCs+k). By Definition 5.10, we have a isomorphism
ρs,s+k : s∗os ⊗ detMs,s+k ⊗ t∗det∗Cs+k → t∗os+k,
which induces an isomorphism
(5.27) detMs,s+k → s∗o∗s ⊗ t∗os+k ⊗ t∗ detCs+k.
Let ψs,s+k denote the inverse of (5.27) with an extra negative sign. The negative sign is to match up that the
negative sign in the proof of Proposition 5.4. Using ψs,s+k, we can view s∗α∧t∗γ as in Ω∗(Ms,s+k,detMs,s+k),
hence the integration
∫
Ms,s+k s
∗α ∧ t∗γ is well-defined.
Next, we considerMs,ki [α, fns+i, γ]. Then s∗α∧ (t×s)∗fns+i∧ t∗γ is a form in Ω∗(Ms,s+i×Ms+i,s+k, s∗o∗s⊗
(t× s)∗((os+i ⊗ detCs+i) o∗s+i)⊗ t∗(os+k ⊗ detCs+k)). Since we have
∗o∗s ⊗ (t× s)∗((os+i⊗detCs+i) o∗s+i)⊗ t∗(os+k ⊗ detCs+k) =
(s∗o∗s ⊗ t∗(os+i ⊗ detCs+i))
(
s∗o∗s+i ⊗ t∗(os+k ⊗ detCs+k)
)
.
Then using ψs,s+i and ψs+i,s+k, we get a bundle isomorphism
s∗o∗s⊗(t×s)∗((os+i⊗detCs+i)o∗s+i)⊗t∗(os+k⊗detCs+k)→ detMs,s+idetMs+i,s+k → det(Ms,s+i×Ms+i,s+k).
Thus Ms,ki [α, fns+i, γ] is defined. Similarly, Ms,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ] makes sense in the local system
setting. Thus the differential dBC =
∏
dk is well-defined and d2BC = 0 by the same proof of Theorem 3.12.
Theorem 5.18. Let C be a flow category with local system, then (BC, dBC) is cochain complex for any
defining data and the cohomology is independent of of defining-data.
Similarly, we have analogue of Theorem 3.25, Theorem 3.35, Theorem 3.38, Theorem 3.41 and Theorem
3.43 in the setting of local systems by the same arguments.
6. Generalizations
In this section, we construct two types of generalizations of the minimal Morse-Bott cochain complex.
The first generalization is dropping the compactness assumption on Ci in flow categories. The second
generalization extracts abstract properties that used in the construction of the minimal Morse-Bott cochain
complex and provides more flexibility in choosing the “homological perturbation”. Such generalization leads
to Gysin exact sequence and Serre spectral sequence for flow categories.
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6.1. Proper flow categories. We first generalize to the case that Ci is not compact. However, we can not
work with every noncompact manifold. Hence we introduce the following definition.
Definition 6.1. A manifold C is called of finite type iff C = int(M) for a compact manifold with boundary
M .
In particular, any closed manifold C is of finite type. Infinite genus surface is not of finite type. For any
manifold C of finite type, we have H∗(C) is a finite dimensional space.
Definition 6.2. A proper flow category is same as Definition 2.8 except following two differences.
(1) Ci is manifold, such that each connected component of Ci is of finite type.
(2) Mi,j is not assumed to be compact. However, target maps ti,j :Mi,j → Cj is proper.
To explain the generalization of the minimal Morse-Bott cochain complex to proper flow categories, we
first explain the counterpart of the perturbation data. Although the following discussion does not require a
coherent orientation as explained in Section 5. We assume {Ci,Mi,j} is equipped with a coherent orientation
for simplicity, in particular Ci is oriented. Let C be an oriented manifold of finite type and Ω∗c(C) denotes
the space of compactly supported differential forms on C. Then we have a non-degenerate bilinear form:
Ω∗(C)× Ω∗c(C)→ R, (α, β) 7→ 〈α, β 〉 := (−1)dimC·|β|
∫
C
α ∧ β.
In particular, Lefschetz duality asserts that the bilinear form is well-defined on cohomology and is non-
degenerate.
Definition 6.3. Let C be an oriented manifold of finite type. We define Ω∗c,·(C × C) to be
{α ∈ Ω∗c,·(C × C)| supp(α) ⊂ K × C for some compact set K}.
Similarly, we define Ω∗·,c(C × C) to be
{α ∈ Ω∗·,c(C × C)| supp(α) ⊂ C ×K for some compact set K}.
Ω∗c,·(C × C) and Ω∗·,c(C × C) are both cochain complexes using the usual exterior differential. Moreover,
we have H∗c,·(C × C) := H∗(Ω∗c,·(C × C), d) = H∗c (C) ⊗ H∗(C) and H∗·,c(C × C) := H∗(Ω∗·,c(C × C), d) =
H∗(C)⊗H∗c (C), where H∗c (C) is the cohomology of compactly supported differential forms. The following
proposition is an analogue of the Lefschetz duality with a similar proof [8, Theorem 12.15].
Proposition 6.4. The bilinear form Ω∗c,·(C×C)×Ω∗·,c(C×C)→ R defined by (α, β) 7→
∫
C×C α∧β descends
to cohomology. The induced bilinear form on cohomology is non-degenerate.
To explain the perturbation data in proper flow categories, we need to interpret the diagonal ∆ ⊂ C ×C
as a cohomology class and represent the cohomology using two different ways. Let α ∈ Ω∗·,c(C × C), then
supp(α) ∩ ∆ is compact, hence ∫∆ α is well defined. Moreover, for α ∈ Ω∗·,c(C × C), we have ∫∆ dα = 0
by Stokes’ theorem. Therefore ∆ determines a linear function [∆] on H∗·,c(C × C). It particular, [∆] can
be represented by a cohomology class in H∗c,·(C × C) by Proposition 6.4. Since C is of finite type, both
H∗(C) and H∗c (C) are finite dimensional. Let {θa ∈ Ω∗c(C)}1≤a≤dimH∗c (C) be representatives of a basis of
H∗c (C) in Ω∗c(C) and {θ∗a ∈ Ω∗(C)}1≤a≤dimH∗(C) be representatives of a basis of H∗(C) in Ω∗(C), such that
〈 θ∗a, θb 〉 = δab. The following proposition is proven by the same argument in Proposition 3.2.
Proposition 6.5. ∑a pi∗1θa ∧ pi∗2θ∗a ∈ Ω∗c,·(C × C) represents [∆], i.e. for any closed form α ∈ Ω∗·,c(C × C)
we have ∫
C×C
α ∧
(∑
a
pi∗1θa ∧ pi∗2θ∗a
)
=
∫
∆
α.
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The Dirac current δ of the diagonal ∆ and any its approximations given in (3.3) are not in Ω∗c,·(C × C).
To overcome the problem, we need to perturb ∆ to ∆n such that ∆n ⊂ K ×C for compact set K, ∫∆n = ∫∆
on H∗·,c(C ×C) and ∆n converges to ∆. To be more explicit, we write C as M ∪ (0, 1)× ∂M for a manifold
M . Fix a smooth function f : R → R+ such that f(x) = 0 for x ≤ 0 and f(x) < x for x > 0. Then we
define ∆n ⊂ C × C to be
∆n := ∆M ∪∆(0,1− 1
n
)×∂M ∪ ∆˜n,
where
[1− 1
n
, 1)× ∂M × [1− 1
n
, 1)× ∂M ⊃ ∆˜n := {(1− 1
n
+ f(r), x, 1− 1
n
+ r, x)|r ∈ [0, 1
n
), x ∈ ∂M}.
Proposition 6.6.
∫
∆n defines the same map on H
∗·,c(C × C) for all n ∈ N and equals
∫
∆.
Proof. The claim follows from that any class in H∗c (C) has a representative supported in M ⊂ C = M ∪
(0, 1)× ∂M and ∆n ∩ (C ×M) = ∆ ∩ (C ×M) for all n. 
The Thom class of ∆n using the construction (3.3) gives form δn ∈ Ω∗c,·(C × C) representing the
∫
∆. As
the consequence of Proposition 6.4 and 6.5, we have δn and ∑a pi∗1θa∧pi∗2θ∗a are cohomologous in Ω∗c,·(C×C),
i.e. we can find primitives fn such that
dfn = δn −
∑
a
pi∗1θa ∧ pi∗2θ∗a.
The following proposition shows that we can choose δn and fn carefully, such that the relation (3.6) holds
asymptotically. Such result is crucial for setting up the convergence results.
Proposition 6.7. Fix a tubular neighborhood of ∆ ⊂ C × C, then there exist Thom classes δn of ∆n and
primitives fn such that fn − fm = (ρn − ρm)ψ on C × (M ∪ (0, 1− 2min(n,m))× ∂M).
Therefore we have the analogue of defining date (Definition 3.4) for proper flow categories using Propo-
sition 6.7. Next, we show the analogue of Lemma 3.10 and 3.17 hold for proper flow categories.
Lemma 6.8. Let C be an oriented proper flow category. Given a defining date defined above, then for every
α ∈ Ω∗(Cs), γ ∈ Ω∗c(Cs+k), we have the following.
(1) lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , f
n
s+ir , γ] ∈ R exists.
(2) lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , δ
n
s+ip , . . . , f
n
s+ir , γ] = (−1)∗ limn→∞M
s,k
i1,...,ip−1,ip,ip+1,...,ir
[α, fns+i1 , . . . , f
n
s+ir , γ],
where ∗ = (a+ms,s+ip)cs+ip.
Proof. Since the target map t is proper, we have t∗γ ∈ Ω∗c(Ms+ir,s+k) and (t×s)∗fns+ij ∈ Ω∗c,·(Ms+ij−1,s+ij×
Ms+ij ,s+ij+1). Therefore s∗α∧(t×s)∗fns+i1∧. . .∧(t×s)∗fns+ir∧t∗γ ∈ Ω∗c(Ms,ki1,...,ir). HenceM
s,k
i1,...,ir [α, f
n
s+i1 , . . . ,
fns+ir , γ] makes sense. For the convergence, takeMs+ki [α, fns+i, γ] as an example. LetK := ss+i,s+k(t−1s+i,s+k(supp(γ)))
, we only need fns+i for its value on C ×K to determine Ms+ki [α, fns+i, γ]. By the properness, we have K
is compact. Let Cs+i = M ∪ (0, 1)× ∂M . Therefore for n big enough, we have K ⊂ M ∪ (0, 1− 2n)× ∂M .
Hence for n,m big enough, the difference fns+i − fms+i on C × K is prescribed in Proposition 6.7. Hence
the argument in the proof of Proposition 3.10 can be applied to prove the convergence. Similarly, we have
limn→∞Ms,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ] exists. The second claim follows from a similar argument and the
proof of Lemma 3.17. 
Similarly to Definition 6.2, we have proper flow morphism, proper flow premorphism and proper flow
homotopy if we require the target maps to be proper. With Lemma 6.8, all results in Section 3 can be
generalized to proper flow categories with the same proof.
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6.2. Flexible defining data. The following discussion works for proper flow categories with orientation
structures. However, for simplicity of notation, we will work with oriented flow category. Let C be an
oriented flow category. From the discussion in Section 3, the essential property we need for the construction
is the following relation:
(6.1) δni = dfni +
∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a.
In fact, it is not necessary to construct our cochains on the cohomology of the critical manifolds. Roughly
speaking, we only need to find differential forms {θi,a}, {θ∗i,a} such that (6.1) holds. Such generalization
provides some freedom in applications, for example one can use the generalized construction to prove Gysin
exact sequence for sphere bundles over flow categories. Moreover, this generalization almost contains the
cascade construction as an example.
Definition 6.9. For an oriented compact manifold C, a reduction of Ω∗(C) is a pair (A,A∗), such that the
following holds.
(1) A,A∗ are finite dimensional subspaces of Ω∗(C) with dimA = dimA∗.
(2) There exists a basis {θa} of A and a basis {θ∗a} of A∗, such that 〈θ∗a, θb〉 = δab.
(3) ∑a pi∗1θa ∧ pi∗2θ∗a is cohomologous to the Thom class δn.
Example 6.10. In our construction of minimal Morse-Bott cochain complex on an oriented flow category,
we use the reduction A = A∗ equals to the image of chosen quasi-embedding H∗(C)→ Ω∗(C).
Let C be an oriented flow category. For every Ci, we fix a reduction (Ai, A∗i ), then we can define a cochain
complex
(6.2) BCA := lim−→
j→−∞
∞∏
i=j
A∗i .
The differential is defined as dA =
∏
i=0 dA,i, where
(6.3) dA,0α := (−1)|α|(cs+1)+cs
∑
a
(
∫
Cs
dα ∧ θs,a)θ∗s,a
with d is the normal exterior differential and α ∈ A∗s. For k ≥ 1 and γ ∈ As+k
(6.4) 〈dA,kα, γ〉s+k = (−1)|α|(cs+1)
(
Ms,k[α, γ] + lim
n→∞
∑
(−1)?Ms,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ]
)
where ? = ∑rj=1 ‡(C, α, ij). Constructions in Section 3 generalize to the following form by identical proofs.
Theorem 6.11. The following statements hold.
(1) Let C be an oriented flow category, and (A,A∗) be a reduction. Then (6.2), (6.3) and (6.4) define a
cochain complex (BCA, dA), and the homotopy type of (BCA, dA) is independent of defining data.
(2) Let D be another oriented flow category, (B,B∗) a reduction for D and H an oriented flow morphism
from C to D. Then (3.50) defines a cochain morphism φHA,B : (BCA, dA) → (BCB, dB) and the
homotopy type of φH is independent of defining data.
(3) Let E be another oriented flow category, (C,C∗) a reduction for E and F an oriented flow morphism
from D to E. Assume H and F are composable, then φF◦HA,C and φFB,C ◦ φHA,B are homotopic.
(4) Let H,F be two oriented flow premorphisms from C to D. Assume there exists an oriented flow
homotopy K from H to F, then φHA,B is homotopic φFA,B.
One important feature of our construction is that the choices we make on the critical manifolds Ci, i.e.
reductions, Thom classes and primitives fni , are independent of the structures of the flow categories, flow
morphisms and flow homotopies.
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Remark 6.12. When C is a single manifold C, let (A,A∗) be a reduction. Then the independence result
in Theorem 6.11 shows that the cohomology of (A∗, dA,0) is H∗(C). In particular, dimA = dimA∗ ≥
dimH∗(C).
Example 6.13. Let C = {Ci,Mi,j} be an oriented flow category. If we neglect the difference between
differential forms and currents for now. For a Morse-Smale pair (fi, gi) on a critical manifold Ci, let
Ai := {[Sx]}x∈Cr(fi) and A∗i := {[Ux]}x∈Cr(fi). Then we have
[∆i]−
∑
x∈Cr(fi)
[Sx][Ux] = d lim
t→∞[
⋃
t′<t
graphφit′ ].
Thus {Ai, A∗i } is a reduction. Note that the “homotopy operator” fni in our construction might be different
from the “homotopy operator” [⋃t′<t graphφit′ ] in the cascade construction. However, the homotopy operator
in our construction is irrelevant as long as the convergence results in Section 3 hold.
One should be able to modify our construction to make the argument above rigorous. We need an extension
of the space of differential forms by adding certain currents, so that [Sx], [Ux] are in the extension. The
currents that can be added into the extension depend on the structure of the flow category, as explained in
Remark 2.20.
In general, reduction for manifolds of finite type with local systems are defined below.
Definition 6.14. For a manifold C of finite type with a local system o, a reduction is a pair (A,A∗), such
that the following holds.
(1) A,A∗ are finite dimensional subspaces of Ω∗c(C, o ⊗ detC) and Ω∗(C, o∗) respectively, such that
dimA = dimA∗.
(2) There exists a basis {θa} of A and a basis {θ∗a} of A∗, such that 〈θ∗a, θb〉 = δab.
(3) ∑a pi∗1θa ∧ pi∗2θ∗a represents the same map as ∫∆ on H∗(C, o∗)⊗H∗c (C, o× detC).
Combining Theorem 6.11 with results in Subsection 5.2 and Subsection 6.1, we have the following most
general statement.
Theorem 6.15. The following statements hold.
(1) Let C be an proper flow category with local system and (A,A∗) be a reduction. Then (6.2), (6.3) and
(6.4) define a cochain complex (BCA, dA), and the homotopy type of (BCA, dA) is independent of
defining data.
(2) Let D be another proper flow category with local system, (B,B∗) a reduction for D, and H is a proper
flow morphism from C to D with compatible local system. Then (3.50) defines a cochain morphism
φHA,B : (BCA, dA)→ (BCB, dB) and the homotopy type of φH is independent of of defining data.
(3) Let E be another proper flow category with local system, (C,C∗) a reduction for E and F a proper
flow morphism from D to E with compatible local system. Assume H and F are composable, then
φF◦HA,C and φFB,C ◦ φHA,B are homotopic.
(4) Let H,F be two proper flow premorphisms from C to D with compatible local system. Assume there
exists a proper flow homotopy K from H to F with compatible local system, then φHA,B is homotopic
φFA,B.
6.2.1. Gysin Sequence. We first review the classical Gysin sequences for sphere bundles. Let C be manifold
and pi : E → C an oriented sphere bundle over C with fiber Sk. Then we have an exact sequence [8, §14]
. . . H∗(C) pi
∗→ H∗(E) pi∗→ H∗−k(C) ∧e→ H∗+1(C)→ . . . ,
where e is the Euler class of E. In this part, we generalize it to the setting of flow categories. Such
construction plays an important role in proving the uniqueness of ring structure of exact symplectic fillings
of a flexibly fillable contact manifold in [73].
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Definition 6.16. Let C be an oriented flow category. A k-sphere bundle over C is a functor pi : E → C, such
that pi maps Ei to Ci and MEi,j to MCi,j, both pi : Ei → Ci and pi :MEi,j →MCi,j are k-sphere bundles, sEi,j , tEi,j
are bundle maps covering si,j , ti,j. A k-sphere bundle pi : E → C is said to be oriented iff pi : Ei → Ci are
oriented sphere bundles such that there is an orientation on each bundle pi :MEi,j →MCi,j with both bundle
maps sEi,j , tEi,j preserving the orientation.
Proposition 6.17. Let pi : E → C be an oriented k-sphere bundle. Then E is oriented using the following
convention,
[Ei] = [Ci][Sk], [MEi,j ] = (−1)k[MCi,j ][Sk].
Proof. It is proven in Proposition 7.2. 
Theorem 6.18. Let pi : E → C be an oriented k-sphere bundle. There exist flow morphisms Π∗ : C ⇒ E ,Π∗ :
E ⇒ C and defining data Θ,Ξ for C, E respectively, such that we have a short exact sequence,
0→ BCCΘ φ
Π∗
−→ BCEΞ φ
Π∗−→ BCCΘ → 0.
Assume the C is graded (Definition 2.12), then we have a long exact sequence
(6.5) . . .→ H∗(C) pi∗→→ H∗(E) pi∗→ H∗−k(C)→ H∗+1(C)→ . . . .
Proof. On the space level, Π∗ is the same as the identity flow morphism IE for E . The only difference is
that the source map on Π∗ is the projection to Ci. Similarly, Π∗ is flow morphism from E to C and on the
space level it is same as the identity flow morphism for E . But the target map for Π∗ is the projection to Ci.
If the flow category C is an actual space, i.e. concentrated in one level, then Π∗ and Π∗ induce pi∗, pi∗ on
cohomology. In general, to prove the exact sequence, the minimal construction will not work. Instead, we
need to use a reduction for E . For each sphere bundle pi : Ei → Ci, we fix an angular form ψi ∈ Ωk(E),
such that dψi = −pi∗ei, where ei is the Euler class of the sphere bundle. Then we can pick representatives
{θi,a} of H∗(Ci) in Ω∗(Ci), such that ei ∈ 〈θi,1, . . . θi,dimH∗(Ci)〉. We use {θi,1, . . . , θi,dimH∗(Ci)} as part of the
minimal defining data Θ for C. Then we define
A := A∗ := 〈pi∗θi,1, . . . , pi∗θi,dimH∗(Ci), pi∗θi,1 ∧ ψi, . . . , pi∗θi,dimH∗(Ci) ∧ ψi〉.
We claim that (A,A∗) is a reduction for Ω∗(Ei). First note that the dual of pi∗θi,a is pi∗θ∗i,a∧ψi and the dual
of pi∗θi,a ∧ ψi is (−1)k(ci+|θi,a|+1)pi∗θ∗i,a. Therefore we need to show
(6.6) T :=
∑
a
pi∗1pi
∗θi,a ∧ pi∗2(pi∗θi,a ∧ ψi) +
∑
a
(−1)k(ci+|θi,a|+1)pi∗1(pi∗θi,a ∧ ψi) ∧ pi∗2θ∗i,a
is closed and represent
∫
∆Ei
. dT = 0 follows from direct computation and dψi = −pi∗ei. Since we have
ei ∈ 〈θi,1, . . . θi,dimH∗(Ci)〉, we have every class in H∗(E) is represented by an element in A. Hence the proof
of Proposition 3.2 can be applied to show that T represents the diagonal. Using such reduction as part of a
defining data Ξ for E , we have the following sequence of maps induced by flow morphisms Π∗ and Π∗.
(6.7) BCCΘ
φΠ
∗
−→ BCEΞ φ
Π∗−→ BCCΘ.
We will show (6.7) is a short exact sequence if use certain defining data Ξ. Since BCEΞ always de-
compose into A ⊕ B as vector spaces, where A is generated by 〈θi,1, . . . θi,dimH∗(Ci)〉 and B is gener-
ated by 〈pi∗θi,1 ∧ ψi, . . . , pi∗θi,dimH∗(Ci) ∧ ψi 〉. Using the defining date Ξ in Proposition 6.21, we claim
Π∗s,ki1,...,ip|j1,...,jq [α, f
C,n
s+i1 , . . . , f
C,n
s+ip , f
E,n
s+j1 , . . . , f
E,n
s+jq ,, γ] in the definition of Φ
Π∗ nonzero, we must have γ ∈ B.
This is because that otherwise, we can not cover the fiber directions. Hence φΠ∗ : BCC → A and it is
an isomorphism, since it is identity plus a strictly upper triangle matrix. Similarly φΠ∗ : A → 0 and
φΠ∗ : B → BCE is an isomorphism. Therefore (6.7) is a short exact sequence if we use defining date for E
from Proposition 6.21. The induced long exact sequence is the Gysin exact sequence (6.5). 
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Remark 6.19. If C is a flow category satisfying dimCi ≤ 1 or C is a single space C0, since deg fE,ni =
dimCi + k − 1, then the exactness follows from a direct dimension computation without using Proposition
6.21. These two cases are enough for the argument in [73].
By Corollary 3.15 and Corollary 3.26, we have the following.
Corollary 6.20. If C is a Morse flow category and E an oriented k-sphere bundle over C, then the Gysin
exact sequence only depend on MEi,j of dimension no greater than 2k.
Proposition 6.21. Let pi : E → C be an oriented k-sphere bundle over an oriented closed manifold. Let ψ
be an angular form and {θa}, {θ∗a} are representatives of basis and dual basis of H∗(C). When k is even, we
assume dψ = 0 since the Euler class is zero. Then there exists approximation δnE of the Dirac current δE
such that the following holds.
(1) There exists forms fnE on E × E, such that
dfnE = δnE −
∑
a
pi∗1pi
∗θa ∧ pi∗2(pi∗θa ∧ ψ)−
∑
a
(−1)k(dimC+|θa|+1)pi∗1(pi∗θa ∧ ψ) ∧ pi∗2θ∗a.
(2) Lemma 3.10 and 3.17 hold for fnE.
(3) Locally, fnE can be written as sums of (pi1 × pi2)∗α ∧ β with α ∈ Ω∗(C × C) and deg(β) ≤ k, i.e. the
fiber degree of fnE is at most k.
In particular, they give admissible defining data such that proofs in Section 3 in this paper works.
Proof. See Appendix C. 
The following proposition follows from direct computation.
Proposition 6.22. If C is a single space C, then an oriented k-sphere bundle E over C is an oriented
k-sphere bundle pi : E → C. Then the Gysin exact sequence in Theorem 6.18 is the classical Gysin exact
sequence
. . . // H i(C)
(−1)kipi∗ // H i(E) pi∗ // H i−k(C)
∧(−1)k(i−k)+dimC+1e // H i+1(C) // . . . ,
where e ∈ H∗(C) is the Euler class of pi : E → C and pi∗ is the integration along the fiber following the
convention in [8, §6].
Proof. Let {θ1, . . . , θk} and {θ∗1, . . . , θ∗k} be representatives of basis and dual basis of H∗(C). Assume ψ
is the Thom class of E such that dψ = −pi∗e for Euler class e ∈ 〈 θ1, . . . , θk 〉 = 〈 θ∗1, . . . , θ∗k 〉. Then by
the construction of Theorem 6.18, BCC is generated by {θ∗1, . . . , θ∗k} and the differential is zero. BCC is
generated by {pi∗θ∗1, . . . , pi∗θ∗k, pi∗θ∗1 ∧ ψ, . . . , pi∗θ∗k ∧ ψ} and the differential dE is given by
dE(pi∗θ∗i ) = 0,
dE(pi∗θ∗i ∧ ψ) = (−1)dimC+1pi∗(
∑
a
〈 θ∗i ∧ e, θa 〉 · θ∗a).
By Theorem 3.25, φΠ∗(θ∗i ) = (−1)k|θ
∗
i |pi∗θ∗i and φΠ∗(pi∗θ∗i ∧ψ) = θ∗i . Then the connecting map δ : H∗−k(C)→
H∗+1(C) is given by δ(θ∗i ) = (−1)k|θ
∗
i |+dimC+1θ∗i ∧ e. 
Next, we consider the functoriality of Gysin exact sequences.
Definition 6.23. Let C,D be two oriented flow categories and piE : E → C, piF : F → D be two oriented
k-sphere bundles. Assume H : C ⇒ D is a an oriented flow morphism. A compatible k-sphere bundle T over
H is a flow morphism (not oriented a priori) from E to F , such that Ti,j is a Sk bundle over Hi,j and sT , tT
are bundle maps covering sH , tH . It is called oriented, if sphere bundles Ti,j → Hi,j is oriented and sT , tT
preserve the orientation.
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Similar to Proposition 6.17, we have that if k-sphere bundle T over H is oriented, then T is an oriented
flow morphism from E to F with orientation [Ti,j ] = [Hi,j ][Sk].
Proposition 6.24. Let C,D be two oriented flow categories and piE : E → C, piF : F → D be two oriented
k-sphere bundles. Assume H : C ⇒ D is a an oriented flow morphism and T is compatible oriented k-sphere
bundle over H. Then we have a following diagram of short exact sequences, which is commutative up to
homotopy,
0 // BCC φ
Π∗
//
φH

BCE
φΠ∗ //
φT

BCC //
φH

0
0 // BCD φ
Π∗
// BCF
φΠ∗ // BCD // 0.
Then we have a morphism between Gysin exact sequences below,
. . . // H∗(C) pi∗ //
φH

H∗(E) pi∗ //
φT

H∗−k(C) //
φH

H∗+1(C) //
φH

. . .
. . . // H∗(D) pi∗ // H∗(F) pi∗ // H∗−k(D) // H∗+1(D) // . . . .
Proof. we define P to be flow morphism from C to F , which on the space level is same as T, but the source
map is pi ◦ tTi,j , where pi is the projection Ei → Ci. Then using the argument in Theorem 3.41, we have
φP = φT◦Π∗E = φΠ∗F ◦H . Then by Theorem 3.35, we have φT ◦ pi∗ is homotopic to pi∗ ◦ φH . Similarly, we have
φH ◦pi∗ is homotopic to pi∗ ◦φT . That is we have a digram between short exact sequences (6.7) commutative
up to homotopy. Then it induces a commutative diagram between the long exact sequences. 
Since Gysin sequence is a special case of the Serre spectral sequence, it is possible to generalize the
construction in Theorem 6.18 to prove a Serre spectral sequence for a fiber bundle over a flow category.
Remark 6.25. The construction of the Gysin exact works for proper flow category for the same reason.
The orientation assumption on the sphere bundle is essential, but the orientation assumption on the base
can be replaced with local system.
7. Equivariant Theory
The aim of this section is to construct an equivariant theory for a flow category with a smooth group
action. Our method of construction is based on the approximation of the homotopy quotient. In the
context of Floer theory, a construction in this spirit can be found in [12]. All the results in this section,
namely Theorem 7.1 and 7.13, can be generalized to proper flow categories with local systems. However, for
simplicity, we only consider oriented flow categories in the following.
7.1. Parametrized cohomology. Similar to the construction of parametrized symplectic homology in [12],
we need introduce the parametrized cohomology of an oriented flow category, i.e. we need to take the product
of a flow category C with a closed oriented manifold B. Since taking product with B automatically falls into
the Morse-Bott case, using the theory developed in the previous section, we have a direct, also geometric
construction. We will see that all we have to do are some orientation checks.
Let C = {Ci,Mi,j} be an oriented flow category and B oriented compact manifold throughout this
section. We construct the product flow category C ×B first. The parametrized cohomology is defined to be
the cohomology of C ×B. Each map f : B1 → B2 induces an oriented flow morphism HfC ×B2 ⇒ C ×B1.
Similarly, a homotopy induces a flow homotopy. The main result of this subsection is that, after taking the
minimal Morse-Bott cochain complex, we have a contravariant functor by this product construction.
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Theorem 7.1. Let C be an oriented flow category, then we have a contravariant functor C×
C× : K(Man)→ K(Ch),
where K(Man) is the category with objects are closed oriented manifolds and morphisms are homotopy class
of smooth maps.
7.1.1. Product flow categories. The first step towards the construction of functor C× is to construct the
functor on the objects, i.e. the product flow categories.
Definition/Proposition 7.2. If we orient Ci × B,Mi,j × B by [Ci × B] = [Ci][B] and [Mi,j × B] =
(−1)dimB[Mi,j ][B]. Then C ×B = {Ci ×B,Mi,j ×B} is an oriented flow category.
Remark 7.3. The reason of orientingMi,j×B by (−1)dimB[Mi,j ][B] is that in Definition 5.2 and Definition
5.4 we quotient out R translation in the end.
Definition 7.4. Let E1 → M1, E2 → M2 are two vector bundles, E1  E2 is defined to pi∗1E1 ⊕ pi∗2E2 over
M1 ×M2, where pi1 : M1 ×M2 →M1, pi2 : M1 ×M2 →M2 are the projections.
Proof of Proposition 7.2. It is clear that we only need to verify C × B satisfies the orientation property in
Definition 2.13. Since
∂[Mi,k ×B] =
∑
j
(−1)dimB+mi,j [Mi,j ×jMj,k][B].
Let NB be the normal bundle of ∆B in B × B, and we orient it by [∆B][NB] = [B][B]. Then the normal
bundle of ∆Cj×B is Nj NB. If we orient Nj NB by the product orientation, then [∆Cj×B][Nj NB] =
[Cj ×B][Cj ×B], i.e. [Nj NB] satisfying our orientation convention (2.4) for Cj ×B.
Then
[Ni NB]∂[Mi,k ×B|Mi,j×jMj,k×B]
= (−1)dimB+mi,j [Ni NB][Mi,j ×jMj,k][B]
= (−1)dimB+mi,j+dimB(mi,k−1)+dimB2 [Ni][Mi,j ×jMj,k][∆B][NB]
= (−1)dimB+mi,j+dimB(mi,k−1)+cjmi,j+dimB2 [Mi,j ][Mj,k][B][B]
= (−1)dimB+mi,j dimB(mi,k−1)+cjmi,j+dimBmj,k+dimB2 [Mi,j ×B][Mj,k ×B].
Because dimB+mi,j +dimB(mi,k−1)+cjmi,j +dimB ·mj,k+dimB2 = dimB+mi,j +(mi,j +dimB)(cj +
dimB), by Definition 2.13, C ×B is an oriented flow category. 
It is very natural to expect the following Ku¨nneth formula for the product construction. The proof involves
some index computation. Since we will not use it, we give the sketch of the proof in the appendix.
Lemma 7.5. H∗(C ×B) ' H∗(C)⊗H∗(B).
7.1.2. Flow morphisms between product flow categories. The second step is to construct the functor on
morphisms, i.e. for every smooth map f : B1 → B2, we want to associate it with a cochain map BCC×B2 →
BCC×B1 . To that end, we first construct a flow morphism Hf from C × B2 to C × B1, which is defined
similarly to the identity flow morphism of C ×B1. Then the associated cochain map is the cochain map φf
defined in Theorem (3.25).
Definition 7.6. Let C be an oriented flow category and f : B1 → B2 a smooth map between two closed
oriented manifolds. Then we define Hf = {Hfi,j} as follows.
(1) We define Hfi,j =Mi,j × [0, j− i]×B1 with product orientation when i ≤ j and Hfi,j = ∅ when i > j.
(2) The source and target maps s, t are defined by
s : H
f
i,j → Ci ×B2,
(m, t, b) 7→ (sC(m), f(b)), t :
Hfi,j → Cj ×B1,
(m, t, b) 7→ (tC(m), b),
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for m ∈Mi,j , t ∈ [0, j − i], b ∈ B1 and sC , tC are source target maps of C.
(3) For m ∈ Mi,j , n ∈ Mj,k, t ∈ [0, k − j], b1 ∈ B1, b2 ∈ B2 such that (m,n) ∈ Mi,j ×j Mj,k and
f(b1) = b2, we define
mL :
(Mi,j ×B2)×j Hfj,k → Hfi,k,
(m, b2, n, t, b1) 7→ (m,n, t+ j − i, b1).
(4) For m ∈ Mi,j , n ∈ Mj,k, t ∈ [0, j − i], b1 ∈ B1 such that (m,n) ∈ Mi,j ×kMj,k and f(b1) = b2, we
define
mR :
Hfi,j ×j (Mj,k ×B1) → Hfi,k,
(m, t, b1, n, b1) 7→ (m,n, t, b1).
Proposition 7.7. Hf defined in Definition 7.6 is an oriented flow morphism from C ×B2 → C ×B1.
Proof. All we need to do is the orientation check, it is analogous to the proof of Lemma 3.27. 
By a similar argument of Lemma 7.5, the morphism induced by Hf is given by id⊗f∗ twisted by an
appropriate sign.
7.1.3. Flow homotopies between product flow categories. For a given oriented flow category C, we now have
enough prerequisites to define the functor C× : K(Man)→ K(Ch),
On objects: B 7→ BCC×B,
On morphisms: (B1
f→ B2) 7→ (BCC×B2 φ
f
→ BCC×B1).
To finish the proof of Theorem 7.1, we still need to show that homotopic smooth maps induces homotopic
cochain maps and functoriality of C×.
Let f, g : B1 → B2 be two smooth maps and D : [0, 1] × B1 → B2 a homotopy between them, such that
D|{0}×B1 = f and D{1}×B1 = g. We claim there is a flow homotopy K D between the Hf and Hg.
Definition 7.8. We define K D = {KDi,j} as follows.
(1) For i ≤ j, we define KDi,j = [0, 1]×Mi,j × [0, j − i]×B1 with the product orientation. For i < j, we
define KDi,j = ∅.
(2) The source map s is defined as
s : [0, 1]×Mi,j × [0, j − i]×B1 → Ci ×B2,(z,m, t, b) 7→ (sC(m), Dz(b)).
(3) The target map t is defined as
t : [0, 1]×Mi,j × [0, j − i]×B1 → Ci ×B1,(z,m, t, b) 7→ (tC(m), b).
(4) we define ιf : Hfi,j =→ {0} ×Mi,j × [0, j − i]×B1 ⊂ KDi,j.
(5) we define ιg : Hgi,j =→ {1} ×Mi,j × [0, j − i]×B1 ⊂ KDi,j.
(6) we define
mL :
(Mi,j ×B2)×j ([0, 1]×Mj,k × [0, k − j]×B1) → [0, 1]×Mi,k × [0, k − i]×B1 = KDi,k,
(m, b2, z, n, t, b1) 7→ (z,m, n, t+ j − i, b1).
(7) we define
mR :
([0, 1]×Mi,j × [0, j − i]×B1)×j (Mj,k ×B1) → [0, 1]s ×Mi,k × [0, k − i]t ×B1 = KDi,k,
(z,m, t, b, n, b) 7→ (z,m, n, t, b).
Proposition 7.9. K D in Definition 7.8 is an oriented flow homotopy from Hf to Hg.
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Proof. We only need to check the orientations, and it is analogous to the proof of Lemma 3.27. 
To complete the proof of Theorem 7.1, we still have to prove the functoriality. Let g : B1 → B2, f : B2 →
B3 be two smooth maps. It is not hard to see Hf and Hg can be composed. We claim there is a homotopy
K c from Hf ◦ Hg to Hf◦g ◦ I.
Definition 7.10. K c = {Kci,j} is defined as follows.
• We define Kci,j = [0, 2]×Mi,j × [0, j− i]t×B1 with product orientation for i ≤ j. We define Kci,j = ∅
for i < j.
• The source map s is defined as
s : [0, 2]×Mi,j × [0, j − i]×B1, → Ci ×B3(z,m, t, b) 7→ (sC(m), f ◦ g(b)).
• The target map t is defined as
t : [0, 2]×Mi,j × [0, j − i]t ×B1 → Ci ×B1,(s,m, t, b) 7→ (tC(m), b).
• ιHf◦g◦I :=
 piHf◦gi,j : (Ci ×B3)×i H
f◦g
i,j → {0} ×Hf◦gi,j ⊂ Kci,j ,
( tj−i ,m
Hf◦g
L ) (Mi,j × [0, j − i]t ×B3)×j Hf◦gj,k → [0, 1]×Hf◦gi,k ⊂ Kci,j ,
where mHf◦gL is the left-multiplication mL for flow morphism Hf◦g.
• ιHf◦Hg |Hfi,j×jHgj,k is defined as
(Mi,j × [0, j − i]×B2)×j (Mj,k × [0, k − j]×B1) → [1, 2]×Mi,k × [0, k − i]×B1,
(m, t1, b2, n, t2, b1) 7→ ( t2k−j + 1,m, n, t1 + k − j, b1).
When k = j, t2 must be zero and t2k−j is defined to be 1.
• mL : (Mi,j ×B3)×j ([0, 2]×Mj,k × [0, k − j]×B1) → [1, 2]×Mi,k × [0, k − i]×B1 ⊂ K
c
i,k,
(m, b3, z, n, t, b1) 7→ ( z2 + 1, (m,n), t+ j − i, b1).
• mR : ([0, 2]×Mi,j × [0, j − i]×B1)×j (Mj,k ×B1) → [0, 1]×Mi,k × [0, k − i]×B1 ⊂ K
c
i,k,
(z,m, t, b, n, b) → ( z2 , (m,n), t, b).
Proposition 7.11. K c in Definition 7.10 is an oriented flow homotopy from Hf ◦ Hg to Hf◦g ◦ I.
Proof. The proof is analogous to proof of Lemma 3.27. 
Proof of Theorem 7.1. Proposition 7.2, Proposition 7.7, Proposition 7.9 and Proposition 7.11 imply Theorem
7.1. 
Remark 7.12. There is a generalization of the construction above. Let B1
f← B g→ B2 be maps between
closed oriented manifolds, then there is flow morphism H from C ×B2 to C ×B1 with Hi,j :=Mi,j × [0, j −
i] × B, with the source and target map are induced by g, f . The homotopy type of the induced cochain
map is determined by the oriented bordism group Ω∗SO(B1, B2), which is defined as follows. An element in
ΩnSO(B1, B2) is represented a closed oriented n-manifold M and two maps f, g from M to B1, B2. (M,f, g)
and (N, f ′, g′) are equivalent iff there is an oriented bordism D from M to N and two maps F,G from D to
B1, B2 extending f, g, f ′, g′.
7.2. Equivariant cohomology. The functor C× is not very interesting, because it is quite independent of
the flow category C. However, if C has a compact Lie group G acting on it, then the Borel construction,
which is just a product module the G action, merges some of the information of C into the “homotopy
quotient”. Thus nontrivial phenomena may arise from such construction. The first step towards the Borel
construction is to upgrade Theorem 7.1 to the following form.
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Theorem 7.13. Let compact Lie group G acts on C in an orientation-preserving way (Definition 7.14 ),
then there is a contravariant functor C×G,
C×G : K(PrinG)→ K(Ch),
where K(PrinG) is the category whose objects are closed oriented principal G bundle and morphisms are
G-equivariant homotopy class of G-equivariant maps.
Since the classifying space EG → BG can be approximated by a sequence of closed oriented G-bundles
En → Bn, such that . . . ⊂ En ⊂ En+1 ⊂ . . .. Note that EG→ BG can be understood as the “G-equivariant
homotopy colimit” of the diagram . . . ⊂ En ⊂ En+1 ⊂ . . .. The classical Borel construction of equivariant
cohomology [34] suggests that the equivariant cochain complex of a flow category should be the composition
of homotopy limit and the functor C×G to the diagram . . . ⊂ En ⊂ En+1 ⊂ . . .. We will construct this
theory in this subsection. In particular, we will show this construction is independent of the approximation
{En → Bn}.
7.2.1. The functor C×G.
Definition 7.14. A G action on an oriented flow category C is G actions on Ci and Mi,j, such that source,
target and multiplication maps are G-equivariant. We say the G-action preserves the orientation, if the
G-actions on Ci and Mi,j preserve the orientations.
Let E → B be an oriented G-bundle, such that the G action preserves the orientation. Assume G acts on C
in a orientation preserving manner, then G acts from right on Ci×E andMi,j×E by (x, e)·g = (g−1 ·c, e·g).
Let Ci ×G E and Mi,j ×G E denote quotients of the G action respectively. If we orient B, Ci ×G E and
Mi,j×GE by [B][G] = [E], [Ci×GE][G] = [Ci][E] and [Mi,j×GE][G] = (−1)dimB[Mi,j ][E], then Proposition
7.2 can be generalized to the following statement by an analogous proof.
Proposition 7.15. If G acts on the oriented flow category C and preserves orientation, then C ×G E =
{Ci ×G E,Mi,j ×G E} is an oriented flow category.
Moreover, Proposition 7.7, Proposition 7.9 and Proposition 7.11 can be generalized to the equivariant
settings.
Proposition 7.16. Assume G acts on the oriented flow category C and preserves the orientation. Let
E1 → B2, E2 → B2 be two oriented G-principle bundles, and the G-actions on E1, E2 preserve orientations.
(1) Let f be a smooth G-equivariant map E1 → E2, then there is an oriented flow morphism HfG from
C ×G E2 to C ×G E1.
(2) Let g be another G-equivariant map E1 → E2 and D : [0, 1] × E1 → E2 an equivariant homotopy
between f and g, then there is an oriented flow homotopy K DG between H
f
G and H
g
G.
(3) Let h : E2 → E3 be another equivariant map between two oriented G-principle bundles, then there is
an oriented flow homotopy K cG from HhG ◦ HfG to Hh◦fG ◦ I.
Theorem 7.13 follows form Proposition 7.16.
7.2.2. Approximations of classifying spaces.
Definition 7.17. Let G be a compact Lie group, an approximation of the classifying space EG → BG is
a sequence of oriented principle G-bundles En → Bn, such that En ⊂ En+1 equivariantly. Moreover, they
satisfy the following.
• For each k ∈ N, there exists Nk ∈ N, such that for all n ≥ Nk, En is k-connected.
• lim←−Ω
∗(En) is a G∗ algebra [34, Definition 2.3.1] satisfying the condition (C) in [34, Definition 2.3.4].
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Given an approximation of the classifying space, we can compute the equivariant cohomology for G-
actions.
Theorem 7.18 ([34]). Let M be a compact manifold with a smooth G action, En → Bn be an approximation
of the classifying space EG→ BG, then
lim←−H
∗(M ×G En) = H∗(M ×G EG) = H∗G(M).
Approximations of the classifying spaces can be constructed as follows. Fix an embedding G ⊂ U(m). By
H(n,m), we mean the set of m orthogonal vectors in Cn, which is a compact orientable smooth manifold.
U(m) acts on it with quotient the Grassmannian Gr(n,m), {H(n,m)→ Gr(n,m)} serves as a finite dimen-
sional approximation of the classifying principle bundle EU(m)→ BU(m) as n→∞. Then EG→ BG can
be approximated by H(n,m) → H(n,m)/G. It was checked in [34], this construction is an approximation
in sense of Definition 7.17
7.2.3. Homotopy limit. Since our construction uses an approximation, we need to take limit in the end.
Consider a directed system of cochain-complexes,
. . .→ A3 → A2 → A1 → A0.
Then the limit lim−→Ai is also a cochain complex. However, this limit is not very nice from homotopy-theoreticpoint of view, i.e. if we change the maps in the directed system by homotopic maps, then the homotopy type
of lim−→Ai may change. In our setting, the cochain map is constructed only up to homotopy (Subsection 3.6),thus we need to apply a better limit called the homotopy limit, whose homotopy type is invariant under the
replacement of homotopic maps. We recall some of the basic definitions and properties of homotopy limit
form [55].
Let Nop be the inverse directed set {. . . → 2 → 1 → 0}, {An, µnm : An → Am} be an inverse system of
chain complex over this directed set, i.e:
. . .
µ4−→ A3 µ3−→ A2 µ2−→ A1 µ1−→ A0.
Then there is a map v : ∏Ai → ∏Ai, such that over the basis an ∈ An, v(an) = µn(an). Then holimAn is
defined to the homotopy kernel of 1 − v, i.e. Σ−1C(1 − v), where C(·) denotes the mapping cone and Σ is
shifting by 1. Then we have a triangle in K(Ch):
(7.1) ∏An 1−v // ∏An
+1yy
holimAn
ee
This construction is the infinite telescope construction, thus it is clear the homotopy limits of any final
subsets of Nop are homotopic to each other. There is a commutative diagram in K(Ch),
(7.2) holimAn //
∏
An
lim←−An
OO 99
When lim←−
1An = 0, i.e. Mittag-Leffler condition holds for An, then lim←−An → holimAn is a quasi-isomorphism. This is the reason why sometimes we can use limit instead of homotopy limit in applications
[12]. The long exact sequence from the triangle (7.1) implies we have the short exact sequence,
0→ lim←−
1H∗−1(An)→ H∗(holimAn)→ lim←−H
∗(An)→ 0.
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7.2.4. Equivariant cochain complexes. Now, we are ready to define the equivariant cochain complex of a flow
category with group action. Pick an approximation E0 ⊂ . . . ⊂ Ei ⊂ . . . of the classifying space, such that
Ei is oriented and G preserves the orientation. Then applying the functor C×G to this sequence, we get an
inverse system in K(Ch),
. . .→ BCC×GE2 → BCC×GE1 → BCC×GE0 .
Definition 7.19. Equivariant cochain complex BCG is defined to holimBCC×GEn.
Results in Subsection 3.6 imply that the homotopy type of BCG is independent of the auxiliary defin-
ing data. To get a canonical theory, we still need to check BCG does not depend on the choice of the
approximation En → Bn.
7.2.5. Independence of approximations. Assume there is another approximation E′n → B′n of the classifying
space, we want to form a new sequence of approximation containing both E′n → B′n and En → Bn as
final subsets. As preparation, we state the following two propositions, the proposition below is a simple
application of obstruction theory.
Proposition 7.20. Let Y → X be a smooth fiber bundle, with fiber F is k-connected, and X is a k
dimensional manifold. Then there is a cross section for Y → X, and any two cross sections are homotopic.
By this proposition, [34, Proposition 1.1.1.] can be modified into the following.
Proposition 7.21. Let E → B be a G-principle bundle, with E is k-connected. Then for any closed
manifold M with dimM ≤ k, the principle bundles over M are classified by [M,B], i.e. the set of homotopy
classes of maps from M to B.
Therefore by the Definition 7.17 and Proposition 7.21, there exists n1 ∈ N, such that there is an equivariant
map E1 → E′n1 . Moreover, there exists m1 ∈ N, such that there is an equivariant map E′n1 → Em1 and the
composition E1 → E′n1 → Em1 is equivariant homotopic to E1 ⊂ Em1 . We can keep applying this argument
to get a directed system in the equivariant homotopy category of spaces,
E1 → E′n1 → Em1 → E′n2 → Em2 → . . . ,
which is also compatible with the two approximations {Emi} and {E′ni} up to equivariant homotopy. Then
Theorem 7.13 implies there is a well-defined inverse directed system in the homotopy category of cochain
complex,
(7.3) . . .→ BCC×GEm2 → BCC×GE′n2 → BCC×GEm1 → BCC×GE′n1 → BCC×GE1 .
Let H denote the homotopy limit of (7.3). Since both BCC×GE
′
ni and BCC×GEmi are final in the inverse
directed systems above, thus we have
holimBCC×GE′n = holimBCC×GE
′
ni = H = holimBCC×GEmi = holimBCC×GEm .
Therefore the homotopy type of BCG is independent of the approximation, i.e. we have the following
theorem.
Theorem 7.22. Let C be an oriented flow category. Assume the compact Lie group G acts on C and
preserves the orientation. Then the homotopy type of the equivariant cochain complex BCG in Definition
7.19 is well-defined, and is independent of all the choices, in particular, the choice of the approximation
{En → Bn}.
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7.2.6. Spectral sequences. From (7.1), the homotopy limit is the shifted mapping cone of 1 − v. Thus the
action spectral sequence in Proposition 4.1 on BCC×GEn induces spectral sequence on the homotopy limit.
In particular, we need to apply the following result.
Proposition 7.23 ([68, Exercise 5.4.4]). Let f : B → C be a map of filtered cochain complexes. For a fixed
integer r ≥ 0, there is a filtration on the mapping cone C(f) defined by
FpC(f) := Fp+rBn+1 ⊕ FpCn.
Then the rth page Er(C(f)) of the induced spectral sequence is the mapping cone of f r : Er(B)→ Er(C).
By Proposition 7.23, let r = 1, there is a spectral sequence for BCG induced from the action filtration
on ΠBCC×GEn . Since Ep1(ΠBCC×GEn) = ΠH∗(Cp ×G En) with the differential coming from the d1 term
from (3.13) for each C ×G En. By Proposition 7.23, E1(BCG) is the (shifted) mapping cone of the cochain
morphism
1− v :
∏
n
lim−→
q→−∞
∞∏
p=q
H∗(Cp ×G En)→
∏
n
lim−→
q→−∞
∞∏
p=q
H∗(Cp ×G En).
Since lim←−
1H∗(Cp ×G En) = 0, i.e. Mittag-Leffler condition for inverse system
. . . H∗(Cp ×G En)→ H∗(Cp ×G En−1) . . . .
Thus the natural map (7.2) is
lim−→
q→−∞
∞∏
p=q
H∗G(Cp) = lim←−
n
lim−→
q→−∞
∞∏
p=q
H∗(Cp ×G En)→ E1(BCG)
is quasi-isomorphism. The induced differential dG1 on lim−→q
∏∞
p=qH
∗
G(Cp) is the limit of d1 for C ×GEn. Since
d1 comes from the moduli spaces without boundary, i.e. the pullback and pushforward on cohomology.
Therefore dG1 is t∗ ◦ s∗ : H∗G(Cp)→ H∗G(Cp+1) up to sign, i.e. the pullback and pushforward on equivariant
cohomology. The polyfold theoretic version of dG1 is the analog of the equivariant fundamental class in [70].
Corollary 7.24. There is a spectral sequence for BCG, such that
Ep2(BCG) ' H∗( lim−→
q→−∞
∞∏
p=q
H∗G(Cp), dG1 ).
8. Basic Example: Finite Dimensional Morse-Bott Cohomology
The aim of this section is to construct a flow category for the finite dimensional Morse-Bott theory. The
existence of such flow category is a folklore theorem, stated in various places, e.g. [3, 29]. The Morse version
of the flow category was introduced in [15], and [67] provided a detailed construction for the flow category
of a Morse function for metrics which are standard near critical points. In this chapter, we prove that there
is a flow category for any Morse-Bott function if we use a generic metric. The local analysis in our case is
just a family version of the analysis in [67].
In the Morse case, [2] provides an argument to reduce constructions of continuation maps and homotopies
to some gradient flow counting. Similarly, we can construct the flow morphisms and flow homotopies by
looking at some flow categories. Therefore, just like the Morse case, we can prove the cohomology of the
flow category is independent of the Morse-Bott function. The main theorem of this chapter is the following.
Theorem 8.1. Let f be a Morse-Bott function on a closed manifold M , then there exists metric g, such
that the compactified moduli spaces of (unparametrized) gradient flow lines form a flow category with an
orientation structure. The cohomology of the flow category is independent of the Morse-Bott function and
equals the regular cohomology H∗(M,R).
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Let f be a Morse-Bott function on M throughout this section, and the critical manifolds are C1, . . . , Cn,
such that f(Ci) < f(Cj) whenever i < j. We can fix a real number δ > 0, such that δ is strictly smaller
than the absolute values of the nonzero eigenvalues of Hess(f) over all critical manifolds Ci.
8.1. Fredholm property for finite dimensional Morse-Bott theory. Like the Morse case, the moduli
spaces of parametrized gradient flow line from Ci to Cj is a zero set of a Fredholm operator over some
Banach space Bi,j . The construction of Bi,j was included in the appendix of [28] as part of the Banach
manifolds of the cascade construction, we review the construction briefly.
First we fix an auxiliary metric g0 on M . Let γ be a smooth curve defined over R, such that
(8.1) lim
t→−∞ γ(t) = x ∈ Ci and limt→+∞ γ(t) = y ∈ Cj ,
(8.2) | d
dt
γ|g0 < Ce−δ|t| for |t|  0 and some constant C.
Let P (Ci, Cj) be the space of continuous path defined over R, connecting Ci and Cj . The Banach manifold
Bi,j will be a subspace of P (Ci, Cj), we will first describe the neighborhood of γ in Bi,j . For this purpose,
we fix the following things.
(1) Fix a smooth function χ : R→ R, such that χ(t) = |t| for |t|  0. Then we can define the weighted
Sobolev space Hkδ (R, γ∗TM) with norm |f |Hkδ := |e
δχ(t)f |Hk , for k ≥ 1.
(2) ρ±(t) are smooth functions which are 1 near ±∞ and 0 near ∓∞, such that (8.3) makes sense.
(3) Fix local charts of M near x, y, such that Ci near x is a radius r ball in x1, . . . , xci coordinates, and
Cj near y is a radius r ball in y1, . . . , ycj coordinates.
Then there exists K, such that when f ∈ Hkδ (R, γ∗TM) with |f |Hkδ < K, then |f | is point-wise smaller than
the injective radius of the metric g0. Let exp denote the exponential map associated to the metric g0. Then
there is a map
(8.3) BK(H
k
δ (R, γ∗TM))×Br(Rci)×Br(Rcj ) → P (Ci, Cj),
(f, x1, . . . , xc1 , y1, . . . , ycj ) 7→ expγ f +
∑ci
1 ρ−xi +
∑cj
1 ρ+yi.
Bi,j consists of images of all such maps in P (Ci, Cj) for all curves γ satisfying (8.1) and (8.2). Let Ei,j → Bi,j
be the vector bundle, with the fiber over γ ∈ Bi,j is Hk−1δ (R, γ∗TM), the following was proven in [28].
Proposition 8.2 ([28]). Bi,j is a Banach manifold. Ei,j → Bi,j is a Banach bundle.
Since evaluation maps Bi,j → Ci×Cj are submersions for all i < j, the fiber products Bi,j×j . . .×kBk,l are
Banach manifolds. Moreover, Ei0,i1 ×i1 . . .×ik−1 Eik−1,ik → Bi0,i1 ×i1 . . .×ik−1 Bik−1,ik are Banach bundles for
all i0 < i1 < . . . < ik. Given a metric g, then there is a section si,j : Bi,j → Ei,j defined by s(γ) = γ′−∇gf(γ).
Proposition 8.3 ([28]). si,j is a Fredholm operator with index indj − indi +ci+ cj, where indi is the dimen-
sion of negative eigenspace of Hess(f) on Ci.
Proposition 8.4. For a generic metric g, si,j is transverse to 0, and the fiber products s−1i0,i1(0)×i1 . . .×ik−1
s−1ik−1,ik(0) are cut out transversely for all i0 < . . . < ik.
Proof. The proof follows from a standard Sard-Smale argument by considering the universal moduli space
of all metrics, and the results for the fiber products follows from applying the Sard-Smale argument to
si0,i1 ×i1 . . .×ik−1 sik−1,ik : Bi0,i1 ×i1 . . .×ik−1 Bik−1,ik → Ei0,i1 ×i1 . . .×ik−1 Eik−1,ik . 
We call such pair (f, g) a Morse-Bott-Smale pair. Let Mi,j denote s−1i,j (0)/R, then Mi,j := ∪i<i1<...<ik<j
Mi,i1 ×i1 . . . ×ik Mik,j can be made into a compact topological space. For the topology one puts on this
space, we refer readers to [2, 67] for details.
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8.2. Flow categories of Morse-Bott functions. The main theorem of this section is that we can put
smooth structures on Mi,j , such that the following holds.
Theorem 8.5. {Ci,Mi,j} is a flow category.
To prove this theorem, we need to equipMi,j a smooth structure with boundary and corner. One strategy
is using a gluing map [62], which can be generalized to Floer theory. However, we will adopt a simpler method
from [2, 15, 67], which only exists in finite dimensional Morse-Bott theory.
Lemma 8.6 ([56]). Let Ci be a critical manifold of the Morse-Bott function f , then there is a tubular
neighborhood of Ci in M diffeomorphic to the normal bundle N of Ci. Moreover, N can be decomposed into
stable and unstable bundles N s, Nu, and there are metrics gs, gu on N s, Nu, such that f(v)|N = f(Ci) −
|vs|2gs + |vu|2gu, where v ∈ N , and vs, vu are the stable and unstable components of v.
we fix a connection on N , then gs, gu can be understood as bilinear forms on TN . Let gCi be a metric on
Ci. If a metric g near Ci has the form pi∗gCi + gs + gu, where pi is the projection N → Ci, we say the metric
g is standard near Ci. In fact, we can require the Morse-Bott-Smale pair to have standard metric near all
critical manifolds. For a standard metric, the gradient vector in N is contained in the fibers of the tubular
neighborhood. Therefore the local picture of gradient flow line is just family of the Morse flow lines in each
fiber. When restricted to a fiber F with coordinate x1, . . . , xs, y1, . . . , yu, the pair (f, g) is standard and is
in the following form,
f |F = −x21 − . . .− x2s + y21 + . . .+ y2u + C,
g|F = dx1 ⊗ dx1 + . . .+ dxs ⊗ dx2 + dy1 ⊗ dy1 + . . .+ dyu ⊗ dyu.
Inside the fiber F , we define
Srs := {(x1, . . . , xs)|x21 + . . .+ x2s = r2},
Sru := {(y1, . . . , yu)|y21 + . . .+ y2u = r2},
Drs := {(x1, . . . , xs)|x21 + . . .+ x2s < r2},
Dru := {(y1, . . . , yu)|y21 + . . .+ y2u < r2}.
Let M be the moduli space of gradient flow lines and broken gradient flow lines of (f |F , g|F ) from Srs ×Dru
to Drs × Sru, let ev−, ev+ be the two evaluation maps of M, the following lemma is essentially contained in
[67].
Lemma 8.7. im(ev− × ev+)(M) ⊂ (Srs ×Dru)× (Drs × Sru) is a submanifold with boundary.
Proof. Since the gradient flow lines are (e−2tx, e2ty), thus the image of unbroken flow lines are (x, y, |y|r x,
r
|y|y),
it is a submanifold in (Srs × Dru) × (Drs × Sru). The image of broken flow lines are (x, 0, 0, y), it is also a
submanifold in (Srs ×Dru)× (Drs ×Sru). And the boundary chart is given by (t, x, 0, 0, y)→ (x, ty, tx, y), thus
the lemma is proven. 
Remark 8.8. Lemma 4.4 of [67] composes the ev− × ev+ with projection (x, y′, x′, y) → ( |x|
′+|y′|
2r , x, y) to
get a homeomorphism from M to [0, 1) × Srs × Sru. This homomorphism was used in [67] to construct the
smooth structures with boundary and corner on M. Since the projection restricted to im(ev− × ev+)(M) is
a diffeomorphism, we can also use the smooth structure on im(ev− × ev+)(M) to make M manifold with
boundary and corner.
Since Srs ×Dru and Drs × Sru are transverse to the gradient flow, then Lemma 8.7 also holds if we replace
Srs ×Dru and Drs × Sru by open sets in f |−1F (C − ) and f |−1F (C + ). Now we return to the Morse-Bott case
with standard metric near Ci. Let φt be the flow for ∇f , then the stable manifold Si of Ci is defined to be
Si = {x ∈M | lim
t→∞φ
t(x) ∈ Ci}.
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And the unstable manifold Ui is defined to be
Ui = {x ∈M | lim
t→−∞φ
t(x) ∈ Ci}.
Both Si and Ui are equipped with smooth evaluation maps to Ci. Then we have the family version of lemma
8.7 as follows.
Lemma 8.9. Given a standard metric near Ci, let Nr be the radius r tube of Ci. Suppose  is a small
positive real number, and v±i denotes f(Ci) ± . Let Mi,,r denote the moduli space of flow lines and
broken flow lines from f−1(v−i ) ∩ Nr to f−1(v+i ) ∩ Nr. Then there exist , r > 0, such that image of
ev−× ev+|Mi,,r is a submanifold with boundary in (f−1(v−i )∩Nr)× (f−1(v+i ))∩Nr), and the boundary is
(Si ∩ f−1(v−i ))×Ci (Ui ∩ f−1(v+i )).
Proposition 8.10. Mi,j ×j Mj,k ∪Mi,k can be given a structure of manifold with boundary.
Proof. Since we have
Mi,j ' Ui ∩ Sj ∩ f−1(v−j ),
Mj,k ' Uj ∩ Sk ∩ f−1(v+j ).
The Morse-Bott-Smale condition is equivalent to the intersections are transverse. On the other hand, let
Mi,k ∩Mj,,r be the set of flow lines in Mi,k which contains a flow line in Mj,,r, then it is an open set of
Mi,k, and we have embedding
ev− × ev+ : Mi,k ∩Mj,,r → (f−1(v−j ) ∩Nr)× (f−1(v+j ) ∩Nr).
The image is
im(ev− × ev+)(Mi,k ∩Mj,,r) = im(ev− × ev+)(∂0Mj,,r) ∩
(
(Ui ∩ f−1(v−j ))× (Sk ∩ f−1(v+j ))
)
.
The Morse-Bott-Smale condition implies that the intersection is transverse. Moreover ∂ im(ev−×ev+)(Mj,,r) =
(Sj∩f−1(v−j ))×Ci (Uj∩f−1(v+j )) is also transverse to (Ui∩f−1(v−j ))×(Sk∩f−1(v+j )), since fiber product
Mi,j×jMj,k is transverse. Thus im(ev−×ev+)(Mi,k∩Mj,,r) can be completed with boundary by the bound-
ary structure of im(ev−×ev+)(Mj,,r), that is we can add in (Ui∩Sj ∩f−1(v−j ))×Cj (Sk∩Uj ∩f−1(v+j )) '
Mi,j ×j Mj,k as the boundary of Mi,k ∩Mj,,r. The topology check is analogous to [67]. 
Therefore we have gluing map ρj : [0, 1)×Mi,j ×jMj,l →Mi,l, such that ρj(0) is identity on Mi,j ×jMj,l,
and ρj : (0, 1) ×Mi,j ×j Mj,l → Mi,l ⊂ Mi,l. Let ρk denote the gluing map [0, 1) ×Mj,k ×k Mk,l → Mj,k,
thus we have map
[0, 1)× [0, 1)×Mi,j ×j Mj,k ×kMk,l →Mi,l, (s, t)→ ρj(t) ◦ ρk(s),
which defines the corner structures ofMi,l. For corner structures with higher degeneracy index, we can use
the similar constructions. This proves Theorem 8.5.
Let oi is the determinant line bundle of the stable line bundle over Ci, then {Ci,Mi,j} defines a flow
category Cf,g with an orientation structure. Thus we have an associated Morse-Bott cohomology.
8.3. Morphisms and homotopies. To derive the flow morphisms between different Morse-Bott functions
and flow homotopies between them, we will use the argument from [2] to reduce the construction for flow
morphisms and flow homotopies back to the flow categories.
66 ZHENGYI ZHOU
8.3.1. Flow morphisms. Let (f1, g1) and (f2, g2) be two locally standard Morse-Bott-Smale pairs, let C1 =
{C1i ,M1i,j} and C2 = {C2i ,M2i,j} denote the associated flow categories. We can find a smooth function
F : R×M → R, such that:
F (t, x) =

f1(x) t < 13 ,
f2(x) t > 23 .
We consider a Morse function h on R, such that it only has two critical points, one local minima at 0, and
one local maxima at 1, and
∀x ∈M, t ∈ (0, 1), ∂F
∂t
+ dh
dt
> 0
Then F + h defines a Morse-Bott function on R ×M , with critical manifolds {C1i × {0}} and {C2i × {1}},
we can find a locally standard metric G such that
G(t, x) =

g1 + dt⊗ dt t < 13 ,
g2 + dt⊗ dt t > 23 .
We can assume (F,G) is a locally standard Morse-Bott-Smale pair. Then by Theorem 8.5, we can associate
(F + h,G) a flow category with an orientation structure. Let Fi,j denote the compactified moduli space of
flow lines from C1i ×{0} to C2j ×{1}, then Fi,j form a flow morphism F from C1 to C2. When F (t, x) = f(x),
and we can choose metric g + dt2, then Fi,i = Ci and Fi,j ' Mi,j × [0, j − i] ' Ii,j , for i < j, i.e. the
construction gives the identity flow morphism.
8.3.2. Flow homotopies. Assume we have continuations F,G,H from f1 to f2, f2 to f3 and f1 to f3 respec-
tively, then we can find K : Rs × Rt ×M → R, such that:
K(s, t, x) =

H(t, x) s < 13 ,
F (s, x) t < 13 ,
G(t, x) s > 23 ,
f3(x) t > 23 .
We can find h with one local minima at 0 and local maxima at 1, such that
∀(s, t, x) ∈ (0, 1)× R×M, ∂K
∂s
+ h′(s) > 0,
∀(s, t, x) ∈ R× (0, 1)×M, ∂K
∂t
+ h′(t) > 0.
Then K+h(s) +h(t) defines a Morse-Bott function, with critical manifolds {C1i ×{(0, 0)}}, {C2i ×{(1, 0)}},
{C3i ×{(0, 1)}} and {C3i ×{(1, 1)}}, and we can find a locally standard Morse-Bott-Smale metric extending
the locally standard metrics used in F,G,H and f3. Then the flow lines from C1i × {(0, 0)} to C3j × {(1, 1)}
give rise to a flow homotopy between G ◦ F and I ◦ H.
Proof of theorem 8.1. By Theorem 8.5, we have a flow category Cf,g with an orientation structure for any
locally standard Morse-Bott-Smale pair (f, g). Using flow morphisms and flow homotopies above, we can
see that cohomology of Cf,g does not depend on (f, g). Thus we can choose f ≡ C, and g be any metric,
then (f, g) is a locally standard Morse-Bott-Smale pair. The corresponding flow category has object space
and morphism space are both M , thus the cohomology of the flow category equals to the cohomology
H∗(M,R). 
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Since Morse-Smale pair is a special case of Morse-Bott-Smale pair, and our definition of the minimal Morse-
Bott cochain complex recovers the Morse cochain complex when the function is Morse. As a corollary, the
R coefficient Morse cohomology equals to the de Rham cohomology of M .
8.4. Noncompact case. Let M be a noncompact manifold of finite type as introduced in Definition 6.1
throughout this subsection, i.e. M is the set of interior points of a manifold with nonempty boundary. Let
∂r be a nonzero pointing out vector field on the collar neighborhood of the end of M . In the following, we
will only consider the following two types of Morse-Bott functions.
(1) A Morse-Bott function f , such that ∂rf > 0 on the collar.
(2) Constant functions.
In case of type (1), we have a flow category Cf by Theorem 8.5. In the case of type (2), the flow category
is a single space M , which is a proper flow category. Next we will show how to associate flow morphism
betweens flow categories from different Morse-Bott functions and flow homotopy between them. Once they
are setup like the compact case, we have the cohomology of the flow category is independent of the Morse-
Bott function. In particular, one can choose a constant, hence the cohomology is the regular cohomology.
8.4.1. Flow morphisms and homotopies. Given two admissible Morse-Bott functions f1, f2 on M , the homo-
topy between them is a smooth function F : R×M → R, such that
F (t, x) =

f1(x) t < 13 ,
f2(x) t > 23 ,
and when t ∈ (13 , 23) we have ∂rF (t, x) > 0 on the collar. Then h + F defines a Morse-Bott function on
R×M , and we claim the associated flow category defines a proper flow morphism from Cf1 to Cf2 . We may
assume the metric on R×M has the property that the gradient for the collar coordinate r ∈ (−1, 0) is ∂r on
the collar. Then ∂rF (t, x) ≥ 0 for all t implies that ∂rF (t, x) = ∂r(h+ F (t, x)) = 〈∇r,∇(h+ F (t, x)) 〉 ≥ 0.
Therefore any gradient flow line from a critical point of f1 to a critical point f2 has the property that if
it touches the collar then it stays in the collar after the touching point. In addition to the argument in
Subsection 8.3, we need to show the properness of the target maps in order to prove the claim. We divide
it into the following cases.
(1) Both f1, f2 are of type (1). Since any gradient flow line touches the collar neighborhood can not
return to the interior side. Hence construction in Subsection 8.3 gives compact moduli spaces and a
flow morphism from Cf1 to Cf2 .
(2) f1 is of type (2) and f2 is of type (1). Then the same argument in case (1) holds.
(3) f1 is of type (1) and f2 is of type (2). Let K ⊂M = Crit(f2) be compact subset. For point outside
the collar, we define r = −1. Let R := max{r(x)|x ∈ K}. Then R < 0 and all gradient flow line
from critical point of f1 to a point in K stays inside the domain [0, 1]× {r ≤ R}, hence the space of
such flow lines is compact.
(4) Both f1, f2 are type (2). Then the same argument in case (3) holds.
Remark 8.11. If we replace the condition on the collar by ∂rF (t, x) < 0, this would force f1, f2 to have the
property that ∂rf1, ∂rf2 < 0 if they are not constant. In this case, the the gradient flow lines in R×M will
shrink on the collar neighborhood instead of expanding, hence the source map is proper and the target map
is not. We can similarly define a cochain complex using the compactly supported cohomology in this case.
The cohomology of the cochain complex is the compactly supported cohomology, which is isomorphic to the
homology.
The asymmetry of the flow morphism forbids us from constructing a flow morphism from Cf to Cf . Assume
f > 0 without loss of generality, there exists a flow morphism from Cf to C2f constructed from F (t, x) =
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φ(t)f(x), where φ(t) is an increasing function with φ(t) = 1, t ≤ 0 and φ(t) = 2, t ≥ 1. The flow morphism
is diffeomorphic to the identity flow morphism when we use the metric g + dt2. The flow homotopy follows
from the same argument if we require the increasing property on the collar when constructing the homotopy
of homotopy. Therefore we have the invariance of the cohomology with respect to the Morse-Bott function,
i.e. we have the following.
Theorem 8.12. If M is a noncompact manifold of finite type and f is a Morse-Bott function of type (1) or
(2). Then the flow category Cf is a proper and has a local system, such that the cohomology is H∗(M ;R).
8.4.2. Gysin exact sequence. Let M be n-dimensional manifold of finite type. Assume f is a Morse-Bott
function on M and when M is noncompact, f is one of the two admissible types (1) and (2). Let g be metric,
such that (f, g) be a Morse-Bott-Smale pair. Therefore we have a (proper) flow category Cf = {Ci,Mi,j}.
Let pi : E → M be a oriented k-sphere bundle. Then pi∗f is a Morse-Bott function on E with critical
manifolds {pi−1(Ci)}. We pick a metric gF on the fibers of E, i.e. a metric only defined on the subbundle
of fiber directions T vE of TE. Fixing a connection of TE = T vE ⊕ T hE, then gF can be understood as
a semi-positive bilinear form on TE vanishing on T hE and gF + pi∗g is a metric on E. It can be verified
directly a gradient flow line γ˜ of (pi∗f, gF + pi∗g) is a parallel lift of a gradient flow line γ of (f, g). Hence
(pi∗f, gF + pi∗g) is again a Morse-Bott-Smale pair and the induced flow category Cpi∗f is given by
obj(Cpi∗f ) = {Ei := pi∗(Ci)}, mor(Cpi∗f ) = {MEi,j = s∗i,jEi}.
The source map is the natural map and the target map is given by parallel transportation along flow lines in
Mi,j . As a consequence, we have an oriented k-sphere bundle Cpi∗f → Cf . Using the flow morphism and flow
homotopy defined in the previous discussions, we know that the sphere bundles also lift to flow morphisms
and flow homotopies by the same parallel transportation construction. Therefore the induced Gysin exact
sequence is independent of the function f . In particular, one may choose f to be constant, hence the Gysin
exact sequence will become the usual Gysin exact sequence by Proposition 6.22. Therefore we have the
following isomorphism of long exact sequences.
Theorem 8.13. Let M be n-dimensional manifold of finite type and pi : E →M a k-sphere bundle. Suppose
f is an admissible Morse-Bott function on M , then we have the following isomorphic long exact sequences.
. . . // H i(Cf ) //

H i(Cpi∗f ) //

H i−k(Cf ) //

H i+1(Cf ) //

. . .
. . . // H i(M)
(−1)kipi∗ // H i(E) pi∗ // H i−kM
∧(−1)k(i−k)+n+1e// H i+1(M) // . . .
9. Transversality by Polyfold Theory
With the theory on flow categories developed in the previous sections. The remaining problem is to get
flow categories in applications, i.e. we need to solve the transversality problems. For this purpose, we will
adopt the polyfold theory developed by Hofer-Wysocki-Zehnder [36, 37, 38, 39, 40]. This section outlines
some ideas on combining our construction with polyfold theory, details will appear in future work [71].
9.1. Polyflow categories. The main result of Section 3 is that for any oriented flow category, we can
associate a well-defined cochain complex up to homotopy. If we want to write down a representative cochain
complex of the homotopy class, we need to fix a defining data Θ. In applications, take Hamiltonian Floer
cohomology as an example, the flow category is the zero sets of some Fredholm sections over a family of
polyfolds [66]. A natural idea is that we replace every manifoldMi,j in the flow category by strong polyfold
bundle Wi,j → Zi,j with a Fredholm section κi,j , such that all Wi,j → Zi,j , κi,j are organized just like a flow
category. When all κi,j are transverse to 0, then κ−1i,j (0) defines a flow category. In this case, we expect to
assign a well-defined cochain complex to such system of polyfolds up to homotopy. When we write down an
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explicit representative cochain complex for the homotopy class, we need to fix a family of perturbations that
are compatible with category structure and a defining data, which does not depend on the perturbation.
We first give a preliminary definition of such system.
Definition 9.1. A polyflow category is a small category Z with following properties.
(1) The object space ObjZ = C := unionsqi∈ZCi is the disjoint union of manifolds Ci, such that each connected
component of Ci is a manifold with finite type (Definition 6.1).
(2) The morphism space MorZ = Z is a polyfold. The source and target maps s, t : Z → C are sc-smooth.
Let Zi,j denote (s× t)−1(Ci × Cj).
(3) Zi,i ' Ci (i.e. the identity morphisms), Zi,j = ∅ for j < i, and Zi,j is a polyfold for j > i.
(4) The fiber product Zi0,i1 ×i1 Zi1,i2 ×i2 . . .×ik−1 Zik−1,ik is cut transversely, for all increasing sequence
of i0 < i1 < . . . < ik.
(5) The composition m : Zi,j ×j Zj,k → Zi,k is an sc-smooth injective map into the boundary of Zi,k.
Moreover, ∂Zj,k = ∪i<j<km(Zi,j ×j Zj,k) and d(x) + d(y) + 1 = d(m(x, y)) for (x, y) ∈ Zi,j ×j
Zj,k, where d is the degeneracy index [40, Definition 2.13]. When restricted to any stratum of fixed
degeneracy index, m is a local sc-diffeomorphism to a stratum with a fixed degeneracy index.
(6) There are strong polyfold bundles Wi,j → Zi,j and Fredholm sections κi,j, such that both bundles
and sections are compatible with m, i.e. m∗Wi,k|Zi,j×jZj,k = Wi,j × Wj,k and κi,k|m(Zi,j×jZj,k) =
m(si,j , sj,k).
(7) For every compact set K ∩ Cj, κ−1i,j (0) ∩ t−1i,j (K) is compact.
Remark 9.2. A few remarks on Definition 9.1 are in order.
(1) Condition (4) can be replaced by a more convenient condition that (s× t)|Zi,j are submersions. Then
condition (4) follows from [21].
(2) The index ind si,j plays the role of mi,j. Orientation structures defined in Section 5 can be energized
to polyflow categories, such that orientation structures are enough to give coherent orientations or
local systems on flow categories from perturbations in Claim 9.3.
(3) Condition (5) is stronger than Condition (4) of Definition 2.8. When we define operators from a flow
category, we use integration and Stokes’ theorem. Hence an almost identification on the boundary
is enough. However, in the polyflow category, we need to perturb Zi,j inductively in a coherent way,
which requires a finer identification of all the boundary and corner structures.
When all sections κi,j are transverse to 0, the zero sets form a proper flow category. Hence our goal is to
find a family of sc+ perturbations τi,j , such that si,j + τi,j is transverse in general position and consistent
with the composition m. The consistency with m is the coherence of the perturbation in [20] and it depends
on the combinatorics of the problem in general. In the case of polyflow category, the combinatorics are
relatively simple and we expect to have a perturbation scheme.
Claim 9.3. There exists coherent perturbations τi,j, such that κi,j + τi,j is transverse to 0 and in general
position [40, Definition 5.9].
Remark 9.4. The claim does not hold when there are inner symmetries that we want to preserve. To be
more precise, we have a strong polyfold bundle W → Z with two submersive evaluation maps s, t : Z → C.
Let κ : Z →W be a Fredholm section. When dimC > 0, given any transverse perturbation τ : Z →W , it is
not necessarily true that (τ, τ) is a transverse perturbation to (κ, κ) on the fiber product Zt×sZ. In fact, it is
possible that there is no transverse perturbation to (κ, κ) on Zt ×s Z in the form of (τ, τ) for a perturbation
p : Z → W . Such phenomenal can appear in a polyflow category, e.g. we may have Ci = Cj = Ck,
Wi,j = Wj,k and κi,j = κj,k. If we require τi,j = τj,k, then we run into this problem. In applications, e.g,
Hamiltonian Floer cohomology, we see such phenomenon when Novikov coefficient has to been used. The
requirement of symmetry in perturbations guarantees the cochain complex is a module over the Novikov field.
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In the Morse case, such phenomenon also causes problems (a.k.a. self-gluing) in the homotopy argument.
The homotopy argument can be viewed as a Morse-Bott problem with critical manifolds copies of R. In these
two explicit examples, special methods can be adopted to overcome the challenge. In the most general case,
under certain assumptions15 of the polyflow category, we can actually perturb the source and target maps
consistently to destroy all the inner symmetries. We will discuss this in detail in [71].
Although the polyfold perturbation theory only provides weighted branched suborbifolds as the transverse
zero set, it causes no problem. Since the convergence results, i.e. Lemma 3.10 and Lemma 3.17, are local.
The only thing we need about Mi,j is Stokes’ theorem, which was proven in [38]. Thus all the proofs in
Section 3 apply to the weighted branched suborbifold case. Similar to Definition 9.1, we can define polyflow
morphisms and polyflow homotopies by replacing the manifolds by polyfolds with Fredholm sections16. Once
the perturbation scheme is given for those structures, we can generate flow morphisms and flow homotopies.
Remark 9.5. To generalize the identity flow category (Definition 3.27) to polyfold case, the naive construc-
tion of multiplying a interval does not work, because product with interval does not have the right boundary
and corner structures to apply an inductive perturbation scheme. However, there is a more natural construc-
tion of the identity (poly)flow category, which has the right boundary and corner structures. The construction
is closely related to the geometric realization of the category [71].
The enrichment to polyflow categories causes more choices, i.e. the choice of perturbation. We would like
to have the cohomology independent of the perturbation. Such invariance can be proven using the identity
polyflow category or a homotopy argument.
Claim 9.6. Let Z be a polyflow category with orientation structure. If there is no inner symmetry17, then
we can associate it with a Morse-Bott cochain complex (BCZ , dBC), such that the homotopy type of the
cochain complex is independent of defining data and sc+ perturbations.
9.2. Equivariant theory. In Section 7, we discuss the equivariant theory when the flow category is equipped
with group action. However, requiring G symmetry on the flow category is equivalent to requiring G-
equivariant transversality on the background polyflow category. Since G-equivariant transversality is often
obstructed. The construction in Section 7 can not be applied directly. However, the construction in Section 7
can be generalized to polyflow category. Hence we can apply the Borel construction on the level of polyfolds.
Definition 9.7. Let Z be a polyflow category. Compact Lie group G acts on Z iff G acts on Ci and
Wi,j → Zi,j in sense of [72, Definition 3.66], such that all Fredholm sections κi,j and the structure maps
s, t,m are G-equivariant.
Assume G acts a polyflow category Z. If we fix an approximation En of EG, then we can form a sequence
of polyflow categories Z ×G En by the quotient construction in [72]. Using the identity polyflow morphism
and the construction in Section 7, we have a sequence of polyflow morphisms connecting Z ×G En. Then
we have a directed system in the “category” of polyflow categories. We can get an inverse system of cochain
complexes by applying Claim 9.6, then the equivariant cochain complex will be the homotopy limit of such
inverse system. Details of the construction will appear in [71].
Appendix A. Convergence
This section proves the convergence results used in Section 3. We will see that transversality of fiber
products is not only natural from polyfold point of view as explained in Section 9 but also essential in
proving the convergence results, especially Lemma 3.17.
15Basically, we require a collar neighborhood near the boundary and corner of polyfolds, such assumptions are satisfied in
all known examples.
16But with a strict identification of boundary and corner structures like (5) of Definition 9.1.
17Or collar neighborhood assumptions on the polyfolds hold, if there are inner symmetries.
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A.1. Thom class. We review the construction of Thom class in [8, §6]. Let pi : E → M be an oriented
vector bundle with a metric over an oriented manifold. The fiber F , the base manifold M and the total
space E are oriented in the manner of [M ][F ] = [E]. S(E) denotes the sphere bundle of E, then we can a
form ψ (angular form) on S(E), such that the integration over each fiber is 1, and dψ = −pi∗e, where e is the
Euler class of the sphere bundle. Then we pick smooth functions ρn : R+ → R, such that ρn is increasing,
supported in [0, 1n ] and is −1 near 0.
r
ρn(r)
−1
1
n 1
Figure 2. Graph of ρn
Then d(ρnψ) defines a form on R+ × S(E), and it is pi∗e on an open neighborhood of {0} × S(E), thus
d(ρnψ) is a lift of some form on E, i.e. d(ρnψ) = p∗δn for δn ∈ Ω∗(E), where p is the natural map
R+ × S(E)→ E. Such δn is a Thom class of pi : E →M . The next lemma asserts δn actually represent the
zero section not only in homological sense, but also in a stronger sense of current. Let δM denote the Dirac
current of the zero section, i.e. δM (α) =
∫
M i
∗α, for α ∈ Ω∗(E), where i : M → E is the zero section.
Lemma A.1 (Lemma 3.1). δn → δM in the sense of current, i.e. ∀α ∈ Ω∗(E),
lim
n→∞
∫
E
α ∧ δn → δM (α).
Proof. Let F ' Rn be a fiber of the bundle, since δn is compactly supported, then the integration over a
fiber is∫
F
δn =
∫
F−{0}
δn =
∫
(0,∞)×Sn−1
p∗δn =
∫
[0,∞)×Sn−1
p∗δn =
∫
[0,∞)×Sn−1
d(ρnψ) = −
∫
{0}×Sn−1
ψ = 1.
Let α ∈ Ω∗(E), since ∫F δn = 1 for any fiber F , then∫
E
pi∗i∗α ∧ δn =
∫
M
∫
F
pi∗i∗α ∧ δn =
∫
M
i∗α.
Therefore, it is enough to show
lim
n→∞
∫
E
(α− pi∗i∗α) ∧ δn = 0.
We will prove this by partition of unity. Let {Ui} be an open cover of M and {pi} a partition of unity
subordinated to the open cover. We fix trivializations over each Ui. Then over pi−1(Ui) we have
pi∗pi(α− pi∗i∗α) =
∑
f I,JdxI ∧ dyJ ,
where x are the coordinates in Ui and y are the coordinates in the fiber direction. I, J are sets of indexes.
Since α and pi∗i∗α are the same when restricted to the zero section, therefore limr→0 f I,∅ = 0, where r is the
radius coordinate in the fiber direction. Hence we have
lim
n→∞
∫
pi−1(U)
f I,∅dxI ∧ δn = lim
n→∞
∫
R+×Sn−1×U
f I,∅dxI ∧ dρn ∧ ψ − f I,∅dxI ∧ ρnpi∗e
72 ZHENGYI ZHOU
= lim
n→∞
∫ 1
n
0
∫
S(E)|U
±f I,∅dρn ∧ ψ ∧ dxI ± ρnf I,∅pi∗e ∧ dxI .
Since |ρn| is supported in [0, 1n ] and bounded by 1,
∫ 1
n
0 |dρn| = 1, limr→0 f I,∅ = 0, and ψ is bounded on S(E),
we have
lim
n→∞
∫
pi−1(U)
f I,∅dxI ∧ δn = 0.
When the cardinality |J | of J is greater than 0, we have dyI = Cr|J |dθJ + Dr|J |−1dr ∧ dθJ−1, where
dθJ , dθJ−1 is a form on the sphere and C,D are bounded functions. Because dρn is purely in dr direction,
then we have
lim
n→∞
∫
pi−1(U)
f I,JdxI ∧ dyJ ∧ δn = lim
n→∞
∫ 1
n
0
∫
S(E)|U
f I,JCr|J |dxI ∧ dθJ ∧ dρn ∧ ψ
− lim
n→∞
∫ 1
n
0
∫
S(E)|U
f I,JCr|J |ψ ∧ dxI ∧ dθJ ∧ ρnpi∗e(A.1)
− lim
n→∞
∫ 1
n
0
∫
S(E)|U
f I,JDr|J |−1 ∧ ψ ∧ dxI ∧ dr ∧ dθJ−1 ∧ ρnpi∗e.(A.2)
Because f I,J , C are bounded, dθJ is bounded on S(E),
∫ 1
n
0 |dρn| = 1 and limr→0 r|J | = 0, thus the first term
limits to zero. Since everything in (A.1) and (A.2) are uniformly bounded and ρn is supported in [0, 1n ], thus
(A.1) and (A.2) also limit to zero. Hence we have
lim
n→∞
∫
pi−1(Ui)
pi∗pi(αi − pi∗i∗α) ∧ δn = 0.
Therefore we have
lim
n→∞
∫
E
(αi − pi∗i∗α) ∧ δn = lim
n→∞
∑
i
∫
pi−1(Ui)
pi∗pi ∧ (αi − pi∗i∗α) ∧ δn = 0.

Next we will show that Lemma A.1 is preserved under pullback, when transversality conditions are met.
Lemma A.2. Let M be a compact manifold with boundary and corner and E → B a vector bundle over a
closed manifold B. If f : M → E is transverse to B and we orient f−1(B) by [f−1(B)]f∗[E] = [TM |f−1(B)],
then for α ∈ Ω∗(C), we have
lim
n→∞
∫
M
α ∧ f∗δn =
∫
f−1(B)
α|f−1(B).
Proof. We fix a tubular neighborhood pi : N → f−1(B). For n big enough, f∗δn is the Thom class of f−1(B),
i.e. f∗δn has integration 1 along each fiber. This is because the fiber F of f−1(B) is diffeomorphic to a
submanifold homotopic to a fiber in E → B though the map f . Since δn is closed and has a small enough
support, Stokes’ theorem implies
∫
F f
∗δn =
∫
f(F ) δ
n =
∫
fiber of E δ
n = 1. Then by the same argument in the
proof of Lemma A.1, we only need to prove
lim
n→∞
∫
N
(α− pi∗i∗α) ∧ f∗δn = 0.
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Figure 3. Pullback of Thom class
Picking a point x ∈ f−1(B), then by implicit function theorem, we can find a local chart of x in M ,
φ : Rk+ × Rn →M, φ(0) = x
and local trivialization of E → B over f(x),
ψ : Ri × Rj → E, ψ(0, 0) = (f(x), 0),
such that
ψ−1 ◦ f ◦ φ(x1, . . . , xk, y1, . . . , yn−j , zn−j+1, . . . , zn) = (f1, . . . , fi, zn−j+1, . . . , zn),
where f1, . . . , fi are functions of x∗, y∗, z∗. We replace the z coordinates by spherical coordinates. With such
coordinates, the pullback of d(ρnψ) through f is d(ρnψ˜), where ψ˜ is defined on Rk+×Rn−j ×Sj−1×R+ and
uniformly bounded. Then the proof of Lemma A.1 can be applied to prove the claim. 
A.2. Proof of Lemma 3.10 and Lemma 3.17. Following the discussion in Section 3.1, we pick repre-
sentatives {θi,a} of a basis of H∗(Ci) in Ω∗(Ci) to get a quasi-isomorphic embedding,
H∗(Ci)→ Ω∗(Ci)
and the dual basis is denoted by {θ∗i,a}, such that {θ∗i,a} are in the image of the chosen embedding H∗(Ci)→
Ω∗(Ci) and (−1)dimCi|θbi |
∫
Ci
θ∗i,a ∧ θi,b = δab. Then by Proposition 3.2, Thom class δni = d(ρnψi) of ∆i ⊂
Ci×Ci and∑a pi∗1θi,a∧pi∗2θ∗i,a both represent the Poincare´ dual of the diagonal ∆i, thus they are cohomologous
in Ω∗(Ci × Ci). Therefore we can find fni , such that dfni = δni −
∑
a pi
∗
1θi,a ∧ pi∗2θ∗i,a and
(A.3) fni − fmi = (ρn − ρm)ψi.
Thus the support of fni − fmi converges to a measure zero set. To show the convergence results, i.e. Lemma
3.10 and 3.17, we need to show fni is uniformly bounded. The uniform boundedness is not necessarily true
in Ci × Ci, but it holds after we use polar coordinates near the diagonal ∆i. To apply polar coordinate in
an intrinsic way, we recall blow-ups of real submanifolds from [53, Chapter 5].
Definition A.3 ([53, Chapter 5]). Let p : E →M be vector bundle over a manifold, then the blow-up of E
along M is the following manifold BlME,
BlME = {(v, e) ∈ E × S(E)|p(v) = p(e), ∃a ≥ 0, such that ae = v},
where S(E) is the sphere bundle (E\{0M})/R+, and 0M is the zero section of E →M .
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Then one can define a blow-up of a submanifold N ⊂ M in the sense of Definition 2.2 by blowing up
N in the tubular neighborhood, which is identified with the normal bundle. Moreover, the blow-up of the
submanifold N can be described intrinsically as follows,
BlNM := (M\N) ∪ S(TM/TN |N ),
where S(TM/TN |N ) is the sphere bundle of the quotient bundle TM/TN |N over N . The smooth structure
on BlNM can be given using an auxiliary tubular neighborhood and it is independent of the tubular neigh-
borhood [53, Chapter 5]. The natural map BlNM → M is smooth and is a diffeomorphism up to measure
zero sets. Thom class δni = d(ρnψi) can be pulled back to Bl∆iCi ×Ci, and the primitive ρnψi is uniformly
bounded on Bl∆iCi × Ci.
Figure 4. Blow up one submanifold
Using this intrinsic description, when a smooth map f : M ×N → C ×C is transverse to the diagonal ∆,
there is a natural map Bl∆f : BlM×CNM ×N → Bl∆CC × C induced by f : M ×N → C × C. Moreover,
we have the following commutative diagram of smooth maps,
BlM×CNM ×N

Bl∆f // Bl∆CC × C

M ×N f // C × C.
If we have two submanifolds N1, N2 of M , such that N1 is transverse to N2 in the sense of Definition
2.3, then we can blow up N1, N2. It was shown in [53, Chapter 5] that the order of blowing up does not
influence the diffeomorphism type. The resulted blow-up is denoted by BlN1,N2M . Similarly, if we have a
sequence of submanifolds N1, N2, . . . , Nk, such that (∩α∈ANα) is transverse to Nβ for β /∈ A, then we can
blow up all N1, . . . , Nk. The diffeomorphism type does not depend on the order and let BlN1,...,NkM denote
the blow-up.
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Figure 5. Blow up two submanifolds
In the setting of flow category (Definition 2.8), any fiber product Mi0,i1 ×i1Mi1,i2 ×i2 . . .×inMin,in+1 is
cut out transversely inMi0,i1 ×Mi1,ι2 × . . .×Min,in+1 . Therefore Nj :=Mi0,i1 ×Mi1,i2 × . . .×Mij−1,ij ×ij
Mij ,ij+1×. . .×Min,in+1 are submanifolds in the productMi0,i1×Mi1,i2×. . .×Min,in+1 , such that (∩α∈ANα)
is transverse to Nβ for β /∈ A. Then we have blow-up Bln := BlN1,...,NnMi0,i1 ×Mi1,i2 × . . .×Min,in+1 and
we have similar commutative diagrams of smooth maps,
(A.4) Bln

Bl∆i (t×s) // Bl∆iCi × Ci

Mi0,i1 ×Mi1,i2 × . . .×Min,in+1
t×s // Ci × Ci.
Now, we start to prove Lemma 3.10 and 3.17. The definition of Ms,ki1,...,ir [α, fn1s+i1 , . . . , fnrs+ir , γ] is (3.9).
Lemma A.4 ([Lemma 3.10). ] For every α ∈ Ω∗(Cs), γ ∈ Ω∗(Cs+k) and any defining data Θ, we have
lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , f
n
s+ir , γ] exists.
Proof. Since Ms,ki1,...,ir [α, fn1s+i1 , . . . , fnrs+ir , γ] is an integration over M
s,k
i1,...,ir , and
⋃
jMs,ki1,...,ij ,...,ir is a measure
zero set in Ms,ki1,...,ir , thus we can restrict to M
s,k
i1,...,ir −
⋃
jMs,ki1,...,ij ,...,ir to get the same integral.
We have a blow-up BlrMs,ki1,...,ir , by blowing up all M
s,k
i1,...,ij ,...,ir
, 1 ≤ j ≤ r. The primitives fni can
be lifted to Bl∆iCi × Ci and t × s can be lifted to the blow-ups to Bl∆i(t × s). Thus we can define
BlrMs,ki1,...,ir [α, fn1s+i1 , . . . , fnrs+ir , γ] to be the integration of wedge product of pullbacks of α, fn1s+i1 , . . . , fnrs+ir , γ
to BlrMs,ki1,...,ir . Because BlrM
s,k
i1,...,ir andM
s,k
i1,...,ir −
⋃
jMs,ki1,...,ij ,...,ir are also differed by a measure zero set,
by commutative diagram (A.4), we have
BlrMs,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ] =M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , f
n
s+ir , γ].
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Since
(A.5)
BlrMs,ki1,...,ir [α, fns+i1 , . . . , fns+ir , γ]−BlrM
s,k
i1,...,ir [α, f
m
s+i1 , . . . , f
m
s+ir , γ]
=
r∑
p=1
BlrMs,ki1,...,ir [α, fms+i1 , . . . , fms+ip−1 , fns+ip − fms+ip , fns+ip+1 , . . . fns+ir , γ].
fns+ij are uniformly bounded over Bl∆s+ijCs+ij × Cs+ij for every n ∈ N and the support of fns+ij − fms+ij
converges to a measure zero set in Bl∆s+ijCs+ij × Cs+ij when n,m→∞. By commutative diagram (A.4),
the pullbacks of fns+ij to BlrMs,ki1,...,ir have the same properties. Thus (A.5) implies the convergence. 
Lemma A.5 (Lemma 3.17). For an oriented flow category C and any defining data, we have
lim
n→∞M
s,k
i1,...,ir [α, f
n
s+i1 , . . . , δ
n
s+ip , . . . , f
n
s+ir , γ] = (−1)∗ limn→∞M
s,k
i1,...,ip−1,ip,ip+1,...,ir
[α, fns+i1 , . . . , f
n
s+ir , γ],
where ∗ = (a+ms,s+ip)cs+ip.
Proof. limn→∞Ms,ki1,...,ip−1,ip,ip+1,...,ir [α, f
n
s+i1 , . . . , f
n
s+ir , γ] exists by the same argument used in the proof of
Lemma A.4. To prove the limit on the left-hand-side exists, we can blow up everything except forMs,k
i1,...ip,...,ir
to get Blr−1. Assume the pull back of δns+ip is supported in tubular neighborhood U of Ms,ki1,...ip,...,ir in
Ms,ki1,...,ir , then U can be lifted to the blow-up Blr−1 to get Blr−1U (c.f. figure 7). For simplicity, we suppress
wedge and pullback notation, then we have
lim
n→∞
∫
Ms,ki1,...,ir
αfns+i1 . . . δ
n
s+ip . . . f
n
s+irγ = limn→∞
∫
Blr−1U
αfns+i1 . . . δ
n
s+ip . . . f
n
s+irγ.
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Figure 6. r = 2, p = 1 case
Let Blr−1Ms,ki1,...ip,...,ir denote the lift ofM
s,k
i1,...ip,...,ir
in Blr−1, then Blr−1U is still a tubular neighborhood
of Blr−1Ms,ki1,...ip,...,ir . Let p : Blr−1U → Blr−1M
s,k
i1,...ip,...,ir
denote the projection of the tubular neighborhood.
Then we can divide Blr−1Ms,ki1,...ip,...,ir into two part V1, V2, such that V1 is a small open set containing the
blow-up domain, and V2 is the complement. Then p−1(V1) and p−1(V2) are partitions of Blr−1U (c.f. figure
7). Using the same local coordinate in Lemma A.1, if we integrate the radical coordinate first, because
fns+i1 , . . . , f
n
s+ip−1 , f
n
s+ip+1 , . . . , f
n
s+ir are uniformly bounded over Blr−1 , we have
(A.6) |
∫
p−1(V1)
αfns+i1 . . . δ
n
s+ip . . . f
n
s+irγ| ≤ K vol(V1),
where K is a constant. Over p−1(V2), the pullback of fns+i1 , . . . , f
n
s+ip−1 , f
n
s+ip+1 , . . . , f
n
s+ir do not change for
n large enough, because p−1(V2) stays away from the blown-up area. Thus the only thing varies over p−1(V2)
is δns+ip . The by Lemma A.1 and orientation relations in Definition 2.13, we can conclude that
(A.7)
lim
n→∞
∫
p−1(V2)
αfns+i1 . . . δ
n
s+ip . . . f
n
s+irγ = limn→∞(−1)
(a+ms,s+ip )cs+ip
∫
V2
αfns+i1 . . . f
n
s+ip−1f
n
s+ip+1 . . . f
n
s+irγ.
By (A.6) and (A.7), because V1 can be arbitrarily small, we have limn→∞Ms,ki1,...,ir [α, fns+i1 , . . . , δns+ip , . . . , fns+ir , γ]
exists. Since fns+i1 , . . . , f
n
s+ip−1 , f
n
s+ip+1 , . . . , f
n
s+ir are uniformly bounded over Blr−1Ms,ki1,...,ip,...,ir , we have
(A.8) |
∫
V1
αfns+i1 . . . f
n
s+iip−1
fns+ip+1 . . . f
n
s+irγ| < K ′ vol(V1).
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Since Blr−1Ms,ki1,...,ip,...,ir and M
s,k
i1,...,ip,...,ir
are differed by a measure zero set, we have∫
Ms,k
i1,...,ip,...,ir
αfns+i1 . . . f
n
s+ip−1f
n
s+ip+1 . . . f
n
s+irγ =
∫
Blr−1Ms,k
i1,...,ip,...,ir
αfns+i1 . . . f
n
s+ip−1f
n
s+ip+1 . . . f
n
s+irγ
=
∫
V1∪V2
αfns+i1 . . . f
n
s+ip−1f
n
s+ip+1 . . . f
n
s+irγ.(A.9)
Therefore by (A.6), (A.7), (A.8) and (A.9), we have∣∣∣∣∣∣ limn→∞
∫
Ms,ki1,...,ir
αfns+i1 . . . δ
n
s+ip . . . f
n
s+irγ − (−1)(a+ms,s+ip )cs+ip
∫
Ms,k
i1,...,ip,...,ir
αfns+i1 . . . f
n
s+irγ
∣∣∣∣∣∣
≤ (K +K ′) vol(V1).
Since V1 can be arbitrarily small, thus we have
lim
n→∞
∫
Ms,ki1,...,ir
αfns+i1 . . . δ
n
s+ip . . . f
n
s+irγ = limn→∞(−1)
(a+ms,s+ip )cs+ip
∫
Ms,k
i1,...,ip,...,ir
αfns+i1 . . . f
n
s+irγ.

Appendix B. Proofs in Subsection 3.3, Subsection 3.4 and Subsection 3.5
Definition B.1. We introduce several new notation below.
• C = {Ci,MCi,j}, D = {Di,MDi,j} and E = {Ei,MEi,j} are oriented flow categories.
• H = {Hi,j} and F = {Fi,j} are oriented flow morphisms from C to D and from D to E respectively.
• We write ci := dimCi, di := dimDi, ei := dimEi,mCi,j := dimMCi,j ,mDi,j := dimMDi,j and mEi,j :=
dimMEi,j.
• we write hi,j := dimHi,j , fi,j := dimFi,j, then by Definition 3.3, they satisfy the following relations,
hi,j +mDj,k − dj + 1 = hi,k, mCi,j + hj,k − ci + 1 = hi,k,
fi,j +mEj,k − ej + 1 = fi,k, mDi,j + fj,k − di + 1 = fi,k.
• For k ∈ Z, 0 < i1 < . . . < ip and j1 < . . . < jq < k.
Hs,ki1,...,ip|j1...,jq :=MCs,s+i1 × . . .×MCs+ip−1,s+ip ×Hs+ip,s+j1 ×MDs+j1,s+j2 × . . .×MDs+jq ,s+k
• Hs,k
i1,...,it,...,ip|j1...,jq and H
s,k
i1,...,ip|j1...,jt,...,jq are the fiber product versions at s + it and s + jt defined
similarly to (3.14).
• For k ∈ Z, 0 < i1 < . . . < ip, j1 < . . . < jq and k1 < . . . < kr < k, we define F ×Hs,ki1,...,ip|j1...,jq |k1,...,kr
to be
MCs,s+i1 × . . .Hs+ip,s+j1 ×MDs+j1,s+j2 × . . .Fs+jq ,s+k1 × . . .MEs+kr,s+k.
Note that we must have q ≥ 1 to define it.
• Similarly, we define F ◦ Hs,ki1,...,ip|j|k1,...,kq to be
MCs,s+i1 × . . .×MCs+ip−1,s+ip ×
(Hs+ip,s+j ×s+j Fs+j,s+k1)×MEs+k1,s+k2 × . . .MEs+kq ,s+k.
• H∗,∗... [α, fC , . . . , fD . . . , γ], H∗,∗... [d(α, fC , . . . , fD, . . . , γ)], H∗,∗...,·,...[α, fC , . . . , fD, . . . , γ] and Tr∗H∗,∗... [α, fC ,
. . . , θθC/D
∗
, . . . , fD, . . . , γ] are defined similarly to (3.9), (3.15), (3.16) and (3.17).
• F×Hs,ki1,...,ip|j1...,jq |k1,...,kr [α, fCs+i1 , . . . , fCs+ip , fDs+j1 , . . . , fDs+jq , fEs+k1 , . . . , fEs+kr , γ] and F◦H
s,k
i1,...,ip|j|k1,...,kq [α,
fCs+i1 , . . . , f
C
s+ip , f
E
s+k1 , . . . , f
E
s+kr , γ] are defined similarly to (3.9).
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• For α ∈ h(C, s), we define †(H, α, k) := (|α| + hs,s+k)(ds+k + 1) and ‡(H, α, k) := (|α| + hs,s+k +
1)(ds+k + 1).
Lemma 3.10 and Lemma 3.17 also hold for integrations on flow morphisms by the same argument. As we
have seen in the proof of Proposition 3.18, we can suppress the index n and the limit notation and use the
formal relation like (3.49).
Proof of Theorem 3.25. The proof is analogous to the proof of Proposition 3.18. Following the in the Proof
of proposition 3.18, there are decompositions
dCk = DCk + ECk , dDk = DDk + EDk .
We define the leading term ΦHk to be〈
ΦHk [α], [γ]
〉
s+k
= (−1)|α|cs+hs,s+kHs,k| [α, γ].
Then we have the error term Hk := φHk −ΦHk . To prove Theorem 3.25, it suffices to prove that for all k ∈ Z,
α ∈ h(C, s) and γ ∈ h(D, s+ k), we have〈∑
i
(
φHk−i ◦ dCi − dDk−i ◦ φHi
)
[α], [γ]
〉
s+k
= 0.
For this purpose, we will first compute the leading term
〈∑
i
(
ΦHk−i ◦DCi −DDk−iΦHi
)
[α], [γ]
〉
s+k
,〈∑
i
(
ΦHk−i ◦DCi −DDk−i ◦ ΦHi
)
[α], [γ]
〉
s+k
=
∑
j>0
(−1)∗1 Trs+j Hs,kj| [α, θθCs+j
∗
, γ]
+
∑
j<k
(−1)∗2 Trs+j Hs,k|j [α, θθDs+j
∗
, γ]
=
∑
j>0
(−1)1+|α|+∗1Hs,kj| [d(α, fs+j , γ)](B.1)
+
∑
j<k
(−1)1+|α|+∗2Hs,k|j [d(α, gs+j , γ)](B.2)
+(−1)1+|α|(cs+1)+hs,s+k
∫
∂Hs,s+k
s∗α ∧ t∗γ.(B.3)
Here
∗1 = 1 + |α|cs + hs,s+k + †(C, α, j),
∗2 = 1 + |α|cs + hs,s+k + †(H, α, j) + ds+j + 1 +mDs+j,s+k.
(B.3) is 0 by Stokes’ theorem. We claim after applying Stokes’ theorem to (B.1) and (B.2), then the replacing
trick in Remark 3.19 r − 1 more times, we have〈∑
i
(
ΦHk−i ◦DCi +DDk−i ◦ ΦHi
)
[α], [γ]
〉
s+k
=
∑
0≤p≤r
0<i1<...<ip
j1<...<jr−p<k
(−1)∗3Hs,ki1,...,ip|j1,...,jr−p [d(α, fs+i1 , . . . , fs+ip , gs+j1 , . . . , gs+jr−p , γ)](B.4)
+
∑
0≤p≤q≤r,1≤t≤p
0<i1...<ip
j1<...<jq−p<k
(−1)∗4 Trs+it Hs,ki1,...,ip|j1,...,jq−p [α, fs+i1 , . . . , θCθCs+it
∗
, . . . , gs+iq−p , γ](B.5)
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+
∑
0≤p≤q≤r,1≤t≤q−p
0<i1...<ip
j1<...<jq−p<k
(−1)∗5 Trs+jt Hs,ki1,...,ip|j1,...,jq−p [α, fs+i1 , . . . , θDθDs+jt
∗
, . . . , gs+iq−p , γ].(B.6)
Here
∗3 = |α|(cs + 1) + hs,s+k +
p∑
w=1
†(C, α, iw) +
r−p∑
w=1
†(H, α, jw) + (ds+j1 + 1 +mDs+j1,s+k),
∗4 = |α|cs + hs,s+k +
t−1∑
w=1
‡(C, α, iw) +
p∑
w=t
†(C, α, iw) +
q−p∑
w=1
†(H, α, jw) + (ds+j1 +mDs+j1,s+k + 1),
∗5 = |α|cs + hs,s+k +
p∑
w=1
‡(C, α, iw) +
t−1∑
w=1
‡(H, α, jw) +
q−p∑
w=t
†(H, α, jw) + (ds+j1 + 1 +mDs+j1,s+k).
The claim is proven by induction just like the proof of Proposition 3.18 and we skip the induction. When
r > k +N , the exact term of (B.4) is zero, since Hs,ki1,...ip|j1,...,jr−p = ∅. The remaining trace terms (B.5) and
(B.6) are exactly
−
〈∑
i
(
ΦHk−i ◦ ECi − EDk−i ◦ ΦHi
)
[α], [γ]
〉
s+k
−
〈∑
i
(
Hk−i ◦DCi −DDk−i ◦ Hi
)
[α], [γ]
〉
s+k
−
〈∑
i
(
Hk−i ◦ ECi − EDk−i ◦ Hi
)
[α], [γ]
〉
s+k
=
〈∑
i
(
ΦHk−i ◦DCi −DDk−i ◦ ΦHi
)
[α], [γ]
〉
s+k
−
〈∑
i
(
φHk−i ◦ dCi − dDk−i ◦ φHi
)
[α], [γ]
〉
s+k
.
That is we have shown
〈∑
i
(
φHk−i ◦ dCi − dDk−i ◦ φHi
)
[α], [γ]
〉
s+k
= 0, hence the Theorem 3.25 holds. 
Proof of Theorem 3.35. We write
〈
φF ◦ φH [α], [γ]
〉
= T1 + T2, where
T1 =
∑
l≥0
T l1,
T l1 =
∑
p+r=l
∑
j
±Trs+j F ×Hs,ki1,...,ip|j|k1,...,kr [α, fs+i1 , . . . , fs+ip , θθDs+j
∗
, hs+k1 , . . . , hs+kr , γ].
We claim that the sum ∑tl=0 T l1 equals to the sum of the following terms∑
A1
(−1)F1F ◦ Hs,ki1,...,ip|k1,...kr−p [α, fs+i1 , . . . , fs+ip , hs+k1 , . . . , hs+kr−p , γ](B.7)
+
∑
A2
(−1)F2F ×Hs,ki1,...,ip|j1,...,jq |k1,...,kt+1−p−q [d(α, fs+i1 , . . . , fs+ip , gs+j1 , . . .
. . . , gs+jq , hs+k1 , . . . , hs+kt+1−p−qγ)](B.8)
+
∑
A3
(−1)F3 Trs+iu F ×Hs,ki1,...,ip|j1,...,jq |k1,...,kr−p−q [α, fs+i1 , . . . , θθCs+iu
∗
, . . .
. . . , fs+ip , gs+j1 , . . . gs+jq , hs+k1 , . . . hs+kr−p−q , γ](B.9)
+
∑
A4
(−1)F4 Trs+ju F ×Hs,ki1,...,ip|j1,...,jq |k1,...,kr−p−q [α, fs+i1 , . . . , fs+ip , gs+j1 , . . . , θθDs+ju
∗
, . . .
. . . , gs+jq , hs+k1 , hs+kr−p−q , γ](B.10)
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+
∑
A5
(−1)F5 Trs+ku F ×Hs,ki1,...,ip|j1,...,jq |k1,...,kr−p−q [α, fs+i1 , . . . , fs+ip , gs+j1 , . . . , gs+jq , hs+k1 , . . .
. . . , θθEs+ku
∗
, . . . , hs+kr−p−q , γ].(B.11)
Here the subscripts are
A1 = {(p, r, i1, . . . , ip, k1, . . . , kr−p) |0 ≤ p ≤ r ≤ t, 0 < i1 < . . . < ip, k1 < . . . kr−p < k} ,
A2 =
(p, q, i1, . . . , ip, j1, . . . , jq, k1, . . . , kt+1−p−q)
∣∣∣∣∣∣
p ≥ 0, q ≥ 1, p+ q ≤ t+ 1
0 < i1 < . . . < ip, j1 < . . . < jq
k1 < . . . kt+1−p−q < k
 ,
A3 =
(r, p, q, u, i1, . . . , ip, j1, . . . , jq, k1, . . . , kr−p−q)
∣∣∣∣∣∣∣∣
r ≤ t+ 1, 0 ≤ p, 1 ≤ q
p+ q ≤ r, 1 ≤ u ≤ p
0 < i1 < . . . < ip, j1 < . . . < jq
k1 < . . . < kr−p−q < k
 ,
A4 =
(r, p, q, u, i1, . . . , ip, j1, . . . , jq, k1, . . . , kr−p−q)
∣∣∣∣∣∣∣∣
r ≤ t+ 1, 0 ≤ p, 2 ≤ q
p+ q ≤ r, 1 ≤ u ≤ q
0 < i1 < . . . < ip, j1 < . . . < jq
k1 < . . . < kr−p−q < k
 ,
A5 =
(r, p, q, u, i1, . . . , ip, j1, . . . , jq, k1, . . . , kr−p−q)
∣∣∣∣∣∣∣∣
r ≤ t+ 1, 0 ≤ p, 1 ≤ q
p+ q ≤ r, 1 ≤ u ≤ r − p− q
0 < i1 < . . . < ip, j1 < . . . < jq
k1 < . . . < kr−p−q < k
 .
And the signs are
F1 = |α|cs + dimF ◦ Hs,s+k +
p∑
w=1
‡(C, α, iw) +
r−p∑
w=1
‡(F ◦ H, α, kw) + (es+k1 + 1 +mEs+k1,s+k),
F2 = |α|cs + dimF ◦ Hs,s+k + 1 +
p∑
w=1
†(C, α, iw) + hs,s+j1 +
q∑
w=1
†(H, α, jw)
+
t+1−p−q∑
w=1
‡(F ◦ H, α, kw) + (es+k1 + 1 +mEs+k1,s+k),
F3 = |α|(cs + 1) + dimF ◦ Hs,s+k + 1 +
u−1∑
w=1
‡(C, α, iw) +
p∑
w=u
†(C, α, iw) + hs,s+j1
+
q∑
w=1
†(H, α, jw) +
r−p−q∑
w=1
‡(F ◦ H, α, kw) + (es+k1 + 1 +mEs+k1,s+k),
F4 = |α|(cs + 1) + dimF ◦ Hs,s+k + 1 +
p∑
w=1
‡(C, α, iw) + hs,s+j1 +
u−1∑
w=1
‡(H, α, jw)
+
q∑
w=u
†(H, α, jw) +
r−p−q∑
w=1
‡(F ◦ H, α, kw) + (es+k1 + 1 +mEs+k1,s+k),
F5 = |α|(cs + 1) + dimF ◦ Hs,s+k + 1 +
p∑
w=1
‡(C, α, iw) + hs,s+j1 +
q∑
w=1
‡(H, α, jw)
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+
u−1∑
w=1
†(F ◦ H, α, kw) +
r−p−q∑
w=u
‡(F ◦ H, α, kw) + (es+k1 + 1 +mEs+k1,s+k).
Assume the claim holds. Let t → ∞, then (B.8) becomes 0 as it is an integration over an empty set
for t big enough. (B.7) is 〈φF◦H [α], [γ]〉s+k, (B.9) is 〈P ◦ dBC [α], [γ]〉s+k, (B.10) is −T2, and (B.11) is
〈dBC ◦ P [α], [γ]〉s+k. Thus Theorem 3.35 is proven.
The claim (B.7)–(B.11) is proven by induction. First of all, T 01 is∑
j
(−1)|α|(cs+1)+dimF◦Hs,s+k+†(H,α,j)+hs,s+j Trs+j F ×Hs,k|j| [α, θθDs+j
∗
, γ].
Replacing the trace term by δDs+j − dgs+j , we have T 01 is
(B.12)
T 01 =
∑
j
(−1)|α|cs+dimF◦Hs,s+kF ◦ Hs,k|j| [α, γ]
+
∑
j
(−1)|α|cs+dimF◦Hs,s+k+1+†(H,α,j)+hs,s+jF ×Hs,k|j| [d(α, gs+j , γ)].
This is exactly the t = 0 case of the claim. In general, the claim is proven by induction. By induction
hypothesis, we can apply Stokes’ theorem to the exact term (B.8), thus the integration is reduced to inte-
gration along the boundary, i.e. some fiber products. Then we can replace the fiber products by Cartesian
products with Dirac currents, then we can replace the Dirac current by trace θθ∗ plus one of df ,dg and dh.
For the extra term T t+11 , we replace the trace term by δ+ dg just like what we did to T 01 , then all df, dg,dh
terms form the exact form in the t+ 1 case of the claim.

Before proving Theorem 3.38, we introduce several new notation.
Definition B.2. Let H,F be two oriented flow morphisms from oriented flow category C to oriented flow
category D, and K be an oriented flow homotopy from H to F.
• We write ki,j := dimKi,j, then by Definition 3.36,
ki,j +mDj,k − dj + 1 = ki,k, mCi,j + kj,k − ci + 1 = ki,k.
• For k ∈ Z, 0 < i1 < . . . < ip and j1 < . . . < jq < k, we define
Ks,ki1,...,ip|j1...,jq :=MCs,s+i1 × . . .×MCs+ip−1,s+ip ×Ks+ip,s+j1 ×MDs+j1,s+j2 × . . .×MDs+jq ,s+k.
• Ks,k
i1,...,it,...,ip|j1...,jq and K
s,k
i1,...,ip|j1...,jt,...,jq are the fiber product versions at s + it and s + jt defined
similarly to (3.14).
• K∗,∗... [α, fC , . . . , fD . . . , γ] and the exact, trace, fiber product versions are defined similarly as in (3.9),
(3.15), (3.16) and (3.17).
• For α ∈ h(C, s), we define
†(K , α, k) := (|α|+ ks,s+k)(ds+k + 1),
‡(K , α, k) := (|α|+ ks,s+k + 1)(ds+k + 1).
Proof of Theorem 3.38. Similar to the proof of Proposition 3.18 and Theorem 3.25, we can compute the
leading term in
〈(
dDBC ◦ ΛK + ΛK ◦ dCBC
)
[α], [γ]
〉
s+k
first. Thus we write ΛK = ΓK + λK , where〈
ΓK [α], [λ]
〉
s+k
:= (−1)|α|(cs+1)+ks,s+kKs,s+k| [α, γ].
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We claim for r ≥ 1, k ∈ Z, α ∈ h(C, s) and γ ∈ h(D, s+k), we have that
〈(
DD ◦ ΓK + ΓK ◦DC
)
[α], [γ]
〉
s+k
equals to ∑
0≤p≤r
(−1)♣1Ks,k|i1,...,ip|j1,...,jr−p [d(α, fs+i1 , . . . , gs+jr−p , γ)](B.13)
+
∑
0≤p≤q≤r
q>1,1≤u≤p
(−1)♣2 Trs+iu Ks,ki1,...,ip|j1,...,jq−p [α, fs+i1 , . . . , θθCs+iu
∗
, . . . , gs+iq−p , γ](B.14)
+
∑
0≤p≤q≤r
q>1,1≤u≤q−p
(−1)♣3 Trs+ju Ks,ki1,...,ip|j1,...,jq−p [α, fs+i1 , . . . , θθDs+ju
∗
, . . . , gs+iq−p , γ](B.15)
+
∑
0≤p≤q<r
q>1
(−1)♣4
(
Fs,k|i1,...,ip|j1,...,jq−p −Hs,k|i1,...,ip|j1,...,jq−p
)
[α, fs+i1 , . . . , gs+jq−p , γ].(B.16)
Here
♣1 = 1 + |α|cs + ks,s+k +
p∑
w=1
†(C, α, iw) + (cs+ip + 1 +mCs,s+ip) + 1 +
r−p∑
w=1
†(K , α, jw)
+(ds+j1 +mDs+j1,s+k + 1),
♣2 = 1 + |α|(cs + 1) + ks,s+k +
u−1∑
w=1
‡(C, α, iw) +
p∑
w=u
†(C, α, iw) + (cs+ip + 1 +mCs,s+ip)
+
q−p∑
w=1
†(K , α, jw) + (ds+j1 +mDs+j1,s+k + 1),
♣3 = 1 + |α|(cs + 1) + ks,s+k +
p∑
w=1
‡(C, α, iw) + (cs+ip + 1 +mCs,s+ip) +
u−1∑
w=1
‡(K , α, jw)
+
q−p∑
w=u
†(K , α, jw) + (ds+j1 + 1 +mDs+j1,s+k),
♣4 = |α|cs + ks,s+k +
p∑
w=1
‡(C, α, iw) +
q−p∑
w=1
†(K , α, jw) + (ds+j1 + 1 +mDs+j1,s+k).
The claim is proven by induction like before. Let r → ∞, (B.13) vanishes. (B.14) plus (B.15) equals
to −
〈(
DD ◦ λK + λK ◦DC + ED ◦ ΓK + ΓK ◦ EC + ED ◦ λK + λK ◦ EC
)
[α], [γ]
〉
s+k
and (B.16) equals to
−
〈(
φF − φH
)
[α], [γ]
〉
s+k
. Combining them together, we prove the theorem. 
Appendix C. Ku¨nneth Formula
In this part, we first prove the Ku¨nneth formula in Proposition 7.5. To prove the proposition, we will first
introduce a twisted version of Morse-Bott differential. We assume for simplicity eachMi,j .Ci have only one
component, then the twisted differential is defined to be
d̂BC :=
∏
k≥1
d̂k,
where d̂k is defined as〈
d̂k[α], [γ]
〉
s+k
= (−1)|α|(cs+1)+(|α|+ms,s+k)(cs+k+1) 〈dk[α], [γ]〉s+k
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= (−1)|α|(cs+1)+|dkα|(cs+k+1) 〈dk[α], [γ]〉s+k ,
for α ∈ h(C, s), γ ∈ h(C, s+ k). Then we have〈
d̂BC
2[α], [γ]
〉
s+k
= (−1)|α|(cs+1)+(|α|+ms,s+k+1)(cs+k+1)
〈
d2BC [α], [γ]
〉
s+k
= 0.
That is (BC, d̂BC) is also a cochain complex. Moreover, there is a cochain isomorphism ρ : (BC, dBC) →
(BC, d̂BC defined by
ρ(α) = (−1)|α|(cs+1)α,
for α ∈ h(C, s). Hence, we have an isomorphism ρ : H∗(BC, dBC)→ H∗(BC, d̂BC).
Remark C.1. In fact, the theory on flow morphism and flow homotopy in Section 3 also works with the
twisted version. But we prefer dBC over d̂BC , because dBC follows a consistent sign rule in remark 3.9.
It turns out that the Ku¨nneth formula is easier (with cleaner signs) to prove using d̂BC .
Lemma C.2 (Lemma 7.5). H∗(C ×B, d̂BC) = H∗(C, d̂BC)⊗H∗(B).
Sketch of the proof. Let {θi,a} be representatives of a basis for H∗(Ci) in Ω∗(Ci) with dual basis {θ∗i,a}. Let
{ξa} be representatives of a basis of H∗(B) in Ω∗(B) with dual basis {ξ∗a}. In the following, we suppress
pullback notations for simplicity when there is no potential confusion. Then {θi,a∧ξb} are representatives of
basis for H∗(Ci×B) in Ω∗(Ci×B). Then the dual basis is {(−1)|θ
∗
i,a|·|ξb|θ∗i,a∧ ξ∗b}. Let δni be Thom classes of
∆i and δn Thom classes for ∆B constructed in (3.3). Then δni ∧ δn is the Thom class of ∆Ci×B. Let fni , fn
be the primitives over Ci × Ci and B ×B, such that the following holds.
dfni = δni −
∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a,
dfn = δn −
∑
a
pi∗1ξa ∧ pi∗2ξ∗a.
Then we have
δni ∧ δn −
∑
a,b
pi∗1 (θi,a ∧ ξb) ∧ pi∗2((−1)|θ
∗
i,a|·|ξb|θ∗i,a ∧ ξ∗b )
= δni ∧ δn − (
∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a) ∧ (
∑
b
pi∗1ξb ∧ ∧pi∗2ξ∗b )
= dfni ∧ δn + (
∑
a
pi∗1θi,a ∧ pi∗2θ∗i,a) ∧ dfn.
Thus gni := fni ∧ δn + (−1)cipi(
∑
a pi
∗
1θ
a
i ∧ pi∗2θai ∗) ∧ fn could play the rule of the primitive of δ −
∑
θ ∧ θ∗ on
Ci ×B × Ci ×B. Although gni is different from the construction used in Section 3, the convergence results
i.e. Lemma 3.10 and 3.17 hold, since gni has the same boundedness property on the blow-ups used in the
proof of Lemma 3.10 and 3.17. Thus all constructions in Section 3 hold with gni .
If gni only has fni ∧ δn, then by a direct computation, we have d̂(α ∧ β) = (−1)|β|d̂α ∧ β for α ∈ Ω∗(Cs)
in the image of chosen quasi-isomorphism and β ∈ Ω∗(B) in the image of chosen quasi-isomorphism. The
extra term (−1)ci(∑a pi∗1θi,a ∧ pi∗2θ∗i,a) ∧ fn contributes traces terms. In particular, we have the following by
direct computation,
d̂(α ∧ β) = (−1)|β|d̂α ∧ β ± d̂ ◦ d̂α ∧
(
lim
n→∞
∑
b
∫
B×B
pi∗1β ∧ fn ∧ pi∗2ξb
)
ξ∗b
±d̂ ◦ d̂ ◦ d̂α ∧
(
lim
n→∞
∑
b
∫
B×B×B
pi∗1β ∧ (pi1 × pi2)∗ ∧ fn ∧ (pi2 × pi3)∗fn ∧ pi∗3ξb
)
ξ∗b ± . . .
Since d̂2 = 0, we have d̂(α ∧ β) = (−1)|β|d̂α ∧ β and the claim follows. 
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The following proposition discusses the convenient primitives in the twisted case.
Proposition C.3 (Proposition 6.21). Let pi : E → C be an oriented k-sphere bundle over an oriented closed
manifold. Let ψ be an angular form and {θa}, {θ∗a} are representatives of basis and dual basis of H∗(C).
When k is even, we assume dψ = 0 since the Euler class is zero. Then there exists approximation δnE of the
Dirac current δE such that the following holds.
(1) There exists forms fnE on E × E, such that
(C.1) dfnE = δnE −
∑
a
Π∗1pi∗θa ∧Π∗2(pi∗θa ∧ ψ)−
∑
a
(−1)k(dimC+|θa|+1)Π∗1(pi∗θa ∧ ψ) ∧Π∗2θ∗a,
where Π1,Π2 are the two projections E × E → E.
(2) Lemma 3.10 and 3.17 hold for fnE.
(3) Locally, fnE can be written as sums of (pi1 × pi2)∗α ∧ β with α ∈ Ω∗(C × C) and deg(β) ≤ k, i.e. the
fiber degree of fnE is at most k.
In particular, they give admissible defining data such that proofs in Section 3 in this paper works.
Proof. Let δnC be Thom classes of ∆C ⊂ C ×C constructed using (3.3) with the angular form of the normal
bundle ψC . Let δnSk be Thom classes of ∆E ⊂ E ×C E constructed using (3.3) with the angular form of the
normal bundle ψSk . We define p : U → E ×C E to be a projection in a tubular neighborhood U of E ×C E.
Then we claim (pi1 × pi2)∗δnC ∧ p∗δnSk represents of the Thom class of ∆E ⊂ E × E. By the argument in
Lemma 3.1, limn→∞(pi1 × pi2)∗δn ∧ p∗δnSk is the Dirac currents of the diagonal ∆E ⊂ E × E.
To prove that they are cohomologous to each other, let p1, p2 : E ×C E → E be the projection to
the first and second component respectively. Then (−1)kp∗1ψ + p∗2ψ is a closed form on E ×C E because
d((−1)kp∗1ψ+p∗2ψ) = (−1)kq∗e+q∗e = 0 for any k, where q : E×CE → C is the projection and e is the Euler
class of E. Since by Serre spectral sequence, we know that any class in H∗(E ×C E) can be represented
by combination from {q∗θa}, {q∗θa ∧ p∗1ψ}, {q∗θa ∧ p∗2ψ} and {q∗θa ∧ p∗1ψ ∧ p∗2ψ}. Therefore by the same
argument in Proposition 3.2, (−1)kp∗1ψ + p∗2ψ represents ∆E ⊂ E ×C E. Therefore we have
δnSk − (−1)kp∗1ψ − p∗2ψ = dfnSk .
Since p∗((−1)kp∗1ψ+ p∗2ψ) and (−1)kΠ∗1ψ ∧Π∗2ψ are cohomologous on U , where Π1,Π2 : E ×E → E are the
two projections. That is we have
p∗((−1)kp∗1ψ + p∗2ψ)− (−1)kΠ∗1ψ ∧Π∗2ψ = dg,
for some g ∈ Ω∗(U). If we write dfnC = δnC −
∑
a pi
∗
1θa ∧ pi∗2θ∗a, then we have the following.
(pi1 × pi2)∗δnC ∧ p∗∆nSk = (pi1 × pi2) ∗ δnC ∧ p∗((−1)kp∗1ψ + p∗2ψ) + (pi1 × pi2) ∗ δnC ∧ p∗fnSk
= (pi1 × pi2)∗δnC ∧ ((−1)kΠ∗1ψ ∧Π∗2ψ) + (pi1 × pi2)∗δnC ∧ dg
+(pi1 × pi2)∗δnC ∧ p∗dfnSk
=
∑
a
Π∗1pi∗θa ∧Π∗2(pi∗θa ∧ ψ) +
∑
a
(−1)k(dimC+|θa|+1)Π∗1(pi∗θa ∧ ψ) ∧Π∗2θ∗a
+(pi1 × pi2)∗dfnC ∧ ((−1)kΠ∗1ψ ∧Π∗2ψ) + (pi1 × pi2)∗δnC ∧ dg
+(pi1 × pi2)∗δnC ∧ p∗dfnSk .
Since the support of (pi1 × pi2)∗δnC are contained in U for n big enough. Hence δnE := (pi1 × pi2)∗δnC ∧ p∗∆nSk
are cohomologous to each other and presents ∆E . In particular, we can define
(C.2) fnE := (pi1×pi2)∗fnC ∧ ((−1)kΠ∗1ψ∧Π∗2ψ) + (−1)dimC(pi1×pi2)∗δnC ∧ g+ (−1)dimC(pi1×pi2)∗δnC ∧ p∗fnSk ,
such that it satisfies (C.1). Since fnC and fnSk can be chosen such that (3.6) holds, the Lemma 3.10 and
3.17 hold for fnE using the same argument in Appendix A. By (C.2), the third property of the proposition
holds. 
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