Echolocation beam patterns were recorded using a 25-element autonomous, self-contained hydrophone array during free-swimming echoic match tasks. Two GoPro HERO2 cameras mounted at 45-degree angles to the plane of the 4.5 ft X 4.5 ft PVC array recorded the position of the dolphin during approach and investigation of the sample object presented in front of the array. Using a pre-session calibration file and MaxTRAQ3D software, analysis of video determined exact positioning of the head region during echolocation, including distance from the array and angle to the plane of the array. An LED and ITC-1042 transducer, operated by an Arduino Uno processor board and a Hafler amplifier, were mounted on the array. Simultaneously emitted visual pulses (LED) and acoustic pulse trains were used for synchronization of the acoustic recorders and video cameras. The distinct pulse train was used during post-recording analysis to synchronize the hydrophones using a custom-designed MATLAB routine. The hydrophones are sampled at 400 kHz and analyzed in real-time. The maximum and minimum values and time stamps within a 0.32 ms window are stored continuously to reduce the amount of data that needs to be stored. Using the 3-D positioning of the animal, dynamic beam patterns can be reconstructed.
INTRODUCTION
Commercial hydrophones have been used to study dolphin echolocation; however, they are often very expensive making the cost of a large array costly (e.g. a 25-hydrophone array with Reson hydrophones would cost approximately $50,000). Furthermore, data acquisition systems that allow for simultaneous sampling on a large number of channels at a high sample rate (>300 kHz/channel) are very large and expensive, usually requiring the use of a full size computer. Most laptop-capable systems that allow for sampling on more than 8 channels (i.e. IOtech Personal DAQ 3000 or National Instruments USB-6251, 16 channels) are limited to a 1MHz aggregate sampling rate and those with a higher bandwidth usually limit sampling to 2 or 3 channels. The option to synchronize multiple units is available with some software configuration, but it becomes cumbersome to synch the number of units needed to achieve the required single channel sample rate on 25 channels. Developing a cost-effective hydrophone that records at a high sample rate and allows for on-board real-time analysis to minimize data storage provides a way to capture echolocation beam patterns emitted by free-swimming dolphins.
All studies done to calculate beam patterns have used a minimal number of hydrophones (at most 16 hydrophones) and those studies done in captivity have required that the dolphin be stationed on either a biteplate or a chin cup. This allows for an easier calculation of beam angles because the head is stationary, and also minimizes the numbers of hydrophones needed to measure beam angle. In the wild, foraging dolphins are actively scanning their environment both physically and acoustically. A recent study has shown that echolocation beams can be directed off the axis of head orientation (18˚ in the horizontal, 12˚ in the upward vertical, and 4˚ in the downward vertical) and the beam width can vary during an echolocation task (Moore et al, 2008) .
This project has produced a 25-element autonomous, self-contained hydrophone array system with two wide angle cameras to record echolocation during free-swimming approach and inspection of sample objects during a three choice alternative match-to-sample task. The goal is to develop and test an autonomous system that could eventually be deployed in the wild.
METHODS

Acoustic and Visual Recording Hardware
Custom-made autonomous hydrophones were developed to minimize cost to construct a 25-element array capable of recording and analyzing acoustic data in real-time ( Fig. 1 ). On-board electronics sample at 400 kHz at 16-bit resolution, and store maximum and minimum values every 128 points (0.32 ms window) along with corresponding time stamps with 2.5 μs resolution to a 32 GB Secure Digital flash memory card. Each recording hydrophone will run for up to 12 hours on one 1.5 Ah lithium-ion rechargeable battery. Memory cards are removed and data are downloaded directly to a laptop. An ITC-1042 transducer operated by an Arduino Uno processor board was used to produce a distinct pulse train, was amplified by a Hafler amplifier and emitted from the center of the array, to synchronize the 25 hydrophone elements.
Cameras are used to determine spatial orientation of the head region during echolocation recordings. The two GoPro HD HERO 2 cameras record at 30 frames per second with a resolution of 1280 X 960. The 170-degree wide angle field of view of the camera is limited when placed in the dive housing, but still allows for adequate view of the array as well as the dolphin's approach and departure. The dive housing uses a flat lens to increase underwater sharpness and limit vignetting. The camera's field of view was calibrated using a frame with 8 fixed points in space recorded on both cameras. The calibration frame was constructed with PVC, aluminum rods and white sphere markers. Analysis using MaxTRAQ and MaxTRAQ3D software calculated the precise location of both cameras in 3D space in order to determine spatial orientation of the dolphin during session recordings. 
Three-Choice Alternative Echoic Match-to-Sample (MTS) Behavioral Procedures
After stationing and eye cup placement, the dolphin performing the task was trained to swim directly across the testing pool to inspect the sample object. The sample object was suspended from a carbon fiber pole with monofilament line. It was lowered to the center of the array vertically and just to the right of the center hydrophone horizontally so the path of the incoming beam would not be obstructed by the sample object. The sample object was removed after several seconds of examination by the dolphin, cueing the animal to swim to the side wall of the pool to choose among the three match objects. Match objects were hung from a single PVC apparatus using monofilament line with equal spacing between objects. The experimental setup is depicted in figure 2. The dolphin was trained to station in front of the object and to emit a whistle to indicate his choice. Object sets were chosen by their small size (smaller than the distance between hydrophones as to not impede the incoming beam being recorded) and their high echoic properties, as well as their echoic contrast with each other. FIGURE 2. Experimental setup: The dolphin stations (1), then is sent across the pool wearing eye cups to examine the sample object which is suspended in front of the hydrophone array (2). After the sample object is pulled out of the water, the animal swims to the side wall to choose from the three alternative objects (3). When the dolphin has chosen the match object he stations in front of it and emits a whistle. After being bridged, he returns to the original station (1). Paths approaching either sample object or match objects are unconstrained. Video recordings of the calibration frame from each camera were loaded into MaxTRAQ and the eight fixedpoint markers found in at least 10 frames to determine the position of the two cameras in 3D space (Figure 4) . Using natural markers (rostrum tip, eyes, etc.) on the dolphin, three points on the head region of the animal were selected in the video recording corresponding to the time of emission of the click train of interest. The cameras were synchronized to the acoustic recordings using the LED flash that was coincident with the synchronizing click train emission. These points were used to calculate the head position and then determine the distance and angle from the center of the array using MaxTRAQ 3D software.
CHALLENGES AND FUTURE WORK
The 25-element array system has provided many advantages as well as many challenges. This system allows for simultaneous recording on 25 channels at 400 kHz with on-board data storage. Each unit is self-contained and autonomous meaning that a large array of recorders can be used without any power or data cables. The component cost for each unit is about $300. Furthermore, the array is easily reconfigurable and any number of hydrophones can be added to the array. The only cables in this system come from the LED and acoustic pinger (ITC-1042) located in the center of the array, which will be redesigned in the future to be battery operated. The synchronizing acoustic and light pulses are needed to overcome the largest challenge presented by autonomous recorders, synchronizing all of the recorders and the cameras. Even though the setup is minimal, it takes two people 30 minutes to turn on all of the recorders and position them in the array. Synchronization challenges included producing a loud enough acoustic signal from the center of the array to be recorded on all hydrophones, and automating alignment across 25 acoustic time series in the presence of other signals.
During MTS sessions, the array system provided a large field of acoustic clutter behind the sample object during inspection by the dolphin. The air-filled housings containing the electronics for each unit have a high target strength. Target strength recordings from individual housings were made with and without a neoprene covering over the housing to determine if the neoprene would mask the echo from the housing. Recordings showed that the echo from the housing was not masked by the neoprene, but also that the reflection was minimal compared to that from wall or water surfaces surrounding the array. The system could be potted in acoustically transparent material to minimize reflections. Also, extra training and testing had to be implemented to ensure the presence of the array did not make the task too difficult for the dolphin.
Future work will look at using the array system to examine echolocation during training and learning of novel object sets during MTS tasks. It will also be used to record wild dolphin echolocation beam patterns to shed light on the differences between captive and wild dolphin echolocation ability.
