We derive an explicit formula for the fine-scale Green's function arising in variational multiscale analysis. The formula is expressed in terms of the classical Green's function and a projector which defines the decomposition of the solution into coarse and fine scales. The theory is presented in an abstract operator format and subsequently specialized for the advectiondiffusion equation. It is shown that different projectors lead to fine-scale Green's functions with very different properties. For example, in the advection-dominated case, the projector induced by the H 1 0 -seminorm produces a fine-scale Green's function which is highly attenuated and localized. These are very desirable properties in a multiscale method, and ones that are not shared by the L 2 -projector. By design, the coarse-scale solution attains optimality in the norm associated with the projector. This property, combined with a localized fine-scale Green's function, indicates the possibility of effective methods with local character for dominantly hyperbolic problems. The constructs lead to a new class of stabilized methods, and the relationship between H 1 0 -optimality and SUPG is described.
Introduction
The variational multiscale method [13, 14] was introduced as a framework for incorporating missing fine-scale effects into numerical problems governing coarse-scale behavior. It has provided a rationale for stabilized methods, and a platform for the development of new methods (see, e.g., [11, 12, [15] [16] [17] for application to turbulence modeling). The fundamental mathematical object in the method is the so-called fine-scale Green's function, introduced in [14] . Although it is a simple matter to characterize coarse-scale and fine-scale subspaces, not much is known about the fine-scale Green's function. In this paper, we study the fine-scale Green's function and present a formula for explicitly computing it from the classical Green's function. This is accomplished by observing that the decomposition of a function into a sum of coarse-scale and fine-scale components is uniquely specified by identifying a projector from the space of all scales onto the coarse-scale subspace. Different projectors produce different decompositions. The problem for the fine-scale Green's function is then posed in terms of the fine-scale subspace. Compared with the problem for the classical Green's function, this amounts to a constrained formulation. The constraint can be released by invoking the Lagrange multiplier method and the unconstrained problem can be solved in terms of the classical Green's function and the projector. The fine-scale Green's function enjoys orthogonality relations with respect to the projector. If a scalar product is introduced with corresponding projector, the coarse-scale solution of the original problem is the optimal approximation in terms of the induced norm. The theory summarizing these ideas is presented in Section 2 in an abstract operator format for a general linear isomorphism.
These ideas are applied to the advection-diffusion equation in Section 3. The fine-scale Green's function is explicitly calculated in one dimension for linear, quadratic, and cubic finite elements when the projector is defined by the H 1 0 -seminorm. In this case, the fine-scale Green's function is local in that it is confined to individual elements and is not coupled from one element to another, even in advection-dominated cases. This is a highly-desirable property in multiscale analysis and in complete contrast with the classical Green's function which exhibits global support in advectiondominated cases. It also suggests that efficient, approximate, multiscale methods possessing local character may be possible for dominantly hyperbolic phenomena. On the other hand, selecting the L 2 -projector results in a fine-scale Green's function with global coupling. These results show clearly that the choice of projector is of key importance in the development of a multiscale method.
The fine-scale Green's functions become increasingly complicated as the order of the coarsescale space is increased. However, it is observed that due to the orthogonality properties of the fine-scale Green's function, it only interacts with the highest-order polynomial term in the residual. This means that for a kth-order coarse-scale space, the fine-space Green's function modification to the coarse-scale equation can be replaced by an equivalent stabilization term involving a computable, elements-wise constant (i.e., a "τ " in the notation of stabilized methods), and derivatives of the residual and weighting operator of order k − 1. Remarkably, the modification reduces to element-wise constant terms requiring no quadrature despite the complexity of the fine-scale Green's function.
To assess the situation in multiple dimensions, the two-dimensional advection-diffusion equation is studied. Here, rather than proceeding analytically, numerical procedures involving very fine meshes are utilized to determine Green's functions. As in the one-dimensional case, the classical Green's function exhibits global character with support in the form of a tail surrounding the upwind characteristic through the point of application of the Dirac mass. When advection-dominated, this tail is not attenuated with distance. However, the fine-scale Green's function for the H 1 0 -projector is highly attenuated under the same circumstances and is essentially confined to a small number of elements (in the coarse-scale space) surrounding the point of application of the Dirac mass. The L 2 -projector engenders a fine-scale Green's function which is not localized and one concludes that the main observations made for the one-dimensional case are essentially true in two dimensions.
The H 1 0 -projector produces a method which is highly localized and attains an optimal approximation in the H 1 0 -seminorm, a combination of desirable properties. It is also noted that the modification it introduces to a classical Galerkin formulation involves an additional stabilization term in which the coarse-scale residual is weighted by the fine-scale Green's function convolved only with the advective part of the operator, that is, the diffusive operator does not appear in the weighting. These are features that the H 1 0 -optimal method has in common with SUPG [9] . In Section 4 we draw conclusions.
2 The abstract framework
The abstract problem
Let V be a Hilbert space, endowed with a norm · V and a scalar product (·, ·) V . Let V * be the dual of V and let V * ·, · V be the pairing between them. Let L : V → V * be a linear isomorphism. Given f ∈ V * , we consider the abstract problem of finding u ∈ V such that
The variational formulation of (1) is: find u ∈ V such that
The solution u can be expressed as u = Gf , where G :
The variational multiscale formulation
LetV be a closed subspace of V , and let P be a linear projector ontoV , that is, P 2 = P and Range(P) =V . We assume P to be continuous in V . We also have the obvious inf-sup condition
We define V ′ = Ker(P), which is also a closed subspace of V . In the variational multiscale (VMS) approach,V represents the space of computable coarse scales, while V ′ contains the unresolved fine scales. Notice that
that is, any v ∈ V can be written uniquely as v =v + v ′ , wherev ∈V and v ′ ∈ V ′ : indeed,v = Pv and v ′ = v − Pv. In particular, we split the solution u of (1) as u =ū + u ′ . The aim of the VMS approach is to obtainū = Pu.
The variational formulation (2) splits into
We assume that (5) is a well-posed problem forū alone, meaning that it admits a unique solution u ∈V , given u ′ and f . Analogously, we assume that (6) is well-posed for u ′ ∈ V ′ , givenū and f . For that, we ask the inf-sup conditions for L onV and
inf
V for C > 0 and for all v ∈ V , then (7)- (8) hold. We associate with (6) the fine-scale Green's operator G ′ : V * → V ′ , which gives u ′ from the coarse-scale residual f − Lū, that is,
Having G ′ , we can eliminate u ′ from (5), and we obtain the VMS formulation forū:
Because of (4), the formulation (10) admits a unique solution, which is preciselyū = Pu.
The fine-scale Green's operator
We denote by P T :V * → V * the transpose of P, that is
whereV * is the dual ofV , andV * ·, · V is the pairing between them. In the next result we express G ′ in terms of G and P. 
Furthermore,
Proof. Since (6) is a constrained problem, we can rephrase it making use of a Lagrange multiplier in mixed (unconstrained) form: find u ′ ∈ V, andλ ∈V * such that
where r = f − Lū. The well-posedness of (14)- (15), for any r ∈ V * , is guaranteed by our previous assumptions (3) and (8) (see [2] ). From (14) we get
substituting in (15) gives
the well-posedness of (14)- (15) guarantees the invertibility of PGP T , hence we obtain
Finally, using this in (16) yields
which gives (11) . From (11), we immediately have
and
Using the expression (11), in (10), we see that the left-hand side of (10) is
As (PGP T ) −1 is obviously invertible, (18) confirms that (10) is a well-posed formulation. In the cases of practical interest,V is a finite-dimensional subspace of V . If the dimension of V is N , then we can find a set of functionals
In other words, the equations
..,N is a basis for the image of P T . Therefore, it is clear that (12) and (13) are equivalent to
Moreover, after introducing the vector µ ∈ (V * ) N and its transpose
and the vector of functionals µG :
it is easy to see that (11) is equivalent to
Orthogonal projectors and optimization
An interesting case, and the only one considered in what follows, is when P is an orthogonal projector. Given a scalar product (·, ·) defined on V × V , possibly different than (·, ·) V , the related orthogonal projector P is obviously defined by
Recall that, in order to fit in the abstract framework of Section 2.2, P must be a continuous operator in V . However, whenV is a finite-dimensional space, this holds for any scalar product (·, ·) which is continuous on V × V . In this context, the VMS formulation provides the optimal approximationū ∈V of u, with respect to the norm · induced by the scalar product (·, ·).
The advection-diffusion model problem
Let d be the space dimension (d = 1 and d = 2 will be taken into consideration in the examples) and let Ω ⊂ R d be a regular domain. We consider the advection-diffusion model problem
where f ∈ L 2 (Ω) is the source term, κ > 0 is the scalar diffusivity and β : Ω → R d is the advection velocity, for which we assume div(β) = 0. For the variational formulation of (24), within the framework of Section 2, we set
Typical finite element spaces will be considered as coarse spacesV .
In this context, it is convenient to represent the Green's operator G through the Green's function
We have g |∂(Ω×Ω) = 0 and, for all y ∈ Ω, L * g(·, y) = δ(· − y), where δ is the Dirac mass at the origin and
We also recall that L * g(·, y) = Lg(y, ·). Furthermore, we introduce the fine-scale Green's function g ′ : Ω × Ω → R, which represents the fine-scale Green's operator G ′ and gives the fine-scale component u ′ of u from the coarse-scale residual r = f − Lū by
Recall, however, that the space of fine scales V ′ as well as the fine-scale Green's function g ′ depend on the coarse-scale spaceV and the underlying projector P. With an abuse of notation, in the next sections we shall write V ′ and g ′ without distinction among the different coarse spaces and projectors taken into consideration. In particular, we will deal with the H 1 0 -projector P = P H 1 0 , associated with the scalar product
and the usual L 2 -projector P = P L 2 . Having a set of functionals {µ i } i=1,...,N as in (19) , that is, giving
then g ′ is obtained straightforwardly by (22) as
while (20) and (21) mean
In this context, the VMS formulation (10) reads: findū ∈V such that
Remark 1. Note that here and in what follows the integrals have to be intended in the sense of distributions. We refer to [21] for details. Some explicit representations are given in [14] .
Linear elements and
be the space of piecewise-linear (with respect to the subdivision) functions, which is of dimension N = n el − 1.
In this context, the
plays a special role. Indeed, it is easy to see that (Pv)(x i ) = v(x i ), for all i = 1, . . . , N . Actually, in this case it is well known in the literature (see [3, 8, 13, 14] ) that the VMS approach provides a nodally exact approximationū of the exact solution u.
In order to have (27), we set µ i = δ(x − x i ). The abstract property (29) becomes, in this case,
that is, g ′ vanishes if at least one of its two arguments is a node of the grid. Moreover, (28) gives
while, when y > x i or y < x i−1 ,
This, with (31), fully characterizes g ′ : by (31) and (34), we see that g ′ (x, y) = 0 if x and y belong to two different elements; moreover, (31) and (33) say that g ′ is, on each (
is, the Green's function for the restriction of L to the element (x i−1 , x i ), with homogeneous Dirichlet boundary conditions at the endpoints x i−1 and x i . Since g ′ (x, y) = 0 only when x and y belong to the same element, (26) can be localized within each element u ′ (y) =
See a plot of g ′ in Figure 1 , where we consider the case of a uniform mesh of 16 elements (for κ = 10 −3 , β = 1 and L = 1), and we compare with the plot of the Green's function g. As said, the structure of g ′ for this case is well known in the literature [3, 8, 13, 14] . Indeed. recognizing that V ′ is the space of bubbles
the fine-scale variational equation (6) splits element by element, and admits the strong form
for each i = 1, . . . , n el : u ′ is the solution of the advection-diffusion problem at the element level, with the coarse-scale residual acting as right-hand side. This is why g ′ = g el , at the element level.
Moreover, assuming piecewise-constant coefficients κ, β and source term f , the fine-scale effect
which is recognized as a classical stabilization term depending on the parameter [13, 14] 
We recall (from [13, 14] ) that the expression of g
Introducing the mesh Peclét number , κ = 10 −3 , β = 1, L = 1 and a uniform grid of n el = 16 elements. Note that the support of g ′ is local in that there is no coupling between elements. This is an advantage of P = P H 1 0 . one obtains the canonical result
We show plots of g ′ on (0, h) × (0, h) in the diffusive and in the advective regime in Figure 2 . A plot of τ 1 is presented in Figure 5. 3.2 Higher-order elements and H 1 0 -optimality in one dimension
We consider now higher-order piecewise-polynomial coarse scales on the grid 0 = x 0 < x 1 < . . . < x n el −1 < x n el = L, that is, we set
where P k is the space of polynomials of degree at most k. We still deal with P = P H 1 0 . The case of higher-order elements (k ≥ 2) has not been studied in the literature of VMS methods, as far as we know. There are indeed additional difficulties with respect to the case of linear elements: V ′ is still a space of bubbles, but, unlike the case k = 1,V also contains some (polynomial) bubbles, which are therefore missing in V ′ . This means that V ′ is a strict subset of bubbles
or, equivalently, V ′ is a space of bubbles with additional constraints. As a result, the fine-scale variational equation (6) can still be split element by element into
however, (43) is no longer equivalent to the strong form (37). We can use the theory of Section 2 for dealing with (43). Taking advantage of (42), we restrict from the beginning to a single element (x i−1 , x i ) and to the bubbles supported on it. Then, we take as the fine-scale space
. The space of the bubbles which are polynomials of degree at most k plays the role of a coarse space on (
The space of unconstrained bubbles is
if and only if (integrating by parts)
The second-order derivatives ofV i functions are the polynomials of degree at most k − 2. We need, as {µ j } j=1,...,N (where N = k − 1, now) a basis of P k−2 . For example, we can set
The constraint is expressed, as in (19) , by N scalar equations: v ∈ V i belongs to V ′ i if and only if
Figure 2: Fine-scale Green's functions g ′ at the element level (0, h)×(0, h), for the one-dimensional problem and linear elements. In the diffusive regime α = 10 −2 (above), and in the advective regime α = 10 2 (below).
The Green's function of the unconstrained bubble problem is the element Green's function g el given in (40). Then, we can now use the formula (22) and derive an expression for g ′ in terms of g el : on (0, h) × (0, h) we have
We recall that g ′ (x, y) = 0 if x and y belongs to different elements, while g ′ on each (x i−1 , x i ) × (x i−1 , x i ) can be obtained from (46) straightforwardly.
We discuss now more in detail the case of quadratic (k = 2) and cubic (k = 3) coarse-scale elements. If k = 2 then (46) yields
Then g ′ is the sum of the element Green's function (term I) and a correction II. Assuming positive and piecewise-constant coefficients κ and β, For k = 3, (46) gives .
The expression for III was obtained by a symbolic MATLAB evaluation and is elaborate. More significant are the plots of g ′ provided, for cubic elements (k = 3), in Figure 4 . Observe that, from (20)- (21), g ′ is orthogonal to P k−2 with respect to each variable x and y, on each (x i−1 , x i ) × (x i−1 , x i ). Still assuming that the coefficients κ and β are piecewise-constant and the source term f is a piecewise-polynomial of degree at most k − 1, then on (x i−1 , x i ) we have
Therefore, exploiting both the locality and the orthogonality of g ′ with respect to polynomials of Figure 4 : Fine-scale Green's functions g ′ at the element level (0, h)×(0, h), for the one-dimensional problem and cubic elements. In the diffusive regime α = 10 −2 (above), and in the advective regime α = 10 2 (below). P = P H 1 0 . degree k − 2, the fine-scale effect on the coarse-scale equation can be written as
The stabilization term only acts locally and only depends on the derivative of degree k − 1 of the residual; its effect is modulated by the parameter In the case of quadratic elements (k = 2), from the previous formulas one can derive while, for cubic elements (k = 3),
Plots of τ 2 and τ 3 are presented in Figure 6 -7.
Remark 2. From Figure 5 -7 we see that the τ k are positive and of order h 2k−1 /β and αh 2k−1 /β = h 2k /κ in the advective and in the diffusive regimes, respectively.
Remark 3. For linear elements, in one dimension, the H 1 0 -optimalū is the nodal interpolant of u, which is a monotonicity preserving approximant. For higher-order elements, the H 1 0 -optimalū is still nodally exact at the endpoints of each element, but we lose monotonicity inside the elements.
Remark 4. The format of (49) is reminiscent of the gradient least-squares stabilized method proposed by Franca and Dutra do Carmo [10] .
L
2 -optimality in one dimension and the localization of g ′ Figure 8 : Fine-scale Green's function g ′ for the one-dimensional problem and linear elements, with P = P L 2 , κ = 10 −3 , β = 1, L = 1 and a uniform grid of n el = 16 elements. Note that in the case of P = P L 2 , g ′ is global and unattenuated when advection dominates.
We have shown that, for the one-dimensional problem and for the H 1 0 -projector based VMS formulation (i.e., with P = P H 1 0 ), the fine-scale Green's function is supported on the union of the
there is no coupling between elements. This allows a convenient evaluation of the fine-scale effect in the VMS formulation (see (38) and (49)). This feature, though, is not guaranteed for any projector P. Take, for example, the L 2 -projector P = P L 2 , with piecewise-linear elements. We can still compute g ′ from (28), where now, in order to have (27), {µ i } i=1,...,N is a basis forV itself. For κ = 10 −3 , β = 1, L = 1 and n el = 16 elements, a plot of g ′ is presented in Figure 8 : we see that the support of g ′ includes the entire upwind region x ≤ y.
Remark 5. In practical applications, g ′ needs to be approximated, leading to classical stabilized methods. It is obviously more convenient and easy to approximate a highly-localized g ′ than one that is global. This strongly suggests that the selection of the projector is crucial in the development of a multiscale method.
Linear elements in two dimensions
Turning to problems in two dimensions (as well as in multiple dimensions), we face two important differences.
First, it is technical and more difficult to obtain the analytical expression of the Green's function g, and therefore of the fine-scale Green's function g ′ through (28). To overcome this difficulty, in this section we propose to numerically compute g and g ′ on a fine mesh of 512 × 512 × 2 elements, which is able to resolve the fine scales of the problem under consideration. We take here Ω = (0, 1) 2 , the diffusivity is κ = 10 Figure 9 ) and we plot the Green's function g and finescale Green's function g ′ versus the argument x. The plot of x → g(x, y * ) is presented in Figure  10 . As is known, x → g(x, y * ) is singular when x = y * , and indeed the graph in Figure 10 has been truncated at g = 50. Roughly speaking, g is supported around the upwind characteristic passing through y * . The second major difference, compared to the one-dimensional case, is that if the coarse scales are piecewise-polynomial, then the fine scales are not localized within each element (i.e., they are not bubble functions), and this happens for any choice of projector P, including the H 1 0 -projector. Indeed, since the coarse scales are polynomials on the edges of the elements of the triangulation, while the exact solution is arbitrary, the fine scales do not vanish there. Our aims here are the calculation of g ′ and the assessment of its attenuation compared with g and its locality for different choices of P. We test both P = P H 1 0 and P = P L 2 , which gave, in the one-dimensional case, a fully-localized and a globally-supported g ′ , respectively. We take the spaceV formed by linear elements on the uniform triangulation shown in Figure 9 . The plots of x → g ′ (x, y * ) for P = P H 1 0 and P = P L 2 are presented in Figures 11 and 12 , respectively. The singularity at x = y * is still truncated at g ′ = 50. Observe that in the case P = P H 1 0 , the fine-scale Green's function is more localized around y * , compared with the case P = P L 2 , for which oscillations are spread over the entire domain. In addition, the g ′ for the case P = P H 1 0 seems to be negligible outside a layer of a few elements around y * . This is better seen in the two-dimensional contour plots of x → g ′ (x, y * ) in Figure 14 and 15, where the coarse mesh is overlaid. The two-dimensional plot of x → g(x, y * ) is given for reference in Figure 13 .
Changing the position of y * inside Ω, and taking y * on an edge or a vertex of the coarse triangulation, produces similar results (not shown).
Remark 6. The upwind tail of g is global in the advection-dominated case, whereas it is highly attenuated for g ′ when P = P H 1 0 (cf. Fig. 10 with 11 , and Fig. 13 with 14) . This has important implications for multiscale analysis of dominantly-hyperbolic phenomena. In addition, the g ′ for P = P H 1 0 is much more localized than that for P = P L 2 . These results are consistent with the one-dimensional case and suggest that local approximations of g ′ for P = P H 1 0 may achieve near H 1 0 -optimality in multi-dimensional, advection-dominated cases. Let us return to the model problem (24), that is,
where κ and β are defined as above. We now consider a right-hand side f as defined in Figure 16 . The exact solution, shown in Figure 17 , has an internal layer, due to the discontinuity of f , and boundary layers at x 1 = 1 and x 2 = 1.
We consider three meshes, shown in Figure 18 (note that the third mesh is the same as in Fig.  9 ). The three meshes are quite coarse for the problem considered. The coarse-scale approximations u are given in Figures 19-21 for P H 1 0 and P L 2 . In Figure 19 it is very clear that the solution for P H 1 0 is much better than that for P L 2 . In Figure 20 , the solution for P H 1 0 is better than that for P L 2 , but not by as wide margin as in Figure 19 . The trend continues in Figure 21 , but the solution for P H 1 0 is only slightly better than that for P L 2 . We have tested other meshes, obtaining results (not shown) similar to the ones of Figure 19 -21. The superiority of P H 1 0 seems to be a general fact, though it is more apparent for finer meshes than coarser meshes. One might conclude that H 1 0 -optimality is not as strong condition than is often thought, and may not be enough in many practical cases for which monotonicity is deemed essential.
Remark 7.
In the present setting, one cannot ask for a nodally exactū, because the functions of H 1 0 are not necessarily continuous. Formally, a g ′ for this purpose is given by (32), as for the one-dimensional case, but g(x i , x i ) is infinite, because g is singular.
Remark 8. In the case P = P H 1 0 , because of (29), we have, in the sense of distributions,
Therefore, the fine-scale effect on the coarse-scale equation (30) becomes
In one dimension, where g ′ is fully localized, the right-hand side of (53) is precisely the classical SUPG stabilization (see [9] ), that is, the residual is weighted only by the advective part of the operator and the g ′ gives rise to the element-wise optimal τ , as described in Sections 3.1 and 3.2. (Recall that f was assumed to be a piecewise polynomial of degree at most k − 1.) Note also that the diffusion operator in the residual in (53) may also be eliminated due to the aforementioned orthogonality property. These observations hold in higher dimensions as well, except g ′ is not fully localized within individual elements. In the classical multi-dimensional SUPG method [9] , in place of (53), we have where Ω e , e = 1, . . . , n el , are the elements of the mesh on Ω. The primary difference between SUPG and (53) is that g ′ is replaced by the element-wise constant τ . This approximation may be justified in light of the localized nature of g ′ . Indeed, SUPG has been shown to converge at optimal rates in higher dimensions (see, for example, [18] ), although, in advection-dominated cases, the "stability" norm is not as strong as the H 1 0 -seminorm in that it only contains the streamline derivative. Remark 9. The residual-free bubble approach [4-8, 19, 20] has been shown in [3] to be equivalent to a multiscale method in which the fine-scale Green's function is approximated by a local, element Green's function [13, 14] . Use of a local Green's function, in light of the framework described herein, can only be rigorously justified in the one-dimensional case in which the H 1 0 -projector is employed. However, this amounts to a very convenient approximation in practice, and one that is known to generate effective stabilized methods [1, 5, 6, 19] . With a better knowledge of g ′ in the multi-dimensional case, we would anticipate that improved stabilization schemes could be devised.
Conclusions
In this paper we have derived an expression for the fine-scale Green's function arising in variational multiscale analysis. The specification of a projector, defining the direct-sum decomposition into coarse-scale and fine-scale components, renders the problem for the fine-scale Green's function wellposed. Different projectors give rise to different fine-scale Green's functions, and their properties can vary considerably. It is felt to be beneficial if the fine-scale Green's function is more attenuated than the classical Green's function and its support is dominantly local. It is found that the projector induced by the H 1 0 -seminorm enjoys these properties whereas the projector induced by the L 2 -norm does not. (above) and P = P L 2 (below). The coarse-scale spaceV is based on the third mesh of Figure 18 .
The primary practical result of these studies is in the development of a framework for approximate multiscale methods. Indeed, in general it is not possible to exactly calculate the fine-scale Green's function. Despite its complexity, its orthogonality properties suggests simplified constructs in the form of stabilized methods. This is instantiated precisely in one dimension for the H 1 0 -projector and its possibility in higher dimensions is suggested as well. In fact, it is shown that the H 1 0 -optimal method and SUPG have features in common. The results obtained clarify the relationship between the fine-scale Green's function and the properties of the coarse-scale solution. However, we only considered projectors associated with inner products and, in particular, we only studied the H 1 0 -and L 2 -projectors. The coarse-scale solution achieves optimality in terms of the corresponding norm. One could conceive of requiring the coarse-scale solution to achieve optimality in other measures giving rise to nonlinear structure. This is an intriguing possibility in that one could, for example, require monotonicity, or other desirable behavior. In the past, ad hoc procedures have been used to instill such properties in numerical methods, but the present ideas seem to have the potential for studying these issues in a more fundamental way.
Presently, most numerical methods are given as recipes and they are evaluated ex post facto by the way they satisfy desired objectives. The present developments suggest a different approach: designing numerical methods to satisfy desired objectives ab initio. We are a long way from making this a practical reality but we believe some small steps have been taken in this direction.
