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ABSTRACT 
For matrices partitioned into block form, the operation of (block)-vector aggrega- 
tion, which associates with a given matrix a matrix of smaller size, is introduced. 
Properties of aggregated matrices are analyzed. In particular, it is shown that in the 
Hermitian case, the eigenvalues of a block-vector-aggregated matrix interlace those of 
the original matrix. By using vector aggregation, ew eigenvalue bounds and inequali- 
ties for normal and Hermitian matrices are derived and put in context with the 
existing ones. In particular, inequalities interrelating eigenvalues ofa block-partitioned 
Hermitian matrix with those of its diagonal blocks are obtained. Also it is shown that 
the spectral constants characterizing the block partitioning of a Hermitian matrix are 
bounded below by the corresponding constants related to associated vector-aggregated 
matrices. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
In this paper, we introduce the operation of aggregating a block-parti- 
t ioned matrix A = (Aij)nj=l ~ C m×m by using a consistently part it ioned 
block vector X = (Xi) ~ 1 '~ cm×k, k >~ 1, with blocks Xi, i = 1 . . . . .  n, of 
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full column rank k. In particular, in the case k = 1, this operation becomes 
vector aggregation. The operation of (block-)vector aggregation associates 
with a given matrix A a matrix of smaller size with square k × k blocks. It is 
pertinent o note that the aggregation proposed in this paper turns out to be a 
special case of the general-type matrix aggregation operation A-o  RAP ,  
where A ~Cm×m; R~C k×m, k <m,  is the matrix of a restriction or 
aggregation operator; P ~ C m×k is the matrix of a prolongation or disaggre- 
gation operator; and both matrices R and P depend on some (possibly 
differen0 partitions of the set {1 . . . . .  m} into k disjoint subsets. Aggregated 
matrices of thi s type arise in various iterative aggregationfdisaggregation 
methods for solving large-scale matrix problems, especially with applications 
to input-output~economics, Markov decision processes, linear programming, 
and computer performance valuation (see, e.g., [5-7, 11, 14] and the 
references therein). In our case, the aggregation and disaggregation matrices 
satisfy the relations R = P* and RP = I k, which, in particular, permit us to 
interpret vector-aggregated matrices as sections. 
Based on vector-aggregated matrices, we derive new eigenvalue bounds 
and inequalities for normal and Hermitian matrices and put them in context 
with the existing ones. Some of the results are formulated in terms of 
eigenvalues of aggregated matrices, whereas the others do not explicitly 
involve aggregated matrices, which are, however, used in the proofs. Thus, 
vector aggregation can be regarded as a theoretical tool helpful when deriving 
eigenvalue relations. 
The paper is organized as follows. Basic definitions related to vector 
aggregation are provided in Section 2, where we also derive general proper- 
ties of aggregated matrices. Section 3 is dedicated to eigenvalue bounds for 
normal matrices. These bounds improve and generalize the known ones 
which describe the location on the complex plane of the eigenvalues of a 
normal matrix relative to a circle centered at an arbitrary point. Also it is 
shown that the latter bounds imply some classical results for Hermitian 
matrices such as Temple's and Kantorovich's inequalities. In Section 4, we 
derive eigenvalue inequalities for Hermitian matrices partitioned into blocks 
that are related to Aronszajn's inequalities and interrelate igenvalues of the 
original matrix with those of its diagonal blocks. Finally, lower bounds for the 
spectral constants characterizing a block partitioning of a Hermitian positive 
definite matrix and for the spectral norms of the diagonal blocks of its inverse 
are obtained in Section 5. 
In concluding this section, we specify the notation used: 
(1) Hm(C) denotes the set of m × m Hermitian matrices with complex 
entries; 
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(2) the eigenvalues of a square matrix A of order m are denoted by 
Ai(A), i = 1 . . . . .  m, and in the case where the spectrum of A is real, the 
eigenvalues are nonincreasingly ordered, so that Am,x(A) = AI(A) >/ A2(A) 
/> "'" /> ~.m (A)  = ~.min (A) ;  
(3) the singular values of a matrix A ~ C lxm are denoted by eri(A) ,  and  
they are nonincreasingly ordered: trm,x(A) = O'I(A) /> o-2(A) >i ... >1 
O'min{/, m}(A) = Ormin( A); 
(4) I m stands for the identity matrix of order m, and the subscript m is 
sometimes omitted. 
2. VECTOR AGGREGATION OF MATRICES. DEFINIT IONS AND 
BASIC PROPERTIES 
In this section, we provide the definitions of vector- and block-vector-ag- 
gregated matrices and establish some of their basic properties. In particular, 
we show that the Cauchy interlacing theorem holds for (block-)vector-aggre- 
gated matrices and that the property of a matrix of being positive (semi)defi- 
nite or (semi)positive r al is preserved under aggregation. 
Let  A = ( A i j ) in j= l  E C mxm, 1 <~ n <~ m,  be a square matrix with square 
diagonal blocks Aii E C n,xn,, i = 1 . . . . .  n,  so that m = E~= lni. Let x = 
(x~)i"--1 ~ Cm be a nonzero vector partitioned into block components consis- 
tently with A,  i.e., x i~C n', i = 1 . . . . .  n.  We say that the vector x is 
nondegenerately partitioned if all of its block components x i are nonzero. 
Using a nondegenerately partitioned vector x, with the block matrix A we 
associate the so-called vector-aggregated matrix A x = (ai j ) in j= 1 ~ cn×n, the 
entries of which are defined as follows: 
x*A q xj 
1 <~ i , j  <<. n .  (2.1) 
ai j  IIx,II Ilxjll' 
REMARK 2.1. The definition of vector aggregation can be easily extended 
to the case of arbitrary nonzero vectors x. To this end, it is sufficient o set 
a~j = 0 in the case where either x~ = 0 or xj = 0. But then the matrix A x 
essentially coincides with a matrix of the form Ay, where A is a principal 
block submatrix of A, and y is a nondegenerately partitioned subvector of x. 
For this reason, in the sequel we restrict our considerations to the case of 
aggregating matrices using nondegenerately partitioned vectors. 
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The definition of vector aggregation can be generalized to the case of 
aggregating block matrices using block vectors in the following way. I~t 
X=(Xi) i"= 1 ~C re×k, X i~  C n'×k, k ~<minl<i¢ nni, be a block vector. 
Assume that all of the blocks X i, i = 1 . . . . .  n, are of full column rank k (in 
this case, the block partitioning of X is said to be nondegenerate). Then the 
block kn x kn matrix 
Ax= (( XffXi)-'/2Xi*AqXj(X.*X.'I-1/21 n E C kn×kn (2.2) 
J :11 ,li,j=l 
is correctly defined and referred to as the block-vector-aggregated matrix. 
Note that the order kn of the aggregated matrix A x cannot exceed the order 
m of the original matrix A, because k ~< minl~i~< n n~ and En=ln~ = m. 
With a nondegenerately partitioned block vector X = (X~)~ 1 ~ C m×k 
we associate the rectangular matrix 
lxl(x?xl)-l/2 
L 0 
X2( X;X2)-l/2 
0 
Xn(X*nX.)-- ' /2 
C m×kn" 
(2.3) 
Then, obviously, 
2~'2 ~= Ikn, (2.4) 
and we can rewrite the definition (2.2) in the form 
A x = Z*AZ.  (2.5) 
Thus, in view of (2.4) and (2.5), the block-vector-aggregated matrix A x 
proves to be a block Rayleigh quotient for A or, in other words, a section of 
A that corresponds to the normalized block vector 2 ~ of a special structure. 
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In the case k = 1, where X = x ~ C m is a nondegenerately partitioned 
vector, the matrix ~ defined in (2.3) takes the form 
~,= 
X 1 
Ilxlll 
... 0 
x 2 
0 ... 0 
IIx211 
• • 
Xn 
0 0 ... 
IIx.II 
E C m×n . (2•6)  
Us{ng the interpretation (2.5) in terms of sections, we can easily establish 
important relations between the eigenvalues of the original Hermitian matrix 
A and those of the block-vector-aggregated matrix A x. 
First we extend the Cauchy interlacing theorem to sections of Hermitian 
matrices and, in particular, to block-vector-aggregated matrices. 
THEOREM 2.1. Let A E Hm(C), and let Y ~ C reX/, l <~ m, be such that 
Y * Y = I t. Then 
)tm_l+i(A) <~ ;t ,(Y*AY) <~ )t,(A), i = 1 . . . . .  l, (2.7) 
where the (real) eigenvalues of the matrices A and Y * A Y are nonincreasingly 
ordered. Furthermore, the equality 
)tmax(Y*AY ) = )tmax(A ) [h.min(Y*AY) = *min(A)] 
occurs if and only if there exists a (nonzero) vector z ~ C t such that Yz is an 
eigenvector f A corresponding to its largest [ smallest ] eigenvalue. 
Proof• In view of the Cauchy interlacing theorem (see, e.g., [9, p. 294]), 
in order to establish (2.7) it is sufficient o show that Y*AY coincides with a 
principal submatrix of a matrix conjugated to A and, consequently, having the 
same eigenvalues. Indeed, since the columns of Y are orthonormal, we can 
construct a unitary matrix of the form 
s=[Y zl c 
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Then, since Y*S = [ I l 0], the matrix 
Y*AY = Y*S( S*AS)S*Y 
coincides with the left upper comer l × l submatrix of the matrix S'AS, 
which is conjugated to A. This proves (2.7). 
Assume that 
and let 
}tmax(Y*AY) = t~max( A), 
Then, clearly, 
Y*AYz = amax( ]r*Ay ) z. 
z* Y*AYz £*A£ 
Amax(Y*AY) = Ilzll ~ -- "z"-~lF II ~< Amax(A)' 
where £ = Yz, and, in view of (2.8), we conclude that 
~*A~ 
II 11"~'"2 = amax(A), 
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Az= amax(A)z , z= Yz,, Z E C l, 
then 
whence it follows that Amax(A) ~< )tmax(Y*AY) and, in view of (2.7) with 
i = 1, that ~max (A) = Am~x(Y*AY). 
Y*aYz = Y*a~ = Xmax(a)Y*Yz = •max(A)z ,  
which implies that ~ = Yz is an eigenvector for A and corresponds to 
/~max(A). 
Conversely, if 
(2.8) 
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The assertion concerning the equality ,~min(Y*AY) = /~min(A) trivially 
follows from the relations 
Amin(A) = --/~max(--A), 
Amin(Y*AY ) = -Amax[Y* ( -A )Y ] .  
Thus, Theorem 2.1 is completely proved. 
COROLLARY 2.1. I f  X = (Xi)in=l E C m×k, 1 <~ n ~ m, is a nondegener- 
ately partitioned block vector and A = ( AOi~= 1 ~ Urn(C), then 
Am_kn+,( A ) <<, Ai( Ax)  <~ A,(A), i = 1 . . . . .  kn. 
Furthermore, the equality 
Amax(Ax) = Amax(A) [,~min(Ax) = )tmin(A)] 
occurs if and only if there exists a (nonzero) vector z ~ C kn such that ~z  is 
an eigenvector f A corresponding to its" largest [smallest] eigenvalue. 
Proof. Take Y = ~--~, where ~ ~ C m X k, is defined in (2.3), use (2.4) and 
(2.5), and apply Theorem 2.1. • 
REMARK 2.2. As indicated in Remark 2.1, the vector-aggregated matrix 
A x can be defined for a degenerately partitioned vector x. However, in this 
case, the matrix A x clearly has a zero eigenvalue. Therefore, the inequality 
~max(A) >~ ~max(Ax) 
cannot be valid if A is negative definite. Similarly, for a positive definite 
matrix A, we obviously have 
~min(A) > ~min( AX)" 
Thus, in general Corollary 2.1 does not hold for matrices A x aggregated 
using a degenerately partitioned vector x. 
Corollary 2.1 directly implies the following important result. 
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COROLLARY 2.2. I f  A = (A~j)i"jffi 1 ~ Hm(C) is positive (semi)definite, 
then, for  a nondegenerately partitioned block vector X = (X~)i~ 1 ~ C m × k, 
the block-vector-aggregated matrix A x is positive (semi)definite as well. 
COROLLARY 2.3. I f  B = (Btj)l~i,~p" l~j~;n E C/×m, 1 >I m, and X = 
(Xi)i"--1 ~ C"×k is a nondegenerately partitioned block vector, then 
2 (r,~_k,+,(B) ~< A,[(B*B)x ] ~< ¢r,2(B), i = 1 . . . . .  kn. 
Proof. In Corollary2.1 take A = B*B. • 
The next result shows that the property of the matrix A of being 
(semi)positive real is inherited by A x in the non-Hermitian case as well. 
PROPOSITION 2.1. I f  A is a (semi)positive real matrix and X is a 
nondegenerately partitioned block vector, then A x is also (semi)positive real. 
Proof. This assertion directly follows from the equality 
z*A x z ~*A~ 
I lz l l  2 I1~11 ~ ' 
where z is an arbitrary nonzero vector belonging to C kn and ~, = 2~z 
because 2'*2" = Ik~. • 
When applied to the case k = 1, Corollary 2.1 shows that it is possible to 
bound the extreme igenvalues of a Hermitian matrix A by the correspond- 
ing extreme eigenvalues of the (Hermitian) matrix Ax, where x is an 
arbitrary nondegenerately partitioned vector. Obviously, if we refine the 
original partitionings of A and of x, then we obtain a larger aggregated 
matrix, the extreme eigenvalues of which provide improved bounds for the 
extreme eigenvalues of A (because the matrix A x corresponding to the 
original partitioning may be regarded as a result of aggregating the aggre- 
gated matrix corresponding to the refined partitioning). In the two limit cases 
n= landn=m,  wehave 
x*Ax 
A x I lx l l~ - , x ~ 0 ,  
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and 
A~ = A*AA, 
respectively, where 
h=diag  IXll . . . . .  I I (x i ¢ 0, i = 1 . . . . .  m) 
is a unitary diagonal matrix. Thus, starting with a vector x with nonzero 
components, we can construct wo monotone sequences of bounds for the 
extreme igenvalues of A that begin with the Rayleigh quotient x*Ax/llxll ~ 
and terminate with the exact extreme igenvalues of A. 
Another way of obtaining improved bounds for the extreme igenvalues of 
A, which also leads to the computation of the extreme eigenvalues of 
matrices of increasing orders, consists in forming the block vectors X ~ C m× k 
for increasing k ~ min 1 ,~ ~ ,~ n n~. 
Next we show that if X is a block eigenvector for A associated with a 
block eigenvalue A of A, i.e., AX = XA,  then A is also a block eigenvalue 
for A x. 
THEOREM 2.2. Let A ~ C m×m, and let AX = XA,  where X ~ C re×k, 
A~C kxk. I fX  = (Xi) i~ 1,1<~ n <~ m, X i ~ C n'xk,n i >t k, i = 1 . . . . .  n, is 
a nondegenerately partitioned block vector and A = (Aij)i"j= 1 is the induced 
block partitioning of A, then 
where 
(X?X~) 1/2 
( x,* x.y/2 
Proof. Obviously, 
which implies that 
2~:f = x ,  (2.9) 
2~*X = :~. (2.10) 
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In view of (2.9) and (2.10), we have 
A x X = ~*A~X = ~a*AX = ~*  XA = J(A. 
Theorem 2.2 is thus proved. 
COROLLARY 2.4. I f  X = (X~)in=l is a nondegenerately partitioned eigen- 
vector of  A, then A x has an eigenvector all of  whose components are positive. 
Proof. Take k = 1 in Proposition 2.1. Then £ = [llXlll . . . . .  IFXntl] r is the 
desired eigenvector f A~. • 
Since the block-vector-aggregated matrix A x is a section, in order to 
derive relations between the eigenvalues of A and of A x in the Hermitian 
ease, we may apply Kahan's theorem (see, e.g., [12, p. 219]). Then we arrive 
at the following result. 
n ~ n THEOnEM 2.3. Let A = (Aij)i, j= 1 Urn(C), and let X = (Xi)~= 1 
C mxk, n~ 1> k, i = 1 . . . . .  n, be a nondegenerately partitioned block vector. 
Then there exist kn distinct indices i1, i 2 . . . . .  ikn such that 
Proof. 
where 
where 
1/2 I1~ij( A) -- Aj(Ax) I ~ Am~x(Q), 
Q = (Ae)x  - (Ax)  2. 
In view of Kahan's theorem, it is sufficient o show that 
Q = ~q~* (~)  RA(~),  
,.~ A ( ,~) = ~- -  ,~(,~°* A~)  = A_~ - ~'A x 
is the corresponding block eigenresidual, which is trivial. • 
Thus, in the Hermitian case, in view of Theorem 2.3, by imposing a 
nondegenerate partitioning on a given nonzero vector x and by passing from 
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the Rayleigh quotient x*Ax/llxll 2 to the vector-aggregated matrix Ax, it is 
possible to approximate at once n eigenvalues of A rather than just one. Of 
course, for these approximations to be sufficiently accurate, it is necessary 
that IIQII be sufficiently small. 
We conclude this section by considering the following problem. Is it true 
that, for a nonnegative matrix A and a nondegenerately partitioned nonnega- 
tive vector x, the inequality 
p(Ax) <~ p(A) (2.11) 
holds for the spectral radii of A and Ax, i.e., for their Perron roots? In view 
of Corollary 2.1, this assertion holds true for symmetric nonnegative matrices; 
(2.11) is also well known in the case where A x is a principal submatrix of A 
(see, e.g., [3, p. 28]). Below we show that in the general case, (2.11) is not 
necessarily satisfied. 
In order to justify this claim, we first note that p(A,) = p(A2~T). Thus, 
we need to show that the inequality 
p(~T)  < p(A) 
may be wrong. Assume that v is the right Perron vector for B = A2~ T and 
u is the left Perron vector for A, i.e., 
Then we have 
A2~* v = p ( B ) v , 
u~'A = p(  A )u  T. 
uTA2~Tv = p( B)uTv = p( A)UT2a~Tv, (2.12) 
and thus (2.11) amounts to the inequality 
As is readily seen, 
urv >i ur2~rv. 
u~Z~v = E u~'x,x~'v' 
i=1  Ilxill 2 
u~'v = E uTv,, (2.13) 
i=1  
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where u = (u~)t~ 1and v = (vi)i~ 1. For this reason, we examine the relation 
ar~r~3 
II~ll ~ 
- -  < ar~3, (2.14) 
where ~, ~3, and ~ are nonnegative vectors of the same dimension. 
LEMMA2.1. Let~,~,~RP,  p>~2,11~l l=l ,  and let [~ Y]~Rv×P 
be an orthogonal matrix. Then the inequality (2.14)/s satisfied if and only if 
~TyyT~ >t O. 
Proof. Decompose ~ and 13 as follows: 
~- OlX -[- Y t ,  ol = ~T~, t = YT~t ;  
= [3~ + Yz, ]3 = £T~, z = Y r~. 
Then 
~r~ = ~[3 + trz, 
(aT~)(~T~)  = ~,  
whence the result follows. 
Thus, (2.14) holds true if and only if the scalar product of the projections 
of ~ and ~3 onto (2 ) "  is nonnegative. Clearly, this occurs, e.g., in the 
following cases: 
(1) The vectors ~ and 13 coincide up to a positive scalar multiplier [in this 
case (2.14) is equivalent to the Cauchy-Schwarz inequality]. 
(2) The vectors ~ and 13 are nonnegative, and there exists an orthogonal 
basis of (~)"  composed of nonnegative vectors. In particular, if ~ = ye i, 
where e i is the ith coordinate vector, then Y can be composed of the vectors 
ej, j 4= i, which guarantees that (2.14) is fulfilled for any nonnegative vectors 
and ~3. This case is encountered if in (2.13) all xi's are coordinate vectors 
ej,, i.e., A x is a principal submatrix of A. 
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Finally, we provide a simple counterexample to (2.14). Take 
o ,  
Then 
t~r~ = 3, ~rV = 3, II~ll 2 = 2, t~r~ = 4, 
and 
3x3 
~4.  
2 
The above implies that the inequality 
. u ,x,x v, 
u X' *v = E Eu ,v,=u v 
i=l IIx,II z i=a 
may be violated, and consequently, in view of (2.12), it may happen that 
p(A) < P(Ax). 
3. EIGENVALUE BOUNDS FOR NORMAL MATRICES 
The main result of this section is Theorem 3.1, which can be regarded as 
an extension of the known result [see (3.11)] on the location on the complex 
plane of the eigenvalues of a normal matrix relative to a circle with center at a 
point ~ ~ C. In the particular case of vector-aggregated matrices (see Corol- 
lary 3.1), Theorem 3.1 assures that, for an arbitrary ~ ~ C, the closest 
eigenvalue to ~ of a normal matrix A lies in the disk centered at ~ with 
radius )tmi,{[(A - ~I)*(A - ~I)],}, where x is an arbitrary nondegenerately 
partitioned vector. 
Let A ~ C m× m be a normal matrix. Choose ~ ~ C and a block vector 
Y ~ C, m×l such that Y* Y = I I. Consider the Hermitian positive semidefinite 
matrix 
B( ~)  = ( A - ~ I ) * (  A - I~I). (3.1) 
By Theorem 2.1, 
Am.,[Y*B( (~)Y] ~ Am~[B(g)]  = O'm~ ( A -- ~I) .  
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Since the matrix A - ~:I is normal, we have (see, e.g., [10. 1.4.12.3]) 
O'max(A -- ~I)  = maxl,i<~mlAi( A -- ~1)1----- maxl<~i<~mlAi( A ) - ~1, 
whence it follows that 
Amax[Y,B( /~)y] <<. maxl~i,mlAi(  A) _ /~12. (3.2) 
Similarly, 
}Lrnin[Y,n(~)y ] >/)tmin[B(~) ] = minl~<,~<mlA,(A) _ ~]2. (3.3)  
On the other hand, for any vector z ~ C t, we have 
z*Y*n(£)Yz  = ~*B(£)~ = ]IA~ - £~112, ~ = Yz, 
whence, using the extremality property of the eigenvalues of Hermitian 
matrices, we derive 
II A~ - ~ l l  2 
Arnax[Y*B( ~)Y]  >1 11~112 >1 Amin[Y*B( I~)Y ] . (3.4) 
Combining (3.4) with (3.3) and (3.2), we arrive at the following result. 
THEOREM 3.1. Let A ~ C m×m be a normal matrix, Y ~ C re×t, Y*Y  = 
Ii, ~ = Yz, where z ~ C l and Ilzll = 1, and let ~ ~ C. Then 
min ]A~(A) - ~:[2 ~< Amin[Y .B(~)y  ] <~ IIA~ - ~112, (3.5) 
l~i~m 
max [A,(A) - ~:12 >~ Am~x[Y,B(~)y ] >1 I IA~ - ~112, (3.6) 
l<~i<~rn 
where B( ~ ) is defined in (3.1). 
This theorem states that the extreme eigenvalues of any section of the 
matrix B(~) can be used to localize the eigenvalues of the normal matrix A 
closest to and most distant from ~. 
The following result is merely a particular case of Theorem 3.1. 
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A - -  (A  ~n E ~- 'm×m COROLLARY 3.1. Let ~ - -  ~'~i j ' i , j= l  ~-" be a normal matrix, and 
let - -  ~ ,n x k X-  (Xi)i= 1 E C be a nondegenerately partitioned block vector. 
Then, for  any ~ ~ C and any vector ~ = ~z ,  where z ~ C k", Ilzll -- 1, we 
have 
min IA~(A) - s~l 2 ~< /~min([B(~)]x) .~< IIAz - ~zll 2, (3.7) 
l~ i~rn  
max IA , (A)  - ~l 2/> ~max( [n(~) ]X)  ~ IIA~ - ~112, (3.8) 
l <~ i <~ m 
where B( ~ ) is defined in (3.1). 
In particular, i f  k = 1, i.e., X = x = (xi)i~=l, Ilxll = 1, then ( for  z = 
[llxlll . . . . .  Ilxnll] ~) 
rain IA i (A)  - gl 2 ~</~min([n(~)]x) ~<liAr - ~xll 2, (3.9) 
l<~i<~m 
max [A~(A) - #l z >/~max([n(~)]x) >~ liAr - ~xll 2, (3.10) 
l <~ i <~ m 
REMARK 3.1. In the case n = 1, where no nontrivial block partitioning is 
imposed, [B( ~)]x is a scalar, and thus the relations (3.9)-(3.10) reduce to the 
well-known inequalities 
min IA,(A) - ~1 ~ liAr - ~xll ~< max [Ai(A ) - ~1, Ilxll = 1. 
l<~i<~m l<~i<~m 
(3.11) 
(For ~ = 0, both inequalities (3.11) directly follow from [10, III.3.5.5], 
whereas, for an arbitrary ~ ~ C, assertion 111.3.5.6 in [10] amounts to the 
left-hand-side inequality in (3.11). Both inequalities (3.11) can also be found, 
e.g., in the proof of Theorem 2.3 and in the corollary to it in [2].) The 
relations (3.11) show that each of the closed domains 
I~ -  ~1 ~< liAr - ~xll and I~ -  ~1 >i liAr - ~xll, 
sharing the boundary, contains at least one eigenvalue of A. However, if a 
nontrivial block partitioning of A is considered (i.e., n >/2), then, for the 
same x and ~, the relations (3.9) and (3.10) yield the domains 
1/2 ]~" -- ¢[ ~< -min,,A~/2([B(¢)lx) and [~'-  .~] >i Am~x([B(~)]x), 
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each of which contains at least one eigenvalue of A, whose boundaries no 
longer coincide, unless B (~)  proves to be a scalar matrix. 
REMARK 3.2. It is alSO pertinent o indicate that from inequalities (3.11) 
one can easily infer some important known results concerning eigenvalues of 
Hermitian matrices. For instance, the geometric description [4] of the region 
#2 c R e that contains all of the points (/x, 0-), where/z = x*Ax, 0- = IIAx - 
/~xll, and x is a vector of unit length, readily follows from (3.11) if we take 
into account hat 
I IAx -  ~xll ~ = 0-2 + I~-  ~12 
and insert ~ = [Ak(A) + Ak+I(A)]/2 and ~ = [AI(A) + Am(A)]/2 into the 
left-hand-side and right-hand-side inequalities of (3.11), respectively. Indeed, 
in this way we obtain the relations 
2 (')tk(A)-"-2-)tk+l(A))2 ~'or -[- ( I"1"-- )tk(A)+)tk+l(A))2 (3.12) 
and 
which precisely describe the region #2. Furthermore, as is trivial to ascertain, 
assuming that Ak+ I(A) ~< p, ~ Ak(A), we can rewrite (3.12) and (3.13) as 
0 -2 >/ [Ak(a ) - p,] [ p, - Ak+I(A)], (3.14) 
0 -2 ~ [)LI(A) -- ~t£] [ /£ -  Am(A) ] ,  (3.15) 
respectively. In other words, the inequalities (3.12) and (3.13) (and, conse- 
quently, the description of the region ~)  imply Temple's inequalities (3.14) 
and (3.15), and thus Temple's inequalities tem from the basic inequalities 
(3.11). Finally, since the function [AI(A) - ~][/,e - )tm(A)]/Id, 2, Am(A)  ~ /d. 
< AI(A) , attains its maximum at the point /z = 2AI(A)Am(A)/[AI(A)+ 
Am(A)] and this maximum is equal to [AI(A) - Am(A)]2/4AI(A)Am(A), by 
(3.15) we have 
0-2 [A,(A) - Am(A)] ~ 
0 ~< /.e2 < 4Al(A) Am(A) (3.16) 
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or, equivalently, 
o.2 
1< ~ +1< 
[At(A ) + Am(A)] 2 
4X1(A) Am(A) 
Now, taking into account the identity 
o .2 x*A2xx*x 
tx 2 + 1 (x*Ax)  2 
we conclude that 
1< 
x*A2xx.* x [~I(A) "~ }km( A)] 2 
<~ 
( x*Ax) 2 4AI( A)Am( A) 
or, equivalently, 
x*Axx*A- lx [AI(A ) -I- Am(A)] g 
1~< ~< 
(x 'x )  z 4A,(A) h,~(A) 
which is just the classical matrix Kantorovich inequality (see, e.g., [10, 4.3.1]). 
Thus Kantorovich's matrix inequality is a consequence of (3.15) and therefore 
of (3.11). 
Note that if, under the notation of Theorem 3.1, hmin[Y*B(~)Y] = 0, 
then, by Theorem 3.1, ~ is an eigenvalue of A. On the other hand, if z ~ C ~ 
is a normalized eigenvector associated with the zero eigenvalue of Y* B( ~)Y, 
then, obviously, 
o = z*Y*n( ~)yz = ~*n(  ~)~ = IIA~ - ~11 ~, 
where ~ = Yz, which shows that the matrix A has an eigenvector associated 
with the eigenvalue ~that belongs to the subspace spanned by the columns 
of Y. 
Conversely, if ~ is an eigenvalue of A and an eigenvector f A associated 
with ~ can be represented in the form ~ = Yz, then 
( A - ~ I )~ = ( A - ~I )Yz  = 0, 
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whence it follows that 
I1( A - ,~I)Yz II 2 = z*Y*B(  ~ )Yz = O. (3.17) 
On the other hand, we have 
0 ~< Amin[Y*B( ~)Y] ~< z*Y*B(  ¢ )Yz /z*z .  (3.18) 
Taken together, (3.17) and (3.18) show that )tmin[Y*B(¢)Y] = 0. 
Thus, based on Theorem 3.1, we have established the following result. 
COROLLARY 3.2. Under the assumptions of Theorem 3.1, the equality 
Am,n[Y*B(~)Y] = 0 occurs if and only if ~ is an eigenvalue of A and an 
eigenvector of A associated with ~ belongs to the subspace spanned by the 
columns of Y. 
In particular, if Y =~,  where k = 1 and X = x = (x , )~ l  ~ C m, then 
/~min([n(~)]x)  = 0 if and only if ~ is an eigenvalue of A and, for a vector 
Z E C n, A~z  = ~z .  
Thus, if /~min ( [B(~)]x)= 0 we may say that relative to the block 
partitioning in question, the vector x generates an eigenvector of the matrix 
A, which is associated with the eigenvalue s~. 
4. EIGENVALUE INEQUALITIES FOR HERMITIAN MATRICES 
In this section, we derive inequalities interrelating eigenvalues of a 
Hermitian matrix partitioned into blocks with eigenvalues of its diagonal 
blocks. Also we show that the known bounds for the extreme igenvalues of a 
Hermitian matrix A in terms of the extreme eigenvalues of its diagonal 
blocks can be improved by using the extreme eigenvalues of vector-aggre- 
gated matrices A x for appropriately chosen vectors x. 
We start by recalling the inequalities due to Aronszajn [1] (see also [13] 
for a transparent proof). 
THEOREM 4.1. Let 
JAil A12 ] 
A = A21 A22] ~ Hm(C), dim Ai i= ni, i = 1,2, m = n 1 + n 2. 
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Then 
Amin(A ) + A/+j_I(A ) < Ai(All) + Aj(Az2 ), l <~ i <~ n l ,  l <~j <~ n 2. 
(4.1) 
In particular, for i = j  = 1, Theorem 4.1 yields 
}~min(A) + /~max(A) ~< }~max(All) + /~max( A22)" (4.2) 
Note that, for a positive semidefinite matrix A, this implies that 
amax(A) ~< Amax( All ) + amax(A22), (4.3) 
which is a useful bound for Amax(A) in terms of the largest eigenvalues of the 
diagonal blocks of A. 
Applying (4.2) to -A ,  we readily derive the complementary inequality 
Amin(A) + }Lmax(A) >/ Amin( All ) q- Amin( A22 ). (4.4) 
For an n × n block-partitioned matrix A with n >~ 2, by using induction 
arguments, we can easily obtain the following generalizations of (4.2) and 
(4.4). 
COROLI~RY 4.1. Let A = (Aij)in, j= l  E Hm(C), dim A. = ni, i = 1, 
. . . .  n,  E'}= ln i  = m.  Then 
(n -- 1)/~min(A) -~- amax(A) • ~ amax(Aii), (4.5) 
i=1 
)tmin(A ) q- (n - l))tmax(A ) 1> ~Amin(A i i  ) .  (4.6) 
i=1 
Based on vector-aggregated matrices, it is possible to improve the latter 
inequalities as follows. 
THEOREM 4.2. Let A = ( A i j ) in j= 1 ~ Hm(C) ,  m >1 n >i 2, dim Ai i  = n i 
>/1, i=1 ,  n, ~" = . . . .  i= ln i  m.  Assume,  in add i t ion ,  that  1 <~ k <~ 
min 1 <. ~ <.<. n v Then 
k k 
EA, (A)  + ~ Ai(A) ~< ~ EA j (A , ) ,  (4.7) 
i=1 i=m-kn+k+l  i= l j= l  
kn - k ni 
~.: Ai(A) + E A,(A) >1 ~ E Aj(Ai,). (4.8) 
i=m-k+l  i=1 i=I j=n~-k+l 
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Proof. In order to establish (4.7), we construct he block vector 
x = . . . . .  xk] E C =×k, 
where 
Ax, = A,(A) x,, i = 1 . . . . .  k, (4.9) 
and the eigenvalues of A are nonincreasingly ordered, i.e., 
/~I(A)  ~ ~2(A)  ~ ... ~ /~m(A)" 
Next we introduce the block partitioning X = (Xt)~"= 1, X~ ~ C "'xk, of X, 
which is consistent with the given block partitioning of the original matrix A, 
and construct he matrix [x 0 0] 
Xz "" 0 cmx .k. (4.10) 
°°* n 
For a fixed i, 1 ~< i < n, consider the block X i. I f  its columns are linearly 
independent, hen, obviously, the matrix X*X~ ~- C k×k is invertible. In this 
case, we set Y~ = X i. Otherwise, we have rank X i = r i < k, and thus among 
the columns of 
X~ = [x(: ° . . . . .  x(k °] 
we can select r i linearly independent vectors, say, the vectors xJ 0, j @-Ji, 
where [J~l = r~. 
Each of the remaining columns of X i either is zero or can be expressed as 
a nontrivial inear combination of the columns xJ 0, j E Ji. We replace all of 
O) nx  the columns xJ O, j ~ J~, by some vectors ~)' such that the resulting mat " is 
of full column-rank (this is possible because, by assumption, k < min i n i) and 
denote the matrix obtained by Yi. Now, for all i = 1 . . . . .  n, the matrices 
Y~*Yt are invertible. Thus, we may define the matrix rx(r,*i:)-'/' 0 
, -1/2 Y.(Y  Y.) 
(4.11) 
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Obviously, 
y*y  = I .k .  (4.12)  
In addition, since, for every i, 1 ~< i ~< n, the subspace spanned by the 
columns of Y~ [or of Yi(Yi* Yi) -x/2] contains the subspace spanned by the 
columns of X i, for every j, 1 ~<j ~< k, we can find a vector cj ~ C "k such 
that 
~dcj = xj, j = 1 . . . . .  k. (4.13) 
Therefore, denoting 
B = ~'*A~',  (4.14) 
so that B = Ay, where Y = (Yi), n 1, by (4.9), (4.13), and (4.12) we have 
Bcj = y*ayc j  = ~'*ax j  = X j (a )y*x j  = X j (A)~*yc j  = x j (a )c j ,  j = 
1 . . . . .  k, which shows that AI(A) . . . . .  Ak(A) are eigenvalues of the matrix B. 
Since, by Corollary 2.1, 
Am_k,,+i(A) <~ A,(B) -<< A,(A), i = 1,2 . . . . .  kn, 
we conclude that 
whence 
A,(B) = A,(A), i=1 ,2  . . . . .  k, 
k kn k m 
trB = EA, (B)  + E A,(B) >i EA , (A)  + E A,(A). 
i=1 i=k+l  i=1 i=m-kn+k+l  
(4.15) 
Thus, to complete the proof of (4.7), it remains to ascertain that 
k 
tr B ~< ~ Y', A j (A, ) .  (4.16) 
i= l j= l  
To this end, it is sufficient o show that 
k k 
tr B, = E Aj(B,)  ~< E Aj(Aii), i = 1 , . . . ,  n. (4.17) 
j= l  j= l  
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Indeed, for any i, 1 ~< i ~< n, we have 
Bi, = ( yi* Yi ) - l /2y,*A,, y,( y,* y, ) - W2, 
and thus, by Theorem 2.1, 
Aj(B,) ~< Aj(A,), j = 1 . . . . .  k. 
This proves (4.17) and (4.16), and thus completes the proof of (4.7) 
Finally, the inequality (4.8), which is dual to (4.7), can be established by 
merely applying (4.7) to the matrix -A.  • 
Theorem 4.2 implies the following improvements of (4.5) and (4.6). 
COROLLARY 4.2. If, under the hypotheses of Theorem 4.2, k = 1, then 
)Lmax(A) @ ~ /~i(A) ~< ~ /~max(Aii), (4.18) 
i=m-n+2 i=1  
n -1  
/~min(A) + E /~i(A) >/ ~ Ami,( Aii ). (4.19) 
i=1  i=1 
In particular, this corollary shows that, for n > 2, the upper bound 
/~max(A) < ~ ~trnax ( Ai, ) , 
i= l  
which extends (4.3), is valid not only for positive semidefinite matrices (as 
implied by Corollary 4.1), but for all Hermitian matrices uch that the sum of 
their smallest n - 1 eigenvalues i  nonnegative. 
COROLLARY 4.3. Under the hypotheses of Theorem 4.2, in the case 
n = 2, thefoUowing two-sided bounds are valid: 
2 ni k 2 k 
E E Aj(Aii) < E [Ai(A) + Am_k+i(A)] ~ E E Aj(Aii), 
i= l j=n i -k+l  i=1  i=1 j=1 
k ~< min{nl, n2}. (4.20) 
EIGENVALUE BOUNDS AND INEQUALITIES 161 
In particular, if A,  = I, i = 1, 2, then the inequalities (4.20) reduce to 
the equalities 
k 
[ ~ i (A)  + ~m-k+i( A)] = 2k, (4.21) 
i=1 
which hold for any k ~< min{n D n2}. By successively applying (4.21) for 
k = 1, 2 . . . . .  min{nl, n2}, we see that 
Ak(A ) + Am_k+l(A ) = 2, k = 1 . . . . .  rain{n1, ne}. (4.22) 
Of course, these relations are well known for a block two-by-two Jacobi-scaled 
Hermitian matrix A. However, we note that Aronszajn's inequalities (4.2) and 
(4.4) imply (4.22) only for k = 1. 
We conclude this section by providing improvements to the obvious 
bounds for the extreme igenvalues of a block-partitioned Hermitian matrix 
in terms of the extreme igenvalues of its diagonal blocks. 
THEOREM 4.3. Let A = (Aij),~,j=l ~ Hm(C) , m >/n i> 2, and let the 
, - n be defined as follows: vectors Xma x = (Xi)i= 1 and Xmi n -~- (Xi)i= 1 
A,x  i = ~max( A i i )X i ,  i = 1 . . . . .  n, 
Ai ix  i = lkmin( Ai i )X i ,  i = 1 . . . . .  n. 
Then 
'~'max(A) >I "~'max( A . . . .  ) >/ max Amax(Aii) ,  (4 .23)  
l <.<i<~n 
Ami.(A ) ~< ~tmin(Axmi. ) ~ min Amin(A,i ). (4.24) 
l<~i~n 
Proof. The left-hand-side inequalities in (4.23) and (4.24) directly follow 
from Corollary 2.1. In order to establish the right-hand-side inequality in 
(4.23), it is sufficient o take into account hat the diagonal entries of A .... 
coincide with ) tmax(At i )  , i = 1 . . . . .  n, and to use the trivial relation 
~max(A . . . .  ) >t {A .. . .  }ii = ~max(A i i ) ,  i = 1 . . . . .  n .  
The remaining inequality in (4.24) is proved similarly. • 
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REMARK 4.1. Applying Corollary 4.2, we derive 
m 
~A, (Axm,  x) =t rA  .... = ~Amax(A i i )  >/Amax(A) + ~-, A i (A) ,  
i=1 i=I  i=m-n+2 
whence it follows that 
~max(A) -- Am~x( a ..... ) "~< ~ [~ i (axm~)  -- l~m--n + i (  A)]. 
i=2 
In particular, for n = 2 this yields 
/~max(A) -- /~max(A .... ) "~< /~min(Axmax) - -  /~min(A), 
i.e., the distance between the largest eigenvalues of A and of Axmax cannot  
exceed that between their smallest eigenvalues. 
Similarly, for x = Xmi ., we have 
n-1  
}~min( A . . . .  ) -- )~min(A) < 2~ [A,(A)  - As( Axmin)] , 
i=1 
and, in particular, if n = 2, then 
/~min( A . . . .  ) - /~min(A) ~< /~max(A) - /~max( A .... ), 
which shows that the choice x = Xmi n insures a more accurate approximation 
of /~min (A) than of Am~x(A). 
. LOWER BOUNDS FOR THE SPECTRAL PARAMETERS 
CHARACTERIZING THE BLOCK PARTIT IONING OF A 
POSITIVE DEF IN ITE  MATRIX 
Let A = (Aij)~,j=l ~ Hm(C) be a positive definite matrix. The block 
partitioning under consideration can be quantitatively characterized by the 
spectral parameters 
~i( A) ~- }kmax( AiiAtii), i = 1 . . . . .  n, (5.1) 
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where A -1 = (Altj)nj_l . These parameters can be regarded as describing 
the closeness of A to its block-diagonal part ( A is block-diagonal if and only 
if ~i = 1, i = 1 . . . . .  n) and are helpful in deriving eigenvalue stimates for 
block matrices (see [8]). 
In this section, we show that the parameters (5.1) are bounded below by 
the corresponding parameters of a block-vector-aggregated matrix A x con- 
structed using the same block partitioning. More precisely, we prove the 
following main result. 
THEOREM 5.1. Let A = (Aij)inj=l ~. Hm(C)  , 1 ~ n ~ m, Aij ~ C"'×"J, 
1 <<. i , j  <~ n, be a positive definite matrix, and let X = (Xi)~nl, X t ~ C ni×k , 
i = 1 . . . . .  n, 1 ~< k ~< minl¢i¢ ~ n i, be a nondegenerately partitioned block 
vector. Then 
~,( A)  >1 ~,( Ax) ,  i = 1 . . . . .  n. (5.2) 
The proof of Theorem 5.1 is based on the two lemmas below. 
LEMMA 5.1. Let B ~ Hm(C) be a positive definite matrix and Y ~ Cmx k, 
k <<. m, be of full column rank. Then 
y (Y*BY) - IY  * <~ B -~ (5.3) 
Proof. Let y ~ C m be an arbitrary nonzero vector. Using the Cauchy- 
Schwarz inequality, we derive 
y*y(y*By) - ly*  y 
= [ y*rCr*Br -'r* ¢5.4  
If Y*y 4: 0, then from (5.4) it follows that 
y*Y(Y*BY) - IY*y  <~ y*B- ly .  (5.5) 
Since in the case Y* y = 0 the inequality (5.5) is trivially satisfied, the latter 
inequality holds for every y ~ 0, which proves (5.3). • 
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From Lemma 5.1 we immediately obtain the following result, which is of 
importance in itself. 
COROLLARY 5.1. If, under the conditions of Lemma 5.1, Y * Y = I k , then 
(y 'By)  -1 <~ y*B-1y .  (5.6) 
In particular, i f  the block-vector-aggregated matrix B x is defined, then 
( Bx)  -1 <~ ( B -1 )x  . (5.7) 
Proof. The relation (5.6) stems from (5.3) if we multiply the latter by Y* 
and Y from the left and right, respectively. In order to prove (5.7), it is 
sufficient o note that 
B x = ~W*B~, (B -1)x  = ~*B-I~-~, 
where ~-~'~ = I, and to use (5.6). 
In what follows, we denote by Si(A), i = 1 . . . . .  n, the Schur complement 
of A,  in A = (Aij)in, j=x and use the well-known relations 
S/--I(A) = APii, i=  1 , . . . ,n ,  (5.8) 
where A -1= (A'j)~,j=p We recall that in the case n = 2, the Schur 
complements in A are defined by the formula 
S,( A)  = At, - Ai jAj j lAj, ,  j = 3 - i, i=1 ,2 ,  
and the relations (5.8) follow from the equality 
A - l=  [ 811 -A{ I IA lzS~ 1 ] 
t -A~lA21S~ l S~ 1 J' 
S, = S i (A  ), 
which is verified straightforwardly. In the case n > 2, the Schur comple- 
ments in A are defined similarly, i.e., S~(A) is the matrix that arises in 
position (i, i) as the result of the block Gaussian elimination of all off-diago- 
nal blocks in the ith block row of A, i = 1 . . . . .  n, and (5.8) follows from the 
case n = 2 if we symmetrically permute the ith (i > 1) diagonal block of A 
to the position (1, 1). 
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LEMMA 5.2. Let the hypotheses of Theorem 5.1 be satisfied. Then 
S,(Ax) >1 (X*X,)- ' /2X*S,(A)X,(X*X,) -1/2, i= 1 . . . . .  n. (5.9) 
Proof. Without loss of generality, we may consider the case i = 1. 
Introduce the following 2 × 2 block partitionings of A and 2": 
JAil e(12) ] [~1 0 ] wherea~al=Xl(X~Xl)_l/2. 
A = [A (20 A(22)]' ~= ~(2) ' 
Obviously, ~(2) is associated with the submatrix X(2) of X, where 
X (2) 
In this notation, the matrix A x can be represented as
W71All~ 
A x = ~(2),A(21~1 
Therefore, we have 
~A(12)X(2) ]
~2),A(22~F(2 ) • 
SI(Ax) = ~1 [ All - A(12~(2)(~(2)*A`22~(2)) -1~(2 *A(21)]~1 • 
Applying Lemma 5.1 to Y = £~(2) and B = A (22), we obtain that 
SI(Ax) >1 "~1 ( All -- AO2)A(22)-~4(21))~l = ~1 SI( A)~I,  
which completes the proof of Lemma 5.9. 
Proof of Theorem 5.1. Denote 
X~( * -1/2 
= X,  X i )  , i = 1 . . . . .  n .  (5.10) 
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Successively applying (5.8), (5.3), and (5.9), we derive 
P 1/2 - 1 1/2 ~:i(A) = Amax{A.A.} = Amax{Aii S i (A) A. } 
- 1 1/2 1/2 >/ Amax(Aii '~i[~S,( A)~--~i ] ~A.  ) 
1/2 - I  1 /2  hmax(A,, } 
= Amax{~iAii~isi-l( Ax)} 
"max((  Ax)iii( Ax)-llii> = ~i(Ax). 
Theorem 5.1 is thus proved. • 
Finally, Lemma 5.2 implies that in the positive definite case, the spectral 
norms of the diagonal blocks of the inverse matrix A-  1 can be bounded from 
below in terms of the spectral norms of the corresponding diagonal blocks of 
the aggregated matrix A x. 
COaOLLARY 5.2. Under the assumptions of Theorem 5.1, 
[(Ax) 1],, ..... n.  
Proof. By Corollary 5.1, 
(Ax)  -1 ~< (A- l )x ,  
which implies that the diagonal blocks of these matrices satisfy similar 
relations, i.e., 
A - I  __  l n,  [ (x )  ] .  ~< [ (A -1)x ] . -~* iA .~/ ,  i=  1 . . . . .  (5.11) 
where ~ are defined in (5.10), so that ~-~*i ~//= I k. Therefore, in view of 
(5.11) and Theorem 2.1, we have 
[(Ax)-l]. ~<It~A',~II~<IIA'.II, i=  1 . . . . .  n. 
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