In this paper we shall deal with the problem of calculation of the controllability radius of higher order dynamical systems of the
Introduction
If the mathematical equations are used to describe a physical system, they will often not be in the first-order state-space form but involve higher order derivatives of some variables, see, e.g., [21] . This motivated in recent years a considerable interest in studying qualitative properties of higher order dynamical systems of the form where E, A i ∈ C n×n , i ∈ 0, k − 1, B ∈ C n×m , x(t) ∈ C n , u(t) ∈ C m and x (i) (t) stands for ith time derivative at time t (using the right-hand-side differentiation at t = 0). For those readers who are interested in robust analysis of stability and controllability of higher order systems we quote, for instance [1, 12, 19, 20, 23] . It is important to note that in all of the works mentioned above the leading matrix coefficient E in (1.1) is assumed to be non-singular, i.e., det E = 0. It is well-known [16, 11] , however, that the system (1.1) with a singular E can represent more adequately many real-world systems in economics, networks, power systems and elsewhere due to the ability of incorporating in (1.1) algebraic constraints on systems' physical variables. This has motivated, over the last three decades, a considerable attention and numerous publications dedicated to control problems of implicit (or descriptor) systems where the leading matrix coefficient E is generally singular or even nonsquare (see, e.g., [8, 17, 15, 18, 10] and the bibliography therein). Moreover, as demonstrated in [18] , even in the case k = 2 the classical transformation of (1.1) to the first order representation (via the companion form) may destroy some controllability properties of the system. Therefore, it is useful in many cases to have results available which can be directly applied for the higher order system (1.1) without prior transformation into the first order state-space form.
We note that the problem of computation of the controllability radius of descriptor systems of the first order Ex (1) = Ax + Bu, t 0, x ∈ C n , u ∈ C m has been studied so far only for the so-called unstructured perturbations model E E + E, A A + A, B B + B (see, e.g., [2, [4] [5] [6] 25] ).
As far as higher order systems concerned, some formulas for computing and estimating the complex controllability radius of the systems (1.1) have been established recently in [14, 19] for a particular class of unstructured perturbations:
under the assumption that det E = 0 and the spectral (or Frobenius) matrix norm is used. It is worth noticing that, for descriptor systems, not every notion of controllability is robust under small perturbations of systems' parameters: even for the first order descriptor systems while complete controllablity (or C-controllability) and controllablity in the reachable set (or R-controllability) are preserved under small perturbations (see, e.g., [25] ), the so-called impulse controllability can be destroyed by an arbitrarily small perturbation (see, e.g., [4] ). In this paper, for the notions of complete controllability and controllability in the reachable set, we shall study the measures of robust controllability of higher order dynamical systems (1.1) where E may be singular, without transforming it to the first order form. By using the unified approach which we have developed in the previous work [22] we are able to derive, as the main result of this paper, some formulas for computing the structured controllability radius of higher order systems under the assumption that the tuple of coefficient matrices (E, A k−1 , . . . , A 1 , A 0 , B) is subjected to a general structured affine perturbations of the form
where M ∈ C n×l , N ∈ C q×(n+kn+m) are given matrices defining the structure of perturbations, ∈ C l×q is the unknown disturbance matrix. Moreover, avoiding the restrictive assumption on the matrix norm used in the previous works, throughout this paper the norm of matrices is assumed to be the operator norm induced by arbitrary vector norms on corresponding vector spaces. Under some additional assumptions, the main results yield new computable formulas of structured controllability radii of higher order dynamical systems or reobtain previously known formulas but with less restrictive conditions. The organization of the paper is as follows. In the next section we derive some characterizations of the controllability of the higher order linear system (1.1). Section 3 will be devoted to prove the main results of this paper which establish formulas for the structured controllability radius under general affine perturbations of the form (1.3). In Section 4, the main results are applied to derive computable formulas of structured controllability radii in some particular cases including the case where the coefficient matrices are subjected to separate structured perturbations.
Controllability conditions
We consider the higher order descriptor system: In what follows we always assume that system (2.1) is regular that is det(αE
n the set of admissible initial conditions that is the set of all initial higher order states a 0 :
for which system (2.1) has solution.
We say that a higher order state
is reachable from a higher order state
that the corresponding solution of (2.1) satisfies
We define the following notion of controllability which extends concepts of R-controllability and C-controllability in [3, 8, 24] , R2-controllability and strong C2-controllability in [18] . 
n is reachable from any higher order state x 0 , x
In the case k = 1, system (2.1) becomes Ex (1) (t) = A 0 x(t) +Bu(t) and then some characterizations of R 1 -controllablity and C 1 -controllablity are well-known. Namely, the following equivalences have been proved in [24] :
and
The above equivalences can be easily rewritten in the form (see, e.g., [25] ),
Now, we shall extend the above controllability characterizations to the case of higher order system (2.1). To this end, we define 
Proof. We rewrite system (2.1) as
where = n for all s ∈ C. Moreover, we have
The proof is complete.
The proof is similar to the above one and is hence omitted. This result can be formulated in another way as follows which is a generalization of (2.4) to higher order descriptor systems.
Controllability radii
In this section, as in [22] , we shall make use of multi-valued linear operators to study robustness of controllability of higher order descriptor systems. For the reader's convenience, we recall first some notions and properties of the multi-valued linear operators that will be needed in the sequence, referring interested readers to [7] .
the distance from the origin 0 to F(x). It is remarkable that multi-valued linear operators enjoy many properties of linear operators. In particular, we have
and if F is single-valued then the norm of F is the operator norm and
If F is the single-valued linear operator defined by
3)
It can be proved that F is surjective (i.e., F(C
Now, consider system (2.1) and assume that it is subjected to structured perturbations of the form
where 
radius of system (2.1) with respect to structured perturbations of the form (3.5) is defined by
We define, for each s ∈ C, the matrices (3.8) and the multi-valued operators
Theorem 3.3. Assume that system (2.1) is R k -controllable and subjected to structured perturbations of the form (3.5) . Then the R k -controllability radius of (2.1) is given by the formula
Proof. Observe first that, by definition (2.5) and (3.8), we have for all s ∈ C, 
and thus we have
Since system (2. 
and, hence, M * y * 0 = 0. By applying M * to the left of the both sides of (3.11), we obtain
Therefore, by (3.2),
n we have again by (3.4) ,
Since the above inequality holds for any disturbance matrix ∈ C l×q such that M N destroys R kcontrollability of (2.1), we obtain by definition,
To prove the converse inequality, for any small > 0 such that
* is single-valued, therefore its norm is the operator norm and hence there exists v * ∈ (C q ) * : 
Letting → 0, we get the required converse inequality. Thus, we obtain
Now, by definition (3.8), for s = 0 and y ∈ C q , we have
Proving in the same manner, but exploiting Theorem 2.4, in particular equation (2.9), we get Theorem 3.4. Assume that system (2.1) is C k -controllable and subjected to structured perturbations of the form (3.5) . Then the C k -controllability radius of (2.1) is given by the formula
We note that Theorems 3.3 and 3.4 have been proved for the case when the norms of matrices under consideration are operator norms induced by arbitrary vector norms in corresponding vector spaces.
As mentioned in [4] , even in the case of first order system Ex (1) (t) = A 0 x(t) +Bu(t) with E singular, an arbitrarily small perturbation may destroy its impulse controllability (which is characterized by rank[E, A 0 P R , B] = n, where P R is the projection onto the null space of E). However, C 1 -controllability is shown to be robust under small perturbations of system parameters (see [25] ). This fact is generalized for higher order systems by the following. 
By Theorems 2.3 and 2.4, it implies, without loss of generality, that there must exist a sequence of complex numbers {s i },
This contradicts the C k -controllability of system (2.1). So s 0 = ∞ and therefore s i → ∞ as i → ∞. Since rank[E, B] = n, there exists a matrix F ∈ C m×n such that rank(E + BF) = n (see, e.g., [25] ). We have
On the other hand,
This implies that rank[−E − BF, 0] < n and contradicts the fact that rank(E + BF) = n. The proof is complete.
Example 3.6. Let us consider the second order descriptor system 15) where
It follows that rank[P(s) 
. It follows that
We have, for v ∈ C,
Thus, for each v ∈ C, the problem of
is reduced to the calculation of the distance from the origin to the straight line in C 2 whose equation can be rewritten in the form x 1 + sx 2 = sv with
, respectively.
and let C 2 be endowed with the vector norms · ∞ , then we can deduce, Therefore,
By applying Theorem 3.3, we obtain r
. Moreover, by a simple calculation
Thus, by Theorem 3.4, we obtain
Some particular cases
Formulas (3.9) and (3.13) give us a unified framework for calculating the complex controllability radii r R C and r C C of higher order linear systems (2.1) (for the notions of R k -and C k -controllability, respectively) where the system matrices are subjected to structured affine perturbations of the form (3.5) and measured by the operator norms corresponding to arbitrary vector norms. However, these formulas are not easy to use because they involve the norm of multi-valued linear operators
, which do not have explicit representations. In the case, where the norm of the matrices under consideration is the spectral norm (i.e., the operator norm induced by Euclidean vector norms of the form x = √ x * x), some more computable formulas can be derived from the above general results. To this end, we need the following lemmas. 
Proof. Since D has full column rank, D * D ∈ C (n+m)×(n+m) is a positive definite matrix. Therefore, we can decompose it as
1/2 v , we have, by definition, for all 
which implies (4.2).
Let us consider again higher order system (2.1) which is R k -controllable (or C k -controllable) and subjected to structured affine perturbations (3.5) and let matrix functions
be defined as in (3.8 
are the operator norms of matrices induced by the Euclidean vector norms.
The above theorem covers many existing results as particular cases. Indeed, for k = 1, E = I n we obtain the main result in [14] . Further, it is easy to see that if k = 1 and M, N are the identity matrices in C n×n and C (n+kn+m)×(n+kn+m) , respectively, then Theorem 4.3 is reduced to the main result in [25] which, in its turn, clearly includes the formula of Eising (see [9] ) as a particular case. We note that, generally, the perturbation model (3.5) with full block perturbations ∈ C l×q does not cover the case where the system's matrices E, A i , B are subjected to separate structured perturbations of the form 6) where 
and 
Therefore, defining 
Finally, assume that system (2.1) are subjected to perturbations of the form
where α i ∈ C, i ∈ 0, k − 1 are given scaling parameters, not all zero, and E , A i ∈ C n×n , i ∈ 0, k − 1, B ∈ C n×m are unknown matrices. This perturbation model has been considered in [14, 19] under the assumption that det E = 0 and vector 2-norms are used. We now apply Theorem 4.4 to derive similar results for higher order descriptor systems (2.1) (where the leading coefficient matrix E can be singular) for arbitrary vector p-norms with 0 < p < ∞. Thus, by Theorem 4.4, we obtain formulas (4.13) and (4.14).
We remark that in the case p = 2, Lemma 4.1 can be applied to (4.13) to rediscover the following result due to [19] , but without the restrictive assumption det E = 0, 
