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Abstract
We give a pedagogical introduction to time-independent scattering theory in one dimension
focusing on the basic properties and recent applications of transfer matrices. In particular,
we begin surveying some basic notions of potential scattering such as transfer matrix and its
analyticity, multi-delta-function and locally periodic potentials, Jost solutions, spectral singu-
larities and their time-reversal, and unidirectional reflectionlessness and invisibility. We then
offer a simple derivation of the Lippmann-Schwinger equation and Born series, and discuss the
Born approximation. Next, we outline a recently developed dynamical formulation of time-
independent scattering theory in one dimension. This formulation relates the transfer matrix
and therefore the solution of the scattering problem for a given potential to the solution of the
time-dependent Schro¨dinger equation for an effective non-unitary two-level quantum system.
We provide a self-contained treatment of this formulation and some of its most important ap-
plications. Specifically, we use it to devise a powerful alternative to the Born series and Born
approximation, derive dynamical equations for the reflection and transmission amplitudes, dis-
cuss their application in constructing exact tunable unidirectionally invisible potentials, and
use them to provide an exact solution for single-mode inverse scattering problems. The latter,
which has important applications in designing optical devices with a variety of functionalities,
amounts to providing an explicit construction for a finite-range complex potential whose reflec-
tion and transmission amplitudes take arbitrary prescribed values at any given wavenumber.
Keywords: potential scattering, transfer matrix, complex potential, locally period poten-
tial, spectral singularity, tunable unidirectional invisibility, Born approximation, Dyson series,
single-mode inverse scattering
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1 Introduction
Scattering of waves by obstacles or interactions is a natural phenomenon that we witness in our
everyday lives. It is also a primary tool for acquiring information about uncharted territories of
physical reality. The indisputable importance of this phenomenon has led to a systematic study
of its basic principles in the 19th century, particularly in the realm of optics [1] and acoustics [2].
The resulting body of knowledge played a significant role in the formulation of quantum scattering
theory [3], a monumental achievement realized almost concurrently with the advent of quantum
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mechanics. The later discoveries of the notion of the S-matrix in 1937 [4] and the Lippmann-
Schwinger equation in 1950 [5] are among the major developments of the 20th century theoretical
physics. These immediately followed by important contributions of mathematicians in addressing
the inverse problem of determining the properties of the scatterer using the scattering data [6, 7, 8, 9]
and developing a rigorous theory of scattering [10, 11].
Mathematical theories of scattering and inverse scattering have been active areas of research
since their inception [12, 13, 14], but their achievements could not find their way into the standard
physics textbooks. This is mainly because they employ mathematical tools that are beyond the
reach of most physics students. The present article is not as ambitious as to try making these tools
accessible for an average physicist. It rather aims at providing the background required for following
the recent progress made in connection with the study of some of the remarkable properties of
complex scattering potentials [15, 16, 17] and a curious dynamical formulation of time-independent
scattering theory. The only prerequisite for an effective use of this article is a basic knowledge of
linear algebra, linear differential equations, and quantum mechanics.
The organization of this article is as follows. In Sec. 2, we give some basic definitions and facts
about time-independent scattering theory in one dimension. Here we discuss the transfer matrix,
reflection and transmission amplitudes, Jost solutions, spectral singularities and their time-reversal,
unidirectionally reflectionless and invisible potentials, Lippmann-Schwinger equation, Born series,
and Born approximation. In Sec. 3, we outline the dynamical formulation of time-independent
scattering theory in one dimension. This section starts with a general review of quantum dynamics of
a two-level system with a time-dependent Hamiltonian. It then introduces a two-level system whose
evolution operator determines the transfer matrix of a given short-range potential and provides a
survey of the theoretical implications and applications of this formulation of scattering theory in one
dimension. In particular, it reports a powerful alternative to Born series and Born approximation,
derives dynamical equations for the scattering data, and uses them to construct the first examples of
exact tunable unidirectionally invisible potentials. This section ends with a detailed discussion of the
role of these potentials in offering an exact solution for the single-mode inverse scattering problems.
In Sec. 4, we give our concluding remarks and comment on some of the surprising achievements
of higher-dimensional generalizations of the dynamical formulation of time-independent scattering
theory.
2 Time-independent scattering theory in one dimension
2.1 Left-going and right-going waves
Consider the scalar wave equation in 1+1 dimensions,
(−∂2t + v2∂2x)φ(x, t) = 0, (1)
where (x, t) ∈ R2 and v is a positive real parameter. The general solution of (1), which was obtained
by D’Alembert in the 18th century, reads
φ(x, t) = f+(x− vt) + f−(x+ vt), (2)
3
where f± : R→ C are twice differentiable functions. Let φ±(x, t) := f±(x∓vt) whose sum gives the
D’Alembert’s solution (2). Suppose that |f±(x)| has a peak at x = a± ∈ R. Then it is not difficult
to see that |φ±(x, t)| will have a peak at x = a±±v t. This shows that, for t > 0, the position of the
peak of |φ±(x, t)| moves towards x = ±∞ with a speed v. For this reason, we refer to φ+(x, t) and
φ−(x, t) as the “right-going” and “left-going” waves, respectively.
1 The basic examples of φ±(x, t)
are the right- and left-going plane-wave solutions, ei(±kx−ωt), with k ∈ R+ and ω := k v. We can
superpose these solutions to construct right- and left-going wave packets.
Now, consider the following generalization of (1).[−ε̂(x)∂2t + v2∂2x]φ(x, t) = 0, (3)
where ε̂ : R → C is a nowhere-vanishing function such that ε̂(x) = 1 when x lies outside a close
interval in R, say [a−, a+]. This condition implies that, in the intervals ]−∞, a−[ and ]a+,+∞[,
every solutions of (3) coincides with a solution of (1). Therefore, we can express it as the sum of
a right-going and a left-going solution of (1) for x < a− and x > a+. We use the term “right-
going” and “left-going” for the asymptotic solutions of (3) at −∞ (respectively +∞), if they are
“right-going” and “left-going” solutions of (1) for x < a− (respectively x > a+.)
Eq. (3) admits a class of solutions of the form,
φ(x, t) = e−iωtψ(x), (4)
where ω ∈ R+, ψ : R→ C is a twice-differentiable function satisfying the Helmholtz equation,
ψ′′(x) + k2ε̂(x)ψ(x) = 0, (5)
and k := ω/v. For x < a− and x > a+, every solution of (5) is a linear combination of e
ikx and
e−ikx, i.e., there are complex coefficients A± and B± such that
ψ(x) =
{
A−e
ikx +B−e
−ikx for x < a−,
A+e
ikx +B+e
−ikx for x > a+.
(6)
In view of (4) and (6), we can identify A± and B± with the complex amplitudes of the right- and
left-going components of ψ(x) as x→ ±∞.
The Helmholtz equation (5) arises naturally in the study of electromagnetic waves propagating
in a dielectric medium. A typical example is an optical slab made out of possibly lossy or active
optical material whose properties are invariant under translations along the y- and z-axes. Suppose
that the slab is immersed in an infinite homogeneous medium with a real and constant permittivity
ε∞ and occupies the space bounded by the planes x = a− and x = a+ as depicted in Fig. 1.
Then the electromagnetic properties of this system is determined by the permittivity profile ε(x)
which satisfies ε(x) = ε∞ for x /∈ [a−, a+]. The Maxwell’s equations [18] for this setup admit
monochromatic solutions of the form,
E(x, y, z, t) = E0 e
−iωtψ(x) yˆ, B(x, y, z, t) = −iE0
ω
e−iωtψ′(x) zˆ,
1We use this terminology regardless of whether |φ±(x, t)| has a peak or not.
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Figure 1: Schematic view of the cross section of a planer slab of dielectric material (colored in pink)
occupying the space between the planes x = a±.
where E and B are respectively the electric and magnetic fields, E0 is a constant amplitude, yˆ and
zˆ are unit vectors pointing along the positive y- and z- axes, ψ satisfies the Helmholtz equation (5)
with
ε̂(x) :=
ε(x)
ε∞
, v := c
√
ε0
ε∞
, (7)
and c and ε0 label the speed of light in vacuum and the permittivity of vacuum, respectively.
Another useful information about the Helmholtz equation (5) is that we can identify it with the
time-independent Schro¨dinger equation,
− ψ′′(x) + v(x)ψ(x) = k2ψ(x), (8)
for the potential,
v(x) := k2[1− ε̂(x)]. (9)
Because k2 plays the role of the “energy” in (8), v is a manifestly “energy-dependent” potential.
We also recall that if the slab is made of lossy or active material, ε̂(x) takes complex values. This
shows that v is in general a complex potential. Furthermore, because ε̂(x) = 1 for x < a− and
x > a+, v(x) vanishes for x /∈ [a−, a+]. Hence, it is a finite-range potential.
2.2 Short-range potentials and the transfer matrix
The finiteness of the range of the potential (9) stems from the fact that the permittivity of the
system we consider is homogeneous outside the slab. We can relax this condition by considering the
situation that ε is a function of x such that ε(x)→ ε∞ for x→ ±∞. In view of (7) and (9) this is
equivalent to the requirement that v(x)→ 0 for x→ ±∞. We use the term “scattering potential”
to refer to potentials satisfying this condition.
Because for a scattering potential the Schro¨dinger equation (8) tends to that of a free particle,
it is tempting to conclude that every solution of (8) satisfies the asymptotic boundary condition,
ψ(x)→
{
A−e
ikx +B−e
−ikx for x→ −∞,
A+e
ikx +B+e
−ikx for x→ +∞, (10)
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for some A±, B± ∈ C. This expectation turns out to fail in general. It is true provided that v is a
“short-range potential.” This means that there are positive real numbers C, M , and α such that
α > 1 and
|v(x)| ≤ C|x|α for |x| ≥ M. (11)
This conditions means that, as |x| tends to ∞, the potential decays to zero more rapidly than the
Coulomb potential in one dimension. In this article, we will only be concerned with short-range
potentials. A similar treatment of the long-range scattering potentials that satisfy (11) for some
α > 1/2 is provided in [19].
A finite-range potential, v : R → C, which vanishes outside some interval [a−, a+], is a short-
range potential; it certainly satisfies (11) for M = |a+|+ |a−| and any positive real numbers C and
α. Solutions ψ of the Schro¨dinger equation (8) for this potential fulfill (6) which implies (10). To
determine these solutions we need to solve (8) in the interval [a−, a+] and then match the result
and its derivative to the ones given by (6) at x = ±a.
Because (8) is a second-order homogeneous linear differential equation, its general solution ψ
in [a−, a+] is a linear combination of a pair of linearly-independent solutions, ψ1 and ψ2; there are
c1, c2 ∈ C such that ψ(x) = c1ψ1(x) + c2ψ2(x). This in turn implies,[
ψ(x)
ψ′(x)
]
= F(x)
[
c1
c2
]
(12)
where F(x) is the Fundamental matrix [20] given by
F(x) :=
[
ψ1(x) ψ2(x)
ψ′1(x) ψ
′
2(x)
]
. (13)
Notice that the determinant of F(x) is the Wronskian of ψ1 and ψ2,
W [ψ1(x), ψ2(x)] := ψ1(x)ψ
′
2(x)− ψ2(x)ψ′1(x). (14)
Because ψ1 and ψ2 solve the Schro¨dinger equation, ∂xW [ψ1(x), ψ2(x)] = 0, i.e., W [ψ1(x), ψ2(x)]
does not depend on x. Because ψ1 and ψ2 are linearly independence, W [ψ1(x), ψ2(x)] is a nonzero
constant [20]. These considerations show that F(x) is an invertible matrix for every x ∈ [a−, a+].
It is easy to see that in view of (12),[
ψ(a+)
ψ′(a+)
]
= F(a+)F(a−)
−1
[
ψ(a−)
ψ′(a−)
]
. (15)
We can also use (6) to show that [
ψ(a±)
ψ′(a±)
]
= F0(a±)
[
A±
B±
]
, (16)
where
F0(x) :=
[
eikx e−ikx
ikeikx −ike−ikx
]
. (17)
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Substituting (16) in (15), we can relate the coefficients A± and B± appearing in (6) according to[
A+
B+
]
=M
[
A−
B−
]
, (18)
where
M := G(a+)G(a−)
−1, G(x) := F0(x)
−1
F(x). (19)
The matrix M that relates the coefficients A± and B± according to (18) is called the “transfer
matrix” of the potential v. Unlike the fundamental matrix F(x), it is independent of the choice of
the solutions ψ1 and ψ2. To see this, let ψ˘1 and ψ˘2 be another pair of linearly-independent solutions
of (8) in [a−, a+]. Because these are linear combinations of ψ1 and ψ2, there is an invertible 2 × 2
matrix L such that [
ψ˘1(x) ψ˘2(x)
]
=
[
ψ1(x) ψ2(x)
]
L. (20)
Now, let F˘(x), G˘(x), and M˘ be the analogs of F(x), G(x), and M that are calculated using
the solutions ψ˘1 and ψ˘2. In light of (13), (17), (19) and (20), we see that F˘(x) = F(x)L and
G˘(x) = G(x)L. These in turn imply
M˘ := G˘(a+)G˘(a−)
−1 = G(a+)L[G(a−)L]
−1 = G(a+)G(a−)
−1 =M.
Another useful property of the transfer matrix is that it has a unit determinant;
detM = 1. (21)
This follows from (19), detF0(a±) = −2ik, and detF(a±) = W [ψ1, ψ2].
Next, consider dividing the interval [a−, a+] into two pieces, I− := [a−, a1[ and I+ := [a1, a+],
and let v± : R→ C be the truncations of v that are given by
v±(x) :=
{
v(x) for x ∈ I±,
0 for x /∈ I±. (22)
Fig. 2 shows the graphs of |v(x)| and |v±(x)| for a generic example of a finite-range potential v and
intervals I±.
Because the support2 of v± lies in I± and I± ⊂ [a−, a+], v± are finite-range potentials, and the
support of v− is to the left of that of v+. Therefore we can associate to each of them a transfer
matrix M±. In view of (22) and the above construction of the transfer matrix, we have
M− = G(a1)G(a−)
−1, M+ = G(a+)G(a1)
−1. (23)
A straightforward consequence of (19) and (23) is
M =M+M−. (24)
2The support of a potential v : R→ C is the smallest closed interval in R outside which v(x) vanishes.
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Figure 2: Plots of |v(x)| and |v±(x)| for a finite range potential v and its truncations v± as defined
by (22). The supports of v, v−, and v+ are respectively the intervals [a−, a+], I− := [a0, a1[, and
I+ := [a1, a+].
This equation states that we can determine the transfer matrix of the potential v by dissecting it
into two pieces with disjoint supports.3
It is clear that we can apply the above procedure to v+, i.e., dissect it into potentials with smaller
support. Repeating this n times, we obtain an increasing sequence of numbers a0, a1, a2, · · · , an,
with a0 := a− and an := a+, the intervals I1 := [a0, a1[, I2 := [a1, a2[, · · · In−1 := [an−2, an−1[, and
In := [an−1, an], and the potentials,
vj(x) :=
{
v(x) for x ∈ Ij,
0 for x /∈ Ij, (25)
with transfer matrices Mj and j ∈ {1, 2, · · · , n}, such that v = v1 + v2 + · · · vn and
M =MnMn−1 · · ·M1. (26)
This relation is the celebrated “composition property” of the transfer matrix, which has motivated
its introduction in the 1940’s [22] and made it into a useful tool for dealing with a variety of physics
problems [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].
We can generalize the above description of the transfer matrix for general short-range potentials
v : R→ C simply by letting a± tend to ±∞. In particular, we can identify the transfer matrix for
such a potential with a 2×2 matrix satisfying (18), where A± and B± are the coefficients entering the
asymptotic expression (10) for the solutions of the Schro¨dinger equation (8). The global existence
of the solutions of this equation implies that (18) determines M in a unique manner provided that
we demand that it does not depend on A− and B−, [35].
2.3 Scattering by a short-range potential in one dimension
A standard scattering setup consists of three ingredients:
3See Ref. [21] for an alternative derivation of Eq. (24).
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1. the source of the incident wave,
2. the scatterer, which we model using a scattering potential, and
3. the detector(s) observing the scattered wave.
We assume that there is a single source for the incident wave located at a pre-determined position
far from the origin of the adopted coordinate system and that the wave interacts with the scatterer
in a region containing the origin.
In one dimension, the source of the incident wave is placed at either x = −∞ or x = +∞.
Suppose that the source is located at x = −∞. Then it emits a wave that after interaction with the
potential is partly reflected back towards x = −∞ and partly transmitted through the interaction
region and continues its propagation toward x = +∞. This corresponds to a solution of the relevant
wave equation that is right-going at x = +∞. We call it a “left-incident wave.” Similarly, if the
source is located at x = +∞, it will emit a wave that is left-going at x = −∞. Therefore we call it
a “right-incident wave.”
Now, consider a time-harmonic wave (4) with ψ solving the time-independent Schro¨dinger equa-
tion (8) for a short-range potential v : R→ C. Then, according to (10), the left- and right-incident
waves are respectively given by the solutions, ψl and ψr, of (8) that satisfy
ψl(x)→
{
Al−e
ikx +Bl−e
−ikx for x→ −∞,
Al+e
ikx for x→ +∞, (27)
ψr(x)→
{
Br−e
−ikx for x→ −∞,
Ar+e
ikx +Br+e
−ikx for x→ +∞, (28)
where we use the subscripts “l” and “r” to distinguish between the coefficients A± and B± of (10)
for ψl and ψr. Notice that Bl+ = A
r
− = 0. This follows from the fact that ψ
l is right-going at
x = +∞, and ψr is left-going at x = −∞.
Now, let us consider a left-incident wave ψl. Because Al− is the coefficient of the right-going com-
ponent of ψl at x = −∞, we identify it with the complex amplitude of the incident wave emitted by
the source. This in turn suggests that Bl− and A
l
+ are the amplitudes of the reflected and transmit-
ted waves. See Fig. 3. It is customary to call the ratio of the intensity of the reflected (respectively
transmitted) wave to the intensity of the incident wave the reflection (respectively transmission)
coefficient [18]. According to this terminology the “reflection and transmission coefficients” for a
left-incident wave are respectively given by |Rl|2 and |T l|2, where
Rl :=
Bl−
Al−
, T l :=
Al+
Al−
. (29)
We call these the “left reflection and transmission amplitudes,” respectively. The reader should
be warned that in most standard physics texts the authors use the lower case letters r and t for
the reflection and transmission amplitudes and reserve R and T for the reflection and transmission
coefficients. Here we employ the mathematicians’ convention of using capital letters for the left
reflection and transmission amplitudes and not introducing special symbols for the left reflection
and transmission coefficients. The is also the convention adopted in the review article [36].
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Left-Incident Wave
Figure 3: Schematic view of the graph of |v(x)| for a short-range potential and its scattering effects
on left-incident and right-incident waves. Blue, purple, and green arrows represent the incident,
reflected, and transmitted waves, respectively.
Repeating the argument of the preceding paragraph for the right-incident wave ψr, we identify
Br+, B
r
−, and A
r
− respectively with the complex amplitudes of the incident, reflected, and transmitted
waves. This in turn justifies the following definitions of the “right reflection and transmission
amplitudes.”
Rr :=
Ar+
Br+
, T r :=
Br−
Br+
. (30)
A rather surprising fact regarding transmission amplitudes for the left- and right-incident waves
is that they coincide [37, 38]. This phenomenon, which is known as the “transmission reciprocity,”
follows from the fact that the Wronskian of solutions of the Schro¨dinger equation (8) does not
depend on x. If we use (14), (27), and (28) to compute the Wronskian of ψl and ψr in the limit
x→ ±∞, we find
lim
x→−∞
W [ψl(x), ψr(x)] = −2ikAl−Br− = −2ikAl−Br+T r, (31)
lim
x→+∞
W [ψl(x), ψr(x)] = −2ikAl+Br+ = −2ikAl−Br+T l, (32)
where we have also benefitted from (29) and (30). Because Al− and B
r
+ are respectively the ampli-
tudes of the left- and right-incident waves, they do not vanish. This observation together with the
x-independence of W [ψl(x), ψr(x)] and Eqs. (31) and (32) imply T l = T r. In the following we will
drop the superscript l and r and use T to denote T l and T r, i.e.,
T := T l = T r. (33)
In view of (29), (30), and (33), we can write (27) and (28) in the form,
ψl(x)→ Al− ×
{
eikx +Rl e−ikx for x→ −∞,
T eikx for x→ +∞, (34)
ψr(x)→ Br+ ×
{
T e−ikx for x→ −∞,
e−ikx +Rr eikx for x→ +∞. (35)
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Solving the scattering problem for a short-range potential means finding the reflection and
transmission amplitudes, Rl/r and T , as functions of the wavenumber k and the physical parameters
entering the expression for the potential. An important property of the transfer matrix M is that
it carries the complete information about Rl/r and T . To see this, we examine the implications of
(18) for the left- and right-incident waves ψl/r.
Setting ψ = ψl and ψ = ψr in (18) and noting that Bl+ = A
r
− = 0, we have[
Al+
0
]
=
[
M11 M12
M21 M22
] [
Al−
Bl−
]
,
[
Ar+
Br+
]
=
[
M11 M12
M21 M22
] [
0
Br−
]
, (36)
where Mij are the entries of M. This gives rise to a system of four independent linear equations for
Mij . Solving this system and using (29), (30), and (33), we obtain
M11 = T − R
lRr
T
, M12 =
Rr
T
, M21 = −R
l
T
, M22 =
1
T
. (37)
These relations imply
detM = 1, (38)
and
Rl = −M21
M22
, Rr =
M12
M22
, T =
1
M22
. (39)
This establishes the equivalence of the solution of the scattering problem for a short-range potential
and the determination of its transfer matrix.
The fact that we can solve the scattering problem for a finite-range potential v by evaluating
its transfer matrix signifies the importance of the composition property (26). This is because with
the help of this property, we can reduce the calculation of the transfer matrix for v, and hence
the treatment of its scattering problem, to that of its truncations v1, v2, · · · , vn given by (25). By
increasing n, we can shrink the supports Ij of vj and approximate them by rectangular barrier
potentials,
v˘j(x) =
{
zj for x ∈ Ij ,
0 for x /∈ Ij , zj := v(
1
2
(aj−1 + aj)),
whose transfer matrix is known.4 In this way, we can obtain an approximate expression for the
transfer matrix of v as the product of n known 2×2 matrices. We can improve the accuracy of this
approximation by selecting a finer slicing of the support of v, i.e., increasing n. This however leads
to the problem of dealing with the numerical errors associated with the multiplication of a large
number of matrices.
2.4 Multi-delta-function and locally periodic potentials
An instructive evidence for the effectiveness of the transfer-matrix method is its application in
dealing with multi-delta function potentials [46, 47, 48, 49],
v(x) =
n∑
j=1
zj δ(x− aj), (40)
4We give a derivation of the transfer matrix of rectangular barrier potentials in Subsection 3.3.
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where n is a positive integer, zj and aj are respectively complex and real parameters, zj 6= 0 for
all j ∈ {1, 2, · · · , n}, and a1 < a2 < · · · < an. In view of the composition property of the transfer
matrix, we can express the transfer matrix of this potential in the form (26), where Mj is the
transfer matrix for the delta-function potential [50],
vj(x) = zj δ(x− aj). (41)
In other words, the composition property of the transfer matrix reduces the solution of the scattering
problem for the multi-delta-function potential to that of a single delta-function potential.
To determine the transfer matrix Mj of (41), we need to solve the corresponding Schro¨dinger
equation (8). This is done in almost every standard textbook in quantum mechanics for the case
that zj is real. The same treatment applies for complex zj . It involves identifing the Schro¨dinger
equation (8) for (41) with
− ψ′′(x) = k2ψ(x) for x 6= aj, (42)
ψ(a+j ) = ψ(a
−
j ), ψ
′(a+j ) = ψ
′(a−j ) + zψ(a
−
j ), (43)
where, for every function f : R→ C, f(a−j ) and f(a+j ) respectively stand for the left and right limit
of f(x) as x→ aj ;
f(a±j ) := lim
x→a±
j
f(x).
Eq. (42) implies
ψ(x) = A±e
ikx +B±e
−ikx for ± (x− aj) > 0, (44)
where A± and B± are complex coefficients. Using (44), we can express (43) as
eikajA+ + e
−ikajB+ = e
ikajA− + e
−ikajB−,
ik
(
eikajA+ − e−ikajB+
)
= eikaj (ik + zj)A− − e−ikaj (ik − zj)B−.
These in turn imply
F0(aj)
[
A+
B+
]
= Zj F0(aj)
[
A−
B−
]
, (45)
where F 0(x) is defined in (17), and
Zj :=
[
1 0
zj 1
]
.
Comparing (45) with (18), we infer that
Mj = F0(aj)
−1
ZjF0(aj) =
1
2k
[
2k − izj −izj e−2iajk
izj e
2iajk 2k + izj
]
. (46)
It is also useful to introduce,
T(x) := eikxσ3 =
[
eikx 0
0 e−ikx
]
, M˚j :=
1
2k
[
2k − izj −izj
izj 2k + izj
]
, (47)
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where σ3 is the third of the Pauli matrices:
σ1 :=
[
0 1
1 0
]
, σ2 :=
[
0 −i
i 0
]
, σ3 :=
[
1 0
0 −1
]
.
Eqs. (47) allow use to express the right-hand side of (46) as T(aj)
−1M˚jT(aj) and lead to
Mj = T(aj)
−1M˚jT(aj) = T(−aj) M˚jT(aj). (48)
Clearly M˚0 is the transfer matrix for the potential v˚j(x) := zjδ(x).
Having obtained the transfer matrix of (41), we can use (26) and (48) to express the transfer
matrix of the multi-delta-function potential as
M = T(an)
−1M˚nT(an − an−1)M˚n−1T(an−1 − an−2) · · ·T(a2 − a1)M˚1T(a1). (49)
If the delta-functions vj contributing to (40) are equally spaced and have the same strength, i.e.,
there is some length scale ℓ such that,
aj+1 − aj = ℓ, zj = z1, (50)
then T(aj+1) = T(a1 + jℓ), M˚j = M˚1, and (49) becomes
M = T(an)
−1
[
M˚1T(ℓ)
]n
T(ℓ)−1T(a1) = T(−a1 − nℓ+ ℓ)LnT(a1 − ℓ), (51)
where
L := M˚1T(ℓ) = T(a1)M1T(ℓ− a1). (52)
Eq. (51) reduces the determination of M to the computation of Ln. There is a well-known method
based on the Cayley-Hamilton theorem and properties of Chebyshev polynomials [33] that allows
for computing the positive integer powers of 2 × 2 matrices with unit determinant such as L. See
also [32]. In Appendix, we outline another more direct approach which makes use of the canonical
Jordan form of complex matrices and arrives at the same conclusion [25, 39], namely
Ln = Un+1(γ)L− Un(γ)I, (53)
where, for all n ∈ Z+ and z ∈ C,
Un(z) :=

sin(n− 1)z
sin z
when z/π is not an integer,
(−1)nz/π(n− 1) when z/π is an integer,
γ := cos−1
(
1
2 trL
)
= cos−1
[
1
2
(
e−iℓkM111 + e
iℓkM122
)]
,
and M1ij are the entries of M1.
If we substitute (53) in (51) and use (52) to express the result in terms of M1, we obtain the
following expression for the transfer matrix of multi-delta-function potentials satisfying (50).
M = Un+1(γ)T
(
(1− n)ℓ)M1 − Un(γ)T(−nℓ). (54)
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Figure 4: Graph of |v(x)| for a typical locally periodic potential v(x).
In the remainder of this section we show that this formula has universal validity for every locally
period potential with period ℓ.
A finite-range potential v : R → C is said to be “locally period,” if we can generate it by a
period extension of a finite-range potential v1 : R → C with a smaller support. This means that v
satisfies,
v(x) =
n∑
j=1
v1(x− jℓ+ ℓ), (55)
where ℓ is a positive real parameter not smaller than the length of the support of v1, i.e., if [a1−, a1+]
is the support of v1, then ℓ ≥ a1+ − a1−. The multi-delta-function potentials (40) fulfilling (50) are
particular examples of locally periodic potentials, where v1(x) = z1δ(x − a1), a1± = a1, and ℓ can
take any positive real value. Fig. 4 shows the graph of |v(x)| for a typical locally periodic potential.
By universal validity of (54), we mean that it gives the transfer matrix of every locally periodic
potential v if it has a period ℓ and M1 labels the transfer matrix of its generator, namely v1. The
proof of this statement relies on the transformation property of the transfer matrix under space
translations.
Suppose that v : R → C is a short-range potential. A space translation, x → xˇ := x− a, maps
v to the short-range potential vˇ that is given by vˇ(x) := v(xˇ) = v(x− a). This implies that if ψ(x)
is a solution of the Schro¨dinger equation (8) for v(x), then ψˇ(x) := ψ(x − a) is a solution of this
equation for vˇ(x). Using this relation and (10), we find that under this translation the coefficients
A± and B± of its asymptotic expression for ψ(x) transform according to A± → Aˇ± := e−ikaA± and
B± → Bˇ± := eikaB±. In light of these relations and the fact that the transfer matrix Mˇ of the
translated potential vˇ(x) := v(x− a) satisfies[
Aˇ+
Bˇ+
]
= Mˇ
[
Aˇ−
Bˇ−
]
,
we find the following transformation rule for the transfer matix.
M→ Mˇ = T(a)−1MT(a), (56)
where T(x) is defined in (47).
Now, consider a generic locally periodic potential (55) with generator v1 and period ℓ, and let
aj := (j − 1)ℓ. It is easy to see that we can express it in the form, v = v1 + v2 + · · · + vn, where
vj : R → C with j ∈ {2, 3, · · · , n}, are obtained from v1 via the translation x → x − aj , i.e.,
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vj(x) := v1(x − aj). This relation identifies the support of vj with the interval [aj−, aj+], where
aj± := a1±+ aj = a1±+ (j− 1)ℓ. In particular, because ℓ ≥ a1+− a1−, the support of vj−1 is to the
left of that of vj . We can therefore use the composition property of transfer matrices to express the
transfer matrix of v in the form,
M =MnMn−1 · · ·M1, (57)
where Mj denotes the transfer matrix of vj.
Because vj is related to v1 by the translation x→ x− aj , Mj = T(aj)−1M1T(aj). Substituting
this equation in (57), we find
M = T(an)
−1 [M1T(ℓ)]
n
T(ℓ)−1 = T(−nℓ+ ℓ)LnT(−ℓ), (58)
where L :=M1T(ℓ). Because a1 = 0, (58) coincides with (51). This allows us to conclude that (54)
gives the transfer matrix of the locally period potential (55). The only difference is that now M1
is no longer given by (46), and we must find a way to compute it. In practice one uses a numerical
scheme to perform this computation. This does not, however, overshadow the practical significance
of (54). For typical multi-layer systems modeled by locally period potentials, the number n of layers
is quite large [34]. This means that the period of the potential is much smaller than the size of its
support; ℓ≪ L. As a result, it is much more reliable and cost effective to compute M1 numerically
and use (54) to determine M than to perform a direct numerical calculation of M.
2.5 Jost solutions and analyticity of the transfer matrix
In Subsec. 2.3 we show that the solution of the scattering problem for a short-range potential means
the determination of its reflection and transmission amplitudes or equivalently its transfer matrix as
functions of the incident wavenumber k. In this section we elaborate on the analyticity properties
of these quantities. Therefore, we make their k-dependence explicit.
A straightforward consequence of (39) is that T (k) does not vanish for any k ∈ R+. This means
that perfect absorption of a left- or right-incident wave by a short-range scattering potential is
forbidden. Because T (k) 6= 0, (29) and (30) imply that Al+(k) 6= 0 and Br−(k) 6= 0. Dividing ψl/r
by these quantities, we obtain a pair of solutions of the Schro¨dinger equation (8) that are given by
ψ+(x, k) :=
ψl(x, k)
Al+(k)
, ψ−(x, k) :=
ψr(x, k)
Br−(k)
. (59)
These are called the “Jost solutions.” According to (27) – (30) and (39), they satisfy
ψ+(x, k)→
{
M22(k) e
ikx −M21(k) e−ikx for x→ −∞,
eikx for x→ +∞, (60)
ψ−(x, k)→
{
e−ikx for x→ −∞,
M12(k) e
ikx +M22(k) e
−ikx for x→ +∞. (61)
It is clear from these equations that we can use the knowledge of the Jost solutions to determine
the transfer matrix and solve the scattering problem.
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The independent variable k entering the above equations represents the wavenumber for the
incident wave which is a positive real quantity. However, it proves useful to view k as taking values
in the complex plane. A basic mathematical result with direct implications in scattering theory is
that if a scattering potential v : R→ C satisfies∫ ∞
−∞
dx (1 + |x|) |v(x)| <∞, (62)
then for each x ∈ R the corresponding Jost solutions ψ±(x, k) are analytic (holomorphic) functions
of k in the upper half-plane, {k ∈ C | Im(k) > 0}, and that they are continuous functions of k in
{k ∈ C | Im(k) ≥ 0} \ {0}, where “Im” stands for the imaginary part of its argument, [40].
The inequality (62) is known as the Faddeev condition. A standard mathematical symbol for
potentials satisfying the Faddeev condition is L11(R). More generally we have the classes of poten-
tials,
L1σ(R) :=
{
v : R→ C
∣∣∣ ∫ ∞
−∞
dx (1 + |x|σ) |v(x)| <∞
}
,
with σ ∈ [0,∞). The larger the value of σ is, the faster the potentials belonging to L1σ(R) decay
to zero as x→ ±∞. This turns out to affect the amount of information one can acquire about the
low-energy behavior of the reflection and transmission amplitudes of the potential [41, 42].
A potential v : R→ C is said to be “exponentially decaying,” if there are positive real numbers
C,M , and µ such that,
|v(x)| ≤ C e−µ|x| for |x| ≥M. (63)
Clearly, such a potential belongs to L1σ for all σ ≥ 0. If v satisfies (63) for some C,M, µ ∈ R+, its
Jost solutions are analytic functions of k in {k ∈ C | Im(k) > −µ/2 & k 6= 0} and, in particular,
in the positive real axis in the complex k-plane [43, 44]. Every finite-range potential v satisfies (63)
for C = 1, M = |a+| + |a−|, and every µ ∈ R+, where [a−, a+] is the support of the potential.
This shows that the Jost solutions of finite-range potentials are analytic functions of k in the whole
complex k-plane except possibly at k = 0. Because v(x) = 0 for x /∈ [a−, a+], (60) and (61) imply
ψ+(x, k) =M22(k) e
ikx −M21(k) e−ikx for x ≤ a−,
ψ−(x, k) =M12(k) e
ikx +M22(k) e
−ikx for x ≥ a+.
In view of these relations and the fact that ψ±(x, k) are analytic functions of k in C \{0}, we
conclude that the same applies to M12(k), M21(k), and M22(k).
Because detM(k) = 1,
M11(k) =
1 +M12(k)M21(k)
M22(k)
. (64)
This equation seems to suggest that M11(k) may have singularities in C \ {0}. This is however not
true. To see this, we consider the effect of complex-conjugation of the potential,
v(x)→ v(x) := v(x)∗, (65)
which we interpret as its time-reversal transformation [21], on its transfer matrix. By complex-
conjugating both sides of the Schro¨dinger equation (8) and pursuing a similar approach to the
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one we adopted in our derivation of the transformation rule for the transfer matrix under space
translations, we find that under time-reversal transformation it transforms according to,
M(k)→M(k) := σ1M(k)∗σ1, (66)
where k ∈ R+. Equivalently, we have the following time-reversal transformation rule for the entries
of the transfer matrix [21, 55].
M11(k)→ M11(k) :=M22(k)∗, M12(k)→ M12(k) :=M21(k)∗,
M21(k)→ M21(k) :=M12(k)∗, M22(k)→ M22(k) :=M11(k)∗.
(67)
Since v is also a finite-range potential, M22(k) is an analytic function of k in C \ {0}. Therefore,
it cannot have poles in C \ {0}. In light of (67), this implies that the same holds to M11(k). This
observation together with (64) show that the zeros5 of M22(k) that lie in C \ {0} are removable
singularities of M11(k). Therefore, we can identify it with its continuous extension to C \ {0} which
is analytic in C \ {0}, [45]. This completes the proof that all the entries of the transfer matrix of
every finite-range potential are analytic functions in C \ {0} and in particular in the positive real
k-axis.
As we explain in the following subsections, the zeros ofMij(k) that lie on the positive real k-axis
correspond to certain physical phenomena of particular interest. The analyticity of Mij(k) imply
that their real zeros are isolated points6 [45]. This in turn means that the associated physical effects
cannot be realized for a finite range of wavenumbers [k−, k+]; either they occur for all wavenumbers
or a discrete set of them with no accumulation point.
2.6 Spectral singularities and lasing
Consider a short-range potential v : R→ C, and suppose that the M22 entry of its transfer matrix
vanishes for a wavenumber k⋆ ∈ R+, i.e.,
M22(k⋆) = 0. (68)
Then in view of the analyticity of M11(x) in the positive real k-axis and Eq. (64), we have
M12(k⋆)M21(k⋆) = −1 and consequently,
M12(k⋆) 6= 0, M21(k⋆) = − 1
M12(k⋆)
. (69)
Eqs. (60), (61), and (69) imply that
ψ−(x, k⋆) = M12(k⋆)ψ+(x, k⋆)→
{
e−ik⋆x for x→ −∞,
M12(k⋆) e
ik⋆x for x→ +∞.
(70)
5A complex number z0 is called a zero of a function f : C→ C, if it belongs to the domain of definition of f and
f(z0) = 0.
6A zero z0 of a function f : C → C is said to be isolated, if there is some δ ∈ R+ such that f(z) 6= 0 for
0 < |z − z0| < δ.
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This identifies ψ−(x, k⋆) with a solution of the Schro¨dinger equation for k = k⋆ that is left-going as
x→ −∞ and right-going as x→ +∞. In other words, it corresponds to a purely outgoing wave at
x = ±∞. If such a solution exists, the potential acts as a source that emits waves to x = ±∞.
The energy k2⋆ corresponding to the Jost solution ψ±(x, k⋆), is a point of the continuous spectrum
of the Schro¨dinger operator −∂2x+ v(x) at which these solutions become linearly-dependent. This is
called a “spectral singularity” in mathematical literature [51]. It was discovered by Naimark in the
1950’s [52] and has since been a subject of research in operator theory. For a basic mathematical
review intended for physicists and further references, see [53].
Suppose that k2⋆ is a spectral singularity of a potential v, then (68) and (69) hold, and (39)
implies that k⋆ is a common pole of the reflection and transmission amplitudes of the potential.
In particular, Rl/r(k⋆) = ∞ and T (k⋆) = ∞. Poles of the reflection and transmission amplitudes
produce the resonances (and anti-resonances) of the potential, if they lie away from the real axis in
the complex k-plane. Spectral singularities are the poles of Rl/r(k) and T (k) that are on the real
axis. Because the imaginary part of k for a resonance is a measure of its width, spectral singularities
may be interpreted as certain “zero-width resonances” [15].7 It is however important to notice that
they correspond to Jost solutions of the Schro¨dinger equation which do not decay in time or space.
Next, consider the case that v(x) is a real-valued potential. Then in view of (65), v = v,M =M,
and (67) implies
M11(k) = M22(k)
∗, M12(k) = M21(k)
∗. (71)
We can use (39) and (71) to show,
|Rl(k)| = |Rr(k)|, (72)
|Rl/r(k)|2 + |T (k)|2 = 1, (73)
where again k ∈ R+, [55]. Eqs. (72) and (73) are respectively known as the “reflection reciprocity”
and “unitarity” relations. The latter implies that, for a real potential, Rl/r and T are bounded
functions. In particular, they cannot have poles. This proves that real potentials cannot possess
spectral singularities.
Perhaps the simplest example of a complex potential that can give rise to a spectral singularity
is a delta-function potential,
v(x) = z δ(x), (74)
with a complex coupling constant z, [50].8 We have already computed the transfer matrix of this
potential in Subsec. 2.4. It is given by (46) with aj = 0 and zj = z. According to (46), the condition
(68) for the existence of a spectral singularity takes the simple form z = 2ik⋆. Because k⋆ is real
and positive, the delta-function potential (74) has a spectral singularity k2⋆ := |z|2/4 provided that
z is purely imaginary and Im(z) > 0.
7The bound states in the continuum also admit an interpretation as zero-width resonances. As explained in
Ref. [54], these are not to be confused with spectral singularities.
8It was indeed the study of this potential [50] and the double-delta-function potential [56] that led to our present
understanding of the physical aspects of spectral singularities [15].
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Now, consider the general case where real and imaginary parts of z can take arbitrary values,
δ := Re(z) and ζ := Im(z). We can use (39) and (46) to express the reflection and transmission
amplitudes of the delta-function potential (74) in the form,
Rl/r(k) =
−iz
2k + iz
=
2k
2k − ζ + iδ − 1, T (k) =
2k
2k + iz
=
2k
2k − ζ + iδ . (75)
Suppose that ζ > 0 and k⋆ := ζ/2. Then (75) gives
Rl/r(k⋆) = −1− iζ
δ
, T (k) = −iζ
δ
. (76)
The fact that for δ = 0, Rl/r(k⋆) and T (k⋆) diverge is consistent with the fact that k
2
⋆ is a spectral
singularity. This implies that the delta-function potential (74) emits out-going waves with wavenum-
ber k⋆. For δ 6= 0, |Rl/r(k⋆)|2 and |T (k⋆)|2 take finite values, but we can make them grow indefinitely
by reducing the value of |δ/ζ |. This suggests that this potential acts as a tunable amplifier; as we
make δ approach zero, it amplifies both the left- and right-incident waves with wavenumber ζ/2.
The amplification of waves due to the presence of a spectral singularity is not an exclusive feature
of the delta function potential (74). It applies to generic complex-valued short-range potentials and
serves as a basic principle that most optical amplifiers operate upon. The principal and probably
the most important example is a laser which produces intense coherent radiation by amplifying a
single Fourier mode of an extremely weak background noise.
A laser consists of an active dielectric material, which is usually characterized by a complex
relative permittivity profile ε̂, and a pumping mechanism that injects energy to the active material
to adjust the imaginary part of ε̂. For a homogeneous slab laser, ε̂ takes a constant value ε̂s inside
the slab, and the corresponding optical potential (9) is the complex rectangular barrier potential,
v(x) =
{
z for x ∈ [0, L],
0 for x /∈ [0, L], (77)
where z := k2(1− ε̂s), and L marks the slab’s thickness. The relative permittivity of the slab ε̂s and
consequently the hight z of the barrier potential depend on the wavenumber k through a dispersion
relation. When the laser is turned on, the pump begins boosting the value of Im(z) for certain range
of wavenumbers. Once Im(z) attains a value Im(z⋆) at which the potential has a spectral singularity
k2⋆, the system starts emitting a laser light with wavenumber k⋆. The condition, Im(z) = Im(z⋆),
determines the onset of lasing. In optics literature, this is called the “laser threshold condition.”
A detailed study of the spectral singularities of the barrier potential (77) shows that this condition
follows from the requirement that k2⋆ is a spectral singularity of the potential [57, 58]. It is important
to notice that the standard (textbook) derivation of the laser threshold condition relies on accounting
for the energy loses of the system and balancing them with energy injected by the pump [59]. The
connection to the concept of spectral singularity offers an alternative purely mathematical method
of deriving the same condition. This involves the computation of the M22(k) entry of the transfer
matrix and finding the values of the physical parameters of the system for which M22(k) has a real
and positive zero k⋆. This method has the advantage of being applicable to lasers with a variety of
geometries and special properties [60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 73, 72].
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The application of spectral singularities in determining the laser threshold condition has also
motivated the introduction of a nonlinear generalization of spectral singularity [74]. This has been
used to offer a useful mathematical derivation of the well-known linear relationship between the
laser output intensity and the gain coefficient of a slab laser [75, 76, 77]. It has also led to certain
surprising predictions regarding lasing in the oblique transverse magnetic modes of the slab [78].
For other related developments, see Refs. [79, 80, 81, 82].
2.7 Time-reversed spectral singularities and anti-lasing
Spectral singularities of a short-range potential v(x) are characterized by the real and positive zeros
of the M22(k) entry of its transfer matrix M(k). Under time-reversal transformation M11(k) is
mapped to M 22. Therefore, spectral singularities of the time-reversed potential v(x) correspond
to the real and positive zeros of M11(k). This suggests using the terms “time-reversed spectral
singularity” of v(x) for energies k
2
⋆ at which
M11(k⋆) = 0. (78)
According to (65), solutions ψ(x) of the Schro¨dinger equation for the time-reversed potential
v(x) coincide with the complex-conjugate of the solutions ψ(x) of the Schro¨dinger equation for v(x).
This implies that under time-reversal transformation the left- and right-going waves are mapped
to right- and left-going waves, respectively. Because at a spectral singularity the Jost solutions are
out-going at both x = ±∞, at a time-reversed spectral singularity they satisfy purely incoming
boundary conditions at x = ±∞.
To arrive at a quantitative assessment of the physical implications of time-reversed spectral
singularities, suppose that k
2
⋆ is a spectral singularity of v(x), then according to (70) the Jost
solutions ψ±(x, k) of the Schro¨dinger equation (8) for the time-reversed potential v(x) satisfy,
ψ−(x, k⋆) = M 12(k⋆) ψ+(x, k⋆)→
{
e−ik⋆x for x→ −∞,
M 12(k⋆) e
ik⋆x for x→ +∞.
(79)
Now, let us introduce ψ×(x, k) := A− ψ−(x, k)
∗, where A− is a nonzero complex amplitude. It is
clear that ψ× solves the Schro¨dinger equation (8) for the potential v(x) and fulfills
ψ×(x, k⋆)→
{
A−e
ik⋆x for x→ −∞,
B+e
−ik⋆x for x→ +∞, (80)
where B+ := A−M21(k⋆), and we have made use of (67).
The wave function ψ×(x, k⋆) describes a setup in which there are two sources of the incident
waves. One is placed at x = −∞ and emits a right-going wave of amplitude A−, while the other is
at x = +∞ and emits a left-going wave with amplitudes B+. Since there is no left-going wave at
x = −∞ or right-going wave at x = +∞, the potential absorbs both the incoming incident waves.
Therefore, it acts as a “perfect coherent absorber (CPA),” [16, 83, 84]. A dielectric slab whose
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optical potential realizes the condition (78) for a wavenumber k⋆ functions as a time-reversed laser
provided that the amplitudes A− and B+ of the incident waves satisfy
B+
A−
=M21(k⋆). (81)
Such an optical system is called an “antilaser.”
It is important to realize that a potential acts as a CPA, if the following requirements are met.
1. It must have a time-reversed spectral singularity k
2
⋆, i.e., (78) holds.
2. The complex amplitudes of the incident waves must fulfill (81).
The first of these condition cannot be fulfilled by a real potential, because real potentials are time-
reversal invariant and cannot possess a spectral singularity. The second condition is a constraint on
the incident waves, not the potential. It restricts both the modulus and phase of their amplitudes.
Recalling our treatment of the delta-function potential (74), we can immediately conclude that
this potential has a time-reversed spectral singularity, k
2
⋆ = |z|2/4, provided that Re(z) = 0 and
Im(z) < 0. Other examples of complex potentials and the corresponding permittivity or refractive
index profiles that can support a time-reversed spectral singularity and therefore function as a CPA
have been studied in Refs. [68, 69, 71, 72, 16, 83, 85, 86, 87].
There is a special class of potentials where a spectral singularity coincides with a time-reversed
spectral singularity, i.e., there is k⋆ ∈ R+ such that
M11(k⋆) =M22(k⋆) = 0. (82)
In this case, k2⋆ is called a self-dual spectral singularity [62]. In the absence of sources, such a
potential serves as a source of left- and right-going waves, and its optical realization corresponds to
a laser sufficiently pumped to fulfill the laser threshold condition. If one tries to inject an incident
wave from the left or right that has the wavenumber k⋆, the optical device will seize to maintain
its physical state of satisfying M22(k⋆) = 0, because the reflection and transmission coefficients at
k = k⋆ blow up and the device must otherwise emit waves with infinite intensity which would violate
energy conservation. This would happen to any laser that is subject to a coherent incident beam
with the same wavenumber as the emitted wave by the laser. Much more interesting is the situation
where the device is subject to a pair of left- and right-going incident waves with wavenumber k⋆
and amplitudes B+ and A− fulfilling (81). In this case, it stops acting as a laser and functions as
an antilaser [85, 88, 89].
The simplest examples of potentials capable of supporting a self-dual spectral singularity are
PT -symmetric scattering potentials, which satisfy v(x)∗ = v(−x), [85, 88]. This is because for a
short-range PT symmetric potential, M11(k) = M22(k)∗, [21, 55, 85]. According to this equation,
every spectral singularity of a PT -symmetric potential is self-dual. Because the PT -symmetric
lasers can display both lasing and antilasing, they are called “PT -lasers.” We should however warn
that the laser-antilaser action is associated with the concept of self-dual spectral singularity which
does not require PT -symmetry [62, 69, 90].
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2.8 Reflectionless and invisible potentials
The real and positive zeros of the diagonal entries of the transfer matrix correspond the spectral
singularities and their time-reversal. As we argue in the preceding subsection, these provide a
mathematical basis for lasing and anti-lasing. In this subsection, we examine the physical meaning
of the real and positive zeros of the off-diagonal entries of the transfer matrix.
A simple consequence of (39) is that whenever M12(k⊳) = 0 for some k⊳ ∈ R+, Rr(k⊳) = 0, and
the potential is reflectionless for a right-incident wave with wavenumber k
⊳
. In this case, we say
that the potential is “right-reflectionless” for k = k
⊳
. Similarly, if M21(k⊲) = 0 for some k⊲ ∈ R+,
Rl(k
⊲
) = 0, and we say that the potential is “left-reflectionless” for k = k
⊲
.
Because real-valued potentials satisfy the reflection reciprocity relation (72), their right-reflection-
lessness for a wavenumber k
⊳
implies their left-reflectionlessness for the same wavenumber and vice
versa. In other words, unidirectional reflectionlessness is forbidden for real potentials.
Examples of real potentials that are reflectionless at every wavenumber have been known since
the 1930’s [91, 92]. They are systematically studied and classified in the 1950’s [93]. The principal
example is the Po¨schl-Teller potential,
v(x) = − l(l + 1)
a2 cosh2(x/a)
,
where l is a positive integer, and a is a positive real parameter [94].
The term “reflectionless” does not necessarily mean “invisible.” A potential is said to be “left-
(respectively right-) invisible” for some wavenumber k
✶
, if it is left- (respectively right-) reflectionless
and has unit transmission amplitude for k = k
✶
, i.e., Rl(k
✶
) = 0 (respectively Rr(k
✶
) = 0) and
T (k
✶
) = 1, [17]. Unidirectional invisibility means that the potential is invisible from one direction
only. This again occurs at particular values of the wavenumber. According to (37), the transfer
matrix of a potential that is unidirectionally invisible for k = k
✶
satisfies
M(k
✶
) =

[
1 Rr(k
✶
)
0 1
]
for unidirectional left-invisibility,
[
1 0
−Rl(k
✶
) 1
]
for unidirectional right-invisibility.
(83)
where the Rr(k
✶
) and Rl(k
✶
) do not vanish.
The classical real reflectionless potentials studied in [93] are not invisible for all wavenumbers,
because they do not satisfy T (k) = 1 for all k ∈ Z+. We can however use (73) to conclude that
T (k) is a phase factor, i.e., there is a function τ : R→ R such that T (k) = eiτ(k). This implies that
if τ(k
✶
) in an integer multiple of 2π for some k
✶
∈ R+, then the potential is bidirectionally invisible
for k = k
✶
.
The situation is different for complex potentials. Unlike real potentials, complex potentials can
display unidirectional reflectionlessness and invisibility. The principal example is [17, 95, 96, 97]
v(x) :=
{
z e2πix/L for x ∈ [0, L],
0 for x /∈ [0, L], (84)
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where z is a real or complex coupling constant, and L is a real and positive parameter. As we
demonstrate in Subsec. 3.4, under the condition that |z|L2 ≪ 1, this potential is unidirectionally
right-invisible for wavenumber k
⊳
:= π/L, [17]. This is however an approximate effect which goes
away once |z| becomes comparable to L−2, [98, 99, 113]. The potential (84) does however display
exact unidirectional invisibility for particular values of z, [101]. Exact unidirectional invisibility can
also be realized using piecewise constant complex potentials which model effectively one-dimensional
multilayer optical material [102]. The simplest examples allowing for an explicit analytic investiga-
tion are the complex barrier potentials of the form,
v(x) =

z− for x ∈ [−L2 , 0[,
z+ for x ∈ [0, L2 ],
0 for x /∈ [−L
2
, L
2
],
(85)
where L is a positive real parameter, and z± are complex coupling constants, [103].
Finite-range potentials such as (85) cannot be reflectionless or invisible for a finite range of
wavelengths [k−, k+], because theM12 andM21 entries of their transfer matrix are analytic functions
of k in C\{0}. The classical reflectionless potentials [93] are examples of bidirectionally reflectionless
potentials that possess this property for all wavenumbers. There is a large class of potentials
displaying unidirectional invisibility at all wavelengths. These are potentials v(x) whose Fourier
transformation, v˜(K) :=
∫∞
−∞
dx e−iKxv(x), vanishes either for K > 0 or K < 0, [104, 105, 106]. The
existence of these potentials do not contradict the analyticity of the transfer matrix of finite-range
potentials in C\{0}, because the condition, “v˜(K) = 0 only for K > 0 or K < 0,” cannot be met by a
finite-range or exponentially decaying potential, i.e., the potentials considered in Refs. [104, 105, 106]
are not exponentially decaying at x = ±∞. By truncating these potentials, one can construct finite-
range potentials with approximate unidirectional invisibility in a rather wide wavenumber spectrum.
An example of such a finite-range potential has been investigated experimentally in Ref. [107].
2.9 Lippmann-Schwinger equation
An old and useful method of deriving qualitative information about the behavior of the solutions
of the Schro¨dinger equation (8) is to express it in the form of an integral equation. To do this, first
we write (8) as
ψ′′(x) + k2ψ(x) = ξ(x), (86)
where
ξ(x) := v(x)ψ(x). (87)
Disregarding the fact that ξ is related to ψ, we can view (86) as a non-homogeneous linear equation
[20] and write its general solution as
ψ(x) = ψ0(x) + ψp(x), (88)
where ψ0 is a solution of the homogeneous equation,
ψ′′(x, k) + k2ψ(x, k) = 0, (89)
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and ψp is a particular solution of (86). We can express the latter in the form
ψp(x) =
∫ x
x0
dy G(x, y)ξ(y), (90)
where G(x, y) is the Green’s function for the Helmholtz operator ∂2x+ k
2, and x0 ∈ R∪{−∞,+∞}
is arbitrary. We can use any pair of linearly-independent solutions, ψ0,±, of (89) to compute G(x, y)
according to,
G(x, y) =
ψ0−(x)ψ0+(y)− ψ0−(y)ψ0+(x)
W [ψ0+(y), ψ0−(y)]
, (91)
where W [ψ0+, ψ0−] is the Wronskian of ψ0±. For example, setting ψ0±(x) := e
±ikx in (91), we obtain
G(x, y) =
sin[k(x− y)]
k
. (92)
Because solutions of (89) are linear combinations of ψ0±, there are constant coefficients c± such
that
ψ0(x) = c−ψ0−(x) + c+ψ0+(x). (93)
In view of (87), (88), (90), and (93), every solution ψ of the Schro¨dinger equation (8) satisfies
ψ(x) = c−ψ0−(x) + c+ψ0+(x) +
∫ x
x0
dy G(x, y)v(y)ψ(y)
= e−ikx
[
c− − 1
2ik
∫ x
x0
dy eikyv(y)ψ(y)
]
+ eikx
[
c+ +
1
2ik
∫ x
x0
dy e−ikyv(y)ψ(y)
]
. (94)
This is an integral equation involving the constants c± and x0.
9
Next, consider the following normalized scattering solutions of the Schro¨dinger equation (8).
ψ̂l(x) :=
ψl(x)
Al−
, ψ̂r(x) :=
ψr(x)
Br+
, (95)
where ψl and ψr are respectively the solutions satisfying (34) and (35). These equations imply that
ψ̂l(x)→
{
eikx +Rl e−ikx for x→ −∞,
T eikx for x→ +∞, (96)
ψ̂r(x)→
{
T e−ikx for x→ −∞,
e−ikx +Rr eikx for x→ +∞. (97)
Being solutions of the Schro¨dinger equation (8), ψ̂l/r satisfy the integral equation (94) for appropriate
values of c± and x0. These are the values for which the right-hand side of (94) fulfill the asymptotic
boundary conditions (96) and (97). Imposing this condition, we discover that ψ̂l(x) and ψ̂r(x) are
respectively the solutions of (94) for
c− = 0, c+ = T, x0 = +∞, (98)
9Since changing x0 has the effect of shifting the values of c± by constant amounts, c± and x0 are not independent.
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and
c− = T, c+ = 0, x0 = −∞. (99)
In particular, we can write ψ̂l/r(x) in the form,
ψ̂l(x) = eikx + ψ̂ls(x), ψ̂
r(x) = e−ikx + ψ̂rs(x), (100)
where e±ikx and ψ̂
l/r
s (x) are respectively the solutions of the homogeneous equation (89) and par-
ticular solutions of the non-homogenous equation (86). They represent the incident and scattered
waves. According to (97) and (100),
ψ̂ls(x)→
{
Rl e−ikx for x→ −∞,
(T − 1) eikx for x→ +∞, (101)
ψ̂rs(x)→
{
(T − 1) e−ikx for x→ −∞,
Rr eikx for x→ +∞. (102)
Using (100) and the fact that ψ̂l/r satisfy (94) with c± and x0 given by (98) and (99), we can
show that
ψ̂ls(x) =
e−ikx
2ik
∫ ∞
x
dy eikyv(y)ψ̂l(y) +
eikx
2ik
[
2ik(T − 1)−
∫ ∞
x
dy e−ikyv(y)ψ̂l(y)
]
, (103)
ψ̂rs(x) =
e−ikx
2ik
[
2ik(T − 1)−
∫ x
−∞
dy eikyv(y)ψ̂r(y)
]
+
eikx
2ik
∫ x
−∞
dy e−ikyv(y)ψ̂r(y). (104)
If we compare the x → −∞ limit of (103) and the x → +∞ limit of (104) with the ones given by
(101) and (102), we obtain
Rl =
1
2ik
∫ ∞
−∞
dy eikyv(y)ψ̂l(y), Rr =
1
2ik
∫ ∞
−∞
dy e−ikyv(y)ψ̂r(y), (105)
T = 1 +
1
2ik
∫ ∞
−∞
dy e−ikyv(y)ψ̂l(y) = 1 +
1
2ik
∫ ∞
−∞
dy eikyv(y)ψ̂r(y). (106)
With the help of the latter equation, we can write (103) and (104) as
ψ̂ls(x) =
e−ikx
2ik
∫ ∞
x
dy eikyv(y)ψ̂l(y) +
eikx
2ik
∫ x
−∞
dy e−ikyv(y)ψ̂l(y), (107)
ψ̂rs(x) =
e−ikx
2ik
∫ ∞
x
dy eikyv(y)ψ̂r(y) +
eikx
2ik
∫ x
−∞
dy e−ikyv(y)ψ̂r(y), (108)
or alternatively
ψ̂l/rs (x) =
∫ ∞
−∞
dy G+(x, y)v(y) ψ̂l/r(y), (109)
where
G+(x, y) :=
eik|x−y|
2ik
. (110)
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Substituting (109) in (100), we see that ψ̂l/r solve the Lippmann-Schwinger equation [5],
ψ(x) = ψ0(x) +
∫ ∞
−∞
dy G+(x, y)v(y)ψ(y), (111)
where ψ0(x) represents the incident wave; ψ0(x) := ψ
l
0(x) := e
ikx for ψ = ψ̂l, and ψ0(x) := ψ
r
0(x) :=
e−ikx for ψ = ψ̂r.
It turns out that the Green function G+(x, y) coincides with the ǫ → 0+ limit of the integral
kernel of the operator (−Hˆ0 + k2 + iǫ)−1, where Hˆ0 := pˆ2 is the Hamiltonian operator for a free
particle of mass m = 1/2, and pˆ is the standard momentum operator10, i.e.,
G+(x, y) := lim
ǫ→0+
〈x|(−Hˆ0 + k2 + iǫ)−1|y〉. (112)
To see this, we use the spectral resolution of (k2 − Hˆ0 + iǫ)−1, namely
(−Hˆ0 + k2 + iǫ)−1 =
∫ ∞
−∞
dp
|p〉〈p|
k2 − p2 + iǫ ,
together with the well-known relation, 〈x|p〉 = e−ipx/√2π, to show that
〈x|(−Hˆ0 + k2 + iǫ)−1|y〉 = − 1
2π
∫ ∞
−∞
dp
eip(x−y)
p2 − k2 − iǫ .
We can easily turn the integral on the right-hand side of this equation into a contour integral and
evaluate it using the residue theorem [45].11 The result is (110).
It is important to observe that we can start from the Lippmann-Schwinger equation (111) and
derive the formulas (105) and (106) for the reflection and transmission amplitudes by examining
its x→ ±∞ limits. These formulas seem to be of limited practical value, because they involve the
unknown scattering solutions ψ̂l/r. They become useful, only if we can compute these functions.
In the following subsection we outline a perturbative solution of the Lippmann-Schwinger equa-
tion (111) that produces a series expansion for ψ̂l/r. Substituting this in (105) and (106), we find
series expansions for the reflection and transmission amplitudes.
2.10 Born series and Born approximation
To determine a perturbative series solution of the Lippmann-Schwinger equation (111) , we introduce
an auxiliary perturbation parameter ζ , let u(x) := v(x)/ζ , so that v(x) := ζ u(x), and write this
equation in the Dirac bra-ket notation. For ψ = ψ̂l/r, this gives
|ψ̂l/r〉 = |ψ̂l/r0 〉+ ζ Gˆ+uˆ |ψ̂l/r〉, (113)
where
〈x|ψ̂l0〉 := ψ0+(x) = eikx, 〈x|ψ̂r0〉 := ψ0−(x) = e−ikx, Gˆ+ := lim
ǫ→0+
(−Hˆ0 + k2 + iǫ)−1,
10Because we use units in which ~ = 1, pˆ ψ(x) := −iψ′(x).
11The term iǫ entering the integrand determines the location of the poles and affects the outcome of this calculation.
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uˆ is the operator defined by uˆψ(x) := u(x)ψ(x), and we have used the resolution of the identity
operator I in the position representation, i.e.,
∫∞
−∞
dy |y〉〈y| = I.
Next, we write (113) in the form,
|ψ̂l/r〉 = (1− ζ Gˆ+uˆ)−1|ψ̂l/r0 〉. (114)
If we expand (1− ζ Gˆ+uˆ)−1 as a formal geometric series in ζ , i.e., employ
(1− ζ Gˆ+uˆ)−1 =
∞∑
n=0
(ζ Gˆ+uˆ)n,
(114) reads
ψ̂l/r(x) =
∞∑
n=0
ψ̂l/rn (x), (115)
where ψ̂
l/r
n (x) := 〈x|(Gˆ+vˆ)n|ψ̂l/r0 〉 and vˆ := ζ uˆ.
To derive similar power series expansions for the reflection and transmission amplitudes, first
we introduce
f l/r(±) := 1
2ik
∫ ∞
−∞
dy e∓ikyv(y)ψ̂l/r(y) =
1
2ik
〈ψ0±|vˆ|ψ̂l/r〉. (116)
We call these the “left/right scattering amplitude” of the potential v. In light of (115), they admit
the series expansions,
f l/r(±) =
∞∑
n=1
f l/rn (±), (117)
where
f l/rn (±) :=
1
2ik
〈ψ0±|vˆ(Gˆ+vˆ)n−1|ψ̂l/r0 〉. (118)
We can use (117) to construct series expansions for the reflection and transmission amplitudes,
because according to (105), (106), and (116),
Rl = f l(−), Rr = f r(+), T = 1 + f l(+) = 1 + f r(−). (119)
Eqs. (115) and (117) are known as the “Born series for the scattering solutions” and the “Born
series for the scattering amplitudes.” If we terminate these series, we find the following approximate
expressions for the normalized scattering solutions and the scattering amplitudes.
ψ̂l/r(x) ≈
N∑
n=0
ψ̂l/rn (x), f
l/r(±) ≈
N∑
n=1
f l/rn (±). (120)
This procedure is known as the “N -th order Born approximation.” The term “Born approxima-
tion” is sometimes used to mean the first-order Born approximation, also called the “first Born
approximation.” For the scattering amplitudes it means
f l/r(±) ≈ f l/r1 (±). (121)
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It is instructive to examine the implications of the first Born approximation for the scattering,
reflection, and transmission amplitudes. According to (118),
f
l/r
1 (±) =
〈ψ0±|vˆ|ψ̂l/r0 〉
2ik
.
It is not difficult to show that this relation implies,
f l1(+) = f
r
1 (−) =
v˜(0)
2ik
, f l1(−) =
v˜(−2k)
2ik
, f r1 (+) =
v˜(2k)
2ik
, (122)
where v˜(k) stands for the Fourier transform of v(x), i.e.,
v˜(k) := Fk{v(x)} :=
∫ ∞
−∞
dx e−ikxv(x). (123)
Substituting (122) in (121) and using the result in (119), we find
Rl(k) ≈ v˜(−2k)
2ik
, Rr(k) ≈ v˜(2k)
2ik
, T (k) ≈ 1 + v˜(0)
2ik
. (124)
Eqs. (124) reveal an interesting connection between the reflection amplitudes and the Fourier
transform of the potential. In particular, they show that whenever the first Born approximation
provides a reliable description of the scattering properties of the potential, we can recover its
expression using the formula for either of the reflection amplitudes. More specifically, we have
v(x) ≈ iF−1x
{
kRr(k
2
)
}
= 2∂xF
−1
2x {Rr(k)} , (125)
v(x) ≈ −iF−1x
{
kRl(−k
2
)
}
= −2∂xF−1−2x
{
Rl(k)
}
, (126)
where F−1x {g(k)} stands for the inverse Fourier transform of g(k), i.e.,
F
−1
x {g(k)} :=
1
2π
∫ ∞
−∞
dk eikxg(k).
Eqs. (125) and (126) provide a simple approximate inverse scattering prescription. Notice that in
order to implement this scheme we need to know either of Rl(k) or Rr(k) for both k > 0 and k < 0,
and make sure that they have differentiable inverse Fourier transforms. For the potentials belonging
to the Faddeev class L11(R), Mij(k) are analytic functions in the upper-half complex k-plane and
continuous in R \ {0}. Therefore, one can attempt to define Mij(−k) for k ∈ R+ by analytically
continuing Mij(k) through the upper half-plane, and use (39) to determine R
l/r(k) for k ∈ R−.
For a discussion of the transformation rule for Mij(k), R
l/r(k), and T (k) under the transformation
k → −k, see Ref. [55].
As a simple example, let us examine the application of the first Born approximation to the
delta-function potential, v(x) = z δ(x). Because for this potential v˜(k) = z, (124) gives
Rl/r(k) ≈ − iz
2k
, T (k) ≈ 1− iz
2k
.
Comparing these relations with the exact expressions for the reflection and transmission amplitudes
given in (76), i.e.,
Rl/r(k) = − iz
2k + iz
= − iz
2k
+O(z2), T (k) =
2k
2k + iz
= 1− iz
2k
+O(z2),
we see that they agree up to the linear terms in the coupling constant z.12 This is indeed expected,
12O(zd) stands for terms of order d and higher in powers of z.
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because the first Born approximation is a first-order approximation in the strength of the potential.
Similarly, if we try to use the above approximate inverse scattering scheme to recover the delta-
function potential from the exact expression for its reflection amplitudes, we find that the result
differs from z δ(x) by a term proportional to z2.
We have derived the Born series (115) and (117) as power series in the auxiliary perturbation
parameter ζ which drops out of the calculations once we express the final result in terms of potential
v. For the example of the delta-function potential, v(x) = z δ(x), the coupling constant z plays the
same role as ζ , and (115) and (117) are indeed power series in z. This is generally true for any
potential of the form, v(x) = z u(x), where z signifies the strength of the potential v while u is
a function determining its shape. For such potentials, the N -th order Born approximation pro-
vides expressions for the scattering solutions ψ̂l/r(x) and the scattering, refection, and transmission
amplitudes, f l/r(±), Rl/r, and T , that are polynomials of degree not larger than N .
Because the entries of the transfer matrix involve ratios of Rl/r and T , the N -th order Born ap-
proximation produces infinite power series expressions forMij . The terms of order N+1 and higher
in these series are however unreliable and should be discarded, because they receive contributions
from the neglected terms of the Born series (117).
In principle, we can obtain a Born series forMij by substituting those for R
l/r and T in (37). The
explicit form of the coefficients of this series will naturally be too complicated to be useful. There
are however a special class of potentials for which this series terminates. Because the dependence
of the Jost solutions on Mij is linear, this happy situation corresponds to cases where the n-th
order time-independent perturbation theory produces the exact expression for the Jost solutions
for some n ∈ Z+. As shown in Ref. [49] by explicit calculations, this happens for the multi-delta-
function potentials (40). A much easier way of proving this claim is to show that the entries of the
transfer matrix of every multi-delta-function potential have polynomial dependence on its coupling
constants. This follows from Eqs. (46) and (49), because the first of these equation shows that the
entries of the transfer matrix of the single delta-function potential (41) is a polynomial of degree
one in zj, while the second expresses the transfer matrix of the multi-delta-function potential (40)
as the product of the transfer matrices of single delta-function potentials.
3 Dynamical formulation of time-independent scattering
3.1 Dynamics of non-stationary two-level quantum systems
Consider a quantum mechanical system with a two-dimensional Hilbert space H and a time-
dependent Hamiltonian operator H(t) acting in H . As a vector space H is isomorphic to C2 and
we can use standard basis of C2, i.e., {(1, 0), (0, 1)}, to represent the elements of H and the linear
operators acting in H by column vectors and 2 × 2 matrices; if Ψ ∈ H and L : H → H is a
linear operator with domain H , the corresponding column vector Ψ and 2 × 2 matrix L have the
form,
Ψ :=
[ 〈e1|Ψ〉
〈e2|Ψ〉
]
, L :=
[ 〈e1|Le1〉 〈e1|Le2〉
〈e2|Le1〉 〈e2|Le2〉
]
,
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where e1 := (1, 0) are e2 := (0, 1) are the standard basis vectors, and 〈·|·〉 is the Euclidean inner
product on C2; 〈(w1, w2)|(z1, z2)〉 :=
∑2
j=1w
∗
jzj for all (w1, w2), (z1, z2) ∈ C2.
The dynamics of this system is determined by the time-independent Schro¨dinger equation,
i∂tΨ(t) = H(t)Ψ. (127)
We can express the evolving state vector in the form,
Ψ(t) = U(t, t0)Ψ(t0), (128)
where U(t, t0) is the evolution operator corresponding to an initial time t0. By definition, it satisfies
i∂tU(t, t0) = H(t)U(t, t0), U(t0, t0) = I, (129)
where I is the 2 × 2 identity matrix. If the entries of H(t) are piecewise continuous functions of t,
(129) has a unique solution in R.
An important property of the evolution operator is the following useful identity,
U(t2, t1)U(t1, t0) = U(t2, t0), (130)
where t0, t1, and t2 are arbitrary real parameters. It states that in order to evolve a state vector
from the initial time t0 to a final time t2, we can first evolve it from t0 to t1 and then from t1 to t2.
This agrees with our intuitions when t0 ≤ t1 ≤ t2. To establish (130) for arbitrary t1, we first use
(128) to infer U(t0, t) = U(t, t0)
−1. Setting t = t1, this implies
U(t0, t1)U(t1, t0) = I. (131)
It is also easy to see that
i∂t2 [U(t2, t1)U(t1, t0)] = [i∂t2U(t2, t1)]U(t1, t0) = H(t2)U(t2, t1)U(t1, t0). (132)
Eqs. (131) and (132) show that U(t2, t1)U(t1, t0) satisfies (129) for t = t2. This together with the
uniqueness of the solution of (129) imply (130).
Because H(t) is a generic time-dependent matrix Hamiltonian, we cannot obtain a closed-form
expression for the solution of (129). The best we can do is to turn (129) into the integral equation,
U(t, t0) = I− i
∫ t
t0
dt1 H(t1)U(t1, t0), (133)
and use the latter repeatedly to construct the following series expansion for its solution.
U(t, t0) = I+
∞∑
n=1
(−i)n
∫ t
t0
dtn
∫ tn
t0
dtn−1 · · ·
∫ t2
t0
dt1H(tn)H(tn−1) · · ·H(t1). (134)
This is known as the “Dyson series” for U(t, t0).
The term H(tn)H(tn−1) · · ·H(t1) appearing in (134) is the product of n copies of the Hamil-
tonian matrix H(tj) whose arguments tj are arranged in the descending order from the right to
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the left, i.e., tn ≥ tn−1 ≥ · · · ≥ t1. For this reason, we say that H(tn)H(tn−1) · · ·H(t1) is a
“time-ordered product” of H(tj)’s, [108]. Bringing a randomly ordered product of H(tj)’s to their
time-ordered product is called “chronological ordering” or “time ordering.” We can view this as the
action of a linear operator T in the space of products of linear operators (in our case 2×2 matrices)
L(tj) that are generally time-dependent. T is called the “chronological ordering” or “time ordering
operator” [109]. Because T is linear we can specify it by demanding that the following conditions
hold.
- T {L(t)} = L(t);
- For every positive integer n, every permutation σ of {1, 2, · · · , n}, and time labels t1, t2, · · · , tn
satisfying tn ≥ tn−1 ≥ · · · ≥ t1,
T {L(tσ(1))L(tσ(2)) · · ·L(tσ(n))} = L(tn)L(tn−1) · · ·L(t1). (135)
Eq. (135) states that we can rearrange the order of factors appearing in the argument of T without
affecting their time-ordered product. This is the main utility of the time ordering operation. It
allows for treating t-dependent non-commuting operators as if they are commuting.
Because all the terms appearing in the right-hand side of (134) are time-ordered, inserting T
after the equality sign in this equation does not change it. Once we do so, T affects all the terms
in the series, and we can freely commute the H(tj)’s as if they are scalars. Using this trick we can
change the upper boundary of the integrals in (134) to t, if we insert a factor of 1/n! before each of
the multiple integrals to avoid double counting. In this way we can express (134) as
U(t, t0) = T
{
I+
∞∑
n=1
(−i)n
n!
∫ t
t0
dt
∫ t
t0
dtn−1 · · ·
∫ t
t0
dt1H(tn)H(tn−1) · · ·H(t1)
}
. (136)
Because of the resemblance of the right-hand side of this equation with the Maclorean series for the
exponential function, ez = 1 +
∑∞
n=0 z
n/n!, it is customary to call it a“time-ordered exponential,”
and write (136) in the following abbreviated form.
U(t, t0) = T
{
exp
[
−i
∫ t
t0
dsH(s)
]}
. (137)
3.2 Potential scattering as a dynamical phenomenon
One of the elementary facts about ordinary differential equations is that every linear equation of
order m is equivalent to a system of m linear first order equations. For the time-independent
Schro¨dinger equation (8), which is second order, this leads to an equivalent system of two linear
equations. The relationship is however not one-to-one; there are infinitely many systems of linear
equations whose solution will give the solutions of the Schro¨dinger equation (8).
Because (8) is homogeneous, the equivalent first order systems take the form of a time-dependent
Schro¨dinger equation,
i∂xΨ(x) = H(x)Ψ(x), (138)
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where x plays the role of time. However, as we just noted, the choice of Ψ and H(x) is not unique.
The only constraint is that the components of Ψ(x) are linear combinations of the solutions ψ(x)
of (8) and its first derivative ψ′(x) with generally x-dependent coefficients, i.e., there are functions
gij(x) with i, j ∈ {1, 2} such that
Ψ(x) =
[
g11(x)ψ(x) + g12(x)ψ
′(x)
g21(x)ψ(x) + g22(x)ψ
′(x)
]
. (139)
The non-uniqueness of Ψ(x) and H(x) is related to the freedom in the choice of gij(x).
13 There is
however a unique choice for gij(x) and Ψ(x) that proves to be of great importance for scattering
theory. Its discovery was motivated by the simple observation that the composition property (24) of
the transfer matrix has the same structure as the identity (130) satisfied by the evolution operators
[112, 113]. This naturally led to a search for a concrete connection between the transfer matrix of
a given short-range potential v and the evolution operator for an associated quantum system.
If the transfer matrix M of a potential v is to be identified with the evolution operator of
a quantum system, then this evolution operator and the corresponding Hamiltonian should be
represented by 2 × 2 matrices. This in turn means that we seek for the matrix Hamiltonian H(x)
of a two-level quantum system. According to (18), M maps
[
A−
B−
]
to
[
A+
B+
]
. Therefore, if we
are to set
M = U(x+, x−), (140)
for some x±, then the two-component state vector Ψ(x) must satisfy
Ψ(x±) =
[
A±
B±
]
. (141)
The fact that
[
A±
B±
]
are determined through (10) by the asymptotic expressions for ψ(x) at
x = ±∞ suggests that we identity x± with ±∞. Doing this in (140) and (141), we find
M = U(+∞,−∞) = T
{
exp
[
−i
∫ ∞
−∞
dxH(x)
]}
= I+
∞∑
n=1
(−i)n
∫ ∞
−∞
dxn
∫ xn
−∞
dxn−1 · · ·
∫ x2
−∞
dx1H(xn)H(xn−1) · · ·H(x1), (142)
and
lim
x→±∞
Ψ(x) =
[
A±
B±
]
, (143)
where we have also benefitted from (134) and (137).
If we substitute (139) in (143) and use (10) to simplify the resulting equation, we obtain
lim
x→±∞
{
A±[g11(x) + ikg12(x)]e
ikx +B±[g11(x)− ikg12(x)]e−ikx
}
= A±,
lim
x→±∞
{
A±[g21(x) + ikg22(x)]e
ikx +B±[g21(x)− ikg22(x)]e−ikx
}
= B±.
13For specific choices considered in literature, see [110, 111].
32
Demanding that the content of the braces on the left-hand sides of these equations be equal to their
right-hand side and using the fact that A± and B± are arbitrary complex numbers, we arrive at the
following system of linear equations for gij(x).
g11(x) + ikg12(x) = e
−ikx, g11(x)− ikg12(x) = 0,
g21(x) + ikg22(x) = 0, g21(x)− ikg22(x) = eikx.
They have the following unique solution.
g11(x) = g21(x)
∗ =
1
2
e−ikx, g12(x) = g22(x)
∗ = − i
2k
e−ikx.
Substituting these in (139) gives
Ψ(x) =
1
2
[
e−ikx[ψ(x)− ik−1ψ′(x)]
eikx[ψ(x) + ik−1ψ′(x)]
]
=
1
2
e−ikxσ3
[
ψ(x)− ik−1ψ′(x)
ψ(x) + ik−1ψ′(x)
]
. (144)
Next, we differentiate Ψ(x) and use (8) to show that
iΨ′(x) =
v(x)ψ(x)
2k
[
e−ikx
−eikx
]
=
−iv(x)ψ(x)
2k
e−ikxσ3
[
1
−1
]
. (145)
If we plug (144) and (145) in (138) and demand that the resulting equation holds independently
of the choice of ψ(x), we obtain a linear system of four algebraic equations for the entries of the
matrix Hamiltonian H(x). Solving this system, we find [111]
H(x) =
v(x)
2k
[
1 e−2ikx
−e2ikx −1
]
=
v(x)
2k
e−ikxσ3K eikxσ3 , (146)
where
K := σ3 + iσ2 =
[
1 1
−1 −1
]
.
The matrix Hamiltonian (146) is manifestly non-Hermitian. Therefore, the evolution operator
it defines is non-unitary. It is also easy to verify that it has a single eigenvalue, namely 0. Because
H(x) is not the null matrix, this shows that it is not even diagonalizable. We can however check
that whenever v is a real-valued potential, it satisfies
H(x)† = σ3H(x)σ
−1
3 , (147)
i.e., it is σ3-pseudo-Hermitian [114]. This observation underlines the importance of pseudo-Hermitian
operators in the standard quantum mechanics, where the potential v is real-valued and the Hamil-
tonian operator, −∂2x+ v(x), acts as a self-adjoint operator in the Hilbert space of square-integrable
functions L2(R). The solution of the scattering problem for such a potential is equivalent to finding
U(+∞,−∞), where U(x, x0) is the evolution operator for an effective two-level quantum system
with a pseudo-Hermitian matrix Hamiltonian.14
14This implies that the evolution operator is pseudo-unitary [115].
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For a potential v(x) that is not real-valued, (147) may not hold. But it is easy to show that
H(x) commutes with its σ3-pseudo-adjoint, H(x)
♯ := σ−13 H(x)
†
σ3. This implies that, for both
real and complex potentials, H(x) is σ3-pseudo-normal.
If there is an interval [b−, b+] in which v(x) = 0 for all x ∈ [b−, b+], then according to (146),
H(x) also vanishes, and U(b+, b−) = I. We can use this simple observation to show that if v is a
finite-range potential with support [a−, a+], then its transfer matrix satisfies
M = U(a+, a−) = T
{
exp
[
−i
∫ a+
a−
dxH(x)
]}
. (148)
This follows from (142) and
U(+∞, a+) = U(a−,−∞) = I, U(+∞,−∞) = U(+∞, a+)U(a+, a−)U(a−,−∞).
In the remainder of this article, we explore some of the implications and applications of Eqs. (142)
and (148). These are the basic relations underlying a “dynamical formulation of time-independent
scattering theory.”
3.3 Transfer matrix as a non-unitary S-matrix
The quantity U(+∞,−∞) that gives the transfer matrix of the potential v also appears in the
standard description of time-dependent scattering theory. It gives the celebrated “scattering op-
erator,” also known as the “S-matrix,” of a quantum system [108], if we identify U(x, x0) with
the evolution operator for the system in the interaction picture. In our case though the quantum
system is an effective non-unitary system which we have introduced for the purpose of devising an
alternative formulation of time-independent potential scattering. We nevertheless wish to determine
the Hamiltonian operator H(x) in the standard Schro¨dinger picture of this system.
We begin our analysis by recalling the definition of the interaction-picture state vectors and
the Hamiltonian for a generic quantum system with a Schro¨dinger-picture Hamiltonian Hˆ(t) =
Hˆ0+ Vˆ (t), where Hˆ0 and Vˆ (t) respectively represent the free Hamiltonian operator and the operator
for the interaction potential. In the Schro¨dinger picture of dynamics, the state vectors Φ(t) evolve
according to Φ(t) = Uˆ(t, t0)Φ(t0), where Uˆ(t, t0) is the evolution operator associated with the
Hamiltonian Hˆ(t). By definition, it satisfies i∂tUˆ(t, t0) = Hˆ(t)Uˆ(t, t0) and Uˆ(t0, t0) = I, where I is
the identity operator. The interaction-picture state vectors Ψ(t), evolution operator Uˆ (t, t0), and
the Hamiltonian Hˆ(t) are related to Φ(t), Uˆ(t, t0) and Hˆ(t) via
Ψ(t) := ei(t−t0)Hˆ0Φ(t), (149)
Uˆ (t, t0) := e
i(t−t0)Hˆ0Uˆ(t, t0), (150)
Hˆ(t) := ei(t−t0)Hˆ0Hˆ(t)e−i(t−t0)Hˆ0 − Hˆ0, (151)
where e−i(t−t0)Hˆ0 is the evolution operator for the free Hamiltonians Hˆ0, [116].
For the quantum system we introduced in the preceding subsection, x plays the role of the
time label t, and Ψ(x) and H(x) are respectively the interaction-picture state vectors and the
Hamiltonian, Ψ(t) and Hˆ(t). Comparing (144) with (149), we see that by setting x0 = 0 we can
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identify the evolving state vectors in the Schro¨dinger picture and the free Hamiltonian respectively
with
Φ(x) =
1
2
[
ψ(x)− ik−1ψ′(x)
ψ(x) + ik−1ψ′(x)
]
, H0 := −kσ3. (152)
The second of these relations together with (151) lead to the following expression for the Schro¨dinger-
picture Hamiltonian.
H(x) = eikxσ3H(x)e−ikxσ3 − kσ3 = v(x)
2k
K− kσ3
=
1
2k
[
v(x)− 2k2 v(x)
−v(x) −v(x) + 2k2
]
. (153)
Note that for v = 0, H(x) becomes H0. Therefore, V(x) := [v(x)/2k]K plays the role of the
interaction term in H(x).
Again, we can check that H(x) is a σ3-pseudo-Hermitian matrix whenever v is real-valued.
Otherwise it is σ3-pseudo-normal. An important distinction between H(x) and H(x) is that the
latter is diagonalizable. This allows for the construction of a biorthonormal system [114, 117]
consisting of the eigenvectors of H(x) and H(x)†. This is a useful tool for the study of the adiabatic
geometric phases associated with non-Hermitian Hamiltonian operators [118, 119]. The problem of
exploring the adiabatic geometric phases for the HamiltonianH(x) has been addressed in Ref. [120].
The results reveal the curious fact that the adiabatically evolving state vectors of the Hamiltonian
H(x) correspond to the semiclassical solutions of the Schro¨dinger equation (8). In particular,
complex geometric phases acquired by these states give the pre-exponential factor in the WKB
wave functions! These observations have also motivated the development of a systematic method
of computing corrections to the WKB approximation [121].
Next, we use (150) and (152) to show that the interaction-picture evolution operator U(x, 0) is re-
lated to evolution operatorU(x, 0) for the HamiltonianH(x) according to U(x, 0) = e−ikxσ3U(x, 0).
This relation together with (130) and (131) imply that for every x± ∈ R,
U(x+, x−) = U(x+, 0)U(0, x−) = U(x+, 0)U(x−, 0)
−1
= e−ikx+σ3U(x+, 0)U(x−, 0)
−1eikx−σ3
= e−ikx+σ3U(x+, x−)e
ikx−σ3 . (154)
In particular,
M = U(+∞,−∞) = lim
x±→±∞
e−ikx+σ3U(x+, x−)e
ikx−σ3 . (155)
If v is a finite-range potential with support [a−, a+], we can use (148) and (154) to express the
transfer matrix of v in the form,
M = U(a+, a−) = e
−ika+σ3U(a+, a−)e
ika−σ3. (156)
This relation is particularly useful for computing the transfer matrix of the barrier potentials (77)
which play an important role in the numerical scattering calculations based on the slicing of the
potential and making use of the composition property of the transfer matrix.
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Consider a rectangular barrier potential,
v(x) :=
{
z for x ∈ [a−, a+],
0 for x /∈ [a−, a+], (157)
with a real or complex hight z and support [a−, a+]. Then (153) gives
H(x) =
{
(z/2k)K− kσ3 for x ∈ [a−, a+],
−kσ3 for x /∈ [a−, a+]. (158)
The fact that H(x) is piecewise constant simplifies the calculation of its evolution operator. In
particular, we have
U(a+, a−) = e
−ikL( ẑK−σ3), (159)
where L := a+ − a−, and
ẑ :=
z
2k2
.
Because ẑK − σ3 is a diagonalizable 2 × 2 matrix, we can easily compute the right-hand side of
(159). The result is
U(a+, a−) =
[
c− i(̂z− 1)s −îz s
îz s c+ i(̂z− 1)s
]
, (160)
where c := cos(kLn), s := sin(kLn)/n, and n :=
√
1− 2 ẑ =√1− z/k2. Substituting (159) in (156)
and making use of (160), we obtain
M = e−ika+σ3e−ikL(̂zK−σ3)eika−σ3
=
[
e−ikL[c− i(̂z− 1)s] −ieik(a++a−) ẑ s
ie−ik(a++a−) ẑ s eikL[c+ i(̂z− 1)s]
]
. (161)
Having derived an explicit formula for the transfer matrix of the barrier potential (157), we can
use (39) to determine its reflection and transmission amplitudes. Furthermore, by investigating the
real zeros of the entries of the transfer matrix (161), we can find the values of k, L, and z for which
the potential develops a spectral singularity [57] or its time reversal, or becomes reflectionless or
invisible.
We would like to remind the reader that the standard treatment of the transfer matrix of
the barrier potential (157) involves solving the Schro¨dinger equation in the intervals ]− ∞,−a[,
[a−, a+], and ]a+,+∞[ and patching them together in such a way that the resulting global solution
is continuous and differentiable at x = ±a. This is in sharp contrast to the above calculation of
the transfer matrix of this potential which only involves algebraic operations. Although reducing
the solution of physics and mathematics problems to algebraic manipulations is always desirable,
we cannot consider the algebraic solution of the scattering problem for the barrier potential (157)
as a solid evidence for the practical superiority of the dynamical formulation of time-independent
scattering theory. In the next subsection, we describe a much more significant application of this
formulation.
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3.4 An alternative to the Born series and Born approximation
The interaction-picture Hamiltonian (146) whose time-ordered exponential yields the transfer matrix
of the potential v(x) has an extremely simple dependence on v(x); it is the product of v(x) and a
matrix that does not involve v(x). In particular, if we write v(x) = ζ u(x), as we did in the derivation
of the Born series (117), the Dyson series in (142) becomes a power series in ζ . This is similar to the
Born series for the scattering amplitudes f l/r(±), but it is a power series for the transfer matrixM.
Because the entries of M are rational functions of f l/r(±), the relationship between the Born series
(117) and the Dyson series for the transfer matrix (142) is quite complicated. Nevertheless, similarly
to our derivation of the Born approximation, we can devise an approximation scheme by truncating
the series in (142), [113]. This leads to an alternative to the N -th order Born approximation, if we
neglect all but the first N + 1 terms on the right-hand side of (142), i.e.,
M ≈M(N) := I+
N∑
n=1
(−i)n
∫ ∞
−∞
dxn
∫ xn
−∞
dxn−1 · · ·
∫ x2
−∞
dx1H(xn)H(xn−1) · · ·H(x1). (162)
Let us examine the consequences of setting N = 1 in (162). In view of (146), this gives
M ≈M(1) = I− i
2k
∫ ∞
−∞
dx1 v(x)
[
1 e−2ikx
−e2ikx −1
]
= I− i
2k
[
v˜(0) v˜(2k)
−v˜(−2k) −v˜(0)
]
, (163)
where v˜(k) is the Fourier transform of v(x) that is given by (123). According to (163),
M11 ≈ 1− i v˜(0)
2k
, M12 ≈ −i v˜(2k)
2k
, M21 ≈ i v˜(−2k)
2k
, M22 ≈ 1 + i v˜(0)
2k
.
Substituting these in (39), we obtain
Rl ≈ v˜(−2k)
2ik − v˜(0) , R
r ≈ v˜(2k)
2ik − v˜(0) , T ≈
2ik
2ik − v˜(0) . (164)
These relations are different from those obtained using the first Born approximation, i.e., (124).
But the difference disappears, if we introduce the auxiliary perturbation parameter ζ , write v˜(k) =
ζ u˜(k), expand the right-hand sides of the relations in (164) in power series in ζ , and neglect the
quadratic and higher order terms in powers of ζ .
The implementation of the first order approximation (164) is particularly straightforward for
the delta-function potential v(x) = z δ(x). Because for this potential, v˜(x) = z, (164) gives
Rl/r ≈ z
2ik − z =
−iz
2k + iz
, T ≈ 2ik
2ik − z =
2k
2k + iz
.
Comparing these relations with the exact expressions for the reflection and transmission amplitudes
of this potential, namely (76), we see that they coincide; i.e., our first-order approximation is exact
for this potential. As we discussed in Subsec. 2.10, we can infer this from the fact that the entries of
the transfer matrix for the delta function potential are polynomials of degree one in z. This in turn
implies that the Dyson series (142) for the delta-function potential must terminate. It is instructive
to verify this assertion by direct calculations.
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For v(x) = z δ(x), (146) gives
H(x) =
z
2k
δ(x) e−ikxσ3Ke−ikxσ3 =
z
2k
δ(x)K.
Because K2 = 0, this implies that H(x1)H(x2) = 0 for all x1, x2 ∈ R. Therefore, all the terms on
Dyson series (142) vanish except the first two, and the first order approximation (163) is exact, i.e.,
M =M(1).
It is important to realize that today we do not know of any potential in one dimension for which
the first Born approximation is exact. The situation is different in two dimensions. There are
complex potentials in two-dimensions for which the first Born approximation is exact [137]. Note
however that it took 93 years since the introduction of the Born approximation [3] to construct such
potentials.15
Next, we examine the implications of the second order approximation,
M ≈M(2) := I− i
∫ ∞
−∞
dx1 H(x1)−
∫ ∞
−∞
dx2
∫ x2
−∞
dx1H(x2)H(x1).
Inserting (146) in this relation and carrying our the necessary calculations, we find
M11 ≈ 1− i v˜(0)
2k
+
v˜(−2k, 2k)− v˜(0, 0)
4k2
, M12 ≈ −i v˜(2k)
2k
− v˜(2k, 0)− v˜(0, 2k)
4k2
, (165)
M21 ≈ i v˜(−2k)
2k
− v˜(−2k, 0)− v˜(0,−2k)
4k2
, M22 ≈ 1 + i v˜(0)
2k
+
v˜(2k,−2k)− v˜(0, 0)
4k2
, (166)
where v˜(k1, k2) denotes the two-dimensional Fourier transform of the function,
v(x1, x2) := v(x2)θ(x2 − x1)v(x1),
i.e.,
v˜(k1, k2) :=
∫ ∞
−∞
dx1
∫ ∞
−∞
dx2 e
−i(k1x1+k2x2)v(x1, x2)
=
∫ ∞
−∞
dx2
∫ x2
−∞
dx1 e
−i(k1x1+k2x2)v(x1)v(x2),
and θ(x) stands for the Heaviside step function, [113]. Substituting (165) and (166) in (39), we
obtain the second order approximate expressions for the reflection and transmission amplitudes of
the potential, namely
Rl ≈ v˜(2k, 0)− v˜(0, 2k) + 2ik v˜(2k)
v˜(2k,−2k) + 4k2 + 2i v˜(0)k − v˜(0, 0) , (167)
Rr ≈ v˜(0,−2k)− v˜(−2k, 0) + 2ik v˜(−2k)
v˜(2k,−2k) + 4k2 + 2i v˜(0)k − v˜(0, 0) , (168)
T ≈ 4k
2
v˜(2k,−2k) + 4k2 + 2i v˜(0)k − v˜(0, 0) . (169)
These relations produce the exact expressions for the reflection and transmission amplitudes of the
double-delta function potentials, v(x) = z1 δ(x− a1) + z2 δ(x− a2).
15This was achieved as a by-product of the dynamical formulation of time-independent scattering theory in two
dimensions [123].
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3.5 Perturbative unidirectional invisibility
An interesting application of (167) – (169) is in the study of the following complex potential which
was the focus of attention in connection to unidirectional invisibility [17, 95, 96, 97].
v(x) :=
{
z e2πinx/L for x ∈ [0, L],
0 for x /∈ [0, L], (170)
where z is a real or complex coupling constant, n is a positive integer, and L is a positive real
parameter. It is easy to see that this is a locally periodic potential with period ℓ := L/n.
In view of (146) and (170), the Dyson series (142) for this potential is a power series in z.
In particular, we can derive the outcome of the first (respectively second) Born approximation
by expanding the right-hand side of (167) – (169) in powers of z and neglecting the quadratic
(respectively cubic) and higher order terms.
The calculation of v˜(k) and v˜(k1, k2) for the potential (170) is straightforward. It gives
v˜(k) = iz E (k − nK), v˜(k1, k2) = z2 F (k1 − nK, k2 − nK), (171)
where we have introduced K := 2π/L and
E (k) :=

e−ikL − 1
k
for k 6= 0,
−iL for k = 0,
F (k1, k2) :=

E (k2)− E (k1 + k2)
k1
for k1 6= 0,
−E ′(k2) for k1 = 0.
Because n is a positive integer, (171) implies
v˜(0) = v˜(0, 0) = 0.
Furthermore, if k = mK/2 = mπ/L for a positive integer m,
v˜(−2k) = v˜(−2k, 0) = v˜(0,−2k) = 0, v˜(2k) = zL δmn,
v˜(2k, 0) = −v˜(0, 2k) = i(zL)
2(δm 2n − δmn)
2πn
, v˜(2k,−2k) = − i(zL)
2δmn
2π(m+ n)
,
and (167) – (169) give
Rl =
in
m
[
δmn zˆ+
n
πm
(δm 2n − δmn) zˆ2
]
+ O(zˆ3) (172)
Rr = O(zˆ3), (173)
T = 1 +
in2δmn zˆ
2
2πm2(m+ n)
+O(zˆ3), (174)
where
zˆ :=
zL2
2πn
=
n z ℓ2
2π
.
We can use Eqs. (172) – (174) to verify the following assertions.
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1. Suppose that the dimensionless parameter zˆ takes a value such that O(zˆ3) in (172) – (174)
is negligibly small but the linear and quadratic terms in these equations are not. This is the
case where the second Born approximation is valid while the first Born approximation fails.
Then the potential (170) displays unidirectional right-reflectionless for incident waves with
wavenumber k = πn/L = π/ℓ.
2. Under the same conditions on zˆ, the potential displays bidirectional invisibility for all wavenum-
bers except k = π/ℓ and 2π/ℓ. Again this is valid whenever the second Born approximation
is reliable.
3. If zˆ takes smaller values so that we can also neglect the quadratic terms in (172) – (174), but
need to keep the linear terms, i.e., when the first Born approximation is valid, this potential
displays unidirectional right invisibility for k = π/ℓ.
Indeed, Rl turns out to receive nonzero contributions of order zˆ3, therefore the unidirectional reflec-
tionlessness, the bidirectional invisibility, and the unidirectional invisibility of the potential (170)
that we discussed above are approximate effects [98, 99, 113]. They disappear for sufficiently large
values of zˆ.
The approximate unidirectional invisibility that applies to (170) is an example of a more general
situation, where the potential possesses this property only within the domain of the validity of the
first Born approximation. We call this “perturbative unidirectional invisibility,” [113, 124]. We can
produce a variety of examples of potentials that possess this property at a finite or infinite discrete
set of wavenumbers. To do this, we consider a finite-range potential v with support [0, L] that is
given by a Fourier series in [0, L] according to
v(x) :=

∞∑
n=−∞
zne
2πinx/L for x ∈ [0, L],
0 for x /∈ [0, L].
(175)
Here zn are real or complex numbers such that the series
∑∞
n=−∞ |zn| converges. This in turn implies
that the right-hand side of (175) converges and zn := L
−1
∫ L
0
dx e−2πin/Lv(x). The potential (170)
is a special case of (175) where only one of the Fourier coefficients zn is nonzero. If there is a finite
or infinite set S of nonzero integers such that zn 6= 0 if and only if n ∈ S , then we can infer
from the results we obtained for (170) that the potential (175) displays perturbative unidirectional
invisibility for wavenumbers k = π|n|/L.
An extreme situation is when S is the set of positive integers, i.e., zn 6= 0 if and only if
n ≥ 1. Under this condition (175) displays perturbative unidirectional right-invisibility for the
wavenumbers k = πn/L, where n is an arbitrary positive integer. As we argue below, the same
applies for the following potentials which are obtained from (175) by the translation, x→ x−L/2.
v(x) =

∞∑
n=1
cne
2πinx/L for x ∈ [−L
2
, L
2
],
0 for x /∈ [−L
2
, L
2
],
(176)
where cn := (−1)nzn 6= 0 for all n ∈ Z+.
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First, we recall from Subsec. 2.4 that under a translation x → x − a, which maps a potential
v(x) to vˇ(x) := v(x− a), the transfer matrix of v(x) transforms according to (56). Expressing this
equation in terms of the entries of the transfer matrix and using (39), we arrive at the following
translation rule for the reflection and transmission amplitudes.
Rl(k)→ Rˇl(k) = e2ikaRl(k), Rr(k)→ Rˇr(k) = e−2ikaRr(k), T (k)→ Tˇ (k) = T (k). (177)
These relations show that unidirectional invisibility is invariant under space translations. In par-
ticular, (176) gives a class of potentials displaying perturbative unidirectional invisibility for the
wavenumbers k = πn/L provided that cn 6= 0 for all n ∈ Z+. Because
cn =
1
L
∫ L/2
−L/2
dx e−2πinx/Lv(x),
Eq. (176) identifies v(x) with a potential supported in [−L
2
, L
2
] that satisfies∫ L/2
−L/2
dx e−2πinx/Lv(x) = 0 for n ≤ 0. (178)
Next, take a positive integer N , and let ℓ := L/N and K := π/ℓ. Then the wavenumbers at
which (176) possesses perturbative unidirectional right-invisibility are k = nK/N where n ∈ Z+.
If we fix ℓ and increase N , the support of (176) expands, K/N shrinks, and this property of the
potential holds for at least one value of the wavenumber in every closed interval of size K/N on the
positive real k-axis. This shows that in the limit N → +∞, it practically holds for all wavenumbers,
i.e., all k ∈ R+. On the other hand, N → +∞ implies L→∞, and in view of (123) we can express
(178) as the following condition on the Fourier transform of v(x).
lim
N→∞
v˜(2πn
Nℓ
) = 0 for all n ∈ Z+.
It is clear that this holds true, if
v˜(k) = 0 for all k ∈ R+. (179)
This argument suggests that if the Fourier transform of a potential vanishes in the negative k-axis,
then it possesses perturbative unidirectional right-invisibility for all wavenumbers. Ref. [104] shows
that this property holds to all orders of perturbation theory, i.e., potentials fulfilling (179) have exact
unidirectional right-invisibility for all wavenumbers. For further discussion of these potentials, see
Refs. [105, 106].
3.6 Dynamical equations for reflection and transmission amplitudes
The dynamical formulation of time-independent scattering theory relies on the identification of the
transfer matrix M of a short-range scattering potential v(x) with U(+∞,−∞), where U(x, x0) is
the evolution operator for the effective Hamiltonian H(x). Let [a−, a+] be the support of v(x),
where we set a± = ±∞ whenever v(x) has an infinite range. Then, U(x,−∞) = U(x, a−), and
i∂xU(x, a−) = H(x)U(x, a−), U(a−, a−) = I, M = U(a+, a−). (180)
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Now, consider the one-parameter family of the truncations of the potential v,
vs(x) :=
{
v(x) for x < s,
0 for x ≥ s, (181)
where s ∈ [a−, a+]. Let Ms and Hs(x) be respectively the transfer matrix and the effective Hamil-
tonian (146) for va, and U s(x, x0) be the evolution operator for Hs(x). It is clear from (181)
that
Hs(x) =
{
H(x) for x < s,
0 for x ≥ s, U s(x, a−) =
{
U(x, a−) for x < s,
U(s, a−) for x ≥ s, (182)
where in the second equation we have used (130) and the fact that U s(x, s) = I for x ≥ s. Because
the support of vs lies in [a−, s],
Ms = U s(s, a−) = U(s, a−). (183)
In view of (180) and (183), we have
i∂sMs = H(s)Ms, Ma− = I, Ma+ =M. (184)
According to these relations, the determination of the transfer matrix of the potential v is equivalent
to solving the initial-value problem for a matrix Schro¨dinger equation in [a−, a+], namely the one
given by the first two equations in (184).
Using the analog of (37) for the potential vs to express Ms in terms of the reflection and
transmission amplitudes of the potential vs(x), which we respectively denote by R
l/r
s and Ts, and
substituting the result in the matrix Schro¨dinger equation for Ms, we obtain a system of first-order
differential equations for R
l/r
s and Ts. These equations are highly nonlinear, but it is possible to
reduce them to a single second order linear differential equation defined in a unit circle in the
complex plane, [112]. To describe this equation, we introduce the clockwise-oriented curve,
C := {e−2ikx | x ∈ [a−, a+] } , (185)
in the complex plane, as depicted in Fig. 5, and let z± := e
−2ika± be its end points. Then a lengthy
calculation shows that we can partially integrate the differential equations for R
l/r
s and Ts, and
express their solution in terms of the solution, S : C → C, of the following initial-value problem.
z2S ′′(z) +
Vk(z)
4k2
S(z) = 0 for z ∈ C, (186)
S(z−) = z−, S
′(z−) = 1, (187)
where Vk : C → C is the function defined by Vk(z) := v(i ln z/2k), so that for all x ∈ [a−, a+],
Vk(e
−2ikx) = v(x). (188)
In this way, we derive a set of equations that express R
l/r
s and Ts in terms of S(z). For s = a+, these
give the following formulas for the reflection and transmission amplitudes of the original potential.
Rl = −
∫
C
dz
S ′′(z)
S(z)S ′(z)
, Rr =
S(z+)
S ′(z+)
− z+, T = 1
S ′(z+)
. (189)
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Figure 5: Graph of the clockwise oriented curve C with endpoints z± for the case that (a+−a−)k < π.
Observe that both the curve C and the function S depend on the wavenumber k. Therefore, if
we wish to use (189) for the purpose of calculating Rl/r and T , we need to solve the initial-value
problem (186) and (187) for each k ∈ R+ and substitute the result in (189). It should be clear that
this method is much easier to implement for finite-range potentials.
Another point worth paying attention to is that whenever L := a+ − a− ≥ π/k, C runs over the
whole unit circle, |z| = 1, at least once, and S(z) becomes multivalued. This does not however cause
any difficulties if we view C as a clockwise oriented parameterized curve and solve the initial-value
problem accordingly. For example, suppose that k is an integer multiple of π/L, i.e., there is a
positive integer m such that k = πm/L. Then C is a closed curve traversing the unit circle m times.
In this case, we first solve the initial-value problem (186) and (187) in C× :=
{
e−2ikx | x ∈ [a−, a+[
}
,
label the solution by S1, and use it to introduce a new set of initial conditions, namely
S(z−) = lim
z→z+
S1(z), S
′(z−) = lim
z→z+
S ′1(z). (190)
We then solve the initial-value problem given by (186) and (190) in C×, denote the solution by S2,
and iterate this procedure by letting Sj+1 be the solution of (186) and
S(z−) = lim
z→z+
Sj(z), S
′(z−) = lim
z→z+
S ′j(z),
in C× for j ∈ {2, 3, · · · , m − 1}. The reflection and transmission amplitudes of the potential are
given by
Rl = −
m∑
j=1
∮
C
dz
S ′′j (z)
Sj(z)S ′j(z)
, Rr =
Sm(z+)
S ′m(z+)
− z+, T = 1
S ′m(z+)
, (191)
where Sm(z+) := limz→z+ Sm(z) and S
′
m(z+) = limz→z+ S
′
m(z). Note also that in the z → z+ limits
appearing in the above relations, z tends to z+ along C× in the clockwise direction.
Eqs. (189) are actually more convenient for constructing finite-range potentials with desirable
properties rather than solving the scattering problem for a given potential. For example, suppose
that we are interested in finding a finite-range potential v(x) such that for a right-incident wave
with wavenumber k0 its reflection and transmission amplitudes, R
r and T , take certain values, say
Rr0 and T0. To construct v, we can proceed as follows.
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1. For simplicity we choose a− = 0 and a+ = L ≤ π/k0, so that z− = 1 and z+ = e−2ik0L.
2. We pick a twice differentiable function S(z) satisfying
S(1) = 1, S ′(1) = 1, lim
z→z+
S(z) =
Rr0 + z+
T0
, lim
z→z+
S ′(z) =
1
T0
. (192)
3. We identify the potential with
v(x) :=
 −
4k20e
−4ik0xS ′′(e−2ik0x)
S(e−2ik0x)
for x ∈ [0, L],
0 for x /∈ [0, L].
(193)
Eq. (193) together with (188) and the first two equations in (192) ensure that S(z) is a solution of
the initial-value problem (186) and (187) for k = k0. The second and third equations in (189) imply
Rr(k0) = R
r
0, T (k0) = T0. (194)
The strategy we pursued in constructing the potential (193) is an example of a partial single-
mode inverse scattering prescription. Our approach allows for finding a finite-range potential satis-
fying (194) without much effort. Since we could not control Rl(k0), our approach does not solve a
general single-mode inverse scattering problem. Nevertheless, we can use it to produce a variety of
potentials with desirable properties such as spectral singularities and exact unidirectional invisibility
[112, 113].
3.7 Achieving exact and tunable unidirectional invisibility
The complex potentials of the form (170) were the first examples of potentials displaying unidirec-
tional invisibility [17], but as we discuss in Subsec. 3.4, they possess this property approximately.
The simplest examples of complex potentials that are capable of possessing exact unidirectional
invisibility are piecewise constant potentials obtained by adding two or more complex rectangular
barrier potentials (157), [103, 102]. The transfer matrix of such a potential is a product of that
of its constituent rectangular barrier potentials. Therefore, we can derive explicit formulas for its
refection and transmission amplitudes. Demanding that T (k0) = 1 and R
l(k0) = 0 6= Rr(k0) (or
Rl(k0) = 0 6= Rr(k0)), we can use these formulas to obtain conditions among the wavenumber k0
and parameters of the potential that yield exact unidirectional invisibility. It is however not easy
to satisfy this condition and at the same time control the value of the non-vanishing reflection
amplitude, i.e., Rr(k0) for the unidirectionally left-invisibility and R
l(k0) for the unidirectionally
right-invisibility. In this subsection, we construct exact unidirectionally right-invisible (respectively
left-invisible) potentials with tunable Rl(k0) (respectively R
r(k0).) In the next subsection, we out-
line the application of these potentials in devising an extremely simple single-mode inverse scattering
scheme.
First, we construct a finite-range potential with support [a−, a+] that is unidirectionally right-
invisible for the incident waves with a given wavenumber k0. Following the prescription we proposed
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in the preceding section, we choose a0 = 0 and a+ = L := πn/k0, so that C is an n-fold covering of
the unit circle, and set
S(z) := z[α(z − 1)2 + 1], (195)
where n is a positive integer, and α is a real parameter [125]. Inserting (195) in (193) gives
v(x) :=

−8αk20(2e2ik0x − 3)
e4ik0x + α(e2ik0x − 1)2 for x ∈ [0, L],
0 for x /∈ [0, L].
(196)
Because L = πn/k0, this is a locally period potential with period ℓ = π/k0. It is also easy to check
that z± = 1 and S(1) = S
′(1) = 1. Therefore, plugging (195) in the second and third equations
in (191) gives Rr(k0) = 0 and T (k0) = 1. This shows that the potential (196) is right-invisible for
k = k0.
For the function S given in (195), the integral in the first equation in (191) is an n-fold contour
integral along the unit circle. If we demand that α > −1/4, its integrand has a single simple pole
in the unit circle, |z| = 1, and we can easily evaluate this integral using the residue theorem. This
gives
Rl(k0) = − 8πinα
(α + 1)2
. (197)
The fact that n is an arbitrary positive integer and |α| can be an arbitrarily small real number
shows that by properly adjusting the values of n and α, we can adjust the value of |Rl(k0)|. To
arrive at a completely adjustable Rl(k0), we only need to control its phase.
From Subsec. 3.5, we recall that under a translation, x→ x− a, the reflection and transmission
amplitudes of a potential v(x) transform according to (177). The first of these equations implies
that we can adjust the phase of Rl(k0) by relocating the support of the potential.
For example, suppose that we wish to set Rl(k0) = R
l
0 for a given nonzero complex number
Rl0 while maintaining the right-invisibility of the potential (196). The translation of the potential,
v(x)→ vˇ(x) := v(x−a), shifts its support to [a, L+a] and, in view of (197) and (177), the reflection
and transmission amplitudes of vˇ(x) satisfy,
Rˇl(k0) = −8πinα e
2ik0a
(α + 1)2
, Rˇr(k0) = 0, T (k0) = 1.
Let ϕ0 ∈ [0, 2π [ be the phase angle (principal argument) of Rl0, so that Rl0/|Rl0| = eiϕ0 . Our aim is
to select a, n, and α such that Rˇl(k0) = R
l
0. It is not difficult to show that we can do this by setting
α = cn
[
1−
√
1− 2
cn
]
− 1, a = π(m+
1
4
)
k0
= (m+ 1
4
)ℓ, (198)
where
cn :=
4πn
|Rl0|
, (199)
and m is an arbitrary integer.
In view of (198), 0 < α < cn − 1. Therefore, for this choice of α, we have α > −1/4 and (197)
holds. We also notice that n is still an arbitrary positive integer, and that increasing its value
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makes α approach zero. For applications in optics, the imaginary part of the relative permittivity
ε̂(x) is a typically small number. In view of (9), an optical realization of the potential (196) or its
translated copy, vˇ(x), demands that α be at most of the order or 10−3. This can be easily arranged
by choosing a sufficiently large value for n. Another useful information is the freedom in the choice
of m. Because m can take any positive or negative integer values, we can place the support of the
potential vˇ(x) at arbitrarily large distances from the support of any other short-range potential.
We will use this observation in the next subsection.
Making the choices (198) for a and α, the potential
vˇ(x) := v(x− a) =

8i αk20(2e
2ik0x − 3i)
e4ik0x + α(e2ik0x + i)2
for x ∈ [a, a+ L],
0 for x /∈ [a, a+ L],
(200)
is unidirectionally invisible for k = k0 := πn/L = π/ℓ, and its left reflection amplitude at this wave
number coincides with Rl0. Therefore, it realizes exact tunable unidirectional right invisibility.
Next, consider the transformation rule (67) for the entries of the transfer matrix under the time-
reversal transformation, v(x) → v(x) := v(x)∗. Substituting (39) in these relations, we find the
following relations for the reflection and transmission amplitudes of the time-reversed potential v,
[21].
R
l
(k) = −R
r(k)∗
D(k)∗
, R
r
(k) = −R
l(k)∗
D(k)∗
, T (k) =
T (k)∗
D(k)∗
, (201)
where D := T 2 − RlRr. Because for the potential (200), Rl(k0) = Rl0, Rr(k0) = 0, and T (k0) = 1,
according to (201), the reflection and transmission amplitudes of the time-reversal of the potential
(200), i.e., vˇ, satisfy Rˇl(k0) = 0, Rˇr = −Rl∗0 , and Tˇ = 1. This shows that for any given nonzero
complex number Rr0, the potential vˇ is unidirectionally invisible from the left at k = k0 and its
right reflection amplitude equals Rr0 for this wavenumber provided that in (198) and (199) we take
Rr0 := −Rl∗0 . Therefore, vˇ realizes exact tunable unidirectional left invisibility. Note also that
because vˇ has the same support as vˇ, we can place the support of vˇ at any distance to the left or
right of the support of any other finite-range potential.
3.8 Unidirectional invisibility and single-mode inverse scattering
By a single-mode inverse scattering problem we mean the problem of constructing a potential v(x)
with prescribed values for its left/right reflection and transmission amplitudes, R
r/l
0 and T0, at a
given wavenumber k0, i.e.,
Rl/r(k0) = R
l/r
0 , T (k0) = T0. (202)
This problem is of direct practical importance provided that we can find a solution for it that
is a short-range potential. For example, suppose that we wish to design an optical transmission
amplifier operating at a wavelength λ0 = 2π/k0 that is reflectionless for right-incident waves, doubles
the intensity of the transmitted wave, and shifts its phase angle by 90◦. Let us further demand
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that it operates also as a reflection amplifier at the same wavelength, tripling the intensity of a left-
incident wave and inducing a −45◦ phase shift upon reflection. This can be achieved by producing a
relative permittivity profile ε̂(x) or equivalently the corresponding short-range potential (9) whose
reflection and transmission amplitudes satisfy (202) for
Rl0 =
√
3 e−iπ/4 =
√
3
2
(1− i), Rr0 = 0, T0 =
√
2 eiπ/2 =
√
2 i.
Notice also that the knowledge of such a permittivity profile will not be sufficient for its practical
realization unless the corresponding potential has a finite range.
It should be clear that the single-mode inverse scattering problem we have described has infinitely
many solutions, for we know from the extensive work on inverse scattering that the scattering data
can determine the potential if they are available for all wavenumbers. Yet, to the best of the author’s
knowledge, none of the known inverse scattering prescriptions is capable of producing a closed-form
expression for a finite-range potential that solves the single-mode inverse scattering problem. In the
following we give an extremely simple and exact solution for this problem.
We begin by recalling that according to (37), the condition (202) is equivalent to demanding
that the transfer matrix M of the desired potential v satisfies
M(k0) =
1
T0
[
T 20 −Rl0Rr0 Rr0
−Rl0 1
]
. (203)
The basic idea of our solution of the single-model inverse scattering problem is that we can express
the matrix M(k0) as the product of at most four matrices that have the form of transfer matrices
of unidirectionally invisible potentials (83). If we associate the latter with tunable unidirectionally
invisible potentials we have constructed in Subsec. 3.7 and make sure their support do not overlap
and are arranged in the correct order along the x-axis, then the transfer matrix of the sum of these
potentials will be equal to M(k0) by virtue of the composition property [125].
To give the details of this construction, first we introduce the matrix-valued functions,
M1(ρ) :=
[
1 0
ρ T0 − Rl0 1
]
, M2(ρ) :=
[
1 (T0 − 1)/ρT0
0 1
]
, (204)
M3(ρ) :=
[
1 0
−ρ 1
]
, M2(ρ) :=
[
1 (1− T0)/ρ
0 1
]
, (205)
where ρ is an arbitrary nonzero complex number. Because Mj(ρ) have the form of the transfer
matrix of a unidirectionally invisible potential, we can use the results of Subsec. 3.7 to construct
finite-range potentials vj whose transfer matrices coincide with Mj(ρ) for k = k0. Furthermore,
we can tune the parameters of these potential so that they have non-overlapping supports placed
along the x-axis in any order we wish. Now, suppose that M0 is any 2× 2 matrix that is obtained
by multiplying Mj(ρ)’s. Then we can arrange the positions of the supports of vj’s so that the
transfer matrix of the sum of these potentials equals M0. This argument reduces the solution of
the single-mode inverse scattering problem to the decomposition ofM(k0) into a product of matrices
of the form Mj(ρ). We use this strategy to address the single-mode inverse scattering problem by
considering the following cases separately.
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1. Rr0 6= 0: In this case, we let ρ⋆ := (T0 − 1)/Rr0 and use (203) – (205) to check that indeed
M3(ρ⋆)M2(ρ⋆)M1(ρ⋆) =M(k0). (206)
Because we can construct the unidirectionally invisible potentials v1, v2, and v3 with transfer
matrices given respectively by M1(ρ⋆), M2(ρ⋆), and M3(ρ⋆) for k = k0 and supports I1,
I2, and I3 such that Ij is to the left of Ij+1 for j ∈ {1, 2}, Eq. (206) identifies v1 + v2 + v3
with the solution v of the single-mode inverse scattering problem for this case. Notice that
this construction is valid for the special case where Rl0 = 0, i.e., v is unidirectionally left-
reflectionless. In other words, we have a solution of the single-mode inverse scattering problem
for a general unidirectionally left-reflectionless potential.
2. Rr0 = 0 and R
l
0 6= 0: In this case, we wish to construct a unidirectionally right-reflectionless
potential with given left reflection and transmission amplitudes. Because, in view of (201), the
right reflection amplitude of the time-reversed potential v satisfies Rr(k0) = −Rl∗0 /T ∗20 6= 0.
We can follow the approach we pursed in dealing with the unidirectionally left-reflectionless
potentials (in case 1) to construct v and then obtain v(x) by complex conjugation; v(x) =
v(x)∗.
3. Rl0 = R
r
0 = 0: In this case, for every nonzero complex number ρ, (203) – (205) imply
M4(ρ)M3(ρ)M2(ρ)M1(ρ) =
[
T0 0
0 T−10
]
=M(k0). (207)
For simplicity we can set ρ = 1/T0. Again we can construct unidirectional potentials vj with
transfer matrices Mj(ρ) for k = k0 and supports Ij such that Ij is to the left of Ij+1 for
j ∈ {1, 2, 3}. Eq. (207) then shows that we can identify v with v1 + v2 + v3 + v4.
For a discussion of concrete optical applications of the above single-mode inverse scattering pre-
scription, see Ref. [125, 126].
4 Concluding remarks
The quantum scattering theory, which was funded by Born in 1926 [3], has been a subject of study
by at least three generations of physicists and mathematicians. This makes one doubt if there is
anything left to be discovered in its basic structures and methods. The progress made during the
past decade has proved otherwise.
We can trace back the origin of the developments we have reported in this article to the attempts
made in the period 2002-2004 towards devising a consistent unitary quantum theory using a given
non-Hermitian Hamiltonian operator with a real spectrum. This turned out to be possible provided
that we modify the inner product of the Hilbert space in such a way that the Hamiltonian acts as a
self-adjoint operator in the modified Hilbert space [127, 128, 129, 130, 131, 132]. The fact that this
is not possible for the Hamiltonian operator −∂2x + z δ(x) when z is purely imaginary suggested the
presence of a spectral singularity [50]. A detailed examination of double-delta-function potentials
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with complex coupling constants revealed the characterization of spectral singularities in terms of
real zeros of theM22 entry of the transfer matrix [56]. This in turn paved the way towards uncovering
the physical meaning and implications of spectral singularities [15] and led to the introduction and
study of its nonlinear generalization [74, 79]. This followed by the work on coherent perfect absorbers
[16] and unidirectional invisibility [17], which could also be related to the real zeros of entries of
the transfer matrix. These developments provided the motivation for a fresh look at the transfer
matrix. Among the outcomes are a detailed study of the geometric aspects of the transfer matrix
[133] and the discovery of an alternative dynamical formulation of time-independent scattering
theory. The latter was motivated by a purely theoretical curiosity regarding the similarity between
the composition property of the transfer matrix and a basic identity satisfied by the evolution
operators of quantum mechanics.
In the present article, we have provided the necessary background on the general aspects of
potential scattering as well as an accessible survey of the ideas and methods developed within
the framework of the dynamical formulation of time-independent scattering theory. Our main
intention for writing this article was to bring the reader to forefront of research on the subject.
But to keep the size of this article reasonable we decided to omit the more recent progress made
in the context of the two- and higher-dimensional generalizations of the dynamical formulation of
time-independent scattering theory [123]. We suffice to mention that it is possible to define an
operator-valued transfer matrix in these dimensions that shares the basic properties of the transfer
matrix in one dimension. In particular, we can express it as the time-ordered exponential of a
pseudo-normal Hamiltonian operator and use it to address a number of previously unsolved basic
problems of scattering theory. Among these are a singularity-free treatment of the single- and
multi-delta-function potentials in two and three dimensions [123, 134], the discovery of a new class
of exactly-solvable scattering potentials with potential applications in laser optics and quantum
computation [135], the first theoretical realization of exact omnidirectional [136] and unidirectional
invisibility [137] in a finite spectral band [k−, k+], the characterization of scattering potential with
identical scattering properties below a prescribed wavenumber [138], the introduction of the quasi-
exactly solvable scattering potentials, and the discovery of the scattering potentials for which the
first Born approximation is exact [137].
Another major outcome of this line of research, which we could not cover in this article, is the
development of a fundamental notion of transfer matrix for electromagnetic scattering by isotropic
media and the ensuing dynamical formulation of electromagnetic scattering theory [139]. An impor-
tant application of this formulation is a remarkable construction of isotropic permittivity profiles in
three dimensions which are perfectly invisible for arbitrary electromagnetic waves below a prescribed
critical wavenumber.
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Appendix A: Positive integer powers of 2 × 2 matrices with
unit determinant
Let L be a complex 2 × 2 matrix such that detL = 1. We wish to compute Ln for integers
n ≥ 2. Our approach is based on separate examinations of the cases where L is diagonalizable and
non-diagonalizable.
Suppose that L is diagonalizable. Then, because detL = 1, there is an invertible matrix A and
a nonzero complex number λ such that
L = ALdA
−1, (208)
where Ld :=
[
λ 0
0 λ−1
]
. Because Ld is diagonal, we can express it as the following linear combi-
nation of the identity matrix I and the diagonal Pauli matrix σ3.
Ld = α+I+ α−σ3, (209)
where α± := (λ± λ−1)/2. It is easy to see that
α+ =
1
2 trL, α− =
√(
1
2 trL
)2
− 1. (210)
Next, recall the identity
eiγσ3 = cos γ I+ i sin γ σ3, (211)
which holds for every complex number γ. Because α2+ − α2− = 1, we can respectively identify α+
and α− with cos γ and i sin γ for some γ ∈ C. In other words, there is complex number γ such that
cos γ = 12 trL, sin γ =
√
1−
(
1
2trL
)2
, (212)
where we have made use of (210). These equations determine γ in a unique manner, if we demand
that its phase angle lies in [0, 2π[. Furthermore, together with (209) – (211), they imply Ld = e
iγσ3.
Substituting this relation in (208) and using it to evaluate Ln, we find
Ln = A einγσ3A−1 = cos nγ I+ i sin nγAσ3A
−1, (213)
where we have also benefitted from the identity (211) with nγ playing the role of γ.
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If trL 6= ±2, sin γ 6= 0, and we can use (213) with n = 1 to show that iAσ3A−1 = csc γ L −
cot γ I. Inserting this equation in (213), we arrive at
Ln =
sinnγ
sin γ
L− sin[(n− 1)γ]
sin γ
I. (214)
If trL = ±2, α+ = ±, α− = 0, γ → π(1∓ 1)/2, and (209) gives L = ±I. Therefore,
Ln = (±1)nI. (215)
Taking the limit of the right-hand side of (214) as γ → π(1 ∓ 1)/2, we also recover (215). This
shows that if we define the functions Un : C→ C according to
Un(z) :=

sin(n− 1)z
sin z
when z/π is not an integer,
(−1)nz/π(n− 1) when z/π is an integer,
then the positive integer powers of every diagonalizable 2× 2 matrix L that has a unit determinant
are given by
Ln = Un+1(γ)L− Un(γ)I. (216)
Next, we consider the case that L is not diagonalizable. Then we can express it in its canonical
Jordan form [141]. In view of the fact that detL = 1, this gives
L = AJ±A
−1, (217)
where A is an invertible 2 × 2 matrix, and J± :=
[ ±1 1
0 ±1
]
. Because σ3J−σ
−1
3 = −J+ and
σ
−1
3 = σ3, we can use (217) to show that
L = ±A± J+A−1± . (218)
where A+ := A and A− := Aσ3. It is easy to see that
Jn+ =
[
1 n
0 1
]
= nJ+ − (n− 1)I.
In view of this relation and (218),
Ln = (±)nA±Jn+A−1±
= (±)n [nA±J+A−1± − (n− 1)I]
= (±)n[±nL− (n− 1)I]. (219)
Notice that according to (217), tr(L) = tr(J±) = ±2. Therefore, if we again define γ using (212),
so that γ = π(1 ∓ 1)/2, we find that in the limit γ → π(1 ± 1)/2, (214) reproduces (219). This
completes the proof that (216) also holds for the cases where L is non-diagonalizable.
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