A summary and an analysis are given for an experimental performance evaluation of WASSP, an automated wavelet-based spectral method for constructing an approximate confidence interval on the steady-state mean of a simulation output process such that the delivered confidence interval satisfies user-specified requirements on absolute or relative precision as well as coverage probability. The experimentation involved three difficult test problems, each with an output process exhibiting some combination of the following characteristics: a long warm-up period, a persistent autocorrelation structure, or a highly nonnormal marginal distribution. These problems were used to compare the performance of WASSP with that of the Heidelberger-Welch algorithm and ASAP3, two sequential procedures based respectively on the methods of spectral analysis and nonoverlapping batch means. Concerning efficiency (required sample sizes) and robustness against the statistical anomalies commonly encountered in simulation studies, WASSP outperformed the Heidelberger-Welch procedure and compared favorably with ASAP3.
Introduction
A nonterminating simulation is one in which interest is focused on long-run (steady-state) average performance measures. Usually in a nonterminating probabilistic simulation, the objective is to compute point and confidence-interval estimators for some parameter, or characteristic, of the steady-state cumulative distribution function (c.d.f.) of a particular simulation-generated response. develop an automated wavelet-based spectral method for constructing an approximate confidence interval (CI) on the steady-state mean of a simulation output process. This procedure, called WASSP, determines first a batch size and a truncation point (the end of the warm-up period, also called the statistics-clearing time) beyond which successive batch means form an approximately stationary Gaussian process. For this purpose WASSP uses the randomness test of von Neumann (1941) to determine the size of the spacer (the number of ignored observations) preceding each batch that is sufficiently large to ensure the resulting spaced batch means are approximately independent and identically distributed (i.i.d.) . In this situation the spacer preceding the first batch must contain the warm-up period and hence defines an appropriate truncation point; and then WASSP uses the univariate normality test of Shapiro and Wilk (1965) to determine a batch size that is sufficiently large to ensure the spaced batch means are approximately normal.
Next WASSP computes the discrete wavelet transform of the bias-corrected log-smoothedperiodogram of the truncated, nonspaced batch means (i.e., the batch means computed from adjacent nonoverlapping batches observed beyond the truncation point); and the resulting wavelet coefficients are denoised by applying a soft-thresholding scheme. Then by computing the inverse discrete wavelet transform of the thresholded wavelet coefficients, WASSP delivers an estimator of the batch means log-spectrum and ultimately the steady-state variance parameter (SSVP) of the original (unbatched) process-i.e., the sum of the covariances at all lags for the original process. Finally WASSP combines the estimator of the SSVP with the grand average of the truncated batch means in a sequential procedure for constructing a CI estimator of the steady-state mean satisfying user-specified requirements on absolute or relative precision as well as coverage probability.
This article contains a summary of some experimental results exemplifying the performance observed in applying WASSP and other selected procedures for steady-state simulation output analysis to a suite of particularly difficult test problems. These test problems were designed to explore the following characteristics of the selected output-analysis procedures:
• the efficiency of each procedure in terms of the sample size required to deliver a CI that is supposed to attain the user-specified levels of precision and coverage probability; and
• the robustness of each procedure against the statistical anomalies commonly encountered in the analysis of outputs generated by large-scale steady-state simulation experiments (in particular, initialization bias, correlation, and nonnormality).
The experimental performance evaluation is focused on the following test problems:
1. the M/M/1 queue waiting-time process for which the underlying system has an arrival rate of 0.90, a service rate of 1, and an empty-and-idle initial condition;
2. the first-order autoregressive (AR(1)) process with a lag-one correlation of 0.995, a white-noise variance of 1, a steady-state mean of 100, and an initial value of 0; and 3. the "AR(1)-to-Pareto" (ARTOP) process that has marginals given by a Pareto distribution with lower limit and shape parameter equal to 1 and 2.1, respectively (implying the marginal mean and variance are both finite while the marginal skewness and kurtosis are both infinite), and that is obtained by applying to a standardized, stationary version of process 2 above the composite of (a) the inverse of the specified Pareto c.d.f., and (b) the standard normal c.d.f.
For each of the above test problems, the following criteria were used to evaluate the performance of WASSP and its competitors: (i) the empirical coverage probability of the delivered CIs; (ii) the mean and variance of the half-lengths of the delivered CIs; (iii) the average relative precision of the delivered CIs; and (iv) the mean of the total required sample sizes. Independent replications were performed for each simulation-analysis procedure to construct nominal 90% and 95% CIs satisfying a given relative-precision requirement, which is an upper bound on the acceptable CI half-length specified as a maximum percentage of the magnitude of the final point estimator as detailed in (6) below. Confidence intervals were also constructed for the no-precision case-i.e., the case in which there was no upper bound on the CI half-length so the final CI delivered by WASSP was based on the batch count and batch size required to pass the randomness and normality tests. For each test problem, the theoretical steady-state mean response is available analytically; thus the performances of WASSP and its competitors were evaluated in terms of actual versus nominal CI coverage probabilities as well as sample sizes and half-lengths of the CIs delivered by each procedure.
For comparison, the spectral method of Heidelberger and Welch (1983) and the batch-means procedure ASAP3 were also applied to each test problem.
The rest of this article is organized as follows. Section 2 contains the notation required for the performance evaluation together with brief summaries of the Heidelberger-Welch (H&W) and ASAP3 procedures. Section 3 contains detailed descriptions of test problems 1-3 as well as a discussion of the results of applying WASSP and its competitors to these test problems. Finally Section 4 provides a summary of the main findings of this research and recommendations for future work. Lada (2003) and the Online Supplement to the present paper on the journal's Web site provide a complete discussion of the experimental performance evaluation of WASSP. Some preliminary results on the formulation and evaluation of WASSP are presented in Lada et al. (2003 Lada et al. ( , 2004a . A stand-alone Windows-based version of WASSP and a user's manual are available online via Lada et al. (2004b) .
Simulation-Analysis Methods to Be Compared with WASSP
Although the notation and terminology of is used throughout the article, for completeness this section contains a summary of the most frequently used notation along with overviews of the H&W method and ASAP3. If {X u : u = 1, . . . , n} is a covariancestationary simulation output process for which the objective is to compute point and CI estimators of the mean μ X = E[X u ], then the covariance at lag for this process is
. . and u = 1, 2, . . . ; and the SSVP of the process is
where the right-hand side of (1) is assumed to be absolutely convergent so γ X is well defined.
Moreover, let X j (m) = m −1 jm u=(j−1)m+1 X u denote the jth batch mean for batches of size m computed from the process
denote the grand mean computed over all k batches of size m. If the process {X u } is covariance-stationary, then the power spectrum p X (ω) of this process is given by the cosine transform of the covariance function γ X ( ),
At frequency
In using a spectral method to analyze the time series {X u : u = 1, . . . , n} of length n, the first step is to compute the periodogram
as an estimator of p X n at the Fourier frequency n cycles per time unit for = 1, . . . , n − 1.
An appropriate extrapolation of (3) to zero frequency then yields an estimator of p X (0).
Both the H&W procedure and WASSP are designed to deliver a spectral estimator γ X of γ X for computing a 100(1 − β)% CI estimator of μ X having the form
where: (a) n is the length of the truncated output process after deleting (if necessary) a warm-up period containing initialization bias; (b) the grand mean X and the SSVP estimator In WASSP the user may specify that the CI (4) must satisfy a precision requirement expressed in terms of either of the following quantities:
• a maximum acceptable half-length H * (for an absolute-precision requirement) so that if the latest CI (4) computed by WASSP satisfies the stopping rule
then WASSP delivers (4) as the final CI estimator for μ X and terminates; or
• a maximum acceptable fraction r * of the magnitude of the CI midpoint (for a relativeprecision requirement) so that if the latest CI (4) computed by WASSP satisfies the stopping rule
then WASSP delivers (4) as the final CI estimator for μ X and terminates.
Because the H&W procedure was apparently designed only for use with a relative-precision specification, in this article all the experiments are based on a stopping rule of the form (6). Welch (1981ab, 1983) For a fair comparison of WASSP with the H&W procedure, first WASSP is applied to the test process so as to obtain not only the corresponding WASSP-generated CI of the form (4) but also a complete (untruncated) time series {X u : n = 1, . . . , n} to which the (partially) sequential version of the H&W procedure can be applied after taking t max = n, the length of the simulation-generated time series, for the current replication of the H&W procedure.
Overview of Heidelberger and Welch's Spectral Method
Heidelberger and Welch (1983) describe a scheme for batching data prior to applying their spectral method, and this scheme is used in the implementation of the H&W procedure. The batch count k for H&W is always in the range L ≤ k ≤ 2L, where the value L = 200 is used to conform to the recommendations of Heidelberger and Welch (1983) . Within each replication, let t i denote the "time"-i.e., the current (untruncated) sample size-at the ith checkpoint in the analysis of a given output process, where t 1 = 0.15 t max and t i = min 1. 
The version of H&W examined in this article uses the method for detecting and eliminating initialization bias described in Heidelberger and Welch (1983) . At the ith checkpoint (for i = 1, 2, . . .), H&W tests the null hypothesis that the untruncated batch-means process X j (m i ) : j = 1, . . . , k i is covariance-stationary by computing the Cramér-von Mises see Table 1 of Anderson and Darling (1952) 
has detected nonstationarity (initialization bias) in the untruncated sequence of batch means so H&W deletes the initial 10% of this sequence and recomputes the CVM test statistic from the truncated sequence of batch means.
After each repetition of the CVM test that detects nonstationarity at the ith checkpoint, H&W tries to delete an additional 10% of the current untruncated sequence of batch means before repeating the CVM test on the truncated batch means. If the CVM test is failed six times, then H&W tries to advance to the next checkpoint so the current (untruncated) sample size is increased by 50% before the batch size, batch count, and untruncated batch-means sequence are all updated. The CVM test is repeated at successive checkpoints with warmup periods (truncation points) ranging from 0% to 50% of the untruncated batch-means sequence until either (a) the CVM test is passed and a CI of the form (4) satisfying (6) In conformance with the recommendations of Welch (1981ab, 1983) , in this article the batch-means log-spectrum is estimated by fitting a quadratic polynomial to the first 25 points on the log-smoothed-periodogram of the batch means. Thus in the H&W-generated CI of the form (4), the quantity ν denoting the effective degrees of freedom is given by ν = 7 d.f.
Overview of ASAP3
Steiger et al. (2005) finally ASAP3 delivers a correlation-adjusted CI based on this expansion. ASAP3 is a sequential procedure designed to deliver a CI satisfying a user-specified precision requirement of the form (5) or (6).
Test Problems Used in the Performance Evaluation

The M/M/1 Queue Waiting-Time Process
For the first test problem, let X u denote the waiting time in the queue for the uth customer (u = 1, 2, . . .) in a single-server queueing system with i.i.d. exponential interarrival times having mean 10/9 (so the arrival rate λ = 0.9); i.i.d. exponential service times having mean 1 (so the service rate μ = 1); steady-state server utilization τ = λ/μ = 0.9; and an emptyand-idle initial condition (so X 1 = 0). The steady-state mean for this process is μ X = 9.0. If {X u } is in steady-state operation, then the associated power spectrum is given by
for ω ∈ − , where r = 4τ (1 + τ ) 2 . Since the literature seems to lack readily available computing formulas for p X (ω), the result (7) is derived in Appendix A of the Online Supplement and in Appendix D of Lada (2003) .
Figure 1 displays ln p X (ω) , the log-spectrum of the original (unbatched) process {X u },
. WASSP, however, estimates ln p
(ω) , the log-spectrum of the batch means process X j (m) . (ω) will be less peaked than ln p X (ω) because of the averaging operation performed on each batch, the batch-means log-spectrum will still be sharply peaked; and this characteristic enables assessment of the robustness of WASSP's waveletbased technique for estimating γ X . 
Thus WASSP's 100(1 − β)% CI for μ X of the form (4) is based on the 1 − β/2 quantile of Student's t-distribution with ν = 2a d.f. The user selects the smoothing parameter A ∈ {5, 7, 9, 11}, with the default being A = 7 so WASSP's CIs are based on ν = 6 d.f. by default. Table 1 shows the performance of WASSP for the M/M/1 queue waiting-time process using the smoothing parameter values A = 5, 7, 9, and 11. The results are based on 1,000 independent replications of nominal 90% CIs. For each coverage estimator in Table 1 , the standard error is less than 1%. Table 1 shows that the coverage probability usually decreased as A increased. This behavior is due to the target process having a power spectrum with a sharp peak at zero frequency. As A was increased, WASSP's estimate of the batch-means power spectrum near zero frequency became flatter than it should have been; this behavior ultimately resulted in underestimation of γ X . In general, for small-sample cases (specifically, if one were only interested in generating an initial, or pilot, CI for the steady-state mean of a particular process without imposing a precision requirement), it might be desirable to change the smoothing parameter from the default value A = 7 to A = 5. However, for the ±7.5% precision case, there was significant CI overcoverage for A = 5. On the basis of all the experimentation with WASSP on the M/M/1 queue and other test problems, it is recommended to use the default value A = 7 for the smoothing parameter in applications of WASSP involving a nontrivial precision requirement and in the absence of additional information relevant to setting A.
For the M/M/1 queue waiting-time process, Table 2 shows a comparison of the performance of the following procedures: WASSP (using A = 7), ASAP3, and H&W as specified in Heidelberger and Welch (1983) . Analyzing multiple replications of each test process required a special version of the ASAP3 software. Because of the extensive disk-space requirements of the simulation-generated data sets processed by this software, at most 400 replications of ASAP3 could be performed for the given test processes; thus the reported coverage probabilities for ASAP3 had standard errors of approximately 1.5% and 1% for nominal coverages of 90% and 95%, respectively. Since 1,000 replications were performed for WASSP and H&W, To account properly for situations in which H&W runs out of data before satisfying the precision requirement, Table 2 includes the following CI coverage probabilities:
1. the net CI coverage, defined as the fraction of all replications performed in which the delivered CI not only covered the steady-state mean μ X but also satisfied the precision requirement (6); and 2. the coverage of CIs satisfying the precision requirement, defined as the fraction of only those replications satisfying the precision requirement in which the delivered CI covered
Although in theory H&W could terminate without delivering a CI, in practice this behavior was never observed in our experimentation. Table 2 reveals that in the no-precision case, WASSP and ASAP3 yielded similar results in terms of CI coverage; however, in this case WASSP's average sample size was 42% smaller than that of ASAP3. Table 2 shows that the net-coverage probabilities of the CIs delivered by H&W were significantly below not only their specified nominal levels but also the net-coverage probabilities of the CIs delivered by WASSP and ASAP3. For example in the case of nominal 95% CIs with a required precision of ±7.5%, H&W delivered a net CI coverage probability of 83.5%
while WASSP delivered a net CI coverage probability of 97%.
For a clearer indication of its asymptotic performance as the required relative precision r * → 0, WASSP was also applied to the M/M/1 process with relative-precision requirements of 3.75% and 1.875%. For 1,000 replications at the 3.75% precision level, WASSP delivered (a) a net CI coverage probability of 94% and an average relative precision of 3.4% for nominal 90% CIs; and (b) a net CI coverage probability of 97.7% and an average relative precision of 3.4% for nominal 95% CIs. For 400 replications of nominal 90% CIs at the 1.875% precision level, WASSP delivered a net CI coverage of 94% and an average relative precision of 1.71%.
These results, along with those in Table 2 , suggest that in the given M/M/1 queue waitingtime process, the CI coverage delivered by WASSP should stabilize slightly above the nominal level as the precision requirement approaches zero.
To investigate the causes of the poor performance of H&W relative to WASSP, estimates were obtained for the bias, variance, and mean squared error of the final point estimator X(m, k) delivered by both procedures for each selected combination of CI nominal coverage and required precision. (ASAP3 was omitted from this analysis because its performance is thoroughly examined in ; moreover, since the other two procedures operated on exactly the same data sets as explained in the second paragraph of Section 2.1, it was natural to limit the comparison to those procedures.) The following statistics were computed for WASSP and the H&W procedure:
where: (a) the variable R denotes the number of replications with the selected nominal coverage probability that satisfied the given precision requirement; (b) for the uth such Table 3 shows the estimated absolute bias, variance, and mean squared error for the final point estimators delivered by WASSP and H&W in the M/M/1 queue waiting-time process. In the case of no precision requirement, all three performance measures for the final point estimator X(m, k) delivered by H&W were substantially larger than the corresponding quantities for WASSP. In the no-precision case, the CVM test failed to yield significant reductions in initialization bias when it was used with H&W. Moreover, Table 2 shows that in the no-precision case, H&W required much smaller final sample sizes than did WASSP;
in Table 3 , this behavior is reflected in much larger point-estimator variances for H&W compared with the corresponding quantities for WASSP.
In those applications of H&W without a precision requirement, the CVM test was often passed at relatively small values of both the total (untruncated) sample size t i and the associated truncation point; as a result, the truncated time series used to construct the delivered CIs of the form (4) were in general neither sufficiently long nor sufficiently free of initialization bias to yield accurate estimates of μ X . Table 3 shows that once a precision requirement was imposed on each procedure and the sample size began to increase, the bias, variance, and mean squared error of X(m, k) began to decrease for both procedures. However, Tables 2 and 3 also show that WASSP outperformed H&W with respect to pointestimator accuracy and precision as well as CI coverage, precision, and stability.
Remark. The Online Supplement contains an extensive comparison of the performance of two versions of H&W: (a) the original version without the CVM test as formulated in Heidelberger and Welch (1981a) ; and (b) the extended version with the CVM test as described in Heidelberger and Welch (1983) and as used throughout the present paper. Even with a nontrivial precision requirement, incorporating the CVM test did not significantly improve the performance of H&W in terms of any of the following criteria: net CI coverage;
CI half-length; and bias, variance, and mean squared error of the final point estimator.
Although the overall performance of the extended H&W procedure (with the CVM test) was found to be only slightly better than the performance of the original H&W procedure (without the CVM test) in some experiments, the extended H&W procedure is referenced and used far more frequently than is the original (Pawlikowski 1990 ).
The First-Order Autoregressive (AR(1)) Process
If
δ is a white-noise process, then a first-order autoregressive (AR(1)) process {X u : u = 1, 2, . . . , } with the starting value X 0 can be generated as
where μ X is the mean and ρ is the lag-one correlation of the process in steady-state operation. The parameters of the process (9) were assigned as follows: the mean μ X = 100, the autoregressive parameter ρ = 0.995, and the white-noise variance σ 2 δ = 1. Moreover, the initial condition X 0 = 0 was used to obtain the analogue of the "empty-and-idle" initial condition for the M/M/1 queue. The most difficult aspects of this test process are its exceptionally long initial-transient period and its persistent autocorrelation structure. On the other hand, the batch means computed from this process are always multivariate normal.
The spectrum of the steady-state AR (1) process (9) ; see Section 4.3 of Lada (2003) . The variance of the process is σ
, the log-spectrum ln p X (ω) exhibits peakedness at zero frequency similar to that exhibited by its counterpart for the M/M/1 waiting-time process; this property resulted in more pronounced underestimation of the SSVP with increasing values of WASSP's smoothing parameter A.
For the given AR(1) process, Table 4 shows a comparison of the performance of WASSP (using A = 7), ASAP3, and the H&W spectral method. In some cases, the actual precision levels of the CIs delivered by these procedures were significantly smaller than the corresponding nominal levels. For example, in the case of 90% CIs with no precision requirement, WASSP, H&W, and ASAP3 delivered CIs with average relative precision levels of 5.3%, 13.4%, and 2.3%, respectively; as a consequence of this behavior, the results for the relative precision levels of ±15% and ±7.5% were essentially the same as for the no-precision case.
To provide a meaningful side-by-side comparison of the performance of WASSP, H&W, and ASAP3 in this test process, Table 4 displays the results for the following levels of relative precision: no precision, ±3.75%, ±1.875%, and ±0.9375%.
Regarding conformance to the precision and coverage-probability requirements for the delivered CIs as summarized in Table 4 , WASSP outperformed ASAP3 in the cases of no precision and ±3.75% precision while requiring substantially smaller sample sizes than ASAP3 required. For the precision levels ±1.875% and ±0.9375%, WASSP and ASAP3 achieved reasonable conformance to the requested precision levels but exhibited significant CI overcoverage while requiring roughly the same sample sizes. The cause of this overcoverage is the subject of ongoing research.
The results for H&W were obtained in the same way as described in Section 3.1. For the no-precision case, H&W-based CIs with nominal coverage probabilities of 90% and 95% had net coverage probabilities of 46.9% and 65.9%, respectively. For the case of nominal 90% CIs with a required precision of ±3.75%, H&W delivered 149 CIs with acceptable precision; since 92% of those CIs actually covered μ X , the net CI coverage for the H&W procedure in this case was 13.7%. Overall, H&W was judged to have broken down completely in the given AR(1) process. Table 5 summarizes the absolute bias, variance, and mean-squared-error statistics for WASSP and H&W in the given AR(1) process. In the no-precision case H&W had significant point-estimator bias, and thus the CVM test was not effective in detecting and eliminating that bias. For both WASSP and H&W, the bias of X(m, k) shown in Table 5 For the given AR(1) process, Tables 4 and 5 show the performance of WASSP and ASAP3 was acceptable, but the performance of H&W was unacceptable with respect to point-estimator accuracy and precision as well as net CI coverage, precision, and stability.
The AR(1)-to-Pareto (ARTOP) Process
The "AR(1)-to-Pareto," or ARTOP process, is defined as follows. Let 
where ξ > 0 is a location parameter and ϑ > 0 is a shape parameter, then the {X u } are generated from the {Z u } as follows. For all real z, let Φ(z) = (2π) (10) to yield the ARTOP process,
The mean and the variance of the ARTOP process (11) 
, respectively (Lada 2003) .
The parameters of the Pareto distribution (10) were assigned the values ϑ = 2.1 and ξ = 1, and the lag-one correlation in the base process {Z u } was assigned the value ρ = 0.995. This yields a test process whose marginal distribution has mean, variance, skewness, and kurtosis respectively given by μ X = 1.91, σ
The most difficult aspects of this test process are its highly nonnormal marginals and persistent autocorrelation structure. With the initial condition Z 0 ∼ N (0, 1), the process started in steady-state operation and therefore had no warm-up period. Table 6 shows the performance of WASSP for the given ARTOP process using the smoothing parameter values A = 5, 7, and 9. The results are based on 400 independent replications of nominal 90% CIs. Table 6 reveals that the CI coverage decreased in general as A increased.
For nominal 90% CIs with A = 7 and A = 9, the resulting coverage probabilities were judged to be unacceptable at all three precision levels. While there was significant undercoverage when the value A = 5 was used in the small-sample cases, the CI coverage probabilities approached the nominal level as the sample size increased. It is not entirely clear at this point why A = 5 produced the best results for this process.
For the ARTOP process (11), Table 7 shows a comparison of the performance of WASSP (using the default A = 7), ASAP3, and H&W. For the no-precision and ±15% cases, ASAP3
outperformed WASSP in terms of CI coverage. In these cases, however, ASAP3 required substantially larger sample sizes on average than did WASSP. In the case of nominal 90%
CIs with ±7.5% precision, the coverage probability for WASSP was similar to the coverage probability for ASAP3; however, in this case WASSP's average required sample size was 104% larger than that of ASAP3. To supplement the results in Table 7 , WASSP was also applied to the ARTOP process with a relative-precision requirement of 3.75%. For 400 replications of nominal 90% CIs at the 3.75% level, WASSP delivered a net CI coverage probability of 91.25% and an average relative precision of 3.27%. These additional results suggest that in the given ARTOP process, the CI coverage delivered by WASSP should stabilize very close to the nominal level as the precision requirement approaches zero.
Examination of Table 7 revealed some noteworthy differences between WASSP and H&W, especially in the no-precision and ±7.5% precision cases. For example, in the no-precision case the empirical coverage probabilities for nominal 90% and 95% CIs delivered by H&W were 67% and 75.5%, respectively, while the corresponding figures for WASSP were 79% and 87%, respectively. Furthermore, for the case of nominal 95% CIs with a required precision of ±7.5%, H&W delivered R = 334 CIs with acceptable precision; since 88.1% of those CIs actually covered μ X , the net-coverage probability for H&W was only 73.5% while the corresponding figure for WASSP was 91.5%. For the experiments summarized in Table   7 , WASSP generally outperformed H&W and achieved marginally acceptable CI coverage probabilities for the precision requirement of ±7.5%. Because the ARTOP process was started in steady-state, there was no need to examine the mean squared error and absolute bias of X(m, k) for any of the output-analysis procedures.
Finally as detailed in Section 2.1, H&W requires specification of an upper limit on the allowable length of the test process. In many practical applications, users do not have enough information to set this limit; therefore for the given ARTOP process (as well as for the other test problems discussed in this article) the upper limit for H&W was taken to be the final sample size required by WASSP. Consequently, the H&W results presented in this article represent the scenario in which the user has selected a suitable upper limit on the run length.
Conclusions and Recommendations
In the experimental performance evaluation summarized in Section 3, three extraordinarily difficult test processes were used to compare WASSP, the H&W spectral method, and ASAP3
with respect to their efficiency and the robustness of the CIs delivered by these procedures.
WASSP outperformed H&W in many respects. The results of together with the results in this article provide some evidence that WASSP represents an advance in spectral methods for simulation output analysis.
Comparison of WASSP and ASAP3 is less clear-cut, with neither procedure dominating the other in the given experiments. Both WASSP and ASAP3 were designed to deliver point and confidence-interval estimators for the steady-state mean of a simulation output process.
WASSP, however, also provides an estimator of the SSVP with reasonably stable behavior as well as an estimator of the entire power spectrum of the delivered set of batch means.
This additional information can be useful for validating results generated by WASSP and in planning follow-up experiments. Furthermore, it may be possible to use the wavelet-based estimator of the batch-means power spectrum as part of an adaptive version of WASSP in which an appropriate value of the smoothing parameter A might based on an initial study of the shape of the estimated power spectrum of the batch means. This possibility is the subject of ongoing research.
The experimental results detailed in Section 3 provide substantial evidence of WASSP's ability to deliver approximately valid CIs for the steady-state mean of a simulation-generated process with relative precision levels and nominal coverage probabilities often arising in practical applications. Nevertheless, we will continue our experimental investigation of the efficiency and robustness of WASSP when it is applied to interesting test problems-including processes with long-range dependence as well as queuing-network models with multiple customer classes, probabilistic routing, subnetwork capacity constraints, and workstation utilizations that are commonly encountered in certain application domains.
