Let u be the minimizer of vectorial total variation (V T V ) with L 2 data-fidelity term on an interval I. We show that the total variation of u over any subinterval of I is bounded by that of the datum over the same subinterval. We deduce analogous statement for the vectorial total variation flow on I.
Introduction
Let Ω be a bounded domain in R m , m ≥ 1. The (vectorial) total variation functional T V : L 2 (Ω, R n ) → [0, +∞], n ≥ 1 is defined by T V (u) = sup Ω u · div ϕ : ϕ ∈ C 1 c (Ω, R m×n ), |ϕ| ≤ 1 = |Du|(Ω) if u ∈ BV (Ω, R n ), +∞ otherwise.
(1) Here and in the following, if v is a vector in a Euclidean space (e. g. R m×n ), |v| denotes its Euclidean norm, while if w is a vector measure on Ω, |w| denotes its variation with respect to the Euclidean norm.
Given f ∈ L 2 (Ω, R n ) and λ > 0, the V T V -L 2 denoising model [22, 10, 23, 4] amounts to solving the following minimization problem: min w∈L 2 (Ω,R n ) E(w), E(w) := T V (w) +
By strict convexity of E, (2) has exactly one solution u ∈ BV (Ω, R n ). It is clear that
Here we consider the setting where m = 1 and Ω = I =]a, b[ is an interval, focusing on vectorial case n ≥ 2. This corresponds to denoising one-dimensional multichannel data. A typical source of such data is tracking orientation of objects (cameras, proteins, aircraft, etc.) in time (see [18, 24] and references in [24] ). The orientation data are constrained to a Riemannian manifold, which however can be locally approximated by a Euclidean space via the Riemannian logarithmic map (see also discussion at the end of this section). It turns out that in the one-dimensional setting, estimate (3) can be localized in an unusually robust way.
Then the minimizer u of E satisfies |u ′ | ≤ |f ′ | in the sense of Borel measures on U , i. e.
Let us note a simple, but already interesting fact that follows trivially from the Theorem: for any f ∈ L 2 (I, R n ) and any open interval U ⊂ I there holds
where T V U is defined as in (1), with Ω changed to U .
Another immediate consequence of the Theorem is that if f belongs to any subspace of BV (I, R n ) defined in terms of a bound on |f
, then u belongs to the same subspace.
A closely related, natural way of diminishing T V is to follow its L 2 -steepest descent flow
This is the so-called total variation flow. It can be computed via the exponential formula
The total variation flow has been extensively investigated by mathematicians in parallel to problem (2) (see [3] and other references cited below). An immediate consequence of the Theorem, (6) and lower semicontinuity of T V is Corollary. Let u 0 ∈ L 2 (I, R n ) and let u be as in (5) .
Inequality (4) (resp. (7)) is an example of a completely local estimate for a solution to a variational problem (evolutionary equation). By this we mean that the value of a local functional on the solution space (in our case L 2 (I, R n )) evaluated on the solution is estimated by the value of the same functional on the datum. Several results like that, which we now briefly discuss, are already known for steepest descent flows of scalar T V (i. e. for n = 1) and similar functionals. Usually the authors first obtain the estimates for the resolvent variational problem (2) or its analog. For consistency, we discuss them in the language of the flow.
In [5] , the authors consider scalar total variation flow on an interval I. They analyze the evolution of step functions (which is a class preserved by the flow) and use L q -contractivity of the flow. In this way, they prove that if u is the solution starting with initial datum u 0 ∈ BV (I), the size of jumps of u(t, ·), t > 0, is not bigger than the size of corresponding jumps of u 0 and that osc
on any open interval J ⊂ I over which u 0 is continuous (recall that osc J v = sup J v −inf J v for v ∈ C(J)). The authors remark that this implies preservation of W 1,1 (I) and C 0,α (I), α ∈]0, 1] regularity by the flow. We note that preservation of C 0,α (Ω) class is also known for the scalar total variation flow on a convex domain Ω ⊂ R m [9, 19] . On the other hand, preservation of W 1,1 (I) regularity has recently been obtained for gradient flows of more general functionals of linear growth at infinity on an interval [21] . In [7] , the authors consider the gradient flow of a functional u → Ω |div u|, where Ω is a bounded domain in R m . For a solution u starting with u 0 ∈ L 2 (Ω, R m ) such that div u 0 is a Radon measure on Ω, they prove that
in the sense of measures. This coincides with our result in the case m = n = 1. Their technique is based on considering the dual problem to the variational semi-discretization of the flow and involves a comparison principle. In the essential lemma, they show certain monotonicity property of level sets of the solution to the dual problem with respect to the parameter of discretization. This does not seem to be adaptable to the case where the divergence is a vectorial quantity (which would cover our result for m = 1). On the other hand, at least at the formal level our method can be adapted to the case of gradient flow of Ω |div u| with u : R m ⊃ Ω → R m×n .
We mention that in the case of isotropic scalar total variation flow on an m-dimensional domain Ω, a completely local estimate of type (7) is available [8] for the jump part of the gradient of the solution u starting with u 0 ∈ BV (Ω) ∩ L m (Ω):
as Borel measures. Our main result contains in particular the first extension of (9) to the vectorial case, n > 1. It is also well known that such an estimate does not hold in general for the absolutely continuous part of |Du|. For a counterexample, one can take as u 0 the characteristic function of a non-calibrable convex set, such as a square in the plane [1] . To our knowledge, it is an open question whether an estimate analogous to (9) holds for the remaining Cantor part. On the other hand, for the orthotropic scalar total variation flow, local estimate of form (9) may not hold, as the jump set of solution may expand compared to the initial datum [20, Example 4] . In fact, jumps can appear even if they are absent in the initial datum [17, Example 3] .
Our technique is based on local integral estimates and a careful choice of the approximating scheme (see Section 2). For this reason, the Theorem and the Corollary can be transferred to different (e. g. Dirichlet) boundary conditions. We also expect that a similar technique can be used to prove analogous versions of the results when the range of u is constrained to a Riemannian submanifold in R n . In fact, the existence theory for constrained total variation flows (also known as 1-harmonic flows) is at present limited to non-generic targets [14, 15, 11] (not including the orientation space SO (3)) and Lipschitz initial data [16, 13] . We believe that an a priori estimate of form (7) will provide a convenient tool for generalizing the existence theory to the case of initial data of bounded variation into generic target manifolds.
The proof
The proof of the Theorem is based on a uniform estimate for a family of regularizations of E:
For any f ∈ L 2 (I), E ε has a unique minimizer u ε ∈ H 1 (I) (at this point, we stop specifying the codomain in the notation for function spaces). As E ε is smooth and uniformly convex for a fixed ε, a standard variational argument yields that u ε ∈ H 2 (I) (hence also u ε ∈ C 1 (I)) and u ε is a strong solution to the Euler-Lagrange system
For x 0 ∈ R and r > 0, let us denote by B r (x 0 ) the closed interval [x 0 − r, x 0 + r].
Lemma. Let f ∈ H 1 (I) and let u ε be the unique minimizer of E ε . Let x 0 ∈ I and 0 < r < R such that B R (x 0 ) ⊂ I. Then
and lim sup
Proof. In the following calculations we will omit the index ε. Let ϕ be a Lipschitz function
|u ′ |ε , obtaining (after one integration by parts on the l. h. s.)
We have
Substituting (15) into (14) and rearranging terms yields As δ > 0 is arbitrary, we are done.
