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Abstract
The standard importance sampling (IS) method uses samples from a single pro-
posal distribution, and assigns weights to them, according to the ratio of the target
and proposal pdfs. This naive IS estimator, generally does not work well in multiple
targets examples as the weights can take arbitrarily large values making the estimator
highly unstable. In such situations, alternative generalized IS estimators involving
samples from multiple proposal distributions are preferred. Just like the standard IS,
the success of these multiple IS estimators crucially depends on the choice of the pro-
posal distributions. The selection of these proposal distributions is the focus of this
article. We propose three methods based on (i) a geometric space filling coverage cri-
terion, (ii) a sequential (adaptive) minimax variance approach, and (iii) a maximum
entropy approach. In particular, we describe these methods in the context of Doss’s
(2010) two-stage IS estimator, although they are applicable to any multi-proposal
IS estimator. For the first approach we propose a suitable measure of coverage over
the space of the target densities based on the symmetric Kullback-Leibler divergence,
while the second and third approaches use estimates of asymptotic variances of Doss’s
(2010) IS estimator and Geyer’s (1994) reverse logistic estimator respectively. Thus,
we provide consistent spectral variance estimators for these asymptotic variances. We
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demonstrate the performance of these spectral variance methods for estimating the
size parameter of a negative binomial generalized linear model. The proposed meth-
ods for selecting proposal densities are illustrated using two detailed examples. The
first example is a robust Bayesian binary regression model, where the generalized IS
method is used to estimate the link function parameter. The second example involves
analysis of count data using the Poisson spatial generalized linear mixed model.
Key words: Bayes factor, Markov chain CLT, marginal likelihood, multiple importance
sampling, polynomial ergodicity, reverse logistic regression.
1 Introduction
Importance sampling (IS) is a popular Monte Carlo procedure where samples from one
distribution are weighted to estimate means with respect to others. The naive IS estimator,
based on a single importance density (π1), suffers from high variance if it is not ‘close’ to
the the target density (π) (Geyer, 2011). Indeed, in this case, the ratio π(Xi)/π1(Xi) takes
very large values for some samples Xi’s, and results in a highly variable IS estimator.
Often, there are situations, both in frequentist and Bayesian statistics, where simultane-
ous estimation of means with respect to a large set of pdfs arise (Geyer and Thompson, 1992;
Roy et al., 2016; Roy and Chakraborty, 2017). The problems of the naive IS estimator are
exacerbated in this case, as a single (importance) density may not work for all target pdfs.
There are several modifications of the simple IS estimator available in the literature, for
example, multiple importance sampling (Veach and Guibas, 1995; Owen and Zhou, 2000;
Elvira et al., 2015), umbrella sampling (Geyer, 2011; Doss, 2010), parallel, serial or simu-
lated tempering (George and Doss, 2018; Geyer and Thompson, 1995; Marinari and Parisi, 1992)
which utilize samples from more than one importance distribution such that any pdf in the
given set of target densities is close to at least one of the importance densities.
To fix ideas, let {π : π(x) ≡ ν(x)/c : π ∈ Π} be the given finite or infinite set of target
densities on X with respect to a measure µ where ν(x) is known but c =
∫
X
ν(x)µ(dx) is
unknown. In IS estimation based on multiple densities, the single density π1 is generally
replaced with a linear combination of k densities (Elvira et al., 2015; Geyer, 2011). In
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particular, let πi(x) = νi(x)/ci for i = 1, . . . , k be k densities, where νi’s are known but
ci’s may be unknown, a = (a1, . . . , ak) be k positive constants such that
∑k
i=1 ai = 1, and
π ≡ ∑ki=1 aiπi. Let di = ci/c1 for i = 1, 2, . . . , k with d1 = 1, and d ≡ (c2/c1, . . . , ck/c1).
For l = 1, . . . , k, let {X(l)i }nli=1 be either iid samples from πl or a positive Harris Markov
chain with invariant density πl. Suppose the goal is to estimate the normalizing constants
c for all π ∈ Π. Then as nl →∞, for all l = 1, . . . , k, we have
uˆ ≡
k∑
l=1
al
nl
nl∑
i=1
ν(X
(l)
i )∑k
s=1 asνs(X
(l)
i )/ds
a.s.−→
k∑
l=1
al
∫
X
ν(x)∑k
s=1 asνs(x)/ds
πl(x)µ(dx) (1.1)
=
1
c1
∫
X
ν(x)
π¯(x)
π¯(x)µ(dx) =
c
c1
.
Gill et al. (1988), Kong et al. (2003), Meng and Wong (1996), Tan (2004), and Vardi (1985)
considered estimation using (1.1) based on iid samples. The estimator is applicable to a
much larger class of problems if Markov chain samples are allowed (see e.g. Buta and Doss, 2011;
Geyer, 1994; Tan et al., 2015), which is the setting of the current paper.
There are alternative weighting schemes proposed in the literature, although none is
as widely applicable as (1.1). For example, if the normalizing constants ci’s are known,
the estimator (1.1) resembles the balance heuristic estimator of Veach and Guibas (1995),
which is discussed in Owen and Zhou (2000) as the deterministic mixture. Alternatively,
the standard population Monte Carlo algorithm (Cappe´ et al., 2004) uses a weighted ratio
of the target π and the proposal πj it was drawn from (evaluated at the sample itself). How-
ever, if iid samples are available from πj , j = 1, 2, . . . , k, Elvira et al. (2015) have shown
that the normalized estimator (ci’s known) version of (1.1) always has a smaller variance
than that of the population Monte Carlo algorithm. Further, in practice, it may be diffi-
cult to find fully known proposal densities approximating the target densities from which
iid samples can be drawn. Indeed, examples such as Monte Carlo maximum likelihood,
Bayesian sensitivity analysis and model selection routinely use selected target densities as
proposal densities, and thus proposal distributions are known only up to normalizing con-
stants (Geyer and Thompson, 1992; Buta and Doss, 2011; Doss, 2010). Although there is
no available proof for the self normalized estimator (Elvira et al., 2015, p. 18), it is reason-
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able to assume the superiority of (1.1) over estimators corresponding to other weighting
schemes.
When d in (1.1) is unknown, Doss (2010) proposed a two stage method, where in the
first step, based on (iid or Markov chain) samples from πi, i = 1, . . . , k, d is estimated using
Geyer’s (1994) reverse logistic estimator dˆ or Meng and Wong’s (1996) bridge sampling
method. Then independent of step one, new samples are used to calculate (1.1) where d is
replaced with dˆ. In (1.1), general (other than the one proportional to sample sizes) a can
be used, and Roy et al. (2018) called Doss’s (2010) two-stage estimators the generalized IS
estimators.
The effectiveness of (1.1) depends on the choice of k, a, nl, and the importance densities
{πj, j = 1, . . . , k}. This article focuses on the choice of the importance densities because it
is the most crucial, and the multiple IS estimator (1.1), just like the naive IS estimator, is
useless if the importance densities are ‘off targets’. Although increasing k or nl, may lead
to estimators with less variance, it results in higher computational cost, therefore these are
often determined based on the available computational resources. On the other hand, for
fixed k, a, and nl, efficiency and stability of the estimator (1.1) can be highly improved
by appropriately choosing the importance densities. Unfortunately, in the literature, there
is not much discussion on the choice of the importance densities in multiple IS methods.
Buta and Doss (2011) stated that choosing these densities by solving a design problem
exactly is “hopeless”.
This paper is the first where systematic methods for the selection of proposal distri-
butions are developed and tested. We describe the proposed methods in the context of
the generalized IS estimators, although they are applicable to other IS schemes involving
multiple importance distributions. Indeed, in the appendix, we use our proposed methods
to select multivariate normal proposals for a multiple IS scheme. Since d is known in this
case, the IS method does not require the reverse logistic (two-stage) estimation, and iid
samples from the (normal) proposals are available.
We propose three approaches. Our first approach is based on a geometric spatial design
method. In particular, k densities are chosen evenly over Π optimizing an appropriately
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chosen distance based geometric criterion. We use an efficient point swapping algorithm of
Royle and Nychka (1998) to implement it. The uniform (with respect to the chosen metric)
selection of the proposal distributions attempts to guarantee that each target density is close
to at least one reference distribution. The other two approaches that we propose here use
asymptotic variance of uˆ and dˆ respectively. The second approach is a sequential method
where at each step the density π (from the candidate set) corresponding to maximum
standard error of uˆ is selected. Thus this method attempts to put proposal densities in ‘high
variance’ areas, therefore reducing the maximum Monte Carlo standard errors for uˆ over
π ∈ Π. While Buta and Doss (2011) described an ad-hoc procedure based on asymptotic
variance estimator of uˆ(dˆ) for selecting the skeleton points, our sequential approach is a
principled method for choosing proposal distributions for the generalized IS estimators. In
the third approach, following the maximum entropy criterion of experimental design, we
choose proposal distributions maximizing the determinant of Var(dˆ). Note that, in the
generalized IS estimation, the estimator dˆ based on first stage samples from k proposal
densities is used to explore large number of π’s in the second stage. We use simulated
annealing to efficiently implement the maximum entropy method. We describe and compare
these three methods in details in Section 3. These methods are illustrated using two detailed
examples involving Bayesian robit model and spatial generalized linear mixed models.
As mentioned above, two of the three approaches proposed here utilize asymptotic stan-
dard errors of dˆ and uˆ. A contribution of this paper is the development of spectral variance
(SV) estimators for dˆ and uˆ. Doss and Tan (2014) and Tan et al. (2015) used regenerative
simulation (RS) method to consistently estimate asymptotic covariance matrix of dˆ and uˆ.
RS requires huge amount of trial and error and its use is usually limited to low-dimensional
Gibbs samplers. Recently, Roy et al. (2018) avoided RS, and provided standard errors esti-
mators of dˆ and uˆ using the batch means (BM) method. Flegal and Jones (2010, p. 1049)
mentioned that the SV estimation methods tend to be slightly faster than BM methods for
estimating means of scalar valued functions. For the simulation study considered here, we
observe that these SV estimators are generally less variable than BM estimators.
The rest of the paper is organized as follows. In Section 2, we describe both reverse
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logistic regression estimation and the generalized IS estimation. This Section also contains
the construction of consistent estimators of asymptotic variances of dˆ and uˆ using the SV
method. The proposed methods of selecting proposal densities for generalized IS estimators
are described in Section 3. Four illustrative examples are given in Section 4 and Section 5.
Section 6 contains conclusions of the paper. Proofs of consistency of SV estimators are
relegated to the appendix.
2 Spectral variance estimation in reverse logistic re-
gression and generalized IS methods
Given samples from πi, i = 1, . . . , k, Geyer’s (1994) reverse logistic (RL) regression method
can be used to estimate the ratios of normalizing constants d corresponding to these k
densities. Doss and Tan (2014) proposed an extension of the RL regression method. In
Section 2.1 we describe these methods and derive SV estimators of the asymptotic covari-
ance matrix of dˆ. Given the RL estimator dˆ, Doss’s (2010) two-stage IS scheme estimates
c/c1 for all densities π ∈ Π using (1.1) (with d replaced by dˆ) and (new) samples from
πi, i = 1, . . . , k. In Section 2.2, we briefly describe Doss’s (2010) two-stage IS method, and
provide SV estimators of standard errors of uˆ. Furthermore, in this section we also consider
standard errors for estimators of expectations with respect to the densities in Π using the
generalized IS method.
2.1 Reverse logistic regression estimator
Let n =
∑
nl and set al = nl/n for now. Define
ζl = − log(cl) + log(al), (2.1)
and
pl(x, ζ) =
νl(x)e
ζl∑k
s=1 νs(x)e
ζs
, (2.2)
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for l = 1, . . . , k, where ζ = (ζ1, . . . , ζk).
Given that x belongs to the pooled sample
{
X
(l)
i , i = 1, . . . , nl, l = 1, . . . , k
}
, pl(x, ζ) is
the probability that x comes from the lth distribution. Geyer (1994) proposed to estimate
ζ by maximizing the log quasi-likelihood function
∑k
l=1
∑nl
i=1 log
(
pl(X
(l)
i , ζ)
)
. The RL
estimator was introduced by Vardi (1985), and was studied further by Gill et al. (1988).
More recently, Meng and Wong (1996), Kong et al. (2003), and Tan (2004) re-derived this
estimate under different computational schemes.
Doss and Tan (2014) showed that, the weights aj = nj/n (proportional to sample sizes)
to the probability density νj/cj in the denominator of (2.2) may not be optimal when the
samples are obtained by running Markov chains. In this case, aj’s should incorporate
the effective sample size of different chains as they might have different rates of mixing.
Doss and Tan (2014) introduced a more general log quasi-likelihood function
ℓn(ζ) =
k∑
l=1
wl
nl∑
i=1
log
(
pl(X
(l)
i , ζ)
)
, (2.3)
with wl = aln/nl and al ∈ [0, 1] for l = 1, . . . , k such that
∑k
l=1 al = 1. Note that, if
al = nl/n, then wl = 1 and (2.3) reduces to Geyer’s (1994) reverse logistic log likelihood
function. Note that adding the same constant to all ζl’s leaves (2.3) invariant. Thus one
can estimate the true ζ only up to an additive constant, that is, we can estimate only d,
the ratios of the normalizing constants. Let ζ0 ∈ Rk denote the true ζ normalized to add to
zero, that is, [ζ0]l = [ζ]l−
(∑k
s=1[ζ]s
)
/k. We estimate ζ0 by ζˆ, the maximizer of ℓn defined
in (2.3) subject to the linear constraint
∑k
s=1 ζs = 0, and thus obtain dˆ, an estimate of d
from (2.1).
In this paper we assume that the Markov chains Φl ≡ {X(l)i }nli=1 are polynomially ergodic
for l = 1, . . . , k. Let Kl(x, ·) be the Markov transition function for the Markov chain
Φl = {X(l)t }t≥1, so that for any measurable set A, and s, t ∈ {1, 2, . . .} we have P
(
X
(l)
s+t ∈
A |X(l)s = x
)
= Ktl (x,A). Let ‖ · ‖TV denote the total variation norm and Πl be the
probability measure corresponding to the density πl. The Markov chain Φl is polynomially
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ergodic of order m where m > 0 if there exists W : X→ R+ with EpilW <∞ such that
‖Ktl (x, ·)− Πl(·)‖TV ≤W (x)t−m.
Roy et al. (2018) showed that if the Markov chain Φl is polynomially ergodic of or-
der m > 1 for l = 1, . . . , k, then ζˆ and dˆ are consistent and asymptotically normal as
n1, . . . , nk →∞, that is, there exist matrices B,Ω ∈ Rk,k and D ∈ Rk,k−1 such that
√
n(ζˆ − ζ) d→ N (0, U) and √n(dˆ− d) d→ N (0, V ),
where U = B†ΩB† and V = D⊤UD. Here, for a square matrix C, C† denote its Moore-
Penrose inverse. The matrices B, Ω and D are as defined in (2.7), (2.8), and (2.5) re-
spectively in Roy et al. (2018). Theorem 1 below provides consistent SV estimators of the
asymptotic variances of ζˆ and dˆ.
We now introduce some notations. Assume nl → ∞ such that nl/n → sl ∈ (0, 1) for
l = 1, . . . , k. Note that the function g : Rk → Rk−1 that maps ζ0 into d is given by
g(ζ) = (eζ1−ζ2a2/a1, e
ζ1−ζ3a3/a1, . . . , e
ζ1−ζkak/a1)
⊤. (2.4)
Since d = g(ζ0), by definition dˆ = g(ζˆ), and its gradient at ζˆ (in terms of dˆ) is
D̂ =

dˆ2 dˆ3 . . . dˆk
−dˆ2 0 . . . 0
0 −dˆ3 . . . 0
...
...
. . .
...
0 0 . . . −dˆk

. (2.5)
As in Roy et al. (2018), the k × k matrix B̂ is defined by
B̂rr =
k∑
l=1
al
(
1
nl
nl∑
i=1
pr(X
(l)
i , ζˆ)
[
1− pr(X(l)i , ζˆ)
])
and
B̂rs = −
k∑
l=1
al
(
1
nl
nl∑
i=1
pr(X
(l)
i , ζˆ)ps(X
(l)
i , ζˆ)
)
for r 6= s,
(2.6)
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that is, B̂ denote the matrix of second derivatives of −ℓn(ζ)/n evaluated at ζˆ. Set Z(l)i =(
p1(X
(l)
i , ζˆ), . . . , pk(X
(l)
i , ζˆ)
)⊤
for i = 1, . . . , nl and Z¯
(l) =
∑nl
i=1 Z
(l)
i /nl. Define the lag j
sample autocovariance as
γ(l)n (j) =
1
nl
∑
i∈Sj,n
[
Z
(l)
i − Z¯(l)
] [
Z
(l)
i+j − Z¯(l)
]⊤
for l = 1, . . . , k, (2.7)
where Sj,n = {1, . . . , n− j} for j ≥ 0 and Sj,n = {(1− j), . . . , n} for j < 0. Let
Σ̂(l) =
bnl−1∑
j=−(bnl−1)
wnl(j)γ
(l)
n (j), (2.8)
where wnl(·) is the lag window, bnl’s are the truncation points (see Remark 1 following
Theorem 1) for l = 1, . . . , k. Finally, define
Ω̂ =
k∑
l=1
n
nl
a2l Σ̂
(l). (2.9)
Theorem 1. Assume that the Markov chains Φ1, . . . ,Φk are polynomially ergodic of order
m > 1, and for all l = 1, . . . , k, wnl and bnl satisfy conditions 1-4 in Vats et al. (2018,
Theorem 2). Let D̂, B̂ and Ω̂ be the matrices defined by (2.5), (2.6) and (2.9), respectively.
Then, Û := B̂†Ω̂B̂† and V̂ := D̂⊤ÛD̂ are strongly consistent estimators of U and V
respectively.
Remark 1. Conditions for consistency of multivariate SV estimators are given in Vats et al.’s
(2018) Theorem 2. Let ψ(nl) = n
1/2−λ
l for some λ > 0 as defined in Vats et al.’s (2018)
Theorem 2. We use the following two lag windows in our examples.
Blackman-Tukey window sets wn(j) = [1 − 2q + 2q cos(π|j|/bn)]I(|j| < bn) where q > 0
and I(·) is the indicator function. The popular Tukey-Hanning window is the special case
with q = 1/4. On the other hand, Parzen window sets wn(j) = [1 − |j|q/bqn]I(|j| < bn)
where q is a positive integer. If q = 1 this is the modified Bartlett window. As mentioned
in Vats et al. (2018), their condition 4 holds if b2nln
−1
l → 0 and b−1nl ψ(nl)2 log(nl) → 0 as
nl →∞.
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It is common to use bnl = ⌊nνl ⌋. As mentioned in Vats et al. (2018, Remark 6), in this
case if 0 < ν < 1/2 such that n−νl ψ(nl)
2 log(nl)→ 0 as nl →∞ then their conditions 4a−c
hold.
2.2 Generalized IS estimation of normalizing constants and ex-
pectations
Let {π(x) ≡ ν(x)/c : π ∈ Π} be the family of target densities, and f be the function of
interest. Given samples from a small number of proposal densities π1, . . . , πk ∈ Π, one wants
to estimate c (or, rather c/c1) and Epif :=
∫
X
f(x)π(x)µ(dx) for all π ∈ Π. In the two-stage
IS procedure of Doss (2010), first, using the method described in Section 2.1, d is estimated
based on Markov chain samples Φ˜l ≡ {X˜ li}Nli=1 with stationary density πl, for l = 1, . . . , k.
Once dˆ is formed, independent of stage 1, new samples Φl ≡ {X li}nli=1, l = 1 . . . , k are
obtained to estimate u(π, π1) ≡ c/c1 and Epif by uˆ(dˆ) ≡ uˆ(π, π1; dˆ) defined in (1.1) (with
d replaced by dˆ) and ηˆ[f ](π; dˆ) ≡ vˆ[f ](π; dˆ)/uˆ(dˆ) respectively for all π ∈ Π, where
vˆ[f ](π; dˆ) :=
k∑
l=1
al
nl
nl∑
i=1
f(X
(l)
i )ν(X
(l)
i )∑k
s=1 asνs(X
(l)
i )/dˆs
.
Buta and Doss (2011) quantify benefits of the two-stage scheme over the method where the
same MCMC samples are used to estimate both d and u(π, π1). Since the above estimators
do not require samples from each density π ∈ Π, they are well suited for situations where
obtaining samples from the target distributions is computationally demanding and the
distributions within Π are similar.
Consistency and asymptotic normality of uˆ(π, π1; dˆ) and ηˆ
[f ](π; dˆ) are described in The-
orems 2 and 3 of Roy et al. (2018). Under the conditions of those theorems, there exist
σ2u, σ
2
η > 0 such that, as n1, . . . , nk →∞,
√
n(uˆ(π, π1; dˆ)− u(π, π1)) d→ N(0, σ2u) and
√
n(ηˆ[f ](π; dˆ)− Epif) d→ N(0, σ2η).
In Theorem 2 we provide consistent SV estimators of σ2u and σ
2
η. We first introduce some
notations.
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Let
u(x;d) :=
ν(x)∑k
s=1 asνs(x)/ds
and v[f ](x;d) := f(x)u(x;d). (2.10)
Define the vectors c(π;d) and e(π;d) of length k − 1 with (j − 1)th coordinate as
[c(π;d)]j−1 =
u(π, π1)
d2j
∫
X
ajνj(x)∑k
s=1 asνs(x)/ds
π(x)µ(dx) (2.11)
[e(π;d)]j−1 =
aj
d2j
∫
X
[f(x)− Epif ]νj(x)∑k
s=1 asνs(x)/ds
π(x)µ(dx), (2.12)
for j = 2, . . . , k, and their estimators cˆ(π;d) and eˆ(π;d) as
[cˆ(π;d)]j−1 =
k∑
l=1
1
nl
nl∑
i=1
ajalν(X
(l)
i )νj(X
(l)
i )
(
∑k
s=1 asνs(X
(l)
i )/ds)
2d2j
, (2.13)
[eˆ(π;d)]j−1 =
∑k
l=1
al
nl
∑nl
i=1
ajf(X
(l)
i )ν(X
(l)
i )νj(X
(l)
i )
d2j (
∑k
s=1 asνs(X
(l)
i )/ds)
2
uˆ(π, π1;d)
− [cˆ(π;d)]j−1ηˆ
[f ](π;d)
uˆ(π, π1;d)
. (2.14)
Let
τˆ 2l (π;d) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i∈Sj,n
[ui − u¯] [ui+j − u¯] , (2.15)
Γ̂l(π;d) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i∈Sj,n
[(
v
[f ]
i
ui
)
−
(
v¯[f ]
u¯
)][(
v
[f ]
i+j
ui+j
)
−
(
v¯[f ]
u¯
)]⊤
=
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i∈Sj,n
 [v[f ]i − v¯[f ]] [v[f ]i+j − v¯[f ]] [v[f ]i − v¯[f ]] [ui+j − u¯][
v
[f ]
i+j − v¯[f ]
]
[ui − u¯] [ui − u¯] [ui+j − u¯]
 ,
where bnl ’s are the truncation points, wnl(j)’s are lag window, ui ≡ ui(d) ≡ u(X(l)i ;d),
v
[f ]
i ≡ v[f ]i (d) ≡ v[f ](X(l)i ;d), and u¯ ≡ u¯(d), v¯[f ] ≡ v¯[f ](d) are the averages of {u(X(l)1 ;d), · · · , u(X(l)nl ;d)}
and {v[f ](X(l)1 ;d), · · · , v[f ](X(l)nl ;d)} respectively.
Finally, let τˆ 2(π;d) =
∑k
l=1(a
2
l n/nl)τˆ
2
l (π;d), Γ̂(π;d) =
∑k
l=1(a
2
l n/nl)Γ̂l(π;d), and
ρˆ(π; dˆ) = ∇h(vˆ[f ](π; dˆ), uˆ(dˆ))⊤Γ̂(π; dˆ)∇h(vˆ[f ](π; dˆ), uˆ(dˆ)),
where ∇h(x, y) = (1/y,−x/y2)⊤.
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Theorem 2. Suppose that for the stage 1 chains, conditions of Theorem 1 hold and V̂
is the consistent SV estimator of V . Suppose there exists q ∈ [0,∞) such that n/N → q
where N =
∑k
l=1Nl and n =
∑k
l=1 nl are the total sample sizes for stage 1 and stage 2
respectively. In addition, let nl/n → sl for l = 1, · · · , k. Assume that the Markov chains
Φ1, . . . ,Φk are polynomially ergodic of order m ≥ (1 + ǫ)(1 + 2/δ) for some ǫ, δ > 0 such
that Epil|u(X ;d)|4+δ < ∞, and for each l = 1, · · · , k, wnl and bnl satisfy conditions 1-4 in
Vats et al. (2018, Theorem 2).
(a) Then σˆ2u = (n/N)cˆ(π; dˆ)
⊤V̂ cˆ(π; dˆ)+ τˆ 2(π; dˆ) is a strongly consistent estimator of σ2u.
(b) In addition suppose that Epil |v[f ](X ;d)|4+δ <∞. Then σˆ2η = (n/N)eˆ(π; dˆ)⊤V̂ eˆ(π; dˆ)+
ρˆ(π; dˆ) is a strongly consistent estimator of the asymptotic variance σ2η.
3 Selection of proposal distributions
In this section we consider methods for selecting the reference distributions for efficient
use of the generalized IS estimators. Suppose the target densities are indexed by some
variable ξ, that is, let Π ≡ {πξ(x) = νξ(x)/cξ : ξ ∈ Ξ} be the given set of target den-
sities. Since selected target distributions are routinely used as importance distributions
(Roy and Chakraborty, 2017; Roy et al., 2016; Buta and Doss, 2011; Geyer and Thompson, 1992),
the choice of proposal distributions boils down to choosing k points ξ1, . . . , ξk inside Ξ. The
variable ξ can be multidimensional and the range of ξ, in every direction, can be infinite.
Thus, for computational purpose, it may be required to narrow down the potential re-
gion of search (for skeleton points) inside Ξ. This region may depend on the application.
Evangelou and Roy (2018) considered the problem of maximizing (1.1) with respect to ξ
so they used iterative, nested Laplace approximations to identify the region where the
maximizer may lie. Thus using Laplace approximations, as in Evangelou and Roy (2018),
we can narrow Ξ down to a search set Ξ˜. In the examples presented in Section 5, we
calculate the quantity of interest (the multi-chain IS estimators uˆ or ηˆ[f ]) based on samples
from reference distributions corresponding to a preliminary space filling (our first proposed
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method described in Section 3.1) set chosen over a wide range of parameters values. Then
using a cut-off criterion, we decide a search set Ξ˜ (see Section 5 for details). We propose
three methods to choose good proposal distributions within the search set Ξ˜.
3.1 Space filling approach
The first approach is based on a geometric spatial design method. The idea of this criterion
is to choose the k points to cover the desired region Ξ˜ evenly. In particular, k points are
chosen by optimizing a distance based geometric criterion. Let D ⊂ Ξ˜ be a design set with
cardinality |D| = k. Define
υp(ξ,D) =
(∑
u∈D
‖ξ − u‖p
)1/p
,
where ‖ · ‖ is a suitably chosen metric. The quantity υp(ξ,D) can be thought as a measure
of ‘coverage’ of the point ξ by D. The design criterion is to minimize
Υp,q(D′) =
(∑
ξ∈Ξ˜
υp(ξ,D′)q
)1/q
over all subsets D′ with |D′| = k. As mentioned in Royle and Nychka (1998), in the
limit (p → −∞, q → ∞), Υp,q is related to the minimax space filling designs. We use
p = −30, q = 30 in the examples in Section 5. We use an efficient point swapping algorithm
of Royle and Nychka (1998) to implement this method. This algorithm is available in the
R package fields (Nychka et al., 2017). The uniform selection of the reference distributions
attempts to guarantee that each target density is close to at least one proposal distribution.
The choice of the metric ‖ · ‖ is crucial, and the Euclidean distance metric may not be
appropriate unless ξ is a location parameter. For instance, in the example in Section 5.1,
the multi-chain estimator (1.1) is used for estimating the degrees of freedom (df) param-
eter, ξ in the binomial robit model. The relevant geometry in R is not Euclidean. For
the robit models, df ξ = 102 and 103 are close, but ξ = 0.5 and ξ = 1 are not. One
option may be to consider the information metric (Kass, 1989; Rao, 1982) which measures
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the distance between two parametric distributions using asymptotic standard deviation
units of the best estimator. The Kullback-Leibler divergence generates the information
number through the information metric, and the Jeffreys’ prior is indeed the uniform dis-
tribution with respect to the information metric (Ghosh et al., 2007; Jeffreys, 1946). The
information metric although seems to be appropriate for the context, it may be difficult
to implement in practice. The information number may not be available in closed form,
and the approximations using numerical differentiation and integration may not work well.
Another option is to use the symmetric Kullback-Leibler divergence (although it is not a
metric) that is also related to the information metric as mentioned above. Here we con-
sider the symmetric Kullback-Leibler divergence (SKLD) approximated using a modified
Laplace method (Evangelou et al., 2011), and we describe it below.
Let X = Rr, for some r ≥ 1, and µ be the Lebesgue measure. Consider the SKLD
between two densities πξ1(x) = νξ1(x)/cξ1 and πξ2(x) = νξ2(x)/cξ2, with the assumption
log νξi(x) = O(m) for some m, i = 1, 2, defined as
SKLD(ξ1, ξ2) =
∫
X
πξ1(x) log
πξ1(x)
πξ2(x)
µ(dx)−
∫
X
πξ2(x) log
πξ1(x)
πξ2(x)
µ(dx)
=
1
cξ1
∫
X
νξ1(x) log
νξ1(x)
νξ2(x)
µ(dx)− 1
cξ2
∫
X
νξ2(x) log
νξ1(x)
νξ2(x)
µ(dx)
=
∫
X
νξ1(x) log
νξ1 (x)
νξ2 (x)
µ(dx)∫
X
νξ1(x)µ(dx)
−
∫
X
νξ2(x) log
νξ1 (x)
νξ2 (x)
µ(dx)∫
X
νξ2(x)µ(dx)
=
m
∫
X
Q(x) exp(G(x))µ(dx)∫
X
exp(G(x))µ(dx)
− m
∫
X
Q(x) exp(H(x))µ(dx)∫
X
exp(H(x))µ(dx)
, (3.1)
where G(x) = log νξ1(x), H(x) = log νξ2(x), and Q(x) = (G(x) − H(x))/m. We apply
Laplace approximation on each integrals in (3.1) separately. Specifically, we expand the
integrals in the first term around xˆ = argmaxx∈XG(x) and the integrals in the second
term around x˜ = argmaxx∈XH(x). We denote Gˆi =
∂
∂xi
G(x)|x=xˆ and similarly Gˆij for
second order partial derivatives and so on. We also denote Gˆij to be the (i, j)th element
of the inverse of the matrix with elements Gˆij ’s. Then by an application of (17) from
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Evangelou et al. (2011), we have∫
X
Q(x) exp(G(x))µ(dx)∫
X
exp(G(x))µ(dx)
≈ Qˆ + 1
2
Qˆi1Gˆi2i3i4Gˆ
i1i2Gˆi3i4 − 1
2
Qˆi1i2Gˆ
i1i2
with an implicit summation i1, . . . , i4 ∈ {1, . . . , r}. A similar approximation is derived for
the second term:∫
X
Q(x) exp(H(x))µ(dx)∫
X
exp(H(x))µ(dx)
≈ Q˜ + 1
2
Q˜i1H˜i2i3i4H˜
i1i2H˜ i3i4 − 1
2
Q˜i1i2H˜
i1i2 .
The first order approximation to SKLD(ξ1, ξ2) is m(Qˆ − Q˜), which may be sufficient, but
not if xˆ = x˜. Note that, the second order approximation is exact for two Gaussian densities.
This space filling geometric approach is the fastest among the three proposed ap-
proaches, and straightforward to implement. This method does not involve the form of
the generalized IS estimator (1.1), and can be used for selection of proposal distributions
for any multiple IS estimators.
3.2 Sequential (adaptive) minimax approach
Our second method is based on minimizing the maximum asymptotic variance of an ap-
propriate estimator. Here, we start with the set ξ1 = {ξ˜}, and add points from Ξ˜ to it
sequentially. The initial point ξ˜ can be the point where the generalized IS estimator (1.1)
or any other interesting quantity based on samples from a preliminary space filling set is
maximized (see Section 5 for details). The latter points are chosen sequentially from where
the SV estimator of the asymptotic variance of the IS estimator is the largest.
Specifically, suppose that we have completed the ith step with the set ξi chosen along
with (Markov chain) samples from each density of ξi. For a point ξ ∈ Ξ˜\ξi, let σˆ2(ξ|ξi) be
the SV estimator of the asymptotic variance of the IS estimator of the quantity of interest.
If the goal is to estimate the normalizing constants in Π via (1.1), then σˆ2(ξ|ξi) is
σˆ2u(ξ|ξi) = (n/N)cˆi(πξ; dˆi)⊤V̂icˆi(πξ; dˆi) + τˆ 2i (πξ; dˆi),
15
while if the goal is to estimate Epiξf for ξ ∈ Ξ, then the starting point ξ˜ can be a preliminary
estimate of argmaxξ∈ΞEpiξf and σˆ
2(ξ|ξi) is
σˆ2η(ξ|ξi) = (n/N)eˆi(πξ; dˆi)⊤V̂ieˆi(πξ; dˆi) + ρˆi(πξ; dˆi).
Here, the index i in the definitions of σˆ2u(ξ|ξi) and σˆ2η(ξ|ξi) indicates that these quantities
are computed using the samples from the densities corresponding to ξi, available at the
end of the ith step. Part of this sample is used for calculating the RL estimator dˆi, and
the remaining sample is used to compute σˆ2(ξ|ξi) at the remaining points Ξ˜ \ ξi.
At the beginning of the (i+1)st step, in the spirit of minimizing the maximum variance,
the point ξj corresponding to the largest standard error estimate is chosen, i.e. ξi+1 =
ξi ∪ {ξj} where ξj = argmaxξ∈Ξ˜\ξi σˆ2(ξ|ξi), and the existing (Markov chain) sample is
augmented with samples from πξj . By choosing skeleton points in high variance areas, not
only does this method minimize standard errors for densities corresponding to these areas,
but, it also reduces standard errors over all other densities. The process is repeated until k
points have been selected. The above mentioned adaptive approach can be used to select
proposal distributions for any multi-density IS estimator for which we have valid estimates
of its standard errors.
3.3 Maximum entropy approach
The third method uses maximum entropy sampling (Shewry and Wynn, 1987) for selecting
ξ. The goal of maximum entropy sampling is to choose the most informative subset of
fixed size k from Ξ˜. When samples are obtained by running Markov chains at the skeleton
points ξ, we denote the corresponding RL estimator of d ≡ dξ (using the method from
Section 2.1) by dˆξ and its asymptotic variance as Vξ. We use the notation Ent(·) to denote
the Boltzmann-Shannon entropy of the expression inside the brackets. Under a suitable
decomposition of the joint distribution of the estimator, let that be uˆ or ηˆ[f ], over the whole
set Ξ˜, and dˆξ, the maximum entropy approach chooses ξ that maximizes Ent(dˆξ). Note
that since dˆξ depends on the reference density πξ1 , it is assumed that ξ1 remains fixed,
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which can be chosen in the same way as in Section 3.2. In the following we assume that the
objective is to estimate ratios of normalizing constants. In the appendix we derive similar
results under the objective of estimating means Epif .
Let uˆ(πΞ˜\ξ, πξ1 ; dˆξ) be the vector of length |Ξ˜ \ ξ| consisting of uˆ(πξ, πξ1 ; dˆξ)’s, ξ ∈ Ξ˜ \ ξ
in a (any) fixed order. Indeed, we refer to this fixed ordering whenever we write Ξ˜\ξ in this
section. Similarly define the vector of true (ratios of) normalizing constants u(πΞ˜\ξ, πξ1).
Let C(πΞ˜\ξ;dξ) be the |Ξ˜\ξ|×(k−1) matrix with rows c(πξ;dξ) (defined in (2.11)), ξ ∈ Ξ˜\ξ.
Similarly, define Ĉ(πΞ˜\ξ;dξ) with rows cˆ(πξ;dξ) (defined in (2.13)), ξ ∈ Ξ˜ \ ξ. As in (2.10),
define uξ(x;d) := νξ(x)/(
∑k
s=1 asνξs(x)/ds) and let u(x;d)be the |Ξ˜\ξ| dimensional vector
consisting of uξ(x;d)’s, ξ ∈ Ξ˜ \ ξ. Let Tl(d) be the |Ξ˜ \ ξ| × |Ξ˜ \ ξ| matrix with elements
τ 2l (πξ, πξ′;d) = Covpil(u
ξ(X
(l)
1 ;d), u
ξ′(X
(l)
1 ;d)) +
∞∑
g=1
Covpil(u
ξ(X
(l)
1 ;d), u
ξ′(X
(l)
1+g;d)) (3.2)
+
∞∑
g=1
Covpil(u
ξ(X
(l)
1+g;d), u
ξ′(X
(l)
1 ;d)).
Finally, let
T̂l(d) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i∈Sj,n
[
u(X
(l)
i ;d)− u¯(d)
] [
u(X
(l)
i+j;d)− u¯(d)
]⊤
, (3.3)
where bnl’s are the truncation points, wnl(j)’s are the lag windows, and u¯(d) =
∑nl
i=1 u(X
(l)
i ;d)/nl.
Theorem 3. Suppose there exists q ∈ [0,∞) such that n/N → q where N ≡∑kl=1Nl and
n =
∑k
l=1 nl are the total sample sizes for stages 1 and 2 respectively. In addition, let
nl/n→ sl for l = 1, · · · , k.
(a) Assume that the stage 1 Markov chains obtained by running at the skeleton points ξ
are polynomially ergodic of order m > 1. Further, assume that the stage 2 Markov
chains Φ1, . . . ,Φk are polynomially ergodic of orderm, and for some δ > 0 Epil|uξ(X ;dξ)|2+δ <
∞ for each ξ ∈ Ξ˜ \ ξ and l = 1, · · · , k where m > 1 + 2/δ. Then as n1, . . . , nk →∞,
√
n
(
dˆξ − dξ
uˆ(πΞ˜\ξ, πξ1 ; dˆξ)− u(πΞ˜\ξ, πξ1)
)
d→ N
(
0,
(
qVξ Σ12
Σ21 Σ22
))
, (3.4)
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where Σ21 = qC(πΞ˜\ξ;dξ)Vξ, Σ12 = Σ
⊤
21, and Σ22 = qC(πΞ˜\ξ;dξ)VξC(πΞ˜\ξ;dξ)
⊤ +∑k
l=1(a
2
l /sl)Tl(dξ).
(b) Suppose that the conditions of Theorem 1 hold for the stage 1 Markov chains. Let
V̂ξ be the consistent estimator of Vξ given in Theorem 1. Assume that the Markov
chains Φ1, . . . ,Φk are polynomially ergodic of order m ≥ (1 + ǫ)(1 + 2/δ) for some
ǫ, δ > 0 such that Epil‖u(X ;d)‖4+δ < ∞, (‖ · ‖ denote the Euclidean norm) for all
l = 1, . . . , k, and wnl and bnl satisfy conditions 1-4 in Vats et al. (2018, Theorem 2).
Then (n/N)Ĉ(πΞ˜\ξ; dˆξ)V̂ξĈ(πΞ˜\ξ; dˆξ)
⊤ +
∑k
l=1(a
2
l /sl)T̂l(dˆξ) is a strongly consistent
estimator of Σ22 and (n/N)Ĉ(πΞ˜\ξ; dˆξ)V̂ξ is a consistent estimator of Σ21.
Let YΞ˜ ≡ (Y Tξ , Y TΞ˜\ξ)T be a random vector having the normal distribution in (3.4). The
Boltzmann-Shannon entropy of YΞ˜ is
Ent(YΞ˜) = constant +
1
2
log det(ΣΞ˜),
where ΣΞ˜ is the covariance matrix of YΞ˜. Note that
log det(ΣΞ˜) = log det(qVξ) + log det(Σ22 − q−1Σ21V −1ξ Σ12)
= log det(qVξ) + log det(Σ22 − qC(πΞ˜\ξ;d)VξC(πΞ˜\ξ;d))⊤,
where the second matrix on the right side is the covariance matrix of the conditional distri-
bution of YΞ˜\ξ|Yξ. Since Theorem 3 (b) provides a consistent estimator of this conditional
covariance matrix, we can minimize the determinant of this estimator matrix to choose ξ.
As mentioned in Shewry and Wynn (1987), great computational benefit can be achieved
by converting this conditional problem to an unconditional problem. In particular, as noted
in Shewry and Wynn (1987), minimization of the second term is equivalent to maximiza-
tion of log det(Vξ) (Caselton and Zidek, 1984). In practice, we would replace Vξ by its
estimator given in Theorem 1, i.e. V̂ξ, using Markov chain samples from densities corre-
sponding to ξ.
It is known that the entropy sampling problem is NP-hard (Ko et al., 1995). Here,
we use simulated annealing to choose the set ξ. We now briefly describe this method.
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Let φ(ξ) = − log det(V̂ξ) be the negative log-determinant of the estimator V̂ξ based on
samples from reference densities corresponding to skeleton set ξ. We begin with an initial
temperature T = T0, and a set ξ0 of length k. We then proceed according to the following
algorithm.
(a) Randomly select a point ξ1 ∈ Ξ˜ \ ξ0 and a point ξ′ ∈ ξ0 and let ξ1 ≡ ξ0 ∪ {ξ1} \ {ξ′}.
(b) Calculate φ(ξ1) using (Markov chain) samples from πξ for each ξ ∈ ξ1. If samples
from πξ are already available from an earlier iteration, then use these, otherwise,
samples are generated from it.
(c) If ∆φ = φ(ξ1) − φ(ξ0) < 0, then set ξ0 = ξ1; else generate u ∼ Unif (0, 1) and set
ξ0 = ξ1 only if u < exp(−∆φ/T ).
We repeat the three steps a fixed number (B) of times, and then the temperature (T ) is
lowered according to a logarithmic cooling schedule (Be´lisle, 1992, p. 890) to T/ log(⌊(i−
1)/B⌋B+exp(1)) to reduce the success probability in Step (b). Here, i denotes the current
iteration number. The above procedure is repeated for a fixed number of iterations. The
initial temperature T0 is chosen to be large enough for every point in Ξ˜ to have a chance
of being visited, but not too large so that the algorithm quickly moves out of a potential
‘good’ set. We use the skeleton set determined by the first approach (space filling method)
as the initial set ξ0.
The maximum entropy approach utilizes the two-stage IS estimation scheme described
in Section 2. Since the maximum entropy approach avoids the second stage IS estimation,
it needs fewer samples than the sequential method which requires enough samples to be
used for both stages. On the other hand, one advantage of the sequential method is that
at the end of the procedure, we already have available samples from πξ corresponding to
all skeleton points ξ which can be used in our two-stage IS estimation scheme. One benefit
of the maximum entropy approach is that it avoids computing the density νξ at the points
ξ ∈ Ξ˜ \ ξ, but the simulated annealing method can take many iterations to converge.
Finally, the maximum entropy set of proposal densities works no matter whether one is
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interested in means or normalizing constants, whereas the second approach uses different
criteria for these two problems.
4 Simulation studies
4.1 Estimation of the IS variance in a negative binomial GLM
In this section using a simulation example, we test the consistency of the SV estima-
tors given in Theorem 2, and compare these estimators with the BM estimators from
Roy et al. (2018) and the empirical standard deviation estimator obtained by replications.
We consider simulated independent count data yi, i = 1, . . . , 51 from a negative binomial
distribution with size parameter ξ = 3 and mean µi = exp(β0 + β1xi) with β0 = 0, β1 = 1,
and xi = −1+(i−1)/25, i = 1, . . . , 51. The parameters ξ, and β = (β0, β1) are then assumed
unknown for making inference. For β0 and β1 we use independent t priors with location
parameter 0, scale 10, and degrees of freedom 1. We draw samples from the posterior
density of β, πξ(β|y) ≡ ℓξ(β|y)π(β)/cξ for ξ ∈ ξ, with the skeleton set ξ = {ξ1 = 1, ξ2 = 5}
where ℓξ(β|y) and π(β) are the likelihood and the prior density of β respectively and
cξ ≡ cξ(y) ≡
∫
R2
ℓξ(β|y)π(β)dβ. Our goal is to estimate u = c3/c1, (the ratio of the
normalizing constants of the posterior densities corresponding to ξ = 3 and ξ = ξ1) and
Epi3β1.
At the first stage we estimate the ratio d2 = c2/c1 by maximizing (2.3) using samples of
size Nj from πξj , j = 1, 2. The same samples are used to estimate the asymptotic standard
error of dˆ2 from Theorem 1. At the second stage we generate new samples of size nj from
πξj , j = 1, 2 to estimate u according to (1.1) and Epi3β1 by ηˆ
[f ] defined in Section 2.2 as
well as their asymptotic variances given in Theorem 2.
We demonstrate the effect of increasing sample size on the asymptotic standard error
estimate. We vary n1 according to n1 ∈ {52, 102, 152, . . . , 402} and set N1 = N2 = 9n1 =
9n2. We use RStan (Stan Development Team) for sampling from πξ after an initial burn-in
of 300.
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For a given y, the estimation procedure is replicated 200 times using new Markov chain
samples each time. For each replication, we calculate uˆ, ηˆ[f ] and their asymptotic variance
estimates. We use three different methods for estimating the asymptotic variance: the BM,
SV using the Tukey-Hanning window, and SV using the modified Bartlett window. For the
BM method, the stage one samples are split into
√
Nj batches and similarly the stage two
samples are split into
√
nj batches. Using the 200 uˆ and ηˆ
[f ] estimates corresponding to
the Monte Carlo sample sizes n1 = 40
2 = n2, N1 = 9n1 = N2, we compute their empirical
standard deviations (SDs), which we treat as the golden standards, and compare them
with 200 asymptotic SD estimates obtained by each of the above three methods. We then
compute the logarithmic score given by log(ker(ESD)) where ESD is the empirical SD and
ker(·) is the kernel density estimate for the asymptotic SD derived from the 200 values. The
density estimate is obtained using the function ‘density’ in R (R Core Team) with default
values.
The above procedure is repeated for 50 different y’s and the logarithmic score measures
are averaged. Table 1 shows these average scores. For both u and Epi3β1 we observe that the
score in the asymptotic SD estimates is increased with increasing sample size, although the
SV method generally results in higher score than the BM methods. We have also observed
that the variability in the asymptotic SD estimates is reduced as the sample size increases.
Thus the accuracy of the asymptotic SD estimates is improved as the sample size increases.
4.2 Estimation of the link function parameter in a robust bino-
mial GLM
In this section the performance of different methods for choosing proposal densities is
assessed in terms of estimating the degrees of freedom (df) parameter, ξ, of the robit
link function in a binomial GLM. Data yi are independently simulated from a binomial
distribution with number of trials 100 and probability of success πi = Fξ(β0 + β1zi), i =
1, . . . , 101 with zi = −1 + 0.02 (i− 1), β0 = 0, β1 = 1. Here, Fξ(·) denotes the distribution
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Table 1: Average logarithmic score based on kernel density estimate of asymptotic SD’s
evaluated at the empirical SD for the simulated negative binomial regression model for: u
(top rows); Epi3β1 (bottom rows). Higher values are better. The SD estimates are calculated
for different Markov chain lengths as shown on the columns and for different methods: BM;
SV using the Tukey-Hanning window (Tu); SV using the modified Bartlett window (Ba).
n1 25 100 225 400 625 900 1225 1600
BM
−0.209
1.268
0.342
1.680
0.626
1.867
0.783
2.008
0.890
2.067
0.984
2.154
1.100
2.171
1.142
2.250
Tu
−0.330
1.155
0.344
1.714
0.679
1.926
0.825
2.069
0.985
2.123
1.041
2.199
1.159
2.253
1.192
2.302
Ba
−0.423
1.071
0.270
1.673
0.636
1.916
0.787
2.055
0.961
2.090
1.022
2.192
1.155
2.245
1.183
2.303
function of the standard Student’s t distribution with df ξ. The prior for β = (β0, β1) is
β ∼ t2(0, Q−1, 3), the two dimensional multivariate Student’s t distribution with mean 0,
scatter matrix Q and df 3. We assume Q = 10−4(Z⊤Z), where Z is the design matrix.
The estimator for ξ is derived by ξˆ = argmax cξ(y), with cξ(y) = cξ =
∫
R2
ℓξ(β|y)π(β)dβ,
where ℓξ(β|y) and π(β) denote the likelihood and prior density of β respectively. Since
the marginal likelihood cξ is not available in closed form, we maximize the generalized IS
estimator (1.1) of cξ/cξ1 using samples from the posterior density πξ(β|y) where ξ belongs
to an appropriate skeleton set to be chosen later. Here ξ1 is an arbitrary reference point
taken from the skeleton set.
The size of the skeleton set is fixed at k = 4, and the set is to be chosen using points from
Ξ˜ = {0.1, 0.6, . . . , 20.1}. In section 5.1 a method is presented for deciding Ξ˜ in practice.
We consider five different methods of choosing the k points: (i) a naive IS method with
importance density πξ˜(β|y) corresponding to ξ˜ = 10.1, the mid-point of the range of Ξ˜,
(ii) a space filling method using Euclidean distances; (iii) a space filling method using the
SKLD; (iv) a sequential method with starting point at ξ˜ = 10.1, the mid-point of the range
22
of Ξ˜; and (v) a maximum entropy method, starting at the optimal set from method (iii) and
with temperature scheme T0 = 5, B = 5 and number of iterations 25. For the sequential
and maximum entropy methods we use the SV estimate of the asymptotic variances with
the Tukey-Hanning window.
For obtaining samples from the posterior densities at the skeleton points, we use a
Hamiltonian Monte-Carlo algorithm as implemented in RStan (Stan Development Team)
with sizes Nl = 225, nl = 25, l = 1, . . . , k for the first and second stage respectively, after a
burn-in of 300. The naive IS estimator uses a single chain of size k(N1+n1) after a burn-in
of 300.
We fix ξ ∈ {0.5, 1, 1.5, 2, 2.5, 5, 10, 15} and simulate 100 datasets from the robit model
for each value of ξ. For each simulated dataset we choose the skeleton points using each
method and construct the estimator uˆ of cξ/cξ1 which we maximize to get ξˆ. We also
compute the posterior mean for β1 using ηˆ
[f ](π; dˆ) from Section 2.2 at the estimated value
ξˆ. Boxplots of the estimates across simulations are shown in Figure 1. It can be seen that
the naive IS estimator fails to estimate the df and β1 parameters when the true value of df
is low because in this case the importance density is far from the true density. The space
filling method using the Euclidean distance also fails in those cases but the three proposed
methods are able to estimate the parameters accurately by choosing representative skeleton
points.
5 Examples with real data analysis
The proposed methods of selection of proposal distributions for the generalized IS estima-
tion are illustrated using two detailed examples in this section.
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Figure 1: Boxplots of the df estimates (top two rows) and β1 estimates (bottom two
rows) for the binomial robit GLM with df ξ ∈ {0.5, 1, 1.5, 2, 2.5, 5, 10, 15} (left to right)
using different IS estimates: naive IS, space filling with Euclidean distance, space filling
with SKLD, sequential, and maximum entropy. The true parameter value is shown by a
horizontal line.
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5.1 Finney’s (1947) vasoconstriction data analysis using robit
model
Finney’s (1947) vasoconstriction data consist of 39 binary responses denoting the presence
or absence, y, of vasoconstriction on the subject’s skin after he or she inhaled air of volume
V at rate R. We consider a GLM where the probability of presence for the ith subject, πi,
is modeled using a robit link function with df ξ, F−1ξ (πi) = β0 + β1 log Vi + β2 logRi, for
i = 1, . . . , 39. Here, as in section 4.2, Fξ(·) denotes distribution function of the standard
Student’s t distribution with df ξ. As in Roy (2014), we consider a Bayesian analysis of the
data with robit model. The prior for β is β ∼ t3(0, Q−1, 3) with Q = 10−4(X⊤X), where
X is the design matrix.
Roy (2014) estimates the df parameter ξ by maximizing the marginal likelihood, that
is, ξˆ = argmax cξ(y). In particular, Roy (2014) uses the generalized IS estimator (1.1) to
estimate the (ratios of) marginal likelihoods, which in turn provides the estimate ξˆ.
Our objective is to choose the importance sampling distributions from the family of
posterior densities Π = {πξ(β|y) : ξ > 0} for the estimation of ξ by maximizing (1.1).
In Section F of the appendix we analyze this problem with proposal densities from the
multivariate normal family.
Initially, we are unsure about suitable values of ξ, so we consider a wide range of points
{0.1, 0.2, . . . , 20} from where we choose a preliminary skeleton set ξkl using the space filling
criterion with SKLD. The left panel of Figure 2 shows the logarithm of pairwise SKLD
between densities corresponding to two different values of ξ. It can be seen that the distance
is non-Euclidean. For example, the densities corresponding to ξ1 = 1 and ξ2 = 5 are further
apart than the densities corresponding to ξ1 = 16 and ξ2 = 20. Using the algorithm of
Royle and Nychka (1998) we select ξkl = {0.3, 1.0, 1.7, 2.8, 6.3} as our preliminary set of
skeleton points. It is noted that the points concentrate more on the low values for ξ.
Depending on the objective, the skeleton set can be improved. In this example we
are interested in the estimation of the df parameter ξ by maximizing (1.1), so we wish
to choose the skeleton points in a region where the maximizer lies. To that end, we
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Figure 2: Left: Contour plot of the logarithm of the SKLD between the densities corre-
sponding to ξ1 and ξ2 for the vasoconstriction example. Right: Logarithm of estimated BF
for different values of the df ξ relative the value ξ that maximizes the BF for the vasocon-
striction example. The horizontal line is the cutoff value for BF, and the region chosen is
the interval which gives BF above the cutoff.
compute (1.1) based on Markov chain samples from each posterior density πξ(β|y) :=
ℓξ(β|y)π(β)/cξ(y) corresponding to an element in ξkl. These samples were obtained by
Hamiltonian Monte Carlo. A total of 5000 samples were produced from each density with
the first 1000 discarded as burn-in. The remaining 4000 samples were used to estimate
d corresponding to ξkl using the RL regression. A new set of 1000 samples was used to
evaluate (1.1) at all other values of ξ. A plot of the logarithm of the Bayes factor (BF)
cξ(y)/cξ1(y) for a wide range of values for ξ is shown in the right panel of Figure 2. The
BF is maximized at ξ˜ = 0.5.
We focus on values of ξ in an interval where the estimated value of u from (1.1) is
not less than 60% from its maximum. This cutoff, shown in the right panel of Figure 2,
produces the interval (0.25, 0.95). This interval was split into 71 equally-spaced points Ξ˜
out of which we wish to pick k = 5 points from this set, one of which must be ξ˜. In
addition to the proposed three methods, for comparison, we also computed skeleton sets
using the space filling method with Euclidean distance, and considered the naive importance
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sampling method with a single proposal density corresponding to ξnis = {ξ˜} (taking 5 times
as many samples from this density compared to the other methods which take samples from
5 different densities).
The space filling set using Euclidean distance is ξsfe = {0.33, 0.50, 0.63, 0.77, 0.90}.
These points are roughly equally spaced in the region of interest. For the space filling set
using SKLD, the selected points are ξsfk = {0.31, 0.50, 0.80, 0.86, 0.93}. Note that these
points are not evenly spread because we use a non-Euclidean distance.
For the other two methods, we need estimates of the asymptotic variances. We use the
SV estimator with the Tukey-Hanning window based on Markov chain samples from the
posterior density πξ for each ξ ∈ ξ. These samples were obtained using the Hamiltonian
Monte Carlo described earlier which was run to produce a sample of size 5000 for the first
stage and 2000 for the second stage with the first 1000 discarded as burn-in each time.
To derive the sequential minimax variance skeleton set, we start with ξ1 = {0.5}, and
compute the standard error at all remaining points using a Markov chain sample from
the posterior distribution of β at ξ = 0.5. The point which corresponds to the maximum
standard error is then added to the set and a corresponding sample is drawn and augmented
with the existing samples. This process is repeated until 5 points are selected. The final
set is ξseq = {0.31, 0.33, 0.50, 0.70, 0.77}.
For the maximum entropy skeleton set, we choose ξ to maximize the logarithm of the
determinant of the matrix V̂ξ from Section 3.3, the calculation of which requires samples
only from the first stage. We use simulated annealing with 250 iterations starting at the
space filling set with T0 = 10 and B = 10 according to the notations of Section 3.3. The
skeleton set obtained using this method is ξent = {0.27, 0.32, 0.50, 0.64, 0.93}.
The SV estimates (given in Theorem 2) of the SD, σu, of (1.1) across multiple ξ values
corresponding to the different skeleton sets, ξ, chosen are plotted in Figure 3. The five
methods have similar U-shaped pattern, however the entropy method is the most uniform
followed by the sequential method. On the other end, the naive importance sampling
method is the most sharp, and has the lowest standard error at ξ˜ but results in much
higher standard errors when moving further from that value. Indeed, at ξ = 0.32, the SV
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Figure 3: Vasoconstriction example: The left and right panels show estimates of SD(uˆ(dˆξ))
and values of log uˆ(dˆξ) across ξ for different skeleton sets respectively.
estimate of the asymptotic variance σ2u for the naive IS method is more than three times
larger than that for the entropy method.
The estimates of log(cξ(y)/cξ1(y)) for different ξ using logarithm of (1.1) corresponding
to the different skeleton sets, ξ, with ξ1 = 0.5, are shown in Figure 3. As expected the
estimates are nearly identical and the maximum of the plots is attained at about ξˆ = 0.49
when using the space filling skeleton set with the SKLD.
Next, we fix ξ at its estimate ξˆ = 0.49, and draw new Markov chain samples from
πξˆ(β|y). From this sample, we estimate the posterior mean of β as βˆ0 = −32.02, βˆ1 = 49.98,
and βˆ2 = 42.71.
5.2 Analysis of radionuclide concentrations in Rongelap using
spatial generalized linear mixed model
The dataset consists of spatial measurements of γ-ray counts yi observed during ℓi seconds
at the ith coordinate on the Rongelap island, i = 1, . . . , 157. These data were analyzed by
Diggle et al. (1998) and Christensen (2004) among others using a spatial generalized linear
mixed model.
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Following Christensen (2004), we consider a Poisson spatial generalized linear mixed
model (GLMM) using a parametric link function for the γ-ray counts, that is, we assume
yi|µi ind∼ Po(ℓiµi) with gλ(µi) = zi for i = 1, . . . , 157, where (5.1)
gλ(µ) =

µλ−1
λ
if λ > 0 and µ ≥ 1,
1−µ−λ
λ
if λ > 0 and 0 < µ < 1,
log µ if λ = 0.
.
Let y and µ denote the vectors of yi’s and µi’s respectively. The link function used here is
a modified version of the Box-Cox link function used in Christensen (2004). The advantage
of using this modified version is that it allows us to assume that the latent spatial field is
unconstrained Gaussian and avoid the separability problem discussed in Geyer (1994) (see
Evangelou and Roy, 2018, for details).
The latent variables z = (z1, . . . , z157) in (5.1) is modeled by a multivariate Gaussian
distribution corresponding to a Gaussian random field Z at the sampled locations. The par-
tial sill parameter σ2 is assigned a scaled-inverse-chi-square prior and the mean parameter
β is assigned a normal prior conditioned on σ2. Thus, we assume
Z|β, σ2 ∼ GRF(β, σ2, φ, ω, κ)
β|σ2 ∼ N(0, 100σ2)
σ2 ∼ ScInvX 2(1, 1),
where GRF(β, σ2, φ, ω, κ) denotes the Gaussian random field with constant mean β, Mate´rn
correlation, variance σ2, range φ, relative nugget ω and smoothness κ. Lastly, the parame-
ters ξ = (λ, φ, ω, κ), corresponding respectively to the link parameter, spatial range, relative
nugget, and Mate´rn smoothness, are also unknown, and are estimated by maximizing (1.1)
relative to an arbitrary reference point ξ1 to be defined later. Recently Roy et al. (2016)
used the generalized IS estimator (1.1) for implementing empirical Bayes (EB) estimation
of the link function parameter, spatial range, and relative nugget parameters of a binary
spatial GLMM. The same method is used here for estimating ξ which is equivalent to
maximizing the marginal likelihood for ξ after integrating out (z, β, σ2).
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Since β can be analytically integrated out, one can work with the posterior den-
sity of z and σ2, πξ(z, σ
2|y). Furthermore, Christensen (2004) noted that the naive
IS estimator can be highly variable when using Markov chain samples from πξ(z, σ
2|y).
Evangelou and Roy (2018) showed that generalized IS estimators also suffer from this prob-
lem and it is related to the separability problem mentioned in Geyer (1994). Therefore,
here we consider generalized IS estimators based on samples from the (transformed) density
πξ(µ, σ
2|y).
In order to narrow down the potential region of search, we initially choose a wide range
of values for each component of ξ, and form a large grid by combining discrete points within
these ranges. This gave us the set consisting of the following 94 points:
ξ ∈ {0, 0.5, . . . , 4} × {100, 425, . . . , 2700} × {0, 0.75, . . . , 6} × {0.1, 0.35, . . . , 2.1}.
A space filling algorithm using Euclidean distance, after each range is scaled in [0, 1], is
run to choose k = 10 points from this set. Samples from the k densities πξk(µ, σ
2|y)
corresponding to the k points in the set are generated using the MCMC algorithm of
Diggle et al. (1998) with size 1100. The first 300 samples are discarded as burn-in for each
density, thus retaining the final 800 samples. These samples are used in the evaluation of
the quasi-likelihood (2.3) which is then maximized to obtain dˆ. New Monte-Carlo samples
of size 500, with the first 300 discarded as burn-in and the final 200 retained, from each
density were used to evaluate (1.1) with d replaced by dˆ. We evaluate (1.1) for all points
in our initial grid and retain only those points whose value is not less than 60% of the
maximum value. The maximum value is attained at ξ˜ = (1, 425, 2.25, 0.6) and there were
33 points satisfying this criterion. These points form the search set Ξ˜ which is a subset of
Ξ˜ ⊂ {1} × {100, 425, . . . , 1400} × {1.50, 2.25, . . . , 4.50} × {0.35, 0.60, . . . , 2.10}.
The naive IS method with samples from the posterior density corresponding to ξnis = ξ˜
is considered for comparison. This point ξnis is shown in Figure 6. For estimating the
marginal density using this method we took 10000 MCMC samples after a burn-in of 300,
which corresponds to the same total number of samples using the multiple IS methods.
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Next we form the skeleton set ξ by choosing k = 10 elements from Ξ˜, one of which must
be ξ˜. This will be done using the three methods discussed in Section 3.
For the space filling method, we used two different measures of distance between the
elements of Ξ˜: the Euclidean distance and the approximate SKLD described in Section 3.1.
For computing the SKLD, because µi and σ
2 are positive, we do a change of variables
µi 7→ log µi and σ2 7→ log σ2 before computing the Laplace approximation. The algorithm
of Royle and Nychka (1998) is used to compute the space filling sets ξsfe and ξsfs which are
plotted in Figures 7 and 8 respectively.
For the other two proposed methods we use the SV estimate with the Tukey-Hanning
window. For obtaining samples from the posterior densities at skeleton points, we use
the same MCMC algorithm with the same lengths as in the first step. For the maximum
entropy, and A and D optimal methods, we use simulated annealing starting at ξsf with
250 iterations and with the temperature parameter decreasing according to the scheme of
Section 3.3 with T0 = 10 and B = 10. The sets ξseq, ξent are plotted in Figures 9 and 10
respectively.
The SV estimates using the Tukey-Hanning window of SDs of (1.1) across multiple
ξ values corresponding to the different skeleton sets ξ are computed. The maximum SD
estimates corresponding to one component of ξ fixed across the other components are shown
in Figure 4. On average, it can be seen that the sequential method has a lower maximum
variance in the range considered, and that the naive method has the highest variance.
The profile plots for the (ratios of) marginal likelihood estimates with ξ1 = ξ˜ are given
in Figure 10. Using ξsfs, the maximum is obtained at ξˆ = (1, 333, 2.39, 0.66). Finally, fixing
ξ = ξˆ, we estimate posterior means of (β, σ2) as βˆ = 6.13 and σˆ2 = 2.26.
6 Discussions
We consider situations where one is simultaneously interested in large number of target
distributions as in model selection and sensitivity analysis examples. The multiple IS es-
timators with more than one proposal distributions are particularly useful in this context.
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Figure 4: Profile SD estimates for the Rongelap data. One parameter is fixed and the
maximum SD across the other parameters is plotted against the fixed parameter. The
crosses indicate points included in the skeleton set.
We address a crucial issue in multiple IS estimation, namely the selection of proposal dis-
tributions in a systematic way — which has not received much attention in the literature.
Three methods are described for choosing representative proposal distributions from the
given family of target distributions. The first approach based on a geometric ‘coverage’
criterion is applicable to any multiple IS scheme when the target distributions are indexed
by real (or a metrizable space) valued parameters. The second method based on the maxi-
mum asymptotic variance can be used for any multiple IS estimators whose standard errors
are available. The maximum entropy method is designed for the two-stage generalized IS
estimators of Doss (2010). We compare the performance of these three methods in terms
of Monte Carlo standard errors for the estimators at all target pdfs. In particular, we
undertake these comparisons in the context of two detailed examples involving Bayesian
robit model, and Bayesian Poisson spatial GLMM.
The proposed methods except the one based on the geometric coverage criterion use
standard errors for the generalized IS method and the RL regression method. We construct
consistent SV estimators for these standard errors. Although these standard errors are used
here for selection of proposal distributions, these are important in their own rights as they
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are required for assessing the quality of the generalized IS estimators and the reverse logistic
estimator. The SV estimation of standard errors is illustrated using a negative binomial
GLM example.
Appendices
A Proof of Theorem 1
From Roy et al. (2018), we only need to show Ω̂
a.s.−→ Ω where the SV estimator Ω̂ is defined
in (2.9) and the k×k matrix Ω is as defined in Roy et al. (2018), that is, for r, s = 1, . . . , k,
Ωrs =
k∑
l=1
a2l
sl
[
Epil{Y (r,l)1 Y (s,l)1 }+
∞∑
i=1
Epil{Y (r,l)1 Y (s,l)1+i }+
∞∑
i=1
Epil{Y (r,l)1+i Y (s,l)1 }
]
,
where, for r, l = 1, . . . , k,
Y
(r,l)
i ≡ pr(X(l)i , ζ0)−Epil
(
pr(X, ζ0)
)
, i = 1, . . . , nl.
As in Roy et al. (2018), this will be proved in couple of steps. First, we consider a single
chain Φl used to calculate k quantities. We use the results in Vats et al. (2018) who obtain
conditions for the multivariate SV estimator to be strongly consistent. Second, we combine
results from the k independent chains. Finally, we show that Ω̂ is a strongly consistent
estimator of Ω.
Denote Y¯ (l) =
(
Y¯ (1,l), Y¯ (2,l), . . . , Y¯ (k,l)
)⊤
where Y¯ (r,l) =
∑nl
i=1 Y
(r,l)
i /nl. From Roy et al. (2018)
we have
√
nlY¯
(l) d→ N (0,Σ(l)) as nl →∞, where Σ(l) is a k × k covariance matrix with
Σ(l)rs = Epil{Y (r,l)1 Y (s,l)1 }+
∞∑
i=1
Epil{Y (r,l)1 Y (s,l)1+i }+
∞∑
i=1
Epil{Y (r,l)1+i Y (s,l)1 }. (A.1)
The SV estimator of Σ(l) is given in (2.8). We now prove the strong consistency of Σ̂(l).
Note that Σ̂(l) is defined using the terms Z¯
(l)
i ’s which involve the random quantity ζˆ. We
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define Σ̂(l)(ζ0) to be Σ̂
(l) with ζ0 substituted for ζˆ, that is,
Σ̂(l)(ζ0) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i∈Sj,n
[
Y
(l)
i − Y¯ (l)
] [
Y
(l)
i+j − Y¯ (l)
]⊤
for l = 1, . . . , k,
where Y
(l)
i =
(
Y
(1,l)
i , . . . , Y
(k,l)
i
)⊤
. We prove Σ̂(l)
a.s.−→ Σ(l) in two steps: (1) Σ̂(l)(ζ0) a.s.−→
Σ(l) and (2) Σ̂(l) − Σ̂(l)(ζ0) a.s.−→ 0. Under the conditions of Theorem 1, it follows from
Vats et al. (2018) that Σ̂(l)(ζ0)
a.s.−→ Σ(l) as nl → ∞. We show Σ̂(l)rs − Σ̂(l)rs (ζ0) a.s.−→ 0 where
Σ̂
(l)
rs and Σ̂
(l)
rs (ζ0) are the (r, s)th elements of the k×k matrices Σ̂(l)rs and Σ̂(l)rs (ζ0) respectively.
By the mean value theorem (in multiple variables), there exists ζ∗ = tζˆ + (1 − t)ζ0 for
some t ∈ (0, 1), such that
Σ̂(l)rs − Σ̂(l)rs (ζ0) = ∇Σ̂(l)rs (ζ∗) · (ζˆ − ζ0), (A.2)
where · represents the dot product. Note that
Σ̂(l)rs (ζ) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
Z
(r,l)
i (ζ)− Z¯(r,l)(ζ)
] [
Z
(s,l)
i+j (ζ)− Z¯(s,l)(ζ)
]
,
where Z
(r,l)
i (ζ) := pr(X
(l)
i , ζ) and Z¯
(r,l)(ζ) :=
∑nl
j=1 pr(X
(l)
j , ζ)/nl. Some calculations show
that for t 6= r
∂Z
(r,l)
j (ζ)
∂ζt
= −pr(X(l)j , ζ)pt(X(l)j , ζ)
and
∂Z
(r,l)
j (ζ)
∂ζr
= pr(X
(l)
j , ζ)(1− pr(X(l)j , ζ)).
Simplifying the notations, we denote U
(r,t)
j := ∂Z
(r,l)
j (ζ)/∂ζt, U¯
r := ∂Z¯(r,l)(ζ)/∂ζt and
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simply write Z
(r,l)
j and Z¯
(r,l) for Z
(r,l)
j (ζ) and Z¯
(r,l)(ζ) respectively. Thus we have
∂Σ̂
(l)
rs (ζ)
∂ζt
=
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
(Z
(r,l)
i − Z¯(r,l))(U (s,t)i+j − U¯ (s,t)) + (U (r,t)i − U¯ (r,t))(Z(s,l)i+j − Z¯(s,l))
]
=
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
(Z
(r,l)
i − Z¯(r,l))(U (s,t)i+j − U¯ (s,t))
]
(A.3)
+
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
(U
(r,t)
i − U¯ (r,t))(Z(s,l)i+j − Z¯(s,l))
]
, (A.4)
Let V
(l)
i := (Z
(r,l)
i , U
(s,t)
i )
T and
Σ̂
(l)
V (ζ) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
V
(l)
i − V¯ (l)
] [
V
(l)
i+j − V¯ (l)
]⊤
.
Since pr(X, ζ) is uniformly bounded by 1 and Φl is polynomially ergodic of order m > 1,
from Vats et al. (2018) we know that Σ̂
(l)
V (ζ)
a.s.−→ Σ(l)V (ζ) where Σ(l)V (ζ) is the covariance
matrix of the asymptotic distribution of
√
nl(V¯
(l)−EpilV ). Since the expression in (A.3) is
the off-diagonal elements of Σ̂
(l)
V (ζ), it is bounded with probability one. We can similarly
see that the expression in (A.4) is bounded with probability one. Note that, the proof to
show that ∂Σ̂
(l)
rs (ζ)/∂ζt is bounded with probability one is quite different from the proof in
Roy et al. (2018).
Note that the terms Z
(r,l)
i , U
(r,t)
i , etc, above actually depends on ζ, and we are indeed
concerned with the case where ζ takes on the value ζ∗, lying between ζˆ and ζ0. Since,
ζˆ
a.s.−→ ζ0, we have ζ∗ a.s.−→ ζ0 as nl →∞. Let ‖u‖ denotes the L1 norm of a vector u ∈ Rk.
So from (A.2), and the fact that ∂Σ̂
(l)
rs (ζ)/∂ζt is bounded with probability one, we have
|Σ̂(l)rs − Σ̂(l)rs (ζ0)| ≤ max
1≤t≤k
{∣∣∣∣∣∂Σ̂(l)rs (ζ∗)∂ζt
∣∣∣∣∣
}
‖ζˆ − ζ0‖ a.s.−→ 0 as n→∞.
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Let
Σ̂ =
Σ̂
(1)
. . . . . . . . . . .
0
0 Σ̂(k)
 .
Since Σ̂(l)
a.s.−→ Σ(l), for l = 1, . . . , k, it follows that Σ̂ a.s.−→ Σ where Σ is the corresponding
k2 × k2 covariance matrix, that is, Σ is a block diagonal matrix as Σ̂ with Σ(l) substituted
for Σ̂(l), l = 1, . . . , k. Define the following k × k2 matrix
An =
(
−
√
n
n1
a1Ik −
√
n
n2
a2Ik . . . −
√
n
nk
akIk
)
,
where Ik denotes the k × k identity matrix. Then we have Ω̂ ≡ AnΣ̂ATn a.s.−→ Ω as n→∞.
B Proof of Theorem 2 (a)
From Roy et al. (2018) we know that σ2u = qc(π;d)
⊤V c(π;d) + τ 2(π;d), where τ 2(π;d) =∑k
l=1(a
2
l /sl)τ
2
l (π;d), and
τ 2l (π;d) = Varpil(u(X
(l)
1 ;d)) + 2
∞∑
g=1
Covpil(u(X
(l)
1 ;d), u(X
(l)
1+g;d)).
To prove Theorem 2 (a), note that, we already have a consistent SV estimator V̂ of V .
From Roy et al. (2018) it follows that cˆ(π; dˆ)⊤V̂ cˆ(π; dˆ)
a.s.−→ c(π;d)⊤V c(π;d).
We now show τˆ 2l (π; dˆ) is a consistent estimator of τ
2
l (π;d) where τˆ
2
l is defined in (2.15).
Since the Markov chains {X(l)i }nli=1, l = 1, . . . , k are independent, it then follows that τ 2(π;d)
is consistently estimated by τˆ 2(π; dˆ) completing the proof of Theorem 2 (a).
If d is known from the assumptions of Theorem 2 and the results in Vats et al. (2018),
we know that τ 2l (π;d) is consistently estimated by its SV estimator τˆ
2
l (π;d). Note that,
τˆ 2l (π;d) is defined in terms of the quantities u(X
(l)
i ;d)’s. We now show that τˆ
2
l (π; dˆ) −
τˆ 2l (π;d)
a.s.−→ 0. Let
∂Umi (z) :=
∂ui(z)
∂zm
=
am
z2m
ν(X
(l)
i )νm(X
(l)
i )(∑
s asνs(X
(l)
i )/zs
)2 ,
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and ∂¯U
m
(z) be the averages of {∂Umi (z), i = 1, . . . , nl}. Denoting τˆ 2l (π; z) by G(z), by
the mean value theorem (in multiple variables), there exists d∗ = tdˆ + (1 − t)d for some
t ∈ (0, 1), such that G(dˆ) − G(d) = ∇G(d∗) · (dˆ − d). For any m ∈ {2, · · · , k}, and
z ∈ R+k−1,
∂G(z)
∂zm
=
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[ui(z)− u¯(z)]
[
∂Umi+j(z)− ∂¯Um(z)
]
+
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
∂Umi (z)− ∂¯Um(z)
]
[ui+j(z)− u¯(z)]
Then using similar arguments as in the proof of Theorem 1, it can be shown that ∂G(z)/∂zm
is bounded with probability one. Then it follows that
|G(dˆ)−G(d)| ≤ max
1≤m≤k−1
{∣∣∣∣∂G(d∗)∂zm
∣∣∣∣} ‖dˆ− d‖ a.s.−→ 0.
C Proof of Theorem 2 (b)
From Roy et al. (2018) we know that σ2η = qe(π;d)
⊤V e(π;d) + ρ(π;d), where
ρ(π;d) = ∇h(Epifu(π, π1), u(π, π1))⊤Γ(π;d)∇h(Epifu(π, π1), u(π, π1)),
Γ(π;d) =
k∑
l=1
a2l
sl
Γl(π;d); Γl(π;d) =
(
γ11 γ12
γ21 γ22
)
,
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with
γ11 ≡ γ11l (π;d) = Varpil(v[f ](X(l)1 ;d)) + 2
∞∑
g=1
Covpil(v
[f ](X
(l)
1 ;d), v
[f ](X
(l)
1+g;d)),
γ12 ≡ γ12l (π;d) = γ21 ≡ γ21l (π;d)
= Covpil(v
[f ](X
(l)
1 ;d), u(X
(l)
1 ;d))
+
∞∑
g=1
[Covpil(v
[f ](X
(l)
1 ;d), u(X
(l)
1+g;d)) + Covpil(v
[f ](X
(l)
1+g;d), u(X
(l)
1 ;d))]
γ22l ≡ γ22l (π;d) = Varpil(u(X(l)1 ;d)) + 2
∞∑
g=1
Covpil(u(X
(l)
1 ;d), u(X
(l)
1+g;d)).
From Roy et al. (2018) we know that eˆ(π; dˆ)⊤V̂ eˆ(π; dˆ)
a.s.−→ e(π;d)⊤V e(π;d). Thus, to
prove Theorem 2 (b), we only need to show that Γ̂l(π; dˆ)
a.s.−→ Γl(π;d).
If d is known, from the assumptions of Theorem 2 (b) and the results in Vats et al. (2018),
we know that Γl(π;d) is consistently estimated by its SV estimator Γ̂l(π;d). We now show
that Γ̂l(π; dˆ)− Γ̂l(π;d) a.s.−→ 0.
From Theorem 2 (a), we know that γˆ22l (π; dˆ) − γˆ22l (π;d) a.s.−→ 0 as γ22l is the same as
τ 2l (π;d) defined in (2.11). We now show γˆ
11
l (π; dˆ)− γˆ11l (π;d) a.s.−→ 0.
Let
∂V
[f ],m
i (z) :=
∂v
[f ]
i (z)
∂zm
=
am
z2m
f(X
(l)
i )ν(X
(l)
i )νm(X
(l)
i )(∑
s asνs(X
(l)
i )/zs
)2 ,
and ¯∂V
[f ],m
(z) be the averages of {∂V [f ],mi (z), i = 1, . . . , nl}.
Letting γˆ11l (π; z) by H(z), by the mean value theorem, there exists d
∗ = tdˆ+ (1− t)d
for some t ∈ (0, 1), such that H(dˆ)−H(d) = ∇H(d∗) · (dˆ − d). For any m ∈ {2, · · · , k},
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and z ∈ R+k−1,
∂H(z)
∂zm
=
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
v
[f ]
i (z)− v¯[f ](z)
] [
∂V
[f ],m
i+j (z)− ∂¯V [f ],m(z)
]
+
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i
[
∂V
[f ],m
i (z)− ¯∂V [f ],m(z)
] [
v
[f ]
i+j(z)− v¯[f ](z)
]
The rest of the proof is analogous to Theorem 2 (a) and thus we have γˆ11l (π; dˆ)−γˆ11l (π;d) a.s.−→
0. Finally, using similar arguments as before we can show γˆ12l (π; dˆ)− γˆ12l (π;d) a.s.−→ 0.
D Proof of Theorem 3
Since the Markov chains used in stage 1 are polynomially ergodic of order m > 1, from
Roy et al. (2018, Theorem 1), we have N1/2(dˆξ − dξ) d→ N (0, Vξ). Since n/N → q, it
follows that
√
n(dˆξ − dξ) d→ N (0, qVξ). Following Roy et al. (2018, Proof of Theorem 2)
we write
√
n(uˆ(πΞ˜\ξ, πξ1 ; dˆξ)− u(πΞ˜\ξ, πξ1)) =
√
n(uˆ(πΞ˜\ξ, πξ1 ; dˆξ)− uˆ(πΞ˜\ξ, πξ1 ;dξ))
+
√
n(uˆ(πΞ˜\ξ, πξ1 ;dξ)− u(πΞ˜\ξ, πξ1)).
(D.1)
Note that the 2nd term involves randomness only from the 2nd stage Markov chains. Since∑k
l=1 alEpilu(X ;dξ) = u(πΞ˜\ξ, πξ1), we have
√
n(uˆ(πΞ˜\ξ, πξ1 ;dξ)− u(πΞ˜\ξ, πξ1)) =
k∑
l=1
al
√
n
nl
∑nl
i=1(u(X
(l)
i ;dξ)− Epilu(X ;dξ))√
nl
.
Since Φl is polynomially ergodic of order m and Epil |u(X ;dξ)|2+δ is finite for each ξ ∈ Ξ˜ \ ξ
where m > 1 + 2/δ, it follows that
∑nl
i=1(u(X
(l)
i ;dξ) − Epilu(X ;dξ))/
√
nl
d→ N(0, Tl(dξ))
where Tl(dξ) is the matrix with elements defined in (3.2). As nl/n → sl and the Markov
chains Φl’s are independent, it follows that
√
n(uˆ(πΞ˜\ξ, πξ1 ;dξ)−u(πΞ˜\ξ, πξ1)) d→ N(0,
∑k
l=1(a
2
l /sl)Tl(dξ)).
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Next by Taylor series expansion of F (d) ≡ uˆ(πξ, πξ1 ;d) about dξ, we have
√
n(F (dˆξ)− F (dξ)) =
√
n∇F (dξ)⊤(dˆξ − dξ) +
√
n
2
(dˆξ − dξ)⊤∇2F (d∗)(dˆξ − dξ),
where d∗ is between dξ and dˆξ. As in Roy et al. (2018), we can then show that
√
n(uˆ(πξ, πξ1 ; dˆξ)− uˆ(πξ, πξ1 ;dξ)) =
√
qc(πξ;dξ)
√
N(dˆξ − dξ) + op(1).
Accumulating the terms for all ξ ∈ Ξ˜ \ ξ, we have
√
n(uˆ(πΞ˜\ξ, πξ1 ; dˆξ)− uˆ(πΞ˜\ξ, πξ1 ;dξ)) =
√
qC(πΞ˜\ξ;dξ)
√
N(dˆξ − dξ) + op(1).
Thus for constant vectors t1 and t2 of dimensions k − 1 and |Ξ˜ \ ξ| respectively, we have
t⊤1
√
n(dˆξ − dξ) + t⊤2
√
n(uˆ(πΞ˜\ξ, πξ1 ; dˆξ)− u(πΞ˜\ξ, πξ1))
=
√
q(t⊤1 + t
⊤
2 C(πΞ˜\ξ;dξ))
√
N(dˆξ − dξ) +
k∑
l=1
al
√
n
nl
∑nl
i=1 t
⊤
2 (u(X
(l)
i ;dξ)− Epilu(X ;dξ))√
nl
+ op(1)
d→ N(0, q(t⊤1 + t⊤2 C(πΞ˜\ξ;dξ))Vξ(t1 + C(πΞ˜\ξ;dξ)⊤t2) +
k∑
l=1
(a2l /sl)t
⊤
2 Tl(dξ)t2), (D.2)
where the last step follows from the independence of the Markov chains involved in the two
stages. Note that the variance in (D.2) is the same as
(t⊤1 , t
⊤
2 )
(
qVξ Σ12
Σ21 Σ22
)
(t⊤1 , t
⊤
2 )
⊤.
Hence the Crame´r-Wold device implies the joint CLT in (3.3). Thus Theorem 4 (a) is
proved.
From the proofs of Theorems 1 and 2 (a), we know that qĈ(πΞ˜\ξ; dˆξ)V̂ξĈ(πΞ˜\ξ; dˆξ)
⊤ is
a consistent estimator of qC(πΞ˜\ξ;dξ)VξC(πΞ˜\ξ;dξ)
⊤. If dξ is known from the assumptions
of Theorem 3 (b) and the results in Vats et al. (2018), we know that Tl(dξ) is consistently
estimated by its SV estimator T̂l(dξ) defined in (3.3). Then using similar arguments as in
the proof of Theorem 2 (a), we can show that every element of T̂l(dξ) − T̂l(dˆξ) converges
to zero (a.e.). Hence Theorem 3 (b) is proved.
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E Entropy decomposition for generalized IS estima-
tors of means
In this section, we prove a result similar to Theorem 3 for ηˆ[f ](π; dˆ). Let ηˆ[f ](πΞ˜\ξ; dˆξ) be
the vector of length |Ξ˜ \ ξ| consisting of ηˆ[f ](πξ; dˆξ)’s, ξ ∈ Ξ˜ \ ξ in a fixed order. Similarly
define vˆ[f ](πΞ˜\ξ; dˆξ) and the vector of true means EpiΞ˜\ξf . Let p ≡ |Ξ˜ \ ξ|. Let E(πΞ˜\ξ;dξ)
be the m×(k−1) matrix with rows e(πξ;dξ) (defined in Section 2.2 of the paper), ξ ∈ Ξ˜\ξ.
Similarly, define Ê(πΞ˜\ξ;dξ) with rows eˆ(πξ;dξ), ξ ∈ Ξ˜\ξ. As in Section 3 where we defined
uξ(x;d), define v[f ],ξ = f(x)uξ(x;d) := f(x)νξ(x)/(
∑k
s=1 asνξs(x)/ds) and let v
[f ](x;d) be
the p dimensional vector consisting of v[f ],ξ(x;d)’s, ξ ∈ Ξ˜ \ ξ. Define the 2p× 2p matrix
Λl(d) =
(
Λ11l (d) Λ
12
l (d)
Λ21l (d) Tl(d)
)
, (E.1)
where the elements of Λ11l (d) are given by
λ11l (πξ, πξ′ ;d) = Covpil(v
[f ],ξ(X
(l)
1 ;d), v
[f ],ξ′(X
(l)
1 ;d)) +
∞∑
g=1
Covpil(v
[f ],ξ(X
(l)
1 ;d), v
[f ],ξ′(X
(l)
1+g;d))
+
∞∑
g=1
Covpil(v
[f ],ξ(X
(l)
1+g;d), v
[f ],ξ′(X
(l)
1 ;d)),
and the elements of Λ12l (d) are given by
λ12l (πξ, πξ′ ;d) = Covpil(v
[f ],ξ(X
(l)
1 ;d), u
ξ′(X
(l)
1 ;d)) +
∞∑
g=1
Covpil(v
[f ],ξ(X
(l)
1 ;d), u
ξ′(X
(l)
1+g;d))
+
∞∑
g=1
Covpil(v
[f ],ξ(X
(l)
1+g;d), u
ξ′(X
(l)
1 ;d)).
Also Λ21l (d) = Λ
12
l (d)
⊤ and let Λ(d) =
∑k
l=1(a
2
l /sl)Λl(dξ). Define a function h : R
2p → Rp
where
h(x1, . . . , x2p) =
( x1
xp+1
,
x2
xp+2
, . . . ,
xp
x2p
)
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with its gradient given by
∇h(x) =

1/xp+1 0 . . . 0 −x1/x2p+1 0 . . . 0
0 1/xp+2 . . . 0 0 −x2/x2p+2 . . . 0
...
...
...
...
...
...
. . .
...
0 0 . . . 1/x2p 0 0 . . . −xp/x22p
 .
Define the p× p matrix
ρ(d) = ∇h(EpiΞ˜\ξf⊙u(πΞ˜\ξ, πξ1),u(πΞ˜\ξ, πξ1))⊤Λ(d)∇h(EpiΞ˜\ξf⊙u(πΞ˜\ξ, πξ1),u(πΞ˜\ξ, πξ1)⊤,
where ⊙ denotes element-wise multiplication. Let
Λ̂l(d) =
1
nl
bnl−1∑
j=−(bnl−1)
wnl(j)
∑
i∈Sj,n
(
v[f ](X
(l)
i ;d)− v¯[f ](d)
u(X
(l)
i ;d)− u¯(d)
)(
v[f ](X
(l)
i+j;d)− v¯[f ](d)
u(X
(l)
i+j ;d)− u¯(d)
)⊤
,
(E.2)
where bnl’s are the truncation points, wnl(j)’s are lag window, and v¯
[f ](d) =
∑nl
i=1 v
[f ](X
(l)
i ;d)/nl.
Let Λ̂(d) ≡∑kl=1(a2l n/nl)Λ̂l(d). Finally, let
ρˆ(dˆξ) = ∇h(vˆ[f ](πΞ˜\ξ; dˆξ), uˆ(πΞ˜\ξ, πξ1 ; dˆξ))Λ̂(dˆξ)∇h(vˆ[f ](πΞ˜\ξ; dˆξ), uˆ(πΞ˜\ξ, πξ1 ; dˆξ))⊤,
Theorem 4 Suppose there exists q ∈ [0,∞) such that n/N → q where N ≡ ∑kl=1 and
n =
∑k
l=1 nl are the total sample sizes for stages 1 and 2 respectively. In addition, let
nl/n→ sl for l = 1, · · · , k.
(a) Assume that the stage 1 Markov chains obtained by running at the skeleton points ξ
are polynomially ergodic of order m > 1. Further, assume that the stage 2 Markov
chains Φ1, . . . ,Φk are polynomially ergodic of orderm, and for some δ > 0 Epil|uξ(X ;dξ)|2+δ <
∞ and Epil|v[f ],ξ(X ;dξ)|2+δ <∞ for each ξ ∈ Ξ˜\ξ and l = 1, · · · , k wherem > 1+2/δ.
Then as n1, . . . , nk →∞,
√
n
(
dˆξ − dξ
ηˆ[f ](πΞ˜\ξ; dˆξ)− EpiΞ˜\ξf
)
d→ N
(
0,
(
qVξ ∆12
∆21 ∆22
))
, (E.3)
where Σ21 = qE(πΞ˜\ξ;dξ)Vξ, Σ12 = Σ
⊤
21, and Σ22 = qE(πΞ˜\ξ;dξ)VξE(πΞ˜\ξ;dξ)
⊤ +
ρ(dξ).
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(b) Suppose that the conditions of Theorem 1 hold for the stage 1 Markov chains. Let
V̂ξ be the consistent estimator of Vξ given in Theorem 1. Assume that the Markov
chains Φ1, . . . ,Φk are polynomially ergodic of order m ≥ (1 + ǫ)(1 + 2/δ) for some
ǫ, δ > 0 such that Epil‖u(X ;d)‖4+δ < ∞ and Epil‖v[f ](X ;d)‖4+δ < ∞, (‖ · ‖ denote
the Euclidean norm) for all l = 1, . . . , k, and wnl and bnl satisfy conditions 1-4 in
(Vats et al., 2018, Theorem 2). Then (n/N)Ê(πΞ˜\ξ; dˆξ)V̂ξÊ(πΞ˜\ξ; dˆξ)
⊤ + ρˆ(dˆξ) is a
strongly consistent estimator of ∆22 and (n/N)Ê(πΞ˜\ξ; dˆξ)V̂ξ is a consistent estimator
of ∆21.
Using similar arguments as in Section 3.3 of the paper, the joint entropy of ηˆ[f ](πΞ˜\ξ; dˆξ)
and dˆξ is sum of the entropy of dˆξ, and the conditional entropy of ηˆ
[f ](πΞ˜\ξ; dˆξ) given
dˆξ. Thus the maximum entropy selection of skeleton points boils down to choosing ξ by
maximizing log det(V̂ξ).
Proof of Theorem 4. Since the Markov chains used in stage 1 are polynomially ergodic of
order m > 1, from Roy et al. (2018, Theorem 1), we have N1/2(dˆξ−dξ) d→ N (0, Vξ). Since
n/N → q, it follows that √n(dˆξ − dξ) d→ N (0, qVξ). Following Roy et al. (2018, Proof of
Theorem 3) we write
√
n(ηˆ[f ](πΞ˜\ξ; dˆξ)−EpiΞ˜\ξf) =
√
n(ηˆ[f ](πΞ˜\ξ; dˆξ)−ηˆ[f ](πΞ˜\ξ;dξ))+
√
n(ηˆ[f ](πΞ˜\ξ;dξ)−EpiΞ˜\ξf).
(E.4)
The 2nd term involves randomness only from the 2nd stage Markov chains. Note that
vˆ(πΞ˜\ξ;dξ)
a.s.−→
k∑
l=1
alEpiξlv
[f ](X ;dξ) = EpiΞ˜\ξf ⊙ u(πΞ˜\ξ, πξ1).
Since
∑k
l=1 alEpilu(X ;dξ) = u(πΞ˜\ξ, πξ1), we have
√
n
(
vˆ(πΞ˜\ξ;dξ)− EpiΞ˜\ξf ⊙ u(πΞ˜\ξ, πξ1)
uˆ(πΞ˜\ξ, πξ1 ;dξ)− u(πΞ˜\ξ, πξ1)
)
=
k∑
l=1
al
√
n
nl
1√
nl
nl∑
i=1
(
v[f ](X
(l)
i ;dξ)− Epilv[f ](X ;dξ)
u(X
(l)
i ;dξ)− Epilu(X ;dξ)
)
.
(E.5)
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Since Φl is polynomially ergodic of orderm and Epil|u(X ;dξ)|2+δ and Epil|v[f ],ξ(X ;dξ)|2+δ <
∞ are finite for each ξ ∈ Ξ˜ \ ξ where m > 1 + 2/δ, it follows that
1√
nl
nl∑
i=1
(
v[f ](X
(l)
i ;dξ)− Epilv[f ](X ;dξ)
u(X
(l)
i ;dξ)− Epilu(X ;dξ)
)
d→ N(0,Λl(dξ))
where Λl(dξ) is defined in (E.1). As nl/n→ sl and the Markov chains Φl’s are independent,
it follows that
√
n
(
vˆ(πΞ˜\ξ;dξ)−EpiΞ˜\ξf ⊙ u(πΞ˜\ξ, πξ1)
uˆ(πΞ˜\ξ, πξ1 ;dξ)− u(πΞ˜\ξ, πξ1)
)
d→ N(0,Λ(dξ))).
Then applying the delta method to the function h we have a CLT for the estimator
ηˆ[f ](πΞ˜\ξ;dξ), that is, we have
√
n(ηˆ[f ](πΞ˜\ξ;dξ)−EpiΞ˜\ξf)
d→ N(0,ρ(dξ)).
Next by Taylor series expansion of L(d) = ηˆ[f ](πξ;d) about dξ, we have
√
n(L(dˆξ)− L(dξ)) =
√
n∇L(dξ)⊤(dˆξ − dξ) +
√
n
2
(dˆξ − dξ)⊤∇2L(d∗)(dˆξ − dξ),
where d∗ is between dξ and dˆξ. As in Roy et al. (2018), we can then show that
√
n(ηˆ[f ](πξ;d)− ηˆ[f ](πξ′ ;d)) = √qe(πξ;dξ)
√
N(dˆξ − dξ) + op(1).
Accumulating the terms for all ξ ∈ Ξ˜ \ ξ, we have
√
n(ηˆ[f ](πΞ˜\ξ; dˆξ)− ηˆ[f ](πΞ˜\ξ;dξ)) =
√
qE(πΞ˜\ξ;dξ)
√
N(dˆξ − dξ) + op(1).
Thus for constant vectors t1 and t2 of dimensions k − 1 and p respectively, we have
t⊤1
√
n(dˆξ − dξ) + t⊤2
√
n(ηˆ[f ](πΞ˜\ξ; dˆξ)− ηˆ[f ](πΞ˜\ξ;dξ))
d→ N(0, q(t⊤1 + t⊤2 E(πΞ˜\ξ;dξ))Vξ(t1 + E(πΞ˜\ξ;dξ)⊤t2) + t⊤2 ρ(dξ)t2), (E.6)
where the last step follows from the independence of the Markov chains involved in the two
stages. Note that the variance in (E.6) is the same as
(t⊤1 , t
⊤
2 )
(
qVξ ∆12
∆21 ∆22
)
(t⊤1 , t
⊤
2 )
⊤.
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Hence the Crame´r-Wold device implies the joint CLT in (E.3). Thus Theorem 5 (a) is
proved.
From the proofs of Theorem 1 and Theorem 2 (b), we know that qÊ(πΞ˜\ξ; dˆξ)V̂ξÊ(πΞ˜\ξ; dˆξ)
⊤
is a consistent estimator of qE(πΞ˜\ξ;dξ)VξE(πΞ˜\ξ;dξ)
⊤. Also,∇h(vˆ[f ](πΞ˜\ξ; dˆξ), uˆ(πΞ˜\ξ, πξ1; dˆξ)) a.s.−→
∇h(EpiΞ˜\ξf ⊙ u(πΞ˜\ξ, πξ1),u(πΞ˜\ξ, πξ1)). If dξ is known from the assumptions of Theo-
rem 5 (b) and the results in Vats et al. (2018), we know that Λl(dξ) is consistently esti-
mated by its SV estimator Λ̂l(dξ) defined in (E.1). Then using similar arguments as in the
proof of Theorem 3, we can show that every element of Λ̂l(dξ)− Λ̂l(dˆξ) converges to zero
(a.e.). Thus ρˆ(dˆξ) is a consistent estimator of ρ(dξ). Hence Theorem 5 (b) is proved.
F Analysis of Finney’s (1947) vasoconstriction data
using a mixture of multivariate normal proposals
Although in the paper, the proposed methods of choosing reference distributions are pre-
sented using the two-stage IS scheme of Doss (2010), these are applicable to a wider class
of IS methods. To demonstrate this, in this section we analyze the vasoconstriction data
(Finney, 1947) using the model and method discussed in Section 5.1 of the main paper
with the difference that the proposal densities are now chosen from the multivariate nor-
mal family instead of the family of the posterior density of β. Thus we are now able to
draw iid samples from the importance sampling distributions that is not the case when
these are posterior densities of β which require MCMC sampling. Since d is known, the
reverse logistic estimation is not needed here. The space filling and sequential approaches
developed in the main paper can be used for selecting multivariate normal proposals as we
describe below.
If nl iid samples, X
(l)
i , i = 1, . . . , nl, are drawn from the density gl(x) (a normal density
described later), l = 1, . . . , k, then the normalizing constant, cξ, of the posterior density
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πξ(x) ≡ νξ(x)/cξ, is estimated by
cˆξ =
1
|n|
k∑
l=1
nl∑
i=1
νξ(X
(l)
i )
g¯(X
(l)
i )
, (F.1)
where n = n1 + . . .+ nk and g¯(x) = (n1/n)g1(x) + . . .+ (nk/n)gk(x). The variance of this
estimator is estimated by
V̂ar(cˆξ) =
1
n
k∑
l=1
nl∑
i=1
(
νξ(X
(l)
i )
g¯(X
(l)
i )
− cˆξ
)2
. (F.2)
For the space filling method, the sets ξsfe and ξsfk are derived in the same way as
discussed in Section 5.1 of the main paper. However, instead of using selected posterior
densities as proposal distributions, here we use normal approximation to the posterior den-
sities as reference distributions. In particular, for ξ ∈ ξsfe or ξsfk, let β˜ denote the maximizer
of ℓξ(β|y)π(β) and let H˜ denote the Hessian matrix of − log{ℓξ(β|y)π(β)} evaluated at β˜.
Then the normal approximation to πξ(β|y) is taken to be the multivariate normal with
mean β˜ and variance H˜−1. Thus, gl is the normal approximation to the posterior density
πξl(β|y), where ξl is a skeleton point.
Unlike in Section 5.1 in the main paper, where we used Hamiltonian Monte Carlo
to obtain approximate samples from the proposal (posterior) densities, here we draw iid
samples from the proposal distributions. We use (F.1) to estimate cξ for all 71 ξ values
in the interesting range (0.25, 0.95) identified previously. We set k = 5 and generate
nl = 50000 samples from each of the densities gl, l = 1, . . . , 5. We also use naive importance
sampling by drawing 5 × 50000 samples from the normal approximation to the posterior
for β corresponding to ξ = ξ˜ = 0.5.
For the sequential method, we aim to select the set ξseq sequentially, starting with
ξ(1)seq = {ξ˜}. At the jth iteration, we obtain the set ξ(j)seq. For each element in this set we
draw samples from the normal approximation to the posterior density corresponding to this
ξ, as described in the previous paragraph. Using these samples we compute, using (F.2),
the variance of cˆξ for the choice of 72 values of ξ covering the interesting range. The value
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of ξ corresponding to the highest variance is added to the set. The final set obtained using
this method is ξseq = {0.27, 0.28, 0.29, 0.30, 0.50}.
Plots of cˆξ using the different methods are shown in Figure 5. It can be seen that all
methods roughly give the estimate ξˆ around 0.5. The plots of the standard error estimates
using (F.2) are also shown in Figure 5. It can be seen that the naive IS method leads to
significantly higher error compared to the multiple IS methods and will require roughly four
times as many Monte Carlo samples as the other methods to achieve the same accuracy.
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Figure 5: Importance sampling estimate of the marginal density for Finney’s vasoconstric-
tion data using normal proposal densities (left); and estimates of standard deviation of the
marginal density estimates (right).
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G Additional plots on the analysis of radionuclide
concentrations in Rongelap using spatial general-
ized linear mixed model
This section includes additional plots related to the selection of proposal densities for the
analysis of radionuclide concentrations in Rongelap. In Figures 6-10 we plot the skeleton
set for the different methods considered in our analysis. In Figure 11 we plot profiles of
the (ratios of the) marginal likelihood estimates for the parameter ξ.
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Figure 6: Naive importance sampling skeleton set.
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Figure 7: Space-filling skeleton set using Euclidean distance for the Rongelap data.
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Figure 8: Space-filling skeleton set using SKLD for the Rongelap data.
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Figure 9: Sequential maximum variance skeleton set for the Rongelap data.
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Figure 10: Maximum entropy skeleton set for the Rongelap data.
53
0.0 0.5 1.0 1.5 2.0
−
3
0
−
2
5
−
2
0
−
1
5
−
1
0
−
5
0
λ
200 400 600 800 1000 1200 1400
−
0
.4
−
0
.3
−
0
.2
−
0
.1
0
.0
φ
1.5 2.0 2.5 3.0 3.5 4.0 4.5
−
0.
35
−
0.
25
−
0.
15
−
0.
05
ω
0.5 1.0 1.5 2.0
−
0.
4
−
0.
3
−
0.
2
−
0.
1
0.
0
κ
NIS SFE SFS SEQ ENT
Figure 11: Profile plots of log uˆ(dˆξ) when one parameter is fixed across the other parameters
plotted against the fixed parameter for the Rongelap data.
54
References
Be´lisle, C. J. (1992). Convergence theorems for a class of simulated annealing algorithms
on Rd. Journal of Applied Probability, 29(4):885–895.
Buta, E. and Doss, H. (2011). Computational approaches for empirical Bayes methods and
Bayesian sensitivity analysis. The Annals of Statistics, 39:2658–2685.
Cappe´, O., Guillin, A., Marin, J. M., and Robert, C. P. (2004). Population Monte Carlo.
Journal of Computational and Graphical Statistics, 13:907–929.
Caselton, W. F. and Zidek, J. V. (1984). Optimal monitoring network designs. Statistics
& Probability Letters, 2(4):223–227.
Christensen, O. F. (2004). Monte Carlo maximum likelihood in model-based geostatistics.
Journal of Computational and Graphical Statistics, 13(3):702–718.
Diggle, P. J., Tawn, J. A., and Moyeed, R. A. (1998). Model-based geostatistics. Journal
of the Royal Statistical Society: Series C (Applied Statistics), 47(3):299–350.
Doss, H. (2010). Estimation of large families of Bayes factors from Markov chain output.
Statistica Sinica, 20:537–560.
Doss, H. and Tan, A. (2014). Estimates and standard errors for ratios of normalizing
constants. Journal of the Royal Statistical Society, Series B, 76:683–712.
Elvira, V., Martino, L., Luengo, D., and Bugallo, M. F. (2015). Generalized multiple
importance sampling. ArXiv.
Evangelou, E. and Roy, V. (2018). Effective reparameterized importance sam-
pling for spatial generalized linear mixed models with parametric links. Arxiv.
https://arxiv.org/abs/1803.04739.
55
Evangelou, E., Zhu, Z., and Smith, R. L. (2011). Estimation and prediction for spatial
generalized linear mixed models using high order laplace approximation. Journal of
Statistical Planning and Inference, 141(11):3564–3577.
Finney, D. J. (1947). The estimation from individual records of the relationship between
dose and quantal response. Biometrika, 34:320–334.
Flegal, J. M. and Jones, G. L. (2010). Batch means and spectral variance estimators in
Markov chain Monte Carlo. The Annals of Statistics, 38:1034–1070.
George, C. P. and Doss, H. (2018). Principled selection of hyperparameters in the latent
Dirichlet allocation model. Journal of Machine Learning Research, 18(162):1–38.
Geyer, C. J. (1994). Estimating normalizing constants and reweighting mixtures in Markov
chain Monte Carlo. Technical Report 568, School of Statistics, University of Minnesota.
Geyer, C. J. (2011). Handbook of Markov chain Monte Carlo, chapter Importance Sampling,
Simulated Tempering, and Umbrella Sampling, pages 295–311. CRC Press, Boca
Raton, FL.
Geyer, C. J. and Thompson, E. A. (1992). Constrained Monte Carlo maximum likelihood
for dependent data. Journal of the Royal Statistical Society, Series B, 54:657–699.
Geyer, C. J. and Thompson, E. A. (1995). Annealing Markov chain Monte Carlo with
applications to ancestral inference. Journal of the American Statistical Association,
90:909–920.
Ghosh, J. K., Delampady, M., and Samanta, T. (2007). An introduction to Bayesian
analysis: theory and methods. Springer Science & Business Media.
Gill, R. D., Vardi, Y., and Wellner, J. A. (1988). Large sample theory of empirical distri-
butions in biased sampling models. The Annals of Statistics, 16:1069–1112.
56
Jeffreys, H. (1946). An invariant form for the prior probability in estimation problems. In
Proceedings of the Royal Society of London a: mathematical, physical and engineering
sciences, volume 186, pages 453–461. The Royal Society.
Kass, R. E. (1989). The geometry of asymptotic inference. Statistical Science, pages 188–
219.
Ko, C.-W., Lee, J., and Queyranne, M. (1995). An exact algorithm for maximum entropy
sampling. Operations Research, 43(4):684–691.
Kong, A., McCullagh, P., Meng, X.-L., Nicolae, D., and Tan, Z. (2003). A theory of
statistical models for Monte Carlo integration (with discussion). Journal of the Royal
Statistical Society, Series B, 65:585–618.
Marinari, E. and Parisi, G. (1992). Simulated tempering: A new Monte Carlo scheme.
Europhysics Letters, 19:451–458.
Meng, X.-L. and Wong, W. H. (1996). Simulating ratios of normalizing constants via a
simple identity: A theoretical exploration. Statistica Sinica, 6:831–860.
Nychka, D., Furrer, R., Paige, J., and Sain, S. (2017). fields. R package version 9.0.
Owen, A. and Zhou, Y. (2000). Safe and effective importance sampling. Journal of the
American Statistical Association, 95:135–143.
R Core Team (2015). R: A Language and Environment for Statistical Computing. R
Foundation for Statistical Computing, Vienna, Austria.
Rao, C. R. (1982). Diversity: Its measurement, decomposition, apportionment and analysis.
Sankhya¯: The Indian Journal of Statistics, Series A, pages 1–22.
Roy, V. (2014). Efficient estimation of the link function parameter in a robust Bayesian
binary regression model. Computational Statistics and Data Analysis, 73:87–102.
57
Roy, V. and Chakraborty, S. (2017). Selection of tuning parameters, solution paths and
standard errors for Bayesian lassos. Bayesian Analysis, 12:753–778.
Roy, V., Evangelou, E., and Zhu, Z. (2016). Efficient estimation and prediction for the
Bayesian binary spatial model with flexible link functions. Biometrics, 72:289–298.
Roy, V., Tan, A., and Flegal, J. (2018). Estimating standard errors for importance sampling
estimators with multiple markov chains. Statistica Sinica, 28:1079–1101.
Royle, J. A. and Nychka, D. (1998). An algorithm for the construction of spatial coverage
designs with implementation in SPLUS. Computers & Geosciences, 24(5):479–488.
Shewry, M. C. and Wynn, H. P. (1987). Maximum entropy sampling. Journal of applied
statistics, 14(2):165–170.
Stan Development Team (2017). RStan: the R interface to Stan. R package version 2.14.2.
http://mc-stan.org.
Tan, A., Doss, H., and Hobert, J. P. (2015). Honest importance sampling with multiple
Markov chains. Journal of Computational and Graphical Statistics, 24:792–826.
Tan, Z. (2004). On a likelihood approach for Monte Carlo integration. Journal of the
American Statistical Association, 99:1027–1036.
Vardi, Y. (1985). Empirical distributions in selection bias models. The Annals of Statistics,
13:178–203.
Vats, D., Flegal, J. M., and Jones, G. L. (2018). Strong consistency of the multivariate
spectral variance estimator in Markov chain Monte Carlo. Bernoulli, 24:1860–1909.
Veach, E. and Guibas, L. (1995). Optimally combining sampling techniques for Monte Carlo
rendering. SIGGRAPH 95 Conference Proceedings, Reading MA. Addison-Wesley,
pages 419–428.
58
NIS SFE SFS SEQ ENT
0
5
1
0
1
5
2
0
NIS SFE SFS SEQ ENT
0
.
6
1
.
0
1
.
4
1
.
8
NIS SFE SFS SEQ ENT
0
5
1
0
1
5
2
0
NIS SFE SFS SEQ ENT
0
.
6
1
.
0
1
.
4
1
.
8
NIS SFE SFS SEQ ENT
0
5
1
0
1
5
2
0
NIS SFE SFS SEQ ENT
0
.
6
1
.
0
1
.
4
1
.
8
NIS SFE
0
5
1
0
1
5
2
0
NIS SFE
0
.
6
1
.
0
1
.
4
1
.
8
λ0.6 0.8 1.0 1.2 1.4
2
0
0
6
0
0
1
0
0
0
1
4
0
0
0
.
5
1
.
0
1
.
5
2
.
0
φ
200 600 1000 1400
1.5 2.5 3.5 4.5
ω
0
.
6
0
.
8
1
.
0
1
.
2
1
.
4
1
.
5
2
.
5
3
.
5
4
.
5
κ
0.5 1.0 1.5 2.0
λ0.6 0.8 1.0 1.2 1.4
2
0
0
6
0
0
1
0
0
0
1
4
0
0
0
.
5
1
.
0
1
.
5
2
.
0
φ
200 600 1000 1400
1.5 2.5 3.5 4.5
ω
0
.
6
0
.
8
1
.
0
1
.
2
1
.
4
1
.
5
2
.
5
3
.
5
4
.
5
κ
0.5 1.0 1.5 2.0
λ0.6 0.8 1.0 1.2 1.4
2
0
0
6
0
0
1
0
0
0
1
4
0
0
0
.
5
1
.
0
1
.
5
2
.
0
φ
200 600 1000 1400
1.5 2.5 3.5 4.5
ω
0
.
6
0
.
8
1
.
0
1
.
2
1
.
4
1
.
5
2
.
5
3
.
5
4
.
5
κ
0.5 1.0 1.5 2.0
λ0.6 0.8 1.0 1.2 1.4
2
0
0
6
0
0
1
0
0
0
1
4
0
0
0
.
5
1
.
0
1
.
5
2
.
0
φ
200 600 1000 1400
1.5 2.5 3.5 4.5
ω
0
.
6
0
.
8
1
.
0
1
.
2
1
.
4
1
.
5
2
.
5
3
.
5
4
.
5
κ
0.5 1.0 1.5 2.0
λ0.6 0.8 1.0 1.2 1.4
2
0
0
6
0
0
1
0
0
0
1
4
0
0
0
.
5
1
.
0
1
.
5
2
.
0
φ
200 600 1000 1400
1.5 2.5 3.5 4.5
ω
0
.
6
0
.
8
1
.
0
1
.
2
1
.
4
1
.
5
2
.
5
3
.
5
4
.
5
κ
0.5 1.0 1.5 2.0
