Regardless of studies and debates over a century, the true meaning of the second law of thermodynamics still remains illusive. One outstanding question is whether the entropy of a closed system increases monotonically, or just probabilistically. Here I revisit the seminal ideas about non-equilibrium statistical entropy due to Boltzmann and due to Gibbs, and synthesize them into a coherent and precise framework. Using this framework, I clarify the anthropomorphic principle of entropy, and analyze the evolution of entropy for classical Hamiltonian systems under different experimental setups. I find that evolution of Boltzmann entropy obeys a Stochastic H-Theorem, which relates probability of Boltzmann entropy increasing to that of decreasing. By contrast, the coarse-grained Gibbs entropy is monotonically increasing, if the microscopic dynamics is locally mixing, and the initial state is a Boltzmann state. These results clarify the precise meaning of the second law of thermodynamics for classical systems, and demonstrate that it is the initial condition as a Boltzmann state that is ultimately responsible for the arrow of time. * Electronic address: xxing@sjtu.edu.cn 1 arXiv:1709.08906v2 [cond-mat.stat-mech]
"· · · if the initial state is not specially arranged for a certain purpose, but haphazard governs freely, the probability that H decreases is always greater than that it increases · · · ". This seems to imply a stochastic version of H-theorem, which, however, has never been established explicitly.
Boltzmann's H function is applicable only for dilute gases. For general macroscopic systems, Boltzmann "defined" a macro-state as a collection of micro-states that are macroscopically indistinguishable, and entropy via his famous formula [7] : S B = log W , where W is the number of these micro-states. S B shall be called Boltzmann entropy. Closely associated with this formula is Boltzmann's fundamental postulate of equal a priori probability, which says that all W states within the same collection are equally likely. Note, however, Boltzmann's "definitions" are not a definition in rigorous sense, unless the term "macroscopically indistinguishable" is made precise. As Einstein remarked [7, 10] : "Neither Herr Boltzmann nor Herr Planck has given a definition of W ." Similar view was also expressed by R. Penrose [12] . Very little is known about evolution of Boltzmann entropy in general [37] .
In recent decades, studies of thermostated, dissipative non-equilibrium systems have led to a number of general results called Fluctuation Theorems (FTs) [15] [16] [17] [18] [19] [20] , which relate the probability of a process Π + with entropy production ∆S to that of the time-reversed process Π − with entropy production −∆S. The most general form of these theorems appears to be:
where Π ± are macroscopic processes that start either from equilibrium, or from a steady state. Hence entropy production may be either positive or negative. Similar results were actually obtained by Bochkov and Kuzovlev as early as 1970's and 1980's [21] . It is however often not clear how the entropy production ∆S is related to the change of total entropy. To obtain a rigorous resolution of this issue, Liouville theorem can not be evaded.
It may be attempting to interpret negative entropy production, which is allowed according to Eq. (2), as spontaneous violation of second law due to fluctuations. However, careful inspections always indicate that decrease of entropy is associated with measurements. To apply Eq. (2), for example, one needs to measure the initial and final states of the processes Π ± . The more refined the measurements, generically the lower entropy the resulting state.
Possibility of negative ∆S in Eq. (2) is therefore no more (and no less) than the paradox of Maxwell Demon, which can be resolved once the information acquired by the observer is taken into account [38] . In general, observers have a substantial degree of control over entropy via measurements, a fact that may be called the anthropomorphic principle of entropy [6] . Hence before talking about the proper definition and evolution of entropy, one must specify how the system is being measured.
In summary, our understanding of the second law and macroscopic irreversibility is still limited to heuristic reasoning and qualitative arguments, which more or less resemble that of Boltzmann in his late years [39] . At this stage, we lack evidence for decrease of entropy, just as we lack proof for monotonic increase of entropy. We do not yet know whether macroscopic irreversibility is a reality, or merely an illusion due to our short life time. To make progress,
we will first give a precise reformulation of the seminal ideas by Boltzmann and by Gibbs, and clarify the proper definition of statistical entropy in different non-equilibrium experimental situations.
I. UNIFICATION OF BOLTZMANN AND GIBBS
Boltzmann's Macro-states and Entropy We shall focus on classical Hamiltonian systems exclusively in this work. Discussion of quantum systems will be reserved for a separate publication. We use x = (q N , p N ) to denote a micro-state, the totality of which forms the phase space Ω. Here q N , p N are canonical coordinates and momenta. Following the notations by Goldstein and Lebowitz [23] , we introduce a finite set of mechanical quantities {M (x)} = {M 1 (x), . . . , M m (x)}, which shall be called the macroscopic quantities, to partition the phase space into cells, which shall be labeled by capital Roman letters, A, B, C, or A i , etc, and shall be called Boltzmann cells. Neighboring cells differ in macroscopic quantities {M (x)} by at most an amount , which is in principle set by the resolution limit of measuring apparatus. Every micro-state x belongs to one and only one cell A, while the union of all cells is the entire phase space:
denote union and intersection of sets. We shall choose Following Boltzmann, all micro-states within a single cell A will be defined as macroscopically indistinguishable, the totality of which forms a Boltzmann macro-state. We assign a probability distribution to all these states, according to the fundamental postulate of equal a priori probability:
where -A-is the dimensionless volume of cell A (see Eq. (4) for an explanation) and 
where h dN is a microscopic unit of phase space volume. Correspondingly, integration over phase space will also be made dimensionless below.
Gibbs' Coarse-graining
A fine-grained distribution is defined as a properly normalizednon-negative function ρ(x) in Ω. The Gibbs entropy of such a distribution is already defined in Eq. (1). A Boltzmann macro-state Eq. (3) can be understood as a
Gibbs state with pdf given by Eq. (3), and its Gibbs entropy coincides with its Boltzmann entropy Eq. (4). Following Gibbs's original idea, a fine-grained distribution ρ(x) can be coarse-granied by performing local average over each cell A. The resulting coarse-grained
where p ρ (A), being normalized as A p ρ (A) = 1, is the probability that the system is in
Boltzmann state A, and C is the coarse-graining operator, whose mathematical definition is given in App. A. Using Eq. (5a), the Gibbs entropy of a coarse-grained distributionρ can be written as:
Further using Eq. (5b) we can show that S G [ρ] is always larger than the fine-grained Gibbs
where D(ρ||ρ) is the relative entropy ofρ with respect to ρ, which is known to be nonnegative [22] . Hence coarse-graining always increases entropy.
The macroscopic properties of a fine-grained distribution ρ are completely encoded in its coarse-grained versionρ, the latter shall be called a macro-state.
[42] Accordingly, a system is said in equilibrium if its coarse-grained pdf converges to the equilibrium Gibbs distribution, or equivalently, all macroscopic physical quantities obey equilibrium statistics.
Furthermore, Eq. (5a) shows that any macro-state can be written as a linear superposition of Boltzmann states. Therefore Boltzmann macro-states are building blocks of macro-states.
The operation of coarse-graining can be understood as a special case of renormalization transformation which average out short scale details, but leave long scale properties intact.
Anthropomorphic principle revisited We have defined three types of entropy:
Boltzmann entropy, fine-grained Gibbs entropy, as well as coarse-grained entropy. Which one corresponds to the thermodynamic entropy for macroscopic systems out of equilibrium?
According to the anthropomorphic principle of entropy, the proper choice depends on how the system is measured. proper choice of {M k } should include all independent extensive variables that do not achieve equilibriums in the time windows we can probe, together with possible localized variables that exhibit slow dynamics. This is another reflection of the anthropomorphic principle.
II. EVOLUTIONS OF STATISTICAL ENTROPY
Dynamics and Time-reversal We shall be slightly more ambitious than Gibbs and Boltzmann, and study Hamiltonian systems driven by external forces which are not necessarily conservative. We shall however assume that the external forces are independent of momenta, so that Liouville theorem is always valid. For the formalism of Hamiltonian dynamics, see App. B.
We define an evolution operator U (t 1 , t 2 ), such that U (t 1 , t 2 )x is the evolved micro-state at time t 2 , if x is the initial micro-state x at t 1 . U (t 1 , t 2 ) can also be acted on a set A, or on a probability distribution ρ(x):
Because of the chaotic nature of Hamiltonian dynamics, the evolved set U A and the evolved function ρ(U −1 x) become exceedingly more complicated as t 2 increases. Nonetheless, Liouville theorem says that phase space volume and Gibbs entropy are invariant under evolution:
We shall also define the time reversal of of a micro-state
The time reversal of a set A and function ρ(x) are defined as A * ≡ {x * |x ∈ A} and
. Phase space volume and Gibbs entropy are also invariant under time-reversal:
We shall choose all macroscopic quantities {M k } to be either even or odd order timereversal. Consequently, time reversal of a Boltzmann cell A * is another Boltzmann cell in the partition [43] , and coarse-graining commutes with time reversal:
These identities will be useful for the derivation of stochastic H-theorem.
Evolution of Boltzmann Entropy
With a complete mathematical formalism in hand, we shall now study the evolution of statistical entropy. Consider a typical experimental scenario, where we first fix a set of physical quantities {M k } and let the system equilibrate.
The initial state is then a Boltzmann state ρ A (x), Eq. (3). We shall then relax certain constraint, or apply some external forces, and let the system evolve from t = 0. The fine-
Its coarse-grained version can be written as
where P r(B, t|A, 0), as illustrated in Fig. 1 , is the volume fraction of U (0, t)A intersecting B:
For a detailed derivation of this result, see Appendix C.
There are generically many terms in the RHS of Eq. (12b), which means that Boltzmann states evolve stochastically. If we measure all macroscopic quantities again at time t, and determine the Boltzmann state. According to Eq. (12b), the probability of obtaining Boltzmann state B is P r(B, t|A, 0), which called the transition probability from Boltzmann states
We shall now consider the backward dynamics, with both the Hamiltonian and the external forces time-reversed. Let the backward evolution operator be U * (t 1 , t 2 ). The system evolves from a state x to another state y under forward dynamics, if and only if it evolves from y * to x * under the backward dynamics. We shall now consider the backward macroscopic dynamic process where the system starts from Boltzmann state B * and transits to state A * . The corresponding transition probability P r * (A * , t|B * ; 0) can be obtained from
Using the invariance of Liouville measure under time reversal and evolution, we can obtain a simple relation between the probabilities of the forward and backward processes (Details of proof are given in Appendix C):
Theorem 1 ( Stochastic H-Theorem) For closed Hamiltonian systems, evolution of Boltzmann entropy is stochastic and satisfies the following relation: First of all, since the initial distribution ρ A (x) is invariant under coarse-graining, the following result is easy to establish and was in fact already known by Gibbs [3] [44]:
Note that we have used successively Eqs. (7) and (9) . This result is however not the second law, for that would require that S G [ρ(t)] monotonically for all t.
Since all we care are macroscopic properties, it would be convenient if we can characterize the evolution ofρ(t) without referring to ρ(t). Unfortunately this is impossible in general, because coarse-graining usually leads to loss of information. If however the following operator identity is valid
we would have the desired property in the limit t, τ → ∞, as long as the system starts from a Boltzmann state, or a linear combination thereof. Let Eq. (17a) acting on ρ A , we obtain lim t,τ →∞ρ
where C U (τ, t + τ ) is the evolution operator for coarse-grained distribution.
We say that the microscopic dynamics is locally mixing, if the operator identity Eq. (17a) hold. Qualitatively speaking, local mixing means that microscopic details (the differences between ρ(τ ) andρ(τ )) at time τ do not influence macroscopic properties at any remote future time t + τ , as long as the state at τ is itself a consequence of long evolution from a Boltzmann state. In App. D we discuss the differences and connections between local mixing and the mixing property frequently studied in ergodic theory [29] . The most important point here is that if a system approaches equilibrium, it must be locally mixing. Since most realistic Hamiltonian systems we know indeed equilibrate, we are not really losing anything by assuming the system to be locally mixing. We also note that the characteristic time scale τ LM of local mixing (when the limits in Eq. (17a) converge) should be mesoscopic (i.e., remains finite as the system becomes large), if all slow variables are already included in the list of macroscopic quantities {M k }. Combining Eqs. (17b), (7), and (9), we see that for t, τ τ LM :
Hence we obtain a theorem specifying the sufficient conditions for coarse-grained entropy to increase:
Theorem 2 (Second Law of Thermodynamics) If the Hamiltonian dynamics is locally mixing, and the system start from a Boltzmann state, the coarse-grained Gibbs entropy
increases monotonically in time scales much longer than the local mixing time.
Evolutions of Boltzmann entropy, coarse-grained Gibbs entropy and fine-grained Gibbs entropy for a locally mixing system are schematically illustrated in Fig. 2 . Note that this theorem does not say anything about whether the system converges to an equilibrium state.
In fact, if the system is driven by external forces, it will never equilibrium. Its average energy as well as its coarse-grained Gibbs entropy will keep increasing without bound. On the other hand, if there is no driving force, it can be proven that a locally mixing system will eventually approach thermal equilibrium in each ergodic component of phase space (with some mathematical conditions, which are expected to be satisfied by usual physics systems).
In App. F, we shall generalize Theorem 2 to open systems (in contact with a heat bath), and
show that the non-equilibrium free energy decreases monotonically, as long as the combined system is locally mixing.
From Deterministic to Markov Equation (17b) says thatρ(t+τ ) is fully determined byρ(τ ). That is, it does not depend on the more ancient history , as long asρ(τ ) is given. This is precisely the Markov property of stochastic processes. If we discretize the time as t k = kτ with τ τ LM , and expandρ k ≡ ρ(t k ) in terms of Boltzmann states:
and substitute this back to Eq. (17b), we obtain the following recursive relation for p k (A):
where P r(A, (k +1)τ |B, kτ ) is the transition probability defined in Eq. (13) . In fact, one can easily prove that Eq. This Theorem explicitly demonstrates how macroscopic stochastic evolutions can be fully consistent with microscopic deterministic evolutions. It therefore provides a straightforward
Coarse-graining way of testing whether a particular manybody system is locally mixing, and whether the second law (Thm 2) is applicable. For an illustration, see Fig. 3 .
We have already argued that the local mixing time τ LM is independent of system size.
There is another time scale τ EQ , the equilibrium time for the whole system, which diverges with as the system size becomes large. For t τ LM , microscopic details prevail, and entropy does not necessarily increase, whereas for t τ EQ , the system equilibrates, and entropy no longer changes. In the time window τ LM t τ EQ , the coarse-grained Gibbs entropy keeps increasing, and therefore the macroscopic physics is irreversible.
Arrow of time Theorem 2 is manifestly asymmetric in time-reversal, and hence gives an arrow to the time for classical statistical physics. We note that the very definition of local mixing, Eq. (17a), is symmetric under time-reversal, which means that if a dynamics is locally mixing, the time-reversed dynamics is also locally mixing. This is in strong contrast with the assumption of Molecular Chaos, which breaks the time-reversal symmetry, as was pointed out by Burbury [24] and Bryan [25] . So what creates the arrow of time in Theorem 2?
Let us explicitly construct a process where the coarse-grained Gibbs entropy decreases over time. For simplicity, we consider an isolated system with time independent Hamiltonian, so the evolution operators for the backward and forward dynamics are identical, i.e., U * (t) = U (t). Let the system evolve from ρ A and U (t)ρ A . The final entropy is larger than the initial (9,10,11) we easily find
As pointed out by Zwanzig [13] , bizarre behaviors may happen if the initial conditions are created maliciously. In this example, the time-reversed non-equilibrium state (U ρ A ) * is the malicious initial data. It is not realizable in experiments, but can be realized readily in computer simulations [27] by inverting all velocities [45] . We note, however, if we let the backward dynamic process keep evolving from the new final state ρ * A , the entropy will start to increase again, as predicted by Theorem 2, since ρ * A is itself a Boltzmann state. We also note that the issue of Poincarè recurrence needs not to be considered, simply because its time scale is too long to be experimentally relevant.
So entropy will decrease if the system start from (U ρ A ) * . But it will increase if starting from U ρ A , as guaranteed by Theorem 2. What is the difference between these two initial states? As far as I can see, the only difference is that U ρ A is evolved from a Boltzmann state ρ A , whereas (U ρ A ) * is not. Hence it is the initial condition as a Boltzmann state that is responsible for the arrow of time in classical thermodynamics. After all, states such as (U ρ A ) * can not be prepared using macroscopic operations. In fact, as hinted by R. Penrose, I tend to believe that all arrows of time, including those in cosmology, in causality, and in consciousness are ultimately results of special initial conditions. Some readers may think that the time arrow demonstrated above contradicts Poincare recurrence, which is known to appear for every system with finite phase space. To see that this is not the case, we emphasize that recurrence is known to be valid for ergodic systems only at the level of single system. Recurrence at the level of ensemble is however a completely different thing. It would require the evolved set U (t)A to become A for some very large t, which is certainly not possible for generic cases.
Connection to Quantum Systems
In 1929 von Neumann [30] [46] studied the statistical mechanics of isolated quantum systems, and established two important theorems:
the quantum ergodic theorem and the quantum H-theorem. In the first theorem, he proved that all macroscopic quantities are almost always close to their equilibrium expectation values, whereas in the second theorem, he proved that the coarse-grained von Neumann entropy is almost always close to the equilibrium entropy. No result however has been established for the monotonic increase of coarse-grained entropy. In fact, such a result cannot be valid for isolated quantum systems with finite size, because these systems (either in pure state or in mixed state) are known to be quasi-periodic, and hence must exhibit Poincare recurrence. A realistic hope would be to establish the monotonicity of von Neumann entropy for systems in contact with an infinite heat bath, which shall be explored in a future work.
We note, however, the theoretical formalism of von Neumann also rely heavily on the ideas is not closed, the second law is simply inapplicable.
[39] For several very enlightening discussions on this issue, we refer the readers to the review papers by Lebowitz [11] , the books by Zwanzig [13] , by Penrose [12] , and by Halliwell, PerezMercader, and Zurek [14] .
[40] If there are other conserved quantities, the phase space volume can be decomposed into multiple ergodic components. The results derived in this work can be applied to each component.
[41] A classical example of this construction is given for dilute gas by Boltzmann, where every cell corresponds to a coase-grained f-distribution f ( r, v), with r, v position and velocity of single particle. We note that total number of Boltzmann cells is generally countably infinite.
[42] Mathematically, we see that a macro-state corresponds an equivalent class of phase space pdf.
All distributions inside the same class become identical after coarse-graining.
[43] Of course, A * may or may not be the same cell as A.
[44] Note, however, Ehrenfest believed that Gibbs' exposition was incorrect. See Sec. 27, page 71 of reference [5] .
[45] In quantum spin systems, time-reversed state can be realized effectively by inverting the magnetic field [26] .
[46] Also see a commentary [31] by Goldstein etl.al., and a companion article which improves
Neumann's first theorem [32] .
[47] Perhaps one should not be so surprised by this similarity, since Neumann likely also drew inspiration from Gibbs' idea of coarse-graining.
Appendix A: Partitions and Coarse-grainings
The characteristic function of any set A is defined as:
Because all Boltzmann cells {A} form a partition of the phase space Ω, we have
Integral of χ A over the phase space is just the volume of A:
where
q/h 3N is the dimensionless Liouville measure of the phase space, which is itself invariant under Hamiltonian dynamics.
The inner product of two real-valued functions f (x), g(x) is defined as:
The following identities regarding characteristic functions are easily proved:
The evolution operator U (t 1 , t 2 ) as an operator acting on the phase space has determinant one (Liouville theorem):
When understood as an operator on the function space, U is unitary, i.e., it preserves the inner product:
This can be easily proved using Eq. (A4) via a coordinate transformation.
The probability p ρ (A) defined in Eq. (5b) can then be represented as inner-product χ A and ρ:
The coarse-graining operator is already defined in Eq. (5a). It can also be expressed in terms of χ A :
The kernel function C (x, y) can be expressed as
It is easy to see that C is self-adjoint and idempotent:
Hence it is a projection operator. Furthermore it is easy to see that all ρ A , χ A are invariant under coarse-graining, i.e., they are eigenfunctions of C with eigenvalue unity:
The expectation value of a macroscopic quantity M over a Gibbs pdf ρ(x) can be computed:
But according to our construction, inside each cell A, M (x) varies only by an infinitesimal amount. Hence we can replace M (x) by its value at any point inside the cell, or by its average M (A) inside the cell, defined as
This allows us to simplify Eq. (A13):
Hence, as far as values of macroscopic quantities are concerned, there is no difference between ρ(x) and its coarse-grained versionρ(x) = C ρ(x). This is why we define a macroscopic state as a coarse-grained Gibbs distribution. We say that two Gibbs states ρ 1 (x), ρ 2 (x) are macroscopically equivalent if their coarse-grained versions are identical.
Appendix B: Hamiltonian Dynamics and Time-Reversal
For Hamiltonian systems driven by external forces, there are multiple ways that work and energy can be defined. We shall however always define work as the change of energy. To simplify the notations, we use q, p, instead of q N , p N for the N-body canonical coordinates and momenta. Let H(q, p) be the Hamiltonian in the absence of external force, and is independent of time. Let f ext (q, t) be the external force, which is generically non-conservative.
We shall assume that the external force f ext (q, t) is independent of momenta p. We shall refer to H(q, p) as the intrinsic Hamiltonian. The Hamiltonian equations are:
The velocity field in the phase space is defined as
The divergence of this velocity field is
Therefore, as long as the external force is independent of momenta, the velocity field in phase space is divergenceless, and phase space volume is conserved by the dynamics. This is Liouville theorem.
Definitions of energy and work
One natural definition of energy is the value of intrinsic Hamiltonian:
Correspondingly, the exclusive work W is defined as:
Integrating along a segment of trajectory, we find
It is always possible (and possibly convenient) to decompose the external force f ext (q, t)
into two parts:
where the first part is conservative with V (q, t) the external potential energy V (q, t), and the second part f ext (q, t) is non-conservative. The decomposition is of course not unique.
We can also define a total Hamiltonian H (q, p, t) as:
The Hamiltonian equations (B1) can be rewritten aṡ Now the change of total Hamiltonian H (q, p, t) can be used to define another work-like quantity W, which may be called the inclusive work:
where dV (q, t) is the total differential of V (q, t):
Comparing Eqs. (B10) with (B5), we see that the difference between two works dW and dW is just the change of the external potential energy dV :
Time-reversals of states and of trajectories
For any point in phase space x = (q, p) (a microscopic state), we define its time-reversal as x * = (q, −p). We shall assume that the intrinsic Hamiltonian is invariant under timereversal, i.e.,
This implies that there is no magnetic field acting on the system. In the presence of a magnetic field, both x and the vector potential A needs to be time-reversed in order to guarantee the invariance of the intrinsic Hamiltonian.
Now consider a trajectory in the coordinate space q(τ ) with the time parameter τ running from 0 to t, we can construct the corresponding phase space trajectory as x(τ ) = (q(τ ), p(τ )), where p(τ ) may be computed from Lagrangian. (The point here is that NOT every curve in phase space corresponding to a physical trajectory in the coordinate space!)
The time-reversal of the coordinate space trajectory can be trivially defined: q * (τ ) = q(t−τ ).
From this, we calculate the corresponding momenta curve:
Hence, as expected, the time-reversed trajectory in phase space is given by
Note that the initial state of the time-reversed trajectory is the time-reverse of the final state of the forward trajectory, and vice versa:
To make the Hamiltonian equations covariant, we also need to time-reverse the external force:
Now the time-reversal symmetry of Hamiltonian dynamics can be formulated as follows: If
is a solution to Eqs. (B1) with external force f ext (q, τ ), the x * (τ ) = (q(t − τ ), −p(t − τ )) is a solution to Eqs. (B1) with external force replaced by f
The backward evolution operator be U * (t 1 , t 2 ) is defined such that the system evolves from a state x at t 1 to another state y at t 2 under forward dynamics, if and only if it evolves from y * at t 1 to x * at t 2 under the backward dynamics. Mathematically we have
where ←→ means "if and only if". Let a system starting from a Boltzmann macro-state Eq. (3) at t = 0. The evolved pdf at t is Eq. (12a). The corresponding coarse-grained state is given in Eq. (12b). Using Eq. (3) we can rewrite it as
Multiplying both sides by χ B (x), integrating over x, using Eqs. (A5), and finally let B → B, we obtain Eq. (13).
As illustrated in Fig. 1, P r(B, t|A, 0) is just the fraction of phase space volume of the set
2. Derivation of Eq. (15) Here we use the short hand U = U (0, t), and U * = U * (0, t). The following identities can be established using definitions of operator U and time reversal, as well as Liouville theorem:
Using Eqs. (C4a), (C4b), (C4c),(C4d), and (C4e) successively, we have
Substituting this back into Eq. (14), and dividing it by Eq. (13), we obtain the Stochastic H-Theorem Eq. (15) for the transition probabilities.
Appendix D: Mixing and Local Mixing
In ergodic theory [29] , a measure-preserving, stationary dynamic system is said to be mixing, if for arbitrary Boltzmann states A, B:
where Ω(E) = ∪
A, E(A) =E
A is an energy shell we defined earlier.
(Some authors use the term strong mixing, to make difference with weak mixing.) Note that we have rewritten U (t, 0) as U (t) because of the time-translation symmetry. According to Eqs. (12b), this means that the coarse-grained evolved distribution converges to the flat distribution in the energy shell Ω(E), which is just the thermal equilibrium state:
The time scale of this convergence is the equilibration time τ EQ for the entire system, which generically diverges in the thermodynamic limit.
By contrast, our experiences tall us that the time scale over which macroscopic irreversibility emerges is independent of system size. For dilute gases, τ irrev is typically the mean free time of gas particles, i.e., the time duration between two consecutive collisions experienced by a particle. Furthermore, if a system is driven by external forces, energy is not conserved, the system never equilibrate, and the mixing property can not even be defined. Nonetheless, the entropy keeps increasing, as shown by Theorem 2. Hence the mixing property is NOT the origin of macroscopic irreversibility. We must look elsewhere to resolve the Loschmidt paradox.
Let us rewrite Eq. (17b) into the following form:
The LHS is the state obtained if the system evolve from ρ A at t = 0 to time t + τ , and is coarse-grained. The RHS, on the other hand, corresponds to a rather different evolution history: the system first evolves from ρ A for a time duration τ , being coarse-grained at that moment, and then keep evolving for another time t, and finally coarse-grained again.
Hence, qualitatively speaking, local mixing means that short scale differences at time τ do not influence the macroscopic properties in the distance future t + τ , as long as the system starts evolution from a Boltzmann state in a remote past t = 0. Since system size is not needed in the definition of local mixing, we expect that the characteristic time scale τ LM of local mixing (when the limits in Eq. (D2) converge) should be independent of system size.
Local mixing is weaker than mixing. Mixing clearly implies local mixing, since Eq. (D1a)
means that both terms of Eq. (D2) reduce to ρ EQ . On the other hand, local mixing does not guarantee ergodicity, and hence does not guarantee mixing. Breaking down of ergodicity may happen due to two reasons: 1) there are conserved quantities other than energy, and 2) the system may exhibit spontaneous symmetry breaking in the thermodynamic limit. In either case, the phase space Ω(E) is broken into ergodic components that are not mutually accessible. Local mixing is however a local property of dynamics, and is insensitive to these issues.
Appendix E: Derivation of Fluctuation Theorems using Theorem 1
We shall consider open systems, which are in contact with a heat bath with temperature T = 1/β. To simplify the discussion, we shall make the standard assumptions that interaction between the system and bath is infinitesimal, that the heat bath remains in thermal equilibrium all the time, and that there is no statistical correlation between the system and heat bath.
Let us define a new concept, Boltzmann free energy:
where is one of the macroscopic quantities chosen to define partition. For details, see App. A.) For a coarse-grained Gibbs state, as given in Eq. (5a), we can also define the coarse-grained free energy:
which reduces to the usual equilibrium free energy ifρ is the equilibrium Gibbs distribution.
These free energies are applicable for arbitrary non-equilibrium systems.
Consider a process where the system starts from a Boltzmann state A and arrives at state B, at the same time the external force do work W . Let Q be the energy transferred from the system to the heat bath (in the form of heat). The entropy of heat bath increases by βQ. The change of total energy for the combined system is the total work done by the external force: W = Q + E(B) − E(A). The total change of entropy is then
Substituting this back to Eq. (15), we obtain the Stochastic H-Theorem for open systems:
Here P r(B, t|A, 0; W ) should be understood as the joint probability that the system transits from Boltzmann states A to B, while the external forces do work W . Below, we shall use Eq. (E3) to derive the Fluctuation Theorems due to Crooks, Evans and Searles, as well as the work identities due to Jarzynski [28] , and due to Bochkov and Kuzovlev [21] .
The equilibrium Helmholtz free energy (with respect to the unperturbed Hamiltonian H) F (T ) is given by the usual form of Gibbs factor integrated over the entire phase space:
Using the phase space partition, we can express the above result as the sum of Boltzmann free energy F B (A, T ) over Boltzmann states A:
This result indicates that thermal equilibrium is a special macro-state with probability of Boltzmann states given by:
Indeed, one may easily verify that the coarse-grained free energy Eq. (E2) reduces to the equilibrium free energy if p(A) is replaced by Eq. (E6).
If the system is perturbed by an external potential V (q), it will settle down to a modified equilibrium state with total Hamiltonian H = H + V . It is convenient to choose V (q) to be one of the macroscopic quantities in the set {M k }, and let V (A) be the mean value of V (x) in the cell A, defined in Eq. (A14). The corresponding equilibrium free energy F is then given by
Hence in the modified equilibrium state, the probability of the Boltzmann state A is
Let us now consider a system initially at t = 0 in thermal equilibrium with an intrinsic Hamiltonian H. We then apply an external driving force, which is generically nonconservative, and drive it to some non-equilibrium state at t = τ . We shall use Eq. (B7)
to decompose the external force into a conservative part and another non-conservative part.
Furthermore,we shall choose V (q, 0) = 0 at the initial time t = 0. Both H(q, p) and V (q, t)
are invariant under time-reversal, V (q * , t) = V (q, t), H(x * ) = H(x). Consequently we have
Let us now multiply both sides of Eq. (E3) by e β(F −V (B,t)) , sum over A, B, and use Eq. (E9), we obtain
where F is defined in Eq. (E7), with V (A) = V (A, t). Now, according to Eq. (E6), in the initial state the system is in Boltzmann state A with probability e β(F −F B (A)) . On the other hand, given that the system starts from A, the probability that the system evolves to B, and at the same time the external forces do work W is given by P r(B, t|A, 0; W ). Note that W , defined as the change of intrinsic Hamiltonian, is the exclusive work, whilst the inclusive work W is related to W via Eq. (B12), which according to our present setting, becomes 
But this is just e −βW multiplying the probability density of the inclusive work done by the external forces, p F (W). The RHS of Eq. (E10), on the other hand, becomes
where we have changed the running variables A * → A, B * → B, and have used Eq. (E9).
We shall now define the backward process, where the system starts (at time t = 0) from thermal equilibrium with Hamiltonian H + V (q, t), and evolves according to the timereversed external force (defined in Eq. (B18)), to some other non-equilibrium state at t.
The system is then initially in a Boltzmann state B with probability e βF −βF B (B)−βV (B,t) ,
where F is defined in Eq. (E7). Now, if the system evolves from B to A, and at the same 
Note that the work W appearing here is the inclusive work, defined as the difference of the total Hamiltonian H(q, p) + V (q, t). Note also that the forward and backward processes start from different equilibrium states, with equilibrium free energies F, F respectively.
Summing Eq. (E14) over W, and using the renormalization condition W p R (−W) = 1, we obtain the famous Jarzynski equality [28] :
where · means averaging over the forward process. Note that Eq. (E15) is valid regardless of whether the external force is non-conservative nor not. It is also independent of the choice of the conservative potential V (q, t), as long as the free energy F is defined accordingly by Eq. (E7). Hence Jarzynski equality is more general than what is allowed in the original proof by Jarzynski himself.
If we choose V (q, t) = 0, then F = F , and W = W . Hence the forward and backward processes start from the same equilibrium state. The Crooks FT becomes
Note, however, since the external force is generically different for the forward and backward processes, the probability densities of work for the forward and backward processes are also generically different, p F (W ) = p R (W ). Nonetheless, if we sum this relation over W , RHS reduces to unity because of renormalization, and we obtain the Bochkov-Kuzovlev equality (BKE) [21] :
Same as JE, BKE is applicable for arbitrary process starting from thermal equilibrium. Note however W is exclusive work, defined as the change of intrinsic Hamiltonian H(q, p). Using Now let us consider a special case where the external force is turned on at t = 0 and turned off at t = τ , so that f ext (q, 0) = f ext (q, t) = 0. Furthermore, we shall assume that the turning-on and turning-off are symmetric:
where in the last equality we have used Eq. (B18). Hence the external force, and consequently also the evolution operator are the same for the forward and backward processes.
Furthermore, we choose V (q, t) = 0, so that the forward and backward processes start with the same equilibrium states, and that the probability densities for work p F (W) and p R (W) 
From this we obtain the following two theorems:
Theorem 4 (Principle of Maximal Work) For thermostated systems driven by external forces, the average work done by the external forces is greater than the change of coarsegrained free energy, and the difference increases with time.
Theorem 5 (Principle of Minimal Free Energy) For non-driven thermostated systems, the coarse-grained free energy F [ρ(t), T ] monotonically decreases with time.
Note that the free energy involved here is the coarse-grained free energy, which is a property of the instantaneous non-equilibrium macro-stateρ(t).
