A nonlinear model with neural networks structure is identified in this paper from input-output data of the activated-sludge process. The simulation protocol BSM1 is used as a benchmark to gather the operating data used for the neural networks training and validations. The neural model is constituted by two feed-forward neural networks to estimate oxygen and nitrates concentrations. The performance of each NN is assessed as a virtual sensor for variable estimation, or as a predictive model for process control purposes.
INTRODUCTION
The Activated-Sludge Process (ASP) is a fundamental element of the majority of Wastewater Treatment Plants (WWTPs). Being a complex bio-chemical process its setting and process control must be carefully carried out to ensure the desired effluent water conditions at the lowest possible costs.
Among the different aspects of the automation of the activated-sludge plant, many contributions are related to the complex measurement problems that arise when dealing with biological processes. In a recent study [1] , complexity in the measurement of many variables is addressed and the existence of some innovative sensors is reported also. Many of them are very sophisticated and expensive, while others cannot perform online measurements.
The application of modern control techniques in the wastewater treatment plants is limited. Some critical issues are the difficulties for the formulation of a valid phenomenological model and the significant computational effort required to resolve the nonlinear dynamic models. The identification of nonlinear models based on neural networks (NN) constitutes an interesting alternative. In fact, with the inherent ability to approximate any nonlinear continuous function, the neural networks have been widely used for identification and process control applications [2] , [3] , [4] , [5] y [6] .
In wastewater treatment processes a number of contributions containing NN for identification and software-sensors uses are found, however with a very limited or very specific application. In [7] a neural network model for coagulation, flocculation, and sedimentation is built based on nearly 2000 sets of process data. In [8] , a NN is trained as soft sensors for inferring on-line total nitrogen in influent wastewater using other measured quality parameters. In [9] , daily records of a real WWTP are used to train NN for prediction of biological oxygen demand (BOD) and substrate concentration (SS) of the water effluent in an activated sludge process for organic matter removal. A NN model identified from a real plant data is incorporated to a computer model used as a performance assessment tool for operators and decision makers in [10] . The accuracy of linear ARMA models to nonlinear time delay neural network models for water quality predictions are compared in [11] .
Actually, very few applications exploit a neural network model as part of a predictive controller in ASP. A very simplified water treatment process for a paper mill industry is addressed in [12] and a simulator of one-bioreactor-onesettler system with a NN to estimate the variables used for dissolved Oxygen control is used in [13] .
In this work, we carry out the identification of the activatedsludge process using a complete simulation benchmark protocol for the activated-sludge process (BSM1). A backpropagation, feed-forward-neural-network model is identified from data collected from the simulator. The model is used to predict the behavior of the output variables, namely, the oxygen concentration in the nitrification zone and the nitrates-nitrites concentration at the end of the anoxic zone. The neural models are validated using data from the BSM1 protocol considering dry weather disturbances. Their capacities as virtual sensors and as predictors are tested for such a complex process.
The paper contains a description on the activated-sludge process and the BSM1 simulation protocol in section 2. Section 3 is devoted to the neural model, its structure and training and validation results. Conclusions and projections of this work are outlined finally in section 4.
THE ACTIVATED SLUDGE TREATMENT PLANT
The activated sludge process is an appropriate treatment technology for municipal and industrial wastewater. In bioreactors, microorganisms degrade the organic matter content in wastewater in aerobic conditions. The biological reactor is followed by a sedimentation unit that separates the clear effluent from the sludge which is returned to the system (see Fig. 1 ). Figure 1 . Sludge-process for organic-matter-removal
The nitrogen removal process requires both aerobic and anoxic conditions. It is therefore fairly more complicated. The nitrification process occurs in the aerobic zone, where microorganisms convert ammonium to nitrates. In the anoxic zone, the conversion of nitrates to free gaseous nitrogen, called denitrification, is carry out. Thus, the nitrogen leaves from the water surface into the air.
The pre-denitrification systems, depicted extremely simplified in Fig. 2 , are a common configuration of the plant for nitrogen removal. In order to satisfy the need for degradable organic matter, the denitrifying compartment is located directly at the input of the influent wastewater followed by the nitrification compartment. An internal recirculation ensures the presence of nitrate in the denitrification reactor.
The nitrification process is strongly dependent on the dissolved oxygen concentration in the aerobic zone (S O ). A concentration higher than 1g/m 3 is required for the nitrifiers bacteria to grow, however, a too high level is undesirable for denitrification. Consequently, the most important control variables are the dissolved oxygen concentration in the aerobic reactors (S O ), regulated by the aeration system, and the nitrate concentration in the anoxic zone of the plant (S NO ), regulated with the internal recycle flow rate [14] .
A benchmark simulation protocol representing the activated sludge process (BSM1) has been developed by working group No. 1, within COST Actions 624 and 682. The activated sludge plant modeled by BSM1 contains two reactor units in the anoxic zone, three units in the aerobic zone and a secondary settler (see Fig. 3 ). The model considers 13 state variables in each reactor and 8 biological processes and it describes the elimination of the organic carbon and nitrogen. The BSM1 is a comprehensive simulation environment defining a plant layout, a simulation model, influent loads, test procedures and evaluation criteria and is used in this work as the activated-sludge plant. The complete description of the simulated plant, its mathematical model and physical parameters, can be found in [14] . Typical parameters and operating conditions of BSM1 are shown in Table 1 . A basic control strategy proposed to test the benchmark is to control the dissolved oxygen level in the final reactor S O,5 by manipulation of the oxygen transfer coefficient K LA5 and to control the nitrate level in the last anoxic compartment S NO,2 by manipulation of the internal recycle flow rate Q a .
Since disturbances play an important role in the evaluation of plant performances, typical influent perturbations profiles for the influent flow rate (Q in ), the readily biodegradable substrate concentration (S S,in ) and the ammonium concentration (S NH,in ) in the influent are defined in the BSM1 for different weather conditions (dry weather, storm and rain). The BSM1 dry-weather profiles (d.w.p.) are used in this study to characterize the influent disturbances (see Figs. 4 and 5).
THE IDENTIFICATION OF THE NEURAL MODEL
Identifying a model from process input-output data concerns usually the following phases:  formulation of the structure of the model, in this case the type of neural network, its internal elements and its input-output configuration;  design of the experiments to collect the input-output data;  adjustment or estimation of the model parameters, in this case, training of the NN to emulate the inputoutput behavior of the system; and finally  validation of the results. However, it must be stressed that identification is an iterative procedure that concludes when the validation is satisfactory. When using NN, iterative training is needed to formulate the very structure of the network and the type of the experiments to collect the input-output data, as is explained in the following paragraphs.
Model structure
The multi-layered, non-recurrent net structure known as Feed-forward Neural Network (FNN) is chosen for this process because of its flexibility, and the simplicity of the training procedure when compared to recurrent networks [2] , [5] , [6] . This is all the more appealing when dealing with process as highly multidimensional and intricate as the ASP.
On the other hand, the excellent one-step-ahead approximation properties of the FNN make possible their use in parallel configurations as well, to appropriately estimate the N-step-ahead outputs needed when used as a predictive model.
Considering that the efficiency of the sludge process depends on both, the dissolved oxygen level in the final reactor S O,5 and the nitrate level in the last anoxic compartment S NO,2 , a neural model constituted by 2 feedforward neural networks (FNN) is considered, each to estimate one of the process outputs S NO,2 and S O,5 (see Fig.  6 ). The manipulated variables and perturbations are introduced as inputs to the FNN, namely the oxygen transfer coefficient in the 5th reactor (K La,5 ), the internal recycle flow rate Q a , the influent flow rate (Q in ), the readily biodegradable substrate concentration (S S,in ) and the ammonium concentration (S NH,in ) in the influent, along with the delayed outputs. Naturally other process variables could be estimated as well identifying supplementary FNNs with the appropriate input-output configuration.
The best suited arrangement of the input vector (number of delayed inputs and outputs) is determined during the training procedure, as well as the number of layers, hidden neurons, and the most convenient type of node activation-functions.
Experiment design
The appropriate design of the functions to be used as the inputs to collect the operation data of the process is a most important and defining step of the identification and concerns several aspects. 
Exploring the minimum and maximum values
Numerous simulations of the activated sludge process are carried out with the BSM1 to study the sensibility of the plant to different inputs. Particularly the oxygen transfer coefficient in the 5th reactor (K La,5 ) and the internal recycle flow rate (Q a ) are changed around their steady state (s.s.) operating point reported in Table 1 :
from 10% to 500% of s.s.  Q a from 10% to 300% of s.s.
The influent flow rate (Q in ), readily biodegradable substrate concentration (S S,in ) and ammonium concentration (S NH,in ) in the influent, are changed from the 10% to the 200% of their values according to the dry weather profile (d.w.p.). The simulations allow to explore the extreme possible values of the significant variables involved, which are finally reported in Table 2 . 
Deciding the best input functions
Hence, other experiments are carried out with the BSM1 to obtain the input-output data needed for the identification. At first, several test trainings are completed examining the behaviour of the identification with the typical kind of input signals (sinusoidal, pseudo-random binary signals, steps sequences). Ideal measurements are taken from the BSM1 and partial identification results are examined.
In this study, the best quality of information is obtained when perturbations are introduced as constant-frequency steps sequences of pseudo-random amplitude.
Collecting the input output data
For the extensive input-output data collecting, the frequencies are carefully varied independently for each input variable while the magnitudes are altered at random between its minimum and maximum possible values. This protocol is applied to the manipulated inputs K La,5 and Q a . or eventually superimposed to the dry weather profiles of the influent perturbations Q in , S S,in and S NH,in . The design of a series of 12 experiments is presented as an example, in Table 3 .
With the simulator in stationary conditions the designed input protocols are used for 7 days simulations, with 25 seconds sampling interval, so as to gather the data sets for each experiment. Finally, the collected input-output records are normalized in the range [0,1] prior to training.
Training
The typical training and cross validation practice is used to adjust the networks coefficients, by means of the wellknown Levenberg-Marquardt algorithm, found in the Neural Networks Toolbox of Matlab ® (MATLAB 7.13.0.564 R2011b). Each training has completion criteria of 500 epochs, as the maximum number of repetitions of the algorithm with the whole data set; or else, a root-mean square error: RMSE < 10 -12 .
The RMSE is computed as:
where: N : number of elements in the data set
In order to lessen the influence of random initial conditions, and to estimate the generalization quality of the FNN in a statistically significant way, a large number of training experiments are performed.
After examining the significance in the reduction of the mean square errors when increasing the number of nodes, an internal structure is decided for each FNN containing one hidden layer with ten neurons using hyperbolic-tangentsigmoid transfer functions, and an output layer with one linear node.
Validation and results
Validation experiments are carried out for the two trained FNN in series-parallel configuration (dotted lines in Fig. 6 ). For each of the 12 input-output data collections corresponding to the design in Table 3 , the training and cross validation procedure is repeated 7 times to adjust the weights of the two neural networks.
SNO,2(k) Figure 7 . Neural model in parallel configuration, used for Nstep predictions (solid lines). Neural model in series-parallel configuration, used for one-step ahead predictions (dotted lines). When simulated in parallel configuration the FNN model can be used for predictions, as depicted in Fig. 7 in solid lines. The obtained estimation errors using 15 min. sampling time, for different lengths of the prediction horizon N, are summarized in Table 4 . As expected the RMSE increases with the prediction horizon. 
CONCLUSION
In this work, the identification of the activated-sludge process with neural networks is carried out using as the process plant the challenging simulation benchmark BSM1. This simulator is an excellent tool to reproduce the complete, The flexibility and relative simplicity of the multi-layered, non-recurrent feed forward neural networks make them preferable over more complex NN especially considering the intricacy of the process itself.
Obviously in the present study, the selection of input-output variables for the NN model is oriented to control applications. However the experience of identification of such a complex process is applicable for other input-output configurations focused on using the NN as virtual sensors for other variables. In the identification procedure, iterative training helps to formulate the very structure of the network and particularly the design of the experiments to collect the input-output records. The exploring and collecting the data takes some effort but it is largely rewarded by the very good results of the neural model for one-step ahead predictions.
This confirms the possibility of FNN to be used as virtual sensors in WWTPs to estimate variables on line, instead of a phenomenological-model-based sensor, which is more difficult to calibrate specially in a real plant scenario.
The capacity of the identified FNNs as a predictive model can be exploited when setting the neural model in a parallel configuration with the process. The prediction estimates are acceptable for short horizons which makes them perfectly usable for predictive control applications. 
