INTRODUCTION
In [33] we proposed and analyzed a domain embedding method for the numerical solution of the Dirichlet boundary value problem (1.1) of second order: -div(^4Vu)+au = ƒ in ftcl d , (1.1a) u = g on dû.
(1.1b)
It was shown that the resulting algorithm: (i) allows Cartesian grids resulting in simple data structures and fast memory access times; (ii) requires only little geometrie information, namely, a digitalized version of the indicator function of fi. Unfortunately, there is a price to pay. As uniform Cartesian grids cannot be aligned accurately enough with the boundary of SI the accuracy of the obtained numerical solution détériorâtes near d£l. Consequently, optimal error estimâtes are only available in the interior of fi. In the present paper we introducé an approach to cure this dilemma by refining the Cartesian mesh near <9fi. The tooi we rely on is a wavelet splitting of the underlying approximation space.
Systems of elliptic équations closely related to (1.1) naturally arise in simulating incompressible viscous flow by operator splitting techniques, see e.g. [22] . Such operator splitting techniques are particularly efficient when combined with domain embedding (see e.g. [23] [24] [25] ).
The paper is outlined as follows. In the next section we briefly recall our fictitious domain (or embedding) approach from [33] . The flrst part of Section 3 collects briefly some facts from wavelet theory which we will need for our investigations. We are then ready for the Galerkin discretization of the fictitious domain version of (1.1) using scaling function spaces (Sect. 3.2) . Looking at error estimâtes we motivate the need of a flner discretization near the boundary of 12. The technical details of our static adaptive scheme are presented in Section 4. Roughly speaking, we sparse the approximation space by removing unnecessary wavelets. A rigorous error analysis justifies our adaptive strategy, We illustrate our theoretical estimâtes by computational experiments in Section 5. The paper ends with some concluding remarks.
We freely admit that our obvious technique for the boundary reflnement was already considered before in connection with wavelets and shift-invariant spaces by Jafïard [27] and Oswald [31] . However, JafTard's investigation was limited to a very delicate wavelet-System (see [28] ), which is hard to use in numerical computations (indeed, Jaffard only presented some numerical 1D-experiments and the author is not aware of of an implementation in higher dimensions). Nevertheless, we use the very same principle hère.
From a geometrie point of view our and Oswald's [31] approaches are even more related: we both discretize the underlying domain by cubes getting smaller towards the boundary (the Jaffard-Meyer wavelets are adapted to the boundary). In a very gênerai framework Oswald studied to which extent shift invariant spaces may be used to obtain accurate solutions to elliptic problems. This means: we cannot obtain error estimâtes which are asymptotically better than Oswald's. The accuracy of our scheme is the best possible which, unfortunately, leads to an efficient algorithm (in terms of accuracy related to the number of unknowns) only for d = 2 and secondorder wavelet Systems. The numerical scheme we propose and analyze hère may be viewed as a realization of the more abstract concepts of Jafïard and Oswald.
Finally we like to mention other approaches to carry over the wavelet machinery from rectangular domains to arbitrary shaped bounded domains. We only refer to [5, 15] . These techniques are based on domain decomposition and/or parametric mappings. They share the drawback of having to be adapted very carefully to the geometry of the underlying domain. On the other side they guarantee optimal convergence rates with an optimal number of unknowns. In [16] Dahmen and Stevenson construct local wavelet bases for C° Lagrange finit e element spaces, thus enabling wavelet techniques in the finite element context.
The potential of wavelets for the adaptive discretization of partial differential équations has been employed before in different settings (see e.g. [4, 9, 19, 20] , and Chap. II of [13] ). In these papers a posteriori waveletadaptivity is investigated where error indicators steer a local reflnement of the approximation spaces. Very recently, Cohen et al. [7] proposed such an adaptive wavelet algorithm for elliptic operators which converges wîth optimal order (in a Besov scale) and which has optimal computational complexity. Numerical experiments have been reported by Barinka et al. [1] .
FICTITIOUS DOMAIN FORMULATION
We quickly recall our fictitious domain formulation of the Dirichlet problem (1.1). For more details and références see [33] .
Beforehand we specify our requirements. In the sequel we will not distinguish anymore between quantities defined on Q and their extensions to D, that is, u = S, A = A, a = 5, and ƒ -ƒ.
GALERKIN DISCRETIZATION
This section is devoted to the non-conforming Galerkin discretization of the variational problem (2.1) introduced in [33] . The required approximation spaces will be generated by translated and dilated versions of a single scaling function. Following we collect some facts on scaling functions which will be important throughout the paper. In the sequel we will only be concerned with compactly supported scaling functions. The séquence of real numbers {hk} is finite then.
We further require the standardization j md ip(x) dx -1 and that the integer translates {(/?(
. Next we define a family {Vi}ie% of spaces closely related to cp by
where Typical examples for biorthogonal scaling functions are B-splines (see [8] ), the Daubechies scaling functions (see [17] ), and tensor products thereof. Further, several kinds of (non-tensor-type) box splines belong to this category as well, see e.g. [10] .
A scaling function ip is of order N if the polynomials up to degree N-1 can be expressed by iinear combinations of integer translates of ip.
Order N biorthogonal scaling functions allow a characterization of the Sobolev spaces
by an equivalent discrete norm. In (3.3), ƒ dénotes the Fourier transform of ƒ. We have that, see Dahmen [11] or [12] , We now introducé a periodic setting due to Meyer [30] . Essential properties of biorthogonal scaling functions carry over to their periodized versions. 
Galerkin scheme for (2.1)
We choose the spaces Vf (3.6) as approximation spaces in our Galerkin scheme. These spaces are subspaces of H 1^01 ) provided the underlying biorthogonal scaling function tp is in H 1 (R d ) which we assume. It will prove convenient to use the following notation. We define the index set The width of dft 1 is proportional to Si = 2~l which dénotes the discretization step size related to V^p. We therefore expect a higher accuracy of the numerical solution when resolving the boundary of O on a finer scale. The technical details will be elaborated in the next section.
A PRIORI ADAPTIVITY
The plan of attack is the following: we start with a full approximation space V^ where l is large enough to guarantee a small H 1 (f2)-error of ui. Then we construct a subspace by coarsening V^p 'away from the boundary ofîî'.
Boundary resolution
Let (pbe & biorthogonal scaling function and select an integer À such that 0 < À < l -1. According to (3.7) we have the multilevel splitting (4. Figure 4 .1 which gives an impression on a typical sparsity pattern of V* x .
Next we estimate the degrees of freedom in V* x . Since 90 is (d -l)-dimensional compact manifold the cardinality of 2J grows like 2^d~^j which yields Before we are going to prove the above theorem in Section 4.2 below let us discuss some of its implications. For simplicity we assume that u 6 H N (Çt). If g is sumciently smooth in a neighborhood of Q (g is an extension to We achieve this optimal error estimate under dim V^N-I)-A A ~ ^d + ^ -i)2(iv-i) j n v -ew Q^ ^^ ^. g number of degrees of freedom is optimal iffd -2 and N = 2, This was to be expected due to results by Oswald (Chap. 5.2 in [31] ). An implementation of the above described adaptive scheme requires the knowledge of the index set 2J (see (4.2)). Hère one can rely on a technique introduced in Chap. 5.2 of [33] to classify the indices in B\ (see (3.8) ). 
Proof of Theorem 4.1
This section is completely occupied with the proof of Theorem 4.1. By a simple triangle inequality it suffices to estimate ||i^ -U^\\\HS^ for s = 0,1.
First, we will verify that \\ui -ui t x\\m<n) ^ ö% \\u-ui\\ H i+K {n) -j-ô{ ||u||jyi+t( n) (4.10) where 0 < K < min{s max -1, t}. Clearly, (4.10) implies (4.6). Following the line of proof of Theorem 4.1 in [33] we obtain =< inf w t e which is a variation of Cea's lemma, see e.g. p. 327 in [21] .
Since ui e VJ P we have the expansion As a direct conséquence of (3.2) we state that / x 13 ip e (x) dx = O for all ƒ3 G N^ with |/3| < JV -1 and for all e^.
Since the diameter of S? m is proportional to 5j, the vanishing moments of ^e immediately imply the estimate is, v 0<s<iV, (4.15) whenever the right-hand side is finite (see Th. 2 in [3] ).
Due to our assumptions on dQ there exists a bounded linear extension operator Fçi : H l+K (£l) with FQ ƒ = ƒ a.e. in iï, (see e.g. Chap. VI in [34] where wi e V t p is the solution of (3.10) with a and ƒ replaced by b and e, respectively, and with g = gi = 0. By (4.8) and (4.17) we finally find which finishes the proof of (4.7).
NUMERICAL EXPERIMENTS
We illustrate the error estimâtes proved in the previous section by computational results. The implementational details and further examples can be found in [32, 33] .
We solve the 2D-elliptic problem (A = YM=\ ^2 &i is the Laplace operator) [8] ). Tensor products of those four functions can be used to create a bivariate biorthogonal wavelet system of order N (see e.g. [18] or [29] ). The corresponding scaling function is the tensor product B-Spline B N -6;v® &;v, that is,
Our computations below will be based on the linear (N = 2) B-spline biorthogonal wavelet system. The maximal Sobolev order of B N is s max = N -1/2. As the periodization (-Bjv)l of (BN)I^ is 1-periodic the re-scaling (£?iv)fc(z/0.6) gives ansatz functions periodic with respect to D. We wish to illustrate the estimate (4,9). We therefore need a computable approximation to IMIi/s^) where D C R 2 is a bounded domain. In view of (3.4) we define Above, B 2 = 2,2^ ® 2,2^ is the dual to B<z and ^e,-e = 1,2,3, are the three corresponding dual wavelets. The coefficients c 2i k and d e j\m (only finitely many are non-zero) can easily be obtained from v by a fast wavelet décomposition, see e.g. [18, 29] . Hence, a numerical value for normes(i?)^ can be calculated. Moreover, according to Lemma 5.1 the above decay rate of norm 2 A,s(eA)f2 ^s snar P as À -> ce. Figure 5 .1 displays norni2A,s(eA)fi for s = 0,1 as a function of À on a logarithmic scale. The predicted decay is clearly visible. On the right of Figure 5 .1 we plotted dim V^ A to illustrate (4.4). The dimension of F 2 S A x increases by factor 4 with À. Figure 5 .2 gives a graphie impression of (4.6) and (4.7) for fixed À = 2. As l grows we first observe the decay rates (4.8) and then a saturation of the error due to fixed À.
CONCLUDING REMARKS
The stiffness matrix relative to (4.5) is not sparse in gênerai. It possesses the typical "finger structure" as there is a coupling of wavelets to different resolution levels.
Two ways are known in the literature to overcome this drawback. First, one may apply matrix or operator compression techniques as investigated, e.g., by Dahmen et al. [14] . Second, the so-called non-standard (NS) operator représentation in a wavelet basis (see [2] ) leads to an decoupling of different resolution levels. Consequently, the corresponding stiffness matrix has a kind of band structure. In case of a constant coefficient differential operator only 2 d coefficient vectors have to be stored (their dimensions and hence the band width depend on the scaling function). From those the matrix entries can be retrieved by simple scaling. Moreover, the NS approach can even be enhanced by matrix compression (see [2, 14] ). The price to pay is a doubling of the dimension compared to the standard représentation. The boundary treatment proposed here (and before in [27, 31] ) for wavelet-based discretizations is not sophisticated enough to compete with traditional finit e element discretizations. (With one exception: d = 2 and linear splines where the handling of complicated boundaries is even simpler.) To take full advantage of the waveiet machinery smart er techniques are required. Ideally these techniques provide accurate boundary resolution without depending too much on the geometry of the domain to retain (more or less) the issues (i)-(ü) from Section 1. Right now we do not know whether we will accomplish our goal, however, the potential gain justifies a further exploration of the proposed scheme.
