ジョウホウ ノ フゴウ カ オヨビ ヘンカン by Nishio, Hidenosuke































































system　of progra万”1万s,e七c. are　typical　examples.　The 01ヽ■J
of　ａ:Lgori七hms,七heory　of　logical　functions　and　theo工ヽｙ　of
logical　circui七ｓ　are　related　fields.　Eecen七１ｙ　the　study













theory　has -been expected　In　vain.　The　second phase　of
the　science　of　information　seems　七６ be　useful　for 七his
purpose, if　it　Is　modified.　　工ｎ　addition　to　it, some七hing




































Professor　Toshiyuki･ Sakai ， who　guided him　七〇　七his　field,　　　　　　．










about　the　theo工ヽem　of　CHAPTER　工工工, and to　Mr. Koichi
Tabata ｆｏエヽhis cooperation　and help　in 七he　study　of　the
trial　and　ｅ工ヽror model.　Messrs. Yasunaga Niimi ， 工chiro
Matsuo　and Kentaro　Soga made　useful　discussions ｗｉ七ｈthe
author　ｏｎ，七he　theory　of　logical　func七ions　and ｍａ七hematics・　　　　．








































































































































fore　七he　Ｓ七udy of ･codes･ was　required.　The　七heory･ of　　･ｌ

















































































mission ｒａ七e) may be　as　high　as　possible.　:[ｎ　七his　七heory
only　the　probability　of　the　informa七ion　source　and　七he
５－































































七ion processing　in　general.　　Secondly the　former has　been
developed　thanks　to　the　ｌａ七七er, in ｐａｒ七icular to　the　dig―
ｉ七al　compu七er.




example　the　ｐａ七七ｅ工ヽｎ　recogni七ion has　been investiga七ed ty
cons七ｒｕｃ七ing the　machine　or by　Simula七ing　七he　behavioエヽof
七he　conceptual　machine.　One　reason ｆｏエヽ七his　is　七hat　七he











































　　　,１　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　　Ｆgeometrical ｏｂｊｅｃ七ｓ 七〇 ｇｅ七 七he ｂｅｓ七code.
　　　･．　工皿　§　２．２　ｔｈｅ：ｍａ七hematical　ｐｒｅｴヽequisites　for　the　theo-
ry　of codes　is presen七ed and in § 2.3七he　algorithm called












§ 2.2.1　Set of the ｎ一七ｕｌｅｓ＿ヱ
　　　ー　　　　　　一一

























is deno七ed by ［Ｃ（ｎ）］．




























































though　this　し七echnique　is　being inves七iga七ed by many　au-
thors　with　respec七　七〇　the　ｄａ七ａ　transmission.
Mｅ七ric　　ｄ
　　　　Since in 1950 Hamming［１］indicated　ｔｈａ七　the　"Hamming

























































































　　　The set fo, 1} consisting of　ｏ　and　ｌ　is ａ field
with　the　modulo　七wo　sum　and　七he　ordinary ｍｕ１七iplication.







ｌ:iｙiしｉｓ　the　ordinary mul七iplica七ion of numbers.工ｆｃ６Ｆ警

















by　choosing　an　elemen七 Si from G-(g2゛H)-(gダH)- ...
‾（ｇｉ－１＋Ｈ）゜　The　procedure　proceeds
un七il　all　elemen七ｓ
appear　somewhere　in　the　array. Each row （ｇｉ゛Ｈ）　is
called　a (left) coset of　Ｈ　and　Si　is called i七ｓ　cose七
leader。
　　　　工f　七he　coset　are　construe七ed　by　七he　operation　Ｈ＋ｇｉ
in　･stead　of　。g.+H, then　七hey　are cal!ed righ七　cose七ｓ゛











































　　べrhe (Hamming) weigh七〇ｆ ａｖｅｃ七〇ｒ　ｘ　isthe number of
ones　ｃｏｎ七ainedin　it　and deno七ed by　II X II.　・Then
　　　ｄ（ｘ，ｙ）＝」IX - y II　　　　　　　　　　　　　　(2.1)
　　　　Therefore　the　metric　structure　of the　group　code　is











p(y/x) be the condi七ional ｐエヽobability七ｈａ七ｙ ｉｓエヽｅ－
ceived　when　ｘ　was　transmi七七ed. That　is (X, Y, p(　／ｘ））
is　ａ　discre七ｅ　channel　withou七memory in　the　Shajinon' s
formula七ion.　　　　　　　　ニ
　　　　　　Let　ｔ 1' 2' ¨”　ＡＮ}　be　the　decision
scheme　of　the
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　”code C(n)゜いcP °c29 り゜9　°cN'l ＼ ゛゛here Ｎ ゛ [C(n)]゜　And
・
we　agree　七hat　whenever the･ received　element　is　f OTxnd　in
Aj゛
we　assume　that　ｘ Ｊ　　was 七エ'ansmitted.　!rhen ＼Ａｉ con-
： ● 2０ －
tains　列．ｂｙ definition.工ｆｐＯ ｃ）ｉｓ七he ｐｌ゛゜bability





















七he following two codes, C(7,5) and Ｃ(１０，５)，ｆｏｒwhich
[C(7,3)]＝１６　ａｎｄ[C(10,5)]= 12.ｴf we consider　七he
error ｐａ七七ern　of　one　errorfor　C(7,う)　and　one　and　七wo
ｅエiTors　for　Ｃ(１０，５)　only　and　deno七ｅ　七he　errorp obabil-
ities by　P, (e) and　P2(e),七he　region　of　，ｐ　　for which
















































（i）［M(n,d)］is the function of　ｎ ( n>l ) and



























　　Let　ｆ be the ｏｒ‘deredｓｅ七ｗi七hthe order of binary







































ｓｊ °ｓｊ　　for ;j ７０１ １９　°゜゜９ｉ
Si.l =　卜: d(b,,a)>d,　　aeS! } / 0,










d（ｂｋ･a) > d,　　８ ６ Ｓ１１-j ° Ｏ゛
　　　　　　　　　　where　ｂｋ'－１　= min　^k'-l
　　　工ｎ　general　七he　new　sequence　does　ｎｏ七　equal　七he　old
one　and　k' / k.　工ｆ we　use　tlie　new　symbolism　ｂｊ　in
place　of　　ａｊ　　for ｊ　＝　0, 1,・.. , i-1, i七　is easy to　see
that　the　new　sequence　ｂＯ゛ｂ１゛‥゛゛ｂｋ(－１　is ano七her

































































for　ｎ:＝:９　andｄ＝:５could not be　computed.　　Among ｐエi'Ogramming
techniques　necessaエヽｙ for　the　S.P., there　is　the　efficient
evaluation　of　the　Hamming ｄｉ８七ance　of　two　code　words　　ｘ
and　y, d(x,y) or　　//x-y ｌ , which　takes　much　compu七ａ七ion
七ime　if　the　instruction　ｓｙｓ七em　of　七he　computer　is　ｎｏ七
suitable.　The　operation　of　taking the　weigh七　〇ｆ　ａｂ１－





















































































































































































































M(ll,5)　were　found by such　ａ ｍｅ七hod.












such七ｈａ七　all　error patterns　of errors £七　are　coset　lea-
ders, or　七he　minimum dista万nee　is　　２七＋1　or　２七＋2.　＼
　　　　The　maximum　dinimum　distance　group　code　is　ａ　G(n,d)
for which[G(n,d)]is the largest among ａ１１　G(n,d)s.
The　search　for　M.M.D.G.C. for　arbitrarily given　ｎ　and
d　has' been made　by many authors ｂｕ七ｎｏ七　solved　generally･
That　is, the　general　algorithm was　nat　ｅｓ七ablished　七〇　cal-
culate･:the　order　ｏｆ十M.M.D.G.C. for　every　ｎ　“万71万d　d　but





　　　　The　following theorem,・which was　found by　the　present
author　and proved by　S.Ki七awaki, gives　an　ｉｎ七eresting ｒｅ':
lationship　between七he　struc七ure　of the　group and 七hat　of










(ｎ､d) is deno七ed by Ｃ(ｎ､ｄ)
PROOF一一
（１）　C(d,d) is clearly七he group・
（2）　Suppose七ｈａ七　C(m,d) is七he group and





















(ii) Let ａｉ be 七he　ｉ一七ｈ　element which is geneエヽａ七ed
by　Ｓ°p. after　　^2^-1　　and　suppose tha七　　ａｌ　°ａ”＋ａｉ　for
１　= 0, 1, 2,　・・・９ｊ，ｗねere　ａ（５　＝　a'.
　　(iii) Now (P3) is to be proved.
　　　a'. , °ａｌ゛８ｊ＋１
To prove （Ｐう), it is ｎｏ七edat firs七七hat
since
(P3)
d( a'゛8j＋1゛t ８０”’L1 82k-1゛ 81”..,aa)> ｄ゛












　レd( C(m,d),弓ナ1゛a 1 ) = d( C(り4）゛8j＋1゛ Q゛1゛8j゛1 ）
一分－
゜min　II ゛＋り＋１H for　ａ 6 C(m,d)≧ｄ．
　　　From　七he　following　lemma it　is　seen　that　七hree　Inequu-




(P9) hold simul七aneously, if and only if ａ１１
equali七ies　hold　for　them.
　　　　　χ＋ｙ？ｚ　　　　　　　　－











　　　　　X + y > z


















ｅｉ七her　ｘｋ °１　and　ｙｋ　° Ｏ　or vise　versa.　工ｆ・　ｘｋ°１
and　^k = ０９　七hen　(ｙ＋ｓ)ｋ゛Ｏ＜１ °ｘｋ
jwhich
ｃｏｎ七radic七ｓ




















(ii)　Ｇ(i゛l,d) = G ( G(i･ｄ)ｌ ｇｋ)・
for　ｉ　= d, d+1,　・・, n-1
(2.9)
(2.10)




Sk　= min j a:　d(a, G(i･ｄ))２' ｄ９８ ６ ｘi゛']. (2.11)
The　distance　between　an　element　and　ａ　subset　of　x"　　is
defined　as　usual.　工ｆ　七here　is　no　elemen七　which　ｓａ七isfies
七he condition (2.11), le七　G(i+l,d) = G(i,d) and七ｒｙ七〇
find　Sk　newly.　工七is　seen　七ｈａ七　　[G(i+l,d)]＝[G(i,d)]
+1, if　　Sk is　found in ｘｉ＋１　and　[G(i+l,d)]＝[G(i,d)]
ｏ七herwise.　This　comple七es　七he　algori七hm.
Resul七ｓ　of　com uta七ion
　　　工七is easy 七〇program 七he algori七hm ｆｏエヽ七hecompu七er.
Ｆｏｒ七he group codes we used 工BM-7090, which has abou七
35,000　56-bi七　words.　　The　program　is　ｗｒｉ七七en　in　七he　sym-
bollc　coding ｓｙｓ七emFAP.　The　resul七ｓ　are　ｌｉｓ七en　in　Table









MMDGC for　ｎ ＝１８　and　ｄ＝　５．　For this case　七here is
七he　ｂｅ七七er　code　found by Griesmer, which　has　２１０　elemen七ｓ
： ● 37 －
The °゜ｄ°ality °ｆ　0^(12,5), C,(19,5) and　C-l(21,､９)　is
doubtful.　a?lie　ｏ七her　codes　are　seen　七〇　be　maximum.｢　　The






























































































































































































i七ｓ　function value？　　The　func七ion is deno七ed by　Ｆ（　ｘ１゛
^2' ･ ･ ･ >　ｘｎ　), where　　ｘｉ　is the　ｖａエヽiable.　Ｆ　is　defined
　　　　　　　　　　　　　　　　　　　　ｌcomple七ely by the　function values　for　ａ１１･ ｎ一七uples of







func七ions, is　deno七ed ｂｙ･ 亀













































































































ｘｎ　）　ｏｆ．七he　observed poin七ｓ°　　Then ｉ七　can be expected
ｔｈａ七　FO　gives the ｂｅｓ七guess as to七he　considered.
ｐａ七七ｅｒｎ°　The　procedure　七〇　get　　ＦＯ　　for　any ｐａ七七ern　is
as　follows：









The　presen七　study is　an　answer 七〇　七hisphase　of prob-
lem.
（工工工) To find　the　function　F which　is　nearer to　Ｆ０，
七ｈ゛　Ｆｉ　of ｐｌ゛oblem（工工）．






































































































ｍ　and cﾒ，．　工ｆ（ﾝく　is small, ｍ　七akes many values.
Ａｆ七er several　七rials　ｉ七　is　ｅ:x:pec七ed　七hat　　ｍ　reaches　one
of　ｂｏ七ｈ　Ｓａ七ｕｒａ七ion　limi七Ｓ．　工ｆ　ｍ　does　ｎｏ七　divide　１，
there are much states.　工ｎ our ｆｉエヽＳ七model　ひく　is assumed
to　be　1/2.　　Q?heref ore　ａｆ七er　some　trials　七he　possible
values of　ｍ　are　９√１／２　and　1, wha七ever　七he　initial























ｂｙ七hose of ｍｅｍｏ工ヽｙelement七ｓ．　工七is deno七ed by the ｖｅｃ七〇ｒ
ｎｏ七ation　i　°　（m1゛1112゛m3）゛゛゛here　"i　　is　七he　ｓｔ８七ｅ　of
七he ｉ’七ｈelemen七．　工n the case of　c< = 1/2, there are
27　ｓｔａ七es, a万mong which only ｇ　ｓ七ａ七es　are　realized in　七he
trial　and error process　as　shown　ｌａ七er.　The　ｓｅ七　〇ｆ:ran-
　　　　　　　　　　　　　　　　　　　　　　－53
dom numbers　generated by　Gs　ｉ ｓ　denoted by　ｉ　°（ｒ１｀　Ｉ｀２
ｒ３）゛ｗｈｅｒｅｌ　ｒｉis　七he　random number　genera七ed by the
i-th　element.　The　ｓｅ七　〇ｆ　outputs　of　the　compa工｀ａ七〇rs　is
represen七ed by　召゜(ＳＰ　S2, S,), where　Si　iｓ七he　out-
put　of　七he　ｉ一七ｈcomparator.　There　are　８ possible　values
for　百Ｉ．　The　function　of　the　circui七　is　represen七ed by
ｒ　which varies　according to　百．　　工ｆ　for exa”iple、　弓　＝(１、







First　the　inpu七s　are　given ａ七　ａ certain ｉｎｓ七ance、七hen
the set of random numbers　Ξ;　is genera七ed and the ｖｅｃ七〇『
百　is　ｄｅ七ermined.　The func七ion　Σ　is ｄ６･七ermined by i七



















　　　　　　　　　　　　　　　　　　　　　　　　　　　－second row is 七he func七ion　Ｌ　which corresponds　to　七he
百〇ver ｉ七. The ｉ一七ｈcolumn is 七he func七ion F.　which
is extended accordin咲nputs.　Thus七he i-row j-column




－Ｓ 000 100 ０１０ 110 ００１ １０１ ０１１ 111















































comes　ｇ　after ａ few 七rials, because　Ｑく= 1/2　and　Ms
are　the　saturating　七ype　memories.　　They　are　(1/2, 1/2,
1/2), (1,1,1), (0,1,:L), (1,0,1), (0,0,1), (1,1,0), (0,:Ｌ，
































'r　f. ), where　ｆ１ ’ＦＯ(Ｏ゛Ｏ)゛　ｆ２ ゛ＦＯ(１゛Ｏ)゛　ら’ＦＯ(Ｏ゛
1)　“万71万d　f41 °:ＦＯ(1μ/)．　Ｌｅ七十七he
inp゛七ｐｌ｀万゜babili七ｙ dis七゛ｉ‾





ａｉＹｄ苔ｐｉプ１゛ ｐｉ≧Ｏ゛ Ｕｓｉ°ｇ"id ( i = 1, 2, 5, ^
and　ｊ　＝:1, 2,　・・・i　8）　we defined　ａｎｏ七her　ｅｎ七ｉ七ｙ　"ij
by
　　　　　"id °１ ゛　if　"id °ｆｉ゛

















゛　■^0　°xy　and　ｐ１ °ｐ２ ゛ｐ３ °ｐ４ °＼１／４１
七hen　the　stochastic　ｍａ七rix is　calcula七ed　as　shown　in
Fig. 5.6A.　エｎ　七his　chain　七he　state　Ｅ２　is　the　absorb-
ing ｓｔａ七夕, because　ｐ２２　゛１‘　　Ｎｏ七ｅ　ｔｈａ七　ＦＯ　- v This
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－　　－case is called 七he model １． The　model ２ is ＦＯ°Ｘ十Ｙ゛
・
for　七he　same　uniform　inpu七　probabili七ｙ　ｄｉｓ七ribu七ion,
whose ｍａ七rix is Fig.　3.6B.　The model　３ is indica七ed in





































































































































































































































七he　ｓ七〇chastic　ｍａ七rix,　for every eigenvalue　ojｒ゛ |?ｒl≦1゛
and “゜ong　　Ｑく『 ｊ七here　is　七he　eigenvalue　which　equals　１．
This may be denoted ｂｙ’　○く１１　　Ifthere　are　　ｋ absorbing
ｓ七ates七hen　ｓ1 ’ k, bll七for七his Ｑぐ１Ｇ１）七he full de‾
generacy holds ．　For the ergodic chain　°く１　seems　七〇
have七he full degeneracy.　Ｉｆ七he full degeneracy does
ｎｏ七hold, the ｅｑｕａｔｉｏｎ（３．４）ｂｅｃｏｍｅｓcomplica七ed so that
















provided that　Ｏくｒ　メ１　for　Ｉ゛/g 1 and the full degen-




































　　　Ｌｅ七　ｄｉ°ｄ（Ｆ０９ Ｆｉ）　゛ｄ　ｑｉ　ｂｅ七he ｓ砲七ion°Ｉ｀ｙ dis-
七ribution　of　Ｅ１°
工ｆ　ｄ1 く　ｄ．






























　　　　　　　　　　　　　　　　　　　●　　　　　Ｆknown　and fixed. Here we should 七エヽｅａ七　七he　prac七ical
problems　arising　in　七he　experimen七．　Ｔｈａ七　ｉｓ，七he　ｐａ七七ern
is　unknown　and　七〇　be　recognized by　七he　model.






















chain, however, ano七her measurement　is　neceｓｓａエヽｙ　七〇　know
the　period.
　　　　At　the　practical　measurement　the　speed　of　the　conver-





七ion for the case ｏｆ七he abs orbing chain［４７１．‘
　　　　Suppose　七he　chain is　absorbing with the　absorbing
ｓ七ａ七ｅ　　Ｅ．　and　七he　condi七ion　of　the　full　degeneracy is
　　　　　　　１　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・
satisfied　for　the eigenvalues　吠ｒ of 七he　stochastic　ma-
㎜
trix ｏｆ七he chain (See§5.5).　Ｌｅ七七he ｉｎｉ七ｉａﾕﾚｓｔａ七ｅ of












冊叫j em kエ、 (う．８)
where　か）ｉｓ　七he　七ransition　probability　from ＼　　to
Ｅｉ　ａｆ七er em　　七rials　and ｋｒ　　is the　cons七ａｎ七　〇ｆ　order




















　　　:［jetthe input ｐｌ’゜bability diｓ七ribution be　p °(Pl≫
P2' P3≫　ｐ４１）ｆｏｒ七he　model　of Fig.　31．３１　and七he　stationary
diｓ七ribu七ion be　百゜（qＰ　q2゛¨”　ｑ9）゜　!rhen the proba-
billty‘:PG　七hat　the　outpu七　〇ｆ　the　Ｓ．工j.N. coincides　with
the　decision by　■^0　is calculated using　七he　七ｴヽial-out:put
table.
　　　　　　８　　　　　　　　　　　　　　　　　　　４

































not be　assumed 七〇 be　cons七ａｎ七(from the poin七　〇ｆ view
七ｈａ七　1七　is　ａ　logical　func七ion).　Ｆｕｒ七hermore　if　七he　Ａｕ一










　　　　Ａ numerical　ｅ:xperimen七　１ｓ　shown below in　orde工ヽto
ｅ:x:plain　some　phenomena　ａ:rising in　七he　case　of　the　non-
ｓ七ａ七lonaエ｀ｙ　chain.
　　　　　　　　　　　　　　　　　　＊　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　‘Let　ＦＯ　and ＦＯ be two different cri七le工ヽion func七ions.
Suppose　七he　Automaton　Ｂ applies　　ＦＯ　for　ａ ｐａ七七em, 1°ｅ’
ＦＯ（ｘ）゛１　１ｆ　the　input　ｘ　belongs　七〇　七he　ｐａ七七ern.　Ｂｅ‾
sides this, i七uses (by ｍｉｓ七ake)べ;，bｕ七ｎｏ七so ｏｆ七en.
　　　　　　　　　　　　　　　　。　　　　　　　　本工ｎ 七his case we consider Ｆ０　　１ｓ七he　noise　of　七his process.
　　　　　　　　　　　　　　　　　　＊工ｎ 七his case, if　ＦＯ　is　ｎｏ七　applied af七er　fini七ｅ　number
of　trials,七hen the　process will　be　七;he　ｓln万me　as　七he undis-:
七urbed trial　and　error process, since　七he　limi七　dlstiヽ1bｕ一
七ion　of　the　ergodic　and　七he　abso工I'bing　chains　is　independ-






七ion　becomes　difficul七．　Consider, for　example ， the　ex-
trerae　ｓｉ七ｕａ七ion　七ｈａ七　七he　Ａｕ七〇ｍａ七〇ｎ Ｂ　changes　his　ｃｒｉ七erion
　　　　　　　　　　　　　　　　　　　　　　　　　　　　＊defini七ely from ＦＯ ちｏ ＦＯ ＯＩ゛ his ｏｂｊｅｃ七ｐａ七七ern changes
　　　　　　　　　　　　　　　　＊from ＦＯ to ＦＯ゛ Then　七he　Ａｕ七〇maton　A should　indica七ｅ
also　some　change　of　ｉ七ｓ　behavior, and　give　七he　approxima七ｅ
　　　　　　　　　　　　　　　＊func七ion of ＦＯ as 七he　resul七．
■
　　　　　　　　　　　　　　　　　　　　　　　　＊Now　ｌｅ七　Ｐ　and Ｐ be the ｓ七〇chastic　matrix　of　the





　　　　　　　　　　　　　　　　　　　｀　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＊tiplied in place　of　Ｐ．　Therefore, fo工ヽexample,　　pppppp
pppppp*ppp...　shows　七ｈａ七　ａ七　七he　ｓｉｘ七ｈ　and　the　twelf七ｈ
七rials　the　Ａｕ七〇ｍａ七〇ｎ　Ｂ made　mistake.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＊Fig. う．８ shows 七he convergence　of　the chain ｗｉ七ｈ　Ｐ
ｍｕ１七iplied periodically every　fifth　times　and　七ｅｎ七ｈ　七imes.
The　model　is　ｔｈａ七　which is　shown in Fig°う‘３　and　p　°XY
　　　　　　　　　　　　　　＊
゜０００１　and　ＦＯ　° Y = 0011.　The　limit　ｄｉｓ七ribu七ion　of

























゜ｆP92>゜ !Ｉ?he　ｏｆ七ener　七he　noiseOCCD!rs ， the　less　the　dif-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　１ferences of QiS are. Therefore　七he　noise makes　the　be-
havior　disordered.　Thus　the　non-sta七ionary Markov･chain
is　七he　model　of　七he　real　trial　and eｒエヽloエヽprocess.‘　So






血粕plica七ion of the Group Code Theoエヽｙto
　七he Approxlma七１０ｎof Boolean Func七ions
§４･．１　　工ntroduction［50, 51］
　　　As is mentioned in　§3. it is necessary 七〇〇btaln
七he set of func七ions S. which will give the uniform ap-
proxima七ion　in　七he　space　of　七he　n-variable　Boolean　func-










where　Ｆ゛ｄ Ｇ６１９ｎ／゜ｄ が（゜c) is the probabili七ｙ ｄｉｓ一
七ribution on　ｘ．　ｘ　is　the　elemen七　〇f the　space　ｘ °ＸＩ
　ＸXgX ９　¨・９Ｘｘｎ　where　ｘ１　°
ｔ０９　１｝　゜
　　Ｉ,ｅｔ亜ｂｅ　ａ subse七･〇ｆａｎ°べrhen to each 亜ｃｏｒｒｅ－









such that (4°2) holds ｌ then we call ｊＥ
ａ　　＆－ｎｅ七　(epsilon ｎｅ七）．
工Definition 2　　For a given　£,|　（ｏ£|＆111），ａ十£. -net
ｉ８ called七he smal:Lest　£/-net, if １七contains the least
number　of　elements.　Deno七ｅ　七his　number by　Ｎ＆゜
Definition 3　　　　For　a given　ｉｎ七eger　Ｎ（１£≒|£２２ｎ），




　　　The definitions　depend on the space 記ｎ゛ ｉ°ｅ゛ｎ
and　p(x), but we　do ｎｏ七refer to　it when there　is no　dan―
ger of confusion.　As　is　easily seen,　Ｎ£　is　essen七ially
the　same　as 噌(A) defined by Kolmogoroff　ｅ七 a1．［55’］，
七hough　we　have defined　ｉ七　independently　and　in　ａ different










This may be　the　same　difficulty　as　that　encountered in
七he　ｓ七udy　of　七he　ｅ工ヽror　correcting　code.　Therefore　we
ｒｅｓ七ｒｉｃ七　〇urconcern　七〇　ａ ｃｅｒ七ain kind　of ｎｅ七　and.　apply
七he　group　code　七heory　七〇　ｉ七。
　　　We　found it　convenien七　七〇　introduce　the　ｓ七ｒｕｃ七ure　of
the group ｉｎ七〇the space
２ｎ
in 七he same way as we did
ｗｉ七ｈ七he　group　code　in　§2.2 .　As　usual　七he　relationship






{o,i} .　A some　ｗ?１£１りagS11ｓｏｎｉｎｇ七〇do so is given below.
Ａ uni ueness　of　the　modulo　two　sum
　　　Ｌｅ七　( X, d　）ｂｅ　七he ｍｅ七ric　space with fini七ｅ under-




旦･　工11 order七ｈ・七ａ group operation　°ci’ｘj　and ・ real
゛万゜万ｂｅ゛万（゜ｏｌ’゜万）１１｀ｉＵ　canbe　defined for elements　of　ｘ
such　七ｈａ七　they　satisfy七he　relation
^±i ” 11 °ci’゜‘:j’11し (４．４)
the　following　condition　is　necessa：ry.　The　n-tup:Le　of
numbers (　d11゛d12‘゛ ・・・9　^in　）iｓ　ａpermuta七ion of　（　d11゛
77 －
d,p,　¨゜ｌ　ｄｌｎ　？　for all　ｉ　°1, 2,　’¨｀　ｎ’








　　　　Ｕ・：１１° Ｄｃｉ°゛:1二仙゜^il ° ^li 祠け:L ゛で1トμ:i仙．
Ｆ:rom七he　condition　ｄｌｉメdlj ’　1f　11 °ci
lト．Ｄリ6
　　　　　　　　　●then ）ci ｡゜勺.　Therefor゛e if　^ii °ｄｌｋ゛then
ｘｉ‘ｘｊＪ｀　゜ｘｋ　uniquely.
　　　In ｐａｒ七icular,万　　ｘ１°:ｘ‾:1　°:X and　ｘ・ＸＥｉ：１＝ｘ．　And　from






opera七ion in　sum　form.　工f　ji(yc) is uniform,　ｉ’ｅ°ｄ　is
七he　ordinary　Hamming distance, however, o七her　group　oper-
ations十besides　modulo　two　sum can　be　defined which　also
　　　　●　　　　　　　　■･






is such ａ group ｗｉ七ｈcoef-
ficien七ｓ　GF(2) 'and七he norm II F II is defined on 心ｎ so
that (4･．5) holds.　　Then we　have
Deflni七ion 4　　　Replacing　"subse七歪”by ”subgroup 2”
1n　七he　Deflni七ions　ｌ　to　3, we　ｏｂ七ain　defini七ions　for








七he　ｓｅ七　〇f　all　func七ions　of　ｉ　　variables ， where　　i< n,
in the space 1^ . We will　discuss　these　examples　lateエヽ．
8］
　　　工ｎ　七his　ｓｅｃ七１０ｎ　several　七heorems　ａ工ヽｅ　proved using　the
decoding scheme　described in §　2.2.
!I?ｈｅｏ工ヽem１：




















d( X, 1 )゜min d( 2:゛4）’゜j111 11｀’匈‾り= min 111:l
S f 8i //
Therefore　　F, = max ｄ（ｌ：９亜）゜111°c　11 a.|( ・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　 　 χ　 　 　　１
This comple七e5 the proof。
　　　　工ｎ　the　followings　every七ime　we　write　”ｐａｒ七ition ｉｎ七〇
cose七ｓ”, it　meajis　the　parti七ion　stated　in　Theorem　１．　This
theorem　is useful　in　ｏｂ七aining　the　epsilon by　ａ computer
when　ａ　subgroup　is　given.
　　　In　order to　apply the　results　of　the　group　code theory
and　to　get　powerful　theorems ， we　ｍｕｓ七　have　some　restric-
tions on 七he ｐエヽobability distribu七ion　μ（ｘ）ｏｆ　ｆ．
Ａ probabili七ｙ　diｓ七:ribution　is　called　"par七ially uniform” ，
if　there　exists ･a subset　　Ａ　of　ｘｎ　such　that　ｘ　６ A,









weigh七゜Any subse七〇ｆ混ｎ corresponds to　ａ　code.　There-
fore ａ GN‘is equal 七〇ａ group code of leng七ｈニn = 2^-M,
where the ｍｅ七ric is equlvalen七七〇the ”Hamming ｄｉｓ七ance”．




　　　工１　M(x) is ｐａｒ七ially uniform and subgroup 亜　equals
　　　ａ perfect　or　quasi-perfect code　whose　order　is ２ｋ，
七hen　歪ｉ，七he　BGN of　size ２ｋ．　　恥ｒ七ｈｅエヽmore,for ａ given
　と：, if there is ａ　£ -GN which is equal 七〇 ａ perfec七









　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　１Ｓhalf of 七he theorem for　the case of the　ｐｅ工'fee七 code obvl-
ous　from the　meaning　of the　word　”perfect”．
　　　Note　tｈａ七　七he　ｌａ七七er　half does ｎｏ七hold necessarily
ｉｎ七he　case　ｏｆ十七he　quasi-perfec七　code.　　Ａ counter exa万”1万pie
1ｓ　given by Ex£゛”iple　１４１below.



































































































































　　　Suppose　ｎ＝３　and　M = 1,七herefore　n = 7. Le七亜
be　七he　Hamming code　of Order １６．　　Then　亜　1ｓ　the　1-GN
°if ,Q,y Tha七　ｉｓ゛“万7｀万ｙfunction of　ぶ2/3l is ゛1七hin万the
distance ｌ from　里．Ｔｈｉｓ is clear　from　Theorem　ｌ　and
from the　ｆａｃ七七hat　七he　Hamming code is　the　１:゛:error cor-
recting perfect code. Fur七hermo工ヽｅ亜　is the BGN of size
１６　and conversely the　smallest　1-GN is　the　Hamming code
of　ｏエヽder 16．
Example 2
　　　Suppose　ｎ＝３　and　M = 0,七herefore　n = 8 (七he
uniform　distribution　）．　Ｌｅ七’ｓ　七ake　ａ　subgroup ，j巨　of
order　８．　According　七〇　Table　4.1, the　norms　of　the　cose七
leadeエ゛ｓ of the optimal code　C(8,3) are　０， １，２　and　３．
Thus　°“万7　118万111　　equals　七〇　31．　　This　code　１８　ｎｏ七　quasi-
perfect.　　Ｂｕl七11七Is　a 3-GN　and 七he BGN of 七he　size ８．
( See　!rheorem ４１　）．　工七1ｓ　also　seen from七he　same　table

























七　such that all ｖｅｃ七〇rsof ｎｏｒｍ£七　and some of 七hose
of　norm　七＋１　　and　七＋2　are　coset　leaders　of　the　ｐａ：ｌ｀七1一
七ion of aCi into cosets relative ｔｏ巫and none of the
　　　　　　　　ｎ　　　　　　　　　　　　　　　　　　　　　　　″＿
ｖｅｃ七〇rsof norm >七＋3　aエ｀ｅ the coset leaders, then S, is
七he　BGN of its size.　Note　that the　optimal　code　is not
necessarily the　ＢＧＮ。
　　　　　　　　　　　　　　　　　　－８４ －























































　　＆＝:七|＋2　from Theorem ｌ and if there were a code Ｗｉ七ｈ
　　巳＝七･1’1　七ねenit ｍＵＳ七be ａﾄquasi-peiヽfeet code ( there-
fore　optimal　), so　we　would resul七　１ｎ　contradiction.
　　　Using Theorems　ｌ　ｔ０ ４ Table　４．２　showing the　BGNs for
the　partially uniform ｄｉＳ七工ヽibutionwas　obtained.･　工ｎ
obtainingづBGNs　for ｌａエ｀lgle:r　n　and'ｋ^　ｗｅﾆused the　figures
given　by Peterson［５４］．　　工n Table　４．２　七he　blank means
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｊthat 七he BGN has ｎｏ七 been ｏｂ七ained because　七he　ｃｏヱヽre-
sponding ｑ!lasi-perfec七　code　is　unknown ｆｏｒﾚthis　parame七er.
The　encircled ｅｎ七エ*ywsLS　ｏｂ七ained ty Theorem　３ and 七he
underlined　one　by　Theorem ４　and　七he　ｏ七hers by Theorem　２．
　　　Using Table　４１１:Lwe　can万　also　compu七ｅ　七he　order of 七he
smallest　£-GN.　Table ４･．３shows 七he logaエヽithms to the
base　２　of the　orders　ｏｆ七he　smallest　t -GNs.　Table　４．4
gives七he　sam万ｅ　figure　as Table ４１．31 for the normalized S ・
ＦエヽomTable ４１．51 we　know for exEimple　tha七七he　ｏ:rder of the
smallest　£ -GN　for　1/４ざε！ 3/８　１ｎ ぶ23 is　24’゜　工七
is also seenし七hat for ａ１１　Ｒ　the order of 七he smallest
　　£-GN　ｆｏエヽf, larger than　１／２　１ｓ ２．　Kolmogoエヽoff
et al, defined　” 6-entropy”of ａ ｍｅ七工ヽic　space.　Since
we ｒｇｓ七ｒｉｃ七ｅく1the　ｎｅ七七〇the　group net,!Ｉ!able　４．５　shows









































































































1/12, 9 : 1/12　　1/６ ， ？
5/12, 2: 5/12　1/2, 1: 1/2　　1
The　Ｎ Ｓ (＝，
normalized













工ｆ が（ｘ）゜Ｏ　forsome　X, 七hen we ｄｅ:Lete七hecorre-
sponding code　component.　　According　to　this　notation,
































　　　The　set　of　ａ１１ functions　of two variables･　Z. and　Ｔ













functiona in　ｎ　variables and　　だ（ｘ）ｉｓ七he uniform dis-
七ribution.　Since　歪１ｓ a subgroup of 晶ｎ゛ we can万find
the　epsilon　£／　for　ｉ　　according　七〇　Theorem　１．　Ｆエヽom
Table　4.2, on the　other hand, we　know the　epsilon　Ｅ　of ｌ





Table　４．２ we　see　　＆　＝　２　ｆｏエヽthis　case, i.e. we　can　ｇｅ七
at　ｍｏｓ七　七he　approximation of １/４ by means　of linear func-
tions.　工七　１ｓ　seen　that　the　ｓｅ七　〇ｆ lineaエヽfunc七ions　is
七he　２‾:GN and ﾌﾋｌｈｅエI'efore‘one　of the　BGNs　of size 16 1n231‘
工ｆ we　add one ｂ１七　七〇七he　Ｈ９万mming code ．so　ｔｈａ七　七he resul七－
ant　code　has　the　even ｌ:parity,　七hen one　represen七at ion　of
this　code　is　七he　ｓｅ七　〇ｆ　linear　functions, i.e.七he　set
genera七ed by　ｘ， Ｙ，Ｚ☆　and １．
　　　!rhe set of all functions of degree 忌２ has 七he order
２７．　From　Table･ ４．２七he BGN has　£ = 1. On　七he other
























　　　ｒｅＣ七Ing　codes：　　B≪ S. T. <Ja　皿　　147-160.
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we　七hink of　七he　human　communica七ion, informa七１ｏｎ十must be
accep七ed　and ｕ七lllzed by man　finally.　At　七he　intermedi-
ａ七ｅ　stage, however, i七　takes　several　ｆｏｉ･ｍｓ争　so　七ｈａ七　com-
munica七ion may be　efficien七　and ｎｏ七　disturbed.　The　elec-









magne七ic wave, the　speech　sound　and so　on, and七hose
which　are　crea七ｅ(i by　七he　human　being and　still　abstract,
such　as　the　:Le七七ｅｉヽ．　The　ｌｅ七七erhas　also　its　concre七ｅ






















　guage ， or program万ming system, in ｏｴヽder tha七　七he human万
　being may communicate with i七．　工ｎ fac七;, if　ａ man ｗａｎ七ｓ
　to　do　some　logical　ＷＯ工ヽｋ with　七he　computeエヽ, he　makes　at
　firs七　七he program万　for it ．　　The　program万　can be　regarded
　as　七he　system　七〇　represent　logical　activities　of　the　pro-





























































elements, the　七iming relation　and　so　on, and　七〇　ｕ七ilize
the　ｃｔ５ｍｐｕ七erfor　checking 七he　logic　and ｆｏ工ヽｇｅ七七ing　the















ｐ工'ogramming sys七em　and no七ｗi七ｈ七he hardware　direc七1ｙ・
The　authoエヽbelieves　tｈａ七　the　ａｕ七〇maton　itself　should be ・

















































































































































































































and the　program　in many lines　as　is　done　usually.　　工ｎ
七his　ｓ七udy　examples　are　given　in　七his　form.
　　　　Let's　make　it　clear　here, that　what　is　transformed
is　ｎｏ七　the　program　only, bu七　the　program plus　ａ ｐａｒ七of
KM.　　Fig.　２．３　　illus七ｒａ七es　the　parts　of　KM which　are　in-






































ｎｏ七　execu七ed by a万７１ｙreal　computer.　０ｒ we　have　ｎｏ七七he
machine　which　execu七es　　Ｐ．　The　programming　system　of　　:P

















　　　　The　other route　of　transla七ion in Pig. 2.4 goes
through　the　broken　line, Pq-今ＣＯ’争C゛　　This　ｒｏｕ七ｅ　couldｎｏ七









latlon. The　firs七　〇ne　is　七he　essential　llmi七, caused by
the　general property of　七he　source program, and connot be
















































































　　　　　　ANDＸ　　EOR X　　OR X　　NOT　　ESH i　　LSH i















七he　jobs which　are　ｎｏ七　〇ｆ direct use　ｂｕ七　are　the basic
logical　opera七ions　on binary words　such　as　coun七ing　七he











which is executed in ａ unit of clock time. Opera七ion is
done　in parallel　for　each ｂ１七　〇ｆ　ａword.　Ａ word consis七ｓ







































































　　　　AND X, OR　X, EOR ｘ　are　binary　opera七ions　of　ｘ　and
AC.
　　　　NOT　is　nega七ion　of　each ｂ１七　〇ｆ　AC.










JNZ ｘ　modifies　七he　program　sequence　to　X, if　every bits
of　　AC　　are ze工゛０．　　ＨＡ工jT　ｓ七〇ps　七he　KM.　The　last　七hree
　　　　　　　　　　　　　　　　　　　　ｆＪｏｐｅエ゛ａ七Ions conceエ｀ｎﾀﾞ sc　　and　are　not　indicated　in　Fig. ３．３．
























ｉ七　is　assumed　ｔｈａ七　七his　number may be　arbitra：ｌヽiiy large・
工七　is　easy七〇　restric七　七he　nvimber　in　each practical　de-
sign　problem by modifying　七he　transforma七ion　algori七hm.




operation may be　ｄｉｓ七urbed.　工ｎ　the　real　logical design,












七he progra万”｀万　ingeneral, if　the　instruction　set　is ｎｏ七


































algorithm,七ｈａ七l　iｓ，七he　same　program is　used for various
inpu七　data.　So　we　should ｎｏ七　take　into　account　七he　con-
ere七ｅ　data or　七he　contents　of regis七ers.　Por　example ，
the　content　of　AC　　ｃｏｎ七rols　the　sequence　of　七he　program
１ｆ　it　has　the　conditional　ijump　with　condiこ七１０ｎ　on　ＡＣ・
Ｂｕ七七he instance when the condition is satisfied can not
be　ｄｅ七ermined　beforehand.　Therefore　we　ｍｕｓ七neglec七　the
concrete　data.　The　七imlng　ｃ１ヱヽcult　of　the　ｏｂｊｅｃ七machine





























． ● 128 －
where　Ｏく　１ｓ　the　operation　symbol　and　ａ　and　ｘ are
the　register　symbols.　The　opera七〇ｒ　NOT, R工Ｎ　and　WET
are　of　type (i), while　　AND, OR　and　so　on　are　of　type




















gram can　ｎｏ七be　specified by finite number　of　steps.　　Ｆｌｏ工ヽ
























































program TAKE ＷＥ工GHT indicated　ａｌ七　the　same page・ 。
　　　　The　white　circle　means　七he　normal　ｏｐｅエ'ator　and　the
black　point　the　condi七ional　jump.　　The　uncondi七ional































































　　　　工jet　the　content　of　the　工ヽegis七er be　denoted by 七he
same　symbol　as　the　register　ｉ七self.
(i) Binary operator





































and is　七he　regis七er for　ｃｏｎ七rolling the　program　sequence。
　　　　The　above　generaliza七１０ｎ　is　allowed naturally, since
it　requires　no　constraints　on　七he　physical　elemen七．　But
七he　ｅｘ七ension　of　each register, for example ， to　m-bi七





the　number　of progr万９万ｍ　steps.　　Suppose, for　ｅｘｎ万mple, there




























































































































　　　　!rhese　c orre sp ondenc e s　are　generalized　to　the　concur-








ｉ（χ）：　七hecompound logical func七ion on　χ　such as；
　　　for　x°{ｘ1？ ｘ２゛ｘ3゛ｘ4 j ″
　　　　　6c(x)゜0^1 {Oぐ２(ＸＰｘｊ)い(ズ31(ｘ3'ｘ４)}'
where Ｑぐｉ　ｉｓ七heoriginal normal ｏｐｅ工゛ａ七ionsymbol.
　　(X(X)→乞：　The function value of　<X for　χ is　　　　ｌ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　－placed in ａ１１ registers ｃｏｎ七ainedin Ｚ． This is　七he
general　form　of　the　single　compound　opera七〇工ヽ．　The　reg-
　　　　　　　　　　　　　　　　　　　　－１ｓ七ers　which appear in χｌ are called　the　operan万d regis-



















































where　　Ｕｘｉ　is the　ｓｅ七union　of ｘｉ　and　ｆ　is　ａ logic-







































　　　　　We do　ｎｏ七, however, encode　the　ｓ七ａ七ｅ　by　七he　binary
counter, but　use　one　bit　of　flip-flop　for　each　ｓ七ａ七ｅ.




〇ｆ　the　program　sequence ， while　the　circuit, which　is　ｏｂ一
七ained　through　七he　ｓ七ate　aslgnmen七, has　lost　七he　direct
ｃｏｒエi-espondence　with　ｉ七．
　　　　An　example　of　such　timing circuits　is　given in Fig.
4.10, which　corresponds　七〇　the　ｏｂｊｅｃ七　program.　　Like　the








treated branch by ｂ:ranch.　Ａ branch of the progrs°１万゛１ｓ
七he　ｐｏｒ七ion, which　has　no　conditional　jump, nor　the　in-













































































　　　　hand ０ｆ　七he　formula.　工ｆ　there　is no七, leave　　ａｌ
　　　　as　it is　and go　七〇　七he　ｎｅｘ七　ｓ七ep.　(See,Pig. 4.5)
End
?????
































































　　　　工七　１ｓ　seen　from the　rule　ｔｈａ七　if each pair is　七工ヽans-
formed, the result　of transformation of　ａ branch is　only
one　concur工?ent　compound　operator.
４．４ Transformation formulas
　　　工ｎthe formula　χ／Ｔ　stands for the set of the reg-
isters, which　are　contained　by　ｘ　but　are　ｎｏ七　　Ｔ。
　　　Formulas　are　divided into　two　classes.　Type　　Ａ



























































































































j(xj)今AC　if AC ＼ and xe ij
⇒9?1(X1)ラi1∩゛(Ｘ)今AC °therv゛Ise
　　工f the conditional jump is the last operator of the





















nite　rule　of ｐｏｓ七－ｅｄｉ七has　ｎｏ七　been reached ｂｕ七　the　pro-





of　the　pair　(DRW　X, STO Ｘ)．　This　opera七ion has no
effec七　and　should be　elimina七ed.　Ｆｕｒ七ｈｅエヽmore, if　ｘ　is
ｎｏ七　used by　other　opera七ions, the　registeエヽ　Ｘ　itself









・ ． ● 154 －
　　　　The　other　technique　to　eliminate　the　symbol　and
reduce　the　program　steps ｉ８　七〇　change　the　name　ｏｆ工ヽegister.
This　technique　is ， however, applied by　ｉｎ七ｕi七ion of　the
human　being　and　can　not　be　formulated　completely.　　The











































































ｔｅｎ七ｓ　of　AC　　and memory regis七er　χ　１ｎ　the　bina工ヽｙ num-
ｂｅ:ｒ　ｓｙｓ七em,is　indica七ed　in　Fig. 4.11.　The　object　pro-































































Fig. 4.13　Adder designed by 七ranslation
- 160 －
　　　　　　　　　　　　　　　　　　　　　　　　　ＡＮＩ〕,,..,MD
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