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Abstract
A Delannoy path is a minimal path between two given points on Z2, with horizontal, vertical
and diagonal steps. We study the Delannoy paths as a special class of a congruence de.ned by a
Thue system. This system induces a partial ordering of the set of Delannoy paths, which actually
is a distributive lattice. This system also admits a natural interpretation in terms of representation
of temporal knowledge, which we brie1y describe.
R	esum	e
Un chemin de Delannoy est un chemin minimal avec pas diagonaux du plan Z2 entre deux
points quelconques. Nous 6etudions les chemins de Delannoy comme une classe particuli7ere d’une
congruence engendr6ee par un syst7eme de Thue. Ce syst7eme induit un ordre partiel sur les chemins
de Delannoy dont nous montrons la structure de treillis distributif. Ce syst7eme admet 6egalement
une interpr6etation temporelle que nous indiquons bri7evement.
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1. Introduction
Une d6e.nition classique [17, p. 411] des chemins de Delannoy est donn6ee comme
chemins que l’on peut dessiner sur une grille rectangulaire partant du coin Sud-Ouest,
se dirigeant vers le coin Nord-Est, et n’utilisant que les trois pas 6el6ementaires suivants:
nord, est et nord-est. Ce sont donc des chemins avec pas diagonaux minimaux, i.e.
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Fig. 1. Le syst7eme de Thue ou l’ordre D(1; 1).
sans retour en arri7ere [11,3]. Sur une grille carr6ee, ce sont les chemins du roi ou de
la reine sur un 6echiquier [4,10]. Les nombres de Delannoy, qui comptent les chemins
de Delannoy, s’obtiennent r6ecursivement en utilisant la formule D(p; q)=D(p1; q) +
D(p; q − 1) + D(p − 1; q − 1) avec D(0; q)=D(p; 0)=1, ∀p; q¿0. Cette suite a 6et6e
6etudi6ee pour elle meˆme [14].
La s6erie g6en6eratrice sur deux variables est F(X; Y )=
∑
p; q¿0 D(p; q)X
pY q=1=
(1−X −Y −XY ) [3]. Les nombres de Delannoy centraux (i.e. p=q) sont donn6es par
D(n; n)=Pn(3) o7u Pn(x) est le polynoˆme de Legendre. La s6erie g6en6eratrice des nom-
bres de Delannoy centraux est F(X )=
∑
n¿0 D(n; n)X
n=1=
√
1− 6 : x + x2 [14]. Les
chemins de Delannoy sont en correspondances naturelles avec des objets 6etudi6es dans
des domaines math6ematiques et informatiques vari6es [13].
Beaucoup de chemins minimaux dans le plan ont 6et6e 6etudi6es en termes de langages
formels (chemins de Dyck, de Motzkin, de SchrNoder) [17]. Nous allons suivre cette
voie et introduire les mots de Delannoy et le syst7eme de r6e6ecriture de Delannoy sur un
alphabet ordonn6e a.n d’en d6eduire une structure d’ordre sur ces objets de Delannoy.
Appelons D(p; q) l’ensemble des mots ou chemins de Delannoy entre deux points
distants de p pas est et de q pas nord. Nous montrons que D(p; q), muni de cet
ordre, poss7ede une structure de treillis distributif dont la trame (ensemble des 6el6ements
disjonctifs-irr6eductibles i.e. 6el6ements issus d’au plus un p7ere) est r6eguli7ere, ais6ement
exprimable, et de cardinal 2:p:q.
Ce syst7eme de r6e6ecriture admet aussi une interpr6etation temporelle de voisinage
dans le cas des chemins de Delannoy sur une grille 2×2. Nous sommes dans le cas
particulier des S-mots d6e.nis sur des S-lettres de [12,13], o7u le S-alphabet provient
d’un alphabet de cardinalit6e 2. Supposons que les lettres a et b codent chacune un
6el6ement temporel (point ou intervalle), et soit c la S-lettre {a; b} de [13]. Chaque
occurrence d’une lettre dans un mot repr6esente un instant contenant les extr6emit6es des
6el6ements temporels qu’elle repr6esente, le nombre d’occurrences des lettres indiquant de
quel objet il s’agit.
Les trois ordres D(1; 1), D(1; 2) et D(2; 2) sont bien connus en repr6esentation des
connaissances temporelles qualitatives. Ainsi D(1; 1) traite les positions relatives de
deux points temporels Pa et Pb, c’est-7a-dire le monde de Vilain [15]. Le mot ab signi.e
que le point temporel Pa est avant le point temporel Pb, le mot c signi.e que les deux
points temporels sont synchrones et le mot ba que le point temporel Pb pr6ec7ede le
point temporel Pa. D(2; 1) donne les positions relatives d’un point temporel Pb avec un
intervalle temporel Ia, c’est-7a-dire le monde de Vilain et Kautz [16], et D(2; 2) donne
les positions relatives de deux intervalles, c’est-7a-dire le monde de Allen [1]. Les Figs.
1–3 montrent les ordres correspondant. Plus g6en6eralement, D(p; q) donne les positions
relatives de deux intervalles g6en6eralis6es, c’est-7a-dire le monde de Ligozat [9].
Le syst7eme de Thue choisi correspond exactement 7a la relation de A-voisinage d6e.nie
par Freska [6], utilis6e pour les patrons de [5].
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Fig. 2. L’ordre D(1; 2).
Fig. 3. L’ordre D(2; 2).
2. Le systeme de Thue
Les notations utilis6ees concernant les langages formels suivent [2,7]. Nous les rap-
pelons ici bri7evement.
Si X est un alphabet, X ∗ est l’ensemble des mots sur X , et  d6esigne le mot vide.
Si f est un mot de X ∗, on note |f | la longueur de f,  la relation de pr6e.xit6e, et
pour un entier k tel que 06k6 |f | , f6k le pr6e.xe de longueur k de f.
Si R est une relation sur X ∗, on s’int6eresse au syst7eme de Thue engendr6e par cette
relation, c’est-7a-dire 7a la relation, not6ee →, sur X ∗ qui est la plus petite relation qui
contient R et est compatible avec le produit de concat6enation: ∀f; g∈X ∗; fug→ fvg↔
(u; v)∈R.
On utilise les notions et notations usuelles, telles qu’on peut les trouver par exemple
dans [2] ou [8]. En particulier, on note ← la relation sym6etrique de →, ↔ d6esigne
la fermeture sym6etrique de →, et →∗ sa fermeture r6e1exive et transitive. On note
[f]={g∈X ∗ |f↔∗ g} et LR(f)={g∈X ∗ |f→∗ g}. Ces notations sont 6etendues aux
langages: [L]=
⋃
f∈L[f] et LR(L)=
⋃
f∈L LR(f).
Rappelons [2] les propri6et6es des syst7emes que l’on va utiliser. Un syst7eme est dit
n9th	erien s’il n’existe pas de chaPˆne in.nie. Il est dit con:uent si f→∗ u et f→∗ v
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implique l’existence de g tel que u→∗ g et v→∗ g. Un 6el6ement f est dit irr	eductible
pour → s’il n’existe aucun 6el6ement g tel que f→ g.
Dans cet article, nous nous int6eressons au syst7eme de Thue d6e.ni sur l’alphabet
X={a; b; c} par la relation ’={(ab; c); (c; ba)}.
Notons tout de suite que la relation ’−1={(c; ab); (ba; c)} est la meˆme relation que
la relation ’={(ab; c); (c; ba)}, 7a un renommage des lettres pr7es. Toute propri6et6e de
→ est donc aussi une propri6et6e de ←.
Remarquons que la relation →∗ est compatible avec l’ordre lexicographique, not6e
6, sur X ∗ induit par a¡c¡b, i.e. f→∗ g→f6g. Ceci implique en particulier que
la relation →∗ est antisym6etrique. C’est donc une relation d’ordre.
Le but des paragraphes qui suivent est de montrer d’une part que ce syst7eme de
r6e6ecriture fournit une repr6esentation appropri6ee des chemins de Delannoy, et d’autre
part que cette relation d’ordre conf7ere 7a X ∗ une structure de treillis distributif.
3. La correspondance avec D(p; q)
Pour montrer la correspondance entre le syst7eme que nous venons de d6e.nir et les
chemins de Delannoy, il nous faut en 6etudier les propri6et6es.
On v6eri.e ais6ement que ce syst7eme est nQth6erien et con1uent. Tout mot admet
donc un unique mot irr6eductible et sa classe est obtenue 7a partir de cet irr6eductible
en suivant les deux r7egles du syst7eme uniquement dans le sens exprim6e. De meˆme
’−1={(c; ab); (ba; c)} est un syst7eme nQth6erien et con1uent.
Proposition 1. Soit l’alphabet X ={a; b; c}. L’ensemble des mots irr	eductibles pour
le syst;eme de Thue ’={(ab; c); (c; ba)} est b∗a∗. De meˆme, l’ensemble des mots
irr	eductibles pour le syst;eme de Thue ’−1={(c; ab); (ba; c)} est a∗b∗.
En eRet, pour qu’aucune r7egle ne puisse s’appliquer par ’, il faut et il suSt que
le mot ne contienne aucun c et aucun facteur ab d’o7u le r6esultat pour ’. Le meˆme
raisonnement conduit au r6esultat pour ’−1.
Si l’on d6e.nit l’homomorphisme  :X ∗→N×N, o7u N×N est muni de l’addition
composante 7a composante, par:  (a)=(0; 1);  (b)=(1; 0) et  (c)=(1; 1), on v6eri.e
facilement que la classe d’un mot f est l’ensemble des mots ayant meˆme image par
 : [f]={g∈X ∗ |  (g)= (f)}.
Si  (f)=(p; q) ce dernier couple caract6erise la classe de f, et on la notera L(p; q),
ce qui 6evite de faire r6ef6erence 7a un f particulier.
On a donc L(p; q)={g∈X ∗ | apbq→∗ g→∗ bqap}. Autrement dit, 〈X ∗;→∗〉 est un
ensemble partiellement ordonn6e dont l’ensemble des 6el6ements minimaux est a∗b∗ et
l’ensemble des 6el6ements maximaux est b∗a∗.
On notera  1(f) et  2(f) respectivement la premi7ere et la seconde composante de
 (f).
Lemme 3.1. Soit l’alphabet X={a; b; c}, et le syst;eme de Thue ’={(ab; c); (c; ba)}
sur X ∗. Le quotient X ∗=↔∗ est isomorphe ;a N×N muni de l’addition composante ;a
composante.
J.-M. Autebert et al. / Discrete Mathematics 258 (2002) 225–234 229
On peut assimiler D(p; q) 7a l’ensemble des chemins minimaux avec pas diagonaux
du point origine (0; 0) au point .nal (p; q). Un chemin est une suite de points (i; j) de
N2. Un pas est est un couple de points 〈(i; j); (i+1; j)〉, un pas nord est un couple de
points 〈(i; j); (i; j + 1)〉, un pas nord-est est un couple de points 〈(i; j); (i + 1; j + 1)〉.
Il faut donc trois lettres pour coder les pas possibles, la troisi7eme lettre repr6esentant la
simultan6eit6e d’6ecriture des deux premi7eres.
L’interpr6etation g6eom6etrique par les chemins est repr6esent6ee Fig. 1.
Proposition 2. Il existe une correspondance naturelle entre l’ordre D(p; q) et la classe
du mot apbq modulo le syst;eme de Thue ’.
L’homomorphisme  transforme bijectivement le langage L(p; q)={f∈X ∗ |  1(f)=
p et  2(f)=q} en D(p; q). Nous proposons donc d’appeler syst;eme de r	e	ecriture de
Delannoy le syst7eme ’. On s’autorisera par la suite 7a confondre les notations L(p; q)
et D(p; q).
Les ordres D(1; 2) et D(2; 2) sont repr6esent6es Figs. 2 et 3.
4. D(p; q) est un treillis distributif
Rappelons qu’un ensemble ordonn6e est un treillis si pour tout couple d’6el6ements
(x; y) l’ensemble des 6el6ements inf6erieurs (resp. sup6erieurs) 7a ces deux 6el6ements poss7ede
un unique 6el6ement maximal (resp. minimal), appel6e borne inf6erieure (resp. sup6erieure)
et not6e x y (resp. x y). Si, de plus, les op6erateurs  et  sont distributifs l’un
par rapport 7a l’autre, le treillis est dit distributif.
Le point essentiel va eˆtre de prouver qu’un mot pr6ec7ede un autre mot dans l’ordre→∗
si et seulement si il se trouve en-dessous de celui-ci. Deux mots seront incomparables
s’ils se croisent. Ainsi, on lira sur la Fig. 4 que aaacbbca pr6ec7ede cacbcaa et est
incomparable avec bbaaaaaabb.
A.n de caract6eriser l’ensemble des mots qui suivent, selon cet ordre, un mot donn6e,
nous allons transformer les mots en ajoutant une occurrence d’un marqueur # apr7es
chaque occurrence de la lettre c et associer 7a chaque mot ainsi marqu6e une suite de
coeScients d’6evolution.
Soit X#=(X ∪{#}). On d6e.nit l’homomorphisme  de X ∗ dans X ∗# par (a)=a,
(b)=b et (c)=c# et on note L#(p; q)=(L(p; q)).
Cette insertion d’un # apr7es chaque c permet de travailler sur des mots qui, 7a
l’int6erieur d’une classe, ont tous la meˆme longueur: g∈[f] =⇒| (g) | = | (f) | .
On d6e.nit aussi l’homomorphisme  :X ∗ → N par:
 (a)= (b)=1 et  (c)=2; i:e:  (f)= 1(f) +  2(f):
On d6e.nit en.n l’homomorphisme ! :X ∗# → 〈N;+〉 par:
!(a)=0; !(b)=2 et !(c)=!(#)=1:
D	e$nition 4.1. Soit f un mot de X ∗. Pour tout entier k tel que 0¡k6 (f), on appelle
coe@cient d’	evolution de rang k de f, not6e Ck(f), la valeur !((f)6k).
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Fig. 4. Trois chemins de D(6; 4) et leurs mots associ6es (dans L(p; q)).
Exemple 4.1. Les mots de L(6; 4) de la Fig. 4ont pour coeScients d’6evolution les
valeurs du tableau suivant:
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
aaacbbca 0 0 0 1 2 4 6 7 8 8
cacbcaa 1 2 2 3 4 6 7 8 8 8
bbaaaaaabb 2 4 4 4 4 4 4 4 6 8
A un mot f est donc attach6ee une suite .nie d’entiers de longueur  (f):(C1(f); : : : ;
C (f)(f)). R6eciproquement, cette suite caract6erise le mot f.
Lemme 4.1. Soit (m1; : : : ; mp) une suite d’entiers. C’est la suite des coe@cients d’	evo-
lution d’un mot f∈X ∗ si et seulement si elle v	eriCe les conditions suivantes:
(1) en posant m0=0, ∀k6p, 06mk+1 − mk62
(2) si mk est impair, alors k¡p et mk+1 − mk=1.
D	emonstration. Les conditions sont clairement n6ecessaires. La r6eciproque se fait par
r6ecurrence sur p : Sip=1, alors la condition (2) dit que m1 est pair, et la condition
(1) que 06m162. On a donc soit m1=0, et le mot a a bien pour suite de coeScients
d’6evolution la suite (m1), soit m1=2, et c’est le mot b qui convient.
Supposons p¿1 et que la r6eciproque est vraie pour tout entier inf6erieur 7a p. La
condition (2) conjug6ee 7a m0=0 implique que mp est pair, et que si mk est impair,
alors mk−1 est pair.
• Si mp−1 est pair, soit f le mot qui, selon l’hypoth7ese de r6ecurrence, a pour suite
de coeScients d’6evolution la suite (m1; : : : ; mp−1). De plus la condition (1) implique
soit mp−mp−1=0, et le mot fa a bien pour suite de coeScients d’6evolution la suite
(m1; : : : ; mp), soit mp − mp−1=2, et c’est le mot fb qui convient.
• Si mp−1 est impair, soit f le mot qui, selon l’hypoth7ese de r6ecurrence, a pour suite de
coeScients d’6evolution la suite (m1; : : : ; mp−2). Les conditions (1) et (2) impliquent
alors mp−1−mp−2=1 et mp−mp−1=1, et le mot fc a bien pour suite de coeScients
d’6evolution la suite (m1; : : : ; mp).
Remarquons que si (m1; : : : ; mp) est la suite des coeScients d’6evolution d’un mot
f∈X ∗, alors on a:  (f)=(p − mp=2; mp=2). Deux suites de coeScients d’6evolution
sont donc les suites correspondant 7a deux mots qui sont dans la meˆme classe si et
seulement si elles ont meˆme longueur et meˆme derni7ere valeur.
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Fig. 5. l’Unit6e d’aire.
On introduit une distance entre les mots d’une meˆme classe.
D	e$nition 4.2. Sur L(p; q)2, on d6e.nit la fonction 7a valeur num6erique suivante:
d(f; g) =
∑
06k6p+q
|Ck(f)− Ck(g) | :
Exemple 4.2. Les mots de L(6; 4) de la Fig. 4 ont pour distances respectives:
d(aaacbbca; cacbcaa)=13; d(aaacbbca; bbaaaaaabb)=22 etd(bbaaaaaabb; cacbcaa)
=17
Cette fonction est clairement une distance. Elle repr6esente l’aire comprise entre les
deux chemins, et varie de 0 7a 2:p:q par pas de 1 sur L(p; q), l’unit6e d’aire prise ici
6etant le demi-carr6e (Fig. 5).
Pour des mots f et g congrus, comme les deux suites de coeScients d’6evolution de
ces deux mots sont de meˆme longueur, on peut les ordonner en comparant les deux
suites associ6ees composante 7a composante:
D	e$nition 4.3. Soient f et g deux mots de X ∗ congrus. On dit que f est en dessous
de g si, pour tout entier k tel que 0¡k6 (f)= (g), on a Ck(f)6Ck(g).
La proposition cruciale est la suivante:
Proposition 3. L’(f)={g∈[f] |f est en dessous de g}
D	emonstration. L’inclusion L’(f)⊆{g∈[f] |f est en dessous de g} se montre par
r6ecurrence sur le nombre de r6e6ecritures eRectu6ees pour obtenir un mot g∈L’(f) 7a
partir de f, et d6ecoule de
C1 C2
ab 0 2
c 1 2
ba 2 2
Prouvons l’inclusion inverse:
Pour cela, nous allons eRectuer une r6ecurrence sur la distance entre un mot de
l’ensemble {g∈[f] |f est en dessous de g} et f lui-meˆme.
Notons Sn(f)={g∈[f] |f est en dessous de g et d(f; g)6n}. Il nous faut prouver
que pour tout entier n, Sn(f)⊆L’(f).
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Soit g∈[f] telque f est en dessous de g, et n=d(f; g)
• si n vaut 0, comme d est une distance, g=f et on a bien f→∗ f. Donc S0(f)⊆L’(f)
est vrai.
• supposons n¿0 et Sn−1(f)⊆L’(f) vrai. On consid7ere alors le mot g′ obtenu de la
mani7ere suivante:
• ou bien il existe dans g une occurrence d’une lettre c : g=g1cg2 telle que, si  (g1)=k,
Ck+1(f)¡Ck+1(g). Dans ce cas, on prend g′=g1abg2.
• ou bien ce n’est pas le cas. C’est donc qu’il existe dans g une occurrence de
b : g=g′bg′′ telle que, si  (g1)=r, Cr+1(f)¡Cr+1(g). On consid7ere alors la derni7ere
occurrence de b parmi les b qui suivent imm6ediatement le b mis en 6evidence. Ce
dernier b ne peut eˆtre suivi d’un c, sinon nous serions dans le premier cas. Il ne peut
pas non plus eˆtre la derni7ere lettre de g, sinon on n’aurait pas C (f)(g)=C (f)(f). Il
est donc suivi d’un a, et on peut 6ecrire g=g1bag2. Si  (g1)=k, on prend
g′=g1cg2.
On constate dans les deux cas que d’une part g′∈[f], f est en dessous de g, et
d(f; g′)¡n, et donc, selon l’hypoth7ese de r6ecurrence, f→∗ g′, et que d’autre part
g′ → g. On a donc bien f→∗ g, et Sn(f)⊆L’(f) est vrai.
Nous pouvons maintenant prouver la proposition suivante:
Proposition 4. La relation →∗ conf;ere ;a L(p; q) une structure de treillis.
D	emonstration. Si l’on consid7ere deux mots f et g congrus: f↔∗ g avec  (f)= (g)
=p, alors on a L’(f)∩L’(g) = ∅ puisque la relation →∗ est nQth6erienne. Soit
h∈L’(f)∩L’(g). La suite de coeScients d’6evolution de h v6eri.e, pour tout entier
k tel que 0¡k6p :Ck(f)6Ck(h) et Ck(g)6Ck(h).
Posons donc, pour tout entier k tel que 0¡k6p, mk=Max{Ck(f); Ck(g)}. Il est
facile de v6eri.er que la suite (m1; : : : ; mp) satisfait bien les conditions du Lemme 4.1.
Soit donc fg le mot qui a cette suite pour suite de cQScients d’6evolution. En vertu
de la remarque qui suit ce lemme, ce mot est bien dans la classe de f.
Clairement, ∀h∈L’(f)∩L’(g), on a, pour tout entier k tel que 0¡k6p, mk6Ck(h),
i.e. f  g→∗ h d’apr7es la Proposition 4. f  g est donc bien une borne sup6erieure
sur [f], et L(p; q) a une structure de demi-treillis.
Par sym6etrie, →∗ conf7ere 7a L(p; q) une structure de treillis.
On notera fg la borne inf6erieure de f et g. Si (m1; : : : ; mp) et (n1; : : : ; np) sont leurs
suites de coeScients d’6evolution associ6ees respectives, elle a pour suite de coeScients
d’6evolution la suite (Min{mi; ni})16i6 (f).
EnonUcons en.n notre r6esultat principal:
Proposition 5. Le treillis 〈L(p; q);→∗〉 est distributif.
D	emonstration. Les op6erations se faisant composantes 7a composantes, la distributivit6e
dans les entiers du Min et du Max l’un par rapport 7a l’autre entraPˆne le r6esultat.
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Fig. 6. La trame de L(2; 2).
Fig. 7. Les diagrammes des treillis D(2; 3), D(2; 4), D(3; 3), D(3; 4) et D(4; 4) (ligne du haut), avec leurs
trames (ligne du bas).
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〈L(p; q);→∗〉 6etant un treillis distributif .ni, le th6eor7eme de BirkhoR nous dit qu’il
est le treillis des id6eaux de ses 6el6ements -irr6eductibles muni de l’inclusion ensemb-
liste. Rappelons qu’un 6el6ement d’un treillis est -irr6eductible si et seulement si il ne
peut provenir que d’un unique 6el6ement. La proposition suivante caract6erise les 6el6ements
-irr6eductibles de 〈L(p; q);→∗〉.
Proposition 6. 〈L(p; q);→∗〉 est le treillis des id	eaux du langage:
{ap−1bq−1 |p¿0; q¿0}∨∨{c}∪ {ap−kblakbq−l | 0¡l6q; 0¡k6p}.
D	emonstration. Pour qu’un mot ne provienne que d’une seule d6erivation, soit il ne
contient qu’un seul c et pas de facteur ba, soit il ne contient pas de c et un seul
facteur ba.
Ce langage, que nous appelons trame, poss7ede 2:p:q 6el6ements qui sont dispos6es
suivant une structure en nid d’abeille d7es que p¿2 et q¿2. La trame de 〈L(2; 2);→∗〉
est repr6esent6ee Fig. 6. Nous pr6esentons en Annexe les treillis L(p; q) et leurs trames
pour 26p65 et 26q65, lorsqu’ils n’ont pas d6ej7a 6et6e trait6es.
Annexe
Voir Fig. 7.
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