Rotation distances measure the difference in shape in rooted binary trees. We construct sharp bounds on maximal right-arm rotation distance and restricted right-arm rotation distance for trees of size n. These bounds sharpen the results of Cleary and Taback and incorporate the lengths of the right side of the trees to improve the bounds.
Introduction
Here we consider the rotation distance problem in the case of rooted binary trees. The aim is to quantify the 'similarity' in shape of two trees of n vertices as the minimum number of rotations needed for transforming one tree into the other. For convenience the vertices are identified with integers from 1 to n in infix order, so that all the integers of the left (respectively, right) subtree of a vertex v are smaller (respectively, greater) than v. If two trees have identical shape, vertices in homologous positions have equal integers.
Rotations are simple AVL operations preserving the infix ordering of the keys. The well-known effects of a right and of a left rotation (rot-right and rot-left for short) are shown in Fig. 1 . The rotation distance between two trees S, T is the minimum number of rotations by which S can be transformed into T . There are a number of distances to consider, depending upon at what vertices rotations are permitted. Some of these are discussed below. We let the left arm and the right arm of a tree T be the longest chains of vertices reached from the root when descending T via left and right edges, respectively. And we let λ T (respectively ρ T ) be the numbers of vertices in the two arms. These arms, together with the root of T , form the border of T . In the restricted rotation distance d RR , rotations can take place only at the root and at the right child of the root. A sharp upper bound d RR ≤ 4n − 8 was proved in [3] , and was then extended to a sharp bound incorporating the lengths of the right arms of d RR ≤ 4n − 8 − ρ S − ρ T in [1] . Note that we may have ρ S = ρ T = 0, in which case those bounds coincide. In [4] two new distances were considered, namely, the right arm rotation distance d RA , where rotations are allowed only at the root and on the whole right arm; and the restricted right arm rotation distance d C RRA , where rotations are allowed only at the root and on a collection C of vertices of the right arm. In [4] the new bounds were found: d RA ≤ 2n − 2, and d C RRA ≤ 4n − C for some C depending upon the particular nodes where rotation is permitted. The 2n − 2 bound was shown to be sharp. The 4n − C bound was shown to be sharp only in the sense that the linear coefficient of four is required, while the particular constant C was not shown to be optimal.
Other relevant works in this field, whose results are not directly improved here, are [2, [5] [6] [7] [8] [9] [10] 12] . In the proofs of all our theorems we use a technique similar to that of [5, 9] , and [7] .
Using elementary properties of trees, in this note we show how to refine the bound of [4] for right-arm rotation distance to:
For restricted rotation distances where rotations are allowed at the contiguous sets C of vertices consisting of the root and the following σ vertices on the right arm of the tree, we refine the bound of [4] to:
We also show that these new bounds are sharp, by proving matching lower bounds. To this purpose we pose: Definition 1. A tree T is an (i, j)-chain, with i, j ≥ 0 and i + j + 1 = n, if all the vertices of T lie on the border, with λ T = i and ρ T = j. An (i, j)-chain is a left chain if j = 0, and is a right chain if i = 0.
Upper bounds
We first consider the right-arm rotation distance. The bound of 2n − 2 on rotation distance from [5] improves if we consider the lengths of the right arms in the trees involved. We analyse an algorithm for transforming a given tree into a fixed reference tree R. Since the transformation process can be reversed by exchanging right and left rotations, transforming S into T amounts to transforming both S and T into R, then reverting the second transformation to get S → R → T . We have: Algorithm 1. Transforming a tree T of n vertices into a right chain using right-arm rotations. T is the current tree under transformation and r is its root. Start with T = T .
for all the vertices v in the right arm of T do while the left subtree of v = Φ do rot-right at v. Theorem 1. Algorithm 1 transforms a tree T of n vertices into a right chain, with n − 1 − ρ T right-arm rotations.
Proof. The first while cycle transforms T into a new tree T with an empty left arm, and a right arm of length λ T + ρ T at the left of which are appended all the subtrees of the two arms of T . In the following for all cycle, for all the vertices v in the right arm with a non empty left child, this child is lifted onto the right arm by a right rotation at v. Once a vertex (integer i) is in the right arm it never leaves from it, therefore T is eventually transformed into a right-chain. The first while cycle requires λ T rotations, and the next for all cycle requires a number of rotations equal to the number of vertices of T not already in the right arm, that is n − λ T − ρ T − 1. The total number of rotations is then n − ρ T − 1.
As already noted, S can be transformed into T by applying Algorithm 1 to transform S into a right chain R, then transforming R into T by reversing the rotations of Algorithm 1 that would transform T into R. We have: Corollary 1. For two trees S, T of n vertices we have:
The upper bound of Corollary 1 coincides with the one of [4] under the extreme condition ρ S = ρ T = 0, for which the latter bound is sharp. However, the probability that the root has no right descendants decreases sharply with n, for example, it is 1/2 n−1 for a binary search tree built from random insertions, and does not occur in important classes of consideration like the one of height-balanced trees where both ρ S and ρ T are of order Ω (lg n).
We now consider the right-arm restricted problem, where rotations are allowed at the root, and at the highest σ vertices of the right arm, whenever such vertices exist. Again we first show how to transform any tree into a reference tree R having the shape of an (n −
Theorem 2. Algorithm 2 transforms a tree T of n vertices into an (n − σ − 2, σ + 1)-chain, with 2n − ρ T − σ − 3 restricted right arm rotations.
Proof. The first while cycle transforms T into a new tree T with an empty left arm, and a right arm of length λ T +ρ T , at the left of which are appended all the original subtrees of the two arms of T . In the second while cycle, rotations are executed only at the root (else branch) or at the right child of the root (then branch). In the third while cycle, rotations are executed at vertices in the highest σ positions of the right arm. Once a vertex (integer i) is in the border of T it never leaves from it, until T is eventually transformed into an (n − σ − 2, σ + 1)-chain (i.e. the σ + 1 vertices remaining in the right subtree form a right chain). Let us count the rotations. The first while cycle makes λ T right rotations at the root. The second while cycle makes n − σ − 2 left rotations at the root, to leave exactly σ + 1 vertices in T r . In addition, the second and third while cycles collectively bring onto the right arm the n − λ T − ρ T − 1 vertices lying outside this arm, with one rotation each. Summing up these three contributions we obtain 2n − ρ T − σ − 3.
As for the previous problem, we can use Algorithm 2 to transform a tree S into a tree T .
Corollary 2. For two trees S, T of n vertices we have: d
where C is the subset of the highest σ vertices of the right arm.
For σ = 1, where rotations are allowed only at the root and at the right child of root, the problem is transformed to one known as restricted rotation distance. In this case the upper bound of 2 coincides with the bound d RR ≤ 4n − 8 − ρ S − ρ T already found in [1] , or d RR ≤ 4n − 8, as found in [4] for ρ S = ρ T = 0.
Lower bounds
We now derive matching lower bounds for our upper bounds on d RA and d C RRA . For a tree, T we let B(T ) be the border of T. And for a vertex x of T , we let L(x) and R(x) be the left and the right subtrees of x in T , respectively. Therefore to bring v in L(w) we must bring both v and w simultaneously in the border.
Consider now the two trees S, T of Fig. 2 , with arbitrary values ρ S , ρ T . We use them to prove that the upper bounds of Corollaries 1 and 2 are sharp. 
Proof. For n = 5 the proof trivially goes by exhaustion. For n ≥ 5, consider the two trees S, T of Fig. 2 , with λ S = λ T = 0, and arbitrary values ρ S = s and ρ T = t. The two vertices n − 2, n − 1 satisfy the condition on v, w in Lemma 1, therefore S must be transformed into an intermediate tree Q with vertices n − 2 and n − 1 on the border, and Q is then transformed into T . Since rotations are reversible, d RA is the minimum number of rotations for transforming both S and T into Q. For bringing the vertices n − 2, n − 1 into the border of S, all the n − s − 1 vertices in the chain {s + 1, s + 2, . . . , n − 1} must be brought into this border. This requires at least n − s − 1 rotations, since any rotation brings at most one new vertex on the border. Similarly, vertex n − 1 and all the vertices of the chain {t + 1, t + 2, . . . , n − 2} must be brought into the border of T , requiring at least n − t − 1 rotations. The total number of rotations is then 2n − s − t − 2.
Theorem 4. For any n ≥ 5 there are trees S, T with arbitrary values of ρ S , ρ T such that d C RRA ≥ 4n−ρ S −ρ T −2σ −6. Proof. Similar to the one of Theorem 3. Again, this is trivial for n = 5. For n ≥ 5, consider again the two trees S, T of Fig. 2 , where the vertices n − 2, n − 1 must be brought into the border of a proper intermediate tree Q by Lemma 1. For generality assume that both ρ S and ρ T are greater than σ . For bringing vertex n − 1 to the border of S, this vertex must be lifted at least up to level σ + 2, so that a right rotation can be performed at its parent located at level σ + 1. To this end, a sequence of at least s − σ left rotations must be first performed for lifting the chain {s + 1, s + 2, . . . , n − 1}, bringing vertex s + 1 at level σ + 2. In fact, the vertices of this chain can be moved from it, one after the other, only if the top vertex of the chain is at level σ + 2 or higher. Then a right rotation can be performed to bring the top vertex into the right arm of S, followed by a left rotation at one of the vertices in the higher σ + 1 levels of the right arm, to lift the new top vertex of the chain to level σ + 2. Only the last vertex n − 1 of the chain does not require this additional left rotation because, after this vertex is brought into the right arm, there is no more additional chain to be lifted. In total, at least s − σ + 2(n − s − 2) + 1 = 2n − s − σ − 3 rotations are needed to bring vertex n − 1 into the right arm of S. Similarly, to bring vertex n − 2 into the right arm of T at least t − σ + 2(n − t − 2) + 1 = 2n − t − σ − 3 rotations are needed, and the theorem immediately follows.
A remark on rotation distance
The tree distance first considered in the literature, simply called rotation distance d R , allows the rotations to be performed at any vertex of the tree. In a classical paper based on hyperbolic geometry [11] it was shown that d R ≤ 2n − 6, and that this bound is sharp for large values of n. Currently it is not known whether a shortest transformation in this model is computable in polynomial time, and this is one of the reasons why restricted rotations have been introduced in the literature. Moreover, allowing rotations only at selected vertices may help handling very large files that mainly reside in secondary storage, while the root, and the vertices in its neighbourhood, are brought into main memory where the rotations are performed. Or handling distributed files where only a fraction of the vertices reside in a location such as a server where data can be readily updated.
If Algorithm 1 of Section 2 is used, the requirements for computing the general rotation distance are obviously met, and the upper bound of Corollary 1 applies to d R also. A symmetrical version of the algorithm can also be applied, by performing rotations on the left arm instead of the right arm. We simply have:
