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Introduction
We consider the following class of equations of (gKdV) type
x u + |u| p−1 u) = 0, t, x ∈ R u(0, x) = u 0 (x), u 0 ∈ H 1 : R → R (1.1) 1 2ˆ( ∂ x u) 2 (t, x)dx − 1 p + 1ˆ| u| p+1 (t, x)dx = E 0 .
For p < 5, all H 1 solutions are global in time, as a consequence of the conservation laws and the Gagliardo-Nirenberg inequality
.
1
For p = 5, called the critical case, blow-up in finite time is possible (see e.g. [14] ).
A very important feature of these equations is the existence of traveling wave solutions, usually called solitons, of the form
where Q v = v Recall that for sub-critical cases (p < 5), the solitons are stable and asymptotically stable in H 1 in some sense (see [1] , [11] , [21] , [27] ) while for critical and super-critical cases (p ≥ 5), the solitons are unstable (see [3] , [6] , [14] , [22] ).
Main results.
In this article, we construct a 2-solitary wave solution with logarithmic relative distance.
Main Theorem (Multi-solitons with logarithmic distance). Let p integer, p = 5 and p > 2. There exist t 0 > 0 and an H 1 solution on [t 0 , +∞) of (1.1) which decomposes asymptotically into two solitary waves u(t) − Q(· − t − log(ct)) + σQ(· − t + log(ct)) In sub-critical cases, [18] proved that the interaction of two solitons of same sign is repulsive. The regime displayed in Main Theorem corresponds to attractive interaction between solitons and thus σ = −1 for p < 5. For the integrable case (p = 3), the existence of "double pole solutions", two solitons with alternative sign corresponding to the regime in Main Theorem, was reported in [25] by using inverse scattering transform (see also Remark 3) .
In super-critical cases, we derive from our computations that the interaction between two solitons with the same sign is attractive which explains that σ = 1 for p > 5. In particular, we can apply the strategy of this article to construct multi-solitary waves with logarithmic relative distance for super-critical (gKdV) ∂ t u + ∂ x (∂ 2 x u + u p ) = 0 with p even (p = 6, 8, ...). We observe that the relative distance of the two traveling waves is 2 log(ct) with c given in (1.3). We expect that this is the unique regime of logarithmic relative distance for this scaling.
We point out similarity with the result proved by the author in [19] for nonlinear Schrödinger equations i∂ t u+ ∆u+ |u| p−1 u = 0: for any dimension d ≥ 1 and any H 1 sub-critical nonlinearity p, except the L 2 critical one p = 1 + Q(. − x k (t))
where x 1 (t) = −x 2 (t) and |x 1 (t) − x 2 (t)| = 2(1 + o(1)) log t as t → +∞. Remark 1. Our result holds in both mass sub-critical (p < 5) and mass super-critical cases (p > 5). For the mass critical case p = 5, we conjecture that solution such as in Main Theorem does not exist. Indeed, as for nonlinear Schrödinger equations, the instability directions related to scaling should be excited by the nonlinear interactions (see [16] , [19] ).
By scaling and translation, for any v > 0 and x 0 ∈ R, there exists an H 1 solution such that as t → +∞ u(t) − Q v (· − x 0 − vt − 1 √ v log(cv 3 2 t)) + σQ v (· − x 0 − vt + 1 √ v log(cv 3 2 t))
It is mandatory that the scaling v is the same for both solitons since otherwise they would have different speeds, see next remark.
Remark 2. In our main result, the logarithmic distance is due to strong attractive interaction between the two solitary waves. This is in contrast with most previous works on multi-solitary waves of (gKdV) where weak interactions do not change the behavior of solitons, see in particular [2] , [4] , [10] , [15] . A typical example to illustrate weakly interacting dynamics is the existence of multi-soliton solutions u(t) of (gKdV) with any different speeds 0 < v 1 < ... < v K and any x 1 , ..., x K ∈ R,
Combining the construction of this paper and the construction of multi-soliton solutions with weak interactions in [2] , [10] , we prove the existence of u(t) such that as t → +∞
Since configurations of 2-soliton with logarithmic distance like in (1.2) are determined by its strong interaction, which will not be affected by weak interactions.
Remark 3. It is informative to observe the asymptotic form of the double pole solution in [25] as t → ±∞ to remark the perfect interaction of the solitons in integrable case. For p = 3, the ground state solitary wave is Q(x) = √ 2 cosh −1 (x) and the behavior of double pole solution at t → ±∞ writes
(see the formula 3.13 in [25] with η = 1 after suitable scaling, note that c = 4 for p = 3 matches (1.3)) so soliton and antisoliton approach very slowly, interact nonlinearly and separate again very slowly. The distance between soliton and antisoliton is asymptotically proportional to log |t| both at t → +∞ and t → −∞. An interesting question is to understand the behavior of solutions in Main Theorem for t ≤ 0 in non-integrable case (p = 4). We conjecture that the behavior as t → −∞ for p = 4 is not the same, the relative distance being of order |t|. A hint for this observation comes from computations in [13] : when the dispersion is nontrivial, the faster soliton becomes bigger and the slower becomes smaller and then they should split linearly in time for t → −∞, in contrast with the integrable case.
We summarize the organization of the paper. In Section 2, we construct an approximate solution (an ansatz solution) and find the main order of all terms in the formal evolution system of the geometrical parameters (scaling, position). In Section 3, we prove backward uniform estimates, note that the proof of these estimates is slightly different in super-critical cases due to unstable directions (see [2] ). In Section 4, we finish the proof of Main Theorem by compactness arguments on a suitable sequence of backward solutions.
1.2. Notation and identities on solitons. The L 2 scalar product of two real valued func-
for v > 0 where
It is easily checked that for p > 2, as x → +∞
We denote by Y the set of smooth functions f satisfying for all p ∈ N, there exists q ∈ N, such that ∀x ∈ R |f
Let Λ be the generator of L 2 -scaling
The linearization of (1.1) involves the following self-adjoint operator
We recall the coercivity property of L (see [15] , [27] ) in sub-critical cases: there exists µ > 0 such that for f ∈ H 1 (R),
The situation is different in super-critical cases since the direction related to the eigenvector Q p+1 2 cannot be controlled by the scaling parameter. This is due to the unstable nature of the soliton and to the existence of eigenfunctions Z ± with real nonzero eigenvalues of the operator
constructed in [9] , [21] . The functions Z ± are normalized so that Z ± L 2 = 1. We recall from [21] that Z ± ∈ Y and from [2] (see also [5] ) that there holds a property of positivity based on Z ± : there exists µ > 0 such that for f ∈ H 1 (R),
Now, we give here some explicit antecedents and integral identities for L:
(1.14)
We introduce here some notation of order
Approximate solution
In this section, we first construct an almost symmetric 2-bubble approximate solution to renormalized equations of (1.1) and then extract the evolution system of the geometrical parameters of the bubbles. The approximate solution contains special terms due to the nonlinear interactions of the waves (see Lemma 3) which appear at the main order of the evolution system (see (2.10) ). This tail of order e −z is indeed relevant in the description of the exact solution, see Remark 5. We also state a standard modulation lemma around the approximate solution.
2.1. System of modulation equations. We renormalize the flow by considering u(t, x) = w(t, y), x = y + t (2.1) so that w(t, y) verifies the equation
Consider a time dependent C 1 function of parameters Γ(t) of the form
We look for an approximate solution to the problem. By expanding the first order of the interaction of the two solitons which is of order e −z , we guess an anszat r(t, y) for this order and deduce from the computations the evolution system of the geometrical parameters Γ(t).
Since the extra term r(t, y) due to the interactions may not be in H 1 (it may have nonzero limits at −∞), we have to introduce an L 2 approximation of these terms, using suitable cut-off functions. Note that in the integrable case (p = 3), one should have r(t, y) in L 2 (see Remark 4), thus the phenomenon is related to nonintegrability (see [13] for a similar phenomenon).
z(t) y + 1 .
Then remark that
z(t) . Next, we set
and similarly for Λ 2 R k , where ΛQ v and Λ 2 Q v are defined in (1.7), (1.8). DenoteR =R 1 +σR 2 , let consider the approximate solution of the form
with r(t, y) to be determined.
Proposition 1 (Approximate solution and leading order flow). Let I be some interval and a function of parameters Γ(t) on I such that
Then there exist unique real-valued functions A 1 (y), A 2 (y) and some constants α > 0, θ, a 1 , a 2 satisfying:
is an approximate solution of equation (2.2) in the following sense: the error to the flow at V
decomposes as
where
11)
z +|µ 2 |ze
z . (2.13) (b) Closeness to the sum of two solitons. For some q > 0,
z(t) , t ∈ I. (2.14)
are the unique solutions of:
Proof of Proposition 1.
We compute E V . Using
. Then by computation, we see that
Lemma 2 (Expansion of nonlinear interaction). The nonlinear interaction term
z ).
(2.19)
Proof of Lemma 2. We observe that for z = z 1 − z 2 , by (1.6),
Next, also from the asymptotic behavior of Q and Q ′ , we deduce the Taylor formulã
thus we find
On the other hand, we claim that
Indeed, consider
1 . For y < z 2 , by the exponential decay of R 1 , we have e −(y−z 2 ) R 1 = e −z and |R 1 (y)| p e −pz so as p − 1 ≥ 2, R p−1
, we also have:
By the same way, we consider R p−2
Therefore,
Now we construct the refined term r(y; Γ(t)) to match the order e −z(t) of the nonlinear interaction.
Lemma 3 (Definition and equation of r(t, y)). There exist α > 0, θ, a 1 , a 2 ,Â 1 ∈ Y,Â 2 ∈ Y such that the two functions
Remark 4. Note that lim y→+∞ r(y) = 0 while the limit at −∞ of r(s, y) may be non-zero, in others words, the function r(t, y) may have a tail on the left of two solitons which corresponds to a dispersion of size e −z(t) (in the integrable case p = 3, we have θ = 0 (see (2.30)) so r(y) has no tail, which is compatible to the property of integrable model).
Proof of Lemma 3. First, assume A 1 solves
and A 2 solves
To show α 1 = α 2 = α, we multiply both sides of (2.25), (2.26) with Q, integrate and use LQ ′ = 0 and parity properties to obtain
and so
Similarly, we also have
and so we deduce the unique possible value for α 1 and α 2
Remark from (1.14) that in sub-critical cases´QΛQ > 0 and in super-critical cases´QΛQ < 0 thus by choice of sign of σ: in sub-critical cases σ = −1 and in super-critical cases σ = 1, we have α > 0 in both cases as required. By the parity of Q and integration by parts, we obtain
using the asymptotic behavior (1.6). Combine with (1.14) to get 
To findÂ 1 ∈ Y, which implies LÂ 1 ∈ Y, we need to impose
so from (1.14), we get
Similarly, we consider the equation ofÂ 2 and obtain the same equation for θ 2
Next, let Z ∈ Y,´ZQ ′ = 0 be such that
Then it suffices to solve −L(Â 1 + a 1 ΛQ) = Z. Indeed, from properties of the linearized operator L, there exists unique A ∈ Y,´AQ ′ = 0 such that −LA = Z. Therefore, we set A 1 = A − a 1 ΛQ solves the equation. We uniquely fix a 1 so that´Â 1 Q = 0 as´QΛQ = 0.
It is straightforward to check that
satisfies desired conditions. We do similarly for A 2 . Note from the definition of
Third, set r(y; (µ(t),
By (2.20), we have
we have that
and we obtain
z y + 1) 
z )
here we use (2.20) and
z , i = 1, 2. Therefore, we obtain the estimation (2.24) as required.
Finally, we will control other terms in (2.18) . By the definition of r(t, y), we have
Let consider
Moreover, recall (2.5), ∂ϕ(t,y) ∂z k |φ(t, y)|, we deduce that
z(t) . For J 1 (r), note thatr does not depend on µ 1 , µ 2 and by the product rule, the same way as we control
z .
The term J 2 (r) is quadratic inr so J 2 (r) = O H 1 (e −2z ). Recall from (2.4) that The estimate (2.14) is a direct consequence of the definition of r(s, y) (see Lemma 3) and the choice (2.3) of ϕ(y).
Modulation of the approximate solution.
We state a standard modulation result around V based on the Implicit Function Theorem (see e.g. Lemma 3.1 in [13] ) and we omit its proof.
Lemma 4 (Modulation around V ).
For p = 5, there existω 0 > 0,z 0 > 0, C > 0 such that if w(t) is a solution of (2.2) on some interval I satisfying for some 0 < ω 0 <ω 0 , z 0 >z 0 ∀t ∈ I, inf
Then there exists a unique C 1 function Γ(t) = (µ 1 (t), µ 2 (t), z 1 (t), z 2 (t)) such that w(t, y) decomposes on I as w(t, y) = V (y; Γ(t)) + ǫ(t, y) (2.36) which satisfies the orthogonality conditionŝ
and for all t ∈ I
Moreover, the equation of the rest term ǫ(t, y) writes
where m k , M k and E defined in Proposition 1.
Note that the choice of the special orthogonality conditions (2.37) is related to the coercivity property (1.9).
Backward uniform estimates
Let (µ in , z in ) ∈ R × (0, +∞) to be chosen with 0 < µ in ≪ 1, z in ≫ 1. Let u(t, x) be solution of (1.1) with initial data
where σ = −1, ǫ in ≡ 0 for sub-critical cases while σ = 1, ǫ in chosen in an appropriate way with ǫ in
2 for super-critical cases (see Section 3.2). By the renormalization (2.1), we consider w(t, y) = u(t, y + t) solution of (2.2) on some open interval containing t in , observe that
we claim the following uniform estimates:
Proposition 5 (Uniform backward estimates). There exists t 0 ≫ 1 such that for all t in > t 0 , there is a choice of parameters (µ in , z in ) with
such that the solution u of (1.1) exists and satisfies the hypothesis (2.35) of Lemma 4 on the rescaled frame (t, y). Moreover, the decomposition given in Lemma 4 of u satisfies the following uniform estimates, for all t ∈ [t 0 , t in ]
Notice in Proposition 5 that all estimates are independent of t in , thus the distance between u(t) and the approximate solution V (t) depends only on t and not on the time t in where u(t) was taken equal to V (t) + ǫ in .
3.1. Proof of the uniform estimates in sub-critical cases.
3.1.1. Bootstrap bounds. The proof of Proposition 5 follows from bootstrapping the following estimates
(3.4)
(3.7)
The bootstrap regime implies immediately that z(t) = 2 log t + log α + O(t and
For t 0 to be chosen large enough (independent of t in ), and all t in > t 0 , we define in view of Lemma 4:
Control of modulation equation.
Lemma 6 (Pointwise control of the modulation equations and the error). The following estimates hold on [t 0 , t in ]
Proof of Lemma 6. We claim the following estimates for the modulation equations
(3.15) From (2.13), (3.6), (3.10), we have
follow from the bootstrap bounds on ǫ H 1 and e −z(t) . In order to prove (3.14), (3.15) , recall the equation of ǫ, we have
From the orthogonality condition´ǫR k = 0, we expand ∂ ∂t´ǫR 1 and using the equation of ǫ(t) to obtain
Using (2.14), the equation of Q v and
Next, we consider´ǫ∂ yR1 = 0 so
so we deduce that
Combining two estimates (3.17), (3.18) with their analogues for |μ 2 + αe −z | and |ż 2 − µ 2 |, the estimates (3.14),(3.15) are proved. Finally, the estimate (3.13) is a direct consequence of (3.11), (3.12) and (3.16).
Energy functional.
We introduce a nonlinear energy functional for ǫ(t): choose ρ = 
,
and consider
The functional W is coercive in ǫ at the main order and it is an almost conserved quantity for the problem (see [13] , [23] for a similar functional).
Proposition 7 (Coercivity and time control of energy functional). For all
where C 0 > 0 a constant independent of t in .
Proof of Proposition 7. (a) The proof of the coercivity property (3.20) is a standard consequence of (1.9) and the orthogonality properties (2.37) by an elementary localization argument. We refer to the proof of Lemma 4 in [15] . We observe that locally around each solitonR j , the functional behaves essentially asˆ(
which is a rescaled version of Lǫ, ǫ . (b) Now we compute
First, we consider
Using the equation (2.39) of ǫ
we get
On the one hand, we have, by (3.13)
and by (3.11), (3.12)
Using (3.9) and the asymptotic bahavior of Q (1.6), we obtain
2 so by pointwise control modulation equations (3.14), (3.15)
On the other hand, by (3.11),
Thus by (2.37), (3.12) and remark that by the decay property of
for j = 1, 2, here note that ρ = 1 32 , so we obtain
The same estimates hold forR 2 hence the first term W 1 of
For the first term, using integration by parts, e
Second, consider
From the equation of ∂ t ǫ (2.39)
(3.24)
We have
and from (3.11)
And for the first term, using integration by parts and the fact ∂ y Φ 2 ≥ 0, we get
As
However, by the decay property of V and Φ, we have
so gathering these computationŝ
(3.25) Moreover, by (2.39), (3.22) , integrating by parts and arguing as in (3.24), we have
. Therefore, we deduce that
Next, let
Remark that from the definition of V and φ
(3.27)
as |ż j | ∼ |µ j | t −1 , |μ j | ∼ e −z t −2 . And from the expansion of |V + ǫ| p−1 (V + ǫ)
Next, we need to adjust the initial choice of z in ≫ 1 through a topological argument (see [2] for a similar argument). We define ζ and ξ the following two functions on [T * , T in ]
Then, (3.30) writes
According to (3.7), our objective is to prove that there exists a suitable choice of
so that t * = t 0 . Assume for the sake of contradiction that for all ζ ♯ ∈ [−1, 1], the choice
Since all estimates in the bootstrap regime except the one on z have been strictly improved on [s * , s in ], it follows from t * (ζ ♯ ) ∈ (t 0 , t in ] and continuity that 15 16 i.e. ζ(t
We need a transversality condition to reach a contradiction. We compute:
At t = t * , this gives
Thus, for t 0 large enough,ξ (t
A consequence of the transversality property (3.34) is the continuity of the function
But from the continuity of the flow, there exists ι > 0 such that for all
so we obtain that t * (ζ ♯ ) − ǫ ≤ t * (ζ ♯ ) ≤ t * (ξ ♯ ) + ǫ and the continuity of t * (ζ ♯ ) as expected. Thus we deduce the continuity of the function Φ defined by
Moreover, for ζ ♯ = −1 and ζ ♯ = 1, in these two cases ξ(t in ) = 1, from (3.33) we have thaṫ ξ(t in ) < 0 thus t * = t in . Therefore, Φ(−1) = −1 and Φ(1) = 1, but this is a contradiction with the continuity.
In conclusion, there exists at least a choice of
15 16 , t in + (t in ) 15 16 such that t * = t 0 . This concludes our bootstrap argument for (3.7).
3.2.
Proof of the uniform estimates in super-critical cases. In this section, we present some modifications to prove the result in super-critical cases. Some extra parameters are needed in order to control the instability created by Z ± . Denotẽ
Thus, instead of considering the final data u(t in ) = V (x − t in ; (µ in , −µ in , z in , −z in )) as in sub-critical cases, we look at solution u(t) of (1.1) with final data
and b = (b
) belongs to some small neighborhood of 0 in R 8 . We consider the decomposition of w(t, y) = u(t, y + t) by Lemma 4 w(t, y) = V (y; Γ(t)) + ǫ(t, y) that satisfies the orthogonality conditions (2.37). Define
The following lemma allows us to establish a one-to-one mapping between the choice of b = (b
Lemma 8 (Modulated data in direction Y ± ). There exists C > 0 such that for all t in ≥ t 0 and for all a in = (a in
2 ), there is a unique b so that ||b|| ≤ C a in (C independent of t in ) and the initial data satisfies
Proof of Lemma 8. Denote
and consider the linear maps
and Ω = Φ • Ψ : R 8 → R 8 . We can check that for some functions A(y), B(y) ∈ Y
where N is the Gramian matrix of Z ± , Q, ∂ y Q which are linearly independent. Indeed, Z + , Z − , Q are linearly independent and orthogonal since they are eigenfunctions of L∂ y corresponding to different eigenvalues e 0 , −e 0 , 0. On the other hand, ∂ y Q are orthogonal to Z + , Z − , Q (see Lemma 4.9 in [3] for more properties of Z ± ) so they are linearly independent. Thus det N = 0 and with z in ≫ 1, 0 < µ in ≪ 1, we have that Ω is invertible around 0. Therefore, for any a in ∈ B R 2 (0, (t in )
and note that´∂ yRkZ ± k = 0 which follows from ∂ y QZ ± = ± 1 e 0ˆ∂ y QL(∂ y Z ± ) = ± 1 e 0ˆ∂ y L(∂ y Q)Z ± = 0.
Then, we have
Using Z ∈ Y, for k = jˆ|R j |(|Z
Moreover from (3.11), (3.12), (3.13), we get
Using the equation of Z ± (1.10), we obtain
As |µ k | t −1 , |a ± | t as required.
We now control a ± (t) through topological arguments by noticing that the direction a + (t)
is already stable. Consider ζ(t) = and ξ(t) as defined in (3.31).
Lemma 10 (Control of a ± (t)). There exist ζ in = ζ(t in ) ∈ [t in − (t in ) 2 ) such that T (a in ) = t 0 .
Next, we construct a function u 0 ∈ H 1 (R) as a strong limit of a subsequence of u n (t 0 ). Lemma 11. There exist u 0 ∈ H 1 (R) and a sub-sequence, still denoted u n , such that u n (t 0 ) ⇀ u 0 weakly in H 1 (R) u n (t 0 ) → u 0 in H σ (R), for 0 ≤ σ < 1 as n → ∞.
Proof of Lemma 11. By the bounds on u n and interpolation, it is enough to prove that the sub-sequence u n (t 0 ) for all t ∈ [t 0 , n] since ||N (t)|| H 1 ≤ 2||Q|| H 1 . Furthermore, for fixed δ 1 , there exists t 1 > t 0 such that ||u n (t 1 ) − N (t 1 )|| H 1 (t 1 ) − 1 16 < δ 1 for n large enough that n > t 1 ; in others words, we havê |u n (t 1 , x) − N (t 1 , x)| 2 dx < δ 1 .
Besides, for K 2 ≫ 1 large enough we havê |x|>K 2 |N (t 1 , x)| 2 dx < δ 1 .
Consider now a C 1 cut-off function g : R → [0, 1] such that : g ≡ 0 on (−∞, 1], 0 < g ′ < 2 on (1, 2) and g ≡ 1 on [2, +∞). Since ||u n (t)|| H 1 < C bounded in H 1 independently of n and t ∈ [t 0 , n], we can choose γ 1 > 0 independent of n such that
We have by direct calculations, for t ∈ [t 0 , n]
By integration from t 0 to t 1 |u n (t 0 , x)| 2 g |x| − K 2 γ 1 dx −ˆ|u n (t 1 , x)| 2 g |x| − K 2 γ 1 dx
