Emerging combinations of artificial intelligence, big data, and the applications these enable are receiving significant attention concerning privacy and other ethical issues. We need a way to comprehensively understand these issues and find mechanisms of addressing them that involve stakeholders, including civil society, to ensure that these technologies' benefits outweigh their disadvantages.
I
nformation and communication technologies (ICTs) have long been recognized as having significant social and economic impact, such that they require regulatory supervision and call for ethical and social assessment. At present, one can observe two interlinking developments that have the potential to add greatly to the benefits of ICTs but that can also have undesirable impacts on ethics and human rights. These are an accelerated rate of production and collection of big data and novel ways of analyzing and using this data. Artificial intelligence (AI) and big data analytics are the key technological drivers of what we call "smart information systems" (SIS). Examples of such intelligent sociotechnical systems abound-Google's search engine, Google Translate, Amazon's recommendation system, Amazon's Alexa home assistant, Facebook's likes, smartphones with GPS tracking, predictive policing systems, automated share dealing, healthcare and surgery robots, personal fitness applications, virtual and augmented reality, and many others, ranging from social network data analysis for advertising to traffic data prediction for energy conservation.
The reason for the current prominence of SIS is that they promise solutions to many social problems and challenges. The European Commission, 1 for example, formulated a strategy promoting smart, sustainable, and inclusive growth as a means of overcoming the financial crisis of 2008, the after-effects of which are still visible and driving European policy decisions. In addition to these ongoing effects, Europe faces various challenges, ranging from demographic change to migration, social inclusion, healthcare, skills, and education. It is part of the accepted public narrative that many of these challenges require intelligent and specific solutions. SIS appear to be one way of achieving these policy goals. They have the potential to generate new sources of income, improve processes, and provide bespoke solutions that will improve workflow and user satisfaction.
At the same time, these novel SIS raise significant concerns. Privacy and data protection are the most obvious issues, but they are far from the only ones. Concerns range from questions of fairness and hidden biases in big data all the way to the possibility of truly autonomous machines that may harm or kill people, but that may also be subjects of ethical rights. A key topic of debate is the social consequence that SIS may have in the future of work and employment.
In this article, we put forward the thesis that the fragmented debate around the advantages and downsides of SIS would profit from integrating various viewpoints and concerns. We suggest that the concept of responsible research and innovation (RRI) offers a perspective that allows for such an integration. We contend that RRI possesses the scope and flexibility needed to address a broad range of current and emerging ethical and social issues. By highlighting some of these issues, we demonstrate their breadth and show that an approach that is too focused on one issue, even one as encompassing and well-discussed as privacy and data protection, is not sufficient. To support this thesis, we describe how a large European project that has the potential to significantly advance both AI and big data analytics has implemented RRI.
Smart Information Systems: The Combination of AI and Big Data Analytics
There are many largely overlapping debates about the ethical and social consequences of artificial intelligence-that is, the use of hardware, software, and applications to perform big data analytics and to mimic human cognitive capabilities. These developments have pushed progress in ICT in recent years. We decided to use the term smart information systems as a shorthand for technologies that involve artificial intelligence, machine learning, and big data because these are all relevant for the understanding of the social consequences of these technologies.
SIS are formed and developed in an environment of what we call "enabling technologies" that generate and collect data and act on the world and interact with humans. SIS should not be seen in isolation as they tend to be enveloped in the broader technical infrastructure.
The social and ethical relevance of these technologies arises in a broader socio-economic environment that one needs to understand in order to appreciate why SIS merit broader reflection and oversight. The political context frames science and technology research and development as a means of addressing social challenges such as economic growth, environmental sustainability, demographic developments, security, and social inclusion. The political rhetoric is generally accepted and replicated by companies and research organizations. It sets the scene for positive expectations of SIS, which, nevertheless, have dark shadows relating to ethical issues and concerns. Figure 1 gives an overview of the institutional and societal ecosystem in which SIS exist, some of the challenges they are meant to address, and examples of the ethical concerns they raise. The figure summarizes the socio-technical environment in which SIS are relevant. The top rectangle shows that SIS contain key technical drivers that provide their core capabilities, namely AI and big data. We take these to be mutually interdependent (at least in the current form of AI based on machine learning, which requires large datasets). The key technical drivers acquire their social relevance only in conjunction with other technologies that provide the required data or enable functionality. Examples of such enabling technologies are social networks and IoT (Internet of Things)-enabled sensor networks that provide large datasets as well as affective devices or autonomous machines that interact with humans. The set of enabling technologies shown in the figure is indicative. Not all SIS will use all of them, and there will likely be other technologies with enabling functions. These SIS are integrated in a broader environment where they cause tensions between the grand societal challenges they are meant to address (for example, smart growth and sustainability) and the ethical and human rights concerns they raise (notably privacy but also many others such as fairness, justice, consent, and so on).
The Ethics of Smart Information Systems
Here we discuss the ethical concerns in more detail as well as current proposals and established mechanisms for addressing them.
Ethical Issues
There is a long history of discussions of ethics and information technology, going back to the early days of modern computing technology. 2 A recent comprehensive review of ethics in ICT 3 found numerous issues discussed in the literature. SIS are a subset of ICT, and many of the ethical issues applicable to ICT are also applicable to SIS. In a review of 809 papers discussing ethics in ICT, we found that 177 addressed the issue of privacy and data protection, which makes this the most prominent issue. However, numerous other issues are also frequently discussed. These include autonomy of users, their agency, trust, consent, identity, inclusion and digital divides, security, harm, misuse, and deception, to name just a few.
In addition to the ethical issues arising from ICT more generally, there is currently much debate about specific SIS issues such as artificial intelligence, machine learning, and big data. One such forum is the Fairness, Accountability, and Transparency in Machine Learning (FAT ML) forum, which has developed "Principles for Accountable Algorithms and a Social Impact Statement for Algorithms. " 4 Another takes place annually in Davos, Switzerland: the World Economic Forum, which has raised nine ethical questions to ask about AI systems. 5 Will To shed some light on the future of AI, a Presidential Panel, cosponsored by the Association for the Advancement of Artificial Intelligence (AAAI), 7 undertook a study on the long-term futures of AI. It came to be known as the Asilomar study after the venue in California where the panel met to review concerns about control of AI and to consider actions that could enhance societal outcomes. That Asilomar study was a decade ago. More recently, the 2017 Asilomar conference developed 23 principles applicable to AI. 8 And even more recently, the AAAI collaborated with the ACM on a conference on AI, Ethics, and Society in New Orleans in February 2018. Former US President Obama also had an interest in the future of AI. 9 Different measures are being proposed to address the ethical issues arising from AI. Recently, Irish researchers have proposed an "Ethics by Design" methodology for AI research projects. 10 American researchers have proposed a way of detecting bias in black-box models. 9, 11 Others argue in favor of ethics training. "Ethical training for AI practitioners and students is a necessary part of the solution. Ideally, every student learning AI, computer science, or data science would be exposed to a curriculum and discussion on related ethics and security topics. " 9 There seems to be growing recognition that those who create algorithms should be accountable for their consequences. 12 Accountability works if it can be enforced. Enforcement is typically a function of regulators. There have been calls to regulate AI systems by academics [13] [14] [15] and parliamentarians 16 because current ethical and legal principles are deemed insufficient in this area.
Ethical issues often are complex with unintended consequences. For example, predictive policing algorithms focus on "hot spots" or, if you like, street crime. They identify where crimes have occurred and at what times, so that police forces can deploy officers to those areas at those times in an effort to prevent crimes before they occur. The use of such algorithms raises several ethical issues. One is that they reinforce an existing spiral-that is, the police will arrest more people from those hot spot neighborhoods because more police have been deployed in those areas rather than other areas. A broader concern is that such approaches to policing can change the overall use of law enforcement resources in ways that may be undesirable or suboptimal.
Another example refers to the league tables of universities such as the one created by US News & World Report. While the league tables might have been created as a way of boosting the magazine's circulation, the algorithm that powered the weighting of those universities did not take into account some factors that it arguably should have (for example, which universities had the lowest tuition fees) and took into account other factors that it could have ignored (which had the best sports facilities). It has been argued that the algorithm had unwanted consequences such as increasing the cost of university education in the US and the associated student debt. The result is an education system that favors the privileged. 17 In other words, the US education system contributes to inequality-and all because of an algorithm that could have been designed better.
Many experts have noted that algorithms reflect the biases and mindsets of their creators, even if those biases and mindsets were not intended. Facebook carried out a notorious experiment in manipulating the news feeds of its subscribers-feeding some predominantly negative news and others predominantly positive news-to see how it affected the content that users then shared in response. It has been rightly castigated for not having informed its subscribers in advance. 18 Algorithms are not only manipulating consumer behavior with targeted advertising based on extensive profiling, but they are manipulating voter intentions too, using data analysis to build detailed profiles of individuals to predict how they might vote and telling different things to different electors. The Cambridge Analytica scandal is a case in point.
There are concerns that algorithms and artificial intelligence, despite their undeniable benefits, pose negatives that not only raise ethical issues, but threaten democracy itself. Cathy O'Neil's book is subtitled "How Big Data Increases Inequality and Threatens Democracy." 17 An article in the February 2017 Scientific American raises similar concerns: "Will Democracy Survive Big Data and Artificial Intelligence?" 19 There are many different ways of destroying democracy, and the article points to the threat posed by personalized information systems that build a "filter bubble" around us, a kind of digital prison for our thinking.
Current technical developments such as SIS can exacerbate existing issues, but they also pose fundamentally novel ones. Among new issues, one can find hidden biases in algorithmic decision making 20 or more generally the ethical impact of increasingly autonomous machines. Policymakers are worried about questions of liability as well as practical implications of large numbers of people being made redundant by the new technologies. 21 This brief discussion of some ethical issues raised by SIS highlights the range of issues, as indicated in Figure 1 . We touched on these various issues to demonstrate the potentially pervasive influence of SIS on society and, consequently, the need for an approach that addresses not only data protection and privacy but also other ethical and social issues. We believe that responsible research and innovation can provide such a broad approach. However, before we develop this argument in more depth, it is helpful to understand how ethics in SIS is currently addressed.
Current Responses to Ethical Issues
While we have coined the term SIS to point to a novel development, the technologies involved have a long history, as do some of the ethical questions they raise, such as privacy and data protection. Many of the SIS use personal data. Protecting such data is therefore an important step to avoid negative consequences. Many of the novel features of the European General Data Protection Regulation (GDPR) explicitly address the impact of SIS. Among the novel features relevant to SIS are breach notifications, hefty financial penalties, data protection impact assessments, 22 privacy by design, 16 and the so-called right to be forgotten.
Some issues raised by SIS are difficult to predict, so specific action targeting privacy or security can form only part of the solution. Aimed at the technical level, value-sensitive design 23,24 is meant to address ethical questions. The idea of value-sensitive design is starting to become regulatory reality in support of privacy by design in the GDPR.
Another way of dealing with some of the issues raised by SIS is standardization, which is increasingly used to address ethical and social issues, as is the case with the ISO 27000 family of standards. One of the most advanced standards is BSI8611 on "Robots and Robotic Devices: Guide to the Ethical Design and Application of Robots and Robotic Systems. " 25 Complementing this standard is the recent IEEE Global Initiative for Ethical Considerations in Artificial Intelligence and Autonomous Systems. 26 This effort aims to develop a family of four standards around general design principles (P7000), transparency (P7001), bias (P7002), and privacy (P7003).
Traditionally, an important way of dealing with ethics and human rights issues in ICT has been professionalism. Bodies such as the British Computer Society, the Association for Computer Machinery (ACM), and the IEEE have developed guidelines and codes of ethics aimed at addressing ethical issues. The emergence of SIS has provided the impetus for some of these bodies to rethink their stances. The ACM, for example, is currently consulting on an updated version of its general code, 27 which is supported by more specific initiatives such as the ACM Statement on Algorithmic Transparency and Accountability. 28 At the same time, researchers are adopting bottom-up approaches to develop guidelines dealing with the capabilities of emerging smart information systems, notably the recent Asilomar principles. 8 These numerous activities and attempts to deal with ethics and human rights in SIS demonstrate that they are perceived as a significant challenge calling for a concerted effort to address them. This insight has spread among policymakers as various governments and political bodies have produced reports and recommendations on the constituent parts of smart information systems, notably AI 21, 29, 30 and robotics. 31 The latter report by the European Parliament may be the most far-reaching, proposing the introduction of a new regulator, a registration system, and other measures.
Combining Viable Approaches: Responsible Research and Innovation
So far, we have argued that SIS raise a complex mix of ethical and social issues and that there are numerous initiatives addressing such issues. What seems to be missing is a way of aligning the various remedies and ensuring they are joined up and create synergies. This is clearly an ambitious endeavor, given that SIS are developed in a decentralized and globalized way. It will therefore require many stakeholders and decision-makers working together toward this aim.
The concept of RRI and the discourses and practices that it has spawned offer a promising and realistic way of dealing with these challenges. RRI is a relatively novel concept that has gained prominence since about 2010. It is an attempt to rethink research and innovation governance with a view to ensuring that processes as well as outcomes of research and innovation are acceptable, desirable, and sustainable. 32 While the term RRI is relatively new, it builds on older streams of activities including technology ethics, technology assessment, science and technology studies, and philosophy of technology. There are different interpretations and foci of RRI. One key proponent of RRI is the European Commission, which emphasizes six keys of RRI: public engagement, ethics, science education, gender equality, open access, governance. The UK Engineering and Physical Science Research Council has adopted an alternative view of RRI based on anticipation of future outcomes, reflection of the research, engagement of stakeholders, and action and responsiveness. The debate about the exact definition of RRI and ways to implement it is ongoing and unlikely to lead to consensus anytime soon. However, these different positions should not be misunderstood as implying irreconcilable differences among them. All proponents of RRI agree that stakeholders need to be engaged at an early stage of research and innovation. RRI requires openness and transparency and a willingness to be flexible and responsive to concerns, and needs to be integrated into projects as well as the broader funding and support environment.
Rather than discussing these questions in abstract terms, we now move on to a practical example of the implementation of RRI in a high-profile project that has the potential to move SIS in several ways.
Implementing RRI in SIS Research
We demonstrate the integration of RRI into current research with the Human Brain Project (HBP), one of the European Union's two current ICT flagship research projects. Its consortium includes more than 120 partner organizations. The project has a duration of 10 years and core EU funding worth more than €400 million. The HBP aims to develop an ICT infrastructure for neuroscience. 33 It is a cutting-edge SIS project in several ways. It uses massive amounts of neuroscientific data for the generation of new insights about the brain. It is developing novel computational architectures based on neuroscience that may overcome some of the limitations of current AI, such as the reliance on large training datasets and limited learning abilities. This may usher in the next generation of AI with capabilities that surpass current technologies significantly. It is therefore important to understand its social and ethical consequences.
From the time the project idea was first mooted, many people expected that the HBP would raise ethical and social questions. Hence, one of the 12 HBP subprojects is dedicated to a program of RRI under the heading of ethics and society. 34 The work in this subproject is divided into four main components: The foresight lab of the HBP investigates possible outcomes and consequences of the work undertaken by the HBP. It is accompanied by a work package that undertakes philosophical research on complex issues, such as the nature of consciousness or simulation. The third major component is public engagement that reaches out to stakeholders and the general public to discuss issues of relevance to the HBP and the public. Finally, the HBP has a work package on ethics management, that is, the administration of ethics-related issues. This includes the support of additional structures that help with ethics-related issues and structures, notably an external Ethics Advisory Board and a network of Ethics Rapporteurs who draw attention to ethics issues in the various subprojects. The HBP's RRI work includes a researcher awareness program, which reaches out to scientists and engages with them on specific issues, such as privacy by design and data governance.
HBP partners have already identified various ethical issues and are dealing with them. These include traditional biomedical research ethics issues covering both humans and animals. This means that the project has to comply with European rules on informed consent of research subjects. The project is subject to research integrity principles and intellectual property regulation. As a data integration project, the HBP needs to develop suitable data governance principles to ensure that data is treated appropriately. This covers the protection of personal data as well as ensures that data is collected in ways that are compliant with European ethical principles.
Among the broader social issues covered by the ethics and society section of the HBP, engagement of communities is especially important. This includes scientific communities that will make use of the HBP infrastructures as well as patient communities. The project is addressing the social consequences of the technologies to be developed, notably the changes to employment, the impact they may have on the role of medical doctors and neuroscientists as well as the military use of the technologies. Finally, there are fundamental and philosophical questions, such as what sets humans apart from other animals, what constitutes consciousness, and how our understanding of the brain affects our view of ourselves and our identity.
For important issues that require a more detailed understanding and specific guidance, the ethics and society group writes Opinions that are supported and implemented via specific action plans. So far, the group has produced an Opinion on data protection and is currently preparing a second one on dual use.
HBP has demonstrated that it is possible to integrate principles of RRI in complex research structures. The HBP is one example of a project that has the potential to significantly influence future developments of SIS. By integrating RRI into its structure, the HBP has embarked on a journey to explicitly reflect on ethical and social issues and not purely leave them to chance and react to them when they arise. This shows that integrating RRI into SIS research is possible.
We chose the example of the HBP for this article to show how RRI can be put into practice. The scale of the HBP project, the large number of participants, and its status as an EU flagship project have the potential to significantly influence the next stages of SIS development. Its group on ethics and society working on developing and implementing RRI can serve as an inspiration for other large SIS projects and provide lessons for other stakeholders, notably public funding bodies and research projects funded by industry.
RRI as a Response to Ethics and Privacy in Smart Information Systems
SIS raise issues related to the long-term impacts of their applications. High-powered SIS applications raise questions about the status of artificial versus natural intelligence and at what point a technical artefact acquires moral rights and obligations. In between these very specific questions and the broad philosophical challenges, there are a plethora of issues, examples of which were mentioned above, including the prevention of algorithmic biases and the transparency of AI decisions.
The complexity of SIS technologies and their potential social and ethical impacts are such that an approach is needed that is able to learn, include external voices, incorporate reflection, and bring together different stakeholder groups. RRI offers such an approach, as its use in the HBP shows. We believe the RRI approach in the HBP can be adapted to other similar projects. The authors are partners in the EU-funded SHERPA project (SHERPA is the acronym for "Shaping the Ethical Dimensions of Information Technologies-a European Perspective"), which focuses on the social and ethical issues arising from SIS. In SHERPA, the partners will apply the RRI approach to a wide range of AI-embedded technologies.
Having said this, we do not claim that RRI is a panacea. At this point, the RRI discourse is very much focused on universities and publicly funded research, whereas innovations in SIS are being driven more by the big technology companies than by universities. However, it is notable that some of the structures of ethical reflection that are well-established in universities are finding their way into tech companies. Recent announcements that large AI investments in industry will be supervised by governance boards or ethics panels are promising. 35 The Partnership on AI (www.partnershiponai.org) represents most of the big industry players and aims to ensure that new developments are societally beneficial.
Research and innovation in SIS can bring enormous societal and economic benefits. R&I can also lead to a large number of undesirable consequences. Researchers, funders, and policymakers as well as the public at large are well aware of this. What is missing is a more unified understanding of the capabilities of emerging SIS, the impacts they may have, how they are viewed by relevant stakeholders, and what responses are needed to address them.
To contribute to this unification of the debate, we will, as part of the SHERPA project, undertake a representation of the ethical and human rights challenges of SIS through case studies, scenarios, and artistic representations. Working with stakeholders, we identify their concerns and preferred solutions (via interviews, a large-scale online survey, a Delphi study, and a stakeholder board). This will include an exploration of scientific, technical, and regulatory options. All of this work will be brought together in a workbook for the development of SIS. Following validation and prioritization exercises, the most promising proposals will be advocated to policymakers.
We will extract lessons from projects such as the HBP and other research and commercial initiatives on how to deal with SIS ethical issues. Our aim is to come to a broader consensus on what it would mean to RRI in the field of SIS. We do not believe that there will be an algorithmic solution to the ethics of SIS. The range of technologies, applications, and uses is simply too broad.
Both the HBP and SHERPA have the goal to develop a culture of responsibility where stakeholders are ready and willing to accept responsibility for the processes and outcomes of their research and innovation work.
A final observation may be that none of the RRI activities is completely failsafe. The development of SIS will lead to a number of perfectly predictable ethical concerns. Many of these can be addressed. SIS are likely to have some unexpected consequences that an approach like RRI can help identify and deal with. However, the future is not fully predictable, and we will need to live with the realization that some of the consequences of current research and innovation activities cannot be foreseen. There may thus be situations where, despite our best efforts, novel technologies including AI and big data analytics will cause ethical problems that we will have to deal with retrospectively. Despite this lack of perfection, we argue that it is advisable to accept the challenge and proactively engage with privacy and ethics of SIS, given that the alternative is to simply sit back and react to whatever happens. RRI offers a way to gain the initiative and help us shape AI and big data rather than wait for them to shape us.
