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Abstract—We consider covariance matrix estimation in a set-
ting, where there are multiple classes (populations). We propose
to estimate each class covariance matrix as a linear combination
of all of the class sample covariance matrices. This approach is
shown to reduce the estimation error when the sample sizes are
limited and the true class covariance matrices share a similar
structure. We develop an effective method for estimating the
minimum mean squared error coefficients for the linear combi-
nation when the samples are drawn from (unspecified) elliptically
symmetric distributions with finite fourth-order moments. To
this end, we utilize the spatial sign covariance matrix, which
we show (under rather general conditions) to be a consistent
estimator of the trace normalized covariance matrix as both
the sample size and the dimension grow to infinity. We also
show how the proposed method can be used in choosing the
regularization parameters for multiple target matrices in a
single class covariance matrix estimation problem. We assess the
proposed method via numerical simulation studies including an
application in global minimum variance portfolio optimization
using real stock data, where it is shown to outperform several
state-of-the-art methods.
Index Terms—covariance matrix, elliptical distribution, high-
dimensional, multiclass, regularization, shrinkage, spatial sign
covariance matrix
I. INTRODUCTION
H IGH-DIMENSIONAL covariance matrix estimation is achallenging problem as the dimension p of the samples
can be much larger than the total number of samples n from
which the covariance matrix need to be estimated. Such prob-
lems are increasingly common, for example, in finance [1],
genomics [2], or graphical models [3]. This paper considers
a high-dimensional problem, where there are several classes
(populations). The goal is to estimate the unknown covariance
matrices of the classes by leveraging on the assumption that
some of the classes can be highly correlated with each other,
and thus, share a similar covariance matrix structure.
Consider independent and identically distributed (i.i.d.) p-
dimensional observations Xk = {x1,k, . . . ,xnk,k} of size nk
from class k with mean µk = E[x1,k] and positive definite
symmetric covariance matrix Σk = E[(x1,k − µk)(x1,k −
µk)
>]. The ordinary estimators for the covariance matrix and
mean are the sample covariance matrix (SCM)
Sk =
1
nk − 1
K∑
i=1
(xi,k − x¯k)(xi,k − x¯k)>,
and the sample mean x¯k = 1nk
∑nk
i=1 xi,k. When the sample
size nk and the data dimensionality p are comparable in size,
the SCM provides a poor estimate of the underlying population
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covariance matrix due to its high variance. Also, the SCM is
positive definite only if nk ≥ p and Xk spans Rp. Due to these
problems, a commonly used approach in high-dimensional
covariance matrix estimation is to use regularization (shrink-
age). In linear regularization, the covariance matrix estimate is
formed by a linear or convex combination of the SCM and a
(usually positive definite) target matrix, which is chosen based
on prior knowledge or assumptions about the true population
covariance matrix.
If some of the classes are positively correlated, and hence
their covariance matrices are similar (although not necessarily
identical), it would be beneficial to pool these estimates in
order to reduce the variance of the final estimate. Following
this idea, we propose to estimate each class covariance matrix
as a linear combination of the sample covariance matrices of
the classes. For a vector of nonnegative weights a ≥ 0, i.e.,
a = (ai), ai ≥ 0, i = 1, . . . ,K, define
S(a) =
K∑
i=1
aiSi. (1)
The aim is to find a K × K nonnegative coefficient matrix
A = (aij) =
(
a1 · · · aK
) ≥ 0, i.e., aij ≥ 0, for all i and
j, that minimizes the total mean squared error (MSE),
a?k = arg min
a≥0
E
[‖S(a)−Σk‖2F], k = 1, . . . ,K, (2)
⇔ A? = arg min
A≥0
K∑
k=1
E
[‖S(ak)−Σk‖2F]. (3)
The solution to this problem is given in Section II.
Pooling the sample covariance matrices is commonly used
in discriminant analysis classification, where the pooled sam-
ple covariance matrix, Spool = 1n
∑K
k=1 nkSk, n =
∑K
k=1 nk,
is used as a shrinkage target. For example, estimating the
class covariance matrices using a convex combination Σˆk =
aSk + (1 − a)Spool, for some a ∈ [0, 1], was studied in a
Bayesian framework in [4] and [5], and in the Regularized
Discriminant Analysis (RDA) framework in [6]. Furthermore,
the optimal tuning parameter for this setting under elliptically
distributed data was derived in our earlier work [7]. It is easy to
see that such estimators form a subset of the more general form
(1), which permits using individual weights for each sample
covariance matrix in the sum.
The paper is organized as follows. In Section II, we derive
the optimal coefficients for the linear pooling estimator and
study some of its properties. In Section III, we discuss possible
extensions to the estimator such as how to incorporate identity
shrinkage as well as how to apply the estimator to a single
class covariance matrix estimation problem. In Section IV,
we propose methods for estimating the statistical parameters
needed for the estimation of the optimal coefficients. Section V
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2provides numerical simulation studies and Section VI provides
an application to investment portfolio selection using historical
stock data. Lastly, Section VII concludes.
Notation: Matrices are denoted by upper case boldface
letters (A or ∆), vectors are denoted by lower case boldface
letters (a or δ), and scalars are denoted by lower case letters
(a or δ). For a matrix A = (aij), the notation A ≥ 0 means
that the matrix is nonnegative, that is, aij ≥ 0, for all i
and j. Similarly, for a vector a = (ai) the notation a ≥ 0
means that ai ≥ 0, for all i. The notation A  0 (A  0)
means that A is positive definite (positive semidefinite). The
notation diag(a) denotes a diagonal matrix with the entries
of a on the main diagonal. The identity matrix is denoted
by I. The notation ei denotes the ith standard basis vector,
i.e., a vector whose ith coordinate is equal to 1 and all
other coordinates are equal to 0. For real sequences ap and
bp, as p → ∞, the notation ap = o(bp) means that the
sequence ap/bp → 0, and the notation ap = O(bp) means
that the sequence ap/bp is bounded. For a matrix-valued
sequence Ap, we write Ap = o(bp) and Ap = O(bp) if
and only if ‖Ap‖F = o(bp) and ‖Ap‖F = O(bp), respec-
tively. Here, the Frobenius norm of a matrix A is defined as
‖A‖F =
√
tr(A>A). If A = (aij) is positive semidefinite
symmetric and λi(A) denotes the ith eigenvalue of A, then
‖A‖F =
√
tr(A2) =
√∑
i,j a
2
ij =
√∑
i λi(A)
2.
II. THE LINEARLY POOLED ESTIMATOR
In this section, we address the computation of the proposed
estimator as well as discuss some of its properties. First, define
the scaled MSE of the SCM Sk as
δk = p
−1MSE(Sk) = p−1 E[‖Sk −Σk‖2F] (4)
as well as the scaled inner products of the covariance matrices
as
cij = p
−1 tr(ΣiΣj). (5)
Then define
∆ = diag(δ1, . . . , δK) and C =
(
c1 · · · cK
)
= (cij). (6)
We can then state the following result.
Theorem 1. (The MSE of the linearly pooled estimator) For
class k, the MSE in (2) can be written as the strictly convex
quadratic function
p(a>(∆ + C)a− 2c>k a + ckk), (7)
where ∆ + C is a positive definite symmetric matrix.
Proof. See Appendix A.
As a consequence of Theorem 1, the optimal coefficients
can be computed in the following way.
Corollary 1. (Optimal nonnegative coefficients) The solution
to (2), a?k, is found by solving the strictly convex quadratic
programming (QP) problem
minimize 12a
>(∆ + C)a− c>k a
subject to a ≥ 0. (8)
Proof. Follows from dividing the MSE of Theorem 1 by 2p.
The last term in (7) is a constant and can be ignored when
minimizing the function with respect to a.
The procedure of computing the linearly pooled estimates
of the class covariance matrices is detailed in Algorithm 1.
In practise we do not know the matrices C and ∆, which
makes the optimization problem infeasible. However, we can
obtain an estimate of the optimal weight matrix Aˆ? by using
estimates Cˆ and ∆ˆ, which can be computed from the data as
explained in Section IV.
Algorithm 1: Linear pooling of SCMs
input : Data X1, . . . ,XK of the classes.
1 Compute Cˆ and ∆ˆ as explained in Section IV.
2 Compute SCMs S1, . . . ,SK of the classes.
3 for k = 1 to K do
4 aˆ?k = arg min
a≥0
1
2a
>(∆ˆ + Cˆ)a− cˆ>k a
5 Σˆk = S(aˆ
?
k)
output : Σˆ1, . . . , ΣˆK
It is instructive to also consider an unconstrained version
of minimizing (7), where the weights are allowed to take
negative values. Obviously, if the optimal coefficients in the
unconstrained case are nonnegative, then the found solution is
the optimal solution for the constrained case as well. We have
the following result.
Corollary 2. (Optimal unconstrained coefficients) The uncon-
strained solution, which minimizes the MSE in (7) is
a?k = (∆ + C)
−1ck ⇔ A? = (∆ + C)−1C. (9)
Proof. Follows from Theorem 1.
Next we consider some special cases. Suppose that there
is only a single class. Then the problem reduces to finding
an optimal scaling parameter a1 such that E
[‖a1S1 −Σ1‖2F]
is minimized. Corollary 2 above then states that the optimal
parameter that minimizes the MSE is
a?1 =
c11
δ1 + c11
=
1
NMSE(S1) + 1
, (10)
where NMSE(S) = MSE(S1)/‖Σ1‖2F is the normalized
MSE.
Then consider the case that all population covariance ma-
trices are equal, i.e., Σ1 = · · · = ΣK ≡ Σ. In this case,
C = c11> with c = tr(Σ2)/p. Using the Sherman-Morrison
formula, (∆ + c11>)−1 = ∆−1 − µ∆−111>∆−1, where
µ = c/(1 + c1>∆−11), we obtain as the unconstrained
solution (9)
A? = µ∆−111>.
Hence, all columns of A? coincide, and the coefficients in each
column are a?jk = µ/δj . These coefficients can be written in
an equivalent form
a?jk =
NMSE(Sj)
−1
1 +
∑K
i=1 NMSE(Si)
−1 .
3Thus, the weights are positive and proportional to the inverses
of the normalized MSE of the sample covariance matrices.
If Sj has a large normalized MSE relative to others, which
occurs for example when the sample length nj is small relative
to others, then the weight a?jk assigned for Sj is small. This
implies that the contribution of Sj in the linear combination
S(a?k) is small.
If one further assumes that all populations have the same
distribution and the sample sizes are equal, then δ1 = · · · =
δK ≡ δ, and
S(a?k) = a
? Spool, for k = 1, . . . ,K,
with
a? = a?jk =
1
NMSE(Sj) +K
< 1 ∀j, k.
That is, the pooled SCM is shrunk by the factor a?.
Due to the positivity of the coefficients, the conclusions of
these special cases also hold for the constrained case, where
the coefficients are constrained to be nonnegative.
III. EXTENSIONS
In this section, we consider some extensions and applica-
tions of the estimator. First, we address imposing additional
constraints on the coefficients. Then, we show how to incorpo-
rate identity shrinkage to the estimator. Lastly, we explain how
the method can be utilized in a high-dimensional single class
covariance matrix estimation problem using possibly multiple
different target matrices.
A. Additional constraints on the coefficients
The QP formulation of the problem (8) makes it easy
to incorporate additional constraints if needed. For example,
one may wish to find a convex combination of the SCMs,
which could be accomplished by adding the equality constraint
a>1 = 1. Another case is when there is a very large
number of classes. Then one may wish to look for a sparse
solution, where most of the coefficients are zero. In this case
only significantly similar classes would affect the estimation
of a particular class covariance matrix. A natural approach
to enforce sparsity is to add an `1-norm constraint to the
optimization problem (8), which would result in the following
QP problem
minimize 12a
>(∆ + C)a− c>k a
subject to a ≥ 0
1>a ≤ b,
(11)
where b > 0 is the budget constraint or the level of regular-
ization. Or, following [8], another way of enforcing sparsity
would be to apply hard-thresholding to the solution (8) using
some threshold level. In this case the sparsity level would be
easier to optimize as it is applied after computing the solution.
B. Additional shrinkage towards a scaled identity matrix
In order to guarantee positive definiteness of the estimator, it
is useful to incorporate regularization towards a scaled identity
matrix. This is needed especially when p >
∑
k nk and can
be accomplished easily by using an estimator of the form
S˜(a) =
K∑
j=1
ajSj + a(K+1)I, (12)
where a ∈ RK+1. Then we solve
a?k = arg min
a≥0
E
[‖S˜(a)−Σk‖2F] (13)
via the strictly convex QP problem
minimize 12a
>(∆˜ + C˜)a− c˜>k a
subject to a ≥ 0, (14)
where ∆˜ = diag(δ1, · · · , δK , 0) and
C˜ =
(
C η
η> 1
)
,
and η = (ηk) ∈ RK is a vector consisting of scales,
ηk = p
−1 tr(Σk). (15)
The scale of class k, ηk, is equal to the mean of the eigenvalues
of Σk. The unconstrained optimal solution for this case is
A? = (∆˜ + C˜)−1C˜. The positive definiteness of ∆˜ + C˜ is
shown in Appendix A.
C. Single class covariance matrix estimation with arbitrary
regularization targets
Consider that there is only one class, its corresponding
data set X , and a single target matrix T. If we denote by
S1 the SCM based on X , then the shrinkage estimator is
Σˆ1 = a1S1 + a2T. Often the target matrix T is estimated
from the same data set as the sample covariance matrix S1. For
example, in [1] the target matrix T is an estimated single factor
(market index) covariance matrix model whereas in [9], T
is an estimated constant correlation covariance matrix model.
Hence, in these cases the sample covariance matrix S1 and the
target matrix T are not independent. This makes the analytical
derivation of the optimal regularization parameters a?1 and a
?
2
minimizing the MSE E
[‖a1S1+a2T−Σ‖2F] somewhat more
complicated due to the statistical dependence between S1 and
T.
However, this problem can be avoided using the method
detailed in Algorithm 2, which presents our approach in the
more general case, where one has multiple positive semidef-
inite symmetric target matrices. The idea is to generate new
independent data sets {Ym}Mm=1 based on the target matrices
{Tm}Mm=1. Then due to the independence of X and the
generated data sets {Ym}Mm=1, we can apply the proposed
method for pooling S1 and the SCMs {STm}Mm=1 computed
from {Ym}Mm=1. We illustrate the usefulness of this method
in a portfolio optimization problem in Section VI.
4Algorithm 2: Regularized SCM with multiple targets
input : Data set X , target covariance matrices
{Tm}Mm=1, and sample size L.
1 Generate i.i.d. samples Ym ∼ Np(0,Tm) for
m = 1, . . . ,M each of size L.
2 Compute S1 from X and ST1 , . . . ,STM from
Y1, . . . ,YM .
3 Compute Cˆ and ∆ˆ as explained in Section IV
4 aˆ?1 = arg min
a≥0
1
2a
>(∆ˆ + Cˆ)a− cˆ>1 a
5 Σˆ1 = S(aˆ
?
1)
output : Σˆ1
IV. ESTIMATION
In this section, we address the estimation of the matrices
∆ and C. We will assume that the samples are generated
from unspecified elliptical populations with finite fourth-order
moments. Hence, a random vector x ∈ Rp from the kth
population is assumed to have a density function of the form
|Σk|−1/2gk((x− µk)>Σ−1k (x− µk)),
where gk : R≥0 → R≥0 is called the density generator, which
is a fixed function of the quadratic form (x−µk)>Σ−1k (x−
µk) [10]. We write x ∼ Ep(µk,Σk, gk) to denote this case.
In addition to the scales, ηk, defined in (15), we need two
statistical parameters that describe the elliptical distribution.
The first is the elliptical kurtosis parameter, which for the kth
population is defined as
κk =
1
3
kurt(xi) =
1
3
(
E[x4i ]
E[x2i ]2
− 3
)
, (16)
where xi denotes any marginal variable of x = (xi) ∼
Ep(µk,Σk, gk). For example, if the sample is from a mul-
tivariate normal distribution, then κk = 0. For the kurtosis to
exist, we need to assume finite fourth-order moments.
Secondly, we need the sphericity parameter, which for the
kth population is defined as
γk =
p tr(Σ2k)
tr(Σk)2
. (17)
The sphericity parameter equals the ratio of the mean of the
squared eigenvalues relative to the mean of the eigenvalues
squared. The sphericity parameter gets values in the range
[1, p] and attains its minimum for the scaled identity matrix
and its maximum for a rank one matrix.
A. Our estimates of ∆ and C
For elliptical populations, the scaled MSE δk of the SCM
obtains an explicit form [11, Lemma 1]
δk = η
2
k
(( 1
nk − 1 +
κk
nk
)
(p+ γk) +
κk
nk
γk
)
. (18)
Thus, in addition to the known sample size nk, the scaled MSE
δk in (18) depends on the unknown scale ηk, the unknown
elliptical kurtosis κk, and the unknown sphericity γk defined
in (15), (16) and (17), respectively. We estimate the scale via
ηˆk = tr(Sk)/p and the kurtosis κˆk via the average sample
kurtosis of the marginal variables. Regarding the sphericity,
it would be natural to develop an estimator using the SCM
as well. However, a simple and particularly well performing
estimator of the sphericity is based on the robust spatial
sign covariance matrix (SSCM) and it has been used, e.g.,
in [12], [13], [14], and [11]. Particularly, in [11], both a
SCM and a SSCM based estimator of the sphericity was
compared and, except for the case where the samples were
multivariate normal, the simulations suggested the superiority
of the SSCM based estimator for estimating the sphericity. In
Subsection IV-B, we analyze why this is the case. Thus, as
the estimate of the sphericity we use
γˆk =
nk
nk − 1
(
p tr(S˜2k)−
p
nk
)
, (19)
where S˜k is the sample SSCM of population k, defined as
S˜k =
1
nk
nk∑
i=1
(xi,k − µˆk)(xi,k − µˆk)>
‖xi,k − µˆk‖2
,
where µˆk = arg min µ
∑nk
i=1 ‖xi,k−µ‖ is the sample spatial
median [15].
Regarding the matrix C, the inner products cij =
p−1 tr(ΣiΣj) are also estimated using the SSCM by
cˆij =
{
pηˆiηˆj tr(S˜iS˜j), for i 6= j,
γˆiηˆ
2
i , for i = j.
(20)
The properties of these SSCM based estimators are discussed
next.
B. Consistency of the estimates
Next, we discuss the consistency of the spatial sign covari-
ance matrix based estimators (19) and (20). It is known that the
SSCM provides consistent estimators of the eigenvectors of the
trace normalized scatter matrix, Σ/ tr(Σ), of an elliptical pop-
ulation, but not of the eigenvalues, and hence its applications
have thus far been mostly related to PCA [16]. Suprisingly,
we show in Theorem 2 that, under certain conditions, S˜ is
an asymptotically unbiased estimator of the trace normalized
covariance matrix when the sample size and the dimension
grow to infinity together.
To simplify the derivations, let us consider an n-sample
from a zero mean elliptical distribution, X = (xi) ∼
Ep(0,Σ, g). Let S˜ denote the SSCM computed from X . It
is easy to show that
E[tr(S˜2)] =
1
n
+
n− 1
n
tr
(
E
[
xix
>
i
‖xi‖2
]2)
=
1
n
+
n− 1
n
tr(E[S˜]2). (21)
Hence, we are interested in finding an expression for the
expectation of S˜. It turns out that the condition for S˜ to be
an asymptotically unbiased estimator of the trace normalized
covariance matrix is that the sphericity grows slower than the
dimension p. This is shown in the next theorem.
5Theorem 2. Let X = (xi) ∼ Ep(0,Σ, g) and assume that the
sphericity γ = o(p) as p→∞. Then,
E[S˜] = E
[
xix
>
i
‖xi‖2
]
=
Σ
tr(Σ)
+ o(1).
Proof. See Appendix B.
Theorem 2 together with (21) implies that when γk = o(p),
we have that γˆk in (19) is a consistent estimator of the
sphericity γk. Furthermore, we have the following result.
Corollary 3. Let Xi ∼ Ep(0,Σi, gi) and Xj ∼ Ep(0,Σj , gj).
Using the assumptions of Theorem 2, as p→∞, we have
E[tr(S˜iS˜j)] = tr(E[S˜i]E[S˜j)]) =
tr(ΣiΣj)
tr(Σi) tr(Σj)
+ o(1)
Proof. Follows directly from Theorem 2.
To give some intuition on when the assumption γ = o(p)
holds, consider the theoretical sphericity of the AR(1) and
compound symmetry (CS) covariance matrices.
Proposition 1. The theoretical sphericity of the first order
autoregressive covariance matrix AR(1), defined by (Σ)ij =
σ2ρ|i−j| is
γAR(1) = 1 +
2
p
p−1∑
i=1
(p− i)ρ2i = o(p).
Regarding the compound symmetry (CS) covariance matrix,
which is defined as (Σ)ij = σ2ρ, for i 6= j, and (Σ)ij = σ2,
for i = j, the theoretical sphericity is
γCS = 1 + (p− 1)ρ2 = O(p).
Proof. See Appendix C.
This means that the result of Theorem 2 holds for the
AR(1) covariance matrix but not for the compound symmetry
(CS) covariance matrix. However, simulation studies in the
next section suggest that even though the parameter estimates
are biased for the CS covariance matrix, the regularization
coefficient estimates, and hence, also the final covariance
matrix estimates are reasonably accurate.
Finally, an additional aspect one may wish to consider is that
when the dimension is very large compared to the sample size
(p  n), an additional bias in the sphericity estimator γˆk is
caused by the centering of the data by the spatial median [12].
This effect was studied in [12] in which a method for bias-
correction was developed.
V. SIMULATION STUDY
We conducted simulations in order to study the MSE per-
formance of the proposed estimator as well as the accuracy of
the estimates of ∆ and C, which are needed for estimating the
theoretically optimal regularization coefficients in Algorithm 1
and Algorithm 2.
We considered two different covariance matrix structures:
the autoregressive structure AR(1), where (Σk)ij = σ2kρ
|i−j|
k ;
and the compound symmetry (CS) structure, where (Σk)ij =
σ2kρk, for i 6= j and (Σk)ij = σ2k for i = j. We generated four
p = 200 dimensional random samples of sizes (n1 = 50, n2 =
TABLE I: The normalized average squared error over 300
repetitions and standard deviation (×10) in the parenthesis.
L1 L2 L3 L4
∑4
k=1 Lk
AR(1)
SCM 5.01 (20.18) 2.99 (10.17) 1.81 (4.95) 1.13 (2.56) 10.94 (23.56)
POOL 0.84 (1.28) 0.66 (1.04) 0.52 (0.79) 0.44 (0.57) 2.46 (3.67)
PPOOL 0.83 (1.19) 0.65 (1.00) 0.51 (0.77) 0.44 (0.54) 2.43 (3.44)
ELL1 0.17 (0.13) 0.26 (0.13) 0.33 (0.11) 0.36 (0.15) 1.12 (0.28)
ELL2 0.25 (3.05) 0.28 (0.78) 0.34 (0.35) 0.36 (0.23) 1.23 (3.32)
LIN1 0.40 (0.21) 0.36 (0.23) 0.34 (0.20) 0.35 (0.19) 1.45 (0.75)
LIN2 0.11 (0.14) 0.16 (0.15) 0.22 (0.12) 0.29 (0.12) 0.79 (0.38)
CS
SCM 0.34 (1.96) 0.15 (1.75) 0.07 (0.48) 0.05 (0.48) 0.62 (2.64)
POOL 0.42 (2.04) 0.08 (0.61) 0.02 (0.15) 0.05 (0.29) 0.57 (2.45)
PPOOL 0.23 (1.53) 0.06 (0.47) 0.03 (0.17) 0.04 (0.30) 0.36 (1.73)
ELL1 0.27 (1.03) 0.14 (0.69) 0.07 (0.41) 0.05 (0.35) 0.53 (1.43)
ELL2 0.27 (1.01) 0.13 (0.98) 0.07 (0.38) 0.05 (0.38) 0.51 (1.53)
LIN1 0.07 (0.94) 0.05 (0.68) 0.04 (0.32) 0.04 (0.34) 0.19 (1.23)
LIN2 0.06 (0.92) 0.05 (0.68) 0.04 (0.33) 0.04 (0.34) 0.18 (1.21)
Mixed: Σ1 and Σ2 are AR(1); Σ3 and Σ4 are CS
SCM 5.01 (20.18) 2.99 (10.17) 0.07 (0.48) 0.05 (0.48) 8.12 (22.82)
POOL 21.79 (50.86) 18.75 (43.86) 0.10 (0.45) 0.17 (0.54) 40.81 (93.78)
PPOOL 4.46 (12.84) 2.83 (8.41) 0.06 (0.34) 0.05 (0.36) 7.39 (15.33)
ELL1 0.17 (0.13) 0.26 (0.13) 0.07 (0.41) 0.05 (0.35) 0.54 (0.59)
ELL2 0.25 (3.05) 0.28 (0.78) 0.07 (0.38) 0.05 (0.38) 0.65 (3.33)
LIN1 0.65 (0.36) 0.64 (0.35) 0.04 (0.32) 0.04 (0.35) 1.37 (0.85)
LIN2 0.16 (0.13) 0.25 (0.14) 0.04 (0.33) 0.04 (0.35) 0.48 (0.55)
75, n3 = 100, n4 = 125) from four independent multivariate
t-distributions with ν = 8 degrees of freedom. The means
of the classes were generated from the standard multivariate
normal distribution and held constant over the repetitions. We
simulated three different setups. In the first setup, all covari-
ance matrices had an AR(1) structure. In the second setup,
all covariance matrices had an CS structure. In the last mixed
setup, classes 1 and 2 had an AR(1) structure and classes 3
and 4 had a CS structure. For all setups, we used σ2k = 1,
for all k, and (ρ1 = 0.3, ρ2 = 0.4, ρ3 = 0.5, ρ4 = 0.6).
We denote the proposed linear pooling estimators by LIN1
and LIN2. LIN1 corresponds to the estimator in (1) without
identity shrinkage and LIN2 corresponds to the estimator in
(12), which includes shrinkage towards identity1. In addition
to the proposed methods, the results are also reported for the
SCM, the pooled SCM (POOL), the partially pooled estimator
of [7] (PPOOL), and the methods proposed in [11] (ELL1 and
ELL2).
Table I tabulates the normalized average squared error,
Lk = Ave‖Σˆk − Σk‖2F/‖Σk‖2F, of the covariance matrix
estimates of the classes for the three different setups over
300 repetitions. Table I shows that the proposed method LIN2
outperformed the other methods in all three setups yielding
the lowest average squared error. Comparing to LIN1, the
additional identity shrinkage of LIN2 made a big difference
especially for the AR(1) and mixed cases, whereas in the CS
case, the improvement was small.
We also considered the estimation accuracy of ∆ and C.
Figure 1 shows boxplots of the estimates δˆk and cˆij both for
the AR(1) case as well as the CS case. The estimates of the
optimal coefficients for the first class aˆi1 for LIN2 are also
1Codes for the proposed methods LIN1 and LIN2 are available at https:
//github.com/EliasRaninen.
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Fig. 1: Estimates of δk, cij , and ai1 (coefficients for Σˆ1 of
LIN2). Left: AR(1) setup. Right: CS setup. The black triangles
denote the theoretical values.
shown. As can be seen from the boxplots, for the AR(1) case,
the medians of the estimates were mostly correctly placed
over the true values, which are denoted by the black triangles
(N). However, for the CS case, there was significant bias in
the estimation of cij , which is due to the the fact that the
assumptions in Theorem 2 about the sphericity do not hold
for the CS covariance structure as explained in Section IV-B.
Despite of this, the final coefficients aˆij were reasonable well
estimated even in this case, which explains the low average
squared error in Table I.
VI. PORTFOLIO OPTIMIZATION
We studied the performance of the proposed method in a
portfolio optimization problem using divident adjusted daily
closing prices obtained from the Yahoo! Finance database2.
Portfolio optimization is a central topic in investment theory,
see, e.g., [17], [18], [19], [20], and [21]. A focus in portfolio
optimization has been on the estimation of the covariance
2http://finance.yahoo.com
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Fig. 2: Annualized realized GMVP risk achieved out-of-
sample for different covariance matrix estimators and differ-
ent training window lengths n. Left: unconstrained portfolio.
Right: constrained portfolio (nonnegative weights and maxi-
mum single asset weight 0.1).
matrix of the stock returns, commonly using shrinkage reg-
ularization techniques or random matrix theory, see, e.g., [1],
[22], [23], [24], [25], [26], and [27]. In a portfolio optimization
problem, a particular investment portfolio is determined by a
weight or allocation vector w ∈ Rp (verifying the constraint
1>w = 1) whose elements describe the fraction of the total
wealth invested in each of the p stocks. We considered two
different portfolios. First, we considered the global minimum
variance portfolio (GMVP) in which one seeks a portfolio w
that minimizes the risk (variance). The optimization problem
is thus
minimize
w∈Rp
w>Σw
subject to 1>w = 1.
(22)
7The well-known solution is w? = Σ
−11
1>Σ−11 , where Σ is the
covariance matrix of the stock returns. We also considered a
constrained portfolio, where the coefficients are constrained
to be within the range 0 ≤ wi ≤ 0.1, for all i, i.e., shorting
(negative weights) is not allowed and the portfolio manager is
not allowed to put more than 10% of the wealth in one stock.
The optimization problem for this case is the same as in (22)
but having the additional constraint 0 ≤ w ≤ 0.1 ·1. This is a
QP problem and its solution can be computed using standard
algorithms.
In the simulation, the covariance matrix Σ was estimated
via a sliding window method so that at day t it was estimated
using the daily net returns of the previous n days from t−n to
t−1. The portfolio weights were then computed via (22) with
and without the additional weight constraints. These yielded
the portfolio returns for the next 20 (trading) days. Then, the
sliding window shifted 20 days forward and the procedure was
repeated. By denoting the total number of days in the data by
T , we obtained T −n daily returns from which we computed
the realized risk as the empirical standard deviation of the daily
portfolio returns. To annualize the results, the realized risks
were multiplied by
√
250, where 250 is the average number
of trading days in a year.
We applied the proposed method (explained in Section III-C
and Algorithm 2) for single class covariance matrix estimation
with arbitrary regularization targets using the same target ma-
trices for regularization as in [1] and [9]. The target matrices
were the single factor market index model TF of [1] and the
constant correlation model TC of [9]. Their computation is
explained in [1] and [9], respectively. At day t, we used the
n previous days to compute the sample covariance matrix.
However, due to the nature of our method, we were able
to freely choose the amount of data used for estimating the
regularization target matrices. Hence, we chose to use the
previous 40 days (t−40 to t−1 corresponding to the previous
two months) for estimating TF and TC , regardless of the
window size n (n > 40) used for estimating the SCM. This
can be justified by the fact that the trend of the market is
better captured by the most recent net returns. After estimating
TF and TC , we generated 1000 i.i.d. samples both from
YC ∼ N (0,TC) and YF ∼ N (0,TF ) and estimated the
coefficients for the estimators SLIN1(a) = a1S+a2SF +a3SC
and SLIN2(a) = a1S+a2SF +a3SC +a4I, where SF and SC
denote the SCMs computed from YF and YC , respectively.
In the simulation, we used the same portfolio data sets as
in [11]. That is, Standard & Poor’s 500 stock market index
(S&P 500) tracking 396 stocks from from Jan. 4, 2016 to
Apr. 27, 2018 consisting of T = 583 days. Hang Seng Index
(HSI) from Jan. 4, 2010 to Dec. 24, 2011 (45 stocks during
T = 491 days) and from Jan. 1, 2016 to Dec. 27, 2017
(50 stocks during T = 489 days after removing two zero
return days). Figure 2 shows the annualized risk for different
estimators and different training window lengths n. In addition
to the proposed methods LIN1 and LIN2, the performance of
the following methods are reported: ELL1 and ELL2 of [11],
LW-well of [22], LW-improved of [1], LW-honey of [9],
and LW-analytical of [23] and LW-QuEST1 and LW-QuEST2
of [24] [25]3.
Figure 2 shows that the proposed methods (LIN1 and LIN2)
were able to achieve the lowest risk for the HSI 2016-2017
data both with the constrained and unconstrained portfolios as
well as for the HSI 2010-2011 data with the unconstrained
portfolio with nearly all window sizes n. Regarding the
constrained portfolio for the HSI 2010-2011 data, all of the
methods performed almost equally with LW-improved having
the lowest risk with the window length n = 100 and LW-
honey performing worst. Regarding the S&P 500 2016-2018
data, there were larger differences in the performances of the
methods, where LIN1, LIN2, LW-honey, and LW-improved
performed better than the rest of the estimators. However, the
proposed LIN1 had the lowest realized risk.
VII. CONCLUSIONS
The paper proposed a regularized sample covariance matrix
estimation method for high-dimensional multiclass problems.
The proposed covariance matrix estimator was formed from
a linear combination of the class sample covariance matri-
ces. We derived the theoretically optimal coefficients for the
linear combination that minimizes the mean squared error.
The optimal coefficients depend on unknown parameters. We
then showed how these parameters can be estimated under
the assumption that the samples were generated from un-
known elliptically symmetric populations with finite fourth-
order moments. In constructing estimators for the unknown
parameters, we utilized the sample spatial sign covariance
matrix, which we showed in Theorem 2 to be a consistent
estimator of the trace normalized covariance matrix in the
case that the sphericity parameter of the distribution grows
slower than the dimension when both the sample size and
the dimension grow towards infinity. The effectiveness and
usefulness of the proposed method was demonstrated via
numerical simulations. An application of the proposed linear
pooling estimator (Algorithm 2) in a portfolio optimization
problem using real stock data was considered. The proposed
method performed overall best by obtaining the lowest realized
risk over a large array of state-of-the-art methods on most of
the data sets. Code for the proposed estimator is available at
https://github.com/EliasRaninen.
APPENDIX A
PROOF OF THEOREM 1
Write f(a) = E[‖S(a) −Σk‖2F] for the objective function
to be minimized. By expanding the expression for the squared
error, we get
‖S(a)−Σk‖2F = tr
(( K∑
j=1
ajSj −Σk
)2)
=
K∑
i=1
K∑
j=1
aiaj tr(SiSj)− 2
K∑
j=1
aj tr(SjΣk) + tr(Σ
2
k).
3The codes for the LW-estimators were obtained from Michael Wolf’s
homepage https://www.econ.uzh.ch/en/people/faculty/wolf/publications.html#
Programming Code (Retrieved 30. April, 2020). Regarding the QuEST esti-
mators, version v027 of the code was used.
8Taking the expectation and scaling by 1/p gives
1
p
f(a) = a>Ba− 2c>k a + ckk, (23)
where
B = (bij) ∈ RK×K , bij = E[tr(SiSj)]/p,
C = (cij) ∈ RK×K , cij = tr(ΣiΣj)/p,
and ck corresponds to the kth column of C. Then note that
for i 6= j,
bij = p
−1 E[tr(SiSj)] = p−1 tr(E[Si]E[Sj ])
= p−1 tr(ΣiΣj) = cij .
Using that E[tr(S2i )] = MSE(Si) + tr(Σ
2
i ), we get for i = j,
bii = p
−1 E[tr(S2i )] = δi + cii,
and so B = ∆ + C. By definition the matrix ∆ is symmetric
and positive definite (∆  0). Also, the matrix C is symmetric
and positive semidefinite (C  0). This follows since for
any m ∈ RK , m>Cm = ∑Ki=1∑Kj=1mimjp−1 tr(ΣiΣj) =
tr(Σ2∗) ≥ 0, where Σ∗ = p−1/2
∑K
j=1mjΣj . Hence ∆+C 
0 is invertible.
Regarding the extension discussed in Section III, we now
show the positive definiteness of ∆˜ + C˜. Since we know that
∆ + C  0, due to the properties of the Schur complement
[28, A.5.5], it holds that
∆˜ + C˜ =
(
∆ + C η
η> 1
)
 0⇔ ∆ + C− ηη>  0.
Hence, we can show the positive definiteness of ∆˜ + C˜ by
showing that ∆+C−ηη> is positive definite. For any nonzero
m ∈ RK \ {0},
m>(∆ + C− ηη>)m =
∑
k
m2kδk +
∑
i,j
mimj(cij − ηiηj)
=
∑
k
m2kδk + tr(Σ˜
2
∗) > 0,
where Σ˜∗ = p−1/2
∑K
j=1mj(Σj − ηjI). This shows that
∆˜ + C˜ is positive definite.
APPENDIX B
PROOF OF THEOREM 2
In order to prove Theorem 2, we first need the following
lemma.
Lemma 1. Let x ∼ Ep(0,Σ, g) and u = (ui) =
Σ−1/2x/‖Σ−1/2x‖. So, u is uniformly distributed on the
(p−1)-dimensional unit sphere Sp−1 = {u ∈ Rp : u>u = 1}.
Furthermore, let Λ = (Λij) = pΣ/ tr(Σ) denote the shape
matrix. Then,
E
[
Λ1/2uu>Λ1/2u>Λu
]
= p−1(p+ 2)−1
(
tr(Λ)Λ + 2Λ2
)
.
Proof.
E
[
Λ1/2uu>Λ1/2u>Λu
]
= E
Λ1/2uu>Λ1/2∑
k,l
Λklukul

=
∑
k,l
ΛklΛ
1/2 E[ukuluu>]Λ1/2
= Λ1/2
∑
l
Λll E[u2l uu>] +
∑
k 6=l
Λkl E[ukuluu>]
Λ1/2.
(24)
Here (see [29, 3.1.2]),
(E[u2l uu>])jj =
{
E[u4l ] = 3p−1(p+ 2)−1, l = j,
E[u2l u2j ] = p−1(p+ 2)−1, l 6= j,
and (E[u2l uu>])ij = 0, for i 6= j. Hence, E[u2l uu>] =
p−1(p+ 2)−1(I + 2ele>l ). Thus,∑
l
Λll E[u2l uu>]
= p−1(p+ 2)−1((
∑
l
Λll)I + 2
∑
l
Λllele
>
l )
= p−1(p+ 2)−1(tr(Λ)I + 2 diag(Λ)). (25)
Regarding the other term in (24), where k 6= l,
(E[ukuluu>])mn
=

E[u2ku2l ] = p−1(p+ 2)−1, k = m, l = n,
E[u2ku2l ] = p−1(p+ 2)−1, k = n, l = m,
0, otherwise.
Hence, we have∑
k 6=l
Λkl E[ukuluu>] = 2p−1(p+ 2)−1(Λ− diag(Λ)) (26)
and the result follows by substituting (25) and (26) into (24).
We also need the following corollary, which was also stated,
e.g., in [30] and [12].
Corollary 4.
E[(u>Λu)2] = p−1(p+ 2)−1(tr(Λ)2 + 2 tr(Λ2)).
Proof. Follows by taking the trace of the result in Lemma 1.
We are ready to prove Theorem 2. We have E[u>Λu] =
E[tr(Λuu>)] = tr(ΛE[uu>]) = tr(Λ)/p = 1. The variance
of u>Λu is
var(u>Λu) = E[(u>Λu)2]− E[u>Λu]2
=
1
p(p+ 2)
(tr(Λ)2 + 2 tr(Λ2))− 1
=
p
p+ 2
+
2 tr(Λ2)
p(p+ 2)
− 1
=
2
p+ 2
(γ − 1).
9If γ = o(p), then var(u>Λu) → 0 as p → ∞. Hence,
for large enough p, u>Λu is concentrated around 1 and
we can use a linear approximation of (u>Λu)−1 at the
point 1. The function f(x) = x−1 is convex on the interval
(0,∞), so f(x) ≥ f(1) + f ′(1)(x − 1), where f ′(x) =
(d/dx)x−1 = −x−2. Around the point x = 1, we then have
the approximation x−1 ' 1 − (x − 1) = 2 − x. Using this
approximation, we get
E[S˜] = E
[
Λ1/2uu>Λ1/2
u>Λu
]
 E
[
Λ1/2uu>Λ1/2(2− u>Λu)
]
= 2E[Λ1/2uu>Λ1/2]− E[Λ1/2uu>Λ1/2u>Λu]
=
2
p
Λ− 1
p(p+ 2)
(
tr(Λ)Λ + 2Λ2
)
=
Λ
p
− 2(Λ
2 −Λ)
p(p+ 2)
. (27)
Considering the second term on the right-hand side of (27),
we have∥∥∥∥−2(Λ2 −Λ)p(p+ 2)
∥∥∥∥
F
≤ 2
p+ 2
(‖Λ2/p‖F + ‖Λ/p‖)
≤ 2
p+ 2
(tr(Λ2)/p+ tr(Λ)/p)
=
2
p+ 2
(γ + 1)→ 0
as p → ∞ by the assumption γ = o(p). Here, we used
the triangle inequality and the fact that tr(Λ) ≥ ‖Λ‖F,
which holds for any positive semidefinite matrix. By the
positive definiteness property of the norm, the second term
of (27) vanishes as p → ∞, i.e., E[S˜]  Λ/p + o(1). Then,
by rearranging (27), E[S˜] − Λ/p + o(1)  0 (is positive
semidefinite) and
o(1) = tr(E[S˜]−Λ/p+ o(1)) ≥ ‖E[S˜]−Λ/p+ o(1)‖F ≥ 0,
which implies E[S˜]−Λ/p = o(1) concluding the proof.
APPENDIX C
THE THEORETICAL SPHERICITY
The sphericity parameter of a population is p−1 times the
sum of squares of the elements of the shape matrix, Λ =
(Λij) = pΣ/ tr(Σ), i.e.,
γ = p
tr(Σ2)
tr(Σ)2
=
tr(Λ2)
p
=
1
p
∑
i,j
Λ2ij .
Regarding the shape matrix of the first order autoregressive
covariance matrix, AR(1), with parameter ρ, there are p
number of ones on the main diagonal, 2(p − 1) number of
ρ on the first diagonals above and below the main diagonal,
and 2(p−2) number of ρ2 on the second diagonals above and
below the main diagonal, and so on. That gives,
γAR(1) = 1 +
2
p
p−1∑
i=1
(p− i)ρ2i = o(p).
Regarding the shape matrix of the compound symmetric
(CS) covariance matrix, we have p number of ones on the
main diagonal and p(p−1) number of ρ on the off-diagonals.
Thus,
γCS = 1 + (p− 1)ρ2 = O(p).
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