INTRODUCTION
Many etlorts have been undertaken to model and explain the population dynamics of phytoplankton by heuristic and deterministic approaches (Okada and Aiba1983, Reynolds 1984 , Sommer et al. 1986 , Kromcamp and Walsby 1990 . While much has been achieved in understanding the ecology of phytoplankton blooms, the predictive accuracy of these deterministic models is not so promising because of the complexity of aquatic ecosystems. However, recent research has demonstrated that artificial neural network based models of phytoplankton population dynamics could give promising predictive results by exploring the information content contained in long-term historical data of environmental parameters and algal population (Yabunaka et al. 1997 , Maier and Dandy 1997 , Rechnzgcl 1997 , Jeong et al. 200 1 and 2005 1, Wei et al. 200 1, Hou et al. 2004) .
Although algal blooms frequently are observed in lowland rivers throughout the world and phytoplankton can exhibit very different population and community aspects in rivers compared to lakes (Reynolds 1992) , much less research effort has been put into studies of the mechanisms of algal bloom formation in rivers than in lakes and resewoirs. Phytoplankton dynamics in the River Murray and in the Nakdong River have been investigated by neural network approaches. Back-propagation neural networks were used to model the relationship of the proliferation of Anabaena spp. and several environmental factors in the River Murray Dandy 1997, Maier et al. 1998) . Jeong et al. (2001 and 2005) predicted and elucidated the phytoplankton dynamics in the Nakdong River by means of recurrent neural networks.
But all the neural network models utilized in these studies were back-propagation neural networks or recurrent neural networks. Radial basis function (RBF) neural networks were introduced by Broomhead and Lowe (1988) and were mainly used for function approximation, time series forecasting, as well as classification. This approach has been used to model very complex and nonlinear phenomena in engineering, hydrology, and economics (Yao et al. 2001 , Dibike and Solomatlne 2001 , Rivas et al. 2004 , Morelli et al. 2004 . We explored the predictive ability of the RBF neural network approach using historical records-from the River Darling, Australia. Serious water quality problems in the River Darling are attributed to blooms of Nostocales spp. and Anabaena spp., and so we modeled the population dynamics of these two algal species using the RBF neural network.
Radial basis function neural networks
A RBF neural network is a type of feedforward neural network that learns using a supervised training technique. The response of a RBF decreases, or increases, monotonically with distance from its center point (Park and Sandberg 1991, Bianchini et al. 1995) . RBF networks are able to approximate any reasonable continuous function mapping with a satisfactory level of accuracy (Park and Sandberg 199 1, Broomhead and Lowe 1988) .
A RBF neural network is usually comprised of three different layers -an input layer, a hidden layer, and an output layer (Fig. I) . The input vectors are applied to all neurons in the hidden layer, which in turn are connected directly to all the elements in the output layer. Detailed descriptions of the RBF network have been presented by Moody and Darken (1989) and Haykin (1999) . A node in the hidden layer will produce a greater output when the input vector presented is close to its center. The output of such a node will decrease as the distance from the center increases, assuming that a symmetrical basis function is used. Thus, for a given input vector, only the neurons whose centers are close to the input pattern will produce nonzero activation values to the input stimulus. The network output is formed by a linearly weighted sum of the outputs of RBF nodes in the hidden layer. The hidden layer performs a fixed nonlinear transformation with no adjustable para~neters and it maps the input space into a new space. The output layer then implements a linear combiner on thisnew space, and the only adjustable parameters are the weights of this linear combiner. 
RBF neural network training and testing
The RBF neural network has two operating modes -training and testing. Training an RBF network involves determining the number of RBF nodes, the corresponding centers and spread, and the output layer weight matrix. There are various ways of selecting the centers, which vary from random selection to the use of mathematical algorithm such as genetic algorithm (Sheta and Jong 2001) or orthogonal least squares learning algorithm (Chen et al. 1991) . In our study, orthogonal least squares learning algorithm was chosen to determine the number of RBF nodes and the corresponding centers, and for the spreads of RBF nodes different values were tried for best predictive capability. The adjustment of the connection weight between the hidden layer and the output layer was performed using a least-squares solution after the selection of centers and widths of radial basis functions.
METHODS
The River Darling flows south from the junction of the Culgoa River and the Barwon River. The South Australia government consigned monitoring water quality of the River Darling to the School of Earth and Environmental Sciences of the University of Adelaide, from which the relevant data for this study were obtained. As the measurement intervals of the raw data were irregular and sampling dates were different for physical, chemical, and biological data, the data were interpolated to create consistent daily values as required for the model development. The RBF neural network for modeling the populations of cyanobacterial algae in the River Darling was programmed in Matlab 7.0 environment. The forecasting period in our study was three days. The following historical data (from 1980 to 1992) were utilized: Nostocales spp. and Anabaena spp. densities (Fig. 2) , water temperature, electrical conductivity, turbidity, pH, color, flow, and the concentrations of silica, soluble reactive phosphorus, and total Kjeldahl nitrogen. We tried different input lags for better performance of neural networks. Finally, we chose 1, 5, 10 days lagged inputs for all the input variables to forecast the three-days-ahead populations of the two algal taxa.
The collected data set was divided into two subsets -the training set for network training and the testing set for model validation. The time period of testing data set was from July 1987 to June 1989, and the training data set was from August 1980 to June 1987 and from July 1989 to June 1992. The extreme values were included in the training set for good performance of the trained network. An orthogonal least squares learning algorithm (Chen et al. 1991) was used for the training of the RBF neural network. The trained network had 19 RBF nodes, and the radii of all RBF nodes equaled 22.
Model validation was based on visual comparisons between observed and predicted bio~nasses of the algal dataset. Using the trained RBF network with best performance, we implemented the "Most Influencing Parameter" typed sensitivity analysis. This sensitivity analysis approach was a little different from the one described in Zar (1984) and Jeong et al. (200 1) . To compute the sensitivity of algal biomass for any one variable (the analyzed explanatory variable), two simulations were made. In the first simulation, the trained RBF network was fed the original input vectors in the testing data set, and the output values represented the predictions with non-disturbed inputs. In the second simulation, the three components of the analyzed variable in the input vectors were disturbed by +1 SD (standard deviation), and the network outputs represented the predictions with disturbed inputs by +1 SD of the analyzed variable. Subtracting the non-disturbed predictions from the disturbed outputs, the sensitivity of algal biomass to +I SD change of the analyzed explanatory variable on every data point in the testing data set was obtained. And the sensitivity of the mean algal biomass to the variable could be calculated by averaging the sensitivity of all data points in the testing data set. Furthermore, to cxplain the critical influence of river flow changes on algal bloom formation, a scatter plot approach was applied to investigate with detail the sensitivity of algal biomass to flow changes at all the data points in the testing data set.
RESULTS AND DISCUSSION
Once the trained RBF network with good performance was obtained, we then tested its validity and generality by calculating the predicted values on the testing data set. Good performance on the testing dataset unseen in the training procedure usually implies good generalization capability of the trained network. The trained RBF network predicted effectively the abundance of Nostocales spp. and Anabaena spp. in the River Darling (Fig.  3) . The timing and succession of blooms of both taxa were well recognized by the model, even though there were some over-estimation and some under-estimation. In the case of Anabaena spp., the model produced some peaks unobserved but the magnitude was very small. On the whole, the trained RBF network had promising performance on the testing data set and can be considered to be valid.
We noted that the algal populations were very sensitive to electrical conductivity, and total Kjeldahl nitrogen had strong influence on the proliferation of the two taxa (Fig.  4) . Moreover, turbidity, color, and flow had moderate negative relationship with algal abundance of both Nostocales spp. and Anabaena spp.; pH had a moderate positfve connection. Other variables such as temperature, silica, and soluble reactive phosphorus had weak or non-significant influence on algal proliferation for both taxa.
In accordance with the theory of Moss (1998) , river ecology is very much determined by the hydrological regime. Moreover, Maier et al. (1998) identified flow as one predominant factor in determining the onset and duration of cyanobacterial blooms in the River Murray. The results of sensitivity analysis (Fig. 4) revealed that high flow exhibited significant influence on reducing the populations of both Nostocales spp. and Anabaena spp. This did not correspond very well with the literature findings aforementioned. The influence of flow appeared to be lower than that of electrical conductivity and total Kjeldahl nitrogen, and flow seemed to be a non-predominant variable for cyanobacterial blooms.
The influence of -+ 1 SD flow increment on reducing Nostocales spp. population was likely to be stronger at data points with higher algal populations (Fig. 5) . At data points with Nostocales spp. populations higher than 0.5* 10' cellsn, the influence magnitude of flow increment on reducing the Nostocales spp. population was about 4,000 cells/L or more, much higher than the sensitivity of algal population as shown in Figure 4 . Because flow increment led to a lower reduction on algal populations at data points with lower populations and the number of data points with lower populations was much more than the number of data points with algal populations higher than 0.5* 10' cells&,, the sensitivity of the mean Nostocales spp. population to flow increment appeared to be much less than the magnitude of influence of flow increment on reducing the algal population. Therefore, in the period of Nostocales spp. blooms with high algal population, high flow could reduce algal population very significantly. For Anabaena spp., the influence of +I SD flow increment on reducing algal population was also likely to be stronger at data points with higher algal population (Fig.  5) . The scatter plot supported the hypothesis that high flow could reduce the algal population very significantly in the period ofAnabaena spp. blooins with higher populations. After investigating with detail the sensitivity results of algal biomass at all Ihe 720 data points in the testing data set, we concluded that flow was a predominant factor in determining the magnitude and formation of algal blooms in the River Darling.
Water temperature had a weak positive relationship with Anabaena spp. biomass. This supports the findings of Maier et al. (1998) that the peak concentration of Anabaena spp. always occurred at temperatures higher than 20°C. But the results of sensitivity analysis showed that Nostocales spp. did not favor higher temperature in contrast to Anabaena spp..
Lower color and turbidity values would be accompanied by increased water transparency and enhanced light penetration into the water column allowing for greater potential cyanobacterial growth (Maier et al. 1998) . The sensitivity results revealed that turbidity and color had significant and negative relationships with populations of Nostocales spp. and Anabaena spp., and this supports the findings aforementioned. 
