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ABSTRACT OF THESIS submitted by Cristina Shino Porro 
For the degree of Doctor of Philosophy (PhD) 
and entitled “Quantum mechanical / molecular mechanics studies of 
Cytochrome P450BM3” 
Date of submission:  12/04/2011 
Cytochrome P450 (P450) enzymes are found in all kingdoms of life, catalysing a 
wide range of biosynthetic and metabolic processes. They are, in fact, of particular 
interest in a variety of applications such as the design of agents for the inhibition 
of a particular P450 to combat pathogens or the engineering of enzymes to 
produce a particular activity. Bacterial P450BM3 is of particular interest as it is a 
self-sufficient multi-domain protein with high reaction rates and a primary 
structure and function similar to mammalian isoforms. It is an attractive enzyme to 
study due to its potential for engineering catalysts with fast reaction rates which 
selectively produce molecules of high value. 
In order to study this enzyme in detail and characterise intermediate species and 
reactions, the first step was to design a general hybrid quantum mechanical 
/molecular mechanics (QM/MM) computational method for their investigation. Two 
QM/MM approaches were developed and tested against existing experimental and 
theoretical data and were then applied to subsequent investigations. 
The dissociation of water from the water-bound resting state was scrutinised to 
determine the nature of the spin conversion that occurs during this transformation.  
A displacement of merely 0.5 Å from the starting state was found to trigger spin 
crossing, with no requirement for the presence of a substrate or large 
conformational changes in the enzyme. 
A detailed investigation of the sulfoxidation reaction was undertaken to establish 
the nature of the oxidant species. Both reactions involving Compound 0 (Cpd0) 
and Compound I (CpdI) confirmed a concerted pathway proceeding via a single-
state reactivity mechanism.  As the reaction involving Cpd0 was found to be 
unrealistically high, the reaction proceeds preferentially via the quartet state of 
CpdI. This QM/MM study revealed that the preferred spin-state and the transition 
state structure for sulfoxidation are influenced by the protein environment. P450cam 
and P450BM3 were found to have CpdI species with different Fe-S distances and 
spin density distributions, and the latter having a larger reaction barrier for 
sulfoxidation. 
A novel P450 species, the doubly-reduced pentacoordinated system, was 
characterised using gas-phase and QM/MM methods.  It was discovered to have a 
heme radical coupled to two unpaired electrons on the iron centre, making it the 
only P450 species to have similar characteristics to CpdI. Calculated spectroscopic 
parameters may assist experimentalists in the identification of the elusive CpdI. 
ABSTRACT The University of Manchester 
Faculty of Engineering and Physical Sciences 
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1.1 Preface 
The cytochrome P450 (P450) enzyme superfamily is one of the most versatile collections of 
enzymes found in nature, catalysing a multitude of biosynthetic and metabolic processes.  They are 
one of the key targets for the drug industry and biomedical research in general.  Although a 
general consensus is surfacing regarding the mechanism through which oxygen is activated and 
added to relatively unreactive bonds, such as C-H, there is still a great deal of information to be 
revealed. 
This chapter introduces the monooxygenase class of enzymes, giving an overview of the structure 
of P450 enzymes, their properties, and the reactions they catalyse.  Two isoforms in particular, 
which are the focus of this thesis, are introduced and compared: P450cam and P450BM3.  Existing 
computational studies on the characterisation of key intermediates and the mechanisms of main 
transformations are introduced, followed by a synopsis of the main aims of the investigations 
included in this project. 
 
1.2 Catalysis of oxidation reactions 
Atmospheric dioxygen plays an essential role for life on Earth.  It is used as a terminal electron 
acceptor in cellular respiration as well as being a main player in the synthesis of complex molecules 
within aerobic organisms.  Enzyme-catalysed reactions of this type involve the incorporation of one 
or both oxygen atoms into organic substrates (Denisov et al., 2005; Sono et al., 1996).  The first 
oxygenases were discovered concurrently in 1955 by Hayaishi (Hayaishi, 2005; Hayaishi et al., 
1955) in Japan and Mason (Mason et al., 1955; Waterman, 2005) in the United States.  Over 50 
years since their discovery and a considerable amount of research later, they are now known to 
exist in nature within all types of life forms (e.g. plants, bacteria, fungi, mammals, etc) and to 
produce a wide range of physiologically vital molecules as well as being involved in the degradation 
of organic substrates.  Enzymes within this category can be called monooxygenases (or mixed-
function oxidases) or dioxygenases (also known as oxygen transferases), depending on their mode 
17 
 
of action.  Their general reaction is shown in Equations 1.1 and 1.2, respectively. 
𝑆𝑢𝑏𝐻 + 𝑂2 +  2𝐴𝐻
𝑚𝑜𝑛𝑜𝑜𝑥𝑦𝑔𝑒𝑛𝑎𝑠𝑒
              𝑆𝑢𝑏 𝑂 𝐻 + 𝐻2𝑂 + 𝐴     (1.1) 
𝑆𝑢𝑏𝐻 + 𝑂2
  𝑑𝑖𝑜𝑥𝑦𝑔𝑒𝑛𝑎𝑠𝑒   
             𝑆𝑢𝑏 𝑂2 𝐻     (1.2) 
In these equations, 𝑆𝑢𝑏  represents the substrate and 𝐴𝐻  an electron donor.  The first type of 
catalysis requires two electrons and two protons for the cleavage of O2 and the release of one 
water molecule. The second oxygen atom is bound to the substrate.  In dioxygenase catalysis four 
electrons are required for the reduction of atmospheric dioxygen and the generation of two water 
molecules (Hayaishi et al., 1955; Sligar et al., 2005).  Several classes of monoxygenase enzymes 
have evolved, including: non-heme, copper-dependent, flavin-dependent, and metalloporphyrin 
complexes (Denisov et al., 2005).  The latter group, the heme oxygenases, have received a great 
deal of attention as they are relatively easy to purify and interesting to study spectroscopically, they 
perform unique chemistry, have unusual reactive intermediates, and, above all, they have the 
potential for great synthetic and economic value (Groves, 2006). 
The question is: what is the value of dioxygen-utilising enzyme catalysis?  The answer can be 
understood by examining the chemistry of O2 (Poulos, 2005; Sono et al., 1996).  Cleavage of the 
bond in this diatomic molecule is very thermodynamically favourable in principle and O2 is generally 
considered to be an excellent oxidant.  Despite these characteristics, dioxygen has an intrinsically 
low reactivity as it is a paramagnetic molecule existing in a triplet ground state.  Its low reactivity 
can be explained by considering that chemical processes between singlet species, including most 
stable organic compounds, and a molecule in the triplet state are spin forbidden and require large 
activation energies.  Oxygenases activate dioxygen, allowing it to become involved in reactions with 
biological compounds it would not normally participate in.  One very effective way in which 
oxygenases unleash the reactive potential of O2 is by containing a transition metal ion to pair 
electrons and activate this diatomic (Sono et al., 1996).  In such a way, enzymes can perform 
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difficult oxidations of relatively inert substrates using O2 in an 
efficient manner.  The potential economic value of exploiting 
the reactive potential of atmospheric oxygen by understanding 
the way in which activation and binding of this molecule occurs 
in enzymes is immense (Nam, 2007). 
 
1.2.1 Peroxidases and heme-thiolate proteins 
Heme-containing enzymes have a transition metal ion, namely 
iron.  The most common heme structure is protoheme, heme b, depicted in Figure 1.1.  This heme 
cofactor is usually linked to the remainder of the protein through a covalent bond between an 
amino acid residue and the iron centre.  Some examples of enzymes with such a structure in their 
active site are nitric oxide synthase (NOS), secondary amine monooxygenase, and P450s in the 
oxygenase family; while horseradish peroxidase (HRP), cytochrome c peroxidase (CcP), and 
chloroperoxidase (CPO) belong in the group of peroxidases.   
A noteworthy property of these systems is the considerable delocalisation of electrons across the 
iron, the ligands bound to it, and throughout the porphyrin group.  The latter component in 
particular is known to facilitate this delocalisation (Loew and Harris, 2000).  Covalent interactions 
between the macrocycle and the metal centre also influence the nature of the molecular orbitals 
and result in the redistribution of charge among both entities, with smaller net atomic charges 
observed (Loew and Harris, 2000).  These characteristics of heme proteins control which 
intermediate species are formed and stabilised during the catalytic cycle.  Unlike inorganic 
compounds containing Fe, enzymes with heme sites have several low-lying states with small energy 
separations between diverse states of different spin multiplicities.  Consequently, the ordering of 
the spin-states is extremely sensitive to the environment surrounding the metal ion (Loew and 
Harris, 2000).   
Figure 1.1 Structure of iron 
protoporphyrin IX, heme b 
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Indeed, the properties of metal ions in biological catalysts depend on the structure of the metal and 
the complex surrounding it, as well as the nature of the ligands bound to them (Dawson, 1988; 
Goh and Nam, 1999; Nam, 2007).  Notwithstanding the fact that small model analogues of heme-
metal complexes have been successfully created, the protein environment is known to play a key 
role in the reactivity of such systems.  Factors that can have a major influence on the iron centre 
are its accessibility to the substrate and water molecules and the polarity of the environment 
surrounding it (Dawson, 1988).  In fact, enzymes with identical metal centres are not unusual.  For 
example, P450 and CPO have virtually identical active sites with a protoheme ligated to a thiolate 
ligand but have rather distinct catalytic properties.  Although peroxidases do not use O2 as an 
oxidant, they are closely related to oxygenases and a large amount of knowledge regarding 
monooxygenases has originated from the study of peroxidases (Poulos, 2005).  Consequently, a 
brief mention of them is necessary.   
Peroxidases perform oxidation reactions using H2O2 and other peroxides.  They have been ideal 
candidates for experimental study due to their relatively long lived intermediates, which can be 
studied spectroscopically and via X-ray crystallography.  The characterisation of such intermediates 
has been used to study intermediates of oxygenase reactions, which are very similar but more 
problematic to isolate experimentally.  In fact, data from peroxidase investigations is often used as 
a benchmark for oxygenases.  Both groups of enzymes are thought to perform catalysis through 
the ferryl Compound I (CpdI) oxidant species in their respective catalytic cycles.   
Figure 1.2 shows the active sites of cytochrome P450 (P450BM3, in this case) compared to three 
peroxidases: CPO, CcP, and HRP.  Around the characteristic heme are a number of residues that 
influence the way in which the enzyme functions.  The similarities between P450 and CPO are 
immediately obvious, as they both have a Cys ligand.  There is also at least one Phe residue near 
the heme in both cases (Clark et al., 2006; Sundaramoorthy et al., 1995).  As far as CcP and HRP 
are concerned, both are bound to a His residue and have an Asp amino acid providing a important 
hydrogen bond to it, which helps to control the imidazole character (Bonagura et al., 2003; Veitch, 
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2004).  Both enzymes also have His and Arg residues which are essential for the binding and 
stabilisation of substrates.  
 Chloroperoxidase is of particular interest for comparison with P450 enzymes because of their 
similar active sites and properties (Omura, 2005; Udit and Gray, 2005).  CPO has many functions 
and can act as a peroxidase, a catalase or a halogenase depending on the substrate it encounters.  
This enzyme has also been found to participate in P450-type reactions such as the epoxidation of 
Figure 1.2 Comparison of the active sites of common heme-containing proteins: cytochrome 
P450, chloroperoxidase, cytochrome c peroxidase, and horse radish peroxidase. 
Cytochrome c Peroxidase (CcP) Horseradish peroxidase (HRP) 
Asp247 
His170 
Phe41 His42 
Arg38 
Asn70 
Asp235 
Trp191 
His175 
Met172 
Trp51 
His52 
Arg48 
Phe87 
Cys400 
Cytochrome P450 (P450BM3) Chloroperoxidase (CPO) 
Cys29 
Phe103 
Phe186 
Glu183 
Thr260 Ala264 Thr268 
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alkenes, sulfoxidation reactions and the n-dealkylation of alkylamines (Dawson, 1988; Kedderis et 
al., 1986; Kobayashi et al., 1987; Ortiz de Montellano et al., 1987).  CpdI of CPO is considered to 
be a good model for the P450 equivalent, with the difference lying in the substrate access to the 
active site which controls the function of the protein as well as the polarity of the surrounding 
environment (Sono et al., 1996). 
Heme-thiolate proteins (HTPs), enzymes with a protoheme cofactor covalently bound to the protein 
through the sulphur atom of a cysteine residue, include NOS, as well as the aforementioned CPO 
and P450 (Ortiz de Montellano, 2004).  It is thought that the thiolate has a leading role in the 
reactivity of these enzymes.  On comparison with heme-containing enzymes ligated to a histidine 
residue, the polarisable thiolate is shown to release electron density through the iron to the trans 
ligand (Dawson, 1988; Dawson et al., 1976; Dawson and Sono, 1987).  This movement of electron 
density facilitates the O-O bond cleavage of the bound dioxygen molecule, contributing to the 
formation of the iron-oxo CpdI oxidant.  
Initially identified in the late 1950‟s, the first of these enzymes to be found was recognised as a 
carbon monoxide-binding pigment in rat liver microsomes showing a distinct absorption band 
around 450 nm.  The name of this compound, cytochrome “P450”, originates after this absorption 
as it was called the “pigment with an absorption band at 450 nm” (Klingenberg, 1958; Omura and 
Sato, 1962).  This discovery prompted immediate attention, due to the remarkable Soret peak, 
which was different to previously known hemoproteins: the heme-imidazole group exhibits a 
prominent Soret peak at around 420 nm when bound to carbon monoxide. 
 
1.3 Cytochrome P450s 
Much research is focussed on the study of heme-containing cytochrome P450 enzymes 
(Guengerich, 2004; Ortiz de Montellano, 2004; Ortiz de Montellano and De Voss, 2002).  Multiple 
forms of these proteins are present in nearly all living organisms from bacteria, to plants, and even 
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humans.  P450s play diverse critical roles in biology, catalysing a wide variety of reactions of 
fundamental importance involving countless nonpolar substrates (Coon, 2005).  They metabolise 
exogenous and endogenous compounds, are involved in the biosynthesis of cholesterol, steroid 
hormones, prostaglandins in animals, and antibiotics in prokaryotes.  These heme-containing 
enzymes also participate in the catabolism of cholesterol to bile acids, as well as the inactivation of 
certain compounds (e.g. eicosanoids) and the regulation of the concentration of retinoic acid in 
animals (Dawson and Sono, 1987; Denisov et al., 2005; Loew and Harris, 2000; Omura, 2005; 
Pylypenko and Schlichting, 2004).  In addition, such proteins are also essential for the detoxification 
of xenobiotics taken in from the environment (Ortiz de Montellano, 2004).  Substrates for this type 
of catalysis include food and man-made chemical compounds such as drugs and pollutants.  The 
transformation of nonpolar foreign substances into hydrophilic species is vital for their elimination.  
Moreover, these enzymes are also involved in harmful reactions, such as the activation of 
carcinogenic compounds (Dawson and Sono, 1987; Omura, 2005).  
These enzymes catalyse a plethora of transformations including aromatic and aliphatic 
hydroxylation, the epoxidation of double bonds, the oxidation of heteroatoms (e.g. sulfoxidation), 
aromatisation, dehalogenation, N-, S-, and O- dealkylation reactions, and more (Coon, 2005; Loew 
and Harris, 2000; Ortiz de Montellano, 2004; Shaik et al., 2010a).  Figure 1.3 gives a schematic 
overview of some basic P450-catalysed reactions.  
The proton relay mechanism occurring through several amino acid residues is thought to be critical 
for the cleavage of the O-O bond in molecular oxygen.  A number of residues participating in this 
mechanism have in fact been identified.  In the catalytic cycle either nicotinamide adenine 
dinucleotide (NADH) or nicotinamide adenine dinucleotide phosphate (NADPH) sequentially delivers 
two electrons through auxiliary electron-transfer proteins.  Cytochromes are classified according to 
the nature of the redox partners they use. 
A three protein system is usually required by bacterial and mammalian mitochondrial enzymes, 
which use a flavin adenine dinucleotide (FAD) and a small soluble iron-sulphur (Fe2S2) electron-
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transfer protein.  These are termed class I P450s.  The second class includes mammalian 
microsomal drug metabolising enzymes and relies on two flavin groups, FAD as well as flavin 
mononucleotide (FMN), to sequentially supply low-energy electrons to the heme protein.  In type II 
enzymes, the FAD serves as an electron acceptor from NADPH, while the FMN group reduces the 
P450.  
From a structural point of view, P450s are fascinating because they oxidise a wide range of 
relatively inert substrates both stereoselectively and regiospecifically.  These enzymes range from 
membrane bound isoforms to soluble prokaryotic structures and function using very different 
substrates in both shape and size (Poulos, 2005).  For example, P450eryF selectively catalyses the 
hydroxylation of 6-deoxyerythronolide B (Cupp-Vickery et al., 2000) while the most common 
substrates for P450BM3 are long-chain fatty acids.  Furthermore, CYP3A4, the most abundant human 
isoform, metabolises a large number of the medicinal drugs in use today (Ortiz de Montellano, 
2004).  
Figure 1.3 Common transformations catalysed by P450 enzymes. 
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From the P450 crystal structures available, it is clear that there is a common general 3D fold and 
topology with a well conserved region in the core of these enzymes, although a low degree of 
sequence identity is present (Denisov et al., 2005).  Isoforms possess significantly different active 
site pockets, with secondary structure that can adjust in order to accommodate molecules varying 
in physical and electrostatic properties (Li and Poulos, 1997; Poulos, 2005).  One example of such 
an enzyme is P450BM3, whose structure has been found to alter by up to 18 Å (Li and Poulos, 1997).  
Six common „substrate recognition sites‟ (SRSs) have been identified (Gotoh, 1992).  These flexible 
regions around the active site are responsible for the recognition and binding of substrates, and 
any mutations along these regions can affect the substrate specificity of a given P450 enzyme.  
G helix 
F helix 
I helix 
H helix 
β2 sheet 
C helix 
D helix 
E helix 
L helix 
β5 sheets 
J helix 
K helix 
β4 sheet 
β3 sheets 
B helix 
A helix 
β1 sheet 
Figure 1.4 The structure of P450cam enzyme (Poulos et al., 1987). It includes helices (A-L) and 
beta-sheets (1-5). Labels are taken from (Poulos et al., 1987). The heme is depicted as black 
sticks.  
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Figure 1.4 depicts the structure of P450cam. The core structural features that are present in all P450 
enzymes are the bundle of D,E,I and J helices, helix J and K, and two beta sheets (Werck-Reichhart 
and Feyereisen, 2000). 
In Figure 1.5, the similarities of the overall structures of P450BM3, P450cam and P450eryF are 
highlighted. The heme cofactor is shown as green spheres. The long I helix running vertically 
through all three enzymes, just to the right of the heme, contains several amino acid residues 
important to P450 catalysis. To the left of the enzyme, in yellow, is a beta-sheet rich domain, while 
on the right side is a mainly α-helix rich domain.  Similar substrate selectivity is found in isoforms 
with closely related amino acid sequences.  
 
1.3.1 P450cam 
As bacterial P450s are easily expressed, purified and solvated, they have been extensively studied 
using spectroscopic techniques.  Poulos et al. published the first crystal structure of a bacterial 
cytochrome in 1985, that of P450cam (Poulos et al., 1985).  P450cam stereospecifically catalyses 
camphor to provide a source of carbon and generate energy for the bacterium Pseudomonas 
putida.  Many crystal structures of this isoform exist, and it is found to have 414 amino acids, its 
Figure 1.5 Comparison of the structural features of three bacterial P450s: BM3 (Li and Poulos, 
1997), cam (Poulos et al., 1987), and eryF (Cupp-Vickery and Poulos, 1995). In all cases the 
heme is shown in green, beta-sheets are yellow, loops blue, and alpha helices red. The I helix is 
highlighted in purple.  
 P450BM3  P450cam                     P450eryF  
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secondary structure comprising approximately 40% alpha-helix segments and 10% antiparallel 
beta-sheets (Poulos et al., 1987).  This P450 is the only one known to have a specific binding site 
for K+, which resides in the B‟ helix.  The potassium ion has been revealed to increase stability and 
enhance the binding of camphor by ten times (Lee et al., 2010). 
From the substrate-free (Poulos et al., 1986a) and camphor-bound structures (Poulos et al., 1987) 
it was established that the axial sulphur ligand is provided by the Cys357 residue and that in the free 
form the enzyme exists in a low-spin hexacoordinated state with water as the distal ligand.  A 
network of hydrogen-bonded water molecules in the pocket stabilises the distal ligand (Guallar and 
Friesner, 2004; Schöneboom and Thiel, 2004).  When bound to camphor, the system switches to a 
high-spin pentacoordinated form.  Figure 1.6 depicts the area around the active site of P450cam, 
including two residues critical for proton relay (Thr252 and Asp251) and residue Arg299, which forms 
hydrogen bonds to the propionate side chains of the heme.  Also shown are the ligands on the iron: 
Figure 1.6 Active site of P450cam from X-ray structure (1DZ4) including the axial ligand 
Cys357, the distal ligand “L”, and important residues: Asp251, Thr252, and Arg299. 
Asp251 
Thr252 
Cys357 
L 
Arg299 
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Cys357 and the distal ligand (L), which changes during the catalytic cycle, thus activating the 
enzyme.  
For many years this isoform was considered to be an outlier as it seemed to have a more static and 
closed active site compared to other P450s, where often large movements were observed upon 
substrate binding and conformational dynamics is believed to be important for substrate recognition 
(Lee et al., 2010).  Recently, the camphor-free form of P450cam was once again crystallised and 
shown to exist in an open conformation where the substrate access channel is filled with solvent 
(Lee et al., 2010).  Two helices (F and G) were observed to retract, with a 9 Å movement of the FG 
loop compared to the camphor-bound complex.  In a number of P450s, movements in the F, G, and 
B‟ helices have been observed to lead to large differences in the shape, size and specificity of the 
binding pocket (Lee et al., 2010; Li and Poulos, 1997).  Crystal structures of the substrate-bound 
form show a closed conformation, indicating that channel closure might be a substrate-induced 
mechanism. 
So far, the crystal structure of P450cam has been used by numerous groups to provide guidelines on 
the catalytic cycle of the entire family of enzymes as well as to elucidate the structures of each 
intermediate and the active species involved in many types of reaction.  Nevertheless, the value of 
P450cam as a general model for all P450s is restricted by the substantial difference in amino acid 
sequence similarity between this and eukaryotic isoforms.  This isoform functions in a different 
manner to eukaryotic P450s, which are considered to be more clinically important.  Thus, P450cam 
cannot be used as a model for the study of class II enzymes, unlike P450BM3. 
 
1.3.2 P450BM3 
Flavocytochrome P450BM3 is another member of the P450 family which has been at the centre of 
intense studies over the past 30 years.  There are several reasons which render this an interesting 
system to study: its similarity to eukaryotic P450s, its ease of high level expression and solubility, 
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and the efficiency of its oxygenase 
activity. 
P450BM3, isolated from Bacillus 
megaterium, is similar to mammalian 
microsomal P450s in primary structure 
and function (Narhi and Fulco, 1987; 
Ortiz de Montellano, 2004; Ruettinger 
et al., 1989).  (Figure 1.7)  It is a self-
sufficient multidomain protein in which 
electrons for the activation of O2 are 
transferred from a eukaryotic-type 
redox partner consisting of a diflavin 
reductase fused to the enzyme (Miles 
et al., 1992; Narhi and Fulco, 1987; 
Oster et al., 1991).  A comparison of 
P450cam and P450BM3 reveals they have 
only 16% sequence identity between them, possess significantly dissimilar tertiary structures, and 
catalyse reactions of very different substrates (Ravichandran et al., 1993).   
This P450 catalyses the hydroxylation and epoxidation of saturated fatty acids of chain length C12-
C20 as well as mono-unsaturated fatty acids, fatty acid alcohols and fatty acid amides.  Its rate of 
hydroxylation of inactivated alkyl chains is one of the highest reported among P450 enzymes, 
~17000 per minute using arachidonic acid as a substrate (Cryle et al., 2003; Noble et al., 1999).  
This denotes how the fusion of the flavoprotein domain to the rest of the protein augments the 
efficiency of electron transfer from the NADPH cofactor (Munro et al., 1996).  The rate at which it 
oxidises fatty acids is 10-14 times higher than the rate at which it oxidises fatty acid alcohols and 
amides (Haines et al., 2001; Miura and Fulco, 1975).  
Figure 1.7 Heme-FMN domain complex of cytochrome 
P450BM3 with heme domain (red), flavin domain 
(orange), FMN (yellow) and heme (green). From PDB 
code: 1BVY (Sevrioukova et al., 1999b) 
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The substrate access channel is a large hydrophobic pocket about 8-10 Å in diameter, filled with 
solvent molecules in the absence of a substrate.  This state is called the „open‟ conformation of 
P450BM3 (Ravichandran et al., 1993).  Once the substrate is bound to the enzymes, a large 
conformational change occurs in which the „lid domain‟ of the channel seals off access to the active 
site region from bulk water, adopting the so-called „closed‟ conformation (Haines et al., 2001; Li 
and Poulos, 1995; Modi et al., 1996).  This closure provides enhanced interactions between the 
protein and the substrate and is a prerequisite for efficient oxidation (Li and Poulos, 1995).  All 
substrates have a polar and a non-polar end (ω-end), with the substrate positioning the latter end 
closest to the heme for catalysis and the polar end being held in place by hydrophobic contacts to 
the cleft.  Most substrates are hydroxylated at  positions ω-1, ω-2, and ω-3, with the product 
distribution depending on the length of the non-polar chain and the position of any double bonds 
(Miura and Fulco, 1975; Shirane et al., 1993).  Catalysis never occurs at the ω-position for steric 
reasons: the side chain a Phe residue blocks access to the metal centre, forcing the substrate tail to 
bend, leaving subsequent carbons on the chain closer to the oxidant species (Li and Poulos, 1995; 
Miura and Fulco, 1975; Ravichandran et al., 1993; Shirane et al., 1993).  
Due to the importance of mammalian P450s, these are the isoforms for which most detail is sought, 
both in terms of their structure and their enzymatic activity.  However, eukaryotic type-II P450s are 
more difficult to purify and solubilise than bacterial P450s and there is limited spectroscopic and 
structural information about them.  Consequently, P450BM3 is of special interest as it can be used a 
model for the study of mammalian P450s.  It is the only bacterial type-II P450 that has been well-
characterised so far due to its solubility and high level expression (Li and Poulos, 1997; 
Ravichandran et al., 1993; Sevrioukova et al., 1999a).  It also possesses a similar amino acid 
sequence to eukaryotic CYP4 cytochrome P450s involved in fatty acid hydroxylation, rendering it an 
appropriate model for mammalian microsomal P450s (Deng et al., 1999; Hanley et al., 2004; Munro 
and Lindsay, 1996; Ravichandran et al., 1993).  For example, the reductase domain is 35% 
identical to microsomal NADPH:P450 reductase and has a lower structure homology to other 
bacterial P450s (Porter, 1991; Ravichandran et al., 1993).  The reductase domain is related to the 
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P450 reductase domain of mammals in sequence, structure, and function while being fully soluble.  
Moreover, the heme domain of P450BM3 also has a high sequence identity (25-30%) compared to 
microsomal fatty acid hydroxylases (Ruettinger et al., 1989).  In contrast, it has a lower percentage 
of structural homology compared to bacterial isoforms (15-20%) (Nelson et al., 1993). 
 
1.3.3 The catalytic cycle 
Notwithstanding the differences between the various P450 enzymes, the catalytic pathway from the 
inactive resting state to the catalytically-active species is believed to be universal among all 
isoforms (Denisov et al., 2005; Ortiz de Montellano, 2004).  Throughout catalysis, the nature of the 
distal ligand on the iron ion changes, rendering it active.  It is generally accepted that the catalytic 
cycle consists of seven steps, which are depicted in Figure 1.8.  (1) In the resting state, A, the low-
spin ferric ion is bound to a water molecule on the distal side, which is stabilised by a cluster of 5 
other water molecules hydrogen-bonded to the protein (Guallar and Friesner, 2004; Schöneboom et 
al., 2004).  (2) As the substrate approaches, the water is displaced, leaving a 5-coordinate high-
spin species (R).  (3) This change in spin state increases the electron acceptor ability of the 
enzyme, triggering an electron transfer from its redox partner and reducing R to a high-spin FeII 
state, S.  (4) At this point, molecular oxygen binds to iron on the distal side, producing a ferrous 
dioxygen complex (T), a good electron acceptor.  (5) A second reduction step, believed to be the 
rate-determining step in the cycle in most situations (Guengerich et al., 2002; Ortiz de Montellano, 
2004), gives an FeIII-peroxo anion (U), which is a good Lewis base.  After the formation of this 
species, the pathway is uncertain as intermediates are short-lived and there is insufficient 
information to prove the exact mechanism experimentally. The prevailing hypothesis is that a quick 
protonation step (6) follows, to afford an iron-hydroperoxo intermediate, which is also known as 
Compound 0 (Cpd0).  (7) A further protonation and the dissociation of a water molecule is then 
believed to yield the iron-oxo ferryl oxidising species, Compound I (CpdI).  (8) Finally, the 
monooxygenation reaction occurs, with the transfer of an oxygen atom from CpdI to the substrate, 
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yielding the product. This returns the enzyme to its water-bound resting state, completing the 
cycle.  
 
 
 
1.3.4 Key orbitals of cytochrome P450s 
The intermediates of the cytochrome P450 catalytic cycle have a number of spin states which lie 
close in energy, as well as spin states with different orbital occupations.  To facilitate the distinction 
between these states, it is important to be familiar with the key orbitals of P450: the high-lying 
occupied orbitals and low-lying virtual orbitals.  These are depicted in Figure 1.9, using the CpdI 
Figure 1.8 Schematic representation of the catalytic cycle of P450.  
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active site as an example. 
The five orbitals in the figure are the 3d metal orbitals which are split in the characteristic 3t2g-2eg 
pattern, in which the 3t2g is further split into one orbital below two others.  These are the non-
bonding 3dxy orbital and the two anti-bonding orbitals between the metal and the 2px,y
 
orbitals of 
the distal oxygen ligand:  3dxz and 3dyz.  The two high-lying orbitals are anti-bonding orbitals (σ
*
x2-y2
 
and σ*z2).  The first of these describes the anti-bonding interaction between the metal centre and 
σ–orbitals on the nitrogen atoms.  The latter describes the mixing of the 3dz2 orbital of Fe (along 
the O-Fe-S axis) with a lone pair on the thiolate ligand and the 2pz orbital on oxygen. 
As well as metal orbitals illustrated, there are the porphyrin orbitals lying close in energy to these: 
a2u and eg
*.  The first is a non-bonding orbital in which the heme orbitals mix strongly with the σ–
orbital of the sulphur ligand.  This orbital is usually singly-occupied in the low-lying states of CpdI.  
The eg
* orbital is a virtual orbital in some intermediates (e.g. the pentacoordinated resting state), 
but may become accessible for some species, and is a heme-type orbital.  The final orbital in the 
active region is the sulphur lone pair orbital pπ(S).  
In heme complexes, the porphyrin orbital, a2u, or its very similar counterpart, a1u, are among the 
highest occupied molecular orbitals (HOMOs), while the eg
* orbital is often the lowest unoccupied 
molecular orbital (LUMO) (Bangcharoenpaurpong et al., 1987; Ghosh, 1995; Loew and Harris, 
2000).  The identity of these frontier orbitals assists the formation of  porphyrin cation radicals, 
which are central to P450 catalytic function (Loew and Harris, 2000). 
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1.4 The study of P450 enzymes   
P450 enzymes are of particular interest in a variety of applications.  One such application is the 
design of agents to perform specific tasks such as the inhibition of the activity of a particular P450, 
as in fungicides.  Another application is in synthetic chemistry where a pure or engineered P450 
enzyme can be used for shape-selective, stereoselective, regioselective, and enantioselective 
catalysis for the production of molecules of high value (Cryle et al., 2003; Glieder et al., 2002; Nam, 
2007; Udit and Gray, 2005).  The exploration of the relationship between the structure and function 
of P450BM3, as well as mechanistic details on the reactions it performs would enable the exploitation 
Figure 1.9 Key metal orbitals of P450. 
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of this enzyme for protein engineering and biotechnological applications (Girvan et al., 2009; 
Glieder et al., 2002; Kubo et al., 2006; Miles et al., 1992; Tee and Schwaneberg, 2006). 
Understanding the reactivity of these enzymes could also advance our understanding of the 
metabolism of drugs by human P450s, as P450BM3 has already been found to produce human-like 
metabolites when reacting with substrates such as drug molecules (Di Nardo et al., 2007; McLean 
et al., 2007).  Indeed, this isoform is a very attractive model system which can be used to uncover 
information on the catalysis that occurs in the human body.  In order to discover and develop novel 
drug candidates in an efficient manner, the evaluation of adsorption, distribution, metabolism, and 
excretion properties (ADME) of molecules is deemed essential; for this reason, the possibility of 
predicting whether a drug candidate will interact with specific P450 isoforms, would significantly 
reduce failure rates in clinical trials by recognising possible problems at the initial stages of 
development (de Graaf et al., 2005; Kemp et al., 2005).  Further information on P450s could also 
play a part in uncovering how to selectively inhibit P450s that are responsible for carcinogen 
activation (Dawson and Sono, 1987). 
For all these reasons, scientific research on the subject has been widespread for decades, both in 
vitro and in silico.  From the experimental perspective, powerful X-ray crystallographic and 
biochemical methods have already provided crucial details on the structure of these systems.  This 
is not the only useful tool for the detailed investigation of enzyme structures.  Several spectroscopic 
techniques are regularly used to gain insight into the structure and function of enzymes.  Nuclear 
magnetic resonance (NMR) is an important approach in structural biology, exploiting the magnetic 
properties of nuclei to obtain high resolution three-dimensional structures of small proteins as well 
as identifying specific functional groups, such as ligands bound to the heme in P450.  Electron 
paramagnetic resonance (EPR) and electron nuclear double resonance (ENDOR) spectroscopy are 
both used to obtain information on the electronic structure of species with one or more unpaired 
electrons.  Such techniques have been invaluable in determining the ground-state forms of a 
number of paramagnetic intermediates including Cpd0 (Davydov et al., 2001).  Mössbauer 
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spectroscopy is especially useful for developing an understanding of enzymes containing Fe, as 
gamma radiation can provide information on subtle changes in nuclear environment.  This can help 
to identify particular intermediates and their oxidation states when comparing them to existing 
spectra.   
The mechanisms of P450 reactions have also been investigated experimentally.  Highly reactive 
„radical clocks‟ have been used to examine reactions, such as the hydroxylation of C-H bonds, in 
order to differentiate between cationic and radical species (Cerny and Hanzlik, 2006; Newcomb et 
al., 2000).  This type of probe is used to reveal information on the reaction pathway and distinguish 
between which products are formed.  Other experimental criteria for clarifying reaction mechanisms 
are Kinetic isotope effects (KIEs) and product distributions (Kamachi and Yoshizawa, 2003; Shaik et 
al., 2002).    KIE values are also reliable for the determination of spin state reactivity of CpdI (Li et 
al., 2006), as their values indicate which state is favoured during a reaction.   
Site-directed mutagenesis experiments are used to engineer proteins to alter substrate selectivity 
as well as to elucidate which residues are vital for catalysis.  This method has revealed that the 
substitution of specific active-site residues can decrease monooxygenase activity or alter it in such 
a way that a specific reaction is enhanced while other activities are decreased (Vatsis et al., 2002; 
Vaz et al., 1996).  
Many techniques are used by experimentalists for the study of P450s; however, it is necessary to 
combine a theoretical approach to such results in order to achieve a complete characterisation of 
the species and understand the detailed mechanisms involved in catalysis.  Additional information 
that can be obtained computationally includes details on the various intermediate steps and 
transition states in a catalytic cycle, and relative energies of stationary points.  A detailed 
understanding of the enzyme‟s mode of action is necessary at an atomistic level, and such specific 
information can only be attained through computational studies. 
Recent advancements in the computational field, including new algorithms and increases in 
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computer power, have made the application to complex heterogeneous environments not only 
feasible but also extremely useful.  Computational methods provide a wealth of essential 
information not readily available through experiment.   By starting from an accurate model, usually 
a crystallographic structure or one created using homology modelling, these methods can be used 
to determine all steps relevant to the catalytic chemistry of an enzyme.  The details of the kinetics 
can also be obtained by using molecular dynamics simulation methods. 
Research based on the characterisation of the intermediates of the catalytic cycle has been 
extensive, by theoretical groups.  Equally abundant are the investigations on the mechanisms of the 
large number of reactions catalysed by P450 isoforms.  P450cam has been studied exhaustively, but 
as the crystal structures of more and more isoforms are resolved, these bacterial and human 
(Bathelt et al., 2005; Fishelovitch et al., 2007) enzymes have also been investigated.  Mutants have 
also been designed and their properties and behaviour studied in silico (Cohen et al., 2006b; Hirao 
et al., 2008a).  A few hybrid quantum mechanical/ molecular mechanics (QM/MM) calculations 
involving ab initio quantum mechanical methods have recently been carried out (Altun et al., 2008; 
Chen et al., 2008b; Schöneboom et al., 2005).  Exhaustive overviews of these studies have been 
published in several reviews in the past decade (Coon, 2005; Cryle et al., 2003; Denisov et al., 
2005; Loew and Harris, 2000; Makris et al., 2006; Meunier et al., 2004; Ortiz de Montellano, 2009; 
Ortiz de Montellano and De Voss, 2002; Pylypenko and Schlichting, 2004; Senn and Thiel, 2009; 
Shaik et al., 2010a; Shaik et al., 2005).  What follows is a brief outline of relevant findings, 
highlighting the immense contribution that computational approaches have made to P450 research 
to date. 
 
1.4.1 Characterisation of P450 intermediates 
Although gas-phase density-functional theory (DFT) models have often been used to study P450s, 
the QM/MM approach, which will be explained in detail in Chapter 2, has quickly become an 
attractive tool for the analysis of complex biological systems (Senn and Thiel, 2009; Shaik et al., 
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2005).  The inclusion of the amino acid residues surrounding the active site ensures realistic results 
are obtained, which correlate well with experimental data.   In particular, the QM/MM approach is 
important for the correct assignment of spin states and their relative energies as the enzyme has a 
dense manifold of orbitals lying very close in energy (Senn and Thiel, 2009; Shaik et al., 2007a).  
For example, the hybrid approach is the only one confirming the correct ground state and 
geometrical arrangement of an upright water ligand stabilised by a network of solvent water 
molecules, for the resting state (A), as determined by X-ray crystallography (Schöneboom and 
Thiel, 2004).  The addition of the environment surrounding the active site also correctly identified 
the orbital occupation for the pentacoordinated intermediate (S), with a fully-occupied 3dxz orbital, 
which could not be observed using gas-phase studies (Altun and Thiel, 2005).  Similarly, other 
intermediates in the catalytic cycle have been shown to require a hybrid QM/MM treatment for their 
accurate electronic and structural description (Altun et al., 2008; Schöneboom et al., 2002; 
Schöneboom et al., 2005). 
Of particular interest is the characterisation of the oxidant species, CpdI, as its existence has yet to 
be confirmed experimentally.  The search for CpdI has involved a variety of techniques, none of 
which has been successful in isolating this elusive species.  For this reason, hypotheses have been 
put forward suggesting alternative active species, such as Cpd0 (Jin et al., 2003; Newcomb and 
Toy, 2000; Vaz et al., 1998) or Compound II (Kaizer et al., 2004; Nam et al., 2000; Nam et al., 
2003) (CpdII), the one-electron reduced form of CpdI in which the heme a2u orbital is filled.  
Countless experimental and computational studies on the oxidant species have been published to 
date, and are summarised in a recent review (Shaik et al., 2010a).  All such studies confirm the 
existence of nearly-degenerate doublet and quartet spin states.  The distribution of spin density, 
the electronic structure and the length of the Fe-S bond have been observed to depend largely on 
the computational method used for the optimisation procedure as well as the environment 
surrounding the heme, and CpdI has been hailed as a „chameleon species‟ (Ogliaro et al., 2000a; 
Ogliaro et al., 2001; Rydberg et al., 2004; Shaik et al., 2007b).  As a consequence of this, the 
careful selection of an appropriate model and approach is crucial especially for the characterisation 
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of this species in particular. 
 
1.4.2 The conversion of Cpd0 to CpdI 
Besides the realistic characterisation of P450 species, the incorporation of the polypeptide chain 
enveloping the heme in computational studies has revealed additional mechanistic details on the 
reactions of these enzymes.  While most groups agree on the cycle up to the formation of Cpd0, 
there have been diverging opinions on the mechanism by which this species is transformed into 
CpdI.  One DFT study on P450cam included five systems of varying sizes, the largest including: the 
active species, two residues critical for proton relay (Thr252 and Asp251) and their peptide bond, the 
acidic residue Gly366, and the water channel which is thought to partake in the proton shuttle 
(Kumar et al., 2005b).  Smaller models, which did not include all of the listed features, failed to 
establish a mechanism for protonation of Cpd0 to CpdI.  The largest system produced an 
intermediate species upon addition of a proton, the protonated Cpd0: a ferric complex of water-
oxide (Fe-O-OH2), which quickly leads to CpdI via the dissociation of a water molecule in a highly 
exothermic reaction.  (Pathway 1 in Figure 1.10)  This is the traditional view of a heterolytic process 
Figure 1.10 Two mechanisms for CpdI formation from Cpd0.  
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to the oxidant species which has been observed in a number of gas-phase studies (Davydov et al., 
2005; Guallar and Friesner, 2004).  An alternative pathway was proposed following a more 
complete QM/MM study of CpdI formation in P450cam (Zheng et al., 2006).   The steric constraints 
of the surrounding amino acid residues were seen to prevent the formation of protonated Cpd0.  
Instead, homolytic cleavage of the O-O bond in Cpd0 was found to be instantaneously followed by 
simultaneous proton and electron transfers, which yield CpdI and water via a hydrogen-bonding 
“inverted metastable hydroperoxide” (FeO…HO).  (Pathway 2 in Figure 1.10)  This intermediate 
was found to have two unpaired electrons on the Fe=O moiety and one on the OH group.  The 
doublet-quartet gap was predicted to be very small.  From this species, a hydrogen bonding 
network consisting of Asp251-Wat901-Thr252 is used to transfer a proton to the OH group.  This 
second mechanism for the formation of CpdI was also found in CPO (Chen et al., 2008a) and NOS 
(Cho et al., 2009) enzymes using QM/MM methods.  
 
1.4.3 Oxidation reaction mechanisms 
The reaction pathways of a number of reactions have been studied, including hydroxylation, 
epoxidation, and N-dealkylation.  Computational studies have enhanced the understanding of these 
reactions in a way that could not be achieved through experimental investigations alone, repeatedly 
clarifying conundrums raised by experimental results.  Here are the details of some of the most 
significant discoveries on the mechanisms of principal reactions.  
It was initially thought that C-H hydroxylation occurred via a concerted mechanism, but this view 
was dismissed in the late 1970s by Groves and McClusky (Groves and McClusky, 1976) and 
supported by investigations revealing the size of the intramolecular isotope effect of deuterium 
replacing hydrogen (kH/kD > 10) (Auclair et al., 2002), loss of stereochemistry, and stereochemical 
scrambling.  This proposed hydroxylation mechanism involves hydrogen atom abstraction from the 
substrate to give an intermediate carbon radical which immediately “rebounds” onto the hydroxyl-
radical on the heme to yield the ferric-alcohol species as shown in Figure 1.11.  
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Experimental studies have been carried out to probe the mechanism of P450-mediated 
hydroxylation reactions utilising radical clocks which distinguish between radical and cationic 
intermediates by detecting the nature of the products formed.  A number of such investigations 
have confirmed the radical rebound mechanism, yielding only products expected from this type of 
reaction for P450BM3 and P450cam, as well as mammalian P450s (Auclair et al., 2002; Cryle et al., 
2005; He and Ortiz de Montellano, 2004; Jiang et al., 2006).  Conversely, several studies have shed 
Figure 1.11 P450 hydroxylation mechanisms: the rebound mechanism supported by 
Groves and McClusky (Groves and McClusky, 1976) is diagrammed above, the concerted 
mechanism below it and cation insertion on the right.  
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some doubt on the mechanism of reaction, with experiments yielding an unexpected proportion of 
products associated with a cationic intermediate and lifetimes too short to correspond to radical 
intermediates (Newcomb et al., 2000; Newcomb et al., 2002).  These findings suggest the 
possibility that the reaction could proceed via a carbon-centred cationic intermediate produced by 
the insertion of the ferric peroxide species (Cpd0) into the C-H bond of the substrate (Jiang et al., 
2006).  
Recent theoretical studies employing DFT methods have indicated that there could be a “two-state 
reactivity” (TSR) scenario in which oxidation is allowed to proceed through two parallel hydrogen-
atom abstraction mechanisms such that the nature of the substrate determines which pathway 
predominates in each case (Harris et al., 2000; Ogliaro et al., 2000b; Shaik et al., 2002).  This 
involves two close-lying spin-states of the ferryl intermediate (CpdI): a low-spin doublet and a 
high-spin quartet states.  Both mechanisms proceed via an initial hydrogen abstraction before 
bifurcating according to spin state.   
The reaction involving the doublet species proceeds via a barrierless (concerted) recombination, 
while the quartet involves a significant barrier for rebound with a transition state, giving rise to a 
radical intermediate.  The high-spin state pathway leads to rearranged products, while the low-spin 
process yields unrearranged products.  As the latter has a lower bond-activation barrier, this path is 
preferred and the majority of products will not be rearranged.  Furthermore, this preference 
amplified with increasing electron donor ability of the substrate (Ogliaro et al., 2000b).  Theoretical 
calculations on the kinetic isotope effect gave similar results to experiment values (Kamachi and 
Yoshizawa, 2003; Shaik et al., 2002).  These results seem to clarify both Newcomb‟s results 
(Newcomb et al., 2000; Newcomb et al., 2002), which suggest a concerted oxygen insertion 
pathway, in addition to Groves‟ rebound mechanism (Groves and McClusky, 1976).  The TSR 
mechanism has been corroborated by results from QM/MM studies on the hydroxylation of P450cam 
(Altun et al., 2006a; Altun et al., 2006b; Schöneboom et al., 2004; Zurek et al., 2006).  The 
investigation by Schöneboom et al. suggests that the mechanism proceeding via the quartet states 
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has a barrier due to the destabilising effect of the occupation of the antibonding 3dz2 orbital of the 
iron.  QM/MM studies emphasised the importance of a water molecule in the proximity of the heme, 
probably the one released from the formation of CpdI from Cpd0, which drastically reduces the 
barrier because of the hydrogen bond it forms to the oxygen atom bound to the iron centre.  
As is the case for the hydroxylation reaction, the mechanism of epoxidation of alkenes by P450 has 
puzzled scientists due to experimental observations that suggest radicals, cations, and radical 
cations are involved in the reaction (Ortiz de Montellano, 2004).  The reaction mechanism is similar 
to the C-H hydroxylation reaction, with competing low-spin and high-spin pathways starting with 
the activation of the C=C bond (Cohen et al., 2006a; de Visser et al., 2002b; Hirao et al., 2006; 
Shaik et al., 2007a).  The low-spin species reacts place via a barrierless pathway for ring closure to 
form the epoxide, with conserved stereochemistry.  When the reaction proceeds via the quartet 
species there is once again a barrier for the ring-closure of the epoxide, which can lead to a 
product with scrambled stereochemistry.  These details were found to be similar for both gas-phase 
and full-protein models.  
The mechanism of the N-dealkylation reaction has also been resolved with help from computational 
studies (Shaik et al., 2010a).  This transformation has been found to be initiated by a hydrogen 
atom transfer step, which leads to C-H hydroxylation.  As described above, this part of the reaction 
proceeds via a TSR pathway.  After C-H hydroxylation, carbinolamine decomposes with the help of 
water molecules to yield the product.  This is a non-enzymatic step, believed to occur away from 
the active site (Wang et al., 2007).  Through KIE studies, the products of the reaction have been 
found to depend on the electron-withdrawing character of the substituents on the ring of N,N-
dimethylanilines: an increase in this character pushes the transition state further along the 
hydrogen-transfer coordinate, diminishing the advantage of the low-spin mechanism (Altun et al., 
2006a; Shaik et al., 2010a). 
As described, despite difficulties in elucidating P450 reaction mechanisms experimentally because of 
apparently contradictory results, DFT and QM/MM approaches have so far assisted in clarifying that 
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a number of reactions proceed via different pathways of two spin states of the same oxidant, CpdI, 
thus yielding a range of products.  This TSR possibility would have been difficult to envisage using 
experimental tools alone. 
 
1.5 Summary of project objectives 
Bacterial cytochrome P450 enzymes have been widely studied, but unanswered questions still 
remain regarding the primary oxidant species and the pathways of certain reactions they catalyse.  
Computational advances have now made it possible to study such species in detail within a 
reasonable time-scale.  The present investigations concentrate on computational calculations of 
P450 enzyme structures and reactions starting from known X-ray structures.  Theoretical studies 
carried out so far on protein systems have underlined the value of utilising hybrid QM/MM methods 
(Claeyssens et al., 2006; Friesner and Guallar, 2005; Lonsdale et al., 2010; Monard et al., 2003; 
Mulholland, 2005; Ranaghan and Mulholland, 2010; Senn and Thiel, 2009; Shaik et al., 2010a) in 
order to accurately model the environment surrounding the active site, as its inclusion can have a 
substantial effect on the mechanism of catalysis.  In fact, as mentioned earlier, chloroperoxidase 
has an almost identical active site to P450 whilst having a different function.  What follows is a 
description of the research carried out. 
Chapter 3 
The first step is to characterise the geometry and electronic structure of several species in the 
catalytic cycle of the extensively studied P450cam, as a means of developing an effective 
computational set-up for further research into this enzyme group.  The objective is to design a 
method which will yield reproducible results.  Here, a QM/MM set-up is employed on a model 
system (Model 2) of the resting state (A), Cpd0, and CpdI species starting from the truncated 
model of a crystal structure of P450cam.  The quality of the protocol is evaluated by comparison with 
results from published experimental and theoretical work.  The model is then improved and applied 
to flavocytochrome P450BM3 in order to include the fully-solvated enzyme (Model 3). The same 
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intermediates of the catalytic cycle of P450BM3 are compared to the literature as well as Model 2 to 
determine its suitability for use on subsequent investigations on this enzyme. 
Chapter 4 
The first investigation based on the model of P450BM3 developed in Chapter 3, centres on the shift 
in spin-state equilibrium upon binding of a substrate to the enzyme.  This change in spin state is 
known to be the origin of catalysis, modulating the redox potential of the protein.  It is therefore 
necessary to understand the origin and the role of this change, especially in P450BM3, where the 
substrate has been found to be at a considerable distance from the heme when this process occurs 
(~7 Å) (Modi et al., 1996).  The hexacoordinated and pentacoordinated resting state species are 
characterised in an effort to elucidate the environmental factors which influence the spin state 
ordering in both cases.  The stepwise removal of the water ligand from the first species is then 
performed to clarify when and how the change in spin state equilibrium takes place. 
Chapter 5 
In the second study, one of the mysteries surrounding P450 enzymes is examined: the nature of its 
oxidant species.  This is for two main reasons: (a) the most commonly accepted active species, 
CpdI, has never been isolated experimentally, and (b) conflicting findings have suggested that 
there could be two species responsible for the oxidation of substrates (Hirao et al., 2006; Kumar et 
al., 2005a; Sharma et al., 2003; Volz et al., 2002).  It is thought that Cpd0 could act as an oxidant 
alongside CpdI (Newcomb and Toy, 2000); however, it is also believed that the two close-lying 
spin states of CpdI could be carrying out catalysis in such a way as to create the illusion that two 
separate intermediates are involved (Shaik et al., 2002; Shaik et al., 2005).  So far, the 
hydroxylation reaction has been shown to proceed via the latter option, two-state reactivity (TSR) 
(Shaik et al., 2004a; Shaik et al., 2005), but the nature of the species involved in the sulfoxidation 
reaction is still uncertain.  Consequently, an analysis of the sulfoxidation reaction with a dimethyl 
sulphide (DMS) substrate molecule is carried out to clarify which species in the catalytic cycle 
performs this reaction, and if indeed this reaction proceeds via TSR, which spin state is preferred.  
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The energetics of the reactions catalysed by P450cam and P450BM3 enzymes are analysed. 
Chapter 6 
Once CpdI is confirmed as the reactive species in the sulfoxidation reaction, the purpose of the 
final study is to characterise a P450 species that could assist experimentalists in identifying CpdI 
spectroscopically.  This is a structure which is not normally observed in the catalytic cycle as it is 
only formed in anaerobic conditions: the doubly-reduced pentacoordinated system (D).  This is 
thought to have similar electronic characteristics to CpdI (Davydov and Hoffman, 2008), with a 
radical on the heme ring coupled to the iron centre.  The chapter includes a comprehensive 
characterisation of the low-lying spin-states of this species in a range of environments, along with 
the calculation of EPR parameters which are compared to experimental values. 
Chapter 7 
Once all the results have been presented, the models developed for use in the investigations are 
analysed and the conclusions that can be drawn from this thesis are discussed.  Potential future 
work for the study of P450 enzymes is also considered. 
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CHAPTER 2. 
COMPUTATIONAL METHODS 
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2.1 Introduction 
A large number of techniques are used for understanding and predicting the behaviour of molecules 
computationally.  These can be categorised into three general types: ab initio and semi-empirical 
quantum mechanics (QM) methods, and molecular mechanics (MM) methods.  The level of 
accuracy that can be achieved from these methods varies a great deal depending on the theory 
behind them.  QM methods provide a solution to the Schrödinger equation, focussing on the wave 
function of the system.  The approximate solution to this equation can be used to calculate 
chemical properties and processes, with the highest level ab initio approaches reproducing 
experimental data to within 1 kcal mol-1 (Mulholland, 2007).  The disadvantage is that the most 
accurate methods, those which represent systems in the most complete manner, require high 
computational costs and may only be utilised for investigations on small systems.   
Conversely, MM methods can easily handle tens of thousands of atoms and are computationally 
inexpensive, but cannot explain the breaking or forming of chemical bonds.  This is because, in this 
framework, molecules are described as a series of point charges with atoms linked to one another 
in a spring-like manner which mimics covalent bonds.  Electrons are not explicitly included. 
Within both of these categories belong a number of different approaches that vary depending on 
the number of approximations made.  As more approximations are added, more accuracy is lost 
(Cramer, 2004).  Since QM methods can only handle a restricted number of atoms, while MM 
methods can be used to study much larger systems, combined quantum mechanics/molecular 
mechanics (QM/MM) approaches have been developed to allow part of the system to be described 
more accurately using QM while the rest of the system is treated at MM level.  These hybrid 
methods have the advantage of increased computational speeds as well as improved accuracy 
whilst including all atoms of interest in a calculation. 
When studying a specific system, the difficulty lies in choosing the appropriate methodology to 
apply, by taking into careful consideration the level of accuracy required, the computational 
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resources and time available, as well as the desired system size.  As a consequence, it is often the 
case that compromises must be made in order to satisfy all these requirements.  
Herein is an outline of the computational methods and the theory behind them, as well as a 
description of techniques used to calculate properties of P450 enzymes in this project. 
 
2.2 Exploring the potential energy surface 
In order to study a molecule, it is important to consider all the possible conformations it can adopt.  
For a many-particle system, this can be done by invoking the Born-Oppenheimer approximation, 
which assumes that the nucleus of an atom is stationary with respect to its electrons because 
protons and neutrons are ~1800 times more massive than electrons.  This assumption allows the 
separation of electronic and nuclear motions, so that the potential energy surface (PES) can be 
expressed as a multi-dimensional function of the coordinates of the nuclei of a molecule (Leach, 
2001).  The number of coordinates included in a PES depends on the size of the system being 
considered.  A system with N atoms will have 3N Cartesian coordinates (3N-6 internal coordinates), 
and the energy will vary as a function of each of these coordinates.  Since even a simple molecule 
has a large number of coordinates (e.g. ethane has 18 internal coordinates), only one or two 
coordinates of the entire potential energy surface may be visualised under normal circumstances.  
The points of interest on a potential energy surface are the stationary points, where the first 
derivative of the energy is equal to zero with respect to the coordinates (𝑥𝑖). (Figure 2.1)  When 
studying a given reaction it is fundamental to investigate how the energy changes during the 
reaction pathway from a minimum to a maximum at a transition structure and back down to a 
minimum.  The minimum energy points on the surface identify the stable conformations of a 
system.  There can be any number of such points on a PES, but the point with the lowest energy 
amongst all minimum energy points is called the global energy minimum.   
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Another point of particular interest to a scientist is the maximum energy point on a pathway 
between two minimum energy arrangements.  This is the transition state structure in a reaction. It 
is a first-order saddle point, as it is the highest energy point along one coordinate whilst being a 
minimum in all other directions perpendicular to this pathway.  All types of stationary points can be 
identified using computational techniques. 
 
2.2.1 Geometry optimisation 
Minimisation algorithms are used to identify minimum energy arrangements of atoms on a PES.  At 
a minimum, the first derivative of the energy with respect to each coordinate (xi) is equal to zero 
and the second derivatives with respect to these are all positive.  
𝜕𝑉
𝜕𝑥𝑖
= 0     (2.1) 
𝜕2𝑉
𝜕𝑥𝑖2
> 0     (2.2) 
Figure 2.1 A 3D potential energy surface diagram, with a saddle point 
at (0,0,0) and  two minima at (1,0,-1) and (-1,0,-1). 
Saddle point 
Minima 
P
o
te
n
ti
a
l 
E
n
e
rg
y
 
50 
 
Various energy minimisation algorithms exist which change the geometry of the system until such a 
stationary point is found.  The starting point of such methods is the energy and gradient at the 
initial geometry, in an attempt to perform several function evaluations along the negative gradient 
direction.  The minimum energy point along the search direction is selected and the process is 
repeated.  The value of the function is always lowered to approach a local minimum.  Other 
variables may be added to the search with the intention of rendering it more effective.  For 
example, one technique is to calculate second-order derivatives to optimise a system to a minimum 
energy structure. 
Derivative minimisation methods are often used to find stationary points.  The derivative of the 
energy of a system is the gradient of the energy.  The magnitude of this gradient indicates how 
steep the energy surface is, while the direction of it identifies the location of the minimum in 
relation to the starting point.  In response to this information, the energy of the system may be 
lowered by shifting the position of each atom.  The second derivative of the energy provides 
information on the location of stationary points as it predicts where the function will change 
direction.  The potential energy function may be written as a Taylor series expansion, with a 
starting point 𝑥𝑘. 
𝑉 𝑥 = 𝑉 𝑥𝑘 +  𝑥 − 𝑥𝑘  𝑉 𝑥𝑘 +  𝑥 − 𝑥𝑘 
2 𝑉 𝑥𝑘 2 + ⋯   (2.3) 
When the function is multidimensional with 3N Cartesian coordinates, the variable 𝑥 is a vector x 
and derivatives are expressed as matrices.  Thus if xk corresponds to the starting configuration of a 
system, the elements of the matrix V’(xk), with dimensions 3N × 1, are partial derivatives of the 
energy function 𝑉 with respect to the specific coordinate, 𝜕𝑉 𝜕𝑥𝑖 .  The elements (𝑖,𝑗) of matrix 
V’’(xk), with dimensions 3N × 3N, are partial second derivatives of 𝑉  with respect to the 
coordinates 𝑥𝑖   and 𝑥𝑗  , 𝜕
2𝑉 𝜕𝑥𝑖 𝜕𝑥𝑗 .  This is known as the Hessian matrix, the matrix of force 
constants.  
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In general, minimisation algorithms can only locate minima closest to the starting point as they 
tend to search for structures with a lower energy with respect to the initial geometry.  As a 
consequence, to locate more than one minimum energy point or to find the global minimum, one 
must begin the search from a number of different starting points.  A variety of starting points may 
be obtained both experimentally, for example from X-ray crystallography or NMR, as well as 
computationally, by using homology modelling or conformational analysis, amongst other methods.  
The AMBER (Case et al., 2005) software package version 9 (AMBER9) uses steepest descent and 
conjugate gradient first derivative methods for minimisation procedures during MM molecular 
dynamics runs.  The first of these methods minimises along the direction of the local downhill 
gradient until a fixed point is reached.  This allows the optimisation to move quickly towards the 
minimum energy configuration even when the starting structure has high-energy features, but can 
have drawbacks when the function has long narrow valleys at it will take many iterations to arrive 
at the stationary point.  This is illustrated in Figure 2.2, where many steps are taken once the 
optimisation reaches the narrowest part.  In contrast, the conjugate gradient method allows quick 
determination of the minimum in narrow valleys.  Consequently, by using a combination of the two 
methods, it is possible to arrive close to the minima quickly using the steepest descent approach, to 
then rapidly obtain the final structure by using the latter method.   
 (a) Steepest Descent (b) Conjugate Gradient 
Figure 2.2 Application of the (a) steepest descent and (b) conjugate gradient methods on a 
two-dimensional function. 
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Gaussian03 (Frisch, 2004) software (G03) implements a method which includes second derivatives, 
an enhanced version of the Berny optimisation algorithm (Schlegel, 1982) which uses second 
derivatives.  In this method an approximate Hessian is constructed at the start of the optimisation, 
and is improved at each point using computed first derivatives.  With the aim of obtaining true 
minimum energy structures as opposed to saddle points, certain criteria were changed during 
geometry optimisations procedures within G03.  The keyword „opt=tight‟ was used for stricter force 
and stepsize cutoffs during convergence.  Additionally, as density functional theory (DFT) methods 
are sometimes known to give convergence problems due to small HOMO-LUMO gaps, the keyword 
„scf=vshift=1000‟ was employed to increase the energy gap between the occupied and virtual 
orbitals leading to faster convergence to a minimum.  Tight geometry optimisations were not 
always possible for the large QM/MM systems. 
 
2.2.2 Transition state search 
A transition state search is usually performed by carrying out a geometry scan involving a series of 
geometry optimisation calculations along the reaction coordinate.  For example, for a reaction 
where a bond between atoms A and B is broken, a geometry optimisation will sequentially be 
carried out at increasing separations between A and B.  The structure with the highest energy in 
the scan is a transition structure, which can then be used to find the transition state.  A transition 
state optimisation is carried out in a similar manner to geometry optimisations.  In this type of 
optimisation, the algorithm is set to follow the single negative eigenvector of the Hessian (the 
imaginary vibrational mode) in order to find the saddle point. 
 
2.2.3 Vibrational analysis 
Once one of the above techniques has been successful in determining a particular geometry, it is 
desirable to confirm whether this geometry is a minimum, a transition state, or another type of 
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stationary point.  In order to do this, vibrational frequencies are calculated.  A minimum energy 
structure will have no imaginary frequencies.  A transition state will have a single imaginary 
frequency, which should be visualised to confirm it is the correct vibration along the reaction 
coordinate being studied.   
In addition to confirming the nature of the stationary point, vibrational frequencies also provide the 
zero-point energy (ZPE), the energy of the molecular vibration at absolute zero. This is a 
consequence of the Heisenberg uncertainty principle, whereby the position and momentum of a 
particle cannot be simultaneously determined.  As such, molecules vibrate even at temperatures as 
low as absolute zero.  Therefore, the total energy of a system is given by the sum of the energy 
calculated for the stationary point and the zero-point vibrational energy.  The contribution of ZPE to 
the total energy of a configuration can be significant.  This value must be calculated using the same 
level of theory that was used to calculate the energy of the system.  
 
2.2.4 Calculations in the presence of solvent 
In certain cases, it is desirable to model a system in the presence of solvent; for example, to mimic 
the effects of the protein environment around an active site.  One way to account for the effects of 
solvent on a system is to use the self-consistent reaction field (SCRF) method.  The system is 
placed in a cavity within the reaction field of the solvent.  The solvent is modelled as a dielectric 
continuum with a specific dielectric constant.  The charges on the solute system polarise the 
dielectric continuum, which in turn generates a reaction field.  This reaction field can alter the 
charge distribution on the solute, thus revealing the effects of the presence of solvent on the gas-
phase model. 
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2.3 Quantum mechanical methods 
Quantum mechanical methods all provide approximate solutions to the Schrödinger equation, 
describing energy in relation to the Hamiltonian and the wave function of the system.  
𝐻Ψ = 𝐸Ψ     (2.4) 
In Equation 2.4, the time-independent Schrödinger equation, H is the Hamiltonian operator, the Ψ 
is the wave function, and E is the energy of the system.  One of the most basic premises of 
quantum mechanics is that all systems have a wave function (Ψ), due to the wave-particle duality 
of matter.  The properties of that system can be derived from the operator acting on this function.  
In this case, the Hamiltonian operator (H) contains kinetic and potential energy contributions to the 
total energy of a system which can be broken down into: the kinetic energy of the electrons, the 
kinetic energy of the nuclei, and pairwise attraction and repulsion interactions of the electrons and 
the nuclei (Cramer, 2004).  The Born-Oppenheimer approximation simplifies the Schrödinger 
equation by making the assumption that, due of the large difference in mass between electrons and 
nuclei, the latter can be considered stationary relative to the first.  A solution to the equation can 
then be calculated for the electrons of a molecule in relation to a set of nuclear coordinates. 
The Born-Oppenheimer approximation removes correlation between the nuclei and the electrons, 
but the complicated correlation between electrons remains.  Thus, an exact solution to the equation 
can be calculated only for systems with one electron, and for all other systems the Schrödinger 
equation is approximated using theoretical principles. 
 
2.3.1 Basis sets 
One approximation to the Schrödinger equation, used in most QM methods, is the use of the linear 
combination of atomic orbitals (LCAO), where molecular orbitals are described as the combination 
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of atom-centred basis functions.   A set of „N‟ such atomic functions is defined as a basis set 
(Jensen, 2001).  The most common kind of orbital is the Gaussian-type orbital centred on the 
atomic nucleus.  The most primitive of these correspond to atomic orbital shapes (e.g. having s, p, 
or d-orbital character), but combinations of such functions are used to achieve a more accurate 
representation of orbitals in calculations on real molecules.  As the product of two Gaussian 
functions yields a third Gaussian function, this is greatly preferred to Slater type orbitals which 
represent atomic orbitals well but cannot be combined using simple mathematics (Jensen, 2001; 
Leach, 2001). 
The smallest of these, „minimal‟ basis sets such as STO-3G, include one basis function, made up of 
a sum of three Gaussians for each atomic orbital in the isolated atom.  Accordingly, a hydrogen 
atom would be described by a 1s function, the same way as a helium atom, and all atoms between 
lithium and neon on the period table would be represented by the combination of five functions: 1s, 
2s, 2px, 2py, and 2pz.  Minimal basis sets are not capable of including non-spherical aspects of 
electronic distribution in a realistic way, nor do they adequately portray the effect of bond forming 
on valence orbitals, as they are unable to adjust sufficiently to different environments (Jensen, 
2001). 
More complex and commonly used basis sets are split-valence basis sets, in which core orbitals are 
described by a single basis function, as in STO-3G, while valence orbitals are split into a number of 
functions.  This is because the outer electrons are the ones that principally take part in bonding, 
and combining a number of functions allows the electron density to adjust spatially to the molecular 
environment.  The amount of splitting is defined by the name of the basis set.  One of the most 
widely used split-valence series is that of Pople et al. (Ditchfield et al., 1971), with names in the 
format: A-BCg (e.g. 6-31G).  The number of primitive Gaussians in the core atomic orbitals is 
represented by the value „A‟.  The presence of two numbers after the hyphen indicates that this is a 
split valence double-zeta basis set: valence orbitals are split into two basis functions.  Basis 
functions split further also exist.  In the above example the two numbers, „B‟ and „C‟, specify the 
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number of functions combined in the first and second basis functions of the valence orbitals, 
respectively. 
Additional flexibility can be imparted onto basis sets through the addition of polarisation or diffuse 
functions.  The first type increases the flexibility of a basis set, allowing a more accurate 
representation of bonding between atoms by including asymmetry.  The description of a bond is 
improved by adding a „p‟ function to „s‟ atomic orbitals, „d‟ functions to „p‟ atomic orbitals, and so on.  
Polarisation functions are denoted by a letter, which depends on the type of orbital being polarised 
(p, d, or f), or by an asterisk, *.  Two asterisks indicate that polarisation is also added to H and He 
atoms.  These functions are deemed essential for the accurate prediction of certain molecular 
properties as the shape of atomic orbitals is distorted when a molecule is formed and the charge 
density is shifted away from the nuclei towards the bonding region.  The second type of 
augmentation, the use of diffuse functions, improves the description of the portion of the atomic 
orbital furthest from the nucleus.  Such functions are vital in the study of anions, highly excited 
electronic states, lone pairs, and any systems with electrons localised far from the nuclei (Cramer, 
2004).  A „+‟ is usually used to denote the use of such functions.  It must be noted that calculations 
involving these types of functions can be computationally expensive; as such, a preliminary 
geometry optimisation is commonly carried out without any augmentation and diffuse functions are 
only added to a subsequent single point calculation. 
When heavy elements such as transition metals are considered, it is common to use effective core 
potential (ECP) basis sets to represent the large number of core electrons they contain.  ECPs are 
simplified descriptions of the complicated effects of core electrons.  These simplifications do not 
have a detrimental effect on the accuracy of the basis set because core electrons do not contribute 
to molecular properties of molecules, which are usually determined by the outermost electron shells 
(Jensen, 2001).  The advantages of using ECPs are substantial.  The number of electrons 
considered can be reduced considerably, thus decreasing basis set size and computational cost.  
Relativistic effects manifested in the core electrons of heavy atoms are also included.  A favoured 
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pseudo-potential is the split-valence basis set LANL2DZ (Hay and Wadt, 1985a, b; Wadt and Hay, 
1985), which uses a valence double-zeta basis set for all first row atoms and an effective core for 
all atoms larger than Ne.  LACVP is similar, using the 6-31G basis set on atoms H-Ar and LANL2DZ 
on heavier atoms.  This type of basis set can also be augmented using polarisation or diffuse 
functions.  The choice of an appropriate basis set is essential for the successful calculation of the 
properties of a molecular system. 
 
2.3.2 Ab initio methods 
At the foundation of most QM methods stands the Hartree-Fock (HF) procedure (Levine, 2000).  In 
this formalism, individual electron-electron interactions are replaced by an average Coulombic 
interaction of each electron with the static field of all other electrons (Jensen, 2001).  Effects of 
electron-electron exchange, which forbids electrons of the same spin from occupying the same 
orbital, are included in the Fock operator (the Hartree-Fock Hamiltonian).  As the operator depends 
on the spin orbitals of the electrons, these must be determined in advance.  The wave function is 
estimated by using the self-consistent field (SCF) method, in which an initial guess is made on the 
set of spin orbitals with the purpose of deriving the Fock operator.  This guess is used to solve the 
HF equations and generate a new set of spin orbitals, which are once again used to construct an 
improved Fock operator.  This procedure is repeated a number of times until self-consistency is 
achieved and no changes are produced for any of the electrons (Leach, 2001).  As the 
approximation to the true ground-state wave function is improved during this iterative procedure, 
the energy of the system is lowered. This is due to the variation theorem, according to which the 
energy of an approximate wave function is always higher than that of the true wave function.  
The main weakness in HF theory is its failure to account for electron correlation, leading to 
incorrect dissociation energy values and improper behaviour at large distances from the nucleus 
(Levine, 2000).  Various post-Hartree-Fock methods exist which eradicate this problem.  For 
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example, in Møller-Plesset (MP) perturbation theory correlation is treated as a perturbation of the 
Fock operator.  Configuration-interaction (CI) correction to the wave function can also be 
introduced to include correlation by choosing a basis set of one-electron functions, calculating SCF 
occupied and virtual molecular orbitals from these, and finally using these molecular orbitals to 
form configuration state functions.  If a complete basis set is used and all electrons and all orbitals 
are included in the calculation, the calculation would be considered a full CI, and give an „exact‟ 
solution to the Schrödinger equation.  In reality, there are limitations to the size of basis set one 
can use, and the computational cost of the calculation would be staggering.  For example, 
calculations involving MP2 scale as the fifth power of the number of basis functions used, while 
even higher level ab initio methods such as QCISD(T) (quadratic configuration interaction method 
including contributions from triple excitations) can scale up to the seventh order (Leach, 2001). 
These methods are considered to be the most accurate within the QM framework, as they do not 
include any empirical or semi-empirical parameters.  At the same time, the cost of such methods 
limits the size of the system that can be studied.  
Larger molecules may only be studied quantum-mechanically using semi-empirical or density-
functional theory (DFT) methods.  Unlike, ab initio methods, semi-empirical methods are based on 
wave mechanics, neglecting a large number of integrals appearing in ab initio methods in order to 
increase the speed of calculations.  A number of experimentally derived parameters for some Fock 
operators are also introduced (Leach, 2001; Levine, 2000).  Given the number of approximations, 
this class of methods has limited accuracy compared to ab initio and DFT.  Calculations of this type 
can be carried out on systems with hundreds of atoms due to the reduced computational expense, 
but one must not forget that the accuracy of the results is also affected. 
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2.3.3 Semi-empirical methods 
Semi-empirical methods simplify calculations by neglecting or approximating the integrals in the 
Hartree-Fock SCF calculations.  Only the valence electrons are considered explicitly as these are 
involved in chemical bonding.  In order to account for these simplifications, these methods are 
parameterised against a set of experimental data or results obtained using ab initio calculations.  As 
a result, there can be some disadvantages when the molecule studied is very different from those 
used to parameterise the method, or the property being investigated was not considered during the 
parameterisation process.  For example, AM1 and PM3 methods were parameterised using 
molecules with little flexibility and as such the barriers of rotation calculated using such methods 
are not as accurate as other properties (Leach, 2001).  In general, semi-empirical methods do not 
calculate energies as accurately as even low level ab initio methods and their prediction of reaction 
barriers and equilibrium constants is also poor. 
Regardless of these limitations, such methods allow the investigation of large molecules and greatly 
reduce computational times compared with ab initio methods.  They also allow for a qualitative 
prediction of infra-red frequencies and provide information on the molecular charge distribution. 
 
2.3.4 Density functional theory 
An alternative QM method to the high-level ab initio methods and the computationally inexpensive 
semi-empirical methods is density functional theory (DFT).  This type of method uses the electron 
density to calculate the total electronic energy and the overall electron distribution.  Semi-empirical 
parameters calibrated against theoretical or experimental data may also be included.   
The energy functional can be expressed as a function of the ground state density  𝜌  in the 
following way: 
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𝐸 𝜌 = 𝑇𝑛𝑖  𝜌 + 𝑉𝑛𝑒  𝜌 + 𝑉𝑒𝑒  𝜌 + ∆𝑇 𝜌 + ∆𝑉𝑒𝑒  𝜌      (2.5) 
The five terms on the right hand side are, respectively: the kinetic energy of the non-interacting 
electrons  𝑇𝑛𝑖  𝜌  , the nuclear-electron interaction of such electrons  𝑉𝑛𝑒  𝜌  , the classical electron-
electron Coulombic repulsion of these electrons  𝑉𝑒𝑒  𝜌  , the correction to the kinetic energy arising 
from the interaction between the electrons  ∆𝑇 𝜌  , and finally the combination of all non-classical 
corrections to the electron-electron repulsion energy  ∆𝑉𝑒𝑒  𝜌   (Cramer, 2004).  The sum of the 
final two functions gives the exchange-correlation energy functional  𝐸𝑥𝑐  𝜌  , the most challenging 
term to determine.  As the exact functional form of this component is not known, it must be 
approximated.  Many functional forms of 𝐸𝑥𝑐  𝜌  exist, and this is what distinguishes the different 
DFT methods. 
A popular way to express exchange and correlation effects is the use of a functional which depends 
on both the spin densities and their gradients, thus termed „gradient corrected‟ functionals (GGA).  
These are usually separated into different exchange and correlation contributions.  A common 
gradient-corrected exchange functional was developed by Becke (B) (Becke, 1988), incorporating 
an empirical parameter.  Widespread gradient-corrected correlation functionals include: the Lee-
Yang-Parr functional (LYP) (Lee et al., 1988), the Perdew 1986 correlation functional (P86) (Perdew, 
1986), and the Perdew-Wang 1991 parameter-free correlation functional (PW91) (Perdew et al., 
1996).  A combined exchange and correlation functional with no empirical parameters is that of 
Perdew-Burke-Ernzerhof (PBE) (Perdew et al., 1996).  DFT calculations are usually carried out using 
a combination of GGA functionals.  For example, a calculation involving BLYP uses Becke‟s 
exchange (B) with the correlation functional of Lee, Yang, and Parr (LYP).  
An alternative to the „pure‟ functional methods is the widely used hybrid-exchange approach, which 
combines HF and DFT methods.  The theory behind this is that HF can provide an exact means of 
treating electron exchange; consequently, the mixing of a certain percentage of exact exchange to 
GGA functionals can improve the prediction of molecular properties (Cramer, 2004; Levine, 2000).  
The most popular method of this type is B3LYP, which includes the combined GGA method BLYP, 
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three empirical parameter values, and 20% exact exchange (Becke, 1993; Lee et al., 1988; Vosko 
et al., 1980; Stephens et al., 1994).  For open-shell systems containing molecular orbitals with 
singly occupied electrons, it is common to use the unrestricted method, UB3LYP.  This method uses 
different spatial orbitals for electrons with different spins.  This result gives two separate sets of 
molecular orbitals and energies for the ∝  and 𝛽 spin electrons.  It is important to use this type of 
calculation for the correct calculation of spin densities and electron configurations in complex 
systems, such as P450 enzymes which contain a transition metal ion and can exist in a number of 
states.  In restricted calculations, the density of ∝  and 𝛽 electrons are constrained to be equal, and 
the spin density in a molecule is found to be positive everywhere except on the nodes of the open-
shell orbital, where it is found to be zero.  This is not a realistic description of molecules with 
unpaired electrons, as they can be found to have both positive and negative spin densities on the 
atoms.  In fact, the use of unrestricted methods allows the description of the different interactions 
between the paired electrons and the unpaired electrons.  For example, if there is just one unpaired 
∝  electron, the electrons with ∝  spin will have both Coulomb and exchange interactions with the 
unpaired electron while the electrons with 𝛽 spin will only have a Coulomb interaction with the 
unpaired electron.  This is the origin of the difference in energies of electrons with different spins.  
As a consequence, even the electrons that are paired exist in different spatial orbitals and are 
technically not „paired‟, giving non-zero spin densities on the atoms (Levine, 2000; Szabó and 
Oslund, 1989. 
The accuracy of DFT functionals is tested by comparing calculated results to experimental data on 
molecular properties; hence, the main drawback of DFT methods is that there is no systematic 
approach for the improvement of the approximate functional.  Nonetheless, the computational 
effort required is minor with respect to ab initio calculations, making it possible to treat systems 
with a much larger number of atoms as well as transition metals.  Indeed, DFT is currently the 
preferred QM method for carrying out model calculations on enzymes and P450-related systems, 
with B3LYP being the most popular functional chosen for such studies (Ghosh and Taylor, 2003; 
Himo and Siegbahn, 2003; Levine, 2000).  The method of choice for the present set of 
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investigations is primarily unrestricted B3LYP combined with the LANL2DZ or LACVP basis sets, 
although a number of calculations are carried out to test the validity of this combination by using a 
selection of DFT methods and basis sets. 
When studying a system, it is always important to carefully consider the methods available, the 
computational cost of each approach, and the level of accuracy required.  Semi-empirical methods 
are very computationally efficient but their poor accuracy is unlikely to be useful when performing a 
quantitative analysis on reaction energies.  At the same time, if the investigation involves a large 
system, the cost of the calculations is likely to have a greater influence on the choice of method 
than the accuracy of the results. 
 
2.3.5 Electron paramagnetic resonance and time-dependent density functional theory 
A spectroscopic technique which is useful for studying systems containing transition metals and 
species with one or more unpaired electrons is electron paramagnetic resonance (EPR) 
spectroscopy.  The principles are similar to the underlying concepts of nuclear magnetic resonance 
spectroscopy (NMR), although the spins that are excited in this case are electron spins.  A sample is 
exposed to microwave radiation at a fixed frequency while a variable magnetic field is induced.  
This causes the Zeeman effect: the electron‟s magnetic moment aligns either parallel (𝑚𝑠=-1/2) or 
antiparallel (𝑚𝑠 =+1/2) to the field.  The first alignment corresponds to the ground state as 
electrons have an opposite charge to protons, and the separation between this and the upper state 
is found to be proportional to the strength of the magnetic field.  Thus the strength of the field is 
altered until the separation between the two energy states matches the energy of the microwaves 
and the electrons can move between the two spin states.  Absorption occurs and transitions from 
the lower energy state are more likely to occur than those from the higher energy state.  This 
absorption is measured to generate EPR spectra.  A free electron has a constrant g-factor, 
𝑔𝑒=2.023. In real systems, the g-factor can change due to and its value can provide information 
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about the electronic structure of the centre with the unpaired electron.  When 𝑔 does not equal 𝑔𝑒 , 
the ratio between the spin magnetic moment and the angular momentum of the unpaired electron 
is different from the ratio in a free electron.  This implies that the electron has gained or lost 
angular momentum due to spin-orbit coupling (SOC).  This effect arises from the interaction 
between the magnetic field of the nucleus and the spin of the electron.  If there is degeneracy 
between the orbitals in which the unpaired electron can exist, the SOC averages to zero.  However, 
if degeneracy is removed, as in the d-orbitals of transition metal ions, the SOC becomes 
asymmetric so that the g-value will depend on the orientation of the complex in the magnetic field 
(𝑔⊥ and 𝑔∥).  In metals it is also common to have spin-spin coupling (SSC) as multiple spins occupy 
multiple orbitals.  The size of this interaction depends on the energies of the orbitals the electron is 
in.  The SOC and SSC contribute to the zero-field splitting (ZFS) parameter, 𝐷, which removes 
degeneracy in the in the states even in the absence of a magnetic field.   
The g-tensor and 𝐷 values can be calculated using time-dependent density functional theory (TD-
DFT), as exposure to radiation produces a time-dependent potential energy term in the Hamiltonian 
of the Schrödinger equation.  TD-DFT finds an approximate solution to the time-dependent 
Schrödinger equation, which allows the calculation of future wave functions of any state at any 
time.  It is commonly used for low-energy excitations.  Using this method, vertical excitation 
energies can be calculated, where the value of the excited state is found at the equilibrium 
geometry of the low-lying state with the same spin state.  Further details on the equations used to 
determine g-tensor and 𝐷 values is given in Chapter 6. 
 
2.4 Molecular mechanics methods 
Molecular mechanics (MM) methods differ from QM methods, as they do not deal with a wave 
function or an electron density.  The potential energy of a system is calculated by using a model, 
called a force field, made up of atoms held together by bonds.  A number of force fields have been 
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developed to describe the properties of the components in an MM system.  Each atom is assigned 
an atom type which contains information on its hybridisation state and the environment 
surrounding it.  Individual contributions to the potential energy in a force field are specified by a set 
of parameters for bond stretching, angle bending, and dihedral torsions, as well as non-bonding 
and electrostatic interactions.  MM methods can be used to study very large systems in a relatively 
inexpensive way, but they cannot be used to study processes that involve changes in the bonds of 
a system. 
Force fields currently available include: AMBER (Cornell et al., 1995), CHARMM (Brooks et al., 1983; 
MacKerell et al., 1998), GROMOS (van Gunsteren and Berendsen, 1990; van Gunsteren et al., 
1996), and UFF (Rappe et al., 1992), amongst others.  UFF is a universal force field method which 
can be generally used for a large variety of molecules including main group compounds (Casewit et 
al., 1992a), organic compounds (Casewit et al., 1992b), and metal complexes (Rappe et al., 1993).  
The AMBER force field was expressly designed for proteins and nucleic acids in condensed phase, 
containing a large variety of atom types specifically for these biological molecules, and is 
appropriate for use with all-atom as well as united-atom approaches (Yang et al., 2006).  CHARMM 
was also designed for macromolecular systems and is one of the most commonly used force field 
methods for simulating protein systems.  
 
2.4.1 Force fields 
The functional form in MM methods expresses the potential energy as a function of the nuclear 
positions, 𝑽𝑻𝑶𝑻 𝑹 ,  as in the following general equation: 
𝑽𝑻𝑶𝑻 𝑹 = 𝑽𝒔𝒕𝒓 + 𝑽𝒃𝒆𝒏𝒅 + 𝑽𝒊𝒕𝒐𝒓𝒔 + 𝑽𝒕𝒐𝒓𝒔 + 𝑽𝒄𝒓𝒐𝒔𝒔 + 𝑽𝒗𝒅𝑾 + 𝑽𝒆𝒔     (2.6) 
The components that make up the total energy are those due to: bond stretching (𝑽𝒔𝒕𝒓), angle-
bending (𝑽𝒃𝒆𝒏𝒅), improper torsion (𝑽𝒊𝒕𝒐𝒓𝒔), rotation about bonds (𝑽𝒕𝒐𝒓𝒔), interactions between the 
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various motions ( 𝑽𝒄𝒓𝒐𝒔𝒔 ), as well as non-bonding van der Waals interactions ( 𝑽𝒗𝒅𝑾 ) and 
electrostatic interactions (𝑽𝒆𝒔 ).  This is just a general equation, and different force fields may 
contain slight variations in the expressions used for each term.  Within each force field, parameters 
for atom types are taken from experiment or calculated using ab initio methods.  As atom types are 
parameterised using small molecules, such as peptides, and subsequently applied to much larger 
systems, there will inevitably be some discrepancy with the unique environment found in the real 
system. 
Bond stretching and angle bending are described according to a harmonic approximation of Hooke‟s 
law, with energy depending on force constants (𝑘𝑟 , 𝑘𝜃 ) and the deviation from the equilibrium 
value of the (𝑒𝑞) bond length (𝑟) or angle (𝜃).  Common expressions for these terms are given in 
Equations 2.7 and 2.8, and they include the sum of the stretching and bending between each bond 
in the entire molecule.  The force constants and equilibrium length and angle depend on the atom 
types of the atoms involved in the bond. 
𝑉𝑠𝑡𝑟 =  𝑘𝑟 𝑟 − 𝑟𝑒𝑞  
2
𝑏𝑜𝑛𝑑𝑠      (2.7) 
𝑉𝑏𝑒𝑛𝑑 =  𝑘𝜃 𝜃 − 𝜃𝑒𝑞  
2
𝑎𝑛𝑔𝑙𝑒𝑠      (2.8) 
When looking at torsions, four atoms linked in a sequence (𝑖, 𝑗, 𝑘, 𝑙) are considered.  The proper 
dihedral angle is defined as that between the bond 𝑖𝑗 and 𝑘𝑙 in relation to the plane bisecting the 𝑗𝑘 
bond.  A conventional form of the torsion potential is given by Equation 2.9.  
𝑉𝑡𝑜𝑟𝑠 =  
𝑘𝜔
2𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠
 1 + 𝑐𝑜𝑠 𝑛𝜙 − 𝛾       (2.9) 
In this equation 𝑘𝜔  defines the height of the torsion energy barrier, n  is the periodicity of the 
torsion potential, and   is the phase factor which determines the potential passes through its 
minimum value.   
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The inversion term, is different from a dihedral as it is an improper torsion on any atom (𝑖) bonded 
to exactly three other atoms (𝑗, 𝑘, 𝑙) which depends on two planes: 𝑖𝑗𝑘 and 𝑗𝑘𝑙.  This angle can be 
calculated using a similar equation to Equation 2.9. 
The final two terms are the most demanding to calculate, and they determine the external non-
bonded interactions.  Van der Waals (VDW) interactions are included for all possible interactions 
between atoms that are at least three atoms apart.  The Lennard-Jones 6-12 potential is used to 
calculate these interactions at a distance 𝑅 between the two atoms by including attractive London 
dispersion forces (𝐴) and repulsive (𝐵) forces calculated. (Equation 2.10)   
𝑉𝑣𝑑𝑊 =   
𝐴𝑖𝑙
𝑅𝑖𝑙
12 −
𝐵𝑖𝑙
𝑅𝑖𝑙
6        (2.10) 
In a similar way to van der Waals interactions, the electrostatic term is usually taken for all 
interactions between atoms at least three atoms apart in a bonded sequence.  These are calculated 
between atom-centred partial charges (𝑞𝑖, 𝑞𝑙) at a distance 𝑅  from each other including a dielectric 
constant ( 𝜀 ) which accounts for the electrostatic shielding effect of a non-explicit medium. 
(Equation 2.11)   
𝑉𝑒𝑠 =  
𝑞𝑖𝑞𝑙
𝜀𝑅𝑖𝑙
     (2.11) 
When an explicit solvent is used in AMBER, 𝜀 = 1.0.   It is common to introduce a non-bonded cut-
off distance so that interactions between atoms with interatomic distances greater than the cut-off 
are neglected.  This is because of the computational cost of calculating all non-bonded interactions. 
In the present project, the AMBER ff94 (Cornell et al., 1995; Weiner et al., 1984) force field was 
used for molecular dynamics simulations within the AMBER9 as well as preliminary energy 
minimisations using the Molecular Operating Environment (MOE) software package (MOE2005.06).  
UFF was selected as the MM force field for QM/MM calculations within the ONIOM (Vreven et al., 
2006) framework in G03. 
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2.4.2 Derivation of parameters in AMBER9 
Heme and dimethyl sulphide (DMS) are non standard residues in AMBER9; hence, in order to 
include these molecules within the MM framework, the determination of atom types and charges 
was necessary.  Parameters for heme have recently been calculated by Oda et al, and complete 
data for this residue was found in the Amber Parameter Database (Oda et al., 2005).  
Parameter files for DMS were empirically calculated using the ANTECHAMBER program within 
AMBER9.  Atom types are described in Table 2.1.  Charges for DMS were determined by geometry 
optimised the molecule in the gas phase using B3LYP/6-31G(d) level of theory in G03, as is 
consistent with parameterisation of the GAFF (Wang et al., 2004) force field.  The minimum energy 
structure was confirmed using frequency analysis.  The keyword „pop=mk‟ was used to produce 
atomic charges fitted to the molecular electrostatic potential (ESP) around the van der Waals 
spheres around the atoms using the Merz-Singh-Kollman scheme (Singh and Kollman, 1984).  The 
density of grid points used to determine the charges at each layer can be altered within G03.  The 
maximum possible density was set using the keyword „IOp(6/42=6)‟.  The potential points and 
potentials were written into the output file using „IOp(6/33=2)‟ in the input.  ESP charges for the 
DMS molecule are show in Figure 2.3.   
Table 2.1 GAFF atom types and descriptions for the dimethyl sulphide molecule 
Atom GAFF atom type description 
S ss sp3 sulphur 
C c3 sp3 carbon 
H h1 
hydrogen on aliphatic carbon with one electron 
withdrawing group 
68 
 
 
2.4.3 Solvent environment 
It is essential to have an accurate representation of the solvent environment in order to study an 
enzyme.  Both explicit and implicit solvent models exist.  In this study, a popular explicit model for 
including water molecules was employed: the TIP3P potential function (Jorgensen et al., 1983).  
This model uses three interaction sites for each water molecule: two positive partial charges are 
located on the hydrogen atoms, with an equal but opposite charge on the oxygen atom to cancel 
these charges.  VDW interactions between water molecules are calculated using a single point 
located on the oxygen atom using a Lennard-Jones function (Jorgensen et al., 1983; Leach, 2001). 
It is a common procedure to use periodic boundary conditions (PBC) in order to include a relatively 
small number of water molecules while still simulating a bulk fluid situation.  A solvent box with PBC 
is also used to prevent surface solvent from evaporating into vacuum.  The model is built by 
duplicating the solvent box containing the enzymes in three dimensions, giving a periodic array.  
When a molecule leaves a periodic box, it re-enters it from the opposite side.  It is essential to note 
that PBC limits the non-bonding cut-off limits to half of the shortest side of the box. 
 
Figure 2.3 Dimethyl sulphide molecule showing EPS atomic charges 
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2.4.4 Molecular dynamics simulation 
Most of the methods mentioned so far are commonly used for the characterisation of a molecule at 
its stationary points.  There are instances in which the purpose of a study is not to find a minimum 
energy structure, but to attain information on the conformational properties of a system and their 
evolution through time.  Molecular dynamics (MD) simulations are used to generate configurations 
of a system through time by integrating Newton‟s laws of motion.  In this way, information on the 
position and velocity of particles and their variation through time is achieved.  Newton‟s second law 
of motion describes the relationship between force (𝐹𝑖 ), mass (𝑚𝑖 ) and acceleration (𝑎𝑖 ) of a 
particle 𝑖. 
𝐹𝑖 = 𝑚𝑖𝑎𝑖     (2.12) 
The force in this case can be expressed as the change in potential energy (𝑈) with the position (𝑟𝑖) 
of the particle. 
𝐹𝑖 =
𝜕𝑈
𝜕𝑟𝑖
     (2.13) 
At the same time the acceleration is given by the second derivative of position with respect to time 
(𝑡). 
𝑎𝑖 =
𝜕2𝑟𝑖
𝜕𝑡2
     (2.14) 
By combining the above equations, the following expression can be obtained: 
−
𝜕𝑈
𝜕𝑥𝑖
= 𝑚𝑖
𝜕2𝑟𝑖
𝜕𝑡2
     (2.15) 
The velocity (𝑣𝑖) is given by the rate of change of position with respect to time. 
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𝑣𝑖 =
𝜕𝑟𝑖
𝜕𝑡
     (2.16) 
The velocity can also be expressed with respect to initial velocity (𝑣0). 
𝑣𝑖 = 𝑎𝑖𝑡 + 𝑣0     (2.17) 
From the above equations, the initial position and velocity can be used to calculate positions and 
velocities at a time 𝑡 + 𝛿𝑡, where 𝛿𝑡 is the time step and force is assumed to be constant during the 
time step.  At the new position, the forces on the new position are determined in order to to 
calculate new positions and velocities at the next time interval.  Positions and dynamic properties 
can be expressed by using a Taylor series expansion (Leach, 2001).  Many methods exist for 
integrating the equation of motion, but the Verlet algorithm (Verlet, 1967) is the most commonly 
used.  The AMBER9 package uses a modified version of this, the Verlet leap-frog scheme where the 
positions and velocities are estimated using a half-step, with velocities at a half time-step in the 
future being calculated from velocities a half time-step in the past and the acceleration at time 𝑡. 
𝑟 𝑡 + 𝛿𝑡 = 𝑟 𝑡 + 𝛿𝑡𝑣 𝑡 + 1
2
𝛿𝑡      (2.18) 
𝑣 𝑡 + 1
2
𝛿𝑡 = 𝑣 𝑡 − 1
2
𝛿𝑡 + 𝛿𝑡𝑎 𝑡      (2.19) 
This algorithm explicitly includes velocities, which is an advantage over the original Verlet algorithm 
as this allows the calculation of the kinetic energy of the system (Leach, 2001).  The kinetic energy 
can then be used to test for total energy conservation in order to verify that a system is 
equilibrated during an MD simulation. 
The choice of an appropriate time step is crucial to an effective MD simulation.  It should be as 
large as possible to explore a greater amount of phase space whilst not being large enough to lead 
to instabilities due to atoms approaching each other too closely.  In fact, it is usual for the time 
step to be around 1 fs, one order of magnitude smaller than the vibrations of the highest frequency.  
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These high frequency oscillations usually involve hydrogen atoms, with a typical C-H bond 
frequency being around 10 fs.  In the present study a larger time step was used (2 fs) by including 
an algorithm called SHAKE (Ryckaert et al., 1977), which applies constraints on high frequency 
motions.  All bonds involving hydrogen atoms are thus constrained.  
All MD simulations for these investigations were carried out using constant temperature and 
pressure (NPT) conditions.  In MD simulations of P450BM3, a 15 Å truncated octahedron shaped box 
with TIP3P solvent molecules was used with periodic boundary conditions and a non-bonding cut-
off distance of 9 Å.  Sodium counter ions were added to neutralise the negative charge of the 
system. 
There are three stages to a simulation of this type: (i) a relaxation of the system, (ii) a heating 
stage, (iii) and the actual molecular dynamic simulation.  The system was first energy minimised 
using a restraint on the solute and bound water in order to allow the solvent water molecules to 
equilibrate around the enzyme and prevent „vacuum‟ holes from developing.  A full energy 
minimisation without restraints was also carried out to completely relax the system.  The system 
was then heated from 0 K to 300 K whilst using a weak restraint on the solute to prevent it from 
fluctuating too much from its initial position.  The self-guided Langevin temperature equilibration 
scheme (Wu and Brooks, 2003) was used for maintaining and equalising the temperature during 
the simulation.  This algorithm is effective in extensive searching of conformation space.  After the 
heating stage, a MD simulation was started using an initial restraint, which was gradually released 
during the simulation, which lasted a total of 400 ps.   
The successful equilibration of the system was verified by analysing the variation of the following 
properties of the system during the trajectory: potential energy, kinetic energy, total energy, 
temperature, and root mean square deviations (RMSDs).  Equilibration is achieved when the values 
for these variables remain approximately constant through time during the unrestrained MD 
simulation.  RMSD measures the difference in the atomic positions between two structures, typically 
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the reference structure used might be the initial structure of the average structure of the trajectory 
being analysed.  An RMSD value below 3 Å for the backbone atoms is found to be reasonable. 
 
2.5 Combined quantum mechanical and molecular mechanics methods 
The study of bond breaking and bond forming is at the heart of enzymatic investigations, even 
when such an event is not the rate-limiting step; therefore, in order to examine these steps it is of 
utmost importance to use QM methods that can predict structure and energetics precisely.  This 
implies that MM methods are not suitable for this type of investigation.  Due to their accuracy, high-
level ab initio quantum methods or DFT methods are preferred when studying any type of reaction.  
The main difficulty is that QM calculations are only computationally possible for systems of 
relatively few atoms: for enzyme reactions such studies would consist of over-simplified model 
systems consisting of only a tiny proportion of the atoms present in the real interaction.  This 
neglect of large regions of an enzyme can lead to serious quantitative errors in the prediction of 
structure, non-bonded interactions, and electrostatics.  It follows that in order to render it 
computationally possible to treat an entire enzyme-substrate complex, the problem must be 
simplified. 
A more suitable representation of enzyme reactions in a condensed-phase environment is 
accomplished by utilising a hybrid approach.  So far, the most promising theoretical method 
developed for such purposes is the combined quantum mechanical and molecular mechanical 
(QM/MM) approach, which combines the quantum and classical approaches in a computationally 
viable way.  This idea was first developed by Warshel and Levitt in 1976 (Warshel and Levitt, 1976), 
and later improved for application to general systems as well as the study of enzyme-catalysed 
reactions. 
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The general principle is to partition the 
chemical system into a small QM region 
which includes the active site where the 
crucial chemical event is taking place, and 
the rest of the system, which is treated 
using MM to represent the environment 
surrounding the reaction.  
The total energy of the system (𝐸𝑇𝑂𝑇 ) is 
expressed as the addition of the energy of 
the MM region (𝐸𝑀𝑀), the QM region (𝐸𝑄𝑀) 
and the coupling term ( 𝐸𝑄𝑀/𝑀𝑀 ), which 
includes electrostatic and van der Waals interactions between the atoms in the quantum and 
classical regions:  
𝐸𝑇𝑂𝑇 = 𝐸𝑄𝑀 + 𝐸𝑀𝑀 + 𝐸𝑄𝑀/𝑀𝑀     (2.20) 
The hybrid approach which is implemented in the G03 package is the ONIOM scheme developed by 
Morokuma‟s group (Vreven et al., 2006).  This method facilitates the implementation of the hybrid 
approach on a system within a single software package.  A molecule is easily partitioned into 
multiple layers using different levels of QM or MM theory.  In this scheme three independent 
calculations are performed.  The first, on the entire system, called the real system, is computed 
using MM, while the inner layer (the model system) is treated using both QM and MM levels of 
theory.  The total energy of the system is then described as the MM energy of the model system 
subtracted from the sum of the MM energy of the real system and the QM energy of the model 
system. (Figure 2.4)  
𝐸𝑡𝑜𝑡
𝑂𝑁𝐼𝑂𝑀 = 𝐸𝑟𝑒𝑎𝑙
𝑀𝑀 + 𝐸𝑚𝑜𝑑𝑒𝑙
𝑄𝑀 − 𝐸𝑚𝑜𝑑𝑒𝑙
𝑀𝑀      (2.21) 
MM region 
QM 
region 
Figure 2.4 The inner QM region and outer MM 
regions of the QM/MM approach. 
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The approach used to characterise stationary points on the QM/MM PES is similar to that used for 
geometry optimisation procedures using QM methods.  It is common for the algorithm to freeze the 
atoms in one region while optimising the other region and alternating the optimisation of the QM 
and MM region until the energies converge for both. 
The major challenges when setting up this type of hybrid calculation are the calibration of the 
interaction between the QM and MM region and the description of the boundary between these.  
The representation of the interaction energy depends on the choice of the force field, the 
parameters used to describe the van der Waals contribution, and the way the classical part 
polarises the QM part (Lin and Truhlar, 2007; Monard et al., 2003). 
As far as the boundary region is concerned, a full valency must be satisfied in the QM part for the 
electronic distribution to be computed.  The traditional approach is to add a “link atom”, usually 
hydrogen, to the atoms at the boundary of the QM and MM regions (Singh and Kollman, 1986). 
(Figure 2.5)  This is a straightforward approach, but it can add extra degrees of freedom in the 
system and cause numerical problems in the calculation of forces.  The extra degrees of freedom 
may be removed by placing the link-atom along the axis connecting the two bonded atoms in the 
QM and MM region.  It is recommended for use when the charge of the MM part at the frontier is 
small (Reuter et al., 2000).  The link-atom method is widely used and is also implemented within 
the ONIOM method in G03.  Other methods for treating this problem are the local self-consistent 
field approach (LSCF) (Thery et al., 1994) and the generalised hybrid orbital (GHO) approach (Gao 
et al., 1998). (Figure 2.6)  In the first, a single localised orbital with a pre-determined density is 
Figure 2.5 The link atom 
approach. On the left, a 
QM region is selected in 
red. On the right, 
hydrogen link atoms for 
the QM region (red) and 
the MM region (blue) are 
shown 
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Figure 2.6 Schematic representation 
of GHO approach (top) and LSCF 
approach (bottom).  
used to satisfy the valency of the QM boundary atom.  
The second method is a further extension to this, in 
which an 𝑠𝑝3  carbon is chosen as a boundary atom 
for both QM and MM regions, and is described by four 
hybrid orbitals, one of which participates in the QM 
calculation, while the other three generate an MM 
potential for the boundary atom. 
The treatment of the coupling between the two 
regions can be modelled in different ways.  The most 
important aspect of this coupling is the electrostatic 
interaction and in general QM/MM schemes this can 
be divided into two categories: methods incorporating 
mechanical embedding (ME), and those using electrostatic embedding (EE).  In the first type, the 
energy of the inner layer is calculated using QM methods in the absence of the outer layer while 
the interactions between the two regions are treated using MM methods.  This is the standard type 
of embedding included in the ONIOM scheme.  The shortcoming of this approach is that accurate 
MM parameters are required for all atom-centred point charges in the entire system.  The changes 
in the charge distribution during the reaction should also be accounted for to avoid errors (Lin and 
Truhlar, 2007).   
In EE, the interactions between the QM and MM charges are incorporated into the Hamiltonian of 
the QM calculation.  The advantages of EE are that electrostatic MM parameters for the atoms in 
the inner region are not needed and that the changes in the electronic structure of the inner region 
reflect the changing charge distribution in the outer region during the optimisation procedure.  At 
the same time, the drawbacks are the increased computational effort required to include the 
additional interactions into the Hamiltonian and the need to construct an appropriate representation 
for the charge distribution in the outer region (Lin and Truhlar, 2007).  It is also difficult to decide 
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whether it is always appropriate to used charges parameterised with an MM framework in the 
context of the QM Hamiltonian (Sherwood et al., 1997).  The ONIOM method has been improved in 
recent years in order to allow the flexibility of including the effects of EE embedding (Vreven and 
Morokuma, 2003; Vreven et al., 2003). 
Another problem that arises from both sets of embedding schemes is the choice of parameters to 
use for the classical description of the system, as the atom types might change during the course of 
a chemical reaction.  It is generally best to choose one set of parameters and closely monitor 
whether any excessive errors are introduced by the choice of parameters (Lin and Truhlar, 2007). 
Combined QM/MM methods are a powerful tool to investigate enzyme reactions and improvements 
are constantly being made to reduce the problems of the interactions between QM and MM parts as 
well as the cutting of covalent bonds.  They are already useful for the optimisation of structures 
and to calculate free-energy differences such as activation energies in addition to tunnelling effects 
and zero-point corrections.  Hybrid approaches are often used to assess the effects of the 
surrounding environment on the active site of a catalytic reaction, by comparing results to data 
obtained from QM gas-phase calculations.  The other advantage is that this method allows 
molecular dynamics and Monte Carlo simulations, conformational searches and reactions pathway 
calculations.  These solutions, as well as the application of QM/MM methods to enzyme systems 
have been reviewed in several articles (Field et al., 1990; Friesner and Guallar, 2005; Gao and 
Truhlar, 2002; Lin and Truhlar, 2007; Monard et al., 2003; Mulholland, 2005).  As discussed above, 
the method can introduce a number of undesired artefacts into a calculation.  Consequently, any 
QM/MM calculation must be validated against experiment or model calculations in order to assess 
that no unacceptably large errors are introduced by the hybrid approach. 
In the present study the ONIOM scheme has been used to study P450 enzyme systems using DFT 
for the QM region and UFF for the MM region, with link atoms between the two regions.  A 
molecular embedding scheme was employed, using the QEq (Rappe and Goddard, 1991) approach 
to calculate charge distribution.  This is a geometry dependent method for computing charges.  
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Test calculations were performed including the electrostatic embedding and found to give very 
similar results to calculations which disregarded such effects. (Chapter 6)  As a consequence of this 
and the extra computational cost of including EE, only ME was included for most calculations in this 
project.  The validity of two ONIOM models designed in Chapter 3 was tested against experimental 
and computational data before applying these to investigations in Chapters 4-6. 
 
2.6 Model systems for QM and QM/MM investigations 
In the following investigations, three different models were used to study the P450 enzymes 
P450cam and P450BM3.  The first is a simple gas-phase density functional theory (DFT) model of the 
active site, while the others are: a truncated protein model of P450cam and a fully solvated P450BM3 
enzyme, both treated with a combined quantum mechanical molecular mechanics (QM/MM) method.  
These systems are described below. 
 
2.6.1 Model 1 
Model 1 is a simple gas-phase model comprising the iron atom, the porphyrin ring without heme 
side chains, and SH in place of the Cys residue bound to Fe.  In the case of the water-bound 
resting state structure, the water ligand is also included, while substrate-bound models include a 
dimethyl sulphide (DMS) molecule.  This general structure for Model 1 is depicted in Figure 2.7. 
The starting structure for the DFT study of cytochrome P450s was taken from a pentacoordinated 
resting state structure similar to one used in previous studies (de Visser et al., 2003; Shaik et al., 
2005).  The starting structure for the water-bound resting state was taken from the QM region of 
the optimised species in P450cam Model 2 (Chapter 3).  
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Geometry optimisation procedures were carried out in Jaguar 7.0 (Schrödinger, 2007) using the 
unrestricted open-shell version of the hybrid density functional UB3LYP.  The basis set used for this 
model was LACVP (Hay and Wadt, 1985a, b) (basis set B1).  A single point calculation was carried 
out at the higher basis set depending on the investigation: either LACV3P+* or LACV3P++**.  The 
LACV3P+* basis set (basis set B3) includes highly diffuse functions and well as polarisation 
functions.  It describes first-row elements using the 6-311+G* basis set.  The * adds polarisation 
functions to all heavy atoms, while + adds one set of diffuse s- and p-type functions on each heavy 
atom.  Basis set LACV3P++** (basis set B4) adds even more diffusion and polarisation effects in 
order to account for negative charges on molecules.  This has the same basis as the previous basis 
set, with the addition of polarisation functions (**) and diffuse functions (++) to hydrogen atoms 
as well as first row atoms. 
In all cases, vibrational frequency calculations were carried out at the same level of theory using 
G03 to confirm minima were found. 
 
 
 
Figure 2.7 Diagram of Model 1. 
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2.6.2 Model 2 
Model 2 is a QM/MM model of P450cam in which part of the protein has been truncated in order to 
include only the amino acids closest to the active site.  This is the model depicted in Figure 2.8.  
The starting structure for this system was a substrate-bound form of P450cam (PDB code 1DZ4) 
(Schlichting et al., 2000).   
 To create the model system, a 10 Å radius of atoms around the Fe atom was selected, and all 
residues with at least one atom within this radius were included in the model.  Residues located 
further away, which were considered to be important in the catalytic cycle, were also added to the 
model.  The following is a list of all the residues included in Model 2: Tyr75, Pro86, Phe87, Tyr96, 
Phe98, Pro100, Thr101, Gln108, Arg112, Val119, Leu244, Leu245, Val247, Gly248, Gly249, Asp251, Thr252, Val253, 
Phe256, Leu289, Leu294, Val295, Asp297, Arg299, Gln322, Thr349, Phe350, Gly351, Ser354, His355, Leu356, Cys357, 
Leu358, Gly359, Gln360, Leu362, Ala363, Glu366, and Ile367.  The camphor substrate was removed from 
the PDB and missing hydrogen atoms were added to the system.   
Figure 2.8 Diagram of Model 2, CpdI. The QM region is depicted as a ball and stick model.  The 
protein backbone is shown as a green ribbon and residues as green sticks. 
Asp251 
Thr252 
Phe87 
Gln360 
Cys357 
Gly359 
Glu366 
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All intermediates studied were based on this model, with a few atomic alterations depending on the 
species modelled, so that the QM region size was comparable with that of Model 1.  For the 
resting state, a water molecule was added as the distal ligand along with 5 other water molecules.  
The total number of atoms in the system was 777 with a charge of +2.  To model the reactive 
species Compound 0 (Cpd0) and Compound I (CpdI), the substrate molecule DMS was added, 
and the distal groups OOH- and O were added, respectively.  The Cpd0 system comprised 780 
atoms with a total charge of +1, while 769 were included in CpdI, giving an overall charge of +2.   
All alpha-carbon atoms in the amino acid residues of the MM region were frozen to prevent the 
enzyme from undergoing unnatural changes in conformation or indeed unfolding during the 
optimisation procedures. 
QM/MM calculations were performed in G03 using the UB3LYP/UFF method.  The geometries of all 
species were fully optimised to minimum energy structures without using symmetry constraints.  
The basis set used in the investigation was LANL2DZ (basis set B1).  Subsequently, full geometry 
optimisations were also carried out with a larger basis set: LACVP** (basis set B2).  This basis set 
adds polarisation functions to first row atoms and hydrogen.  In all cases, each species was 
confirmed as a minimum energy structure using frequency analysis. 
 
2.6.3 Model 3 
Model 3 is a QM/MM model of P450BM3, which includes the entire enzyme as well as a layer of 
solvent water.  A picture of Model 3 is shown in Figure 2.9.  The X-ray crystal structure used in 
this investigation was palmitoylglycine-bound P450BM3 (PDB code: 1JPZ) (Haines et al., 2001).  
Proton assignments for histidine residues were as follows: all histidine residues were doubly 
protonated, except for His66, His123, His210, His287, which were protonated on the ND1 atom 
only, and His397, which was protonated on the NE2 atom only. 
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A DMS molecule was added as a substrate, while carefully avoiding steric clashes with the binding 
pocket.  Hydrogen atoms were added to the heme and DMS molecule only and these were energy 
minimised with nearby water molecules in MOE2005.06 using AMBER99 force field (Wang et al., 
2000) (to 0.001 gradient) whilst keeping the rest of the system fixed.  Parameters for the DMS 
substrate were generated using AMBER9 software as described in section 2.4.2, while heme 
parameters were found in the Amber Parameter Database.  As DMS parameters were generated in 
AMBER9 using the GAFF force field (Section 2.4.2), it was used in combination with the AMBER 
FF94 force field for MD simulations of Model 3. 
The system was solvated with TIP3P solvent molecules with a total of approximately 52,000 atoms 
and a net charge of -9. The procedure for the MD run is described in section 2.4.4.  Random 
snapshots from the unrestrained MD run were selected as a starting point for QM/MM calculations.  
The entire protein was included in the QM/MM calculation as well as a 5 Å layer of water around 
the surface of the protein.  All other water molecules and the Na+ counter ions added by AMBER9 
Figure 2.9 Diagram of Model 3, CpdI. The QM region is depicted as a ball and stick 
model.  The protein backbone is shown as an orange ribbon and side chains as orange 
sticks. 
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were removed, as G03 has a limit of 20,000 atoms as well as a limit on the total number of basis 
functions that can be included in a calculation. 
The QM region included the same atoms as in Model 2.  The geometries of all species were fully 
optimised to minimum energy structures without using symmetry constraints using UB3LYP/UFF, 
with basis set B1.  No atoms were fixed for calculations using this model.  Some structures were 
characterised further using basis sets B2 and/or B3. 
Each species was confirmed as a minimum energy structure using frequency analysis. Due to the 
amount of memory required for the diagonalisation of the full Hessian matrix for a system of this 
magnitude and the restriction on the maximum number of basis functions allowed, these jobs could 
not be carried out using the full Model 3 system.  Frequency analysis was performed using 
UB3LYP/LANL2DZ by diagonilising the Hessian matrix of the QM atoms only, as done in previous 
studies (Freindorf et al., 2006; Nonella et al., 2003).  This was done by removing the MM region 
entirely from the optimised Model 3 structures, and replacing atoms from broken bonds with 
hydrogen atoms. 
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CHAPTER 3. 
DEVELOPING A SYSTEM SETUP FOR THE  
QM/MM STUDY OF P450 ENZYMES 
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3.1 Preface 
This chapter describes the approach that was taken to develop a hybrid QM/MM methodology for 
the study of P450 enzymes using a single software package for the geometry optimisation of the 
entire system.  Two protocols were designed using different system sizes and the reliability of these 
set-ups was benchmarked against existing experimental and theoretical data in order to assess the 
suitability of their use for further studies. 
 
3.2 Introduction 
There has been steady progress in the knowledge of P450 enzymes due to advances in 
computational and experimental technology; however, there are still many undefined aspects of the 
catalytic cycle of P450s and of the mechanisms through which substrates are oxidised.  As shown 
by extensive theoretical studies on P450cam, QM/MM calculations are most valuable when 
investigating these enzyme systems because of the importance of the inclusion of key residues as 
well as the surrounding protein environment for the attainment of accurate results (Loew and 
Harris, 2000; Shaik et al., 2010a; Shaik et al., 2005; Zheng et al., 2007). 
Disagreements on the factors affecting the hydrogen abstraction mechanism in P450-catalysed 
hydroxylation have emphasised the importance of the choice of a number of variables when 
carrying out QM/MM calculations: the size of the QM region, the choice of functionals and basis set, 
and the correct assignment of protonation states on key residues (Altun et al., 2006a; Altun et al., 
2006b; Zurek et al., 2006).  Consequently, the starting point for any computational investigation of 
a large biological system is to develop an appropriate protocol for the analysis of such a complex 
structure.  It is vital to show that reproducible and consistent results can be obtained using the 
chosen method.  For this reason, the study will begin with a series of benchmark calculations which 
will reproduce computational and experimental results of several intermediates in the catalytic cycle 
of P450cam.  First of all, a truncated QM/MM model (Model 2) of P450cam is used.  Once the 
parameters that produce the most accurate results are established, the protocol is enhanced to 
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include a full P450 enzyme (Model 3).  This larger model is then tested on the same intermediate 
species from the catalytic cycle and it is later used in investigations of P450BM3 carried out in the 
following chapters. 
A brief overview of the catalytic cycle can be found in Chapter 1 along with Figure 1.8.  The key 
intermediates that will be taken into consideration for the preliminary benchmarking calculations on 
Model 2 are: the water-bound resting state (A), Compound 0 (Cpd0), and Compound I (CpdI).  
Extensive theoretical studies on all three of these species have already been published by a number 
of groups and several subtle differences have been found as a result of variations in computational 
setups. 
The resting state is by far the most studied of the three, as it has also been thoroughly analysed by 
experimental methods (Goldfarb et al., 1996; Sharrock et al., 1976; Thomann et al., 1995; Tsai et 
al., 1970).  A large number of gas-phase DFT (Filatov et al., 1999b; Green, 1998; Groenhof et al., 
2005; Loew and Harris, 2000) and detailed QM/MM (Altun and Thiel, 2005; Guallar and Friesner, 
2004; Schöneboom and Thiel, 2004) investigations have been carried out to examine this system in 
more detail and determine which variables have the greatest effect on its properties.  The energy 
of the three spin states was found to depend on the functionals and basis sets employed in the 
calculations, with the relative stability changing considerably with the treatment of exchange 
interactions (Altun and Thiel, 2005).  Calculations performed with exact exchange (ROHF) result in 
a sextet ground state; however, pure density functionals with no exact exchange (e.g. BP86 (Becke, 
1988; Perdew, 1986) or BLYP (Becke, 1988; Lee et al., 1988) tend to overestimate the stability of 
the low-spin state.  The hybrid functional B3LYP (Becke, 1993; Lee et al., 1988) favours the doublet 
but artificially lowers the energy of the sextet state and yields small energy separations between 
the states.  It is considered an acceptable functional to employ in the case of enzymes containing 
metal centres.  A correct prediction of the ground state was found to be dependent on the sulphur-
character in the wave function of the species, which was found to increase with increasing size of 
the basis set used to describe the system (Altun and Thiel, 2005).  The geometry of A is affected 
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by environmental factors, as the addition of the protein around the active site favours the formation 
of a water cluster around the ligated water molecule, giving the correct „upright‟ configuration 
compared to the „tilted‟ one achieved through gas-phase studies.  In addition, the enzyme 
environment stabilises the quartet state, weakens the Fe-S bond and shortens the Fe-O bond to the 
water ligand.  These results highlight the influence of protein/solvent, the importance of the choice 
of method and basis set used in calculations, as well as the advantages of using a QM/MM 
approach.  
Unlike the resting state, CpdI of P450 enzymes has not been characterised experimentally due its 
short-lived nature: consequently, its electronic nature is uncertain and the geometry found through 
computational studies cannot be confirmed.  Nonetheless, it has been studied computationally by a 
number of groups using both DFT (Filatov et al., 1999a, b; Kamachi and Yoshizawa, 2003; Ogliaro 
et al., 2000b) and QM/MM methodologies (Altun et al., 2007; Guallar and Friesner, 2004; Harvey et 
al., 2006; Schöneboom et al., 2002).  Several studies have concentrated on determining the most 
appropriate QM region, concluding that, although it is generally thought that a large QM region 
minimises problems around the QM/MM boundary, it is not always the best choice.  Geometry 
optimisations repeated with various sizes of the cysteinate ligand, ranging from SH- to CysS- 
showed that the smallest ligand (SH-) is the best mimic for use with CpdI as it is less of an electron 
donor in comparison to larger ligands (Filatov et al., 1999b; Ogliaro et al., 2000b).  Another 
example is the increase of the QM region to include the heme side chains: incorporating the 
negatively charged propionate side chains can lead to problems with spin density migration onto 
these groups unless they are screened appropriately (Altun et al., 2006b; Schöneboom et al., 2004). 
Several differences may be noted in the results obtained from gas-phase and hybrid QM/MM 
investigations.  QM studies (both ab initio and DFT) display considerable conformational freedom to 
the angle between Fe, S, and the third atom (hydrogen or carbon depending on the QM region); 
however, this angle is found to change very little in QM/MM calculations.  The hybrid approach also 
reveals that CpdI is a porphyrin-centred radical in the protein environment, as found by 
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experimental results which show CpdI to be “green” in the UV-visible spectrum (Rutter et al., 
1984).  Other enzymes with CpdI species and a thiolate ligand have also been found to produce a 
„green‟ colour in the UV-visible spectrum.  Thus, when the protein environment is included, some of 
the spin density is shifted away from the sulphur ligand compared to a situation in which the 
protein environment is absent.  The conclusion is that the electronic structure of CpdI varies with 
small changes in the surroundings of the protein pocket, such as polarisation and hydrogen 
bonding between the sulphur atom and NH groups, making it a “chameleon” species (Schöneboom 
et al., 2002).  Comparable investigations on mammalian P450s (P4502C9, P4503A4, and P4502B4) have 
also yielded similar results (Harvey et al., 2006).  These studies have demonstrated that 
calculations which employ truncated models or systems in the gas-phase are not adequate enough 
to resolve specific dilemmas, and that in some cases there is a need for more realistic models. 
One of the main objectives is to use a common system set-up which can be applied to the 
characterisation of all reaction intermediates as well as the study of reaction mechanisms using a 
single software package.  Gaussian03 (Frisch, 2004) (G03) is widely available and can perform 
QM/MM calculations on large biological systems without the need to employ other software.  This 
simplifies the protocol for QM/MM optimisations, as P450s are often studied using a combination of 
computer programs that perform QM and MM calculations separately and interact together to give a 
final QM/MM answer (Altun et al., 2006a; Schöneboom et al., 2002; Zheng et al., 2006).  This 
means that even someone who is unfamiliar with the QM/MM approach can perform these 
calculations in a simple, computationally efficient, and accurate manner without the need to learn 
how to use a number of different computer programs.   
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3.3 Developing the QM/MM protocols 
3.3.1 Model 2  
After careful consideration of previous studies and the factors affecting the accuracy of 
computational calculations, the first attempts were made to design an appropriate methodology for 
the study of P450 enzymes.  A QM/MM approach was selected which would include at least part of 
the protein environment surrounding the active species.  The reasoning behind this is that amino 
acid residues in the MM region may not take an active part in enzymatic reaction, but their 
contribution is vital in a number of ways.  First of all, the protein provides an electrostatic field and 
a hydrogen bonding network that influences the reaction.  It also adds steric constraints and van 
der Waals contacts which can have an effect on calculations (Ortiz de Montellano, 2004). 
Within the QM/MM framework, DFT was determined to be the most suitable QM method for this 
investigation.  DFT methods may not be as accurate as high-level ab initio methods such as 
CCSD(T), but they can be employed to study systems of 100 or more atoms in a reasonable time-
frame at an acceptable accuracy for P450 species.  
Several functional methods are regarded as appropriate for the study of enzymes.  Some such 
functional are pure functional with gradient correction of the electron density, for instance: BP86, 
BLYP, or BPW91 (Perdew and Wang, 1992).  Better still are methods called hybrid density 
functionals, which include B3LYP and B3PW91 (Becke, 1993; Perdew et al., 1992).  These methods 
are capable of reproducing experimental results on enthalpies of formation within 3 kcal mol-1 (Ortiz 
de Montellano, 2004).  They are also the most accurate at reproducing reaction barrier heights, 
meaning the B3LYP functional has become the standard functional used to carry out theoretical 
studies on biological molecules (Ghosh and Taylor, 2003; Siegbahn and Borowski, 2006).  As such, 
this is also the functional of choice in the present study.  This DFT method, combined with a double 
zeta basis set, is known to give reliable results for P450 systems (Friesner and Guallar, 2005; 
Mulholland, 2005; Ortiz de Montellano, 2004).  Thus, the standard basis set used for initial 
geometry optimisation calculations throughout this chapter is LACVP(Fe)/6-31G(H,C,N,O,S), where 
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the double zeta basis set LACVP (Hay and Wadt, 1985b) is used for the iron atom and 6-31G is 
utilized for all other atoms.  This basis set is called basis set B1 hereafter.  Additional geometry 
optimisations at a higher basis set with the inclusion of polarisation functions, LACVP** 
(abbreviated B2), area were also carried out to validate results. 
Once the general QM/MM method was selected, several attempts were made to select the most 
appropriate model system for P450cam.  In deciding which X-ray structure to use in the investigation, 
both the substrate-bound complex of P450cam (1.6Å, PDB code 1DZ4) (Schlichting et al., 2000) and 
that of the substrate-free enzyme (2.2Å, PDB code 1PHC) (Poulos et al., 1986b) were examined.  
As no significant differences were found in the backbone or side chain atoms, the 1DZ4 structure 
was selected as a starting point for its higher resolution.  
In order to construct the water-bound resting state, chain A from X-ray structure 1DZ4 was 
superimposed onto structure 1PHC, which contains a water ligand to the metal centre, so as to 
position the ligand in the most favourable site for optimisation.  The camphor substrate was 
removed, and the water ligand from 1PHC was included in the model.  Five other water molecules 
that would potentially form a water cluster in the protein pocket were also included, as previously 
carried out by Schöneboom and Thiel (Schöneboom and Thiel, 2004).  In order to study CpdI and 
Cpd0, camphor was removed and replaced by a dimethyl sulphide molecule.  This was chosen due 
to its small size and for use in later studies.  The Ser190 residue was found to be unresolved and its 
structure was manually corrected.  Hydrogen atoms were added to the system and allowed to relax 
using the Molecular Operating Environment (MOE) software (MOE2005.06).  Unconventional 
protonation states for residues were taken from previous studies on P450cam (Schöneboom et al., 
2002), and are as follows: Glu366 was protonated at the carboxylic acid side chain, His355 was 
protonated at both nitrogen atoms, and Asp297 was protonated at the OD2 atom (one of the side 
chain oxygen atoms).  Water molecules which continued to give steric clashes with the protein after 
energy minimisation in MOE were removed. 
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Once the starting structure for the set-up was selected, a truncated model of P450cam was 
constructed, Model 2.  A detailed diagram of the water-bound resting state (A) of Model 2 is 
shown in Figure 3.1.  Only part of the protein was included in the QM/MM calculations, as remote 
amino acids were considered to have a minor influence on the active site.  Indeed, studies carried 
out in recent years have shown that QM/MM optimisations including a small number of residues, 
2.5-3 Å around the heme-cysteine complex, give reliable results compared to those obtained using 
larger regions (Altun et al., 2006b; Zheng et al., 2007).  To truncate the enzyme, a 10 Å radius was 
selected around the Fe centre and all residues with at least one atom within this radius were 
included in the model.  Regardless of their distance from the iron atom, residues Asp251, Thr252, 
Glu366, Arg299, Leu358, Gly359 and Glen360 were incorporated into Model 2.  Residues Asp251 and 
Thr252 were included as they are known to play a central role in the proton-relay mechanism of this 
enzyme.  Residue Glu366 also featured in this calculation as it has long-range electrostatic 
interactions with the active site.  Crucial hydrogen-bonding interactions were also taken into 
account by including Arg299, which forms hydrogen-bonds to the propionate side-chains, as well as 
Leu358, Gly359 and Gln360, which form hydrogen-bonds with Cys357.  A complete list of residues 
included in this model, along with further details of the set-up, can be found in Chapter 2.  All 
Asp251 
Thr252 
Glu366 
Arg299 
Leu358 
Gly359 
Gln360 
Cys357 
Figure 3.1 Model 2 of the resting state of P450cam. The QM region is 
shown with part of the backbone. Important residues are labelled. 
Water molecules in the vicinity of the heme are also shown. 
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alpha-carbon atoms in the MM region were frozen to prevent the system from unfolding. 
The QM region selected for this study is the one conventionally used in the majority of both gas-
phase DFT models and full-protein QM/MM studies.  This consists of: the iron centre, the porphyrin 
ring excluding side chains, the distal ligand, and the cysteinate proximal ligand.  The proximal 
ligand is represented by a thiolate (SH-), as it gives more faithful results than either methyl 
mercaptide (SCH3
-) or the cysteinate anion (CysS-).  When modelling the resting state, five 
additional water molecules were included in the QM region, while a DMS molecule was added to 
models of Cpd0 and CpdI. 
QM/MM calculations using the ONIOM (Vreven et al., 2006) approach contained in the software 
package G03 were first attempted using AMBER (Yang et al., 2006) as the molecular mechanics 
force field.  Problems were encountered as many atom types and atomic charges, particularly those 
involving the Fe atom, were not defined within G03.  Once heme parameters were found in the 
Amber Parameter Database (Oda et al., 2005), the PDB file was loaded into AMBER9 (Case et al., 
2005) including the heme parameters and charges were calculated.  Attempts to import atom types 
and atomic charges into a G03 input file using a Python script resulted in the same errors in G03.  
Due to the difficulties encountered in the setup of a DFT/AMBER system, UFF force field (Rappe et 
al., 1992) was selected as an alternative molecular mechanics method for use in this study.  This 
force field has already been used successfully in QM/MM investigations of morphinone reductase, 
HIV protease, and Fe-Fe and Ni-Fe hydrogenase enzymes (Dogaru et al., 2010; Messiha et al., 
2005; Wittayanarakul et al., 2005).  Hence, the final protocol selected for the investigation of 
P450cam involves B3LYP(LANL2DZ)/UFF.  Full geometry optimisations were carried out on three key 
intermediates in the catalytic cycle of this enzyme and results compared with existing data to verify 
the validity of the model. 
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3.3.2 Model 3 
Once Model 2 was designed and tested, improvements were made on the set-up in order to model 
a fully-solvated P450BM3 enzyme.  As it seemed that the active site might not feel the full effect of 
the protein environment, the entire enzyme was included.  The starting structure was also obtained 
using snapshots from molecular dynamics (MD) simulations instead of starting optimisation 
procedures directly from the original PDB structure. 
Features of the set-up of Model 3 that are consistent with Model 2 are: the QM region size, the 
functional method (B3LYP), the basis set (B1) used for all initial geometry optimisation procedures, 
and the MM method employed (UFF). 
In certain instances the QM region size was altered to include more atoms on the thiolate ligand or 
NH groups to simulate hydrogen bonding to this ligand, but neither had a major effect on the 
geometry and electronic structure of the system. A geometry optimisation was also performed 
using AMBER as the force field in ONIOM, validating the use of the UFF force field for QM/MM 
calculations on P450 enzymes. 
The starting structure for Model 3 was obtained using a different procedure compared to Model 
2.  This method of obtaining a starting structure for QM/MM calculations, already used in the field 
(Altun et al., 2006a; Altun et al., 2006b; Godfrey et al., 2008; Lin et al., 2004; Schöneboom et al., 
2004; Schöneboom et al., 2002; Schöneboom et al., 2005; Zheng et al., 2006), involves an initial 
molecular dynamics simulation of an X-ray crystal structure and a random selection of snapshots 
once equilibration is reached.  These are then used as starting structures for QM/MM optimisation 
procedures.  In this case, the PDB structure of N-palmitoylglycine bound P450BM3, 1JPZ (Haines et 
al., 2001), was selected due to its high resolution (1.65 Å).  The system was solvated and 
equilibrated using the AMBER9 software package using the following steps.  An initial minimisation 
run was performed using restraints on both the protein and substrate, which were gradually 
released until fully unrestrained. This was followed by a heating dynamics and a 400 ps 
equilibration run.  A snapshot was randomly selected from the equilibration and used as a starting 
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point for QM/MM calculations.  The initial structure for optimisation was designed to include the full 
enzymes with a layer of water surrounding its entire surface. 
In order to test the validity of a random snapshot selection, two additional snapshots were selected 
for CpdI and geometry optimised (Sn1, Sn2, Sn3).  Although the three starting structures showed 
some variation in the geometry of the active site, the electronic structure was preserved. 
Modifications were made to the structures before optimisation. For the resting state, A, the 
substrate was removed and replaced by a water ligand and five water molecules in the substrate 
pocket, as this has been shown to be the ideal number of solvent molecules for the formation of a 
hydrogen-bonding network and also the most thermodynamically favourable conformation (Poulos 
et al., 1986b; Zheng et al., 2007).  To generate starting structures for the intermediates Cpd0 and 
CpdI, the N-palmitoylglycine molecule was replaced by a dimethyl sulphide substrate, and a ligand 
to the metal was added (O and OOH, respectively).  
QM/MM calculations were carried out using the same procedure used for optimisations of Model 2. 
Comprehensive details on Model 3, along with a figure, can be found in Chapter 2. 
 
3.4 Results and discussion 
3.4.1 Water-bound resting state 
The first species examined using the QM/MM protocols described above (Model 2 and 3), is the 
water-bound resting state (A).  Electron-nuclear double resonance (ENDOR) and electron spin-echo 
envelope modulation (ESEEM) experiments on P450cam have confirmed water as the sixth ligand in 
this structure (Goldfarb et al., 1996; Thomann et al., 1995).  All spin states were geometry 
optimised and the low-spin doublet (2A) was confirmed to be the ground state using both models 
and basis sets.  At the lower basis set in Model 2, all three states lie close in energy, with the 
high-spin sextet (6A) and intermediate-spin quartet (4A) lying within 4 kcal mol-1 of the doublet. 
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 (Table 3.1)  This is also true in Model 3, where the doublet-quartet and doublet-sextet energy 
gaps are 3.5 kcal mol-1 and 1.8 kcal mol-1, respectively.  A somewhat higher value is found for the 
high-spin state when the basis set B2 is employed in Model 2.  Close-lying spin states have been 
found in previous QM/MM studies: results from Schöneboom et al. (Schöneboom and Thiel, 2004) 
are included in Table 3.1, while results from the more recent study by Zheng et al. (Zheng et al., 
2007) are omitted as they were virtually identical, with the energies of the states relative to the 
doublet being 1.1 kcal mol-1 and 4.6 kcal mol-1 for 4A and 6A, respectively. 
These results emphasise the importance of the inclusion of the protein in these calculations, as the 
interactions with environment reduce the energy separation between the states with respect to the 
gas-phase calculations where doublet-quartet and doublet-sextet energy gaps were found to be 5.5 
and 6.9 kcal mol-1 in favour of the doublet, respectively, using B3LYP (Schöneboom and Thiel, 
2004).  
In order to test the effect of the density functional method on the spin state ordering and their 
relative energies, single-point calculations using basis set B1 were carried out on optimised 
geometries of Model 2/B1 using pure functional methods as well as hybrid methods with varying 
Table 3.1 Relative energies with respect to the doublet ground state and group spin densities (ρ) 
of the resting state species (A) of P450cam (Model 2). 
Species Basis set 
ΔE a 
 
group spin densities 
kcal mol-1 
 
H2O Fe Por Cys 
2A Model 2 / B1 0.0 
 
0.007 1.028 -0.070 0.035 
2A Model 2 / B2 0.0 
 
0.007 1.054 -0.003 -0.059 
2A Model 3 / B1 0.0 
 
0.005 1.295 -0.064 0.032 
2A ref b 0.0 
 
-0.002 1.16 -0.110 -0.08 
4A Model 2 / B1 3.2 
 
0.018 2.568 -0.056 0.471 
4A Model 2 / B2 2.1 
 
0.021 2.545 -0.037 0.472 
4A Model 3 / B1 3.5 
 
0.049 2.551 -0.068 0.468 
4A ref b 0.4 
 
0.032 2.71 -0.060 0.30 
6A Model 2 / B1 3.3 
 
0.023 3.991 0.589 0.396 
6A Model 2 / B2 15.8 
 
0.024 3.698 0.734 0.545 
6A Model 3 / B1 1.8 
 
0.030 3.997 0.460 0.513 
6A ref b 4.6 
 
0.037 4.05 0.690 0.34 
a relative energies including ZPE correction,   
b B3LYP(LACVP)/CHARMM results (Schöneboom and Thiel, 2004) 
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amount of exact exchange: BLYP, BP86, BPW91, B3PW91, and PBE0 (Adamo and Barone, 1999; 
Handy and Cohen, 2001; Perdew et al., 1996). (Table 3.2)  In the case of A, it is found that the 
choice of functional method does not alter the ground state, which is invariably the low-spin state, 
although it has a significant effect on the relative energies of the spin states.  Methods BP86, 
BPW91, and BLYP all give large energy separations between the states, with doublet-quartet and 
doublet-sextet energy gaps of over 10 kcal mol-1 and over 30 kcal mol-1, respectively.  These results 
are in agreement with previous investigations, where pure density functional methods with no exact 
exchange are observed to be biased towards the 2A state (Salomon et al., 2002; Schöneboom and 
Thiel, 2004).  The doublet-quartet splitting found using PBE0 and B3PW91 was similar to that found 
using B3LYP (2.2 kcal mol-1 and 3.4 kcal mol-1, respectively); however, these hybrid methods were 
found to overestimate the energy of the high-spin state giving doublet-sextet energy gaps of over 
10 kcal mol-1 in both cases.  Calculations using basis set B1 highlight one case in which the high-
spin state is favoured by the B3LYP functional. 
As a result of these findings, it was concluded that the best DFT method for estimations on the 
energies of species A is B3LYP, as it conforms to experimental evidence of spin equilibrium 
between the states within the enzyme (Groenhof et al., 2005; Schöneboom and Thiel, 2004; 
Sharrock et al., 1976; Sligar, 1976; Tsai et al., 1970).  
Figure 3.2 shows the correct d-orbital occupations for the three configurations of the resting state.  
There are five d-block orbitals as well as two other orbitals: an a2u mixed porphyrin-sulphur orbital 
and a sulphur lone-pair orbital.  The latter two orbitals are fully occupied and thus are not depicted 
Table 3.2 Relative energies in kcal mol-1 with respect to the doublet ground state of the 
resting state species (A) calculated using different DFT methods at basis set B1.  
Species B3LYP BLYP BP86 BPW91 B3PW91 PBE0 
2A 0.0 0.0 0.0 0.0 0.0 0.0 
4A 3.2 10.3 11.9 10.4 3.4 2.2 
6A 3.3 35.0 33.8 30.1 10.1 12.1 
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in this case.  The doublet state has a single unpaired electron occupying an antibonding Fe orbital, 
while the quartet and sextet states have 3 and 5 unpaired electrons, respectively.  
Group spin densities for the resting state are tabulated in Table 3.1 and compared to published 
QM/MM work (Schöneboom and Thiel, 2004).  In 2A, the spin density is located predominantly on 
the iron centre, confirming that this is where the unpaired electron is localised preferentially.  
Negligible amounts of density are located around the rest of the QM region.  Similarly, in 4A most 
of the spin density is located on Fe, with about 15% of the spin located on the sulphur atom.  The 
spin density on the sulphur is caused by the mixing of the Fe dz2 and S pz orbitals, forming 
molecular orbital σ*z2.  In contrast to the lower spin states, 
6A has four unpaired electrons located 
at the iron centre, while the remaining electron is distributed between the heme and sulphur atoms 
due to further mixing of orbitals.  In all three states, the spin density on the water ligand is low.  
This is indicative of weak mixing between the Fe dz2 and O pz orbitals in the valence orbitals. 
Schöneboom and Thiel (Schöneboom and Thiel, 2004) describe a decrease in spin density on the 
thiolate in the protein environment compared to the gas phase.  In both models, the spin densities 
are similar to cited literature, although there is a larger amount of spin density located around the 
sulphur ligand than expected.  Thus it may be that although QM/MM calculations were carried out 
in this investigation, the species did not feel the effect of the protein environment to the extent that 
was expected.  Data tabulated in Appendix A demonstrates that the use of different density 
functional methods in Model 2 does not alter group spin densities in a significant manner, 
Figure 3.2 The orbital occupancy of the three spin-states of the resting state of P450. 
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although all other functionals tested tended to overestimate the amount of spin density on the 
thiolate to an even larger degree than B3LYP.  It is possible that increasing the number of atoms 
included in the QM region, such as Cys357 and residues hydrogen bonding to it, may alter the 
distribution of spin density on the various parts of the active site.  Nonetheless, it is found that the 
augmentation of the MM region to include the entire enzyme (Model 3) does not affect the spin 
density distribution either.  
 
Geometrical parameters found for species A were compared to QM/MM (Schöneboom and Thiel, 
2004) and experimental data from three crystal structures of the water-bound resting state of 
P450cam (1PHC (Poulos et al., 1986b), 3L61 (Lee et al., 2010), and 3L62 (Lee et al., 2010)) and 
three of P450BM3 (2HPD (Ravichandran et al., 1993), 2BMH (Li and Poulos, 1995), and 2IJ2 (Girvan 
et al., 2007)) (Tables 3.3 and 3.4)  The resolution for these X-ray structures is 1.6 Å, 1.5 Å, 1.7 Å 
and 2.0 Å, 2.0 Å, 1.20 Å respectively, with an estimated uncertainty of approximately ±0.2 Å.   
Compared to published QM/MM results, the same trends are found in parameters of the three 
states, with the largest separation between iron and the two axial ligands found for 4A species and 
the smallest for 2A.  The high-spin state is also found to have the longest Fe-N bonds.  As in the X-
Table 3.3 Geometrical parameters of the resting state of P450cam compared with published data. 
Geometrical 
Parameters 
Model 2 /B1 
 
QM/MM ref a 
 
PDB 
2A 4A 6A 
 
2A 4A 6A 
 
1PHC b 3L61 c 3L62 d 
rFe-OH2 2.026 2.304 2.244  
2.028 2.283 2.257 
 
2.28 2.18 2.25 
rFe-S 2.287 2.457 2.404 
 
2.355 2.558 2.501 
 
2.25 2.34 2.30 
(rFe-N)ave 2.032 2.035 2.094  
2.031 2.031 2.084 
 
2.03 2.04 2.04 
θ(Fe-S-Cys) 112.2 111.1 110.9 
 
110.0 104.7 106.6 
 
105.5 108.8 111.5 
θ(Fe-O-H)ave 122.0 122.5 122.6  
115.6 112.7 113.0 
 
- - - 
Θ(O-H-H-Fe) 13.4 8.4 20.5 
 
30.5 38.7 37.5 
 
- - - 
(rFe-H)ave 2.673 2.653 2.650  
2.633 - - 
 
- - - 
ΔFe -0.07 -0.06 -0.04 
 
- - - 
 
-0.30 -0.07 -0.09 
All distances in Å, angles θ and improper torsion angle Θ in degrees.  
a B3LYP(LACVP)/CHARMM results (Schöneboom and Thiel, 2004)  
b (Poulos et al., 1986b)  c (Lee et al., 2010)  d (Lee et al., 2010) 
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ray structures of both enzymes, the metal is found to be displaced from the plane of the heme by a 
small amount (less than 0.1 Å).  An explanation of how this displacement, ΔFe, is calculated is 
included in Appendix B.  In P450BM3 (Model 3), Fe is found to be shifted towards the thiolate ligand 
by a greater degree than in P450cam (Model 2), but this is perhaps within the margin of error of 
the QM/MM method rather than an inherent property of the protein, as the PDB structures also 
reveal displacements ranging between 0.07 Å and 0.30 Å for both enzymes.  The bond between 
iron and its water ligand found in P450cam crystal structures seems to suggest a sextet structure on 
comparison with results from the present study as well as published QM/MM data, but Fe-S and Fe-
N lengths are in agreement with calculated 2A data.  In contrast, the crystal structures of P450BM3 
have short bonds between the iron and its ligands, even compared to those calculated for low-spin 
species using QM/MM methods. 
The presence of the protein environment in the model QM/MM calculation gives rise to hydrogen-
bonding interactions between the ligand H2O and five other water molecules in the pocket.  In 
P450cam three of these water molecules also form hydrogen-bonds to three adjacent protein 
residues: Tyr96, Thr101, and Val247 (Figure 3.3b), thus assisting in the strengthening the cluster of 
water molecules.  In the crystal structure (1PHC), hydrogen bonds with neighbouring residues are 
not observed, but the position of the hydrogen atoms is not resolved, so it is difficult to tell whether 
these stabilisations are present.  
Table 3.4 Geometrical parameters of A of P450BM3 compared with published data. 
Geometrical 
Parameters 
Model 3 / B1 
 
PDB 
2A 4A 6A 
 
2HPD e 2BMH f 2IJ2 g 
rFe-OH2 2.052 2.332 2.288  
2.28 1.89 2.19 
rFe-S 2.435 2.512 2.447 
 
2.05 2.11 2.34 
(rFe-N)ave 2.035 2.037 2.096  
1.98 1.99 2.06 
θ(Fe-S-Cys) 108.1 103.3 103.1 
 
111.7 107.6 105.3 
θ(Fe-O-H)ave 110.3 106.1 106.0  
- - - 
Θ(O-H-H-Fe) 41.7 50.4 50.4 
 
- - - 
(rFe-H)ave 2.561 2.766 2.723  
- - 
 
ΔFe -0.10 -0.13 -0.22 
 
-0.11 -0.08 -0.20 
All distances in Å, angles θ and improper torsion angle Θ in degrees.  
e (Ravichandran et al., 1993) f (Li and Poulos, 1995) g (Girvan et al., 2007) 
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The sum of all these interactions stabilises the upright conformation of water ligand in the enzyme 
so that it is almost perpendicular to the porphyrin ring.  The tilt angle of the water ligand is 
considered by measuring the improper torsion angle Θ(O-H-H-Fe), where an increase in the 
magnitude of the angle suggests an enhancement in the tilt of the water molecule with respect to 
the plane of the porphyrin ring.  In gas phase studies, the ligand has been found to be tilted as 
much as 70°, as it lacks the stabilisation of the hydrogen-bonding network (Filatov et al., 1999b; 
Ortiz de Montellano, 2004).  The size of the angle lies between 8.4-20.5° using Model 2 and 41-
50.4° using Model 3, suggesting an upright conformation in the first instance, and a slightly tilted 
one in the larger model. (Figure 3.3a)  The position of the water molecule with respect to the 
porphyrin ring can also be deduced by examining the θ(Fe-O-H) angle formed between the metal, 
the ligand oxygen atom and one of the hydrogen atoms on the ligand water molecule.  A large 
angle results in a more upright configuration of the ligand.  The angle in Model 2 was found to be 
around 122° for all spin states, thus confirming that the hydrogen atoms of the water ligand lie far 
from the porphyrin ring.  Once again, the tilt of the ligand is found to be greater in Model 3 as this 
angle is in the range of 106-110°.  A third measure of the position of the water ligand with respect 
to the heme is the distance between the metal centre and the hydrogen atoms of the ligand (rFe-
H).  This distance was calculated using ESEEM experiment and found to be 2.62 Å, in agreement 
with previous QM/MM results in addition to present results (Goldfarb et al., 1996).  Cited QM/MM 
investigations detected Θ(O-H-H-Fe) angles in the range 30-40° for the three spin states and θ(Fe-
O-H) angles between 112-117°, suggesting configurations in which the water ligand is not fully 
upright.  Structures found in the Model 2 present a more upright conformation than previously 
found, while results from Model 3 calculations a similar configuration to that found by 
Schöneboom and Thiel.  
Overall, the results obtained for species A using the present protocols are in good agreement with 
experimental and published data.  Therefore, it can be concluded that both Model 2 and Model 3 
are suitable for QM/MM calculations on the resting state of P450 enzyme. 
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3.4.2 Compound 0 
The above protocols were also tested on both doublet and quartet states of Compound 0 (Cpd0).   
Using both EPR (Davydov et al., 2001) and resonance Raman spectroscopy (Mak et al., 2007), 
Cpd0 is the final species observed in the catalytic cycle of P450 just before the product is formed. 
It is important to be able to characterise this species as it is considered a key intermediate leading 
to product formation.  Cpd0 is also still regarded as a possible oxidant in the reactions of P450 
enzymes, either acting alongside CpdI or as the main intermediate catalysing the reaction (Jin et 
al., 2003; Newcomb and Toy, 2000; Vaz et al., 1998).  Two possible tautomers of this species have 
been considered in previous studies: one protonated on the distal site and the other at the proximal 
Tyr96 
Thr101 
Val247 
13.5 (8.4) [20.5] 
Figure 3.3 a) Tilt angle of the water 
ligand in 2A, 4A in round brackets, 6A in 
square brackets.  b) Picture of the 
hydrogen-bonding network between 
the ligand wather and the five other 
water molecules in the pocket. 
(a) (b) 
Figure 3.4 Tautomers of 
Cpd0: distally protonated 
and proximally protonated 
species. 
101 
 
site (Harris et al., 1998; Harris and Loew, 1998; Loew and Harris, 2000; Ogliaro et al., 2002a). 
(Figure 3.4)  The proximally protonated structure was ruled out as it was found to lie considerably 
higher in energy than its isomer (over 20 kcal mol-1) (Harris and Loew, 1998; Ogliaro et al., 2002a).  
It was also found that protonation at the proximal site leads to the formation of hydrogen peroxide 
by weakening the Fe-O bond, thus hindering the formation of CpdI.  On the other hand, 
protonation at the distal site leads to the formation of CpdI by weakening the bond between the 
two oxygen atoms (Harris and Loew, 1998).  For these reasons, only the tautomer with a hydrogen 
atom on the distal oxygen is considered in the present investigation.  Calculations employing 
Model 2 found the doublet (2Cpd0) to be the ground state: 30.7 kcal mol-1 more stable than the 
quartet (4Cpd0) using basis set B1 and 12.8 kcal mol-1 more stable using B2.  The spin states are 
therefore well separated, unlike the close-lying states seen in species A and CpdI.  The situation is 
comparable to that found in previous DFT studies (Harris and Loew, 1998; Li et al., 2007; Ogliaro 
et al., 2002a). (Table 3.5) 
 
Once again, further calculations were carried out with alternative density functionals to assess the 
validity of the B3LYP method.  All the methods tested using Model 2 gave similar results ranging 
between 28-35 kcal mol-1, except for the PBE0 method, which gave a doublet-quartet energy gap 
Table 3.5 Relative energies and group spin densities (ρ) of the spin states of Cpd0 P450cam and 
P450BM3.  
Species Basis set 
ΔE a 
 
group spin densities 
kcal/ mol 
 
OOH Fe Por Cys 
2Cpd0 Model 2 / B2 0.0 
 
0.200 0.821 -0.068 0.047 
2Cpd0 Model 3 / B1 - 
 
0.109 1.01 -0.072 -0.042 
2Cpd0 ref b 0.0 
 
0.162 0.895 -0.077 0.026 
2Cpd0 ref c 0.0 
 
0.15 0.89 -0.07 0.03 
4Cpd0 Model 2 / B2 12.8 
 
0.047 2.888 0.185 -0.120 
4Cpd0 ref b 16.8 
 
0.409 2.475 -0.111 0.227 
4Cpd0 ref c 15.2 
 
0.31 2.64 0.03 0.02 
a relative energies including ZPE correction  b DFT: UB3LYP/LACVP results (Ogliaro et al., 2002a)   
c DFT: B3LYP/LACVP** results  (Li et al., 2007) 
102 
 
of over 70 kcal mol-1, severely overestimating the stability of the low-spin state.  In the study of 
non-heme iron-oxo species, this method was also seen to make poor predictions on the relative 
energies of the spin states (Hirao et al., 2008b), so it is possible that the performance of this 
functional may vary depending on the system studied.  A comparison of the group spin densities of 
the low-spin state reveals that pure density functionals shift the spin density away from the metal 
centre and onto the remaining groups. (Table 3.6)  The PBE0 also has the same effect.  The 
functionals with spin densities closest to published results are hybrid methods B3LYP and B3PW91.  
Figure 3.5 depicts the key orbital occupations of Cpd0.  In the low-spin state, a single electron 
occupies an antibonding metal orbital, while the quartet state has three singly-occupied orbitals. 
The spin densities, displayed in Table 3.5, show that in 2Cpd0 the spin density on the iron is close 
to 1 (0.938), with the remaining spin distributed among the other groups.  The doublet also has 
one of its 3 unpaired electrons around the FeO moiety, as the orbitals which are singly occupied 
Table 3.6 Group spin densities (ρ) of 2Cpd0 (Model 2) calculated using different DFT functional 
methods   
DFT Method 
group spin densities 
OOH Fe Por Cys 
B3LYP 0.126 0.938 -0.075 0.012 
BLYP 0.267 0.728 -0.100 0.106 
BP86 0.263 0.742 -0.110 0.105 
BPW91 0.260 0.756 -0.117 0.102 
B3PW91 0.155 0.888 -0.085 0.042 
PBE0 0.264 0.820 -0.165 0.081 
  
Figure 3.5 The orbital 
occupancy of the three 
spin-states of the Cpd0 of 
P450. 
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are: two molecular orbitals involving the Fe and O atoms (3dxz and 3dyz) as well as the antibonding 
σ*z2 orbital involving the Fe, O and S atoms.  Species 
4Cpd0 has a spin density of nearly 3 on the 
iron centre, confirming there are three unpaired electrons on Fe orbitals.  The small amount of spin 
density remaining is distributed with no particular preference towards one group of atoms.  All 
calculated spin densities correlate well with published literature results (Ogliaro et al., 2002a). 
The geometries calculated for Model 2 and 3 of this intermediate are found to be in good 
agreement to DFT (Harris and Loew, 1998; Ogliaro et al., 2002a) and QM/MM (Guallar and Friesner, 
2004; Harris and Loew, 1998) data in Table 3.7.  The doublet state has shorter bonds between Fe 
and its ligands: the occupation of the antibonding σ*z2 orbital along the S-Fe-O axis in the quartet 
causes its Fe-O and Fe-S bond distances to be elongated with respect to the doublet.   This also 
causes the large energy separation between the two states, as the σ*z2 orbital lies much higher in 
energy than the three orbitals occupied by the doublet. 
In this distally protonated tautomer of the hydroperoxo species, an internal hydrogen bond is 
formed between the hydrogen in the OOH group and one of the N atoms on the ring. (Figure 3.6) 
This is what stabilises this geometry of Cpd0 as opposed to other possible isomer with a proximal 
hydrogen atom.  This internal hydrogen bond was also found to exist in previous work (Guallar and 
Table 3.7 Geometrical parameters of Cpd0 of P450cam and P450BM3 compared with published 
data. 
Geometrical 
Parameters 
Model 2/B1 
 
Model 3/B1 
 
reference : 2Cpd0 
2Cpd0 4Cpd0 
 
2Cpd0 
 
DFT a DFT b DFT c QM/MM d 
rFe-O 1.829 1.861 
 
1.860 
 
1.861 1.89 1.830 1.81 
rFe-S 2.374 2.394 
 
2.527 
 
2.406 2.32 2.391 2.42 
rO-O 1.501 1.492 
 
1.497 
 
1.517 1.46 1.450 1.48 
θ(O-Fe-S) 177.6 178.4 
 
172.1 
 
- 170 - - 
θ(Fe-O-O) 116.8 116.6 
 
116.4 
 
- 118 - - 
Θ(Fe-O-O-H) -29.8 -28.9 
 
53.2 
 
- 72.8 - - 
r(H1···N) 2.106 2.062 
 
2.219 
 
2.269 2.122 - - 
All distances in Å, angles θ and improper torsion angle Θ in degrees.   
a UB3LYP/LACVP (Ogliaro et al., 2002a)  
b BPW91/DZVP with a methyl mercaptide (SCH3
-) axial ligand   c B3LYP/LACVP** (Li et al., 2007)  
d B3LYP(LACVP)/MM (Guallar and Friesner, 2004; Harris and Loew, 1998) 
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Friesner, 2004; Harris and Loew, 1998; Ogliaro et al., 2002a).  The H-N distance in the Model 2 
doublet is 2.105 Å, while it is even shorter in the quartet (2.062 Å). The structure characterised 
using Model 3 also has a similar hydrogen bond, which is slightly longer. 
 
3.4.3 Compound I 
The third and final species used to test the protocols designed in this chapter is Compound I 
(CpdI), accepted as the putative oxidant in the catalytic cycle.  It is formed from Cpd0 by a 
protonation step which weakens the O-O bond leading to the release of a water molecule.  As CpdI 
is formed, the bond length between Fe and the remaining oxygen shortens. 
The iron-oxo heme species has two close-lying high-spin quartet (ferromagnetic) and low-spin 
Figure 3.6 Picture showing the QM region of 
Cpd0 with the hydrogen bond between the OOH-
group and the N in the porphyrin. 
Figure 3.7 CpdI key orbitals and their occupancy. Left: the porphyrin 
radical orbitals. Right: the orbitals of the sulphur radical. 
4A2u (
2A2u) 
4ΠS (
2ΠS) 
 a2u  a2u 
pπ(S) pπ(S) 
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doublet (antiferromagnetic) states, which are the product of the weak coupling between unpaired 
electrons on the metal and the porphyrin ring (Schöneboom et al., 2002). (Figure 3.7)  Both spin 
states of CpdI have three unpaired electrons: two of which occupy the 3dxz and 3dyz orbitals of the 
FeO moiety, which arise from the appropriate combinations of Fe (3dxz/3dyz) and O (2px/2py) atomic 
orbitals.  The third electron is situated in the a2u heme orbital.  The difference between the two 
states is the direction of the spin of the electron in this final orbital, giving rise to two spin-
multiplicities, quartet (S = 3/2) and doublet (S = 1/2).  The near-degeneracy of the two states is 
due to the weak coupling between the 3dFeO electrons and the a2u 
electron. 
The lowest-lying doublet and quartet species of CpdI were successfully optimised using both 
Model 2 and 3.  In all cases, the spin states were found to have very similar energies (within ~1 
kcal mol-1), this difference being so small they are considered to be virtually degenerate. (Table 
3.8)  This degeneracy is due to the very similar orbital occupation of the states, as detailed above.  
Although the low-spin state is often considered to be the ground state, in some instances the 
quartet has been found to be lower in energy by a small amount.  However, this energy gap is 
Table 3.8 Relative energies and group spin densities (ρ) of the spin states of CpdI.  
Species Basis set 
ΔE a 
 
group spin densities 
kcal mol-1 
 
O Fe Por Cys 
2CpdI Model 2 / B1 0.0 
 
0.931 1.163 -0.461 -0.634 
2CpdI Model 2 / B2 0.0 
 
0.897 1.194 -0.518 -0.574 
2CpdI Model 3 / B1 0.0 
 
0.889 1.214 -0.383 -0.720 
2CpdI ref b 0.0 
 
0.900 1.19 -0.818 -0.352 
2CpdI ref c 0.0 
 
0.884 1.289 -0.835 -0.296 
2CpdI ref d 0.0 
 
0.83 1.29 -1.07 -0.23 
4CpdI Model 2 / B1 -0.02 
 
0.969 1.044 0.392 0.592 
4CpdI Model 2 / B2 1.2 
 
0.933 1.078 0.478 0.508 
4CpdI Model 3 / B1 0.3 
 
0.909 1.086 0.283 0.721 
4CpdI ref b -0.1 
 
0.940 1.08 0.440 0.54 
4CpdI ref c 0.1 
 
0.907 1.139 0.667 0.283 
4CpdI ref d 0.1 
 
0.88 1.15 0.93 0.19 
a relative energies including ZPE correction  b B3LYP(LACVP)/CHARMM (Sharma et al., 2003)   
c B3LYP(LACVP)/CHARMM (Schöneboom et al., 2002)  
d B3LYP(LACVP)/CHARMM (Altun et al., 2007) 
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smaller than the error inherent in the DFT method employed; therefore, the ground state cannot be 
assigned with certainty and the two states can be considered degenerate.  
As with the previous structures characterised in this study, calculations were repeated using a 
number of different DFT methods.  Among the tested methods, BLYP and B3PW91 gave near-
degenerate states as in B3LYP.  However, the pure functional methods (BP86 and BPW91) gave an 
energy separation between the spin states of over 10 kcal mol-1, due to their bias towards the low-
spin state.  PBE0 method also overestimated the stability of the doublet state, as in Cpd0.  This 
data shows that the B3LYP functional provides consistently reasonable results for all intermediates 
of the P450 cycle, comparing well with data from both experimental and computational 
investigations. 
Geometrical parameters of structures found using both models correlate well with results from 
published studies, with both states having very similar geometries to each other.  CpdI is almost 
symmetrical along the O-Fe-S axis with comparable Fe-N distances, varying in the order of ±0.01-
0.02 Å.  The Fe-O bond length is 0.002 Å longer in 4CpdI, while the Fe-S distance is 0.01 Å longer 
in 2CpdI.  
rFe-O: 2.026 (2.304) [2.244] rFe-O: 1.645 (1.647) 
rFe-S: 2.287 (2.457)  [2.404] 
rFe-S: 2.560 (2.551) 
Average rFe-N : 2.032 (2.035) [2.094] 
O-Fe-S angle: 175.1° (174.3°) [173.8°] 
Fe-S-Cys angle: 112.2° (111.1°) [110.9°] 
 
 
 
(a)  2A (4A) [6A ]    (b) 2CpdI (4CpdI) 
Figure 3.8 Optimised geometry parameters of the (a) Resting state A and (b) CpdI 
calculated using Model 2/B1. All distances in Å. 
Average rFe-N : 2.033 (2.033) 
O-Fe-S angle: 171.3° (173.4°) 
Fe-S-Cys angle: 114.6° (114.8°) 
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A comparison of the geometry of CpdI with that of the resting state A reveals that the Fe-O bond 
length is shortened in CpdI by 0.4-0.6 Å circa, while the Fe-S distance is elongated by 0.1-0.3 Å 
circa. (Figure 3.8)  In CpdI, the distal ligand has changed from being a water molecule to a doubly 
bonded oxygen atom, strengthening and shortening the bond with Fe.  Consequently, the bond 
with the Cys357 sulphur is weakened.  In fact, when comparing 
2A, 2Cpd0 and 2CpdI species, the 
Fe-S bond length is found to be shortest in the resting state and longest in CpdI.  CpdI has the 
longest bond because it resonates between two hybrid species.  In the first form, the sulphur exists 
as a radical, the porphyrin is closed-shell, and only one electron is involved in the Fe-S bond.  In 
the second form, the sulphur is anionic, the porphyrin is a radical cation, and two electrons are 
involved in the Fe-S bond.  Species A has the shortest bond because the Fe is also most weakly 
bound to the O atom, as the water ligand is only held in place by a system of hydrogen bonds 
which is easily displaced by an incoming substrate.  
In Table 3.8 both states are found to have a spin density of approximately +2 on the FeO moiety, 
confirming that two of the three unpaired electrons are located in this region.  This is an indication 
that both 3dxz and 3dyz orbitals are singly occupied, as these are molecular orbitals involving the Fe 
and O atoms.  The remaining spin density is dispersed around the sulphur and the ring, with a 
slightly greater percentage on the sulphur.  In 2CpdI, the remaining spin density is negative, as the 
a2u orbital is singly occupied with a down-spin electron.  In the quartet, this spin density is positive 
as the electron is spin-up. 
The protein environment is believed to stabilise the porphyrin radical cation form of CpdI.  
However, this is not observed in these calculations as CpdI was found to have a greater amount of 
spin density on the S atom than in cited QM/MM (Altun et al., 2007; Schöneboom et al., 2002; 
Sharma et al., 2003).  Published results indicate that the protein environment causes the spin 
density to shift away from the sulphur to give a porphyrin radical cation, with the ratio of spin 
density on the sulphur and porphyrin groups approximately 30:70.  In fact, in the protein the 
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Gly359 
Leu358 
Figure 3.9 Picture of the QM region in 
Model 2, including the NH groups for 
Leu358, Gly359 residues, which have 
hydrogen-bonds to Cys357 S atom. 
cysteinate residue forms S---NH hydrogen bonds with 
surrounding protein residues (Leu358, Gly359, Gln366), 
which affect its ability as an electron donor and 
contribute to this effect.  
In an attempt to increase the effect of the protein 
environment on the Model 2 QM/MM set-up, the NH 
atoms of the Leu358, Gly359 residues were included in the 
QM region, as depicted in Figure 3.9.  A single point 
calculation using basis set B1 was carried out on the 
quartet state with this system.  The calculation did not have the desired effect, as the electron spin 
is not shifted onto the porphyrin and the a2u orbital appears to be fully occupied.  Nonetheless, 
when a geometry optimisation was repeated using basis set B2, the spin densities on the porphyrin 
and cysteine groups were found to correlate with those found by Schöneboom et al. (Schöneboom 
et al., 2002).  
Since the choice of DFT functional can affect group spin densities as well as relative energies of 
spin states, the results obtained from the test calculations on Model 2 are tabulated below.  (Table 
3.9)  A fleeting look at the table may give the false impression that BP86, BPW91 and PBE0 
methods are superior methods to use in calculations on CpdI, as they successfully in predict large 
spin densities (~1) on the porphyrin ring and very little on the sulphur, at least for the high spin-
state.  That is not the case, since it was explained above that these same methods predict non-
Table 3.9 Group spin densities (ρ) of CpdI (Model 2) calculated using different DFT 
functional methods. Doublet results outside brackets, Quartet results in square brackets. 
DFT Method 
group spin densities 
O Fe Por Cys 
BLYP 0.826 [0.894] 1.153 [1.133] -0.425 [0.422] -0.553 [0.550] 
BP86 0.802 [0.841] 1.147 [1.161] -0.397 [0.964] -0.553 [0.034] 
BPW91 0.813 [0.873] 1.155 [1.139] -0.408 [0.955] -0.560 [0.033] 
B3PW91 0.925 [0.966] 1.179 [1.061] -0.459 [0.374] -0.646 [0.599] 
PBE0 0.840 [0.894] 1.167 [1.164] -0.397 [0.922] -0.609 [0.020] 
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degenerate spin states.  Therefore, the results from these calculations are not ideal.  Once again, 
the group spin densities obtained from BLYP and B3PW91 compare well with B3LYP calculations.  
No alternative DFT method is found to be better than B3LYP for the characterisation of CpdI. 
The group spin densities calculated using Model 3 were found to be skewed to an even greater 
degree towards a sulphur radical situation.  As P450BM3 has not been studied in the same level of 
detail as P450cam, it is possible that this could be an inherent property of this enzyme and not an 
artefact of the method.  In fact, in P450cam a greater amount of spin density has been found to 
delocalise onto the porphyrin ring because of the strong hydrogen-bonds that are formed between 
sulfur and neighbouring residues (Harvey et al., 2006).  In order to test this hypothesis, a range of 
additional calculations were carried out and the effect on the group spin densities observed.  
Geometry optimisations were repeated using the larger basis set B2.  Three different snapshots 
from the MD simulation were geometry optimised using the same method to gauge the effect of 
different conformations of the enzyme on the electronic structure.  The QM region size was also 
increased to include (i) methyl mercaptide (SCH3
-), (ii) the cysteinate (Cys-), (iii) two NH groups 
mimicking a hydrogen-bonding network to the sulphur ligand, and (iv) a combination of a larger 
QM region (i or ii) and NH groups.  The calculations were performed on the doublet species using 
the AMBER force field as the MM method.  None of these efforts were able to find the A2u state of 
CpdI, and the spin density on the thiolate ligand remained high compared to that on the porphyrin 
ring.  Details of these calculations and the results obtained from them can be found in Chapter 5.  
Due to the large range of calculations carried out P450BM3, it is possible to conclude that this 
enzyme in particular could have a different electronic structure to P450cam, as CpdI is indeed 
considered to be a chameleon species that can easily be influenced by the surrounding protein 
environment. 
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3.5 Concluding remarks 
QM/MM calculations have been found to be far more accurate than gas-phase models for the 
treatment of enzyme systems, as they explicitly include the environment surrounding the active site 
(Loew and Harris, 2000; Shaik et al., 2010a; Shaik et al., 2005; Zheng et al., 2007).  QM/MM is 
now the most popular approach for P450 investigations, as demonstrated by a recent review (Shaik 
et al., 2010a).  However, the increased complexity of the hybrid method requires a more careful 
assessment of the variables that might have an effect on the calculations (Bathelt et al., 2005; 
Harvey et al., 2006).  These variables include the starting structure, the size of the QM region, the 
QM method and basis set, the MM method, the inclusion of electronic embedding, and the 
protonation states on key residues in the MM region.  Several variations in the choice of these 
variables were attempted when developing the models described in this chapter. 
The aim when developing a QM/MM approach to study P450 enzymes was to obtain a common 
system set-up that could be used for several different types of investigations using a single 
software package.  This would simplify the optimisation procedure which is often performed using a 
combination of software packages.  In this case, the ONIOM approach included in the G03 software 
package was chosen as it is widely available and can easily carry out calculations on large systems.  
Model 2 and Model 3 were used to characterise the geometry and electronic structure of several 
species in the catalytic cycle in order to develop an effective method to study this family of 
enzymes further.  
Using Model 2, minimum energy geometries were successfully found for all spin states of the 
resting state, Cpd I, and Cpd 0 and compared to existing computational and experimental data.  
The resting state was found to have a low-spin ground state with the other states lying within 4 
kcal mol-1.  As in previous studies, the protein environment was found to favour the „upright‟ 
conformation due hydrogen bonding interactions with the protein and the formation of a water 
cage around the ligand.  Cpd0 has a low-spin ground state, with a quartet species lying higher in 
energy.  The distal hydrogen atom on the ligand moiety was found to form a hydrogen-bond to one 
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of the nitrogen atoms on the porphyrin ring, stabilising this conformation over other tautomers.  
Calculations on CpdI confirmed its virtually degenerate spin states and proved it is indeed a 
chameleon species that can easily be perturbed from being a porphyrin radical to a cysteine radical.  
In fact, in this case a larger amount of spin density was located around the thiolate ligand 
compared to previous QM/MM investigations.  
On the whole, relative energies, geometrical parameters, and electronic structure data were 
reproduced reasonably well for all species.  B3LYP was confirmed to be the best available DFT 
method for investigations on all the intermediates studied, and basis set B1 considered a good 
starting point for geometry optimisation procedures.  Nonetheless, the truncated QM/MM model 
(Model 2) in combination with B1 does not give an accurate picture of the electronics of the 
resting state and of the chameleon species (CpdI), implying that improvements on this protocol 
should be put in place if this model is to be used for further calculations.  However, as all other 
parameters are in close agreement with the literature, the methodology developed in the study can 
be considered to be reliable in generating reproducible results. 
In Model 2, several protein residues were included in the MM region; yet, in several instances the 
active site did not feel the effect of the protein environment sufficiently.  Spin densities have been 
known to shift away from the cysteinate S atom and onto the porphyrin ring in the protein 
environment, but this effect was not fully observed in this investigation at the lower basis set.  
Consequently, improvements on the method needed to be made in order to include this effect. 
Several options for improvement were considered in order to increase the effects of the protein on 
the active site.  1) An increase in the number of atoms in the QM region, for example by including 
the full Cys357 residue and part of the residues with which it forms hydrogen bonds could afford the 
desired result with minimal changes to the set-up.  2) The inclusion of a greater number of residues 
in the MM region, perhaps even the entire protein, in order to include the full binding pocket and 
increase the protein environment around the active site would ensure all effects of the enzyme are 
considered.  3) An improvement on the electrostatic interaction between the QM and MM regions 
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by using alternative algorithms or software packages could possibly give the desired effect without 
the need to increase the system size.  4) More accurate results could also be obtained by using 
different starting structures, as this might have a great effect on the local minima that is found via 
the optimisation procedure.  For example, a molecular dynamics equilibration could be carried out 
and a number of snapshots chosen as starting points for QM/MM geometry optimisations.  
Following these considerations, a larger QM/MM model was designed, Model 3.  This model 
includes an entire monomer of the P450BM3 enzyme as well as a solvent layer to ensure no effects 
from the protein were left out.  The starting structure for this model was obtained using an MD 
simulation on an X-ray structure, although the method used for the geometry optimisation 
procedure remained the same.  In certain instances a larger QM region and hydrogen-bonding 
effects to the thiolate ligand were included.  In general, Model 3 performed very well, with results 
correlating with published data for all three species.  The main discrepancy remained the 
distribution of the spin density in CpdI, which had a tendency to give a sulphur radical.  Many 
additional calculations were carried out to attempt to shift the spin density onto the porphyrin 
group.  As none of the calculations changed the spin density distribution dramatically, it was 
presumed that the oxidant species of P450BM3 could indeed exist in this electronic structure, unlike 
P450cam.  In future, it would be advisable to apply the procedure for the set-up of Model 3 on 
P450cam and assess the quality of the data obtained from such calculations.  This would confirm the 
validity of the method on an enzyme that has been characterised experimentally as well as by 
computational methods.  It would also clarify if sulphur radical in CpdI of P450BM3 is a product of 
the model used or a property of the oxidant in this specific enzyme.  The model could also be 
applied for the study of the mammalian P450s which have now been resolved using X-ray 
crystallography.  This would enable to reveal information on the most interesting reactions, the 
ones occurring in the body to break down exogenous compounds as well as those that produce 
carcinogenic products.   
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Model 3 could also be further improved to ensure more consistent results.  One way would be to 
consider the flexibility of the surface residues of the enzyme and keep part of the enzyme fixed 
whilst performing geometry optimisations on a smaller QM/MM region surrounding the active site.  
This would help to eliminate problems with large movements in the MM region causing changes in 
the number of hydrogen bonds, leading to large changes in energy (Altun et al., 2006b; Guallar and 
Friesner, 2004; Zheng et al., 2007). 
 Overall the protocols developed were found to be useful as results were comparable to the 
literature. It is important to highlight that some tweaking is necessary depending on the species 
under investigation: thus, for some studies it may be necessary to extend the QM region or use 
larger basis sets to obtain accurate results.  Model 2 is considered an improvement on gas-phase 
studies and generally reproduces QM/MM results well.  It is suitable for use where enhanced 
accuracy is needed compared to DFT, in the calculation of geometry or relative energies of systems.  
Model 3 is required when the partial inclusion of the enzyme environment is not sufficient to 
determine the properties of a system.  It is also advised for the study of reaction mechanisms. 
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CHAPTER 4. 
THE ORIGIN OF THE SPIN CONVERSION UPON  
FORMATION OF THE PENTACOORDINATED RESTING STATE 
 
 
 
 
Part of the results from this Chapter have been published in: 
Balding, P. R., Porro, C. S., McLean, K. J., Sutcliffe, M. J., Maréchal, J., Munro, A. 
W., and de Visser, S. P. (2008). How do azoles inhibit cytochrome P450 enzymes? 
A density functional study. J. Phys. Chem. A 112, 12911-12918. 
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4.1 Preface 
The previously designed QM/MM Model 3, along with a DFT gas-phase model, are applied in this 
chapter to a study of the dissociation of water from the water-bound resting state of P450.  
Initially, the starting structure and the pentacoordinated species are characterised and the influence 
of the protein environment is established.  Subsequently, a scan of the water removal is carried out 
with the aim to clarify the structural causes of the spin conversion that occurs with the formation of 
the pentacoordinated intermediate and the activation of the catalytic cycle. 
 
4.2 Introduction 
The catalytic cycle of P450 enzymes is complex and involves multiple steps (Figure 1.8), which 
consist of the activation of atmospheric oxygen upon binding to the iron and the subsequent 
insertion of one oxygen atom into the substrate, along with the concomitant reduction of the 
second oxygen to water.  This allows these enzymes to catalyse a variety of biologically important 
reactions efficiently and specifically.  P450BM3 in particular is a catalytically self-sufficient enzyme 
which performs fatty acid oxidation with a high turnover rate. 
In P450 enzymes, the resting state is a hexacoordinated species, A.  Experimentally, it was found 
to exist as a doublet ground-state, using EPR (Tsai et al., 1970), Mössbauer (Sharrock et al., 1976), 
and electron spin-echo envelope modulation (ESEEM) spectroscopy (Goldfarb et al., 1996; 
Thomann et al., 1995) on P450cam.  Although this species can exist in three possible spin states: a 
doublet (S = 1/2), a quartet (S = 3/2), and a sextet (S = 5/2), corresponding to one, three, or five 
unpaired electrons, the water ligand is known to stabilise the low-spin doublet state in the 
hexacoordinated complex (Groenhof et al., 2005).  This is an unusual feature, which is not common 
in ferric aquo heme complexes (Lipscomb, 1980), and may be due to the thiolate ligand rather than 
the protein environment (Green, 1998).  The water molecule ligated to the Fe centre is only weakly 
bound and is found to be stabilised by hydrogen-bonding to a cluster of five other water molecules 
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in the binding pocket (Groenhof et al., 2005; Guallar and Friesner, 2004; Harris and Loew, 1993a; 
Schöneboom and Thiel, 2004).   
When P450s were examined experimentally in the 1960‟s, the dominant Soret absorption bands in 
their UV-visible spectrum were seen to change with the addition of substrates, with aromatic 
amines and aromatic heterocyclic compounds shifting the peaks to red and a number of drugs 
moving them to the blue region (Tsai et al., 1970).  These shifts indicate a change in the spin state 
of the system upon substrate entrance into the active site, with the axial water readily displaced to 
give a pentacoordinated system (species R) (Auclair et al., 2001; Davydov et al., 2001; Dawson 
and Sono, 1987; Sharrock et al., 1976; Sligar, 1976; Tsai et al., 1970).  An analysis of the EPR 
spectra of P450cam in its resting state and in its camphor-bound forms showed the first species to 
be 95%  in the low-spin (S =1/2) state with a small percentage in the high-spin (S= 5/2) state, 
while the latter species gave signals indicating that 60% of the heme exists in the high-spin form 
(Tsai et al., 1970).  Resonance Raman spectroscopy has detected a small amount of doublet spin 
state existing in equilibrium with the dominant high-spin state in P450BM3 (Deng et al., 1999), 
although Mössbauer and NMR spectroscopy have observed the pentacoordinated substrate-bound 
species to exist completely in the sextet form in P450cam (Sharrock et al., 1976; Sligar, 1976).  
Consequently, although the low-spin and high-spin state seem to co-exist at different ratios 
depending on the isoform, the high-spin state is always found to be dominant in the 
pentacoordinated form.  This change in spin-state state ordering has been observed in previous 
DFT and QM/MM studies as well (Altun and Thiel, 2005; Balding et al., 2008b; Denisov et al., 2005; 
Groves, 2006; Meunier et al., 2004; Ortiz de Montellano, 2004; Sono et al., 1996).   
The spin conversion is crucial to catalysis as it is known to modulate the oxidation-reduction 
potential of the enzyme increasing its equilibrium reduction potential by 130 mV, which allows the 
system to accept an electron (Ortiz de Montellano, 2004; Sligar and Gunsalus, 1976).  In fact, when 
in the resting state, the enzyme cannot perform catalysis, and the catalytic cycle is only triggered 
into action upon displacement of the water molecule and change in electronic state of the heme.   
117 
 
The structural origin of this spin state conversion of the heme is still poorly understood (Haines et 
al., 2001).  However, this feature is found throughout P450 isoforms.  The binding of the substrate 
is thought to displace both the bound water and other water molecules around the active site, in a 
process driven by the increase in entropy in the substrate-bound intermediate (Griffin and Peterson, 
1972; Meunier et al., 2004).  The enzyme environment clearly helps to stabilise the sextet state, 
encouraging the metal to be displaced below the plane of the heme and weakening the interaction 
between the Fe d-orbitals and the orbitals on its ligands.  The weakening of these interactions 
results in smaller energy separations between the molecular orbitals which lead to the stabilisation 
of the high-spin state. 
One question to consider is whether spin conversion and substrate binding are events that occur 
simultaneously.  Interestingly, spin state equilibrium is found to change even in the absence of 
substrate and is found to be sensitive to temperature (Sligar, 1976).  Low temperatures usually 
favour the low-spin state.  Examination of crystal structures of some P450s, such as P450cam 
(Poulos et al., 1987; Schlichting et al., 1997), P450eryF (Cupp-Vickery et al., 2000), and some 
mammalian P450s (P4502C5 (Wester et al., 2003) and P4502C9 (Wester et al., 2004)), confirm the 
substrate to be bound close to the heme, ready for catalysis.  In contrast, a number of structures 
have been found with the substrate too distant from the heme for oxidative catalysis to occur (> 6 
Å): P4502C9 with warfarin (Williams et al., 2003) and P4502C8 with palmitic acid (Schoch et al., 2004).  
This is also the case in P450BM3, as X-ray structures have found palmitoleate substrate at 7.5-7.9 Å 
from the metal (Li and Poulos, 1997), and N-palmitoylglycine substrate at 7.5 Å from the iron 
(Haines et al., 2001).  NMR relaxation experiments confirmed these results and found laureate 
substrate at a distance of ~7.6 Å (Modi et al., 1995).  These differences may be due to the size of 
the binding pocket, the size, shape or flexibility of the substrates involved, or other variables which 
haven‟t been considered yet.  In some enzymes at the start of catalysis the substrate is found in a 
non-catalytic position and there are changes that must occur in the protein to allow substrate 
access to the heme and for spin-state equilibrium to be shifted in favour of the sextet state 
(Brenner et al., 2007).  What has also been observed through X-ray crystallography is a substantial 
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structural rearrangement occurring in the protein, to give a „closed‟ conformation keeping solvent 
out of the active site channel once the substrate is bound (Haines et al., 2001; Li and Poulos, 1995; 
Modi et al., 1996).  This evidence suggests there is still a lot of information needed in order to 
understand in detail the origin and role of the change in spin state which initiates the catalytic cycle.  
The effect of the dissociation of water from the metal centre is studied in the present investigation.  
The changes occurring in the protein environment during the dissociation are also considered. 
Theoretical calculations are carried out on both the hexacoordinated and pentacoordinated resting 
states.  The relative ordering of the spin states are studied in the gas-phase (Model 1, described in 
Chapter 2) and environmental factors that can influence this ordering and the energy separation 
between the states are also considered.  Environmental effects incorporated in the study include: 
(a) the application of a dielectric constant, (b) the application of an electric field along each axis, 
(c) the addition of two ammonia molecules near the thiolate ligand to mimic hydrogen-bonding 
interactions of the peptide NH bonds with the cysteinate sulphur, (d) a combination of these 
effects, (e) a full quantum mechanical/ molecular mechanics (QM/MM) optimisation on a solvated 
P450BM3 system (Model 3).   
The first factor, the addition of a dielectric constant, employs a procedure that has been used in the 
past to alter the electronic structure of CpdI by changing the polarity of the surrounding 
environment (de Visser et al., 2003; Ogliaro et al., 2001).  Calculations are performed in Jaguar 7.0 
(Schrödinger, 2007) using self-consistent reaction field (SCRF) using two different dielectric 
constants,  = 5.708 and  = 80.37, with probe radii 2.72 Å and 1.40 Å, respectively.  The first 
value is often used to mimic the enzyme environment in P450s (de Visser et al., 2002b; Li et al., 
2007; Ogliaro et al., 2000a; Shaik et al., 2010a), while the second represents a typical water 
environment. 
An electric field is applied to the model system as experimental studies have demonstrated that 
intense laser fields can bring about significant changes including: distortions in geometry, tunnelling 
ionisation, as well as the induction or avoidance of spin state crossing (Kono et al., 2001; 
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Yamanouchi, 2002).  A DFT study of the epoxidation reaction also gave evidence that a moderate 
electric field (F = 0.001-0.01 au) can affect the selectivity of the competing C-H hydroxylation vs 
C=C epoxidation reactions (Shaik et al., 2004b).  The presence of an induced field changes the 
electronic structure of the oxo-iron species (CpdI) and the transition states in the reaction.  An 
electric field was applied using Gaussian03 (Frisch, 2004) (G03), ranging between ±0.0150 au (±77 
MV cm-1), as in published studies (de Visser, 2006a; Shaik et al., 2004b), to reproduce any electric 
field effects that might be induced by the surrounding protein. 
Figure 4.1 depicts how ammonia molecules were added to the system in a position that would 
enable them to form hydrogen-bonds with the sulphur ligand.  In previous studies, the addition of 
amidic groups to the QM system at a distance rS···HN = 2.66 Å has been shown to heavily influence 
the electronic description of the thiolate ligand (Kumar et al., 2004; Li et al., 2006; Wang et al., 
2007).  The Fe-S bonding interaction is influenced by a change in the electronegativity of the 
sulphur (Ogliaro et al., 2000a).  It has been shown that the inclusion of these hydrogen-bonding 
interactions is crucial to the correct description of CpdI and that it influences the regioselectivity of 
oxidation (de Visser, 2006b; de Visser et al., 2002a, b; de Visser and Shaik, 2003). 
Following all the calculations on gas-phase models, a complete QM/MM study was carried out on 
Ile401 
 
Cys400 
 
Gly402 
 
Gln403 
 
Figure 4.1 (a) Ball and stick model of the active site of P450BM3 pentacoordinated resting 
state (R) showing hydrogen-bonding donors to ligand Cys400: Gly402 and Gln403. (b) DFT 
Model 1 of R including two NH3 molecules as hydrogen-bonding donors to the sulphur 
ligand. 
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P450BM3 enzyme in water, using Model 3 described in Chapter 2.  The same QM region as in the in 
DFT study was retained, with hydrogen link-atoms between this region and the surrounding MM 
region.  Geometry optimisation procedures used UB3LYP/LANL2DZ (basis set B1) in combination 
with UFF force field in G03. 
After a complete characterisation of the two species, geometry scans of the Fe-OH2 distance were 
run on the gas-phase model, the model with two ammonia molecules, and the QM/MM system.  
This was done in order to find out what triggers the spin state crossing event: is it solely dependent 
upon the removal of the water ligand, or is it also triggered by specific conformational changes in 
the enzyme? 
 
4.3 Results and discussion  
4.3.1 Water-bound resting state   
The first geometry optimisations on the water-bound resting state (A) were carried out in the gas 
phase (Model 1) using UB3LYP/LACVP (basis set B1).  The ground state was found to be the 
doublet state (2A) with an orbital occupation of: 3dxy
2 3dxz
2 3dyz
1, confirming experimental 
(Thomann et al., 1995) and computational (Guallar and Friesner, 2004; Schöneboom and Thiel, 
2004; Zheng et al., 2007) results. (See orbital diagram in Figure 3.2)  This state was favoured over 
the quartet and sextet states, which lie 4.1 and 5.2 kcal mol-1 higher in energy, with orbital 
occupations of: 3dxy
2 3dxz
1 3dyz
1 σ*z2
1 and 3dxy
1 3dxz
1 3dyz
1 σ*z2
1 σ*x2-y2
1, respectively.  Using a larger 
basis set, LACV3P+* (B3), the sextet (6A) was found to be the ground state.  In fact, as shown in 
Table 4.1, the sextet and doublet states are close enough in energy to be virtually degenerate, and 
the major difference at the higher basis set is that the quartet is now highest in energy.  This spin 
state equilibrium between the low and high spin states has also been observed experimentally 
(Sharrock et al., 1976; Sligar, 1976; Tsai et al., 1970). 
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Upon the addition of two ammonia molecules to mimic the internal NH···S hydrogen bonds formed 
between two residues and the cysteinate sulphur atom, the spin state ordering at both basis sets 
remained the same.  However, the energy difference decreases with both 4A and 6A states 
stabilised by the hydrogen-bonding to the thiolate ligand.  The intermediate spin was most affected 
with energy differences of 1.4 and 1.2 kcal mol-1 using basis sets B1 and B3, respectively. 
In the protein environment of P450BM3 (Model 3), the QM contribution to the energy of the system 
gave a spin state ordering of 4A < 2A < 6A.  The MM contribution to the energy destabilises the 
intermediate spin state with respect to the other spin-states.  This favours 2A as the ground state, 
with all states being within 4 kcal mol-1 of each other.  These energies, as compared to those 
recorded in Table 3.1, are also similar to those obtained for P450cam QM/MM calculations.  As there 
is a small energy difference between the spin states, slight movements in the side chains of the 
residues in the MM region may lead to changes in the energies of the states. 
As observed by these results, subtle changes in the basis set or the environment of the system 
have an effect on the relative energies of these states, which are all quite close in energy.   This is 
corroborated by the variation in the multiplet splitting also found in previous gas phase and QM/MM 
studies (Groenhof et al., 2005; Guallar and Friesner, 2004; Schöneboom and Thiel, 2004).  The 
change in basis set has the largest effect on the doublet/sextet splitting, while the inclusion of 
hydrogen-bond donors affects the stability of 4A most.  The stabilisation of the intermediate-spin 
Table 4.1 Relative energies of A with respect to the doublet state using two basis sets in the basic 
Model 1 system as well as including hydrogen-bonding interactions (+2NH3). 
(a) Model 1, Basis set B1 
 
(b) Model 1, Basis set B3 
Species 
ΔE a 
 Species 
ΔE a 
kcal mol-1 
 
kcal mol-1 
2A 0.0 
 
2A 0.0 
4A 4.14 
 
4A 3.14 
6A 5.16 
 
6A -0.68 
2A + 2NH3 0.0  
2A + 2NH3 0.0 
4A + 2NH3 2.67  
4A + 2NH3 1.90 
6A + 2NH3 4.92  
6A + 2NH3 -0.61 
a relative energies including ZPE correction 
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state is also observed upon inclusion of the entire enzyme in the QM/MM models for P450cam and 
P450BM3 in Chapter 3 (Models 2 and 3, respectively).  These effects are due to the environment 
surrounding the active site: the polarity of nearby residues as well as the hydrogen-bonds to the 
cysteinate ligand.  The main consequence is a lower-lying σ*z2 orbital due to the weakening of the 
mixing between the sulphur pπ orbital and the metal dz2 orbital.  Thus, in the protein and in 
calculations including hydrogen-bonding, the quartet and sextet states, which have one electron in 
the σ*z2 orbital, are stabilised relative to 
2A. 
The calculated geometrical parameters of species A are generally in agreement with the published 
crystal structures of P450cam (Lee et al., 2010; Poulos et al., 1986b) and P450BM3 (Girvan et al., 
2007; Li and Poulos, 1995; Ravichandran et al., 1993) as well as with theoretical gas-phase 
(Groenhof et al., 2005; Schöneboom and Thiel, 2004) and QM/MM models (Filatov et al., 1999b; 
Groenhof et al., 2005; Guallar and Friesner, 2004; Schöneboom and Thiel, 2004; Zheng et al., 
2007), as discussed in Chapter 3.  (Figure 4.2)  In all the systems studied the doublet state has the 
shortest Fe-O, Fe-S, and Fe-N bonds as it only has electrons in two anti-bonding orbitals between 
the metal and its ligands: 3dxz and 3dyz.  In general, due to the occupation of the antibonding σ
*
z2
 
orbital which sits along the O-Fe-S axis, both 4A and 6A have the much longer Fe-O and Fe-S bond 
distances, although they are slightly longer in the former.  The sextet species also has one electron 
occupying a strongly antibonding orbital between Fe and the 4 nitrogen atoms (σ*x2-y2); as a result, 
its Fe-N distances are approximately 0.05-0.06 Å longer than in the other two states.  These trends 
were found to be true for all systems.  
Published DFT (Filatov et al., 1999b; Groenhof et al., 2005; Schöneboom and Thiel, 2004) and 
QM/MM calculations (Altun and Thiel, 2005; Guallar and Friesner, 2004; Schöneboom and Thiel, 
2004; Zheng et al., 2007) have shown that the hexacoordinated resting state exists in two forms 
with the water ligand in the “upright” or “tilted” conformations.  Usually, in the gas phase, the 
“tilted” conformation is preferred as hydrogen-bonds can be formed between the water and the 
nitrogen atoms of the ring.  This is the case in this study, and indeed the hydrogen bonds become 
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increasingly shorter from doublet, to quartet, to sextet.  The angle formed between the metal atom, 
the O atom and each of its hydrogen atoms is also smaller with increasing spin, with the angle in 
the sextet reaching almost a right angle.  As in previously calculated tilted structures, the Fe-O 
bond is longer (2.112 Å in 2A) than it would be in the upright configuration, and the Fe atom is 
below the plane of the porphyrin ring.  The tilting of the water ligand is more pronounced with the 
higher spin states as the hydrogen bonds formed with the nitrogen atoms prevent the water from 
moving too far away from the iron.  Following the same trend as the tilting of the water molecule, 
the Fe atom is increasingly below the plane.  The metal drops down to approximately 0.3 Å below 
the plane of the heme in 6A.  The large displacement of the iron in the high-spin state is due to the 
occupation of the antibonding σ*x2-y2 orbital between the metal and the nitrogen atoms.  All these 
trends are the same in the system with the ammonia molecules.    
As discussed in Chapter 3, in QM/MM Model 3 of P450BM3, the resting state adopts a mainly 
upright conformation with a tilt slightly larger than that found by Schöneboom et al. (Schöneboom 
and Thiel, 2004).  In spite of this, the Fe-H distance in 2A is found to be in good agreement with 
ESEEM experimental measurements of the P450cam enzyme (Goldfarb et al., 1996).  The Fe-O-H 
angle in is found to be 110.3° in the low-spin state, while the angle in P450cam calculated using 
B3LYP/CHARMM was found to be 115.6°.  The improper torsion angle O-H-H-Fe is also larger in 
Model 3 (41.7° for 2A) compared to published QM/MM results (30.5°) (Schöneboom and Thiel, 
2004). 
From the data shown above, the calculated DFT system is established to be a good model, in 
excellent agreement with previous gas phase results.  The QM/MM model of P450BM3 was found to 
give reasonable relative energies of the spin states, spin densities and geometrical parameters with 
the exception of a slightly more tilted water ligand compared to that found in P450cam.  This could 
be an intrinsic property of the P450BM3 isoform.  On the whole, both Models 1 and 3 are 
considered good starting points for the study of the displacement of water to form the 
pentacoordinated system. 
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2A 
4A 
6A 
rH-N: 2.449 
rH-N: 2.728 
rFe-O: 2.568 
rFe-S: 2.477 
Θ(Fe-S-H):97.7° 
Θ(Fe-O-H)ave: 93.8° 
Θ(O-Fe-S): 176.1° 
(rFe-N)ave: 2.020 
ΔFe:  -0.171 
 
rH-N: 2.452 rH-N: 2.383 
rFe-O: 2.541 
rFe-S: 2.414 
Θ(Fe-S-H):97.4° 
Θ(Fe-O-H)ave: 91.3° 
Θ(O-Fe-S): 175.6° 
(rFe-N)ave: 2.098 
ΔFe:  -0.300 
 
Θ(O-Fe-S): 178.4° 
(rFe-N)ave: 2.018 
ΔFe:  -0.093 
 
rH-N: 2.516 rH-N: 2.588 
rFe-O: 2.112 
Θ(Fe-S-H):97.9° 
rFe-S: 2.289 
 
 
Θ(Fe-O-H)ave: 108.0° 
Θ(O-H-H-Fe): 46.0° 
Θ(O-H-H-Fe): 71.3° 
Θ(O-H-H-Fe): 75.2° 
[2.114]  
[2.290] 
[2.019] 
 [46.0°] 
[2.554] 
[2.201] 
[2.493] 
[2.086] 
[2.201] 
[2.086] 
 [70.6°] 
 [69.6°] 
Figure 4.2 Geometrical parameters of the three spin states of A, obtained using Model 1/B1. 
Values in blue in brackets are gas phase results from ref (Altun and Thiel, 2005). Distances in Å. 
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4.3.2 Pentacoordinated resting state   
As in the case of the hexacoordinated system, the pentacoordinated system (R) can exist in the 
doublet, quartet and sextet states with the same occupations of the Fe orbitals.  For this reason, 
the geometries of these states is also very similar to the water-bound species, with Fe-N bond 
length increasing with higher spin, and the quartet having the longest Fe-S bond. (Table 4.2)  
Compared to the hexacoordinated system, the Fe atom is displaced from the plane of the heme by 
a larger degree.  This is because the sixth coordination site is now empty.  This allows the thiolate 
ligand to pull the metal towards it more than it could when the sixth coordination site was 
occupied. 
Upon removal of the water ligand, the iron atom is observed to move to a position further below 
the plane of the porphyrin ring (Altun and Thiel, 2005; Meunier et al., 2004; Shaik et al., 2005).  
This movement causes the orbital mixing to be distorted, especially the σ*z2 and the π* orbitals.  
The σ*z2 orbital represents the antibonding interaction between the Fe and the axial thiolate ligand, 
while the π* orbitals are located around the Fe atom and the heme.  As distortion occurs, these 
orbitals are known to mix, stabilising the system further (de Visser et al., 2001a).  The higher spin 
states 4R and 6R each have one electron in the σ*z2 orbital, thus the effect is stronger in these 
states, stabilising them over the low-spin 2R state. 
The structures found in the present study are compared with substrate-bound X-ray crystal 
structures of P450BM3 (1FAG (Li and Poulos, 1997) and 1JPZ (Haines et al., 2001)) and published 
Table 4.2 Geometrical parameters of R, Model 1 and Model 3, compared with published QM/MM 
and crystal data. 
Geometrical 
Parameter 
Model 1 / B1 
 
Model 3 / B1 
 
QM/MM ref a 
 
Expt 
2A 4A 6A 
 
2A 4A 6A 
 
2A 4A 6A 
 
1FAG b 1JPZ c 
rFe-S 2.303 2.468 2.400 
 
2.407 2.524 2.547 
 
2.228 2.413 2.349 
 
2.23 2.48 
(rFe-N)ave 2.006 2.015 2.089  
2.024 2.027 2.091 
 
2.028 2.035 2.102 
 
1.97 2.01 
θ(Fe-S-Cys) 97.7 97.2 97.3 
 
106.4 106.2 101.6 
 
108.7 107.8 106.5 
 
123.8 100.1 
ΔFe -0.20 -0.24 -0.43 
 
-0.14 -0.2 -0.04 
 
0.2 0.3 0.4 
 
-0.11 -0.13 
All distances in Å, angles θ and improper torsion angle Θ in degrees.   
a B3LYP/CHARMM ref (Altun and Thiel, 2005)     b ref (Li and Poulos, 1997)      
c  ref (Haines et al., 2001) 
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QM/MM results on P450cam (Altun and Thiel, 2005).  When experimental results are compared with 
theoretical data (including published data), it seems that a low-spin state is favoured, as bonds 
between the metal and its ligands are very short and the displacement of Fe below the plane of the 
heme is roughly 0.1 Å.  The only exception is the Fe-S distance in PDB structure 1JPZ, which is very 
large compared to the average 2R distance calculated using gas-phase and QM/MM methods and 
may indicate that two spin-states exist in equilibrium with each other.  The geometrical parameters 
found for Model 1 agree well with QM/MM published data, while Fe-S distances found using 
Model 3 are approximately 0.2 Å larger.  This may be due to the fact that the two QM/MM 
calculations were performed on different isoforms; in fact, the Fe-S distance found one of the 
crystal structures of P450BM3 (Haines et al., 2001) is very large.  Another interesting feature is the 
small displacement of the metal with respect to the plane of the heme in the high-spin species in 
Model 3, which is smaller than either 2R or 4R.  The X-ray structures also show a small 
displacement, within 0.1 Å of this value. 
Calculations carried out on the ferric species in Model 1 / B1 found a quartet ground state to be 
energetically favoured with respect to the sextet and doublet states, lying merely 0.7 and 1.9 kcal 
mol-1 higher in energy respectively. (Table 4.3)  This is a common occurrence when using a small 
basis set, and the correct ground state is usually found by increasing the basis set (Altun and Thiel, 
2005; Guallar and Friesner, 2004; Rydberg et al., 2004). 
Table 4.3 Relative energies of R with respect to the sextet state using two basis sets in the 
basic Model 1 system as well as including hydrogen-bonding interactions (+2NH3). Results from 
Model 3 are also included.  
(a) Model 1, Basis set B1 
 
(b) Model 1, Basis set B3 
 
(c) Model 3, Basis set B1 
Species 
ΔE a 
 Species 
ΔE a 
 Species 
ΔE a 
kcal mol-1 
 
kcal mol-1 
 
kcal mol-1 
2R 1.25 
 
2R 6.94 
 
2R 13.87 
4R -0.70 
 
4R 4.52 
 
4R 10.68 
6R 0.00 
 
6R 0.00 
 
6R 0.00 
2R + 2NH3 3.41  
2R + 2NH3 9.82    
4R + 2NH3 11.08  
4R + 2NH3 15.84    
6R + 2NH3 0.00  
6R + 2NH3 0.00    
a relative energies including ZPE correction 
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In fact, with the addition of polarisation and diffuse functions to the basis set (Model 1 / B3), the 
ground state changed from 4R to 6R, with the doublet state remaining highest in energy.  The 
energy separation between the states is larger,  as the quartet and doublet are 4.5 and 6.9 kcal 
mol-1 higher in energy, respectively. 
The addition of ammonia molecules near the sulphur atom gave the following state ordering for 
both basis sets: 6R < 2R < 4R. (Table 4.3)  The energy gap between the states is even larger in 
this case, for calculations at both basis sets.  At basis set B1 the spin state ordering changes 
radically, with the quartet state going from being the ground state to a high energy state 11.1 kcal 
mol-1 above the sextet ground state.  At the higher basis set there is also a change in spin state 
ordering, with the quartet state being destabilised once again, rising from +4.5 to +15.8 kcal mol-1 
above the sextet ground state.  This clearly shows that small environmental perturbations can 
influence the ordering of the spin states and energy gap between them. 
QM/MM calculations were carried out on species R of P450BM3 using Model 3.  From this data, 
6R 
was found to be the ground state, with the lower spin states over 10 kcal mol-1 higher in energy.  
Both spin-state ordering and multiplet splitting seem to be dependent on the basis set employed as 
well as the protein environment.  The addition of hydrogen-bonding to the gas-phase system 
Table 4.4 Relative energies of R with respect to the sextet state using two basis sets in the 
basic Model 1 system as well as including hydrogen-bonding interactions (+2NH3) with dielectric 
constants =5.708 and =80.37. 
(a) Model 1, ε = 5.708  (b) Model 1, ε = 80.37 
Species 
B1 B3 
 
Species 
B1 B3 
ΔE a ΔE a 
 
ΔE a ΔE a 
kcal mol-1 kcal mol-1 
 
kcal mol-1 kcal mol-1 
2R 2.70 8.12 
 
2R 3.39 7.69 
4R -2.08 2.80 
 
4R -0.44 0.95 
6R 0.00 0.00 
 
6R 0.00 0.00 
2R + 2NH3 5.58 11.86  
2R + 2NH3 5.76 11.86 
4R + 2NH3 11.46 7.79  
4R + 2NH3 10.26 14.32 
6R + 2NH3 0.00 0.00  
6R + 2NH3 0.00 0.00 
a relative energies including ZPE correction 
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showed a considerable change, while the introduction of the entire protein environment through 
the use of QM/MM also had a large, albeit different, effect on the system.  As experimental results 
find the doublet state to exist in equilibrium with the sextet state, it is clear that B3LYP 
overestimates the 2R-6R gap, probably due to the amount of HF exchange.  In fact, previous 
QM/MM calculations have found that decreasing exchange to 15% in B3LYP stabilise both the 
doublet and quartet states with respect to the high-spin state (Altun and Thiel, 2005).  
The environment surrounding the gas phase system was also altered by the addition of two 
different dielectric constants.  In all cases the overall energy of the system increased with the 
addition of solvent environment. (Table 4.4)  At the smaller basis set the water environment has a 
greater effect on the energy gap between the spin states, with both solvents further stabilising 4R.  
Interestingly, using basis set B3, the small dielectric constant of ε = 5.708 appeared to affect the 
energy gap more significantly than the larger dielectric of ε = 80.37.  Furthermore, at the higher 
basis set the quartet state is favoured by the presence of both types of solvent, while the doublet 
state is destabilised.  In fact, in the more polar environment, the quartet state is only 0.9 kcal mol-1 
+Z 
-Z 
+Y 
-Y 
+X 
-X 
(a) 
(c) (b) 
Figure 4.3 Graphs depicting the change in the spin density on the Fe atom in the 
pentacoordinated resting state (R) (a) doublet, (b) quartet, and (c) sextet, when an external 
electric field is applied along the x-, y-, and z-axes. The figure on the top left shows the 
direction of the axes in relation to the heme. 
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higher in energy than the ground state 6R. 
When solvent is added to larger system with the 
ammonia molecules, a smaller effect is seen 
(Table 4.4).  As in the gas-phase system, the 
sextet remains the ground state at both levels 
of theory and solvent does not change the 
energy gap between the states significantly.  
The only noteworthy change is observed using basis set B3 at the lower dielectric constant, where 
4R is stabilised up to the point that it is lower in energy than 2R.  These results show that the 
polarity of the environment surrounding the active site does have an observable effect on the 
stability of the various spin states and that solvent effect coupled with a larger QM region can give 
a significantly different spin state ordering to the small gas-phase model. 
 The effect of an external electric field on the charge and spin distribution of the system was 
tested.  A field applied to either x-, y- or z- axis affects the spin density on Fe by less than 0.5% for 
all spin states (Figure 4.3).  Group spin density on the thiolate ligand is affected by a maximum of 
1.52%.  The group that is most affected is the heme, as the group spin density changes by less 
than 4% in the doublet and sextet states and up to 15% in the quartet.  Nevertheless, these 
changes are not significant enough to change the electronic states of the spin states studied.  It is 
noteworthy that the application of a negative field towards the z-axis destabilises the quartet state 
in favour of the doublet states, with the sextet remaining the ground state in all cases (Figure 4.4).  
This means that if there is a dipole moment in the protein going in the direction of Fe from the 
sulphur ligand, the doublet state become more favourable than the quartet state.    
With the intention of studying the conformational changes brought about by substrate binding, the 
structures of the two forms of the resting state, the water-bound hexacoordinated system and the 
pentacoordinated species, were examined using the Molecular Operating Environment (MOE) 
software (MOE2005.06).  By superposing the two structures, the root-mean square deviation 
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Figure 4.4 Relative energies of the doublet and 
quartet states of resting state R upon application 
of an external electric field along the z-axis. 
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(RMSD) of the backbone atoms was calculated to be 1.06 Å. (Figure 4.5)  The overall structure of 
the protein remains the same, with only small movements occurring in the loop regions exposed to 
the solvent environment.  There is no clear evidence of structural changes leading to a „closed‟ 
conformation of the enzyme in the pentacoordinated system.  This might be due to the fact that 
the substrate utilised in the present study is, for the sake of simplicity, the very small molecule 
dimethyl sulphide (DMS).  The usual substrates which react with P450BM3 are long-chain fatty acids 
which are possibly more capable of displacing water molecules in the binding pocket, leading to the 
closure of the access channel. 
 
 
4.3.3 Scan of the dissociation of water  
Starting from the gas-phase water-bound resting state, a geometry scan was performed with one 
fixed degree of freedom (the Fe-OH2 distance) employing basis set B1.  This was done to monitor 
the change in spin-state ordering when the ligand water molecule is gradually moved away from 
the heme.  A step size of 0.1 Å was used until a distance of 6.0 Å was reached between the Fe and 
O atoms.  After this distance, the step size was increased to 0.2 Å and the scan was stopped at 8.0 
Figure 4.5 Comparison of the structures of water-bound resting state A (red) 
and the substrate-bound species R (blue). 
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Å, when it was clear that the water molecule had been removed far enough from the active site for 
it to settle into a species similar to the substrate-bound one.  This was determined by observing the 
changes in group spin densities and in the geometry of the system.  The procedure was repeated 
on the larger model including hydrogen bonding to the sulphur ligand. 
The geometrical changes that occur during the gradual removal of the sixth ligand can be seen in 
Table 4.5, while Table 4.6 shows the progressive change in the group spin densities during the 
scan.  The orbital most affected by the removal of the axial ligand is the σ*z2
 orbital, in which the 
two ligands (H2O and S) are involved in an anti-bonding interaction with the metal centre.  As the 
distance between Fe and the axial ligand increases, the σ*z2 orbital is stabilised.  This effect 
gradually decreases the energy gap between the molecular orbitals centred on the iron atom.  With 
the decrease in the energy separation of the orbitals, there is a greater amount of mixing between 
the σ*z2 and the 3dxz and 3dyz orbitals.  The Fe-S bond is also gradually polarised towards the iron 
as the water molecule takes away with it the two electrons it was previously contributing to the Fe-
O bond. 
Thus in the low-spin state, where the σ*z2 orbital is unoccupied, there is a slight lengthening of the 
Fe-S bond length as water is released.  The spin density on the iron atom also increases, while 
decreasing on all other groups (SH and heme) because of the polarisation of the bond.  On the 
other hand, in both quartet and sextet states, where one unpaired electron occupies the σ*z2 
orbital, the Fe-S bond is shortened as there is greater mixing with other orbitals.  This also leads to 
a decrease in the spin density on the iron, and a redistribution of the spin onto the SH and heme 
groups.  In the doublet and quartet states, which have an empty σ*x2-y2 orbital, the bond distances 
between the metal and the nitrogen atoms decrease as the scan progresses.  However, in the case 
of the sextet state, where this orbital is singly-occupied, the Fe-N distances are further elongated.  
In all cases, increased orbital mixing distorts the geometry of species, bringing the Fe atom further 
below the plane of the heme as the system approaches the pentacoordinated state.  The same 
trends are observed in the system containing two ammonia molecules. 
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Table 4.5 Data of the Fe-OH2 bond scans of (a) doublet, (b) quartet and (c) sextet 
species, including geometrical parameters and energies relative to the starting resting 
state (A) of Model 1. All distances in Å, angles θ in degrees.   
(a) Scan of the doublet state 
rFe-OH2 
ΔE 
kcal mol-1 
rFe-S θ(Fe-S-H) (rFe-N)ave ΔFe 
2A = 2.11 0.00 2.289 97.86 2.02 -0.09 
2.50 3.00 2.290 97.80 2.01 -0.12 
3.00 5.91 2.291 97.70 2.01 -0.17 
3.50 7.60 2.292 97.79 2.01 -0.19 
4.00 9.57 2.294 97.86 2.01 -0.20 
4.50 11.06 2.298 97.82 2.01 -0.19 
5.00 11.29 2.299 97.85 2.01 -0.19 
5.50 11.50 2.299 97.90 2.01 -0.19 
6.00 11.62 2.300 97.88 2.01 -0.19 
7.00 11.73 2.301 97.88 2.01 -0.19 
8.00 11.99 2.302 97.80 2.01 -0.19 
2R - 2.303 97.31 2.09 -0.20 
(b) Scan of the quartet state 
rFe-OH2 
ΔE 
kcal mol-1 
rFe-S θ(Fe-S-H) (rFe-N)ave ΔFe 
4A = 2.57 0.00 2.477 97.68 2.020 -0.17 
3.00 0.27 2.458 96.74 2.017 -0.22 
3.50 1.01 2.449 97.64 2.017 -0.26 
4.00 2.80 2.453 97.74 2.016 -0.26 
4.50 4.27 2.458 97.78 2.016 -0.25 
5.00 4.92 2.461 97.72 2.015 -0.24 
5.50 4.73 2.463 97.69 2.015 -0.24 
6.00 4.30 2.463 97.64 2.015 -0.24 
7.00 3.87 2.465 97.46 2.016 -0.25 
8.00 5.06 2.466 97.17 2.016 -0.24 
4R - 2.468 97.18 2.02 -0.24 
(b) Scan of the sextet state 
rFe-OH2 
ΔE 
kcal mol-1 
rFe-S θ(Fe-S-H) (rFe-N)ave ΔFe 
6A = 2.54 0.00 2.414 97.43 2.085 -0.30 
3.00 0.29 2.396 97.41 2.088 -0.39 
3.50 0.54 2.388 97.58 2.091 -0.44 
4.00 2.22 2.389 97.63 2.092 -0.45 
4.50 3.84 2.392 97.61 2.091 -0.45 
5.00 4.73 2.395 97.57 2.090 -0.44 
5.50 4.79 2.395 97.48 2.089 -0.43 
6.00 4.22 2.395 97.09 2.089 -0.43 
7.00 3.26 2.401 97.56 2.089 -0.43 
8.00 5.07 2.400 97.44 2.090 -0.44 
6R - 2.400 97.31 2.089 -0.43 
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Table 4.6 Group spin density changes during the Fe-OH2 bond scans of (a) doublet, (b) 
quartet and (c) sextet species of Model 1.  All distances in Å.   
(a) Scan of the doublet state 
rFe-OH2 ρ Fe ρ Cys ρ Por ρ H2O 
2A = 2.11 1.087 -0.005 -0.084 0.00269 
2.50 1.182 -0.077 -0.105 0.00016 
3.00 1.265 -0.129 -0.136 0.00035 
3.50 1.287 -0.138 -0.149 0.00028 
4.00 1.298 -0.145 -0.154 0.00015 
4.50 1.307 -0.152 -0.155 0.00004 
5.00 1.311 -0.154 -0.158 0.00005 
5.50 1.312 -0.154 -0.158 0.00005 
6.00 1.312 -0.155 -0.158 0.00010 
7.00 1.313 -0.156 -0.158 0.00013 
8.00 1.314 -0.155 -0.159 -0.00001 
2R 1.320 -0.161 -0.159  
(b) Scan of the quartet state 
rFe-OH2 ρ Fe ρ Cys ρ Por ρ H2O 
4A = 2.57 2.552 0.451 -0.021 0.01832 
3.00 2.516 0.463 0.015 0.00542 
3.50 2.494 0.467 0.040 -0.00078 
4.00 2.486 0.471 0.044 -0.00077 
4.50 2.492 0.466 0.042 -0.00015 
5.00 2.486 0.472 0.042 0.00009 
5.50 2.487 0.472 0.041 0.00019 
6.00 2.497 0.468 0.035 0.00025 
7.00 2.510 0.463 0.027 0.00003 
8.00 2.498 0.461 0.041 -0.00001 
4R 2.493 0.466 0.041  
(c) Scan of the sextet state 
rFe-OH2 ρ Fe ρ Cys ρ Por ρ H2O 
6A = 2.54 3.981 0.483 0.513 0.02264 
3.00 3.953 0.474 0.568 0.00555 
3.50 3.935 0.468 0.599 -0.00138 
4.00 3.931 0.457 0.614 -0.00129 
4.50 3.931 0.462 0.607 -0.00039 
5.00 3.931 0.465 0.604 0.00003 
5.50 3.933 0.462 0.605 0.00028 
6.00 3.933 0.464 0.602 0.00030 
7.00 3.935 0.455 0.610 0.00001 
8.00 3.936 0.454 0.609 0.00001 
6R 3.935 0.461 0.604  
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The energetics of the scan are shown in Figure 4.6.  As explained above, the system starts in a 
doublet ground state when the resting state is hexacoordinated.  The quartet and sextet states lie 
within 6 kcal mol-1 of the ground state.  The spin state separation quickly decreases until a doublet-
quartet spin state crossing occurs at a distance of 3.0 Å.  At this point the doublet and quartet are 
almost degenerate (the doublet is ~0.01 kcal mol-1 higher in energy), and the sextet is also only 
1.76 kcal mol-1 above the quartet.  At distances greater than this, the energy gap between the 
quartet and doublet gradually increases to ~1.3 kcal mol-1, and then continues to oscillate between 
0.8 and 2.9 kcal mol-1 throughout the rest of the scan.  In contrast, the energy difference between 
the quartet and sextet states remains fairly stable.  At 8.0 Å, the quartet remains the ground state.  
This is consistent with calculations of the pentacoordinated resting state performed using basis set 
B1, as small basis sets are known to stabilise the quartet state (Altun and Thiel, 2005; Groenhof et 
al., 2005). 
The picture is similar in larger system containing the hydrogen-bonding ammonia molecules, 
although in this case the doublet-quartet spin state crossing occurs almost immediately, within 2.6 
Å.  The quartet the remains the ground state throughout the scan, with the doublet-quartet energy 
separation increasing rapidly to approximately 3.0 kcal mol-1, while the quartet-sextet gap 
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Figure 4.6 Graph of the change in relative energies of the three spin states of 
the resting state during the Fe-OH2 bond scan of Model 1,  performed on each 
state separately. 
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decreases gradually down to 1.4 kcal mol-1.  
A QM/MM geometry scan was also carried out in a similar manner.  A step size of 0.1 Å was used 
up to a distance of 2.5 Å, when the step size was increased to 0.25 Å until a distance of 8.0 Å was 
reached.  At the start of the scan there are other water molecules, apart from the ligand water, 
within a 10 Å distance from the Fe centre.  One of these water molecules is at an Fe-O distance of 
5.2 Å.  As the scan progresses these water molecules do not move significantly and by the end of 
the scan the closest water molecule is still within 5.3 Å of the metal.  From P450BM3 crystal 
structure, initial nonproductive binding of the substrate has been observed to occur when the 
nearest water molecule is at approximately 3.8 Å from Fe, outside the first coordination sphere 
(Modi et al., 1996).  This distance increases to about 5.3 Å after the first reduction step (Modi et 
al., 1996).  This indicates that 5.3 Å is a reasonable maximum distance for the scan of the 
dissociation of water.  Table 4.7 shows how the presence of these solvent molecules affects the 
spin densities of the system, altering the trends in the data.  Indeed, the doublet and quartet states 
the spin densities and geometry parameters corresponding to the pentacoordinated state can be 
found around a scan distance of 5.0-5.5 Å.  Overall most trends reproduce those observed in the 
gas phase geometry scans.  
Once again, in the doublet state the Fe spin density increases, while it is seen to decrease in the 
higher spin states.  The Fe-S bond is elongated in the doublet and shortened in the quartet and 
sextet states.  In all cases the iron moves further below the plane of the heme with increasing 
Fe−OH2 distance.  In the high spin sextet the spin densities and geometry do not seem to change 
enough to approach the values found in the pentacoordinated system.  When looking at the 
energetics of the scan (Figure 4.7), the changes that take place are similar to those observed in the 
gas-phase system with the ammonia molecules: a hexacoordinated system with a doublet ground 
state rapidly undergoes spin-state crossing such that by 2.4 Å, the intermediate state is the ground 
state.  The quartet-doublet energy separation increases quickly to over 3 kcal mol-1, while the 
quartet-sextet gap stays within a maximum of 2 kcal mol-1 throughout the geometry scan. 
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Table 4.7 Data of the Fe-OH2 bond scans of (a) doublet, (b) quartet and (c) sextet 
species, including group spin densities and energies relative to the starting resting state 
(A) of Model 3, P450BM3.  All distances in Å.   
(a) Scan of the doublet state 
rFe-OH2 ΔE / kcal mol
-1 ρ Fe ρ Cys ρ Por ρ H2O 
2A = 2.05 0.00 1.030 0.032 -0.066 0.00500 
2.50 3.63 1.345 -0.214 -0.133 0.00164 
3.00 9.32 1.414 -0.253 -0.163 0.00122 
3.50 8.40 1.507 -0.310 -0.198 0.00081 
4.00 6.78 1.545 -0.336 -0.210 0.00044 
4.50 2.96 1.610 -0.389 -0.220 0.00020 
5.00 5.06 1.540 -0.332 -0.209 0.00003 
5.50 8.62 1.534 -0.327 -0.207 0.00000 
6.00 12.31 1.521 -0.317 -0.204 -0.00001 
7.00 15.13 1.525 -0.323 -0.201 0.00000 
8.00 15.00 1.602 -0.386 -0.216 0.00000 
2R  1.537 -0.328 -0.209  
(b) Scan of the quartet state 
rFe-OH2 ΔE / kcal mol
-1 ρ Fe ρ Cys ρ Por ρ H2O 
4A = 2.33 0.00 2.551 0.468 -0.068 0.04896 
2.50 -1.21 2.566 0.464 -0.047 0.01669 
3.00 2.31 2.527 0.484 -0.015 0.00468 
3.50 0.92 2.475 0.505 0.021 -0.00037 
4.00 -0.74 2.463 0.509 0.028 -0.00043 
4.50 -4.78 2.451 0.526 0.024 0.00000 
5.00 -2.73 2.466 0.510 0.023 0.00006 
5.50 0.68 2.474 0.503 0.024 0.00003 
6.00 4.20 2.475 0.501 0.024 0.00001 
7.00 8.64 2.477 0.501 0.022 0.00000 
8.00 7.14 2.470 0.509 0.020 0.00000 
4R  2.478 0.499 0.022  
(c) Scan of the sextet state 
rFe-OH2 ΔE / kcal mol
-1 ρ Fe ρ Cys ρ Por ρ H2O 
6A = 2.29 0.00 3.997 0.513 0.460 0.03030 
2.50 1.09 3.988 0.511 0.482 0.01906 
3.00 3.36 3.963 0.508 0.524 0.00505 
3.50 3.71 3.930 0.508 0.563 -0.00076 
4.00 1.39 3.922 0.506 0.573 -0.00111 
4.50 -1.90 3.924 0.507 0.569 -0.00020 
5.00 -0.99 3.926 0.509 0.565 -0.00003 
5.50 2.14 3.926 0.504 0.571 0.00000 
6.00 5.63 3.926 0.503 0.572 0.00000 
7.00 9.01 3.927 0.502 0.571 0.00000 
8.00 8.26 3.929 0.505 0.566 0.00000 
6R  3.69 0.12 1.20  
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The scan shows a dip to negative relative energy around 4.25 Å in the low-spin state, and around 
4.5 Å in the higher spin states.  These low-energy states may arise from the second sphere 
coordination interactions which have the effect of stabilising the complex at such a distance 
between the water and Fe.  The structure of these minima can be seen in Figure 4.8.  Compared to 
the resting state A, distances between Fe and its axial ligands are elongated, while those with the 
N atoms are shorter by about 0.01 Å.  The metal is also displaced below the plane of the heme to a 
greater extent.  At this point in the scan, the water molecule is tilted with the hydrogen atoms 
pointing towards the nitrogen atoms of the porphyrin ring.   
The superposition of the starting geometry in the QM/MM dissociation of the water molecule from 
the resting state, with the final geometry in the scan is shown in Figure 4.9.  The RMSD calculated 
using all atoms, including both backbone and side chains, is 0.10 Å.  This suggests that the 
structures are virtually identical and no large structural changes occur with the dissociation of water.  
This is probably due to the nature of the geometry scan, which may not allow the system, 
especially the MM region, to relax completely at each step.  The dissociated water molecule is not 
seen to form any hydrogen bonds witht the surrounding amino acid residues.  This may also be a 
fault of the method used, as the water molecule is made to follow a rigid pathway which may not 
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Figure 4.7 Graph of the change in relative energies of the three spin states of 
the resting state during the Fe-OH2 bond scan of Model 3. 
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Figure 4.9 Comparison of the 
structure of water-bound resting 
state A (red) and the final 
geometry in the QM/MM Model 3 
Fe-OH2 geometry scan (orange). 
be the natural way in which is moves away from the active site.  Despite these facts, the spin 
inversion is observed to occur  in this QM/MM investigation even without major structural changes 
in the protein. 
 
 
 
 
 
.  
Figure 4.8 Minimum energy structures in the geometry scans of the dissociation of water from 
P450BM3 (Model 3): doublet, quartet in round brackets, sextet in square brackets. All distances in 
Å, angles θ in degrees.   
rFe-O: 4.25 (4.50) [4.50] 
rFe-S: 2.455 (2.549) [2.454] 
ave(rFe-N): 2.022 (2.024) [2.085] 
θ(O-Fe-S) : 151.1 (149.8) [151.2] 
θ(Fe-S-Cys) : 103.6 (102.9) [102.6] 
ΔFe : -0.12 (-0.14) [-0.27] 
 
 
 
 
rFe-1H: 3.66 (4.11) [4.05] 
rFe-2H: 2.68 (2.87) [2.74] 
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4.4 Concluding remarks 
The spin conversion that occurs at the beginning of the catalytic cycle when resting state A is 
converted to species R, is the process that sets the catalytic cycle into motion.  The release of the 
bound water molecules and the change in spin state changes the reduction potential of the enzyme 
allowing it to accept one electron.  As a consequence, it is important to understand how this 
transformation occurs.  The relative energies of the spin states were tracked during the movement 
of the water ligand and the conformational changes in the enzyme were observed in order to 
determine the structural origin of the spin state conversion. 
In this investigation the water-bound and the pentacoordinated resting states of P450 were 
optimised in model DFT and full QM/MM systems (Model 1 and 3).  External environmental factors 
were also included to test the variation in the ground state spin-state with environmental changes.  
Two different basis sets were also tested.  In both species it was found that spin-state ordering and 
multiplet splitting is dependent on both basis set size as well as protein environment.  The addition 
of internal hydrogen bonds around the thiolate ligand further stabilises the higher spin states in A 
so that the three states are very close in energy.  The intermediate-spin is stabilised most due to 
the polarity of the environment causing the weakening of the mixing between the orbitals lying on 
the z-axis, stabilising the σ*z2 molecular orbital.  In R the ground state is already the sextet state, 
so the larger system size destabilised the doublet state further.  The polarity of the environment 
surrounding R increased the sextet-doublet energy gap, while stabilising the intermediate state.  
When the spin states were subjected to an electric field, the effects were negligible. 
Nonetheless, the ordering of the spin states is faithfully reproduced in the present calculations 
when employing large basis sets and within the enzyme.  The ground state for the resting state, A, 
is the doublet state, while that for the pentacoordinated system, R, is the sextet state.  The spin 
densities and geometrical parameters correlate well with published experimental and theoretical 
data, although X-ray crystal structures don‟t seem to agree completely with the structures of the 
ground states calculated using QM/MM methods, probably because the three spin states in both 
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species exist in equilibrium with each other. 
The QM/MM optimised water-bound resting state and the pentacoordinated species were 
superposed and compared to note any conformational changes between them.  It was found that 
the enzyme had not changes from an „open‟ substrate access channel to a „closed‟ conformation 
upon substrate binding.  This could be due to the small size of the DMS substrate, as P450BM3 
usually bind long chain fatty acids.  
When the dissociation of water from A was studied, in both DFT and QM/MM systems, as water is 
removed from the resting state, the quartet state rapidly becomes favoured over the doublet state.  
Spin-state crossing occurs when the water molecule is displaced just 0.5 Å from its starting position 
and seems to be completely dependent on the movement of the water molecule.  It is possible that 
the movement of a substrate into the active site would affect spin state crossing and prevent it 
from happening if binding occurs when water is within of 3.0-3.5 Å of Fe, as the doublet-quartet 
energy gap is still very small (Balding et al., 2008b).  The sextet state is also seen to be stabilised 
during the geometry scan due to the stabilisation of the σ*z2
 orbital, but the high-spin is not found 
to be the ground state even at 8.0 Å.  In the QM/MM system this could be due to the presence of 
other water molecules in the vicinity of the active site, while in the DFT model this could be due to 
the absence of a substrate in the system to stabilise the sextet state.  Although Model 3 was 
examined for any conformational changes in the protein during the geometry scan, no significant 
movements were observed.  The nature of the scan is mostly likely the cause of this, as it does not 
allow the same flexibility as the natural environment would allow.  
Further work should be carried out to complete the preliminary QM/MM calculations on the 
pentacoordinated system.  A larger basis set should be tested to verify findings.  It would also be 
interesting to examine the effect of a larger QM region, for example to incorporate a nearby water 
molecule.  This could help elucidate if the presence of water molecules within 4-5 Å of the active 
site (as seen in the QM/MM scan) can influence the spin-state ordering of the pentacoordinated 
resting state.  
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It would be interesting to perform a study on the entrance of a substrate into the active site region 
to test the effect of such a movement on the ground state.  A scan of the concomitant movement 
of water and substrate could be performed. The scan could also be performed with the 
pentacoordinated R species as a starting structure, with water being moved towards the metal 
centre.  By ensuring that R is in the closed conformational structure at the start of the scan, the 
effect of this conformation on the ground state could also be verified.  Future studies could perhaps 
involve molecular dynamics to observe the movements in the protein environment at different 
stages in the dissociation of the water molecule and entrance of the substrate.   
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CHAPTER 5. 
THE OXIDANT RESPONSIBLE FOR THE  
SULFOXIDATION REACTION BY P450CAM AND P450BM3  
 
 
 
 
Results from this Chapter have been published in: 
Porro, C. S., Sutcliffe, M. J., and de Visser, S. P. (2009). Quantum mechanics/molecular 
mechanics studies on the sulfoxidation of dimethyl sulfide by compound I and compound 0 
of cytochrome P450: Which is the better oxidant? J. Phys. Chem. A 113, 11635-11642.   
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5.1 Preface 
In this chapter, the sulfoxidation of P450 enzymes is investigated using two QM/MM models for the 
purpose of revealing the nature of the oxidant species.  The reactions involving two potential 
oxidants are examined and results compared to gas-phase studies to assess the effect of the 
protein environment on the reactions.  Some differences are found in the oxidants and reaction 
barriers of the two isoforms at the centre of this chapter, P450cam and P450BM3. 
 
5.2 Introduction 
Cytochrome P450 enzymes have already been described as extremely important in a wide variety of 
living organisms due to their ability to activate dioxygen and catalyse vital reactions.  Many 
reactions have been intensely studied using theoretical methods (Shaik et al., 2010a), especially 
centred on P450cam; despite this, one type of reaction that has yet to be thoroughly characterised is 
the oxidation of heteroatoms.  The S-oxidation reaction of sulphides into sulphoxides is one of the 
most common metabolic transformations of sulphur-containing drugs.  For this reason, it is 
interesting to investigate the details of this reaction performed by P450BM3, as it is the bacterial 
isoform with most similar structure and function to mammalian P450s (Ortiz de Montellano, 2004).  
This isoform is also of interest because its hydroxylation rate is one of the highest reported among 
this family of enzymes, and a thorough understanding of its mode of action would be useful to 
understand the origin of its high reactivity.  This information could then be used for protein 
engineering applications. 
Despite intense efforts by experimentalists, the elusive oxidant species of P450s has yet to be 
determined.  There are still numerous controversies on the nature of the intermediate through 
which catalysis proceeds (Hirao et al., 2006; Kumar et al., 2005a; Park et al., 2006; Shaik et al., 
2005; Sharma et al., 2003; Volz et al., 2002).  Is it Compound I (CpdI), Compound 0 (Cpd0), or 
yet another species?  Is there more than one oxidant?  With what mechanism does the reactive 
species catalyse the reaction?  
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There are two main hypotheses regarding the oxidising intermediate.  It is possible that two 
oxidants could be competing together side by side: CpdI, the iron(IV)oxo heme(+•) species, and 
Cpd0, the ferric-hydroperoxo complex (Newcomb and Toy, 2000).  Alternatively, it is also feasible 
that there could be a two-state reactivity (TSR) scenario in which two spin states of a single oxidant 
are reacting via two different spin pathways and giving the impression of the presence of two 
separate oxidant species (Shaik et al., 2002; Shaik et al., 2005).  A number of experimental and 
theoretical studies have been carried out to clarify whether two-oxidant or two-state reactivity 
mechanisms exist for the different reactions involving P450s (Jin et al., 2004; Shaik et al., 2007b). 
So far, experimental studies on P450 enzymes have been unable to characterise the presence of 
the iron-oxo porphyrin π-cation radical (CpdI).  Cryogenic, time-lapse X-ray crystallographic 
techniques have inferred the presence of this species, as a structure was solved in which the iron 
centre was bound to a single oxygen atom (Schlichting et al., 2000).  Product distributions from 
kinetic isotope effect studies also found indirect evidence suggesting CpdI as the active species 
(Egawa et al., 1994; Kellner et al., 2002).  However, low-temperature EPR/ENDOR studies have 
challenged these findings, as the oxidation reaction of camphor in P450cam was observed to be too 
fast for the accumulation of CpdI to occur (Davydov et al., 2001; Denisov et al., 2001; Makris et 
al., 2006).  Such studies have recognised Cpd0 as the last identifiable species before product 
formation leading to doubts over the existence of CpdI (Davydov et al., 2001; Mak et al., 2007).  
As a result of the complexities involved in isolating the oxidant experimentally, this is an area which 
would benefit greatly from theoretical input.  Indeed, plenty of computational research is being 
carried out to characterise CpdI, clarify in detail the mechanism involved in its formation, and shed 
light on whether P450 enzyme reactions take place via this intermediate (Shaik et al., 2010a). 
CpdI possesses some unique characteristics that make it a difficult candidate to study.  First of all, 
one must take into account its electronic structure.  It has two nearly-degenerate spin states, the 
doublet and the quartet states, both with two singly occupied FeO orbitals, differing only in the 
orientation of the spin on the porphyrin a2u orbital. (See Figure 3.7)  Thus CpdI exists as a 
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triradicaloid species.  The implication of this is that it is likely to undergo radical-type reactions 
involving competitions between two spin states, namely two-state reactivity (Ogliaro et al., 2000b; 
Schöneboom et al., 2004; Shaik et al., 1998).  The second feature of CpdI is its electrophilicity, 
which means it will have a tendency to follow the types of reactions typical of electrophiles and one 
electron oxidants.  Electrophiles participate in chemistry by accepting an electron pair, behaving like 
Lewis acids.  These qualities combined together lead to CpdI being an extremely versatile oxidant 
which may also undergo multi-state reactivity (MSR) (Hirao et al., 2005; Shaik et al., 2007a). 
Studies undertaken in the past have suggested that different mechanisms may be followed 
depending on the type of reaction that is being catalysed by the enzyme: e.g. hydroxylation, 
sulfoxidation, N-dealkylation, etc.  The hydroxylation of alkanes is thought to occur in a stepwise 
fashion, where the first H-abstraction step has a transition state with two virtually degenerate spin 
states from which an oxygen rebound step occurs to form a ferric-alcohol complex.  Thus, this type 
of reaction follows a TSR mechanism at the H-abstraction phase, with the low-spin state 
dominating due to a barrier-less rebound step, as described in Chapter 1 (Altun et al., 2006a; Altun 
et al., 2006b; Ogliaro et al., 2000b; Schöneboom et al., 2004; Zurek et al., 2006).  Similarly, the 
epoxidation of alkenes (Cohen et al., 2006a; de Visser et al., 2002b; Hirao et al., 2006; Shaik et al., 
2007a) as well as the initial hydrogen-transfer step in N-dealkylation (Altun et al., 2006a; Shaik et 
al., 2010a; Wang et al., 2007) were also found to follow this mechanism.  It is hypothesised that 
heteroatom oxygenation reactions, such as the sulfoxidation, may proceed via a different 
mechanism.  
Experiments on a heme enzyme similar to P450, horseradish peroxidase (HRP), have revealed that 
CpdI is able to perform sulfoxidation reactions as well as dealkylation reactions (Goto et al., 1999). 
However, recent mutation studies on P450BM3 have suggested that the sulfoxidation reaction 
catalysed by this enzyme might be mediated by Cpd0, while CpdI catalyses the N-dealkylation 
reaction (Volz et al., 2002).  Conflicting findings have also resulted from the numerous theoretical 
investigations that have been carried out.  Computational studies of the sulfoxidation of dimethyl 
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sulphide (DMS) by Cpd0 and CpdI using the B3LYP functional reinforced the idea that this 
reaction, as well as N-dealkylation via C-H hydroxylation, proceeds through different spin states of 
CpdI.  This conclusion is reached because a reaction with the hydroperoxo intermediate would 
yield a much higher reaction barrier (Hirao et al., 2006; Sharma et al., 2003).  A further DFT study 
confirmed the sulfoxidation mechanism of DMS to proceed via a high-spin quartet transition state 
and that this reaction depends on the ratio of the high- and low-spin states of CpdI (Kumar et al., 
2005a).  This spin-state dependence can give the illusion that there are two oxidant species 
present. 
The oxo-iron versus hydroperoxo-iron debate seemed to have reached a conclusion when Cpd0 
was experimentally established to be a sluggish oxidant incapable of competing with CpdI (Park et 
al., 2006).  Despite this and the theoretical studies pointing to TSR scenarios, a recent experimental 
investigation on the P450BM3-mediated sulfoxidation of thiafatty acids has suggested that Cpd0 
might still be involved in this reaction (Cryle and De Voss, 2006).  This was revealed because the 
presence of the sulphur dramatically altered the regiochemistry of the oxidation reaction compared 
to the hydroxylation reaction, suggesting that a different oxidant is involved.  This is because in the 
hydroxylation reaction the favoured oxidant is the low-spin species which yields a barrierless 
pathway with conserved stereochemistry.  Products with scrambled stereochemistry suggest a 
different spin state or oxidant is favoured in this case.  The hypothesis was tested by using 
mutation studies which showed that a decrease in the formation of CpdI from Cpd0 did not affect 
the rate of sulfoxidation.  This once again casts some doubt on which species is responsible for the 
oxidation of sulphur.  Therefore, despite numerous studies, no reliable conclusion has yet been 
reached on the two-oxidant two-state reactivity debate. 
The present QM/MM investigation is carried out to shed light on the reaction mechanism of 
sulfoxidation in P450 enzymes.  Calculations are carried out on two different model systems.  The 
first is a truncated model of the P450cam enzyme in which a 10 Å diameter of amino acids around 
the iron centre are included and all protein alpha carbon atoms are fixed (Model 2).  The second is 
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rFe-O: 1.645 (1.650) rFe-O: 1.632 (1.631) 
(a) 2CpdIcam (
4CpdIcam) (b) 
2CpdIBM3 (
4CpdI BM3) 
rFe-S: 2.560 (2.551) rFe-S: 2.940 (2.937) 
Fe-S-Cys: 114.6° (114.8°) 
Fe-S-Cys: 101.5° (101.5°) 
average(rFe-N): 2.033 (2.033) 
O-Fe-S: 171.3° (173.4°) 
ΔFe: 0.16 (0.15) 
average(rFe-N): 2.033 (2.033) 
O-Fe-S: 173.4° (174.1°) 
ΔFe: 0.20 (0.20) 
Figure 5.1 Optimised geometry parameters of CpdI of (a) P450cam Model 2, and (b) P450BM3 
Model 3. All distances in Å. 
a solvated model of the complete P450BM3 enzyme in which no atoms are constrained (Model 3).  
The set-up of these two systems is discussed in Chapter 2.  For both models, CpdI and Cpd0 were 
characterised and the reaction of each with DMS was investigated in order to elucidate which 
species is the favoured oxidant in the specific reaction under scrutiny.  The reaction in each case is 
studied by carrying out stepwise geometry optimisations at increasing distances between the iron 
and the oxygen ligand.  The highest point on each geometry scan is further optimised in order to 
find the true transition states and the activation energies for the reactions. 
 
5.3 Results and discussion 
5.3.1 Compound I 
The molecular dynamics equilibration of Compound I of P450 BM3 (CpdIBM3) with dimethyl sulphide 
substrate provided three snapshots which were taken at 513 ps (Sn1), 715 ps (Sn2), and 766 ps 
(Sn3) into the run.  Two low-lying spin-states of CpdIBM3 were geometry optimised using basis set 
B1 (Model 3, Figure 5.1b).  All data cited below refers to Sn1, unless otherwise stated, as data 
from all snapshots is comparable.  
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As mentioned in Chapter 3, the doublet and quartet states for both Model 2 and 3 were found to 
be nearly-degenerate.  The near-degeneracy is due to the two states having the same orbital 
occupations, only differing in the orientation of the spin in the a2u porphyrin orbital.  The 
geometries of the two structures found are overall similar, with Fe-O and Fe-N bond distances 
within 0.016 Å and the O-Fe-S angle being larger by just ~2° and less than 1° in the doublet and 
quartet of CpdIBM3, respectively.  An exception is the Fe-S-Cys angle, which is more bent in 
CpdIBM3 by about 10°, while the most striking difference is the length of the Fe-S bond, which is 
considerably longer (~0.4 Å) in the P450BM3 system.  The Fe atom is also displaced from the plane 
of the heme, so that it is above it by about 0.2 Å in both spin states.  This is just a 0.05 Å 
difference from the situation in CpdIcam.  The differences in geometry in this case indicate that 
there is some variation in the orbital occupation which is resulting in an alteration in the bonding 
between the metal and the proximal sulphur ligand.  
Important group spin densities of the species are shown in Table 5.1.  Usually, there is also a 
negligible amount of electron density on the substrate. A spin density of ~1 on the oxygen ligand to 
Fe and ~1 on the metal itself, signify that two unpaired electrons are located around the Fe=O 
moiety.  The third unpaired electron in CpdI is distributed around the heme ring and the thiolate 
ligand.  Unlike previous results on P450cam (Schöneboom et al., 2002), most of this spin density 
(~70%) is located around the SH region, while only a small amount is on the heme (~30%).  This 
is true for both spin states, meaning that the sulphur is a radical in both cases, while the porphyrin 
Table 5.1 Group spin densities for the metal, porphyrin ring and cysteinate ligand of P450cam 
CpdI (Model 2) and P450BM3 CpdI (Model 3). 
Species Model 
group spin densities 
Fe O Por  Cys 
2CpdI Model 2 / B1 1.163 0.931 -0.461 -0.634 
2CpdI Model 3 / B1 1.214 0.889 -0.383 -0.720 
2CpdI ref a 0.93 0.61 0.71 0.24 
4CpdI Model 2 / B1 1.044 0.969 0.392 0.592 
4CpdI Model 3 / B1 1.086 0.909 0.283 0.721 
4CpdI ref a 1.06 0.55 -0.84 -0.21 
a B3LYP(LACVP*)/OPLS (Tian and Friesner, 2009) 
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  R1                    R2                    R3                    
= 
Figure 5.2 QM region sizes (R1-R3) used to 
study P450BM3 CpdI 
is almost closed-shell.  Recent studies on the hydroxylation of P450BM3 have also found the spin 
distribution to be similar to that in P450cam, although a variety of electronic states were found to 
exist within small energy differences (Tian and Friesner, 2009).  In fact, one study comparing a 
number of P450 isoforms has revealed that the spin density on the sulphur atom can vary between 
0.20 and 0.50 (Bathelt et al., 2005).  P450cam seems to have lower degree of spin delocalisation 
onto the sulphur ligand compared to all other isoforms considered, due to the fact that it forms 
stronger hydrogen bonds between the ligand and surrounding residues (Harvey et al., 2006). 
It is possible that two things are happening in this case: the environmental conditions surrounding 
the active site in P450BM3 are causing the spin density to shift onto the cysteine group, and it is 
possible that the a2u orbital is not singly occupied as in P450cam.  The orbital which might be singly 
occupied in this system is the pπ(S) orbital on the sulphur, the lone-pair orbital.  (See Figure 3.7 for 
the orbital occupation diagram of CpdI) 
Previous computational studies have observed CpdI to be a chameleon species, changing its 
character from a sulphur radical to a porphyrin radical with changes in environmental conditions 
(Bathelt et al., 2005; de Visser et al., 2003; Harris, 2001; Harris and Loew, 2001; Loew and Harris, 
2000; Ogliaro et al., 2000a; Ogliaro et al., 
2001; Schöneboom et al., 2002; Schöneboom 
et al., 2005).  When switching from gas-phase 
DFT calculations to more complete QM/MM 
calculations in CpdIcam, a large concentration 
of spin density on the sulphur was observed to 
shift so that it changed from being primarily 
based around the sulphur (PorCys•) to being 
situated around the heme, forming a 
porphyrin radical cation (Por+•Cys-).  The 
simple addition of hydrogen-bonding ammonia 
150 
 
molecules in the vicinity of the sulphur ligand is also known to stabilise the thiolate character in 
gas-phase calculations (de Visser et al., 2002a, b; Ortiz de Montellano, 2004).  In order to test 
whether the size of the QM system would affect the spin density of the two moieties, a series of 
calculations were carried out with increasing sizes in the QM region around the axial ligand, as 
shown in Figure 5.2.  Starting from the doublet geometry of the Sn1 snapshot (R1), the QM region 
size was extended so that the cysteinate ligand was first described as methylmercaptane (CH3S
-, or 
QM region R2) and then as a cysteinate (Cys-, or QM region R3).  The same geometry optimisation 
calculations were repeated including two hydrogen-bonding NH groups in proximity of the thiolate 
ligand.  The results for all these variations gave similar group spin densities and key bond lengths 
(Table 5.2).  This indicates that in the case of CpdIBM3, the QM system size does not affect the 
electronic structure of the species and that there are other external conditions which are stabilising 
the sulphur radical.  However, when the Fe-S bond length is examined closely, it is found that 
increasing the size of the QM region from R1 to R3 decreases this distance by a considerable 
amount.  The same is true of the addition of hydrogen bonding interactions, such that when the full 
cysteinate and amide groups are included in the QM region (R3+(HN)2), the bond length drops to 
2.505 Å, a result that is comparable to that of CpdIcam.  As shown in Table 5.2, the length of the 
Fe-S bond does not influence the electronic properties of this species.  It can be concluded that the 
long Fe-S distance calculated for the system with the smallest QM region (R1) should not influence 
the electronic configuration or the barrier heights in the reaction mechanisms studied.   
Table 5.2 Group spin densities for various QM region sizes of the doublet species of CpdIBM3 
calculated using LANL2DZ.  
Species 
 
group spin densities 
 
rFe-S 
Snapshot QM Region 
 
Fe O Por Cys 
 
(Å) 
Sn1 R1 
 
1.21 0.89 -0.38 -0.70 
 
2.940 
Sn2 R1 
 
1.20 0.90 -0.36 -0.74 
 
2.945 
Sn3 R1 
 
1.21 0.87 -0.21 -0.87 
 
3.481 
Sn1 R2 
 
1.16 0.93 -0.27 -0.82 
 
2.670 
Sn1 R3 
 
1.18 0.91 -0.31 -0.78 
 
2.701 
Sn1 R1 + (HN)2  
1.19 0.90 -0.31 -0.70 
 
2.980 
Sn1 R3 + (HN)2  
1.12 0.98 -0.37 -0.73 
 
2.505 
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It has been found that one of the main sources of variations in geometry and spin density in the 
active site is the choice of the starting structure for QM/MM optimisations (Bathelt et al., 2005; 
Harvey et al., 2006).  As a consequence, in order to confirm the structure of CpdIBM3, alternative 
minimisations were carried out starting from different snapshots from the MD simulation run with 
varying starting distances for the Fe-S bond: 3.00, 2.65, and 3.23 Å, respectively for Sn1, Sn2, and 
Sn3.  These calculations converged to similar geometries, so that it appears that the long Fe-S 
distance is not influenced by the choice of starting structure of CpdIBM3 when employing QM 
region R1.  Given that spin densities of all snapshots are virtually identical and that all QM region 
sizes give similar electronic descriptions of CpdIBM3, this implies that Sn1 with QM region R1 gives 
a good description of CpdI despite the Fe-S bond length.  These calculations show that the choices 
of QM region or starting structure are not responsible for the large amount of spin density around 
the sulphur ligand in Model 3.  
The geometry and electronic structure of CpdIBM3 was also explored by comparing the initial 
palmitoylglycine-bound X-ray structure (PDB code: 1JPZ), with the optimised structures of DMS-
bound CpdIBM3.  These structures were superposed using The Molecular Operating Environment 
(MOE) software (MOE2005.06), and the root mean square deviation (RMSD) calculated using all 
atoms was found to be 1.40 Å.  The small changes in the overall conformation of the enzyme are 
shown in Figure 5.3b: the position of the alpha-helices and beta-sheets remains mostly unchanged, 
while the largest movements are observed in the loops at the edges of the enzyme.  The RMSD 
calculated from the superposition of the pocket residues alone is 0.59 Å.  This is mainly due to the 
45° rotation of the Phe residue which allows the DMS substrate to approach the Fe=O moiety for 
catalysis to occur. (Figure 5.3a)  This change in the conformation of this residue has already been 
observed experimentally (Brenner et al., 2007; Jovanovic et al., 2005; Jovanovic and McDermott, 
2005).  In fact, in the crystal structure the substrate is located at an unproductive distance from the 
active site, and changes need to occur in the enzyme in order for substrate access and catalysis to 
occur.  The other contribution to the RMSD is the flipping of one of the propionate chains on the 
heme. (Figure 5.3c)  This is not an uncommon occurrence and these chains are seen to rotate 
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during the molecular dynamics simulation.  In fact, there is no net effect on the hydrogen-bonding 
to the neighbouring Arg residue, which seems to move with the propionate change in order to 
maintain this bond.  There is also no change on the hydrogen-bonding network surrounding the Cys 
residue below the plane of the heme.  These structural changes alone cannot account for the 
electronic configuration found for CpdIBM3.  It is possible that a number of factors contribute to the 
way in which the unpaired electron is distributed between the porphyrin ring and sulphur ligand, 
although the answer does not seem to lie in an extended QM region.  Another group investigating 
P450BM3 have found a number of different electronic configurations of CpdI with very small energy 
differences, but were unable to account for the effects that favour a lower net electron spin on the 
sulphur (Tian and Friesner, 2009).  
Figure 5.3 Comparison of the original 1JPZ PDB (green) and optimised CpdIBM3 (orange) 
structures: (a) the rotation of the Phe residue (b) superposition of the entire enzyme (c) the 
heme showing the rotation of the propionate chain. 
(a)         (b) 
 
 
 
 
 
 
 
 
(c) 
 
 
 
 
 
 
 
   (c) 
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5.3.2 Sulfoxidation reaction by CpdIcam and CpdIBM3 
Once the reactant species of both enzymes were characterised, the sulfoxidation reaction of DMS 
by CpdI was examined.  This is a concerted reaction proceeding via a single transition state (TSI) 
to form the product dimethyl sulphoxide (DMSO).  
The starting structures for the potential energy scans of the reaction were CpdIcam and snapshot 
Sn1 of CpdIBM3 with QM region size R1.  The energy profile of the reaction was determined by 
geometry optimising the system while fixing a single coordinate distance at each step of the scan.   
A transition state structure was found for each geometry scan.  
The first attempt to gradually increase the distance along the Fe···O coordinate of CpdIcam was 
abandoned as the potential energy profile did not lead to a maxima and a transition state could not 
be found.  Consequently, all further scans were performed along the SDMS···O coordinate by 
progressively decreasing the distance between the two atoms in increasingly smaller steps.  After a 
full scan along this coordinate, the transition state was identified by using an eigenvector following 
algorithm on the geometry with the highest energy on the potential energy surface.  The correct 
vibration for the reaction to take place is the stretching motion along the coordinate: Fe-O-SDMS.  In 
order to ascertain that the structures found were truly transition states, frequency analysis was 
performed to find a single imaginary frequency of the correct eigenmode.  The energy profiles for 
the reactions by CpdI are shown in Figure 5.4. 
For the reaction between CpdIcam and DMS, the barrier for the high-spin (quartet) species is 
significantly lower than that of the low-spin (doublet), roughly 6.9 kcal mol-1.  A similar situation is 
encountered for the reaction by CpdIBM3, where the high spin state is favoured by 4.4 kcal mol
-1. 
The relative energies and spin-state ordering found in this investigation correlate with studies of 
DFT model complexes (Kumar et al., 2005a; Sharma et al., 2003), although some recent DFT 
studies have predicted a mechanism in which the doublet species is favoured (Li et al., 2007; 
Rydberg et al., 2008; Shaik et al., 2010b).  Nonetheless, all previous research, including the present 
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investigation, predicts a single-state reactivity mechanism (SSR) in which only one spin-state 
dominates the reaction.  
The data for the sulfoxidation reaction of DMS by CpdI can be compared to a number of previously 
published studies (Table 5.3).  Relative energies of the transition states of the two spin states as 
well as barrier heights are tabulated.  The data cited from literature was obtained from gas-phase 
DFT models representing the active site of a P450 enzyme containing protoporphyrin IX bound to 
an oxygen atom on the distal side and an axial ligand which is represented either by a thiolate 
group (SH-) or by methylmercaptane (SCH3
-).  In such studies the effects of the protein 
environment are neglected or only partially accounted for by the addition of environmental 
perturbations in the form of a dielectric constant and/or hydrogen bonding interactions towards the 
thiolate ligand (Li et al., 2007; Sharma et al., 2003). 
Figure 5.4 Potential energy profile for the sulfoxidation of DMS by CpdIcam (shown in 
red) and CpdIBM3 (shown in blue square brackets). All energies are in kilocalories per mole 
relative to the reactant complex. Data obtained using basis set B1, data in round 
parentheses obtained with basis set B2 (this data is not available for 2TS of CpdIcam). 
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At a glance, Table 5.3 reveals that a wide range of barrier heights, between 9-33 kcal mol-1, have 
been predicted for the same reaction by different studies.  Upon closer inspection, it is clear that 
the higher energy barriers are obtained when calculations are performed using small basis sets (e.g. 
basis set B1).  When zero-point energy corrections are included, energies are seen to drop by a 
few kcal mol-1 in most cases.  Calculations performed using a larger basis set predict smaller 
reaction barriers.  For example, the barrier height for the reaction by the quartet spin-state of 
CpdIcam at basis set B1 is predicted to be 14.4 kcal mol
-1; however, the addition of ZPE corrections 
and the larger basis set B2 lowers this barrier to 8.0 kcal mol-1.  This latter value adequately 
compares with data obtained from small DFT models using an analogous basis set, where the 
predicted barrier was 9.1 kcal mol-1 (Li et al., 2007).  In all cases the reaction proceeds via a single 
dominant spin state surface: in gas-phase DFT models the preferred state seems to be the doublet 
species, while in QM/MM studies of both P450cam and P450BM3, the quartet spin state is favoured by 
over 3.5 kcal mol-1. 
Table 5.3 Comparison of energy barriers (ΔEa) for the sulfoxidation reaction of DMS from a 
collection of DFT and QM/MM studies.  
System 
  
QM Method 
  ΔEa 
ref 
  
kcal / mol 
    Doublet Quartet 
gas phase 
 
UB3LYP/LACVP** 
 
19.2 16.8 (Sharma et al., 2003) 
gas phase 
 
UB3LYP/LACVP** 
 
19.3 16.0 (Sharma et al., 2003) a 
gas phase 
 
UB3LYP/LACV3P++**//LACVP** 
 
6.9 11.4 (Li et al., 2007) a,b 
gas phase 
 
UB3LYP/LACV3P++**//LACVP** 
+ ZPE  
7.1 9.1 (Li et al., 2007)  a,b 
gas phase 
 
UB3LYP/double-ζ basis set d 
 
17.4 20.6 (Rydberg et al., 2008) 
gas phase 
 
UB3LYP/LACV3P++**//LACVP** 
 
7.6 12.6 (Shaik et al., 2010b) c 
P450cam  
UB3LYP/LANL2DZ 
 
21.6 14.4 this study 
P450cam  
UB3LYP/LANL2DZ + ZPE 
 
20.0 13.1 this study 
P450cam  
Ub3LYP/LACVP**//LANL2DZ 
  
8.0 this study 
P450BM3  
UB3LYP/LANL2DZ  
 
30.8 26.4 this study 
P450BM3   UB3LYP/LANL2DZ + ZPE   33.0 29.2 this study 
 a Including dielectric constant (ε = 5.7) b Including hydrogen bonding towards the thiolate ligand  
c The sulfoxidation of thioanisole  d On Fe double-ζ basis set of Schäfer with an enhanced p-
function and 6-31G(d) on all other atoms. 
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Figure 5.5 Optimised geometry parameters of the transition states for the reaction 
between DMS and CpdIcam Model 2: (a) doublet and (b) quartet states calculated at 
LANL2DZ basis set. Distances in Å. 
rFe-O: 1.743 rFe-O: 2.034 
rO-S: 2.108 rO-S: 2.000 
rFe-S: 2.533 rFe-S: 2.520 
(a) CpdIcam : 
2TSI (b) CpdIcam : 
4TSI 
 
Angle O-Fe-S: 167.0° 
Angle Fe-S-Cys: 114.4° 
Angle Fe-O-SDMS: 150.8° 
 
 
Angle O-Fe-S: 173.4° 
Angle Fe-S-Cys: 113.5° 
Angle Fe-O-SDMS: 150.5° 
 
 
The reason for the difference in the height of the reaction barriers obtained from QM/MM studies 
compared to gas-phase studies can be deduced from the geometrical differences in the transition 
state structures.  The size of the systems studied (Model 2 for P450cam and Model 3 for P450BM3), 
as well as the inherent structural difference of the two enzymes may also be responsible for 
discrepancies in the energy barriers of the reaction.  
The structures for 2,4TSI of P450cam obtained through QM/MM geometry optimisation are shown in 
Figure 5.5.  The two optimised transition states are alike in many ways, with the sulfoxidation 
reaction taking place with the angle between Fe, O, and the DMS sulphur at approximately 150°. 
The geometrical parameters that differ are the SDMS-O and Fe-O distances.  In the low-spin state 
structure, the first distance is 0.1 Å longer, while the Fe-O bond is considerably shorter (1.74 Å) 
compared to its high-spin counterpart (2.0 Å).  The molecular orbital occupation of the two states 
leads to these differences in geometry.  In the quartet transition state the σ*z2
 orbital is occupied by 
one electron, thus increasing the antibonding character of the bonds between iron and the oxygen 
and sulphur atoms bonded to it.  The consequence of this is an elongation of the Fe-O bond in 4TSI.  
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As in the case of P450cam, the two transition 
state structures of the reaction by P450BM3 
(Figure 5.6) show a number of structural 
similarities, although differing from structures 
found in the study of P450cam.  Once again, the 
SDMS-O distance differs in the two spin states; 
however, in this case the distance is larger in 
4TSI by 0.1 Å.  Furthermore, the heme is no 
longer planar but saddled so that the Fe atom 
is above the plane of the heme by 0.32 Å and 
the porphyrin ring is bent with the side chains 
hanging downwards.  The Fe-S bond length is 
also extremely elongated, more so than in the reactants, exceeding 3.3 Å.  Both spin states react 
through the overlap of the vacant σ*z2
 orbital on CpdI with that of the sulphur lone pair in DMS.  
Regardless of these details, the Fe-O and SDMS-O distances in 
4TSI of P450BM3 are comparable to 
those determined using DFT models, varying by ±0.02 Å and ±0.04 Å, respectively (Li et al., 2007; 
Rydberg et al., 2008; Sharma et al., 2003).  
The doublet transition state structures characterised in the current QM/MM studies of both enzymes 
are similar to the structure calculated by Li et al. (Li et al., 2007).  This species is found to have an 
upright configuration rather than the bent configuration previously reported by Sharma et al. 
(Sharma et al., 2003).  The Fe-O-SDMS angle at which the reaction occurs is also large, 
approximately 150° in both enzymes.   
The main inconsistency is found in the long Fe-O and SDMS-O distances, which are considerably 
elongated compared to DFT models.  This data implies that the reaction is taking place further 
along the potential energy surface.  The position of the transition state on the energy profile is 
rO-S :1.935 (2.049) 
rFe-O :1.831 (1.785) 
rFe-S :3.381 (3.348) 
 Fe-S-Cys: 97.4° (97.6°) 
ave(rFe-N): 2.046 (2.043) 
O-Fe-S: 174.0° (175.8°) 
ΔFe: 0.318 (0.317) 
 
  CpdI BM3 : 
2TSI (
4TSI) 
Figure 5.6 Optimised geometry parameters of 
the transition states for the reaction between 
DMS and CpdIBM3. Distances in Å. 
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influenced by the protein environment included in the QM/MM calculations.  This in turn may be 
increasing the height of the reaction barrier compared to that obtained by DFT model calculations.  
The latest study published by Shaik et al. (Shaik et al., 2010b) looking at the sulfoxidation of 
thioanisole in the gas phase once again found a low-lying doublet transition state occurring earlier 
in the potential energy surface (rO-S = 2.33 Å, rFe-O = 1.68 Å ) with an Fe-O-SDMS angle of 126°.  
These findings resemble the structure found for P450cam. 
Differences in geometrical parameters also reflect in the imaginary frequencies calculated for 
P450BM3.  These frequencies correspond to the stretching motion between SDMS and O, which 
indicates the formation of a bond between these atoms.  Imaginary frequencies for low-spin and 
high-spin transition states of P450cam were found to be i 212.2 cm
-1 and i 383.6 cm-1, respectively.  
The same imaginary frequencies in P450BM3 transition states were calculated as i 276cm
-1 and i 147 
cm-1, respectively.  So far, imaginary frequencies for 2TSI have been found to vary dramatically 
depending on the model employed for the calculations.  Values obtained range between i 61.1cm-1  
(Rydberg et al., 2008) and i 291.9 cm-1  (Li et al., 2007), implying that differences in molecular 
geometries can have a large effect on these values.  For the high-spin structure, where structures 
found in cited literature are similar to each other and to that obtained for 4TSI of P450BM3, values 
from DFT model studies have been found to be rather larger than those calculated in this 
investigation: : i 673.7 cm-1  (Shaik et al., 2010b), i 680.6 cm-1 (Sharma et al., 2003), i 689.2 cm-1  
(Li et al., 2007), and i 697.8 cm-1 (Rydberg et al., 2008).  The data presented shows that the 
energy barriers of the sulfoxidation reaction and the geometrical parameters of the transition state 
structures involved are influenced by the effect of the protein environment as well as by the model 
chosen for the investigation. 
It might be inferred that the large barrier height calculated using Model 3 is due to the spin 
delocalisation onto the sulphur group.  This does not seem to be the case, as Model 2 also results 
in a larger spin density on the sulphur than normally found in QM/MM studies.  Furthermore, in a 
QM/MM study of P450BM3, the hydroxylation reaction performed with a varying amounts of spin 
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(a) 2Cpd0cam (b) 
2Cpd0BM3 
rFe-S: 2.374 Fe-S-Cys: 
116.0° 
ave(rFe-N): 2.035 
O-Fe-S: 177.6° 
ΔFe: 0.02  
dihedralFe-O-O-H:  -29.8° 
 
rH-N: 2.106 
rO-O: 1.501 
 rFe-O:1.829 
 
rFe-S: 2.527 Fe-S-Cys: 
105.8° 
ave(rFe-N): 2.042 
O-Fe-S: 172.1° 
ΔFe: 0.01 
dihedralFe-O-O-H:  53.2° 
 
rH-N: 2.219 
 rO-O: 1.497 
rFe-O: 1.860 
 
Figure 5.7 Optimised geometry parameters of Cpd0 of (a) P450cam Model 2, and (b) P450BM3 
Model 3.The two bottom pictures show the view of the -OOH moiety from above the heme. All 
distances in Å. 
density on the porphyrin ring and sulphur atom did not indicate that smaller amounts of spin 
density on the sulphur lead to lower reaction barriers (Tian and Friesner, 2009).  
 
5.3.3 Compound 0 
As mentioned previously, several experimental studies have suggested the possibility of two 
competing oxidants in P450 enzymes, with Cpd0 and CpdI being the favoured candidates 
(Chandrasena et al., 2004; Cryle and De Voss, 2006; Newcomb et al., 2000; Vaz et al., 1998).  One 
mutation study presented the mutant T252A of P450cam, which is expected to be unable to 
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protonate Cpd0 to form CpdI.  This mutant was able to perform a sulfoxidation reaction and yield 
the expected products, albeit with a reduced rate constant compared to the wild type enzyme, 
hinting that Cpd0 could be carrying out the reaction (Cryle and De Voss, 2006).  For the purpose 
of comparing the sulfoxidation reaction by the two possible reactants, Cpd0BM3 was first geometry 
optimised, as described for CpdIBM3, and compared to Cpd0cam.  Only the doublet state was 
characterised as the quartet state was found to be much higher in energy, too high to be involved 
in the sulfoxidation reaction (Kamachi and Yoshizawa, 2003; Ogliaro et al., 2002a).  As with CpdI, 
the geometry of this species seems to correlate well with findings from the P450cam study in 
Chapter 3. (Figure 5.7)  Most distances and angles differ within experimental error, and the largest 
discrepancies are once again seen in the Fe-S distance and the angles Fe-S-Cys and O-Fe-S.  The 
Fe-S bond length is 0.16 Å increase larger in the P450BM3 system.  In P450cam, this distance 
increases by about 0.2 Å when going from Cpd0 to CpdI, while the increase occurring in this 
system amounts to double that amount (~0.4 Å).  As in CpdIBM3, Cpd0BM3 has a much shallower 
Fe-S-Cys angle than the P450cam enzyme.  Major differences are observed in the positioning of the 
axial ligand.  The second oxygen in the hydroperoxo moiety seems to be almost equidistant from 
two N atoms, while in Cpd0cam, it is almost directly above one nitrogen atom.  In Cpd0BM3, the Fe-
O-O-H dihedral angle is 53°, with the final H almost directly above one N in order to form a 
hydrogen bond with it.  On the other hand, in Cpd0cam the H-atom bends away from the N.  
Nonetheless, in both cases the hydrogen bonding distance H-N is very similar.  This data indicates 
that the different protein environment of the two P450 enzymes can results in some differences in 
the geometry of the active site. 
 
5.3.4 Sulfoxidation reaction by Cpd0cam and Cpd0BM3 
The reactivity of the QM/MM models of Cpd0cam and Cpd0BM3 was investigated in a similar manner 
to that described for the sulfoxidation reaction involving CpdI of these enzymes.  The reaction of 
Cpd0 with DMS follows a similar potential energy profile as the reaction of CpdI, proceeding via a 
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concerted reaction and a single transition state (TS0).  As the reaction profile of Cpd0 with DMS 
shows (Figure 5.8), the reaction follows a dominant doublet spin state surface.  The large 
separation between the existing states of Cpd0 indicates that the quartet is not involved in the 
reaction, as the energy difference between the doublet and quartet states is larger than the energy 
barrier for the sulfoxidation reaction of CpdI.  It is also clear that the barrier height for the reaction 
of 2TS0 is a great deal higher than the reaction of either state of CpdI with DMS, and larger than 
generally expected in enzymatic systems.  This is also true for P450BM3, even considering the 
elevated sulfoxidation barriers found for CpdIBM3.  Due to the magnitude of the substantial amount 
of energy required, it is safe to conclude that Cpd0 is unlikely to perform oxidation reactions of 
sulphides.  This conclusion is in agreement with previous studies, where the barrier height of the 
reaction by Cpd0 was found to be more than double that of the reaction by CpdI (Kumar et al., 
2005a; Sharma et al., 2003).  The energy required to perform the reaction by the two enzymes is 
comparable, suggesting that in this case the protein environment has little effect on the reaction.  
Figure 5.9 illustrates the optimised geometry of 2TS0 of P450BM3.  The transition state of Cpd0 
shows less distortion of the overall structure compared to 2,4TSI: the heme remains planar, with 
the iron centre in the plane of the porphyrin ring.  The Fe-S is elongated by just 0.1 Å compared to 
the reactant.  It is the Fe-O distance which increases most to allow the transfer of the oxygen to 
the DMS molecule: this distance increases to a staggering 2.4 Å, over 0.4 Å longer than in all the 
TSI structures.  Indeed, as the Fe-O bond lengthens, the bond between the two oxygen atoms in 
the OOH moiety increases and the hydrogen bond to the heme nitrogen shortens to 1.96 Å 
(previously 2.22 Å).  Therefore, as the oxygen atom bound to the central Fe starts to form a bond 
with SDMS, the rest of the hydroperoxo moiety begins to bind more strongly to the heme.  The S-O 
distance at which the transition state occurs is very short (1.798 Å) compared to those of the 
transition states of CpdI, implying that the reaction occurs further along the potential energy 
surface.  
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Perhaps it is the need to break two bonds (Fe-
O and O-O) that delays the transfer of the 
oxygen atom and leads to a higher reaction 
barrier for Cpd0.  Nonetheless, is it this high 
reaction barrier that makes this oxidant too 
sluggish to perform the sulfoxidation reaction 
of DMS.  In this case, CpdI remains the 
dominant active species.  
 
 
 
 
 
 
 
 
  
Figure 5.8 Potential energy profile for the sulfoxidation of DMS by Cpd0cam (shown in 
red) and Cpd0BM3 (shown in blue square brackets). All energies are in kilocalories per 
mole relative to the reactant complex including zero-point energies. Data obtained using 
basis set B1, data in round parentheses obtained with basis set B2. 
 
Figure 5.9 Optimised geometry parameters of 
the transition states for the reaction between 
DMS and Cpd0BM3. Distances in Å. 
 
rO-S :1.798 
rFe-O : 2.482 
rFe-S : 2.694 
Fe-S-Cys: 100.8° 
ave(rFe-N): 2.044 
O-Fe-S: 175.6° 
ΔFe: 0.001 
 
 
Cpd0BM3 : 
2TS0  
rH-N : 1.96 
rO-O : 1.527 
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5.4 Concluding remarks  
For many years experimentalists and theoreticians have been debating on the nature of the oxidant 
species of P450 enzymes.  Computational studies point to CpdI as the primary oxidant although 
this intermediate is so short-lived that it has never been isolated experimentally.  So far, CpdI has 
been confirmed to be the oxidant species in a range of P450-catalysed reactions including C-H 
hydroxylation (Altun et al., 2006a; Altun et al., 2006b; Schöneboom et al., 2004; Zurek et al., 2006), 
alkene epoxidation (Shaik et al., 2007a), and N-dealkylation (Shaik et al., 2010a).  Nonetheless, 
experimental findings have suggested that another intermediate in the catalytic cycle, Cpd0, might 
also be involved in the sulfoxidation reaction mediated by P450BM3 (Cryle and De Voss, 2006; Volz 
et al., 2002).  The intent is to clarify which species performs the sulfoxidation reaction catalysed by 
this enzyme using DMS as a substrate. 
This is the first QM/MM investigation on the sulfoxidation reaction of P450enzymes, as all previous 
investigations have been DFT gas-phase studies.  Following the characterisation of CpdI and Cpd0 
using two system sizes, the reactions of the two potential oxidant species of P450cam and P450BM3 
enzymes with DMS were analysed by performing geometry scans and transition state optimisation 
procedures.  
The minimisation procedures performed on the two models resulted in similar structures for the two 
active sites, although CpdIBM3 was revealed to have a different electronic structure to that of 
CpdIcam.  This difference lies in the position of the radical, which is based around the sulphur atom 
in the first enzyme, and on the porphyrin ring in the latter.  This structure of CpdIBM3 was also 
found to give an elongated Fe-S bond, even when MD snapshots with varying initial bond lengths 
were used to repeat geometry optimisations.  Attempts to move the radical from the sulphur onto 
the heme by changing the environment of the active site, by increasing the size of the QM region 
around the thiolate ligand and by adding hydrogen bonding interactions to the same area, were 
unsuccessful.  No significant changes were observed in the groups spin densities, although the Fe-S 
distance was shortened when both environmental effects were added to the calculations.  This 
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bond length may therefore be a result of the size of the QM region.  A direct comparison of the 
crystal structure of P450BM3 and the final CpdI species did not expose any large conformational 
changes in the enzyme nor in the in the active site region, such as the breaking of hydrogen bonds, 
which could account for the electronic structure found.  These results indicate that the length of 
this bond does not influence the electronic structure of CpdIBM3, and suggest the possibility that 
the enzyme environment within the enzyme P450BM3 differs enough from that of P450cam to stabilise 
this electronic form of CpdI.  Previous QM/MM calculations on a number of P450 isoforms, 
including human forms, disclosed that the spin density on the sulphur can indeed fluctuate between 
0.20 and 0.50, and that this value does not correlate with the Fe-S bond length (Bathelt et al., 
2005). 
After a detailed analysis of the oxidant, the potential energy profiles of the reaction of DMS by 
CpdIcam and CpdIBM3 were compared to each other and to previous theoretical reports on gas-
phase DFT models.  Differences were found between the two QM/MM models due to the inherent 
structural features of the two enzymes as well as difference in the size of the models.  A truncated 
model (Model 2) was used to study P450cam, while P450BM3 was examined as a full enzyme 
solvated in water (Model 3).  Single-state reactivity patterns (SSR) were found for both enzymes, 
as predicted in the literature, although the dominant spin-state is the quartet state in QM/MM 
studies.  At first glance, the relative energies obtained in the present investigation appear high, but 
the inclusion of a larger basis set and zero-point energy corrections predict reasonable reaction 
energies compared to gas-phase results for P450cam.  The data for P450BM3 reveals a different 
transition state for the doublet state compared to DFT model, which may explain why the reaction 
pathway along the low-spin state is higher in this enzyme.  In the 2TSI found by Shaik in DFT 
studies (Shaik et al., 2010b), the Fe-O-SDMS angle  is much smaller (~126°), meaning that the 
substrate must be able to come fairly close to the heme for the reaction to occur.  This might not 
be possible in the enzyme as there may be steric or electrostatic reasons that prevent this from 
happening.  In truth, P450BM3 usually catalyses long-chain fatty acids and has a Phe residue close to 
the active site which prevents the tail end of the substrate from approaching the oxidant.  The 
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energetics of the sulfoxidation reaction of CpdI is found to be sensitive to the choice of basis set, 
QM region and protein environment, with these variables dramatically influencing reaction barriers. 
To determine whether Cpd0 can compete with CpdI as an oxidant species, Cpd0 was also 
characterised.  The geometrical parameters of Cpd0cam and Cpd0BM3 compare well with each 
other.  Although Cpd0BM3 has an elongated Fe-S distance compared to Cpd0cam, this is nowhere 
near as long as in CpdIBM3, and no abnormalities are found in the electronic configurations.  The 
reaction proceeds via an SSR mechanism with the doublet being favoured due to a large difference 
with the quartet species.  Nonetheless, reaction barriers found for Cpd0 were found to be 
prohibitively high in all cases.  The natural conclusion is that CpdI is the more potent oxidant and 
the one responsible for the sulfoxidation reaction of DMS, with the reaction proceeding 
preferentially via the quartet spin state. 
As the geometries and electronic structures calculated for the Cpd0 species of the two enzymes 
are comparable to published data, the setup of the Model 3 system does not account for the 
unusual results obtained for CpdIBM3.  It is possible that spin delocalisation is an inherent property 
of P450BM3, as P450cam has stronger hydrogen bonds towards the cysteinate ligand, which may 
prevent electron density from delocalising onto the sulphur atom as much as in other isoforms 
(Harvey et al., 2006).  The choice of starting structure may also be contributing to the results of 
this investigation, as it has previously been found to lead to differences in electron density around 
the heme and thiolate groups, with spin density on the sulphur varying between 25-50% in some 
cases (Harvey et al., 2006).  In fact, differing structures may have similar active site geometries 
whilst having conformational differences and varying strengths of hydrogen bonds in the MM region, 
which could impact on the electronic structure of the species (Altun et al., 2006a).  It may be that a 
number of factors, including the effects of the specific enzyme environment, be they artificial or not, 
are contributing to the larger barrier heights seen in this isoform. 
Further work must be carried out in order to search for alternative electronic structures for CpdI of 
P450BM3, as such states have now been found by Tian and Friesner (Tian and Friesner, 2009).  
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These calculations on the structure of CpdIBM3 may also help to confirm reaction barrier heights of 
the sulfoxidation reaction, as they were found to be significantly higher (~10kcal mol-1) than those 
predicted for P450cam and DFT models. 
The unusually long Fe-S bond length has already been found to vary with QM system size.  As the 
electronic structure has not been seen to change with changes in the QM region size, it would be 
interesting to carry out a full examination of the enzymes to compare it with P450cam and note any 
differences in the amino acids present near the active site or in the dipole moments in the protein.  
Other basis sets may be tested to investigate whether the electronic structure may change with a 
larger basis set or perhaps the inclusion of polarisation functions.  It may also be worth including 
key residues around the active site in the QM region to observe their effect.  The entire procedure 
employed to study P450BM3 should also be verified by repeating the same procedure with the full 
P450cam enzyme and confirming that the structures found correspond with previously found data.  
Repeating the study on other isoforms would also confirm whether the reaction pathway and 
transition states differ from DFT studies due to the enzyme environment.  
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CHAPTER 6. 
THE DOUBLY-REDUCED PENTACOORDINATED COMPLEX:  
A HEME-BASED RADICAL P450 SPECIES 
 
 
 
 
Results from this Chapter have been published in: 
Porro, C.S., Kumar, D., and de Visser, S. P. (2009). Electronic properties of 
pentacoordinated heme complexes in P450 enzymes: search for an Fe(I) oxidation 
state. Phys. Chem. Chem. Phys. 11, 10219-10226. 
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6.1 Preface 
In this final investigation, a novel P450 species is characterised using gas-phase and QM/MM 
systems to confirm that it is indeed a heme-based radical like Compound I (CpdI).  A number of 
perturbations are applied to ascertain that all low-lying species have this electronic structure.  The 
g-tensor values and zero-field splitting (ZFS) parameters for the doubly-reduced pentacoordinated 
system are then calculated with the purpose of aiding the experimental identification of the elusive 
oxidant CpdI. 
 
6.2 Introduction 
Cytochrome P450 enzymes are involved in crucial biological oxidation reactions, including the 
metabolism of drugs and detoxification processes in the liver (Munro et al., 2007; Ortiz de 
Montellano, 2004; Sono et al., 1996).  Due to their importance, many studies over the years have 
been dedicated to elucidating the mechanism of substrate oxidation by these enzymes.  The 
oxoiron intermediate of the P450 catalytic cycle, CpdI, is generally considered to be the active 
oxidant in the catalytic cycle for C-H hydroxylation, epoxidation, and sulfoxidation reactions, 
amongst others (Derat et al., 2006; Meunier et al., 2004; Shaik et al., 2007b; Shaik et al., 2005).  
It is challenging for experimentalists to isolate this species, even though there is indirect 
experimental evidence of its presence in the form of kinetic isotope effects and product 
distributions (Egawa et al., 1994; Kellner et al., 2002; Newcomb et al., 2006).   In order to identify 
this short-lived compound, it is important to recognize spectroscopic features that are unique to 
CpdI which will help experimentalists distinguish it from other species in the catalytic cycle.  One 
way to enable its spectroscopic detection would be to characterise other species which possess 
similar electronic situations.   
The electronic structure of CpdI is characterised as comprising two unpaired electrons on the 
metal centre coupled to a third electron in a heme orbital (Bathelt et al., 2005; de Visser et al., 
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2001b; de Visser et al., 2003; Green, 1999; Shaik et al., 2002; Shaik et al., 2005). (see Figure 3.7)  
To date, the EPR spectrum of analogous heme enzymes have been measured (Benecky et al., 
1993; Houseman et al., 1993; Ivancich et al., 2001; Rutter et al., 1984; Schulz et al., 1979).  Table 
6.1 gives experimental EPR g-tensor parameters and zero-field splitting (ZFS) DTOT values of several 
enzymes in the CpdI intermediate form.  Even amongst these similar structures, there is a 
noticeable difference in the EPR parameter 𝒈⊥, which is seen to vary from a value as low as 1.73 to 
over 3.3.  Generally for CpdI species, 𝒈∥ ≈ 𝟐 , while  𝒈⊥  has been found to vary dramatically 
depending on the system.  In horseradish peroxidise (HRP I) and chloroperoxidase (CPO I) 𝒈⊥ < 2; 
on the other hand, in Micrococcus lysodeikticus catalase (Cat I) and Turnip peroxidase isozyme 7 
(TP7 I)  𝒈⊥ > 2. The explanation for this is that the effective  𝒈⊥ for CpdI is influenced by the ratio 
of the exchange parameter J, which describes the exchange interaction between the ferryl iron and 
the porphyrin radical, and the ZFS parameter DTOT  (J/DTOT) (Rutter et al., 1984; Schulz et al., 
1979).  In Cat I, the EPR signals show ferromagnetic coupling between the metal (S = 1) and the 
heme (S‟ = 1/2) spins, so that J < 0, giving a large  𝒈⊥  value.  In contrast, CPO I exhibits 
antiferromagnetic coupling, such that  𝒈⊥  is smaller than 2, while HRP I has a signal around 2 
indicating that it has both ferromagnetic as well as antiferromagnetic coupling.  The ZFS parameter 
DTOT is found to be large and positive.   
Consequently, g-tensor values of CpdI species depend almost entirely on the exchange coupling 
term, J  (Benecky et al., 1993).  The EPR signals for species TP7 I were seen to vary with changes 
in pH, adding yet another obstacle in the prediction of such spectra.  This data shows that proteins 
containing the same oxoiron and porphyrin cation radical species can exhibit extremely diverse EPR 
signals which depend on the coupling of the unpaired spins as well as the properties of the ligands 
 Table 6.1 Experimental spectroscopic parameters for CpdI heme analogues of P450:           
g-tensors and zero-field splitting DTOT. 
Species Ref 
DTOT  
cm-1 
 𝒈⊥ 𝒈∥ 
CpdI Horseradish peroxidase (HRP I) (Schulz et al., 1979) 22 1.98 ~2 
CpdI Chloroperoxidase (CPO I) (Rutter et al., 1984) 35 1.73 1.990 
CpdI Micrococcus lysodeikticus catalase (Cat 
I) 
(Benecky et al., 1993) - 3.32 ~2 
CpdI Turnip peroxidase isozyme 7 (TP7 I) (Ivancich et al., 2001) - 2.56 2.0 
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bound to the metal centre.  Consequently, the prediction of the EPR spectra for CpdI of P450 
enzymes is far from straightforward.  It is possible that it could have different properties to those 
found for the heme enzymes in Table 6.1.  Recent studies have suggested that another P450 
species could have similar features to CpdI: the doubly reduced pentacoordinated resting state 
intermediate (Davydov and Hoffman, 2008).  In this study the electronic properties and 
spectroscopic features of this complex are examined.   
In the catalytic cycle of P450, the entrance of a substrate into the active site of the enzyme triggers 
the release of the ligand water molecule from the water-bound resting state of P450 (A), changing 
the system from a low-spin doublet state to a high-spin sextet configuration (R). (Figure 6.1)  This 
change in spin state triggers an electron transfer process which leads to the formation of a 
pentacoordinated ferrous complex (S) (Auclair et al., 2001; Sligar, 1976).  Under normal 
circumstances, the catalytic cycle proceeds with the binding of molecular oxygen, a reduction step, 
and two protonation steps to arrive at the oxidant CpdI (Green et al., 2004; Groenhof et al., 2007; 
Loew and Harris, 2000).  Under anaerobic conditions, the catalytic cycle does not proceed beyond 
S; however, a second reduction of this complex will yield a doubly reduced pentacoordinated 
species (D) which is the subject of the present study.  Species D was identified using two 
techniques: electron paramagnetic resonance (EPR) and electron-nuclear double resonance 
(ENDOR) (Davydov and Hoffman, 2008).  The suggestion was made that D may exist in one of two 
states: either as an FeII centre coupled with a heme anion radical [FeII Por –•] (D), or as an FeI 
centre with a closed-shell heme [FeI Por 0] (D’).  The dominant electronic structure of D has yet to 
be determined; nevertheless, it must be pointed out that if D exists in the [FeII Por –•] state, this 
would be the only P450 structure discovered so far, apart from CpdI, to have a heme-based 
radical. 
In the present study, the low-lying electronic states of the doubly reduced pentacoordinated system 
are calculated using both a gas-phase model and a full QM/MM calculation on solvated P450BM3.  In 
addition, the effects of environmental perturbations on the oxidation state of the iron centre are 
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examined to find which conditions lead preferentially to an [FeII Por –•] situation.  The EPR 
parameters of these species are also calculated in order to determine their electronic properties and 
how they may be related to those of CpdI.  
To maintain consistency within the DFT and QM/MM models, the active site region is described in 
an analogous manner and the same functional methods and basis sets are used to carry out 
calculations.  DFT calculations were carried out on active site models of P450 enzymes, Model 1 
described in Chapter 2.  Three spin states were characterised: doublet, quartet, and sextet, with 
stoichiometry FeC20H13N4S and net charge -2.  Full geometry optimisations were carried out using 
UB3LYP method (Becke, 1993; Lee et al., 1988) and basis set LACVP (Hay and Wadt, 1985b) (basis 
set B1).  In order to test the effect of basis set on the results, after optimisation single point 
calculations were carried out at a higher basis set LACV3P++** (basis set B4), and structures were 
also re-optimised using LACVP** basis set (basis set B2).  Data obtained with the higher basis sets 
confirmed the electronic structures and relative energies of the three spin states.  The geometries 
found were confirmed as local minima through analytical frequency calculations at basis set B1.  All 
frequencies in this study have been scaled using a factor of 0.9614, as suggested by Scott and 
Radom, as vibrational frequencies obtained using B3LYP/6-31G have been calculated to contain a 
systematic error of approximately 4% (Scott and Radom, 1996).  
The effects of different external environments on the relative energies and spin state ordering of 
the gas-phase model were studied by carrying out additional calculations on optimised structures.   
The effects of the following were tested: (i) the addition of a dielectric constant, (ii) the effect of 
Figure 6.1 Scheme of formation of the doubly-reduced pentacoordinated species, D, and its 
possible two electronic forms. 
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hydrogen bonding to the thiolate ligand, (iii) a combination of effects (i) and (ii), as well as (iv) the 
addition of an electric field and (v) full enzyme QM/MM optimisations.  
The effects of polarity were included by carrying out single point calculations in the presence of a 
dielectric constant in Jaguar 7.0 (Schrödinger, 2007) using self-consistent reaction field (SCRF), as 
in previous studies (de Visser, 2006b, c; de Visser, 2008).  Three different dielectric constants:  = 
5.708,  =35.74 and  = 80.37 were employed in order to mimic chlorobenzene, nitrobenzene and 
water environments.  Probe radii of 2.72 Å, 2.73 Å and 1.40 Å were used, respectively. 
The electronic description of the thiolate ligand has been shown to be influenced by hydrogen 
bonding interactions, particularly in studies of CpdI (Ogliaro et al., 2000a).  A larger system, 
comprising two NH3 molecules in the vicinity of the cysteinate ligand as in previous studies, was 
geometry optimised with the intention of mimicking hydrogen-bonding interactions that take place 
in the protein (de Visser et al., 2002b; de Visser and Shaik, 2003).  Once the calculations on the 
larger models was carried out, single point calculations were repeated with the inclusion of a 
dielectric constant as detailed above for the small active site model. 
An additional study was performed to test the effects of an electric field on the electronic 
description and spin state ordering for D.  An electric field ranging between ±0.0150 au (±77 MV 
cm-1) was applied in Gaussian03 (Frisch, 2004) (G03) as in previous studies (de Visser, 2006a; 
Shaik et al., 2004b).  This range should clearly display any electric field effects induced by a protein, 
as these values are typically within 10 MV cm-1 (Suydam et al., 2006). 
QM/MM geometry optimisations were carried out on a single snapshot from a molecular dynamics 
(MD) simulation of a fully-solvated P450BM3 structure with a dimethyl sulphide (DMS) substrate 
(Model 3, described in Chapter 2).  The QM region was selected to contain the heme excluding 
side chains, the iron centre and thiolate for the cysteinate ligand.  The method used was 
UB3LYP/LANL2DZ (basis set B1) for the QM region, and UFF force field for the MM region.  
Additional single point calculations were also carried out with basis set B2.   
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The ONIOM calculations performed included mechanical embedding.  As electronic embedding is 
commonly thought to give more accurate results, test single point calculations were performed on 
the optimised doublet, quartet and sextet structures with the inclusion of the electronic embedding 
of the MM region in the QM Hamiltonian.  The spin state ordering was found to be unaffected and a 
maximum difference of 1 kcal mol-1 was found in the energies of the spin states using electronic 
embedding.  As a result, electronic embedding was found to have little effect in this situation, and 
mechanical embedding alone was used for the remaining calculations.  
 
6.3 Results and discussion 
6.3.1 Electronic configurations of pentacoordinated P450 systems 
In the catalytic cycle of P450, the binding of a substrate releases the water ligand from the distal 
side of the iron centre to yield a pentacoordinated FeIII heme (R).  When this process occurs, as 
shown in Chapter 4, there is a doublet to sextet spin state crossing which triggers an electron 
transfer to form species S (Auclair et al., 2001; Sligar, 1976).  A second reduction step forms D, 
the subject of the present study.  Figure 6.2 depicts the occupied and virtual orbital occupation of 
the pentacoordinated species of P450, showing the electron transfer processes for the two 
reduction steps from resting state (R), to the singly-reduced species (S), and finally to the doubly 
reduced species (D).  
Figure 1.9 in Chapter 1 illustrates the orbitals originating from the 3d metal orbitals. There is also a 
heme-type orbital eg
*, which is accessible to species D.  When P450 is in the resting state R, the 
metal 3d-block is occupied by five electrons such that the metal exists in an oxidation state of FeIII 
and eg
* is a virtual orbital.  The orbital configuration for the doublet, quartet, and sextet spin states 
is therefore: 2R = 3dxy
2 3dxz
2 3dyz
1, 4R = 3dxy
2 3dxz
1 3dyz
1 σ*z2
1, and 6R = 3dxy
1 3dxz
1 3dyz
1 σ*z2
1 
σ*x2−y2
1.  Experimental as well as computational DFT and QM/MM studies confirm the sextet spin 
state (6R) as the ground state (Altun and Thiel, 2005; Auclair et al., 2001; Balding et al., 2008a; 
Ogliaro et al., 2002b; Sligar, 1976). 
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As the first electron transfer process occurs, one more electron is added to the d-block chemistry, 
reducing the metal oxidation state to FeII.  The doublet resting state (2R) is therefore reduced to 
either a singlet or triplet state (1S or 3S) depending on which orbital the extra electron will occupy.  
A singlet state will have occupation: 1S = 3dxy
2 3dxz
2 3dyz
2, while a triplet species will have 
occupation: 3S = 3dxy
2 3dxz
2 3dyz
1 σ*z2
1.  Species 4R can therefore be reduced to either 3S or 5S 
(3dxy
2 3dxz
1 3dyz
1 σ*z2
1 σ*x2-y2
1), while a sextet resting state will only yield 5S.  For this intermediate, 
the quintet state (5S) is predicted to be the ground state both by computational and experimental 
studies (Altun and Thiel, 2005; Champion et al., 1975; Ogliaro et al., 2002b).  
Reducing the system further from S will give the doubly-reduced form (D), which also has virtual 
heme type orbitals available for electrons to occupy (eg
*).  This complicates the situation further, as 
Figure 6.2 Orbital occupation of the pentacoordinated heme complex (R), the singly reduced 
form (S), and the doubly-reduced form (D). 
 or 
 or 
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the addition of one more electron gives a variety of possible orbital configurations.  For example, 
the reduction of the 5S can lead to one electron being transferred to either a metal-type orbital or 
to a heme eg
* orbital depending on which orbital is lower in energy.  When the latter is lower in 
energy, the unpaired electron will reside on the porphyrin, resulting in either a quartet or sextet 
species with the following configuration: 4,6D = 3dxy
2 3dxz
1 3dyz
1 σ*z2
1 σ*x2-y2
1 eg
*1.  Furthermore, the 
electron in the orbital eg
* can either be ferromagnetically or antiferromagnetically coupled to the 
metal, giving an overall sextet spin state (6D) or quartet spin state (4D), respectively.  Both of 
these states have a metal in the FeII oxidation state (6 electrons in metal-based orbitals) and a 
singly reduced porphyrin [FeII Por –•].  This situation is very similar to that in CpdI, where the two 
spin states are also virtually degenerate, and a weak coupling of a triplet spin on the metal with a 
heme radical exists.  In cases where the metal orbital is lower in energy than the heme orbital, the 
extra electron from the reduction of 5S is added to a metal-based orbital (3dxz), and an Fe
I species 
arises.  This complex has a neutral porphyrin ring [FeI Por 0], with configuration 4D’ = 3dxy
2 3dxz
2 
3dyz
1 σ*z2
1 σ*x2-y2
1.  Likewise, 3S and 1S can lead to a number of spin states with a metal atom in 
either FeII or FeI oxidation state.  The reduction of 3S can give rise to 4D’ again, as well as a pair of 
degenerate doublet and quartet spin states with occupation: 2,4D’’ = 3dxy
2 3dxz
2 3dyz
1 σ*z2
1 eg
*1.  
These states also contain a heme radical.  
 
6.3.2 QM study (Model 1) 
The lowest-lying spin states of D were optimised in the gas-phase.  Using all three basis sets (B1, 
B2 and B4), the high-spin state 6D is found to be the ground state: at basis set B1 the doublet 
and quartet states lie considerably higher in energy: 7.2 kcal mol-1 and 11.2 kcal mol-1, respectively. 
(Table 6.2)  The two lower spin states are close in energy, and virtually degenerate at the higher 
basis sets (B2 and B4) due to the occupation of their orbitals, which corresponds to: 2,4D’’ = 3dxy
2 
3dxz
2 3dyz
1 σ*z2
1 eg
*1.   
The assignment of these electronic structures is supported by the group spin densities tabulated in 
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Table 6.3.  Another quartet species virtually degenerate to 6D, species 4D = 3dxy
2 3dxz
1 3dyz
1 σ*z2
1 
σ*x2-y2
1 eg
*1 , was found using the model complex.  In all cases, the iron centre is coupled to an 
anion radical on the heme, a similar situation to CpdI, where a cation heme radical is involved. 
 The ferromagnetic interaction between the quintet spin state on Fe and the doublet spin on the 
heme gives the sextet state, whereas ferromagnetic or antiferromagnetic interactions between the 
triplet spin state on Fe and the doublet spin on the heme give rise to the quartet and doublet 
states, respectively.   
Attempts were made to find electronic states with the metal centre in oxidation state FeI, as in 2,4D’ 
states depicted in Figure 6.2, but each attempt converged back to the [FeII Por –•] electronic states 
found above.  
A time-dependent density functional theory (TD-DFT) calculation was carried out in G03 to find 
excitation states and their energy separation from the ground states that could arise from the 
optimised [FeII Por –•] state.  It was found that the lowest FeI doublet and quartet states lie 52.3 
kcal mol-1 and 53.4 kcal mol-1 higher in energy, respectively.  These states would be achieved by 
the excitation of a β-spin electron in the eg
* orbital to the 3dyz orbital to form 
2D’, or an excitation 
to the σ*x2-y2 orbital to form 
4D’.  All other states arising from this type of excitation lie higher in 
Table 6.2 Comparison of energies including zero-point energy correction of the three spin states 
of the doubly-reduced pentacoordinated complex (D) DFT Model 1. Relative energies are 
compared to the sextet state in each system (kcal mol-1).  
Species B1 B2 B4 
2D‟‟ 7.2 9.5 10.5 
4D‟‟ 11.2 9.3 10.0 
6D 0.0 0.0 0.0 
Table 6.3 Group spin densities of complex D DFT Model 1 at basis set B1.  
Species Fe Cys Por 
2D‟‟ 2.00 0.07 -1.07 
4D‟‟ 2.04 0.12 0.84 
6D 3.70 0.10 1.20 
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energy.  Even accounting for the possibility that TD-DFT excitation energies might be 
overestimated, the energy required to reach any electronic state with FeI oxidation state is so large 
that it can be concluded that these are not easily accessible to the enzyme.  It is also worth noting 
that a sextet spin state may not form a low-lying FeI solution, as all metal d-block orbitals are fully 
occupied.  As a result, FeI oxidation states are considered high-lying states and not accessible in 
the gas phase.  
The geometry of the optimised doubly-reduced system is shown in Figure 6.3.  The Fe-S bond 
length is found to be relatively long compared with that in the substrate-bound resting state R 
(data for R can be found in Chapter 4).  The difference with the reported R distance is ~0.2-0.25 Å 
(Altun and Thiel, 2005; Meunier et al., 2004).  In the system under scrutiny, there are two extra 
electrons in the Fe d-shell, one of which populates the σ*z2 orbital, which elongates the Fe-S bond 
significantly.  The Fe atom is also found to be below the plane of the heme by a considerable 
amount: 0.2 Å in the doublet and >0.5 Å in the quartet and sextet states.  This is due to the fact 
that the metal is not coordinated to a sixth ligand in this case.  The thiolate can thus pull the metal 
towards it and below the plane.  This is also the case in other pentacoordinated systems (Altun and 
Figure 6.3 Optimised geometry parameters of complex D, Model 1, at basis set B1. 
rFe-S: 2.950 (2.617) [2.557] 
Fe-S-H : 90.6° (96.4°) [94.8°] 
ave(rFe-N): 2.034 (2.046) [2.158] 
ΔFe:  -0.201 (-0.236) [-0.573] 
 
2D’’ (4D’’) [6D] 
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Thiel, 2005; Harris and Loew, 1993a, b; Rydberg et al., 2004; Shaik et al., 2005).  It seems that 
the displacement of the metal below the plane of the heme increases as the system is reduced 
from R to S and to D, with the latter having the iron in the lowest position of all three species.  
Once again this must be due to the increased electron density upon reduction.  
A series of calculations were run with the intention of establishing the validity of the B3LYP 
functional method in reproducing the ordering of the spin-states and their relative energies.  This 
was achieved with single point calculations on geometries optimised at B1 basis set using G03.  
The functional methods tested were: PBE0 (Handy and Cohen, 2001; Perdew et al., 1996), B3P86 
(Becke, 1993; Perdew, 1986), B3PW91 (Becke, 1993; Perdew et al., 1992), and B3LYP with 15% 
exchange included.  This last method is included because there have been suggestions that 15% 
exchange may provide more accurate energetics for transition metal complexes as opposed to 20% 
exact exchange usually found in the B3LYP method (Reiher et al., 2001; Siegbahn and Himo, 
2009).  In the case of complex D, it is found that the use of alternative DFT methods, both pure as 
well as hybrid density functionals, has a minute effect on the spin states.  The same electronic 
states are found to be the most stable and the same spin state ordering is reproduced by all 
methods: the sextet is always found to be the ground state, with the doublet state lying below the 
quartet state. (Table 6.4)  The energy gap between the states varies between the methods tested, 
with the smallest sextet-doublet gap found for hybrid functional PBE0.  The results obtained with 
the B3LYP method are close to the median value obtained from all the methods, and is considered 
appropriate for use in this study.  
Table 6.4 Relative energies of the spin-states of complex D calculated with different DFT 
methods.  
Species PBE0 B3P86 B3PW91 B3LYP 15% ex a 
2D 1.8 6.8 9.3 2.9 
4D 7.8 8.4 11.4 7.2 
6D 0.0 0.0 0.0 0.0 
a This functional includes 15% exchanged as opposed to the 20% exchange usually found in 
B3LYP. 
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6.3.3 Environmental influences on Model 1 
Further calculations were carried out in order to study whether different states, such as 2,4D’, 
containing iron in oxidation state FeI, can be stabilised by external environmental conditions and to 
observe the effect of environment on the relative energy of the various spin states. 
First of all, species 2D’’, 4D’’, and 6D were subjected to dielectric constants (ε) ranging in 
magnitude from 5.7 to 80.3, to simulate solvents with different polarities.  Table 6.5 contains data 
of relative energies and group spin densities for all the spin states at the three basis sets.  The 
addition of a polar environment stabilises the doublet and quartet states so that the energy 
separation between these states and 6D decreases by 3.5 kcal mol-1 or more in all cases.  The 
higher dielectric constant, the more the doublet and quartet spin states are stabilised with respect 
to the sextet spin state.   
At basis sets B1 and B2 the doublet state 2D’’ is stabilised most with respect to the sextet states.  
On the other hand, at basis set B4, which includes diffuse functions, the quartet state 4D’’ 
becomes the ground state and is increasingly stabilised with increasing dielectric constant.  
Therefore, is seems that the application of a dielectric constant may change the spin state ordering 
of the individual electronic states.  However, the polarity that a protein will induce on its active site 
is estimated to be far below that of water (80.37), so that the sextet state, 6D, is most likely to 
remain the ground state in the enzyme environment.  In fact, a dielectric constant of ε = 5.7 is 
commonly used to mimic the enzyme environment in P450 systems (de Visser et al., 2002b; Li et 
al., 2007; Ogliaro et al., 2000a; Shaik et al., 2010a). 
Despite the changes in the relative energies of the spin states, the effect on the group spin 
densities is observed to be minimal, implying that a polar environment has little effect on the 
electronic state and orbital occupation of the doubly-reduced pentacoordinated system.  
Consequently, regardless of the polarity applied to the active site, the ground state remains in the 
[FeII Por –•] state. 
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Table 6.5 Relative energies and group spin densities of complex D (Model1) with the influence 
of three different dielectric constants at three different basis sets. 
(a) Data calculated at basis set B1 
Species ε 
ΔE a   group spin densities 
kcal mol-1   Fe Cys Por 
2D'' 5.708 1.91 
 
2.01 0.04 -1.05 
4D'' 5.708 7.30 
 
2.07 0.05 0.88 
6D 5.708 0.0 
 
3.70 0.08 1.22 
2D'' 35.74 1.49   2.01 0.03 -1.04 
4D'' 35.74 6.04 
 
2.07 0.04 0.89 
6D 35.74 0.0   3.70 0.07 1.23 
2D'' 80.37 -1.02 
 
1.99 0.04 -1.03 
4D'' 80.37 3.93 
 
2.08 0.04 0.89 
6D 80.37 0.0   3.70 0.07 1.23 
  
(b) Data calculated at basis set B2 
Species ε 
ΔE a   group spin densities 
kcal mol-1   Fe Cys Por 
2D'' 5.708 3.70 
 
1.99 0.04 -1.03 
4D'' 5.708 6.06 
 
2.01 0.09 0.90 
6D 5.708 0.0 
 
3.68 0.08 1.23 
2D'' 35.74 3.02   1.99 0.03 -1.03 
4D'' 35.74 5.06 
 
2.01 0.07 0.91 
6D 35.74 0.0   3.68 0.08 1.24 
2D'' 80.37 0.34 
 
2.00 0.03 -1.03 
4D'' 80.37 3.10 
 
2.03 0.07 0.91 
6D 80.37 0.0   3.68 0.08 1.25 
  
(c) Data calculated at basis set B4 
Species ε 
ΔE a   group spin densities 
kcal mol-1   Fe Cys Por 
2D'' 5.708 5.14 
 
2.07 0.05 -1.12 
4D'' 5.708 -2.74 
 
2.07 0.10 0.93 
6D 5.708 0.0 
 
3.76 0.09 1.15 
2D'' 35.74 5.36   2.07 0.04 -1.11 
4D'' 35.74 -3.71 
 
2.07 0.09 0.84 
6D 35.74 0.0   3.76 0.09 1.16 
2D'' 80.37 1.48 
 
2.08 0.04 -1.12 
4D'' 80.37 -6.18 
 
2.08 0.08 0.84 
6D 80.37 0.0   3.76 0.08 1.16 
a relative energies including ZPE correction 
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A further environmental effect studied was that of the addition of two ammonia molecules to the 
ground state sextet (6D) to mimic the internal NH···S hydrogen bonds formed between two 
residues and the cysteinate sulphur atom.  Calculations on the gas phase system as well as those 
including dielectric effects at all three basis sets showed no significant consequences on the group 
spin densities (Table 6.6), which remain virtually identical to those listed in Table 6.3.  There is only 
a small movement of spin density onto the metal atom from both the ligand and the ring.  A closer 
look at orbital occupations reveals why this is so: the sulphur ligand in D is closed shell and only 
contributes spin density to a singly occupied σ*z2 orbital.  As a result, the addition of hydrogen 
bonding interactions only has a minuscule effect on the overall system.  These circumstances differ 
from those of CpdI, where the addition of hydrogen bonding interactions can influence the group 
spin densities and charges to a much larger degree because of a singly occupied molecular orbital 
with mixed heme and thiolate character (Bathelt et al., 2005; Ogliaro et al., 2001). 
The next step taken is to examine the consequences of the application of an electric field to the 
system.  A previous study demonstrated that an applied electric field can create a perturbation 
altering the charge and spin distributions in P450 enzymes, and thus influence the regioselectivity 
in a C=C double bond epoxidation versus C-H hydroxylation reactions (de Visser, 2006a; Shaik et 
al., 2004b).  Furthermore, a DFT study on CpdI species of cytochrome c peroxidise (CcP) predicted 
that the presence of an electric field would change the system from a tryptophan radical before the 
application of an electric field, to a heme radical when the perturbation as applied (de Visser, 
2005).  
An external electric field was applied to the ground state sextet system 6D along the x-, y-, and z-
 Table 6.6 Group spin densities of complex 6D with two hydrogen-bonded ammonia molecules 
and the influence of three different dielectric constants at basis set B4. 
Ε 
  Group spin densities 
  Fe Cys Por 
none 
 
3.80 0.09 1.11 
5.708 
 
3.80 0.08 1.13 
35.74 
 
3.79 0.08 1.13 
80.37 
 
3.79 0.08 1.14 
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axes as shown in Figure 6.4.  The xy-plane was taken as the plane of the ring, with the iron atom 
at the origin and the x-axis lying towards one nitrogen atom.  The z-axis was formed along the 
Fe−S bond.  From the graphs depicted it is possible to see that an electric field applied along the x- 
or y-axes has an insignificant effect on the group spin densities and relative energies of the spin 
states.  An electric field along the z-axis, on the Fe-S plane, affects the system by up to 5%, not 
enough to displace a significant amount of spin density or change the electronic state of the 
system.  
After extensive DFT calculations on the gas-phase model and the effects of environmental 
perturbations on the system, full QM/MM geometry optimisations were repeated on Model 3.  As 
was found in the DFT study, species 6D is found to be the ground state.  At basis set B1, the 
doublet and quartet states lie 5.5 kcal mol-1 and 7.5 kcal mol-1 higher in energy, respectively.  At 
basis set B2, doublet and quartet state separation is smaller: 4.9 kcal mol-1 and 3.7 kcal mol-1 
Figure 6.4 Graphs depicting the change in the spin density on the Fe atom, SH group and 
porphyrin ring (Por) in complex 6D when an external electric field is applied along the x-, y-, 
and z-axes. The figure on the top shows the direction of the axes in relation to the heme. 
Figure from (Porro et al., 2009). 
x y 
z 
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relative to the sextet state, respectively.  The presence of the protein environment decreases the 
energy gap between the spin states, in agreement with results obtained from the study of the 
effects of polarity on the gas-phase model. 
Overall, the geometries and group spin densities the spin states found in the protein environment 
correlate well with those found for the DFT model. (Figure 6.5)  The Fe-S bond length agrees well 
with the gas-phase distance: the sextet bond is the shortest (around 2.56 Å in both DFT and 
QM/MM); while the doublet and quartet spin states have considerably longer bonds, the doublet Fe-
S distance always being the longest.  The difference in these distances can be observed in the shift 
in the vibrational frequency of the Fe-S stretching motion: from 223.7 cm-1 in the sextet structure, 
to 131.5 cm-1 in the doublet.  Once again, the iron atom is displaced below the plane of the heme, 
although by a lesser degree than in the gas-phase, with the maximum displacement found in the 
sextet (-0.573 Å in DFT and -0.327 Å in QM/MM) due to the population of the σ*z2 orbital.   
Figure 6.5 Optimised geometry parameters and group spin 
densities of complex D, QM/MM Model 3, at basis set B1. 
rFe-S: 2.761 (2.709) [2.556] 
Fe-S-H: 103.6° (104.3°) [103.7°] 
average(rFe-N): 2.049 (2.055) [2.134] 
ΔFe:  -0.127 (-0.149) [-0.327] 
2D’’ (4D’’) [6D] 
 
ρFe: 1.98 (2.04) [3.73] 
ρPor: -1.08 (0.84) [1.15] 
ρCys: 0.10 (0.12) [0.13] 
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QM/MM group spin densities confirm the electronic configuration for all three spin states, with the 
lowest-lying species being: 6D < 2D’’ < 4D’’.  All the species found contain a porphyrin radical.  All 
other attempts to locate [FeI Por 0] species (2D’ or 4D’) converged back to the situations listed 
above.  
At this stage, in order to verify that the electronic configuration of the ground states does not 
depend on the nature of the chosen density functional method, further geometry optimisations 
were performed using PBE0 (Handy and Cohen, 2001; Perdew et al., 1996) and BP86 (Becke, 
1988; Perdew, 1986) methods.  The first method reproduces the spin state ordering found with the 
B3LYP method, although the BP86 density functional finds a doublet ground state.  However, both 
density functionals predict the same electronic configurations for the low-lying spin states, with 
energy separations within 10 kcal mol-1.  Once again, [FeI Por 0] species was not found using these 
alternative DFT methods. 
In summary, these results demonstrate that the lowest-lying configuration is [FeII Por –•], where 
the ground state is usually 6D.  The addition of any external factors including a dielectric constant, 
an external electric field, the inclusion of hydrogen bonding to the axial ligand, or indeed a QM/MM 
treatment of the system, do not change the nature of the electronic state of the doubly-reduced 
pentacoordinated system or the oxidation state of the iron centre.  So far, there is absolutely no 
evidence of the existence of a low-lying electronic state with a FeI oxidation state. 
 
6.3.4 Spectroscopic parameters  
The properties of transition metal complexes are a direct result of their electronic structure.  One 
spectroscopic technique that can be used to study these complexes is electron paramagnetic 
resonance (EPR) spectroscopy.  Complexes with stable states in which the spin angular momentum 
has a value of S > ½, have electronic structures which are governed by the zero field splitting 
(ZFS).  The ZFS introduces a splitting in the usually degenerate 2S+1 Ms levels of the Hamiltonian, 
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even in the absence of an external magnetic field.  Consequently, ZFS has a profound effect on the 
geometry and electronic structure of metalloenzymes such as P450, and can be used to investigate 
the structural and electrostatic environment of this type of molecule. 
The zero-field splitting (ZFS) was calculated for the three low-lying spin states described above: 
2D’’, 4D’’, and 6D.  The gas-phase DFT model was used for these calculations.  Two factors 
contribute to the ZFS: (a) the direct dipole-dipole interaction of unpaired electrons, spin-spin 
coupling (SSC), and (b) a term arising from the spin-orbit coupling of excited states into the ground 
state (SOC).  The SOC introduces additional angular momentum into the ground state which is then 
picked up by the spin of another electron (Schöneboom et al., 2005). 
The ground state calculated in the present study is the sextet state 6D = 3dxy
2 3dxz
1 3dyz
1 σ*z2
1 σ*x2-
y2
1 eg
*1 with a total spin angular momentum of S=5/2.  In this spin state all the iron orbitals are 
occupied by at least one electron; hence, any excitation from this configuration to an octet spin 
state will result in a high-lying orbital.  This type of excitation has a negligible contribution to the 
overall ZFS value, and can be disregarded.  The excitations considered in the calculations are one-
electron excitations from 6D to any other sextet and quartet spin states. 
In the case of P450, where a porphyrin complex exists, there is a four-fold symmetry of the metal 
ion which coincides with the unique axis of the ZFS tensor, thus simplifying the terms of the 
electron-spin Hamiltonian.  The value Di for excitations from the sextet ground state can be 
calculated using a common procedure (Chanda et al., 2008; Schöneboom et al., 2005), using the 
following expression:  
𝑫𝒊 = 𝑫
𝑺=𝟓
𝟐 + 𝑫𝑺=
𝟑
𝟐       (6.1) 
𝑫𝒊 =
𝟏
𝑺𝟐
 𝜸𝒊𝜸𝒋
𝜻𝟐
𝚫𝒊
+
𝟏
𝑺 𝟐𝑺−𝟏 
 𝜸𝒊𝜸𝒋
𝜻𝟐
𝚫𝒊
𝒊𝒋𝒊𝒋       (6.2) 
In these equations, S is the spin multiplicity and the spin-orbit coupling constant (δ) is taken as 500 
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cm-1 (Bendix et al., 1993).  The vertical excitation energies from the ground state (Δi) for S = 5/2 
and S = 3/2 were calculated using TD-DFT calculations.  These energies are calculated by taking 
the difference between the energies of the excited state and the ground state.  They are „vertical‟ 
energies as the values for the excited states are calculated from the fixed equilibrium geometry of 
the species with the same spin state.  For example, excitation energies for all S = 5/2 species are 
taken from TD-DFT calculations with 6D (S = 5/2) as the reference state.  The excitation from 6D 
to the 4D’’ state has an energy Δi = 7.5 kcal mol
-1 (2623 cm-1).  The lowest sextet-sextet 
excitations correspond to the transitions from the 3dxy orbital to either the 3dxz
 or 3dyz orbitals 
(these transitions are degenerate).  Above this is the 3dxy →  σ
*
z2 excitation, while all other 
excitations are ignored as they have a Δi value of over 10000 cm
-1.  The only excitations to the 
quartet spin state that are considered in this case correspond to the degenerate σ*x2-y2 → 3dxz/3dyz 
transitions, as all others are much higher in energy.   
Covalency factors (γi and γj) are given by the occupation of each orbital in a given species, given by 
the equation: 
𝜸𝒅𝟏 = 𝟐 − 𝑵𝒅𝟏     (6.3) 
for an orbital that is half-filled in the ground state, and: 
𝜸𝒅𝟐 =
𝟏
𝟐
 𝟐 − 𝑵𝒅𝟐      (6.4) 
for an orbital that is empty in the ground state.  In both equations 𝑵𝒅𝒙 is obtained from Mulliken 
population analysis of the ground state.  When the Mulliken population of an orbital 𝑵𝒅𝒙 ≈ 𝟐, its 
corresponding covalency factor 𝜸𝒅𝒙 = 𝟏. 
Table 6.7 shows the Δi value for all allowed transitions considered in the calculation and the 
corresponding Di value calculated for each.  The ZFS parameter Di is found to be quite large in all 
transitions listed, with values ≈ 10 cm-1.  The total zero-field parameter DTOT is given by the sum of 
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all the Di values, and is estimated to be 58.8 cm
-1.  This value is large and positive, resembling the 
zero-field splitting found in CpdI species of non-P450 heme enzymes. (Table 6.1)   
Once the excitation energies (Δi) and ZFS values were calculated, the magnetic g-tensor 
parameters for the ground state of D were calculated using the following equation: 
∆𝒈⊥ =
𝟏
𝑺
 𝜸𝒊𝜸𝒋
𝜻
𝚫𝒊
𝒊𝒋      (6.5) 
From this equation the value of the g-tensor 𝒈⊥ can be calculated using the relation: 
𝒈⊥ =  𝒈𝒆 + 𝚫𝒈⊥     (6.6) 
where 𝒈𝒆 is the value for the free electron (2.0023).  When calculating the g-tensor, excitation 
contributions from orbitals with a single electron into an empty orbital have a negative sign, while 
those from a doubly-occupied orbital to a singly-occupied orbital have a positive sign.  All the 
transitions found in this case belong to the latter type, yielding a 𝒈⊥ value of 2.20.  Davydov and 
Hoffman (Davydov and Hoffman, 2008) recently published EPR data on a number of 
pentacoordinated heme complexes including P450cam, in which the complex was found to display a 
𝒈⊥ value of 2.25.  Experimental values are in good agreement with g-tensor parameters for our 
ground state structure.  In P450 heme analogue CpdI species it was found that ferromagnetic 
coupling of the spin on the metal to the spin on the heme results in a 𝒈⊥ > 2 (Rutter et al., 1984; 
Table 6.7 Total spin multiplicity (S), orbital occupation, excitation energies (Δi) from the sextet 
ground state, and zero-field splitting parameter (Di) for each excitation.  
S 
orbital occupation γ 
Δi /cm
-1 Di 
a/cm-1 
3dxy 3dxz 3dyz σ
*
z2 σ
*
x2-y2 eg
* 
5/2 2 1 1 1 1 1 
  
5/2 1 2 1 1 1 1 2433 16.4 
5/2 1 1 2 1 1 1 2433 16.4 
5/2 1 1 1 2 1 1 5063 7.9 
3/2 2 2 1 1 0 1 2623 9.5 
3/2 2 1 2 1 0 1 2623 9.5 
a Calculated using equation 6.2    
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Schulz et al., 1979).  Similarly, for the doubly-reduced pentacoordinated species, the ground state 
exists in a sextet spin state (S = 5/2), in which there is a ferromagnetic interaction between the 
metal (S = 2) and the porphyrin ring (S = 1/2), generating a 𝒈⊥  value over 2.  It is difficult to 
predict whether the EPR signal of CpdI of P450 would also show a similar effect, but these findings 
give an insight into the spectroscopic characteristics of a P450 species which bears some electronic 
resemblance to CpdI. 
 
 
6.4 Concluding remarks 
So far, despite various attempts, the oxidant species of P450 has been impossible for 
experimentalists to isolate.  The purpose of this investigation was to identify a P450 species with 
similar properties to CpdI, which could help to finally confirm its existence.  This is the doubly-
reduced pentacoordinated complex, which was recently studied by Davydov and Hoffman (Davydov 
and Hoffman, 2008).  It was believed that it could have a heme-based radical like CpdI and 
possibly display similar spectroscopic features which could help in the identification of the active 
species. 
Extensive calculations were performed on DFT and QM/MM model complexes of the doubly-reduced 
pentacoordinated species.  Although this species has a large manifold of accessible spin states, the 
lowest states found have electronic configurations corresponding to an FeII oxidation state and a 
porphyrin anion: [FeII Por –•].  DFT and QM/MM optimisations show that there are at least three 
low-lying states, and both predict a sextet ground state with occupation: 3dxy
2 3dxz
1 3dyz
1 σ*z2
1 σ*x2-
y2
1 eg
*1.   
A number of external perturbations were included to analyse the effects of these on the electronic 
structure of the low-lying states.  Hydrogen bonding interactions to the sulphur ligand were 
included as well as a dielectric constant: neither of these had a significant effect on the low-lying 
spin states found.  Moreover, the application of an electric field along three different axes did not 
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reveal a [FeI Por 0] state either.  The conclusion that can be drawn from these findings is that only 
states with configuration [FeII Por –•] are low-lying, while the [FeI Por 0] only exists in excited states 
that are not accessible in the gas-phase or in the enzyme. 
All of these species found have a similar electronic properties to CpdI in which unpaired electrons 
on the metal centre are coupled to an electron in a porphyrin orbital, although in the case of D, the 
metal exists in the FeII oxidation state and the two electrons on it are coupled to an anion radical 
on the heme [FeII Por –•] as opposed to a cation radical [FeIVO Por+•].  So far, no other species in 
the catalytic cycle of P450 has been found to have a heme based radical coupled to an unpaired 
electron on the metal, making this an extremely useful species to study in the search for CpdI. A 
study of this complex could in the future allow predictions on the properties of heme based radicals 
and eventually facilitate the experimental identification of CpdI.   
Spectroscopic parameters calculated in this study were found to be comparable to experiment. 
Zero-field splitting DTOT was established to be large and positive, resembling quantities found from 
Mössbauer spectra of CpdI species of heme analogue enzymes.  The magnetic g-tensor for 6D is in 
good agreement with findings by Davydov and Hoffman (Davydov and Hoffman, 2008).  The size of 
𝒈⊥ indicates that there is ferromagnetic coupling between the metal and heme spins of the ground 
state. 
The findings in this study suggest that the doubly-reduced pentacoordinated complex might indeed 
be useful in isolating the elusive CpdI species experimentally, although it is clear that additional 
investigations must be carried out to unearth more information on D. 
Further work could be carried out to test the effects of environmental factors such as external 
electric field on the other two low-lying spin states, 2D’’ and 4D’’, in order to confirm that all low-
lying spin state exist in the heme-radical form.  
Additional calculations on Model 3 could be carried out to confirm that the electronic state [FeII 
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Por –•]  remains the ground state when: (a) the QM region is expanded around the thiolate to 
include methylmercaptane (CH3S
-) or cysteinate (Cys-) (b) the QM region is expanded to include 
hydrogen-bonding to the cysteinate ligand. 
It would also be interesting to calculate DTOT and 𝒈⊥  parameters for CpdI following the same 
procedures used for the determination of these values for D.  This would reveal whether 
spectroscopic parameters for CpdI are expected to be comparable with those for D and in which 
way they differ.  Furthermore, repeating the calculations on both P450cam and P450BM3, as well as 
other isoforms of P450 would reveal whether spectra of CpdI can be expected to be similar 
amongst all P450s and whether the environment surrounding the active site affects spectroscopic 
parameters and to what degree.  
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CHAPTER 7. 
CONCLUSIONS AND FUTURE PROSPECTS 
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7.1 Introduction 
The enzymes investigated in this work are considered to be vital for organisms belonging to all 
kingdoms of life.  P450s are of particular interest as they participate in the biosynthesis of key 
compounds as well as in the metabolism of xenobiotics.  There are tens of thousands of isoforms 
which catalyse an extensive range of reactions on countless substrates.  The main types of 
transformations they perform are oxidation and hydroxylation reactions, although they are also 
known to catalyse certain dehydrogenation, dealkylation, and C-C bond cleavage reactions (Ortiz de 
Montellano, 2004). 
The central aim of the studies undertaken was to increase existing knowledge regarding P450 
species, their electronic states, and their reaction mechanisms.  In particular, P450BM3 was used as 
a model for these studies due to its high rates of activity.  It is also important for its similarities to 
eukaryotic type-II P450s and its potential biotechnological applications.  P450BM3 can in fact be used 
as a model for mammalian microsomal P450s; for example, to increase the understanding of drug 
metabolism in the human body (McLean et al., 2007).  An understanding of the structure-function 
relationship of this enzyme is also useful for protein engineering to selectively generate desired 
products (Nam, 2007). 
Great insight can be gained by the study of biological molecules using computational techniques as 
they can uncover information which is not easily obtained using experimental approaches.  Short-
lived species which are difficult to isolate in vitro can easily be studied in silico.  Reaction 
mechanisms can also be examined at an atomic level, following each step in the potential energy 
surface in detail.   
As with any scientific investigation, the first step is to decide on the method to use and to test its 
validity.  This essential part was carried out in Chapter 3, where two hybrid quantum 
mechanics/molecular mechanics (QM/MM) procedures were designed and tested against published 
experimental and theoretical data.  The full-enzyme model of P450BM3 was then applied in Chapters 
4, 5, and 6.  The first intent was to find out more information on the initial step in the catalytic 
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cycle of P450 enzymes and to determine which factors trigger the change in spin state.  The second 
endeavour was to scrutinise the sulfoxidation reaction and establish which oxidant species performs 
the reaction in the enzyme.  Finally, a P450 species which has never been studied before was 
characterised and its EPR parameters were calculated with the prospect of assisting 
experimentalists to identify CpdI spectroscopically.  The findings from these investigations are 
detailed below, followed by an evaluation of the QM/MM protocols designed at the beginning of this 
project. 
 
7.2 The dissociation of water from the resting state  
The catalytic cycle of P450 starts with the hexacoordinated water-bound resting state, A.  This 
initial species exists in a doublet ground state and is weakly ligated to the water ligand.  The water 
molecule is stabilised by a hydrogen-bonding network of water molecules in the active site (Ortiz de 
Montellano, 2004).  When the enzyme is in this state, it cannot perform catalysis and it completely 
relies on the formation of the pentacoordinated species, R, for the catalytic cycle to be set into 
motion.  The equilibrium reduction potential is indeed increased once the water ligand is lost, 
allowing the enzyme to accept an electron (Ortiz de Montellano, 2004). 
The change is triggered by the breaking of the bond between the iron centre and the water ligand 
and the concomitant spin conversion that allows the high-spin state to become the ground state.  
The binding of a substrate is thought to be the event that activates this mechanism (Meunier et al., 
2004).  However, the ground spin state is found to change even with fluctuations of temperature 
and in the absence of a substrate (Sligar, 1976).  Indeed, the change has been observed to occur 
in P450 enzymes where the substrate is located over 7.5 Å from the metal (Haines et al., 2001; 
Schoch et al., 2004; Williams et al., 2003). 
The principal aim of this study was to determine the origin of the spin conversion: whether it is 
solely dependent on the movement of the water ligand or whether conformational changes in the 
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enzyme also contribute to set off this change.  DFT (Model 1) and QM/MM (Model 3) studies 
were carried out to characterise the two species and examine the changes that occur during the 
gradual release of the water ligand.  Environmental influences on the gas-phase model were 
considered by including a continuum solvent, an electric field, ammonia molecules forming 
hydrogen-bonds to the sulphur ligand, and a combination of these effects.  
The optimised structures of both species were determined to be similar to crystal structures and 
theoretical data both in electronic structure and geometry.  The ground state for A was confirmed 
to be the doublet state, while that for R was found to be the sextet state.  The relative energies 
determined using DFT varied depending on the basis set used.  QM/MM calculations confirmed the 
ground state and spin state ordering determined from the gas-phase model.  When the size of the 
QM region in A was enlarged to include hydrogen-bonding around the sulphur ligand, the higher 
spin states were stabilised further so that the three states were very close in energy.  The effect 
was caused by the lowering in energy of the atomic orbitals lying along the Fe-S axis, which 
stabilise the σ*z2 molecular orbital which is occupied in the intermediate and high-spin states.  This 
is not observed for R, as the sextet is already the ground state, and the doublet is simply 
destabilised further.  The dielectric contants added to R had the effect of increasing the doublet-
sextet energy gap and stabilising the quartet state.  The addition of an electric field did not alter 
the energy, charge, or electronic spin distribution of the three states by a significant amount. 
A comparison of the conformation of the enzyme in the two states, A and R, showed that P450BM3 
had not changed to a „closed‟ conformation with the binding of substrate dimethyl sulphide (DMS).  
It is possible that this was due to the size of the DMS molecule, as the enzyme usually binds to long 
fatty acid chains.   
The release of water was followed by observing the relative energies of the spin states and the 
changes in the geometrical parameters at each step in the scan of the Fe-OH2 distance, until these 
became comparable to those of the pentacoordinated state.  The dissociation of water was found to 
be completely dependent on the movement of the water molecule, with the spin conversion 
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occurring within 3.0-3.5 Å of the metal centre.  This is true for both models.  The quartet state is 
stabilised with respect to the doublet state, but the high-spin state, although stabilised, is not 
observed as a ground state even at 8.0 Å from Fe.  In the gas-phase system this could be due to 
the absence of a substrate molecule that would stabilise the sextet state, while in the QM/MM 
system this could be due to the presence of other water molecules within 5.3 Å of the metal. 
At the end of the scan using Model 3, the final structures were examined for any conformational 
changes compared to the hexacoordinated species.  Unfortunately, no significant changes were 
observed and a geometry scan was determined to be unsuitable for the observation of large 
conformational changes in enzymes.  It is in the nature of geometry optimisation procedures to 
remain within a local minima region, and only a significant change in the MM region of the QM/MM 
minimisation, such as the breaking of a hydrogen bond, would allow the system to travel over a 
barrier into another local minima region. 
 
7.3 The sulfoxidation reaction 
Many P450 reactions have been thoroughly characterized, yet to date the oxidation of heteroatoms 
has not been studied in detail using QM/MM methodologies.  As the oxidation of sulphides into 
sulphoxides is a common reaction that occurs during the metabolism of sulphur-containing drugs, it 
cannot be ignored.   
The nature of the oxidant species of P450 has been long debated, although CpdI has been 
established as the species which performs important catalysis such as: C-H hydroxylation, alkene 
epoxidation, and N-dealkylation (Shaik et al., 2010a).  Experimental studies on the sulfoxidation 
reaction have implied that Cpd0 might be involved in this reaction (Cryle and De Voss, 2006; Volz 
et al., 2002). 
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To clarify which oxidant is involved, the two oxidants were characterized and reaction pathway of 
the sulfoxidation of DMS by both species was followed.  Two isoforms were considered: P450cam 
(Model 2) and P450BM3 (Model 3). 
CpdI of P450BM3 was found to have a similar geometry to that of P450cam, with two degenerate 
spin-states.  The main difference between the two isoforms is the electronic structure.  CpdIBM3 
had a large quantity of spin density on the sulphur group, giving it a sulphur radical character; 
however, CpdI is generally known to be a porphyrin radical species.  The Fe-S bond length was 
also elongated by 0.4 Å. 
Many attempts were made to alter the spin distribution and decrease the length of the Fe-S bond.  
The size of the QM region was increased to include a larger number of atoms around the sulphur as 
well as by adding hydrogen-bonding interactions towards this ligand.  The Fe-S distance was seen 
to decrease with an increase in the QM region size, but this did not have an effect on the group 
spin densities.  The spin density distribution has been found to have no relationship with the Fe-S 
bond length, even in previous studies (Bathelt et al., 2005).  Three different starting structures 
from the MD simulation, with different Fe-S bond lengths, were geometry optimized but gave 
similar structures.  The entire system was also compared to the initial structure to ensure no 
significant conformational changes had occurred in the active site or in the MM region to justify 
changes in the electronic structure of the species.  No noteworthy changes were found, with RMSD 
values of 1.4 Å.   
The geometry and electronic structure of Cpd0BM3 was found to correspond to that of Cpd0cam, 
with only a slightly elongated Fe-S bond.  Therefore, Model 3 can be considered a reliable model 
for the study of this species, and the structure calculated for CpdIBM3 is probably a truthful 
representation of the system.  The results suggest that the enzyme environment in P450BM3 might 
be sufficiently different from that in P450cam, to give a different spin density distribution.  In the 
past, P450cam has been found to form very strong hydrogen bonds between the sulphur ligand and 
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surrounding residues, which delocalise a greater amount of spin density onto the porphyrin ring 
(Harvey et al., 2006).   
The reaction of DMS with CpdI found a single-state reactivity (SSR) pattern with a dominant 
quartet state in the environment of both enzymes.  In DFT calculations the doublet was determined 
to be dominant, with reaction barriers lower than those found in the QM/MM reaction profile, but 
these differences may arise from protein effects including electrostatic and steric reasons.  The 
energetics of the reaction was influenced by the choice of basis set, QM region, and protein 
environment. 
The reaction involving Cpd0 proceeded via a SSR mechanism and had a prohibitively large barrier, 
at least twice as high as that calculated for the reaction in which CpdI was the oxidant.  The 
conclusion is that CpdI is the dominant oxidant species in sulfoxidation reaction of DMS, with the 
reaction in the enzyme preferentially following the high-spin state pathway. 
 
7.4 The doubly-reduced pentacoordinated system 
The purpose of the final study was to characterize a P450 species that would help to identify CpdI 
experimentally.  In fact, there is only indirect evidence of this oxidant‟s existence: kinetic isotope 
effects and product distributions (Egawa et al., 1994; Kellner et al., 2002; Newcomb et al., 2006).   
One way for experimentalists to identify CpdI would be to determine spectroscopic features that 
are unique to CpdI, which can be done by characterizing a species with similar electronic features.  
Ideally, this would be a P450 species, as the zero-field splitting (ZFS) parameter DTOT, has been 
found to vary between CpdI analogues of P450. 
The doubly-reduced pentacoordinated system (D) is not a normal intermediate in the catalytic cycle 
of P450 and is only found in anaerobic conditions.  This species was analysed using EPR and is 
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thought to have similar electronic characteristics to CpdI, with a radical porphyrin ring coupled to 
two unpaired electrons on the metal centre  (Davydov and Hoffman, 2008).   
Gas-phase (Model 2) and QM/MM (Model 3) studies were carried out to identify the properties of 
D.  The electronic structure of the doublet, quartet, and sextet states were calculated. The lowest-
lying configurations corresponded in all cases to an FeII oxidation state and a porphyrin anion: [FeII 
Por –•].  Although many external perturbations were applied to the DFT model, such as dielectric 
constants, an electric field, and hydrogen bonding to the sulphur ligand, none of these found a low-
energy [FeI Por 0] state.  This state only exists in excited states which are not accessible to the 
enzyme. 
The spectroscopic parameters calculated in this investigation were the ZFS DTOT value and the 
magnetic g-tensor.  The first was found to be a large positive value, which is similar to those found 
experimentally for CpdI species of analogous enzymes.  The 𝑔⊥ value for the sextet ground state is 
established to agree well with published experimental data (Davydov and Hoffman, 2008). 
To date, this is the only P450 intermediate that has been found to have a heme based radical 
coupled to unpaired electrons on the iron.  Consequently, this is a useful species to study in the 
hunt for CpdI.  Investigations on the properties of this complex may allow experimentalists to 
predict the properties of heme-based radicals in P450 enzymes, allowing them to identify CpdI.  
 
7.5 Critical evaluation of the QM/MM models 
7.5.1 Introduction  
The foremost aim of this work was to develop a protocol to study P450 enzymes using a common 
QM/MM system set-up which could be applied to various types of investigations.  In this case, the 
ONIOM (Vreven et al., 2006) approach included in the software package Gaussian03  (Frisch, 2004) 
(G03) was chosen, as it is widely available and can perform QM/MM calculations of biological 
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systems. 
QM/MM calculations are far more complex than gas-phase DFT calculations and include many 
variables which may affect the accuracy of the data obtained.  Hence, it is vital to pay close 
attention to the choice of: starting structure, the size of the QM region, the QM method and basis 
set, the MM method, the inclusion of electronic embedding, and the protonation states on key 
residues in the MM region, amongst other variables.  Although the specifications of Model 2 and 
Model 3 are described in detail in Chapter 2, several variations in these variables were attempted 
when developing the models and throughout this project to assess their influence on minimisation 
procedures. 
The first QM/MM protocol (Model 2) was applied to an X-ray structure of P450cam.  The initial 
structure was only altered by adding hydrogen atoms and was then truncated so that only residues 
within a 10 Å radius around the iron remained.  The system size was limited to less than 800 atoms 
to reduce the computational requirement and only include residues which are considered to have 
the largest effect on the active site.  This model was found to reproduce existing data on P450cam, 
with some discrepancies being found in the electronic structures of some of the intermediates. 
Changes were made to the model as it was recognised that there is a need to include the entire 
protein environment when studying novel isoforms. In fact, interactions with active site residues or 
long-range interactions with the rest of the protein may have an effect on the properties of the 
intermediates and their reactivity, and these effects might differ between isoforms.  Model 3 was 
thus designed to include the full P450BM3 enzyme including a 5 Å layer of water molecules around 
its surface.  It was also deemed appropriate to carry out a molecular dynamics (MD) simulation 
from an X-ray structure in order to obtain a random selection of starting structures for the 
investigations.  The same QM region and methods were applied, and the model was used in all 
subsequent investigations (Chapters 4-6).  Here the models are evaluated on their performance 
throughout this project. 
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7.5.2 Model 2 
Model 2 was employed to geometry optimise the water-bound resting state (A), Cpd0, and CpdI 
and to examine the sulfoxidation reaction of the latter two intermediates with DMS.  The structures 
found for the intermediates were comparable to published experimental and computational data.   
Using this model, the correct ground state spin states were found for all intermediates, with 
reasonable energy separations between the spin states.  Geometrical parameters were comparable 
to existing data on P450cam.  The hydrogen bonds in the active site were also realistically 
reproduced.  For example, the cluster of hydrogen-bonding water molecules, which stabilises the 
upright conformation of the water ligand in A (Poulos et al., 1986b; Zheng et al., 2007) was 
confirmed to be present in the active site.  In addition, the internal hydrogen bond which favours 
the distally protonated isomer of Cpd0 (Guallar and Friesner, 2004; Harris and Loew, 1998; Ogliaro 
et al., 2002a) was also observed.   
The weakness in Model 2 was in the determination of spin density distributions.  Although the 
values for Cpd0 were accurate compared to previous QM/MM studies (Li et al., 2007; Ogliaro et al., 
2002a), the model had a tendency to overestimate the amount of spin density located on the 
sulphur ligand.  In fact, QM/MM studies on P450cam have shown that the protein environment shifts 
electron density away from the ligand and onto the porphyrin ring (Schöneboom and Thiel, 2004).  
In the current calculations some movement was observed in both A and CpdI species, but not to 
the same extent.  This could indicate that the active site does not feel the full effect of the protein 
due to the truncation of part of the enzyme.   The alteration of variables such as the choice of DFT 
functional or the size of the basis set did not alter the electron distribution.  However, a geometry 
optimisation using basis set B2, including ammonia molecules in the vicinity of the sulphur ligand, 
to mimic hydrogen-bonding to the group, helped to shift some of the spin density onto the 
porphyrin ring.  This demonstrates that the hydrogen bonding around this area is important for an 
accurate representation of the spin density distribution. 
The investigation of the sulfoxidation reaction was carried out using both Cpd0 and CpdI as the 
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oxidants.  The reaction pathways found using this model were similar to the ones found using DFT 
methods, confirming a SSR mechanism for both oxidants.  The differences in the transition state 
structures are thought to be caused by the protein environment, and could be steric or electronic in 
nature. 
In general, Model 2 was found to be a reliable approach for the characterisation of P450 species.  
This model is particularly suited for the determination of geometrical parameters and relative 
energies of spin states.  The electronic structures were not found to be truthful in all instances, so 
caution must be used when an accurate spin density distribution is required.  At times, a larger 
system and basis set are required for the determination of accurate electronic structures.  This 
model generally gives results which are comparable to full-enzyme QM/MM studies and is an 
improvement on DFT studies.  It would be useful in instances where DFT methods do not provide 
sufficient information on the influence of the protein environment, whilst wishing to avoid the 
problems that are introduced when a full-enzyme system is included in the calculation.  
 
7.5.3 Model 3 
Model 3 was built on Model 2 and used to characterise A, the pentacoordinated resting state (R), 
the doubly-reduced pentacoordinated species (D), Cpd0, and CpdI of P450BM3.  The sulfoxidation 
reaction catalysed by the latter two intermediates was examined, as well as the gradual release of 
the water ligand from the resting state.  Compared to P450cam, only a small number of X-ray 
structures and computational studies have been published on P450BM3.  For this reason, not all data 
could be compared to published P450BM3 data and was instead compared to data relating to P450cam 
or to computational models. 
Consistently accurate relative energies, ground states, and geometries were obtained using Model 
3.  The only exception if the long Fe-S bond length found in CpdI, which could be a property of 
the P450BM3 enzyme.   The group spin densities calculated using this model were correct for R, D 
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(relative to DFT), and Cpd0.  However, the sulphur atoms in A and CpdI were once again found to 
have larger spin densities than expected from P450cam data.  This indicates that the inclusion of the 
full enzyme does not have an effect on the electron density in P450BM3.  It is difficult to determine 
whether the effect is due to the set-up of the system or whether this is a realistic representation of 
this particular isoform.  In fact, investigations on a selection of P450s have revealed that the 
amount of spin density on the thiolate ligand can vary by as much as 0.3 (Bathelt et al., 2005), and 
that P450cam in particular has the smallest amount of delocalisation on S compared to most P450 
enzymes studied so far (Harvey et al., 2006). 
When examining bond breaking and forming processes, Model 3 was found to perform well, giving 
reasonable results compared to DFT studies.  The potential energy diagram of the dissociation of 
the water ligand from A was very similar to that calculated using the gas-phase model (Model 1).  
The spin conversion occurred very early in the can in both cases, although a minimum energy 
structure was found at around 4.5 Å in the QM/MM study.  This may be due to the stabilising 
effects of the second sphere coordination interactions.  Similarly, the investigation of the 
sulfoxidation reaction confirmed SSR mechanisms for both oxidants, as calculated using Model 2.  
The reaction barriers for CpdIBM3 were found to be higher, but the inclusion of a larger basis set 
and zero-point energy corrections reduced the discrepancy.  The differences in the energy barriers 
may be due to the differences in the protein environments between the two isoforms.   
Overall, Model 3 has been shown to be a dependable method for the study P450 intermediates 
and reactions.  Geometrical parameters and relative energies are reliable and electronic structures 
were found to be accurate for three of the five species studied.  It is yet unclear whether the group 
spin densities calculated for A and CpdI are realistic for P450BM3, or whether the model introduced 
artefacts which skew the electron distribution in these two systems in particular.  This protocol 
should be applied when a DFT treatment or a partial QM/MM treatment is insufficient for the 
correct determination of the desired properties.  The inclusion of the full enzyme allows the active 
site to experience the effect of the entire MM region.  This is particularly important for the study of 
203 
 
reaction mechanisms and when changes in the amino acid residues or hydrogen-bonding patterns 
need to be monitored. 
 
7.5.3 QM/MM variables 
As mentioned above, the hybrid approach introduces a large number of variables which can 
influence the results of a calculation, sometimes by a very large degree.  Throughout the project, 
test calculations were carried out to ascertain that the best possible variables had been chosen for 
the study of P450 enzymes using Model 2 and Model 3. 
In general, the B3LYP density functional is found to be reliable and this is the most widely used 
amongst all DFT methods.  In fact, it was the functional of choice in this particular study.  
Nonetheless, the effects of the choice of functional method were tested on a number of systems.  
Calculations were repeated using BLYP, BP86, BPW91, B3PW91 and PBE0.  Although most methods 
found the correct ground state, they had an effect on the relative energies.  For example, in A and 
CpdI, pure density functional methods gave large energy separations between the states as they 
tend to overstabilise the low-spin state (Salomon et al., 2002; Schöneboom and Thiel, 2004).  The 
hybrid PBE0 method also stabilised the low-spin state too much in Cpd0 and CpdI studies.  DFT 
methods affected spin density distributions as well as energies, with pure density functionals 
shifting the density away from Fe in Cpd0.  In the case of CpdI, BP86, BPW91 and PBE0 improved 
spin density distributions calculated using Model 2, giving a sulphur radical, although these 
methods predicted non-degenerate states.  Overall, B3LYP was the method which gave consistently 
reliable results for all species. 
The size of the QM region was altered during the study of CpdI using both Model 2 and Model 3.  
In the truncated model hydrogen-bonding ammonia molecules were added close to the sulphur 
ligand to assess its effect on the spin distribution.  A geometry optimisation with the larger QM 
region and a larger basis set (B2) shifted the spin density away from the sulphur enough to 
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resemble published results (Schöneboom et al., 2002).  In the full-enzyme model, a number of 
geometry optimisations were performed with QM regions varying in size around the sulphur ligand.  
Calculations were also repeated with the addition of two hydrogen-bonding NH groups near the 
ligand.  The size of the QM system did not affect the spin distribution in this model, although the 
Fe-S bond distance was reduced by 0.4 Å when a combination of Cys- and two NH atoms were 
included in the QM region.  In general, the size of the QM region can have a significant effect and 
can assist in the validation of results that seem unusual, such as group spin densities in Model 3, 
which did not change even with a large augmentation of the QM region. 
The MM method is another variable that can have an effect on QM/MM studies.  For this reason, 
test calculations were carried out on CpdI (Model 3) using AMBER as an alternative MM force 
field, whilst the electronic embedding scheme was included in calculations on the doubly-reduced 
pentacoordinated system, D.  Neither of these variables made a significant difference in the spin 
densities or the relative energies of the spin states.  It is interesting to note that the inclusion of the 
MM charges into the QM Hamiltonian, via the use of electronic embedding, did not have a 
significant effect on electronic structures or the ordering of the spin states.  In fact, it is generally 
deemed important to include these interactions between the QM/MM regions in order to obtain an 
accurate description of a protein environment.  In this study a polar environment was also 
mimicked using a dielectric constant to gas-phase systems.  This also had little effect on the 
hexacoordinated and pentacoordinated systems, indicating that it is possible that QM/MM 
calculations on certain P450 species do not require electronic embedding. 
Published studies have maintained that the choice of starting structure is a main source of variation 
in the geometrical parameters and spin densities obtained from QM/MM calculations (Bathelt et al., 
2005; Harvey et al., 2006).  For this reason, an MD simulation was used during the set-up of 
Model 3, as opposed to geometry optimising a PDB structure as in Model 2.  In addition, for the 
study of CpdI, three random snapshots with differing Fe-S distances were taken from the 
simulation and used as starting points for geometry optimisation procedures.  All snapshots gave 
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comparable spin density distributions and Fe-S bond lengths for CpdIBM3. 
These results serve to emphasise once more the importance of considering all variables carefully 
when carrying out a QM/MM study.  Although a common system set-up can be devised, it is 
inevitable that certain calculations will need to be repeated several times using different 
combinations of variables to ensure that the correct predictions are being made about the 
properties of enzymes and their reactions.  
 
7.6 Future Prospects 
7.6.1 Improvements on QM/MM models 
Two QM/MM procedures were designed: a truncated-enzyme model with fixed alpha-carbons 
(Model 2) and a fully flexible enzyme surrounded by a layer of solvent molecules (Model 3).  It is 
anticipated that the smaller QM/MM model could be improved by increasing the number of atoms in 
the QM region, especially the hydrogen-bonding groups in the vicinity of the sulphur ligand, as this 
has been found to improve the electronic structure calculation.  Repeating geometry optimisation 
procedures at higher basis sets would also help to confirm accurate energies and properties have 
been calculated.  Another approach would be to include electronic embedding, as this could 
improve the description of the electrostatic interactions between the QM and MM regions and affect 
results.  It is vital to repeat calculations on the doubly-reduced pentacoordinated system to ensure 
that electronic embedding does indeed have little effect on relative energies and electronic 
structures of spin states. 
Before proceeding with further studies using Model 3, further calculations must be carried out on 
P450BM3 to confirm the spin density distributions and the Fe-S bond length found for CpdI are 
correct.  Once again, several more snapshots from the MD simulation should be used as starting 
points for geometry optimisations.  The inclusion of electronic embedding could also improve 
results.  Another variable to examine would be the protonation state of the residues in the MM 
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region.  In previous studies, changes in the protonation states of key residues have been found to 
affect results (Schöneboom and Thiel, 2004).  
An alternative way to perform QM/MM calculations using Model 3 would be to fix the outer surface 
of the enzyme, only allowing residues within a certain distance of the heme (~4-5 Å) to have full 
flexibility of movement.  This would prevent large movements in the MM region which can bring 
about problems during geometry optimisations and scans. 
 
7.6.2 The dissociation of water from the resting state 
The dissociation of the water ligand from the resting state was studied using DFT and QM/MM 
models, and a spin conversion from doublet to quartet ground state was found to take place 0.5 Å 
from the starting position.  Additional insight could be gained by repeating the QM/MM study with a 
substrate molecule lying approximately 7 Å from the iron, as found in experiment (Modi et al., 
1996).  The substrate could then be moved closer to the active site as the water ligand is released, 
and the changes taking place during these movements could be monitored to observe when the 
high-spin state becomes the ground state. 
It would be interesting to start a scan from the pentacoordinated state (R) in the „closed‟ 
conformation of the enzyme.  A water molecule could then be gradually moved towards the metal 
centre to observe changes that occur as water is bound to the active site.  This study could also 
disclose whether it is the closed conformation of the enzyme that affects the ground state, as large 
natural conformational changes in the enzyme cannot be observed during geometry optimisation 
procedures. 
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7.6.3 The sulfoxidation reaction 
The sulfoxidation for DMS catalysed by Cpd0 and CpdI was studied using two QM/MM models.  
CpdI was found to be the oxidant that performs this reaction with the quartet species being 
dominant.  The first step for future work would be to validate Model 3 by repeating it using 
P450cam to find which variables have the most significant effect on results.  This information would 
be used to improve on the set-up of P450BM3. 
In future, the study could be repeated using an enhanced Model 3 to verify results for P450BM3, as 
reaction barriers were high compared to P450cam.  A variation could be to use several more starting 
structures for the characterization of CpdI as well as the scan of the potential energy surface of 
the reaction.  This variable has a large effect on spin densities, which can vary by as much as 50% 
on the sulphur in certain instances (Harvey et al., 2006).  The sulfoxidation involving other isoforms 
of P450 could be observed to see whether the same reactivity pattern and similar transition state 
structures are found.  This would be to verify the difference in the results compared to gas-phase 
data. 
 
7.6.4 The doubly-reduced pentacoordinated system 
The doubly-reduced pentacoordinated system, D, was characterised using DFT and QM/MM 
methods, and spectroscopic data calculated and compared to published results.  Additional 
calculations could be carried out to confirm all low-lying spin states exist in the heme-radical form. 
These could include the expansion of the QM region to include methylmercaptane or cysteinate as 
well as the inclusion of hydrogen-bonding donors to the cysteinate ligand. 
In future, spectroscopic parameters for CpdI would be calculated following the same procedure 
used for D to verify whether the two species have indeed comparable parameters.  The study could 
be performed on a number of other isoforms to reveal whether properties of CpdI are consistent 
throughout the P45o family, or whether they vary depending on the surroundings. 
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7.7 Concluding remarks 
The computational studies carried out in this project have uncovered new information regarding 
P450BM3 and P450 enzymes in general.  Two QM/MM approaches of different sizes were devised for 
the study of these enzymes.  The smaller model was found to be yield comparable accuracy 
compared to existing full-enzyme QM/MM data, although the full effect of the protein can only be 
felt with a larger QM region and basis set.  The larger model is ideal for the characterisation of 
intermediates and analysis of reaction mechanisms.  The number of problems encountered when 
using Model 3 would be reduced by keeping part of the enzyme fixed during geometry 
optimisation procedures. 
The dissociation of water from the resting state was investigated using gas-phase and hybrid 
methods.  The water-bound and the pentacoordinated species were characterised using both 
approaches. The ground state was found to be the doublet state in the former species and the 
sextet state in the latter species.  In both cases spin conversion occurred at a very small distance 
from the starting state, and it was found to be completely depending on the movement of the 
water molecule.  
The sulfoxidation reactions of dimethyl sulphide with Cpd0 and CpdI were examined using the two 
models.  The reaction was found to proceed via a single-state reactivity pattern for both oxidants.  
The dominant species is the quartet state for CpdI and the doublet state for Cpd0.  In DFT, the 
doublet state is favoured for the reaction involving CpdI, indicating that the protein affects which 
spin state will perform the sulfoxidation reaction.  The reaction barriers of the reaction catalysed by 
Cpd0 were comparable to published work.  However, more energy was required for the conversion 
of DMS to DMSO by CpdI in the enzyme compared to the gas-phase.  This suggests that the 
requirements for this transformation in P450 enzymes are different from those estimated using DFT 
models.  
The studies on a novel P450 species, the doubly-reduced pentacoordinated system, revealed it to 
have a similar electronic structure to CpdI, with a heme radical coupled to two unpaired electrons 
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on the metal centre.  This was corroborated by DFT and QM/MM studies.  The spectroscopic 
parameters calculated for this system are believed to be useful for the prediction of parameters for 
CpdI for its experimental identification. 
One of the initial endeavours of this project was to develop a QM/MM methodology that would 
require a single software package for the study of P450 enzymes.  It was indeed possible to carry 
out geometry optimisations on Model 2 using only G03; however, when improvements were made 
and Model 3 was developed, it became clear that a separate piece of software was necessary to 
perform initial molecular dynamics simulations. The conclusion is that a single code can be used for 
QM/MM calculations, provided the initial conditions have been reliably defined using a separate 
specialised MM code. 
The information uncovered from these studies contributes to the vast amount of knowledge that 
has been obtained through experimental and theoretical approaches since the discovery of P450s in 
the 1930‟s.  These enzymes are of great interest for biomedical research as well as for the 
development of synthetic catalysts, amongst other applications, and will certainly continue to be 
investigated in the future.  With their count already surpassing the tens of thousands, and more 
and more P450 enzymes being discovered all the time, a systematic approach, like the one 
developed in this project, is essential for their study.       
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APPENDIX A :  
Tables of the group spin densities of the water-bound resting state (A) of P450cam 
(Model 2) calculated using different DFT methods 
a) B3LYP / B1 
Species 
group spin densities 
H2O Fe Por Cys 
2A 0.007 1.028 -0.070 0.034 
4A 0.018 2.568 -0.056 0.471 
6A 0.023 3.991 0.589 0.396 
b) BLYP / B1 
Species 
group spin densities 
H2O Fe Por Cys 
2A 0.008 0.857 -0.057 0.192 
4A 0.023 2.417 0.002 0.558 
6A 0.052 3.824 0.528 0.596 
c) BP86 / B1 
Species 
group spin densities 
H2O Fe Por Cys 
2A 0.007 0.884 -0.070 0.178 
4A 0.021 2.459 -0.024 0.543 
6A 0.050 3.843 0.509 0.598 
d) BPW91 / B1 
Species 
group spin densities 
H2O Fe Por Cys 
2A 0.007 0.898 -0.076 0.171 
4A 0.020 2.472 -0.040 0.549 
6A 0.049 3.865 0.497 0.588 
e) B3PW91 / B1 
Species 
group spin densities 
H2O Fe Por Cys 
2A 0.006 1.058 -0.084 0.019 
4A 0.015 2.618 -0.090 0.456 
6A 0.042 3.996 0.427 0.534 
f) PBE0 / B1 
Species 
group spin densities 
H2O Fe Por Cys 
2A 0.007 0.987 -0.126 0.132 
4A 0.014 2.551 -0.103 0.537 
6A 0.045 3.910 0.467 0.579 
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APPENDIX B :  
Calculation of ΔFe: the displacement of the Fe atom from the plane of the heme 
 
The figure on the left depicts the heme in the water-bound resting state of P450.  
On the right is a schematic representation of the same, with the circle representing the plane of the 
heme with two nitrogen atoms (N1 and N2) lying at either ends of its diameter.  The Fe atom is 
shown as lying below this plane at a perpendicular distance d from the plane, not necessarily 
equidistant from each nitrogen atom.  The angle formed between the three atoms Fe-N1-N2 is ∝. 
Simple trigonometry can be used to calculate the displacement of the metal from the plane of the 
heme. 
sin ∝ =
𝑜𝑝𝑝𝑜𝑠𝑖𝑡𝑒
ℎ𝑦𝑝𝑜𝑡𝑒𝑛𝑢𝑠𝑒
     (eq. 1) 
sin ∝ =
𝑑
𝐹𝑒𝑁1
     (eq. 2) 
𝑑 = 𝐹𝑒𝑁1sin ∝      (eq. 3) 
The distance d is calculated using each of the four N atoms as N1 (and the distal to it as N2), then 
the average value of d is taken to obtain the ΔFe value for the structure. 
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