Understanding human-human interaction is fundamental to the long-term pursuit of powerful and natural multimodal interfaces. Nonverbal communication, including body posture, gesture, facial expression, and eye gaze, is an important aspect of human-human interaction. We introduce a paradigm for studying multimodal and nonverbal communication in collaborative virtual environments (CVEs) called Transformed Social Interaction (TSI), in which a user's visual representation is rendered in a way that strategically filters selected communication behaviors in order to change the nature of a social interaction. To achieve this, TSI must employ technology to detect, recognize, and manipulate behaviors of interest, such as facial expressions, gestures, and eye gaze. In [13] we presented a TSI experiment called non-zero-sum gaze (NZSG) to determine the effect of manipulated eye gaze on persuasion in a small group setting. Eye gaze was manipulated so that each participant in a three-person CVE received eye gaze from a presenter that was normal, less than normal, or greater than normal. We review this experiment and discuss the implications of TSI for multimodal interfaces.
INTRODUCTION
Technology has long facilitated human communication and social interaction, from cave wall markings and smoke signals to written letters, telegraph, telephone, email, videoconferencing, and instant messaging. Historically, these communication technologies have been primarily unimodal, providing the participants with a single channel with which to convey sometimes complex and abstract information. From the list above, only videoconferencing is fully multimodal, as participants in a conversation can use words, intonation and prosody, non-speech sounds, facial expressions, eye gaze, and body posture and gesture to convey many (sometimes conflicting) messages at once. In face to face interaction, visual nonverbal communication is quite meaningful, with much information conveyed by subtle actions such as mutual gaze, a brief and slight smile or raised eyebrow, nods, shrugs, etc.
While there is a very rich history of research in spoken communication and in visual communication systems such as sign languages, much less is known about multimodal and nonverbal communication. However, there has been significant interest in these areas in recent years (e.g., see [1] and [2] ), in part due to the emergence of new communication technologies that enable multimodal interaction. In particular, an understanding of the relationship between gesture and speech [3] has progressed significantly. In order to develop effective and powerful multimodal computer interfaces, it is vital that the research community continues to pursue an understanding of multimodal human communication.
Collaborative Virtual Environments (CVEs) facilitate social interaction in immersive virtual environments. Virtual environment technology (such as head-mounted displays, trackers, 3D rendering capabilities) has advanced to the point where it is possible to simulate physical and social environments, completely controlled by researchers in order to investigate human behavior and to create new communication technologies. Because it is much easier to modify parameters of a virtual world than in the physical world, CVEs have become an important tool in behavioral and perceptual psychology.
In this paper, we describe our paradigm of transformed social interaction (TSI) in collaborative virtual environments to study multimodal and nonverbal communication and present an initial experiment on the effects of non-zero-sum gaze on persuasion. We discuss the implications of this work for multimodal interfaces and environments and close with comments on future research directions for multimodal TSI.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
TRANSFORMED SOCIAL INTERACTION IN COLLABORATIVE VIRTUAL ENVIRONMENTS
We have been studying multimodal and nonverbal communication in the context of Collaborative Virtual Environments (CVEs) through the paradigm of Transformed Social Interaction (TSI). CVEs are computer mediated communication systems that allow geographically separated individuals to interact verbally and nonverbally in a shared virtual space in real time. Unlike videoconferencing, in which audio and video streams are transmitted directly, CVEs represent each human interactant visually by a dynamic digital representation -a 3D computer generated avatar. Tracking technology (optical sensors, mechanical devices, and/or cameras) monitors the movements and behaviors of the individual interactants, and the CVE renders those behaviors via the avatars, which are visible to others in the environment.
CVEs promise to enable more effective interactions than videoconferencing by giving interactants a richer environment and opportunities for a wider range of interaction styles and experiences ( [5] , [6] ). CVEs are also quite effective experimental laboratories for research in social interaction [7] , allowing a reasonable measure of ecological validity (a realistic environment) while maintaining a high level of experimental control.
Because interactants in a CVE view avatars of one another rather than direct video feeds, the opportunity arises for new interaction strategies based on manipulating the visual appearance and behavior of the avatars. (Although we currently render the audio directly, there are such opportunities in that channel as well.) For example, a CVE system could be designed to render a "spruced up" avatar of an interactant who just woke up and hasn't shaved, showered, or dressed, or to change visual appearance, identity, gender, etc. Similarly, the CVE could selectively filter, amplify, delete, or transform the nonverbal behaviors of an interactant, either with or without his or her knowledge.
Transformed Social Interaction (TSI) [7] describes the strategic filtering of communicative behaviors in order to change the nature of social interaction. Such changes can have positive, negative, or neutral effects for a given interactant. TSI can purposefully enhance or degrade interpersonal communication, and can do so selectively, since the generation of nonverbal behavior is decoupled from its rendering. In a CVE with three people, for example, the appearance and nonverbal behavior of interactant A may be rendered in one way to interactant B and in a quite different way to interactant C, with interactants B and C both believing that they see the "true" rendering. This kind of selective transformation may also be done without the knowledge of interactant A.
A TSI could conceivably detect, recognize, and modify many visual nonverbal communication cues in the context of social interaction. Smiles could be inverted to frowns, gestures could be edited for cultural sensitivity, yawns could be suppressed, and eye gaze could be redirected. (See Figure 1. ) With sufficiently accurate sensing and rendering technologies, the opportunities to effect a variety of visual and behavioral transformations are huge. Indeed, the opportunities to misuse such transformations are also huge, raising significant ethical questions about the use of TSI. We believe that this decoupling of rendered behavior from actual behavior is inevitable as the technology progresses (due to many compelling positive uses, as well as less positive ones), so it is important to understand the possibilities and the limitations of these technologies (and also to be able to detect their use) so that it will be possible to ethically use and manage TSI in the future.
CVEs are fundamentally multimodal environments, conveying several kinds of information via audio and visual channels: spoken speech, non-speech sound, general visual appearance, visual identity, and a range of body postures, movements, and gestures (including facial expression and eye gaze). TSI enables the controlled study of multimodal, and especially nonverbal, communication to better understand the relative importance of various modalities and the possibilities for detection, recognition, and selective modification of semantically meaningful actions. These studies should inform the study and development of multimodal computer interfaces. In fact, a TSI is a multimodal interface in the context of a collaborative virtual environment. Besides being an experimental platform for social interaction, TSI can lead to richer, more powerful interfaces for immersive environments.
In the following sections, we describe a TSI experiment that manipulates the amount of eye gaze devoted to multiple recipients in order to investigate its effect in a CVE.
NON-ZERO-SUM GAZE
Mutual gaze between people is a powerful and meaningful aspect of face-to-face communication. Normally, gaze can be directed to only one individual at a time in a social interaction, and the sum of the portions of time that one's gaze is directed to various individuals cannot exceed 100%. This is the zero-sum situation, where the amount of gaze that was "given" by a person equals the sum of the amounts of gaze "received" by others. A collaborative virtual environment gives us the ability to implement a TSI called non-zero-sum gaze (NZSG), where the amount of gaze given does not equal the amount received. At one extreme, one's avatar can be made to give each interactant 100% gaze (as is the case with the news anchor looking into the camera when rendered on a 2D TV screen). At the other extreme, the avatar can be made to give each interactant 0% gaze -i.e., to never look directly at them.
Of course, anywhere between those extremes is also possible. In an environment with N other participants, one's expected average of 1/N of the gaze time may be slightly increased, or significantly increased, for each interactant -perhaps making each participant feel that he or she is receiving special attention from the others.
We ran an initial study [9] on NZSG, featuring three interactants in a CVE, as depicted in Figures 2 and 3 . One of the interactants, the presenter, led a discussion concerning designated topics with two listeners while the presenter's gaze was manipulated experimentally. The presenter's avatar exhibited one of three conditions: natural gaze (each interactant received an approximately equal amount), reduced gaze (mostly directed at neither interactant), or augmented gaze (mostly directed at both interactants simultaneously). The experimental conditions were unknown to both the presenter and the listeners.
In the initial study [9] , we demonstrated that: (1) participants were unaware that we augmented the presenter's gaze under conditions of NZSG (reduced or augmented gaze), and (2) participants directed their attention (i.e., looking direction) more towards the presenter when under NZSG (altered gaze) conditions than natural gaze conditions. In terms of perceived responsiveness of the presenter, the interaction suffered only slightly due to the TSI's interference with natural nonverbal cues. In the augmented gaze condition, the increased gaze of participants toward the presenter implies that the presenter was implicitly perceived by our subjects as hyper-responsive, since he or she appeared to dedicate large amounts of nonverbal resources to each of them. In essence, the gaze abilities of the presenter were doubled at the cost of true responsiveness, but that cost in terms of a functioning interaction (implicit responsiveness) was minimal. 
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EXPERIMENT: PERSUASION IN NZSG
In a recent study on non-zero-sum gaze [13] , we investigated whether or not a presenter in a CVE implementing NZSG conditions (augmented and reduced) would be more or less persuasive than in natural gaze conditions. In that study, the passages read by the presenter were chosen to allow for examination of participants' agreement with the subject matter. Via pretesting, we developed passages that allowed for persuasion -i.e., either an increase or decrease in agreement from the normative agreement of our participant populations. We began with four major hypotheses:
Hypothesis 1. We predicted that NZSG manipulations would decrease participants' explicit ratings of the presenters' social presence and awareness. Because presenters in either condition of NZSG should be viewed as unresponsive [10] and in violation the normal expectancies of an interaction, participants should rate augmented gaze presenters as having lower awareness and social presence than other presenters.
Hypothesis 2.
We predicted that augmented NZSG would increase the level of agreement by listeners to the presenter's message. Previous research has demonstrated that eye-gaze increases persuasion in natural conversation [11] . While NZSG may cause a decrease in social presence and awareness, we have not found these costs to be overly disruptive in previous research on NZSG [9] . Despite the cost to interactivity, receiving an abundance of apparently direct eye gaze from a presenter should increase that presenter's ability to influence an audience.
Hypothesis 3.
Since previous research has demonstrated that instructor-gaze increases learning [12] , we predicted that NZSG should increase memory (recall) for the material presented.
Hypothesis 4. Finally, we predicted that participants would not explicitly detect the NZSG manipulations (despite being influenced by them). It may be the case that TSI in general, including NZSG, will not be an effective strategy if interactants in a given discussion do not believe that the verbal and nonverbal behaviors they are seeing have in fact actually occurred. One can imagine a future in which the use of TSI becomes so prevalent during computer-mediated communication that the interaction loses all practical function and meaning. Consequently, studying the human ability to detect transformed behavior, and the effects of this awareness, are uniquely interesting theoretical and applied questions.
Design, Apparatus, and Procedure
We selected-for or manipulated two between-subjects variables: participant gender (male or female) and presenter gaze condition (natural, augmented, or reduced). Although gender did not figure in our main hypotheses, previous experience led us to expect gender effects. In a given session, the presenter and both participants, as well as their three avatars, were either all male or all female. The presenters were encouraged to use head movements in order to engage the other participants. In the natural (normal gaze) condition, the presenter's avatar veridically displayed his or her head movements. In the augmented condition, the presenter's avatar directed his or her gaze at each of the two participants at all times. In the reduced condition, the presenter's avatar looked down at his or her computer monitor 100 percent of the time and did not direct gaze at either participant. These manipulations (the augmented and reduced gaze conditions) were implemented by transforming the veridical head movements of the presenter by scaling the magnitude of those movements down by a factor of 20 (e.g., if a presenter moved their head 20 degree to the left, the participants would only see a 1 degree movement), and by re-centering the effective straight-ahead position of the presenter's head such that the presenter's eyes were looking directly at the eyes of each participant (augmented) or directly down at the computer screen (reduced). We scaled down the actual movements in order to provide slight head movements in the transformed conditions, so that the presenter did not appear frozen. The presenters and the listeners were always blind to the transformations; they were not aware of the manipulations.
In all three conditions (natural, reduced, and augmented), the listeners' head movements were rendered veridically. All three avatars blinked randomly, according to a computer algorithm we developed based on human blinking behavior; they also exhibited lip movements driven in real time by the amplitude of the sound of each interactant's speech as measured by a small microphone place near the mouth. There were no other changes in facial expression, so other than lip movements, head movements, and eye-blinks, no other behaviors were exhibited by the participants' avatars. We employed three male presenters and two female presenters, each of whom was cycled across the three gaze conditions approximately an equal number of instances.
The virtual room contained a round table around which the three avatars sat for a typical meeting environment (see Figures 2 and  3 ). Participants could see the other avatars in the room as well as part of their own torsos, if they looked straight down. Each participant wore a head-mounted display (HMD) and an intercom device. The HMD contained a separate display monitor for each eye, and the virtual scene was rendered by the graphics system separately for each eye (in order to provide stereoscopic depth) at approximately 60 Hz. Using an inertial tracking system for orientation with low latencies, it was possible for participants to experience realistically dynamic visual input -the delay between a user's movement and the system's detection of that movement was less than 40 ms.
We recruited participants from introductory psychology classes for pay or for experimental credit. Twelve participants, ranging in age from 18 to 25, were used in each of the six between-subjects conditions resulting from crossing participant gender and gaze condition for a total of 72 participants.
Participants did not meet each other or the presenter before the session. A second experimenter escorted each participant into his or her separate room and read a paragraph describing the environment and the task, which was ostensibly to test out how smoothly an interaction can flow in a virtual conference room.
The two participants then received instructions regarding use of the technology: the HMD, the integrated intercom, and the gamepad used to record responses during the experiment session. Once they began using the system, there was an introduction phase, during which the presenter's head movements were rendered veridically. Finally, once participants adjusted to the environment, the appropriate manipulation condition (NZSG or normal gaze) commenced. At this point, the presenter read the persuasive passage, which was broken up into four sections. Each section took approximately twenty seconds to read; after the presenter completed each section, he or she facilitated a discussion concerning that section of the passage for about 90 seconds.
After the passage was read, the presenter verbally asked the participants to answer three Likert-scale agreement questions and three multiple choice memory questions concerning the passage. Participants responded by using their game-pad device to move a cursor. After completing these agreement and recall questions, the participants removed their HMDs and completed pen-and-paper questionnaires. The questionnaires measured social presence, the degree to which participants regarded the presenter's avatar as a sentient person who was aware of the interaction. Next, each participant estimated the percentage of time in which the experimenter looked at him or her, at the other participant, and at neither one. Finally, participants wrote three paragraphs (of at least five sentences each): one about the presenter, one about the other participant, and one about the virtual conference experience.
Measures
Presenter Awareness/Social Presence. To test hypothesis 1, we calculated a score to measure how much the participants felt that the presenter was aware of the participants and how real the presenter's avatar behaved during the interaction.
Persuasion. To test Hypothesis 2, we used an estimated measure of persuasion, intended to measure the degree to which participants agreed with the statements summarizing the passage read by the presenter.
Memory. To test Hypothesis 3, we calculated a score to measure the participants' recall for information from the passage by averaging the responses (1 for correct, 0 for incorrect) for three multiple-choice memory responses, where higher scores indicate greater memory.
Presenter Gaze estimation. To test Hypothesis 4, participants estimated the amount of time that the presenter looked at them, the other participant, and at no one. Each was estimated on a scale of 0 to 100 percent.
Explicit NZSG Detection. In the open-ended paragraph that the participants wrote about the presenter, two independent coders blind to the experimental condition analyzed the text, looking for instances in which the participants explicitly detected the NZSG. The coders looked for any wording concerning the redirection of head movements, fake or artificial gaze, nonverbal tampering, etc. This measure was also used to test Hypothesis 4.
Results
Presenter Awareness/Social Presence. To determine perceived awareness of the participant by the presenter, we examined the average scores from the questions the participants were asked. We ran an ANOVA with gender and gaze condition as the independent variables and presenter awareness as the dependent variable. Female subjects reported higher presenter awareness in the natural condition than did male participants.
Persuasion. We ran an ANOVA with gender and gaze condition as between-subjects independent variables and with agreement score as the dependent variable. There was a main effect of gaze condition, indicating that the augmented condition was significantly higher than either the reduced condition or the natural condition. However, there was also an interaction between gender and gaze condition, such that female participants were more persuaded by augmented gaze than by the other gaze conditions while males did not show a reliable difference between conditions. In addition, there was a main effect of gender, such that females were less persuaded than males overall. In summary, females were less persuaded than males as a group; however, females in the augmented gaze condition were more persuaded than females in the other gaze conditions.
Memory. We ran an ANOVA with gender and gaze condition as the independent variables and recall score as the dependent variable. There was a main effect of gender, with males scoring higher than females. The memory scores of males were significantly above chance, whereas female scores did not differ from chance.
Presenter Gaze Estimation. The estimation by participants of the percentages of the presenter's gaze provided data regarding participants' awareness of the presenter's gaze behavior that we used as a manipulation check. These estimations also allowed us to test whether the participants were aware of our manipulations (e.g., if the responses totaled above 100% for augmented gaze).
We conducted an ANOVA with participant gender and gaze condition as between-subjects variables, gaze direction as a within-subjects variable and percent time as the dependent variable. There was a main effect of gaze direction; participants estimated they received more of the presenter's gaze than did the other participant. There were no significant main effects for gender or gaze condition. In addition, there was an interaction between gaze condition and gaze direction; participants in the augmented gaze condition perceived more gaze directed toward themselves than toward the other participant, compared to the other two gaze conditions.
We summed each participant's responses to the three gaze estimation questions: "looking at me," "looking at the other participant," and "looking at neither." Total gaze, the sum of this subjective estimation measure, should be approximately 100% if participants assumed the natural constraint of zero-sum gaze. The mean of total gaze across participants was not statistically different from 100 in a paired t-test. We cannot draw conclusions from null results, but we were encouraged by how close the total gaze figure was to 100 percent.
In sum, the participants generally perceived that they received more of the presenter's gaze than did the other interactant in their group, regardless of the actual gaze condition. This effect was most apparent in the augmented condition, where the presenter actually did look at them constantly. In addition, participants did not detect the non-zero-sum gaze in the augmented or reduced condition, as determined by their ratings of gaze estimation. In this analysis, as well as in all subsequent analyses, there was no interaction effect between the particular presenter of the day and the other independent variables.
Explicit NZSG Detection. There were no instances in which a participant explicitly detected that the human gaze had been modified by either coder, so the condition of NZSG was undetected.
See [13] for a more detailed description of the results with all the appropriate experimental measures and statistics.
DISCUSSION
Previous authors have pointed out the unique ability of a computer mediated virtual environment to be used as a tool of persuasion (e.g., [14] ). In the second hypothesis, we predicted that participants would demonstrate more persuasion (i.e., higher agreement with the presented passage) in the augmented condition than in the other two conditions. This hypothesis was confirmed for female participants much more than for male participants. The fact that males did not demonstrate a higher response to the nonverbal gaze behavior is consistent with previous findings concerning gender and the reception of gaze cues, both in physical and in immersive virtual environments. Furthermore, studies specifically intended to understand computer-mediated persuasion have also demonstrated similar gender effects [15] . One possible explanation for this trend is that, in the current study, male participants may have focused primarily on the verbal content of the message. This suggestion is supported by both their higher recall for the actual content of the message than females, and their smaller differences in persuasion and Presenter Awareness/Social Presence ratings by gaze behavior condition than females. Another possibility is that females may have focused primarily on the head movements of the presenters. This hypothesis is supported by their lower recall for the verbal content of the message than males and their higher degree of persuasion and lower ratings of Presenter Awareness/Social Presence ratings in the augmented condition.
The somewhat fascinating result of this study is that, despite reporting the clearly problematic aspects of the presenter's responsiveness in the 100% augmented gaze condition on an explicit level, female participants were still persuaded by the visual input of augmented eye gaze on a low, implicit level. In other words, even though female participants were well aware on some level that the presenter's behavior was not socially appropriate, they were still persuaded most after receiving the higher amounts of eye gaze.
The results of this study have several implications. On a positive note, while we did not find any significant facilitation of memory recall in the current study (i.e., Hypothesis 3 was not confirmed), the potential for NZSG to assist instructors in distance learning CVEs is still an intriguing possibility. Instructors should be able to provide students with more personalized nonverbal attention using NZSG in addition to other transformed social behaviors. On a less positive note, NZSG may turn out to be an attractive strategy for advertisers, salespeople, politicians and others who seek to gain influence on others by manipulating the social environment. In the current study, participants were not able to detect the transformed gaze. However, one hopes that as CVEs become more widespread, people will become more aware of the possibilities of misusing such rendered representations. In addition, it may be relatively simple to develop algorithms to detect NZSG and other forms of transformed social interaction [7] .
The current NZSG study has a number of limitations. First, we transformed gaze in perhaps the coarsest way possible: all or none. In future studies we plan to develop more subtle transformations of gaze direction, varying percentages of direct gaze as a function of conversational flow. Making the gaze more interactive (e.g., briefly turning the presenter's head away from one participant when the other one begins to speak) may dramatically increase the overall effectiveness of the TSI. Second, our manipulation of eye gaze was completely linked to head orientation in the current study: as participants moved their heads, their eyes were always facing straight ahead. A more effective manipulation would be to transform both head direction and eye direction; in future studies we plan to employ eye-tracking technology in order to achieve this goal. In addition, the length and specificity of our persuasive passages (relatively short passages of only a single thematic topic) as well as the way in which we presented the argument (verbal passages followed by discussion) do not generalize to all types of persuasive situations. Future research should definitely examine TSI in all sorts of persuasive contexts. Moreover, virtual reality simulations are currently limiting because the equipment is expensive and cumbersome. In the past few years, however, improvement in the technology has accelerated drastically [16] , and there is no reason to suspect that this trend will not continue.
Finally, in future studies, our plans are to run conditions of "explicit" NZSG manipulation, informing participants before the study of the specific transformed behavior. The goals in these experiments will be twofold: to test whether or not participants can detect NZSG when they are aware of its potential, and to determine if the low level, implicit effects of gaze response are strong enough to override the explicit knowledge that the gaze behavior is manipulated.
IMPLICATIONS AND FUTURE WORK
Gaze is but one of many aspects of human-to-human interaction that can be manipulated in a transformed social interaction paradigm, and the persuasion effect of non-zero-sum gaze is but one of many aspects of gaze to study. A thorough understanding of visual nonverbal communication and how it impacts human interaction is ultimately an important scientific foundation for the study of multimodal interfaces, which in the broad view seeks to develop interaction technologies that leverage fundamental aspects of human communication styles and abilities. Nonverbal information in multimodal interfaces can be in both directions, both automatically perceiving the nonverbal behaviors of interactants and generating interfaces that exhibit nonverbal behaviors of their own.
In addition to the basic understanding sought by TSI experiments in collaborative virtual environments, TSIs are multimodal interfaces themselves, combining audio with graphical representations of users (output) that are generated by sending, tracking, and recognition technologies (input). Eventually, semantic processing of the audio signal will also be an important part of TSIs.
In addition to continuing to pursue NZSG experiments and to develop visual tracking and recognition technologies to support advanced TSIs, we are beginning to pursue TSI in non-immersive environments such as traditional videoconferencing and CSCW environments. Transforming appearance and behavior in face-toface video interactions has the potential for significant impact.
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