Aims. We aim to achieve high spatial resolution as well as high polarimetric sensitivity, using an earth-based 1m-class solar telescope, for the study of magnetic fine structure on the Sun. Methods. We use a setup with 3 high-speed, low-noise cameras to construct datasets with interleaved polarimetric states, particularly suitable for Multi-Object Multi-Frame Blind Deconvolution image restorations. We discuss the polarimetric calibration routine as well as various potential sources of error in the results. Results. We obtained near diffraction limited images, with a noise level of ≈ 10 −3 I cont . We confirm that dark-cores have a weaker magnetic field and at a lower inclination angle with respect to the solar surface than the edges of the penumbral filament. We show that the magnetic field strength in faculae-striations is significantly lower than in other nearby parts of the faculae.
Introduction
Since the discovery of magnetic features on the Sun (Hale 1908) , polarimetry has become an increasingly important diagnostic tool for solar observations. The primary goals in resolution, required signal to noise ratio (S/N) and spectral resolution have continually shifted with the objects of interest, from strong, large-scale fields to smaller and often weaker structures.
Considerable efforts toward meeting these requirements have been made in recent times. Here we mention a few examples of modern instruments at some of the major solar observing facilities: The Diffraction-Limited Spectro-Polarimeter (DLSP, Sankarasubramanian et al. 2004) , the Tenerife Infrared Polarimeter (TIP, Mártinez Pillet et al. 1999; Collados et al. 2007) , the Polarimeteric Littrow Spectrograph (POLIS, Beck et al. 2005b) , and the multi-line spectropolarimetric (MTR) observing mode at Themis (Paletou & Molodij 2001) . Typical spatial resolution achieved with these instruments is of order 0.
′′ 5-1 ′′ . Major progress has been made by the spectro-polarimeter (SP, Lites et al. 2001 ) on the Solar Optical Telescope (SOT, Suematsu et al. 2008 ) on board the Hinode spacecraft. The combination of ∼0.
′′ 3 spatial resolution and 10 −3 -10 −4 relative sensitivity is setting new standards in solar polarimetry. The excellent performance of the image stabilizer of SOT enables the SP to fully exploit one of the major advantages of space observations: the absence of seeing.
Conducting sensitive Full Stokes measurements on solar image data from the ground presents several observational challenges. The problem poses two basic requirements on the data, that are difficult to accommodate at the same time. In order to maximize resolution, as short as possible exposure times are desirable to minimize smearing by seeing induced image motions, however, to maximize sensitivity, as long as possible exposure times are desirable in order to minimize the photon noise in the images. Obviously these two requirements are mutually exclusive so that a suitable compromise must be made.
Two main approaches currently exist toward addressing one or both of these problems. The first approach has been very successful at eliminating artificial signals resulting from seeinginduced image motions, by means of high-frequency modulation of the the polarimetric state, and integrating in all polarimetric states for a long time. As the seeing-induced image aberrations are identical for all intents and purposes, artifacts resulting from image-motions are essentially eliminated. Using this method, a relative sensitivity of 10 −5 has been achieved by the Zürich Imaging Stokes Polarimeter II (ZIMPOL, Gandorfer & Povel 1997) . Such extreme levels of sensitivity can currently only be achieved at the cost of losing a great deal of spatial resolution.
Another approach is through the removal of seeing-induced image aberrations by numerical means. This approach promises to address both problems at once, but usually requires frequent CCD readouts to construct an image stack to analyze. Consequently, it is of particular importance to ensure that the photon noise exceeds the readout noise of the CCD, in order to achieve a good S/N in the end result.
In a recent work, Bello González & Kneer (2008) , achieved a polarimetric sensitivity of 10 −3 at a spatial resolution of ≈0. ′′ 3 using a combination of adaptive optics and speckle reconstruction. Their observing method elaborates on the pioneering work of Keller & von der Lühe (1992) at the former Swedish Vacuum Solar Telescope, where they introduced the use of a narrow-band channel in combination with a wide-band channel. The high light levels in the wide-band channel enabled them to successfully perform speckle restorations, after which the seeing information acquired from the wideband restorations was used to restore the narrowband images.
The Multi-Object Multi-Frame Blind Deconvolution (MOMFBD) post-processing method used by van Noort et al. (2005) , like the speckle method used by Keller & von der Lühe (1992) , combines the signal accumulated in a large number of short-exposure images using an image restoration process that separates the image information from the seeing-induced image blurring and distortions. Although coming at a significantly increased numerical cost compared to speckle reconstruction, some of the advantages of the MOMFBD method are that some fixed (instrumental) aberrations can be corrected using a phasediversity channel, the process uses all channels for wavefront sensing, resulting in better separation of image information and seeing distortions, and the requirements on the image data are more relaxed regarding the statistical independence of individual exposures and on the seeing statistics in general, so that it can be easily applied to very high cadence data, recorded using an adaptive optics system.
Full Stokes measurements at the SST
In order to take accurate polarimetric data, a reliable polarimeter is needed. Although strictly speaking the whole telescope is part of the polarimeter, it makes sense to separate the the vacuum part of the telescope from the rest of the optical setup and model it separately.
The reason for this is that the design of the Swedish 1-m Solar Telescope (SST, Scharmer et al. 2003a ) includes vacuum windows and large angle of incidence mirrors, so that the instrumental polarization is not only considerable, at ≈10% in both Stokes Q and U and around 2% in Stokes V, it also depends on the mirror angles and thus on the observing position in the sky and is therefore time dependent.
As determination of the telescope matrix for all possible positions in the sky is not practically achievable (although not impossible), it makes sense to model it and calibrate the model parameters instead. For this, however, an accurate polarimeter is needed first.
Polarimeter
The polarimeter at the SST is similar to that used by Horn & Hofmann (1999) and consists of two Liquid Crystal Variable Retarders (LCVR), positioned in the beam, the first aligned with a vertical analyzer polarization filter, which is part of the SOUP filter, and the second at a 45
• angle with respect to the first. By varying the retardance of each LCVR and filtering the resulting "modulated" light through an analyzer Linear Polarizer (LP), the polarimeter can be configured to transmit only certain (linearly independent) combinations of the input Stokes parameters. The conversion coefficients from Stokes parameters to transmitted intensity are the elements of the modulation matrix M, the inverse of which, the demodulation matrix, must be known to retrieve the input Stokes parameters.
The choice for LCVRs over the more commonly used FerroElectric LCs, is motivated by the greater flexibility in choosing the modulation scheme and effortless adaptation to changes in the observing wavelength. The price to pay for this flexibility is a "slow" response to changes in modulation value (∼10 ms or more) when an increase in retardance is required, which presents a problem when combined with high-speed cameras, as well as stringent stability requirements on the driving voltage, especially at the high end of the retardance range of the LCVRs, where the sensitivity to voltage changes is largest.
The speed restrictions of the LCVRs can be effectively dealt with using an "overdrive" approach: when an increase in retardance is needed, the driving voltage amplitude is set to 0, in order to maximize the rate of change. When the desired retardance value has been reached (or passed), the voltage appropriate to the target retardance value is applied, upon which the LCVR has only a small, negative, retardance change to cover, which can be accomplished more than an order of magnitude faster than for an equal positive change. In combination with optimizing the state order of the modulation scheme, the tuning time of the LCVRs can be kept below 10 ms at all times, a requirement imposed by the readout time of the cameras used.
Since the retardance value of Liquid Crystals is also temperature sensitive, the ability to continuously vary the retardance value is an advantage, as it can be used to correct the retardance based on the measured temperature, so that complications related to thermal stabilization can be avoided.
The current implementation, however, still makes use of a simple thermal stabilization circuit, which, although it improves considerably upon the unstabilized situation, is not able to cope with sudden changes in the environmental conditions, such as those arising from changes in ventilation, etc. Therefore, although the polarimeter is currently operational, its properties are slowly varying over time and need to be recalibrated as frequently as possible. Once the stability issues are properly addressed, this should not be needed, as long as the optical setup remains the same.
For most of the data presented here, the polarimeter could be calibrated within a few hours of taking the data, but uncorrected variations in the measured Stokes parameters at the level of approximately one percent usually remain.
Polarimeter Calibration
To calibrate the polarimeter, a sufficiently large number of linearly independent Stokes vectors needs to be generated. This is done using a combination of a Linear Polarizer (LP) and a Quarter Wave Plate (QWP): a 90
• linear retarder. The LP is positioned at several fixed angles, after which the retarder is rotated through 360+ degrees, so that some of the linearly polarized light is converted to other Stokes parameters according to
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where S in is the input Stokes vector, S (ϕ, α) is the generated Stokes vector, ϕ and α are the offset angle of the LP and the retarder respectively with respect to the positive Stokes Q axis and δ is the retardance value of the QWP. For calibration purposes, the LP was positioned at 0
• and 135
• , coinciding with the Q, U, −Q and −U axes respectively. This ensures that all Stokes components are present at their maximum amplitudes and with opposite sign, in order to reduce sensitivity to offsets and other sources of contamination van Noort & Rouppe van der Voort: Stokes imaging polarimetry using image restoration 3 in the calibration data. Although a condition number analysis of the problem by Selbing (2005) suggests that angle steps of 30
• over a range of only 180
• should be sufficiently accurate to fully determine the problem, the angles for the retarder were taken to be every 5
• from 0 • to 365
• , a total of 74 angles, in order to average out any error in the QWP angles and photon noise in the data that may exist.
Strictly speaking, the modulation matrix elements can now be fitted by a simple matrix inversion. However, this would assume the retardance value and offset angle of the QWP are perfectly known, as well as that the intensity was constant during the recording of the calibration data. As the expressions for the retarder parameters are non-linear and, in order to compensate for the varying intensity, the observations must be normalized to I, for which the inverse of the modulation matrix itself needs to be known, to deal with either one of these problems, an iterative approach is the most obvious way forward.
Using a downhill gradient-search algorithm for all parameters is the simplest way to find the solution, but it is rather slow and can benefit greatly from step direction optimization methods such as conjugate-gradient optimization. Unfortunately, it is easy to end up in a local minimum near the global minimum. An improvement can be made by using as much of the explicit solution as possible (M) and using a downhill search algorithm for the remaining parameters (α and δ QWP ). Although this method converges a lot faster and is less likely to find a local minimum, it is more likely to end up with a completely wrong solution if the start solution is far away from the real solution. However, both methods are based on minimizing the same error function and converge toward the same solution, if sufficiently restrictive convergence criteria are used. • ) of the QWP. The accuracy with which the intersection points of the LP-only lines and their corresponding curves line up vertically and how well this matches the fitted offset angle is an indication for the overall accuracy of the fit.
In addition to the calibration data, observations were made without the QWP. This provides for an independent way of checking the quality of the fit, as the fitted data curves should assume the value of the LP-only observations at the retarder angle equal to that of the LP. Figure 1 shows an example of a calibration data set with fitted model curves, for the mean over the field of view. Typically, a total of 8 of these curves are used to fit the modulation matrix elements. The QWP angle for which the curves assume the value of the LP-only observations is the same for all curves to within 0.1
• , but differs from the calibrated QWP offset angle by 0.45 • , possibly caused by inaccuracies introduced by the manual positioning of the LP, the positions of which were not included in the fit.
From the modulation matrix resulting from the calibration, efficiencies of 0.56,0.53 and 0.51 for Stokes Q, U and V respectively can be derived. The total efficiency of 0.94 indicates that the modulation scheme is close to the theoretical optimum.
Telescope model
Since the telescope uses 2 mirrors at 45
• angle of incidence and a vacuum-window, it is rather strongly polarizing and the polarization depends on the pointing direction. In order to predict the Mueller matrix of this system for arbitrary azimuth and elevation angles, it needs to be modelled and then calibrated. The model is based on the method used by Skumanich et al. (1997) , a method that has been successfully applied to model the DST, the SVST (LPSP, Sanchez Almeida et al. 1997; Mártinez Pillet et al. 1999) and the German VTT (Beck et al. 2005a ). Selbing (2005) adapted the method to describe the SST optics.
The Mueller matrix of the telescope is the product of the series of Mueller matrices of each of the optical components the light passes through before exiting the bottom of the telescope
with the main objective lens matrix L, the folding mirrors M el and M az , the field mirror M f ield at the bottom of the telescope and the Schupmann corrector mirror M S chup respectively, with appropriate rotations R to the natural frame of the next component. The resulting matrix is obviously position dependent, but this is through the rotations only, so that this dependence is known once the matrices for all other components are known. The mirror matrices can be described using a general expression with only 2 unknown parameters, so that only L and a a few parameters need to be calibrated. This can only be done by fitting the predicted telescope response to known input Stokes data.
Unfortunately, since the entrance window has a 1 m diameter, it is not possible to use the same method of generating Stokes vectors as for calibrating the polarimeter, as a 1 m retarder of sufficient quality is hard to come by. Instead, a fit to linearly polarized light only will have to suffice.
To provide a source of linearly polarized light, a large sheet of polarizing material was mounted on a rotating wheel in front of the telescope main lens. This wheel was then slowly rotated continuously while pointing toward the Sun, thus providing all Stokes parameters except Stokes V. Polarimetric data was then taken continuously throughout the day, to provide information on the azimuth and elevation dependence of the telescope matrix.
Although of fundamental importance to the accuracy of the Stokes data presented here, this procedure is beyond the scope of this paper and is outlined in detail by Selbing (2005) . We limit ourselves to stating that the estimated error in the predicted output of the telescope was found to be below 0.5% in Stokes Q, U and V, based on the only calibration performed to date, made in March 2004. However, as no information is available as to the effect of aging and maintenance on the model parameters, this estimate may no longer be accurate. Figure 2 shows the instrumental polarization estimated from a full day of Full Stokes data recorded on the 12-September-2006, more than a year after the telescope model was calibrated. As the FOV is dominated by a large sunspot close to disc center, the derived offset for each Stokes parameter may contain a non-instrumental component of solar origin. Although the model predictions show a small systematic difference from the data, in particular the extreme values of Q and U appear to be assumed at a somewhat different time of day from the model, the agreement with the telescope model appears to be around 1% of I or better, not dramatically worse than what was found 18 months earlier.
Observations and data reduction
From several campaigns during the 2006 observing season, we selected 4 data sets of sunspots that were taken under excellent seeing conditions. Detailed information on the different targets is presented in Table 1 . Figure 3 shows the four Stokes maps for Fe I 630.25 nm −5 pm for one of the selected sunspots.
The quality of the data benefited from the SST adaptive optics system (AO, Scharmer et al. 2003b ) and post-processing using the Multi-Object Multi-Frame Blind Deconvolution (MOMFBD, van Noort et al. 2005 ) image restoration method. The use of MOMFBD is complementary to the use of AO in a sense that it provides the possibility to achieve high image quality also at large angular distance from the AO wavefront sensor.
Narrow band images in the wings of the Fe I 630.25 nm line were obtained with the Solar Optical Universal Polarimeter (SOUP, Title & Rosenberg 1981) which has a FWHM of 7.2 pm. Three science cameras were employed with 1024×1024 pixel CCD chips (pixel scale 0.
′′ 063, the diffraction limit λ/D of the SST at 630 nm is 0.
′′ 13). One of these cameras was positioned behind the SOUP filter, the other two were set-up as a phasediversity pair that received 7.5% of the light on a branch that split off the main beam before the SOUP but after the SOUP pre-filter (0.8 nm passband centered on 630.25 nm). The exposures of all three cameras were synchronized by means of an optical chopper. The optical setup was similar to the one described in De Pontieu et al. (2007), with an additional pair of LCVRs positioned between the collimator and re-imaging lens, and is illustrated in Fig. 4 .
As the polarimetric signals of interest are usually weak, it is of crucial importance to obtain the largest S/N ratio possible. Although the Sun is an excellent source of photons, when reducing the spectral range to only a few tens of pm, acquiring a detectable quantity of photo-electrons in the few ms permitted by the seeing becomes a challenge. In order to make the most of the available light, the cameras used at the SST are Sarnoff 1M100 cameras, the CCD of which has a quantum efficiency of 0.7 at 630 nm and which consists of 16 separate segments that can be read out in parallel. By using a slow pixel clock, this provides for a camera with exceptionally low readout noise as well as a readout time of only 10 ms. Even with this short readout time, the most effective exposure time is a matter of compromise, as from the seeing point of view it should be as short as possible, but from the S/N standpoint it should be at least somewhat longer that the readout time in order to get a reasonable efficiency. In practice the rotation rate was set to ∼36 Hz, giving an exposure time of ∼17 ms and a duty-cycle of approximately 60%. Apart from the desire to have a large duty-cycle, a shorter exposure at the current light levels (using the SOUP filter which has a transmission of only ∼15%) would result in a photon noise that is at or below the readout noise of the camera, a situation that the MOMFBD reduction is currently unable to handle.
The LCVRs of the polarimeter were cycling through a sequence of 4 states, changing state for each exposure during the read-out time of the cameras. The SOUP filter was running a program switching between the red and blue wing of the Fe I 630.25 nm line, at ±5 pm offset from the line core. The change of line position was done after about 14 s, covering typically 125 LCVR cycles. With a line position changing time of about 7 s, the acquisition of a full data set containing two line positions and all LCVR cycles took about 35 s. The exact number of images (and effective exposure time) for each data set is specified in Table 1 . Figure 5 illustrates the acquisition scheme of the data. Since the cameras are synchronized, 3 exposures share the same wavefront realization t (x-axis): one SOUP image with a specific line position and LCVR state o (z-axis) and two wide-band images with known diversity k (y-axis), one in focus and one slightly out of focus (∼12 mm on a 45 m focal length).
The figure is similar to Fig. 7 in van Noort et al. (2005) with the important difference that the LCVR states are now modulated for each exposure instead of after a burst of several exposures. This results in a collection of polarimetric states that is more homogeneous in terms of seeing aberrations and means that the level of seeing cross-talk is highly reduced already before MOMFBD processing. The interleaved character of the data set is akin to the high speed modulation used by the Zürich Imaging Polarimeter (ZIMPOL, Gandorfer & Povel (1997) ), which employs modulation in the kHz range, and is highly beneficial for the construction of high-sensitivity Stokes maps.
While the images from the SOUP camera are constantly varying due to the modulation of the LCVRs and the changing line position, the images from the wide-band cameras remain unchanged other than by seeing variations. Since the wavelength of the wide-band images is nearly identical to that of the narrowband images, the wide-band images can be used as an "anchor" channel, to which all the restored SOUP objects are aligned in the MOMFBD restoration procedure, as discussed at length in van Noort et al. (2005) .
To calibrate the inter-camera alignment, images were recorded of an array of 30 µm pinholes. By fitting these pinhole images to each other under the assumption that they look the same, the relative offset of each camera pixel with respect to Unless otherwise stated, all images were reduced using 128x128 (5x5 ′′ ) and seamless mosaicking of the tapered subimages. The reductions were done on a 90 CPU 3.2 GHz Intel Xeon cluster at the University of Oslo using 34 Karhunen-Loéve wavefront modes and converged until the relative change in the wavefront coefficients was < 10 −4 . 
Quality Assessment

Noise
One of the main motivations for conducting the observations the way we describe in this paper is the detection of weak polarization signals. It is therefore important to get a firm handle on the noise level in the data. The main source of noise is photon noise. Read-out noise is a minor source of noise: for the Sarnoff cameras the read-out noise is specified by the manufacturer to be on the order of 25 electrons, which amounts to 1-2 counts. Seeing cross-talk is another potential source of noise.
As discussed in Sect. 3, the use of a wide-band anchor channel in MOMFBD restorations greatly minimizes seeing cross-talk in derived quantities like magnetograms. In addition, the use of interleaved LCVR state exposures reduces the effect of seeing cross-talk even more. Even though, in order to investigate the noise, images free from polarization signal are needed, there is no location on the Sun that is guaranteed to be completely free of magnetic field. Moreover, observing at a presumably field-free location or at a magnetically insensitive wavelength does not provide polarization free images anyway due to the instrumental polarization cross-talk. Although the latter can be corrected for using the telescope model, this potentially entangles the polarization crosstalk with the seeing cross-talk, which is not desirable.
Instead, we opted for "re-labeling" the data recorded for one specific modulation state and wavelength to the other states and reducing this dataset as if it were polarized data. Since the signal in all images corresponds to the same state, no polarization signal should be detected after the reductions are complete. By repeating this for all states, a reasonable estimate can be made of the false signal due to noise, seeing-crosstalk, etc. Unfortunately, since the polarimeter itself is also polarizing in Stokes Q and U, but not much in V, this method could only be used on data that contain only Stokes V observations.
The top panels of Fig. 6 show parts of such "fake" magnetograms constructed using the standard formula (I LCP − I RCP )/(I LCP + I RCP ) but with I LCP and I RCP being from the same state. Panel (a) is constructed from flat-fielded images, panel (b) is based on MOMFBD restored data. Since the FOV shown in these panels is off-center, away from the AO wavefront sensor target area, anisoplanatism can be expected to introduce image shifts and deformations that introduce seeing crosstalk. Indeed, for the flat-fielded data we see patterns on granular scales that can be attributed to seeing crosstalk. For the MOMFBD data, no such patterns can be discerned. This is confirmed by a power spectrum analysis which shows no conspicuous bumps that indicate a significant level of false signal due to seeing crosstalk.
The noise pattern in panel (a) and (b) is rather different: the "orange-peel" pattern for the MOMFBD data has a larger characteristic scale than for the flat-fielded data which is varying on a pixel-to-pixel scale. The characteristic "orange-peel" pattern in the MOMFBD data can be explained by the low-pass filter employed during the restoration: power at the highest frequencies, beyond the diffraction limit and the noise-dominated regime in Fourier space, are attenuated. This leaves a background or noise pattern with a characteristic spatial scale of a few pixels. The noise filter is a fundamental part of the deconvolution conducted in the MOMFBD procedure. It actually suppresses the noise level slightly below the level one expects from photon noise (see below). However, the characteristic noise pattern with a scale close to the diffraction limit poses problems for the detection of small-scale and weak-signal features as it is difficult to make an unambiguous distinction from noise at that scale and low signal level. In such cases, a time sequence of measurements could validate a detection of weak features, provided that they survive sufficiently long.
Uncertainties in the knowledge of the varying photosensitivity of the detector pixels is another potential source of error. This kind of noise is also known as gain table or flat-field noise. The same detector is used for recording all polarization states but the flat-field for each state is found to be different and therefore uncertainty in the determination of the flat-field introduces noise. For our observations, flat-fields are constructed by adding a large number of exposures while the telescope is sweeping over the solar disk. Due to the rapid motion and addition of a large number of images, solar features are effectively averaged out. We find that by adding more than 1000 images, the uncertainty in the flat-field is below 10 −3 such that this kind of noise is negligible. Figure 7 shows the RMS noise level of several restored data sets as a function of the number of frames per state, for images "restored" using flat-fielding and addition only and for images restored using MOMFBD reduction. The flat-fielded data follows the expected 1/ √ n behaviour very well which confirms that the exposures are dominated by photon noise. The noise level of the MOMFBD restored images is actually lower than the theoretical 1/ √ n limit, presumably the result of reduced high-frequency noise from filtering beyond the diffraction limit.
A number of noise measurements of real Stokes magnetograms are plotted in Fig. 7 . These measurements were done on small, presumably field-free regions in the FOV. The noise in full Stokes measurements is about two times higher than in observations devised to measure only Stokes V. This is because the efficiency to measure the 4 Stokes parameters is four times lower as compared to measuring Stokes V only.
For a full Stokes measurement, 125 exposures per state, or 500 exposures in total, is about the maximum number of exposures that can be included if one considers the photospheric evolution time. It takes about 14 s to acquire these 500 exposures. A disturbance moving at a velocity of the photospheric sound speed (∼7 km s −1 ) travels about 100 km during that time, which is about the distance of the diffraction limit at this wavelength.
Following the same arguments for a measurement of only Stokes V, double the amount of exposures per state can be used since the liquid crystals alternate between two states only. In the Stokes V only data set used for 
Spatial resolution
In order to establish the achieved spatial resolution of the observations, we do a power spectrum analysis and a close inspection of the smallest resolved structures in the data. decline between about 0.
′′ 18 and just above the diffraction limit λ/D at 0.
′′ 134. The steep decline is an effect of the noise filter that has a smooth transition from no effect on the lower frequencies towards full suppression of the highest, noise dominated, frequencies. The SOUP exposures that are used to construct the Stokes data are noisier than the wide-band images and therefore the noise filter sets in at a lower frequency, corresponding to a spatial scale of about 0. ′′ 2. The power spectrum for the flatfielded Stokes I image is shown for comparison and it illustrates how the MOMFBD restoration enhances power at all relevant spatial frequencies. Note the small enhancement in power just above the diffraction limit for the flat-fielded data. That is caused by a small localized power enhancement in the Fourier domain. This is probably caused by some internal camera property. This has no significant effect on the restored data since it is effectively suppressed by the noise filter.
It is difficult to extract a hard number for the achieved spatial resolution from the averaged power spectrum. Even though the steep decline due to the noise filter starts slightly above 0.
′′ 2, a claim of a spatial resolution of better than 0.
′′ 2 in the Stokes data is justified. We have performed a close inspection of the smallest features in the Stokes magnetograms and we find many examples of structures that have widths with a FWHM of about 3 pixels (0.
′′ 19).
Unresolved issues
Even though the most obvious sources of error have been discussed above, additional errors from limitations in instrumentation and data processing remain. Although the observing scheme was set to minimize these effects wherever possible, several issues remain unresolved and should be considered when interpreting the data in detail.
Doppler crosstalk
Since, for reasons of cadence and detection sensitivity, the data was recorded only at 2 wavelengths, a potentially serious source of false signal is introduced by Doppler shifting of the line profile due to motions in the solar atmosphere. Due to the lack of wavelength information, correcting for this involves assumptions regarding the actual line profile. Although it is possible to remove the polarized part of the line profile using the Stokes inversions, it remains important to remember that the line used here is magnetically sensitive and even the non-polarized profile may have a complicated shape. Even the only plausible assumption, that of a symmetric line profile, may therefore only be of limited value.
Unfortunately, fake magnetogram tests, like those done in section 4.1, cannot be used to get an indication of the error made in this way, as the velocity structure evolves on the same time scale as the solar structure, and so the line is similarly affected in both restored images in the set.
A comparative study of the Doppler velocities obtained using a magnetically insensitive spectral line and a magnetically sensitive one, such as Fe I 630.2, appears to be the best way forward in resolving this issue, but will certainly require more than two wavelength points.
Restoration effects
Application of the MOMFBD restoration method enables the removal of a significant amount of seeing-induced aberrations from the observations as well as sub-pixel alignment of the different objects. However, the use of this particular image restora- ′′ 134 at this wavelength. tion technique introduces a new kind of variability to the problem: that caused by the quality of the restoration. This quality is to some extend still related to the seeing quality, but also to the amount of detail used in the wavefront sensing step of the image restoration process.
In particular, the number of atmospheric wavefront modes (Karhunen-Loève polynomials) used to fit the wavefront is of importance. The higher order modes do not significantly affect the core structure of the PSF, and therefore the morphology of the result, but they have a significant impact on the wings of the PSF. This in turn has a significant effect on the contrast of the image, similar to the contribution of stray light.
The impact of including higher order wavefront modes on derived quantities, like Doppler velocity and Stokes maps is therefore in general an increase of the amplitude of the signal. This is illustrated by Figure 9 , that shows plots of the intensity for the same Stokes V magnetogram, restored with different numbers of modes.
Panel (a) compares a 2-mode restoration (tip-tilt only) with a 34-mode one which is the most common number of modes used in MOMFBD restorations. There is a weak correlation, with significant scatter, especially for low-signal pixels. This is consistent with a considerable change in the structure of the image, presumably due to an increase in the resolution of the image caused by the removal of seeing induced aberrations.
Panel (b) shows the same plot but comparing the 34-mode restoration with a 256-mode one. Clearly the correlation for most pixels in the image is tighter and can be fitted to a line with a slope of approximately -0.1. This is more consistent with a systematic scaling of the 34-mode image to the 256-mode image, with a scale factor of approximately 1.2, than with a substantial change in the image structure.
Although the effect of a scale factor on the fitted values of atmospheric quantities resulting from detailed atmospheric modeling may be quite limited, as the line shape should not be affected, since no actual modeling has been performed on this data, the true error introduced by this effect remains unknown. 
Results
Dark-cored penumbral filaments
Dark-cored penumbral filaments (Scharmer et al. 2002) are characterized by bright edges separated by a dark central core. Their rather symmetrical appearance (i.e., limited fine structuring along their length), sometimes considerable length (over 6000 km, Rouppe van der , and coherent dynamical evolution and lifetime (≤45 min reported by Sütterlin et al. (2004) and ≤90 min by Langhans et al. (2007) ) all suggest that the dark-cored filaments are single entities and constitute important building blocks of sunspot penumbrae. An explanation of the existence of dark cores is crucial for the understanding of penumbrae and requires a full observational characterization which demands for polarimetric measurements at a spatial resolution of about 0. ′′ 3 and better. For the sunspots we observed, we clearly resolve the dark cores of penumbral filaments in the Stokes maps. We observe that dark-cored penumbral filaments appear vividly in polarized light, and we note that the dark cores exhibit weaker polarization signal than their edges. This is readily observed in the boundvan Noort & Rouppe van der Voort: Stokes imaging polarimetry using image restoration 9 ary region between umbra and penumbra, where dark-cored filaments can be unambiguously recognized. Figure 10 shows examples from several datasets: maps of total circular polarization TCP, total linear polarization TLP, and total polarization TP. Traditionally, these maps are constructed by integration over wavelength. Since we have only 2 wavelength positions, these maps are constructed by summing:
1/2 /I i , where the summation is performed over two wavelengths i: ± 5 pm. We see that the dark cores have weaker signal in all summed maps. This is an indication that dark cores possess weaker magnetic fields than their edges.
The top two rows show maps from a spot close to disk center, observed on 12-Sep-2006. These maps show many clear examples of weaker signal in dark cores. The bottom two rows are from a sunspot observed towards the limb at an angle θ = 55
There is an interesting difference between limb-side (bottom row) and center-side penumbra: The center-side TLP map shows only very weak signal whereas the limb-side TLP map distinctively shows high contrast between dark cores and their edges. This must be interpreted as a line-of-sight (LOS) effect with the magnetic field having small inclination angles with respect to the LOS on the center-side penumbra. This means that the angle of the magnetic field with respect to the solar surface must be about 35
• for the penumbra of this sunspot. That would also explain the relatively weak signal in TCP for the limb-side penumbra as compared to the center-side.
In the last column of Fig. 10 , maps of the ratio of circular over linear polarization are shown. The dark cores in the top two maps of the 12-Sep-2006 spot appear rather clearly and they have a relatively enhanced TLP signal as compared to their edges (i.e., the dark cores stand out as dark features). This indicates that the magnetic field in dark cores have higher inclination angles with respect to the normal as compared to their bright edges. For the center-side TCP/TLP map, the TLP signal is too low to show any significant features. In the limb-side map, the dark cores stand out as bright features. This is also compatible with higher inclined fields in the dark cores since for this part of the penumbra that implicates a lower inclination with respect to the LOS and therefore enhanced TCP signal.
These observations of weaker signals in dark cores cannot be the basis for a firm conclusion on the magnetic field strength and orientation in dark-cored penumbral filaments. A definite conclusion must be based on thorough modelling that takes the thermodynamic properties of the penumbral atmosphere into account. These observations support the findings from Langhans et al. (2007) and Bellot Rubio et al. (2007) . Langhans et al. (2007) concluded on the basis of a geometrical study on high spatial resolution SST Stokes V magnetograms that dark cores possess weaker field and lower inclination than their bright edges. We achieve similar resolution and support that finding with Stokes U and Q observations and include a compensation for Doppler shift effects by using two wavelength positions in both wings of the spectral line. Bellot Rubio et al. (2007) find weaker dark core polarization signals in Hinode spectro-polarimetric observations. Their observations have superior wavelength coverage and slightly better signal-to-noise. Their resolution is about a factor 2 worse as compared to our observations which means that the penumbral dark cores are barely resolved. Their inversions on the Hinode data indicate that dark cores have weaker and more inclined magnetic fields. From the splitting of the Fe II 615 nm line, Bellot Rubio et al. (2005) deduce that dark cores possess weaker fields than their surroundings.
Faculae
Another example of the spatial resolution and sensitivity that can be achieved is provided by the facular region surrounding AR10845 observed on 7-Jan-2006. The active region is observed at a large inclination angle (µ = 0.39), resulting in low contrast and few structures with spatial scales at or below the diffraction limit. The region shows several clusters of faculae surrounding the main sunspot. Figure 11 shows an overview of the different maps of one such facular cluster.
The wideband image ("WB") shows the faculae clearly identifiable as a row of bright features, showing striations perpendicular to the limbward direction and a sharp, dark lane on the disk-center side. Such fine-structure in faculae is earlier reported and discussed from high-resolution SST images by Lites et al. (2004) and De Pontieu et al. (2006) . The faculae also clearly show up in the Stokes maps, with a similar degree of fine structuring at the location of the faculae in the circular and linear polarization maps as in Stokes I and wide-band.
In the -5 pm Stokes V/I map, we clearly see positive signal (white) from magnetic fields pointing towards us at the diskcenter side of the faculae and negative signal (dark) from magnetic fields pointing away from us on the limb side. A similar trend, with opposite sign, is visible in the +5 pm V/I map, although the signals are slightly weaker. This behavior is in agreement with the interpretation of faculae as magnetic flux concentrations, fanning out horizontally over its surroundings when the gas pressure falls below the magnetic pressure.
The TLP map shows the presence of significant field in the plane perpendicular to the LOS in the middle part of the faculae, but it shows nearly no signal where the -5 pm V/I map shows the strongest negative signal. This is probably the region where the magnetic field is pointing only in our direction and is indicative of a well-organized magnetic field structure as described above.
In all the polarization maps, a clear correlation can be seen between the presence of striations, and the complete absence of any magnetic signal. In the map with the ratio of circular over linear polarization (TCP/TLP) at the location of the striations no variations can be discerned. This indicates the decrease in polarization signal is not caused by a variation of the magnetic field orientation but by a decrease in magnetic field strength. This is consistent with the explanation by Carlsson et al. (2004) that facular striations are caused by variations in the field strength in the magnetic elements.
The numerical simulations by Keller et al. (2004) and Carlsson et al. (2004) are successful in explaining the detailed morphology of faculae observed at high spatial resolution. The enhanced brightness of faculae are caused by the low density in the atmosphere of magnetic elements as compared to the surrounding medium. This allows the observer to look deeper into the hot wall of the granule behind the element and causes excess brightness as compared to neighboring rays going through nonmagnetic atmospheres. Horizontal variations in the magnetic field lead to associated variations in density and opacity which explains the observation of the striations in the direction perpendicular to the limbward direction. De Pontieu et al. (2006) give an extended discussion of the spatial and temporal variation of faculae comparing time sequences of high-resolution observations and numerical simulations. Berger et al. (2007) observed reduced Stokes V/I signal in facular striations using high resolution SST magnetograms. Here, we extend these observations with measurements in linear polarization which indicate that it is the decrease in the magnetic field that cause striations and not variations in the magnetic field orientation.
The individual Q/I and U/I maps, show significantly different behaviour on the red and the blue side of the line center, although the line profile is naively expected to be symmetric. Notably, in the red wing of the line the polarity of the Q/I and U/I signals is seen to change sign repeatedly in the same row of faculae, whereas it does not do so in the blue wing.
The 2-point Dopplermap shows that there is some variation in the Doppler signal across the faculae. This indicates that the asymmetry between the red and blue wing maps might be caused by velocities along the line of sight. Without additional spectral information available, it remains unclear what the cause of this asymmetry is, or why it is particularly irregular in the red side of the line.
Discussion
We have obtained near diffraction limited Full Stokes images of the solar surface, with a S/N of 2 · 10 −3 in Stokes V only mode and 4 · 10 −3 in Full Stokes mode, translating to a noise level of ≈ 1.3 · 10 −3 and ≈ 2.5 · 10 −3 compared to the continuum intensity, a more conventional quantity used in spectropolarimetry. This translates to a maximum sensitivity 33 Mx cm −2 and 66 Mx cm −2 respectively in the weak field approximation. Although only 2 wavelengths were observed, this data demonstrates that obtaining diffraction limited, high S/N Full-Stokes images using 1 m-class ground-based solar telescopes is possible.
The observed features in penumbral dark cores and faculae are consistent with recent result from numerical modeling and evidence from Stokes V only data. Despite the quality of the results, we note that there are at least two major limitations in our current observing system that leave room for significant improvements in terms of sensitivity and accuracy.
The SOUP filter is a Lyot filter, which means that it has a linear polarizer that transmits only half of the incoming light. Due to the large number of optical elements and the way in which it filters the light, actual filter transmission is, at ∼15%, well below that of any good quality modern filter, which may have 4-5 times higher transmission. With a prefilter transmission of ≈50%, the total transmission is only ≈7%. Moreover, the SOUP filter has a relatively long line position change time of ≈6 s, implying that in our current scheme of ≈14 s acquisition time per line position, 40% of the available photon collection time is lost by filter tuning. A modern piezo-tuned filter system can typically tune in a matter of a few ms, so that it can change line position during the readout time of the camera. Not only does this eliminate the time lost by filter tuning, an acquisition scheme, better than the one used here, with the filter states interleaved as well as the LCVR states, then becomes possible, with all the associated benefits in terms of homogenizing the seeing conditions for all states. Furthermore, by cycling continuously through a number of line positions, one can decide a-posteriori what time scale is acceptable for the features to be studied and apply image restoration on a dataset covering the appropriate fraction of that feature's evolution time.
The readout time of the Sarnoff cameras is fixed, at 10 ms, so that with an exposure time of 15 ms and a compulsory "dead" time of 2 ms related to the chip size and the shutter speed, a total of 45% of the available photon collection time is lost. Highspeed frame-transfer cameras would therefore allow for another increase in efficiency of approximately a factor 2, but reduce the possibility of interleaving filter states, due to the finite tuning times of LCVRs and narrowband filters.
The overall efficiency of the current setup can thus be estimated at a mere 2-3%, a figure that can surely be improved upon.
Separate from the efficiency aspect, there is the limitation from the filter tuning time on the possible number of line positions. With a tuning time of several seconds, the evolution time of the Sun does not permit for more than a few wavelength points. An increased number of line positions would, however, provide a highly desired enhanced polarimetric accuracy as compared to the current two, as discussed in detail by Graham et al. (2002) .
A Fabry-Perot Interferometer (see e.g., IBIS , and TESOS (Kentischer et al. 1998) ) is a system that can effectively decrease some of the shortcomings of the current setup. Recently, such an instrument has been installed at the SST (see Scharmer (2006) for a design study), the transmission of which is 3-4 times higher than for the SOUP filter and in addition a polarizing beamsplitter is used to ensure maximum use of the available light. Moreover, changing line position can be accomplished in less than a camera readout time (< 10ms), allowing for multiple line positions to be covered in a fraction of a second. The overall performance increase in future observations is therefore expected to yield significantly more accurate results than was possible with the instruments used here.
