The Kardar-Parisi-Zhang (KPZ) fixed point is a Markov process (h t , t ≥ 0) that is conjectured to be at the core of the KPZ universality class [12] . In this article we study two aspects the KPZ fixed point that share the same Brownian limiting behaviour: the local space regularity and the long time evolution. Most of the results that we will present here were obtained by either applying explicit formulas for the transition probabilities [19] or applying the coupling method to discrete approximations [21, 22] . Instead we will use the variational description of the KPZ fixed point [13] , allowing us the possibility of running the process starting from different initial data (basic coupling), to prove directly the aforementioned limiting behaviours.
Introduction
The universality class concept is an artifact of modern statistical mechanics that systemizes the idea that there are but a few important characteristics that determine the scaling behaviour of a stochastic model. In d + 1 stochastic growth models the object of interest is a height function h(x, t) over the d-dimensional substrate x ∈ R d at time t ≥ 0, whose evolution is described by a random mechanism. For fairly general models one has a deterministic macroscopic shape for the height function and its fluctuations, under proper space and time scaling, are expected to be characterized by a universal distribution. A well known example is given by the random deposition growth model, where blocks are pilled in columns (indexed by x ∈ Z) according to independent Poisson processes. The existence of a macroscopic shape follows from the law of large numbers and, due to the classical central limit theorem, the height function at x ∈ R has Gaussian fluctuations that are independent in space. In 1986 [18] , Kardar, Parisi and Zhang (KPZ) proposed a stochastic partial differential equation (the KPZ equation) for a growth model where a non-linear local slope dependent rate is added to a diffusion equation with additive noise: ∂ t h = 1 2 (∂ x h) 2 + ∂ 2 x h + ξ. In opposition to the previous random deposition growth model, they predicted that for d = 1 the solution of the KPZ equation at time nt has fluctuations of order n 1/3 , and on a scale of n 2/3 that non-trivial spatial correlation is achieved (KPZ scaling exponents). Since then it is expected that 1 + 1 interface growth models that exhibit a similar KPZ growth mechanism would satisfy h(an 2/3 x, nt) ∼ bnt + cn 1/3 h t (x) , for some constants a, b, c ∈ R \ {0} that might depend on the microscopic distributional details of the model, but where h t (x) is a universal space-time process called the KPZ fixed point [12] . Illustrations of natural phenomena within the KPZ universality class include turbulent liquid crystals, bacteria colony growth and paper wetting [25] . For a more complete introduction to the KPZ equation and universality class, and its relation with other discrete growth models in statistical physics, the author address to [9] .
After [18] , the study of KPZ fluctuations became a notorious subject in the literature of physics and mathematics and, in the late nineties, a breakthrough was presented by Baik, Deift and Johansson [2, 16] . By applying an exact formula (in terms of a Toeplitz determinant) for the Hammersley last-passage percolation growth model with narrow wedge initial profile, and then by analysing asymptotics of the resulting expressions, they were able to prove convergence of shape fluctuations at x = 0 to the Tracy-Widom (GUE) distribution. In the past twenty years there has been a significant amount of improvements of the theory and the exact statistics for some special initial conditins, resulting in different types of limiting distributions, were computed using connections with integrable probability [1, 6, 17, 23] . Recently, a unifying approach was developed by Matetski, Quastel and Remenik [19] in the TASEP 1 growth model context that conducted to the formal construction of the Markov process (h t , t ≥ 0) and the explicit computation of the transition probabilities.
Alongside the rich structure of integrable probability, the study of the KPZ universality class was also developed by techniques based on the graphical representation of an interacting particle system due to Harris [15] . There are many conveniences of this approach, also known as the coupling method, comprising the possibility of running the process starting from different initial data on the same probability space. In the seminal paper by Cator and Groeneboom [7] , the authors applied the coupling method to derive the KPZ scaling exponents (1/3 and 2/3) for the Hammersley last-passage percolation growth model. This method was further developed in the TASEP context by Balázs, Cator and Seppäläinen [3] , and became a successful tool to analise fluctuations of models [4, 5, 24] lying within the KPZ universality class, and local properties of different types of of Airy processes [8, 14, 21] . Related to that, there has been considerable developments in describing the space-time structure of the KPZ fixed point in terms of a variational formula [11, 14] that relies on the existence and uniqueness of a two-dimensional random scalar field, called the Airy sheet [12, 13, 19] . In analogy with Harris graphical representation, this variational formula allows one to run simultaneously the process starting from different initial data on the same probability space (basic coupling). Thereby, it seems natural to expect that particle systems techniques that were applied to discrete approximations of the KPZ fixed point [21, 22] can be developed in the continuous space-time context itself. In the course of this article we prove Brownian behaviour of the KPZ fixed point (Theorem 1, Theorem 2 and Theorem 3 in Section 2) by using soft arguments based on geometrical aspects of the variational representation formalized by Dauvergne, Ortmann and Virag [13] .
Main Results

The Airy Sheet and the Directed Landscape
The construction of the directed landscape is based on the existence and uniqueness of the so called Airy Sheet, which in turn is defined through a last-passage percolation model over the parabolic Airy line ensemble [13] . For a sequence of differentiable functions F = (. . . , F −1 , F 0 , F 1 , . . . ) with domain R, and coordinates x ≤ y and n ≤ m, define the last-passage percolation time
where the supremum is over nonincreasing functions π : [x, y] → Z with π(x) = m and π(y) = n. Notice that, for such paths, the integral is just the sum of the increments of F (over each line), so the same can be defined for continuous F. An important exemple is given by setting F ≡ B a sequence of independent standard two-sided Brownian motions (Brownian last-passage percolation). In the literature of last-passage percolation it is normally considered maximization over nondecreasing paths instead, but to accommodate the natural order of the Airy line ensemble from top to bottom (as below), Dauvergne, Ortmann and Virag [13] defined it for nonincreasing paths.
The parabolic Airy line ensemble [23] is a random sequence of ordered real functions L 1 > L 2 > . . . with domain R. The function L n (x) + x 2 is stationary for all n ≥ 1, and the top line L 1 (x) + x 2 is known as the Airy 2 process and represents the limit fluctuations of some integrable last-passage percolation models, including the Brownian one.
Definition 1
The stationary Airy sheet is a random continuous function A : R 2 → R such that:
• A can be coupled with the parabolic Airy line ensemble so that
and for all (x, y, z) ∈ Q + × Q 2 almost surely there exists a random K x,y,z such that for all k ≥ K x,y,z we have
is called the parabolic Airy sheet.
In [13] the authors have a similar definition for the parabolic Airy sheet L(x, y) (see Definition 1.2 [13] and notice that they used different notation to represent the parabolic Airy line ensemble and the parabolic Airy sheet), but it follows from their results (Remark 1.1 and Theorem 1.3 [13] ) that the stationary Airy sheet exists and is unique in law. The parabolic Airy sheet satisfies a version of the 1:2:3 scaling with respect to metric composition. For each γ > 0 let S γ denote the diffusive scaling transform, which we will apply to real functions of one or two variables:
Define the parabolic Airy sheet L s of scale s > 0 by
(as random functions) where L (1) s and L (2) t are two independent copies of the parabolic Airy sheet of scales s, t > 0, respectively. (For the parabolic Airy sheet (2.1) we have a true maximum!)
To introduce the directed landscape we consider an oriented four-dimensional parameter space defined as R 4 ↑ := (x, s; y, t) ∈ R 4 : s < t . Coordinates s and t represents time while coordintes x and y represents space. In the next we follow Definition 10.1 [13] to introduce the directed landscape. By Theorem 10.9 [13] , the directed landscape exists and is unique in law.
Definition 2
The directed landscape is a random continuous function L : R 4 ↑ → R that satisfies the following properties.
• Airy sheets marginals: for each t ∈ R and s > 0 we have L(·, t; ·, t + s) dist.
= L s (·, ·) .
(2.2)
• Independent increments: if {(t i , t i + s i ) : i = 1, . . . , k} is a collection of disjont intervals then {L(·, t i ; ·, t i + s i ) : i = 1, . . . , k} is a collection of independent random functions. Dauvergne, Ortmann and Virag [13] showed that the directed landscape describes the full space and time scaling limit of the fluctuations of the Brownian last-passage percolation model (Theorem 1.5 [13] ). By setting (x, s) n := (s + 2x/n 1/3 , −⌊sn⌋), they proved that there exists a coupling between the directed landscape and the Brownian last-passage percolation model such that
is a sequence of Brownian motions and o n is a random function asymptotically small in the sense that for each compact K ⊆ R 4 ↑ there exists a > 1 such that E (a sup K on ) → 1 as n → ∞.
The directed landscape induces a semi-group evolution which takes into account the metric composition (2.3). The space UC is defined below. As our initial data, we incorporate (generalized) functions that might take value −∞.
A canonical example of a (generalized) upper semicontinuous function that will be consider here several time is
(2.5)
The state space UC can be endowed with the topology of local convergence turning it into a Polish space (Section 3.1 [19] ). From now on we denote h t ≡ h 0,t .
Proposition 1 follows from Proposition 2, which will be proved in the next section. Notice that, by independence of increments (Definition 2), h r,t (·; h) and L(·, t; ·, t + s) are independent. The directed landscape can be recovered in terms of semi-group h s,t by choosing a proper initial condition (2.5):
L(x, s; y, t) = h s,t (y; d x ) .
(2.7)
The KPZ fixed point satisfies the so called 1-2-3 scaling invariance:
The transition probabilities of the semi-group h s,t were computed by Matetski, Quastel and Remenik [19] , and we give a brief description as follows. Notice that the collection composed by cylindrical subsets of UC,
is a generating sub-algebra for the Borel σ-algebra over UC. The KPZ fixed point (h t (·) , t ≥ 0) is the unique time homogenous Markov process taking values in UC with transition probabilities given by the extension from the cylindrical sub-algebra to the Borel sets of
.
(2.11)
On the right hand side of (2.11) we have a Fredholm determinant of the operator K h t, x, a , whose definition we address to [19] (I is the identity operator). From this formula one can recover several of the classical Airy processes by starting with special profiles for which the respective operators K are explicit (see Section 4.4 of [19] ). For instance, the Airy 2 process A(·) = h(·; d) is defined by taking the initial profile h = d where d(0) = 0 and d(z) = −∞ for all z = 0.
Space Hölder Regularity and Brownian Behaviour
Using kernel estimates for discrete approximations of the integral operator in (2.11), Matetski, Quastel and Remenik [19] proved that h t has Hölder 1/2− regularity in space (Theorem 4.13 [19] ), and also that S √ ǫ ∆h t converges to b, as ǫ → 0 + , in terms of finite dimensional distributions (Theorem 4.14 [19] ). Functional convergence was proved by Pimentel [21] for several versions of Airy processes, which are obtained from the fundamental initial profiles h ≡ d 0 , h ≡ 0 and h ≡ b, and stronger forms of local Brownian behaviour were proved by Corwin and Hammond [10] and Hammond [15] . Here we use geometrical properties related to (2.6) to control space regularity of h t . Theorem 1 Fix a, t > 0 and β ∈ [0, 1/2). Then
13)
where the distribution of b is given by (2.9).
For f : R 2 → R, define the Hölder semi-norm as follows
and let B(x, y) := b 1 (x) + b 2 (y), where b 1 and b 2 are two independent copies of (2.9).
Theorem 2 Consider the stationary Airy sheet and β ∈ [0, 1/2). Then
In view of (2.1) and (2.2), we also have that
= B(·, ·) .
Brownian Long Time Behaviour
From (2.8), one can see that the long time behaviour of ∆h t can be written in terms of the local space behaviour of ∆h 1 (take γ = t 1/3 ), which allows one to obtain long time convergence (in terms of finite dimensional distributions) from the local convergence to Brownian motion, as soon as S γ h converges in distribution in UC as γ → ∞ (Theorem 4.15 [19] ). Based on the same geometrical tools to study the space regularity of the KPZ fixed point, we will prove long time convergence of the KPZ fixed.
Assumption 1 There exist c > 0 and a real function ψ such that for all γ ≥ c and r ≥ 1
Theorem 3 Let a, t, η > 0 and set r t := 4 √ t 2/3 a −1 . Under Assumption 1, where b (2.9) and h are sample independently, there exists a real function φ, which does not depend on a, t, η > 0, such that for all t ≥ max{c 3 , a 3/2 } and η > 0 we have
In particular, if lim t→∞ a t t −2/3 = 0 then 
16)
where Z t (x; h) is the rightmost z ∈ R to attain the maximum (2.6), and φ 1 is a real function that does not depend on a > 0 or t > 0 (Lemma 4.2). If one can prove (2.16), based on possible different assumptions, then (2.15) will follow as well.
Remark 2 Theorem 3 does not imply immediately that the only spatially ergodic (in terms of its increments) and time invariant process with zero drift is b. This would follow as soon as one can verify (2.14) or (2.16) for such a process.
Geometry, Comparison and Attractiveness
Given an upper semicontinuous function f such that
is compact. Since with probability one, for all h ∈ UC, h(z) + L(z, s; x, t) satisfies (3.1), for all s < t and x ∈ R, (due to the parabolic drift (2.1)) we can use these aforementioned facts to study the semi-group evolution (2.6).
We By Lemma 13.3 [13] , almost surely, P y,t x,r is a geodesic for every (x, r) and (y, t). We also identify the geodesic path (or function) P with its graph {(P(s), s) : s ∈ [r, t]} in order to handle intersection points between different paths. For each h ∈ UC, 0 < t and x ∈ R, let
Proposition 2 Almost surely h t and Z t are a well defined real functions for which we have the following properties.
(ii) For every w ∈ R and u ∈ [0, t),
(iii) For every (w, u) ∈ P x,t Zt(x),0 , h t (x) = h u (w) + L(w, u; x, t) and h u (w) = h(Z t (x)) + L(0, Z t (x); w, u) .
(iv) For fixed t > 0, Z t (x) is a nondecreasing function of x ∈ R.
(v) h s,t defines a semi-group: h t+s (·; h) = h t,t+s (·; h t ), i.e.
Proof By compactness, Z t (x) ∈ arg max z∈R {h(z) + L(z, 0; x, t)}, which implies (i). Now we use (2.6) and (2.3) to get (ii): for any z, w ∈ R and u ∈ (0, t),
and hence h t (x) ≥ h u (w) + L(w, u; x, t) .
and thus, by (ii), h t (x) = h u (w) + L(w, u; x, t) and h u (w) = h(Z t (x)) + L(0, Z t (x); w, u), which concludes the proof of (iii). To prove (iv), assume that Z t (y) < Z t (x) for some x < y. Then P y,t Zt(y),0
and P x,t Zt(x),0 intersects at some space-time point (w, u). By (iii), we have that h t (y) = h u (w) + L(w, u; y, t) and h u (w) = h(Z t (x)) + L(Z t (x), 0; w, u) .
This shows that
where we use the metric composition (2.3) for the last inequality. Hence, Z t (x) is also a location that attains the maximum for h t (y), which leads to a contradiction since we assumed that Z t (y) < Z t (x) and Z t (y) is the rightmost point to attain the maximum. The the semi-group property (v) follows directly item (iii). and therefore
by Proposition 3. If z >z then, by (i)-Proposition 2,
Thus, by (2.6), 
Uniqueness of the Argmax
We finish this section by pointing out how the ideas in [20] can be combined with the fact that the Airy 2 process is locally absolutely continuous with respect to Brownian motion [10] , to prove a.s. uniqueness of the location of the maxima in (2.6). Since h(z) + L(z, s; x, t) satisfies (3.1), it is enough to prove uniqueness of the location of the maximum restrict to a compact set. On the other hand, {L(z, s; x, t) : z ∈ R} is distributed as a rescaled Airy 2 process minus a parabola (for fixed x ∈ R and 0 < s < t), which is locally absolutely continuous with respect to Brownian motion [10] . Therefore, uniqueness of the location of the maxima in (2.6) follows from the next proposition, which is similar to Theorem 2 [20] , combined with Lemma 2 [20] 3 . Proof The first part of the proof is merely analytic and we follow the proof of Lemma 1 [20] , where f was assumed to be continuous. There are two fundamental steps where we used continuity that needs to be adapted to upper semicontinuous functions. Denote For simple notation we put M a ≡ M (f a ), M ≡ M (f), Z a i ≡ Z i (f a ) and finally Z i ≡ Z i (f). The first step in [20] was to argue that M = f(Z i ) and M a = f(Z a i ) + aZ a i . But for a upper semicontinuous function, arg max z∈K f(z) is a compact set, and then Z 1 (f), Z 2 (f) ∈ arg max K f(z) (which also holds for f a ). Thus, we can conclude that
The second step in [20] was to prove that lim a→0 − Z a 1 = Z 1 and lim
Indeed, by (3.4), we have that Z a 1 ≤ Z 1 for all a < 0, and if the convergence of Z a 1 to Z 1 does not hold then, by compactness of K, we can findZ 1 ∈ K, δ > 0 and a sequence a n → 0 − such that lim n→∞ Z an 1 =Z 1 andZ 1 ≤ Z 1 − δ. But by (3.4), we also have that
and thus (first inequality)
where we use upper semicontinuity in the second inequality. But this is a contradiction, since Z 1 is the leftmost location to attain the maximum, and hence lim a→0 − Z a 1 = Z 1 . Since Z a 2 ≥ Z 2 for all a > 0, the proof of lim a→0 + Z a 2 = Z 2 is analogous. By (3.4) again,
where diam(K) denotes the diameter of K. Since the location of the maxmimum is a.s. unique if and only if E (Z 1 ) = E (Z 2 ) (now we have a random f), using the inequalities above, (3.5) and dominated convergence, we see that the location of the maximum of f is a.s. unique if and only if m(a) is differentiable at a = 0:
Proof of the Theorems
KPZ Localization of the Argmax
A key step to use comparison (Proposition 3) relies on the control of Z t (x; h) (recall (3.3)) as a function of h, x and t. Let X be the closest point to the origin such that h(X) > −∞ (if a tiebreak occurs we pick the nonnegative one). By assumption, X ∈ R is a well defined random variable. Since the location of a maximum is invariant under vertical shifts of h, if we want to control the location of the maximum, we can assume without loss of generality that h(X) = 0. By the symmetries (i)-(ii)-(iii), for fixed values of x ∈ R and t > 0,
where γ t := t 1/3 . By (4.1) , for x ∈ [−a, a],
2) The right hand side of (4.2) is bounded by P max
where A(z) := A(z, 0). If we take z = γ −2 t (X − x) we get that S γt T x h(z) = h(X) = 0, and the right hand side of (4.2) is bounded by P max
In the next lemmas we will use that the Airy 2 process {A(z) : z ∈ R} is stationary and independent of X, which implies that A γ −2 t (X − x) dist.
= A(0), and we can split the probability in (4.3) as P max
for any choice of L > 0. Proof For the sake of simplicity, we are going to prove it for t = 1 and a = 1. Let us pick L r = (r − 1) 2 /4. Then lim If r > 2 and |z| > r − 1 then |z| > r/2 > 1 and r 4 |z| − z 2 ≤ −z 2 /2. Hence, if T 1 h(z) ≤ r 4 |z| then
By (b)-Proposition 2.13 [11] , there exist constants c 1 , c 2 > 0 such that for all r > c 1 ,
which concludes the proof of, lim r→∞ P ( |Z 1 (1; h)| > r ) = 0 , as soon as we prove that, lim r→∞ ψ(r; h) = 0 for all h ∈ UC .
But for every probability measure on UC, we have that
and if r 1 < r 2 then
which implies that lim
Since r 2 (1 + |z|) ≤ r|z| for all |z| ≥ 1 we have that
and therefore, lim r→∞ ψ(r; h) = 0. ✷ Lemma 4.2 Under (2.14), there exists a real function φ 1 , which does not depend on a > 0 or t > 0, such that for all t ≥ max{c 3 , a 3/2 } we have
Proof Pick again L r = (r − 1) 2 /4 and t ≥ max{c 3 , a 3/2 }. Then (recall that γ t = t 1/3 )
and thus,
The right hand side of the above inequality is a function of r that does not depend on a > 0 or t > 0, and goes to zero as r goes to infinity. To control the other term in (4.4) we note that, if S γt h(z) ≤ r 4 |z| for all |z| ≥ 1, then To ensure that r 4 (|z| + 1) − z 2 ≤ − z 2 2 for |z| > r − 1 we take r > 4. Thus, we can conclude that for r > 4 and t ≥ max{c 3 , a 3/2 } we have that P max 5) and b is given by (2.9) . Hence, for all x < y,
The next step is to construct an event E t (µ) where we can sandwich the local increments of h t in between the local increments h ±µ t , and this is the point where we use Proposition 3. Define the event E t (µ) = Z t (a; h) ≤ Z +µ t (−a) and Z t (−a; h) ≥ Z −µ t (a) . 
. Therefore, by Proposition 3, on the event E t (µ), if x < y and x, y ∈ [−a, a], then
Proof of Theorem 1
We want to control the Hölder semi-norm for β ∈ [0, 1/2) (we omit the dependence on the domain and on the initial profile h), By (4.9), on the event E t (µ) (4.8),
and hence,
Since h ±µ 
We picked µ > 0 arbitrary and
as µ → ∞, by (4.7) and Lemma 4.1. Therefore lim A→∞ P ( h t β > A) = 0 , which implies (2.12).
To prove convergence of
to Brownian motion (2.13), we consider the event E t (µ) (4.8) again with a = 1 (we will choose µ later as a suitable function of ǫ). Given a compact set K ⊆ R we take a ǫ > 0 such that ǫK ⊆ [−1, 1]. Thus, by (4.9), on the event E t (µ) (4.8), if x < y and x, y ∈ K, then By (4.11), on the event E t (µ),
We note that, for every µ ∈ R,
and we want to tune µ = µ ǫ in order to have P (E t (µ) c ) → 0 and µǫ 1/2 → 0 , as ǫ → 0 .
By choosing µ ǫ = ǫ −1/4 we have both (using (4.7) and Lemma 4.1 as in (4.10)), and by (4.12) and (4.13), for every η > 0,
This shows that for every η 1 , η 2 > 0 there exist δ > 0 and ǫ 0 > 0 such that
Since S √ ǫ ∆h t (0) = 0, this implies that the sequence of probability measures in C(K) induced by S √ ǫ ∆h t is tight. On the other hand, by picking x = 0 in (4.11), µ ǫ = ǫ −1/4 and then using (4.13), we see that the finite dimensional distributions of S √ ǫ ∆h t are converging, as ǫ → 0, to those of b, which finishes the proof of (2.13). ✷
Proof of Theorem 2
Recall that
where L(x, y) := L(x, 0; y, 1), and it is sufficient to prove the analog result for L. Since ∆L(0, 0) = 0, to prove tightness we only need to control the modulus of continuity of the two-dimensional scalar field L. Now we can write ǫ −1/2 (L(ǫx 2 , ǫy 2 ) − L(ǫx 1 , ǫy 1 )) = ǫ −1/2 (L(ǫx 2 , ǫy 2 ) − L 1 (ǫx 2 , ǫy 1 )) + ǫ −1/2 (L(ǫx 2 , ǫy 1 ) − L(ǫx 1 , ǫy 1 )) . = {L(y, x)} (x,y)∈R 2 , it is sufficient to control the supremum of ǫ −1/2 (L(ǫx, ǫy 2 ) − L(ǫx, ǫy 1 )) , over all (y 1 , x), (y 2 , x) ∈ K with |y 1 − y 2 | ≤ δ, where K is a fixed compact subset of R 2 . Recall that the directed landscape can be expressed as
Notice also that Z 1 (y; d x ) = x for all y ∈ R. Given K ⊆ R 2 compact there exists ǫ 0 such that ǫ|x|, ǫ|y| ≤ 1 for all (x, y) ∈ K and for all ǫ < ǫ 0 . Hence |Z 1 (ǫy; d ǫx )| = ǫ|x| ≤ 1 , for all (x, y) ∈ K , and, on the event that
(as in (4.11)) we have that for all (x, y 1 ) ∈ K and (x, y 2 ) ∈ K, with y 1 < y 2 ,
For µ = µ ǫ = ǫ −1/4 , (4.14) occurs with high probability as ǫ → 0, and under (4.14), for all x ∈ R such that (x, y) ∈ K for some y ∈ R, we have that
From here one can follow the proof of Theorem 1 to conclude tightness and marginal local Brownian behaviour. From the same argument, one can get 1/2− Holder regularity of the Airy Sheet.
To prove independence we have to change the comparison set up, and we do it by splitting the space-time directed landscape at time s = 1/2. For x, y ∈ R consider As in the proof of (iv)-Proposition 2, we have monotonicity of geodesics as follows: for all x 1 ≤ x 2 and y 1 ≤ y 2 then P y 1 ,1 x 1 ,0 (s) ≤ P y 2 ,1 x 2 ,0 (s) , ∀ s ∈ [0, 1] , and, in particular, Z 1/2 (x 1 , y 1 ) ≤ Z 1/2 (x 2 , y 2 ) . The trick now is to pick b 1 and b 2 , two independent copies of b, and then apply the coupling method to compare simultaneously ∆h 1/2+ (y;h +,x ) with ∆h 1/2+ (y; b µ 1 ), and ∆h 1/2− (y;h − ) with ∆h 1/2− (y; b µ 2 ). By time independence and stationarity (2.2) of the directed landscape, we clearly have thath 1/2+ (·; b µ 1 ) andh 1/2− (·; b µ 2 ) are independent processes, and ∆h 1/2+ (·; b µ 1 )
dist.
= b µ dist. = ∆h 1/2− (·; b µ 2 ) . For a compact set K ⊆ R 2 we can chose again ǫ 0 so that ǫ|x|, ǫ|y| ≤ 1 for all (x, y) ∈ K and for all ǫ < ǫ 0 . Thus, by (4.15), Z 1/2 (−1, −1) ≤ Z 1/2 (ǫx, ǫy) ≤ Z 1/2 (1, 1) and Z 1/2 (−1, 0) ≤ Z 1/2 (ǫx, 0) ≤ Z 1/2 (1, 0) .
Denoteh ±µ +1/2 (·) ≡h +1/2 (·; b ±µ 1 ) andh ±µ −1/2 (·) ≡h −1/2 (·; b ±µ 2 ). On the eventĒ 1/2+ (µ), for all (x, y) ∈ K, if 0 < y then Thus, for µ = µ ǫ = ǫ −1/4 , on the eventĒ 1/2+ (µ) ∩Ē 1/2− (µ), one can approximate the finite dimensional distributions of (S √ ǫ ∆h 1/2+ , S √ ǫ ∆h 1/2− ) using the finite dimensional distributions of (b 1 , b 2 ) (as in the proof of Theorem 1). Since P Ē 1/2+ (µ) ∩Ē 1/2− (µ) → 1 as ǫ → 0 , this finishes the proof Theorem 2.
(uniformly in t). Thus, by (4.7), E t (µ) should occur with high probability, as soon as ±µt 1/3 → ±∞. By setting µ = r(4t 1/3 ) −1 , for some r = r t → ∞, then 4µ √ a = r(at −2/3 ) 1/2 .
A natural choice is r t = (at −2/3 ) −δ with δ ∈ (0, 1/2), and for the sake of simplicity we take δ = 1/4, which yields to 
