Observational errors may have a serious impact on objective analyses. Before conducting an objective analysis, that is, interpolating irregularly spaced observations to a uniform grid, the data should be checked thoroughly for errors. For this procedure a piecewise functional fitting approach is proposed, which is based on a variational algorithm. As for thin-plate splines, an integral of squares of second temporal and/or spatial derivatives is minimized. The second derivatives are obtained from overlapping finite elements using a polynomial approach. In a slightly different mode, the same approach may also be used to interpolate the observational data to a regular grid. The method is formulated for and applied to scalar and vector quantities in a one-and a twodimensional domain. The basic advantages of the method are on the one hand the fact that no first guess or (prognostic) model field is necessary and on the other hand that no a priori knowledge about structure or weighting functions is required. Furthermore the spatial anisotropy of meteorological fields may be treated explicitly. One of the most valuable features of the method is its simplicity. For a single station it is possible to recalculate by hand each step, which may make the procedure transparent. The comparatively inexpensive computational effort renders it especially well suited to model-independent quality assessment procedures and mesoscale objective analyses. It is presently used within the framework of the Mesoscale Alpine Programme.
Introduction
Objective analysis of meteorological measurements today is frequently seen solely as a step to provide the initial state for numerical weather prediction (NWP) models. Whereas up to a few years ago, the data coverage of the conventional observing system, for example, SYNOP and TEMP reports, over most continents at least, was sufficient to resolve the scales treated by the NWP models, today's mesoscale and even global models (e.g., ECMWF 1998) include the upper (meso ␣) and medium (meso ␤) range of mesoscale phenomena (Orlanski 1975) . Experimental nonhydrostatic NWP models have already reached the lowest limit of the mesoscale (meso ␥; Benoit et al. 1997) . The increasing gap between model and data resolution is partly being overcome by the use of data assimilation techniques, that is, the extensive use of model fields as first guesses and of dynamical constraints to guarantee spatiotemporal consistency (Hollingsworth et al. 1986 ). This procedure also allows for the discovery of erroneous data. Whereas gross errors may be eliminated quite easily (e.g., Gandin 1988; Baker 1992) , the uncovering of small random observational errors and especially small biases may be influenced by the model used and its resolution, respectively, especially over complex terrain (Seaman 1999; Schrodin 1997 ). An operational variational quality control has been introduced within the NWP model's 4D-variational data assimilation system recently at the European Centre for Medium-Range Weather Forecasts (Andersson and Järvinen 1998) .
For diagnostic studies, we may not want to use constraints (Caracena 1987) . Verification studies of forecast fields of a certain numerical prediction model by an analysis based on the first guess of the same model will not really allow an independent judgment (Lu and Browning 1998a) . Even the detection of observational errors and the characterization of the representativity of observing stations may be done advantageously with a model-independent procedure by cross validation of the dataset itself.
There are various approaches to analyze atmospheric variables, that is, to transfer information from irregularly distributed observing stations to a regular grid or to a spectral representation without the need of a NWP model. They can be divided into five groups. 1) Historically, one of the first methods was a polynomial surface approach proposed by Panofsky (1949) .
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2) Gilchrist and Cressman (1954) , Bergthorson and Döös (1955) , and Cressman (1959) suggested an interpolation method that needs a predetermined weighting function. 3) Today the successive correction method (Barnes 1964 ) with some modifications (e.g., Maddox 1980; Buzzi et al. 1991) , is widely used. 4) The optimum interpolation method (OI), first derived by Gandin (1965) , is especially suited for data fields with gaps, in case a first guess field is available. The disadvantage of OI is the need of an a priori knowledge about the spatial autocorrelation and error statistics, which is only available approximately. Furthermore anisotropic structures can only be introduced by an expensive computational effort (Lanzinger and Steinacker 1990). 5) Variational methods seem to be the most effective way of analyzing atmospheric fields due to the introduction of dynamical constraints (Sasaki 1958 (Sasaki , 1970 . Unfortunately, they are rather expensive, as far as the computational effort is concerned. Splines represent a special case of variational methods. Instead of dynamical constraints, purely mathematical criteria are used for minimization. They have been actively investigated in other fields, but have not been discussed very frequently in the meteorological literature so far (Fritsch 1971; Wahba and Wendelberger 1980) .
A comparison of different analysis methods has been carried out, for example, by Goodin et al. (1979) and Seaman and Hutchinson (1985) , and a review of different analysis and error detection methods is given in Lorenc (1986) . A detailed presentation of analysis methods may be found in the textbooks of Thiébaux and Pedder (1987) , Daley (1991), and Cressie (1991) . The impact of observational errors on objective analyses has been investigated by Lu and Browning (1998b) . In section 2 we discuss some basic considerations for the quality control of meteorological measurements along with some considerations about existing quality control procedures. Section 3 contains a conceptual outline of the method for a one-dimensional example. This section may help to understand the expansion to two dimensions, which is given in section 4. Results of the application of the method to a central European dataset are presented and discussed in section 5. The interpolation mode of the method is outlined in section 6, together with some examples. Section 7 contains a detailed description of the station selection algorithm. The two-dimensional application of the method to vector quantities including some results is presented in section 8, followed by the conclusions and outlook in section 9.
Basic considerations
In general, each observational value ⌿ s at a station location s and a specific time may be seen as the ''true value'' plus a deviation ⌬ o , which may be split up in the following way: (observational, encoding, transmission, decoding, etc.) , particularly large (''gross'') errors. The method proposed in this paper consists of two main steps: 1) the values for ⌬ o ⌿ are calculated, and 2) a statistical evaluation of the ⌬ o ⌿ are performed in order to distinguish the different contributions of I to IV in (1). Conventional observational in situ data (SYN-OP, TEMP, PILOT, etc.) usually show the following statistical relationships: r k b,n,se,re , that is, the signal to noise ratio is much larger than unity (except in the presence of gross errors); n gross K n, that is, the number of gross errors is small compared to the total number of observations; ⌬ b ⌿ s are temporally and/or spatially correlated (according to synoptic setting and diurnal or annual cycle); ⌬ n ⌿ s are temporally and spatially uncorrelated and Gaussian distributed; ⌬ se ⌿ s are temporally correlated but spatially uncorrelated (unless inhomogeneities are caused by specific instrumentation or data manipulation in some areas/countries); and ⌬ re ⌿ s are temporally and horizontally uncorrelated and not necessarily Gaussian distributed.
These assumptions are essential for the functioning of the following model-independent procedure. Before an interpolation of irregularly distributed observational data to a regular grid is carried out, a quality evaluation scheme should be applied (Gandin 1988; Baker 1992) . It should separately consider each of the contributions I to IV in (1), which are not known a priori. Operational quality control procedures usually consist of finding large errors in the first step (e.g., elimination of values exceeding certain physical or climatological limits). In a second step the observations are compared with first guess estimates (e.g., from short-range forecast fields). If the difference (analysis increment) between both exceeds a certain threshold value, the observational value is compared to a weighted average of observations in the vicinity (''buddy check'') or is eliminated. Temporal mean values of these differences are used to detect stations biased either for meteorological reasons, due to instrumental systematic errors or to model deficiencies. The latter is caused by the fact that even a (short range) forecast field contains a deviation ⌬ m from the true value, which is not known a priori: Pötts-chacher et al. 1996) . This analysis system does not require first guess fields. It contains a quality evaluation procedure, which is presented in this paper. This (forecast-) model-independent quality monitoring system has been used operationally for more than two years.
The basic idea of VERA is to use an a priori knowledge about typical atmospheric structures in the planetary boundary layer and lower troposphere. In contrast to the conventional statistical (optimum) interpolation scheme, the spatial anisotropy of atmospheric structures is predominantly considered.
The separation between resolvable and irresolvable scales of an autonomous analysis is determined by the spatial and temporal resolution of the available observational network. Much of the Alpine and central European area is covered by the world's densest surface synoptic network with typical station distances of 30-40 km. The recently installed non-Global Telecommunication System mesoscale networks partially reduce the distance to below 10 km . Above the Mediterranean Sea, however, the density of in situ observations is very low, so that the analysis scheme and the quality control procedure has to consider a strong spatial variability of the station distribution.
Conceptual outline of the method in one dimension
There are many methods to fit a function to a given set of data in a one-dimensional array. A popular way of performing this task is the cubic spline method. We assume that the data are uncertain but the signal to noise ratio is greater than unity. [5, 8, 9] . The natural spline function defined by the four points i ϭ 1, 3, 8, 9 is shown with a dashed line. Alternatively, we can interpolate a value for the central data point i ϭ 3 by minimizing the curvature of the parabolas in the three intervals (dashed-dotted lines in Fig. 1 ). Both procedures yield an estimate for the error at point i ϭ 3. The same procedure can be carried out for each point in the data series by shifting the window to the left or to the right. This procedure filters out all waves with a wavelength of ᐉ, where ᐉ is dependent on the actual spacing of the data points. This means that the filter width is a function of the data density.
A property of cubic splines is the minimization of the curvature. Instead of solving for the coefficients of the spline, it is less expensive to use this property to determine only the value of the spline function at the specific point i ϭ 3 (open circle in Fig. 1 ):
‫ץ‬⌿ ‫ץ‬x 3 which may be approximated in discretisized form as Keeping ⌿ iϪ1 and ⌿ iϩ1 in (5) constant, it can easily be seen that the derivation terms in (6) are depending only on the distances between the data points [e.g.,
adding the squares of (7) for i ϭ 2, . . . , 4, according to (4) and deriving the sum by ⌿ 3 yields for the solution of ⌬⌿ 3 , which is the amount of change for ⌿ 3 in order to meet the minimum criterion for the curvature,
Analysis and quality evaluation of scalar variables on two dimensions
In a 2D domain with n available observations of a scalar quantity ⌿ s (s ϭ 1, n) at a given time, the same concept as in one dimension can be applied. In order to minimize the curvature of the surface, we have to focus on second-order derivatives. A development of the spatial variation of the considered variable around the station with the index s ϭ i is carried out with a Taylor series expansion, neglecting third-and higherorder derivatives: where x, y are the Cartesian components of the radial distance from station i. To solve (9) for the unknown right-hand side derivative terms, observed values at the central station indexed with s ϭ i plus at least five observations in the vicinity at locations r s ϭ r j(i) (j ϭ 1, 5), must be known. Furthermore (9) may be rearranged as
2 ‫ץ‬x‫ץ‬y ‫ץ‬x‫ץ‬y i with x j(i) , y j(i) denoting the Cartesian components of the radial distance between the station i and the surrounding stations j(i). Mathematicians may see (10) as an unnecessary complication of (9). It may assist, however, atmospheric scientists in their thinking about atmospheric fields and enhance the transparency of the method. Each scalar field may arbitrarily be seen as a velocity potential. Then the first two derivatives of (10) represent the pure translation, its x and y components are denoted by G and H, the third derivative represents the pure divergence D, the fourth represents the stretching deformation E, and the last term stands for the shear deformation F of the two-dimensional velocity field. Hence (10) may be rewritten as
As long as no more than three stations at a time (including the central station) are collinear, that is, forming a straight line, a unique solution of the derivatives is achieved with a total of six observed values (at central station ⌿ s ϭ ⌿ i and at the five surrounding stations ⌿ s ϭ ⌿ 1(i) , . . . , ⌿ 5(i) ; see Fig. 2 ). Using matrix notation, the set of linear equations can be written
Given an unfavorable station distribution, for example, along a coastline, the derivatives may come up to very large values by chance. To interpret these large values, the sensitivity of the derivatives with respect to the value of the central station may be computed by
where Fig. 2 ). The computation of the derivatives and their sensitivities can be achieved by solving
where
We have now the kinematic quantities and their sensitivities with regard to ⌿ i for six stations [indexed with i and j(i)].
The variational principle may now be applied to the kinematic quantities of second order with respect to the variation of ⌿ i writing the cost function. Note, that in the following K contains only the second-order derivatives:
that is, we minimize the squared second-order kinematic quantities (derivatives) within the area of a pentagon B. Selecting the second derivative terms means that we determine a least squares surface fit of the data with a minimum rms of the curvature. This is equivalent to the penalty function of thin-plate smoothing splines (Daley 1991) . In the beginning, we restricted the squared derivative terms to the squared Laplacian. This yielded reasonable results except for very irregular pentagons.
To overcome this problem we included all second derivative terms in the cost function. In practice we approximate the cost function by replacing the integral by the sum
where for simplicity we have set
In a regular pentagon, each of the five surrounding stations has the same influence on the kinematic quantities at the central station. Since in reality the pentagons are often far from being regular, we have to introduce the weight functions [ ]:
with j ϭ 0, . . . , 5;
The numerator is an indicator for the sensitivity of the kinematic quantities at the five surrounding stations j upon a change of ⌿ at the central station i. The denominator is a measure of how well the kinematic quantities at a specific station are being determined. Replacing K in (17) with D, E, and F from (13) (for j ϭ 0) and (15) (for j ϭ 1, . . . , 5) yields
where we set, for example,
For the deviation we get then
FIG. 3. Example of a field, with the central station s having a positive error, whereas all other stations have a constant value (top).
(bottom) The response, i.e., the correction due to the central erroneous point, is plotted.
One severe problem still remains: In the simplest case of a field with constant ⌿, we assume that the value at station s ϭ i contains an error ⌬⌿ i . This error will be found accurately by the above method. However, at the surrounding stations s ϭ j(i), the erroneous value will lead to corrections of a sign opposite to the one at the erroneous station itself. In addition, it will lead to minor corrections having the same sign as the erroneous value at the stations s ϭ k[j(i)]; that is, quasi-circular waves would be generated around the erroneous station (see Fig. 3 ). To avoid this and to isolate the deviating values, we have to introduce a decision making algorithm. At each observation point, we calculate the effect of the minimization on the value of (17), which can be achieved when we add ⌬⌿ i to the original observation. We assume a deviation as significant (i.e., being a gross error and hence corrected) if the relative decrease of J in (17) at the considered station is 90% or more and if none of the other stations influencing the kinematic quantities at the considered station fulfills this criterion too. The fact that two neighboring stations show a similar behavior may be due to a larger-scale anisotropic feature in the atmosphere (e.g., a frontal zone) that we do not want to disturb by the error correction. This procedure is repeated until no more significant error is found. In practice about six iterations are sufficient. It is important to note that there is no threshold for gross errors. This means, for example, that in a weak gradient situation even small errors are considered as gross errors.
Since we are performing all calculations on the actual station distribution, we may get ill-defined distance matrices. These special cases are treated as follows:
R No deviation is calculated, if for a specific station all possible combinations of surrounding stations produce an almost singular distance matrix [cf. Eq. (13)]. R If the angle between the vectors between the central and two surrounding stations is more than 175Њ (i.e., the kinematic quantities are almost extrapolated; cf. 
Statistical analysis of the deviations
The statistical analysis of ⌬ o ⌿ i leads to a recognition of different terms of (1). This is illustrated in Figs. 4 , 5, and 6. The results shown in the top panel of Fig. 4 are from a station located in the Alpine forelands within a dense observational network. The mean deviation and the variance are small but there are some obvious outliers. The second station (bottom panel) is located in an Alpine valley where the observational network is less dense. Here the mean deviation is also small but the variance is high. It is evident that the deviations are temporally coherent. The third station (center panel) is also situated in the Alpine forelands and shows little variance but a considerable mean deviation. Zero values correspond to missing observations The dotted line denotes Ϯ5 times the interquartile range. In Fig. 5 the frequency density distributions for a subset of the stations are presented. The procedure to quantify the contribution of the different terms in (1) is now discussed in detail.
I) The bias due to subscale meteorological effects may be detected by the following: (a) A stratification of the values of ⌬ o ⌿ i with respect to the diurnal or seasonal cycle (e.g., orographically induced thermal influences). This is shown for the diurnal cycle in Fig sions). This is illustrated in Fig. 7 by the time series of pressure deviation (upper panel) and temperature deviation (lower panel) of a station situated in a basin strongly affected by inversions. The negative correlation of the two time series is obvious. Especially in the warm season (i.e., March-October) a strong superimposed diurnal signal of the deviations is evident in both time series. This bias may be eliminated, which means that we filter weathertype-dependent subscale meteorological structures. It may be alternatively used as a unique tool to downscale an analysis with the aid of an a priori knowledge of mesoscale patterns, for example, those imposed by topography (''dynamical or thermal orographic fingerprints''). The use of the fingerprint technique will be treated in a forthcoming paper. It should be noted that any error due to pressure reduction is included in term I. II) The meteorological noise is assumed to be the rest of ⌬ o ⌿ i after having removed the bias I, the systematic error III and if necessary the random error IV (see below). A typical example of meteorological noise is shown in Fig. 4 (top panel) if the gross errors are suppressed. An elimination of the meteorological noise is a filter that removes the quasicircular waves of the smallest resolvable scale. III) The systematic error may be detected by a computation of the temporal mean value (median) of ⌬ o ⌿ i for a large number of fields with a mixture of different weather patterns. A typical example for a considerable bias is shown in Fig. 4 (center panel). Between about 20 July and 10 August a slightly increased deviation can be observed indicating two new settings of the instrument. The systematic error is quantified using parameters of the frequency distribution of the deviations. Examples are shown in Fig. 5 (stations 1-3) where the median differs significantly from zero. These results are confirmed by in situ parallel measurements by the data provider. The number of stations exhibiting an absolute bias of more than 0.5 hPa was 52 of a total of 345 checked stations in 1997. This means that biases represent a substantial problem for pressure analysis. IV) A randomly occurring observational error is being assumed if |⌬ o ⌿ i | exceeds a certain threshold value, for example, five times the interquartile range of the above frequency distribution; see Fig. 4 , top panel. The mean percentage in 1997 of gross errors for surface pressure was 0.39% and varied for individual stations between 0% and 4.93%. This means that on the average each single analysis based on the 345 stations contains roughly one gross error.
Interpolation mode
The interpolation mode of the variational analysis scheme is applied in the same manner as in (12)- (21), replacing the central station s ϭ i by grid points g ϭ 1, m, which are surrounded by stations j(g) (j ϭ 1, 5). Initially the gridpoint values ⌿ g may be set arbitrarily, for example, to zero or the area-mean value as the sensitivity is linear. This analysis method is somewhere between that proposed by Wahba and Wendelberger (1980) and the one suggested by Assamoi and Isaka (1979) . Whereas Wahba and Wendelberger solve the problem simultaneously for the whole domain, Assamoi and Isaka restrict the procedure to small subdomains and carry out a tesselation. Our method also considers subdomains, which are overlapping, however, to avoid discontinuities at the subdomain boundaries. An example of a mesoscale analysis of the sea level pressure at noon in the Alpine region is shown in Fig. 8 . It shows the analysis before (Fig. 8, top) and after (Fig. 8, bottom) removing the gross and systematic errors. Furthermore the upper part has been created by the minimization of the Laplacian only whereas for the lower analysis a minimization of all squared second derivative terms has been carried out. Only stations below 750 m above mean sea level were used for both analyses. The reduction of noise in the lower panel of Fig. 8 is considerable, without loosing the significant structures like the Alpine heat low and a mesohigh (around 49ЊN, 9ЊE), created by convection.
Furthermore it is possible to estimate the intrinsic uncertainty of the analysis at each grid point or the deviation at each station. The variability of this measure is mainly due to the irregular station distribution. Applying the error propagation law and using an a priori ⌬ apriori ⌿ (e.g., accuracy of measurement), we can calculate the uncertainty for the kinematic quantities and subsequently for the value itself:
This can be performed also at grid points replacing i by g. We can alternatively use the ⌬ o ⌿ obtained by the quality evaluation procedure to calculate at each station and grid point the a posteriori uncertainty:
Algorithm of station selection
The selection of stations may be carried out in an objective way. The Voronoi or Delaunay triangulation
Time series of deviations at a station in a basin: (top) mean sea level pressure and (bottom) temperature. (Ripley 1981) is not suitable for our purpose, as their networking does not take care of the number of connecting axes. For our purpose we first consider the matrix of the radial distances between all stations s ϭ 1, n in the analysis domain:
This is a symmetric matrix, the diagonal elements being zero. The lines may now be rearranged with respect to increasing radial distances; that is, in the first line the former diagonal elements are arranged, the closest stations are put in the second line, the second closest to the respective station are put in the third line, and so on. In principle, the five closest stations could be chosen to compute the derivatives according to (8) . If the same stations were always available, we could derive the optimal stations once forever. Unfortunately, we have to consider missing or additional stations from time to time. Therefore the procedure to find the optimal station set has to be carried out each time. To save storage space, however, we may restrict the above matrix to a certain number m of close stations, say m ϭ 20, which yields then a n ϫ 20 matrix with zero elements in the first row.
The selection should not generally be done by using the five closest stations available because they may not be optimally located with respect to a an angular distribution as regular as possible (regular pentagon) around the central station. If, for example, all five stations are situated in one quadrant of a circle around the central station, the derivatives may be poorly defined. Therefore, we compute a second n ϫ m matrix with elements representing the counterclockwise angle between two radial vectors (vectors pointing from the central station to neighboring stations):
This matrix again has zero diagonal values. We sort the lines furthermore with respect to the angle ␣ and take as the optimal selection the set of five stations defined by the criterion 2 2 5 5␣ 2
where the index for the station 6(i) ϵ 1(i) is to be set. For the selection of the stations k [j(i) ] an analogous procedure is applied. The same algorithm is applicable if we want to interpolate the irregularly distributed observations on a regular grid. Then the central station location i is replaced by a gridpoint location g. 
Analysis and quality control of vector quantities on two dimensions
In principle, each vector quantity can be split up in its (scalar) components, which may then be treated as outlined above. However, the correction of the components would then be independent of each other, which is not very meaningful. Therefore we derive a method to treat vector quantities as entities (Doswell and Caracena 1988) . A two-dimensional vector quantity, in meteorology often representing the (horizontal) wind, may be developed around a station with a Taylor series expansion, neglecting the second-and higher-order terms:
where the same notation as in (10) well-known transformation of the above equations as in (11) leads to
where is the vorticity of the flow field. The four unknown terms on the right-hand sides of (28) give a need for four equations, which are available, if two nearby stations s ϭ j(i), j ϭ 1, 2 are utilized besides the station s ϭ i, forming a triangle j(i) (see Fig. 9 ). The solution, which in contrast to the approach for scalar quantities is not good for the station s ϭ i but for the center of the considered triangle (i), then comes to
, and
where basically the notation as in (13) has been used, except that the index is related to the center of gravity of the triangle (i) (see Fig. 9 ). The sensitivity of the kinematic quantities against both velocity components of the central station may be obtained as in (14) by
To analyze the vector quantities on the same scale as the scalar quantities, we have to consider the same station array. This is important for a possible dynamical constraint, for example, the geostrophic relationship, on the way to a more complex quality evaluation procedure. It is achieved by calculating the kinematic quantities and their sensitivities at the center of gravity of five triangles that can be formed out of a pentagon. The variational principle is very similar as for scalar quantities:
which is approximated in the same way as for scalar quantities:
with j ϭ 0 ϵ i and ϭ 1, . . . , 5,
which is a measure for the area of the triangle. Similar to scalar quantities (18), the deviation for both vector components can be determined by solving 
i
‫ץ‬ i
The consecutive procedure to find and correct suspicious values is equivalent to the one for a scalar field. Figure 10 shows for a selected grid point in a limited area the effect of the minimization of the divergence (arrow 1), vorticity (arrow 2), vorticity plus divergence (arrow 3), and the sum of all kinematic quantities (arrow 4). For all other grid points shown, only the vectors (arrow 4) are shown. It should be kept in mind that in this way we do not eliminate the divergence, vorticity, and deformation of the field completely, but we adjust the field in a way, that the rms of the kinematic quantities becomes minimal.
As in the case of the scalar variables the vector field may be adjusted to show pronounced anisotropic fea-S T E I N A C K E R E T A L . tures, for example, troughs or convergence lines. For that purpose the vector field must be split up into an irrotational part (velocity potential ⌿) and a nondivergent part [streamfunction ⌽; Goodin (1979) ]. The anisotropic structure of the field can be treated when considering the deformation terms separately.
Conclusions
The outlined method, in contrast to most other quality evaluation and analyses procedures, is strictly depending on data self-consistency, without any need for regularly gridded data or first guess fields. This does not of course exclude the application to gridded fields. One of the method's remarkable advantages is the possibility to filter and correct suspicious data in a controlled way, for example, to restrict the magnitude of local ''disturbances'' depending on the spatial anisotropy. In the analysis mode an anisotropic interpolation to a regular grid may be forced, which takes care of typical atmospheric patterns. The method also allows for derivatives (e.g., vorticity) to be obtained directly at the observation points without the need of interpolating the observed quantity on a regular grid.
The parallel application of the method to observational data and modeled fields furthermore allows an approach toward an unbiased model validation. This is currently done in a research project using the Swiss Model (SM). The SM is a hydrostatic primitive equation NWP Model in operational use at the Swiss Meteorological Institute run with a 14-km mesh width and 20 layers in the vertical. The SM has been deduced from the German Europa Model (Majewski 1991) in close collaboration between the German Weather Service and the Swiss Meteorological Institute.
First experimental results with higher-dimensional approaches (3D) give very promising results. The 4D approach has not been applied to real data so far. It is planned to gain experience with this new tool and to extend the method to a multivariate approach with the Mesoscale Alpine Programme dataset.
