Abstract-The post-failure convergence of the shortest path routing (SPR) protocols used in IP networks can be too slow to meet the restrictive requirements (i.e., maximum allowable delay, jitter, etc.) of the multimedia services and therefore new restoration mechanisms combined with IP routing are of interest. The paper addresses optimization of three potential rerouting mechanisms based on the IP fast reroute mechanism proposed by Shand and Bryant [1] . The first mechanism takes advantage of equal-cost multiple (shortest) paths (ECMP) where two or more ECMP paths outgoing from one router can be used to protect one another in the IP fast reroute mechanism. Due to a limited number of the ECMP paths, the ECMP protection cannot be used as a stand-alone rerouting mechanism which assures protection against all link failures. Therefore, two other mechanisms, called loop-free alternate (LFA) and multi-hop repair path (MHRP) are considered. The LFA protection consists in determining an alternative next-hop address used in the case of a link failure. MHRP is a generalization of LFA which uses multi-hop tunnels to redirect packets from the failing link to a router that is able to send them to the destination based on a shortest path based forwarding. For each of the mechanisms we formulate an appropriate optimization problem as a mixed integer program (MIP). Moreover, we consider a combined approach where protection is assured through ECMP paths, LFA next-hop addresses, or MHRP paths. Thanks to the variety of protection mechanisms, the IP fast reroute technique is able to provide protection for any single link failure. The associated optimization problem (consisting in a simultaneous optimization of a weight system, LFA alternative next-hop addresses and MHRP paths) is difficult and is thus approached with a heuristic method. In our numerical experiments we evaluate effectiveness of this method.
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I. INTRODUCTION
Shortest-path routing (SPR) is a widely deployed intradomain routing mechanism in today's Internet. Interior gateway protocols (IGP) like Open Shortest Path First (OSPF) or Intermediate System-to-Intermediate System (IS-IS) determine routing paths as shortest paths with respect to predefined link weight systems. Hence, selection of proper link weights in the networks using SPR is a traffic engineering problem. An optimization problem related to designing administrative SPR weight system is N P-hard (cf. [2] ) and is usually approached with heuristics. Although the problem can be resolved with exact methods (e.g., formulated as a mixed integer program (MIP) and solved with a branch-and-cut algorithm) such an approach allows to resolve the problem only for small instances with up to, say, 10 nodes.
The SPR routing mechanism accompanied with periodic broadcast of the link weights can be used to restore traffic flows on paths affected by link failures. Once a router detects a failure of adjacent link, it broadcasts a large weight assigned to this link (for example the maximum possible value, which in the case of OSPF is equal to 65535). This means that the link is unavailable, and cannot be used by any routing path. Each time a router obtains a weight update message, it recalculates the routing paths and in this way all failed links are eliminated from the routing paths. Still, link weight updates and recalculation of the shortest paths introduces delay in traffic restoration. According to [1] typical delays in the OSPF post-failure convergence are as follows: 1) Detection time. Delay of failure detection is of the order of a few milliseconds (in the case of the detection on the level of a physical layer) to tens of seconds (using hello packets of routing protocols It follows that the total path-update delay is not negligible. Although recent developments in tuning the timeouts of the IGP protocols allowed to reduce the delay of the SPR reconvergence to second(s) [3] , new multimedia services based on streaming transmission, e.g., VoIP or VoD, are typically delay (jitter) sensitive and still may not accept this relatively slow SPR re-convergence after a failure. Therefore, many current research activities focus on developing alternative restoration mechanisms which meet the requirements of the streaming services, and can be applied in SPR networks (see [4] , [5] ). One such a mechanism, called IP fast rerouting (IFR), is based on the concept of MPLS Fast Rerouting. IFR is described in IETF draft [1] . Typically, network operators set the SPR link weights proportional to the inverse of link capacities or use uniform link weights equal to 1 (in the latter case routing paths are the shortest paths with respect to the number of hops). In fact, these two weight systems do not take into account volume of the traffic demands (actual or approximated). Therefore, the resulting routing patterns may lead to otherwise avoidable link overloads or to unbalanced network utilization. To overcome these drawbacks, the problem related to designing SPR weight system can instead be approached with network optimization techniques. An appropriate routing optimization problem is formulated (as an instance of multi-commodity flow optimization taking into account network topology and traffic demands) and resolved with proper optimization methods. Moreover, while formulating and solving the problem, network resilience to failures can be explicitly taken into account.
For a set of significant failures that can occur in the network we can formulate an optimization problem which allows for calculating the SPR routing paths in the normal (failure-free) state as well as in any considered failure states. By resolving such a formulation, we may try to find a weight system that does not cause link overloads in any failure state (of course if such a solution exists) and optimizes certain traffic engineering criteria, for example, maximal residual capacity. Hence, approaching the problem with network optimization techniques is a suitable approach to tackle the problem of weight selection.
In the paper we discuss three proactive IFR mechanisms:
• equal-cost multiple paths (ECMP)
• loop-free alternates (LFA)
• multi-hop repair paths (MHRP) that are taken into account in the recovery scenario which assumes all single link failures.
Let e be the failing link and w o be the current weight system. If there exists at least one surviving shortest path from the starting router of link e to a particular destination, affected packets are redirected to the surviving SPR paths (with appropriate ECMP split in the case of multiple surviving paths). Otherwise (all shortest paths from the starting node of e to the destination are using link e in the normal state), the router checks if the failing link e is assigned an loop-free alternate next-hop address (LFA) for the required destination. If this is the case, the packets are redirected to the router associated with this address and then are forwarded on the shortest paths from this router to the considered destination. As both recovery mechanisms still do not guarantee protection in all failure states (all single link failures), a third mechanism seems unavoidable. This is the case when for some router neither ECMP split is used nor there exists an LFA next-hop address such that when used does not result in flow loops. One such a mechanism is to use multi-hop repair paths (MHRPs). An MHRP path is a pre-established MPLS tunnel set-up from the starting router of affected link e to some remote router. Similarly, as in the case of LFA, an end-router of the repair path forwards redirected packets to the destination.
The considered IFR mechanisms allow for the compensation of the negative impact of relatively slow convergence of the routing protocol after a failure is detected. In fact, IFR framework, if deployed in the network, eliminates the need for the post-failure routing protocol re-convergence. The detecting routers simply locally reroute the affected flows using either the surviving ECMP paths, alternative LFA nexthop addresses, or multi-hop repair paths (MHRPs). This can be done very quickly as no exchange of information with other routers is needed. Moreover, it guarantees that the rerouted flows will reach the destination and will not be lost, e.g., due to transient flow loops that are most likely to occur while the re-convergence of the conventional IP routing is concerned.
An important aspect related to the considered IFR restoration mechanisms is the fact that they should be taken into account while designing the distribution of network flows, e.g, by appropriate selection of link weights, LFA addresses, and routes for MHRP paths. The goal might for example be to optimize the utilization of available resources. The best way to approach this problem is to use the network optimization techniques, which is the main goal of this paper. In this regard, the main contributions of the paper are as follows. For each mechanism we formulate an optimization problem as a mixed integer programme (MIP) and consider a combined approach where protection is assured either through ECMP paths, LFA next-hop addresses, or MHRP paths. Thanks to the variety of the protection mechanisms used, IP fast reroute technique is able to provide protection for any single link failure. The associated optimization problem consisting in a simultaneous optimization of a weight system, LFA alternative next-hop addresses and MHRP paths, is difficult and is thus approached with a heuristic method. In our numerical experiments we evaluate effectiveness of this heuristic method.
The paper is organized as follows. In Sections II, III, and IV we discuss in more detail three considered recovery mechanisms and present corresponding MIP optimization problems. Due to the difficulty of the combined approach involving all these three mechanisms, Section V is devoted to the presentation of an efficient heuristic method for resolving the problem. It is evaluated by means of the numerical study presented in Section VI.
II. EQUAL-COST MULTIPLE PATHS
In this section we present an idea of using equal-cost multiple paths (ECMP) as recovery paths in the case of a link failure (cf. [1] ). Typically, when a network operator chooses a link weight system to be used in a network, it may appear that there are multiple shortest paths connecting some routers. Early versions of SPR routing protocols did not clearly specify which shortest path should be used in such a case. Therefore, in the early implementations of SPR routing the routers arbitrarily choose one shortest path as a routing path. For example, the routers chosen a next-hop address of the router with the smallest id among the neighboring routers associated with the shortest paths. Due to ambiguity in the routing path selection, many research works concentrated on selecting the weight systems which generate single (unique) shortest paths. Such systems allow to exactly determine in advance the routing paths without any ambiguity. Still, in the case of failure it may happen that instead of one shortest path there appear multiple shortest paths. Thus, in general, this approach does not overcame the ambiguity. Another approach which deals with multiple shortest paths is to use all available shortest paths to carry traffic. With the help of hashing functions, flows can be properly split in a router among all outgoing shortestpath links (this is the main principle of the equal-cost multiple path (ECMP) flow split). Ideally, the hashing function should allow for equal traffic split for which each outgoing shortestpath link carries flow of the same (aggregated) volume.
Notice that multiple shortest paths that do not share a common outgoing link in a particular router may be used as IFR backup paths, protecting one another. The router detecting a failure immediately erases a next-hop address related to the unavailable neighbor, and distributes evenly the flow destined to a particular destination to all remaining next-hop addresses, related to the non-affected shortest paths. To protect all links the split should be done at each intermediate router. Unfortunately, in general a weight system which satisfies this condition does not exist. It is so because for a particular destination there is always at least one router that, due to the properties of the shortest paths, must not apply ECMP. However, the protection based on ECMP paths is among the fastest restoration IP mechanisms (we have valid alternative routes in hand). Let us consider the example depicted in Figure 1 . Suppose that links (s, v 1 ), (s, v 2 ), and (s, v 3 ) are contained in shortest paths to destination t. If link (s, v 1 ) fails, then flow originally carried by this link is evenly redistributed among two surviving links (s, v 2 ) and (s, v 3 ). The related optimization problem is how to choose a weight system that generates ECMP shortest-path flows for which the link capacities are not exceeded and the number of routers with multiple outgoing paths is maximal. A problem solution is a weight system with the induced ECMP flow pattern. Our objective is to maximize the number of routers in which the ECMP splits is done. This problem is a combinatorial optimization problem, and it may be formulated as the MIP, presented in the following.
To formulate the problem we use the formulation presented in [2] (see also [6] , [7] , [8] , [9] ). The original formulation optimizes a weight system and the corresponding ECMP shortest-path flow pattern for the nominal state of the network. Analogous formulations were published in the literature [10] , [11] , [12] , and [13] . In [14] , a non-linear formulation of the considered problem was described.
Let us denote the network graph by G(V, E), where V and E are sets of nodes (routers) and directed links, respectively. We denote all the links e ∈ E which start from node v by δ + (v). Similarly, all the links terminating in v are denoted by δ − (v). We denote the set of given traffic requirements, called demands, by D. Volume of each demand is fixed, and equal to h vt for the demand from v to t. We assume throughout the paper that there is exactly one demand for each origindestination pair (v, t).
Below, we re-write the formulation presented in [2] by introducing an appropriate objective function. The variables are as follows:
e ∈ E, t ∈ V): vector of continuous flow variables; x et denotes the total flow destined to node t realized on link e • u = (u et ∈ {0, 1} : e ∈ E, t ∈ V): binary vector of routing variables; u et = 1 if, and only if, link e is on a shortest path to destination t • y = (y vt ≥ 0 : v, t ∈ V): vector of continuous flow variables; y vt denotes volume of total flow assigned to each link e used for sending the traffic outgoing from node v to destination t • w = (1 ≤ w e ≤ W : e ∈ E): vector of continuous variables representing link weights (W -maximum weight) • r = (r vt ≥ 0 : v, t ∈ V): vector of variables representing lengths of the shortest paths; r vt denotes the length of the shortest path from node v to destination t, calculated according to link weights w • q = (0 ≤ q vt ≤ 1 : v, t ∈ V): vector of binary variables indicating whether router v applies ECMP split for the destination t; q vt = 1 if, and only if, there are at least two links outgoing from v that belong to the shortest paths to destination t (ECMP is used); 0 otherwise.
The variables are supposed to fulfil the following relations:
• u et = 0 implies that x et = 0 • r vt = e∈P w e , where P is a shortest path from v to t (u et = 1 for all e ∈ P); r tt = 0 for each t ∈ V.
The formulation is as follows:
Formulation (1) specifies a multi-commodity flow optimization problem in the aggregated node-link notation (cf. [15] and [2] ). Constraints (1b)-(1c) express the aggregated flow conservation conditions for the flow variables x, where each constant h vt denotes the volume of the requested demand from node v to node t. Constraint (1d) does not allow the total link flow to exceed link capacity c e .
The quantity r b(e)t + w e − r a(e)t in constraints (1e)-(1f) measures the difference between the length of the shortest path from a(e) to t (given by r a(e)t ) and the length of the shortest path from a(e) to t necessarily traversing link e (for the latter, the length of the sub-path from b(e) to t is determined by r b(e)t ). Note that link e is on a shortest path to node t if, and only if, r b(e)t + w e = r a(e)t -this condition is enforced by constraints (1e)-(1f). Hence, routing vector u determines the shortest paths according to weight vector w.
Constraints (1g)-(1h) enforce that traffic outgoing from each node is distributed evenly on all shortest paths to a destination, and constraint (1i) assures that traffic is not routed on the links that do not belong to the shortest paths, i.e., constraint (1j) enforces traffic destined to node t to use only the links e ∈ E allowed by the routing configuration specified by vector u (i.e., the links with u et = 1). Constraint (1j) allows maximized variables q to be ones if only the shortest paths split in the considered node.
As shown in the literature the optimization problem related to designing the weight system is among the hardest optimization problem. Thus, in this paper we do not use the presented formulation directly, but rather adopt the local search metaheuristic to resolve it.
Notice that if a router uses just one outgoing link to transit traffic to a specific destination and this particular link fails, the router is unable to transfer packets until the standard SPR re-convergence is performed. Since restoration based on the ECMP paths cannot be used in such a case, another fast restoration mechanism should be used instead. Authors of [16] (see also [17] ) proposed one such mechanism, called loop-free alternatives described in the next section.
III. LOOP-FREE ALTERNATES
The idea behind loop-free alternates (LFA) is to define, for each destination, an alternative next-hop address which is used in the case of failure of an adjacent link originally carrying traffic to this destination. Once a failure occurs, the detecting router transmits all the packets, originally sent through the failed link, to the predefined alternative next-hop address of a neighboring router. Because the described mechanism concerns only the local protection, the router associated with the new next-hop address is not aware of the failure. Hence, selection of the alternate next-hop address must be done carefully enough so to avoid traffic cycling, i.e., the router associated with the new next-hop address cannot send back the redirected packets to the router performing the recovery action. Inappropriate application of the IPR/LFA recovery mechanism may result in flow loops. Therefore, we can only choose the next-hop addresses of the routers that can transmit traffic to the destinations omitting the failing link. Clearly, to meet this requirement, the link weight system must satisfy the triangle condition [16] . For destination t, the triangle condition which determines if link e, starting in node v, can be used as an alternate next-hop is as follows:
As already mentioned, the ECMP protection cannot guarantee 100% protection against single link failures. For this reason, a combined IFR/ECMP+LFA protection mechanism can be considered. Below, we study an optimization problem related to selection of LFA router addresses used to redirect packets from the links not protected through ECMP paths for given weight system w o . For fixed vector w o we can easily calculate the corresponding solution of formulation (1) . Denote this solution by (u o , r o , x o ). Vector w o induces a routing pattern. Thus, at this stage we know which links can be protected using ECMP and which not. The latter one corresponds to the links that are the sole shortest path links outgoing from some router to a given destination. Clearly, all paths using such links are affected by the failures and therefore for all such links we validate which of them can be protected using the LFA mechanism. The LFA protection is illustrated by Figure 3 . Suppose that the shortest path from v 2 to t traverses s, and the shortest path from v 3 to t passes neither router s nor router v 2 . In such a case, only address of v 3 can be used by the LFA protection to redirect traffic from failing link (s, v 1 ). To select the next-hop address for a specific destination we determine all links starting at the same router as the failing link e and choose the addresses of the routers satisfying the triangle condition for the considered destination. Then, for each selected addresses we choose another valid next-hop address such that the the resulting flow distribution does not exceed given link capacities. Although this problem is likely NP-hard, due to a small number of admissible (with respect to condition (2)) links outgoing from one router (typically several links) it seems reasonable to formulate the problem as a MIP and resolve it with the use of a standard MIP solver. For a given link e to be protected the MIP formulation is as follows:
where l o f tf is a constant representing the load of link f resulting from the selection of link f as a LFA address to redirect traffic originally flowing through e with destination in t. This is indicated by a binary variable g f t equal to 1 if link f is chosen as an LFA next hop address for a destination t; and 0 otherwise. Clearly, the weight system w o exactly determines the vector of link loads
is a binary constant determining if traffic to destination t can be protected in the considered router by the LFA mechanism, i.e., if there exists at least one neighboring router satisfying the triangle condition. The formulation (3) is an instance of multi-knapsack problem with constrained selection of items (which in this case are redirected flows), where capacity constraint (3b) is the knapsack constraint. Constraint (3c) is used to enforce selection of either zero or one alternate next-hop address for the considered destination, accordingly to value of the constant G o t . Admissibility of a specific next-hop address (to protect link e) depends on obeying the triangle condition by the candidate protection links f , that is assured by constraint (3d).
As an objective function we consider a minimization of the maximal link utilization (or overload when protection requires more capacity than available).
Similarly, as in the case of the ECMP protection, the delay related to the IPR/LFA restoration is typically much smaller then the delay of the standard SPR re-convergence. As in the case of any local protection there is a tradeoff between short restoration time and capacity consumption. Still, the authors of [1] anticipate that two discussed IFR mechanisms can provide full protection in around 80% cases of single link failures. To assure 100% protection, another mechanism is needed. One such mechanism, called multi-hop repair paths (MHRP), is discussed in the next section.
IV. MULTI-HOP REPAIR PATHS
MHRP is a protection mechanism applied when a disrupted flow cannot be rerouted on a protection path using ECMP or LFA, i.e., in the case when there is exactly one outgoing link, say e, (used by the disrupted flow) belonging to the shortest path and none of the links different than e and outgoing from the originating node of link e obey the triangle condition (2) . Clearly, it may happen that none of these mechanisms can be applied. In order to assure 100% reliability, we need to consider multi-hop reroute paths that unnecessarily terminate in the routers adjacent to the originating node of the failing link. In general, following [1] , in most of the cases it can be achieved when using two-hops reroute paths only. Although, the ECMP and LFA mechanisms can be adopted in IP quite easily, for example, as simple extensions to the router's software, the third protection mechanism requires more sophisticated solutions, like MPLS tunnels (cf. [18] ), multiple FIBs (cf. [19] ), or the mechanism of the alternative shortest paths (cf. [20] ). An example, illustrating the MHRP protection and analogous to LFA, is presented in Figure 3 . Below, we investigate an application of MHRP as a mechanism complementary to the ECMP+LFA protection mechanism. Namely, a router detecting a failure performs the following restoration actions for each destination:
1) The router verifies if there exists at least one surviving ECMP path to the destination. If this is the case, the flow from the broken link is evenly distributed over all the surviving ECMP path links. 2) If no ECMP path exists, the router checks if an alternative next-hop is defined for this destination. If this is the case, the flow is redirected to the defined next-hop address. 3) If neither ECMP nor LFA can be used, the router establishes a tunnel to a remote router used as a multi-hop repair path.
Clearly, when using such a three-fold protection mechanism 100% protection can be achieved. Now, we consider an optimization problem computing the multi-hop repair paths for all links that are protected neither thorough ECMP nor LFA for the given link weight system w o . Again, the considered problem may be formulated as a MIP. Assuming that link e is failing, the formulation is as follows.
Above problem must be resolved for each link e that for a current weight system w o cannot be protected either by ECMP or LFA mechanisms. As a result of solving Problem (4) we obtain multi-hop routes that can be used to protect these links. The resulting tunnels are described by means of binary variables s e = (s e f t : f ∈ E, t ∈ V) specifying, for a given link e to be protected, whenever link f is a part of a multihop repair path to destination router t. Using these variables we write down the flow conservation constraints (4b)-(4c) assuring the continuity of the flow carried through the tunnel. Since the end-nodes of the multi-hop repair paths are not predetermined (they are optimized), they are expressed by the values of the binary variables S e vt . A positive value of variable S e vt states that router v is the terminating node of the protection tunnel used for destination t. When calculating the link loads one must take into account two elements: the load resulting from the selected multi-hop repair paths, and the load resulting from the ECMP paths from the selected endnodes of the multi-hop repair paths to the traffic destinations. Constraint (4d) is a capacity constraint taking into account link loads resulting from the multi-hop repair paths, determined by the first term in the sum, where x o et is a constant representing an amount of traffic sent in a normal state to destination t on link e (link e is the link to be protected). The second term of the sum (4d) represents the link load components induced by the flows leaving MHRP paths and sent to the destination using shortest paths. This is achieved using constant n o vtf which is equal to the amount of traffic sent through link f to destination t if we decide to use an MHRP path that terminates in v. Constraints (4e) and (4f) assure that protected link e cannot be used in any MHRP path and that MHRP path can not terminate in the originating node of link e, respectively.
When solving Problem (4) our primary goal is to find a tunnel configuration that does not cause link overloads, or when it is unavoidable, tries to minimize the overload given as z. This is reflected in the objective function by the component (a + b)α. α is a big-M constant equal to |E| · |V|, and a is a binary variable equal to 1 if at least one link becomes overloaded z > 1 (cf. constraint (4g)). b was used to linearize (cf. constraint (4h)) the original version of (a + b)α given as a non-linear expression αaz focusing optimization on the minimization of z whenever z > 1. This is our primary goal. Whenever z goes below 1 (there are no overloaded links) the optimization switches to minimization of the total length of MHRP paths (due to (a + b)α = 0). The second goal is expressed in the objective function using component f ∈E t∈V s f t . If it happens that for two different solutions their resulting total lengths of MHRP paths are equivalent, the solution with smaller value of z if preferable (thanks to sole z that is also minimized in the objective function).
V. RESOLVING METHODS
In this section we present an efficient heuristic method for resolving the general SPR routing optimization problem with combined ECMP+LFA+MHRP protection. The problem consists in determining a weight system (inducing the ECMP protection), valid LFA next-hop addresses, and the MHRP paths, for which all the links in the network are protected through one of the considered IFR mechanisms. We assume that the link capacities and the traffic demands are given. To resolve the problem we adapt a heuristic approach that consists in decomposing the resolution process into three phases.
Algorithm 1 Resolving method
P1: Find a weight system w (for example as a solution of (1) or using the local search metaheuristic). Denote the resulting solution by w o . For w o calculate SPR flow distribution pattern in the normal state. Notice that the given weight system already determines where the ECMP protection can be used. P2: Denote by S the set of all unprotected links (associated with single shortest paths outgoing from a specific router). For each unprotected link e ∈ S resolve formulation (3) and remove links that can be protected by the LFA alternate next-hop addresses from the set S. P3: For each of the remaining links e ∈ S resolve formulation (4) . Evaluate the obtained nominal and protection routing patterns with respect to objective function (5) . If the obtained value is unsatisfactory go back to phase P1 in order to find another candidate link weight system different from the previously found; otherwise, stop the procedure.
The resulting procedure (cf. Algorithm 1) searches for a weight system that minimizes the value of the penalty function given below:
The role of the first component is to minimize the value of z regardless to the number of MHRP paths used and their total length if z > 1. Again, a is a binary variable reflecting the existence of link overloads. More precisely a = 1 if z > 1 -overloaded links are identified, and a = 0 otherwise. Since the coefficient of the first term α is set to |E| · |V| · (β + 1), i.e., the value bigger than any possible value of the other remaining components, it dominates them all. Therefore, the resolution procedure in its early stage tries to find the solutions that do not contain overloaded links with a little regard to the number of MHRP paths used.
When the solution with z ≤ 1 is found it is evaluated with respect to the number of used MHRP paths in the first place. For this purpose we introduce a binary variable m e t , e ∈ E, t ∈ V equal to 1 if traffic sent on link e to the destination t is protected by the MHRP path, and 0 otherwise. Constant β = |E| 2 · |V| + 1 is set big enough in order to dominate the remaining components.
The third term in (5) is responsible for minimization of the total length of MHRP paths used. As a result, a weight system with the smallest total length of MHRP paths is evaluated as most profitable. Assuming that the value of z does not exceed 1 in the currently considered weight system (no overloaded links are present), the total length of the MHRP paths is expected to dominate the last term, that minimizes the maximal link utilization.
Notice that the general form of Algorithm 1 admits to use any method for searching the global space of feasible link weight systems. For this purpose any meta-heuristic or exact branch-and-bound-like procedure can be applied. In the second phase the method recalculates a flow distribution pattern with the ECMP protection applied in all routers where at least two shortest paths exist to a given destination. Next, the procedure verifies if non-protected links may utilize the LFA next-hop mechanism. If it is the case they are selected so to minimize the value of z.
The method we used for the selection of w o used in P1 is based on the Local Search meta-heuristic. It starts from a base weight system with all link weights equal to 5. In each iteration we modify the link weights of 30% randomly chosen links. Each time a better weight system is found it replaces the base weight system. The weights are modified by adding random numbers chosen uniformly from a range [−R; R]. More precisely, w e = max{1, w e + rand(−R, R)}. Initially R is set to 5 and every 200 iterations is decreased by 1. When R reaches the value of 0 the process is stopped and the whole method is restarted. Additionally, before each iteration weights that correspond to most heavily loaded links are increased by R 2 , if z > 1 or the number of MHRP connections in the current best solution is equal to zero. The same changes apply to weights which correspond to links that are not protected either by ECMP or by LFA, when z ≤ 1 and the current best solution requires the MHRP connections to be established in order to provide the full protection of affected flows.
VI. NUMERICAL RESULTS
In our numerical experiments we tested the efficiency of the method presented in Section V. In the implementation the subproblems of phases P2 and P3 were solved using the branch-and-cut algorithm of CPLEX 10.1 (cf. [21] ). We tested the method using 17 different network examples. More details about the instances used together with numerical results are presented in Table I . For each considered example network the table contains the information about the number of nodes and links in the network. Moreover, it contains results obtained for three different methods for the weight system selection. The first strategy (called "Heuristic") refers to the heuristic method described in Section V. The second and the third method are simple approaches to the weight setting problem, i.e., all link weights are uniformly set to 1 (w e = 1, e ∈ E) or proportionally to the inverse of of link capacity (w e = K ce , e ∈ E, K = max e∈E c e ). For each of those strategies three different numerical values were collected: z -fraction of the capacity used on the most heavily loaded link, MHRP -number of the MHRP connections that have to be established in order to assure a full protection of all demands, MHRP length -sum of the lengths of the established MHRP connections. The table also contains the information about the number of iterations the heuristic method managed to perform for each problem instance during 3 hour period of time.
The experiments were performed on a machine running Windows XP on an Intel Pentium 4 (3.0 GHz) processor with 1.96 GB of RAM. The CPU usage limit was set to 50% and the execution time of the procedure was limited to 3 hours for each particular run.
Analyzing the results presented in Table I obtained for simple weight system selections with the results provided by our method we can conclude that optimization of weights is highly recommended. Neither the equal weights nor the weights proportional to the inverses of link capacities provide results comparable to those achieved using the system calculated by our method. The greatest differences, from an operator's point of view, can be seen as far as cost239 defaultTM, cost239 ecmpScaledTM and cost239 sprScaledTM networks are concerned. In the first two cases the proposed heuristic approach provides a solution that does not cause network overloads. Note that, this is not the case with the naive approaches where provided solutions are characterized by z > 1. In the third network, the proposed method finds a solution that does not require the MHRP connections to be implemented, and this fact significantly limits the financial burden imposed on the operator.
Concerning the behavior of our algorithm, the conducted experiments allow to conclude that the method works well for both overloaded (z > 1) and non-overloaded (z ≤ 1) networks. This is illustrated in two figures that present the behavior of the algorithm in the function of time. Figure 4 contains the performance data of the method while solving network12 problem instance, while Figure 5 deals with problem labnet sprScaledTM. Each column in the diagrams corresponds to a moment when a better solution was found by the heuristic method. Each solution is characterized by the number of the required MHRP connections (grey column), sum of their lengths (black column) and the value of z (solid line). In Figure 4 , when z > 1, the algorithm optimizes z regardless of the number and lengths of the MHRP connections. On the other hand, Figure 5 shows that the procedure focuses on minimization of the number of the MHRP connections when z ≤ 1. Note that, the latter figure does not present the whole 0 optimization process. The reason is because the following improvements were much less frequent, and extending the xaxis to 3 hours would blur the presented best solutions found in the early iterations of the algorithm. The final results for the problem instance can be found in Table I .
VII. CONCLUSION
In this paper we have considered three different restoration IP mechanisms that aim at improving the reactivity of IP routing in the case of failures. These are Equal Cost Multiple Path (ECMP) based flow restoration, Loop-Free Alternates (LFA) and Multi-Hop Repair Paths (MHRP). The considered IP fast reroute (IFR) mechanisms compensate the negative impact of relatively slow convergence of the routing protocol after a failure is detected. In fact, IFR framework, if deployed in the network, eliminates the need for the post-failure routing protocol re-convergence. The detecting routers simply locally reroute affected flows with the guarantee that the rerouted flows will reach the destination and will not be lost (e.g., due to transient flow loops). This is in general very important for different types of streaming services requiring low packet loss ratio, low jitter, etc. The considered restoration mechanisms, when deployed in the network, could be taken into account while designing the network flows distribution in order to optimize the utilization of available resources. In this context the paper focuses on optimization techniques that can be used to solve related network design problems. First, each presented mechanism is considered separately and exact resolution approach based on solving the MIP problem formulations using the branch-and-cut algorithm is discussed. Then all IFR mechanisms are assumed to coexist in order to assure 100% reliability. Due to the complexity of the resulting problem, exact optimization methods may not be applicable. Therefore, an efficient heuristic method based on a three phase problem decomposition is proposed. It focuses on determining a link weight system for which the network flows do not cause link overloads, and the number of flows protected either by ECMP or LFA is maximal. After analyzing the results of the numerical experiments we conclude that our heuristic algorithm allows to obtain solutions that are much better as compared to the solutions with non-optimized systems of link weights, both in terms of network resources utilization and the number of flows protected using ECMP and LFA mechanisms.
