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In the article by Bayesian optimality criteria algorithms for the recognition stage, the secondary 
signal processing and numerical model of group air targets , the nature of its flight in radar 
systems , airborne, built by pulse-Doppler (ID) principle of signal processing of a long time 
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group air targets, the resulting signal processing in radar at the stage of primary processing of 
radar (radar) signals reflected from the group of air targets.
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В статье при байесовском критерии оптимальности синтезированы алгоритмы распознавания 
на этапе вторичной обработки сигналов численного и типового состава групповой воздушной 
цели (ГВЦ), характера её полёта в радиолокационных системах (РЛС) воздушного базирования, 
построенных по импульсно-доплеровскому (ИД) принципу обработки сигналов с длительным 
временем их когерентного накопления. При этом предполагается, что имеется информация 
о состоянии ГВЦ, полученная в результате обработки сигналов в РЛС на этапе первичной 
обработки радиолокационных (РЛ) сигналов, отражённых от ГВЦ.
Ключевые слова: импульсно-доплеровская РЛС, групповая воздушная цель, распознавание.
Введение
Одним из путей расширения информационных возможностей ИД РЛС с длительным 
временем когерентного накопления отраженных сигналов, позволяющим осуществить раз-
решение по доплеровской частоте элементов ГВЦ, находящихся в главном луче диаграм-
мы направленности РЛС, является распознавание численного и типового состава самолётов 
в группе из класса «самолёты с турбореактивными двигателями (ТРД)», а также характер 
их полёта по принципу «стационарный полёт-манёвр в группе-манёвр составом группы». 
Основным информативным параметром отражённого от ГВЦ радиолокационного сигнала в 
ИД РЛС на этапе его вторичной обработки при распознавании численного состава ГВЦ и ха-
рактера её полёта является изменяющаяся во времени доплеровская частота, обусловленная 
отражениями сигнала от планера каждого самолёта группы, а при распознавании типового 
состава ГВЦ – дополнительно изменяющаяся во времени доплеровская частота, обусловлен-
ная отражениями РЛ-сигнала от вращающихся лопаток первой ступени компрессора низ-
кого давления (КНД) при РЛ-наблюдении ГВЦ в переднюю полусферу или турбины – при 
РЛ-наблюдении в заднюю полусферу. При этом предполагается, что предварительное рас-
познавание численного и типового состава ГВЦ осуществлено на этапе первичной обработки 
сигналов в ИД РЛС воздушного базирования. Поэтому на этапе вторичной обработки РЛ-
сигналов в ИД РЛС уточняется информация о состоянии ГВЦ, полученная на этапе первич-
ной обработки сигналов. 
В статье понимается:
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под оценкой численного состава ГВЦ – количество разрешаемых и сопровождаемых тра-
екторий доплеровских частот (ТДЧ), обусловленных скоростями сближения носителя РЛС и 
каждого самолёта из состава их группы; 
под распознаванием характера полёта ГВЦ – оценка набора параметров полёта ГВЦ по 
принципу «стационарный полёт-манёвр в группе-манёвр составом группы»;
 под распознаванием типового состава ГВЦ – разнос (разность) по доплеровской частоте 
ТДЧ, обусловленных отражениями РЛ-сигнала от планеров самолётов из класса «самолёты с 
турбореактивными двигателями» и вращающихся лопаток первой ступени КНД (турбины) их 
силовых установок. 
Данный разнос по доплеровской частоте для каждого типа двигателя, установленного на 
самолёте, постоянен, что позволяет определить тип двигателя, установленного на каждом са-
молёте группы, а по нему – тип самого самолёта в группе. Таким образом, на основе одного 
наблюдения на выходе системы первичной обработки РЛ-сигналов с длительным временем ко-
герентного накопления необходимо принять несколько решений о состоянии ГВЦ (её числен-
ном и типовом составе, характере полёта элементов ГВЦ). Общие подходы к синтезу подобных 
алгоритмов приведены, например, в [1, 2].
Цель работы – синтезировать оптимальные алгоритмы распознавания состояния ГВЦ в 
РЛС воздушного базирования на этапе вторичной обработки РЛ-сигналов при предваритель-
ном распознавании состояния ГВЦ на этапе первичной обработки РЛ-сигналов.
1. Синтез оптимального алгоритма распознавания численного состава  
групповой воздушной цели и характера её полёта
1.1. Постановка задачи на синтез алгоритма
Пусть в каждый дискретный момент времени на выходе первичной обработки РЛ-сигналов 
на основе их узкополосной доплеровской фильтрации (длительного времени когерентного на-
копления) возможно появление m сигналов (
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где Pmj – вероятность справедливости гипотезы Гmj. 
В этом случае оцениваемый вектор состояния будет составным и иметь  в 
непрерывном времени следующий вид 
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В дискретном представлении наблюдаемый сигнал на выходе первичной обработки 
сигналов на k-м дискрете при гипотезе Гmj будет иметь следующий вид: 
Гmj: Ymj(k) = Hmj(k)·Tmj(k) +ϒmj(k), (5) 
где Hmj(k) – матрица наблюдения, размерность и вид которой зависят от конкретной 
гипотезы Гmj; ϒmj(k) – вектор-столбец шумов наблюдения, представляющих собой 
гауссовские "белые" последовательности с нулевыми математическими ожиданиями и 
матрицами спектральных плотностей Nϒ (k). 
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Разобьём далее всю последовательность наборов параметров L,j 1=  следующим 
образом: Kj ,1ˆ =  соответствует стационарному полету самолетов; PKj ,1ˆ +=  соответствует 
маневрам самолетов в группе; LPj ,1ˆ +=  соответствует маневрам составом группы.  
На рис. 1 представлена схема синтезированного алгоритма распознавания численного 
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набором параметров; U,1Сjˆ +=  соответствует стационарному полету самолетов в боевом 
порядке «клин» с его набором параметров; K,1Ujˆ +=  соответствует стационарному полету 
самолетов в боевом порядке «фронт» с его набором параметров.  
В результате при таком разбиении наборов параметров полёта воздушных целей 
данный алгоритм позволяет параллельно с распознаванием количества целей распознать 
характер полёта ГВЦ по принципу «стационарный полёт-манёвр в группе-манёвр составом 
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справедливости той или иной гипотезы Гmj ( 1mˆ,mˆ,1mˆm )по()по()по( +−= , L,j 1= ). 
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 на первых двух этапах, как
На третьем этапе определяется оценка набора параметров полета  jˆ  воздушных 
целей с учётом полученных оценок mjТ
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Разобьём далее всю последовательность наборов параметров L,j 1=  следующим 
образом: Kj ,1ˆ =  соответствует стационарному полету самолетов; PKj ,1ˆ +=  соответствует 
маневрам самолетов в группе; LPj ,1ˆ +=  соответствует маневрам составом группы.  
На рис. 1 представлена схема синтезированного алгоритма распознавания численного 
состава ГВЦ и характера её  полёта. 
Последовательность Kj ,1ˆ =  может быть разбита дополнительно таким образом: 
Сj ,1ˆ =  соответствует стационарному полету самолетов в боевом порядке «пеленг» с его 
набором параметров; U,1Сjˆ +=  соответствует стационарному полету самолетов в боевом 
порядке «клин» с его набором параметров; K,1Ujˆ +=  соответствует стационарному полету 
самолетов в боевом порядке «фронт» с его набором параметров.  
В результате при таком разбиении наборов параметров полёта воздушных целей 
данный алгоритм позволяет параллельно с распознаванием количества целей распознать 
характер полёта ГВЦ по принципу «стационарный полёт-манёвр в группе-манёвр составом 
группы». При этом оценка вектора jmТ ˆˆ
∧
 формируется только после принятия решения о 
справедливости той или иной гипотезы Гmj ( 1mˆ,mˆ,1mˆm )по()по()по( +−= , L,j 1= ). 
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2. Синтез оптимального алгоритма распознавания типового  состава групповой 
воздушной цели  
2.1. Постановка задачи на синтез алгоритма 
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2. Синтез оптимального алгоритма распознавания  
типового состава групповой воздушной цели 
2.1. Постановка задачи на синтез алгоритма
В основу распознавания типового состава ГВЦ может быть положен эффект вторичной 
модуляции сигналов, заключающийся в анализе взаимного частотного расположения каждой 
ТДЧ сигналов первичной модуляции из их совокупности и идентифицированной для данной 
ТДЧ (сигналов первичной модуляции) траектории доплеровской частоты сигналов вторичной 
модуляции из их совокупности, на основе чего определяется тип силовой установки каждого 
самолёта в группе из класса «самолёты с турбореактивными двигателями», а затем непосред-
ственно и тип самого самолёта, на котором она установлена [4].
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной обра-
ботки сигналов невелика из-за малого времени распознавания, равного времени когерентного 
накопления сигнала. Данная информация является предварительной оценкой и может быть ис-
пользована в виде своеобразного «целеуказания» при распознавании на этапе сопровождения 
ГВЦ (вторичной обработки РЛ-сигналов).
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произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соот тствующих первым ступеням 
компрессорных спектральных составляющих сигнала (инде с «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е m(к) =
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
 целей в группе, т.е m(к) = 
определяется тип силов й установки каждого молёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятн сть р спознава ия типового состава ГВЦ на этапе первичной 
обработк игналов невел ка из- а малого времени аспознавания, равного времени 
когерентного накопления сигнала. Данная информация является предварительной оценкой и 
мож т быть использована в виде своеобразного «целеуказ ния» при распознавании на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сигналов). 
Предварительными условиями синтеза алг ритма распознавания типового состава 
ГВЦ являются: 
РЛ а люден е РЛС отражённых сигналов осуще твляется в переднюю полусферу, 
.е. в качестве сигналов вторичной модуляции  будут п иняты  отражения от первых 
ступеней КНД; 
пр изведен  оценка численного состава группы и характера её полёта, принято 
решение о том, что ели г уппы совершают стационарный полёт; 
количество отсчётов доплеровских частот, со тв тствующих первым ступеням 
компрес орных спектра ьных составляющих сиг ала (индекс «к») m(к), равно оцененному 
к личеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.  (к)
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый д скретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных коростями сближения носителя РЛС с первой ступенью КНД каждой 
р зрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
О носительно аждого счёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сфо мированы m(к) значений разностей вида (18), соотве ств ющих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
;
количество типов целей в группе не превышает двух.• 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, соответ-
ствующих значениям компрессорных допле ов ких частот Fr 
определяется тип силовой устано ки каж го самолёта в группе из клас  «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором на установле а [4]. 
Очевидно, что ве оятность р спозна а ия т п вого состава ГВЦ на этапе первичной 
обработки сигналов невелика из-за м лого времени распознав ния, равного времени 
когерентного накопления сигнала. Данная информация является предварительной оценкой и 
может быть использована в виде своеобразного «целеуказания» при распознавании на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сигналов). 
Предварительными условиями синтеза алгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусферу, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных составляющих сигнала (индекс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е (к) = 
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент времени будет и ть место m(к) сигналов, 
соответствующих значениям компрессорных доплер вских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сбл же ия носи еля РЛС с первой тупенью КНД каждо  
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
обусловленных ско-
ростями сближения носителя РЛС с первой ступенью КНД каждой разрешаемой по скорости 
(планерной составляющей спектра сигнала) ВЦ из состава группы.
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной спек-
тральной составляющей 
определяется тип силовой установки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигналов невелика из-за малого времени распознавания, равного времени 
ко ерентного нако лен я сигнала. Данная инфо мация является предварительной оценкой и 
может быть и пользована в в де своеобразного «цел указания» при распознавании на этапе 
сопровождения ГВЦ ( торичной обработки РЛ-сигналов). 
Предварительными условиями синтеза алгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусферу, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных составляющих сигнала (индекс «к») m(к), равно оцененно у 
количеству азрешаемых по доплеров кой частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е m(к) = 
∧
m ; 
количество типов целей в группе не пр вышает двух. 
Пусть в каждый дискретн й о ент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусл вленных скоростями сближения носителя РЛС с первой ступенью КНД кажд й 
разрешаемой по ско ости (планерной составляющей спектра сигн л ) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровск й ча оты, соответствующей планерной 
спек   Fi (i=
∧
m,1 ), сформ руем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
, и    
опреде яется тип силовой установки к ждого самолёта в группе из класса «самолёты с 
турбореактивны  двигателями», а затем епосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевид о, что вер ятность рас зна ания типового сос ва ГВЦ на этапе первичной 
обработки сигн лов велика из-за малого времени распозн вания, равного времени 
когерентного накопления сигнала. Д нная и ф рмация является предварительной оценкой и 
м жет быть использована в виде сво образного «целеук зания» пр  распознавании на этапе 
сопровождения ГВЦ (вт ричной обработки РЛ-сигналов). 
Предварительными условиями синтеза лгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отр жённых сигналов осущ ствляется в переднюю полусферу, 
т.е. в качестве сигналов вто ичной м дуляц и будут при яты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её п лёта, принято 
решен е о том, что цели группы совершают стационарный полёт; 
к личество о счётов до леровских ча от, соответствующих первым ступеням 
компрессорных спектральных с став яющих сигнала (индекс «к») m(к), равно оцененному 
ли е ву разрешаемых п  доплеровской частоте (пл нерным со тавляющим спектра 
сигнала) 
∧
m  цел й в группе, т.е m(к) = 
∧
m ; 
к личество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент вре ни будет иметь мест  m(к) сигналов, 
соответствующи значениям компрессорных доплеровских ча т т Fr (r= )к(m,1 ), 
обусл вленных скоростями ближения носит ля РЛС с первой ступенью КНД каждой 
разреша мой по ско ости (п анерной с ставляющей спектра сигнала) ВЦ из состава группы. 
Относительно к ж го отсчёта доплеровск й частоты, соответствующей планерной 
пектральной составляющей Fi (i=
∧
m,1 ), сформ руем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
П  m(к) = 
∧
m  примем гипотез  Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждог  значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформирова ы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
(18)
П  m(к) = 
определяется тип силовой установки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигналов невелика из-за м л го времени распознавания, равного времени 
когерентного накопления сигнала. Данная информация является предварительной оценкой и 
может быть использована в виде своеобр зного «целеук з ния» при распознавании на этапе 
сопровождения ГВЦ (вторичной обраб тки РЛ-сигналов). 
Предварительными условиями синтеза алгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусф ру, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных сост вляющих с гнала (и декс «к»  m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е (к)  
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
 примем гип тезу Гs, которой постав м в соответствие ситуацию о том, что 
относительно каждого значения отсчёта доплеровской частоты Fi (i=1, 
определяется тип силовой ус ано ки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором он  уст новлена [4]. 
Оч видно, ч о вероятность распознавания типового состава ГВЦ на этапе первичной 
брабо ки сигн лов невелика из-за малого времени распознавания, равного времени 
когер нтного накопления сигнала. Данная инфо мация является предварительной оценкой и 
может быть исп льзована в виде своеобразного «целеуказания» при распознавании на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сигналов). 
Предварительными условиями синтеза алгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусферу, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценк  численного состава группы и характера её полёта, принято 
решение о т м, что цели гру пы совершают стационарный полёт; 
к личество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных составляющих сигнала (индекс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е m(к) = 
∧
m ; 
кол чество типов це й  группе не превышает двух. 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
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Пусть на этапе первичн й обработки сигналов установлено, что в группе существуют 
«q»-е и «h»-е типы целей. Тогда в интересах обеспечения высокой достоверности распознава-
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ния типового состава ГВЦ при синтезе алгоритма примем во внимание и соседние с ними типы 
целей, т.е. q -1, q +1, h-1, h+1. Поставим в соответствие для:
q -1 типа цели ситуацию s = 1;
q   типа цели – s = 2;
q +1 типа цели – s = 3;
h-1 типа цели – s = 4;
h  типа цели – s = 5;
h+1 типа цели – s = 6.
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h-1 типа цели – s=4; 
h    типа цели – s=5; 
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В этом случае б дет справедливо следующее условие: 
Р( sГ ) = sP ,               Ss ,1= ,              ∑
=
=
6
1
1
s
sP , (19) 
где sP  – вероятность справедливости гипотезы sГ . 
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m  разрешаемых по доплеровской частоте целей и 
относительно каждой i-й планерной траектории доплеровской частоты, являются оцененные 
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Таким образом, относительно каждой идентифицируемой (распознаваемой)  i-й 
планерной ТДЧ Fi(t) (i=
∧
m,1 ) при условии m(к)= 
∧
m в дискретном представлении 
наблюдаемый сигнал Ys(i)(k) на k-м шаге при гипотезе Гs относительно варианта разноса 
 (19)
где Ps – вероятность справедливости гипотезы Гs.
Исходя из характера решаемой задачи, оцениваемый вектор состояния относительно каж-
дой i-й планерной доплеровской частоты Fi (i=1, 
определяется тип силовой установки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигналов невелика из-за малого времени распознавания, равного времени 
когерентного накопления сигнала. Данная информация является предварительной оценкой и 
может быть использована в виде своеобразного «целеуказания» при распознавании на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сигналов). 
Предварительными условиями синтеза алгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусферу, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных составляющих сигнала (индекс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е m(к) = 
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m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
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При m(к) = 
∧
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∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
) (при предварительно оцененном количе-
стве целей 
определяется тип силовой установки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигналов невелика из-за малого времени распознавания, равного времени 
когерентного накопления сигнала. Данная информация является предварительной оценкой и 
может быть использована в виде своеобразного «целеуказания» при распознавании на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сигналов). 
Предварительными условиями синтеза алгоритма распознавания типового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусферу, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных составляющих сигн ла (индекс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.  m(к) =
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерн й 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
) будет составным и иметь следующий вид:
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распознавания типового состава ГВЦ при синтезе алгоритма примем во внимание и соседние 
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Таким образом, относительно каждой идентифицируемой (распознаваемой)  i-й 
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∧
m,1 ) при условии m(к)= 
∧
m в дискретном представлении 
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ка д й  i-й планерной доплеровской частот  Fi (i=
∧
,1 ) (при предварительно оцененно  
количестве целей 
∧
) бу ет соста н  и и е ь следу ий вид: 
T
i
s
ii
si tTsF |)(,|   :
)()()( ∧∧∧
=γ , (20) 
гд  6,1=s ;     i = ∧m,1 ; )(
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i
s
i
sγ
∧
, s(i  – дискретно-непрер вное но ество составного 
вектора состояния;  )(
)(
tT
i
s
∧
Тs(i)(t), Тs(i)(t) – обоб енн й вектор оцененн х значений частн х 
векторов состояния, определяе й как  
Tii
s
ii
t ttt |)(),...,(),...,(|
)(
6
)()(
1
)(
)( , (21) 
где )()( tT is  – оцененн й частн й вектор состояния, азов и ко понента и которого 
для оцен нного значения коли е ва 
∧
 разре ае х по доплеровской частоте целей и 
относительно ка дой i-й планерн  раектории доплеровск й частот , явля тся оцененн е 
значения разностей доплеровских частот  
T
misrisi
i
s кttt |),...,(),...,(|)( 6   1
)(
)( . (22) 
Таки  образо , относительно ка дой иденти ицируе ой (распознавае ой)  i-й 
планерной Т  Fi(t) (i=
∧
,1 ) при условии (к)= 
∧
в д скретно  представлении 
набл дае й сигнал s(i)(k) на k-  аге при гипотезе Гs относительно варианта разноса 
, (21)
где )()( tT is  – оцененный частный вектор состояния, фазовыми компонентами которого для оце-
ненного значения количества 
определяется тип силовой установки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигналов нев лика из-з  малого времени аспознавания, равного времени 
когерентного накопления сигнала. Данная информация является предварительной оценкой и 
может быть использована в виде своеобразного «целеуказания» при распознавании на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сиг алов). 
Предварительными ус овиями синтеза алгоритма ра ознавания т пового состава 
ГВЦ являются: 
РЛ наблюдение в РЛС отражённых сигналов осуществляется в переднюю полусферу, 
т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количеств  отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных со тавляющих сигнала (индекс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в группе, т.е m(к) =
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в ка ы  дискретный м мент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских част т Fr (r= )к(m,1 ), 
обусловленных скоростями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
 разрешаемых по доплеровской частоте целей и относительно 
каждой i-й планерной тра к ории допле овской част ты являются цене ные значения раз-
ностей доплеровских частот 
Пусть на этапе первичной обработки сигналов установлено, что в группе существуют 
«q»-е  и «h»-е типы целей. Тогда в нтересах обеспечения высокой до тов рности
распознавания типового состава ГВЦ при с з  алгоритма примем во внимание и соседние
с ними типы целей, т.е. q -1,  q +1, h-1, h+1. Поставим в соответствие для: 
q -1 типа цели ситуацию s=1; 
     – s=2; 
+1 типа цели – s=3; 
h-1 типа цели – s=4; 
      5  
+1 типа цели – s=6. 
В этом случае будет справедливо следующее условие: 
Р( sГ ) = sP ,              Ss ,1= ,              ∑
=
=
6
1
1
s
sP , (19) 
где sP  – вероятность справедливости гипотезы sГ . 
Исходя из харак ра реша мой задачи, оц ниваемый вектор состояния относительно 
каждой  i-й планерной доплеровской частоты Fi (i=
∧
m,1 ) (при предварительно оцененном 
колич стве целей 
∧
m ) будет составным и иметь следующий вид: 
T
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=γ , (20) 
где 6,1=s ;     i = ∧m,1 ; )(
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i
s
i
s G∈γ
∧
, Gs(i) – дискретно-непрерывное множество составного 
вектора состояния;  )(
)(
tT
i
s
∧
∈Тs(i)(t), Тs(i)(t) – обобщенный вектор цененных значений частных 
ов состояния, опр деляемый как  
Tii
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где )()( tT is  – оцененный частный вектор состояния, фазовыми компонентами которого 
для оцененного значения количества 
∧
m  разрешаемых по доплеровской частоте целей и 
тноситель  каждой i-й планерной траектории допл ровской астоты, являются оцененные
значения разностей доплеровских частот  
T
misrisi
i
s кFtFtFtT |),...,(),...,(|)( 6   1
)(
)(ΔΔΔ= . (22) 
Таким образом, отно ительно каждой идентифицируемой (распознаваемой)  i-й 
планерной ТДЧ Fi(t) (i=
∧
m,1 ) при условии m(к)= 
∧
m в дискретном представлении 
наблюдаемый сигнал Ys(i)(k) на k-м шаге при гипотезе Гs от оситель  варианта раз оса 
 (22)
Таким бразом, относительно кажд й ид нтиф цируемой (распознаваемой) i-й планерной 
ТДЧ Fi(t) 
Пусть на этапе первичной обработки сиг лов установлено, что в группе существуют 
«q»-е  и «h»-е ипы цел й. Тогда в интересах обесп ч ия ысокой достоверн сти 
распознавания т пового состава ГВЦ при синтезе алгоритма примем во вн ма и  и соседние 
с ними типы целей, т.е. q -1,  q +1, h-1, h+1. Постав м  соотве ствие для: 
q -1 типа цели ситуацию s= ; 
q     типа цели – s=2; 
q +1 типа цел  – s=3; 
h-1 типа цели – s=4; 
h    типа цели – s=5; 
h+1 типа цел  – s=6. 
В этом случае буд т справедливо следующее услови : 
Р( sГ ) = sP ,               Ss ,1= ,              ∑
=
=
6
1
1
s
sP , (19) 
где sP  – вероятность справедливости гипотезы sГ . 
Исходя из характ а решаемой з ач , цениваемый вектор с ян  относительно 
каждой  i-й планерной доплеровской частоты Fi (i=
∧
m,1 ) ( ри пре варительно ц не ном
количестве целей 
∧
m ) будет составным и им ть следующий вид: 
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=γ , (20) 
где 6,1=s ;     i = ∧m,1 ; )(
)(
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s G∈γ
∧
, Gs(i) – дискретно-непрерывное множество составного 
вектора состояния;  )(
)(
tT
i
s
∧
∈Тs(i)(t), Тs(i)(t) – бобщенный вектор оцененных значений частных 
векторо  состояния, пределяемый ак  
Tii
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где )()( tT is  – оцененный частный вектор с сто ния, фазовыми компонентами к торого 
для оцененного значения количества 
∧
m  разрешаемых по доплеро ской частоте целей и 
относите ьн  ка дой i-й планерной траектории допле овской част ы, явля т я оцене ные 
значения разностей д плер вских частот  
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Таким образом, относительно каждой ид нтифицируемой (распозн ваемой)  i-  
планерной ТДЧ Fi(t) (i=
∧
m,1 ) при условии m(к)=
∧
m в дискретном представлении 
наблюдаемый сигнал Ys(i)(k) на k-м шаге  гипотезе Гs относительно ва иа та разно а 
 при условии m(к)= 
определяется тип с ловой установки каждого самолёта в группе из класса «самолёты с 
турбореакти ными двигателями», а за ем непос едственно и тип сам го самолёта, на 
кото ом она устан в на [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигналов невелика из-за малого времени распознавания, равного времени 
когерентного накопления сигнала. Данная информаци  является предварительной оценкой и 
может быть использована в виде своеобразного «целеуказания» при распознавании на этапе 
сопровождения ГВЦ (вторичной бр ботки РЛ-сигналов). 
Предварительными условиями си теза алгоритма распознавания типового с става 
ГВЦ я ляю я: 
РЛ наблюде ие в РЛС отражённых сигналов существляется в переднюю полусферу, 
т.е. в качестве сигналов вт ричной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессор ых спектральных составляющих сигнала (индекс «к») m(к), равно оцененному 
количе тву разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целей в г уппе, т.е m(к)  
∧
m ; 
количество типов целей в группе не превышает двух. 
Пусть в каждый дискретный момент времени будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скоростями сближения н ителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сигнала) ВЦ из состава группы. 
Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
 в дискретном представлении наблюдаемый игнал 
Ys(i)(k) на k-м шаге при гипотезе Гs относительно вар анта разноса доплеровских частот планер-
ной и компрессорной составляющих спектра сигнала будет иметь следующий вид:
д плеровских частот планерн й и к мпрессорной составляющих спектра сигнала будет 
иметь следующий вид: 
)()()(   :   :   :F  : )(i
)( kkFkYГFmm irsirs
i
ssir
к ϒ+Δ=Δ=
∧
, (23) 
где ϒirs(k) – шум наблюдения, представляющий собой гауссовскую «белую» 
последовательность с нулевым МОЖ и спектральной плотностью Nirs(k). 
В результате задача синтеза алгоритма распознавания типового состава ГВЦ  будет 
закл чаться в том, что на основе аблюдения (23) при m(к)= 
∧
m , для каждой i – ой 
распознаваемой (идентифицируемой) планерной составляющей доплеровской частоты Fi(t) 
(i=
∧
m,1 ) и гипотезы Гs (s 6,1= ) относительно типа воздушной цели (разноса доплеровских 
частот), к которой она относится, с учетом условия (19) необходимо синтезировать алгоритм, 
который оптимальным образом в соответствии с заданным критерием будет производить 
оценку составного вектора 
)i(
s
∧
γ  (формула (20). 
Следовательно, на основе одного и того же наблюдения необходимо:  
оценить разносы траекторий доплеровских частот, обусловленных скоростями 
сближения РЛС с планером каждого самолёта и первыми ступенями компрессоров низкого 
давления каждой цели из состава группы; 
оценить s-й вариант разноса доплеровских частот, характеризующий при 
стационарном полёте группы целей тип силовой установки конкретного самолёта, а 
впоследствии и его тип. 
 
2.1. Синтез алгоритма при байесовском критерии оптимальности 
 
Пусть идентификация каждой разрешаемой i-й планерной составляющей ТДЧ Fi(t) (i=
∧
m,1 ) осуществляется независимо друг от друга. Тогда при байесовском критерии 
оптимальности оценка составного вектора 
)(i
s
∧
γ , аналогично, как и в пункте 1.2, будет 
заключаться в определении такой его оценки, для которой минимален средний 
апостериорный риск, определяемый как [1, 2] 
{ }
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где ϒirs(k) – шум наблюдения, представляющий собой гауссовскую «белую» последователь-
ность с нулевым МОЖ и спектральной плотностью Nirs(k).
В результате задача синтеза алгоритма распознавания типового состава ГВЦ будет заключать-
ся в том, что на основе наблюдения (23) при m(к)= 
опреде яется тип силовой установк  каждого самолёта в группе из класса «самолёты с 
ту бореактивными двигателями», а за ем непосредственно и тип самог  самолёта, на 
котором она установлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обработки сигнал в невелика из-за алого р мени распознав ния, равного времени 
к герент ого накопления сигнала. Данн я информация является предварительной оценкой и 
может быть использована в виде своеобразного «целеуказания» при распознавани  на этапе 
сопровождения ГВЦ (вторичной обработки РЛ-сигналов). 
Предварительными условиями синтез алго итма распознавания типового состава 
ГВЦ являются: 
РЛ аблюдение в РЛС тражённы сигнал в о ущест ляется в переднюю лусферу, 
т.е. в качестве сигнал в втор чной модуляции  будут приняты  отражения от первых 
ступеней КНД; 
произведена оценка численного состава группы и характера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчётов доплеровских частот, соответствующих первым ступеням 
компрессорных спектральных составляющих сигнала (инд кс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской часто е (планерным составляющим спектра 
сигнала) 
∧
m  це ей в группе, т.е m(к)  
∧
m ; 
количество типов целей в г уппе е превышает двух. 
Пусть в к ждый дискретный мо ент време и будет иметь место m(к) сигналов, 
соответствующих значениям компрессорных доплеровских частот Fr (r= )к(m,1 ), 
обусловленных скор стями сближения носителя РЛС с первой ступенью КНД каждой 
разрешаемой по скорости (планерной составляющей спектра сиг ала) ВЦ из состава груп ы. 
Относит льно каждого отсчёта доплеро ской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сформированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
, для каждой i-й распознаваемой (иденти-
фицируемой) планерной составляющей доплеровской частоты Fi(t) (i=1, 
определяется тип силовой установки каждого самолёта в группе из класса «самолёты с 
турбореактивными двигателями», а затем непосредственно и тип самого самолёта, на 
кот ром она становлена [4]. 
Очевидно, что вероятность распознавания типового состава ГВЦ на этапе первичной 
обраб тки с гналов невелика из-з  малого времени распознавания, равного времени 
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т.е. в качестве сигналов вторичной модуляции  будут приняты  отражения от первых 
ступен й КНД; 
произведена ценка численн го сост ва группы и хар к ера её полёта, принято 
решение о том, что цели группы совершают стационарный полёт; 
количество отсчёт  доплеровских част т, соответствующих первым ступеням 
к мпрессорных спектральных составляющих сигнала (индекс «к») m(к), равно оцененному 
количеству разрешаемых по доплеровской частоте (планерным составляющим спектра 
сигнала) 
∧
m  целе  в группе, т.е m(к) = 
∧
m ; 
количество типов целей в группе не превышает двух. 
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Относительно каждого отсчёта доплеровской частоты, соответствующей планерной 
спектральной составляющей Fi (i=
∧
m,1 ), сформируем разности вида  
Fi: ΔFir = Fi – Fr ,      r = )(,1 кm . (18) 
При m(к) = 
∧
m  примем гипотезу Гs, которой поставим в соответствие ситуацию о том, 
что относительно каждого значения отсчёта доплеровской частоты Fi (i=
∧
m,1 ) будут 
сф рмированы m(к) значений разностей вида (18), соответствующих s-му ( Ss ,1= ) типу 
воздушной цели из состава группы.  
) и гипотезы Гs (s
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6,1= ) относительно типа воздушной цели (разноса доплеровских частот), к которой она от-
носится, с учетом условия (19) необходимо синтезировать алгоритм, который оптимальным 
образом в соответствии с заданным критерием будет производить оценку составного вектора 
)i(
s
∧
γ  (формула (20).
Следовательно, на основе одного и того же наблюдения необходимо: 
оценить разносы траекторий доплеровских частот, обусловленных скоростями сближения 
РЛС с планером каждого самолёта и первыми ступенями компрессоров низкого давления каж-
дой цели из состава группы;
оценить s-й вариант разноса доплеровских частот, характеризующий при стационарном 
полёте группы целей тип силовой установки конкретного самолёта, а впоследствии и его тип.
2.1. Синтез алгоритма при байесовском критерии оптимальности
Пусть идентификация каждой разрешаемой i-й планерной составляющей ТДЧ Fi(t) 
доплеровских частот планерной и компрессорной составляющих спектра сигнала будет 
иметь следующий вид: 
)()()(   :   :   :F   : )(i
)( kkFkYГFmm irsirs
i
ssir
к ϒ+Δ=Δ=
∧
, (23) 
где ϒirs(k) – шум наблюдения, представляющий собой гауссовскую «белую» 
последовательность с нулевым МОЖ и спектральной плотностью Nirs(k). 
В результате задача синтеза алгоритма распознавания типового состава ГВЦ  будет 
заключаться в том, что на основе наблюдения (23) при m(к)= 
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m , для каждой i – ой 
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стационарном полёте группы целей тип силовой установки конкретного самолёта, а 
впоследствии и его тип. 
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)(i
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заключаться в определении такой его оценки, для которой минимален средний 
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где П[
)i(
s
)i(
c ,
∧
γγ ] – матричная функция потерь, характеризующая потери при использовании 
оценки вектора 
)i(
s
∧
γ  в то время, когда истинное его значение )i(cγ ; W[ )i(s)i(c Y/γ ] – апостери-
орная плотность вероятности оцениваемого составного вектора, которая аналогично формуле 
(7), определяется как
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где W[ )( icγ ] и W[ )(isY ] – априорные плотности вероятности оцениваемого составного 
вектора и наблюдаемого сигнала соответственно; W[
)()( / ic
i
sY γ ] – условная плотность 
вероятности вектора наблюдаемого сигнала )(isY  при каждом фиксированном значении 
вектора 
)(i
cγ . 
Выбор функции потерь в (24) определим, как и в п. 1.2. Потери должны быть равны 
нулю при одновременном выполнении следующих условий: 
при правильной оценке вектора 
)(i
sT ; 
при правильном определении s-го варианта разноса доплеровских частот планерной и 
компрессорной составляющих спектра сигнала, соответствующего s-му типу воздушной 
цели, к которой относится i-я планерная траектория доплеровской частоты. 
Если любая фазовая координата составного вектора )( icγ  будет оценена неверно, то 
потери должны быть равны единице. При этом правильная оценка вектора )( icT  будет иметь 
место только в том случае, когда модуль разности истинного значения вектора )(icT  и его 
оценки 
)( i
sT
∧
 не будет превосходить некоторой величины ε*, которая определяется 
ошибками оценки фазовых компонент оцениваемого вектора состояния. 
В результате элемент нормированной матричной функции потерь можно представить 
в следующем виде: 
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i
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где 
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⎧
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где W[ )(icγ ] и W[
)(i
sY ] – априорные плотности вероятности оцениваемого составного вектора 
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)()( / ic
i
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тора наблюдаемого сигнала )(isY  при каждом фиксиров нн м значении вектора 
)(i
cγ .
Выбор функции потерь в (24) пределим, как и в п. 1.2. П тери должны быть равны нулю 
при одновременном выполнении следующих условий:
при правильной оценке вектора • 
)(i
sT ;
при правильном определении s-го варианта разноса доплеровских частот планерной и • 
компрессорной составляющих спектра сигнала, соответствующего s-му типу воздуш-
ной цели, к которой относится i-я планерная траектория доплеровской частоты.
– 164 –
Alexandr V. Bogdanov, Victor N. Bondarev… Synthesis of Optimal Algorithms of Recognition of Group Air Targets…
Если любая фазовая координата составного вектора )(icγ  будет оценена неверно, то поте-
ри должны быть равны единице. При этом правильная оценка вектора )(icT  будет иметь место 
только в том случае, когда модуль разности истинного значения вектора )(icT  и его оценки 
)(i
cT  
не будет превосходить некоторой величины ε*, которая определяется ошибками оценки фазо-
вых компонент оцениваемого вектора состояния.
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Из формулы (32) можно сделать вывод о том, что максимизация апостериорной 
плотности вероятности (минимизация нормированного апостериорного риска) должна 
производиться в два этапа. 
На первом этапе находят условные оценки 
)(i
sT
∧
 при предположении о 
справедливости гипотезы Гs при каждом значении 6,1=s , т. е. 
*}||:||{
}/[][sup{arg
)(
)(
)(
)()()(
)(
ε≤−
=
∧
∧
i
c
i
s
i
c
i
c
i
s
i
c
i
s
TTT
TYWTWT
. (33) 
На втором этапе определяется оценка варианта разноса доплеровских частот 
∧
s  
(соответствует s-му типу цели) с учётом полученной оценки 
)( i
sT
∧
, как 
6,1
]}/[][max{arg
)(
)(
)(
=
=
∧∧∧
s
TYWTWPs
i
s
i
s
i
ss . (34) 
На рис. 2 представлена схема синтезированного при байесовском подходе алгоритма 
распознавания типового состава ГВЦ. 
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На рис. 2 представлена схема синтезированного при байесовском подходе алгоритма 
распознавания типового состава ГВЦ. 
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и при унимодальности апостериорной плотности вероятности [3] преобразуется к 
следующему виду: 
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На рис. 2 представлена схема синтезированного при байесовском подходе алгоритма рас-
познавания типового состава ГВЦ.
Таким образом, синтезированный алгоритм позволяет параллельно с распознавани-
ем количества целей в группе, характером их полёта и в случае их стационарного полёта 
распознать на этапе вторичной обработки сигналов типовой состав групповой воздушной 
цели.
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