Indexing and retrieval of image sequences are fundamental steps in video editing and film analysis. Correlationbased matching methods are known to be very expensive when used with large amounts of data. As the size of sequence database grows, traditional retrieval methods fail. Exhaustive search quickly breaks down as an efficient strategy for sequence databases. Moreover, traditional indexing with labels has a lot of drawbacks since it requires a human intervention. New advanced correlation filters are being proposed so as to decrease the computational load of the task.'°"
INTRODUCTION
An important functionality of current and future image databases is automatic content-based retrieval. This corresponds to the capability of retrieving images or part of them, solely on the basis of visual properties, without using any external textual label. This feature is even more essential when dealing with image sequence databases, because of the motion component. Sequence matching in very large databases poses challenges in addition to the limitations of the particular matching method used. A brute-force technique which matches a query pattern exhaustively against all possible locations does not scale very well on large database. One way to to achieve scalability is to apply more elaborated matching methods, combining multiple patterns into one filter. Matching is then done in parallel, using the composite filter instead of the individual pattern. Another way is to use simple matching methods, simultaneously, to approach the problem in a structured way. We proposed a multiresolution approach based on the wavelet transform. As discussed in the following, this data organization allows to decrease the computational load of the task, so as to move in the scalability direction, and to improve the robustness to noise or other artifacts due to the digitalization processes. Our technique is based on an alignment algorithm that compares, with a multiresolution strategy, the wavelet transforms of two generic video sequences. This allows to determine the exact position of a sequence sq{x, y, fl] in the sequence S[x, y, n] if sq[x, y, flJ is temporally contained in S[x, y, n}. If the sequence sq{x, y, 72] 15 instead similar to a subset of S[x, y, n], then the algorithm solves a similarity problem, synchronizing the two sequences in the best relative position. Since each video sequence is however represented by a big amount of data, this approach by itself is not efficient enough to solve the scalability of the task. A previous video indexing step is needed. As a consequence we have designed a database structure based on the concept of homogeneous sequence.
In other words, when a video sequence is added to the database, it is preprocessed, so as to segment it in a group of homogeneous subsets each of them being identified by a visual index entry. So as to have a further structure of the sequence database, we have introduced the concept of shot.3 A shot is a video sub-sequence which contains no scene cuts. Therefore, there is an embedded relationship between film and shot, and, in turn, between shot and homogeneous sequence; each homogeneous sequence identifies a visual index entry, that we call key frame of the corresponding sequence. In Figure 1 , the database structure is shown. We have chosen the shot as the fundamental element of the database structure. From there, the retrieval phase can be organized in two consecutive steps: in the first, the visual index is used so as to extract from the vast number of shots a subset which may be identified by similar key-frames. In the second, using this candidate set, the multiresolution matching technique is used to find the best candidate shot, and the position of the query with respect to it. The first step step improves the algorithm efficiency, because it prevents from applying the sequence matching process to all the sequences contained in the database. Only the ones in the set of candidate shots will be correlated to the query. Scanning the index is much less critical, from a performance point of view, than the whole database scanning.5
In section 2 a brief introduction to the wavelet theory is presented; section 3 describes then the key-frame identification step characterizing the database generation step; sections 4, 5 and 6 discuss the retrieval phase and finally, in section 7, experimental simulations are reported. A usual technique for video indexing is sequence labeling with key-words. However this approach has poor interest because it is often a non automatic procedure in the sense that it requires human intervention. Moreover the literature reports that different visual cues can be labelled in different ways and the correlation of the key-words identifying the visual cues could be difficult.6 A visual index could be used instead. The entries in that index are images, more exactly frames (called key-frame), extracted from the database video sequences. In this case it is possible to define an automatic strategy in order to build the index using a simple mathematical framework. As described before we assume that the database is composed of shots. Therefore, we could use the first frame of each shot as an entry in the index table. Unfortunately such an index is too sparse and would cause many retrieval errors. A possible solution is to increase the index size by using more than one entry for each shot, e.g. using as an index one frame every T frames. This technique is however quite computationally intensive, and is often not necessary for most shots assuming that a rather small value of T has been selected. Besides selecting too small a value for T would require a large amount of memory for the index and may slow down the retrieval step. In this paper we propose a key-frame identification strategy by introducing a sequence homogeneity measure.
Definition of a homogeneity measure
A sequence homogeneity measure should indicate how much a sequence varies at a macroscopic level over time. To be more explicit, let us consider the following example: in a first shot two men are speaking, while in a second one a camera zooms out then pans a given scene. Obviously the visual content of the first shot varies less than the visual content of the second one. We can therefore state that the first shot is more homogeneous than the second. It should hence be possible to characterize each sequence using a homogeneity measure. In order to mathematically define such a measure, we refer first to the usual definition for image similarity. In the literature different complex image similarity measures have been proposed. Typically, one has:
where fi [] and f2[1 are two arbitrary images, while is represents an output coefficient vector that summarizes the correspondence between fi[1 and f2 [] . A good choice for b is the normalized cross-correlation measure evaluated at the origin (i.e. without any spatial shifts):
Previously we suggested to use a sequence homogeneity measure at a macroscopic level. This can be efficiently achieved by considering the lowest spatial band of the wavelet decomposition of the video sequence using N spatial stages and no temporal stages, i.e. the coarse low temporal frequency (N,O) sequence at any instant in time. Because we use a normalized cross-correlation measure, if fi [x, y] 0 and f2 [x, y] 0 for every x and y, then 0 (f1,f2) 1.
Let us define the representative frame of a given generic sequence s{, nj as the middle frame of the sequence s[, n]; we denote it with m3[x]. The sequence s[, n] has a degree a of homogeneity if
This means that the cross-correlation between any frame of the sequence and the representative frame has to be higher than the degree of homogeneity of that sequence. Thus, to obtain the homogeneity degree of a sequence it is sufficient to find the lowest cross-correlation value with respect to its middle frame. Unfortunately, for long sequences, this definition is very computationally intensive as it is necessary to estimate N cross-correlation measures, where N identifies the sequence length. In order to draw a simple criterion, let us define the sequence cross-correlation function as:
The sequence cross-correlation function expresses how the cross-correlation evolves with respect to any given frame of that sequence. It is possible to prove that, under certain conditions, the cross-correlation function is monotonically decreasing from n = h. Such conditions, denoted as homogeneity assumption, are the following:
1. the sequence has to be smooth enough temporally and last a few frames (' 200 frames at a rate of 25 fps); 2. the sequence contains neither scene cuts nor periodic motion.
In Figure 4 a cross-correlation function is shown. Let s[x, y, n] be a sequence with n = 0, 1, . . . , N and m3[] its representative frame. If the cross-correlation with respect to m8 [ is strictly decreasing, then s[, n] has degree a of homogeneity, where:
Thus, the homogeneity assumption allows to estimate the homogeneity degree of a sequence with only two crosscorrelation measures instead of N.
Optimal decomposition of a shot into homogeneous sequences
So as to design a good video indexing strategy, we further introduce the concept of homogeneous sequence to identify the key-frames of the index. The main objective becomes how to determine the best decomposition of : Cross-correlation function behavior for two sequences: in the first the homogeneity assumption is satisfied, while in the second it is not. a shot into homogeneous sequences so that the extracted key-frames represent a good video index. In order to analyze the problem we make the following three considerations:
1 . for any shot S[x, y, nj , there are two trivial decompositions:
( a) every frame of S[x, y, n] is considered an homogeneous sequence with unitary length; the corresponding decomposition D1 is made up of N homogeneous sequences each one having homogeneity degree equal to 1; it will be named the lower trivial decomposition;
( b) the whole shot S{x, y, n] is considered a homogeneous sequence; the corresponding decomposition DUP is made of a single sequence; it will be named the upper trivial decomposition;
2. in order to minimize the index size, the number of sequences contained in a decomposition must be minimized;
3. each homogeneous sequence contained in a decomposition D must have the highest possible homogeneity degree, so as to decrease the error probability in the retrieval phase.
The last two considerations lead to the following trade-off: the need to minimize the number of sequences brings a decrease of the homogeneity degree. On the other hand, maximizing the homogeneity degree brings an increase of the number of homogeneous sequences (that is the number of key-frames) . The segmentation task can be formulated as an optimum problem so as to identify the optimal decomposition of a shot.
The optimal decomposition D7t {s}o,1 i-i of a generic shot S[x, y, n] can be obtained by maximizing an objective function that depends on the mean homogeneity degree of the sequences s3 and on the number of these sequences. In order to define a relative weight between these two terms it is possible to consider J, the number of sequences, to the power of /3, where 0 </3 < 1. The objective function to maximize is given by:
where a2 represents the homogeneity degree of the sequence Si. The optimum problem is constrained by the two trivial decompositions. Instead of using a normalization factor by J31 it is also possible to add others contraints to the objective function £ such as the maximum number of homogeneous sequences for each shot or such as the minimum homogeneity degree of each sequence.
A greedy segmentation algorithm
The correct algorithm for the solution of the non-linear optimum problem cannot be simply defined without an exhaustive search. Therefore, a technique that approximates the optimal solution has been studied. In the following, an iterative strategy is proposed. There are two main problems: first, the initial solution must not constrain the final solution; second, the used technique has to be computationally efficient. Generally, the definition of an iterative strategy for an algorithm involves three aspects: the identification of the possible operations that the algorithm can perform, the choice of the initial solution and finally the definition of the algorithm strategy. Before describing these aspects for the specific optimization procedure, a consideration about the space of the possible solutions is required. Hence, it can be represented using a time-variant graph with a finite number of nodes. Each node represent a group of consecutive frames. Two adjacent groups are connected by a branch. So the number of branches connected to each node is equal to 2 (except for the extremity nodes) . The actual decomposition D changes into a new decomposition D' where either new nodes are created or some nodes are merged together. In the lower trivial decomposition, the graph is composed by N nodes, each of them is linked to the previous and to the next frame. In the upper trivial decomposition there is just one node forming the graph. 
where m = 0, 1, . . . , N/2 -1 and N is the sequence length. Merging of two contiguous sequences n] and Si+1 {, n] (whose lengths are respectively N and N+i), produce the sequence n] such that
The initial state has not to constrain the navigation in the space of solutions. A good decision is to start from one of the two trivial solutions. If the upper trivial decomposition is chosen, the algorithm may however result ill-posed, because of the definition of the homogeneity measure according to 5. Let consider a very static sequence with 100 frames. Between the 60-th frame and the 80-th frame a big object appears and disappears. Starting from the upper trivial decomposition and using the homogeneity assumption the sequence seems to have a high homogeneity degree, since the cross-correlations between the middle frame and the bound frames are calculated. This is a wrong conclusion as there is a set of non-homogeneous frames (from 60-th to 80-th frame) . On the other hand, starting from the lower trivial decomposition and using a good navigation strategy, it is possible to build the decomposition around groups of homogeneous content. The greedy optimization strategy is therefore based on iteratively applying a merge to the graph followed by a split step. More specifically, in the former the algorithm calculates whether it is possible to merge two contiguous sequences so as to increase the value of the objective function; for each possible fusion, the new objective function value is first estimated and assigned to each branch of the graph; then the merge where the highest increase of the objective function takes place is chosen. When no more merging is possible, the merging phase stops. This can be originated from two different situations: all possible merge do not increase the value of objective function or the upper trivial decomposition has been reached. In practice at each iteration it is not necessary to compute all the increases of the objective function but only those contiguous to the last nodes of the graph that were merged. If the maximum increase is not positive or the upper trivial decomposition is the actual state, the merging procedure is stop. Equivalently the split phase searches if any sequence of the actual decomposition can be split so as to improve the solution. The splitting stage is totally equivalent to the previous one: at each step the objective function variations are calculated so as to identify the best action. The splitting process stops either if all subdivision do not lead to an increase of objective function or if the lower trivial decomposition has been reached. If during the split process there is not modification of the graph structure, the segmentation is stopped, else a new iteration starts with a merge followed by a split. Figure 5 shows a block diagram of the proposed algorithm. The major drawback of the algorithm presented here lies upon the impossibility to estimate the error between the optimal solution and the one obtained by the greedy segmentation strategy. The only certainty is that the last state is the best among all the reached states by the algorithm. Using the homogeneous sequence approach and the described segmentation strategy, it is possible to create a visual index from a sequence database. The index contains the representative frames of each identified subsequence in the shot decomposition. Therefore, when a shot is added to the database, its segmentation in homogeneous sequences is performed so as to include its representative frames in the index. The index includes also an homogeneity information associated to each key-frame. It is important to note that the split and merge procedure neither does actually solve the optimum problem nor guarantees that the homogeneity assumption is verified for the identified sub-sequences. This last observation will have very important consequences on the next phase: the key-frame matching. The following tho phases, key-frame matching and sequence synchronization, are concerned with the retrieval task.
KEY-FRAMES MATCHING
The key-frame matching step is used for the extraction of a set of candidate shots. The shots contained in this set represents a selection of all the shots archived in the database that exhibit a rough similarity with the query sequence. Under some assumptions about the structure of this set, it is possible to decrease the computational load of the synchronization task without affecting the performance of the retrieval. In fact the synchronization task will operate on the set of candidate shots and not on the whole database. The main objectives of the key-frame matching process are two folds: on one hand it is to extract the shot which actually contains the query sequence (i.e. avoiding a missed error); on the other hand is to extract the lowest number of wrong shots (i.e. leading to a false detection error). The missed error must be avoided because the synchronization task is conditioned by the presence of the right shot in the candidate set. It is not possible to recover from this type of error. Contrarily the false detection error should be kept to a minimum as not to slow down the synchronization task. It will however not affect the result of the retieval itself.
The key-frames matching task uses the visual index in order to extract the candidate set. On the basis of what described in the previous section, each shot in the database has been segmented in an arbitrary number of sequences so as to maximize a given objective function. Each of these sequences is described by its representative frame (called key-frame) and by its homogeneity degree. Any sequence will be well represented by just one keyframe. So each key-frame and each homogeneity degree is linked to just a single shot and define the index entries. Using this information, it is possible to identify the candidate set. The key-frame matching algorithm compares an arbitrarily chosen frame of the query sequence, with all the key-frames contained in the visual index. The query frame will be denoted with fq{], while the index key-frames are denoted with fk[xJ. The comparison is made using the same similarity measure used in the previous section. If (fq[],fi4]) ak (8) for the key-frame fk[x1 then the linked shot is included in the candidate set, It is possible to show that, under some assumptions, the homogeneous sequence approach guarantees that no missed error is introduced. Let us assume that each stored sequence respects the homogeneity assumption and that the query is then the equation 10 is verified and no missed error is possible. However since the split and merge segmentation strategy does not lead necessary to the best optimum of the objective function (6) , as discussed in the previous section, the homogeneity criterion cannot be guaranteed, and so a missed error may occur. No hypothesis are possible about the false detection error. The query frame can satisfy equation (10) with all the key-frames that identify different sub-sequences. The false detection error can occur in two situations: if there is a matching with a key-frame linked to the wrong shot (Type I False Detection Error) or with a key-frame linked to the right shot but associated with a wrong sub-sequence (Type II False Detection Error). The latter error is irrelevant since the algorithm extracts a set of shots and not a set of homogeneous sequences. The use of the cross-correlation implies that a global information measure is being used, but it does not contrain the spatial resolution level to which the comparison takes place. It is possible to compare images at different resolution levels. Low resolutions are concerned with an averaged information and so the probability of false detection increases. So as to avoid this effect, it is possible to use more than one resolution level of the query frame and more than query frame considering, in this case their relative position in time. The key-frame matching algorithm must take into consideration this relationship so as to decrease the probability of false detection decreases. As high spatial resolutions do not identify as well the macroscopic content, there is a higher probability of missed error if not conducted properly. Accordingly, a statistical evaluation of the missed error and the false detection error as functions of the spatial resolution levels will be presented in the last section.
SEQUENCE SYNCHRONIZATION
The sequence synchronization task must find the right position of the query sequence from the video database, by comparing the query sequence 5q {, n] with the set of candidate shots S2 {, n]. So the main goal of the sequence synchronization task is to align temporally two sequences (Sq [, n] and S{, n]), assuming that the query sequence rt] is temporally contained in the shot S[, n]. The alignment may be done by matching any frame of Sq [x, n] with the corresponding frame of the shot. Unfortunately this technique is computationally intensive, because it could require on the average N/2 cross-correlation evaluation, and, moreover, it does not consider the temporal correlation between frames increasing the probability of bad alignment. An alternative strategy leading to the same objective is based on the multiresolution approach. The basic idea is to work by successive approximations: the task is performed by starting from a coarse representation of the information to produce an initial guess for focusing then to a full resolution result. This is a greedy approach that is sometimes suboptimal. It is therefore necessary to provide a recovery mechanism so as to modify the decision made at the coarse resolution levels. The multiresolution approach is usually applied to a multiresolution description of the information. There are different techniques to describe a signal using a multiresolution structure. The wavelet transform has been selected here. For simplicity let us suppose that no spatial decomposition stages are applied, that is no filters are used along the spatial dimensions x and y. Note that, additional spatial stages would have to be used so as to improve performance and robustness to noise, but in the description below, no spatial stages are supposed for simplicity purposes. Thus, a wavelet transform with K temporal stages, splits the original sequence into one low temporal frequency sub-sequence and K high temporal frequency sub-sequences. The former represents a coarse version of the original sequence downsampled by a factor of 2K in time. The others represent different detail version downsampled by different factors from resolution -1 to resolution -K. The multiresolution tree obtained from the wavelet transform is shown in Figure 7 . Each couple of sequences at a given resolution (i.e. -M) has the same parent, the coarse sequence at the resolution layer immediately above (i.e. resolution -M + 1) . Moreover, the generic frame f[J at resolution -M has L3 + L parents in the coarse sequence at resolution -M + 1 where L8 and L are respectively the smoothing and the wavelet analysis filter lengths. In order to rebuild the parents, it is necessary to use the information around f[ and its corresponding frame in the detail sequence at the same resolution. Using the Haar basis, two consecutive frames are merged so as to build an average frame and a normalized difference frame, which belong respectively to the low and high temporal frequency sequences of the lower resolution layer. So any couple of frames at resolution -M (the first extracted from the coarse sequence and the second from the detail sequence) can be used to rebuild the parent signal at the higher resolution level, which in the case of the Haar transform corresponds to the two parents. This property is fundamental when we want to rebuild the parents of a parent of a give frame at resolution -M. Generally, the single parent at resolution -M + 1 is not sufficient, but some other frames in its neighborhood are needed. On the contrary, in the case of the Haar transform, the parent at resolution -M + 1 contains all the information, together with its coupled frame in the high temporal frequency at resolution -M + 1, to rebuild the grandparents at resolution -M+2.
A block based representation of the multiresolution algorithm is presented in Figure 6 . It is composed of three main processing elements. The first step consists of finding the alignment between the query and the tested sequences at the lowest resolution, using the low temporal frequency sequences obtained for each one by the wavelet transform. Once the coarse sequences are aligned, the synchronization is improved using the detail information. When the full resolution has been reached, if the alignment is not correct, a backtracking procedure is started in order to re-route the synchronization along another branch of the projection tree used in the refinement of the synchronization procedure. In what follows a detailed description of each block is presented. The coarse version of the query sequence and the candidate shot are denoted respectively with 8(-M is calculated as a function of k and the the maximum is selected; this identifies the proper alignment.
Once the alignment at the coarse resolution has been found, it is necessary to increase the resolution to improve it. The successive approximation strategy uses the result of the lower resolution as an initial guess for the current resolution level; the new solution serves then for a further approximation stage until the full resolution has been reached. Suppose that the alignment at resolution -m (where 0 -m -M) has been found and that the selected frame has position h.The corresponding position 2h, at resolution -m -1, is used as an initial guess.
Since the cross-correlation is used as a measure, coarse information at resolution -m + 1 is essential, both for the query sequence and for the candidate sequence. For the query the first frame of the sequence at resolution -m + 1, s1Tm+l) o must be rebuilt. Similarly, the candidate sequence must use the frames around position 2h (S_m+1) [, 2h n] with n varying in the range of the wavelet analysis smoothing filter length). The comparison between the query frame and the other frames is calculated so as to extract the position identified by the highest cross-correlation value. As explained above, this new solution is used as an initial guess for the next alignment stages. At resolution 0, if equation (9) is satisfied and the algorithm has found the proper alignment, the cross-correlation has reached its maximum:
Otherwise, a backtracking procedure is started in order to find another branch to cover. It consists of searching the last refinement decision, choosing another alignment and, consequently, another branch towards higher resolution levels.
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NOISY QUERY SEQUENCE
If equation (9) is not satisfied, because the query sequence is noisy or slightly different from the test sequence (e.g., generated from a different digitization process, perhaps with a different sampling rate in time), some considerations of the previous section are not valid anymore, but the multiresolution approach may still be preserved. Three situations have been considered: a noisy query, Sq [, fl] S{, n] + €[, n] , a downsampled query, Sq {,fl] S[, g . jJ and a query not contained in the database, but similar to some of the database shots.'2 Two parts of the described algorithm will be affected in these situations. First, during the key-frames matching, equation (10) is not valid, because equation (9) does not hold anymore. Second, during the sequence synchronization task, the final condition at full resolution (12) will never be verified, because the cross correlation is not calculated on the same signals. If the query sequence is noisy, the frame used for the key-frame matching task is not contained in the database. If so, a missed error can occur even if the homogeneity assuption on the sequence is verified. The missed error probability is therefore a function of the noise power. As we will show in the next section, describing the simulation results, the noise alteration can be decreased using spatial stages of thw wavelet transform jointly with those in time. The low resolution spatial information allows to access the data at a macroscopic level and, at the same time, to smooth the noise effect. The noise also affects the multiresolution synchronization strategy, because no exact alignment can be reached. Condition (12) cannot be used any longer. In this case the only possibility is to use the first detected solution as an approximation of the right alignment. No backtracking procedure is carried out. The case of a downsampled query can be reconduced to the noisy situation because at all resolutions, there is no possibility to align the signals exactly. In this case the condition (12) is satisfied and so the backtracking strategy can be adopted. In order to eliminate the downsampling effect, a proposal is to compare the query and the candidate sequences at different resolution levels. Obviously, a-priori information about the downsampling factor is needed. For example, let us suppose that the query sequence is contained in the candidate sequence but is decimated by a factor 2. This means that the query contains one frame every other frame of the candidate.
Comparing the signal at level -m -1 of the query with the one at level -m of the candidate allows to compensate for the different sampling rate and to achieve better results in the synchronization task.
EXPERIMENTAL SIMULATIONS
In the tests a database containing 30 shots has been used. The mean length of the sequence is 42 frames at a sampling rate of 6 frame per second. Some significant parameters defined below are measured as a function of the SNR of the query sequence: the probability of missed error, the statistics of the false detection error and the statistics of the synchronization error, that is the difference between the correct position of the query and the one found by the algorithm. A sample of 8 frame query sequences has been used. To establish the robustness of the algorithm in presence of noise, a white gaussian noise has been added to the query sequence. This test has been computed on two different databases: one created using a wavelet decomposition with no spatial stages and 3 temporal stages, the other with 4 spatial stages and 3 temporal stages. The missed error probability represents the probability that the correct key-frame is not extracted during the key-frame matching process. In Figure 8 the behaviors of this parameter are plotted in the two considered cases. A higher number of spatial wavelet stages improves the robustness to noise of this technique. The error probability, using no spatial stages, reaches 100% when the SNR is zero dB. A false detection error occurs when some wrong shots have been chosen during the key frames matching. Experimentally it has been verified that the false detection error causes only to decrease the efficiency of the retrieval algorithm. It does not involve the efficiency of the synchronization task if the correct shot is in the set extracted by the key-frame matching. The sensitivity to noise in the case with no spatial stages of the wavelet decomposition is a positive factor versus the false detection error: when the noise power is comparable with the signal power, the key-frame matching task enfavors the correct matching and so the false detection error decreases. Figure 9 shows the statistical behavior of this error. The synchronization error (see Figure 10) [8]
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