(5.2) is R 2 -approximately boundary controllable, i.e., without any constraints posed on the controls, iff 1 2 6 = 0 [6] .
(5.2) is R 2 -approximately boundary controllable, i.e., without any constraints posed on the controls, iff 1 2 6 = 0 [6] .
VI. CONCLUSIONS
In this paper, constrained approximate controllability problems for linear abstract dynamical systems with linear unbounded control operator and piecewise polynomial controls have been investigated. Using some very general results taken from the paper [20] , necessary and sufficient conditions for constrained approximate controllability in finite time for linear continuous dynamical systems or equivalently in finite number of steps for linear discrete dynamical systems have been formulated and proven. Moreover, the relationships between approximate and exact controllability have been explained and discussed. Finally, two simple illustrative examples have been studied in detail. These examples represent linear distributed parameters dynamical system described by partial differential equation of the parabolic type with different boundary conditions and boundary piecewise polynomial controls. 1991. [7] , "Constrained controllability of linear retarded dynamical systems," Applied Math. Comput. Sci., vol. 3, no. 4, pp. 647-672, 1993. [8] , "Constrained controllability of delayed distributed parameter dynamical systems," Syst. Anal. Model. Simulation, vol. 24, no. l, pp. 15-23, 1996. [9] , " Constrained controllability of nonlinear systems," J. Math. Anal. Appl., vol. 201, no. 2, pp. 365-374, 1996. [10] , "Constrained approximate boundary controllability," IEEE Trans. Automat Abstract-This paper studies the problem of adaptive control for a class of nonlinear time-varying discrete-time systems with nonparametric uncertainties. The plant parameters considered here are not necessarily slowly time-varying in a uniform way. They are allowed to have finite number of big jumps. By using the backstepping procedures with parameter projection update laws, a robust adaptive controller can be designed to achieve adaptive tracking of a reference signal for this class of systems. It is shown that the proposed controller can guarantee the global boundedness of the states of the whole adaptive system in the presence of parametric and nonparametric uncertainties. It can also ensure that the tracking error falls within a compact set whose size is proportional to the size of the uncertainties and disturbances. In the ideal case when there is no nonparametric uncertainties and time-varying parameters, perfect tracking will be achieved.
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I. INTRODUCTION
Adaptive control of nonlinear systems is an increasingly active area of research. Much progress has been achieved for continuous-time systems [1] - [7] . In contrast, the effort devoted to the adaptive control of nonlinear discrete-time systems is less. This is mainly because it is usually difficult to find a discrete-time Lyapunov function such that its increment is a linear function with respect to the increments of its variables. Thus, some developed control techniques such as the backstepping design scheme, which are based on Lyapunov theory and have been shown very effective to control of a large class of continuous-time systems, cannot be parallelly extended to treat nonlinear discrete-time systems.
Recently, this problem was considered in [8] . By employing the basic parameter estimators in [9] as update laws and ultilizing the properties of these estimators, the global boundedness and convergence can be achieved without employing Lyapunov functions in the backstepping procedures. But the results of [8] were obtained only in the ideal case neglecting uncertainties such as time-varying parameters, unmodeled dynamics, and external disturbances which usually inevitable in practical situations. Under the same condtions for the nominal system in [8] , a robust design scheme was proposed in [10] . However, in order to obtain the stability of the adaptive system subject to the proposed controller, a constant which depends on the system initial states is used in the design of the parameter estimation adaptive laws in [10] . Therefore, only local stability can be guaranteed in [10] .
In this paper, a robust backstepping adaptive controller is designed without using such a constant in the adaptive laws as in [10] . It is shown, though the procedures are more complex than those in [10] , that the proposed controller can achieve global stability results for a class of nonlinear discrete-time systems with time-varying parameters and nonparametric uncertainties. In our design, the plant parameters are not necessarily slowly time-varying in a conventional uniform way as in [13] . They are allowed to have a finite number of large jumps. It is also shown that the proposed adaptive controller can also ensure a small-in-the-mean tracking error in the presence of parametric and nonparametric uncertainties. When the uncertainties disappear, perfect tracking is ensured.
II. PROBLEM FORMULATION
It has been shown in [8] that under certain geometric conditions a large class of nonlinear discrete-time systems can be transformed into a parametric-strict-feedback form. If some uncertainties are also considered, the class of nonlinear systems to which the adaptive control can be applied will be enlarged. This motivates us to consider a class of uncertain nonlinear time-varying discrete-time systems described by x t+1 1 = x t 2 + T (t) 1 x t 1 + 1 (t) x t+1 2 = x t 3 + T (t) 2 x t 1 ; x t 2 + 2 (t)
. . .
x t+1 n01 = x t n + T (t) n01 x t 1 ; x t 2 ; 11 1;x t n01 + n01 (t) x t+1 n = T (t) n x t 1 ; x t 2 ; 111; x t n + n (t) + u(t) y(t) = x1(t) (1) where u(t) and y(t) represent the system input and output respectively, and (t) is the unknown time-varying parameter vector in R p . For each 1 i n; i (x t 1 ; 111 ; x t i ) are known nonlinear functions which are continuous and satisfies i(0) = 0. For simplicity of illustration, i (x t 1 ; x t 2 ; 11 1;x t i ) are denoted by i (t) for each i = 1; 2; 111; n in the remaining parts of the paper. Two types of uncertainties are considered in the discrete-time system described by (1). One is parametric uncertainty denoted by the unknown time-varying parameter vector (t). Usually we have some a priori knowledge about the range of (t), which is characterized by the following assumption.
Assumption A.1: (t) lies in a known convex compact set 2, i.e., (t) 2 2 =f(t):
where k is a positive constant.
In addition, the time variation of the parameters satisfies the following.
Assumption A.2:
where k and are constants and can be reduced to sufficiently small. As no smallness restriction is imposed on k, this assumption not only allows for slowly time-varying parameters in a uniform way as in [13] , but also takes into account time-varying parameters with big jumps.
Another kind of uncertainty appearing in (1) is the nonparametric uncertainty denoted by the unknown functions i (t), which may often be due to modeling errors and external disturbances. As shown in [12] , they satisfy the following assumption. 
where c is a known constant. It will be shown later that knowledge of and d is not required to implement the adaptive controller.
Remark 2.1:
From (4), it is noted that the modeling error i (t) can have infinite memory as the function max 0t01 k 1 k is included.
However, this makes the stability analysis more difficult especially when the knowledge of and d is not available.
The adaptive control problem is to obtain a control law for plant (1) such that all the signals in the resulting closed-loop system are bounded for arbitrary bounded reference set-point y m (t) and initial conditions, and the tracking error jy(t) 0 y m (t)j is small in some sense. To solve the problem, an additional assumption on the nonlinear functions i(t) is required. 
where k 0 and k are constants. All the norms in this paper are vector norms.
III. ADAPTIVE CONTROL DESIGN USING BACKSTEPPING TECHNIQUE
The desired controller can be obtained by performing the following backstepping procedures.
Step 1: Let
Then z t+1
The update law for 1 (t) is obtained by the following projection algorithm:
where e 1 (t + 1) 1 = z t+1 1 0 z t 2 (11) and }f1g denotes a projection operator.
Step j (2 j n 0 1): To proceed, the following functions are needed:
i;j(t) 1 = i z t j0i+1 ; z t j0i+2 01(t) T 1;j0i+1(t); 1 11;
where 1 i j 0 1.
The update law for j (t) is obtained bŷ j (t + 1) =} j (t) + j(t)ej(t + 1) 1 + kj(t)k 2
where ej(t + 1) 1 = z t+1 j 0 z t j+1 0 j(t + 1):
Step n: The control law is taken as 
and fi (i = 1; 2; 111 ; n) are the coefficients of a strictly stable polynominal F (q 01 ), i.e., F (q 01 ) = 1 + f n q 01 + 11 1 + f 1 q 0n . The update law for n (t) is obtained bŷ n (t + 1) = } n (t) + n(t)en(t + 1) 1 + kn(t)k 2 
with 1(t + 1) 1 = 0.
Some useful properties of the estimator, which will aid our robust stability analysis, are established in Appendix A.
IV. STABILITY ANALYSIS
In this section we show that there exist small constants 3 and 3 such that for each 2 [0; 3 ] and 2 [0; 3 ], all the signals in the closed-loop system (25) are bounded for any bounded initial conditions, bounded tracking reference signal, and external disturbances. Similar stability analysis methods as in [11] and [12] , where the inductive strategy is adopt, are used to come up with the conclusion.
The stability together with a tracking property of the closed-loop system are stated in the following theorem. z(t + 1) = Fz(t) + by m (t + n) + 9(t + 1) + e(t + 1) y(t) = c T z(t) (25) i(t + 1) = }i(t) + (z t+1 i 0 z t i 0 i(t))i(t) 1 + k i (t)k 2 ; 1 i n 0 1 
where Z + denotes all positive integers.
Clearly, from Lemma A.1, it is sufficient to show that kz(t)k is bounded for t 2 N 1 to obtain the boundedness of z(t) in the whole time interval [0; 1). To this end, we choose time instant t 0 such that t0 0 1 2 N2 and [t0; t 0 1] 2 N1. The inductive strategy is adopted to prove the result. Firstly, note that kx(0)k M 0 . Thus it follows from Lemma A.1 that there exists a constant M such that kz(0)k b l M 0 M. Next we assume that kz()k M for = 0; 1; 11 1;t 0 1, then we show that kz(t)k < M. Performing similar procedures as in [11] , which includes squaring both sides of (37), applying the Schwarz inequality and the discrete Grownwall lemma, and using that fact that the arithmetic mean of a sequence of nonnegative numbers is greater than the geometric mean of the same sequence, we can show that there exit constants 3 , 3 , and 3 such that kz(t)k 2 C 7 + C 8 c 2 2 (k 1 (k 0 ) 2 + k 2 ) M 2 0 + C 9 ;
for < 3 ; < 3 ; < 3 (38) where C9 is a constant combining k; k 0 ; and k . (42) and (43) to (25), (32) follows.
Remark 4.1: It is noted that if there is no nonparametric uncertianty and the system parameters are constants, i.e., = 0; = 0 and = 0; ki(t+1)0i(t)k ! 0; jei(t+1)j ! 0, and jy(t)0(1=K)ym(t)j ! 0, which implies perfect tracking is achieved.
Remark 4.2:
It is noted that the adaptive controller in Section III was obtained by employing an update law in each backstepping step. This results in overparameterization. This problem can be avoided by postponing the determination of the update law until in the last step; see [10] for details.
V. CONCLUSION
In this paper, a scheme of designing adaptive controller for a class of nonlinear time-varying discrete-time systems is developed by using the backstepping tool and parameter projection. With this scheme, the global boundedness of the adaptive closed-loop system is guaranteed for any bounded initial conditions, set-point signals, and external disturbances, and small-in-the-mean tracking error can be achieved. It is also clear that those stability and convergence results obtained in the ideal case are still preserved if there are no modeling errors, external disturbances, and time-varying parameters. Particularly in the ideal case, perfect tracking of a reference trajactory is achieved. Since both the parametric and nonparametric uncertainties are considered, the class of the nonlinear discrete-time systems for which the adaptive control can be ultilized has been enlarged.
APPENDIX A PARAMETER ESTIMATOR PROPERTIES
It is shown in the proof of Theorem 1 that the properties of the adaptive laws are crucial to fulfill the stability analysis. All these necessary properties are given in this section. For convenience of illustration, we denote x(t) 1 = x t 1 ; x t 2 ; 11 1;x t n T 2 R n z From the definitions of z t j , it is trivial to show that the relationship between the new state variable z(t) and the original state x(t) can be specified by the following lemma.
Lemma A.1: For z(t) obtained by (7), (8) , and (14), we have
where b l and b u are constants which depend on k and k .
The properties of the estimator given (26) and (27) are summarized in the following lemma, which is used in the robust stability analysis. 
2)
ki(t + 1) 0i(t)k jẽi(t + 1)j: 
2) Letip( ) denote a parameter estimate before applying a projector }, i.e., ip( + 1) 0i() = i ( )e i ( + 1) 1 + k i ( )k 2 :
3) Introducing vi(t + 1) = T i (t + 1)i(t + 1), we get Here an inductive strategy is adopted to verify (A-22). First, consider i = 1. From the definitions of 1;k (t) and e k (t + 1), (2), 
Remark A.2:
In Lemma A.2, it is noted that the update law has the same properties as those given in [8] if the nonparametric uncertainties are removed and all the system parameters are considered to be constants. Moreover, the constants a 1 ; a 0 1 ; and a 2 are functions of and . They can be made sufficiently small by specifying sufficiently small and .
