Environmental noise impact on regularity and extinction of population systems with infinite delay  by Wu, Fuke & Yin, G.
J. Math. Anal. Appl. 396 (2012) 772–785
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
Environmental noise impact on regularity and extinction of population
systems with infinite delay
Fuke Wu a, G. Yin b,∗
a School of Mathematics and Statistics, Huazhong University of Science and Technology, Wuhan, Hubei 430074, PR China
b Department of Mathematics, Wayne State University, Detroit, MI 48202, USA
a r t i c l e i n f o
Article history:
Received 29 January 2012
Available online 15 July 2012
Submitted by Juan J. Nieto
Keywords:
Stochastic population system
Regularity
Extinction
Stochastic persistence
Stochastic boundedness
a b s t r a c t
Populations of biological species are often subject to different types of environmental
noises. These noises play crucial roles and have significant impact on the evolution and
biodiversity. To understand the effects of different types of noises on the asymptotic
properties of the populations, this paper reveals the influence of inherent net birth
noise and the interaction noise among stochastically perturbed population systems. By
considering systems with infinite delays, (1) this paper discovers that (a) the interaction
noise may suppress the potential explosion and guarantee the existence of the global
solution, which yields regularity of the stochastic system, and (b) the inherent net birth
noisemay lead to extinction of the populations; (2) this paper provides sufficient conditions
that ensure the stochastic persistence, stochastic boundedness, and asymptotic polynomial
growth of the population system; (3) this paper demonstrates that these asymptotic
properties are completely determined by stochastic noises and are independent of other
parameters.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Populations of biological species are often subject to different types of noises that have significant impact on the evolution
and biodiversity; see for example, [1–3]. Aiming at understanding the fundamental underpinning of the noise effects, this
paper reveals the influence of the inherent net birth noise and the interaction noise on the populations through stochastic
analysis of the underlying dynamic systems.
The past history has major influence on the present populations. Thus, not only is considering systems with delays
realistic, but also necessary. The delays can be used to represent the negative feedback crowding and the effect of all the past
life history of the species on its present state. Considering the dependence on the history of the species is more appropriate
to include remote past. In this work, we concentrate onmodels that are stochastic differential equationswith infinite delays.
Our contributions in this paper are as follows:
(1) This paper reveals the impact of the noises on the population systems:
(a) The interaction noise may suppress the potential explosion and guarantee the existence of the global solution,
yielding regularity of the stochastic system.
(b) The inherent net birth noise may lead to extinction of the population.
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(2) This paper also addresses the issues such as stochastic persistence, stochastic boundedness, and asymptotic polynomial
growth of the stochastic population system.
(3) It is demonstrated that these asymptotic properties are completely determined by stochastic noises and are independent
of other parameters.
Motivation and literature. There is an extensive literature concerning the dynamics of various population interactions. Here
we only mention Bereketoglu and Győri [4], He [5], Kuang and Smith [6], Leung and Zhou [7], Meng and Chen [8] and Teng
and Rehim [9] among many others. In particular, the books by Gopalsamy [10] and Kuang [11] provide good references in
this area. Here, let us begin with the following differential equation with infinite delays
x˙i(t) = xi(t)

ri +
n
j=1
aijxj(t)+
n
j=1
bij
 0
−∞
xj(t + θ)dµ(θ)

, i = 1, 2, . . . , n, (1.1)
which is used to describe the population dynamics of n-species with interactions, where xi(t) represents the population
size of ith species, being constant parameters, ri is the inherent net birth rate of ith species, aij, bij with i, j = 1, 2, . . . , n
represent the interaction rates, and µ is a probability measure on (−∞, 0] that may be any functions defined on (−∞, 0]
of bounded variations. The interactions of the population depend on the sign of the parameters aij and bij. For example,
aij, bij < 0 (showing the overcrowding phenomenon in one population interior) represents a competition between and/or
within the populations and aij, bij > 0 represents the mutual benefit between the populations (altruism). It is important
to reveal how the different noises affect the population system. For each i = 1, . . . , n, ri (the inherent net birth rate of
the ith species) is often subject to unpredictable noise perturbations. According to the central limit theorem, the sum of
these perturbing factors follows a normal distribution, so ri may be replaced by ri → ri + qiw˙1, where w˙1 is a white noise,
qi is used to measure the intensity of the noise imposed on the inherent net birth rate of ith species. Interactions among
biological species lead to very diverse and intricate behaviors of a population and may also be stochastically perturbed so
that aij → aij+qijw˙2, where w˙2 is another white noise and qij measures the intensity of the noise imposed on the interaction
rates aij. Assuming thatw1(t) andw2(t) are independent, (1.1) becomes the following Itô stochastic differential systemwith
infinite delays in the matrix form
dx(t) = diag(x1(t), x2(t), . . . , xn(t))

r + Ax(t)+ B
 0
−∞
x(t + θ)dµ(θ)

dt + qdw1(t)+ Qx(t)dw2(t)

, (1.2)
where x(t) = (x1(t), x2(t), . . . , xn(t))′ with z ′ denoting the transpose of z, diag(x1, x2, . . . , xn) is the n× n diagonal matrix
with diagonal entries x1, x2, . . . , xn, r = (r1, r2, . . . , rn)′, A = [aij]n×n, B = [bij]n×n, q = (q1, q2, . . . , qn)′, and Q = [qij]n×n.
Such stochastic population systems have received increasing attention recently. In [12–15], the interaction noise was dealt
with; it was shown that this noise may suppress the potential population explosion and guarantee the existence of the
global positive solution of the stochastic population system. In [16,17], the inherent net birth noise was examined; it was
shown that the corresponding stochastic population system’s behavior is similar to the corresponding deterministic system.
It was shown in [18] that the different structures of environmental noise may have different effects on the population
dynamics by reviewing these two classes of the stochastic systems. In [19,20], we introduced an environmental noise with
the polynomial structure into the population system and showed that different polynomial structures have different effects
on the asymptotic properties of the population system. As a general reference for stochastic stability of diffusions, we refer
the reader to [21]; for concepts of probability measures etc., we refer to [22].
Our setup and contributions. All of the aforementioned papers only considered one environmental noise source in the
population system. The works of Luo and Mao [23,24] and Zhu and Yin [25,26] examined the regime-switching population
systems in which a Brownian noise and a Markov chain were used. In contrast to the existing results in the literature, this
paper initiates a new study on two different types of Brownian noises to stochastically perturb the interaction rate aij and the
inherent net birth rate ri. We demonstrate that different types of noises have different effects on the asymptotic properties
in the infinite delay framework. To illustrate, let us consider the scalar logistic system with infinite delays
x˙(t) = x(t)

r + ax(t)+ b
 0
−∞
x(t + θ)dµ(θ)

, (1.3)
which is often used to describe a single-species population dynamics, where r, a, b are constants and µ is a probability
measure on (−∞, 0]. If a < 0, r > 0, and |a| > b, for any positive initial data, system (1.3) admits a global positive solution,
and the solution, denoted by x(t) satisfies limt→∞ x(t) = −r/(a + b) (see [11]). In contrast, if a, r > 0 and b ≥ 0, (1.3) is
often used to model one-species altruism-type population dynamics that only has a local solution, i.e., this population will
explode in a finite time. To see this, let us consider a system without delays
y˙(t) = y(t)[r + ay(t)] (1.4)
with the initial value y(0) = x(0) > 0. For a, r > 0, this equation has the local explicit solution y(t) = ry(0)−ay(0)+e−rt (r+ay(0))
on 0 ≤ t < τe, where τe = −[log(ay(0)/(r + ay(0)))]/r is the explosion time, i.e., y(t) → ∞ as t ↑ τe. For b ≥ 0, by the
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comparison theorem, x(t) ≥ y(t). This implies that the solution x(t) of system (1.3) will also explode in a finite time. This
defies one of the ecological laws that a population should be self-limited (see [27]).
Introduce the inherent net birth noise and add stochastic perturbations to (1.3) so that
dx(t) = x(t)

r + ax(t)+ b
 0
−∞
x(t + θ)dµ(θ)

dt + qdw(t)

. (1.5)
To examine this stochastic system, consider the non-delayed stochastic system
dy(t) = y(t)[(r + ay(t))dt + qdw(t)] (1.6)
with the initial value y(0) = x(0) > 0. We obtain the explicit solution to (1.6)
y(t) = exp

r − 12q2

t + qw(t)
y−1(0)− a  t0 exp r − 12q2 s+ qw(s) ds on 0 ≤ t < Te, (1.7)
where Te is the explosion time. Clearly, if a < 0, Te = ∞ a.s. That is, (1.6) admits a global positive solution for any initial
value y(0) > 0. In contrast, if a > 0, Te is a finite variable satisfying
 Te
0 exp

r − 12q2

s+ qw(s)

ds = 1ay(0) , which implies
that the solution of (1.6) will explode at Te. Because b ≥ 0, by the comparison theorem, x(t) ≥ y(t). This implies that x(t)
will also explode in a finite time and the inherent net birth noise cannot suppress the potential explosion.
Using (1.5) as a base model but with two classes of Brownian noises, we obtain
dx(t) = x(t)

r + ax(t)+ b
 0
−∞
x(t + θ)dµ(θ)

dt + qdw1(t)+ q¯x(t)dw2(t)

. (1.8)
We will demonstrate in this paper that if q¯ ≠ 0, there exists a global positive solution to stochastic system (1.8) with
probability one (Theorem 3.1 of this paper). That is, the interaction noise has the effect of explosion suppression, which
leads to positive, regular solution to the system. The condition q¯ ≠ 0 shows that the positive regularity only depends on
the interaction noise and is independent of other parameters. Moreover, for this system, sufficiently large inherent net birth
noise may lead to extinction of the population. By virtue of Theorem 4.5 in this paper, if q2 > 2r + (a+ + b+)2/q¯2, then
the solution of stochastic system (1.8) will converge to zero exponentially fast with probability one (namely, the population
system will become extinct). These show that the different types of environmental noises will have different effects on the
asymptotic properties of the population. Themain aimof this paper is to reveal these properties for n-dimensional stochastic
system (1.2).
Outline of the paper. In the next section, we provide some notation together with several preliminary lemmas. Then we
establish the existence and uniqueness theorem of the global positive solution to (1.2) in Section 3, which shows that
the interaction noise can yield the positive regularity of the system. In addition, stochastic persistence of the population
is also considered. Section 4 examines the stochastic boundedness of this global positive solution, including the moment
boundedness and stochastic-ultimate boundedness. In addition, it gives pathwise estimates showing that the stochastic
system grows at most polynomially. Moreover, it shows that the sufficiently large inherent net birth rate noise will result
in the population extinction. All of these asymptotic properties are determined by the interaction noise. Finally, Section 5
makes further remarks. To keep better flow of presentation, Appendix is placed at the end of the paper to include longer
proofs of four theorems.
2. Preliminaries
Throughout this paper, unless otherwise specified, we use the following notations. Let |·| be the Euclidean norm inRn. If A
is a vector ormatrix, its transpose is denoted byA′. LetR+ = (0,∞) andRn+ = R+×· · ·×R+, and denote by C((−∞, 0];Rn)
the family of continuous functions from (−∞, 0] to Rn. Similarly, denote by Cb((−∞, 0];Rn) the family of bounded and
continuous functions from (−∞, 0] to Rn with the norm ∥ϕ∥ = supθ≤0 |ϕ(θ)| < ∞, which forms a Banach space. In [6,
20], Cγ = {ϕ ∈ C((−∞, 0],Rn+) : ∥ϕ∥γ = supθ≤0 eγ θ |ϕ(θ)| <∞}was chosen as the phase space; see also related work of
Garrido-Atienza et al. [28] on stochastic equations with random delays. Note that Cγ contains Cb((−∞, 0];Rn) as a special
case. For the purpose of simplicity, we use Cb((−∞, 0];Rn) as the phase space in this paper, but all of the results of this
paper can be established on the space Cγ . If a, b ∈ R, a∨ b denotes the maximum of a and b, and in particular, a+ = a∨ 0.
Let (Ω,F , P) be a complete probability space with a filtration {Ft}t≥0 satisfying the usual conditions, that is, it is right
continuous and increasing while F0 contains all P-null sets. Let w1(t) and w2(t) be two independent scalar Brownian
motions defined on this probability space. If x(t) is an Rn-valued stochastic process, define xt = {x(t + θ) : −∞ < θ ≤ 0}
for t ≥ 0. We often use the function
Vp(x) =
n
i=1
xpi , for x = (x1, . . . , xn)′ ∈ R+ and some p > 0. (2.1)
For ease of reference, we state the following lemmas (see [19]).
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Lemma 2.1. For x ∈ Rn+, p > 0, V p1 (x) ≤ n(p−1)∨0Vp(x).
Lemma 2.2. For any x ∈ Rn+ and p > 0,
Vp(x) ≤ n(1− p2 )∨0|x|p, |x|p ≤ n( p2−1)∨0Vp(x).
LetM0 denote all probability measures µ on (−∞, 0]. For any ε > 0, define
Mε :=

µ ∈M0;µε :=
 0
−∞
e−εθdµ(θ) <∞

. (2.2)
There exist many such probability measures; we mention two examples below.
(i) For any τ ∈ [0,∞), let µ be the Dirac measure in−τ . Then for any µ ∈M0 and ε ≥ 0,
µε =
 0
−∞
e−εθdµ(θ) = eετ <∞,
which implies µε ∈Mε .
(ii) Let µ(θ) = eθ . Then µ is a probability measure on (−∞, 0] and for any ε ∈ [0, 1),
µε =
 0
−∞
e−εθeθdθ = 1
1− ε <∞,
which also implies µ ∈Mε for any ε ∈ [0, 1).
Lemma 2.3. Fix ε0 > 0. For any ε ∈ [0, ε0], µε is continuously nondecreasing and satisfies µε0 ≥ µε ≥ µ0 = 1 andMε0 ⊆
Mε ⊆M0.
Proof. Fix θ ∈ (−∞, 0]. Clearly, e−εθ is a nondecreasing function in ε. This implies that µε is a nondecreasing function
in ε and hence µε0 ≥ µε ≥ µ0 = 1 andMε0 ⊆ Mε ⊆ M0 since ε ∈ [0, ε0]. The dominated convergence Theorem (see
[29, Theorem 1.21, p. 11]) gives continuity. 
Let Lp((−∞, 0];Rn) denote all functions h : (−∞, 0] → Rn such that  0−∞ |h(s)|pds <∞. We give the following lemma.
Lemma 2.4. Let ϕ ∈ Cb((−∞, 0];Rn) ∩ Lp((−∞, 0];Rn) for some p > 0. Then for any q > p, ϕ ∈ Lq((−∞, 0];Rn).
Proof. Clearly, by the definition of the norm in Cb((−∞, 0];Rn), we have 0
−∞
|ϕ(θ)|qdθ =
 0
−∞
|ϕ(θ)|p|ϕ(θ)|q−pdθ
≤ ∥ϕ∥q−p
 0
−∞
|ϕ(θ)|pdθ <∞,
which is the desired assertion. 
3. Regularity, positivity, and stochastic persistence
In this paper, we are interested in positive solutions since the dynamics of the system are associated with the biological
species. A well-known concept for diffusion processes is regularity, which requires the underlying process having no finite
explosion time with probability one. This concept carries over to the delay differential equations with the replacement of
the initial condition by initial segment. To prepare us for the subsequent study, we make the following definitions.
Definition 3.1. Denote the solution of (1.2) with initial segment ξ ∈ Cb((−∞, 0];Rn+) by x(t; ξ).
• The solution x(t; ξ) is said to be positive if it remains to be in the positive quadrant with probability one. That is,
P(x(t; ξ) ∈ Rn+ : t ≥ 0) = 1.
• The solution x(t; ξ) is said to be regular if for any 0 < T <∞,
P{ sup
0≤t≤T
|x(t; ξ)| = ∞} = 0. (3.1)
Regularity, an important property, together with the positivity, shows that the population system will not explode,
nor will it become extinct in any finite time. Note that the deterministic system (1.1) does not satisfy the linear growth
condition. As a result, the solution of this systemmay explode in a finite time. To obtain the global solution, some conditions
have to be imposed on the parameters aij and bij (see [10,11]). The stochastic system (1.8) shows that introduction of the
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interaction noise may yield regularity and guarantee the existence of the global positive solution. In this section, we show
that the existence of the global positive solution of (1.2) only depends on the interaction noise and is independent of other
parameters. This point has not been noted up to date to the best of our knowledge. To carry out the analysis, we need the
following simple assumption on the interaction noise intensity matrix Q .
Assumption 3.1. For i, j, k = 1, 2, . . . , n, qii ≠ 0 and qijqik ≥ 0 if j ≠ i ≠ k.
In [13], to suppress the potential explosion, the interaction noise intensity matrix Q is required to satisfy: qii > 0 if
1 ≤ i ≤ n and qij ≥ 0 if i ≠ j. Assumption 3.1 is thus more general.
Theorem 3.1. Under Assumption 3.1, there exists a unique global positive solution to (1.2) almost surely for any initial data
ξ ∈ Cb((−∞, 0];Rn+) ∩ L1((−∞, 0];Rn+).
As can be seen in Appendix A.1, the key of the proof of Theorem 3.1 is the estimate of I3 together with the boundedness
of Hi(x), which depends on Assumption 3.1. This implies that the positive regularity is only determined by the interaction
Brownian noise and is independent of other parameters. By the definition of the stopping time τk, the stochastic persistence
is a direct consequence of Theorem 3.1. Before stating this result, let us present the notion of stochastic persistence for a
diffusion process with delay for the problem that we are interested in.
Definition 3.2. Let O ⊂ Rn+ be an open set with compact closure and ξ ∈ Cb((−∞, 0];O). A regular positive solution of
(1.2) with initial data ξ , denoted by x(t; ξ), is said to be stochastically persistent if
P(τ ξ = ∞) = 1,
where τ ξ = inf{t : x(t; ξ) ∉ Rn+}.
Remark 3.2. Note that it follows from the above definition, for any finite T > 0,
P(τ ξ ≤ T ) = 0.
Consider x(t; ξ) = (x1(t; ξ), x2(t; ξ), . . . , xn(t; ξ))′ a regular positive solution of (1.2) with initial data ξ . For any sequences
of positive numbers {γk} and {Γk} satisfying γk → 0 and Γk →∞, if for each i = 1, 2, . . . , n,
lim
k→∞ P(γk ≤ xi(t; ξ) ≤ Γk) = 1,
then x(t; ξ) is stochastically persistent.
As a corollary of Theorem 3.1, statement (a) below is readily obtained. By virtue of Definition 3.2 and Remark 3.2, taking
γk = 1/k and Γk = k, statement (b) below also follows.
Corollary 3.3. Under the conditions of Theorem 3.1,
(a) for any ε ∈ (0, 1) and T > 0, there exists a sufficiently large integer K¯ = K¯(ε, T ) such that for k > K¯ the solution of (1.2)
satisfies
P

x(t) : 1
k
< xi(t; ξ) < k for each i and for all 0 ≤ t ≤ T

≥ 1− ε;
(b) the solution x(t; ξ) is stochastically persistent.
4. Asymptotic properties
Theorem 3.1 shows that the solution of (1.2) will remain inRn+. This nice positive property enables us to further examine
this solution in Rn+ in more detail. Comparing with positive regularity, the asymptotic properties are more interesting from
the biological point of view. This section examines stochastic boundedness, including the moment boundedness and the
trajectory boundedness with large probability and gives the asymptotic pathwise estimates. Also provided are results on
extinction estimates.
4.1. Stochastic boundedness, tightness, and growth rates
To examine the asymptotic boundedness, we need to impose a constraint on the probability measure µ. Fix ε0 > 0
sufficiently small and let µ ∈Mε0 .
Theorem 4.1. For ε0 > 0 sufficiently small, let µ ∈ Mε0 . Under Assumption 3.1, for any initial data ξ ∈ Cb((−∞, 0];Rn+) ∩
L1((−∞, 0];Rn+) and any p ∈ (0, 1), there exists a constant Kp independent of ξ such that x(t), the solution of (1.2) satisfies
lim sup
t→∞
E|x(t)|p ≤ Kp. (4.1)
This is, x(t) is bounded in the pth moment.
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To establish the relationship between the moment boundedness and the stochastically ultimate boundedness (or
tightness), let us present the following lemma, whose proof can be found in [20, Lemma 3.3].
Lemma 4.2. For any p > 0, if the stochastic process x(t) is bounded in the pth moment, i.e., lim supt→∞ E|x(t)|p ≤ Kp, where
Kp is a constant dependent on p, then x(t) is stochastically ultimately bounded, namely, for any ϵ ∈ (0, 1), there exists a constant
M = M(ϵ) such that x(t) satisfies
lim inf
t→∞ P{|x(t)| ≤ M} > 1− ϵ. (4.2)
Applying this lemma to Theorem 4.1 yields the following tightness result.
Theorem 4.3. Fix ε0 > 0 sufficiently small and let µ ∈Mε0 . Under Assumption 3.1, for all initial data ξ ∈ Cb((−∞, 0];Rn+)∩
L1((−∞, 0];Rn+), x(t) is stochastically ultimately bounded, that is, (4.2) holds.
To proceed, we continue to examine the asymptotic behavior stochastic system (1.2). The following result shows that
this stochastic population system will grow at most polynomially.
Theorem 4.4. Fix ε0 > 0 sufficiently small and let µ ∈Mε0 . Under Assumption 3.1, for all initial data ξ ∈ Cb((−∞, 0];Rn+)∩
L1((−∞, 0];Rn+), the solution of (1.2) satisfies
lim sup
t→∞
log |x(t)|
log t
≤ 1 a.s. (4.3)
That is, x(t) grows with at most polynomial speed.
This theorem shows that the stochastic system (1.2)will grow atmost polynomially. By virtue of this result, for any ϵ > 0,
there is a positive random time Tϵ such that for any t ≥ Tϵ ,
|x(t)| ≤ t1+ϵ with probability one. (4.4)
In other words, with probability one, the solution will not grow faster than t1+ϵ .
4.2. Extinction
This section shows that the sufficiently large inherent birth noise will lead to extinction of the population. The essence
is to examine the associated Lyapunov exponent.
Definition 4.1. The population is said to reach the extinction, if
lim
t→∞ x(t; ξ) = 0 w.p.1,
where x(t; ξ) is the solution of (1.2) with initial segment ξ ∈ Cb((−∞, 0];Rn+).
Theorem 4.5. Let Assumption 3.1 hold. Assume moreover that the inherent birth noise intensities qi (i = 1, . . . , n) are
sufficiently large in the sense that
qiqj > ri + rj +
n3

max
1≤i,j≤n
{a+ij } + max1≤i,j≤n{b
+
ij }
2
min
1≤i≤n{q
2
ii}
, 1 ≤ i, j ≤ n. (4.5)
Then for any given initial value ξ ∈ Cb((−∞, 0];Rn+) ∩ L1((−∞, 0];Rn+), the global positive solution x(t) of (1.2) satisfies
lim sup
t→∞
log |x(t)|
t
≤ −γ , a.s., (4.6)
where
γ = ϕ
2n
−
n2

max
1≤i,j≤n
{a+ij } + max1≤i,j≤n{b
+
ij }
2
2 min
1≤i≤n{q
2
ii}
> 0, ϕ = min
1≤i,j≤n(qiqj − ri − rj), (4.7)
namely, the population will decay exponentially with probability one.
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5. Concluding remarks
In this paper, we have investigated environmental noise impact on regularity and asymptotic behavior of population
dynamics with infinite delays. Specifically, we obtained the existence of positive solutions, regularity, stochastic
boundedness, and pathwise estimates. We also obtained that the sufficiently large inherent net birth rate noise will result
in the population extinction. We showed that the asymptotic properties only depend on the interaction noise and are
independent of the inherent birth noise and other parameters.
The basic premise we used in the paper is based on the setup in [11], in which the signs of aij and bij will be of critical
importance. We considered aij+ qijw˙2 and bij+ b˜ijω˙, because of the Gaussian distributions involved. These terms cannot be
of fixed sign. We used the setup of Kuang so aij, bij < 0 represents a competition between and/or within the populations
and aij, bij > 0 represents the mutual benefit between the populations. If white noise perturbations are added, the possible
changing of signs makes the problem more complex. Thus, a different approach is needed to deal with such situations.
Since jump discontinuity may appear in many applications, we may proceed to study systems that are represented by
switching jump diffusions with delays in the future. Another interesting but more difficult problem is the switching process
depends on the dynamics.
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Appendix. Technical complements
A.1. Proof of Theorem 3.1
Proof. Although there are some similarities compared to Theorem 2.1 in [20], (1.2) and Assumption 3.1 are different from
that considered in [20], which result in different proofs. Since the coefficients of (1.2) are polynomial, they are locally
Lipschitz continuous. For any initial data ξ = (ξ1, ξ2, . . . , ξn)′ ∈ Cb((−∞, 0];Rn+), by the standard truncation methods
[30, Theorem 3.2.2, p. 95] and [31], there exists a unique maximal locally positively strong solution x(t) on t ∈ (−∞, τe),
where τe is the minimum of the explosion time and the time reaching zero. To show that the solution is global and positive,
we need only prove that τe = ∞ a.s. Let k0 be a sufficiently large positive number such that 1/k0 < ξi(0) < k0 for all
i = 1, 2, . . . , n. For each integer k ≥ k0, define the stopping time
τk = inf

t ∈ [0, τe) : xi(t) ∉

1
k
, k

for some i = 1, 2, . . . , n

(A.1)
with the traditional convention inf∅ = ∞, where ∅ denotes the empty set. Clearly, {τk} is an increasing sequence.
Consequently, as k →∞, τk → τ∞ ≤ τe a.s. If we can show τ∞ = ∞, then τe = ∞ a.s., which implies that there almost
surely exists a unique globally positive solution. This is also equivalent to proving that, for any t > 0, P(τk ≤ t) → 0 as
k →∞. To prove this statement, for any p ∈ (0, 1), define a C2-function
U(x) =
n
i=1
u(xi), (A.2)
where u(xi) = xpi − 1− p log xi. Clearly, u(·) ≥ 0 and u(0+) = u(∞) = ∞. Applying the Itô formula and taking expectation
yield
EU(x(t ∧ τk)) = EU(x(0))+ E
 t∧τk
0
LU(xs)ds, (A.3)
where for any ϕ ∈ C((−∞, 0];Rn+),LU is defined as
LU(ϕ) =
n
i=1
pϕpi (0)

ri +
n
j=1
aijϕj(0)+
n
j=1
bij
 0
−∞
ϕj(θ)dµ(θ)

−
n
i=1
p

ri +
n
j=1
aijϕj(0)+
n
j=1
bij
 0
−∞
ϕj(θ)dµ(θ)

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+ p(p− 1)
2
n
i=1
ϕ
p
i (0)

q2i +

n
j=1
qijϕj(0)
2
+ p
2
n
i=1

q2i +

n
j=1
qijϕj(0)
2
=: I1 + I2 + I3 + I4. (A.4)
By the Young inequality,
I1 ≤
n
i=1
pϕpi (0)

ri +
n
j=1
a+ij ϕj(0)+
n
j=1
b+ij
 0
−∞
ϕj(θ)dµ(θ)

≤ p
n
i=1
riϕ
p
i (0)+
p
1+ p
n
i=1
n
j=1

p(a+ij + b+ij )+ a+ji + b+ji

ϕ
1+p
i (0)
+ p
1+ p
n
i=1
n
j=1
b+ij
 0
−∞
ϕ
1+p
j (θ)dµ(θ)− ϕ1+pj (0)

.
It can be seen that
I2 ≤ −p
n
i=1
ri + p
n
i=1
n
j=1
[|aji| + |bji|]ϕi(0)+ p
n
i=1
n
j=1
|bij|
 0
−∞
ϕj(θ)dµ(θ)− ϕj(0)

.
Noting that p ∈ (0, 1), by Assumption 3.1,
I3 = p(p− 1)2
n
i=1
q2i ϕ
p
i (0)+
p(p− 1)
2
n
i=1
n
j=1
n
k=1
qijqikϕ
p
i (0)ϕj(0)ϕk(0)
= p(p− 1)
2
n
i=1
q2i ϕ
p
i (0)+
p(p− 1)
2
n
i=1
q2iiϕ
2+p
i (0)+
p(p− 1)
2
n
i=1
n
j=1,j≠i
n
k=1,k≠i
qijqikϕ
p
i (0)ϕj(0)ϕk(0)
≤ p(p− 1)
2
n
i=1
q2i ϕ
p
i (0)+
p(p− 1)
2
n
i=1
q2iiϕ
2+p
i (0).
By Lemma 2.1,
I4 ≤ p2
n
i=1
q2i +
np
2
n
i=1
n
j=1
q2ijϕ
2
j (0).
Substituting I1–I4 into (A.4) yields
LU(ϕ) ≤ p
n
i=1
Hi(ϕi(0))+ p1+ p
n
i=1
n
j=1
b+ij
 0
−∞
ϕ
1+p
j (θ)dµ(θ)− ϕ1+pj (0)

+ p
n
i=1
n
j=1
|bij|
 0
−∞
ϕj(θ)dµ(θ)− ϕj(0)

,
where
Hi(x) = −1− p2 q
2
iix
2+p + n
2
n
j=1
q2jix
2 + 1
1+ p
n
j=1
[p(a+ij + b+ij )+ a+ji + b+ji ]x1+p
+
n
j=1
[|aji| + |bji|]x+

ri + 1− p2 q
2
i

xp + q
2
i
2
− ri.
Noting that q2ii > 0 for all i = 1, 2, . . . , n, by the boundedness property of polynomial functions, there exists a positive
constant H¯i such that Hi(x) ≤ H¯i. Let H¯ =ni=1 H¯i. Therefore, we have
EU(x(t ∧ τk)) ≤ EU(ξ(0))+ pH¯t + p1+ p
n
i=1
n
j=1
b+ij E
 t∧τk
0
 0
−∞
x1+pj (s+ θ)dµ(θ)− x1+pj (s)

ds

+ p
n
i=1
n
j=1
|bij|E
 t∧τk
0
 0
−∞
xj(s+ θ)dµ(θ)− xj(s)

ds

.
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By the Fubini Theorem together with a substitution, we may obtain that t∧τk
0
 0
−∞
x1+pj (s+ θ)dµ(θ)− x1+pj (s)

ds =
 0
−∞
dµ(θ)
 t∧τk+θ
θ
x1+pj (s)ds−
 t∧τk
0
x1+pj (s)ds
≤
 0
−∞
dµ(θ)
 t∧τk
−∞
x1+pj (s)ds−
 t∧τk
0
x1+pj (s)ds
=
 0
−∞
ξ
1+p
j (s)ds. (A.5)
Similarly, t∧τk
0
 0
−∞
xj(s+ θ)dµ(θ)− xj(s)

ds ≤
 0
−∞
ξj(s)ds.
Noting that ξ ∈ Cb((−∞, 0];Rn+) ∩ L1((−∞, 0];Rn+), by Lemma 2.4, 0
−∞
ξj(s)ds ≤
 0
−∞
|ξ(s)|ds <∞,
 0
−∞
ξ
1+p
j (s)ds ≤
 0
−∞
|ξ(s)|1+pds <∞. (A.6)
Therefore, we have
EU(x(t ∧ τk)) ≤ EU(ξ(0))+ pH¯t + p1+ p
n
i=1
n
j=1
b+ij
 0
−∞
ξ
1+p
j (s)ds+ p
n
i=1
n
j=1
|bij|
 0
−∞
ξj(s)ds
=: H¯t ,
where H¯t is independent of k. By the definition of τk, xi(τk) = k or 1/k for some i = 1, 2, . . . , n, so
P(τk ≤ t)[u(1/k) ∧ u(k)] ≤ E[1{τk≤t}U(x(t ∧ τk))]
≤ EU(x(t ∧ τk))
≤ H¯t , (A.7)
which implies that
lim sup
k→∞
P(τk ≤ t) ≤ lim
k→∞
H¯t
u(k) ∧ u(1/k) = 0,
as required. 
A.2. Proof of Theorem 4.1
Proof. By Theorem 3.1, x(t) the solution of (1.2) remains in Rn+ almost surely for all t . For any p ∈ (0, 1) and all ε ∈ (0, ε0],
applying the Itô formula to eεtVp(x(t)) and taking expectation yield
EVp(x(t)) = e−εtEVp(ξ(0))+ e−εtE
 t
0
eεs[LVp(xs)+ εVp(x(s))]ds, (A.8)
where for any ϕ ∈ C((−∞, 0];Rn+),LVp is defined as
LVp(ϕ) = p
n
i=1
ϕ
p
i (0)

ri +
n
j=1
aijϕj(0)+
n
j=1
bij
 0
−∞
ϕj(θ)dµ(θ)

+ p(p− 1)
2
n
i=1
ϕ
p
i (0)

q2i +

n
j=1
qijϕj(0)
2
.
By the estimates of I1 and I3 in Theorem 3.1,
LVp(ϕ)+ εVp(ϕ(0)) ≤ p
n
i=1
Ri(ϕi(0))+ p1+ p
n
i=1
n
j=1
b+ij
 0
−∞
ϕ
1+p
j (θ)dµ(θ)− µεϕ1+pj (0)

,
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where
Ri(x) = −1− p2 q
2
iix
2+p + 1
1+ p
n
j=1
[p(a+ij + b+ij )+ a+ji + µεb+ji ]x1+p +

ri + p− 12 q
2
i

xp
and µε is defined in (2.2). Clearly, there exists a constant R¯i such that Ri(x) ≤ R¯i. Let R¯ =ni=1 R¯i. We therefore have
EVp(x(t)) ≤ e−εtEVp(ξ(0))+ ε−1pR¯(1− e−εt)
+ e−εt p
1+ p
n
i=1
n
j=1
b+ij E
 t
0
eεs
 0
−∞
x1+pj (s+ θ)dµ(θ)− µεx1+pj (s)

ds

.
Noting that µ ∈Mε0 ⊆Mε ⊆M0, by the similar technique in the derivation of (A.5), we may estimate that t
0
eεs
 0
−∞
x1+pj (s+ θ)dµ(θ)− µεx1+pj (s)

ds
=
 0
−∞
dµ(θ)
 t+θ
θ
eε(s−θ)x1+pj (s)ds− µε
 t
0
eεsx1+pj (s)ds
≤
 0
−∞
e−εθdµ(θ)
 t
−∞
eεsx1+pj (s)ds− µε
 t
0
eεsx1+pj (s)ds
= µε
 t
−∞
eεsx1+pj (s)ds− µε
 t
0
eεsx1+pj (s)ds
= µε
 0
−∞
eεsx1+pj (s)ds
≤ µε
 0
−∞
ξ
1+p
j (s)ds. (A.9)
Thus, we have
EVp(x(t)) ≤ e−εtEVp(ξ(0))+ ε−1pR¯(1− e−εt)+ e−εt pµε1+ p
n
i=1
n
j=1
b+ij E
 0
−∞
ξ
1+p
j (s)ds.
Noting that ξ ∈ Cb((−∞, 0];Rn+) ∩ L1((−∞, 0];Rn+), by (A.6), we have
lim sup
t→∞
EVp(x(t)) ≤ ε−1pR¯.
Since p ∈ (0, 1), by Lemma 2.2,
lim sup
t→∞
E|x(t)|p ≤ lim sup
t→∞
EVp(x(t)) ≤ ε−1pR¯.
The desired assertion (4.1) follows by setting Kp = ε−1pR¯. 
A.3. Proof of Theorem 4.4
Proof. For any ε ∈ (0, ε0], applying the Itô formula to eεt log V1(x(t)) yields
log V1(x(t)) = e−εt log V1(ξ(0))+ e−εt
 t
0
eεs

ε log V1(x(s))
+ 1
V1(x(s))

n
i=1
xi(s)

ri +
n
j=1
aijxj(s)+
n
j=1
bij
 0
−∞
xj(s+ θ)dµ(θ)

− 1
2
Z21 (s)−
1
2
Z22 (s)

ds+ e−εt
 t
0
eεsZ1(s)dw1(s)+ e−εt
 t
0
eεsZ2(s)dw2(s),
where
Z1(t) = 1V1(x(t))
n
i=1
qixi(t), Z2(t) = 1V1(x(t))
n
i=1
n
j=1
qijxi(t)xj(t).
782 F. Wu, G. Yin / J. Math. Anal. Appl. 396 (2012) 772–785
Define
M1(t) =
 t
0
eεsZ1(s)dw1(s), M2(t) =
 t
0
eεsZ2(s)dw2(s).
LetM(t) = M1(t)+M2(t). Clearly,M(t) is a continuous local martingale with the quadratic variation
⟨M,M⟩t =
 t
0
e2εs[Z21 (s)+ Z22 (s)]ds.
For any p ∈ (0, 1), σ > 1 and each integer n ≥ 1, applying the exponential martingale inequality (see [32]) yields
P

sup
0≤t≤n

M(t)− p
2eεn
⟨M,M⟩t

≥ e
εn log nσ
p

≤ 1
nσ
.
Noting that
∞
n=1 n−σ <∞, by the Borel–Cantelli lemma, there exists anΩ0 ⊆ Ω withP(Ω0) = 1 such that for anyω ∈ Ω0,
there exists an integer n(ω), when n > n(ω), and n− 1 ≤ t ≤ n,
M(t) ≤ p
2
 t
0
eεs[Z21 (s)+ Z22 (s)]ds+
σ
p
eε(t+1) log(t + 1).
Noting that log a ≤ 2√a for any a > 0; hence by Lemma 2.2,
log V1(x) ≤ 2

V1(x) ≤ 2n 14 |x| 12 . (A.10)
Clearly,
1
V1(x)
n
i=1
rixi ≤ rˇ+, (A.11)
where rˇ+ = max1≤i≤n{r+i }. By Lemma 2.2, we have
1
V1(x)
n
i=1
n
j=1
aijxixj ≤ 1V1(x)
n
i=1
n
j=1
a+ij xixj
≤ max
1≤i,j≤n
{a+ij }V1(x)
≤ max
1≤i,j≤n
{a+ij }
√
n|x|. (A.12)
By Lemma 2.2,
1
V1(x(t))
n
i=1
n
j=1
bijxi(t)
 0
−∞
xj(t + θ)dµ(θ) ≤ 1V1(x(t))
n
i=1
n
j=1
b+ij xi(t)
 0
−∞
xj(t + θ)dµ(θ)
≤ max
1≤i,j≤n
{b+ij }
n
j=1
 0
−∞
xj(t + θ)dµ(θ)
≤ max
1≤i,j≤n
{b+ij }
√
n
 0
−∞
|x(t + θ)|dµ(θ). (A.13)
By Assumption 3.1 and Lemma 2.2, it is readily seen that
Z22 (t) ≥

1
V1(x(t))
n
i=1
qiix2i (t)
2
≥
min
1≤i≤n{q
2
ii}
n
|x(t)|2. (A.14)
This, together with (A.10)–(A.13) yields
log V1(x(t)) ≤ e−εt log V1(ξ(0))+ e−εt
 t
0
eεsQ (x(s))ds+ σ e
ε log(t + 1)
p
+ max
1≤i,j≤n
{b+ij }
√
ne−εt
 t
0
eεs
 0
−∞
|x(s+ θ)|dµ(θ)− µε|x(s)|

ds, (A.15)
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where
Q (x) = −1− p
2n
min
1≤i,j≤n{q
2
ii}|x|2 +

max
1≤i,j≤n
{a+ij } + µε max1≤i,j≤n{b
+
ij }
√
n|x| + 2εn 14 |x| 12 + rˇ+.
Noting that p ∈ (0, 1), by the boundedness of polynomial functions, there exists a positive constant Q¯ such that Q (x) ≤ Q¯ .
By the computation of (A.9), we obtain
log V1(x(t)) ≤ e−εt log V1(ξ(0))+ ε−1Q¯ (1− e−εt)+ max
1≤i,j≤n
{b+ij }µε
√
ne−εt
 0
−∞
|ξ(s)|ds+ σ e
ε log(t + 1)
p
,
which implies that
lim sup
t→∞
log V1(x(t))
log t
≤ σ e
ε
p
since ξ ∈ L1((−∞, 0];Rn+). By Lemma 2.2, we have
lim sup
t→∞
log |x(t)|
log t
≤ σ e
ε
p
.
Letting p → 1, σ → 1 and ε→ 0 gives the desired result. 
A.4. Proof of Theorem 4.5
Proof. Applying the Itô formula to log V1(x(t)) yields
log V1(x(t)) = log V1(ξ(0))+
 t
0

1
V1(x(s))

n
i=1
xi(s)

ri +
n
j=1
aijxj(s)+
n
j=1
bij
 0
−∞
xj(s+ θ)dµ(θ)

− 1
2
Z21 (s)−
1
2
Z22 (s)

ds+
 t
0
Z1(s)dw1(s)+
 t
0
Z2(s)dw2(s).
This is equivalent to choosing ε = 0 in the proof of Theorem 4.4. Now we deal with
1
V1(x)
n
i=1
rixi − 12V 21 (x)

n
i=1
qixi
2
= 1
2V 21 (x)
(2x′r 1⃗x− x′qq′x)
= 1
2V 21 (x)
[x′(r 1⃗+ 1⃗′r ′)x− x′qq′x]
=: − 1
2V 21 (x)
x′Kx, (A.16)
where 1⃗ = (1, . . . , 1) and K = qq′ − r 1⃗− 1⃗′r ′. Note that the ijth element of the matrix K is qiqj − ri − rj ≥ ϕ > 0 by (4.7).
By Lemmas 2.1 and 2.2, for x ∈ Rn+, it is easy to find
x′Kx ≥ ϕ|x|2 = ϕV2(x) ≥ ϕn V
2
1 (x). (A.17)
Letting M¯2(t) =
 t
0 Z2(s)dw2(s), clearly M¯2(t) is a continuous local martingale with the quadratic variation
⟨M¯2, M¯2⟩t =
 t
0
Z22 (s)ds.
For any σ¯ > 1 and each integer n ≥ 1, the exponential martingale inequalities give
P

sup
1≤t≤n

M¯2(t)− 12 ⟨M¯2, M¯2⟩t

≥ σ¯ log n

≤ 1
nσ¯
.
Since
∞
n=1 n−σ¯ <∞, by the Borel–Cantelli lemma, there exists an Ω¯0 ⊆ Ω with P(Ω¯0) = 1 such that for any ω ∈ Ω¯0,
there exists an integer n¯(ω), when n > n¯(ω), and n− 1 ≤ t ≤ n,
M¯2(t) ≤ 12
 t
0
Z22 (s)ds+ σ¯ log(t + 1).
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This, together with (A.17), (A.12)–(A.14), yields
log V1(x(t)) ≤ log V1(ξ(0))+
 t
0
L(x(s))ds+ M¯1(t)+ σ¯ log(t + 1)
+ max
1≤i,j≤n
{b+ij }
√
n
 t
0
 0
−∞
|x(s+ θ)|dµ(θ)− |x(s)|

ds, (A.18)
where
L(x) = −
min
1≤i≤n{q
2
ii}
2n
|x|2 +

max
1≤i,j≤n
{a+ij } + max1≤i,j≤n{b
+
ij }
√
n|x| − ϕ
2n
and M¯1(t) is a real-valued continuous local martingale vanishing at t = 0 defined by
M¯1(t) =
 t
0
Z1(s)dw1(s).
The quadratic variation of this martingale is
⟨M¯1, M¯1⟩t =
 t
0
Z21 (s)ds ≤
 t
0
n
i=1
qixi(s)
V1(x(s))
ds ≤ max
1≤i≤n
{qi}t.
Hence
lim sup
t→∞
⟨M¯1, M¯1⟩t
t
≤ max
1≤i≤n
{qi} a.s. (A.19)
By the strong law of large numbers (see [32, Chapter 1, Theorem 3.4, p. 12]), we have
lim
t→∞
M¯1(t)
t
= 0 a.s.
By the boundedness property of the quadratic function, L(x) ≤ −γ , where γ is defined by (4.7). By (A.5), we have
log V1(x(t)) ≤ log V1(ξ(0))− γ t + max
1≤i,j≤n
{b+ij }
√
n
 0
−∞
|ξ(s)|ds+ M¯1(t)+ σ¯ log(t + 1), (A.20)
which implies that
lim sup
t→∞
log V1(x(t))
t
≤ −γ a.s.
since ξ ∈ L1((−∞, 0];Rn+). Finally, Lemma 2.2 gives the desired result (4.6). 
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