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Introduction
Background and Objectives
Hydrodynamic design of ships involves several stages, from early-stage and preliminary design to final design. It has become increasingly important to evaluate multiple hydrodynamic aspects of performance simultaneously and efficiently during the early stage of the design process.
The Center for Computational Fluid Dynamics (CFD) at George Mason University has an ongoing research project sponsored by the Office of Naval Research (ONR) on the development of hull form design and hydrodynamic optimization tools. These tools are comprised of three main components. One component consists of design-oriented CFD tools. The second consists of hull form generation, representation, and modification tools. The final component consists of optimization tools.
The 2012 Naval Research Enterprise Intern Program (NREIP) intern team was tasked with the further development of the tools. As part of this task the team was to implement and validate an optimization algorithm, improve a rapid hull form generation tool called HulGen, and create a user interface for a SWATH ship total resistance and powering prediction tool, called SWAD.
Deliverables
The summer work consists of three individual sections. Each of these sections has its individual set of associated deliverables. 
Hull Optimization Tool Development Background
One of the objectives for the summer was to create and validate a hull optimization tool using an existing optimization algorithm. The intent of the optimization tool was to find the optimal position for the sidehull of a TriSWACH, shown in Figure 1 , to minimize the wave drag. Scilab, open source software, was selected to create this optimization tool. This software is similar to and has many of the same capabilities as the more widely used Matlab, which is not open source. The algorithm to be used for the optimization process was the Differential Evolution (DE) algorithm. This Differential Evolution algorithm is available as open source software. It was developed by Kenneth Price and Rainer Storn from the University of California at Berkley and is available for many different programming environments including a version which can be run in Scilab.
The DE algorithm is used to find the location of the global minimum of a function, not the value of the global minimum. The algorithm accomplishes this by using a method known as metaheuristics which allows the algorithm to examine a large area by trying to iteratively improve an original guess as to where the minimum is located. These iterations are carried out until an output value less than or equal to the user specified minimum is obtained. After the initial solution attempt is generated from bounds specified by the user, the algorithm generates possible solutions by combining previous solution attempts according to some formula within the algorithm and keeping track of the solution attempt with the lowest value. 
Objective
The goal was to integrate the DE algorithm into a hull form optimization tool used to find the location of the sidehull of a TriSWACH with minimum wave drag. A picture of the TriSWACH model can be seen in Figure  1 . The algorithm was to be validated before it would be accepted for use in an optimization tool. This was to be done with a variety of analytical functions. Upon the algorithm's validation, a new optimization tool was to be created by integrating the DE algorithm with two already existing hydrodynamic optimization programs developed at George Mason University. These programs include a small geometry generation program and the Steady Ship Flow (SSF) program used for calculating wave drag. Upon completion of this tool, a separate tool was developed to validate the results.
Algorithm Validation
To validate the DE algorithm, input files were written for nine different analytical functions including Rosenbrock's Saddle Function, shown in Figure 2 and the Greiwank Function shown in Figure 3 . Two input files are required for each function. One input file contains a computer coded function representing the mathematical function. The other input file contains the parameters for running the function code with the algorithm. These parameters include the number of inputs (dimensions), the minimum value the algorithm is trying to obtain, minimum bounds for the points, maximum bounds for the point, and a maximum number of iterations. It should be noted that the minimum and maximum bounds are not constraints, but rather an initial guess as to where the minimum may be found. This gives the algorithm bounds to generate an initial guess to find the minimum. The algorithm will still search outside these bounds if necessary. If the user wishes to put actual limitations on where the algorithm can search, as seen in Rosenbrock's Saddle Function in Figure 2 , constraints can be added to the function file which can force the algorithm to remain strictly within the given bounds. Only functions for which the global minimum was already known were used for validation. The algorithm searches for the global minimum given by the user and will stop when either a value less than or equal to the specified minimum is found or when the algorithm has reached the maximum number of iterations. The algorithm was able to find the global minimum of each tested function.
Greiwank Function
When testing the DE algorithm, one function was used more than others. This is the Greiwank Function. It has some special properties that made it a beneficial test function for the algorithm. Figure 3 shows the general Greiwank Function. For testing purposes, an "n" value of two was used.
Figure 3: Greiwank Function
The Greiwank Function has many local minima, which makes the function an interesting test case for it is able to specifically test the algorithm's ability to find the global minimum without getting stuck in any local minima. Figure 4 shows a contour plot of the function. The local minima are shown by the blue circles tending towards the top right corner where the global minimum is located and plotted on the contour.
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Figure 4: Contour of Greiwank Function
For testing purposes, the program was set to find zero with a precision of six decimal places. This was to ensure a fairly accurate result with a reasonable number of iterations. The program generates a random number between the given bounds for the first attempt at finding the minimum. This causes the DE algorithm to require a different number of iterations for every run because it generates a different path for finding the minimum each time. The algorithm was able to find the minimum very quickly, which is a feature beneficial for the future implementation of the algorithm as a hydrodynamic optimization tool. A sample test result is shown in Figure 5 , which presents a convergence history of the function and the location with reference to the number of iterations. The algorithm was successful in finding the global minimum each time it was run. The results provided evidence that the algorithm would be valid for the optimization tool.
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Algorithm Implementation
After validating the DE algorithm, the next step was to implement the algorithm as a hydrodynamic optimization tool. Upon completion of this tool, it was to be applied to a TriSWACH model to investigate the effects of longitudinal and transverse spacing of the sidehull on the wave drag of the model, and to find the optimal position of the sidehull for low wave drag. The sidehull spacing definition is shown in Figure 6 which defines the three different longitudinal positions and three different transverse positions considered in the experiment. 
Single Speed Input Files
To use the DE algorithm for the TriSWACH, the wave drag at each sidehull position had to be written as a function. Two programs from George Mason University (GMU) were used to help accomplish this task. The first was a small geometry generation program that created a geometry file for a TriSWACH given a specific sidehull location. This geometry generation program uses an input file in which the transverse and longitudinal location of the sidehull can be changed and generates new TriSWACH geometry with the given sidehull position. The programs from GMU normalize the ship to a length of one. Since the TriSWACH used for the test was 84 feet long, it was necessary to divide the considered locations by 84 to obtain the proper format used by the GMU programs. This conversion issue was considered when writing the input file and a variable for the length of the ship was included to allow the program to work with different ship lengths. The geometry generation program produces an output file containing the new geometry which is used by the second GMU program, the Steady Ship Flow (SSF) program, which calculates the wave drag for the given geometry. The drag is calculated at a given speed or Froude Number specified by the user in the SSF program's input data file. The first input file for the optimization tool contains a coded representation of a function with the return value being the value the user is trying to minimize. The tool was being used to minimize drag, thus code had to be written to implement a function with drag as the return value. This was done by coding the wave drag as a function of the longitudinal position and the transverse position of the sidehull. The tool generates longitudinal and transverse position values to be used as input values for this coded function. This code then writes an input file for the geometry generation program with the new position coordinates. The geometry generation program is executed and an output file containing the new ship's geometry is generated. Upon generation of this output file, SSF is called and a wave drag output file is produced. The code then reads this new output file and adds the current drag values to an array containing all drag values from previous iterations. The current drag value is the coded function's return value.
The basic information contained in the optimization tool's parameter file, the second input file, is similar to the information used in the parameter files for the analytical functions, with the only real difference being the minimum value. With the analytical functions, the minimum value is known, so that value can be input and the algorithm will stop once that value is reached. The minimum wave drag is unknown, but there is a simple way to work around this problem. The optimal position of the sidehull is the position with the least amount of drag. Therefore the minimum value is set to zero. Knowing there was not going to be a location where the drag will equal zero, the intent is to have the algorithm find the closest value to zero within the maximum number of iterations.
Multiple Speed Input Files
Once the input files were created and results were obtained using a single speed, the first input file was changed slightly to accommodate multiple speeds. The optimization tool can find the optimal position when a ship is traveling at a specific speed, but it is not always the case that only one ship speed is of interest. This creates the need to incorporate multiple speeds into the tool. The relative importance of each speed is implemented with different weights. If the user wants the optimal position for a ship that runs at one speed seventy-five percent of the time and another speed twenty-five percent of the time, the weights of the numbers can be adjusted. For the summer work, the weights were assumed to be equal across all speeds. This required only a simple average calculation. The additional speed values must also be added to the SSF's input data file before the average calculations can be done.
Optimization Tool Validation
Before the optimization tool's results could be accepted, the results had to be validated. This was done by creating a separate contour tool in Scilab to draw contour plots for wave drag and comparing the minimum found in the contour plot to the minimum found with the DE algorithm.
The longitudinal and transverse points are not generated for the contour tool in the same way they are generated when using the optimization tool. The contour tool has to generate its points autonomously rather than having the points generated by the DE algorithm. The points are generated by using a minimum and maximum variable in both the longitudinal and transverse directions. The user then specifies the number of points desired in each direction and the tool evenly divides the given dimensions into the correct number of points. The tool iterates through the points calculating drag at each possible combination of longitudinal and transverse points and stores these values in an array similar to how the values are stored in the DE implementation. This array is then stored in a text file. There is a separate plotting tool written for the actual plotting to allow the user to plot existing values without having to run the entire contour tool. The plotting tool simply opens the text file where the output is stored and creates a contour plot with the longitudinal points on the x-axis and the transverse points on the y-axis. The contour plot has colors ranging from red for the higher values to dark blue and black for the lowest values. By using the contour plots, the results from the DE algorithm can be validated. The contour plots provide a visual from which the minimum value can easily be estimated. This value can be compared to that which was obtained using the DE algorithm.
Several cases were tested and the contour plot results were compared against the results from the DE algorithm. In Figure 7 the minimum is represented by the circle towards the middle of the contour plot. This contour plot was created using sixty longitudinal points and twenty transverse points for a total of 1,200 points. A Froude Number of .31 was used for these calculations. 
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Once the contour plot was created, the results were compared with those from the optimization tool. The results from the tool were consistently close to the minimum after 30 iterations. Trials were run using up to 60 iterations, but it was found that accurate results were achieved by 30 iterations as demonstrated by Figure 8 . To obtain accurate results in a reasonable amount of time, the optimization tool was configured with a maximum iteration limit of 30. Table 1 presents the optimal sidehull positions obtained using the optimization tool for Fn = 0.31, 0.25, and the average Fn, respectively.
As shown in the second row of Table 1 , the optimization tool's results for a Froude Number of .31 agree with the results from the contour plot. This demonstrates that the tool was successful in finding the optimal position. Figure 9 shows the last iteration of the DE algorithm plotted on the contour plot when a Froude Number of .31 was used. This provides a visual form to show that the results agree. The point representing the last iteration from the DE algorithm is located in the global minimum circle on the contour plot. After finding the optimal positions at different speeds using the optimization tool, those positions were examined over a range of speeds. Using the previously mentioned SSF program from GMU, the wave drag for three optimal positions was calculated over a wide range of speeds. Fifty Froude Numbers between 0.18 and 0.48 were used for these calculations. Figure 10 shows the calculated wave drag for the geometry created when the sidehull is in the optimized location determined by the Froude Numbers shown in the legend.
DE
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It can be observed from Figure 10 that the optimization performed for a single design speed will result in a large drag reduction at the given speed, but might have a drag increase at off-design speeds. It would be beneficial to consider multi-design-speed optimization. 
Strengths of the Optimization Tool Run Time
There are multiple benefits to using the algorithm to find the minimum rather than the contour plots. The optimization tool results provide a specific number as opposed to a range. The run time for the algorithm is also significantly shorter than the runtime of the contour plots. Computing the previous contour plot requires approximately twelve hours on a laptop with a dual-core processor, but the DE optimization tool with thirty iterations requires only three hours on the same hardware. This represents a significant time difference even with the small amount of data that was used. As the size of the data increases, the run time benefits of using the DE optimization tool will increase. 
Alternate Applications
After use of the DE algorithm for optimizing the TriSWACH had been validated, other uses for the algorithm were considered. The DE algorithm is a general optimization algorithm and therefore it can be implemented with a variety of different programs. Again attempting to use the algorithm to optimize drag, the algorithm was applied to SWAD90, which is a power and resistance prediction tool for SWATH (Small Waterplane Area Twin Hull) ships. An example of a SWATH ship is shown in Figure 11 . The input files required to use the algorithm with SWAD90 are similar to those for the TriSWACH optimization. When attempting optimization for the TriSWACH, the position of the sidehull was variable in the equation. When optimizing with SWAD90, the variable to optimize was unknown. The first attempts to optimize with SWAD90 involved trying to optimize the nose and midbody lengths of the strut to minimize drag, but after several trial runs the algorithm seemed to have trouble finding a minimum. The results from both the algorithm and the contour plots were inconclusive. This was interpreted to mean that the drag value predicted by SWAD90 is not sensitive to the nose and midbody lengths of the strut. Due to time constraints, experimenting with other variables was left as a future project.
Summary
The Differential Evolution algorithm was implemented into a new hydrodynamic optimization tool. The algorithm was thoroughly tested with several different analytical functions before the development of the optimization tool began. Once the DE algorithm was validated, the optimization tool was implemented. A contour tool was developed to create contour plots to show the wave drag of the sidehull of a TriSWACH in various locations. The contour tool calculates wave drag at a specified number of points between given bounds in the transverse and longitudinal directions. It then creates a contour plot of these points. The contour plots were used to find the optimal position of the sidehull of a TriSWACH in terms of the wave drag. The plots created by this tool were used to help validate the results of the new optimization tool by comparing the minimum found by the optimization tool to the minimum in the contour plots. Finally, the optimization tool was integrated with SWAD90 to explore the tool's versatility and confirm that the tool could be used for other applications. 
Hullform Generation Tool Development Background and Objectives
During the early stages of the ship design process, it is important to be able to evaluate multiple hydrodynamic aspects of performance simultaneously and efficiently. The Center for Computational Fluid Dynamics at George Mason University has an ongoing research project sponsored by the Office of Naval Research on the development of a methodology for innovative hydrodynamic ship hull design.
Rapid ship hullform generation tools are useful in early stage ship design and are a precursor to hydrodynamic performance analysis and design optimization. HulGen is a rapid hull generation tool that generates a hull from scratch using user input hull form parameters. The latest version of HulGen was developed at CISD in 2011. The function of HulGen is to facilitate the generation and modification of monohull forms during early stage ship design.
A new feature has been implemented in HulGen to allow the user to generate a hull form using fewer parameters than was previously required. Use of the full array of HulGen parameters makes it suitable for integration with the design and optimization tools being developed at GMU. The option to use fewer parameters makes HulGen more suitable for use by a human user. 
Existing HulGen Tool Input
HulGen is implemented in Visual Basic to provide a user friendly interface. The main interface is shown in Figure 12 . The hull lines are polynomials defined by hull form parameters input by the user. HulGen uses a total of 68 parameters to generate a hull. The list of parameter values used in HulGen can be seen in Table 3 . These parameters are used to create the curves in Table 4 which are then used to create the body plan of the hull. Each curve is defined by a polynomial with a specific order. The polynomials are calculated in a non-dimensional coordinate system and translated afterwards. The coordinates of the polynomials are normalized using different hull parameters.
Output
HulGen has the ability to create a NURBS surface in Rhinoceros, a commercial 3D modeling software widely used at the Naval Surface Warfare Center. HulGen is also able to export hull offsets and diagrams.
Reduction of Mandatory Input Parameters
HulGen has 68 input parameters used to generate a hull form. However, using 68 different parameters to create a hull form from scratch can be a difficult task for an inexperienced user. A new feature has been implemented in HulGen which provides the ability to approximate 62 parameters based on the other 6 parameters. The parameters are approximated using modified versions of formulas provided by a senior Naval Architect at the Naval Surface Warfare Center with extensive experience in hull design. The formulas used are dependent on the type of ship. The 6 main parameters which are used to calculate the remaining 62 can be found in Table 5 . Depth at Midships
The 6 main parameters can easily be adjusted within the user interface. The algorithm for determining each of the 62 remaining parameters is unique to the parameter and dependent on the type of ship. The user must specify the ship type using a drop down menu. The interface for this feature can be seen in Figure 13 . This new feature allows a user to generate a hull by choosing a hull type and providing 6 main parameters. HulGen will then fill all of the other parameters in for the user. The 6 provided parameters and the 62 approximated parameters can then be used as a design baseline. The user still has the ability to manipulate all 68 parameters before or after using the new feature, thereby allowing the user to create hull forms that do not lie within the baseline types of ships.
Summary
A new feature has been implemented in HulGen which will allow an inexperienced user to generate, modify, and export a hull form using only 6 parameters. The user is still able to use the 
Resistance and Powering Prediction Tool Development Background and Objectives
SWAD is a software tool developed and used by the Naval Surface Warfare Center which predicts total resistance and powering in calm water for Small Waterplane Area Twin Hull (SWATH) ships. Several versions of SWAD exist. The most commonly used version is SWAD90, which was written in FORTRAN and is run using text files and command line inputs. The most recent previous implementation was at CISD as an Excel tool which lacks a detailed graphic user interface. The goal of this project was to provide SWAD an intuitive graphic user interface as a stand-alone application. This was done by implementing SWAD in Visual Basic, creating the newest version SWAD12. The user interface of SWAD12 can be seen in Figure 15 . 
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SWAD12 Input
An interface similar to that of HulGen has been implemented to provide an intuitive layout. The input parameters are divided among labeled tabs which the user can easily navigate through. Example hulls have been included in the program, which may serve as a baseline for the user to modify. Parameters that have a limited quantity of discrete possible values are represented as dropdown menus. All other parameters may be easily adjusted through the use of slider bars or by entering exact parameter values into textboxes. One tab of parameters including a dropdown menu and several slider bars is shown in Figure 16 . Any change to the value of either the slider bar or the textbox automatically triggers an update to the other. Each slider bar has an associated function which translates from the slider bar's range of integer values to the parameter's range of valid values. Each slider bar's function was designed to provide the slider bar with a reasonable resolution as well as an appropriate minimum and maximum. Most parameters require a linear scaling function, but some parameters use an exponential scaling function. For example, when manipulating the slider bar for ship length, the parameter value will increase faster as the slider bar moves towards the larger values. In previous versions of SWAD, all parameter values were manually entered into a text file in a specific format and order before running SWAD and could not be altered as easily. The dropdown menus and slider bars are useful when quickly adjusting parameter values. 
SWAD12 Output
The output interface for SWAD12 can be seen in Figure 18 . SWAD12 is concerned primarily with the portions of the ship below the Design Waterline (DWL). Portions above the waterline are included for completeness and because they may be useful when moving the data to another tool. SWAD12 estimates the resistance and powering of a user specified SWATH hull form for a given set of speeds. Coefficients of residuary resistance, coefficients of frictional resistance, and the effective horsepower are calculated for hulls and struts. SWAD12 also calculates displaced volume and wetted surface area for hulls, struts, and appendages. All of the output data is displayed in Imperial units.
The user has the option to export import data compatible with previous versions of SWAD. The user can export the output data in the same format as FORTRAN versions of SWAD. This feature may useful in the event that individuals have designed scripts to read in data from previous SWAD versions. The user can also export the output data to Excel in the same format as the Excel implementation of SWAD. These options can be seen in Figure 17 . Hull Representation SWAD12 will model twin hulls or a single demi-hull. It allows one strut per hull or two struts per hull. SWAD12 can model simple or bulged hulls with either circular or elliptical cross sections. Hulls are modeled as an elliptical nose cone and a parabolic tail cone with a variable number of cylindrical or conical sections between. The strut waterplane shape is modeled as an elliptical or parabolic nose section, a rectangular parallel mid-section, and a parabolic tail section. Struts are assumed to be wall sided with vertical leading and trailing edges.
Graphic Feedback
Previous versions of SWAD lacked graphic feedback on the user's entered information. With the new interface for SWAD12, valuable feedback is now presented to the user. Coefficients of resistance curves are calculated and graphed with the output. An example can be seen in Figure  19 . The user can specify whether the curves should be graphed as a function of the Froude Number or the speed in knots. This is significant as in previous versions of SWAD the user must manually graph the performance curves from the raw output data after exiting SWAD. The hull corresponding to the input parameters is graphed in the main interface to provide feedback on the dimensions of the hull (Figure 20) . The hull is approximated with straight lines and is not meant to represent the curves of the hull used for calculation. The graphed hull is useful, allowing the user to directly see if the information entered is reasonable. In addition, pop up windows have been implemented to warn the user when approximations are made to the hull used for calculations. 
Summary
A new tool, SWAD12, has been implemented in Visual Basic. SWAD12 is a SWATH resistance and powering prediction tool which uses a graphic user interface to facilitate user input and to provide graphic feedback. The outputs include plan and profile views of the SWATH, geometry, resistance curves, and EHP data. SWAD12 is a remake of an old FORTRAN SWAD tool. Features have been implemented which will allow backwards compatibility with FORTRAN versions of SWAD.
Recommendations for Further Work
Further development is recommended for all of the tools.
The DE tool currently accommodates up to three speeds, but the tool can be further developed to increase the number of input speeds. This will be useful when trying to optimize ships with missions requiring several speeds. The DE tool can also be linked with HulGen and SWAD12 for further optimization studies.
Improvements to HulGen can expand its ship generation capabilities. Improvements include the ability to model bulbous bows and hard chines. Also, validation of the hull forms generated with HulGen is recommended. Development and validation of a database containing HulGen parameters for existing ships would provide the user with a wider range of hulls to build from.
Further improvements to SWAD12 can be made to provide a more polished interface. Validation of SWAD12 output against SWAD90 output for a variety of SWATH hull forms is recommended. Development and validation of a database containing SWAD12 parameters for existing SWATHs would provide the user with a wider range of hull forms to use as a starting point.
These tools are all part of a larger ongoing tool development effort. Further work needs to be completed to integrate each of them into the comprehensive hydrodynamic hull form optimization toolset under development as a collaboration between George Mason University and CISD.
