For a family/sequence of Space-Time Block Codes (STBCs) C 1, C2, . . . , with increasing number of transmit antennas N i, with rates Ri complex symbols per channel use (cspcu), i = 1, 2, . . . , the asymptotic normalized rate is defined as lim i→∞ R i N i . A family of STBCs is said to be asymptotically-good if the asymptotic normalized rate is non-zero, i.e., when the rate scales as a non-zero fraction of the number of transmit antennas, and the family of STBCs is said to be asymptotically-optimal if the asymptotic normalized rate is 1, which is the maximum possible value. In this paper, we construct a new class of full-diversity STBCs that have the least maximum-likelihood (ML) decoding complexity among all known codes for any number of transmit antennas N > 1 and rates R > 1 cspcu. For a large set of (R, N ) pairs, the new codes have lower ML decoding complexity than the codes already available in the literature. Among the new codes, the class of full-rate codes (R = N ) are asymptotically-optimal and fast-decodable, and for N > 5 have lower ML decoding complexity than all other families of asymptotically-optimal, fastdecodable, full-diversity STBCs available in the literature. The construction of the new STBCs is facilitated by the following further contributions of this paper: (i) Construction of a new class of asymptotically-good, full-diversity multigroup ML decodable codes, that not only includes STBCs for a larger set of number of antennas, but also either matches in rate or contains as a proper subset all other high-rate (R > 1) or asymptoticallygood, delay-optimal, multigroup ML decodable codes available in the literature. (ii) Construction of a new class of fast-groupdecodable codes (codes that combine the low ML decoding complexity properties of multigroup ML decodable codes and fast-decodable codes) for all even number of transmit antennas and rates 1 < R ≤ 5/4. (iii) Given a design with full-rank linear dispersion matrices, we show that a full-diversity STBC can be constructed from this design by encoding the real symbols independently using only regular PAM constellations.
I. INTRODUCTION
We consider delay-optimal (square) STBCs for an N transmit antenna, Rayleigh quasi-static flat faded MIMO channel. A design in K real symbols x 1 , . . . , x K for N transmit antennas is a matrix X = K i=1 x i A i , where the weight matrices A i ∈ C N ×N , and the set {A 1 , . . . , A K } is linearly independent over R. The rate of the design is R = K 2N cspcu. We say that the design is of high-rate if R > 1 and full-rate if R = N . An STBC C(X, A) can be constructed from a design X by making the real symbols take values from a finite subset A ⊂ R K called the signal set, i.e., C(X, A) = { K i=1 a i A i |[a 1 , . . . , a K ] T ∈ A}. An STBC is said to be g-group ML decodable, g > 1, if the information symbols can be partitioned into g groups, such that each group of symbols can be ML decoded independently of others.
A necessary condition for x i and x j to belong to different groups is that their weight matrices be Hurwitz-Radon orthogonal, i.e., A H i A j + A H j A i = 0. We say that an STBC is fast-decodable [1] or conditionally g-group ML decodable, if there exists a non-empty subset x Γ {x 1 , . . . , x K }, such that, for each value that x Γ assumes, the remaining symbols can be conditionally g-group ML decoded. A multigroup ML decodable STBC is said to be fast-group-decodable [2] if at least one group of symbols is fast-decodable.
Let {C 1 , C 2 , . . . } be an infinite family of STBCs for increasing number of transmit antennas N 1 , N 2 , . . . with rates R 1 , R 2 , . . . respectively. The asymptotic normalized rate [3] of the family of codes {C 1 , C 2 , . . . } is the limit r = lim i→∞ Ri Ni . In other words, r is the value of rate per transmit antenna offered by the family of codes. The family {C 1 , C 2 , . . . } is said to be asymptotically-good if its asymptotic normalized rate, r is non-zero and asymptotically-optimal if its asymptotic normalized rate, r is equal to 1, which is the maximum possible value.
A multigroup ML decodable code of rate R > 1 was first reported in [4] . This was a 2-group ML decodable code of rate 5/4 cspcu for 4 antennas. In [5] , high-rate, asymptotically-good, 2-group ML decodable codes for 2 m , m > 1, antennas were constructed using Clifford Algebras and this class of codes includes the 4 antenna code of [4] as a special case. In [3] , the idea of asymptotically-good multigroup ML decodable codes was introduced and g-group ML decodable, g > 1, asymptotically-good codes were constructed for N = ng2 g−1 2
, n ≥ 1, antennas with an asymptotic normalized rate of 1 g2 g−1 . When the number of antennas is a power of 2 and g = 2, the codes in [3] and [5] have the same rate.
The notion of fast-decodability was introduced in [1] . Rate 2 cspcu STBCs using designs with largest known coding gain were constructed for 2 and 4 antennas in [6] . These codes are fast-decodable as well. It was shown in [6] and [7] that the Golden Code [8] is fast-decodable (FD). The Silver code, a rate-2 FD code for 2 transmit antennas, was found independently in [9] and [10] . In [11] , FD codes, called Embedded Alamouti Space-Time codes, were constructed for N = 2, 4, 6, 8 and R = 1, . . . , N/2 cspcu. A rate 3/2 cspcu FD code for 4 antennas was constructed in [12] , and in [13] a rate 2, 4 antenna FD code was constructed using Crossed Product Algebras. The 2 antenna code of [6] and the codes in [9] - [11] , [13] have non-vanishing determinant property. Fast-group-decodable (FGD) codes were introduced in [2] , where a rate 17/8 cspcu, 4 antenna FGD code was constructed. In [14] , FGD codes were constructed for 2 m antennas and rates 1 < R ≤ 5/4.
In [14] , low ML decoding complexity, full-diversity STBCs with cubic shaping property were constructed for N = 2 m , m ≥ 1, via codes over the finite field GF(4). In [15] , a family of full-diversity, full-rate STBCs called Threaded-Algebraic Space-Time (TAST) codes were constructed for all number of transmit antennas N ≥ 1. These codes are conditionally 2group ML decodable. The fast-decodability property of TAST codes, which we prove in Section V of this paper, was not reported in [15] . The full-rate codes of [14] and [15] are the only classes of asymptotically-optimal, FD full-diversity STBCs available so far in the literature. Recently in [16] , Block-Orthogonal STBCs were introduced which admit a low complexity implementation of a suboptimal decoder based on the QR Decomposition M-algorithm.
The contributions and organization of this paper are as follows.
• We construct a new class of asymptotically-good, fulldiversity multigroup ML decodable codes that includes STBCs for a larger set of antennas compared with all other known asymptotically-good delay-optimal multigroup ML decodable codes. The new class of codes either matches in rate or contains as a proper subset all other known high-rate or asymptotically-good, delayoptimal, multigroup ML decodable codes. In particular, we construct full-diversity, g-group ML decodable codes, for N = n2
antennas, with n ≥ g and g > 1, with
where 1{·} is the indicator function. The asymptotic normalized rate of the constructed class of g-group ML decodable codes is 1 g2 g−1 and is same as that of the delay-optimal codes constructed in [3] (Section III). • We construct a new class of full-diversity FGD codes for N = 2m, m ≥ 1, antennas and rates 1 < R ≤ 5/4. These codes match, in terms of ML decoding complexity, the class of FGD codes that were constructed in [14] for the same range of rates but for a smaller set of number of antennas N = 2 m , m ≥ 1 (Section IV). • Using the new asymptotically-good multigroup ML decodable codes and FGD codes, we construct a new class of delay-optimal, full-diversity STBCs that have the least ML decoding complexity among all known codes for all N > 1 and R > 1. For a large subset of (R, N ) pairs, the new codes have lower ML decoding complexity than the codes already available in the literature. Among the new codes, the class of full-rate codes are asymptoticallyoptimal and fast-decodable, and for N > 5, have lower ML decoding complexity than all other known families of asymptotically-optimal, full-diversity, FD codes (see Table II in Section V). In particular, whenever N ≥ 6, N not a power of 2 and R > 1, or N ≥ 6, N a power of 2 and R > 3/2, the new codes have lower ML decoding complexity than the codes available in the literature. For N a power of 2 and 1 < R ≤ 3/2, the new codes have lower ML decoding complexity than already known codes when N is sufficiently large. For all other (R, N ) pairs, the new codes match the existing codes in the literature in terms of ML decoding complexity (Section V). • Given a delay-optimal design with full-rank weight matrices, we show that a full-diversity STBC can be constructed from this design by encoding the real symbols independently, using only regular PAM constellations (Section II). The new asymptotically-optimal FD codes of this paper for N > 4 antennas have lower ML decoding complexity than the asymptotically-optimal FD codes constructed in [14] . But, the codes in [14] possess additional desirable properties such as cubic shaping and information-losslessness which the new codes of this paper do not enjoy.
The proofs of all the propositions, theorems and other claims are omitted due to space considerations, but are available in [17] , along with several illustrative examples. Notation: For a complex matrix A, the transpose, the conjugate and the conjugate-transpose are denoted by A T ,Ā and A H respectively, A ⊗ B is the Kronecker product of matrices A and B, I n is the n × n identity matrix and 0 is the all zero matrix of appropriate dimension. Cardinality of a set Γ is denoted by
II. FULL-DIVERSITY USING REGULAR PAM

CONSTELLATIONS
In this section, we show that given a design with full-rank weight matrices, a full-diversity STBC can be constructed from it by encoding the real symbols independently using regular PAM constellations of possibly different minimum distances. In [14] , it was shown that a full-diversity STBC can be obtained from a design with full-rank weight matrices by encoding the real symbols independently, but not necessarily using structured constellations, such as regular PAM. The use of regular PAM constellations for encoding the symbols leads to lower encoding and decoding complexities compared to the use of unstructured signal sets [17] . For d > 0, let A d,Q denote the regular Q-ary PAM constellation with zero centroid and minimum Euclidean distance d.
Theorem 1: Given a positive integer Q and an N ×
The design X is said to be g-group ML decodable if the weight matrices can be partitioned into g groups such that, any two weight matrices belonging to different groups are Hurwitz-Radon orthogonal. The design X is said to be fast-decodable if there exists a non-empty subset Γ {1, . . . , K} such that the design X Γ is g-group ML decodable. The design X is fast-group-decodable if it is multigroup decodable and at least one group of symbols is fast-decodable. If X is a multigroup ML decodable, FD or FGD design, then the STBC obtained from X by encoding the real symbols independently of each other is a multigroup ML decodable, FD or FGD STBC. All the new designs in this paper have full-rank weight matrices. From Theorem 1, full-diversity STBCs can be constructed from these designs by encoding the symbols independently with regular PAM constellations. In the remaining sections of the paper, the focus is on constructing low ML decoding complexity designs and not on the construction of full-diversity achieving signal sets.
III. A NEW CLASS OF ASYMPTOTICALLY-GOOD MULTIGROUP ML DECODABLE CODES
In this section, we construct new delay-optimal, asymptotically-good, g-group ML decodable codes for g > 1 and number of transmit antennas N = n2 g−1 2
, n ≥ g. In Section III-A, we review the general construction procedure given in [3] for constructing multigroup ML decodable codes, and in Section III-B we construct new multigroup ML decodable codes using this procedure.
A. General construction procedure
for some A 0 ∈ S. The results of this paper are valid for any choice of A 0 ∈ S. Let g > 1 and N 1 , . . . , N g be positive integers. Fix an l ∈ {1, . . . , g}. For each i ∈ {1, . . . , g} \ {l}, let C i ∈ C Ni×Ni . Let S be a finite, non-empty subset of C N l ×N l and N = g i=1 N i . We construct a finite set, f l (S, C 1 , . . . , C l−1 , C l+1 , . . . , C g ) ⊂ C N ×N , as follows. Set S 0 = S. For i = 1, . . . , l − 1, construct S i recursively as: S i = g − (S i−1 , C i ). For i = l + 1, . . . , g, construct S i−1 recursively as:
Consider g sets of matrices, N l ⊂ C N l ×N l , l = 1, . . . , g, that satisfy the following two conditions for each l = 1, . . . , g.
C1. The matrices in N l are full-rank and linearly inde-
Consider the design X = A∈M x A A. From Theorem 1, a full-diversity STBC can be obtained from this design by using regular-PAM constellations. Such an STBC would be ggroup ML decodable, the l th group of symbols correspond to the subset M l of weight matrices. Number of real symbols in the l th group is |S l | + g − 1. The rate of this code
. The following proposition is used in Section III-B to construct new high-rate multigroup ML decodable codes. Proposition 2 ( [3] ): Let k ≥ 1. There exists an explicitly constructable set H k ⊂ C k×k consisting of k 2 matrices that are unitary, Hermitian and linearly independent over R.
B. A New class of asymptotically-good g-group ML decodable codes
Consider the weight matrices of a 2 m × 2 m maximal rate square complex orthogonal design [18] . There are 2(m + 1) weight matrices that are unitary and pairwise Hurwitz-Radon orthogonal. Denote this set of matrices by {U 1 , . . . , U 2m+2 }.
Let g > 1 be any integer. Let N = n2 g−1 2
and n ≥ g. Then, n = gp + t for some integers p ≥ 1 and 0 ≤ t < g. Assign N 1 = N 2 = · · · = N t = (p + 1)2 g−1 2
and N t+1 = · · · = N g = p2 g−1 2
. Clearly, g l=1 N l = N . Let H p ⊂ C p×p and H p+1 ⊂ C p+1×p+1 be the sets of matrices promised by Proposition 2. LetH p+1 be any subset of H p+1 of cardinality p 2 . The construction procedure is given in two cases below.
Case 1, g is even: Here g = 2(m + 1) for some m ≥ 0. With U i as the weight matrices of the 2 m × 2 m maximal rate square complex orthogonal design, for l = 1, . . . , t, defineS l = {I p+1 ⊗ U i |i = 1, . . . , 2m + 1} and S l = {A ⊗ U 2m+2 |A ∈H p+1 }. For l = t + 1, . . . , g, defineS l = {I p ⊗ U i |i = 1, . . . , 2m + 1} and S l = {A × U 2m+2 |A ∈ H p }. Let N l = S l ∪S l , l = 1, . . . , g.
Case 2, g is odd: In this case g = 2m + 1, for some m ≥ 1. With U i as the weight matrices of the 2 m × 2 m maximal rate square complex orthogonal design, for l = 1, . . . , t, defineS l = {I p+1 ⊗ U i |i = 1, . . . , 2m} and
In both the cases, g even and odd, it is straightforward to show that the sets of matrices {N l |l = 1, . . . , g} satisfy the conditions C1 and C2 in Section III-A. For any g > 1, the rate of the code obtained by applying the construction procedure in Section III-A to the sets of matrices N l , l = 1, . . . , g, is [17]
(1) The new class of g-group ML decodable codes constructed in this subsection have an asymptotic normalized rate of 1 g2 g−1 [17] , which is equal to the asymptotic normalized rate of the class of delay-optimal codes constructed in [3] .
The new g = 2 codes constructed in this subsection are equivalent to the 2-group ML decodable delay-optimal codes constructed in [3] , and for N = 2 m have the same rate as the 2-group ML decodable codes constructed in [5] . For g > 2, the delay-optimal g-group ML decodable codes constructed in [3] are a proper subset of the new codes of this subsection. The new codes are for N = n2 g− 1 2 , n ≥ g antennas, whereas the codes in [3] are for a smaller class of number of antennas, N = n2 g− 1 2 , with n = pg, p ≥ 1. Thus, the new class of codes either contains as a proper subset or matches the rate of all other known asymptotically-good or high-rate delayoptimal multigroup ML decodable codes.
IV. A NEW CLASS OF FAST-GROUP-DECODABLE CODES
In this section, we construct a new class of FGD codes for all even number of transmit antennas and rates 1 < R ≤ 5/4. In [14] , FGD codes for the same range of rates, but for a smaller class of number of antennas, number of antennas that are a power of 2, were constructed. The FGD codes of this section match the FGD codes of [14] in terms of ML decoding complexity when the number of antennas is a power of 2.
We first construct a rate 5/4 FGD code for 2m antennas, m ≥ 1. Codes of rates less than 5/4 are then obtained via puncturing. Let the number of transmit antennas N = 2m, for some positive integer m, X = 0 1 1 0 {diag(1, 1, 1, . . . , 1), diag(1, −1, 1, . . . , 1) , 1, −1, . . . , 1) , . . . , diag(1, 1, 1, . . . , −1)}.
Let P = {I 2 , iX, iZ, ZX, iI 2 }, P 1 = {I 2 } and P 2 = P \ P 1 .
The design X FGD is of rate 5/4, is 2-group ML decodable and consists of unitary weight matrices. The two groups correspond to the two sets of weight matrices P i ⊗ D m , i = 1, 2. The second group is FD with the 3 conditional groups corresponding to iX ⊗ D m , iZ ⊗ D m and ZX ⊗ D m . FGD designs of rate 1 < R ≤ 5/4 can be obtained by puncturing appropriate number of symbols from the set of symbols corresponding to {iI 2 } ⊗ D m . These codes can be ML decoded with complexity
where M is the size of the underlying complex constellation [17] .
V. A NEW CLASS OF ASYMPTOTICALLY-OPTIMAL,
FAST-DECODABLE, FULL-DIVERSITY STBCS In this section, we first give a general procedure to construct high-rate, full-diversity FD codes using lower rate multigroup ML decodable codes and FGD codes. We then construct new STBCs for R > 1 and N > 1 using the new codes in Sections III-B and IV. Finally we show that the new class of codes have the least ML decoding complexity among all the codes available in the literature for N > 1 and R > 1.
A. A new class of low ML decoding complexity STBCs from multigroup ML decodable codes and FGD codes
We have the following propositions. 2RN and B be an R-basis of C N ×N . Then, there exist K − K b matrices A K b +1 , . . . , A K ∈ B, such that the set {A 1 , . . . , A K } is linearly independent over R.
Proposition 4: Let k ≥ 1. There exists an explicitly constructable R-basis B k of C k×k , consisting of unitary matrices.
The result of Proposition 3 together with the R-basis B k promised by Proposition 4 shows that any design X b , with rate R b < N, can be extended by adding sufficient number of real symbols with full-rank weight matrices. The new design from Proposition 3 is X = K i=1 x i A i and has rate R > R b . We say that X b is the base design of X.
Consider the case when all the weight matrices of the base design X b are full-rank. Then, all the weight matrices of the design X are also full-ranked. For any given Q, from Theorem 1, there exist Q-ary regular PAM constellations A d1,Q , . . . , A dK ,Q with minimum Euclidean distance d 1 , . . . , d K respectively, such that the STBC C = C(X, A d1,Q × · · · × A dK ,Q ) is of full-diversity. Also, C can be ML decoded with a complexity
where MLDC(·) denotes the ML decoding complexity of an STBC, C b = C(X b , A d1,Q × · · · × A dK b ,Q ) and M = Q 2 [17] . Further, if C b were multigroup ML decodable or fast-group-decodable, then the proposed code C will be fast-decodable. When we are interested in rates R < R b , low ML decoding complexity codes can be obtained by puncturing known multigroup ML decodable and FGD codes of rate R b . In this case too, we say that X b is the base design of the new code. It is straightforward to show that the order of ML decoding complexity, when the base design is g-group ML decodable and R < R b , is
B. Explicit constructions and their ML decoding complexity
From (3), it is clear that for the constructed code to be of low ML decoding complexity, the base design itself should be of low ML decoding complexity. To the best of the authors' knowledge, multigroup ML decodable codes and FGD codes from among the following three families of STBCs offer the least known ML decoding complexity for rates R ≥ 1 and number of antennas N ≥ 1: (i) F DAST : 2-group ML decodable, full-diversity, Diagonal Algebraic Space-Time (DAST) block codes from [19] for any number of transmit antennas N and rate R = 1 cspcu, (ii) F g,AG , g > 1: g-group ML decodable, delay-optimal, asymptotically-good STBCs in Section III-B of this paper for number of antennas, , n ≥ g and (iii) F F GD : FGD codes for even values of N and rate 5/4 cspcu in Section IV of this paper.
The codes in F F GD and F g,AG , g > 1, have full-rank weight matrices. We now show that the codes in F DAST can be obtained by using designs with full-rank weight matrices and by independent encoding of real symbols using A 1,Q .
Proposition 5: Let C 0 ∈ F DAST be a code for N transmit antennas that uses an underlying complex constellation of size Q 2 . There exists an N × N design X 0 with full-rank weight matrices such that, C 0 = C(X 0 , A 1,Q × · · · × A 1,Q ).
Suppose we are interested in constructing a low ML decoding complexity STBC for a given N and R. The base design for this code are to be chosen from the designs in F F GD , F DAST and F g,AG that are of size N × N . The set of such N × N designs is finite and non-empty. It is a non-empty set since F DAST has one N × N design for each N ≥ 1. Now, for each of the designs in this set, we compute the complexity of ML decoding the code of rate R that uses this design as the base using (1), (2), (3) and (4). Then, from among these designs, we pick that design as the base which leads to a rate R code of least ML decoding complexity. Table I gives the achievable order of ML decoding complexities and the associated base designs for some values of N and R. These values were found through a computer search. A computer search for this problem is easy to implement and executes quickly.
C. Comparison of ML decoding complexities
In this subsection, we show that the ML decoding complexities reported in this paper are the least known in the literature.
In [14] , full-diversity, FD codes were constructed for N = 2 m , m ≥ 1, antennas and rates R > 1 and these codes use, as base designs, a family of rate-5/4 FGD codes that have the same known ML decoding complexity as the codes from F F GD . For N = 2, 4, and R > 1, the codes in [14] have least known ML decoding complexity in the literature and the new codes in Section V-B use codes from F F GD as base for all R > 1 (see Table I ). Hence, for N = 2, 4 and 1 < R ≤ N , the new codes match the least known ML decoding complexity in the literature. The new codes of Section V-B either match or have lower ML decoding complexity than the codes in [14] for N ≥ 8. The fact that the new codes match the complexities is clear, since one family of base designs F F GD has same ML decoding complexity as the base designs of codes in [14] . Proposition 6: Let N = 2 m , m ≥ 3, and 3/2 < R ≤ N . The new codes for N antennas and rate R of Section V-B have lower ML decoding complexity than the corresponding codes of [14] .
Proposition 7: Let R ∈ (1, 3/2]. There exists a positive integer N such that for all N > N that belong to the set {2 m |m ∈ Z, m > 0}, the new codes of Section V-B of rate R and number of antennas N have lower ML decoding complexity than the corresponding codes of [14] .
In [15] , Threaded Algebraic Space-Time (TAST) codes were constructed for all number of transmit antennas N ≥ 1 and rate R ≤ N . These codes can be constructed by using the DAST codes as the base design. Hence, the TAST codes are conditionally 2-group ML decodable, i.e., fast-decodable. This low ML decoding complexity property of the TAST codes was not reported in [15] . The new codes of Section V-B and the TAST codes have same decoding complexities for N = 3, 5 and any R > 1, since both use the DAST code as their base (see Table I ).
Proposition 8: The new codes of Section V-B for N ≥ 6 and rates R > 1, have lower ML decoding complexity than the corresponding TAST codes. Table II summarizes the comparison of ML decoding complexities of the new codes in Section V-B with other FD and FGD codes available in the literature. From Table II and the results of this subsection, it is clear that for N ≤ 5 and R > 1 the complexity of ML decoding the new codes of Section V-B match the least known ML decoding complexity FD, FGD  EAST  TAST  FD  FGD  FD  FD  Golden  Silver  Antennas  codes  codes  codes  codes  codes  codes  code  code  code code N R in [14] from [11] [15] in [6] in [2] in [12] in [13] [8] [9] , [ in the literature. When N ≥ 6, N not a power of 2, and R > 1, or N ≥ 8, N a power of 2, and R > 3/2, the new codes have lower ML decoding complexity than the codes available in the literature. When N ≥ 8, a power of 2 and 1 < R ≤ 3/2, the new codes either have lower ML decoding complexity or match the least known ML decoding complexity in the literature. Thus, the subset of the new codes from Section V-B corresponding to R = N are asymptotically-optimal, fastdecodable and have the least ML decoding complexity among all known full-rate, full-diversity codes.
