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Abstract
We show that the kernel of an irreducible unitary representation π of the group algebra L1(G) of a
completely solvable Lie group G is given by the functions, whose abelian Fourier transform vanish on the
Kirillov orbitOπ of π if and only if this orbitOπ is flat. This is a generalization of a result obtained before
for nilpotent Lie groups.
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1. Introduction
Let G = exp(g) be a connected simply connected exponential Lie group with Lie algebra g.
The unitary dual Gˆ of G, the set of equivalence classes of irreducible unitary representations
of G, has a nice geometric parametrization via the Kirillov orbit method. It is well known that
there is a one to one correspondence π → Oπ between the equivalence classes of irreducible
representations π of G and the co-adjoint orbits Oπ in g∗, the dual vector space of g. Further-
more, every unitary representation π of C∗(G), the C∗-algebra of G, is uniquely determined by
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unitary representation in terms of the corresponding co-adjoint orbit.
If now G = exp(g) is a connected simply connected nilpotent Lie group, then the mapping
L1(G) → L1(g), f → f ◦ exp is an isometry and J. Ludwig in [5] has shown that the kernel
ker(π) in the group algebra L1(G) is given by the subspace ker(π) := {f ∈ L1(G); f̂ ◦ exp =
0 on Oπ } if and only if the orbit Oπ of π is flat, i.e. an affine linear subset of g∗. Nilpotent Lie
groups are ∗-regular, i.e. the canonical mapping from the primitive ideal space Prim(C∗(G)) to
the ∗-primitive ideal space Prim∗(L1(G)) : I → I ∩ L1(G) is a homeomorphism. In particular
the kernel kerC∗(G)(π) of π in the C∗-algebra of G is given by the closure kerL1(G)(π) in C∗(G)
of the kernel kerL1(G)(π) in L1(G). This shows that in general a “nice” description of the kernel
ker(π) in C∗(G) in terms of its Kirillov orbit is not available, if the orbit is not flat (see [6]).
In the exponential case, the group G is no longer ∗-regular in general (see [2]), but it may
still be that kerC∗(G)(π) = kerL1(G)(π) for every π ∈ Gˆ (see [8]). In this paper, we extend the
result obtained for nilpotent Lie groups in [5] to the completely solvable ones and show the
following. Let π ∈ Gˆ such that the co-adjoint orbit Oπ of π is closed. Then Oπ is flat if and only
if ker(π) = {f ∈ L1(G): [(f ◦ exp).jg]ˆ(Oπ ) = {0}}, where exp is the exponential mapping of
G and jg dx denotes the pull-back of the Haar measure of the group G to the Lie algebra g via
the exponential mapping.
The paper contains three sections. In the first, we give the necessary definitions and properties
of completely solvable Lie groups and of induced representations. In the second section we
present several characterizations of flat co-adjoint orbits of completely solvable Lie groups. In
the last section, we determine the kernels in the group algebra of the irreducible representations
associated to flat orbits.
2. Preliminaries
2.1. Some notations and basic facts
A connected, simply connected solvable Lie group with Lie algebra g is called exponential
if the exponential mapping exp :g → G is a C∞ diffeomorphism. In this case we denote by log
the inverse mapping of exp. It is well known that G is exponential if and only if for every X ∈ g,
the spectrum of the endomorphism ad(X) : gC → gC, ad(X)U := [X,U ], does not contain any
number of the form λi with λ ∈ R∗. If in particular the spectrum of ad(X) is real for every X ∈ g,
then we say that G is completely solvable. In this case, there exists a Jordan–Hölder sequence
g = g1 ⊃ g2 ⊃ · · · ⊃ gn ⊃ gn+1 = {0} of ideals in g, such that the dimension of gj /gj+1 = 1
for every j = 1, . . . , n. Choosing for every j an element Zj ∈ gj \ gj+1, we obtain a Jordan–
Hölder basis Z = {Z1, . . . ,Zn} of g and for every X ∈ g, we have a real number ρj (X), such
that [X,Zj ] = ρj (X)Zj modulo gj+1, j = 1, . . . , n. The linear functionals ρj :g → R are called
the roots of g. If g is nilpotent then of course all the roots are 0.
Since for exponential solvable groups G the exponential mapping is a diffeomorphism, we
can transfer the multiplication in G to the vector space g and we obtain the so-called Campbell–
Baker–Hausdorff multiplication ·g on g:
X ·g Y = log(expX · expY)
= X + Y + 1 [X,Y ] + 1 [X, [X,Y ]]+ 1 [Y, [Y,X]]+ · · · , X,Y ∈ g.
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measure jg(X)dX on g, where jg(X) is the Jacobian of the left translation by X on g:
jg(X) =
∣∣∣∣det
(
1 − e−adg(X)
adg(X)
)∣∣∣∣
(see [9]). The group G acts on g by the adjoint representation AdG, i.e.,
AdG(g)(X) = Ad(g)(X) = ead(log(g))X, g ∈ G, X ∈ g,
and on g∗ by the co-adjoint representation Ad∗G, i.e.,
〈
Ad∗G(g)l,X
〉 := 〈l,AdG(g−1)(X)〉=: 〈g.l,X〉, g ∈ G, l ∈ g∗, X ∈ g.
We denote by g∗/G the space of the co-adjoint G-orbits O(l) = {g.l: g ∈ G}, l ∈ g∗. Let g(l) =
{X ∈ g: 〈l, [X,g]〉 = {0}} be the stabilizer of l ∈ g∗ in g. It is also the Lie algebra of G(l) =
{g ∈ G: g.l = l}. A co-adjoint orbit O(l) of l ∈ g∗ is said to be saturated with respect to an ideal
g0 of g, if O(l) = O(l) + g⊥0 . In this case we have that g(l) ⊂ g0. So we can say, in the case
where g0 is of codimension 1 in g, that
dim
(O(l0))= dim(O(l))− 2, l0 = l|g0, O(l0) = exp (g0) · l0.
Let dg be a left Haar measure on G and let ΔG be the modular function of G, which is defined
by the formula
∫
G
ξ
(
gx−1
)
dg = ΔG(x)
∫
G
ξ(g)dg,
for all x ∈ G and for every ξ belonging to the space Cc(G) of continuous functions on G with
compact support. We have thus that
ΔG(x) =
∣∣det(Ad(x))∣∣−1 = exp(− tr ad(logx)) (x ∈ G).
Let H be a closed connected subgroup of G with corresponding Lie algebra h. We denote by
ΔH,G the real character of H defined by
ΔH,G(h) = ΔH(h)
ΔG(h)
(h ∈ H).
Hence, we have
ΔH,G(h) = exp
(
tr adg/h(logh)
)
(h ∈ H).
It is well known that if H is a normal subgroup of G, then ΔH,G(h) = 1 for all h ∈ H .
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We consider the space
E(G,H) = {ξ :G → C, continuous with compact support modulo H,
such that ξ(gh) = ΔH,G(h)ξ(h), g ∈ G, h ∈ H
}
.
The group G acts on E(G,H) by left translation and there exists a unique (up to a positive mul-
tiple) positive G-invariant linear functional on this space, which is denoted by νG/H . Therefore,
we can write it in the form of an integral
νG/H (ξ) =
∮
G/H
ξ(g)dνG/H (g).
We remark that if ΔH,G = 1, then νG/H is simply a G-invariant measure on the homogeneous
space G/H and the space E(G,H) coincides with Cc(G/H). We can write then the Haar integral
on G as a double integral over H and the quotient space G/H :
∫
G
f (g)dg =
∮
G/H
(∫
H
f (gh)ΔH,G(h)
−1 dh
)
dνG/H (g), f ∈ Cc(G). (1)
For details see [1].
Let ρ be a unitary representation of H on the Hilbert space Hρ and let Cc(G/H,ρ) be the
space of continuous functions ξ :G → Hρ , which are compactly supported modulo H satisfying
ξ(gh) = ΔH,G(h) 12 ρ
(
h−1
)
ξ(g), h ∈ H, g ∈ G.
We define an L2-norm on Cc(G/H,ρ) as follows
‖ξ‖22 =
∮
G/H
∥∥ξ(g)∥∥2Hρ dνG/H (g).
The induced representation indGHρ is just the left regular representation of G on the completion
L2(G/H,ρ) of Cc(G/H,ρ) with respect to the norm ‖.‖2 defined above.
2.3. The kernel of induced representations
The unitary dual Gˆ, i.e., the space of equivalence classes [π] of all irreducible unitary
representations π of G has been described via the Kirillov–Bernat–Vergne orbit method (see
[4]). Every unitary irreducible representation of G is equivalent to an induced representation
πl,pl = indGP χl for some l ∈ g∗ and a Pukanszky polarization pl at l, where χl denotes the unitary
character χl(expX) := e−il(X),X ∈ pl of the closed connected subgroup Pl := exp(pl ). A po-
larization at l ∈ g∗ is by definition a subalgebra pl of g, such that 〈l, [pl ,pl]〉 = {0} and such
that dim(pl ) = 1 (dim(g) + dim(g(l))). We say that pl or Pl satisfy Pukanszky’s condition if2
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in the same G-orbit O and so the mapping
Θ : g∗/G → Gˆ, O(l) → [πO(l)] :=
[
indGPlχl
]
is a bijection and even a homeomorphism (see [4]). We need the following lemma (see [5] and
[2] for the description of the kernels of such induced representations).
Lemma 2.1. Let H be a closed subgroup of G. Let ρ be a unitary representation of H on the
Hilbert space Hρ and let π = indGHρ. Then ker(π) is the set of all functions f ∈ L1(G) such that
there exists a set N of measure 0 in G so that for every x ∈ G \ N , we have a set Nx of measure
0 in G, such that for all y /∈ Nx the linear operator fρ(x, y) defined on Hρ by
fρ(x, y) :=
∫
H
ΔH,G(h)
− 12 f
(
xhy−1
)
ρ(h)dh
exists and is 0.
Proof. Let f ∈ L1(G). Let first ρ0 be the left regular representation of G on L2(G/H,1).
Choose a non-negative continuous function ξ ∈ L2(G/H,1), which vanishes nowhere on G.
Then there exists a set N of measure 0 in G, such that
|f | ∗ ξ(x) = ρ0
(|f |)ξ(x) < ∞, x /∈ N .
Hence for x /∈ N ,
∞ > |f | ∗ ξ(x) =
∫
G
∣∣f (y)∣∣ξ(y−1x)dy =
∫
G
ΔG
(
y−1
)∣∣f (xy−1)∣∣ξ(y) dy
=
∮
G/H
∫
H
ΔH,G
(
h−1
)
ΔG
(
h−1y−1
)∣∣f (xh−1y−1)∣∣ξ(yh)dhdy
=
∮
G/H
∫
H
Δ
−1/2
H,G (h)ΔG
(
h−1
)
ΔG
(
y−1
)∣∣f (xh−1y−1)∣∣ξ(y) dhdy
=
∮
G/H
∫
H
Δ
1/2
H,G(h)ΔG(h)ΔG
(
y−1
)∣∣f (xhy−1)∣∣ΔH (h−1)ξ(y) dhdy
=
∮
G/H
(∫
H
ΔH,G(h)
− 12 ΔG
(
y−1
)∣∣f (xhy−1)∣∣dh
)
ξ(y) dy.
Therefore, by the theorem of Fubini, there exists for every x ∈ G\N a set Mx ⊂ G of measure 0,
such that ∫
ΔH,G(h)
− 12 ΔG
(
y−1
)∣∣f (xhy−1)∣∣dh < ∞
H
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∫
H
ΔH,G(h)
− 12 ΔG(y−1)|f (xhy−1)|dh is
integrable. Whence for x /∈ N and η ∈ Cc(G/H,ρ),
(
π(f )η
)
(x) =
∫
G
f (y)η
(
y−1x
)
dy =
∫
G
ΔG
(
y−1
)
f
(
xy−1
)
η(y)dy
=
∮
G/H
∫
H
Δ
−1/2
H,G (h)ΔG
(
h−1
)
ΔG
(
y−1
)
f
(
xh−1y−1
)
ρ
(
h−1
)
η(y)dhdy
=
∮
G/H
(∫
H
ΔH,G(h)
− 12 ΔG
(
y−1
)
f
(
xhy−1
)
ρ(h)dh
)(
η(y)
)
dy. (2)
We deduce from (2) that f ∈ ker(indGHρ) if and only if for every x ∈ G \ N , there exists a set
Nx ⊃ Mx of measure 0 in G such that the linear operator
∫
H
ΔH,G(h)
− 12 ΔG
(
y−1
)
f
(
xhy−1
)
ρ(h)dh
is 0 for every y /∈ Nx . 
3. Flat orbits
In this section we characterize the flat orbits of a completely solvable Lie group of endomor-
phisms of a finite dimensional real vector space V. Let D = exp(D) be an exponential Lie group
of linear endomophisms of V . We assume that D is completely solvable. This means that the
eigenvalues of every D ∈ D, considered as an endomorphism of the complexification VC of V ,
are real numbers. We denote by 〈D〉 the associative hull in the endomorphism ring of the vector
space V generated by D. Then the group D is contained in the algebra RIV + 〈D〉. Note that 〈D〉
is linearly generated by the set {Dj : D ∈ D, j ∈ N}. For l ∈ V ∗, we define:
ND(l) =
{
x ∈ V : 〈l,D(x)〉= 0, ∀D ∈ D},
D(l) = {D ∈ D: Dt(l) = 0},
AD(l) =
{
x ∈ V : 〈l, T (x)〉= 0, ∀T ∈ 〈D〉}.
Here Dt denotes the transpose of D: 〈Dt l,X〉 := 〈l,D(X)〉, X ∈ V , l ∈ V ∗. It follows from the
definitions, that AD(l) ⊂ ND(l) and that
AD(l) =
{
X ∈ ND(l): T (X) ∈ ND(l), ∀T ∈ D
}
.
Definition 3.1. We say that an orbit O(l) = Dt l ⊂ V ∗ of the exponential completely solvable
group D is flat, if the subspace ND(l) of V (and hence ND(q) of every element q ∈ O(l)) is
D-invariant.
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phisms of the real finite dimensional vector space V . Let l ∈ V ∗ and O = O(l) = Dt l be the
D-orbit of l. The following statements are equivalent:
1) O is flat, i.e. ND(l) is D-invariant ⇔ ND(l) = AD(l).
2) Dt · l|ND(l) = l|ND(l).
3) There exists an analytic function P : R → R; P(ξ) = 1+a2ξ2 +a3ξ3 +· · · for small ξ , with
a2 = 0, such that for every q in the orbit O(l), P(Dt)q ∈ O(l) for D ∈ D small enough.
Proof. 1) ⇒ 2) Let X ∈ ND(l) = AD(l). Since Dj(X) ∈ ND(l) for every j ∈ N∗, it follows that
〈
l,Dj (X)
〉= 0, j ∈ N∗, X ∈ ND(l), D ∈ D,
and so 〈exp(Dt )l,X〉 = 〈l,X〉.
2) ⇒ 1) Let X ∈ ND(l). For all D ∈ D, s ∈ R, we have then that
〈l,X〉 = 〈exp(sDt)(l),X〉
=
〈∑
k0
(sDt )k
k! (l),X
〉
=
〈(
IV + sDt + s
2
2!
(
Dt
)2 + · · ·
)
(l),X
〉
= 〈l,X〉 + s〈Dt(l),X〉+ s2
2!
〈(
Dt
)2
(l),X
〉+ · · · .
It follows that,
s
〈
Dt(l),X
〉+ s2
2!
〈(
Dt
)2
(l),X
〉+ · · · = 0
and therefore for all j  1, 〈(Dt )j (l),X〉 = 0. Hence, 〈l, T (X)〉 = 0 for all T ∈ 〈D〉 and thus
ND(l) ⊂ AD(l), which completes the proof in this case.
3) ⇒ 1) We proceed by induction on d = dim(V ) + dim(D). The result is obviously true if
d = 1.
Let d  2. We take V0 = ker(l)∩AD(l). We have to treat the following cases:
Case 1. V0 = {0}.
Let p :V −→ V˜ = V/V0 be the canonical projection and j the transposed map of p. Take
l˜ ∈ V˜ ∗ such that j (l˜) = l. We define the Lie algebra D˜ by
D˜
(
p(x)
)= p(D(x)), D ∈ D and x ∈ V.
As j (P (D˜t )(q˜)) = P(Dt)(q), q ∈ O and D small enough, the induction hypothesis applied to
V˜ and D˜ implies that N ˜ (l˜) = A ˜ (l˜). Hence ND(l) = p−1(N ˜ (l˜)) is D-invariant.D D D
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Subcase 2.1. AD(l) = RZ, for some Z ∈ V \ {0}, D(Z) = {0} and l(Z) = 0. In this case, there
exists a non-zero vector Y ∈ V and two linear functionals α, β = 0 from D to R such that
D(Y) = α(D)Y + β(D)Z, ∀D ∈ D,
since D is completely solvable. It follows that α is a homomorphism of the Lie algebra D. There-
fore, we can suppose that α and β are linearly independent, if α = 0. In the case where α and β
are linearly dependent and α = 0 there exists c ∈ R such that β = cα. Thus we have
D(Y + cZ) = α(D)(Y + cZ), ∀D ∈ D,
and we are in the same situation as subcase 2.2 which is detailed later. Without loss of generality,
we can assume that l(Y ) = 0 and l(Z) = 1. Let D0 be the kernel of β . Then D0 is a subalgebra
of G. Let D0 := exp(D0). Then D0 is a closed connected subgroup of D.
Assume first that α = 0. The D0-orbit O0 of l is given by:
O0 =
{
q ∈ O(l): q(Y ) = 0}.
In fact, there exists D˙ ∈ D\D0 such that β(D˙) = 1, α(D˙) = 0 and D = D0⊕RD˙. Thus D˙(Y ) = Z
and DD˙(Y ) = 0, for all D ∈ D. So we have
D = D0 exp(RD˙).
Let q ∈ O(l) such that q(Y ) = 0. There exists D0 ∈ D0, and s ∈ R such that q = exp(Dt0)×
exp(sD˙t )(l). Since q(Y ) = 0, we have
0 = 〈exp(Dt0) exp(sD˙t)(l), Y 〉
= 〈l, exp(sD˙) exp(D0)(Y )〉
= 〈l, exp(sD˙)(eα(D0)Y )〉
= 〈l, eα(D0)(Y + sZ)〉= seα(D0).
This implies that, s = 0 and so q ∈ (D0)l. Thus {q ∈ O(l): q(Y ) = 0} ⊂ O0. On the other hand,
we evidently have (Dt0)l(Y ) = 0.
As 〈P(Dt0)(q), Y 〉 = {0} for every q ∈ O0, it follows for D ∈ D0, q ∈ O0, that P(Dt)q ∈ O0
whenever P(Dt)q ∈ O. We can apply the induction hypothesis to D0 and O0. Hence
RY ⊕ND(l) = ND0(l) = AD0(l).
We show now that ND(l) is D-invariant. Let v ∈ ND(l). We have 〈l,D2(v)〉 = 0, for all D ∈ D.
In fact, for all D0 ∈ D0 and s ∈ R small enough,
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(
s(D˙ +D0)t
)
l, Y
〉= 〈l, Y + a2s2(D˙ +D0)2(Y )〉+ o(s3)
= 〈l, Y + a2s2(D˙2 +D20 + D˙D0 +D0D˙)(Y )〉+ o(s3)
= a2s2
〈
l, D˙D0(Y )
〉+ o(s3)
= a2α(D0)s2 + o
(
s3
)=: Q(s).
On the other hand, we have
〈
exp
(−Q(s)D˙t)P (s(D˙ +D0)t)l, Y 〉= 〈P (s(D˙ +D0)t)l, Y −Q(s)Z〉
= 〈P (s(D˙ +D0)t)l, Y 〉−Q(s) = 0.
It follows that for s ∈ R small enough,
exp
(−Q(s)D˙t)P (s(D˙ +D0)t)l ∈ D0.
Since v ∈ ND(l) ⊂ ND0(l) = AD0(l), we have
〈l, v〉 = 〈exp(−Q(s)D˙t)P (s(D˙ +D0)t)l, v〉
= 〈P (s(D˙ +D0)t)l, v −Q(s)D˙(v)〉+ o(s3)
= 〈l, v −Q(s)D˙(v)+ a2s2(D˙ +D0)2(v)〉+ o(s3)
= 〈l, v + a2s2(D˙ +D0)2(v)〉+ o(s3).
This implies that a2〈l, (D˙ +D0)2(v)〉 = 0. As a2 = 0, we have 〈l, (D˙ +D0)2(v)〉 = 0. Hence
〈l,D2(v)〉 = 0 for all D ∈ D. Now, for D1,D2 ∈ D and v ∈ ND(l),
0 = 〈l, (D1 +D2)2(v)〉= 〈l, (D21 +D22 + 2D1D2 + [D1,D2])(v)〉= 2〈l,D1D2(v)〉
(since [D1,D2] ∈ D). This shows that D(v) ⊂ ND(l) and so ND(l) is D-invariant.
The subcase α = 0 is similar.
Subcase 2.2. AD(l) = {0}. Then there exists a non-zero Y ∈ V and non-zero homomorphism α
on D such that
D(Y) = α(D)Y, ∀D ∈ D.
Without loss of generality, we can assume that l(Y ) = 1. Let D0 be the kernel of α and D0 :=
exp(D0). There exists D˙ ∈ D\D0 such that α(D˙) = 1 and D = D0 ⊕ RD˙. It is easy to see that
O0 := Dt0l =
{
q ∈ O: q(Y ) = 1}.
On the other hand, for all s ∈ R small enough and D0 ∈ D0
〈
P
(
s(D˙ +D0)t
)
(l), Y
〉= 〈l, Y + a2s2(D˙ +D0)2(Y )+ a3s3(D˙ +D0)3(Y )+ · · ·〉
= 1 + a2s2 + a3s3 + · · · = 1 +Q(s) > 0.
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in R. In addition, by the same reasoning as above, using the induction hypothesis, we see that
ND0(l) is D0-invariant. Let v ∈ ND(l), we compute
〈l, v〉 = 〈exp(−q(s)D˙)P (s(D˙ +D0)t)(l), v〉
= 〈P (s(D˙ +D0)t)(l), v − a2s2D˙(v)〉+ o(s3)
= 〈l, v − a2s2D˙(v)+ a2s2(D˙ +D0)2(v)〉+ o(s3)
= 〈l, v〉 + a2s2
〈
(D˙ +D0)2(v)
〉+ o(s3).
It follows that
a2s
2〈l, (D˙ +D0)2(v)〉+ θ(s3)= 0, for all s ∈ R.
Hence, we have 〈l,D2(v)〉 = 0 for all D ∈ D and so 〈l,D1D2(v)〉 = 0 for all D1,D2 ∈ D i.e.
ND(l) is D-invariant.
1) ⇒ 3) Since now ND(l) is D-invariant, the D-orbit O of l is contained in l + ND(l)⊥. The
dimension of this orbit O is equal to the dimension of V/ND(l) because the dimension of O is
equal to the dimension of D modulo the stabilizer D(l) := {D ∈ D, Dt (l) = 0} of l and since the
bilinear map
D/D(l)× V/ND(l) :
(
D + D(l), v +ND(l)
) → 〈l,D(v)〉
establishes a duality between the two quotient spaces. Hence O is an open subset of l +ND(l)⊥.
We take the function P(ξ) := 1 + ξ2, ξ ∈ R. Then the mapping
D × (l +ND(l)⊥)→ l +ND(l)⊥; (D,q) → P(D)q
is continuous and so for every q ∈ O we can find a small neighbourhood U of 0 in D, such that
P(D)q ∈ O for every D ∈ U . 
Corollary 3.3. Let D be an exponential completely solvable Lie group of endomorphisms of the
real finite dimensional vector space V . Let l ∈ V ∗ and let O(l) be the D-orbit of l in V ∗. If O(l)
is closed, then the following statements are equivalent:
1) ND(l) is D-invariant: ND(l) = AD(l).
2) Dt · l|ND(l) = l|ND(l).
3) a) O(l) is affine linear.
b) O(l) = l +AD(l)⊥.
4) There exists an analytic function P :R → R; P(ξ) = 1 + a2ξ2 + a3ξ3 +· · · for small ξ , with
a2 = 0, such that for every q in the orbit O(l), P(Dt )q ∈ O(l) for D ∈ D small enough.
Proof. It suffices to proof the implications 1) ⇒ 3)a) and 3)a) ⇒ 3)b).
1) ⇒ 3)a) For X ∈ ND(l) and D ∈ D, we have
〈
exp
(
Dt
)
(l),X
〉= 〈l,X〉 + 〈l,D(X)〉+ 1 〈l,D2(X)〉+ · · · = 〈l,X〉.
2!
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On the other hand, reasoning as in the proof of the preceding theorem, we see that O(l) is
open in l +ND(l)⊥. Since by hypothesis it is also closed, it follows that O = l +ND(l)⊥.
3)a) ⇒ 3)b) We evidently have
O(l) ⊂ l +AD(l)⊥.
On the other hand, let W be a subspace of V such that O(l) = l +W⊥. For all D ∈ D and s ∈ R,
we have
1
s
(
exp
(
sDt
)
(l)− l) ∈ O(l)− l ⊂ W⊥.
Hence for X ∈ W ,
〈
1
s
(
exp
(
sDt
)
(l)− l),X
〉
= 0
and so
〈
Dt(l),X
〉+ s
2!
〈(
Dt
)2
l,X
〉+ s2
3!
〈(
Dt
)3
l,X
〉+ · · · = 0
and therefore for all j  1, D ∈ D, X ∈ W , Dj(X) ∈ ker(l), j  1, i.e. W ⊂ AD(l). Whence,
W = AD(l). 
Corollary 3.4. Let G = exp(g) be a completely solvable Lie group and let l ∈ g∗. If the G-orbit
O(l) of l is closed, then the following statements are equivalent:
1) g(l) is an ideal in g.
2) Ad∗(G)l|g(l) = l|g(l).
3) O(l) = l + g(l)⊥.
4. Representations associated to flat orbits
Let l ∈ g∗ and pl be a polarization for l satisfying the Pukanszky condition. Let Pl = exp(pl )
and πl ∈ Gˆ be the representation indGPlχl , where χl is the unitary character of Pl defined by
χl(x) := e−i〈l,log(x)〉, x ∈ Pl . Let as in Section 2.1 J = (gi )ni=1 be a Jordan–Hölder sequence and
Z = {Z1, . . . ,Zn} be a Jordan–Hölder basis of g adapted to J . We denote by Ipl the index set
Ipl := {i ∈ {1, . . . , n};pl ∩ gi = pl ∩ gi+1}. Then for i ∈ Ipl , we can take the vector Zi in pl . Let
also Ig/pl be the index set {1, . . . , n} \ Ipl = {i ∈ {1, . . . , n};gi ∩ pl = gi+1 ∩ pl}.
We consider the function ψpl defined on G by
ψpl (x) =
∏
i∈Ig/pl
∣∣∣∣ ρi(log(x))
e
ρi (log(x))
2 − e− ρi (log(x))2
∣∣∣∣.
The function ψp is bounded and Ad(G)-invariant. For p ∈ Pl we have the following identity:l
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−1
2
jpl (logp)
jg(logp)
= ψpl (p). (3)
Indeed,
ΔPl,G(p)
−1
2
jpl (logp)
jg(logp)
=
∏
i∈Ig/pl
e−ρi(log(p))/2
∏
i∈Ig/pl
∣∣∣∣ ρi(log(p))1 − e−ρi (log(p))
∣∣∣∣
=
∏
i∈Ig/pl
∣∣∣∣ ρi(log(p))
e
ρi (log(p))
2 − e− ρi (log(p))2
∣∣∣∣
= ψpl (p).
Let I (l,pl ) be the closed subspace of L1(G), given by
I (l,pl ) =
{
f ∈ L1(G): ∀u,v ∈ G,
∫
G
f (uxv)ψpl (x)e
−i〈l,logx〉 dx = 0
}
.
Then I (l,pl) is in fact a twosided ideal of the algebra L1(G), since for every f ∈ I (l,pl ) the left
and right translates of f are all contained in I (l,pl).
Proposition 4.1. I (l,pl) is contained in ker(πl).
Proof. Let g ∈ I (l,pl) and α ∈ Cc(G) and let f := g ∗α. Then f ∈ I (l,pl ) too and the function
p → f (uxpv) is contained in L1(Pl) for every x,u, v ∈ G since
∫
Pl
∣∣f (uxpv)∣∣dp =
∫
G
∫
Pl
∣∣g(y)∣∣∣∣α(y−1uxpv)∣∣dp dy
=
∫
G
∫
Pl
ΔG
(
y−1
)∣∣g(uxy−1)∣∣∣∣α(ypv)∣∣dp dy
=
∮
G/Pl
∫
Pl
ΔG(yq)
−1∣∣g(ux(yq)−1)∣∣
∫
Pl
∣∣α(yqpv)∣∣dpΔPl,G(q)−1 dq dμG/Pl (y)
=
∮
G/Pl
∫
Pl
ΔG(yq)
−1ΔPl,G(q)−1
∣∣g(ux(yq)−1)∣∣
∫
Pl
∣∣α(ypv)∣∣dp dq dμG/Pl (y).
The function y → ∫
Pl
|α(ypv)|dp =: α˜v(y) is uniformly bounded in y and so
∫
Pl
∣∣f (uxpv)∣∣dp =
∮
G/Pl
∫
Pl
ΔG(yq)
−1ΔPl,G(q)−1
∣∣g(ux(yq)−1)∣∣α˜v(y) dq dμG/Pl (y)
=
∫ ∣∣g(uxy)∣∣α˜v(y−1)dy < ∞.
G
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0 =
∫
G
f
(
upxp−1v
)
ψpl (x)e
−i〈l,logx〉 dx
=
∫
G
f
(
upxp−1v
)
ψpl
(
pxp−1
)
e−i〈l,logx〉 dx
= ΔG(p)
∫
G
f (uxv)ψpl (x)e
−i〈Ad∗(p)l,logx〉 dx
= ΔG(p)
∫
g
f
(
u exp(Y )v
)
ψpl (expY)e
−i〈Ad∗(p)l,Y 〉jg(Y ) dY.
As Ad∗(Pl)l = l + p⊥l , we get for u,v, x ∈ G,q ∈ p⊥l , that:
0 =
∫
g
f
(
u exp(Y )v
)
ψpl
(
exp(Y )
)
e−i〈l+q,Y 〉jg(Y ) dY
=
∫
g/pl
e−i〈q+l,Y 〉
∫
pl
f
(
u exp(Y +U)v)ψpl (exp(Y +U))e−i〈l,U〉jg(Y +U)dU dY˙ .
Hence, for every Y ∈ g, u,v ∈ G,
0 =
∫
pl
f
(
u exp(Y +U)v)ψpl (exp(Y +U))e−i〈l,U〉jg(Y +U)dU.
Therefore, for Y = 0, u,v ∈ G,
0 =
∫
pl
f
(
u exp(U)v
)
ψpl
(
exp(U)
)
e−i〈l,U〉jg(U)dU.
Hence, by (3), for all u,v ∈ G,
0 =
∫
pl
f
(
u exp(U)v
)
ΔPl,G
(
exp(U)
)−1
2 jpl (U)e
−i〈l,U〉 dU
=
∫
Pl
f (upv)ΔPl,G(p)
−1
2 e−i〈l,log(p)〉 dp.
Thus, by Lemma 2.1, f ∈ ker(πl) and finally g ∈ ker(πl). 
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orbit O(l) is closed. If O(l) is affine linear then
ker(πO(l)) =
{
f ∈ L1(G): [(f ◦ exp)jg]ˆ(O(l))= {0}}.
Proof. Let τl := indGG(l)χl , where G(l) := exp(g(l)). As O(l) is affine linear, O(l) = l + g(l)⊥
and g(l) is an ideal of g (by Corollary 3.4). Hence G(l) is a closed connected normal subgroup
of G. Furthermore, we have
ker(τl) =
⋂
q∈l+g(l)⊥
ker(πq) = ker(πl)
(see [4]). We show that ker(τl) = {f ∈ L1(G): [(f ◦ exp)jg]ˆ(O(l)) = {0}}. Let f ∈ Cc(G) ∗
ker(τl) ∗Cc(G). Then, by Lemma 2.1 we get
∫
G(l)
f
(
exp(s)h
)
χl(h)dh =
∫
g(l)
f ◦ exp(s + ϕs(h))χl(h)jg(l)(h) dh = 0, (4)
for all s ∈ g, where
ϕs(h) = s ·g h− s
= h+ 1
2
[s, h] + 1
12
[
s, [s, h]]+ 1
12
[
h, [h, s]]+ · · · for small s ∈ g, h ∈ g(l).
We see that the mapping ϕs :g(l) → g(l) is a diffeomorphism, whose inverse ψs is given by:
ψs(h) = (−s) ·g (h+ s), h ∈ g(l) (s ∈ g).
On the other hand, for all f ∈ L1(G) we have
∫
g/g(l)
∫
g(l)
f ◦ exp(s + h)jg(s + h)dhds
=
∫
G
f (g)dg =
∫
G/G(l)
∫
G(l)
f (sh)dh
=
∫
g/g(l)
∫
g(l)
f ◦ exp(s + ϕs(h))jg(l)(h)jg/g(l)(s) dhds
=
∫
g/g(l)
∫
g(l)
f ◦ exp(s + h)jg(l)
(
ψs(h)
)
jg/g(l)(s)Jac(ψs)(h) dhds.
This proves that
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jg(l)(ψs(h))jg/g(l)(s)
.
We deduce from Eq. (4) that
∫
g(l)
f ◦ exp(s + h)jg(s + h)e−il(h) dh = 0, s ∈ g,
since 〈l,ψs(h)〉 = 〈l, h〉 for all h ∈ g(l), because g(l) is an ideal of g. Therefore
∫
g
f ◦ exp(Y )jg(Y )e−i〈l+q,Y 〉 dY = 0, q ∈ g(l)⊥.
As Cc(G) ∗ ker(τl) ∗ Cc(G) is dense in ker(τl), it follows that ker(τl) ⊂ {f ∈ L1(G): [(f ◦
exp)jg]ˆ(l + g(l)⊥) = 0}. Let now f ∈ L1(G) such that [(f ◦ exp)jg]ˆ(l + g(l)⊥) = 0, then by
the same computation as above, we can show that
∫
G(l)
f (sh)χl(tht
−1) dh = 0 for all s, t ∈ G.
That means by Lemma 2.1 that f ∈ ker(τl) and thus
ker(τl) =
{
f ∈ L1(G): [(f ◦ exp)jg]ˆ(O(l))= 0}. 
We show now the converse direction. We take an exponential solvable Lie group G = exp(g)
and an exponential completely solvable Lie group D = exp(D) of automorphisms of g containing
the group Ad(G). We also suppose that there is an analytic mapping P :D × g → g such that for
small (D,X)
P (D,X) = X + aD2(X)+
∑
∑
ki+nj2
a
(
k1...kr
n1...nr )
(
Dk1adn1(X) . . .Dkr adnr (X)Dkr+1
)
(X),
with a = 0. We write P(D) :g → g for the mapping: P(D)(X) = P(D,X) (D ∈ D) and we
suppose that P(D) is a diffeomorphism of g for every D ∈ D. Define for D ∈ D the linear
bijection Pˇ (D) of L1(g) defined by
Pˇ (D)f (X) := f (P(D)X)JP(D)(X), X ∈ g,
where JP(D)(X) denotes the Jacobian of P(D) at X ∈ g.
Definition 4.3. For an ideal I in the algebra L1(g), let h(I) be the set of characters
h(I) :=
{
q ∈ g∗, 0 = χq(f ) =
∫
g
f (Y )e−i〈q,Y 〉dY, f ∈ I
}
.
Then h(I) is a closed (possibly empty) subset of g∗.
Lemma 4.4. Let g, D and P as above. Let l ∈ g∗ and let I be a closed ideal in L1(g), so that
h(I) is the closure O(l) of the D-orbit O(l) of l. If I is invariant under the maps Pˇ (D),D ∈ D,
then ND(l) is D-invariant.
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obviously true. Suppose now that d  2. Let g0 = ker(l) ∩ AD(l). Then g0 is D-invariant. We
first assume that g0 = {0}. Let p be the canonical projection of g onto g˜ = g/g0 and let j be
the transpose of p. Let l˜ ∈ g˜∗ be defined by j (l˜) = l. We define a Lie algebra of exponential
derivations on g˜ in the following way: for all D ∈ D, let D˜ be defined by D˜(p(x)) = p(D(x)),
x ∈ g. So we have evidently O(l) = j ((exp D˜)l˜) and ad g˜ ⊂ D˜.
Let I˜ = π(I), where π :L1(g) → L1(g˜) is the canonical surjection:
π(f )(x˜) :=
∫
g0
f (x + z) dz, f ∈ L(g), x˜ = x + g0.
Thus I˜ is a closed ideal in L1(g˜) (see [7], p. 177) and the hull of I˜ is h(I˜ ) = (exp D˜)l˜.
Define the maps P(D˜) (D˜ ∈ D˜) by:
P(D˜)(x˜) = P(D)x + g0, x˜ = x + g0,
= x˜ + aD˜2(x˜)+ · · · , for small x˜ ∈ g˜.
Then
P(D˜)
(
p(x)
)= p(P(D)(x)), for all x ∈ g.
It is easy to see that I˜ is Pˇ (D˜)-invariant; Indeed, for all f˜ = π(f ) ∈ I˜ , D˜ ∈ D˜ and x˜ = p(x)
Pˇ (D˜)f˜ (x˜) = f˜ (p(P(D)(x)))J
P(D˜)
(
p(x)
)
=
∫
g0
f
(
P(D)(x + h))JP(D)(x + h)dh
=
∫
g0
f
(
P(D)(x) + h)JP(D)(x +Q(D,x)−1(h))
JQ(D,x)
dh,
where Q(D,x) is a diffeomorphism of g0 given by
Q(D,x)(h) = P(D)(x + h)− P(D)(x) (h ∈ g0, x ∈ g, D ∈ D).
On the other hand, for all ϕ ∈ L1(g), we have
∫
g
ϕ(x)dx =
∫
g/g0
∫
g0
ϕ
(
P(D)(x + h))JP(D)(x + h)dhdx˜
=
∫
g/g0
∫
g0
ϕ
(
P(D)(x) + h)JP(D)(x +Q(D,x)−1(h))
JQ(D,x)(h)
dhdx˜,
and
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∫
g
ϕ(x)dx =
∫
g/g0
∫
g0
ϕ(x + h)dhdx˜ =
∫
g/g0
∫
g0
ϕ
(
P(D)(x) + h)dhJ
P(D˜)
(x˜) dx˜.
This implies that
J
P(D˜)
(x˜) = JP(D)(x +Q(D,x)
−1(h))
JQ(D,x)(h)
, x ∈ g, h ∈ g0.
We obtain thus that Pˇ (D˜)f˜ (x˜) = π(Pˇ (D)f (x)).
By the induction hypothesis we get N
D˜
(l˜) = A
D˜
(l˜) and thus ND(l) is D-invariant.
Suppose now that g0 = {0}. Then dim(AD(l)) = 0 or 1.
Case 1. AD(l) = RZ, for some non-zero Z in g. Since AD(l) is D-invariant and 〈l,Z〉 = 0, it
follows that D(Z) = 0 for all D ∈ D. In this case, there exists a non-zero Y ∈ g and two linear
functionals α, β on D such that
D(Y) = α(D)Y + β(D)Z, ∀D ∈ D
since D is completely solvable with β = 0. If α = 0, then we can assume that α and β are linearly
independent. The case where α and β are linearly dependent and α = 0 is tackled similarly as in
the Case 2 which is treated later. The linear functional α is a homomorphism of D. Without loss
of generality, we can assume that l(Y ) = 0 and l(Z) = 1. We can find an element D˙ ∈ ker(α),
such that β(D˙) = 1.
We apply now the technique of restriction of an ideal to an invariant subgroup developed
in [3]. Let g1 be any D-invariant subspace of g containing AD(l), such that dim(g/g1) = 1.
Such a g1 always exists since D is completely solvable. Let l0 ∈ g⊥1 with l0 = 0 and let χt
be the character of g defined by: χt (v) = ei〈t l0,v〉, v ∈ g. The ideal J = ⋂t∈R χtI is Pˇ (D)-
invariant and h(J ) = h(I) + Rl0. Define for x ∈ g and a function f : g → C the function xf by
xf (y) := f (x + y), y ∈ g. Let J ′ be the set of all functions f ∈ J , so that xf|g1 ∈ L1(g1) for all
x ∈ g and so that the maps x → xf|g1 from g1 to L1(g1) are continuous. J ′ is dense in J and
Pˇ (D)-invariant, since I is a Pˇ (D)-invariant ideal of L1(g). We define the ideal I1 of L1(g1) as
the closure in L1(g1) of the functions f|g1 f ∈ J ′. Let D1 be the restriction of the D on g1 and let
l1 = l|g1 . The hull of I1 is exactly the restriction of the hull of J on g1. Thus h(I1) = (expD1t )l1.
We still have adg1 ⊂ D1. The ideal I1 is Pˇ (D1)-invariant. Indeed, since P(D) maps g1 into g1,
we have that JP(D)(h) is a constant times JP(D1)(h), h ∈ g1.
The induction hypothesis applied to I1, l1, D1 implies that ND(l) ⊃ ND(l) ∩ g1 = ND1(l1) =
AD1(l1) = AD(l). Hence we obtain that either AD(l) = ND(l) (if ND(l) ⊂ g1) or dim(AD(l)) +
1 = dim(ND(l)) 2.
Let now D0 be the kernel of β . Then D0 is a subalgebra of D. Let D0 = exp(D0). We have
that ND0(l) = RY ⊕ND(l) and the closure of the D0-orbit of l is given by:
(
Dt0
)
l = {q ∈ (Dt)l: q(Y ) = 0}.
We look at the ideal I1 defined to be the closure in L1(g) of the sum of the ideal I and the kernel
KY of the surjective homomorphism
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1(g) → L1(g/RY), π(f )(x + RY) :=
∫
R
f (x + yY )dy.
It is easy to check that KY is Pˇ (D)-invariant for every D ∈ D0, since P(D)(RY) ⊂ RY , D ∈ D0.
The hull of I1 is the subset h(I)∩{q ∈ g∗; 〈q,Y 〉 = 0} = Dt0l =: O0(l). By the induction hypoth-
esis for I1, D0 and g, we get
ND0(l) = AD0(l)
and so ND0(l) is D0-invariant. This implies that dim(ND0(l))  3 since dim(ND0(l)) =
dim(ND(l))+1. If dim(ND0(l)) = 2 then ND0(l) = AD0(l) = RY +RZ. Whence ND(l) = AD(l).
We prove now that the case dim(ND0(l)) = 3 cannot happen. Suppose otherwise. If we have a
D-invariant subspace g1 of co-dimension 1 containing ND0(l) ⊃ ND(l), then we have seen that,
AD(l) = ND(l) and so ND0(l) is of dimension 2. Hence no D-invariant subspace can contain
ND0(l). In other terms, either g = AD0(l) or the smallest D-invariant subspace of g containing
AD0(l) equals g.
We show that in the two cases g is abelian. If g = AD0(l) = RY0 +RY +RZ, then for a D˙ ∈ D
with β(D˙) = 1 and α(D˙) = 0, we have that
0 = 〈l, [exp sD˙(g), exp sD˙(g)]〉= 〈(exp sD˙t)l, [g,g]〉
for all s ∈ R. It follows that if we write [Y0, Y ] = cY for some c, then
0 = 〈l, exp sD˙[Y0, Y ]〉= 〈l, c exp sD˙Y 〉 = c〈l, Y + sZ〉 = cs
and so [Y0, Y ] = 0 and g is abelian.
In the second case take again D˙ ∈ D \ D0 and let
Y1 = D˙Y0, . . . , Yk = D˙kY0 (k = 2,3, . . . , n),
where n is the largest integer such that the set {Y1, . . . , Yn} is linearly independent modulo
span{Y,Z}. The subspace h of g, spanned by Y0, Y1, . . . , Yn,Y and Z is by definition D˙-invariant.
It is also D0-invariant. Indeed AD0(l) is D0-invariant, it follows that D0(Y0) ⊂ AD0(l) ⊂ h. If the
functional α = 0, then D0 is an ideal in D and so we see that inductively on k = 1, . . . , for
D ∈ D0,
D(Yk) = D
(
D˙(Yk−1)
)= D˙(Yk−1)+ [D,D˙](Yk−1) ∈ h.
If α = 0, we can take D˙ in ker(α) ∩ [D,D]. In particular D˙ is a nilpotent endomorphism. Take
now D00 = ker(α)∩ ker(β), which is an ideal of D contained in D0. The subspace h is therefore
D00-invariant by the argument above. There exists an element D˙0 ∈ D0, such that α(D˙0) = 1.
Again, by induction on k, as [D˙0, D˙] = −D˙ modulo D00, we have that
D˙0Yk = [D˙0, D˙]Yk−1 + D˙D˙0Yk−1 ∈ h,
k = 1,2, . . . , n. Thus h is D-invariant and so h = g.
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Y ∈ AD0(l),
0 = 〈l, [Y1, Y ]〉= 〈l, [D˙(Y0), Y ]〉= 〈l, D˙([Y0, Y ])− [Y0, D˙(Y )]︸ ︷︷ ︸
=0
〉= α(ad(Y0)).
It follows that [Y0, Y ] = 0 and so by induction on k,
[Yk,Y ] =
[
D˙(Yk−1), Y
]
= D˙([Yk−1, Y ])− [Yk−1, D˙(Y )]
= 0 − [Yk−1,Z] = 0.
Hence Y is central in g.
We prove now that [Y0,g] = 0. We remark that for all j  1, ad(Yj ) is nilpotent, since for
these j ’s, ad(Yj ) ∈ [D,D]. This implies that [Y0, Yj ] = ajY ∈ RY for some aj ∈ R, because
Y0 ∈ AD0(l) and so [Yj ,Y0] ∈ RY .
On the other hand, by induction on k, we can check that
[Yk,Y] =
k∑
j=0
(−1)jCjk D˙k−j [Y0, Y+j ], ∀k,  = 1,2, . . . , n.
Using the formula
0 = [Yk,Yk]
=
k∑
j=0
(−1)jCjk D˙k−j [Y0, Yk+j ]
= (−1)k[Y0, Y2k] − (−1)k−1D˙
([Y0, Y2k−1])
= (−1)ka2kY − (−1)k−1a2k−1Z, k = 1, . . . , n,
we deduce that for any k = 1,2, . . . , n, ak = 0, and hence ad(Y0) = 0. Whence Y0 is contained
in the center of g and so is then Y1 = D˙(Y0) and inductively all the Yk’s, k = 2, . . . , n. Finally g
is abelian. Then the polynomial maps P(D), D ∈ D, are reduced to the linear maps given by
P(D)(x) = x + aD2(x)+
∑
k0
bkD
2+k(x)
for some bk ∈ R and for D ∈ D. As I is invariant under these linear maps, the hull h(I) of I is
invariant under the corresponding linear maps P(D)t , which have the form
P(D)t = 1 + aD2 +
∑
bkD
2+k, D ∈ D small.k0
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O(l) for D small enough. Applying now Theorem 3.2 we have that ND(l) = AD(l), but this
contradicts the assumption that dim(ND0(l)) = 3.
Case 2. dim(AD(l)) = 0. In this case, there exists a non-zero Y ∈ g and a homomorphism α = 0
on D such that
D(Y) = α(D)Y, ∀D ∈ D.
Without loss of generality, we can assume that l(Y ) = 1. Let D0 be the kernel of α and suppose
that ad(g) ⊂ D0. There exists X ∈ g so that [X,Y ] = Y . Then, the D-orbit is saturated with
respect to the D-invariant subspace g1 = {U ∈ g: [U,Y ] = 0}. Let D1 be the restriction of D on
g1 and
I1 =
{
h ∗ f|g1 : f ∈ I, h ∈ Cc(G)
}‖.‖1 .
Then the ideal I1 is Pˇ (D1)-invariant and h(I1) = h(I)|g1 . Furthermore h(I1) = (expDt1)l|g1 and
by the induction hypothesis for I1,D1,g1, we have that
ND(l) = ND1(l|g1) = AD1(l|g1) = AD(l) = {0}.
Assume now that α(adg) = 0. In this case Y is central in g and we have for D0 := ker(α)
(
expDt0
)
l = {q ∈ O(l): q(Y ) = 1}.
Let g1 be a D-invariant subspace of g of co-dimension 1. We define
J =
⋂
q∈g⊥1
χqI and I1 =
{
h ∗ f|g1 : f ∈ J, h ∈ Cc(G)
}‖.‖1 .
Then I1 is Pˇ (D|g1)-invariant, h(J ) = h(I) + g⊥1 and h(I1) = Dt l1. Hence, by the induction
hypothesis applied to I1,D1,g1 we obtain:
ND(l)∩ g1 = ND|g1 (l|g1) = AD|g1 (l|g1) = {0}.
Let now y := RY and let K := {f ∈ L1(g): ∫y f (u+ y)dy = 0, u almost everywhere}.
Then the hull of the ideal K is the affine subspace l + y⊥ and K is Pˇ (D0)-invariant for every
D0 ∈ D0 small enough, since we can write for u ∈ g and y ∈ y:
P(D)(u + y) = uD + P(D)y = uD + q(D)y
for some uD ∈ g depending only on u and D and some real number q(D). Hence the closure J0
of the ideal I +K is also Pˇ (D0)-invariant and its hull is equal to the closure of the D0-orbit of l.
Applying the induction hypothesis to D0 and J0, we see that ND(l)+RY = ND0(l) = AD0(l). We
have seen above that for any D-invariant co-one dimensional subspace g1 of g the dimension of
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ND(l) = {0}. If ND(l) is contained in a proper D-invariant subspace, then we have also finished
by the argument above. It remains the case where ND0(l) is of dimension 2 and contained in no D-
invariant proper subspace. We can write ND0(l) = RU +RY , where l(U) = 0. Since U ∈ ND0(l)
and ND0(l) is D0-invariant, it follows that RU must be itself D0-invariant. Hence there exists a
character γ of g, such that [T ,U ] = γ (T )U , T ∈ g. Hence ND0(l) is contained in the nilradical
of g. But then g itself is nilpotent, since the smallest D-invariant subspace containing U and Y
is equal to g and the elements of D are derivations of g. Then necessarily α = 0 and so ND0(l)
is contained in the center of g and finally g itself is abelian. Since the hull of I is the closure of
a D-orbit, which is P(D)t -invariant for small D in D, we can now apply as before Theorem 3.2
and we have that ND(l) is D-invariant. 
Theorem 4.5. Let G = exp(g) be a completely solvable Lie group and let l ∈ g∗. Suppose that
the coadjoint orbit O(l) of l is closed in g∗. Let πl ∈ Gˆ be associated to O(l). The following
statements are equivalent:
1) ker(πl) = {f ∈ L1(G): [(f ◦ exp)jg]ˆ(O(l)) = 0},
2) The orbit O(l) is affine linear.
Proof. 1 ⇒ 2) It is clear that Il = {(f ◦ exp)jg: f ∈ ker(πl)} is invariant under the linear maps
Pˇ (ad(X)), X ∈ g, defined by:
P
(
ad(X)
)
(Y ) = X ·g Y ·g X − 2X = Y + 16 ad(X)
2Y + · · · higher brackets in X, Y ∈ g,
since ker(πl) is translation-invariant by elements of G and Il ⊂ L1(g) is translation-invariant by
elements of g. Furthermore we have that
∫
g
f
(
P
(
ad(X)Y
)) jg(Y )
jg(Y + 2X)ΔG(expX)dY =
∫
g
f (Y )dY, X ∈ g, f ∈ L1(g).
Finally the hull of h(Il) is the orbit O(l), because Il = {h ∈ L1(g), hˆ = 0 on O(l)}. Indeed, we
have that L1(G) = {f :G → C; jg(f ◦ exp) ∈ L1(g)} and L1(g) = {h :g → C; (j−1g h) ◦ log ∈
L1(G)} and therefore by our assumption 1)
Il =
{
(f ◦ exp)jg: f ∈ ker(πl)
}
= {(f ◦ exp)jg: [(f ◦ exp)jg]ˆ = 0 on O(l)}
= {h ∈ L1(g): hˆ = 0 on O(l)}.
Then by Lemma 4.4, O(l) is an affine linear orbit (we take D = adg).
2) ⇒ 1) Theorem 4.2. 
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