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Abstract
We study the stationary exterior Oseen equations governing the flow of a viscous and incompressible
fluid past an obstacle. The behavior at infinity of the data and the solution are determined by setting the
problem in Lp spaces, for 1 < p < ∞, with anisotropic weights. The results are first established in the
whole space R3 and then extended to exterior domains.
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1. Introduction and notations
Let Ω ′ be a simply-connected bounded domain in R3 assumed to have at least a Lipschitz-
continuous boundary ∂Ω and let Ω denotes the complement of Ω ′. The steady-state Navier–
Stokes problem for a fluid occupying Ω consists in finding the velocity u of the fluid and its
pressure π such that
−νu + ρu.∇u + ∇π = f in Ω,
divu = 0 in Ω,
u = u∗ on ∂Ω, (1.1)
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density and u∗ is the velocity of the flow on ∂Ω . Since Ω is an unbounded domain, to (1.1) we
append the condition at infinity
lim|x|→∞u(x) = u∞, (1.2)
where u∞ is a constant vector of R3. In a coordinate frame attached to Ω ′, we assume that
u∞ = he1, where e1 is the first vector of the canonical basis of R3 and h > 0. Let now u =
v + u∞, then (1.1) is equivalent to
−νv + k∂1v + ∇π = f − ρv.∇v in Ω,
divv = 0 in Ω,
v = u∗ − u∞ on ∂Ω,
v(x) → 0 as |x| → ∞, (1.3)
where k = ρh > 0. By neglecting the nonlinear term in (1.3), we obtain the Oseen problem.
In this paper, we investigate the Oseen problem where the data and the solutions are assumed
to belong to adequate weighted Sobolev spaces. These spaces enable to describe the behavior of
functions at infinity. Moreover, they should also take into account the paraboloidal region, the
so-called wake, which appears behind the body Ω ′ during the flow. For these reasons, the weight
function chosen is given by the behavior at infinity of the fundamental solution (O,P) defined
by
Oij (x) =
(
δij− ∂
∂xi
∂
∂xj
)
Φ(x), Pi (x) = 14π
xi
|x|3 ,
where
Φ(x) = 1
4πk
ks/2ν∫
0
1 − e−t
t
dt, s = |x| − x1.
Let r = |x|, then it is well known that the following anisotropic behaviors hold
O(x) = O(r−1(1 + s)−1), ∇O(x) = O(r−3/2(1 + s)−3/2),
∂2O(x)
∂xi∂xj
= O(r−2(1 + s)−2), ∂O(x)
∂x1
= O(r−2(1 + s)−1), (1.4)
as r tends to infinity. Therefore, we consider the following anisotropic weight function
ηαβ = (1 + r)α(1 + s)β . (1.5)
This weight function has been introduced by Farwig (see [7,8]) for the L2-analysis of the Oseen
equations. In [15] (see also [17]), weighted Lp spaces with 1 < p < ∞ were used for estimates
on the Oseen fundamental solution. In [2,3,6] (see also [18]), existence, uniqueness and regularity
of the solution to the Oseen equations in R3 are proved in weighted Lp spaces for the particular
cases β = 0 and β = 1/2. In this paper, we use weighted Lp spaces and we investigate the more
general case β > 0. For this case, some arguments used in [2,3] are no longer valid because they
were specific to β = 0 and β = 1/2. Thus we will follow the ideas developed by Farwig in [7,8].
Without being exhaustive, we give other references on the Oseen problem: Odqvist [16], Finn
[10,11], Babenko [5], Galdi [12,13], Farwig [9], Solonnikov [19], Kobayashi and Shibata [14].
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the anisotropic weighted spaces and we recall some basic properties. Section 3 is devoted to the
Oseen problem in R3. Combining the results proved by Kracˇmar et al. [15, Theorems 4.1 and 4.2]
and the anisotropic weighted Poincaré-type inequalities announced in [1] and established in [2,4],
we first prove an existence result for a scalar model equation which in turn allows to prove an
existence result for the Oseen system in R3. Finally, in Section 4, we study the exterior Oseen
problem. Here the analysis is straightforward since it uses the principle that results concerning
linear operators can be obtained by combining their isomorphism properties in R3 with their
isomorphism properties in bounded domains.
We end this section with the notations used all long this work. In the whole text, p is a real
number in the interval ]1,+∞[. Vector or matrix fields will be denoted with boldface characters.
A point in R3 is denoted by x = (x1, x2, x3) and its distance to the origin by r = |x| = (x21 +
x22 + x23)1/2. For any multi-index m ∈ N3, we denote by ∂m the differential operator of order m,
∂m = ∂
|m|
∂x
m1
1 ∂x
m2
2 ∂x
m3
3
, |m| = m1 +m2 +m3.
By the same way, we denote by ∂1 the differential operator ∂1 = ∂/∂x1. For any j ∈ Z, Pj
stands for the space of polynomials of degree less than or equal to j . If j is a negative integer,
we set by convention Pj = {0}. We denote by D(Ω) the space of C∞ functions with compact
support in Ω . We recall that D′(Ω) is the well-known space of distributions defined on Ω and
S ′(R3) is the space of tempered distributions. For p > 1 and m ∈ N, we recall the well-known
Sobolev space Wm,p(Ω) and we denote by Hm(Ω) the space Wm,2(Ω). We shall write u ∈
W
m,p
loc (Ω) to mean u ∈ Wm,p(Ω˜), for any bounded domain Ω˜ , with Ω˜ ⊂ Ω . We introduce the
trace space W 1+1/p′,p(∂Ω) of functions which belong to W 2,p(Ω). For R > 0, we denote by BR
the open ball of radius R centered at the origin. We set ΩR = Ω ∩BR . Finally, C,C0,C1 denote
generic constants the values of which may change from line to line. Sometimes we indicate some
parameters such as δ, ε these constants will depend on.
2. Anisotropic weighted spaces and preliminaries
Let us recall that s = r − x1. In order to prove some weighted estimates, we shall use the
following equivalent weight function
ηαβ = (1 + δr)α(1 + εs)β
for δ, ε > 0 and α,β ∈ R. Observe that, as r tends to infinity, we have∣∣∇ηαβ ∣∣ Cηα−1/2β−1/2, ∣∣∂1ηαβ ∣∣ Cηα−1β and ∣∣∂2ηαβ ∣∣ Cηα−1β−1. (2.1)
Let Ω be an exterior domain. Given α, β ∈ R, we consider the following anisotropic spaces
L
p
α,β(Ω) =
{
v ∈D′(Ω), ηαβv ∈ Lp(Ω)
}
,
X
1,p
α,β(Ω) =
{
v ∈ Lpα−1/2,β−1/2(Ω), ∇v ∈ Lpα,β(Ω)
}
,
Y
1,p
α,β (Ω) =
{
v ∈ Lpα−1,β(Ω), ∇v ∈ Lpα,β(Ω)
}
.
These are Banach spaces equipped with their natural norms, respectively
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∥∥ηαβv∥∥Lp(Ω),
‖v‖
X
1,p
α,β (Ω)
= (‖v‖p
L
p
α−1/2,β−1/2(Ω)
+ ‖∇v‖p
L
p
α,β(Ω)
)1/p
,
‖v‖
Y
1,p
α,β (Ω)
= (‖v‖p
L
p
α−1,β (Ω)
+ ‖∇v‖p
L
p
α,β(Ω)
)1/p
.
The space D(Ω) is dense in Lpα,β(Ω). The space D(Ω) is dense in X1,pα,β(Ω) and in Y 1,pα,β (Ω).
These properties are proved for Ω = R3 (see [4]) and the extension to an exterior domain is
straightforward. We have Lpα,β(Ω) ⊂ Lploc(Ω). By the same way, all the local properties of the
spaces X1,pα,β(Ω) and Y
1,p
α,β (Ω) coincide with those of the Sobolev space W 1,p(Ω). Observe that
X
1,p
α,β(Ω) ⊂ Y 1,pα,β (Ω). Observe also that the operator defined by
u ∈ Lpα,β(Ω) → ηabu ∈ Lpα−a,β−b(Ω) (2.2)
is an isomorphism.
We recall the following basic result.
Lemma 2.1. Let α,β ∈ R. We have∫
R3
η
(α−1/2)p
βp x < +∞ ⇔ −α + min(1,−β) > 3.
For a proof of this lemma, we refer to [8, Lemma 2.3]. As a consequence, we have
Pj ⊂ Lpα,β(Ω) ⇔ j < −
3
p
− α + 1
p
min(1,−βp), (2.3)
Pj ⊂ X1,pα,β(Ω) ⇔ j <
1
2
− 3
p
− α + 1
p
min
(
1,−βp + p
2
)
, (2.4)
Pj ⊂ Y 1,pα,β (Ω) ⇔ j < 1 −
3
p
− α + 1
p
min(1,−βp). (2.5)
Let us now recall an anisotropic weighted Poincaré-type inequality announced in [1] and proved
in [2,18]. Assume β > max(0,1/2 − 1/p) and α + β + 3/p − 1 > 0. Then we have
∀v ∈ X1,pα,β(R3), ‖v‖Lpα−1/2,β−1/2(R3)  C‖∇v‖Lpα,β(R3). (2.6)
Remark 2.2. Let α and β be two reals such that β > max(0,1/2 − 1/p), α + β + 3/p − 1 > 0
and let u ∈ Y 1,pα,β (R3). Since u can be approximated by functions in D(R3), then u satisfies the
Poincaré-type inequality (2.6). Consequently, we have
Y
1,p
α,β (R
3) ⊂ Lpα−1/2,β−1/2(R3).
For convenience and for the sake of simplicity we shall also introduce the following weighted
Sobolev space
W
2,p
α,β (Ω) =
{
u ∈ Lpα−1,β(Ω), ∇u ∈ Lpα−1/2,β(Ω), ∂2u ∈ Lpα,β(Ω)
}
,
which is a Banach space for the norm
‖u‖
W
2,p
α,β (Ω)
= ‖u‖Lpα−1,β (Ω) + ‖∇u‖Lpα−1/2,β (Ω) + ‖∂
2u‖Lpα,β (Ω).
All the local properties of the space W 2,p(Ω) coincide with those of the Sobolev space W 2,p(Ω).α,β
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In this section, we consider the following Oseen problem. Given f and g, we look for the pair
(u,π) solution of
−u + λ∂1u + ∇π = f in R3,
divu = g in R3, (3.1)
where λ > 0 is a given real.
Let us recall some results proved in [15, Theorems 4.1 and 4.2] on the Oseen kernels (see also
[17]).
Proposition 3.1. Let α and β be two reals such that
0 < β  1 − 1
p
, −1
2
 α < 3
2
− 2
p
,
1
2
− 1
p
 α + β  5
2
− 3
p
,
α − β < 1
2
− 1
p
. (3.2)
Let f ∈ Lpα+1/2,β(R3), g ∈ Lpα+1/2,β(R3), such that ∇g ∈ Lpα+1/2,β(R3), and let the pair (u,π)
be defined by
ui =Oij ∗ fj +Pi ∗ g, π =Pj ∗ fj + g − λP1 ∗ g, (3.3)
where the pair of identical indices implies summation from 1 to 3.
Then for any 0 < σ  1, u∈Lpα−1/2−σ,β(R3), ∇u∈Lpα,β(R3), ∂2u∈Lpα+1/2−σ,β(R3),
∂1u∈Lpα+1/2−σ,β(R3) and π ∈ Y 1,pα+1/2,β(R3). Moreover, one has
‖u‖Lpα−1/2−σ,β (R3) + ‖∇u‖Lpα,β (R3) + ‖∂
2u‖Lpα+1/2−σ,β (R3) + ‖∂1u‖Lpα+1/2−σ,β (R3)
+ ‖π‖Lpα−1/2,β (R3) + ‖∇π‖Lpα+1/2,β (R3)
 C
(‖f ‖Lpα+1/2,β (R3) + ‖g‖Lpα+1/2,β (R3) + ‖∇g‖Lpα+1/2,β (R3)). (3.4)
Observe that, in the above proposition, there are some losses in the weighted estimates. The
aim of this section is to prove that, under additional assumptions on α and β , those losses can be
removed. To that end, we first consider a scalar model equation.
3.1. An existence result for a model equation
In this subsection, we deal with the following problem. Given a function f ∈ Lpα+1/2,β(R3),
we look for a function u, solution of
−u+ λ ∂u
∂x1
= f in R3, (3.5)
where λ > 0 is a given real. Let us recall an uniqueness result.
Proposition 3.2. If u ∈ S ′(R3) is a solution of (3.5) with f = 0, then u is a polynomial.
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notes the Fourier transform of u. Since |ξ |2 − iξ1 only vanishes at ξ = 0, it follows that u is a
polynomial. 
We denote by O the fundamental solution of (3.5) defined by
O(x) = 1
4πr
e−λs/2.
It is easy to see that, in particular, we have the following behaviors at infinity:
O(x) = O(η−1−1), ∇O(x) = O(η−3/2−3/2), ∂2O(x) = O(η−2−2),
∂1O(x) = O
(
η−2−1
)
.
Hence, in view of (1.4), the fundamental solution O have the same behavior at infinity as the
fundamental solution of OseenO. Besides both have also the same local behavior. Therefore the
results of Proposition 3.1 remain valid for the volume potential O ∗ f . More precisely, we have
Proposition 3.3. Let α,β ∈ R satisfy (3.2) and let f ∈ Lpα+1/2,β(R3). Then for any
0 < σ  1, u = O ∗ f ∈ Lpα−1/2−σ,β(R3), ∇u ∈ Lpα,β(R3), ∂2u ∈ Lpα+1/2−σ,β(R3) and ∂1u ∈
L
p
α+1/2−σ,β(R3). Moreover, we have the estimate
‖u‖Lpα−1/2−σ,β (R3) + ‖∇u‖Lpα,β(R3) + ‖∂
2u‖Lpα+1/2−σ,β (R3) + ‖∂1u‖Lpα+1/2−σ,β (R3)
 C‖f ‖Lpα+1/2,β (R3).
Our first objective is to prove that under additional assumptions, u belongs to Lpα−1/2,β(R3).
We need the following lemma whose proof can be found in [7, Lemma 2.4].
Lemma 3.4. Let α,β ∈ R satisfy β > 0, |α| < β . Then there are sufficiently small positive con-
stants δ and ε and C1(δ, ε) = O(δ)+O(ε) > 0 and C2(δ) = O(δ) > 0 such that
−λ∂1ηαβ −
|∇ηαβ |2
ηαβ

((
λ
(
β − |α|)−C1(δ, ε))δεs −C2(δ))ηα−1β−1, x ∈ R3. (3.6)
In addition, if −β < α  0, then we can take C2 = 0.
Proposition 3.5. Let α and β be two reals such that
max
(
0,
1
2
− 1
p
)
< β  1 − 1
p
,
1
2
− 1
p
 α < 3
2
− 2
p
, α − β < 1
2
− 1
p
. (3.7)
If f ∈ Lpα+1/2,β(R3), then u =O ∗ f ∈ Lpα−1/2,β(R3). Moreover, we have
‖u‖Lpα−1/2,β (R3)  C‖f ‖Lpα+1/2,β (R3).
Proof. Since α and β satisfy (3.7), then from Proposition 3.3, given f ∈ Lpα+1/2,β(R3), we
have u = O ∗ f ∈ ⋂0<σ1 Lpα−1/2−σ,β(R3) and ∇u ∈ Lpα,β(R3). Note that, in particular,
u ∈ Y 1,p(R3). Therefore, from Remark 2.2, we easily deduce that u satisfies the Poincaré-typeα,β
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introduce the cut-off function χR,n defined by
χR,n(x) =
⎧⎪⎪⎨
⎪⎪⎩
1, if r < R,
(R/r)(α−1/2)p+1, if R < r < Rn,
R[(α−1/2)p+1](1−n)(2 − r/Rn), if Rn < r < 2Rn,
0, if r > 2Rn.
This cut-off function has been introduced by Farwig [7, proof of Theorem 2.10] for the case
p = 2. Note that we have∣∣∇χR,n(x)∣∣ Cr−1, R < r < 2Rn. (3.8)
Assume first p  2. Multiplying (3.5) by η(α−1/2)p+1βp χR,n|u|p−2u and integrating, we obtain
I1 + λI2 = I3, where
I1 = −
∫
R3
η
(α−1/2)p+1
βp χR,n|u|p−2uudx,
I2 =
∫
R3
η
(α−1/2)p+1
βp χR,n|u|p−2u∂1udx,
I3 =
∫
R3
η
(α−1/2)p+1
βp χR,n|u|p−2uf dx.
It remains to estimate the three integrals. For I1, we can write
I1 =
∫
R3
∇u∇(η(α−1/2)p+1βp χR,n|u|p−2u)dx
=
∫
R3
χR,n|u|p−2u∇u∇η(α−1/2)p+1βp dx
+
∫
R3
η
(α−1/2)p+1
βp |u|p−2u∇u∇χR,n dx
+ (p − 1)
∫
R3
η
(α−1/2)p+1
βp χR,n|u|p−2|∇u|2 dx
= I11 + I12 + I13.
Using (2.1), the Young inequality and Proposition 3.3, we have
|I11| C
∫
R3
χR,n|u|p−1|∇u|η(α−1/2)p+1/2βp−1/2 dx
 C
(
1−p
∫
3
η
(α+1/2)p
βp |f |p dx + 
∫
3
χR,nη
(α−1/2)p
βp |u|p dx
)
, (3.9)R R
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|I12| C
∫
R3
η
(α−1/2)p
βp |u|p−1|∇u|dx  C
∫
R3
η
(α+1/2)p
βp |f |p dx. (3.10)
Using again the Young inequality, we easily obtain
|I3| C
(
1−p
∫
R3
η
(α+1/2)p
βp |f |p dx + 
∫
R3
χR,nη
(α−1/2)p
βp |u|p dx
)
. (3.11)
Next, we easily have
I2 = − 1
p
∫
R3
|u|p∂1
(
η
(α−1/2)p+1
βp χR,n
)
dx.
Let us assume for the moment that, if R < r < Rn, we have
−∂1
(
η
(α−1/2)p+1
βp χR,n
)
 Cη(α−1/2)pβp χR,n −C0
(
η
(α−1/2)p
βp−1 χR,n + η(α−1/2)p−1βp χR,n
)
, (3.12)
and, if Rn < r < 2Rn, we have
−∂1
(
η
(α−1/2)p+1
βp χR,n
)
 Cη(α−1/2)pβp χR,n −C0
(
η
(α−1/2)p
βp−1 χR,n +R(α−1/2)p+1η(α−1/2)p−[(α−1/2)p+1]βp
)
. (3.13)
Then we get
I2  C
∫
R3
|u|pη(α−1/2)pβp χR,n dx −C0
( ∫
R3
|u|pη(α−1/2)pβp−1 χR,n dx
+
∫
{R<r<Rn}
|u|pη(α−1/2)p−1βp χR,n dx
+R(α−1/2)p+1
∫
{Rn<r<2Rn}
|u|pη(α−1/2)p−[(α−1/2)p+1]βp dx
)
. (3.14)
Summarizing (3.9)–(3.11) and (3.14), we obtain∫
R3
|u|pη(α−1/2)pβp χR,n dx
 C
(
1−p
∫
R3
|f |pη(α+1/2)pβp dx + 
∫
R3
|u|pη(α−1/2)pβp χR,n dx
+
∫
R3
|u|pη(α−1/2)pβp−1 χR,n dx +
∫
{R<r<Rn}
|u|pη(α−1/2)p−1βp χR,n dx
+R(α−1/2)p+1
∫
n n
|u|pη(α−1/2)p−[(α−1/2)p+1]βp dx
)
. (3.15){R <r<2R }
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R3
|u|pη(α−1/2)pβp−1 χR,n dx
 C
(
1−p/2
∫
R3
η
(α−1/2)p
(β−1/2)p|u|p dx + 
∫
R3
|u|pη(α−1/2)pβp χR,n dx
)
.
From the Poincaré-type inequality (2.6) and Proposition 3.3, we get∫
R3
|u|pη(α−1/2)pβp−1 χR,n dx
 C
(
1−p/2
∫
R3
η
αp
βp|∇u|p dx + 
∫
R3
|u|pη(α−1/2)pβp χR,n dx
)
 C
(
1−p/2
∫
R3
η
(α+1/2)p
βp |f |p dx + 
∫
R3
|u|pη(α−1/2)pβp χR,n dx
)
. (3.16)
For the fifth integral of (3.15), Proposition 3.3 with σ = 1/p yields∫
{R<r<Rn}
|u|pη(α−1/2)p−1βp χR,n dx  C
∫
R3
η
(α+1/2)p
βp |f |p dx. (3.17)
Summarizing (3.15)–(3.17) and choosing  > 0 sufficiently small, we deduce that∫
R3
|u|pη(α−1/2)pβp χR,n dx
 C
∫
R3
|f |pη(α+1/2)pβp dx +CR(α−1/2)p+1
∫
{Rn<r<2Rn}
|u|pη(α−1/2)p−[(α−1/2)p+1]βp dx.
(3.18)
Note now that since 1/2 − 1/p < α < 3/2 − 2/p, then (α − 1/2)p + 1 > 0. Therefore, from
Proposition 3.3, the last integral of (3.18) tends to zero as n tends to infinity. We now use Fatou’s
lemma for n tending to infinity and afterwards for R tending to infinity. We deduce that∫
R3
|u|pη(α−1/2)pβp dx  C
∫
R3
|f |pη(α+1/2)pβp dx.
Let us now prove (3.12) and (3.13).
For any x ∈ R3 such that R < r < Rn, we can write
−∂1
(
η
(α−1/2)p+1
βp χR,n
)= −∂1(η0βpη(α−1/2)p+10 χR,n)
= η(α−1/2)p+10 χR,n∂1η0βp − η0βp∂1
(
η
(α−1/2)p+1
0 χR,n
)
.
With the help of Lemma 3.4, we get
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(
η
(α−1/2)p+1
βp χR,n
)
 Cεsη−1βp−1η
(α−1/2)p+1
0 χR,n −C1η0βpR(α−1/2)p+1
1
r2
(
1
r
+ δ
)(α−1/2)p
 Cεsη(α−1/2)pβp−1 χR,n −C1η(α−1/2)p−1βp χR,n.
Using the identity εs = η01 − 1, inequality (3.12) is proved.
For any x ∈ R3 such that Rn < r < 2Rn, we have
−∂1
(
η
(α−1/2)p+1
βp χR,n
)= −χR,n∂1η(α−1/2)p+1βp − η(α−1/2)p+1βp ∂1χR,n.
Next, since α  1/2 − 1/p and α − β < 1/2 − 1/p, from Lemma 3.4, it comes
−χR,n∂1η(α−1/2)p+1βp 
[(
βp −
(
α − 1
2
)
p − 1
)
δεs −C2(δ)
]
η
(α−1/2)p
βp−1 χR,n.
Besides, we can write
η
(α−1/2)p+1
βp ∂1χR,n = −η(α−1/2)p+1βp R[(α−1/2)p+1](1−n)
x1
r
R−n
 2R(α−1/2)p+1η(α−1/2)p+1βp r−[(α−1/2)p+2]
 2R(α−1/2)p+1η(α−1/2)p−[(α−1/2)p+1]βp .
Thus, from the two previous inequalities and from the identity εs = η01 − 1, we deduce (3.13).
If 1 < p < 2, it is enough to multiply (3.5) by χR,nη(α−1/2)p+1βp (u2 + τ 2)(p−2)/2u, where
τ → 0 and to proceed as for the case p  2. 
The previous proposition yields the following existence result for the model equation.
Theorem 3.6. Let α,β ∈ R satisfy (3.7) and Let f ∈ Lpα+1/2,β(R3). Then problem (3.5) has a
unique solution u =O∗f ∈ W 2,pα+1/2,β(R3) such that ∂1u ∈ Lpα+1/2,β(R3). Furthermore, we have
‖u‖
W
2,p
α+1/2,β (R3)
+ ‖∂1u‖Lpα+1/2,β (R3) C‖f ‖Lpα+1/2,β (R3).
Proof. According to Propositions 3.3 and 3.5, u =O ∗ f ∈ Lpα−1/2,β(R3) and ∇u ∈ Lpα,β(R3).
It remains to prove that ∂2u and ∂1u belong to Lpα+1/2,β(R3). Note that from Proposition 3.3,
∂2u belongs to
⋂
0<σ1 L
p
α+1/2−σ,β(R3). Let R > 0 be a real, we introduce the following parti-
tion of unity:
ϕ1, ϕ2 ∈ C∞(R3), 0 ϕ1, ϕ2  1, ϕ1 + ϕ2 = 1 in R3,
ϕ1 = 1 in BR, suppϕ1 ⊂ BR+1. (3.19)
We split u into u = uϕ1 + uϕ2 = u1 + u2. Since the support of ∂2u1 is included in BR+1, we
easily deduce that ∂2u1 belongs to Lpα+1/2,β(R3). Next, consider
−(ηα+1/2β u2)+ λ∂1(ηα+1/2β u2)= F,
where
F = ϕ2ηα+1/2f − u
(
ϕ2η
α+1/2)− 2∇u.∇(ϕ2ηα+1/2)+ λu∂1(ϕ2ηα+1/2).β β β β
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rem VII.4.1 of [13], there exists a function v ∈ Lploc(R3) such that ∂2v ∈ Lp(R3) and ∂1v ∈
Lp(R3) satisfying
−v + λ∂1v = −
(
η
α+1/2
β u2
)+ λ∂1(ηα+1/2β u2),
with the estimate
‖∂2v‖Lp(R3) + ‖∂1v‖Lp(R3)  C‖F‖Lp(R3) C‖f ‖Lpα+1/2,β (R3). (3.20)
Hence, from Proposition 3.2, the difference ∂2(v − ηα+1/2β u2) is a polynomial. But ∂2v be-
longs to Lp(R3) and ∂2(ηα+1/2β u2) belongs to
⋂
0<σ1 L
p
−σ,0(R3). Besides, the space L
p
−σ,0(R3)
does not contain polynomials for an arbitrary σ small enough (see (2.3)). Thus we deduce
that ∂2(v − ηα+1/2β u2) = 0. This shows that ηα+1/2β ∂2u2 belongs to Lp(R3) and consequently,
∂2u2 ∈ Lpα+1/2,β(R3). Moreover, we have the estimate∥∥∂2u2∥∥Lpα+1/2,β (R3) C‖f ‖Lpα+1/2,β (R3).
Moreover, since λ∂1u = f + u, then one easily deduces that ∂1u ∈ Lpα+1/2,β(R3) which ends
the proof. 
3.2. An existence result for the Oseen problem in R3
As for the scalar model (3.5), we recall an uniqueness result whose proof is based on the
Fourier transform.
Proposition 3.7. If the pair (u,π) ∈ S ′(R3)×S ′(R3) is a solution of (3.1) with f = 0 and g = 0,
then π and each component of u are polynomials.
Proof. Let (u,π) ∈ S ′(R3) × S ′(R3) be a solution of (3.1) with f = 0 and g = 0. Then tak-
ing the divergence of the first equation of (3.1), we obtain π = 0. Hence, π is a harmonic
polynomial. Besides, we have
(−u + λ∂1u) = −(∇π) = 0,
which implies
|ξ |2(|ξ |2 − λiξ1)uˆ(ξ) = 0.
Hence the support of uˆ is included in {0} and, consequently, each component of u is a polyno-
mial. 
The next proposition improves the weighted estimates on the volume potential π defined
in (3.3).
Proposition 3.8. Let α,β ∈ R satisfy (3.7). Given f ∈ Lpα+1/2,β(R3), g ∈ Lpα+1/2,β(R3) such
that ∇g ∈ Lpα+1/2,β(R3), then the function π =Pj ∗ fj + g − λP1 ∗ g belongs to X1,pα+1/2,β(R3)
and satisfies
‖π‖
X
1,p
α+1/2,β (R3)
 C
(‖f ‖Lpα+1/2,β (R3) + ‖g‖Lpα+1/2,β (R3) + ‖∇g‖Lpα+1/2,β (R3)).
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We are now ready to prove the main result of this section.
Theorem 3.9. Let α,β ∈ R satisfy (3.7). For any f ∈ Lpα+1/2,β(R3), g ∈ Lpα+1/2,β(R3) such that
∇g ∈ Lpα+1/2,β(R3), the Oseen problem (3.1) has a unique solution (u,π) ∈ W 2,pα+1/2,β(R3) ×
X
1,p
α+1/2,β such that ∂1u∈Lpα+1/2,β(R3). Moreover, we have
‖u‖
W
2,p
α+1/2,β (R3)
+ ‖∂1u‖Lpα+1/2,β (R3) + ‖π‖X1,pα+1/2,β (R3)
 C
(‖f ‖Lpα+1/2,β (R3) + ‖g‖Lpα+1/2,β (R3) + ‖∇g‖Lpα+1/2,β (R3)). (3.21)
Proof. Under the assumptions on α and β , the space Lpα−1/2,β(R3) and the space L
p
α,β−1/2(R3)
do not contain polynomials (see (2.3)). Therefore since W 2,pα+1/2,β(R3) × Xα+1/2,β ⊂
L
p
α−1/2,β(R3)×Lpα,β−1/2(R3), the uniqueness is proved.
Given f ∈ Lpα+1/2,β(R3), g ∈ Lpα+1/2,β(R3) such that ∇g ∈ Lpα+1/2,β(R3), then from Propo-
sition 3.1,
ui =Oij ∗ fj +Pi ∗ g ∈
⋂
0<σ1
L
p
α−1/2−σ,β(R
3), i = 1,2,3,
and from the previous proposition, π = Pj ∗ fj + g − λP1 ∗ g ∈ X1,pα+1/2,β(R3). It follows that
f − ∇π ∈ Lpα+1/2,β(R3). Thanks to Theorem 3.6, there exists a unique v ∈ W 2,pα+1/2,β(R3), such
that ∂1v ∈ Lpα+1/2,β(R3), satisfying
−v + λ∂1v = f − ∇π in R3.
We deduce that w = u − v ∈⋂0<σ1 Lpα−1/2−σ,β(R3) and satisfies
−w + λ∂1w = 0 in R3.
Therefore, from Proposition 3.2, each component of w is a polynomial of Lpα−1/2−σ,β(R3) for
any 0 < σ  1. Choosing σ sufficiently small, there are no polynomials in Lpα−1/2−σ,β(R3). Thus
w = 0 and consequently u = v which ends the proof. 
4. The Oseen problem in exterior domains
Let Ω ⊂ R3 be an exterior domain of R3 with at least a Lipschitz-continuous boundary. In this
section, we turn to the exterior Oseen problem. Given f ∈ Lpα+1/2,β(Ω), g ∈ Lpα+1/2,β(Ω) such
that ∇g ∈ Lpα+1/2,β(Ω) and u∗ ∈ W 1+1/p
′,p(∂Ω), we look for a velocity field u and a pressure
function π satisfying
−u + λ∂1u + ∇π = f in Ω,
divu = g in Ω,
u = u∗ on ∂Ω. (4.1)
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by Farwig (see [8, Theorem 5.6]) which states the existence of a solution for external forces
f ∈ L2α+1/2,β(Ω).
Theorem 4.1. Let Ω be an exterior domain of R3 with boundary of class C2. Let a and b be
two reals satisfying 0  |a| < b < 1/2. Then for all f ∈ L2a+1/2,b(Ω), g ∈ L2a+1/2,b(Ω) such
that ∇g ∈ L2a+1/2,b(Ω) and all u∗ ∈ H 3/2(∂Ω), problem (4.1) has a unique solution (u,π) ∈
W
2,2
a+1/2,b(Ω)×X1,2a+1/2,b(Ω) such that ∂1u∈L2a+1/2,b(Ω). Furthermore, we have
‖u‖
W
2,2
a+1/2,b(Ω)
+ ‖∂1u‖L2a+1/2,b(Ω) + ‖π‖X1,2a+1/2,b(Ω)
 C
(‖f ‖L2a+1/2,b(Ω) + ‖u∗‖H 3/2(∂Ω) + ‖g‖L2a+1/2,b(Ω) + ‖∇g‖L2a+1/2,b(Ω)).
We begin by proving existence results for data with compact supports.
Lemma 4.2. Let Ω be an exterior domain in R3 of class C2. Let α,β ∈ R satisfy (3.7). Let u∗ = 0,
f ∈ Lpα+1/2,β(Ω) with compact support and g ∈ Lpα+1/2,β(Ω) with compact support such that
∇g ∈ Lpα+1/2,β(Ω).
(i) If 1 <p < 2, then problem (4.1) has a unique solution
(u,π) ∈ (L 2p2−p (Ω)∩W 2,pα+1/2,β(Ω))× (L 3p3−p (Ω)∩X1,pα+1/2,β(Ω))
such that ∇u∈L 4p4−p (Ω), ∂2u∈Lp(Ω), ∂1u∈Lp(Ω)∩Lpα+1/2,β(Ω) and ∇π ∈ Lp(Ω).
(ii) If p  2, then problem (4.1) has a unique solution
(u,π) ∈ (W 2,2a+1/2,b(Ω)∩W 2,pα+1/2,β(Ω))× (X1,2a+1/2,b(Ω)∩X1,pα+1/2,β(Ω))
such that ∂1u∈L2a+1/2,b(Ω)∩Lpα+1/2,β(Ω) for any 0 |a| < b < 1/2 .
Proof. (i) Given f in Lpα+1/2,β(Ω) with compact support, then f ∈ Lp(Ω). Similarly, g belongs
to W 1,p(Ω). Since 1 < p < 2, then from Theorem VII.7.1 of [13], problem (4.1) has a unique
solution (u,π) ∈ L 2p2−p (Ω)×L 3p3−p (Ω) such that ∇u∈L 4p4−p (Ω), ∂2u∈Lp(Ω), ∂1u∈Lp(Ω) and
∇π ∈ Lp(Ω). Let us extend u and π . Observe first that the pair (u,π) belongs to W 2,ploc (Ω) ×
W
1,p
loc (Ω). Hence it has an extension (u˜, π˜) that belongs to W
2,p
loc (R
3) × W 1,ploc (R3). Define now
the pair (f˜ , g˜) as follow:
f˜ = −u˜ + λ∂1u˜ + ∇π˜ and g˜ = div u˜ in R3.
By construction the pair (f˜ , g˜) belongs to Lpα+1/2,β(R3)×Lpα+1/2,β(R3) and ∇g˜ ∈ Lpα+1/2,β(R3).
Let R > 0 be a real sufficiently large so that Ω ′ is contained in BR . Using the partition of
unity (3.19), we split u˜ and π˜ into u˜ = u˜ϕ1 + u˜ϕ2 = u˜1 + u˜2 and π˜ = π˜ϕ1 + π˜ϕ2 = π˜1 + π˜2.
Observe that the pair (u˜2, π˜2) satisfies
−u˜2 + λ∂1u˜2 + ∇π˜2 = F , div u˜2 = G in R3, (4.2)
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see that (F ,G) ∈ Lpα+1/2,β(R3) × Lpα+1/2,β(R3) and ∇G ∈ Lpα+1/2,β(R3). Therefore, applying
Theorem 3.9, there exists a unique pair (v, q) ∈ W 2,pα+1/2,β(R3)×X1,pα+1/2,β(R3), such that ∂1v ∈
L
p
α+1/2,β(R3), satisfying
−v + λ∂1v + ∇q = F , divv = G in R3. (4.3)
Hence, from Proposition 3.7, π˜2 − q and each component of u˜2 − v are polynomials. But the
space L
2p
2−p (R3) does not contain polynomials and, under the assumptions on α and β , the space
L
p
α−1/2,β(R3) does not contain polynomials either. Thus, we deduce that u˜2 = v (see Remark 4.3
for a sketch of the proof). By the same way, we also deduce that π˜2 = q . Thus, we have (u˜2, π˜2) ∈
W
2,p
α+1/2,β(R3)×X1,pα+1/2,β(R3) and ∂1u˜2 ∈ Lpα+1/2,β(R3). Next, since the pair (u˜, π˜) belongs to
W
2,p
loc (R
3)×W 1,ploc (R3), then the pair (u˜1, π˜1) belongs to W 2,p(BR+1)×W 1,p(BR+1) with sup-
port in BR+1. This implies that (u,π) ∈ W 2,pα+1/2,β(Ω)×X1,pα+1/2,β(Ω) and ∂1u∈Lpα+1/2,β(Ω).
(ii) If p  2 and f ∈ Lpα+1/2,β(Ω) with compact support, then f ∈ L2a+1/2,b(Ω) for any
0 |a| < b < 1/2. By the same way, g ∈ L2a+1/2,b(Ω) and ∇g ∈ L2a+1/2,b(Ω). Therefore, The-
orem 4.1 implies that problem (4.1) has a unique solution (u,π) ∈ W 2,2a+1/2,b(Ω)×X1,2a+1/2,b(Ω)
with ∂1u∈L2a+1/2,b(Ω). We now proceed as in the previous case. In the expression of F , the
terms u˜ϕ1, ∇u˜.∇ϕ1, u˜∂1ϕ1 and π˜∇ϕ1 belong to H 1(BR+1) ⊂ L6(BR+1) and, in the expres-
sion of G, the term g˜ϕ1 belongs to H 2(BR+1) ⊂ W 1,6(BR+1). Let us assume first 2  p  6.
Then we easily see that the pair (u˜2, π˜2) satisfies (4.2) whose right-hand side (F ,G) belongs
to Lpα+1/2,β(R3) × Lpα+1/2,β(R3) and ∇G ∈ Lpα+1/2,β(R3). Hence, using Theorem 3.9 and the
same arguments employed in the previous case, we deduce that (u˜2, π˜2) ∈ W 2,pα+1/2,β(R3) ×
X
1,p
α+1/2,β(R3). Next, since u˜ = u˜2 outside BR+1, the restriction of u˜ to ∂BR+1 belongs to
W 1+1/p′,p(∂BR+1). Thus the pair (u˜, π˜) satisfies
−u˜ + λ∂1u˜ + ∇π˜ = f˜ , div u˜ = g˜ in BR+1, u˜ = u˜2 on ∂BR+1.
Therefore, according to the existence result on the Oseen problem in bounded domain [13,
Lemma VII.6.1], the pair (u˜, π˜) belongs to W 2,p(BR+1)×W 1,p(BR+1). Consequently, the pair
(u˜1, π˜1) also belongs to W 2,p(BR+1) × W 1,p(BR+1) with support in BR+1. This implies that
(u,π) ∈ W 2,pα+1/2,β(Ω)×X1,pα+1/2,β(Ω) and ∂1u∈Lpα+1/2,β(Ω).
Assume now p > 6. Then f ∈ L6c+1/2,d (Ω), g ∈ L6c+1/2,d (Ω) and ∇g ∈ L6c+1/2,d (Ω) for any
c, d ∈ R such that 1/3 < d < 5/6, 1/3 < c < 7/6 and c−d < 1/3. Hence, according to the above
arguments, (4.1) has a unique solution (u,π) which, in particular, belongs to W 2,6c+1/2,d (Ω) ×
X
1,6
c+1/2,d (Ω) with ∂1u∈L6c+1/2,d (Ω). This shows that (F ,G) ∈ W 2,6(BR+1) × W 1,6(BR+1).
Since the imbedding W 1,6(BR+1) ⊂ Lq(BR+1) holds for any q > 1, we easily deduce that
(F ,G) ∈ Lpα+1/2,β(R3)×Lpα+1/2,β(R3) with ∇G ∈ Lpα+1/2,β(R3). Again we can repeat the pre-
vious arguments to end the proof. 
Remark 4.3. Observe first that since u˜2 ∈ L
2p
2−p (R3), then we have∥∥u˜2(R, ·)∥∥ 2p
2−p
= o(R(p−2)/p),L (Σ)
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Lp(R3), we have the following inequality which follows by homogeneity from the continuity of
the trace operator,∥∥w(R, ·)∥∥
Lp(Σ)
 C
(‖w‖p
L
p
−1/2,0({|x|>R})
+ ‖∇w‖p
Lp({|x|>R})
)1/p
R1/2−3/p, (4.4)
if R > 2. Now, observing that the field v given in the previous proof satisfies ηαβv ∈ Lp−1/2,0(R3),
∇(ηαβv) ∈ Lp(R3), using (2.2) and since β > 0, we have,∥∥v(R, ·)∥∥
Lp(Σ)
 C
(‖v‖p
L
p
α−1/2,β ({|x|>R})
+ ‖∇v‖p
L
p
α,β ({|x|>R})
)1/p
R1/2−3/p−α.
Let now λ be a polynomial such that λ = v − u˜2. Then, we can write∥∥λ(R, ·)∥∥
Lp(Σ)

∥∥v(R, ·)∥∥
Lp(Σ)
+C∥∥u˜2(R, ·)∥∥
L
2p
2−p (Σ)
.
Hence, from above and from the assumptions on α and β , we have ‖λ(R, ·)‖Lp(Σ) =
o(R(p−2)/p). Then an integration argument shows that λ = 0.
Remark 4.4. The statement of Lemma 4.2 remains valid if Ω = R3.
The next corollary is a consequence of Lemma 4.2.
Corollary 4.5. Let α,β ∈ R satisfy (3.7). For any u∗ ∈ W 1+1/p′,p(∂Ω) the problem
−u + λ∂1u + ∇π = 0, divu = 0 in Ω, u = u∗ on ∂Ω, (4.5)
has the following properties:
(i) if 1 <p < 2, then (4.5) has a unique solution
(u,π) ∈ (L 2p2−p (Ω)∩W 2,pα+1/2,β(Ω))× (L 3p3−p (Ω)∩X1,pα+1/2,β(Ω))
such that ∂1u∈Lp(Ω)∩Lpα+1/2,β(Ω) and ∇π ∈ Lp(Ω);
(ii) if p  2, then (4.5) has a unique solution
(u,π) ∈ (W 2,2a+1/2,b(Ω)∩W 2,pα+1/2,β(Ω))× (X1,2a+1/2,b(Ω)∩X1,pα+1/2,β(Ω))
such that ∂1u∈L2a+1/2,b(Ω)∩Lpα+1/2,β(Ω) for any 0 |a| < b < 1/2 .
Proof. Since the proofs of both cases are very similar, we will only prove (i). Let v be any func-
tion in W 2,p(Ω) with compact support, such that v = u∗ on ∂Ω . From the Sobolev injections,
we easily deduce that v ∈ L 2p2−p (Ω) and ∇v ∈ L 3p3−p (Ω). Next, it is also straightforward that
−v+λ∂1v belongs to Lpα+1/2,β(Ω) and has a compact support. By the same way, divv belongs
to Lpα+1/2,β(Ω), has a compact support and ∇(divv) ∈ Lpα+1/2,β(Ω). According to Lemma 4.2,
there exists a unique pair
(w,π) ∈ (L 2p2−p (Ω)∩W 2,pα+1/2,β(Ω))× (L 3p3−p (Ω)∩X1,pα+1/2,β(Ω))
satisfying
−w + λ∂1w + ∇π = v − λ∂1v, divw = −divv in Ω, w = 0 on ∂Ω.
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Setting u = w + v, then the pair (u,π) is a solution of (4.5) satisfying the statement of the
corollary. The uniqueness follows from Lemma 4.2. 
The next result shows that the kernel is reduced to the pair {(0,0)}.
Proposition 4.6. Let α,β ∈ R satisfy (3.7). If the pair (u,π) ∈ W 2,pα+1/2,β(Ω) × X1,pα+1/2,β(Ω)
such that ∂1u∈Lpα+1/2,β(Ω), satisfies (4.1) with f = u∗ = 0 and g = 0, then (u,π) = (0,0).
Proof. Let (u,π) ∈ W 2,pα+1/2,β(Ω) × X1,pα+1/2,β(Ω) such that ∂1u∈Lpα+1/2,β(Ω), satisfies (4.1)
with f = u∗ = 0 and g = 0. This shows that the pair (u,π) belongs to W 2,ploc (Ω) × W 1,ploc (Ω).
Hence it has an extension (u˜, π˜) that belongs to W 2,ploc (R
3)×W 1,ploc (R3). Then we easily deduce
that (u˜, π˜) ∈ W 2,pα+1/2,β(R3) × X1,pα+1/2,β(R3) and ∂1u˜ ∈ Lpα+1/2,β(R3). It follows that −u˜ +
λ∂1u˜ + ∇π˜ ∈ Lpα+1/2,β(R3) and obviously has a compact support. Thanks to Remark 4.4, we
have two cases:
(i) If 1 < p < 2, there exists a unique pair (v, τ ) ∈ (L 2p2−p (R3) ∩ W 2,pα+1/2,β(R3)) ×
(L
3p
3−p (R3)∩X1,pα+1/2,β(R3)) satisfying
−v + λ∂1v + ∇τ = −u˜ + λ∂1u˜ + ∇π˜ , divv = div u˜ in R3. (4.6)
Moreover, ∇v ∈ L 4p4−p (R3), ∂2v ∈ Lp(R3), ∂1v ∈ Lp(R3) ∩ Lpα+1/2,β(R3) and ∇τ ∈ Lp(R3).
Hence from Proposition 3.7, the pair (u˜ − v, π˜ − τ) is a polynomial of Lpα−1/2,β(R3) ×
X
1,p
α+1/2,β(R3) which, under the assumptions of Lemma 4.2, does not contain polynomials. There-
fore, u˜ = v and π˜ = τ . This implies that the restriction of (v, τ ) to Ω satisfies
−v + λ∂1v + ∇τ = 0, divv = 0 in Ω, v = 0 on ∂Ω.
Lemma 4.2 shows that (v, τ ) = (0,0) which in turn yields (u,π) = (0,0).
(ii) If p  2, then there exists a unique pair
(v, τ ) ∈ (W 2,2a+1/2,b(R3)∩W 2,pα+1/2,β(R3))× (X1,2a+1/2,b(R3)∩X1,pα+1/2,β(R3))
such that ∂1v ∈ L2a+1/2,b(R3) ∩ Lpα+1/2,β(R3) satisfying (4.6). We then proceed as in (i) to con-
clude that (u,π) = (0,0). 
Let us now solve system (4.1) with homogeneous boundary conditions.
Theorem 4.7. Let α,β ∈ R satisfy (3.7). If u∗ = 0, f ∈ Lpα+1/2,β(Ω) and g ∈ Lpα+1/2,β(Ω) such
that ∇g ∈ Lpα+1/2,β(Ω), then (4.1) has a unique solution
(u,π) ∈ W 2,pα+1/2,β(Ω)×X1,pα+1/2,β(Ω)
such that ∂1u∈Lpα+1/2,β(Ω). Moreover, we have
‖u‖
W
2,p
α+1/2,β (Ω)
+ ‖∂1u‖Lpα+1/2,β (Ω) + ‖π‖Xpα+1/2,β (Ω)
 C
(‖f ‖Lpα+1/2,β (Ω) + ‖g‖Lpα+1/2,β (Ω) + ‖∇g‖Lpα+1/2,β (Ω)). (4.7)
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noted f˜ , belongs to Lpα+1/2,β(R3). Moreover, g,∇g ∈ Lpα+1/2,β(R3) implies that g ∈ W 1,ploc (Ω).
Let g˜ be the extended function of g that belongs to W 1,ploc (R
3). Then g˜ and ∇g˜ belong to
L
p
α+1/2,β(R3). According to Theorem 3.9, there exists a unique pair
(v, q) ∈ W 2,pα+1/2,β(R3)×X1,pα+1/2,β(R3)
such that ∂1v ∈ Lpα+1/2,β(R3) satisfying
−v + λ∂1v + ∇q = f˜ , divv = g˜ in R3.
Therefore, the restriction of v to ∂Ω belongs to W 1+1/p′,p(∂Ω). Thanks to Corollary 4.5, there
exists a unique pair
(w, τ ) ∈ W 2,pα+1/2,β(Ω)×X1,pα+1/2,β(Ω)
such that ∂1w ∈ Lpα+1/2,β(Ω) satisfying
−w + λ∂1w + ∇τ = 0, divw = 0 in Ω, w = −v on ∂Ω.
Setting u = v + w and π = q + τ , then the pair (u,π) ∈ W 2,pα+1/2,β(Ω) × X1,pα+1/2,β(Ω) with
∂1u∈Lpα+1/2,β(Ω) is a solution of (4.1) for u∗ = 0. From Proposition 4.6 the solution is unique.
Estimate (4.7) follows from this bijection and from the continuity of the inverse mapping. 
We are now ready to solve the complete exterior Oseen problem in anisotropic weighted
spaces.
Theorem 4.8. Let Ω be an exterior domain of R3 and suppose that ∂Ω is of class C2. Let
α and β be two reals satisfying (3.7). For any f ∈ Lpα+1/2,β(Ω), g ∈ Lpα+1/2,β(Ω), such that
∇g ∈ Lpα+1/2,β(Ω), and u∗ ∈ W 1+1/p
′,p(∂Ω), problem (4.1) has a unique solution (u,π) ∈
W
2,p
α+1/2,β(Ω)×X1,pα+1/2,β(Ω) such that ∂1u∈Lpα+1/2,β(Ω). Moreover, we have
‖u‖
W
2,p
α+1/2,β (Ω)
+ ‖∂1u‖Lpα+1/2,β (Ω) + ‖π‖Xpα+1/2,β (Ω)
 C
(‖f ‖Lpα+1/2,β (Ω) + ‖g‖Lpα+1/2,β (Ω) + ‖∇g‖Lpα+1/2,β (Ω) + ‖u∗‖W 1+1/p′,p(∂Ω)).
Proof. Let v be any function with compact support that belongs to W 2,p(Ω) such that v = u∗
on ∂Ω . Set now h = f +v − λ∂1v. Since v has a compact support, we easily deduce that h ∈
L
p
α+1/2,β(R3), g − divv ∈ Lpα+1/2,β(R3) and ∇(g − divv) ∈ Lpα+1/2,β(R3). Therefore, thanks to
Theorem 4.7, the problem
−w + λ∂1w + ∇π = h, divw = g − divv in Ω, w = 0 on ∂Ω,
has a unique solution (w,π) ∈ W 2,pα+1/2,β(Ω) × X1,pα+1/2,β(Ω) such that ∂1w belongs to
L
p
α+1/2,β(Ω). It suffices to set u = w + v and the pair (u,π) is the unique solution of (4.1). 
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