Abstract-Stiction in actuators is a common issue within the process industry, which may considerably degrade the control performance in practice. In particular, the improved prediction capabilities of model predictive control (MPC) vanish if such actuator imperfections are neglected in actual implementations. In this work, the authors review the more recent approaches for stiction compensation in literature and propose two practical alternatives that are more suitable to use in large-scale nonlinear MPC problems. The proposals are illustrated and tested over a real industrial case study: the fiber humidity control in a medium-density fibreboard dryer.
I. LITERATURE REVIEW & MOTIVATION
Although actuators are the most prevalent elements in a control loop, their behavior is often neglected when designing controllers. However, they are not perfect, making (see Fig. 1 ) in some situations, which contributes to a significant number of negative effects such as tracking issues, sustained closed-loop oscillations, etc. Among these practical limitations, saturation and rate constraints are always present in applications, being thus the type of actuator nonlinearities more successfully handled in both classical feedback and advanced MPCs. But there are also other undesirable issues such as stiction, backlash, deadband or hysteresis [1] [2] [3] , that appear inherently to the actuators nature (flow valves, mechanical gears, electromagnetic devices, etc.) and are more difficult to account for in the control design phase [4] . In this paper we will focus on static friction or stiction, which traduces in a deadband behavior that can appear along the whole actuator range, and is especially harmful for MPC implementations in the process industry where the sampling time is in the scale of minutes.
The literature on stiction compensation is particularly broad, from reviews on methods [5] [6] to applications [7] . Nevertheless, stiction compensation remains an active research topic, especially in MPC implementations [8] . From an extensive reading, one can conclude that, apart from exhaustive maintenance, the right way to handle actuator stiction is, by far, the use of a local control block between the main controller output and the actuator in a cascade fashion (see Fig. 1 ). This local compensator (linear or nonlinear) usually works at a higher frequency than the main controller, providing thus the necessary decoupling to design the main controller independently of actuators nonlinearities, i.e. presuming = . Examples of such kind of compensators are, e.g., PID-based [6] [9], knockers [10] , 2-move compensators [11] or constant reinforcement [12] . The above listed compensators belong to the so-called model-free methods which, roughly speaking, add compensating signals (piecewise constant, pulses, etc.) to the control ones, thereby reducing process variability at the price of increasing the actuator wear [13] . This may become an important limitation in practice because actuators can prematurely degrade. One can always choose a suitable tradeoff between actuator wear and control performance, by reducing the compensation-signal frequency, but this leads to additional issues to face: the assumption = is no longer valid and the inner compensation loop dynamically modifies the overall plant behavior from the main controller point of view. Hence, re-tuning of both controllers is required to keep performance close to the ideal one, but no clear methodologies have been reported for this aim except in a few particular cases [14] .
The alternative is using model-based methods to represent the actuator nonlinearities, which go from the naive 1 [ 
15]
to the more complex first-principles representations [6] [16] . Given these models, the early proposal to the sticky actuator issue is to (approximately) invert the stiction nonlinearity in the compensator block so that at each time instant [4] . However, these solutions perform well only when Δ is within the domain of perfect inversion, otherwise the system gets structural mismatch and the performance degrades [8] .
The clear conclusion that can be extracted from the above review is that the better compensation, i.e. performance with minimum actuator wear, is obtained when the plant main controller is aware of the actuator nonlinearity. In this regard, the current trend is achieving stiction compensation through MPC, because of its natural way to handle input constraints [18] . Furthermore, in order to ease the numerical resolution, surro-gate models of limited complexity for the actuator plus its possible local compensation strategy are added to the optimization [19] . Normally these solutions require that the MPC optimization problem is solved within small time grids, in order to properly represent the actuators dynamics, otherwise the MPC performance may still degrade. However, this requirement may impose an additional computational stress that is not really needed in systems where the main dynamics is slow, e.g. temperature processes where changing control inputs with frequencies lower than minutes makes no sense.
Including actuator nonlinearities like model (1) in the MPC can also be mathematically expressed by a series of if-then rules. This leads to mixed-integer programming (MIP) optimizations which combine continuous and discrete decisions. It is well-known that MIP problems considerably increase the computational complexity with respect to their smooth versions (i.e. without discrete decisions) which may mean a strong limitation for real-time implementations. Nevertheless, several works reported in the literature successfully followed this approach if the plant model is linear, leading to mixed-integer quadratic problems [20] [21] . The issue with this approach comes from the main limitation of MPC itself: the predicted "optimal" performance deteriorates under strong plant-model mismatch. Thus, the above implementations may fail in situations where the system is not well described by the linearized model. Therefore, two issues remain open for research: A) to avoid the use of MIP in real time and B) to consider more accurate nonlinear plant descriptions in the MPC. The first one has been partially addressed recently in [8] , where the authors replace the hard discontinuities of the actuator model, i.e. (1), by an approximate stiction model which uses the hyperbolic tangent as smoothing function:
Here is the user-defined smoothing parameter to modify the sharpness, hence approximating the original model. It has been reported that the above model can exactly reproduce the actuator stiction for large enough values of but, for these values, constraints (2)-(3) are still too stiff to be effectively handled by gradient-based optimization solvers. Nonetheless, in the above cited reference the authors apparently got successful results using CasADi+IPOPT [22] , but the academic example was a rather simple linear SISO system. Moreover, no comments on the extension/applicability of the proposed approach to multivariable MIMO and/or nonlinear systems were given. Indeed, we have tested this approach in our real case study (presented in next section) with no success due to:
 The resolution time for the nonlinear optimization exceeded by far the available time (<4 sec. in our case).
 The proposed "warm start" inspired in the 2-move compensation method with computation of the optimal steadystate input values did not provide accurate results in presence of disturbances and plant-model mismatch.
 The larger scale and nonlinear nature of the whole problem together with the stiff constraints (2)-(3) made the optimizer fall often into clearly suboptimal local minima.
These reasons motivated us to derive the practical approaches presented later in Section III, which partially address the above open issues and were suitable for the nonlinear MPC implementation in our case study: the medium density fibreboard (MDF) dryer, whose model details and control objectives are briefly outlined in the next section. Finally, some results from extensive simulation tests are provided in Section IV and a conclusions section close the paper, foreseeing further steps.
II. CASE STUDY: THE MDF DRYER
The industrial MDF dryer, represented in Fig. 2 , is formed by: a) a mixture chamber that receives a flow of hot gasses from combustion and a cold one from the ambient, b) a thermally isolated 100m-long tube where the fiber comes in and the drying takes place, and c) a cyclone stage to separate fibers from gasses. The air used for drying is provided through the pressure gap created by a fan attached to the beginning of the tube dryer. The flows of hot and cold air are regulated by the opening of two flaps located on the air paths from the heatrecovery system ( ) and the ambient ( ). These two flaps are the manipulated variables for control during normal operation. Temperatures of the hot gases inlet and the ambient are measured, as well as the environmental humidity. Air temperatures at the beginning and at the end of the tube dryer are also measured as well as the total air flow , inferred by a Pitot tube. The dry-fiber humidity is the target variable for control, as it significantly influences the rest of the MDF production process. However, due to the residence time in the cyclones, its measurement is performed with a delay of = 25 s. Moreover, the air temperature at the tube inlet is required to be within limits due to material and operation constraints.
A. Grey-box model
Detailed first-principle models of MDF dryers involve partial differential equations (PDE) [23] , which are computationally expensive to solve in online MPC optimizations. Moreover, in our case the residence time of the fibers inside the dryer tube is found to be less than the sampling time of the data acquisition system ( = 5 s.), so no information of the drying dynamics inside the tube can be fitted to experimental data. Therefore, given these limitations, we proposed a grey-box lumped-parameter model for control purposes. The model backbone bases on mass and energy balances. For the mixture chamber we have:
Where represents the humid air flows in kg/s, (⋅,⋅) is the specific enthalpy function in J/kg dependent on the air tempera-ture in ºC and the specific humidity (mass of water relative to the total inlet air mass) by the formula:
And for the dryer tube we have:
Where is the evaporated water flow in kg/s, is the inlet fiber flow in kg/s, and are the fiber inlet and outlet temperatures, and are the inlet and outlet specific water contents in the fiber respectively, and are the water and dry wood specific heats respectively, and finally is the heat loss to the tube computed by:
Here is the heat-transfer convection coefficient under turbulent flow 2 , is the exchange surface and Δ is the temperature difference between the internal flow (air plus fiber) and the tube averaged ones (to avoid PDEs). The evolution of the tube temperature follows the dynamics:
Where , , and are the mass and width of the steel tube and mineral-wool covering respectively.
is the average temperature of the covering. Moreover, is related with by the heat loss from the tube to the ambient:
Here is the overall thermal conduction coefficient computed from the respective tube wall materials, and is the heat-transfer convection coefficient under laminar flow. The cyclone stage is modeled by first-order dynamics with delay:
Where is the final fiber humidity (measurable), is an experimentally identified time constant and is the delay.
The model is completed with experimental patterns obtained from input-output data recorded from the actual plant. Essentially we followed the methodology proposed in [24] , where estimates over time for some internal (unmeasured) variables are computed and then regression constraints ( , , ) are fitted for them.
In this way, experimental equations have been obtained for the total air flow and for the relationship between hot and cold flows , , with respect to flaps openness.
Experimental formulas for it can be found in the related literature.
Where and are positive experimental parameters. Finally, a linear relationship with the difference between the dry bulb and wet bulb air temperatures at the dryer outlet has been found here to predict accurate enough the outlet fiber humidity:
Where is again an experimental parameter to be obtained from data and is the wet-bulb temperature calculated with and the specific humidity [25] . 
B. Nonlinear MPC setup
Based on the previous grey-box model, a nonlinear MPC setup is proposed in accordance with the control architecture of Fig. 2 . For an efficient implementation, the dryer dynamics in (10) and (12) are discretized by orthogonal collocation using 2-degree interpolating polynomials and 5 seconds length finite elements [27] . Moreover, to enhance the resolution speed, a proper warm start is provided to IPOPT for each execution in a receding-horizon strategy (see Section IV for details).
Hence, assuming that the system output in steady state univocally defines an equilibrium point ( , ) and that the linearized system at each feasible equilibrium is controllable, the following nonlinear MPC problem is set up: ] are the weighting factors and constraints (⋅) and ℎ(⋅) and are the model equations in steady state, i.e. = 0, = 0. Note that artificial setpoints = [ , ] are introduced to guarantee the feasibility of the MPC [28] . Hence, the fiber humidity will eventually reach the user-defined set point if in the offset cost is high enough.
C. Static friction in the air flaps
The MPC optimization (17) only considers actuators with maximum rate constraints, but experimental data recorded from the plant reveals that the pneumatic mechanism to control the air flaps and presents stiction. Analyzing the recorded data, we can roughly represent this phenomenon by (1), with parameter f = 0.5 (in % of the total flap openness).
III. PRACTICAL STICTION COMPENSATION METHODS
Once the options that involve sampling at higher frequencies are discarded due to computational limitations in MPC and the approach in [8] is unsuccessful because of the reasons discussed in Section I, we came up with the following two modelfree "practical" solutions to handle the flaps stiction issues.
A. Windup compensator
The first one is a simple modification of the integral-term compensator but, inspired in [13] , the compensator output is reset to zero when = (Fig. 3) . In this way, the local compensator does not modify the MPC output when stiction is not active in the actuator. The idea behind is that the integral of the actuation error = − over a time horizon represents somehow the actuation energy that the MPC should deliver to the plant in order to drive its state to the optimal. Therefore, what we propose with the windup compensator is to trigger a pulse larger than f such that its energy during seconds approaches the integral of the error over the previous samples where the actuator is stuck, thereby moving away from the point with steady-state error. This allows the MPC to effectively apply (or at least approach) the optimal in subsequent samples. The implementable discrete-time form of the proposed compensator in Fig. 3 is
and 0 < ≤ 1 is the tuning parameter. Moreover, providing the MPC optimization with information about the compensator behavior can lead to improved control performance. Using the smoothing function (3), the MPC problem (17) is extended with the following constraints 
Remark. Note that, in contrast to (3), (19) does not impose any stiff constraint on the optimization, because and are given values from the previous execution, not decision variables. As payback, the above formulation does not allow us to introduce the stiction model in the MPC but just the windup compensator, i.e. the MPC knows about the existence of but does not know that some of its values along the prediction horizon won't reach the plant.
B. Deadband penalty
In contrast to the previous method, here we are not including an external compensator, but the aim is to tell somehow the MPC that control outputs within |Δ | < f should not be delivered because they won't be applied due to actuator stiction. The aim is the same as in [8] and so, inspired on it, we make use again of the smoothing function (3) but without involving any stiff constraint. The idea is, instead of "strictly" imposing constraint (2)-(3), to include it as an additional penalty term in the objective function of problem (17) , so that selecting control actions within the deadband is more expensive. Hence, the proposed additional penalty term is:
Where [ , , ] ∈ ℝ are design parameters and > 0 is the tuning parameter for the penalty function, whose meaning is graphically explained in Fig. 4 . Qualitatively, and define the slopes of the "step" edges (higher slopes approximate discrete decisions but are deleterious for gradient-based optimization) and defines the small tolerance to allow Δ = 0. These are fixed a priori by the designer. Only is left for further tuning, defining the height of the step. The reason the height is the more relevant tuning parameter affecting performance is graphically given in Fig. 5 , where the deadband penalty (22) is combined with the usual input rate quadratic penalty in (17) as follows: This combination creates an additional penalty if the solver selects to apply 2 ≤ Δ 2 ≤ f s 2 , so it will be usually avoided. Of course, this is neither a strict restriction nor guarantees global optimality, as is noncovex. Nevertheless, (17) was already nonconvex due to plant model nonlinearities, so no specially harmful solutions are found if is suitably chosen.
IV. SIMULATION TESTS
Some performance tests were run to quantify the benefits (performance loss w.r.t the perfect actuator) of the proposed approaches. The tests were done against a plant simulation that uses a PDE model of the drying section [23] :
Where is the spatial variable along the tube, is a parameter which depends on the drying regime, ( , ) are the length and diameter of the fibers, is the heat-transfer coefficient, ( , ) are the air dry-bulb and wet-bulb temperatures and Δ is the water vaporization heat. This creates a strong plantmodel mismatch, both structural and parametric.
In a first test, induced step changes of 3% in the setpoint ; 15ºC in the gasses temperature ; 3 T/h in the fiber flow (usual product changeover), 5% in the fiber inlet humidity and 12.5% in the fiber diameter are introduced sequentially every 300 s. Fig. 6 shows the evolution of the controlled humidity over time for the following scenarios: a) perfect actuator; b) sticky actuator with no compensation; c) windup compensator; and d) deadband penalty. It is shown that the tested disturbances are totally rejected in the case of control under perfect actuator, with the dynamic response defined by the MPC weighting factors (fixed for all scenarios). Of course, the MPC without any compensation leads to different levels of steady-state errors. On the contrary, the evolution with the two proposed compensation methods approach the response obtained under the assumption of perfect actuator in place, although a small oscillatory behavior (typical from former linear compensators) has been detected between = 1100 to = 1300 s. Note that the proposed practical approaches do not guarantee asymptotic stability but just practical one, so small oscillatory behavior can appear when the plant becomes less controllable. For instance, when the gasses temperature increases significantly and the fiber diameter is small, so the smallest achievable flap movement (because of stiction) has a bigger impact on the final fiber humidity. Table I shows a comparison of the above responses under several standard performance measures: the integral square error w.r.t. the setpoint (ISE), the integral absolute error of the humidity outside confidence bands of ±5% (IAE 5%) and ±3% (IAE 3%) around the setpoint, the settling time at 95% of the setpoint step (Te 95%), the average computational time to solve the MPC optimization (CPU) and the actual number of flaps movements during the whole test ( Mov, Mov). Two sets of results are presented in Table I for the windup approach (columns 4 and 5). Values in the MPC Windup column correspond to the whole approach in Section III-A whereas, for completeness, External Windup refers to the MPCunaware basic implementation of the windup compensator depicted in Fig. 3 , i.e. (18) . The goal of showing this difference was just to stress out the relative importance of making the MPC aware of the external compensator.
Note that both proposed compensation approaches not only improve performance over the stiction-unaware controller, but they even outperform the situation with perfect actuator in place. Moreover, this performance improvement over the perfect situation is obtained with a lower number of flaps movements, which reduces actuator wear. Though this may be a result of share luck, because the MPC could become more aggressive by a different choice of its weighting factors, retuning the main controller is not our intention. The choice of the tuning parameters for the compensation strategies was =0.8 for the windup compensator and =0.02 ( =2000, =100) for the deadband penalty, both chosen via simple trial and error and visual inspection. In a second test, additional random signals of suitable frequencies and powers have been added to the sensors as well as to the gasses temperature and to the fiber humidity be-fore the cyclones (unmeasured), in order to simulate measurement noise and unexpected time-varying process disturbances similar to the ones observed in the actual facility. In this case, the set point is constant but the all induced step disturbances were kept. Table II shows the performance values got for this test and Fig. 7 depicts the dryer time responses. The results in presence of random process noise show that the deadband penalty approach clearly outperforms the windup compensation as well as the situation with perfect actuator, both in error reduction (ISE, IAE) and in actuator wear. 
V. CONCLUSION
We proposed two practical strategies for stiction compensation that are suitable to be combined with general nonlinear MPC for MIMO systems. Both approaches were tested in an industrial case with successful results, and keeping similar resolution times of the original MPC implementation.
Despite their simplicity and clear limitations, the proposed stiction compensation approaches are proven to provide significant improved control performance with reduced actuator wear in our case study, even in presence of the strong plant-model mismatch and process disturbances. Furthermore, the deadband penalty approach seems to perform better than the windup compensator in situations with significant time-varying disturbances and measurement noise. However, the adequate selection of the compensator parameters as well as the compensation problem itself remains open for further systematic research.
