In order to properly use materials in design, a complete understanding of and information on their mechanical properties, such as yield and ultimate tensile strength must be obtained. Furthermore, as the design of automotive parts is constantly pushed toward higher limits, excessive measuring uncertainty can lead to unexpected premature failure of the component, thus requiring reliable determination of material properties with low uncertainty. The aim of the present work was to evaluate the effect of different metrology factors, including the number of tested samples, specimens machining and surface quality, specimens input diameter, type of testing and human error on the tensile test results and measurement uncertainty when performed on 2xxx series Al alloy. Results show that the most significant contribution to measurement uncertainty comes from the number of samples tested, which can even exceed 1 %. Furthermore, moving from experimental laboratory conditions to very intense industrial environment further amplifies measurement uncertainty, where even if using automated systems human error cannot be neglected.
INTRODUCTION
The growing demand for the reduction of pollution, more sever control of the emissions and better fuel-efficiency constitutes the driving force behind weight reduction in the automotive industry. The characteristic properties of aluminum and aluminum alloys make them one of the most important non-ferrous metals today [1] and the ideal candidates to replace heavier materials like steel in cars in order to respond to the weight reduction demands [2] . When compared to structural steels, aluminum alloys have much better strength to weight ratio, good formability, good corrosion resistance, as well as a good recycling potential, thus giving them a very broad field of application [3] , [4] . Al-Cu 2xxx series are high strength Al alloys which can be precipitation hardened to obtain high strengths, typically comparable to that of steel [5] . Hardening is achieved through the precipitation of Al 2 Cu or Al 2 CuMg intermetallic phases during ageing which leads to strengths inferior only to 7xxx series alloys [6] . Therefore, 2xxx series alloys are used for high strength structural applications such as aircraft fittings and wheels, military vehicles and bridges, forgings for trucks, cars and motorcycles, etc. These alloys are renowned also for their good machining characteristics, making them suitable for applications where hard extruded and machined parts are required [7] .
In order to properly use materials in design, a complete understanding of and information on their mechanical properties, such as elastic modulus, yield and ultimate strengths, and elongation must be obtained. It is also vital to know how these properties are affected by the conditions of a specific application of the material. Factors such as the size of the part, surface condition, loading direction and loading rate may result in changes to these properties that must be considered in design [8] . Furthermore, as the design of automotive parts is constantly pushed toward the limits of the material, deviations from the defined material properties and excessive measuring uncertainty can lead to unexpected premature failure of the component [9] . Therefore, reliable determination of material strength, especially yield and ultimate tensile strength with low uncertainty is crucial when selecting material for automotive components.
Measurement results in science and industry, used as a base for publications, conformity check, decisions, designs as well as legal actions must be obtained under well-defined conditions and with sufficient accuracy and reliability. The simplest way to express the reliability of results is repeatability, described as a standard deviation and measurement uncertainty [10] . Over the last decades, various concepts and procedures of uncertainty evaluation were proposed and discussed [11] - [13] . With the publication of the Guide to the Expression of Uncertainty in MEASUREMENT SCIENCE REVIEW Journal homepage: http://www.degruyter.com/view/j/msr ISSN 1335 -8871 Measurement (GUM), first published in 1993 and edited in 2008 [14] , the importance of measurement uncertainty in the modern context of quality assurance has been recognized and a unified method for its evaluation and expression accepted worldwide [15] . Guidance on the estimation of measurement uncertainty can be obtained in different guides and normative documents [10] , [12] , [16] , with the estimation of uncertainty for tensile strength measurement exemplified in [17] .
Tensile tests are very common in industrial activities to evaluate the strength and ductility of metals and alloys. The specification of mechanical properties is essential for the adequate choice of materials, as well as for the design and manufacturing of components and products. Tensile properties define the behavior of material when subjected to stress, because they are related to the material's ability to resist or transmit the applied loads without breaking and without uncontrolled plastic deformation [12] . The mechanical properties of metals and alloys that are of engineering importance for structural design and can be obtained from the tensile test are: modulus of elasticity, yield strength at 0.2 % offset, ultimate tensile strength, percent elongation and percent reduction in area at fracture [18] .
The reference standard for performing tensile tests on metals at room temperature is ISO 6892-1:2009 [19] . The standard also states that measurement uncertainty analysis is useful for identifying major sources of inconsistencies of measured results. However, the major contribution to the uncertainty comes from the tested material [12] . On the other hand, variations in testing parameters, like temperature and strain rate have been found to have a large effect on uncertainty contribution not related to test equipment [18] . Other possible contributions relate to sample preparation and surface quality as well as to eventual human errors. The aim of the present work was to evaluate the effect of different metrology factors, including number of samples, specimens machining and surface quality, specimens input diameter, type of testing machine and human error on the tensile test results and measurement uncertainty when performed on 2xxx series Al alloy.
SUBJECT & METHODS

A. Statistical analysis and measurement uncertainty
Measurement accuracy analysis of tensile test results included the calculation of average value ( x ; 1), standard deviation (σ ; 2), standard uncertainty (u s ; 3) and variability (b ; 4), defined by Levins et al. [20] as the range of values divided by the mean value. Analysis was performed for the three main tensile test parameters: ultimate tensile strength (UTS), yield strength (YS), and percent elongation (El). 
Furthermore, ultimate tensile strength (UTS) and yield strength (YS) measurements were also analyzed in terms of measurement uncertainty and expanded uncertainty at the confidence level of 95 % which were estimated according to the procedure given in [17] .
Since input parameters are uncorrelated, the uncertainty connected with the determined UTS and YS is defined by general equation (5):
where c i are sensitivity coefficients and u i standard uncertainties for individual components.
In the case of UTS (6), being function of the initial diameter of the specimen (d 0 ) and maximum force (F m ) recorded during the tensile test, measurement uncertainty u(UTS) is calculated according to (7):
The uncertainty for measurement of the specimen diameter (u(d 0 )) is calculated on the basis of the arithmetical means for the series of six measurements, with the t-Student distribution assigned (8) and t-factor selected depending on the confidence level [17] , [21] , [22] , or on the basis of the micrometer resolution (9), whichever value is higher.
( ) ( ) ( )
Major factors that affect total uncertainty of measurement of the maximum force include uncertainty of the measurement of the force, attributable to the dynamometer of the tensile test machine, zero adjustment in the force measuring part, possible misalignment of the force applied, ambient temperature during test and rate of the load application. The error that results from these factors for class 1 machine used in this investigation was evaluated to ±0.5 % [23] . Therefore, the uncertainty for measurement of the maximum force can be calculated according to (10) 
with the overall uncertainty for measurement of the force F 0.2 , resulting from uncertainty of the force measurement (10), recording frequency during measurement and inclination of the linear section of the σ−ε curve described by F 0.2E = ∆F/∆ε (ε -0.002), being defined as (12) and (13):
where u(F) is calculated according to (10) .
and K ε extensometer accuracy F 0.2(1) is the closest value of force during automatic measurement that was higher than F 0.2 and F 0.2(2) the closest value of force lower than F 0.2 ; F max , F min , ε max and ε min relate to maximum and minimum values recorded during automatic measurement.
Finally, according to [17] the expanded uncertainty at the confidence level of 95 % is calculated as (14): 
RESULTS & DISCUSSION
A. Number of samples
Typical stress-strain curve for the tested Al alloy is shown in Fig.1 By excluding maximum and minimum measured value, thus taking into account unexpected defects in the material, average values for all three tensile test parameters remained unchanged, however, standard deviation, uncertainty and variability were reduced by about 10% , as shown in Fig.2 . Fig.2 . also shows effect of the number of samples tested on tensile test results and their deviation and uncertainty. Analysis was performed by using randomly selected 10, 6 or 3 results from 15 samples test and determining the largest deviations. Reducing the number of samples tested may or may not reflect in change in the average value of the tensile properties evaluated, with the variation in the present case being in the range of ±1.5 %. However, reduced number of samples tested has a considerable influence on the standard deviation and uncertainty of the measured values. By reducing the number of tested samples from 15 to 10, standard deviation increased for ∼25 % and standard uncertainty for ∼50 %. Further decrease in the number of tested samples to 6 or even down to 3 increased standard deviation for 50 % and 135 % and standard uncertainty for over 70 % and 250 %, respectively. In order to ensure sufficient measuring accuracy with standard uncertainty below 2 % minimum number of samples required should be 6-10.
B. Diameter measurement accuracy
Measured yield and ultimate tensile strength values depend on the load vs. strain recording and initial diameter of the test specimen, provided and measured by the machine operator. Test specimen diameter can be given as a minimum or average value of at least three measurements. However, diameter measurement accuracy influences the final YS and UTS values. As shown in Fig.3 ., increase in diameter measurement uncertainty (u(d o ); 9) from 0.05 % to 0.1 % (0.005 mm in the present case) will result in increased UTS and YS measurement uncertainty of about 0.05 %, while diameter measurement uncertainty of 0.5 % already leads to UTS and YS measurement uncertainty of over 1 % and 1.5 %, respectively. 
C. Samples preparation
Surface quality of parts, components and test specimens is affected by machining conditions. However, it may also influence the mechanical properties [24] . In the present investigation, changing feed rate and depth of cut from mild laboratory conditions (ML) to more severe industrial conditions (MI) although giving lower average surface roughness resulted in slight drop in average tensile properties and in increased standard deviation, standard uncertainty and variability, as shown in Table 2 . YS dropped for ∼0.72 % from 348 to 345 MPa, UTS for ∼0.70 % from 490 to 487 MPa and elongation for ∼0.80 % from 16.3 to 16.2 %. On the other hand, increase in standard deviation, standard uncertainty and variability caused by more severe machining conditions was more than two-fold. 
D. Testing machine
Testing conditions and requirements in experimental laboratories differ from the ones in industrial laboratories, where a lot of specimens of different size, shape and quality need to be tested every day. The numbers of tested samples can go to several hundred every day. This requires different testing machines which allow measurement procedure to be fully automated, including specimen's fixturing, positioning of the extensometer and machine control.
In the present investigation experimental laboratory conditions were simulated by using manually operated load controlled Instron 8802 machine (Fig.4.a) , where each specimen was mounted and extensometer positioned manually by a single operator. For specimen mounting designated hydraulic cylindrical specimen's wedge action grips were used. On the other hand, fully automated position controlled Zwick Z250 machine (Fig.4.b) with universal hydraulic fixturing system and automatic extensometer was used in real industrial environment. In this case tensile tests were carried out by several operators. In both cases class 0.5 contact extensometers and class 1 force gauges with accuracy of 0.6 % were used. Results for manual laboratory measurements carried out on Instron 8802 machine by using 15 precisely machined tensile test specimens (ML) are given in Table 2 . and shown in Fig.5 . For the Al alloy investigated average YS was 348 MPa, with the standard deviation of 1.6 MPa, standard uncertainty 0.4 MPa and variability of 1.2 %. Similar deviation and uncertainty were obtained also in the case of UTS, displaying average value of 490 MPa, while about one order of magnitude larger deviation was observed for elongation. By switching to automatic Zwick Z250 machine operated in industrial environment by different operators and again using 15 ML specimens, lower tensile properties were measured for the investigated Al alloy. In general, UTS and YS measured were lower for about 1 % and El even up to 7 % (Fig.5.) . Furthermore, as shown in Fig.5 ., fully automatic measurement resulted in increased uncertainty when compared to experimental laboratory test, not so much when it comes to UTS, but extensively for YS and El. For YS standard deviation, standard uncertainty and variability doubled, while for El impairment tripled. 
E. Human error
In order to evaluate the effect of human error on tensile test results five groups of measurements were performed under conditions similar to real situation. Each set of measurements was carried out by Zwick Z250 machine on 10 industrially machined samples, performed at different days and different periods of the day (beginning/middle/end of week, morning/afternoon). Statistical analysis of the measured YS, UTS and El is shown in Fig.6 .
The smallest variation in measured average values can be observed for measurements carried out in the morning time during the first half of the week. Standard deviation for YS was 0.3-0.4 %, for UTS 0.2-0.3 % and for El ∼2.8 %, and standard uncertainty for YS ∼0.10 %, for UTS ∼0.05 % and El ∼0.75 %. In the afternoon standard deviation and uncertainty increased for YS and UTS to about 0.6 % and 0.15 % and for El up to ∼4 % and ∼1 %, respectively. However, the biggest deviations were found for measurements performed at the end of the week, with the standard deviation for YS and UTS increasing up to 0.8 % and standard uncertainty up to 0.2 %. 
F. Measurement uncertainty
Measurement uncertainty for the two testing machines used in this investigation was calculated according to procedure described in Chapter 2. On the basis of the resolution of the micrometer, the used uncertainty for measurement of the specimen diameter (u(d o ); 9) is equal to 0.003 mm, and increases to 0.014 mm if specimen diameter error of 0.5 % is taken into account. For both testing machines, being in class 1, force measurement uncertainty is calculated according to (10) , which in the present case for maximum force (F m ) is approx. 110 N and for F 0.2 equal to 78 N. Force measurement uncertainty related to recording frequency (u(∆F 0.2 ); 13a) is 1.5 N and component related to inclination of the linear section of the σ-ε curve (u(F 0.2E ); 13b), taking into account class 0.5 extensometers equal to 240 N. Thus, overall uncertainty for measurement of the force F 0.2 (u c (F 0.2 ); 12) is about 250 N. By summarizing all uncertainty components, measurement uncertainty related to ultimate tensile strength (u(UTS)) is 1.4 MPa and related to yield strength (u(YS)) 3.2 MPa, if sample diameter error of 0.1 % is taken into account. Increasing this error to 0.5 % increases measurement uncertainty u(UTS) and u(YS) to 2.0 and 3.4 MPa, respectively (Table 3. ).
The relative expanded uncertainties at the confidence level of 95 % (k = 2; 14), taking into account also the number of samples tested and u(d o ) = 0.03 %, are given in Table 3 . For measurements performed on 15 industrially machined samples expanded measurement uncertainty for YTS is 3.5 MPa and for YS 6.7 MPa. By reducing the number of samples down to 10, 6 or even to 3, expanded measurement uncertainty for UTS increased to 9.3 MPa and for YS even up to 11.6 MPa. These results clearly show the importance of the number of samples tested, with the minimum of at least 10 samples required to assure measurement uncertainty within ±1 %. 
CONCLUSIONS
Results of the present investigation can be summarized in the following conclusions:
• The most significant contribution to measurement uncertainty comes from the number of samples tested, which can be even up to 1 % as the number of tested samples is reduced down to only 3. In such case expanded measurement uncertainty at the confidence level of 95 % increases way over 2 %.
• Moving from experimental laboratory conditions to ever intense industrial environment further amplifies measurement uncertainty. More severe machining conditions contribute 0.1-0.2 % and automated gripping and positioning system around 0.1 %.
• In terms of measuring uncertainty, even if using automated systems, human error cannot be neglected. People working under intense pressure late in the afternoon and toward the end of the week are more likely to make mistakes. Just incorrect input of the sample diameter of just 0.1 % will result in YS and UTS over or under estimation of ∼0.2 % and incorrect placement of the specimen results in deviation of up to 0.8 %.
