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Abstract—This paper considers the precoder designs for suc-
cessive zero-forcing dirty paper coding (SZF-DPC), a suboptimal
transmission technique for MIMO broadcast channels (MIMO
BCs). Existing precoder designs for SZF-DPC often consider a
sum power constraint. In this paper, we address the precoder de-
sign for SZF-DPC with per-antenna power constraints (PAPCs),
which has not been well studied. First, we formulate the precoder
design as a rank-constrained optimization problem, which is
generally difficult to handle. To solve this problem, we follow
a relaxation approach, and prove that the optimal solution of
the relaxed problem is also optimal for the original problem.
Considering the relaxed problem, we propose a numerically
efficient algorithm to find the optimal solution, which exhibits a
fast convergence rate. Suboptimal precoder designs, with lower
computational complexity, are also presented, and compared
with the optimal ones in terms of achievable sum rate and
computational complexity.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) transmission tech-
niques are capable of increasing the channel capacity without
the need of additional bandwidth or power [1]. In this work, we
consider the downlink of a single cell, where a multi-antenna
base station (BS) wants to send data to multiple multi-antenna
receivers simultaneously, i.e., a MIMO broadcast channel
(MIMO BC). It is well known that that the capacity region
of a MIMO BC is achieved by dirty paper coding (DPC) [2].
However, finding the optimal transmit covariances for DPC
requires iterative algorithms of high computational complexity
[3], [4]. Thus, it is of particular interest to develop suboptimal
solutions to DPC.
SZF-DPC, introduced in [5], is a suboptimal alternative to
DPC for MIMO BCs. In fact, SZF-DPC is a generalization of
the zero-forcing dirty paper coding (ZF-DPC) in [6], which
was devised for MISO BCs, i.e. for single-antenna receivers.
Related works for SZF-DPC often assume a sum power con-
straint when designing the precoders, where optimal precoders
can be found analytically, i.e., by closed-form expressions [5].
In a companion paper, we propose several low-complexity
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optimal precoder designs for SZF-DPC under the sum power
constraint [7]. Herein, we consider the precoder design for
SZF-DPC with per-antenna power constraints, which has not
been extensively investigated.
In practice, individual per-antenna power constraints are
more realistic than the sum power constraint, since each
antenna is equipped with its own power amplifier. In fact,
the precoder designs for channel inversion or block diag-
onalization with PAPCs in [8], [9] are applicable to SZF-
DPC since SZF-DPC can be viewed as a relaxation of these
schemes. Particularly, a numerical algorithm based on dual de-
composition method was proposed in [9], using a subgradient
method to find the optimal precoders for block diagonalized
systems. Generally, subgradient methods are slow to converge
to high accuracy. Herein, we propose a specialized numerical
algorithm to compute the optimal precoders for SZF-DPC with
PAPCs.
The precoder design with PAPCs is difficult to solve because
closed-form solutions may not exist. For these cases, numerical
algorithms should be developed to find the optimal solutions.
First, we formulate the precoder design as a rank-constrained
optimization problem. We further show that the relaxed prob-
lem (by dropping the rank constraints) is a convex optimization
problem, whose all optimal solutions always satisfy the rank
constraints. That is, both the original and the relaxed problems
are equivalent. Then, we propose a numerical algorithm to
solve the relaxed problem, based on a barrier method. As a
part of the proposed algorithm, we observe that all the power
constraints must be active at the optimum. This facilitates
the numerical method to find the optimal solutions since
equality constraints are easier to be handled. The proposed
algorithm is numerically shown to have a better convergence
behavior, compared to the two-stage iterative algorithm in [9].
Finally, we present suboptimal precoder designs which have
lower computational complexity, and perform very close to the
optimal solutions.
The remainder of the paper is organized as follow. In
Section II, we briefly review the system model and the
precoder design for SZF-DPC. The precoder design with per-
antenna power constraints is addressed in Section III, where
we present a specialized numerical algorithm to the find
the optimal precoders. We also introduce suboptimal designs
which have lower computational complexity, but perform close
to the optimal one. Numerical results are given in Section IV,
followed by conclusions in Section V.
Notation: Standard notations are used in this paper. Bold
lower and upper case letters represent vectors and matrices,
respectively; HH and HT are Hermitian and normal trans-
pose of H , respectively; ||H||F and |H| are the Frobenius
norm and determinant of H , respectively. IM represents an
M ×M identity matrix. N (H) denotes the null space of H .
diag(x), where x is a vector, denotes a diagonal matrix with
elements x; diag(H), where H is a square matrix, denotes a
vector of its diagonal elements.
II. MIMO BCS AND SZF-DPC
Consider a single-cell MIMO BC with a base station (BS)
and K multiple-antenna users. The channel between the BS
and the kth user is modeled by a matrix Hk ∈ Cnk×N , where
N and nk > 1 are the number of antennas at the BS and the
kth user, respectively. The received signal at the kth user is
given by
yk = HkW ksk +
∑
j<k
HkW jsj +
∑
j>k
HkW jsj +zk. (1)
where yk is the received sample, W k ∈ CN×Lk is the
precoder, and sk ∈ CLk×1, Lk ≤ min(N,nk) is the vector
of transmitted symbols of the kth user, respectively. The
background noise zk ∈ Cnk×1 is assumed to be white
complex-Gaussian with zero mean and covariance matrix Ink .
It is well-known that DPC is a capacity achieving transmission
strategy for MIMO BCs. For the kth user, the BS views the
interference term
∑
j<kHkW jsj as known non-causally, and
can be perfectly eliminated by DPC. As a result, the resulting
data rate of the kth user is given by
Rdpck = log
|I +∑Kj≤kHkSjHHk |
|I +∑j<kHkSjHHk | , (2)
where Sj = W jWHj is the transmit covariance matrix for
the jth user. Since (2) is non-convex with respect to Sj , it is
generally difficult to be handled. In [5], SZF-DPC was pro-
posed as a low-complexity alternative to DPC, which admits
a closed-form solution for optimal precoders. For SZF-DPC,
the interference term
∑
j<kHkW jsj in (1) is canceled by
DPC, and the interference term
∑
j>kHkW jsj is eliminated
by designing W j such that
HkW j = 0 for all j > k. (3)
Accordingly, the resulting data rate of the kth user for SZF-
DPC is written by
Rszf-dpck = log |I +HkSkHHk |. (4)
In this paper, we consider the sum rate maximization of SZF-
DPC under PAPCs, which is presented next.
III. SZF-DPC WITH PER-ANTENNA POWER CONSTRAINTS
While the precoder designs for SZF-DPC with a sum power
constraint can be found easily using the water-filling algorithm
[5], that with PAPCs has not been extensively studied. In prac-
tice, PAPCs are more relevant since each antenna has its own
power amplifier [8], [10], [11]. The sum rate maximization for
SZF-DPC under PAPCs is formulated as
maximize
W k
∑K
k=1 log |I +HkW kWHk HHk | (5a)
subject to HjW k = 0, ∀j < k (5b)∑K
k=1[W kW
H
k ]n,n ≤ Pn, ∀n = 1, . . . , N, (5c)
where Pn is the power constraint for the nth transmit antenna.
Note that (5a) is neither a convex nor a concave function with
respect to W k. A convenient way to solve (5) is to define
Sk = W kW
H
k  0, and rewrite (5) as
maximize
Sk
∑K
k=1 log |I +HkSkHHk |
subject to HjSkH
H
j = 0, ∀j < k∑K
k=1[Sk]n,n ≤ Pn, ∀n
rank(Sk) ≤ Lk, ∀k,
(6)
where Lk ≤ nk. The rank constraints, which are non-convex,
make (6) difficult to solve. In the following, we propose
a method to find the optimal solutions for (6) based on a
relaxation technique.
A. Optimal precoder design
We begin by omitting the rank constraints in (6), and
consider the following relaxed problem
maximize
Sk
∑K
k=1 log |I +HkSkHHk |
subject to HjSkH
H
j = 0, ∀j < k∑K
k=1[Sk]n,n ≤ Pn, ∀n.
(7)
We can transform (7) into an equivalent problem by removing
the ZF constraints. First, for each k, define a matrix H¯k as
H¯k = [H
H
1 H
H
2 · · · HHk−1]H ∈ C
∑k−1
i=1 ni×N . (8)
Let V¯ (0)k ∈ CN×n¯k , n¯k = N −
∑k−1
i=1 ni, be a basis
of N (H¯k), which can be found, e.g., using the singular
value decomposition or QR decomposition. Then, solving (7)
amounts to solving the following optimization
maximize
Ωk0
∑K
k=1 log |I + H˜kΩkH˜
H
k |
subject to
∑K
k=1[V¯
(0)
k Ωk(V¯
(0)
k )
H ]n,n ≤ Pn, ∀n
(9)
where Ωk ∈ Cn¯k×n¯k , and H˜k = HkV¯ (0)k ∈ Cnk×n¯k is called
the effective channel matrix of the kth user. Problem (9) is
a determinant maximization (MAXDET) program subject to
linear matrix inequalities [12], which can be solved efficiently
by standard numerical optimization tools, for example CVX
[13] or YALMIP [14]. Regarding the relaxation technique, an
important question to ask is whether the optimal solution to
the relaxed problem is also optimal to the original problem.
Interestingly, we now show that (6) and (9) are equivalent,
and, thus, the optimal solution to (9) is also optimal to (6).
The proof is an intermediate consequence of the following
lemma.
Lemma 1. The optimal solutions {Ωk} to (9) satisfy
rank(Ωk) ≤ min(nk, n¯k).
Proof: Please refer to the Appendix.
As stated earlier, problem (9) can be solved by a general
purpose optimization package, but it does not offer useful
insights into the optimal solutions. Herein, we develop a
specialized algorithm to solve (9), using the barrier method. It
is also worth pointing out that using the Lagrangian duality,
[9] proposed a two-stage iterative algorithm for the precoder
design of block diagonalization scheme based on a subgradient
method, which can be applied to solve (9). Specifically,
consider the Lagrangian function of (9), which is given by
L(Ωk,λ) =
K∑
k=1
log |I + H˜kΩkH˜Hk |
−
N∑
n=1
λn(
K∑
k=1
[V¯
(0)
k Ωk(V¯
(0)
k )
H ]n,n − Pn), (10)
where λn is the dual variable associated with the nth per-
antenna power constraint. Since strong duality holds for (9),
its optimal solution can be found via the following convex-
concave optimization problem
minimize
λ≥0
maximize
Ωk0
L(Ωk,λ). (11)
The two-stage iterative algorithm in [9] works as follows.
For a set of fixed dual variables {λn}, the set of covariance
matrices {Ωk} that maximizes L(Ωk,λ) can be obtained by
the water-filling algorithm. Next, for a set of given {Ωk},
the iterative algorithm updates {λn} to minimize L(Ωk,λ)
based on the subgradient method. However, the convergence
rate of the subgradient method for the minimization problem
over λ is generally slow. It is well known that for a minimax
optimization problem, the infeasible-start Newton’s method
[15] that solves the maximization and the minimization at
the same time has a faster convergence rate [11], [15]. In
the following, we propose a numerical algorithm to solve (9),
which exhibits a better convergence behavior.
First, we observe that the constraints in (9) are ac-
tive at the optimum. As proof, suppose the ith constraint
is inactive, i.e.
∑K
k=1[V¯
(0)
k Ωk(V¯
(0)
k )
H ]i,i = [Ω1]i,i +∑K
k=2[V¯
(0)
k Ωk(V¯
(0)
k )
H ]i,i < Pi. There exists  > 0 to be
small enough such that [Ω1]i,i+
∑K
k=2[V¯
(0)
k Ωk(V¯
(0)
k )
H ]i,i+
 < Pi. Replacing [Ω1]i,i by ([Ω1]i,i + ) yields a larger
objective value in (9), which contradicts the assumption that
{Ωk} are optimal. This observation is computationally useful
since the inequality constraints in (9) can be replaced by
equality ones, which are easier to be handled. In other words,
(9) is equivalent to
maximize
∑K
k=1 log |I + H˜kΩkH˜
H
k |
subject to
∑K
k=1[V¯
(0)
k Ωk(V¯
(0)
k )
H ]n,n = Pn, ∀n
Ωk  0, ∀k.
(12)
The proposed algorithm is based on the barrier method to
solve (12). As a standard step, we define a modified objective
function
f(t, {Ωk}) = −(t
K∑
k=1
log |I + H˜kΩkH˜Hk |+
K∑
k=1
log |Ωk|),
(13)
where log |Ωk| is the logarithmic barrier function to account
for the positive semidefinite constraint Ωk  0, and t > 0
is a parameter that controls the logarithmic barrier terms. For
mathematical convenience, let
A
(n)
k = (V¯
(0)
k )
H diag(0, . . . , 0︸ ︷︷ ︸
n−1
, 1, 0, . . . , 0︸ ︷︷ ︸
N−n
)V¯
(0)
k , (14)
and consider a standard equality constrained minimization
problem
minimize f({Ωk}, t)
subject to
∑K
k=1 tr[A
(n)
k Ωk] = Pn, ∀n.
(15)
The general idea of a barrier method is that, for a fixed
t, we find the optimal solutions {Ωk(t)} to (15) (which is
known as the centering step), and increase t until the algorithm
converges. In our work, we employ the infeasible start Newton
method to find the optimal solutions to (15). The use of the
infeasible start Newton method also simplifies the initialization
of {Ωk}. We start with the optimal conditions (i.e. the KKT
conditions) for (15), which are given by
−tH˜Hk H˜k(I + ΩkH˜Hk H˜k)−1 −Ω−1k +
N∑
n=1
µnA
(n)
k = 0, ∀k (16)
K∑
k=1
tr[A
(n)
k Ωk] = Pn,∀n (17)
where µn are the dual variables. In (17) we have used the
fact that the gradient of log |I + H˜kΩkH˜Hk | with respect to
Ωk is given by ∇Ωk log |I + H˜kΩkH˜
H
k | = H˜
H
k H˜k(I +
ΩkH˜
H
k H˜k)
−1. The crucial part in a Newton method is to
calculate the Newton step. To do this, we replace Ωk by Ωk+
4Ωk and µn by µn + 4µn in the KKT conditions, which
yields the KKT system for the Newton step
tH˜
H
k H˜k(I + ΩkH˜
H
k H˜k +4ΩkH˜
H
k H˜k)
−1
+(Ωk +4Ωk)−1 −
N∑
n=1
(µn +4µn)A(n)k = 0, ∀k (18)
K∑
k=1
tr[A
(n)
k 4Ωk] = Pn −
K∑
k=1
tr[A
(n)
k Ωk], ∀n. (19)
Denote Ω˜k = I + ΩkH˜
H
k H˜k. Since Ω˜k is invertible, and
(A+B)−1 ≈ A−1 −A−1BA−1 for small B, we can write
(18) as
tH˜
H
k H˜k(Ω˜
−1
k − Ω˜
−1
k 4ΩkH˜
H
k H˜kΩ˜
−1
k )
+(Ω−1k −Ω−1k 4ΩkΩ−1k )−
N∑
n=1
(µn +4µn)A(n)k = 0 (20)
or equivalently as
tΩkH˙4ΩkH˙kΩk +4Ωk
= tΩkH˙kΩk + Ωk −
N∑
n=1
(µn +4µn)ΩkA(n)k Ωk, ∀k (21)
where H˙k = H˜
H
k H˜kΩ˜
−1
k . The traditional way to find
{4Ωk} and {4µn} is to vectorize 4Ωk as a vector ωk of
length n¯k(n¯k+1)/2 for each k, transform (19) and (21) into a
form of a linear system of (N+
∑K
k=1 n¯k(n¯k+1)/2) variables,
and use a generic method to solve the resulting linear system.
However, the complexity of such a method is O(N6). In this
paper, we present a low-complexity method to find {4Ωk}
and {4µn}, using block elimination method [15]. Specifically,
we express 4Ωk as
4Ωk = Ξ(0)k +
N∑
i=1
4µiΞ(i)k . (22)
Substituting (22) into (21) yields a system of N + 1 discrete-
time Sylvester equations
tΩkH˙Ξ
(0)
k H˙kΩk + Ξ
(0)
k
= tΩkH˙kΩk + Ωk −
N∑
n=1
µnΩkA
(n)
k Ωk, (23)
tΩkH˙Ξ
(i)
k H˙kΩk + Ξ
(i)
k = −ΩkA(i)k Ωk,
for 1 ≤ i ≤ N. (24)
Numerical methods to solve the discrete-time Sylvester
equations in (23) and (24) with complexity O(n¯3k) can be
found e.g. in [16]. To compute the Newton step for the dual
variable µ, we plug 4Ωk from (22) into (19), which results
in a linear system
Ψ4µ = ψ, (25)
where [Ψ]i,j =
∑K
k=1 tr(A
(i)
k Ξ
(j)
k ), and [ψ]i = Pi −∑K
k=1 tr(A
(i)
k Ξ
(0)
k + A
(i)
k Ωk). We define the residual norm
at {Ωk} and µ, which is used in the backtracking line search,
as
r({Ωk},µ) =
K∑
k=1
|| − tH˜Hk H˜k(I + ΩkH˜
H
k H˜k)
−1
−Ω−1k +
N∑
n=1
µnA
(n)
k ||F + ‖v‖2 , (26)
where vi = Pi −
∑K
k=1 tr[A
(i)
k Ωk] for i = 1, 2, . . . , N. The
proposed algorithm to solve (9) is outlined in Algorithm 1. The
proposed algorithm can be easily modified to be a primal-dual
interior point method which often shows faster convergence
rate. However, we skip the details for the sake of simplicity.
Algorithm 1 The proposed numerical algorithm to solve (9)
Initialization: Ωk = In¯k , µ = 0, t = t0, and γ and tolerance
 > 0
1: repeat {Outer iteration}
2: repeat {Inner iteration (centering step)}
3: Compute the Newton step 4Ωk and dual step 4µ
from (22) and (25), respectively
4: Backtracking line search
5:6 s = 1
7: while (r({Ωk} + s{4Ωk},µ + s4µ) > (1 −
αs)r({Ωk},µ)) and ({Ωk}+ s{4Ωk}  0) do
8: s = βs
9: end while
10: Update primal and dual variables: Ωk = Ωk+s4Ωk;
µ = µ+ s4µ
11: until r({Ωk},µ) < 
12: Increase t. t = γt
13: until t is sufficiently large to tolerate the duality gap.
B. Suboptimal designs
In general, it is of practial interest to find suboptimal
designs that can achieve a significant fraction of the optimal
performance, but require lower complexity. In this subsection
we propose two suboptimal precoder designs, and briefly
discuss their computational complexity, compared to (9).
The first suboptimal precoder design is derived from the QR
decomposition (QRD). First, stack the channel matrix of all
users in a matrix H defined as
H =
[
HH1 H
H
2 · · · HHK
]H ∈ CnR×N , (27)
where nR =
∑K
k=1 nk is the total number of receive antennas,
and consider a QRD of H given as
H = LQ (28)
where L is a lower triangular matrix. We can further partition
Q into
Q = [Q1Q2 · · · QK ]H (29)
where Qk ∈ CN×nk satisfies HjQk = 0, ∀j < k, i.e.
H¯kQk = 0, and Q
H
k Qk = Ink . To satisfy ZF constraints,
the covariance matrices of the first suboptimal design is given
by
Sk = QkΩkQ
H
k , (30)
where Ωk ∈ Cnk×nk is the solution of the following problem
maximize
Ωk
∑K
k=1 log |I +HkQkΩkQHk HHk |
subject to
∑K
k=1[QkΩkQ
H
k ]n,n ≤ Pn, ∀n.
(31)
Note that columns of Qk does not span N (H¯k). Thus, (31)
is a suboptimal solution of (9). However, the dimension of
each Ωk in (31) is just nk(nk + 1)/2, which is smaller than
n¯k(n¯k + 1)/2 for each optimal Ωk in (9). Thus, solving (31)
requires much lower complexity, especially when N is large,
and nk is small. The simulation results show that the sum-rate
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Fig. 1. Convergence behavior, N = 6, nk = 2 for k = 1, 2, 3.
gap between the optimal design in (9) and suboptimal design
in (31) is negligible.
The second suboptimal design follows a heuristic manner,
which is obtained by scaling each column of the optimal pre-
coders for the sum power constraint to meet the PAPCs. To be
specific, letW ?k be the optimal precoder for the kth user with a
sum power constraint, which can be analytically found using
the water-filling algorithm [5]. Then a suboptimal precoder
for the kth user can be given by W k = W ?k diag(
√
αk),
where αk = [αk,1 αk,2 · · ·αk,nk ], and αk,i is a factor used
to the scale the ith column of W ?k to satisfy the PAPCs.
Mathematically, αk is found through solving the following
problem
maximize
αk≥0
∑K
k=1 log |I +HkW ?k diag(αk)W ?Hk HHk |
subject to
∑K
k=1[W
?
k diag(αk)W
?H
k ]n,n ≤ Pn, ∀n.
(32)
This suboptimal design requires lower complexity, compared
with the first one, since the dimension of each αk is just nk.
IV. NUMERICAL RESULTS
In this section, we provide numerical examples to demon-
strate the results in this paper. In the first numerical experi-
ment, we compare the convergence rate of Algorithm 1 and the
two-stage iterative method in [9]. A MIMO BC with N = 6
transmit antennas, K = 3 users, each with 2 receive antennas
is simulated. The tolerance (for each centering step) is set to
be  = 10−5. The barrier method parameters t0 and γ are set
to 50 and 1, respectively. The effects of the initial value of
γ and t0 are discussed in [15]. The backtracking line search
parameters in Algorithm 1 are α = 0.01, and β = 0.5. Fig. 1
plots the error in the sum rate versus the number of iterations
for a random realization of channel matrices. Note that, to
update Ωk in each iteration of the two-stage iterative method,
we need to compute the singular value decomposition (SVD)
of an nk× n¯k matrix, and the inverse of an n¯k× n¯k matrix, of
which the complexity is O(n¯2knk) and O(n¯3k), respectively.
That is, the complexity of each iteration of the two-stage
iterative method is of the same order as that of the proposed
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Fig. 2. Sum rate comparison of optimal and suboptimal designs for SZF-DPC
schemes, N = 8, K = 4, nk = 2, ∀k = 1, 2, . . . , 4.
method. For the first iterations, the two-stage iterative method
converges faster than the proposed method to the optimal
solution. However, the proposed method performs better when
precoders approach the optimum. Simulation results obtained
with other randomly generated channel matrices illustrate
the same convergence behavior of the two methods. Recall
that a subgradient need not be a descent direction. Thus, an
iteration can even increase the objective function. Moreover,
the convergence rate of subgradient methods relies strongly
on the problem size. For example, we observe that the two-
stage iterative method fails to converge within three thousand
iterations when N = 16, and K = 8, while Algorithm 1 still
converges to the optimal solution within tens of iterations. As
a conclusion, the proposed numerical algorithm demonstrates
better convergence rate than the two-stage iterative algorithm
in [9].
In Fig. 2, we plot the average sum rate of optimal and
suboptimal precoder design methods for SZF-DPC schemes as
a function of P , the total transmit power. The resulting power
constraint for each antenna (when considering the PAPCs) is
Pn = P/N for all n. A quasi-static fading model is used
in our simulation, where independent realizations of Hk are
generated as zero mean and unit variance complex Gaussian
random variables for each snapshot. Fig. 2 considers a scenario
with N = 8, K = 4, and ni = 2 for i = 1, 2, . . . , 4. The
optimal precoder designs with per-antenna power constraints
yield a slightly lower sum rate than those with the corre-
sponding sum power constraint. The sum-rate gap between
optimal and suboptimal designs are small, and decreases as
P increases. The suboptimal design based on QRD performs
slightly better than the suboptimal design based on a heuristic
manner. We can expect that these precoder designs give the
same performance as P approaches to infinity, since the equal
power allocation is proved to be optimal in the high SNR
regime.
V. CONCLUSIONS
This paper addresses the precoder design of SZF-DPC
for MIMO BCs with PAPCs. The precoder design is first
formulated as a rank-constrained optimization problem. Then
we consider a relaxed problem, which is obtained by dropping
the rank constraints. For the SZF-DPC scheme, we prove
that the relaxed and original problems are equivalent. More
explicitly, we show that optimal solutions of the relaxed
problem always satisfy the rank constraints. Next, we propose
an efficient numerical method based on a barrier method to
solve the relaxed problem. The proposed numerical method is
shown to have a superior convergence behavior, compared with
the two-stage iterative method based on the dual subgradient
method.
APPENDIX
PROOF OF LEMMA 1
In this appendix, we prove that the rank of optimal solutions
to (9) is less than or equal to Lk. We begin by reformulating
(9) as
maximize
{Ωk}
∑K
k=1 log |I + H˜kΩkH˜
H
k |
subject to
∑K
k=1 tr(ΩkA
(n)
k ) ≤ P¯ , ∀n
Ωk  0, ∀k
(33)
where H˜k = HkV¯
(0)
k ∈ Cnk×n¯k , and A(n)k is defined in (14).
The Lagrangian function of (33) is given by
L(Ωk,λ,Φk) =
K∑
k=1
log |I + H˜kΩkH˜Hk |
−
N∑
n=1
λn
( K∑
k=1
tr(ΩkA
(n)
k )− P¯
)
+ tr(ΦkΩk) (34)
where {λn} are dual variables associated with the per-antenna
power constraints, and Φk  0 is the dual variable for the
positive semidefinite constraint. Denote P = diag(P¯ ), Λ =
(diag(λ1, λ2, . . . , λN ), and Λk = (V¯
(0)
k )
HΛV¯
(0)
k . We can
then rewrite (34) as
L(Ωk,λ,Φk) =
K∑
k=1
log |I + H˜kΩkH˜Hk |
− tr[ΛkΩk −ΛP ] + tr(ΦkΩk) (35)
At the optimum, we have
H˜
H
k (I + H˜kΩkH˜
H
k )
−1H˜k −Λk + Φk = 0 (36)
Using the complementary slackness property ΦkΩk = 0, we
obtain
H˜
H
k (I + H˜kΩkH˜
H
k )
−1H˜kΩk = ΛkΩk (37)
We now show that the dual optimal variables of (9) are strictly
positive, λn > 0 for all 1 ≤ n ≤ N . As proof, consider the
dual objective of (9), which can be expressed as,
g(λ,Φk) = max
Ωk0
L(Ωk,λ,Φk) (38)
By contradiction, suppose λi = 0 for some 1 ≤
i ≤ N . We construct a set of Ωk such that Ωk =
diag(0, . . . , 0︸ ︷︷ ︸
i−1
, α, 0, . . . , 0︸ ︷︷ ︸
N−i
), and Ωk = 0 for 2 ≤ k ≤ K.
Then, the objective function in (38) becomes
L(Ωk,λ,Φk) = log(1 + α||[H˜1]i||22) + tr(Φ1Ω1), (39)
where [H˜
H
1 ]i is the ith column of H˜
H
1 . We can see that the
objective function in (39) is unbounded above if α → ∞.
Since we are only interested in the case where g(λ,Φk) is
finite, we conclude that λi > 0 for all 1 ≤ i ≤ N . Thus, Λ
must be positive definite, and Λk is invertible. It follows from
(37) that rank(Ω?k) ≤ rank(H˜k) = Lk, which completes the
proof.
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