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INTRODUCTION 
In this article the quaternionic reflection groups are classified. Such a group is 
defined so as to generalize the notion of reflection groups appearing in [4, 171, 
i.e., it is a group of linear transformations in a quaternionic vector space of 
dimension n < cc generated by elements that fix an (n - 1)-dimensional 
subspace pointwise. Moreover, the notion of root system as given in 13, 41 is 
extended to the quaternionic case. These systems can be used to construct the 
groups involved and vice versa. Relevant definitions can be found in Section 1. 
In the following section, the imprimitive groups are determined in a relatively 
simple manner that resembles the complex case. The primitive groups are 
classified by means of their complexifications (i.e., their natural isomorphic 
images in the group of all invertible linear transformations in the 2n-dimensional 
complex vector space underlying the given quaternionic one). The primitive 
groups with imprimitive complexifications are dealt with in Section 3. In order to 
determine the remaining groups, extensive use is made of the work of’Huffman 
and Wales [12-15, 201 on the classification of primitive unimodular complex 
linear groups generated by elements that fix a subspace of codimension 2 
pointwise. If the complexification of a quaternionic reflection group is primitive, 
it belongs to this family of groups. Section 4 is about these groups and their 
root systems. The main results are comprised in Theorems 2.6, 2.9, 3.6, and 
4.2. 
1. FUNDAMENTAL NOTIONS 
The elements of the skew field (or corpus) W of Quatevnions are written as 
a + bi (a, b E C), while K = ij. The numberj satisfies the fundamental relations 
jz = -1; @j-l = 5 (X E C), where the bar indicates complex conjugation. 
The latter automorphism of C may be extended to an antimorphism of the 
multiplicative group W* of W by the rule j = -i. Note that this so-called 
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quaternion conjugation preserves the additive structure of E-U. For more details 
on quaternions the reader is referred to [5, 8, 211. 
In what follows we consider right vector spaces over W and often refer to them 
as vector spaces. If V is such a vector space, dim V denotes the dimension of V 
and GZ(V) stands for the group of all invertible linear transformations of V 
acting on the left. If V = W” (n E I%!), we will often write GZ,(W) instead of 
GZ( V). 
Both (ir)reducibiZity and (im)primitivity for a subgroup G of GZ( V) are defined 
in the familiar way. A unitary inner product on V is a form f: V x V + W, 
assigning to each pair (x, y) E V x V a quaternion numberf(x, y) such thatf is 
linear in y, f(x, y) = f(r, x , > andf(x, x) > 0. V provided with a unitary inner 
product, usually denoted by (., .), is called a unitary space. If g E GZ( V) preserves 
the unitary inner product (., .), i.e., if (gx 1 gy) = (x / y> (x, y E V), then g is 
called a unitary transformation (with respect to (., .>). The set of all unitary 
transformations in GZ(V) is a group (the unitary group of the unitary space V) 
and is denoted by U(V). For each finite subgroup G of GZ(V) there exists a 
unitary inner product preserved by all elements of G. Moreover, all unitary 
inner products can be transformed into one another by changes of bases (elements 
of GZ( V)). As we are only interested in finite subgroups of GZ( V) determined up 
to conjugacy, we can restrict ourselves to the study of finite subgroups of U(V) 
for a vector space V with a fixed unitary inner product. A subgroup of GZ( V) is 
called unitary if it is contained in U(V). 
We shall often identify the unitary space V of dimension n with the vector 
space HP furnished with the standard unitary inner product (., .> defined by 
(x 1 y) = ~~=, shyh (x = (x&~~(~ , y = (ylr)iChsn E W”). If this identification 
occurs, we will frequently use U,(W) to replace U(V). 
The transpose of any matrix (or vector) A is denoted by At and the complex 
conjugate of A by 2, while A* stands for the matrix (A)t. Thus for x, y E W” we 
may rewrite (x j y) as x*y. Given A E GZ,(W), we have a uniquely determined 
pair of complex n x n matrices A, , A, such that A = A, + A,j. This leads to 
a map called compZexijicutionl from GZ,(W) to GZJC) given by 
whenever A = A, + A,j (A, , A, complex n x n matrices). The definition of 
xt+x” comes from regarding E-II” as a right C module. Note that this map is in fact 
a morphism of groups and that 
1 This term does not coincide with the usual one (Chevalley complexification), i.e., 
the Zariski closure in GI,,(@) of a subgroup of GI,([W). 
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is an antisymmetric matrix. From now on we often write J,, or even J instead of 
(jl,)“. The equality ((A”))-l JAW = J is easily derived. If A E U,(W), this means 
that (k)“JAv = J. Defining Sp,,(@) = {ME GE.&@) 1 MtJM = J}, we obtain 
that the complexification of U,(W) is contained in Spa,(@). Writing U Q,,(C) 
for U,,(C) n L!+,,(C), where of course U,(C) = U,(W) n GIL(@), one easily 
gets U Sp,,(@) = (U,(W)~. The complexification ” stems from a corresponding 
complexification of the underlying quaternionic space which we shall introduce 
now. For the sake of simplicity we let cl stand for the Zth standard basis vector of 
both I-U” and C” (E = 1, 2,..., n). For any v E HP its complexification vv E Czn 
looks as follows: If v = ~~=r(x, + yrj)el with x1 , y1 E @, then 
We have: gvvv = (gv>’ (g E U,(W), v E V). It is also useful to observe that a 
linear subspace W of Czn is the complexification of a linear subspace of I-U” 
whenever it is invariant under the transformation w t-+ J@ (w E W). This is a 
consequence of the equality JFj = (vi>’ for v E V. We say that a group G of 
linear transformations of a quatemionic vector space V is compZex if there is a 
G-invariant subset W of V such that W is a linear subspace of V viewed as a 
complex vector space with V = W @ Wj. 
If there is no such W, we say that G is a proper quaternionic group. 
1.1. EXAMPLE. Each finite subgroup of U,(W) is conjugate to one of the 
following groups: 
C, = (exp 2rijm> of order m, 
D, = (C,, ,.K) of order 4m, 
T = (D, , w) of order 24, where w = (- 1 + i + j + k)/2, 
0 = (T, (i - 1)/1/z) of order 48, 
I = (Da , (p + ai - j)/2) of order 120, where p = 2 cos(~r/5) 
and u = 2 cos(3a/5). 
The reader is referred to [8] for a proof. 
Except for C, all these groups are proper quaternionic. As Spa(@) = SZ,( C) 
the complexifications span a complete set of representatives for the conjugacy 
classes of finite subgroups of SZ,(@). 
The following proposition informs us about the behavior of irreducibility 
and primitivity under complexification. 
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1.2. PROPOSITION. Let G be a $nite irreducible proper quaternionic subgroup of 
U,(W). Then the following holds: 
(i) Gv is irreducible; 
(ii) if GY is imprimitive in C2n with system of imprimitivity W, ,..., W, , 
then (Wi 1 Wj) = 0 for i fj (i, j = I,..., t); 
(iii) if (ii) holds and G isprimitive in iHI%, then ( JX 1 y) = Ofor any x, y E Wi 
(i = I,..., t). 
Proof. (i) Let W,, be a nontrivial linear subspace of QY invariant under GV 
of smallest possible dimension, say m. Then Jr,, = ( JU 1 w E W,} is also a 
Gv-invariant linear subspace of C2n of dimension m. Both W, n JW, and 
W, + JW, are complexifications of G-invariant linear subspaces, say S and 
T, respectively. Due to the minimality of dim W,, we must have either 
W, n Jw, = 0 or W, n Jv,, = W,, . In the latter case S is a linear subspace 
of W” of dimension m/2. The irreducibility of G implies then m = 2n, so that 
W,, = P. If W, n JW, = 0, however, T is of dimension m, so m = n. The 
preimage W of W, under ” is then a G-invariant complex linear space such that 
I’ = W + Wj. Therefore G must be complex. This contradiction proves (i). 
(ii), (iii) Let us assume that WI , W, ,..., W, is a system of imprimitivity 
for Gv in (c2”. Consider the following two forms f, g defined on Czn. 
Note that f is a Gv-invariant unitary inner product and that y is an antisym- 
metric Gv-invariant bilinear form. Since GV is irreducible there must be /I E C, 
01 E C* such that f (x, y) = (Y(X / y) and g(x, y) = p( JZ 1 y) hold for any 
x, y E @Y. The first equality shows that for x E W, and y E W, we have 
(X / y) = 0 whenever Y # s. This proves (ii). 
Assume now that g is nonzero. Then /3 # 0, so 
whenever v, w E E-P such that vv E W, and WV E W, (r # s). This proves that the 
preimages of WI, W, ,..., W, under ” are (mutually perpendicular and thence) 
linear subspaces of E-U”. So they form a system of imprimitivity for G. It results 
from this contradiction that g = 0. Finally ( JX / y) = g(x, y) = 0 whenever 
x, y E w, (1 = l,..., t) by the definition of g. This ends the proof of (iii). 1 
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Here is a symplectic analog of a lemma in [ 181 that we shall need in what 
follows. 
1.3. LEMMA. Let S E Sp,,(@) be a positive de$nite hermitian matrix. Then 
there is a matrix U E U Sp,,(@) and a diagonal matrix D E Sp,,(@) with real 
coeficients such that lJ*SU = D*D. 
Proof. Let Vi , V, ,..., V, be the eigenspaces of S corresponding to the 
(positive real) eigenvalues X, , h, ,..., h, of S. It is well known that the V, are 
mutually perpendicular with respect to the standard unitary inner product as S 
is hermitian. If x is an eigenvector of S corresponding to eigenvalue h, then 
Jx is an eigenvector of S perpendicular to x corresponding to X-l. As a conse- 
quence we obtain an ordered orthonormal basis of Czn of the form x1 ,..., x, , 
JxI ,..., Jz~ consisting of mutually perpendicular eigenvectors of S. To finish 
the proof choose U to be the unitary matrix transforming this basis into the 
standard basis and choose D to be the diagonal matrix whose ith diagonal entry 
is the (positive) square root of the eigenvalue corresponding to the ith eigenvector 
in the basis obtained above. 1 
1.4. PROPOSITION. Let G be a finite irreducible subgroup of U,,(C) (n E N). 
Take x to be the character corresponding to the representation that consists of the 
embedding of G in G&,(C). The next$ve statements are equivalent: 
(i) There is a Jinite subgroup H of Gl,(W) such that G is conjugate to Hv; 
(ii) G is conjugate to a subgroup of U S&,(C); 
(iii) there exists a G-invariant antisymmetric bilinear form on C2n; 
(iv) 4x> = - 1, where 4x1 = LG xk2Y G 1; 
(v) x admits only real values, but the corresponding representation is da&rent 
from (though conjugate to) its complex conjugate. 
Proof. The equivalence of(i) and (ii) follows from what has been said above. 
The equivalence of (iii), (iv), and (v) is well known and can be gotten from 
[16, p. 1231. Clearly (ii) implies (iii). It therefore suffices to show that (ii) results 
from (iii). Suppose for that matter that G leaves invariant a bilinear antisym- 
metric form on Czn. Let IM be the corresponding 2n x 2n-matrix, so that the 
form is given by (x, y) ++ xtMy (x, y E C”“). From the irreducibility of G it 
results that M is nondegenerate. The invariance of M under G involves the 
invariance of (M-l)* under G. As the bilinear alternating form is unique up 
to a scalar multiple, there must be a complex number X such that M = h(M-l)*. 
But then MM* = AI,, , so X is a real positive number. Without loss of generality 
we may assume that det(M) = 1. Thus we get that ME U,,(C). It is a known 
fact that any two nondegenerate alternating bilinear forms Can can be trans- 
formed into one another. In particular, M and J admit a linear transformation 
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T E G&,(C) such that TtMT = J. This implies that ((T-l)*)tM(T-l)* = J. 
Elimination of M yields that T*T E S’p,,(C). The above lemma can now be 
applied to obtain a transformation A E Sp,,(C) such that T*T = A*A. Because 
U = TA-1 is a unitary transformation such that UtM7J = J, the conjugate 
U-lGU of G is contained in U Spa,,(C). This establishes (ii), so we are done. 1 
We now come to the notion of reflection. Let V be a quaternionic vector space 
ofdimV=n < co. 
1.5. DEFINITION. A reJection s in F’ is a linear transformation of V such that 
linear subspace Vs of points fixed by s is of dimension n - 1. A yefiction group 
in V is a finite subgroup of GZ( V) generated by reflections in V. 
If V is a unitary space with unitary inner product (a / .), a reflection can be 
described explicitly. Given nonzero a E V and f E U,(W), we put 
s,,&) = x - a (1 - ma I x> 
<a I a> (x E 0 
thus defining a transformation s,,~ E U(V). 
1.6. PROPOSITION. Let V be a unitary vector space over [H1. 
(i) A unitary transformation s in V is a reflection zf and only if there is a 
nonzero vector a E V and a unitary quaternion 5 E U,(W) such that s = s,,e; 
(ii) thefollowing threeformulas holdfor any nonzero a E V and 6,~ E U,(W): 
&lJa.a = sa.en; 
%P = Stkd.e p E U(V)>; 
SlaE,n = %.hlP; 
(iii) if G is a rejection group, then G can be decomposed into the direct 
product of irreducible groups such that each component is a reflection group in a 
linear subspace of V. 
Proof. Straightforward. m 
1.7. Notation. Let G be a unitary quaternionic reflection group in the 
unitary space V. Given a E V - (0) and f E U,(W) such that s,,~ E G, we put 
Ha = {A E W-V I ~,,,a E G) and K, = {h E U,(W) 1 ah E Gu}. 
1.8. COROLLARY. If G is as above, then: 
(i) K, is afinite subgroup of U,(W) and H, is a normal subgroup of K,; 
(ii) if g E G, then H, = Hsa and K, = K,,; 
(iii) if/\ E U,(W), then HaA = h-lH,h and Kah = X-lK,X. 
The groups H, , K, play a role in what we call root systems. 
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1.9. DEFINITIONS. Let V be a unitary quaternionic vector space. A pre-root- 
system 2 in V is a finite nonempty subset of V x U,(W) such that 
(i) 7ra?r;‘(a) < U,(W) for any a E rr(2Y) (here rrl, ~a denote projections on 
I/ and U,(W), respectively); 
(ii> (4 4, (b, CL) E C 3 kd, CL) E 2. 
The elements of Z-~(Z) are called the roots of 2, the lines aH with a E ~~(2) are 
called the root lines of 2. 
If Z is a pre-root-system, the group W(2) = (s,,~ j (a, 6) E 2) is called the 
yefiction group of Z. (Note that W(E) is indeed a reflection group as it is finite, 
being a group of permutations on 22) A pre-root-system 27 in V is called a root 
system whenever for any a E ~~(2) we have ah E “i(2) 0 ah E W(Z)a. 
1 .lO. PROPOSITION. Let V be us before. If G is a unitary rej7ection group in V, 
then V admits a root system Zsuch that G = W(Z). 
Proof. Given G, consider P = ((a, [) 1 s,,( E G - {I}}. This is an infinite 
set, but 4 = {uH 1 (35 E U,(W)) (s,,~ E G - {I})} is finite. Let & , +a ,..., & be 
the G-orbits of 4. For each m = I,..., t, we fix a vector a, E #m and define 
&n = &%I 9 5) I gE G, 5~ Ho,,) = Ga, x Ham and z = Ui=l.....m&. It 
is obvious that .Z is a finite nonempty subset of V. In order to check that Z is a 
root system, we verify: 
(i) h E n,+(a) 0 (a, h) E 2 o /\ E H, in view of Corollary 1.8(ii), so 
rar;‘(u) = H, is a subgroup of U,(W); 
(ii) if (a, X), (b, p) E 2, then g = s,,~ E G, whence (gb, p) E 2; 
(iii) if s,,e E G, then there are g E G, h E U,(W) and m E N (m < t) such 
thatgu, = ah. Furthermore 5 E H, , so A-l&l E A-lH,X = H,, = Hqam = Ha, , 
implying that (gu, , h-l&) E Z. Thus, s,,~ = s,,,,~-I~~ = s~,,,~-‘~~ E W(Z). Since 
W(Z) is clearly contained in G, we have G = W(Z). Suppose a E nl(Z) and 
/\ E U,(W) are given such that both a and uX are in rrr(,Z). Since uH = UAW, 
there must be a transformation g E G such that g(u) = UX. As G = W(Z), we 
are done. l 
1.11. Remarks. (i) One might ask whether for a root system Z the set 
{s,,~ 1 (a, 5) E .Z} contains all reflections of W(Z). Though this is true for the 
complex case (see [4, p. 405]), the group W(0,) in Table III further on provides 
a quaternionic counterexample (cf. Remark 4.3(ii)). 
(ii) Whenever Z C C” for some m E l+J, the translation of Z into a 
“complex” root system (R, f) in the sense of [4] is given by R = rrl(Z) and 
f: R + N such that f (u) = I rgr;l(a)j (a E R). 
We conclude this section by an elementary result that reflects the crux of the 
attack on the primitive quaternionic reflection groups. 
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1.12. LEMMA. If G < U,(W) 2s a refiction group, then its complexification is a 
J;nite unimodular (i.e., of determinant 1) group generated by transformations having 
exactly two nontrivial mutually conjugate igenvalues. 
Proof. This is left to the reader. 1 
2. IM~RIMITIVE REFLECTION GROUPS 
The 2-dimensional imprimitive recflection groups will be treated separately 
from the higher-dimensional ones. 
2.1. Notation. Given a triple (K, H, a) of finite subgroups H, K E U,(W) 
such that H 4 K and an automorphism cy of K/H of order <2, we put 
O )(” ‘)” CX(XH) 1 0 
and L, = {x E K 1 ol(xH) = x-lH}. 
Note that G(K, H, a) is an imprimitive unitary group. Moreover, if L, 
generates K, and K # C, , C, , then G(K, H, a) is an irreducible reflection 
group in W2 of order 2 / K 1 . j H 1. Its reflections are 
c ;) 3 (:, ;)(x!l ;) @EKxGJ. 
2.2. THEOREM. Let G be a 2-dimensional imprimitive irreducible unitary 
quaternionic reyection group. Then there are H, K, 01 as given above such that K 
is generated by L, and such that G is conjugate to G(K, H, a). 
Proof. Let V, , V, be a system of imprimitivity for G in W2. Then obviously 
dim V, = 1 (m = 1, 2). Since G is irreducible and generated by reflections, 
a nonzero vector a E W2 and a unit quaternion [ E U,(W) can be found such that 
s,,~ is a reflection with s,,~V~ = V, .Choose unitary l l E V, (I = 1, 2) such that 
S a&1 = 62. Writing out s& we find that (i :) = s,,~ E G. The matrix involved 
as well as any other matrix in the sequel of this proof is with respect to the basis 
pi , c2 . Put H = {h E U,(W) 1 (; ;) E G}, K = (1 E U,(W) 1 (3x E U,(W))(; z) E G} 
and L = (1~ K / (k &‘I) E G}. Ob viously H, K are finite subgroups of U,(W) 
such that H 4 K and L is partitioned into cosets of H in K. If s E G is a reflection 
different from s,,~ such that sV, = V, , there must be a B E U,(W) - {I} with 
se1 = •~0 and s = (i ‘;I ). Consequently, 0 EL. Note that s is a reflection of 
order 2. The reflections that do not interchange V, and V, are necessarily of the 
form (i 1”) or (t i) (h E H). As G is generated by reflections, this implies that K is 
generated by L. Furthermore, for fixed I E K let X, y E U,(W) be such that 
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(k z), (h “,) E G. Then x-ly E H. So or,(Z) = xH defines a mapping OL,,: K-+ K/H 
determined by x E c+,(Z) 0 (k z) E G (1 E K). 
It is not hard to see that 0~~ is in fact a morphism, the kernel of which contains 
H. The induced morphism 01 defined on the quotient K/H is an automorphism 
of order <2. For if x E K, then 
( 
xH 0 
0 ol(xH) 1 ’ G’ 
so 
whence c~(cu(xH)) = xH. Finally, it is readily checked that L = L, . 1 
We next investigate which allowable triples (K, H, a) lead to conjugate 
reflection groups. 
A listing of pairs (K, H) where H 4 K and K runs through a fixed set of 
representatives of conjugacy classes of finite subgroups of U,(W), is given in 
[8, p. 561. It turns out that if K is conjugate to a subgroup K’ of U,(W), then 
there is a unique H’ a K’ conjugate to Ha K. In particular K, H can be taken 
from the list in Example 1. I . 
2.3. LEMMA. Let (K, H, 01) and (K’, H’, ,!I) be triples as in 2.1. If K is not 
conjugate to K’, then G(K, H, ) 01 is not conjugate to G(K’, H’, /3) within U,(W). 
Proof. The proof is based on the study of the way the reflections in the two 
groups are transformed and will be omitted because the same ideas occur in the 
proof of part (iii) of the next lemma. 1 
2.4. LEMMA. Let (K, H, a) be as in 2.1. For q E U,(W) normalizing both Hand 
K denote by c, conjugation by qH within K/H. Then 
(i) G(K, H, a) is conjugate to G(K, H, c~wz~-~); 
(ii) zfq EL, , then G(K, H, 0~) is conjugate to G(K, H, QX); 
(iii) if G(K, H, CX) z’s conjugate to G(K, H, fi), then there are p E U,(W) 
normalking Hand K and q E LB such that /3 = cocpac,-, . 
Proof. (i) Putting g = qI, , we have gG(K, H, a)g-l = G(K, H, c~cYc~-~). 
(ii) Ifg = (i i), then gG(K, H, a)g-l = G(K, H, C,CX). 
(iii) Fix a transformation g E U,(W) such that gG(K, H, oL)g-1 = 
G(K, H, p). We discern two cases. First, let us assume that g leaves invariant 
the set of lines QW, E&I. Then g admits E,q E U,(W) such that g = (g i). For 
any k, x E Ui(W) such that (i !$ E G(K, H, a) we see that 
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It is an immediate consequence that 6, r) normalize H, K. Furthermore 
p(fk[-lH) = 7x+H = c,,~-Qx(KH), from which we derive that 
p = c,,~-~c~c~-~ . But 671-l E LB , so we are through with this case. 
Second, we assume thatg transforms QW, E&-O into a different set of lines in W2. 
Then ] H 1 < 2 and there are y, 6 E U,(W) normalizing both Hand K such that 
g=(1/~/2)(-~~)andol=cV,.LetKEK.As 
g tl 1 g-l E ‘W, H, B) 
must be either 
we get that /3 = idKIH . 
Considering g(i i)g-l E G(K, H, /3), which must be either (“z &,) or ($ <T), 
we obtain that 87 = -&8 and that 87 E K. If 87 = y& then 67 = +l and 
ar = idKIH = /3, so there is nothing left to prove. Suppose therefore that 67 = 
-~8. Putting q = 78, we have that q is an element of K satisfying qz = - 1 E H. 
ThusqELsandfi = ca2 = c, . 0~. This ends the proof of the lemma. i 
2.5. Remark. If (K, H, a) is as in 2.1 and, moreover, K/H is abelian, then the 
statement that L, generates K comes down to the equality L, = K. This shows 
that 01 is uniquely determined. In particular, there is precisely one automorphism 
01 of C,,/C, such that G(C,, , C, , a) is a reflection group. In fact, this group is 
the complex group G(mr, Y, 2) that is to be found in [4, 171. 
By the preceding lemma, conjugacy between G(K, H, 0~)‘s for fixed K H is 
brought down to an explicitly described equivalence relation on the set of auto- 
morphisms of K/H of order <2. Determination of the equivalence classes yields 
2.6. THEOREM. The groups G(K, H, IX) of Table I are mutually nonconjugate 
2-dimensional imprimitive irreducible proper quaternionic reflection groups. More- 
over, any other such group is conjugate to one of these. 
Proof. For each pair K, H, we shall investigate which a: E Aut(K/H) turn 
G(K, H, a) into a reflection group while keeping track of the equivalence stated 
in Lemma 2.4(iii). According to the previous remark, there is nothing left to 
prove if K/H is abelian. In what follows we often write za for the quotient of 
L, by H within K/H. Note that L, generates K if and only if <&J = K/H. 
Now consider the case where K/H = D, for a dihedral group of order 2m 
for some m 3 2. Presenting D, as the set {uW 1 1 < 1 < m, 1 < h < 2} with 
multiplication determined by urn = v2 = (uv)” = 1, we can parameterize 
01 E Aut(D,) by the pairs (r, s) of natural numbers <m such that gcd(r, m) = 1 
by means of the correspondence a(u) = ur; a(v) = u%. 
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For 01 to be of order <2 it is necessary and sufficient that 
r2 = 1 mod m and S(Y + 1) = 0 mod m. (1) 
Moreover,& = {uz, U*V ] Z(Y + 1) = 0 mod m; h(~ - 1) + s = 0 mod m} 
generates D, if and only if h(~ - 1) + s = 0 mod m for some (2) 
h E iz and gcd(m/gcd(m, Y + l), m/gcd(m, Y - 1)) = 1 
(interpretinggcd(x, 0) = x for any x E N). 
Thus (1) and (2) determine the (Y, s) leading to automorphisms a! for which 
G(K, H, a) is a reflection group. 
We now determine which OL lead to nonconjugate groups. Fix h E Z such that 
U% ELM . Then h(r - 1) + s = 0 mod m. Choose z EL, mapping onto uhv. 
After replacement of 01 by c,or (cf. Lemma 2.4(ii)) if necessary (corresponding to 
the substitution of (Y, s) by (m - Y, 2h - s)) we may restrict our attention to 
those a for which Y < m/2. 
Notice that if K = 0 and H = D, , then m = 3 and (I, s) = (1, 0), so (Y is 
the identity. Any other finite group K < U,(W) with a quotient isomorphic to 
D, is of type K = D, (p 3 2). Moreover D, a D,, and the latter group 
normalizes H too. If w E D,, is such that w2 = u and if 5 ED,, maps onto 
whv E D,, , then c~c+~(u) = u’ and +YC~-~(V) = v. By Lemma 2.4 we may 
therefore assume that s = 0. Now using (1) and (2) it is not hard to derive from 
the same lemma the results stated in the table for (K, H) = (D,,, , C,,) and 
Pzm+1> C,), respectively. This handles the case where K/H = D, . 
For reasons of space, we do not treat the case where K/H = D, and remark 
that the proof does not yield any surprises compared to the preceding one. The 
remaining pairs (K, H) will be scrutinized case by case. 
(T, C,). First, note that G(T, C, , 1) is no reflection group, as L, (con- 
sisting of all elements whose images in T/C, have order <2) generates the 
normal 2-Sylow subgroup D, of T. In view of Lemma 2.4(iii), T/C, admits no 
inner automorphism 01 such that G(T, C, , a) is a reflection group. After iden- 
tification of T/C, with Alt(4), conjugation by (12) acts on T/C, . Denote this 
outer automorphism of order 2 by 01. Calculation reveals that L= consists of 1, 
(12)(34), (123)h, (124)h (h = 1, 2). Now L, generates Alt(4), so G(T, C, , a) is 
a reflection group. Let /3 be another outer automorphism of Alt(4) of order 2. 
Since Alt(4) is of index 2 in Aut(Alt(4)) th ere must be a 4 E T such that ,3 = cpol. 
As /I2 is conjugation by qHa(qH), the latter must be an element of Z(Alt(4)) = H. 
Hence q EL, and G(K, H, /3) is conjugate to G(K, H, a) by Lemma 2.4. Thus 
the pair (T, C,) is settled. 
(T, 1). The same reasoning as before yields that no inner automorphism 
produces a reflection group. In order to study the outer morphism we need an 
explicit description of T. We use [18] for this purpose. Denote by a, b, c the 
elements i, --k and (1 - i - j + K)/2, respectively. They generate T and 
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satisfy the relations b&l = a-l; acu- l = bc; cb = UC; a2 = b2 = c3 = - 1. The 
identification of T/C, and Alt(4) f b o a ove can be derived from the morphism 
T ---f Alt(4) determined by a t-+ (23)(14); b I-+ (12)(34); c ++ (123). Now if 
q5 E Aut(T), then $(C,) = C, , so 4 reduces to an automorphism 4 of Alt(4). 
The automorphism ,8 of T given by /I(u) = -ub; /3(b) = --b; /3(c) = -ca 
reduces to j!? = (Y of above and is therefore an outer automorphism of T. Since 
L, = L, , it generates T, and G(T, 1, p) is a reflection group. Moreover, if y 
is another such automorphism, then y = c,/3 for some q E T. From y2 = 1 one 
derives again that q E L, and that G(T, 1, r) is conjugate to G(T, 1,/3). 
(0, C,). Clearly G(0, C, , 1) is a reflection group, for O/C, s Sym(4) is 
generated by its elements of order 62. Since all automorphisms of Sym(4) are 
inner, they can only lead to groups conjugate to G(0, 1, 1). (The reasoning is 
similar to that in the case of (T, C,).) 
(0, 1). A description of 0 can be gotten from [18] in the following 
fashion. Let a, b, c be as before and take d = (1 + i)/ d/2. Then the relations 
d2 = a; bdb-l = d-l; (dc)2 = -ub hold. The morphism T --+ T/C, = Alt(4) 
can be extended to the morphism 0 -+ O/C, = Sym(4) determined by the 
additional prescription d tt (1243). We use this map to identify O/C, with 
Sym(4). Let y E Aut(0). As y(C,) = C, , a map f E Aut(O/C,) is induced by y. 
The kernel of this map is nontrivial; it contains a E Aut(0) of order 2 determined 
by u(d) = -d; u(b) = b; u(c) = c. It will be clear that Aut(0) = Int(0) x 
<u> = Sym(4) x (0). 
As 0 has a 2-Sylow subgroup isomorphic to D, , there is only one involution 
in 0, so G(0, 1, 1) is no reflection group. However G(0, 1, cb) is generated 
by reflections, for LGb = (fl, fd3bc2, fdc2, &a, hub, Ad, &d-l, -J-(dc)-l, 
fdc} generates 0. Suppose that G(0, 1, r) is a reflection group and y E Int(0). 
According to Lemma 2.4(iii) there must be an element p E 0 such that y = cecI, . 
Hence PC,(~) E C, and p E LEb = (fb} u Leb . However, p = -&b would imply 
that y = 1, in contradiction with G(0, 1, y) being a reflection group. Therefore 
p E-&~ and G(O, 1, r) is conjugate to G(0, 1, cb) by the lemma. As to outer 
automorphisms of 0, note that u has order 2 and that L, consists of C, and all 
12 elements of order 4 in 0 outside T, so that L, generates 0 and G(0, 1, a) is 
a reflection group. 
Let y be an outer automorphism of 0 of order 2 different from u. Choose 
q E O-C, such that y = c9u. Then qu(p) E C2 . But u(q)C, = qC, , so q2 E C, 
and 42 = - 1. For q E O-T thiss implies qu(q) = -q2 = 1, whence q EL,, 
proving that G(0, 1, y) is conjugate to G(0, 1, u). Thus we are left with q E T 
of order 4. First, note that if p E T is another element of order 4, then 
qp-lc,u(qp-1) = 1, so qp-l EL,., and G(0, 1, cQu) is conjugate to G(0, 1, cpu). It 
is apparent from this that we only need consider whether G(0, 1, c,u) is a reflec- 
tion group if q = b. But L,(, = {&l, fa, fab} generates a subgroup of 0 of 
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order 8, so G(0, 1, cpu) is not generated by reflections. This finishes the case 
of (0, 1). 
(I, C,). As I/C2 E Alt(5) is generated by the 15 involutions that it contains, 
G(1, C, , 1) is a reflection group. Analogously to what we have seen before, 
any 01 E Int(I/CJ of order 2 leads to a conjugate of G(1, C, , 1). Note that 
Int(I/C,) is of index 2 in Aut(I/C,). After identification of I/C2 with Alt(5) we can 
view conjugation by (12) as an outer morphism 6 of I/C, . Further, & = 
(1, (12)(34), (12)(35), (12)(45), (123)K, (124)A, (125)” 1 K, h, p EZ} generates 
Alt(5), so G(1, C, , S) is a reflection group. Moreover, if E is another automor- 
phism of order 2, we have E = c,6 for some q E I. As before, we get from c2 = 1 
that q EL, , implying conjugacy between G(1, C, , l ) and G(1, Cs. ,a). 
(I, 1). In order to describe I we take a = (p + ai -j)/2, b = k, and 
c = i where p = 2 cos(7~/5) and a = 2 cos(37r/5). The following relations hold: 
a5 = b2 = c2 = -1; bab-1 = a-l; b&l = -c; cat = a&; cusc = u-%a-2 (cf. 
[18, p. 931). The prescription a ++ (12345); ZJ ti (14)(32); c ++ (13)(24), defines a 
morphism from I to Alt(5) with kernel C, . Since any automorphism a of I 
preserves C2 , it induces an automorphism Z of Alt(5). It is not hard to prove that 
the induced map is an isomorphism. Now Lcb = Leo--{&b} generates I (as can 
be seen after reduction mod C,), so G(1, 1, cb) is a reflection group. Similarly to 
the case of (0, l), one proves that for any inner automorphism y of order <2 
such that G(1, 1, y) is a reflection group, the resulting group is conjugate to 
@I, 1, cd, 
Let 01 E Aut(1) be given by a(u) = --acu3; 01(b) = -c; a(c) = --b. Then 
B E Aut(Alt(5)) stands for conjugation by (12), so M is an outer automorphism. 
Moreover, L, consists of all those elements of I that map onto 1, (123)“, (124)“, 
or (125)“. So (L,) = I and G(1, 1, a) is a reflection group. 
Finally, suppose that /? E Aut(1) is another outer automorphism of order 2. 
Then there is an element q in I such that p = COOL. This implies q”(q) EC, as 
as we have seen before. If qa(q) = 1, then q EL, and we are done. Suppose that 
qa(q) = - 1. It results that q E LB-L, . The latter set consists of the elements of I 
that map onto (12)(34), (12)(45), (12)(35) under I---f Alt(5), so q maps onto 
(12)(H) for certain h, I E {3,4, 5). Then / = i;~ol is conjugation by (AZ), so taking 
q E I such that PC, = (lh)(21) (here I/C, and Alt(5) are identified), we get 
/3 = c,crc,-1 . According to Lemma 2.4(i) this implies that G(1, 1, /3) is conjugate 
to G(1, 1, a). This ends the proof of the theorem. l 
2.7. EXAMPLE. G = G(D, > C, , I), where m > 2, is isomorphic to the 
central product D, 0 D, (cf. [IO]). If m = 2, then G is a 2-group of order 32 such 
that G/Z(G) r C24, whence G cannot be generated by less than four reflections. 
It has five orbits of root lines that will appear in system PI of Table II. 
The higher-dimensional imprimitive reflection groups appear in the next 
theorem. Before stating it, we introduce a series of such groups. 
481/64/2-z 
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2.8. Notation. Given finite subgroups H, K of V,(W) such that H is a sub- 
group of K containing the commutator subgroup D(K) of K, and an integer 
n > 2, we write 
= ldr E GdW 1 d diagonal matrix with d,, E K (1 < I < n) and det(d) E H 7r permutation matrix 
Observe that G,(K, H) is an imprimitive reflection group in E-U”. It is a group of 
order 1 H 1 * 1 K In-l * n!, generated by s,~:~ (f E H, 1 < I < n) and s,~+ -r 
(1 < Z, m < n, h E K). If n = 2, there IS a unique 01 E Aut(K/H) such &at 
G,(K, H) = G(K, H, a). If K = C,, and H = C, , then G,(C,, , C,) = 
G(m, r, n), the notation on the right-hand side coming from [17]. For noncyclic 
K, the groups G,(K, H) are proper quaternionic and irreducible. 
2.9. THEOREM. Let n > 3. Suppose that G is a finite unitary irreducible 
imprimitive reflection group in W n. Then there is a unipue$nite subgroup K of U,( HI) 
in the list of Example 1.1 containing a normal subgroup H with H 3 D(K) such that 
G is conjugate to G,(K, H). 
Proof. Suppose G is as in the hypotheses. Let VI ,..., V, be a system of 
imprimitivity for G in E-U*. Reasoning along the lines of [4] one obtains that 
t = n and that dim V, = 1 (I < n). Because G is irreducible, it contains a 
reflection s, (r = 2,..., n) corresponding to a root a, E E-U”- VI that transforms 
V, into V, . As a consequence a, E VI + V, , so a,. is perpendicular to V, 
(I # 1, r). If for g E G we denote by n(g) the permutation in Sym(n) such that 
gV, = v,,(g)* (1 < h < n), we get that I = (lr). The group 17 of all 
permutations v E Sym(n) for which there is a g E G such that v = n(g) contains 
(Ir) (r = 2,..., n). But these elements generate Sym(n), so ZZ = Sym(n). Up to 
conjugacy of G we may assume that or = s,.E~ (r = 2,..., n). With respect to this 
basis s, is just the permutation matrix corresponding to rr(s,), so after identifica- 
tion of r E ZZ with its permutation matrix, we may assume that II < G. Put 
H = 16 E GO-V I scl,t E G} and let G1 be the subgroup generated by the reflec- 
tions that fix V, + .. . + V, pointwise. Then Gr must be an irreducible impri- 
mitive reflection group of type G(K, H, a) f or some finite subgroup K of U,(W) 
containing H and some automorphism 01 of K/H of order <2. If 5,~ E K, there 
are tr , or E K such that 
Now s~~,~,,~-I,,--~ = g(s,s,s~s,s,s,)g-l(s~~s~h-4,s,s,) E Gl , so [@q-l E H. Con- 
sequently, D(K) < His abelian. It is not hard to prove that G,(K, H) is a sub- 
group of G. We contend that G,(K, H) = G. For ifs is a reflection of G, then 
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either Z-(S) = 1 and s = s,~,~ for some ZE N (1 < n) and 5 E H or r(s) = (1~) 
for distinct I, m < 1z, so s E aG,a-l < G where 0 = (11)(2m) E II. Obviously 
conjugation of K corresponds to conjugation of G by qI, , so that K can be picked 
from the list of Example 1.1, The uniqueness of K can be obtained by con- 
sidering the orbits of roots of G,(K, H). In fact, C, < H and the length of any 
orbit of root lines #= {~iltI}i~~~~ exceeds 2(,“) = n(n - 1) > 2n, so the system of 
imprimitivity for G,(K, H) is uniquely determined as the orbit of root lines of 
cardinality n. 1 
3. PRIMITIVE REFLECTION GROUPS WITH IMPRIMITIVE COMPLEXIFKATIONS 
The complexification of a primitive quaternionic reflection group does not 
necessarily produce a primitive group. A trivial example is provided by the 
l-dimensional quaternionic (reflection) group D, , but other examples do occur. 
The following groups are of special interest with respect to this property. 
3.1. Notation. Fix 
S= 
0 -j” 
( 1 j 0 * 
Let H be a subgroup of GZ,(@) such that det(h)l, E H for all h E H. Then we 
write 
E(H) = I(; (h&) sz 1 Z = 1,2; hi Hi . 
It is readily checked that E(H) . IS a 4-dimensional imprimitive complex group 
leaving invariant the antisymmetric bilinear form corresponding to J. 
3.2. LEMMA. Let HO be a 2-dimensional compZex primitz’ve unitary repection 
group and Zet d E N be such that (det h)d = 1 for any h E HO. Put H = pd . H,, . 
Then E(H) is the complexification of a 2-dimensional primitive qtiaternionic 
reflection group. 
Proof. In view of Proposition 1.4, the E(H)-’ invariant antisymmetric bilinear 
form J guarantees the existence of a 2-dimensional quaternionic group G such 
that GV = E(H). As E(H) * g IS enerated by the transformations 
where h is a reflection in H and 5 E pd (all complexifications of quaternionic 
reflections), the group G is generated by reflections. It remains to prove that G is 
primitive. If, however, it were not primitive, there would be complex linear 
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subspaces V, , Vz of dimension 2 in C, such that Jvl = V, (I = 1,2). Since 
the projections of VI , V, onto l i,C + c,@ and E& + E& yield systems of impri- 
mitivity for H in the respective spaces, we conclude by the primitivity of H that 
VI = e,C + ~a@ and V, = ~a@ + E& up to a permutation of Vi and V, . 
Thus Jr1 = V, , which is contradictory to what we have seen before. Therefore 
G is primitive indeed. a 
The groups in the preceding lemma are used in the following characterization. 
3.3. LEMMA. Let G < U,(W) be a primitive quaternionic rejection group such 
that Gy is an imprimitive group in C4 which is not monomial. Then GV is conjugate 
to E(H), where, in the notation of [4], 
H = pdT (d = multiple of 6), 
= l-4 (d = multiple of 4), 
= PaI (d = multiple of 4, 6 OY lo), 
= (114c1 I CL~L 0 I T) (d = odd multiple of 1 OY 2). 
Proof. Thanks to Proposition 1.2 the hypotheses imply that GV is irreducible 
in C4 and that there exists a system of imprimitivity for Gv in @4 consisting 
of two 2-dimensional mutually perpendicular subspaces VI , V, such that 
JvI 1 V,. 
Let Y be any reflection in Hz such that rV(V,) = V, (clearly such a reflection 
must exist because of the irreducibility of Gv). We shall verify that YV is of order 2. 
Note that rv has eigenvalues 1, 1, 5, 6-i for some 5‘ E U,(C), E # 1: Let a be a 
unitary eigenvector corresponding to E. Then b = JS is a unitary eigenvector 
corresponding to t-l. For x E VI there are h, p E C such that r(x) = x + aA + bp. 
As (Y”)~x = x + ah(l + [) + bp(1 + 8-l) E V, , it follows that c = aX(1 + 6) + 
bp(I + t-l) E V, , If c # 0, then a vector y E V, can be chosen perpendicular 
to c. But J?EV2, so (yi Jc) =0 too, whence (yla) =(yIb) =0 and 
consequently r’(y) = y, contradicting rV( VI) = V, . Therefore c = 0 and 
h(1 + 5) = p( 1 + t-i) = 0. If 52 # I, then h = p = 0, which means that 
r”(x) = X, leading to the same contradiction as before. Thus 52 = 1 and TV 
has order 2. Choosing an orthonormal basis xi , x2 of V, and extending it to an 
orthonormal basis of C4 by adding r~(x,), -YV(X~), we can write 
0 0 0 1 
?-“= i 
0 O-l 
0 
O-l 0 0 
1 0 0 0 i 
with respect to this basis. Let T E U,,(C) be the ,corresponding basis transforma- 
tion. Then s E TGVT-’ and TV1 = QC + ~~62, TV2 = E& + c4@. Now 
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x1 + P(XJ and xa + P(x~) are mutually perpendicular vectors fixed by P, so 
JQ + JYV(~) = ;\(~a + ~@a)) for some h E C*. Therefore Jgl = Ary(xz) and 
Jrv(xl) = AX, . This implies that T transforms J into a scalar multiple of itself. 
We conclude that we may assume without lodd of generality that s E GV and 
v, = ElC + E&, v, = E& + E&. 
Denote by G,v the subgroup of GV consisting of those elements g E GV such 
that gV, = Vi . For any g E GrV, transformations h, k E Us(@) can be found 
such that g = (t E). Moreover, gtJg = J implies that K = (ht)-‘. Writing 
H = {h E U,(C) j (3R E Ua(C))((t E) E G)}, we obtain that 
(& 
Obviously s normalizes G,“. But 
’ (; (J&l) ‘-’ = jdet(~-‘(la) det(;(ht)-1) ’ 
so h E H involves that det(h)1s E H, too. Thus E(H) is well defined and GV = 
G,” u G,“s = E(H). 
It is left for us to determine which H may occur. First, H must be primitive in 
Ca for otherwise Gv would be monomial. Second, let H,, be the group generated 
by the reflections in C2 contained in H. Since E(H) must be generated by the 
complexifications of the reflections in G (described in the proof of the preceding 
lemma), it is readily derived that H = Z(H) H,, . Clearly H,, must be primitive 
in @s, so it is conjugate to a group taken from the table in [4, p. 3951. Since 
conjugation of H,, can be realized by an element d E SU,(@), the transformation 
0 
(0” (d)-) t 1 
of C4 that affords the corresponding conjugation of G,v commutes with s and 
preserves J, so that up to conjugacy of GV we may take H,, from the list of the 
table referred to above. Finally, the requirement that det(h)l, E H for any h E H 
limits the possibilities for H to the ones mentioned in the statement of the 
lemma. 1 
The rest of this section is devoted to the proof of Theorem 3.6 which states 
that any imprimitive complexification of an irreducible quaternionic reflection 
group not encountered so far is the complexification of an imprimitive quater- 
nionic group. In the lemmas that precede the theorem we use the notion of 
primitive permutation groups as treated in [22]. 
3.4. LEMMA. Let G < U,(W) be an irreducible reflection group such that Gv 
admits a system of imprimitivity VI , V, ,..., V, in C2n. Let r(g) denote the permu- 
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tation on {I,..., t} induced by the action of g E Gv on the set ( Vt)lstCt . Then the 
following holds: 
(i) Eithert=2nanddimV,=l(l<h<t)ort=nanddimV,=2 
(1 < h < t); 
(ii) rr is a transitive permutation representation of G’ on {I,..., t}. Moreover, 
if dim VI = I, any set of imprimitivity contains exactly two elements. On the other 
hand, 7~ is primitive whenever dim V, = 2; 
(iii) if r is a re$ection in G, then up to permutation of the indices of ( Vh)l~h~t , 
we have +r’) = 1, (12), (123) (12)(34). In the latter two cases GV is monomial. 
Moreover, if z(Y) = (123), then r has order 3 and if rr(r”) = (12), (12)(34), then r 
is of order 2. 
Proof. (i) .rr(Gv) must be a transitive permutation group on {I,..., t} for 
otherwise GY would be reducible, which would contradict Proposition 1.2. 
Thus G must contain a reflection r such that rv( VI) = V, for some h (1 < h < t). 
From 0 = dim( V, n V,) = dim(vr n rv( V,)) 3 dim V, - 2, the statements 
in (i) readily follow. 
(ii) follows from what has been said in the proof of(i) and the observation 
that if B C {I,..., t} is a set of imprimitivity for I, then ClsB V, is an element 
of a system of imprimitivity for Gv in Czn. 
(iii) Suppose dim V, = 2. Now let r E G be a reflection with n(rv) # 1. 
Up to a permutation of indices we may assume that rvV, = V, . If a, b are 
eigenvectors corresponding to the two distinct nontrivial eigenvalues of rv in 
C2n then a b E V, + V 2, so v, + v, + ... + V, , being perpendicular to 
a, d, is fixed by rv. Therefore X(rY) = (12). We are left with the case where 
dim V, = 1. As rv has only 2 eigenvalues distinct from 1 and each m-cycle in 
n(rv) contributes at least m - 2 eigenvalues distinct from 1, the results readily 
follow. 1 
3.5. LEMMA. Let G be a proper quaternionic irreducible unitary reflection 
group in W2 whose complexijkation GV is monomial with system of imprimitiwity 
VI , V, , V, , V, . Let rr: GV -+ Sym(4) be defined as in Lemma 3.4. 
(i) rr(Gv) is aprimitivepermutationgroup on {1,2,3,4}; 
(ii) G does not possess rejections r such that rr(rV) is a double transposition 
(i.e., of type (12)(34)); 
(iii) G contains rejections of order 2. 
Proof. (i) If I were an imprimitive permutation group on (1, 2, 3, 4} it 
would still be transitive. The only candidates for ?r(Gv) are therefore the Vierer 
group (generated by the three double transpositions) and the 2-Sylow groups in 
Sym(4). As G is generated by reflections, it is readily deduced that there exists a 
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reflection r E G such that n(r~) is a double transposition. This proves that (i) 
is a consequence of (ii). 
(ii) Suppose the statement in (ii) is false. Because of Lemma 3.4(iii) and 
the transitivity of .rr(Gv) there exist reflections Y, q, p E G such that T(V) = 
(12)(M), +I”) = (13)(24), 4~“) = (14)(23), respectively. Now choose nonzero 
x,~V~(Z=1,3).Th en X, - rv(x,) and xs - rv(xs) are mutually perpendicular 
eigenvectors corresponding to - 1. As the eigenspaces of yy are complexifications 
of linear W-subspaces, it follows that J( xi - rv(x,)) C (xa - ry(xa))C. Similarly, 
J(xl + P(xJ) C (x3 + rv(x,))C, whence J(V, + V,) = V, + V, . The same 
argument applied to q, p instead of r yields that J(V, + Va) = Va + V, and 
J(V1-t V4) = v,+ v,, respectively. But obviously these three identities do 
not hold simultaneously. This contradiction finishes the proof of (ii). 
(iii) Suppose that for any reflection Y of G the permutation I is a 
3-cycle. Then it is readily deduced that there exist reflections r, q, p, x E G of 
order 3 such that T(YV) = (123), z-(qv) = (124) ?~(py) = (134) I = (234). 
Moreover, these reflections must generate G. (Note that if x were a reflection 
distinct from Y, r2 in G with n(xv) = (123) then the eigenvectors of XV, rv 
corresponding to the nontrivial eigenvalues of the two transformations would 
span a linear subspace of dimension 4 contained in V, + V, + V, , which is 
absurd.) Choose a basis (xJ,(r~~ with x1 E V, such that rv(xl) = xa , rv(xa) = xa , 
q’(x2) = 34 . Writing out the matrices of TV, qv, pv, zv with respect to this basis 
and using that if g E Ker QT fixes V, pointwise for some h < 4, then g = I4 , we 
obtain that G is in fact a real group. This contradicts our supposition because 
of Proposition 1.2. 
In view of Lemma 3.4(iii) we conclude that G contains reflections of order 2. 1 
3.6. THEOREM. If G < U,(W) (n > 2) is a primitive proper quaternionic 
reflection group whose complexi$cation Gv is imprimitive in Czn, then n = 2 and Gv 
is conjugate to one of the groups E(H) described in Lemma 3.3. 
Proof. Let G be as in the hypotheses, let V, ,..., V, be a system of imprimi- 
tivity for GY in C2n, and let no GV + Sym(t) be as in Lemma 3.4. If for some 
subspace W of @ 2n the equality JW = W holds we call W a complexiJied space 
so as to indicate that it is the complexification of a quaternionic linear subspace 
of W”. In what follows we frequently use the assertion that if B is a minimal 
nonempty proper subset of {l,..., t} such that CleB V, is a complexified space, 
then B is a set of imprimitivity for n(G”) in {l,..., t}. Note that B cannot be a 
singleton due to Proposition 1.2(iii). As a first application of this assertion, we 
state that if G has a reflection Y whose image V(V) is the identity on {I ,..., t}, then 
either n = 2 or n(Gv) is imprimitive. That is, at most 2 of the ( Vfi)lshGt contain 
eigenvectors of Y with nontrivial eigenvalues, so the indices of the corresponding 
314 ARJEH M. COHEN 
V, yield a subset B as in the assertion of cardinality (at most, and hence, 
precisely) 2. 
Now assume that dim VI = 2 and that n > 3. Then x(G’) acts primitively 
on (l,..., n} according to Lemma (3.4(iii), so by (iii) of the same lemma, any 
reflection in G maps onto a transposition. Thus there is a reflection r in G such 
that .rr(r”) = (12), up to a permutation of indices. If r were the only reflection in 
G mapping onto X(YV) = (12), then Gv would be reducible. Thence another 
reflection 4 E G can be found satisfying ~(4”) = (12). The eigenvectors corre- 
sponding to the nontrivial eigenvalues of 4” and P span a 4-dimensional com- 
plexified space within V, + V, . This implies that VI + V, is a complexified 
space itself, leading to a set of imprimitivity for I on (l,..., n}. This absurdity 
shows that dim VI = 1 if n 2 3. 
Because of Lemma 3.3 we can take dim V, = 1 (1 < h < t) during the rest of 
this proof. In view of Lemma 3.4(ii) and Lemma 3.5(i) we may assume that rr(Gv) 
acts primitively on {l,..., 2n). 
We shall demonstrate that G does not contain any reflections r such that 
.rr(rY) is a transposition. Suppose that Y E G is a reflection such that T(P) = (12). 
Then there is a unique index, say 3, such that rv(x) = --x (X E V,). Using 
Theorem 13.3 of [22] and the primitivity of .rr(Gv), we obtain the existence of 
another reflection 4 E G such that I = (13). The eigenvector corresponding 
to - 1 outside VI + V, must span one of the subspaces (Vh)l(h(-n distinct from 
V, , say V, . The eigenspaces of qv and YV are complexified spaces, so we can 
choose x, E V, (1 < h < 4) and X E @* such that J(xl - xs) = xsh and 
J(xl - xa) = xq (take x2 = yy(xl) and xs = qv(xl)). It follows that Jg3 + x4 = 
xsh + Jg2 . But the vector on the left-hand side is perpendicular to the one on the 
right-hand side, so Js3 = -x4 and Js$ E x,@. Therefore Jr3 = V, and 
Jr2 = V, , which implies the absurdity V, = V, . By now it is clear that G does 
not contain any reflection mapping onto a transposition. 
In view of Lemma 3.5 we conclude that n > 3. We now come to the non- 
existence of reflections of order 3. Let r E G be a reflection such that T@‘) = 
(123). According to Theorem 13.3 of [22], the primitivity of Gv on {l,..., t} 
implies the existence of a reflection q E G with ~(4) = (124). Considering the 
span of the eigenvectors of the nontrivial eigenvalues of q and r, we see that 
V, + V, + V, + V, is a complexified space. Thus the choice of an adequate 
B C {1,2,3,4} as in the assertion above leads to a contradiction with the 
primitivity of rr(G~). A look at Lemma 3.4(iii) tells us that from now on we may 
work with the additional assumption that G is generated by reflections (of order 
2) whose complexifications act on (Vh)lGhGBn as double transpositions. Take 
Y E G to be a reflection such that W(YV) = (12)(34) and recall that n(G”) is 
primitive and that n > 3. The exists a reflection q E G such that for certain 
h < I ,( t (12, I # 1,3) the identity m(qv) = (13)(M) holds. If h, I < 4, then 
V, + V, + V, + V, is spanned by the eigenvectors of q, Y corresponding to 
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nontrivial eigenvalues. It is therefore a complexified space and we are done 
in the usual way. If /z, 1 > 4, conjugation of rv by 9’ reduces the proof to the 
preceding case. Thus we are left with h < 4, I > 4. We may write T&V) = 
(13)(25) without harming the generality. Since (15234) = (13)(25)(12)(34) E
n(Gv), Theorem 13.8 of [22] reveals that T(Gv) is (2n - 4)-fold transitive on 
{I ,..., 2n). For n 3 4 this yields that the permutation (13)(24) occurs as a conju- 
gate of (12)(34) in QT(Gv), which brings us back to a case handled before. 
Consequently, 7t = 3. Take a reflection p E G with rr(p’)l = 6. There are two 
essentially different pairs u, o (U # ZI, 2 < u, 2, < 5) with I = (16)(uo) to 
consider, namely, (u, TJ} = {2,3) and (~4, v} = (2,4}. If the latter pair is at hand, 
then (156) = 7r( p’rvpvrv) E .rr(Gv), so using Theorem 13.8 of [22] again, .rr(Gv) is 
4-transitive and we can finish as before. 
Suppose now that {u, v} = {2,3}, in other words, that +p’) = (16)(23). It 
is obvious that an orthonormal basis (~,),$,(a of C6 can be chosen with X, E V, 
such that r%, = x(,,,~)~ , 4”~~ = xn(pv)z (I < 6) and p%, = xs(sv)l (2 < 6, 
I # 2, 3). Denote by ..$ the element in U,(C) such that p~xa = &a. Then 
pyxs = f-lx2 . Further, r(g) = (16)(45) where g = p~q~~~q~~q~, while gx, = 
t-lx2 and gx, = 6xX2 . So if 5 # f 1, then Jvz = Va and B = (2, 3) is a set of 
imprimitivity for rr(GV) in {I,..., 6), which is impossible. We conclude that 
5 = -J= 1 and that pv, qv, P generate a real group G, . Therefore G must contain 
a reflection x such that xv E G’--Go . 
Note that v(G,) is a 2-fold transitive permutation group on 6 letters isomorphic 
to Alt(5) and that it contains exactly 15 double transpositions. If +v) I$ x(G,,), 
then ?r(Gv) = Alt(6), so n(G) is 4-fold transitive on { 1,. . . , 6) and we are through. 
If, however, T@) E +G,), we may assume that n(zY) = I. But then 
V, + V, + Va + V, is a complexified space as it is spanned by the eigen- 
vectors of nontrivial eigenvalues of zv and Y ‘J. This contradicts the primitivity 
of rr(Gv) and we are done. 1 
4. REFLECTION GROUPS WITH PRIMITIVE COMPLEXIFICATIONS 
In Section 3 we have been acquainted with various primitive reflection groups. 
This section deals with the remaining and in many ways more interesting ones: 
those whose complexifications are primitive. According to Lemma 1.12, these 
complexifications form part of the lists in [2, Chap. IV; 12-15; 201. The following 
proposition expresses which groups from these lists come into picture. 
4.1. PROPOSITION. Let G < U,(W) b e a reflection group such that its com- 
plexijcation is primitive in Czn. Then n < 5. If G contains a yefiction of order 33, 
then n < 3. Further, up to conjugacy, we have one of the following cases: 
(0) n = 2; G is a subgroup containing SZ,(5) of a central extension of 
Sym(6) with center of ora!er 2; 
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(P) n = 2; G is an extension of a subgroup of Sym(6) by D, 0 D,; 
(Q) n = 3; G cx U,(3) x C,; 
(R) n=3;GrJz a central extension of the Hall-Janko group with center 
of order 2; 
(S) n = 4; G is an extension of a subgroup of O,-(2) by D, 0 D, 0 D4; 
(T) n = 4; G s (S&(5) 0 S&(5) 0 S&(5)) >a Sym(3); 
(N) n = 5; GE PSU,(2) x C, . 
Proof. First, let n = 2. We examine the list in [9]. The groups in I,..., IV 
all contain central products of two 2-dimensional unimodular groups. As 
SZa(C) = Spa(C), these groups all leave invariant a bilinear antisymmetric form. 
Since these two forms yield a symmetric bilinear form on the tensor product 
space the groups I,..., IV all contain irreducible real groups (see [18, p. 821). By 
Proposition 1.4 we deduce that they cannot leave invariant an antisymmetric 
bilinear form and that they are therefore complexification of no quaternionic 
group. 
As to (V), Alt(5) has a unique irreducible character x of degree 4. The corre- 
sponding linear group is a real one and thus no complexification of a quaternionic 
group. Since Sym(5) contains Alt(5), this group can also be excluded. The group 
in (VII), a central extension of Alt(7), contains an element s such that a scalar 
multiple has eigenvalues 1, /3, ,k12, ,6” (/3 = exp 2ni/7) (cf. [2, p. 1421). This 
implies that V(X) = 0 if x is the corresponding character of degree 4 and Y is as in 
Proposition 1.4. Therefore this group is also ruled out. (IX) is connected to two 
irreducible representations of SZ,(7) of d e g ree 4, say fl, E2 (cf. [7]) each attaining 
complex values. Thus r(t,) = ~(5,) = 0 and we are done. 
(X) represents O:(3) s Sp,(3), whose character table can be found in [l]. The 
argument to put this group aside is as for (IX). Obviously the group cannot be 
contained in a bigger one which is the complexification of a quaternionic group. 
Only (VI), (VIII), and (XI) remain, leading to (0) (0), and (P), respectively, 
thus finishing the case where n = 2. 
From now on, n > 3. By Theorem 1 of [12] no reflection of G is of order 24. 
Suppose g E G is a reflection of order 3. Then g” has 2 nontrivial eigenvalues: 
w = exp(2rri/3) and w2. From Theorem 2 of [12] we read that there are six 
different possibilities for G, numbered (l), (2),..., (6). As we are merely interested 
in even dimensions 2n > 6, only (I), (2) and (4) remain to be considered. We 
treat them consecutively. 
(1) GE Alt(2n + 1). However, Alt(2n + 1) affords one irreducible 
representation of degree 2n (up to conjugacy, of course), and this is a real one for 
n > 3 (see Lemma 4.1 of [14]). 
(2) n = 4; G = D(G);Z(G) = 2 and G/Z(G) G 0$(2). Here G is the 
commutator of the Weyl group W(Es) ( compare [12, p. 2851). Therefore the 
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representation is real, whence G cannot be the complexification of a quaternionic 
group. 
(3) n = 3; G s O,(3), 1 Z(G)/ = 1 or G = D(G), 1 Z(G)1 = 6, and 
G/Z(G) s U,(3). In the first case, G is a subgroup of the real Weyl group 
IV@,) and the reasoning is as before. In the second case, the order of the center 
of G is too big for G to be a subgroup of Sp,(@). 
The final step in the proof of the proposition is devoted to quaternionic groups 
generated by reflections of order 2. In [20], Wales determined all complex 
primitive unimodular groups in @” containing an involution with two eigen- 
values -1. He lists them (A), (B),..., (M) in his Main Theorem and we will 
examine the “sublist” of groups generated by these involutions in order to 
dispose of groups that do not lead to quaternionic reflection groups. The groups 
in (A), (B), and (H) contain an element of order 3 that fixes a subspace of 
dimension 2n - 2 (cf. [20, p. 601) and are dealt with above. 
An irreducible subgroup of Spa,(C) must have a center of order <2. This 
implies that the groups in (G), (I), and (M) do not occur as complexifications of 
irreducible quaternionic groups; neither does any group of (J) containing 
D, 0 D, 0 D, 0 C, . The group P&(7) h as a single irreducible character x of 
degree 6 such that V(X) = 1. Consequently (D) does not produce any quater- 
nionic group. Since all irreducible representations of D, o D, 0 D, of degree 8 
are real, the groups in (J) that contain this central product are excluded. If 
(C) is at hand then G = A 0 B, where A is a 2-dimensional primitive linear 
group and B is a linear reflection group of degree n. The group G is not generated 
by elements of order 2 having 2 nontrivial eigenvalues as all those transformations 
occur in B modZ(G). The remaining groups in (E), (F), (J), (K), and (L) are 
listed in (Q), (R), (S), (T), and (U), respectively in the statement of the 
theorem. 1 
We next provide root systems for the reflection groups appearing in the 
foregoing proposition. 
4.2. THEOREM. Let .Z be one of the root systems described in Table II. Then 
W(Z) is a primitive quaternionic rej?ectiongroup withproperties asgiven in Table III. 
Moreover, any quaternionic reyection group with primitive complexifcation is 
conjugate to one of the groups in this table. 
Proof. If 2 is one of the systems in Table II, it is a simple but sometimes 
tedious task to verify that the roots of ,X constitute a single W(z)-orbit. Once 
this is established, we know that the order of W(Z) is a multiple of the product of 
the order of K, the number of lines spanned by roots of 2 and the order of the 
group generated by reflections stabilizing a fixed root in 2’. Observe that if z is 
2-dimensional, the stabilizer of a root is precisely this group, so that the order of 
W(Z) is determined by the product. If C is a higher-dimensional root system, 
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TABLE II 
Root Systems ,I? Connected with Quatemionic Reflection Groups Having a 
Primitive Complexification* 
of root 
n .z P lines 
2 
2 
2 
2 
2 
2 
3 
3 
4 
4 
Number 
10 
20 
30 
(0, Y - 11, (id/z, Y% @id% y”), 
@ildZ YW - k), 
where E = 0, 1, 2 
((1 - k)d/J/dZ O), (0, y - l), (6”j1/2, ym), 
(-Wd2, y”)(l - 4, 
where&m = 0,1,2 
WidZ r”(1 + d/3)), (SYl + d/5), 
ti%‘2)(1 + i)/d, (W + k)/d2, ~“97, 
(a’(1 - 4/v’% ym)j~, (W + k)/v’/Z, -ym) kr, 
(Sr(1 - k)/d, -y”‘) in, 
where&m = 0,1,2 
(l,O), (0, l), (1, &l)(l - Q/2, 
(1, rtj)(l - iY2, (1, &)(l - k)/2, 
(1, ik)U - W2 
(1, Oh (0, l), (l,P)(l - w2, 
where p E D, 
((1 f P)/d% cm + (1 + P)/ 1/a, (1 + %a 4, 
(Q> 1+ z/a, 
WhereqeDaandp = i,j,k 
GO, Oh (1, P, Ok (P, ~4, and 
all coordinate permutations, 
where p, q, r E C, with pqr E C,; 
here K. = <C, , (- 1 - pj + (rk)/2) 
c&o, O), (1, Pt w, (Pv Q> f-4, 
( ppd, quuj, I) and all 
coordinate permutations, 
where p, q, r E D, such that pqr E Cp 
y;;u - 93 (C-l)“, (--lYP, (--1h 
whke {p, q, r} = {i, j, k}, a, b, c, d E N 
suchthata+b+c+d=Omod2, 
ands,t = 1,2,3,4(s # t) 
(% f al - 9, 2%) (1, +1, *1, flh 
(1, fP> rtq, *f9 
where { p, q, r} = {i, j, k} and 
s,t = 1,2,3,4(s ft) 
10 
10 
40 
63 
315 
36 G T 
72 
K 
03 
JA 
T 
D, 
T 
0 
C, Ko sz Ds 
G 1 
G T 
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TABLE II (continued) 
Number 
of root 
n c P lines H K 
4 & (E, + P4U - 9, 2s I (1, P, Q, 4 180 C, T 
where p, Q, r E D, such that pqr E C, 
ands,t = 1,2,3,4(s #r) 
5 T (cos(r/5), cos(3a/5), - 3, Oh (1, 0, 0, 01, 180 C, I 
&(l, 1, 1, l), arbitrary sign changes, 
even permutations of the coordinates, 
and $(l, 9, jP, P’), &(l, (-i)“, (-j)“, 
(--It)‘), where p E I+ 
5 u GO: 0, 0, Oh (0, 1, w, w, 11, 165 C, T 
(0, 1, co*, ~2, i), (0, 1, d, cd, j), 
(0, 1, wk, ~9, k), arbitrary sign changes 
and cyclic permutations of the coordinates+ 
* The groups H, K are H, , K, as defined in (1.7). Further, P is such that Z = 
{(at, 7) / ut E P, 5 E K, 7 E H}. Special quaternions are 6 = (- 1 + j v’/3)/2; y = (- 1 + 
iv9)/2; w, p, D see (1.1); 01 = (I - i - j - dR)/2; 7 = (2 + 1/3 + i + d3j - k)/2. 
+ If x, y E U,(W), the element xv stands for yxy-i. , 
(We will be embedded in a group from Table III of the order of the product 
indicated above in order to be identified as the latter. 
We shall not carry through all the necessary calculations, but restrict ourselves 
to a few crucial or merely interesting remarks for each case. 
(0) The angle 1(x j y) I/(/ x 1 . 1 y I) between two roots X, y of 0, attains 
either l/3 or 1/2/d/5. V’ iewing the root lines as vertices and connecting two 
vertices when the corresponding root lines yield roots with angle d/z/1/3, the 
Petersen graph arises. The permutation representation of IV(0,) on the root 
lines must therefore produce a permutation group contained in Sym(S), the 
automorphism group of the graph. Since the kernel of the permutation represen- 
tation equals Z(W(0,)) = C, and the order of W(0,) is 120 by the argument 
given above, we get that W(0,) is a central extension of Alt(5). By the way, the 
morphism W(0,) -+ Alt(5) can be presented in a concrete way by the images of 
two generating reflections (having roots whose angle is d/z/43): 
Adding ~~lo7c~,y2 as a generator to W(O,), we obtain W(0,). Mapping this element 
to (456), an extension of the map above to a surjective morphism W(0,) ---f Alt(6) 
arises such that the permutation representation of W(0,) on its 20 root lines 
320 ARJEH M. COHEN 
TABLE III 
Reflection Groups with Primitive Complexifications and Their Correspondence 
to the Root Systems of Table II 
n 
- 
2 
2 
2 
2 
2 
2 
3 
3 
4 
4 
4 
4 
5 
WV I wa 
A-;;i 120 
A’;;i) 720 
& 1440 
Extension of D, 320 
by D, 0 D, 
Extension of 1920 
Alt(5) by D, 0 D, 
Extension of 3840 
%-45) by Dz 0 & 
U,(3) x G 28.33.7 
12 28.33.52.7 
Extension of 28.33 
G(3,3,3) by 
D, 0 D, 0 D, 
Extension of 210.34 
G(3,3,4) by 
D, 0 D, 0 D, 
Extension of 218.34.5 
Q&9 by 
D,oD,oDD, 
W(5) o f%(5) o 28.34.53 
G(5)) >Q Sw-43) 
Stabilizer of 
a root of Z 
Orders of 
products of 
two reflec- 
tions of 
order 2 
1 
C3 
273,476 
G 2, 4 
D, 2,4 
G 294, 6,8 
G&k C,, 1) 
WL Cz, 1) 
c,xc,xc, 
2, 3,4 
2, 3, 4,5 
WV%) 
G(Dz > CA 
2, 3, 4 
} (I) of WI 
2, 3, 4 
WW 
/ 
2,3, 5 w of WI 
PSlJJ2) x c, 2ii.3s.5.11 WSA 2, 3 t-w of PO1 
Reference 
(4 of P, 
p. 1411 
(0 of P, 
p. 1421 
w of 12, 
p. 1631 
140 of [2, 
P. 1721; [61 
16” of [2, 
p. 1721 
18” of [2, 
p. 1721 
(E) of PO1 
cm of WI 
corresponds to the conjugacy action of Alt(6) on its 3-cycles. As to 0, , the 
permutation representation of W(0,) on its root lines corresponds to the action 
of Sym(6) on its conjugacy class of triple transpositions (of type (12)(34)(56)). 
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More explicitly, 4 can be extended once again to a map W(0,) -+ Sym(6) by 
means of 
Finally, it is readily checked that any reflection belonging to W(0,) either maps 
onto a 3- cycle or a triple transposition. From this it is immediate that W(O,), 
W(O,), W(0,) are all reflection groups of type (0). 
(P) Looking at the permutation representation of W(P,) on its 10 root 
lines, we see that it is transitive and imprimitive with blocks of 2 mutually 
perpendicular lines. Denote the block containing the line ($-! by 2 if p = 0, by 
3ifp=l,by4ifp=i,by5ifp=j,andby6ifp=K.Thepermutation 
representation n: W(P,) --f Sym(2, 3, 4, 5, 6j determined by s (i>,j - (35)(46) 
and s(_:.)(l-k)/z.~ -+ (23)(56) on the two generators of W(P,) given by Crowe in [q 
results. Note that the kernel of r is the reflection subgroup G,(D, , C,) and that 
the image of rr is a dihedral group of order 10. The permutation representation 
can be extended to W(P,) as this group permutes the same 5 blocks. It is easily 
derived that this extension has the same kernel as before and that its image is 
Alt(2, 3, 4, 5, 6J 
W(P,) can be obtained from W(P,) by adding the generator s (l-i)l,,/H --1 . 
( >’ 
Again m can be extended by letting this element go to (34). Naturally, tie image 
of W(Ps) is Sym{2,3,4,5,6>. A s in the preceding case it is not hard to check that 
all reflections in W(Ps) are either contained in W(P,) or have a root in P3 (and 
are of order 2). Therefore we are done with all reflection groups of type P. 
(R), (T), (U). Th e order of W(R) (by the argument explained above) is 
a multiple of 1209600. Moreover, W(R)Y is primitive in C6, for instance by 
Theorem 3.6, since W(A) is primitive. According to the previous proposition, 
W(R)v must isomorphic to g, . The reasonings for (T) and (U) are similar. 
(Q) Using Proposition 4.1 once again, W(Q) is uniquely determined as 
a primitive quaternionic reflection group properly contained in W(R). 
(S) The order of the quaternionic reflection group W(Ss) is a multiple 
of 213 . 34 . 5. It contains G4(D, , C,) and therefore also D, 0 D, 0 D, . It follows 
from the previous proposition that W(S,)/Ds 0 D, 0 D, g Q,-(2), O,-(2). Now 
t = (1 - i)1,/1/z leaves Ss invariant and therefore normalizes W(S,). All 
reflections are matrices with coefficients in Q + Qi + Qj + QK, so t I# W(S,). 
But t2 = -iI E W(S,), whence (W(S,), t) . 1s a group of order a multiple of 
214 . 34 . 5 containing reflections. By [20] we must have that (W(S’,), t)/Dz 0 
D, 0 D, s O,-(2). It follows that W(S,)/D2 0 D, o D, s fi6-(2) and that the 
stabilizer of a root is isomorphic to G,(D, , C,). There is a more explicit way to 
establish the isomorphism: Observe that the permutation representation of 
W(S,) on its 180 lines is imprimitive with sets of imprimitivity consisting of 4 
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mutually perpendicular lines, called blocks. Thus a permutation representation 
$J of W(&) on 45 blocks is induced. The kernel of $ is Da o D, o D, and the 
stabilizer of the blocks {e$ll}l~l~~ is G,(Ds , C,) x (w&), where w = 
(-1 + i +i + K)/2. The action of Q,-(2) g W(Ss)/Ds 0 D, 0 D, on the 45 
blocks can be identified with that of W(K,)/( fl,) (notation of [4]) on its 45 root 
lines in such a way that to any reflection s in W(Ss) there corresponds a reflection 
Y in W(K,) such that Y induces the permutation #(s) on the 45 blocks. As a result, 
the study of reflection groups within W(Ss) may be transferred to the analog in 
W(K,). The latter study, however, has been carried out in [17]. From Table VIII 
of [4] we can read off all reflection subgroups of W(K,) appearing as the stabilizer 
of a nonempty set of vectors in C5. Using this table and taking into account that 
any subgroup of W(K,) that stabilizes a root line leads to an imprimitive 
reflection subgroup of l&‘(Ss), we get four types of reflection subgroups that 
remain of interest. They are G(3, 3, 3), G(3, 3,4), l$‘(A,), and Zi+4,) (cf. [4], for 
notations) with 9, 18, 10, and 15 reflections, respectively. Now G(3, 3, 3) and 
G(3, 3, 4) lead to W(Sr) and W(S,), respectively, while W(A,) and B’(A,) lead 
to the complex groups W(N,) and EB’(j’V& 
It remains to show that ( W(Ss), (1 - i)&/ d/z) is no reflection group. Suppose 
that this group contains a reflection s (of order 2) with a root say z, E W4. The 
product of s with a reflection having a root in 8, must be of even order, for 
otherwise they would be conjugate. Thus by [14] the product cannot have any 
order but 2,4. Consequently for any root x from S, the angle i(w / x)1/(1 z, 1 1 x 1) 
equals 0 or 1 /d/2. An easy calculation shows that no such z, exists. l 
4.3. Remarks. (i) It is pointed out in [I 11 that the root lines in Ss (and U) 
represent an optimal number of lines in W4 (W5 respectively) such that any two 
lines possess “angles” 0, l/2, or l/ $0 (0 or 01, OL unspecified, respectively). 
Both root systems R and U were also known and constructed by J. H. Conway 
and D. B. Wales. It has already been said that PI was studied by Crowe in [q. 
He treated the system as an example of a regular quaternion polygon. It may be of 
interest to search for other regular polygons with the groups of Theorem 4.2 in 
hand. With respect to this matter it is of importance that the group involved be 
generated by no more reflections than the dimension amounts to. We have seen in 
Example 2.7 that this need not be so in general. 
(ii) As already hinted to in Remark 1 .11, not all reflections of W(Z) are 
necessarily of the form s~,~ for some (a, 0 E Z. The groups in Table III that 
admit another orbit of roots to be added to the root system are lY(O,) and 
W(P,). The former has 0, D, = {(xh, p) / (x, p) E 0, , h E DB) and the latter 
has Pz . 0 for a second orbit. Up to scalar multiples no other orbits occur. 
(iii) The kernel of the restriction of # to W(N,) (or EW(N,)) is a subgroup 
N of order 26 such that W(N,)/N z W(A,) and EW(N,)/N z W(A,). Homeo- 
morphisms of these reflection groups onto Sym(5) and Sym(6) were established 
before in [l] in a different way. 
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(iv) The (a posteriori) conclusion that the stabilizer of a root in a root 
system taken from Table II is a reflection group raises the question whether the 
stabilizer of any vector is a reflection group. The proofs for such a theorem given 
in [3, 191 concerning the complex case do not seem suitable for generalization to 
the quaternionic case. 
(v) The roots of U that are within (Q(w))~ p rovide a nice description of the 
root system K5 . Also, J&4) is contained within Q, and J3(5) within R, that is, 
up to a linear transformation. 
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