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Zusammenfassung
Die vorliegenden Arbeit bescha¨ftigt sich mit Anwendungen partieller Differentialgleichungen in
der Bildanalyse. Dabei stehen Anwendungen im Vordergrund, die sich zur Bildsegmentierung
verwenden lassen. Dies schließt unter anderem nichtlineare Diffusion, Bewegungsscha¨tzung
und die Bildsegmentierung selbst ein. Von Kapitel zu Kapitel werden die verwendeten Meth-
oden dabei mehr und mehr auf die Bildsegmentierung ausgerichtet. Werden in Kapitel 2 noch
allgemeine Entrauschungs- und Bildvereinfachungsoperationen vorgestellt, behandelt Kapi-
tel 4 die schon etwas speziellere Aufgabe, Textur und Bewegung aus Bildern zu extrahieren,
um entsprechende Merkmale schließlich in Kapitel 5 zur Segmentierung von Bildern verwenden
zu ko¨nnen. Dabei zieht sich der Weg von den rohen Bilddaten, den Pixeln, hin zur abstrak-
teren Beschreibung von Bildern mit Hilfe von Regionen als roter Faden durch die gesamte
Arbeit. Dass sich Bildverarbeitungstechniken auch in Forschungsgebieten fern herko¨mmlicher
Bilder als nu¨tzlich erweisen ko¨nnen, zeigt Kapitel 3. Hier werden Bildverarbeitungstechniken
zur Verbesserung numerischer Verfahren fu¨r Erhaltungsgleichungen der Physik verwendet.
Konzeptionell legt diese Arbeit Wert darauf, mo¨glichst viele verschiedene Merkmale zur Seg-
mentierung zu verwenden. Darunter fallen neben den bildgestu¨tzten Merkmalen wie Textur
und Bewegung auch die wissensbasierte Information eines dreidimensionalen Oberfla¨chen-
modells. Die prinzipielle Idee hinter diesem Konzept ist, die Entscheidungsgrundlage zur
Trennung von Objektregionen auf eine mo¨glichst breite Informationsbasis zu stellen und somit
die Anzahl der Situationen, in denen das Verfahren zufriedenstellende Segmentierungsergeb-
nisse liefert, zu erho¨hen.
Ein weiteres Grundkonzept, das in dieser Arbeit verfolgt wird, ist die Verwendung von Coarse-
To-Fine-Strategien. Sie kommen sowohl bei der Bewegungsscha¨tzung in Kapitel 4 als auch
in der Segmentierung in Kapitel 5 zum Einsatz. In beiden Fa¨llen hat man es mit Opti-
mierungsproblemen zu tun, die viele lokale Optima aufweisen. Herko¨mmliche lokale Op-
timierung fu¨hrt daher meist zu Ergebnissen, deren Qualita¨t stark von der Initialisierung
abha¨ngt. Diese Situation la¨sst sich ha¨ufig entscha¨rfen, wenn man das entsprechende Op-
timierungsproblem zuna¨chst deutlich vereinfacht und erst nach und nach das urspru¨ngliche
Problem zu lo¨sen versucht.
Daneben entha¨lt diese Arbeit viele wesentliche technische Neuerungen. In Kapitel 2 wird
nichtlineare Diffusion mit unbeschra¨nkten Diffusivita¨ten betrachtet, was auch Total-Variation-
Flow (TV-Flow) mit einschließt. Eine genaue Analyse von TV-Flow fu¨hrt dabei zu einer
analytischen Lo¨sung, mit Hilfe derer man zeigen kann, dass TV-Flow im diskreten, eindimen-
sionalen Fall exakt identisch mit dem ensprechenden Variationsansatz der TV-Regularisierung
ist. Desweiteren werden verschiedene numerische Verfahren in Bezug auf ihre Eignung fu¨r Dif-
fusionsfilter mit unbeschra¨nkten Diffusivita¨ten untersucht.
Man kann TV-Flow als eine Alternative zur Gaußgla¨ttung ansehen, mit dem entscheidenden
Unterschied, dass TV-Flow kantenerhaltend ist. Durch Ersetzen von Gaußgla¨ttung durch
TV-Flow lassen sich so diskontinuita¨tserhaltende Varianten bekannter Operatoren wie etwa
des Strukturtensors entwickeln.
Auch in Kapitel 3 kommt TV-Flow zum Einsatz, wenn es darum geht, numerische Verfahren
zur Approximation hyperbolischer Erhaltungsgleichungen durch Bildverarbeitungsmethoden
zu verbessern. TV-Flow fa¨llt dabei die Rolle zu, Oszillationen eines Verfahrens zweiter Ord-
nung zu beseitigen. In einem alternativen Ansatz werden die Approximationseigenschaften
eines Verfahrens erster Ordnung durch einen nichtlinearen Ru¨ckwa¨rtsdiffusionsfilter verbessert,
indem die numerische Diffusion, die das Verfahren eigentlich stabilisiert, gezielt wieder ent-
fernt wird. Dabei gelingt es durch eine geeignete Stabilisierung der Ru¨ckwa¨rtsdiffusion, die
positiven Stabilita¨tseigenschaften des Originalverfahrens zu erhalten.
Kapitel 4 spaltet sich in zwei Teile auf, wobei der erste Teil von der Extrahierung von Tex-
turmerkmalen handelt, wa¨hrend sich der zweite Teil auf Bewegungsscha¨tzung konzentriert.
Bei den Texturmerkmalen besteht dabei das Ziel, einen mo¨glichst niederdimensionalen Merk-
malsraum zu kreieren, der dennoch sehr gute Diskriminierungseigenschaften besitzt. Das
Grundgeru¨st dieses Merkmalsraums stellt dabei der in Kapitel 2 vorgestellte, auf TV-Flow
basierende Strukturtensor dar. Er beschreibt mit der Orientierung, Sta¨rke und Homogenita¨t
der Texturierung bereits sehr wichtige Merkmale einer Textur. Daneben wird ein regionen-
basiertes, lokales Skalenmaß entwickelt, das zusa¨tzlich die Gro¨ße von Texturelementen als
Merkmal einbringt. Diese Texturmerkmale werden spa¨ter in Kapitel 5 zur Textursegmen-
tierung verwendet.
Zur Bewegungsscha¨tzung werden zwei Verfahren vorgestellt. Das eine basiert auf dem in
Kapitel 2 eingefu¨hrten Strukturtensor und stellt eine Verbesserung vorhandener lokaler Meth-
oden dar. Das andere Verfahren basiert auf einem globalen Variationsansatz und unter-
scheidet sich von u¨blichen Variationsansa¨tzen durch die Verwendung einer Gradientenkon-
stanzannahme. Diese stattet das Verfahren mit der Fa¨higkeit aus, auch beim Vorhanden-
sein kleinerer lokaler oder globaler Helligkeitsschwankungen gute Scha¨tzergebnisse zu liefern.
Daneben ergibt sich aus der Kombination von nicht-linearisierten Konstanzannahmen und
einer Coarse-To-Fine-Strategie ein numerisches Schema, das erstmals eine fundierte Theorie
zu den sehr erfolgreichen Warping-Verfahren zur Verfu¨gung stellt. Mit der beschriebenen
Technik werden Ergebnisse erzielt, die grundsa¨tzlich pra¨ziser sind als alles was bisher in der
Literatur vorgestellt wurde.
Bei der eigentlichen Bildsegmentierung in Kapitel 5 geht es schließlich, wie bereits erwa¨hnt,
hauptsa¨chlich um die Einbringung der in Kapitel 4 entwickelten zusa¨tzlichen Merkmale und
um die Verwendung einer Coarse-To-Fine-Strategie. Dies geschieht im Rahmen von regionen-
basierten, impliziten Aktiv-Kontur-Modellen, die auf dem Konzept der Level-Sets aufbauen.
Dabei werden die Regionenmodelle um nichtparametrische und lokale Beschreibungen der Re-
gionenstatistik erweitert.
Eine weitere Neuerung ist die Erweiterung des Level-Set-Konzepts auf mehrere Regionen.
In einem teils hierarchischen Ansatz wird dabei auch die optimale Anzahl der Regionen
gescha¨tzt, was eine erhebliche Erweiterung im Vergleich zu herko¨mmlichen Aktiv-Kontur-
Modellen darstellt.
Außerdem wird die Idee vorgestellt, dreidimensionales Objektwissen in der Segmentierung
zu verwenden, indem anhand der Segmentierung die Lage des Objekts gescha¨tzt wird und
umgekehrt wiederum das projizierte Objektmodell die Segmentierung unterstu¨tzt. Die Um-
setzung dieser Idee, wie sie in dieser Arbeit beschrieben wird, steht dabei erst am Anfang.
Fu¨r die Zukunft ergeben sich hieraus noch viele interessanter Aspekte, die es zu untersuchen
gilt.
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Abstract
This work deals with applications of partial differential equations in image analysis. The focus
is thereby on applications that can be used for image segmentation. This includes, among
other topics, nonlinear diffusion, motion analysis, and image segmentation itself. From each
chapter to the next, the methods are directed more and more to image segmentation. While
Chapter 2 presents general denoising and simplification techniques, Chapter 4 already ad-
dresses the somewhat more special task to extract texture and motion from images. This is
in order to employ the resulting features to the partitioning of images finally in Chapter 5.
Thus, in this work, one can clearly make out the thread from the raw image data, the pixels,
to the more abstract descriptions of images by means of regions. The fact that image pro-
cessing techniques can also be useful in research areas besides conventional images is shown
in Chapter 3. They are used here in order to improve numerical methods for conservation
laws in physics.
The work conceptually focuses on using as many different features as possible for segmentation.
This includes besides image-driven features like texture and motion the knowledge-based
information of a three-dimensional object model. The basic idea of this concept is to provide
a preferably wide basis of information for separating object regions and thus increasing the
number of situations in which the method yields satisfactory segmentation results.
A further basic concept pursued in this thesis is to employ coarse-to-fine strategies. They are
used both for motion estimation in Chapter 4 and for segmentation in Chapter 5. In both cases
one has to deal with optimization problems that contain many local optima. Conventional
local optimization therefore usually leads to results the quality of which heavily depends
on the initialization. This situation can often be eased, if the optimization problem is first
significantly simplified. One then tries to solve the original problem by continuously increasing
the problem complexity.
Apart from this, the work contains several essential technical novelties. In Chapter 2, nonlin-
ear diffusion with unbounded diffusivities is considered. This also includes total variation flow
(TV flow). A thorough analysis of TV flow thereby leads to an analytic solution that allows
to show that TV flow is in the space-discrete, one-dimensional setting exactly identical to
the corresponding variational approach called TV regularization. Moreover, various different
numerical methods are investigated in order to determine their suitability for diffusion filters
with unbounded diffusivities.
TV flow can be regarded as an alternative to Gaussian smoothing, though there is the signif-
icant difference of TV flow being discontinuity preserving. By replacing Gaussian smoothing
by TV flow, one can develop new discontinuity preserving versions of well-known operators
such as the structure tensor.
TV flow is also employed in Chapter 3 where the goal is to improve numerical schemes for
the approximation of hyperbolic conservation laws by means of image processing techniques.
The role of TV flow in this scope is to remove oscillations of a second order method. In an
alternative approach, the approximation performance of a first order method is improved by a
nonlinear inverse diffusion filter. The underlying concept is to remove exactly the amount of
numerical diffusion that actually stabilizes the scheme. By means of an appropriate stabiliza-
tion of the inverse diffusion process it is possible to preserve the positive stability properties
of the original method.
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Chapter 4 is separated into two parts. The first part deals with the extraction of texture
features, whereas the second part focuses on motion estimation. Goal of the texture extraction
method is to derive a feature space that is as low-dimensional as possible but still provides
very good discrimination properties. The basic framework of this feature space is the structure
tensor based on TV flow presented earlier in Chapter 2. It contains the orientation, magnitude,
and homogeneity of a texture and therefore provides already very important features for
texture discrimination. Additionally, a region based local scale measure is developed that
supplements the size of texture elements to the feature space. This feature space is used later
in Chapter 5 for texture segmentation.
Two motion estimation methods are introduced in Chapter 4. One of them is based on the
structure tensor from Section 2 and improves existing local methods. The other technique
is based on a global variational approach. It differs from usual variational approaches by
the use of a gradient constancy assumption. This assumption provides the method with
the capability to yield good estimation results even in the presence of small local or global
variations of illumination. Besides this novelty, the combination of non-linearized constancy
assumptions and a coarse-to-fine strategy yields a numerical scheme that provides for the first
time a well founded theory for the very successful warping methods. The described technique
leads to results that are generally more accurate than all results presented in literature so far.
As already mentioned, goal of the image segmentation approach in Chapter 5 is mainly to
integrate the features derived in Chapter 4 and to utilize a coarse-to-fine strategy. This is
done in the framework of region based, implicit active contour models which are set up on
the concept of level sets. The involved region models are extended by nonparametric as well
as local region statistics.
A further novelty is the extension of the level set concept to multiple regions. The optimum
number of regions is thereby estimated by a hierarchical approach. This is a considerable
extension of conventional active contour models, which are usually restricted to two regions.
Moreover, the idea to use three-dimensional object knowledge for segmentation is presented.
The proposed method uses the extracted contour for estimating the pose of the object, while
in return the projected object model supports the segmentation. The implementation of this
idea as described in this thesis is only at an early stage. Plenty of interesting aspects can be
derived from this concept that are to be investigated in the future.
To Ilka

Preface
Alles Gescheite ist schon gedacht worden,
man muss nur versuchen, es noch einmal zu denken
Johann Wolfgang von Goethe (1749-1832)
Like thousands of PhD students every year and all over the world, I provide with this thesis
a work which is supposed to make novel contributions, although it is obvious that there are
not enough possible breakthroughs in this world to provide only a minor part of all these
students with brand new topics for their theses. Otherwise, man would have already crossed
the universe, would have designed new, artificial living creatures, and would have genetically
modified himself in order to be bright enough for not reelecting presidents who have proven
incapable to safely eat a pretzel.
According to Goethe, there is not much hope to have any reasonable new thought, since all
prudent thoughts had already been thought before. This absolute statement might not be
completely true. At least one may doubt if people in the 18th century already thought about
topics like computer science or genetics. However, there is also some truth in Goethe’s state-
ment, in the sense that a new thought does not appear from nowhere but is based on many
ideas that have already been thought before. The history of science confirms this hypothesis:
revolutions are very rare in science; progress usually emerges from an evolutionary process in
which many small ideas sum up to a new important insight. In this sense my thesis contains
significant novel contributions.
Besides the aspect of novelty, I attached some importance to the intelligibility of this work. I
experienced by myself that reading a good PhD thesis is a very elegant way to get fast access
to a new topic. However, this implies that the thesis answers the potential questions of the
reader instead of pressing the author’s history of understanding into the text. This is the
reason why I did not copy my papers into this thesis but rewrote the text from scratch.
In case you come to the judgement that I did a good job writing this thesis, you should know
that there are lots of people besides me who are responsible for this success.
First of all I want to thank my supervisor Joachim Weickert not only for guiding me into
research, but also for leaving me plenty of freedom and to teach me many secondary capabil-
ities, in particular how to write things down in a way that gives other people the chance to
understand them as well.
I also thank Christoph Schno¨rr from the University of Mannheim for guiding me into the
topic of image analysis. For some time I had not been convinced whether I was studying the
right subject at the right place, until I was washed into his lecture and quickly found out that
image analysis was the right thing to do.
Many thanks are also addressed to Rachid Deriche who invited me to his lab at the INRIA
Sophia-Antipolis. Although I spent there only three months, this time was very instructive.
Without this stay, Chapter 5 and large parts of Chapter 4 would certainly be missing.
I further want to thank the German research foundation DFG for financing my research.
Main goal of the project called Zur Konstruktion neuer Differenzenverfahren durch nicht-
lineare Viskosita¨ten der Bildverarbeitung has been the investigation of diffusion filters with
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unbounded diffusivities and their application for improving numerical schemes in hyperbolic
conservation laws. The project has been in cooperation with the group of Thomas Sonar from
the University of Braunschweig.
For the joint work I want to thank all my co-authors. Large parts of the research presented
in this thesis has been in close cooperation with other people. Without these cooperations
many successes would certainly not have been possible. Therefore, I want to thank especially
my colleagues Andre´s Bruhn and Nils Papenberg for our very fruitful collaboration on optic
flow estimation. The same way I thank Mikae¨l Rousson from the INRIA Sophia-Antipolis
for the nice teamwork on image segmentation and for sharing all his experience on level set
methods with me. Many thanks also go to Michael Breuß, Andrea Bu¨rgel, and Thomas Sonar
from the University of Braunschweig. They provided me with a lot of helpful information
concerning hyperbolic conservation laws and thus helped me to create Chapter 3. Further on,
I thank Bodo Rosenhahn from the University of Auckland for our inspiring cooperation on
joint segmentation and pose estimation. Apart from his scientific input, he saved my world
view by confirming that there exist scientists who can really finish something two weeks before
a deadline. Although we have not yet had the chance to work together more closely, I want
to thank Daniel Cremers for all the discussions, which have always inspired me.
Science is not everything in life, even for a scientist, and therefore my final thanks are ad-
dressed to those people who always supported me after I packed up work. These are in
particular my parents and Ilka who ensured that my mind was free of image analysis thoughts
as soon as the weekend started.
Saarbru¨cken, April 26, 2005 Thomas Brox
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1 Introduction
There is something fascinating about science.
One gets such wholesale returns of conjecture
out of such a trifling investment of fact.
Marc Twain (1835-1910)
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Fig. 1.1: Image analysis uses information
from images to update the model of
real world.
This thesis deals with the application of partial dif-
ferential equations to image analysis problems, in
particular image segmentation. The purpose of im-
age analysis is to give the raw data of images a sym-
bolic meaning that fits to a certain model of the real
world and can be used for decisions or further pro-
cessing. This means, the aim is to make a machine
understand what is in an image. This kind of pattern
analysis draws a strong relation to artificial intelli-
gence. Although the analysis is restricted to patterns
in images, the present world model has a large influ-
ence on how images are to be interpreted.
The nice issue with image analysis is that processes
working on visual data are very well imaginable and
hence ease the development of new ideas. Being a
pretty young research area, image analysis has at-
tracted many researchers in the last two decades.
Meanwhile research in this field has created its own
scientific community and can rely on a large number
of independent scientific journals and conferences.
One motivation that drives many researchers in this field is the goal to finally imitate the
performance of the human visual system by a machine. The human’s visual capabilities are
extraordinary. By blindfolding oneself it becomes vivid how much these capabilities influence
our life. With our eyes closed, our orientation is confused, we run against obstacles, cannot
read books, screens, and important signs in traffic anymore, cannot tell too much about the
mood of people around us, and cannot enjoy the beauties of nature. Vision is an important
part of the human creature and causes many problems when it has to be replaced by other
senses. Very large parts of the human brain are reserved only for the processing of the infor-
mation provided by our eyes. This all makes clear that the imitation of these capabilities by
a machine is a challenging task and will keep researchers busy probably for the next 20 years,
at least. It also explains why progress made in this field often looks trivial for the layman at
the first glance, as the same task is accomplished so easily by a human.
1
2 Introduction
After several decades of research, we are just at the beginning of a period where first scien-
tific results find their way to industrial applications and products. The most examples can
be found in quality control, automated document processing, and medical applications. In
recent time, car industry has further started to work on so-called driver assistance systems
which help the driver to keep the car on track by exploiting video data. However, it will still
take a few years before such systems will be available in the broad market.
The reason why there are not more computer vision products available is not the lack of
possible applications, but the lack of robust methods which work reliably with an acceptable
amount of resources. It is simply not possible to install a cluster computer with 5000 proces-
sors in a car. On the other hand, it is also not acceptable if plastic bags are confused with
children, or vice-versa. However, progress in computer vision research and faster computers
extend the number of possible applications year by year.
The main reason why an analysis of the image contents is so difficult lies in the large amount
of unrelated data provided by a camera. There are many thousands of pixels in the image
supplying their position and their gray value or color, yet they give as such absolutely no
hint on the objects in the scene. There is a priori no relation between pixels and objects.
The task of image segmentation is exactly to provide such a relationship. This is achieved by
partitioning the image into its meaningful parts, i.e., by clustering pixels belonging to possible
objects together to regions. Notice that this is a considerable abstraction from the image data
and therefore already a big step towards an interpretation of the image. After the extraction
of possible objects, it becomes much easier to recognize known objects and to analyze their
arrangement in the scene. Thus image segmentation is one of the key issues in image analysis.
Fig. 1.2: Segmentation example.
Pixels are assigned to objects.
The problem with important tasks is that they are often
hard to accomplish. Unfortunately, the gray value and the
color of pixels are in many cases not sufficient to reliably
extract object boundaries. Noise, texture, shadows, high-
lights, and occlusion, to name only some reasons, greatly
disturb image segmentation by means of the gray value or
color alone.
There are two strategies to improve the robustness of image
segmentation under such circumstances. The first way is
to supplement further features apart from the image gray
value and color, thereby using the information provided
by the image more intensively. This sustains image-driven
segmentation, which is often called a bottom-up approach.
In the second strategy, the information flow goes the other
way round by using a-priori knowledge about what possible
objects could look like, therefore preventing some segmen-
tations and enforcing others. This so-called top-down ap-
proach is very well suited to cope with disturbances, such
as texture, shadows, or highlights, since it can explain them away. It is also the only way
to deal with occlusions. On the other hand, the application of top-down knowledge needs an
initial guess about possible objects and their position in the image. Otherwise one had to
check each entry in an object data base and each pose of these objects. Consequently, the
top-down approach only makes sense in combination with a bottom-up strategy.
One important additional feature to be added is texture. Texture is the repeated occurrence
of similar local structures, such as the structure of some fabric, a wallpaper, grass, the sur-
face of a lake, or the stripes of a zebra. The supplement of texture features not only allows
3image segmentation to deal with textured regions. In textured regions the segmentation even
becomes more robust with regard to shadows and highlights, since texture is less dependent
on illumination.
Fig. 1.3: Texture examples.
Texture features can be extracted from the gray value
by considering the relationship between neighboring
pixels. This means, one is not interested in the actual
value of a pixel, but in the difference of this value to
those of its neighbors. Integrating this spatial depen-
dency between pixels takes a large amount of additional
information into consideration, and thus increases the
robustness of segmentation.
Another feature that is adequate for extracting object boundaries is motion. Just recall a
camouflage animal which is hardly to spot in a scene if we do not know where it is. As soon
as it moves, however, we can easily see it. This is because we can use the motion information
which is not part of the camouflage concept. Furthermore, the assumption that pixels belong-
ing to the same object move similarly is in most cases satisfied. Thus a significant difference
in the motion field can indicate an object boundary.
A natural prerequisite for the computation of motion is the existence of at least two subse-
quent images. Seeking for correspondences between pixels in the two frames, one extracts the
displacement vector which describes the pixel shift from one frame to the next, the so-called
optic flow. The optic flow vector thus contains the object’s motion relative to the camera and
projected to the image plane. Although this is not the motion of the object in 3-D space,
discontinuities in the displacement field correspond very well to the boundaries of moving
objects.
In principle, one could even extract object boundaries in the case of a static object if the cam-
era is moving. This is possible because points in space that are closer to the moving camera
yield larger displacements, while points far away from the camera are hardly influenced from
the camera’s motion. In case of a moving camera, the displacement field therefore contains
also a cue for the depth of points in the image. A special case of this scenario is a stereo
system. Here one does not seek the displacement between subsequent frames in time, but
between the images from two different cameras. This is in fact equivalent to the scenario
where a single camera has been moved from one position of the stereo system to the other.
This shows that the supplement of optic flow techniques allows for the utilization of motion
as well as depth information and is hence an important issue in image segmentation. Apart
from that, optic flow is also important in fields besides image segmentation, in particular for
explicitly computing depth and 3-D motion in images.
A further aspect in image segmentation besides the integration of additional information is
the representation of regions and their boundaries in the segmentation model. This includes
the statistical model for describing the interior of regions.
Further on, a good model for image segmentation is only the first step towards a partition-
ing of the image. Models for image segmentation, especially if they are based on realistic
assumptions, in general lead to rather complex global optimization problems, which need so-
phisticated techniques in order to find the optimum solution according to the model. From
daily life we know: if we are sought to solve a complex problem, it is not sufficient to focus
only on some of its local aspects. One first has to get a broader view on the problem to
get a hint for a good solution. A similar strategy is also useful in image analysis for solving
complex optimization problems like image segmentation. Considering a coarse version of the
image often makes the extraction of object boundaries much easier than searching them in
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the original image. This is because the original data contains lots of distracting details that
hinder the focus on the relevant information. These details might not be negligible, yet they
often matter only after a coarse idea of the final solution has been found.
Outline. Image segmentation, and image analysis in general, are addressed in this thesis by
means of PDEs. Chapter 2 provides basic image processing methods. These are in particular
the smoothing of data with nonlinear diffusion filters, estimation of orientation in the image,
and the framework of variational methods. The descriptions include also numerical issues,
such as discretization of continuous formulas to the pixel grid and iterative solvers. Novelties
in Chapter 2 contain the theoretical analysis and numerical implementation of a special kind
of nonlinear diffusion with unbounded diffusivities, and its application to orientation estima-
tion by means of a nonlinear structure tensor.
Chapter 3 reveals that these techniques are not restricted to image analysis only. In contrast,
there is a vivid exchange of techniques with numerical physics going in both directions. One
novelty in Chapter 3 is a numerical scheme for approximating hyperbolic conservation laws
that is based on an inverse diffusion step motivated from image processing.
After this excursion to a field beyond image analysis, Chapter 4 returns to the image segmen-
tation task by introducing methods for acquiring texture and motion features. A new sparse
texture feature space is introduced, which makes use of the nonlinear structure tensor from
Chapter 2. Additionally, the texture acquisition method employs a new region based measure
for scale.
Chapter 4 further introduces two novel methods for motion estimation. The first method ap-
plies again the nonlinear structure tensor from Chapter 2. The second technique is based on
a variational approach and introduces new records concerning the accuracy of the estimated
motion field. In extensive tests, the limits of this new method are determined.
Chapter 5 finally deals with the image segmentation task itself. The segmentation model is
again a variational model, which yields a rather difficult optimization problem. The optimiza-
tion is performed by means of a continuation method. Thanks to this optimization strategy
and the integration of the additional features from Chapter 4, the segmentation technique is
capable to extract the contour of the main object in a large set of images. After an extension
of the basic segmentation model, it is even possible to extract the contours of multiple objects
in the image.
Versus the end of the chapter, the model is further extended by the introduction of shape
knowledge. The novelty thereby is the use of three-dimensional shape models in 2-D segmen-
tation. This top-down knowledge finally brings image-driven and model-driven information
together and builds up a relation between the real three-dimensional world and the two-
dimensional cutout of this world provided by the image.
The thesis is concluded by an outlook in Chapter 6. Its purpose is to summarize the work
and to show possible improvements of the introduced techniques.
The work further contains three appendices. Appendix A consists of two mathematical proofs
emerging from the theoretical analysis of a nonlinear diffusion method called TV flow and its
variational counterpart. In the end, the proofs show the equivalence between the diffusion
filter and the variational method.
Appendix B lists most of the symbols used in the formulas of this work. This list is intended
to be of use especially if the reader does not read a chapter from the beginning and has there-
fore missed the definition of some symbols in the text. Finally, Appendix C summarizes the
contributions of this work and provides a list of all my refereed publications.
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Was nicht translationsinvariant ist,
ist Scheiße in jeder Dimension.
Joachim Weickert
in response to my plan to
use multiplicative splitting schemes
Partial differential equations (PDEs) are one of the most important mathematical tools in
image processing and computer vision. As they are appear in diffusion methods as well as
in the Euler-Lagrange equations of variational models, they have been considered appear in
many image processing tasks. Consequently, this chapter cannot give a complete overview
about the field of PDE based image processing. Instead I pick out mainly those methods that
will be utilized in the other chapters of this thesis. It will turn out that the methods described
in this chapter are not only applicable to image processing or computer vision. In Chapter 3
they will be applied to a field far beyond images, namely in computational physics.
Although the techniques described in this chapter have mostly been introduced already some
time ago, new details and modifications are presented. One such detail is the theoretical anal-
ysis of total variation (TV) flow that has helped, for instance, to develop a local, region based
scale measure in Chapter 4 and leads to the equivalence between TV flow and its variational
counterpart, TV regularization. Another novelty is the so-called two-pixel numerics. Also the
edge enhancing diffusivities described in this chapter have not yet been applied in practice.
Finally, a nonlinear structure tensor based on these diffusivities, or alternatively TV flow,
is proposed. This nonlinear structure tensor will be the neck bone of the texture features
described in Chapter 4. So this chapter contains both a review of fundamental techniques
that are needed later in this thesis and the presentation of novelties.
2.1 Nonlinear Diffusion
There is a good reason for starting with nonlinear diffusion filtering here right at the beginning:
as a powerful denoising and simplification method, it is an important tool in contemporary
image processing.
Basically, nonlinear diffusion is a smoothing technique that respects discontinuities in the
data – contrary to Gaussian convolution, which could be regarded as the standard approach
to smoothing. On the other hand, diffusion is very much related to this standard approach.
In fact, diffusion is a generalization of Gaussian smoothing. If discontinuities are neglected in
diffusion, one will end up with homogeneous diffusion, which comes down to convolutions of
the image with a Gaussian kernel.
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Diffusion filters are usually modelled in the continuous domain by considering an image as a
mapping I : R2 → R. In order to get a physical interpretation, gray values can thereby be
regarded as mass concentrations. One then introduces an evolution process with an artificial
time variable t. The evolving signal u(x, y, t) is initialized at time t = 0 with the image I(x, y)
and evolves according to a partial differential equation which describes the type of diffusion
process that is applied to the image. For homogeneous diffusion this PDE reads:
∂tu = ∆u = div (∇u) (2.1)
where ∆ denotes the Laplace operator ∂2x + ∂
2
y and ∇ is the gradient operator (∂x, ∂y)>.
Stopping this evolution process after a time T yields a solution, which is equivalent to the
result obtained by a convolution of I with the Gaussian kernel Kρ with standard deviation
ρ = 2
√
T [Iij62, Iij63, WII99]:
u(x, y, T ) =
(
K2
√
T ∗ I
)
(x, y) with Kρ(x, y) =
1
2piρ2
exp
(
−x
2 + y2
2ρ2
)
. (2.2)
This formal equivalence of simple Gaussian convolution and diffusion is very helpful, when it
comes to applying nonlinear diffusion. Often it is sufficient to simply replace homogeneous
diffusion in a method by nonlinear diffusion and thereby taking discontinuities into account.
For that purpose, the formalism of the method needs not to be changed and nevertheless one
is rewarded by sharp edges.
There are other discontinuity preserving smoothing methods aside from nonlinear diffusion
which show a similar behavior. Very popular are for example variational methods [CBFAB97],
bilinear filtering [TM98], or statistical methods like M-estimators [CGGM98]. Also wavelet
shrinkage can perform the same task as nonlinear diffusion [Don95, DJ94]. Since all these
methods are based on the same principle – the preservation of discontinuities – they are very
similar in their outcome, and sometimes even direct correspondences can be shown [BSMH98,
SW00, CDLL98, WAHM99, SKB01, MWS03, SWB+04, MWB04]. In detail, especially in
implementation, however, the methods often differ, and each has its own advantages and
drawbacks. One could argue that it is a matter of taste, which method to choose. With its
direct relation to Gaussian smoothing, its sound theoretical foundation, and its rotationally
invariant continuous model, nonlinear diffusion has many advantages that are important for
this work.
Scalar-valued diffusion. Nonlinear diffusion has been introduced in image processing by
the famous work of Perona and Malik [PM90]. They considered the scalar-valued case of a
rectangular gray value image I(x, y) that serves as initial condition u(x, y, 0) = I(x, y) for the
diffusion equation
∂tu = div
(
g(|∇u|2)∇u) (2.3)
with homogeneous Neumann boundary conditions, which ensure that no mass (gray value) is
lost at the image boundaries. The evolving image u creates a scale space [Iij62, Wit83] with
scale parameter t, which is called diffusion time. Larger diffusion times correspond to more
simplified images, i.e. discrete entropy is increasing [SW99].
The diffusivity g is a scalar-valued, decreasing function which is responsible for the edge
preservation property of nonlinear diffusion. It reduces the amount of smoothing in the
presence of edges. Choosing this function is generally the most important degree of freedom
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Fig. 2.1: Left: Diffusivity functions g(s2). Right: Corresponding flux functions f(s) = g(s2)s.
Black: Homogeneous diffusion g(s2) = 1. Magenta: Perona-Malik I diffusivity g(s2) = 11+s2/λ2
with λ = 2. Blue: Perona-Malik II diffusivity g(s2) = exp(− s22λ2 ) with λ = 2.
that can change the outcome of nonlinear diffusion considerably. Perona and Malik proposed
two different diffusivity functions [PM90]:
g(|∇u|2) = 1
1 + |∇u|2/λ2 (2.4)
g(|∇u|2) = e− |∇u|
2
2λ2 (2.5)
in which λ is a so-called contrast parameter. The role of this parameter becomes clear when
restricting (2.3) to the 1-D case and regarding the flux function f(ux) = g(|ux|2)ux. The diffu-
sivity functions as well as the corresponding flux functions for homogeneous diffusion and the
variants proposed in [PM90] are depicted in Fig. 2.1. One can see that for homogeneous dif-
fusion the diffusivity is constant, which leads to a mass propagation that is linearly increasing
with ux. For nonlinear diffusion, the diffusivity is reduced in the presence of discontinuities,
which leads to a reduced increase of mass transport when ux becomes larger. From some
point on, given by λ, the mass transport even decreases when ux becomes larger.
Considering the diffusion equation
∂tu = ∂x
(
g(|ux|2)ux
)
= f ′(ux)uxx (2.6)
one can distinguish cases where f ′(ux) is positive and cases where f ′(ux) is negative. The first
case is called forward diffusion. With forward diffusion, a pixel always looses more mass to
its smaller neighbors than it gains from its larger neighbors, thus edges are always reduced.
In the second case, one obtains backward diffusion, i.e., a pixel can obtain more mass from
its larger neighbors than it looses to its smaller ones. Under such circumstances, edges are
enhanced. The contrast parameter λ defines the transition from forward diffusion to backward
diffusion, i.e., it steers how large an edge must be for being worth to be preserved.
It has to be mentioned that backward diffusion is ill-posed in the space-continuous setting.
This is easy to imagine, since edges can develop to get infinite slope. Fortunately, this is
not a problem in practice, as it has been shown that any discretization in space has enough
regularizing effects to establish well-posedness [WB97]. Similar conclusions can be found in
[Kic97].
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Fig. 2.2: Coupled and non-coupled vector-valued diffusion.
Top: Input color image with independent Gaussian noise in all three color channels.
Center: Scalar-valued diffusion on the three color channels independently.
Bottom: Coupled vector-valued diffusion according to (2.7).
Vector-valued diffusion. The diffusion equation (2.3) can only handle scalar-valued input
data. Vector-valued data I = (I1, ...IM ), as it appears for example in color images, needs some
more elaboration. It would be easy to smooth each vector channel separately with (2.3), but
this is not the optimum procedure. In such a case edges are preserved – or even enhanced –
at different positions in the particular channels. Furthermore, the diffusion in each channel
ignores the additional information present in the other channels. In order to fully exploit the
available edge information, a coupling between the channels is necessary. In [GKKJ92] such
a coupling has been proposed in the form of the diffusion equation
∂tui = div
(
g
( M∑
k=1
|∇uk|2
)
∇ui
)
i = 1, ...,M (2.7)
with initial condition u(x, y, 0) = I(x, y). All vector channels ui are smoothed here with a
joint diffusivity which takes the gradients of all channels into account. Therefore, an edge in
one channel also reduces smoothing in the others. Fig. 2.2 shows the better performance of
this procedure. A detailed overview on vector-valued smoothing with PDEs can be found in
[TD05].
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Matrix-valued diffusion. With the scheme for vector-valued data, one could go even a step
further and introduce nonlinear diffusion for matrix-valued data. Indeed such applications
exist, for instance in medical image processing, where DT-MRI images are to be smoothed
[BMB94, Bih95, TD03]. Also the structure tensor, a matrix field that is very frequently used
for orientation estimation and that will be explained in detail later in Section 2.2, is a candi-
date for matrix-valued diffusion.
Again it is reasonable to have a coupling between all matrix channels. In the case of matrix
diffusion, the coupling is even more important, since it is necessary to preserve matrix prop-
erties, such as positive semi-definiteness [WB02]. A coupled matrix-valued scheme has been
introduced in [TD01]:
∂tUij = div
(
g
( M1∑
k=1
M2∑
l=1
|∇Ukl|2
)
∇Uij
)
i = 1, ...,M1; j = 1, ...,M2 (2.8)
where M1 is the number of rows and M2 the number of columns of the evolving matrix field
U that has been initialized with the input data. There are further schemes for matrix-valued
smoothing, focusing on different goals in smoothing [CTDF04]. An overview of matrix-valued
processing can be found in a recent book [WH05].
Anisotropic diffusion. The diffusion schemes discussed so far reduce the amount of smooth-
ing due to edges, so discontinuities are preserved, yet the smoothing is reduced equally in all
directions. Sometimes it is better, if only the smoothing across edges is stopped while smooth-
ing along the edge is still performed. This is the idea of anisotropic diffusion [Wei98a], which
replaces the scalar-valued diffusivity g by a matrix-valued diffusion tensor D that includes the
direction of smoothing. This allows smoothing along the edge with forward diffusion, while at
the same time the edge is enhanced by backward diffusion in perpendicular direction. With
the same initial conditions as in the respective isotropic case, the diffusion equations for vector
and matrix-valued data sets are [Wei98a, WB02]:
∂tui = div
(
D
(
M∑
k=1
∇uk∇u>k
)
∇ui
)
i = 1, ...,M (2.9)
∂tUij = div
(
D
(
M1∑
k=1
M2∑
l=1
∇Ukl∇U>kl
)
∇Uij
)
i = 1, ...,M1; j = 1, ...,M2. (2.10)
The diffusion tensorD is computed by applying the diffusivity function g known from isotropic
diffusion to the eigenvalues of the matrix ∇u∇u>. As in the isotropic case it has to be ensured
that no flux goes across boundaries.
Anisotropic diffusion is especially useful in cases where the coherence of images is to be
improved [Wei99a, Wei99b]. In this scope, the clear distinction between strong smoothing
along edges and reduced smoothing across them can be fully exploited. In image simplification
tasks this distinction is often not wanted. Furthermore, numerics for anisotropic diffusion are
much more challenging. For these reasons, the focus of this thesis will be merely on nonlinear
isotropic diffusion.
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2.1.1 Total Variation Flow
The choice of the diffusivity function has a large influence on the behavior of nonlinear diffu-
sion, as it defines the extent of communication between neighboring pixels dependent on the
difference of their values. In fact, nonlinear diffusion can be more than just smoothing that
stops at discontinuities. With an appropriate diffusivity function it can already perform a
basic kind of segmentation. One such diffusivity function leads to TV flow [ABCM01, DK00],
which has become very popular in recent time:
g(|∇u|) = 1|∇u| . (2.11)
TV flow has originally been motivated in the variational framework of TV regularization
[ROF92, AV94]. Here the idea is to minimize the global total variation
∫
Ω |∇u|dx of the result
in the image domain Ω while not deviating too much from the original signal. Relations
between diffusion and variations denoising are discussed later in Section 2.3. The specific
properties of TV flow are:
• Experiments reveal results that are close to piecewise constant segmentations.
• There is no additional contrast parameter in the diffusivity function that has to be
optimized (cf. Perona-Malik diffusivities in (2.4) and (2.5)).
• Oscillations are removed with a speed that depends on their spatial scale.
• The signal reaches its average value after a finite diffusion time.
• TV flow works exactly at the limit between forward and backward diffusion.
Fig. 2.3: Noise and oscillation removal property of TV flow.
Blue Line: Original noisy signal. Red Line: Signal denoised by TV flow.
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Fig. 2.4: TV scale space.
Upper Row from Left to Right: t = 0, t = 25, t = 50.
Lower Row from Left to Right: t = 100, t = 200, t = 400.
It is obvious from Fig. 2.3 that noise – here it is Gaussian noise – has mainly an oscillating
character that increases the total variation. Thus TV flow, which minimizes the total vari-
ation, is very well-suited for removing noise. Furthermore, the segmentation-like behavior,
where the number of regions decreases with the diffusion time, is very useful in order to sim-
plify the image data, at least up to a certain degree. This can be observed in Fig. 2.4, which
depicts the scale space created by TV flow.
Evolution rules. In the 1-D space-discrete case it is possible to confirm experimental results
for TV flow by a theoretical analysis, as it is feasible to compute an analytic solution. It can be
proven that TV flow evolves the signal according to the following rules [BWSW03, SWB+04]:
(i) A region ofm neighboring pixels with the same value can be considered as one superpixel
with mass m. Superpixels never get split.
(ii) The evolution splits into merging events where pixels melt together to larger pixels.
(iii) Extremum pixels adapt their value to that of their neighbors with speed 2m .
(iv) The two boundary pixels adapt their value with half that speed.
(v) All other pixels do not change their value.
These rules reveal the very interesting behavior of TV flow. Firstly, in several merging events,
it clusters pixels together to regions. So the rules (i) and (ii) endorse the segmentation-like
behavior of TV flow. Furthermore, the evolution speed of these regions is inversely propor-
tional to their size (iii). This property ensures that small scale features are removed prior
to (meaningful) large scale features and is responsible for the finite extinction time. Finally
rule (v) confirms the removal of oscillations, as only extrema in the signal change their value,
while non-extrema are not touched at all.
With the evolution rules available, it can further be proven that TV flow is equivalent to
its counterpart in the variational framework, i.e. TV regularization [BWSW03, SWB+04],
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whereas in general, diffusion and regularization only approximate each other [SW00]. See
Section 2.3.4 for more details. Further on, the evolution rules coincide with a spring model
for so-called stabilized inverse diffusion equations (SIDEs) proposed in [PWK00]. The com-
plete proof of the evolution rules and the equivalence can be found in the appendix of this
thesis.
Unfortunately, it has not been possible so far to show similar rules in higher dimensions,
especially in 2-D. The 2-D spring model in [PWK00] cannot reproduce TV flow and is not
rotationally invariant. In [ACDM02] at least some qualitative properties of TV flow in 2-D
could be proven, among them also the finite extinction time. In [BCN02], the behavior of TV
flow in some special cases has been investigated in detail.
Fig. 2.5: Illustration of the evolution rules of TV flow.
Blue Line: Input signal. Red Line: Evolved signal for t = 0.5, 2, 25, 130.
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Fig. 2.6: Scale space of edge enhancing flow (p = 1.5).
Upper Row from Left to Right: t = 0, t = 100, t = 200.
Lower Row from Left to Right: t = 400, t = 800, t = 1600.
2.1.2 Edge Enhancing Flow
Although TV flow has lots of nice properties, for some applications its results are still too
smooth. This is because TV flow performs no backward diffusion, so it is not able to enhance
edges. Therefore, this section introduces a family of diffusivity functions which is like TV flow
free of parameters and has similar properties, but allows diffusion in backward direction:
g(|∇u|) = 1|∇u|p p ∈ R, p ≥ 0. (2.12)
This class of diffusivities has been considered in [Tsu00], but it has not yet been investigated
in the field of image processing or computer vision in practice. It contains homogeneous
diffusion and TV flow as special cases for p = 0 and p = 1, respectively. For p = 2 it leads to
the so-called balanced forward-backward diffusion introduced in [KS02].
The most interesting diffusivities are those for p > 1, because they lead to backward diffusion
and are therefore edge enhancing. In the sequel, diffusion with such diffusivities will be called
edge enhancing flow. Whereas for TV flow piecewise constant results can only be guaranteed
in 1-D, experiments support the conjecture that the edge enhancing property for p > 1 ensures
piecewise constant results even for higher dimensions. In Fig. 2.6, one can see the scale space
created by edge enhancing flow and p = 1.5. In comparison to TV flow, edges become much
sharper here. This is because pixels along edges can immediately join a neighboring extremum
region due to backward diffusion, thereby sharpening the edge, while with TV flow their value
remains unchanged until the evolving extremum region captures them1. Consequently, edge
enhancing flow keeps the original contrast much better than TV flow, as less smoothing is
necessary to obtain a small number of piecewise constant regions. On the other hand, the
strongly reduced flux across high gradients disturbs the removal of noise pixels with high
contrast. Moreover, backward diffusion often leads to a so-called stair-casing effect. This
means the diffusion process creates several small regions with enhanced edges out of a ramp
function which is actually not wanted. Both effects increase with p.
1. Recall that in the case of TV flow only extremum pixels change their value. This is because an edge pixel
always looses the same amount of mass to its smaller neighbor as it gains from its larger neighbor.
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Fig. 2.7: Left: Diffusivity functions g(s2). Right: Corresponding flux functions g(s2)s.
Black: Homogeneous diffusion g(s2) = 1. Blue: TV flow g(s2) = 1s .
Magenta: g(s2) = 1sp with p =
1
2 . Red: Edge enhancing flow g(s
2) = 1sp with p = 2.
Fig. 2.7 shows the impact of the parameter p on the diffusivity function as well as the flux
function. For p < 1 the flux function is monotonously increasing, while for p > 1 it is
monotonously decreasing. TV flow is the limiting case with constant flux. One can also see
that the contrast parameter as present in the Perona-Malik diffusivities is avoided by means
of unbounded diffusivities. This way, the diffusion process is either based purely on forward
diffusion (p < 1) or purely on backward diffusion (p > 1). There is no transition between
forward and backward diffusion depending on the gradient.
Fig. 2.8 compares the denoising results for different p. As expected, those p that correspond
to forward diffusion yield results that have more or less blurred edges. An extreme example is
Gaussian smoothing for p = 0. On the other hand, those diffusivities with p > 1 correspond
to backward diffusion, so instead of edge blurring, edges are enhanced. However, one can see
that it is also not wise to choose p too large. Apart from the reduced smoothness along edges,
diffusion with large p needs large diffusion times to achieve any considerable smoothing at all.
Therefore, it is difficult from the numerical point of view to implement these types of diffusion
with both high quality and high efficiency.
Fig. 2.8: Diffusion results for different p.
Left Column: Input image with noise and result obtained with TV flow (t = 150).
Upper Row: Results with forward diffusion: p = 0, t = 30. p = 0.5, t = 50. p = 0.8, t = 80.
Lower Row: Results with backward diffusion: p = 1.2, t = 300. p = 1.5, t = 800. p = 2, t = 7000.
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2.1.3 Numerics
Numerics can have a decisive effect on the outcome of nonlinear diffusion regarding both
quality and computation speed. This section will focus on the different aspects of the numerical
implementation of nonlinear diffusion, with TV flow and edge enhancing flow in particular.
Spatial discretization with central differences. Since the input comes in form of digital
images, first a spatial discretization for the continuous partial differential equations has to be
found. A typical discretization for nonlinear diffusion is based on spatial derivatives computed
by central differences:
|∇ui,j | ≈
√(
ui+1,j − ui−1,j
2hx
)2
+
(
ui,j+1 − ui,j−1
2hy
)2
. (2.13)
As in image processing one usually deals with fixed grids, the spatial grid sizes hx and hy are
in general set to 1. For the remainder of this thesis it is assumed that hx − hy = 1.
With this gradient magnitude approximation at a pixel (i, j) it is possible to express the dif-
fusivity gi,j . This turns the continuous equation into a space-discrete equation (cf. [Wei98a]):
∂tu = ∂x
(
g(|∇u2|)ux
)
+ ∂y
(
g(|∇u2|)uy
)
dui,j
dt
=
gi+1,j + gi,j
2
· (ui+1,j − ui,j)− gi−1,j + gi,j2 · (ui,j − ui−1,j) (2.14)
+
gi,j+1 + gi,j
2
· (ui,j+1 − ui,j)− gi,j−1 + gi,j2 · (ui,j − ui,j−1) .
A more accurate spatial discretization. The typical discretization based on central
differences has disadvantages when accuracy is concerned. It can be observed from the dif-
fusion equation that the diffusivities are actually needed between the pixels. This requires to
average the computed diffusivities, which implicates some Gaussian smoothing in the process
and thus causes a blurring effect. Even worse, also the central differences used for the gradient
approximation are not the most precise possibility to approximate the gradient.
If the derivatives are, however, estimated between pixels, it is possible to replace the three-
point central differences by two-point differences, with the nice side effect that the diffusivities
are given at the right place between the pixels. In 1-D this immediately leads to a discretiza-
tion scheme:
|∇ui+ 1
2
| ≈
√
(ui+1 − ui)2
|∇ui− 1
2
| ≈
√
(ui − ui−1)2 (2.15)
dui
dt
= gi+ 1
2
· (ui+1 − ui)− gi− 1
2
· (ui − ui−1) .
Fig. 2.9 shows the gain in accuracy with this scheme in comparison to the discretization
based on three-point central differences. While three-point differences cause blurred edges,
known as a typical effect of Gaussian smoothing, the scheme based on two-point differences
approximates the real diffusion equation much better.
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Fig. 2.9: Influence of spatial discretization.
Blue Line: Original signal.
Green Line: Signal evolved with TV flow using central differences.
Red Line: Signal evolved with TV flow using one-sided differences.
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In 2-D, a gradient approximation with similar properties
needs a bit more elaboration. On a rectangular grid,
it is in fact not possible to use merely two-point dif-
ferences for approximating the diffusivities at the posi-
tions where they are needed: half way between the cen-
ters of the involved pixels. This is illustrated in the
figure on the right. While it is still possible to use
two-point differences in one direction, the derivative in
the other direction has to be approximated by three-
point differences, and even worse, by the average of three-
point differences. However, this looks more problem-
atic than it is. The important issue is a high accu-
racy in direction of the mass flow. The gradient in
the other direction is only important to ensure rotation
invariance. Its influence on the sharpness of edges is
very low. Thus the corresponding discretization in (2.16)
yields sharper edges when compared to the discretization
based on conventional central differences (see Fig. 2.10).
|∇ui+ 1
2
,j | ≈
√
(ui+1,j − ui,j)2 +
(
1
2
(
ui+1,j+1 − ui+1,j−1
2
+
ui,j+1 − ui,j−1
2
))2
|∇ui− 1
2
,j | ≈
√
(ui,j − ui−1,j)2 +
(
1
2
(
ui−1,j+1 − ui−1,j−1
2
+
ui,j+1 − ui,j−1
2
))2
|∇ui,j+ 1
2
| ≈
√
(ui,j+1 − ui,j)2 +
(
1
2
(
ui+1,j+1 − ui−1,j+1
2
+
ui+1,j − ui−1,j
2
))2
(2.16)
|∇ui,j− 1
2
| ≈
√
(ui,j − ui,j−1)2 +
(
1
2
(
ui+1,j−1 − ui−1,j−1
2
+
ui+1,j − ui−1,j
2
))2
dui,j
dt
= gi+ 1
2
,j · (ui+1,j − ui,j)− gi− 1
2
,j · (ui,j − ui−1,j) + gi,j+ 1
2
· (ui,j+1 − ui,j)− gi,j− 1
2
· (ui,j − ui,j−1)
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Fig. 2.10: Influence of the spatial discretization in the case of TV flow.
Left: Original image. Center: Central differences. Right: One-sided differences.
One-sided differences yield sharper edges than standard central differences.
Explicit time discretization. With spatial discretization, the differential equation has been
ported to the pixel grid. However, this is not yet a solution of the equation. A numerical
solution can be computed by an iterative scheme, which is obtained by discretization in time.
The straightforward approach is an explicit scheme with time step size τ :
uk+1 − uk
τ
= div
(
g(|∇(uk)2|)∇uk
)
(2.17)
where uk denotes u at iteration k. Assumed that g is in between 0 and 1, this scheme is
stable for τ ≤ 12D where D expresses the dimension of the data, e.g. D = 2 in case of images
[Wei98a]. Although explicit schemes yield accurate solutions, the stability condition makes
them rather slow. Further ahead, a more efficient semi-implicit scheme that is stable for ar-
bitrary τ will be discussed.
Stabilization with -regularization. For stability it has been assumed that g is limited
by 0 and 1. TV flow and edge enhancing flow, however, cause unbounded diffusivities when
the gradient tends to 0. One can imagine that this happens quite often as the results tend to
be piecewise constant. Consequently, the outcome is disturbed by oscillations, as depicted in
Fig. 2.11. While for TV flow the oscillations are still bounded, as at least the flux function
f(∇u) = g(|∇u|2)∇u is bounded, for edge enhancing flow the stability problems get really
severe, since not only the diffusivity but even the flux can become unbounded and thus the
increment in one iteration of (2.17).
Fig. 2.11: Edge enhancing flow with p = 1.5 implemented with an explicit scheme and τ = 0.025.
Blue: Original signal. Red: Evolved Signal.
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A popular solution to this problem developed in the scope of variational TV minimization is
the regularization of the diffusivity by a small positive constant  [AV94, COS01, Vog02, FP02],
which helps in both the case of TV flow as well as edge enhancing flow:
g(|∇u|2) = 1
(|∇u|2 + 2) p2
. (2.18)
The regularization limits the diffusivity at 1p and so stabilizes the explicit scheme of (2.17)
with the new stability condition τ ≤ p2·D . In [FP02] it has been shown for p = 1 that in the
limiting process, convergence to TV flow can be established.
However, one quickly realizes the drawback: for small  the explicit scheme becomes very
slow, as τ has to be chosen correspondingly small causing many iterations to reach a certain
diffusion time. Setting  to a larger value, on the other hand, compromises the consistent
solution of the original diffusion equation. This ambiguity can only be solved by means of
a semi-implicit scheme that is stable for arbitrary τ . Besides that, the -regularization is a
good way to handle unbounded diffusivities. For reasonably small  – values around 0.001 are
appropriate for typical images with a data range between 0 and 255 – the regularization does
not much harm to the typical behavior of TV flow or edge enhancing flow; see the experiments
at the end of this section.
Stabilization with a two-pixel scheme. An alternative way to stabilize diffusion with
unbounded diffusivities is based on the mass exchange in the more theoretical case of signals
that consist of only two pixels [SW02]. Restricted to only two pixels, it is often feasible to
derive an analytic solution of the diffusion equation. Since such an analytic solution does not
suffer from numerical instabilities, the key idea of the so-called two-pixel scheme is to make use
of two-pixel solutions in order to approximate a stable solution for larger images. The resulting
scheme reveals many relations to translation invariant wavelet shrinkage [MWS03, WSM+05].
Consider the family of diffusivities stated in (2.12). With these diffusivities, the diffusion
equation in 1-D is:
∂tu =
(
ux
|ux|p
)
x
.
It yields the corresponding discrete evolution equations for two separate pixels u1 and u2:
du1
dt
=
u2 − u1
|u2 − u1|p −
u1 − u0
|u1 − u0|p︸ ︷︷ ︸
=0
=
u2 − u1
|u2 − u1|p
du2
dt
=
u3 − u2
|u3 − u2|p︸ ︷︷ ︸
=0
− u2 − u1|u2 − u1|p = −
u2 − u1
|u2 − u1|p .
The terms containing the dummy pixels u0 and u3 are set to 0, since there must be no flux
across boundaries. Without loss of generality, suppose that u2 > u1. Then for the difference
w := u2 − u1 between the pixels it follows:
dw
dt
= −2w1−p.
This differential equation can be solved analytically. It yields
w(t) = w(0)e−2t for p = 0
w(t) = (−2pt+ w(0)p) 1p for p > 0.
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Fig. 2.12: Analytical solution for the difference w between the two pixels u1 and u2.
Blue: p = 0. Magenta: p = 0.5. Green: p = 1. Black: p = 1.5. Red: p = 2.
The solutions for different p are depicted in Fig. 2.12. It can be observed that for all p > 0
there is a merging of the pixels after finite time t = w(0)
p
2p . At these merging events, the
non-stabilized explicit scheme causes overshoots due to a finitely small time step size τ . Now
in the case of two pixels, one can intercept the overshoots and correct the values, because for
only two pixels it is clear at which value they will meet: namely at their mean value2. This
yields the following update equation for the pixel ui in dependence on its partner uj :
uk+1i (u
k
j ) =
 uki − τ
uki−ukj
|uki−ukj |p
if sign(uki − ukj ) = sign(uki − 2τ
uki−ukj
|uki−ukj |p
− ukj )
uki+u
k
j
2 else.
(2.19)
This stabilized two-pixel scheme is so far only a solution for the mass exchange between a
pixel and one of its neighbors. In order to make the stabilization approach available for larger
signals where a pixel has at least two neighbors, it is necessary to integrate the mass exchange
resulting from the interaction of a pixel with all its neighbors. A reasonable approach to
reduce the operation with multiple neighbors to operations like in (2.19) is by additive splitting
[Tai92]:
uk+1i =
1
|N (i)|
∑
j∈N (i)
uk+1i (u
k
j ) (2.20)
where N (i) denotes the neighbors of pixel i, and uk+1i (ukj ) is the two-pixel solution of pixel
i regarding its neighbor j according to (2.19). As one can see from a Taylor expansion, the
time step size τ in (2.19) has to be multiplied with the number of neighbors |N (i)|.
The two-pixel scheme is stable for arbitrary time step sizes, as the mass exchange between two
pixels is according to the stable analytic solution and averaging is a stable operation. However,
it is consistent only for τ → 0. For large τ , the scheme approximates Gaussian smoothing,
as the averaging in (2.20) dominates the evolution. For a detailed consistency analysis the
reader is referred to [SWB+04]. Fig. 2.13 shows a comparison between the outcome with large
and small time step sizes.
The scheme can be extended to higher dimensions than 1-D, if the approximation of the
gradient magnitude |uki − ukj | in (2.19) is replaced by the gradient approximation of (2.16).
This is necessary in order to ensure rotation invariance. However, one should note that this
gradient approximation contains more than two pixels, thus (2.19) is no longer independent
from the other pixels. Such an independence can be achieved by considering analytic solutions
of four pixels [WWS05].
2. Diffusion is always mass conservative, i.e. the average gray value is preserved.
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Fig. 2.13: TV flow implemented with the two-pixel scheme and different time step sizes τ .
Blue: Original signal. Red: Evolved signal with τ = 0.001. Magenta: Evolved signal with τ = 1.
Semi-implicit time discretization. As already mentioned before, the main drawback of the
explicit scheme with -regularization is the small time step size necessary for stability. Since
small time steps come together with many iterations, diffusion implemented via the explicit
scheme is computationally very expensive, particularly if unbounded diffusivities come into
play and demand even smaller time steps.
The stability condition on the time step size can be lifted with a semi-implicit scheme. For
this purpose, consider the discrete diffusion equation in (2.17) of the explicit scheme in matrix-
vector notation
uk+1 − uk
τ
= A(uk)uk ⇒ uk+1 = (I + τA(uk))uk (2.21)
with I being here the N ×N unity matrix, where N is the number of pixels in the image, and
A(uk) being a matrix of the same size with entries:
aij =

gi∼j if j ∈ N (i)
−∑k∈N (i) gi∼j if j = i
0 else.
(2.22)
Here, gi∼j denotes the diffusivity between the pixels i and j. The notation reveals that with
the explicit scheme the initially nonlinear diffusion equation has been linearized in a time
interval of size τ and is solved by performing for each interval a matrix-vector multiplication.
A semi-implicit time discretization considers for the multiplication with A the new value uk+1
[CLMC92]:
uk+1 − uk
τ
= A(uk)uk+1 (2.23)
This results in a linear system that has to be solved at each iteration:
(I − τA(uk))uk+1 = uk. (2.24)
The matrix (I − τA) is a sparse, positive definite, and diagonally dominant matrix with one
main diagonal and two off-diagonals in the 1-D case. Such a tridiagonal linear system can
be solved very efficiently with the Thomas algorithm [Tho49]. For its implementation in the
scope of nonlinear diffusion see also [WtHV98].
With the employment of the more current data vector uk+1, the semi-implicit scheme is
stable for arbitrary time step sizes τ [Wei98a, WtHV98]. However, it should be noted that
the linearization in time is still present, so very large time step sizes would compromise the
nonlinear character of the diffusion equation, i.e. the diffusivity would only be rarely adapted
to the new data. As a remedy, one might be interested in considering the fully implicit time
discretization
uk+1 − uk
τ
= A(uk+1)uk+1. (2.25)
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Fig. 2.14: Comparison of methods applicable with large time step sizes τ .
Blue: Original signal. Red: Semi-implicit scheme with τ = 1 and  = 0.001.
Magenta: Two-pixel scheme with τ = 1.
However, this leads to a nonlinear system of equations, which is much more complicated to
solve than the linear system stated above. Fortunately, this is also not necessary, as the semi-
implicit scheme is already sufficient to guarantee stability. One can also see in Fig. 2.14 that
the semi-implicit scheme, combined with -regularization, yields good solutions even for larger
time steps. For such large time steps, it clearly outperforms the two-pixel scheme, which is
also stable for arbitrary τ .
The gain in computational efficiency with the semi-implicit scheme in comparison to the ex-
plicit scheme is considerable, in particular for small . One iteration in the semi-implicit
scheme takes approximately twice the time of an iteration in the explicit scheme. On the
other hand, for e.g.  = 0.001, the time step size can be set at least 2000 times larger while
obtaining visually similar results. Thus for a reasonable , the semi-implicit scheme is, with
comparable accuracy, about 1000 times faster than the explicit scheme.
AOS scheme. Unfortunately, the Thomas algorithm cannot be directly employed in higher
dimensions than 1-D, since the matrix A gets additional side-diagonals. Therefore, iterative
methods for solving linear systems have to be used, like for example Gauss-Seidel or successive
over-relaxation (SOR) [You71].
A faster approach is the so-called additive operator splitting (AOS) scheme [Tai92, WtHV98].
Like in the two-pixel scheme, the diffusion of the whole system is split into separate diffusion
systems. The result of the whole system is then approximated by the average of the partial
solutions (cf. (2.19) and (2.20)). In the scope of the semi-implicit scheme, the diffusion
equation of dimension D can be split into one-dimensional diffusion along the coordinate
axes, i.e. only neighbors in n-direction are considered in An:
(I −DτAn(uk))uk+1n = uk n = 1, ..., D. (2.26)
These linear systems can be solved separately with the Thomas algorithm. The solution of
the D-dimensional diffusion process is then obtained by
uk+1 =
1
D
D∑
n=1
uk+1n . (2.27)
Fig. 2.15 shows diffusion results implemented with different time step sizes. Obviously, the
splitting does not affect the quality of the results as long as reasonable time step sizes are
used. Only if the time steps are chosen too large, one can observe artificial stripes in the
result. This is not surprising, as in one iteration mass can only diffuse along the coordinate
axes. Thus a certain amount of iterations is necessary to ensure a regular contribution of
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Fig. 2.15: TV flow and t = 150 implemented with AOS,  = 0.001, and different time steps τ .
From Left to Right: Original image. τ = 0.25. τ = 5. τ = 50.
mass. In the case of backward diffusion, it can even happen that a stripe caused by strong
diffusion along a coordinate axis is interpreted as an edge and will be enhanced. Although one
should be aware of this effect, it does not really reduce the value of the AOS scheme. It should
be noted that AOS has the same approximation order as the semi-implicit scheme without
splitting [WtHV98], and unlike multiplicative splitting schemes it treats all coordinate axes
equally. A certain amount of iterations, which is also necessary to keep the nonlinear char-
acter of the diffusion, is sufficient to avoid any visible artifacts. With such reasonable time
steps, e.g. τ = 1 for TV flow, the increase in computational efficiency when compared to the
explicit scheme is still one order of magnitude for conventional nonlinear diffusion, and three
orders of magnitude for diffusion with unbounded diffusivities and reasonably small . For
further speedups it is possible to implement AOS on a computer cluster. With 256 nodes, for
instance, an additional speedup with about factor 200 can be achieved [BJF+04].
Comparison of the numerical schemes. After the introduction of several numerical
schemes for TV flow, it is time to finally compare them. This is done by applying TV flow to
the signal depicted in Fig. 2.18. For space-discrete, one-dimensional TV flow, there is an exact
solution available, so the quality of the numerics can be measured with respect to this ground
truth. Therefore, a comparison is only made in 1-D. One can assume that the performance
of the numerical schemes approximately carries over to higher dimensions.
Fig. 2.19, Fig. 2.20, and Fig. 2.21 show the diffusion results for the straightforward explicit
scheme without stabilization, the same scheme with -regularization, the two-pixel scheme,
and the semi-implicit scheme with -regularization, each in comparison with the exact solution.
Fig. 2.19 reveals the oscillations caused by the scheme without stabilization. The two-pixel
scheme and the explicit scheme with -regularization yield very similar results that tend to
be too smooth. The difference between these two schemes becomes better visible when the
average L2 errors toward the exact solution are compared (see Fig. 2.16). Here the two-pixel
scheme turns out to yield a higher accuracy for very small time steps. The semi-implicit
scheme clearly performs best for large and medium time step sizes. Only if a very high
accuracy is wanted, i.e. for very small time steps, the two-pixel scheme is the better choice.
Fig. 2.17 depicts the total variation per pixel. In the exact solution, there is no total variation
left after some finite time. This has been mentioned as one of the principal properties of TV
flow. It can be observed that the numerical approximations, however, cannot fully reproduce
this property. The scheme without stabilization is even after infinite time not able to decrease
the total variation below 2τ . This is obviously due to the oscillations, which have in the case
of TV flow the magnitude τ caused by the over- and undershoots at merging events.
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From the figures it can be concluded that the two-pixel scheme should be preferred, if a
very high accuracy is needed and there is no exact solution available. The two-pixel scheme
yields the most accurate results for a given computational effort. On the other hand, if the
computational efficiency is more important, as it will be the case in most applications, the
semi-implicit scheme with one-sided differences and -regularization is clearly the best choice.
Even for quite large time steps, it yields sufficient accuracy to avoid strong visible deviations
from the exact solution, and it is some orders of magnitude faster than the other schemes.
Thus it will be, in form of AOS in the 2-D case, the numerical scheme used for TV flow and
edge enhancing flow throughout the remainder of this thesis.
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Fig. 2.18: Blue Line: Input signal used for comparing the different numerical schemes for TV flow.
The values go from 0.67 to 3.97. Red Line: Exact solution after t = 1.75.
Fig. 2.19: Evolution result for the signal in Fig. 2.18 after diffusion time t = 1.75.
Blue Line: Exact solution.
Black Line: Explicit scheme without stabilization and 2τ = 0.05.
Fig. 2.20: Evolution results for the signal in Fig. 2.18 after diffusion time t = 1.75.
Blue Line: Exact solution.
Red Line: Explicit scheme with -regularization and  = 2τ = 0.05.
Green Line: Two-pixel scheme with 2τ = 0.05.
Fig. 2.21: Evolution result for the signal in Fig. 2.18 after diffusion time t = 1.75.
Blue Line: Exact solution.
Red Line: Semi-implicit scheme with -regularization,  = 0.001, and 2τ = 0.05.
2.1 Nonlinear Diffusion 25
2.1.4 Summary
In contemporary image analysis, Gaussian convolution is still the dominating smoothing
method due to its robustness, its simplicity, its efficient numerics, and the clear meaning
of one single parameter. At the end of this chapter about nonlinear diffusion an important
statement can be derived: TV flow is as robust under noise as Gaussian smoothing, it can
be described by a simple partial differential equation, with the semi-implicit scheme and -
regularization it can be implemented very efficiently and absolutely stable, and finally, like
Gaussian smoothing, it has only one single parameter with a clear meaning as scale parameter.
So TV flow shows all the nice properties of Gaussian smoothing. Additionally, TV flow re-
spects discontinuities in the data. Consequently, TV flow should replace Gaussian smoothing
whenever discontinuities matter. There is no reason to use Gaussian smoothing in such cases.
Surely, implementation of the numerics for TV flow is much harder than programming of a
linear convolution operator. But once implemented, TV flow can be applied in the same sim-
ple manner as Gaussian smoothing. The semi-implicit numerics are absolutely stable without
any parameter tuning. Setting  = 0.001 and τ = 1 as default values, TV flow can be used
without causing any problems, and it yields sharper results than those obtained with Gaussian
convolution. There is one reason why Gaussian smoothing remains nevertheless very useful:
quite often discontinuities are not to be preserved for the expected outcome. In such a case
it makes no sense to apply a smoothing technique that is influenced by discontinuities. In all
other cases, TV flow is the better choice.
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2.2 Structure Tensor
The structure tensor [FG87], also known as second moment matrix, is the next important tool
described in this chapter. Its purpose is the estimation of orientation and the local analysis
of structure in general. The structure tensor is successfully applied in many computer vi-
sion tasks, such as corner detection [FG87, HS88], optic flow estimation [BGW91, BWS05],
and texture analysis [RS91, BGW91, MBLS01], yet it can also be useful in other fields of
application outside the scope of image processing, e.g. for grid optimization in the scope of
hyperbolic differential equations in computational physics [Tho99].
In order to integrate the structure information from a certain neighborhood, the classic struc-
ture tensor employs Gaussian convolution. The findings from the last section indicate that
generally the accuracy of results can be improved, if Gaussian smoothing is replaced by dis-
continuity preserving nonlinear diffusion, in particular by TV flow. This idea can as well
be transferred to the structure tensor [WB02, Bro02, BWBM04]. After a review of the con-
ventional structure tensor based on Gaussian convolution, the linear structure tensor, thus a
nonlinear structure tensor that is based on nonlinear diffusion and the diffusivities introduced
in the previous section is proposed.
2.2.1 Linear Structure Tensor
The concept of the structure tensor is a consequence of the fact that one can only determine
the orientation at a point reliably by considering also the data of its neighborhood. There
are several disturbing artifacts like noise in an image which lead to estimates not having any
relation to the real orientation at the respective point. Moreover, one is often not interested
in the very local orientation at a specific point, but in the dominant orientation in a still local,
but larger, neighborhood around this point.
The structure tensor therefore replaces the structure information of each pixel, which is de-
scribed in a first order approximation by the gradient at that pixel, with the structure infor-
mation of its surroundings weighted with a Gaussian window function. This comes down to
the convolution of the structure data with a Gaussian kernel, i.e. Gaussian smoothing.
Note however, that the smoothing of gradients can lead to cancellation effects. Consider, for
example, a thin line. At one side of the line there appears a positive gradient, while at the
other side the gradient is negative. Smoothing the gradients will cause them to mutually can-
cel out. This is the reason why in the structure tensor, the gradient is considered in form of
its outer product. The outer product turns the gradient vector ∇I into a symmetric positive
semi-definite matrix, which I will refer to as the unsmoothed structure tensor
J0 := ∇I∇I> =
(
I2x IxIy
IxIy I
2
y
)
. (2.28)
Subscripts hereby denote partial derivatives. The structure tensor can be easily generalized
from scalar-valued data to vector-valued data. As with the matrix representation it is possible
to sum up gradient information, the structure information from all channels of a vector-valued
image I = (I1, ..., IN ) can be integrated by taking the sum of all matrices [Di 86]:
J0 :=
N∑
i=1
∇Ii∇I>i . (2.29)
The structure tensor for a certain neighborhood of scale ρ is then computed by Gaussian
convolution applied to all components of J0:
Jρ = Kρ ∗ J0. (2.30)
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Fig. 2.22: Left: Synthetic image with Gaussian noise. Center: Unsmoothed structure tensor J0.
Right: Linear structure tensor Jρ with ρ = 3. Color indicates the orientation of the local structure.
The smoothing, i.e. the integration of neighborhood information, has two positive effects on
the estimation of orientation. Firstly, it makes the structure tensor robust against noise or
other artifacts, and therefore allows a more reliable estimation of orientation in real-world
data. Secondly, it distributes the information about the orientation into the areas between
edges. This closing of structures is a very important effect, as it allows to estimate the
dominant orientation also at those points in the image where the gradient is close to zero.
In Fig. 2.22 one can see the effects of the smoothing on the structure tensor. The colored
images are a way to show both the structure’s dominant orientation, expressed by the hue,
and its magnitude, expressed by the intensity.
Result of a least squares approach. The dominant orientation can be obtained from the
structure tensor as the eigenvector to the largest eigenvalue. This shows up as a result of
orientation estimation by means of a least squares approach (see e.g. [vdBvdW02]). Let v
be the normalized orientation vector to be estimated. Then the total estimation error within
the neighborhood defined by the Gaussian window function Kρ is∫
Ω
Kρ‖∇I − (∇I>v)v‖2dx =
∫
Ω
Kρ
(
∇I>∇I − (v>(∇I∇I>)v
)
dx (2.31)
where Ω denotes the image domain and (∇I>v)v is the projection of ∇I on v. Minimizing
the error is equivalent to maximizing∫
Ω
Kρ
(
(v>(∇I∇I>)v
)
dx (2.32)
subject to the constraint v>v = 1. Since v is independent of x, this comes down to maximize
v>
(∫
Ω
Kρ(∇I∇I>)dx
)
v = v>Jρv. (2.33)
So the orientation v that fits the data best in a least squares setting is the eigenvector
corresponding to the largest eigenvalue of the structure tensor Jρ.
Coherence information and corner detection. The consideration of a local neighborhood
makes some additional information besides the orientation available: that of the homogeneity,
or coherence, of the surrounding structure. Before smoothing it is not possible to distinguish
a corner from an edge. Due to smoothing, however, the structure tensor is not only influenced
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by the orientation at a single position in the image, but by all orientations present in the local
neighborhood. This means that the structure tensor is in general not singular anymore, so
three cases can be distinguished when regarding the eigenvalues λ1 ≥ λ2 of the matrix:
• λ1 ≈ λ2 ≈ 0: homogeneous areas, almost no structure present
• λ1  0, λ2 ≈ 0: edges, one dominant orientation
• λ1  0, λ2  0: corners, structure with ambiguous orientation
Thus the coherence information makes the structure tensor directly applicable to corner de-
tection [FG87].
2.2.2 Nonlinear Structure Tensor
Fig. 2.22 reveals that the Gaussian smoothing has not only positive effects but is also the
cause for a negative property of the classic structure tensor: it leads to blurred and dislocated
edges, which is a typical effect of Gaussian smoothing. From the last section we also know
a remedy for this problem: the Gaussian convolution can be replaced by nonlinear diffusion,
which preserves discontinuities. Intuitively, the preservation of discontinuities in the structure
tensor can be understood as the implementation of a data-adaptive local neighborhood. This
allows a much more accurate structure analysis, especially in the vicinity of discontinuities
in the structure. In these areas, the local neighborhood induced by the Gaussian kernel
integrates ambiguous structure information that actually does not belong together. Reducing
the integration of further data as soon as a discontinuity is reached, avoids ambiguities and
the structure can be estimated more precisely.
     
Fig. 2.23: Illustration of how, by an increasing amount of nonlinear diffusion, the local
neighborhood is adapted to the region of similar data.
The principal concept of such a nonlinear structure tensor has been presented in [WB02] based
on the matrix-valued diffusion scheme stated in (2.8). It has been examined more closely in
[Bro02, BW02]. By means of the types of nonlinear diffusion that have been introduced in
the last section, however, the nonlinear structure tensor can be further improved and may
become more intuitive.
One of the most important requirements of the structure tensor is to distribute orientation in-
formation into the areas without gradient information. One should note that this requirement
can be hard to fulfill with nonlinear diffusion, since nonlinear diffusion typically reduces the
amount of smoothing at discontinuities and such discontinuities also appear in the passage
to the gaps in the structure. Hence it is by no means clear whether this closing of structures
works by applying nonlinear diffusion. However, the diffusivities introduced in (2.12)
g(|∇u|2) = 1|∇u|p p ∈ R, p ≥ 0.
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which become unbounded for zero gradients, are a pretty good choice to ensure the closing
in the nonlinear structure tensor. The structures in J0 behave like an oscillatory signal (cf.
Fig. 2.22) and the diffusion processes that correspond to these diffusivities remove mass from
high peaks (maxima in the signal) and distribute it equally within the areas between the
peaks (minima in the signal). The smaller the scale of the minima, the faster they are filled
and the faster they meet the surrounding peaks. Thus let the nonlinear structure tensor Jt
be defined as a solution of the diffusion equation
∂tJij = div
g
∑
k,l
|∇Jkl|2
∇Jij
 (2.34)
based on the matrix-valued diffusion scheme from (2.8), with the matrix J0 as initial condition
and with g being one of the diffusivities from (2.12).
Fig. 2.24: Nonlinear structure tensor for different choices of p.
Top Left: p = 0, t = 4.5 (classic structure tensor). Top Right: p = 0.8, t = 800.
Bottom Left: p = 1, t = 3200. Bottom Right: p = 1.2, t = 12000.
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A nice side effect of using this family of diffusivities is the fact that the conventional structure
tensor is included in the nonlinear structure tensor as a special case when p is set to 0. This
means the nonlinear structure tensor generalizes the classic structure tensor by adding one
degree of freedom, that is the amount of discontinuity preservation steered by means of p. In
the scope of the structure tensor, this corresponds to the rigidity with which the extension of
the local neighborhood is reduced at discontinuities in the data. Small p correspond to a local
neighborhood that is still close to a Gaussian window, while increasing p adapt this neigh-
borhood more and more to the data, in a way described by the behavior of the underlying
nonlinear diffusion process.
Experiments. Fig. 2.24 shows the nonlinear structure tensor for different choices of p. One
can observe very well that the blurring artifacts known from the classic structure tensor are
greatly reduced by the choice of larger p. Nevertheless, it is still ensured that structures of a
certain scale are closed.
Like the classic linear structure tensor, also the nonlinear structure tensor creates a scale
space with the scale parameter t. In case of the nonlinear structure tensor, the scale param-
eter mainly influences the scale of the structures that are closed. An example is depicted in
Fig. 2.25.
In Chapter 4 the nonlinear structure tensor will be applied to texture discrimination and optic
flow estimation. In the experiments there, one will be able to see that the higher accuracy of
the nonlinear structure tensor really improves the quality of the results.
Fig. 2.25: Scale space evolution of the nonlinear structure tensor (p = 1).
Top row, from Left to Right: t = 250. t = 500. t = 1000.
Bottom row, from Left to Right: t = 2000. t = 4000. t = 8000.
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Relations to other data-adaptive structure tensors. The main difference between the
nonlinear and the linear structure tensor lies in the capability of the nonlinear structure tensor
to adapt the neighborhood to the data. There are alternative approaches to data-adaptive
structure tensors in the literature. Nagel and Gehrke [NG98] have introduced the so-called
gray value local structure tensor, which they have designed for its use in spatio-temporal optic
flow estimation. Instead of using a fixed isotropic Gaussian kernel Kρ for smoothing the
structure tensor, like in the linear structure tensor, a data-adaptive Gaussian
G(x) =
1√
(2pi)3|Σ(x)|e
− 1
2
x>Σ(x)−1x (2.35)
which is parameterized by the covariance matrix Σ(x), is employed. The covariance matrix is
locally adapted to the image by setting
Σ(x) = U(x)

σmin +
σ2max
1+σ2maxλ1(x)
0 0
0 σmin +
σ2max
1+σ2maxλ2(x)
0
0 0 σmin +
σ2max
1+σ2maxλ3(x)
U>(x) (2.36)
where λi(x), i ∈ {1, 2, 3} are the eigenvalues of the evolving structure tensor and U holds its
eigenvectors. The covariance matrix is initialized by a diagonal matrix corresponding to an
isotropic Gaussian window. The parameters σmin and σmax are for restricting the anisotropy
and the size of the Gaussian. This concept of using a data-adaptive Gaussian for the convo-
lution with the structure tensor has been further investigated in the works of Middendorf and
Nagel [MN01, MN02].
Fig. 2.26 visualizes the differences between this approach and the linear as well as the non-
linear structure tensor. The linear structure tensor uses a fixed isotropic Gaussian kernel for
smoothing the data, thus it is not data-adaptive at all. The method proposed by Nagel and
Gehrke parameterizes the neighborhood by an anisotropic Gaussian and adapts the param-
eters locally to the data. Although this approach is more precise than the linear structure
tensor, one can see that in many situations the Gaussian cannot fully cover the region of inter-
est without also integrating ambiguous information. The iterative diffusion process involved
in the nonlinear structure tensor is much more flexible and can therefore cover a neighborhood
with arbitrary shape.
     
Fig. 2.26: Left: Neighborhood of a non-adaptive isotropic Gaussian.
Center: Neighborhood of a data-adaptive anisotropic Gaussian.
Right: Neighborhood obtained with a nonlinear diffusion process (cf. Fig. 2.23).
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Another nonlinear approach to a data-adaptive structure tensor has been introduced in
[vdBvdW02] where the authors propose robust statistics to estimate the dominant orien-
tation. In robust statistics one replaces the error norm Ψ(s2) = s2 by a robust function, like
for instance Ψ(s2) = 1−e− s22λ2 . The goal of such a robust function is to decrease the influence
of so-called outliers, i.e. single values that do not fit to the current estimate due to noise
or because they belong to another entity and therefore cause a large error when using the
squared error norm.
As stated above, the least squares estimate of the dominant orientation is the eigenvector
to the largest eigenvalue of the classic structure tensor (cf. (2.31) - (2.33)). Using a robust
function instead of the square function in (2.31) leads again to an eigenvalue problem3
JΨ,ρ(v)v = λv (2.37)
but now with a structure tensor
JΨ,ρ(v) =
∫
Ω
Ψ′(∇I>∇I − v>(∇I∇I>)v) Kρ ∇I∇I> dx
=
1
2λ2
∫
Ω
e−
∇I>∇I−v>(∇I∇I>)v
2λ2 Kρ ∇I∇I> dx
(2.38)
that depends on the estimated orientation v. One can see that dependent on how well
the values fit to the currently estimated orientation, their influence is decreased. This is
similar to the concept of the nonlinear structure tensor, where the further expansion of the
local neighborhood is reduced if the new values do not fit well to the values of the current
neighborhood. Note that the weighting function Ψ′(s2) in (2.38) is, besides a constant factor,
one of the Perona-Malik diffusivities used also for nonlinear diffusion (cf. Eq. 2.5). Both
the nonlinear structure tensor and the structure tensor based on robust statistics make the
integration of further data dependent on whether it fits to the already gathered data. The
difference between both approaches is that the nonlinear structure tensor applies this selection
process in order to determine the local neighborhood and then uses a simple least squares
approach within this neighborhood, while the structure tensor based on robust statistics first
gathers the data from the simple fixed Gaussian neighborhood Kρ and applies the nonlinear
weighting process afterwards. For an experimental validation of these differences see also
[BvdBL+05].
3. For further details see [vdBvdW02].
2.3 Variational Methods 33
2.3 Variational Methods
Besides nonlinear diffusion and the nonlinear structure tensor there is another very important
technique based on partial differential equations, that is the concept of variational methods.
In a variational approach one formulates some model assumptions A1, ..., Am in terms of an
energy functional
E(u1(x), ..., un(x)) =
∫
Ω
(A1 + ...+Am) dx (2.39)
and tries to find those functions u1, ..., un that minimize the energy, possibly by respecting
additional constraints. Such an approach has various good properties. Firstly, it is necessary
to quantify the model assumptions by so-called penalizer terms. Each penalizer induces a
high energy for those cases where the model assumption is not fulfilled and a low energy oth-
erwise. Due to the necessity to quantify the assumptions, one is forced to clearly think about
which assumptions are included in the model. This avoids hidden assumptions and yields a
sound description of the problem that has to be solved. It is relatively easy to read the whole
problem statement from the single formula of the energy functional.
Nonetheless variational methods are very general. One can formulate rather enhanced problem
statements in terms of an energy functional, and the choice of how to design the penalizers
yields a high flexibility. Due to this generality, variational methods are also applicable to
higher level vision tasks, where many other image processing techniques are not suitable to
handle the problem anymore.
Further on, with variational methods one gets access to well-founded mathematical techniques
and numerics. The theory of the calculus of variations4 provides a way how to minimize the
energy functional. It leads to the so-called Euler-Lagrange equations, which have to be sat-
isfied in a minimum. The Euler-Lagrange equations are partial differential equations, what
draws the connection to the diffusion methods discussed earlier in this chapter. For suffi-
ciently simple energy functionals, these Euler-Lagrange equations lead to a linear system of
equations, which can be solved by well-founded and optimized numerical methods. Thus for
many energy functionals not only the modelling process is very sound, one can even be sure
to obtain really the optimum solution that corresponds to the model.
2.3.1 Variational Denoising with Quadratic Penalizers
Consider the following energy functional for image denoising in order to illustrate the concept
of variational methods [Tik63]:
E(u) =
∫
Ω
(
(u− I)2︸ ︷︷ ︸
Data
+ α |∇u|2︸ ︷︷ ︸
Smoothness
)
dx (2.40)
Although this is a very simple energy functional, the same configuration can be found in many
other models in image processing. The first term, called the data term, penalizes deviations
of the result from the original image I. It expresses the assumption that the result should
be close to the data. The second term, called the smoothness term, additionally penalizes
deviations from smoothness. The underlying assumption thereby is that the result should be
smooth. In case of noise or discontinuities in the image, the two assumptions are certainly
contradictive and the optimum solution must be a compromise between both assumptions.
The relative importance of the two assumptions is steered by the smoothness parameter α.
4. This is where the term variational method comes from.
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For larger α the smoothness assumption becomes more important, so the optimum solution
u will be smoother. The other way round, if α is set to 0, the optimum solution will be to
completely fulfill the data term, so the result will be the image I itself.
The answer to the question of how the optimum solution can be computed is given by the
theory of the calculus of variations [CH53, Els61]. The minimizing function u must satisfy
the Euler-Lagrange equation
(u− I)− α div (∇u) = 0 (2.41)
with reflecting boundary conditions ∂xu = 0 and ∂yu = 0. After a suitable discretization of
the divergence expression (cf. Section 2.1.3) this leads to a large, but sparse, linear system of
equations which can be solved by means of an iterative solver like Gauss-Seidel or SOR [You71].
In this thesis, the SOR method is preferred, because it leads to much faster convergence than
the Gauss-Seidel method and is still sufficiently easy to implement5. The iteration scheme
that solves for the minimizer of (2.40) is
uk+1i = (1− ω)uki + ω
∑
j∈N−(i) u
k+1
j +
∑
j∈N+(i) u
k
j − Iiα
|N−(i)|+ |N+(i)|+ 1α
(2.42)
where N−(i) denotes the neighbors j of i with j < i, and N+(i) the neighbors j of i with
j > i. The scheme converges for the over-relaxation parameter ω ∈ (0, 2). The choice of
ω where the scheme shows the best convergence depends on the linear system that has to
be solved. For the example shown here, values close to 2 perform best. For ω = 1 one
obtains the Gauss-Seidel method. It should be noted that with subtle multi-grid techniques
it is possible to solve such a kind of linear system even faster than with SOR. For details see
[BWF+03, BWF+05].
As an alternative one can also find the solution by means of a gradient descent
∂tu = div (∇u)− 1
α
(u− I) (2.43)
which means in the case here that one searches the steady-state of a diffusion process with a
bias term. This shows the relations of variational denoising methods to diffusion processes,
which will be discussed in more detail later in Section 2.3.4. Searching the minimizer of (2.40)
with an explicit gradient descent leads to a much slower convergence than the iteration scheme
in (2.42). In the case of more complicated energy functionals that do not lead to linear systems
of equations, however, the gradient descent is often the only possibility to get a solution at all.
2.3.2 Non-quadratic Penalizers
The energy functional in (2.40) uses a quadratic penalizer Ψ(s2) = s2 for both the data term
and the smoothness term. Quadratic penalizers are very convenient, since they lead to linear
Euler-Lagrange equations. However, they often do not describe the model one actually wants
to formulate. Quadratic penalizers give much influence to those points that are far away
from the assumptions. Since each deviation from the assumption leads to a squared error, the
optimum solution is adapted in such a way that it is closer to these outliers. So the model does
simply not accept that there can be outliers in one of the assumptions. A model description
which accepts outliers has to penalize them less severely [Hub81, HRRS86].
5. For the SOR method to converge, the system matrix has to be strictly positive or negative definite, which
is the case here.
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A typical penalizer function that fulfills this requirement is Ψ(s2) =
√
s2 = |s|. If we replace
the smoothness term in (2.40) by |∇u|, we allow some outliers in smoothness, i.e. we allow
discontinuities in the final result. The energy functional using this penalizer
E(u) =
∫
Ω
(
(u− I)2 + 2α|∇u|) dx (2.44)
corresponds to TV regularization initially introduced by Rudin et al. [ROF92]. It has been
proposed in this form by Acar and Vogel in [AV94]. The Euler-Lagrange equation of this
energy is
(u− I)− α div
( ∇u
|∇u|
)
= 0 (2.45)
so by minimizing the energy one searches the steady-state of TV flow with a bias term:
∂tu = div
( ∇u
|∇u|
)
− 1
α
(u− I). (2.46)
We will see later in Section 2.3.4 that in the discrete 1-D setting of this special case, it is even
not necessary to search for a steady-state of the diffusion equation with bias term, since also
TV flow without bias term yields the minimizer of TV regularization when the diffusion time
t is set equal to α.
For the moment let us focus on the nonlinearity of the system of equations that emerges after
spatial discretization of (2.45) 6. The divergence expression in (2.45) contains Ψ′(|∇u|2) =
1/|∇u|, which depends on u. This is in contrast to the linear system of equations obtained
with the quadratic penalizer where Ψ′ was a constant. Thus the problem to be solved now is
considerably more complicated.
Aside from the immediate, but slowly converging, gradient descent in (2.46), there is a more
efficient way to solve such a nonlinear system of equations7. One can transform the nonlinear
system of equations into a sequence of linear systems by a so-called fixed point iteration scheme
[Cia78, WHS+01]. One starts with some initialization u0 at iteration k = 0 8. Keeping uk
fixed for computing Ψ′(|∇uk|2), we obtain again a linear system of equations. Solving this
linear system leads to uk+1 and an update Ψ′(|∇uk+1|2) can be computed9.
According to Kacˇanov [Cia78], such a fixed point iteration scheme converges under the con-
dition that the linear systems are solved correctly. Since for 2-D data structures like images
an iterative solver is necessary to efficiently solve the linear systems, this condition that the
solver has to fully converge induces rather high computational costs. In practice it is much
more efficient to do only a few iterations on the linear system and then update the fixed point
again. Experimental validation shows that such a procedure leads to a good convergence as
well, yet there is no proof of convergence yet available and one has to set the number of inner
iterations somehow arbitrarily. This is a small deviation from the sound theory of variational
methods for the sake of a more sophisticated model and a higher efficiency.
6. The discretization is the same as described in 2.1.3.
7. From Section 2.1.3 we know that there are also fast implicit methods for solving this parabolic problem,
yet they are also not immediate anymore, and the methods currently available still lead to a slower
convergence than the method described here. See also the thesis of Bruhn for a much deeper insight into
efficient numerical schemes for parabolic and elliptic problems [Bru05].
8. In the case of image denoising u0 = I seems most reasonable.
9. An alternative minimization algorithm with a proof of convergence for the special case of TV regularization
can be found in [Cha04].
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2.3.3 Multi-modal Functionals
We implicitly assumed so far that the considered energy functionals have a unique solution.
However, this can only be ensured by putting some constraints on the functional and its
penalizer function Ψ. It could be proven that if Ψ(s2) in the regularization functional
E(u) =
∫
Ω
(
(u− I)2 + αΨ(|∇u|2|)) dx (2.47)
is increasing and differentiable, and it is convex in s, then there exists a unique minimizer that
is twice differentiable and depends continuously on I [Sch94c]. Note that the penalizer used
in (2.44) is just at the limit to convexity and it is not differentiable in 0. In order to guarantee
a unique minimum, it is therefore necessary to apply an -regularization on the penalizer (cf.
Section 2.1.3). With the penalizer function Ψ(s2) =
√
s2 + 2 with  > 0 a unique solution
can be ensured.
 
Fig. 2.27: Illustration
of continuation methods.
However, what happens if the penalizer is non-convex? In
such a case, the energy functional can have multiple min-
ima. Consequently, the local minimization strategies in-
vestigated so far, converge depending on the initialization
to one of these local minima. This need not necessarily be
the global minimum.
Non-convex penalizer functions are not the only source of
so-called multi-modal functionals, i.e. energy functionals
which have more than one local minimizer. The problem
of local minima becomes even more severe as soon as more
complex models based on nonlinear constraints or the si-
multaneous optimization of two or more functions are con-
sidered. Such models are hardly to avoid as soon as one
considers computer vision problems, where the model has
to abstract more from the given image data10.
There is no general compliance on how do deal with the
problem of local minima. In some cases it is sufficient to
end up in a local minimum that depends on the initializa-
tion. This is often the case in medical applications of seg-
mentation, where a doctor can give a rough outline of the
object to be segmented and the optimization process yields
the next best segmentation based on this initialization. In
other cases, however, it is favorable to be independent from
the initialization. So how to avoid being trapped by a local minimum, when there exists a
much better global optimum? A popular solution is the use of so-called continuation meth-
ods or graduated non-convexity (GNC) methods [BZ87]. The basic idea is to transform the
complicated original functional to a simplified smoother functional, where a unique minimum
exists. See Fig. 2.27 for illustration. Using the heuristic that the minimum of the simplified
functional is a good initialization for solving a less simplified version, it becomes possible to
reach the global optimum of the original functional step by step. The green spot in Fig. 2.27
marks the initialization at the respective level of simplification, and the red spot marks the
10. After discussing image denoising in this section, a more complex model in the field of optic flow computation
will be regarded in Section 4.2. Later in Chapter 5, a variational model for image segmentation will be
investigated.
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minimum reached with this initialization. One can see that the continuation method in this
example makes the optimization indeed independent from the initialization (cf. the blue spot
that marks the optimum found without the continuation method).
 
Fig. 2.28: Continuation
method fails.
However, there are also counterexamples where this proce-
dure must fail. One such example is shown in Fig. 2.28. If
finding the global optimum is literally looking for a needle
in a haystack, then also a simplified functional does not
help. The only solution so far, is to avoid models that
might lead to such unpleasant functionals. Unfortunately,
it is impossible to visualize the huge search space of en-
ergy functionals, yet one can imagine that for example the
multiplication of assumptions
E(u) =
∫
Ω
A1(u) ·A2(u) dx (2.48)
yields very nasty optimization problems.
There is certainly much room for research when it comes to the optimization of increasingly
complex energy functionals. So far, there is quite a range of functionals where the optimization
at least works experimentally, though there is still a proof of convergence missing. Such
examples will be shown in Section 4.2 and Chapter 5. As emphasized before, a variational
approach ensures a sound modelling with all model assumptions clearly stated. However,
heuristics still have to be applied for many optimization problems and cannot guarantee the
global optimum according to the model. Getting more theoretical insight into the optimization
procedures is therefore important to ensure the advantages of variational methods also in the
case of more complex problems.
2.3.4 Variational Denoising and its Relations to Nonlinear Diffusion
We now return to the case of variational denoising, which is already very well understood.
From the Euler-Lagrange equations and the gradient descent equations (2.43) and (2.46)
it has already been possible to observe a strong relation between variational denoising and
nonlinear diffusion described in Section 2.1. Indeed the task of both techniques is the same:
the smoothing of image data. While nonlinear diffusion models this smoothing as a physical
process, the variational approach expresses the task by a smoothness assumption. Both
approaches end up in very similar partial differential equations [KDA97].
Fully implicit time discretization of a diffusion equation. Scherzer and Weickert
[SW00] substantiated the relations between nonlinear diffusion, given by the diffusion equation
∂tu = div (g(|∇u|)∇u) (2.49)
with initial condition u = I, and variational denoising, given by the energy functional
E(u) =
∫
Ω
(
(u− I)2 + αΨ(|∇u|2|)) dx. (2.50)
The minimizer of the energy functional must satisfy the Euler-Lagrange equation
(u− I)− α div (Ψ′(|∇u|2)∇u) = 0. (2.51)
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After rewriting this equation as
u− I
α
= div
(
Ψ′(|∇u|2)∇u) (2.52)
it becomes obvious that it may be regarded as a fully implicit time discretization of the
diffusion equation (2.49) with diffusivity g(s2) = Ψ′(s2), initial value I, and stopping time
t = α. On the basis of this relation, Scherzer and Weickert were able to prove in [SW00] that
many theoretical properties of nonlinear diffusion carry over to variational denoising, like e.g.
the maximum-minimum principle and convergence to the average gray level for α→∞.
From the fact that (2.52) is a fully implicit time discretization of (2.49) it can be expected
that the minimizer of (2.50) approximates the diffusion filter. Indeed the minimizer shown
in Fig. 2.29 on the left looks very much like the result of the corresponding homogeneous
diffusion depicted on the right, though the result of the diffusion process is for convex Ψ a bit
smoother.
Fig. 2.29: Comparison of variational denoising and diffusion. Left: Original image.
Center: Tikhonov regularization with α = 20. Right: Homogeneous diffusion with t = 20.
Equivalence of diffusion and variational denoising. While the above-mentioned relation
establishes an approximation between the corresponding processes, one may be interested in
results where one can establish even equivalence between a diffusion filter and a variational
method. For simplicity we consider only the one-dimensional versions of the filtering tech-
niques. Some of the results also carry over to the higher dimensional case.
Nielsen et al. [NFD97] have shown that the solution of the linear diffusion filter [Iij62, WII99]
ut = uxx (2.53)
u(x, 0) = I(x)
at time t = α may be regarded as the exact minimizer of an energy functional with an infinite
number of penalizing terms of arbitrarily high order:
E(u) =
∫
R
(
(u− I)2 +
∞∑
k=1
αk
k!
(
dku
dxk
)2)
dx. (2.54)
An equivalent result has also been obtained earlier by Yuille and Grzywacz in the context of
visual motion perception [YG88a, YG88b].
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Another linear PDE-based filter is given by the pseudodifferential equation [FS01, DFdGtH04]
ut = −
√
− ∂
2
∂x2
u (2.55)
u(x, 0) = I(x).
Duits et al. [DFdGtH04] have shown that this so-called Poisson scale-space may be regarded
as the exact minimizer of
E(u) =
∫
R
(I − u)2 + ∞∑
k=1
αk
k!
((
− d
2
dx2
)k/4
u
)2 dx. (2.56)
Obviously, people have been able to derive energy functionals that are equivalent to the evo-
lution equation only in the linear case, so far. Moreover, these functionals are relatively
complicated, since they involve an infinite number of regularizing terms.
Surprisingly, it turns out that there exists a nonlinear framework, in which there is an equiv-
alence between diffusion filtering and regularization, that has a significantly simpler structure
than equivalences in the linear case. This framework is given by TV regularization, defined
by (2.44), and TV flow, described in Section 2.1.1.
In Section 2.1.1 it has been exposed that in the spatially discrete 1-D case it is possible to
derive an analytical solution of TV flow by means of a couple of evolution rules. Analytical
results have also been derived for continuous TV regularization by Strong [Str97] and for the
taut-string algorithm in statistics by Mammen and van de Geer [MvdG97]. In accordance with
these findings evolution rules for space-discrete TV regularization are proven in Appendix A.
The structure of this proof is in analogy with the proof for TV flow.
Since the evolution rules derived for TV regularization turn out to be exactly the same rules
as those for TV flow, this immediately establishes equivalence between both filtering methods
in the discrete 1-D setting. The same result has independently been shown later on by Pollak
et al. [PWH05].
Comparing numerical schemes for TV flow to numerics for TV regularization.
The equivalence between TV flow and TV regularization is quite useful, not only for putting
oil on troubled waters of advocators of both paradigms, but also for transferring theoretical
results or even numerics from diffusion to variational denoising and vice versa.
In Section 2.1.3 several numerical schemes for TV flow have been compared with regard to
their accuracy. The equivalence between TV flow and TV regularization allows to add also
a numerical scheme for TV regularization to this comparison. For transferring the results to
higher dimensions, however, it has to be noted that equivalence is solely proven in 1-D so far.
The Euler-Lagrange equation of the TV regularization functional yields, after discretization,
a nonlinear system of equations that can be transformed into a sequence of linear systems
by means of fixed point iterations (cf. Section 2.3.2). As we compare only 1-D schemes11,
the Thomas algorithm [Tho49, WtHV98] can be applied in order to solve the linear systems.
The critical parameter with regard to the accuracy is the number of fixed point iterations. In
Fig. 2.32 one can see the L2-error in comparison to the errors of the various diffusion schemes
in dependence on the level of accuracy. The number of fixed point iterations for each level of
accuracy in the diagram has been set to the number of iterations needed for the AOS scheme
11. Only in 1-D the correct solution is available, thanks to the analytic solution, and allows a fair comparison.
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at the same level. It can be observed that for very fast but inaccurate processing, the AOS
scheme is more appropriate. Fig. 2.31 reveals that the output is too close to the original
signal, if the number of iterations is too small. On the other hand, after a certain number
of iterations the regularization approach is more accurate and can even reach the accuracy of
the two-pixel scheme. A comparison of the convergence of three different TV regularization
algorithms can be found in [Vog02].
Fig. 2.30: Blue Line: Input signal from Fig. 2.18.
Red Line: Exact solution of TV flow after t = 1.75.
Fig. 2.31: Evolution result for the signal in Fig. 2.30 after diffusion time t = 1.75.
Blue Line: Exact solution of TV flow.
Black Line: TV regularization with  = 0.001 and 70 iterations.
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Fig. 2.32: Comparison of the average L2-error with various numerical schemes for TV flow
including implementation via TV regularization. The underlying signal is depicted in Fig. 2.30.
Diffusion time t = α = 1.75. See also Fig. 2.18-2.21.
3 Image Processing Techniques inHyperbolic Conservation Laws
Faith is a poor substitute for logic and reason.
In the previous chapter, special nonlinear diffusion filters have been presented. The reader
may recall the term of diffusion actually from another subject in science: physics. Indeed
the motivation of many diffusion equations has been adopted from physics. It is solely the
reinterpretation of mass as the image gray value that allows for the application of the same
process in image processing, which is, in principle, a very different field of research with dif-
ferent objectives.
Apart from diffusion processes, there are other concepts from physics that have found their
application in image processing. Starting with Rudin’s Ph.D. thesis in 1987 [Rud87], many
ideas from computational fluid dynamics and the numerics of hyperbolic conservation laws
have entered the field of image processing. Problems of fluid dynamics and hyperbolic con-
servation laws involve the formation of shocks. On the image processing side, image edges
carry important information and may be regarded as shocks as well. For instance, a common
problem in image processing is concerned with blurred edges. So it is a natural idea to ap-
ply shock-enhancing concepts from computational fluid dynamics to enhance edges in images
[OR90, OR91].
In another application, travelling shock waves are regarded as evolving object contours. Track-
ing the level lines of a function allows for the modelling of morphological operators like dilation
and erosion within the so-called level set framework [DT79, OS88]. Going a step further and
embedding a curve as the zero-level line into an auxiliary function, the so-called embedding
function or level set function, leads to implicit active contours [CCCD93, MSV95, CKS95,
KKO+95] which perform the evolution of an object contour within the level set framework.
This technique will be part of the segmentation method introduced in Chapter 5.
While numerical ideas for hyperbolic conservation laws had undoubtedly a strong impact on
modern image analysis, fertilization in the inverse direction – where image processing meth-
ods are applied to improve the numerics of hyperbolic conservation laws – have started only
recently: in [GMS02, GS02] different variants of numerical schemes are proposed that com-
bine the second order Lax-Wendroff scheme with anisotropic diffusion filtering as it has been
developed in image processing [Wei98a]. A related technique has been published in [Wei02].
Both strategies start with a hyperbolic scheme that gives sharp shock resolution, but suffers
from oscillations in the shock areas. Anisotropic diffusion regards such oscillations as noise
at edges that can be removed by smoothing along the edge.
The other way round, one could as well be interested in enhancing a monotone hyperbolic
scheme which prevents oscillations but in return introduces blurring effects that reduce the
shock resolution. An adequate inverse diffusion filter can reduce such blurring effects.
The concept to use image enhancement methods in order to improve numerical schemes in
fluid dynamics is the topic of the present chapter. Research in this field has been in coopera-
tion with Michael Breuß and Andrea Bu¨rgel from the Technical University of Braunschweig.
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Hyperbolic conservation laws. Many problems in fluid dynamics satisfy hyperbolic con-
servation laws of type
∂tu+ ∂x(f(u)) = 0 (3.1)
where u := u(x, t) is a scalar-valued function of a one-dimensional space variable x and time
t, and where the flux function f(u) is supposed to satisfy f ′(u) ≥ 0. Furthermore, reflecting
boundary conditions are assumed.
Depending on the flux function f(u) and the complexity of the initial condition, there is
often no analytic solution for differential equations of such type. One is therefore interested
in finding numerical solutions by approximating the differential equation with a numerical
scheme.
In this chapter, three different prototypes for flux functions f(u) are considered:
• Linear advection
∂tu+ ∂xu = 0 (3.2)
This is a simple linear partial differential equation which just shifts the mass in positive
spatial direction with speed 1.
• Inviscid Burgers’ equation
∂tu+ ∂x
(
1
2
u2
)
= 0 (3.3)
This is a nonlinear equation with the flux function being convex in u. It is basically
the simplest model that includes nonlinear effects of fluid dynamics. In contrast to the
linear advection equation, Burgers’ equation creates shocks [LeV92].
• Buckley-Leverett equation
∂tu+ ∂x
(
u2
u2 + 12(1− u)2
)
= 0 (3.4)
As the most complex case considered here, this nonlinear equation contains a flux func-
tion which is non-convex in u. It is a model for two phase fluid flow in a porous medium,
as it is applied in oil reservoir simulation [LeV92].
When considering numerical schemes for computing solutions of these equations, one is mainly
interested in discontinuities. These discontinuities are either already part of the initial condi-
tion or emerge during the evolution because of the appearance of shocks.
Unfortunately, discontinuities are not only the most interesting part of the solution, they also
cause most of the problems in the numerical schemes. Basically, one has the choice between
schemes that lead to oscillations at discontinuities, or schemes that introduce an artificial
viscosity and therefore smear across discontinuities.
A popular strategy to avoid this dilemma is the smart mixture of both types of methods,
such that oscillations are prevented while the amount of artificial diffusion is kept as small
as possible. Such methods are called TVD methods or high resolution methods as they both
diminish the total variation and yield a high resolution at shocks [LeV92].
The concept to distinguish between smooth areas and shocks in order to choose the mixture
coefficients in TVD methods has further led to an even more advanced type of numerical
schemes, the so-called essentially non-oscillatory (ENO) schemes [HOEC86, Har87, Son97]
and weighted ENO (WENO) schemes [LOC94]. In the presence of discontinuities, these semi-
discrete schemes interpolate with a high order polynomial that is constrained to introduce
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as little oscillations as possible. Due to the continuous modelling of discontinuities, these
schemes can yield a very high shock resolution. On the other hand, ENO schemes are quite
complex, which has negative influence on computational efficiency and amenability for theo-
retical analysis.
There is another possibility to deal with the above-mentioned problems while keeping things
simple. The idea is to decide for one type of scheme, either a second order oscillating one
or a first order monotone one, and to remove the typical artifacts by an adequate filtering
process. For a second order scheme, which introduces oscillations, an appropriate nonlinear
diffusion filter is to be employed, while a shock filter or inverse diffusion filter is the right
choice in order to remove the dissipative artifacts of a first order scheme. In the following
both strategies are discussed.
3.1 Second Order Lax-Wendroff Improved by TV Flow
A popular second order method is the Richtmyer two-step Lax-Wendroff scheme [LW60,
RM94]:
u
k+1/2
i+ 1
2
=
1
2
(uki + u
k
i+1)−
τ
2h
(
f(uki+1)− f(uki )
)
uk+1i = u
k
i −
τ
h
(
f(uk+1/2
i+ 1
2
)− f(uk+1/2
i− 1
2
)
) (3.5)
with time step size τ and spatial grid size h, which is h = 1 unless stated otherwise. Fig. 3.1
shows a solution computed with Lax-Wendroff for the linear advection equation together with
the initial condition. One can clearly make out the oscillations introduced by the scheme.
From a signal processing point of view, these oscillations can be regarded as noisy artifacts
which can be reduced by means of an adequate filter. For this purpose, Engquist et al. [ELS89]
designed a special nonlinear filter which removes oscillations but seeks to leave the remainder
of the solution untouched.
The works of Grahs et al. [GMS02, GS02] and Wei [Wei02] are based on the same basic
concept, however, they employ a nonlinear anisotropic diffusion filter for removing the oscil-
lations. As nonlinear anisotropic diffusion is described by a partial differential equation, this
has the advantage that the dissipation is explicitly known. This is in contrast to the filter in
[ELS89] which is defined in an algorithmic way.
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Fig. 3.1: Linear advection. Cyan Line: Initial condition.
Black Line: Correct solution after t = 100. Blue Line: Lax-Wendroff with τ = 0.5.
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Unfortunately, the utilized anisotropic diffusion filters contain lots of parameters, which can
be difficult to choose. When applying the numerical scheme in practice, it might be unclear
whether a certain effect is due to the physical equation or due to an inappropriate parameter
setting.
At this point, the reader may recall TV flow from Section 2.1.1. TV flow is known to remove
oscillations very well and it does not contain a contrast parameter like many other types of
nonlinear diffusion. Thus it makes sense to consider a TV diffusion filter in order to deal
with the oscillations emerging from the Lax-Wendroff method. This has been suggested in
[BGS02, Bu¨r05]. In comparison to the filter in [ELS89] and the anisotropic diffusion filter in
[GMS02], the method is simpler and therefore better to analyze.
An important issue is the coupling of the Lax-Wendroff scheme and the diffusion process.
It can be achieved by a multiplicative splitting, i.e., by alternating the scheme in (3.5) and
discretized TV flow1:
u
k+1/3
i+1/2 =
1
2
(uki + u
k
i+1)−
τ
2h
(
f(uki+1)− f(uki )
)
u
k+2/3
i = u
k
i −
τ
h
(
f(uk+1/3i+1/2 )− f(u
k+1/3
i−1/2 )
)
uk+1i = u
k+2/3
i + τα
 uk+2/3i+1 − uk+2/3i√(
u
k+2/3
i+1 − uk+2/3i
)2
+ 2
− u
k+2/3
i − uk+2/3i−1√(
u
k+2/3
i − uk+2/3i−1
)2
+ 2

(3.6)
where  > 0 is a small constant for stabilizing the numerics of TV flow as discussed in
Section 2.1.3. The coupling parameter α determines the amount of TV flow added to the
scheme. In [GMS02] it was pointed out that the amount of artificial diffusion has to be scaled
with the spatial grid size h in order to ensure consistency. This scaling exactly cancels out in
the scheme when TV flow is involved.
Note that the third step in (3.6) may be replaced by several TV flow iterations with time step
size smaller τα or by a semi-implicit implementation of TV flow. This is necessary as soon as
τα > h
2
2 .
The parameter  is only needed to ensure stability of the TV flow implementation. It can be
set to a fixed value, keeping in mind that it has to be scaled linearly with the contrast in the
data. In the examples shown here, it has been set to  = 0.0001. Using the two-pixel numerics
for implementing the third step of (3.6), this parameter disappears completely.
The amount of supplemented TV flow α, however, remains as a free parameter in the scheme.
Alternatively, it has been suggested in the scope of TV regularization to vary α locally and
to determine it by means of the local variance in the data [BGS02].
Fig. 3.2 shows the impact of TV flow on the Lax-Wendroff scheme. Applying the combined
scheme to the linear advection equation, one can see that thanks to TV flow the oscillations
are removed whereas the rest of the solution hardly suffers from the filtering operation.
Unfortunately, the concept does not work that well with other settings. Fig. 3.3 displays
the performance of the method in case of Burgers’ equation. Obviously, a larger amount of
TV flow needs to be supplemented here to avoid oscillations in the solution. However, this
introduces a significant phase shift. This may be explained by the large amount of mass that
1. See also Section 2.1.3
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Fig. 3.2: Linear advection. Cyan Line: Initial condition.
Black Line: Correct solution after t = 100. Blue Line: Lax-Wendroff with τ = 0.5.
Red Line: Combined Lax-Wendroff and TV flow with τ = 0.5 and α = 0.01.
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Fig. 3.3: Burgers’ equation. Cyan Line: Initial condition.
Black Line: Correct solution after t = 100. Blue Line: Lax-Wendroff with τ = 0.5.
Red Line: Combined Lax-Wendroff and TV flow with τ = 0.5 and α = 0.01.
Green Line: Combined Lax-Wendroff and TV flow with τ = 0.5 and α = 0.03.
is spuriously distributed into the flat regions on the left and the right. Note that the phase
error also occurs for α = 0.01 where the solution still contains considerable oscillations. Thus
the problem cannot be solved by smaller α. It is a constitutional problem of TV flow which
considers also the two large boundary regions as oscillation.
Similar problems appear when the scheme is applied to the Buckley-Leverett equation. Also
here, TV flow transfers mass from the left boundary region to the right one. Although the
shock is closer to its correct position than in the unfiltered version, the result is not satisfac-
tory. Interestingly, replacing TV flow by simple homogenous diffusion ut = uxx leads to much
better results.
A possible way to improve the results is to restrict the filtering to local areas with an un-
reasonable entropy production [GS02]. This resembles the concept in [BGS02] to change α
locally by means of the local variance. More details about numerical schemes that apply TV
filtering in order to remove oscillation artifacts in hyperbolic conservation laws can be found
in the thesis of Bu¨rgel [Bu¨r05].
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Fig. 3.4: Buckley-Leverett equation. Cyan Line: Initial condition.
Black Line: Correct solution after t = 100. Blue Line: Lax-Wendroff with τ = 0.5.
Red Line: Combined Lax-Wendroff and TV flow with τ = 0.5 and α = 0.05.
Green Line: Combined Lax-Wendroff and homogeneous diffusion with τ = 0.5 and α = 0.25h .
3.2 First Order Upwind Improved by Nonlinear Inverse Dif-
fusion
The approach of the last section has been based on the removal of oscillation artifacts in-
troduced by a second order scheme. On the other hand, there are also monotone first order
schemes for hyperbolic conservation laws that do not produce oscillations at shocks. In re-
turn, they suffer from strong dissipation, since they involve a significant amount of numerical
diffusion to achieve their favorable stability properties.
Taking such a scheme as starting point, the goal of an adequate filtering technique is not to
remove oscillations while keeping the shock resolution, but, vice-versa, to improve the shock
resolution while keeping monotonicity. Ideally, such an improved monotone scheme should
also turn the first order basis method having low accuracy into a higher accurate second-order
method. This can be achieved by applying an appropriate filter not only at shocks but also
in other areas of the solution in order to balance the immoderate numerical viscosity of the
first order scheme.
The basic idea of such a procedure is not completely new, but is the main concept of the class
of flux-corrected transport (FCT) schemes [BB73, BBH75, BB76, Zal79]. The scheme intro-
duced in this chapter, however, offers the advantage of being applicable also to the important
class of nonlinear conservation laws. This is in contrast to classical FCT schemes which are
originally restricted to linear processes.
Upwind scheme. Starting point of the suggested method is the Upwind scheme:
uk+1i = u
k
i −
τ
h
(
f(uki )− f(uki−1)
)
. (3.7)
If the usual CFL condition is satisfied [CFL28, LeV92], this scheme is a generalized monotone
scheme, i.e., it is local extremum diminishing (LED). Furthermore, it does not introduce new
extrema during a computation, i.e., it diminishes the number of extrema (NED).
However, the Upwind scheme has a severe disadvantage: it suffers from undesirable blurring
effects, see Fig. 3.5. To quantify these viscous artifacts the scheme (3.7) can be written in its
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viscous form
uk+1i = u
k
i −
τ
2h
(
f(uki+1)− f(uki−1)
)
︸ ︷︷ ︸
(A)
+
τ
h
Q+,ki
(
uki+1 − uki
)
− τ
h
Q−,ki
(
uki − uki−1
)
︸ ︷︷ ︸
(B)
. (3.8)
The underlying idea behind this decomposition is to consider part (A) as a second order
approximation of (3.1) in space (and first order in time), while part (B) is (in leading order)
the discrete counterpart of the numerical diffusion incorporated in the method.
One easily verifies that (3.7) and (3.8) can be made identical by choosing viscosity coefficients
Q+i and Q
−
i that satisfy
Q+,ki =
f(uki+1)− f(uki )
2(uki+1 − uki )
and Q−,ki =
f(uki )− f(uki−1)
2(uki − uki−1)
. (3.9)
for ukl+1 6= ukl , l ∈ {i, i−1}. Note that the assumption f ′(u) ≥ 0 ensures that the viscositiesQ±i
are nonnegative. Since the viscosities are proportional to the diffusion coefficients, it follows
that forward diffusion takes place. This numerical diffusion is responsible for the undesirable
blurring effects that emerge with this first order method. One observes that, in spite of the
simplicity of the Upwind scheme, an inherent diffusion process with nonlinear viscosities Q±i
is involved. These nonlinear viscosities are inversely proportional to the derivative of u. In
this respect, they closely resemble the diffusivities of TV flow.
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Fig. 3.5: Linear advection. Cyan Line: Initial condition.
Black Line: Correct solution after t = 100. Blue Line: Upwind scheme with τ = 0.5.
The numerical diffusion of the Upwind scheme creates severe blurring artifacts.
Stabilized nonlinear inverse diffusion. Since with (3.9) the numerical diffusion coefficients
are known, it becomes possible to improve the Upwind scheme by applying a filter that negates
exactly this amount of diffusion. Let uk+1/2i denote the data obtained with the Upwind scheme
(3.7) from uki . Then the inverse diffusion step that removes the numerical diffusion reads:
uk+1i = u
k+1/2
i −
τ
h
(
Q
+,k+1/2
i
(
u
k+1/2
i+1 − uk+1/2i
)
−Q−,k+1/2i
(
u
k+1/2
i − uk+1/2i−1
))
. (3.10)
One may argue that the complete removal of the viscous part (B) in (3.8) leads to the instable
scheme (A). This is indeed true. To keep the stability properties of the Upwind scheme, it
is therefore necessary to stabilize the inverse diffusion process in such a way that it does not
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Fig. 3.6: Left: Original image with blurred edges.
Right: Image sharpened with stabilized inverse diffusion [OR91].
create new extrema in the solution.
The concept of stabilized inverse diffusion is known from image enhancement, where it has
been utilized for the purpose of edge sharpening [OR91, GSZ02]. A very popular alternative
in image enhancement are variational deconvolution techniques [YK96].
In [GSZ02] stabilization of inverse diffusion is achieved by coupling it with nonlinear forward
diffusion. The resulting filter applies inverse diffusion only for a limited range of slopes,
while for all other slopes, forward diffusion ensures stability and the removal of image noise.
Designed for image enhancement, this kind of stabilization is not well applicable for the inverse
diffusion in (3.10).
Variational deconvolution performs a similar task as inverse diffusion by minimizing the energy
functional [YK96]
E(u) =
∫
R
(
(K ∗ u− I)2 + α|ux|2
)
dx (3.11)
with the blurring kernel K and the input signal I. Thus one searches a solution u that, when
it is convolved with the kernel K, leads to the observed signal I. The second term of the
functional is a regularizer that ensures a smooth solution. Unfortunately, the gradient descent
that is usually employed for minimizing (3.11) converges very slowly. Moreover, the solution in
general contains oscillations. Albeit these oscillations are limited in their magnitude, applying
such a method to hyperbolic conservation laws does not yield a monotone scheme. It was tried
in the course of this thesis to apply a variational deconvolution technique for reverting the
numerical diffusion of the Upwind scheme, yet the results have not been satisfactory.
A much more successful approach is based on the filter proposed in [OR91]. This filter
stabilizes the space-discrete version of the inverse heat equation
∂tu = −uxx. (3.12)
Its concept is to stop the inverse diffusion at extrema, thereby explicitly inhibiting over- and
undershoots. A continuous model for this stabilized process can be written as:
∂tu = (g(|ux|)ux)x with g(|ux|) =
{ −1 if |ux| 6= 0
0 else
(3.13)
yet as the model itself creates shocks, ux does not exist at the shock location, thus (3.13)
is very difficult to analyze. However, we are anyway interested in the space-discrete setting.
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Starting with a discretization of (3.12):
uk+1i = u
k
i − τh
(
gi+1/2 − gi−1/2
)
gi+1/2 = uki+1 − uki
(3.14)
the filter in [OR91] applies the minmod function
minmod(a,b, c) := sgn(b)max
(
0,min(sgn(b)a, |b|, sgn(b)c)) (3.15)
in order to obtain new, stabilized flux coefficients
g˜i+1/2 = minmod
(
gi−1/2, gi+1/2, gi+3/2
)
(3.16)
which are 0 in the presence of extrema. One can verify that the resulting flux limited inverse
diffusion process is ensured not to yield over- or undershoots. Indeed it has been shown in
[OR91] that the filter satisfies a local minimum-maximum principle. Fig. 3.6 depicts the cor-
responding 2-D filter applied to a blurred image. Obviously, edges are enhanced considerably,
whereas the filter does not introduce any oscillations. Furthermore, the filter is mass conser-
vative, which is very important for its application in hyperbolic conservation laws.
This type of stabilization appears appealing to design an inverse diffusion filter that negates
the numerical diffusion of the Upwind scheme. Whereas the inverse diffusion filter in [OR91]
negates linear diffusion, however, the Upwind scheme necessitates a filter that can deal with
the nonlinear diffusion coefficients emerging from the viscous form in (3.8).
Fortunately, an extension to the nonlinear case turns out to be straightforward. Setting the
flux coefficients to
gi+1/2 = Q
+,k+1/2
i
(
u
k+1/2
i+1 − uk+1/2i
)
(3.17)
the minmod function can be employed to obtain
g˜i+1/2 = minmod
(
gi−1/2, gi+1/2, gi+3/2
)
. (3.18)
This yields the following stabilized version of the filter in (3.10):
uk+1i = u
k+1/2
i −
τ
h
(
g˜i+1/2 − g˜i−1/2
)
. (3.19)
The resulting numerical scheme that alternates the Upwind scheme and inverse diffusion
according to (3.19) has some very pleasant properties:
• It satisfies a local discrete minimum-maximum principle. This follows from the fact
that both the Upwind scheme and the inverse diffusion step satisfy such an extremum
principle. More details can be found in [BBSW05].
• In contrast to contemporary high resolution methods, the scheme is simple and hence
better accessible to a profound theoretical analysis. Furthermore, and in contrast to
the approach in Section 3.1, there are no tuning parameters in the filtering step, since
the necessary amount of inverse diffusion can be derived directly from the underlying
Upwind scheme.
Fig. 3.6 further shows that the basic stabilized inverse diffusion scheme from [OR91] is well
applicable to two-dimensional data. Thus it is expected that the scheme can be generalized
quite easily to higher dimensions.
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Fig. 3.7: Linear advection with t = 100 and τ = 0.5. Bottom: Zoom.
Cyan Line: Initial condition. Black Line: Correct solution. Blue Line: Conventional Upwind.
Green Line: Lax-Wendroff filtered with TV flow (α = 0.01). Indigo Line: TVD method.
Red Line: Upwind with inverse diffusion.
Experiments. Like in the last section, the method is evaluated in three different test cases,
which comprise linear advection, the square-wave solution of Burgers’ equation, and the nu-
merical solution of a Riemann problem for the Buckley-Leverett equation. Additionally, an
order test determines the empirical order of convergence of the new scheme.
In the experiments, the scheme is also compared to a contemporary TVD method with the
van Leer slope limiter. For details on this method see [GR91, LeV92]. Note that there is a
wide variety of possibilities to obtain higher order accuracy in standard TVD schemes, e.g.,
flux limiting, slope limiting, or ENO schemes. The chosen TVD method is supposed to be a
good representative for this class of techniques and the used test cases.
Fig. 3.7 - Fig. 3.9 show that the new scheme (red line) compares favorably to alternative
schemes. In particular, one can see the improved accuracy compared to the Upwind scheme
without an inverse diffusion step (blue line). Also its comparison to the combination of an
oscillating second order method with TV diffusion (green line) indicates that the strategy to
start with a monotone scheme may have advantages compared to the approach presented in
the last section. Particularly note that the new scheme does not involve any tuning parameters
as the amount of inverse diffusion is given explicitly by the Upwind scheme.
The scheme can even keep up with the performance of a TVD scheme. Though the results
are not the same, the absolute total error is approximately the same.
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Fig. 3.8: Burgers’ equation with t = 100 and τ = 0.5. Bottom: Zoom.
Cyan Line: Initial condition. Black Line: Correct solution. Blue Line: Conventional Upwind.
Green Line: Lax-Wendroff filtered with TV flow (α = 0.01). Indigo Line: TVD method.
Red Line: Upwind with inverse diffusion.
] nodes h τ time steps L1-error EOC
20 0.1 0.0001 20000 0.394969 -
40 0.05 0.0001 20000 0.135555 1.54286
80 0.025 0.0001 20000 0.0508049 1.41584
160 0.0125 0.0001 20000 0.0147794 1.78138
320 0.00625 0.0001 20000 0.00460051 1.68372
Tab. 3.1: Arrangement of the computational parameters for the numerical convergence study
together with the corresponding L1-error and the experimental order of convergence (EOC).
This qualitative behavior is affirmed by the order test2 shown in Tab. 3.1. For this test, the
smooth initial data
u(x, 0) = sin(pix)
has been propagated by the linear advection equation on a grid over [−1, 1] with periodic
boundary conditions. Thus after time t = 2 the correct solution of the differential equation
exactly matches the initial condition. By measuring the error e(h) of the numerical solution
in the L1-Norm for a sequence of spatial grids with diminishing mesh widths h, one can
determine the experimental order of convergence EOC defined by
EOC :=
log
(
e(h)
e(h/2)
)
log (2)
.
2. which has been kindly provided by Michael Breuß
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Fig. 3.9: Buckley-Leverett equation with t = 100 and τ = 0.5. Bottom: Zoom.
Cyan Line: Initial condition. Black Line: Correct solution. Blue Line: Conventional Upwind.
Green Line: Lax-Wendroff filtered with TV flow (α = 0.05). Indigo Line: TVD method.
Red Line: Upwind with inverse diffusion.
The results show that the inverse diffusion turns the classical Upwind scheme from first order
to nearly second order.
The most interesting issues that are subject to future research are the application of the
scheme to vector-valued conservation laws and its extension to higher dimensions. Actually
this extension is quite straightforward, since both the Upwind scheme and the inverse diffusion
filter are available also for higher dimensions. However, the inverse diffusion filter proposed
in [OR91] is not rotationally invariant, i.e., transporting a circular structure will lead to a
rectangular solution. Finding a remedy to this problem is not easy, especially since the filter
still has to interact with the Upwind scheme and its numerical diffusion.
4 Low Level Vision
We’ve all heard that a million monkeys banging on a million typewriters
will eventually reproduce the entire works of Shakespeare.
Now, thanks to the Internet, we know that this is not true.
Robert Wilensky
Academic
Chapter 2 has dealt with PDE-based techniques for signal processing. Although the focus has
been put on images, the techniques presented there are general enough to process also other
data. Such an example has been shown in Chapter 3.
In this chapter we will turn back to images with the motivation to extract basic features that
play an important role in visual perception and are thus useful for image segmentation in
Chapter 5. This task is called here low level vision in order to indicate the basic stage of the
computer vision task: the processed structures still have the form of images and the data is
not yet interpreted in any of the methods.
Two main topics are examined in this chapter: texture and optic flow. The term texture
is unfortunately a quite loosely defined expression. Although it is clear what is meant with
texture in the broad sense, there is no general compliance on which task a texture model has
to satisfy. Which parts of an image should be modelled as texture and which parts as sepa-
rate objects? In this thesis, texture is regarded as local, small scale structure and motivated
as input feature for image segmentation. This restriction yields the possibility to develop a
feature model that works well together with image segmentation. It should be noticed that
texture may also be seen in a much broader sense, yet this is beyond the scope of this thesis.
In contrast to texture, the term optic flow is very well defined: it is the displacement field
between two images, and it is feasible to work out a sound variational model to estimate this
displacement field. Optic flow is mostly used in motion analysis, yet it is also applicable in
the scope of image registration or stereo vision. Apart from that, optic flow can serve as cue
for structure from motion, image segmentation, and tracking. Thus, like texture, also optic
flow is used as feature for image segmentation in Chapter 5.
Note that optic flow also includes the computation of disparity from a pair of stereo images.
Disparity would be a further useful feature for image segmentation. However, optic flow is
computed here without respecting the so-called epipolar constraint that emerges from a cal-
ibrated camera system, so one solves a much harder problem than actually necessary. As
this has negative effects on the results when compared to methods specifically designed for
computing disparity, the possibility to handle stereo images is only briefly discussed in an
experiment at the end of this chapter. A technique that computes the disparity including the
epipolar constraint, and which is similar to the optic flow technique suggested in this chapter,
can be found in [RD96, ADSW02].
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The general idea in this chapter - in particular when considering the case of optic flow com-
putation - is the extension of the sound mathematical modelling from Chapter 2 to more
complex problems than image denoising, showing that theoretical foundation also goes well
together with successful algorithms of higher degree of complexity. Large parts of the work
on optic flow estimation have been in cooperation with Andre´s Bruhn and Nils Papenberg.
4.1 Texture Discrimination
As already mentioned, the exact definition of texture is not easy. In the early work of Julesz
[Jul81, Jul86], texture has been defined as the repetition of basic image elements, so-called
textons. From the theoretical point of view, textons are quite attractive. They can be as-
sembled by so-called sketches, which model the grouping of the textons. A recent theoretical
overview based on this concept has been presented in [ZGWW02].
The arising question is how to extract textons from the image. Assuming that a texture can
be represented by a linear combination of basis functions, one can measure at every position
how much each basis function correlates with the image. This comes down to a convolu-
tion of the image with the basis functions. Using these convolution results as weights in the
linear combination, the texture can be regenerated approximatively. By modelling also the
stochastic process behind the grouping of basis functions, it becomes even possible to create
new, similar patches of the texture. This is often done by means of Markov models, see e.g.
[WZG02].
The problem of this extraction procedure is the large number of basis functions that is neces-
sary to represent a texture properly. At this point, it should be noted that a complex texture
representation which can regenerate a texture very well need not necessarily be suitable for
texture discrimination. As long as two different textures are not separated yet, i.e. before
segmentation, it is very difficult to estimate simultaneously both the complex texture models
and the boundary between the textures.
For this reason, often simplified discriminative texture models are used for segmentation pur-
poses. In these models the number of basis functions is greatly reduced. Or it is assumed that
textures can be distinguished by means of certain features extracted in a local neighborhood.
A variety of such features can be found, e.g, in [RdB93]. The advantage of discriminative
texture models is that they lead to a low-dimensional feature space. Hence, though they can-
not describe textures in full detail, they are well suited for pre-attentive vision tasks, where
a segmentation is not available yet, and the texture is to serve as cue in order to facilitate
segmentation.
Gabor filter bank. The most popular set of basis functions is described by a so-called Gabor
filter bank [Gab46]. Each basis function in a Gabor filter bank has one preferred orientation
and scale. Thus convolution of the image with each filter yields high responses at those posi-
tions in the image where the local structure fits the orientation and scale of the filter.
Gabor filters have attained high popularity, in particular because neuroscience has found a
similar behavior of neuronal cells in the primary visual cortex of primates. Since then, a lot
of research aimed on determining a model that best fits the responses measured in the visual
cortex [Mar80, Dau85, Fie87]. Moreover, several works on texture segmentation based on
Gabor filters are available in the literature, e.g. [BCG90, DHW94, SSZ01, PD02b].
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In principle, the Gabor function is a Gaussian function modulated by an oriented sinusoidal
wave with orientation φ and frequency f :
Gφ,f (x, y) =
1
2piσ2
e−
x2+y2
2σ2 · e2pifi(x cosφ+y sinφ). (4.1)
The standard deviation σ of the Gaussian is mostly set dependent on the frequency f of the
wave function. This is reasonable, since both parameters of the Gabor function determine
the scale of the local structure that is sought to respond to the filter. The relation between σ
and f is expressed as [PNNT96]:
σ = 3
√
2ln2
2pi
f. (4.2)
Typically, 4 different orientations and 3 different scales are used for a Gabor filter bank. They
are set here to φ ∈ {0, pi4 , pi2 , 3pi4 } and f ∈ {0.2, 0.35, 0.5}. Fig. 4.1 shows the corresponding
filter stencils. Sometimes more filters are applied, but this increases not only the accuracy of
sampling but also the redundancy of the filter bank and the dimension of the feature space.
Fig. 4.1: Gabor filter stencils with 4 different orientations φ ∈ {0, pi4 , pi2 , 3pi4 }
and 3 different frequencies f ∈ {0.2, 0.35, 0.5}.
Upper Row: Real part. Lower Row: Imaginary part.
Instead of using directly the responses of the Gabor filters for texture discrimination, mostly
the so-called Gabor energy
Eφ,f =
√
(I ∗ <(Gφ,f ))2 + (I ∗ =(Gφ,f ))2 (4.3)
is used, where < and = denote the real and imaginary part, respectively. This reduces the
dimension of the feature vector by one half. The Gabor energies for the sample image in
Fig. 4.2 are depicted in Fig. 4.3.
Fig. 4.2: Zebra image (220× 140).
Motivation for a sparse texture feature space.
Basically the Gabor filter bank extracts nothing else
than the magnitude, orientation, and scale of local tex-
ture elements. However, these texture properties are
hidden in highly redundant features. While this rep-
resentation is positive for regenerating the texture, for
texture discrimination it would be favorable to reduce
the redundancy in order to obtain a low-dimensional
feature space.
Following this argumentation, I now show a different way how to extract the texture mag-
nitude, orientation, and scale from the image by using the structure tensor from Section 2.2
and a new measure for scale. This leads to a 4-dimensional feature space holding basically
the same information as the 12-dimensional Gabor feature space, what makes segmentation
more efficient.
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Fig. 4.3: Gabor energy for the filter stencils shown in Fig. 4.1 and the zebra image in Fig. 4.2.
Same order as in Fig. 4.1 from left to right, top to bottom.
4.1.1 Texture Magnitude, Orientation, and Homogeneity of Orientation
Already in [RS91] and [BGW91] the structure tensor from Section 2.2 has been suggested for
texture discrimination. This is reasonable, as the structure tensor has been introduced as a
tool for estimating the orientation of local structure, which is an important feature for discrim-
inating textures. Additionally, the structure tensor contains the magnitude of the structure
and, thanks to local smoothing, cues about the homogeneity of the local orientation. All these
are reasonable features for texture discrimination.
In Section 2.2.2 it has been stressed that the conventional structure tensor with its Gaussian
smoothing involved is not perfect regarding the estimation accuracy. This is because the
Gaussian convolution leads to blurring effects. An extension has been introduced, the nonlin-
ear structure tensor, which replaces Gaussian convolution by nonlinear diffusion and therefore
avoids the blurring effects. In texture segmentation, this gain in accuracy is very important
in order to obtain good discrimination results also near texture boundaries. Fig. 4.4 depicts
the components of the nonlinear structure tensor with p = 1 for the zebra image in Fig. 4.2
and different amounts of smoothing.
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Fig. 4.4: Structure tensor components J11, J22, and J12 for the image in Fig. 4.2 and p = 1 (TV flow).
Top Row: t = 0. Middle Row: t = 2000. Bottom Row: t = 5000.
4.1.2 Texture Scale
Comparing the information contained in the structure tensor with that of Gabor responses,
it becomes obvious that an important cue is missing: the scale of texture elements. Like
orientation, scale is a very important feature to distinguish textures, thus a measure of local
scale is needed to complete the sparse feature space.
The simplest idea for a local scale measure is to consider the variance in a fixed local window.
However, such a measure has several drawbacks: large scales with high gradients result in the
same value as small scales with low gradients, i.e., local variance is not equivalent to local
scale. Moreover, the use of non-adaptive local windows always blurs the data. The latter
drawback also appears with the general idea of local Lyapunov functionals [SCT99], which
includes the case of local variance. Other works on local scale can be found in [JK92, Lin94,
Lin99, EZ98, GMS00].
They all have in common that they are gradient based, i.e., their measure of local scale depends
directly on local gradients or their derivatives. Consequently, the scale cannot be measured in
regions without a significant gradient. We know this issue already from orientation estimation
with the structure tensor. In that case the problem has been addressed by estimating the
dominant orientation in a local neighborhood. The same way one could try to estimate the
dominant scale in a local neighborhood.
However, we embark here on another strategy that is not edge based but region based. This
means, our local scale measure does not depend on the behavior of the gradient in scale
space, but directly on the size of regions. This has many advantages considering segmentation
purposes, since all state-of-the-art segmentation techniques are based on regions. Moreover,
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a region based technique does not need the definition of a local window and therefore yields
the maximum localization accuracy.
Scale measure based on region-merging. While the motivation for a region based scale
measure is clear, it poses the question of how to define regions and how to measure their
size. Two different techniques are examined here. First a fast region merging algorithm is
considered [KLM94] to obtain a region segmentation according to the cartoon limit of the
Mumford-Shah functional [MS85, MS89]
E(u,Γ) =
∫
Ω
(I − u)2 dx+ α
∫
Γ
ds. (4.4)
This energy functional searches for a piecewise constant solution u with edges Γ such that u
is close to the image and the total edge length is minimal. The parameter α determines to
which extend region boundaries are penalized, so larger α yield results with less regions.
The exact optimization of this functional is very difficult. The region merging algorithm there-
fore uses a greedy heuristic starting with the trivial segmentation where each pixel is a region,
and then successively merges those two neighboring regions that lead to the largest energy
decrease. This merging of regions yields successively simplified images with increasingly large
regions. The size of these regions is the sought local scale m(α).
On the first glance it is surprising that there appears a scale parameter α in the scale measure.
On the other hand it is obvious that a pixel lives on several different scales during the sim-
plification of the image by the region merging algorithm. At the beginning, the pixel might
be a single noise pixel that has the smallest possible scale until it is merged with other pixels
to a small region. This region will further be merged with other regions to form a region of
larger scale, and so on.
Certainly one could measure the scale of the regions in the original image, i.e., setting α→ 0.
However, in real-world images it is very unlikely that two neighboring pixels have exactly the
same value, so basically all regions would have size 1. If α is set to a higher value, pixels and
regions are merged even if they do not have exactly the same value. Thus by choosing α it
is determined how much two regions may differ in their value to be still considered as one
region.
A strategy to robustify the scale measurement is to choose not a single value α, but to in-
tegrate the results for different α and therefore measuring the average scale m¯ of the pixel.
m¯ =
∫ αStop
0 m(α) dα
αStop
(4.5)
Fig. 4.5:
Texture image
(123× 119).
One might even suggest to compute the average scale up to the αStop
when all region have merged to a single region. However, one is in-
terested in measuring the scale of small scale texture elements. Hence
the large scale regions appearing for large α would spoil the measure-
ment. In this spirit, choosing αStop that large is as counterproductive
as choosing αStop = 0: in both cases the scale of regions created by
the region merging algorithm does not fit the scale of typical texture
elements.
It can be further useful to use instead of the scale m the inverse scale
1
m for the discrimination of textures. Firstly, this restricts the values
to a range between 0 and 1, what can become very appealing when the scale measure is
combined with other features. Secondly, small scales get a larger contrast relative to large
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Fig. 4.6: Average inverse scale obtained with the region-merging algorithm.
From Left to Right:
(a) αStop = 1. (b) αStop = 100. (c) αStop = 250. (d) αStop = 500. (e) αStop = 1000.
scales. This is favorable, since differences between small scales are more important for texture
discrimination.
Fig. 4.6 and Fig. 4.7 show the average inverse scale for two test images. Bright regions thereby
correspond to small scales, whereas dark regions indicate large scales. For better visibility the
results have been normalized to a range between 0 and 255.
Fig. 4.6 displays the average inverse scale for the input image depicted in Fig. 4.5. In this
image, a texture has been downsampled by factor 2 and copied back into the original texture.
So the scale of the outer region is exactly twice the scale of the inner one. The result in
Fig. 4.6a clearly shows that it is not sufficient to measure the scale directly in the original
image without any simplification. For very small α almost all pixels are just considered to be
single regions and so their scale is measured to be 1. The best results with regard to texture
discrimination can be obtained with a value of αStop between 250 and 500. For such α most
pixels have merged to small scale regions. Larger α obviously do not yield results that are
useful for texture discrimination anymore.
Fig. 4.7 shows the inverse scale and the average inverse scale for the zebra test image in
Fig. 4.2. One can see that although the very small scale texture can be distinguished from the
rest of the image, the results are quite noisy. This is mainly due to the tendency of the region
merging algorithm to keep single pixels even for quite large α if their value is considerably
different from its neighbors. It can further be observed that the averaging has a small positive
effect in this respect, because larger α can be considered without completely loosing the small
scale history of pixels merged to larger regions.
Although the scale measure based on region merging gives some indication on the local scale
and is quite easy to compute, it does not yield the quality one might have expected. The
regions in the simplified images created by region merging are apparently not optimal for this
kind of application. It is therefore reasonable to consider other simplification methods.
Scale measure based on TV flow. The second technique for measuring the local scale is
based on the scale space created by TV flow. It has been shown in Chapter 2 that TV flow
yields piecewise constant segmentation-like results.
However, while the region merging algorithm naturally determines the size of regions, TV
flow is a diffusion technique and so the regions as well as their size are not explicit.
In order to measure the size of the emerging regions efficiently, the special properties of TV
flow are exploited. As stated in Section 2.1.1, it can be proven in 1-D that pixels change their
value inversely proportional to the size of the region they belong to. This allows to measure
the size of the regions created by TV flow from the evolution speed of the pixels.
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Fig. 4.7: Scale measure obtained with the region-merging algorithm for the zebra image in Fig. 4.2.
From Left to Right:
Top Row: Inverse scale for α = 100, α = 250, and α = 500.
Bottom Row: Average inverse scale for αStop = 100, αStop = 250, and αStop = 500.
As a reminder, the rules of one-dimensional, space-discrete TV flow are:
(i) A region ofm neighboring pixels with the same value can be considered as one superpixel
with mass m.
(ii) The evolution splits into merging events where pixels melt together to larger pixels.
(iii) Extremum pixels adapt their value to that of their neighbors with speed 2m .
(iv) The two boundary pixels adapt their value with half that speed.
(v) All other pixels do not change their value.
These rules lead to the very useful consequence that by simply sitting upon a pixel and
measuring the speed with which it changes its value, it is possible to determine its local scale.
As pixels belonging to small regions move faster than pixels belonging to large regions (iii), the
rate of change of a pixel determines the size of the region it currently belongs to. Integrating
this rate of change over the evolution time T and normalizing it with this time yields the
average speed of the pixel, i.e., its average inverse scale in scale space:
1
m¯
=
1
2
∫ T
0 |∂tu| dt
T
(4.6)
The integration has to be stopped after some time T , otherwise the interesting scale informa-
tion will be spoiled by scale estimates stemming from heavily oversimplified versions of the
image. The parameter T has a similar meaning as the parameter α in the region merging
technique.
Since only extremum regions change their value, periods of image evolution in which a pixel
is not part of such an extremum region have to be taken into account. This can be done by
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reducing T for normalization by the time at which the pixel does not move (v), leading to the
following formula:
1
m¯
=
1
2
∫ T
0 |∂tu| dt
T − ∫ T0 1{∂tu=0} dt (4.7)
where 1{a=b} = 1 if a = b, and 0 otherwise. Besides the estimation error for the boundary
regions, where the scale is overestimated by a factor 2 (iv), this formula yields exact estimates
of the region sizes without any explicit representation of the regions in the 1-D case.
In 2-D the topology of regions can become more complicated. A region can be an extremum in
one direction and a saddle point in another direction. There are no general analytic rules for
the behavior of TV flow in 2-D. Therefore, it is no longer possible to obtain an exact estimate
of the region sizes without an explicit representation of the regions. However, assuming that
TV flow in 2-D still approximates the rules that hold in 1-D, one can get a scale measure by
1
m¯
=
1
4
∫ T
0 |∂tu| dt
T − ∫ T0 1{∂tu=0} dt (4.8)
where the pre-factor 14 is due to the 4 neighbors of a pixel in 2-D. Fig. 4.8 reveals that this
approximation still yields very good scale measures, in particular much better than the scale
measure obtained with the region merging approach. The only problem is that, due to the
behavior of TV flow in 2-D and numerical errors, ∂tu is very small at non-extrema, but hardly
equal 0. One therefore obtains bad estimates for pixels that belong to non-extrema for a very
long time. However, these areas are so small in practice that they do in general not frustrate
the correct distinction of two textured regions.
Fig. 4.8 shows the local scale measure for the zebra image in Fig. 4.2 and different stopping
times T . It illustrates the influence of this parameter. For instance, in Fig. 4.8c the pixels
of the grass texture have been part of the large background region for such a long time, that
their small scale history has hardly any influence anymore. Mainly the stripes of the zebras
stand out from the background. Although this is very good for extracting the zebras in this
image, such large stopping times are not so well suited for small scale texture discrimination,
as Fig. 4.9 reveals. Also if T is chosen too small, the result is not optimal, as mainly the scale
of noise is measured, see Fig. 4.8a. and Fig. 4.9a,b. However, for reasonable T , as depicted
in Fig. 4.8b and Fig. 4.9c, the scale measure is of significantly higher quality than the scale
measure obtained with the region merging algorithm. Obviously TV flow creates a scale space
that is better suited for measuring local scale than the Mumford-Shah functional.
Note that the results show the diffusion speed of the pixels, i.e. the inverse scale, so dark
regions correspond to large scales. Further on, the values have again been normalized to a
Fig. 4.8: Local scale measure based on TV flow for the zebra image in Fig. 4.2. The measure yields
the inverse scale, so dark regions correspond to large scales, bright regions to fine scales.
Left: (a) T = 5. Center:(b) T = 20. Right: (c) T = 100.
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Fig. 4.9: Average inverse scale 1m obtained with TV flow for the image in Fig. 4.5.
From Left to Right: (a) T = 1. (b) T = 5. (c) T = 20. (d) T = 50. (e) T = 100.
range between 0 and 255. Actually the results for higher T become significantly darker as the
average scale increases.
4.1.3 A Sparse Set of Texture Features
Combining the structure tensor components (J11, J22, J12) and the scale measure 1m¯ from the
previous two sections yields a texture feature vector
F :=
(
J11, J22, J12,
1
m¯
)
(4.9)
that basically contains the same information as the responses of a Gabor filter bank, though
the feature space has been reduced to 4 dimensions.
Independent from the representation of the texture information, the quality of the texture
features for the purpose of texture discrimination can be improved, if the feature space is
smoothed by a coupled nonlinear diffusion process. This coupled smoothing deals with out-
liers in the data, propagates information into areas without filter responses, and synchronizes
all channels, which eases further processing in a segmentation framework. Actually the com-
ponents of the structure tensor have already undergone a nonlinear diffusion process, but since
a coupling of all feature channels is desired and it is not reasonable to smooth the structure
tensor components twice, they are replaced by the components of the unsmoothed structure
tensor J0.
The idea of smoothing a texture feature space by means of a discontinuity preserving tech-
nique has previously been proposed in [SSZ01], where Beltrami flow is used to smooth the
responses of Gabor filters. In this thesis, we choose the nonlinear diffusion techniques provided
in Section 2.1. Another option would be variational denoising as described in Section 2.3.
Using diffusion instead of variational denoising has two advantages. Firstly, edge enhancing
flow (cf. Section 2.1.2) with p > 1 can be employed without loosing well-posedness in the
discrete setting. The variational counterpart to edge enhancing flow, on the other hand, is
based on a non-convex penalizer and therefore well-posedness questions are unresolved1. Edge
enhancing flow is very well suited for smoothing texture features as it enhances edges and thus
provides a kind of pre-segmentation that keeps the contrast much better than TV flow, cf.
the examples in Section 2.1.2.
Secondly, a diffusion approach is well suited to apply certain automatic stopping criteria for
the diffusion time t. This advantage will be exploited in Chapter 5.
1. See Section 2.3.3
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There is a further detail to be considered. The components of the structure tensor have a
different dynamic range than the scale measure. Let ∆I be the dynamic range of the input
image I. Then if central differences are used for the gradient approximation, the components
of the structure tensor have a dynamic range of ∆
2
I
4 . The values of the average inverse scale
1
m¯ , on the other hand, are between 0 and 1.
In order to ensure a fair coupling in the vector-valued diffusion scheme from (2.7), it is neces-
sary that all feature channels have approximately the same dynamic range. Furthermore, the
normalization procedure must not amplify the noise in case that one channel shows only a low
contrast. Therefore, only normalization procedures that are independent from the contrast in
the input data are applicable.
Anyway the squares in the structure tensor components are not optimal for discrimination
purposes, since small gradients are almost neglected in comparison to large gradients. There-
fore, and in order to ease the coupling with other features, the unsmoothed structure tensor
J0 is replaced by its square root. Given the eigenvalue decomposition J0 = U(λi)U> of the
positive semidefinite and symmetric matrix, the square root can be computed by
J˜0 :=
√
J0 = U(
√
λi)U>. (4.10)
If J0 is based on a scalar-valued input image I and not on a color image, the square root
computation can be further simplified. In this case, J0 has eigenvalues |∇I|2 and 0 with
corresponding eigenvectors ∇I|∇I| and
∇I⊥
|∇I| , so J˜0 comes down to
J˜0 =
(
Ix
|∇I| − Iy|∇I|
Iy
|∇I|
Ix
|∇I|
)( |∇I| 0
0 0
)( Ix
|∇I|
Iy
|∇I|
− Iy|∇I| Ix|∇I|
)
=
 I2x|∇I| IxIy|∇I|
IxIy
|∇I|
I2y
|∇I|
 = J0|∇I| . (4.11)
Further multiplication with 2 for compensating the central differences normalizes the structure
tensor components to the same dynamic range as the input image. For the scale measure the
normalization can be achieved by multiplying the values with ∆I . Thus all channels have the
same weight in a discontinuity preserving smoothing process or in a segmentation framework.
Using the initial condition F(0) =
(
2J˜0,11, 2J˜0,22, 4J˜0,12, ∆Im¯
)
and the diffusion process from
(2.7), one obtains after diffusion time t the smoothed feature vector F(t). Note that the third
structure tensor component has to be multiplied again by a factor 2 because it appears twice
in the matrix.
The feature vector is depicted in Fig. 4.10 and Fig. 4.12 for two different input images. For
comparison Fig. 4.11 and Fig. 4.13 show the smoothed Gabor feature space. Note that this
time the feature space is depicted as it is, without normalization, in order to show that all
channels have a very similar range of values.
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Fig. 4.10: Left: Input image (220× 140). Right: Sparse texture feature space Ft with t = 500.
Components of Ft are shown from left to right, top to bottom, i.e., bottom right is the scale measure.
Fig. 4.11: Gabor feature space from Fig. 4.3 smoothed with t = 500.
Same order as in Fig. 4.1 from left to right, top to bottom.
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Fig. 4.12: Left: Sparse texture feature space Ft with t = 1000. Right: Input image (329× 220).
Components of Ft are shown from left to right, top to bottom, i.e., bottom right is the scale measure.
Fig. 4.13: Gabor feature space for the frog image smoothed with t = 1000.
Same order as in Fig. 4.1 from left to right, top to bottom.
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In the next chapter the feature space F(t) will be an important part of the segmentation
framework described there. For segmentation both good discrimination capabilities and a
good localization accuracy are important.
For the moment the texture features are evaluated in a much simpler experiment where only
the discrimination capabilities play a role, as the textures are already separated from each
other. Fig. 4.14 shows 8 different textures from the photographic album of Brodatz [Bro66]
and the dissimilarities measured between these textures with the Gabor feature space as well
as our sparse feature space.
As measure of dissimilarity for each feature channel a simple distance measure taking into
account the means µk(T ) and the standard deviations σk(T ) of each feature channel k of two
textures T1 and T2 has been chosen:
∆k =
(
µk(T1)− µk(T2)
σk(T1) + σk(T2)
)2
. (4.12)
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Fig. 4.14: Dissimilarities measured between some Brodatz textures.
First Value: Dissimilarity in the Gabor feature space.
Second Value: Dissimilarity in the sparse feature space.
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For the total dissimilarity the average of all M texture channels is computed:
∆ =
1
M
M∑
k=1
∆k. (4.13)
Additionally to the 12, respectively 4, texture channels, also the gray value is added as supple-
mentary feature. Otherwise the results would not be in accordance with the visual impression
when two textures have different average gray values. Smoothing would only reduce the stan-
dard deviation of the dissimilarity measure in this experiment. It has no influence on the
mean values. Thus both feature spaces have not been smoothed here by nonlinear diffusion,
i.e. t = 0.
The first value in Fig. 4.14 indicates the dissimilarity computed in the Gabor feature space,
while the second value shows the distance in the sparse feature space. With both feature
spaces, the computed values are in accordance with what one would expect from a measure
of texture dissimilarity. Mostly the value of the Gabor feature space is around three or four
times larger than the value of the sparse feature space, so up to a constant factor both feature
spaces yield approximately the same values indicating that indeed they discriminate textures
by means of the same properties. Only in a few cases there is a significant discrepancy. In such
cases it is difficult to decide which feature space is more in accordance with the expectation.
This gives much evidence that, instead of the 12-dimensional feature space also the sparse,
and more efficient 4-dimensional feature space can be used for texture segmentation with-
out compromising the quality of the segmentation results. This is further supported by the
segmentation results shown in Chapter 5.
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4.2 Optic Flow
We now consider optic flow estimation as one of the primary research topics in computer
vision. It is seeking the displacement field that describes the pixel shift between two images.
This correspondence problem appears quite frequently in computer vision, once in motion
estimation and once in stereo vision.
Optic flow can be a useful cue for image segmentation, as it allows the separation of a moving
object from a static or differently moving background. Speaking from one’s own experience,
it can be very difficult to detect a camouflage animal when it sits still, yet all the camouflage
is gone as soon as the animal moves.
Goal is the computation of the optic flow vector w(x) := (u(x), v(x), ht) between two succes-
sive images of an image sequence I : (Ω ⊂ R3)→ R. where x = (x, y, z) is now a point in the
spatio-temporal domain with z denoting the time axis. The grid size in temporal direction is
set to be ht = 1. In order to estimate this flow vector, it is necessary to define a constancy
assumption, i.e., a property of the pixels has to be assumed not to change from one image to
the next. A natural choice is the image gray value. Assuming that it stays constant between
the pixel (x, y) in the image at time z and the shifted pixel (x+u, y+v) in a successive image
at time z + 1 yields the constraint
I(x, y, z) = I(x+ u, y + v, z + 1). (4.14)
This is a nonlinear equation in u and v. In order to resolve for u and v the equation is mostly
linearized by a first order Taylor expansion. This leads to the linearized grey value constancy
assumption, the so-called optic flow constraint (OFC) [HS81]:
Ixu+ Iyv + Iz = 0 (4.15)
where subscripts denote partial derivatives. It must be noted that this linearization is only
valid under the assumption that the image changes linearly along the displacement, which
is in general not the case, especially for large displacements. In Section 4.2.3 it is therefore
proposed to compute the optic flow from the original nonlinear equation (4.14). For the
moment, however, we restrict ourselves to the much simpler OFC in (4.15).
Having instead of a sequence of gray value images I(x, y, z) a sequence of multichannel images,
e.g. color images with the color channels R, G, and B, it is reasonable to assume that the
values in all channels stay constant. So instead of one equation, a system of equations is
obtained
R(x, y, z) = R(x+ u, y + v, z + 1)
G(x, y, z) = G(x+ u, y + v, z + 1) (4.16)
B(x, y, z) = B(x+ u, y + v, z + 1)
which can as well be linearized to become a linear system of equations:
Rxu+Ryv +Rz = 0
Gxu+Gyv +Rz = 0 (4.17)
Bxu+Byv +Rz = 0.
From (4.15) it is easy to see that one assumption is not sufficient to determine a unique so-
lution for the optic flow, as there is only one equation for two unknowns. With only the gray
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value constancy assumption, one can merely determine the so-called normal flow in direction
of the gradient. In the case of a color sequence it looks on the first glance like if there is
enough information to compute a unique solution. However, since the gradient directions
of the different color channels are in many cases quite similar, the smaller eigenvalue of the
system matrix can still be very small, thus the information is often not sufficient to compute
a reliable estimate of u and v.
Consequently, a second assumption is needed that is capable to provide a unique solution of
the flow vector. There are two popular possibilities. The first goes back to the early work
of Lucas and Kanade [LK81] and assumes that the optic flow in a local neighborhood can be
described by a parametric model, which is in the simplest case the model of constant flow.
This allows to locally compute the optic flow for each pixel ignoring the situation outside the
local neighborhood. Hence, these methods are also called local methods.
The other class of techniques is based on the work of Horn and Schunck [HS81] and assumes
the optic flow field to be smooth. Since this induces a dependency of the flow vector at a
pixel on the flow at all other pixels, these methods are often called global methods.
4.2.1 Local Methods
In the original Lucas-Kanade method, the optic flow vector is simply assumed to be constant.
For the neighborhood one often uses a Gaussian window Kρ with standard deviation ρ. This
allows to estimate the optic flow in each point as the minimizer of the energy function
E(u, v) =
1
2
Kρ ∗
(
(Ixu+ Iyv + Iz)2
)
. (4.18)
The convolution with the Gaussian can thereby be performed in the spatial as well as in
the spatio-temporal domain, as will be discussed later on. A minimum (u, v) of E satisfies
∂uE = 0 and ∂vE = 0, leading to the linear system(
Kρ ∗ I2x Kρ ∗ IxIy
Kρ ∗ IxIy Kρ ∗ I2y
)(
u
v
)
=
( −Kρ ∗ IxIz
−Kρ ∗ IyIz
)
(4.19)
Provided the neighborhood defined by Kρ is large enough to capture gradients of significantly
different direction, both eigenvalues of the system matrix are considerably larger than 0 and
the linear system can easily be resolved for u and v.
Local methods involve the structure tensor. Obviously, the entries of this linear system
are five of the six different components of the spatio-temporal linear structure tensor2
Jρ = Kρ ∗
(
∇I∇I>
)
= Kρ ∗
 I2x IxIy IxIzIxIy I2y IyIz
IxIz IyIz I
2
z
 . (4.20)
Indeed, local optic flow estimation can also be considered as finding the spatio-temporal
orientation with least change in the image sequence [BGW91]. This means minimizing
E(v) = v>Jρv (4.21)
under the constraint |v| = 1. So the minimum v is the eigenvector corresponding to the
smallest eigenvalue of the structure tensor Jρ. The optic flow vector w can then be obtained
by normalizing v such that the third component is 1.
2. See also Section 2.2.
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Fig. 4.16: street sequence (140× 100× 20).
From Left to Right: (a) Frame 10. (b) Correct flow field between frame 10 and 11.
(c) Result with ordinary least squares. (d) Result with total least squares.
Fig. 4.15: Color code.
Although both ways to compute the optic flow vector from
a local neighborhood are very similar and are both con-
nected with the structure tensor, there is a difference.
That is (4.19) computes an ordinary least squares estimate,
whereas the minimization of (4.21) comes down to total
least squares [vHV91]. While ordinary least squares tend
to underestimate the length of the flow vector in situations
with high ambiguities (e.g. at motion discontinuities), total
least squares do not have this bias, yet the optic flow esti-
mates are often much too large, in particular when the es-
timated orientation is wrong. This can be seen in Fig. 4.16
that depicts one frame of the Street sequence3, the cor-
rect flow field, and the flow fields computed with ordinary
least squares and total least squares. Like for the visualization of the structure tensor, a
color plot is used to show both orientation and magnitude of the optic flow vectors. The
vector’s orientation is indicated by the color, whereas the vector’s magnitude is expressed
by the intensity of the image. Fig. 4.15 shows which color corresponds to which orientation.
Since the ordinary least squares approach supplies more reliable results, it will be used for
the remainder of this section.
Extensions. Local methods have been extended in several ways. One improvement replaces
the quadratic error measure by robust statistics [BA91, BHS98, YD99], another is the usage of
parametric models of higher order, e.g. affine models [BA96, Far00]. These extensions are not
discussed here. Instead, the integration of color information, the extension of the parametric
assumption to the spatio-temporal domain [BGW91, BA91, Far00], as well as adaptive local
neighborhoods [NG98, BW02, Bro02, LCR03, LKL+04] are investigated.
Color can be included in optic flow computation by simply considering all channels of a color
sequence I = (I1, I2, I3) = (R,G,B) in the energy
E(u, v) =
1
2
Kρ ∗
M∑
k=1
(
(Ik)xu+ (Ik)yv + (Ik)z
)2
. (4.22)
This comes down to replacing the system entries in (4.19) by the components of the structure
tensor for vector-valued images in (2.29). In general, the optic flow estimates become better
when including color, because additional information can be exploited.
3. This is a cropped version of a sequence that has been introduced in [GMN+98] and is available at
www.cs.otago.ac.nz/research/vision.
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Fig. 4.17: Influence of color information.
From Left to Right:
(a) Frame 10 of the gray-valued street sequence. (b) Frame 10 of the colored sequence.
(c) Flow estimated in the gray value sequence. (d) Flow estimated in the color sequence.
The strategy to use additional information is also applied when the constancy assumption
is extended to the spatio-temporal domain. This only needs the convolution with a spatio-
temporal Gaussian instead of a spatial one, and in general yields improved results due to the
information exchange along the temporal axis. However, it should be noted that the exploita-
tion of this information leads also to additional violations of the constancy assumption. Thus
for the sake of a higher robustness under noise and other artifacts, one introduces an artificial
motion blur in the resulting flow field. This can become problematic for motion segmentation,
in particular when large displacements are involved.
Violations of the flow constancy assumption are a severe problem of the Lucas-Kanade method.
Especially near motion discontinuities, they lead to bad optic flow estimates. A possibility to
avoid the violation of this assumption is the replacement of the simple non-adaptive Gaussian
neighborhood by a data-adaptive neighborhood. This has been proposed in [NG98], where an
adaptive anisotropic Gaussian is used as local neighborhood.
A better adaptivity can, however, be obtained by means of nonlinear diffusion [BW02, Bro02]
and the nonlinear structure tensor described in Section 2.2.24. If the entries in the linear
system in (4.19) are replaced by the corresponding components of the nonlinear structure
tensor, one obtains a flow estimation method for which the constant flow assumption should
hold in the neighborhood determined by the discontinuities in the structure tensor. As this is
much more often true than the constant flow assumption in a fixed Gaussian neighborhood,
one can expect more accurate estimation results especially near motion discontinuities.
Experiments. The differences between the diverse Lucas-Kanade variants are uncovered
in several experiments, the results of which are depicted in Fig. 4.17 - Fig. 4.21. Whereas
these figures give a good visual impression of the results, the fact that the correct flow field
is available for all test sequences offers also the possibility to have a quantitative measure for
the quality of the estimated optic flow.
Such a quantitative quality measure has been introduced with the so-called average angular
error (AAE) in [BFB94]. Assumed the correct flow field wc = (uc, vc, 1) is known, which is
the case for several synthetic image sequences, the AAE of the estimated flow field w can be
computed by:
AAE :=
1
n
n∑
i=1
arccos
 (uc)iui + (vc)ivi + 1√
(uc)2i + (vc)
2
i + 1)(u
2
i + v
2
i + 1)
 . (4.23)
where n denotes the total number of pixels. Against its indication, this expression not only
measures the spatial angular error between the estimated flow vector and the correct vector,
4. See also the relations between adaptive structure tensors in Section 2.2.2.
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Fig. 4.18: Yosemite sequence with cloudy sky (316× 252× 15)
Top Left: Frame 8 of the sequence. Bottom Left: Correct flow field between frame 8 and 9.
Top Middle: Linear Lucas-Kanade. Top Right: Linear Lucas-Kanade 3-D.
Bottom Middle: Nonlinear Lucas-Kanade. Bottom Right: Nonlinear Lucas-Kanade 3-D.
Fig. 4.19: Street sequence (140× 100× 20).
From Left to Right: (a) Linear Lucas-Kanade. (b) Linear Lucas-Kanade 3-D.
(c) Nonlinear Lucas-Kanade. (d) Nonlinear Lucas-Kanade 3-D.
but also differences in the magnitude of both vectors, since it evaluates the angular error of
the spatio-temporal vector (u, v, 1).
In a first experiment, the influence of color information has been tested. For this purpose
the methods using the nonlinear structure tensor have been compared, since the method with
an adaptive neighborhood is supposed to benefit more from the additional information than
the method with the fixed neighborhood. Indeed one can see a clear difference between the
two results depicted in Fig. 4.17. This is confirmed also by the AAE indicated in Tab. 4.1.
Besides the AAE, this table also shows the optimized parameters and the standard deviation
of the angular error.
Fig. 4.18 - Fig. 4.20 reveal the effect of the spatio-temporal constancy assumption as well
as the adaptive neighborhood due to the nonlinear structure tensor5. It can be seen that
5. The Yosemite sequence has been created by Lynn Quam and is available at
ftp://ftp.csd.uwo.ca/pub/vision. The Marble sequence has been created by Otte and Nagel
and can be obtained from http://i21www.ira.uka.de/image sequences. Note that the black areas in
the correct flow field are not considered for the computation of the average angular error, since there is
no ground truth available.
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Fig. 4.20: Marble sequence (512× 512× 31).
Top Left: Frame 16 of the sequence. Bottom Left: Correct flow field between frame 16 and 17.
Top Middle: Linear Lucas-Kanade. Top Right: Linear Lucas-Kanade 3-D.
Bottom Middle: Nonlinear Lucas-Kanade. Bottom Right: Nonlinear Lucas-Kanade 3-D.
the latter always leads to much more accurate results especially near motion discontinuities.
Also the quantitative measure confirms the general positive effect of the nonlinear structure
tensor. The AAE of the adaptive method is always significantly smaller than the AAE of the
classic method. For the Yosemite sequence, Tab. 4.1 also contains the value of the nonlinear
structure tensor proposed in [BW02, Bro02]. With the nonlinear structure tensor based on
TV flow, again a significant improvement can be effectuated.
Also the spatio-temporal neighborhood has mostly positive effects on the result. This is in
particular true, if the motion is approximately the same in each frame of the sequence, as
this is the case for the Yosemite sequence and the Marble sequence. If, on the other
hand, the motion constancy assumption over time is not true, as this is the case for the
Street sequence, the purely spatial neighborhood can yield favorable results. Here the
artificial motion blur induced by the spatio-temporal neighborhood compromises the accuracy
at motion discontinuities.
Fig. 4.21 finally shows the influence of the edge enhancement parameter p in the nonlinear
structure tensor. While p = 0.8 leads to results that are closer to the classic Lucas-Kanade
method, p = 1.2 yields very sharp edges and a segmentation-like flow field. However, one can
see in Tab. 4.1 that such sharp edges do not necessarily lead to the most accurate optic flow
results. The experiment indicates that for optic flow estimation TV flow seems to be the best
choice to smooth the structure tensor.
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Fig. 4.21: Comparison of results obtained with the nonlinear structure tensor
and different amounts of edge preservation/enhancement.
Left: p = 0.8. Center: p = 1 (TV flow). Right: p = 1.2.
Yosemite sequence.
Technique p σ σz t AAE Std. dev.
Linear structure tensor 0 1.4 - 21 8.78◦ ±12.76◦
Nonlinear structure tensor from [Bro02] - 1.2 - 135 8.22◦ ±12.59◦
Nonlinear structure tensor 0.8 1.3 - 240 8.02◦ ±12.63◦
Nonlinear structure tensor 1.2 1.0 - 1200 7.90◦ ±10.60◦
Nonlinear structure tensor 1 1.3 - 400 7.65◦ ±11.05◦
Linear structure tensor 3-D 0 1.3 0.6 12 7.60◦ ±12.11◦
Nonlinear structure tensor from [Bro02] 3-D - 1.2 0.7 18 7.49◦ ±12.53◦
Nonlinear structure tensor 3-D 1 1.3 0.6 140 6.82◦ ±10.62◦
Street sequence.
Technique p σ σz t AAE Std. dev.
Linear structure tensor, total least squares 0 0.9 - 3 14.94◦ ±26.41◦
Linear structure tensor 0 0.7 - 3.25 10.54◦ ±19.48◦
Linear structure tensor 3-D 0 0.9 0.3 1.25 10.46◦ ±22.10◦
Nonlinear structure tensor, gray value 1 0.6 - 275 9.81◦ ±15.52◦
Nonlinear structure tensor 3-D 1 0.4 0.1 1900 8.76◦ ±13.49◦
Nonlinear structure tensor 1 0.4 - 3000 7.75◦ ±12.50◦
Marble sequence.
Technique p σ σz t AAE Std. dev.
Linear structure tensor 0 2.5 - 220 5.87◦ ±4.45◦
Nonlinear structure tensor 1 2.5 - 250 5.26◦ ±3.06◦
Linear structure tensor 3-D 0 2.5 0.3 10 3.71◦ ±5.63◦
Nonlinear structure tensor 3-D 1 2.5 0.3 100 3.24◦ ±4.22◦
Tab. 4.1: Quantitative evaluation of the methods. AAE = average angular error.
The parameters σ and σz denote the standard deviation of the Gaussian kernel used for pre-smoothing the
image sequence in spatial and temporal direction, respectively.
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4.2.2 Global Methods
In contrast to local optic flow estimation methods, global methods are based on a global
smoothness assumption for the estimated flow field. Such an assumption is beneficial, as the
true optic flow often does not fit to a certain parametric model. Although a global smoothness
assumption seems to yield a much harder problem to solve, the possibility to formulate it as
a variational approach makes this problem very well tractable.
An early global approach to optic flow estimation has been proposed by Horn and Schunck
[HS81]. Using the optic flow constraint as data fidelity term and the Tikhonov regularizer as
smoothness term, it is described by the energy functional:
E(u, v) =
∫
Ω
(Ixu+ Iyv + Iz)2︸ ︷︷ ︸
Data
+ α (|∇u|2 + |∇v|2)︸ ︷︷ ︸
Smoothness
 dx. (4.24)
Comparing this energy functional with (2.40) for variational denoising in Section 2.3, one can
see that it has the same structure. Only the data term differs, as the result should not be
close to the input image, but should fulfill the optic flow constraint. The smoothness term
reflects the search for a vector-valued minimizer. An optimum must satisfy the following two
Euler-Lagrange equations:
(Ixu+ Iyv + Iz)Ix − α∆u = 0
(Ixu+ Iyv + Iz)Iy − α∆v = 0 (4.25)
with reflecting boundary conditions ∂nu = 0 and ∂nv = 0 on ∂Ω. Like in Section 2.3.1, the
discretization of these Euler-Lagrange equations leads to a sparse linear system of equations
which can be solved by means of an iterative solver like Gauss-Seidel or SOR [You71]. Details
on the numerics are given later in this section.
As local methods, also the global approach can easily be extended to vector-valued image
sequences I = (I1, ..., IM ) by considering all channels in the least squares setting
E(u, v) =
∫
Ω
(
M∑
k=1
((Ik)xu+ (Ik)yv + (Ik)z)
2 + α(|∇u|2 + |∇v|2)
)
dx. (4.26)
The Euler-Lagrange equations then read:∑M
k=1 ((Ik)xu+ (Ik)yv + (Ik)z) (Ik)x − α∆u = 0∑M
k=1 ((Ik)xu+ (Ik)yv + (Ik)z) (Ik)y − α∆v = 0 (4.27)
Non-quadratic smoothness terms. It has already been mentioned in Section 2.3 that
quadratic penalizers, such as the Tikhonov regularizer used in (4.24), give too much influence
to outliers, since outliers are not accepted by the model. In order to respect outliers in the
model assumptions, the quadratic penalizer is to be replaced by a robust function Ψ(s2), for
instance Ψ(s2) =
√
s2, which yields the TV regularizer.
The usage of non-quadratic robust functions in the smoothness assumption has also been
proposed for optic flow estimation [Coh93, Sch94b, BA96, MP96, Wei98b, ADK99, WS01a]6.
6. Note that the approaches in [Coh93, BA96, ADK99] are not rotationally invariant, because they apply the
robust function separately to ∇u and ∇v.
76 Low Level Vision
The energy functional with a robust function applied reads
E(u, v) =
∫
Ω
(
(Ixu+ Iyv + Iz)2 + αΨ(|∇u|2 + |∇v|2)
)
dx (4.28)
and accepts outliers in the smoothness assumption, i.e. discontinuities in the optic flow field.
Consequently, such a model contains the assumption of a piecewise smooth flow field.
Similar smoothness assumptions that also yield discontinuities in the estimated flow field
have been proposed in [Nag83, NE86, Nag87, Sch91, Sny91, Sch93, AELS99]. The main
difference of these methods to the functional in (4.28) is, however, the determination of flow
discontinuities by means of discontinuities in the image sequence. As discontinuities in the
image do not necessarily correspond to discontinuities in the flow field, these so-called image-
driven methods can in general not achieve the quality of flow-driven methods. A nice overview
on regularizers in optic flow estimation can be found in [WS01a].
A minimizer of (4.28) must satisfy the Euler-Lagrange equations
(Ixu+ Iyv + Iz)Ix − α div (Ψ′(|∇u|2 + |∇v|2)∇u) = 0
(Ixu+ Iyv + Iz)Iy − α div (Ψ′(|∇u|2 + |∇v|2)∇v) = 0 (4.29)
where Ψ′(s2) denotes the derivative of Ψ with respect to its argument. After discretization,
these equations yield a nonlinear system of equations, which can be solved by a fixed point
iteration scheme, as described in Section 2.3.2.
At this point it should be mentioned that the energy functional in (4.28) has a unique mini-
mizer, if the penalizer function Ψ(s2) is convex in s [WS01a], so one can be sure to find the
global optimum by a suitable iterative scheme independent from the initialization. For non-
convex penalizer functions, on the other hand, the energy functional may have multiple local
minimizers, and the efficient search for the global optimum can only be performed by heuristic
optimization methods, which cannot guarantee anymore to yield really the global optimum.
Therefore, a regularized version of the TV penalizer Ψ(|∇u|2+ |∇v|2) =√|∇u|2 + |∇v|2 + 2
with a small  is a good choice for the penalizer function, since it offers rather sharp discon-
tinuities and still ensures a unique solution.
Spatio-temporal smoothness assumption. It has been mentioned in Section 4.2.1 that
the flow constancy assumption in local optic flow methods can be easily extended to the
spatio-temporal domain. The same has also been proposed for the smoothness assumption
in global methods [Nag90, EF98, WS01b]. This only necessitates the interpretation of the
gradient operator in ∇u and ∇v as the spatio-temporal gradient operator ∇ = (∂x, ∂y, ∂z)>.
Like in local optic flow estimation methods, the extension to the spatio-temporal domain in
general leads to better estimates due to the additional information exchange along the tem-
poral axis.
Non-quadratic data terms. Outliers not only occur in the smoothness assumption but as
well in the data assumption. It is easy to imagine situations where the optic flow constraint
is not fulfilled, e.g. because of occlusion, brightness changes, or noise. Thus it makes sense
to apply a robust function also to the data term. This idea is in line with robust statistics
applied in local flow estimation methods, as proposed in [BA91, BHS98, YD99] and has been
transferred to global optic flow methods, e.g. in [BA96, MP96, BWS05]. With a robust func-
tion applied to both the data term and the smoothness term, the energy functional reads:
E(u, v) =
∫
Ω
(
Ψ((Ixu+ Iyv + Iz)2) + αΨ(|∇u|2 + |∇v|2)
)
dx. (4.30)
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In the corresponding Euler-Lagrange equations
Ψ′((Ixu+ Iyv + Iz)2)(Ixu+ Iyv + Iz)Ix − α div (Ψ′(|∇u|2 + |∇v|2)∇u) = 0
Ψ′((Ixu+ Iyv + Iz)2)(Ixu+ Iyv + Iz)Iy − α div (Ψ′(|∇u|2 + |∇v|2)∇v) = 0 (4.31)
the robust data term yields a further nonlinearity, which can be resolved the same way as the
nonlinearity induced by the robust smoothness term. Moreover, if Ψ(s2) is convex in s, there
exists a unique minimizer for the energy in (4.30) [HSSW02]. Note that it is not necessary
to choose the same penalizer function for the data and the smoothness term. For simplicity
reasons, however, both functions are restricted in this work to be equal.
Gradient constancy assumption. The basic assumption of most optic flow estimation
methods, namely the assumption that the gray value of a shifted pixel stays constant, is
unfortunately no longer valid when the brightness in the image sequence changes from one
image to the next. A famous example for such a situation is the cloud region of the Yosemite
sequence. As the gray value constancy assumption does not hold there, methods relying on
gray value constancy are not able to estimate the flow field correctly, as for example the results
in Fig. 4.18 reveal7.
In order to deal with non-constant illumination, it is necessary to introduce a constraint that
is invariant against brightness changes. One possibility is the assumption that the gradient of
the shifted pixels stays constant:
∇I(x+ u, y + v, z + 1)−∇I(x, y, z) = 0. (4.32)
Linearization leads to:
Ixxu+ Ixyv + Ixz = 0
Ixyu+ Iyyv + Iyz = 0 (4.33)
where double subscripts denote second derivatives. Although the gradient can slightly change
due to changes in the gray value, too, it is much less dependent on the illumination.
A gradient constancy assumption has been proposed in [UGVT88] and [Tis94] for dealing with
the aperture problem in local methods. In the scope of global methods this is not the key
issue, as the aperture problem is already addressed by means of the smoothness assumption.
Hence a gradient constancy assumption has not yet been applied in global optic flow estima-
tion. It has only been briefly suggested in [Sch94a], yet has not been further investigated.
Here in this work, the gradient constancy assumption is elaborately investigated as a cue that
is invariant against brightness changes.
7. Some people claim that there was no ground truth for the cloud region. On his internet page,
Michael Black, for instance, writes: ‘Some methods report errors on the sequence with clouds and as-
sume that the motion of the clouds is translational. I want to emphasize there is no ground truth
for the cloud motion. The cloud pattern is fractal and undergoing Brownian motion. The assumption
of brightness constancy does not hold for the clouds. So reporting errors in the cloud region is com-
pletely meaningless. For this reason, one should only report errors for the rigid region of the scene.’
http://www.cs.brown.edu/people/black/Sequences/yosFAQ.html.
However, there is very well ground truth for the cloud region, which is indeed translational. The problem
for most optic flow estimation methods (also the methods of Black) is the fact, that additionally to the
translational shift of the clouds the light source behind the clouds increases its intensity over time. This is
not Brownian motion but just a local brightness change, which does hardly harm the motion perception
of a human observer. With a suitable model that can deal with illumination changes, the correct flow can
also be extracted by a machine, as some of the results in Fig. 4.22 show.
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However, as the gradient constancy assumption leads to second order derivatives, one can
expect a higher sensitivity to noise. Furthermore, the gradient constancy assumption can
only provide information at positions in the image where the second derivatives are not zero
(in contrast to the brightness constancy assumption, where only the first derivatives must
be different from zero). Thus it is proposed to combine both assumptions with a weighting
parameter γ:
EData = (Ixu+ Iyv + Iz)2 + γ
(
(Ixxu+ Ixyv + Ixz)2 + (Ixyu+ Iyyv + Iyz)2
)
. (4.34)
This new data term can be joined with a robust function and the smoothness assumptions
mentioned above, leading to the energy functional:
E(u, v) =
∫
Ω
(
Ψ(EData) + αΨ(|∇u|2 + |∇v|2)
)
dx. (4.35)
The corresponding Euler-Lagrange equations become a bit longer, yet they are in principle
no more complicated than the Euler-Lagrange equations in (4.31):
Ψ′(EData)
(
(Ixu+ Iyv + Iz)Ix + γ ((Ixxu+ Ixyv + Ixz)Ixx + (Ixyu+ Iyyv + Iyz)Ixy)
)
−α div (Ψ′(|∇u|2 + |∇v|2)∇u) = 0
Ψ′(EData)
(
(Ixu+ Iyv + Iz)Iy + γ ((Ixxu+ Ixyv + Ixz)Ixy + (Ixyu+ Iyyv + Iyz)Iyy)
)
−α div (Ψ′(|∇u|2 + |∇v|2)∇v) = 0.
(4.36)
Numerics. Before considering a numerical scheme for minimizing the energy in (4.35), it is
wise to start with the much simpler energy in (4.24). Discretization of the Euler-Lagrange
equations leads to a linear system of equations, where for each pixel i there are two rows
in the system matrix (one for ui and one for vi). The sparse linear system can be solved
quite efficiently by the successive over-relaxation (SOR) method [You71]. Starting with an
initialization (u0,v0) = 0, the SOR iteration scheme for minimizing the energy in (4.24) reads:
uk+1i = (1− ω)uki + ω
∑
j∈N−(i)
uk+1j +
∑
j∈N+(i)
ukj −
1
α
((IxIy)ivki + (IxIz)i)∑
j∈N−(i)∪N+(i)
1 +
1
α
(I2x)i
vk+1i = (1− ω) vki + ω
∑
j∈N−(i)
vk+1j +
∑
j∈N+(i)
vkj −
1
α
((IxIy)iuk+1i + (IyIz)i)∑
j∈N−(i)∪N+(i)
1 +
1
α
(I2y )i
where N−(i) denotes the neighbors j of i with j < i, and N+(i) the neighbors j of i with j > i.
The scheme converges for the relaxation parameter ω ∈ (0, 2). The choice of ω for which the
scheme shows the best convergence depends on the linear system that has to be solved. Like
for the linear system in Section 2.3.1, also here values close to 2 show experimentally the best
performance. Considerable speedups are possible by employing multi-grid strategies to solve
the linear system, as proposed in [BWF+03, BWF+05].
With a non-quadratic penalizer function in either the data or the smoothness term, the Euler-
Lagrange equations are no longer linear in u and v. Consequently, a discretization of (4.31)
leads to a nonlinear system of equations. As mentioned in Section 2.3.2 the nonlinearity in the
4.2 Optic Flow 79
Euler-Lagrange equations can be removed by means of a fixed point iteration scheme. Keep-
ing u and v fixed for computing the expressions Ψ′((Ixu+ Iyv + Iz)2) and Ψ′(|∇u|2 + |∇v|2)
yields again linear equations, which can be solved after discretization by means of SOR. So
there are two iteration loops: one inner loop that solves the linear systems and one outer loop
for the fixed point iterations.
Let wk = (uk, vk, 1) denote the fixed point after iteration k, and let w0 = (0, 0, 1). Then
wk+1 is the solution of
Ψ′((Ixuk + Iyvk + Iz)2)(Ixuk+1 + Iyvk+1 + Iz)Ix − α div (Ψ′(|∇uk|2 + |∇vk|2)∇uk+1) = 0
Ψ′((Ixuk + Iyvk + Iz)2)(Ixuk+1 + Iyvk+1 + Iz)Iy − α div (Ψ′(|∇uk|2 + |∇vk|2)∇vk+1) = 0
where Ψ′D
k := Ψ′((Ixuk + Iyvk + Iz)2) can be interpreted as a robustness factor in the data
term, and Ψ′S
k := Ψ′(|∇uk|2+ |∇vk|2) as a diffusivity in the smoothness term. Discretization
now yields a linear system of equations. Let l denote the iteration index for the SOR itera-
tions, then the iteration scheme for solving the linear system is:
uk,l+1i = (1− ω)uk,li + ω
∑
j∈N−(i)
(Ψ′S)
k
i∼ju
k,l+1
j +
∑
j∈N+(i)
(Ψ′S)
k
i∼ju
k,l
j −
(Ψ′D)
k
i
α
((IxIy)iv
k,l
i + (IxIz)i)
∑
j∈N−(i)∪N+(i)
(Ψ′S)
k
i∼j +
(Ψ′D)
k
i
α
(I2x)i
vk,l+1i = (1− ω) vk,li + ω
∑
j∈N−(i)
(Ψ′S)
k
i∼jv
k,l+1
j +
∑
j∈N+(i)
(Ψ′S)
k
i∼jv
k,l
j −
(Ψ′D)
k
i
α
((IxIy)iu
k,l+1
i + (IyIz)i)
∑
j∈N−(i)∪N+(i)
(Ψ′S)
k
i∼j +
(Ψ′D)
k
i
α
(I2y )i
where the expression (Ψ′S)
k
i∼j denotes the discrete diffusivity between pixels i and j. See Sec-
tion 2.1.3 for discretization details.
In principle, this iteration scheme contains all relevant techniques that are necessary to com-
pute also a minimizer of the energy in (4.35). The corresponding iteration equations to
minimize this energy are only considerably larger. For completeness and because the tech-
nique in the next section is based on a similar energy functional the equations are given below.
With the new abbreviation for the robustness factor
(Ψ′D)
k := Ψ′
(
(Ixuk + Iyvk + Iz)2 + γ
(
(Ixxuk + Ixyvk + Ixz)2 + (Ixyuk + Iyyvk + Iyz)2
))
the fixed point iteration scheme reads
(Ψ′D)
k
(
(Ixuk+1 + Iyvk+1 + Iz)Ix + γ
(
(Ixxuk+1 + Ixyvk+1 + Ixz)Ixx + (Ixyuk+1 + Iyyvk+1 + Iyz)Ixy
) )
−α div ((Ψ′S)k∇uk+1) = 0
(Ψ′D)
k
(
(Ixuk+1 + Iyvk+1 + Iz)Iy + γ
(
(Ixxuk+1 + Ixyvk+1 + Ixz)Ixy + (Ixyuk+1 + Iyyvk+1 + Iyz)Iyy
) )
−α div ((Ψ′S)k∇vk+1) = 0
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and the update equations with SOR are:
uk,l+1i = (1− ω)uk,li
+ ω
∑
j∈N−(i)
(Ψ′S)
k
i∼ju
k,l+1
j +
∑
j∈N+(i)
(Ψ′S)
k
i∼ju
k,l
j
∑
j∈N−(i)∪N+(i)
(Ψ′S)
k
i∼j +
(Ψ′D)
k
i
α
((I2x)i + (Ixy)
2
i + (Ixx)
2
i )
− ω
(Ψ′D)
k
i
α
(
(IxIy)iv
k,l
i + (IxIz)i + γ
(
((Ixy)iv
k,l
i + (Ixz)i)(Ixx)i + ((Iyy)iv
k,l
i + (Iyz)i)(Ixy)i
))
∑
j∈N−(i)∪N+(i)
(Ψ′S)
k
i∼j +
(Ψ′D)
k
i
α
((I2x)i + (Ixy)
2
i + (Ixx)
2
i )
vk,l+1i = (1− ω) vk,li
+ ω
∑
j∈N−(i)
(Ψ′S)
k
i∼jv
k,l+1
j +
∑
j∈N+(i)
(Ψ′S)
k
i∼jv
k,l
j
∑
j∈N−(i)∪N+(i)
(Ψ′S)
k
i∼j +
(Ψ′D)
k
i
α
((I2y )i + (Ixy)
2
i + (Iyy)
2
i )
− ω
(Ψ′D)
k
i
α
(
(IxIy)iu
k,l+1
i + (IyIz)i + γ
(
((Ixx)iu
k,l+1
i + (Ixz)i)(Ixy)i + ((Ixy)iu
k,l+1
i + (Iyz)i)(Iyy)i
))
∑
j∈N−(i)∪N+(i)
(Ψ′S)
k
i∼j +
(Ψ′D)
k
i
α
((I2y )i + (Ixy)
2
i + (Iyy)
2
i )
.
Experiments. The results of several experiments are shown in Fig. 4.22 - Fig. 4.24 and in
Tab. 4.2 in order to analyze the impact of each extension to the basic energy functional, and
to demonstrate the superiority of global optic flow estimation when compared to the local
methods from the last section.
For all experiments the same robust penalizer function Ψ(s2) =
√
s2 + 2 with  = 0.001
has been used. Also the relaxation parameter ω of the SOR scheme has been kept fixed at
ω = 1.99. The number of fixed point iterations and SOR iterations is indicated in Tab. 4.2,
where the first of the two values specifies the fixed point iterations. There has been no pre-
smoothing of the image sequences in temporal direction.
Probably the most interesting test sequence here is the Yosemite sequence. It contains both
divergent and translational motion, one large and several smaller motion discontinuities, and
local brightness changes in the sky region. Consequently, one can observe in Fig. 4.22 and
Tab. 4.2 that, starting from the classic Horn-Schunck approach, each extension of the optic
flow model leads to a significant improvement both in the visual impression and the average
angular error (AAE).
First the introduction of a non-quadratic smoothness term allows the model to better capture
the motion discontinuities. The extension of this model to the spatio-temporal domain leads
to further improvements due to the availability of more data. Applying the robust function
also to the data term addresses problems at the boundaries of the image sequence, where
occlusions occur and therefore outliers in the data compromise the correct estimation of the
flow field. Finally, the introduction of the gradient constancy assumption allows for the correct
estimation of the motion even in the sky region, where local brightness changes are present.
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Fig. 4.22: Yosemite sequence with cloudy sky (316× 252× 15).
Top Row: Left: Frame 8. Middle: Correct flow field between frame 8 and 9. Right: Best
performing local method (Nonlinear Lucas-Kanade 3-D).
Middle Row: Left: Classic Horn-Schunck. Middle: Non-quadratic smoothness term. Right:
Non-quadratic smoothness term 3-D.
Bottom Row: Left: Non-quadratic data and smoothness term. Middle: Gradient constancy
assumption. Right: Gradient constancy assumption 3-D.
One can also see that the global optic flow estimation methods in general perform better than
the local methods. Even though the best performing local method from Section 4.2.1 has
been chosen for comparison, already the supplement of a non-quadratic smoothness term to
the basic global method leads to more accurate results.
A similar conclusion can be drawn when regarding the results for the Street sequence and
the Marble sequence. Also here, each extension of the model entails an improvement in
the average angular error and the variational model shows its clear superiority towards local
methods.
For the Street sequence, again the extension of the model by a non-quadratic smoothness
term suffices to obtain results that are significantly more accurate than those feasible with
the local method. An exception in this regard is the Marble sequence. In this sequence,
spatio-temporal smoothness is very important. Thus the local method with spatio-temporal
flow constancy assumption yields better flow estimates than global methods with a purely
spatial smoothness assumption. However, global methods with the smoothness assumption
extended to the spatio-temporal domain can again clearly outperform the best local method.
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Fig. 4.23: Marble sequence (512× 512× 31).
Top Row: Left: Frame 16. Middle: Correct flow field between frame 16 and 17. Right: Best
performing local method (Nonlinear Lucas-Kanade 3-D).
Middle Row: Left: Classic Horn-Schunck. Middle: Non-quadratic smoothness term. Right:
Non-quadratic smoothness term 3-D.
Bottom Row: Left: Non-quadratic data and smoothness term. Middle: Gradient constancy
assumption. Right: Gradient constancy assumption 3-D.
Moreover, note that for the experiment with the local method the amount of pre-smoothing
along the temporal axis σz has been optimized, while for simplicity this parameter has been
set to 0 in the global methods.
Since there are no illumination changes in the Street sequence, the influence of the gradient
constancy assumption has to be reduced considerably in order to yield optimal results. It
is interesting, however, that the optimum is not reached for γ = 0, but for a slightly larger
value. This can be explained by the fact that the gradient constancy assumption provides not
only illumination invariance but also two additional constraints which help to determine the
optic flow.
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Yosemite sequence.
Technique σ α γ Iterations AAE Std. dev.
Classic Horn-Schunck 1.3 500 0 500 7.17◦ ±9.09◦
Best performing local method 1.3 - 0 - 6.82◦ ±10.62◦
Non-quadratic smoothness term 1.3 40 0 20/100 6.36◦ ±8.34◦
Non-quadratic data and smoothness term 1.5 25 0 20/100 5.97◦ ±7.79◦
Non-quadratic smoothness term 3-D 1.3 40 0 20/50 5.66◦ ±7.96◦
Gradient constancy assumption 2.0 80 300 20/100 3.50◦ ±7.84◦
Gradient constancy assumption 3-D 2.3 65 400 20/50 2.76◦ ±7.58◦
Street sequence.
Technique σ α γ Iterations AAE Std. dev.
Classic Horn-Schunck 0.5 1100 0 500 10.40◦ ±15.43◦
Best performing local method 0.4 - 0 - 7.75◦ ±12.50◦
Non-quadratic smoothness term 0.3 2000 0 20/100 6.64◦ ±12.35◦
Non-quadratic data and smoothness term 0.6 35 0 20/100 6.31◦ ±13.43◦
Non-quadratic smoothness term 3-D 0.5 450 0 20/50 6.17◦ ±12.73◦
Gradient constancy assumption 0.8 40 0.5 20/100 6.02◦ ±14.07◦
Gradient constancy assumption 3-D 0.9 25 0.25 20/50 5.48◦ ±15.48◦
Marble sequence.
Technique σ α γ Iterations AAE Std. dev.
Non-quadratic smoothness term 2.25 30 0 20/100 5.33◦ ±3.38◦
Classic Horn-Schunck 2.6 1000 0 500 5.31◦ ±3.48◦
Non-quadratic data and smoothness term 3.5 20 0 20/100 5.07◦ ±3.57◦
Gradient constancy assumption 4.5 40 220 20/100 4.83◦ ±2.99◦
Best performing local method 2.5 - 0 - 3.24◦ ±4.22◦
Non-quadratic smoothness term 3-D 2.25 10 0 20/50 2.74◦ ±3.66◦
Gradient constancy assumption 3-D 3.5 20 50 20/50 2.46◦ ±3.15◦
Tab. 4.2: Quantitative evaluation of the methods. AAE = average angular error.
The parameter σ denotes the standard deviation of the Gaussian kernel used for pre-smoothing the image
sequence in spatial direction.
Since the Marble sequence is not synthetic but has been obtained with a real camera,
there are flickering effects visible. Consequently, the gradient constancy assumption is again
important for this sequence, though there are not such obvious illumination changes like in
the Yosemite sequence.
One can see that quite a few iterations are necessary for the methods to obtain reasonable
results. Thus computation times are in many cases above one minute per frame. Apart from
code optimization, multi-grid methods, as recently proposed in [BWKS05], are a promising
way towards real-time computation. Also multi-resolution strategies can respectably reduce
computation times, besides their improved performance. They are the topic of the next
section.
84 Low Level Vision
Fig. 4.24: Street sequence (140× 100× 20).
Top Row: From Left to Right: (a) Frame 10. (b) Correct flow field between frame 10 and 11.
(c) Classic Horn-Schunck. (d) Non-quadratic smoothness term.
Bottom Row: From Left to Right: (e) Non-quadratic smoothness term 3-D. (f) Non-quadratic
data and smoothness term. (g) Gradient constancy assumption. (h) Gradient constancy assumption 3-D.
4.2.3 Method with Non-linearized Constancy Assumptions
At the beginning of this optic flow section, it has been mentioned that linearization of the
data constancy assumption
I(x, y, z) = I(x+ u, y + v, z + 1)
to the optic flow constraint equation
Ixu+ Iyv + Iz = 0
is in general a rather bad approximation of the original constraint. In particular in the case of
large displacements the image does not change linearly along the displacement vector. Hence,
though the linearization is a very convenient way to tackle the actually difficult nonlinear
optic flow estimation problem, it is also the reason for relatively unreliable estimation results
as soon as the displacements are significantly larger than one pixel per frame.
In this section it is therefore proposed to work with the original non-linearized equation while
the linearization is postponed to the numerical scheme. This is rewarded by improved results
in all test sequences, especially in the presence of large displacements.
The idea to refrain from a linearization of the data constancy assumption is not completely
new. It has been proposed, e.g., in [NE86, AWS00]. However, it is coupled here with a multi-
resolution strategy, which not only yields improved results when compared to the method in
[AWS00], but also shows strong similarities to so-called warping methods like the one proposed
in [MP98a, MP98b, MP02].
Variational model. Applying non-quadratic penalizer functions to both the data and the
smoothness term and also integrating the gradient constancy assumption as proposed in the
last section, the optic flow model is described by the following energy functional:
E(u, v) =
∫
Ω
(
Ψ
((
I(x+w)− I(x))2 + γ|∇I(x+w)−∇I(x)|2)+ αΨ(|∇u|2 + |∇v|2)) dx (4.37)
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with the optic flow vector w := (u, v, 1). The only difference to the energy in (4.35) is the
missing linearization of the data constraint. However, this seemingly small difference has a
large impact on the difficulty of the optimization problem. While for the optimization prob-
lem in (4.35) a unique minimum can be guaranteed for convex penalizer functions Ψ, this is
certainly no longer the case for the optimization problem stated here. Thus one has to deal
with local optima during the optimization process.
Euler-Lagrange equations. A (local) minimum of this energy has to fulfill the Euler-
Lagrange equations. For better readability, the following abbreviations are used:
Ix := ∂xI(x+w)
Iy := ∂yI(x+w)
Iz := I(x+w)− I(x)
Ixx := ∂xxI(x+w)
Ixy := ∂xyI(x+w)
Iyy := ∂yyI(x+w)
Ixz := ∂xI(x+w)− ∂xI(x)
Iyz := ∂yI(x+w)− ∂yI(x).
(4.38)
Note that expressions containing z are not partial derivatives in z, but differences that are
sought to be minimized. This is in contrast to the last section.
With the abbreviations it is possible to write the Euler-Lagrange equations in a more compact
manner:
Ψ′(I2z + γ(I2xz + I2yz)) · (IxIz + γ(IxxIxz + IxyIyz))− α div
(
Ψ′(|∇u|2 + |∇v|2)∇u) = 0
Ψ′(I2z + γ(I2xz + I2yz)) · (IyIz + γ(IyyIyz + IxyIxz))− α div
(
Ψ′(|∇u|2 + |∇v|2)∇v) = 0 (4.39)
with reflecting boundary conditions like in the section before.
One observes immediately that the Euler-Lagrange equations are nonlinear in their argument
w = (u, v, 1). We encountered nonlinear Euler-Lagrange equations already in the last section
due to non-quadratic penalizers. This kind of nonlinearity is also present in the equations
here. Additionally, the equations contain nonlinearities because of the non-linearized data
constraints. Consequently, two different kinds of nonlinearities have to be removed before one
obtains linear equations that can be resolved. The proposed numerical scheme performs this
linearization by two nested fixed point iterations.
Multi-resolution strategy. Besides additional nonlinearities, there is the supplementary
problem of local minima, as a multi-modal functional is sought to be optimized. As stated in
Section 2.3.3, there is no efficient method that can guarantee a global optimum for such func-
tionals. However, with the concept of continuation methods or GNC methods [BZ87] one can
obtain considerably more satisfactory results than with a conventional optimization strategy,
as the problem is first considered on a highly simplified, smoothed version of the functional.
The idea is that the result of this optimization is a good initialization for successively refined
versions of the problem8.
A good approximation for smoothing the energy functional is to smooth the underlying images.
As the smoothing of the images removes small details that are responsible for local minima,
one can expect that the energy functional containing the smoothed images has considerably
less local minima. The same strategy has been applied in [AWS00]. A nice theoretical inves-
tigation on this topic has been performed in [LC01].
8. For an illustration of continuation methods see Section 2.3.3.
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Instead of costly smoothing operations on the originally sized images, it is also possible to
downsample the images respecting the sampling theorem. As this removes small details the
same way as a smoothing operation on the original image, but additionally leads to a much
more efficient multi-resolution implementation, this procedure is chosen here. In theory, con-
tinuation methods perform best, if the transition from coarse to fine is as smooth as possible.
Each step in the pyramid can cause the initialization at a finer scale to be too close to a local
minimum just appearing at this scale. This risk is reduced by making smaller steps, as one
may already be closer to the global optimum when the local minimum appears. Therefore,
it is suggested to use a downsampling factor η ∈ (0, 1) between successive resolution levels
which is larger than the commonly chosen 0.5.
Numerical scheme. The proposed numerical scheme combines the continuation method
implemented by a multi-resolution strategy with two nested fixed point iterations to remove
the nonlinearities in the equations.
The full pyramid of images is used, starting with the smallest possible image at the coarsest
grid. Let k be the iteration index for the outer fixed point iteration loop, which is to remove
the nonlinearity resulting from the nonlinear data constraints. The fixed pointwk = (uk, vk, 1)
is initialized with w0 = (0, 0, 1) on the coarsest grid. Further let Ik∗ denote the abbreviations
defined in (4.38) with wk in place of w. Then wk+1 is the solution of
Ψ′((Ik+1z )2 + γ((Ik+1xz )2 + (Ik+1yz )2)) · (IkxIk+1z + γ(IkxxIk+1xz + IkxyIk+1yz ))
−α div (Ψ′(|∇uk+1|2 + |∇vk+1|2)∇uk+1) = 0
Ψ′((Ik+1z )2 + γ((Ik+1xz )2 + (Ik+1yz )2)) · (Iky Ik+1z + γ(IkyyIk+1yz + IkxyIk+1xz ))
−α div (Ψ′(|∇uk+1|2 + |∇vk+1|2)∇vk+1) = 0.
As soon as a fixed point in wk is reached, the resolution is changed to the next finer scale and
the result is used as initialization for one fixed point iteration on this scale. The upsampling
of wk is carried out by bilinear interpolation.
Notice that this scheme is fully implicit in the smoothness term and semi-implicit in the data
term. Implicit schemes used to yield higher stability and faster convergence. However, the
new equations are still nonlinear because of the nonlinear function Ψ′ and the symbols Ik+1∗ .
In order to remove the nonlinearity in Ik+1∗ , first order Taylor expansions are used:
Ik+1z ≈ Ikz + Ikxduk + Iky dvk
Ik+1xz ≈ Ikxz + Ikxxduk + Ikxydvk
Ik+1yz ≈ Ikyz + Ikxyduk + Ikyydvk
where uk+1 = uk+duk and vk+1 = vk+dvk. So the unknowns uk+1 and vk+1 are split into the
solutions of the previous iteration step uk, vk and unknown increments duk, dvk. Expressions
of type I(x+wk) are thereby computed by shifting the second image according to the fixed
point wk towards the first image. Values between grid points are approximated by bilinear
interpolation. If values drop out of the image domain, the data term is set to zero there, so
the smoothness assumption has to provide the solution.
Note that a first order Taylor expansion serves also for obtaining linearized constancy assump-
tions in conventional methods. The important difference is, however, that the linearization is
now performed after a fixed point has been computed. This fixed point can be used to shift
the second image towards the first one. This way, the nonlinear constraint is imitated by a
sequence of linear approximations instead of one single linear approximation. Consequently,
the approximation is much more accurate.
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Introducing an abbreviation for the robustness factor Ψ′D and the diffusivity Ψ
′
S ,
(Ψ′)kD := Ψ
′
(
(Ikz + I
k
xdu
k + Iky dv
k)2 + γ
(
(Ikxz + I
k
xxdu
k + Ikxydv
k)2 + (Ikyz + I
k
xydu
k + Ikyydv
k)2
))
(Ψ′)kS := Ψ
′(|∇(uk + duk)|2 + |∇(vk + dvk)|2)
the equations for the outer fixed point iteration can be written as:
(Ψ′)kD ·
(
Ikx
(
Ikz + I
k
xdu
k + Iky dv
k
) )
+ γ (Ψ′)kD ·
(
Ikxx(I
k
xz + I
k
xxdu
k + Ikxydv
k) + Ikxy(I
k
yz + I
k
xydu
k + Ikyydv
k)
)
−α div ((Ψ′)kS∇(uk + duk)) = 0
(Ψ′)kD ·
(
Iky
(
Ikz + I
k
xdu
k + Iky dv
k
) )
+ γ (Ψ′)kD ·
(
Ikxy(I
k
xz + I
k
xxdu
k + Ikxydv
k) + Ikyy(I
k
yz + I
k
xydu
k + Ikyydv
k)
)
−α div ((Ψ′)kS∇(vk + dvk)) = 0.
(4.40)
These are nonlinear equations in the unknown increments duk and dvk. The only remaining
nonlinearity is due to Ψ′. It has been shown already in the last section that such a kind of
nonlinearity can be removed by fixed point iterations, so a second, inner fixed point iteration
loop is introduced.
Let l denote the iteration index for this inner loop. The fixed point variables duk,l and dvk,l
are both initialized with 0. Furthermore, let (Ψ′)k,lD and (Ψ
′)k,lS denote the robustness factor
and the diffusivity computed at a fixed point (duk,l, dvk,l). This finally leads to the following
linear equations:
(Ψ′)k,lD ·
(
Ikx
(
Ikz + I
k
xdu
k,l+1 + Iky dv
k,l+1
) )
+ γ (Ψ′)k,lD ·
(
Ikxx(I
k
xz + I
k
xxdu
k,l+1 + Ikxydv
k,l+1) + Ikxy(I
k
yz + I
k
xydu
k,l+1 + Ikyydv
k,l+1)
)
−α div
(
(Ψ′)k,lS ∇(uk + duk,l+1)
)
= 0
(Ψ′)k,lD ·
(
Iky
(
Ikz + I
k
xdu
k,l+1 + Iky dv
k,l+1
) )
+ γ (Ψ′)k,lD ·
(
Ikxy(I
k
xz + I
k
xxdu
k,l+1 + Ikxydv
k,l+1) + Ikyy(I
k
yz + I
k
xydu
k,l+1 + Ikyydv
k,l+1)
)
−α div
(
(Ψ′)k,lS ∇(vk + dvk,l+1)
)
= 0.
Discretization yields a linear system of equations, which can be solved by SOR. Let m denote
the iteration index for the SOR iterations, then the iteration scheme for solving the linear
system is:
duk,l,m+1i = (1− ω) duk,l,mi
+ ω
∑
j∈N−(i)
(Ψ′S)
k,l
i∼j
(
ukj + du
k,l,m+1
j
)
+
∑
j∈N+(i)
(Ψ′S)
k,l
i∼j
(
ukj + du
k,l,m
j
)
−
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j∈N−(i)∪N+(i)
(Ψ′S)
k,l
i∼ju
k
i
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k,l
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(Ψ′D)
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i
α
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(Ix)ki
)2
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(Ixy)ki
)2
+
(
(Ixx)ki
)2)
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i
α
(
(Ix)ki
(
(Iy)ki dv
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i + (Iz)
k
i
)
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(
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(
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k
i
)
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(
(Iyy)ki dv
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k
i
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∑
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i
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)2
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(
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(
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dvk,l,m+1i = (1− ω) dvk,l,mi
+ ω
∑
j∈N−(i)
(Ψ′S)
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where like in the previous section (Ψ′S)
k,l
i∼j denotes the diffusivity between pixels i and j.
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One detail in this numerical scheme should be observed: the multi-resolution strategy implies
a rescaling of the derivative filters. As the same discrete filter masks are used for all levels,
the relative scale of the filters grows with the decreasing size of the images. As an alternative,
one could scale down the filter masks at coarser levels, such that the filter scale is always the
same as on the finest grid. This alternative is deliberately set aside in this work. Applying the
same filter masks on all resolution levels is motivated by the possibility to interpret the com-
putations on the downsampled image sequences as independent optic flow estimation tasks
using the same parameter setting as on the finest grid. While the coarse scale captures the few
low frequency correspondences between the image structures still present in the downsampled
images, the refined versions consider the (local) high frequency correspondences. The alter-
native approach would abandon from this interpretation, as it weighs the structures at the
varying levels differently. On the other hand, it can be better motivated from the numerical
point of view. The details about how to proceed with the derivatives have to be clarified in
future research. The way to downscale the filter masks has been persecuted in [Bru05]. The
work provides also experimental results.
Relation to so-called ‘warping’ methods. Coarse-to-fine warping techniques are a fre-
quently used tool for improving the performance of optic flow methods [Ana89, BA96, MP98b,
MP02]. While they are often introduced on a purely algorithmic basis, it is shown here that
they can be theoretically justified as a numerical approximation of an energy minimization
problem based on non-linearized constancy assumptions.
In order to establish this relation, the model in (4.37) is reduced to the gray value constancy
assumption by setting γ = 0. Further on, solely spatial smoothness, as in [MP02], is assumed.
Under these conditions, (4.40) simplifies to
(Ψ′)kD ·
(
Ikx
(
Ikz + I
k
xdu
k + Iky dv
k
) )− α div ((Ψ′)kS∇(uk + duk)) = 0
(Ψ′)kD ·
(
Iky
(
Ikz + I
k
xdu
k + Iky dv
k
) )− α div ((Ψ′)kS∇(vk + dvk)) = 0.
For a fixed k, this system is equivalent to the Euler-Lagrange equations described in [MP02].
Also there, the estimation is reduced to the successive computation of increments du and dv
between the first image and the warped second image. The same increments appear in the
outer fixed point iterations in (4.37). Here they have been introduced in order to resolve the
nonlinearity of the gray value constancy assumption. This shows that the warping technique
implements the minimization of a non-linearized constancy assumption by means of fixed
point iterations on w.
In earlier approaches, the main motivation for warping has been the coarse-to-fine strategy.
Due to solutions u and v computed on coarser grids, only an increment du and dv remains to
be determined on the fine grid. Thus the estimates used to have a magnitude of less than one
pixel per frame, independent from the magnitude of the total displacement. This ability to
deal with larger displacements has proven to be a very important aspect in differential optical
flow estimation.
The second strategy to deal with large displacements is the utilization of the non-linearized
gray value constancy assumption [NE86, AWS00]. In these approaches, large displacements
are allowed from the beginning. However, the nonlinearity results in a multi-modal functional.
In such a setting, the coarse-to-fine strategy is not necessarily wanted, but inevitable to get
closer to the global minimum.
In the end, both strategies not only lead to similar results. In fact, as it is demonstrated
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Yosemite sequence.
Technique σ α γ Iterations AAE Std. dev.
Linearized constancy assumptions 2.0 80 300 20/100 3.50◦ ±7.84◦
Linearized constancy assumptions 3-D 2.3 65 400 20/50 2.76◦ ±7.58◦
Non-linearized constancy assumptions 1.0 80 100 10/5 2.44◦ ±6.90◦
Non-linearized constancy assumptions 3-D 1.0 60 100 10/5 1.78◦ ±7.00◦
Street sequence.
Technique σ α γ Iterations AAE Std. dev.
Linearized constancy assumptions 0.8 40 0.5 20/100 6.02◦ ±14.07◦
Linearized constancy assumptions 3-D 0.9 25 0.25 20/50 5.48◦ ±15.48◦
Non-linearized constancy assumptions 0.1 100 6 20/20 4.93◦ ±13.37◦
Non-linearized constancy assumptions 3-D 0.1 50 4 20/20 4.54◦ ±14.69◦
Marble sequence.
Technique σ α γ Iterations AAE Std. dev.
Linearized constancy assumptions 4.5 40 220 20/100 4.83◦ ±2.99◦
Non-linearized constancy assumptions 3.75 30 50 10/5 4.73◦ ±2.81◦
Linearized constancy assumptions 3-D 3.5 20 50 20/50 2.46◦ ±3.15◦
Non-linearized constancy assumptions 3-D 1.6 30 30 10/5 1.91◦ ±2.71◦
Tab. 4.3: Comparison of the method with non-linearized constancy assumptions to the linearized version.
AAE = average angular error. The parameter σ denotes the standard deviation of the Gaussian kernel
used for pre-smoothing the image sequence in spatial direction.
above, they are completely equivalent. As a consequence, the coarse-to-fine warping technique
can be formulated as a single minimization problem. On the other hand, image registration
techniques, which often rely on non-linearized constancy assumptions, get access to an efficient
multi-resolution method for minimizing their complex energy functionals.
Experiments with synthetic sequences. In order to allow for a comparison to optic flow
methods with linearized constancy assumptions, the same experiments as in the last section
have been performed also with the improved method.
Like before, the robust penalizer function Ψ(s2) =
√
s2 + 2 with  = 0.001 has been employed
for both the data and the smoothness term. Considering the choice of the downsampling factor
η, a value of η = 0.95 has ensured smooth transitions from one scale to the next. Although
this rather large value entails also quite a large amount of outer fixed point iterations, it can
lead on the other hand to a smaller amount of inner fixed point iterations and SOR iterations
necessary to obtain results close to the optimum. Moreover, since most of the outer fixed
point iterations are performed on a considerably smaller grid, computation times are often
significantly smaller than with the methods presented before. The exact number of iterations
is listed in Tab. 4.3, where the first value determines the inner fixed point iterations and the
second value the SOR iterations. The number of outer fixed point iterations is determined by
the downsampling factor η and therefore only depends on the image size. The SOR parameter
has been set to ω = 1.8 in all experiments.
The visual impression of the results depicted in Fig. 4.25 - Fig 4.27 reveal in all test sequences
a noticeable improvement when using non-linearized constancy assumptions. This impression
is confirmed by the corresponding average angular errors listed in Tab. 4.3.
The method has also been run on the Yosemite sequence without clouds9. In this test
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Yosemite with clouds Yosemite without clouds
Technique AAE STD Technique AAE STD
Anandan [BFB94] 13.36◦ 15.64◦ Black–Jepson [BJ96] 2.29◦ 2.25◦
Nagel [BFB94] 10.22◦ 16.51◦ Ju et al. [JBJ96] 2.16◦ 2.00◦
Horn–Schunck, mod. [BFB94] 9.78◦ 16.19◦ Bab-Hadiashar-Suter [BHS98] 2.05◦ 2.92◦
Uras et al. [BFB94] 8.94◦ 15.61◦ Lai-Vemuri [LV98] 1.99◦ 1.41◦
Alvarez et al. [AWS00] 5.53◦ 7.40◦ Proposed method 1.65◦ 1.43◦
Me´min–Pe´rez [MP98b] 4.69◦ 6.89◦ Me´min-Pe´rez [MP02] 1.58◦ 1.21◦
Bruhn et al. [BWS05] 4.17◦ 7.72◦ Farneba¨ck [Far01] 1.14◦ 2.14◦
Proposed method 2.44◦ 6.90◦ Bruhn et al. [BWS05] 1.02◦ 1.12◦
Proposed method 3-D 1.78◦ 7.00◦ Proposed method 3-D 0.997◦ 1.17◦
Tab. 4.4: Comparison of the method with methods from the literature with 100 % density
for the Yosemite sequence with and without cloudy sky.
AAE = average angular error. STD = standard deviation.
sequence, the cloud region has been replaced by black pixels and the average angular error
is not measured there. Thus there are no sharp discontinuities in the motion field anymore,
and also the local illumination changes have vanished. Nevertheless, this sequence has been
very popular in the literature in recent years and hence presents itself for a comparison of the
proposed technique to other state-of-the-art methods.
In this comparison, the quality of the introduced method becomes explicit. For the Yosemite
sequence with clouds the technique performs twice as good as the currently best method known
from the literature. For the Yosemite sequence without clouds, angular errors below one
degree are reached for the first time while providing full density.
The experiments provide also an explanation for this good performance: it lies in the model
assumptions clearly stated in the energy functional. Obviously, each extension of the model is
important to capture the motion present in a sequence with quite general motion such as the
Yosemite sequence: robust penalizer functions applied to the smoothness as well as the data
term in order to cope with discontinuities in the motion field and outliers due to occlusions,
spatio-temporal smoothness for acquiring additional information, gradient constancy in order
to deal with illumination changes, and finally non-linearized constancy constraints to deal
with large displacements.
Noise. A comparison to the literature, however, elucidates only some aspects of the quality of
the approach. The usage of constancy assumptions that are based on higher order derivatives
arises, for example, the question on the robustness under noise. Tab. 4.5 therefore shows the
performance of the method when considerable amounts of Gaussian noise with zero mean are
added to the sequence10. Fig. 4.29 depicts the Yosemite sequence disturbed by the different
amounts of noise used for the experiment. It turns out that the method is quite robust under
noise despite the utilization of higher order derivatives. The number of iterations has been
kept fixed and is equal to the values given for the sequence without noise in Tab. 4.3.
9. The sequence is available at http://www.cs.brown.edu/people/black/images.html.
10. The random number generator has been initialized with seed 0.
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Fig. 4.25: Yosemite sequence with cloudy sky (316× 252× 15) as depicted in Fig. 4.22.
Left: Correct flow field. Middle: Non-linearized constancy assumptions. Right: Same method 3-D.
Fig. 4.26: Street sequence (140× 100× 20).
From Left to Right: (a) Frame 10. (b) Correct flow field.
(c) Non-linearized constancy assumptions. (d) Same method 3-D.
Fig. 4.27: Marble sequence (512× 512× 31) as depicted in Fig. 4.23.
Left: Correct flow field. Middle: Non-linearized constancy assumptions. Right: Same method 3-D.
Fig. 4.28: Yosemite sequence with cloud region replaced by black pixels.
Left: Correct flow field. Middle: Non-linearized constancy assumptions. Right: Same method 3-D.
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Fig. 4.29: Yosemite sequence with Gaussian noise of standard deviation 10, 20, and 40 added.
σn σ α γ AAE STD
0 1.0 80 100 1.78◦ ±7.00◦
10 1.6 30 80 2.17◦ ±6.42◦
20 1.8 30 110 2.69◦ ±6.50◦
40 1.9 25 50 4.05◦ ±7.37◦
Tab. 4.5: Noise robustness of the method with spatio-temporal smoothness. Gaussian noise with standard
deviation σn has been added to the Yosemite sequence with clouds. The parameter σ denotes the
standard deviation of the Gaussian kernel used for pre-smoothing the image sequence in spatial direction.
AAE = average angular error. STD = standard deviation.
Parameter variation. A further important experiment validates the robustness of the
method under parameter variations. Although the habit to optimize the relevant parameters
specifically for each image sequence is very useful for optic flow research in order to evaluate
and compare different techniques, optic flow applications may often demand for a fixed set of
parameters that must work with several different sequences. In Tab. 4.6 the results obtained
with such a fixed set of parameters is therefore compared to the optimum results. Although
some accuracy is certainly lost because of the suboptimal parameter setting, the quality is
still better than with many other methods using optimized parameters. Note that in this test,
ideas like adapting the fixed parameter set to the size of the images have not been implemented
yet. Such a procedure might push the values much closer to the optimum setting. Other more
elaborated approaches for automatic parameter selection are conceivable as well.
Tab. 4.7 shows the impact of parameters deviating by a factor 2 in both directions from the
optimum setting. This further suggests that an automatic parameter selection procedure,
even if it is not perfect, may lead to very good results.
Sequence AAE with opt. AAE with fixed
parameters parameters
Yosemite with clouds 2.44◦ 2.91◦
Street 4.93◦ 6.38◦
Marble 4.73◦ 5.11◦
Yosemite without clouds 1.65◦ 1.76◦
Tab. 4.6: Results of the spatial method with the fixed parameter set σ = 1, α = 40, and γ = 20
using 10 inner fixed point iterations and 5 SOR iterations, in comparison to the results obtained
with optimized parameters. AAE = average angular error.
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γ2 σ α AAE STD
100 1.0 60 1.78◦ 7.00◦
50 1.0 60 1.82◦ 6.89◦
200 1.0 60 1.90◦ 7.23◦
100 1.0 30 2.57◦ 8.40◦
100 1.0 120 2.09◦ 7.48◦
100 0.5 60 2.21◦ 7.10◦
100 2.0 60 2.23◦ 6.85◦
Tab. 4.7: Parameter variation in the spatio-temporal method and for the Yosemite sequence
with clouds. AAE = average angular error. STD = standard deviation.
Computation time. Considering computation times, Tab 4.8 reveals what happens if it-
erations are stopped long before full convergence has been reached. Obviously, very good
results can already be achieved with a fractional amount of computational effort. This way,
computation times close to real-time become possible. However, one has to note that other
sequences might need more iterations for providing good results. The Street sequence is
such an example, where quite many iterations are necessary. In contrast to the simple reduc-
tion of the number of iterations at the expense of quality, the utilization of fast multi-grid
techniques is a much more profound way towards a real-time implementation of the method.
The interested reader is referred to [BWF+03, BWF+05, BWKS05, Bru05] and the references
therein.
Method with spatial smoothness
reduction outer fixed inner fixed SOR computation AAE
factor η point iter. point iter. iter. time
0.95 77 10 5 14s 2.44◦
0.90 38 2 5 1.9s 2.46◦
0.85 25 2 5 1.2s 2.63◦
0.80 18 2 5 .93s 2.83◦
0.75 14 2 5 .78s 3.09◦
0.70 12 2 5 .66s 3.38◦
0.65 10 2 5 .58s 3.82◦
0.60 8 2 3 .45s 4.78◦
Method with spatio-temporal smoothness
reduction outer fixed inner fixed SOR computation AAE
factor η point iter. point iter. iter. time/frame
0.95 77 10 5 19s 1.78◦
0.95 77 2 5 4.5s 1.82◦
0.90 38 2 5 2.3s 1.98◦
0.85 25 2 5 1.6s 2.13◦
0.80 18 2 5 1.2s 2.49◦
0.75 14 2 5 1.0s 3.20◦
Tab. 4.8: Computation times for the Yosemite sequence with clouds.
Computations have been performed on an Intel Pentium 4 processor with 3.06GHz executing
compiled C++ code.
Experiments with real-world sequences. Synthetic test sequences are perfect for de-
veloping optic flow models and to check whether the model assumptions are appropriate to
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deal with a specific type of motion or disturbance in the sequence. In the end, however, the
methods must be able to handle sequences from real world. Most of the challenges present
in the synthetic test sequences, such as noise, illumination changes, or large displacements,
also appear here together with additional difficulties. In the following, the method which has
proven to meet all requirements for dealing with popular synthetic test sequences is applied
to several real-world sequences in order to find its limitations.
Fig. 4.30 - Fig. 4.32 show evaluations in a desk environment. All images used in these exper-
iments have a size of 400 × 300 pixels. The parameters of the optic flow methods have been
kept fixed: there has been no pre-smoothing of the image sequence, α = 50 and γ = 10. The
numerical parameters have been η = 0.95, ω = 1.8, and 10 inner fixed point iterations as well
as 5 SOR iterations have been performed.
Translational motion. In the test scenario depicted in Fig. 4.30, the object is shifted to
the left, while the camera remains static. This implies actually a very simple translational
motion, yet there are several hitches in the scene:
• There is some camera noise, yet it is not expected to cause many problems for the
method.
• Already a bit more disturbing is the flickering light source. It would certainly lead to
bad estimates using a method without an illumination invariant constancy assumption.
• An artifact not present in synthetic sequences is caused by the auto-focus of the camera.
This auto-focus yields different amounts of blurring in the images depending on the
object’s position.
• There is significantly less texture in the images than in the synthetic sequences. Hence
the images provide less information to find pixel correspondences.
• Finally, the increasingly large displacements bring on considerable occlusion problems.
Note that only the pixels of the moving object can be retrieved in the second image, yet
there is no cue about what has happened to the pixels occluded by the moving object.
The object has been 30cm away from the camera and has been shifted parallel to the image
plane by 1cm, 2cm, 4cm, and 8cm. This corresponds to a displacement of the object by
around 13.5, 27, 54, and 108 pixels in the image. One can see that the shift by 1cm has
been captured very accurately, though the displacement is already quite large compared to
displacements in common synthetic test sequences.
In case of the shift by 2cm, occlusion already evokes some problems in the area left to the
object. Since there is no information about the displacement of these pixels available in the
second image, the smoothness assumption is fully responsible for the result in this area. Note
that only the utilization of a non-quadratic penalizer in the data term can ensure for the bad
data having that little influence on the result in occluded areas.
The occlusion artifacts gain some more influence when the object is shifted by 4cm. However,
the displacement field in the non-occluded areas is still estimated almost correctly.
Only when the object is shifted by 8cm, one can observe that the estimation fails completely.
Obviously this happens as soon as the displacement is significantly larger than the object itself.
This observation may be explained by the fact that in such situations the object disappears in
the coarsened images before the displacement is small enough to capture the object’s motion.
In conclusion, the experiment reveals that the method can deal with extraordinary large
displacements, yet it has also its limits that are determined by the size of the moving object.
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Fig. 4.30: Translating PrittTM sequence. The object is 30cm away from the camera and moves
to the left. From Left to Right: First image. Second Image. Computed displacement field.
First Row: Object moves 1cm. Computed displacement: around 13 pixels.
Second Row: Object moves 2cm. Computed displacement: around 27 pixels.
Third Row: Object moves 4cm. Computed displacement: around 53 pixels.
Fourth Row: Object moves 8cm. Optic flow estimation failed.
Divergent motion. In the scene depicted in Fig. 4.31, the objects are static while the
camera is moving towards them. Similar artifacts as in the experiment before are present in
the images. One can observe in particular that the background gets out of focus when the
camera moves closer to the foreground object.
Additionally, a more complex motion model, namely divergent motion, comes into play. This
kind of motion is well suited for an application called structure from motion: projections of
3-D points with a small distance to the camera diverge faster than projections of points that
are far away from the camera. Thus one could reconstruct the depth of object points from
the optic flow field provided that the camera motion and the camera’s intrinsic parameters
are known.
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Fig. 4.31: Diverging PrittTM sequence. The camera is 30cm away from the object and moves
towards the object. From Left to Right: First image. Second Image. Computed displacement field.
First Row: Camera moves 2cm. Second Row: Camera moves 4cm.
Third Row: Camera moves 8cm. Fourth Row: Camera moves 12cm.
For better visibility, the intensity values in the flow field have been rescaled and are not comparable.
In the first image, the camera has been 30cm away from the central object. Then it has been
moved along a straight line towards the object. The camera shift has been 2, 4, 8, and 12cm.
The optic flow shows in each case the typical result of a divergent flow field. Moreover, one
can see the object boundaries of some foreground objects, especially the stick, the mouse,
and the stapler. So indeed pixels belonging to these objects reveal a larger displacement than
pixels of the background due to their different depths.
Problems occur in areas with little structure. In such areas, the smoothness term of the optic
flow method seems to introduce discontinuities arbitrarily, as the data term provides too little
information for more accurate estimates. The problem gains importance with increasingly
large displacements. Again this may be explained by the size of available structures relative
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Fig. 4.32: Simulation of a stereo camera system. Camera moves to the right.
From Left to Right: First image. Second Image. Computed displacement field.
First Row: Camera moves 2cm. Second Row: Camera moves 5cm.
For better visibility, the intensity values in the flow field have been rescaled and are not comparable.
to the size of the displacements: small scale structures like the texture of the wallpaper
disappear at coarser scales of the images where the cues for large displacements have to
be determined. On finer scales, the large displacement impedes any unique correspondence
between such small and frequently appearing structures. Consequently, results get worse with
increasing displacements, simply because the amount of utilizable information decreases.
On the other hand it is impressive that even in the test case with the largest displacement,
the boundaries of objects from the first frame are visible in the optic flow field, although the
objects are much larger in the second frame. This shows that the algorithm handles occlusion
problems already quite well. Further improvements may be possible with techniques that deal
with occlusions explicitly in the model [ADPS02].
Stereo scenario. The last experiment in this series simulates a stereo camera system: in the
scenario shown in Fig. 4.32, the camera is shifted in parallel to the image plane by 2cm and
5cm. It is obvious that a larger shift increases the magnitude of the displacement vector. In
the scope of stereo vision, the displacement is called disparity. It can be used to reconstruct
the depth of a point in the image provided the camera motion and the intrinsic camera pa-
rameters are known. For more details the reader is referred to [Fau93, FLP01].
Note that the camera shift in this experiment has a realistic magnitude. Often the shift is
even a bit larger. The human eye distance, for instance, is around 7cm. Nevertheless, already
the shift by 2cm leads to rather large displacements of 33 pixels for the foreground object.
With a shift by 5cm, the displacements have a magnitude of 80 pixels.
As one can see in Fig. 4.32, the foreground object can easily be distinguished from the back-
ground and the disparity is estimated rather well. In other parts of the image, however, the
estimates are pretty bad. For instance, the disparity in the foreground region of the table
must actually be much larger. Also for parts of the wallpaper, the estimation failed. Like in
the last experiment, there are not enough coarse scale structures available in these areas to
provide reliable estimates in the presence of such large displacements.
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Although the optic flow estimation method yields very accurate estimates in the scope of
motion estimation, its accuracy in a typical stereo setting is rather poor. What is wrong?
One reason is that we solved a much harder problem than actually necessary. Assumed the
camera parameters are known, the corresponding pixel in the second frame is restricted to be
located on a line. This epipolar constraint has been ignored here, though it would reduce the
size of the search space considerably. For severe stereo applications, it has to be integrated
into the method like proposed in [RD96, ADSW02].
Another reason is the camera arrangement in this experiment. With this arrangement, the
focus of the stereo system is on a point somewhere in the mountains, though all objects in
the scene are very close. One will obtain much smaller displacements in this scenario, if the
camera is rotated such that the foreground object is focused in both frames. This way, dis-
parities in the focused region are close to zero. Also the total magnitude of all displacements
in the image is reduced and thus the accuracy increases.
Human motion. An interesting special case of motion in real-world sequences is human mo-
tion. Human motion is in general quite complex, since arms and legs often move in different
directions than the rest of the body. Fig. 4.33 shows such a scenario where the person tilts
to the right while he is raising his right hand (i.e. the hand on the left)11. The displacements
in this sequence are small in comparison to the desk scenarios, yet most of the other artifacts
are also present here.
The result shown in Fig. 4.33 is actually quite good. Despite some blurring, the person’s
contour is clearly visible and the body as well as the hands move into the right direction.
The blurring can be explained by the coarse-to-fine strategy of the method and the missing
small-scale texture in the background: at coarse scales the object boundary is not well local-
ized due to the low resolution of the images, hence the motion of the object is also estimated
for pixels belonging partially to the object and partially to the background. Since there is
few useful gradient information in the background, the estimated flow is not corrected by
successive finer scales. The data term is very small in these areas, thus the smoothness term
gets almost full control.
11. The sequence has been kindly provided by Bodo Rosenhahn, University of Auckland.
Fig. 4.33: Human motion in a lab environment. The person tilts to the right, raising his left hand.
Left: First image. Right: Computed displacement field (2-D method, σ = 1, α = 50, γ = 20).
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At large, the experiments have shown that missing image structures arise as the principal
remaining problem in optic flow estimation. Even though the model and its numerical imple-
mentation are qualified to deal with most kinds of difficulties, the method still depends on
a sufficient amount of utilizable information. In this sense optic flow computation is a very
typical image analysis task: to improve its performance it is either necessary to increase the
amount of information, or to add constraints which restrict the number of possible solutions.
This phenomenon will also be faced within the scope of segmentation, which is subject of the
next chapter.
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5 Image Segmentation
Millions long for immortality, who do not know
what to do with themselves on a rainy Sunday afternoon.
Susan Ertz (1894-1985)
Author
In the preceding chapters, it was often referred to image segmentation as an application of
nonlinear diffusion, texture features, and optic flow. Indeed, image segmentation is a topic
where many techniques run together. Although the definition of image segmentation as the
partitioning of the image domain into meaningful regions appears unimpressive at the first
glance, the decisive word is ‘meaningful’. The signification of ‘meaningful’ in this definition
is still left open, though it is mostly assumed that a meaningful partitioning extracts the
boundaries of the visible objects in the image. When dealing with this task, image segmentation
plays an important role for the interpretation of images. While the techniques in the previous
chapters focused on relations between pixels, either in the spatial domain (denoising, texture)
or the spatio-temporal domain (optic flow), image segmentation introduces a relation between
pixels and objects and therefore establishes a first connection between so far uninterpreted
data and an interpreted, abstract, description of the scene.
When considering the extraction of object boundaries, one might think of an edge detector like
the gradient magnitude or a more elaborated method like the Canny edge detector [Can86].
However, there are plenty of reasons why an edge detector is not appropriate for extracting
object boundaries. Firstly, edges in the image do not always correspond to object boundaries.
One might think, for instance, of textured objects. Secondly, edges need not coincide with
closed contours. Closed contours, however, are required in order to determine regions and to
find a mapping between pixels and objects. Finally, edge detection takes solely local cues into
account. In some cases, this can be advantageous, yet in others a global view on the object
appearance is more appropriate. It is therefore to be noticed that image segmentation is not
the same as edge detection. Image segmentation yields regions, which implies closed contours,
not edges.
However, this still leaves the question open how image segmentation can be modelled. What
is to be assumed for image segmentation to establish a relation between pixels and objects,
i.e., what are the properties of a pixel that make it to belong to one object, while other pixels
are assigned to another object? Or to put it in a nutshell: what are the model assumptions?
Usually there are two model assumptions for image segmentation: firstly, there is to be a large
similarity of features within an object, whereas there should be a large dissimilarity of features
between objects. Secondly, the object’s shape is assumed to be as compact as possible, i.e.,
the length of the object boundary should be minimal.
101
102 Image Segmentation
It is to be noted that these assumptions about the appearance of objects are not always
satisfied. This is why a purely image-driven approach cannot work in all situations, but only
if different objects have different appearances or if they move differently. In order to extract
objects which basically look similar and move the same way as the background, one has to
introduce further assumptions about the objects. The integration of such a knowledge-driven
part is briefly discussed versus the end of this chapter. The main focus, however, lies on the
image-driven part.
Previous work. The model assumptions stated above are already close to the description
by a variational approach. Indeed, a variational formulation with similar model assumptions
has been introduced by Mumford and Shah [MS85, MS89]:
E(u,Γ) =
∫
Ω
(u− I)2 dx+ λ
∫
Ω−Γ
|∇u|2 dx+ ν
∫
Γ
ds (5.1)
where Γ is the set of boundaries that separates the different regions, u is a smooth approxi-
mation of the image I within these regions, and λ and ν are positive weighting parameters.
A simplified version of the Mumford-Shah functional, which is called the cartoon limit, is
obtained if λ = 0. The remaining energy functional
E(u,Γ) =
∫
Ω
(u− I)2 dx+ ν
∫
Γ
ds (5.2)
yields in an optimum a piecewise constant approximation u, and a boundary Γ that sep-
arates the constant regions. It is easy to observe that this is in full accordance with the
above-mentioned model assumptions for image segmentation: similar neighboring pixels are
assigned to the same region, while dissimilar pixels are separated by a region boundary; the
total length of region boundaries is sought to be minimal.
While the Mumford-Shah functional already yields a quite general formulation of the image
segmentation problem in form of an optimization problem, the way how to minimize the en-
ergy has been left open in [MS89]. One of the main problems for minimization is the set of
infinitesimal thin boundaries Γ. As a remedy, Ambrosio and Tortorelli [AT92] proposed a
regularized version of the functional in (5.1) where the boundaries have finite width. This
allows for a gradient descent method to minimize the functional. It can be shown that the
approximation of the Mumford-Shah functional resembles nonlinear diffusion with Perona-
Malik diffusivity, revealing the relations between nonlinear diffusion and image segmentation.
For the cartoon limit in (5.2) another minimization strategy has been suggested in [KLM94,
MS94]. This strategy is based on the region merging algorithm introduced in [BGK+89].
Starting with each pixel in the image being a single region, the algorithm successively merges
those two regions which lead to the largest energy decrease. The algorithm can thus be re-
garded as a greedy heuristic for minimizing (5.2). In [MS94] several theoretical properties of
this algorithm have been shown, e.g. the elimination of small or thin region and an upper
bound for the number of regions. Due to its efficiency and simplicity, the region merging
algorithm has become very popular. Although it tends either to over-segmentation or to re-
gion boundaries that only match object boundaries if the interior of the object regions is very
homogeneous and clearly pops out of the background, for a long period region merging has
been one of the best performing segmentation techniques available.
A different approach to image segmentation is represented by so-called active contour models,
also known as snakes [KWT88, Coh91, CC96]. In their original formulation, active contour
103
models are edge based, i.e., they use an edge detector in order to determine region bound-
aries. In contrast to a pure edge detector, however, they can ensure closed contours and thus
represent regions.
Apart from active contours being edge based, there is a further difference to the Mumford-
Shah functional: active contours in their basic formulation are restricted to the extraction of
a single object boundary, whereas the Mumford-Shah functional captures arbitrary many ob-
ject regions. Note that this restriction introduces a severe simplification of the segmentation
task, since it implies the knowledge that there is exactly one object to be extracted locally
from the image. The optimum number of regions is no longer to be determined.
Special cases of active contours models are geometric active contours [CCCD93, MSV95] and
geodesic active contours [CKS95, KKO+95, KKO+96, CKS97]. Most interesting for the seg-
mentation method derived later in this chapter is the geodesic active contour model, which
can be formulated as the minimization problem
E(Γ) =
∫
Γ
g(|∇I|) ds. (5.3)
with g(|∇I|) being an edge detector which yields small values at the position of edges in the
image and 1 otherwise. This energy resembles very much the last term of the Mumford-Shah
functional. Indeed, minimization of the energy minimizes the boundary length weighted by a
value that depends on the existence and steepness of edges. This weight evokes the contour
to be attracted by image edges. In contrast to region based segmentation models, such as the
Mumford-Shah functional, the interior of the region is not relevant for the result.
In [CBA93] and [Ron94] this strict negligence of region information has been relieved and
has finally led to the geodesic active regions model [PD99, PD02a] and the Chan-Vese model
[CV99, CV01]. Very similar is also the method in [TYW01]. Active contour models, their
extensions, and their implementation will be discussed in Section 5.1 in more detail.
If the compactness constraint in image segmentation is ignored, i.e., the length of the bound-
ary is not subject to optimization, then the task comes down to a classical clustering problem
as known from statistics. Consequently, many clustering techniques have been applied to
image segmentation. The most popular methods are the normalized cut [SM97, SM00] and
the mean shift algorithm [Che95, CM02]. Also pairwise clustering [HB97, HPB98] and semi-
definite programming [KHS04, Keu04] can be applied successfully to image segmentation.
Clustering approaches often include the spatial distance between pixels as an additional di-
mension in feature space and thereby ensure that the pixel clusters (regions) obey a certain
spatial compactness. However, in contrast to most image segmentation methods, pixels as-
signed to the same cluster need not necessarily be connected in the image. In fact this can be
beneficial in cases where the object is occluded by other objects and hence is split into several
parts.
While clustering based segmentation approaches deal quite negligently with the spatial rela-
tionship of pixels, they are often more sophisticated in the statistical modelling of the regions.
While, e.g., the cartoon limit of the Mumford-Shah functional assumes piecewise constant re-
gions, which comes down to modelling the region solely by its mean value, clustering methods
in general employ more complex models, such as Gaussian mixture models or nonparametric
density estimates. This is beneficial especially in case of textured regions. Modelling the
region of a zebra with its black and white stripes by means of the mean value can hardly
capture the difference of this region to its background. Modelling the gray value distribution
of the region with two Gaussians or the region histogram, on the other hand, leads to a much
more precise description of the region’s interior.
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Segmentation models that include ideas from both the Mumford-Shah functional and clus-
tering methods are based on the minimum description length (MDL) criterion [Lec89] and
Bayesian models [GG84, Win03]. The motivation of MDL comes from information theory. It
is to describe the image data D by a model M , such that the number of bits necessary to
transmit the data by means of the model is minimal:
E(M) = |Lc(D|M)|+ |Lm(M)| → min . (5.4)
Thereby Lc denotes a language for describing the data, given the model, and Lm is a language
for describing the model.
The Bayesian approach has a different motivation. Based on the maximum a-posteriori
probability (MAP) criterion it seeks to choose the model with the maximum conditional (a-
posteriori) probability, given the data. In order to determine this conditional probability, the
Bayes rule
P (M |D) = P (D|M)P (M)
P (D)
(5.5)
is applied, where P (M |D) is the a-posteriori probability of the model given the data, P (D|M)
is the probability of the data given the model, P (M) is the unconditional probability of the
model, and P (D) is the unconditional probability of the data. Maximizing P (M |D) with
respect to the model leads to the energy minimization problem:
E(M) = −P (D|M)P (M)→ min (5.6)
or equivalently to
E(M) = − logP (D|M)− logP (M)→ min . (5.7)
The MDL criterion and the MAP criterion look very similar, and indeed there are many rela-
tions [Lec89, ZY96]. Furthermore, both criterions are so abstract that they can capture many
other segmentation models. When choosing appropriate languages Lc and Lm in (5.4), for
instance, one can obtain the Mumford-Shah functional. The same can be achieved with (5.6)
if the set of possible models is restricted. Thus it is not surprising that many implementations
under the logo of MDL or Bayes come down to region merging algorithms or active contours.
The region competition approach presented in [ZY96] has exploited this fact and has inte-
grated ideas from most of the previously mentioned techniques. It is sought to minimize an
energy that is more general than the Mumford-Shah functional or the active contour model,
but less abstract than the MDL or MAP criterion. The optimization problem is stated by the
energy functional
E(Ωi, pi, N) =
N∑
i=1
(
−
∫
Ωi
log pi dx +
ν
2
∫
Γi
ds + %
)
(5.8)
with side conditions
⋃
iΩi = Ω and
⋂
iΩi = ∅. The unknowns contain the number of
regions N , the regions Ωi with their boundaries Γi, and the probability density functions
pi ≡ P (D|Mi) within the regions. The energy consists of three terms weighted relative to
each other by the parameters ν ≥ 0 and % ≥ 0. The first term captures the first factor
of the MAP criterion in (5.6). It is equivalent to the first term of the cartoon limit of the
Mumford-Shah functional, if the distribution model respects merely the region’s mean value.
The second term introduces a penalty on the length of the region boundaries, like in the
Mumford-Shah functional. It is also present in many active contours models. The third term
finally supplements a penalty for the number of regions.
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For minimizing this rather complex energy, an algorithm is proposed in [ZY96], which is based
on region growing and region merging ideas. It further contains concepts from active contour
models. Region growing has been suggested in [AB94]. It is based on first placing manually
some so-called ‘seeds’, i.e. pixels that define the origin of regions, into the image. Pixels at a
region boundary join the region, if their values fit well to the region model and if they have not
yet been assigned to any other region. Iterating this procedure results in successively growing
regions. This algorithm is fully adopted in [ZY96]. Additionally, colliding regions are allowed
to compete for pixels. Thus the boundaries between regions can move in order to minimize
the energy, like in the case of active contours. The algorithm in [ZY96] further allows for
merging two regions, if this decreases the total energy. The latter is a concept stemming from
the region merging algorithm.
The list of existing segmentation methods presented here is not complete, but mentions
only some of the most popular techniques which are related to the technique proposed in
this chapter. Simple algorithmically motivated techniques like thresholding after some pre-
processing of the image have been left out here. Also the morphological method of wa-
tersheds [BL79, Jac96] is not discussed. Another segmentation method based on algebraic
multi-grid should only be mentioned briefly, though it provides very good segmentation re-
sults [SBB00, SBB01, GSBB03].
Contributions. The segmentation method described in this chapter seeks to minimize a sim-
ilar energy as in (5.8). In contrast to the work in [ZY96], however, the minimization algorithm
is based on implicit active contour models which represent regions and their boundaries by
means of the level set framework [DT79, OS88]. This framework, which is discussed in detail
in the first section of this chapter, conveniently allows to deal with the second term of the
functional. Different statistical models for describing the region’s interior are discussed. Be-
sides the Gaussian distribution used in [ZY96], this includes a nonparametric Parzen density
estimate [Ros56, Par62] and a new model with local statistics. Moreover, since optimization
problems in image segmentation often contain many local optima, a coarse-to-fine minimiza-
tion strategy is introduced for increasing the number of situations where the method runs into
the global optimum.
In Section 5.2, texture and motion features from the previous chapter are integrated into the
segmentation model. Section 5.3 then lifts the restriction to split the image into exactly two
regions and therefore allows the extraction of multiple object contours in an image.
The segmentation techniques described in Section 5.1 - 5.3 are purely image-driven. Despite
all efforts to respect as much image information as possible by including texture and motion
cues, this information is often not sufficient to extract satisfactory object contours. In the last
section of this chapter, the model is hence extended by a knowledge-driven part, following the
basic concepts in [LGF00, RP02, Cre02, COS04]. In contrast to these earlier works, which
rely on two-dimensional shape knowledge, it is suggested here to employ three-dimensional
shape knowledge, which has the advantage of modelling perspective views from the objects in
the real, three-dimensional world.
Most of the work in Section 5.1 and Section 5.2 has been in collaboration with Mikae¨l Rousson.
Section 5.4 is based on joint work with Bodo Rosenhahn.
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5.1 Level Sets for Segmentation
The segmentation model of implicit active contours is based on level set methods, which ac-
tually originate from computational fluid dynamics [DT79, OS88]. Meanwhile, the level set
framework has become a very popular tool for curve representation in image analysis.
Let C(s) be a closed curve parameterized with the arc-length s. Such a curve can be repre-
sented by a so-called embedding function or level set function Φ(x, y) when introducing C as
a level line into Φ [OS88]. This can be done, e.g., by a signed distance function
Φ(x) :=
{ −dist(x, C) if x outside the area encircled by C
dist(x, C) else
(5.9)
where dist(x, C) denotes the distance of a point x to the next point on the curve C, provided a
certain distance measure (e.g. Euclidean distance). The zero-level line of Φ is then equivalent
to the curve C.
With this kind of curve representation it is possible to describe a curve evolution of type
∂tC = βn (5.10)
by a partial differential equation that acts on Φ:
∂tΦ = β · |∇Φ| (5.11)
whereas n(s) describes the outer normal direction of the curve C at s and β(s) is a scalar force
that evolves the curve in direction of ±n. In a similar way, a surface S(r(x, y, z), s(x, y, z))
can be embedded into a three-dimensional level set function Φ(x, y, z).
What is the advantage of such an embedding? On the first glance, it only turns a one-
dimensional structure C(s) into a two-dimensional structure Φ(x, y) and therefore increases
the computational effort.
• One advantage becomes apparent when considering spatial discretizations of C and Φ.
While Φ always stays on a fixed homogeneous grid, independent from the evolution of
its level lines, the grid points in a discretization of C move together with the evolving
curve. This can evoke severe differences in the distance between grid points and requires
a regridding during the evolution. Since (5.11) keeps a fixed coordinate system, it is
also called the Eulerian formulation of (5.10) [Set90].
• The second and more important advantage is the representation not only of the curve
itself, but also of the region encircled by this curve. By the sign of Φ(x) one can
immediately see whether x is inside or outside the curve. This is especially important in
image segmentation where often both the region boundaries Γi and the encircled regions
Ωi play a role in the optimization process.
• As a third advantage, the level set representation allows for topological changes. Con-
sider a region that is split into two parts that are not connected. The representation of
such a region by a curve C is not immediate. The most convenient solution might be to
use two curves C1 and C2 to represent the region. But what will happen, if the evolution
drives the two parts towards each other, such that they finally merge? By embedding
the region boundaries as a level line into the level set function Φ, it is not necessary to
care about such topological changes as they are captured implicitly by this kind of rep-
resentation. In the scope of image segmentation this offers the advantage that regions
need not necessarily be connected. This is in contrast to most other image segmentation
algorithms and provides a property mainly known from clustering approaches.
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5.1.1 Mean Curvature Motion and Implicit Active Contours
The level set framework is the basis of implicit active contours as introduced in [CCCD93,
MSV95, CKS95, KKO+95]. The implicit representation of the contour via a level set function
thereby allows for a convenient minimization of the contour length while the curve is simul-
taneously aligned to edges in the image.
Mean curvature motion. Minimizing the curve length can be performed by so-called mean
curvature motion (MCM) [ES91, AGLM93, ST93]. It can be described explicitly by the geo-
metric heat equation or Euclidian shortening flow [Gag86, GH86, Gra87, ES91]
∂tC = κn (5.12)
where κ = det(Cs,Css)|Cs|3 is the curvature of C. The equivalent implicit formulation in the level
set framework reads:
∂tΦ = |∇Φ|div
( ∇Φ
|∇Φ|
)
. (5.13)
One can show that mean curvature motion minimizes the Euclidian arc-length of the curve
C, i.e., it minimizes the energy
E(C) =
∮
|Cs(s)| ds =
∫
C
ds (5.14)
Since usually one of the model assumptions for image segmentation is a minimum boundary
length between regions, this energy term is part of many variational approaches for image
segmentation, among others the Mumford-Shah functional and the functional of Zhu-Yuille in
(5.8). The implicit formulation of the boundary constraint by means of the level set framework
now provides also a sound way to perform the minimization of such energy functionals, namely
by means of mean curvature motion.
In order to implement mean curvature motion, it is useful to write (5.13) as:
∂tΦ =
Φ2yΦxx − 2ΦxΦyΦxy +Φ2xΦyy
Φ2x +Φ2y
. (5.15)
Spatial discretization of the partial derivatives at pixels (i, j)
(Φi,j)x ≈ Φi+1,j − Φi−1,j2
(Φi,j)y ≈ Φi,j+1 − Φi,j−12
(Φi,j)xx ≈ Φi+1,j − 2Φi,j +Φi−1,j
(Φi,j)yy ≈ Φi,j+1 − 2Φi,j +Φi,j−1
(Φi,j)xy ≈
{ 2Φi,j+Φi−1,j−1+Φi+1,j+1−Φi−1,j−Φi+1,j−Φi,j−1−Φi,j+1
2 if (Φi,j)x(Φi,j)y < 0
Φi−1,j+Φi+1,j+Φi,j−1+Φi,j+1−2Φi,j−Φi−1,j+1+Φi+1,j−1
2 else
and time discretization with forward differences leads to the update equation
Φk+1i,j =
 Φki,j + τ
(Φki,j)
2
y(Φ
k
i,j)xx−2(Φki,j)x(Φki,j)y(Φki,j)xy+(Φki,j)2x(Φki,j)yy
(Φki,j)
2
x+(Φ
k
i,j)
2
y
if |∇Φki,j | = 0
Φki,j else
(5.16)
with iteration index k and time step size τ . There is no stability theory for this scheme, yet
experimental evaluation reveals stable results for τ ≤ 0.25.
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Fig. 5.1: Illustration of mean curvature motion.
From Left to Right: Initial Φ and Φ after t = 20, t = 50, t = 250, and t = 1000.
Fig. 5.1 illustrates the behavior of mean curvature motion. One can see that the implicit curve
is propagated in inner normal direction with a speed dependent on its curvature. Parts with
a high curvature evolve faster than parts with a small curvature. The curve shrinks within
finite time to a circular point.
Geodesic active contours. Based on the curve length minimization with mean curvature
motion, geodesic active contours additionally introduce an edge detector g(|∇I|), which per-
forms the task to draw the curve towards edges in the image I [CKS95, KKO+95]. Like the
diffusivity functions in Chapter 2, g(s) > 0 is a decreasing function, i.e., it becomes small in
the presence of edges in the image. A possible choice is, for instance
g(|∇I|) = 1√|∇I|2 + 2 (5.17)
with  = 0.1. This edge indicator can be added to the evolution equation in form of a weighting
factor:
∂tΦ = |∇Φ|div
(
g(|∇I|) ∇Φ|∇Φ|
)
. (5.18)
One can show [CKS97] that this equation is the steepest descent for minimizing the energy
E(C) =
∮
g(|∇I|) |Cs(s)| ds =
∫
C
g(|∇I|) ds. (5.19)
and empirically converges to a non-trivial steady state. In (5.19) it is easy to see that in a
steady state the curve length is locally minimized with respect to some image-induced metric
defined by g(|∇I|).
Applying the chain rule, (5.18) can be rewritten as
∂tΦ = g |∇Φ|div
( ∇Φ
|∇Φ|
)
+∇g>∇Φ. (5.20)
It becomes obvious that the evolution equation actually consists of two terms. The first one
performs mean curvature motion weighted by the edge indicator function g. With solely this
term, the curve would still shrink to a circular point for t → ∞, since g > 0. The shrinkage
would only be slowed down in the presence of edges, yet it could not be stopped. Only the
second term in the evolution equation can prevent further shrinkage, as it evolves the curve
in direction of smaller g. With this term, the curve can even evolve in outer normal direc-
tion, provided the attracting image edge is sufficiently steep and close enough to the evolving
contour. In active contour models besides geodesic active contours, this property has to be
introduced artificially by adding a balloon force in outer normal direction, which involves a
weighting parameter [Coh91].
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This already indicates the dependence of the outcome from the initialization of the contour.
The evolution equation (5.18) is only a local optimization method for minimizing (5.19).
Consequently, it can yield only the next local optimum. This means that the curve is attracted
by the next relevant edge in the image, although an edge further away from the initial curve
could yield a smaller weighted curve length.
The geodesic active contour model can be implemented by means of (5.20). Its first term can
be discretized like mean curvature motion with an additional weighting factor. For a stable
implementation of the second term, a so-called upwind scheme using one-sided differences can
be applied [OS88]. Such schemes originate again from computational fluid dynamics1. The
update equation concerning the second term in (5.20) implemented by means of the upwind
scheme reads:
Φk+1i,j = Φ
k
i,j + τ
(
max
(
0, gi+1,j−gi−1,j2
)
(Φki+1,j − Φki,j) + min
(
0, gi+1,j−gi−1,j2
)
(Φki,j − Φki−1,j)
)
+ τ
(
max
(
0, gi,j+1−gi,j−12
)
(Φki,j+1 − Φki,j) + min
(
0, gi,j+1−gi,j−12
)
(Φki,j − Φki,j−1)
) (5.21)
with iteration index k and time step size τ . Experimental stability is determined by the first
term. The whole scheme has turned out to yield stable results for τ ≤ 4 .
Unfortunately, geodesic active contours implemented by this explicit scheme converge com-
paratively slowly. In order to speed up the curve evolution, several ideas have been suggested.
One of these ideas is the narrow band approach [Cho93, AS95, PMO+99, PD00b]. It is based
on the fact that the update in the basic implementation is performed on the whole image
domain, although only a small part of this domain, which is close to the propagating curve,
is of interest. The narrow band approach thus reduces computations to a small area around
the zero-level line of Φ, the narrow band.
An alternative strategy to speed up the process is to replace the explicit time discretization
by a semi-implicit scheme which is stable for arbitrary large time steps. Such semi-implicit
schemes, like the AOS scheme, can decrease the computational costs by a factor 10 or more,
see Section 2.1.3. The AOS scheme has been proposed for implicit active contour models in
[GKRR01] and [Wei01], whereas the advantage of the method in [Wei01] lies in the fact that
it needs no reinitialization of the level set function to the signed distance function after each
time step.
Finally, also multi-scale strategies are a possible way to speed up active contours [PD00b].
One starts the contour evolution on a downsampled version of the image and uses the result-
ing curve as initialization for the evolution with the original image size. Apart from faster
computation, this strategy is in the sense of continuation methods and can additionally help
to avoid being trapped by local minima. This issue is discussed later on in more detail.
Fig. 5.2 shows the performance of the geodesic active contour model. Initialized with a rect-
angle close to the object to be extracted, the contour moves towards the closest relevant edges.
Note that due to the second term in (5.20) the contour converges to a steady state. Moreover,
the contour can capture non-convex parts of the object and evolve in outer normal direction.
Obviously, the energy for aligning the curve at the edges of the sheep’s legs is larger than
the energy for the shortcut. Thus the desired segmentation cannot be fully provided by the
model. One can also see that the edge along the neck of the mother sheep attracts the curve,
although the edge along the neck of the lamb appears to be steeper. This is a typical case
of a local minimum. With an initialization closer to the object contour one obtains a result,
which is closer to the desired segmentation, see Fig. 5.3.
1. See Chapter 3.
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Fig. 5.2: Segmentation with the geodesic active contour model.
Top Row from Left to Right: Curve after t = 0, t = 1000, t = 5000, and t = 10000 (steady state).
Bottom Row: Level set function Φ.
Fig. 5.3: Segmentation with the geodesic active contour model and a different initialization.
From Left to Right: Curve after t = 0, t = 1000, t = 3000, and t = 10000 (steady state).
In conclusion, the geodesic active contour model has several advantages:
• Its main advantage is the sound minimization of the energy functional by means of
the discretized steepest descent equation. There are no algorithmic supplements like
regridding necessary.
• Additionally, the implicit curve representation allows for topological changes. Hence,
partially occluded objects that are split into several parts can be handled without ad-
ditional efforts.
• The energy functional is very simple and contains only a few parameters, this is the
choice of the edge detector and the edge weighting function g.
Apart from this, however, the model has also some shortcomings:
• First of all, the interior of the extracted regions is completely neglected. The only cues
that drive the evolution are the edges in the image. However, edges are not very reliable
for extracting objects. Especially in the presence of textured objects, edges do hardly
contain any useful information for the segmentation.
• Since the evolution is drawn to the next significant edge in the image, any edge in be-
tween the initialization and the sought object contour can attract the solution. While
in supervised medical segmentation applications this strong dependence on the initial-
ization might be considered as beneficial, it is certainly a severe disadvantage in unsu-
pervised segmentation.
The goal of the technique described in the next section is to keep the advantages of geodesic
active contours while addressing its shortcomings.
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5.1.2 Region Based Active Contours
Both problems that appear with the active contour model originate from the negligence of
region information. While the edge detector in the model ensures that the data on both sides
of the contour is as dissimilar as possible, it cannot deal with the requirement that also the
interior of a region should be as homogeneous as possible.
Region based propagation forces. An immediate consequence of these considerations is
to include region information in the active contour model, as proposed in [CBA93, Ron94].
This concept has become very popular in connection with the geodesic active region model of
Paragios and Deriche [PD99, PD02b, PD02a] and the model of Chan and Vese [CV99, CV01].
The latter model even neglects the edge information completely and presents itself as a level
set based formulation of the Mumford-Shah functional. If the image domain Ω is split into two
regions Ω1 and Ω2, with Ω1∪Ω2 = Ω and Ω1∩Ω2 = ∅, the cartoon limit of the Mumford-Shah
functional can be written as
E(Γ) =
∫
Ω1
(I − µ1)2 dx+
∫
Ω2
(I − µ2)2 dx+ ν
∫
Γ
ds (5.22)
where µ1 and µ2 denote the mean values of the two regions and Γ stands for the boundary
between them. The weighting parameter ν ≥ 0 is the same as in the Mumford-Shah functional.
Making use of a level set function Φ(x), with Φ(x) ≥ 0 if x ∈ Ω1 and Φ(x) < 0 if x ∈ Ω2, the
zero-level line of Φ marks the region boundary Γ and (5.22) can be expressed as:
E(Φ) =
∫
Ω
(
H(Φ)(I − µ1)2 + (1−H(Φ))(I − µ2)2 + ν |∇H(Φ)|
)
dx (5.23)
where H(s) denotes a regularized version of the Heaviside function, i.e., lims→−∞ = 0,
lims→∞ = 1, and H(0) = 0.5. Often a function based on the arc tangent function or the
error function is used for H.
The formulation in (5.23) allows for an energy minimization by means of the gradient descent
∂tΦ = H ′(Φ)
(
(I − µ2)2 − (I − µ1)2 + ν div
( ∇Φ
|∇Φ|
))
(5.24)
and updates on the means µ1 and µ2 in Ω1 and Ω2, respectively:
µ1 =
∫
Ω I H(Φ) dx∫
ΩH(Φ) dx
µ2 =
∫
Ω I (1−H(Φ)) dx∫
Ω(1−H(Φ)) dx
. (5.25)
The first two terms in (5.24) are easy to implement. The last term looks like TV flow. In
combination with H ′(Φ), however, it is better implemented by means of mean curvature
motion restricted to a narrow band, as with a time rescaling H ′(Φ) can be replaced by |∇Φ|
[ZCMO96]. This way, the nature of (5.24) as curve evolution in normal direction becomes
apparent:
∂tC = βn with β = (I − µ2)2 − (I − µ1)2 + ν div
( ∇Φ
|∇Φ|
)
. (5.26)
The evolution equation propagates the curve in a way that it separates two regions with dif-
ferent mean values. Being a special case of the cartoon model of the Mumford-Shah functional
thereby explains immediately why there is no edge term necessary for the method to work.
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Fig. 5.4: Segmentation with the Chan-Vese model (ν = 40).
From Left to Right: Curve after t = 0, t = 1, t = 2, t = 3, t = 4, t = 10, and t = 20 (steady state).
Fig. 5.5: Segmentation with the Chan-Vese model and a different initialization (ν = 40).
From Left to Right: Curve after t = 0, t = 1, t = 2, t = 3, t = 4, t = 10, and t = 20 (steady state).
Bottom Row: Level set function Φ.
Fig. 5.4 and Fig. 5.5 demonstrate the curve evolution with the Chan-Vese model. Since the
model is less dependent on image edges but is driven by the region information, it yields
satisfactory results also with initializations that are far away from the optimum solution.
One can also see that the curve evolves much faster than in edge based active contour models.
In this example, a steady state is already reached after an evolution time of 20, while evolution
times for edge-based active contours are at least two orders of magnitude larger. Since the
time step sizes are equal and each iteration induces similar computational costs, the region
based active contour model is usually much faster.
In the bottom row of Fig. 5.5 one can see that the region based forces lead to unbounded
values in the level set function as soon as it is clear to which region a pixel belongs. This
eventually evokes very steep slopes of the level set function along the zero-level line. Moreover,
the large values may inhibit the zero-level line to move. To avoid these effects, it has been
proposed to constrain the slope of the level set function to |∇Φ| = 1 [GF00]. However, it is
already sufficient to restrict the range of the values of Φ by clipping values that are smaller
or larger than certain thresholds in order to obtain an efficient evolution of the curve.
It may further arise the question about the importance of the length constraint, i.e., the choice
of the smoothness parameter ν. In fact, the length constraint is very important to avoid the
isolation of noisy pixels, as demonstrated in Fig. 5.6. If ν is chosen too large, corners of objects
get rounded, yet one can see that a quite large range of values of ν leads to satisfactory results.
Fig. 5.6: Segmentation with the Chan-Vese model and different settings for ν.
From Left to Right: ν = 0, ν = 2, ν = 4, ν = 20, ν = 40, ν = 200, and ν = 800.
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Fig. 5.7: Synthetic image, where regions have same mean but different standard deviations.
From Left to Right: Initialization. Result with the piecewise constant model (ν = 40), the Gaussian
model (ν = 0.4), and the nonparametric model (ν = 0.4, σh = 8).
Region statistics. An important question that arises with region based active contours is
how to model the interior of regions. The Chan-Vese model based on the Mumford-Shah func-
tional employs actually the simplest possible model, namely the model of piecewise constant
regions. One can certainly think of cases where this model is not appropriate to distinguish the
particular regions. An example is shown in Fig. 5.7 where the two regions contain Gaussian
noise with the same mean but different standard deviation. In such a case, where the mean
value is not sufficient to distinguish the regions, segmentation with the piecewise constant
model must fail.
A reasonable way to find a remedy for this shortcoming is to extend the complexity of the
region statistics. According to the maximum a-posteriori criterion mentioned in the introduc-
tion of this chapter, the segmentation has to maximize the a-posteriori probability P (M |D)
of the model M given the data D. Reinterpreting this criterion in the notation of the active
contour model, the model M is one of the regions, i.e. either Ω1 or Ω2, and the data D is the
image gray value I. The Bayes rule allows to express P (x ∈ Ωi|I(x)), i = {1, 2}, as
P (x ∈ Ωi|I(x) = s) = P (I(x) = s|x ∈ Ωi)P (x ∈ Ωi)
P (I(x) = s)
. (5.27)
While P (x ∈ Ωi) is the a-priori probability of region Ωi, which allows to integrate further
assumptions about the region besides its region statistics, pi(s) := P (I(x) = s|x ∈ Ωi) is
the probability density in region Ωi, i.e., the gray value distribution within this region. The
a-priori probability of the image gray values P (I(x) = s) is independent of the choice of the
region and can therefore be neglected for optimization.
The only a-priori knowledge about the regions that is available at this point is the length
constraint on the object contour. Supplementing the assumption that the gray values of
particular image pixels are independent, which is reasonable as long as we do not know the
kind of interdependence between the pixels, this yields the task to maximize∏
x∈Ω1
p1(x)
∏
x∈Ω2
p2(x) e−ν
∫
Γ ds (5.28)
or equivalently to minimize
E(Γ) = −
∫
Ω1
log p1(x) dx−
∫
Ω2
log p2(x) dx+ ν
∫
Γ
ds. (5.29)
This energy functional is very similar to those proposed in [ZY96] and [PD02a]. It can further
be expressed by means of the level set framework [RD03, RBD03]:
E(Φ) =
∫
Ω
(
−H(Φ) log p1 − (1−H(Φ)) log p2 + ν|∇H(Φ)|
)
dx. (5.30)
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In fact, the Chan-Vese model in (5.23) is only a special case of this energy functional. A
typical choice to model the probability density functions is a Gaussian function with mean µ
and standard deviation σ:
p(s) =
1√
2piσ
e−
(s−µ)2
2σ2 . (5.31)
Modelling the region interior with such a probability density function and a fixed standard
deviation of σ =
√
0.5, leads exactly to (5.23).
Since the energy in (5.30) is formulated by means of a level set function, minimization can be
performed by a gradient descent according to the Euler-Lagrange equations of (5.30):
∂tΦ = H ′(Φ)
(
log p1 − log p2 + ν div
( ∇Φ
|∇Φ|
))
. (5.32)
Like the mean values in (5.24), also the probability densities p1 and p2 have to be updated
after each iteration. For the Gaussian model in (5.31) this comes down to updating
µ1 =
∫
Ω I H(Φ) dx∫
ΩH(Φ) dx
µ2 =
∫
Ω I (1−H(Φ)) dx∫
Ω(1−H(Φ)) dx
σ1 =
√∫
Ω(I − µ1)2H(Φ) dx∫
ΩH(Φ) dx
σ2 =
√∫
Ω(I − µ2)2 (1−H(Φ)) dx∫
Ω(1−H(Φ)) dx
.
(5.33)
As demonstrated in Fig. 5.7, there are cases where such a more complex statistical model
is beneficial. In contrast to the piecewise constant model, the Gaussian probability density
function in (5.31) is capable to capture the boundary between the two regions.
Fig. 5.8: Gaussian probability densities for the image in Fig. 5.7 estimated for the initialization.
Left: Blue Line: p1. Magenta Line: p2. Right: Blue Line: log p1. Magenta Line: log p2.
Fig. 5.9: Gaussian probability densities for the image in Fig. 5.7 in the final state.
Left: Blue Line: p1. Magenta Line: p2. Right: Blue Line: log p1. Magenta Line: log p2.
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Fig. 5.8 and Fig. 5.9 reveal the way how the method captures the region statistics by the
evolution process. Although the curve initialization is a very bad guess, it yields slightly
different probability densities in the two regions. Thus for each specific gray value in the
image, the assignment of the pixel to one region is more probable than to the other. This
difference in the probability drives the evolution of the curve in (5.32). The curve evolution,
on the other hand, causes the difference in the probability density functions to grow until the
optimum assignment of all pixels is reached. As a result, one region captures the area with
small standard deviation, while the other region takes care of the rest.
Nonparametric density estimates. Modelling the gray value distributions of the regions
by a Gaussian function is only one of many possibilities [JK69, Sil86]. The full Gaussian
model is certainly more general than a model solely based on the mean value. However, one
may wonder if the model is general enough. Even if the Gaussian function is usually able
to distinguish two different distributions, it may not be capable to properly represent the
distribution of values measured in the regions.
Consider, for instance the stripes of a zebra. They mainly contain black and white pixels. The
Gaussian function, however, cannot capture this distribution. It will estimate some shade of
gray as mean and a large standard deviation.
Especially when the segmentation model is extended to more than one feature channel, as this
is the case in Section 5.2, it is important that the probability densities of channels that are
not useful for discrimination at least coincide with the data in the regions. Otherwise those
channels could disturb the discrimination by means of other, more useful, feature channels.
Thus it is proposed here to employ a nonparametric density estimate [Ros56], in particular a
Parzen density estimate [Par62], which can describe the region statistics much more accurately
than a Gaussian estimate. A similar procedure has been suggested in [KFY+02]. Instead of
estimating the probability density by computing the parameters of a parametric function, the
Parzen density estimate employs the region histogram smoothed by a kernel function, which
is chosen here to be the Gaussian kernel Kσh with standard deviation σh:
pi(s) = Kσh ∗
∫
Ωi
1{I=s} dx∫
Ωi
dx
1{I=s} :=
{
1 if I(x) = s
0 else
(5.34)
Fig. 5.7 shows that also the Parzen density estimate can discriminate the two regions in this
test image. Fig. 5.10 depicts the corresponding probability densities of the two regions in
the steady state. In this case they resemble very much the Gaussian estimates, which is not
surprising as the noise in the two regions is indeed a Gaussian distribution.
Fig. 5.10: Parzen density estimates for the image in Fig. 5.7 in the final state.
Left: Blue Line: p1. Magenta Line: p2. Right: Blue Line: log p1. Magenta Line: log p2.
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Fig. 5.12: Gaussian density estimates for the image and segmentation in Fig. 5.11.
Left: Blue Line: p1. Magenta Line: p2. Right: Blue Line: log p1. Magenta Line: log p2.
Fig. 5.11: Zebra segmentation.
This is different in Fig. 5.11. For the moment it is not im-
portant how the segmentation has been obtained. Fig. 5.12
shows for these regions the Gaussian density estimates in
comparison to the probability densities obtained with the
Parzen estimator in Fig. 5.13. Obviously, the nonparamet-
ric estimates capture more details of the region properties.
This allows, for instance, a multi-cue texture segmenta-
tion method to assign the black area of the shadow to the
background, although dark values actually fit better to the
stripes of the zebra. This issue will become clearer in Section 5.2.
There are some additional remarks concerning nonparametric density estimates:
• It is well-known in statistics that methods which capture many details run the risk to
overfit the data. The important parameter in this respect is the standard deviation σh
of the smoothing kernel. If it is chosen small, the estimated probability density fits the
data very well, yet it does not take into account the uncertainty of the data, i.e. it is
not reliable for ranges of values that rarely appear in the data. On the other hand,
if σh is chosen large, the introduced uncertainty decreases the information content of
the measurements. In the limit one obtains a uniform distribution, which is completely
useless for segmentation.
• A good choice of σh basically depends on two factors: firstly on the amount of available
data, and secondly on the model complexity one wants to choose for the segmentation.
If there is only little data available, a Parzen density estimate with small σh becomes
unreliable. Large σh are in this case necessary for a good approximation. In case of
segmentation there are thousands of pixels available, nevertheless Fig. 5.10 shows that
for the smaller region the underlying Gaussian distribution is not perfectly captured.
Moreover, a complicated probability density function with many peaks provokes ad-
ditional local minima in the energy functional. In the face of a good global solution
one might thus be interested in reducing the complexity of the probability density by
choosing σh comparatively large. In all further experiments σh = 8 is chosen.
• In practice one computes the Parzen density estimate by means of a discrete histogram.
In this context it has to be noted that discretization introduces an additional (non-
Gaussian) smoothing of the histogram.
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Fig. 5.13: Parzen density estimates for the image and segmentation in Fig. 5.11 (σh = 8).
Left: Blue Line: p1. Magenta Line: p2. Right: Blue Line: log p1. Magenta Line: log p2.
For numerical reasons some small  = 10−6 had to be added to pi.
Consequently, log pi is limited from below.
Local region statistics. All region models discussed so far assume that the statistics do
not change considerably within one region. Basically this is a reasonable assumption, since
differences in the statistics indicate an object boundary. However, for some situations the
model is too restrictive.
Consider, for instance, the blue sky of some (good) holiday picture. The sky is dark blue at
the upper part of the region and almost white close to the horizon. The representation of
the sky region by a single global probability density function is very inaccurate, as it contains
only the information that the sky is blue. The information about which shade of blue can be
expected at a certain position in the sky is lost. This prevents the distinction from another
blue or white object, although locally there could be a significant difference in the regions’
statistics.
 
Fig. 5.14: Local cutout from Fig. 5.11.
Another example is the nose of the zebra in Fig. 5.11.
Although locally it would better fit to the zebra region
than to the background, the global statistics enforce
the pixels to be assigned to the background2. This is
because the dark pixels within the shadows almost out-
number the pixels in the black stripes of the zebra re-
gion. Globally regarded, this assignment is all right,
since otherwise also the shadows would be assigned to
the zebra. Locally, however, the assignment is not op-
timal.
The local information can be incorporated into the model, if the constant probability density
function is replaced by a probability density function which can vary gradually within the
region domain. That means, instead of the global probability density pi(s) for region i, one
has to estimate a spatially varying probability density function pi(s,x). This can be achieved
by computing at each location x a local probability density which employs a Gaussian window
Kρ centered at x. If the window size ρ tends to infinity, the local estimates come down to the
conventional global estimate.
2. As one can see in Fig. 5.13, the nose should actually be assigned to the zebra region, yet the difference
between both regions is so small that, with the chosen parameter setting, other feature channels prevent
this.
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There are the same possibilities how to model and estimate the local probability densities as
for global densities:
1. Gaussian probability density function with fixed constant standard deviation:
pi(s,x) =
1√
pi
e−(s−µi(x))
2
µi(x) =
∫
Ωi
Kρ(ξ−x)I(ξ) dξ∫
Ωi
Kρ(ξ−x) dξ (5.35)
This model contains only one single parameter µ which has to be estimated. Thus the
estimation is very reliable. On the other hand, the model is not well suited to distinguish
regions with similar mean value.
2. Gaussian probability density function:
pi(s,x) =
1√
2piσi(x)
e
− (s−µi(x))
2
2σi(x)
2
µi(x) =
∫
Ωi
Kρ(ξ−x)I(ξ) dξ∫
Ωi
Kρ(ξ−x) dξ σi(x) =
√∫
Ωi
Kρ(ξ−x)(I(ξ)−µ(x))2 dξ∫
Ωi
Kρ(ξ−x) dξ
(5.36)
Supplementing the standard deviation σ as a second free parameter tackles the problem
of the previous model. The estimation of two parameters is still reliable, even if the size
ρ of the window is rather small.
3. Nonparametric Parzen density estimate:
pi(s,x) = Kσh, ρ ∗
{
1{I(x)=s} if x ∈ Ωi
0 else
(5.37)
where Kσh, ρ(x, y, s) := Kρ(x, y)Kσh(s) denotes an anisotropic Gaussian kernel with
standard deviation σh in s-direction and standard deviation ρ along the x- and y-axis.
The nonparametric model certainly offers the most precise description of the region
statistics. However, the reliability of a Parzen density estimate depends very much on
the available amount of data. Thus for small ρ this model is not appropriate.
Local region statistics have their advantages but also some drawbacks when compared to
global statistics. Their main advantage is the capability to describe gradually varying re-
gions. On the other hand, this also leads to a new problem: as gradual changes in the regions
are allowed, one must now distinguish regions by sharp discontinuities in the statistics. This
reminds of edge based active contours, which rely on discontinuities in the image itself. In-
deed also local statistics evoke many local optima in the energy functional, in particular if ρ
is small, and thus yield a high dependency on the curve’s initialization.
Another disadvantage is the smaller amount of data available for estimating the local prob-
ability densities. While the whole region can contain thousands of pixels, there are fewer
pixels within the local neighborhood. For this reason one should prefer the Gaussian model
in order to estimate local densities. It is a reasonable tradeoff between model complexity and
reliability.
A further problem with local statistics is their high computational effort. Whereas for the
global statistics it is sufficient to compute for each region a single density estimate, for local
statistics it is necessary to compute such a density at each location in the image, or at least
within the narrow band.
Finally, it may also be considered as a drawback to have the size of the local window as
an additional parameter ρ, though in comparison to global statistics it just offers additional
choices beyond ρ→∞.
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A continuation method for image segmentation. The problem of variational models
for image segmentation yielding complex optimization problems with many local optima has
been encountered already several times in this chapter. The number of local optima in general
increases with a growing model complexity. This leads to a dilemma: on one hand, the model
complexity is sought to be increased in order to accurately incorporate the image contents, but
on the other hand a higher model complexity increases also the dependency of the result from
the initialization. Thus an increased model complexity necessitates imperatively a strategy
to cope with multi-modal optimization tasks.
In Section 2.3.3 continuation methods have been described as a strategy to heuristically pre-
vent a method from getting stuck in a local optimum. Later on in Section 4.2.3, a continuation
method has successfully been applied to the task of optic flow estimation. It is hence imme-
diate to try to employ a continuation method also in the scope of image segmentation.
As described and illustrated in Section 2.3.3, continuation methods are based on the idea to
start the optimization with smoothed, simplified versions of the energy functional and to suc-
cessively increase the level of detail until finally a solution for the original problem is obtained.
For image segmentation there are two possibilities how to create a smoothed version from the
original functional:
1. Like in optic flow estimation, the input image can be regarded at coarser resolution
levels. This removes details from the image which may disturb the method in finding
the global optimum.
2. Additionally, the complexity of the region model can be reduced by replacing, for in-
stance, a local density estimate by a global nonparametric density, or a nonparametric
density by a Gaussian density.
Both approaches can as well be combined. This leads to the following coarse-to-fine strategy.
First a pyramid of successively downsampled versions of the input image is considered. Note
that the multi-resolution optimization strategy has a positive side effect apart from the re-
duced dependency of the method from the initialization: it is considerably faster. At coarser
resolution levels, the distance which the curve has to cover to reach its optimum position
is much smaller than at the finest resolution level. Thus fewer iterations are necessary to
converge to the steady state. Moreover, iterations at coarser levels are much faster, since
there are fewer pixels. Consequently, the implementation with multiple resolution levels can
be more than 10 times faster than a conventional implementation, depending on the image
size; see Tab. 5.1 on page 133.
Additionally to the pyramidal approach, one can reduce the complexity of the region statistics
at coarse levels. So one starts with a global Gaussian density estimate at the coarsest scale.
At some finer scale, when the curve is already close to the object boundary, it is beneficial to
switch to the nonparametric Parzen density estimate, since it can describe the region statistics
more accurately than the Gaussian model. Also note that the amount of available data for
the density estimate increases with finer levels. At the finest levels, one may finally want to
switch to local statistics, as they yield the highest accuracy from all region models that have
been discussed. An experimental evaluation of this coarse-to-fine strategy is covered by the
experiments presented in the next section.
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5.2 Multi-Cue Integration
The preceding section has introduced a basic model for two-region segmentation following
the principles of geodesic active regions and the Chan-Vese model. The level set framework
thereby provides a convenient representation of the region boundary, while the region statistics
enforce an optimal splitting of the image according to its gray value distribution. A coarse-
to-fine strategy approaches the problem of local optima, which gain influence with a growing
model complexity.
This model is a good starting point, though images that are segmented satisfactorily by this
model are rare and mainly artificial. It is obvious that the model has at least two important
limitations:
• its restriction to exactly two regions in the image
• its limited capabilities to deal with textured images
Section 5.3 will deal with the first issue, whereas in this section the focus lies on the integration
of additional information such as color, texture, and motion. In particular, the texture and
motion features extracted by the methods introduced in Chapter 4 are incorporated into the
model.
Model for multiple features. For this purpose, the model from the last section has to be
extended from gray scale images I to feature vector images F = (F1, ..., FM ). This extension
is actually very straightforward and has been proposed for geodesic active regions [PD02b] as
well as the Chan-Vese model [CSV00]. In both cases it is assumed that the channels Fj are
independent, thus the total a-posteriori probability density pi(F) of region Ωi is the product
of the separate probability densities pi,j(Fj):
pi(F) =
M∏
j=1
pi,j(Fj). (5.38)
Thus the energy functional for segmentation with multiple feature channels reads:
E(Φ) =
∫
Ω
−H(Φ) M∑
j=1
log p1,j − (1−H(Φ))
M∑
j=1
log p2,j + ν|∇H(Φ)|
 dx (5.39)
and yields the following gradient descent equation:
∂tΦ = H ′(Φ)
 M∑
j=1
(log p1,j − log p2,j) + ν div
( ∇Φ
|∇Φ|
) . (5.40)
Due to their independence, the pi,j can be estimated for each region i and channel j separately.
Hence, the statistical models introduced in the last section can be applied analogously.
In cases where the correlation between channels is important for discrimination one can ei-
ther estimate multi-dimensional probability densities, e.g., by a multi-dimensional Gaussian
as proposed in [RD03], or alternatively by providing additional channels with the correlation
of features. Since in particular nonparametric density estimates entail a very high computa-
tional effort when extended to higher dimensions, the latter concept can be advantageous.
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Possible features to be incorporated by means of this model are color, texture, and motion cues.
In the case of color, it is reasonable to transform the RGB color space to CIELAB, in which
the Euclidian distance measure is supposed to better reflect human perception [Mac42, Int71].
Concerning texture, one can often find Gabor features in connection with image segmentation,
see e.g. [SSZ01, PD02a]3. In Section 4.1 a sparse alternative to the Gabor feature space has
been suggested. As Gabor features it discriminates textures by means of their magnitude,
orientation, and scale. However, the sparse representation reduces the high redundancy of
Gabor features. Note that for the model in (5.39), a probability density needs to be estimated
for each feature channel. Thus the reduction from 12 to 4 texture features can yield a speedup
of up to factor 3. As soon as correlations between these features may be taken into account,
either by additional feature channels or multi-dimensional probability density estimates, this
speedup can get even larger. Later on, the texture segmentation quality with Gabor features
and the sparse feature space will be compared in an experiment.
Besides color and texture, motion cues can be good indicators for separating objects. With
the optic flow model introduced in Section 4.2.3 a quite reliable estimate for the optic flow
vector (u, v) can be computed. Incorporation of u and v into the feature vector is supposed
to improve the segmentation of moving objects.
Motion segmentation has been investigated in several alternative approaches, e.g. in [Pot75,
Tho80, BF93, PD00b, MP02, CS05, PD05]. In many of these approaches, not the optic flow
but simply the difference between successive images is used as a cue for segmentation. Other
works do not use the optic flow as a pre-computed feature, but estimate it simultaneously
with the segmentation [MP02, CS05, PD05]. This is principally favorable, as the evolving
segmentation can improve the motion estimates. However, it is not trivial to connect motion
estimation and segmentation concepts, especially when elaborated models of both research
fields are to be included. While optic flow is incorporated here as a pre-computed feature, it
is a topic of further research to combine the optic flow method as presented in Section 4.2.3
with a level set based motion segmentation approach, such as in [CS05, PD05].
Coupled nonlinear diffusion of the feature space. When the sparse texture feature
space has been derived in Section 4.1.3, it has been proposed to apply a coupled nonlinear
diffusion process. The main motivation for this nonlinear diffusion has been the nonlinear
structure tensor which employs nonlinear diffusion for the local integration of structure infor-
mation.
However, the coupled nonlinear diffusion process can as well be motivated as a supplement to
the coarse-to-fine strategy which reduces the risk of the segmentation method to get stuck in
local minima. Applying coupled nonlinear diffusion to the feature vector F at each resolution
level, adds some additional smoothing, while keeping important image edges. With edge en-
hancing flow4, joint discontinuities in the features are even enhanced, what can improve the
interaction of feature channels in the segmentation.
Thus it is proposed to restrict the smoothing not only to the texture features but to smooth
the whole feature vector F. At each resolution level, nonlinear diffusion according to the
vector-valued diffusion scheme in (2.7) and edge enhancing flow with p = 1.5 is applied to F.
In the experiments, the influence of this nonlinear diffusion process will become evident.
3. See also Section 4.1.
4. See Section 2.1.2.
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A note on feature weighting. A model that uses several different unrelated features gives
rise to the question how these features are to be weighted against each other. This problem of
comparing apples and oranges has already been faced in Section 4.1.3, when the components
of the structure tensor had to be combined with the local scale measure. As the potential
range of these features has been limited, a pragmatic procedure has been the scaling of the
features to the same range as the image gray value.
Analyzing the influence of feature weighting on the segmentation leads to an interesting obser-
vation. While comparable ranges of all features are important for coupled nonlinear diffusion
to work properly, the weighting of each channel has only little or even no influence on the dis-
crimination properties of the curve evolution, if appropriate statistical models are employed.
Consider the Gaussian probability density estimate. By multiplying a feature with a factor
a, i.e., increasing its contrast by this factor, both the standard deviation σi and the differ-
ence of each value to the mean µi are scaled by a. For the region term log p1 − log p2 in the
Euler-Lagrange equation this yields:
− log(√2pi aσ1)− (a(s−µ1))
2
2(a σ1)2
+ log(
√
2pi aσ2) +
(a(s−µ2))2
2(a σ2)2
= − log(σ1)− (s−µ1)
2
2σ21
+ log(σ2) +
(s−µ2)2
2σ22
. (5.41)
This means, the region force is independent from a, and therefore contrast independent. In-
stead, the influence of a feature depends on how well it distinguishes the two regions, i.e. its
discriminative power.
One can easily assure oneself that, apart from a linear scaling of the smoothing parameter σh,
also the Parzen density estimate is contrast invariant. Only the simplified Gaussian model
with a fixed standard deviation, which is used in the Chan-Vese model, depends crucially on
the relative contrast of the features. This is another good reason for applying at least the full
Gaussian model to describe the interior of regions.
Parameter setting. When the segmentation model has been derived in this chapter, one
may have got the impression that it contains many parameters that are difficult to choose.
In fact, such a large set of critical parameters would be a severe shortcoming of the method,
as it is supposed to deal with unsupervised segmentation, whereas the setting of a bunch of
parameters is certainly a supervised action.
However, the number of relevant parameters is quite restricted. Most parameters just ap-
peared due to more general models, i.e., the simplified model implicitly contains the param-
eter as well5. Apart from two exceptions, where the choice depends a lot on the image size,
it is therefore relatively easy to set the parameters to a fixed value. In fact, the experiments
will show that the method is capable to successfully process 30 rather different images with a
single(!) fixed set of parameters.
5. Recall, e.g., from Section 2.2.2 the nonlinear structure tensor which is a generalization of the conventional
structure tensor. Actually both structure tensors contain the parameter p that steers the amount of edge
preservation, only in the conventional structure tensor, p is fixed to 0, which means there is no edge
preservation. This example clearly shows that it is not necessarily a drawback to have the possibility to
set a parameter to another value.
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In the following, all parameters and their fixed values are made explicit:
• Starting with the extraction of the texture features, there is only the stopping time T
used in the scale measure. Under the assumption that the image contains values in
[0, 255], it can be easily set to a fixed value T = 20. If there is really a very large
variety of texture scales to be extracted, one could still add a second version of the scale
measure with another T to the features space, yet this is not recommended here.
• Nonlinear diffusion applied to the feature space entails two further parameters: the
amount of edge preservation p and the diffusion time. The choice of p is uncritical. It
is set to p = 1.5. The diffusion time has more influence on the result: if there is too
much diffusion, there is too much information lost for the statistics. On the other hand,
if there is not enough diffusion, the risk to hit a local optimum increases. Furthermore,
it is not easy to find an appropriate fixed value for this parameter, since the optimum
choice depends very much on the size of the image, the number of feature channels, and
the present amount of texture.
This parameters is therefore replaced by another parameter which is easier to choose.
In particular, the diffusion process is stopped as soon as the average total variation per
pixel and channel falls below a certain threshold ϑ. This parameter is by construction
independent from the image size and the number of feature channels. Moreover, it takes
into account that in case of heavy texture there is more diffusion necessary. Conse-
quently, this surrogate parameter can be set to the fixed value ϑ = 6. In combination
with the coarse-to-fine strategy, ϑ is linearly increased at each level such that there is
no diffusion at the finest level anymore.
• The curve evolution introduces only the weighting parameter ν for the length constraint.
Again the optimum choice of this parameter depends a lot on the image size. In ex-
periments it has turned out that the optimum ν grows faster than the perimeter of the
image, but slower than its area |Ω|. Thus, the parameter is set to ν = 0.001|Ω|0.7. One
can see later in the experiments that this adaptive choice leads to good results for a
large bandwidth of image sizes.
• If nonparametric density estimates are used for the regions statistics, the standard de-
viation σh of the Gaussian kernel appears as a free parameter. Its choice has already
been discussed in the last section. For the experiments it has been set to σn = 8.
If the nonparametric densities are replaced by global Gaussian densities, there is no
such parameter. In case of local Gaussian densities, there appears another parameter
instead, that is the standard deviation ρ of the Gaussian used to determine the local
window. It has to be chosen large enough to obtain reliable density estimates. In the
experiments it has been set to ρ = 16.
• Besides these model parameters there are some numerical parameters. First there is
the downsampling factor of the coarse-to-fine strategy, which has been set to η = 0.5.
Further on there is the number of iterations. At the coarsest level the initialization with
horizontal stripes is generally very far from the optimum solution. Hence, 300 iterations
have been conducted. At the finer levels, the curve initialization from the previous level
is already quite good, thus the number of iterations has been reduced to 50. For the
local statistics only 10 iterations have been performed.
Experiments on texture segmentation. In order to evaluate the segmentation method
and the influence of the different techniques involved, an extensive experiment on 30 textured
test images has been performed. The images are depicted in Fig. 5.16 - Fig. 5.44, some of
them being synthetic and some being real-world images. They have been chosen such that
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there is mainly one object region in front of a more or less homogeneously textured back-
ground. This takes the model assumptions and restrictions of the method into account: the
image domain is always split into two regions, and there is no prior knowledge about the
appearance regions, besides the assumption that the data is homogenous inside a region and
inhomogeneous between regions.
In order to evaluate the influence of certain parts of the technique, the tests have been per-
formed with six different versions of the method:
(a) Proposed method with global statistics at all scales.
In this setting, the method yields nice results for all 30 test images. Only the head of
the leopard in Fig. 5.30 is not captured correctly.
(b) Local statistics at the finest scale.
Switching at the finest level to local statistics allows the method to be slightly more
accurate in some cases. Examples are the baby tapir in Fig. 5.35, the tail of the tiger
in Fig. 5.37, or the neck of the zebra in Fig. 5.44. Also most parts of the leopard
head in Fig. 5.30 can be captured. In the other images the results are very similar
to (a). While this is the best performing method, one may wonder if it is worth the
additional computational effort documented in Tab. 5.1. Local statistics will become
more important in Sec. 5.4 when image-driven segmentation is combined with prior
shape knowledge.
(c) Gabor features instead of the proposed texture features.
It is a legitimate question how the sparse texture feature space compares to the pop-
ular Gabor feature space, which is well-established and very easy to implement. From
Tab. 5.1 one can see the expected advantage of the sparse representation: it leads to a
speed-up factor of 2. Furthermore, the Gabor features fail in case of the tapir in Fig. 5.35
and the fish in Fig. 5.28. Also the result for the zebra in Fig. 5.39 is considerably worse
than in (a). In all other cases there are only minor differences. This shows that in a few
cases the sparse representation can even help to discriminate textures while there is no
example among the test images where it performs considerably worse than the Gabor
features.
Note that in this setting the parameter ν has been increased by factor 2 in order to yield
optimum results for all images.
(d) No nonlinear diffusion applied to the feature space.
Nonlinear diffusion applied to the feature space is basically some kind of pre-segmenta-
tion. Its purpose is to help the segmentation method to find the optimum solution by
simplifying the data without destroying too much of the important contents. However,
the question may arise whether this pre-segmentation part is actually necessary.
Indeed, the results of (a) and (d) are very similar in most cases. Only in Fig. 5.23,
Fig. 5.34, and Fig. 5.35 there are some significant differences preferring (a). Interestingly,
these are among the most difficult test images. So it seems that nonlinear diffusion can
help the method in difficult scenarios to find a more attractive optimum.
(e) No coarse-to-fine optimization.
While deviations from (a) so far did not reveal revolutionary different results, differences
become much more significant if the coarse-to-fine strategy is not applied anymore.
Firstly, Tab. 5.1 reveals the sharp increase in computation time, secondly most results
get worse or even fail completely. Note that there is still nonlinear diffusion with ϑ = 6
applied to the features, otherwise the method would fail in even more cases. On the
other hand, the relatively large amount of diffusion also destroys a lot of information
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needed for the statistical model. This explains why the segmentation fails in Fig. 5.15,
Fig. 5.28, and Fig. 5.43, although these are rather simple test images. By removing also
the diffusion part one obtains better segmentations for these images, but in return the
method fails in many other cases; see Fig. 5.46.
An interesting observation is the good segmentation of the leopard in Fig. 5.30 including
the head. This is because (e) considers only a single scale, at which the Gaussian
probability density estimate is applied. In this specific case, the Gaussian estimate is
favorable to capture the leopard’s head.
In this setting, again the parameter ν has been multiplied by 2 to yield optimum results.
(f) Without any texture features.
When turning off the texture features, the segmentation of most test images fails. This
is not too surprising. On the other hand, one may be astonished that for some images
the segmentation does not fail, although there is heavy texture in these images, see
e.g. Fig. 5.38. The explanation is given by the statistical model, which describes the
region not only by its mean, but also by its standard deviation, or even a nonparametric
probability density function. Thus, provided a good initialization, all textures that can
be distinguished reliably by the gray value histogram can also be distinguished by the
segmentation method, even when explicit texture features are missing. This can be
important even when texture features are supplemented, because it avoids situations
where feature channels contradict each other.
Fig. 5.45 illustrates the curve evolution at the distinct levels of the coarse-to-fine strategy
for test case (a) and the squirrel image. As in all the other experiments, the curve has been
initialized with 8 horizontal stripes. One can see that the curve captures the coarse shape
of the squirrel very quickly. Obviously the important task of detecting the object is already
performed at the coarsest scale. This is exactly what has been intended by the coarse-to-fine
strategy: the coarsest scale has to find a good initialization, which leads the curve safely to a
satisfactory optimum. It is therefore the critical point of the whole segmentation procedure.
Fig. 5.15: From Left to Right, Top to Bottom:
(a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.16: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.17: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.18: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.19: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.20: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.21: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.22: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.23: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.24: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.25: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.26: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.27: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.28: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.29: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.30: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.31: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.32: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.33: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.34: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.35: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.36: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.37: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.38: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.39: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.40: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.41: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.42: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Fig. 5.43: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
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Fig. 5.44: (a) Global statistics. (b) Local statistics at finest scale. (c) Gabor features.
(d) Without diffusion of feature space. (e) Without multi-scale. (f) Without any texture features.
Image Size Without local With local Gabor Without Without Without
statistics statistics features diffusion multi-scale texture
Fig. 5.15 256× 256 9.8 42.8 20.7 9.0 115.0 5.2
Fig. 5.16 119× 121 1.7 16.3 3.5 1.6 16.7 .80
Fig. 5.17 119× 123 1.7 12.4 3.4 1.5 17.1 .74
Fig. 5.18 118× 118 1.6 11.8 3.2 1.5 16.8 .71
Fig. 5.19 120× 122 1.7 19.1 3.4 1.5 18.1 .74
Fig. 5.20 109× 113 1.5 18.4 3.1 1.4 15.6 .63
Fig. 5.21 123× 119 1.7 14.4 3.5 1.6 21.7 .79
Fig. 5.22 115× 113 1.6 20.0 3.3 1.5 19.4 .70
Fig. 5.23 121× 122 1.7 23.6 3.4 1.5 19.6 .74
Fig. 5.24 204× 204 4.5 21.6 9.2 4.2 62.7 2.5
Fig. 5.25 307× 131 5.7 47.7 12.2 5.4 67.4 3.1
Fig. 5.26 148× 75 1.7 19.9 3.7 1.6 15.3 .83
Fig. 5.27 217× 100 3.3 36.1 7.2 3.2 32.7 1.7
Fig. 5.28 212× 184 5.5 52.6 11.5 5.3 71.0 2.8
Fig. 5.29 329× 220 8.6 53.9 16.9 7.8 133.0 4.5
Fig. 5.30 256× 151 4.3 45.1 8.8 4.0 60.0 2.1
Fig. 5.31 128× 128 1.9 20.0 4.0 1.7 22.1 .84
Fig. 5.32 255× 246 6.9 27.3 13.4 6.4 106.6 3.7
Fig. 5.33 241× 161 5.5 42.8 11.8 5.2 67.8 2.9
Fig. 5.34 189× 244 5.1 33.6 10.2 4.8 83.9 2.6
Fig. 5.35 489× 346 27.9 105.0 56.7 26.7 459.5 17.2
Fig. 5.36 218× 178 5.4 42.1 11.7 5.1 66.0 2.9
Fig. 5.37 241× 161 5.7 56.2 12.0 5.4 69.7 3.1
Fig. 5.38 224× 177 4.4 35.6 8.7 4.0 60.0 2.1
Fig. 5.39 220× 140 3.3 32.2 6.8 3.1 42.6 1.5
Fig. 5.40 250× 167 4.8 61.2 9.6 4.5 67.0 2.3
Fig. 5.41 200× 160 3.2 21.8 6.7 3.0 43.2 1.6
Fig. 5.42 100× 100 1.1 11.0 2.4 1.1 11.6 .50
Fig. 5.43 100× 100 1.2 11.5 2.4 1.1 11.3 .50
Fig. 5.44 300× 225 10.4 110.0 21.3 9.9 147.0 5.5
Tab. 5.1: Computation times in seconds on an AMD Athlon XP1800+ (C++ implementation).
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Fig. 5.45: Curve evolution including the coarse-to-fine strategy.
Top row: Scale 3 and evolution time 0, 10, 20, and 50.
Bottom row: Final result after scale 3, 2, 1, and 0.
Fig. 5.46: Results without the employment of nonlinear diffusion and without a coarse-to-fine strategy.
Compared to (e) in Fig. 5.16 - Fig. 5.44 some results become better, but many others get worse.
Experiments on motion segmentation. In Section 4.2 much importance has been at-
tached to the accurate estimation of motion. It is now time to apply the derived optic flow
model to motion segmentation. In contrast to the works in [CS05] and [PD05] where mo-
tion estimation and segmentation are coupled in a joint model, motion segmentation consists
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Fig. 5.47: Segmentation results for images sequences with motion. Same parameters used for all examples.
Left: Result without motion features. Center: Result including motion features.
Bottom row: Computed optic flow field.
here of two independent parts. One may note that this is not optimal, since there is only
information flow from motion estimation to segmentation and not vice-versa. The advantage,
on the other hand, is the availability of very general motion models, like the one derived in
Section 4.2, whereas joint motion estimation and segmentation is so far restricted to rather
simple parametric models.
Fig. 5.47 and Fig. 5.48 demonstrate the impact of the optic flow when added to the segmen-
tation model as an additional feature. Basically the segmentation model is the same as for
the texture segmentation of still images, previously described as case (a). Even the same
parameters have been used.
The only novelty is the supplement of the two optic flow components to the feature vector.
In order to give motion enough influence, these features have been weighted with a factor 4
in all experiments. Since there is no explanation for this specific value, it must be seen as
an additional parameter. The other parameters emerging from the motion features are the
parameters of the optic flow estimation method. They have been kept fixed at σ = 1, α = 50,
and γ = 10.
It can be clearly seen that motion has a very positive influence on the detection performance.
In all examples, the other features are not sufficient for detecting an object in the scene. The
detection by means of color and texture is disturbed by severe background clutter. The only
feature that uniquely separates the object from the rest of the image is the object’s motion.
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Fig. 5.48: Segmentation results for images sequences with motion. Same parameters used for all examples.
Left: Result without motion features. Center: Result including motion features.
Bottom row: Computed optic flow field.
However, the motion features are not only responsible for the considerably improved object
detection power. There are also negative effects. In contrast to image gray value, color, or
texture features, the estimated motion is far less accurate at boundaries. Even though the
underlying optic flow estimation model can cope with discontinuities in the flow field, the
estimated positions of these discontinuities often do not coincide with image edges. Further-
more, there are blurring artifacts in areas of occlusion or little structure, as the smoothness
term of the optic flow model becomes dominant there. While these blurring artifacts do not
much harm to the visual impression of the flow field, they are disastrous for the segmentation
accuracy.
One can therefore draw the conclusion that optic flow features have a very positive, stabiliz-
ing effect for the coarse segmentation, but they are not well suited for an accurate boundary
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detection. This could lead to the following possible improvements that are left for future
research:
Fig. 5.49: Moving balls and flow field.
1. Reducing the weights of the motion features
with finer levels in the multi-scale frame-
work, one could exploit the good coarse de-
tection capabilities introduced by the use of
motion features while keeping the segmen-
tation accuracy provided by the other fea-
tures.
2. Furthermore, one could introduce a measure of confidence for the computed optic flow
[BW05]. For the usage of color and texture features a confidence measure has not been
necessary, yet with optic flow, uncertainty enters the process. Note that optic flow is
actually an ill-posed problem which has only been restrained by the supplement of a
smoothness term. However, this belies the fact that in some areas of the image there is
simply not enough information to say anything about the motion.
See, for instance, Fig. 5.49 in which the two balls are moving. The black background
could basically move arbitrarily. Only the smoothness constraint determines the esti-
mated flow, but it should be clear that one cannot rely on this information.
By means of a confidence measure one allows other features in the segmentation frame-
work to take charge in such situations without being disturbed by the unreliable motion
estimates.
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5.3 Level Sets and Multi-Region Segmentation
The concept of active contours embedded in the level set framework has revealed many ad-
vantages. The probably most important one is the convenient access on both the contour and
the region assignment, which simultaneously allows the sound minimization of the contour
length while applying advanced models for the region statistics.
Unfortunately, this image of a perfect segmentation framework is disturbed by an inherent
drawback: the restriction of one embedding function to separate only two regions. Images
with more than one object region are therefore no longer captured optimally by the model6.
This problem has been addressed by several works in the past. The immediate idea to over-
come the restriction is to use more than one embedding function and to assign a separate
embedding function Φi to each region Ωi
E(Φi, pi) =
∫
Ω
N∑
i=1
(−H(Φi) log pi + ν|∇H(Φi)|) dx (5.42)
where N is the number of regions. This concept has been proposed in [MBO94, ZCMO96]
and has been adopted for segmentation in [SBFAZ00, PD00a].
While the basic idea is very simple, assigning a level set function to each region entails a
new difficulty that is not easy to address: the level set functions need a coupling in order to
respect the constraint of disjoint regions, i.e., regions must not overlap and there must not be
pixels that are not assigned to any region. Note that in the two-region case this constraint is
automatically satisfied by the regions’ representation.
Two different coupling concepts have been suggested. In [ZCMO96, SBFAZ00] the constraint
of disjoint regions is integrated by means of a Lagrangian multiplier λ:
E(Φi, pi) =
∫
Ω
N∑
i=1
(
−H(Φi) log pi + ν|∇H(Φi)|+ λ2 (H(Φi)− 1)
2
)
dx (5.43)
This is a sound strategy to integrate the constraint, though it yields a rather advanced opti-
mization problem.
Alternatively, Paragios and Deriche proposed in [PD00a] an artificial coupling force added to
the evolution equation by means of an additional parameter. This methodology is easier to
implement than the concept in [ZCMO96]. On the other hand it induces additional numerical
parameters which can be difficult to choose.
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Fig. 5.50: Vese-Chan model.
A completely different approach has been introduced in
[VC02]. Instead of assigning a separate level set func-
tion to each region, the level set functions recursively
split the domain into two subdomains. This way, n
level set functions can represent N = 2n regions, see
Fig. 5.50. Indeed, if the number of regions is a power of
2, this multi-region model adopts from the two-region
model the nice property of implicitly respecting the con-
straint of disjoint regions, so no further coupling forces
6. The ability of the level set framework to change the topology of regions should not be confused with multi-
region segmentation. Although parts of a region may be disconnected, they still share the same region
statistics and the same representation in the level set framework.
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are necessary. The model looses parts of its attractiveness when the number of regions is not
a power of 2. In such cases, parts of the region boundaries are weighted twice, and the model
must introduce empty regions, which does not go well together with region models beyond
the piecewise constant model.
Coupled curve evolution by means of competing regions. In the following a new
coupled curve evolution will be presented. It follows the concept to use a separate level set
function for each region. Instead of adding an artificial coupling force to the energy function,
however, the coupling between the regions is realized in the evolution equations. Thus the
task is to minimize (5.42) under the constraint
⋃
iΩi = Ω and
⋂
iΩi = ∅. Neglecting this
constraint, the Euler-Lagrange equations that must be satisfied in a minimum of (5.42) read:
∂tΦi = H ′(Φi)
(
log pi + ν div
( ∇Φi
|∇Φi|
))
. (5.44)
Since log pi is always negative, the curve evolution according to these equations will cause
the level set functions to quickly become negative everywhere, i.e., all regions Ωi disappear.
To avoid this, it is wise to regard the concept that prevents this situation in the classical
two-region segmentation.
In the two-region case where both regions are represented by a single level set function, there
is always a competition between the two regions. Thus the negative value of log p1 is balanced
by a positive value log p2 of the competing region. This balance is missing in (5.44). The
same is true for the term resulting from the length constraint. In the two-region model, a
shrinking region due to the length constraint automatically induces the competing region to
capture the released area. This recapturing is missing in (5.44) as well.
With these considerations in mind, it is easy to find a way how to prevent overlap and vacuum
in (5.44): one has to add a competitor to the evolution equation. If this competitor is chosen
to be the most severe competitor within the narrow band there is a balanced competition
between two regions, as in the classical two-region setting. The enhanced evolution equation
reads
∂tΦi = H ′(Φi)
log pi + ν div ( ∇Φi|∇Φi|
)
− max
j 6=i
H′(Φj)>0
(
log pj + ν div
( ∇Φj
|∇Φj |
)) . (5.45)
One can verify easily that in the state of convergence the constraint of disjoint regions is
satisfied, as each pixel is captured by one of the competing regions. This is also true for triple
or quadruple junctions. In such cases each involved region competes with the best fitting
region, which itself competes with the second best fitting region.
This evolution model has several advantages when compared to previous approaches:
• In contrast to the coupling by means of a Lagrange multiplier, the evolution equations
stay simple and are comparatively easy to implement. As there is no update of the
Lagrange multiplier necessary, the evolution can also be supposed to be more efficient.
• In contrast to the method suggested in [PD00a] the coupling does not involve any further
numerical parameters that might influence the segmentation result.
• In contrast to the model in [VC02], each region, including its boundary, is directly
accessible by its assigned level set function. Furthermore, the evolution is independent
from the number of regions involved. There are no empty regions and no varying weights
for the length constraint if the number of regions is not a power of 2.
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Determining the number of regions. So far the number of regions N has been presumed
to be known in advance. However, keeping the number of regions fixed from the beginning
introduces a considerable degree of supervision and actually solves only a simplified version
of the original segmentation problem. For a full unsupervised partitioning of the image, also
the number of regions has to be determined automatically by the segmentation model.
Especially in the scope of active contours, it has usually been avoided to raise the segmenta-
tion model to this more general case. A contribution which excepts this fact is the work in
[PD00a] where the number of regions is estimated in a preliminary stage by means of a Gaus-
sian mixture estimate of the image histogram. This way, the optimum number of mixture
coefficients determines the number of regions. Also the model in [VC02] can up to a certain
degree deal with a variable number of regions by relying on the consideration that dispensable
regions may shrink to empty regions.
An alternative way is to incorporate the sought number of regions directly into the energy
functional. Interestingly it turns out that such an energy functional has already been intro-
duced by Zhu and Yuille in [ZY96]:
E(Ωi, pi, N) =
N∑
i=1
(
−
∫
Ωi
log pi dx +
ν
2
∫
Γi
ds + %
)
. (5.46)
It extends the functionals considered so far in this chapter by introducing the number of
regions N as a free variable that has to be optimized together with the shape of the regions.
Furthermore, a term weighted with the parameter % > 0 is supplemented that prevents N
becoming too large.
The necessity of this additional term becomes obvious, if one regards the change of energy
when a region is split into two regions. Since the region model for two separated regions can
adopt much better to the underlying data than for a joint region, the energy evoked by the
statistical term always decreases by a split. The energy increase due to the length constraint
on the boundary is much too small to compensate for the reduced energy in the statistical
term. For an acceptable balance, the weighting parameter ν has to be chosen very large, thus
the evolving contour gets much too smooth. The supplement of a fixed penalty for each region
allows for setting ν to reasonable values while still keeping the number of regions small.
For minimizing the energy in (5.46), a mixture of seeded region growing, region merging, and
explicit active contours has been suggested in the original work. In contrast, it is sought here
to minimize the energy by exploiting the advantages of the level set framework. Furthermore,
the coarse-to-fine strategy coupled with a hierarchical splitting substitutes the placement of
seeds.
It should be noted here that N is a discrete variable. Consequently, only minimization with
respect to the contour can be performed in the classical variational framework. For optimiza-
tion also with respect to the number of regions, a different strategy has to be employed.
For this optimization strategy there are two methods at hand:
• The image or a subdomain of the image can be split into two parts by the two-region
segmentation framework that has been introduced in Section 5.1 and Section 5.2. Due
to the usage of a coarse-to-fine strategy, the outcome of this splitting has been more or
less independent from the initialization.
• By means of the evolution equation (5.45), an arbitrary set of region contours can
evolve, minimizing the energy in Eq. 5.46, provided the number of regions N is fixed
and reasonable initializations for the regions are available.
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By combining both methods, one can efficiently minimize the energy in (5.46). Starting with
the whole image domain Ω being a single region, so N = 1, the two-region segmentation can
be applied in order to find the optimum splitting of this domain. If the energy decreases by the
splitting, this results in two regions. On each of these regions, again the two-region splitting
can be applied, and so on, until the energy does not decrease by further splits anymore. With
this proceeding, not only the optimum number of regions is determined, but also suitable
initializations for the regions.
Such a hierarchical splitting has already been proposed in combination with other segmen-
tation techniques, e.g. the normalized cut [SM00] and semi-definite programming [KHS04].
The advantage of such a procedure is that each splitting completely ignores the cluttering rest
of the image and can therefore succeed in establishing new contours without knowing good
initializations.
On the other hand, ignoring parts of the image may likely not minimize the global energy.
Possibilities of a region to evolve have been ignored by restricting the regions to a subdomain
of the image. Contours found by early splittings determine the final result.
However, as the region number and the initialization are known, the energy can now be fur-
ther optimized in the global scope by applying (5.45). This evolution adapts the regions to
the new situation where they have more competitors.
The combined procedure is applied in a multi-scale setting. Starting the procedure as de-
scribed on the coarsest scale, with every refinement step on the next finer scale it is checked
whether any further splitting or merging decreases the energy before the evolution according
to (5.45) is applied. So for each scale the optimum N as well as the region boundaries and
the region statistics are updated.
In contrast to other splitting based segmentation algorithms, the method proposed here has
the advantage that the contour is not fixed by an early splitting. It is allowed to evolve after
the number and coarse location of regions is determined and thus all competitors are known.
In contrast to other curve evolution techniques, the method is less dependent on good initial-
izations, since the problem’s complexity is temporarily reduced to two-region splits by means
of the hierarchical splitting.
Experiments. In some experiments depicted in Fig. 5.51 - Fig. 5.61 the quality of this seg-
mentation method for arbitrarily many regions has been evaluated. All parameters have been
kept fixed and were the same as in Section 5.2. The additional parameter % has been set to
% = 0.075|Ω|, i.e., it has been solely adapted to the image size |Ω|.
It can be seen that despite the fixed set of parameters a large variety of region numbers is
detected. It reaches from 2 regions in Fig. 5.51 to 13 regions in Fig. 5.56. Furthermore, the
method can deal with several real-world images that have not been partitioned satisfactorily
with the method restricted to two regions.
On the other hand it is also clear that due to the increased problem complexity, some images
that were segmented correctly by the two-region segmentation are over-segmented by the new
method; see Fig. 5.61. A typical problem is especially the over-segmentation of smoothly
varying background regions.
Two research directions are conceivable for improving the method. First the modelling accu-
racy of smoothly varying regions is to be improved. A more accurate description of the data
in such regions may avoid unreasonable splits. Secondly, one could replace the very simple
penalizer for the number of regions present in (5.46) by a more sophisticated one. In this
scope one may learn from information theory and clustering techniques.
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However, even these improvements will likely not ensure segmentation results that coincide
with human perception in all cases. If the data provided by the image is not sufficient to
distinguish regions or to keep them together, further constraints about the appearance of
possible objects in the scene are absolutely necessary. This subject will be discussed in some
more detail in the following section.
Fig. 5.51: Left: Input image (123× 119). Center: Two-region segmentation.
Right: Multi-region segmentation, 2 regions have been detected.
Fig. 5.52: Left: Input image (150× 149). Center: Two-region segmentation.
Right: Multi-region segmentation, 4 regions have been detected.
Fig. 5.53: Left: Input image (150× 150). Center: Two-region segmentation.
Right: Multi-region segmentation, 4 regions have been detected.
Fig. 5.54: Left: Input image (150× 150). Center: Two-region segmentation.
Right: Multi-region segmentation, 4 regions have been detected.
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Fig. 5.55: Left: Input image (256× 255). Center: Two-region segmentation.
Right: Multi-region segmentation, 5 regions have been detected.
Fig. 5.56: Left: Input image (512× 512).
Right: Multi-region segmentation, 13 regions have been detected.
Fig. 5.57: Left: Input image (241× 161). Center: Two-region segmentation.
Right: Multi-region segmentation, 3 regions have been detected.
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Fig. 5.58: Left: Input image (169× 250). Center: Two-region segmentation.
Right: Multi-region segmentation, 4 regions have been detected.
Fig. 5.59: Left: Input image (241× 161). Center: Two-region segmentation.
Right: Multi-region segmentation, 4 regions have been detected.
Fig. 5.60: Left: Input image (320× 240). Center: Two-region segmentation.
Right: Multi-region segmentation, 4 regions have been detected.
Fig. 5.61: Images that are over-segmented by the method.
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5.4 3-D Shape Knowledge in Image Segmentation
The previous sections have all dealt with the objective to extract as much information as
possible from the given image data in order to determine a satisfactory segmentation. Only
minor, well defined constraints like smoothness assumptions have been applied in the models
in order to emphasize important information and to ignore clutter and noise. In many scenes,
however, the information present in the data is not sufficient for allowing these models to
reliably create a good partitioning of the image. Further constraints must be supplemented
in order to discard unsatisfactory solutions.
Whereas such top-down constraints are often implicitly present in many algorithms that are
specifically designed for a certain task, this final section aims on the explicit integration of a
top-down constraint into the segmentation model. Explicit constraints integrated by means of
a quantitative measure have two important advantages over implicit algorithmic constraints:
• The model assumption which is responsible for the top-down constraint is clearly stated,
i.e., it is evident under which circumstances the model works satisfactorily and when it
must be supposed to fail. Unknown side effects of the algorithm in certain situations
are avoided.
• An explicit top-down constraint usually keeps the model more general. In the ideal case,
the model can be adapted to new situations without changing the algorithm itself, but
solely by changing some model data. In principle, this may allow to learn certain prior
knowledge automatically in the future.
A very well suited constraint for image segmentation can be provided by the introduction
of shape knowledge. This is, one searches object contours that comply with the shape of a
certain object or a certain set of objects. For the segmentation model this means that it
additionally has to determine the object including its pose that fits best to the data given in
the image. In return, the shape knowledge may discard many unsatisfactory solutions.
The introduction of shape knowledge in active contour based image segmentation goes back
on the work in [LGF00] where the curve evolution has been biased by a term that draws the
curve to a given shape:
∂tΦ = g |∇Φ|div
( ∇Φ
|∇Φ|
)
+∇g>∇Φ+ λ(Φ0 − Φ). (5.47)
Apart from the new bias term, this is exactly equation (5.20) for the evolution of geodesic
active contours. The new term, weighted by a parameter λ > 0, directs the curve towards the
prior shape Φ0 given as a level set function. Moreover, the shape Φ0 is translated and rotated
at each evolution step in order to best fit the current curve estimate Φ.
This basic concept has been extended and modified in various proximate works [CSW01,
CTT+01, RP02, Cre02, CTT+02, CTWS02, CKS03, PRR03, CSS04, COS04, RRKS04]. The
main subjects of these works are how to introduce shape knowledge in a variational framework,
how to estimate shape transformation parameters (in particular [RP02, PRR03, RRKS04,
COS04]), how to model statistical variations of the shape knowledge, and how to apply shape
knowledge in the presence of multiple objects with different shapes [CSS04].
All these works have in common that they apply 2-D shape models. This appears natural, as
also image segmentation in general works on the scene projected to the 2-D image plane. An
extension to 3-D segmentation in the presence of volumetric data using the level set framework
is straightforward [RPD04].
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Contrary to these works, the concept here is the integration of a 3-D object shape into a 2-D
segmentation model. The motivation for this idea is immediate: albeit images are 2-D struc-
tures, they show projected objects from the real world, which is three-dimensional. While a
2-D shape model does not take into account that different views of the object produce differ-
ent projected shapes in the image, a 3-D shape model automatically contains the projections
of all possible object views. Moreover, the pose estimation, which fits the shape model to
the image data, not only allows for the integration of shape knowledge into segmentation,
but additionally yields the position of the object in 3-D space including its distance from the
camera. The only prerequisite is a calibrated camera7.
The expected advantageous property of a model with integrated shape knowledge is its capa-
bility to deal with cluttered scenes. On the other hand, the model contains more unknowns
and so the associated optimization problem becomes much more difficult to solve, particularly
with respect to local optima. Although the global optimum might be a very satisfactory so-
lution, it can be very difficult to efficiently find this optimum. The research described here in
this section is still at an early stage. For this reason, the model is so far restricted to extract
exactly one specified object from the scene. Furthermore, a rough pose initialization of the
object is given at the beginning.
3-D pose estimation by means of a 2-D contour. The most interesting issue of the ap-
proach is the 3-D pose estimation and how it can be coupled with the presented segmentation
model. The pose estimation method is completely adopted from Bodo Rosenhahn. Those of
his works that are relevant for this section can be found in [Ros03, RS04, RKS04, RPS05].
In the following, a very brief description of the underlying ideas will be given before the pose
estimation method will be coupled with the segmentation model.
Goal of the pose estimation is to translate and rotate the 3-D object model, which is given by
a set of 3-D mesh points of the object surface, such that its projection to the image plane best
fits the segmented object region in the image. Provided a perfect segmentation and optimized
pose parameters, the projection of the object surface to the image plane yields exactly the
same region as the segmentation. If the segmentation is defective or if the object in the image
is not exactly the same as in the object model, however, the regions do not match perfectly
anymore. There appears a non-overlapping error which is sought to be minimized.
 
Given the projection matrix of the camera, a region in the image
determined by some segmentation process, and an initialization
of the 6 pose parameters8, one can search for correspondences
between points on the object surface and points in the image re-
gion. Since only correspondences between points on the contour
of the image region and points on the contour of the region pro-
vided by the projected object surface contain useful information,
possible correspondences are restricted to be established between
these subsets of points.
Correspondences are then determined by assigning each point on the region contour to the
next available surface point. Thereby, there are two possibilities to measure the distance be-
tween these 2-D and 3-D entities. Either one projects the surface points to the image plane
7. A related work is stereoscopic segmentation [YS01, GM04] where images from multiple calibrated cameras
are used for a 3-D segmentation. The resulting 3-D shape yields also the depth of each surface point and
therefore a 3-D reconstruction of the segmented object.
8. 3 degrees of freedom for the rotation and 3 for the translation
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and measures the distances in 2-D, or one transforms the 2-D contour points to lines in 3-D
and measures the closest distance of surface points to these lines. The method of Rosenhahn
relies on the latter 3-D distance measure.
Note that no matter which way the distance between corresponding points is computed, it
involves a transformation between 2-D and 3-D entities. Rosenhahn therefore notes the pose
estimation method in the language of Clifford algebras. The line reconstructed from a con-
tour point is expressed as a Plu¨cker line L = (n,m) where n is a unit direction and m the
moment of the line. The rigid motion, i.e., the translation and rotation of a surface point X
in homogeneous 4-D coordinates is expressed as matrix M = exp(θξ) where θξ contains the
pose parameters. The line L reconstructed from the contour point can then be compared to
the transformed surface point MX by considering the perpendicular error vector from MX
to L:
d = (MX)3 × n−m (5.48)
where (·)3 takes the first three components of a homogeneous 4-D vector and × denotes the
cross product.
Each correspondence between a contour point and a surface point thus yields by (5.48) three
equations which are nonlinear due to M . Rosenhahn proposed to decompose the nonlinear
equations into a recursive sequence of linearized equations. Applying a least squares approach
to the linearized equations leads to an over-determined linear system which can be solved, e.g.,
by the Householder method [PTVF92]. Iteration finally yields the optimized pose parameters
for the nonlinear equations.
In [RKS04] Rosenhahn extended this object model by including kinematic chains. The pose
estimation method can hence not only deal with rigid objects but also with objects that have
additional degrees of freedom at well-defined joints.
Instead of a single global screw motion, parts of the object are allowed to perform a different
motion than the main body, provided they respect the joint constraints. The motion of
a kinematic chain consisting of n joints is described by a set of transformation matrices
M1(θ1ξ1), ...,Mn(θnξn). For a surface point of the outer part of such a kinematic chain, the
error vector from (5.48) then takes the form
d = (Mn . . .M1MX)3 × n−m. (5.49)
The joint constraints are coded in the matrices ξi. Only the scalars θi are free parameters that
yield additional unknowns for the pose estimation task and appear in the above-mentioned
linear system. Note that only correspondences of surface points from an outer part of the
kinematic chain yield constraints for estimating the additional degrees of freedom.
For further details about the outlined pose estimation method the reader is referred to [Ros03]
and [RPS05].
Joining pose estimation and segmentation. Obviously, the described pose estimation
technique relies on contour points in the image that have to be extracted by some segmen-
tation method. On the other hand, segmentation approaches need the pose estimation in
order to utilize shape knowledge. This interdependence between the two vision tasks clearly
suggests a joint approach where both the pose parameters and the object contour in the image
are optimized at once.
Starting point is the segmentation functional (5.39), which describes the two-region segmen-
tation model with the possibility to use color, texture, and motion cues. In order to utilize
148 Image Segmentation
the shape knowledge, a shape term is added to this functional. It penalizes deviations of the
contour from the expectation given by the projected shape model:
E(Φ, θξ) =
∫
Ω
− M∑
j=1
(
H(Φ) log p1,j − (1−H(Φ)) log p2,j
)
+ ν|∇H(Φ)|+ λ (Φ− Φ0(θξ))2︸ ︷︷ ︸
shape
 dx. (5.50)
Hereby it is assumed that the projected shape is given as contour by means of the embedding
function Φ0. The weighting parameter λ ≥ 0 allows to adjust the influence of the shape
knowledge on the segmentation outcome.
Obviously, the energy of this new functional not only depends on the contour, but as well
on the pose parameters of the shape model. This is because the distance (Φ − Φ0)2 can be
minimized both by adapting Φ and by changing the pose, thus changing Φ0. While changes
in Φ0 are constrained to correspond to screw motions of the object model, changes in Φ are
constrained by the image data and the contour length.
The shape penalizer is motivated from the Bayes formula already used to derive the segmen-
tation model without shape knowledge (see Section 5.1):
P (x ∈ Ωi|I(x) = s) = P (I(x) = s|x ∈ Ωi)P (x ∈ Ωi)
P (I(x) = s)
.
In Section 5.1, the unconditional probability P (x ∈ Ωi) for the pixel to belong to region Ωi has
only depended on the length of the boundary. Now with a shape model available, P (x ∈ Ωi)
can be modelled in a much more sophisticated way. Assuming the shapes are Gaussian
distributed with the given object shape Φ0 as mean and constant standard deviation σ = 1√λ ,
p(Φ(x)) ∝ 1√
2piσ
exp
(
−(Φ(x)− Φ0(x))
2
2σ2
)
(5.51)
maximization of P (x ∈ Ωi|I(x) = s), and equivalently minimization of its negative logarithm,
leads to (5.50)9.
It is obviously easy to introduce more sophisticated statistical models of the shape prior.
Instead of the simple Gaussian distribution with a fixed standard deviation, one could as
well employ a Gaussian with variable standard deviation [RP02] or a nonparametric kernel
estimate [COS04].
Note the important role of the level set representation as it transcribes a spatial distance
between contours to a tonal distance by means of a distance transform. Also note that the
probabilistic modelling allows the segmentation to disengage from the object model.
Joint optimization. For optimizing (5.50), the pose parameters are to be adapted to the
most recent contour Φ. The opposite way, the contour has to evolve taking into account the
image data and the projected shape model with the most recent pose parameters. This yields
an iterative approach that alternates optimization of the pose parameters and curve evolution.
Both iteration steps thereby seek to minimize the last term of (5.50).
Pose estimation given a contour has been described above. After a set of correspondences
between contour points and surface points has been determined, a gradient descent solves for
9. One could certainly argue that the shape prior obsoletes the length constraint on the contour, yet for the
time being it is still kept in the functional for the segmentation to yield smooth results.
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the unknown pose parameters. Also the evolution of Φ is performed as usual by a gradient
descent. The evolution equation now contains an additional force acting on the curve:
∂tΦ = H ′(Φ)
 M∑
j=1
(log p1,j − log p2,j) + ν div
( ∇Φ
|∇Φ|
)+ λ (Φ0 − Φ)︸ ︷︷ ︸
shape
. (5.52)
Since the object model is not given as a 2-D shape but as a 3-D surface model, it has to be
projected onto the image plane to yield Φ0. Let XS denote the set of points X on the surface
of the object. Projection of XS onto the image plane yields the set xS of all homogeneously
scaled 2-D points x on the image plane that correspond to a 3-D point in the surface model
x = P X, ∀X ∈ XS (5.53)
where P denotes the projection matrix of the camera. Furthermore, the surface points may
undergo a screw motion M = exp(θξ) with the pose parameters θξ. This leads to
x = P M X, ∀X ∈ XS . (5.54)
The level set function Φ0 can be constructed from xS by setting
Φ0(x) =
{
1 : if x ∈ xS
−1 : else (5.55)
and applying a distance transform. Note that the distance transform ensures that the penalty
in the energy functional corresponds to the error measure used in the pose estimation algo-
rithm.
Experiments. The joint segmentation and pose estimation is tested in two different sce-
narios: in the first one, the pose of a tea box is estimated in two scenes with considerable
background clutter. In the second scenario, the object model is extended to kinematic chains
and the pose of the human upper body is estimated again in a scene with inhomogeneous
background and significant illumination effects.
The segmentation model of the previous sections relied mainly on global region statistics,
since they can be computed more efficiently than local statistics. Usage of shape knowledge
changes this situation, as it becomes possible to deal with a cluttered background. However,
global statistics do not provide much useful information anymore, if the regions are inhomo-
geneous. Local statistics, on the other hand, only assume homogeneity of a region within a
local window and can represent cluttered background regions, as well as an inhomogeneous
object region, much more accurately. For this reason, the global statistics are consistently
substituted by local statistics as presented in Section 5.1.2.
The other segmentation parameters have been taken from the previous sections. Only the
parameter ν for the length constraint of the boundary has been considerably reduced by factor
5. This is due to the fact that its task is now mainly accomplished by the more sophisticated
shape constraint. The new parameter λ for weighting the shape constraint has been set to
λ = 13 for the tea box sequences and λ = 1 for integrating the human body model.
Fig. 5.62 demonstrates the joint segmentation and pose estimation. The initialization is fairly
far away from the true pose of the tea box. However, the segmentation adapts the contour to
the data in the image and thereby also forces the pose of the object to be adapted. It can be
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Fig. 5.62: Top Row: Tea box (384× 288). Initialization of object pose. Estimated pose.
Bottom Row: Region initialization. Segmentation result. Segmentation without shape knowledge.
Fig. 5.63: Top Row: Tea box (384× 288). Initialization of object pose. Estimated pose.
Bottom Row: Segmentation result. Segmentation without shape knowledge. Segmentation and mesh.
seen that in this scene the shape knowledge is not necessary to find the correct segmentation.
The initialization in the vicinity of the object is in this case already sufficient.
This situation changes in Fig. 5.63. Despite the close initialization, the segmentation is no
longer able to capture the complete tea box without the help of the object model. It is also
shown how well the projected object surface matches the segmented region. However, one can
also see that the region is not completely identical to the projected shape. This is due to the
probabilistic modelling of the shape by means of (5.51) and a non-zero standard deviation10.
It allows the segmentation to deviate from the shape model if necessary.
10. In fact, the standard deviation is determined by the inverse of the parameter λ.
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This flexibility, however, is at the same time a shortcoming of the current approach. A
demonstration is depicted in Fig. 5.64. To the same extend as the region is allowed to grow
beyond the projected surface, the segmentation can also produce errors. If the pose estimation
follows these errors, the region can again grow a bit further, which finally causes the object
to drift away. On the other hand it is also not possible to set the standard deviation in (5.51)
to 0. This would cause λ to be infinite, i.e., the image data has no influence anymore and
both segmentation and pose estimation can no longer adapt to the image data. A reasonable
solution to this problem might be the usage of robust error norms, which would possibly
keep the object model from following the erroneous segmentation. This is subject to further
research.
Fig. 5.64: Top Row: Pose estimation for images 62 - 65 of the tea box sequence.
Bottom Row: Corresponding level set functions. As soon as the segmentation produces larger errors,
pose estimation fails, and the object prior is no longer a reliable anchor that can constrain the
segmentation.
Fig. 5.65 finally demonstrates the capabilities of the technique in the presence of a more com-
plex object model containing kinematic chains. Human pose estimation is a very popular
research topic [GD96, BM98, FPT01, ST03]. While the human body is often modelled by
means of ellipsoids, the approach presented here employs free form surfaces that allow a much
more accurate modelling. Thus the model fits much more precisely to the observations in the
image.
Apart from the object model containing kinematic chains, the approach is further extended
by employing two cameras calibrated to the same coordinate system. Segmentation in both
images yields a further contour which provides additional correspondences between contour
points and surface points. After pose estimation, the object model is projected to both image
planes in order to constrain the segmentations there. The concept can easily be extended to
scenarios with an arbitrary number of cameras.
Again, despite the close initialization, segmentation without shape knowledge fails. Segmen-
tation constrained by the human model, on the other side, extracts a rather good contour
bearing the considerable background clutter and shading effects in mind. Only the right hand
of the person is not captured correctly due to the poor contrast between the arm and the
closet. This also influences the pose estimation in the first frame. During the further tracking
of the body, however, also the right hand is captured correctly.
This last example shows the performance and the generality of the approach. Although there
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are still many open problems concerning the robustness of joint segmentation and pose estima-
tion illustrated in Fig. 5.64, the technique is a good basis for further interesting research. In
particular the incorporation of geometric issues establishes connections between so far hardly
related research areas.
Fig. 5.65: Segmentation and pose estimation of the human upper body using two cameras.
First Row: First stereo image of the sequence (384× 288).
Second Row: Initialization of the pose.
Third Row: Segmentation result. Fourth Row: Segmentation without shape knowledge.
Next Page: Estimated pose at images 1, 11, 21, 31, 41, and 51 of the sequence.
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6 Summary and Outlook
Opportunity is missed by most people because
it comes dressed in overalls and looks like work.
Thomas Edison (1847-1931)
Inventor
This thesis has dealt with many contemporary applications of partial differential equations
in image analysis. Chapter 2 started with PDEs in image denoising, both by means of non-
linear diffusion filters and variational methods. Interestingly it turned out that the strong
relations between both denoising methods even yield an equivalence in the special case of
space-discrete, one-dimensional TV flow and TV regularization. Altogether, TV flow and TV
regularization have proven to be outstanding denoising techniques with nice properties. They
have been successfully applied for improving orientation estimation by means of the structure
tensor and for optic flow estimation within a variational framework. Moreover, TV flow has
lead to an interesting new region based scale measure. This wide spread of applications gives
TV flow an important position in image analysis, even comparable to the position of Gaussian
convolution.
Another application of TV flow has been investigated in Chapter 3 in the scope of numerical
approximations of hyperbolic conservation laws. TV flow has been employed there for re-
moving oscillation artifacts of the classical second order Lax-Wendroff method. However, the
strategy to use stabilized inverse diffusion filters for improving the accuracy of the first order
Upwind scheme has been much more successful. The derived technique produces results with
a similar accuracy as modern TVD methods.
Based upon the findings on TV flow and its application in the nonlinear structure tensor,
Chapter 4 looked into the tasks of low level vision aside from image denoising. In the scope of
texture analysis it has been demonstrated that the structure tensor for estimating orientation
combined with a local measure for scale provides a texture feature space that can act as a
sparse alternative to the popular Gabor feature space.
In the scope of optic flow estimation TV flow has been applied both in a local method and
in form of a TV regularizer in a global variational method. However, the research on optic
flow estimation presented in Chapter 4 goes far beyond the application of TV minimization
ideas. Two fundamental problems in differential optic flow estimation have been addressed
here: firstly the problem of illumination changes in the image sequence; this problem has been
addressed by introducing a constancy assumption that is largely invariant under illumination
changes, such as the image gradient; secondly the problem of large displacements, which has
been addressed by no longer linearizing the constancy assumptions. The proposed numerical
scheme for minimizing the energy functional emerging from this optic flow model not only
deals with local optima in the functional by introducing a continuation method, it also estab-
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lishes a relation between energy functionals with non-linearized constancy assumptions and
so-called warping methods. It thereby provides a theoretic foundation for warping methods,
which have so far only been algorithmically motivated. Apart from this theoretic contribution,
the method also yields optic flow estimates that are more accurate than all results presented
in the literature so far.
Finally in Chapter 5, image segmentation in the sense of contour extraction has been studied
as a further application of PDE methods. A segmentation model based on active contours
in the level set framework has been combined with various statistical models for describing
the interior of regions. Furthermore, additional cues besides the image gray value have been
incorporated. In detail these are the texture and motion cues derived in Chapter 4. The
statistical modelling in a Bayesian framework thereby ensures that the more discriminative
features automatically gain more weight than features that provide poor discriminative infor-
mation in a certain image. In this scope it has been shown that the usage of a full Gaussian
probability density model ensures the discrimination properties of a feature to be contrast
independent, which is in sharp contrast to the widely used Gaussian model with a fixed stan-
dard deviation as known from the Mumford-Shah functional.
Since image segmentation in general causes like optic flow estimation severe multi-modal op-
timization problems, again a continuation method has been proposed in order to encourage
convergence to the global optimum. Experiments on a larger set of images while using strictly
the same parameters showed that this strategy works quite reliably.
Subsequently, a new coupled evolution equation has been presented that allows the joint
evolution of more than one level set function respecting the requirement of non-overlapping
regions and the need for every pixel to be assigned to a region. With this framework it is
also possible to extend the classical two-region segmentation with active contours to multiple-
region segmentation. Thereby the number of regions is determined by a hierarchical strategy
which also provides rather reliable initializations for the regions.
This purely data-driven segmentation has been finally extended by introducing a top-down
shape constraint to the segmentation model. In contrast to other segmentation approaches
with incorporated shape knowledge, the shape model is given as a three-dimensional object
surface and is projected onto the image plane in order to constrain the segmentation there.
This involves a 3-D pose estimation problem which is solved jointly with the segmentation by
means of a pose estimation algorithm developed by Rosenhahn.
These techniques dealing with a wide spread of image analysis tasks show the importance of
partial differential equations in contemporary image processing and computer vision. This is
not too surprising, as PDE based methods provide both a sound mathematical foundation and
very good results. Although this conclusion is not new, it may always be worth a reminder.
Future Research. This thesis may have given many insights into image analysis and has
presented several new ideas. However, a general rule in science says that answering one
question just rises two others. This is also the case here. In this final paragraph I would like
to draw the attention on four research directions that, starting from this work, appear most
promising to me.
In Chapter 4 a lot of effort has been put into the accurate computation of optic flow. However,
the utilization of this motion information for segmentation purposes has so far only been
negligently been implemented by just using the flow vector as a feature like color and texture;
yet optic flow is different from these features. In contrast to color and texture, optic flow is
only an estimate, i.e., it can contain errors which are completely different from typical noise
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models. In some areas of the image optic flow may be more reliable than in others. This fact
should be reflected in a more sophisticated integration model.
Furthermore, the current integration model focuses mainly on discontinuities in the flow field,
though discontinuities are the most inaccurate part of optic flow. Putting more emphasis on
utilizing the absolute motion vector may be much more successful.
Aside the more sophisticated integration of motion information, there is a lot of potential to
improve the multi-region segmentation method presented in Section 5.3. Higher order region
models may avoid slowly varying regions to become split unnecessarily. The non-trivial task
is thereby the combination of such models with the presented statistical representation of the
regions’ interior. Besides this, other ways to determine the number of regions may prove to be
superior. Suitable concepts may hereby be adopted from information theory. Alternatively,
prior object knowledge could decide whether a region should be split or not.
Generally, the utilization of object knowledge offers the opportunity for many new ideas.
In particular the presence of 3-D concepts in the suggested joint segmentation and pose
estimation approach from Section 5.4 creates connections to techniques like 3-D reconstruction
from stereo images, structure from motion, shape from shading, and shape from texture.
They all generate depth information that can improve pose estimation. The other way round,
the object model might in a top-down manner provide important cues for these techniques.
Especially the tracking of an object once it has been detected can be expected to become
much more robust this way.
The other branch of research in the presence of object knowledge is the autonomous detection
of objects in a scene. The contour obtained by means of segmentation is only one feature
that describes an object, and in cluttered scenes, it had to be initialized appropriately to find
the object in the image. There are certainly many other object features, yet the important
questions are, which of these are reliable in a certain situation, how they can be represented,
and how they can be combined in order to emphasize always the most useful feature. This
general object recognition task might be one of the most challenging topics of image analysis
in the forthcoming years.
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A Equivalence of TV Flow and TVRegularization
In this chapter, the proofs for the analytic solutions of TV flow and TV regularization in
the space-discrete 1-D case are provided. Since it turns out that both analytic solutions are
identical, it is proven at the same time that space-discrete TV flow and TV regularization
are equivalent in 1-D. The proofs in this chapter have been worked out in collaboration with
Martin Welk and Gabriele Steidl.
A.1 Proof: Analytical Solution for Space-Discrete TV Flow
Consider a space-discrete formulation of TV diffusion. Further assume the spatial grid size
to be 1 and let f = (f0, . . . , fN−1) denote a discrete version of the input signal f(x) with N
pixels. This leads to the following dynamical system:
u˙0= sgn(u1 − u0),
u˙i= sgn(ui+1 − ui)− sgn(ui − ui−1) (i = 1, . . . , N − 2),
u˙N−1= −sgn(uN−1 − uN−2),
u(0)= f.
 (A.1)
In the following, u−1 := u0 and uN := uN−1, which may be regarded as a discretization of
the homogeneous Neumann boundary conditions. Since the right-hand side of this system is
discontinuous, a more detailed specification of when a system of functions is said to satisfy
these differential equations (cf. also [Fil88]) is needed. A vector-valued function u is said to
fulfill the system in (A.1) over the time interval [0, T ] if the following holds true:
(I) u is an absolutely continuous vector-valued function which satisfies (A.1) almost every-
where, where sgn is defined by sgnw := 1 if w > 0, sgnw := −1 if w < 0, and may take
any value in [−1, 1] if w = 0.
(II) If u˙i(t) and u˙i+1(t) exist for the same t, and ui+1(t) = ui(t) holds, then the expression
sgn(ui+1(t) − ui(t)) occurring in both the right-hand sides for u˙i(t) and u˙i+1(t) must
take the same value in both equations.
Under these conditions one obtains the following result:
Proposition 1 (Properties of Space-Discrete TV Diffusion)
The system in (A.1) has a unique solution u(t) in the sense of (I) and (II). This solution has
the following properties:
(i) (Finite Extinction Time)
There exists a finite time T ≥ 0 such that for all t ≥ T the signal becomes constant:
ui(t) =
1
N
N−1∑
k=0
fk for all i = 0, . . . , N − 1.
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(ii) (Finite Number of Merging Events)
There exists a finite sequence 0 = t0 < t1 < . . . < tn−1 < tn = T such that the interval
[0, T ) splits into sub-intervals [tj , tj+1) with the property that for all i = 0, . . . , N − 2
either ui(t) = ui+1(t) or ui(t) 6= ui+1(t) throughout [tj , tj+1). The absolute difference
between neighboring pixels does not become larger for increasing t ∈ [tj , tj+1).
(iii) (Analytical Solution)
In each of the sub-intervals [tj , tj+1) constant regions of u(t) evolve linearly:
For a fixed index i consider a constant region given by
ui−l+1 = . . . = ui = ui+1 = . . . = ui+r (l ≥ 1, r ≥ 0) (A.2)
and
ui−l 6= ui−l+1 if i− l ≥ 0, ui+r 6= ui+r+1 if i+ r ≤ N − 1
for all t ∈ [tj , tj+1). We call (A.2) a region of size mi,tj = l + r. For t ∈ [tj , tj+1) let
4t = t− tj. Then ui(t) is given by
ui(t) = ui(tj) + µi,tj
24t
mi,tj
,
where µi,tj reflects the relation between the region containing ui and its neighboring
regions. It is given as follows:
For inner regions (i.e. i− l ≥ 0 and i+ r ≤ N − 1) we have
µi,tj =

0 if (ui−l, ui, ui+r+1) is strictly monotonous,
1 if ui is minimal in (ui−l, ui, ui+r+1),
−1 if ui is maximal in (ui−l, ui, ui+r+1)
(A.3)
and in the boundary case (i− l+ 1 = 0 or i+ r = N − 1), the evolution is half as fast:
µi,tj =

0 if m = N,
1
2 if ui is minimal in (ui−l, ui, ui+r+1),
−12 if ui is maximal in (ui−l, ui, ui+r+1).
(A.4)
Proof.
Let u be a solution of (A.1). It is shown that u is uniquely determined and satisfies the rules
(i)–(iii). The proof proceeds in four steps.
1. If u˙(t) exists at a fixed time t and ui(t) lies at this time in some region
ui−l+1(t) = . . . = ui(t) = . . . = ui+r(t) (l ≥ 1, r ≥ 0),
ui−l(t) 6= ui−l+1(t) if i− l ≥ 0, ui+r(t) 6= ui+r+1(t) if i+ r ≤ N − 1
of size mi,t, then it follows by (A.1) and (II) in the non-boundary case i − l ≥ 0 and
i+ r ≤ N − 1 that
ui(t) =
1
mi,t
r∑
k=−l+1
ui+k(t),
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and therefore
u˙i(t) =
1
mi,t
r∑
k=−l+1
u˙i+k(t)
=
1
mi,t
(sgn (ui+r+1(t)− ui(t)) − sgn (ui(t)− ui−l(t)))
= µi,t
2
mi,t
, (A.5)
where µi,t describes the relation between the region containing ui and its neighbors at
time t as in (A.3). In the boundary case i− l + 1 = 0 or i+ r = N − 1 one can follow
the same lines and obtains (A.5) with µi,t defined by (A.4).
2. Let u˙(t) exist in some small interval (τ0, τ1) and assume that ui(t) 6= ui+1(t) for some
i ∈ {0, . . . , N − 2} and all t ∈ (τ0, τ1). By continuity of u one may assume that ui(t) <
ui+1(t) throughout (τ0, τ1). The opposite case ui(t) > ui+1(t) can be handled the same
way. Then we obtain by (A.5) and definition of µi,t for all t ∈ (τ0, τ1) that
u˙i(t) ≥ 0 if i− l ≥ 0, (A.6)
u˙i(t) > 0 if i− l + 1 = 0, (A.7)
u˙i+1(t) ≤ 0 if i+ r ≤ N − 2, (A.8)
u˙i+1(t) < 0 if i+ r = N − 1. (A.9)
Set w(t) := ui+1(t)− ui(t). Then the mean value theorem yields
w(τ1)− w(τ0) = (τ1 − τ0) w˙(t∗)
for some t∗ ∈ (τ0, τ1) and one gets by (A.6)–A.9 that
w(τ1)− w(τ0) ≤ 0
with strict inequality in the boundary case. Consequently, the difference between pixels
cannot become larger in the considered interval. In particular, by continuity of u, pixels
cannot be split. Once merged they stay merged.
3. Now we start at time t0 = 0. Let t1 be the largest time such that u˙(t) exists and no
merging of regions appears in (0, t1). Then, for all i ∈ {0, . . . , N − 1}, a function ui is
in the same region with the same relations to its neighboring regions throughout [0, t1).
Thus, we conclude by (A.5) that
u˙i(t) = µi,0
2
mi,0
(t ∈ (0, t1))
and consequently
ui(t) = µi,0
2t
mi,0
+ Ci,0
= fi + µi,0
2t
mi,0
(t ∈ [0, t1]),
where the last equality follows by continuity of ui if t approaches 0.
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4. We are now in the position to analyze the entire chain of merging events successively.
Next we consider the largest interval (t1, t2) without merging events in the same way,
taking the initial setting u(t1) instead of f into account. Then we obtain
ui(t) = µi,t1
2t
mi,t1
+ Ci,t1 ,
where ui(t1) = µi,t1
2t1
mi,t1
+ Ci,t1 by continuity of ui. Consequently
ui(t) = ui(t1) + µi,t1
2(t− t1)
mi,t1
.
One can continue in the same way by considering [t2, t3) and so on. Since there is only
a finite number N of pixels and some of these pixels merge at the points tj the process
stops after a finite number of n steps with output
ui(tn) =
1
N
N−1∑
k=0
fk
for all i = 0, . . . , N − 1.
Conversely, it is easy to check that a function u with (i)–(iii) is a solution of the system in
(A.1). This completes the proof of the proposition. 
A.2 Proof: Analytical Solution for Discrete TV Regulariza-
tion
Next it is proven that discrete TV regularization satisfies the same rules as space-discrete
TV diffusion. For given initial data f = (f0, . . . , fN−1) discrete TV regularization consists in
constructing the minimizer
u(α) = min
u
E(u;α, f) (A.10)
of the functional
E(u;α, f) =
N−1∑
i=0
(
(ui − fi)2 + 2α |ui+1 − ui|
)
, (A.11)
where again Neumann boundary conditions are supposed, thus u−1 = u0 and uN = uN−1.
For a fixed regularization parameter α ≥ 0, the minimizer of (A.11) is uniquely determined
since E(u;α, f) is strictly convex in u0, . . . , uN−1. Furthermore, E(u, α; f) is a continuous
function in u0, . . . , uN−1, α. Consequently, u(α) is a (componentwise) continuous function in
α.
The following proposition implies together with Proposition 1 the equivalence of space-discrete
TV diffusion and discrete TV regularization, if the diffusion time t is identical to the regular-
ization parameter α.
Proposition 2 (Properties of Discrete TV Regularization)
The function u(α) in (A.10) is uniquely determined by the following rules:
(i) (Finite Extinction Parameter)
There exists a finite A ≥ 0 such that for all α ≥ A the signal becomes constant:
ui(α) =
1
N
N−1∑
k=0
fk for all i = 0, . . . , N − 1.
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(ii) (Finite Number of Merging Events)
There exists a finite sequence 0 = a0 < a1 < . . . < an−1 < an = A such that the interval
[0, A) splits into sub-intervals [aj , aj+1) with the property that for all i = 0, . . . , N − 2
either ui(α) = ui+1(α) or ui(α) 6= ui+1(α) throughout [aj , aj+1). The absolute difference
between neighboring pixels does not become larger for increasing α ∈ [aj , aj+1).
(iii) (Analytical Solution)
In each of the sub-intervals [aj , aj+1) constant regions of u(α) evolve linearly:
For a fixed index i let us consider a constant region given by
ui−l+1 = . . . = ui = ui+1 = . . . = ui+r (l ≥ 1, r ≥ 0) (A.12)
and
ui−l 6= ui−l+1 if i− l ≥ 0, ui+r 6= ui+r+1 if i+ r ≤ N − 2 (A.13)
for all α ∈ [aj , aj+1). We call (A.12) a region of size mi,aj = l + r. For α ∈ [aj , aj+1)
let 4α = α− aj.
Then ui(α) is given by
ui(α) = ui(aj) + µi,aj
24α
mi,aj
,
where µi,aj reflects the relation between the region containing ui and its neighboring
regions. It is given as follows:
For inner regions (i.e. i− l ≥ 0 and i+ r ≤ N − 2) we have
µi,aj =

0 if (ui−l, ui, ui+r+1) is strictly monotonous,
1 if ui is minimal in (ui−l, ui, ui+r+1),
−1 if ui is maximal in (ui−l, ui, ui+r+1)
(A.14)
and in the boundary case (i− l+ 1 = 0 or i+ r = N − 1), the evolution is half as fast:
µi,aj =

0 if m = N,
1
2 if ui is minimal in (ui−l, ui, ui+r+1),
−12 if ui is maximal in (ui−l, ui, ui+r+1).
(A.15)
Proof:
Again our proof proceeds in four steps. It has a similar structure as the proof of Proposition
1.
1. Let us first verify the solution u(α) of (A.10) for an arbitrary but fixed α > 0.
If ui(α) is contained in some region of size mi,α with (A.12), A.13, then, in case i− l ≥ 0
and i+ r ≤ N − 2, u(α) can be obtained as minimizer of
E(u0, . . . , ui−l, ui, ui+r+1, . . . , uN−1;α, f)
=
r∑
k=−l+1
(ui − fi+k)2 + 2α (|ui − ui−l|+ |ui+r+1 − ui|)
+ F (u0, . . . , ui−l, ui+r+1, . . . , uN−1)
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with some function F independent of ui. By (A.12), A.13 the partial derivative of E
with respect to ui exists and is given by
∂E
∂ui
= 2
r∑
k=−l+1
(ui − fi+k) − 4αµi,α.
Here µi,α describes the relation between the region containing ui and its neighbors for
the regularization parameter α as in (A.14). Setting the partial derivative to zero, we
obtain
ui(α) =
1
mi,α
r∑
k=−l+1
fi+k + µi,α
2α
mi,α
. (A.16)
In the boundary case i− l + 1 = 0 or i+ r = N − 1 one can follow the same lines and
obtains (A.16) with µi,α defined by (A.15).
2. Next it is shown that initially merged pixels will not be split for any α in a small interval
[0, a1].
For α = 0 it holds u(0) = f . Let fi = ui(0) be contained in some region of the form
fi−l0+1 = . . . = fi = fi+1 = . . . = fi+r0 (l0, r0 ≥ 1)
and
fi−l0 6= fi−l0+1 if i− l0 ≥ 0, fi+r0 6= fi+r0+1 if i+ r0 ≤ N − 2.
By continuity of u(α) we can choose α1 > 0 so that ui(α) 6= ui−l0(α) and ui+1(α) 6=
ui+r0(α) throughout [0, α1). Assume that there exists α ∈ (0, α1) so that ui(α) 6=
ui+1(α), where it may be assumed that
ui(α) < ui+1(α). (A.17)
The opposite case ui(α) > ui+1(α) can be handled the same way. Note that at time α
more pixels than ui and ui+1 may be separated. However, by (A.16) with some 1 ≤ l ≤ l0
and some 1 ≤ r ≤ r0 it holds that
ui(α) =
1
l
0∑
k=−l+1
fi+k + µi,α
2α
l
= fi + µi,α
2α
l
,
ui+1(α) =
1
r
r∑
k=1
fi+k + µi+1,α
2α
r
= fi + µi+1,α
2α
r
,
where we see by (A.17) and (A.14), A.15 that µi,α ≥ 0 and µi+1,α ≤ 0. Thus, ui(α) ≥
ui+1(α) which contradicts (A.17). Consequently ui(α) = ui+1(α) throughout [0, α1),
i.e., the pixels of the initial region stay merged.
Let a1 > 0 denote the largest number such that no merging of regions appears in [0, a1).
Then we have for all i = 0, . . . , N − 1 and all α ∈ [0, a1) that µi,α = µi,0 and regarding
that u(α) is continuous that
ui(α) = fi + µi,0
2α
mi,0
(α ∈ [0, a1]). (A.18)
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3. Now it is shown that the absolute difference between neighboring regions cannot become
larger with increasing α ∈ [0, a1).
Without loss of generality let for some fixed index i
ui−l+1 = . . . = ui < ui+1 = . . . = ui+r (l, r ≥ 1)
and
ui−l 6= ui−l+1 if i− l ≥ 0, ui+r 6= ui+r+1 if i+ r ≤ N − 2.
Consider the non-boundary case i− l ≥ 0 and i+ r ≤ N −2 first. By (A.18) one obtains
for α+ δ ∈ [0, a1), δ > 0 that
di(α) = ui+1(α)− ui(α) = fi+1 − fi + 2α
(µi+1,0
r
− µi,0
l
)
,
di(α+ δ) = ui+1(α+ δ)− ui(α+ δ) = fi+1 − fi + 2(α+ δ)
(µi+1,0
r
− µi,0
l
)
and consequently
di(α+ δ)− di(α) = 2δ
(µi+1,0
r
− µi,0
l
)
.
By (A.14) it follows that
µi+1,0
r
− µi,0
l
=

0 if ui−l < ui < ui+1 < ui+r+1,
−1r if ui−l < ui and ui+1 > ui+r+1,
−1l if ui−l > ui and ui+1 < ui+r+1,
−1r − 1l if ui−l > ui and ui+1 > ui+r+1
which yields the desired property di(α) ≥ di(α+ δ).
In case of boundary regions we follow the same lines but replace (A.14) by (A.15). Then
one can see that the absolute difference between neighboring regions becomes smaller
with increasing α ∈ [0, a1).
4. We are now in the position to analyze the entire chain of merging events successively.
For α > a1 and 4α = α− a1, consider
u˜i(4α) = min
u
E(u;4α, u(a1)).
The same considerations as in Part 2 of the proof can be repeated, but with initial setting
u(a1) instead of f . It follows that there exists a2 such that for all i = 0, . . . , N −2 either
u˜i(4α) = u˜i+1(4α) or u˜i(4α) 6= u˜i+1(4α) throughout [a1, a2), where the absolute
difference between neighboring pixels does not become larger for increasing4α. Further,
we obtain by (A.18) and (A.16) that
u˜i(4α) = ui(a1) + µi,a1
24α
mi,a1
=
1
mi,a1
∑
j∈Ri,a1
fj + µi,a1
2a1
mi,a1
+ µi,a1
24α
mi,a1
,
where Ri,α = {j : uj(α) is in the region of ui(α)} while mi,a1 denotes the size of the
region containing ui(a1) and µi,a1 reflects the relation between the region containing
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ui(a1) and its neighboring regions. Since the relations between regions do not change
for 4α ∈ [0, a2 − a1) we can rewrite u˜i(4α) as
u˜i(4α) = 1
mi,a1+4α
∑
j∈Ri,a1+4α
fj + µi,a1+4α
2(a1 +4α)
mi,a1+4α
=
1
mi,α
∑
j∈Ri,α
fj + µi,α
2α
mi,α
.
On the other hand, we have by (A.16) that
ui(α) =
1
mi,α
∑
j∈Ri,α
fj + µi,α
2α
mi,α
.
Thus, ui(α) = u˜i(4α).
Now one can continue the same way by considering [a2, a3) and so on. Since there is
only a finite number N of pixels and some of these pixels merge at the points aj the
process stops after a finite number of n steps with output u(an) which by (A.16) reads
as
ui(an) =
1
N
N−1∑
k=0
fk
for all i = 0, . . . , N − 1. This completes the proof. 
B Notation
I Input gray value image
I = (I1, ..., IM ) Input multi-channel image
R,G,B RGB color channels of input image I = (R,G,B)
x, y Spatial coordinates in an image or image sequence
z Temporal coordinate in an image sequence
x Coordinate vector, i.e., either x = (x, y) in images or x = (x, y, z) in image
sequences
t Evolution time in evolution equations
Ω Rectangular image domain, Ω ⊂ R2 for images, Ω ⊂ R3 for image sequences
∂a Abbreviation for ∂∂a
ab Abbreviation for ∂a∂b , if not explicitly defined otherwise
abc Abbreviation for ∂a∂b∂c
∇a Gradient of a, i.e., (∂x, ∂y)>a in the spatial case
and (∂x, ∂y, ∂z)>a in the spatio-temporal case
∆a Laplacian of a, i.e., ∂2xa+ ∂
2
ya in the spatial case
and ∂2xa+ ∂
2
ya+ ∂
2
za in the spatio-temporal case
div (a) ∂xa1 + ∂ya2 in the spatial case
∂xa1 + ∂ya2 + ∂za3 in the spatio-temporal case
|a| Magnitude of a vector a
M Number of color or feature channels
N Number of regions
u Evolving data due to diffusion or energy minimization, in optic flow esti-
mation u has a special meaning (see next item)
w = (u, v, 1) Optic flow vector
u = (u1, ..., uM ) Evolving vector-valued data due to diffusion or energy minimization
Kρ Gaussian kernel with standard deviation ρ
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a ∗ b Convolution of a with b
g Diffusivity
λ In the scope of diffusion: contrast parameter, in the scope of image segmen-
tation with shape knowledge: weighting parameter for the shape constraint
 Some small positive constant
p Parameter for edge preservation/enhancement, p ∈ R, p ≥ 0
h Spatial grid size in numerical schemes
ha Spatial grid size in a-direction
τ Time step size in numerical schemes
aki,j Discretized variable a at pixel (i, j) after iteration k
N (i) Set of pixels in the neighborhood of pixel i, 4 neighbors in 2-D, 6 neighbors
in 3-D
|N (i)| Number of pixels in the neighborhood of pixel i
J0 Unsmoothed structure tensor
Jρ Linear structure tensor, i.e. J0 smoothed with a Gaussian kernel with
standard deviation ρ
Jt Nonlinear structure tensor obtained by smoothing the second moment ma-
trix with nonlinear diffusion with diffusion time t
Ψ(s) Penalizer function in variational methods, e.g., the quadratic error norm
Ψ(s) = s2
Ψ′(s2) Derivative of Ψ with respect to s2
α Weighting parameter for the smoothness constraint
γ Weighting parameter for the gradient constancy constraint in optic flow
computation
ω Relaxation parameter in successive over-relaxation method for solving lin-
ear systems
<(a) Real part of a complex value a
=(a) Imaginary part of a complex value a
m Local scale
η Scaling factor between successive resolution levels, η ∈ (0, 1)
Ωi One of N regions, Ωi ⊂ Ω
Γi Boundary of region Ωi
C(s, t) Curve with arc-length parametrization at evolution time t
Φ Level set function
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H(s) Regularized Heaviside function H(s) = erf(s), i.e., integral of the Gaussian
function K1 = 1√2pie
− s2
2
H ′(s) Derivative of the Heaviside function with respect to s, i.e. H ′(s) = K1
1{a=b} Indicator function defined as 1{a=b} :=
{
1 if a = b
0 else
pi(s) Probability density of a value s in region Ωi
µ Mean value
σ Standard deviation
ν Weighting parameter for the length constraint in image segmentation
% Weighting parameter for penalizing the number of regions in multi-region
segmentation
P Projection matrix that projects 3-D points onto the image plane of the
camera
X Homogeneously scaled 3-D point (x1, x2, x3, 1)>
θξ 3-D pose parameters describing a screw motion, i.e., a rigid motion con-
sisting of a translation and a rotation in 3-D space
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C Contributions and Publications
Contributions
This work contains several novel contributions on PDE based image analysis, including the
fields of nonlinear diffusion, texture, optic flow, and image segmentation. In addition, appli-
cation of image processing techniques to hyperbolic conservation laws have been investigated.
In detail, the following novelties have been presented:
• The special image denoising methods of total variation flow and total variation regu-
larization have been analyzed theoretically. As a result, analytical solutions for both
processes can be found in the discrete one-dimensional case. Further on, it can be
shown that both methods are equivalent in this case. These results have been published
in [BWSW03] and [SWB+04].
• A class of diffusivity functions which leads to unbounded diffusivities and includes the
diffusivity for total variation flow has been investigated. It has been applied to smooth-
ing tasks in the scope of optic flow estimation and feature smoothing in image segmen-
tation. The application to feature smoothing has been published in [BRDW03a] and
[BRDW03b].
• Numerics for diffusion with unbounded diffusivities has been analyzed. The suggested
discretization scheme for nonlinear diffusion leads to more accurate approximations of
the continuous diffusion equation, in particular in case of TV flow. Furthermore, a new
iteration scheme based on the mass exchange between two pixels has been investigated.
It has been published in [SWB+04]. A comparison of several numerical schemes for the
solution of diffusion equations has revealed their pros and cons.
• The so-called structure tensor, a tool for orientation estimation, has been improved by
replacing Gaussian smoothing by total variation flow. This nonlinear structure tensor
has been published in [BWBM04]. Its application to texture segmentation and a review
on adaptive structure tensors as well as their applications in general have been published
in [RBD03] and [BvdBL+05], respectively.
• Considering numerical schemes for approximating hyperbolic conservation laws in fluid
dynamics, PDE based image processing techniques can be useful to deal with the oc-
curring oscillation or blurring artifacts. According to this principle, TV flow has been
employed in order to remove oscillations created by the Lax-Wendroff scheme. A stabi-
lized inverse diffusion process, on the other hand, helps to improve the shock resolution
of monotone schemes. In particular, the monotone Upwind scheme has been extended
by a nonlinear inverse diffusion process. The resulting scheme yields favorable results.
It has been published in [BBSW05].
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• A local, region based scale measure has been suggested on the basis of TV flow. It is
applied in order to estimate the scale of texture elements for texture discrimination.
This scale measure has been published in [BW04b].
• Combination of the structure tensor and the scale measure leads to a texture model
which resembles the model of a Gabor filter bank. However, while a Gabor filter bank
yields a high-dimensional redundant feature space, the dimensionality of the proposed
features is significantly lower. The new feature space has been applied in the scope of
texture segmentation.
• In the scope of variational optic flow estimation, a method using a gradient constancy
assumption has been introduced, which yields robustness against illumination changes
between the corresponding images. This method has been published in [BBPW04].
• While the linearization of the gray value constancy assumption is well-established in
optic flow literature, this linearization becomes in the presence of larger displacements
a quite bad approximation of the actually nonlinear equation. Therefore, it has been
suggested to use the original, non-linearized equation for optic flow computation. A
minimization scheme based on nested fixed point iterations has been introduced to
tackle the nonlinearities. It has turned out that this minimization scheme is equiva-
lent to an earlier proposed multi-resolution method based on so-called image warping.
Thus the minimization scheme provides a theoretical justification for this so far purely
algorithmically motivated method. This has been published in [BBPW04].
• A level set based segmentation framework that integrates texture and motion cues de-
rived in Chapter 4 has been introduced. Different statistical models for describing the
interior of regions have been suggested including a nonparametric model and a model
for local statistics. In order to deal with local optima, which often appear in connection
with image segmentation, a coarse-to-fine minimization strategy has been proposed.
Large parts of this work has been published in [RBD03, BRDW03a, BRDW03b].
• The segmentation technique has originally been restricted to split an image into solely
two regions: one object and the background. This restriction emanates from the repre-
sentation of regions in the level set framework. Since this is an unacceptable constraint
for images containing multiple objects, the level set framework has been extended to
deal with arbitrary many regions by means of coupled evolution equations. Moreover,
the optimum number of regions is determined by a hierarchical splitting approach based
on the conventional two-region segmentation scheme. This technique for multiple region
segmentation has been published in [BW04a].
• As long as image segmentation techniques only make use of the data provided by the
image, the quality of the results depends enormously on whether the objects in the
image provide a cue that enables to distinguish them unambiguously from the rest of
the image. In order to diminish this dependency, shape knowledge about the object
has been integrated into segmentation. While this fundamental concept is not new,
the novelty consists of the integration of three-dimensional shape knowledge which is
projected onto the image plane. For this, its pose in three-dimensional space has to be
estimated. Joint segmentation and pose estimation accomplishes both tasks at once and
thereby improves the robustness of segmentation in scenes with ambiguous data. This
has been joint work with Bodo Rosenhahn.
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As indicated in the particular items, most novelties have been published previously on confer-
ences or in scientific journals. Also note that many of these works have been in cooperation
with other researchers. In such cases these researchers are either mentioned explicitly or they
have been authors or co-authors of the respective articles.
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