Unified Equations for Cutthroat Flumes Derived from a Three-Dimensional Hydraulic Model by Temeepattanapongsa, Sathaporn
Utah State University 
DigitalCommons@USU 
All Graduate Theses and Dissertations Graduate Studies 
8-2012 
Unified Equations for Cutthroat Flumes Derived from a Three-
Dimensional Hydraulic Model 
Sathaporn Temeepattanapongsa 
Utah State University 
Follow this and additional works at: https://digitalcommons.usu.edu/etd 
 Part of the Civil Engineering Commons 
Recommended Citation 
Temeepattanapongsa, Sathaporn, "Unified Equations for Cutthroat Flumes Derived from a Three-
Dimensional Hydraulic Model" (2012). All Graduate Theses and Dissertations. 1308. 
https://digitalcommons.usu.edu/etd/1308 
This Dissertation is brought to you for free and open 
access by the Graduate Studies at 
DigitalCommons@USU. It has been accepted for 
inclusion in All Graduate Theses and Dissertations by an 
authorized administrator of DigitalCommons@USU. For 
more information, please contact 
digitalcommons@usu.edu. 
UNIFIED RATING EQUATIONS FOR CUTTHROAT FLUMES DERIVED FROM 
A THREE-DIMENSIONAL HYDRAULIC MODEL 
 
 
by 
 
 
Sathaporn Temeepattanapongsa 
 
 
A dissertation submitted in partial fulfillment 
of the requirements for the degree 
 
of 
 
DOCTOR OF PHILOSOPHY 
 
In 
 
Irrigation Engineering 
 
 
 
 
 
Approved: 
 
 
 
__________________________________ __________________________________ 
Gary P. Merkley Steven L. Barfuss 
Major Professor Committee Member 
 
 
 
__________________________________ __________________________________ 
Christopher M.U. Neale Barton L. Smith 
Committee Member Committee Member 
 
 
 
__________________________________ __________________________________ 
Gilberto E. Urroz Mark R. McLellan 
Committee Member Vice President for Research and 
 Dean of the School of Graduate Studies 
 
 
 
UTAH STATE UNIVERSITY 
Logan, Utah 
 
2012 
 
  
ii
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright  ©  Sathaporn Temeepattanapongsa 2012 
 
All Rights Reserved 
  
  
iii
ABSTRACT 
 
 
Unified Rating Equations for Cutthroat Flumes Derived from 
a Three-Dimensional Hydraulic Model 
 
 
by 
 
 
Sathaporn Temeepattanapongsa, Doctor of Philosophy 
Utah State University, 2012 
 
 
Major Professor: Dr. Gary P. Merkley 
Department: Civil and Environmental Engineering 
 
 
Computational fluid dynamics software was used to simulate the hydraulic behavior of 51 
Cutthroat flume (CTF) sizes under various flow conditions, including 24 standard sizes with throat 
widths (W) from 0.051 to 1.219 m (2 inches to 4 ft), flume scale lengths (L) ranging from 0.457 to 
2.743 m (1.5 - 9 ft), constriction ratios (W/L) of 1/9, 2/9, 3/9, and 4/9, and 27 non-standard flumes 
of intermediate sizes.  The validity and accuracy of the simulation results were demonstrated 
using laboratory data from other studies for 16 of the standard flume sizes and three non-
standard sizes.  By using the depth-discharge data for 24 standard CTFs obtained from the 
modeling, a series of “best-fit” calibrations of existing separate free- and submerged-flow rating 
equations were performed for each of the 24 standard-sized CTFs.  A new unified rating equation 
for free- and submerged-flow conditions for the standard CTF sizes was proposed by comparing 
a set of empirical equations.  The performance of the unified rating equation was also analyzed in 
order to determine the technical desirability of the equations as substitutes for the existing 
separate free- and submerged-flow rating equations. 
For the free-flow rating, the discharge parameters in the traditional equation are 
generalized to be applicable to any of the CTF sizes with flume lengths ranging from 0.457 to 
2.743 m (1.5 - 9 ft), and the constriction ratio ranging from 1/9 to 4/9.  This allows the application 
of CTFs with greater accuracy than the previously available equation.  With the new generic-fit 
  
iv
equations for the free-flow rating parameters, the discharge error is 4% from the standard 
discharge, with an average error of 2.2% for full-scale discharge.  The generic unified rating 
equations proposed herein are also applicable to any of the CTF sizes, varying among the 24 
standard sizes with flume lengths ranging from 0.457 to 2.743 m (1.5 - 9 ft) and the constriction 
ratio ranging from 1/9 to 4/9.  With the generic-fit equations for the calibration parameters as 
derived herein, the discharge error is 6 - 8% compared to the standard discharge, and 2 - 3% for 
full-scale discharge. 
(169 pages) 
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PUBLIC ABSTRACT 
 
 
Unified Rating Equations for Cutthroat Flumes Derived from 
a Three-Dimensional Hydraulic Model 
 
 
A sophisticated mathematical model of three-dimensional hydraulics was used to develop 
complete calibrations for Cutthroat flumes, which are structures used in canals (or “open 
channels”) to measure flow rates.  Although Cutthroat flumes have been used for many years, 
and much research has been done on their calibrations and application in the field, never before 
was there a complete set of calibration parameters for all 24 standard flume sizes.  This research 
was validated by previously published laboratory results on prototype flumes at Utah State 
University and elsewhere, and it was successful in generating accurate calibration parameters for 
all 24 flume sizes, plus all intermediate sizes.  Thus, the results can be applied in general, with no 
loss in flow measurement accuracy for even the best previous calibration findings.  Furthermore, 
the calibration equations produced as a result of this research do not depend on the distinction 
between free- and submerged-flow regimes, which has been a source of confusion and error in 
many field applications of these (and other) flumes. 
With these new calibration results, flow measurement in irrigation and other canals is 
more convenient, accurate, and straightforward than ever before.  This is important because flow 
measurement is critical for evaluating water management, verifying compliance with legal and 
environmental concerns, and in implementing operational plans for irrigation systems and other 
open-channel water delivery and or removal systems. 
 
Sathaporn Temeepattanapongsa 
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CHAPTER I 
INTRODUCTION 
 
Statement of the Problem 
 
As needs for fresh water increase due to rapid population growth in many places within 
the United States and around the world, and possibly due to global climate change effects, the 
competition for limited water supplies among all water users is becoming more prominent and 
problematic with time.  Additionally, finding and developing new water supply sources to satisfy 
such demands are becoming more expensive and less feasible.  Accordingly, the concept of how 
to share and manage the finite supplies is moving toward water conservation and equitable 
distribution of the existing supplies.  The key to extend the use of available water rights is to 
manage water effectively and efficiently through the best available measurement practices.  
Every cubic foot of water recovered as a result of improving water measurement produces more 
revenue than the same amount obtained from a new source (USBR 2001). 
In agricultural irrigation, which is the largest water stakeholder, a number of methods and 
devices are used to accurately measure volumetric flow rate in its open channel networks, most 
of which measure flow indirectly either by measuring velocity and area, or head (flow depth or 
pressure), and mathematical relationships are then applied to translate the measurement to the 
volumetric flow rate or discharge.  Among the various types of instruments used, the most 
commonly found in canal networks are weirs and flumes, with several different designs which are 
known to be simple and relatively accurate measuring devices.  Both are utilized by taking 
advantage of the fact that changes in head occur with changes in velocity, and consequently in 
flow rate. 
Flumes and weirs can function best if the flow is forced to pass through critical depth; as 
a result, the discharge can be measured using one head measurement at the upstream side of 
the devices.  Therefore, one unique head value exists for any discharge, simplifying the head-
discharge relationship or mathematical rating equation.  Such a condition is called free-flow.  
However, if the downstream depth is high enough to preclude the occurrence of critical depth, the 
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regime is called submerged flow, and separate ratings associated with the degree of 
submergence are traditionally required.  The downstream head measurement is then needed to 
determine the volumetric flow rate.  Both flumes and weirs are usually designed to operate under 
free-flow conditions; however, they can be unintentionally submerged for several reasons, 
consequently decreasing the potential accuracy of the measurement.  Although weirs commonly 
provide more simple designs, they are generally limited by relatively larger head loss than in 
flumes, especially when operating under free-flow conditions.  Flume head loss is less than about 
one-fourth of that needed to operate sharp-crested weirs under free-flow conditions (USBR 
2001). 
Even though there are many flume designs available nowadays, the Cutthroat flume 
(CTF), which was first developed by G.V. Skogerboe in the late 1960s (Skogerboe and Hyatt 
1967) at Utah State University, has distinct advantages in terms of its simplicity in construction 
and installation and comparable measurement accuracy under both free- and submerged-flow 
conditions.  Unlike the others, including the Parshall flume which is the most widely used and 
well-known type of measurement flume, another significant advantage of the CTF is its flexibility 
due to the geometrical similarity of the configuration which allows either proportionally extending 
or reducing from the sizes already calibrated.  Therefore, the CTF is often considered as an 
attractive alternative to provide accurate flow measurement within various environments and flow 
conditions. 
Early on, the CTF had not been recommended by some authors (Ackers et al. 1978) due 
to its complex hydraulic behavior within the flume which they said could result in significant 
variability of head measurement (USBR 2001); however, precise CTF measurements could be 
maintained at a high level as observed through the physical hydraulic modeling experiments 
performed by many investigators (Keller 1984; Ramamurthy et al. 1985, 1988; Henry 1990; 
Weber 2004).  Also, a hysteresis effect, which is a potential difference in measured flow rate at a 
given submergence, and which was observed in Parshall flumes (Peck 1988), was not 
manifested in the CTF (Torres 2006). 
  
3
Nevertheless, when applied to practical field measurements, it has been often observed 
that free-flow calibrations are sometimes erroneously used when the CTF operates under 
submerged-flow conditions, resulting in large measurement errors due to a lack of understanding 
of the flow regimes in the flume.  Despite being commonly used for several decades, the concept 
of a single transition submergence to mathematically distinguish between free- and submerged-
flow regimes for a specific flume size has been disputed (Keller 1984; Weber 2004; Torres 2006).  
To avoid the misleading concept of single value of transition submergence, Torres and Merkley 
(2008) showed how to develop and successfully apply single unified rating equations which are 
valid for both free- and submerged-flow conditions to four different throat widths in a 0.914-m (3-
ft) long CTF. 
Since the standard CTFs all have a geometrically similar configuration, the work on the 3-
ft flumes done by Torres and Merkley (2008) could be expected to apply to other flume sizes; 
nonetheless, conducting physical hydraulic modeling experiments in a laboratory, as previously 
done by many researchers, can be expensive and normally takes months to complete for each 
flume size.  Therefore, the proposed research herein is to utilize a numerical approach by 
applying computational fluid dynamics (CFD) to simulate flow characteristic in the CTFs over a 
possible range of submergences and various flow depths, and to validate the simulations with 
existing laboratory and field data, and including much more extensive conditions than that 
corresponding to the existing data, allowing detailed analysis and saving a great deal of 
laboratory time and money.  Additionally, if applicable, the data could be analyzed to provide a 
generic unified free- and submerged-flow rating which would be applicable to any CTF size, 
thereby eliminating the confusion and common errors associated with the concept of transition 
submergence as used to distinguish between free- and submerged-flow conditions. 
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Objectives 
 
The main objective of the proposed research was to develop generic unified discharge 
rating equations with calibrated discharge parameters which are applicable for all 24 standard-
size CTFs with the flume lengths ranging from 0.457 to 2.743 m (1.5 – 9 ft), as well as for any 
non-standard CTFs with the sizes intermediate to the standard CTFs, and valid for both free- and 
submerged-flow conditions, allowing the application of CTFs with considerably greater accuracy 
than the equations currently available.  The specific objectives of the proposed research are: 
1. To apply and validate (based on existing laboratory and field data) a three-
dimensional numerical model for simulating steady-state flows through the 24 
standard sizes of CTFs operating at multiple flow depths and submergences; 
2. To test different calibration approaches for free-flow conditions and recommend that 
which best fits the model-generated results; 
3. To test different calibration approaches for submerged-flow conditions and 
recommend that which best fits the model-generated results; 
4. To determine one or more empirical unified rating equations to calibrate the 24 
standard-size CTFs for both free- and submerged-flow conditions; and, 
5. To determine one or more empirical generic rating equations to calibrate any CTF 
size within the range of the 24 standard-size CTFs for both free- and submerged-flow 
conditions. 
  
5
CHAPTER II 
LITERATURE REVIEW 
 
In this section, the reviews of the technical literature are divided into two overall subject 
areas: Cutthroat flumes (CTF), and computational fluid dynamics (CFD).  The literature relating to 
the CTF is presented categorically and chronologically in order to show the research 
development, while the literature relating to the CFD is mainly focused on FLOW-3D, which is the 
commercial software package used in this research.  To maintain consistency throughout this 
report, especially with symbols, modifications were made to some of the figures and equations 
that appeared in the original publications. 
 
Cutthroat Flume Configuration and 
Development 
 
The Cutthroat flume (CTF) is a critical-depth flow measurement flume, first developed by 
G.V. Skogerboe and his students at Utah State University and Colorado State University from the 
late 1960’s through the early 1970’s (Skogerboe and Hyatt 1967; Skogerboe et al. 1967b; 
Skogerboe et al. 1972).  The geometry of the CTF can be generally described as a rectangular 
flat-bottom flume with a zero length of the throat width (W) with a 3:1 upstream converging 
section and a 6:1 downstream diverging section, in the geometric proportions shown in Fig. 2-1. 
Unlike many other open-channel measurement flumes, the CTF has a completely level 
floor, forming the inlet and outlet sections without any elevation changes.  The throat width can be 
easily fabricated or customized to provide various CTF sizes with different constriction ratios of 
the throat width to the flume scale length (W/L) by adjusting the wall forms to provide a suitable 
flume size for a desired maximum discharge.  Nevertheless, as recommended in Skogerboe et al. 
(1993), the flume height (H) must account for the desired free board height and the maximum 
allowable upstream head, which should be less than one-third of the flume scale length (hu,max or 
yu,max ≤ L/3), and to have a reliable rating calibration the flume is recommended to have a 
constriction ratio of between 1/9 and 4/9. 
  
6
 
 
 
Fig. 2-1.  Geometric proportions of the CTF (adopted from Skogerboe et al. 1993) 
 
 
The measurements of head (water depth yu, or piezometric head hu) should be taken at 
one-ninth of the flume length downstream of the flume inlet and upstream of the outlet.  To 
maintain more accuracy, use of stilling wells with 6 mm (¼-inch) diameter piezometer taps to 
measure upstream and downstream heads is recommended through the sidewalls of the CTF, 
with the centerlines of the piezometer taps at 13 mm (0.5-inch) above the flume floor. 
In the early development of the CTF, the structural design was initiated from the idea to 
take advantage of flat-bottomed Venturi and Parshall flumes, aiming to obtain a low cost and 
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simple flume construction that could perform satisfactorily under both free- and submerged-flow 
conditions.  The configuration of the CTF was first influenced by the studies done by Robinson 
and Chamberlain (1960), and Ackers and Harrison (1963).  As starting points for the CTF 
configuration, Robinson and Chamberlain (1960) indicated that a flume having a flat bottom was 
satisfactory for both free- and submerged-flow operations, and Ackers and Harrison (1963) 
recommended a maximum convergence ratio of 3:1 for the flume inlet section. 
After Skogerboe and his team started their flume testing programs, Hyatt (1965) 
performed hydraulic modeling studies, whereby it was confirmed that the preceding two 
recommendations had merit, and also, flow separation would occur and a major portion of the 
flow would adhere to one of the sidewalls when the divergence ratio of the flume exit exceeded 
6:1.  Although numerous divergence ratios and outlet section lengths were later tested by 
Eggleston (1967), the 6:1 divergence ratio still proved to be most satisfactory as a balance 
between flow separation and fabrication costs (Skogerboe et al. 1967b).  Eggleston (1967) also 
indicated that abrupt entrances and exits do not significantly affect discharge calibrations for 
short-throated flumes, but that this condition should be studied further, especially at higher 
discharges.  Consequently, a 3:1 convergence and a 6:1 divergence were used in developing a 
flat-bottom flume prototype with abrupt (e.g. no transition) entrance and exit. 
Furthermore, after some testing under submerged-flow conditions in the flume at the 
throat section (Skogerboe et al. 1967a), it was found that the downstream flow depth as 
measured in the exit section of the flume provided more accuracy than when taken in the throat 
section.  The water surface profile changes rapidly in the throat section, but is more constant in 
the exit section.  Thus, there was no apparent advantage in having a throat section, as in Parshall 
flumes, and instead the downstream flow depth was to be measured in the exit section.  As the 
ultimate product of many flume testing programs, the rectangular flat-bottom flume with a zero 
throat length section, given the name “Cutthroat” flume, was first published by Skogerboe et al. 
(1967b) and subsequently by Skogerboe and Hyatt (1967).  Several sizes of CTFs with abrupt 
entrances and exits were calibrated and proven to be an accurate and practical method for 
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measuring volumetric flow rate under both free- and submerged-flow conditions (Bennett 1972; 
Skogerboe et al. 1972). 
The configuration of the CTF took a significant turn in the 1980s when R.J. Keller at 
Monash University, Australia (Keller 1981, 1984; Keller and Mabbett 1987), and A.S. 
Ramamurthy at Concordia University, Canada, as well as his students (Aukle 1983; Ramamurthy 
et al. 1985; Vo 1986; Ramamurthy et al. 1988), conducted additional laboratory calibrations.  The 
entrance and exit conditions were modified so that the widths of the flume inlet and outlet were 
the same as those of the channel; also, the locations of head measurement were moved from the 
flume wall to the centerline of the flume floor.  Although those two customizations were claimed to 
enhance the accuracy of CTF discharge measurements in the laboratory (Keller 1984; 
Ramamurthy et al. 1985), the loss of simplicity, and the corresponding increase in associated 
costs, seemed to preclude their utilization in the field of irrigation and drainage (Henry 1990).  
Therefore, the later work was focused on CTFs with abrupt entrances and exits, and maintaining 
the approximate flow streamline symmetry (Henry 1990; Weber 2004; Weber et al. 2007; Torres 
2006; Torres and Merkley 2008). 
 
Cutthroat Flume Flow Characteristics 
 
Even though they are designed to be operated under various conditions, there have been 
no published studies related to supercritical flow conditions upstream of CTFs.  Most research 
performed on CTFs was confined to subcritical flow in the headwater upstream of the flumes 
under various flow conditions, and this is almost always the case in practice.  Of course, the 
constriction at the flume throat would usually cause a hydraulic jump upstream of the flume when 
the regime is supercritical further upstream in the open channel.  Therefore, all the flow 
characteristics mentioned herein are for situations in which subcritical flow occurs upstream of the 
CTF. 
The various flow conditions which can possibly occur in a CTF are illustrated in Fig. 2-2, 
in which the water surface profiles (i), (ii), (iii) depict free-, transitional-, and submerged-flow 
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conditions, respectively.  Defining free- and submerged-flow regimes in the CTF requires 
knowledge of critical flow (in which the Froude number, Fr, is equal to unity).  Like all other flow 
measurement flumes, the CTF is most accurate when operated under free-flow conditions.  The 
hydraulic behavior of the CTF, however, could be more complicated than others due to curvilinear 
streamlines and non-hydrostatic pressure distribution at high flow depth. 
In addition, some researchers believed that due to the lack of a throat, the sharp 
connection of the converging and diverging sections of the CTF produces flow separation, 
causing inconsistency in the measurements (USBR 2001).  Conversely, it was mentioned by 
Skogerboe and Hyatt (1967) that a distinct advantage of the absence of a throat section resulted 
in improved flow conditions in the exit section.  The converging inlet section tended to confine the 
flow into a jet which traveled along the flume centerline, thus helping to prevent flow separation. 
 
 
 
 
Fig. 2-2.  Illustration of possible flow conditions in a CTF (adopted from Skogerboe et al.  1993) 
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Free-flow Conditions 
 
Free flow in the CTF is defined by a transition from subcritical, to critical, and then to 
supercritical flow within the length of the flume, depicted as profile (i) in Fig. 2-2.  As with other 
flow measurement flumes, the CTF provides the greatest accuracy when operated under free-
flow conditions.  As an important characteristic of critical flow, any change in hydraulic conditions 
downstream of where critical flow occurs does not affect the upstream flow conditions, which 
include the upstream water depth and the discharge.  A flow depth-discharge relationship can 
then be related directly to the pressure head or flow depth measured at some location upstream 
from the critical flow section.  However, the exact location for measuring the upstream head is 
important and can affect the accuracy of the discharge rating. 
In the CTF, it is known that critical flow depth occurs in the vicinity of the throat under 
free-flow conditions.  Skogerboe et al. (1993) stated that critical depth occurs at a very slight 
distance (a few millimeters) upstream of the throat, whereas it was mentioned by Keller (1984) 
and acknowledged by Balloffet (1986) that the critical section occurs downstream of the throat; 
and the actual location of critical flow is subject to curvature and convergence effects due to the 
water surface profile. 
 
Submerged-flow Conditions 
 
As the water depth downstream of the critical section increases, the water level upstream 
will be stable until a threshold of the maximum downstream water level is reached.  The flow 
condition at which the threshold is reached is called the transitional condition separating free- and 
submerged-flow regimes, illustrated as profile (ii) in Fig. 2-2.  According to the work by Keller 
(1984), Weber (2004), and Torres (2006), it was found that the threshold value at which the 
regime changes from free- to submerged-flow, or vice versa, varied with discharge for a given 
CTF size.  Furthermore, it was found that there is no distinct submergence value in which the flow 
regime suddenly changes from free to submerged, or vice versa; instead, it was found to be a 
gradual transition. 
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Submerged-flow conditions in the CTF occur when the flow depth within the flume is 
higher than the critical depth, meaning that the Froude number is less than unity (subcritical) 
throughout the entire flume length.  Any change in the downstream water depth directly affects 
the upstream water depth and the discharge.  Then, submerged-flow conditions require the head 
measurements both the upstream and downstream from the throat.  The measurement accuracy 
of the flume decreases under submerged-flow conditions, compared to free-flow conditions. 
 
Non-hydrostatic Pressure Distribution 
 
It is acknowledged that the hydraulic behavior of the CTF could be more complicated 
than for other flume types due to the absence of the throat at a sharp point, resulting in curvilinear 
streamlines and a non-hydrostatic pressure distribution, especially at high flow depth.  Flume 
geometry also plays an important role in the pressure distribution.  With different flow depths and 
flume sizes, the flow profile could change from convex to concave, or vice versa, at different 
locations throughout the flume length (Weber 2004).  Regardless of whether the flow profile is 
convex or concave, the vertical pressure distribution will deviate from hydrostatic due to 
centrifugal forces (Jain 2001).  Depending on where and how the head is measured within the 
flume, this non-hydrostatic pressure distribution can significantly affect the calibration of the CTF 
as a flow measurement structure. 
Ramamurthy et al. (1985) stated that at the upstream standard section, the ratio of 
piezometric head at the floor center to water depth (hu,fl/yu) decreases with increasing flow depth, 
as shown in Fig. 2-3.  Keller and Mabbett (1987) showed that the measured piezometric head 
was strongly dependent on the location of the tapping point.  The differences in piezometric head 
were contributed from significant vertical gradients of the water surface profile in the main flow 
direction, the effect of the horizontal plane curvilinear flow and its corresponding centrifugal 
forces, and the strong vertical plane convex curvature in the flow streamlines leading to non-
hydrostatic pressure distribution.  However, the overall influence was not so large that it 
significantly influenced the rating equation. 
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Fig. 2-3.  Non-hydrostatic pressure distribution effect at upstream piezometric tap section 
(adapted from Ramamurthy et al. 1985) 
 
 
Weber (2004) reported that an insignificant impact on the accuracy of flow rate prediction 
was found on the piezometric head at six different tap heights; however, a more significant impact 
of non-hydrostatic pressure distribution was noted at high flow rates.  At high flow rates, the 
variation in relative pressure between six taps became noticeably large, as a result of increased 
streamline curvature.  This emphasized the importance of distinguishing flow depth-discharge 
ratings based on whether they are derived from water depths or piezometric head measurements 
for high water depth conditions. 
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Development of Discharge Ratings for 
Cutthroat Flumes 
 
Since it was developed by Skogerboe et al. (1967b), the CTF has repeatedly proven to 
be an accurate and practical method for measuring volumetric flow rate under free- and 
submerged-flow conditions in open channels.  Some researchers performed measured head-
discharge rating calibrations based on piezometric head (Skogerboe et al. 1972; Keller 1984; 
Skogerboe et al. 1993; Weber 2004; Torres 2006), and others performed calibrations based on 
water depth (Ramamurthy et al. 1985, 1988; Weber 2004), where the former is taken from stilling 
wells connected to the flume through taps in the walls, and the latter is simply the water depth 
above the flume floor.  In addition, flow measurement corrections were developed for varying 
longitudinal and transverse CTF floor slope (Skogerboe et al. 1973; Abt et al. 1998; Abt and 
Skowron 2001), as found in some actual installations in which the flume has become out of level.  
Recently, a numerical simulation was also applied to the CTF to reproduce flow behavior and 
successfully validate the results using existing experimental measurements of water surface 
profiles, pressure distribution, and stream-wise velocity along the flume centerline (Ramamurthy 
and Tadayon 2008). 
 
Skogerboe et al. (1972, 1993) 
 
Since CTF was first developed, Skogerboe and his students repeatedly performed rating 
calibrations over a period of many years (Skogerboe et al.1972, 1973, 1993; Bennett 1972; Henry 
1990; Ren 1993, Weber 2004).  Skogerboe et al. (1972) proposed the rating equations to 
calculate free- and submerged-flow discharges for a given flume size as: 
 
   fnf f uQ C h  (2-1) 
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C (h h )Q
( logS)
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where f and s are subscripts denoting free and submerged flow, respectively; Q is the estimated 
discharges [L3.T-1]; Cf and Cs are the experimentally determined free- and submerged-flow 
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discharge parameters [L3-nf.T-1], respectively; nf and ns are the dimensionless exponents 
experimentally determined for free- and submerged-flow conditions, respectively; hu and hd are 
the upstream and downstream piezometric heads [L], respectively; and, S is submergence, which 
was defined as: 
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It is noted that the free-flow exponent (nf) was used with the term (hu - hd) in the 
submerged-flow rating equation; therefore, the value of nf had to be first obtained from the free-
flow rating calibration, while the submerged-flow discharge parameters (Cs and ns), were later 
calibrated using submerged-flow data.  The theoretical variation in ns is between 1.0 and 1.5 for a 
rectangular flume cross section (Ren 1993). 
Later, in Skogerboe et al. (1993), which is the most recent comprehensive manual for the 
CTF, the materials in Ren (1993) were refined, together with a brief history of CTF development, 
installation and maintenance guides, and recommendations for CTF size selection.  The 24 
standard sizes of CTFs were first defined with the flume scale lengths (L) ranging from 0.457 to 
2.743 m (1.5 – 9 ft) with constriction ratios (W/L) of 1/9, 2/9, 3/9, and 4/9; these were said (ibid) to 
be “sufficient” for most applications (Skogerboe and Merkley 1996).  The maximum allowable 
upstream head is recommended to be less than or equal to one-third of the flume length. 
In Skogerboe et al. (1993), only 15 CTF sizes previously tested in laboratories from the 
24 standard sizes with 842 data points in total for both free- and submerged-flow conditions were 
analyzed to provide discharge rating parameters for each individual flume size, referred to as 
“best-fit” analysis.  The data points for some of the 15 sizes had only a few data points dispersed 
over the normal CTF operating range.  Nonetheless, an attempt to generalize the calibrated 
discharge parameters according to CTF dimensions were made by adjusting the values of the 
best-fit discharge parameters to develop a direct correlation with smooth relationship between a 
discharge parameter and geometric scaling and dimension of L and W/L of the CTFs.  The 
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assumption was that the geometric similitude between various sizes of the CTF should result in 
continuous functions for each discharge parameter. 
The resulting analysis made it possible to apply the scale of the CTF to custom sizes and 
provided discharge parameters for any other intermediate sizes in which the relative dimensions 
of the flumes are maintained within the 24 standard CTF sizes.  Nevertheless, many relationships 
were only shown graphically, without establishing them in equation form.  Using English units, the 
free-flow discharge parameters (Cf and nf) were shown as: 
 
 1.025f fC K W)(  (2-4) 
 f f
Wn b 0.128
L
       (2-5) 
 
where Kf and bf are graphically shown as the functions of the flume scale length (L), as presented 
in Figs. 2-4 and 2-5, respectively.  Also, similar to what was done to the free-flow calibration, 
Skogerboe et al. (1993) only graphically showed the submerged-flow discharge parameters (Cs 
and ns) as the functions of L and W/L without putting them in equation form, as found in Figs. 2-6 
and 2-7, respectively. 
To apply Eqs. 2-1 and 2-2 for calculating discharge for a given flow condition, the concept 
of transition submergence was introduced to identify which equation should be used.  Skogerboe 
et al. (1993) then defined that the transition submergence (St) is the condition at which the free-
flow rating equation (Eq. 2-1) provides the same value of calculated discharge as the submerged-
flow rating equation (Eq. 2-2).  Thus, the transition condition from one flow regime to the other 
could be evaluated by the proposed definition as: 
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where St is the transition submergence which must be iteratively solved for a particular size and 
constriction ratio of the CTF.  Ren (1993) has shown that the value of St is most sensitive to small 
changes in other discharge parameters (Cf, nf, Cs, ns), as shown in Eq. 2-6. 
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Fig. 2-4.  Relationship for determining Cf in English units (adopted from Skogerboe et al. 1993) 
 
 
 
 
Fig. 2-5.  Relationship for determining nf (adopted from Skogerboe et al. 1993) 
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Fig. 2-6.  Relationship for determining Cs in English units (adopted from Skogerboe et al. 1993) 
 
 
 
 
Fig. 2-7.  Relationship for determining ns (adopted from Skogerboe et al. 1993) 
 
 
  
18
The concept of single transition submergence for a given CTF size to mathematically 
select a suitable rating equation applied to estimate flow rate at given conditions was widely used 
until Weber (2004) found that the actual transition from one flow regime to the other varied not 
only due to flume size, but also due to flow rate, as pointed out by Keller (1984).  It was 
mentioned by Weber (2004) that the transition submergence could vary by 33% on average 
across the range of flow rates for each throat width of the CTFs with 0.914 m (3 ft) long. 
Then, as an attempt to improve the performance of the equation, the rating equation for 
submerged-flow conditions was slightly modified (Weber 2004; Weber et al. 2007): 
 
 
s1
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( logS)
   (2-7) 
 
where ns1 and ns2 are the submerged-flow dimensionless exponents, which are independent of 
the free-flow calibration, as opposed to Eq. 2-2.  Nevertheless, another issue relating to unreliable 
St values occurred when the value of St was determined by equating Eqs. 2-1 and 2-7 as 
previously defined.  The computational procedure often produced two different St values or was 
not able to define the St value at all.  Weber (2004) mentioned that this could be caused by an 
inability of the equations to correctly model the flow behavior, or a discontinuity in the occurrence 
of the transitional flow condition. 
 
Keller (1984) 
 
Keller (1984) developed a non-dimensional relationship from the application of the 
Buckingham Pi theorem to determine depth-discharge relationships in three geometrically similar 
flumes with special attention on scale effects and transition condition at which the regime 
changes from free- to submerged-flow.  Due to the apparent presence of scale effects found by 
Keller (1981), who made an analysis of the data from earlier work by Skogerboe and Hyatt (1967) 
and Skogerboe et al. (1972), in which the tested flumes had non-similarity of the entrance and 
exit conditions, some modifications on inlet and outlet conditions, as well as the position of the 
upstream piezometric head measurement, were made and tested on three CTFs with a 
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constriction ratio W/L = 0.241 built to the scale ratios of 1:2:4, whose throat widths were 0.065, 
0.130, and 0.260 m, respectively.  The entrance and exit conditions of the flumes were modified 
so as to preserve the width of the flume inlet and outlet to be the same as the channel, and the 
upstream piezometric measurement was also taken from a tap at the center of the flume floor at 
the standard cross sections, instead of through the CTF walls. 
For the analysis of free-flow conditions in a CTF, the discharge is a function only of the 
upstream piezometric head; then the stage-discharge relationship for a CTF can be functionally 
expressed as: 
 u,flf
u,fl
1.5
hQ Bf ,
W Wg ) W(h
      (2-8) 
where hu,fl is the upstream piezometric head at the center of the flume floor; B and W are the 
width of flume inlet and the throat width (Fig. 2-1), respectively; and, g is the ratio of weight to 
mass. 
For the analysis of submerged-flow conditions in a CTF, the discharge is a function not 
only of the upstream head, but also of the degree (magnitude) of submergence.  In this case, the 
depth-discharge relationship for a CTF can be functionally expressed as: 
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where hd,fl is the downstream piezometric head at the center of the flume floor. 
In addition, it is important to note that in the original publication of Keller (1984) the ratio 
B/W was eliminated from Eqs. 2-8 and 2-9 because only those flumes with geometrical similarity 
were considered.  Also, the relationships between the proposed dimensionless variables were not 
established in equation form, but graphically as an example shown in Fig. 2-8 from which he 
pointed out that small scale effects could be observed at low stage flow (hu,fl/W < 0.8) due to the 
effects of dissimilar boundary layer growth.  However, Keller (ibid) also mentioned that large-
scale effects could occur due to the dissimilarity of the entrance conditions to the flume. 
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Fig. 2-8.  Dimensionless CTF free-flow rating by Keller (1984) 
 
 
Ramamurthy et al. (1985, 1988) 
 
Ramamurthy et al. (1985) presented material in Aukle (1983) to broader audiences in 
which a semi-empirical free flow discharge equation was proposed from theoretical analysis of 
energy principles and experimental pressure correction factor that accounts for non-hydrostatic 
pressure distribution at the throat section.  The laboratory experiments were conducted on three 
CTFs which were geometrically similar, with throat widths of 0.156, 0.117, 0.078 m, and having 
the same constriction ratio and the modifications of entrance, exit and location of piezometric tap 
as in Keller (1984), but with different scale sizes and more sophisticated instrument contributing 
to the non-hydrostatic pressure distribution issue.  Then, the piezometric head and flow depths 
were measured starting from the approach channel upstream of the flume inlets, and extending 
throughout the length of the flumes. 
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However, due to the loss of simplicity of the modified CTF in the field installation and 
maintenance because of the floor pressure tap, which could be easily clogged by silt and debris, 
Ramamurthy et al. (1985) proposed a semi-empirical free-flow rating equation in dimensionless 
form based on the headwater depth in the approach channel upstream of the flume inlet as: 
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                     
 (2-10) 
 
where y1 is the headwater depth in the approach channel; B1 is the width of approach channel, 
which is equal to the width of the flume inlet B (Fig 2-1); and, Kw is the pressure deviation 
coefficient indicating the deviation from hydrostatic pressure distribution at the throat section (Kw 
= hw/yw).  The free-flow rating curve from Ramamurthy et al. (1985) is shown in Fig. 2-9.  
Moreover, based on experiment data, Ramamurthy et al. (1985) also proposed that a linear 
relationship between Kw and y1/B1 could be obtained.  Then, with a substitution of B instead of B1 
in Eq. 2-10, it was found that the free-flow rating relation could be functionally simplified as: 
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For submerged flow analysis, Ramamurthy et al. (1988) expanded knowledge gained 
from the free-flow calibration to analyze submerged-flow conditions.  A semi-empirical 
submerged-flow rating equation was proposed from theoretical analysis of momentum principles.  
The experimental pressure correction factor (Kw) previously used in 1985, was included the 
equation.  The rating equation proposed for submerged-flow conditions was: 
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Fig. 2-9.  Dimensionless CTF free-flow rating by Ramamurthy et al. (1985) 
 
 
where x is geometric ratio (x = W/B1); r is the ratio of water depth at the throat to at the approach 
channel (r = yw/y1);  is submergence ratio ( = y2/y1); C is a correction factor for force at 
diverging section; 2  is momentum coefficient at a section downstream of the flume; and, B1 is 
the width of approach channel, which is equal to the width of the flume inlet B (Fig. 2-1). 
Similar to the free-flow rating analysis previously mentioned, several empirical equations 
obtained from experiment data were also proposed to estimate the parameters C, Kw, r, and 2  
either with   or y1/B1 by assuming linear relationships.  Then, with a substitution of B for B1 in 
Eq. 2-12, it is seen that the submerged-flow rating relation could be functionally simplified as: 
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Manekar et al. (2007) 
 
Manekar et al. (2007) attempted to establish a generic dimensionless relationship 
between discharge and upstream head for free-flow conditions, which is applicable to different 
CTF sizes and throat constriction ratios.  Selected combinations of different variables describing 
flow through the flume were empirically grouped into four dimensionless equations.  Each 
equation was initially calibrated with 60 free-flow data points obtained from their experiments 
carried out on seven CTFs with different sizes and constriction ratios (W/L) ranging from 0.068 to 
0.312, and verifying the best relationship with 189 experimental free-flow data points obtained 
from Bennett (1972), Keller (1984), and Vo (1986) to validate their dimensionless relationship.  
They concluded that a good correlation existed between the dimensionless head (hu/L) and the 
dimensionless discharge (QL = 1.5fQ / [ g W(L) ] ), and which is expressed in the following 
relationship: 
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where kf and mf are dimensionless free-flow discharge parameters. 
 
Torres and Merkley (2008) 
 
In new research after Weber (2004), in which the concept that a single transition 
submergence (St) was inappropriate to explain the flow behavior at under transitional conditions, 
Torres (2006) conducted detailed measurements using four CTFs with different constriction ratios 
(W/L = 1/9, 2/9, 3/9, and 4/9) of 0.914 m (3 ft) in length with special attention on more accurately 
defining St and on hysteresis effects which were previously observed by Peck (1988) in a 
Parshall flume. 
It was found that the change from one flow regime to the other is gradual, and no obvious 
transition points were found.  Also, no hysteresis effects on the measurements were found in the 
CTFs.  In addition, due to the fact that the concept of single St does not accurately describe the 
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hydraulic behavior of the CTF, a new calibration approach was then proposed as reported in 
Torres (2006) and later in Torres and Merkley (2008).  Their proposed rating equation can be 
expressed as: 
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where Cf is the free-flow discharge parameter [L2-nf.T-1]; nf is the dimensionless free-flow 
exponent; and, the parameter a, b ,c ,d, e, f are empirically-fitted parameters, among which a, b, c 
depend on the units, and d, e, f are dimensionless values.  Obtained from Torres and Merkley 
(2008) for 0.914-m (3-ft) CTFs, the discharge parameters and empirically-fitted parameters (in 
metric units) used for Eq. 2-15 are shown in Table 2-1. 
To support the proposed rating equation, Torres and Merkley (2008) showed that the new 
equation had better performance than the traditional rating equations (Eqs. 2-1 and 2-7), which 
were calibrated with the same dataset.  Accordingly, with the new approach, a single unified 
rating equation applicable to both free- and submerged-flow with up to 95% submergence was 
obtained, avoiding the need to define transition submergence.  It was also mentioned that the 
main disadvantage of the equation (Eq. 2-15) concerns its practical application in the field, which 
always requires both upstream and downstream head measurements (hu and hd) for calculating 
the submergence S. 
 
Table 2-1.  Calibration Parameters for Eq. 2-15 
 
W  
(m) Cf nf a b c d e f 
0.102 2.89 1.68 58.9 -0.0894 374 3.54 -20.1 2.65 
0.203 2.62 1.64 145 -0.789 1.70 13.6 -10.6 4.32 
0.305 2.65 1.63 87.2 -0.0334 1.18 26.0 -15.8 3.94 
0.406 2.58 1.62 9.56 0.00763 1.52 13.6 -19.7 3.09 
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Computational Fluid Dynamics 
 
Computational fluid dynamics (CFD) is the analysis of systems which produces 
quantitative predictions of fluid motion based on conservation laws of mass, momentum and 
energy, together with its associated phenomena such as chemical reactions, by means of 
computer-based simulation.  The simulation generally take place by utilizing numerical 
approximation techniques in which the conditions of flow geometry, the physical properties of a 
fluid, and the boundary and initial conditions of a flow field are defined to provide solution sets of 
the flow variables either at selected locations or for overall behavior in the computational domain 
at specific times. 
Due to the availability of affordable and advanced computing hardware, CFD has become 
more common in hydraulic engineering, as well as other fields of engineering, after it was 
originally developed mechanical engineering, specifically in aerospace industries (Versteeg and 
Malalasekera 2007).  Furthermore, a number of distinct advantages of CFD include its time and 
cost effectiveness compared to those of a high-quality experimental facility.  More comprehensive 
information of all relevant flow variables can be obtained conveniently with CFD.  With a validated 
CFD model, flexible ability to change parameters defining the flow conditions could be achieved 
for analyzing a problem with different flow parameters under “what-if” scenarios. 
Currently, four different methods to numerically solve the governing hydraulic equations 
are widely used in CFD: finite difference, finite volume, finite element and spectral methods 
(Kundu and Cohen 2008).  The finite volume method, which is a special finite difference 
formulation, is central to the most well-established CFD applications such as CFX and FLUENT 
by ANSYS, Inc., PHOENICS by CHAM, Ltd., and STAR-CCM by CD-adapco (Versteeg and 
Malalasekera 2007).  Even though different types of numerical techniques have been developed, 
the CFD predictions are never perfect due to the fact that the existing mathematical theory for 
numerical solutions of nonlinear partial differential equations is still inadequate.  Many sources of 
error such as truncation and round-off errors in the discretization and computation cannot be 
avoided in the numerical approximations even with well-verified CFD applications.  Thus, CFD is 
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normally considered as a supplement of both experimental and theoretical fluid dynamics used in 
earlier days, rather than a replacement of them (Roache 1998), and it is based on only rough 
approximations of the phenomenon of turbulence, even in the most sophisticated models – 
turbulence has been considered one of the main unresolved issues in science because it is not 
well understood. 
 
Overview of FLOW-3D 
 
Licensed by Flow Science, Inc., FLOW-3D (Flow Science 2010) is a general purpose 
CFD software package in which all-inclusive capabilities ranging from model setup to post-
processing are included in an integrated graphical user interface.  It can be used to simulate 
transient three-dimensional flow process of compressible and/or incompressible fluid in which 
either one- or two-fluid flow environment can be specified.  FLOW-3D has been successfully 
applied to simulate flow behavior on many hydraulic structures, including flow control and 
measurement devices such as Parshall flume (Hirt and Williams 1994; Heiner and Barfuss 2011), 
Montana flume (Willeitner 2010; Willeitner et al. 2012), broad-crested weir (Haun et al. 2011), 
sharp-crested weir (Rady 2011), and moving gate (Kim 2007; Dargahi 2010).  FLOW-3D has also 
been used to study the performance of other flow conveyance structures such as spillway 
(Savage and Johnson 2001, 2006; Cook and Richmond 2001; Ho et al. 2001, 2003, 2006; 
Gessler 2005; Griffith et al. 2007; Chanel and Doering 2007, 2008; Frizell et al. 2009; Savage et 
al. 2009; Ho and Riddette 2010; Jacobsen and Olsen 2010; Kim et al. 2010; Gleason et al. 2011), 
step spillway (Bombardelli et al. 2010), and Labyrinth spillway (Paxson and Savage 2006). 
Like many other well-known CFD programs, the numerical solution techniques in FLOW-
3D are based on finite volumes in which the Reynolds-averaged Navier-Stokes (RANS) 
equations, and the conservation of mass over a control volume, are discretized into a series of 
differential equations, and then iteratively solved for each computational cell in the computational 
domain.  In FLOW-3D, however, the governing equations are slightly modified such that two 
special techniques, which are used to generate geometric objects delineating fluid flow region 
  
27
and to track and locate free surface defining interface boundary between a liquid and a gas, can 
be inherently incorporated into the model. 
 
Geometric Object Generation 
 
Unlike most other CFD programs, the computational domain in FLOW-3D is specified by 
orthogonal meshes defined in terms of either Cartesian or cylindrical coordinates, and subdivided 
into a grid of hexahedral computational cells.  Geometric objects or components defining 
obstacles and baffles which block computational cell volumes and face areas can be embedded 
in the computational domain to define flow region for a simulation.  The exclusive technique 
called Fractional Area/Volume Obstacle Representation (FAVORTM) method outlined by Hirt and 
Sicilian (1985) is used to compute the fractional area of the cell faces and its corresponding 
fractional volume of the cell which are open to the flow.  This allows independent definition of the 
mesh and geometry in which the geometry may be modified without redefining the mesh.  As a 
result, mesh generation in FLOW-3D is much simpler and faster than it would be for body-fitted 
coordinates (BFC) used by some other CFD programs. 
The FAVORTM method is generally a porosity technique in which the grid porosity value is 
zero within obstacles and one for cells without the obstacle.  For the baffles or the cells only 
partially filled with an obstacle, the porosity value ranges between zero and one based on the 
percent volume that is solid.  It was claimed that the feature of FAVORTM permits true 
representation of complex geometry in a simple Cartesian mesh.  The effect of “stair-stepping” 
boundary which is normally associated with rectangular grid cells is eliminated through special 
algorithms by smoothly blocking out fractional portions of grid cell faces and volumes.  The 
obstacle surfaces are replaced with short and straight-lined segments, providing a good 
geometric description.  It was also said believed this method allowed FLOW-3D to use fully 
structured computational grids that were much easier to generate than the deformed grids used 
by most other CFD programs (Chanel and Doering 2007). 
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Free Surface Tracking 
 
Another special modeling technique in FLOW-3D which was claimed to be more 
advantageous over other CFD programs is the capability to track and locate a free surface, an 
interface between a liquid and a gas, with full implementation of the Volume of Fluid (VOF) 
technique, first developed by Hirt and Nichols (1981).  Typically, it is challenging to model free 
surfaces in any computational environment because flow parameters and materials properties, 
such as density, velocity and pressure experience a discontinuity at the surface.  In most other 
CFD programs, they attempt to compute flow in both the liquid and gas regions.  This practice 
produces an incorrect motion of the surface since it is assumed to move with the average velocity 
of gas and liquid.  However, in reality, the two fluids generally move independently of one another 
except for a thin viscous boundary layer.  Another incorrect practice is to use some type of 
higher-order advection scheme to track the interface, which is represented as a rapid change in 
density.  Such schemes result in smoothed transition regions between gas and liquid that cover 
several control volumes rather than sharp interfaces localized in one control volume as in the 
VOF method used in FLOW-3D. 
On the contrary, the VOF method employed in FLOW-3D consists of three main 
components: a scheme to locate the surface with the definition of fluid volume fraction function, 
an algorithm to track the surface as a sharp interface moving through a computational grid, and a 
means of applying boundary conditions at the surface.  The fluid volume fraction is similar to the 
grid porosity value used in FAVORTM for defining cells, which are empty, full, or partially filled with 
fluid.  FLOW-3D identifies the cell fully occupied by the gas as an empty space or void of mass in 
which the fluid fraction value is zero.  The cell fully occupied by the liquid is identified with the fluid 
fraction value of 1, and the partially filled cell has the value between zero and 1.  Since in most 
cases the details of the gas motion are unimportant for the motion of much heavier liquid, the 
inertia of the gas adjacent to the liquid is neglected.  As a result, the VOF solution algorithm does 
not solve for the dynamics of the gas in the void regions; instead, it treats them as regions of 
uniform pressure.  The free surface then becomes one of the liquid’s external pressure boundary 
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conditions.  Chanel and Doering (2007) also supported this idea by stating that use of this method 
results in significant reductions in simulation times as the motion in the surrounding air is 
neglected and this type of programming allows a sharp interface between the water and air to be 
created without the use of very fine meshes required by other CFD programs. 
 
Governing Equations of Fluid Motion 
 
In Cartesian coordinate system (x, y, z), the governing RANS and continuity equations for 
incompressible homogeneous fluid flow, including the FAVORTM variables, are shown in the 
following equations. 
Continuity: x y z(uA ) (vA ) (wA ) 0x y z
        (2-16) 
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                    (2-17 c) 
where u, v, w are the velocity components in the coordinate directions (x, y, z); Ax, Ay, Az are the 
fractional areas open to the flow in the coordinate directions; VF is the fractional volume open to 
the flow;  is the fluid density; p is the pressure; Gx, Gy, Gz are the body accelerations due to the 
gravitational force in the coordinate directions; fx, fy, fz are the viscous accelerations in the 
coordinate directions representing the Reynolds stress which can be solved by using one of 
turbulence models available in FLOW-3D.  It should be noted that Ax, Ay, Az and VF are generally 
time independent, except when the moving obstacle model is employed in FLOW-3D. In addition, 
it could be noticed that if the considered finite volume is completely full of fluid, Ax, Ay, Az and VF 
are equal to one, thereby reducing the equations to the basic incompressible RANS equations. 
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Furthermore, in order to model a free surface flow, the boundary between water and air, 
the VOF function (volume of fluid, F) should be defined to meet the following governing equation.  
In case of a free water surface, F(x, y, z, t) is shown to have the value between zero and one. 
 
 
x y z
F
F 1 (FA u) (FA v) (FA w) 0
t V x y z
            
 (2-18) 
 
As mentioned earlier, solving the RANS requires a turbulence closure scheme to 
approximate the viscous accelerations fx, fy, fz 
due to Reynolds stresses.  In FLOW-3D, five 
turbulence models are available: the Prandtl mixing length model, the one-equation turbulence 
transport model, the two-equation with standard k- (KE) and Renormalization-Group (RNG) 
models, and the Large Eddy Simulation (LES) model. 
 
Numerical Approximations 
 
In FLOW-3D, the governing equations described in the previous section are numerically 
solved using finite volume approximations.  A computational domain is subdivided into a mesh of 
computational cells.  For each computational cell, average values for flow parameters are 
computed at discrete times using a staggered grid technique.  With the staggered grid technique, 
all the flow variables such as pressure (p), fluid fraction (F), fractional volume (VF), fluid density 
(), etc are placed at the center of each cell, with the exception of velocity components u, v, w 
and the fractional areas Ax, Ay, Az.  The velocities and fractional areas are located at the center of 
cell faces normal to their associated direction.  For example, u and Ax are located at the center of 
the cell faces that are located in the y-z plane (normal to the x-direction).  To construct discrete 
numerical approximations for each computational cell, the surface fluxes, surface stresses, and 
body forces are computed in terms of dependent variable values in neighboring cells.  These 
quantities are then integrated to form approximations for the conservation laws of mass and 
momentum expressed by the governing equations. 
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CHAPTER III 
METHODOLOGY 
 
As stated in Chapter I, the objectives of this research did not include the development of 
a new flow measurement device or a new mathematical model.  Also, this research did not 
involve new field or laboratory measurements on prototypes or other physical models.  In this 
study, the computational fluid dynamic (CFD) software package, FLOW-3D version 9.4.1 (Flow 
Science 2010), was used to simulate hydraulic behavior in Cutthroat flumes (CTFs) under various 
flow conditions.  To verify and validate the accuracy of the simulation results, the laboratory data 
previously collected and analyzed by Skogerboe and others at USU (Ren 1993; Torres 2006), 
and by other researchers through published sources (Aukle 1983) were used for comparisons 
with the numerical solutions. 
 
Cutthroat Flume Hydraulic Modeling 
 
In this study, hydraulic behaviors under various flow conditions in 51 CTF sizes, including 
the 24 standard sizes (Skogerboe et al. 1993) and 27 non-standard sizes were simulated using 
metric units.  Depending on the flume sizes and flow depth conditions, various uniform 
computational cell sizes, from 0.5 to 3.5 cm, were tested to create a three-dimensional mesh of 
the computational domain among which were later compared with existing laboratory data to 
validate the mesh size influence on simulation accuracy.  Table 3-1 shows the dimensions of all 
51 flumes and the computational cell sizes considered in this study.  Nineteen of the 51 flumes 
had some available (published) laboratory data with which the numerical results could be 
compared.  The following section describes the FLOW-3D model setup, including physical model 
selection, fluid properties, boundary and initial conditions, and simulation termination criteria. 
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Table 3-1. Cutthroat Flume Sizes included in the FLOW-3D Modeling 
 
CTF 
Size1 
W 
(m) 
L 
(m)2 W/L 
FLOW-3D 
Cell Sizes 
(cm) 
Laboratory Data Sources 
Aukle 
(1983) 
Ren3  
(1993) 
Torres 
(2006) 
1 0.051 0.457 1/9 0.5 – 2.0  FF4, SF  
2 0.102 0.457 2/9 0.5 – 2.0  FF, SF  
3 0.152 0.457 3/9 0.5 – 2.0  FF, SF  
4 0.203 0.457 4/9 0.5 – 2.0  FF, SF  
5 0.102 0.914 1/9 1.0  FF, SF FF, SF 
6 0.203 0.914 2/9 1.0 – 2.0  FF, SF FF, SF 
7 0.305 0.914 3/9 1.0 – 2.0   FF, SF 
8 0.406 0.914 4/9 1.0 – 2.0  FF, SF FF, SF 
9 0.152 1.372 1/9 1.0 – 3.0  FF, SF  
10 0.305 1.372 2/9 2.0 – 3.0  FF, SF  
11 0.457 1.372 3/9 2.0 – 3.0  FF, SF  
12 0.610 1.372 4/9 2.0 – 3.0  FF, SF  
13 0.203 1.829 1/9 2.0 – 3.0    
14 0.406 1.829 2/9 2.0 – 3.0    
15 0.610 1.829 3/9 2.0 – 3.0    
16 0.813 1.829 4/9 2.0 – 3.0    
17 0.254 2.286 1/9 2.0 – 3.0    
18 0.508 2.286 2/9 2.0 – 3.0    
19 0.762 2.286 3/9 2.0 – 3.0    
20 1.016 2.286 4/9 2.0 – 3.0    
21 0.305 2.743 1/9 2.0 – 3.0  FF, SF  
22 0.610 2.743 2/9 2.0 – 3.0  FF, SF  
23 0.914 2.743 3/9 2.0 – 3.0  FF, SF  
24 1.219 2.743 4/9 2.0 – 3.0  FF, SF  
25 1.170 3.000 0.390 3.0    
26 0.560 2.000 0.280 3.0    
27 0.170 1.000 0.170 2.0    
28 0.156 0.648 0.241 1.0 FF   
29 0.117 0.486 0.241 1.0 FF   
30 0.078 0.324 0.241 1.0 FF   
31 0.075 0.450 3/18 0.5 – 2.0    
32 0.150 0.900 3/18 1.0 – 2.0    
33 0.225 1.350 3/18 1.5 – 3.0    
34 0.300 1.800 3/18 2.0    
35 0.375 2.250 3/18 2.5    
36 0.450 2.700 3/18 3.0    
37 0.525 3.150 3/18 3.5    
38 0.125 0.450 5/18 0.5 – 2.0    
39 0.250 0.900 5/18 1.0 – 2.0    
40 0.375 1.350 5/18 1.5 – 3.0    
41 0.500 1.800 5/18 2.0    
42 0.625 2.250 5/18 2.5    
43 0.750 2.700 5/18 3.0    
44 0.875 3.150 5/18 3.5    
45 0.175 0.450 7/18 0.5 – 2.0    
46 0.350 0.900 7/18 1.0 – 2.0    
47 0.525 1.350 7/18 1.5 – 3.0    
48 0.700 1.800 7/18 2.0    
49 0.875 2.250 7/18 2.5    
50 1.050 2.700 7/18 3.0    
51 1.225 3.150 7/18 3.5    
1 CTF 1 – 24 are standard sizes (Skogerboe et al. 1993), and CTF 25 – 51 are non-standard sizes. 
2 The values in italic in shaded cells indicate sizes that are either slightly larger or smaller than the standard sizes. 
3 The data from Ren (1993) were used in Skogerboe et al. (1993). 
4 FF means “free flow,” and SF means “submerged flow” data that were available from laboratory measurements. 
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Before a numerical model was set up, the flume structure was prepared using AutoCAD 
software with actual scales and a resolution of ±1 mm due to the conversion of flume dimensions 
from English to metric units, specifically for all 24-standard sizes, and then imported into FLOW-
3D in a stereo-lithographic format (STL).  Nevertheless, because of the transverse symmetry of 
the CTF geometry, only half of the flume (from the centerline) was modeled in FLOW-3D as 
shown in Fig. 3-1, which is an example using an isometric view.  The validity of this approach was 
confirmed by the very favorable comparisons with previously-published laboratory data from 
several prototype flumes.  In Fig. 3-1, the stream-wise direction is along the x-axis. 
 
 
 
Fig. 3-1.  Isometric view of half of the CTF geometry as modeled in FLOW-3D 
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Only the CTF geometry itself from the inlet to outlet, without extended upstream and 
downstream channel and stilling wells, was modeled in this study.  Preliminary results showed 
that the simulation with stilling wells would spend considerably more computer “runtime” because 
it required very high resolution of computational cell sizes to resolve the geometry of 6-mm-
diameter piezometric taps attached to the flume wall and the stilling wells, but it did not lead to 
results that provided significantly more accurate in CTF calibrations, and in practice most CTFs 
are applied using water depth measurements, without stilling wells.  In addition, the results are 
only valid for the CTF in straight channel sections, but this is the normal installation condition; that 
is, flow measurement flumes are rarely installed in channel bends, a situation which is always to 
be avoided because it introduces errors in the measurements 
In this study, the density and dynamic viscosity of plain water at 10oC were used in all 
simulations.  The density and the dynamic viscosity of the fluid were taken as 999.7 kg/m3 and 
1.307×10-3 Pa-s, respectively.  Free-surface flow simulation was specified as a single-fluid 
incompressible flow mode with a shape interface in FLOW-3D.  Since this type of flow condition is 
expected to be influenced primarily by inertia and gravitational forces with viscous effects due to 
turbulence characteristics, the gravitation physical model was activated with a gravitational 
acceleration (ratio of weight to mass) of 9.81 m/s2.  Three turbulence models available in FLOW-
3D were tested in the numerical model: (1) standard two-equation k-, KE; (2) renormalized 
group, RNG; and, (3) large eddy simulation, LES, methods.  The flume was also assumed to 
have very smooth floor and wall surfaces so that wall friction was neglected. 
The boundary conditions for the fluid (water) in the computational domain were defined 
as shown in Fig. 3-2.  By adopting the conventional notation for six faces of a three-dimensional 
fluid element in CFD (Versteeg and Malalasekera 2007), at the “bottom” and “north” faces of the 
computational domain which represented to the flume floor and wall, the wall boundaries (W) 
were specified with a no-slip wall condition.  At the “top” and “south” faces of the computational 
domain, the symmetry boundaries (S) were defined.  At the “west” and “east” faces of the 
computational domain, which represented the inlet and outlet of the CTF structure, pressure 
  
35
boundaries (P) with specified fluid heights of headwater (at the inlet) and tailwater (at the outlet) 
were specified.  At the outlet of the flume, it was also assumed that a zero normal-derivative 
condition of water velocity existed across the boundary; as a result, the flow did not accelerate 
when leaving the computational domain. 
To simulate hydraulic behaviors under different flow conditions in this study, the boundary 
conditions of the “east” and “west” faces were changed in FLOW-3D.  At the “west” face, the fluid 
height representing to upstream headwater depth were specified to vary in a range up to one-
third of the flume scale length (L/3) for the standard size CTFs which is similar to the proportion 
indicating the full capacity of a given flume size recommended by Skogerboe et al. (1993), and up 
to 0.6 of the flume scale length for the non-standard size CTFs.  The simulated flow conditions 
were changed by incrementally adjusting tailwater depth on the “east” face boundary to cover the 
full range of normal operating condition of the flume size from free-, to transitional-, and to 
submerged-flow with the submergence up to 95%.  It is also noted that the 95% submergence 
here was the ratio of the specified tailwater depth to the headwater depth which are different from 
the submergence normally calculated from upstream and downstream water depth at the 
standard locations of measurements. 
At the beginning of each simulation, the initial condition was simplified by assuming that 
the fluid is stagnant with a hydrostatic pressure distribution vertically from top to bottom, and that 
the fluid level upstream of the flume throat was at a specified headwater height, while fluid 
downstream of the throat was at the same height as the tailwater to produce a degree of 
submergence in the form of a profile as shown in Fig. 3-3.  This prescription may lead to a 
discontinuity in the free surface elevation, but it does not cause any computational difficulties (Hirt 
and Williams 1994). 
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Fig. 3-2.  Computational domain and boundary conditions for CTF modeling 
 
 
 
 
 
Fig. 3-3.  Initial conditions for CTF modeling 
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In this study, the finite volume approximation had a formal accuracy at least first-order 
with respect to space and time increments.  The first-order upstream donor-cell approximation 
scheme was used for all convective flux terms appearing in the Reynolds-averaged Navier-
Stokes (RANS) equations.  For all other acceleration terms, the standard centered difference 
approximation with second-order accurate was employed.  The advective and viscous 
acceleration terms were evaluated explicitly using the velocity components (u, v and w) at the 
current time step.  To advance a solution through the next time step (t+1), the implicit solver was 
used to determine cell pressures.  The appropriate time-step increment was automatically 
controlled by FLOW-3D to avoid numerical instabilities and maintain computationally accurate 
results. 
Since the pressures at the time step t+1 were generally unknown at the beginning of the 
calculation, pressures and velocities were coupled implicitly by using time-advanced pressures in 
the RANS equations and time-advanced velocities in the continuity equation.  This algorithm 
resulted in semi-explicit and –implicit formulation with coupled sets of equations that must be 
solved by iterative techniques.  The basic procedure for advancing the solution through one 
increment in time consisted of three main steps as follows: 
1) By using the initial conditions or current time-level values for all advective, pressure, 
and other accelerations, explicit approximations of the RANS equations were used to 
estimate the first guess for new velocities in the next time step level. 
2) With an implicit approximation, the pressures were iteratively adjusted in each cell, 
and the velocity changes induced by each pressure change were added to the 
velocities obtained from Step (1).  Due to the fact that the change in pressure in a cell 
will disturb the balance in the six adjacent computational cells, an iterative calculation 
was carried out to determine the new velocities at the next time step to satisfy the 
continuity equation. 
3) A new fluid configuration of free-surface flow was determined by utilizing Eq. 2-18, 
and turbulence quantities were updated corresponding to the new velocities at time 
  
38
step t+1.  Repetition of these steps continued to advance a solution through any 
desired time interval by which the boundary conditions were imposed at any step. 
In this study, the simulation was set to be terminated either at a simulation time of 50 s, 
or when reaching a steady-state condition.  Up to five quantities represented in the computational 
domain were monitored for the steady-state terminating condition: 1) total mass, 2) total fluid 
energy, 3) average mean kinetic energy, 4) average mean turbulent energy, and 5) average 
mean turbulent dissipation.  Over the duration of one-tenth of the simulation finish time (5 s), if 
each of the selected quantities varies by less than 1% - 3% of its mean value, the simulation was 
terminated with a message indicating which was the last variable to reach steady-state. 
After termination, the simulation result was then checked with the result of the previous 
time step reported in FLOW-3D output file to verify that a steady-state condition had indeed been 
reached.  Then, the numeric rating data were extracted from the result file to create a database of 
discharge rating for calibration.  Water depths analogous to those that could have been read on 
staff gauges in a physical model were extracted from the results file. 
 
Model Validation 
 
Before the rating calibrations were carried out, the laboratory data previously collected 
and analyzed by Skogerboe and other researchers at USU or by other authors as available from 
published sources were used to validate the numerical results from FLOW-3D.  The previously-
available laboratory data for 19 flumes used to validate the results from FLOW-3D are 
summarized in Table 3-1.  The Froude numbers (Fr) reported by FLOW-3D were used to 
distinguish between the free- and submerged-flow simulation results.  The influence of different 
computational cell size on a specific flume size (Table 3-1) was examined to ensure the 
independence of the solutions on the computational cell sizes.  Specifically for CTF 6, 7 and 8 
(Table 3-1), the influences of different turbulence closure schemes (KE, RNG and LES), multiple 
initial water depths, and different thresholds for steady-state conditions were also compared. 
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To validate the numerical results obtained from FLOW-3D, the laboratory data previously 
published in Aukle (1983), Ren (1993), and Torres (2006) were used, among which some flume 
sizes have a relatively large amount of laboratory measurements, while other have only a few 
data points.  It is important to note that the data from Ren (1993) were the same as those used in 
Skogerboe et al. (1993).  In addition, some filtering criteria were established to eliminate outliers 
on the numerical results before the validation.  Those criteria excluded the simulations that had 
differences of more than 5% between incoming and outgoing flows through the “west” and “east” 
face boundary of the computational domain.  The Fr value obtained from FLOW-3D results was 
utilized for distinguishing the simulations between free- and submerged-flow conditions.  Two 
examples of the simulation results with the Fr value from FLOW-3D are found in Appendix A.  For 
a free-flow condition, the Fr of individual computational cells in any cross section normal to the 
flow direction, and in the vicinity of the throat, must be greater than or equal to one (Fr ≥ 1), which 
is the condition when critical or supercritical flow occurs. 
Specifically for free-flow conditions, due to the fact that the upstream head and discharge 
are the only two variables in the interests, rating curves were plotted to compare the simulation 
results from FLOW-3D with the laboratory data.  Then, only the discharges and corresponding 
upstream water depths (as read on staff gauges in physical models) were used in the validations.  
The comparisons for all 19 flume sizes which had measured free-flow data from laboratory 
prototypes are found in Appendix B.  Figures 3-4 and 3-5 present two examples of the 
comparisons of free-flow rating curves obtained from FLOW-3D and laboratory data for CTF 6 
(Ren 1993; Torres 2006) and CTF 29 (Aukle 1983), respectively.  It is also noted that the 
influences of different computational cell sizes for all the flume sizes tested (Table 3-1), as well as 
differences of turbulence closure schemes (KE, RNG and LES), different initial conditions, and 
different thresholds for defining steady-state condition for CTF 6, 7 and 8, were shown in the free-
flow rating curves. 
From Figs 3-4 and figures in Appendix B, it can be seen that the numerical results 
obtained from the finest and the coarsest cell sizes tested for any of the flume sizes shown in 
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Table 3-1 had insignificant differences in both simulated discharge and upstream water depth.  In 
addition, no significant differences were observed in the simulations for CTF 6, 7, and 8 using 
three different turbulence closure schemes, different initial conditions, and different thresholds for 
attaining a steady-state condition.  Nevertheless, preliminary result revealed that the KE closure 
scheme would likely spend the least computer run time.  As a result, the KE turbulence scheme 
was used for most of the simulations. 
On the other hand, for submerged-flow conditions, due to the fact that three variables 
(discharge, and upstream and downstream water depths) are of interest, a three-dimensional plot 
of the rating surface would not facilitate a definitive comparison of the simulation results from 
FLOW-3D with the laboratory data.  Thus, the flow rates obtained from FLOW-3D were plotted 
against the values calculated by the submerged-flow rating equations with the discharge 
parameters that were calibrated specifically for the flume sizes as published in Ren (1993) and 
Torres (2006).  The comparisons of submerged-flow for all 16 flume sizes are found in Appendix 
B.  Figures 3-6 to 3-8 present three examples of the comparisons of submerged-flow discharges 
obtained from FLOW-3D and those calculated from submerged-flow rating equations with the 
discharge parameters published in Ren (1993) and Torres (2006) for CTF 6, 7, and 8, 
respectively. 
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Fig. 3-4.  Free-flow depth-discharge rating from FLOW-3D versus laboratory data for CTF 6 
 
 
 
 
Fig. 3-5.  Free-flow depth-discharge rating from FLOW-3D versus laboratory data for CTF 29 
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Fig. 3-6.  Comparisons of submerged-flow discharge for CTF 6 
 
 
 
 
Fig. 3-7.  Comparisons of submerged-flow discharge for CTF 7 
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Fig. 3-8.  Comparisons of submerged-flow discharge for CTF 8 
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CHAPTER IV 
RESULTS 
 
Introduction 
 
The simulation results obtained from the FLOW-3D model are presented and analyzed in 
this chapter.  The parameters and variables extracted from FLOW-3D results for using in the 
Cutthroat flume (CTF) calibrations consist of discharge (Q) and upstream water depth (yu), 
together with downstream water depth (yd) and the submergence ratio (S = yd/yu) for the 
submerged-flow conditions, in which the submergence ratio was restricted to a maximum value of 
0.96.  This is considered to be a reasonable limit because above a submergence of 96% the 
calibrations are extremely sensitive to small variations in water depth, and in practice the flumes 
are not useful for accurate flow measurement above this limit. 
All calibrations for water depth-discharge ratings in this research were performed using 
metric units, which are cubic meters per second (m3/s, or cms) for discharges, and meters (m) for 
water depth.  However, for the sake of convenience, the dimensions of the standard-size CTFs 
shown in some tables in this chapter are given in English units according to the originally 
proposed standard flume sizes (Skogerboe et al. 1993). 
In this chapter, the calibrations of water depth-discharge ratings for CTFs are presented 
in two main parts.  The first part, called the “best-fit” discharge rating calibration, emphasizes the 
calibrations for each of the 24 standard-sized CTFs based on the concepts and equations 
presented and reviewed in Chapter II.  The comparisons of the traditional free- and submerged-
flow discharge rating parameters obtained from the calibrations and the previously-published 
values (Skogerboe et al. 1993; Weber 2004; Torres 2006) are presented.  A new unified rating 
equation for harmonically describing the free- and submerged-flow conditions is proposed.  The 
performance of the unified rating equations for each of the 24 standard CTFs is also presented in 
order to determine the technical desirability of the equations as substitutes for the traditional free- 
and submerged-flow rating equations. 
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The second part of this chapter, concerning the “generic-fit” discharge rating calibration, 
is devoted to the determination of generic rating equations that are applicable to any CTF size by 
expanding the knowledge gained from the “best-fit” calibrations.  The dataset of the 24 standard-
size CTFs were again used for the calibrations in this part.  Nevertheless, additional datasets 
from FLOW-3D simulated for 27 non-standard flume sizes, intermediate to the standard sizes, 
were applied to evaluate discharge estimation errors.  The error analyses are presented for all the 
data simultaneously, and for the data categorically grouped by flume scale length (L), constriction 
ratio (W/L), upstream water depth relative to the flume scale (yu/L), and submergence (S) in order 
to demonstrate the validity of the generic rating equations for any CTF size within the specified 
limits, as well as the flow condition. 
Within both main parts, a desirable characteristic sought in the rating equations was the 
accuracy performance limits of CTF measurements compared with the equations.  According to 
the USBR (2001), accuracy is generally the degree of conformance of a measurement to a 
standard or true value, which is usually stated in terms of percent error or deviation of discharge 
for water measurement devices.  Then, the discharges obtained from FLOW-3D simulations 
(QFlow-3D) were used as “standard discharges” (QStd) in the calibrations and error analyses.  Also, 
specifically in the error analyses, the free-flow discharge, which is evaluated at an upstream 
water depth equal to one-third of the flume length (i.e. yu = L/3), as recommended by Skogerboe 
et al. (1993), was used to define the maximum or “full-scale” discharge (QFull) for a given flume 
size (Skogerboe and Merkley 1996). 
The discharge estimation errors of the calculated discharges (QCalc) from the calibrated 
ratings based on both QStd and QFull were calculated in percent as shown in Eq. 4-1. 
 
 
      
    Calc Sj td
i
j
ji
Q  Q
Q% 100
Q  (4-1) 
 
where i is a subscript denoted as either “Std” or “Full” for standard or full-scale discharge errors; j 
is a subscript denoting a particular flow rate; and, Q% is the error in percent.  It is also important 
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to note that the percent errors, (Q%)Std and (Q%)Full, in this chapter may sometimes appear in 
absolute values denoted as |Q%|Std and |Q%|Full since the absolute values are more preferred 
to correctly determine the overall deviation due to the fact that the individual percent errors 
(without taking the absolute values) will at least partially offset each other.  The main idea was to 
obtain information to allow the selection of the rating equations that best describe the simulated 
behavior with the lowest absolute deviation. 
 
Best-Fit Discharge Rating Calibration 
 
The first step, before analyzing the FLOW-3D simulation results, was to eliminate some 
of the generated values to avoid uncertainty due to the effect of different computational grid sizes; 
as a result, only the data obtained from the finest grid sizes that were used for a specific 
boundary condition were applied in the calibrations presented in this chapter.  In all, 247 
simulation datasets were removed from the total of 2,170.  This left a total of 1,923 datasets, of 
which 1,263 were for free-flow conditions, and the remaining 660 were for submerged-flow 
conditions.  The number of datasets used in the calibrations is summarized in Table 4-1. 
 
Traditional Free-Flow Calibration 
 
To calibrate the CTFs for free-flow conditions, the numbers of data points for each of the 
24-standard size of CTFs as shown in Table 4-1 were used; linear regressions using the least-
squares method after logarithmic transformation to Eq. 2-1 were carried out in order to obtain the 
“best” linear relationship between log10(Qf) and log10(yu), as given by Eq. 4-2.  The summary of 
the estimated free-flow discharge parameters (Cf and nf), as well as descriptive statistics of the 
“goodness of fit” and the discharge estimation errors are presented in Table 4-2.  The results from 
all the regression analyses are found in Appendix C, and one example of the regression results is 
shown in Figs. 4-1 and 4-2 for the CTFs with L = 1.829 m (6 ft), which have the worst fit among 
the 24 standard CTF sizes. 
 
 10 f 10 f f 10 ulog (Q ) log (C ) n log (y )   (4-2) 
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Table 4-1.  Number of Data Points in Each Dataset for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) 
W 
(m) 
L 
(m) W/L 
Number of Data Points 
Free-Flow 
Dataset 
Submerged-Flow 
Dataset 
Unified 
Dataset 
1 2 1.5 0.051 0.457  1/9 28 29 57 
2 4 1.5 0.102 0.457  2/9 33 19 52 
3 6 1.5 0.152 0.457  3/9 37 18 55 
4 8 1.5 0.203 0.457  4/9 36 20 56 
5 4 3 0.102 0.914  1/9 64 61 125 
6 8 3 0.203 0.914  2/9 59 41 100 
7 12 3 0.305 0.914  3/9 65 43 108 
8 16 3 0.406 0.914  4/9 69 44 113 
9 6 4.5 0.152 1.372  1/9 67 26 93 
10 12 4.5 0.305 1.372  2/9 58 22 80 
11 18 4.5 0.457 1.372  3/9 61 24 85 
12 24 4.5 0.610 1.372  4/9 59 27 86 
13 8 6 0.203 1.829  1/9 39 25 64 
14 16 6 0.406 1.829  2/9 45 24 69 
15 24 6 0.610 1.829  3/9 46 15 61 
16 32 6 0.813 1.829  4/9 51 16 67 
17 10 7.5 0.254 2.286  1/9 46 22 68 
18 20 7.5 0.508 2.286  2/9 52 24 76 
19 30 7.5 0.762 2.286  3/9 52 20 72 
20 40 7.5 1.016 2.286  4/9 55 19 74 
21 12 9 0.305 2.743  1/9 53 27 80 
22 24 9 0.610 2.743  2/9 61 29 90 
23 36 9 0.914 2.743  3/9 64 33 97 
24 48 9 1.219 2.743  4/9 63 32 95 
Minimums: 28 15 52 
Maximums: 69 61 125 
Totals: 1,263 660 1,923 
 
 
As shown in Table 4-2, the traditional rating equation format as given in Eq. 2-1 is very 
accurate in terms of modeling all 24 CTF depth-discharge relationships under free-flow 
conditions.  For every one of the 24 standard CTF sizes, the coefficients of determination (R2) 
were greater than or equal to 0.996 (Table 4-2), and the average values of (Q%)Std for any 
standard CTF size were close to zero (the maximum is 0.33%).  The standard deviation of 
(Q%)Std for any standard size ranges from 1 to 9%. 
It is important to note that even though the maximum values of |Q%|Std seem to be high 
for some standard sizes, such as CTF 13 and 23 (Table 4-2), the |Q%|Full values are very low for 
all 24 standard CTFs with a maximum of only 3%.  This suggests that the CTF could provide less 
favorable performance in terms of flow measurement for small water depths, compared to the full-
scale measurement capability (yu = L/3) of the flume. 
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Table 4-2.  Summary of Best-Fit Free-Flow Calibrations for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L Cf nf R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX 
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 0.142 1.621 1.000 0.01% 1% 3% 2% 
2 4 1.5  2/9 0.254 1.584 1.000 0.00% 1% 2% 1% 
3 6 1.5  3/9 0.357 1.563 1.000 0.00% 1% 2% 1% 
4 8 1.5  4/9 0.457 1.549 1.000 0.00% 1% 2% 2% 
5 4 3  1/9 0.256 1.607 1.000 0.01% 1% 3% 2% 
6 8 3  2/9 0.468 1.572 1.000 0.01% 1% 3% 2% 
7 12 3  3/9 0.684 1.558 1.000 0.00% 1% 2% 1% 
8 16 3  4/9 0.885 1.545 1.000 0.00% 1% 2% 1% 
9 6 4.5  1/9 0.369 1.608 1.000 0.02% 2% 5% 3% 
10 12 4.5  2/9 0.686 1.571 1.000 0.01% 1% 4% 3% 
11 18 4.5  3/9 1.005 1.564 1.000 0.01% 1% 3% 2% 
12 24 4.5  4/9 1.301 1.548 1.000 0.01% 1% 3% 2% 
13 8 6  1/9 0.477 1.611 0.996 0.33% 9% 55% 2% 
14 16 6  2/9 0.889 1.568 1.000 0.02% 2% 10% 2% 
15 24 6  3/9 1.306 1.552 1.000 0.00% 1% 2% 1% 
16 32 6  4/9 1.717 1.544 1.000 0.01% 1% 3% 2% 
17 10 7.5  1/9 0.574 1.590 1.000 0.02% 2% 6% 3% 
18 20 7.5  2/9 1.087 1.559 1.000 0.01% 1% 3% 2% 
19 30 7.5  3/9 1.613 1.551 1.000 0.01% 1% 2% 1% 
20 40 7.5  4/9 2.131 1.545 1.000 0.00% 1% 2% 1% 
21 12 9  1/9 0.679 1.591 1.000 0.02% 2% 4% 3% 
22 24 9  2/9 1.290 1.565 1.000 0.01% 1% 3% 2% 
23 36 9  3/9 1.915 1.551 1.000 0.03% 3% 16% 1% 
24 48 9  4/9 2.537 1.547 1.000 0.00% 1% 2% 2% 
Minimums: 0.142 1.544 0.996 0.00% 1% 2% 1% 
Maximums: 2.537 1.621 1.000 0.33% 9% 55% 3% 
 
 
 
 
Fig. 4-1.  Best-fit free-flow calibrations for the CTFs with L = 1.829 m (6 ft) 
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Fig. 4-2.  Standard vs. calculated Qf from the best-fit ratings for the CTFs with L = 1.829 m (6 ft) 
 
 
Traditional Submerged-Flow Calibration 
 
Similar to the free-flow calibrations, the number of data for each of the 24-standard size 
of CTFs as shown in Table 4-1 were utilized in traditional submerged-flow calibrations, but using 
multiple linear regressions with the least-squares method and logarithmic transformation to Eq. 2-
7 in order to obtain the “best” linear relationship among log10(Qs), log10(yu – yd), and log10(-log S), 
as given in Eq. 4-3.  The summary of the estimated submerged-flow discharge parameters (Cs, 
ns1 and ns2), as well as descriptive statistics of the “goodness of fit” and the discharge estimation 
errors, are presented in Table 4-3.  The results from the calculated discharges obtained from the 
calibrated equations are plotted against standard discharges in Appendix C, and two examples of 
the results are shown in Figs. 4-3 and 4-4 for the CTFs with L = 2.286 m (7.5 ft) and 2.743 m (9 
ft) which are likely the worst fits among the 24 standard CTF sizes. 
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Table 4-3.  Summary of Best-Fit Submerged-Flow Calibrations for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L Cs ns1 ns2 R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX  
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 0.071 1.479 1.157 0.999 0.02% 2% 3% 3% 
2 4 1.5  2/9 0.122 1.496 1.254 0.999 0.02% 2% 7% 5% 
3 6 1.5  3/9 0.173 1.523 1.321 0.999 0.01% 2% 3% 2% 
4 8 1.5  4/9 0.242 1.538 1.326 0.999 0.03% 2% 5% 3% 
5 4 3  1/9 0.146 1.494 1.171 0.999 0.05% 3% 10% 4% 
6 8 3  2/9 0.241 1.521 1.286 0.998 0.07% 4% 17% 7% 
7 12 3  3/9 0.340 1.532 1.334 1.000 0.01% 2% 6% 2% 
8 16 3  4/9 0.448 1.538 1.352 0.999 0.03% 2% 9% 2% 
9 6 4.5  1/9 0.219 1.518 1.203 1.000 0.02% 2% 5% 3% 
10 12 4.5  2/9 0.372 1.527 1.287 0.999 0.04% 3% 6% 4% 
11 18 4.5  3/9 0.534 1.538 1.322 1.000 0.02% 2% 4% 2% 
12 24 4.5  4/9 0.694 1.546 1.342 0.999 0.05% 3% 9% 4% 
13 8 6  1/9 0.295 1.527 1.206 0.999 0.05% 3% 8% 4% 
14 16 6  2/9 0.490 1.548 1.303 0.999 0.15% 6% 13% 6% 
15 24 6  3/9 0.693 1.540 1.327 1.000 0.02% 2% 5% 1% 
16 32 6  4/9 0.912 1.556 1.356 1.000 0.06% 4% 9% 3% 
17 10 7.5  1/9 0.351 1.527 1.226 0.999 0.06% 3% 8% 5% 
18 20 7.5  2/9 0.563 1.524 1.310 0.999 0.10% 5% 9% 7% 
19 30 7.5  3/9 0.821 1.542 1.349 1.000 0.04% 3% 9% 3% 
20 40 7.5  4/9 1.453 1.572 1.288 0.998 0.34% 9% 27% 10% 
21 12 9  1/9 0.424 1.491 1.187 0.999 0.06% 3% 7% 2% 
22 24 9  2/9 0.638 1.532 1.334 0.999 0.09% 4% 10% 8% 
23 36 9  3/9 0.961 1.577 1.388 0.998 0.24% 7% 33% 4% 
24 48 9  4/9 1.119 1.498 1.359 0.998 0.11% 5% 20% 3% 
Minimums: 0.071 1.479 1.157 0.998 0.01% 2% 3% 1% 
Maximums: 1.453 1.577 1.388 1.000 0.34% 9% 33% 10% 
 
 
 
 
Fig. 4-3.  Standard vs. calculated Qs from the best-fit ratings for the CTFs with L = 2.286 m (7.5 ft) 
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Fig. 4-4.  Standard vs. calculated Qs from the best-fit ratings for the CTFs with L = 2.743 m (9 ft) 
 
 
As shown in Table 4-3, the traditional rating equation format as shown in Eq. 2-7 is quite 
accurate in terms of modeling all 24 CTF stage-discharge relationships under submerged-flow 
conditions even though not as good as in free-flow conditions.  For all of the 24 standard CTF 
sizes, the coefficients of determination (R2) are greater than or equal to 0.998 (Table 4-3), and 
the average values of (Q%)Std for any standard CTF size are close to zero (the maximum is 
0.34%).  The standard deviation of (Q%)Std for any standard size range from 2 to 9%.  Again, 
similar to free-flow rating calibration, the maximum values of |Q%|Std seems likely high for some 
standard sizes such as CTF 6, 20, and 23 shown Table 4-3, but |Q%|Full are relatively low for 
any standard size CTF with a maximum of 10%, which is likely acceptable for submerged-flow 
conditions at submergences up to 96%.  This suggests that using the CTF under submerged-flow 
conditions could provide slightly less accurate results than free-flow conditions, and that the CTF 
could provide unfavorable performance when used at low water depths compared to the full-scale 
measurement capability of the flume. 
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Comparison of Traditional Discharge 
Parameters with Previous Research 
 
In this subsection, the discharge parameters Cf and nf for free-flow, and Cs, ns1 and ns2 for 
submerged-flow in traditional rating equations, are compared with previously published values by 
Skogerboe et al. (1993), Weber (2004), and Torres (2006).  Also, it should be noted that the 
dataset used for discharge parameter calibrations in Skogerboe et al. (1993) is the same as in 
Ren (1993), but the calibrated discharge parameters in the former was reported in three-digit 
decimal while the latter in two digits.  The numerical and graphical comparisons are shown in 
detail in Appendix C.  Table 4-4 shows the summary of linear correlation coefficients between 
each discharge parameter value obtained from this study and from previous research.   Figures 
4-5 and 4-6 show two examples of the comparisons for the best and the worst discharge 
parameters which were linearly correlated to those from previously published results, in which the 
numbers on the abscissa of both figures represent the size of the CTFs, as indicated in Table 4-1. 
From Table 4-4, it was noticed that the comparison of Cf and Cs were in excellent 
agreement with those previously published in all three sources: Skogerboe et al. (1993), Weber 
(2004), and Torres (2006).  The exponents nf and ns2 from this study were also highly correlated 
to the published values obtained from Weber (2004) and Torres (2006), whereas the correlation 
results for ns1 showed the worst agreement.  In general, all discharge parameters from 
Skogerboe et al. (1993) provide the lowest correlations compared with the other two studies.  
This may be due to the fact that the data used in Skogerboe et al. (1993), in which the same 
datasets as Ren (1993) were used in the calibrations, were sparsely distributed over the potential 
operating conditions of the flumes, as shown in Chapter III and Appendix B, and that the 
discharge parameters for submerged-flow ratings were calibrated depending on the results 
obtained from free-flow calibrations in which the exponent nf was used in submerged-flow rating 
equations (ns1 = nf), instead of determining the value of ns1 independently for a specific flume 
size. 
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Table 4-4.  Linear Correlations of Cf, nf, Cs, ns1, and ns2 to Previous CTF Research 
 
Previous Publications Data Pairs1 Cf nf Cs ns1 ns2 
Skogerboe et al. (1993)2 15 0.935 0.357 0.939 -0.383 0.163 
Weber (2004) 4 0.998 0.939 0.988 -0.538 0.898 
Torres (2006) 4 1.000 0.992 1.000 0.173 0.957 
1 The number of data pairs represents the number of experimental standard sizes of Cutthroat flumes.  
2 ns1 did not exist in the literature; the value shown corresponds to the correlation between nf published and ns1 from this study. 
 
 
 
 
Fig. 4-5.  Comparison of the best-fit Cf with previous research 
 
 
In addition, it was noticed from Figs. 4-5 and 4-6 that the discrepancies of the discharge 
parameters tended to decrease as the scale lengths (L) of the flumes increase; as a result, the 
differences were most evident in the flumes with small sizes (L = 0.457 m or 1.5 ft of CTF 1 – 4).  
Nevertheless, the discrepancies in Cf and Cs were less obvious than those in nf, ns1 and ns2.  
Those discrepancies may have resulted from the range of discharge data used in the calibrations, 
as reported by Weber (2004), whereby significant variability in the values of the exponents (nf, 
ns1, and ns2) resulted from changes in the range of experimental data applied for the calibration.  
However, variations in the experimental data range (e.g. range of flow rates) had little effect on Cf 
and Cs. 
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Fig. 4-6.  Comparison of the best-fit ns1 with previous research 
 
 
Unified Free- and Submerged-Flow 
Calibrations 
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St could not be mathematically defined according to the applied procedure. 
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Fig. 4-7.  Qf, Calc – Qs, Calc vs. submergence (S) for CTF 5 (St occurs at Qf – Qs = 0) 
 
 
Even though the development of a unified rating equation for describing the free- and 
submerged-flow conditions was proposed by Torres (2006), and Torres and Merkley (2008) as 
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previously tested, which may cause difficulties in generalization of rating equations applicable to 
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2002).  The numeric codes shown in Table 4-5 represent the formula number used by the 
software application. 
As shown in Table 4-5, the unified rating equations considered in this research could be 
categorized into two main groups, in which a, b, and c are the fitted equation coefficients or 
discharge parameters.  The first group consists of three equations representing an attempt to 
independently model each of the 24-standard size CTFs with the discharge (Q), upstream water 
depth (yu), and submergence ratio (S) data available for a specific flume size.  The latter group, 
composed of two equations, utilizes the benefits from traditional free-flow rating equations in 
which very high accuracy in discharge prediction could be maintained as shown in the previous 
section.  Then, the equations signify an attempt to first determine the “equivalent free-flow 
upstream water depth” (yuf), and then applying the rating equation as shown in Eq. 4-4 with the 
discharge parameters (Cf and nf) obtained in traditional free-flow calibration section to estimate 
the discharge under a specific flow condition. 
 
Table 4-5.  Empirical Equations for Best-Fit Unified Rating Calibrations 
 
TableCurve3D 
Eq. Number Empirical Equations  
Unified (A) – Unified Independently
151232626    uSln(Q) a b cln(y )ln(S)  (4-5)
302461867    u
u
ln(y )1 Sa b c
Q ln(S) y  
(4-6)
302461869    1.5
u
1 S ca b
Q ln(S) (y )  
(4-7)
Unified (B) – Unified with Free-Flow Dependence
151232626 uf u
Sln(y ) a b cln(y )
ln(S)
  
 
(4-8)
302461868 
uf u
1 S ca b
y ln(S) y
  
 
(4-9)
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 fnf ufQ C (y )  (4-4) 
 
 
To compare the performance of each rating equation and select the equation performing 
the best by just using the descriptive statistics of the “goodness of fit”, such as the coefficient of 
determination (R2), and the average and standard deviation of (Q%)Std as reported in the 
preceding sections, may not be appropriate for this analysis because they could provide 
numerous confusing comparisons separately for each of the 24 standard CTF sizes among the 
five selected rating equations shown in Table 4-5.  Then, in order to better understand the 
performance of each equation in Table 4-5 and to select the best one among them, the primary 
criteria used were the empirical cumulative frequency distributions (Monti 1995) of |Q%|Std and 
|Q%|Full for all 24 standard-size CTFs.  Nevertheless, after selecting the best rating equation, the 
descriptive statistics are also reported for each standard CTF size. 
In this study, the curve of empirical cumulative frequency distribution (ECFD) was carried 
out by grouping all individual discharge estimation errors available into classes.  Each class was 
equally spaced with the class width of 1%.  As a result, the curve allows using as much available 
information in the comparison and selection of the purely empirical rating equation that best 
describes the data behavior for any standard flume size with the lowest error values in terms of a 
probabilistic concept  of frequency analysis “lumped” on all the errors obtained from the 24 
standard CTFs. In addition, it is important to note that absolute error values (|Q%|Std and 
|Q%|Full) are preferred to more correctly determine the overall deviation due to the fact that the 
individual percent errors (without taking the absolute value) will at least partially offset each other 
(some are positive and some are negative). 
Figures 4-8 to 4-9 graphically show the comparisons of empirical cumulative frequency 
distributions of |Q%|Std and |Q%|Full for the 24 standard flumes obtained from each unified 
rating equation that was considered herein, including the traditional rating equations separately 
calibrated for free- and submerged-flow conditions, which were used as baselines for the 
comparisons.  It is observed that the best unified rating equation is Eq. 4-9 (i.e. fits the model 
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results best overall), which utilizes the concept of “equivalent free-flow upstream water depth” 
(yuf) and then applies the rating equation shown in Eq. 4-4 with the discharge parameters (Cf and 
nf) obtained in traditional free-flow calibration section to estimate the discharge under a specific 
flow condition, because, at any percent chance of non-exceedance probability, it provides the 
lowest values of |Q%|Std and |Q%|Full, both of which are comparable to the traditional rating 
equations. 
Figure 4-10 shows the comparison of the calculated discharges obtained from the 
calibrated equations (Eq. 4-9 and Table 4-6) against standard discharges for 24 standard CTFs.  
It is important to note that although it appears that some values in Fig. 4-10 are for zero flow, it is 
actually just small non-zero values of discharge.  This is due to the symbols used in the graph.  
Table 4-6 presents the summaries of the estimated discharge parameters (a, b and c) of Eq. 4-9, 
as well as statistical analysis of the “goodness of fit” and the discharge estimation errors obtained 
for all 24 standard CTFs.  More detailed results from all of the other equations considered in this 
research are found in Appendix C. 
 
 
 
Fig. 4-8.  Frequency distributions of |Q%|Std from unified ratings for the 24 standard CTFs 
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Fig. 4-9.  Frequency distributions of |Q%|Full from unified ratings for the 24 standard CTFs 
 
 
 
 
Fig. 4-10.  Standard vs. calculated Q from the best-fit unified rating (Eq. 4-9) for the 24 standard CTFs 
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Table 4-6.  Summary of Best-Fit Unified Rating Calibrations (Eq. 4-9) for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L a b c R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX  
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 -0.124 -0.128 1.006 0.997 0% 4% 9% 7% 
2 4 1.5  2/9 -0.051 -0.088 0.992 0.999 0% 2% 6% 3% 
3 6 1.5  3/9 -0.033 -0.056 0.995 0.999 0% 2% 11% 2% 
4 8 1.5  4/9 -0.063 -0.053 0.997 0.999 1% 3% 16% 2% 
5 4 3  1/9 -0.084 -0.068 1.008 0.998 1% 5% 31% 5% 
6 8 3  2/9 -0.083 -0.046 1.006 0.999 0% 3% 21% 5% 
7 12 3  3/9 -0.060 -0.030 1.005 1.000 -2% 3% 12% 7% 
8 16 3  4/9 -0.035 -0.023 1.000 0.999 1% 3% 19% 2% 
9 6 4.5  1/9 -0.072 -0.052 1.006 0.999 0% 2% 6% 2% 
10 12 4.5  2/9 -0.069 -0.030 1.006 0.999 0% 2% 12% 3% 
11 18 4.5  3/9 -0.034 -0.019 1.000 0.999 0% 3% 14% 3% 
12 24 4.5  4/9 -0.006 -0.017 0.992 0.999 1% 3% 23% 3% 
13 8 6  1/9 -0.028 -0.039 0.991 0.999 1% 8% 57% 2% 
14 16 6  2/9 -0.038 -0.025 0.999 1.000 1% 6% 45% 2% 
15 24 6  3/9 -0.013 -0.012 0.997 1.000 0% 3% 19% 1% 
16 32 6  4/9 0.012 -0.008 0.988 1.000 1% 4% 28% 1% 
17 10 7.5  1/9 -0.047 -0.033 1.002 0.999 0% 4% 28% 2% 
18 20 7.5  2/9 -0.037 -0.020 1.001 0.999 0% 2% 13% 2% 
19 30 7.5  3/9 -0.021 -0.011 1.001 1.000 0% 3% 21% 2% 
20 40 7.5  4/9 0.017 -0.007 0.985 1.000 2% 10% 80% 2% 
21 12 9  1/9 -0.057 -0.021 1.024 0.999 0% 3% 9% 4% 
22 24 9  2/9 -0.023 -0.016 0.997 1.000 0% 2% 12% 2% 
23 36 9  3/9 -0.017 -0.009 1.001 1.000 1% 8% 68% 2% 
24 48 9  4/9 0.006 -0.007 0.989 1.000 1% 3% 18% 2% 
Minimums: -0.124 -0.128 0.985 0.997 -2% 2% 6% 1% 
Maximums: 0.017 -0.007 1.024 1.000 2% 10% 80% 7% 
 
 
As shown in Table 4-6 and Fig. 4-10, and Eq. 4-9 together with Eq. 4-4, the proposed 
unified rating equation is quite accurate in terms of modeling all 24 CTF stage-discharge 
relationships under both free- and submerged-flow conditions.  For all 24 standard CTF sizes, the 
coefficients of determination (R2) are greater than 0.997 (Table 4-6), and the average values of 
(Q%)Std are within േ2%.  The standard deviation of (Q%)Std range from 2 to 10%.  Again, 
similar to the traditional free- and submerged-flow calibrations, the maximum values of |Q%|Std 
seem high for some of the sizes shown in Table 4-6, but the values of |Q%|Full are relatively low 
for any standard size CTF with a maximum of 7%, which is even lower than the value obtained 
from traditional submerged-flow calibrations (10%).  This again suggests that using the CTF could 
provide unfavorable performance when used with low water depths, compared to the full-scale 
capability of the flume. 
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Comparison of Discharge Estimation Error 
among Traditional and Unified Calibrations 
 
As found in the previous section that among all the five rating equations shown in Table 
4-5, the unified rating equation Eq. 4-9, together with Eq. 4-4, perform the best compared to 
others, as quantified by the cumulative frequency distribution of the absolute errors over all 24 
standard CTFs.  In this section, the performance of the unified rating equations is evaluated 
separately using free-flow, submerged-flow and unified datasets in order to determine the 
technical desirability of the equations as substitutes for the traditional free- and submerged-flow 
rating equations.  Again, the cumulative frequency distributions of |Q%|Std and |Q%|Full are 
primarily used in the comparisons between the traditional equation and the newly proposed 
unified rating equation as shown in Figs. 4-11 to 4-16.  In addition, for numerical comparison, the 
values of |Q%|Std and |Q%|Full at 95% non-exceedance probability are reported in Table 4-7 
separately for free-flow, submerged-flow and unified datasets. 
 
 
 
Fig. 4-11.  Frequency distributions of |Q%|Std from best-fit free-flow and unified ratings for the 24 
standard CTFs 
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Fig. 4-12.  Frequency distributions of |Q%|Full from best-fit free-flow and unified ratings for the 24 
standard CTFs 
 
 
 
 
Fig. 4-13.  Frequency distributions of |Q%|Std from best-fit submerged-flow and unified ratings 
for the 24 standard CTFs 
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Fig. 4-14.  Frequency distributions of |Q%|Full from best-fit submerged-flow and unified ratings 
for the 24 standard CTFs 
 
 
 
 
Fig. 4-15.  Frequency distributions of |Q%|Std from best-fit traditional and unified ratings for the 
24 standard CTFs 
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Fig. 4-16.  Frequency distributions of |Q%|Full from best-fit traditional and unified ratings for the 
24 standard CTFs 
 
 
Table 4-7.  Discharge Estimation Errors at 95% Non-Exceedance Probability of All Best-Fit 
Ratings for the 24 Standard CTFs 
 
Method 
At 95% Non-Exceedance Probability 
|Q%|Std |Q%|Full 
Free-Flow Dataset1   
Traditional Ratings 3% 2% 
Newly Proposed Unified Ratings2 3% 2% 
Submerged-Flow Dataset1   
Traditional Ratings 7% 3% 
Newly Proposed Unified Ratings2 10% 3% 
Unified Dataset1   
Traditional Ratings 5% 2% 
Newly Proposed Unified Ratings2 6% 2% 
1 The number of data points in the dataset is presented in Table 4-1. 
2 Unified rating consists of Eqs. 4-4 and 4-9. 
 
 
As observed from Figs 4-11 to 4-16, the unified ratings newly proposed (Eqs. 4-4 and 4-
9) have comparable performance to the traditional rating equations in both free- and submerged-
flow conditions.  Even though it can be noticed from the absolute error at 95% probability (Table 
4-7) that the traditional rating equations tends to provide slightly better discharge estimates based 
on standard discharges, the newly proposed rating equation can preserve the values of the 
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absolute errors based on full-scale discharges.  Then, for practical use of the rating equation of 
the standard size CTFs, it is recommended that the traditional free-flow rating equation be used 
whenever it is certain that a free-flow regime occurs; otherwise, the newly proposed unified rating 
equation should be applied to estimate the discharge, thereby avoiding mathematical problems in 
determining the transition submergence (St) used in the traditional free- and submerged-flow 
rating equations.  Furthermore, it was shown in Torres and Merkley (2008) that there is no single 
value of transition submergence for any given flume size. 
 
Generic-Fit Discharge Rating 
Calibration 
 
In the previous section the “best-fit” discharge rating calibrations, including the traditional 
free-flow ratings and the newly proposed unified ratings, were recommended for the 24 standard-
size CTFs.  In this section, both “best-fit” methods are further analyzed to determine “generic-fit” 
rating equations that are applicable to any CTF size.  With the dataset of the 24 standard-size 
CTFs as previously used (Table 4-1), the generic rating equations are calibrated and compared 
by using the absolute errors obtained from the 24 “best-fit” rating equations for each standard 
flume size as a baseline for the comparisons.  In order to evaluate the accuracy of the generic 
rating equations for any intermediate size, additional datasets with FLOW-3D results were 
generated from 27 non-standard flume sizes (CTF 25 – 51), as shown in Table 4-8, and were 
used to validate the calibrations and to perform error analysis.  The absolute error analyses were 
performed not only on all the data simultaneously, but also on the data categorically grouped by 
flume scale length (L), constriction ratio (W/L), upstream water depth relative to the flume scale 
(yu/L), and submergence (S) in the comparisons for the unified CTF calibration.  This was done to 
determine how well the generic ratings represent any flume geometry and size, as well as the 
flow condition. 
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Table 4-8.  Number of Data Points in Each Dataset for the 27 Non-Standard CTFs 
 
CTF1 W (m) 
L2 
(m) W/L 
Number of Data Points 
Free-Flow 
Dataset 
Submerged-Flow 
Dataset 
Unified 
Dataset 
25 1.170 3.000 0.390 6 12 18 
26 0.560 2.000 0.280 5 11 16 
27 0.170 1.000 0.170 8 9 17 
28 0.156 0.648 0.241 12 10 22 
29 0.117 0.486 0.241 10 12 22 
30 0.078 0.324 0.241 8 10 18 
31 0.075 0.450 3/18 12 12 24 
32 0.150 0.900 3/18 10 7 17 
33 0.225 1.350 3/18 7 6 13 
34 0.300 1.800 3/18 15 7 22 
35 0.375 2.250 3/18 14 10 24 
36 0.450 2.700 3/18 14 10 24 
37 0.525 3.150 3/18 13 7 20 
38 0.125 0.450 5/18 12 11 23 
39 0.250 0.900 5/18 9 7 16 
40 0.375 1.350 5/18 6 8 14 
41 0.500 1.800 5/18 17 10 27 
42 0.625 2.250 5/18 17 10 27 
43 0.750 2.700 5/18 18 9 27 
44 0.875 3.150 5/18 18 8 26 
45 0.175 0.450 7/18 12 10 22 
46 0.350 0.900 7/18 6 9 15 
47 0.525 1.350 7/18 6 8 14 
48 0.700 1.800 7/18 17 11 28 
49 0.875 2.250 7/18 13 10 23 
50 1.050 2.700 7/18 13 9 22 
51 1.225 3.150 7/18 16 9 25 
  Minimums: 5 6 13 
  Maximums: 18 12 28 
  Totals: 314 252 566 
1 The CTF 28 – 30 are in the same dimensions as in Aukle (1983). 
2 The values in italics indicate sizes that are either slightly different than the standard sizes. 
 
 
Generic Free-Flow Rating Calibration 
 
Calibration based on the assumption by Skogerboe et al. (1993).  The assumption 
adopted from Skogerboe et al. (1993) is that the geometric similitude between various sizes of 
the CTFs should result in continuous functions for each discharge parameter.  Then, the “generic-
fit” discharge rating calibration based on Skogerboe et al. (1993) was performed by adjusting the 
values of the “best-fit” discharge parameters (Cf  and nf) obtained from best-fit calibrations in order 
to develop smooth relationships for each parameter versus the scale length (L) and the 
constriction ratio (W/L) of the flumes, as shown in Eq. 4-10.  The discharge parameters for 
traditional free flow rating equations are Cf and nf. 
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 f f
WC ,n f L,
L
      (4-10) 
 
To generalize the discharge parameters Cf and nf based on Skogerboe’s assumption, 
several different empirical equations obtained from TableCurve3D (as shown in Table 4-9) were 
examined by comparing cumulative frequency distributions of |Q%|Std and |Q%|Full.  Figures 4-
17 and 4-18 presents the comparisons of various combinations from the empirical equations used 
to calculate Cf and nf, in which the absolute error obtained from the 24 best-fit calibrations for 
each standard CTFs were also shown as baseline data.  It is seen that best combination of 
generic equations are Eqs. 4-13 and 4-14 (TableCurve3D equation numbers 2160 and 2157) for 
calculating Cf and nf, respectively, because they provide the curves of |Q%|Std and |Q%|Full 
closest to those obtained from the 24 best-fit rating equations. 
 
Table 4-9.  Empirical Equations for the Generic-Fit of Cf and nf in a Free-Flow Rating 
 
TableCurve3D 
Eq. Number Empirical Equations  
Generic-Fit Cf  
2157      0.9460.943 0.946 0.003f WC 2.097 L 2.097 W LL
      (4-11)
2159    0.9450.945 0.945f WC 2.090 L 2.090 WL      (4-12)
2160 
0.979
0.979 0.979
f
WC 0.036 2.058(L) 0.036 2.058(W)
L
        
(4-13)
Generic-Fit nf  
2157 
0.027
0.006 0.027 0.021
f
Wn 1.514(L) 1.514 (W) (L)
L

       
(4-14)
2159    0.0150.015 0.015f Wn 1.544 L 1.544 WL

       
(4-15)
2160 
0.211
0.211 0.211
f
Wn 1.463 0.083(L) 1.463 0.083(W)
L

         
(4-16)
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Fig. 4-17.  Frequency distributions of |Q%|Std from generic free-flow ratings (based on the 
assumption by Skogerboe et al. 1993) for the 24 standard CTFs 
 
 
 
 
Fig. 4-18.  Frequency distributions of |Q%|Full from generic free-flow ratings (based on the 
assumption by Skogerboe et al. 1993) for the 24 standard CTFs 
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The comparisons of the discharge parameters obtained from “best-fit” and “generic-fit” 
are shown in Figs. 4-19 and 4-20, as well as in Table 4-10, in which the 95% confidence limit 
intervals of Cf and nf obtained from the best-fit calibrations are also presented.  It is seen that 
Eqs. 4-13 and 4-14 provide 18 and 20 values (out of a total of 24) inside the 95% confidence 
intervals.  Even though Fig. 4-19 appears to have a better fit than that of Fig. 4-20, Eq. 4-14 
(which is used to calculate generic-fit nf in Fig. 4-20) provides a better estimation than the Cf 
calculated from Eq. 4-13 when the values are compared with those from the best-fit analysis. 
Figure 4-21 shows a comparison of the discharge obtained from FLOW-3D and 
calculated with the discharge parameters Cf and nf from Eqs. 4-13 and 4-14, respectively.  It is 
seen that the generic-fit rating equations based on Skogerboe et al. (1993) perform well; 
however, a more detail analysis of estimation error is shown in the next section. 
 
Table 4-10.  Cf and nf from Generic-Fit and Best-Fit Calibrations with 95% Confidence Limit 
Interval 
 
CTF W (in) 
L 
(ft) W/L 
Cf nf 
Best-Fit 
Value1 
95% 
LL2 
95% 
UL2 
Gen-Fit 
Value3,4 
Best-Fit 
Value1 
95% 
LL2 
95% 
UL2 
Gen-Fit 
Value3,4 
1 2 1.5 1/9 0.142 0.138 0.145 0.147 1.621 1.611 1.631 1.614 
2 4 1.5 2/9 0.254 0.250 0.258 0.255 1.584 1.578 1.591 1.584 
3 6 1.5 3/9 0.357 0.352 0.363 0.362 1.563 1.558 1.569 1.567 
4 8 1.5 4/9 0.457 0.449 0.465 0.468 1.549 1.543 1.556 1.555 
5 4 3 1/9 0.256 0.252 0.259 0.255 1.607 1.600 1.613 1.607 
6 8 3 2/9 0.468 0.462 0.473 0.468 1.572 1.567 1.578 1.578 
7 12 3 3/9 0.684 0.679 0.689 0.679 1.558 1.554 1.561 1.560 
8 16 3 4/9 0.885 0.879 0.890 0.888 1.545 1.542 1.548 1.548 
9 6 4.5 1/9 0.369 0.365 0.374 0.362 1.608 1.601 1.616 1.603 
10 12 4.5 2/9 0.686 0.679 0.692 0.679 1.571 1.565 1.577 1.574 
11 18 4.5 3/9 1.005 0.997 1.014 0.993 1.564 1.559 1.569 1.557 
12 24 4.5 4/9 1.301 1.290 1.311 1.304 1.548 1.543 1.553 1.545 
13 8 6 1/9 0.477 0.453 0.502 0.468 1.611 1.578 1.644 1.601 
14 16 6 2/9 0.889 0.879 0.900 0.888 1.568 1.560 1.575 1.571 
15 24 6 3/9 1.306 1.298 1.314 1.304 1.552 1.548 1.556 1.554 
16 32 6 4/9 1.717 1.706 1.728 1.716 1.544 1.540 1.548 1.542 
17 10 7.5 1/9 0.574 0.567 0.581 0.574 1.590 1.581 1.599 1.599 
18 20 7.5 2/9 1.087 1.079 1.095 1.096 1.559 1.554 1.565 1.569 
19 30 7.5 3/9 1.613 1.604 1.622 1.613 1.551 1.547 1.555 1.552 
20 40 7.5 4/9 2.131 2.120 2.142 2.126 1.545 1.541 1.548 1.540 
21 12 9 1/9 0.679 0.673 0.685 0.679 1.591 1.584 1.598 1.597 
22 24 9 2/9 1.290 1.283 1.298 1.304 1.565 1.560 1.570 1.567 
23 36 9 3/9 1.915 1.893 1.936 1.921 1.551 1.542 1.560 1.550 
24 48 9 4/9 2.537 2.526 2.548 2.535 1.547 1.543 1.550 1.538 
1 Best-fit calibration was performed individually for 24 standard flume sizes. 
2 LL means the lower limit of the confidence interval, and UL means the upper limit of the confidence interval. 
3 The generic-fit values of Cf and nf are calculated from Eqs. 4-13 and 4-14, respectively. 
4 The numbers in italic bold indicate that the values are outside the 95% confidence limit interval obtained from the best-fit. 
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Fig. 4-19.  Cf from generic-fit vs. best-fit for the 24 standard CTFs 
 
 
 
 
Fig. 4-20.  nf from generic-fit vs. best-fit for the 24 standard CTFs 
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Fig. 4-21.  Standard vs. calculated Qf from the generic free-flow rating (based on the assumption 
by Skogerboe et al. 1993) for the 24 standard CTFs 
 
 
Calibration based on the assumption by Manekar et al. (2007)  The assumption adopted 
from Manekar et al. (2007) is the existence of a good correlation between dimensionless 
parameters 1.5fQ ( g WL )  and uy L  as shown in Eq. 2-14.  Then, to calibrate the CTFs for free-
flow data with the calibration suggested by Manekar et al. (2007), all 1,263 free-flow data points 
for all of the 24-standard CTFs as shown in Table 4-1 were analyzed together; linear regressions 
using the least-squares method after logarithmic transformation to Eq. 2-14 were carried out in 
order to obtain a linear relationship between 1.510 flog Q ( g W L )    and dimensionless upstream 
water depth  10 ulog y L  as given by Eq. 4-17.  The result from the regression analysis is shown 
in Eq. 4-18.  The numerical data obtained in the present study along with the regression line of 
Eq. 4-18 are shown in Fig. 4-22. 
 
 uf10 10 f f 101.5
yQlog log (k ) m log
Lg W(L)
           
 (4-17) 
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1.566
uf
1.5
yQ 0.727
Lg W(L)
    
 (4-18) 
 
 
Figure 4-23 shows the comparison of the discharge obtained from FLOW-3D and 
calculated from Eq. 4-18.  It could be observed that the rating relationship as proposed by 
Manekar et al. (2007) performs well, in general, as a result of the existence of good correlation 
between 1.5fQ ( g WL )  and uy L .  However, the performance of Eq. 4-18 would likely decrease 
at high water depths (yu/L > 0.2) as shown in Fig. 4-22.  Additional analysis of estimation error is 
presented in the next section. 
 
 
 
 
Fig. 4-22.  Generic free-flow calibration (based on the assumption by Manekar et al. 2007) for the 
24 standard CTFs 
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Fig. 4-23.  Standard vs. calculated Qf from the generic free-flow rating (based on the assumption 
by Manekar et al. 2007) for the 24 standard CTFs 
 
 
Comparison of Generic Free-Flow Rating 
Errors for Standard Flume Sizes 
 
Figures 4-24 and 4-25 show the empirical cumulative frequency distributions of |Q%|Std 
and |Q%|Full to demonstrate the overall performance of the generic-fit free-flow rating equations 
obtained from Skogerboe et al. (1993) and Manekar et al. (2007) assumptions.  Table 4-11 gives 
the statistical comparisons of discharge estimation errors in free-flow condition at 95% non-
exceedance probability. 
Regarding Figs. 4-24 and 4-25, as well as Table 4-11, the best-fit free-flow ratings were 
obtained from Eq. 4-2 with the discharge parameters (Cf and nf) shown in Table 4-2.  The 
generic-fit free-flow calibration based on Skogerboe et al. (1993) was obtained from Eq. 4-2 with 
the discharge parameters Cf and nf calculated from Eqs. 4-13 and 4-14.  The generic-fit free-flow 
calibration based on Manekar et al. (2007) was obtained from Eq. 4-18. 
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Fig. 4-24.  Frequency distributions of |Q%|Std from generic free-flow ratings for the 24 standard 
and 27 non-standard CTFs 
 
 
 
 
Fig. 4-25.  Frequency distributions of |Q%|Full from generic free-flow ratings for the 24 standard 
and 27 Non-Standard CTFs 
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Table 4-11.  Discharge Estimation Errors at 95% Non-Exceedance Probability of Best-Fit and 
Generic Free-Flow Ratings for the 24 Standard CTFs  
 
Analysis Group Data points 
Best-Fit Traditional 
Free-Flow Rating1 
Generic-Fit 
Free-Flow Rating 
(Skogerboe et al. 1993)2,3  
Generic-Fit 
Free-Flow Rating 
(Manekar et al. 2007)2,4 
|Q%|Std |Q%|Full |Q%|Std |Q%|Full |Q%|Std |Q%|Full 
Grouped by L        
0.457 m (1.5 ft) 134 2% 1% 7% 4% 5% 4% 
0.914 m (3.0 ft) 257 2% 1% 3% 2% 4% 3% 
1.372 m (4.5 ft) 245 3% 2% 4% 3% 5% 4% 
1.829 m (6.0 ft) 181 3% 2% 4% 2% 6% 4% 
2.286 m (7.5 ft) 205 3% 2% 3% 2% 5% 3% 
2.743 m (9.0 ft) 241 3% 2% 3% 2% 5% 3% 
Grouped by W/L        
1/9 297 4% 2% 6% 4% 7% 7% 
2/9 308 3% 2% 3% 2% 3% 2% 
3/9 325 2% 1% 3% 1% 3% 2% 
4/9 333 2% 1% 3% 1% 4% 3% 
Grouped by yu/L        
yu/L  0.1 288 3% 1% 5% 1% 4% 1% 
0.1 < yu/L  0.2 438 3% 1% 3% 1% 3% 1% 
0.2 < yu/L  1/3 537 3% 2% 4% 3% 6% 6% 
Calibration Dataset: 1,263 3% 2% 4% 2% 5% 4% 
1 The best-fit calibration, which was performed individually for 24 standard sizes, was used as a baseline for comparison.  
2 The values in italic bold indicate that better predictions (lower error value) for each analysis group. 
3 The generic-fit free-flow rating based on Skogerboe et al. (1993) consists of Eqs. 4-2, 4-13, and 4-14. 
4 The generic-fit free-flow rating based on Manekar et al. (2007) is Eq. 4-18. 
 
 
As seen in Figs. 4-24 and 4-25, as well as in Table 4-11, the generic free-flow rating 
equations calibrated based on Skogerboe et al. (1993) perform better than the equation based on 
Manekar et al. (2007) when considered based on both standard and full-scale discharges.  At the 
95% probability level, both the |Q%|Std and |Q%|Full from Skogerboe’s method are lower than 
the values from the Manekar method in almost all analysis groups.  Overall, for the Skogerboe 
method, the values of |Q%|Std and |Q%|Full at 95% probability are 4% and 2%, respectively, 
whereas for the Manekar et al. (2007) method they are 5% and 4%.  When compared with the 
best-fit calibration, the generic calibration based on Skogerboe et al. (1993) generally has a 
discharge error that is up to 1% - 2% greater for |Q%|Std in all analysis groups, except when L = 
0.457 m. 
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When the comparison was made separately according to the flume scale length, L, it was 
found that except when L = 0.457 m, the Skogerboe method provided better discharge 
estimations than the Manekar method, and both the |Q%|Std and |Q%|Full at 95% probability 
from the Skogerboe method are slightly greater than the values from the best-fit calibration.  This 
implies that the generic rating equations based on Skogerboe et al. (1993) are not as suitable to 
small CTFs.  On the other hand, no discernible trend could be observed by using the Manekar 
method. 
When the comparison was made according to the flume constriction ratio W/L, it was 
found that for both the Skogerboe and Manekar methods, the |Q%|Std and |Q%|Full at 95% 
probability are greatest when W/L = 1/9, implying that the generic-fit equations may not always be 
suitable for the narrowest CTF throat widths.  The values of |Q%|Std and |Q%|Full appear to 
decrease with increasing W/L by using the Skogerboe method.  For the Manekar method, the 
errors when W/L = 2/9 and 3/9 are very close to those from the Skogerboe method, while the 
errors when W/L = 1/9 are quite high and the values of |Q%|Std and |Q%|Full at 95% probability 
are very close to each other, indicating relatively low performance under high-flow conditions. 
In addition, when the comparison was made according to the upstream water head 
relative to the flume size yu/L, it was found that both the Skogerboe and Manekar methods 
provide about the same performance.  For low-flow conditions (yu/L < 0.1), the Manekar method 
provides slightly better performance than the Skogerboe method.  Under low-flow conditions, the 
values of |Q%|Std are 5% and 4% for the Skogerboe and Manekar methods, respectively.  
Conversely, as previously noted and as seen in Fig. 4-22, the performance of the Manekar 
method would likely decrease dramatically under high-flow conditions (yu/L > 0.2), in which the 
value of |Q%|Std are 4% and 6% for the Skogerboe and Manekar methods, respectively. 
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Evaluation of Generic Free-Flow Rating 
Errors for Non-Standard Flume Sizes  
 
In order to evaluate the overall performance of the generic-fit free-flow rating equations 
for 27 non-standard flume sizes, the empirical cumulative frequency distributions of |Q%|Std and 
|Q%|Full are presented in Figs. 4-24 and 4-25.  Figures 4-26 and 4-27 show the comparisons of 
the calculated free-flow discharges obtained from the assumptions by Skogerboe et al. (1993) 
and Manekar et al. (2007) against standard discharges obtained from FLOW-3D for 27 non-
standard CTFs.  In addition, Table 4-12 gives the statistical comparisons of discharge estimation 
errors from the discharge values obtained from FLOW-3D at 95% probability for the 314 data 
points in the validation dataset for 27 non-standard flume sizes shown in Table 4-8.  The analysis 
groups were classified as intervals regarding the dimensions and geometries (L and W/L) of the 
standard-size CTFs, as well as the upstream flow depth relative to the flume sizes as previously 
done in the previous section.  Some customized flumes with the lengths slightly shorter (0.324  L 
< 0.457 m) or longer (2.743 < L  3.150 m) than the standard sizes were also shown.  A water 
depth (1/3 < yu/L  0.6) beyond the value recommended by Skogerboe et al. (1993) was also 
examined. 
As shown in Table 4-12, as well as Figs. 4-24 to 4-27, in contrast to the calibration 
dataset (Table 4-11), the generic free-flow rating equations based on Skogerboe et al. (1993) and 
Manekar et al. (2007) generally provide the same relative performance in discharge estimation 
using the validation dataset.  Nevertheless, the |Q%|Std and |Q%|Full of the Skogerboe method 
at 95% probability are likely preserved from the values found using the calibration dataset.  For 
both the Skogerboe and Manekar methods, the values of |Q%|Std and |Q%|Full at 95% 
probability are 4% and 3%, respectively. 
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Fig. 4-26.  Standard vs. calculated Qf from the generic free-flow rating (based on the assumption 
by Skogerboe et al. 1993) for the 27 non-standard CTFs 
 
 
 
 
Fig. 4-27.  Standard vs. calculated Qf from the generic free-flow rating (based on the assumption 
by Manekar et al. 2007) for the 27 non-standard CTFs 
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Table 4-12.  Discharge Estimation Errors at 95% Non-Exceedance Probability of Generic Free-
Flow Ratings for the 27 Non-Standard CTFs 
 
Analysis Group Data points 
Generic-Fit 
Free-Flow Rating 
(Skogerboe et al. 1993)1,2 
Generic-Fit 
Free-Flow Rating 
(Manekar et al. 2007)1,3 
|Q%|Std |Q%|Full |Q%|Std |Q%|Full 
Grouped by L      
0.324  L < 0.457 m 44 5% 4% 4% 6% 
0.457 < L < 0.914 m 47 5% 3% 3% 3% 
0.914 < L < 1.372 m 27 7% 4% 5% 4% 
1.372 < L < 1.829 m 49 4% 3% 4% 3% 
1.829 < L < 2.286 m 49 3% 2% 4% 2% 
2.286 < L < 2.743 m 45 6% 2% 5% 2% 
2.743 < L  3.150 m 53 3% 1% 5% 2% 
Grouped by W/L      
1/9 < W/L < 2/9 93 6% 3% 5% 4% 
2/9 < W/L < 3/9 132 5% 3% 4% 2% 
3/9 < W/L < 4/9 89 3% 2% 5% 3% 
Grouped by yu/L      
yu/L  0.1 85 6% 1% 5% 1% 
0.1 < yu/L  0.2 80 3% 1% 3% 1% 
0.2 < yu/L  1/3 121 4% 3% 3% 3% 
1/3 < yu/L  0.6 28 5% 6% 6% 7% 
Validation Dataset: 314 4% 3% 4% 3% 
1 The values in bold italic indicate that better predictions (lower error value) for each analysis group. 
2 The generic-fit free-flow rating based on Skogerboe et al. (1993) consists of Eqs. 4-2, 4-13, and 4-14. 
3 The generic-fit free-flow rating based on Manekar et al. (2007) is Eq. 4-18. 
 
 
Unlike what was found in the calibration dataset when the comparison was made 
separately regarding the flume scale length L, the values of |Q%|Std at 95% probability from the 
Manekar method tend to be slightly lower than those of the Skogerboe method.  However, the 
values of |Q%|Full at 95% chance from the Skogerboe and Manekar methods tend to be the 
same.  This implies that the generic rating equations based on Skogerboe et al. (1993) tend to 
provide better discharge estimation than the Manekar method under high-flow conditions.  Again, 
no discernible trend along with the variation of L could be observed from either of the methods.  
Moreover, the performance of the generic ratings on the flumes with the scale length L either 
smaller (0.324 < L < 0.457 m) or larger (2.743 < L < 3.150 m) than the standard CTFs was not 
significantly different from other analysis groups. 
Similar to what was found in the calibration dataset when the comparison was made 
according to the flume constriction ratio W/L, the Skogerboe method still provide the greatest 
values of the |Q%|Std and |Q%|Full at 95% chance when the throat width is narrowest (1/9 < W/L 
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< 2/9).  Monotonic decreases in both |Q%|Std and |Q%|Full were observed when applying the 
Skogerboe method.  For the Manekar method, the values of |Q%|Std and |Q%|Full at 95% 
chance when 1/9 < W/L < 2/9 are equal to each other, again indicating low performance at high-
flow conditions. 
Again, similar to what was found in the calibration dataset when the comparison was 
made regarding the upstream hydraulic head relative to the flume size (yu/L), the performance of 
both generic ratings are approximately the same for the flow conditions in which yu/L < 1/3.  The 
performance of the Skogerboe method still provide the greatest values of the |Q%|Std at 95% 
probability at low-flow condition (yu/L < 1/3).  The performance of the Manekar method likely 
decreases under high-flow condition (1/3 < yu/L  0.6), in which the values of |Q%|Std are 5% and 
6% for the Skogerboe and Manekar methods, respectively.  Nevertheless, this may reveal the 
possibility in using the CTF above the full-scale capacity that was recommended by Skogerboe et 
al. (1993). 
 
Generic Unified Rating Calibration 
 
Calibration based on the assumption by Skogerboe et al. (1993).  As found in the best-fit 
calibration analysis, Eqs. 4-9 and 4-4 provide good estimations of discharge under both free- and 
submerged-flow conditions.  In this section, as with the generic-fit free-flow rating calibration 
based on Skogerboe et al. (1993) assumption, the generic-fit for unified rating calibration herein 
consists of adjusting the values of the discharge parameters obtained from best-fit calibrations in 
order to develop smooth relationships for each parameter versus the scale length (L) and the 
constriction ratio (W/L) of the flumes, as shown in Eq. 4-19.  In addition, in order to apply Eq. 4-9 
which utilizes the concept of “equivalent free-flow upstream water depth” (yuf) and the benefits 
from free-flow rating equations, Eqs. 4-13 and 4-14, which are used to calculate generic Cf and nf 
values, are accommodated into the generic-fit unified calibrations. 
 
 
Wa,b,c f L,
L
      (4-19) 
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where a, b, c are the are the fitted empirical discharge parameters of Eq. 4-9.  Equation 4-19 
means that the parameters a, b, and c are each a function of flume length, L, and the ratio of 
W/L.To generalize the discharge parameters a, b, and c, several empirical equations obtained 
from TableCurve3D as shown in Table 4-13 were examined by comparing cumulative frequency 
distributions of |Q%|Std and |Q%|Full.  Figures 4-28 and 4-29 present the comparison made from 
various combinations of the empirical equations used to calculate a, b and c, in both of which the 
absolute error obtained from the 24 best-fit calibrations for each standard CTFs were also 
presented.  It is seen that all the equations and their combinations shown in Table 4-13 provide 
relatively same performance because all of them provide curves of |Q%|Std and |Q%|Full that are 
almost identical to one another.  However, when the simplicity of the equations is considered, the 
best combination of generic equations is Eqs. 4-20, 4-24, and 4-25 (TableCurve3D equation 
numbers 151, 1137, and 151) for calculating a, b, and c, respectively. 
Figures 4-30 to 4-32 show the comparisons of the discharge parameters obtained from 
“best-fit” and “generic-fit,” as well as Table 4-14 in which the 95% confidence limit intervals of a, b 
and c obtained from the best-fit calibrations are also presented.  It is seen that Eqs. 4-20, 4-24, 
and 4-25 provide 21, 16, and 20 values (out of a total of 24), respectively, inside the 95% 
confidence intervals.  Even though Fig. 4-31 appears to have the best fit than those of Figs 4-30 
and 4-32, Eq. 4-24 (which is used to calculate generic-fit b in Fig. 4-31) provides the worst 
estimation than the generic-fit discharge parameters a and c are calculated from Eqs. 4-20 and 4-
25 when the values are compared with those from the best-fit analysis. 
Figure 4-33 shows a comparison of the discharge obtained from FLOW-3D and 
calculated with the discharge parameters a, b, and c from Eqs. 4-20, 4-24, and 4-25, respectively.  
It is seen that the generic-fit rating equations based on unified rating obtained from best-fit in this 
study perform well; however, a more detailed analysis of estimation error is shown in the next 
section. 
 
 
  
82
Table 4-13.  Empirical Equations for the Generic-Fit of the Parameters (a, b, c) in Eq. 4-9 
 
TableCurve3D 
Eq. Number Empirical Equations  
Generic-Fit a P(t > |to|) ≤ 5%  
151 
0.026 Wa 0.071 0.202
L L
         (4-20)
156 
0.026 Wa 0.053 0.049ln
L L
        
(4-21)
161 3
0.026 La 0.029 9.52 10
L W
          
(4-22)
Generic-Fit b P(t > |to|) ≤ 10%  
308 
 23
2
3 3
Lb 8.35 10 0.017ln(L) 0.016 ln(L) 0.014
W
L L0.54 10 5.14 10 ln(L)
W W

 
        
            
 
(4-23)
1137 
2W W0.093 0.019ln(L) 0.277 0.295
L Lb
W1 0.579ln(L) 0.659
L
                    
(4-24)
Generic-Fit c P(t > |to|) ≤ 10%  
151 
36.22 10 Wc 1.004 0.034
L L
         
(4-25)
156 
3
36.22 10 Wc 0.982 8.98 10 ln
L L

          
(4-26)
161 
3
36.22 10 Lc 0.986 1.88 10
L W

         (4-27)
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Fig. 4-28.  Frequency distributions of |Q%|Std from generic unified ratings (based on the 
assumption by Skogerboe et al. 1993) for the 24 standard CTFs 
 
 
 
 
Fig. 4-29.  Frequency distributions of |Q%|Full from generic unified ratings (based on the 
assumption by Skogerboe et al. 1993) for the 24 standard CTFs 
 
0%
20%
40%
60%
80%
100%
120%
1% 2% 3% 4% 5% 6% 7% 8% 9% 10% More
C
um
ul
at
iv
e 
Pr
ob
ab
ili
ty
|Q%|Std
Best-Fit Unified Ratings 
(Eqs. 4-4 and 4-9)
Eqs. 4-20, 4-23, and 4-25
Eqs. 4-20, 4-24, and 4-25
Eqs. 4-21, 4-23, and 4-26
Eqs. 4-21, 4-24, and 4-26
Eqs. 4-22, 4-23, and 4-27
Eqs. 4-22, 4-24, and 4-27
50%
60%
70%
80%
90%
100%
110%
1% 2% 3% 4% 5% 6% 7% 8% 9% 10% More
C
um
ul
at
iv
e 
Pr
ob
ab
ili
ty
|Q%|Full
Best-Fit Unified Ratings 
(Eqs. 4-4 and 4-9)
Eqs. 4-20, 4-23, and 4-25
Eqs. 4-20, 4-24, and 4-25
Eqs. 4-21, 4-23, and 4-26
Eqs. 4-21, 4-24, and 4-26
Eqs. 4-22, 4-23, and 4-27
Eqs. 4-22, 4-24, and 4-27
  
84
 
 
Fig. 4-30.  Parameter “a” (in Eq. 4-9) from generic-fit vs. best-fit for the 24 standard CTFs 
 
 
 
 
Fig. 4-31.  Parameter “b” (in Eq. 4-9) from generic-fit vs. best-fit for the 24 standard CTFs 
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Fig. 4-32.  Parameter “c” (in Eq. 4-9) from generic-fit vs. best-fit for the 24 standard CTFs 
 
 
 
 
Fig. 4-33.  Standard vs. calculated Q from the generic unified rating (based on the assumption by 
Skogerboe et al. 1993) for the 24 standard CTFs 
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Table 4-14.  Parameters (a, b, c) in Eq. 4-9 from Generic-Fit and Best-Fit with 95% Confidence 
Limit Interval 
 
 Parameter a Parameter b Parameter c 
CTF 
Best-
Fit 
Val.1 
95% 
LL2 
95% 
UL2 
Gen-
Fit 
Val.3,4 
Best-
Fit 
Val.1 
95% 
LL2 
95% 
UL2 
Gen-
Fit 
Val.3,4 
Best-
Fit 
Val.1 
95% 
LL2 
95% 
UL2 
Gen-
Fit 
Val.3,4 
1 -0.172 -0.365 0.022 -0.105 -0.133 -0.142 -0.124 -0.130 1.045 1.020 1.069 1.013 
2 -0.053 -0.153 0.046 -0.083 -0.089 -0.095 -0.083 -0.088 0.996 0.984 1.008 1.010 
3 -0.010 -0.101 0.081 -0.061 -0.056 -0.060 -0.051 -0.063 0.996 0.985 1.007 1.006 
4 -0.028 -0.154 0.098 -0.038 -0.054 -0.059 -0.048 -0.051 1.001 0.986 1.016 1.002 
5 -0.082 -0.144 -0.020 -0.077 -0.068 -0.071 -0.065 -0.066 1.006 0.992 1.021 1.007 
6 -0.065 -0.115 -0.015 -0.055 -0.046 -0.049 -0.043 -0.044 0.998 0.986 1.010 1.003 
7 -0.050 -0.082 -0.019 -0.032 -0.029 -0.031 -0.028 -0.030 0.996 0.988 1.003 0.999 
8 -0.021 -0.059 0.016 -0.010 -0.023 -0.025 -0.022 -0.024 0.996 0.987 1.004 0.995 
9 -0.082 -0.107 -0.056 -0.068 -0.051 -0.054 -0.049 -0.048 1.000 0.991 1.010 1.005 
10 -0.063 -0.092 -0.033 -0.045 -0.030 -0.032 -0.028 -0.030 0.996 0.986 1.007 1.001 
11 -0.050 -0.079 -0.021 -0.023 -0.019 -0.021 -0.018 -0.020 1.003 0.993 1.013 0.997 
12 -0.013 -0.043 0.017 0.000 -0.017 -0.018 -0.015 -0.015 0.998 0.988 1.009 0.993 
13 -0.044 -0.071 -0.017 -0.063 -0.039 -0.041 -0.037 -0.038 0.992 0.978 1.005 1.004 
14 -0.032 -0.055 -0.009 -0.040 -0.025 -0.026 -0.024 -0.023 0.994 0.983 1.006 1.000 
15 -0.010 -0.025 0.005 -0.018 -0.012 -0.013 -0.010 -0.014 0.994 0.987 1.002 0.996 
16 0.009 -0.007 0.024 0.005 -0.008 -0.009 -0.007 -0.010 0.990 0.983 0.997 0.992 
17 -0.035 -0.054 -0.016 -0.060 -0.032 -0.034 -0.030 -0.032 0.992 0.980 1.003 1.003 
18 -0.024 -0.041 -0.006 -0.037 -0.020 -0.021 -0.018 -0.019 0.996 0.985 1.006 0.999 
19 -0.019 -0.033 -0.006 -0.015 -0.011 -0.012 -0.010 -0.010 1.000 0.992 1.008 0.995 
20 0.010 -0.004 0.024 0.007 -0.007 -0.008 -0.006 -0.007 0.989 0.981 0.997 0.992 
21 -0.050 -0.070 -0.030 -0.058 -0.021 -0.022 -0.020 -0.028 1.017 1.003 1.032 1.002 
22 -0.021 -0.033 -0.008 -0.036 -0.016 -0.017 -0.015 -0.016 1.001 0.993 1.010 0.999 
23 -0.018 -0.027 -0.009 -0.013 -0.009 -0.009 -0.009 -0.008 1.004 0.997 1.010 0.995 
24 -0.004 -0.017 0.008 0.009 -0.007 -0.007 -0.006 -0.005 0.998 0.989 1.006 0.991 
1 Best-fit calibration was performed individually for 24 standard flume sizes. 
2 LL means lower limit of the confidence interval, and UL means upper limit of the confidence interval. 
3 The generic-fit values of a, b, and c are calculated from Eqs. 4-20, 4-24, and 4-25, respectively. 
4 The numbers in italic bold indicate that the values are outside the 95% confidence limit interval obtained from the best-fit. 
 
 
Calibration based on the assumption by Manekar et al. (2007).  As seen in previous 
sections of this chapter, the generic free-flow rating equation based on Manekar et al. (2007) 
assumption could provide good results in free-flow discharge estimation.  Furthermore, the newly 
proposed unified rating equation which utilizes the concept of firstly determining “equivalent free-
flow upstream water depth” was successfully applied to provide an accurate flow rate prediction.  
Then, in this section, the unified rating calibration is performed with an attempt to first determine 
the “equivalent dimensionless free-flow upstream water depth” (yuf/L) and then applying the 
generic free-flow rating equation based on Manekar et al. (2007) to estimate the discharge under 
any specific flow condition, as shown in Eq. 4-28: 
 
 
1.566
uf
1.5
yQ 0.727
Lg W (L)
    
 (4-28) 
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Similar to what was carried out in best-fit unified rating calibration, two empirical 
equations obtained from TableCurve3D as given in Table 4-15 were examined to determine the 
equivalent dimensionless free-flow upstream water depth (yuf/L) in this research.  Figures 4-34 
and 4-35 show the comparisons of cumulative frequency distributions of |Q%|Std and |Q%|Full, in 
which the absolute error obtained from the 24 best-fit unified rating calibrations for each standard 
CTFs were also reported so as to be a baseline.  It is observed that the best equation is Eq. 4-30 
(TableCurve3D equation number 302461868) because it provides the curve of |Q%|Std that is 
closest to that obtained from the 24 best-fit unified rating equations, even though the curves of 
|Q%|Full are nearly the same for both equations. 
Figure 4-36 shows a comparison of the discharge obtained from FLOW-3D and 
calculated with the “equivalent dimensionless free-flow upstream water depth” (yuf/L) from Eq. 4-
30.  It is seen that the generic-fit rating equation based on Manekar et al. (2007) performs fairly 
well; however, a more detail analysis of estimation error is shown in the next section. 
 
Table 4-15.  Empirical Equations for Generic Unified Rating Calibration Based on Manekar et al. 
(2007) Assumption 
 
TableCurve3D 
Eq. Number Empirical Equations  
151232626 3 3uf u
y ySln 5.37 10 9.03 10 0.986 ln
L ln(S) L
                 
(4-29)
302461868 
uf u
L S L0.075 0.037 1.004
y ln(S) y
   
 
(4-30)
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Fig. 4-34.  Frequency distributions of |Q%|Std from generic unified ratings (based on the 
assumption by Manekar et al. 2007) for the 24 standard CTFs 
 
 
 
 
Fig. 4-35.  Frequency distributions of |Q%|Full from generic unified ratings (based on the 
assumption by Manekar et al. 2007) for the 24 standard CTFs 
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Fig. 4-36.  Standard vs. calculated Q from the generic unified rating (based on the assumption by 
Manekar et al. 2007) for the 24 standard CTFs 
 
 
Comparison of Generic Unified Rating Errors 
for Standard Flume Sizes 
 
Figures 4-37 and 4-38 show the empirical cumulative frequency distributions of |Q%|Std 
and |Q%|Full to demonstrate the overall performance of the generic-fit unified rating equations 
obtained.  Table 4-16 gives the statistical comparisons of discharge estimation errors in free- and 
submerged-flow conditions at 95% non-exceedance probability. 
Regarding Figs. 4-37 and 4-38, as well as Table 4-16, the best-fit unified ratings are 
obtained from Eqs. 4-4 and 4-9 with the discharge parameters Cf and nf in Table 4-2, together 
with a, b, and c in Table 4-6.  The generic-fit unified calibration based on Skogerboe et al. (1993) 
is obtained from Eqs. 4-4 and 4-9 with the discharge parameters Cf, nf, a, b, and c calculated 
from Eqs. 4-13, 4-14, 4-20, 4-24, and 4-25, respectively.  The generic-fit unified calibration based 
on Manekar et al. (2007) is obtained from Eqs. 4-28 and 4-30. 
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Fig. 4-37.  Frequency distributions of |Q%|Std from generic unified ratings for the 24 standard 
and 27 non-standard CTFs 
 
 
 
 
Fig. 4-38.  Frequency distributions of |Q%|Full from generic unified ratings for the 24 standard 
and 27 non-standard CTFs 
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Table 4-16.  Discharge Estimation Errors at 95% Non-Exceedance Probability of Best-Fit and 
Generic Unified Ratings for the 24 Standard CTFs 
 
Analysis Group Data points 
Best-Fit 
Unified Rating1 
Generic Unified Rating  
(Skogerboe et al. 1993)2, 3 
Generic Unified Rating 
(Manekar et al. 2007)2, 4 
|Q%|Std |Q%|Full |Q%|Std |Q%|Full |Q%|Std |Q%|Full 
Grouped by L        
0.457 m (1.5 ft) 220 6% 2% 8% 3% 10% 5% 
0.914 m (3.0 ft) 446 7% 2% 7% 2% 11% 5% 
1.372 m (4.5 ft) 344 3% 2% 3% 3% 6% 4% 
1.829 m (6.0 ft) 261 5% 2% 5% 2% 8% 4% 
2.286 m (7.5 ft) 290 4% 2% 5% 2% 7% 4% 
2.743 m (9.0 ft) 362 6% 2% 8% 3% 10% 5% 
Grouped by W/L        
1/9 487 7% 2% 8% 3% 12% 7% 
2/9 467 4% 2% 5% 3% 6% 3% 
3/9 478 5% 2% 5% 2% 5% 3% 
4/9 491 6% 2% 7% 2% 7% 4% 
Grouped by yu/L        
yu/L  0.1 405 11% 1% 11% 1% 13% 1% 
0.1 < yu/L  0.2 593 5% 2% 5% 2% 7% 2% 
0.2 < yu/L  1/3 925 3% 2% 5% 3% 9% 6% 
Grouped by S        
S  80% 1,135 3% 2% 4% 2% 4% 4% 
80% < S  90% 427 4% 2% 5% 2% 5% 3% 
90% < S  96% 361 14% 3% 15% 3% 15% 7% 
Calibration Dataset: 1,923 6% 2% 6% 2% 9% 4% 
1 The best-fit calibration which was performed individually for 24 standard sizes was used as a baseline for comparison.  
2 The values in italic bold indicate that better predictions (lower error value) for each analysis group.  
3 The generic unified rating based on Skogerboe et al. (1993) consists of Eqs. 4-4, 4-9, 4-13, 4-14, 4-20, 4-24, and 4-25. 
4 The generic unified rating based on Manekar et al. (2007) consists of Eqs. 4-28 and 4-30. 
 
 
As seen in Figs. 4-37 and 4-38, as well as in Table 4-16, the generic unified rating 
equations calibrated based on Skogerboe et al. (1993) perform better than the equation based on 
Manekar et al. (2007) when considered based on both standard and full-scale discharges.  At the 
95% probability level, both the |Q%|Std and |Q%|Full from Skogerboe’s method are lower than 
the values from the Manekar method in all analysis groups.  When compared with the best-fit 
calibration, the generic calibration based on Skogerboe et al. (1993) generally has a discharge 
error that is up to 1% - 2% greater for |Q%|Std in all analysis groups; however, the overall errors 
are the same with the values of |Q%|Std and |Q%|Full at 95% probability of 6% and 2%, 
respectively. 
When the comparison is made separately according to each analysis group, it is seen 
that the generic unified rating equations based on the assumption Skogerboe et al. (1993) 
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perform well on any flume size and geometry, as noticed on the analysis groups according to 
flume scale length (L) and constriction ratio (W/L), in which the absolute errors at 95% probability 
range from 3% to 8%.  On the other hand, when the comparison is made according to flow 
condition, including the water depth relative to the flume scale (yu/L) and submergence (S), it is 
seen that the performance of the unified equations likely decreases dramatically under low flow 
conditions (yu/L ൑ 0.1) and very high submergences (90% < S  96%), in both of which the 
absolute errors at 95% probability could increase to 11% and 15% based on standard discharges. 
 
Evaluation of Generic Unified Rating Errors 
for Non-Standard Flume Sizes 
 
In order to evaluate the overall performance of the generic-fit unified rating equations for 
27 non-standard flume sizes, the empirical cumulative frequency distributions of |Q%|Std and 
|Q%|Full are presented in Figs. 4-37 and 4-38.  Figures 4-39 and 4-40 show the comparisons of 
the calculated discharges obtained from the generic unified ratings based on the assumptions by 
Skogerboe et al. (1993) and Manekar et al. (2007) against standard discharges obtained from 
FLOW-3D for 27 non-standard CTFs.  In addition, Table 4-17 gives the statistical comparisons of 
discharge estimation errors from the discharge values obtained from FLOW-3D at 95% probability 
for the 566 data points in the validation dataset for 27 non-standard flume sizes shown in Table 4-
8.  The analysis groups are classified as intervals regarding the dimensions and geometries (L 
and W/L) of the standard-size CTFs, as well as the upstream flow depth relative to the flume 
sizes as previously done in the previous section.  Some customized flumes with the lengths 
slightly shorter (0.324  L < 0.457 m) or longer (2.743 < L  3.150 m) than the standard sizes are 
also shown.  A water depth (1/3 < yu/L  0.6) beyond the value recommended by Skogerboe et al. 
(1993) is also examined. 
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Fig. 4-39.  Standard vs. calculated Q from the generic unified rating (based on the assumption by 
Skogerboe et al. 1993) for the 27 non-standard CTFs 
 
 
 
 
Fig. 4-40.  Standard vs. calculated Q from the generic unified rating (based on the assumption by 
Manekar et al. 2007) for the 27 non-standard CTFs 
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Table 4-17.  Discharge Estimation Errors at 95% Non-Exceedance Probability of Generic Unified 
Ratings for the 27 Non-Standard CTFs 
 
Analysis Group Data points 
Generic Unified Rating  
(Skogerboe et al. 1993)1, 2 
Generic Unified Rating 
(Manekar et al. 2007)1, 3 
|Q%|Std |Q%|Full |Q%|Std |Q%|Full 
Grouped by L      
0.324  L < 0.457 m 87 7% 5% 11% 7% 
0.457 < L < 0.914 m 92 8% 4% 9% 5% 
0.914 < L < 1.372 m 58 9% 3% 10% 5% 
1.372 < L < 1.829 m 77 4% 2% 6% 3% 
1.829 < L < 2.286 m 90 5% 2% 6% 3% 
2.286 < L < 2.743 m 73 6% 2% 7% 3% 
2.743 < L  3.150 m 89 13% 4% 8% 3% 
Grouped by W/L      
1/9 < W/L < 2/9 161 6% 3% 7% 4% 
2/9 < W/L < 3/9 238 7% 3% 7% 4% 
3/9 < W/L < 4/9 167 9% 3% 10% 7% 
Grouped by yu/L      
yu/L  0.1 150 11% 1% 10% 1% 
0.1 < yu/L  0.2 125 6% 2% 9% 2% 
0.2 < yu/L  1/3 223 6% 3% 7% 4% 
1/3 < yu/L  0.5 68 5% 5% 7% 10% 
Grouped by S      
S  80% 217 4% 2% 5% 5% 
80% < S  90% 191 6% 3% 5% 3% 
90% < S  96% 158 12% 4% 12% 6% 
Validation Dataset: 566 8% 3% 8% 4% 
1 The values in italic bold indicate that better predictions (lower error value) for each analysis group.  
2 The generic unified rating based on Skogerboe et al. (1993) consists of Eqs. 4-4, 4-9, 4-13, 4-14, 4-20, 4-24, and 4-25. 
3 The generic unified rating based on Manekar et al. (2007) consists of Eqs. 4-28 and 4-30. 
 
 
As shown in Figs. 4-37 and 4-38, as well as Figs 4-39 and 4-40, by using the validation 
dataset of 27 non-standard size data, the generic unified rating equations based on the 
assumption by Skogerboe et al. (1993) again perform better in terms of discharge estimation than 
the equation by Manekar et al. (2007), although the values of the overall |Q%|Std and |Q%|Full at 
95% probability (Table 4-17) are approximately the same for those two methods.  At 95% 
probability, the |Q%|Std and |Q%|Full are 8% and 3% for the Skogerboe method, and 8% and 4% 
for the Manekar method.  In addition, it is observed that the distributions of all the absolute errors 
based on full-scale discharges for both methods are likely preserved from the distributions found 
using the calibration dataset (standard size data), even though slight differences can be seen on 
a standard discharge scale. 
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As for the calibration dataset when the comparison was made separately regarding flume 
geometry (flume scale length L, and constriction ratio W/L), the performance of generic unified 
rating equations is not influenced by flume geometry.  However, the performance of the generic 
ratings on the flumes with a flume scale, L, larger than the standard CTFs (2.743 < L < 3.150 m) 
is not as good as others in the analysis group. 
Similar to what was found in the calibration dataset when the comparison was made 
according to flow condition (water depth relative to flume scale yu/L, and submergence S), the 
performance of the unified equations likely decrease under low flow condition (yu/L ൑ 0.1) and 
very high submergence (90% < S  96%) in both of which the absolute errors at 95% probability 
could increase to 11% and 12% based on standard discharges.  At high flow conditions, including 
when the water depth goes beyond the value recommended by Skogerboe et al. (1993) (i.e. 1/3 < 
yu/L  0.6), the unified rating equations perform about as well as the others.  This may indicate the 
possibility of using the CTF above the full-scale capacity that had been recommended by 
Skogerboe et al. (1993). 
 
Recommended Operating Conditions 
for Cutthroat Flumes 
 
In this section, the minimal upstream water depth to obtain accurate flow measurement is 
recommended for the 24 standard CTFs.  This had not been published by any of the previous 
papers on CTFs.  The recommendation is made based on 95% non-exceedance probability of 
|Q%|Full, in which QFull is evaluated at the upstream water depth equal to one-third of the flume 
length (yu,max = L/3), as recommended by Skogerboe et al. (1993).  Regarding the results found in 
the previous sections of this chapter, the 95% non-exceedance probability of |Q%|Full obtained 
from the generic free-flow and unified rating equations range from 1% to 5% (Tables 4-11, 4-12, 
4-16 and 4-17).  Thus, it can be said that the standard CTFs can provide approximately up to 
േ5% full-scale accuracy under any flow condition. 
As a result of the findings from this research, it is recommended that CTFs not be used 
for the measurement of flow rates less than 5% of the full-scale discharge of any specific flume 
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size, corresponding to the minimal upstream water depth at approximately one- twentieth of the 
flume length (yu,min = L/20).  Nevertheless, it is also important to note that the 5% accuracy 
recommended is proposed based on full-scale discharge of a given flume size.  Then, when the 
CTF is used under small water depth relative to the full scale capacity or under high 
submergence (S > 90%), the accuracy of discharge estimation may be less favorable based on 
standard or true discharge.  Table 4-18 shows the recommended operating condition for the 24 
standard CTFs. 
 
Sample Applications of the Generic 
CTF Calibrations 
 
The following subsections show sample applications of the Cutthroat flume rating 
equations developed in this research.  The first example is for a flume that always operates under 
free-flow conditions with the Cf and nf calculated from Eqs. 4-13 and 4-14, and the next two are 
for the complete calibration: one for free-flow and the other for submerged-flow regime, with the 
parameters a, b and c calculated from Eqs. 4-20, 4-24 and 4-25, respectively.  The MATLAB 
codes of the generic equations for free-flow and unified ratings are found in Appendix D.  Of 
course, with the complete calibration, there is no need to distinguish between free and 
submerged flow regimes, but it is necessary to know both upstream and downstream depths to 
apply these latter equations. 
 
Generic Free-Flow 
 
In cases in which free-flow conditions always exist in a Cutthroat flume, it is 
recommended that Eqs. 4-13 and 4-14 be applied.  Free-flow conditions would exist where there 
is a sufficiently large drop in elevation at the downstream side of the flume, and or when the 
longitudinal bed slope is sufficiently steep on the downstream side.  Such conditions exist in 
many CTF installations in the field.  For example, if there is a sudden downstream drop in the 
channel bed elevation equal to or greater than the upstream depth (assuming a constant channel 
cross section), the CTF will surely operation under a free-flow regime. 
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Table 4-18.  Recommended Operating Conditions for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) 
W 
(m) 
L 
(m) W/L 
yu (m) Q (m3/s) 
MIN MAX MIN MAX 
1 2 1.5 0.051 0.457  1/9 0.02 0.15 0.0003 0.007 
2 4 1.5 0.102 0.457  2/9 0.02 0.15 0.0006 0.013 
3 6 1.5 0.152 0.457  3/9 0.02 0.15 0.0010 0.019 
4 8 1.5 0.203 0.457  4/9 0.02 0.15 0.0013 0.025 
5 4 3 0.102 0.914  1/9 0.05 0.30 0.002 0.038 
6 8 3 0.203 0.914  2/9 0.05 0.30 0.004 0.072 
7 12 3 0.305 0.914  3/9 0.05 0.30 0.006 0.107 
8 16 3 0.406 0.914  4/9 0.05 0.30 0.007 0.141 
9 6 4.5 0.152 1.372  1/9 0.07 0.46 0.005 0.105 
10 12 4.5 0.305 1.372  2/9 0.07 0.46 0.010 0.200 
11 18 4.5 0.457 1.372  3/9 0.07 0.46 0.015 0.296 
12 24 4.5 0.610 1.372  4/9 0.07 0.46 0.021 0.387 
13 8 6 0.203 1.829  1/9 0.09 0.61 0.010 0.215 
14 16 6 0.406 1.829  2/9 0.09 0.61 0.021 0.409 
15 24 6 0.610 1.829  3/9 0.09 0.61 0.032 0.606 
16 32 6 0.813 1.829  4/9 0.09 0.61 0.043 0.800 
17 10 7.5 0.254 2.286  1/9 0.11 0.76 0.018 0.373 
18 20 7.5 0.508 2.286  2/9 0.11 0.76 0.036 0.711 
19 30 7.5 0.762 2.286  3/9 0.11 0.76 0.056 1.058 
20 40 7.5 1.016 2.286  4/9 0.11 0.76 0.075 1.400 
21 12 9 0.305 2.743  1/9 0.14 0.91 0.028 0.589 
22 24 9 0.610 2.743  2/9 0.14 0.91 0.058 1.122 
23 36 9 0.914 2.743  3/9 0.14 0.91 0.088 1.667 
24 48 9 1.219 2.743  4/9 0.14 0.91 0.119 2.209 
Minimums: 0.02 0.15 0.0003 0.007 
Maximums: 0.14 0.91 0.119 2.209 
 
 
In this example, a non-standard size CTF 43 (Table 4-8) with W = 0.750 m and L = 2.700 
m has a measured upstream water depth of 0.650 m, referenced from the flume floor, at which  
the simulation result from FLOW-3D provided QFLOW-3D = 0.820 m3/s.  Then, Eqs. 4-13 and 4-14 
are applied as follows to estimate the discharge by first calculating the parameters Cf and nf: 
 
 0.979 0.979fC 0.036 2.058(W) 0.036 2.058(0.750) 1.589      (4-31) 
 
 0.027 0.021 0.027 0.021fn 1.514 (W) (L) 1.514 (0.750) (2.700) 1.558
     (4-32) 
 
Applying the coefficient and exponent, the free-flow discharge is calculated: 
 
 fn 1.558 3f f uQ C (y ) 1.589(0.650) 0.812 m s    (4-33) 
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This result is valid only if it is certain that the conditions are free flow – no computational test is 
possible if the downstream depth is not measured, but in practice it can be obvious, as described 
above.  And, the percent difference with the value taken directly from the CFD modeling is: 
 
       
Calc Std
S
S d
td
t
Q - Q 0.812 - 0.820Q% 100 100 -1.0%
Q 0.820
         (4-34) 
 
Generic Unified 
 
In order to make a calculation comparable to the previous application, the conditions with 
the same flume size and approximately the same upstream water depth as previously used are 
illustrated in this example.  From the FLOW-3D simulation results, the flow regime was known to 
be free-flow with QFLOW-3D = 0.820 m3/s when yu = 0.650 m and yd = 0.310 m, and as submerged-
flow with QFLOW-3D = 0.775 m3/s when yu = 0.655 m and yd = 0.590 m. 
First, Eqs. 4-20, 4-24 and 4-25 are applied as follows to determine the three parameters 
as applied in Eq. 4-9: 
 
 0.026 W 0.026 0.750a 0.071 0.202 0.071 0.202 0.025
L L 2.700 2.700
                    (4-35) 
 
 
2
2
W W0.093 0.019ln(L) 0.277 0.295
L Lb
W1 0.579ln(L) 0.659
L
0.750 0.7500.093 0.019ln(2.700) 0.277 0.295
2.700 2.700 0.011
0.7501 0.579ln(2.700) 0.659
2.700
                  
                   
 (4-36) 
 
 
3 36.22 10 W 6.22 10 0.750c 1.004 0.034 1.004 0.034 0.997
L L 2.700 2.700
                   (4-37) 
 
 
For a Free-Flow Regime.  The submergence is: 
 
 0.310S 0.477 47.7%
0.650
    (4-38) 
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which is a low enough value as to guarantee free-flow conditions, but it does not matter because 
here the generic unified equations are used to estimate the flume discharge.  Next, Eq. 4-9 is 
applied to calculate the value of the equivalent free-flow depth, yuf: 
 
 
uf u
1 S c 0.477 0.997a b 0.025 0.011 1.516
y ln(S) y ln(0.477) 0.65
         (4-39) 
 
 uf
1y 0.660 m
1.516
   (4-40) 
 
Then, Eq. 4-4 is used to calculate the flow rate: 
 
 Qcalc  Cf(yuf )nf 1.589(0.660)1.558  0.831m3 s (4-41) 
 
And, the percent deviation from QStd is: 
 
       
Calc Std
S
S d
td
t
Q - Q 0.831- 0.820Q% 100 100 1.3%
Q 0.820
         (4-42) 
 
 
For a Submerged-Flow Regime.  The submergence is: 
 
 0.590S 0.901 90.1%
0.655
    (4-43) 
 
which is a high enough value so as to ensure submerged-flow conditions.  The equivalent free-
flow depth is: 
 
 
uf u
1 S c 0.901 0.997a b 0.025 0.011 1.595
y ln(S) y ln(0.901) 0.655
         (4-44) 
 
 uf
1y 0.627 m
1.595
   (4-45) 
 
Then, the estimated discharge is: 
 
 fn 1.558 3calc f ufQ C (y ) 1.589(0.627) 0.768 m s    (4-46) 
 
And, the percent deviation from QStd is: 
 
       
Calc Std
S
S d
td
t
Q - Q 0.767 - 0.775Q% 100 100 1.0%
Q 0.775
          (4-47) 
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CHAPTER V 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
 
Summary 
 
A commercial computational fluid dynamic (CFD) software package called FLOW-3D, 
version 9.4.1 (Flow Science 2010), was used to simulate the hydraulic behavior of 51 Cutthroat 
flume (CTF) sizes under various flow conditions.  The analysis included the 24 standard sizes 
with the flume scale lengths (L) ranging from 0.457 to 2.743 m (1.5 – 9 ft) and the constriction 
ratios (W/L) of 1/9, 2/9, 3/9 and 4/9, as published by the flume developers (Skogerboe et al. 
1993) and 27 non-standard flumes with the sizes intermediate to the standard CTFs.  To validate 
the accuracy of the simulation results, the laboratory data previously collected and analyzed by 
Skogerboe and others at USU for 16 standard sizes (Ren 1993; Torres 2006), and by other 
researchers through published sources for three non-standard sizes (Aukle 1983) were used for 
comparisons with the numerical solutions. 
By utilizing the flow depth-discharge data for 24 standard CTFs obtained from FLOW-3D, 
a series of “best-fit” calibrations of existing separate free- and submerged-flow rating equations 
were performed for each of the 24 standard-sized CTFs using metric units.  The traditional 
discharge parameters (Cf, nf, for free-flow, and Cs, ns1 and ns2 for submerged-flow) were 
compared with the previously published values (Skogerboe et al. 1993; Weber 2004; Torres 
2006).  Furthermore, in order to overcome the limited capability in mathematically determining 
transition submergence (St) over the full range of flume operating conditions, a new unified rating 
equation to describe both free- and submerged-flow conditions for the 24 standard CTFs was 
proposed by comparing a set of empirical equations.  The performance of the unified rating 
equation proposed herein (Eq. 4-9) was also presented in order to determine the technical 
desirability of the equations as substitutes for the existing free- and submerged-flow rating 
equations. 
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Moreover, as the ultimate goal of this research, “generic-fit” discharge rating calibrations 
for free-flow and unified ratings were carried out by expanding the knowledge gained from the 
best-fit calibrations to develop generic discharge parameters (i.e. Cf and nf in free-flow ratings as 
functions of the L and W/L dimensional values) that are applicable to any CTF size intermediate 
to the 24 standard CTFs.  Additional datasets from FLOW-3D simulated for 27 non-standard 
flume sizes were applied to evaluate discharge estimation errors and demonstrate the validity of 
the generic rating equations.  The error analyses were presented for all the data simultaneously, 
and for the data categorically grouped by flume scale length (L), constriction ratio (W/L), 
upstream water depth relative to the flume scale (yu/L), and submergence (S). 
 
Conclusions 
 
This research has determined that FLOW-3D can be used to provide reasonable 
simulated results used to calibrate discharge parameters (Cf and nf for free-flow, and Cs, ns1 and 
ns2 for submerged-flow) in traditional rating equations proposed by flume developers for the CTF.  
Most of the calibration parameters, except for ns1, were highly correlated to the previously 
published values for 15 standard-sized CTFs by Skogerboe et al. (1993), Weber (2004), and 
Torres (2006).  Nevertheless, the discrepancies in the calibrated discharge parameters might 
result from the range of discharge data used in the calibrations, as reported by Weber (2004), 
whereby significant variability in the values of the exponents (nf, ns1, and ns2) resulted from 
changes in the range of experimental data applied for the calibration.  However, variations in the 
experimental data range (e.g. range of flow rates) had little effect on Cf and Cs. 
Secondly, even though the traditional rating equations in which free- and submerged-flow 
discharges could be estimated by two different equations provided reasonable accuracy, they still 
had limited capability in mathematically determining transition submergence (St), which is 
necessary for selecting a rating equation applied over the full range of flume operating conditions 
for 24-standard CTFs.  In addition, a unified rating equation for describing the free- and 
submerged-flow conditions previously proposed by Torres and Merkley (2008) provided a wide 
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range of the calibrated discharge parameters (a, b, c, d, e, and f in Table 2-1) with no discernible 
trend across the four CTFs tested, which may cause difficulties in generalization of rating 
equations applicable to any CTF size, which was the ultimate goal of this research.  Therefore, a 
new unified rating equation for describing the free- and submerged-flow conditions was 
developed.  From all the five empirical unified rating equations considered (Table 4-5), Eq. 4-9, 
which utilizes the concept of “equivalent free-flow upstream water depth, yuf” (Eq. 4-4), provided 
the best fit, and it is recommended for use with Cutthroat flumes.  At any percent chance of non-
exceedance probability, it provides the lowest values of |Q%|Std and |Q%|Full, both of which are 
comparable to the traditional rating equations. 
Third, based on the previous results, “generic-fit” discharge calibrations for only free-flow 
and newly unified ratings were performed as the ultimate goal of this research.  For the free-flow 
rating, the traditional equation with the discharge parameters (Cf and nf) from Eqs 4-13 and 4-14 
is applicable to any of the CTF sizes, varying among the 24 standard sizes with flume lengths 
ranging from 0.457 to 2.743 m (1.5 – 9 ft), with the constriction ratio (W/L) ranging continuously 
from 1/9 to 4/9.  The free-flow rating allows the application of CTFs with greater accuracy than the 
previously available equation (Eq. 4-18), and it is more convenient to use than the graphical 
presentations of Cf and nf previous published by the flume’s developers (Skogerboe et al. 1993).  
With the generic-fit equations for Cf and nf as derived from this research, the discharge error is 
4% of the standard discharge, with an average error of 2.2% for full-scale discharge of the 51 
flume sizes used in this study.  Skogerboe et al. (1993) reported RMSE for his analysis but the 
RMSE depends on the range of flow rates on an absolute scale, which may not be the most 
appropriate approach for analysis. 
For the newly proposed unified rating, Eqs. 4-4 and 4-9 with the discharge parameters 
(Cf, nf, a, b and c) from Eqs 4-13, 4-14, 4-20, 4-24, and 4-25 are applicable to any of the CTF 
sizes, varying among the 24 standard sizes with flume lengths ranging from 0.457 to 2.743 m (1.5 
– 9 ft) and the constriction ratio (W/L) ranging from 1/9 to 4/9, and allowing the application of 
CTFs with greater accuracy than Eqs. 4-28 and 4-30.  With the generic-fit equations for the 
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discharge parameters as derived from this research, the discharge error is 6 – 8% (6.5% on 
average) from standard discharge, with 2 – 3% (2.2% on average) for full-scale discharge of the 
51 flume sizes used in this study.  However, if the equations are not applied to extreme 
conditions, such as very high submergence (S > 90%) or very low water depth (yu/L < 0.1), the 
generic, unified equations will provide an error of about 5% (on average) from the respective 
standard discharge. 
To apply all the generic equations obtained from this research, the ratio of W/L should be 
between 1/9 and 4/9, as in the original specifications by the flume developers, and it can be any 
value within this range.  The geometric proportion of LI and L0, as well as the converging and 
diverging wall slopes (1:3 and 1:6, respectively), should be as shown in Fig. 2-1.  If these 
conditions are observed, the proposed equations will give accurate calibration results for any 
Cutthroat flume within the range of sizes given in Table 4-1, regardless of whether it is one of the 
24 standard sizes.  Therefore, the results of this study provide the generic free-flow and unified 
rating calibration equation for Cutthroat flumes in the range of the 51 sizes listed herein, not 
limited to the 24 standard sizes, with essentially the same accuracy as given by the best of 
previously-published research results.  And, again, based on this research, the calibration is for 
all CTF sizes, not only for a subset of them.  This facilitates the practical application of CTFs as 
flow measurement devices in open channels. 
 
Recommendations 
 
Even though the main objective to develop generic unified discharge rating equations 
was successfully accomplished in this research, and for the purposes of the dissertation, 
research on this topic could be indefinitely continued, both on the numerical hydraulic model 
development and on the calibration of rating equations.  Based on the work completed through 
the research reported herein, some recommendations for further research can be suggested, as 
follows. 
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First, it is recommended to conduct experiments under laboratory and field conditions in 
order to more fully demonstrate the accuracy of the generic rating equations proposed in this 
research.  Second, based on the methodology followed in this research, similar procedures could 
be done with other types of flumes (i.e. Parshall and “Montana” flumes) to determine whether the 
proposed unified rating equation with the concept of “equivalent free-flow upstream water depth” 
could also be applied to accurately calibrate other flume shapes and sizes.  Furthermore, various 
non-standard CTF installations could be calibrated using CFD; for example, there are cases in 
which some medium-sized concrete CTFs were inadvertently installed the wrong way, such that 
the downstream end of the flume is actually where the water enters – no calibrations exist for 
such situations.  Lastly, similar procedures could be followed with other CFD software packages 
(i.e. FLUENT, STAR-CCM, and others) to compare the simulation results and perhaps refine the 
calibration equations. 
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Fig. A-1.  Example of free-flow simulation results from FLOW-3D 
 
 
(a) Vertical symmetry plane 
(b) Top view 
  
113
 
 
Fig. A-2.  Example of submerged-flow simulation results from FLOW-3D 
 
 
  
(b) Vertical symmetry plane 
(a) Top view 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-1.  Comparisons of FLOW-3D versus laboratory data for CTF 1 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-2.  Comparisons of FLOW-3D versus laboratory data for CTF 2 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-3.  Comparisons of FLOW-3D versus laboratory data for CTF 3 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-4.  Comparisons of FLOW-3D versus laboratory data for CTF 4 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-5.  Comparisons of FLOW-3D versus laboratory data for CTF 5 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-6.  Comparisons of FLOW-3D versus laboratory data for CTF 6 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-7.  Comparisons of FLOW-3D versus laboratory data for CTF 7 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-8.  Comparisons of FLOW-3D versus laboratory data for CTF 8 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-9.  Comparisons of FLOW-3D versus laboratory data for CTF 9 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-10.  Comparisons of FLOW-3D versus laboratory data for CTF 10 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-11.  Comparisons of FLOW-3D versus laboratory data for CTF 11 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-12.  Comparisons of FLOW-3D versus laboratory data for CTF 12 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-13.  Comparisons of FLOW-3D versus laboratory data for CTF 21 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-14  Comparisons of FLOW-3D versus laboratory data for CTF 22 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-15.  Comparisons of FLOW-3D versus laboratory data for CTF 23 
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(a) Free-flow 
 
 
 
 
(b) Submerged-flow 
 
 
Fig. B-16.  Comparisons of FLOW-3D versus laboratory data for CTF 24 
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Fig. B-17.  Comparisons of FLOW-3D versus laboratory data for CTF 28 
 
 
 
 
Fig. B-18.  Comparisons of FLOW-3D versus laboratory data for CTF 29 
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Fig. B-19.  Comparisons of FLOW-3D versus laboratory data for CTF 30 
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Fig. C-1.  Best-fit free-flow calibrations for the CTFs with L = 0.457 m (1.5 ft) 
 
 
 
 
Fig. C-2.  Standard vs. calculated Qf from best-fit ratings for the CTFs with L = 0.457 m (1.5 ft) 
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Fig. C-3.  Best-fit free-flow calibrations for the CTFs with L = 0.914 m (3 ft) 
 
 
 
 
Fig. C-4.  Standard vs. calculated Qf from the best-fit ratings for the CTFs with L = 0.914 m (3 ft) 
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Fig. C-5.  Best-fit free-flow calibrations for the CTFs with L = 1.372 m (4.5 ft) 
 
 
 
 
Fig. C-6.  Standard vs. calculated Qf from the best-fit ratings for the CTFs with L = 1.372 m (4.5 ft) 
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Fig. C-7.  Best-fit free-flow calibrations for the CTFs with L = 2.286 m (7.5 ft) 
 
 
 
 
Fig. C-8.  Standard vs. calculated Qf from the best-fit ratings for the CTFs with L = 2.286 m (7.5 ft) 
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Fig. C-9.  Best-fit free-flow calibrations for the CTFs with L = 2.743 m (9 ft) 
 
 
 
 
Fig. C-10.  Standard vs. calculated Qf from the best-fit ratings for the CTFs with L = 2.743 m (9 ft) 
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Fig. C-11.  Standard vs. calculated Qs from the best-fit ratings for the CTFs with L = 0.457 m (1.5 ft) 
 
 
 
 
Fig. C-12.  Standard vs. calculated Qs from the best-fit ratings for the CTFs with L = 0.914 m (3 ft) 
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Fig. C-13.  Standard vs. calculated Qs from the best-fit ratings for the CTFs with L = 1.372 m (4.5 ft) 
 
 
 
 
Fig. C-14.  Standard vs. calculated Qs from the best-fit ratings for the CTFs with L = 1.829 m (6 ft) 
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Table C-1.  Comparison of the Best-Fit Traditional Free-Flow Discharge Parameters 
 
CTF W (in) 
L 
(ft) W/L 
This Study Skogerboe et al. (1993)1 Weber (2004)
1 Torres (2006)1 
Cf nf Cf nf Cf nf Cf nf 
1 2 1.5  1/9 0.142 1.621 0.300 1.996     
2 4 1.5  2/9 0.254 1.584 0.701 2.095     
3 6 1.5  3/9 0.357 1.563 0.718 1.859     
4 8 1.5  4/9 0.457 1.549 1.129 1.928     
5 4 3  1/9 0.256 1.607 0.384 1.882 0.326 1.776 0.293 1.685 
6 8 3  2/9 0.468 1.572 0.623 1.744 0.613 1.754 0.533 1.644 
7 12 3  3/9 0.684 1.558   0.843 1.678 0.808 1.626 
8 16 3  4/9 0.885 1.545 1.582 1.873 1.156 1.669 1.050 1.617 
9 6 4.5  1/9 0.369 1.608 0.394 1.690     
10 12 4.5  2/9 0.686 1.571 0.796 1.700     
11 18 4.5  3/9 1.005 1.564 1.040 1.567     
12 24 4.5  4/9 1.301 1.548 1.578 1.656     
13 8 6  1/9 0.477 1.611       
14 16 6  2/9 0.889 1.568       
15 24 6  3/9 1.306 1.552       
16 32 6  4/9 1.717 1.544       
17 10 7.5  1/9 0.574 1.590       
18 20 7.5  2/9 1.087 1.559       
19 30 7.5  3/9 1.613 1.551       
20 40 7.5  4/9 2.131 1.545       
21 12 9  1/9 0.679 1.591 0.629 1.579     
22 24 9  2/9 1.290 1.565 1.318 1.575     
23 36 9  3/9 1.915 1.551 1.853 1.554     
24 48 9  4/9 2.537 1.547 2.626 1.520     
Minimums: 0.142 1.544 0.300 1.520 0.326 1.669 0.293 1.617 
Maximums: 2.537 1.621 2.626 2.095 1.156 1.776 1.050 1.685 
1 Blanks indicate no values reported in the literatures. 
 
 
 
 
Fig. C-15.  Comparison of the best-fit nf with previous research 
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Table C-2.  Comparison of the Best-Fit Traditional Submerged-Flow Discharge Parameters 
 
CTF W (in) 
L 
(ft) W/L 
This Study Skogerboe et al. (1993)1,2 Weber (2004)
1 Torres (2006)1 
Cs ns1 ns2 Cs ns1 ns2 Cs ns1 ns2 Cs ns1 ns2 
1 2 1.5 1/9 0.071 1.479 1.157 0.187 1.996 1.500       
2 4 1.5 2/9 0.122 1.496 1.254 0.370 2.095 1.700       
3 6 1.5 3/9 0.173 1.523 1.321 0.304 1.859 1.650       
4 8 1.5 4/9 0.242 1.538 1.326 0.453 1.928 1.750       
5 4 3 1/9 0.146 1.494 1.171 0.196 1.882 1.520 0.178 1.597 1.211 0.164 1.556 1.205 
6 8 3 2/9 0.241 1.521 1.286 0.301 1.744 1.510 0.313 1.642 1.335 0.267 1.536 1.279 
7 12 3 3/9 0.340 1.532 1.334    0.367 1.521 1.302 0.374 1.542 1.338 
8 16 3 4/9 0.448 1.538 1.352 0.587 1.873 1.690 0.491 1.543 1.359 0.483 1.575 1.394 
9 6 4.5 1/9 0.219 1.518 1.203 0.234 1.690 1.370       
10 12 4.5 2/9 0.372 1.527 1.287 0.395 1.700 1.470       
11 18 4.5 3/9 0.534 1.538 1.322 0.483 1.567 1.400       
12 24 4.5 4/9 0.694 1.546 1.342 0.670 1.656 1.500       
13 8 6 1/9 0.295 1.527 1.206          
14 16 6 2/9 0.490 1.548 1.303          
15 24 6 3/9 0.693 1.540 1.327          
16 32 6 4/9 0.912 1.556 1.356          
17 10 7.5 1/9 0.351 1.527 1.226          
18 20 7.5 2/9 0.563 1.524 1.310          
19 30 7.5 3/9 0.821 1.542 1.349          
20 40 7.5 4/9 1.453 1.572 1.288          
21 12 9 1/9 0.424 1.491 1.187 0.360 1.579 1.320       
22 24 9 2/9 0.638 1.532 1.334 0.611 1.575 1.410       
23 36 9 3/9 0.961 1.577 1.388 0.811 1.554 1.420       
24 48 9 4/9 1.119 1.498 1.359 1.246 1.520 1.380       
Minimums: 0.071 1.479 1.157 0.187 1.520 1.320 0.178 1.521 1.211 0.164 1.536 1.205 
Maximums: 1.453 1.577 1.388 1.246 2.095 1.750 0.491 1.642 1.359 0.483 1.575 1.394 
1 Blanks indicate no values reported in the literatures. 
2 ns1 did not exist in the literature, the values shown correspond to nf values published. 
 
 
 
 
Fig. C-16.  Comparison of the best-fit Cs with previous research 
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Fig. C-17.  Comparison of the best-fit ns2 with previous research 
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Table C-3.  Summary of Unified Rating Calibrations (Eq. 4-5) for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L a b c R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX  
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 -2.067 0.023 1.561 0.995 0% 4% 11% 7% 
2 4 1.5  2/9 -1.450 0.017 1.536 0.998 0% 3% 7% 6% 
3 6 1.5  3/9 -1.093 0.010 1.526 0.999 1% 2% 8% 2% 
4 8 1.5  4/9 -0.837 0.010 1.516 0.999 1% 3% 9% 2% 
5 4 3  1/9 -1.434 0.023 1.547 0.996 0% 5% 17% 7% 
6 8 3  2/9 -0.782 0.017 1.542 0.998 0% 3% 15% 7% 
7 12 3  3/9 -0.401 0.010 1.533 1.000 0% 2% 5% 2% 
8 16 3  4/9 -0.152 0.008 1.516 1.000 1% 3% 13% 1% 
9 6 4.5  1/9 -0.981 0.029 1.591 0.998 0% 4% 16% 4% 
10 12 4.5  2/9 -0.366 0.017 1.553 0.998 0% 3% 8% 4% 
11 18 4.5  3/9 0.002 0.010 1.544 0.999 0% 2% 6% 3% 
12 24 4.5  4/9 0.240 0.009 1.512 0.999 1% 3% 18% 4% 
13 8 6  1/9 -0.739 0.031 1.556 0.999 1% 10% 68% 3% 
14 16 6  2/9 -0.110 0.020 1.534 0.999 1% 4% 14% 4% 
15 24 6  3/9 0.273 0.009 1.540 1.000 0% 2% 8% 1% 
16 32 6  4/9 0.529 0.006 1.515 1.000 2% 4% 25% 2% 
17 10 7.5  1/9 -0.527 0.028 1.566 0.998 0% 6% 26% 5% 
18 20 7.5  2/9 0.100 0.018 1.530 0.998 1% 4% 12% 4% 
19 30 7.5  3/9 0.486 0.009 1.535 1.000 1% 2% 12% 2% 
20 40 7.5  4/9 0.745 0.006 1.509 1.000 3% 9% 71% 2% 
21 12 9  1/9 -0.361 0.022 1.587 0.998 -1% 4% 15% 5% 
22 24 9  2/9 0.273 0.018 1.530 0.998 1% 5% 15% 4% 
23 36 9  3/9 0.658 0.010 1.526 0.999 2% 7% 51% 2% 
24 48 9  4/9 0.925 0.007 1.505 0.999 2% 5% 23% 2% 
Minimums: -2.067 0.006 1.505 0.995 -1% 2% 5% 1% 
Maximums: 0.925 0.031 1.591 1.000 3% 10% 71% 7% 
 
 
 
 
Fig. C-18.  Standard vs. calculated Q from the unified rating (Eq. 4-5) for the 24 standard CTFs 
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Table C-4. Summary of Unified Rating Calibrations (Eq. 4-6) for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L a b c R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX  
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 -32.873 -5.414 -14.294 0.994 5% 10% 52% 5% 
2 4 1.5  2/9 -13.168 -1.851 -7.103 0.998 3% 6% 26% 3% 
3 6 1.5  3/9 -7.312 -0.752 -4.770 0.998 4% 7% 30% 3% 
4 8 1.5  4/9 -4.919 -0.525 -3.577 0.997 4% 8% 35% 4% 
5 4 3  1/9 -0.762 -1.041 -6.582 0.996 6% 13% 83% 5% 
6 8 3  2/9 0.322 -0.345 -3.292 0.998 4% 9% 42% 5% 
7 12 3  3/9 0.444 -0.142 -2.185 0.999 4% 8% 46% 3% 
8 16 3  4/9 0.534 -0.082 -1.625 0.998 5% 10% 52% 3% 
9 6 4.5  1/9 1.872 -0.402 -4.165 0.999 4% 9% 50% 3% 
10 12 4.5  2/9 1.169 -0.119 -2.088 0.999 4% 10% 56% 3% 
11 18 4.5  3/9 0.891 -0.050 -1.398 0.999 5% 10% 57% 3% 
12 24 4.5  4/9 0.750 -0.033 -1.039 0.999 5% 11% 64% 3% 
13 8 6  1/9 1.892 -0.197 -3.103 0.999 7% 18% 93% 3% 
14 16 6  2/9 1.066 -0.065 -1.565 0.999 7% 17% 105% 1% 
15 24 6  3/9 0.784 -0.020 -1.032 1.000 5% 12% 63% 1% 
16 32 6  4/9 0.621 -0.011 -0.765 1.000 6% 13% 72% 1% 
17 10 7.5  1/9 1.615 -0.122 -2.525 0.999 5% 15% 90% 3% 
18 20 7.5  2/9 0.883 -0.038 -1.276 0.999 4% 10% 55% 2% 
19 30 7.5  3/9 0.628 -0.013 -0.841 1.000 5% 11% 65% 3% 
20 40 7.5  4/9 0.496 -0.006 -0.618 1.000 7% 20% 140% 1% 
21 12 9  1/9 1.398 -0.060 -2.218 0.998 2% 8% 41% 4% 
22 24 9  2/9 0.751 -0.024 -1.093 1.000 3% 9% 53% 2% 
23 36 9  3/9 0.521 -0.008 -0.721 1.000 4% 16% 124% 2% 
24 48 9  4/9 0.403 -0.005 -0.532 0.999 2% 6% 45% 3% 
Minimums: -32.873 -5.414 -14.294 0.994 2% 6% 26% 1% 
Maximums: 1.892 -0.005 -0.532 1.000 7% 20% 140% 5% 
 
 
 
 
Fig. C-19.  Standard vs. calculated Q from the unified rating (Eq. 4-6) for the 24 standard CTFs 
 
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Q
C
al
c
(c
m
s)
QStd = QFLOW-3D (cms)
  
146
Table C-5.  Summary of Unified Rating Calibrations (Eq. 4-7) for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L a b c R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX  
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 -26.997 -5.415 10.176 0.996 2% 7% 37% 5% 
2 4 1.5  2/9 -9.354 -1.848 5.018 0.999 1% 3% 13% 2% 
3 6 1.5  3/9 -4.302 -0.749 3.350 0.999 1% 4% 17% 2% 
4 8 1.5  4/9 -2.623 -0.523 2.511 0.998 2% 4% 22% 3% 
5 4 3  1/9 -5.270 -1.039 5.110 0.997 3% 9% 53% 5% 
6 8 3  2/9 -1.902 -0.346 2.553 0.999 1% 4% 24% 5% 
7 12 3  3/9 -0.985 -0.144 1.688 0.999 1% 3% 22% 3% 
8 16 3  4/9 -0.509 -0.084 1.253 0.999 2% 4% 26% 3% 
9 6 4.5  1/9 -1.791 -0.403 3.339 0.999 2% 4% 21% 3% 
10 12 4.5  2/9 -0.663 -0.119 1.674 0.999 2% 4% 26% 3% 
11 18 4.5  3/9 -0.328 -0.050 1.118 0.999 2% 4% 26% 3% 
12 24 4.5  4/9 -0.154 -0.033 0.831 0.999 2% 5% 33% 3% 
13 8 6  1/9 -0.808 -0.197 2.480 0.999 4% 12% 71% 2% 
14 16 6  2/9 -0.301 -0.065 1.252 0.999 3% 9% 66% 2% 
15 24 6  3/9 -0.116 -0.020 0.825 1.000 2% 5% 31% 1% 
16 32 6  4/9 -0.047 -0.011 0.612 1.000 3% 6% 39% 1% 
17 10 7.5  1/9 -0.473 -0.121 1.980 0.999 3% 8% 57% 3% 
18 20 7.5  2/9 -0.181 -0.038 1.004 0.999 2% 4% 27% 2% 
19 30 7.5  3/9 -0.077 -0.013 0.663 1.000 2% 5% 35% 3% 
20 40 7.5  4/9 -0.022 -0.006 0.487 1.000 4% 13% 97% 1% 
21 12 9  1/9 -0.346 -0.060 1.698 0.998 2% 5% 20% 4% 
22 24 9  2/9 -0.115 -0.024 0.839 1.000 2% 5% 29% 2% 
23 36 9  3/9 -0.052 -0.009 0.555 1.000 3% 10% 88% 2% 
24 48 9  4/9 -0.021 -0.005 0.410 0.999 2% 5% 22% 3% 
Minimums: -26.997 -5.415 0.410 0.996 1% 3% 13% 1% 
Maximums: -0.021 -0.005 10.176 1.000 4% 13% 97% 5% 
 
 
 
 
Fig. C-20.  Standard vs. calculated Q from the unified rating (Eq. 4-7) for the 24 standard CTFs 
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Table C-6.  Summary of Unified Rating Calibrations (Eq. 4-8) for the 24 Standard CTFs 
 
CTF W (in) 
L 
(ft) W/L a b c R
2 AVG (Q%)std 
SD 
(Q%)std 
MAX  
|Q%|std 
MAX 
|Q%|Full 
1 2 1.5  1/9 -0.078 0.014 0.961 0.997 0% 4% 9% 7% 
2 4 1.5  2/9 -0.047 0.010 0.972 0.998 0% 3% 8% 6% 
3 6 1.5  3/9 -0.030 0.007 0.982 0.999 0% 2% 7% 2% 
4 8 1.5  4/9 -0.020 0.006 0.986 0.999 0% 2% 8% 2% 
5 4 3  1/9 -0.050 0.014 0.961 0.997 0% 4% 15% 7% 
6 8 3  2/9 -0.011 0.010 0.984 0.998 0% 3% 16% 8% 
7 12 3  3/9 -0.009 0.007 0.988 1.000 -2% 4% 11% 5% 
8 16 3  4/9 -0.010 0.005 0.988 1.000 0% 2% 12% 2% 
9 6 4.5  1/9 0.005 0.017 0.988 0.999 0% 4% 14% 5% 
10 12 4.5  2/9 0.007 0.010 0.991 0.999 0% 3% 8% 4% 
11 18 4.5  3/9 0.001 0.006 0.991 0.999 0% 2% 5% 4% 
12 24 4.5  4/9 -0.008 0.006 0.985 0.999 1% 3% 15% 4% 
13 8 6  1/9 -0.001 0.018 0.970 0.998 1% 9% 66% 4% 
14 16 6  2/9 0.005 0.012 0.983 0.999 1% 4% 12% 5% 
15 24 6  3/9 0.005 0.006 0.995 1.000 0% 2% 8% 2% 
16 32 6  4/9 -0.003 0.004 0.989 1.000 1% 3% 22% 2% 
17 10 7.5  1/9 0.014 0.016 0.985 0.999 0% 5% 22% 6% 
18 20 7.5  2/9 0.008 0.010 0.984 0.998 1% 4% 11% 6% 
19 30 7.5  3/9 0.006 0.006 0.994 1.000 0% 2% 10% 3% 
20 40 7.5  4/9 -0.003 0.004 0.987 1.000 2% 8% 66% 3% 
21 12 9  1/9 0.012 0.013 0.992 0.998 0% 4% 13% 5% 
22 24 9  2/9 0.008 0.010 0.981 0.998 1% 4% 13% 6% 
23 36 9  3/9 0.005 0.006 0.989 1.000 1% 7% 49% 3% 
24 48 9  4/9 -0.001 0.005 0.982 0.999 1% 4% 25% 3% 
Minimums: -0.078 0.004 0.961 0.997 -2% 2% 5% 2% 
Maximums: 0.014 0.018 0.995 1.000 2% 9% 66% 8% 
 
 
 
 
Fig. C-21.  Standard vs. calculated Q from the unified rating (Eq. 4-8) for the 24 standard CTFs 
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APPENDIX D.  MATLAB CODE FOR GENERIC RATING EQUATIONS 
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function Qf = genericFF(W,L,yu) 
% To predict FREE-FLOW discharge Qf (in cu.m. per sec.) flowing through a Cutthroat flume. 
% Input: 
% W = Width of the flume (m) 
% L = Length of the flume (m) 
% yu = Upstream water depth at the staff gauge (m) 
%------------------------------------------------------------------------------------------------------------------------------- 
 
%--------------------------------------------------------------- 
% Free-Flow Calibration Parameters (Cf and nf) 
%--------------------------------------------------------------- 
Cf = 0.036 + (2.058 * W^0.979); 
nf = 1.514 * W^(-0.027) * L^(0.021); 
 
%------------------------------------------------- 
% Generic Free-Flow Rating Equation 
%------------------------------------------------- 
Qf = Cf * yu^nf; 
 
end 
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function Q = genericUF(W,L,yu,yd) 
% To predict flow rate Q (in cu.m. per sec.) flowing through a Cutthroat flume. 
% Input: 
% W = Width of the flume (m) 
% L = Length of the flume (m) 
% yu = Upstream water depth at the staff gauge (m) 
% yd = Downstream water depth at the staff gauge (m) 
%------------------------------------------------------------------------------------------------------------------------------- 
 
%--------------------------------------------------------------- 
% Free-Flow Calibration Parameters (Cf and nf) 
%--------------------------------------------------------------- 
Cf = 0.036 + (2.058 * W^0.979); 
nf = 1.514 * W^(-0.027) * L^(0.021); 
 
%------------------------------------------------------------- 
% Unified Calibration Parameters (a, b, and c) 
%------------------------------------------------------------- 
a = -0.071 - 0.026/L + 0.202*(W/L); 
b = (-0.093 + 0.019*log(L) + 0.277*(W/L) - 0.295*(W/L)^2) / (1 + 0.579*log(L) + 0.659*(W/L)); 
c = 1.004 + 6.22*10^(-3)/L - 0.034*(W/L); 
 
%---------------------------------------------------------------------------------------------------- 
% Calculate Submergence (S) and "Equivalent Upstream Water Depth" (yuf) 
%---------------------------------------------------------------------------------------------------- 
S = yd/yu; 
yuf = 1/(a + b*S/log(S) + c/yu); 
 
%--------------------------------------------- 
% Generic Unified Rating Equation 
%--------------------------------------------- 
Q = Cf * yuf^nf; 
 
end 
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