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Abstract
Benchmarking is how the performance of a computing system is determined. Surprisingly, even for classical
computers this is not a straightforward process. One must choose the appropriate benchmark and metrics to extract
meaningful results. Different benchmarks test the system in different ways and each individual metric may or may
not be of interest. Choosing the appropriate approach is tricky. The situation is even more open ended for quantum
computers, where there is a wider range of hardware, fewer established guidelines, and additional complicating factors.
Notably, quantum noise significantly impacts performance and is difficult to model accurately. Here, we discuss
benchmarking of quantum computers from a computer architecture perspective and provide numerical simulations
highlighting challenges which suggest caution.
1 Introduction
There are many ways to measure the performance of a computer1. Common ways have been measuring operations per
second (OPS) or floating-point operations per second (FLOPS). These are intuitive and easy to understand, however,
they are generally poor metrics. The problem is that hardware could be designed to have a very high OPS/FLOPS but
could perform poorly on real world applications, which do not consist of monolithic blocks of arithmetic operations. A
way to improve upon this is to measure the progress of a program rather than the number of operations it performs.
For example, the HINT benchmark measures quality improvements per second (QUIPS), which measures the numerical
accuracy improvement of the output in a given time [1]. While this can be insightful, again the main concern is that this
does not accurately represent the real-world programs that will be run on the hardware.
Generally, the best metric is the wall-time required to complete a program [2], if the program is representative of
real-world applications. This concept has led to the creation of benchmarks which are samples of larger, industrially
useful applications. SpecCPU [3] and Parsec [4] are popular suites in this vein. While this is a clear improvement, it is
not without its issues. For one, the reduced size of the programs introduces estimation error on the performance. There
are other, less obvious complications. For example, academic work commonly reports performance on Parsec for system
evaluation. Now, the human made choices of which benchmarks to include in Parsec determine what the academic
community considers to be important. This makes these choices critical, because if the selection is not representative
these results can be misleading. Even further, having established benchmarks would allow for a hardware designer to
“cheat” by making a system particularly good on only the specific applications.
1For clarification, we note benchmarks are operations that the system is asked to perform (programs) and metrics are measurable charac-
teristics of the system when performing the benchmark.
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The takeaway from the previous paragraph is that benchmarking is possible and useful, yet is tricky and can be
misleading. It is difficult to create useful benchmarks, and it may be impossible to create universal ones. This same
construct applies to quantum computing, except it is much more intricate. There are a number of complicating factors:
1) Quantum hardware is more diverse than classical hardware;
2) Quantum hardware is less developed, most systems have only a few qubits and cannot perform useful applications;
3) Quantum algorithms are still being developed and it is unknown what applications will be the most useful;
4) Quantum noise is not well understood and difficult to simulate, making characterization particularly challenging.
The dissimilarity of quantum hardware makes it hard to compare them to each other. This is not as much of issue
for classical hardware. While there has been a trend towards more diversified and specialized hardware in recent years,
such as application specific integrated circuits (ASIC), there is a general framework and almost all hardware is silicon
CMOS based. This makes metrics, benchmarks, and general intuition portable across different devices. Currently, there
are many different hardware approaches competing in quantum computing. Each is based on a different physical system
with entirely different dynamics. For example, quantum computing can be performed in superconducting circuits, ions
isolated in a vacuum, or in atoms embedded in silicon. These systems look very different from each other and each have
unique advantages and deficiencies. Is it fair to compare them directly?
As quantum computing is early on in its development, there are only small-to-medium sized quantum computers in
existence. Most systems are not capable of performing useful programs. This makes it difficult to create benchmarks for
these systems that are representative of future real-world applications. Scaling to larger sizes is particularly difficult for
quantum computers, hence benchmarks that can be run on these smaller systems are less likely to accurately represent
the performance of scaled-up versions. This is where one would normally turn to simulation. Unfortunately, as the states
in quantum computers are highly complex, they are not able to be efficiently simulated by classical computers. Hence,
benchmarks must be tied to a physical experiment.
On a more fundamental level, it is even unsure what quantum applications will be useful. As the field of quantum
computing is largely unexplored, and not well understood, it is believed that many of its advantages and potential are
currently unknown. Exploration of quantum potential is not well captured by benchmarking [5].
Quantum computing faces many hardware challenges. Information is easily lost due to quantum noise, which causes
decoherence of quantum states. The physical devices need near absolute isolation from the environment, making the
systems large and difficult to scale. Due to this fragility, benchmarking begins much lower in the system stack. Benchmarks
even for 1-bit operations have been developed [6, 7, 8]. Even at this level, performance has been difficult to quantify.
Accurately modelling quantum noise and determining the robustness of quantum operations has become the subject of
much research [9, 10, 6, 11]. Noise can affect quantum programs differently, depending on their length and structure.
Hence, noise is a significant complicating factor.
Thus, quantum computing inherits all the benchmarking complexity of classical computing, but introduces many
additional complications. This makes it quite unclear what is the best way to evaluate a quantum system. In fact, the
authors of [5] argue that it is too early to develop a standard approach. They warn that quantum research is currently
exploratory in nature and that benchmarks are inappropriate for this kind of work. In fact, it could even be detrimental
due to the possibility of misguiding research efforts.
In this paper we provide a quantitative compare and constrast for different quantum strategies from a benchmarking
perspective, in the presence of quantum noise, to pinpoint pitfalls and fallacies. We start with basics in Section 2. We
discuss quantum noise and noise models in Section 3. Benchmarking for single- and two-qubit systems is covered in
Section 4 and for larger computing systems in Section 5. Sections 6 and 7 detail the experimental results. Finally, we
conclude the paper in Section 8.
2
2 Quantum Primer
In this section we introduce background and context for quantum computing. Necessarily brief, this clearly cannot do
it justice. Quantum mechanics is highly complex and defies intuition. To quote Richard Feynman, “If you think you
understand quantum mechanics, you don’t understand quantum mechanics.” This seems even more applicable if one
views quantum mechanics from the perspective of computer architecture [12]. But in an attempt to “understand quantum
mechanics”, we will attempt to cover key concepts. We recommend [13] as an introduction to quantum mechanics and
[14] as an introduction to quantum computing.
Quantum mechanics describes the nature of the physical world. Warm temperatures and large sizes causes quantum
mechanics to become less noticeable, and classical physics acts as a good approximation. But when one creates a system
that is very small or very cold, only quantum mechanics can accurately describe the system and how it evolves in time.
Under these conditions, states are noticeably quantized (take on discrete values), for example the discrete possible energy
levels of electrons around the nucleus of atoms. We can assign logical values to these distinct states, which are then
called qudits. Transitions between these states correspond to quantum logical operations. Qudits can have many possible
values, for example there are many possible non-degenerate energy levels for an electron. However, it is often convenient
to use only two of the possible states, such as the ground and first excited states, as these become analogous to classical
bits and are less susceptible to noise [15]. These two-level qudits are called qubits. Qubits can be in both of their states
simultaneously (superposition) and multiple qubits can have their states intertwined (entanglement). Hence, there is not
only information in each qubit, but between each qubit. As a direct consequence, quantum states can store an amount
of information that is exponential in the number of qubits. This enables extreme compute capabilities if one is able to
create a complex quantum state and reliably transform it in a meaningful way. Unfortunately, this is a difficult task. The
quantum states are extremely fragile and need near perfect isolation from the environment to exist. At the same time,
we need to be able to interact with the quantum state in order to transform it.
Large scale quantum computing, despite the fragility of quantum states, remains a possibility due to quantum error
correction (QEC). By encoding quantum information for a single qubit using multiple qubits, the quantum state can be
restored if only a subset of the qubits become corrupted. Encoded qubits are called logical qubits, which are composed
of multiple physical qubits. QEC is a rich field [16], and there is much work devoted to studying how QEC works under
different error models [17, 18, 19, 20, 21]. However, modern quantum computers do not yet have sufficient numbers of
qubits or required qubit quality to practically implement QEC. Hence, modern quantum applications operate on physical
qubits and try to make use of limited resources. Hence, it is of interest not only to how quantum error affects QEC, but
how it affects algorithms running without it.
2.1 Terminology
If a quantum state is completely isolated, it is called a pure state. Quantum pure states can be represented by kets,
which are column vectors of complex numbers. The elements of the kets are called the amplitudes. For example, a single
qubit can be represented by a ket of length 2
α |0〉+ β |1〉 =
[
α
β
]
(1)
where α is the amplitude associated with state |0〉 and β with state |1〉. The amplitudes determine probabilities when
performing measurements. For example, |α|2 is the probability of measuring this single qubit in the state |0〉. The
probabilities must sum to 1 for pure states. A single qubit can be visualized as a vector from the origin to a point on the
Bloch Sphere, shown in Figure 1. A pair of angles, θ and φ, can also be used to specify the state of the qubit, related
to the amplitudes by the equations
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Figure 1: Bloch Sphere representation of a single qubit.
α = cos(θ/2) (2)
β = eiφsin(θ/2) (3)
Operations on qubits are called gates, which are represented by matrices. Common gates are the Pauli I (identity),
X (NOT), Z phase-flip, and Y (NOT and phase flip) gates. Performing a gate is logically equivalent to multiplying the
ket column vector by the matrix the of the gate. For example the X gate,
X =
[
0 1
1 0
]
(4)
flips the amplitudes for the |0〉 and |1〉 states. The X, Y, and Z gates correspond to rotations around the respective axes
on the bloch sphere. Other common gates include the Hadamard (H) and phase gates S and T. Two-qubit gates involve
a control qubit and a target qubit. In this case, a gate is performed on the target qubit if the control qubit is in the |1〉
state. For example, the CNOT gate is a controlled-X gate.
Quantum gates must be unitary. This means they must be linear, reversible, and preserve the magnitude of the
column vector. The X gate is its own inverse, and if two X gates are applied sequentially, the qubit returns to the
original state. In other words, unitary operations coherently transform the quantum state. Conversely, measurements are
non-unitary and irreversible. If a qubit in a superposition of |0〉 and |1〉 is measured and found to be |0〉, it is then entirely
in the state |0〉. This is an incoherent process, as the quantum state has effectively been destroyed, containing only
classical information. Whether operations are unitary or not is important not only for quantum gates and measurements,
but also the noise that affects the quantum state.
Quantum states that are not pure are called mixed states. These states are combinations of pure states, each with an
associated classical probability. Mixed states occur as the result of imperfect isolation and manipulation of the quantum
state, which applies to all physically realizable quantum states. Density matrices are the equivalent of kets for mixed
states. Density matrices can represent all pure and mixed states. A ket representation can be converted to a density
matrix by taking the outer product of the ket with its transposed conjugate (adjoint)[
α
β
]
−→
[
αα∗ αβ∗
βα∗ ββ∗
]
(5)
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∗ denotes the complex-conjugate. If we have desired, “correct” quantum state, represented by the density matrix ρ, and
an actual state, represented by σ, we can define the fidelity [22] of the actual state as
TR[ρσ] (6)
which is the trace (diagonal sum) of the matrices multiplied. This gives us a metric to quantify the “quality” of quantum
state. Simulating with density matrices allows one to keep track of classical probabilities and possible errors, in addition to
the quantum transformations. This can be convenient in many cases [23], however the computational resources required
increase significantly [24].
3 Quantum Noise
Noise is present in all computing systems. However, it is quite a force to be reckoned with for quantum systems. In fact,
noise is so pervasive it is impossible to have a meaningful discussion about practical quantum computing without an
in-depth consideration of its effects. Clearly, no benchmarking approach can succeed without considering noise and the
resulting impact on measured or simulated results. This has been unfortunate, as quantum noise is difficult to characterize
and, in many cases, its effects not well understood. Here, we provide a brief overview of quantum noise and the models
used to represent it.
3.1 Physical Sources of Noise
Quantum noise can come from a variety of sources. Possible sources are unwanted interaction with the environment
(both distinct events and inevitable decay of quantum states), imperfect control operations, and interaction between
qubits. Each of these will introduce error with significantly different characteristics, and there are different models for
each kind of noise. Here, we go over different common sources and discuss their physical impact.
3.1.1 Interaction with Environment
Qubits need to be perfectly isolated from the environment to maintain their state. If such a system could be constructed,
there would be no quantum noise. But no real system can be perfect, hence there is inevitably some interaction. This
can be seen as a “measurement” of the system [25], as information is leaving the quantum state. As measurements
are non-unitary, this kind of noise is also non-unitary. The expected amount of time a system can remains unperturbed
is called the coherence time. Commonly reported are the T1 and T2 times. T1 measures the expected loss of energy
from the system; if a qubit is put into an excited |1〉 state, T1 is a measure of how long it takes to collapse to the
|0〉 state. T2 measures the dephasing time; if a qubit is placed in the superposition state |0〉 + |1〉, T2 determines
how long it takes to polarize either to |0〉 or |1〉. Risk of interaction with environment is increased when performing
operations on the qubits, as the driving force of the operation comes from an external input. This is an unfortunate
situation as two critical requirements have conflicting needs. The quantum state needs near perfect isolation to maintain
intact, yet also must interact with control mechanisms in order to perform useful computation. This is referred to as the
coherence-controllability trade-off [26].
Interaction with the environment can also produce unitary errors, such as global external fields which act on the
qubits [20, 27, 28, 29, 30].
3.1.2 Interaction with Other Qubits
As previously mentioned, qubits can become entangled with each other. This means their states become related. While
this is a frequently used tool in quantum computation, it needs to occur only when desired. If qubits interact accidentally,
5
Environment Other Qubits
Unitary
External Fields
Imperfect Control [25]
Cross-talk [32, 31]
Non-Unitary Unintentional Measurements [25]
Table 1: Categorization of physical noise into its sources and whether it is unitary or not.
this can lead to a mixture of their quantum states or decoherence [31, 32]. This is referred to as cross-talk. This type
of error has been particular difficult to characterize.
If left in perfect isolation, cross-talk between qubits would lead to a unitary evolution of the state. Hence, all the
information is still contained in the quantum state. However, the quantum state would be different than the one desired,
which destroys the ability to manipulate it in a meaningful way. For example, we may wish to have two qubits that are
far apart that are highly entangled, in order to perform quantum teleportation 2 However, if they interact with other,
nearby qubits, this will disperse and decay the entanglement [32]. If not in perfect isolation, cross-talk can cause increased
degradation of the quantum state. Say one is performing error correction, which involves interacting extra (ancilla) qubits
with the qubits that store the data, and then measuring the ancilla to extract error information (syndromes). If there is
cross-talk, the ancilla qubit may have unintentionally interacted with a data qubit it wasn’t supposed to. Hence, some of
the quantum information in this data qubit was transferred into the ancilla. When the ancilla is measured, the computer
unknowingly extracts information from the data qubit, corrupting its state.
3.1.3 Imperfect Operations
Imperfect application of quantum gates can generate incorrect quantum states. Often, these are slight over- or under-
rotations which are the result of imperfect calibration [19]. These kinds of errors do not destroy the quantum state but
coherently evolves it into an undesired state [25].
3.1.4 Leakage
Many quantum systems that are used as qubits actually have more than two possible states. In this case, two of the
possible states are selected to represent the |0〉 and |1〉 states. It is assumed that the systems remain in these two
states (though other states may be used temporarily, such as in the implementation of two-qubit gates [33]). If a qubit
unintentionally enters one of these other states, it is referred to as leakage, and it can be particularly destructive [34].
3.2 Noise Models
If one is working slightly higher in the system stack, it may not be of interest where the source of noise is. However, it is
critical to know how it will affect your quantum operations. In this section, we transfer focus from physical sources of noise
to the process of modelling them. The goal is to learn how noise disrupts the correctness of quantum algorithms during
operation. As most research labs do not have their own physical quantum computer, and publicly available machines
have low qubit counts, accurate and efficient noise models are greatly desired to facilitate simulation. Quantum noise
is notoriously difficult to model accurately [9]. There are variations of quantum noise and it is possible it may even be
2Quantum teleportation is the transfer of quantum information between qubits by means of quantum entanglement in combination with
a classical channel. It can be used to transfer information between non-adjacent qubits in a quantum computer or over long distances via a
quantum network.
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non-Markovian. Knowing what specific nature of noise is present and how it affects a particular system is difficult to
determine without extensive, physical experiments. However, there are a number of possible methods to estimate noise,
with varying degrees of accuracy and computational efficiency. Realistic noise models are often intractable to simulate at
scale, so simplifying assumptions are made to reduce complexity [35]. It is important to know when these assumptions
are appropriate to make in order to produce realistic results. Some models are only appropriate under certain conditions.
Here, we give a brief, high-level overview of different noise models and discuss their implications.
3.2.1 Stochastic Pauli Noise
Stochastic Pauli Noise is the simplest and most intuitive noise model. Additionally, according to the well-known
Gottesmen-Knill theorem [36, 37], it is easy to simulate using classical computers [19] and is easy to correct using
standard error correction procedures [9]. Hence, it has become popular [38, 39, 40]. It is most applicable for modelling
unwanted interactions with the environment, which is effectively unintentional “measurements” of the quantum state
[25]. It can be implemented by inserting an X, Y, or Z gate into a circuit at random with some specified probability. The
effect on the overall fidelity can be estimated with monte carlo simulation [38]. Alternatively, representing the quantum
state as a density matrix, ρ, the noise can be modelled as
Ni(ρ) = (1− )ρ+ xXρX+ yYρY+ zZρZ (7)
where  is the total error rate and x, y, and z are the rates for each type of error, corresponding to the probabilities of
inserting each gate. [19]. X, Y, and Z are operators performing the respective gate on every qubit. While X, Y, and Z
gates are unitary operations (causing a coherent transformation of the quantum state), inserting them in a probabilistic
manner does not represent a coherent process. Additionally, the linear combination of unitary operations, as in Eq 7, can
represent a non-unitary operation. Hence, stochastic Pauli noise is an incoherent source [19].
A common strategy is to inject error only after each gate. However, this is not realistic as qubits can acquire error
even when remaining idle [41]. Hence, Pauli noise should be injected in every cycle. Numerous studies have found that
stochastic Pauli noise models often lead to inaccurate and overly optimistic results [42, 19, 20, 17, 18, 25], but can provide
reasonable approximations in some conditions. These include errors at the logical level under QEC [19, 20, 17, 24].
There are some natural extensions to this model which can result in more accurate simulations. Significant improve-
ments can be made, while remaining efficiently simulable, by augmenting a Pauli channel with Clifford group operators
and Pauli measurements [18]. This involves the same process of inserting gates at random, but with a larger gate set.
This larger gate set has, in addition to the Pauli gates (I,X,Y,X), Hadamard (H), phase (S), and CNOT gates [21].
A fundamental problem with stochastic Pauli noise is that it is “not quantum enough” [19]. While the inserted Pauli
gates are quantum operations, the choice of whether to insert them is classical probability. While a classical noise model
is familiar and intuitive from a computer architecture perspective, it is not a true depiction of the real errors occurring
at the physical level.
3.2.2 Coherent Noise
Coherent noise models attempt to capture evolution of the quantum state that, while not destructive, is still undesired.
One could see this as coherently performing a quantum program, just one that is different than intended. Physical
coherent noise can be caused by imprecise classical control of the quantum operations [19], external fields, and cross-talk
[20]. Modelling coherent noise can be difficult as some of the relevant sources of noise are not well understood. Hence,
simplifying assumptions are made. While not exact, the goal is for the model to affect the quantum state similar to realistic
sources. Examples include static Z-rotations [19], X-rotations in combination with Pauli-X errors [20], rotations about a
non-Pauli axis [18]. Coherent noise is not efficiently simulable, meaning the classical resources required to simulate grow
exponentially with the system size. Hence, these simulations are limited to relatively small systems [43, 44, 25, 45].
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Coherent noise is typically much more destructive, with a much higher worst case error rate [9, 19]. Additionally,
many quantum algorithms consist of periodic circuits, where the same sequences of gates are repeated many times.
Coherent noise is particularly destructive in this case, where its effects get amplified with each iteration [46, 47]. From
this, it would appear that coherent noise is a more important consideration, and should be assumed unless known to
be otherwise. However, this may not be true for all circumstances. The effects of coherent noise on quantum error
correction were studied for repetition codes [20] and surface codes [19]. Both found that the coherence of the error is
reduced at the logical level, and is further decreased with a higher code distance. This means that it may be sufficient
to assume stochastic Pauli noise at the logical level, even if the physical noise is coherent. However, it was noted at the
same time that stochastic Pauli model still significantly under estimated the error rate.
Unfortunately, as modern quantum computers are not capable of QEC, they cannot make use of this resilience to
coherent error. Randomized compiling [9] is a novel approach which may help in this domain. The basic idea is to perform
randomizing Pauli gates during the run of a quantum circuit, which are interleaved with the gates of the program. At
each location that randomization is introduced, the previous randomization is undone to return the quantum state to
the desired state. These randomizing operations disrupt the coherent noise and tailor it effectively into stochastic Pauli
noise. Prior to execution, these additional randomizing gates can be fused with (compiled “into”) the actual gates in
the circuit. Depending on the gate set available in the system, Randomized Compiling may be able to be performed with
no overhead.
Simulable? Efficient Not Efficient
Unitary NA
Coherent Rotations
Pulse-Area Error [25]
Non-Unitary
Stochastic Pauli
Pauli Twirling [48]
Clifford Channels [17, 18]
Amplitude Damping[44]
Table 2: Categorization of noise models into whether they are unitary and whether they are efficiently simulable or not.
3.2.3 Amplitude/Phase Damping
Amplitude Damping (AD) is a non-coherent error model which captures energy loss from the quantum state into the
environment, such as spontaneous emission of photon [44]. This noise model is relevant to any quantum system with
multiple energy levels, where there is an excited state and ground state, with a tendency for the excited state to decay
to the ground state, such as ion-trap quantum computers which use the excitation levels of electrons. Additionally, the
loss of energy must be to some environment. Even if the energy loss is a spontaneous emission of a photon, there must
be an environment for the photon to escape into. Hence, if the quantum system was perfectly isolated, AD would not
occur.
AD is a realistic noise model but is also not efficiently simulable. Howver, models have been designed to approximate
the effect of AD, but which remain simulable [18], such as Pauli Twirling [49, 50, 51, 44].
Takeaway: The lesson is that the nature of quantum noise greatly affects the quantum state, and by direct result,
the performance of any potential quantum computer. Hence, even at higher levels in the system stack, one must give
serious attention to the expected noise present in the system be sure it is adequately accounted for. This impact of
quantum noise is often overlooked or given secondary consideration. In many cases stochastic Pauli noise may be an
overly simplified model. If so, it will produce incorrectly optimistic results, especially for modern systems.
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Physical Noise Source Noise Models
Interaction with Environment
Stochastic Pauli Noise
Amplitude Damping
Pauli Measurements
Imperfect Control Coherent Over/Under Rotations
Table 3: Physical noise vs. noise models
4 Qubit Benchmarking
Before talking about benchmarking a quantum computer, we have to talk about “benchmarking” a single (or two) qubit
system. If one is constructing a quantum computer, it is clearly of great interest how reliable the quantum operations
(gates) are. The previously mentioned error sources and models apply, but experimentally characterizing behavior is
not straightforward. A commonly used metric is the fidelity, or conversely the infidelity, the average gate infidelity to
the idenity [24]. The fidelity will determine how many gates can be applied before the quantum state gets corrupted.
Additionally, quantum error correcting codes only work if the error is below a certain threshold [52]. On top of this, the
overhead required for the error correction strongly depends on the fidelity [53]. Quantum gates suffer from high error
rates. Errors in classical switches could be less than 1 in 1015, whereas quantum error rates are frequently above 1%.
Unfortunately, determining the fidelity can be difficult due to errors not only in the operations but in the state preparation
and the measurements and it is particularly difficult to experimentally prove very low error rates [6].
A brute force approach would be that of quantum state tomography [54]. This involves measuring a complete set of
observables (physical properties that can be measured) which determines the quantum state. This is rather inefficient
as it requires a number of measurements which is exponential in the system size, it is difficult to distinguish states with
low probability from those with zero, and the computation to convert measured results into an estimate of the quantum
state is intractable [55].
A strategy which has been utilized frequently in recent years is Randomized Benchmarking [6, 7, 8]. There are
variations on the specific implementation [56] but the general approach is the same. Randomized Benchmarking attempts
to go beyond process tomography by determining error probability per gate in computational contexts. In the simplest
sense, the process involves applying sequences of randomly selected gates of different lengths, each of which has a known
output. By determining the error of the output, which should increase with increasing length, the error per gate can be
extracted. Additionally, the process can detect systematic errors. If there are systematic errors, there will be noticeable
differences between the error rates of different gate sequences. There have been numerous extensions [35, 30, 57, 58, 59]
and modifications [11] to this process.
It is clearly important to be able to perform quantum gates with high fidelity. It is also clearly important to be able
to accurately characterize the fidelity. However, as we will see in later sections, focusing too much the fidelity of single-
or two-qubit gates can be misleading. Hence, these can be surprisingly poor metrics for large-scale quantum computers.
5 (Quantum) Computer Benchmarking
This kind of benchmarking is more similar to classical benchmarking. The idea is to determine the compute capability of
a quantum system running a program. It shares a number of considerations with classical computing, such as latency and
available parallelism. However, these metrics are not as informative for quantum computers. As to be expected, there
are a number of additional considerations. When discussing benchmarking for full quantum computers, it is important
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to reconsider the role of quantum error and, if applicable, quantum error correction. As previously mentioned, quantum
noise is not equivalent to classical noise, and these differences get more pronounced the larger the system is.
In classical computing it would be feasible to obtain an error rate per gate and stitch these error rates together to
generate an error model for a larger circuit. The quantum equivalent would be finding a fidelity for each gate, and
then assuming this error rate for each gate on each qubits in the system throughout the entire program. This is not
accurate for quantum circuits as quantum noise is context dependent [41]. Even if good estimates of gate fidelity can
be obtained, using this information to model larger systems with more qubits is not straightforward. A gate performed
on one qubit may induce error in another, via quantum entanglement or physical proximity. Hence, qubits must be
considered as a monolithic system and their error rates cannot be considered independently [10, 60]. This is problematic
as it makes it difficult to understand how noise affects large quantum computers. The whole point of creating large
quantum computers is to create states that cannot be efficiently classically simulated. Unfortunately, that also means
the noise becomes impossible to simulate. Hence, accurately characterizing the noise, and its significant effects on the
reliability and performance, is not straightforward.
This has a few key impacts on benchmarking quantum computers. One is that it intensifies the error that is introduced
when using a reduced program size as a bench mark. The error rates per qubit or per operation may be higher on a
larger system. Some experimental evidence has shown that this may be overly pessimistic [10], but increased system sizes
will no doubt increase susceptibility to noise due to complexity [61]. Hence, the rate of success of a program on a small
system may significantly different from that of a larger system, and extrapolating results is not straightforward.
5.1 Program Benchmarks
An intuitive approach is establishing a set of programs and measuring the performance of a computing system performing
each one. As previously mentioned, this is common practice for classical computers. Replicating this for quantum
computing would be collecting a set of quantum programs which are representative of the algorithms we would like to
run on them. Common examples may be Shor’s [62] for prime factorization or Grover’s [63] for unstructured search.
There are intuitive advantages to this approach, particularly in making the system perform a “real world” task. IonQ,
a quantum start up which has an 11-qubit ion-trap quantum computer appears to favor this approach. They tested
their computer on the Bernstein-Vazirani [64] and Hidden Shift [65, 66] algorithms, and their metric for performance
was the likelihood of measuring the correct output [67]. They claim that these algorithms are excellent benchmarks
and the results proved their system was the best as of early 2019. On the other hand, Google focused on the problem
of quantum sampling and achieved results they claim demonstrated quantum supremacy in the summer of 2019 [68].
While the chosen application was not particularly useful, it did a good job at demonstrating the computing power of
the system. So, which benchmarks are more insightful? This question raises many more and highlights the difficulty of
creating quantum program benchmarks.
Who gets to decide which programs are meaningful? Clearly different systems are superior at different programs, and
this introduces the issue of invested interests [2]. While impressive, these modern computers are very small compared
to the computers we hope to build in the coming years. Hence, these benchmarks are also very small compared to truly
useful programs. While running smaller versions of real world applications introduces error, and is accepted in classical
benchmarking, this is exacerbated for quantum computers. Entirely new issues may be introduced when scaling up and
it is difficult to say whether measurements taken today are good indicators of future performance. For example, IonQs
computer [67] has all 11 qubits fully-connected. This configuration is possible at this scale, but will this be true for a
system with hundred or a thousand qubits? Such a system will likely require multiple fully-connected groups of qubits
and communication will need to be orchestrated between them [61]. This introduces additional complexity which is not
found in these small scale benchmarks. This is analogous to the classical benchmarking of machine learning inference
accelerators. An accelerator which performs well on MNIST [69] digit recognition will not necessarily perform well on
1000-class ImageNet [70] classification. While the problem and computation is similar, ImageNet requires much more
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data, and memory management becomes the bottleneck.
The difference between competing quantum technologies poses another challenge. Different technologies have differ-
ent topologies and thus have unique strengths and weaknesses. This was clearly demonstrated in a comparison between
a superconducting computer and ion trap computer [71]. It was found that the connectivity of the ion-trap provided a
large advantage on some benchmarks.
A more fundamental question is what quantum programs will be useful in the future. Famous algorithms such as
Shor’s [62], Grover’s [63], and quantum chemistry [72, 73, 74] are obvious examples. However, for the most part, these
algorithms will remain well out of reach for some time. Currently, classical-quantum hybrid algorithms [75, 76, 77, 78]
are popular due to their ability to make use of the limited resources of modern quantum computers. It is important
to remember that quantum algorithm design is still an emerging field, and what actually is the best use of quantum
computers is still unknown. This presents a moving target, which suggests quantum research should not too heavily
invest in any one direction [5].
5.2 Quantifying Capability
Considering the current limitations of quantum computers, it may be more insightful to focus on how much work a
quantum computer is capable of, in contrast to performance results on specific algorithms. This is because quantum
technology is not mature, and creating larger, more functional computers is of great interest, regardless of the applications
they are capable of. The key question is then how can one quantify capability? An influential proposal is that of quantum
volume from IBM [79, 80]. According to the authors, there are 4 factors to consider:
1. The number of physical qubits
2. The number of gates that can be applied before errors make the machine behave essentially classically
3. The connectivity of the machine
4. The number of operations that can be run in parallel
Quantum volume targets modern, noisy quantum computers. Hence, factor 2) is referring to running a quantum algorithm
without error correction and it is assumed there is an upper limit on the number of gates possible. In the future, it will
be of more interest to determine whether the error rate is low enough to enable efficient error correction, or how often
error correction needs to be applied. Hence, quantum volume will need to be adapted or superseded in the future [80].
Quantum volume attempts to abstract out all considerations and generate a single number which quantifies the capa-
bility of a quantum computer. The idea is to measure something which can be improved by each of the 4 considerations,
meaning systems that are superior in each consideration will generally achieve a higher quantum volume. The score is
determined by the largest random quantum circuit a quantum computer is able to complete successfully. By classical
simulation, the probabilities of each output are known. The quantum computer is considered to be successful at running
the circuit if it generates one of the likely output more than 2/3 of the time.
Quantum volume has some limitations. A number of which were addressed in [46], which proposes a framework called
Volumetric Benchmarks. The idea is to make quantum volume more general, by allowing different shapes of circuits,
kinds of circuits (random, periodic, subroutines of algorithms), and different criteria for success. As noted by the authors
of [46], errors will affect different kinds of circuits differently, such as coherent errors getting magnified by periodic circuits
but getting smeared out by random circuits. This provides evidence that universal benchmarks should be avoided. While
quantum volume is a novel and useful concept, it uses exclusively random circuits. As we show in our experiments,
random circuits have a similar affect to applying randomized compiling [9].
Another significant approach is that of Cycle Benchmarking [10]. This is similar to the process of randomized
benchmarking, but applied to a register of qubits simultaneously. The core idea is to break a quantum program into sets
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of operations on all the qubits (cycles) and then individually characterize the fidelity of each cycle. This allows one to
quantify how well the computer can do specific operations. Additionally, arbitrary programs can be broken into a finite
set of cycles [41]. This prevents the number of required characterizations from growing exponentially with the number of
qubits. Using cycle benchmarking, the “benchmarks” would be individual cycles and the metric is the process fidelity.
6 Experiments
To illustrate the impact of the different types of quantum noise in different computational contexts, and the resulting
difficulty of choosing representative benchmarks, we run representative key quantum algorithms at sizes that are likely to
be experimentally possible in the near future. We use a Quantum Adder [81], the Quantum Fourier Transform (QFT) [62],
the Quantum Approximation Optimization Algorithm (QAOA) [77], and a machine learning algorithm the Circuit-centric
Quantum Classifier [75]. In addition, we use an idle circuit (no computational gates) and a random circuit (random
X, Y, Z, H, and CNOT gates), for reference. Note that this is not the same randomized circuit as used in Quantum
Volume [80], which generates a set of arbitrary random unitary operations, which need to be decomposed into a universal
gate set. For our random circuit, we want to view the effects of performing our gate set in random fashion, without
introducing the complexity of gate compilation (which is needed for our other algorithms). Unless otherwise stated, our
metric is the process fidelity [22], explained below.
The Quantum Adder performs binary addition using a sequence of quantum full-adders on two input integers which
are basis state encoded (1 qubit for each bit). If performing n-bit addition, the quantum adder requires 3n − 1 qubits.
We perform 1-bit and 2-bit additions. The adder only uses gates in the Clifford+T set and hence does not require gate
decomposition. It does use the Toffoli (doubly controlled X gate), which we implement with a sequence of CNOT, H,
and T gates.
The QFT effectively performs the Discrete-time Fourier Transform (DFT) on the amplitudes of the input quantum
state. The width and depth of the circuit are determined by the number of input qubits. We use 2 and 4 input qubits.
The circuit contains Hadamard gates and controlled-Z rotations. We compile these gates into the Clifford+T gate set,
explained below.
The Quantum Classifier is variational algorithm. Variational algorithms make use of short quantum circuits which
are performed repeatedly, and after each iteration classical parameters (which determine the quantum operations) are
updated to produce a better output. In this case, they are learned by gradient descent. The classifier takes input which is
amplitude-encoded, meaning the classical input data is mapped to the amplitudes of the quantum state, rather than to
individual qubits. For simplicity we do not consider overhead for state preparation, which can have considerable overhead
[75]. The output of the classifier is the probability of measuring a 1 on the first qubit. The circuit is run multiple times
to get an approximation of this probability. A classical, trained bias is added to this probability. If the result is greater
than 0.5, the final output of the network is 1, and 0 otherwise. Intuition suggests this application would be relatively
error resistant, as there are only two possible outputs. We run the Quantum-Classifier on the IRIS [82] data set. IRIS
has 4 attributes, allowing the use of only 2 qubits to hold the state. The attributes are petal and sepal measurements of
flowers. There are 3 possible classes, a separate classifier is trained to identify each class against the other 3. The logical
circuit has a depth of 7, and consists of 5 single gates and 4 controlled 2-qubit gates. For the classifier, our metric is the
accuracy. We take the average the accuracy of the three different classifiers, as done in [75]. The quantum gates of the
classifiers must also be decomposed, as explained below.
For the target quantum computer we remain as general as possible. We assume an all-to-all connectivity and
full parallelism. This means 2-qubit gates can be performed without overhead for movement, and multiple gates can
be performed simultaneously, given they do not operate on the same qubits. The QFT, QOAA, and the Quantum
Classifier all contain gates which are precise rotations. These must be broken into more realistic gates which can
perform the operation approximately. For single qubit gates, we use the gridsynth decomposition method from [83]
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Benchmark # Qubits Logical Physical Gate
Depth Depth Set
IDLE 4 2-70 2-70 I
RANDOM 4 2-70 2-70 I,X,Y,Z,H,CNOT
Adder (1,2) 4,7 26,52 26,52 H, T, CNOT
QFT (2,4) 3 , 5 3 , 10 9 , 930 X, H, T, S, CNOT
Quantum 3 7 525 (0), X, H, T, S, CNOT
Classifier 537 (1),
(0,1,2) 430 (2)
QAOA 4 1201 1201 Arbitrary
Table 4: Benchmarks used in experiments. Qubits is the number of qubits required for each size. Logical depth is the
depth of the quantum circuit (number of sequential gates) required before compilation into Clifford+T set. Physical
depth is the depth after compilation. The Adder and QFT have two different input sizes. The Quantum-Classifier had
three different configurations (identifying output classes 0, 1, and 2. For QAOA, we do not perform gate decomposition.
which finds an approximation using the Clifford+T set, which includes the Hadamard (H), T = |0〉 〈0| + eipi/4 |1〉 〈1|,
and S = |0〉 〈0| + i |1〉 〈1| gates. An additional complication exists in that controlled versions of these gates cannot be
implemented directly [84]. To extend these to 2-qubit controlled gates, we take circuits directly from [85], which provides
quantum circuits for controlled versions of each, given the use of an additional anicilla (scratch) qubit. Hence, all our
decomposed circuits have 1 additional qubit. In order to perform randomized compiling, we need to divide the gate set
into “easy” and “hard” gates. Easy and hard can generally be thought of as the difficulty in implementing the gate, such
as the expected error rate, but the essential requirement is that the physical noise on the easy gates be independent of
which easy gate is performed. We follow [9] and set easy gates as the Pauli gates and the phase gate S; where the
hard gates are H, T, and all 2-qubit gates. However, instead of controlled-Z, we use CNOT. As nearly all gates in the
decomposed circuits are “hard” gates, randomized compiling effectively doubles the circuit length for each algorithm.
QAOA takes input a set of clauses and increases the probability of quantum states that satisfy the clauses. The circuit
is determined by p, the number of repetitions of the circuit; γ, which determines the rotations of single qubits around the
z-axis; and β, which determines rotations around the x-axis. Multi-qubit controlled NOT gates, determined by the input
clauses, are performed betweent these two rotations. As QAOA can have multiple “reasonably correct” outputs we do
not believe process fidelity accurately captures the effects of noise. Rather, we look at the output probabilities of desired
states. As quantum computers are not yet large enough for QAOA to solve useful problems, we designed a custom set
of input clauses to generate pronounced and recognizable output. Specifically, we chose clauses which favored the |1〉
state, with higher priority on qubits which represented the less significant bits of the input. We found optimal p, β, and
γ under noiseless simulation and qualitatively compare the “correct” output to those under noise. As QAOA uses small
rotations, it would also be necessary to decompose into a realistic gate set. However, for this algorithm only, we chose
to forego gate decomposition and perform only a qualitative analysis.
We use four representative noise models which fall each of the different categories discussed in Section 3. The first
is a standard Pauli noise, where the probability of X, Y, and Z errors are all equally likely. While the most commonly
used noise model, it generally provides the worst (and overly optimistic) estimates or error correcting threshold error
rates [17]. Pauli noise is a non-unitary and incoherent model. To model purely coherent and unitary noise, we follow the
same approach as in [19]. It assumes constant Z-rotations for each qubit, (eiθZ)⊗n, for various values of θ. This is a
simplified model, which comes with some drawbacks we will discuss, but is representative. The third is a combination of
Pauli and coherent noise, we follow the model in [20]. This includes static X rotations and X Pauli errors. The fourth
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Error Pauli Coherent Pauli+Coherent Amplitude
Level Damping
0 0 0pi 0 , 0pi 0
1 0.01 pi/30 0.01 , pi/30 0.01
2 0.02 pi/15 0.02 , pi/15 0.02
3 0.03 pi/10 0.03 , pi/10 0.03
Table 5: Noise levels tested for each noise type. Noise is inserted on every qubit on every cycle, regardless if it is being
operated on. Pauli noise rate refers to probability of inserting and X, Y, or Z gate. Coherent noise is the rotation angle
applied. For Pauli+Coherent, only X Pauli gates and X rotations are applied to align with the model in [20]. Amplitude
Damping error rate refers to the parameter γ [44], which is the probability of collapse.
error model is Amplitude Damping, which is a commonly used and realistic noise model. It models loss of energy from
the system to the environment and is a non-unitary process. We sweep the noise over a range of values which are similar
to experimental error rates and are expected in near term computers, listed in Table 5. Each noise type is injected on
every qubit on every cycle, regardless if the qubit is operated on or not. We assume the same noise rates for single and
two-qubit gates. While two-qubit gates will typically have a higher rate of noise in a physical experiment, our values are
swept over ranges typically seen for both single- and two-qubit gates. Unless otherwise stated, our metric of choice is
the process fidelity of the noisy operation, G˜, to the noiseless operation, G, [10, 22]
PF = Tr
[
G(ρ)G˜(ρ)
]
(8)
where ρ is the density matrix representing input quantum state. Tr is the trace, which is the sum along the diagonal of
the matrix. At a high level, process fidelity measures “how similar” the noisy output quantum state is to the intended
target. If the noisy operation G˜ is free of error, the process fidelity will be 1. We repeat experiments with different input
pure states. We generate the input states at random in the same manner as [25], by selecting random polar coordinates
on the Bloch sphere for each qubit. The reported process fidelity is the average.
Numerous quantum simulators exist, [86, 87, 88, 89, 90], many of which would be suitable to run our experiments.
However, as we are implementing algorithms and incorporating noise models from a variety of sources, and did not want
to unintentionally bias our experiments by relying on any specific software, we chose to run our simulations with the
statistical programming language R [91]. This allows us to fully and independently define our experiments. Additionally,
R is highly optimized to perform matrix multiplication, which is the essential component for density matrix simulation.
We have made our code available at [92], which contains our implementations of all algorithms, Randomized Compiling,
and the gate decomposition. To perform the gate decomposition, we rely on the implementation from [93].
Performing simulation with density matrices allows us to avoid much Monte-Carlo simulation. However, Monte-Carlo
simulation is still needed due to randomness introduced by our random input states, randomized compiling, and the
random circuits for the random circuit benchmark.
7 Results
For the Idle, Random, Addition, and QFT circuits we sweep the noise rate over the values listed in Table 5 and plot the
effect on the fidelity for circuits of different lengths and sizes. As the Quantum Classifiers have a constant size, we sweep
the 4 error models over a wide range and plot the accuracy of the output versus the error rate.
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(a) Pauli Noise (b) Coherent Noise (c) Both Pauli and Coherent Noise (d) Amplitude Damping
Figure 2: Idle circuit with 4 qubits under various noise models.
(a) Pauli Noise (b) Coherent Noise (c) Both Pauli and Coherent Noise (d) Amplitude Damping
Figure 3: Random circuit with 4 qubits under various noise models.
Results for the Idle circuit are shown in Figure 2 and results for the Random circuit are shown in Figure 3. Both
circuits are performed from 2 to 70 cycles. Cycles here means the length of a single gate. Note that error level 0 shows
a process fidelity of 1, meaning there is no corruption of the quantum state. It is highly noticeable how coherent noise
affects the Idle and Random circuits differently. For the Idle circuit, coherent noise has an immediate drastic impact on
the fidelity. We must note the strange behavior of the Idle circuit under coherent noise. Due to our simplified coherent
noise model, the fidelity returns with a periodicity determined by the constant angle of rotation. This is unlikely to be a
physically realistic phenomenon, and even if it was, it would not be possible to exploit this fact unless one was completely
aware of the exact effects of the physical noise. As physical noise is difficult to model and predict, it is highly unlikely
one would have such knowledge. Note that randomized compiling removes this periodic effect.
The true finding from our simulation of coherent noise on the Idle circuit is the immediate destructive nature of even a
slight coherent noise source. Interestingly, this same coherent noise is not highly destructive on a Random circuit. In fact,
even without Randomized Compiling, the error decays exponentially just as it does under stochastic Pauli noise. This
finding is consistent with [46], which says that coherent noise will affect randomized circuits much differently than idle or
15
(a) Pauli Noise (b) Coherent Noise (c) Both Pauli and Coherent Noise (d) Amplitude Damping
Figure 4: Addition circuit performing 1- and 2-bit addition under various noise models.
(a) Pauli Noise (b) Coherent Noise (c) Both Pauli and Coherent Noise (d) Amplitude Damping
Figure 5: QFT circuit with 2- and 4-input qubits under various noise models.
cyclic circuits. The coherent noise gets “smeared out” by the randomization inherent in a random circuit. Additionally,
this suggests that the randomized benchmark circuits in Quantum Volume [80] will not be representative for many
quantum circuits. Noteworthy is that Randomized Compiling does not provide a benefit if the circuit already contains a
high degree of randomness. However, the vast majority of useful quantum algorithms do not have such structure.
Takeaway: The chosen quantum noise model has a drastic impact on the performance of quantum algorithms.
Additionally, the effect of the quantum noise is largely determined by the nature of the quantum algorithm being
performed. Hence, one must be cautious when choosing quantum algorithms for benchmarks.
Results for the addition circuit are shown in Figure 4 and results for the QFT are shown in Figure 5. The lightly
shaded bars represent randomly compiled versions of the same circuit. Randomized compiling produces a significant
increase in fidelity when coherent noise is present.
Note that when the noise is Pauli or Amplitude Damping, Randomized Compiling results are worse. There are two
reasons for this. The first is that Randomized compiling does not mitigate the effects of these types of noises. For Pauli
noise, it is already entirely random, and hence, is unmodified by the random compilation. For Amplitude Damping, this
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(a) Pauli Noise (b) Coherent Noise (c) Both Pauli and Coherent Noise (d) Amplitude Damping
Figure 6: Quantum-Classifier Accuracy on Iris data set under different noises and noise rates.
Figure 7: Probability of output quantum states QAOA with different noise models, with and without RC. Also shown is
the output with no error.
is intuitive as it models energy loss of the system. Performing randomized gates generally would have no effect on the
loss of energy of the system. It may help in some specific circumstances, such as when a qubit is held in the excited
|1〉 for an extended period of time. As Amplitude Damping models the collapse from |1〉 to |0〉, the |1〉 state is more
vulnerable. As noted by the authors of [94], Amplitude Damping is more destructive if the quantum data in a program
contains more qubits in the |1〉 state. Randomized Compiling could make the state oscillate, reducing the amount of
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time the qubit will spend in the excited, more vulnerable state. However, this condition is not present in either of these
benchmarks.
The second reason Randomized Compiling does not help (or is harmful) is that the circuits are longer when randomly
compiled. This increases the amount of total amount of Pauli error experienced by the quantum state during the run of
the program and requires the qubits to remain coherent for longer, increasing the chance they collapse due to Amplitude
Damping. While it is possible in theory to randomly compile without any additional cycles [9], with the circuits we
tested all cycles were “hard” cycles, requiring them to be divided by idle “easy” cycles where randomizing Pauli gates
can be inserted. This effectively doubles the circuit length. While this does represent the worst case (highest cost for
Randomized Compiling), any quantum computer with a limited gate set will pay a similar price. Noteworthy, commonly
used methods for gate compilation [93, 84] produce large amounts of H and T gates, which generally fall into the “hard”
set. This makes it very clear how helpful randomized compiling actually is for coherent errors. Despite being twice as
long, the randomly compiled circuits show fidelity improvements.
Takeaway: Randomized compiling is effective only against specific types of noise. The effect of Randomized Compiling
is also determined by the algorithm being performed.
Noticeably, the Quantum-Classifier suffers significantly from all forms of noise. Before performing gate decomposition,
the classifier proved to be quite robust, as intuition suggested. Unfortunately, the precise rotations required by the classifier
resulted in long sequences of gates for approximation, which significantly increases vulnerability to noise. The gridsynth
[93] algorithm allows for a wide range of precision in the approximation. We achieved the best results when significantly
reducing the approximation precision in order to achieve a shorter circuit. Due to this approximation, the classifier suffers
an accuracy loss even when no noise is present. This demonstrates a trade-off between precision and robustness to noise.
Consistent with previous experiments, Randomized Compiling helps only when coherent noise is present. At sufficiently
high noise, the classification of the Quantum Classifier can become effectively a random guess. The accuracy of IRIS
converges to 1/3 as there are 3 equally likely classes.
As mentioned in Section 2, quantum states can be represented by complex column vectors, where the absolute value
squared of each element is the probability of finding the system in the respective state. Plotting the probabilities enables
a visual inspection of the state. Fig. 7 shows probabilities of the output quantum state of QAOA under each noise
model with and without Randomized Compiling, and the ideal case which has no error. A qualitative inspection provides
a number of insights. The clauses provided to QAOA favor the |1〉 state, and moreso for the “less significant” qubits.
Hence, the ideal output has probabilities that increase in a staircase like manner. Each of the noise types affect this
probability distribution differently. Pauli noise decimates the state but some of the original structure intact. Coherent
noise causes nearly every state to be equally likely, completely removing all useful information. Pauli noise in combination
with coherent noise actually causes more of the structure to remain. Amplitude damping causes a collapse to |0〉 for each
qubit, hence the state |000〉 has high probability. Randomized Compiling made Pauli noise worse, by further spreading
out the probabilities (due to the longer circuit). It was however able to maintain much of the structure for coherent
noise, and a fair amount for Amplitude Damping.
8 Conclusion
Computer architecture uses layers of abstraction to manage complex problems. This approach has already been applied to
quantum computing. Unfortunately, quantum systems are notorious at defying abstraction and simplifying assumptions.
It is easy to make invalid assumptions and generate inaccurate results. Here, we showed that quantum noise is more
complex and difficult to model than is often assumed. This has profound effects everywhere, and can be felt significantly
even at higher levels of the system stack. This complicates the task of benchmarking, which is already challenging and
full of subtlety for classical computers. The noise model, the target application, and the performance metric all need to
be carefully considered.
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