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AUTOMATIC GEO-REFERENCING BY INTEGRATING CAMERA VISION 
AND INERTIAL MEASUREMENTS 
 
D. I. B. RANDENIYA 
ABSTRACT 
 
Importance of an alternative sensor system to an inertial measurement unit (IMU) is 
essential for intelligent land navigation systems when the vehicle travels in a GPS 
deprived environment. The sensor system that has to be used in updating the IMU for a 
reliable navigation solution has to be a passive sensor system which does not depend on 
any outside signal. This dissertation presents the results of an effort where position and 
orientation data from vision and inertial sensors are integrated. Information from a 
sequence of images captured by a monocular camera attached to a survey vehicle at a 
maximum frequency of 3 frames per second was used in upgrading the inertial system 
installed in the same vehicle for its inherent error accumulation. Specifically, the 
rotations and translations estimated from point correspondences tracked through a 
sequence of images were used in the integration. However, for such an effort, two types 
of tasks need to be performed. The first task is the calibration to estimate the intrinsic 
properties of the vision sensors (cameras), such as the focal length and lens distortion 
parameters and determination of the transformation between the camera and the inertial 
systems.  Calibration of a two sensor system under indoor conditions does not provide an 
appropriate and practical transformation for use in outdoor maneuvers due to invariable 
differences between outdoor and indoor conditions. Also, use of custom calibration 
 
x
objects in outdoor operational conditions is not feasible due to larger field of view that 
requires relatively large calibration object sizes.  Hence calibration becomes one of the 
critical issues particularly if the integrated system is used in Intelligent Transportation 
Systems applications. In order to successfully estimate the rotations and translations from 
vision system the calibration has to be performed prior to the integration process. 
 
The second task is the effective fusion of inertial and vision sensor systems. The 
automated algorithm that identifies point correspondences in images enables its use in 
real-time autonomous driving maneuvers. In order to verify the accuracy of the 
established correspondences, independent constraints such as epipolar lines and 
correspondence flow directions were used. Also a pre-filter was utilized to smoothen out 
the noise associated with the vision sensor (camera) measurements. A novel approach 
was used to obtain the geodetic coordinates, i.e. latitude, longitude and altitude, from the 
normalized translations determined from the vision sensor. Finally, the position locations 
based on the vision sensor was integrated with those of the inertial system in a 
decentralized format using a Kalman filter. The vision/inertial integrated position 
estimates are successfully compared with those from 1) inertial/GPS system output and 2) 
actual survey performed on the same roadway. This comparison demonstrates that vision 
can in fact be used successfully to supplement the inertial measurements during potential 
GPS outages. The derived intrinsic properties and the transformation between individual 
sensors are also verified during two separate test runs on an actual roadway section.
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CHAPTER 1 – INTRODUCTION 
 
1.1 Background  
Error growth in the measurements of inertial systems is a major issue that limits the 
accuracy of inertial navigational systems. However, due to the high accuracy associated 
with inertial systems in short term applications, many techniques such as Differential 
Global Positioning Systems (DGPS), camera (vision) sensors etc. have been 
experimented by researchers to be used in conjunction with inertial systems and 
overcome the error growth in long-term applications. A breakthrough in Intelligent 
Transportation Systems (ITS) and Mobile Mapping Technology (Cramer, 2005) was 
made when the Global Positioning System (GPS) and the Inertial Navigation System 
(INS) was successfully integrated using a Kalman filter. This integration has been 
achieved in different integration architectures (Wei and Schwarz, 1990) and applied 
widely since, it addresses the above mentioned error accumulation in Inertial 
Measurement Unit (IMU). With the improved accuracies achieved from the differential 
correction of GPS signal and elimination of the Selective Availability, a variety of 
promising research endeavors in INS/GPS integration technology have sprung up. Yet, a 
vulnerability of the INS/GPS system lies in the fact that it solely relies on the GPS signal 
to correct the position and attitude estimation of the vehicle in the longer run. Therefore, 
INS/GPS integration system fails to provide a sufficiently accurate continuous output in 
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the presence of GPS outages either in urban canyons or locations where communication 
is hindered (Feng and Law, 2002).  
 
To overcome this issue in real-time navigation, researchers have attempted various 
alternatives; development of highway infrastructure and Automated Highway Systems 
(AHS) with embedded magnetic markers (Farrell and Barth, 2002) and vehicles with 
devices that can locate these markers. Although the combination of AHS with ITS would 
provide more reliable measurements, improvement of infrastructure is costly. Hence, 
alternative means of position location with wireless or mobile phone networks (Zhao, 
2000) that preclude the need for upgrading the highway infrastructure, have also been 
explored. At the same time, use of mobile phone networks or any signal-based locating 
systems have the disadvantage of possible signal outages and blockages which cause 
system failure. Even when the signal is available the vehicle location estimation accuracy 
is limited since mobile network base stations have a 50-100m error band. Therefore, the 
use of primary vehicle-based, and external signal-independent systems are vital to 
reliable position and orientation estimation in all types of terrain.  
 
On the other hand, due to the advances in computer vision, potentially promising studies 
that involve vision sensing are being carried out in the areas of Intelligent Transport 
Systems (ITS) and Automatic Highway Systems (AHS). The most common applications 
of vision systems include detection of obstacles such as pedestrians crossing a roadway, 
sudden movement of other vehicles (Kumar et al., 2005; Sun et al., 2004; Franke and 
Heinrich, 2002) vehicle maneuvers such as lane changing (Dellaert and Thorpe, 1997; 
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Sotelo et al., 2004; Li and Leung, 2004) and utilizing vision sensors to aid autonomous 
navigation without fusing the vision sensor to other sensor systems that measure absolute 
position such as GPS (Bertozzi et al. 1998, Bertozzi et al. 2000, McCall et al. 2006). In 
detecting the moving objects in these applications researchers first track the surrounding 
area for moving objects or vehicles by processing images and using computer vision 
techniques. Once a moving object is located, the movement of the object is tracked using 
a tracking algorithm, in order to avoid collision.  
 
In addition, researchers (Sotelo et al. 2004, Bertozzi et al. 1998, Bertozzi et al. 2000, 
McCall et al. 2006) used vision measurements to track the lane markings and other 
vehicles traveling in the vicinity. For this purpose, they used image processing techniques 
such as segmentation, with a second order polynomial function, to approximate the road 
geometry. This development made it possible to identify the position of the vehicle with 
respect to the pavement boundaries. Also these authors used GPS measurements 
combined with the positions of the vehicle obtained from vision system with respect to 
the tracked lane markings in navigating the vehicle. However, these methods do not use 
inertial navigation system measurements in estimating the position of the vehicle. 
 
Also researchers have experimented combining inertial sensors with vision sensors, in 
navigation. Most common application of this type of combination has been in an indoor 
environment (Diel, 2005, Foxlin 2003) where a vision sensor is used to identify a 
landmark and perform the navigation task accordingly. In such situations artificial 
landmarks have been placed for the vision sensor to obtain feature correspondences 
 
4
conveniently (Foxlin 2003, Hu 2004). Obviously, one cannot expect the same indoor 
algorithms to perform with the same degree of accuracy in an uncontrolled environment. 
Therefore, it is essential that algorithms be designed for uncontrolled (outdoor) 
environments that also incorporate tools to filter out erroneous correspondences. For a 
vision algorithm to produce accurate rotations and translations, either the selected feature 
correspondences or the camera must be stationary (Faugeras 1996). However, this 
condition can be violated easily when correspondence techniques developed for indoor 
conditions are extended to outdoors. This is due to the possibility of uncontrolled 
selection of correspondences from moving objects by the camera which itself moves with 
the vehicle.  
 
As more and more studies are being conducted in integrating inertial and vision sensors, 
one of the crucial issues faced by researchers is the appropriate calibration of the inertial 
sensor with the vision sensor. Whether the application that the integrated system is 
intended for use is indoors (e.g. indoor robot navigation) or outdoors (e.g. vision aided 
inertial navigation of a vehicle) accurate calibration becomes critical. This is because, for 
successful integration of vision and inertial data, the mathematical relationship 
(transformation) between these two measurement systems must be determined accurately. 
In spite of its vitality in implementing the integration mechanism, only limited literature 
is available on reports of successful calibration. The initial groundwork to estimate the 
relative position and orientation (pose) of two independent systems with separate 
coordinate frames was laid, in the form of a mathematical formulation, in (Horn, 1987). 
Horn (Horn, 1987) used unit quaternions in obtaining a closed-form solution for the 
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absolute orientation between two different coordinate frames by using three non-collinear 
points. In extending this work to the calibration of inertial and vision sensor integrated 
systems, (Alves et al., 2003) describe a procedure that can be used in indoor settings 
where both inertial and vision sensors are fixed to a pendulum. The approach used in 
(Alves et al., 2003) is applicable in determining the relative pose between the two sensors 
when both of them sense vertical quantities, i.e. when the inertial sensor measures 
accelerations due to gravity and the vision sensor captures images with predominantly 
vertical edges. This idea was further extended in (Lang and Pinz, 2005) to incorporate 
measurements in any desired direction without constraining the measurements to the 
vertical direction. The relevant calibration was also performed in an indoor setting in a 
controlled environment and simulated using MATLAB. In addition, (Foxlin et al., 2003) 
used a specially constructed calibration rig and a stand to estimate the relative pose 
between inertial and vision sensors. 
 
Roumeliotis et al. (Roumeliotis 2002) designed a vision inertial fusion system for use in 
landing a space vehicle using aerial photographs and an inertial measuring unit (IMU). 
This system was designed using an indirect Kalman filter, which incorporates the errors 
in the estimated position estimation, for the input of defined pose from camera and IMU 
systems. However, the fusion was performed on the relative pose estimated from the two 
sensor systems and due to this reason a much simpler inertial navigation model was used 
compared to that of an absolute pose estimation system. Testing was performed on a 
gantry system designed in the laboratory. Chen et al. (Chen 2004) investigated the 
estimation of a structure of a scene and motion of the camera by integrating a camera 
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system and an inertial system. However, the main task of this fusion was to estimate the 
accurate and robust pose of the camera. Foxlin et al. (Foxlin 2003) used inertial vision 
integration strategy to develop a miniature self-tracker which uses artificial fiducials. 
Fusion was performed using a bank of Kalman filters designed for acquisition, tracking 
and hybrid tracking of these fiducials. The IMU data was used to predict the vicinity of 
the fiducials in the next image. On the other hand, You et al. (You 2001) developed an 
integration system that could be used in Augmented Reality (AR) applications. This 
system used a vision sensor in estimating the relative position whereas the rotation was 
estimated using gyroscopes. No accelerometers were used in the fusion. Dial et al. (Dial 
2005) used an IMU and a vision integration system in navigating a robot under indoor 
conditions. Gyroscopes were used to get the rotation of the cameras and the main target 
of the fusion was to interpret the visual measurements. Finally, Huster et al. (Huster 
2003) used the vision inertial fusion to position an autonomous underwater vehicle 
(AUV) relative to a fixed landmark. Only one landmark was used in this process making 
it impossible to estimate the pose of the AUV using a camera so that the IMU system was 
used to fulfill this task. 
1.2 Scope of Work 
Table 1 illustrates a summary of researches that use IMU/Vision integrated systems. 
Although most of the work on IMU/Vision integration work has been performed in 
augmented reality, yet a few other works involves actual conditions. Furthermore, most 
of the systems have been tested and used in indoor and controlled environments with a 
few only tested in outdoor and uncontrolled settings. The above are some of the critical 
problems one has to consider when designing an IMU/Vision system for land navigation 
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system. Hence the contents of Table1 are of immense significance in illustrating the 
addressing of these vital factors in IMU/Vision fusion systems and highlighting the work 
to be performed. 
Table 1: Current research performed in IMU/Vision integration (x - no and √ - yes). 
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Roumeliotis et al. (2002) x x √ √ KF x x - x - 
Chen et al. (2004) x x - √ KF √ x - √ - 
Foxlin et al. (2003) √ x - √ KF √ x 24 Hz √ real-data 
You et al. (2001) √ x √ √ EKF √ x 30Hz √ - 
Dial et al. (2005) x Rota only 
T 
only √ MLKF √ x 10 Hz x 
Raw (Un-
aid) data 
Huster et al. (2003) x √ x √ EKF  √ - x - 
Hu et al. (2004) x x √ √ PMM x √ - x Back projection 
This dissertation x x √ √ KF √ √ 3 Hz x 
Real & 
Survey 
data 
 
The abbreviations KF, EKF, MLKF and PMM stand for Kalman filter, Extended Kalman 
filter, Modified Linear Kalman filter and Parameterized model matching respectively. 
 
The fusion approach presented in this dissertation differs from the above mentioned work 
in many respects. One of the key differences is that the vision system used in this paper 
has a much slower frame rate, which introduces additional challenges in autonomous 
navigational task. In addition, the goal of this work is to investigate a fusion technique 
that would utilize the pose estimation of the vision system to correct the inherent error 
growth in the IMU system in a GPS deprived environment. Therefore, this system will 
act as an alternative navigation system until the GPS signal reception is recovered. It is 
obvious from this objective that this system must incorporate the absolute position in the 
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fusion algorithm rather than the relative position of the two sensor systems. However, 
estimating the absolute position from camera pose is impossible unless the absolute 
position of the initial camera position is known. Also, in achieving this one has to execute 
more complex IMU navigation algorithm and error modeling. The above developments 
differentiate the work presented in this work from the previously published work. In 
addition, here the authors introduce an outdoor calibration methodology which can be 
used in estimating the unique transformation that exists between the inertial sensor and 
the vision sensor. This is very important in Intelligent Transportation System (ITS) 
applications, i.e. the calibration must be performed outdoors, since the widely varying 
and more rigorous geo-positioning demands of outdoor conditions. These include 
fluctuating ambient lighting and temperature conditions, uncontrollable vibrations due to 
vehicle dynamics and roadway roughness and humidity changes etc. Furthermore, to 
address the problem of uncontrolled selection correspondences, a special validation 
criterion is employed to establish correct correspondences using epipolar geometry and 
correspondence motion fields. Also in this dissertation, the authors successfully compare 
a test run performed on an actual roadway setting to validate the presented fusion 
algorithm. In addition, to minimize the noise from the vision system, a pre-filter is used 
(Grewal 2001) to process the vision estimation prior to fusion with IMU data. The final 
results obtained from the fusion are successfully compared with positions obtained from a 
DGPS/INS integrated system installed in the same survey vehicle. Similarly, the rotations 
are confirmed with actual survey measurements. 
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1.3 Multi-Purpose Survey Vehicle 
The sensor data for the experiments performed in this research was collected using a 
survey vehicle owned by the Florida Department of Transportation (FDOT) (Fig. 1) that 
is equipped with a cluster of sensors. Some of the sensors included in this vehicle are, 
 
1) Navigational grade IMU  
2) Two DVC1030C monocular vision sensors 
3) A Basler L-103 camera 
4) Laser profile system 
5) Two Global Positioning System (GPS) receivers 
6) A Distant Measuring Unit (DMI) 
7) Pavement illumination system 
8) Navigational computer  
 
The original installation of sensors in this vehicle allows almost no freedom for 
adjustment of the sensors, which underscores the need for an initial calibration.  
 
Figure 1: FDOT-multi purpose survey vehicle. 
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1.3.1 Inertial Measuring Unit (IMU) 
The navigational grade IMU installed in the above vehicle (Fig. 1) was assembled by 
Applanix Corp., Toronto, Canada and installed by International Cybernetics Cooperation 
(ICC) of Largo, FL. It contains three solid state fiber-optic gyroscopes and three solid 
state silicon accelerometers that measure instantaneous accelerations and rates of rotation 
in three perpendicular directions. The IMU data is logged at any frequency in the range of 
1Hz-200Hz. Due to its high frequency and the high accuracy, especially in short time 
intervals, IMU acts as the base for acquiring navigational data in data collection. 
Moreover, the IMU is a passive sensor which does not depend on any outside signal in 
measuring the accelerations and angular rates of the vehicle which enhances its role as 
the base data gathering sensor in the vehicle. However, due to the accelerometer biases 
and gyroscope drifts, which are unavoidable, the IMU measurements diverge. This is 
especially the case with the accelerometer on the vertical axis. Therefore, in order for the 
IMU to produce reliable navigational solutions its errors has to be corrected frequently. 
The position and velocities obtained from the GPS is generally used for this purpose.  
 
Although the idea of fusion is quite intuitive the actual fusion process is intense and has 
to be performed at the system level since both the GPS and IMU systems have different 
errors which need to be minimized before integrating the two systems. FDOT multi 
purpose survey vehicle (MPSV) is also equipped with an INS/DGPS integrated system 
designed to overcome the afore-mentioned issue of error growth and measure the 
vehicle’s spatial location and the orientation at any given instant. The integration of the 
INS and the DGPS system is achieved using a Kalman filtering based statistical 
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optimization algorithm which minimizes the long term error involved in the position 
prediction (Scherzinger, 2000). It also includes a computer that facilitates the navigation 
solution through its interaction with the DGPS unit. The block configuration of the 
GPS/IMU system is shown in Fig. 2. 
 
Figure 2: Block diagram of the GPS/INS system in the MPSV. 
 
1.3.2 Lever Arm Effect on MPSV 
The MPSV contains a multiple sensor system with each of the sensor systems having its 
coordinate origin at different positions. Out of these different sensor units some selected 
sensors are used in the aided navigation system. They are GPS, IMU and the camera 
system. When two or more systems with different coordinate origins are used in aided 
navigation architecture the translations measured by each sensor has to be brought to a 
one uniform origin in order to achieve accurate fusion of the sensors. Therefore, the 
system must be aware of the difference between the two sensor units in vector format for 
proper combination of the measured translations. This difference vector between two 
Mobile Data 
Recorder 
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sensor units is called the Lever arm and the corrections that have to be performed for the 
accelerations, velocities and distances due to this difference is called the lever arm effect. 
 
Figure 3: Illustration of lever arms of sensors. 
 
In Fig. 3, C is the origin of the base coordinate frame while i, g represent two separate 
sensor units. Vectors CCi and CCg are the lever arms between the two sensor units with 
the base coordinate system.  
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1.3.3 Forward View and Side View Cameras 
The FDOT survey vehicle also uses two high resolution (1300 x 1030) digital area-scan 
cameras for front-view and side-view imaging (Fig. 4) at a rate up to 11 frames per 
second. This enables capturing of digital images up to an operating speed of 60 mph.  
 
Figure 4: Forward and side view cameras. 
 
The front-view camera with a 16.5 mm nominal focal length lens captures the panoramic 
view which includes pavement markings, number of lanes, roadway signing, work zones, 
traffic control and monitoring devices and other structures, Fig. 5.  
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Figure 5: An image from forward view camera. 
 
Meanwhile, the side-view camera which uses a 25 mm nominal focal length lens is used 
to record right-of-way signs, street signs, bridge identification and miscellaneous safety 
features, Fig. 6.  
 
Figure 6: An image from side view camera. 
 
Both the forward view and side view cameras also utilize a 2/3 inch progressive scan 
interline Charge Coupled Device (CCD) sensor with a Bayer filter to minimize the 
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resolution loss. The CCD is an integrated circuit that contains many layers of 
semiconductor material, mostly Silicon, etched to perform different tasks such as 
capturing the light coming from the lens, storing these and various connections between 
each layer and out of the CCD chip. Out of these the light capturing layer consists of light 
sensitive capacitors coupled together as an array. These arrayed capacitors are also called 
picture elements (with 1339000 of them in forward and side view camera), which is 
abbreviated as pixels. Pixels define the smallest element that is used to make the image 
and the more pixels one has in an image the more detailed the image is. Due to this 
architecture of the CCD chip it captures more than 70% of the incident light on the chip 
making it far more efficient is photographic films which captures only less than 5% 
incident light. Additionally, in these cameras Bayer filter is used to filter the color of the 
incident light. This filter is closer to human eye in the respect that the filter has two green 
sensitive pixels for four pixels while the other two are red and blue.   
 
1.3.4 Laser Profile System 
One of the important sensors in measuring the cross-slope and grade of a roadway and 
rutting of the pavement is the laser profiler system installed in the FDOT Multi-Purpose 
Survey Vehicle (MPSV). The lasers in the MPSV project a laser beam onto the pavement 
and measures the distance between the pavement and the laser using the reflected beam. 
There are five lasers strategically placed on the MPSV in order to measure the roadway 
profile parameters mentioned earlier. Out of these, four lasers are on the front bumper, 
Fig. 7, of the vehicle allowing them to measure the height of the bumper from the 
pavement and the other one is at the rear bumper, Fig. 8, aligned with the middle laser 
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enabling grade measurement of the roadway. Of the four bumper lasers, one is at the right 
corner of the bumper while the others are located at distances of 33.25//, 54.25// and 68// 
respectively from the right corner of the bumper. 
 
Figure 7: Laser installation. 
 
1.3.5 Pavement Imaging System 
The pavement imaging system consists of a Basler L-103 line scan camera and pavement 
lighting system. The camera has a focal length of 15mm and a resolution of 2048x2942. 
The camera is mounted 9.25 ft above the pavement surface to capture an image of 14x20 
ft respectively in width and length. In addition, the camera has two preset exposure 
values 1/19,000 and 1/40,000. The pavement lighting system is used to ensure that the 
pavement images captured are in excellent quality without and shadows. This system 
consists of 10, 150 W lamps. 
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Figure 8: Pavement lighting system and camera. 
 
1.4 Motivation 
Figs. 9 and 10 show two different runs performed by the Florida Department of 
Transportation (FDOT) Multi-Purpose Survey Vehicle (MPSV). MPSV is equipped with 
INS/DGPS system to measure the roadway characteristics using both the inertial system 
as well as the differential GPS systems. Two runs were made at different times on the 
same day on Interstate-4 in Volusia County. The first run was made with the GPS signal 
on, while the GPS signal was not available throughout the entire second run. Even though 
the manufacturer claims that the system would be stable even without the GPS signal, the 
obtained data refutes that. As seen from Fig. 9, when the GPS signal was available, the 
data obtained by the system correctly traces I-4 in Volusia County. However, Fig. 10 
shows that navigation is meaningless when the GPS signal is not available the GPS 
location shows drastic errors. Therefore, finding an alternative error correction method 
for INS is essential. 
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Figure 9: Test section drawn at I-4 when the GPS signal is available. 
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Figure 10: Test section drawn at I-4 when the GPS signal is not available. 
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Therefore, the specific objectives of this study are as follows: 
1) Perform the intrinsic calibration of the vision system of the MPSV and 
estimate the unique transformation that exists between the vision and the 
Inertial Measurement Unit (IMU) installed in the vehicle. 
2) Design a pre-filter for the noisy vision measurements so that it could be used 
in the fusion process. 
3) Fuse vision and IMU sensor systems using a decentralized Kalman filter 
architecture and evaluate the results against the current IMU/GPS system and 
the ground truth. 
  
1.5 Organization of Dissertation 
This dissertation is organized as follows. The basic concepts of different coordinate 
frames used in the inertial navigation systems and camera systems are introduced in 
Chapter 2. Also the transformations involved with different coordinate frames are also 
included at the end of Chapter 2. This is followed by the inertial navigation fundamentals 
starting from formulating the navigational equations to inertial error propagations. 
Chapter 3 is devoted to the criteria developed by USF researchers in estimating and 
verifying geometric data obtained from the inertial readings on an actual roadway setting. 
A detailed description of fundamental computer vision theories used in this work is 
provided in Chapter 4. The fusion algorithm used in this work, i.e. Kalman filter, is 
introduced in Chapter 5 with detailed explanations of two particular filters developed in 
this research. The necessary mathematical formulations that form a critical part of the 
fusion and calibration algorithms are given in Chapter 6. Chapter 7 is devoted to 
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describing the experiments performed during the data collection process and all the 
results obtained during the experimentation. Finally, the conclusions related to the 
calibration and fusion algorithms are given in Chapter 8 followed by the appendices, 
which elaborate the relevant theoretical formulations. 
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CHAPTER 2 – FUNDAMENTALS OF INERTIAL NAVIGATION 
 
2.1 Coordinate Frames Used in This Research 
In Dead Reckoning (DR) navigation, which is the estimation of the present global 
position of an object by using the previous position, velocity, time and distance traveled 
by the vehicle, defining a coordinate system is very important. The obvious reason for 
this is the need for a proper reference system to describe a location on the Earth. In this 
chapter all the coordinate frames used in this research work are elaborated. For 
completeness the inertial frame, which is the fundamental coordinate frame, is also 
explained. 
2.1.1  Inertial Frame (i-frame) 
Inertial frame can be defined as a right handed coordinate frame where the Newton’s 
laws of motion hold. Therefore, in an inertial frame, an object at rest will remain at rest 
and an object in motion will remain in motion with no acceleration in the absence of 
external forces.  The object starts accelerating only when an external physical force is 
applied to the object. The dynamics of the motion of an object that is in an inertial frame 
can be formulated using Newton’s laws of motion. In contrast, in non-inertial reference 
frames objects experience fictitious forces, which are the forces that act on the object due 
to the angular or linear accelerations of the reference frame, due to the acceleration of the 
reference frame but not because of any external force directly acting on the object. 
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Examples of two fictitious forces are centrifugal force and Coriolis force. Since these 
fictitious forces act on the object in non-inertial reference frames the dynamics of the 
motion cannot be modeled using Newton’s laws of motion. 
 
Defining a global inertial frame is an abstraction since any reference frame defined in the 
vicinity of planets, sun, moon and the other planets, are subjected to gravitational 
attractions, in varying magnitude according to the spatial location, making the reference 
frame a non-inertial frame. Because of this fact the classical definition of the inertial 
reference frame is given such that the origin of the reference frame is at the center of the 
Earth with 3rd axis of the frame parallel to the polar axis of the Earth, 1st axis realized by 
the distant quasars, which are extremely distant celestial objects that are of constant 
relative orientation, and the 2nd axis making a right handed coordinate system [Jekeli, 
2000].  
 
In addition to that there are various other definitions of the inertial frame obtained by 
modifying the Newton’s laws of motion which are used in specific applications. In this 
research the inertial frame is taken as defined above and will be denoted as the i-frame 
hereafter.  
 
2.1.2 Earth Centered Earth Fixed Frame (e-frame) 
Earth Centered Earth Fixed (ECEF) frame is a right handed coordinate frame that is 
centered at the Earth’s center of mass and with a fixed set of axes with respect to the 
Earth. The coordinate axes of the ECEF frame is defined as, the 3rd axis being parallel to 
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the mean and fixed polar axis, the 1st axis being the axis connecting center of mass of the 
Earth with the intersection of prime meridian (zero longitude) with the equator and the 
2nd axis making the system a right handed coordinate frame. This is illustrated in Fig. 11. 
It is clear from the definitions of the i-frame and the e-frame that the difference between 
the two reference frames lie on the fact that e-frame is rotating with a constant angular 
velocity about its 3rd axis, which will be denoted as eω . 
 
Figure 11: Illustration of ECEF coordinate frame. 
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2.1.3 Navigation Frame (n-frame) 
The navigation coordinate frame is a locally leveled right handed reference frame, i.e. it 
changes from place to place. In other words this is a reference frame that moves with the 
object. This is the most commonly used frame in land navigation systems in providing 
the velocities along the directions of its coordinate axes. Even though the velocities are 
provided in the directions of the coordinate axes of the navigation frame this is not used 
to coordinatize the position of the vehicle since the reference frame moves with the 
object. Therefore, the primary use of the navigation frame is to provide local directions to 
the object. 
 
The most commonly used navigation frame, or n-frame, in land navigation and geodetic 
applications is the reference frame defined with 3rd axis aligned with the normal to the 
Earth’s surface where the object is at and towards the ‘down’ direction, i.e. same 
direction as gravity. The 1st axis points in the North direction, which is the direction 
parallel to the tangent to the meridian where the object is placed, and the 2nd axis points 
towards East making a right handed frame. This frame is also called as North-East-Down 
reference frame (NED frame). There are various other locally defined navigation frames 
available according to the application. However, throughout this dissertation the NED 
coordinate frame is taken as the navigation frame of the object. 
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2.1.4 Wander Angle Frame (w-frame) 
There are instances which makes the NED frame not suitable for navigation due to 
singularities that occur, if the navigation solution is given in the NED frame. This 
happens at the poles where longitudes converge rapidly making the longitude rate, which 
is used to get the velocity along the 2nd axis of the reference frame, to become infinite. 
This problem can be overcome if the platform is rotated by an angle different from the 
longitude rate about the 3rd axis. This reference frame is called the wander angle frame, 
or the w-frame. Since the w-frame is only different from the n-frame by this rotation 
introduced about the 3rd axis, transformation between the two frames can be achieved 
simply by the rotation matrix given as, 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−=
100
0)cos()sin(
0)sin()cos(
αα
αα
w
nC  (2-1) 
Where, wnC  is the transformation matrix from the n-frame to w-frame and α  is the 
wander angle. 
 
2.1.5 Body Coordinate Frame (b-frame) 
This is the reference frame that the IMU measurements are made in a navigation system. 
This frame has its origin at a predefined location on the sensor and has its 1st axis towards 
the front, or forward movement direction of the system, 3rd axis towards the gravity 
direction and the 2nd axis toward the right side of the navigation system making a right 
handed coordinate frame (Fig. 12a). In this dissertation the body coordinate frame will be 
called as the b-frame. 
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(a) 
 
Figure 12: Illustration of local coordinate frames (a) body coordinate frame, (b) camera coordinate 
frame. 
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2.1.6 Camera Coordinate Frame (c-frame) 
The reference frame that the vision measurements are made in is called the camera 
coordinate frame, or the c-frame. This reference frame for the camera system has its 3rd 
axis along the principal axis of the camera system, the 1st axis towards the right side of 
the image plane and the 2nd axis setup making the c-frame a right handed frame (Fig. 
12b). 
 
2.2 Representing Rotation 
When considering the 3D navigation problem one of the most commonly encountered 
measurements are the translations of the object and the orientation, or rotation, of the 
object from the initial state to the next state. Out of these, translations can be represented 
by a simple arithmetic summation of differences of coordinates given in the vector form. 
But the orientation cannot be incorporated as easily as translations due to the mutual 
dependency of a rotation angle about one axis with respect to other axes in 3D space. But 
since the reference frames that are dealt here with are orthogonal and right handed 
reference frames, to describe relative orientation only three angles are needed and the 
transformation that exists between the two reference frames is also orthogonal. The 
transformation matrices defined for orthogonal, right handed frames have the property, 
 
 Tab
b
a
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b
b
a CCICC )()()(
1 =⇒= −  (2-2) 
 
Where, a, b are two arbitrary frames and C denotes the transformation matrix between the 
two frames. 
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Therefore, it is clear that as long as the reference frames are orthogonal the 
transformation between the frames will be in SO(3) space and making the number of 
independent elements in C  to be six, implying the relative orientation is only governed 
by three degrees of freedom.  
 
There are various ways of representing the transformation between two reference frames. 
In this dissertation, two mostly utilized methods are described. Further information about 
transformations can be found on [Jekeli, 2000, Titterton, 1997]. 
 
2.2.1 Euler Angles 
The most common method of representing the relative orientation between two frames is 
by a sequence of rotations about three perpendicular axes, for instance the three Cartesian 
axes. This was first introduced by the pioneering work of Leonhard Euler in describing 
the rigid body rotation in 3D Euclidean space. Due to this, the angles about each axes of 
the coordinate system are called Euler angles. However, according the field of application 
these Euler angles are given special nomenclature. As an example, in Aerospace 
Engineering they are called roll, pitch and yaw. In land navigation, they are called bank, 
attitude and heading. In this dissertation the Euler angles are also called as roll (Euler 
angle about x-axis), pitch (Euler angle about y-axis) and yaw (Euler angle about z-axis). 
This is illustrated in Fig. 13. 
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Figure 13:  Illustration of roll, pitch and yaw. 
 
These rotations can be written as rotation matrices along each of the axes and can be 
represented as; 
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Where,θ ,φ  andψ are respectively roll, pitch and yaw given in Euler angles and Rx, Ry 
and Rz are the rotation matrices given respectively about x, y and z axes. Using, Eqns. (2-
3a -c) one can obtain one rotation matrix (R) as; 
 
 R = Rx* Ry* Rz (2-4) 
 
The Euler angles are on the SO(3), also known as Special Orthogonal group, which is a 
mathematical structure for rotations in 3D space representing the orthonormal matrices 
that preserve both the length and angles between vectors, or right handedness, once they 
were rotated while keeping the determinant as +1. But as can be seen from Eqn (2-4) the 
order at which the system rotates defines the final rotation of the system which makes the 
Euler angle rotations a complicated method of representing rotation in some situations. 
Additionally, when used in gyroscopes to measure the rotation the Euler angle rotations 
cause the Gimbal lock phenomenon, where one of the rotation references becomes 
inactive which reduces the 3D rotation into a 2D rotation problem.  
 
2.2.2 Tate-Bryant Rotation Sequence 
In order to avoid the confusion with different orders of rotation and define the Euler 
rotations in one constant sequence of rotation, the INS in MPSV [Pospac manual, 
POS/SV manual] uses a fixed rotation sequence called the Tate-Bryant sequence. The 
three rotations are once about x-axis, once about y-axis and once about z-axis. The Tate-
Bryant rotation sequence is given as; 
 xyzB-T RRRR =  (2-5) 
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The Applanix system [Pospac manual, POS/SV manual] uses this rotation to define the 
Euler angle rotations. 
 
2.2.3 Quaternions 
A quaternion can be used to represent the rotation of an object using four parameters with 
three of them associated with a regular position vector and the other representing the 
angle of rotation as follows: 
 
kqjqiqqq zyxw +++=  (2-6) 
 
Where, qw defines the angle of rotation, qx, qy and qz are the projections of the position 
vector along i, j, k directions respectively. Due to the extra dimensionality of the 
quaternion, four elements compared to three elements in Euler angles, the expression for 
the orientation becomes much simpler and easy to handle when comparing with Euler 
angles. 
 
One must note that not all the quaternions can be used to denote an orientation. Only the 
unit quaternion, i.e. 2z
2
y
2
x
2
w )q()q()q()q(1 +++= , can be used to represent a rotation 
[Jekeli, 2000]. Since throughout this work both Euler angles and quaternions are used 
alternatively, depending on the need, it is important that one can convert Euler angles to 
quaternions and vise-versa. The conventional orientation matrix between the two 
reference frames can be derived in the quaternion space, for an arbitrary two spaces a and 
b, as follows (Titterton and Weston, 1997). 
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Formulation of the quaternion-based orientation matrix (2-7) using known Euler angles 
and the inverse operation of obtaining the respective Euler angles using a known 
quaternion orientation matrix can both be performed conveniently (Titterton and Weston, 
1997; Shoemake, 1985). For instance, if the orientation between two reference frames are 
given in Euler angles they can be converted to quaternions using Eqns (2-4) and (2-8). 
Considering the order of rotation of Euler angles Rz Ry Rx the quaternions can be given as,  
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Where, θ ,φ  andψ are respectively the roll, pitch and yaw given in Euler angles. 
Similarly, it is possible to convert a given quaternion to Euler angles. The procedure 
followed here is to first estimate the transformation matrix given by Eqn (2-4) and then 
determine the Euler angles. 
In this work the quaternion representation is used extensively to various applications such 
as interpolating between two rotations and estimating the orientation from a sequence of 
images (Taylor and Kriegman., 1995) etc. The main reasons for this choice are the 
complexities introduced by the Euler angles in interpolation and the ability of the 
 
34
quaternion method to eliminate the Gimbal-lock a phenomenon which arises from the 
misalignment of gimbals. 
 
2.3 Coordinate Transformations 
When designing a navigation system, dealing with different reference frames is 
unavoidable. This is due to the fact that the measurements are obtained in one reference 
frame, b-frame, while the navigation solution must be given in another reference frame, 
n-frame or e-frame. Therefore, it is essential that one be able to transform measurements 
or data in one reference frame to any other reference frame as required. In this section 
transformation between the important reference frames are considered. 
 
2.3.1 Transformation from i-frame to e-frame 
Since the origins of the i-frame and the e-frame are at the Earth’s center of mass this 
particular transformation is relatively simple. Furthermore, the difference between the 
above two reference frames is a simple rotation about the 3rd axis, to compensate for the 
Earth’s rotation. This can be shown as, 
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Where, eω  denotes the rate rotation of the Earth. It is clear that the angular velocity 
vector between the two reference frames can be given as, 
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 ( )Teeie ωω 00=  (2-10) 
 
In Eqn (2-10) eieω is used to denote the angular velocity vector of the e-frame with respect 
to i-frame, coordinatized in the e-frame. 
 
2.3.2 Transformation from n-frame to e-frame 
The e-frame and the n-frame have two different origins, i.e. they are not concentric. Due 
to this reason the transformation between the above two frames are relatively more 
complex than the transformation between i-frame and e-frame. Since both reference 
frames are right handed and the selected n-frame is given in NED directions, this 
transformation can be derived using Euler angles, first by rotating the coordinate system 
about the 2nd axis by an angle of ⎟⎠
⎞⎜⎝
⎛ +ηπ
2
 and then rotating it about the 3rd axis by ( λ− ). 
The overall transformation matrix can be given as, 
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Where, η and λ represent the geodetic latitude and the longitude respectively. Also the 
angular rates vector is given [Jekeli, 2000] as, 
 ( )Tnen )sin()cos( ηληηλω &&&=  (2-12) 
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Where, λ& and η& denote the first time derivative of the latitude and the longitude. Also one 
can find the angular rotation rates of the n-frame with respect to the i-frame using the 
simple vector manipulations and known vectors as, 
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2.3.3 Transformation from b-frame to n-frame 
Transformation between the b-frame and the n-frame can also be obtained as a sequence 
of rotations in Euler angles. In [Titterton, 1997, Jekeli, 2000] this transformation is given 
as, 
 )()()( 333 θφψ −−−= RRRCnb  (2-14) 
 
Whereθ ,φ  andψ are respectively roll, pitch and heading of the vehicle measured by the 
IMU. Although it is relatively easy to obtain the transformation between the b-frame and 
the n-frame, in practice it must be noted that the result will depend on the mechanization 
of the configuration. This can be given in matrix format as, 
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In Eqn (2-15) c(),s() represents cosine and sine respectively. 
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2.4 Introduction to Inertial Measuring Unit 
Navigation can be defined as the estimation of the current position of an object with 
respect to a pre-specified final destination. There are many forms of navigation available 
[Grewal 2001]. Of these, one of the most commonly used methods is called dead 
reckoning which corresponds to knowing the initial position and orientation (pose) of the 
vehicle and obtaining the current position by estimating the heading information and the 
acceleration information. One of the key instruments that is used in dead reckoning is the 
Inertial Measurement unit (IMU) which uses gyroscopes and accelerometers. Gyroscopes 
are used to measure the rotation while the accelerometers are used to measure the 
acceleration of the object thereby giving the velocity and the displacement. Typically, an 
IMU contains three accelerometers and three gyroscopes fixed in three perpendicular 
directions allowing the measurements to be made in six degrees of freedom. The first use 
of gyroscopes for navigation purposes started in 1911 when it was used in iron ships for 
automatic steering and since then they have evolved rapidly. The first IMU was used as a 
navigational sensor in the 1950’s. Since then inertial measurement units have been used 
in almost all the navigation systems due to their high sensitivity and accuracy under 
certain conditions. There are two common types of IMU used in navigation systems; 
 
1) Strapdown IMU (Fig. 14 a) 
2) Gimbaled IMU (Fig. 14 b) 
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Figure 14: (a) Strapdown IMU and (b) Gimbaled IMU (Grewal 2001). 
 
2.4.1 Gimbaled IMU 
As shown in Fig 14 (b) the gimbaled system consists of three gimbals that are pivoted to 
each other so as to make the input axes for the three rings form three perpendicular 
directions that one wishes to measure the rotations. When the object the gimbaled IMU is 
attached to is subjected to rotations about any axis, the three gimbals isolate these 
rotations making an element placed in between the gimbals stable at all times. This 
isolation from the rotation is achieved not only by the gimbals but also the inertia of the 
stable element. Ideally these two alone can isolate the rotation but in practice the friction 
in the bearings could cause a drift.  
 
Therefore, a servo motor is used in many cases to isolate the rotations of the body from 
the stable element. Since the gyroscopes measure the angular rate, i.e. the output is small 
angles, and this angle is measured in voltage using an electric pickoff device. This 
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voltage will generate a current that will used to drive a servo motor which will bring the 
stable element back to the same frame isolating the rotations. Due to this arrangement of 
the stable element, if one places the accelerometers on the stable platform, between the 
gimbals, the accelerometers always oriented in the same coordinate frame that they were 
oriented at the start of the navigation process.  
 
2.4.2 Strapdown IMU 
As the name suggests, in the strapdown case, the IMU is rigidly fixed to the platform 
making the IMU go through all the translations and rotations the platform which it is 
fixed is going through during navigation. Since the accelerometers and gyroscopes are 
subjected to all the dynamics the vehicle is experiencing, their performances tend to 
degrade compared to the gimbaled counterpart. The typical errors that cause this 
degradation are errors in gyroscopes due to cross-coupling of angular rates and angular 
acceleration, errors in accelerometers due to lever arm effect arising from vehicle 
rotations and errors due to integration of gyroscope and accelerometer readings in a 
rotating frame. The frame that those readings are integrated must be non-rotating causing 
coning and sculling errors in gyroscopes and accelerometers respectively. Therefore, a 
navigational computer is crucial in the case of a strapdown IMU in order to correct for 
these errors and provide accurate angular rates and accelerations. Additionally, the 
navigational computer is used to transform the angular rates and accelerations that are 
measured in body coordinates to the navigation frame.  
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Since the strapdown IMU measurements are made in the body coordinate frame, the 
highest accuracy that could be achieved from early strapdown systems were worse than 
that of the gimbaled IMU. As the technology in developing gyroscopes such as ring laser 
gyros and fiber optic gyros and accelerometers such as silicon accelerometers advances, 
the strapdown IMU system measurements approached gimbaled IMU measurements. 
Moreover, due to its robustness with no moving parts, compactness, light weight, low 
power consumption, less maintenance and low cost makes the strapdown IMU a better 
choice in most navigational applications than gimbaled IMU. As the technology is 
developed the performance and the accuracy of the strapdown IMU also enhanced. There 
are four major grades of strapdown IMU available according to the intended usage. They 
are described in Table 2. 
 
Table 2: Comparison of different grades of IMU (Shin 2005, Grewal 2001). 
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2.4.3 Fiber Optic Gyroscopes 
Fiber optic gyroscopes (FOG) are based on kinematics rather than dynamics in measuring 
the angular rates. Instead of the spinning mass in mechanical gyroscopes, in FOG light 
acts as the sensor element. FOG is a closed path optical fiber combined with a coupler, a 
polarizer, a photo-detector and some digital signal processing equipment that are used in 
estimating the phase shift of two light beams after traveling in opposite directions 
through the loop (Fig. 15). When a broad spectrum of light is passed through the coupler 
it directs the light from one fiber to another optical fiber. Then the light beam enters the 
polarizer which passes only light of the proper polarization, which is useful to assure total 
reciprocal optical path lengths for counter-propagating light beams, to the optical fiber. 
This is then split into two waves that propagate in opposite directions. Once the two 
beams exit the loop after propagating they are combined and sent to the photo-detector. 
The photo-detector is used to convert the output light intensity into an electric signal 
which can be related to the phase difference of the two light beams. The phase difference 
can be related to the angular rate by; 
 
 ω
c
A4=ΔΦ  (2-16) 
 
Where, Φ  is the phase of the light beam, A is the area of the loop, c is the speed of light 
and ω is the angular rate of the loop. It is clear from the Eqn (2-16) that the rotational 
sensitivity of the FOG can be increased by increasing the length of the fiber optic cable. 
Eqn (2-16), also called the rotational sensitivity of the FOG, is due to a phenomenon 
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called Sagnac effect which not only FOG but all the optical gyroscopes are based on. 
Sagnac effect is the lengthening (or shortening) of the distance that a light beam has to 
propagate around a closed path to reach the emitter in a frame that rotates with respect to 
the inertial frame. Since the phase difference between the clockwise and counter-
clockwise waves is measured, these types of FOG are also called interferometric type 
FOG (IFOG).   
 
Figure 15: Schematics of IFOG. 
 
By definition the FOG has a single degree of freedom and to measure the angular rates on 
three perpendicular directions the IMU needs three separate FOG s placed along the three 
axes.  
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2.4.4 Accelerometers 
Accelerometer is an instrument that is used to measure the specific force and hence it is 
one of the prominent sensors is terrestrial navigation. The specific force can be defined as 
the acceleration caused by the real forces applied on a unit mass. The gravitational force 
exerts no real force on the system. Therefore, an accelerometer cannot sense the 
gravitational acceleration even though the system is accelerating. So an accelerometer 
can be defined as a device that senses the specific force on a known mass for the purpose 
of measuring acceleration. Since the main task of the accelerometer is to measure the 
specific force on the proof mass, different techniques can be used in measuring the 
specific force including the Micro Electro-Mechanical Systems (MEMS) accelerometers. 
The latter type is used in the FDOT MPSV. Construction of accelerometers is beyond the 
scope of this dissertation and the interested reader can see a more elaborate discussion of 
different types of accelerometers and the dynamics behind them in (Jekeli, 1999).  
 
2.5 Estimating Navigation Equations 
Inertial measuring unit in the MPSV is a strapdown IMU with three, Single Degree of 
Freedom (SDF) silicon, MEMS accelerometers and three fiber optic gyroscopes aligned 
in three mutually perpendicular axes. When the vehicle is in motion the accelerometers 
measure the specific force and the gyroscopes measure the rate of change of angle of the 
vehicle. Therefore, it is clear that in order to navigate the MPSV with a known initial 
position, i.e. to dead reckon, one has to integrate the outputs of the accelerometers and 
gyroscopes. This means that one has to solve a second order differential equation for the 
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accelerometers and a first order differential equation for gyroscopes both with respect to 
time in order to obtain the necessary position and attitude parameters. 
 
Although the final navigation solution for the velocity is given in the n-frame, and for the 
position in the e-frame, the measurements are made in the b-frame. Hence, one needs to 
find the transformation between the n-frame and the b-frame at that particular instance. In 
other words, the measurements from the accelerometers and the gyroscopes are in body 
coordinate frame but the final position and orientation has to be given in ECEF. So the 
necessary transformation can be separated in to two steps, 
 
1) Transformation between b-frame and n-frame. 
2) Transformation between n-frame and ECEF frame. 
 
Out of these the latter is easily obtained using Eqn (2-11), but estimating the 
transformation between the b-frame and n-frame is not straight-forward. Therefore, one 
of the important tasks is to find the transformation between the body frame and the 
navigation frame, which varies according to the vehicle movement.  In order to obtain the 
transformation matrix between the b-frame and the n-frame one has to setup a differential 
equation in Euler angles which are measured by the gyroscopes. But due to the inherent 
problems of Euler angles, such as singularities at pitch angle approaching 
2
π± and the 
complexity introduced to the problem due to the trigonometric functions, quaternions are 
preferred in deriving this differential equation. Therefore, in this work quaternions were 
used in deriving this transformation as illustrated below. 
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The time propagation equation in terms of quaternions can be given as; 
 Aqq
2
1=&  (2-17) 
Where, q is defined as Eqn (2-6) and the skew-symmetric matrix A can be given as; 
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Where, ( )Tbnb 321 ωωωω =  is the angular rate of the b-frame with respect to the n-
frame given in the b-frame and jω represents the angular rates about the jth axis (j=1, 2, 
and 3). This bnbω  can be estimated by (vector) addition of the gyroscope readings Eqn (2-
19) at each instance and the rate of change of the n-frame with respect to the i-frame. The 
angular rates measured by the gyroscopes in IMU are rates of change of angles of the b-
frame with respect to i-frame, i.e. bibω . Hence transformation between the two frames can 
be given (Jekeli 1999) as, 
 
 nin
b
n
b
ib
b
nb C ωωω −=  (2-19) 
 
The measurements from the IMU gyroscopes are bibω and ninω which are the angular rate of 
the n-frame and can be estimated by the transformation described in Eqn (2-13) if the 
positions are given in geodetic coordinates. Once bnbω is found using Eqn (2-19) one can 
solve the differential equation given in Eqn (2-17) to estimate the quaternion. This 
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quaternion can be used to estimate the transformation matrix between the n-frame and b-
frame from Eqn (2-7) in usual matrix notation. 
 
The numerical integration used in estimating bnC must take into consideration the errors 
that could originate from integrating the angular rates on a rotating frame. This error is 
called the sculling error in gyroscopes. This error can be eliminated by reducing the time 
interval in the numerical integration process. Reducing the time interval adds more 
complexity to the computation process. Therefore, a suitable time interval has to be 
decided according to the level of accuracy needed for the particular application.  
 
On the other hand, accelerometers in the IMU measure the specific force which can be 
given as, 
 iiii axgx += )(&&  (2-20) 
 
Where, ai is the specific force measured by the accelerometers in the inertial frame and 
gi(xi) is the acceleration due to the gravitational field which is a function of the position 
xi. From Eqn (2-17) and Eqn (2-20) one can deduce the navigation equations of the 
vehicle in any frame by taking into consideration the different transformations between 
frames introduced in Section 2.4. In this work all the navigation solutions are given along 
the directions of the n-frame. In clarifying, what is desired in terrestrial navigation are the 
final position, velocity, and orientations provided in the local North-East-Down frame 
although the measurements are made in another local frame, the b-frame. This is not 
possible since the n-frame also moves with the vehicle making the vehicle stationary in 
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the horizontal direction on this local coordinate frame. Therefore, the desired coordinate 
frame is the fixed ECEF where the integration can be performed. To provide the output 
along the local n-frame the ECEF frame can be coordinatized along the NED, the n-
frame, directions. Hereafter in this dissertation any parameter with the superscript n 
denotes the value of that parameter in the ECEF frame but coordinatized along the n-
frame.  
 
Since both the frames considered here are non-inertial frames, frames that are rotating 
and accelerating, one has to take into consideration the Coriolis force that affects the 
measurements. Coriolis acceleration is the change of acceleration due to rotation of the 
measuring coordinate frame with respect to the inertial frame. Additionally, since any 
object on the surface of Earth is subjected to gravitational forces both from the Earth 
itself and all other planets in the solar system one has to consider the gravitational force 
exerted on the vehicle when deriving the systems equations. Once the effects of these 
forces are considered the navigation equation can be given in the following form, 
 
 nnnie
n
in
nn gvav
dt
d +Ω+Ω−= )(  (2-21a) 
 nn vx
dt
d =  (2-21b) 
 
Where, Eqn (2-21a) is for the acceleration of the vehicle in terms of velocity and Eqn (2-
21b) is for the velocity in terms of position. The second and third terms in Eqn (2-21a) 
are respectively the Coriolis acceleration and the gravitational acceleration on the vehicle.  
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The vector multiplication of angular rate is denoted as Ω . This represents vector 
multiplication of the measured angular rates and also called as an axial vector [Jekeli, 
1999] having the form,  
 
 [ ]×=Ω ω  (2-22a) 
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Although Eqns (2-21) describes the complete vehicle dynamics this navigation solution 
does not provide the orientation of the vehicle. It provides only the position of the 
vehicle. But for the automatic navigation of land vehicles orientation of the vehicle is 
also vital and important in estimating the true location of the vehicle. This can be given 
as (Jekeli 1999, Titterton 1997); 
 nnb
n
b
n
b CCdt
d Ω=  (2-23) 
 
In Eq. (2-23) nnbΩ can be obtained using Eqn (2-22). Therefore once the gyroscope and 
accelerometer measurements are obtained one can set up the complete set of navigation 
equations by using Eqns. (2-21) – (2-23). From the navigation equations given in Eqn (2-
21) one can obtain the position of the vehicle and the traveling velocity by integrating the 
differential equations with respect to time. As in the case of the integration of gyroscopic 
readings the complexity of the integration algorithm used in obtaining the velocities and 
distances depend on the needed accuracy. In general, both the second and third terms of 
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Eqn (2-21a) are smaller and less variable relative to the acceleration term. This is in fact 
true for most of the terrestrial navigation tasks because of the relatively slow rate of 
rotation of the n-frame with respect to i-frame. Therefore, in obtaining the velocity one 
can use a higher order algorithm in only estimating the acceleration term while the 
Coriolis and gravitational terms can be integrated using a first order algorithm. This can 
be expressed as, 
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Integration of the first term in Eqn (2-24) can be performed as; 
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Where, ( )Tbnb 321 ωωωω = have been estimated earlier. The gravitational acceleration 
can be estimated using the definition of the geoid given in WGS1984 definition [shin 
2005]. Then the velocity of the vehicle at time step (k+1) can be given as, 
 
 nnk
n
k vvv Δ+=+ )()1(   (2-26) 
 
Once the velocities are obtained from the Eqn (2-26) the positions can be deduced with 
ease. But one important factor that one has to take into consideration when obtaining the 
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positions is that it has to be in geodetic coordinates, i.e. in terms of latitude, longitude and 
height. It is essential to express the positions in geodetic coordinates not only because the 
positions provided in latitude, longitude and height would be more appropriate especially 
in terrestrial navigation but also in estimating the transformation between the ECEF 
frame and n-frame that was utilized in Section 2.4. The positions can be obtained by 
integrating the Eqn (2-26) and can be converted to the geodetic coordinate frame as, 
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Where, vN, vE, vD are respectively the velocities estimated in Eqn (2-26) coordinatized 
along the local North, East and Down directions while φ is the latitude, λ is the longitude 
and h is the height. And M and N are respectively the radius of curvature of the Earth at 
the meridian and the radius of curvature of the Earth at the prime vertical where the 
vehicle is located. They are given as follows, 
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Where p is the semi-major axis of the Earth and e is the first eccentricity of the ellipsoid.  
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2.6 IMU Error Model 
Since the navigation solution was derived from the measurements obtained from 
gyroscopes and accelerometers which are complex sensor units with different 
characteristics, errors caused by these sensors such as measurement, manufacturing and 
bias errors will be propagated to the navigation solution making the navigation solution 
erroneous. Therefore, it is important to develop proper dynamics and appropriate error 
models in modeling the system error characteristics to minimize the effects of these 
errors in the navigation solution. This error could have higher order terms but in this 
work only the first order error terms are considered implying that the higher order terms 
contribute only a small portion of the error compared to the first order terms. In addition, 
by selecting only the first order terms the error dynamics of the navigation solution 
becomes linear with respect the errors (Jekeli 1999, Titterton 1997). 
 
Error dynamics used in this work were derived by differentially perturbing the navigation 
solution by a small differentials and then obtaining only the first order terms of the 
perturbed navigation solution. As in the derivation of the navigation solutions (Section 
2.3) perturbation equations can be given in any coordinate frame. But here the perturbed 
equations are given in the e-frame and resolved in the n-frame. Therefore, by perturbing 
the Eqns (2-21) one can obtain the linear error dynamics for the IMU in the ECEF frame 
coordinatized along the n-frame. These error difference equations take the following form 
(Jekeli 1999, Titterton 1997), 
 
 nnnnen vvxx δδϕδωδ +×+×−=&  (2-32) 
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Where, δ denotes the small perturbation given to the position differential equation, Eqn 
(2-21b) andϕ  denotes the rotation vector for the position error. And the vector 
multiplication denoted by x is same as given in Eqn (2-22b).  Similarly, if one perturbs 
Eq.(2-21a) the following first order error dynamic equation can be obtained, 
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Where, ε  denotes the rotation vector for the error in the transformation between the n-
frame and the b-frame. The first two terms on the right hand side of the Eqn.(2-33) are 
respectively due to the errors in specific force measurement and errors in transformation 
between the two frames, i.e. errors in gyroscope measurements. In other words when 
perturbing the navigation equations, the basic procedure is to add small differentials to 
quantities that are obtained or derived from the accelerometer and gyroscope 
measurements. When Eqn. (2-23) is perturbed the following equation is obtained, 
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Eqns(2-32) – (2-34) are linear with respect to the error of the navigation equation. 
Therefore, they can be used in a linear Kalman filter to statistically optimize the error in 
propagation. This will be discussed further in Chapter 6. 
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CHAPTER 3 – ESTIMATING THE ROADWAY GEOMETRY FROM INERTIAL 
MEASUREMENTS 
 
Position and orientation location systems equipped with Inertial Navigation Systems 
(INS) coupled with Differential Global Positioning System (DGPS) have become quite 
popular in a variety of applications including highway evaluation operations. DGPS 
navigation on its own can accurately identify the location of a moving vehicle using two 
antennas that receive signals transmitted by four satellites orbiting the earth. On the other 
hand, a typical INS system contains an Inertial Measurement Unit (IMU) with three 
gyroscopes and three linear, single-degree, accelerometers installed along the three 
orthogonal axes to measure, respectively, the 3-D orientation and the acceleration 
components. It also includes a navigational computer that facilitates the navigation 
solution through its interaction with the DGPS unit. INS/DGPS integrated systems are 
widely used in navigation due to the advantages they offer when used as an integrated 
system as opposed to separate units (Wei 1990, Scherzinger 2000).  
 
The MPSV is also equipped with an INS/DGPS coupled system that can measure the 
vehicle’s spatial location and the orientation at any given instant during the evaluation 
operation. To accomplish this task the INS/DGPS system uses state-of-the-art fiber optic 
gyroscopes and silicon accelerometers in its IMU. The integration of the INS and the 
DGPS is achieved using a statistical algorithm which minimizes the error involved in the 
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position prediction. This algorithm and many other relevant programs are executed on the 
POS Computer System (PCS) that controls the above system.  
3.1 Scope of Investigation 
The roadway geometric data typically obtained by the INS/DGPS coupled system are (1) 
cross-slopes, (2) grades of vertical curves (3) radii of curvature of horizontal curves, and 
(4) GPS data. High sensitivity of the instruments in the IMU unit and the relatively high 
frequency of data gathering (i.e.200 Hz) combined with even small scale variability 
caused by either the roadway, the operator or the instruments themselves can introduce 
significant errors in the INS/DGPS readings. This paper reports the results of an 
experimental program that was executed to compare the INS/DGPS geometric data with 
the corresponding manual measurements. 
 
3.2 Evaluation of Cross slope 
The function of the cross-slope in a roadway is to accelerate the draining of rain water 
and reduce the hydroplaning potential. The typical cross-slope requirement of a roadway 
is 2% in order to avoid ponding of water and facilitate runoff from the roadway. In 
addition, roads are sloped in the lateral direction to control the lateral wandering of 
vehicles traveling on a bend by meeting the centrifugal force requirement of the vehicle. 
This construction feature is commonly known as the super-elevation at the bend and is 
different from the roadway cross-slope in that the former is only provided in the direction 
of the curve, in all of the lanes. For a curve, the super elevation has to be estimated based 
on the speed limit of the roadway, the radius of the curve, and friction characteristics 
(Roadway design manual, MNDOT).  
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=+  (3-1) 
Where e is the super-elevation of the roadway in (m/m), f is the side friction factor, v is 
the travel velocity in (km/h) and R is the radius of curvature of the curve in (m). 
 
When measuring the cross-slope the standard procedure is to measure the height at two 
different locations on the lane, typically the edge near to shoulder of the roadway and the 
crown. By dividing this height difference by the lane width, one would obtain the cross-
slope of the lane (Figure 16) as: 
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In the FDOT pavement evaluation vehicle, the instruments used in measuring the cross-
slope include four laser sensors that are attached to the front bumper and the Inertial 
Measurement Unit (IMU). The four laser sensors provide distance from the front bumper 
of the vehicle to the roadway surface. The best-fit straight line of the heights measured by 
the laser sensors provides the road slope with respect to the vehicle bumper. In addition, 
the tilt of the vehicle body and the bumper in the lateral direction can be obtained by the 
IMU, if the IMU is considered to be firmly fixed to the floorboard of the van. Then by 
considering the difference between the above two readings; (1) the tilt of the vehicle floor 
and (2) the slope of the road visualized by the lasers, one can approximately determine 
the cross-slope of the roadway. Figure 16 elaborates the above measurements. 
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Figure 16: Estimation of cross slope from laser measurement height and IMU roll angle. 
 
Where, 
 α - Slope measured by the laser sensors with respect to the AB. 
Φ- Slope of the best fit line AB. 
θ - Roll angle measured by the IMU. 
AB- Best fit line for the laser sensor readings. 
A/B/- Parallel line to AB drawn at B/. 
RL- Laser sensor located at the right corner of the bumper. 
ML- Laser sensor located in the middle of the bumper. 
LL- Laser sensor located at the left corner of the bumper. 
LL/- Laser sensor located in between LL and ML. 
 l: Width of the vehicle bumper (in inches). 
 L: Width of the lane (in feet). 
 (xi,yi): Coordinates with respect to the bumper. 
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            y2, y1: measured heights at the crown and the shoulder of the lane respectively, 
expressed in horizontal-vertical (x,y) coordinate system. 
 
The approximate cross slope of the roadway is given by: 
 αθ -=Φ . (3-3) 
 
In this study, alternative methods were also explored in determining the cross-slope of the 
roadway from the available test data. Basis for the second method in estimating cross-
slope was the Least Squares Approximation (LSA) of the laser sensor readings using a 
parabolic fit. All of the laser measurements obtained from the vehicle are specified with 
respect to the coordinate system originating from the right corner of the vehicle bumper 
(Fig 16). Therefore, Eqn. (3-4) is used to convert the laser coordinates from vehicle 
bumper frame to the vertical and horizontal (x,y) coordinate system shown in Figure 16.  
 
Transformation matrix for the coordinate transformation can be expressed as: 
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3.2.1 Linear L. S. A. Fit (The Existing Algorithm) 
Thus the equation of LSA linear fit could be given as: 
 
 mm bxay +=  (3-6) 
 
3.2.2 Least Squares Parabolic Fit (The Modified Algorithm) 
Since the road profile can be better approximated by a second order curve, a more 
accurate estimate can be obtained by using a second order (parabolic) fit. In this case, one 
can use a second order fit as: 
 
 mmm cxbxay ++= 2  (3-7) 
 
Once the least squares linear or the parabolic fit is obtained, the two curves are then 
extended to the total length of the road to determine the road cross-slope as measured by 
the evaluation van. To achieve this it is required to make the assumption that the vehicle 
travels in the middle of the lane. After the height difference is estimated one can obtain 
the cross slope from Eqn (3-2). 
 
3.3 Radius of Curvature 
The proper design of the radius of curvature of the roadway at a horizontal curve is vital 
in making the roadway safe for its users at the design speed. Therefore, an important task 
of pavement infrastructure evaluations is the verification of radius of curvature to be 
within the acceptable limits at all horizontal curves of a roadway. This especially applies 
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to rural roads and minor arterials that have been constructed without adhering to 
appropriate standards. In addition, due to the relationship between the super-elevation 
and the radius of curvature (Eqn 3-1), knowledge of the radius of curvature at a location 
is essential in checking the adequacy of super-elevation of that location. This becomes a 
critical issue when pavement evaluators are called upon to perform safety inspections of 
specific locations that are known to present safety hazards. Automated and rapid 
curvature information provided by the IMU system would be immensely helpful in such 
situations especially from the perspective of safety of survey crews. 
  
Roadways are designed in such a way that when a vehicle moves from a straight section 
of a road onto a curved section, the vehicle would experience a relatively smooth 
transition in curvature. This is achieved by constructing transition curves at the extremes 
of the actual curve. Typically, this transition can be provided by two spiral curves (1) a 
lead-in, which is the roadway section that starts asymptotic to the straight line segment 
and merges with the circular curve, and (2) a lead-out, the roadway section which 
diverges from the circular curve and merges with the second linear segment (Fig 17). In 
order to achieve this spiral curve, designers use a gradually varying radius of curvature 
from a straight run to the design circular curvature of the horizontal curve. Also the lead-
in and lead-out play a major role in gradually adjusting the super-elevation from the 
regular cross slope on a straight roadway to the maximum super-elevation at the curve. 
This is also known as the super-elevation runoff. 
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Figure 17: Geometry of the first curve of the reverse curve section. 
 
Generally, two methods can be employed to determine the radius of curvature of a 
horizontal curve using the IMU readings. They are, 
1. The kinematic method using the velocity in the longitudinal direction and the 
centrifugal acceleration. 
2. The geometric means by plotting the actual vehicular horizontal trajectory using 
the velocity vector and then determining the radius 
 
3.3.1 Determination of Curvature Using Kinematics  
The radius of the curvature of the circular section of the horizontal curve can be 
determined using the following equation of circular motion: 
 
a
vr
2
=  (3-8) 
 
Lead-in 
Transition curve 
Circular curve 
Tangent 
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Where v is the velocity of the vehicle in the longitudinal (body X) direction and a is the 
centrifugal acceleration of the vehicle on a horizontal plane. Since both v and a are 
obtained by the IMU, the algorithm used in the FDOT pavement evaluation vehicle uses 
Eqn (3-8) to determine the instantaneous radius of the horizontal curve. 
 
Since the entire horizontal curve is not an exact circular curve due to the spiral shaped 
transition curves (lead-in and lead-out) where there is a gradual change of curvature, 
strictly, the generalized kinematic theory must be used in the determination of the 
instantaneous radius. Hence, on a non-circular curve, the following relationships hold 
among the kinematic properties of the vehicle and geometric parameters of the roadway 
(Beer 1977). 
 
Velocities: 
 rvr &=  (3-9a) 
 γθ &rv =  (3-9b) 
Accelerations: 
 2γ&&& rrar −=  (3-10a) 
 γγθ &&&& rra 2+=  (3-10b) 
 
Where r,γ  are respectively the radial and angular coordinates of the vehicle in a 
horizontal plane. Within the circular curve since r is a constant 0== rr &&& . Then it can be 
shown that the expression for the radius of curvature (r) reduces to Eqn (3-8). 
 
62
3.3.2 Determination of Curvature Using Geometry 
The velocity vector obtained from the IMU can be used to plot the trajectory of the 
vehicle. Because of high frequency of the data collection (200 Hz), the error associated 
with the linear approximation tends to be relatively low with respect to the distance 
travelled. The basis of estimating the longitudinal displacement of the vehicle between 
two consecutive data points i and (i+1) is illustrated in Eqn (3-11) using the average 
velocities at those two points. Because the horizontal curve is two dimensional, only the 
horizontal velocities must be considered. 
 
 dtvvds ii )(2
1
1++=  (3-11) 
 
Where ds is the longitudinal displacement that occurs when the vehicle travels between 
the points i and (i+1), vi and v(i+1)  are the respective velocities at points i and (i+1) and 
the dt represents the time elapsed during the travel between points i and (i+1). 
 
If the vehicle trajectory on the x-y plane is described by the function y=f(x), the radius of 
curvature can be evaluated by the following equation; 
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Since x and y coordinates are found in terms of time as discrete quantities, the second 
order Forward Difference formulae can be used to numerically evaluate Eqn (3-12). 
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Where, ii tth −= + )1(  and i is the index that represents all gathered data points. Similarly 
expressions can be written for y/ and y// as well. The numerical forms of the derivatives 
needed for Eqn (3-12) can be derived as: 
 
  /
/
x
y
dx
dy
i
i =   (3-15) 
 2/
//////
2
2
][
][
x
yxxy
dx
yd
i
i −=  (3-16) 
 
3.4 Estimation of Curvature in the Field 
Two common methods of estimating the radius of curvature of a horizontal curve used by 
accident investigators are given in (Glenon 2003). Both of these methods yield accurate 
results when used on a circular section. Due to the ease of measurement and minimal 
labor requirement, these methods are widely used in the field. The two methods are 
outlined below: 
3.4.1 Chord-Offset Method 
This method uses a 100-foot tape and a carpenter’s ruler to determine the radius of 
curvature. The 100-foot tape is placed on either end at the precise edge of the roadway so 
 
64
that an arc is separated from the curve. Then the carpenter’s ruler is used to measure the 
distance between the mid-point of the 100-foot tape and the edge of the roadway 
perpendicularly across from the mid point of the 100-foot tape (offset). Once these two 
measurements are obtained, the radius of the curvature can be estimated by the following 
geometrical relationship: 
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2 m
m
bR +=  (3-17) 
 
Where, 
R is the radius of the curvature. 
b is the chord length. 
m is the measured middle offset. 
 
3.4.2 Compass Method 
This method uses the distance traveled along a segment of the circular section, or the arc 
length, and the angle subtended by that segment of the curve on the center of the circle 
(included angle) to estimate the radius of curvature. Arc length can be measured by a 
measuring wheel or the vehicle DMI. A compass can be used to find the included angle, 
since it is equal to the deviation between the tangents to the circular segment at its 
extremes. Once the arc length and the included angle are available, the radius of the 
curvature can be estimated by, 
 
 φ
sR =  (3-18) 
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Where, 
R is the radius of the curvature of the horizontal curve. 
s is the arc length of the considered circular segment. 
φ  is the included angle measured in radians. 
 
In order to address the undulations of the predicted radius values, the same data are first 
averaged and moving average, moving median is used to respectively smoothen out and 
eliminate the outliers. Averaging has been performed by considering a pre-determined 
number (n) of consecutive data points at one time, according to Eqn (3-19).  
 
 
n
ppppp navg
)( 321 +++= L  (3-19) 
 
Where, p denotes the variable that needs to be averaged. The average values for points 
(x,y) obtained from the operation of Eqn (3-19) are then used as the new x and y 
coordinates for the averaged time period (i = 1…..n). The interval size chosen in this 
work 10. Subsequently, the second order forward difference algorithm (Eqns. 3-13 –3.14) 
was applied to the x and y coordinates to find the first and second derivatives needed for 
Eqn (3-12). 
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3.4.3 Manual Estimation of Radius of Curvature 
The radius of curvature was also estimated using a manual survey the results of which are 
given in Table 3.  
 
Figure 18: Illustration of notation used in Table 4. 
 
Table 3: Data obtained from the manual survey. 
Distance(d) (ft) Horizontal angle 
(γ)(deg) 
X (ft) Y (ft) 
12.89 0 12.8900 0 
28.36 58.37611 14.8703 -24.1488 
46.33 68.54306 16.9476 -43.119 
66.39 72.21167 20.2822 -63.216 
86.58 73.74528 24.2344 -83.1191 
106.36 74.20806 28.9453 -102.346 
126.57 74.25056 34.3550 -121.818 
161.37 73.59861 45.5652 -154.803 
205.11 72.77528 60.7372 -195.911 
225.29 72.7325 69.2826 -215.136 
244.66 72.96361 72.4964 -233.672 
264.86 73.38167 75.7486 -253.797 
284.17 73.92778 78.6716 -273.063 
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CHAPTER 4 – FUNDAMENTALS OF VISION NAVIGATION  
 
4.1 Introduction 
Utilization of a sequence of images obtained by a camera fixed on a moving vehicle in 
order to estimate the navigation parameters of the vehicle is the primary concern of this 
chapter. Estimation of navigation parameters, specifically rotations and translations of the 
camera with respect to the location of the camera at the first image point, comes under a 
special area in Computer Engineering named Computer vision. This specialization 
originated with the revolutionary ideas of psychologist David Marr in application of 
psychology and neurophysiology in visual processing. This application, machine vision, 
attempts to setup an analogy between human or biological vision systems and images 
obtained using a camera.  
 
Machine vision deals with estimating the motion of a camera evaluated using a sequence 
of captured images. In understanding how one could extract useful navigation 
information from a sequence of images it is important to grasp the fundamentals of how 
an image is created in a camera. In addition, to the acquisition of an image, it is important 
to understand how a camera works and how one can model this computationally. The 
simplest and the most fundamental model for image formation in a camera is the pinhole 
camera model. The pinhole camera model consists of a small hole which allows the light 
rays coming from a 3D point travel through it and form an inverted object on the image 
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plane. For simplifying the visualization of image formation this image plane can be 
placed in between the principal point, the small hole in pinhole model, and the object. 
This can be elaborated using Fig. 19. 
 
Figure 19: Image formation in a pinhole camera. 
 
Where, ABC represents an object on 3D space while abc is the corresponding image 
point of the 3D points on the image plane. The small hole, pinhole, is denoted by C1. 
Note that the image plane in Fig. 19 is represented by a hypothetical plane in front of the 
pinhole to avoid the undesirable property of inverting the object on the image plane. This 
not only helps visualize the image formation easily but also simplifies the image analysis 
process. It can be seen from Fig. 19 that image formation creates a 2D image from 3D 
points, i.e. image formation process is nothing but a transformation from the 3D space on 
to the 2D space by using straight lines that pass through a single point, the principal 
point. This is also called the perspective projection. In fact Euclidean geometry is a 
special case of projective geometry and the application of projective geometry in machine 
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vision makes the computational task simpler. The relationship between the 3D 
coordinates and the 2D coordinates in Fig 19 can be denoted as, 
 x
z
fu =  (4-1a) 
 y
z
fv =  (4-1b) 
 
Where, (u, v) are image plane coordinates and (x, y, z) are 3D coordinates. The focal 
length of the camera is given as f. When the Cartesian coordinates are used in order to 
represent the coordinates on the projected space, Eqns (4-1 a, b), these representations 
become non-linear. This non-linearity in representation makes the computational task 
more complex. Therefore, a separate coordinate system, called Homogeneous coordinate 
system, is introduced to make this non-linearity a linear representation.  
 
4.1.1 Homogeneous Coordinate System 
The primary use of the Homogeneous coordinate system in projective geometry is to 
avoid the non-linearity that is cause when using the Cartesian coordinate system. In 
addition, Homogeneous coordinates are preferred in computer vision since they represent 
the translations that occur in between the image locations as a matrix operation. To 
translate Homogeneous coordinates (x, y, 1) by 2x1 vector A (= [a1, a2] T), it has to be 
multiplied by, 
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Homogeneous coordinates of an N dimensional projective space can be represented by a 
vector of length (N+1) where not all the components are zero. For instance, a 3D 
Homogeneous coordinate system can be expressed by a vector (x, y, z, w)T where at least 
one of the components is non zero. Application of linear algebra to the Homogeneous 
coordinate system becomes complicated as one given point on that system is obtained by 
multiplying one point with a nonzero scale factor. That is, ,0 allfor ; ≠= λλyx where x 
and y are homogeneous coordinates which represent the same point. The basis of an N-D 
projective space contains (N+2) points such that there are (N+1) of them are independent.  
 
If one compares the Homogeneous coordinates and Cartesian coordinates one can see that 
for every value of w other than w = 0, Homogeneous coordinates can be represented by 
an equivalent Cartesian coordinate point given by .1w
z
w
y
w
x
T
⎟⎠
⎞⎜⎝
⎛ When, w = 0, it 
is impossible to represent in Cartesian coordinates and this plane is identified as the plane 
of infinity on Homogeneous coordinate system. This plane makes the Homogeneous 
coordinate system a compact space making it distinguishable from Cartesian coordinate 
system. This property solely makes the Homogeneous coordinate system more suitable in 
computer vision technology. 
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4.2 Estimating Intrinsic Parameters of the Camera 
In revising the IMU data with respect to its inherent error accumulation problem one 
needs to obtain the position and orientation at each camera location. Since the camera is 
rigidly fixed to the vehicle, these camera positions and orientations can be considered as 
the vehicle’s navigation parameters as well. However, it is essential that the camera be 
first calibrated for its intrinsic parameters, such as the focal length, principal point and 
distortion parameters. Furthermore, the fixed transformation between the b-frame and the 
c-frame must be determined.  
Intrinsic properties of the camera involve six parameters; focal length, scale factor, radial 
distortion coefficients (2 unknowns for a second order approximation), and tangential 
distortion coefficients (2 unknowns). In this work the algorithm introduced by Heikkila et 
al. (Heikkila 2000) is used to estimate the intrinsic properties of the camera. The basic 
models used for the camera and the distortion parameters (Heikkila 2000) are 
summarized below.  
 
The perspective camera model which is used in homogeneous coordinate systems can be 
expressed as: 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
1
Z
Y
X
..
1
Z
Y
X
1
v
u
MPF  (4-3) 
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Where the P matrix denotes the intrinsic properties, the M matrix denotes the extrinsic 
properties related to rotation and transformation and F is the combination of P and M 
known as the perspective transformation matrix. u and v are the measured pixel 
coordinates obtained from the image. P and M can be expressed as: 
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Where s is the aspect ratio, f is the focal length and (u0, v0) are the coordinates of the 
principal point on the image plane. R and T denote the rotational and translational 
matrices between the two frames, i.e. from the camera frame to the global frame. The 
camera lens introduces nonlinear distortions due to the fact that the lens system is 
composed of several optical elements. Therefore, the perspective projection is insufficient 
for accurate modeling without the incorporation of the magnitude of distortion. The 
distortion is divided into radial and tangential (de-centering) components. The second 
order radial distortion model used in this work can be expressed as: 
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Where, k1, k2 are coefficients that express the radial distortion, 0uuu dd −= , 0vvv dd −=  
22
ddd vur += and (ud,vd) are the distorted coordinates of any point of the image. Herein 
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only the first two terms of the radial distortion model Eqn (4-6) are considered due to 
their dominant role in describing the radial distortion and also to avoid any numerical 
instability that would be caused by a more complicated model (Zhang 2006, Heikkila 
2000). 
 
Similarly the tangential distortion model is given as; 
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Where, p1, p2 are coefficients that express the tangential distortion. Therefore, the 
corrected coordinates of a point (uc, vc) on the image can be expressed as; 
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The process of estimating the intrinsic and extrinsic properties of the camera is initiated 
by forming the initial P and F matrices from the nominal parameter values and the 
perspective model respectively. Using initial P, F and the orthogonality constraint 
(RTR=I) of the rotation matrix, the initial M can be determined. Once the initial estimates 
are available, the upgraded estimates of intrinsic parameters can be obtained by 
minimizing the weighted sum of squares of error between the observations and the 
model. 
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4.3 Feature Corresponding in Images 
The camera is calibrated for the intrinsic and extrinsic parameters in order to use it in 
estimation of motion parameters from a sequence of images obtained from it. The entire 
motion estimation problem is two folds. They are, 
1) Correspondence problem. 
2) Motions estimation problem. 
The two following sections address the motion estimation problem for each type of 
correspondences that are used in this work. Estimation of motion from a sequence of 
images is performed by establishing common objects that are visible in consecutive 
images. These common objects could be of any geometry, such as points or pixels, 
straight lines etc., and are called in this dissertation as features, deviating a little bit from 
the definition of features in computer vision literature. The same features on two or more 
images are called correspondences making the entire process of defining and locating 
features, feature correspondence. In this dissertation two types of features are considered, 
namely points and straight lines. Also two different methods of correspondences are 
utilized, 
1) Manual feature correspondence. 
2) Automatic feature correspondence. 
  
The typical point feature, or pixel, correspondences are any point on the image that can 
be reliably distinguished from the rest of the points and easily located on the very next 
image. Similarly, the straight lines must also be reliably recognized and located on the 
next two images. As it is understood from the definition of the feature and reliable 
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tracking constraints there is a certain ambiguity involved in the correspondence problem. 
Some of the most common and established methods of identifying point correspondences 
are, 
1) Light reflected by any object or point.  
This method involves measuring the irradiance from a point and locating the same 
point on the second image that has the same irradiance value. Since in the nature 
surfaces are in between matte (reflecting light in all directions at the same 
intensity) and glossy (acting totally as a mirror), locating the exact point that has 
the same illumination is quite difficult. 
 
2) Identifying edge pixels. 
This method involves establishing pixels that are on the edge of any object which 
is distinguishable from the rest at ease. This can be used to pick up the 
correspondences of both types, i.e. points and straight lines. In this work the 
feature correspondences are picked according to this method. 
 
In addition, to reduce the ambiguity involved in establishing the correspondence problem 
one can use some constraints. One of the most common constraints in establishing 
accurate point correspondences in two images is drawing the epipolar line. Establishing 
and drawing the epipolar lines and planes is described in depth in the next section. 
Furthermore, one can use geometric constraints arising from the object in order to obtain 
more accurate feature correspondences. In establishing the point correspondences in this 
research work the authors utilized a well established KLT (Kanade-Lucas-Tomasi) 
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feature tracker. This program is completely automated and the point features are tracked 
in the sequence of images with replacement (Fig. 20). Of these feature correspondences 
only the ones that are tracked in more than five images are identified and used as an input 
to the motion estimation algorithm for estimating the rotation and translation. On the 
other hand, straight line features of any given image were extracted, first using an edge 
detector program (Fig. 21-a), the Canny edge detector (Canny 1984), to identify the 
object boundaries or edges. Then the correspondence of lines in a sequence of images is 
identified manually (Fig. 21-b). This method can be implemented more conveniently on 
highway travel because at highway speeds the correspondence of line features in a 
sequence of images can be achieved easily and more accurately than the correspondence 
of point features. 
 
 
Figure 20: Established point correspondences from KLT tracker. 
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                                             (a) 
 
 (b) 
Figure 21: (a) Image after edge detection, (b) Establishing correspondences. 
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When the feature correspondences are picked one must be careful not to pick features that 
are moving with respect to the camera. This is due to the fact that the motion estimation 
algorithm considers the features to be stationary while the camera is in motion. One other 
important fact in picking line correspondences is not to pick all the lines on the same 
plane which would cause degeneracy in the motion estimation algorithm. In addition, 
when establishing correspondences feature occlusion, i.e. depth discontinuities where the 
normal vector of the feature is away from the camera, must be avoided.   
 
4.4 Estimating Motion from Point Correspondences 
Once the point features are tracked in the sequence of images they are used to estimate 
the rotation and translation of the camera between two consecutive images. The 
algorithm used to estimate the pose requires at least eight point correspondences that are 
non-coplanar to solve for the pose of the camera in two consecutive images. Therefore, 
the algorithm is called eight-point algorithm. A description of eight-point algorithm 
follows. 
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Figure 22: Rigidity constrain for estimating pose from point correspondences. 
 
 
Fig. 22 shows two images captured by the camera at two consecutive time instances. 
Point p is a point common to both images and o1 and o2 are the cameras coordinate frame 
centers at two instances. Point p1 and p2 are respectively the projection of the 3D point p 
on to two image planes.  
 
The epipole points where the line joining two coordinate centers and the two image 
planes intersect are denoted by e1 and e2 respectively while the line joining e1p1 and e2p2 
are called epipolar lines. Such epipolar lines pass through a common point (epipole) 
which corresponds to the image of the center of the camera at the first position, on the 
second image plane. Then the second point of any correspondence pair (such as a point A 
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in Fig. 23) must lie on the epipolar line (BC in Fig. 23) obtained from its partner point in 
the first image with the epipole. This is only applicable in situations where the locus of 
the c-frame center is not parallel to any of the consecutive image planes considered, a 
condition which is generally satisfied in automated driving tasks. Thus the importance of 
an epipolar line lies in that it restricts the placement of any correspondence point on the 
second image to a straight line obtained using its partner point in the first image.  
 
 
Figure 23: Epipolar lines drawn for the vision system. 
 
Let the rotation and translation between the two images are denoted as R and T. If the 
coordinates of points p1 and p2 are denoted as (x1, y1, z1) and (x2, y2, z2) respectively then 
the two coordinates can be related as, 
 ( ) ( ) TzyxRzyx T111T222 +=  (4-9) 
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From Fig. 24-a, it is clear that the lines connecting the 3D point p with the camera centers 
and the line connecting to the two centers are on the same plane. This constraint, which is 
geometrically shown in Fig. 22, is given in the algebraic form (Faugeras 1996) in Eqn.(4-
10). Since the three vectors lie on the same plane, 
 
 0)Rp(Tp 2
T
1 =×•  (4-10) 
 
Where, p1 and p2 on Eqn.(4-10) are the homogeneous coordinates of the projection of 3D 
point onto two image planes respectively. Both ( )3RT, ℜ∈  are in 3D space, so there will 
be nine unknowns involved in Eqn.(4-10). But since all the measurements obtained from 
a camera is scaled in depth one has to solve only eight unknowns in Eqn.(4-10). 
Therefore, in order to find a solution to Eqn.(4-10) one should meet the criterion, 
8R)Rank(T ≥× .Let RTE ×=  the unknowns in E are taken as (e1 e2 e3 e4 e5 e6 e7 e8) and 
the scaled parameter is taken to be 1. Then one could setup Eqn.(4-10) as, 
 
 0eA =r  (4-11) 
 
Where ( )2221212112121 ffyfxfyyyxyfxyxxxA = , is known and the 
unknowns are ( )87654321 eeeeeeee1e =r . Once the sufficient number of 
correspondence points is obtained Eqn.(4-11) can be solved and the E estimated. Based 
on the Epipolar condition, the camera centers at each camera location o1 and o2 and the 
images of the point p on first and second image planes p1, p2 are on the same plane. Then 
one can restrict the search space for the second corresponding point on the second image 
plane to a 1D line. This 1D line search space is given as e2p2, epipolar line on the second 
image plane corresponding to the point p in Fig. 22. In other words, if one knows the 
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essential matrix, E, and the correspondences of 3D point p on the first image plane the 
correspondences for the same 3D point p on the second image plane must lie on the 
epipolar line e2p2. This is true for all the correspondences that are picked on both images. 
The epipolar lines drawn for all the correspondences on the second image plane can be 
given as; 
 
In estimating the essential matrix (E) using the data obtained from the vision system, i.e. 
the correspondence points obtained by the tracking algorithm, the only variable involved 
in the estimation process is the focal length of the camera. Although the essential matrix 
can be estimated using the Eqn (4-11), the value obtained here could be different from the 
actual focal length value due to erroneous correspondences in consecutive images. This is 
evident from the epipolar lines plot given in Fig. 24-a. The reason for this erroneous 
epipolar lines is because the false correspondences make the estimated Essential matrix 
erroneous in Eqn. (4-11). Therefore, by removing the false correspondences it can be 
shown that the epipolar lines also become accurate (Fig. 24-b). In this work the false 
correspondences have been removed manually.  
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  (a) 
 
  (b) 
Figure 24: Epipolar lines (a) estimated before removing false correspondences, (b) after removing 
false correspondences. 
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In locating false correspondences before obtaining the accurate Essential matrix, the flow 
direction of correspondences was used in this work. Locating the false correspondences 
by observing flow directions of tracked points in two consecutive images involve 
checking the flow pattern of each tracked path and removing the correspondence points 
that are randomly oriented. If the features are extracted in two consecutive images from 
the same location of a stationary object their flow direction must align with the direction 
that corresponds to the travel direction of the vehicle. As the data for this work was 
collected in an outdoor uncontrolled environment, movement of the objects used in 
extracting the features between the image capturing instances, changes of irradiance of 
the object etc. could cause this subtle errors in extracting correspondences. This is 
illustrated in Fig. 25-a, b. 
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  (a) 
 
  (b) 
Figure 25: Filtering point correspondences using motion tracking (a) before (b) after. 
   
From Fig. 25 (a)-(b) one can see how the correspondence flow direction or the tracked 
paths can be utilized in removing erroneous features from the sequence of images. This 
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method can be used in removing both stationary and moving features tracked on two 
consecutive images. Once the erroneous feature correspondences are taken off, the 
features that are tracked in more than five images are identified and subsequently used as 
input to the motion estimation algorithm to obtain the vehicle’s rotation and translation 
between each of the frames. 
 
Since, RTE ×= once the matrix E is estimated it can be utilized to recover translations 
and rotations. The translations (T) and rotations (R) can be given as, 
 
 ( ) ETERTT
ccT
T*
21
×−=•
×=
 (4-12) 
Where, ii rTc ×= (for i=1, 2, 3) and the column vectors of R matrix are given as r. Also 
E* is the matrix of cofactors of matrix E. In this work, in order to estimate the rotation 
and translation from given correspondence, the specific algorithm outlined in (Faugeras 
1996) was used. 
 
4.5 Estimating Motion from Line Correspondences 
From the edges located from an image using the edge detection algorithm one can 
estimate the pose of the camera. Since the line correspondences between the images are 
used in establishing motion parameters of the camera the problem at hand would become 
more difficult than the motion estimation using the point correspondences. This could be 
attributed to the difficulty in constraining the rigid displacement between two consecutive 
images that have captured the same 3D line segment. In other words, the same 3D line 
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can be detected on the two consecutive images. However, mere observation of the line 
segments will not constrain the relative movement of the camera between two image 
positions. Therefore, the estimation process becomes much more rigorous. 
 
In order to estimate the pose of the camera using line correspondences one has to 
constrain the rigid motion of the camera so that it is possible to obtain an algebraic 
relationship for the motion. This can be achieved by considering the fact that the 
intersection of three planes is a line. In physical terms, this says that if one could find a 
3D line, P, which can be found on three consecutive images then the three planes made 
by each image’s camera center, Ci where i=1, 2 and 3, and the 3D line, P, intersect on one 
straight line which in this case is the 3D line P. This is shown schematically in Fig. 26. 
 
Figure 26: Rigidity constrain for the motion estimation using line correspondences. 
 
Where, P denotes the 3D line and P/, P// and P/// represent the projections of the 3D line 
onto the respective image planes. C1, C2 and C3 are the three camera coordinate centers at 
each image locations respectively. If the three normal vectors to each of the planes given 
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by C1P/, C2P// and C3P/// are given as n/, n// and n/// the three vectors, with respect to the 
coordinate system at the first camera frame (P/, P// and P///) can be expressed as; 
 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
0
n'
P'  (4-13) 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= n'RT
n'R
'P'
1
T
1
1  (4-14) 
 ⎟⎟⎠
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12
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Once these vectors are obtained one can setup a 4x3 matrix [P/, P//, P///] which can be 
used to solve for the rotations (R) and translations (T) using the aforementioned rigidity 
constrain (Eqn(4-16)). The rotations can be found by minimizing the function, 
 ( )( )∑
=
×
N
1i
i12i1
T
i '''nRR''nRn'  (4-16) 
Where, N is the number of correspondences detected between the three images. Once the 
two rotations are obtained the translations can be estimated by minimizing Eqn.(4-17); 
 ( )∑
=
×+−×
N
1i
2
i12i12
T
211i12ii1
T
1 ''nRR'n''n'RR)TR(T'''nRR'n''nRT  (4-17) 
 
The solution for the rotations and translations between the images 1, 2 and 3 can be 
estimated using the Eqn. (4-13) - (4-17). In this work the pose from line correspondences 
are estimated using the algorithm presented in (Taylor et al., 1996). Appendix A provides 
the details of this algorithm.  
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CHAPTER 5 – KALMAN FILTERING 
 
5.1 Introduction 
The inherent error growth problem of IMU has to be overcome in land navigation 
vehicles to obtain a meaningful and reliable navigation solution. In order to minimize the 
increasing error in IMU measurements the IMU readings have to be updated by an 
alternative measurement at regular intervals. Since every measurement instrument has 
errors involved in its measurements, such as bias errors, random measurement errors etc., 
and have different measurement sensitivities, care must be taken before a measurement 
from another sensor is utilized in updating a sensitive instrument like IMU. Therefore, to 
overcome this problem one needs to utilize a fusion technique that would reduce the error 
involved in both the measurement systems in a statistically optimized manner.  
 
Although there are varieties of statistical filtering techniques, in this work the authors 
selected the widely applied filtering technique of Kalman filtering. A Kalman filter is a 
minimum variance estimator designed for linear systems. Therefore, for linear systems 
Kalman filtering provides the statistically optimized solution. One key reason to select 
Kalman filtering for fusion of vision sensor data with IMU data was due to its proven 
accuracy in similar data fusion applications and its wide applicability in the fusion field. 
In addition, the system equations derived for IMU error dynamics takes a linear form 
with respect to error terms which motivates the use of the Kalman filtering technique in 
 
90
the aforementioned problem. All the processes involved in the IMU/Vision fusion 
considered in this work is illustrated in Fig. 27. 
 
Figure 27: Illustration of processes involved in the fusion algorithm. 
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Here (Fig. 27) the position and velocity obtained from the vision algorithm is fused with 
the position and orientation measured from the IMU. In other words, the inputs to the 
Kalman filter are position and orientations obtained from two different sensor systems. 
Therefore, this filter has a close resemblance to the decentralized Kalman filter described 
in (Wei 1990) if merely the format of the input is considered. This form of fusion, using a 
decentralized filter, is further supported by the local filter designed for the vision sensor 
system. The local vision filter, or the vision only Kalman filter, plays a prominent role in 
the overall fusion process due to the high measurement noise in the vision system as 
illustrated in Fig. 28. In Fig. 28 the translations obtained from the IMU/GPS system are 
compared with those obtained from the vision system are compared. The high variability 
in the vision system corresponds to the high noise associated with the vision estimation. 
 
 
Figure 28: Variability of vision translations due to high noise. 
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Therefore, the fusion algorithm used in fusing the IMU and the vision systems can be 
illustrated in Fig. 29; 
 
Figure 29: The final fusion architecture of the IMU/Vision system. 
 
In the following subsections a general description of the standard Kalman filter is given 
followed by illustrations of both the vision only Kalman filter and the master Kalman 
filter designed in this work. 
 
5.2 Standard Kalman Filter Equations 
The standard Kalman filter (Kalman 1960) was developed for linear dynamic systems 
which would give the existing statistically optimized solution available for that system. 
Due to the versatility of the Kalman filter in almost all the scientific research areas it is 
used in non-linear systems as well. Kalman filters have been developed to facilitate 
prediction, filtering and smoothening. However, in this work Kalman filter will be 
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predominantly used as a filter and a smoother. The typical Kalman filter equations 
(Grewal 2001, Jazwinski 1970) can be given as, 
 
Updating: 
 )( −− −+= kkkkkk xHyKxx  (5-1) 
 1)( −−− −= kTkkkTkkk RHPHHPK  (5-2) 
 −−= kkkk PHKIP )(  (5-3) 
Prediction: 
 kkk xx φ=− + )1(  (5-4) 
 k
T
kkkk QPP +=−+ φφ)1(  (5-5) 
For the state equations, 
                                            (5-6)       
                                                   (5-7) 
 
where, xk is the state matrix, yk is the measurement at kth time step, Pk is the error 
covariance matrix at kth time step, Kk is the Kalman gain at time k, Rk and Qk is the 
variances associated to measurement and process noises respectively and subscript (-) 
denotes the priori estimate. kφ  is the state transition matrix while Hk is the measurement 
sensitivity matrix. 
 
                                                                        (5-8) 
kkkk
kkkk
vyHy
uxx
+=
+= −1φ
( )( )kRNkv k
QNku
,0~
,0~
 
94
For the proposed model kH  and kφ  could be non-linear. Therefore, one has to linearize 
them at the given time. 
 
5.3 Design of Vision Only Kalman (Local) Filter 
The pose estimated from the vision sensor system is corrupted due to the various noise 
types present in the pose estimation algorithm. Thus, it is important to minimize this 
noise and optimize the estimated pose from the vision system. The vision sensor 
predictions can be optimized using a local Kalman filter. Kalman filters have been 
developed to facilitate prediction, filtering and smoothening. In this context it is only 
used for smoothen out the rotations and translations predicted by the vision algorithm. A 
brief description of this local Kalman filter designed for the vision system is outlined in 
this section and a more thorough description can be found in (Grewal 2001, Jazwinski 
1970).  
 
The states relevant to this work consist of translations, rates of translations and 
orientations. Due to the relative ease of formulating differential equations, associated 
linearity and the ability to avoid ‘Gimble-lock’, the orientations are expressed in 
quaternions. Thus, the state vector can be given as; 
 
[ ]Tkkkk qTTX ,, &=  (5-9) 
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Where, Tk is the translation, qk is the orientation given in quaternions and kT&  is the rate of 
translation, at time k. Then the updating differential equations for translations and 
quaternions can be given as; 
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qq
dtTTT
k
k
A⎟⎠
⎞⎜⎝
⎛=
+=
+
+ ∫+
2
1
1
1
1
&
&
 (5-10) 
 
Where, A is given in Eqn (2-18). Then the state transition matrix can be obtained as; 
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Where, I and 0 are the identity and null matrices of the shown dimensions respectively 
and tδ represents the time difference between two consecutive images. The 
measurements in the Kalman formulation can be considered as the translations and 
rotations estimated by the vision algorithm. Therefore, the measurement vector can be 
expressed as, 
 
[ ]Tkkk qTY ,=   (5-12) 
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Hence, the measurement transition matrix will take the form; 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
443333
443333
xxx
xxx
k I00
00I
H   (5-13) 
 
Once the necessary matrices are setup using Eqns (5-9)-(5-13) and the initial state vector 
and the initial covariance matrix are obtained, the vision outputs can be smoothed using 
the Kalman filter equations. The Initial conditions can be defined conveniently based on 
the IMU output at the starting location of the test section. 
 
5.4 Design of Master Kalman Filter 
The Kalman filter designed to fuse the IMU readings and vision measurements 
continuously evaluates the error between the two sensor systems and statistically 
optimizes it. A decentralized Kalman filter architecture (Wei 1990, Allerton 2004, 
Allerton 2005) is used in this work to fuse the two sensor systems. Since the main aim of 
the integration of the two systems is to correct the high frequency IMU readings for their 
error growth, the vision system is used as the updated or precision measurement. Hence, 
the IMU system is the process of the Kalman filter algorithm. Since the two sensor 
systems have two different data gathering frequencies, multi-rate fusion approach 
(Armesto 2004) has been used in fusing the IMU and the vision systems. On the other 
hand, the function of the Vision Only Kalman filter is to remove the significantly high 
noise associated with the vision reading because of the relatively high accuracy of 
measurements demanded by the fusion algorithm. The system architecture of this master 
Kalman filter is shown in Fig. 30. 
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Figure 30:  Illustration of master Kalman filter. 
 
The typical inputs to update the master Kalman filter consists of positions (in the e-
frame) and the orientations of the b-frame and the c-frame with respect to the n-frame. 
Since the vision system provides rotations and translations between the camera frames, 
one needs the position and orientation of the first camera location. These can be 
conveniently considered as respectively the IMU position in the e-frame, and the 
orientation between the b-frame and the n-frame. The orientation update of the camera 
between two consecutive images (at tk-1 and tk) with respect to the n-frame can be given 
as; 
 ( ) ( ) ( )kkncknc tRtVCtVC 1−=  (5-14) 
 
Where, ( )knc tVC is the transformation matrix between the camera orientation with respect 
to the n-frame at tk and R(tk) is the rotation estimated by the Eight Point algorithm at tk 
(Faugeras 1996). The IMU used in the test vehicle is a navigational grade IMU which 
was assumed to be calibrated and aligned quite accurately. Therefore, the main error that 
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could occur in the IMU measurements is due to biases of gyroscopes and accelerometers. 
A more detailed explanation of inertial system errors can be found in (Grewal 2001 b). In 
this work only bias errors were considered in error compensation for the IMU. For 
gyroscopes and accelerometers, the manufacturer specified bias terms were used in 
correcting the IMU measurements. These bias terms were considered to be propagating in 
time as; 
 )()()( 1 kkiki twtbtb +=+  (5-15) 
 
Where, bi(tk) denotes the bias of the ith sensor (i = accelerometer or gyroscope) at time tk  
and w(tk) is a random number. The processing system of the Kalman filter consists of the 
error terms obtained by perturbation analysis described in Chapter 2. Since these errors 
are linear, the standard Kalman filter equations can be utilized without any linearization. 
There are sixteen (16) system states used for the Kalman filter employed in the 
IMU/vision integration. These are; (i) three states for the position, (ii) three states for the 
velocity, (iii) four states for the orientation, which are given in quaternions and (iv) six 
states for accelerometer and gyroscope biases. Therefore, the entire state vector for the 
system (in quaternions) takes the following form; 
 
 Tgzgygxazayax
zyxwdenk
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qqqqvvvhX
]
[ Kδδδδδλδφ=
 (5-16) 
Where, δ denotes the estimated error in the state and vN, vE, vD are respectively the 
velocity components along the n-frame directions whileφ , λ  and h are the latitude, the 
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longitude and the altitude respectively. The error in the orientation is converted to the 
quaternion form and its elements are represented as qi where i= w, x, y, z. And the bias 
terms in both accelerometers and gyroscopes, i.e. i=a, b, along three directions, j=x, y 
and z, are given as bij. The system equations in the form of Eqns (5-6) and (5-7) are used 
in the Kalman filter process since the measurements from both the IMU and the vision 
system are discrete.  
 
The state transition matrix for this problem would be a 16x16 matrix with the terms 
obtained from the navigation equations given in Eqns. (2-32)-(2-34). The measurements 
equation is obtained similarly by considering the measurement residual. 
 
 [ ]T)Ψ(Ψ)P(Py imuVisimuVisk −−=  (5-17) 
 
Where, Pi and iΨ  represent the position vector (3x1) given in geodetic coordinates and 
the orientation quaternion (4x1) respectively measured using the ith sensor system with i 
= vision or IMU. Then the measurement sensitivity matrix would take the form; 
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The last critical step in the design of Kalman filter is to evaluate the process (Rk) and 
measurement (Qk) variances of the system. These parameters are quite important in that 
these define the reliability of the Kalman filter on the system and the measurements 
(Jazwinski 1970). The optimum values for these parameters must be estimated based on 
the accuracy of the navigation solution or otherwise a noisy input will dominate the filter 
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output making it erroneous. In this work, to estimate Rk and Qk, the authors used a 
separate data set; one of the three trial runs on the same section that was not used in the 
subsequent computations. The same Kalman filter was used as a smoother for this 
purpose. This was important specifically for the vision measurements since it involves 
more noise in its measurements. 
 
When setting up the differential equations to obtain the navigation solution from the 
Kalman filter, especially the orientation, quaternions are used in order to avoid 
undesirable ‘Gimble-lock’ phenomenon associated with the use of Euler angles. In 
addition, when quaternions are used those can be used to interpolate and obtain any 
desired orientation in between the known orientations. 
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CHAPTER 6 – MATHEMATICAL FORMULATIONS FOR SYSTEM 
CALIBRATION 
 
6.1 Introduction  
This chapter is devoted to formulate two main mathematical relationships that will be 
used in both calibration and fusion algorithms. The importance of these two mathematical 
formulations is quite evident as the estimations from both the IMU and the vision system 
need further processing in transforming the measured sensor data into relevant 
information. In addition these transformations are needed for the calibration and fusion 
algorithms. The two transformations explained are; 
 
1) Determine the unique mathematical transformation between the inertial and vision 
sensor measurements. 
2) Determination of position residual from the two sensor systems 
 
6.2 Determination of the Unique Mathematical Transformation between the Inertial 
and Vision Sensor Measurements 
 
Fig. 31 illustrates the procedure to determine the final transformation between the inertial 
and vision sensors. The details of obtaining the transformation are described below. 
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Figure 31: Steps involved in estimating the transformation between the two sensor systems. 
 
The calibration process involves estimating the pose of the systems, inertial and vision, at 
designated locations. These locations can be marked on the pavement (Fig. 32) by special 
reflective tapes placed at known distance intervals. The FDOT survey vehicle is equipped 
with a triggering system that is activated to record an event on all the measurement 
systems when the latter encounters these tapes. Therefore, the pose measured by the IMU 
at the exact tape location can be captured. Also, since the markings are identified on the 
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pavement, it is possible to evaluate the pose from a manual survey at these locations 
which would be helpful in the verification of the accuracy of the transformation. 
 
 
Figure 32: Measurement points marked on the pavement by reflective tapes. 
 
However, capture of images cannot be triggered by the above events (reflective tapes) 
and hence invariably there will be a time offset between the event positions and the 
image recording positions as illustrated in Fig. 33. This problem can be addressed by 
interpolating the pose estimation obtained by the images. Since it is more accurate to 
interpolate pose estimations in the quaternion space (Shoemake 1985), spherical linear 
interpolation (SLERP) is used to predict the pose of the marked locations with respect to 
the camera. This is possible since the images also depict the location of tapes even though 
the camera cannot be triggered by them. The quaternion at any intermediate point can be 
expressed by the following (SLERP equation) as; 
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Figure 33: Illustration of the coincidence of IMU and survey measurement points and the offset of 
image measurements. 
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Where, 1q and 2q  are the known quaternions at the extremes,θ is the angle between the 
two quaternions and t is any scalar parameter such as time that relates the extremes and 
intermediate points. 
 
6.2.1 Determination of the Vision-Inertial Transformation 
The unique transformation between the two sensor coordinate frames can be determined 
using a simple optimization technique. In this work it is assumed that the two frames 
have the same origin but different orientations. First, the orientation of the vehicle at a 
given position measured with respect to the inertial and vision systems is estimated. Then 
an initial transformation can be obtained from these measurements. At the subsequent 
measurement locations, this transformation is optimized by minimizing the total error 
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between the transformed vision data and the measured inertial data. The optimization 
produces the unique transformation between the two sensors. 
 
In extending the calibration procedures reported in (Horn 1987, Alves 2003, Lang 2005), 
modifications must be made to the calibration equations in (Horn 1987, Lang 2005) to 
incorporate the orientation measurements, i.e. roll, pitch, and yaw, instead of 3D position 
coordinates. The transformations between each pair of the right-handed coordinate 
frames considered are illustrated in Fig. 34. In addition, the time-dependent 
transformations of each system relating the first and second time steps are also illustrated 
in Fig. 34. It is shown below how the orientation transformation between the inertial and 
vision sensors (Rvi) can be determined by using measurements which can easily be 
obtained at an outdoor setting. 
 
In Fig. 34 OG, OI, and OV denote origins of global, inertial, and vision coordinate frames 
respectively. xk, yk, and zk define the corresponding right handed 3D-axis system with k 
representing the respective coordinate frames (i-inertial, v-vision, and g-global). 
Furthermore, the transformations from the global frame to the inertial frame, global frame 
to the vision frame and inertial frame to the vision frame are defined respectively as Rig, 
Rvg, and Rvi. 
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Figure 34: Three coordinate systems associated with the alignment procedure and the respective 
transformations. 
 
If Pg denotes the position vector measured in the global coordinate frame, the following 
equations can be written considering the respective transformations between the global 
frame and both the inertial and the vision frames. 
 i(t1)ig(t1)g(t1) PRP =              (6-2) 
 v(t1)vg(t1)g(t1) PRP =     (6-3) 
And considering the transformation between the inertial (OI) and vision systems (OV); 
 v(t1)vii(t1) PRP =   (6-4) 
Substituting Eqn (7-2) and Eqn (7-3) into Eqn (7-4), the required transformation can be 
obtained as; 
 vg(t1)
1
ig(t1)vi RRR
−=   (6-5) 
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Although the transformations between global-inertial and global-vision are time variant, 
the transformation between the inertial system and the vision system (Rvi) is time 
invariant due to the fact that the vision and inertial systems are rigidly fixed to the 
vehicle. Once the pose estimates for IMU and vision are obtained, the corresponding 
rotation matrices (in the Euler form) can be formulated considering the rotation sequence 
of ‘zyx’. Thus, Eqn (6-5) provides a simple method of determining the required 
transformation Rvi. Then the Euler angles obtained from this step can be used in the 
optimization algorithm as initial angle estimates. These estimates can then be optimized 
as illustrated in the ensuing section to obtain more accurate orientations between x, y, and 
z axes of the two sensor coordinate frames. 
 
6.2.2 Optimization of the Vision-Inertial Transformation 
Ifα , β , and γ  are the respective orientation differences between the axes of the inertial 
sensor frame and the vision sensor frame, then the transformation Rvi can be explicitly 
represented in the Euler form by γ)β,,(vi αR . Using Eqn (6-5) the rotation matrix for the 
inertial system at anytime t′  can be expressed as; 
 
 )γβ,,(-1vi)tvg(
*
)tig(
αRRR ′=′   (6-6) 
)tvg( ′R can be determined from a sequence of images obtained using the algorithm 
provided in (Taylor 1995, Faugeras 1996) and *R
)tig( ′ can be estimated using Eqn (6-6) for 
any given set )γβ,,(α . On the other hand, one can determine )tig( ′R directly from the IMU 
measurements. Then a non-linear error function (e) can be formulated in the form; 
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 2pqpq)tig(
2
pq ])()[()γβ,,( )tig(
*RR ′−= ′αe  (6-7) 
Where p (=1, 2, 3) and q (=1, 2, 3) are the row and column indices of the Rig matrix 
respectively. Therefore, the sum of errors can be obtained as; 
 ∑∑=
p q
2
pq )γβ,,(αeE   (6-8) 
Finally, the optimumα , β , and γ  can be estimated by minimizing Eqn (6-8); 
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min RRE  (6-9) 
Minimization can be achieved by gradient descent Eqn (6-10) as follows; 
 )( 1-i1-ii xxx E ′−= λ   (6-10) 
 
Where, xi and xi-1 are two consecutive set of orientations respectively while λ is the step 
length and )( 1-ixE ′ is the first derivative of E evaluated at xi-1; 
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Once the set of angles )γβ,,(α corresponding to the minimum E in Eqn (6-8) is obtained, 
for time step t′ , the above procedure can be repeated for a number of time steps t ′′ , t ′′′  
etc. When it is verified that the set )γβ,,(α  is invariant with time it can be used in 
building the unique transformation (Rvi) matrix between the two sensor systems.  
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6.2.3 Verification with the Survey Measurements 
Once the unique transformation between the two sensor systems is derived, it can be 
verified by comparing the predicted vehicle rotation maneuvers with those measured 
from a manual survey. Orientation of a series of survey locations along the roadway can 
be estimated with respect to the first survey point. Since the orientations are measured 
with respect to the first point, a separate formulation is needed to estimate the 
transformation between the survey-inertial systems. This also can be done based on Fig. 
34 by replacing the global frame with the survey frame. 
 
If the transformation between two time steps in any of the frames (Fig. 34) is given as 
t2)j(t1−R (j=i-inertial, j=v-vision, and j=s-survey), then the position vector at the second 
step can be obtained as; 
 
  s(t2)t2)s(t1s(t1) PRP −=   (6-12) 
 
The transformations in the vision and inertial frames between the first and second time 
steps can be also expressed in a similar fashion as: 
 
   i(t2)t2)i(t1i(t1) PRP −=   (6-13) 
By using Eqn. (6-5); 
 i(t2)is(t2)s(t2) PRP =   (6-14) 
Eqns (6-2), (6-12) and (6-14) can be combined to eliminate Pi(t1), Pi(t2), Ps(t1), and Ps(t2) to 
obtain the survey-inertial frame for the second time step as: 
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 t2)i(t1is(t1)
1
t2)s(t1is(t2) −
−
−= RRRR     (6-15) 
Similarly, the vision-survey transformation can be deduced as; 
 
 )γβ,,(-1vit2)-v(t1t2)i(t1is(t1)
1
t2)s(t1vs(t2) αRRRRRR −− −=      (6-16) 
 
Where, Rvs(t2) is the vision measurement transformed onto the survey frame at the time 
step t2. While Ri(t1-t2) and Rv(t1-t2) can be obtained from vehicle kinematics, Rs(t1-t2) can be 
established based on surveying. Since the vision measurements can be transformed to the 
inertial frame using Eqn (6-5) and then to the survey frame by using Eqn (6-16), they can 
be compared with survey measurements to determine the accuracy of the estimated 
transformation. 
 
6.3 Determination of Position Residual from the Two Sensor Systems 
Although one can obtain translations between the camera positions from a sequence of 
images collected using the vision sensor, the translations estimations are scaled in the z 
direction of the c-frame (Fig. 12b). In other words, due to the perspective projection of 
the 3D points onto the image plane, the total recovery of the depth is not allowed. 
Therefore, the translations derived from the vision algorithm are indeed the normalized 
translations or unit vectors providing only the directional information and not the actual 
magnitude.  
 
 One of the inputs (measurements) to the Kalman filter that executes the fusion between 
the IMU and vision information is the position residual estimated by those two sensors. 
Of these, the IMU provides a vector expressing the actual translations while the vision 
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sensor expresses the translation as a unit vector. Thus the fusion of vision and inertial 
measurements requires this vision-based translation to be expressed as a regular vector 
rather than a unit vector. Hence, a special technique had to be devised to obtain the 
position residual. The method followed in this work to estimate the measurement residual 
is explained below.  
 
In this work, the authors first transform both measurements (IMU and vision) onto the e-
frame (Fig. 11). Then, the translations measured by both sensors are projected onto a unit 
sphere (Fig. 35) and the two respective unit vectors and hence the difference between 
them that would produce the measurement residuals can be estimated. Finally, as needed 
by the input to the fusion algorithm, these unit residuals are multiplied by the magnitude 
of the IMU based translation vector. 
 
Figure 35: Illustration of measurement residual estimation. 
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In Fig. 35, PIMU is the position vector between two consecutive camera locations in the e-
frame as estimated by the IMU whereas Uvis and UIMU denote the unit translation vectors 
estimated from the vision system and the IMU respectively, transformed to the e-frame. 
First, the transformation of the vision system measurements from the c-frame (Fig. 12b) 
into the e-frame (Fig.11) can be performed as;  
 
 cbck
n
bk
e
nk
e
Vis TCtCtCtU )()()( =  (6-17) 
 
Where, bcC is the transformation between the c-frame and the b-frame, which can be 
obtained using the vision system calibration procedure outlined in Chapter 5 and nbC can 
be estimated by Eqns (2-17) – (2-19). The superscript e indicates that the quantities are 
expressed in the e-frame. Transformation between the n-frame and the e-frame can be 
obtained by considering the instantaneous latitude and the longitude. It can be deduced 
that, 
 ))(2())(( 23 kk
e
n tRtRC φπλ +−=  (6-18) 
 
Where, Ri represents the Euler rotation about the ith axis (i =2, 3). The first camera 
location can be established as the corresponding IMU position in the e-frame. Then the 
position at any other time is estimated using Eqn (6-17). Similarly, the IMU translations 
can be transformed into the e-frame by; 
 
 bIMUk
n
bk
e
nk
e
IMU TtCtCtP )()()( =   (6-19) 
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Where the term bIMUT is the translation estimated by the IMU measurements between two 
consecutive camera locations. The IMU position vector obtained from Eqn (6-19) is then 
normalized and the unit vector, )( k
e
IMU tU , associated with the IMU is determined (Fig. 
35). Once the two unit vectors are estimated the measurement residual, an input to the 
fusion filter, is obtained by; 
 
 ))()(()( k
e
IMUk
e
Visk
e
Vis
e tUtUtPdT −=   (6-20) 
 
Where, | )( k
e
Vis tP | is the magnitude estimated from the IMU measurement and dT
e is the 
required translations residual in the e-frame. 
 
114
 
 
 
CHAPTER 7 – EXPERIMENTAL SETUP AND RESULTS 
 
7.1 Experimental Setup 
The data for the fusion process was collected on a test section on Eastbound State Road 
26 in Florida. The total test section was divided into three separate segments; one short 
run and two other relatively longer runs. On the short segment, data from three measuring 
frames, i.e. survey, vision, and inertial, were collected. The two longer sections were 
selected in such a way that they would include the typical geometric conditions 
encountered on a roadway, such as straight sections, horizontal curves and vertical 
curves. Data collected at the two longer runs (1) Straight and (2) Horizontal curve on the 
State Road 26 was used for the validation purpose. A typical road section used for data 
collection can be illustrated in Fig. 17. Since the manual survey is relatively expensive 
and time and labor intensive, it was not performed in the longer segments. The longer 
segments were demarcated so that there would be an adequate number of sample points 
in each of them. 
 
7.2 Experimental Verification of Highway Geometric Data 
7.2.1 Cross Slope Data 
Two experimental data sets obtained by the FDOT highway evaluation vehicle on two 
separate test locations were used to verify the algorithms used in the INS/DGPS system. 
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The first data set was obtained during a test run on Interstate-10 in Florida where cross-
slope data measured by a manual survey ware also available. The second data set 
obtained on a reverse curve along the NE 8th Avenue in Gainesville, Florida contained the 
entire raw roadway geometric data obtained using a PC card. Fig. 36 illustrates the 
parabolic fit obtained for a section within the former test section. Tables 4 and 5 compare 
the results obtained in two consecutive runs using the three different methods, (1) slope 
obtained from the manufacturer’s (ICC) software (2) slope obtained by the manual survey 
(3) slopes obtained by LSA fits, both linear and parabolic, for the same section. 
 
Figure 36: Parabolic fit for a point along the test section, 50 ft away from the starting point of the 
test section. 
 
Table 4: Comparison of cross-slopes for first run on I-10. 
ICC  Survey  Linear Parabolic 
Error (%) Correlation 
coefficient 
Distance 
(ft.) slope (%) 
slope 
(%) slope (%)  slope (%) 
ICC Linear 
fit 
Para. fit Linear Para. 
50 1.123 2.46 2.300 2.273 54.35 6.50 7.60 0.9805 1 
200 0.676 1.44 2.010 1.996 53.06 39.60 38.61 0.9914 0.9969 
800 -0.996 -1.84 -1.774 -1.792 45.87 3.57 2.61 0.9891 0.9985 
 
116
Table 5: Comparison of cross-slopes for second run on I-10. 
ICC  Linear Parabolic Error (%) Correlation coefficient 
Distance 
(ft.) slope (%) slope (%)  slope (%) 
ICC Linear 
fit 
Para. fit 
Linear fit Para. Fit 
50 1.248 2.362 2.337 49.27 3.98 5.00 0.9847 0.9997 
200 0.450 1.049 1.034 68.75 27.15 28.19 0.9641 0.9884 
800 -1.006 -1.531 -1.550 45.33 16.80 15.76 0.9859 0.9999 
 
Results in Table 4 and 5 show reasonable repeatability except at the location of 200ft 
from the start. In both Tables 4 and 5 the International Cybernetics Cooperation (ICC) 
slope is obtained from the manufacturer’s software using Eqn (3-9). The third column of 
Table 4 provides the slope determined from the manual survey while the fourth and the 
fifth columns contain the slopes obtained by the linear and parabolic LSA fits, using Eqns 
(3-11) and (3-12). It is seen that the LSA parabolic fit approximates the roadway cross-
slopes much more accurately than any other method. The significant differences observed 
between the surveyed cross-slope values and all of the fitting methods at a distance of 
200 ft from the starting location can possibly be attributed to the inaccurate identification 
of the manually surveyed location. This hypothesis is further supported by the 
unsatisfactory repeatability of IMU measurements at this location observed in Table 4 
and 5. 
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7.2.2 Radius of Curvature Data 
Data obtained from the test section on a reverse curve at NE 8th Avenue in Gainesville, 
Florida was used to test the algorithms for determining the radius of curvature.  
Application of the geometric method of determining the radius 
Fig.37(a) provides the variation of radius with time based on the algorithm in Eqn (3-12),  
 
(a) 
 
(b) 
Figure 37: Radius calculated by the geometric method for a data acquisition frequency of 200 Hz (a) 
without averaging, (b) with averaging. 
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Figure 38 shows the variation of the radius with time calculated based on vθ, the velocity 
in the longitudinal direction andγ& , the first derivative of platform heading with respect to 
time (Eqn (3-9b)) determined using Eqn (3-13). 
 
Figure 38: Variation of radius with time evaluated from Eqn (3-12) (frequency 200 Hz). 
 
 
In Figure 38 a cut-off value of 2000 meters is imposed on the radius to overcome the 
issues of undulations of large radii of curvature on the tangent sections. In comparing Fig. 
38 with Fig 37 (a) and (b), it is seen that the former plots the radius with less variability. 
Furthermore, both the tangent sections as well as the curved sections show less oscillation 
and are easily distinguishable.  
Application of the kinematic method of determining the radius 
Fig.39 shows a typical plot of predicted body acceleration in the lateral (Y) direction (aby) 
which also exhibits significant undulations especially within both tangents and the 
curves. In order to separate the tangents from the curves, upper and lower bounds of (μ ±  
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3σ) were used. μ and σ are the mean and the standard deviation of the lateral acceleration 
data obtained from the tangent sections.  
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Figure 39: Plot of body acceleration in the lateral (Y) direction with time for the total section. 
 
The acceleration values of the tangent section in Fig. 39 consistently lie within the upper 
and lower bounds defined for the tangent section. It is seen that this pattern changes once 
the vehicle enters a curve where the lateral acceleration component remains deviated 
from these bounds. By applying the above technique to the lateral acceleration record, it 
is possible to demarcate curved sections from tangent sections. Figure 40 shows radii of 
curvature computed after separating two curves from the linear sections using Eqn (3-12). 
From Figure 40 one can also clearly see the change in radius within the transition curves 
and constant radii in the circular sections. 
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Figure 40: Curved sections separated from the tangent sections, using upper and lower bounds. 
 
 
Figure 41: Comparison of radii values calculated by (1) using kinematic method, (2) using geometric 
method, (3) using modified kinematic method. 
 
Finally, in Fig.41 the radii values estimated by the three different approaches are 
compared, (1) the kinematic method using Eqn (3-8), (2) the geometric method using Eqn 
(3-12) and (3) modified kinematic method using Eqn (3-12). It is clear that the radii 
values match well within the parts of the curve which are circular but deviate in the 
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transition sections. The results emphasize the fact that the most accurate and stable 
solution for the transition sections are provided by the modified kinematic method. 
 
Table 6:  Comparison of radius values obtained for the two curves. 
 Manual 
method 
(m) 
Compass 
method (m) 
Geometric 
Method (m) 
Kinematic 
method (m) 
Modified 
kinematic 
method (m) 
Curve 1 108.63 109.30 102.73 113.83 112.50 
Curve 2 152.82 151.17 143.08 162.45 157.28 
 
Radii computations from all of the methods are tabulated in Table 6. From Table 6 one 
can also see that the two curve segments of the reverse curve in Fig. 41 have different 
radii values. Figure 42 shows the radius of curvature calculated for curve 1 and curve 2 
by using the compass method described in Section IV. The angular difference at two 
consecutive points is obtained from the platform heading and the distance between two 
points was estimated by using Eqn. (3-11). Once the angular difference and the distance 
between two points are available the radius is calculated using Eqn (3-18). 
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Figure 42: Radius values obtained by compass method for two curves. 
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Figure 43:Comparison of radius values obtained from 1) compass method, 2) geometric method, 3) 
kinematic method and 4) modified kinematic method for (a) curve 1 and (b) curve 2 including 
transition curves. 
 
 
(a) 
(b) 
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7.3 Calibration for Intrinsic Properties of the Vision System 
A 2D calibration target (Fig. 44) consisting of a pattern of circular control points was 
used to calibrate the camera for its intrinsic properties discussed in Section V. In order to 
evaluate the above six intrinsic properties an adequate number of circular data points was 
distributed on the target. These circles were setup to have radii values of 1 cm and a 
suitable center to center spacing so that it is possible to use the algorithm in (Heikkila 
2000) directly to determine the intrinsic parameters of the camera. Once the intrinsic 
parameters of the camera are estimated they can be used to depict the distortion that 
occurs in the vision system, by plotting the distorted data against the original data.  
The camera of the FDOT survey vehicle has a field of view of 55o-65o and is mounted on 
the hood of the vehicle, about 7.5 ft above the ground (Fig. 1). Therefore, it is impractical 
to position the target for the camera to capture the target in its entirety. Thus, the images 
were captured in such a way that the target would occupy the maximum practically 
possible area of the image. 
 
 
Figure 44: Calibration target with circular control points. 
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Table 7 summarizes the intrinsic properties for the vision system in the survey vehicle. 
Table 7 also shows that there is in fact significant distortion occurring in the images in 
the radial and tangential forms. Also the pixel coordinates of the principal point, scale 
factor, and focal length in Table I would be useful parameters in the accurate estimation 
of pose from vision.  
Table 7: Intrinsic parameters of the vision system. 
Intrinsic Property Value 
Focal Length (mm) 24.53 
Scale Factor 0.79 
X0 (pixels) 693.23 
Principal 
Point Y0 (pixels) 495.52 
k1 (mm-2) -2.19 x 10-2 
Radial 
Distortion k2 (mm-4)  2.04 x 10-3 
T1 (mm-1)  1.16 x 10-2 
Tangential 
Distortion T2 (mm-1)  2.38 x 10-3 
 
Fig. 45 shows the image of the calibration target shown in Fig. 44 in which the original 
input data points (ud,vd) are darkened while the output from the distortion model 
(Heikkila 2000) (uc,vc) is shown as circles. Fig. 45 clearly depicts the magnitude of the 
distortion in both the radial and tangential directions. Based on Fig. 45 it can be 
concluded that the corrected data points match reasonably well with the corresponding 
locations on the target.  
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Figure 45:  Comparison of original and the distorted data points from the model on the calibration 
target. 
 
7.3.1 Estimating the Transformation between Inertial Sensor and Vision Sensor 
Vision data was collected at all three test segments, one short segment and two relatively 
longer segments, setting the image capturing distance interval to be 5 ft. This corresponds 
to the highest allowable data logging frequency of the system under normal operating 
speeds. Meanwhile, the IMU frequency can be set as high as 200 Hz. Once the images 
are collected, the vision pose from these images can be estimated as discussed in chapter 
5. Pose from the inertial sensor is available in the desired format in the manufacturer’s 
post-processing software, Applanix PosPAC. Due to the different data logging 
frequencies of the two sensor systems and since the reflective tape cannot activate the 
vision system at the desired location, the pose estimated from the vision system is 
interpolated to obtain the pose at the taped locations (Fig. 32) using Eqn (6-11). The 
transformation illustrated in Fig. 34 was used to convert vision data, in terms of roll, pitch 
and yaw, to the inertial frame for comparison with actual inertial data. Since the data 
logging frequency of the inertial sensor is much higher than that of the vision sensor, the 
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data from the inertial sensor was extracted at locations where vision data is available, for 
comparison with the converted vision data.  
 
The inertial and vision data collected on the longer test sections was used for the 
development and validation of the transformation described in Sections VII(2) and (3) 
while data from the short run, i.e. inertial, vision and survey, was used to verify the 
transformation with the ground-truth. 
 
Table 8 summarizes the optimized transformations obtained for the inertial-vision 
system. It shows the initial estimates used in the optimization algorithm (Eqn 6-9) and the 
final optimized estimates obtained from the error minimization process at three separate 
test locations (corresponding to times t′ , t ′′  and t ′′′ ). It is clear from Table 8 that the 
optimization process converges to a unique )γβ,,(α  set irrespective of the initial 
estimates provided. Since the two sensor system is rigidly fixed to the vehicle, the 
inertial-vision transformation must be unique. Therefore, the average of the optimized 
transformations can be considered as the unique transformation that exists between the 
two sensor systems.  
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Table 8: Orientation difference between two sensor systems estimated at four locations. 
 Initial 
Angle 
Optimized 
Angle 
Roll (rad) -0.00401 -0.03304 
Pitch (rad) -0.00713 0.01108 
Po
in
t 1
 (t
' ) 
Yaw (rad) 1.23723 -0.08258 
 
 
 
 
 
7.3.2 Validation of Results 
Once the poses from the inertial and vision systems were obtained as mentioned in 
Chapter 2 and 4, the transformation determined in Chapter 6 was applied to the vision 
data and the transformed vision data was compared with the inertial sensor data. It must 
be noted that this transformed output occurs in its raw format whereas the inertial sensor 
data have already been statistically filtered. Therefore, the inertial data tend to be 
smoother compared to the transformed measurements of the vision pose. To address this 
disparity, a simple moving median filter was used to smoothen out the transformed data 
of the vision pose as well.  
 
The comparison of the transformed vision and inertial data are illustrated in Fig. 46 and 
Fig. 47 for the straight run and horizontal curve respectively. It is clear that the original 
inertial data and the transformed vision measurements have reasonably close agreement. 
The reasons for the observed minor deviation can be attributed to measurement errors, 
Roll (rad) -0.03101 -0.03304 
Pitch (rad) -0.00541 0.01108 
Po
in
t 2
 (t
''  )
 
Yaw (rad) 1.34034 -0.08258 
Roll (rad) -0.01502 -0.03304 
Pitch (rad) -0.00259 0.01108 
Po
in
t 3
 (t
'''  )
 
Yaw (rad) 1.32766 -0.08258 
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noise problems (Alves 2003), various outdoor factors like vibrations and above all, the 
coarseness of the data computational interval which is as large as 5ft. 
 
Figure 46: Comparison of raw inertial data with transformed vision data for (a) roll, (b) pitch, and 
(c) yaw for the straight section (longer run). 
 
Figure 47: Comparison of raw inertial data with transformed vision data for (a) roll, (b) pitch, and 
(c) yaw for the horizontal curve (longer run). 
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7.3.3 Verification with Ground Truth 
Five intermediate points of the shorter segment spaced at 11.5 ft were demarcated and 
taped in such a way that the vehicle would undergo translations in all three directions, 
and rotations about all three axes (roll, pitch, and yaw) between each consecutive 
locations. The manual survey was performed using a total station which could capture all 
the locations from one temporary benchmark. At each taped location, four separate points 
in the cross section of the pavement, edge, center, and two points in between, were 
surveyed. Moreover, at each of these points, total station measurements were repeated in 
order to eliminate any possible errors in the line of collimation. By considering the first 
surveyed point as the reference, horizontal and vertical angles between each pair of 
measurement points were estimated. From these measurements roll, pitch, and yaw of the 
vehicle at all consequent measurement points could be estimated with respect to the first 
point. The above survey measurements were then compared with the transformed vision 
Eqn (6-15) and transformed inertial measurements Eqn (6-14). 
 
Since the optimized transformation between inertial and vision systems is available (Rvi) 
the required transformations from inertial-survey Eqn (6-14) and vision-survey Eqn (6-
15) can be obtained as shown in Chapter 6. Comparisons of these two transformed 
measurements with survey measurement are illustrated in Fig. 48. From Fig. 48 it is clear 
that the survey measurements and the two transformed measurements have a reasonably 
good agreement. The discrepancies can again be attributed primarily to the coarseness of 
data measurement interval, which cannot be lowered below 5 ft due to practical 
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difficulties. This affects the accuracy of determining the vision pose in particular 
(Chapter 4). 
 
Figure 48: Comparison of transformed inertial and transformed vision data with survey data for (a) 
roll, (b) pitch, and (c) yaw on the short section. 
 
7.4 Comparison of the Two Vision pose Measurement Systems 
The SFM algorithm provides two outputs. They are (i) the rotation of the camera 
coordinate frame at the capturing instant of a given image with respect to that of the 
capturing instant of the next image, and (ii) normalized translation of the vehicle between 
the above two instances. It is noted that due to the scale factor associated with the depth 
direction, only the normalized (unit) vector can be provided for translations. The rotation 
angles can be expressed in Euler form enabling them to be compared with IMU rotations. 
The normalized translations cannot be directly compared with the translations derived 
from the IMU since the latter contains both directions and magnitudes. Therefore, in 
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order to compare the IMU translations with those of SFM, the former ones have to be 
normalized. 
 
Figs. 49 (A-B) shows the comparison of orientations obtained from three different 
methods, IMU, manual SFM and auto SFM, plotted on the IMU frame for the two test 
sections. It can be noted from Figs. 49(A-B) that orientations derived from both SFM 
algorithms generally agree with the orientations obtained from IMU system. Moreover, it 
is also clear that the orientations predicted from manually picked correspondences, i.e. 
manual SFM, are closer to the IMU orientations than those predicted from the automated 
SFM algorithm where the correspondences are automatically identified. 
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Figure 49: Comparison of orientations on the (A) straight section, (B) horizontal curve for (a) roll, 
(b) pitch and (c) yaw. 
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In order to reduce the variability associated with the SFM predictions and remove 
possible outliers inherent in the orientation estimation, first a median filter and then a 
moving average filter can be used. The raw orientation data can be processed with a 
median filter first to reduce the effects of the outliers and then the moving average 
filtration is performed on the refined data to reduce the fluctuations. The processed 
orientations data are plotted in Fig. 50 (A-B). 
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Figure 50: Comparison of orientation after moving median and moving average filtering for (A) 
straight section, (B) horizontal curve (a) roll, (b) pitch and (c) yaw. 
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Fig. 51 illustrates the comparison of the normalized translations obtained from the SFM 
algorithm and the IMU system. From Fig. 51 it can be seen that the raw translations 
obtained from the automated SFM have somewhat of a deviation from the IMU 
predictions. However, Fig. 51 also illustrates how the SFM translations processed by the 
Kalman filter algorithm match well with the IMU predictions. 
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Figure 51: Comparison of normalized translations for the straight run before and after Kalman 
filtering (a) x-direction, (b) y-direction and (c) z-direction. 
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Figure 52: Comparison of normalized translations for the horizontal curve before and after Kalman 
filtering (a) x-direction, (b) y-direction and (c) z-direction. 
 
It is clear from Figs. 49-52 that the rotations predicted from manual correspondences 
yield more accurate results than its automatic counterpart. The primary reason for the 
higher accuracy could be attributed to the fact that the manual correspondence algorithm 
uses straight lines in estimating the rotations while in the automatic algorithm discrete 
points are used. It is realized that matching corresponding points in two consecutive 
images is much more tedious than matching corresponding straight lines in images. In 
addition, the manual correspondences identified by a human would be less prone to errors 
compared to the automated correspondences assigned using a computer program. 
 
7.5 Results of the IMU/Vision Integration 
The translations and rotations of the test vehicle were estimated from vision sensors using 
the point correspondences tracked by the KLT tracker on the both sections. In order to 
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estimate the pose from the vision system, the correspondences given in Fig. 20, filtered 
out using the two methods mentioned in Chapter 5, were used. Figures 53 (a)–(c) 
compare the orientations obtained from both the pre-filtered vision system and the 
IMU/GPS system. 
 
Figure 53: Comparison of (a) roll, (b) pitch and (c) yaw of IMU and filtered Vision 
 
Similarly, the normalized translations are also compared in Figures 54 (a)–(c). 
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Figure 54: Comparison of translations (a) x-direction, (b) y-direction and (c) z-direction 
 
It is clear from Figs. 53 and 54 that the orientations and normalized translations obtained 
by both IMU/GPS and filtered vision system match reasonably well. Hence, the authors 
determined that both sets of data are appropriate for a meaningful fusion and upgrade. 
These data were then used in the fusion process to obtain positions shown in Figs.55-a, b;  
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(a) Latitude 
 
(b) Longitude 
Figure 55: Comparison of (a) Latitude and (b) Longitude. 
 
Furthermore, it is also clear from Fig. 55 that the IMU/Vision system estimates are much 
closer to those of the IMU/GPS system than the corresponding estimates of the IMU-only 
system. This is clearly shown in the latitude comparison (Fig 55a) where the IMU-only 
estimate consistently deviates from the IMU/GPS readings whereas the IMU/Vision 
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estimates approaches the latter after the initial deviation. The comparison results are 
summarized in Table 9.  
 
Table 9: Maximum and minimum errors between IMU/GPS, IMU-only and IMU/Vision systems. 
  IMU/GPS IMU/Vis 
IMU/Vision- 
IMU/GPS 
Error  IMU only 
IMU only - 
IMU/GPS 
Error 
Error (%) between 
errors estimated 
in Cols, 4, 6  
Latitude 0.517426 0.5174266 2.824E-07 0.5174269 3.40E-07 20.38 
Longitude -1.442371 -1.4423747 3.354E-06 -1.442375 3.59E-06 7.02 
 
Table 9 summarizes the two errors associated with both the IMU/Vision system and the 
IMU-only system with respect to the IMU/GPS system. It is clear that the IMU-only data 
consistently deviates from the IMU/GPS system due to IMU’s inherent error growth. The 
last column of Table 9 indicates that at the end of the run, the respective latitude and 
longitude estimates of the IMU/Vision system are 20% and 7% closer to the IMU/GPS 
system than the corresponding estimates of IMU-only system.  
The error estimated from the Kalman filter can be given as, 
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(a) Error in Latitude 
 
(b) Error in Longitude 
Figure 56: Error associated with (a) Latitude and (b) Longitude. 
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Figures 55-56 and Table 9 show that the position, i.e. latitude and longitude, estimated by 
the IMU/Vision integration agree quite well with that given by the IMU/DGPS 
integration. These results also clearly show that the IMU/Vision system can certainly 
supplement the IMU measurements without a significant loss of accuracy during a GPS 
outage. Furthermore, the authors have investigated the error estimation of the 
IMU/Vision fusion algorithm in Fig. 56. Figure 56 shows that the Kalman filter used for 
fusion achieves convergence and also that the error involved in the position estimation 
reduces with time. These results are encouraging since it further signifies the potential 
use of the vision system as an alternative to GPS in updating IMU errors. 
 
7.6 Validation of IMU/Vision Orientation Results with Ground Truth 
The survey for this validation can also be performed as previously discussed Section 7.1. 
These survey measurements were then compared with the IMU/Vision system 
orientations transformed into the appropriate frame to be compared with survey readings. 
This transformation can be found in (Randeniya 2006). Figure 57 illustrates the 
comparison between the IMU/DGPS, IMU/Vision and survey orientations for the short 
test section. 
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Figure 57: Comparison of IMU/Vision orientations with survey data. 
 
It is clear from Fig. 57 that the IMU/Vision orientations are relatively closer to the survey 
orientations than those of IMU/DGPS. Since these results are obtained from a single test 
on an actual roadway one must be cautious and employ further experimentation to 
generalize the above conclusion. Table 10 shows the maximum error percentages 
estimated between the IMU/Vision, IMU/GPS systems and the survey. It is clear that 
from the Figure 57 and Table 10 that the orientations match reasonably well. The 
maximum percent errors are quite satisfactory considering the relatively large distance 
interval at which the images are captured. 
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Table 10: Maximum error percentages between the IMU/Vision and IMU/GPS system estimates and 
the actual survey. 
IMU/Vision IMU/GPS 
Rotation  
Survey 
estimate 
(rad) 
Estimate 
(rad) 
Error 
(%) 
Estimate 
(rad) 
Error 
(%) 
Roll 0.0347 0.0296 14.71 0.051 46.97 
Pitch -0.018 -0.023 28.01 -0.030 66.67 
Yaw 0.392 0.332 15.31 0.273 30.36 
 
Finally, Table 10 compares the orientation measurements performed by IMU/Vision and 
IMU/GPS systems with respect to those of the actual survey. It is seen that for this 
particular test run, IMU/Vision system estimates orientations that are closer to survey 
measurements than those measured from the IMU/GPS system. 
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CHAPTER 8 – CONCLUSIONS 
 
The work presented in this work primarily addresses two important issues involved in the 
process of fusing vision and inertial sensors; (1) estimating the intrinsic properties of the 
vision sensor (camera) and determining the optimized transformation between the inertial 
sensor and the vision sensor in an outdoor setting (2) Fusion of the IMU sensor system 
and the vision system was performed in aiding the autonomous navigational tasks as an 
alternative system to IMU/GPS system. Two validations were performed; (1) to compare 
transformed IMU/Vision measurements with IMU/GPS data, (2) to match transformed 
IMU/Vision measurements with global reference data (manual survey). The validation 
results show that the transformed vision measurements match reasonably well in both 
cases.  
 
It was shown in this work that a vision system attached to a vehicle can be used to 
estimate the rotations and translations of that vehicle using a sequence of images. The 
results also showed that the vision data can be used successfully in updating the IMU 
measurements to address the inherent error growth. The fusion of IMU/Vision 
measurements was performed for a sequence of images obtained on an actual roadway 
and compared successfully with the IMU/DGPS readings. The IMU/DGPS readings were 
used as the basis for comparison since the main task of this work was to explore an 
alternative reliable system that can be used successfully in situations where the GPS 
signal is unavailable. Also it was shown in Figs. 53-54 that the noisy vision 
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measurements could be successfully used in the fusion after being processed by a pre-
filter. This resulted in a successful IMU/Vision fusion effort in absolute position 
coordinates as shown in Fig. 55. In addition, convergence of the errors involved in 
Kalman filter within short time (Fig. 56) depicts the promise and effectiveness of the 
fusion algorithm. Furthermore, orientations obtained from the fused system were also 
successfully validated with a manual survey performed at the section. The author is 
confident that the accuracy of the IMU/Vision integrated system can be further improved 
by a closely spaced image sequence. 
 
The author also found that the use of accurate correspondences is essential in executing 
the vision algorithm successfully. It was also seen that significant improvements can be 
made by employing special techniques such as epipolar lines and correspondence motion 
fields to eliminate the errors due to false correspondences. Therefore, the two (vision and 
inertial) sensor system can be used successfully to estimate the orientation of the vehicle 
to a considerable accuracy. However, some discrepancies do occur between the actual 
measurements and the predicted data. These discrepancies can be attributed to the large 
image capturing interval of the MPSV and can yield improved predictions once 
significantly finer intervals are used to collect the sequence of images from the vision 
sensor. It is clearly seen that this multi sensor fusion effort would certainly enhance the 
ITS and other artificial intelligence technologies and more importantly will present a 
more reliable form of navigation in GPS deprived environment. 
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8.1 Future Research 
Due to the successful integration of IMU/Vision system in decentralized architecture, this 
work can be extended in following direction. 
1) Fusing the IMU/Vision system in tightly coupled architecture. 
2) Implementing the fused system in a land vehicle and use in real time 
navigation. 
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Appendix A Structure from Motion Algorithms 
A.1 Motion Estimation from Line Correspondences (Taylor et al., 1995) 
Recovering the three dimensional structure of a scene with the aid of a moving camera is 
useful in estimating the translational and rotational vectors of the vehicle. Taylor et al. 
[19] introduced a methodology to estimate the Structure from Motion (SFM) from a 
scene composed of straight line segments, using the image data obtained by a camera 
attached to the system in motion. Extraction of the translational and rotational 
components from the captured images is achieved by minimizing an objective function in 
the form of; 
 ∑∑
= =
=
m
j
n
i
jiii uqpfErrorO
1 1
, )),,((     (A-1) 
Where, 
 f(pi,qj)  : Function representing the image formation process. 
 p          : Position of the three dimensional line. 
 q          : Position and orientation of the camera. 
 ui,j        : Position and orientation measurement of the projection of feature 
i in image j. 
 Error ( ) : Positive real valued function that measures the difference 
between ui,j and f(pi,qj). 
The Error function in (A-1) can be expressed as; 
 mBAAm )( TTError =    (A-2) 
Where, m= (mx,my,mz) is the surface normal to the image plane and  
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Appendix A (Continued)  
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(x1, y1) and (x2, y2) are the two end points (in terms of pixel coordinates) of any line 
correspondence in the image. 
The minimization process mentioned above is a two stages, hybrid, minimization process 
consisting of global and local minimization components. To start the process, a random 
initial estimate for the camera orientation is selected. Once the initial estimates for the 
camera orientation is available the second stage of the minimization, local minimization, 
process starts. The latter is achieved in four stages.  
If two coordinate frames are considered, i.e. the global coordinate frame denoted by w 
and the vision (camera) coordinate frame denoted by c, the perpendicular distance to any 
vector (v) measured in the camera coordinate frame (dc) can be expressed as; 
 ))v.v(tt(dd wwwc
w
c
wc
w
c +−= R   (A-3) 
Where cwR expresses the rotation between the two frames, 
w
ct  is the translation between 
the two frames measured in the global coordinate frame and dw is the perpendicular 
distance to any vector (vw) from the vision (camera) frame origin measured in the global 
coordinate frame. The surface normal to the image plane can be obtained as; 
 { })( wcwwcwc
ccc
tdvm
dvm
−×=
×=
R
   (A-4) 
From (A-4) it is possible to deduce two constraints in the form of; 
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 0))(.( =− cwwcwTc tdm R     (A-6) 
From the constraint (A-5) it is possible to deduce the generalized optimization function; 
 ∑∑
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1 )( Rm    (A-7) 
Where, mij is the evaluated normal to the plane passing through the camera center and the 
observed edge, Rj is the selected random camera orientation and vi are the projection line 
directions. Therefore, once the random rotations are obtained at the global optimization 
step, (A-7) can be used to obtain the initial projection line directions. This is the first 
stage of the local minimization process. In the second stage the initial values obtained 
from the first stage are further optimized using (A-7). 
In the third stage, the initial estimates for the camera translation and projection line 
positions are obtained. For this task a different objective function is deduced from the 
constraint given by (A-8); 
 2
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2 ))((∑∑
= =
−=
m
j
n
i
iij
T
ij tdC Rm    (A-8) 
Where di are the projection line positions and ti is the camera translation. 
Once the values for Rj, vi, di and ti are obtained, the optimization function given in (A-1) 
is used to derive the optimized solution for both the structure of the scene and the 
position of the camera. 
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Appendix B Multi Purpose Survey Vehicles IMU and Camera Specifications 
B.1 IMU Specifications (Northrop Grumman – LN 200) 
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Appendix B (Continued) 
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Appendix B (Continued) 
B.2 Forward View Camera Specifications (DVC Company) 
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