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SMC法では時間幅を1種類だけ使用するが,MLMC法では図1のようにレベル 0 からレベル L までの L+1
種類の時間幅を用いて推定を行う.各レベルの時間幅飯は腕 =T/2^{l} で与えられる.SMC 法では,推定の際









=\displaystyle \frac{1}{N_{\ell}}\sum_{i=1}^{N_{l}}\hat{P}_{\ell}^{(\mathrm{z})}+\sum_{\ell=1}^{L}\{\frac{1}{N_{\ell}}\sum_{l=1}^{N_{l}}(\hat{P}_{\ell}^{( $\iota$)}-\hat{P}_{\ell-1}^{(l)})\} (1)
と分割して,推定を行う.(1) 式の各レベルのパス数碗本を最適に選ぶことで計算コストを削減できる.要求
する平均二乗誤差 (Mean‐Square‐Error, MSE) を O($\epsilon$^{2}) としたとき,SMC 法では時間幅 h を h=O( $\epsilon$) とし
たときの計算コストは O(Nh^{-1})=O($\epsilon$^{-3}) となるが,MLMC 法では O($\epsilon$^{-2}(\log $\epsilon$)^{2}) に削減できる.計算コス
トの削減を保証しているのが定理2.1である.
定理2.1 (Complexity Theorem) Let P denote a functional of the solution of \{S_{t}\}_{t} , and, let \hat{P}_{\ell}
denote the corresponding level \ell numerical approximation using a numerical discretisation with time
step  h_{\ell}=  $\Gamma \tau$ . If there exists independent estimators \hat{Y}_{\ell} based on N_{\ell} Monte Carlo samples, and positive
constants  $\alpha$\geq \displaystyle \frac{1}{2},  $\beta$, c_{1}, c_{2}, c_{3} , such that
(i) |\mathrm{E}[\hat{P}_{\ell}-P]|\leq c_{1}h_{\ell}^{ $\alpha$},
(ii)
\mathbb{E} [彩] = \left\{\begin{array}{ll}
\mathbb{E}[\hat{P}_{0}] & (\ell=0) ,\\
\mathbb{E}[\hat{P}_{\ell}-\hat{P}_{\ell-1}] & (l>0) ,
\end{array}\right.
(iii) V[\hat{Y}_{\ell}]\leq c_{2}N_{\ell}^{-1}h_{\ell}^{ $\beta$},
(iv) C_{\ell}\leq c_{3}N_{l}h_{\ell}^{-1} , where C_{\ell} is the computational complexity of \hat{Y}_{\ell},
then there exists a positive constant c_{4} such that for any  $\epsilon$< \mathrm{e}^{-1} there are values L and N_{\ell} for which
the multilevel estimator \displaystyle \hat{Y}=\sum_{\ell=0}^{L}\hat{Y}_{\ell} has a mean‐square‐error with bound
MSE \equiv \mathbb{E}[(\hat{Y}-\mathbb{E}[P])^{2}] <$\epsilon$^{2}
with a computational complexity C with bound
 C\leq \left\{\begin{array}{ll}
c_{4}$\epsilon$^{-2} & ( $\beta$>1) ,\\
c_{4}$\epsilon$^{-2}(\log $\epsilon$)^{2} & ( $\beta$=1) ,\\





Stepl レベル L=0 とおく.
Step2初期サンプルパス数 N_{L} を設定し, V_{L} を推定する.
Step3 (2) 式を用いて最適な珊, \ell=0 , . . . , L を定める.
Step4それぞれのレベルで定めたパス数珊本を用いて評価する.
Step5 レベル L が2以上のとき,(3) 式を用いて収束しているか確認する.収束していた場合は値を出す.
Step6 レベルが2未満,または収束しなかった場合,レベルを1上げて Step2にもどる.
 N_{l}= \displaystyle \lceil 2$\epsilon$^{-2}\sqrt{V_{\ell}h_{l}}(\sum_{\ell=0}^{L}\sqrt{V_{\ell}/h_{\ell}})\rceil (2)
|\displaystyle \hat{Y}_{L}-2^{-1}\hat{Y}_{L-1}|<\frac{1}{\sqrt{2}}(2^{2}-1) $\epsilon$ (3)






連続抽出平均 : G(t)=\displaystyle \frac{1}{t}\int_{0}^{t}S(u)du.
離散抽出平均 : G(t)=\displaystyle \frac{1}{m}\sum_{J^{=1}}^{m}S(t_{j}) .
ただし, S(t) は原資産, 0=t_{0}<t_{1} <\cdots< 硫 =t であり,上記の G(t) を含んだ式を用いてアジアンオプ





M(t)=(\displaystyle \max S(u))\vee M(0) .





図2 アジアンオプション: G(t) の挙動
4 価格評価のシミュレーション
図3 ラシアンオプション: M(t) の挙動
経路依存オプションでの価格評価に関して MLMC法は SMC 法よりも分散や計算コストを減少させる
ことが出来るか検証した.また,シミュレーションの条件として次を仮定した.推定アルゴリズムには
Longstaff‐Schwartz Method(LSM) を使用した.
\bullet 原資産  S は幾何ブラウン運動 (Geometric Brownian Motion, GBM) またはジャンプ拡散過程 (Jump
Diffusion Process, \mathrm{J}\mathrm{D}\mathrm{P} ) に従う.また,この原資産 S から離散抽出平均 G(アジアンオプション) や
最大値過程 M(ラシアンオプション) を求める.
\bullet 原資産  S の連続項は幾何 7^{\backslash }\backslash ラウン運動 dS(t)=rS(t)dt+ $\sigma$ S(t)\mathrm{d}\mathrm{W}(t) に従う.
\bullet SMC 法での時間幅の長さは  h=1/2^{7}.
\bullet MLMC法での最小レベルは1, 最大レベルは7.





S(0)=1, r=0.05,  $\sigma$=1, T=1, K=1.5.
\bullet 分散 (図4参照):サンプルパスの本数が少ないとき (1万本,2万本のとき) はSMC 法の分散がMLMC
法の分散と比べて同じく らいの値になったり,(こちらの結果とは別にシミュレーションを行ったとき
に )SMC の分散の方が小さくなったりする場合もあった.しかし,サンプルパスの本数が十分に多いと
き(5万本以上のとき) は,安定してMLMC法の分散の方が SMC 法の分散よりも小さくなった.この
ときのMLMC法の分散の減少率は SMC 法と比較して,およそ80%近く抑えることができた.
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図4 アジアン (GBM)‐分散 図5 アジアン (GBM)‐計算時間
4.2 原資産がジャンプ拡散過程に従う場合のアメリカンアジアンプットオプション
次のインプットを与えて検証した.
 S(0)=1, r=0.05,  $\sigma$=1, T=1, K=1.5, J_{\ovalbox{\tt\small REJECT}}=-S(t)(1-\mathrm{e}^{Y}) (Y_{i}\sim N( $\mu$, 0.3)) .
ジャンプの大きさをそれぞれ変えた3種類のシミュレーションを行った.ジャンプの大きさについては次の通
りである.また,計算時間の結果については図5と類似していたので,割愛する.
・ 図6:  $\mu$=-\log 2 (ジャンプ時に,その時点の原資産価格 S(t) を平均50%減少させる),
\bullet 図7:  $\mu$=-\log 10/9 (ジャンプ時に,その時点の原資産価格 S(t) を平均10%減少させる),
\bullet 図8:  $\mu$=-\log 10 (ジャンプ時に,その時点の原資産価格 S(t) を平均90%減少させる),
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4.3.1 ラシアンプッ ト オプションの場合
インプット : S(0)=m=1, r=0.05,  $\sigma$=1, T=1, K=1.5.
\bullet 分散 (図9参照):サンプルパスの本数に関係なく,SMC 法の方がMLMC法よりも大幅に分散が小さ
くなってしまった.SMC 法とMLMC法を比較したときの分散の減少率は,およそ96 ~98% 近くで
あった.
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図10 ラシアン プット (\mathrm{G}\mathrm{B}\mathrm{M}) ‐計算時間
インプット : S(0)=m=2, r=0.05,  $\sigma$=1, T=1, K=1.5.
・ 分散 (図11参照) :多くの場合でMLMC法の方が分散は小さくなったが,一部サンプルパスの本数が十
分にあっても SMC 法の方が小さくなる場合もあった MLMC法の方が分散が小さいときに SMC と比
較したときの分散の減少率は,サンプルパスの本数が多くなって分散減少率が比較的安定したところで
はおよそ20%近くであった.
\bullet 計算時間 (図12参照) :同じサンプルパスの本数で見ると,こちらは SMC 法の方がMLMC法よりも短
くなってしまった.MLMC法の SMC 法と比較したときの計算時間の増加率は,サンプルパスの本数が
多くなって増加率が安定してきたところではおよそ20 ~35%となった.
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インプット : S(0)=m=1, r=0.05,  $\sigma$=1, T=1, K=1.5,
J_{i}=-S(t)(1-\mathrm{e}^{Y_{i}}) (Y_{i}\sim N (- log2, 0.3)),
\bullet 分散 (図13参照):ジャンプ拡散過程においてもサンプルパスの本数に関係なく,SMC 法の方がMLMC
法よりも大幅に分散が小さくなってしまった.SMC 法とMLMC法を比較したときの分散の減少率は,
およそ96 ~98% であった.
・ 計算時間 (図14参照) : 同じサンプルパスの本数で見るとこちらも SMC 法の方がMLMC法よりも短
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インプット : S(0)=m=2, r=0.05,  $\sigma$=1, T=1, K=1.5,
J_{i}=-S(t)(1-\mathrm{e}^{Y_{t}}) (Y_{i}\sim N (- \log 2,0.3)) .
\bullet 分散 (図15参照) :多くの場合でMLMC法の方が分散は小さくなったが,一部サンプルパスの本数が
十分にあっても僅かに SMC 法の方が小さくなる場合もあった MLMC法の方が分散が小さいときに
SMC 法と比較したときの分散の減少率は,およそ20 ~40% であった.
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\bullet アジアン・オプションでは,サンプルパスの本数が十分に多ければMLMC法は SMC 法よりも計算時
間の増加率に比べて分散を減少させることに効果的なので,MLMC法の方が適している.

























期間 T を M 分割した点を t_{i} とする (0=t_{0}<t\mathrm{i} <\cdots <t_{M}=T) . また,ペイオフ関数を f() とする.
Stepl はじめに n 本のパス S_{1} , . . . , S_{n} を生成する.
Step2 t_{M} のときは,これ以上継続できないため,境界 b(t_{M})=K とおく.
Step3以降の処理を簡単にするため S(t_{ $\iota$}) を昇順に並び替えたものを S'(t_{i}) とする.
Step4各 S'(t_{i}) を始点とし, m本のパスを生成する.
Step5それぞれのパスで早期行使価値 e_{j}'(t_{i}) と継続価値 c_{J}'(t_{ $\iota$}) を推定する. (1\leq j\leq m)
5.1 e_{J}'(t_{i}) はその時点で権利行使するため f(S_{j}'(t_{i})) となる.
5.2 c_{J}'(t_{\mathrm{t}}) は以下の停止時刻型モンテカルロ法によって推定する.  $\tau$ は,最初に停止領域内に入る時
点であり,その時点でのペイオフをちまで戻したものの期待値をとる.
 c_{j}'(t_{i})=\mathrm{E}[\exp\{-r( $\tau$-t_{\mathrm{z}})\}f(S_{J}'( $\tau$))]
 $\tau$ := \displaystyle \inf_{t_{\mathrm{t}}\leq t\leq t_{M}}\{t:S_{l}\leq b(t_{ $\iota$})\}
Step6最適行使境界 b(t_{i}) の推定を行う.
6.1 e_{J}'(t_{x}) と c'(t_{ $\iota$}) を j=1 から順に比較する.
6.2 e_{J}'(t_{ $\iota$})\leq c_{j}'(t_{\mathrm{t}}) をはじめて満たすとき,この間に境界が存在すると仮定できるため,4つのベク
トル a_{1}, a_{2}, b_{1}, b_{2} を以下のように定義する.
a_{1}= (S_{J-1}' (ti), e1_{-1}(t_{ $\iota$})) , a_{2}= ( S_{J}' ( tx ), e',(ti )),
b_{1}=(S_{J-1}'(t_{ $\iota$}), c_{j-1}'(t_{i})) , b_{2}=(S_{j}'(t_{i}), c_{J}'(t_{i})) .
6.3 このとき,4つの交点を境界 b(t_{i}) とする.








期値  S(0)=100 , 金利 r=0.05 , ボラティリティ  $\sigma$=0.3 , 満期 T=1 ) 権利行使価格 K=110 と仮定した.
この条件の下で,アメリカンプット オプション,アジアンプット オプション,ラシアンプット オ
プションの3種類でシミュレーションを行った (図18‐図21).
シミュレーションの結果,計算誤差に関しては,アメリカン プット オプション,アジアン プット ・オプ
ション,ラシアンプット ・オプションのどれも要求精度を満たすことができた (図19, 20, 21参照). ここで
要求精度 $\epsilon$^{-1} とは,SMC 法におけるパス数に相当する.しかし,計算時間に関しては3種類のすべてで同じよ









































また,最適行使境界に対する適用では,MLMC法を用いて SMC 法と同等の精度を出すために SMC 法より
も計算時間が必要となった.最適行使境界の計算時間の削減が今後の課題である.
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