This paper establishes a type of Kantorovich inequality subject to some constraints and obtains some lower bounds for the relative elliciency of the least squares. These lower bounds can be much sharper than that obtained by using the unconstrained Kantorovich inequality. Multivariate extensions of the resuIts are also obtained. Some interesting examples are presented.
1. INTRODUCTION Let A be an n x n symmetric positive definite matrix and x be an n x 1 vector satisfying x'x = 1 (all matrices and vectors considered in this article have real elements). The Kantorovich inequality asserts that (1.1) where A, 2 '.. 2 A,, are the eigenvalues of A. In the last two decades, much attention has been focused on multivariate extension of (1.1). Let X be an n x p matrix such that x'X= Z,, the identity matrix of order p. Bloomlield and Watson [3] and Knott [6] showed that min(n,n-p' (Ji+&-i+l)* (X'AXI JX'A-iX(< n -i= 1 42;&-j+, .
(1. 2) Khatri and Rao [4] further showed that for n xp matrices X and Y satisfying x'X= Y' Y = Z,, 1X'A YI 1 Y'A ~ 'Xl has also the upper bound given by (1.2). Other extensions can be found in Khatri and Rao [S] and Rao [lo] . A recent note by Marshall and Olkin [9] provided a different multivariate extension of (1.1): They showed that for X'X = Z,, (1. 3) where A Q B means B-A is nonnegative definite for two symmetric matrices A and B. Note that (1.3) is the same as (1.1) if p= 1. Baksalary and Puntanen [l] extended (1.3) by allowing A to be singular and, consequently, replacing A -' and 1, by the Moore-Penrose inverse A + and the smallest nonzero eigenvalue of A, respectively.
The Kantorovich inequality and its extensions play important roles in the study of relative efficiency of the least squares estimator (LSE) in linear models (e.g., Bloomfield and Watson [3] ; Khatri and Rao [4] ). Note that the LSE is a linear unbiased estimator but not necessarily the best linear unbiased estimator (BLEU).
However, because of its simplicity and popularity, the LSE may still be preferred unless its relative efficiency (to the BLEU) is substantially low. Thus, some lower bounds for the relative efficiency of the LSE are useful in studying the performance of the LSE. The Kantorovich inequality provides an important tool in establishing such bounds.
However, in efficiency studies the lower bounds produced by the inequalities ( 1.1) and (1.3) are often not sharp enough, since only the smallest and the largest eigenvalues are involved in (1.1) and (1.3). Note that inequality (1.2) involves not just I, and 1, and therefore provides more information in comparing the efficiencies of the LSE and BLEU (see Khatri and Rao [4] ). It is desired to obtain improved inequalities of type (1.1) or (1.3) in terms of other eigenvalues of A, but improving (1.1) or (1.3) cannot be done without putting any constraints on x (or on X), since the equality in (1.1) or (1.3) can be achieved by choosing a particular x or X. The main purpose of this article is to establish some Kantorovich inequalities subject to linear constraints and to study their applications in studying the efficiency of the LSE.
In Section 2, we establish a constrained Kantorovich inequality and obtain some lower bounds for the relative efficiency of the LSE. These lower bounds can be much sharper than that obtained by using the unconstrained Kantorovich inequality (Magness and McGuire [S] ). Several examples of applications of our main results are discussed.
Section 3 presents some matrix versions of the constrained Kantorovich inequalities, which are multivariate extensions of the result in Section 2. These algebraic results are established by using the estimation theory in a Gauss-Markov model, an approach different from that of Marshall and Olkin [9] . Some examples of applications of the results are also presented.
Although we focus on constrained inequalities of type ( 1.1) or ( 1.3), constrained Kantorovich inequalities of other types, such as (1.2), can be established in a similar manner.
THE CONSTRAINED KANTOROVICH INEQUALITY AND ITS APPLICATIONS
The following result is an extension of (1.1). It will be called the constrained Kantorovich inequality. t'n,tt'n;'t (h"++l)2 (t't)2 = 41,& XfO by using (1.1). Thus (2.1) is proved.
The remaining part follows from the proof of (1.2) in Bloomfield and Watson [3, pp. 123-1241. i Note that the supremum in (2.1) is taken subject to the constraint XEAq@l). If QJi= (cp,, . ..) cp,), then .&(G1) is the whole space and (2.1) reduces to the unconstrained Kantorovich inequality ( 1.1).
We now apply (2.1) to obtain lower bounds for the relative efficiency of the LSE in linear models. Consider the general linear model y=xfl+E,
where y is an n x 1 vector of observations, X is an n xp design matrix, /I is a p x 1 vector of unknown parameters, E is an n x 1 vector of random errors, and V is positive definite. and Var(c'fl)=a'X(xlVPIX))
by the Cauchy-Schwarz inequality. Combining (2.7)-(2.8), we obtain that If we use the lower bound in (2.4), then by assuming I + E < 2 as an example, we obtain 161 EW 2 (n + 4)*' Thus, in this example, the lower bound in (2.6) is much sharper than that in (2.4). In fact one cannot show the robustness of j by using the lower bound in (2.4). (ii) X'Ji = 0 for all i implies that M(X) is contained in the subspace generated by the eigenvectors of V corresponding to the eigenvalues 71) . ..) 2". Hence the result follows from Theorem 1.
(iii) Since rank(X) = r and 1, is a column of X, we can find linearly independent vectors zl, . . . . z, such that z1 = 1, and J?(X) = A(z,, . . . . z,). Condition (2.11) and k = 1 implies that 1, is the eigenvector corresponding to the single eigenvalue of V. Let In this section we establish some matrix versions of the constrained Kantorovich inequality. Consideryhe general linear model y=xp+z,
where A is an n x n positive definite matrix. Let B be a positive definite matrix. Premultiplying Since c is arbitrary, we get
The results (3.5)-(3.6) follows from (3.3), (3.4) , and (3.7). 1
Remark.
Since it is always true that &Z(B"*X) c A(rl, ..,, t,), a special case of (3.5) is the following unconstrained Kantorovich inequality: The unconstrained version of (3.10) and (3.13) are also given by Marshall and Olkin [9] and their extensions to the case of singular A are provided by Baksalary and Puntanen [ 11.
The inequalities (3.5), (3.8)-(3.13) have many statistical applications. We discuss two examples. where p is a function on R and fi is its derivative, g( p(0,)) = xi/?, and g is a known function called the link function, xi is a p x 1 vector of known values, and p is a p x 1 vector of unknown parameters. No assumption on the joint distribution of y = (y, , . . . . v,J' is made except that we assume the covariance matrix of y is of the form (2.10), i.e., a block diagonal matrix with small block sizes. Note that if p(t) E t and g(t) E t, then the GLM reduces to the linear model (2.2).
The weighted least squares estimator fi of fl in the GLM is defined to be a solution of X'AS=O, where X= (x1, . . . . x,)', A =diag(h(x', fl), . . . . h(xlB)) with h(t)=d(g(p))-'/dt, and S= (yl -g-'(xi/?), . . . . y, -g-'(xifl))'. Under some regularity conditions, it can be shown that (e.g., Theorem 1 in Liang and Zeger [7] ) p^ is asymptotically normal with mean fi and the asymptotic covariance matrix In
