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1. Results
Throughout the paper, A is always a Banach algebra over the complex ﬁeld C. By rad(A) we denote the (Jacobson) radical
of A. We write σ(x) for the spectrum of x ∈ A and σ (x) for its cardinality. A linear map d : A → A is called a derivation of
A if d(xy) = d(x)y + xd(y) for all x, y ∈ A. For a ∈ A, the map d : x ∈ A → ax− xa deﬁnes a derivation of A, called the inner
derivation of A induced by a.
In 1955 Singer and Wermer [29] initiated the study of range inclusion results for derivations on Banach algebras and
proved that every continuous derivation on a commutative Banach algebra A maps into the (Jacobson) radical. In particular,
it must be 0 when A is semisimple. Over the last few years many conditions imposed on Banach algebras implying that
derivations map the algebras into the radical had been obtained (see for instance [8,11,12,23–26,28,30,31]). In [9] Brešar and
Šemrl characterized those inner derivations of Banach algebras having only elements with ﬁnite spectrum in their ranges.
Particularly the ranges of such derivations on unital semisimple Banach algebras are contained in the socle. Later Brešar [7]
extended this result to arbitrary continuous derivations and proved the following: Let A be a unital Banach algebra and let d
be a continuous derivation of A. Then the following conditions are equivalent: (i) σ (d(x)) < ∞ for every x ∈ A; (ii) there is
an integer n 1 such that σ (d(x)) < n for every x ∈ A; (iii) d(x) + P lies in the socle of A/P for every x ∈ A and for every
primitive ideal P of A, and d(A) ⊆ P for all but ﬁnitely many primitive ideals P of A. Moreover, in case A is semisimple,
these conditions are equivalent to (iv) d(x) lies in the socle of A for every x ∈ A; (v) d(x) is algebraic for every x ∈ A.
Recently, Boudi and Mathieu [3] gave another intrinsic characterization as follows: Let A be a Banach algebra and let d be
a continuous derivation of A. Then σ (d(x)) < ∞ for every x ∈ A if and only if there exists a ∈ A such that a + rad(A) lies
in the socle of A/ rad(A) and d(x) − (ax − xa) ∈ rad(A) for all x ∈ A. Later, Boudi and Ouchrif [4] generalized this result to
continuous generalized derivations.
A linear map g : A → A is called a generalized derivation of A if there exists a derivation d of A such that g(xy) =
g(x)y+xd(y) for all x, y ∈ A. Basic examples are derivations, generalized inner derivations (i.e., maps of the form x → ax+xb
for some a,b ∈ A) and the right A-module maps (i.e., linear maps satisfying g(xy) = g(x)y for all x, y ∈ A). In particular, if
1 ∈ A, then g(x) = ax+d(x) for all x ∈ A, where a = g(1). The notion of generalized derivations was introduced by Brešar [6]
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[1,4,8,12,14–17,19–22,32]).
In [3] Boudi and Mathieu characterized generalized inner derivations on semisimple Banach algebras having values with
exactly one point in the spectrum. We also note that the analogous result for inner derivations had been previously studied
in [2, Theorem 5.2.1]. Precisely, they proved
Theorem BM. (See [3, Theorem 3.2 and Corollary 3.3].) Let A be a complex semisimple Banach algebra and let a,b ∈ A. Suppose that
σ (ax + xb) = 1 for all x ∈ A. Then there exists a central idempotent e, such that eA has dimension 4, ax + xb ∈ eA for every x ∈ A
and there is an element u in the center of A such that a − u and b + u belong to eA.
The main purpose of this paper is to extend Theorem BM to arbitrary (possibly discontinuous) generalized derivations.
Moreover, we characterize Banach algebras admitting such generalized derivations. Our main result is
Theorem 1.1. Let A be a complex Banach algebra and g a nonzero generalized derivation of A. Then σ (g(x)) = 1 for all x ∈ A if and
only if one of the following conditions holds:
(1) g(A) ⊆ rad(A);
(2) A/ rad(A) ∼= C;
(3) A/ rad(A) ∼= M2(C), the algebra of all complex 2×2matrices, 1 ∈ A and g(x)− ( g(1)2 x+ x g(1)2 ) ∈ rad(A) for all x ∈ A. Moreover,
the image of g(1)2 + rad(A) in M2(C) is similar to the matrix
( 0 1
0 0
)
.
As an immediate consequence, we have
Corollary 1.2. Let A be a complex semisimple Banach algebra and g a nonzero generalized derivation of A. Then σ (g(x)) = 1 for all
x ∈ A if and only if A ∼= C or A ∼= M2(C), g(x) = g(1)2 x+ x g(1)2 for all x ∈ A and g(1)2 = 0.
In case of derivations, we have
Corollary 1.3. Let A be a complex Banach algebra and d a derivation of A. Then σ (d(x)) = 1 for all x ∈ A if and only if d(A) ⊆ rad(A)
or A/ rad(A) ∼= C. In particular, d(A) ⊆ rad(A) if d is continuous and d = 0 if A is semisimple.
Finally, it is noteworthy to mention the recent work by Boudi and Šemrl [5], where the derivations d deﬁned on a
semisimple Banach algebra A satisfying max{σ (d(x)): x ∈ A} = n are studied.
2. Proofs
Throughout the rest, A denotes a complex Banach algebra. By Prim(A) we denote the set of all primitive ideals of A.
The (Jacobson) radical rad(A) of A is deﬁned to be the intersection of all primitive ideals of A and by the usual convention,
rad(A) = A if there are no primitive ideals of A. If rad(A) = 0, then A is said to be semisimple. Given a closed ideal I of A,
let A/I denote the quotient algebra of A modulo I and x + I the coset of x ∈ A in A/I . For a complex Banach space X , we
denote by L(X) the algebra of all linear operators on X and by B(X) the Banach algebra of all bounded linear operators on X .
A subalgebra A of L(X) is said to be dense if for any family of linear independent vectors {v1, . . . , vn} of X and arbitrary
vectors w1, . . . ,wn ∈ X , there is x ∈ A such that xvi = wi for all i = 1, . . . ,n. Consequently, the centralizer of a dense
subalgebra A in L(X) is isomorphic to C. We say that π is an irreducible representation of a Banach algebra A on a complex
Banach space X if π is an algebra homomorphism from A into L(X) such that the only invariant subspaces of X under π(A)
are {0} and X . It is well known that for each primitive ideal P of A, there exists an irreducible representation πP of A on
a complex Banach space XP such that kerπP = P and πP (A) ∼= A/P is a dense subalgebra of L(XP ). If Prim(A) = ∅, we will
use the following result [27, Theorem 2.2.9]: σ(x) =⋃P∈Prim(A) σ (πP (x)) if A is unital and σ(x) =
⋃
P∈Prim(A) σ (πP (x))∪{0}
if A is non-unital.
We need the extended Jacobson density theorem.
Theorem 2.1. (See [13, p. 283].) Let π1, . . . ,πk be irreducible representations of A on Banach spaces XP1 , . . . , XPk . Assume that
kerπi = kerπ j for all i = j. Given any linear independent vectors vi1 , . . . , vini ∈ XPi and arbitrary vectors wi1 , . . . ,wini ∈ XPi for
i = 1, . . . ,k, there is x ∈ A such that πi(x)vis = wis for all i = 1, . . . ,k and s = 1, . . . ,ni .
Let X be a complex Banach space and let A be a dense subalgebra of L(X). Let d be a derivation of A. Following the
terminology of [10], we shall say that d is X-inner if there is b ∈ L(X) such that d(x) = bx − xb for all x ∈ A. We need the
following extended density theorem for derivations.
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derivation of A which is not X-inner. Then given any ﬁnitely linear independent vectors v1, . . . , vn ∈ X and arbitrary vectors
w1, . . . ,wn,w ′1, . . . ,w ′n ∈ X, there is x ∈ A such that xvi = wi and d(x)vi = w ′i for i = 1, . . . ,n.
The next two lemmas are crucial.
Lemma 2.3. (See [3, Proposition 3.1].) Let X be a complex Banach space and let A ⊆ L(X). Suppose that A is a Banach algebra which
is also a dense subalgebra of L(X). Let a,b ∈ L(X) such that ax + xb ∈ A and σ (ax + xb) = 1 for all x ∈ A. If dimC X  3, then
b = −a ∈ C and hence ax+ xb = 0 for all x ∈ A.
Lemma 2.4. Let A = M2(C), the algebra of all complex 2 × 2 matrices. If a,b ∈ A and σ (ax + xb) = 1 for all x ∈ A, then either
b = −a ∈ C or there exists an invertible element p ∈ A such that pap−1 = ( β α0 β
)
and pbp−1 = (−β α0 −β
)
for some α,β ∈ C, 0 = α.
Moreover in the latter case, σ(a + b) = {0} and σ(ay + yb) = {1} for some y ∈ A.
Proof. Clearly for any invertible element p ∈ A, σ (pap−1x + xpbp−1) = 1 for all x ∈ A. Thus writing a in its Jordan form
modulo a scalar, we may assume that a is one of the following types:
( 0 α
0 0
)
,
( α 0
0 0
)
, where α ∈ C. Write b = ( b11 b12
b21 b22
)
. Set
x1 =
( λ β
0 0
)
and x2 =
( 0 0
μ ν
)
, where λ,β,μ,ν ∈ C.
Case 1. a = ( 0 α
0 0
)
. Then ax1 + x1b =
(
λb11+βb21 ∗
0 0
)
. It follows that 0, λb11 + βb21 ∈ σ(ax1 + x1b), and consequently,
λb11 + βb21 = 0 for all λ,β ∈ C. Thus b11 = b21 = 0. On the other hand, ax2 + x2b =
( αμ ∗
0 μb12+νb22
)
. It follows that
αμ = μb12 + νb22 for all μ,ν ∈ C. Therefore b12 = α and b22 = 0. Thus b =
( 0 α
0 0
)
. Now suppose that α = 0, then
a + b = ( 0 2α
0 0
)
and so σ(a + b) = {0}. Let y = ( 0 0
α−1 0
)
, then ay + yb = ( 1 0
0 1
)
and hence σ(ay + yb) = {1}.
Case 2. a = ( α 0
0 0
)
and α = 0. Then ax1 + x1b =
( αλ+λb11+βb21 ∗
0 0
)
. Similarly, we show that b11 = −α and b21 = 0. Moreover,
ax2 + x2b =
( 0 0
∗ μb12+νb22
)
. It follows that b12 = b22 = 0. Consequently, b =
(−α 0
0 0
)
. Let y = ( 0 1−1 0
)
. Then ay + yb = ( 0 α
α 0
)
.
Hence α,−α ∈ σ(ay + yb), a contradiction. 
In [28] Sinclair proved that every continuous derivation d of a Banach algebra A leaves primitive ideals of A invariant,
that is, d(P ) ⊆ P for all P ∈ Prim(A). The famous result of Thomas [31] asserts that for any derivation d of a Banach
algebra A, d(P ) ⊆ P for all primitive ideals P of A except possibly ﬁnitely many exceptional primitive ideals P1, . . . , Pk
which must be of ﬁnite codimension.
Lemma 2.5. Let A be a complex Banach algebra and d a derivation of A. If d(rad(A)) ⊆ rad(A), then d(P ) ⊆ P for all P ∈ Prim(A).
Proof. Note that d naturally induces a derivation d of A/ rad(A) by the rule: d(x+ rad(A)) = d(x) + rad(A) for all x ∈ A. Let
P ∈ Prim(A). Clearly P/ rad(A) is a primitive ideal of A/ rad(A). Since A/ rad(A) is semisimple, d is continuous [18]. By [28]
d(P/ rad(A)) ⊆ P/ rad(A). Thus d(P ) ⊆ P , as desired. 
We begin with
Theorem 2.6. Let A be a unital complex Banach algebra and g a nonzero generalized derivation of A. Then σ (g(x)) = 1 for all x ∈ A
if and only if one of the following conditions holds:
(1) g(A) ⊆ rad(A);
(2) A/ rad(A) ∼= C;
(3) A/ rad(A) ∼= M2(C), the algebra of all complex 2× 2 matrices and g(x) − ( g(1)2 x + x g(1)2 ) ∈ rad(A) for all x ∈ A. Moreover, the
image of g(1)2 + rad(A) in M2(C) is similar to the matrix
( 0 1
0 0
)
.
Proof. The if part (⇐) can be checked directly by using the fact that σ(x) = σ(x+ rad(A)) for all x ∈ A. We just prove the
only-if (⇒) part. Write g(x) = ax + d(x) for all x ∈ A, where a = g(1) and d a derivation of A. Since A is unital, we have
Prim(A) = ∅. Set
Γ = {P ∈ Prim(A) ∣∣ d(P )  P}.
We divide the proof into two cases.
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Γ = {P1, . . . , Pk}, where k  1. Since A/P1 is a ﬁnite-dimensional primitive Banach algebra, A/P1 ∼= Mn1 (C) for some
integer n1  1. Let x1 ∈ P1 such that d(x1) /∈ P1. From g(yx1z) = ayx1z + d(yx1z) = ayx1z + d(y)x1z + yd(x1)z + yx1d(z) for
y, z ∈ A, it follows that g(Ax1A)/P1 = Ad(x1)A/P1. Clearly Ad(x1)A/P1 is a nonzero ideal of A/P1. Hence g(Ax1A)/P1 =
Ad(x1)A/P1 = A/P1 ∼= Mn1 (C). Since σ (g(x)) = 1 for all x ∈ A, we have σ (g(x) + P1) = 1 for all x ∈ A. So σ (x+ P1) = 1
for all x ∈ A, implying that n1 = 1. Thus A/P1 ∼= C. Similarly, A/Pi ∼= C for all i = 2, . . . ,k. By Lemma 2.5, there is
x0 ∈ rad(A) = ⋂P∈Prim(A) P such that d(x0) /∈ rad(A). Then d(x0) /∈ Pi for some Pi ∈ Γ . Clearly for 1  j  k, d(x0) + P j =
α j + P j for some α j ∈ C as A/P j ∼= C. Then g(x0) + P j = (ax0 + d(x0)) + P j = d(x0) + P j = α j + P j , implying that
α j ∈ σ(g(x0) + P j). Thus α1, . . . ,αk ∈ σ(g(x0)). Consequently, α1 = · · · = αk and σ(g(x0)) = {α1}. Recall that αi = 0
as d(x0) /∈ Pi . So α1 = 0. Suppose that Prim(A)\Γ = ∅ and let Q ∈ Prim(A)\Γ . Then x0 ∈ Q and d(x0) ∈ Q . Hence
g(x0) + Q = 0+ Q . This implies that 0 ∈ σ(g(x0) + Q ) and then 0 ∈ σ(g(x0)) = {α1}, a contradiction. Hence Prim(A) = Γ .
So A/ rad(A) = A/⋂kj=1 P j ∼= A/P1 × · · · × A/Pk ∼= C × · · · × C. Moreover, d(x0) − α1 ∈
⋂k
j=1 P j = rad(A) and hence
d(x0) is invertible in A. From g(yx0z) = ayx0z + d(yx0z) = ayx0z + d(y)x0z + yd(x0)z + yx0d(z) for y, z ∈ A, it follows
that g(Ax0A)/ rad(A) = Ad(x0)A/ rad(A). Clearly Ad(x0)A = A. Hence g(Ax0A)/ rad(A) = A/ rad(A) ∼= C × · · · × C. Since
σ (g(x)) = 1 for all x ∈ A, we have σ (x+ rad(A)) = 1 for all x ∈ A. So A/ rad(A) ∼= C, proving (2).
Case 2. Γ = ∅. Then d(P ) ⊆ P for all P ∈ Prim(A). For simplicity, for each P ∈ Prim(A), we always denote πP the irreducible
representation of A on the complex Banach space XP with kerπP = P and πP (A) ∼= A/P is a dense subalgebra of L(XP ).
Then d naturally induces a derivation dP of πP (A) by the rule: dP (πP (x)) = πP (d(x)) for all x ∈ A.
Claim 0. dP = 0 for all P ∈ Prim(A) with dimC A/P = 1. Equivalently, d(A) ⊆ P for all P ∈ Prim(A) with dimC A/P = 1.
Reason. Let P ∈ Prim(A) with dimC A/P = 1. Then πP (A) ∼= A/P ∼= C and hence πP (A) = CπP (1). From d(1) = d(1) · 1 +
1 · d(1) = 2d(1) it follows that d(1) = 0. Thus dP (πP (1)) = πP (d(1)) = 0, proving the claim.
Claim 1. dP is XP -inner for each P ∈ Prim(A). That is, there exists bP ∈ L(XP ) such that dP (πP (x)) = bPπP (x) − πP (x)bP for all
x ∈ A. Consequently, πP (g(x)) = πP (ax+ d(x)) = (πP (a) + bP )πP (x) − πP (x)bP for all x ∈ A.
Reason. If dimC XP = 1, then πP (A) ∼= A/P ∼= C and hence dP = 0 by Claim 0, as desired. Assume that dimC XP  2. Suppose
on the contrary that dP is not XP -inner. Let v1, v2 be independent vectors in XP . By Theorem 2.2, there is x ∈ A such that
πP (x)v1 = πP (x)v2 = 0, dP (πP (x))v1 = v1 and dP (πP (x))v2 = 2v2. Observe that πP (g(x)) = πP (ax + d(x)) = πP (a)πP (x) +
πP (d(x)) = πP (a)πP (x)+dP (πP (x)) for all x ∈ A. Then πP (g(x))v1 = v1 and πP (g(x))v2 = 2v2. Thus 1,2 ∈ σ(πP (g(x))) and
then 1,2 ∈ σ(g(x)), a contradiction.
Claim 2. g(A) ⊆ P for each P ∈ Prim(A) with dimC A/P  32 .
Reason. By Claim 1, there exists bP ∈ L(XP ) such that πP (g(x)) = (πP (a) + bP )πP (x) − πP (x)bP for all x ∈ A. Clearly
σ (πP (g(x))) = 1 for all x ∈ A. By Lemma 2.3, (πP (a) + bP ) = bP ∈ C. Thus πP (a) = 0 and bP ∈ C. Hence πP (g(x)) = 0
for all x ∈ A. This implies g(A) ⊆ P , as claimed.
Claim 3. Let P ∈ Prim(A) with dimC A/P = 22 such that g(A)  P . Then g(x) − ( a2 x+ x a2 ) ∈ P for all x ∈ A, πP (a) /∈ C, σ(a) = {0}
and σ(g(y)) = {1} for some y ∈ A.
Reason. Note that πP (A) = L(XP ) ∼= A/P ∼= M2(C) and there exists bP ∈ L(XP ) such that πP (g(x)) = (πP (a) + bP )πP (x) −
πP (x)bP for all x ∈ A. Observe that if (πP (a) + bP ) = bP ∈ C, then g(A) ⊆ P , a contradiction. Clearly, σ (πP (g(x))) = 1
for all x ∈ A. By Lemma 2.4, bP /∈ C, πP (a) + bP − (−bP ) = πP (a) + 2bP ∈ C, σ(πP (g(1))) = σ(πP (a) + bP − bP ) = {0}
and σ(πP (g(y))) = {1} for some y ∈ A. Since 0 ∈ σ(πP (g(1))) ⊆ σ(g(1)) and σ (g(1)) = 1, σ(g(1)) = {0}. Similarly,
σ(g(y)) = {1}. Recall that a = g(1). So σ(a) = {0}. Let α ∈ C such that πP (a) + 2bP = α. Then πP (g(x)) = πP ( a2 )πP (x) +
πP (x)πP (
a
2 ) = πP ( a2 x + x a2 ) for all x ∈ A. Thus g(x) − ( a2 x + x a2 ) ∈ P for all x ∈ A. Note that πP (a) /∈ C since bP /∈ C and
πP (a) + 2bP ∈ C.
Claim 4. If there exists P ∈ Prim(A) with dimC A/P  22 , then g(A) ⊆ Q for all Q ∈ Prim(A) with dimC A/Q = 1.
Reason. Let P ∈ Prim(A) with dimC A/P  22. Suppose g(A) ⊆ P . Then g(1) = a ∈ P . Thus a + P = 0+ P and 0 ∈ σ(a + P ).
This implies 0 ∈ σ(a) and hence σ(a) = {0}. By Claim 2 and Claim 3, we always have σ(a) = {0}. Let Q ∈ Prim(A) with
dimC A/Q = 1. Since a + Q ∈ A/Q ∼= C, a + Q = α + Q for some α ∈ C. So α ∈ σ(a) = {0} and then α = 0. Thus a ∈ Q .
Recall that d(A) ⊆ Q by Claim 0. Hence g(A) ⊆ aA + d(A) ⊆ Q , as claimed.
Claim 5. The conclusion of Theorem 2.6 (3) holds if there exists P ∈ Prim(A) with dimC A/P = 22 such that g(A)  P .
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for some Q ∈ Prim(A), then g(y)+ Q = 0+ Q and hence 0 ∈ σ(g(y)+ Q ) ⊆ σ(g(y)) = {1}, a contradiction. Thus g(A)  Q
for all Q ∈ Prim(A). Further, by Claim 2 and Claim 4, dimC A/Q = 22 for all Q ∈ Prim(A). Next we show that Prim(A) = {P }.
Assume on the contrary that there is P ′ ∈ Prim(A), P ′ = P with dimC A/P ′ = 22 such that g(A)  P ′ . By Claim 3, πP (g(x)) =
πP (
a
2 x + x a2 ) and πP ′ (g(x)) = πP ′ ( a2 x + x a2 ) for all x ∈ A. Moreover, πP (a) /∈ C and πP ′ (a) /∈ C. Let v1 ∈ XP , v2 ∈ XP ′
such that πP (a)v1, v1 are C-independent and πP ′ (a)v2, v2 are C-independent. By Theorem 2.1, there is x ∈ A such that
πP (x)v1 = 0, πP (x)πP (a)v1 = 2v1, πP ′ (x)v2 = 0 and πP ′ (x)πP ′ (a)v2 = 4v2. Then πP (g(x))v1 = v1 and πP ′ (g(x))v2 = 2v2.
Hence 1,2 ∈ σ(g(x)), a contradiction. Thus Prim(A) = {P } and rad(A) = P . In particular, A/ rad(A) = A/P ∼= M2(C). Recall
that σ (πP ( a2 x+ x a2 )) = 1 for all x ∈ A. By Lemma 2.4, πP ( a2 )2 = 0. That is, ( a2 + P )2 = 0. Consequently, the Jordan form of
the image a2 + rad(A) in M2(C) is the matrix
( 0 1
0 0
)
.
By Claim 2, Claim 4 and Claim 5, we only need to consider the case when all primitive ideals of A are of codimension
one. That is, A/P ∼= C for each P ∈ Prim(A). Suppose that Prim(A) contains exactly one element, say P . Then rad(A) = P and
then A/ rad(A) = A/P ∼= C, proving (2). Hence we assume that Prim(A) contains at least two elements. Let P , P ′ ∈ Prim(A)
with P = P ′ . Then a + P = α1 + P and a + P ′ = α′ + P ′ for α,α′ ∈ C. Thus α,α′ ∈ σ(a) = σ(g(1)). So α = α′ . This implies
that a − α ∈ Q for all Q ∈ Prim(A). Recall that d(A) ⊆ Q for all Q ∈ Prim(A) by Claim 0. Clearly we may assume α = 0;
otherwise a ∈ Q and g(x) = ax+d(x) ∈ Q for all Q ∈ Prim(A), implying that g(A) ⊆ rad(A), proving (1). Let b ∈ P\P ′ . Since
g(b) + P = (ab + d(b)) + P = 0 + P , 0 ∈ σ(g(b)). On the other hand g(b) + P ′ = (ab + d(b)) + P ′ = αb + P ′ = 0 + P ′ . Thus
g(b) + P ′ = β + P ′ for some 0 = β ∈ C, implying that β ∈ σ(g(b)). Hence 0, β ∈ σ(g(b)), a contradiction. The proof is now
complete. 
We are now ready for
Proof of Theorem 1.1. By Theorem 2.6, we may assume A is non-unital. In this case, σ(g(x)) = {0} for all x ∈ A as
σ (g(x)) = 1 for all x ∈ A. Clearly, we may assume Prim(A) = ∅ and we only need to prove the only-if (⇒) part. Let
P ∈ Prim(A) and let πP be the irreducible representation of A on the complex Banach space XP with kerπP = P and
πP (A) ∼= A/P is a dense subalgebra of L(XP ). We claim that d(P ) ⊆ P . Assume on the contrary that d(p) /∈ P for some
p ∈ P . Then πP (d(p)) = 0 and hence πP (d(p))v = 0 for some v ∈ XP . Choose x ∈ A such that πP (x)πP (d(p))v = v . So
πP (g(xp))v = πP (g(x)p + xd(p))v = πP (xd(p))v = v and then 1 ∈ σ(g(xp)), a contradiction. This proves the claim. Hence
d naturally induces a derivation dP of πP (A) by the rule: dP (πP (x)) = πP (d(x)) for all x ∈ A. Suppose that dP is not
XP -inner. Let 0 = v ∈ XP and let x ∈ A such that πP (x)v = v . By Theorem 2.2, there exists y ∈ A such that πP (y)v = 0
and dP (πP (y))v = v . Then πP (g(xy))v = πP (g(x)y + xd(y))v = πP (xd(y))v = πP (x)πP (d(y))v = v . Thus 1 ∈ σ(g(xy)), a
contradiction. Hence dP is XP -inner. That is, there exists bP ∈ L(XP ) such that dP (πP (x)) = bPπP (x) − πP (x)bP for all
x ∈ A. Suppose that bP /∈ C. Then bP v, v are C-independent for some v ∈ XP . Let x ∈ A such that πP (x)v = −v and let
y ∈ A such that πP (y)v = 0, πP (y)bP v = v . Then πP (g(xy))v = πP (g(x)y + xd(y))v = πP (xd(y))v = πP (x)πP (d(y))v =
πP (x)(bPπP (y) − πP (y)bP )v = v . Thus 1 ∈ σ(g(xy)), a contradiction. So bP ∈ C, implying dP = 0. Hence πP (d(y)) = 0 for
all y ∈ A. Suppose g(x) /∈ P for some x ∈ A. Then πP (g(x))v = 0 for some v ∈ XP . Let y ∈ A such that πP (y)πP (g(x))v = v .
Then πP (g(xy))πP (g(x))v = πP (g(x)y + xd(y))πP (g(x))v = πP (g(x)y)πP (g(x))v = πP (g(x))v . Thus 1 ∈ σ(g(xy)), a contra-
diction. Consequently, g(A) ⊆ P for all P ∈ Prim(A). So g(A) ⊆ rad(A), proving the theorem. 
Proof of Corollary 1.3. Note that if 1 ∈ A, then d(1) = 0 and hence d(C) = 0. By Theorem 1.1, d(A) ⊆ rad(A) or
A/ rad(A) ∼= C. Clearly d = 0 if A is semisimple. Suppose that d is continuous and A/ rad(A) ∼= C. By [28] d(P ) ⊆ P
for all P ∈ Prim(A). In particular, d(rad(A)) ⊆ rad(A) and hence d naturally induces a derivation d of A/ rad(A) by the
rule: d(x + rad(A)) = d(x) + rad(A) for all x ∈ A. Since A/ rad(A) ∼= C, we have d(A/ rad(A)) = 0 + rad(A). This implies
d(A) ⊆ rad(A). So we conclude that d(A) ⊆ rad(A) if d is continuous. 
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