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Abstract
We start with Fannes’ type and Winter’s type tight continuity
bounds for the quantum conditional mutual information and their
specifications for states of special types.
Then we analyse continuity of the Holevo quantity with respect
to nonequivalent metrics on the set of discrete ensembles of quantum
states. We show that the Holevo quantity is continuous on the set of
all ensembles of m states with respect to all the metrics if either m or
the dimension of underlying Hilbert space is finite and obtain Fannes’
type tight continuity bounds for the Holevo quantity in this case.
In general case conditions for local continuity of the Holevo quan-
tity for discrete and continuous ensembles are found. Winter’s type
tight continuity bound for the Holevo quantity under constraint on
the average energy of ensembles is obtained and applied to the system
of quantum oscillators.
The above results are used to obtain tight and close-to-tight con-
tinuity bounds for basic capacities of finite-dimensional channels (re-
fining the Leung-Smith continuity bounds).
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1 Introduction
Quantitative analysis of continuity of basis characteristics of quantum sys-
tems and channels is a necessary technical tool in study of their information
properties. It suffices to mention that the famous Fannes continuity bound
for the von Neumann entropy and the Alicki-Fannes continuity bound for the
conditional entropy are essentially used in the proofs of several important re-
sults of quantum information theory [14, 23, 32]. During the last decade
many papers devoted to finding continuity bounds (estimates for variation)
for different quantities have been appeared (see [2, 3, 4, 18, 26, 33] and the
references therein).
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Although in many applications a structure of continuity bound of a given
quantity is more important than concrete values of its coefficients, a task
of finding optimal values of these coefficients seems interesting from both
mathematical and physical points of view. This task can be formulated as a
problem of finding so called ”tight” continuity bound, i.e. relatively ε-sharp
estimates for variations of a given quantity. The most known decision of
this problem is the sharpest continuity bound for the von Neumann entropy
obtained by Audenaert [2] (it refines the Fannes continuity bound mentioned
above). Other result in this direction is the tight bound for the relative
entropy difference via the entropy difference obtained by Reeb and Wolf
[26]. Recently Winter presented tight continuity bound for the conditional
entropy (improving the Alicki-Fannes continuity bound) and tight continuity
bounds for the entropy and for the conditional entropy in infinite-dimensional
systems under energy constraint [33]. By using Winter’s technique a tight
continuity bound for the quantum conditional mutual information in infinite-
dimensional tripartite systems under the energy constraint on one subsystem
is obtained in [29, the Appendix].
In this paper we specify Fannes’ type and Winter’s type continuity bounds
for the quantum conditional mutual information (obtained respectively in [28]
and [29]). Then, by using the Leung-Smith telescopic trick from [18] tight
continuity bounds of both types for the output quantum conditional mutual
information for n-tensor power of a channel are obtained.
We analyse continuity properties of the Holevo quantity with respect to
two nonequivalent metrics D0 and D∗ on the set of discrete ensembles of
quantum states. The metric D0 is a trace norm distance between ensembles
considered as ordered collections of states, the metric D∗ is a factorization
of D0 obtained by identification of all ensembles corresponding to the same
probability measure on the set of quantum states, which coincides with the
EHS-distance between ensembles introduced by Oreshkov and Calsamiglia in
[24]. It follows that D∗ is upper bounded by the Kantorovich metric DK and
that D∗ generates the weak convergence topology on the set of all ensembles
considered as probability measures (so, the metrics D∗ and DK are equivalent
in the topological sense).
We show that the Holevo quantity is continuous on the set of all ensembles
of m states with respect to all the metrics D0, D∗ and DK if either m or
the dimension of underlying Hilbert space is finite and obtain Fannes’ type
tight continuity bounds for the Holevo quantity with respect to these metrics
in this case.
3
In general case conditions for local continuity of the Holevo quantity with
respect to the metrics D0 and D∗ and their corollaries are found. Winter’s
type tight continuity bound for the Holevo quantity under the constraint on
the average energy of ensembles is obtained and applied to the system of
quantum oscillators. The case of generalized (continuous) ensembles (with
the Kantorovich metric DK in the role of a distance) is considered separately.
The above results are used to obtain tight and close-to-tight continuity
bounds for basic capacities of channels with finite-dimensional output (signif-
icantly refining the Leung-Smith continuity bounds from [18]). In [30] these
results are used to prove uniform continuity of the entanglement-assisted
and unassisted classical capacities of infinite-dimensional energy-constrained
channels (as functions of a channel) with respect to the strong convergence
topology (which is substantially weaker than the diamond-norm topology).
2 Preliminaries
Let H be a finite-dimensional or separable infinite-dimensional Hilbert space,
B(H) the algebra of all bounded operators with the operator norm ‖ · ‖ and
T(H) the Banach space of all trace-class operators in H with the trace norm
‖·‖1. Let S(H) be the set of quantum states (positive operators in T(H)
with unit trace) [14, 23, 32].
Denote by IH the unit operator in a Hilbert space H and by IdH the
identity transformation of the Banach space T(H).
A finite or countable collection {ρi} of states with a probability distribu-
tion {pi} is conventionally called (discrete) ensemble and denoted {pi, ρi}.
The state ρ¯
.
=
∑
i piρi is called average state of this ensemble.
If quantum systems A and B are described by Hilbert spaces HA and
HB then the bipartite system AB is described by the tensor product of these
spaces, i.e. HAB
.
= HA⊗HB. A state in S(HAB) is denoted ρAB, its marginal
states TrHBρAB and TrHAρAB are denoted respectively ρA and ρB. In this
paper a special role is plaid by so called qc-states having the form
ρAB =
m∑
i=1
piρi ⊗ |i〉〈i|, (1)
where {pi, ρi}
m
i=1 is an ensemble of m ≤ +∞ quantum states in S(HA) and
{|i〉}mi=1 is an orthonormal basis in HB.
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The von Neumann entropy H(ρ) = Trη(ρ) of a state ρ ∈ S(H), where
η(x) = −x log x, is a concave nonnegative lower semicontinuous function on
S(H), it is continuous if and only if dimH < +∞ [22, 31]. The concavity
of the von Neumann entropy is supplemented by the inequality
H(pρ+ (1− p)σ) ≤ pH(ρ) + (1− p)H(σ) + h2(p), p ∈ (0, 1), (2)
where h2(p) = η(p) + η(1− p), valid for any states ρ and σ [23].
Audenaert obtained in [2] the sharpest continuity bound for the von Neu-
mann entropy:
|H(ρ)−H(σ)| ≤ ε log(d− 1) + h2(ε) (3)
for any states ρ and σ in S(H) such that ε = 1
2
‖ρ− σ‖1 ≤ 1 − 1/d, where
d = dimH. This continuity bound is a refinement of the well known Fannes
continuity bound [12].
The quantum conditional entropy
H(A|B)ρ = H(ρAB)−H(ρB) (4)
of a bipartite state ρAB with finite marginal entropies is essentially used in
analysis of quantum systems [14, 32]. It is concave and satisfies the following
inequality
H(A|B)pρ+(1−p)σ ≤ pH(A|B)ρ + (1− p)H(A|B)σ + h2(p) (5)
for any p ∈ (0, 1) and any states ρAB and σAB. Inequality (5) follows from
concavity of the entropy and inequality (2).
The conditional entropy can be extended the set of all bipartite states
ρAB with finite H(ρA) by the formula
H(A|B)ρ = H(ρA)− I(A :B)ρ (6)
preserving all the basic properties of the conditional entropy (including con-
cavity and inequality (5)) [17].
Winter proved in [33] the following refinement of the Alicki-Fannes con-
tinuity bound for the conditional entropy (obtained in [1]):
|H(A|B)ρ −H(A|B)σ| ≤ 2ε log d+ (1 + ε)h2
(
ε
1 + ε
)
(7)
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for any states ρ, σ ∈ S(HAB) such that ε =
1
2
‖ρ− σ‖1, where d = dimHA.
He showed that this continuity bound is tight1 for large d and that the factor
2 in (7) can be removed if ρ and σ are qc-states, i.e. states having form (1).
Winter also obtained tight continuity bounds for the entropy and for the
conditional entropy for infinite-dimensional quantum states with bounded
energy (see details in [33]).
The quantum relative entropy for two states ρ and σ in S(H) is defined
as follows
H(ρ‖σ) =
∑
i
〈i| ρ log ρ− ρ log σ |i〉,
where {|i〉} is the orthonormal basis of eigenvectors of the state ρ and it is
assumed that H(ρ‖σ) = +∞ if suppρ is not contained in suppσ [22].
Several continuity bounds for the relative entropy are proved by Au-
denaert and Eisert [3, 4]. Tight bound for the relative entropy difference
expressed via the entropy difference is obtained by Reeb and Wolf [26].
A quantum channel Φ from a system A to a system B is a completely
positive trace preserving linear map T(HA) → T(HB), where HA and HB
are Hilbert spaces associated with these systems [14, 23, 32].
Denote by F(A,B) the set of all quantum channels from a system A to a
system B. We will use two metrics on the set F(A,B) induced respectively
by the operator norm
‖Φ‖
.
= sup
ρ∈T(HA),‖ρ‖1=1
‖Φ(ρ)‖1
and by the diamond norm
‖Φ‖⋄
.
= sup
ρ∈T(HAR),‖ρ‖1=1
‖Φ⊗ IdR(ρ)‖1,
of a map Φ : T(HA) → T(HB). The latter coincides with the norm of
complete boundedness of the dual map Φ∗ : B(HB)→ B(HA) to Φ [14, 32].
1A continuity bound |f(x)− f(y)| ≤ Ba(x, y), x, y ∈ Sa depending on a parameter a
is called tight for large a if lim sup
a→+∞
sup
x,y∈Sa
|f(x)− f(y)|
Ba(x, y)
= 1.
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3 Tight continuity bounds for the quantum
conditional mutual information (QCMI)
The quantum mutual information of a bipartite state ρAB is defined as fol-
lows
I(A :B)ρ = H(ρAB ‖ρA ⊗ ρB) = H(ρA) +H(ρB)−H(ρAB), (8)
where the second expression is valid if H(ρAB) is finite [21].
Basic properties of the relative entropy show that ρ 7→ I(A : B)ρ is a
lower semicontinuous function on the set S(HAB) taking values in [0,+∞].
It is well known that
I(A :B)ρ ≤ 2min {H(ρA), H(ρB)} (9)
for any state ρAB and that
I(A :B)ρ ≤ min {H(ρA), H(ρB)} (10)
for any separable state ρAB [21, 19, 32].
The quantum conditional mutual information (QCMI) of a state ρABC of
a tripartite finite-dimensional system is defined by the formula
I(A :B|C)ρ
.
= H(ρAC) +H(ρBC)−H(ρABC)−H(ρC). (11)
This quantity plays important role in quantum information theory [11, 32],
its nonnegativity is a basic result well known as strong subadditivity of von
Neumann entropy [20]. If system C is trivial then (11) coincides with (8).
In infinite dimensions formula (11) may contain the uncertainty ”∞−∞”.
Nevertheless the conditional mutual information can be defined for any state
ρABC by one of the equivalent expressions
I(A :B|C)ρ = sup
PA
[I(A :BC)QAρQA − I(A :C)QAρQA ] , QA = PA ⊗ IBC , (12)
I(A :B|C)ρ = sup
PB
[I(B :AC)QBρQB − I(B :C)QBρQB ] , QB = PB ⊗ IAC , (13)
where the suprema are over all finite rank projectors PA ∈ B(HA) and
PB ∈ B(HB) correspondingly and it is assumed that I(X : Y )QXρQX =
cI(X :Y )c−1QXρQX , where c = TrQXρABC [28].
7
It is shown in [28, Th.2] that expressions (12) and (13) define the same
lower semicontinuous function on the set S(HABC) possessing all basic prop-
erties of the conditional mutual information valid in finite dimensions. In
particular, the following relation (chain rule)
I(X :Y Z|C)ρ = I(X :Y |C)ρ + I(X :Z|Y C)ρ (14)
holds for any state ρ in S(HXY ZC) (with possible values +∞ in both sides).
To prove (14) is suffices to note that it holds if the systems X, Y, Z and C
are finite-dimensional and to apply Corollary 9 in [28].
If one of the marginal entropies H(ρA) and H(ρB) is finite then the con-
ditional mutual information is given, respectively, by the explicit formula2
I(A :B|C)ρ = I(A :BC)ρ − I(A :C)ρ, (15)
and
I(A :B|C)ρ = I(B :AC)ρ − I(B :C)ρ. (16)
By applying upper bound (9) to expressions (15) and (16) we see that
I(A :B|C)ρ ≤ 2min {H(ρA), H(ρB), H(ρAC), H(ρBC)} (17)
for any state ρABC .
The quantum conditional mutual information is not concave or convex
but the inequality∣∣pI(A :B|C)ρ + (1− p)I(A :B|C)σ − I(A :B|C)pρ+(1−p)σ∣∣ ≤ h2(p) (18)
holds for p ∈ (0, 1) and any states ρABC , σABC with finite I(A : B|C)ρ,
I(A : B|C)σ. If ρABC , σABC are states with finite marginal entropies then
(18) can be easily proved by noting that
I(A :B|C)ρ = H(A|C)ρ −H(A|BC)ρ, (19)
and by using concavity of the conditional entropy and inequality (5). The
validity of inequality (18) for any states ρABC , σABC with finite conditional
mutual information is proved by approximation (using Theorem 2B in [28]).
2The correctness of these formulae follows from upper bound (9).
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3.1 Fannes’ type continuity bounds for QCMI.
Property (18) makes it possible to directly apply Winter’s modification of
the Alicki-Fannes method (cf.[1, 33]) to the conditional mutual information.
Proposition 1. Let ρ and σ be states in S(HABC) and τ± =
[ρ−σ ]±
Tr[ρ−σ ]±
.3
If I(A :B|C)ρ, I(A :B|C)σ, I(A :B|C)τ+ and I(A :B|C)τ− are finite then
|I(A :B|C)ρ − I(A :B|C)σ − ε(I(A :B|C)τ+ − I(A :B|C)τ−)| ≤ 2g(ε) (20)
and hence
|I(A :B|C)ρ − I(A :B|C)σ| ≤ Dε+ 2g(ε), (21)
where D
.
= max{I(A : B|C)τ− , I(A : B|C)τ+}, ε =
1
2
‖ρ − σ‖1 and g(ε)
.
=
(1 + ε)h2
(
ε
1+ε
)
= (1 + ε) log(1 + ε)− ε log ε.4
If the states ρX and σX , where X is one of the subsystems A,B,AC,BC,
are supported by some d-dimensional subspace of HX then (21) holds with
D = 2 log d.
If either ρAC = σAC or ρBC = σBC then the factor 2 in the right hand
sides of (20) and (21) can be removed.
Proof. Following [33] note that
1
1 + ε
ρ+
ε
1 + ε
τ− = ω∗ =
1
1 + ε
σ +
ε
1 + ε
τ+, (22)
where ω∗ = (1+ ε)−1(ρ+[ρ−σ ]−) is a state in S(HABC). By applying (18)
to the convex decompositions (22) of ω∗ we obtain
(1−p) [I(A :B|C)ρ − I(A :B|C)σ] ≤ p
[
I(A :B|C)τ+ − I(A :B|C)τ−
]
+2h2(p)
and
(1−p) [I(A :B|C)σ − I(A :B|C)ρ] ≤ p
[
I(A :B|C)τ− − I(A :B|C)τ+
]
+2h2(p).
where p = ε
1+ε
. These inequalities imply (20). Inequality (21) follows from
(20) by nonnegativity of I(A :B|C).
The second assertion of the proposition follows from the first one and up-
per bound (17), since the states [τ±]X are supported by the minimal subspace
of HX containing the supports of ρX and σX .
3[ω]+ and [ω]− are respectively the positive and negative parts of an operator ω.
4Note that the function g(ε) is involved in the expression for the entropy of Gaussian
states [14, Ch.12].
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Assume that ρAC = σAC . It follows from (22) that [τ+]AC = [τ−]AC . Let
{P nA} be a sequence of finite rank projectors in HA strongly converging to
the unit operator IA . Consider the states
ωn = [TrP nAωA]
−1P nA ⊗ IBC ωP
n
A ⊗ IBC , ω = ρ, σ, τ−, τ+, ω∗.
Then (22) implies
sn
sn + εtn
ρn +
εtn
sn + εtn
τn− = ω
n
∗ =
sn
sn + εtn
σn +
εtn
sn + εtn
τn+, (23)
where sn = TrP
n
AρA = TrP
n
AσA and tn = TrP
n
A[τ+]A = TrP
n
A[τ−]A . Since
H(A|C)ρn = H(A|C)σn < +∞ and H(A|C)τn
+
= H(A|C)τn− < +∞ (where
H(A|C) is the extended conditional entropy defined by formula (6)), repre-
sentation (19) shows that
I(A :B|C)ω1 − I(A :B|C)ω2 = H(A|BC)ω2 −H(A|BC)ω1, (24)
where (ω1, ω2) = (ρ
n, σn), (τn+, τ
n
−). By applying concavity of the conditional
entropy and inequality (5) to the convex decompositions (23) of ωn∗ and
taking (24) into account we obtain
(1−pn) [I(A :B|C)ρn− I(A :B|C)σn ] ≤ pn
[
I(A :B|C)τn
+
− I(A :B|C)τn−
]
+h2(pn)
and
(1−pn) [I(A :B|C)σn− I(A :B|C)ρn ] ≤ pn
[
I(A :B|C)τn−− I(A :B|C)τn+
]
+h2(pn),
where pn =
εtn
sn+εtn
. The lower semicontinuity of the function ω → I(A :B|C)ω
and its monotonicity under local operations (Th.2 in [28]) make it possible
to show that
lim
n→∞
I(A :B|C)ωn = I(A :B|C)ω, ω = ρ, σ, τ−, τ+.
So, passing to the limit in the above inequalities implies (20) with g(ε) instead
of 2g(ε). 
Proposition 1 implies the following refinement of Corollary 8 in [28].
Corollary 1. If d
.
= min{dimHA, dimHB} < +∞ then
|I(A :B|C)ρ − I(A :B|C)σ| ≤ 2ε log d+ 2g(ε) (25)
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for any states ρ and σ in S(HABC), where ε =
1
2
‖ρ − σ‖1 . Continuity
bound (25) is tight even for trivial C, i.e. in the case I(A :B|C) = I(A :B).
If either ρAC = σAC or ρBC = σBC then the term 2g(ε) in the right hand
side of (25) can be replaced by g(ε).
Proof. Continuity bound (25) and its specification directly follow from
Proposition 1.
The tightness of this bound with trivial C can be shown by using the
example from [33, Remark 3]. Let HA = HB = C
d, ρAB be a maximally
entangled pure state and σAB = (1 − ε)ρAB +
ε
d2−1
(IAB − ρAB). Then it is
easy to see that 1
2
‖ρAB − σAB‖1 = ε and that
I(A :B)ρ − I(A :B)σ = H(σAB)−H(ρAB) = 2ε log d+ h2(ε) +O(ε/d
2). 
Remark 1. By using Audenaert’s continuity bound (3) and Winter’s
continuity bound (7) one can obtain via representation (19) with trivial C
the following continuity bound
|I(A :B)ρ − I(A :B)σ| ≤ ε log(d− 1) + 2ε log d+ h2(ε) + g(ε),
for the quantum mutual information (for ε ≤ 1 − 1/d). Since h2(ε) < g(ε)
for ε > 0, this continuity bound is slightly better than (25) for d = 2.
Consider the states
ρABC =
m∑
i=1
piρ
i
AC ⊗ |i〉〈i| and σABC =
m∑
i=1
qiσ
i
AC ⊗ |i〉〈i|, (26)
where {pi, ρ
i
AC}
m
i=1 and {qi, σ
i
AC}
m
i=1 are ensemble of m ≤ +∞ quantum
states in S(HAC) and {|i〉}
m
i=1 is an orthonormal basis in HB. Such states
are called qqc-states in [32]. It follows from upper bound (10) that
I(A :B|C)ρ ≤ I(AC :B)ρ ≤ max {H(ρAC), H(ρB)} (27)
for any qqc-state ρABC .
Corollary 2. If ρABC and σABC are qqc-states (26) then
|I(A :B|C)ρ − I(A :B|C)σ| ≤ ε log d+ 2g(ε), (28)
where d
.
= min{dimHAC , m} and ε =
1
2
‖ρ− σ‖1.
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The first term in (28) can be replaced by εmax
{
S({γ−i }), S({γ
+
i })
}
, where
γ±i = (2ε)
−1 (‖piρ
i
AC − qiσ
i
AC‖1 ± (pi − qi)) and S is the Shannon entropy.
If either
∑
i piρ
i
AC =
∑
i qiσ
i
AC or {pi, ρ
i
C} = {qi, σ
i
C} then the factor 2
in the right hand side of (28) can be removed.
Proof. The assertions follow from Proposition 1 and upper bound (27),
since
τ± =
1
ε
m∑
i=1
[piρ
i
AC − qiσ
i
AC ]± ⊗ |i〉〈i| and hence [τ±]B =
m∑
i=1
γ±i |i〉〈i|. 
If ρABC is a qqc-state (26) then it is easy to show that
I(A :B|C)ρ = χ({pi, ρ
i
AC})− χ({pi, ρ
i
C}),
where χ({pi, ρ
i
X}) is the Holevo quantity of ensemble {pi, ρ
i
X}. So, Corollary
2 with trivial C gives continuity bound for the Holevo quantity as a function
of ensemble (see Section 4). Corollary 2 with nontrivial C can be used in
analysis of the loss of the Holevo quantity under action of a quantum channel
(called the entropic disturbance in [9]).
3.2 Winter’s type continuity bound for QCMI.
If both systems A and B are infinite-dimensional (and C is arbitrary) then
the function I(A :B|C)ρ (defined in (12),(13)) is not continuous on S(HABC)
(only lower semicontinuous) and takes infinite values. Several conditions of
local continuity of this function are presented in Corollary 7 in [28], which
implies, in particular, that the function I(A :B|C)ρ is continuous on subsets
of tripartite states ρABC with bounded energy of ρA, i.e. subsets of the form
CHA,E
.
= {ρABC |TrHAρA ≤ E}, (29)
where HA is the Hamiltonian of system A, provided that
5
Tre−λHA < +∞ for all λ > 0. (30)
Condition (30) implies that HA has discrete spectrum of finite multiplic-
ity, i.e. HA =
∑+∞
n=0En|τn〉〈τn|, where {|τn〉}
+∞
n=0 is an orthonormal basis
5Since condition (30) guarantees continuity of the entropyH(ρA) on the set CHA,E [31].
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of eigenvectors of HA corresponding to the nondecreasing sequence {En}
+∞
n=0
of eigenvalues (energy levels of HA) such that
∑+∞
n=0 e
−λEn is finite for all
λ > 0. By condition (30) for any E the von Neumann entropy H(ρ) attains
its unique maximum under the constraint TrHAρ ≤ E at the Gibbs state
γA(E) = [Tre
−λ(E)HA ]−1e−λ(E)HA , where λ(E) is the solution of the equation
TrHAe
−λHA = ETre−λHA [31].
By Proposition 1 in [27] condition (30) implies that
FHA(E)
.
= sup
TrHAρ≤E
H(ρ) = H(γA(E)) = o(E) as E → +∞. (31)
Recently Winter obtained tight continuity bounds for the entropy and
for the conditional entropy in infinite-dimensional systems under the energy
constraints [33]. By using Winter’s technique a tight continuity bound for
the quantum conditional mutual information I(A : B|C) under the energy
constraint on the subsystem A is obtained in [29, the Appendix]. In the
proofs of these continuity bounds it is assumed that the Hamiltonian HA
satisfies the condition (30) and that
E0
.
= inf
‖ϕ‖=1
〈ϕ|HA|ϕ〉 = 0. (32)
The latter condition is used implicitly, it makes the above-defined nonnega-
tive function FHA(E) concave and strictly increasing on [0,+∞). To remove
condition (32) it suffices to note that Winter’s arguments remain valid if we
replace the function FHA(E) = H(γA(E)) by any its upper bound F̂HA(E)
defined on [0,+∞) possessing the properties
F̂HA(E) > 0, F̂
′
HA
(E) > 0, F̂ ′′HA(E) < 0 for all E > 0 (33)
and
F̂HA(E) = o(E) as E → +∞. (34)
Note that at least one such function F̂HA(E) always exists. By Proposition 1
in [27] one can use FHA(E +E0) in the role of F̂HA(E). But for applications
such choice may be not optimal (see below).
By using this observation and Corollary 1 one can obtain the following
”optimized” continuity bound for QCMI.
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Proposition 2. Let HA be the Hamiltonian of system A satisfying condi-
tions (30) and F̂HA(E) any upper bound for the function FHA(E) (defined in
(31)) with properties (33) and (34), in particular, F̂HA(E) = FHA(E + E0).
Let ρ and σ be states in S(HABC) such that TrHAρA,TrHAσA ≤ E and
1
2
‖ρ− σ‖1 ≤ ε. Then
|I(A :B|C)ρ − I(A :B|C)σ| ≤ 2ε(2t+ rε(t))F̂HA
(
E
εt
)
+ 2g(εrε(t)) + 4h2(εt),
(35)
for any t ∈ (0, 1
2ε
], where rε(t) = (1+t/2)/(1−εt) ≤ r1(t) = (1+t/2)/(1−t).
Remark 2. Continuity bound (35) can be rewritten in the equivalent
Winter form (cf.[33]):
|I(A :B|C)ρ − I(A :B|C)σ| ≤ 2(2δε′ + ε
′)F̂HA(E/δε′) + 2g(ε
′) + 4h2(δε′),
for any ε′ ∈ (ε, 1] such that δε′ = (ε
′ − ε)/(ε′ + 1/2) ≤ 1/2, by the change of
variables ε′ = εrε(t). The form (35) seems preferable because of its explicit
dependence on ε.
Remark 3. It is easy to see that the right hand side of (35) attains
minimum at some optimal t = t(E, ε). It is this minimum that gives proper
upper bound for |I(A :B|C)ρ − I(A :B|C)σ|.
Remark 4. Condition (34) implies lim
x→+0
xF̂HA(E/x) = 0 . Hence, Propo-
sition 2 shows that the function ρABC 7→ I(A :B|C)ρ is uniformly continuous
on the set CHA,E defined in (29) for any E > E0.
Proof. Following the proofs of Lemmas 16,17 in [33] take any δ ∈ (0, 1
2
]
and denote by Pδ the spectral projector of the operator HA corresponding to
the interval [0, δ−1E]. Consider the states
ρδ =
Pδ ⊗ IBC ρPδ ⊗ IBC
TrPδρA
and σδ =
Pδ ⊗ IBC σPδ ⊗ IBC
TrPδσA
.
By using the arguments from the proof of Lemma 16 in [33] it is easy to show
that
H(ωA)− [TrPδωA]H(ω
δ
A) ≤ δF̂HA(E/δ) + h2(TrPδωA), (36)
TrPδωA ≥ 1− δ, (37)
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where ω = ρ, σ, and that
logTrPδ ≤ F̂HA(E/δ). (38)
It follows from (37) and basic properties of the trace norm that
‖ρ− σ‖1 ≥ ‖rρ
δ − sσδ‖1 ≥ r‖ρ
δ − σδ‖1 − |r − s| ≥ (1− δ)‖ρ
δ − σδ‖1 − δ
where r = TrPδρA and s = TrPδσA. Hence
‖ρδ − σδ‖1 ≤ 2ε
′, where ε′
.
= (ε+ δ/2)/(1− δ). (39)
By using (36) and (37) it is easy to derive from Lemma 9 in [29] that
|I(A :B|C)ω − I(A :B|C)ωδ | ≤ 2δF̂HA(E/δ) + 2h2(δ), ω = ρ, σ. (40)
By using (38) and (39) we obtain from Corollary 1 that∣∣I(A :B|C)ρδ − I(A :B|C)σδ ∣∣ ≤ 2ε′ log TrPδ + 2g(ε′)
≤ 2ε′F̂HA(E/δ) + 2g(ε
′).
(41)
It follows from (40) and (41) that
|I(A :B|C)ρ − I(A :B|C)σ| ≤
∣∣I(A :B|C)ρδ − I(A :B|C)σδ∣∣
+
∣∣I(A :B|C)ρ − I(A :B|C)ρδ∣∣ + |I(A :B|C)σ − I(A :B|C)σδ |
≤ (2ε′ + 4δ)F̂HA(E/δ) + 2g(ε
′) + 4h2(δ).
By taking δ = εt, where t ∈ (0, 1
2ε
], we obtain the required inequality. 
Assume now that A is the ℓ-mode quantum oscillator (while B and C
are arbitrary systems). Then
HA =
ℓ∑
i=1
~ωi
(
a+i ai +
1
2
IA
)
, (42)
where ai and a
+
i are the annihilation and creation operators and ωi is the
frequency of the i-th oscillator [14, Ch.12]. It follows that
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FHA(E) = max
{Ei}
ℓ∑
i=1
g(Ei/~ωi − 1/2), E ≥ E0
.
=
1
2
ℓ∑
i=1
~ωi,
where g(x) = (x+1) log(x+1)−x log x and the maximum is over all ℓ-tuples
E1,...,Eℓ such that
∑ℓ
i=1Ei = E and Ei ≥
1
2
~ωi. The exact value of FHA(E)
can be calculated by applying the Lagrange multiplier method which leads
to a transcendental equation. But following [33] one can obtain tight upper
bound for FHA(E) by using the inequality g(x) ≤ log(x+1)+ 1 valid for all
x > 0. It implies
FHA(E) ≤ max∑ℓ
i=1 Ei=E
ℓ∑
i=1
log(Ei/~ωi + 1/2) + ℓ.
By calculating this maximum via the Lagrange multiplier method we obtain
FHA(E) ≤ F̂ℓ,ω(E)
.
= ℓ log
E + E0
ℓE∗
+ ℓ, E∗ =
[
ℓ∏
i=1
~ωi
]1/ℓ
. (43)
Since log(x + 1) + 1 − g(x) = o(1) as x → +∞, upper bound (43) is tight
for large E. By using this upper bound one can obtain from Proposition 2
the following
Corollary 3. Let A be the ℓ-mode quantum oscillator, ρ and σ any
states in S(HABC) such that TrHAρA,TrHAσA ≤ E and
1
2
‖ρ − σ‖1 ≤ ε .
Then
|I(A :B|C)ρ − I(A :B|C)σ| ≤ 2ε(2t+ rε(t))
[
F̂ℓ,ω(E)− ℓ log(εt)
]
+ 2g(εrε(t)) + 4h2(εt),
(44)
for any t ∈ (0, 1
2ε
], where rε(t) = (1 + t/2)/(1− εt) and F̂ℓ,ω(E) is defined in
(43). The function rε(t) in (44) can be replaced by r1(t) = (1 + t/2)/(1− t).
Continuity bound (44) with optimal t is tight for large E even for trivial
C, i.e. in the case I(A :B|C) = I(A :B).
Proof. Since F̂ℓ,ω(E/x) ≤ F̂ℓ,ω(E)− ℓ log x for any positive E and x ≤ 1,
the main assertion of the corollary directly follows from Proposition 2.
Let ρAB be a purification of the Gibbs state γA(E) and σAB = (1−ε)ρAB+
εςA⊗ ςB, where ςA is a state in S(HA) such that TrHAςA ≤ E and ςB is any
state in S(HB). Then inequality (18) implies
I(A :B)ρ − I(A :B)σ ≥ 2εH(γA(E))− h2(ε) = 2εFHA(E)− h2(ε).
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Since F̂ℓ,ω(E)−FHA(E) = o(1) as E → +∞, the tightness of the continuity
bound (44) for trivial C follows from Remark 5 below. 
Remark 5. The parameter t can be used to optimize continuity bound
(44) for given value of energy E. The below Lemma 1 (proved by elementary
methods) implies that for large energy E the main term in this continuity
bound can be made not greater than ε(2F̂ℓ,ω(E)+o(F̂ℓ,ω(E))) by appropriate
choice of t.
Lemma 1. Let f(t) = 2t+ (1 + t/2)/(1− t), b > 0 and c be arbitrary.
Then
min
t∈(0, 1
2
)
f(t)(x− b log t + c) ≤ x+ o(x) as x→ +∞.
3.3 QCMI at the output of n copies of a channel
The following proposition is a QCMI-analog of Theorem 11 in [18] proved
by the same telescopic trick. It gives Fannes’ type and Winter’s type tight
continuity bounds for the function Φ 7→ I(Bn :D|C)Φ⊗n⊗IdCD(ρ) for any given
n and a state ρ in S(H⊗nA ⊗HCD).
Proposition 3. Let Φ and Ψ be channels from A to B, C and D be any
systems. Let ρ be any state in S(H⊗nA ⊗HCD), n ∈ N,
d(Φ,Ψ, ρ) = 1
2
sup {‖(Φ−Ψ)⊗ IdR(ω)‖1 | ωA ∈ {ρA1 , ..., ρAn}} ≤
1
2
‖Φ−Ψ‖⋄
and ∆n(Φ,Ψ, ρ)
.
=
∣∣I(Bn :D|C)Φ⊗n⊗IdCD(ρ) − I(Bn :D|C)Ψ⊗n⊗IdCD(ρ)∣∣.67
A) If dB
.
= dimHB < +∞ and d(Φ,Ψ, ρ) ≤ ε then
∆n(Φ,Ψ, ρ) ≤ 2nε log dB + ng(ε). (45)
Continuity bounds (45) is tight (for any given n and arbitrary system C).
B) If the Hamiltonian HB of the system B satisfies condition (30),
TrHBΦ(ρAk),TrHBΨ(ρAk) ≤ Ek for k = 1, n and d(Φ,Ψ, ρ) ≤ ε then
∆n(Φ,Ψ, ρ) ≤ 2ε(2t+ rε(t))
n∑
k=1
F̂HB
(
Ek
εt
)
+ 2ng(εrε(t)) + 4nh2(εt)
≤ 2nε(2t+ rε(t))F̂HB
(
E
εt
)
+ 2ng(εrε(t)) + 4nh2(εt)
(46)
6‖ · ‖⋄ is the diamond norm described at the end of Section 2.
7The use of d(Φ,Ψ, ρ) (instead of 1
2
‖Φ − Ψ‖⋄) as a measure of divergence between Φ
and Ψ makes the assertions of Proposition 3 substantially stronger (see [30]).
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for any t ∈ (0, 1
2ε
], where E = n−1
∑n
k=1Ek, F̂HB(E) is any upper bound
for the function FHB(E) (defined in (31)) with properties (33) and (34), in
particular F̂HB(E) = FHB(E + E0), and rε(t) = (1 + t/2)/(1− εt).
If B is the ℓ-mode quantum oscillator then (46) can be rewritten as follows
∆n(Φ,Ψ, ρ) ≤ 2nε(2t+ rε(t))
[
F̂ℓ,ω(E)− ℓ log(εt)
]
+2ng(εrε(t)) + 4nh2(εt),
(47)
where F̂ℓ,ω(E) is defined in (43). Continuity bound (47) with optimal t is
tight for large E (for any given n and arbitrary system C).
Proof. Following the proof of Theorem 11 in [18] introduce the states
σk = Φ
⊗k ⊗Ψ⊗(n−k) ⊗ IdCD(ρ), k = 0, 1, ..., n.
Note that H([σk]Bj ) < +∞ for all k, j in both cases A and B. We have
|I(Bn :D|C)σn− I(B
n :D|C)σ0 | =
∣∣∣∣∣
n∑
k=1
I(Bn :D|C)σk− I(B
n :D|C)σk−1
∣∣∣∣∣
≤
n∑
k=1
∣∣I(Bn :D|C)σk− I(Bn :D|C)σk−1∣∣ . (48)
By using the chain rule (14) we obtain for each k
I(Bn :D|C)σk− I(B
n :D|C)σk−1= I(B1...Bk−1Bk+1...Bn :D|C)σk
+ I(Bk :D|B1...Bk−1Bk+1...BnC)σk
− I(B1...Bk−1Bk+1...Bn :D|C)σk−1
− I(Bk :D|B1...Bk−1Bk+1...BnC)σk−1
= I(Bk :D|B1...Bk−1Bk+1...BnC)σk
− I(Bk :D|B1...Bk−1Bk+1...BnC)σk−1 ,
(49)
where it was used that TrBkσk = TrBkσk−1. By upper bound (17) the finite-
ness of the entropy of the states [σk]B1 , ..., [σk]Bn guarantees finiteness of all
the terms in (48) and (49).
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Since
‖σk − σk−1‖1 =
∥∥∥Id⊗(k−1) ⊗ (Φ−Ψ)⊗ Id⊗(n−k) (Φ⊗(k−1) ⊗ Id⊗Ψ⊗(n−k)(ρ))∥∥∥
1
≤ sup {‖(Φ−Ψ)⊗ IdR(ω)‖1 | ωA = ρAk} ≤ 2d(Φ,Ψ, ρ) ≤ 2ε
and TrBkσk = TrBkσk−1, by applying Corollary 1 to the right hand side of
(49) in case A we obtain that the value of∣∣I(Bn :D|C)σk − I(Bn :D|C)σk−1∣∣ (50)
is upper bounded by 2ε log dB+g(ε) for any k. Similarly, by using Proposition
2 in case B we obtain that for any k the value of (50) is upper bounded by
2ε(2t+rε(t))F̂HB
(
Ek
εt
)
+2g(εrε(t))+4h2(εt). Hence (45) and the first inequality
in (46) follow from (48) (since Φ⊗n⊗ IdCD(ρ) = σn and Ψ
⊗n⊗ IdCD(ρ) = σ0).
The second inequality in (46) follows from the concavity of the function F̂HB .
The tightness of continuity bound (45) for trivial C and any given n
follows from the tightness of continuity bound (87) for the quantum capacity.
It can be directly shown by using the erasure channels Φ0 and Φp (see the
proof of Proposition 11 in Section 5.2) and any maximally entangled pure
state ρ in S(HAD), where D ∼= A.
Continuity bound (47) is derived from (46) by taking F̂HB = F̂ℓ,ω and by
noting that F̂ℓ,ω(E/x) ≤ F̂ℓ,ω(E)− ℓ log x for any positive E and x ≤ 1.
To show the tightness of continuity bound (47) for trivial C and any given
n assume that Φ is the identity channel from the ℓ-mode quantum oscillator
A to B = A and Ψ is the completely depolarizing channel with the vacuum
output state. If ρAD is any purification of the Gibbs state γA(E) then
I(Bn :Dn)Φ⊗n⊗IdDn(ρ⊗n)−I(B
n :Dn)Ψ⊗n⊗IdDn(ρ⊗n) = 2nH(γA(E)) = 2nFHA(E).
This shows the tightness of the continuity bound (47) for large E, since
F̂ℓ,ω(E) − FHA(E) = o(1) as E → +∞ and the main term of (47) can be
made not greater than εn[2F̂ℓ,ω(E) + o(F̂ℓ,ω(E))] for large E by appropriate
choice of t (see Remark 5 in Section 3.2). 
Proposition 3A is used in Sections 5.2 to obtain tight and close-to-tight
continuity bounds for quantum and classical capacities of finite-dimensional
channels (significantly refining the Leung-Smith continuity bounds), Propo-
sition 3B is used in [30] to prove uniform continuity of the classical capacity
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of energy-constrained infinite-dimensional quantum channels with respect to
the strong (pointwise) convergence topology on the set of all channels with
bounded energy amplification factor.
4 On continuity of the Holevo quantity
4.1 Discrete ensembles
The Holevo quantity of a discrete ensemble {pi, ρi}
m
i=1 of m ≤ +∞ quantum
states is defined as
χ ({pi, ρi}
m
i=1)
.
=
m∑
i=1
piH(ρi‖ρ¯) = H(ρ¯)−
m∑
i=1
piH(ρi), ρ¯ =
m∑
i=1
piρi,
where the second formula is valid if H(ρ¯) < +∞. This quantity gives the
upper bound for classical information obtained by recognizing states of the
ensemble by quantum measurements [13]. It plays important role in analysis
of information properties of quantum systems and channels [14, 23, 32].
Let HA = H and {|i〉}
m
i=1 be an orthonormal basis in a m-dimensional
Hilbert space HB. Then
χ({pi, ρi}
m
i=1) = I(A :B)ρˆ, where ρˆAB =
m∑
i=1
piρi ⊗ |i〉〈i|. (51)
If H(ρ¯) and S({pi}
m
i=1) are finite (here S is the Shannon entropy) then (51)
is directly verified by noting that H(ρˆA) = H(ρ¯), H(ρˆB) = S({pi}
m
i=1) and
H(ρˆAB) =
∑m
i=1 piH(ρi) + S({pi}
m
i=1). The validity of (51) in general case
can be easily shown by two step approximation using Theorem 1A in [28].
To analyse continuity of the Holevo quantity as a function of ensemble
we have to choose a metric on the set of all ensembles.
4.1.1 Three metrics on the set of discrete ensembles
If we consider an ensemble as an ordered collection of states with the corre-
sponding probability distribution then it is natural to use the quantity
D0(µ, ν)
.
=
1
2
∑
i
‖piρi − qiσi‖1
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as a distance between ensembles µ = {pi, ρi} and ν = {qi, σi}. Since D0(µ, ν)
coincides (up to the factor 1/2) with the trace norm of the difference between
the corresponding qc-states
∑
i piρi ⊗ |i〉〈i| and
∑
i qiσi ⊗ |i〉〈i|, D0 is a true
metric on the set of all ”ordered” ensembles of quantum states. Since conver-
gence of a sequence of states to a state in the weak operator topology implies
convergence of this sequence in the trace norm [10], a sequence {{pni , ρ
n
i }}n
of ensembles converges to an ensemble {p0i , ρ
0
i } with respect to the metric D0
if and only if
lim
n→∞
pni = p
0
i for all i and lim
n→∞
ρni = ρ
0
i for all i s.t. p
0
i 6= 0. (52)
But from the quantum information point of view (in particular, in analysis
of the Holevo quantity) it is reasonable to consider an ensemble of quantum
states {pi, ρi} as a discrete probability measure
∑
i piδ(ρi) on the set S(H)
(where δ(ρ) is the Dirac measure concentrating at a state ρ) rather then
ordered (or disordered) collection of states. It suffices to say that a singleton
ensemble consisting of a state σ and the ensemble {pi, ρi}, where ρi = σ for
all i, are identical from the information point of view and correspond to the
same measure δ(σ).
For any ensemble {pi, ρi} denote by E({pi, ρi}) the set of all countable
ensembles corresponding to the measure
∑
i piδ(ρi). The set E({pi, ρi}) con-
sists of ensembles obtained from the ensemble {pi, ρi} by composition of the
following operations:
• permutation of any states;
• splitting: (p1, ρ1), (p2, ρ2), ...→ (p, ρ1), (p1−p, ρ1), (p2, ρ2), ..., p ∈ [0, p1];
• joining of equal states: (p1, ρ1), (p2, ρ1), (p3, ρ3), ...→ (p1+p2, ρ1), (p3, ρ3), ...
If we want to identify ensembles corresponding to the same probability mea-
sure then it is natural to use the factorization of D0, i.e. the quantity
D∗(µ, ν)
.
= inf
µ′∈E(µ),ν′∈E(ν)
D0(µ
′, ν ′) (53)
as a measure of divergence between ensembles µ and ν.
Taking into account the above-described structure of a set E({pi, ρi})
it is easy to show that the quantity D∗(µ, ν) coincides with the EHS-dis-
tance Dehs(µ, ν) defined by Oreshkov and Calsamiglia as the infimum of the
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trace norm distances between Extended-Hilbert-Space representations of the
ensembles µ and ν (see details in [24]). It is shown in [24] that Dehs is
a true metric on the sets of discrete ensembles (considered as probability
measures) having operational interpretations and possessing several natural
properties (convexity, monotonicity under action of quantum channels and
generalized measurements, etc.). Moreover, the EHS-distance between en-
sembles µ = {pi, ρi} and ν = {qi, σi} can be expressed without reference to
an extended Hilbert space as follows
Dehs(µ, ν)
.
=
1
2
inf
{Pij},{Qij}
∑
i,j
‖Pijρi −Qijσj‖1, (54)
where the infimum is over all joint probability distributions {Pij} with the
left marginal {pi} and {Qij} with the right marginal {qj}, i.e. such that∑
j Pij = pi for all i and
∑
iQij = qj for all j [24].
Remark 6. The coincidence of (53) and (54) shows, in particular, that for
ensembles µ and ν consisting of m and n states correspondingly the infimum
in (53) is attained at some ensembles µ′ and ν ′ consisting of ≤ mn states
and that it can be calculated by standard linear programming procedure [24].
Definition (53) of the metric D∗ = Dehs seems more natural and intu-
itively clear from the mathematical point of view. This metric is adequate
for continuity analysis of the Holevo quantity, but difficult to compute in
general. It is clear that
D∗(µ, ν) ≤ D0(µ, ν) (55)
for any ensembles µ and ν. But in some cases the metrics D0 and D∗ is
close to each other or even coincide. This holds, for example, if we consider
small perturbations of states or probabilities of a given ensemble.
The third useful metric is the Kantorovich distance
DK(µ, ν) =
1
2
inf
{Pij}
∑
Pij‖ρi − σj‖1 (56)
between ensembles µ = {pi, ρi} and ν = {qi, σi}, where the infimum is over
all joint probability distributions {Pij} with the marginals {pi} and {qi}, i.e.
such that
∑
j Pij = pi for all i and
∑
i Pij = qj for all j [8, 24]. By using the
coincidence of (53) and (54) it is easy to show that
D∗(µ, ν) ≤ DK(µ, ν) (57)
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for any discrete ensembles µ and ν [24].
It is essential that the different metrics D∗ and DK generates the same
topology on the set of discrete ensembles.
Proposition 4. The metrics D∗ = Dehs and DK generates the weak
convergence topology on the set of all ensembles (considered as probability
measures), i.e. the convergence of a sequence {{pni , ρ
n
i }}n to an ensemble
{p0i , ρ
0
i } with respect to any of these metrics means that
lim
n→∞
∑
i
pni f(ρ
n
i ) =
∑
i
p0i f(ρ
0
i ) (58)
for any continuous bounded function f on S(H).
Proof. The fact that the Kantorovich distance DK generates the weak
convergence topology is well known [8].
It is shown in [24] that convergence of a sequence {{pni , ρ
n
i }}n to an en-
semble {p0i , ρ
0
i } with respect to the metric D∗ = Dehs implies (58) for any
uniformly continuous bounded function f on S(H). By Theorem 6.1 in [25]
this means that the D∗-convergence is not weaker than the weak conver-
gence. But inequality (57) shows that the D∗-convergence is not stronger
than the DK-convergence equivalent to the weak convergence. 
The weak convergence topology is widely used in the measure theory
and its applications [7, 8, 25]. It has different characterizations. In partic-
ular, Theorem 6.1 in [25] shows that the weak convergence of a sequence
{{pni , ρ
n
i }}n to an ensemble {p
0
i , ρ
0
i } means that
lim
n→∞
∑
i:ρni ∈S
pni =
∑
i:ρ0i∈S
p0i (59)
for any subset S of S(H) such that {ρ0i }∩∂S = ∅, where ∂S is the boundary
of S. It is easy to see that this convergence is substantially weaker than
convergence (52).
One of the main advantages of the Kantorovich distance is the existence
of its natural extension to the set of all generalized (continuous) ensembles
which generates the weak convergence topology on this set (see Section 4.2).
We will explore continuity of the function {pi, ρi} 7→ χ({pi, ρi}) with re-
spect to the metrics D0 and D∗ = Dehs, i.e. with respect to the convergence
(52) and to the weak convergence (58). Taking (57) into account and not-
ing that the metrics D∗ and DK generates the same (weak convergence)
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topology on the set of discrete ensembles, all the below results (in particular,
Fannes’ type and Winter’s type continuity bounds) can be reformulated by
using the metric DK instead of D∗.
4.1.2 The case of global continuity
The following proposition contains continuity bounds for the Holevo quantity
with respect to the metrics D0 and D∗ = Dehs (denoted D∗ in what follows).
Proposition 5. Let {pi, ρi} and {qi, σi} be ensembles of states in S(H),
ε0=D0({pi, ρi}, {qi, σi}), ε∗=D∗({pi, ρi}, {qi, σi}) and g(x) = (1+x)h2
(
x
1+x
)
A) If d
.
= dimH is finite then
|χ({pi, ρi})− χ({qi, σi})| ≤ ε∗ log d+ 2g(ε∗) ≤ ε0 log d+ 2g(ε0). (60)
B) If {pi, ρi} and {qi, σi} are ensembles consisting of m and n ≤ m
states respectively then
|χ({pi, ρi})− χ({qi, σi})| ≤ min{ε∗ log(mn) + 2g(ε∗), ε0 logm+ 2g(ε0)} (61)
The term logm in (61) can be replaced by max
{
S({γ−i }), S({γ
+
i })
}
, where
γ±i = (2ε0)
−1 (‖piρi − qiσi‖1 ± (pi − qi)), i = 1, m, S is the Shannon entropy
and it is assumed that qi = 0 for i > n (if n < m).
If
∑
i piρi =
∑
i qiσi then the terms 2g(ε∗) and 2g(ε0) in (60) and in
(61) can be replaced, respectively, by g(ε∗) and g(ε0). If {pi} = {qi} then
the term 2g(ε0) in (60) and in (61) can be replaced by g(ε0).
Both continuity bounds in (60) and both continuity bounds in (61) are
tight.
Proof. Take any joint probability distributions {Pij} with the left marginal
{pi} and {Qij} with the right marginal {qj} and consider the qc-states
ρˆABC =
∑
i,j
Pijρi ⊗ |i〉〈i| ⊗ |j〉〈j|, σˆABC =
∑
i,j
Qijσj ⊗ |i〉〈i| ⊗ |j〉〈j|, (62)
where {|i〉}mi=1 and {|j〉}
n
j=1 are orthonormal base of Hilbert spaces HB and
HC correspondingly. Representation (51) and the invariance of the Holevo
quantity under splitting of states of an ensemble imply
χ({pi, ρi}) = I(A :BC)ρˆ and χ({qj , σj}) = I(A :BC)σˆ. (63)
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So, the first inequality in A and the inequality
|χ({pi, ρi})− χ({qi, σi})| ≤ ε∗ log(mn) + 2g(ε∗)
in B follow from Corollary 2 with trivial C (since the coincidence of (53) and
(54) shows that 2ε∗ = inf ‖ρˆ − σˆ‖1, where the infimum is over all states of
the form (62)). The second inequality in A follows from (55).
The inequality |χ({pi, ρi})− χ({qi, σi})| ≤ ε0 logm+2g(ε0) in B and its
specification follow from representation (51) and Corollary 2 with trivial C.
The assertions concerning the cases
∑
i piρi =
∑
i qiσi and {pi} = {qi}
follow from the last assertion of Corollary 2.
Let {|i〉}di=1 be an orthonormal basis in H = C
d and ρc
.
= IH/d the
chaotic state in S(H). For given ε ∈ (0, 1) consider the ensembles µ =
{pi, ρi}
d
i=1 and ν = {qi, σi}
d
i=1, where ρi = |i〉〈i|, σi = (1 − ε)|i〉〈i| + ερc,
pi = qi = 1/d for all i. Then it is easy to see that D∗(µ, ν) ≤ D0(µ, ν) =
ε(1− 1/d), while concavity of the entropy implies
χ(µ)− χ(ν) = log d− log d+H(σi) ≥ ε log d.
Since dimH = m = n = d, this shows tightness of both continuity bounds in
(60) and of the second continuity bound in (61). This example with d = 3 also
shows that the second terms in (60) can not be less than ε log 3/3 ≈ 0.37ε.
Modifying the above example consider the ensemble µ = {pi, ρi}
d
i=1, where
ρi = ε|i〉〈i| + (1 − ε)ρc and pi = 1/d for all i, and the singleton ensemble
ν = {ρc}. Then it is easy to see that D∗(µ, ν) ≤ ε, while inequality (2)
implies
χ(µ)− χ(ν) = χ(µ) ≥ ε log d− h2(ε).
Since dimH = mn = d, this shows the tightness of the first continuity
bounds in (60) and in (61). Since D0(µ, ν) ≥ (d − 1)/d for any ε, this
example also shows the difference between the continuity bounds depending
on ε∗ = D∗(µ, ν) and on ε0 = D0(µ, ν). 
Proposition 5 and inequality (57) imply
Corollary 4. The function {pi, ρi} 7→ χ({pi, ρi}) is uniformly continu-
ous on the sets of all ensembles consisting of m ≤ +∞ states in S(H) with
respect to any of the metrics D0, D∗ and DK if either dimH or m is finite.
It is easy to see that the function {pi, ρi} 7→ χ({pi, ρi}) is not continuous
on the set of countable ensembles of states in S(H) with respect to any of
the metrics D0, D∗ and DK if dimH = +∞.
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Proposition 5 contains estimates of two types: the continuity bounds with
the main term ε log d depending only on the dimension d of the underlying
Hilbert space H and the continuity bounds with the main term ε logm de-
pending only on the size m of ensembles. Continuity bounds of the last
type are sometimes called dimension-independent. Recently Audenaert ob-
tained the following dimension-independent continuity bound for the Holevo
quantity in the case pi ≡ qi [5, Th.15]:
|χ({pi, ρi})− χ({pi, σi})| ≤ t log(1 + (m− 1)/t) + log(1 + (m− 1)t),
where t = 1
2
maxi ‖ρi − σi‖1 is the maximal distance between corresponding
states of ensembles. Proposition 5B in this case gives
|χ({pi, ρi})− χ({pi, σi})| ≤ ε logm+ g(ε), (64)
where ε = 1
2
∑
i pi‖ρi − σi‖1 is the average distance between corresponding
states of ensembles. Since ε ≤ t and g(x) is an increasing function, we may
replace ε by t in (64).
The following continuity bound for the Holevo quantity not depending on
the size m of ensembles is obtained by Oreshkov and Calsamiglia in [24]:
|χ({pi, ρi})− χ({qi, σi})| ≤ 2εK log(d− 1) + 2h2(εK), εK ≤ (d− 1)/d,
where d = dimH and εK = DK({pi, ρi}, {qi, σi}) is the Kantorovich distance
(defined in (56)). It follows from (57) that Proposition 5A gives more sharp
continuity bound for the Holevo quantity for d > 2.
4.1.3 General case
If dimH = +∞ then the function {pi, ρi} 7→ χ({pi, ρi}) is not continuous
on the set of all discrete ensembles of states in S(H) with respect to any of
the metrics D0, D∗ and DK . Conditions for local continuity of this function
are presented in the following proposition.
Proposition 6. A) If {{pni , ρ
n
i }}n is a sequence of countable ensembles
D∗-converging to an ensemble {p
0
i , ρ
0
i } (i.e. weakly converging in the sense
(58)) such that lim
n→∞
H(ρ¯n) = H(ρ¯0) < +∞, where ρ¯n =
∑
i p
n
i ρ
n
i , then
lim
n→∞
χ({pni , ρ
n
i }) = χ({p
0
i , ρ
0
i }) < +∞. (65)
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B) If {{pni , ρ
n
i }}n is a sequence D0-converging to an ensemble {p
0
i , ρ
0
i }
(i.e. converging in the sense (52)) and
lim
n→∞
S ({pni }) = S
(
{p0i }
)
< +∞, (66)
where S is the Shannon entropy, then (65) holds.
Remark 7. Condition (66) does not imply (65) for a sequence {{pni , ρ
n
i }}n
D∗-converging to an ensemble {p
0
i , ρ
0
i }. The simplest example showing this
can be constructed as follows.
Let {{pni }i}n be a sequence of countable probability distributions converg-
ing (in the ℓ1-metric) to the degenerate probability distribution (1, 0, 0, ...)
such that there exists limn→∞ S({p
n
i }i) = C > 0. Let {ρi} be a countable
collection of mutually orthogonal pure states in a separable Hilbert space
H and {p0i } a probability distribution such that S({p
0
i }i) = C. Then the
sequence of ensembles {{pni , ρi}i}n converges to the ensemble {p
0
i , σi}i, where
σi = ρ1 for all i, with respect to the metric D∗ and condition (66) holds. But
χ({pni , ρi}) = S({p
n
i }i) does not converge to χ({p
0
i , σi}) = 0.
Proof of Proposition 6. Assertion A is a partial case of Proposition 8 in
Section 4.2.
Since the convergence (52) implies the trace norm convergence of the
sequence {ρˆnAB} to the state ρˆ
0
AB, where ρˆ
n
AB =
∑
i p
n
i ρ
n
i ⊗ |i〉〈i|, assertion B
is derived from Theorem 1A in [28] by using representation (51). 
Proposition 6B implies the following observation which can be interpreted
as stability of the Holevo quantity with respect to perturbation of states of
a given ensemble.
Corollary 5. Let {pi} be a probability distribution with finite Shannon
entropy S({pi}). Then
lim
n→∞
χ({pi, ρ
n
i }) = χ({pi, ρ
0
i }) ≤ S({pi}) (67)
for any sequences {ρn1}, {ρ
n
2}, . . . converging respectively to states ρ
0
1, ρ
0
2, . . .
By Corollary 5 the finiteness of S({pi}) guarantees the validity of (67)
even in the case when the entropy is not continuous for all the sequences
{ρn1}, {ρ
n
2}, . . ., i.e. when H(ρ
n
k)9 H(ρ
0
k) for all k = 1, 2, ...
Proposition 6A shows that for any E > 0 the Holevo quantity is con-
tinuous on the set of ensembles {pi, ρi} with the average energy TrHAρ¯ =
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∑
i piTrHAρi not exceeding E provided the Hamiltonian HA satisfies condi-
tion (30). The following proposition gives Winter’s type continuity bound for
the Holevo quantity with respect to the metric D∗ under the average energy
constraint.
Proposition 7. Let HA be the Hamiltonian of system A satisfying condi-
tions (30) and F̂HA(E) any upper bound for the function FHA(E) (defined in
(31)) with properties (33) and (34), in particular, F̂HA(E) = FHA(E + E0).
Let {pi, ρi} and {qi, σi} be ensembles of states in S(HA) with the average
states ρ¯ and σ¯ such that TrHAρ¯,TrHAσ¯ ≤ E and D∗({pi, ρi}, {qi, σi}) ≤ ε.
Then
|χ({pi, ρi})− χ({qi, σi})| ≤ ε(2t+rε(t))F̂HA
(
E
εt
)
+2g(εrε(t))+2h2(εt) (68)
for any t ∈ (0, 1
2ε
], where rε(t) = (1+t/2)/(1−εt) ≤ r1(t) = (1+t/2)/(1−t).
If A is the ℓ-mode quantum oscillator then
|χ({pi, ρi})− χ({qi, σi})| ≤ ε(2t+ rε(t))
[
F̂ℓ,ω(E)− ℓ log(εt)
]
+ 2g(εrε(t)) + 2h2(εt)
(69)
for any t ∈ (0, 1
2ε
], where F̂ℓ,ω(E) is defined in (43). Continuity bound (69)
with optimal t is tight for large E.
Remark 8. Condition (34) implies lim
x→+0
xF̂HA(E/x) = 0. Hence, Propo-
sition 7 shows that the Holevo quantity is uniformly continuous with respect
to the metric D∗ on the set of all ensembles {pi, ρi} with bounded average
energy.
Remark 9. It follows from (55) and (57) that the metric D∗ in Propo-
sition 7 can be replaced by the easy-computable metric D0 and by the Kan-
torovich metric DK .
Proof. By using representation (63) it is easy to see that continuity bound
(68) can be proved by showing that
|I(A :B)ρ − I(A :B)σ| ≤ ε(2t+ rε(t))F̂HA
(
E
εt
)
+ 2g(εrε(t)) + 2h2(εt)
for any qc-states ρ and σ such that TrHAρA,TrHAσA ≤ E, ‖ρ− σ‖1 ≤ 2ε
and t ∈ (0, 1
2ε
]. This inequality is proved by repeating the arguments from
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the proof of Proposition 2 with trivial C by using the below Lemma 2 instead
of Lemma 9 in [29] and Corollary 2 with trivial C instead of Corollary 1.
If A is the ℓ-mode quantum oscillator then (69) follows from (68) with
F̂HA = F̂ℓ,ω, since F̂ℓ,ω(E/x) ≤ F̂ℓ,ω(E)−ℓ log x for any positive E and x ≤ 1.
Let {pi, ρi} be any pure state ensemble with the average state γA(E) and
qi = pi, σi = (1− ε)ρi + εγA(E) for all i. Then
2D∗({pi, ρi}, {qi, σi}) ≤
∑
i
‖piρi − qiσi‖1 =
∑
i
εpi‖ρi − γA(E)‖1 ≤ 2ε
while concavity of the entropy implies
|χ({pi, ρi})− χ({qi, σi})| ≥ εH(γA(E)) = εFHA(E). (70)
Since F̂ℓ,ω(E)−FHA(E) = o(1) as E → +∞, the tightness of the continuity
bound (69) follows from Remark 10 below. 
Remark 10. Lemma 1 in Section 3.2 implies that for large energy E
the main term of the continuity bound (69) can be made not greater than
ε(F̂ℓ,ω(E) + o(F̂ℓ,ω(E))) by appropriate choice of t.
Lemma 2. Let PA be a projector in B(HA) and ρAB a qc-state (1) with
finite H(ρA). Then
− (1− τ)H(ρ˜A) ≤ I(A :B)ρ − I(A :B)ρ˜ ≤ H(ρA)− τH(ρ˜A), (71)
where τ = TrPAρA and ρ˜AB = τ
−1PA ⊗ IB ρABPA ⊗ IB.
8
Proof. Both inequalities in (71) are easily derived from the inequalities
0 ≤ I(A :B)ρ − τI(A :B)ρ˜ ≤ H(ρA)− τH(ρ˜A) (72)
by using nonnegativity of I(A :B) and upper bound (10).
Note that representation (51) remains valid for an ensemble {pi, ρi} of
any positive trace class operators if we assume that H and I(A : B) are
homogenuous extensions of the von Neumann entropy and of the quantum
mutual information to the cones of all positive trace class operators and that
χ ({pi, ρi}) = H(ρ¯) −
∑
i piH(ρi) in the case H(ρ¯) < +∞. This shows that
the double inequality (72) can be rewritten as follows
0 ≤ χ({pi, ρi})− χ({pi, PAρiPA}) ≤ H(ρ¯)−H(PA ρ¯PA).
8For arbitrary state ρAB double inequality (71) holds with additional factors 2 in the
left and in the right sides (see Lemma 9 in [29]).
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The first of these inequalities is easily derived from monotonicity of the
quantum relative entropy and concavity of the function η(x) = −x log x.
The second one follows from the definition of the Holevo quantity, since
H(ρi) ≥ H(PAρiPA) for all i [22]. 
4.2 Generalized (continuous) ensembles
In analysis of infinite-dimensional quantum systems and channels the notion
of generalized (continuous) ensemble defined as a Borel probability measure
on the set of quantum states naturally appears [14, 15]. We denote by P(H)
the set of all Borel probability measures onS(H) equipped with the topology
of weak convergence [8, 25].9 The set P(H) is a complete separable metric
space containing the dense subset P0(H) of discrete measures (corresponding
to discrete ensembles) [25]. The average state of a generalized ensemble
µ ∈ P(H) is the barycenter of the measure µ defined by the Bochner integral
ρ¯(µ) =
∫
ρµ(dρ).
The average energy of µ is determined by the formula
E(µ)
.
= TrHρ¯(µ) =
∫
TrHρµ(dρ)
where H is the Hamiltonian of the system.
The Holevo quantity of a generalized ensemble µ ∈ P(H) is defined as
χ(µ) =
∫
H(ρ‖ ρ¯(µ))µ(dρ) = H(ρ¯(µ))−
∫
H(ρ)µ(dρ),
where the second formula is valid under the condition H(ρ¯(µ)) < +∞ [15].
The Kantorovich distance (56) between discrete ensembles is extended to
generalized ensembles µ and ν as follows
DK(µ, ν) =
1
2
inf
Λ∈Π(µ,ν)
∫
S(H)×S(H)
‖ρ− σ‖1Λ(dρ, dσ), (73)
9The weak convergence of a sequence {µn} to a measure µ0 means that
limn→∞
∫
f(ρ)µn(dρ) =
∫
f(ρ)µ0(dρ) for any continuous bounded function f on S(H).
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where Π(µ, ν) is the set of all probability measures on S(H) × S(H) with
the marginals µ and ν. Since 1
2
‖ρ− σ‖1 ≤ 1 for all ρ and σ, the Kantorovich
distance (73) generates the weak convergence topology on P(H) [8].
Note first that the continuity condition for the Holevo quantity of discrete
ensembles in Proposition 6A holds for generalized ensembles.
Proposition 8. If {µn}n is a sequence of generalized ensembles weakly
converging to an ensemble µ0 such that lim
n→∞
H(ρ¯(µn)) = H(ρ¯(µ0)) < +∞
then
lim
n→∞
χ(µn) = χ(µ0) < +∞. (74)
Proof. We may assume that H(ρ¯(µn)) < +∞ for all n. So, we have
χ(µn) = H(ρ¯(µn))−
∫
H(ρ)µn(dρ).
Hence, to prove (74) it suffices to note that the functions µ 7→ χ(µ) and
µ 7→
∫
H(ρ)µ(dρ) are lower semicontinuous on P(H) (see Proposition 1 and
the proof of the Theorem in [15]). 
The following proposition presents Fannes’ type and Winter’s type conti-
nuity bounds for the Holevo quantity of generalized ensembles with respect
to the Kantorovich distance DK defined in (73).
Proposition 9. Let µ and ν be ensembles in P(HA) and ε = DK(µ, ν).
A) If d
.
= dimHA is finite then
|χ(µ)− χ(ν)| ≤ ε log d+ 2g(ε). (75)
The factor 2 in (75) can be removed provided that ρ¯(µ) = ρ¯(ν).
B) Let HA be the Hamiltonian of system A satisfying conditions (30)
and F̂HA(E) any upper bound for the function FHA(E) (defined in (31))
with properties (33) and (34), in particular, F̂HA(E) = FHA(E + E0). If
TrHAρ¯(µ),TrHAρ¯(ν) ≤ E then
|χ(µ)− χ(ν)| ≤ ε(2t+ rε(t))F̂HA
(
E
εt
)
+ 2g(εrε(t)) + 2h2(εt) (76)
for any t ∈ (0, 1
2ε
], where rε(t) = (1 + t/2)/(1− εt).
If A is the ℓ-mode quantum oscillator then the right hand side of (76)
can be rewritten as the right hand side of (69).
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Remark 11. Since condition (34) implies lim
x→+0
xF̂HA(E/x) = 0, Propo-
sition 9B shows uniform continuity of the Holevo quantity on any subset of
P(HA) consisting of ensembles with bounded average energy.
Proof. For arbitrary generalized ensembles µ and ν there exist sequences
{µn} and {νn} of discrete ensembles weakly converging respectively to µ and
ν such that
lim
n→∞
χ(µn) = χ(µ), lim
n→∞
χ(νn) = χ(ν)
and ρ¯(µn) = ρ¯(µ), ρ¯(νn) = ρ¯(ν) for all n. Such sequences can be obtained
by using the construction from the proof of Lemma 1 in [15] and taking into
account the lower semicontinuity of the function µ 7→ χ(µ) [15, Pr.1].
Hence assertions A and B are derived, respectively, from Propositions
5A and 7 by noting that the metric D∗ in all the continuity bounds can be
replaced by DK (this follows from (57)). 
5 Applications
5.1 Tight continuity bounds for the Holevo capacity
and for the entanglement-assisted classical capac-
ity of a quantum channel
The Holevo capacity of a quantum channel Φ : A→ B is defined as follows
Cχ(Φ) = sup
{pi,ρi}
χ({pi,Φ(ρi)}), (77)
where the supremum is over all ensembles of input states. This quantity
determines the ultimate rate of transmission of classical information trough
the channel Φ with non-entangled input encoding, it is closely related to the
classical capacity of a quantum channel (see Section 5.2 below) [14, 23, 32].
The classical entanglement-assisted capacity of a quantum channel de-
termines the ultimate rate of transmission of classical information when an
entangled state between the input and the output of a channel is used as
an additional resource (see details in [14, 23, 32]). By the Bennett-Shor-
Smolin-Thaplyal theorem the classical entanglement-assisted capacity of a
finite-dimensional quantum channel Φ : A→ B is given by the expression
Cea(Φ) = sup
ρ∈S(HA)
I(Φ, ρ), (78)
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in which I(Φ, ρ) is the quantum mutual information of the channel Φ at a
state ρ defined as follows
I(Φ, ρ) = I(B :R)Φ⊗IdR(ρˆ), (79)
where HR ∼= HA and ρˆ is a pure state in S(HAR) such that ρˆA = ρ [6, 14, 32].
In analysis of variations of the capacities Cχ(Φ) and Cea(Φ) as functions
of a channel we will use the operator norm ‖ · ‖ and the diamond norm ‖ · ‖⋄
described at the end of Section 2.
Proposition 5A and Corollary 1 imply the following
Proposition 10. Let Φ and Ψ be quantum channels from A to B and
g(ε) = (1 + ε)h2
(
ε
1+ε
)
. Then
|Cχ(Φ)− Cχ(Ψ)| ≤ ε log dB + g(ε), (80)
where ε = 1
2
‖Φ−Ψ‖ and dB = dimHB, and
|Cea(Φ)− Cea(Ψ)| ≤ 2ε log d+ g(ε), (81)
where ε = 1
2
‖Φ−Ψ‖⋄ and d = min{dimHA, dimHB}.
Both continuity bounds (80) and (81) are tight.
Proof. For given ensemble {pi, ρi} Proposition 5A shows that
|χ({pi,Φ(ρi)})− χ({pi,Ψ(ρi)})| ≤ ε0 log dB + g(ε0),
where ε0 =
1
2
∑
i pi‖Φ(ρi)−Ψ(ρi)‖1 ≤
1
2
‖Φ−Ψ‖. This and (77) imply (80).
Continuity bound (81) is derived similarly from Corollary 1 and expres-
sion (78), since for any pure state ρˆAR in (79) we have
‖Φ⊗ IdR(ρˆ)−Ψ⊗ IdR(ρˆ)‖1 ≤ ‖Φ−Ψ‖⋄.
To show the tightness of both continuity bounds assume thatHA = HB =
Cd, Φ is the identity channel (i.e. Φ = IdCd) and Ψp(ρ) = (1− p)ρ+ pd
−1ICd
is a depolarizing channel (p ∈ [0, 1]). Since Cea(Φ) = 2Cχ(Φ) = 2 log d ,
Cχ(Ψp) = log d+ (1− pc) log(1− pc) + pc log(p/d)
and
Cea(Ψp) = 2 log d+ (1− pc˜) log(1− pc˜) + pc˜ log(p/d
2),
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where c = 1− 1/d and c˜ = 1− 1/d2 [14, 16, 32], we have
Cχ(Φ)− Cχ(Ψp) = pc log d+ h2(pc) + pc log c
and
Cea(Φ)− Cea(Ψp) = 2pc˜ log d+ h2(pc˜) + pc˜ log c˜.
These relations show tightness of continuity bound (80) and (81), since it is
easy to see that ‖Φ−Ψp‖ ≤ ‖Φ−Ψp‖⋄ ≤ 2p. 
5.2 Refinement of the Leung-Smith continuity bounds
for classical and quantum capacities of a channel
By the Holevo-Schumacher-Westmoreland theorem the classical capacity of
a finite-dimensional channel Φ : A→ B is given by the expression
C(Φ) = lim
n→+∞
n−1Cχ(Φ
⊗n), (82)
where Cχ is the Holevo capacity defined in the previous subsection [14, 32].
By the Lloyd-Devetak-Shor theorem the quantum capacity of a finite-
dimensional channel Φ : A→ B is given by the expression
Q(Φ) = lim
n→+∞
n−1Q¯(Φ⊗n), (83)
where Q¯(Φ) is the maximum of the coherent information Ic(Φ, ρ)
.
= H(Φ(ρ))−
H(Φ̂(ρ)) over all states ρ ∈ S(HA) (Φ̂ is a complementary channel to Φ).
Leung and Smith obtained in [18] the following continuity bounds for
classical and quantum capacities of a channel with finite-dimensional output
|C(Φ)− C(Ψ)| ≤ 16ε log dB + 4h2(2ε) , (84)
|Q(Φ)−Q(Ψ)| ≤ 16ε log dB + 4h2(2ε) , (85)
where ε = 1
2
‖Φ−Ψ‖⋄ and dB = dimHB.
10 By using Winter’s tight continuity
bound (7) for the conditional entropy (instead of the original Alicki-Fannes
continuity bound) in the Leung-Smith proof one can replace the main terms
in (84) and (85) by 4ε log dB. By using Proposition 3A one can replace the
main terms in (84) and (85) by 2ε log dB (which gives tight continuity bound
10It is assumed that expressions (82) and (83) remain valid in the case dimHA = +∞.
34
for the quantum capacity and close-to-tight continuity bound for the classical
capacity).
Proposition 11. Let Φ and Ψ be channels from A to B. Then
|C(Φ)− C(Ψ)| ≤ 2ε log dB + g(ε), (86)
|Q(Φ)−Q(Ψ)| ≤ 2ε log dB + g(ε), (87)
where ε = 1
2
‖Φ−Ψ‖⋄, dB = dimHB and g(ε) = (1 + ε)h2
(
ε
1+ε
)
.
Continuity bound (87) is tight, continuity bound (86) is close-to-tight (up
to the factor 2 in the main term).
Proof. Since
Cχ(Φ
⊗n) = supχ({pi,Φ
⊗n(ρi)}),
where the supremum is over all ensembles {pi, ρi} of states in S(H
⊗n
A ), conti-
nuity bound (86) is obtained by using Lemma 12 in [18], representation (51)
and Proposition 3A in Section 3.3.
To prove continuity bound (87) note that the coherent information can
be represented as follows
Ic(Φ, ρ) = I(B :R)Φ⊗IdR(ρˆ)−H(ρ),
where ρˆ ∈ S(HAR) is a purification of a state ρ. Hence for arbitrary quantum
channels Φ and Ψ, arbitrary n and any state ρ in S(H⊗nA ) we have
Ic(Φ
⊗n, ρ)− Ic(Ψ
⊗n, ρ) = I(Bn :Rn)Φ⊗n⊗IdRn (ρˆ)− I(B
n :Rn)Ψ⊗n⊗IdRn (ρˆ)
where ρˆ ∈ S(H⊗nAR) is a purification of the state ρ. This representation,
Proposition 3A in Section 3.3 and Lemma 12 in [18] imply (87).
The tightness of continuity bound (87) for the quantum capacity can be
shown by using the erasure channels
Φp(ρ) =
[
(1− p)ρ 0
0 pTrρ
]
, p ∈ [0, 1].
from d-dimensional system A to (d + 1)-dimensional system B. It is known
that Q(Φp) = (1− 2p) log d for p ≤ 1/2 and Q(Φp) = 0 for p ≥ 1/2 [14, 32].
Hence Q(Φ0)−Q(Φp) = 2p log d for p ≤ 1/2. By noting that ‖Φ0−Φp‖⋄ ≤ 2p
we see that continuity bound (87) is tight (for large d).
The proof of tightness of continuity bound (80) for the Holevo capacity
shows that the main term in (86) is close to the optimal one up to the factor
2, since C(Ψp) coincides with Cχ(Ψp) for the depolarizing channel Ψp [16].

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5.3 Other applications
The results of this paper concerning infinite-dimensional quantum systems
and channels can be applied for quantitative continuity analysis of capacities
of energy-constrained infinite-dimensional quantum channels with respect to
the strong (pointwise) convergence topology (which is substantially weaker
than the diamond-norm topology). In particular, Propositions 3B and 7
are used in [30] to obtain uniform continuity bounds for the entanglement-
assisted and unassisted classical capacities of energy-constrained infinite-
dimensional quantum channels with respect to the energy-constrained dia-
mond seminorms generating the strong convergence topology on the set of
quantum channels.
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