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for separation into scales, including a description of the numerical treatment of the separated 
problem. (The formalism of this scale separation is given in the Appendix.) In Section 3, a 
computation illustrates the new technique. 
2. APPLICATION OF THE BOUNDARY LAYER FORMALISM 
The dynamics of an ARNN are specified by a system of the form 
ti + u = F(v), t > 0, 
u= g(u), (1) 
with ~(0) being given. g is the sigmoid, which we take in the form 
where the definition is componentwise when x and g are vectors. Here, E is a scale parameter. 
The solution of this system is sought, so that the equilibrium value of u may be determined. The 
numerical solution of the initial value problem (1) may be obtained by introducing a mesh of t 
values {j At, j = O,l,. . . } and employing some numerical method. We seek to accelerate this 
solution process when E is a small positive parameter. In this case, the boundary layer methods 
of singular perturbation theory will come into play. 
Setting h(e) = 3 (1 + sig z), we have 
fJ(%,E) = h(z) + 0 
(e-my/‘) . 
So when no component of 21 is small in magnitude compared to e, the solution u of (1) may be 
approximated to good accuracy by the solution of 
Ii + u = F(h(u)), (2) 
which is simpler (cheaper) to solve than (1). There are at least two reasons for this: 
(i) Equation (1) is a stiff equation for small E, whereas (2) is not stiff. Thus, far fewer time 
steps are needed for numerically solving (2) than (1). 
(ii) The limiting form F(h(zl)) is usually simpler than g(z,e), so that less arithmetic is in- 
volved in evaluating F compared to g. Equation (2) may be used until one or more 
components of u becomes O(E). 
Say all such components are less than CE in magnitude, c being some fixed positive constant. 
We take this as an indication that these components are in process of changing sign, and we 
call such a state of the solution a transition (of sign). Call 212 the block of components in 
transition, and call ~1 the remaining block. Call the time at which this state commences t = L-. 
Corresponding to the block decomposition of u, compose a block decomposition of F = (Fl, F2)T. 
In applications, 
F(v) = 2 + TV, (3) 
where 1 is a fixed vector and T a fixed matrix. Denote the corresponding block decomposition 
of 1 and T by 
1= Ii 
0 12 
and T=(z; 2:). (4 
Now let us introduce new variables by scaling, as follows: 
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y may be approximated within O(E) by a function Z(T) [4, Chapter 51, 7 = (t - L-)/E is the 
so-called fast time, and Z(T) is a solution of the following initial value problem (cf. (A.4) in the 
Appendix): 
1 
%‘=B+T&J-, 
1 + e-= 
?- > 0, 
@) = u2(L-) 
-3 
E 
B = 12 + T2l h(xo(L-)). 
Here ’ denotes $. While this initial value problem can be solved in closed form (see [5]), it is 
cheaper to solve it numerically on a 7 mesh, rj = j AT, j = 0, 1, . . , . We follow this numerical 
solution until the transition is complete, say when all components of z exceed c in magnitude. 
We suppose this occurs at the Nth mesh point, TN. Thus the transition occurs on the T interval 
[0, TN], or equivalently, on the t interval 
It = [L-, L-+&NAT]. 
With z(L-) = ul(L-) being prescribed, z(t) is approximated to within O(E) by the solution of 
an initial value problem (cf. (A.2) (i)). In particular, 
k + 2 = 11 f Z-11 h(x) + Tl2 $7(” z), t E It. (5) 
Solving this equation on the t mesh 
ti = L- +iAt, i=O,...,m, 
we see that the values of I needed for the solution process of (5) are at the following values of r: 
T(j) z f j AT, j =O,...,m; 
m is the smallest integer exceeding EN AT/At. If m divides N, these values of r lie on the r 
mesh. If m does not divide N, we must interpolate. The very simplest interpolation is to choose 
the ith r needed as _ 
m = m 
[ 1 Fj AT. 
That is, we take the following approximations 
4%)) - % ([ij]AT) -z([$$]AT), j=O ,..., m. 
The transition completed, we return to (2) to continue the solution development. 
Why the Boundary Layer Method is Advantageous 
The transition stage is a boundary layer region for u. This region of rapid development requires 
small mesh increments in the numerical development (the 7 mesh). The point is that the boundary 
layer development identifies that part of the system (in particular, us) which undergoes the rapid 
variation in the boundary layer (namely z) and invests in a fine mesh (the 7 mesh) calculation 
only on that part. In the example in Section 3, there are 60 coarse mesh points and a total of 300 
evaluations at such points. There are 500 fine mesh points and 550 corresponding evaluations. 
Without the boundary layer methodology, this number of evaluations would increase from 550 to 
2500. Thus, the boundary layer methodology eliminates 1950 of 2800 evaluations, or 70%. This 
fraction eliminated should grow with the order of the system. (Note that all figures given here 
are approximate.) 
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3. A NUMERICAL EXPERIMENT 
In this section, we illustrate the methods proposed in Section 2 by means of a computation 
performed on a special example. 
EXAMPLE. We treat a fifth order system of the form (l), (3), (4), with 
which is the standard k winners ARNN [6]. We take ~(0) = (0.9,1.5,1.1,1,0.75). Other numeri- 
cal values are c = 3, At = 0.005, AT = 0.025, e = 0.01. The results are illustrated in Figure 1. 
We see that there are 4 transitions. First the block of unknowns (211,~~~) transits at t = 0.135 
(approx.), then ‘113, 214, and 212, respectively, transit separately at t = 0.175, 0.195, 0.285 (ap- 
prox.), respectively. As is evident from the figure, the trajectories are smooth throughout. The 
transition regions It are marked with blocks. 
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Figure 1. The numerical experiment illustrating transitions. 
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APPENDIX 
After scaling, equation (1) takes the form (we use the form (3) for F(‘U) with the block decomposition given 
in (4)), 
k +a: = I1 +z1gm4 + Zzg(o?Ae), 
E~+~=zZ+T21g(5,E)+T22g(E~,E). 
Wet&et= 0 aa the crossing point of the components g. That is, the value oft where the components in transition 
vanish, i.e., y(O) = 0. Now [4, Chapter 5] with 7 = t/e and ’ = 6, 
z(t) = =0(t) + O(E), 
y(t) = ye(t) + xl(,) + O(E), 
(A4 
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where 
(i) *o + 20 = 21 + Tll h(x0) 
1 
+ Tl2 -, 1 + e-u0 
(ii) 0 = 12 + T21 h(xo) + T,, &, (A-2) 
(iii) (BO@) + Y,)’ = 12 + Tz1 h(xo(o)) + Tz2 1 + e_t~~~o~+yo~ > 
with Zo(0) = Z(0) and $jo(O) + Y(0) = 0. 
Combining (i) and (ii) in (A.2), we find 
ko + xo = II + TII h(zo) - Tn T2i1 (12 + T21 h(xo)). (A.3) 
Since Xo doesn’t change sign in the transition (in a neighborhood of zero), the right member of (A.3) is time- 
independent in the transition. Denoting this right member by A, a constant, we have 
xo = (SO(O) - A) eet + A. 
We also have 
( 
1 
” = -log -’ - T,-,’ (22 + T21 hfxo)) > ’ 
Note that ‘&/o is also a constant in the transition, and so, 30 = ‘&J(O), say. Let 
x(7) = %!o + ye(T), 
B = 22 + T21 h(xo(o)). 
Then from (A.2) (iii), 
1 
z’= B+Taz- 
l+e+’ 
r(0) = 0. (A.4) 
