Abstract. We study the equidistribution of multiplicatively defined sets, such as the squarefree integers, quadratic non-residues or primitive roots, in sets which are described in an additive way, such as sumsets or Hilbert cubes. In particular, we show that if one fixes any proportion less than 40% of the digits of all numbers of a given binary bit length, then the remaining set still has the asymptotically expected number of squarefree integers. Next, we investigate the distribution of primitive roots modulo a large prime p, establishing a new upper bound on the largest dimension of a Hilbert cube in the set of primitive roots, improving on a previous result of the authors. Finally, we study sumsets in finite fields and asymptotically find the expected number of quadratic residues and non-residues in such sumsets, given their cardinalities are big enough. This significantly improves on a recent result by Dartyge, Mauduit and Sárközy. Our approach introduces several new ideas, combining a variety of methods, such as bounds of exponential and character sums, geometry of numbers and additive combinatorics.
1. Introduction 1.1. Motivation. Given an integer n ≥ 2, we denote by D n the set of vectors d = (δ 0 , . . . , δ n−1 ) where δ i ∈ { * , 0, 1}, i = 0, . . . , n − 1, and for d ∈ D n we consider the set
Furthermore, for integers n > k ≥ 1 we denote by D k,n the subset of ndimensional vectors d ∈ D n with exactly k components of d that are fixed as either 0 or 1 and n − k components that are * . We also use D We first recall that Bourgain [5, 6] has recently obtained several very strong results about prime numbers with prescribed binary digits, see also [22] . For example, the result of [6] gives an asymptotic formula for the number of primes p ∈ N n (d) for very dense vectors d ∈ D
Our results and methods.
Here we combine a variety of methods, such as bounds on exponential and character sums, geometry of numbers, additive combinatorics, to derive new results about the arithmetic structure of elements of N n (d). Throughout, our goal is to treat d ∈ D k,n with the ratio k/n as large as possible (that is, for thin sets of integers with as large as possible proportion of pre-assigned digits). We believe that our ideas and results can find application to several other problems of this type.
More precisely, in Section 3.1 we first study the distribution of squarefree numbers in sets N n (d). Using some combinatorial arguments, the theory of lattice minima and a result of Bourgain [6, Lemma 4] we obtain an asymptotic formula for the number of squarefree integers s ∈ N n (d) for d ∈ D * k,n provided that k ≤ (2/5 − ε)n for any fixed ε > 0. In Section 3.2 we also give an asymptotic for the sums of values of the Euler function in essentially full range k ≤ (1 − ε)n.
Furthermore, we also estimate multiplicative character sums and in Section 3.3 obtain results about the distribution of quadratic non-residues and primitive roots modulo p among the elements of N n (d) for d ∈ D k,n provided that k ≤ (1/2−ε)n for any fixed ε > 0. This result complements those of [1, 14, 15, 34] where similar questions are considered for integers with various restrictions on their binary digits (and also digits in other bases).
Finally, in Section 3.4, we consider a related question about quadratic residues and primitive roots in Hilbert cubes. For a prime power r = p n , let F r denote the finite field of r elements. For a 0 , a 1 , . . . , a d ∈ F p we define the Hilbert cube as
We define f (p) as the largest 
Hegyvári and Sárközy [23, Theorem 2] give the bound f (p) < 12p 1/4 for sufficiently large p, which has been improved to
as p → ∞, by Dietmann, Elsholtz and Shparlinski [14, Theorem 1.3] . Here we improve this further to (1) and recall that reducing the exponent below 1/8 immediately implies an improvement of the Burgess bound on the least primitive root (note that 3/19 − 1/8 = 0.0328 . . .).
As a further application of our method of Section 3.3, in Section 3.5, we outline a substantial improvement of one of the results of Dartyge, Mauduit and Sárközy [11] . Namely, given a basis ω 1 , . . . , ω n of F p n over F p , and a collection of n sets A = {A i ⊆ F p : i = 1, . . . , n}, we consider the set
which has a natural interpretation of elements in F p n "with restricted digits". Dartyge, Mauduit and Sárközy [11, Theorem 2.1] show that if for some fixed ε > 0 the lower bound
holds, then, as p → ∞, the set W A contains asymptotically equal proportions of quadratic residues and non-residues (note that in [11] only the case of A 1 = . . . = A r is considered but the proof immediately extends to different sets). Here, in Section 3.5 we prove a similar asymptotic equidistribution of quadratic residues and non-residues under a much more relaxed condition than (1.3). Namely, for our result we only assume that for some fixed ε > 0 we have
and min
For n ≥ 3 this is a much wider range of parameters than the earlier restriction (1.3) that is linear in p.
1.3. Notation. Throughout the paper the implied constants in the symbols "O" and "≪" may depend on the real parameter ε > 0 and an integer parameter ν ≥ 1. We recall that the expressions A ≪ B and A = O(B) are each equivalent to the statement that |A| ≤ cB for some constant c.
As usual, log z denotes the natural logarithm of z. The letter p always denotes a prime.
As we have mentioned, we use F r to denote the finite field of r elements.
Preparations
2.1. Bounds of some exponential and character sums. We need the following result of Bourgain [6, Lemma 4] .
Lemma 2.1. Let n > k ≥ 1 and d ∈ D * k,n . Then for any integers a and q with gcd(2a, q) = 1 and 3 ≤ q ≤ n 1/10κ , where κ = k/n, we have
We need the following bound of a double character sum due to Karatsuba [25] , see also [26, Chapter VIII, Problem 9], which in turn follows from the Weil bound (see [24, Corollary 11.24] ) and the Hölder inequality.
We present it in the settings of arbitrary finite fields.
Lemma 2.2. For any integer ν ≥ 1, any sets A, B ⊆ F r and any non-trivial multiplicative character χ of F r , we have
where the implied constant depends only on ν.
In particular, taking ν = ⌈ε −1 ⌉ for a fixed ε > 0 we derive from Lemma 2.2 Corollary 2.3. For any η > 0 there exists δ > 0 such that for any sets A, B ⊆ F r with #A ≥ r 1/2+η and #B ≥ r η and any non-trivial multiplicative character χ of F r , we have
where the implied constant depends only on η.
We make use of the following special case of a result of Shao [35] .
Lemma 2.4. Let ν ≥ 1 be a fixed integer. Let 0 ≤ w 1 < . . . < w J < p be J ≥ 1 arbitrary integers with
for some real H ≥ p 1/2ν . Then for any non-principal multiplicative character χ modulo p, we have
2.2.
Bounds of the number of solutions of some congruences. For d ∈ D n and an integer q ≥ 2 we consider the set
Lemma 2.5. Let n > k ≥ 1 and d ∈ D * k,n . Then for any odd q with 1 < q ≤ n 1/10κ , where κ = k/n, we have
Proof. Using the orthogonality of exponential functions we write
exp(2πias/q).
The term corresponding to a = 0 is equal to #N n (d)/q while it is easy to see that Lemma 2.1 also applies to exponential sums with denominators q/ gcd(a, q) ≥ 3 instead of q.
For larger values of q we only have an upper bound on #N n (d, q).
For real positive κ and ̺ we define
2 as the root of the equation
which belongs to the interval [0, ̺]. We now set
Lemma 2.6. Let ε > 0 be fixed. Let
where the implied constant is absolute, κ and ̺ are defined by
and ϑ(κ, ̺) is given by (2.2).
Proof. We refer to the digits of s ∈ N n (d) on positions j with δ j = * as to free positions and we refer to other digits as to fixed positions. We set r = log q log 2 − 1.
We set δ i = 0 for all integers i ∈ [0, n − 1]. Now, for j ∈ Z, we denote by w j the number of free positions amongst the positions j, . . . , j + r − 1 and let χ * be the characteristic function of the symbol ' * ' defined on the set { * , 0, 1}. Then
We now set t = ⌊τ (κ, ̺)n⌋, where τ (κ, ̺) is given by (2.1). We count the total number W of free positions which appear in each of the n + r − 2t + 1 blocks of width r starting at the points j = −r + t, . . . , n − t. Then we have
We now note that for j < 0 we have w j ≤ r − |j| and for j < r we have w n−j ≤ j. Hence,
Therefore, we conclude from (2.3) that
Hence, for some h ∈ [−r + t, n − t] we have
where the implied constant is absolute. Now fixing the digits on the remaining n−k −w h free positions j ∈ [h, h+r −1] of the numbers
and recalling that 2 r < q, we see that the number
belongs to a prescribed residue class modulo q and since 0 ≤ s < 2 r < q, s is uniquely defined. Hence, using (2.4), we obtain
and the result follows.
Lemma 2.7. Let ε > 0 be sufficiently small and
Moreover, let
and
and suppose that
Proof. We follow the definition of free and fixed positions as in the proof of Lemma 2.6. Let us divide the set of all n positions into three blocks W 1 , W 2 , W 3 of consecutive positions (from the left to the right) in the following way: The number of positions in W 1 ∪ W 2 as well as in W 2 ∪ W 3 is 2̺n + O(1). This is certainly possible since we have (2.5) (more explicitly, W 1 and W 3 contain n(1 − 2̺) + O(1) positions and W 2 contains n(4̺ − 1) + O(1) positions). Let w i be the number of free positions in block W i , i = 1, 2, 3. Since the total number of free positions is (1 − κ)n, we obtain (2.10)
Now let α be the number of free positions in W 1 and W 2 together, that is, α = w 1 + w 2 , and analogously let β = w 1 + w 3 and γ = w 2 + w 3 . Then (2.10) implies that
Now regarding the neighbouring blocks W 1 and W 2 as one block with α free positions, as in the proof of Lemma 2.6 we obtain (2.12)
whenever A < q ≤ 2A. Note that here we use the fact that A ≫ 2 ̺n , whence q 2 ≫ 2 2̺n , so a congruence modulo q 2 fixes all the free positions in the block composed of W 1 and W 2 . Analogously, we obtain the alternative bound
using the block composed of W 2 and W 3 . Our first observation is that we can assume that α < (1 + ε)̺n, as otherwise (2.12) implies
and the result follows. Similarly, using (2.13), we can assume that γ < (1 + ε)̺n. Hence, by (2.11) we can also assume that (2.14)
Note that by (2.7), this implies that
Moreover, as trivially β ≤ (1 − κ)n where (1 − κ)n is the total number of free positions, we obtain
.
By (2.6), for sufficiently small ε > 0 this implies that
for sufficiently small ε > 0. Working with W 1 and W 3 is more difficult, as we are no longer dealing with one, but rather with two intervals. Writing r for the bit position at the right of W 1 , and s for the position at the right of W 2 , we are now considering congruences of the form
Note that from the construction of W 1 , W 2 , W 3 it follows that r ≥ 2̺n + O(1).
Once b, corresponding to W 2 , has been fixed, the solution set of (2.17) is of the form
where (a 0 , c 0 ) ∈ Z 2 is a fixed solution of (2.17) and (a 1 , c 1 ) runs over all solutions of the homogeneous congruence
By construction of the W i , we see that a and c are non-negative integers with a, c ≪ 2 (1−2̺)n , whence also |a 1 |, |c 1 | ≪ 2 (1−2̺)n . Moreover, the congruence (2.19) describes a two-dimensional lattice with a basis {(1, −2 r ), (0, q 2 )} and of determinant q 2 . Let 2 λ 1 (q) , 2 λ 2 (q) be its successive minima, where λ 1 (q) ≤ λ 2 (q). For the general background on lattices we refer to [20] .
Let us first discuss the case that
Then the number of solutions to (2.19) with
, we obtain the bound O 2 (2−6̺)n for the number of solutions to (2.19) . Considering all the possible
choices for b, we therefore obtain
By (2.16), this contribution, when summed over A < q ≤ 2A, is negligible with respect to (2.9). We may therefore without loss of generality assume that
Again, from (2.18) we conclude that the number of solutions of (2.17) with
and the number of possible choices for b is bounded by #N n (d)2 −β , so
Let us define a real parameter
If λ 1 (q) > λ, then (2.14) and (2.15) give
It now remains to estimate the contribution from q with λ 1 (q) ≤ λ. Furthermore, it is enough to show that for any real positive µ < λ we have (2.22) 
We therefore obtain
A<q≤2A:
Now by (2.8), (2.14) and (2.21), we have
completing the proof.
In particular, covering an interval [A, B] by dyadic intervals, we derive from Lemma 2.7 the following result suitable for our applications.
Corollary 2.8. Let ε > 0 and
Then for any A and B with
Lemma 2.9. Keeping the notation of Lemma 2.6, suppose that
Proof. We use a similar, but simpler argument as in the proof of Lemma 2.7.
, we can divide the n bits into three blocks W 1 , W 2 , W 3 (from the left to the right), such that W 1 and W 3 have size ̺n + O(1), each, and W 2 has size (1 − 2̺)n + O(1). Then in one of W 1 and W 3 , say W 1 , there must be at least
many free positions. Once all the bits outside W 1 have been chosen, a congruence modulo q fixes all ≫ n(̺ − κ/2) remaining free positions in W 1 , whence
which concludes the proof.
To apply Lemma 2.6 we also need the following technical statement.
Lemma 2.10. For 1 > κ > 0 the function ϑ(κ, ̺) given by (2.2) is monotonically decreasing as ̺ is increasing.
Proof. The result follows from the observation that the derivative
is negative, as 1 + 2c̺ + ̺ 2 > 0 and 1 + c̺ − 1 + 2c̺ + ̺ 2 < 0 when |c| < 1. 
For a set S ⊆ F p we use Σ k (S) to denote the set of all k-elements subset sums of S, that is,
We make use of the following result of Dias da Silva and Hamidoune [13, Theorem 4.1].
Lemma 2.12. For a set S ⊆ F p and an integer k ≥ 1, we have
We now define
Taking k = ⌊#S/2⌋ in Lemma 2.12 we immediately derive:
Corollary 2.13. For a set S ⊆ F p and an integer k ≥ 1 we have
Main Results

3.1.
Squarefree integers with fixed digits. Let S n (d) be the number of squarefree integers s ∈ N n (d).
Theorem 3.1. For any ε > 0, uniformly over integer k < (2/5 − ε)n and d ∈ D * k,n , we have
Proof. The inclusion-exclusion principle yields
where µ(q) is the Möbius function, see [21, Section 16.3] . As before, we define κ = k/n and we also use the function ϑ(κ, ̺) that is given by (2.2).
For κ < 2/5 − ε we have
as ϑ(2/5, 2/5) = 1/2 and for fixed ̺, the function ϑ(κ, ̺) given by (2.2) is obviously decreasing in κ. Choose ζ > 2/5 such that
which for sufficiently small ε > 0 is possible since κ < 2/5 − ε. Note that in particular, ζ > κ. We set
and write
where
We use Lemma 2.5 for q ≤ T , getting the main term
So we now obtain the main term
To estimate S 2 , we use Lemma 2.6. First we note that by Lemma 2.10, for
where, in analogy to Lemma 2.6, ̺ is defined by q = 2 ̺n . Hence in this range we have
Since by (3.1) we have 2ϑ(κ, 2/5) > 1, we now derive
For S 3 we use a similar argument as for S 2 , this time with Lemma 2.9 instead of Lemma 2.6, noting that with κ < 2/5 and ̺ ≥ 1/5 we obtain
for some sufficiently small δ > 0, so again (3.6)
To estimate S 4 , we use Corollary 2.8, which by (3.2) applies with some sufficiently small ε > 0, getting
Finally, we use the trivial bound #N n (d, q 2 ) ≤ 2 n /q 2 for q > W and using ζ > κ we derive
Substituting (3.4), (3.5), (3.6), (3.7) and (3.8) into (3.3), we now conclude the proof.
Average values of the Euler function.
We now consider the average value Theorem 3.2. For any ε > 0, uniformly over integers k < (1−ε)n and d ∈ D * k,n , we have
Proof. Using the the well-known formula ϕ(s) s = q|s µ(q) q see [21, Equation (16.3.1)], and changing the order of summation, we write
We now proceed very similarly to the proof of Theorem 3.1. Again we define κ = k/n and we also use the function ϑ(κ, ̺) that is given by (2.2).
Clearly, for 0 < κ < 1 we have
Thus, using Lemma 2.10, we see that for any κ < 1 we can find ξ to satisfy (3.9) 1 > ξ > κ and (3.10) ϑ(κ, ξ) > 0.
We set Q = n 1/10κ and W = 2 ξn .
We use Lemma 2.5 for q ≤ Q, and exactly as in the proof of of Theorem 3.1 we obtain the main term
To estimate T 2 , we use Lemma 2.6 for Q < q ≤ W . First we note that by Lemma 2.10, for Q < q ≤ W , we have
Since by (3.10) we have ϑ(κ, ξ) > 0, we now derive
Finally, we use the trivial bound #N n (d, q) ≤ 2 n /q for q > W and using (3.9) derive (3.14)
Substituting (3.12), (3.13) and (3.14) into (3.11), we conclude the proof.
3.3. Non-residues with fixed digits. For a prime p, we use N + n (d, p) and N − n (d, p) to denote the sets of s ∈ N n (d), that are quadratic residues and nonresidues, respectively (we also use N ± n (d, p) to denote either of these sets). Theorem 3.3. For any ε > 0 there exists some δ > 0 such that for k < (1/2−ε)n, d ∈ D k,n and any prime p with 2 n < p < 2 n+1 we have
Proof. We select arbitrary s = ⌈εn/2⌉ free positions and denote by B the set of 2 s integers with all possible combinations of digits on these positions and zeros on all other positions. We also define by A the subset of 2 n−k−s elements of N n (d) which also have zero digits on the positions that are allocated to B. Clearly each element of N n (d) has a unique representation as a + b with a ∈ A, b ∈ B. The result is now instant from Corollary 2.3. Let ∆ be the difference between consecutive terms of the progression. Let us consider the interval
Primitive roots in
On the other hand, it follows from Corollary 2.13 that #V ≫ d 2 . Now let
We now take an arbitrary element w 1 ∈ W and remove from W at most O(L) elements w with |w−w 1 | ≤ L and denote the remaining set as W 1 . We now choose an arbitrary element w 2 ∈ W 1 and remove from W 1 at most O(L) elements v with |w − w 2 | ≤ L and denote the remaining set as W 2 . Continuing, we obtain a set {w 1 , . . . , w J } of
elements, which after renumbering satisfy the condition of Lemma 2.4. By Lemma 2.4 and (3.17), taking a sufficiently large ν after simple calculations we obtain that for any non-trivial multiplicative character χ of F p we have
Recalling (3.15) and (3.16), we find that the latter condition is satisfied. Expressing, in a standard fashion, the counting function for primitive roots among the A to denote the sets of w ∈ W A , that are quadratic residues and non-residues, respectively (we also use W ± A to denote either of these sets).
Theorem 3.5. Let n ≥ 2. For any ε > 0 there is some δ > 0 such that for an arbitrary basis ω 1 , . . . , ω n of F p n over F p and a collection of n sets
the following holds: for the set
we have
uniformly over n and p.
Proof. Without loss of generality, we can assume that ε ≤ 1/2. We also set n 0 (ε) = 4ε −1 .
We first consider the case when (3.20) n > n 0 (ε).
Assuming that (3.20) holds, we set
By choosing I such that the sets A i with i ∈ I are the m sets of largest cardinality we see that
We then define J = {1, . . . , n} \ I and
Thus, recalling (3.18) and (3.21), we see that
Furthermore for n > n 0 (ε) we have
Therefore, recalling (3.19) again, we see that #B ≥ p ε 2 n/4 . (3.23)
As {ω 1 , . . . , ω n } is a basis, every element w = W A has a unique representation w = a + b with a ∈ A, b ∈ B. Hence for any multiplicative character χ of F r we have for any non-trivial multiplicative character χ of F p n where δ > 0 depends only on ε. Thus, taking the quadratic character χ, we obtain the desired result if the inequality (3.20) holds. Now, for small values of n, for which inequality (3.20) fails, we simply take m = n − 1 and choose I as before, to satisfy (3.21). Hence, instead of (3.22) we have #A ≥ p (1/2+ε)n and also trivially, we have #B ≥ p ε ≥ p εn/n 0 (ε) .
Applying Corollary 2.3 with η = ε/n 0 (ε), we obtain the bound (3.24) again, which concludes the proof.
Comments
We remark that motivated by a question of Erdős, Mauduit and Sárközy [18, Problem 5], Banks and Shparlinski [2] have studied the average value of ϕ(s)/s over integers with some digital restrictions, different from that of Theorem 3.2, see also [3] . As in [3] , one can also study the average value of σ(s)/s for the sums of divisors function and obtain a full analogue of Theorem 3.2 for this function. Furthermore, our argument can be used to give an asymptotic formula for the number of pairs (s, r) with r, s ∈ N n (d) such that gcd(s, r) = 1.
Clearly, the bound (3.24) also allows to study the distribution of primitive roots in the set W A . Finally, we note that the case when the sets A 1 , . . . , A n are sets of consecutive residues corresponds to the settings of [11, Theorem 3.1] . In this case, one can use the recent generalisations of the Burgess bounds that are due to Chang [7, 8] and Konyagin [28] (when n is bounded) together with a classical bound of Davenport and Lewis [12] (when n → ∞) and improve the result of [11, Theorem 3.1].
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