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This paper presents a combinatorial theory of formal power series. The 
combinatorial interpretation of formal power series is based on the concept of 
species of structures. A categorical approach is used to formulate it. A new proof of 
Cayley’s formula for the number of labelled trees is given as well as a new 
combinatorial proof (due to G. Labelle) of Lagrange’s inversion formula. Polya’s 
enumeration theory of isomorphism classes of structures is entirely renewed. 
Recursive methods for computing cycle index polynomials are described. A 
combinatorial version of the implicit function theorem is stated and proved. The 
paper ends with general considerations on the use of coalgebras in combinatorics. 
Table des mati&es. Introduction. 1. Espkces de structures. 2. Les operations 
combinatoires. 3. Dtnombrements des types de structures. 4. Espkces linkaires. 5. 
Espkes sur plusieurs variables. 6. EspQes pond&es. 7. Quelques aspects 
gtneraux. 8. References. 
Le but de ce travail est a la fois d’exposer, de clarifier et d’unifier le sujet. 
L’utilite des series formelles dans les calculs combinatoires est bien etablie. 
L’interprttation combinatoire de l’operation de substitution a fait l’objet de 
travaux assez recents (Bender et Goldman [I], Doubilet et al. [8], Foata et 
Schiitzenberger [ 121, Garsia et Joni [ 131, Gessel [ 141). La premiere inter- 
pretation (probabiliste) de la substitution des series de puissances remonte a 
Watson (Kendall [ 181) (dans la theorie de processus en cascade). 
La caracteristique principale de la th&orie present&e ici est son degre de 
generalhe et sa simplicith Dans cette thiorie, les objets combinatoires 
correspondant aux series formelles sont les espkes de structures. L’accent est 
mis sur le transport des structures plutot que sur leurs propribtes. Ce point 
de vue n’est pas sans Cvoquer celui d’Ehresmann [9] et contraste avec celui 
de Bourbaki [2]. Aux operations combinatoires sur les series formelles 
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correspondent des operations sur les especes de structures. Aux identites 
algebriques entre expressions formelles correspondent souvent des identitts 
combinatoires. L’intuition et le calcul peuvent alors jouer sur deux plans 
dans un dialogue qui ressemble i celui qu’entretiennent l’algebre et la 
geomttrie. 11 en resulte une sorte d’algebre combinatoire analogue Q l’algebre 
geomttrique de Grassman (et de Leibniz). La simpliciti de la theorie est en 
grande partie due i l’usage qu’elle fait des concepts de la thiorie des 
categories [23] (les theories anterieures utilisant surtout la theorie des 
ensembles ordonnes et des partitions). De plus, elle met en evidence le fait 
fondamental qu’un tris grand nombre de bijections construites sont 
natwelles, c’est-i-dire qu’elles ne dependent pas d’un systime de coor- 
donnees introduit au moyen d’une enumeration arbitraire. 
Le travail contient quelques innnovations combinatoires comme le concept 
de verte’bre’ et une nouvelle demonstration du resultat de Cayley sur le 
nombre d’arbres. On y trouve aussi une nouvelle demonstration combinatoire 
du theoreme d’inversion de Lagrange. La theorie de Polya est entierement 
refaite et il en resulte une methode permettant souvent de calculer par 
re’currence les coefficients des polynomes indicateurs des cycles. 
La theorie presente ici est partielle. Plusieurs aspects fondamentaux n’ont 
pas ete abordes. Ainsi, il existe une theorie categorique tres gentrale de 
l’operation de substitution (Kelly [ 171). D es developpements ulterieurs 
necessiteront saris doute un tel degre de geniralitt. Nous nous sommes 
limit& aux aspects les plus aptes (dans l’opinion de l’auteur) a capter l’at- 
tention d’un lecteur non familier avec les concepts de la theorie des 
categories. 
Je suis surtout reconnaissant a G. Labelle d’avoir manifeste de l’intiret 
pour les questions de l’auteur et a qui je dois la demonstration du theoreme 
d’Inversion de Lagrange presentee ici. Je dois aussi a J. Beck, F. W. 
Lawvere, P. Leroux, J. Labelle et S. Schanuel d’avoir eu des conversations 
stimulantes sur les relations possibles entre la combinatoire et la thtorie des 
categories. Je remercie G.-C. Rota pour m’avoir encourage a rediger ce 
travail. Je remercie aussi Cathy Kicinski pour son travail de dactylographie. 
Finalement, ce travail, redige sous le soleil du printemps australien, n’aurait 
jamais vu le jour saris l’hospitalite de Max Kelly, de l’universitt de Sydney. 
1. ESP~CES DE STRUCTURES 
1.0. 11 existe deja un concept pricis d’espdce de structures (Bourbaki 
[2]). La description d’une espece particuliere se fait souvent en specifiant les 
conditions que doit satisfaire une structure pour appartenir a cette espece. 
Cette description peut prendre la forme dune thkorie axiomatique de l’espece 
considerle. Un aspect essentiel du concept est le transport de structures. 
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Nous allons abstraire le concept d’espece en considirant que le transport de 
structures en est l’aspect principal. De plus, comme nous ne traiterons que 
des problemes de comptage et d’enumeration finis, nous allons nous borner 
aux especes jkituires, sauf mention du contraire. 
1.1. Esptkes et cardinalite’ 
DEFINITION 1. Une espece (tinitaire) est un endo-foncteur M: B + B du 
groupo’ide B des ensembles finis et bijections. 
Si E est un ensemble fini, M[E] est l’ensemble de toutes les structures 
d’espece M sur E. Nous dirons que E est I’ensemble sousjucent i une 
structure s E M[E] ou encore que celle-ci est portke par E. Nous dirons 
aussi, par abus de langage, que s est un tWment de M(s E M) et que c’est une 
M-structure. 
Si u: E -t F est une bijection, l’ekment t = M[u](s) est la structure sur F 
obtenue en transportant s le long de u. La bijection u est un isomolphisme 
entre s et t: 
u:s+c. 
Nous noterons cl(M) la categoric dont les objets sont les M-structures et 
dont les morphismes sont les isomorphismes de M-structures; c’est le 
groupo’ide des &ments de 44. On a un foncteur oubliant U: cl(M) + B dont 
la valeur en s E M est l’ensemble sous-jacent a la structure s. Le concept 
d’isomorphisme de structures definit une relation d’kquivalence dont les 
classes sont les types de structures d’esptce M; ces classes sont les 
composantes connexes du groupo’ide cl(M). Nous utiliserons la notation 
n,(M) pour designer I’ensemble des types (de structures) d’espece M. Si 
s E M, nous designerons le type de s par la notation Js] E a,(M). 
EXEMPLE 1. Rappelons qu’une structure de schkma simplicial sur E est 
un ensemble 9 de parties non vides de E tel que (i) toute partie non vide 
contenue dans un element de 9’ appartient a 9, (ii) les singletons {x} pour 
x E E appartiennent a 9’. Les elements de 9 sont les simplexes. La 
dimension dun simplexe est sa cardinalit moins un. Un graphe est un 
schema simplicial dont les simplexes sont de dimension <l. Si u: E + F est 
une bijection, il est clair que u(Y) = {u(S)] S E 9’} est aussi une structure 
de schema simplicial sur F. On peut done considirer l’espke des schimas 
simpliciaux. 11 est aussi clair que si 9 est un graphe alors u(Y) en est un; 
on obtient I’esptce des graphes, c’est une sous-esp&e de l’espece des schbmas 
simpliciaux. Plus generalement, toute propriete P, s’appliquant aux schtmas 
simpliciaux, et dont la satisfaction est invariante par isomorphisme, 
determine une sous-espbce de l’espece des schbmas simpliciaux. Ainsi la 
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connexite’ est une propribte invariante. L’espece des for&s est celle des 
graphes suns cycles, l’espece des arbres est celle des forets connexes, etc. 
EXEMPLE 2. Le transport dune endofonction 4: E --) E le long dune 
bijection u: E r F se fait par conjugaison: $1--1 uqW*. L’espece des 
permutations est une sous-espece de celle des endofonctions. Si on exige que 
le graphe dune endofonction soit connexe, on obtient la sous-espece des 
endofonctions connexes et aussi celle des permutations circulaires. Un 
concept important est celui de contraction: une endofonction 4: E -+ E est 
une contraction s’il existe x0 E E tel que pour tout x E E on ait 9”(x) =x0 
des que n est assez grand. Autrement dit, une contraction est une 
endofonction ultimement constante. 
EXEMPLE 3. Soit S l’espece des permutations. Considtrons le groupo’ide 
cl(s) des elements de S. Les objets de cl(s) sont les ensembles E E B munis 
dune permutation uE E S[E]. Les morphimes (E, o,) + (F, oF) sont les 
bijections u: E + F telles que uo, = uFu. Soit x,, x2, x3 ,... une suite illimitie 
d’indtterminees. Posons Z(a,) = xyl a.. x$, ou n = Card E et ou di est le 
nombre de cycles de longueur i de a,. Deux objets (E, uE) et (F, o,) de cl(S) 
sont isomorphes si et seulement si Z(u,) = Z(u,). L’ensemble ~~(5’) des 
composantes connexes du groupo’ide cl(s) s’identifie done naturellement a 
l’ensemble Man(x) de tous les monomes en les indtterminees x1, x2, x3 ,.... 
1.1.1. Le groupe E! des permutations de E agit sur M[E] par transport 
de structures. L’ensemble n,(M[E]) d es orbites s’identifie a l’ensemble des 
types de M-structures portees par les ensembles equipotents a E. Nous iden- 
tifierons l’orbite de s E.M[E] i son type Is]. Le sous-groupe stabilisateur 
d’un Clement s E M[E] est le groupe Aut(s) des automorphismes de s. On a 
la formule bien connue 
I 
Card IsI = ” 
Card Aut(s) ’ 
Un des problemes fondamentaux de la combinatoire enumerative est 
d’evaluer les deux suites intinies de nombres 
Card M[n], n 2 0 ([n] = (1,2 ,..., n}), (1) 
Card z,W[n]), n > 0. (2) 
On definit deux series gentratrices, la premiere est une strie de Hurwitz 
(Comtet [6]): 
M(x)= c CardM[n] $, 
n>o 
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la seconde est une serie de puissances a coefficients entiers (sans factoriel): 
A@) = c Card n,(M[n]) Y. 
n>o 
(2) 
Nous dirons que M(x) est la curdinalif~ de 44. Voyons immkdiatement que 
le calcul de 8?(x) se ram&e au calcul de la cardinalite d’une espece associPe 
A. 
DEFINITION 2. Une structure d’espice R est un couple (a, s) oti u est un 
automorphisme de s E M. 
PROPOSITION 1. On a 
i@(x) = Card a. 
Preuve. On utilise le lemme de Burnside: si un groupe fini G agit sur un 
ensemble tini X, alors la cardinalite de l’ensemble z,(X) des orbites de X est 
Cgale a celle de l’ensemble {(a, x) 10 E G, x E X, u . x = x} divisPe par 
Card G. (Voir Burnside [3].) 
1.2. Cathgorie des esptkes 
Les especes se constituent en categoric: ce sont des foncteurs, on peut 
prendre comme morphismes les transformations naturelles. Comme il est 
desirable d’avoir une classe de morphismes plus large que celle des 
isomorphismes, il vaut mieux considerer qu’une espece est un foncteur 
M: B + E vers la categoric E des ensembles fmis etfonctions (en composant 
avec l’inclusion B 4 E). 
DEFINITION 3. Un morphisme a: M-P N est une transformation naturelle 
de A4 vers N consider&s comme des foncteurs de B vers E. 
On peut interpreter a comme suit: on dispose d’une construction a 
permettant de produire une structure d’espbce N (output) zi partir dune 
structure d’espece A4 (input), et pour toute bijection u: E + F le rectangle 
MEI 2 N[E] 
I 
MuI 
I 
NIUl 
WFI A N[F] 
est commutatif; ce qui signifie que la construction est 4quivariante (ou 
invariante): elle ne change pas si on transporte simultun&ment l’input et 
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l’output le long de la m&me bijection; la tres grande majorite des 
constructions mathematiques ont cette propriete. 
Si u’E est inversible quel que soit E, le morphisme a est un isomorphisme 
entre M et N. Dans ce cas, nous ecrirons Me N ou plus simplement (par 
abus de notation) M = N. Si M et N satisfont a la condition plus faible 
Card M = Card N, nous dirons que M et N sont des especes bquipotentes et 
nous ecrirons M = N. 
EXEMPLE 4. La construction de la fermeture transitive d’un graphe 
determine un morphisme de l’espece des graphes vers l’espece des partitions. 
EXEMPLE 5. Une arborescence est un arbre muni dune racine (c’est un 
sommet arbitraire de l’ensemble sous-jacent). On oriente habituellement les 
a&es d’une arborescence dans la direction de la racine. Si on adjoint une 
boucle a la racine on obtient le graphe dune contraction (Ex. 2). 11 y a 
isomorphisme entre l’espece des arborescences et celle des contractions. 
EXEMPLE 6. Les espices des ordres lineaires, des permutations, des 
permutations munies d’un point fixe, des permutations circulaires munies 
dun automorphisme sont kquipotentes entre elles, sans etre isomorphes. 
1.2.1. Un morphisme d’especes M-r N determine un foncteur 
cl(M) -+ cl(N) entre les groupoi’des correspondants. Remarquer que ce 
foncteur commute avec les foncteurs oubliants 
cl(M) ---+ WV 
11 n’est pas vrai qu’un foncteur cl(M) + cl(N) soit toujours induit par un 
morphisme d’especes M + N. Par exemple, si M est l’espece des pre-ordres et 
N l’espece des ordres, la construction habituelle d’une relation d’ordre a 
partir dun pre-ordre (sur un quotient de l’ensemble sous-jacent au pre-ordre) 
determine un foncteur cl(M) -+ cl(N) qui ne provient pas d’un morphisme 
d’espece M 4 N. Cependant, on veritie aistment que tout foncteur 
cl(M) -+ cl(N) commutant avec les foncteurs oubliants U, est induit par un et 
un seul morphisme d’espece M --) N. 
1.3. Espdces relatives 
Nous voulons examiner le concept d’espece relative. Commencons par un 
exemple. Soit G l’espece des graphes. Le concept d’orientation nous donne 
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un foncteur 0: cl(G) + E, car on peut transporter une orientation de graphe 
le long d’un isomorphisme de graphes. L’espece des orientations (de graphe) 
est relative a celle des graphes. D’autre part, l’espice GO des graphes 
orient& est munie d’une projection GO + G. 
DEFINITION 4. Soit A4 une esplce. Un espice relative i M est un 
foncteur TM : cl(M) + E. 
&ant dotme TM on peut construire une espece T munie d’un morphisme 
Tdp M: on pose T[E] = {(s, a)] s E M[E], a E TM [s]}. Pour transporter 
(s, a) E T[E] le long d’une bijection u: E + F, on commence par transporter 
s pour obtenir t =M[u](s), ce qui donne d’abord un isomorphisme 
s-+” t E cl(M), et ensuite /?= TM [u](a); on pose T[u](s, a) = (t,&. Le 
morphisme p: T-t M est la projection p(s, a) = s. Inversement, si on se 
donne un morphisme T-PM, on peut construire TM : si s E M[E], on a 
pE: T[E] + M[E] et on pose T,[s] =pi’{s} E T[E]. La naturalite de p 
nous permet de verifier que si u: E + F est un isomorphisme entre s E M[E] 
et t E M[F] alors T[u] transforme pi’{s} dans p;l {t), ce qui donne 
T,[u]: TJs] + TJt]. On a, en fait, une proposition precise: une esphce au- 
dessus de M est une espece T munie d’un morphisme T 4 M. Un morphisme 
(T,p) + (T’,p’) entre especes au-dessus de it4 est une fleche T+” 7’ telle que 
p’u =p. 
PROPOSITION 2. Les constructions d&rites ci-haut dtffnissent une 
iquivalence entre la catkgorie des esptkes relatives ri M et la catigorie 
E((XI(/, des esptkes au-dessus de M. (Voir 2.0. pour la natation E [[Xl/.) 
Supposons que TM. * cl(M)+ E soit don&. Nous dirons souvent que 
(s, a) E T[E] est une M-structure s munie d’un element a E TM [s]. Par 
exemple, un graphe oriente est un graphe muni dune orientation. Une 
structure d’esptce iI? (def. 2) est une M-structure munie d’un automorphisme. 
Etc. 
Nous utiliserons quelques fois le terme “enrich?’ plutot que “muni.” Ainsi, 
soit R une espece quelconque, nous dirons qu’une endofonction 4: E + E est 
R-enrichie si chacune des ses fibres #-‘{x}, x E E, est munie dune R- 
structure. De m&me, soit a une arborescence sur E. Lafibre a-‘{~} d’un 
sommet x E E est l’ensemble des sommets de a relies ii x par une a&e 
aboutissant a x (pour l’orientation d’une arborescence telle que d&rite dans 
l’exemple 5). Nous dirons que a est R-enrichie si chacune de ses tibres est 
munie d’une R-structure. (En n’oubliant pas les fibres vides.) 
Dans les representations graphiques des endofonctions ou des 
arborescences R-enrichies il est souvent commode de penser que les R- 
structures sur les fibres sont situ&es sur l’ensemble des a&es de ces fibres. 
Par exemple, une arborescence R-enrichie peut se rep&enter comme sur la 
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FIGURE 0 
figure 0 oti un arc de cercle coupant transversalement les a&es d’une fibre 
designe une R-structure. I1 ne faut pas oublier les feuilles. 
2. LES OPIkATIONS COMBINATOIRES 
2.0. La cattgorie des especes est riche en operations diverses. Dans cette 
section, nous allons decrire plusieurs operations dont trois sont binaires. Les 
deux premieres sont la somme (disjointe) et le produit. Avec ces deux 
operations, la categoric des especes devient une sorte de semi-anneau. De 
facon plus precise, soit R un anneau commutatif, designons par R /x(1 
l’anneau des series de Hurwitz i coefftcients dans R: ce sont les series for- 
melles 
n 
C anX, 
n! 
oti n>O,a,ER. 
n>O 
L’analogie poursuivie ici est que la cattgorie des especes serait le semi- 
anneau E(IXI( d es series de Hurwitz, mais B coeflcients dans la catkgorie E 
des ensemblesJinis. Le concept de cardinalite induit un homomorphisme 
Card: EI(XII + Zllxll, 
De plus, l’evaluation M w M[O] est un foncteur priservant la somme et le 
produit 
dont le noyau J est un ideal sur lequel nous allons decrire des operations de 
puissances diuiskes (Cartan [4]) 
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de sorte que I’on a 
M(x)” Card y,(M) = T 
Utilisant ces operations de puissances divisees now decrirons ensuite 
l’operation de substitution d’une espice dans une autre. Nous terminerons ce 
chapitre en introduisant le calcul dtflrentiel des especes et en dormant une 
demonstration combinatoire de la formule d’Inversion de Lagrange. 
2.1. Somme et produit 
La somme disjointe de deux especes A4 et N est le coproduit dans la 
categoric des especes: 
(A4 + N)[E] = M[E] + N[E]. 
Plus generalement, une famille arbitraire d’especes (M&, est sommable si 
pour tout ensemble fini E, I’ensemble des indices i E I pour lesquels 
M,[E] # 0, est tini. On pose 
11 est evident que Card preserve la somme. Passons i la definition duproduit 
M . N de deux especes M et N. Disons d’abord qu’un partage d’un ensemble 
E en deux morceaux est un couple (El, E2) tel que E, V E, = E et 
E, f7 E, = 0. On definit de mEme le concept de partage de E, en n morceaux 
(n E N): nous Ccrirons E = E, + ... + E, pour indiquer que (E, ,..., E,) est 
un partage de E en n morceaux. 
DEFINITION 5. Une structure d’esptce Me N sur E E B est un 
quadruplet (E,, E,, s, t), oti E = E, + E, et (s, t) E M[E,] X N[E,]. 
PROPOSITION 3. On a 
Card(M . N) = Card(M) . Card(N). 
Preuve. On a par definition 
04. WE1 = c WE,1 x NW. 
E,+El=E 
SiCardE=netO<k<nona(;)partagesE=E,+E,avecCardE,=k. 
Ce qui entraine 
Card(M . N)[n] = z0 (F ) Card M[k] Card N[n - k]. 
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L’espece uniforme est une espece n’ayant qu’une seule structure SIX chaque 
ensemble; on peut s’en donner des representations diverses: les structures de 
graphes complets, de topologies chaotiques et d’applications identiques dtter- 
minent des especes uniformes. 
EXEMPLE 7. Soient S l’espece des permutations, S, celle des 
permutations sans point jke et U l’espece uniforme, on a: S = SO. U 
(Fig. 1); prenant les cardinalitb, on obtient: 
& = S,(x) ex 
et done 
S,(x) = g, 
EXEMPLE 8. Soient D l’espece des endofonctions, D, l’espece des 
endofonctions munies d’un point fixe et A l’espece des arborescences, on a 
D,=A . D. 
En effet, on peut partager le domaine E d’une endofonction 4 munie d’un 
point fixe x0 en deux morceaux E = E, + E,. Le premier E, est constitue de 
tous les points ultimement transform& en x0 par 4. Sur E,, d induit une 
contraction (Chap. 1, Ex. 2), ce qui Cquivaut i une arborescence. Sur le 
second morceau E,, 4 induit une endofonction arbitraire (Fig. 2). 
Le produit M = ny=r Mi d’une suite fkie d’especes s’explicite comme 
suit: une structure d’espece M sur E est un partage E = E, + .a. + E, dont 
chaque morceau Ei (possiblement vide) est muni d’une structure d’espece Mi. 
FIGURE 1 
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On peut aussi decrire lapuissance Ns d’une espece N par un ensemble iini 
S: une structure d’espece Ns sur E est une fonction x: E --f S dont chaque 
tibre est munie d’une structure d’espece N, autrement dit, c’est une fonction 
N-enrichie. 
EXEMPLE 9. (Joyal). Un uerf&bre’ est un arbre bipointe’ par un couple 
@,,,pl) de sommets. Nous dirons que pO est le sommet de queue et p, le 
sommet de t&e. Le plus court chemin du sommet de queue au sommet de t&te 
est la colonne vertibrale. Les sommets en ordre lintaire sur la colonne 
vertebrale sont les uerkbres. Pour chaque sommet p soit u(p) la vertebre la 
plus proche de p. La fonction u est idempotente et il y une structure d’ar- 
borescence sur chaque tibre de u. Les racines de ces arborescences sont les 
vertebres. Ainsi, un vertebre sur E determine un partage de longueur variable 
E=E,+... E,, dont chaque morceau Ei est muni d’une structure d’ar- 
borescence, et inversement. On a done l’identite: 
V=A +A2 +A3 + a*’ ) 
oi V est l’espece des vertebrts et A celle des arborescences (Fig. 3). 
EXEMPLE 10. Soient L l’esphce des ordres liniaires et S un ensemble 
tini. Une structure d’espece Ls sur E est une fonction E-t S dont chaque 
tibre est munie d’un ordre linlaire. Le nombre I(n, s) de ces objets (si 
n = Card E et s = Card S) est done le coeffkient de P/n! dans la sirie 
(1 - x)-~. Ce qui montre que 
l(n,s)=s(s+ l)... (s+n-1). 
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Par la suite, nous allons souvent considerer qu’un ensemble fini A 
determine une espece en posant 
A[E] =A si E=0 
=0 sinon. 
Avec cette convention la categoric E agit comme un anneau de coefficients 
pour E]]X]] car la somme disjointe et le produit cartesien d’ensembles se 
confondent alors avec la somme et le produit des espbces tels que dicrits plus 
t6t. 
2.2. Puissances divisPes et substitution 
DEFINITION 6. Soit N une espece telle que N[O] = 0 et soit E un 
ensemble fini. Une assembl&e de structures d’espece N sur E est une partition 
de E dont chaque classe est munie d’une structure d’espice N. Un membre 
dune assemblee est une classe munie de la N-structure correspondante. La 
puissance divise’e y,(N) est l’esptce des assembkes de N-structures ayant 
exactement n membres. L’exponentielle exp(N) est I’espece de toutes les 
assemblees de N-structures. 
PROPOSITION 4. On a 
N(x)” 
Card Y,(N) = 7’ 
Card exp(N) = exp(N(x)). 
Preuve. I1 sufftt evidemment de demontrer la premiere identite. 
Remarquons d’abord qu’une structure d’espece N” sur E determine un 
partage E = E 1 + ..a + E, en morceaux non vides (et distincts): en effet, Ei 
est muni d’une N-structure et par hypothise N[O] = 0. Si on oublie l’ordre 
lineaire entre les morceaux on a une partition {E, ,..., E,} dont chaque classe 
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est munie d’une N structure. On a monk qu’une N”-structure n’est rien 
d’autre qu’une N-assemblie dont les membres ont et6 places en or&e 
linkaire: 
Card N” = n! Card y,,(N). 
Pour un grand nombre d’espices, on peut indiquer un concept de connexitt! 
et dtmontrer qu’une structure quelconque se compose d’une partition dont 
chaque classe est munie d’une structure connexe. Dans ces conditions, une 
e&e M sera isomorphe a l’espece des assemblees de structures connexes: 
A4 = exp(M,). 
EXEMPLE 11. Les for& sont de assemblbes d’arbres. Les forks d’ar- 
borescences sont des assembkes d’arborescences. Les permutations sont des 
assemblies de permutations circulaires. Les partitions sont des assemblies de 
partitions a une seule classe, etc. 
L’optration de substitution d’une espece dans une autre est la plus riche en 
possibilitb. 
DEFINITION 7. Soient R et N des esp6ces et supposons que N[O] = 0. 
L’espkce R(N) est celle des couples (a, p), oti a est une assemblee de R- 
structures et p est une R-structure sur l’ensemble des membres de a. 
Nous dirons que R(N) est le rbsultat de la substitution de N dans R. Nous 
dirons qu’un Clement de R(N) est une R-assemblke (de N-structures). Notons 
immkdiatement que, exp(N) est le resultat de la substitution de N dans 
l’esplce uniforme (Ex. 7). 
THBOR~ME 1. Supposant que N[O] = 0 on a 
Card R(N) = R (N(x)). 
Preuve. Pour chaque entier n > 0 soit R, I’esptce des R-structures dont 
I’ensemble sous-jacent est de cardinalitt n. On a une decomposition en 
somme disjointe 
R= c R,, n>O 
induisant une decomposition des R-assemblkes en fonction du nombre de 
membres: 
R(N)= c JUN). 
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Un element de R,,(N) est une assemblee de n membres munie dune R- 
structure. On a done 
Card R,(N) = Card y,(N) x Card R [n], 
ce qui entraine 
N(x)” Card R(N) = c Card R[n] n! 
n>O 
= R (N(x)). C.Q.F.D. 
Remarques. Pour pouvoir penser combinatoirement il est necessaire de 
se donner des representations visuelles. Saisir la nature dune espece c’est etre 
capable de se rep&enter la forme gtnerale de ses structures. La forme d’une 
structure est invariante par iso-morphisme. Ce qu’il faut arriver a se 
rep&enter d’abord c’est le type general des structures d’une espece donnte. 
Ce type est independant dun etiquetage ou d’une enumeration des sommets 
de l’ensemble sous-jacent. Par exemple, supposons que l’on veuille se 
rep&enter le type general des structures d’espece R(N) sachant que l’on a 
deja une representation pour R et N. Ce qu’on peut faire, c’est veritablement 
substituer au lieu et a la place de chaque sommet d’une R-structure, des N- 
structures arbitrairement choisies. Pour cela, on peut imaginer que les 
sommets de la R-structure se gonflent en cellules abritant des N-structures. 
L’ensemble sous-jacent dune configuration cellulaire est la somme des 
ensembles sous-jacents des structures contenues dans les cellules. Ainsi, si on 
substitue l’espece des permutations circulaires dans l’espece des arbres, on 
obtient une espece dont le type general peut se rep&enter comme sur la 
figure 4. 
Cette representation nest pas la seule et il est commode de l’adapter aux 
particularites dune espece. Par exemple, supposons que l’espece N soit 
point&e, c’est-a-dire munie d’une morphisme N jp B ou B est l’espece des 
“sommets” (R[E] = E pour E E B). Chaque structure s E N[E] possede 
alors un point de base p(s) E E. On peut utiliser les points de base pour se 
donner une autre representation des R(N)-structures: pour chaque sommet 
d’une R-structure on choisit une N-structure et on fait coihcider ce sommet 
avec le point de base de la N-structure choisie. Par exemple, le point de base 
d’une arborescence est la racine; si on substitue l’espece A des arborescences 
dans celle des ordres lineaires (non vides) on obtient l’espece des vertebrbs 
(Ex. 9). Quand N est pointee on peut dttinir comme suit la substitution: une 
R(N)-structure sur E est un triplet (u, a,@, ou 
(1) v est une fonction indempotente E -+ E, 
(2) cz est une fonction qui choisit pour chaque x E Im(v) une structure 
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a(x) E N[ u -l(x) ] de sorte que le point de base de a(x) coiizcide avec 
x E u-‘{x}, 
(3) /I est une R-structure stir Im(u). 
EXEMPLE 12. Soient D l’espice des endofonctions, S celle des 
permutations et A celle des arborescences. On a la decomposition 
D=S(A). 
En effet, soit $ E D[E]. Un point x E E est pkriodique s’il existe un entier 
n > 1 tel que $“(x) = x. La fonction 4 permute entre eux les points 
periodiques. Pour chaque x E E soit u(x) le premier point periodique dans la 
suite x, i(x), $‘(x) ,.... La fonction o est idempotente et son image est I’en- 
semble des points periodiques. Pour chaque x E Im(u) la fibre u-‘(x) est 
munie d’une structure d’arborescence dont x est la racine. Inuersement, si on 
se donne une assemblie d’arborescences et une permutation de I’ensemble des 
racines, il est clair que l’on peut construire une endofonction correspon- 
dante ( (Fig. 5). 
607/42/l-2 
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Les exemples 9 et 12 nous donnent une demonstration simple du thtorime 
de Cayley: le nombre a, d’arbres sur un ensemble de cardinalitt n > 1 est 
n”-‘. En effet, le nombre de vertebres (arbre bipoind) est egal a da,. 
L’exemple 9 montre que les vertevres sont des assemblees linkaires 
d’arborescences. L’exemple 10 montre que les endofonctions sont des 
assemblies permuckes d’arborescences. Comme le nombre d’ordre lineaires 
coincide avec le nombre de permutations, on obtient n*a, = n” (n > 1). 
Le Theo&me 1 suggbre d’adopter la notation M(X) pour designer une 
espece M. La variable X s’interprete comme l’espece singleton: il y a une 
seule structure d’espece X (a isomorphisme pris) et elle est portee par les 
singletons. Le resultat M(X) de la substitution de X darts M est isomorphe a 
M. Pour certaines especes nous adopterons une notation franchement 
algebrique si cela ne tree pas d’ambiguite. Ainsi, exp(X) ou ti designera 
l’espece uniforme, X8 l’espece des ensembles point&, 8 - 1 l’espke 
uniforme non vide, cash(X) et sinh(X) les especes uniformes paires et 
impaires, l/ 1 - X l’espece des ordres liniaires, etc. Cependant, nous conser- 
verons la notation S(X) pour designer l’espece des permutations afin d’kiter 
de la confondre avec l/l - X. De m&me, nous utiliserons le notation C(X) 
plutot que log l/ 1 - X pour designer l’espece des permutations circulaires, 
etc. 
EXEMPLE 13. Une relation de preordre < sur E determine une relation 
d’equivalence: x zz y si et seulement si on a x < y et y <x. La relation de 
preordre induite sur le quotient E/E est une relation d’ordre. Inversement. 
Cela montre que l’espece des prtordres s’obtient en substituant l’espece 
g - 1 dans l’espece des relations d’ordres. En particulier, l’espece des 
prtordres totaux est 1 1 
l-+1)=2- 
17 
FIGURE 6 
EXEMPLE 14. Dand un graphe, deux sommets sent doublement connecth 
si on peut les relier par un chemin Cvitant n’importe laquelle a&e choisie 
d’avance. Les sommets d’un graphe se partagent en composantes doublement 
connexes. Soient Gr I’esptce des graphes connexes point& et Gz celle des 
graphes doublement connexe point&s. On a la relation 
En effet, dans un graphe connexe point& considerons la composante 
doublement connexe H du point de base; pour chaque sommet x soit V(X) le 
sommet le plus pres situt dans la composante H. On vtrifie aidment que u 
est bien dtfinie. C’est une fonction idempotenk dont les tibres sont munies 
d’une structure d’esptce X - eecu); l’image de u coincide avec le graphe 
doublement connexe point6 H (Fig. 6). 
EXEMPLE 15 (Polya [26]). Considerons l’espece A des arborescences. 
On a l’identite (Fig. 7) 
A =X . exp(A). 
FIGURE 7 
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Plus generalement, l’espece A, des arborescences R-enrichies satisfait a 
l’equation (voir 1.3, Fig. 0) 
A, =X . R(A,). 
2.3. .Calcul dl$%!rentiel 
Pour tout ensemble fini E, soit E+ l’ensemble obtenue par adjonction a E 
d’un point supplementaire *: 
E+ =E+ {*)a 
DEFINITION 8. L’espece d&i&e M’ dune espece M est dttinie comme 
suit: 
M’[E] =M[E+]. 
EXEMPLE 16. La derivte de l’espece C(X) des permutations circulaires 
est l’espece des ordres lineaires (Fig. 8): 
FIGURE 9 
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EXEMPLE 17. La derivee de l’espece des arbres est celle des fo&s d’ar- 
borescences (Fig. 9). 
EXEMPLE 18. Rappelons qu’un graphe est pair si le nombre da&es 
joignant chaque sommet est pair. La dtrivee de I’espece des graphes pairs est 
I’espice des graphes (Fig. 10). (Harary et Palmer [ 151.) 
EXEMPLE 19. La derivie de l’espkce des ordres lineaires l/(1 -X) est 
igale a (l/(1 -I)). (l/(1 -X)). 
Rappelons qu’une structure pointt!e d’espbce M sur E est un element de 
E x M[E]. Nous noterons fl l’espece des M-structures pointees. 
PROPOSITION 5. On a les relations 
(M+N)‘=M’+N’, 
(MeN)‘=M’-N+M-N’, 
M(N)’ = M’(N) . N’. 
Ces identites ne sont pas seulement des relations entre quantites 
numbiques mais de vbritables identitis combinatoires. Nous laissons au 
lecteur le plaisir de les demontrer. 
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EXEMPLE 20. Pour illustrer le calcul differentiel combinatoire 
considerons l’equation satisfaite par l’espece A des arborescences: 
A=X.&. 
L’operation de “pointage” est une derivation: 
A’=~.&+X.$A’, 
Les arborescences pointees sont les vertebres: 
V=A’=X.&+X-eAV 
=A+A.V 
=A+A2+A3+.... 
On a montre que les verttbrts sont des assemblees lineaires (non vides) d’ar- 
borescences. (Voir 2.1, Ex. 9.) 
2.4. La formule d’hersion de Lagrange 
2.4.1. Les mithodes de l’analyse laissent quelquefois des traces dans 
l’univers restreint des series formelles. Un exemple est la theorie du rdsidu 
(au point 0) dune serie formelle meromorphe. La propriete d’invariance du 
residu par changement inversible x = w(t) de parametre est une identite’ 
algibrique fondamentale: 
RCs f(x) dx = RCs f(u(t)) u’(t) dt. 
Cette identite est kquivalente i la formule d’inversion de Lagrange. Cette 
formule donne le coefficient c, de x” dans la serie g(v(x)) lorsque v(x) 
satisfait 1’Cquation v(x) = xR(v(x)): 
c, = + x coeff de t”-’ dans g’(t) R(t)“. 
Pour la demontrer, il suffh de remarquer que ce coefficient est egal au residu 
i l’origine de g(v(x))/x”+‘. Remarquer de plus que u(t) = t/R(t) est la serie 
inverse de v. Effectuant le changement de parametre x = u(t) et utilisant la 
proprieti d’invariance, on obtient 
c, = Rts g(t) n+l u’(t) dt 
at> 
=Rts [#- (-$$)‘I dt 
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= $ x coeff de t”-’ dans g’(t) R(t)“. 
Comme les calculs sont reversibles, l’kquivalence entre la formule d’inversion 
et la propritd d’invariance est Claire. 
2.4.2. Depuis Polya [26], la formule d’inversion est souvent utiliske en 
combinatoire pour calculer les coeffkients de certaines series gtneratrices 
(l’exemple canonique est celui de l’espece A des arborescences qui satisfait 
l’equation A = X. exp(A), voir Moon [ 241). 
11 existe deja une demonstration purement combinatoire de la formule d’in- 
version (Raney [27]). Cette demonstration repose sur des concepts differents 
de ceux qui seront utilisis dans la demonstration qui suit. Au chapitre 4, 
nous donnerons une autre demonstration de la formule d’inversion. 
TH&OR&ME 2 (Inversion de Lagrange). Soient R et F des espkes et soit 
A, Pespke des arborescences R-enrichies. On a pour n ) 1: 
F(A,)[n] = F’R”[n - I] 
(le signe = signfle Pquipotence). 
Preuve. Rappelons (Ex. 15) que A, satisfait I’bquation 
A R =X . R(A,). 
Ce qui entraine par derivation 
A;p = R(A,) +X - R’(A,) A; 
= R(A,) + C,A; 
et par iteration (C, =X . R’(A,)) 
= R(A,)(l + C, + C; + -a.) 
= WARI j&-s 
R 
A ce point, nous d&irons remplacer l/(1 - CR) par S(C,), ou S est 
I’espece des permutations. Nous avons besoin d’interpreter combinatoirement 
le risultat de ce remplacement. 
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LEMME 1 (G. Labelle [20]). L’espdce C, =X . R’(A,) coikcide auec 
celle des contractions R-enrichies. (Voir 1.3 et Ex. 5.) 
En effet, considtrons une contraction R-enrichie 4: E + E. Soit x0 le point 
de convergence de 4. On peut partager E en deux morceaux: E = 
{x0} + E - {x,,}. Sur le second morceau, il y a une structure de R’-assemblee 
de A,-structure comme on le voit sur la figure 11 (c’est la boucle qui 
explique la presence de la derivee dans la formule C, =X . R’(A,)). Inuer- 
sement. 
LEMME 2 (G. Labelle). Le r&&at de la substitution de C, dans 
l’espke S des permutations coiizcide avec l’espke D, des endofonctions R- 
enrichies. 
Preuve. Le lemme afftrme que l’on a S(C,) = D,. Utilisons la decom- 
position d’une endofonction en permutations et arborescences telle que 
I I 
FIGURE 12 
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d&rite dans l’exemple 12. Remplapons les arborescences de cette dkcom- 
position par des contractions. Si on compare, en chaque point, la fibre de 
l’endofonction avec la fibre de la contraction “contenant” ce point, on se 
rend compte qu’elles sont en bijection (elles co’kcident si le point n’est pas 
piriodique). On peut transporter ensuite les R-structures le long de ces 
bijections. Cela montre que les endofonctions R-enrichies sont en bijection 
canonique avec les assemblies permuttes de contractions R-enrichies. 
On poursuit le dkmonstration du thborkme en prenant la dprivke de F(A,): 
F(A,)’ = F’(A,) A; 
3F’(AR)R(AR)DR. 
LEMME 3 (G. Labelle) (Lemme du repartage). Soit G une espke 
quelconque. Une structure desptke G(A,) D, sur un ensemble E peut 
s’interpr&er comme la don&e cfun partage E = E, + E, dont le premier 
morceau E, est muni d’une G-structure y et le second morceau E, est muni 
d’une fonction R-enrichie L: E, --) E. 
Preuve. Soit (F, , F2, g, f) une structure d’espkce G(A,) . D, sur E. On 
a E = F, + F,. On peut dkcrire g cornme’ une for& d’tiborescences R- 
enrichies dont l’ensemble des racines est muni d’une G-structure y. Soit E, 
I’ensemble de ces racines et soit E, le compkmentaire. Cette for&t d’ar- 
borescences, rCunie g l’endofonction f, dtfinit une fonction R-enrichie 
1: E, + E. (Voir Fig. 13.) Inversement, partant de (El, E,, y, A), on retrouve 
d’abord F, comme l’ensemble de tous les points de E qui sont ultimement 
transform&s dans E, par A. On complkte la dbmonstration en mdditant sur la 
figure 13. 
FIGURE 13 
24 ANDRhJOYAL 
Nous utiliserons maintenant ce lemme pour calculer la cardinaliti de 
(G(A,)R,)[n]. En effet, les fonctions R-enrichies 1: Ez-t E coiizcident avec 
les fonctions R-enrichies I: E, + [n] dans le cas ou E = [n] (voir la 
remarque prtkedant I’exemple 9). On a done 
(WWid[nl = (G . R”)[nl. 
Pour terminer, remarquons que nous d&irons calculer F(A,)[n] et si 
n& 1, on a 
F@d[nl = &fIJn - 1 I 
E F’(A,) R&J D,[n - l] 
E (F’R)IF’[n - l] 
= F’R”[n - 11. C.Q.F.D. 
3. D~NOMBREMENTS DES TYPES DE STRUCTURES 
3.0. Dans ce chapitre, nous chercherons a risoudre le probleme du 
denombrement des types de structures d’une espdce donnee M. 11 nous suffira 
de calculer, pour chaque n E N, la cardinaliti: de l’ensemble n,(M[n]) des 
orbites de M[n] sons l’action de [n]!. Autrement dit, nous voulons identifier 
la serie gineratrice 
A?(x) = c Card ~r,(M(n]) x”. 
n>O 
11 est souvent impossible de dicrire A(x) explicitement. Cependant, si on 
dispose dune equation fonctionnelle, on pourra calculer les coefficients de 
n?(x) par recurrence. La technique courante pour calculer le nombre de 
classes d’isomorphismes est due a Polya. Elle fait usage dun certain 
polynome indicateur des cycles (Polya [26]). Nous calculerons plutot une 
sPrie indicatrice Z,. Nous obtiendrons un theoreme de substitution pour les 
series indicatrices. Ce resultat nous permettra souvent de calculer les coef- 
ficients de Z, par rkwrence. Nous suivrons une voie moins algtbrique et 
plus combinatoire que celle de Polya. De cette facon, nous esperons montrer 
le lien direct entre le probleme du dtnombrement des structures et celui du 
denombrement des types de structures. 
Rappelons que calculer i%?(x) revient a calculer la cardinalite d’une esp&e 
associ&e A (Prop. 1): 
Z%(x) = Card A. 
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Les elements de A&??] sont les couples (a, s), ou s E M[E] et o E E! est un 
automorphisme de s. On constate aisement que la relation P= M + N 
entraine b= A? + fl et aussi que P = M - N entraine d = h?#. Supposons 
maintenant que P =M(N), que peut-on dire de p? Par exemple, on a le 
resultat suivant qui est evident: 
PROPOSITION 6. Si P= l/(1 -N) alors 
On a aussi un resultat bien connu (Harary et Palmer [15]): 
PROPOSITION 7. Si P = exp(N) alors 
S(x) =exp C 
[.,,?I- 
Nous demontrerons que: 
PROPOSITION 8. Soit S Pespke ah permutations. Si P = S(N) alors 
La difficultt reside dans le fait que la relation M@@(x) = A?@(x)) est 
fausse. Les exemples montrent que la nature de la riponse depend fortement 
de la structure interne du substituant et tris peu de sa cardinalitb. Nous 
allons developper un concept plus tin de cardinalitk 
A valeur dans un anneau Z{(x)} de series formelles en une infinite d’indbter- 
minkes {x1, x2,...}. Cet anneau est muni d’une operation de substitution: si 
f =f(x, ,...) et g = g(x, ,...) alors 
f(g) = m, 9 g* 9--h 
Od 
g, = g(x, 9 x*1 ,...I. 
Nous dimontrerons un theoreme de substitution: 
Z M(N) = ZM(Zd 
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De plus, on aura 
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M(x) = Z,(x, 0,o )... ), 
A?(x) = Z,(x, x2, x3,...) 
et nous obtiendrons le resultat suivant: 
PROPOSITION 9. Si P = M(N) alors 
P(x) = Z,(iqx), lqx*>,...>. 
Nous pourrions donner des demonstrations combinatoires completes des 
resultats de ce chapitre, mais au codt d’une artillerie categorique lourde. 
Nous avons choisi une approche intermediaire qui utilisera un peu d’algibre 
comme le principe du prolongement des identites algtbriques. Cela donne un 
texte de lecture plus facile. 
3.2. Le probltme est de calculer la cardinalitt de Mp). Pour cela, nous 
chercherons a comprendre sa structure combinatoire. Un element de 
Mq)[E] est un couple (a, h), oti h est un element de M(N)[E] et o est un 
automorphisme de h. L’assemblee h determine une relation d’equivalence R 
sur E. u est un automorphisme de R, ce qui signifie que u est compatible 
avec R. Le quotient E/R est done muni d’une permutation induite a/R. Cette 
permutation se decompose en cycles. Nous commencerons par supposer que 
o/R est circulaire. 
DEFINITION 9. Une couronne de N-structures est une assemblee 
h E exp(IV) munie d’un automorphisme o permutant ciculairement ses 
membres. La Zongueur d’une couronne est le nombre des membres de 
l’assemblte. Notons C,(N) l’espece des couronnes (de N-structures) dont la 
longueur est n. 
PROPOSITION 10. 
Card C,(N) = N(x”)/n. 
Preuve. Montrons d’abord comment, i partir d’un Clement de fl(X’), on 
peut fabriquer une couronne. Un element I de &Y”)[E] est une fl-assemblee 
d’ordres lineaires de cardinalitt rz. Cet element I definit une partition P de E; 
l’ensemble E/P des classes est muni d’une R-structure (z, t) et chaque classe 
est un ordre lintaire de cardinalitt n. Pour 1 Q i ,< n soit Ci l’ensemble de 
tous les elements de rang i dans ces ordres lineaires. Si on envoie chaque 
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Sment dans son successeur, on obtient des bijections uI: C, + Cl+ r pour 
l<i(n- 1. On a une chaine 
c,+c*+c3..* --PC,. 
Comme chaque C, est un systeme de representants de la partition P, on a 
une structure f, sur C, par transport de la N-structure t de I’assemblte. On a 
aussi un automorphisme r, de t, en transportant r sur Cr. Nous allons 
fermer circulairement la chaine d’isomorphismes de N-structures 
(C, , tJ a (C, 9f2) . ..=t(C.,t,) 
en definissant un isomorphisme 0,: (C,, f,,) --) (C, ,t,). I1 s&it de prendre 
un = r&J,-, s.. ur)-l. On a obtenu une couronne (cr, h) de longueur n sur E. 
De plus, dans cette couronne, il y a une N-structure initiule (C,, tl). Inver- 
sement, supposons que I’on ait une couronne (u, h) E C,(N)[E] marqde 
d’une N-structure initiale (C,, tr). Prenant les images successives de (CT,, tJ 
par u on obtient une chaine 
(C,, 4)~ cc2 9 f2) -=(C”,t,). 
Chaque element x1 E C, est le premier element d’un ordre lintaire 
{Xl < uxl < *** <CT”--’ x,]. Ce qui nous donne une partition P dont les 
classes sont des ordres liniaires de grandeur n. L’ensemble E/P des classes 
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est muni d’une N-structure t isomorphe i t, (ou i t,). Pour obtenir un 
automorphisme t de t, il sufftt de transporter sur E/P l’automorphisme r, de 
C, obtenu en faisant un tour complet de la couronne: 
On a done montre qu’une m(F) structure est Cquivalente i une couronne de 
longueur n marquke d’un membre initial. Comme il y a n choix possibles 
pour ce membre initial, on a 
n x Card C,(N) = fl(x”). 
COROLLAIRE 1. Supposons que N[O] = 0. L’esptce des couronnes de N- 
structures a pour cardinalitk 
Considtrons maintenant un element (a, h) E exs)[E]. L’element h est 
une assemblte de N-structures; elle induit une relation d’equivalence R sur E. 
L’automorphisme c induit une permutation a/R de E/R. Cette permutation 
o/R decompose E en une assembke de couronnes de N-structures. On a done 
COROLLAIRE 2. Supposons que N[O] = 0. On a 
Card exa) = exp [;,%I. 
Remarquer que ce corollaire entraine le proposition 7. Soit maintenant S 
l’espece des permutations. Considerons la categoric cl(s) des elements de S. 
Le objets de el(&‘) sont les couples (E, uE), ou u, E S[E]. On a deja decrit 
(Ex. 3) le monbme indicateur des cycles I(a,) = x7’ ... x2. L’ensemble rcO(S) 
des composantes connexes du groupo’ide cl(S) s’identifie a l’ensemble 
Man(x) des monbmes en les indeterminees x1, x2, x3 ,... . De plus, si I(uE) = 
x=xf1 . . . ~2, la cardinalite du groupe des automorphismes de l’objet (E, a,) 
est Cgale a 
aut(x) = ld12d~ . . . ndmd,! . . . d,!. 
Considerons maintenant un element (a, h) E exrt;c(N)[E]. On sait que h 
determine une relation d’iquivalence R sur E compatible avec u. Nous dirons 
que (a, h) est de classe x = xfl .a b x2 si on a I(u/R) = x, oti u/R est la 
permutation induite par u sur le quotient E/R. En particulier (a, h) est de 
classe x, si et seulement si c’est une couronne le longueur n. Avec ces 
conventions, on a: 
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PROPOSITION 11. L’esyxke ah assemblkes de couronnes (de N- 
structures) de classe x = .$I -a + x$ a pour cardhalite 
Preuve. En effet cette espkce s’exprime comme le produit des puissances 
divisbes 
Sa cardinaliti est done 
&qx)4& (zp,” . . . -& (Ay?,“. 
I’ 
3.2.1. Soulignons maintenant que fl est une esptce munie d’une 
projection M--t S. Ce qui entraine que # d&it un foncteur I@ : cl(S) --t E 
(voir 1.3). La valeur de A#) en (E, aE) est l’ensemble des elements t E M[E] 
laisses inchangks par 0,. Considbrons maintenant un ‘foncteur arbitraire 
W: cl(S) --t E. I1 est clair que l’expression Card W[x] a un sens pour 
x E Man(x). Posons 
z w= c Card W[x]z. 
xeh4on(x) aut(x) 
z w = Z&x,, x2,...) est une strie formelle. Pour toute espkce N telle que 
N[O] = 0, nous allons definir une substitution W{N)de sorte que si W =A88 
on ait 
DEFINITION 10. Une structure d’espice W(N) sur E est la donnie de 
(1) une assemblie h de N-structures sur E, 
(2) un automorphisme o de h, 
(3) une W-structure sur (P, r+), oti P est I’ensemble des membres de h 
et a, est la permutation de P induite par 6. 
I1 est clair que I’on a 
car si W = i@, la W-structure sur (P, cp), dans la definition ci-haut, est une 
M-structure laisske invariante par up. 
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PROPOSITION 12. Avec les hypothdses prkcbdentes, on a 
Card W(N) = Z,@(x), a,...). 
Preuve. On a une decomposition 
w= 2 wx, 
xEMon(x) 
ou W, est l’espece des W-structures portees par les objets (E, cE) de type x. 
Cette decomposition induit des decompositions 
z, = z zwx. 
xeMon(x) 
11 suflira done de montrer que Card W,{N} = Zwx(~(x),~(x’),...). Mais la 
proposition 11 montre que si x = x;‘l . . . x$, alors 
Card W, = Card W[x] x 
1 
- N(X)d’ 
aut (x ) 
. . . qX”>dn 
ce qui acheve la demonstration puisque l’on a par definition 
Zwx = Card W[x] xf’ ‘** 
x$ 
aut(x) * 
COROLLAIRE. Card M@$ = Z,@ (G(x), I....). 
Preuve. On a successivement 
Card MT) = Card A!? {N) 
= z,@ (N(x), Jqx2),...>. 
Pour rendre ce corollaire efictif (Prop. 9) il faut pouvoir calculer Z#. 
Nous donnerons trois formules permettant de calculer Z#. Comme cela ne 
crie pas d’ambiguites, nous ecrirons Z, plutot que Z#. 
Pour chaque u E [n]!, soit pM(a) le nombre de M-structures laisdes fixes 
par (T. Ce nombre ne depend que de la classe d’isomorphisme x =1(a). On 
peut done ecrire p,(x) saris ambiguiti. D’autre part, soit n,(M) l’ensemble 
des types de structures d’espece M. Pour chaque t E x,(M), soit G, le groupe 
des automorphismes d’une structure de type t (n’importe laquelle, elles sont 
toutes isomorphes!). 
UNE THfiORIE COMBINATOIRE 
PROPOSITION 13. La skrie formelle 2, = Z# 
expressions suivantes: 
z,= c &.hG-, 
xeMon(x) aut(x) 
zhf=c$ c P&J) I(o), 
n>o * ao[nll 
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possdde les trois 
(1) 
(2) 
(3) 
Cette proposition est consequence d’un lemme bien connu qui suit. Soit G 
un groupe fini agissant sur un ensemble fini X. Pour chaque x E X, soit G, le 
sous-groupe stabilisateur de x. Pour chaque u E G soit px(u) le nombre de 
points de X laisses inchangis par u. Soit f: X-1 R une fonction invariante 
sous I’action de G et U: G + R une fonction invariante par conjugaison. 
LEMME. On a les identittfs 
04 la sommation dans les seconds membres s’eflectue sur un syst2me complet 
de reprhentants de Pensemble X/G des orbites de X. 
Preuve de la proposition. L’expression (1) est par definition egale a Z# . 
Si on applique la premiere identite du lemme au cas G = [n]!, X= [n]! 
(I’action itant par conjugaison) etf(u) = p,,,(u) Z(u), on obtient l’kquivalence 
entre les expressions (1) et (2). Finalement, si on applique la seconde identite 
du lemme au cas G = [n]!, X=M[n] et u(u) = Z(u), on voit que les 
expressions (2) et (3) coincident. 
Toute espece A4 est Cvidemment la somme de ses composantes connexes: 
M= c Mt. 
t E n&w 
La proposition pricbdente montre que I’on a 
Z&f,= l c Z(u). Card G, vieG, 
607/42/l-3 
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Nous prendrons souvent la notation 2, pour designer ce polynome. C’est le 
polynome indicateur des cycles du type t. 
EXEMPLE 21. Si A4 = exp(X) on a rc,(exp) = N et 
zn=$ c I(u) UEIPZ]! 
ce qui entraine (voir Chap. 6, Ex. 36) 
Zexp= exp s 5 . [ 1 n>1 ?l. 
EXEMPLE 22. Soit C I’espece des permutations circulaires. On a 
n,,(C) = N - (0) 
Z, = + gn W) xfd, 
oi 4 est la fonction d’Euler. Par suite, 
Z,= 1 mln-&. 
Jl>l n n 
EXEMPLE 23. Si S est l’espece des permutations, la formule (1) nous 
donne 
z, = c PAX)&. 
xsMon(x) 
Comme on a de plus 
cela entraine que 
PAX> = aut(x> 
z,= n -L 
n>1 l-x, 
3.2.2. Nous allons montrer comment, dans certains cas, on peut etablir 
une equation fonctionnelle permettant de calculer les coefficients de Z, par 
rhrrence. Considerons l’anneau Z { {x} } des series formelles 
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ou les coefficients f[x] E Z. Posons f(0) =f(O, 0, O,...). Nous allons d%inir 
la substitution g(J) de g, f E Z{ {x}} darts le cas ou f(0) = 0. Posons 
f, =f(x,, x2*,.*.). 
DJ~FINITION 11. Le resultat g(f) de la substitution de f dans g est la 
sirie formelle g(f) = gV; , fi ,...). 
Cette operation de substitution a beaucoup des proprietes de la 
substitution ordinaire des series formelles A une variable; elle est associative 
et la substitution de f d&it un endomorphisme g I+ g(J) de l’anneau 
Z( {x)}. De plus, si l’on pose 
on a 
SW = g'c.f)f'* 
THJ~OR&ME 3. La fransJmnation Z: E IJX(( + Z{ {x}} a Ies propri&& 
suivantes: 
z&x, 0,o ,...) = M(x), 
Z,(x, x2,...) = B(x), 
Z M.tN = ZM + ZN9 
Z .&f.N=zif*ZN, 
Z M(N) = Z&N)~ 
z,, = Zh, 
z*=x,, 
Z MXN = ‘A4 x ‘N’ 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
Dans la derniire ligne (8) nous avons inclus le produit cartbien M X N 
(cet ami oublit). Le membre de droite de (8) doit &re interprete comme le 
produit des deux series coeflciefzt par coeflcient. Toutes ces identites sont 
soit triviales, soit deja dimontries a l’exception de (5): 
PROPOSITION 14. Si P = M(N) alors 
z, = Z&, fZ,...), 
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tj = Z,(X,, X*i,..‘)’ 
Nous donnerons une demonstration utilisant le principe du prolongement 
des identites algebriques. Soit R une espece arbitraire (R [0] = 0). Calculons 
RF). On a, en vertu du corollaire de la proposition 11, les Cgalites 
Pi+)(x) = Z,(R(x), lqxq,...> 
et aussi 
M?(R))(x) = Z&T)(x), NF)(x*),...). 
D’autre part, on a 
N$F)(xy = Z,(lqx”), &x2”),...) 
= t,@(x), lqx*>,...>. 
Ce qui entraine, par substitution 
P*)(x) = Z,(t,(R(x) )... ), t,(R(x) )... ), . ..). 
Comme les variables x(x”) (n > 1) sont suffkament genirales, le resultat est 
demontre. 
Remarque. Nous dirons que Z, est la serie indicatrice de M. 
EXEMPLE 24. Soit R une espece. Supposons que l’on veuille calculer la 
serie indicatrice Z, de l’espece A des arborescences R-enrichies. On a 
A=X.R(A) 
ce qui entraine 
z.4 = XlZR(Z.4). 
Nous verrons en 3.3 que cette equation est suffkante pour determiner 
entiirement Z, si on connait deja les coefficients de Z,. Si on cherche 
seulement a calculer K(x), on trouve 
K(x) = xZ,(J(x), ‘qx*>,...>. 
EXEMPLE 25. Supposons que B satisfasse a l’equation 
B =X+ T(B), 
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Oli 
On obtient 
T[O] = T[l] =0. 
z, =x, + q-(&3), 
B(x) = x + Z&7(x), &x2),...) 
ce qui est encore suffrsant pour determiner Z, et s(x) si l’on connait Z, 
explicitement. 
EXEMPLE 26. Cette fois, un exemple particulier: determinons la serie 
indicatrice Z, de I’espice des parenthisages commutatifs. On a 
P(X) = x + & P(x)’ 
Z xyz! = 4% + x*)* 
Ce qui donne l’lquation 
Zp(x,, x2 ,... > =x, + f<Zp(x, ,... >’ + Zp(x, ,... )). 
On virifie que la slrie 
Z,(x,, x2, o,..., 0, Xzi, 0,*.*9 Xzi+l, O, ***) 
satisfait aussi h cette equation. Comme la solution est unique (Theorlme 4), 
cela montre que Z, ne depend que des variables x2i (i > 0) (les groupes 
d’automorphismes des P-structures sont des 2-groupes). Posons yi = x2i 
(i > 0). 
z, = Z(Y,, Y, Y..), 
z, = Z(Y,, yl,-*, Y,, 0, a...). 
On a 
zt, - 22, + 2y, + Zn-,(Y, 9 Y29”‘9 Y”> = 0. 
Soit z = y(x) la solution de l’equation 
z2-222+2x=0. 
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On a le dkeloppement en serie 
y(x)=x+ c 1.3.....(*&3); 
k>2 
et la recurrence 
Ce qui donne 
zo = Y(Yo), 
z1= W(Y0 + fY(Y,))~ 
z2 = Y(Y0 + MY, + ?iW(Y2>)>~ 
2, = y(x, + fw(x, + +Ycx, + *** )I)* 
On aura Cvidemment 
P(x) = y(x + &(x2 + jy(x” + *-a >>). 
3.2.3. Le thkor&ne des fonctions implicites pour les shies indicatrices. 
Pour calculer une serie indicatrice on peut souvent utiliser une equation 
fonctionnelle et le thdort?me des fonctions implicites. Nous voulons main- 
tenant enoncer et demontrer ce theorime des fonctions implicites. Pour ne 
pas accroitre inutilement la complexite de I’CnoncC et de la demonstration, 
nous nous restreindrons au cas de deux variables seulement. 
Soit R( (x, y}} l’anneau des series formelles en la double infinite d’indeter- 
mikes {x,. y,,x2, yz,...}. SoitfE R{{x, y}} on a 
f =fk Y) 
=f(x1, Yl,XZ, Y*,...). 
Posons 
f(0, 0) =f(O, 0, OF.), 
v af -=- 
ax ax, 
af af -=-, 
ay ah 
& =f(xi, Yi9 x2i, Y2iv*‘)* 
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Soit maintenant u,v E R{{x, y}). Si ~(0,0)=v(0,0)=0, on d&it la 
substitutionf(u, v) comme suit: 
l-04 0) = fb, , VI, u2 7 v2 ,.-1. 
Supposons que J; g E R {(x, y} } satisfont aux conditions 
j-(0,0) = g(0, 0) = 0, (1) 
3- a? 
a,z$ 
a&? a? (090) #0 (2) 
Gay 
TH~O&ME 4. Si les conditions prt!&dentes sont satisfaites, alors il y a 
un et un seul couple (u, v) d’klkments de R{ (x, v}} tel que ~(0, 0) = 0, 
~(0, 0) = 0 et 
x =f(u, u), 
Y = go4 v). 
(I1 faut interprkter Pkgalitt? x = f (u, v) comme signflant x, = f (u, v); elle 
entraine que xi = f(u,, v,) pour tout i ) 1.) 
Pour dkmontrer le rbultat nous adopterons des notations vectorielles: 
ZI = 6% Yrb 
h = (f, d9 
wi = (“i9 vi)* 
On a 
h = h(z) = h(z * , z2 ,...), 
w  = w(z) = w(z,, z2 ,...), 
WI = w(z,, Z2,,“‘) 
et le’systtme a rtsoudre s’tcrit 
z1 = h(w,, w2,...)* (1) 
Supposons le systime d&jA rbolu et substituons z2 = 0, zj = O,... . On 
obtient: 
z, = h(w,(z,, 0, 0 ,... ), 0,o ,... ). 
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Etant donnl I’hypothbe sur le determinant du jacobien, cela montre que 
wi(z,, 0,O ,...) est uniquement determine. 
Plus generalement, posons 
w” = W(Zl )...) z,, 0, 0 )...) 
= wyz, )...) ZJ. 
Si on effectue les substitutions z,+ i = 0, z,+ z = O,... l’equation (I) devient 
z, = h(w”(z, )...) zn), u2 )...) a,, 0, 0 )... ), 
Oil 
Ui = Wlnii’(Zi, Z*i,..., Z(~Jili). 
Supposant que les wr sont connus pour 1 < r < n, on voit que cette 
derniere equation prend la forme 
z, = k(w”, z2 )..., z,) 
ce qui entraine l’existence d’une seule solution w” = w”(z, ,..., z,,) car le 
jacobien de k(z,, z2 ,..., z,J par rapport a zr coincide avec le jacobien de h 
par rapport a z, (a l’origine zi = 0). L’unicite de w”-l entraine que 
wyz ,,..., z,-,, 0) = w”-‘. 
Le prolongement w = lim,+, w” est solution unique du systime (I). 
4. ESP~CES LINBAIRES 
4.0. Dans ce chapitre, nous Ctudierons l’une des variations possibles du 
concept d’espece: le concept d’espece Zin&zire. Nous avons poursuivi 
precedemment une analogie entre la cattgorie des especes et l’anneau des 
series formelles de Hurwitz. Pour ce faire, nous avons utilist la notation 
E IlX]l. L’analogie que nous poursuivrons maintenant sera entre l’anneau des 
series formelles ordinaires et la categoric des especes Maires; nous 
dbignerons celle-ci par la notation E(IX[. Nous verrons que E(IX] est en un 
sens un sous-anneau de E ((X(1. Apres un parcours rapide des proprietes 
tlementaires de E[Xl, nous demontrerons, dans ce contexte, la formule d’In- 
version de Lagrange. Cette demonstration est une variation de celle deja 
donnle en 2.4; la bijection non canonique entre l’espice des ordres lineaires 
et celle des permutations ne joue plus, dans celle-ci, aucun role. 
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4.1. Depnitions, propri&% &!mentaires, exemples. 
Designons par L la categoric des ordres liniaires finis et bijections 
croissantes. 
DEFINITION 12. Une esp&e liniaire est un foncteur F: L + E. 
Tout ordre linbaire fini est isomorphe de manhe unique B un intervalle 
[n] et un seul. La categoric L est done tquivalente I la catbgorie disc&e N: 
la don&e d’une espkce F est equivalente A la don&e d’une suite d’ensembles 
(n I+ F[n I). Cette reduction est quelquefois utile, mais nous preferons penser 
que F[L] est l’ensemble des structures d’espece F sur L E L: cette facon de 
voir est plus rbaliste, comme le lecteur aura l’occasion de s’en convaincre. 
EXEMPLE 27. Une partie A c L E L est Pparse si elle ne contient aucune 
paire de sommets successifs. L’ensemble des parties eparses est une espece 
lineaire. 
EXEMPLE 28. Une promenade (sur Z) est une fonction E: L --) (-1, tl}. 
Une boucle est une promenade telle que 
L’ensemble des promenades (resp. des boucles) est une espece lineaire. 
La cardinalite’ d’une esplce lindaire F est la serie 
F(x) = Card F = c Card(F[n])x”. 
RCN 
Nous adopterons souvent la notation F(X) pour designer une espkce F et 
aussi la notation E[Xl pour designer la catbgorie des espbces lineaires. 
4.2. Opkrations combinatoires 
Dans cette partie, nous decrirons des operations combinatoires sur les 
especes liniaires. 
Une coupure de L E L est un partage L = L, t L, dont le premier 
morceau L, est un segment i&&ur de L et le second morceau L, est un 
segment suphieur de L. On dira aussi initial et terminal plutot que inferieur 
et suptrieur. 
Le produit Fe G de deux espcces se detinit comme suit: 
DEFINITION 13. Une structure d’espece F - G sur L E L est un 
quadruplet (L,, L,,f, g), ou (L,, L,) est une coupure L = L, t L, et ou 
Ud E W,l x GM 
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PROPOSITION 15. Pour F, G E E[IX] on a: Card F. G = Card F Card G. 
EXEMPLE 29. Soit P l’espece des promenades, B l’espece des boucles et 
R celle des promenades suns r&our (E: L + (-1, 1 } est sans retour si L # 0 
et si xx<, E(X) # 0 pour tout I E L). On a une decomposition P = B a R. 
EXEMPLE 30. Soit f: L -+ L une endofonction. Nous dirons que f est 
ordonn6e si x < y entraine f(x) <f(y). Nous dirons que f est montante 
(resp. descendante) si on a x <f(x) (resp. f(x) <x) pour tout x E L. 
Designons par C I’espbce des contractions ordonnkes (voir Ex. 2) et par Cf 
(resp. C-) celle des contractions ordonnees monfantes (resp. descendantes). 
On a une decomposition X. C = C+ . C- (Fig. 15). 
Definissons la substitution F(G) dans le cas 06 G[O] = 0. 
DEFINITION 14. Une structure d’espece F(G) sur L E L est la donnie: 
(1) dun partage L = L, + ..a + L, en segments non vides, chacun d’eux 
Ctant muni d’une G-structure; (2) d’une structure d’espece F sur I’ensemble 
ordonne des segments {L, CL, < ... <L,}. 
PROPOSITION 16. Card F(G) = F(G(x)). 
Remarque. Dans la description de la substitution F(G), il est souvent 
commode d’adapter le choix du support de la F-structure aux conditions 
particulieres d’une situation: ainsi, nous aurions pu “placer” la structure 
d’espice F sur l’ensemble des premiers tY&ments des segments du partage. 
Etc... 
EXEMPLE 3 1. Le domaine d’une endofonction ordonnee f: L --) L se 
partage de facon unique L = L, + ... + L, en segments Li sur chacun 
desquels f induit une contraction ordonnte (Fig. 16). On a un partage 
analogue des endofonctions ordonnees montantes. 
EXEMPLE 32. L’exemple precedent se generalise. Soit R une espece 
lintaire. Nous dirons qu’une fonction croissante f: L -+ L’ est R-enrichie si 
chacun des segments fibres f-l{?} (I’ E: L’) est muni d’une R-structure. 
FIGURE 15 
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FIGURE 16 
Notons RR I’espece des endofonctions ordonntes R-enrichies. Notons de plus 
C, I’espice des contractions ordonntks R-enrichies. On a 
1 
FR=-----. 
1 - c, 
EXEMPLE 33. L’espece C+ des contractions ordonnles montantes 
satisfait i I’bquation 
c+ =1.x. 
1-c+ 
En effet, soit f: L -+ L un Clement de C+. Soit m EL le point de convergence 
def (c’est aussi l’iliment maximum de L). Considbons le segment (Fig. 17) 
f-‘{m} - (m) = {l I,..., i,}. 
Diplacons I, a l’extrimitt terminale du segment 
f “induit” une structure de contraction montante sur L, = S1 + {I,}. 
EXEMPLE 34, On peut gbneraliser l’exemple precedent au cas enrichi. 
Cependant, il faut pour cela remplacer le concept de contraction par celui 
FIGURE 17 
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d’arborescence (1.2, Ex. 5). Pour obtenir we arborescence d’une contraction, 
il s&it d’tliminer la boucle du point de convergence. Les concepts d’ar- 
borescences ordonnees, montantes et descendantes correspondent tout a fait 
a ceux de contractions ordonnees, montantes et descendantes. Les concepts 
enrichies d$?i?rent &ant donne I’absence de la boucle a la racine de l’ar- 
borescence. Soit A,’ l’espece des arborescences ordonnies montantes R- 
enrichies. On a 
A; = R(A,f) . X. 
Si on veut ujouter un point supplementaire * a un ordre lineaire L. il faut 
indiquer la position relative de t dans L, ce qui se fait par une coupure 
L = L - + L + en segments inferieur et superieur : 
ut- 
L- L+ 
FIGURE 18 
Nous dirons que l’ordre lineaire L- + (* } + L’ est une augmentation de L. 
Nous sommes maintenant en position de decrire I’espece d&i&e M’ d’une 
espece lineaire M. 
DEFINITION 15. Un element de M’[L] est une augmentaion 
L- + { * } + L ’ de L munie d’une structure d’esptce M. 
On peut aussi pointer une espece lineaire M. Un structure d’espece fl sur 
L est un Clement de L x M[L]. On a un isomorphisme I@ = X e M’. 
PROPOSITION 17. On u 
Card M’ = M(x)‘. 
Toutes les operations definies jusqu’i maintenant sont fonctorielles. Les 
relations usuelles entre ces operations se verifient. Elles ont un sens 
combinutoire. 
4.3. Inversion de Lagrange 
11 s’agit de calculer F@(X)) en sachant que A est solution de l’equation 
A(X) = X - R@(X)). 
TH~OR~ME 5 (Inversion de Lagrange pour Ies especes lineaires). Pour 
tout entier n > 1 on a une bijection 
[n] x F(A)[n] 3 F’R”[n - 11. 
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Preuve. Remarquons que I’espece A s’identifie a l’espece A,’ des 
arborescences ordonnies montantes R-enrichies (voir Ex 34). Un peu de 
calcul differentiel (comme en 2.4) nous montre que 
W)‘=F’(A)W) 1 -x;,o. 
LEMME 1. L’esptke X s R’(A) coincide avec Pesp&e C, des contractions 
ordonnbes R-enrichies. 
Preuve. 11 sufira d’examiner attentivement les trois figures suivantes. La 
premiere illustre une contraction ordonnie R-enrichie et la dernibre une 
structure d’espice X e R’(A) (Fig. 19). 
On sait que l/(1 - C,) coincide avec l’espece r;X des endofonctions 
ordonnees R-enrichies (voir Ex. 31 et 32). 
LEMME 2 (Lemme du repartage). Soit G une esptke liniaire quelconque. 
Une structure d’esptke FR . G(A) sur L s’identl@e h un partage L = L, + L,, 
le premier segment L, &ant muni d’une fonction croissante R-enrichie 
f: L, -+ L, le second segment L, &ant muni dune structure d’esptke G. 
La demonstration de ce lemme est une version “linbaire” de celle du 
lemme 3 en 2.4. 
On termine la demonstration du theorlme comme en 2.4. 
FIGURE 19 
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4.4. Pour terminer ce chapitre sur les espkces linkaires, nous allons dkcrire 
un homomorphisme 
Soit V E E 1(X(1 l’espke des ordres liniaires. La catkgorie el(P’) des 
tltments de 9 (voir 1.1) coincide avec la catkgorie L. Les espkes liniaires 
sont des foncteurs cl(Y) --) E, ce sont des espkces relatives (voir 1.3). 11 y a 
done Cquivalence i entre la catigorie E[Xl et la catkgorie E I]Xll/F. De 
faqon plus explicite, soit F une espbce IinCaire. Une structure d’espke i(F) 
sur un ensemble E est un couple (I, s), oti 1 E P[E] et s E F[I]. On a done 
et en conskquence 
Card i(F)(n] = n! Card F[n] 
Card i(F) = Card F. 
Le foncteur h est obtenu par composition de i avec le foncteur oubliant 
E II XII/~ -+ E IPI. 
PROPOSITION 18. Le foncteur h prkserve la somme, le produit et la 
substitution. 
5. ESP~CES SUR PLLJSIEURS VARIABLES 
5.0. Dans ce chapitre, nous examinerons l’extension, au cas de plusieurs 
variables, des concepts et risultats des chapitres prkckdents. Cette extension 
nous permettra de dkvelopper les rudiments de la thkorie des tquations 
combinatoires. Nous lnoncerons et dlmontrerons un thkorkme des espices 
implicites analogue au thiorkme des fonctions implicites. 
5.1. Esptces et ope’rations 
Soit un entier d > 0. Notons Bd le produit d fois par lui-m&me du 
groupo?de B des ensembles finis et bijections: 
Bd=Bx ..a XB (d fois). 
DI?FINITION 16. Une espke sur d sortes est un foncteur M: Bd + E. 
Nous krirons M[E] ou M[E,,..., Ed] pour dbigner l’ensemble des 
structures d’espkces M portkes par E = (E,,..., Ed) E Bd. Les concepts de 
transport de structures, d’isomorphismes, d’automorphismes sont tvidents. 
Le groupe E! =E,! x . . . x Ed! agit sur M[E]; I’ensemble n,M[E] des 
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orbites est l’ensernble des types de structures d’espice M sur E. Soit n = 
(n , ,..., nd) E Nd, on pose n! = R, ! e-- n,!; [n] = ([n, I,..., [n,]) et M[n] = 
Mb, ,***, n,] = M[ [n,] ,..., [nd]]. On detinit deux series 
Mb 1 ,..., xd) = c Card M[n] ;, 
nsNl 
@x, ,..., xd) = c Card(zOM[n]) x”, (2) 
ncW 
olj x”=$’ . . . x2. 
La premiere est la cardinalire de M. La seconde sbrie A?(x) peut s’inter- 
preter comme la cardinaliti d’une espbce ussocike Ii? (voir 1.1, def. 2). Un 
morphisme entre deux esp6ces est une transformation naturelle. On defmit 
aistment la somme disjointe dune famille sommable d’espkes. Passons 
maintenant a la definition du produit M - N de deux espkes. Si E, F, G E Bd, 
nous ecrirons E = F + G pour exprimer que E, = F, + G, (I,< i Q d) et nous 
dirons que (F, G) est un partage de E en deux morceaux. 
DEFINITION 17. Une structure d’esptce M . N sur E E Bd est un 
quadruplet (F, G, u, v) tel que E = F + G et (u, u) E M[F] X N[G]. 
PROPOSITION 19. On a 
CardM.N=CardM.CardN. 
Une partition P de E E Bd est une partition de l’ensemble total 
E, + -** + Ed. Chaque classe C E P peut &tre vue comme un multi-ensemble: 
c = (c n E, ,..., c n Ed) E Bd. 
Soit N une espkce sur d sortes telle que N[O] = 0. 
DEFINITION 18. Une assemblke de structures d’espece N sur E E Bd est 
une partition P de E dont chaque classe C est munie d’une structure d’espkce 
N. Un membre d’une assemblee est une classe C E P munie de la N-structure 
correspondante. La puissance divistfe y,(N) est l’espkce des assemblees de n 
membres. L’exponentielle exp(N) est l’espke de toutes les assemblees de N- 
structures. 
PROPOSITION 20. On a 
Card y,(N) = -$ N(x, ,..., xd)“, 
Card exp(N) = exp N(x, ,..., x,,), 
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Passons maintenant a la description de la substitution. Soient N, ,..., N, des 
especes sur d sortes telles que N,[O] = 0 pour 1 < i Q r, et soit R une espece 
sur r sortes. 
DEFINITION 19. Une structure d’espece R(N, ,..., N,) sur E E Bd est un 
quadruplet (P, x, a, j?), oti 
(1) P est une partition de E. 
(2) x est une fonction P-t [r] attribuant a chaque classe une sorte. 
(3) a est une fonction qui choisit sur chaque classe C E P une 
structure d’espece Ni, 0th i = x(C). 
(4) /I est une structure d’espece R sur P considbb comme multi- 
ensemble: P = (,I-‘{ 1 },..., x-‘(r)). 
PROPOSITION 21. On a 
Card R(N, ,..., N,) = R(N,(x),..., N,(x)) 
x = (x1 )...) XJ. 
Remarques. Nous allons Cclaircir le sens geometrique ou visuel de 
I’operation de substitution. 11 nous faut comprendre le type general des 
structures d’espece R(N, ,..., N,). Remarquons d’abord qu’il n’est pas 
necessaire que l’ensemble des sortes soit un intervalle. Si I’ensemble des 
sortes est {o, l }, on peut rep&enter comme suit un ensemble sur ces deux 
sortes 
0 
0 l 
0 0 
l 0 
l 0 
FIGURE 20 
0 
0 
0 
0 
Soit M l’espece des endofonctions (de l’ensemble total) transformant les 
points noirs en points noirs. On a la representation 
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FIGURE 21 
et pour cardinalite 
.xi u’ 
CardM= c ii(i+j)‘TT, 
ij>O . . 
ou la variable x est associle aux points noirs et la variable y est associbe aux 
points blancs, Les regles de substitution do&es dam les remarques suivant 
le theoreme 1 du no 2.2 s’appliquent, avec la restriction que la substitution ne 
se fait plus de facon homogene: aux sommets de sorte i (gonfles un cellules) 
il faut substituer des structures d’esplce A’,. De plus (dans la representation 
cellulaire) il faut que chaque cellule ait la mtmoire de la sorfe du sommet 
original. Les remarques du no 2.2 sur la substitution des especes pointkes 
s’appliquent Cgalement. 
EXEMPLE 35 (Leroux [22] et Labelle [21 I). Le concept de verttbre, 
utilise dans la demonstration du thkorime de Cayley (suivant l’exemple 12) 
peut aussi &re utilise pour obtenir d’autres resultats sur le dtnombrement des 
arbres. Un arbre bicolore’ est un arbre sur un ensemble a deux sortes {c, 0) 
dont les a&es joignent des sommets de sortes distinctes. Le nombre d’arbres 
bicolores sur E = (E,, Eo) est igal B nm-‘m”-’ (oti n = Card& et 
m = Card E,). Pour demontrer ce rbultat, on d&it le concept de uert6bd 
bicolore’: c’est un arbre bicolort muni d’un couple (x., xo) de sommets, le 
premier &ant de sorte l et le second de sorte o. 11 suffira de dimontrer que le 
nombre de vertebrb bicolores est egal A nmm”. Pour cela, nous allons dbcom- 
poser les vertibres bicolores comme dans l’exemple 9. 
Notons ,4,(X, Y) (resp. ,4,(X, Y)) l’espbce des arborescences bicolorees dont 
la racine est de sorte l (resp. de sorte 0) (supposant Xe f Y o 0). Soit 
V(X, Y) l’espkce des vertebres bicoloris, on a l’identite (Fig. 22) 
1 
’ + ‘= l-&4,’ 
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FIGURE 22 
D’autre part, disons qu’une endofonction d’un ensemble sur deux sortes {a, o} 
est oscillante si elle transforme les points d’une sorte dans les points de 
l’autre sorte. 
Soit (F(X, Y)) l’espice des endofonctions oscillantes et S l’esptke des 
permutations, on a l’identitk (Fig. 23) 
F(X, Y) = S(&Ao). 
On conclut que 
1 + V(x, v> = F(x, Y) 
ce qui donne le rksultat. 
On peut pointer une espkce M(X, ,..., X,) au niveau i (1 < i < d): une M- 
structure point&e au niveau i (ou X,) sur (E, ,..., Ed) est un Gment du 
produit carttsien Ej x M[E, ,..., Ed]. On peut aussi prendre la dbivke par- 
tielle: 
FIGURE 23 
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DEFINITION 20. Une structure d’espice aMlax, sur (E, ,..., Ed) est une 
structure d’esplce M sur (E, ,..., E:,..., E,), oti ET = Ei + { *}. 
PROPOSITION 22. On a 
Cardg= 
i 
j$ Card M. 
f 
De plus, l’esptke des M-structures pointt!es au niveau Xi coiiicide avec 
Xi(3M/aXi). 
Les regles habituelles de calcul, gouvernant les operations definies plus 
haut, sont toujours valables. Par exemple, on a 
& R(N,,..., NJ = 2 
I 
,I1 g (N,,..., Nr) g 
/ I 
pour des especes R = R( Y, ,..., Y,) et Ni = N,(X, ,..., X,) (1 < i < r). 
5.2. Le thiorgme des espkes implicites 
Les espbces de structure satisfont souvent des equations qui les carac- 
terisent. L’exemple le plus connu est saris doute I’espece A des arborescences. 
On a A =X . exp(A). 11 y a aussi l’espece des arborescences a fibres 
lineairement ordonnees: 
1 
A,=X.---- 
1 -A, 
mais cette equation entraine 
A L=x. I+& 
( L 
=X+&A, 
L 
=X+A;. 
Cette derniere equation est exactement celle satisfaite par l’espece des 
purenthkges (un parenthhsage sur E est un ordre lineaire muni d’un systeme 
bien forme de parentheses). 11 serait interessant de pouvoir conclure suns 
plus de calcul que l’espbce A, et celle des parenthisages sont naturellement 
isomorphes. C’est le probltme de 1’unicitP des solutions combinatoires. 
L’objet de cette partie est de demontrer un theoreme d’existence et d’unicite’ 
des solutions combinatoires d’un systeme d’kquations convenables. 
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Soient X = (X, ,..., X,), Y = (Y, ,..., Y,) et F(X, Y) = (F,(-K Y),..., F,(X, Y)>. 
Supposons que F(0, 0) = 0. Nous dirons que N(X) = (N,,..., N,) est une 
solution du systeme d’equations 
Y = F(X, Y) (1) 
si l’on a N(O) = 0 et 
N(X) = F(X, N(X)). 
Plus precisement, une solution est un couple (N, a), ou a est un 
isomorphisme 
N s F(X, N). 
Un isomorphisme de solutions u: (N, a) --t (P, j?) est un isomorphisme 
d’especes u: N+ P tel que le rectangle 
soit commutatif. 
N -% F(X, N) 
I 
u 
i 
F(X,U) 
P 4, F(X, P) 
TH~OR~ME 6. Si la matrice jacobienne (aF/aY)(O, 0) est nilpotente, 
alors le systeme d’equations (I) posstde au moins une solution; de plus, il y a 
un et un seul isomorphisme entre deux solutions. 
Disons d’abord que le cardinalite totale d’un multi-ensemble E = 
E y**sy 
Ed) est la somme Card E = Card E, + a.. + Card E,. Soient A, B E E 
r,...,Xd(l. Un morphisme v:A + B est un contact d’ordre > n si 
vE : A [E] + B [E] est un isomorphisme lorsque Card E < n. 
Soient v, : Ui + Vi (1 < i < s) des morphismes de la categoric 
E IIX, ,..., X,11, et soit R E E (1 Y, ,..., Y,ll. Supposons que U,(O) = Vi(O) = 0, 
pour 1 < i < s. 
LEMME I. Si tous les morphismes vi (1 < i < s) sont des contacts d’ordre 
> n alors le morphisme 
W=WW 1 ,***, w,> : R(U) ,-*-> Us) --) R(V) ,.-., V,) 
est un contact dordre >, n. Si de plus, pour un entier 1 < k < s, vi est un 
contact dordre > n + 1 pour tout 1 < i < k et si 
g (0) = 
k 
. . . = g (0) = Ql 
s 
alors w est un contact d’ordre > n + 1. 
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Preuve, Soit E E Bd avec Card(E) < n. 11 faut montrer que l’application 
WE :WY, P..., WEI *WV, ,..., V,‘,)[E] 
est bijective. Soit s E R(U, ,..., U,)[E]. On a s = (P, x, a, /I). Les classes de la 
partition P de E sont des multi-ensembles de cardinalite totale ( n. Les 
fonctions (I,M& pour C E P sont bijectives. La structure w,(s) est le resultat 
du remplacement, au moyen des (vJ,-, des U,-structures sur ces classes, par 
des I/,-structures. Ce qui montre que vE est bien bijective. Pour demontrer la 
seconde assertion, il sufftt de considirer le cas ori Card(E) = n + 1. Avec les 
m%mes notations, soit C E P. Si Card(C) < n, (wJc est bijectif. Supposons 
done que Card(C) = n + 1. On a alors P = {C} ce qui entraine que le multi- 
ensemble P= (x-l{ l},...,x-‘(r}) est isomorphe a ([0], [O],..., [l] 
(position i),..., [O]). Comme B est un element de R[P], on voit que 
R [0, O,..., 1 (position i),..., 0] est non vide. L’hypothtse sur les d&iv&es 
partielles entraine que i < k; comme alors vi est un contact d’ordre > n + 1, 
on voit encore que (Wi)c est bijectif. C.Q.F.D. 
Soit maintenant 9- c E ]]X, ,..., Xd]] la sous categoric pleine des espices 
A E E ]]X, ,..., xdll t&es que A [o,..., 0] = 0. Notons Y’ la categoric produit 
4X . . . x / (r facteurs). Nous dirons qu’un morphisme (vi ,..., w,) : 
(A ,,... ,A,)-+ (B1,..., B,) est un contact dordre > n si lyi est un contact 
d’ordre > n pour tout 1 < i < r. Nous allons maintenant dttinir un foncteur 
F: X’+X’. On pose 
f’@ I,... ,A,)= (A; ,..., A:), 
A; = F&Y, AI,..., A,) 
= FJX, ,..., &, A 1 ,..., A,). 
LEMME 2. Si A --t&B E X’ est un contact d’ordre > n alors FA _tFd’ FB 
est un contact d’ordre > n. De plus, F’(y) = (F o - . . o F)(y) (ithation 
d’ordre r) est un contact d’ordre 2 n f 1. 
Preuve. La premiere assertion resulte immediatement de la premiere 
partie du lemme 1. Pour la seconde, il s&it de remarquer que la valeur du 
jacobien de F’ a l’origine est nulle, ((3F/BY)(O, O)}* = 0, vue l’hypothise de 
nilpotence. On applique ensuite la seconde partie du lemme 1 avec s = d + r, 
k=d+ 1, U,=X,= V,pour 1 <ii,<, U,=A,et V,=B,pour d+ l<i<s. 
Passons maintenant a la demonstration de la proposition. 
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(I) Existence d’une solution 
Posons A,=0 et A,,, = F(AJ. On a la fonction vide A, dio,4 i, c’est un 
contact d’ordre 0. On delinit par recurrence des morphismes 
i, = F(i, - ,) (n 2 1). 
11 en resulte tine suite illimitee 
i3 A,~AILA,--+ . . . . (1) 
La limite directe de cette suite est jhituire. En effet, le lemme 2 montre que 
i, est un contact d’ordre ) [n/r]. Ce qui entraine que pour tout E E Bd 
l’application (i,& est un isomorphisme des que n est assez grand. Soit A, la 
limite directe de la suite (1). On a des triangles commutatifs: 
Veritions que A, est une solution de l’equation (1). En effet, l’operation 
fonctorielle F preserve les limites directes. F(A,) est done limite directe de la 
suite 
F(i0) W.,) - $-(A,) 2, F(A,) -, . . . 
c’est-a-dire de la suite 
A,AA~L+ A,--+ . . . . 
11 y a done un et un seul isomorphisme i: A, -+ F(A,) tel que tous les 
triangles 
soient commutatifs. 
/+Rn+1 ly (3) 
A* ’ -FM,) 
(II) Unicite’ des solutions 
Supposons que l’on ait une autre solution /?: B --f F(B). Remarquons 
d’abord l’existence d’une et d’une seule suite de morphismes A, -+‘n B (n > 0) 
telle que les triangles 
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A “II+1 n+1- B 
\I! 
F(B) 
(4) 
soient tous commutatifs. L’unicite est ividente car u0 a un domaine de 
definition vide, et comme /I est un isomorphisme on a u,+ i = p-IF(+). L’ex- 
istence suit du mkme coup. Voyons que les triangles 
sont tous commutatifs. C’est evident pour le premier (n = 0). Pour passer de 
n a n t 1, on applique F pour obtenir 
on compose ensuite avec p-‘: F(B) --t B et on utilise (4). On est maintenant 
en position de passage a la limite: on a un morphisme unique U: A, 3 B tel 
que les triangles 
” 
jiA \ “W (7) 
fL 
u bB 
soient tous commutatifs. Voyons que u est un isomorphisme de solution. En 
effet u. est un contact d’ordre 0 et le lemme montre que U, est un contact 
d’ordre > [n/r]. On conclut que u est un contact d’ordre co, c’est-a-dire un 
isomorphisme. 11 faut encore verifier la compatibilite: 
A, “*B 
1 I 
4 (f-9 
W,) ‘(‘) P F(B). 
Pour cela on compose l’extrimite superieure gauche de ce rectangle avec 
A++%+1 +A, et on obtient (par 7 et par 3) 
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A la+,- B 
FU,) 
I I 
5 
F(A,) “‘) + F(B) 
c’est-i-dire (par 7) le triangle 
(9) 
qui est bien commutatif (par 4). Comme les morphismes j,, , : A,, , -+ A, 
recouvrent A, on a bien demontre la commutativite de (8). 
11 reste i montrer que u est unique. Supposant que (8) est commutatif, on 
compose u avec j, : A, + A, et on obtient une suite U,: A,, + B. Comme les 
morphismes j, : A,, --) A (n > 0) recouvrent A, il suffira de verifier que la suite 
(u,) satisfait (4), ce qui entrainera le resultat. Composant le rectangle (8) 
avecj,+,:A,+,-rA,, on obtient (9) et ensuite (lo), c’est-a-dire (4). 
C.Q.F.D. 
6. ESPI~CES PONDBRBES 
6.0. Si l’analogie entre especes et series de Hurwitz a coefficients entiers 
est exacte, on doit pouvoir effectuer des modifications par changements de 
coeflcients. Pour tout mono’ide commutatif a factorisations finies P, nous 
allons introduire une categoric Ep #ensembles P-graduPs. Cette categoric 
nous servira de coefficients dans la construction d’une categoric d’espices i 
valeur dans E,. De plus, si 2, denote l’anneau des combinaisons lineaires 
formelles des elements de P, la cardinalite’ d’une espece de E, (IX(I prendra sa 
valeur dans Z, JJXJJ. 
6.1. Soit P un monoi’de. Nous dirons qu’un ensemble A muni dune 
fonction A 4’ P est P-grad& ou P-pond&t!; la fonction p est la graduation 
ou la pondkration; le degre’ ou le poids de a E A est I’CICment p(a) E P. Un 
morph&me A +‘B d’ensembles ponderis est une fonction preservant le poids. 
La somme A + B d’ensembles pond&b est la somme disjointe munie de la 
pond&ration induite par celle des facteurs. Le prod& A . B est le produit 
cartesien A x B muni de la ponderation p(a, b) = p(a) + p(b). Supposons 
maintenant que p soit a factorisations Iinies (pour tout z E P l’ensemble 
{(x, y) / xy = z} est fini). On peut alors considerer l’anneau Z, = Z[[P]] des 
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combinaisons lineaires formelles d’ilements de P: un element f E 2, est une 
fonction f: P+ Z; la somme et le produit sont d&is comme suit: 
(f + g>(z) = f(z) + g(z) 
On peut bcrire 
Disons qu’un ensemble gradue A jp P est finitaire si pour tout x E P 
l’ensemble p-‘{x} est tini; la cardinalitk de A +p P est la fonction 
x I+ Card p-‘(x). Nous dirons aussi que Card A est le poids total de A. On 
a 
Card A = c (Card p-‘(x)) + x 
XEP 
Nous designerons par Ep la categoric des ensembles P-graduts finitaires. Ep 
est close pour le produit des ensembles P-gradds. 
PROPOSITION 23. Pour A, B E E, on a 
CardA+B=CardA+CardB 
CardAaB=(CardA)- (CardB). 
DBPIN~TION 21. Une espece P-gradde (ou P-pond&e) est un foncteur 
. 
M:B+E,. 
La cardhalite (ou le poids) de A4 est la sirie de Hurwitz 
M(x) = 2 (Card M[n]) $. 
n>O 
Si Ep ljXll denote la categoric des espices p-ponder&es, on a un 
homomorphisme 
Cd: Ep WI -+ Zp IIXII. 
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Le produit et la somme de M, IV E E, ]]X]( sont definis comme suit: 
(M + N)[E] = M[E] + N[E], 
(M . N)[E] = c M[A] . NIB]. 
A+B=E 
Supposons maintenant que P soit commutat& On peut alors definir la 
substitution R(N) dans le cas oti N[O] = 0. La definition de cette operation 
est absolument identique a celle donnte en 2.2. sauf qu’il faut preciser le 
poids d’une R-assemblee de N-structures: c’est le produit des poids des N- 
structures membres multiplie par le poids de la R-structure sur l’assemblee. 
PROPOSITION 24. On a 
Card R(N) = R(I?(x)). 
La theorie des especes pondekes est identique a celle des especes tout 
court nonobstant l’attention qu’il faut accorder au poids. Par exemple, 
supposons que I’on cherche a exprimer une espice M sous une forme 
exponentielle M = exp(N). On pro&de comme d’habitude: on identifie un 
concept de connexite. Sachant que M= exp(M,-), oti Me est I’espece 
(ordinaire) des structures connexes, il faut ensuite verifier que le poids dune 
M-structure est bien egal au produit des poids de ses composantes: dans ce 
cas, nous dirons que la ponderation de M est multiplicative; cette condition 
entraine finalement que l’espece ponderee A4 est bien l’exponentielle de 
I’espece pondtrte M,. Cette analyse se generalise au cas 06 I’on cherche une 
decomposition M = R(N), le concept correspondant de multiplicativite de la 
ponderation &ant clair. 
EXEMPLE 36. Soit s,, s2, s3 ,... une suite dtnombrable d’indeterminees. 
On peut ponderer l’espbce S des permutations en definissant comme suit le 
poids d’une permutation u E S[E]: 
P(o) = s;l@) . . . s;“(o), 
oti n = Card E et ou d,(a) est le nombre de cycles de longueur i dans u. On a 
alors 
Card S = x Z,x”, 
n>0 
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ol Z, est le polyn6me indicateur des cycles du groupe [n]! 
z, =f c P(O). * oelnll 
Les structures connexes sont ici les permutations circulaires. Comme la 
pond&ration est evidemment multiplicative on a S = exp(C). Le poids d’une 
permutation circulaire u E C[E] est &gal a s, si Card E = n. On a done 
Card C = 2 (n - l)! x, s 
n>l 
ce qui entraine l’identiti bien connue: 
c Znx”=ixp [;,snf]. n>O 
EXEMPLE 37 (Formule de Mehler). Nous allons suivre de pres la 
demonstration de Foata [ 111. Si on moditie l’exemple precedent en ne 
considerant que les involutions, on obtient 
c hn$= n>O exp (s,x+s,f), 
les polynomes h, sont Ctroitement relies aux polynomes d’Hermite. La 
formule de Mehler est 
2 Us, 9 ~2) Wr 9 tz> x” I n>o n. 
= di& exp [ 
(Sl t,) x + (& + f3*) x72 
1 - S&X2 I. 
Pour la dimontrer, on interprete combinatoirement le premier membre: soit 
A4 l’espkce des couples d’involutions (a, 7), avec la pond&ration 
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si p(a) = $1 sy* et p(r) = ~~1s~~. On a evidemment 
Card M = c h,(sl , s2) II&,, t2) 2. II>0 
11 suflit maintenant d’exprimer M sous forme exponentielle. En effet, un 
couple (u, r) E M[E] induit une representation du groupe dihedral D, (deux 
generateurs involutifs) sur l’ensemble E. Cette representation se decompose 
en representations connexes. La ponderation est tvidemment multiplicative. 
On a done M = exp(M,). On classifie les representations connexes en quatre 
sous-especes: 
M,=A+B+C+D. 
Nous allons decrire ces sow-especes par des graphes: on relie deux 
sommets par un trait plein (pointilk) s’ils s’echangent par u (resp. par 5). 
Nous indiquerons aussi le poids des transpositions correspondantes (et des 
boucles!). 
Sous-espice A: 
Ce sont les graphes cycliques de longueurs paires avec des aretes alter- 
nativement pleines et pointillees. On a 
A(x)=+ln 
1 
1 -ss,t2x2 
Sowespdce B: 
s1 (p.& . . ..-....-....-.... 01 
Si on oriente cette chaine en choisissant l’une des boucles, on obtient une 
espece isomorphe a celle dtcrite sommairement comme suit: 
On a done 
2B(x) = s; t,x2 1 _ 6 t xz . 
2 2 
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Somespice C : 
:. t2 tl .*.* 02% . . . . o-4 . . ..m....- .-. .tl 
. .* 
2C(x) = t:s,x* 1 _; t x2 . 
2 2 
Sowesp&e D: 
SI@f.2L .*. . . ..-.... o-9 . . . . -0 * : . tl 
D est isomorphe a l’espece d&rite sommairement par 
WI = Sl t,x l _ ,' c x2 * 
12 
EXEMPLE 38 (Polynomes exponentiels). On peut ponderer comme suit 
l’espece P des partitions. Soient x1, x2,... des indeterminees. Posons 
p(Q) = X;J . . . x2, 
ou n est la cardinalhe de l’ensemble sous-jacent a Q et ou d, est le nombre 
de classes ayant pour cardinalit i. Les polynomes exponentiels sont les 
polynomes 
Yn = c P(Q), 
Q 
ou la sommation a lieu sur toutes les partitions de [n]. La fonction p est 
multiplicative, on a done l’identite 
I& y”$=exP [I&%;]. 
EXEMPLE 39 (Suite binomiale). Soit N une espece telle que N(O] = 0. 
On peut definir le poids d’une assembke h E exp(N) en posant p(h) = t”, od 
n est le nombre de membres de h. Considtrons les polynomes 
p,w = c P(h). 
hsexpwbll 
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La fonction p est multiplicative, on a 
Card exp(N) = exp(Card N) 
plus explicitement 
2 P,(t) s = exp(fN(x)). 
fl>O 
Les polynomes P,(t) ont une interpretation combinatoire (Mullin et Rota 
[25]): si T est un ensemble de cardinalite t alors p,(t) est le nombre de 
fonctions f: [n] + T dont chaque fibre est munie d’une assemblte de N- 
structures. On a l’identiti du binome: 
P”@, +t*) = + 
k=O 
7. QLJELQUES ASPECTS GBNBRAUX 
7.0. Dans les chapitres precedents nous avons fait un rapprochement 
entre des concepts purement combinatoires d’une part et des concepts 
purement algebriques d’autre part. Ce rapprochement se fit surtout sur le 
mode analogique. La question se pose de savoir s’il est possible de d&passer 
l’analogie en diveloppant une th&x-ie g.&rale. 11 semble encore trop tot pour 
enoncer une telle thlorie. Trop de directions possibles s’offrent sur la voie de 
la gentralisation et seule la pratique mathdmatique pourra nous indiquer 
l’importance ou l’insignifiance dun concept. La thtorie prisentte dans ce 
chapitre est minimale. Elle se situe dans le prolongement des travaux de 
Rota [28], Joni et Rota [ 161, sur l’interpretation combinatoire des cogebres. 
7.1. Monoides 
Rappelons qu’une categoric monoi’dale est une categoric A munie d’une 
operation binaire fonctorielle 
-o- 
AXA-A, 
d’un objet unite I E A et d’isomorphismes naturels 
AO(BOC)r(AOB)OC, 
(A 0 I) 3 A, 
I@A ?A. 
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Ces isomorphismes naturels sont assujettis P des conditions de c&&ewe 
(voir “Coherence in Categories,” Ref. [32]). 11 est en general impossible 
d’eliminer totalement les questions de coherence. Cependant, nous exclurons 
autant que possible de ce travail les aspects de coherence en supposant que 
les conditions de coherence sont satisfaites. Cela ne presente pas trop de 
risques si l’on a dans l’esprit des exemples concrets, naturels. 
Une catigorie monoldale (A, 0, I) est symitrique si elle est munie d’un 
isomorphisme (coherent) de commutation A 0 B r B @ A. 
Un monoide dans une cattgorie monoidale A est un triplet 
(M, M @ M +‘M, I --re M) ou ME A et oi c et e satisfont aux axiomes 
d’associativitt et d’unitt: 
M@M@M MOc *MOM 
1 
Kw e 
I 
MOM ’ + 
IBM e@+‘f *j.,,f@M M@? 
\i>@: 
Si la categoric mono’idale A est symmetrique on peut ditinir le produit 
M, @ M, de deux mono’ides M, et M,. La multiplication de M, @ M, 
s’obtient par composition 
M,OM,OM,OM,-----+ - M,OM,OM,OM, 
lM,;; 
2’ 
On peut aussi detinir le concept de monoide commutatg le compose de 
M 0 M-P’ M avec l’isomorphisme de commutation M @ M r M @ M doit 
coincider avec m. 
EXEMPLE 40. La catbgorie E 1(X(/ munie du produit des espices est 
mono’idale symetrique. 
EXEMPLE 41. La substitution est une operation mono’idale sur l’ideal X 
des espkes telles que N[O] = 0. La substitution n’est pas symetrique. 
EXEMPLE 42. Si N[O] = QJ, I’espke l/(1 - ZV) est un mondide. La 
multiplication est la concathzation des assemblkes liniaires de N-structures: 
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L’unite 1 + l/( 1 - N) est l’assemblee vide. Ce mono’ide est libre sur l’espbce 
N. II n’est pas commutatif. Cependant, comme tous les monoides libres (dans 
une categoric mono’idale symttrique), il est muni dun (unique) anti- 
automorphisme involutif induisant l’identite sur N: c’est le renversement de 
l’ordre d’une assemblee lineaire. 
EXEMPLE 43. L’exponentielle exp(N) est un mono’ide commututif pour 
l’operation de reunion de deux assemblees juxtaposees: 
exp(N) . exp(N) + exp(N). 
On verifie que c’est le monoide commutatif Zibre sur N (N(O] = 0). 
EXEMPLE 44. L’espece X/l -X des ordres lineaires non vide est un 
mono’ide de l’ideal fl (pour l’operation de substitution). 
EXEMPLE 45. Si S E Y et si S[ 1 ] = 0, on peut demontrer l’existence 
dun mono’ide N Zibre sur S (pour l’operation de substitution). Pour le 
construire, on prend la solution N de l’equation 
N=X+S(N) 
ce qui donne un morphisme 
SON-N. 
L’operation de multiplication N(N) drn N est l’unique fleche m rendant 
commutatif le rectangle 
SoNoN -=-&SON 
I 
aoN 
I 
a 
NON m N. 
Plus particulierement, si S =X2/2! alors la solution N de l’equation 
N=X+N’/2! 
est l’espece des parenthesages commutatijk L’operation N(N)+ N ne fait 
qu’exprimer la substitution habituelle de parenthesages dans un parenthisage. 
1.2. Loi de dkomposition nume’rique 
Dans ce qui suit, nous noterons souvent comme une addition la 
multiplication A X A -+ A d’une monoi’de commutatif (ordinaire). Nous 
dirons alors que A est un mono’ide additif. Une fonctionf: A --) B preservant 
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la somme et l’element nul est une fonction additive. Une fonction 
f: A x B --t C additive en chaque variable est une fonction bi-additive. Le 
produit tensoriel A @B de deux monoides additifs s’obtient en construisant 
la fonction bi-additive universelle A x B + A @B. La categoric Ad des 
monoYdes additifs, munie de ce produit tensoriel, est une categoric 
symitrique’ mondidale. L’objet unitt! pour le produit tensoriel est le mono’ide 
additif des nombres naturels: 
A@NrN@ArA. ’ 
Pour tout ensemble Z, soit N(Z) le mono’ide abelien libre sur I. On a des 
isomorphismes 
N(Z x J) = N(Z) 0 N(J), 
N( 1) = N. 
Une cogsbre est un objet A E Ad muni d’une structure de monoYde dans la 
catigorie opposee AdO pp. On a une co-multiplication 
AAAOA 
et une co-unite 
devant satisfaire aux axiom& d’associativiti: 
A d. AOA 
d 
I I 
dOA 
A@A -+A@A@A 
et d’unitb 
DEFINITION 22. Une Zoi de dkomposition (numerique) sur un ensemble Z 
est la donnee d’une structure de cogbbre (d, E) sur N(Z). 
La co-multiplication d: N(Z) + N(Z) 0 N(Z) equivaut a une fonction 
d: 1-t N(I x I) 
601/42/1-S 
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et nous dirons souvent que celle-ci est la loi de decomposition, On a de 
expressions 
ou [jik] E N est le nombre de faFon de d&omposer i en deux morceaux, le 
premier &ant j et le second k. Si [iik] > 0 nous dirons que (j, k) est une 
d&omposition de i (en deux morceaux). L’associativite de la loi de decom- 
position s’exprime par l’identite 
T 1. i a][k a r]=T [j a k][ a ir]* (*I 
La valeur commune des deux membres de cette egalite est le nombre [j L r] 
de facon de d&composer i en (j, k, r). Plus generalement, on defmit pour 
chaque n > 2 des applications 
d, : I -+ N(P), 
d,,(i) = 
si I j,,.!.,j, ] > 0 nous dirons que (j ,,..., j,) est une dhomposition de i (en n 
morceaux). L’axiome d’unite’ de la structure de cogebre signifie que 
(**I 
DEFINITION 23. Un element u E I est neutre si E(u) = 1. Un element 
u E I est primifif si d(u) = (u, u). 
(Si u est primitif, il est aussi neutre.) Pour tout i E I on a (par (**)): 
c i [ I E(a) = 1. UEI i a 
Ce qui montre qu’il existe un et un seul element u E Z tel que 
i [ I i u =l et E(U) = 1. 
Posons a,(i) = u. On definit aussi un element neutre a,(i) en exigeant que 
Ia, iil = l* 
UNETHkORIE COMBINATOIRE 65 
PROPOSITION 25. Les cohditions suivantes sont Jquivalentes: 
0) i est neutre, 
(ii) e(i) > 0, 
(iii) a,(i) = i (resp. a,(i) = i). 
Preuve. (i) * (ii), trivial 
(ii) * (iii). Supposons e(i) > 0. On a 
ce qui entraine que i = a,(i). 
(iii) * (i), trivial. 
PROPOSITION 26. Si (j, k) est une dicomposition de i, on a les hgalitt% 
(9 &(i) = W), 
(ii) a,(i) =8,(k), 
(iii) a,(j) = a,(k). 
De plus, si k (resp. j) est neutre on a i = j et k = a,(i) (resp. i = k et 
j = a,(i)). 
Preuve. Demontrons d’abord la demiere assertion. Par hypothese, on a 
[/ * k] > 0 et e(k) = 1. Utilisant I’identite (w) on a 
“:=T ci a ]&(a,& [ji k]e(k)>o, 
et done i - j et k = a,(i). Pour demontrer le reste, supposons seulement que 
[Ji,]>O.Ona 
[j k f?,,k)]=T [j’a][ k i,(k)] 
’ [ji k][k i,(k)]>’ 
et done (par (*)) 
[j k k,(k)]=; [j a k][ a f71tk)l>’ 
ce qui entraine l’existence de a E I tel que [(I & ] > 0. Comme a,(k) est 
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neutre, on conclut que f?,(i) = a,(k). Pour terminer, on utilise que [j i k] X 
I &,ck: i kl > o et par suite que [ja,(h k ] > 0 ce qui entraine l’existence de 
a E I tel que 
[j a”,Ck)][ a i k]” 
et finalement que a = j et a,(a) = a,(k). C.Q.F.D. 
EXEMPLE 46 (Leroux [22]). Une categoric C est B d&ompositionjinie si 
pour tout morphismef E C l’ensemble { W; , fi) ] f, fi = f) est tini. Soit N(C) 
le mono’ide additif libre sur I’ensemble des morphismes de C. On a une loi de 
decomposition d: C + N(C 0 C) 
la co-unite E: C -+ N est la fonction 
E(y)= 1 si f est une identite 
=o sinon. 
Dans cet exemple, les elements neutres, les elements primitifs et les 
morphismes identites coincident. 
7.2.1. Soit B un semi-anneau. Une loi de decomposition (d, E) sur I nous 
permet de definir une structure de semi-anneau sur l’ensemble B’ des 
fonctions de I vers B: 
u- + g>(i) = f(i) + g(i), 
f(i) g(k)- 
Dans le cas ou B est un anneau, B’ est un anneau. Un probleme frequent est 
celui de la determination des elements inuersibles de I’anneau B’ ainsi que du 
calcul explicite des inverses. Notons I, l’ensemble des e’le’ments neutres de I. 
Notons Bra l’anneau des fonctions de I, vers B (la multiplication def, g E B’O 
est (fg)(u) =f@> g(u)>. 
PROPOSITION 27. L’inclusion B’O 4 B’ (extension par 0) est un 
homomorphisme danneau. De plus, si tout e’le’ment neutre est primitf, la 
projection B’ --t B’O est aussi un homomorphisme d’anneau. 
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&we. Soient f, g E B’, des fonctions appartenant a l’image B’O + BI. 
On a pour tout ZEZ 
cf * gNi) =(, gI,, [j i k ]  f t . 8  dk). 
Comme on a f(j) = g(j) = 0 pour j E Z - I, on peut Ccrire 
(f * g)(i) = v k;oxr, [j i k ] ft.0 dk). 
D’autre part, si [j i k ] > 0 et (j, k) E I, X I, on a i = j = k (Prop. 26). Cela 
entraine que 
(f - g)(i) = f(i) g(i) si iEZ, 
=o sinon. 
La seconde assertion de la proposition est immediate. 
Disons maintenant que (j , ,..., j,) E I” est une dt!composition stricte de 
i E Z si [j,. ! .,.I > 0 et s’il n’y aucun Clement primitif parmi {j, ,..., j, }. 
DEFINITION 24. Une loi de decomposition d: Z-1 N(Z x I) est 
h&Pditairement Jinie si pour chaque i E I, l’ensemble des decompositions 
strictes est fini. 
THL?OR&E 7 [7, 22, 291. Supposons que d:Z+ N(ZxZ) soit une loi 
htfrtfditairement Jinie. Une condition nkcessaire et &Sante pour que f E B’ 
(B est un anneau) soit inversible est que f (i) soit inversible pour tout &&nent 
primitif i E I. 
Preuve. Remarquons d’abord qu’avec les hypotheses de la proposition, 
les elements neutres et primitifs coincident. En effet, si i est neutre on a 
i I 1 = i i 1 
ce qui entraine que 
[j :...j]~ [j i j]“’ [j i i]>O. 
Si i n’etait pas primitif, on aurait une infinite de decompositions strictes de i, 
ce qui est contraire 21 l’hypothtse. La proposition prectdente montre alors 
que I’anneau B’O est un r&racte de l’anneau B’. On peut done ecrire 
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oti f. E B’O et fi E Ker(B’ + B’O). Si f est inversible alors fO est inversible 
puisque la projection B’ -+ B’O est un homomorphisme d’anneau. Ce qui 
montre que la condition est ntcessaire. Inversement, supposons que f. soit 
inversible. Montrons que 
est inversible. La serie geometrique 
@+6)-l= r (-1)“6” 
n>0 
converge car 
fw) = x . r . S(j,) . .- S(j,) (jl....,jn)eI” [ . I J19***3 Jn
= -? i 
(jl ,..,, j$ic,-I,p [ 1 . . JI *** Jn 4jd .a. XL) 
et les coefficients lj,. .i. j,] dans cette derniere somme s’annulent tous des que 
n est sufftsamment grand. C.Q.F.D. 
Remarque 1. Si l’anneau B contient les nombres rationnels, on peut 
difinir pour tout a E B la puissance (E + S)a en utilisant le developpement de 
Newton: 
(E +a)“= c a 6” ( ) II>0 n 
Oil 
a ( ) - a(a-l)...(a-n+l) n - n. I 
Remarque 2. La fonction zeta <: I+ B est la fonction telle que c(i) = 1 
pour tout i E 1. La fonction de Mcibius ,u: 1-t B est l’inverse [-’ =I. Les 
egalites 
f(k), 
f@> = z [ j  ’ k ] P(j) g(k) 
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sont done 6quivalentes. La dkmonstration de la proposition prbckdente nous 
fait voir que 
Cc(i) = c 
(J ,....,J.)e(I-IO)” (-1Y [ j,,.f.,j, ] 
autrement dit que 
Hi) = b(i) - D, (0, 
oti D,(i) (resp. Dl(i)) est le nombre total de dicompositions strictes de i, 
dont la longueur est paire (resp. impaire). 
7.2.2. Une structure de mondide 
ZXZ4Z, eEI 
peut s’ttendre additivement en une structure de semi-anneau: 
N(Z) x N(Z) + N(Z), e E N(Z). 
11 se peut qu’une loi de dkcomposition (d, E) difmisse des homomorphismes 
de semi-anneaux: 
N(Z) d. NV) 0 N(Z), 
N(Z) c. N. 
(Pour la structure de semi-anneau induite sur N(Z) @ N(Z).) Dans ce cas 
nous dirons que (d, E) et (a, e) sont compatibles et que N(Z) e.$ une biggbre 
(Sweedler [ 3 I]). Cela iquivaut B dire que I’on a des Bgalitis 
(i) 
(ii) 
[ ;  ’ : : I =  J;iJ [j, i’ k,][jz i2 k,]’ 
k,k,=k 
d(e) = (6 e>, 
e(il - i2) = e(iJ . c(i2), 
c(e) = 1. 
Notons I,, l’ensemble des Bliments neutres de Z (Prop. 25). 
PROPOSITION 28. Pour tout (i,, i2) E Z x Z on a i, - i, E I,, ssi i, E I, et 
i, E Z,. De plus, on a les kgalitls 
a&i, - i, > = %(iJ - W2), 
B,(i, - 4) = a&) - a#,). 
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Preuve. La premibre assertion rhlte de l’kgalitl: (ii). Pour obtenir la 
seconde, on utilise (i): si j = i, . i, et k = a,(i, . iz) on a 
ce qui entraine l’existence d’un quadruplet (j, , k, , j,, k2) tel que 
[j, i1 k,]= [j* i2 k2]= 1. 
Comme k, . k, = k on voit que k, et k, sont neutres. La dernikre assertion de 
la proposition 26 now permet de conclure que 
et done que 
k, = a,(i,) et k, = a,&> 
a,(i,) - a,(i,) = a,@, - i2). C.Q.F.D. 
Disons qu’une fonction f: I + B est multiplicative si f(i . j) = f(i) . f(j) et 
f(e) = 1. 
PROPOSITION 29. Soit B un anneuu commutatif. Si f, g E B’ sent des 
fonctions multiplicatives alors f . g E B’ est multiplicative. De plus, si f -’ 
existe, c’est une fonction multiplicative. 
Pour tout i E I et pour tout f E B’ soit 4 f E B’ la fonction j I-+ f(i - j). 
(On d&it aussi j’li E B’.) 
LEMME. On a la formule 
d c&)= . 
,j,z,x, [j ’ k ] CiJf)w g)* 
Preuve. On a successivement 
g ti)(i’) = (fg)(i * i’) 
= c ii’ 
s I 
v f(u) f!(V) 
=,~k~,k~,j i k][i’ i’ k,]f(ki’h(k’k’) 
=z[jik] <<jr f) - 0 g))(i’). 
UNE THkORIE COMBINATOIRE 71 
Demontrons maintenant la demitre assertion de la proposition: si f est 
multiplicative et si fg = E alors g est multiplicative. I1 faut montrer que 
g I!= g . (g(r)) pour tout r E I. (B’ est une B-algebre.) On a 
LJ&=tlfg=Z [j i k](~fMJg) 
=z [j i k]ol)LJk! 
=f* ; [j i k ]fi,w d. 
D’autre part, on a 
iJE=c(i)e=e(i)f. g=f. (e(i)g). 
Comme f est inversible il suit que 
e(i)g=C i [ 1 /,k j  k f w&J g). 
Autrement dit, que pour tout r E I 
Multipliant par g les deux membres de cette derniere bgalite, on trouve 
g- (&))=glr. C.Q.F.D. 
La proposition prectdente nous permet de conclure en particulier que la 
fonction de Mobius p = fl-’ est multiplicative. Si B = Z(I), on peut chercher 
a inverser l’inclusion Z + Z(I). Si c’est possible, on obtient l’antipode 
8: I+ Z(I). Si la multiplication I X I + I est commutative, l’antipode est une 
fonction multiplicative. Dans le cas ou la loi de decomposition est 
hereditairement finie, on a la formule 
B(i) = 
= [ 
i 1 (-l)“j, . +.. . j,. (II ,...,j,)stricte jt *** A 
1.3. CattJgorie additive 
Nous utiliserons le terme catt!gorie additive dam un sens different du sens 
habituel, faute d’avoir pu trouver une meilleure terminologie. I1 s’agit plus ou 
moins de refaire l’algebre linbaire en remplacant le concept d’ensemble par 
celui de categoric et le concept de fonction par celui de foncteur. 
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Une cutkgorie additive (~4, +, 0) est une categoric mono’idale symetrique 
ou le produit @ est note additivement (+). L’object unite est baptise objet 
nul. Un foncteur additifF: J& --t 9 entre categories additives est un foncteur 
preservant la somme et I’objet nul (a isomorphisme coherent pres): 
F(A + B) 7 F(A) + F(B), 
F(0) 7 0. 
Nous noterons Hom(zzf, 9) la categoric des foncteurs additifs de ZY vers 3’. 
Vest une categoric additive, la somme F $ G de deux foncteurs &ant definie 
comme d’habitude: 
(FtG)(A)=F(A)tG(A), 
O(A)=O. 
On detinit aussi le concept de foncteur bi-additif F: d x 9 + Q c’est un 
foncteur additif en chaque variable (et coherence): 
F(A, tAz,B)=F(A,,B) tF(A,,B), 
F&B, tB,)=F(A,B,) tF(A,B,), 
F(A, 0) N F(0, B) N_ 0. 
Un (semi) anneau est une categoric additive ~4 munie d’un produit bi- 
additif J/ x &’ --% &’ et dun objet unite I E s?’ satisfaissant aux axiomes 
d’associativite et d’unite (et coherence). 
Le produit tensoriel ~‘09 de deux categories additives s’obtient en 
construisant le foncteur bi-additif universel: ~‘09 + JG’@~. 
La cattgorie additive libre L(C) sur une catigorie C se construit de la 
facon suivante: les objets de L(C) sont les familles furies (Ai)isl d’objets de 
C; les morphismes (AJiE, + (Bj)j,, sont les couples (u, #), ou u: I --) J est une 
bijection et ou 4 = ($Jie, est une famille de morphismes $j : A, --t B,(!, (i E I). 
La composition est definie par la formule (v, IJI)(U, 4) = (VU, w,#), oti ~,(a = 
(lyUW~i)iSI. Nous utiliserons la notation Cia,Ai pour designer la famille 
(Ai)if,. Avec cette notation on a la formule 
La categoric additive unite’ est le groupo’ide B des ensembles finis et 
bijections (muni de la somme disjointe). On a des iquiualences de categories: 
UNE THitORIE COMBINATOIRE 73 
et aussi 
Hom(B, s44) r J. 
On a les sorites habituelles: un foncteur additif J@.53’ + Q est equivalent 
i un foncteur additif XI + Horn@‘, a), etc. 
Soit 1 la catbgorie constituie d’un seul object et d’une seul morphisme. La 
catigorie L(1) coincide avec le groupo’ide B des ensembles finis et bijections. 
On a aussi la formule 
L(C, x C,) 3 L(C,) OL(C,). 
1.4. Lois de dkomposition combinatoire 
Nous allons maintenant examiner le concept de co-multiplication sur un 
groupoyde additif: 
Nous supposerons toujours que d est associative et que l’on a une co-unite 
Nous nous limiterons au cas oi .w’ est libre sur un groupo’ide A. Nous 
dirons alors que d est une loi de dkomposition sur A. Vu I’identiti 
L(A) 0 L(A) r L(A x A), une loi de decomposition sur A est un foncteur 
additif 
L(A) --) L(A x A). 
ou plus simplement un foncteur 
AAL(AxA). 
De m6me, la co-unite E est un foncteur 
A + B. 
Strictement parlant, d est une loi de decomposition binaire. On peut aussi 
considerer une decomposition ternaire en composant 
L(A) -L L(A) 0 L(A) 
\ jL(*Dd 
L(A) 0 L(A) 0 L(A). 
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L’associativitk d’une loi de dtcomposition exprime le fait que cette loi 
ternaire peut aussi s’obtenir (a isomorphisme coherent prbs) en composant 
L(A) L L(A) 0 L(A) 
\ ~&L(A, 
L(A) 0 L(A) 0 L(A). 
Nous ecrirons, pour A E A 
d(A) = c (d:(A), df(A)). 
ieD 
Nous dirons que D(A) est l’ensemble des d&compositions (binaires) de A. 
Nous dirons aussi que df(A) (resp. d&4)) est le premier morceau (resp. le 
second morceau) de la decomposition i E D(A). 
Une loi d est symmPtrique si l’on a une transformation naturelle involutive 
r: d + d et pour chaque i ED(A) des isomorphismes 
d!(A) 2 d:(i)(A)* 
(coherents) 
Considerons maintenant une categoric 9 munie d’une structure de semi- 
anneau. Une loi de decomposition sur le groupo’ide A now permettra de 
dkfinir une structure de semi-anneau sur le catkgorie [A, 91 des foncteurs de 
A vers 9 (7.2.1). Le produit F . G de deux foncteurs F: A + 9, G: A + 23 
est un foncteur dont la valeur en A E A est &gale B 
(Fe GM) = c W;(4) . G(dfW) 
ieD 
Supposons de plus que A soit muni d’une structure mono’idale 
A x A -A A, I E A, compatible avec la loi de decomposition d (7.2.2). Cette 
compatibilitt s’exprime par des isomorphismes (coherents) 
d;(A -B)rd;(A).d;(B), 
d&4 . B) r d;(A) . d;(B), 
si p(k) = (i, j) 
40 2 (4 I>, 
E(A * B) 1 E(A) x E(B), 
E(Z)1 1. 
Si le semi-anneau 3 est commutatif (i.e., symmetrique) on peut dimontrer 
que le produit F . G de deux foncteurs multiplicatifs F, G: A -+ B est un 
foncteur multiplicatif. 
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EXEMPLE 47. Le groupdide B est muni d’un loi de decomposition 
symitrique 
d:B-+L(BxB) 
dont la valeur en E E B est &gale a 
d(E) = c MB) 
A+B=E 
ou la sommation a lieu sur l’ensemble de tous le partages de E en deux 
morceaux. La co-unite E: B + B est le foncteur 
E(E) = 0 si Ef0 
= 1 si E=fZ. 
On veritie aussi que la somme B X B -+ + B est une structure mono’idale 
compatible avec la loi de decomposition d. Soit 9 un semi-anneau 
commutatif. Le semi-anneau [B, 91 est le semi-anneau des shies de Hurwitz 
2 coeflcients dans 9. Les foncteurs F: B--t 9 priservant les structures 
multiplicatives sont les series exponentielles F = exp(BX) (B E 3’). 
EXEMPLE 48. Soit 0 le groupoYde des ensembles ordonnes finis et 
isomorphismes. Une section iqf%ieure S- de E E 9 est une partie S- s E 
telle que x Q y E S- entraine x E S- . On ddtinit aussi le concept de section 
supkrieure. Une dkcomposition de E E 0 est un couple (S- , S,) de sections 
inferieure et superieure tel que S- n S, = 0 et S _ U S, = E. On a une loi 
de decomposition 
d:O+L(OxO) 
dont la valeur en E E 0 est Cgale a 
d(E)= c (s-3 s,). 
(X,S+)ED(E) 
Cette loi n’est pas symetrique. La somme disjointe d’ensembles ordonnes 
nous donne une structure multiplicative 0 x 0 -v’ 0 compatible avec la loi 
de decomposition. 
EXEMELE 49 (Faa di Bruno). Considerons le groupo’ide F dont les objets 
sont les surjections A --H A’ d’ensembles finis et les morphismes sont les 
rectangles commutatifs 
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A’ u’ B’ 
ou u et u’ sont des isomorphismes. 
On a une loi de decomposition 
d(A++A’)=x(A +A/R,AfR -A’) 
R 
ou la sommation a lieu sur l’ensemble des relations d’equivalence R sur A 
induisant une factorisation A + A/R +A’deA+A’.Laco-unite&:F-+B 
se definit comme suit 
&(A -W A’) = 1 si A + A’ est un isomorphisme 
=0 sinon. 
L’operation de somme disjointe A + B-H A’ + B’ (de deux surjections) 
permet de difinir une structure mono’idale 
FxFfF 
compatible avec la loi de decomposition. Si 9 est un semi-anneau 
commutatif, un foncteur multiplicatif N: F + 9 est entierement determine si 
l’on connait sa restriction au sous-groupoide de surjections A ++ 1. Comme 
ce dernier groupoi’de est equivalent au groupo’ide B* des ensembles finis non 
vides, on peut identifier un foncteur multiplicatif N: F -+ 9 i un foncteur 
N: B* +-9 c’est-a-dire a une espece N: B + 9 telle que N[O] = 0. De cette 
facon la structure monoi’dale sur la categoric des foncteurs multiplicatifs 
s’identifie B la substitution des especes de l’ideal 3 c 9 I/X(] (Chap. 2). 
EXEMPLE 50. Soit A le groupoi’de des groupes abiliens finis et 
isomorphismes. On a une loi de decomposition 
d:A+L(AxA) 
dont la valeur en A E A est egale a 
oti la sommation a lieu sur tout les sous-groupes S de A. 
EXEMPLE 51 (Joni et Rota [ 161, Lawvere). Un intervalle jini est un 
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ensemble ordomrt lini ayant un plus petit et plus grand element. Soit I le 
groupdide des intervalles finis et isomorphismes. Pour U E I et x E U soit LJ, 
(resp. ZF) l’intervalle { y 1 y E ZJ, y < x} (resp. l’intervalle { y 1 y E U, y > x}) 
On a une loi de decomposition 
d:I+L(IXI) 
dont la valeur en U E Z est la somme 
d(U) = c WA-, w. xsu 
De plus, le produit (cartesien) U x V de deux intervalles est un intervalle. Ce 
qui donne une structure mono’idale 
compatible avec la loi de decomposition. 
7.4.1. Plusieurs lois de decomposition proviennent d’une loi de 
composition. Par exemple, soit A un groupo’ide muni d’une structure 
mono’idale (A, 0, I). Une dkcomposition d’un objet E E A est un triplet 
(A, B, a), ou a est un isomorphisme 
a:A@B+E. 
Un isomorphisme de decompositions (A, B, a) --, (A’, B’, a’) est un couple 
(A +” A’, B +‘B’) d’isomorphismes tel que le triangle 
A@B 
1 
a 
\ 
uov E 
A’@B’ 
soit commutatif. Supposons maintenant que le foncteur A x A +@ A soit 
fid&Ze et que pour tout E E A l’ensemble des classes d’isomorphismes des 
decompositions de E soitfini. On peut alors definir une loi de decomposition 
d:A-+L(AxA) 
dont la valeur en E E A est 
d(E) = 2 (A, B) 
A@XI=E 
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oti la sommation a lieu sur un systeme complet de representants des classes 
d’isomorphismes des decompositions de E. 
EXEMPLE 52 (Dirichlet). Le groupo’ide B* des ensembles finis non vides 
(et bijections) muni du produit cartbsien. Un couple (R, S) de relations 
d’equivalence sur E E B* est orthogonal si l’application canonique 
est une bijection. On a la loi de decomposition 
d(E) = c (E/&E/S) CR ,S) 
od la sommation a lieu sur tous les couples orthogonaux de relations 
d’equivalence sur E. 
La composition des morphismes dune categoric nous permet souvent de 
definir une loi de decomposition. Soit C une categoric. Une d&composition 
d’une morphisme f E C est un triangle fJ’, = f: 
Deux decompositions f, f2 =f, g, g, = f sont isomorphes s’il existe un 
diagramme commutatif 
ou u est un isomorphisme. Supposons que: 
(1) il y a au plus un isomorphisme entre deux decompositions, 
(2) l’ensemble des classes d’isomorphismes des decompositions d’un 
morphisme est fini. 
Si ces deux conditions sont satisfaites, on peut dttinir une loi de decom- 
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position sur le groupoi’de C dont les objects sont les fleches de C et les 
isomorphismes sont les rectangles commutatifs 
ALA’ 
If il 
B-=B’. 
On a 
4.f) = c (fl,f*)9 
(fi,h)~DCf) 
ou D(f) est un sysdme complet de representants des classes 
d’isomorphismes des decompositions de $ 
EXEMPLE 53. Si la categoric C est celle des ensembles finis et 
surjections on obtient l’exemple 49 (Faa di Bruno). 
EXEMPLE 54, On obtient un autre exemple en prenant pour C la 
catigorie des ordre lineaires finis et surjections croissantes. 11 y a sur C une 
structure multiplicative compatible avec la loi de decomposition: c’est la 
somme ordinale f, + f2 : L, + L, + L’, + L; de deux surjections croissantes 
f,:L,-+L;,f,:L,+L;. Si 9 est un semi-anneau commutatif, les foncteurs 
multiplicatifs I;: C --) 9 s’identifient aux especes liniaires sans terme 
constant. Le produit de foncteurs multiplicatifs s’identifle g la substitution de 
ces especes lineaires. 
EXEMPLE 55. On peut prendre pour C la catbgorie dont les objets sont 
les couples (E, o), oti u est une permutation de l’ensemble lini E. L.es 
morphismes (E, u) +* (E’, a’) sont les surjections 4: E-WE’ telles que 
)a = 6’). I1 y a sur C une structure multiplicative bvidente. Cet exemple est 
en rapport etroit avec la substitution de sPries indicatrices vues au 
chapitre 3. 
7.5. Aspects num&iques 
Soit A un groupoide muni d’une loi de decomposition 
d: A+L(AX A). 
Nous allons decrire une loi de decomposition numerique induite sur l’en- 
semble a,(A) des composantes connexes de A: 
- d: a,(A) -+ N@,,(A) x n,(A)). 
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Dtsignons par ]s] la composante connexe contenant s E A. L’element 
de N(x,(A) x n,,(A)) ne depend que de la classe d’isomorphisme ] s ( de s. On 
a done une application 
d: dA) --) W,(A) x n,(A)) 
telle que 
4lsl) = c WXsh I4Wl)* isDW 
On definit aussi 
E: n,(A) + N 
E(] s I) = Card E(S). 
PROPOSITION 30. Les application (d, E) dej%zissent une /oi de dbcom- 
position numbrique sur /‘ensemble n,(A). 
Si (i, j, k) E rrO(A), I’entier nature1 [ j ’ k ] a la signification suivante: si 
i = IsI, c’est le nombre de decompositions t E D(s) telles que Id:(s)\ = j et 
Id:(s)1 = k. Dans le cas ou d provient d’une structure mono’idale A x A -1’ A 
(7.4.1) on a un resultat plus p&is. Supposons que pour tout s E A le groupe 
aut(s) des automorphismes de s soit fini. Posons pour i E n,(A) 
aut(i) = Card(aut(s)) 
oti i = IsI. Notons n,(A) x n,(A) -+’ ~~(4) la structure de monoide induite 
par la structure mono’idale de A. On a la formule 
i [ 1 aut(i) .i k = aut(j) aut(k) si j.k=i 
=o sinon. 
EXEMPLE 56. La plupart des exemples don& en 7.4 sont des lois de 
decompositions he’&ditairement finies (def. 24). On peut done appliquer le 
thtoreme 7 pour calculer les inverses. En particulier, si on utilise la bigebre 
de Faa di Bruno (Ex. 49) cela montre que les series de Hurwitz f, a coef- 
ficients entiers, telles que f(0) = 0, y(O) = 1, sont closes pour l’inversion 
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fonctionnelle. On voit aussi que si f est B coefficients rationnels et si a E Q, 
on peut dkfinir I’ithztion fructionnafre f”. Des risultats semblables sont 
valides pour les skies B plusieurs variables. Etc. 
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