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Abstract 
Ion-optics calculations were performed for a new ion source and injection beam line. This 
source, which can accept both solid and gaseous targets, will be installed onto the 1-MV 
BioAMS spectrometer at the Center for Accelerator Mass Spectrometry, located at Lawrence 
Livermore National Laboratory and will augment the current LLNL cesium-sputter solid sample 
ion source. The ion source and its associated injection beam line were designed to allow direct 
quantification of 14C/12C and 3H/1H isotope ratios from both solid and gaseous targets without the 
need for isotope switching. Once installed, this source will enable the direct linking of a 
nanoflow LC system to the spectrometer to provide for high-throughput LC-AMS quantitation 
from a continuous flow. Calculations show that, for small samples, the sensitivity of the gas-
accepting ion source could be precision limited but zeptomole quantitation should be feasible. 
 
PACS: 07.05.Tp, 41.85.-p 
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Introduction 
The 1-MV spectrometer at the Center for Accelerator Mass Spectrometry, located at 
Lawrence Livermore National Laboratory, is dedicated to the quantification of 14C [1] and, 
recently, 3H [2] within biochemical samples. Over 30,000 samples have been analyzed since 
operations began in May, 2001. High measurement throughput is enabled by the use of the 
LLNL high-output Cs-sputter solid sample ion source [3]. The use of solid targets necessitates 
the off-line conversion of biochemical samples to graphite [4] or TiH2 [5]. Ion sources that are 
compatible with the direct input of biochemical separatory instrumentation, such as liquid 
chromatography, gas chromatography, capillary electrophoresis or other instruments would 
allow for real-time, automated sample preparation, potentially leading to increased resolution, 
improved sensitivity through reduced sample handling and the ability to do molecule-specific 
tracing of very small samples, but with a cost in precision. One such approach would involve the 
direct introduction of carbon, as CO2, or hydrogen, as H2, into the ion source. As the LLNL-
designed ion source will only accept solid samples, a gas-accepting ion source was purchased 
from National Electrostatics Corporation (Middleton, WI). It is a modification of their cesium 
sputter ion source for solid targets and has been configured to accept both solid and gaseous 
samples [6]. This source, along with its associated injection beam line, will be mounted to the 1-
MV AMS system through an existing port on a 45° electrostatic analyzer (ESA). The new 
injection beam line has been designed to allow for the direct quantification of either 14C/12C or 
3H/1H isotopic ratios. Ion-optics calculations were performed to design the beam line to match 
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the phase space of the extracted ion beam to the acceptance of the accelerator. Additionally, 
preliminary precision estimates were calculated for quantification of 14C from a continuous flow. 
 
Description of the Beam Line 
Figure 1 depicts a schematic representation of our planned installation together with the 
current bioAMS hardware [1]. Negative carbon ions extracted from the gas-capable ion source 
are focused through a 45° bending magnet with 12C- ions deposited onto a position-adjustable, 
off-axis Faraday cup. Extracted hydrogen ions are similarly transported to an off-axis Faraday 
cup for quantification of the 1H- ions located in a fixed position closer to the magnet. The 
transmitted rare ion beam will enter the 45° ESA for transport through the rest of the system to 
the rare isotope detector located at the end of the spectrometer. Presently, this detector consists 
of a single anode solid-state surface barrier detector. The field plates on the 45° ESA can be 
rotated by an externally controlled motor such that ions from either ion source may be 
transmitted to the rest of the spectrometer.  
 
Ion Beam Envelope Calculations 
PBO Lab 2.1.1 (AccelSoft, Inc., Delmar, CA), running on a x86 Family 6 Intel processor 
under Windows XP, was used to calculate ion beam envelopes from the ion source to the 
midpoint of the stripper canal. PBO Lab is a graphical user interface shell for use with several 
different particle optics design and analysis tools [7], including, TRACE 3-D. TRACE 3-D is a 
first-order beam dynamics program to calculate beam envelopes, using R-matrix formalism, 
through a user-defined ion transport system [8]. TRACE 3-D includes a linear approximation of 
space charge forces. As a result, for ion beams with a uniform charge distribution of ellipsoid 
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symmetry, the root mean squared (rms) properties can be replaced by an equivalent uniform 
beam. The net effect of this is that the total emittance of the equivalent uniform beam in each 
plane is five times its rms emittance, so that the beam envelopes in each plane are   
! 
5 -times 
larger than their respective rms values. 
Initial ion source terms and input parameters for the ion optical elements were provided 
by National Electrostatics Corporation or calculated. Results from beam envelope calculations of 
a 14C- beam are presented in Figure 2. Similar results are obtained with a 3H- ion beam. The 
transverse beam phase space plots in both the horizontal (solid line) and vertical (dashed line) are 
shown at the source (upper left plot) and at the midpoint of the stripper canal (upper right plot). 
Data relating to the longitudinal phase planes are not plotted as the beam bunch has been 
stretched in the z-direction to model a DC beam [9]. The two independent Twiss parameters, A 
and B, are also shown. The diameter of the beam spot size at the midpoint of the stripper canal is 
calculated to be 3.5 mm in the horizontal direction and 3.9 mm in the vertical direction; much 
smaller than the 5 mm diameter stripper canal. 
The calculated equivalent uniform beam envelope half-widths through the ion transport 
system are shown in two plots on the bottom of Figure 2, with the horizontal plane displayed in 
the top half and the vertical plane on the bottom half. The full scale of each plot is 25 mm. The 
identities of the major beam line components are annotated. Note that the boxes designating the 
beam line components are not drawn to scale and that at no point does the ion beam size exceed 
the inner dimensions of the ion optical elements. The entrance and exit apertures of each 
acceleration gap was set to 0 mm to negate any TRACE 3-D-calculated fringe field effects. 
Instead, a thin lens was inserted to handle the focusing properties resulting from the change in 
the voltage gradient seen by the ion beam [10]. 
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As can be seen from the traces, the two einzel lens work as a zoom lens with the entrance 
lens of the acceleration gap to focus the ion beam through the 45° bending magnet to a waist 
approximately mid way between the magnet and the 45° ESA. The two einzel lens telescope 
allows flexibility in the precise placement of this waist to accommodate changes in the ion 
source’s emittance. This waist is positioned such that the ion beam has the correct divergence at 
the entrance to the first acceleration column to bring the beam to a parallel focus at the midpoint 
of the gas stripper canal. This waist after the 45° magnet must also be far enough away to allow 
for adequate separation of the 12C- ion beam to enable accurate quantitation. However, the further 
from the magnet that the waist is formed, the larger the spot size at that object point. A tradeoff 
has been made between these two conflicting properties and the available space within the 
laboratory. Based on the model, at the object plane of the magnet, the ion beams of the three 
isotopes of carbon are physically separated from each other by approximately 15 times greater 
than their respective beam radii. 
 
Magnetic Field Calculations 
The 45° bend magnet purchased from NEC is a reversed switching magnet with a radius 
of curvature of 275 mm for the central trajectory. While this configuration is adequate for the 
separation of carbon isotopes, there were concerns regarding its suitability for hydrogen isotope 
separation since this ion source and injection beam line will also be used for the quantification of 
3H from either gaseous H2 or solid TiH2 targets. Simple geometrical calculations indicated that 
with the magnet tuned to bend 3H- ions 45°, the 1H- ions would exit near the corner of the pole. 
The paths of ions exiting from a corner or a side of the pole would be exposed to severe 
defocusing magnetic fields that could interfere with accurate and precise quantification of 1H-. 
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To more accurately model this potential problem, a grid-point mesh of the magnetic poles 
of the magnet was constructed using the ion-optics simulation code, SIMION 3D [11], running 
under the same computer platform as the beam envelope calculations. The magnetic field was 
established such that 60 keV 3H- ions, in the midplane of the magnet (entering with an edge angle 
of 22.5°), would be deflected 45° and exit the magnet perpendicular to the field. The physical 
size of the model was established such that the magnetic field could extend out to ~0.04% of its 
maximum value. Figure 3 shows the region around the magnet with views of the calculated paths 
of the central trajectories of 3H- and 1H- ions. Figure 3a shows the profile of the magnet pole 
pieces while Figure 3b is a top view of the ion paths. 
The deflection angle of the 1H- ions is determined to be 72°, consistent with geometrical 
calculations. While the central trajectory of the 1H- ions does exit the magnet at the rear face, the 
entire beam envelope does not. However, the shape of the magnet pole extends the magnetic 
field such that most of the beam envelope will exit the field with an edge angle of ~27°. With 
this configuration, the ions are brought to a double focus 204 mm downstream of the magnet, at 
the location of the 1H Faraday cup. For ions that exit more towards the side of the magnet, the 
edge angle begins to decrease. This perturbs the double focus such that the divergence of the ions 
in the horizontal dimension increases while the ions in the vertical dimension decreases. 
However, this does not present a serious problem, as this beam is only transported to the 1H cup, 
which has been designed specifically to accept the resulting beam envelope.  
 
Continuous Flow-Liquid Chromatography-AMS 
One use of this new ion source is to couple a nano-flow liquid chromatography (LC) 
system to the spectrometer through an online combustion/oxidation interface. This interface will 
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directly inject CO2 or H2O from small, well-defined biochemical samples, for quantification of 
either 14C or 3H. The flow rates of the mobile phase in a nano-flow LC system may be low 
enough to enable its direct injection into the ion source after it has been converted to either CO2 
or H2O. Increasing the CO2 flow rate improves ion source output and efficiency up to a certain 
point, however, this performance begins to decrease with a further increase in the gas flow [12]. 
This system will also require the use of a carrier gas, such as helium or argon. Low carrier gas 
flow rates (on the order of a few hundred microliters per minute) have been shown to have no 
significant deleterious effect on ion source performance [13-15]. Quantification of a transient 
pulse within a continuous flow (CF) will potentially improve sensitivity, maximize separatory 
time resolution, increase measurement throughput and reduce costs. However, precision will 
ultimately be a function of the peak width from the LC and not a function of measurement time 
(as is the case for solid targets). Any gas, that is not ionized, will be immediately pumped out by 
the vacuum system and lost to further measurement. 
To illustrate this concept, the expected precision in quantification of 14C with respect to 
sample size was estimated from sample counting statistics [16]. The count rate in a single anode 
detector will be a combination of true 14C events (14C) from the sample pulse and scattered 
events (“14C”) that are indistinguishable from true 14C events. The main source of these scattered 
events will likely arise from the combusted mobile phase. This scattering will consist of scatter 
from injected carbon and scattering from the low-energy tails of potentially intense 16O- beams. 
As the gas-accepting ion source is not yet operational, the expected amount of scattered 
ions reaching the detector from injected CO2 was estimated assuming a linear combination of 
scatter from carbon and oxygen in solid targets. An upper bound of the scattering from carbon 
was determined to ~2.4x10-15 “14C”/C from measurements of solid graphite samples prepared 
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from coal [2]. The scattering contribution from oxygen was determined based on measurements 
of solid samples consisting of well-defined mixtures of -200 mesh graphite and TiO2 powders. 
Samples containing C:O (mole:mole) ratios ranging from 0 (in the case of pure TiO2) to 2 were 
prepared and the total 14C count rate in the detector, as well as the 13C+, 12C- and 16O- ion currents 
were measured on the 1-MV AMS spectrometer. After subtracting the contribution of 14C (both 
real and scatter) from the graphite portion of the samples and normalizing to the analyzed 16O- 
ion current, the scattering from oxygen was estimated to be (4±1)x10-15 “14C”/O. During these 
tests, the oxygen sputtering yield was ~1 order of magnitude greater than the carbon sputtering 
yield. Although higher sputtering yields from oxygen are expected due to its larger electron 
affinity over that of carbon, this yield is higher than a previously reported observation by a factor 
of ~5 [17]. This difference may arise, in part, to differences between solid and gas samples 
suggesting that scattering results from the graphite:TiO2 sample matrix may represent an upper 
bound to that expected from CO2 gas. With this caveat, the total amount of scatter ions from 
injected CO2 reaching the detector is estimated to be ~1x10-14 “14C”/CO2. 
The carbonaceous component of a mobile phase for a typical nano-flow LC system is 
acetonitrile with a flow of 50 nl min-1. Under Standard Laboratory Conditions (25°C, 100 kPa), 
this yields ~0.08 µl CO2 sec-1 entering the ion source, assuming the combustion/oxidation 
interface operates with 100% efficiency and a 1:10 open split in the gas flow. This flow rate is 
comparable to those used in other AMS gas-accepting ion sources [15,18]. The use of an open 
split, however, reduces the overall precision and will be avoided, if possible. Using the split gas 
flow rate, a 10% ion source efficiency [19] and a 36% typical transmission through the 
spectrometer [2], the amount of scattered ions striking the 14C detector can be calculated. 
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Similarly, the number of 14C ions, from an assumed peak in the LC trace, striking the detector 
can also be calculated. 
The result of this calculation is presented in Figure 4. The precision is presented as the 
calculated error in the amount of 14C relative to the total amount of 14C contained in a 30 second 
wide LC peak. For comparison, the precision in the absence of any scattering background is also 
shown. For both of these curves, background sources of true 14C in the solvent or sample are 
considered insignificant. Setting a precision threshold of 10%, samples must contain at least 200 
zeptomole 14C to derive meaningful conclusions. In the absence of scattering, the minimum 
amount is reduced to ~50 zmol and represents a best case for this scenario. As the amount of 14C 
in the sample increases, background scatter becomes less significant. As an example, the detector 
count rate from a sample containing 2.5 amol 14C is more than 1000 times greater than the scatter 
count rate. 
One way to improve the precision for a sample would be to shorten the width of the LC 
peak. This can be achieved by increasing the LC flow rate. However, with the current flow rate, 
it is likely that a flow splitter will be employed and any increase in the LC flow rate will increase 
the amount of CO2 generated which will require a larger split before entering the ion source. An 
increase in the size of the split will reduce the amount of the analyte entering the source, which 
will reduce the measured precision. Increasing the efficiency of the ion source will also allow a 
reduction in the minimum sample size that can be measured with an acceptable precision. Of 
course, experimental precision can be improved by the measurement of replicate samples. 
Additionally, replacing the single anode solid-state surface barrier detector with a gas 
proportional counter with a very thin Si3N4 entrance window could allow for particle 
identification and rejection of a significant portion of non-14C ions reaching the detector  [20]. 
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Detector count rates may ultimately determine the maximum amount of 14C in a sample that may 
be quantified as corrections for electronic livetime become less reliable at higher count rates. In a 
single anode detector, the total count rate from a sample containing 700 amol 14C, could exceed 
50 kHz. This suggests the need for a fast particle counter such as those based on electron 
multipliers [21]. Quantitation of a widely varying range of count rates may have to be resolved 
by the construction of a hybrid detector system. 
 
Conclusions 
Prior to installation onto our existing AMS system, the ion source and injection beam line 
are being assembled in the main accelerator hall. Additional beam profile monitors, slits and 
Faraday cups have been installed after the 45° magnet. Using both solid and gaseous targets, ion 
source performance and ion beam transport will be assessed. If necessary, both will be modified 
to maximize output and ion transmission. These results will also be compared to the ion optics 
calculations to guarantee optimal coupling to the existing spectrometer. Development of an 
online combustion system will proceed in parallel to the installation 
One immediate application of this instrumentation is to quantify metabolite profiles in 
single cells. These experiments require relatively high degrees of specific isotope labeling. 
However, the size of an individual cell limits the total amount of 14C that may be incorporated 
and, hence, quantified. Also, high analysis throughput will be required to establish meaningful 
statistics from many individual single cells. 
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Figure Captions 
 
Figure 1. Schematic layout of the LLNL 1-MV AMS system for quantification of 14C and 3H in 
biochemical samples. The new gas-capable ion source and its associated beam line 
(highlighted with a dashed ellipse) will attach to an existing port on the 45° ESA to 
augment the current LLNL AMS ion source. 
 
Figure 2. Ion beam envelope calculations of 14C ions extracted from the new ion source and 
transported to the midpoint of the gas stripper canal at the center of the tandem 
accelerator. Similar results were obtained for 3H ion beams. See text for details. 
 
Figure 3. Calculated ion trajectories through the 45° magnet on the new beam line showing an 
isometric view (3a) and vertical view (3b) of the paths of the 3H- and 1H- central rays. 
 
Figure 4. Calculated precision based on counting statistics with respect to the amount of 14C in a 
30 second wide peak eluting from a liquid chromatography system in a continuous 
flow AMS application. The two curves present two cases: that of no scatter component 
(dashed line) and that of scatter from injected CO2 (solid line) in the measured detector 
signal. See text for details. 
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