ABSTRACT Balancing natural resource protection and urban development is of concern to researchers, planners and citizens who are aware of the environmental, social and economic impacts of urban land use. Land-use change models can assist in finding this balance. An objective of this research was to build a better model of land-use change by integrating quantitative and qualitative techniques. A modelling approach is presented that combines statistical logistic regression with field-based outlier analysis. To this end, a collaborative effort between researchers, who are adept at building models, and local experts, who better understand the dynamics of landscape change in their communities, was undertaken. The findings indicate that this modelling approach is successful in improving overall model performance, as measured by pseudo r-squared value, and identifying additional drivers of land-use change, namely zoning, soil suitability and distance to highway interchange. Most importantly, this collaborative modelling process, involving researchers and local planners, has practical utility for land-use decision making.
Introduction
Balancing natural resource protection and urban development is a critical issue throughout the United States (US). This challenging problem is of concern to researchers, planners and citizens who are aware of the environmental, social and economic impacts of urban land use and activity. Land-use change from undeveloped to urban is especially worrisome when it occurs in areas of environmental value such as in watersheds dependent on natural resources for economic growth and community identity. This investigation addresses the issue of urban encroachment for a watershed in the state of Michigan, where land-based industries contribute significantly to the state economy, accounting for nearly 20% of its economic output (Michigan Land Use Leadership Council, 2003a, b) . The study area is the Muskegon requires a spatial representation. A spatially explicit model is an attempt to either statistically explain or predict spatial outcomes regarding changes in land cover or use (Walker, 2004) . Regression analyses may not appear to be spatial. However, when the observations on disaggregated spatial units are used in estimation, then regression results carry implicit spatial information (see, for example, . Spatially explicit models are not restricted to regression applications, however, and analysts have implemented different approaches, including neural networks (Balling et al., 1999; Mann & Benwell, 1996) , agent-based models (Torrens & O'Sullivan, 2001 ) and cellular automata (Clarke et al., 1997; Tobler, 1979) .
Research has begun to address the particulars of land-cover dynamics in Michigan and the Midwest (Alexandridis et al., under review; Brown et al., 2000; Burley et al., 2004; Pijanowski et al., 2000 Pijanowski et al., , 2002a Tang et al., 2005; Wiley et al., 2003) . Models that have been applied to Michigan have succeeded in explicit representation of important parts of the Michigan landscape. These models have considered agent behaviour during land transactions, the dynamics of coupled land-use/socioeconomic systems, and the importance of the social processes affecting land use (Alexandridis et al., under review) . Perhaps the best known of the Michigan modelling efforts has been the application of artificial neural networks (ANNs) in what is known as the Landscape Transformation Model, or LTM (Pijanowski et al., , 2002a . The LTM combines raster-based GIS and ANNs in a modelling framework that has been used to address urbanization of Michigan watersheds and patterns of development in high-amenity parts of the state.
Although spatially explicit models have contributed to our understanding of landcover dynamics in the state of Michigan and elsewhere, they are often constrained by the data used. In many cases, analysts implement independent variables obtained by GIS functions generating distances from likely sparks of landscape dynamics. The earliest applications show an operational reliance on Thunian notions of the role that distance plays in the behaviour of those responsible for land-cover changes (see, for example, Ludeke et al., 1990) . Such reliance, although by no means uniform across all applications, is easily explained by the ease of manipulation and calculation of the relevant data in this regard.
This investigation seeks to extend the analysis framework by adding variables to a statistical model structure reflecting site-specific, and site-derived, information. Those conducting land-cover change research at the household level have called attention to possible errors (known as mis-specification bias) in estimating the coefficients of spatially explicit regression models when important variables are omitted from estimation due to non-availability (Irwin & Geoghegan, 2001; Walker et al., 2000) . The present research seeks to correct for such problems by combining GIS-generated information with fieldwork that reveals factors affecting land-cover change not immediately obvious to the analyst on the basis of prior experience, or theory. Other studies have combined quantitative techniques using remotely sensed data with qualitative techniques such as survey research Walker et al., 2000) . Bohnet et al. (2003) used interviews to present a biographical analysis of landscape change. Southworth et al. (2002) examined landscape patterns by integrating satellite imagery, landscape metrics and social data. The present study differs in its use of the GIS itself to generate information used to improve model specification. In addition, most efforts to combine fieldwork with GIS-based analysis Refining Landscape Change Models 279 have been conducted in the tropics where the primary land-cover change is loss of tropical forest. Our primary focus is on urban encroachments onto agricultural and natural lands.
The Study Area: Muskegon Watershed

Development in the Muskegon Watershed
Michigan is characterized by an abundance of natural resources, including 3200 miles of Great Lakes coastline, 11 300 inland lakes, 36 000 miles of streams and 19 million acres of forestlands (Moore & Rockwell, 2001; Nelson, 2001) . Clearly, Michigan residents benefit greatly from these natural resources, with agriculture, forestry, tourism and recreation, and mining accounting for $37.6 billion (17%) of the state's economic output (Michigan Land Use Leadership Council, 2003b, p. 41) . Despite the importance of these land-based resources, developed acreage in the state increased by more than 30% between 1982 and 1997, primarily in rural areas. Given that the population only grew by an estimated 6.9% for the same period, this development is of low density, and appears to be associated with high infrastructure costs, urban core decline, habitat fragmentation and loss of agricultural land, with impacts that greatly concern local residents (Institute of Public Policy and Social Research (IPPSR), 2003; Norris et al., 2003) . While issues of natural resource protection and urban development are evident across the state, they are acutely felt in the Muskegon watershed, an area of 2725 square miles covering parts of 12 counties (Clare, Crawford, Kalkaska, Lake, Mecosta, Missaukee, Montcalm, Muskegon, Newaygo, Osceola, Roscommon and Wexford; see Figure 1 ). The watershed drains the Muskegon River, which runs 219 miles from Houghton and Higgins Lakes to Lake Michigan. Ninety-four tributaries flow directly into the main stem, including two 'Blue Ribbon Trout Streams'-sections of the Clam River and Middle Branch River (O'Neal, 1997).
2
The history of human settlement and land use in the Muskegon region began with natural resource exploitation, and even today natural resource use remains at the centre of development. Native Americans initially occupied the area due to the abundance of natural resources, and later, settlers of European origin were attracted by the widespread availability of white pine forests and copper. The entire area was extensively logged during the late 1800s and early 1900s, and all virgin timber stands were removed. Nevertheless, a large portion of the basin was reforested with new growths of timber. Today, the widest-spread land use in the Muskegon watershed is agriculture, which is concentrated in the middle and lower portions of the basin, while forested lands are most abundant to the northeast. Currently, the watershed contains a variety of land-use types, including publicly owned forest, interspersed small towns, agriculture, recreational second homes and urban centres (Michigan Land Use Leadership Council, 2003a, pp. 5, 6) .
Within its boundaries, the basin contains 143 townships, cities and villages, ranging from communities with a predominantly rural character to thriving urban centres such as Big Rapids and Cadillac. It can be seen from Table 1 Refining Landscape Change Models 281
The watershed added 84 096 residents, resulting in a 22% increase in population, and the workforce increased by nearly 44%, from 141 363 to 203 191 (US Bureau of Census, 2000) . During the same period, the average resident aged from 32 to 39 years, and the relative mix of jobs shifted away from agriculture to greater dependence on the manufacturing and servicing sectors. In addition, workforce participation grew from 36% in 1980 to 43% in 2000, indicating an increase in the economically active population. Finally, the number of households grew by 33%.
Land-Cover Dynamics
Accompanying these demographic and economic changes in the watershed are extensive changes in land cover and use, which this study documents using highresolution aerial photography. Specifically, this study conducts change detection using the 1978 Michigan Resource Information System (MIRIS) land-cover data set, and a 1998/1999 update. The 1978 MIRIS data set was created by digitizing polygons from unrectified 1978 colour infrared aerial photographs at a scale of 1:24 000. The updated land cover was obtained by using US Geological Survey National Aerial Photography Program (NAPP) colour infrared photography from 1998/1999 at a scale of 1:40 000. While the scale of the photographs differs between the two time periods, they allow land-cover change analysis due to the consistency of landscape information, an important consideration in landscape change research (Vuorela et al., 2002) . Although the scale of the imagery for the two time periods is not identical, both scales allow the same minimal mapping unit of 1.01 hectares, and thus produce landcover data sets that are comparable. In order to undertake change detection, the 1978 polygons were overlayed on the 1998/1999 imagery, and changes in the landscape were determined by altering the polygons in ArcInfo version 7.2.1 or 8.1 and ArcView version 3.1 or 3.2. In effect, the 1978 land-cover polygons were edited to reflect any change, either a change in polygon size or shape, or a change in land-cover designation. This land-cover update process includes a rigorous quality assurance and quality control (QA/QC) programme, including a 5% field check of all polygons. For these field-check polygons, researchers conducted site visits using global positioning technology to visually check the land-cover classification. The 1998/1999 data set adheres to the MIRIS mapping and classification standards, including a minimal mapping standard of 1.01 hectares, and a minimum mapping distance of 30.48 metres (100 feet). The MIRIS and the 1998/1999 data sets are both based on the Anderson Land Use Land Cover Classification system (Anderson et al., 1976) .
The change detection in the Muskegon watershed indicates a modest gain in natural areas (forests, grass/shrub, sand dune/barren, water and wetlands), amounting to about 1%, or 6274.94 hectares, over the 20-year period. Despite an increase in urban land stemming from natural area conversion, there is still an overall modest gain of natural areas due to the reversion of abandoned cropland, confined feeding and pasture to natural lands. During this same time frame, agricultural land in the watershed was diminished by 17%, declining from 151 154.58 hectares in 1978 to 125 389.09 hectares by 1998. On the other hand, urbanized land cover increased by 60%, with residential land cover experiencing the most significant gain (72%). In fact, residential development accounted for 78% of all urban gain from 1978 to 1998. Analysis of the 19 491.48 additional urban hectares shows that 39% came from deciduous forest, 23% from grassland, 22% from cropland, 10% from shrubland and 6% from coniferous forest. Table 2 provides aggregate data on land-cover change in a five-township area of the basin used for model estimation. These data were used to calculate the dependent variable. Table 2 shows land-cover data for six categories, including urban, agriculture, grassland, forest, water, wetlands and total land area. Land-cover data for 1978 are provided in rows, and the 1998 data are organized in columns. Consequently, we can observe the transitions in land cover that occurred between 1978 and 1998. During this 20-year period, there was a 77% net increase in urban land, while there was a 15% net decrease in agricultural land. Table 2 reveals that most of the agricultural land loss, 1879 hectares, resulted in grass/shrub gains, while 916 hectares of agricultural land loss are attributable to urbanization. The majority of the urban gains came from agriculture (53%), followed by forest (31%) and grassland (20%).
Methods
As a means to empirically examine the drivers of land-use and land-cover change in the Muskegon watershed, this study combines quantitative techniques, in particular logistic regression, with field-based investigation. The two main goals of this study were to develop a statistical logit regression model and to develop a modelling process that would improve model performance. Logistic regression is appropriate, given the study's objective to model whether the resultant landscape was developed or undeveloped. For modelling purposes, the study area was limited to five contiguous townships in the lower part of the Muskegon watershed (see Figure 1 ). These townships were selected due to their high level of proactive land-use planning, and the presence of pressing growth management challenges. A combination of GIS, ArcInfo and statistical software, SAS, was employed.
To develop this model, researchers utilized an iterative model development approach. The first step was to fit a parsimonious statistical model using a limited number of driving variables known in the literature to influence land-cover change (Model 1). This parsimonious set included six distance measures: (1) distance to 1978 Refining Landscape Change Models 283 urban areas, (2) distance to single-family homes, (3) distance to county roads, (4) distance to highways, (5) distance to lakes and (6) distance to rivers. The dependent variable in the model measured whether there was a change to urban land use (developed). All of the control variables are thought to influence shifts in land cover to urban uses. For instance, urban growth tends to sprawl, with new development occurring at the fringe of previously built-up areas. Both urban areas and single-family residential neighbourhoods have a tendency to attract like new development, primarily because these areas already have in place the necessary infrastructure to support these land uses (i.e. sewage, water, electricity). In a similar vein, development is more likely to occur within the proximity of roads and highways, which ease accessibility and reduce transportation costs. Finally, lakes and rivers enhance the aesthetic value of land, and have a tendency to attract residential development.
The second step of model development involved what we refer to as outlier analysis, which entails detailed investigation of the model outliers. In particular, the results from the logistic regression equation were used to generate discrete outcomes on the landscape, namely a change or a no change to urban for all pixels used in the estimation. Model results were then compared to actual change outcomes to identify cases where the model over-predicted and under-predicted the outcome. For example, if the model over-predicts for some arbitrary pixel, it shows a land-cover change where none occurred, while if it under-predicts, it does not predict change when change in fact took place. In the terminology of this approach, over-and under-predicted pixels are outliers, in that the model outcome does not agree with the empirical situation. Outliers are pixels that do not show the expected outcome, given model parameters. Outliers occur due to chance events, but also because of model limitations, most likely the failure to include important variables. The objective of the outlier analysis was to develop insight into additional factors that may influence whether or not land cover changes to urban.
To this end, outlier analysis involved a qualitative analysis of a randomly selected set of geographically identified over-and under-prediction outliers. Specifically, the location and conditions of these over-and under-prediction outliers were analysed through site visits and surveys. Additionally, interviews were conducted with the site landowner, and key informants who had site-specific knowledge. To identify which outliers would be used for analysis, all of the over-and under-predicted pixels were input into two separate data sets, and a random-number generator was used to assign a probability to each pixel identifier, after which the data sets were sorted on descending probabilities. From these two lists, the first 20 pixels were flagged for the site visits. The over-and under-prediction pixels were re-merged with the rest of the data, and maps were produced to identify selected ones (see Figure 2 ). These maps of the selected over-and under-prediction pixels, along with surrounding outliers, revealed landscape patterns in the prediction error, and were used for site visits.
Using the maps, two types of qualitative analysis of the outliers were undertaken: (1) site surveys and (2) key informant interviews. The site surveys involved actual visits to the outlier pixel to investigate explanations of why the land did or did not develop. This entailed an inventory of the physical features of the landscape to assess site conditions and constraints, and a survey of the surrounding area. Often the visit involved interviews with individuals living on or within proximity to the site to elicit additional information such as date of development, prior land cover, prior land use, land values (prior to and after development) and reasons for development.
The key informant interviews involved lengthy discussions with individuals knowledgeable about the site or about development in the watershed. Key informant interviews were conducted with local planners, township supervisors, local developers and realtors. The protocol for key informant interviews was to present them with the maps showing over-and under-predictions, and to elicit their insights into why the model performed as it did. Interviewers attempted to elicit important dates and events that may have influenced development, such as the building of a factory, construction of roads and zoning changes. Zoning may be important as it specifies the location and type of use permitted. The results of the outlier analysis led to the specification of additional variables that were input into a revised model of land-cover change (Model 2).
Results
Model 1: Initial Regression Model
The logistic regressions were conducted at 30-metre resolution (n ¼ 450 045 observations), using a discrete dependent variable with a value of 1, indicating a change of land cover to urban from 1978 to 1998, or 0 if no change to urban was detected. Refining Landscape Change Models 285 Table 3 includes a summary of the results of the initial model run (Model 1). In general, the results show that each of the independent variables included in the model was statistically significant, although the direction of the influence for some of the indicators was somewhat unexpected. The results indicate that increasing distance from urban areas, highways, roads and lakes lessens land-cover change to urban as expected, but there appears to be a positive influence for urban development further away from single-family homes and rivers. This divergent finding is most apparent with regard to distance to single-family homes in 1978, showing that for each increase of distance by 1 km, the land is two times more likely to convert to an urban land use. Overall, the model performance was quite good, with accurate prediction of the 1998 land-cover condition in 64% of the cases (see Table 4 ). In terms of predicting no change where no change occurred, the model has a 64% accuracy rate. When considering cells that were developed from 1978 to 1998, the model correctly predicted 71% of these pixels. Despite the strong performance of the model, results indicate that in 36% of the cases the model over-predicted development, while the 1998 land cover revealed that no change took place. Likewise, the model underpredicted development in 29% of the cases, when in fact land-cover change to urban did occur.
Outlier Analysis
The outlier analysis identified additional variables that were included in the revised model of land-cover change (Model 2). The site surveys resulted in the inclusion of the following additional variables: distance to highway interchange, distance to Lake Michigan, distance to railroads and zoning. The key informant interviews resulted in the inclusion of soil suitability for development and soil suitability for septic systems. The following variables were therefore included in the subsequent regression analysis: (1) distance to railroads, (2) distance to Detroit, (3) distance to Chicago, (4) distance to Lake Michigan, (5) distance to highway interchange, (6) road, (7) soil suitability and (8) zoning.
The proximity variables with relation to Detroit, Chicago and Lake Michigan were added to account for the pull of large cities and sites of recreation, all representing important regional considerations not addressed in the original variable set. Furthermore, interviews with landowners and field surveys indicated that distance to highway interchange was potentially a significant driver of land-cover change, as opposed to simply considering distance to highways which neglected the practical consideration of accessibility. The road dummy variable was added in response to model over-predictions found immediately adjacent to roadways. Site visits indicated that developers are interested in being close to roadways, but not all developers want to be directly adjacent to roads. This is particularly true of residential development, where access is important, but locating a house directly adjacent to a highway or county road is less desirable. The soil suitability variable was identified as a potentially critical missing driver of land-cover change. A key informant was quick to note that over-predictions often occurred in areas with wet soils, where development would be severely constrained. Even though the model estimation sample excluded 'wetland' pixels, many of the wet soil areas are identifiable only with soil data. Additionally, the majority of development in the Muskegon watershed is dependent on septic sewer systems. Only densely urbanized areas within the watershed have city sewer and water; the majority of households in the watershed rely on septic systems and well water. Given the prominence of rural areas within the Muskegon watershed and the dependence on septic systems in this area for development, researchers believed that septic suitability was a potentially important variable to investigate. For this reason, the additional variable of soil suitability was incorporated into the model as two separate independent variables: (1) suitability for building (low, medium, high) and (2) suitability for septic systems.
Zoning as an independent variable appeared to influence the land-cover pattern similarly to unsuitable soils, with over-predictions occurring in areas ripe for development according to the model, but restricted by zoning. Direct field observations also suggested a parcel-specific effect, whereby parts of parcels are left undeveloped even though the rest develops, as predicted by the model. This is illustrated in Figure 2 , which shows a checkerboard pattern of model overpredictions, with adjacent pixels alternating between correctly modelled pixels and over-prediction pixels. After site surveys were conducted, researchers hypothesized that the zoning minimal lot designation was greater than the pixel size, resulting in landowners developing a part of the parcel and leaving the remainder as forest or grass.
There were other variables identified through the outlier analysis that were not included in the subsequent model, namely: parcel size, distance to existing commercial land use, the importance of a sense of place, and land values. Data availability for these potential drivers of land-cover change is inconsistent in the lower Muskegon watershed. For example, parcel and land-value information in digital form is limited. Another variable identified through outlier analysis, sense of place, presents perhaps the most intractable of the measures, yet key informants insisted on its importance. Given the size of the watershed, time and financial constraints, these variables were not integrated in this current study.
Model 2: Revised Regression Model
The revised logistic regression model included all of the variables specified in the initial model, but incorporated a suite of new indicators derived from the outlier analysis as specified above. As the model results in Table 3 show, all of the variables included in Model 2 were statistically significant, with the performance of the initial model variables remaining consistent. However, the results reveal some interesting connections between land-cover change and the variables added as a result of the outlier analysis. In particular, an increase of one kilometre distance from Detroit increased the probability of land-cover change to urban nearly five-fold, and a one-kilometre increase from Chicago led to a more than two-fold increase. Although we initially hypothesized that increasing distance from these two major metropolitan areas would have a negative effect on development, in retrospect it could be that the negative externalities related to over-urbanization (i.e. congestion, high property values, crime-or perceptions of these conditions) may have provided a disincentive to development. The zoning intensity measures also proved to be substantively important, with land-cover change to urban four times more likely in areas zoned for high-intensity development than in areas classified as low intensity. In a similar vein, land-cover change to urban was nearly twice as likely in areas with soil that is highly suitable for building than in areas with the least soil suitability.
In terms of model performance, the results in Tables 3 and 4 show that the model was statistically significant and predicted urban development quite well. In fact, a comparison of the results of Models 1 and 2 reveals that the new variables provided by the outlier analyses greatly improved our model of land-cover change. In particular, the pseudo r-squared value (p 2 ) almost doubled, from 0.09 in Model 1 to 0.154 in Model 2. In general, the p 2 for the final model is approximating what can be considered reasonably strong, a value of 0.2 or greater . Likewise, overall model predictability increased from 64 to 73%, with model performance improved in terms of its ability to predict no change.
Discussion
This investigation set out to develop a spatially explicit land-cover change model that improved on earlier efforts by incorporating field work. The findings indicate that this integrative approach was successful in improving model performance. In addition, the model-building process itself shed considerable light on the driving variables of land-use change in the Muskegon watershed; in so doing, it identified new factors to be considered in land-cover change analysis and assessment. While the predictive capability was increased by using a field-work component in model specification, what is of particular importance is whether the model results and the model building process provide genuine utility to landscape planners and designers.
The method required a collaborative effort between researchers (with their quantitative techniques and tools) and local landowners and land-use planners (with their local expertise that translated into qualitative data); as such, it educated both researchers and land-planning practitioners. The dialogue between researchers and local planners about model results, the examination of model over-and underpredictions, and the identification of missing variables proved insightful to both parties. Critical to model building, local inputs led to the identification of new variables, including zoned areas, distance to urban fringes, and amenities associated with lakes and rivers. Dialogue also suggested important future modelling directions aimed at capturing 'sense of place' and implementing observations using parcel data.
The zoning results indicate that land zoned for high-density use is four times more likely to develop than are low-density areas. This is of interest given zoning's historical context. In particular, zoning emerged in the 1920s as a planning tool, was standardized through the Standard Zoning and Enabling Act of 1926, and remains one of the most used land-use control mechanisms in the US (Platt, 2004) . At a time when many citizens question the effectiveness of zoning, with perceptions that zoning Refining Landscape Change Models 289 plans are amorphous and that variances are easily achieved, the model results indicate that zoning does matter.
The model results also point to driving forces affecting urban sprawl, a critical issue in Michigan and in many other states as well (Daniels, 1999; Duany et al., 2000; Gillham, 2002; Katz & Lang, 2003) . By using two independent variables to represent the drivers of sprawl, the model produced results that were unexpected. It was anticipated that nearness to both urban areas and single-family residential neighbourhoods would encourage further urban development, or sprawl, as has been found in other studies (Burley et al., 2004) . While the variable 'distance to existing urban land use' performs as anticipated, and is negatively correlated with new switches to urban land use, distance to single-family residential land use indicates the opposite-as one gains distance from single-family residences, the probability of development increases. The modelling effort included both variables because it was hypothesized that proximity to certain urban land uses (single-family housing and parks) is favourable to development, while proximity to other urban land uses (industry, multi-family housing) is less so. However, the model results are contrary. One explanation may be that the infrastructure (sewers, water, schools) desired by urban developers is not associated with single-family homes.
With regard to lakes and streams, model results indicate that each behaves differently. Lakes attract development, while rivers do not. This could be a scale issue, with large water features attracting development, possibly due to amenities that simply do not exist for small bodies of water.
The research identifies future directions for land-use change research and land-use planning practice. Many of the key informants and field interviewees stressed the importance of a sense of place, as well as the role of parcel size variables, in affecting land-cover change in the study area. Sense of place and place are important, yet complex, concepts (Agnew, 1987; Cooke, 1989; Duany et al., 2000; Hanna & Walton-Roberts, 2004; Lynch, 1960; Massey & Allen, 1984; Trancik, 1986) . Key informants insisted that sense of place affects land-use decisions and development, but could not clearly define what constitutes it. They noted that there are areas in the Muskegon watershed with similar attributes (with regard to independent variable values), but one place may be 'a no-nothing town' while another is held in high regard. The challenge in defining place is due to the fact that (1) both global and local processes shape places (Agnew, 1987; Cooke, 1989; Hanna & Walton-Roberts, 2004 ) and (2) place identity-or community-involves more than location (Hargreaves, 2004; Massey & Allen, 1984) . Indeed, a space in an abstract sense only becomes a concrete place through social experience and action (Massey, 1995; Ortiz et al., 2004) . While the model presented in this study accounts for the physical characteristics of places, it admittedly pays insufficient attention to social characteristics, and it can hardly represent social processes or the mysteries of identity formation. Further collaborative research needs to be undertaken to identify case-study areas that possess the same physical characteristics, but with differing community identities. Such studies could lead to reasonable surrogates for true place characteristics. For example, local land-use planners suggested the inclusion of school quality to approximate the notion of sense of place. Other studies have attempted to incorporate 'quality of place' using school district indices (Irwin & Bockstael, 2004) . A final point highlighted by both modelling efforts and dialogue with key informants and other interview subjects is the importance of moving the unit of analysis from pixel to parcel, an imperative long recognized by land-cover change modellers. Since the parcel is the management unit, not the pixel, land-use decisions are implemented for individual parcels, and analysis using pixels introduces error into model results (Bockstael, 1996) . A striking example of the impact of the choice of analysis observation came when researchers and local landowners examined the outlier analysis maps, which show systematic over-predictions occurring in a checkerboard pattern (see Figure 2) . Field visits confirmed that many of the overpredicted cells, which are small (30 m 2 ), were located in the undeveloped 'back forty' of residential lots. Evidently, preferences for green buffers influenced actual construction sites, leaving a development pattern reflected in the cells as open grass/forest, house, open grass/forest, house-or a checkerboard of residential/ natural spaces. In such a situation, the entire parcel should register as developed, which would eliminate the error of predicting development where none occurs (i.e. an over-prediction).
Conclusions
This study demonstrates the educational concept articulated by Parker et al. (2003) , by developing and executing a land-cover change model in a collaborative process involving researchers, local land-use experts and local land-use decision makers. In so doing, the research process facilitated learning about the dynamics of the system under investigation. The value of this learning may indeed outweigh the value of the predictive capability of the model. In other words, while regressions have presented reasonably strong results, with an overall predictive capability of 73%, the uncovering of additional drivers (i.e. zoning, soil suitability and distance to highway interchange) through outlier analysis is potentially more important to land-use planning than are improvements in predictive capability (up from 64%). While the results support the notion that increasing distance from urban areas, highways, roads and lakes lessens land-cover change, they also contradict the hypothesis that increasing distance from single-family homes and rivers shows similar effects. These particular findings may be related to planning concepts of 'push' and 'pull' factors in urban development. There may be push factors related to single-family homes, as well as to the cities of Detroit and Chicago and Lake Michigan, that result in urbanization showing a 'leap-frog' spatial effect. For cities, perceptions of crime, land values and infrastructure status can clearly constitute 'pushes'. For Lake Michigan, geological conditions along the shoreline that prohibit development (depth of wells, high-risk erosion areas) may also discourage development close by. Further research focusing on these divergent findings is needed. In addition, model development must continue and should include the incorporation of additional variables identified in the outlier analysis, namely sense of place and parcel size.
Given the value of natural resources in the Muskegon watershed and its rapid rate of urbanization (a 60% increase in urban land from 1978 to 1998), the development of a comprehensive land-cover and land-use change model such as presented in this paper is potentially useful to local communities attempting to balance natural resource protection and development. Such a model can assist Muskegon Refining Landscape Change Models 291 communities in identifying the drivers of landscape change, and in so doing provides information essential to the design of environmentally cognizant planning policy.
Notes
1 An IPPSR June 2003 survey found that 86% of Michigan residents supported protecting farmland and environmentally sensitive areas (IPPSR, 2003) . According to a 1997 survey conducted by Public Sector Consultants, Michigan residents felt loss of forest (72%), loss of farmland (65%), and loss of recreational land (55%) were serious or very serious problems (Norris et al. 2003) . 2 Blue Ribbon Trout Streams are top-quality streams designated by the Michigan Department of Natural
Resources using criteria such as ability to support trout, depth and width, diversity of insect life and water quality.
