Abstract. The Baldoni-Vergne volume and Ehrhart polynomial formulas for flow polytopes are significant in at least two ways. On one hand, these formulas are in terms of Kostant partition functions, connecting flow polytopes to this classical vector partition function fundamental in representation theory. On the other hand the Ehrhart polynomials can be read off from the volume functions of flow polytopes. The latter is remarkable since the leading term of the Ehrhart polynomial of an integer polytope is its volume! Baldoni and Vergne proved these formulas via residues. To reveal the geometry of these formulas, the second author and Morales gave a fully geometric proof for the volume formula and a part generating function proof for the Ehrhart polynomial formula. The goal of the present paper is to provide a fully geometric proof for the Ehrhart polynomial formula of flow polytopes.
Introduction
Two immediate questions about any integer polytope P are to compute its volume and the number of integer points in P and its dilations. The Baldoni-Vergne formulas (Theorem 1.1) answer these questions for flow polytopes.
Flow polytopes are fundamental in combinatorial optimization [2, 13] . Postnikov and Stanley discovered the connection of volumes of flow polytopes to Kostant partition functions (unpublished; see [1, 9] ), inspiring the work of Baldoni and Vergne [1] . Flow polytopes are also related to Schubert (and Grothendieck) polynomials [3, 4, 12] and the space of diagonal harmonics [8, 11] .
Let M G denote the incidence matrix of the graph G on the vertex set [n + 1]; that is let the columns of M G be the vectors e i − e j for (i, j) ∈ E(G), i < j, where e i is the i-th standard basis vector in R n+1 . Then, the flow polytope F G (a) associated to the graph G and the netflow vector a = (a 1 , . . . , a n+1 ) ∈ Z n+1 is defined as F G (a) = {f ∈ R
|E(G)| ≥0
: M G f = a}.
The normalized volume of a d-dimensional polytope P ⊂ R n is the volume form vol(·) that assigns a volume of one to the smallest d-dimensional simplex whose vertices are in the lattice equal to the intersection of Z n with the affine span of the polytope P . The number of lattice points of the t th dilate of P ⊂ R n , tP := {(tx 1 , . . . , tx n ) | (x 1 , . . . , x n ) ∈ P }, is given by the Ehrhart function Ehr(P, t). If P has integral vertices then Ehr(P, t) is a polynomial. The leading coefficient of the Ehrhart polynomial Ehr(P, t) is dim(P )!vol(P ).
Note that the number of integer points in F G (a) is exactly the number of ways to write a as a nonnegative integral combination of the vectors e i − e j for edges (i, j) in G, i < j, that is the Kostant partition function K G (a). The classical Kostant partition function corresponds to the case of the complete graph, and plays a central role in representation theory since weight multiplicities and tensor product multiplicities are expressed in terms of Kostant partition functions [6, 7] . The magic of the Baldoni-Vergne formulas is that for flow polytopes F G (a), their Ehrhart polynomial Ehr(F G (a), t) = K G (ta) can be deduced from their volume function! Theorem 1.1 (Baldoni-Vergne formulas [1, Thm. 38] ). Let G be a connected graph on the vertex set [n + 1], with m edges directed i → j if i < j, with at least one outgoing edge at vertex i for i = 1, . . . , n, and let a = (a 1 , . . . , a n ,
for out i = outd i − 1 and in i = ind i − 1 where outd i and ind i denote the outdegree and indegree of vertex i in G. Each sum is over weak compositions j = (j 1 , j 2 , . . . , j n ) of m − n that are ≥ (out 1 , . . . , out n ) in dominance order and The proof provided by Baldoni-Vergne [1] for Theorem 1.1 relies on residue computations, leaving the combinatorial nature of their formulas a mystery. The aim of the authors in [10] was to demystify Theorem 1.1 by proving it via polytopal subdivisions of F G (a). They do this by constructing a special subdivision of F G (a) referred to as the canonical subdivision, which allows for a geometric computation of the volume of F G (a). In order to deduce (1.2) the generating functions of the Kostant partition functions are also used in [10] . While the use of the aforementioned generating functions in [10] is natural, our goal and result in the present paper is to avoid them and give a purely geometric proof of (1.2).
Section 2 explains subdivisions of flow polytopes, Section 3 provides further polytopal insights and Section 4 provides a new, completely geometric proof of (1.2).
Subdividing flow polytopes
In this section we generalize the subdivision procedure used by the second author and Morales in [10] . Our exposition follows that of [9, 10] .
A bipartite noncrossing tree is a tree with a distinguished bipartition of vertices into left vertices x 1 , . . . , x and right vertices x +1 , . . . , x +r with no pair of edges (x p , x +q ), (x t , x +u ) where p < t and q > u. Denote by T L,R the set of bipartite noncrossing trees where L and R are the ordered sets (x 1 , . . . , x ) and (x +1 , . . . , x +r ) respectively. Note that #T L,R = +r−2
Consider a graph G on the vertex set [n + 1] with edges oriented from smaller to larger vertices and an integer netflow vector a = (a 1 , . . . , a n , − i a i ), with a i ≥ 0, i ∈ [n]. Pick an arbitrary vertex i,1 < i < n + 1, of G as well as a submultiset I i of the multiset of incoming edges to i and submultiset O i of the multiset of outgoing edges from i. We now describe the construction of new graphs G (i)
Assign an ordering to the sets I i and O i and consider a tree T ∈ T I i ∪{i},O i , where I i ∪ {i} is ordered according to the order on I i with i appended as its last element. For each tree-edge (e 1 , e 2 ) of T where e 1 = (r, i) ∈ I i and e 2 = (i, s) ∈ O i let edge(e 1 , e 2 ) = (r, s) and we let edge(i, (i, j)) = (i, j). We think of edge(e 1 , e 2 ) as a formal sum of the edges e 1 and e 2 , where edge(i, (i, j)) = (i, j) as the edge (i, j).
The graph G (i)
is then defined as the graph obtained from G by deleting all edges in I i ∪O i of G and adding the multiset of edges {{edge(e 1 , e 2 ) | ( The difference in the above and that of [10, Section 3] is that in [10] the multisets I i and O i are always taken to equal to the multiset of incoming and the multiset of outgoing edges of i, whereas here we allow them to be proper submultisets of the multiset of incoming and the multiset of outgoing edges of i also. Recall that two polytopes P 1 ⊆ R k 1 and P 2 ⊆ R k 2 are integrally equivalent if there is an affine transformation T : R k 1 → R k 2 that is a bijection P 1 → P 2 and a bijection aff(
Integrally equivalent polytopes have the same face lattice, volume, and Ehrhart polynomial.
Remark 2.2. We make the following important clarification when we refer to flows on F G (i)
is a sum of (one or more) edges of the original graph G. By Lemma 2.1 the vertices of F G (a) are characterized as a-flows whose support yields a subgraph of G with no (undirected) cycles. Also, the vertices of F G 
(a) from now on, including in Lemma 2.3.
With this convention we have F G (i)
The following Subdivision Lemma generalizes [10, Lemma 3.4] . The proof is analogous to that of [10, Lemma 3.4], and we leave it to the interested reader. = (a 1 , . . . , a n , − n i=1 a i ), a i ∈ Z ≥0 as well as a vertex i ∈ {2, . . . , n} and ordered multisets I i , O i , which are submultisets of the multiset of incoming and outgoing edges incident to i. Then,
Lemma 2.3 (Subdivision Lemma
We refer to replacing G by {G
3 as a reduction. We can encode a series of reductions on a flow polytope F G (a) in a rooted tree called a reduction tree with root G; see Figure 1 for an example. The root of this tree is the original graph G. After doing reductions on vertex i with fixed I i , O i ordered submultisets of the multiset of incoming and outgoing edges incident to i, the descendant nodes of the root are the graphs G (i)
For each new node we decide whether to stop or repeat this process to define its descendants. The leaves of the reduction tree are those with no children. Note that the flow polytopes F H (a) of the graphs H at the leaves of the reduction tree are interior disjoint and their union is F G (a) by repeated application of Lemma 2.3.
In [10] the authors used their less general version of Lemma 2.3 to define the canonical subdivision of flow polytopes F G (a). This allowed them in particular to derive (1.1) purely geometrically. We include their construction here and will use it in the next section.
Definition 2.4. The canonical reduction tree R G for a graph G on the vertex set [n + 1] is obtained by repeated use of Lemma 2.3 on the vertices n, n − 1, . . . , 2 in this order and on the sets of edges I i = {{(j, i) ∈ E(G) | j < i}} and O i = {{(i, j) ∈ E(G) | i < j}}, i ∈ {n, n − 1, . . . , 2}, where both I i and O i are ordered by decreasing edge lengths. 
leaves, where the sum is over weak compositions j = (j 1 , j 2 , . . . , j n ) of m−n that are ≥ (out 1 , . . . , out n ) in dominance order, and
(a) are of the same dimension as F G (a), they are interior disjoint and their union is F G (a).
The polytopes specified in Theorem 2.6 are the top dimensional polytopes in the canonical subdivision of F G (a) [10] .
A few geometric insights
This section collects the main insights necessary for proving (1.2) purely geometrically. The proof of (1.2) relies on stringing all the following statements together in order to give a proof of it in Theorem 4.1. Fix a vector c = (c 1 , . . . , c n ) ∈ Z n >0 and a graph G on the vertex set [n + 1]. The graph G(c) is defined to be the graph obtained by adding a source vertex 0 to V (G), so that V (G(c)) = [0, n + 1], along with c i edges edges (0, i), for every i ∈ [n], to E(G). Formally, we have
where (0, i) c i signifies c i copies of the edge (0, i). Note that the graph G(c) restricted to the vertex set [n + 1] is equal to the graph G.
With the above definition we have that:
Lemma 3.2. Fix a vector c = (c 1 , . . . , c n ) ∈ Z n >0 and a graph G on the vertex set [n + 1]. Define
In other words, to an integer (a 1 , . . . , a n , − n i=1 a i )-flow on G. This is clearly a bijection showing that the number of integer (0, (in G(c) 
In this section we show how to dissect F G(c) (e 1 − e n+2 ) into
Definition 3.4. Given a graph G on the vertex set [n + 1] define the reduction tree R c G with root G(c) as the reduction tree obtained by repeated use of Lemma 2.3 on the vertices n, n − 1, . . . , 2 in this order and on the sets of edges I i = {{(j, i) ∈ E(G) | j < i}} and O i = {{(i, j) ∈ E(G) | i < j}}, i ∈ {n, n − 1, . . . , 2}, where both I i and O i are ordered by decreasing edge lengths.
We note that Definition 3.4 is set up so that if we delete all edges incident to 0 in the graphs labeling the nodes of R c G we obtain the canonical reduction tree R G of G as in Definition 2.4. For an example of the reduction tree R 
leaves, where the sum is over weak compositions j = (j 1 , j 2 , . . . , j n ) of m−n that are ≥ (out 1 , . . . , out n ) in dominance order, and K G (j 1 − (out G ) 1 , . . . , j n − (out G ) n , 0) of the leaves of R c G are G(c)[j + 1]. Moreover, the polytopes F G(c)[j+1] (e 1 − e n+2 ), are of the same dimension as F G(c) (e 1 − e n+2 ), they are interior disjoint and their union is F G(c) (e 1 − e n+2 ).
Proof. Definitions 2.4 and 3.4 are set up so that appealing to Lemma 2.3 and Theorem 2.6 instantly implies the statement in the first sentence of Theorem 3.5 as well as that the polytopes F G(c)[j+1] (e 1 − e n+2 ) are interior disjoint and their union is F G(c) (e 1 − e n+2 ). It remains to show that the polytopes F G(c)[j+1] (e 1 − e n+2 ) are of the same dimension as F G(c) (e 1 − e n+2 ). Since the dimension of F H (e 1 − e n+2 ), where H is a graph on the vertex set [0, n + 1] is |E(H)| − |V (H)| + 1, the same dimensionality of F G(c)[j+1] (e 1 − e n+2 ) and F G(c) (e 1 − e n+2 ) readily follows for j ≥ out G , j 1 + · · · + j n = m − n. 
Proof. Follows readily from Theorem 3.5 and Lemma 3.6.
4.
The geometric proof of (1.2)
In this section we prove the Baldoni-Vergne-Lidskii integer point formula (1.2) from Theorem 1.1. As mentioned in the Introduction, the original proof by Baldoni and Vergne [1] relies on residue calculations and a second, combinatorial proof by Mészáros and Morales [10] makes use of a canonical subdivision of flow polytopes and generating functions of Kostant partition functions to prove (1.2). In contrast, here we give a purely geometric proof of (1.2). For the reader's reference we rewrite (1.2) in Theorem 4.1 in the form that we prove it: Theorem 4.1. Let G be a connected graph on vertex set [n + 1] so that G has at least one outgoing edge at vertex i for i ≤ n.
and fix positive integers c 1 , . . . , c n . Let a i := (in G ) i + c i . Then we have
where ≥ denotes the dominance order, that is, j 1 +· · ·+j k ≥ (out G ) 1 +· · ·+(out G ) k for all k ∈ [n], and (n) k := n(n + 1) . . . (n + k − 1).
Proof. Given a vector c := (c 1 , . . . , c n ) ∈ Z n >0 and a graph G on the vertex set [n + 1], we defined G(c) on the vertex set [0, n + 1] so that K G a 1 , . . . , a n , − By (1.1) the normalized volume of F G(c) (e 1 − e n+2 ) is precisely
(in G(c) ) i ).
(Recall that the proof of (1.1) given in [10] via the canonical subdivision is fully geometric.) In particular, the number of simplices in a unimodular triangulation of F G(c) (e 1 − e n+2 ) is
By Theorem 3.8 there is a dissection of F G(c) (e 1 − e n+2 ) into
. . , j n − (out G ) n , 0) many unimodular simplices.
Thus, chaining all the equalities we get that
to obtain Theorem 4.1.
