The SU(3) modular invariant partition functions were first completely classified in Ref. [9] . The purpose of these notes is four-fold:
Introduction
This paper focuses exclusively on the classification of SU(3) WZNW partition functions, though many of the results and techniques work in much greater generality. See [9] for the motivation for the problem.
A level k partition function looks like
λ is the normalized character [15] of the representation of the affine Kac-Moody algebra A
(1) 2
with (horizontal) highest weight λ and level k; it can be thought of as a complexvalued function of the Cartan subalgebra of A (1) 2 , i.e. a function of a complex 2-vector z and complex numbers τ, u (we will always take u = 0). The (finite) sum in eq.(1.1) is over the horizontal highest weights λ, µ ∈ P k of level k:
We will always identify a weight λ with its Dynkin labels λ 1 , λ 2 . The quantity k + 3 will appear throughout. It is called the height and will be denoted n.
Warning 1 These weights λ are only pairs (λ 1 , λ 2 ), not triples (λ 0 , λ 1 , λ 2 ). That is, they are the horizontal projections of the affine weights: λ 0 is dropped, since it is redundant once the level is known. Also, these weights are shifted by ρ = (1, 1), so the 'identity', or 'vacuum', corresponds to λ = ρ, not λ = (0, 0). For some purposes it would have been more convenient in this paper to not have shifted by ρ, but for most purposes this convention is better.
Warning 2 The characters χ in this paper will depend on a complex 2-vector z. Many people working on these problems use 'restricted characters', i.e. put z = 0. I believe this is a mistake, that the math really demands that z be included.
Warning 3 Reluctantly, I have decided to make some notation changes from the [9] paper. For example, to avoid confusion with the fusion coefficients I'll let M λµ and not N λµ denote the matrix in (1.1). Also, I'll succumb to standard convention and let n, not k ′ , denote the height k + 3.
Because (and only because) we have z L , z R = 0, there is a one-to-one correspondence between the partition function Z and its coefficient matrix M . We will freely identify them.
The characters χ 
S
(n) λµ = −i √ 3n e n (2λ 1 µ 1 + λ 1 µ 2 + λ 2 µ 1 + 2λ 2 µ 2 ) + e n (λ 2 µ 1 − λ 1 µ 1 − 2λ 1 µ 2 − λ 2 µ 2 ) + e n (λ 1 µ 2 − λ 1 µ 1 − 2λ 2 µ 1 − λ 2 µ 2 ) − e n (−2λ 1 µ 2 − λ 1 µ 1 − λ 2 µ 2 − 2λ 2 µ 1 ) − e n (2λ 1 µ 1 + λ 1 µ 2 + λ 2 µ 1 − λ 2 µ 2 ) − e n (λ 1 µ 2 − λ 1 µ 1 + λ 2 µ 1 + 2λ 2 µ 2 )} (1.3d)
where e n (x)
3n ]. The matrices T (n) and S (n) are unitary and symmetric. Our task will be to find all Z in (1.1) satisfying the following 3 properties: (P1) modular invariance. This is equivalent to the matrix equations:
(P2) the coefficients M λµ in eq.(1.1) must be non-negative integers; and (P3) we must have M ρρ = 1, where ρ = (1, 1).
We will call any modular invariant function Z of the form (1.1), an invariant. Z will be called positive if in addition each M λµ ≥ 0, and physical if it satisfies (P1), (P2), and (P3). Our task is to find all physical invariants for each level k. There are other properties a physically reasonable partition function should satisfy, but for a number of reasons it is preferable to limit attention to as small a number of properties as possible. In this paper, only (P1)-(P3) will be used.
The SU (3) classification has had a fairly long history. Ref. [2] tried to understand the space of all invariants, for any SU (N ) k ; although this approach works for SU (2) k , it was too messy even for SU (3) k . But this work was used by [21] to prove the SU (3) k classification for k + 3 prime. It also led to the parity rule, which turned out to be so important in the SU (3) k classification -this was independently discovered in [8] and [22] . In work done simultaneously but independently of [9] , Ref. [19] classified the permutation invariants of SU (3) k (see eq.(2.2a) below); his argument is much longer than the one given in [9] but has the advantage of not requiring fusion rules, so it should generalize more easily to other SU (N ) k . [22] used it, and an amazing coincidence with the Fermat curves [16] , to prove the SU (3) k classification for k + 3 coprime to 6, and for k + 3 = 2 i and k + 3 = 3 i . [24] used the Knizhnik-Zamolodchikov equations to find all local extensions of the SU (3) chiral algebra; in our language this gives the possible ρ-couplings (see Sect.4 below). But the first, and to my knowledge the only, classification of SU (3) k physical invariants for all k was given in [9] . It was done independent of -in fact oblivious to -all the above work, apart from [2] (and the SU (3) k fusion rules, calculated in [3] ).
Within this context, the only thing this present paper really adds is that it accomplishes the classification using only the properties (P1)-(P3). But it also simplifies and expands out more explicitly the arguments in [9] , rewriting some completely. This should make the whole argument much more accessible. It also makes explicit some results hidden inside [9] ; these should be useful in other classifications -e.g. Claims 1 and 2 and Prop.1 are used in [13] . are generated by C (order 2) and A (order 3). These act on the horizontal weights (λ 1 , λ 2 ) ∈ P k in this way:
C(λ 1 , λ 2 ) = (λ 2 , λ 1 ), (1.5a) A(λ 1 , λ 2 ) = (n − λ 1 − λ 2 , λ 1 ).
(1.5b)
Note that A 2 (λ 1 , λ 2 ) = (λ 2 , n − λ 1 − λ 2 ). The A a are called simple currents, and C is called the (charge) conjugation. They obey the relations
where t(λ) = λ 1 − λ 2 is called the triality of λ. Write O for this 6 element group, and Oλ for the orbit of λ under O. Write O 0 for the 3 element subgroup generated by A.
Our goal is to prove that the only level k SU(3) physical invariants are: 
, and E 21 = E c 21 . The invariants (1.7b) were first found in [1] , while (1.7c) was found in [4] . The exceptionals (1.7d, e, g) were found in [6] , while (1.7f ) was found in [18] .
The remainder of this paper is devoted toward proving that eqs.(1.7) exhaust all SU(3) physical invariants. Sec. 2 We state here the tools which will be used to accomplish this, some of which are new to [9] . Sec. 3 We find all permutation invariants for each level k. This argument is based on Sect.3 of [9] , but has been improved in a number of places. Sec. 4 For each k, we use the 'parity rule' to find all weights λ ∈ P k which can 'couple to ρ'. This is the most difficult part of the paper; it is based on Sect. 4 of [9] , but the arguments are given in more detail here, and the most complicated case in [9] (namely n ≡ 2 (mod 4)) has been completely rewritten. The arguments in this section are elementary but tedious and involve investigating several cases. Sec. 5 Everything is put together here. This section is completely rewritten and considerably simplified from Sect. 5 of [9] . One of our tasks here is to find all automorphisms of the 'simple current extension' when 3 divides k, but this argument essentially reduces to the one in Sect. 3. Sec. 6 This new section explicitly handles the four anomolous levels k = 5, 9, 21, 57.
The parity rule and other tools
In this section we collect together the various tools(=lemmas) we will be using. All these apply in a far greater context than merely SU(3), but we will state and prove only what we need.
The weight ρ is very special. For one thing, there is the important property that
When a = 1, equality holds in (2.1b) iff λ ∈ O 0 ρ. (2.1b) and (P3) together suggest the possibility that the values M ρµ , M λρ may be important. Indeed this is the case: our first three lemmas given below all tell us global information about M , given the local knowledge
A much harder task is to obtain useful information from (1.4b). This is the purpose of this section. First some definitions. Call a physical invariant M a permutation invariant if there exists a permutation σ of P k such that
. In other words, there exists a matrix M e whose entries are non-negative integers, such that M 
, and P L (M ) equals the set of all weights with zero charge with respect to J L (M ), i.e.
The RHS of (2.3a) is ≥ 0, since each S (n) ρµ > 0, by (2.1b), and each M µλ ≥ 0, by (P2). This gives us the first part of 1(a). In fact the RHS of (2.3a) will be > 0 iff some M λµ > 0, i.e. iff λ ∈ P L (M ). This gives us the second.
In deriving this we also used (P2) and and eq.(2.1b). Equality will happen in (2.3b) iff a t(λ) ≡ 0 (mod 3) for all λ ∈ P L (M ), so 1(b) follows.
The third equal sign appears in (2.3c) because we learned in the proof of 1(
λρ > 0. Because equality must hold in (2.3d), the desired conclusion holds.
1(e) Each M ρµ , M λρ ∈ {0, 1}, by 1(c). Thus J L (M ) = J R (M ) follows from 1(b),1(d). In the proof of 1(b) we found that λ ∈ P L (M ) iff λ has zero charge w.r.t. all J L (M ). QED Lemma 1 was first proved in [10] . It will play an important role in Sect. 5. Of these, 1(c) is the most important. The hypothesis in 1(d) is often satisfied, because most M have M ρµ , M λρ ∈ {0, 1}. In the general case (i.e. not SU(3)), we still have
The next lemma is Theorem 3 in [8] . The proof was given there, and should be simple and explicit enough that there is no need to repeat it here. The only additional result here is that
Note from (1.4) that the matrix product M M ′ of two invariants M and M ′ is again an invariant (at the same level). This should be an important fact, and it is quite possible it has not been exploited enough. Anyways, the next lemma is the main place this property is used. It is proved using the Perron-Frobenius theory of non-negative matrices [14] , and can be thought of loosely as a generalization of Lemma 2. It will be used in Sect. 5 to significantly restrict the possibilities for the sets K 
of indecomposable blocks B ℓ . In (2.4a) every index i of M is 'contained' in one and only one B ℓ . By a non-negative matrix we mean a square matrix M with non-negative real entries. Any such matrix has a non-negative real eigenvalue r = r(M ) (called the Perron-Frobenius eigenvalue [14] ) with the property that r ≥ |s| for all other (possibly complex) eigenvalues s of M . The number r(M ) has many nice properties, for example:
provided M is indecomposable and symmetric, either equality holds in (2.4b) iff each row sum j M ij is equal, and equality holds in (2.4c) iff M is the 1 × 1 matrix M = (r). Also, there is an eigenvector v with eigenvalue r with components v i ≥ 0. For example, consider the m × m matrix
Its eigenvalues are 0 (multiplicity m−1) and mℓ (multiplicity 1). Therefore r(B (ℓ,m) ) = mℓ. The eigenvector v here is v = (1, . . . , 1). These matrices have the important property that they are proportional to their square. They occur frequently in modular invariants. 
Proof The proof for (a) was given in [9] (it was called Lemma 3 there); there is no need to repeat the proof here.
3(b) First note that r = r(B 1 ) (see the proof of Lemma 3 in [9] ). Suppose r(B ℓ ) < r, for some ℓ. Look at the sequence of matrices (
) ρρ and (2.1b) we get the very crude bound 
denote any such subsequence, and let M ′ be its limit. Clearly, M ′ will be a positive invariant (by eqs. (1.4) ). The point is that (
goes to the 0-matrix in the j → ∞ limit (as can be seen using Jordan blocks). If λ is one of the weights 'in' the block B ℓ , then λ ∈ P L (M ) (because B ℓ is indecomposable and
Then element-wise, B i ≥ B λ i by (2.5b), so by p.57 of [14] we get that r(B i ) ≥ r(B λ i ), with equality iff
we get the corresponding result for µ. QED Lemma 2 is a corollary of Lemma 3(c). In Sect. 5, Lemma 3(b,c) will be applied to the case
There is a unique fixed point there: f = (n/3, n/3). So Lemma 3(c) tells us about most of the weights; the main value of Lemma 3(b) for us will be in analysing the possible values of M λf , M f µ , but it will also be useful in Sect.6. Lemma 3 can be strengthened without difficulty, but this is all we will need in this paper.
The final observation we will use is the parity rule. Its shortest derivation is in [7] ; there is no need to repeat it here. We will only state the result, as it applies to SU(3) k .
For any real numbers x, y define by {x} y the unique number congruent to x (mod y) satisfying 0 ≤ {x} y < y. Consider any λ = (λ 1 , λ 2 ), λ i ∈ Z, λ not necessarily in P k . Define the parity ǫ(λ) of λ to be
Then it can be shown that ǫ(λ) = 0 iff there exists a unique root lattice vector v = ℓ (2, −1) + m (1, 1), ℓ, m ∈ Z, and a unique Weyl transformation ω ∈ W (A 2 ), such that (λ)
Lemma 4.
(a) Let M be any invariant. Choose any λ, µ ∈ P k . Then, for each ℓ coprime to 3n, we have ǫ(ℓλ) ǫ(ℓµ) = 0 and
(b) Now let M be any positive invariant. Then for all ℓ coprime to 3n, M λµ = 0 implies ǫ(ℓλ) = ǫ(ℓµ).
The more useful one for our purposes is Lemma 4(b). In fact, we will be mostly interested in applying it to µ = ρ. This gives us an upper bound on the sets K ρ L,R (M ), and from there Lemmas 1,2,3 can be used. Eq.(2.7) will be used in Sect.6.
The parity rule is extremely powerful. For example, for the special case n coprime to 6, 4(b) alone is enough to imply that K λ L (M ) ⊂ Oλ, for any positive invariant M . We will not use that here (the complicated proof is given in [16] ). Incidently, a similar result holds for SU(2) k , k odd -it is natural to ask how this extends to higher rank SU(N ).
The 'catch' is that proving anything using the parity rule means immersing oneself in mazes of minute details and special cases. Below is the parity rule for ρ-couplings for the SU(2) modular invariant classification; it will be used in Sect.4 below, where we will find that the SU(2) classification is embedded in some way in the SU(3) one.
Let C L denote the set of all numbers coprime to L. In order to apply the parity rule, we need a systematic way of producing lots of numbers ℓ in C L . Fortunately, this isn't difficult: for example, consider
ℓ will lie in C 2L iff either L/2 i is even and j = 0, or L/2 i is odd and j > 0. The reason is that these choices of i, j guarantee ℓ is odd; any other prime p dividing L will not divide ±2 j so cannot divide ℓ. Choose any integer m > 2. Let K m denote the set of all integers a, 0 < a < m, satisfying: 0 < {ℓ} 2m < m and ℓ ∈ C 2m ⇒ {ℓa} 2m < m; m < {ℓ} 2m < 2m and ℓ ∈ C 2m ⇒ {ℓa} 2m > m.
(2.8)
Define the set K m as above. Then (a) for m = 6, 10, 12, 30, we have
The reason is that ℓ ∈ C 2m must be odd, so {ℓ(m − a)} 2m equals m − {ℓa} 2m < m if {ℓa} 2m < m, or 3m − {ℓa} 2m > m if {ℓa} 2m > m.
Let a ∈ K m . Define b = a/m, so 0 < b < 1, and write out its binary (=base 2) expansion:
has binary expansion 0.100 . . . = 0.011 . . ., while
. This is the simplest case. We may assume that a is odd (otherwise replace a with m − a). Choose j so that (otherwise replace a with m − a).
There are two different cases: either 0 < c < 1 (to be called case 2), or 2 > c > 1 (to be called case 3). c = 0, 1 because a is odd and L > 0.
. Then for i = 1, . . . , M − 1, each ℓ i ∈ C 2m , and 0 < ℓ i < m. Then dividing (2.8) by m tells us that for each 1 ≤ i < M , either c + {2 i b} 2 < 1 or 2 < c + {2 i b} 2 : more precisely, for each i = 1, . . . , M − 1,
Choose j so that (2.9b) holds. Suppose for contradiction that j < M . Then by (2.10),
, so a odd implies either a = 1 or 3. All that remains for case 2 is to show 3 ∈ K m . We will prove this by contradiction. Note that
′ . If m ≡ 0, 3 (mod 9) take ℓ = m/3 + 1, while if m ≡ 6 (mod 9) use ℓ = m/3 + 3. In all cases ℓ ∈ C 2m , 0 < ℓ < m, but {ℓa} 2m = 3ℓ > m, so (2.8) is violated. Thus 3 ∈ K m , and we are done case 2.
j+1 b} 2 = 2{2 j b} − 2, and we get c < {2
. Subtracting (2.11b) from (2.11a) produces the inequality
Summarizing, we see that the first M binary digits b i of b are fixed by the demand that b 1 = 0 (since a ≤ m/2), and eqs.(2.11a-c):
. This fixes the value of b up to a correction of 2 −M , i.e. a up to m/2 M ≤ 2, so a is then completely fixed by the condition that it be odd. To eliminate this value of a (except for 7 special values of m), we will consider 5 subcases.
( 
Since m > 14, ℓ = 7 lies in C 2m and satisfies
The first four digits of b will be b = 0.0101-. If c < 3 2 then putting j = 2 in (2.11b) gives c > 1.01, i.e. c = 1.01-. Now by (2.11d),
Here, either c = 1.01 = 5 4 or c = 1.11 = .
and m > 16. From (2.11d) we find that for M even
That is, a = m/3 + ǫ, where − There were some special values of m that slipped through these arguments: namely m = 6, 10, 12, 14, 20, 28, 30. These can be worked out explicitly. QED
The permutation invariants
Recall the definition of permutation invariant given in (2.2a). Let M σ denote its coefficient matrix. In this section we will find all SU(3) k permutation invariants:
The only level k permutation invariants for SU(3) are
Of course, (P3) tells us σρ = ρ. Verlinde's formula gives us a relation between the fusion coefficients N (n) λµν and the S (n) matrix:
We may take (3.2a) as a formal definition of N (n)
λµν . Eq.(3.1) tells us that
Eq.(3.2b) is useful to us, because these fusion coefficients have been computed for SU (3) k [3] , by a method based on (3.2a). The formula is:
where λ = (λ 1 , λ 2 ), µ = (µ 1 , µ 2 ), ν = (ν 1 , ν 2 ), and
The first step in the proof of Thm.1 is to show that 'point-wise' σ acts like an outer automorphism. To see this, first take λ = µ = ν = (a, b). Then (3.3) reduces to
Eqs.(3.2b) and (3.4a) imply that
Also, from eq.(3.1) we get S
σλ,ρ . Then the following result forces σλ ∈ Oλ:
ac,ρ by eqs.(1.6). Eq.(1.3d) reduces this to
Define f α (x) = sin(x) − sin(x + α). We are interested in finding all solutions f α (x) = f α (y), where x, y, α > 0 and x + α, y + α < 2π. But since trigonometry tells us f α (x) = −2 sin(α/2) cos(x + α/2), it is trivial to solve this. The only solutions in the given interval are y = x and y = 2π − x − α. Hence the only possible solutions to (3.5) are: c = b and c = n − a − b. In other words,
The calculation and conclusion for µ ∈ O(b, c) is completely identical to that for (3.6), except that the roles of a and b are interchanged. Similarly for µ ∈ O(n − a − b, c), except with a above replaced with n − a − b here.
QED to Claim 1
The claim, together with (2.1c), tells us that the only possibilities for σ(1, 2) are:
Note
Choose any λ ∈ P k . Then σλ = C i A j λ for some i, j, by Claim 1. Then (3.1) tells us
. By the following claim this forces σλ = C i A j λ = λ. QED to Thm.1
Proof Suppose for some 1 ≤ a < n − 1 that S , we would like to show that
does not vanish for 
are, respectively, degree 5 and 4 polynomials. Note from (3.8b 
We are interested in the roots of this function, in the range b ∈ (0, 3 2 n). Since for these b s n (b) does not vanish and c n is one-to-one, for fixed k there can be at most 4 zeros for p This argument is quite general. It isn't necessary to assume a is an integer; (1.3d) can be used to formally define S (n) λµ for arbitrary n, λ, µ. All that is required for our argument is that n > 1 (so that the root b = n + ). Now choose any λ ∈ P k . Wlog suppose λ 1 ≤ λ 2 . Put n ′ = n/λ 1 and a = λ 2 /λ 1 .
Then 1 ≤ a < n ′ − 1 and n ′ > 2. We see that S
(1,2), (1,a) . This means we have (1,a) . But from the first part of this argument, we know that this is possible only for a = 1, i.e.
(1,2),λ . Consider first the case where i = 1. We get
where ω = exp[2πi/3]. We know this implies (
(1,2),λ = 0. We know this means λ = (n/3, n/3), so again C i A j λ = λ. QED to Claim 2
The ρ-couplings
the unions being over all positive invariants M of SU (3) k . For example, the known SU(3) physical invariants (1.7) tell us that R 5 ⊇ {(1, 1), (3, 3)}, R 6 ⊇ {(1, 1), (7, 1), (1, 7)} and R 7 ⊇ {(1, 1)}. R k is called the set of ρ-couplings at level k. We learned in Sect.2 that the ρ-couplings should be both accessible and informative. For instance, if R k = {ρ} then by Lemma 2 any level k physical invariant will be a permutation invariant, and will be listed in Thm.1.
Let λ = (a, b) ∈ R k . Then by (2.1c) it must satisfy
Another important property comes from Lemma 4(b): 0 < {ℓ} < n/2 and ℓ ∈ C n ⇒ {ℓa} + {ℓb} < n, n/2 < {ℓ} < n andℓ ∈ C n ⇒ {ℓa} + {ℓb} > n. Two comments about (4.1b) must be made. One is that, throughout this section, we will write {· · ·} for {· · ·} n . The other is that we write in (4.1b) that ℓ ∈ C n , not ℓ ∈ C 3n . The reason is that for any ℓ ∈ C n , there can be found an ℓ ′ ∈ C 3n such that ℓ ≡ ℓ ′ (mod n); from (2.6a) we see that ǫ(ℓλ) = ǫ(ℓ ′ λ) for any λ. This section is devoted to a proof of: (iv) for k ≡ 9 (mod 12), k = 21, 57:
(v) for k = 21 and k = 57, resp.:
The reason k = 21 and k = 57 are singled out here turns out to be the same (see Lemma 5) as the reason k = 10 and k = 28 are singled out in the corresponding ρ-couplings for SU (2) k . Indeed, 21 + 3 = 2(10 + 2) and 57 + 3 = 2(28 + 2). This embedding of the SU (2) k classification inside the SU (3) 2k+1 one remains a mystery, at least to me! We will prove Thm.2 later in the section. For now let us consider what would happen if it were true. It gives an upper bound for the sets R k . So for half of the levels, Thm.2 reduces the completeness proof to the classification of the permutation invariants, which was accomplished in Thm.1. Thm.2 turns out to be sufficient to complete the SU (3) k classification for all k (this is done in Sect.5).
Claim 3. For any k and any λ ∈ P k , λ satisfies the parity condition (4.1b) iff every λ ′ ∈ Oλ does. Moreover, if λ = (a, b) satisfies the condition
then so will every λ ′ ∈ Oλ.
The proof of Claim 3 is a straightforward calculation. For example, if {ℓa} +{ℓb} < n, then {ℓn − ℓa − ℓb} + {ℓa} = n − {ℓa} − {ℓb} + {ℓa} = n − {ℓb} < n; while if {ℓa} + {ℓb} > n then the same calculation gives {ℓn − ℓa − ℓb} + {ℓa} = 2n − {ℓb} > n.
Because of Claim 3, we will restrict our attention for the remainder of this section to any weight (a, b) ∈ P k satisfying the parity condition (4.1b) and the norm condition (4.3). By Claim 3 this set of possible λ is invariant under the outer automorphisms O. What we will actually prove is the simpler (and more general): Proposition 1. The set of all solutions λ ∈ P k to (4.1b) and (4.3), where n = k + 3, is: (a) for n ≡ 1, 2, 3 (mod 4), n = 18: λ ∈ O 0 ρ; (b) for n ≡ 0 (mod 4), n = 12, 24, 60:
2 ); (c) for n = 12, 18, 24, 60, respectively, λ lies in
Proof of Prop.1 when n ≡ 0.
We learn from the norm condition (4.3) that two of a, b and n − a − b will be odd and one will be even; from Claim 3 we may assume for now that both a and b are odd. Let 0 < ℓ < n/2, ℓ ∈ C n . Then ℓ ′ = ℓ + n/2 will also lie in C n but will fall in the range n/2 to n. Then (4.1b) tells us
But a is odd, so {ℓ ′ a} = {n/2 + ℓa} equals n/2 + {ℓa} if {ℓa} < n/2, or −n/2 + {ℓa} if {ℓa} > n/2. A similar comment applies to b. If n/2 < {ℓa}, then {ℓ ′ a} + {ℓ ′ b} = −n/2 + {ℓa} ± n/2 + {ℓb} ≤ {ℓa} + {ℓb}, contradicting (4.4); similarly with b. So {ℓa}, {ℓb} < n/2. Thus, putting m = n/2 we get exactly the situation stated in Lemma 5. From there we read that the only possibilities for a and b are 1 and (n − 2)/2, unless n = 12, 20, 24, 60. From these we can also compute the possibilities for n − a − b. Eq.(4.3) now reduces this list of possibilities to those given in the Proposition.
QED when 4 divides n Thus it suffices to consider n ≡ 1, 2, 3 (mod 4). First we will prove two useful results. Proof. Clearly a < n/2, since a + b < n. For n even, (4.1b) reduces to the hypothesis of Lemma 5 with m = n/2, and we get a = 1. Otherwise, n is odd. Let N > 0 be the unique integer for which 2 N < n/2 < 2 N+1 . Similarly, let j ≥ 0 be the smallest integer for which 2 j a < n/2 < 2 j+1 a. Assume for contradiction that a > 1. Then 0 ≤ j < N . Take ℓ = 2 j+1 < n/2. Then we get {ℓa} + {ℓb} = 2(2 j+1 a) > n, contradicting (4.1b).
QED to Claim 4
Claim 5.
2
The greatest common divisors gcd(a, n), gcd(b, n), gcd(n − a − b, n) = gcd(a + b, n), equal either 1 or 2 (except for n = 12). Proof. By Claim 3 it suffices to prove gcd(a, n) ≤ 2. Suppose for contradiction a prime p = 2 divides both a and n. Consider first p = 3. Then (4.3) tells us that 3 must also divide b, and that 9 cannot divide n (otherwise (4.3) would imply 0 ≡ 3 (mod 9)). Look at ℓ m = 3 + mn/3; then ℓ 1 , ℓ 2 ∈ C n , and for n > 18, 0 < ℓ 1 < n/2 < ℓ 2 < n. However, {ℓ m a} + {ℓ m b} = {3a + mn a 3 } + {3b + mn b 3 } = {3a} + {3b} is independent of m, so either ℓ 1 or ℓ 2 must violate (4.1b). (The remaining heights n = 6, 12, 15 can be checked by hand; only n = 12 turns out to allow 3 to divide a.)
Now consider other primes p. By (4.3), b 2 ≡ 3 (mod p), which has no solutions if p ≤ 7. Let ℓ m = 1 + mn/p, m = 0, 1, . . . , p − 1. Then ℓ m ∈ C n iff ℓ m ≡ 0 (mod p), so except possibly for one value of m, call it m 0 , each ℓ m will lie in C n . Since p divides both a and n, and 0 < a < n, we know n = p. Therefore 0 < ℓ m < n/2 for all 0 ≤ m ≤ p−1 2 , and n/2 < ℓ m < n for . Then in all four cases we have (4.5a) satisfied for all m 1 ≤ m ≤ m 2 , and (4.5b) satisfied for all m 2 < m ≤ p+m 1 −1.
But as we said this contradicts (4.3).
Therefore, p = 2 is the only prime that can divide both a and n. Since (4.3) shows 4 cannot divide both (since then b 2 ≡ 3 (mod 4), which has no integer solutions), the only possibilities for gcd(a, n) are 1 or 2.
QED to Claim 5
Proof of Prop.1 for n odd. From Claim 3 we may assume 1 ≤ a, b < n/2. We need to show a = b = 1. First take ℓ = (n − 1)/2; it lies in C n and is less than n/2. If a is even, {ℓa} = n − a/2, and if a is odd, {ℓa} = n/2 − a/2. The same applies for b. Hence {ℓa} + {ℓb} = in + (n − a − b)/2, where i = 1/2, 1, 3/2 depending on whether 0, 1 or both of a, b are even. But i ≥ 1 contradicts (4.1b) -since as always a + b < n. Therefore both a and b must be odd.
Eq.(4.3) tells us {a 2 } + {ab} + {b 2 } = 3 + mn, for some integer m. Since by definition 0 ≤ {· · ·} < n, we have m = 0, 1, or 2. But m = 2 would imply {a 2 }+{ab} = 3+2n−{b 2 } > n, which contradicts (4.1b) with ℓ = a (a < n/2 by hypothesis, and a ∈ C n by Claim 5).
Next suppose m = 1, i.e.
Choose ℓ ′ = (n + a)/2, ℓ ′′ = (n + b)/2 -again Claim 5 tells us these lie in C n , and both satisfy n/2 < ℓ ′ , ℓ ′′ < n. Then ℓ ′ a ≡ n/2 + a 2 /2 (mod n), so {ℓ ′ a} = {a 2 }/2 + n/2 if {a 2 } is odd, and {a 2 }/2 if {a 2 } is even. Similarly, {ℓ ′ b} = {ℓ ′′ a} = {ab}/2 + n/2 or {ab}/2, depending on whether {ab} is odd or even, resp., and {ℓ ′′ b} = {b 2 }/2 + n/2 if {b 2 } is odd, and {b 2 }/2 if {b 2 } is even. But (4.6) tells us that {a 2 } + {ab} + {b 2 } is even, so either all three are even, or 2 are odd and 1 is even. If {a 2 } or {ab} (or both) are even, then using ℓ ′ in (4.1b) gives n < {ℓ ′ a} + {ℓ ′ b} ≤ {a 2 }/2 + n/2 + {ab}/2, i.e. n < {a 2 } + {ab}, but this contradicts (4.1b) with ℓ = a chosen (by hypothesis a < n/2, and a ∈ C n by Claim 5). Similarly, if instead {b 2 } is even, then using ℓ ′′ in (4.1b) contradicts using b in (4.1b). Thus m = 0 is forced. This requires {a 2 } = {ab} = {b 2 } = 1, i.e. a 2 ≡ ab ≡ b 2 ≡ 1 (mod n); Claim 5 tells us a is invertible (mod n), so a 2 ≡ ab (mod n) implies a ≡ b (mod n), i.e. a = b. Claim 4 now forces a = b = 1.
QED to Prop.1 for n odd Proof of Prop.1 for n ≡ 2 (mod 4). 3 This is the final possibility. From (4.3) we get that both a and b cannot be even, so by Claim 3 we may assume a, b are both odd, and that a ≤ b. Then a + b < n implies a < n/2, so {a 2 } + {ab} < n by (4.1b). We want to show a = b = 1. Now, exactly as in the proof for n odd, {a 2 } + {ab} + {b 2 } = 2n + 3 contradicts (4.1b) with ℓ = a chosen. Also, {a 2 } + {ab} + {b 2 } = 3 requires a = b and hence a = b = 1, again exactly as in the proof for n odd.
Thus it suffices to consider the case where (4.6) is satisfied. Define M by 2 M < n/2 < 2 M +1 , so n/2 M < 4. As in (2.9a), write out the binary expansions a/n =
where each a i , b i ∈ {0, 1}. Note that we cannot have all but finitely many a i or b i equal to 1, say (same for 0), because that would mean a/n or b/n, respectively, was a dyadic rational (i.e. its denominator is a power of 2) -but n ≡ 2 (mod 4), so this would force a = n/2 or b = n/2, which contradicts Claim 5.
Consider ℓ i = n/2 + 2 i , i = 1, . . . , M . Then ℓ i ∈ C n , and n/2 < ℓ i < n, so by (4.1b)
7a) The reason for (4.7a) is that {2 i a} > n/2 iff a i+1 = 1 (similarly for b). Now, {· · ·} < n, so (4.7a) forbids a i+1 = b i+1 = 1, for all i = 1, 2, . . . , M (the relation a + b < n forbids it for i = 0).
Define I by n/2 I < b < n/2 I−1 , i.e. b i = 0 for i < I and
Consider first the case I > 1. Then (4.7a) with i = I − 1 tells us n < {2 I−1 a} + {2 I−1 b} = 2 I−1 a + 2 I−1 b, i.e. n/2 I−1 < a + b. This is a strong inequality because the biggest a + b can be is if a i + b i = 1 for I ≤ i ≤ M + 1, and a j = b j = 1 for j > M + 1: this leads to the bound a + b < n/2
The case I = 1 is identical ({2 i b} is independent of b 1 , for i ≥ 1). Define I ′ > 1 to be the smallest index (other than I = 1) with a I ′ = 1 or b I ′ = 1. Again I ′ − 1 ≤ M , because otherwise n/2 < b < n/2 + 2, impossible since b is odd. Then the identical argument gives
In both (4.7b, c), ǫ is fixed by the constraint that a + b must be even. Thus we have essentially removed one degree of freedom. First we will constrain I, I ′ .
more natural, but probably can still be simplified. The basic idea is simple: we make 4 series of numbers coprime to n out of powers of 2; writing down the (4.1b) inequalities for these forces either a=b=1 or n=18. It is the intricate and not very interesting details which make this argument so long.
Claim 6. I = 2. If I = 1 then 3 ≤ I ′ < M (unless n = 18), and
Proof. Suppose first that I = 2. Then a + b = n/2 + 1, by (4.7b). From this, we can compute +1 (mod 4) ). Then a ≡ +1 (mod 4) would violate (4.1b) with ℓ = a−1 2 + n 2 (for then {ℓa} = 1; ℓ ∈ C n because we have learned a−1 2 ∈ C n/2 ), so a ≡ −1 (mod 4). Similarly, we must have b ≡ −1 (mod 4), so
4 ; a, b < n/2 so we get contradicting (4.1b) . Now suppose I = 1. Then by (4.7c), I ′ = 2 would violate a + b < n. I = 1 means b > n/2, so (4.1b) gives {ab} + {b 2 } > n. But by (4.6), and the fact that both {ab} and {b 2 } must be odd, we get (4.8).
If
and n/2 < b < n/2 + 8, which give us the possibilities a = 1, 3, 5, or 7, and b = n/2 + 2, n/2 + 4, or n/2 + 6. But for a = 3, 5, 7 respectively, the condition {a 2 } = 1 means n must divide 8, 24, and 48. (a, b) = (1, n/2+2) means 2 ≡ ab + b 2 ≡ n/2 + 2 + n/2 + 4 (mod n), i.e. n divides 4. (a, b) = (1, n/2 + 4) means 2 ≡ n/2 + 4 + n/2 + 16 (mod n), i.e. n divides 18. (a, b) = (1, n/2 + 6) means 2 ≡ n/2 + 6 + n/2 + 36 (mod n), i.e. n divides 40.
But n > 3 and n ≡ 2 (mod 4), so the n which must be explicitly checked are n = 6, 10, 18.
QED to Claim 6
Now that we know so much about a, b and a + b, a similar game can be played with them. In particular, define ℓ Define the binary digits (a
Then the identical calculation which led to (4.7a) gives us
with similar expressions for ℓ 
. From (4.1b), these inequalities tell us how the quantities like (4.9) compare to n, for all 1 ≤ i ≤ M and 0 ≤ j ≤ M .
For I = 1, the identical inequalities hold for ℓ 
10c) a contradiction (the first inequality is the ℓ ′′′ I−2 condition, the second is ℓ ′′′ I−3 ). And now, by the identical argument which gave us (4.7a), we find that there exists an I 0 ≥ I such that
, an impossibility.) We can now fix I. To do this, note that the ℓ ′ i conditions tell us that either
for some I 1 > 1 in (4.11a) and I 1 > 2 in (4.11b) (if (a 2 ) i + (ab) i ≥ 1 for some 1 < i ≤ I − 1, the derivation is identical to that of (4.7), using ℓ ′ i in place of ℓ i ; otherwise {a 2 }, {ab} < n/2 I−1 , so (4.11) will be satisfied for some I 1 ≥ I). The identical expressions apply to {ab} + {b 2 }, of course, using ℓ 2 ) 1 = 0 by (4.8), so (1 + ab) 1 = 1, i.e. {ab} + 1 > n/2, so {ab} ≥ n/2 + 2 (it must be odd, and coprime to n). ′ ≤ J. If we had {b 2 } > n/2, then this would give us n + 2 = {ab} + {b 2 } > n/2 + 2 + n/2 = n + 2, a contradiction.
Therefore (b 2 ) 1 = 0. As in (4.10a), the constraints {ab}+{b 2 } > n and (4.1b) with ℓ
. . , I ′ − 1. As in (4.10b), we also get (ab)
′′ I ′ will be less than n/2 -whichever is will violate (4.1b). QED to Prop.1 for n ≡ 2.
Section 5. The simple-current chiral extension
In this section we use Thm.2 to find the possible values M ρµ , M λρ for most k. We will find that except for four values of k considered in the next section, a physical invariant will either be a permutation invariant, or an automorphism of the simple-current chiral extension. The former are listed in Thm.1; the latter are given in Thm.3 below. This will complete the classification of SU (3) k for all k = 5, 9, 21, 57.
will equal one of the following sets: (a) for n ≡ 1, 2 (mod 3), n = 8, R(M ) will equal {ρ}; (b) for n ≡ 0 (mod 3), n = 12, 24, R(M ) will equal either {ρ} or O 0 ρ = {ρ, Aρ, A 2 ρ}; (c) for n = 8, R(M ) will either equal {ρ} or {ρ, ρ ′ }, where ρ ′ = (n/2 − 1, n/2 − 1); for n = 12, R(M ) will either equal {ρ}, O 0 ρ,
) and ρ ′′′ = (7, 7). Proof for n = 8, 12, 24, 60 We will defer the proof of Claim 7 for the heights n = 8, 12, 24, 60 to the next section.
Claim 7 is automatic for n ≡ 1, 2, 5, 7, 10, 11 (mod 12), by Thm.2 and (P3). For the other levels, we will show K ρ L (M ) must equal one of the given possibilities, and also that each M λρ ∈ {0, 1}. By symmetry the same comments apply to K ρ R (M ) and M ρλ , so 
For n > 8, the RHS of (5.1) is negative. Therefore, for n > 8 
All that remains is n ≡ 0 (mod 12), where Thm.2 tells us K 
But the RHS of (5.2) will be negative unless n = 12. QED When R(M ) = {ρ}, Lemma 2 tells us M will be listed in Thm.1. We will handle the anomolous ρ-couplings of n = 8, 12, 24, or 60 in Sect.6; here we consider n ≡ 0 (mod 3) and R(M ) = O 0 ρ -this corresponds to a simple-current chiral extension. But first let us review what we know.
Recall the definition of triality: t(λ) ≡ λ 1 − λ 2 (mod 3). Let P 0 denote the set of all weights λ ∈ P k with t(λ) ≡ 0, and let P [] = P 0 /O 0 be the set of all orbits [λ] = O 0 λ ⊂ P 0 . Lemma 1(e) tells us P L (M ) = P R (M ) = P 0 . Note that there is only one 'fixed point' of O 0 , namely f = (n/3, n/3). Lemma 3(c) defines a mapping σ with a domain and range contained in P [] ∼ {f }, with the property that when λ, µ = f , then
. So we already know a considerable amount about M . All that remains is to understand what M looks like at the fixed point f , and then to find σ. Write σ ′ for the inverse of σ. That f can cause complications is apparent by looking at the exceptional E 
Then the LHS of (5.4c) will be larger than the RHS, unless either a = b = 2, or a = 1, or n − a − b < 4. The latter possibility requires a = b = 3 and n = 9, i.e. (2, 2) ∈ K f L (M ), which was ruled out already. a = 1 fails (2.1c), for n even: 1 + b + b 2 is odd, but 4 + 4 + 4 is even, so they cannot be equal (mod 3n). Thus for all n (except possibly n = 12), we have σ[(2, 2)] = [(2, 2)].
Step 3 Suppose for contradiction that
. Then (5.4a) with µ = ρ and µ = (2, 2), respectively, tells us
Dividing these equations gives
We claim that in the interval 0 < a, b, a + b < n, the LHS of (5.5c) has a global minimum of −1/8, and it achieves that only at a = b = n/3. This can be trivially proved by differentiating: the derivative with respect to a is proportional to cos(bπ/n) {sin(aπ/n) cos(
In other words, there is a unique solution to (5.5c): a = b = n/3. But this is not a solution to (5.5a). Therefore (5.5a, b) are incompatible, so no such λ i can be found. What we have shown is that whenever ( 
Step 4 Choose any λ, µ ∈ P 0 . Expanding out (
So σ is very much like a permutation invariant, and we can hope the argument in Sect.3 carries over with minimal change. To some extent this is true, but we must be careful here because σ is only defined on P [] -the σ of a true permutation invariant would act on P k . In Sect.3 we look at N (n) λλλ . This doesn't work as well here (see eq.(5.10) in [9] ). Instead, we will use N (n) λf f . From (3.3) we compute:
Now, from Verlinde's formula (3.2a), and eq.(5.6), and the fact that S (n) µf = 0 if µ ∈ P 0 (this follows from (1.6d) and S
σλ,f f ∀λ ∈ P 0 . Thus
ρ,σλ for all λ ∈ P 0 . Therefore Claim 1 applies, and we get
The proof is very similar to that of Claim 2. Suppose first that S (n) 14,1a = S (n) * 14,1a (as in Claim 2 we need not limit ourselves to integral n = k + 3 or a). Then we get c n (3a + 2) +c n (2a − 1) +c n (a + 3) =c n (2a + 3) +c n (a − 2) +c n (3a + 1), (5.8a)
is a quadratic polynomial. Thus p(b, n) will have at most 2+2 zeroes (2 froms n , and ≤ 2 from p . Now choose any λ ∈ P k . Then ∃λ ′ ∈ Oλ such that λ
14,1a = S QED to Thm.3
Section 6. The exceptional levels
The analysis in the last section avoided four heights: n = 8, 12, 24 and 60. There are various ways we can handle these. One way is the lattice method, employed in [11] . But this is a bit of overkill: that method finds much more than just the physical invariants. The consequence is that, for higher levels (or higher ranks), the lattice method becomes unfeasible. E.g. it has never been worked out for n = 60.
The methods developed in this paper however work for these exceptional levels -they merely require a bit more effort. That will be the task in this section: to complete the SU (3) k classification for these four levels. The first thing to do is to complete the proof of Claim 7 for these levels. In particular, (6.3a) comes immediately from (6.2c); (6.3b) comes from (6.2a) and (6.3a); and (6.3c) comes from (6.2b) and (6.3b). Now adding eqs. Finally, consider n = 60. The reasoning and calculations are very similar to that for n = 24. Here, put ρ ′′ = (11, 11), ρ ′′′ = (19, 19) , and define m, m ′ , m ′′ , m ′′′ as before.
Looking at s All we need to do is determine σ [5, 5] , σ [3, 3] , σ [1, 4] and σ [1, 4] . Eq.(2.1c) and the parity rule tell us σ [3, 3] = [3, 3] . That σ [5, 5] = [5, 5] can be seen by Lemma 4(a) with ℓ = 5 applied to M 11, 11 . Now note that M 14,14 + M 14,41 = 1 (i.e. σ [1, 4] equals either [1, 4] or [4, 1] ). Conjugating if necessary, we may assume M 14,14 = 1. Then Lemma 4(a) with ℓ = 5 tells us M 41,41 = 1. This determines all unknown matrix elements M λµ , and we find we have M = E (2) 9 . Finally, we must address the exceptional couplings listed in Claim 7. The idea is to use the various results we have to reduce the number of possible M to a small number which can then be checked on a computer for modular invariance. Together, Thms.1,3 and 4 complete the SU(3) classification, for any level k. SU (3) n/2−3 -exactly how depends on the values of λ 1 , λ 2 , µ 1 , µ 2 (mod 2). We saw the µ = ρ case of this in the proof of Prop.1. The 'reason' for these connections is that ℓ ∈ C n iff ℓ + n/2 ∈ C n for these n. It is natural to try to better understand and exploit these various interconnections.
