Abstract. We consider the focusing energy-critical wave equation in space dimension N ≥ 3 for radial data. We study two-bubble solutions, that is solutions which behave as a superposition of two decoupled radial ground states (called bubbles) asymptotically for large positive times. We prove that in this case these two bubbles must have the same sign. The main tool is a sharp coercivity property of the energy functional near the family of ground states.
Here, J := 0 Id − Id 0 is the natural symplectic structure. This equation is often written in the form ∂ tt u = ∆u + f (u).
Equation (NLW) is locally well-posed in the space E, see for example [11] and [23] (the defocusing case), as well as a complete review of the Cauchy theory in [15] (for N ∈ {3, 4, 5}) and [2] (for N ≥ 6). In particular, for any initial data u 0 ∈ E there exists a maximal time of existence (T − , T + ), −∞ ≤ T − < t 0 < T + ≤ +∞, and a unique solution u ∈ C((T − , T + ); E). In addition, the energy E is a conservation law. In this paper we always assume that the initial data is radially symmetric. This symmetry is preserved by the flow.
For functions v ∈Ḣ 1 ,v ∈ L 2 , v = (v,v) ∈ E and λ > 0, we denote A change of variables shows that E (u 0 ) λ = E(u 0 ).
Equation (NLW) is invariant under the same scaling: if u(t) = (u(t),u(t))
is a solution of (NLW) and λ > 0, then t → u (t − t 0 )/λ λ is also a solution with initial data (u 0 ) λ at time t = 0. This is why equation (NLW) is called energy-critical.
1
A fundamental object in the study of (NLW) is the family of stationary solutions u(t) ≡ ±W λ = (±W λ , 0), where
The functions W λ are called ground states. They are the only radially symmetric solutions and, up to translation, the only positive solutions of the critical elliptic problem (1.1) −∆u − f (u) = 0.
Note however that classification of nonradial solutions of (1.1) is an open problem (see [5] for details).
Recall that the Soliton Resolution Conjecture predicts that a generic bounded (in a suitable sense) solution of a hamiltonian system asymptotically decomposes as a sum of decoupled solitons and a dispersion. This belief is based mainly on the analysis of completely integrable systems, for instance [10] . The only complete classification of the dynamical behaviour of a non-integrable hamiltonian system is the result of Duyckaerts, Kenig and Merle [8] , which we recall here for the reader's convenience: Theorem 1 ( [8] ). Let N = 3 and let u(t) : [t 0 , T + ) → E be a radial solution of (NLW). Then one of the following holds:
• Type I blow-up: T + < ∞ and lim t→T + u(t) E = +∞.
• Type II blow-up: T + < ∞ and there exist v 0 ∈ E, an integer n ∈ N \ {0}, and for all j ∈ {1, . . . , n}, a sign ι j ∈ {±1}, and a positive function λ j (t) defined for t close to T + such that λ 1 (t) ≪ λ 2 (t) ≪ . . . ≪ λ n (t) ≪ T + − t as t → T + integer n ∈ N, and for all j ∈ {1, . . . , n}, a sign ι j ∈ {±1}, and a positive function λ j (t) defined for large t such that
Of special interest are the solutions which are bounded in E and which exhibit no dispersion (that is, v 0 = 0 or v lin = 0) in one or both time directions. One of the consequences of the energy channel estimates in [8] is that in the case N = 3 the only solutions without any dispersion in both time directions are the stationary states W λ . This is in contrast with the case of completely integrable systems.
In the present paper we are interested in solutions with no dispersion in one time direction, say for positive times. According to Theorem 1, for N = 3 such a solution has to behave asymptotically as a decoupled superposition of stationary states. Such solutions are called (pure) multi-bubbles (or n-bubbles, where n is the number of bubbles). By conservation of energy, if u(t) is an n-bubble, then E(u(t)) = nE(W ).
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The case n = 1 in dimension N ∈ {3, 4, 5} was treated by Duyckaerts and Merle [9] , who obtained a complete classification of solutions of (NLW) at energy level E(u(t)) = E(W ). In particular, the only 1-bubbles are W λ , W − λ and W + λ , where W − and W + are some special solutions converging exponentially to W . The authors solve also the reconnection problem by showing that for negative times W − scatters and W + blows up in norm E in finite time. Solutions of (NLW) satisfying (1.2) or (1.3) with v 0 = 0 or v lin = 0 can exhibit non-trivial dynamical behaviour, see the results of Krieger, Nakanishi and Schlag [17] , Hillairet and Raphaël [12] , Donninger and Krieger [7] , Donninger, Huang, Krieger and Schlag [6] and the author [14] .
In the present paper we address the case n = 2, and more specifically the situation when the two bubbles have opposite signs. Theorem 2. Let N ≥ 3. There exists no radial solutions u : [t 0 , T + ) → E of (NLW) such that (1.4) lim t→T + u(t) − W λ 1 (t) + W λ 2 (t) E = 0 and
• in the case T + < +∞, λ 1 (t) ≪ λ 2 (t) ≪ T + − t as t → T + ,
• in the case T + = +∞, λ 1 (t) ≪ λ 2 (t) ≪ t as t → +∞.
Remark 1.1. There exist no examples of solutions of (NLW) such that expansion (1.2) or (1.3) holds with n > 1 (with or without dispersion). Note however that spatially decoupled non-radial multi-bubbles were recently constructed by Martel and Merle [20] using the Lorentz transform. In their setting, the choice of signs seems to have little importance. On the other side, Theorem 2 is, to my knowledge, the only result proving non-existence of solutions of type multi-bubble for (NLW) in some specific cases. Existence of pure two-bubbles with the same sign is an open problem. Remark 1.2. In the case of corotational wave maps, where existence of pure two-bubbles with the same orientation is easily excluded for variational reasons. Our proof might be seen as an adaptation of this argument to the case where the energy functional is not coercive.
Note that for corotational wave maps existence of pure two-bubbles with opposite orientations is an open problem, related to the threshold conjecture for degree 0 equivariant wave maps, see Côte, Kenig, Lawrie and Schlag [4] . Remark 1.3. For the corresponding slightly sub-critical elliptic problem positive multi-bubbles cannot form, whereas multi-bubbles with alternating signs exist, see Li [18] , Pistoia and Weth [22] .
1.2.
Outline of the proof.
Step 1. The linearization of (NLW) around W λ has a stable direction Y − λ . We construct stable manifolds U a λ which are forward invariant sets tangent to Y − λ at W λ . They have good regularity and decay properties. They allow to define the refined unstable mode β a λ ∈ E * with the following crucial property.
Decompose any initial data close to the family of stationary states as u 0 = U a λ + g, with g satisfying natural orthogonality conditions by an appropriate choice of λ and a. We have the alternative:
which implies the exponential growth of | β a λ , g |. In other words, β a λ provides an explicit way of controlling how solutions which violate the coercivity of energy leave a neighbourhood of the stationary states for positive times.
Step 2. Let u(t) : [t 0 ; T + ) → E be a solution of (NLW) which satisfies (1.4). As already mentioned, this implies that
We decompose for any t ∈ [t 0 , T + ):
with g(t) satisfying natural orthogonality conditions (in fact we use a suitable localization of W λ 1 (t) ).
From the Taylor formula we obtain
.
An explicit key computation shows that
It is at this point that the sign condition is decisive.
Step 3. We prove that the assumption that u(t) stays close to a 2-bubble implies that | β
2 . This allows to show that the second term in the expansion (
Finally, by an elementary analysis of the linear stable and unstable modes we can prove that, at least along a sequence of times, the third term of the expansion (1.6) is coercive, that is g 2 E . Inserted in (1.6), this leads to E(u) > 2E(W ), contradicting (1.5).
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1.4. Notation. We introduce the infinitesimal generators of the scale change
For s = 1 we omit the subscript and write Λ = Λ 1 . We denote Λ E , Λ F and Λ E * the infinitesimal generators of the scaling which is critical for a given norm, that is
We use the subscript · λ to denote rescaling with characteristic length λ, critical for a norm which will be known from the context. We introduce the following notation for some frequently used function spaces:
rad through the natural isomorphism given by the distributional pairing. In the sequel we will omit the subscript and writeḢ 1 forḢ 1 rad etc. We denote J := 0 Id − Id 0 ; note that
For a function space A, O A (m) denotes any a ∈ A such that a A ≤ Cm for some constant C > 0. We denote B A (x 0 , η) an open ball of center x 0 and radius η in the space A. If A is not specified, it means that A = R.
For a radial function g : R N → R and r ≥ 0 we denote g(r) the value of g(x) for |x| = r. 2. Sharp coercivity properties near W λ 2.1. Properties of the linearized operator. Linearizing (NLW) around W , u = W + g, one obtains
where L is the Schrödinger operator
It is known that L has exactly one strictly negative simple eigenvalue which we denote −ν 2 (we take ν > 0). We denote the corresponding positive eigenfunction Y, normalized so that Y L 2 = 1. By elliptic regularity Y is smooth and by Agmon estimates it decays exponentially. Self-adjointness of L implies that
We have the following linear (localized) coercivity result, similar to [20, Lemma 2.1].
Lemma 2.1. There exist constants c, C > 0 such that
• for all g ∈Ḣ 1 radially symmetric there holds
• if r 1 > 0 is large enough, then for all g ∈Ḣ 1 rad there holds
• if r 2 > 0 is small enough, then for all g ∈Ḣ 1 rad there holds
Proof. We will prove (2.2) and (2.3). For a proof of (2.1) we refer to [14, Lemma 6 .1], see also [9, Proposition 5.5] for a different formulation. We define the projections Π r , Ψ r :Ḣ 1 →Ḣ 1 :
Applying (2.1) to Ψ r 1 g with c replaced by 3c and C replaced by 
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By Sobolev and Hölder inequalities we have (2.5)
if r 1 is large enough.
In the region |x| ≤ r 1 we apply the pointwise inequality
Recall that by the Strauss Lemma [24] , for a radial function g there holds
Since f ′ (W (r)) ∼ r −4 as r → +∞, we have
if r 1 is large enough. Estimates (2.5), (2.6) and (2.7) yield (2.8)
provided that r 1 is chosen large enough. Similarly,
Estimate (2.2) follows from (2.4), (2.8), (2.9) and (2.10). We turn to the proof of (2.3). Applying (2.1) to Π r 2 g with c replaced by 3c and C replaced by
By Sobolev and Hölder inequalities we have for r 2 small enough (2.12)
By definition of Π r there holds
hence (2.11) and (2.12) imply (2.13)
Using the fact that Y ∈ L
2N
N+2 we obtain
provided that r 2 is chosen small enough. Similarly,
Estimate (2.3) follows from (2.13), (2.14) and (2.15).
We define
We will think of α − and α + as linear forms on E.
The rescaled versions of these objects are
The scaling is chosen so that α
As a standard consequence of (2.1), we obtain the following:
Proof. For N ∈ {3, 4, 5} see [13, Lemma 2.2] . For N ≥ 6 the same proof is valid, once we notice
We now turn to the proofs of various energy estimates for the linear group generated by
on its invariant subspaces, which will be needed in Subsection 2.2. This is much in the spirit of [1, Section 2]. It follows from (2.16) that the centre-stable subspace X cs := ker α + , the centre-unstable subspace X cu := ker α − and the centre subspace X c := X cs ∩ X cu are invariant subspaces of the operator A.
There exists constants 1 = a 0 > a 1 > . . . > a k > 0 such that the norm · A,k defined by the following formula:
Proof. We proceed by induction. For k = 0 we have
By Lemma 2.2, this norm is equivalent to
To check the induction step, one should show that for any k > 0 there exists a 1 , a 2 > 0 such that
Integrating by parts all the terms except for the first one we arrive at expressions of the form V · ∂ i v · ∂ j v dx where V is bounded and i, j ≤ k − 1. All these expressions are controlled by · 2 H k−1 . The proof of (2.20) is almost the same. The only problem are the terms of the form V · ∇v · v dx and V · |v| 2 dx. As the potential decreases at least as f ′ (W ), by Hardy inequality these terms are controlled by v Ḣ1 .
We will denote ·, · A,k the scalar product associated with the norm · A,k . We define the projections:
We denote π cc the projection of X c on X cc in the direction Λ E W . These projections are continuous linear operators on E as well as on
Proposition 2.4. The operator A generates a strongly continuous group on X k × H k denoted e tA . Moreover, the following bounds are true:
Proof. It suffices to analyse the restriction to the invariant subspace X c . Take v 0 ∈ X c and decom-
It can be checked that the operator B := π cc • A is skew-adjoint for the scalar product ·, · A,k , hence it generates a unitary group w(t) = e tB w 0 by the Stone theorem. Let l(t) be defined by the formula
This defines a linear group and
hence v(t) = e tA v 0 . Estimate (2.22) follows immediately from the fact that Y − is an eigenfunction of A with eigenvalue −ν. Analogously, in (2.23) we can assume that v 0 ∈ X c (the unstable mode decreases exponentially for negative times). By the equivalence of norms and the fact that the group generated by B is unitary for the norm · A,k ,
hence it suffices to bound l(t). Using (2.26) and the fact that
Estimate (2.24) follows easily from (2.23).
Remark 2.5. The factor |t| in (2.23) is necessary, for example in dimension N = 5 we have a solution v(t) = (tΛW, ΛW ).
It is possible to finish the construction for example in the space X 1 × H 1 . However, later we will need some information on the spatial decay of the constructed functions, which forces us to use weighted spaces. We define
One may check by induction on j = 0, 1, . . . , k that
The following bounds are true for t ≥ 0:
Proof. The proof of (2.27) and (2.29) is the same as in Proposition 2.4, once we recall that Y − ∈ Y k+1 ×Y k . In order to prove (2.28), write v(t) = e −tA v 0 , so that 
Analogously, from
Using (2.30), (2.31) and Hölder we obtain
which gives, using (2.23) and integrating,
Now we can easily bound the L 2 term by Schwarz inequality:
which leads to
We fix k ∈ N large enough. For ν > 0 the space BC ν is defined as the space of continuous
Lemma 2.7. If ν ∈ (0, ν), then for any w ∈ BC ν the equation
has a unique solution v = Kw ∈ BC ν such that α − , v(0) = 0. In addition, K is a bounded linear operator on BC ν .
Proof. Suppose that v ∈ BC ν verifies (2.32). Denote v 0 = v(0). From the Duhamel formula we obtain
Passing to the limit t → +∞ yields
If we require α − , v 0 = 0, this determines uniquely v 0 = π cu v 0 , hence, using (2.33),
From (2.22) and (2.23) we obtain
so K is a bounded operator.
Remark 2.8. By linearity the unique solution of (2.32) such that α − , v(0)) = a is v(t) = (Kw)(t) + e −νt aY − .
2.2. Construction of U a λ . As noted earlier, the functions U a λ were constructed in [9, Section 6]. However, the construction given there does not give the additional regularity or decay, which is required in the present paper. For this reason, we provide here a different construction. Our construction is an adaptation of a classical ODE proof, see for instance [3, Chapter 3.6] .
We denote
Lemma 2.9. Let ν ∈ (0, ν). There exist η > 0 such that for every b ∈ R, |b| < η there is a unique solution v = v b ∈ BC ν of the equation
such that α − , v(0) = b and v BC ν < η. Moreover, v b is analytic with respect to b.
Proof. Let T : BC ν × R → BC ν be defined by the formula
where K is the operator from Lemma 2.7. Then v is a solution of (2.34) if and only if T (v, b) = v (see Remark 2.8).
It follows from Lemma A.3 that on some neighbourhood of the origin T is analytic and a uniform contraction with respect to v, hence the conclusion follows from the Uniform Contraction Principle, cf. [3, Theorem 2.2]. Proposition 2.10. For any k ∈ N there exists η > 0 and an analytic function
Because of uniqueness in Lemma 2.9, the set {v
Differentiating in time this condition we find
where ψ is an analytic function, ψ(0) = 0 and ψ ′ (0) = −ν. By Lemma A.1, there exists an analytic change of variable a = a(b) which transforms the equation b ′ (t) = ψ(b(t)) into a ′ (t) = −νa(t) and such that a(0) = 0, a ′ (0) = 1. We define
We will denote U a λ := (U a ) λ . Rescaling (2.35), (2.36) and (2.37) we obtain
is a solution of (NLW) for large t. These are precisely the solutions W ± λ mentioned in the Introduction.
2.3.
Modulation near the stable manifold. The results of this subsection will not be directly used in the proof of Theorem 2. We include them in the paper for their own interest and because the proofs introduce in a simple setting the main technical ideas required in Section 3.
It is well known since the work of Payne and Sattinger [21] that solutions of energy < E(W ) leave a neighbourhood of the family of stationary states. The aim of this subsection is to describe an explicit local mechanism leading to this phenomenon, which is robust enough not to be significantly altered by the presence of the second bubble (as will be the case in Section 3).
Note that nothing specific to the wave equation has been used so far, hence one might expect that all the proofs of Section 2 should apply to similar (not necessarily critical) models in the presence of one instability direction near a stationary state.
then there exist unique functions λ(t) ∈ C 1 ((t 1 , t 2 ), (0, +∞)) and a(t) ∈ C 1 ((t 1 , t 2 ), R) such that for
the following holds for all t ∈ (t 1 , t 2 ):
Proof. We follow a standard procedure, see for instance [19, Proposition 1] .
Step 1. We will first show that for fixed t 0 ∈ (t 1 , t 2 ) there exist unique λ(t 0 ) and a(t 0 ) such that (2.40), (2.41) and (2.42) hold for t = t 0 . Without loss of generality we can assume that λ(t 0 ) = 1 (it suffices to rescale everything).
We consider Φ : E × R 2 → R 2 defined as
e l 0 . One easily computes:
Applying the Implicit Function Theorem with u 0 := u(t 0 ) we obtain existence of parameters a 0 =: a(t 0 ) and λ 0 = e l 0 =: λ(t 0 ).
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Step 2. We will show that λ(t) (equivalently, l(t) := log(λ(t))) and a(t) are C 1 functions of t. Take t 0 ∈ (t 1 , t 2 ) and let a 0 := a(t 0 ), l 0 := log(λ(t 0 )). Define ( l, a) : (t 0 − ε, t 0 + ε) → R 2 as the solution of the differential equation
with the initial condition l(t 0 ) = l 0 , a(t 0 ) = a 0 . Notice that D v Φ is a continuous functional on F, so we can apply it to ∂ t u(t).
Using the chain rule we get d dt Φ(u(t); l(t), a(t)) = 0 for t ∈ (t 0 − ε, t 0 + ε). By continuity, | l(t) − l 0 | < η in some neighbourhood of t = t 0 . Hence, by the uniqueness part of the Implicit Function Theorem, we get l(t) = log λ(t) and a(t) = a(t) in some neighbourhood of t = t 0 . In particular, λ(t) and a(t) are of class C 1 in some neighbourhood of t 0 .
Step 3. From (2.39) we obtain the following differential equation of the error term g:
so using (2.38) we get (2.46)
The first component reads:
hence differentiating in time the first orthogonality relation
Differentiating the second orthogonality relation α − λ , g = 0 and using (2.46) we obtain
Together with (2.47) this yields the following linear system for λ ′ and λ a ′ + νa λ :
, where (2.48)
Hence
Now (2.43) and (2.44) follow from (2.48), (2.49) and (2.50).
In the rest of this section λ(t) and a(t) denote the modulation parameters obtained in Lemma 2.12 and g(t) is the function defined by (2.39).
For given modulation parameters λ and a we define:
We see that β 0 λ = − 
Step 1. We check that
From Proposition 2.10 we have
|a|, and (2.52) follows by rescaling. Similarly one obtains
hence (2.53) follows from (2.43) and (2.44).
Note that (2.52) implies in particular that | β a λ , g | g E with a universal constant.
Step 2. Consider the case (2.57)
We have
From Lemma 2.12 we know that |λ ′ | g E and |a ′ | 1 λ g E . Hence from (2.54) it follows that the last two terms of (2.58) are negligible.
Using (2.57), (2.52) and (2.53) we see that it is sufficient to show that
This follows easily from (2.46). Indeed, from Lemma A.4 we deduce that
To see that the contribution of the last two terms in (2.46) is negligible, it suffices to use (2.43), (2.44), | α
Step 3. Now consider the case (2.60)
We can assume that a = 0 (otherwise u(t) ≡ W λ and the conclusion is obvious). Using Proposition 2.10 we get
The idea of the proof is that the first factor grows exponentially, while the second does not change much. From (2.44) and (2.60) we obtain
We compute the second term using (2.46):
Observe that
hence using self-adjointness of D 2 E(U a λ ) and anti-self-adjointness of J we get
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The following estimates hold:
(the first one follows from D 2 E(W λ )Λ E W λ = 0). Using (2.45) and (2.62) together with (2.43) and (2.44) concludes the proof.
As an application of the preceding proposition, we now show that the stable manifold U a λ is the only source of the lack of coercivity of the energy functional restricted to the trajectories staying close to the family of stationary states.
Given u 0 ∈ E, let u(t) : [0, T + ) → E denote the maximal solution of (NLW) with initial data u(0) = u 0 . For η > 0 sufficiently small we define the centre-stable set M cs as
Remark 2.14. In the case N = 3 it was proved by Krieger, Nakanishi and Schlag [16] that M cs is a local C 1 manifold tangent at u 0 = W to X cs .
Remark 2.15. It is not difficult to see that if M cs is a regular hypersurface, then necessarily its tangent space at U 
Step 1 -Coercivity. We will prove that if g E is small enough and
which implies (2.63).
Step 2 -Differential inequalities. Let g(t), λ(t) and a(t) be given by Lemma 2.12. Observe that (2.64)
Indeed, if | log λ(t)| is unbounded, then
If | log λ(t)| is bounded, then by the Cauchy theory T + = +∞ and (2.64) follows.
From Proposition 2.13 it follows that there exists a constant C 1 such that
We will show that there exists a constant C 2 such that
2 E . Indeed, we can rewrite (2.63) as (2.67)
which implies (2.66) since |a(t)| and |b(t)| are small. Suppose for the sake of contradiction that b(0) = 0 and
Of course t 1 > 0. Suppose that t 1 < T + . But (2.66) and (2.65) imply that
. In particular, (2.68) cannot break down at t = t 1 . Thus t 1 = T + and (2.66) implies that for t ∈ [0, T + ) there holds |b(t)| ≥ C 1 g E . By (2.65) and (2.64), this would imply |β(t)| − −−− → t→T + +∞, which is absurd.
As a result, |b(0)| ≤ 2C 2 E(u 0 ) − E(W ) . Since |a(0)| and g(0) E may be assumed as small as we wish, the conclusion follows from (2.67) applied at t = 0.
Remark 2.17. It follows quite easily from Lemma 2.2 that
Corollary 2.16 provides a nonlinear version of (2.70). By similar methods (analyzing just the linear stability and instability components α + λ and α − λ ) one can prove a nonlinear analogue of (2.69), that is
where
3. Nonexistence of pure two-bubbles with opposite signs 3.1. Modulation near the sum of two bubbles. Because of a slow decay of W , we will introduce compactly supported approximations of W λ . Let R > 0 be a large constant to be chosen later. We denote
2 . We will also denote
It is straightforward to check that V R (λ 1 , λ 2 ) has weak derivatives ∂ λ 1 V R (λ 1 , λ 2 ) and ∂ λ 2 V R (λ 1 , λ 2 ), which are given by the formulas:
In the whole section we will denote λ :=
Lemma 3.1. For R ≫ 1 and λ ≪ 1 the following estimates are true with constants depending only on the dimension:
Proof. The proof of (3.3), (3.4) and (3.5) is straightforward, see [13, Lemma 2.3] ; (3.6) and (3.7) follow from the fact that
We will omit the subscript and write V (λ 1 , λ 2 ) instead of V R (λ 1 , λ 2 ). The approximate solution we will consider is defined as follows:
). 
Then there exists y ∈ C(B(x 0 , ρ), B(y 0 , η)) such that for x ∈ B(x 0 , ρ), y = y(x) is the unique solution of the equation Φ(x, y(x)) = 0 in B(y 0 , η).
The proof is the same as standard proofs of IFT, see for instance [3, Section 2.2]. 0 such that if u : (t 1 , t 2 ) → E is a solution of (NLW) satisfying for all
then there exist unique functions λ 1 (t) ∈ C 1 ((t 1 , t 2 ), (0, +∞)), λ 2 (t) ∈ C 1 ((t 1 , t 2 ), (0, +∞)) and a 2 (t) ∈ C 1 ((t 1 , t 2 ), R) such that for
In addition,
with constants which may depend on R.
Proof. We will follow the same scheme as in the proof of Lemma 2.12. One additional difficulty is that we cannot reduce by rescaling to modulation near one specific function as we did before.
Step 1. We consider Φ : E × R 3 → R 3 defined as
where we have already written λ j instead of e l j in order to simplify the notation. We will verify that the assumptions (3.11) and (3.12) are satisfied for x 0 = U ( λ 1 , λ 2 , 0), y 0 = ( l 1 , l 2 , 0) (where l j := log λ j ), ρ small and η = Cρ with C a universal constant. We define:
A straightforward computation yields (3.16)
Using (3.8), (3.9), (3.10) and the fact that ∂ l j = λ j ∂ λ j we see that
hence (3.16) implies that the jacobian matrix of Φ with respect to the modulation parameters is uniformly non-degenerate in a neighbourhood of U (λ 1 , λ 2 , a 2 ). This yields parameters λ 1 (t 0 ), λ 2 (t 0 ) and a 2 (t 0 ), see Remark 3.2.
Step 2. The argument from the proof of Lemma 2.12 shows that λ 1 (t), λ 2 (t) and a 2 (t) are C 1 functions of t ∈ (t 1 , t 2 ).
Step 3. From (3.13) we obtain the following differential equation of the error term g:
Using (3.8), (3.9) and (3.10) this can rewritten as
which can also be written as
where for simplicity we write M jk instead of M jk (g; λ 1 , λ 2 , a 2 ). Similarly, differentiating the second orthogonality relation
, which can also be written as
Finally, differentiating the third orthogonality relation α
, g = 0 we obtain
) .
Equations (3.18), (3.19) and (3.20) form a linear system for
We will check that
By (2.50), it suffices to show that
Without loss of generality we can assume that λ 2 = 1 and λ 1 = λ, hence (3.22) is equivalent to
because of (3.7). For the other term we use the bound
Using Hölder we compute
2 . This finishes the proof of (3.23), hence we have shown (3.21).
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Consider the inverse matrix   P 11 P 12 P 13 P 21 P 22 P 23 P 31 P 32 P 33
From (3.16) we obtain
hence (3.21) yields (3.14) and (3.15).
We finish this subsection by analyzing the stability and instability components at both scales λ 1 (t) and λ 2 (t). At the scale λ 2 (t) we use the refined component β 
with constants eventually depending on R. Proof.
Step 1. Directly from the definition of a
The first term is negligible due to (3.14) . We compute the second term using (3.17) . We begin by treating the terms in the second line of (3.17) .
(of course Lemma 3.3 provides better estimates, but we do not need it here), it suffices to check that
The estimate is invariant by rescaling both λ 1 and λ 2 , hence we can assume that λ 2 = 1 and λ 1 = λ.
For the first term we use (3.5) and rapid decay of Y. Estimating the other terms is straightforward. Now consider the first line of (3.17) . It follows from (2.19) that it suffices to show that
which is equivalent to
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We can assume that λ 2 = 1 and λ 1 = λ. By the triangle inequality, it suffices to check that
, where the last inequality follows from (3.4) . Together with the fact that ∆(W λ ) + f (W λ ) = 0 this implies
which proves (3.27).
To fix ideas, notice that while proving the remaining inequalities we can restrict our attention to the region |x| ≤ c √ λ where c > 0 is a small constant (the region |x| ≥ c √ λ is negligible thanks to the rapid decay of Y). In this region we have W λ ≥ V (λ, 1) 1 and |U (λ, 1,
Inequality (3.29) follows immediately from
We have the bound
(even in the case N ≥ 6 when f ′′ is a negative power). Using Hölder and the fact that
2 , this implies (3.30) For (3.28), we consider separately the cases N ∈ {3, 4, 5} and N ≥ 6. In the first case, (3.28) follows from the pointwise bound
In the case N ≥ 6 we still have
even if f ′′ is a negative power. This yields (3.28) . This finishes the proof of (3.24) and the proof of (3.25) is almost the same.
Step 2. The proof of (3.26) is close to the proof of Proposition 2.13, but there will be more error terms to estimate. First we need to show that
Since β
Using (2.55), we obtain
hence (3.31) follows from (2.56), (3.14) and (3.15).
Step 3. Suppose that (3.32) |a 2 (t)| ≤ N (g(t), λ(t)).
. Hence from (2.54) it follows that the last two terms of (3.26) are negligible.
Using (3.32), (2.52) and (3.31) we see that it is sufficient to show that
We develop ∂ t g using (3.17) . Consider first the terms in the second line of (3.17) . From (3.7) and (3.14) we have
2 , see (3.2), using (3.14) we get
The other two terms have already appeared in the proof of Proposition 2.13, see (2.59).
Consider now the first line of (3.17). From Lemma A.4 we deduce that
hence it suffices to check that
whose proof is the same as the proof of (3.22).
Step 4. Now we consider the case
in particular a 2 = 0.
Recall that (see Proposition 2.10)
From (3.15) and (3.33) we obtain
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We compute the second term using (3.17) and (2.61):
We have to prove that
Until the end of this proof "negligible" means
From (3.7) and (3.2) it follows that
By (3.14) and (3.33), the contribution of the last two terms in (3.34) is negligible. Next, we will show that
We can assume that λ 2 = 1 and λ 1 = λ, hence we have to prove that
In the region |x| > R √ λ the integrand equals 0. In the region |x| ≤ R √ λ we have a pointwise bound
This proves (3.35) . In order to finish the proof, it suffices to check that
which is achieved exactly as in the last part of the proof of Proposition 2.13.
3.2.
Coercivity near the sum of two bubbles. We have the following analogue of Lemma 2.2:
Step 1. Without loss of generality we can assume that λ 2 = 1 and λ 1 = λ. Consider the operator H λ defined by the following formula:
We will show that for any c > 0 there holds
provided that η and λ 0 are small enough. By Hölder and Sobolev, it suffices (eventually changing c) to check that
Since (by pointwise estimates)
this will in turn follow from
We consider separately the regions |x| ≤ √ λ and |x| ≥ √ λ. In both cases we will use the fact that
In the region |x| ≤ √ λ we have W W λ , hence by (3.38)
In the region |x| ≥ √ λ we have
It is easy to check that
This finishes the proof of (3.37).
Step 2. In view of (3.36), it suffices to prove that if λ < λ 0 and Z, g = Z λ , g = 0, then 1 2
Let a 
Since H λ is self-adjoint, we can write 
, g . In view of (3.44), in order to prove (3.45) it suffices to verify that This is equivalent to |f (U a 2 − V (λ, 1)) + f (V (λ, 1)) − f (U a 2 )| · |g| dx ≪ N (g, λ) 2 .
By Hölder and Sobolev inequalities, it suffices to check that
which follows from the inequality ||f (−V (λ, 1) + U a 2 ) + f (V (λ, 1)) − f (U a 2 )| f ′ (W λ ) + 1.
Next, we prove that if R is large enough, then We will prove that In the region |x| ≥ R √ λ we have V (λ, 1) = 0 and
In the region |x| ≤ R √ λ we use the pointwise bound |f (W λ ) − f (V (λ, 1))| f ′ (W λ ) · |W λ − V (λ, 1)|, the fact that W λ − V (λ, 1) is bounded in L ∞ and the bound
4 . Now (3.48) follows from (3.49), (3.50) and ∆W λ + f (W λ ) = 0. Estimate (3.46) follows from (3.47) and (3.48).
Step 2 -Differential inequalities. Observe that (3.51)
The proof is the same as the proof of (2.64).
For m ∈ N, m ≥ m 0 , let t = t m be the last time such that N (g(t), λ(t)) = 2 −m . By continuity, t m is well defined if m 0 is large enough.
By Proposition 3.4, there exists a constant C 1 such that (3.52) |a Suppose that |a + 1 (t m )| ≥ 2C 1 · N (g(t m ), λ(t m )). Since, by the definition of t m , N (g(t), λ(t)) ≤ N (g(t m ), λ(t m )) for t ≥ t m , a simple continuity argument yields |a + 1 (t m )| ≥ 2C 1 · N (g(t), λ(t)) for all t ≥ t m . By (3.52) and (3.51), this implies |a Since this holds for all m sufficiently large, we deduce that there exists t 0 < T + such that
Let t ∈ [t m−1 , t m ]. At time t m all the terms of (3.45) except for the term 2a Proof. For N ∈ {3, 4, 5} this follows directly from the Sobolev and Hölder inequalities (even for ψ ∈Ḣ 1 ).
For N ≥ 6 we use the pointwise bound
Here, f ′′ is a negative power. Since U a has slow decay, ψ · |f ′′ (U a )| ∈ L N 2 if ψ ∈ Y k and k is large enough. The conclusion follows from the Hölder inequlity.
The proof of (A.2) is similar.
