Abstract. An integrated method to acquire fuzzy rules is presented. First Kohonen network is used to quantify data, and then the rough set theory is used to produce the initial rules, and the model of fuzzy neural network is established according to the rules, to generate less concise rules, finally through the experiment, the validity and practicability of the method is verified.
Introduction
In many applications of fuzzy systems, such as fuzzy reasoning, fuzzy logic controller and fuzzy classifier, fuzzy rule extraction is a key step, but it is a very difficult problem to determine the fuzzy rules. In recent years, some scholars put forward some methods of fuzzy rules acquisition from input and output data [1] [2] [3] [4] . The traditional method to obtain fuzzy rules is carried out according to the expert experience, usually is not accurate enough, if fully according to the experience to obtain fuzzy rules, it is very difficult to get the optimized fuzzy system. Fuzzy neural network [5] is that fuzzy technique and neural network are combined, not only with self-learning, self-organizing, self-adaptation and fault-tolerant capability, but also has the ability of accurate approximation convergence and high precision; but the drawback is that the space dimension of input information can not be simplified, when the space dimension of input information is large, the network is not only complex, and has long training time. Through using rough set theory [6] [7] not only the redundant input information can be gotten rid of, and the expressing space of input information is simplified, but also only using the data itself to provide information, not requiring a priori knowledge, so as not to need to have the perfect field expert knowledge, but the drawback is that only quantified or discrete data can be processed. Kohonen network [8] has the function of data quantification.
Based on the traditional method of obtaining fuzzy rules, Kohonen network, rough set theory and FNN are integrated, and the three advantages and disadvantages are combined and complemented each other, this paper an integrated method to acquire fuzzy rules is put forward. The proposed method has the ability of self-learning, to eliminate the false and retain the true, to eliminate rough and refinement, and to acquire fuzzy rules refining, so as to make fuzzy system more intelligent. Finally, through the example, the validity and practicability of the method is verified.
Proposed Model for Acquiring Fuzzy Rules
The basic idea to acquire fuzzy rules is: first using the Kohonen network to quantify data, and then using the indistinguishable relation and indistinguishable class and simple calculation method of the rough set theory, to find the first simplified rules from the quantified data, then establishing FNN model according to the rules, so the network has the tidy scale at the very start, at the same time the parameters of fuzzy rules can be optimized, finally based on a few simple judgment principles to further simplify the fuzzy rules.
Because only the quantified attributes can be used, when condition attribute is optimized in the rough sets theory, the continuous condition attribute quantification is the key problem of restricting the application of rough set theory. In order to solve this problem, this paper the Kohonen network is selected to quantify condition attribute, and specific algorithm is seen in reference [9] .
In rough set theory, starting point to deal with the problem is to use the indistinguishable relation and indistinguishable class and simple calculation method of the theory to discovery the initial rules from the quantified data table. The specific steps are as follows:
The specific algorithm of attribute reduction to the compatible data table is seen in reference [10] ;
The attribute value reduction to the minimum attribute reduction table can make the rules simplified, and the specific algorithm of value reduction is seen in reference [11] ;
Then the confidence coefficient of each rule is computed, here rough membership function is made as the confidence coefficient of rules. Rough membership function is
, and . shows the number of elements of the collection. In order to obtain fuzzy rules more refined, the FNN can be used to further optimize the rules; at the same time because the redundant attributes are deleted through the rough set theory, and data table is initially simplified, thus the scale of the FNN can be greatly reduced, and the training speed is improved, in order to faster convergence.
With multiple input and single output fuzzy system as an example, the fuzzy rules are used in the following form: The structure of the FNN is shown in Figure 1 , and the network will be divided into five levels, and is designed according to the working process of the fuzzy system, and can be a neural network to realize fuzzy inference system. Fig.1 . Structure of fuzzy inference system According to each layer nodes of FNN above defined, the BP learning algorithm is deduced, the error function is:
Based on the following gradient descent method:
Weights can be adjusted for:
Here k β is the learning efficiency, the center of the membership functions of output variables also can be adjusted according to the expression:
After the network convergence, the rules can be extracted from the network, and can be simplified. The simplification of the rules is based on the weight of the network. Main idea is to make the rules that network weights is zero or very close to zero deemed invalid rules and removed; in all rules with the same condition, the rules that weights is maximal are retained, moreover all other rules are removed. The size of the initial weights represents the successful probability of the rules. After network training, the probability can be increased or is decreased, that the probability is zero means that the rule no longer exists and should be removed. In order to maintain rules consistency, selecting the rules of maximum probability in the contradictory rules is a good choice.
Experiment and Verification
With the Kerogen samples data of a certain area as an example, the data in Table 1 is 21 Kerogen samples, in order to verify the effectiveness of the method proposed this paper, the nine samples selected from the Table 1 (select first three samples of each type) form a data table, used for system optimization combination properties and training of FNN, and the rest of the samples is used for inspection.
Tab.1. Kerogen samples data
Because the rough set theory is only suitable to analysis and process quantified data, therefore, first the Kohonen network algorithm is used to quantify the condition attributes in the data table, in Table 1 each sample corresponds to the nine analysis indicators as condition  attributes  }  ,  ,  , 
, and the initial rule is discovered from quantified data According to the fuzzy rules generated, after the other samples were tested and analyzed, the correct rate of classification results is up to 99.5%, but using all the attributes and the same training set, the correct rate of FNN network classification is only 87.3%, at the same time still using the traditional BP network to simulate the above examples, through comparing the classification results, it is found that the classification accuracy of traditional BP network is higher, but will not get better results than the method, and the neural network is a black box, the middle layer nodes and connection weights have no special meaning, so it is difficult for people to understand. In addition, the selection of the node number of middle layer is mainly depended on trial and error, and the improper selection of the node can influence learning speed, and the network training time is longer.
Conclusion
This paper an integrated method to acquire fuzzy rules is presented, which take full advantage of the Kohonen network, rough sets and fuzzy neural network, so that the integrated method is much better than a single method, and it is verified that the method is an effective method through the example.
