Modulated Instability in Five-Dimensional U(1) Charged AdS Black Hole
  with R**2-term by Takeuchi, Shingo
ar
X
iv
:1
10
8.
20
64
v4
  [
he
p-
th]
  6
 Fe
b 2
01
2
CAS-KITPC/ITP-276
August, 2011
Modulated Instability in
Five-Dimensional U(1) Charged AdS Black Hole with R2-term
Shingo Takeuchi
Kavli Institute for Theoretical physics China,
Institute of Theoretical Physics,
Chinese Academy of Sciences, Beijing 100190, China
shingo@itp.ac.cn
Abstract
We study the effect of R2 term to the modulated instability in the U(1) charged black hole in
five-dimensional Anti-de Sitter space-time. We consider the first-order corrections of R2 term to the
background and the linear order perturbations in the equations of motion. From the analysis, we
clarify the effect of R2 term in the modulated instability, and conclude that fluctuations are stable in
the whole bulk in the range of values the coefficient of R2 term can take.
1 Introduction
One of reasons for the importance in the supergravity would be that it can be regarded as the effective
theory for the low-energy limit of string theory/M-theory in some appropriate compactifications. These
compactifications generate the higher order derivative terms. For example, the higher order derivative
terms appear at R4 order in Type II supergravity action [1–3] and R2 order in heterotic supergravity
action [4,5], respectively. In recent years, a lot of attention is directed to the higher order derivative terms.
Although incomplete lists, recent works for the holographic studies and the studies of gravity concerning
the higher order derivative terms are [6–8] and [9–14], respectively. ∗
In the paper [15], the supersymmetric completion of Chern-Simons term in the 5d supergravity action
was worked out, and the paper [16] newly pointed out that tachyonic modes appear in some conditions in
Einstein-Maxwell theory with Chern-Simons term in 5d U(1) charged AdS black hole. In this appearance
of the tachyonic modes, it turned out that Chern-Simons term plays an important role. Then it would be
natural to consider how the instability is in the 5d supergravity with the higher order derivative terms. In
this study, we will examine the instability in 5d Einstein-Maxwell theory with Chern-Simons term and R2
term in 5d U(1) charged AdS black hole. We consider that this check is important in the following studies in
Einstein-Maxwell theory with Chern-Simons term and R2 term in 5d U(1) charged AdS black hole. In what
follows, let us review the paper [16] briefly to get a good grasp of the instability due to the tachyonic modes.
In the paper [16], considering Maxwell theory with Chern-Simons term in a flat R1,4 space-time with
a constant electric field, it was revealed that the effective masses of some Fourier modes of fluctuations
become tachyonic in some finite momentum region due to the fluctuations at linear order through Chern-
Simons term. Next, in 5d U(1) charged AdS black hole, by imposing extremal limit and near-horizon limit,
they considered AdS2 × R3 with a constant electric background, and the fluctuations of gauge field and
gravity on that background. Then they showed that the Chern-Simons coupling fixed by 5d supergravity
is above the critical value determined by the Breitenlo¨hner-Freedman bound (BF bound) [17]. It means
that there is no instability at the near-horizon region of 5d U(1) AdS black hole at extremal limit, as far
as the supersymmetry is kept.
After the analysis at the near-horizon region mentioned above, they also performed the examination
for the instability in the whole bulk. Here, if some critical couplings smaller (as absolute value) than the
critical coupling gotten in the analysis at the near-horizon region mentioned above are found, it means
∗ Although the paper [14] does not treat the higher order derivative terms specifically, the method given in that paper is
also applicable to the all cases including it, as long as the background is 5d non-rotated black hole.
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that the place where the tachyonic modes are most likely to occur is not the near-horizon region. On the
other hand, if there is no such a critical couplings in the whole bulk, it means that the place where the
tachyonic modes are most likely to occur is the horizon. Using numerical analysis, their result showed that
there is no such a critical coupling. Thus, as far as the interest is whether the tachyonic modes appear or
not, we can see that the analysis only in near-horizon region is enough.
In this paper, we will refer to this instability and the phase where the condensation occurs due to this
tachyonic modes as the modulated instability and the modulated phase, respectively.
After the paper [16], the phase transition of the modulated instability was studied in detail [18]. In the
paper [19], considering a gravity theories with Chern-Simons term and/or transgression term on AdS ×
Sphere as a general class of AdS2×R3, the modulated instability was studied. In the papers [20] and [21],
the modulated instability in 4d RN-AdS black hole and magnetic AdSD−2 × R3 with D = 3 and 4 were
studied, respectively. In the paper [22], the relation between the modulated instability in 5d electrically
charged black branes and p-wave superconductors was studied. In the paper [23], the modulated instability
in the UL(Nf )×UR(Nf ) hard-wall model in the context of AdS/QCD correspondence with baryon chemical
potential was studied.
The modulated instability in D4/D8/D8 model [24] was studied in the following studies: In the papers
[25, 26], phase structure with temperature and baryon chemical potential was clarified. In the paper [27],
the modulated instability induced by axial chemical potential at low temperature region was studied. In
the paper [28], considering baryon and axial chemical potentials, chiral magnetic spiral was studied, where
chiral magnetic spiral is a kind of the modulated instability.
On the other hand, in the paper [29], the instability in D3/D7 at zero temperature was studied. Here
one of sources of the instabilities is the modulated instability.
What we will do in this paper is as follows: The most general expression of R2 term given in the
paper [15] is very long. However, by using the field redefinitions given in the paper [30], we can get the
reduced expression of R2 in the first-order perturbative framework. Here this perturbative framework
means that the coefficients of the terms in R2 term is treated to the first-order perturbation. In this paper,
we will take such a R2 term in 5d Einstein-Maxwell theory with Chern-Simons term, and consider 5d U(1)
charged AdS black hole with the corrections of the R2 term as the background.
Then we will impose extremal limit and near-horizon limit. As a result, our background becomes
AdS2 × R3 with some electric field. Here, let us mention the insight obtained from the extremal limit:
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First we assume that the possible phases are two as the modulated phase and the black hole phase. These
can be regarded as the ordered phase and the disordered phase, respectively. Here, the ordered phase
and the disordered phase mean the phase where symmetries are broken or not, respectively. Generally
speaking, the ordered phase and the disordered phase are in low temperature region and high temperature
region, respectively. It means that the disordered phase is always unstable below the critical temperature.
Then if we get the result that the black hole becomes unstable at extremal limit, we can conclude that the
phase in the low temperature region is the modulated phase, and there is the modulated transition at some
finite temperature. On the other hand, if the black hole phase is stable at the extremal limit, it indicates
that the phase is always the black hole phase uniformly and no modulated phase for any temperature.
Then in the AdS2×R3 space, we will do Kaluza-Klein reduction (KK reduction) with cylinder condition
to the R2 space in R3 space. Here the R2 space is the space where the fluctuations have no dependence.
After that, to the fluctuations on the background geometry AdS2×R1, we perform Fourier transformation
for the R1 space.
Then the fluctuations on the AdS2×R3 at first stage becomes the fluctuation modes depending on the
radial direction of the AdS2 space with the effective mass coming from KK reduction for the R
2 space,
where these modes are labeled by the momentum k as a result of the Fourier transformation for the R1
space. Then we will examine the modulated instability in the AdS2 × R3 from the comparison of the
effective mass with BF bound [17].
This result can be regarded as the result in the whole bulk at extremal limit. Because, as mentioned
above, the near-horizon region is indicated as the place where the modulated instability is most likely to
occur [16].
This paper is organized as follows: In Chap.2 and 3, we give the action and the background in this
study. In Chap.4, we turn on the linear order fluctuations on the background, and perform KK reduction.
Then we compute the effective action for the fluctuations to quadratic order. In Chap.5, we compute
the equations of motion for the fluctuations. Then, in order to get the squared effective mass for the
fluctuations, we combine the equations of motion into the matrix form. In Chap.6, we analyze the squared
effective mass with the first-order corrections of R2 term and examine the instability. Then in Chap.7,
considering all the fluctuations, we conclude about the instability. In Chap.8, we summarize this study.
In Appendix A, we show the equation of motion which is not used in this study.
3
2 The model
We start with the Einstein-Maxwell action with Chern-Simons term, the most general R2 term [15] and a
negative cosmological constant. The expression of the most general R2 term is very long. To reduce it, we
use the field redefinitions [30]. Finally the action we will consider in this paper can be written as
16πG5S =
∫
dx5
√−g
(
R+ 12 + κL4 − 1
4
FMNF
MN
)
+
γ
3!
∫
dx5ǫIJKLMAIFJKFLM , (2.1)
with
L4 = RMNPQRMNPQ − 1
2
RMNPQF
MNFPQ +
1
24
(
FMNF
MN
)2
− 5
24
FMNF
N
PF
P
QF
Q
M +
1
2
√
3
ǫ˜IJKMNAMRJKPQRMN
PQ. (2.2)
where ǫ01234 = −ǫ01234 = 1, ǫ˜IJKLM ≡ ǫIJKLM/
√−g and γ ≡ 1
2
√
3
(
1 − 288κ). As for the coefficient of
R2 term κ, in the field redefinitions mentioned above, it is perturbatively treated to first-order. It means
that κ is very small as κ≪ 1.
We assume that the Chern-Simons coupling γ is a positive number. Then the definition of γ leads to
the upper limit for κ as κ ≤ 1/288. Here the number 1/288 may be considered not to be contrary to
the assumption that κ ≪ 1, mentioned above. Further, we also assume that κ takes a positive number.
Combining these two bounds for κ, finally we treat κ as
0 ≤ κ ≤ 1/288 ≡ κu. (2.3)
3 The background
We consider the 5d U(1) charged AdS black hole with the first-order corrections of κ given as (For detail
of this chapter, see [30])
ds2 =
1
z2
−F (z)dt2 + 1
G(z)
dz2 +
∑
i=2,3,4
(dxi)2
 and At(z) = −H(z), (3.1)
with
F (z) = F0(z)
(
1 + κF1(z)
)
, G(z) = F0(z)
(
1 + κ
(
F1(z) +G1(z)
))
, H(z) = H0(z)
(
1 + κH1(z)
)
,
(3.2)
4
where the coordinate z is in the relation with the usual r coordinate as z ≡ 1/r. F0(z), G0(z) and H0(z)
represent the leading part and F1(z), G1(z) and H1(z) represent the correction part. These are given as
F0(z) =
(
1− z
2
z2h
)(
1 +
z2
z2h
− q2z6h
z4
z4h
)
, (3.3)
H0(z) =
√
3q
(
z2h − z2
)
, (3.4)
F0(z)F1(z) =
1
3
{
3
(− 2 + 26q2z6h − 19(q2z6h)2)z4z4h − 98(q2z6h)z
6
z6h
+ 6
(
1 + 2q2z6h +
(
q2z6h
)2)z8
z8h
+8q2z6h
(
1 + q2z6h
)z10
z10h
+ 19
(
q2z6h
)2 z12
z12h
}
, (3.5)
G1(z) =
2
3
(
1− 28q2z6) , (3.6)
H1(z) =
1√
3
{
−qz2h
(
1− 34q2z6h
)− 11qz2 + 12(1 + 1
q2z6h
)
q3z2hz
6 − 46q3z8
}
, (3.7)
where zh denotes the inverse of the location of horizon. Then as mentioned in the introduction, we will
take extremal limit and near-horizon limit.
In extremal limit, from the Hawking temperature, we can get the following condition:
q2 =
2
z60
(
1− 60κ), (3.8)
where q means the charge of the black hole. We can see from this condition that q2 is always a positive
number for the κ given in (2.3). The functions F (z), G(z) and H(z) given in eq.(3.2) under extremal limit
and near-horizon limit are given as
F (z) = f2
(
z − zh
zh
)2
, G(z) = g2
(
z − zh
zh
)2
, H(z) = h1
z − zh
zh
, (3.9)
with
f2 ≡ 12
(
1 +
218
3
κ
)
, g2 ≡ 12(1 + 36κ), h1 ≡ 2(3 + 181κ)
√
2
3
. (3.10)
Then the metric in the background (3.1) under extremal limit and near-horizon limit becomes
ds2 =
1
z2h
−f2(z − zh
zh
)2
dt2 +
1
g2
(
zh
z − zh
)2
dz2 +
∑
i=2,3,4
(dxi)2
 . (3.11)
By performing some rescaling of the coordinates, finally the background we will consider in this paper can
be written as
ds2 =
1
g2(x1)2
(
− (dx0)2 + (dx1)2
)
+
∑
i=2,3,4
(dxi)2, (3.12)
F01 =
√
−Gh1 ≡
√
−GE, (3.13)
5
where E ≡ h1, and G denotes the determinant of this metric. This geometry is AdS2×R3 with a constant
electric field.
In this geometry, the limit x1 → 0 means the limit to the boundary of the AdS2 part in the AdS2×R3.
We refer to it as the boundary limit in this paper.
4 The effective action for the fluctuations
We consider the perturbations on the background as
GMN = GMN + gMN , GMN = GMN − gMN and AM = AM + aM , (4.1)
where GMN and AM denote the background part, and gMN and aM denote the perturbation part re-
spectively. Then raising and lowering of indices are performed by GMN and GMN . The order of the
perturbations in this paper is linear order in the equations of motion.
The effect of Chern-Simons term is crucial in the modulated instability as can be seen in [16], if there
is no R2 term. The space where the electric background enters is 0 and 1 directions. Then in Maxwell
equation, from the property of the 5d anti-symmetric tensor attached to Chern-Simons term, we can see
that the effect of Chern-Simons term enters to am (m = 2, 3 and 4) components of Maxwell equation.
We can see from the following description for the Maxwell term
FMNFMN = FµνFµν + 2FµmFµm + FnmFnm
= FµνF
µν − 4gmµFµνfmν + 2fµmfµm + FnmFnm, (4.2)
that the am couple to the gravities g
mµ, where µ, ν, ρ, σ = 0 and 1. Thus it turns out that we also need to
consider the contributions from perturbation of gravities gmµ.
For simple analysis, in this paper, we will perform the Kaluza-Klein reduction (KK reduction) [31] to
our fluctuating background. Since our background is AdS2×R3, the R3 space has SO(3) symmetry. Using
it, we can take the direction of propagation of the fluctuations to the x2 direction. Then the fluctuations
become independent of x3 and x4 directions. Here x2, x3 and x4 mean the coordinates in R3 space as can
be seen in eq.(3.12). Namely, we can consider the R1 space and the R2 space in the R3 space separately.
As a result, we can see that the KK reduction with the cylinder condition becomes available to the R2
space.
Then we can see that when m takes 3 or 4, the metric gmν appearing in eq.(4.2) corresponds to the
6
Kaluza-Klein gauge fields (KK-gauge fields).
Let us compute the effective action in the KK reduction mentioned above to quadratic order concerning
the fluctuations. First we will show the indices used in this paper as follows:
µ, ν, ρ, σ = 0, 1 and m = 2, 3, 4 for the AdS2 and the R
3 spaces in the background AdS2 ×R3
α, β, γ, δ = 0, 1, 2 and i, j = 3, 4 for the external and the internal spaces in the KK reduction
Then, we can see that Riemann curvature, Ricci tensor and scalar curvature in the KK reduction can be
written as [31]
Rˆαβγδ = Rαβγδ − 1
4
(
KiαγK
i
βδ −KiαδKiβγ + 2KiαβKiγδ
)
, (4.3)
Rˆiαjβ = −1
4
KiβγK
jγ
α, Rˆαβij = 1
4
(KiαγK
jγ
β −KjαγKiγβ), (4.4)
Rˆαβiγ = 1
2
DγK
i
αβ , Rˆijkα = 0, Rˆijkl = Rijkl , (4.5)
Rˆαβ = Rµν − 1
2
KiγαK
i
γβ, Rˆαi = −
1
2
DλK
iλ
α, Rˆij = 1
4
KiαβK
jαβ , (4.6)
Rˆ = R+R(i) − 1
4
KiαβK
iαβ . (4.7)
Here the quantities with/without the hat denote the ones in the 5d whole space/the 3d external space,
respectively, and R(i) denotes the scalar curvature in the internal space. Kiαβ is defined as K
i
αβ ≡ ∂αhiβ −
∂βh
i
α. Finally the effective action in KK reduction can be written as
S = Sg + Sm + SCS, (4.8)
with
Sg =
∫
dx2dy1
√
−G
{
Rˆ+ 12 + κ
(
RˆMNPQRˆMNPQ − 1
2
RˆMNPQFMNFPQ + 1
24
(FMNFMN)2
− 5
24
FMNFNPFPQFQM + 1
2
√
3
ǫ˜IJKMNAIRˆJKPQRˆMNPQ
)}
+ · · · , (4.9)
Sm + SCS = −1
4
∫
dx2dy1
√
−GFMNFMN + γ
3!
∫
dx2dy1ǫ
IJKLMAIFJKFLM + · · · . (4.10)
Here “· · · ” denotes the terms with more than third-order in the perturbative expansion, and we will ignore
these in what follows. G means the determinant of Gαβ given in eq.(4.1) with the indices as in eq.(4.3).
Actually,
√−g in the action (2.1) can be written as √− detGMN =
√− detGαβ√detGij with perturbing
the background as eq.(4.1). Then in the perturbative expansion to the quadratic order, we can see that
the remaining part of
√− detGMN is
√−G and the rest is involved in “· · · ”.
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Each terms in the effective action (4.9) and (4.10) can be written as
Rˆ = −1
4
KiαβK
iαβ + · · · , (4.11)
FMNFMN = 2fαmfαm + 4hmµ Fµνfνm + · · · , (4.12)
RˆMNPQRˆMNPQ = RαβγδRαβγδ −Rµνρσ
(
KiµρK
i
νσ +K
i
µνK
i
ρσ
)
+DγK
i
αβD
γKiαβ − 8hmµ Rµνρσrmνρσ + · · · , (4.13)
RˆMNPQFMNFPQ = RαβγδFαβFγδ − 3
2
(
KiµνF
µν
)2 − 2DγKiµνFµνfγi
−4hmσ
(
RµνρσFµνfρm + rµνρmF
µνF ρσ
)
+ · · · , (4.14)(FMNFMN )2 = 2F 2(2fαmfαm + 4hmµ Fµνfνm + · · · ), (4.15)
FMNFNPFPQFQM = 4
∑
µ
FµνF
µνfµmf
µm − 8hmν fµmFρσF νρF σµ + · · · , (4.16)
ǫIJKMNAIRˆJKPQRˆMNPQ = 4
(
ǫ0αiβjA0RαiγδRβj
γδ + ǫiµν2jaiRµνρσR2j
ρσ
)
+ · · · , (4.17)
where F 2 ≡ FµνFµν and
RαβγδFαβFγδ = RµνρσFµνFρσ + 4
(Rµνρ2FµνFρ2 +Rµ2ν2Fµ2Fν2)
= 4R0101F01F01 − 4F 01DµK201fµ2 + · · · , (4.18)
RαβγδRαβγδ = 4
(R0101R0101 +R0202R0202 +R1212R1212)
+8
(R0112R0112 +R0212R0212 +R0201R0201) (4.19)
with
R2001 = 1
2
D0K
2
01 + · · · , R2101 =
1
2
D1K
2
01 + · · · , (4.20)
R2021 = 1
2
{
D1K
2
20 + ∂2
(
∂0g21 − ∂0g01 − Γ(0)001g02
)}
+ · · · , (4.21)
R2020 = 1
2
{
D0K
2
20 + ∂2
(
∂0g20 − ∂2g00 − Γ(0)001g12
)}
+ · · · , (4.22)
R2121 = 1
2
{
D1K
2
21 + ∂2
(
∂1g21 − ∂0g11 − Γ(0)001g02
)}
+ · · · , (4.23)
R0101 = 1
2
{
∂1
(
∂0g01 − ∂1G00
)
+ ∂0
(
∂1g01 − ∂0g11
)}−G11{Γ100Γ111 + (Γ001)2}
+Γ(0)100
{
2g02Γ
2
01 − g12
(
Γ200 + Γ
2
11
)}
+
(
Γ201
)2 − Γ200Γ211 + · · · . (4.24)
Here we represent leading part and perturbative part in the fields as
Γαβγ = Γ
(0)α
βγ + Γ
(1)α
βγ + Γ
(2)α
βγ + · · · , (4.25)
FMN = FMN + fMN + · · · , RMNPQ = RMNPQ + rMNPQ + · · · . (4.26)
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In the above computations, we note that Rαβγδ, Fαβ and Aα start with sub-leading order when one of
any indices includes 2, that is to say R2βγδ = 0, F2β = 0 for any β, γ and δ. Further, since we can see that
all Christoffel symbols at leading order take the same value, we present these as Γ(0)100 commonly in the
above expression for simplicity.
We can see that the KK-gauge fields itself appear in the effective action (4.8), which means that the
gauge-transformation for KK-gauge fields is unavailable. But we can see that U(1) gauge symmetry exists.
Thus we can use the gauge transformation of U(1) gauge fields.
It is convenient to combine as hmν ≡ (g2ν , hiν), and accompanying to this, we will useKmαβ ≡ ∂αhmβ −∂βhmα
in what follows.
5 Equations of motion for the fluctuations
First we will consider to compute am (m = 2, 3 and 4) components in Maxwell equation at linear order.
Here, as mentioned in the end of the previous chapter, there is U(1) gauge symmetry in the effective action
(4.8). Using it, we can vanish a2. Then, the components in Maxwell equation we will compute become
ai (i = 3 and 4). From the computation 0 = ∂α
(
∂L
∂(∂αai)
)
− ∂L
∂ai
, we can obtain the following results:
0 = ∂αf
αi + 2γEǫ01imnfmn + EK˜
i
01 −
κ√−G
[
∂γ
{√−g(DγKiµνFµν + 2hiσRµνγσFµν + F 23 (fγi + hiµFµγ)
−5
3
(
FγνF
γνfγi − hiνFρσF νρF σγ
))}
+
1
3
∂2
(√−gF 2f2i)− 2
3
ǫ˜iµν2jRµνρσR2j
ρσ
]
,
= ∂αfαi + 2γEǫ
01imnfmn + EK˜
i
01 − κ
[(
− 2E∂µ∂µ + 8g2E − 4g2Ex1∂1 + E3
)
K˜i01 −
4
3
ǫ012ijg2∂2K˜
j
01
+E2
(
∂µ∂µ − 2
3
∂2∂2
)
ai
]
, (5.1)
where K˜mαβ ≡ Kmαβ/
√
−G. Since there is the coupling with the gravities, we will also compute 0 =
∂α
(
∂L
∂(∂αhiν)
)
− ∂L
∂hi
ν
for ν = 0 and 1,
0 = ∂µ
(√−gKiµν)+√−gF νσfiσ − κ
[
∂2
[√−g{4ΓνρσDρKiσ2 + 2√
3
ǫ˜0ρiαjA0Γ
ν
ρσrαj
σ2
}]
+∂µ
[√−g{− 4(Rµρνσ +Rµνρσ)Kiρσ − 4(ΓµρσDρKiσν − ΓνρσDρKiσµ)
+
1
2
(
3KiρσF
ρσFµν + 2
(− ΓµρσF σν + ΓνρσF σµ)fρi)− 4√
3
ǫ˜0ρiαjA0
(− Γµρσrαjσν + Γνρσrαjσµ)}]
−√−g
{
− 4RµνρσDνKiρσ + 2
(
RρσµνFρσfµi − 1
2
DµK
i
ρσF
ρσFµν
)
+
1
3
fµi
(
F 2F νµ + 5F νρFρσF
σµ
)}]
,
(5.2)
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Further computing by the components,
0 = ∂1K˜
i
01 + ∂2K
i
02 + Ef1i − κ
[ 4
x1
∂2
(
∂0K˜
i
12 + ∂1K˜
i
02
)
+
g2√
3
A0x
1ǫ012ij∂2∂2K
j
02 + 3
(
4g2 − E2
)
∂1K˜
i
01
+8g2∂1
(
x1D1K˜
i
01
)
+ 2g2E∂1
(
x1f1i
)
+
{
2
(
E2 − 4g2
)
D1K˜
i
01 − E
(
4g2 − E2
)
f1i
}
+
4E√
3
g2x
1ǫ012ij∂2K˜
j
01
]
,
(5.3)
0 = −∂0K˜i01 − ∂2Ki12 − Ef0i − κ
[
− 4
x1
∂2
(
∂0K˜
i
02 + ∂1K˜
i
12
)− g2√
3
A0x
1ǫ012ij∂2∂2K
j
12 − 3
(
4g2 − E2
)
∂0K˜
i
01
−8g2∂0
(
x1D1K˜
i
01
)− 2g2E∂0(x1f1i)+ {2(4g2 − E2)D0K˜i01 + E(4g2 − E2)f0i}], (5.4)
where ∂1A0 = h1 ≡ E and ∂2 = ∂2. Then from ∂1(5.3)− ∂0(5.4), we can obtain the following equation:
0 = ∂α∂αK˜
i
01 + E∂
µ∂µai − κ
[
∂1
{ 4
x1
(
∂0K˜
i
12 + ∂1K˜
i
02
)}
+ ∂0
{ 4
x1
(
∂0K˜
i
02 + ∂1K˜
i
12
)}
3
(
4r2 − E2)∂µ∂µK˜i01 + 8r2∂µ∂µ(x1D1K˜i01)+ 2r2E∂µ∂µ(x1∂1ai)
+2
(
E2 − 4r2)(∂1D1 + ∂0D0)K˜i01 − E(4r2 − E2)∂µ∂µai + 4E√
3
g2ǫ
012ij∂1
(
x1∂2K˜
j
01
)]
, (5.5)
where fαi = ∂αai, since the fluctuations have no dependence on the i = 3 and 4 directions. Now we can
see from the eqs.(5.3) and (5.4) with κ = 0 that the order of Ki02 and K
i
12 is comparable with K˜
i
01. Then
downing the upper index of the partials as ∂µ = Gµµ∂µ and from the definitions K˜
i
12 = K
i
12/
√−G and
K˜i02 = K
i
02/
√−G, under the boundary limit (x1 → 0), we can see that the following five terms vanish
∂1
{ 1
x1
(
∂0K˜
i
12 + ∂1K˜
i
02
)}
, ∂0
{ 1
x1
(
∂0K˜
i
02 + ∂1K˜
i
12
)}
, ∂µ∂µ
(
x1D1K˜
i
01
)
, ∂µ∂µ
(
x1∂1ai
)
, ∂1
(
x1∂2K˜
j
01
)
,
(5.6)
and the following two terms change as
(
∂1D1 + ∂
0D0
)
K˜i01 →
(
∂1∂1 + ∂
0∂0
)
K˜i01, ∂
1
( 1
x1
∂2K˜
j
01
)→ −r2∂2K˜j01. (5.7)
Finally, we can combine the equations of motion (5.1) and (5.5) with the boundary limit (x1 → 0) into
the matrix form as
0 =

m2 − k2 − κA 4γEki E − κB −κC3
−4γEki m2 − k2 − κA −κC4 E − κB
Em2 − κD 0 m2 − k2 − κE 0
0 Em2 − κD 0 m2 − k2 − κE


a3
a4
K˜301
K˜401
 (5.8)
with
A ≡ E2
(
m2 +
2
3
k2
)
, B ≡ −2Em2 + 8g2E + E3, Ci ≡ 4
3
ǫ012ijg2ik,
D ≡ −E(4g2 − E2)m2, E ≡ (4g2 − E2)m2, (5.9)
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where j = 4, 3 in Ci for i = 3, 4 respectively, and ∂µ∂µ and ∂2 = ∂2 are replaced with m2 (the squared
effective mass of the fluctuations in AdS2) and −ik (the result of Fourier expansion) , respectively, where
we will abbreviate the labeling k for the Fourier expansion.
6 Analysis for the instability
In this chapter, we will examine the modulated instability. It is induced by the fluctuations. Our original
background is 5d U(1) charged AdS black hole. Then imposing extremal limit and near-horizon limit, finally
the background in this study is given as AdS2×R3 with the constant electric field given as eq.(3.12), where
R3 space is divided into two parts as R1 and R2 as mentioned in Chap.4.
In Chap.4, we have done KK reduction with cylinder condition for the R2 space. After that, toward
the fluctuations on the background geometry AdS2 × R1, we have performed Fourier transformation for
the R1 space as mentioned in the last sentence of Chap.5. By doing so, the fluctuations on our background
AdS2×R3 at the first stage become the Fourier modes of the fluctuations on AdS2 space with the effective
mass coming from the KK reduction, where we will abbreviate the labeling of the momentum k for each
modes. Then, in this chapter, we will determine the modulated instability from the comparison of the
effective mass with the Breitenlo¨hner-Freedman bound (BF bound) [17].
In the comparison with BF bound, generally speaking, the instability is determined by whether the
squared effective mass of a scalar field in the AdS space-time evaluated at the boundary exceeds m2BF
or not. If the squared effective mass is above m2BF, that AdS space-time becomes stable. In the case of
AdS2 space-time which is our case, it is known that m
2
BF = −1/(4l2) = −3, where l2 = 1/12 denotes the
curvature radius of AdS2 space-time.
Thus in order to compare with BF bound, we need to take the boundary limit (x1 → 0) in the evaluation
of m2, and it has been taken at eq.(5.8). Next, in the evaluation of m2 in eq.(5.8), we can see that m2 in
eq.(5.8) is given by four roots. We can consider these four as the squared effective mass for each modes of
the four fluctuations, a3, a4, K˜301 and K˜
4
01. We will choose the lightest one among the four. We can see that
the four fluctuations a3, a4, K˜301 and K˜
4
01 are scalar fields toward our current background AdS2 space. Thus
we can compare them2 obtained as the lightest root with BF bound of our current background AdS2 space.
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From the evaluation of the determinant in eq.(5.8), we can obtain the following equation:
0 = k8 − 4k6(m2 + 8)+ 2k4(3m2 + 8)m2 + {(m2 − 24)2 − 4k2(m2 − 16)}(m2)2
+
32
3
κ
{
3k8 + 1366k6 + k4
(
−27m2 + 48
√
3− 2951
)
m2 + 2k2m2
(
21m2 + 686− 24
√
3
)
+3(m2)2
(−6(m2)2 + 143m2 + 24)}+O(κ2). (6.1)
From this equation, we can get the squared effective mass for the four modes with the first-order corrections
of κ. Here, the solution for m2 is given by the four roots. (Its meaning is mentioned above.) We choose
the lightest one among the four roots.
Here we remember that κ is bounded as 0 ≤ κ ≤ κu in eq.(2.3). Then at κ = 0, we can solve eq.(6.1)
analytically, and the result is given as
m2
∣∣
κ=0
= 12 + 2
√
2k + k2 − 4
√
9 + 3
√
2k + 2k2. (6.2)
We can check that this result is consistent with the result in [16]. On the other hand, when κ > 0, we
solve this equation (6.1) numerically. Finally we obtain the result shown in Fig.1.
-6 -4 -2 0 2
0
1
2
3
4
5
k
m
2
-
m
B
F2
Figure 1: The figure to show the values of the squared effective mass for the Fourier modes of the linear order
fluctuations toward BF bound for the momentum with the first-order corrections of κ, where this squared effective
mass is evaluated from eq.(6.1). The x-axis means the momentum k and the y-axis means m2 − m2BF, where
m2BF = −3. Red line (solid), blue line (dashed), magenta line (dotted) and green line (dot-dashed) mean the result
with κ = 0, 1/5000, 1/1000 and 1/288 (= κu) respectively, where 0 ≤ κ ≤ κu as given in in eq.(2.3).
We can see that when κ = 0, the squared effective mass extremely closes to BF bound, but does not violate it. (
Actually the lowest value at κ = 0 can be calculated from eq.(6.2) as m2 = −2.968042 . . . > m2BF [16].)
As κ turned on, the squared effective mass separates gradually from BF bound for the negative k. On the other
hand, the squared effective mass drops toward BF bound little by little for the positive k. We can see that in the
range 0 ≤ κ ≤ κu, BF bound is not violated.
The Fig.1 shows the values of the squared effective mass for the Fourier modes of the linear order
fluctuations at the first-order corrections of κ. Its x-axis and y-axis mean the momentum k and m2−m2BF
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respectively, where m2BF = −3. The red line (solid), blue line (dashed), magenta line (dotted) and green
line (dot-dashed) mean the result with κ = 0, 1/5000, 1/1000 and 1/288 (= κu) respectively, where
0 ≤ κ ≤ κu as mentioned in eq.(2.3).
In Fig.1, we can see that when κ = 0, the squared effective mass mostly closes to BF bound, but does
not violate it. (Actually the lowest value at κ = 0 can be calculated from eq.(6.2) asm2 = −2.968042 . . . >
m2BF [16].) As κ turned on, the squared effective mass separates from BF bound gradually for the negative
k. On the other hand, the squared effective mass drops toward BF bound little by little for the positive k.
We can see that in the range 0 ≤ κ ≤ κu, BF bound is not violated.
From this result, we can conclude that there is no modulated instability in the four modes of the linear
order perturbations a3, a4, K˜301 and K˜
4
01 on AdS2 × R3 with the first-order collections of κ at extremal
limit.
As mentioned in the introduction, since the modulated instability is most likely to occur around horizon,
this result means that there is no modulated instability in the above four modes on the 5d U(1) charged
AdS black hole entirely with the first-order collections of κ at extremal limit.
7 The instability in the rest fluctuation modes
Having examined the instability in the Fourier modes of the linear order perturbations a3, a4, K˜301 and
K˜401 in Chap.6, now let us turn to the fluctuations other than these four. The analysis for these modes
would be very hard. So, we would like to make a conclusion without the actual analysis.
Now there are three effects as follows: Chern-Simons term, gravity and R2 term. It has been known
in [16] that the effects of Chern-Simons term and gravity are to make the modes lighter and heavier,
respectively. (More concretely, it can be seen from the following: In Sec.III of [16], BF bound is violated in
the analysis first performed only with the fluctuations of electric field, but in the subsequent analysis with
both the fluctuations of electric field and gravity, BF bound is kept.) On the other hand, from the analysis
of Chap.6, it may be considered that R2 term does not have the effect to make the modes unstable. Hence
we may consider that only the modes with the effect of Chern-Simons term has potential to be tachyonic.
As mentioned above eq.(4.2), the effect of Chern-Simons term enters into am (m = 2, 3, 4) components
of Maxwell equation. Now we can take a2 = 0 by the gauge transformation as mentioned above eq.(5.1).
As a result, the fluctuations to be examined become ai (i = 3, 4). In Chap.6 we have examined that these
two modes are stable.
Thus, we may conclude that all the modes in the fluctuations are stable. Then we may conclude, as
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mentioned in the introduction, the phase structure consists of only black hole phase for any temperature.
8 Summary and remark
In this study, we have considered the model with R2 term fixed by the supersymmetric completion of
Chern-Simons term in the 5d supergravity and the field redefinitions. The background has been the 5d
U(1) charged AdS black hole with the first-order corrections of R2 term. Assuming that the Chern-Simons
coupling and the coefficient of R2 term do not take negative values, we have bounded the value of the
coefficient of the R2 term. Then performing extremal limit and near-horizon limit, we have simplified the
background to AdS2 × R3 with a constant electric field. In such a circumstance, we have examined the
effect of R2 term on the modulated instability.
We have carried out the linear order perturbative analysis explicitly in Chap.6, and gotten the ten-
dency of effect of R2 term. Then based on this, in Chap.7, we have concluded that there may be no
modulated instability. The place where the modulated instability is most likely to occur is the horizon,
Based on it, we have interpreted our conclusion as the one in the entire bulk. Further we have made a com-
ment on the phase structure as in Chap.7 that the phase structure is always the black hole phase uniformly.
Before the study in this paper, we have been studying the modulated instability in the 5d U(1) charged
black-ring [32,33]. In that study, the action was Einstein-Maxwell with Chern-Simons term and no higher
derivative term.
In the actual analysis, we have taken black-string limit first as well as the other studies. After that, we
have imposed extremal limit and near-horizon limit. In that case, Dirac-Misnner condition and the balanc-
ing condition are needed (e.g. [33]). Then, finally it has turned out that the electric background vanishes
under these conditions. The electric background is essential in the modulated instability. Furthermore
this matter had been already mentioned in the appendix of [34].
After that, we have turned to the analysis in non-extremal case or the analysis without near-horizon
limit. But since it has turned out that there is no modulated instability at extremal limit, we can expect
that there is no modulated instability at any temperature by the reason mentioned in the introduction.
Thus, the analysis in non-extremal case is not interesting. Further, the analysis without near-horizon limit
is not also interesting. Because the place where the modulated instability is most likely to occur is on the
horizon. Thus we have closed out that study. ∗
∗ We can see that the 5d charged black-ring appearing in [35, 36] is same type with the black-ring we have studied.
Therefore, we can consider that there is no change due to the modulated instability in the effective geometry [35] or the phase
structure in the gravity side of D1-D5 system [36] they have revealed.
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After that, we have changed the model to Einstein-Maxwell with not only Chern-Simons but also Gauss-
Bonnet term. Then we have taken 5d U(1) charged AdS black hole with the corrections of Gauss-Bonnet
term as the background (e.g. [37]). In such a circumstance, we have restarted the study of the modulated
instability. Here, as well as this paper, by imposing extremal limit and near-horizon limit, we have changed
the background to AdS2 ×R3 with electric background having the corrections of Gauss-Bonnet term.
But it has turned out that the relation between the Chern-Simons coupling and Gauss-Bonnet term is
unclear, unlike the case of R2 term as the equation below eq.(2.2). It means that we have to search for
the modulated instability in the 3d parameter space composed of the coefficients for Chern-Simons term,
Gauss-Bonnet term and the momentum for the R1 space.
On the other hand, the relation between the coefficients of the R2 term and the Chern-Simons term
has been given in [15, 30]. Thus we have changed the model to the one with R2 term as in this paper.
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Appendix A The equations of motion for hi2 and a2
The equation derived from 0 = ∂α
(
∂L
∂(∂αhi2)
)
− ∂L
∂hi
2
is not shown in the body text as in eq.(5.2), since it is
not used in this study. To complete the equation of motion for hiα, we give it as
0 = ∂µ
(√−gKiµ2)− κ∂µ[√−g{− 4ΓµρσDρKiσ2 + 4√
3
ǫ˜0ρiαjA0Γ
µ
ρσrαj
σ2
}]
= −∂0Ki02 + ∂1Ki12 − κ
[
− ∂0
{ 4
x1
(
∂0K˜
i
12 + ∂1K˜
i
02
)}
+ ∂1
{ 4
x1
(
∂0K˜
i
02 + ∂1K˜
i
12
)}− 2E√
3
g2x
1ǫ012ij∂2K
j
12
]
.
(A.1)
While the component of a2 in eq.(5.1) can be given immediately by replacing the symbol i with 2 in
eq.(5.1). (In this computation, the last two terms in the first equation of eq.(5.1) drop.)
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