ABSTRACT. We re-write the character formulae of [4] in a form amenable to explicit computations in p-adic harmonic analysis, and use them to prove the stability of character sums for a modification of Reeder's conjectural positive-depth, unramified, toral supercuspidal L-packets [21] .
To further explain the content of §4, we note that the character formulae of [4] are explicit, in the sense that all ingredients are described in terms of the parametrising data (see Definition 4.1.2); but they can be difficult to evaluate in particular cases. (See, for example, [5, §14] for the case G = SL 2 (k).) There are four main ingredients:
• The character of π ′ . We assume inductively that this is already known. The base case of this induction is provided by depth-0 character formulae; see [10, Lemma 10.0.4] .
• A product of indices of subquotients (see [4, Proposition 5.3.3] ). This is discussed in §4.2, and computed in Corollary 4.2.2.
• A fourth root of unity (see [4, Propositions 3.8 and 5.2.13] ). This is discussed in §4.3, and computed (or, at least, re-cast in a form more amenable to stability calculations) in Proposition 4.3.8. Its behaviour is rather subtle; see Proposition 4.3.7 in the unramified case, and [24] for the effects of ramification.
• The Fourier transform of an orbital integral on a centraliser subgroup. This contribution is predicted by Murnaghan-Kirillov theory (see, for example, [15] ), and plays the rôle of a Green's function in the Deligne-Lusztig character formulae (see, for example, [10, Lemma 12.4.3] ). We treat it as an uncomputed 'primitive ingredient', although the normalisation of the measure occurring in its definition is quite important. See §4.5, particularly Proposition 4.5.1. Finally, in §5, we use the character formula Theorem 4.6.2 to show stability of character sums. Here we restrict our attention to toral supercuspidal representations, and, for most of the section (with the exception of Corollary 5.6), even to unramified, toral supercuspidal representations. Motivated by Theorem 4.6. Definition 2.1.1. Let k be a field and ord a non-trivial discrete valuation on k (with value group Z) with respect to which k is complete. Choose a fixed separable closure k sep /k, and denote the unique extension of ord to k sep again by ord. Let k un (respectively, k tame ) be the maximal unramified (respectively, tame) extension of k inside k sep . Put Γ = Gal(k sep /k) and Γ un = Gal(k sep /k un ). If E/k is a separable extension, then denote by
• O E the ring of integers of E,
• P E the unique maximal ideal in O E ,
• f E the residue class field O E /P E of E, and
• q E the cardinality of f E . We sometimes drop the superscript E when E = k. We require that f be finite (equivalently, that k be locally compact).
Finally, let Fr be any element of Γ whose image in Gal(f k un /f) is the inverse of t → t q .
Definition 2.1.2. Let Λ be an additive character of k, i.e., a homomorphism k → C × , chosen as in [4, §1.1] . In particular, Λ is trivial on P but not on O. Write Λ again for the resulting character of f. Given a finite-dimensional k-or f-vector space V , these characters fix a canonical identification of the linear and Pontrjagin duals of V . Definition 2.1.3. If V is a finite-dimensional k-or f-vector space, with Pontrjagin dual V , and f : V → C is smooth (that is, locally constant with respect to the analytic topology on V -which is no condition if the field of scalars is f), then the Fourier transformf : V → C of f is defined byf
where dX is a suitably normalised Haar measure on V (see below). The choice of additive character Λ (Definition 2.1.2) allows us to regardf as a function on the linear dual V * .
Since V is canonically identified with V , we may, and do, further regardf as a function on V . Then the Haar measure dX is chosen so that the fourth power of the Fourier transform is the identity.
Tori and related functions.
For the remainder of this paper, let G be a connected, reductive k-group. Whenever a k-group is denoted by a boldface Roman letter, such as H, we denote its Lie algebra by the corresponding boldface Fraktur letter, such as h h h. Whenever a kvariety is denoted by a boldface letter, such as Y, we denote its set of rational points by the corresponding non-boldface letter, such as Y . Thus, for example, h is the space of k-rational points of the Lie algebra of H. The identity component of H is denoted by H
• , and, by abuse of notation, the group of k-rational points of H
• by H • (even though this latter group is actually totally disconnected in the analytic topology inherited from k).
A maximal torus T in G (that is defined over k) is called a maximal G-torus.
Definition 2.2.1. If T is a maximal G-torus, then write R(G, T) for the set of weights of the adjoint action of T k sep on g g g k sep , and R(G, T) = R(G, T) {0} for the absolute root system of T in G.
Definition 2.2.2.
An element γ ∈ G (respectively, X ∈ g; respectively, X * ∈ g * ) for which the identity component of C G (γ) (respectively, the stabiliser of X in the adjoint action; respectively, the stabiliser of X * in the coadjoint action) is a torus is called regular semisimple. Write G rss (respectively, g rss ; respectively, g * rss ) for the set of such elements. A regular, semisimple element with connected centraliser is called strongly regular semisimple [10, §2.9, p. 817] .
For the remainder of this section, fix a maximal G-torus T, and put R = R(G, T) and R = R(G, T).
As in [29, §4, p. 591], we identify the Lie algebra t and its dual t * with the subgroups of g and g * , respectively, fixed by the (adjoint or coadjoint, respectively) action of T . The terminology and symbols below (Definitions 2.2.3 and 2.2.4) make sense for arbitrary characters, but we need them only for roots. The notation is as in [4, Notation 3.6] , except that we write k α in place of F α , and σ α in place of η α . Definition 2.2.3. If α ∈ R, then α is symmetric exactly when its Γ-orbit contains −α (and non-symmetric otherwise). A symmetric root is ramified exactly when its Γ un -orbit contains −α (and unramified otherwise).
If S is any subset of R, then S symm , S symm, unram , S symm, ram , and S symm are the sets of roots in S that are symmetric, symmetric and unramified, symmetric and ramified, and non-symmetric, respectively. If α ∈ R symm , then let σ α be any element of Γ un (if α is ramified) or of Γ (if α is unramified) such that σ α α = −α. Definition 2.2.4. If α ∈ R, then put Γ α = stab Γ α and Γ ±α = stab Γ {±α} = Γ α , σ α . Write k α for the fixed field in k sep of Γ α , and similarly for k ±α . All our notations below with subscript α have obvious analogues with subscript ±α, which we use as necessary. Write
• O α = O kα and P α = P kα ;
• n α , e α , and f α for the degree, ramification degree, and residual degree, respectively, of k α /k; • f α = f kα , and q α = q kα ;
• if α is symmetric and unramified, then f 1 α is the kernel of the norm map from f α to f ±α ; and
α Z for the value group of k α . These objects depend only on the Γ-orbit ω of α; so we denote them instead by k ω , &c., when convenient. Definition 2.2.5. If α ∈ R, then g g g α is the α-weight space for the action of T kα on g g g kα , and G α is the corresponding subgroup of G kα (denoted by U α in [25, Proposition 8.1.1(i)] when α = 0). Note that these are defined only over k α , not necessarily over k.
Remark 2.2.6. In particular, g 0 = t and G 0 = T, both of which are defined over k 0 = k. Definition 2.2.7. For γ ∈ T and X ∈ t, and any character χ of T k sep , put ord γ χ = ord χ(γ) − 1 and ord X χ = ord dχ(X).
For X * ∈ t * and α ∈ R, define dα
Note that ord γ is a non-negative function exactly when γ is bounded (that is, has bounded orbits on the set B(G, k) of Definition 3.0.2 below, in the sense of [7, 
It is well known that the discriminant function on G (see, for example, [13, §VI.1, p. 63]) controls the 'blow up' of characters [13, Theorem VI.8.14] . We introduce a slight variant where, rather than taking the globally lowest coefficient in a characteristic polynomial (which may vanish), we take the pointwise lowest coefficient (which never vanishes). It seems that this may actually provide a better measure of the blow up of the character; at least, it gives us a more natural inductive formula for characters (Theorem 4.6.2).
is the coefficient of the lowest-degree power of t in det(Ad(γ) − 1 + t) (respectively, det(ad(X) + t)).
Remark 2.2.9. Preserve the notation of Definition 2.2.8. If γ ∈ G and X ∈ g have Jordan decompositions γ = γ ss · γ un and X = X ss + X nil , respectively, then
. Now suppose that γ ∈ T and X ∈ t. By passing to a splitting field for T, we see that
It is therefore natural to define
MOY-PRASAD FILTRATIONS
As in §2.2, let G be a connected, reductive k-group.
Definition 3.0.1. Put R = R ⊔ {r+ | r ∈ R}. This carries a natural order, and an orderreversing involution · defined byr = (−r)+ and r+ = −r for r ∈ R.
Note that, unlike [3, §3], we do not find it convenient to include +∞ in R. For the remainder of this section, fix a k tame -split, maximal G-torus T and a point x ∈ B(G, k) lying in the image of B(T, k) (which we abbreviate to just "x ∈ B(T, k)"). Put R = R(G, T) and R = R(G, T). . Also, put G r = y∈B(G,k) G y,r and g r = y∈B(G,k) g y,r . In particular, G x,0 is the parahoric subgroup of G associated to x [8, Définition 5.2.6], and g * x,r = {X * ∈ g * | X * , Y ∈ P for all Y ∈ g x,r }. If G is a group equipped with a filtration (G i ) i∈I by subgroups, then we frequently write G i:j in place of G i /G j when G j ⊆ G i (even if the quotient is not a group). Thus, for example, G x,0:0+ is the group of f-points of a reductive f-group [19, §3.2, p. 398].
Our (rational) character computation Theorem 4.6.2 requires the existence of a 'mockexponential' map that behaves, in many ways, like an exponential map, but may sacrifice some equivariance in order to converge on a larger domain. Hypothesis 3.1.2 below, which depends implicitly on a positive rational number r, formalises this. Note, however, that we do not need this hypothesis until Theorem 4.6.2 (at which point r stands for the depth of the representation whose character we compute there). We also require the hypothesis for the consequences of Theorem 4.6.2 in §5; but, in that section, we actually impose the stronger hypothesis [10, Restriction 12.4 
The point x ∈ B(T, k) defines a 'valuation of root datum', roughly in the sense of [7, §6.1.1] , except that we must take into account the fact that T need not be k-split (nor even maximally k-split). Lemma 3.1.6. If α ∈ R and i, j ∈ R with i ≤ j, then the pairing
Proof. Let G ±α be the k α -split, rank-1, semisimple Lie group generated by the (±α)-root subgroups of G. By [25 
Proof. This follows from Lemma 3.1.6 and the fact that a choice of k α -basis of g g g α (k α ) furnishes an isomorphism of g g g α (k α ) x,i:j with a quotient of fractional ideals of O α . Such a quotient is self-dual (as an O α -module). 
with the notation of Definition 3. The group algebra O[T ] of the torus T acts naturally on g, on g g g α , and on each T g x,f (via their natural O-module structures, and the adjoint action of T ). We prove a few basic results about its action on groups of the form T g x,f that will be needed in the proof of Lemma 3.2.5.
Lemma 3.2.2. There is a canonical O[T ]-module isomorphism
that restricts, for any function f : Γ\ R → R ∪ {+∞}, to an isomorphism
Proof. The inverse isomorphism sends (X α ) α∈Γ\ R to α∈Γ\ R σ∈Γ/Γα σX α . It is straightforward to check that its restriction has the desired properties.
for all α ∈ R, and
Then there is a non-canonical
and similarly forg.
Proof. By Corollary 3.1.7, there is a non-canonical O-module isomorphism
which, by Lemma 3.2.2, may be transferred to the desired isomorphism. 
+r (where (f + r)(0) := f (0) and (f + r)(α) := f (α) + r α for all α ∈ R), and that has determinant there of valuation
Proof. By hypothesis, there is a collection (c α ) α∈Γ\R such that c α ∈ k α and ord(c α ) = r α for all α ∈ R. By Lemma 3.2.2, the automorphism of α∈Γ\ R g g g α (k α ) that is the identity on the α = 0 summand, and that multiplies the summand corresponding to α ∈ R by c α , may be transferred to the desired automorphism of g. Lemma 3.2.5 is crucial in the calculation of Proposition 4.2.1, where it accounts for the appearance in the character formula Theorem 4.6.2 of a blow-up controlled by the discriminant.
• f (α) < +∞ whenever f (−α) < +∞, and similarly for g(α),
• g(α) < +∞ whenever f (α) < +∞, and
Remark 3.2.6. In our application of Lemma 3.2.5 (see the proof of Proposition 4.2.1), we have that f (0) = g(0) and that f and g are ±Γ-, not just Γ-, invariant; so then the condition on their values becomes that f (α), g(α) ∈ 1 2 Z α for all α ∈ R, and the cardinality becomes
Proof. We have that T g x,f :g = t x,f (0):g(0) ⊕ g x,fR:gR , where f R and g R agree with f and g, respectively, on R, and take the value g(0) at 0; and similarly for T g x,f +:g+ . Thus, it suffices to consider the case where f (0) = g(0). In this case, put r α = 0 if f (α) = +∞, and
otherwise. By Corollary 3.2.3 and Lemma 3.2.4, we have that
hence that
Now, whenever f (α) < +∞, we have that
CHARACTER FORMULAE
As in §3, let G be a connected, reductive k-group. This section is devoted to making more explicit the computations of [4] of the characters of supercuspidal representations of G. To use those computations, we must assume that G satisfies [3, Hypotheses B and C], so we do so for the remainder of the paper. In order that the theory not be vacuous, we also assume for the remainder of the paper that G possesses a k tame -split, maximal torus, so that G also satisfies [ We begin by recalling Yu's construction [29] of the so called 'tame' supercuspidal representations of G; the necessary notation is introduced in §4.1. The next four subsections handle the ingredients of the character formulae of [4] , as described in the introduction. Finally, in §4.6, we tie together these results to give an inductive formula (Theorem 4.6.2) that computes the character of a tame supercuspidal representation in terms of the character of a supercuspidal representation of a smaller group, together with what we believe to be a minimal collection of auxiliary data (the fourth roots of unity occurring in Definition 4.3.1).
4.1. Notation. We begin by defining, inductively (on the semisimple rank of G, say), a parametrising set for the supercuspidal representations that we consider. The pair is toral if G ′ is a torus, and 
in the sense of [16, §0.3 ] (see also [29, §3] ). In particular, r d−1 = r; and, by Definition 4.1.1, 
, then, by [29, Lemma 3.3] , the images of x and x ′ in the reduced building B red (G, k) are in the same G ′ -orbit. By construction [29, §4] , since π ′ is the twist by φ of a representation of depth strictly less than r, we have that π
is φ-isotypic, and similarly for φ ′ . Thus, φ and φ ′ agree on (the
The next definition builds in [4, Hypothesis 2.3] to our definition of a cuspidal pair. Definition 4.1.4. In the notation of Definition 4.1.2, the depth-r, expanded cuspidal G- Note that a toral, cuspidal G-pair is automatically compact and central. 
x,−r/2 . We now introduce notation for the basic objects of harmonic analysis, namely, characters and (Fourier transforms of) orbital integrals. We work with characters and orbital integrals that have been 'normalised' by multiplying by the square root of the (reduced) discriminant to remove singularities. Definition 4.1.6. Recall that, if π is a smooth irreducible representation of G and X * is a semisimple element of g * (i.e., if it is fixed by the co-adjoint action of some maximal torus of G), then the distribution character 
and, if X * is strongly regular semisimple, then also For the remainder of this section, fix a compact, central, expanded cuspidal quintuple Let T be a maximal H-torus (so that γ <r ∈ T ), and write
It is convenient to impose no additional hypotheses on T for Lemma 4.1.9, but we do add some hypotheses immediately afterwards.
Remark 4.1.8. By [3, Lemma 6.13], if γ ∈ T , then γ <r ∈ T as well. In this case, we have that ord α(γ) − α(γ <r ) ≥ r (hence that ord γ α = ord γ<r α) for α ∈ R R H , and that α(γ) = α(γ ≥r ) for α ∈ R H . In particular, R H = {α ∈ R | ord γ α ≥ r}.
Proof. By Remark 2.2.9, we have that
so that the desired equality follows from Remark 4.1.8.
For the remainder of this section, suppose that T is k tame -split and contained in G ′ , and that x ∈ B(T, k). Then γ <r ∈ T ⊆ G ′ [3, Remark 6.10(1)], so that it makes sense to define C (r)
G ′ (γ <r ). By abuse of notation, we write C (r) γ; x, r :
Proof. In the notation of [3, Definition 5.14], write T G x,0+∨(r−ordγ )/2 and T g x,0+∨(r−ordγ )/2 as abbreviations for T G x,fH and T g x,fH , where
(r − ord γ α), α ∈ R R H ; and, similarly, T G x,(0∨(r−ordγ )/2)+ and T g x,(0∨(r−ordγ )/2)+ instead of T G x,f + and T g x,f + , where f + is defined by
is everywhere strictly positive. We are also interested in the merely non-negative function f defined by γ; x, r = T G x,0+∨(r−ordγ )/2 and γ; x, r+ = T G x,0∨(r−ordγ )/2)+ .
In the notation of [3, Definition 5.14], we have by [3, Proposition 5 .40] that T 0+ G x,r/2 = (T, G) x,(0+,r/2) and T 0+ G x,(r/2)+ = (T, G) x,(0+,(r/2)+) ; the corresponding Lie-algebra statements follow immediately from Definition 3.2.1. Thus, we are almost in a position to use Lemma 3.2.5, except for two obstacles. First, we are working on the group, not on the Lie algebra; and, second, the function f H is not real valued.
The solution proceeds in two stages: we first pass to the Lie algebra, then 'manually' account for the difference between f H and the real-valued function f . Although there need not be any reasonably behaved map from T G x,(0+∨(r−ordγ )/2) /T 0+ G x,r/2 to T g x,(0+∨(r−ordγ )/2) /(t 0+ + g x,r/2 ), an argument as in [3, Corollary 5.25] shows that there are filtrations (G i ) n i=0 and (Lie(G i )) n i=0 of T G x,0+∨(r−ordγ )/2 and T g x,0+∨(r−ordγ )/2 , respectively, such that
) for all i ∈ {0, . . . , n − 1} (via a Moy-Prasad isomorphism; see [19, §3.7] and [1, §1.5, p. 12]), • G 0 = T G x,0+∨(r−ordγ )/2 and Lie(G 0 ) = T g x,0+∨(r−ordγ )/2 , and • G n = T 0+ G x,r/2 and Lie(G n ) = t 0+ + g x,r/2 .
Thus,
γ; x, r :
and, similarly,
so that we may re-write the left-hand side of the equality in the statement as
. 
Since
= α∈RH q r · α∈R RH q ordγ α = α∈RH q r · D red G (γ) .
Corollary 4.2.2.
γ; x, r : γ; x, r G ′ G x,r/2 · γ; x, r+ : γ; x, r+
Proof. By [3, Proposition 5.40 and Lemma 5.29], we have that
for d ∈ {r, r+}; so the left-hand side of the equality in the statement is γ; x, r : T 0+ G x,r/2 · γ; x, r+ :
By Proposition 4.2.1, this equals
By Remark 4.1.10, we have that
we have by [29, §8 , GE1] that ord X * α = −r for the roots α in the product ( * ); so
Roots of unity.
The character formulae of [4] involve 4th roots of unity defined in terms of Galois actions on root systems. Definition 4.3.1 below breaks down these roots in a slightly different way from what is done in [4] ; in Proposition 4.3.8, we show that the two approaches give the same result. Except for the symbols whose definitions make explicit reference to the group H = C (r) G (γ), the definitions below do not depend on the approximability of γ.
Definition 4.3.1. Write
• R x,r/2 = {α ∈ R | r/2 ∈ ord x (α)}, • R x,(r−ordγ )/2 = {α ∈ R | α(γ) = 1 and (r − ord γ α)/2 ∈ ord x (α)}, and
As in [4, Proposition 5.2.13], write also γ) ; and • G ±α for the k ±α -group generated by the (±α)-root subgroups of G. Next putẽ
and similarly for ε symm, unram , ε symm x,r/2 , and ε ram x,r/2 ; and then
Finally, putẽ
and similarly for ε symm, unram , ε symm , ε ram , ε symm, ram , and e.
The signs occurring in Definition 4.3.1 play an important rôle in the character computations, and their behaviour is surprisingly subtle (for example, it necessitates the modification of the original Yu construction described in Definition 5.4 below); so we take a while to discuss some of their important properties. 
is a character of T . We build it into the 'twisted' construction (Definition 5.4) of supercuspidals from toral pairs. The functionẽ(π ′ ) is the source of the sign changes predicted by Kottwitz [18] ; see Proposition 4.3.7. The function ε symm, ram (π ′ ) is a bit more mysterious; but, by Lemma 4.3.6, it does not change under stable conjugacy, and so, for our purposes, this mystery may be swept under the rug.
Remark 4.3.3. If T is an elliptic G-torus and α ∈ R, then σ∈Γ/Γα α is a (rational) character of T/Z(G), hence is trivial; so
In particular, if e α is odd, then sgn fα •α = 1; so, if T splits over an extension of odd ramification degree, then the character ε ′ , γ) all depend on r, although we suppress it from the notation for convenience.
By Corollary 3.1.8, we have thatẽ(G, T, γ) = (−1) |Γ\R x, (r − ordγ )/2, symm | . The restriction of a symmetric root α to the maximal k-split subtorus T s of T is both fixed (because T s is k-split) and negated (because α is symmetric) by some element of Γ; so α is trivial on T s . That is, R(G, T) symm = R(M, T) symm , where M = C G (T s ). Since T is k-elliptic in M, the image of B(T, k) in B red (M, k) is a singleton; so it follows that e(G, T, γ), ε symm, unram (G, T, γ), and ε symm, ram (G/G ′ , γ) do not depend on the choice of x ∈ B(T, k).
By Remark 4.1.8, we have thatẽ(π ′ , γ) depends only on γ <r (and π ′ , and, possibly, T), not on γ; and similarly for ε symm, unram , ε symm x,r/2 , e, ε symm, ram , and ε 8 (and, indeed, throughout  §5) , we are dealing with the case where G ′ is a torus, so that there is only one possible choice of T.
All the signs are invariant under rational conjugacy (Remark 4.3.5). Even better, e and ε symm, ram are invariant under stable conjugacy (Lemma 4.3.6).
Remark 4.3.5. If g ∈ G, and we put
then it is clear thatẽ
and
Proof. Put T ′ = Int(g)T and γ ′ = Int(g)γ. Note that the group T ′ and the map Int(g) : T → T ′ are defined over k; in particular, γ ′ ∈ T ′ . The equality for e is clear, so we consider only the one for ε symm, ram .
The element g induces a natural, Γ-equivariant bijection R(G, T) → R(G, T ′ ), which we denote by α → α ′ , such that α(γ) = α ′ (γ ′ ) for all α ∈ R(G, T). Since it is Γ-equivariant, this identification preserves the notion of symmetry of a root, and of (un)ramifiedness of a symmetric root.
Choose y ∈ B(T, k un ) such that g · y ∈ B(T ′ , k un ) is Γ-fixed, i.e., lies in B(T ′ , k). We claim that, for any symmetric and ramified α ∈ R(G, T), we have ord x α = ord y α. Note that α remains symmetric and ramified after an unramified base change. Further, by Remark 3.1.4, the sets ord x α and ord y α are not affected by such a change; so we may, and do, assume that x, y ∈ B(T,
It is clear that also ord y α = ord g·y α ′ (for any root α, whether or not symmetric and ramified). Thus, the identification of R(G, T) with R(G, T ′ ) establishes a bijection between R(G, T) x, (r − ordγ )/2, symm, ram and R(G, T ′ ) g · y, (r − ord γ ′ )/2, symm, ram . The result follows. 
Proof. We may, and do, assume that γ = γ <r . If α ∈ R ′ ∪ R H , then we have that r − ord γ α = ord dα ∨ (X * ) − ord(α(γ) − 1) ∈ Z α . By Corollary 3.1.9, therefore, 1 2 (r − ord γ α) ∈ ord x α if and only if 0 ∈ ord x α and r − ord γ α ∈ 2Z α , or 0 ∈ ord x α and r − ord γ α ∈ 2Z α . Thus,
where R x = {α ∈ R | 0 ∈ ord x α}. The result now follows from [23, Proposition 5.17 ].
Finally, we relate our roots of unity from Definition 4.3.1 to those occurring in [4] . Proposition 4.3.8 and its proof may be challenging to read, because it is comparing two different systems of notation-the ad hoc system of [4] , and the more nearly uniform system of this paper-that assign conflicting meanings to some symbols. We indicate explicitly when we are using the notation of [4] . 
. Those roots such that ord γ α = 0 lie in Ξ(φ, γ), and those such that 0 < ord γ α < r in Υ(φ, γ). Note in particular that α(γ) ∈ 1 + P α whenever α ∈ Υ(φ, γ). We abbreviate Ξ(φ, γ) to Ξ, and Υ(φ, γ) to Υ. Now note that
since each multiplicand ( * ) equals 1. Similarly,
We actually work in the proof with these products, rather than the ones appearing in Definition 4. 
where the notation on the right is that of Definition 4.3.1 (and we have used that α(γ) is in 1 + P α for α ∈ Υ). Thus, to understand the quantity ε(φ, γ) of [4] , it remains only to compute the angular component of θ W
If α ∈ Ξ symm, ram , then, as in [4, proof of Proposition 3.8, p. 1159], we obtain a nondegenerate pairing t 1 ⊗ t 2 → e α tr fα/Fp c α · t 1 σ α (t 2 ) on f α , where c α ∈ f α satisfies σ α c α = −c α . Since σ α ∈ Γ un acts trivially on f α , and p = 2, we have that c α = 0. Therefore, the non-degenerate pairing above is identically 0, so its domain V α is 0. By definition [4, Notation 3.7], we have that V α = g g g α (k α ) x,r/2:(r/2)+ ; so, by Definition 3.1.3, this means that r/2 = 1 2 (r − ord γ α) does not lie in ord x α, which is a contradiction. Thus Ξ symm = Ξ symm, unram . Choose α ∈ Ξ symm, unram , so that f α = 2f ±α . There is an f-linear isomorphism
that identifies the symplectomorphism γ α of V α induced by γ with multiplication by α(γ); and there is an f α -split f-torus S α in Sp Vα such that an element s ∈ Sp Vα (f) lies in S α (f) if and only if it is identified via ( † † †) with multiplication by an element of f 1 α . In particular, γ α ∈ S α (f).
In order to apply [11, Corollary 4.8.1], we need to understand the ±Γ-orbits of weights of the action of S α on V α . Since σ α acts on the character lattice X * (S α ) of (S α ) f sep by negation, every such weight is symmetric. Now, if Ω is any orbit of weights, then, in the notation of [11, Definition 4.6], i(Ω) = 1 2 |Ω| is the least positive integer i such that Fr i acts by negation on Ω. Now Fr f±α ∈ σ α Γ un , so that Fr f±α and σ α act the same on X * (S α ). It follows that f ±α is an odd multiple of i(Ω), so that f α = 2f ±α is an odd multiple of |Ω| = 2i(Ω) (in particular, f α and |Ω| have the same parity) and q ±α = q f±α is an odd power of q Ω := q i(Ω) . This means that the character χ Sα Ω of [11, Lemma 4.6(2)(e)] is
where ǫ is any element of Ω. We have used that ǫ(s) (1+qΩ)/2 is in {±1} for all s ∈ S α (f), and that q ±α + 1 = |f 1 α |. Finally, since there are dim f V α = f α weights of S α on V α , and the size of each orbit has the same parity as f α , the number l(V α , S α ; γ α ) of orbits of weights is odd. Since ( † † †) identifies γ α with multiplication by the projection to f α of α(γ) ∈ O α , we have that N (V α ; γ α ) := 
That is, by ( †) and ( † †),
where the notation on the left is that of [4, Proposition 3.8] , and that on the right is that of Definition 4.3.1 (and we have used again that α(γ) ∈ 1 + P α for α ∈ Υ). Now, since R(π ′ , γ) symm, ram = Υ symm, ram , [4, Proposition 5.2.13] says precisely that
where the notation on the left is that of [4, Proposition 5.2.13], and that on the right is that of Definition 4.3.1. The desired equality now follows from ( ‡ 0 ) and ( ‡ >0 ).
An indexing set.
In this section and §4.5 below, we change notation, putting
The reasoning of [3, Proposition 8.4] guarantees only that H
• , not H itself, is independent of the choice of approximation γ = γ <r γ ≥r ; but we soon reduce all relevant statements about H to statements about H
• , so it doesn't matter. The following set occurs implicitly in [4, Theorem 6.4] , where it is the indexing set for a sum used in the computation of the character of
Write C for C(π ′ , γ). 
Proof. Let us call the map i γ . It is clear that it is a surjection.
Fix g ∈ C. Replacing γ by Int(g)γ (hence γ <r by Int(g)γ <r and γ ≥r by Int(g)γ ≥r ) replaces H by Int(g)H, C by Cg −1 , and i γ by cg −1 → i γ (c)g −1 ; so it suffices to compute the fibre over g = 1. If c ∈ C is such that stab 
and stab
Proof. Suppose that h ∈ stab G ′ (x)G x,0+ ∩ H, and write h = g ′ k, where g ′ ∈ stab G ′ (x) and k ∈ G x,0+ . As in the proof of Corollary 4.4.3, we have that 
Orbital integrals.
Preserve the notation of §4.4. In particular, H and H ′ are the possibly disconnected groups C G (γ <r ) and C G ′ (γ <r ), respectively. Proposition 4.5.1 relates orbital integrals on H and H
• ; but note that, as in Proposition 4.3.8, in addition to changing the domain of integration, we are also changing the normalisation of the measure with respect to which it is computed. Proposition 4.5.1. We have that Proof. Since the arguments are essentially identical, we discuss only the integral over H.
As observed after the proof of [4, Theorem 6 .4], we may use [4, Lemma B.2] to rewrite the Fourier transform of an orbital integral with respect to H, which is the group of k-rational points of a possibly disconnected group, as a sum of Fourier transforms of orbital integrals with respect to H
• , which is the group of k-rational points of a connected group.
Since C H (X * ) = H ′ , we have by [4, Lemma B.2] that 
(in the notation of Definitions 2.2.8, 4.1.6, and 4.3.1) .
Proof. As in § §4.4-4.5, put H = C G (γ <r ) and H ′ = C G ′ (γ <r ), so that C 
). The result then follows from Corollary 4.2.2.
We are now ready to re-write the character formulae of [4] in what seems to us to be nearly the optimal form. With the exception of Hypothesis 3.1.2, which has not been needed so far, the hypotheses of Theorem 4.6.2 are the same ones that have been in force throughout the section; we simply re-capitulate them here for convenient reference. Remember that we require G to satisfy [3 T,x γ ≥r for some k tame -split maximal G-torus T such that γ <r ∈ T and x ∈ B(T, k). Then
Proof. As in the proof of Lemma 4.6.1, put H = C G (γ <r ). Recall that the connected group C (r) G (γ) is the identity component of H [3, Corollary 6.14]. For every g ∈ G, we have that g 
is a bijection. Since this map is equivariant for the natural (right) G-action on both spaces, it induces a bijection 
T,x δ ≥r ), where δ = Int(g)γ (so that δ <r = Int(g)γ <r and δ ≥r = Int(g)γ ≥r ). (Our π ′ corresponds to π ′ ⊗ φ, in the notation of [4] .) Note that δ <r = Int(g)γ <r and δ ≥r = Int(g)γ ≥r . By Lemmata 4.6.1 and 4.1.9, Remark 4.3.5, and Hypothesis 3.1.2, we may re-write the summand as 
Further, the expression ( * ) is defined, and, by [4, Lemma B.4 and Hypothesis A.7(2)], equals 0 if g ∈ C; so Θ π (γ) is also the sum of ( * ) over C.
Now an elementary counting argument, together with Remark 4.1.10, shows that
• → C; so combining ( * ) and ( * * ), and using the bijection
gives the desired result.
STABLE CHARACTER SUMS
Throughout this section, fix a depth-r, toral, cuspidal pair (T, φ). This pair plays the same rôle as the pair (G ′ , π ′ ) did in §4; but note that the requirements that the pair be compact (Definition 4.1.1) and central (Definition 4.1.4) are now redundant. We will soon require (in Theorems 5.8 and 5.10) that T is k un -split, but we do not need to do so yet. Also fix, until Theorem 5.10, a regular, semisimple, r-approximable element γ = γ <r γ ≥r , and put H = C 
In particular, X * is strongly regular semisimple. Given this, and the fact that C H (T) = T [6, Corollary 13.17(2)], it is a straightforward check that, for g ∈ H(k un ), we have that Ad * (g)X * is defined over k if and only if both the group Int(g)T and the map Int(g) : T → Int(g)T are defined over k. Fix such an element g, and put T ′ = Int(g)T. The Moy-Prasad map for T (at depth (r/2)+) is defined to be the unique isomorphism e (r/2)+:r+ : t (r/2)+:r+ → T (r/2)+:r+ such that, if Y ∈ t (r/2)+ and γ ∈ e (r/2)+:r+ (Y ), Since Ad(g) carries t (r/2)+ and t r+ onto t ′ (r/2)+ and t ′ r+ , respectively, it follows from ( * ) and ( * * ), and the definition of 'realise' again, that Ad * (g)X * realises φ • Int(g) −1 on t ′ (r/2)+ . In particular, since we have already observed that the stabiliser of X * +t t t(k un ) (−r)+ in H(k un ) is T(k un ), it follows that φ • Int(g) −1 = φ (if and) only if g ∈ T(k un ). In all, we have shown that (Int(g)T, φ • Int(g) −1 ) → Ad * (g)X * is a bijection from the H-stable conjugacy class of (T, φ) to Ad * (H(k un ))X * ∩ g * such that, if (T ′ , φ ′ ) has image X ′ * , then φ ′ is represented on t ′ (r/2)+ by X ′ * ; in which case, in the notation of Definition 4.1.11, we have thatÔ
Since the bijection is H-equivariant, the desired equality follows.
Lemma 5.2. If
• S is a k tame -split maximal G-torus, • γ ∈ S, • (γ i ) 0≤i<r is a normal r-approximation to γ in G [3, Definition 6.8], and • g ∈ G(k sep ) is such that g −1 σg ∈ S(k sep ) for all σ ∈ Γ, then (Int(g)γ i ) 0≤i<r is a normal r-approximation to Int(g)γ in G.
Remark 5.3. Under the hypotheses of Lemma 5.2, δ := Int(g)γ is k-rational. If γ is a strongly regular semisimple element of G, then the k-rationality of δ is equivalent to the hypothesis on g.
Proof.
Recall that γ <r = 0≤i<r γ i and γ ≥r = i≥r γ i [3, §6, p. 52]. The group S ′ := Int(g)S and the map Int(g) : S → S ′ are defined over k. In particular, S ′ is a k tame -split, maximal G-torus, and the set S ′ of k-rational elements of S ′ is precisely Int(g)S.
Fix an index i with 0 ≤ i < r. Since γ i ∈ Z(H) That is, δ := (δ i ) 0≤i<r is a good sequence [3, Definition 6.4] . Since (γ i ) 0≤i<r is a normal r-approximation to γ [3, Definition 6.8], we have that γ ≥r = i≥r γ i ∈ G y,r ∩S = S r for some y ∈ B(S, k) (see [3, Remark 5.9. As in Remark 5.7, the assumption that γ <r ∈ T is just for convenience. If the G(k un )-conjugacy class of γ <r does not intersect T , then the set of stable Gconjugates (S, θ) of (T, φ) with γ <r ∈ S is empty, and Corollary 5.6 shows that the function (−1)
S θ of Theorem 5.8 vanishes at γ.
Proof. Put H = C where H\G · (T, φ) is the set of stable G-conjugacy classes in G · (T, φ), H · (S, θ) is the set of stable H-conjugates of (S, θ), and
. Note that, in the above notation, the condition γ <r ∈ S ′ , the number Φ θ ′ (γ <r ), and (by Lemma 4.3.6) the numbers ε symm, ram (θ ′ , γ <r ) and e(θ ′ , γ <r ) depend only on (S, θ), not (S ′ , θ ′ ); and that, by Definitions 2.2.8 and 4.1.6, the function D red S is identically 1, so that Φ θ = θ. The result now follows from Lemma 5.1. 
