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014.02.0Abstract Due to the deﬁciencies in the conventional multiple-receiver localization systems based
on direction of arrival (DOA) such as system complexity of interferometer or array and ampli-
tude/phase unbalance between multiple receiving channels and constraint on antenna conﬁguration,
a new radiated source localization method using the changing rate of phase difference (CRPD)
measured by a long baseline interferometer (LBI) only is studied. To solve the strictly nonlinear
problem, a two-stage closed-form solution is proposed. In the ﬁrst stage, the DOA and its changing
rate are estimated from the CRPD of each observer by the pseudolinear least square (PLS) method,
and then in the second stage, the source position and velocity are found by another PLS minimiza-
tion. The bias of the algorithm caused by the correlation between the measurement matrix and the
noise in the second stage is analyzed. To reduce this bias, an instrumental variable (IV) method is
derived. A weighted IV estimator is given in order to reduce the estimation variance. The proposed
method does not need any initial guess and the computation is small. The Cramer–Rao lower
bound (CRLB) and mean square error (MSE) are also analyzed. Simulation results show that
the proposed method can be close to the CRLB with moderate Gaussian measurement noise.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Determining the position and velocity of a moving radiated
source at a single or multiple observers, which is also referred
as radiated source localization or passive localization, has been1 84573490.
6.com (M. Zhang), gfcly@
m (Y. Zhou).
orial Committee of CJA.
g by Elsevier
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13widely used in many areas such as radar, sonar, reconnais-
sance, and wireless network.1–4 A widely applied technique is
the triangulation using the direction of arrival (DOA)5–7 mea-
sured at multiple observers. It does not need accurate synchro-
nization and high-speed data links between observers.8
However, the emitter velocity cannot be directly deduced
jointly with the source position form DOA measurements in
one measurement instant. The target dynamic state should
be jointly estimated using the DOA and its changing rate9
measurement obtained in one instant at multiple observers
or by DOA-only measurements cumulated in multiple instants
at a single or multiple observers.10,11
In addition, to measure the DOA precisely, spatial
spectrum-based direction ﬁnding techniques such as MUSIC
(multiple signal classiﬁcation)12 and ESPRIT (estimation ofSAA & BUAA. Open access under CC BY-NC-ND license.
Fig. 1 Localization sketch using CRPD only.
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can get better precision and resolving performance. However,
these methods have large computation and system complexity,
due to e.g., signal covariance matrix estimation and a large
number of antennas for achieving good performance.14 More-
over, signal and noise should be modeled accurately, which
leads to the sensitivity to the model imperfections.
An alternative direction ﬁnding technique uses a phase
interferometer.14–16 It needs multiple baselines to eliminate
the 2p ambiguity16 of the phase difference (PD) measurements
when the baseline length of the interferometer is longer than
half of the received signal wavelength, which induces hardware
complexity and rigorous constraint on the geometric conﬁgu-
ration of the antenna array. Furthermore, the array or interfer-
ometer performance is susceptibly affected by the amplitude/
phase unbalance between receiving channels. Array calibration
may effectively mitigate the impacts of the model imperfec-
tions and channel unbalance.17–19 However, it also causes an
increase of system complexity and a higher cost.
To utilize a longer baseline for performance improving and
meanwhile reduce the receiving number of antennas and chan-
nels, a new multiple-observer localization system using chang-
ing rate of phase difference (CRPD) only is studied in this
paper. The position and velocity of the moving emitter are
jointly determined from the CRPDs measured by a long base-
line interferometer (LBI) array at multiple observers. Since the
CRPD can be measured by estimating the slope of the PD se-
quence, the PD bias20 between receiving channels caused by
amplitude/phase unbalance can be removed without extra cal-
ibration. Moreover, the CRPD estimation merely requires that
the change between two consecutively measured PDs is less
than p. It means that there is no need to solve the absolute
ambiguity of each PD, and only the relative ambiguity between
the measured PDs is adequate for the measuring. Conse-
quently, a single LBI is sufﬁcient and no more compound base-
lines are needed21 for ambiguity resolving.
Determining the source position and velocity from the
CRPD measurements obtained in a single time instant is not
a trivial task. This is because the source location is nonlinearly
related to the CRPD measurements. To ﬁnd a solution from
the CRPDs, the most straightforward method is the exhaustive
search22 in the solution space. This is robust but computation-
ally expensive, which is hard for real-time applications. A pos-
sible alternative is to recast the localization problem as a
nonlinear least square (NLS) problem by using the maximum
likelihood (ML) solution. In general, iterative gradient search
techniques, such as the Taylor series expansion23 and the
Gauss–Newton (GN) algorithm6, are employed to ﬁnd the
numerical ML solution. The iteration method, however, re-
quires a proper initial position and velocity guess close to
the true solution, which may not be easy to satisfy in practice.
Furthermore, under some circumstances when the localization
geometry is poor, this method may fail to converge.
For DOA-only also called as bearing-only (BO) localiza-
tion problems, the pseudolinear least square (PLS) methods
have been an active research area for several decades.24–27
The pioneering work is the Stansﬁeld5 estimator. Most of the
current BO emitter localization algorithms have been devel-
oped from this algorithm, such as the instrumental variable
(IV) method,24 the weighted instrumental variable (WIV)
method,25 the total least square (TLS) method,26 the
constrained total least square (CTLS) method,27 and so on.However, these methods cannot be directly applied to the
CRPD localization problem because of the high nonlinearity
between the unknowns and the measurements.
To make use of the geometrical characteristic intrinsically
in the CRPD measurements, this paper proposes a computa-
tionally attractive two-stage closed-form solution to determine
the source position and velocity using the CRPD measure-
ments. The proposed algorithm does not require an initial
solution guess and it involves PLS minimization only. In the
ﬁrst stage, the DOA and its changing rate are estimated from
the CRPD of each observer by PLS minimization. In the sec-
ond stage of the algorithm, the source position and velocity are
found by another PLS minimization.
Because the measurement matrix of PLS is generally corre-
lated with the noise vector, the pseudolinear estimator is not
consistent and therefore biased.24–28 To reduce the estimation
bias caused by the correlation, an IV method using CRPD
only is proposed. A weighted version is also developed to re-
duce the estimation variance of the IV estimator. The pro-
posed method attains the Cramer–Rao lower bound (CRLB)
at a moderate noise level when the distribution of the CRPD
measurement noise is Gaussian.
The paper is organized as follows. The next section presents
the multiple-observer localization model using CRPD only.
Section 3 reviews the ML estimator and develops the proposed
two-stage solution. Section 4 derives the bias of the two-stage
algorithm. Section 5 gives the IV estimator and its weighted
version. Section 6 derives the CRLB of the unknowns in the
two stages. Section 7 gives simulations to support the theoret-
ical developments of the proposed estimator and compares it
with different localization methods. Finally, conclusions are
given in Section 8.
2. Problem formulation
2.1. Localization model
Without loss of generality, a two-dimensional (2D) scenario in
which the emitter is far from the observers is considered in this
paper. In particular, N geographically separated observers on
the ground with known positions xn ¼ xn yn½ T and velocities
vn ¼ vxn vyn½ T, n= 1, 2,   , N, are used to determine the un-
known position xt ¼ xt yt½ T and velocity vt ¼ vxt vyt½ T of
a moving source. This is illustrated in Fig. 1. The carrier
frequency of the emitted signal is f, corresponding to the
wavelength k ¼ c=f of the emitter signal, where c is the speed
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tulated that M long baselines with different baseline pointing
vectors are formed by each LBI array and a CRPD can be
measured from each long baseline. The location problem
requires at least N= 2 observers and at least M= 2 long
baselines for each LBI array.
Suppose that the LBI arrays are horizontally deployed. The
unambiguous PD of baseline m at observer n is
/nm ¼ jdnm cosðbn  hnmÞ ð1Þ
where j ¼ 2p=k, dnm is the baseline length, hnm is the baseline
azimuth, and bn is the DOA with respect to observer n deﬁned
as
bn ¼ atan
xt  xn
yt  yn
 
ð2Þ
Let h ¼ xTt vTt
 T
, and the corresponding CRPD20 of
baseline m at observer n is
_/nm ¼ fnmðhÞ ¼ jdnm sinðbn  hnmÞ _bn þ dnm ð3Þ
where dnm is the zero mean white Gaussian measurement noise
with covariance r2nm. To simplify the analysis, the noise is as-
sumed to be independent identity distribution (IID) with
covariance r2nm ¼ r2, _bn is the DOA rate of changing with re-
spect to observer n, which is the ﬁrst-order derivative of bn
with respect to time and equal to
_bn ¼ ðyt  ynÞðvxt  vxnÞ  ðxt  xnÞðvyt  vynÞ
r2n
ð4Þ
where rn = kxt  xnk2 is the distance between the emitter and
observer n, in which kÆk2 denotes the Euclidean norm.
Stacking the measured CRPDs of all the N observers yields
z ¼ fðhÞ þ e ð5Þ
where z ¼ zT1 zT2    zTN
 T
; zn ¼ _/n1 _/n2    _/nM
 T
,
fðhÞ ¼ f T1 f T2    f TN
 T
, fn ¼ fn1ðhÞ½ fn2ðhÞ    fnMðhÞT,
e¼ eT1 eT2    eTN
 T
, and en ¼ dn1 dn2    dnM½ T.
We shall focus on estimation of the source position and
velocity using the CRPD measurements only.
2.2. Measuring the PD
The CRPD is usually obtained by ﬁtting the slope of the PD
sequence. The PD can be measured using a two-element radio
interferometer as shown in Fig. 2.
As shown in Fig. 2, antennas A1 and A2 receive the plane
wave signals S1 and S2 and send the signals to the correspond-
ing receiving channels. A receiving channel includes a
low-noise ampliﬁer (LNA), a down converter (D/C), an
analog-to-digital converter (A/DC), and a fast FourierFig. 2 Phase difference observation model.transformer (FFT), as well as a common reference oscillator
(RO) for equipment-delay variations and a local oscillator
(LO) for phase synchronizing.15
The signals in channels 1 and 2 are Fourier transformed,
respectively to X1(x) and X2(x) over a known bandwidth of
x. Their complex product is calculated as
YðxÞ ¼ X1ðxÞX2ðxÞ ð6Þ
For a narrow band signal, the PD is obtained as
/ ¼ argðYðxmaxÞÞ ð7Þ
where arg is the argument of a complex number and xmax is
the frequency at the maximum of the power spectrum |Y(x)|.
For a wide band signal, the PD can be obtained by estimat-
ing the slope of arg(Y(x)) around the band-center frequency.15
These techniques are referred to as the frequency-domain cor-
relation known as the FX correlation processing.29
2.3. Measuring the CRPD
However, when the baseline length is longer than half of the
signal wavelength, the estimated PD /anmðtÞ at baseline m of
observer n may appear 2p ambiguity. Mathematically, we have
/anmðtÞ ¼ /nmðtÞ  2pkðtÞ þ bnm þ fnm 2 ð0; 2p ð8Þ
where k(t) is an unknown ambiguous integer of each measured
PD at t, bnm is the system bias caused by the channel unbal-
ance, and fnm is random measurement noise.
It is necessary to eliminate the impact of k(t) before measur-
ing the CRPD. Because the target speed is a limited value (for
example less than 600 m/s), the change caused by the source
movement between consecutively measured PDs would be less
than p within a short interval (such as the radar pulse recur-
rence interval). This can be derived from Eqs. (2)–(4) as
follows
j _/nmj 6 jdnmj _bnj ¼ jdnmvn
rn
j sinðbn  anÞj 6
jdnmvn
rn
ð9Þ
where an ¼ atan
 vxt  vxn
vyt  vyn

is the course of the relative veloc-
ity between the emitter and observer n, and vn = kvt  vnk2 is
the corresponding speed.
The change of the PD during interval Dt is
jD/nmj  j _/nmjDt 6
jdnmvn
rn
Dt ð10Þ
Taking f= 10 GHz, dnm = 50 m, vn = 300 m/s, rn = 50
km, and Dt= 1/100 s as an example,
jD/nmj 6
p
5
ð11Þ
As shown in Fig. 3, once an abrupt change exceeding p ap-
pears between two consecutively measured PDs, a 2p jump
occurs15 and a modiﬁed PD sequence /unmðtÞ can be obtained
by the detected jumping as
/unmðtÞ ¼ /anmðtÞ þ 2lðtÞp ¼ /mnðtÞ  2k0p ð12Þ
where l(t) is the relatively ambiguous integer of the measured
PD with respect to the ﬁrst PD and k0 is the unknown ambig-
uous integer of the ﬁrst PD.
Although the phase ambiguity may be still present in se-
quence /unmðtÞ, it is a smooth function of time, in contrast to
the original discontinuous sequence /anmðtÞ. As a result, the
Fig. 3 Phase difference unwrapping.
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estimating the slope of sequence /unmðtÞ
_/unmðtÞ ¼ _/mnðtÞ ð13Þ
The CRPD can be estimated using the least square or Kal-
man ﬁlter method.21 It is worth to note that the PD bias can be
removed by estimating the slope of the PD sequence.
3. Localization algorithm
3.1. Maximum likelihood estimator
The likelihood function for the CRPD measurements is given
by the joint probability density function conditioned on the
emitter location
pðzjhÞ ¼ 1
ð2pÞNM=2 det ðKÞ1=2
 exp  1
2
ðz fðhÞÞTK1ðz fðhÞÞ
 
ð14Þ
where K= diag(K1, K2,   ,KN) is the NM · NM diagonal
covariance matrix of the CRPD noise of N observers, in which
Kn ¼ diagðr2n1; r2n2;    ; r2nMÞ is the M ·M diagonal covariance
matrix of the CRPD noise of observer n.
The maximum likelihood (ML) estimator of the emitter
location h^ML is obtained from the maximization of the log-like-
lihood function lnp(z|h) with respect to h, which can be equiv-
alently written as
h^ML ¼ argmin
h2R4
JMLðhÞ ð15Þ
where JML(h) is the ML cost function given by
JMLðhÞ ¼ 1
2
ðz fðhÞÞTK1ðz fðhÞÞ ð16Þ
The minimization of JML(h) is an NLS problem without a
closed-form solution. In general, iterative gradient search tech-
niques, such as the GN algorithm, are employed to ﬁnd the
numerical ML solution. The GN algorithm is given by the
recursion
h^MLðiþ 1Þ ¼ h^MLðiÞ þ ðJTðiÞK1JðiÞÞ1JTðiÞK1qðiÞ ð17Þwhere i = 0,1,..., h^MLð0Þ is an initial guess that must be
sufﬁciently close the ML solution to ensure convergence,
qðiÞ ¼ z fðh^MLðiÞÞ, and JðiÞ ¼ JðhÞjh¼h^MLðiÞ, in which the
expression of J(h) is given in Eq. (72).
The GN algorithm is stopped at the maximum iteration
time imax or at iteration is if
ðJTðisÞK1JðisÞÞ1JTðisÞK1qðisÞ
 
2
< e ð18Þ
where e is a threshold.
The ML estimator is asymptotically unbiased and efﬁcient.
However, it requires a proper initial position and velocity
guess close to the true solution, which may not be easy to sat-
isfy in practice. Furthermore, under some circumstances when
the localization geometry is poor, the iteration method may
fail to converge. In addition, the computational complexity
of the ML estimator is large than that of the linear LS estima-
tors because of the iterative nature of the ML estimation
process.
3.2. Two-stage pseudolinear least square estimator
A two-stage pseudolinear estimator can be derived from the
CRPD measurements. The DOA and its changing rate from
the CRPD of each observer are estimated during the ﬁrst stage.
The source position and velocity are found from the DOAs
and their changing rates during the second stage.
3.2.1. Stage 1––DOA and its changing rate estimation
The CRPD equation of baseline m of observer n can be ex-
pressed as
_/nm ¼ jdnm _bn cos hnm sin bn
þ jdnm _bn sin hnm cos bn þ dnm ð19Þ
Let cn ¼ _bn sin bn _bn cos bn
 T
and the pseudolinear rela-
tionship between the CRPD and cn becomes clear. We shall
estimate cn via the PLS method.
Stacking the M CRPDs of observer n gives
zn ¼ Ancn þ en ð20Þ
where An ¼ an1 an2    anM½ T, in which anm ¼
jdnm cos hnm jdnm sin hnm½ T.
The PLS solution of cn is
c^n ¼ ðATnAnÞ
1
ATn zn ð21Þ
The source DOA and its changing rate can be obtained by
using c^n via
b^n ¼ atan c^nð1; 1Þ
c^nð2; 1Þ
 
ð22Þ
_^bn ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c^2nð1; 1Þ þ c^2nð2; 1Þ
q
ð23Þ
where the sign ambiguity can be removed by c^nð1; 1Þ= sin b^n or
c^nð2; 1Þ= cos b^n.
3.2.2. Stage 2––Position and velocity estimation
From Eqs. (2) and (4), the DOAs and their changing rates are
nonlinearly dependent on the unknown position and velocity.
However, a pseudolinear equation with respect to the
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the closed-form LS technique.
Speciﬁcally, Eq. (2) can be rewritten as, after some
manipulations,
xt cos b^n  yt sin b^n ¼ bbn þ ebn ð24Þ
where bbn ¼ xn cos b^n  yn sin b^n and ebn is the equation error
due to the DOA estimation error.
Similarly, Eq. (4) can be transformed into
_^bnxt sin b^n þ _^bnyt cos b^n  vxt cos b^n þ vyt sin b^n
¼ b _bn þ e _bn ð25Þ
where b _bn ¼ _^bnxn sin b^n þ _^bnyn cos b^n  vxn cos b^n þ vyn sin b^n
and e _bn is the equation error due to the noise in the source
DOA and its changing rate estimations.
StackingEqs. (24) and (25) for the availableNobservers yields
b ¼ Hhþ e ð26Þ
where H ¼ HT1 HT2    HTN
 T
; Hn ¼ hb^n h _^bn
h iT
;
hb^n ¼ cos b^n  sin b^n 0 0
 T
,
h _^bn
¼ _^bn sin b^n _^bn cos b^n  cos b^n sin b^n
h iT
,
b ¼ bTh1 bTh2    bThN
h iT
, bhn ¼ bbn b _bn
 T
,
e ¼ eTh1 eTh2    eThN
 T
, and ehn ¼ ebn e _bn
 T
.
The source position and velocity can be found via
h^PLS ¼ ðHTHÞ1HTb ð27Þ
The proposed method does not need any initial guess and
the computation load is not heavy. However, as shown in
the next section, the pseudolinear estimator is biased due to
the correlation between H and e.
4. Bias analysis of the pseudolinear estimator
4.1. Bias of stage 1
The bias of estimator for cn in the stage 1 is given as
biasðc^nÞ ¼ Eðc^nÞ  cn ¼ E½ðATnAnÞ
1
ATn en ð28Þ
Since the geometry of the LBI array at observer n is known,
the matrix An is determinate. The bias of cn is therefore
biasðc^nÞ ¼ ðATnAnÞ
1
ATnEðenÞ ¼ 0 ð29Þ
Under the assumption that the estimating noise of CRPDs
is small, expand b^n at the true value cn according to the multi-
variable Taylor series up to the ﬁrst order term
b^n  atan cnð1; 1Þ
cnð2; 1Þ
 
þ @bn
@cn
dcn ð30Þ
where
@bn
@cn
¼ ½ð cos bnÞ= _bn ð sinbnÞ= _bn  is the gradient of bn
with respect to cn and dcn ¼ dcnð1;1Þ dcnð2;1Þ
 T
is the estimate
error of cn.
Similarly, for the unambiguous estimation _^bn, we can get
_^bn 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2nð1; 1Þ þ c2nð2; 1Þ
q
þ @
_bn
@cn
dcn ð31Þ
where
@ _bn
@c^n
¼ sin bn cosbn½ .Let gn ¼ bn _bn
 T
. Under the above assumption as well
as the conclusion in Eq. (29), the bias of gn is therefore given as
biasðg^nÞ ¼ Eðg^nÞ  gn  BTnEðdcnÞ  0 ð32Þ
where Bn ¼ ðcos bnÞ=
_bn ð sin bnÞ= _bn
sinbn cos bn

 
is the partial
derivative of gn with respect to cn.
It can be seen from the above analysis that the estimation of
gn is approximatively unbiased under small CRPD noise.
4.2. Bias of stage 2
Generally, when the measurement matrix H is correlated with
the noise vector e, the pseudolinear estimator is not consistent,
that is, h^PLS does not convergence to the true location vector h
and is therefore biased.
The bias of the pseudolinear estimator of stage 2 is
biasðh^PLSÞ ¼ Eðh^PLSÞ  h ¼ E½ðHTHÞ1HTe ð33Þ
In order to analyze the asymptotically biased property, en-
ough large N is considered in the following. The pseudolinear
estimation bias can be approximated by30
biasðh^PLSÞ  E H
TH
N
 1
E
HTe
N
 
ð34Þ
The bias is the correlation between the entries of the mea-
surement matrix H and the least squares noise vector e. Be-
cause of the high nonlinearity of the problem, the bias
analysis is more difﬁcult than the BO localization or tracking
estimator as in Ref. 25 or 28. In what follows, we provide a
bias analysis for the proposed pseudolinear estimator.
Applying the Taylor series expansion up to the ﬁrst order
term at the true value bn transforms Eq. (24) into
ebn  rndbn ð35Þ
where dbn is the DOA measurement error.
Similarly, for Eq. (25), after the ﬁrst-order approximation
at the true value gn, we get
e _bn  cndbn  rnd _bn ð36Þ
where cn ¼ ðvxt sin b^n þ vyt cos b^n  vxn sin b^n  vyn cos b^nÞ.
For the measurement matrix, expand hb^n at the true value gn
according to the multivariable Taylor series up to the ﬁrst
order term
hb^n  hbn þ
@hbn
@bn
dbn ð37Þ
where
@hbn
@bn
¼  sinbn  cos bn 0 0½ T.
Expand h _^bn
using the similar transformation at the true va-
lue gn
h _^bn
 h _bn þ
@h _bn
@bn
dbn þ
@h _bn
@ _bn
d _bn ð38Þ
where
@h _bn
@bn
¼ _bn cos bn  _bn sinbn sinbn cos bn
 T
and
@h _bn
@ _bn
¼ sin bn cos bn 0 0½ T.
Substitute Eqs. (35)–(38) into Eq. (34) and get the terms of
the noiseless measurements and the measurement noise
370 M. Zhang et al.E
HTe
N
 
¼ 1
N
XN
n¼1
EðHTn egnÞ
 1
N
XN
n¼1
u1r
2
bn
þ u2r2bn _bn þ u3r
2
_bn
  ð39Þ
where u1 ¼ rn @hbn
@bn
þ cn
@h _bn
@bn
, u2 ¼ cn
@h _bn
@ _bn
 rn
@h _bn
@bn
, u3 ¼rn
@h _bn
@ _bn
,
r2bn ¼Eðd
2
bn
Þ, r2_bn ¼Eðd
2
_bn
Þ, r2
bn _bn
¼Eðdbnd _bnÞ, EðdbnÞ  0, and
Eðd _bnÞ  0.
The autocorrelation matrix E(HTH/N) can be written as
E
HTH
N
 
¼ 1
N
XN
n¼1
EðHTnHnÞ
 1
N
XN
n¼1
ðV1r2bn þ V2r2bn _bn þ V3r
2
_bn
Þ ð40Þ
where V1¼ @hbn
@bn
@hbn
@bn
 T
þ@h _bn
@bn
@h _bn
@bn
 T
, V2¼ 2
@h _bn
@bn
@h _bn
@ _bn
 T
,
and V3¼
@h _bn
@ _bn
@h _bn
@ _bn
 T
.
Substituting Eqs. (39) and (40) into Eq. (34) gives the esti-
mation bias for the pseudolinear estimator, in terms of the geo-
metric parameters and measurement noise variance.
It can be seen from the above analysis that the bias is
dependent not only on the correlation vector E(HTe/N), but
also on the verse of the autocorrelation matrix E(HTH/N). It
can be observed that the bias can be alleviated by reducing
the CRPD noise or by using well-conditioned observer geom-
etries for good observability.
5. Weighted instrumental variable estimator
5.1. Instrumental variable estimator
As shown in the above analysis, the second-stage pseudolinear
estimator is biased. The method of instrumental variables (IV)
can be used to reduce the bias.24,25
According to the instrumental variable method, the normal
equations are given as
GTHh^IV ¼ GTb ð41Þ
where G is the instrumental variable matrix.
The corresponding solution is
h^IV ¼ ðGTHÞ1GTb ð42Þ
Similarly, for enough large N, the estimation bias can be
approximated by
biasðh^IVÞ  E G
TH
N
 1
E
GTe
N
 
ð43Þ
Matrix G should be chosen in such a way that E(GTH/N) is
nonsingular and E(GTe/N) = 0, and then the IV estimate h^IV
will be asymptotically unbiased.
The selection of G is problem-dependent,31 and it is not
easy to formulate a proper matrix G. In the following, a sub-
optimal closed-form IV estimator using the pseudolinear esti-
mate is proposed.
The optimal instrumental variable matrix is given by the
noise-free version of the H matrix. However, it is not available
in practice. In the proposed IV estimator, the DOA and itschanging rate for each observer are calculated using the
pseudolinear estimate h^PLS ¼ x^t y^t v^xt v^yt½ T as follows
~bn ¼ atan x^t  xn
y^t  yn
 
ð44Þ
~_bn ¼ ðy^t  ynÞðv^xt  vxnÞ  ðx^t  xnÞðv^yt  vynÞ
r^2n
ð45Þ
where r^n ¼ kx^t  xnk2.
The instrumental variable matrix can be constructed as
G ¼ GT1 GT2    GTN
 T ð46Þ
where Gn ¼ gbn g _bn
 T
, in which gbn ¼ cos ~bn 

sin ~bn00T
and g _bn ¼ ~_bn sin ~bn ~_bn cos ~bn  cos ~bn sin ~bn
h iT
.
Since the DOA and its changing rate are obtained from
h^PLS, matrix G is asymptotically uncorrelated with e, i.e.,
E
GTe
N
 
 0 ð47Þ
For the observable localization scenarios, E(HTH/N) is
nonsingular and h^PLS can be calculated. It means that
E(GTH/N) will be nonsingular. From the above analysis, it is
seen that h^IV is asymptotically unbiased for the instrumental
variable given in Eq. (46).
5.2. WIV estimator
To reduce the estimation variance of the IV estimator, a
weighting matrix is introduced into the proposed IV estimator.
In the ﬁrst stage, a weighting matrix Wn can be chosen to
minimize the error covariance of c^n, i.e., E½eneTn 1.32 Assuming
that the CRPD noise variance r2nm is known, the weighting ma-
trix Wn can be obtained from
Wn ¼ E½eneTn 
1 ¼ diagðr2n1 ; r2n2 ;    ; r2nMÞ ð48Þ
The WIV solution of cn is
c^n ¼ ðATnWnAnÞ
1
ATnWnzn ð49Þ
In the second stage, the weighted matrixW can also be cho-
sen to minimize the error covariance of h^, i.e.,W= E[eeT|h]
1.
For this purpose, we evaluate W as follows.
From Eqs. (35) and (36), we have
egn  Dnegn ð50Þ
where Dn ¼ rn 0cn rn

 
and egn ¼ dbn d _bn
 T
.
Collecting the results for all the N observers yields
e ¼ Peg ð51Þ
where P= diag(D1, D2,   ,DN) and
eg ¼ eTg1 eTg2    eTgN
 T
.
The weighting matrix is therefore
W ¼ E½eeT1 ¼ ðPQPTÞ1 ¼ PTQ1P1 ð52Þ
where Q= diag(Q1, Q2,   ,QN), in which the expression of Qn
is given in Eq. (58).
The source position and velocity can be found via
h^WIV ¼ ðGTWHÞ1GTWb ð53Þ
A closed-form solution for moving source localization using LBI changing rate of phase difference only 371The evaluation of the weighting matrix requires the knowl-
edge on the true emitter position and velocity, which are un-
known. To bypass this difﬁculty, W is ﬁrst obtained from
h^PLS and then the computation of W is repeated using h^WIV
to improve the estimation accuracy.
5.3. MSE of the WIV estimator
The corresponding covariance matrix of h^WIV using the weight-
ing matrix can be computed as
MSEðh^WIVÞ  ðHTWHÞ1 ¼ ðHTPTQ1P1HÞ1 ð54Þ
where H  G for the moderate noise level.
Note that MSEðh^WIVÞ has the same form as the CRLB in
Eq. (71). Their relationship is derived as follows.
In the ﬁrst stage of the proposed algorithm, the error
covariance matrix of cn is given as
MSEðcnÞ ¼ r2ðATnAnÞ
1 ð55Þ
The estimation error covariance matrix of gn therefore is
MSEðgnÞ ¼ BnMSEðcnÞBTn ð56Þ
The inverse matrix of Bn can be simply evaluated as
B1n ¼
_bn cos bn sin bn
 _bn sin bn cos bn
" #
ð57Þ
Substituting Eq. (57) into Eq. (56) yields
Qn ¼ MSEðgnÞ ¼ r2ðBTn ATnAnB1n Þ
1 ð58Þ
It is easy to get the following result according to the matrix
multiplication
AnB
1
n ¼
@fn
@gn
ð59Þ
where
@fn
@gn
is deﬁned in Eq. (69).
The inverse matrix of Q in Eq. (52) is therefore
Q1 ¼ diagðQ11 ;Q12 ;    ;Q1N Þ ¼ r2
@f
@g
T @f
@g
ð60Þ
In the second stage of the proposed algorithm, the inverse
matrix of Dn is
D1n ¼
1=rn 0
cn=r
2
n 1=rn

 
ð61Þ
Let
P1n ¼ diagð022; 022;    ;D1n ;    ; 022Þ ð62Þ
It is easy to get the following result according to the matrix
multiplication
P1n H ¼ 042 042    @g
T
n
@h
   042

 T
ð63Þ
After some straightforward algebraic manipulations, the re-
sult is
P1H ¼
XN
n¼1
P1n H ¼
@g
@h
ð64Þ
From Eqs. (59) and (64), a conclusion can be drawn asMSEðh^WIVÞ  CRLBðhÞ ð65Þ
where CRLB(h) is given in Eq. (73).
As a result, it shows that the estimation accuracy of the
proposed method attains the CRLB under a Gaussian noise
assumption when using the proposed weighted matrix.
6. Cramer–Rao lower bound analysis
6.1. CRLB of the DOA and its changing rate
The CRLB gives the lowest possible variance that an unbiased
estimator can achieve. The CRLB for the DOA and its chang-
ing rate in the ﬁrst stage is ﬁrstly analyzed. The likelihood
function of the CRPD measurements given by the joint prob-
ability density function conditioned on the emitter location for
observer n is
pðznjgnÞ ¼
1
ð2pÞM=2 det ðKnÞ1=2
 exp  1
2
ðzn  fnðgnÞÞTK1n ðz fnðgnÞÞ
 
ð66Þ
The CRLB is equal to the inverse of the Fisher matrix32 de-
ﬁned as
FðgnÞ ¼ E
@ ln pðznjgnÞ
@gn
 T
@ ln pðznjgnÞ
@gn
 " #
ð67Þ
The CRLB of gn is therefore
CRLBðgnÞ ¼ F1ðgnÞ ¼ r2ðJTðgnÞJðgnÞÞ1 ð68Þ
where the Jacobi matrix J(gn) is equal to
JðgnÞ ¼
@fn
@gn
ð69Þ
where
@fn
@gn
¼ @f
T
n1
@gn
@fTn2
@gn
   @f
T
nM
@gn

 T
,
@fnm
@gn
¼ @fnm
@bn
@fnm
@ _bn

 T
,
@fnm
@bn
¼jdnm cosðbnhnmÞ _bn, and
@fnm
@ _bn
¼jdnm sinðbnhnmÞ.
6.2. CRLB of the position and velocity
The CRLB of the source position and velocity is deﬁned as
FðhÞ ¼ E @ ln pðzjhÞ
@h
 T
@ ln pðzjhÞ
@h
 " #
ð70Þ
The CRLB of h is therefore
CRLBðhÞ ¼ F1ðhÞ ¼ r2ðJTðhÞJðhÞÞ1 ð71Þ
where J(h) is the Jacobi matrix, which, according to the chain
rule, is given as
JðhÞ ¼ @f
@h
¼ @f
@g
@g
@h
ð72Þ
The CRLB can be computed as
CRLBðhÞ ¼ r2 @g
T
@h
@f T
@g
@f
@g
@g
@h
 1
ð73Þ
Fig. 4 Simulated emitter localization geometry.
Fig. 5 DOA and its changing rate bias vs. CRPD noise standard
deviation.
Fig. 6 DOA and its changing rate RMSE vs. CRPD noise
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@f
@g
and
@g
@h
are given as follows. In par-
ticular, we have
@f
@g
¼ diag @f1
@g1
;
@f2
@g2
;    ; @fN
@gN
 
ð74Þ
The partial derivative of g with respect to h is
@g
@h
¼ @g
T
1
@h
@gT2
@h
   @g
T
N
@h

 T
ð75Þ
where
@gn
@h
¼
@bn
@xt
@bn
@yt
@bn
@vxt
@bn
@vyt
@ _bn
@xt
@ _bn
@xt
@ _bn
@vxt
@ _bn
@vyt
2
664
3
775, @bn@xt ¼
@ _bn
@vxt
¼ yt  yn
r2n
,
@bn
@yt
¼ @
_bn
@vyt
¼  xt  xn
r2n
,
@bn
@vxt
¼ @bn
@vyt
¼ 0, @
_bn
@xt
¼  vyt  vyn
r2n
2 _bn xt  xn
r2n
, and
@ _bn
@yt
¼ vxt  vxn
r2n
 2 _bn yt  yn
r2n
.
7. Simulation
The emitter localization geometry employed in the simulation
is shown in Fig. 4. A scenario with three stationary
observers on the ground is considered. The positions of the
observers are x1 ¼ 0 22:5½ T km, x2 ¼ 22:5 0½ T km
and x3 ¼ 22:5 0½ T km, respectively. Each observer has
an LBI array including three antennas ﬁxed on the vertex of an
equilateral triangle with a side length of 45 m. The position and
velocity of the moving emitter is xt ¼ 70:7 70:7½ T km and
vt ¼ 100 330½ T m=s. The carrier frequency of the emitter is
10 GHz and the pulse repetition frequency (PRF) is 1000 Hz.
The observation time for measurement is 0.5 s.
7.1. Performance of the DOA and its changing rate estimation
Firstly, the estimation performance of the DOA and its chang-
ing rate in stage 1 is simulated. The bias of the estimation is
deﬁned by the distance between the mean estimate and the true
value, i.e.,
Bias ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
L
XL
l¼1
u^l  u
 !T
1
L
XL
l¼1
u^l  u
 !vuut ð76Þwhere u^l is an estimate of u in simulation l and L is the total
simulation number.
The root mean square error (RMSE) of the estimator is de-
ﬁned by
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
L
XL
l¼1
ðu^l  uÞTðu^l  uÞ
vuut ð77Þ
The simulation results for the bias of the DOA and its chang-
ing rate at observer 1 as a function of the CRPD noise standard
deviation is shown in Fig. 5 and the RMSE in Fig. 6. The results
were obtained using 50,000 Monte Carlo simulations.
The simulated results in Fig. 5 show that theDOA bias is less
than 0.01 degree, only 0.18& of the true value and theDOA rate
bias is less than 1 · 104 ()/s, only 0.7& of the true value. It is
compatible to the analysis in Section 4.1 that the DOA and its
changing rate are approximatively unbiased. The small bias in
the results is caused by the nonlinear transformation in Eqs.
(22) and (23) as well as the ﬁnite baseline number.standard deviation.
Fig. 7 Localization bias vs. CRPD noise standard deviation.
Fig. 8 Localization RMSE vs. CRPD noise standard deviation.
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obtained from stage 1 can closely approach to the CRLB when
the CRPD noise standard deviation is between 5 ()/s and
45 ()/s.
7.2. Performance of localization estimation
In this simulation, we compare the performances of the ML
estimator, the PLS estimator and the WIV estimator. The
ML estimator was implemented using the GN algorithm. It
was initialized to the true value and iterated three times.
The simulation results for the bias of the localization algo-
rithms as a function of the CRPD noise standard deviation is
shown in Fig. 7 and the corresponding RMSE is shown in
Fig. 8. The bias and RMSE estimates were obtained using
50,000 Monte Carlo simulations.The ML estimator has the smallest bias. The PLS estimator
exhibits signiﬁcantly larger bias than those of the other two esti-
mators because of the correlation between themeasurementma-
trix and the measurement noise. While the bias of the WIV
estimator is not as small as that of the ML estimator, it is none-
theless signiﬁcantly smaller than that of the PLS estimator.
It can be seen fromFig. 8 that the RMSE of the LS estimator
is signiﬁcantly larger than those of theWIV andML estimators.
The RMSE performance of the WIV estimator closely matches
that of the optimal ML estimator and reaches the CRLB when
the measured CRPD has an error below 35 ()/s. It suffers from
the thresholding effect at the high noise level due to ignoring the
second and high-order error terms in the algorithm develop-
ment. We also note that the complexity of the WIV estimator
is comparable to that of the pseudolinear estimator while the
ML estimator has larger computation than the WIV estimator.
374 M. Zhang et al.8. Conclusions
This paper proposes a two-stage closed-form solution to deter-
mine the position and velocity of a moving source using CRPD
measurements only. The proposed technique employs least
squares only in the two stages and is computationally attrac-
tive. It does not have convergence and initialization problems.
The proposed two-stage closed-form PLS estimator however is
biased because of the correlation between the measurement
matrix and the measurement noise. The proposed WIV estima-
tor can reduce the bias as well as the estimation variance. It
can attain the CRLB at moderate Gaussian noise.Acknowledgments
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