Consider the set SG(Q k ) of all graphs whose vertices are labeled with non-identity elements of the group Q k = Z k 2 so that there is an edge between vertices with labels a and b if and only if the vertex labeled a + b is also in the graph. Note that edges always appear in triangles, since a + b = c, b + c = a and a + c = b are equivalent statements for Q k . We define the random cubic sum graph SG(Q k , p) to be the probability space over SG(Q k ) whose vertex sets are determined by Pr[x ∈ V ] = p with these events mutually independent. As p increases from 0 to 1, the expected structure of SG(Q k , p) undergoes radical changes. We obtain thresholds for some graph properties of SG(Q k , p) as k → ∞. As with the classical random graph, the threshold for connectivity coincides with the disappearance of the last isolated vertex.
Introduction
The study of random graphs began with the landmark papers of Erdős-Rényi [10, 11] . They introduced the (uniform) random graph G(n, p), which is the probability space over every graph G on the vertex set [n] where Pr[{i, j} ∈ G] = p, with these events mutually independent. In recent years, there has been much interest in alternative random graph models, particularly those inspired by so-called real world networks such as social networks, the world wide web and wireless networks.
This has lead to the development of random graph models with dependencies between the appearance of edges. Some models achieve a prescribed (exact or expected) degree sequence, such as the configuration model [17] and the preferential attachment model [4, 7, 8] . Other models reflect an underlying geometric structure, such as random geometric graphs [18] . In this paper, we study a random graph structure that obeys an underlying algebraic structure.
Introduced by Frank Harary [14] , a sum graph is a graph G with a labeling : V (G) → Z + such that (x i , x j ) ∈ E(G) if and only if there exists x k ∈ V (G) such that (x i ) + (x j ) = (x k ). Sum graphs have been well studied. A typical result identifies the minimum number of isolated vertices that must be added to a graph so that the resulting structure has a sum graph labeling [5, 9, 13, 16] .
Sum graphs have potential applications for data compression: specifically for compressed storage of graphs. They can also be used for secure communication of information [19] . See [12] for a summary of known results on sum graphs.
Many generalizations of sum graphs have also been studied. A graph is a mod sum graph [6] if the labels are drawn from Z m . Another generalization to f -graphs [2] replaces the sum x i + x j with an arbitrary symmetric polynomial f (x i , x j ). Consider a further generalization of mod sum graphs.
Let H be any group with identity element e and let H * = H\{e} denote all the non-identity elements of H. An H-sum graph is a directed graph with a labeling : V (G) → H * such that (x i , x j ) ∈ E(G)
if and only if there exists x k ∈ V (G) such that (x i ) + (x j ) = (x k ) for some k. We exclude e as a potential label since this vertex would (inconveniently) be adjacent to all other vertices. An H-sum graph is undirected if and only if H is abelian. We denote the set of all H-sum graphs by SG(H).
Abusing notation slightly, we will identify the elements of H * with the set of potential vertices so that V (G) ⊂ H * . When clarification is needed, we will refer to x ∈ H * as "the element x" and x ∈ V (G) as "the vertex x."
We define the random H-sum graph SG(H, p) to be the probability space over the set of H-sum graphs whose vertex sets V ⊂ H * are determined by Pr[x ∈ V ] = p with these events mutually independent. For convenience, we define n := |H * | = |H| − 1. For G ∈ SG(H) with v(G) = r, the probability of obtaining G via this process is p r (1 − p) n−r . Note that the labeled vertices are independent but the induced edges are not.
A second model for a random H-sum graph is to specify the desired number of vertices r ≤ |H * | and then choose a random r-subset of H * . The resulting probability space is denoted by SG(H, r).
These two models are quite compatible. Indeed, the number of vertices in SG(H, p) is governed by the binomial distribution Bin(n, p). The following Chernoff bounds (cf. [15] , p. 26) will be useful here (and in the sequel). If X ∈ Bin(n, p) and E[X] = µ = np then with φ(x) = (1+x) log(1+x)−x,
Let the acronym whp (with high probability) mean "with probability 1−o(1) as n → ∞." If p = r/n and G ∈ SG(H, p) then for any fixed arbitrarily small δ > 0 these bounds imply that
whp provided that r → ∞ and n − r → ∞.
Since these two models are roughly equivalent we will focus on the model SG(H, p), appealing to the model SG(H, r) when appropriate. As with the classical random graph, we study the threshold functions for random H-sum graphs. These results should be viewed in the context that H is a finite group that is part of a sequence of finite groups with |H| growing to infinity. Fixing a graph theoretic property A, we can determine the threshold for lim |H * |→∞ Pr[SG(H, p) satisfies A].
Herein we restrict ourselves to the family of cubic groups Q k = Z k 2 , whose edge dependencies remain manageable. We define n = n(k) = |Q * k | = 2 k −1 to be the number of possible vertices in our graph. For convenience, we adopt the composition notation ab rather than the addition notation a + b. Furthermore, we denote the edge joining vertices a and b as (a, b) to avoid confusion with the vertex labeled ab. Note that the edges of G ∈ SG(Q k , p) always appear in triangles: ab = c, bc = a and ac = b are equivalent statements for a, b, c ∈ Q k . We refer to the set {a, b, ab} as an elementary
the Chernoff bounds guarantee tight concentration around this mean value when p(n) = ω( 1/n).
As an aside, we can view a cubic sum graph as a 3-regular hypergraph by considering the elementary triangle {a, b, ab} as a hyperedge rather 3 separate edges (since they can only appear together). In the sum graph corresponding to the full vertex set Q * k , we find that every pair a, b of vertices appears in the unique triple {a, b, ab}. In other words, we have a Steiner system of order
We characterize the thresholds for the following graph properties. We start with the very early stages of the random process.
where c is an arbitrary constant. Moreover, if c(n) → c then the distribution governing the number of elementary triangles converges to Po(c 3 /6).
In other words, whp SG(Q k , r) contains only isolated vertices until r ≈ n 1/3 . The next graph structure to appear is a butterfly which consists of two triangles that share a vertex. The vertex set of a butterfly has the form {a, b, ab, c, ac}. Butterflies appear in SG(Q k , r) when r ≈ n 2/5 .
where c is an arbitrary constant. Moreover, if c(n) → c then the distribution governing the number of butterflies converges to Po(c 5 /8).
Moving forward in the random process, we determine the threshold for the disappearance of isolated vertices.
where c is an arbitrary constant. More specifically, if c(n) → c then the distribution governing the number of isolated vertices converges to Po(e −c/2 ).
We can view a random cubic sum graph as a dynamic evolution over time. For each element a ∈ Q * k let y a be selected uniformly and independently from [0, 1]. We increase p from 0 to 1 and include the vertex a when p ≥ y a . The graph evolves as we increase from p = 0 (where the graph has no vertices) up to p = 1 (where the graph is K n ). For 0 < p < 1, the graph of all included vertices has distribution SG(Q k , p). Alternatively, we can view this evolution as a random process.
A sum graph process is a sequenceG = (G t ) n t=1 where G t is a sum graph on t vertices, V (G t ) ⊆ Q * k , and G t−1 ⊂ G t for 1 ≤ t ≤ n. Using the uniform distribution on the set of all such processes gives the random sum graph process SG. In this interpretation, G t ∈G has distribution SG(Q k , t).
As with the classical random graph, the threshold for the disappearance of the last isolated vertex coincides with the threshold for connectivity. However, the connectivity of our sum graph process is more complicated than for the classic model. Indeed, once the classic random graph process becomes connected, it remains connected. The connectivity of a random sum graph may oscillate. Consider the following simple example: if our first four included vertices are a, b, ab, c, Then the graph becomes connected at t = 3 and disconnected again at t = 4. Our next theorem ensures that once the random sum graph becomes connected, it remains connected whp.
If Q(G) is a graph property, then the hitting time τ at which Q appears is τ (Q(G)) = min{t ≥ 0 | G t has Q} whp whereG ∈ SG. This hitting time formulation allows us to simply express the relationship between minimum degree δ(G) and connectivity κ(G).
Consider the following algebraic interpretation of the connectivity threshold of SG(Q k , p). Suppose that we choose a random subset S ⊂ Q * k of size r. How large must r be to ensure that for any two elements a, b ∈ S, whp there exists some subset {c 1 , c 2 , . . . , c t } ⊂ S so that
The answer is given by Theorem 4: we must take r ≥ n(log n + log log n + ω(n)).
We compare the threshold of connectivity for the random cubic sum graph with that of the classical Erdős-Rényi random graph model. The threshold for connectivity for SG(Q k , p) occurs when p = Θ( log n/n). This graph will have Θ( √ n log n) vertices and Θ( n(log n) 3 ) edges.
For comparison, the connectivity threshold for the Erdős-Rényi random graph G(n , p ) occurs at p = log n /n . In order to have graphs of similar sizes, we take n = √ n log n, giving a comparable connectivity threshold of p = Θ( log n/n). At this point, the classical random graph also has Θ( n(log n) 3 ) edges. While the size of the edges sets are similar, the structure of these random graphs are not. For example, every vertex of the random cubic sum graph has even degree and is contained in at least one cycle.
Finally we remark that there are many open questions concerning random cubic sum graphs. The two most natural problems would be to identify the threshold for the emergence of a giant component and to characterize the diameter for various values of p above the threshold for connectivity.
Random Cubic Sum Graphs for Small p
In this section, we prove Theorems 1 and 2. They characterize the thresholds for the appearance of our earliest nontrivial graph structures: elementary triangles and butterflies. We start with an intuitive motivation each threshold. For a given p, the expected number of elementary triangles is to our threshold function of p = n −2/3 . The expected number of butterflies is
Indeed, we have n choices for the shared vertex, n−1 2 ways to complete the first triangle and then
ways to create the second triangle. We must multiply by an additional 1 2 since the order we choose these triangles does not matter. This gives an intuitive threshold function of p = n −3/5 for the appearance of butterflies.
To prove each theorem, we need both the Janson Inequality and the method of moments. Let 
. Now explicitly consider the events {B n,i } i∈I as part of a sequence depending on n → ∞. Let X n,i be the indicator function for the event B n,i and set X n = i∈I X n,i . The method of moments (c.f. Corollary 6.8 in [15] ) states that if λ ≥ 0 is such that for every k ≥ 1, as n → ∞ we have
Proof of Theorem 1. For G ∈ SG(Q k , p), let A τ be the event that the elementary triangle τ is present. We write τ i ∼ τ j if τ i = τ j and the events A τi , A τj are not independent and set
where we sum over all unordered pairs i, j.
. Indeed, each of the We analyze the case c(n) → c using the method of moments. Let X τ denote the indicator function for the event A τ and set X = τ X τ where the sum is taken over all possible elementary triangles.
For k ≥ 2, let B be the set of all ordered k-tuples (τ 1 , τ 2 , . . . , τ k ) of elementary triangles. Partition
When choosing our (i + 1)th isolated triangle, we have already chosen 3i vertices. After choosing one of the remaining n − 3i vertices, we have n − 6i − 1 choices for our second vertex to ensure that our triangle is disjoint from the previous i triangles. The order we choose these two vertices does not matter, and each triangle is chosen in three different ways.
To complete the proof, we show that the contribution from k-tuples in B 2 tends to zero. For
where the sum is taken over all elementary triangles τ / ∈ {τ 1 , . . . , τ k }. The four terms in the upper bound correspond to the number of vertices that τ shares with the previous k triangles. Fixing τ 1 , τ 2 and using induction gives
where the sum is taken over all possible k − 2 tuples of elementary triangles.
For each (τ 1 , . . . , τ k ) ∈ B 2 , there is at least one pair of these elementary triangles that share a vertex. Let B 2 ⊂ B 2 denote the subset such that |τ 1 ∩ τ 2 | = 1, so that the first pair of triangles in our k-tuple create a butterfly. We have |B 2 | ≤ k 2 |B 2 | and Pr[X τ1 = X τ2 = 1] = p 5 . This leads to our bound
Proof of Theorem 2. After isolated triangles, the next graph structure to appear is a butterfly of the form β = {a, b, ab, c, ac}. Let A β be the event that butterfly β appears in the graph, so
Calculating is more involved. Events A β1 , A β2 are only dependent when β 1 ∩ β 2 = ∅. Let β 1 = {a, b, ab, c, ac} and β 2 = {x, y, xy, z, xz} be butterflies with |β 1 ∩ β 2 | = k where 1 ≤ k ≤ 4, so that Pr[A β1 ∧ A β2 ] = p 10−k . As calculated at the start of this section, we may choose β 1 in n(n − 1)(n − 3)/8 < n 3 /8 distinct ways. Fixing β 1 , let U k be the set of all butterflies intersecting
For β 2 ∈ U 1 , we have 5 choices for this common vertex u ∈ β 1 and (n − 5)/2 ways to complete the first triangle in β 2 . One of these first 3 vertices must the center of T , and we complete the butterfly in (n − 7)/2 ways. Therefore
If β 2 ∈ U 2 then there are 5 2 ways to determine {x, y} = β 1 ∩ β 2 , and we pick an arbitrary third vertex z in n − 5 ways. There are at most 6 possibly distinct butterflies we can construct from these vertices, each of which is entirely determined by our choice of center from among {x, y, z, xy, yz, xz}, and so |U 2 | ≤ 60(n − 5) < 60n.
Next, we claim that if T ∈ U 3 then a ∈ β 2 . Indeed, otherwise we can assume that β 1 ∩ Putting this all together for p = ωn −3/5 , we have
In particular, when c(n) → 0, there are no butterflies whp and when c(n) → ∞, there are butterflies whp.
Our analysis for c(n) → c is similar to the previous proof, and we sketch the argument. Let X β denote the indicator function for the event A β and set X = β X β where the sum is taken over all possible butterflies. We have
k ≥ 2, let B be the set of all ordered k-tuples (β 1 , . . . , β k ) of distinct butterflies. Partition B into
As in the previous proof, the contribution from k-tuples in B 2 tends to zero. For any k-tuple of distinct butterflies (β 1 , . . . β k ) with k ≥ 2, we have Pr 
Threshold for Isolated Vertices
In this section, we prove Theorem 3.
Proof of Theorem 3. Let G ∈ SG(Q k , p) where p = (log n + log log n + c(n))/n and let X be the number of isolated vertices in G. Then
We have
E[X]
= n(log n + log log n + c(n)) exp − (n − 1) 2n (log n + log log n + c(n)) exp O (log n) 2 n = n(log n + log log n + c(n)) n log n e
If c(n) = ω(n) is a slowly growing function then E[X] → 0, so X = 0 whp.
Next, we consider the case c(n) = −ω(n) where ω(n) is a slowly growing function. We have E[X] → ∞, and we must show that X > 0 whp. Let X a be the indicator function for element a being an isolated vertex. Fixing elements (and potential vertices) a = b, we determine Pr[X a ∧ X b ].
If both a and b are isolated vertices, then vertex ab cannot be present. We analyze the remaining n − 3 elements by constructing a dependency graph G with V (G ) = Q * k \{a, b, ab} and E(G ) = {(x, y) | xy = a} ∪ {(x, y) | xy = b}. G consists of disjoint 4-cycles. Indeed, E(G ) is naturally partitioned into two perfect matchings, so G is 2-regular. If u, v, x, y ∈ V (G ) with uv = xy = a and ux = b then vy = (uu)vy = u(uv)y = u(xy)y = (ux)(yy) = ux = b, so these four vertices create a cycle.
Given that a and b are isolated vertices in G, for each of the 4-cycles of G we can have zero vertices, one vertex or two antipodal vertices present in G. The combined probability of these events
where the sum is taken over all ordered pairs of elements a, b. We have
Therefore Pr[X > 0] with high probability, meaning that there are isolated vertices below the threshold.
Finally, suppose that c(n) → c where c is a constant. We prove that X converges to Po(e −c/2 ) via the method of moments. In particular, for s > 0 we show that a1,a2,...,as
where the sum is taken over all ordered s-tuples of elements. The case s = 1 is shown by equation (4). For s = 2, we consider the limiting behavior of equation (5):
= e −c(n) n(log n + log log n + c(n)) n log n
For fixed s > 2, we must create a dependency graph G (a 1 , a 2 , . . . , a s ) for having isolated vertices a 1 , a 2 , . . . , a s . This dependency graph is constructed similarly to the 2 vertex case above. First, we consider the set B ⊂ Q * k of size 2 s − 1 consisting of elements corresponding to all possible combinations of a 1 , a 2 , . . . , a k . Among the members of B, the s elements a i must be present and the s 2 elements a i a j must be absent. As for the remaining 2 s −1−s− s 2 elements in A, one acceptable configuration is the absence of all of them which occurs with probability (1 − p)
There are other allowable configurations, but of course the total probability is at most 1. In summary, the probability that the elements of A do allow for the a i to be isolated
We consider the remaining n − (2 s − 1) = 2 k − 2 s elements. Generalizing the 2-vertex case, our dependency graph partitions these elements into disjoint s-hypercubes. Indeed, we first observe that the graph H with V (H) = B ∪ {e} and E(H) = {(b 1 , b 2 ) | b 1 b 2 ∈ B} is the s-hypercube. This graph is the prototype for the remaining components of G (a 1 , a 2 , . . . , a s ). Indeed, let C be a component of G (a 1 , a 2 , . . . , a s ) and let x ∈ V (C). Then V (C) = {xy | y ∈ B ∪ {e}} and for xv 1 , xv 2 ∈ V (C),
we have (xv 1 , xv 2 ) ∈ E(C) if and only if v 1 v 2 ∈ B.
Respecting the dependency graph of C, we can only allow an independent set of vertices of C to be present in our graph. Let Z C denote the event that the vertices in C that are present in the graph form an independent set. Then
We now calculate a1,a2,...,as
n(log n + log log n + c(n)) n log n
completing the proof by the method of moments.
Threshold for Connectivity
In this section, we prove Theorem 4. As per equation (3), the models SG(Q k , p) and SG(Q k , r)
where r = np are essentially equivalent. We make most of our arguments using the former model, which is easier to work with. In particular, we can define an analogous random sum graph process for this model as follows. We assign every element a an i.i.d. weight p a drawn uniformly from [0, 1].
We increase p from 0 to 1, including vertex a when p ≥ p a . We define the resulting random process
In order to prove that the graph becomes connected when the last isolated vertex disappears (and remains connected thereafter), we prove a series of lemmas. We focus on the range log n/n ≤ p ≤ (log n + log log n + c)/n. For p = log n/n, we show that whp SG(Q k , p) consists of isolated vertices and a constant number of large components of size at least √ n log n/100. Next, as p increases from log n/n to (log n + log log n + c)/n, we show that whp the graph consists of a small number of isolated vertices along with a single connected component. These isolated vertices are joined to the connected component at the threshold provided by Theorem 3. Our final lemma proves that whp no additional isolated vertices are introduced beyond this point. Note that we cannot have a component of size 2 as edges appear in triangles. Define p − = log n/n and p + = (log n + log log n + c)/n. √ n log n are isolated vertices.
Proof. We write p = g(n) log n/n where 1 ≤ g(n) ≤ 1 + (log log n + c)/ log n = 1 + o(1). For 3 ≤ t ≤ n/2, let X t be the number of components of size t. We determine an upper bound for
There are events of the former type. We will ignore the second type as they can only decrease the probability
We bound Pr[∧B i | A] for three cases: t = 3, 5 ≤ t ≤ n/ log n and n/ log n ≤ t ≤ Case 1: t = 3. For H to be an isolated triangle, we have µ = 3 2 (n − 3)p 2 and = 6(n − 3)p 3 .
Indeed, for µ, we have 3 choices for the vertex in H and (n − 3)/2 distinct choices for a vertex in G − H (which uniquely determines the second vertex in G − H). As for , we choose an ordered pair of vertices from H (one for B i and one for B j ) and one vertex from G − H that is in both B i and B j . Janson's inequality yields Pr 2p) ) and therefore
Case 2: 5 ≤ t ≤ α n/ log n for 0 < α < 1. For t in this range,
This gives
and taking the log gives
We consider the endpoints. First, t = n/ log n:
for n sufficiently large. Next, t = 1 100 √ n log n:
for n sufficiently large. To settle all values in between, the derivative f (t) of the right hand side of equation (9) is
That f (t) is positive on this interval ensures E[X t ] → 0 for all such t.
Lemma 6 Consider the evolution from G p− to G p+ . At the conclusion of this phase, G p+ consists one a large connected component along with some (perhaps zero) isolated vertices whp.
Proof. Lemma 5 ensures that when p = p − , the only components of size smaller than √ n log n/100 are isolated vertices. We now show that as p increases from p − to p + , any components of size at least √ n log n/100 must coalesce so that the graph becomes one connected component along with some isolated vertices.
As shown in equation (3), whp SG(Q k , p) looks like SG(Q k , r) where r = np (here we choose r random vertices). We consider this model for convenience. Let r 1 = np − = √ n log n and r 2 = np + = n(log n + log log n + c). Then whp a = r 2 − r 1 = n log n 1 + log log n + c log n
n log n log log n + c log n = log log n + c 2 n log n is the number of vertices that will be added to arrive at the final graph.
Let G ∈ SG(Q k , r 1 ) so that v(G) = r 1 = √ n log n. There are at most 100 connected components of size at least √ n log n/100. Let H 1 , H 2 , . . . , H s be these large components where 1 ≤ s ≤ 100.
For any pair H i , H j there must be at least n log n/10000 potential edges between them. Label each of these potential edges by the element v whose addition will add that edge to the graph.
For each element v / ∈ V (G), let X v denote the number of potential edges with label v. Then (1)). We use Chernoff's inequality (1) to show that whp every v ∈ Q * k \V (G) has at most 3 2 log n associated labeled edges. Let Y i denote the event that
It follows that whp there are at least n/15000 distinct labels between any two components. Let Z ij denote the number of edges induced between distinct components H i and H j via the addition of the a random vertices to G. We have
≥ log log n 30000 n log n .
Once again we combine a union bound along with the Chernoff inequality to show that all these large components must coalesce into a single component whp. Indeed,
≤ 10000 exp − 1 − log 2 60000 log log n n log n → 0.
Finally, we claim that any newly created component must be an isolated vertex. Indeed, by
Lemma 5, all non-isolated vertices must be in components of size at least √ n log n/100. We have only added a √ n log n/100 vertices, so these vertices cannot be part of a new small component.
Therefore whp we have one large component along with (perhaps) some isolated vertices.
Let q = (log n + log log n − log log log n)/n. By Theorem 3, the graph G q has isolated vertices whp. We now show that for p > q, whp no isolated vertices are added in G p . In other words, the set of isolated vertices in G p decreases monotonically for p > q.
Lemma 7 Whp, every element a ∈ Q * k such that p a > q has deg Gp a (a) > 0.
Proof.
We partition [0, 1] into four intervals, each representing a phase in the evolution our random cubic sum graph. We will show that every vertex added in the latter three stages will be adjacent to existing vertices. Let q 0 = 0, q 1 = q = (log n + log log n − log log log n)/n, q 2 = (log n + 2 log log n − log log log n)/n, q 3 = (2 log n + 2 log log n − log log log n)/n and q 4 = 1.
Let W i = {a ∈ Q * k | p a ∈ [q i−1 , q i ]} for 1 ≤ i ≤ 4. Consider the sequence of graphs G q1 , G q2 , G q3 , and G q4 = K n . Note that V (G qi ) = ∪ i j=1 W j . We claim that for 2 ≤ i ≤ 4, whp every vertex in W i is adjacent to some pair of vertices that already appear in G qi−1 ⊂ G pa . Indeed, for a ∈ W i , let Z a denote the indicator for event that a does not form a triangle with pairs of vertices in G qi−1 .
We have Using q 2 = q 2 1 + log log n/n ≤ q 1 + log log n/n, we can bound
n/2 ≤ n log log n exp − log n + log log n − log log log n 2 = n log log n log log n n log n = log log n √ log n → 0.
Similarly, we have q 3 = q 2 2 + log n/n ≤ q 2 + log n/n, so that
n/2 ≤ n log n exp − log n + 2 log log n − log log log n 2 = n log n log log n n (log n) 2 = 2 log log n log n → 0.
Finally,
n/2 ≤ n exp − 2 log n + 2 log log n − log log log n 2 = n √ log log n n log n = √ log log n log n → 0.
Hence Pr[ a∈W2∪W3∪W4 Z a ] → 0.
Proof of Theorem 4. Equation (3) guarantees the equivalence of the random sum graph processes 1] . We prove the theorem for the latter formulation. We consider the evolution starting from G q . By Theorem 3, there are isolated vertices whp when p = q. By Lemma 7, whp no new isolated vertices are introduced beyond this point. Therefore, once the minimum degree is nonzero, it remains nonzero thereafter whp.
We now turn our attention to the connectivity of the graph. First we consider the evolution from G q to G p+ . By Lemma 6, G p+ consists of one large connected component plus some isolated vertices.
Moreover, the proof of Lemma 6 shows that no new small components are created for q < p < p + . Therefore every vertex v added during this phase is contained in the unique large component of G pv . Now consider the random sum graph process starting from G p+ . The only obstruction to connectivity is the existence of isolated vertices that were included for p < q. When these isolated vertices disappear, the graph becomes connected, so that τ (δ(Ĝ)) > 0) = τ (κ(Ĝ) > 0). Once the graph becomes connected, it remains connected whp since no new isolated vertices are introduced for p > q.
