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INTRODUCTION
Motivation ge´ne´rale
Dans l’article [45] Langlands a pre´dit l’existence d’un lien entre les motifs de Gro-
thendieck de´finis sur des corps de nombres et certaines repre´sentations automorphes
des groupes line´aires. Pour certaines formes modulaires un cas particulier bien connu
de cette correspondance est re´alise´ dans la cohomologie des courbes modulaires. Plus
ge´ne´ralement, soit G un groupe re´ductif de´fini sur Q posse´dant une donne´e de Shi-
mura (G,X). Langlands a donne´ une description conjecturale du motif de´coupe´ par une
repre´sentation automorphe Π de G dans la varie´te´ de Shimura Sh(G,X) en fonction du
L-parame`tre (conjectural) de Π ([45]).
Dans cette the`se, nous de´montrons des analogues locaux en des places non-archime´diennes
de cette conjecture. Qu’entendons nous par analogue local ? En la place archime´dienne
de Q l’objet local e´quivalent naturel de la varie´te´ de Shimura Sh(G,X) est l’espace
syme´trique hermitien X uniformisant la varie´te´ analytique Sh(G,X)(C), tandis que les
objets associe´s aux repre´sentations automorphes deG sont les repre´sentations irre´ductibles
du groupe de Lie G(R) au sens d’Harisch-Chandra. Les travaux de Schmid e´tudient ainsi
la contribution des se´ries discre`te de G(R) dans la cohomologie L2 de X (l’analogue
local de l’identification de l’action du groupe de Galois motivique consisterait dans ce
cas a` de´terminer une structure de Hodge sur ces espaces de cohomologie). Les analogues
non-archime´diens en un premier p de Q de l’espace syme´trique X sont les espaces rigides
p-adiques de Rapoport-Zink ([51]) uniformisant certains ouverts rigides des varie´te´s de
Shimura Sh(G,X) (ils ne sont pas de´finis pour tous les couples (G,X)).
Espaces de Rapoport-Zink
Pour comprendre la de´finition des espaces de Rapoport-Zink rappelons que la plupart
des varie´te´s de Shimura devraient se de´crire comme des espaces de modules de motifs.
L’espace X s’interpre`te ainsi comme la contrepartie locale archime´dienne de ce point
de vue puisque c’est un espace de modules de structures de Hodge. Supposons que les
varie´te´s Sh(G,X) s’interpre`tent comme espaces de modules de varie´te´s abe´liennes. Les
espaces de Rapoport-Zink sont alors la contrepartie p-adique de ce point de vue : ce sont
des espaces de modules de groupes p-divisibles munis de structures de niveaux.
Contrairement a` X les espaces de Rapoport-Zink ne sont pas simplement connexes ;
il s’agit d’une tour d’espaces rigides (M˘K)K indexe´e par les sous groupes compacts
ouverts de G(Qp) telle que si K ′ est un sous groupe compact ouvert de K, le morphisme
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de transition M˘K ′ → M˘K est un reveˆtement e´tale. Cette tour est munie d’une action de
G(Qp). Un deuxie`me groupe alge´brique p-adique entre en jeux, une forme inte´rieure d’un
sous groupe de Levi de la forme inte´rieure quasi-de´ploye´e de GQp . On le note Jb. Celui-ci
agit sur chaque espace M˘K de manie`re compatible aux morphismes de transition. Le
troisie`me groupe entrant en jeu est le groupe de Weil WE d’une extension de degre´ fini
de Qp.
Esquisse des re´sultats
Conside´rons la cohomologie e´tale ℓ-adique a` support compact au sens de Berkovich
des M˘K pour un ℓ 6= p,
H•c (M˘K ,Qℓ)
Lorsque K varie celle ci est munie d’une action lisse de G(Qp)× Jb ×WE.
Les re´sultats principaux de cette the`se concernent des espaces de Rapoport-Zink pour
lesquels le groupe Jb est une forme inte´rieure de GQp . Ce sont ceux qui uniformisent
les strates supersingulie`res des varie´te´s de Shimura de type P.E.L. non ramifie´es de´finies
dans [36]. Le premier re´sultat concerne le cas ou` G(Qp) = GLn(F ) pour une extension
F |Qp non ramifie´e, et Jb = D× ou` D est une alge`bre a` division sur F . Soit JL la
correspondance de Jacquet-Langlands qui associe a` une repre´sentation irre´ductible de
D× une repre´sentation de la se´rie discre`te de GLn(F ). Soit ρ une repre´sentation de Jb
telle que JL(ρ) soit supercuspidale. Soit π une repre´sentation supercuspidale de G(Qp).
D’apre`s la correspondance de Langlands locale ([26]), a` π est associe´ un certain L-
parame`tre ψ. Nous de´montrons que ρ⊗π intervient virtuellement dans la somme alterne´e
de la cohomologie des espaces de Rapoport-Zink ssi πˇ = JL(ρ). Nous de´montrons qu’alors
la repre´sentation galoisienne de´coupe´e par ρ ⊗ π s’exprime simplement en fonction du
L-parame`tre ψ.
Nous de´montrons le meˆme type de re´sultat lorsque G(Qp) = Jb = GLn(F ), la corres-
pondance de Jacquet-Langlands e´tant alors l’identite´.
Nous de´montrons e´galement le premier cas de loi de re´ciprocite´ non abe´lienne locale
construite ge´ome´triquement et associe´e a` des groupes autres que des formes inte´rieures
des groupes line´aires. Plus pre´cise´ment, il s’agit du cas ou` Jb = G(Qp) = GU(3) est
le groupe de similitudes unitaires non ramifie´ en trois variables. Contrairement au cas
pre´ce´dents, les L-paquets de repre´sentations de GU(3) ne sont pas tous de cardinal 1. Le
re´sultat est alors du meˆme type que pre´ce´demment apre`s sommation sur un tel L-paquet.
Conjectures de Kottwitz
Se basant sur la description conjecturale de Langlands du motif, et en particulier de la
repre´sentation galoisienne dans la cohomologie ℓ-adique, associe´ a` une repre´sentation au-
tomorphe de G dans la varie´te´ de Shimura Sh(G,X), ainsi que sur la formule conjecturale
d’Arthur pour la multiplicite´ d’une repre´sentation automorphe dans un A-paquet discret
de G, Kottwitz a formule´ une conjecture concernant la contribution d’une repre´sentation
“discre`te” de G(Qp) × Jb dans les espaces de cohomologie H•c (M˘K ,Qℓ) ainsi que de la
repre´sentation galoisienne associe´e ([50] et [25]). Les re´sultats de cette the`se sont des
cas particuliers de ces conjectures.
E´NONCE´S PRE´CIS xi
E´nonce´s pre´cis
Les re´sultats principaux de cette the`se sont les suivants :
The´ore`me (the´ore`mes III.10.1.4 et III.10.1.5). — Soit (V, F, b, µ) une donne´e lo-
cale de Rapoport-Zink de type E.L. non ramifie´e simple basique (I.2.2.1.1). Soit E ⊂ Qp
le corps re´flex associe´. Soient M˘K = M˘K(b, µ) les espaces de Rapoport-Zink associe´s
(I.2.2.2.1).
1. Supposons le groupe re´ductif Jb anisotrope modulo son centre, c’est a` dire Jb = D
×
pour une alge`bre a` division D sur F d’invariant calcule´ en fonction de µ. Notons JL
la correspondance de Jacquet-Langlands. Soit π une repre´sentation irre´ductible de
Jb telle que JL(π) soit supercuspidale. L’e´galite´ suivante est ve´rifie´e dans le groupe
de Grothendieck Groth(G(Qp)×WE)∑
i
(−1)i[ lim
−→
K
HomJb(H
i
c(M˘K⊗ˆCp,Qℓ), π)]cusp = [JL(π)] ⊗ [rµ ◦ σ˜ℓ(JL(π))|E ] |.|
−
∑
τ pτ qτ
2
ou` σ˜ℓ la correspondance de Langlands locale “absolue” ℓ-adique pour le groupe
line´aire (A.7.1) et rµ la repre´sentation du L-groupe associe´ (A.7.2) sur E.
2. Supposons le groupe re´ductif Jb e´gal a` G = GLn. Soit π une repre´sentation irre´ductible
supercuspidale de Jb. Il y a une e´galite´ dans Groth(G(Qp)×WE)∑
i
(−1)i[ lim
−→
K
HomJb(H
i
c(M˘K⊗ˆCp,Qℓ), π)]cusp = [π]⊗ [rµ ◦ σ˜ℓ(π)|E ] |.|
−
∑
τ
pτ qτ
2
Dans cet e´nonce´, la donne´e de Rapoport-Zink locale est l’analogue non-archime´dien
local d’une donne´e de Shimura.
The´ore`me (the´ore`me III.10.2.2). — Soit (F, ∗, V,< ., . >, b, µ) une donne´e locale de
type P.E.L. non ramifie´e simple basique (I.2.2.1.2). Supposons p 6= 2, [F : Qp]/2 impair
et dimF (V ) = 3. Soit E ⊂ Qp le corps re´flex associe´. Soient M˘K = M˘k(b, µ) les espaces
de Rapoport-Zink associe´s (I.2.2.2.2).
1. Soit ψ : WQp −→
LG une classe de conjugaison de L-parame`tres ve´rifiant : im(ψ)
n’est pas contenue dans LB pour un sous groupe de Borel B de G. Soit Π(ψ) le
L-paquet supercuspidal de repre´sentations de G(Qp) associe´ (C.1.4.2). Rappelons
que Jb = G(Qp) = GU(3). L’e´galite´ suivante est ve´rifie´e dans Groth(G(Qp)×WE) :
∑
π∈Π(ψ)
 lim
−→
K
HomJb
(
H•c (M˘K⊗ˆCp,Qℓ), π
)
cusp
=
∑
π∈Π(ψ)
[π]⊗ [rµ ◦ ψ|WE ] |.|
−
∑
τ pτ qτ
4
En particulier, si Π(ψ) est stable la conjecture de Kottwitz ([50],[25]). est ve´rifie´e.
2. Soit ξ un caracte`re du groupe endoscopique H de U(3) (appendice C) et StH(ξ)
la repre´sentation de Steinberg associe´e. Soit Π(StH(ξ)) = {π
2(ξ), πs(ξ)} le L-
paquet transfert endoscopique a` U(3) (C.1.6). Soit Π = {π2, πs} un L-paquet de
repre´sentations de G(Qp) tel que π2|U(3) = π
2(ξ), πs|U(3) = π
s(ξ). A Π est associe´
un L-parame`tre ψ : WQp × SL2(C) −→
LG. L’e´galite´ suivante est ve´rifie´e dans
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Groth(G(Qp)×WE) : lim
−→
K
HomJb
(
H•c (M˘K⊗ˆCp,Qℓ), π
s
)
cusp
+
 lim
−→
K
Ext •Jb−lisse(H
•
c (M˘K⊗ˆCp,Qℓ), π
2)

cusp
= [πs]⊗ [rµ ◦ ψ|WE ] |.|
−
∑
τ pτ qτ
4
3. Soit χ un caracte`re de G(Qp) et StG(χ) la repre´sentation de Steinberg associe´e.
L’e´galite´ suivante est ve´rifie´e dans Groth(G(Q)×WE) :[
Ext•Jb−lisse
(
H•c (M˘K⊗ˆCp,Qℓ), StG(χ)
)]
cusp
= 0
Quelques rappels sur la me´thode de Harris,Taylor et Boyer
Rapide historique. — Lubin et Tate avaient de´ja` conside´re´ (mais formule´ diffe´remment
bien suˆr) le cas particulier G = GL1 pour lequel les espaces M˘ sont de dimension 0, et
donne´ ainsi une construction ge´ome´trique de la loi de re´ciprocite´ locale d’Artin. Carayol
a ensuite formule´ dans [10] des conjectures concernant les espaces de de´formation de
Lubin-Tate de dimension supe´rieure. Ces conjectures ont e´te´ de´montre´es dans le cas des
corps locaux de caracte´ristique p par Boyer ([7]). Harris et Taylor on alors de´montre´ la
conjecture de Langlands locale pour les groupes line´aires sur des extensions de degre´ fini
de Qp en utilisant cette approche ([26]), puisque dans leur cas la repre´sentation rµ est
la repre´sentation standard du groupe line´aire.
Quelques points de [26]. — Pour comprendre la tactique utilise´e pour de´montrer nos
the´ore`mes il nous faut rappeler brie`vement certains points de ([26]). Harris et Taylor
conside`rent des espaces de de´formation de OF -modules divisibles de dimension 1 et de
hauteur g, munis d’une structure de Drinfeld de niveau m, et note´s Spf(RF,g,m) (ce sont
des sche´mas formels). Avec les notations du the´ore`me III.10.1.4 e´nonce´ pre´ce´demment,
cela correspond a` un choix particulier du cocaracte`re µ. Les espaces M˘K associe´s sont
alors une union disjointe infinie des fibres ge´ne´riques au sens des espaces analytiques
des Spf(RF,g,m). Leur re´sultat est e´nonce´ en termes de cycles e´vanescents ℓ-adiques au
sens de Berkovich, cependant les re´sultats de la section 6.9 de cette the`se permettent de
faire le lien avec la cohomologie a` support compact des espaces analytiques M˘K . Avec
nos notations, ils de´montrent que si ρ est une repre´sentation de Jb telle que JL(ρ) est
supercuspidale alors,
[HomJb(H
•
c (M˘K⊗ˆCp,Qℓ), ρ)] = [JL(ρ)]⊗ [rℓ(JL(ρ))]
ou` rℓ(JL(ρ)) est une repre´sentation ℓ-adique de WF . Ils montrent alors que la correspon-
dance de´finie sur les repre´sentations supercuspidales
π 7−→ rℓ(π)
est une correspondance de Langlands locale tordue par un caracte`re non ramifie´. Leur
de´monstration utilise certaines varie´te´s de Shimura, dites “simples”, posse´dant de bon
mode`les entiers en tout niveau. Elles parame`trent des varie´te´s abe´liennes A munies de
structures additionnelles (polarisation, action d’une alge`bre) et de structures de niveau
de´finies en p en utilisant la the´orie des structures de niveau de Drinfeld.
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L’un des points clef est que celles-ci sont stratifie´es par la classe d’isoge´nie du groupe p-
divisible universel A[p∞]. La strate minimale, ou strate supersingulie`re, est de dimension
0, et le comple´te´ formel de la varie´te´ de Shimura le long de cette strate est uniformise´
par une union disjointe de Spf(RF,g,m). Un point clef de [26] remarque´ par Boyer
dans [7] dans le cadre des D-modules elliptiques et transpose´ par Harris et Taylor dans
le cadre des groupes p-divisibles, est que la cohomologie des autres strates est induite
parabolique en p, c’est a` dire comme repre´sentation de G(Qp). Cela est une conse´quence
du fait qu’en restriction aux autres strates le groupe p-divisible universel (pas A[p∞],
mais un de´duit de celui-ci) est une extension d’un groupe e´tale par un groupe du meˆme
type que celui associe´ a` la strate supersingulie`re. Utilisant que les de´formations de tels
groupes p-divisibles s’expriment simplement en termes des de´formations de leur partie
connexe, l’astuce de Boyer s’en de´duit facilement. Une fois l’astuce de Boyer de´montre´e
on peut facilement relier la partie supercuspidale en p de la cohomologie de la varie´te´ de
Shimura a` celle des espaces Spf(RF,g,m)
an, ce qui est la premie`re e´tape de la re´currence
de [26].
L’approche utilise´e
Dans [25] M. Harris esquisse un programme visant a` ge´ne´raliser l’approche de [26].
Certains points de cette the`se sont inspire´s de ce programme. Nous utilisons une approche
similaire a` celle de [26] base´e sur les travaux de Kottwitz sur les varie´te´s de Shimura
de type P.E.L. ([41]) et ceux de Rapport et Zink sur l’uniformisation p-adique de ces
varie´te´s ([51]). Les principaux points de [26] ne se transposant pas dans ce cadre ge´ne´ral
et les solutions que nous y avons apporte´es sont les suivants :
• Contrairement aux varie´te´s “simples” de [26], on ne sait construire en ge´ne´ral de
bon mode`les entiers des varie´te´s de Shimura de type P.E.L. non ramifie´es de [41]
qu’en niveau maximal (compact hyperspe´cial, ou parahorique) en p. Cela est lie´
au fait qu’on ne sait pas de´finir de notion de structure de niveau de Drinfeld sur
les groupes p-divisbles de dimension plus grande que un. L’alternative consiste a`
travailler au niveau des espaces rigides de`s que l’on n’est plus en niveau maximal, et
par exemple a` de´finir le tube au dessus d’une strate comme e´tant l’image re´ciproque
par l’application de changement de niveau vers un niveau maximal du tube rigide
au dessus de la strate conside´re´e.
• Du point de vue des cycles e´vanescents, le lien entre la cohomologie des espaces
de Rapoport-Zink et celle de la strate supersingulie`re via l’uniformisation p-adique
est quasi-imme´diat dans [26]. En effet, la fibre spe´ciale des espaces M˘K de [26] est
de dimension 0. Le lien entre les deux est donc un “proble`me de combinatoire”. Le
proble`me dans notre cadre est que non seulement nous travaillons d’un point de
vue rigide, mais en ge´ne´ral l’uniformisation de [51] n’est pas une simple re´e´criture
du the´ore`me de Serre-Tate ; il y a des familles de de´formations par quasi-isoge´nie
“continues horizontales” (c’est a` dire non discre`tes sur un espace de parame`tres
de dimension 0) des groupes p-divisibles que nous conside´rons. Pour y reme´dier,
nous de´montrons dans la partie II une suite spectrale de Hochschild-Serre lie´e a`
l’uniformisation p-adique rigide qui relie la cohomologie des M˘K a` celle de la strate
supersingulie`re.
• L’astuce de Boyer n’admet pas de ge´ne´ralisation imme´diate. Soit par exemple X un
groupe p-divisible sur la cloˆture alge´brique d’un corps fini posse´dant deux pentes
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λ1, λ2 avec 0 < λ2 < λ2 < 1, et une filtration
0 −→ Xλ2 −→ X −→ Xλ1 −→ 0
ou` Xλ1 , resp. Xλ2 , est isoclin de pente λ1, resp. λ2. Les de´formations de X ne se
de´crivent pas simplement a` partir de celles de Xλ2 et de Xλ1 comme c’e´tait le cas
lorsque Xλ1 e´tait e´tale.
La re´solution de ce proble`me est a` l’origine de la partie la plus originale de cette
the`se, la partie III. Dans [25] M.Harris propose de de´montrer que la cohomologie
des strates non basiques est induite parabolique en p en utilisant une formule des
traces de Lefschetz en ge´ome´trie rigide. Malheureusement, a` part en dimension 1
([27],[57]) une telle formule des traces est loin d’exister (il faudrait comprendre les
termes associe´s aux points fixes dans le bord des compactifications de Huber au sens
des espaces adiques). La solution que nous apportons a` ce proble`me est la suivante :
utilisant les travaux de Fujiwara ([20]) nous de´montrons une formule des traces de
Lefschetz pour la cohomologie des tubes rigides au dessus des strates des varie´te´s
de Shimura que nous conside´rons. La me´thode consiste alors a` comparer cette
formule des traces “p-adique” a` la formule des traces de Lefschetz archime´dienne
topologique associe´e a` l’uniformisation complexe des varie´te´s de Shimura. Utilisant
la conjugaison stable en une place auxiliaire diffe´rente de p pour se´parer les classes
de conjugaison elliptiques re´gulie`res des non-elliptiques en p, on montre le re´sultat.
Les techniques utilise´es au passage sont tre`s diverses : the´orie des types, cycles
e´vanescents rigides...
• Reste la partie purement automorphe du programme : comparaison de la formule
des traces d’Arthur pour les groupes unitaires de signature quelconque a` l’infini.
Nous utilisons pour cela des re´sultats non publie´s de Harris et Labesse ge´ne´ralisant
ceux de Clozel en signature (1, n − 1) ([12]). Ces re´sultats sont assujettis a` cer-
taines conditions sur les groupes unitaires. Ce sont ces conditions qui imposent les
restrictions sur Jb dans le the´ore`mes 10.1.4 et 10.1.5. Pour les re´sultats concernant
U(3) nous utilisons les re´sultats de Rogawski ([53]).
Une meilleur connaissance des la stabilisation de la formule des traces pour les
groupes unitaires permettrait suˆrement d’obtenir des re´sultats complets sur U(n)
pour n quelconque.
• La partie repre´sentations galoisienne, c’est a` dire la de´termination du fameux
rµ ◦ ψ est acheve´e en de´terminant la restriction a` un groupe de de´composition
des repre´sentations galoisiennes globales de´coupe´es par certaines repre´sentations
automorphes dans les varie´te´s de Shimura associe´es aux groupes unitaires. Nous
utilisons pour cela l’existence (re´sultats non publie´s de Harris et Labesse, re´sultats
de Rogawski sur U(3)) d’un changement de base quadratique stable pour de telles
repre´sentations automorphes, la de´termination par Kottwitz de cette repre´sentation
en presque toutes les places non ramifie´es ainsi que l’un des re´sultats principaux de
[26] ge´ne´ralisant le the´ore`me principal de Clozel dans [12].
Bien qu’en annexe, ce re´sultat peut eˆtre conside´re´ en soi meˆme comme un re´sultat
inde´pendant de cette the`se.
Description des diffe´rentes parties
Partie I. —
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• Dans le premier chapitre nous rappelons et explicitons les de´finitions de base concer-
nant les varie´te´s de Shimura de type P.E.L. non ramifie´es de [41].
• La section 2.2 du chapitre 2 contient les de´finitions et proprie´te´s de base concernant
les espaces de Rapoport-Zink non ramifie´s sans structure de niveau (en tant que
sche´mas formels).
La section 2.4 contient le premier re´sultat de cette the`se, le the´ore`me 2.4.5.
Il s’agit d’une ame´lioration du the´ore`me de finitude de 2.18 de [51] base´e sur
des re´sultats re´cents de Zink ([61]). Nous montrons que “ Jb\M˘(b, µ)” est quasi-
compact (pour tout (b, µ)) , ou encore que sous l’action de Jb il n’y a qu’un nombre
fini d’orbites de composantes irre´ductibles dans la fibre spe´ciale de M˘(b, µ). Le
demi-plan supe´rieur de Drinfeld posse`de une de´composition cellulaire indexe´e par
l’immeuble de Bruhat-Tits de PGLn. Comme dans [47] nous donnons une des-
cription des points sur F¯p de M˘(b, µ) comme un sous ensemble de l’immeuble de
G sur Q̂nrp (section 2.4.1 et 2.4.2). Le the´ore`me 2.4.5 s’interpre`te alors comme un
the´ore`me de finitude sur cet immeuble. Il nous permettra plus loin d’obtenir des
the´ore`mes de finitude concernant la cohomologie a` support compact des M˘(b, µ)
comme Jb-modules.
La section 2.5 contient les de´finitions et proprie´te´s de base concernant les espaces
M˘K(b, µ) (structures de niveau, action sur ces structures).
Dans cette the`se nous travaillons avec deux the´ories diffe´rentes pour les varie´te´s
rigides et leur cohomologie e´tale ℓ-adique a` support compact : la the´orie des espaces
analytiques de Berkovich et celle des espaces adiques de Huber. La premie`re est
la version surconvergente de la seconde : le topos e´tale analytique co¨ıncide avec le
topos e´tale adique surconvergent. Les raisons pour lesquelles nous n’avons pas fixe´
une des deux the´ories sont multiples :
– Le the´ore`me de lissite´ de l’action sur la cohomologie ℓ-adique a` support com-
pact est formule´ dans le cadre de la the´orie de Berkovich. La de´monstration de
ce the´ore`me n’e´tant pas publie´e ([1]), nous en avons mis une de´monstration
en annexe F.
– Les proprie´te´s des cycles e´vanescents analytiques de Berkovich sont claire-
ment expose´es dans les deux articles [3] et [5]. Les proprie´te´s des cycles
e´vanescents adiques de Huber sont plus disperse´es.
– Cependant, les the´ore`mes de finitude de Huber sont plus ge´ne´raux (il a par
exemple une de´finition des faisceaux constructibles). Nous utilisons notam-
ment les the´ore`mes de finitude de [29].
Nous avons donc mis en annexe E quelques proprie´te´s de bases qui nous l’espe´rons
permettrons au lecteur de passer aise´ment d’une the´orie a` l’autre.
La de´finition et les proprie´te´s de base (lissite´ des actions par exemple) de la
cohomologie ℓ-adique des espaces de Rapoport-Zink sont donne´es dans la section
2.6. Le lemme 2.6.12 la proposition 2.6.13 et le corollaire 2.6.14 constituent les trois
the´ore`mes de finitude concernant l’action de Jb sur ces espaces de cohomologie.
• Le chapitre 3 contient des rappels et des pre´cisions sur les re´sultats principaux de
[51] concernant l’uniformisation des varie´te´s de Shimura de type P.E.L.. Pour pa-
rame´trer les strates de ces varie´te´s nous utilisons l’ensemble B(G,µ) de Kottwitz
([42]) des classes d’isomorphismes d’isocristaux munis de structures additionnelles
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ve´rifiant le the´ore`me de Mazur ge´ne´ralise´ ([52]) sur la position relative des poly-
gones de Hodge et Newton (le polygone de Hodge e´tant fixe´ par µ via la condition
de Kottwitz). Nous donnons la description explicite de ces ensembles (ainsi que des
groupes Jb associe´s) dans le cas deGLn dans la section 2.1.1, et dans le cas unitaire
dans l’appendice D.
On retiendra une proprie´te´ importante de l’application d’uniformisation rigide
e´nonce´e dans ce chapitre : c’est un isomorphisme local (3.3.9). Cependant (remarque
3.3.4), a` part dans le cas de la strate basique, les ouverts rigides uniformise´s sont
beaucoup plus petit que les tubes au dessus des strates (c’est de´ja` clair dans le cas
des varie´te´s de [26], ou` l’uniformisation de Rapoport-Zink uniformise des comple´te´s
formels de la strate µ-ordinaire, ouverte dans la fibre spe´ciale, le long de sous
sche´mas de dimension 0 de cette fibre spe´ciale). C’est l’un des proble`mes principaux
qu’il faudrait surmonter pour comprendre la contribution des strates non basiques.
Partie II. — D’apre`s la formule de Matsushima, la cohomologie de nos varie´te´s de
Shimura s’exprime en termes de repre´sentations automorphes du groupe de similitudes
unitaires G. Une des ide´es qui est au coeur de cette the`se est que le facteur en p (apre`s
restriction de la repre´sentation galoisienne a` un groupe de de´composition en p, c’est
a` dire comme comme repre´sentation de G(Qp) ×WEν ou` Eν est le comple´te´ en p du
corps re´flex) de certains morceaux de la cohomologie des varie´te´s de Shimura que nous
conside´rons ne devraient de´pendre que de la cohomologie des objets locaux en p que sont
les espaces rigides de Rapoport-Zink.
Dans [26] cela est une conse´quence du the´ore`me de comparaison de Berkovich entre
cycles e´vanescents alge´briques et analytiques rigides (comparaison entre le site e´tale
et e´tale formel d’un sche´ma hense´lien). Comme explique´ auparavant, nous utilisons
une approche diffe´rente. Nous de´montrons l’existence d’une suite spectrale de type
Hochschild-Serre reliant la cohomologie des espaces de Rapoport-Zink a` celle des tubes
qu’ils uniformisent p-adiquement. M.Harris avait de´ja` de´montre´ l’existence d’une telle
suite spectrale dans le cas du demi-plan supe´rieur de Drinfeld ([23]). Il utilisait pour
cela la de´composition cellulaire du demi-plan et des re´sultats de Berkovich sur les “G-
modules discrets” (non publie´s). Une telle de´composition n’existe pas en ge´ne´ral. Notre
me´thode est diffe´rente et s’applique a` tous les cas d’uniformisation connus (et conjectu-
raux, confe`re [25] conjecture 4.2.).
La principale difficulte´ dans l’e´tablissement d’une telle suite spectrale provient des
coefficients ℓ-adiques. En effet, les espaces M˘K ne sont pas quasicompacts et en ge´ne´ral
H•c (M˘K ,Zℓ) 6= lim←−
n
H•c (M˘K ,Z/ℓ
nZ)
a` cause des proble`mes d’interversion de limite inductive (sur le support compact des
sections) et de limite projective (sur les coefficients). Nous contournons ce proble`me
en nous inspirant de l’article ([29]). Nous utilisons le foncteur de´rive´ Rπ∗ de l’annexe
F (ainsi que ses versions e´quivariantes) introduit par Ekedeahl dans [17] qui envoi des
faisceaux ℓ-adiques sur des complexes de faisceaux de Zℓ-modules. Graˆce au lemme F.1.5
nous pouvons alors travailler avec les foncteurs de´rive´s des sections a` support compact
(note´ Γ!) dans la cate´gorie de´rive´e de tels faisceaux de Zℓ-modules, e´liminant ainsi les
proble`mes de faisceaux ℓ-adiques. Cela permet de de´montrer le the´ore`me ge´ne´ral 4.2.1.
Le the´ore`me principal 4.3.6 s’en de´duit.
DESCRIPTION DES DIFFE´RENTES PARTIES xvii
L’application fondamentale est la formule de Matsushima p-adique calculant la co-
homologie de la strate basique en fonction de la cohomologie des espaces de Rapoport-
Zink basiques (ceux qui interviennent dans les re´sultats principaux de la the`se) et des
repre´sentations automorphes d’une forme inte´rieure Iφ de G (corollaire 5.0.18) : il y a
une e´galite´ dans le groupe de Grothendieck Groth(G(Af )×WEν )∑
i,j
Π∈T (Iφ)
Π∞=ρˇ
(−1)i+j
 lim
−→
Kp
Ext iJb-lisse
(
Hjc (M˘Kp ⊗ Cp,Qℓ)(N),Πp
)⊗ [Πp]
=
∑
i
(−1)i
 lim
−→
K
H i(ShK(G,X)
an
basique,L
an
ρ )

ou` T (Iφ) de´signe l’ensemble des repre´sentations automorphes de Iφ, et Iφ ve´rifie Iφ(Apf ) =
G(Apf ), I
φ(Qp) = Jb.
C’est la comparaison ge´ome´trique entre cette formule de Matsushima p-adique et celle
archime´dienne couple´e a` la comparaison analytique entre la formule des traces d’Arthur
de G et sa forme inte´rieure Iφ qui permettra de de´montrer dans la partie IV les re´sultats
principaux.
Partie III. — Le but de cette partie est de de´montrer l’analogue de l’astuce de Boyer
en comparant deux formules des traces : l’une p-adique, c’est a` dire utilisant l’uniformi-
sation p-adique, l’autre topologique utilisant l’uniformisation archime´dienne par l’espace
syme´trique hermitien X (un cas particulier de la formule des traces d’Arthur telle qu’elle
est reformule´e dans [21]).
Chapitre 6. — Dans ce chapitre nous de´montrons la formule p-adique (the´ore`me 6.12.5).
Plusieurs points sont au coeur de cette formule : le the´ore`me de Fujiwara, le fait que la
fibre des cycles e´vanescents alge´briques ne de´pend que du comple´te´ formel en ce point...
nous renvoyons a` l’introduction de ce chapitre pour plus de de´tails.
Pour de´montrer une telle formule nous utilisons la formule des traces de Lefschetz
modulo p, et plus particulie`rement le the´ore`me de Fujiwara ([20]). Pour cela nous uti-
lisons les cycles e´vanescents analytiques rigides de Berkovich. Cependant nos varie´te´s
de Shimura et les correspondances de Hecke associe´es ne posse`dent pas de bon mode`les
entiers en tout niveau en p. L’ide´e consiste alors a` spe´cialiser (au sens de [20]) l’image
directe sur la fibre ge´ne´rique vers un niveau maximal des correspondances de Hecke en
tant que correspondances cohomologiques. Les correspondances cohomologiques agissent
sur la cohomologie, cependant nous avons besoin de ve´rifier que la suite spectrale des
cycles e´vanescents est e´quivariante vis a` vis de ces deux ope´rations : image directe propre
et spe´cialisation. C’est une des raisons pour laquelle nous de´veloppons un formalisme de
spe´cialisation des correspondances cohomologiques rigides dans l’esprit de [20] et mon-
trons que celui-ci est compatible a` l’image directe et a` l’isomorphisme de Berkovich.
Le the´ore`me 6.12.5 est alors une application de ce formalisme couple´ au the´ore`me de
Fujiwara ([20]).
Cependant un point technique doit eˆtre souleve´ : meˆme en niveau compact hyperspe´cial
C0 seules les correspondances de Hecke a` support dans C0 posse`dent un bon mode`le entier
(pour appliquer le the´ore`me de Fujiwara une des deux applications de projections de la
correspondance doit eˆtre quasi-finie). Nous voudrions a` priori appliquer notre formule des
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traces en mettant en p un pseudo-coefficient d’une repre´sentation supercuspidale. Cela
n’est donc pas possible. L’alternative consiste a` utiliser la the´orie des types de Bushnell
et Kutzko. En effet, si (J, λ) est un type supercuspidal l’idempotent associe´ eλ est a` sup-
port dans J et donc dans un sous groupe compact hyperspe´cial. Le proble`me est presque
re´solu a` la remarque suivante pre`s : eλ ne permet pas de se´parer les repre´sentations
supercuspidales dans une meˆme classe d’e´quivalence inertielle. A tous les types super-
cuspidaux connus est associe´ un couple (J˜ , λ˜) ou` J˜ est un sous groupe compact modulo
le centre de G(Qp) contenant J et λ˜ une extension de λ a` J˜ . On remarque alors que l’on
peut se´parer toutes les supercuspidales par les fonctions eλ ∗ δg ou` g ∈ J˜ (annexe B). Il
suffit donc de faire agir l’automorphisme associe´ a` g ∈ J˜ sur nos mode`les entiers. Remar-
quant que pour les groupes G(Qp) avec lesquels nous travaillons tous les groupes J˜ sont
contenus dans le normalisateur d’un sous groupe parahorique de G(Qp) on ve´rifie que
l’on peut s’en sortir (6.11.4) en utilisant les mode`les entiers de´finis en niveau parahorique
de [51].
Chapitre 7. — Dans ce chapitre nous rede´montrons un cas tre`s particulier de la formule
des traces topologique d’Arthur telle qu’elle est reformule´e dans [21] (the´ore`me 7.4.1).
En effet, en supposant la varie´te´ de Shimura compacte et la correspondance de Hecke a`
support dans les e´le´ments re´guliers en une place finie la formule prend une forme tre`s
simple.
Bien que cette formule puisse se de´duire de [21], la lecture de [21] (plutoˆt technique)
ne la laisse pas du tout transparaˆıtre (les auteurs de [21] s’inte´ressent surtout aux points
fixes dans le bord). C’est pourquoi nous avons inclus sa de´monstration.
Nous ve´rifions de plus en utilisant la the´orie de Hodge p-adique (the´ore`me 7.3.2) que si
l’on disposait d’une formule des traces en ge´ome´trie rigide de la forme une somme sur des
points fixes locaux na¨ıfs + des termes de Lefschetz au bord (au sens des compactifications
de Huber des espaces adiques, confe`re [27] et [57]), la distribution somme sur les points
fixes na¨ıfs associe´e a` des strates non basiques est a` support dans des e´le´ments non-
elliptiques re´guliers ce qui rame`nerait la de´monstration de l’astuce de Boyer a` montrer
que la distribution associe´e aux termes au bord est “induite” en p.
Chapitre 8. — Celui-ci contient quelques propositions destine´es a` montrer le the´ore`me
principal du chapitre 9.
Chapitre 9. — Il contient le the´ore`me principal de la partie III (et l’un des principaux
de cette the`se), l’e´quivalent de l’astuce de Boyer : le the´ore`me 9.0.2.
La de´monstration consiste a` comparer les deux formules des traces : topologique et
p-adique. La formule des traces topologique 7.4.1 pour la trace d’une fonction f dans
l’alge`bre de Hecke globale est une combinaison d’inte´grales orbitales Oγ(fp) × Oγ(f
p)
ou` γ ∈ G(Q). La formule p-adique 6.12.5 est une combinaison line´aire de termes de la
forme aγ(fp)×Oγ(f
p) ou` γ est une classe de conjugaison dans un groupe Iφ(Q) qui se
transfert (via l’action sur la cohomologie ℓ-adique hors p d’une varie´te´ abe´lienne) en un
e´le´ment de G(Apf ) et permet de de´finir Oγ(f
p). Quant a` aγ(fp) il s’agit d’une certaine
trace sur la cohomologie e´tale d’un espace rigide de de´formation (par isomorphismes)
de groupes p-divisibles. On suppose qu’en une place hors p f est a` support dans les
e´le´ments re´guliers. Toutes les classes de conjugaison γ pre´ce´dentes sont alors re´gulie`res.
Si fp est dans l’alge`bre de Hecke d’un type supercuspidal, dans la formule des traces
archime´dienne seules des classes de conjugaison elliptiques en p contribuent de fac¸on non
nulle. Choisissons une place auxiliaire w de Q diffe´rente de p. E´galant les deux formules
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des traces et faisant varier les fonctions test en w on en de´duit que si la classe d’isoge´nie
φ ainsi que γ ∈ Iφ(Q) contribuent de fac¸on non nulle alors γ est conjugue´ dans G(Qw)
a` un e´le´ment de G(Q) elliptique dans G(Qp). Regardons alors γ comme un e´le´ment
de Iφ(Qp) ⊂ Jb (ou` b est de´duit de φ). La forme inte´rieure quaside´ploye´e de Jb est le
centralisateur du morphisme des pentes M(b) au sens de [37], une forme inte´rieure d’un
sous groupe de Levi de GQp . Le transfert de γ vers cette forme inte´rieure est donc un
e´le´ment de M(b)(Qp) stablement conjugue´ a` un e´le´ment elliptique de G(Qp). Cela n’est
donc possible que si M(b) = GQp , c’est a` dire si φ intervient dans la strate basique. On
en de´duit donc que seuls ces termes interviennent. Appliquant de nouveau la formule des
traces p-adique (cette fois ci a` la strate basique) on obtient le re´sultat.
Partie IV. — Elle contient la de´monstration des re´sultats annonce´s au de´but de cette
introduction en utilisant la formule de Matsushima p-adique de la partie II, le the´ore`me
9.0.2 du III et les re´sultats de l’annexe A.

PARTIE I
VARIE´TE´S DE SHIMURA DE TYPE
P.E.L. ET ESPACES DE
RAPOPORT-ZINK

CHAPITRE 1
VARIE´TE´S DE SHIMURA DE TYPE P.E.L. NON
RAMIFIE´ES
1.1. Donne´e de Shimura de type P.E.L.
Soit D = (B, ∗, V,< ., . >, h) une donne´e de Shimura de type P.E.L.([41]). Plus
pre´cise´ment :
• B est une alge`bre simple sur un corps de nombres F
• ∗ est une involution positive sur B : ∀b ∈ B tr(bb∗) > 0
• (V,< ., . >) est un B-module hermitien ou` < ., . >: V × V → Q est symplectique
• h : C→ EndB(V )R est un morphisme d’alge`bres a` involutions ou` EndB(V ) est muni
de l’adjonction par rapport a` la forme symplectique < ., . > et C de la conjugaison
complexe note´e c. De plus < ., h(i). > est un produit scalaire.
Notons
G = {g ∈ GLB(V ) | gg
∗ = c(g) ∈ Q∗}
le groupe des similitudes unitaires de´fini sur Q associe´ et G1 = ker(c) le groupe unitaire.
Le morphisme h de´finit une Q structure de Hodge polarise´e munie d’une action de
B. Cette structure de Hodge munie de structures additionnelles est un point dans la
variation de structures de Hodge associe´e aux varie´te´s de Shimura que nous allons utiliser.
Nous noterons X la classe de G(R) conjugaison de h : C× → GR. Au morphisme h on
peut associer
µh : C
× → GC
(ou plutoˆt sa classe de conjugaison) de´finissant la filtration de Hodge sur VC = V0 ⊕ V1
ou` µh(z) = z sur V1 et µh = 1 sur V0. Dans toute la suite nous suivrons la convention
homologique de Kottwitz, c’est a` dire l’inverse de [15].
Nous noterons Q la cloˆture alge´brique de Q dans C. Soit E le corps reflex associe´ a`
D. Le corps E est le corps de de´finition de la classe de conjugaison de µ,
E = Q[trC(b;V0) | b ∈ B] ⊂ Q
1.1.1. Le cas (A). — Ne´cessairement, F est soit un corps C.M. soit un corps totale-
ment re´el. Supposons que F est un corps C.M., ce que nous appellerons le cas (A).
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Fixons Φ ⊂ Hom(F,C) un type C.M. de F . Il existe alors des signatures (pτ , qτ )τ∈Φ
telles que pτ + qτ = n soit inde´pendant de τ dans Φ et
G1/R ≃
∏
τ∈Φ
U(pτ , qτ )
De plus
GC ≃
∏
τ∈Φ
GLn(C)× C
×
le dernier facteur repre´sentant le facteur de similitude d’un e´le´ment de G(C).
Avec ces notations,
h(z) =
∏
τ∈Φ

z
. . .
z
z¯
. . .
z¯

︸ ︷︷ ︸
pτ
︸ ︷︷ ︸
qτ
et
µ(z) =
∏
τ∈Φ

z
. . .
z
1
. . .
1

× (z)
On a la relation
n = [B : F ]1/2 rgBV
Le corps E peut alors se de´crire a` partir de ces donne´es. Faisons ope´rer Gal(Q|Q) sur
les Φ-uplets de couples d’entiers (aτ , bτ ) de la fac¸on suivante :
∀σ ∈ Gal(Q|Q) σ.(aτ , bτ )τ∈Φ = (a
′
τ , b
′
τ )τ∈Φ
ou`
∀τ ∈ Φ (a′τ , b
′
τ ) =
{
(aσ−1τ , bσ−1τ ) si σ
−1τ ∈ Φ
(bcσ−1τ , acσ−1τ ) si σ
−1τ /∈ Φ
Gal(Q|E) est alors le stabilisateur de (pτ , qτ )τ∈Φ pour cette action.
Exemple 1.1.1. — Notons FΦ le corps re´flex de (F,Φ) de´fini par l’e´galite´
Gal(Q|FΦ) = {τ ∈ Gal(Q|Q) | τΦ = Φ }
Supposons qu’il existe τ0 ∈ Φ tel que qτ0 6= 0 et ∀τ 6= τ0 (pτ , qτ ) = (n, 0). Supposons de
plus que pτ0 6= n/2. Le corps E est alors le compose´
E = FΦ.τ0(F )
C’est par exemple le cas de l’article [12] dans lequel (pτ0 , qτ0) = (1, n − 1).
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Par contre, dans [26], (pτ0 , qτ0) = (1, n− 1) tandis que ∀τ 6= τ0 (pτ , qτ ) = (0, n). On a
encore dans dans ce cas la` E = FΦ.τ0(F ).
Exemple 1.1.2. — Notons F+ le sous-corps totalement re´el maximal de F . Supposons
que F est de la forme F+.K ou` K|Q est une extension quadratique imaginaire et que le
C.M. type Φ est induit a` partir d’un C.M. type de K. Le corps re´flex de (F,Φ) est alors
K. Nous ferons parfois cette hypothe`se.
Par exemple,sous cette hypothe`se, dans l’exemple pre´ce´dent E = τ0(F ) ce qui est le
cas de [26].
1.1.2. Le cas (C). — Conside´rons maintenant le cas ou` F est un corps totalement
re´el. Dans ce cas la`, G1 est, soit une forme d’un produit de groupes symplectiques, soit
une forme de produits de groupes orthogonaux suivant que BR est un produit d’alge`bres
Mn(R) ou Mn(H) (cas (C) et (D) de [41] respectivement). Nous ne conside´rerons que le
premier cas. Alors,
G1/R ≃
∏
τ :F →֒R
Spn(R)
ou` Spn = {g ∈ GLn |
tgJg = J}, J =
(
0 −In
In 0
)
. Avec ces notations,
h(a+ ib) =
∏
τ :F →֒R
(
aIn −bIn
bIn aIn
)
et
µ(z) =
∏
τ :F :→֒R
(
zIn 0
0 In
)
1.2. Varie´te´s de Shimura sur E
A la donne´e D est associe´e une tour (ShK)K , pour des sous-groupes compacts ouverts
K de G(Af ) suffisamment petits, de varie´te´s quasiprojectives lisses sur E classifiant les
quadruplets (A,λ, ι, η) ou` :
• A est un sche´ma abe´lien a` isoge´nie pre`s
• λ est une polarisation Q× homoge`ne de A. Cette dernie`re condition signifie que
pour toute fonction α de´finie sur la sche´ma de base du sche´ma abe´lien, a` valeurs
dans Q× et constante sur chaque composante connexe, λ est conside´re´e comme
e´tant e´quivalente a` αλ.
• ι : B → End(A)Q est un morphisme d’alge`bres tel que ∗ corresponde a` l’involution
de Rosati associe´e a` λ. Cela signifie que si † de´signe l’involution de Rosati
∀b ∈ B ι(b∗) = ι(b)†
Une condition e´quivalente est de dire que λ induit un morphisme de varie´te´s
abe´liennes munies d’une action de B par quasi-isoge´nies entre (A, ι) et (A∨, ι ◦ ∗)
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• η : V ⊗Af −→ H1(A,Af )[K] est un isomorphisme de B ⊗Af -modules symplec-
tiques de´finissant une structure de niveau K sur le module de Tate de A. Cet
isomorphisme est de´fini a` une constante de A×f pre`s puisqu’il faut fixer un isomor-
phisme Af (1)
× ≃ A×f .
• La condition suivante est ve´rifie´e :
∀b ∈ B det(b;Lie(A)) = det(b;V0)
Cette condition est l’analogue alge´brique de la condition topologique : ∀h′ ∈ X,h′
est conjugue´ a` h.
Exemple 1.2.1. — Plac¸ons nous dans le cas (A) de la section 1.1.1. L’action de F sur
Lie(A) permet de de´composer
Lie(A) =
⊕
τ∈Hom(F,Q)
Lie(A)τ
ou` F agit sur Lie(A)τ via τ . La condition de Kottwitz se re´crit alors dans ce cadre sous
la forme :
∀τ ∈ Φ Lie(A)τ est localement libre de rang pτ [B : F ]
1/2
et Lie(A)cτ est localement libre de rang qτ [B : F ]
1/2
La tour de varie´te´s (ShK)K est munie d’une action deG(Af ) par action sur la structure
de niveau η.
La varie´te´ de Shimura ShK n’est pas en ge´ne´ral associe´e a` la donne´e de Shimura
(G,X). On a en fait la de´composition suivante de´finie sur E ([41] section 8) :
ShK =
∐
ker1(Q,G)
ShK(G
′,X)
ou` G′ parcourt des formes inte´rieures de G isomorphes a` G partout localement, et ou`
ShK(G
′,X) de´signe le mode`le canonique sur E de la varie´te´ de Shimura associe´e a` la
donne´e de Shimura (G′,X). Plus pre´cise´ment, si x ∈ ShK(C) est associe´ a` (A,λ, ι, η), x
appartient a` la composante indexe´e par la classe du G-torseur localement trivial
IsomB-mod.symp.(V,H1(A,Q))
et G′ est le groupe des similitudes unitaires associe´ au B-module symplectique H1(A,Q).
On remarque ([41] chapitre 7) que dans le cas (C) et dans le cas (A) avec n pair, G
ve´rifie le principe de Hasse, c’est a` dire que ker1(Q, G) est re´duit a` un seul e´le´ment. Dans
ces deux cas les varie´te´s ShK sont donc des varie´te´s de Shimura associe´es a` la donne´e de
Shimura (G,X).
Il est e´galement de´montre´ dans la section 7 de [41] que dans le cas (A) avec n impair
l’application
ker1(Q, ZG) −→ ker
1(Q, G)
est surjective. Dans ce cas, tous les groupes G′ sont donc en fait isomorphes a` G, et les
varie´te´s ShK sont donc une union finie de copies d’un mode`le canonique de la varie´te´ de
Shimura associe´e a` la donne´e (G,X) ([15],[46]).
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1.3. Syste`mes locaux
Soit ℓ un nombre premier diffe´rent de p. Fixons de´finitivement un isomorphisme
ι : Qℓ
∼
−−→ C
Soit ρ une repre´sentation alge´brique complexe de G. ρ de´finit alors via ι un Qℓ faisceau
lisse Lρ sur les diffe´rents ShK lorsque K varie. Il est muni d’une action de G(Af ) au
sens ou` ∀K1 ⊂ K2, si ΠK1,K2 : ShK2 → ShK1 de´signe le morphisme de changement de
niveau, il y a des isomorphismes Π∗K1,K2Lρ → Lρ et pour tout g e´le´ment de G(Af ), si
g : ShK
∼
−−→ Shg−1Kg, il y a des morphismes g
∗Lρ → Lρ, le tout ve´rifiant des conditions
de compatibilite´ e´vidente.
La varie´te´ ShK est munie d’un pro-reveˆtement e´tale (ShK ′ −→ ShK)K ′✁K de groupe
K. Composant l’application de projection K −→ G(Qℓ) avec la repre´sentation ρ :
G(Qℓ) →֒ G(Qℓ)
ιρ
−−→ GL(V ιρ) on obtient une repre´sentation continue K −→ GL(V ιρ).
Le syste`me local Lρ est celui associe´ a` cette repre´sentation.
1.4. Mode`les entiers
1.4.1. Hypothe`se de non ramification. — Fixons un plongement ν : Q →֒ Qp et
notons Eν le comple´te´ de E correspondant.
Soit OB un Z(p) ordre dans B stable par ∗ et tel que OB ⊗ Zp soit un ordre maximal
dans BQp .
Nous supposerons (confe`re [41]) :
• BQp est un produit d’alge`bres de matrices sur des extensions non ramifie´es de Qp,
c’est a` dire : B est de´ploye´e en toutes les places de F divisant p et F est non ramifie´
en toutes les places de F divisant p
• Afin de s’assurer que GQp est quaside´ploye´ nous supposerons qu’il existe un re´seau
autodual Λ0 dans VQp
Sous ces hypothe`ses le groupe GQp est non ramifie´.
1.4.2. Mode`les. — Sous les hypothe`ses pre´ce´dentes Kottwitz construit dans [41] une
tour (SKp)Kp de varie´te´s quasiprojectives lisses sur OEν indexe´e par des sous-groupes
compacts ouverts suffisamment petits Kp ⊂ G(Apf ). Cette tour est munie d’une action de
G(Apf ). Le sche´ma SKp est de´fini comme l’espace de modules des quadruplets (A,λ, ι, η
p)
ou` :
• A est un sche´ma abe´lien de´fini a` une isoge´nie premie`re a` p pre`s
• λ est une polarisation premie`re a` p et Z×(p) homoge`ne. Cela siginifie que si α est une
fonction de´finie sur le sche´ma de base sur lequel est de´fini A, a` valeurs dans Z×(p) et
localement constante, alors λ est conside´re´e comme e´tant e´quivalente a` αλ.
• ι : OB → End(A) ⊗ Z(p) est un morphisme d’alge`bres transformant l’involution ∗
sur OB en l’involution de Rosati associe´e a` λ sur End(A)⊗ Z(p)
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• ηp : V ⊗Apf −→ H1(A,A
p
f )[K
p] est un isomorphisme de B⊗Apf -modules symplec-
tiques de´finissant une structure de niveau Kp au sens de la de´finition 2.5.5 de [41].
Cet isomorphisme est pris a` un e´le´ment de Ap×f pre`s.
Le groupe G(Apf ) ope`re sur la tour (SKp)Kp par action sur η
p.
Soit un re´seau autodual Λ0 ⊂ VQp . Soit C0 = StabG(Qp)(Λ0) le sous-groupe compact
hyperspe´cial associe´. Il y a alors des isomorphismes compatibles pour Kp variant
SKp ⊗OEν Eν
∼
−−→ ShC0Kp ⊗E Eν
Ces isomorphismes de´pendent du choix de Λ0.
1.5. Structure de G(Qp)
1.5.1. Cas (A). — On se place dans le cadre de la section 1.1.1. Tout e´le´ment τ ∈ Φ
fournit un plongement
ν ◦ τ : F →֒ Qp
Soient (wi)i∈I , (wj)j∈J les places de F divisant p associe´es a` tous ces plongements lorsque
τ parcourt Φ, et ou` on suppose que ∀i ∈ I wi 6= w
c
i et ∀j ∈ J wj = w
c
j . On a alors,
GQp =
∏
i∈I
GLn(Fwi)×G
∏
j∈J
GU(Fwj ;n)

ou` si J = ∅, G(∅) = Q×p , GLn(Fwi) de´signe la restriction des scalaires de Fwi a` Qp de GLn,
GU(Fwj ;n) est la forme inte´rieure quaside´ploye´e du groupe des similitudes unitaires en
n variables sur Fwj vu comme groupe sur Qp (plus pre´cise´ment, il s’agit du sous-groupe
de la restriction des scalaires de Fwj a` Qp du groupe des similitudes unitaires sur Fwj
ayant un facteur de similitude dans Q×p ) et ou` le G devant le produit signifie que l’on
prend le sous-groupe du produit forme´ des uplets ayant meˆme facteur de similitude.
L’alge`bre semi-simple BQp est de la forme∏
i
(Md(Fwi)×Md(Fwi)
opp)×
∏
j
Md(Fwj )
L’e´quivalence de Morita permet de supposer qu’en chaque place on est dans l’un des
cas suivant :
1.5.1.1. Cas (AL). — Soit i ∈ I, BQp = Fwi × Fwi , OBQp = OFwi × OFwi , (x, y)
∗ =
(y, x), VQp = Vi ⊕ V
∨
i , < x⊕ ϕ, x
′,⊕ϕ′ >= ϕ′(x)− ϕ(x′)
Un re´seau autodual est de la forme Λ0 = Λ⊕ Λ
∨ ou` Λ est un re´seau de Vi.
1.5.1.2. Cas (AU). — Soit j ∈ J , BQp = Fwj , l’involution ∗ est e´gale a` σ
[Fwj :Qp]/2 ou`
σ est le Frobenius de l’extension non ramifie´e Fwj |Qp. OBQp = OFwj , Dans une base
convenable de Vj identifie´ alors a` F
n
wj :
∀X,Y ∈ Fnwj < X,Y >= TrFwj /Qp(α
tX∗JY )
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ou` α ∈ F×wj est tel que α
∗ = −α,
J =
(
0 In/2
In/2 0
)
si n est pair et
J =
 0 0 I(n−1)/20 1 0
I(n−1)/2 0 0

si n est impair.
Un re´seau autodual dans le cas ou` n est pair est alors donne´ par Λ0 = Λ
(1) ⊕ Λ(2)
ou` Λ(1),Λ(2) sont deux sous-OFwj -modules totalement isotropes tels que l’accouplement
Λ(1) × Λ(2)
<.,.>
−−−→ Zp soit parfait.
Dans le cas ou` n est impair, on peut prendre comme re´seau autodual Λ0 = Λ
(1) ⊕
OFwj .ǫ⊕ Λ
(2) ou` Λ(1) et Λ(2) sont comme pre´ce´demment et < ǫ, ǫ >= 1.
1.5.2. Cas (C). —
BQp =
∏
w|p
Md(Fw)
GQp = G(
∏
w|p
GSpn(Fw))
ou` Gsp est le sous-groupe de la restriction des scalaires de Fw a` Qp du groupe des
similitudes symplectiques qui est forme´ des e´le´ments ayant un facteur de similitude dans
Q×p , et ou` le G signifie que les facteurs de similitude des diffe´rents facteurs sont e´gaux .
On peut supposer par e´quivalence de Morita que l’on est dans le cas suivant : BQp =
Fw,OBQp = OFw , VQp = F
n
w , < X, Y >=
tXJY ou`
J =
(
0 −In
In 0
)
Un re´seau autodual est de la forme Λ0 = Λ
(1) ⊕ Λ(2) ou` Λ(1),Λ(2) sont des sous-OFw -
modules totalement isotropes et l’accouplement Λ(1) × Λ(2)
<.,.>
−−−→ Zp est parfait.

CHAPITRE 2
ESPACES DE RAPOPORT-ZINK
2.1. Isocristaux munis de structures additionnelles : le cas de GLn
Nous donnons ici une description explicite pour le groupe line´aire de la classification
des isocristaux munis de structures additionnelles donne´e par Kottwitz dans [37] et [42].
E´tant donne´ que nous avons essentiellement en vu comme application dans cette the`se
le cas de GLn nous avons mis les autres cas en annexe.
2.1.1. GLn. — Oublions momentane´ment les notations globales du chapitre pre´ce´dent.
Soit F |Qp une extension non ramifie´e de degre´ d. Soit G = ResF/Qp(GLn). Le groupe
alge´brique G se de´ploie sur F en
G/F =
∏
i∈Z/dZ
GLn/F
ou` le groupe Γ = Gal(F |Qp) = Z/dZ ope`re par permutation sur les facteurs en transla-
tant par un e´le´ment de Z/dZ.
Un tore maximal de G de´fini sur Qp est T = (F×)n. Un tore de´ploye´ maximal est
A = (Q×p )
n →֒ (F×)n = T . Le groupe de Weyl absolu est W = (Sn)
d.
De´finition 2.1.1. — Le corps L est le comple´te´ de l’extension maximale non ramifie´e
de Qp.
L’automorphisme σ est le Frobenius ge´ome´trique de l’extension L|Qp.
De´finition 2.1.2. — On appelle isocristal un L-espace vectoriel N muni d’une appli-
cation bijective σ-line´aire V : N −→ N .
On appelle F -isocristal un L-espace vectoriel N muni d’une application bijective σd
line´aire V : N −→ N (σd est le Frobenius ge´ome´trique de l’extension L|F ).
Rappelons e´galement que deux e´le´ments b1, b2 de G(L) sont dits σ-conjugue´s s’il existe
un g dans G(L) tel que
b1 = gb2g
−σ
Rappelons alors la de´finition
De´finition 2.1.3 ([37]). — L’ensembleB(G) de´signe l’ensemble des classes de σ-conjugaison
dans G(L).
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L’ensemble B(G) classifie les isocristaux munis d’une action de F . A la classe de σ-
conjugaison de b est associe´e la classe d’isomorphisme de l’isocristal muni d’une action de
F , (Fn ⊗Qp L, bσ). Il est bien connu que la cate´gorie des isocristaux munis d’une action
de F est e´quivalente a` la cate´gorie des F -isocristaux, ce qui se traduit dans le langage
de Kottwitz par le lemme de Shapiro B(G) ≃ B(GLn/F ) ([37]).
Un e´le´ment b ∈ B(G) est donne´ par les pentes du F -isocristal associe´
λ1 =
d1
h1
> · · · > λr =
dr
hr
ou` di∧hi = 1, et des multiplicite´s m1, . . . ,mr ve´rifiant
∑
imihi = n. Le point de Newton
associe´ ([37]) est
νb = (
λ1
d
, . . . ,
λ1
d︸ ︷︷ ︸
m1h1
, . . . ,
λr
d
, . . . ,
λr
d︸ ︷︷ ︸
mrhr
) ∈ X∗(A)Q = Q
n
(le de´nominateur d provient du fait que les pentes d’un F -isocristal sont d fois les pentes
de l’isocristal sous-jacent). Le centralisateur du morphisme des pentes νb est le sous-
groupe de Levi
Mb = ResF/Qp(GLm1h1)× · · · × ResF/Qp(GLmrhr)
et b provient d’une classe basique de Mb, ou` l’on rappelle qu’une classe basique est
une classe posse´dant une unique pente. Rappelons que l’on note Jb le groupe des au-
tomorphismes de l’isocristal muni de ses structures additionnelles. Dans le cas pre´sent,
la structure additionnelle consiste en l’action de F . Jb est donc le groupe des automor-
phismes du F -isocristal associe´ :
Jb = ResF/Qp (GLm1(Dλ1))× · · · × ResF/Qp (GLmr(Dλr))
ou` Dλ/F est l’alge`bre centrale simple sur F d’invariant λ.
Le groupe Gder e´tant simplement connexe, X∗(Z(Ĝ)Γ) = X∗(D)Γ = B(D) ou` D =
G/Gder. Or, le de´terminant induit un isomorphisme de groupes det : G/Gder
∼
−−→
ResF/QpGm, et donc B(D) = Z. On identifiera donc X
∗(Z(Ĝ)Γ) a` Z. L’application
de Kottwitz κ de´finie dans la section 6 de [39] (confe`re e´galement le the´ore`me 1.15 de
[52]) est alors
κ : B(G) −→ Z = X∗(Z(Ĝ)Γ)
b 7−→ vp(det(b))
et est telle que
κ(b) =
r∑
i=1
midi
qui est la dimension de l’isocristal ou encore le point terminal du polygone de Newton.
Polygone de Hodge : Soit maintenant un cocaracte`re µ : Gm/Qp → G/Qp . Ce
cocaracte`re est de´fini sur F et de´finit un e´le´ment de
X∗(T )/W ≃ {(xij)i∈Z/dZ,1≤j≤n| xij ∈ Z,∀i ∀j ≤ j
′ xij ≥ xij′}
sur lequel le groupe de Galois Γ ope`re via σ.(xij) = (xi−1j)i,j.
2.1. ISOCRISTAUX MUNIS DE STRUCTURES ADDITIONNELLES : LE CAS DE GLn 13
Nous supposerons µ minuscule donne´, avec les notations ci dessus, par µ = (µij)i,j ou`
∀i µij = 1 pour 1 ≤ j ≤ ai et µij = 0 si j > ai, les ai e´tant des entiers compris entre 1
et n.
Le groupe de Galois Γ = Z/dZ agit par permutation sur (ai)i∈Z/dZ, et le corps de
de´finition de la classe de conjugaison de µ a pour groupe de Galois le stabilisateur de
(ai)i∈Z/dZ ∈ NZ/dZ dans Γ = Z/dZ.
Le L-groupe connexe de G est donne´ par
LG0 = Ĝ =
∏
Z/dZ
GLn(C)
et le L-groupe par LG = Ĝ ⋊ Z/dZ ou` Z/dZ agit par permutation cyclique des com-
posantes. Au cocaracte`re µ de G, Kottwitz associe un caracte`re du centre du L-groupe
connexe Z(Ĝ) de´fini par µ1 = µ̂|Z(Ĝ)Γ ∈ Z ([42] section 6.1), et donne´ avec nos notations
par
µ1 =
∑
i∈Z/dZ
ai
le point terminal du polygone de Hodge.
De meˆme ([42] section 6.1), Kottwitz de´finit µ2 par
X∗(T )Γ
NewtT−−−−−→ X∗(A)Q = Q
n
µ̂|T̂Γ 7−→ µ2
Avec les notations pre´ce´dentes
µ2 =
1
d
∑
i∈Z/dZ
(1, . . . , 1︸ ︷︷ ︸
ai
, 0, . . . , 0)
Kottwitz de´finit dans la section 6 de [42] le sous ensemble B(G,µ) de B(G) forme´
des classes de σ-conjugaison ve´rifiant le the´ore`me de Mazur sur la position relative des
polygones de Newton et de Hodge tel qu’il ge´ne´ralise´ dans [52]. D’apre`s ce qui pre´ce`de,
dans notre cas particulier cet ensemble posse`de la description suivante
B(G,µ) = {b ∈ B(G) | Newt(b) ≤ µ2 ∈ X∗(A)Q et κ(b) = µ1}
=
(
λ1
d
, . . . ,
λ1
d︸ ︷︷ ︸
m1h1
, . . . ,
λr
d
, . . . ,
λr
d︸ ︷︷ ︸
mrhr
) ≤
1
d
∑
i∈Z/dZ
(1, . . . , 1︸ ︷︷ ︸
ai
, 0, . . . , 0)

et
r∑
i=1
midi =
∑
i∈Z/dZ
ai
ou`≤ de´signe l’ordre usuel sur la chambre deWeyl positive (section 2.1 de [52]). L’ine´galite´
s’interpe`te comme “le polygone de Newton est au dessus du polygone de Hodge”, et
l’e´galite´ comme “les points terminaux des polygones de Newton et de Hodge sont e´gaux”.
Exemple 2.1.4. — Lorsque F = Qp, et b ∈ B(G), b ∈ B(G,µ) ssi l’isocristal filtre´
(Ln, bσ, µ) est faiblement admissible au sens de Fontaine.
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Pour un e´le´ment de B(G), la condition d’appartenance a` B(G,µ) est donc une condi-
tion ge´ne´ralisant la condition d’admissibilite´ faible de l’isocristal filtre´ associe´ qui tient
compte des structures additionnelles.
Classes basique dans B(G,µ) :
Il existe une unique classe basique dans B(G,µ). Notons la b0. Avec les notations
pre´ce´dentes celle-ci est donne´e par l’unique pente
λ =
1
n
∑
i∈Z/dZ
ai
Si la pente λ est e´gale a`
r
s
ou` r ∧ s = 1, alors, la multiplicite´ de la pente est
n
s
, et l’on a
Jb0 = ResF/QpGLns (Dλ)
2.2. Ge´ne´ralite´s sur les espaces de Rapoport-Zink
2.2.1. Donne´es locales de Rapoport-Zink. —
2.2.1.1. Donne´e de type E.L. non ramifie´e simple. — Une donne´e de type E.L. non
ramifie´e simple (F, V, b, µ) consiste en la donne´e
• d’une extension finie non ramifie´e F de Qp
• d’un F -espace vectoriel de dimension finie V
• d’une classe de σ conjugaison b ∈ B(G) ou` G = ResF/QpGL(V )
• d’une classe de conjugaison de cocaracte`re minuscule µ : GmQp −→ GQp du type
de celles de la section 2.1.1.
On suppose que ces donne´es sont relie´es entre elles par la relation
b ∈ B(G,µ)
Notons IF = HomQp(F,Qp) et n = dimF V . µ est alors donne´ par des couples d’entiers
(pτ , qτ )τ∈IF
ve´rifiant pτ + qτ = n (dans les notations de la section 2.1.1, ces couples d’entiers sont les
(ai, n − ai)i∈Z/dZ).
Le corps re´flex local associe´ E est le corps de de´finition de la classe de conjugaison de
µ. Gal(Qp|Qp) ope`re par permutation sur IF . Gal(Qp|E) est alors le stabilisateur dans
Gal(Qp|Qp) de (pτ , qτ ).
2.2.1.2. Donne´e de type P.E.L. unitaire non ramifie´e simple. — Une donne´e de type
P.E.L. unitaire non ramifie´e simple (F, ∗, V,< ., . >, b, µ) consiste en la donne´e
• d’une extension finie F de Qp non ramifie´e munie d’une involution non triviale ∗
• d’un F -espace vectoriel de dimension finie
• d’un produit hermitien symplectique < ., . >: V × V −→ Qp qui est tel qu’il existe
un re´seau autodual dans V pour ce produit symplectique
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• siG de´signe le groupe des similitudes unitaires associe´, d’une classe de σ conjugaison
b ∈ B(G)
• d’une classe de conjugaison de cocaracte`re minuscule µ : GmQp −→ GQp
On suppose que ces donne´e sont relie´es entre elles par la relation
c ◦ µ(z) = z
ou` c de´signe le facteur de similitude, et
b ∈ B(G,µ)
Le donne´e d’un tel µ est e´quivalente a` la donne´e de couples d’entiers
(pτ , qτ )τ∈IF
ve´rifiant pτ + qτ = n et (pτ∗, qτ∗) = (qτ , pτ ) (dans la section D.1 ces entiers sont note´s
(ai)i).
Le corps re´flex associe´ se de´crit comme pre´ce´demment.
2.2.1.3. Donne´e de type P.E.L. symplectique non ramifie´e simple. — Elle consiste en la
donne´e (F, V,< ., . >, b, µ) ve´rifiant des conditions analogues a` celles du cas unitaire. G
est alors le groupe des similitudes symplectiques.
2.2.2. Espaces de Rapoport-Zink associe´s. — Nous re´crivons la de´finition 3.21
de [51] dans nos cas non ramifie´s. Notons E˘ = Q̂nrp le comple´te´ de l’extension maximale
non ramifie´e de Qp. . Nous noterons k¯ ≃ Fp le corps re´siduel de E˘.
2.2.2.1. Cas E.L. non ramifie´. —
De´finition 2.2.1. — Soit (V, F, b, µ) une donne´e locale de type E.L. non ramifie´e simple.
Soit X, un groupe p-divisible sur k¯ muni d’une action de OF et d’isocristal muni de son
action de F isomorphe a` (VL, bσ) (l’existence d’un tel X re´sulte de re´sultats re´cents de
Rapoport et Kottwitz). Nous noterons M˘(b, µ)/Spf(OE˘) l’espace de Rapoport-Zink as-
socie´. C’est l’espace de modules de groupes p-divisible munis d’une action de OF , X,
munis d’une quasi-isoge´nie compatible a` l’action de OF
ρ : X −→ X
et ve´rifiant la condition : si
Lie(X) =
⊕
τ∈IF
Lie(X)τ
est la de´composition de Lie(X) suivant l’action de OF alors,
∀τ ∈ IF Lie(X)τ est localement libre de rang pτ
M˘(b, µ) est localement formellement de type fini sur Spf(OE˘) ce qui signifie que
localement M˘(b, µ) est de la forme
Spf(OE˘ < T1, . . . , Tn > [[X1, . . . ,Xm]]/I)
pour un ide´al I.
Il re´sulte de la the´orie de Grothendieck Messing que M˘(b, µ) est formellement lisse
sur Spf(OE˘). Soit x un point ferme´ de sa fibre spe´ciale. Le comple´te´ formel M˘(b, µ)̂/{x}
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s’identifie a` l’espace de de´formation par isomorphismes du groupe p-divisible Xunivx muni
de son action de OF (X
univ de´signant le groupe p-divisible universel sur M˘(b, µ)). Il
re´sulte de la the´orie de Grothendieck Messing que cet espace de de´formation est iso-
morphe au comple´te´ formel d’une certaine Grassmanienne (les fameux mode`les locaux
de [51] (de´finition 3.27)) en un point :
M˘(b, µ)̂/{x} ≃ Spf
(
OE˘ [[X1, . . . ,X
∑
τ pτ qτ
]]
)
2.2.2.2. Cas P.E.L. unitaire non ramifie´. —
De´finition 2.2.2. — Soit (F, ∗, V,< ., . >, b, µ) une donne´e locale de type P.E.L. uni-
taire non ramifie´e. Nous noterons M˘(b, µ)/Spf (OE˘) l’espace de Rapoport-Zink associe´.
Soit (X, λ) un un groupe p-divisible sur k¯ muni d’une action de OF , d’une polarisation
principale λ tels que l’isocristal polarise´ de (X, λ) muni de son action de F s’identifie
a` (V, bσ,< ., . >) (une fois de plus l’existence d’un tel (X, λ) devrait re´sulter de tra-
vaux re´cents de Rapoport et Kottwitz). Alors, le sche´ma formel M˘(b, µ) classifie les
groupes p-divisibles principalement polarise´s (X,λ′) munis d’une action de OF , tels que
via cette action l’involution de Rosati sur OF soit donne´e par l’involution ∗, et munis
d’une quasi-isoge´nie compatible a` l’action de OF :
ρ : X −→ X
tels via ρ λ et λ′ diffe´rent, localement sur la base, d’une constante dans Q×p . On suppose
de plus que si
Lie(X) =
⊕
τ∈IF
Lie(X)τ
de´signe la de´composition de Lie(X) sous l’action de OF alors
∀τ Lie(X)τ est localement libre de rang pτ
Comme pre´ce´demment dans le cas E.L., M˘(b, µ) est formellement lisse sur Spf(OE˘).
Son comple´te´ formel en un point ferme´ de sa fibre spe´cial est le spectre formel d’une
alge`bre de se´ries formelles en 12
∑
τ pτqτ variables.
2.2.3. Cas P.E.L. symplectique. — E´tant donne´e une donne´e locale symplectique
non ramifie´e simple on peut de´finir de la meˆme fac¸on que dans le cas unitaire l’espace
de Rapoport-Zink associe´. Nous le noterons M˘(b, µ).
2.2.4. De´composition d’une donne´e globale non ramifie´e en produits de donne´e
locales simples. —
2.2.4.1. Cas (A). — Revenons aux notations globales du chapitre pre´ce´dent. La donne´e
globale D couple´e au plongement ν fournit une donne´e (B ⊗ Qp, V ⊗ Qp, < ., . >, µQp)
ou` µQp est obtenu a` partir de µ graˆce a` ν. Celle ci se scinde en un produit suivant les
indices i dans I et j dans J .
Utilisant l’e´quivalence de Morita on en de´duit pour tout i dans I une donne´e de type
E.L. non ramifie´e simple (sans sa classe de σ conjugaison) : (Fvi , Vi, µi). Nous noterons
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Ei son corps re´flex. Avec les notations de 2.2.1.1, le cocaracte`re µi est associe´ aux couples
suivant d’entiers : soient Φi ⊂ Φ l’ensemble des τ dans Φ ve´rifiant ν ◦ τ induit vi, alors
IFvi = {ν ◦ τ | τ ∈ Φi}
et µi est associe´ aux
(pi,τ , qi,τ )τ∈IFvi
= (pν◦τ , qν◦τ )τ∈Φi
Si maintenant j ∈ J , on obtient une donne´e de type P.E.L. non ramifie´e unitaire
simple sans sa classe de σ conjugaison (Fvj , Vj , ∗, < ., . >, µj) ou` ∗ est la conjugaison
complexe et µj se calcule de la meˆme fac¸on que pre´ce´demment. Nous noterons Ej son
corps re´flex associe´.
Il y a donc une inclusion
Eν ⊂
∏
i∈I
Ei
∏
j∈J
Ej
Remarquons maintenant que
B(GQp , µQp) =
∏
i∈I
B(GLn(Fwi), µi)×
∏
j∈J
B(GU(Fwj , n), µj)
En effet, l’inclusion GQp →֒
∏
i∈I GLn(Fwi) ×
∏
j∈J GU(Fwj , n) induit une inclusion du
membre de gauche dans celui de droite. Si maintenant b = ((bi)i∈I , (bj)j∈J) de´signe
un e´le´ment du membre de droite, pour tout j dans J la condition d’appartenance a`
B(GU(Fwj , µj)) implique que vp(c(bj)) = 1. Quitte a` σ-conjuguer les bj on peut donc
supposer que pour tout j dans J , c(bj) = p. Cela montre que b provient d’une classe de
σ-conjugaison de GQp .
Pour tout e´le´ment b de B(GQp , µQp) notons b =
∏
i∈I
bi
∏
j∈J bj sa de´composition. Si
b ∈ B(G,µ) est donne´, la donne´e globale D fournit donc des donne´es locales pour tout i
dans I et j dans J .
De´finition 2.2.3. — Pour un b ∈ B(GQp , µQp) nous noterons (DQp , b) la donne´e locale
de Rapoport-Zink (B ⊗ Qp, V ⊗ Qp, < ., . >, b, µQp) qui se de´compose en un produit de
donne´es simples comme ci dessus.
2.2.4.2. Cas (C). — La donne´e se de´compose en un produit de donne´es symplectiques
non ramifie´es simples indexe´es par les places de F divisant p. Pour b ∈ B(GQp , µQp) on
note e´galement (DQp , b) la donne´e locale associe´e.
2.2.5. Espace de Rapoport-Zink associe´ a` (DQp , b). — Rappelons rapidement la
de´finition de l’espace de Rapoport-Zink associe´ a` D apre`s tensorisation par Qp.
Soit donc b ∈ B(GQp , µQp), soit E˘ = Ê
nr
ν = Q̂nrp le comple´te´ de l’extension maximale
non ramifie´e de E . Nous noterons k le corps re´siduel de Eν et k¯ ≃ Fp le corps re´siduel
de E˘. Choisissons un groupe p-divisible X/k¯ ayant pour isocristal muni de structures
additionnelles (V ⊗Qp L, bσ). Nous supposerons que la polarisation de X est principale
c’est a` dire que le re´seau associe´ au cristal de X est autodual dans VL.
Rappelons la de´finition de M˘(DQp , b) :
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De´finition 2.2.4. — Le sche´ma formel M˘(DQp , b)/Spf (OE˘) est le sche´ma formel loca-
lement formellement de type fini ve´rifiant : ∀S/OE˘ un sche´ma sur lequel p est localement
nilpotent,
M˘(DQp , b)(S) = {(X,λ, ι, ρ)}/ ∼
ou` X est un groupe p divisible sur S muni d’une action ι de OB ⊗Zp, d’une polarisation
principale λ : X −→ Xˇ qui induit l’involution ∗ sur OB ⊗ Zp, et d’une rigidification
ρ : X×k S −→ X ×S S
(ou` S de´signe la re´duction de S modulo p) qui est une quasi-isoge´nie compatible a` l’action
de OB⊗Zp. On suppose de plus que via ρ les polarisations associe´es a` < ., . > sur X×kS
et λ sur X ×S S diffe`rent localement sur S d’une constante de Q×p . Cela signifie qu’il
existe une fonction localement constante α : S −→ Q×p telle que le diagramme suivant
commute
X×k¯ S
ρ ✲ X ×S S
Xˇ×k¯ S
❄
✛ρˇ Xˇ ×S S
α.(λ × Id)
❄
On suppose de plus que X ve´rifie la condition de Kottwitz relativement a` µ
Qp
. Deux
quadruplets (X,λ, ι, ρ) et (X ′, λ′, ι′, ρ′) sont e´quivalents s’il existe un isomorphisme f :
X
∼
−−→ X ′ compatible aux actions, aux polarisations et tel que f ◦ ρ = ρ′
X ×S S
 
 
 
 
 
ρ
✒
X×k¯ S
❅
❅
❅
❅
❅
ρ′
❘
X ′ ×S S
≃ f
❄
Remarque 2.2.5. — Il re´sulte des travaux de Colmez, Fontaine, Breuil que X se rele`ve
en un groupe p-divisible sur OE˘ dont l’isocristal filtre´ est (VL, bσ, µQp).
Remarque 2.2.6. — L’espace M˘(DQp , b) est formellement lisse sur Spf(OE˘). Puisque,
comme on la verra, les espaces de Rapoport-Zink uniformisent dans certains cas des
strates des varie´te´s Shimura, cela peut paraˆıtre en contradiction avec l’existence de sin-
gularite´s dans ces strates. Ne´anmoins, la fibre spe´ciale de M˘(DQp , b) (le sous sche´ma
re´duit) est en ge´ne´ral singulie`re et il n’y a pas de lien entre la lissite´ formelle d’un
sche´ma formel et les singularite´s de sa fibre spe´ciale. Ce qui pourrait induire en erreur
est l’exemple de l’espace Drinfeld. Dans ce cas la`, les singularite´s de la fibre spe´ciale
du sche´ma formel de Drinfeld (des diviseurs a` croisement normaux) sont identiques aux
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singularite´s de la fibre spe´ciale des courbes de Shimura qu’ils uniformisent. Cela est duˆ
au fait que ce sche´ma formel est adique sur Spf(OE˘) et que donc, sa re´duction modulo
p est un sche´ma. En ge´ne´ral M˘(DQp , b) n’est pas un sche´ma formel p-adique.
2.2.6. De´composition de l’espace associe´ a` (DQp , b) en produit d’espaces simples
de type E.L. et P.E.L.. —
2.2.6.1. Cas (A). — Commenc¸ons par remarquer que si M˘(b, µ) de´signe un espace
de Rapoport-Zink de type P.E.L. unitaire non ramifie´ simple, celui ci est muni d’un
morphisme
β : M˘(b, µ) −→ Q×p /Z
×
p
mesurant le “de´faut” de la polarisation du groupe p-divisible universel a` co¨ıncider avec
celle de´finie par < ., . > sur VQp .
Soit Xuniv le groupe p-divisible universel sur M˘(DQp , b). L’action de OB ⊗ Zp sur
Xuniv, la polarisation λ et ∗ permettent de de´composer Xuniv en
Xuniv =
⊕
i∈I
(Xunivi ⊕ Xˇ
univ
i )⊕
⊕
j∈J
Xunivj
Utilisant le fait que OB⊗Zp est un ordre maximal, on peut appliquer une “e´quivalence
de Morita” a` chaque terme pour obtenir que l’espace de Rapoport-Zink associe´ a` (DQp , b)
se de´compose de la fac¸on suivante si J 6= ∅ :
M˘(DQp , b) =
∏
i∈I
M˘(bi, µi)×
∏
j∈J
M˘(bj , µj)
1
ou` ∏
j∈J
M˘(bj , µj)
1 →֒∏
j∈J
M˘(bj , µj)
est l’ouvert ferme´ de´fini par l’e´galite´ : ∀j, j′ ∈ J, βj = βj′ .
Dans le cas ou` J = ∅,
M˘(DQp , b) =
∏
i∈I
M˘(bi, µi)×Q
×
p /Z
×
p
Remarque 2.2.7. — Cette de´composition en produit d’espaces plus simples par e´quivalence
de Morita est un des points clef de tout ce qui suit. Par exemple, elle permet dans [26]
de ramener l’e´tude d’espaces de modules associe´s a` des groupes p-divisibles de dimension
supe´rieur a` 1 a` celle de groupes p-divisibles de dimension 1.
Exemple 2.2.8. — Supposons que pour un i ∈ I, µi soit tel qu’il existe un τ0 ∈ IFvi
tel que ∀τ 6= τ0 pi,τ = 0. Alors, le sche´ma formel M˘(bi, µi) est l’espace de modules
des Oτ0Fwi
-modules p-divisibles X (au sens de [26]) sur un sche´ma S sur lequel p est
localement nilpotent munis d’une rigidification avec un Oτ0Fwi
-module p-divisible sur Fp
de F isocristal associe´ a` bi et ve´rifiant
Lie(X) est un OS −module libre de rang pi,τ0
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Exemple 2.2.9. — Avec les notations pre´ce´dentes, si pour un i appartenant a` I µi = 1
alors, B(GLn(Fwi , µi)) est re´duit a` un seul e´le´ment bi qui est associe´ a` un isocristral e´tale
et
M˘(bi, µi) = GLn(Fwi)/C0
comme espace discret (c’est a` dire union disjointe de copies de Spf(OE˘)).
Il en est de meˆme pour un j appartenant a` J .
Exemple 2.2.10. — Avec les notations de l’exemple 2.2.8 si pi,τ0 = 1 et bi est basique,
M˘(bi, µi) parame´trise des de´formations par quasi-isoge´nies de O
τ0
Fvi
-modules p-divisibles
de dimension 1 et de hauteur n.
M˘(bi, µi) ≃ Spf(OE˘ [[T1, . . . , Tn−1]])× Z
l’espace de Lubin Tate sur lequel ope`re Jbi = D
×
1
n
.
2.2.6.2. Cas (C). — Comme ci dessus, il y a une de´composition
M˘(DQp , b) =
∏
w|p
M˘(bw, µw)
1
2.3. Continuite´ de l’action de Jb
Nous notons dans cette section M˘ un espace de Rapoport-Zink associe´ a` une donne´e
locale simple ou bien a` une donne´e globale.
Le sche´ma formel M˘ est muni d’une action a` gauche de Jb via
∀g ∈ Jb ∀(X, ρ) ∈ M˘ (X, ρ).g = (X, ρ ◦ g
−1)
Lorsque M˘ = M˘(DQp , µQp), cette action se fait composante par composante au sens
suivant : dans le cas (A),
∏
i∈I Jbi ×
∏
j∈J Jbj ope`re sur∏
i∈I
M˘(bi, µi)×
∏
j∈J
M˘(bj , µj)
et Jb ⊂
∏
i∈I Jbi ×
∏
j∈J Jbj stabilise l’ouvert ferme´
M˘(DQp , b) ⊂
∏
i∈I
M˘(bi, µi)×
∏
j∈J
M˘(bj , µj)
De´finition 2.3.1. — Soit X un sche´ma formel muni d’une action d’un groupe locale-
ment compact totalement discontinu H. Nous dirons que H agit continuˆment sur X si
tout ouvert quasicompact U de X est stabilise´ par un voisinage de l’identite´ dans H, et
si IU ⊂ OU est un ide´al de de´finition de OU , ∀N ∈ N il existe un sous-groupe compact
ouvert KN ⊂ H suffisamment petit tel que ∀g ∈ KN , g
∗ : OU/I
N
U −→ OU/I
N
U est
l’identite´.
Proposition 2.3.2. — Le groupe Jb ope`re continuˆment sur M˘.
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De´monstration. — On ve´rifie aise´ment que l’assertion ci dessus est e´quivalente a` la sui-
vante : si S est un sche´ma quasicompact sur lequel p est nilpotent et (X, ρ) ∈ M˘(S), il
existe un voisinage de l’identite´ dans Jb tel que pour g dans un tel voisinage, (X, ρ◦g) ≃
(X, ρ).
Notons End(X) l’anneau des endomorphismes du groupe p-divisible X muni de ses
structures additionnelles (λ et ι) sur Fp. L’anneau End(X) est un Zp-module libre de
type fini. De plus, ∀N > 0, Id + pNEnd(X) est un sous-groupe compact ouvert de Jb et
lorsque N varie cette famille de sous-groupes forme une base de voisinages de l’identite´
dans Jb.
Conside´rons la quasi-isoge´nie sur S
ρ ◦ (Id+ pN (u× 1)) ◦ ρ−1 = Id+ pNρ(u× 1)ρ−1 ∈ End(X ×S S)Q
Le sche´ma S e´tant quasicompact et p nilpotent, par rigidite´ des quasi-isoge´nies
∀u ∈ End(X) ∃N pNρ(u× 1)ρ−1 se rele`ve en un endomorphisme de X/S
Mais l’alge`bre End(X) est un Zp- module de type fini. On peut donc trouver un tel N
uniforme´ment pour tous les e´le´ments u de End(X). C’est a` dire,
∃N ∀u ∈ End(X) pNρ(u× 1)ρ−1 se rele`ve en un endomorphisme de X
Nous noterons (pNρ(u× 1)ρ−1)˜ ce rele`vement. Comme End(X) est un anneau p-adique,
Id+ p(pNρ(u× 1)ρ−1 )˜ ∈ Aut(X)
On en de´duit que ∀u ∈ End(X), Id + pN+1ρ(u × 1)ρ−1 se rele`ve en un automorphisme
de X ce qui montre que
(X, ρ) ≃ (Id+ pN+1u).(X, ρ)
Remarque 2.3.3. — Bien suˆr, cette de´monstration s’applique a` un espace de Rapoport-
Zink ge´ne´ral tel qu’il est de´fini dans [51].
2.4. Un the´ore`me de finitude pour l’action de Jb
Dans cette section nous oublions les notations globales pre´ce´dentes et conside´rons des
espaces associe´s a` des donne´s locales simples.
De´finition 2.4.1. — On posera comme pre´ce´demment L =W (k¯)Q. L’automorphisme
σ de´signera toujours un Frobenius ge´ome´trique de l’extension non ramifie´e L|Qp. Le
cristal associe´ a` un groupe p-divisible est son cristal de Dieudonne´ covariant (M,V ) ou`
V est une application σ line´aire, le Verschiebung.
Bien que dans notre situation L = E˘ nous pre´fe´rons distinguer les notations puisque
le roˆle de ces deux corps est totalement diffe´rent.
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2.4.1. Description de M˘(b, µ)(k¯) en termes de cristaux. — Soit donc une donne´e
locale de type E.L. ou P.E.L. non ramifie´e simple.
Conside´rons l’isocristal (V ⊗Qp L, bσ) muni de son action de F et, dans le cas P.E.L.,
de sa polarisation
< ., . >: VL × VL −→ Qp(1)
Un e´le´ment de M˘(b, µ)(k¯) s’identifie alors a` un cristalM dans (VL, bσ) stable par l’action
de OF tel que M comme OL re´seau soit autodual a` une constante de Q×p pre`s (c’est a`
dire ∃k ∈ ZM∨ = pkM) et tel qu’on ait une e´galite´ de fonctions polynomiales :
∀b ∈ OF det(b;M/VM) = det(b;V0)
Dit autrement, la dernie`re condition s’exprime en disant que le polygone de Hodge
arithme´tique “avec structures additionnelles” est fixe´ e´gal a` µ. Reprenons les notations
de 2.2 et de´taillons les diffe´rents cas :
Cas (AL) : Reprenons les notations de 2.1.1. Posons N = VL, V = bσ. De´composons
N sous l’action de F
N =
⊕
i∈Z/dZ
N(i)
ou`
N(i) = {n ∈ N | ∀x ∈ F x.n = σi(x)n}
Supposons µ donne´ par des (ai)i∈Z/dZ, 1 ≤ ai ≤ n (qui sont les pτ dans les notations
de 2.2.1.1). Un e´le´ment de M˘(k¯) est donne´ par un OF ⊗ OL-re´seau M ⊂ N tel que
pM ⊂ VM ⊂M , et si M =
⊕
i∈Z/dZM(i) ou`
M(i) = {m ∈M | ∀x ∈ OF x.m = σ
i(x)m}
alors, l’inclusion VM(i) ⊂M(i+ 1) induit une de´composition
M/VM =
⊕
i∈Z/dZ
M(i)/V M(i− 1)
ou` M(i)/V M(i− 1) est un k¯-espace vectoriel sur lequel le corps re´siduel de F agit via le
Frobenius ge´ome´trique a` la puissance i. La condition de Kottwitz s’e´crit alors avec ces
notations
dimk¯M(i)/V M(i− 1) = ai
Cas (AU) : Prenons les notations de l’annexe D.1. Notons encore (N,V ) l’isocristal
(VL, bσ). Le produit symplectique sur V induit une polarisation < ., . >: N × N −→
Qp(1). Si
N =
⊕
i∈Z/2dZ
N(i)
est la de´composition de N sous l’action de F comme dans le cas (AL), la condition d’eˆtre
un F -module hermitien :
∀b ∈ F < bv, v′ >=< v, b∗v′ >
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s’exprime en disant que
∀i 6= j + d < N(i), N(j) >= 0
et le produit < ., . > est parfait sur N(i)×N(i+ d)
Avec les notations de D.1 supposons µ donne´ par des entiers (ai)0≤i≤d−1. Un e´le´ment
de M˘(b, µ)(k¯) est alors donne´ par un OF ⊗ OL-re´seau M =
⊕
i∈Z/2dZM(i) tel que
pM ⊂ VM ⊂M , M est autodual a` un e´le´ment de Q×p pre`s et
∀ 0 ≤ i ≤ d dimk¯(M(i)/V M(i− 1)) = ai
Cas (C) : L’isocristal (N,V ) est polarise´ via < ., . >: N × N −→ Qp(1). Comme
pre´ce´demment il y a une de´composition N =
⊕
i∈Z/dZN(i). De plus,
∀i 6= j < N(i), N(j) >= 0
et < ., . > est parfait sur N(i)×N(i)
Un e´le´ment de M˘(b, µ)(k¯) est alors donne´ par un OF ⊗OL-re´seau M =
⊕
i∈Z/dZM(i)
tel que pM ⊂ VM ⊂M , qui est autodual a` un e´le´ment de Q×p pre`s et tel que
∀0 ≤ i < d dimk(M(i)/V M(i− 1)) = n
Action de Jb Avec les notations pre´ce´dentes, le groupe Jb admet la description
suivante
Jb = {g ∈ Aut(N,V ) | ∀n, n
′ < gn, gn′ >= c(g) < n, n′ > }
Pour un e´le´ment g de Jb vu comme un e´le´ment de G(L), l’action de g sur M˘(k¯) est, en
termes de cristaux M , l’application M 7−→ g.M .
2.4.2. Lien avec l’immeuble de G. — Donnons une autre description de M˘(k¯)
dans l’esprit de la section 4 de ([47]) qui le fait apparaˆıtre comme un sous-ensemble de
l’immeuble de G sur L :
M˘(b, µ)(k¯) = {g ∈ G(L)/K | Kg−1bgσK = Kµ(p)K}
ou` K = G(W (k)) est un sous-groupe compact hyperspe´cial. On ve´rifie cette e´galite´
en utilisant le lemme 7.4 de [41]. Le lien avec la de´finition en termes de cristaux est
le suivant : soit M ⊂ VL un cristal, M ∈ M˘(k¯), de stabilisateur K dans G(L). A
g ∈ G(L)/K est associe´ le re´seaux g.M . Lorsque g ve´rifie la condition ci dessus, g.M est
bien un cristal de polygone de Hodge associe´ a` µ. Dans cette description, g0 ∈ Jb ope`re
de la fac¸on suivante :
gK 7−→ g0gK
Remarque 2.4.2. — Si l’on suppose b “decent” au sens de [51], c’est a` dire
∃s (bσ)s = (sνb)(p)σ
s
ou` νb de´signe le morphisme des pentes alors, dans toutes les conside´rations pre´ce´dentes
on peut remplacer L par Qps l’extension non ramifie´e de degre´ s de Qp.
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2.4.3. Orbites de Jb dans M˘(k¯). — On note (X, ρ) les e´le´ments de M˘(k¯) ou` X
de´signe un groupe p-divisible sur k¯ muni de son action de OF et, dans le cas unitaire
ou symplectique, de sa polarisation principale. La quasi-isoge´nie ρ : X −→ X de´signe la
rigidification avec le groupe p-divisible X de´fini sur k¯.
Lemme 2.4.3. — Deux e´le´ments (X1, ρ1), (X2, ρ2) ∈ M˘(k¯) sont dans la meˆme Jb-
orbite ssi
X1 ≃ X2
comme groupes p-divisbles munis de structures additionnelles.
De´monstration. — Soit g ∈ Jb tel que (X1, ρ1) ≃ (X2, ρ2 ◦ g
−1). Alors, X1 ≃ X2.
Re´ciproquement, supposons qu’il y ait un isomorphisme de groupes p-divisibles munis
de structures additionnelles
f : X1
∼
−−→ X2
Conside´rons la quasi-isoge´nie g = ρ−11 ◦ f
−1 ◦ ρ2 : X −→ X. Par de´finition g ∈ Jb. Le
diagramme suivant commute
X
ρ1 ✲ X1
X
g−1
❄ ρ2 ✲ X2
f
❄
ce qui montre que (X1, ρ1) ≃ (X2, ρ2 ◦ g
−1).
2.4.4. Action sur les composantes irre´ductibles. —
De´finition 2.4.4. — Si M˘ de´signe un espace de Rapoport-Zink, nous noterons M la
fibre spe´ciale de M˘ c’est a` dire le sous-sche´ma re´duit de´fini sur k¯.
Rappelons ([51]) que les composantes irre´ductibles deM sont des varie´te´s projectives
sur k¯ et que M e´tant localement de type fini une composante irre´ductible n’intersecte
qu’un nombre fini d’autres composantes. Le groupe Jb permute ces composantes.
The´ore`me 2.4.5. — Soit M˘ un espace de Rapoport-Zink de type E.L ou P.E.L. non
ramifie´ simple ou encore associe´ a` une donne´e globale non ramifie´e. Il y a un nombre
fini d’orbites de de composantes irre´ductibles de M sous l’action de Jb.
De´monstration. — Du point de vue de l’immeuble de G sur L ce the´ore`me est un
the´ore`me de finitude pour l’action de Jb sur l’immeuble qui ge´ne´ralise la proposition
2.18 de [51].
D’apre`s les remarques du de´but, un ouvert quasicompact de M intersecte un nombre
fini de composantes irre´ductibles et re´ciproquement une union finie de composantes
irre´ductibles est quasicompacte. Le the´ore`me est donc e´quivalent a` l’e´nonce´ : il existe un
ouvert quasicompact U de M tel que M = Jb.U .
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On ve´rifie en utilisant la section 2.2.6 que l’on peut se ramener au cas des espaces
associe´s a` une donne´e locale non ramifie´e simple. Nous supposerons donc que M˘ est de
ce type la`.
Commenc¸ons par rappeler le
Crite`re de quasicompacite´ 2.4.6 (corollaire 2.31 de [51])
Un ouvert U de M est quasicompact ssi ∃M ∈ M(k¯) ∃N ∈ N
U(k¯) ⊂ {M ′ ∈ M˘(k¯), pNM ⊂M ′ ⊂ p−NM}
de fac¸on e´quivalente : ∃N , la quasi-isoge´nie universelle ρuniv soit telle que sur U pNρuniv
et pN (ρuniv)−1 soient des isoge´nies.
La de´monstration consiste maintenant a` exhiber un nombre fini d’orbites dans M(k¯)
(ou, dans le cas unitaire et symplectique, dans un ensebmle plus gros : confe`re les
de´finitions suivant 2.4.12) sous l’action de Jb ve´rifiant : il existe une constante c telle que
tout point de M(k¯) soit a` distance infe´rieure a` c d’un point d’une de ces orbites.
E´tant donne´ qu’il n’y a qu’un nombre fini de polygones de Hodge possibles pour un
groupe p-divisible muni de structures additionnelles isoge`ne a` X, l’e´nonce´ pre´ce´dent est
e´quivalent au meˆme e´nonce´ sans la condition de Kottwitz sur le polygone de Hodge
arithme´tique dans la de´finition de M˘(k¯). Nous ignorerons donc cette condition. Cela
signifie que nous allons de´montrer le the´ore`me annonce´ non pas sur l’espace M˘ mais sur
l’espace plus gros de´fini de fac¸on analogue, sans la condition de Kottwitz sur le polygone
de Hodge. Nous noterons encore M˘ cet espace. Le lemme 2.4.3 est bien suˆr encore valable
pour cet espace.
Commenc¸ons par rappeler la de´finition suivante :
De´finition 2.4.7 ([61] section 3). — Soit S un sche´ma de caracte´ristique p et X un
groupe p-divisible sur S. Soit λ un nombre rationnel positif. On dit que X est divisible
par rapport a` la pente λ s’il existe des entiers naturels r, s tels que λ =
r
s
et tels que la
quasi-isoge´nie
F sp−r : X −→ X(p
s)
soit une isoge´nie.
Nous allons utiliser le re´sultat suivant de Zink :
Proposition 2.4.8 ([61] proposition 12). — Soit K un corps parfait de caracte´ristique
p et X/K un groupe p-divisible de pentes λ1 > · · · > λr. Il existe une constante c ne
de´pendant que de la hauteur de X et un groupe p-divisible Y/K muni d’une isoge´nie avec
X de degre´ plus petit que c tel que Y ve´rifie la proprie´te´ suivante : Y est muni d’une
filtration par des sous groupes p-divisibles
(0) = Y0 ⊂ Y1 ⊂ · · · ⊂ Yr = Y
telle que pour tout i, Yi soit divisible par rapport a` la pente λi et Yi/Yi−1 soit de pente
λi. De plus, une telle filtration se scinde.
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Rappels sur la de´monstration. — Rappelons que dans la de´monstration, si (M,V ) est le
cristal de X et si U = p−r1V s1 , on pose
M ′ =M + UM + · · · + Uh−1M
Le point crucial de la de´monstration consiste a` de´montrer que M ′ est stable par U . Une
fois cela de´montre´ on peut donc de´composer M ′ en partie bijective et topologiquement
nilpotente pour l’action de U :
M ′ =M ′bij ⊕M
′
nil
Rappliquant le meˆme proce´de´ a` M ′nil pour U = p
−r2V s2 on obtient ainsi par re´currence
la filtration souhaite´e.
De plus, a` la premie`re e´tape M ⊂ M ′ ⊂ p−r1(h−1) ⊂ p−h(h−1)M car r1 ≤ s1 ≤ h.
Re´pe´tant ce type d’ine´galite´ a` chaque e´tape, le nombre de pentes e´tant infe´rieur a` h,
l’existence du c s’en de´duit.
Fait 2.4.9. — Si le corps K est alge´briquement clos et si les pentes λi sont fixe´es,
tous les groupes Y intervenant dans l’e´nonce´ du lemme pre´ce´dent sont isomorphes. Si
λ1, . . . , λr de´signent les pentes du cristal (M,V ) associe´ et (mi)1≤i≤r les multiplicite´s
associe´es
M ≃ ⊕ri=1
(
⊕mi1 M
λi
)
ou` si λ = rs , r ∧ s = 1
Mλ =W (K)[F, V ]/(V s − pr, FV − p)
Revenons a` la de´monstration du the´ore`me. Expliquons comment de´montrer le the´ore`me
dans le cas (AL) lorsque F = Qp, c’est a` dire lorsqu’il n’y a pas de structure additionnelle.
Appliquons le lemme de Zink a` X. Soit donc Y0/k¯ un groupe p-divisible tel qu’il est
donne´ par le lemme de Zink avec une isoge´nie : f0 : X −→ Y0. Soit O˜ la Jb-orbite de
(Y0, f0) dans M˘(k¯).
Soit maintenant (X, ρ) ∈ M˘(k¯). Appliquons le lemme de Zink a` X : soit Y/k¯ et
f : X −→ Y l’isoge´nie de degre´ infe´rieur a` c (ou` c ne de´pend pas de X mais seulement
de X puisqu’il ne de´pend que de la hauteur du groupe p-divisible). Conside´rons le point
(Y, f ◦ρ) ∈ M˘(k¯). Il est clair que ce point est a` distance infe´rieure a` c de (X, ρ). De plus,
d’apre`s le lemme 2.4.3 et 2.4.9, (Y, f ◦ ρ) ∈ O˜.
On en de´duit donc le the´ore`me lorsqu’il n’y a pas de structures additionnelles.
De´montrons maintenant le cas (AL) en ge´ne´ral, c’est a` dire lorsque l’on ajoute l’action
de OF . Pour cela de´montrons des variantes de 2.4.8 et 2.4.9.
Lemme 2.4.10. — Soit K un corps parfait de caracte´ristique p et X/K un groupe p-
divisible muni d’une action de OF de pentes λ1 > · · · > λr. Il existe une constante c
ne de´pendant que de la hauteur de X, un groupe p-divisible Y/K muni d’une action de
OF , et d’une isoge´nie OF e´quivariante avec X de degre´ plus petit que c, tel que Y ve´rifie
la proprie´te´ suivante : Y est muni d’une OF -filtration par des sous groupes p-divisibles
munis d’une action de OF
(0) = Y0 ⊂ Y1 ⊂ · · · ⊂ Yr = Y
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telle que pour tout i, Yi soit divisible par rapport a` la pente λi et Yi/Yi−1 soit de pente
λi. De plus, une telle filtration se scinde.
De´monstration. — Soit (M,V ) le cristal de X muni de son action de OF , c’est a` dire
d’un morphisme OF −→ End(M,V ). Reprenons le rappel de la de´monstration du lemme
2.4.8. L’ope´rateur U qui y est de´fini commute a` l’action de OF , puisque V commute a`
l’action de OF . Le cristal M
′ est donc stable par l’action de OF . La de´composition de
M ′ en parties bijectives et topologiquement nilpotente sous l’action de U est donc stable
par l’action de OF . Le reste de la de´monstration est identique.
Lemme 2.4.11. — Soient Y1, Y2 deux groupes p-divisibles sur un corps alge´briquement
clos K munis d’une action de OF , isoge`nes comme groupes munis d’une action de OF ,
et du type de ceux fournis par le lemme pre´ce´dent. Alors, Y1 ≃ Y2 comme groupes p-
divisibles munis d’une action de OF .
De´monstration. — D’apre`s 2.4.9, la cate´gorie Zp-line´aire C des groupes p-divisibles sur
K de pente λ divisibles par rapport a` λ est semi-simple, d’objet simple ayant pour cristal
le cristalMλ. L’alge`bre End(Mλ) est isomorphe a` ODλ , l’ordre maximal dans une alge`bre
a` division d’invariant λ sur Qp. La cate´gorie des objets de C munis d’une action de OF
est donc e´quivalente a` celle des ODλ ⊗OF -modules de type fini sans torsion (on pourra
consulter le chapitre II de [59] pour la the´orie des ODλ modules de type fini qui est
analogue a` celle des modules de type fini sur un anneau de valuation discre`te). L’alge`bre
ODλ ⊗ OF est isomorphe a` Md(OD′
λ′
) pour un entier d et un nombre rationnel λ′, ou`
D′λ′ de´signe une alge`bre a` division d’invariant λ
′ sur F , et OD′
λ′
son ordre maximal.
Par e´quivalence de Morita la cate´gorie des ODλ ⊗ OF -modules est e´quivalente a` celle
des OD′
λ′
-modules. Or, deux OD′
λ′
-modules de type fini sans torsion M1,M2 ve´rifiant
M1 ⊗ Qp ≃ M2 ⊗ Qp comme D′λ′-modules sont isomorphes puisqu’ils ont meˆme rang.
D’ou` le re´sultat lorsque Y1 etY2 ont une seule pente. Le cas ge´ne´ral s’en de´duit puisque la
de´composition de 2.4.9 en somme de groupes p-divisibles isoclins est stable par l’action
de OF .
En utilisant ces deux lemmes, la de´monstration du cas (AL) est analogue au cas de´ja`
de´montre´ lorsque F = Qp : il suffit de remplacer groupe p-divisible par groupe p-divisible
muni d’une action de OF .
Passons maintenant au cas (AU). Commenc¸ons avant par une de´finition
De´finition 2.4.12. — Soit S un sche´ma et X un groupe p-divisible sur S. Soit N un
entier. On appelle polarisation pN -quasi-principale une polarisation λ : X −→ Xˇ telle
que pNλ−1 soit une isoge´nie.
Une polarisation p0-quasi-principale est donc une polarisation principale.
De´finition 2.4.13. — SoitN un entier. On de´finit le sche´ma formel M˘(pN ) sur Spf(OE˘)
comme e´tant l’espace de modules des groupes p-divisibles X sur un sche´ma sur le-
quel p est localement nilpotent, munis d’une action de OF , d’une polarisation pN -quasi-
principale λ, et d’une rigidification ρ : X −→ X qui est une quasi-isoge´nie compatible a`
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l’action de OF et qui transforme λ en un multiple rationnel de la polarisation sur X. On
ne suppose pas la condition de Kottwitz ve´rifie´e.
Il est implicite dans cette de´finition que M˘(pN ) est repre´sentable, ce qui se de´duit du
the´ore`me 2.16 de [51] comme dans le the´ore`me 3.25 de [51]. Cependant, nous n’utiliserons
que l’ensemble M˘(pN )(k¯). Le sche´ma formel M˘(pN ) est muni d’une action de Jb de´finie
de fac¸on analogue a` celle sur M˘. Il y a une immersion Jb-e´quivariante M˘ = M˘(p0) →֒
M˘(pN ).
Nous allons de´montrer l’existence d’un entier N et d’un nombre fini de Jb-orbites
O˜1, . . . , O˜r dans M˘(pN )(k¯) ve´rifiant : il existe une constante c telle que tout e´le´ment
de M˘(k¯) est a` distance infe´rieure a` c d’une des orbite O˜1, . . . , O˜r. Cela de´montrera le
the´ore`me dans le cas (AU).
Commenc¸ons par une nouvelle variante du lemme 2.4.8 :
Lemme 2.4.14. — Dans l’e´nonce´ du lemme 2.4.10, supposons de plus X muni d’une
polarisation principale λ compatible a` l’action de OF au sens ou` l’involution de Rosati
induit l’involution ∗ sur OF . Il existe alors un entier N ne de´pendant que de la hauteur
de X tel que le groupe p-divisible Y soit muni d’une polarisation pN -quasi-principale λ′
compatible a` l’action de OF et a` l’isoge´nie entre X et Y .
De´monstration. — Soient M1 le cristal de X et M2 le cristal de Y . Soit une isoge´nie
f : Y −→ X de degre´ infe´rieur a` c. Elle induit une inclusion M2 −→ M1. Le cristal
M1 est muni d’une polarisation < ., . >: M1 × M1 −→ Zp(1) ou` Zp(1) est le cristal
(W (K), V ) avec V le Verschiebung sur les vecteurs de Witt. Le produit symplectique
< ., . > est parfait au niveau des W (K)-modules sous-jacents aux cristaux. Si Λ est un
W (K)-re´seau dans le W (K)Q espace vectoriel associe´ a` M1, nous noterons Λ
∨ le re´seau
dual par rapport a` < ., . >. La restriction du produit< ., . > a`M2 donne une polarisation
λ′ de Y telle que le diagramme suivant commute
X
f ✲ Y
Xˇ
λ
❄
✛ fˇ Yˇ
λ′
❄
E´tant donne´ que le degre´ de f est borne´ par c, c’est a` dire [M1 : M2] ≤ c, il existe un
entier N ne de´pendant que de c et de la hauteur de X (et donc que de la hauteur de X)
tel que pNM1 ⊂M2 ⊂M1. Cela implique que
M∨2 ⊂ p
−NM∨1 = p
−NM1 ⊂ p
−2NM2
Et donc, p2Nλ′−1 est une isoge´nie.
Passons maintenant a` un analogue faible de 2.4.9 :
Lemme 2.4.15. — Supposons K alge´briquement clos. Soit N un entier. Il n’y a qu’un
nombre fini de classes d’isomophismes de groupes p-divisibles Y sur K munis d’une ac-
tion de OF , d’une polarisation p
N -quasi-principale compatible a` l’action de OF , posse´dant
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une OF -filtration comme dans le lemme pre´ce´dent et isoge`nes avec leurs structures ad-
ditionnelles a` un meˆme X fixe´.
De´monstration. — Soient λ1, . . . , λr les pentes de X (qui sont syme´triques par rapport
a` 1/2). Soit l’anneau R =
∏
iODλi . Cet anneau est Morita-e´quivalent a` End(X). Il y
a un isomorphisme End(Xˇ) ≃ End(X)opp et la polarisation principale λ induit donc
une involution sur End(X). Celle-ci induit une involution sur R permutant les facteurs
ODλ et OD1−λ . Soit A l’anneau R⊗Zp OF muni de l’involution # de´duite de celle sur R
par tensorisation avec celle sur OF . Conside´rons la cate´gorie Zp-line´aire C des groupes p-
divisibles Y surK, de pentes incluses dans l’ensemble {λ1, . . . , λr}, munis d’une action de
OF et posse´dant une OF filtration comme dans le lemme 2.4.8. Cette cate´gorie est semi-
simple, e´quivalente a` la cate´gorie des A-modules a` gauche de type fini sans torsion. Si Y
est comme dans l’e´nonce´, le A module associe´ est muni d’une application symplectique
#-hermitienne associe´e a` sa polarisation
< ., . >:M ×M −→ Zp
La condition d’eˆtre pN -quasi-principale signifie que
M ⊂M∨ ⊂ p−NM∨ ⊂M ⊗Qp
Le re´sultat est donc une conse´quence du lemme qui suit.
Lemme 2.4.16. — Soit A une Zp-alge`bre qui est un Zp-module libre de rang fini, ∗ une
involution de A, et B l’anneau AQp muni de ∗⊗1. Soit R une classe d’isomorphismes de
A-modules qui sont des Zp modules libres de type fini. Si M ∈ R, et < ., . >:M ×M −→
Zp est un produit symplectique hermitien relativement a` #, parfait sur le Qp-espace
vectoriel MQp, nous noterons M
∨ ⊂MQp le re´seau dual. Soit N ∈ N. Il existe un nombre
fini de classes d’isomorphismes de tels A-modules symplectiques hermitiens (M,< ., . >)
tels que la classe d’isomorphisme de M soit R et M ⊂M∨ ⊂ p−NM .
De´monstration. — Soit n un entier ve´rifiant n ≥ 4N + 2. Soit M un A-module dont la
classe d’isomorphisme est R. Il existe un nombre fini de structures de A/pnA-module
symplectique hermitien sur M/pnM . Montrons que si < ., . >1 et < ., . >2 sont deux
structures symplectiques hermitiennes sur M ve´rifiant
∀x, y ∈M < x, y >1≡< x, y >2 [p
n]
alors il existe un isomorphisme (M,< ., . >1) ≃ (M,< ., . >2), ce qui conclura.
Soient donc deux tels produits < ., . >1 et < ., . >2. Nous devons montrer l’existence
d’un g ∈ GLA(M) tel que
∀x, y ∈M < gx, gy >2=< gx, gy >1
sachant que, relativement a` < ., . >1 et < ., . >2, M
∨ ⊂ p−NM .
Il existe u ∈ EndAQp (MQp) ve´rifiant
∀x, y ∈MQp < x, y >2=< u(x), y >1
Notons ∗ l’adjonction par rapport a` < ., . >1 sur EndAQp (MQp). De´sormais tous les
re´seaux duaux seront pris par rapport a` < ., . >1.
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On a l’e´galite´ u∗ = u et
∀x, y ∈M < u(x), y >≡< x, y > [pn]
=⇒ (u− Id)(M) ⊂ pnM∨ ⊂ pn−NM
Cherchons un α ∈ EndA(M) tel que
∀x, y ∈M < (Id+ p[
n
2 ]+1α)(x), (Id + p[
n
2 ]+1α)(y) >2≡< x, y >1 [p
n+1]
Un petit calcul montre que si α est solution de
α∗ + α =
u− Id
p[
n
2 ]+1
et ve´rifie α∗(M) ⊂M , α conviendra. Or,
(u− Id)(Λi) ⊂ p
n−NM ⇒
(
u− Id
p[
n
2 ]+1
)
(M) ⊂ pn−[
n
2 ]−1−NM ⊂ p
n
2
−1−NM
⇒
(
u− Id
p[
n
2 ]+1
)∗
(M) ⊂ p
n
2
−1−2NM
la dernie`re inclusion re´sultant de
∀v ∈ EndA(M) v
∗(M) ⊂ p−NM
car ∀x ∈M v∗(x) ∈M∨ ⊂ p−NM (l’appliquer a` v = p−[
n
2 ]+1+N
(
u− Id
p[
n
2 ]+1
)
).
Donc, comme n ≥ 4N + 3,
[n
2
]
− 1− 2N ≥ 1 ce qui implique (le 1 e´tant la` pour le
cas p = 2) que
α =
1
2
[(
u− Id
p[
n
2 ]+1
)
+
(
u− Id
p[
n
2 ]+1
)∗]
∈ EndA(M)
convient. De plus, Id+ p[
n
2 ]+1α ∈ GLA(M).
Quitte a` modifier < ., . >2 par cet automorphisme on peut maintenant supposer que
< x, y >1≡< x, y >2 [p
n+1] et rappliquer la me´thode de re´solution par re´currence pour
obtenir une suite d’e´le´ments de GLB(V ) convergeant vers un g tel que < g•, g• >2=<
•, • >1 (e´tant donne´ que le g construit pre´ce´demment appartient a` Id+p
[n2 ]+1EndA(M),
la convergence est assure´e).
Appliquons maintenant le lemme 2.4.3 (encore valable pour M˘(pN )). On obtient donc
l’existence d’un nombre fini de Jb-orbites dans M˘(pN )(k¯) tel que tout point soit a` dis-
tance infe´rieure a` c d’une telle orbite.
Le cas (C) se traite de la fac¸on analogue au cas pre´ce´dent en utilisant le lemme
2.4.16.
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2.5. Espaces de Rapoport-Zink rigides
Nous noterons dans cette section M˘ un espace de Rapoport-Zink associe´ a` une donne´e
globale non ramifie´e D ou bien un espace de Rapoport-Zink associe´ a` une donne´e locale
non ramifie´e simple. Si M˘ est associe´ a` une donne´e globale D nous noterons V pour
V ⊗Qp, B pour B⊗Qp et OB pour OB ⊗Zp. Si M˘ est associe´ a` une donne´e locale nous
noterons OB pour OF . On fixe un re´seau autodual Λ0 dans V . E ⊂ Qp de´signera soit
Eν dans le cas d’un espace associe´ a` une donne´e globale, soit le corps re´flex de la donne´
locale dans le cas d’un espace associe´ a` une donne´e locale.
De´finition 2.5.1. — M˘an de´signe la fibre ge´ne´rique de M˘ sur E˘ au sens des espaces
analytiques de Berkovich.
On notera M˘rig la fibre ge´ne´rique de M˘ au sens des espaces adiques ([28] et l’annexe
E).
2.5.1. Torseur des pe´riodes. — Si K|E˘ est une extension de degre´ fini, a` x ∈
M˘an(K) = M˘(OK) est associe´ un groupe p-divisible X = X
univ
x sur OK d’isocristal
filtre´
(VL, bσ, π˘1(x))
ou` π˘1 : M˘
an → F˘ad est la premie`re composante du morphisme des pe´riodes ([51])
Le module de Tate rationnel de X, Vp(X) est une repre´sentation cristalline de GK =
Gal(K|K) munie d ’une action de B et d’un produit symplectique B-hermitien
Vp(X)× Vp(X)
(.,.)
−−−→ Qp(1)
dans lequel Tp(X) est un re´seau autodual.
On a alors :
Vp(X) ≃ (Fil
0Hom(VL, Bcris))
ϕ
ou` VL est filtre´ par π˘1(x) et Bcris de fac¸on usuelle, et
VL = HomGK (Vp(X), Bcris)
sur lequel bσ provient du Frobenius cristallin ϕ sur Bcris et π˘1(x) de la filtration de Bcris
(confe`re [18]).
On s’inte´resse alors a` la variation du torseur des pe´riodes le long de M˘an :
M˘an(E˘) ∋ x 7−→ IsomB-mod.symp.(Vp(X
univ
x ), V )
qui est un G-torseur non vide graˆce a` la rigidification ρ.
D’apre`s [51] dans le cas qui nous inte´resse (Gder est simplement connexe ) et plus
ge´ne´ralement graˆce a` [60] et aux travaux de Colmez et Fontaine,
The´ore`me 2.5.2. — Le torseur des pe´riodes est constant, trivial sur M˘(E˘).
Remarque 2.5.3. — Dans le cas non ramifie´ auquel nous nous inte´ressons on peut
de´montrer cela de fac¸on encore plus directe de la fac¸on suivante : Vp(X) et V sont
isomorphes comme B-modules et contiennent tous deux un re´seau autodual Tp(X) et
Λ0. Donc d’apre`s le lemme 7.2 de [42] ils sont isomorphes comme modules symplectiques.
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Remarque 2.5.4. — Plus pre´cise´ment on a le re´sultat suivant : si µ : Gm/Qp −→ G/Qp
et b ∈ B(G) sont tels que (µ, b) soit faiblement admissible, la classe de cohomologie de
ce G-torseur est
κ(b)− µ1 ∈ H
1(Qp, G) ≃ π0(Z(Ĝ)Γ)D ⊂ X∗(Z(Ĝ)Γ)
ou` κ : B(G)→ X∗(Z(Ĝ)Γ) et µ1 = µ̂|Z(Ĝ)Γ .
En particulier, si b ∈ B(G,µ) (c’est a` dire (µ, b) est faiblement admissible en un
sens plus fort qui tient compte des structures additionnelles), κ(b) = µ1 et la classe du
G-torseur est triviale.
2.5.2. Structures de niveau. — Au groupe p-divisible universelXuniv/M˘ est associe´
un groupe p-divisible rigide
(Xuniv)an = lim
−→
Xuniv[n]an
ou` Xuniv[n]an/M˘an est e´tale fini de degre´ pnht(X).
Tp(X
univ) := (X[n]an)n∈N est donc un Zp faisceau analytique e´tale localement constant
sur des reveˆtements e´tales finis, muni d’une action de OB et d’une polarisation
Tp(X
univ)× Tp(X
univ) −→ Zp(1)
ou` Zp(1) est le Zp faisceau analytique (µpn)n∈N. Cet accouplement de faisceaux est parfait
au sens ou` il induit un isomorphisme
Tp(X
univ)∨
∼
−−→ Tp(X
univ)(−1)
D’apre`s la trivialite´ du torseur des pe´riodes ∀x ∈ M˘an(E˘) il existe un isomorphisme de
OB-modules symplectiques
Λ0
∼
−−→ Tp(X
univ
x )
Si K ⊂ C0 est un sous-groupe compact ouvert, on peut donc parler de structure de
niveau K sur Tp(X
univ) au sens suivant :
De´finition 2.5.5. — Fixons un x ∈ M˘(E˘) dans chaque composante connexe de M˘an.
Une structure de niveau K sur Tp(X
univ) est un isomorphisme ∀x de OB-modules sym-
plectiques
η : Λ0
∼
−−→ Tp(X
univ
x )
tel que via η l’action de πan1 (M˘
an, x) se fasse a` travers K agissant sur Λ0. Un η e´tant
conside´re´ modulo composition par un e´le´ment de K. On notera η¯ sa classe.
Bien suˆr cette de´finition ne de´pend pas du choix des x ∈ M˘(E˘).
Une de´finition e´quivalente est la suivante :
La classe d’isomorphisme de Tp(X
univ) comme C0 torseur est donne´ par un e´le´ment
de
Hˇ1(M˘an, C0) := lim
←−
Hˇ1(M˘an, C0 ⊗ Z/pnZ)
Dire qu’un syste`me local est trivial e´quivaut a` dire que cette classe est un cobord. De la
meˆme fac¸on, une trivialisation modulo K d’un e´le´ment de
Zˇ1(M˘an, C0) = lim
←−
Zˇ1(M˘an, C0 ⊗ Z/p
nZ)
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est un e´le´ment g ∈ Cˇ0(M˘an, C0) modulo Cˇ
0(M˘an,K) tel que
c = cobord(g) modulo K
Dit d’une autre fac¸on, η : Λ0
∼
−−→ Tp(X
univ)[K] est donne´ par une famille compatible
ηn : Λ0/p
nΛ0
∼
−−→ X[n]an [K]
ou` ∀n ∃{Ui}i un recouvrement e´tale de M˘
an et des isomorphismes
(ηn)i : Λ0/p
nΛ0
∼
−−→ X[n]an|Ui
tels que sur Ui ∩ Uj,
(ηn)i|Ui∩Uj ◦ (ηn)
−1
|Ui∩Uj
∈ K(Ui ∩ Uj) = K
π0(Ui∩Uj)
Λ0 e´tant fixe´, pour K ⊂ C0 compact ouvert on de´finit une tour (M˘K)K d’espaces
analytiques sur E˘ munis de morphismes de transition e´tales finis pour K ⊂ K ′
ΠK,K ′ : M˘K ′ −→ M˘K
d’oubli de la structure de niveau. ΠK,K ′ est galoisien de groupe K/K
′ si K ′ ✁K.
De´finition 2.5.6 ([51]). — M˘K classifie les structures de niveau K sur Tp(X
univ).
Nous noterons M˘rigK les espaces adiques correspondants.
2.5.3. Action se G(Qp) sur les structures de niveau. — La tour (M˘K)K⊂G(Qp) est
munie d’une action de G(Qp) de´crite rapidement dans [51]. Donnons en une description
de´taille´e.
Si K ⊂ C0 et g ∈ G(Qp) sont tels que g−1Kg ⊂ C0 il y a un isomorphisme
g : M˘K
∼
−−→ M˘g−1Kg
de´fini ainsi : si Y est un espace rigide quasicompact sur E˘, un e´le´ment de M˘rigK (Y ) est
donne´ par un (X, ρ) ∈ M˘(S) et un η¯ tel que (X, ρ, η¯) ∈ M˘rigK (S
rig) ou` S/Spf(OE˘) est
un sche´ma formel admissible de fibre ge´ne´rique Y et
η : Λ0
∼
−−→ Tp(X
rig) [K]
E´tant donne´ que g−1Kg ⊂ C0, le re´seau g.Λ0 est stable par l’action de K et donc η(g.Λ0)
est stable par l’action du π1 de Y sur Tp(X
rig). Il de´finit donc un groupe p-divisible rigide
X ′ muni d’une quasi-isoge´nie X
f
−→ X ′ telle que via la compose´e
ϕ : Λ0 ⊗Qp
≃ η⊗1
−−−−→ Vp(X)
≃ f∗
−−−→ Vp(X
′)
on ait ϕ−1(Tp(X
′)) = g.Λ0.
X ′ est de la forme Xrig/U ou` U est un groupe rigide plat fini sur S et f est de la forme
pnq ou` q : X ։ X/U et n ∈ Z. D’apre`s la version relative de la the´orie de Raynaud,
apre`s un e´clatement formel admissible S˜ → S, U se prolonge en un groupe plat fini U˜/S˜.
Posons
X˜ ′ = (X ×S S˜)/U˜
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et f˜ : X ×S S˜ −→ X˜
′ la quasi-isoge´nie pnq˜, ou` q˜ : X ×S S˜ ։ X × S˜/U˜ , qui prolonge f
sur S˜. Munissons X˜ ′ de la rigidification
ρ˜ : X×k S˜
ρ×1
−−−→ X
S˜
× S˜
f×1
−−→ X˜ ′ × S˜
ce qui nous donne un (X˜, ρ˜) ∈ M˘(S˜). Quant a` la structure de niveau η˜ sur Tp(X˜),
η˜ = η ◦ g
au sens ou` le diagramme suivant commute :
g.Λ0
η ⊗ 1 ✲ Vp(X)
Λ0
g
✻
η˜✲ Tp(X˜
′) ⊂ ✲ Vp(X˜
′)
❄
La fibre ge´ne´rique de S˜ est Y et alors (W˜ , ρ˜, ¯˜η) ∈ M˘g−1Kg(Y ) que l’on pose comme e´tant
e´gal a` g.(X, ρ, η¯).
Remarque 2.5.7. — Rappelons que si x ∈ M˘an(M) pourM |E˘ une extension de degre´
fini, il n’est pas ne´cessaire d’effectuer un e´clatement formel admissible pour prolonger
notre groupe p-divisible sur OM ce qui simplifie la de´finition de l’action de G(Qp) sur
les points M˘K(E˘).
Rappelons e´galement que ∀K M˘K est muni de l’action de Jb prolongeant celle de
M˘an, commutant a` celle de G(Qp) et compatible aux morphismes de transition.
Exemple 2.5.8. — Avec les notations du premier premier chapitre, si J 6= ∅, si
K =
∏
i∈I
Ki ×
∏
j∈J
Kj
M˘K(b, µ) =
∏
i∈I
M˘Ki(bi, µi)×
∏
j∈J
M˘Kj(bj , µj)
1
et l’action de G(Qp) se fait composante par composante.
Si J = ∅ et si
K =
∏
i∈I
Ki ×Kt
ou` Kt est un sous-groupe compact ouvert de Z×p ,
M˘K(b, µ) =
∏
in∈I
M˘Ki(bi, µi)×Q
×
p /Kt
ou` Q×p /Kt est l’espace de modules des structures de niveau Kt sur le module de Tate
Zp(1).
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Exemple 2.5.9. — Avec les notations de l’exemple pre´ce´dent et en se plac¸ant dans le
cadre de l’exemple 2.2.9 (cas e´tale) :
M˘Ki(bi, µi) = G(Qp)/Ki
De plus, Jbi = G(Qp) qui agit a` gauche sur cet ensemble et G(Qp) agit a` droite via les
correspondances de Hecke ensemblistes classiques.
2.5.4. Quelques proprie´te´s des espaces de Rapoport-Zink rigides. —
Lemme 2.5.10. — Le sche´ma formel M˘ est se´pare´ sur Spf(OE˘).
De´monstration. — Il s’agit de montrer que le sous-sche´ma formel localement ferme´
M˘ ⊂
∆✲ M˘ × M˘
est une immersion ferme´e. Soit (Xuniv , ρuniv) le groupe p-divisible universel muni de sa
rigidification ρuniv. Conside´rons les deux projections
M˘ × M˘
p1 ✲
p2
✲ M˘
L’immersion ∆ est alors de´fini comme e´tant le lieu de´fini par
p∗1(X
univ , ρuniv) ≃ p∗2(X
univ , ρuniv)
ce qui est e´quivalent a` dire que la quasi-isoge´nie
α = p∗1ρ
univ ◦ (p∗2ρ
univ)−1 : p∗2X
univ −→ p∗1X
univ
est un isomorphisme ou encore que α ainsi que α−1 sont des isoge´nies. D’apre`s la pro-
position 2.9 de [51] il s’agit d’une condition ferme´e.
Pour comprendre l’e´nonce´ qui suit il est conseille´ de lire l’appendice E.
Lemme 2.5.11. — Pour tout K, l’espace analytique M˘K est lisse de bord vide. Le
morphisme des pentes π˘1 : M˘
an −→ F˘ad est e´tale.
Traduit dans le langage des espaces adiques : l’espace adique M˘rigK est lisse et partiel-
lement propre et le morphisme π˘1 est partiellement propre.
De´monstration. — Montrons les assertions sur les espaces adiques qui sont e´quivalentes
a` celles sur les espaces analytiques.
D’apre`s le lemme pre´ce´dent, M˘rig est se´pare´. Pour voir qu’il est partiellement propre
il suffit donc de constater que les composantes irre´ductibles de sa fibre spe´ciale M sont
propres.
Les morphismes ΠK,C0 : M˘
rig
K → M˘
rig e´tant finis il en est donc de meˆme pour les
M˘rigK .
On sait de´ja` que le morphisme des pentes est e´tale au sens des espaces adiques (pro-
position 5.17 de [51]). Les espaces adiques F˘ad et M˘rig e´tant partiellement propres, le
mrophisme π˘1 est partiellement propre.
Remarque 2.5.12. — Ces proprie´te´s peuvent e´galement se de´duire de l’existence de
l’uniformisation de varie´te´s de Shimura par les M˘K .
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2.6. Cohomologie de M˘K
Reprenons les meˆmes conventions sur M˘ que celles e´nonce´es au de´but de la section
2.5.
2.6.1. Lissite´ de l’action de Jb. — Rappelons (section 6 de [3]) que si X est un
k-espace analytique le groupe des automorphismes analytiques de X, Aut(X), est muni
d’une structure de groupe topologique et que par de´finition un groupe topologique G
agissant par automorphismes analytiques sur X agit continuˆment si le morphisme induit
G −→ Aut(X) est continu.
On de´duit alors de la proposition 2.3.2 et du lemme 8.4 de [3] :
Corollaire 2.6.1. — Le groupe Jb agit continuˆment sur M˘K .
De´finition 2.6.2. — Nous noterons H•c (M˘K⊗E˘Cp,Qℓ) la cohomologie a` support com-
pact ℓ-adique de l’espace analytique M˘K ⊗ Cp (confe`re l’annexe F).
Remarque 2.6.3. — Le lecteur de de´sirant pas lire l’annexe F pourra prendre comme
de´finition de H•c (M˘K ⊗E˘ Cp,Qℓ)
lim
−→
U
lim
←−
n
H•c (U ⊗E˘ Cp,Z/ℓ
nZ)⊗Qℓ
ou` U parcourt les ouverts relativement compacts de M˘K .
Cette espace de cohomologie est muni d’une action de Jb ×WE de la fac¸on suivante :
l’action de Jb est celle induite par l’action sur M˘K , l’action du groupe d’inertie de
Gal(E˘|E˘) est celle induite par action sur les coefficients Cp, quant a` l’action d’un Fro-
benius σ de WE elle est induite par la donne´e de descente de Rapoport-Zink ([51])
α : M˘K → M˘
(σ)
K
La cohomologie de M˘
(σ)
K ⊗E˘ Cp s’identifie a` celle de M˘K ⊗E˘ Cp via 1× σ : M˘K ⊗Cp →
M˘
(σ)
K ⊗ Cp.
E´tant donne´ que la donne´e de descente commute a` l’action de Jb, H
•
c (M˘K ⊗E˘ Cp,Qℓ)
est muni d’une action de Jb ×WE . De plus, lorsque le niveau K varie, le syste`me des
H•c (M˘K ⊗ Cp,Qℓ) est muni d’une action de G(Qp)× Jb ×WE.
Remarque 2.6.4. — La donne´e de descente α n’e´tant pas effective, il s’agit vraiment
d’une action de WE et non d’une action de Gal(E|E).
De´finition 2.6.5. — Afin d’alle´ger les notations nous noterons de´sormais
H•c (M˘K ,Qℓ) := H
•
c (M˘K ⊗ Cp,Qℓ)
et
H•c (M˘K ,Qℓ) := H
•
c (M˘K ⊗ Cp,Qℓ)⊗Qℓ
Lemme 2.6.6. — Il y a un isomorphisme H•c (M˘K ,Qℓ) ≃ H
•
c (M˘
rig
K ,Qℓ)
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De´monstration. — C’est une conse´quence du lemme 2.5.11 et du the´ore`me 1.5 de [29].
Combinant le the´ore`me F.2.9 avec les corollaires 2.6.1 et 3.3.7 on obtient :
Corollaire 2.6.7. — Pour tout K, H•c (M˘K ,Qℓ) est un Jb × WE-module lisse pour
l’action de Jb et continu pour l’action de WE.
Exemple 2.6.8. — Plac¸ons nous dans le cas d’une donne´e locale e´tale ( exemple 2.5.9).
Alors,
Hqc (M˘K(b, µ),Qℓ) =
{
0 si q 6= 0
C∞c (G(Qp)/K) si q = 0
et donc,
lim
−→
K
H0c (M˘(b, µ),Qℓ) = C
∞
c (G(Qp))
ou` l’action de Jb = G(Qp) se fait par la repre´sentation re´gulie`re gauche et celle de G(Qp)
par la repre´sentation re´gulie`re droite. L’action de WE est l’action triviale.
2.6.2. Un lemme d’induction. — Soit ∆ = HomZ(X
∗(G)Qp ,Z). Le groupe Jb e´tant
une forme inte´rieure d’un sous-groupe de Levi M de G, tout χ ∈ X∗(G)Qp se restreint a`
M et se transfert a` Jb en un χ˜ ∈ X
∗(Jb)Qp . Notons
J1b =
⋂
χ∈X∗(G)Qp
ker |χ˜|
ou`
|χ˜| : Jb → Z
x 7→ vp(χ˜(x))
Il y a une application ([51] 3.52)
ωJb : Jb(Qp) −→ ∆
x 7→ [χ 7→ χ˜(x)]
Il y a e´galement une application
π˘2 : M˘ −→ ∆
Jb e´quivariante. π˘2 est essentiellement la hauteur de la rigidification ρ ([51] 3.52). Notons
∆′ ⊂ ∆ l’image de π˘2 sur laquelle Jb agit avec un nombre fini d’orbites.
De´finition 2.6.9. — Pour tout i e´le´ment de ∆′ notons M˘
(i)
K = π˘
−1
2 (i)
On a donc
M˘K =
∐
i∈∆′
M˘
(i)
K
de´composition de laquelle on de´duit :
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Lemme 2.6.10. — Il y a un isomorphisme
H•c (M˘K ,Qℓ) ≃
⊕
i¯∈∆′/Jb
c− IndJb
J1b
′H
•
c (M˘
(i)
K ,Qℓ)
ou`
J1b
′
=
⋂
χ∈X∗(G)Qp
ker(|χ˜|)
L’inte´reˆt de ce lemme est que lorsque b est une classe basique J1b
′
= J1b a un centre
compact.
Remarque 2.6.11. — L’isomorphisme ci dessus est un isomorphisme de Jb-modules.
En fait, le groupe G(Qp) agit sur ∆. De meˆme, il y a une action de WE sur ∆ triviale
sur l’inertie de WE et asocie´e au fait que la donne´e de descente de Rapoport-Zink trans-
formant la rigidification ρ en ρ compose´e avec le Frobenius, elle change sa hauteur. Il y
a alors un isomorphisme de Jb ×G(Qp)×WE-modules
lim
−→
K
H•c (M˘K ,Qp) ≃
⊕
i¯∈∆/Jb×G(Qp)×WE
c− IndJb
(Jb×G(Qp)×WE)1
lim
−→
K
H•c (M˘
(i)
K ,Qℓ)
ou` (Jb×G(Qp)×WE)1 est le sous-groupe de Jb×G(Qp)×WE agissant trivialement sur
∆.
Lemme 2.6.12. — Soit b une classe basique. Si r de´signe le rang semi-simple de Jb,
pour une repre´sentation lisse π de Jb, pour i > r
Ext iJb−lisse(H
•
c (M˘K ,Qℓ), π) = 0
De´monstration. —
ExtiJb−lisse(c− Ind
J
J1b
Hjc (M˘
(0),Qℓ), π) = Ext
i
J1b−lisse
(Hjc (M˘
(0),Qℓ), π)
Notons J0b =
⋂
χ∈X∗(M) ker(χ˜) qui est un groupe alge´brique sur Qp a` centre fini. J
0
b (Qp)✁
J1b et J
1
b /J
0
b (Qp) est un groupe compact ce qui implique que si ρ1, ρ2 sont deux repre´sentations
lisses de J1b ,
ExtiJ1b−lisse
(ρ1, ρ2) ≃ Ext
i
J0b−lisse
(ρ1, ρ2)
J1b /J
0
b
(c’est une conse´quence de l’exactitude du foncteurH0(J1b /J
0
b (Qp),−) pour les coe´fficients
discrets). Dans [56], il est construit pour toute repre´sentation lisse d’un groupe alge´brique
H sur Qp ayant un caracte`re central χ sur Z0H , la composante connexe neutre du centre,
une re´solution projective dans la cate´gorie des repre´sentations lisses ayant χ comme
caracte`re central sur Z0H de longueur infe´rieure a` r.
D’ou` le re´sultat.
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2.6.3. Finitude. —
Proposition 2.6.13. — Supposons que b soit la classe basique. Alors, ∀δ ∈ ∆,
Hqc (M˘
(δ)
K ,Qℓ)
est un J1b -module de type fini. De meˆme
Hqc (M˘K ,Qℓ)
est un Jb-module de type fini.
De´monstration. — On ve´rifie en utilisant le the´ore`me 2.4.5 qu’il y a un nombre fini
d’orbites de composantes irre´ductibles de M˘(δ) sous l’action de J1b . Si Z1, . . . , Zt sont
des repre´sentants de ces orbites, soit
U = Zan1 ∪ · · · ∪ Z
an
t
le tube au dessus des Zi, un ouvert analytique dans M˘
an . Notons encore U pour
Π−1K,C0(U) ⊂ M˘K .
Le corollaire 3.2.4 implique que U s’identifie a` un tube au dessus d’un ferme´ dans
l’espace analytique associe´ a` une varie´te´ alge´brique propre sur OE˘ . Il re´sulte alors du
the´ore`me 3.3 (ii) de [29] que
dimQℓ(H
q
c (U,Qℓ)) < +∞
Soit K ⊂ J1b le stabilisateur de U . C’est un sous-groupe compact ouvert. Conside´rons le
recouvrement (g.U)g¯∈J1b /K
de M˘
(δ)
K .
Il lui est associe´ une suite spectrale de cohomologie de Cˇech a` support compact (II.4.1)
concentre´e en p ≤ 0, dim(Sh) ≥ q ≥ 0 :
Epq1 =
⊕
α¯⊂J1
b
/K
|α|=−p+1
Hqc (U(α),Qℓ) =⇒ H
p+q
c (M˘
(0)
K ,Qℓ)
ou` U(α) =
⋂
g¯∈α
g.U .
Cette suite spectrale est J1b e´quivariante ou`
∀g ∈ J1b g! : H
q
c (U(α),Qℓ)
∼
−−→ Hqc (g.U(α),Qℓ)
Si α ⊂ J1b /K notons
Kα =
⋂
g¯∈α
gKg−1
Les espaces Hqc (U(α),Qℓ) sont des Kα-modules lisses puisque Kα agit continuˆment sur
U(α) d’apre`s le corollaire 2.6.1.
Re´crivons Epq1 sous la forme suivante :
Epq1 =
⊕
[α¯]∈J1b \(J
1
b /K)
−p+1
c− Ind
J1b
Kα
Hqc (U(α),Qℓ)
Montrons maintenant que
#{[α¯] ∈ J1b \
(
J1b /K
)−p+1
| U(α) 6= ∅} < +∞
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Pour cela, remarquons que si A est une union finie de composantes irre´ductibles de
M
(δ)
, {g ∈ J1b | g.A ∩A 6= ∅} est compact et que donc
Ω = {g ∈ J1b | g.U ∩ U 6= ∅}
est compact et contient K.
Si [α] = [(g¯0, . . . , g¯−p)] ∈ J
1
b \
(
J1b /K
)−p+1
est tel que U(α) 6= ∅ alors, ∀i 6= j g−1i gj ∈
K\Ω qui est fini.
Modulo l’action de J1b a` gauche sur les (−p+1)-uplets on peut supposer que g−p ∈ K
et donc ∀i g¯i ∈ K\Ω qui est fini. D’ou` la finitude de l’ensemble.
On conclu donc que Epq1 est une somme finie d’induites compactes de repre´sentations
de dimension finie et est donc une repre´sentation de type fini de J1b . D’apre`s [16] la
cate´gorie des J1b -modules lisses est localement noethe´rienne (i.e. tout objet de type fini est
noethe´rien). On en de´duit queHp+qc (M˘(δ),Qℓ) posse`de une filtration finie F pH
p+q
c (M˘(δ),Qℓ)
a` quotients de type fini et est donc lui meˆme de type fini.
Corollaire 2.6.14. — Soit b la classe basique. Pour toute repre´sentation admissible π
de Jb, pour tous K, p, q
dimQℓ Ext
p
Jb-lisse
(
Hqc (M˘K ,Qℓ), π
)
< +∞
De´monstration. — La re´ciprocite´ de Frobenius donne un isomorphisme :
Ext pJb-lisse
(
Hqc (M˘K ,Qℓ), π
)
≃
⊕
δ¯∈∆/Jb
Ext p
J1b -lisse
(
Hqc (M˘
(δ)
K ,Qℓ), π|J1b
)
La repre´sentation π|J1b
est encore admissible. On conclut alors graˆce a` la proposition
pre´ce´dente et le lemme qui suit en posant H =
⋂
χ∈X∗(G)
ker(χ) car
Ext p
J1b -lisse
(
Hqc (M˘
(δ)
K ,Qℓ), π|J1b
)
= Ext pH(Qp)-lisse
(
Hqc (M˘
(δ)
K ,Qℓ), π|J1b
)J1b /H(Qp)
Lemme 2.6.15. — Soit H un groupe p-adique semi-simple, π1 une repre´sentation lisse
de type fini de H et π2 une repre´sentation admissible. Alors,
∀i dim(ExtiH-lisse(π1, π2)) <∞
De´monstration. — π1 e´tant de type fini il existe une surjection
α :
⊕
i∈I
c− indHKiρi ։ π1
ou` I est fini, les Ki sont des sous-groupes compacts ouverts et les ρi de dimension finie.
La repre´sentation de droite e´tant elle meˆme de type fini, ker(α) est de type fini (locale
noethe´rianite´ de la cate´gorie des repre´sentations lisses de H ([16])) et on peut rappliquer
le processus pour construire ainsi par re´currence une re´solution projective P • → π1 de π1
telle que ∀q P q soit une repre´sentation de type finie de H. On conclut aussitoˆt puisque
si ρ est de type fini et π2 admissible alors HomH(ρ, π2) est de dimension finie. En effet,
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un morphisme H e´quivariant de ρ dans π2 est de´termine´ par l’image d’un nombre fini de
vecteurs de ρ engendrant ρ. Or une telle famille finie de vecteurs est contenue dans ρV
pour un sous-groupe compact ouvert V et donc d’image dans πV2 qui est de dimension
finie.
Remarque 2.6.16. — Dans [56] ce lemme est de´montre´ d’une autre fac¸on mais en
supposant de plus que π1 est admissible. Cette restriction est donc inutile.
Corollaire 2.6.17. — Soit b la classe basique. Supposons Jb anisotrope modulo son
centre . Alors,
∀δ ∈ ∆ ∀q dimQℓ H
q
c (M˘
(δ)
K ,Qℓ) < +∞
Remarque 2.6.18. — Supposons la classe b basique. On ne peut espe´rer mieux que la
proposition 2.6.13 dans le cas ou` Jb n’est pas anisotrope modulo son centre. En effet,
on pourrait penser que H•c (M˘
(δ)
K ,Qℓ) est un J
1
b -module de longueur finie. Mais cela est
faux comme le montre l’exemple e´tale (exemple 2.6.8).

CHAPITRE 3
UNIFORMISATION DES VARIE´TE´S DE SHIMURA
DE TYPE P.E.L.
L’uniformisation des varie´te´s de Shimura se de´compose en plusieurs e´tapes :
• stratification de la fibre spe´ciale selon la classe d’isoge´nie du groupe p-divisible muni
de structures additionnelles
• raffinement d’une strate en classes d’isoge´nies φ de varie´te´s abe´liennes munies de
structures additionnelles
• classes d’isomorphismes dans une classe d’isoge´nie :
– en p graˆce a` l’espace M˘Kp
– hors p “tout est e´tale” et il s’agit d’une description de re´seaux munis de
structures de niveau c’est a` dire d’e´le´ments de G(Apf )/Kp
Certaines de ces e´tapes apparaissent dans le comptage des points des varie´te´s de
Shimura sur les corps finis.
3.1. Stratification par la classe d’isoge´nie du groupe p-divisible
Reprenons les notations globales du premier chapitre.
Soit SKp = SKp ×OEν k ou` k de´signe ici le corps re´siduel de Eν . Soit A/S le sche´ma
abe´lien universel.
Graˆce au the´ore`me de spe´cialisation des cristaux de Grothendieck ge´ne´ralise´ dans
[52], le sche´ma S est stratifie´e par le polygone de Newton du cristal muni de structures
additionnelles R1fcris∗OA.
Plus pre´cise´ment, si b ∈ B(GQp , µQp)
S(b) = {x ∈ S(k) | (H1,cris(Ax,W (k)Q), F ) ≃ (VQp ⊗W (k)Q, b⊗ σ)}
(l’isomorphisme e´tant pris au sens des isocristaux munis de structures additionnelles).
L’ensemble S(b) est l’ensemble des points ge´ome´triques sous-jacents a` un sous-sche´ma
localement ferme´ re´duit de S encore note´ S(b). On a la stratification
S =
∐
b∈B(GQp ,µQp)
S(b)
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et si P est un polygone fixe´ ∐
Newt(b)≥P
S(b)
est ferme´ dans S.
Deux strates se distinguent particulie`rement :
• la strate basique qui est ferme´e et est associe´e a` la classe basique de B(GQp , µQp).
Son polygone de Newton est maximal
• la strate µ-ordinaire associe´e a` l’image via B(T ) −→ B(GQp) de µ̂|T̂Γ ∈ B(T ) de
polygone de Newton minimal dans B(GQp , µQp). Elle est ouverte et dense dans S
([58])
Citons :
Conjecture 3.1.1. — On a l’e´quivalence suivante S(b) 6= ∅ ⇔ b ∈ B(G,µ)
(La conjecture est pour l’implication de la droite vers la gauche, l’implication de la
gauche vers la droite e´tant la ge´ne´ralisation du the´ore`me de Mazur). Il semble que des
travaux re´cents de Rapoport et Kottwitz permettent de de´montrer cette conjecture. Nous
montrerons de tout fac¸on plus tard que la strate basique est non vide, ce qui est suffisant
pour les applications que nous avons en vue dans cette the`se.
3.2. Uniformisation de Rapoport-Zink
Fixons un point base x ∈ S(k). Le the´ore`me de Serre Tate permet d’uniformiser S
“verticalement” au dessus de x c’est a` dire sur un voisinage formel de x :
S∧{x} ≃ : { de´formations par isomorphismes du groupe p-divisible muni de structures
additionnelles Ax[p
∞] }.
Nous voulons uniformiser une plus grande partie de la strate qu’un point, c’est pourquoi
on de´forme le groupe p-divisible non plus par isomorphismes mais par quasi-isoge´nies
graˆce a` l’espace M˘(DQp , b).
Soit φ la classe d’isoge´nie du triplet (Ax, λ, ι) et
Iφ = Aut(Ax, λ, ι)
un groupe re´ductif sur Q. Notons b ∈ B(GQp , µQp) la classe associe´e a` φ et M˘ =
M˘(DQp , b) l’espace de Rapoport-Zink associe´.
A φ est alors associe´ un ensemble S˜(φ) de sous-sche´mas ferme´s projectifs de S(b)k¯
(confe`re le the´ore`me 6.23 de [51] pour la de´finition de S˜(φ) ou` cet ensemble est note´ T )
tel que
S˜(φ)(k) = {y ∈ S(b)(k) | la classe d’isoge´nie de (Ay, λ, ι) ∈ φ }
Le the´ore`me 6.23 de [51] affirme alors qu’il y a un isomorphisme de sche´mas formels
sur Spf(OE˘) :
Θ : Iφ(Q)\
(
M˘ ×G(Apf )/K
p
)
∼
−−→
(
SKp ⊗OE OE˘
)∧
/S˜(φ)
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ou` l’application d’uniformisation est de´finie en tordant le triplet (Ax, λ, ι) par une de´formation
par quasi-isoge´nie de (Ax[p
∞], λ, ι) et en tordant la structure de niveau ηp par un e´le´ment
de G(Apf )/K
p.
L’action de Iφ(Q) sur M˘ se fait a` travers Jb par action de Iφ(Q) par quasi-isoge´nies
sur (Ax[p
∞], λ, ι) ce qui donne une injection
Iφ(Q) →֒ Jb
et sur G(Apf ) via l’action d’un e´le´ment de I
φ(Q) sur le module de Tate H1(Ax,A
p
f ) ce
qui donne une injection
Iφ(Q) →֒ G(Apf )
Lorsque Kp varie les diffe´rents isomorphismes d’uniformisation sont compatibles et
commutent a` l’action de G(Af ) (et donc aux correspondances de Hecke hors p) en un
sens e´vident.
3.2.1. Quelques proprie´te´s de l’isomorphisme d’uniformisation. — Soit (yi)i∈I
un ensemble de repre´sentants des orbites de Iφ(Q) dans G(Apf )/K
p, c’est a` dire
G(Apf )/K
p =
∐
i∈I
Iφ(Q).yi
Pour tout i ∈ I notons Γi = StabIφ(Q)yi que l’on verra comme un sous-groupe de Jb.
L’isomorphisme d’uniformisation se re´crit alors :∐
i∈I
Γi\M˘
∼
−−→
(
SKp ⊗OE˘
)̂
/S˜(φ)
De´finition 3.2.1. — Appelons C l’ensemble des sous-groupes Γ ⊂ Jb de la forme
Iφ(Q) ∩ (Jb × Kp) pour Kp ⊂ G(A
p
f ) tel qu’il existe un g ∈ G(A
p
f ), gK
pg−1 soit suffi-
samment petit.
Les groupes Γ ∈ C sont exactement les groupes Γi qui interviennent dans les mor-
phismes d’uniformisation ci dessus lorsque Kp et (yi)i varient.
Lemme 3.2.2. — Les e´le´ments de C ve´rifient :
• Tout e´le´ment Γ dans C est discret sans torsion dans Jb.
• ∀Γ1,Γ2 ∈ C Γ2 et Γ2 sont commensurables.
• ∀A ⊂ Jb fini il existe Γ ∈ C tel que Γ ∩A = ∅.
De´monstration. — Le fait que Γ soit discret et sans torsion est de´montre´ lors de la
de´monstration du the´ore`me 6.23 de [51].
La commensurabilite´ re´sulte de la commensurabilite´ des Kp ⊂ G(Apf ) compacts ou-
verts.
Quant a` la dernie`re proprie´te´, c’est une conse´quence du fait que si ℓ 6= p, Iφ(Q) →֒
G(Qℓ) et G(Qℓ) est se´pare´ au sens ou` pour tout sous-ensemble fini A de ⊂ G(Qℓ) il existe
un sous-groupe ouvert de G(Qℓ) ne rencontrant pas A.
Rappelons e´galement :
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Proposition 3.2.3 ([51]). — Pour tout ouvert quasicompact U dans M˘, pour tout
groupe Γ dans C, l’ensemble {γ ∈ Γ | U.γ ∩ U 6= ∅ } est fini, et Γ \ {Id} n’a pas de
point fixe dans M˘.
Le groupe Γ agit donc en quelque sorte de fac¸on proprement discontinue et sans points
fixes sur M˘, comme c’est le cas pour les groupes arithme´tiques uniformisant les points
complexes des varie´te´s de Shimura et agissant sur les domaines syme´triques hermitiens
X = G(R)/K∞.
Corollaire 3.2.4. — Tout ouvert quasicompact U dans M˘ est isomorphe au comple´te´
formel d’une varie´te´ quasi-projective sur OE˘ le long d’un sous-sche´ma ferme´ de sa fibre
spe´ciale.
De´monstration. — D’apre`s la proposition pre´ce´dente et le lemme 3.2.2 il existe Γ ∈ C
tel que ∀g ∈ Γ U.γ ∩ U = ∅.
On peut inse´rer Γ dans des (Γi)i∈I uniformisant S. Conside´rons alors le compose´
U →֒ M˘ → Γ\M˘ →֒
∐
i∈I
Γi\M˘
∼
−−→ S∧
/S˜(φ)
qui induit une immersion ouverte de U dans S∧
/S˜(φ)
. L’ouvert U e´tant quasicompact, la
fibre spe´ciale de l’ouvert de S∧
/S˜(φ)
image par ce compose´ ne rencontre qu’un nombre fini
d’e´le´ments de S˜(φ). Cet ouvert s’identifie donc au comple´te´ formel de S le long d’un
ouvert d’une union finie d’e´le´ments de S˜(φ), i.e. un ouvert d’un ferme´ de S. Le sche´ma
S e´tant quasiprojectif on en de´duit le re´sultat.
Corollaire 3.2.5. — Pour tout Γ e´le´ment de C le morphisme M˘ −→ Γ\M˘ est e´tale
(i.e. adique et formellement e´tale) et le morphisme d’uniformisation est e´tale.
De´monstration. — Il faut montrer que le morphisme M˘ → Γ\M˘ est adique puisqu’il
est clairement formellement e´tale. Il suffit de montrer que ce morphisme est adique en
restriction a` tout ouvert quasicompact de M˘. Soit U un ouvert quasicompact de M˘.
Choisissons un sous groupe Γ′ ⊂ Γ tel que Γ′ ∈ C et ∀γ ∈ Γ′ \ {Id} γ.U ∩ U = ∅.
De´composons l’application U −→ M˘/Γ en
U ⊂
j ✲ M˘
p✲ M˘/Γ′
M˘/Γ
π
❄
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Si l’on choisit Γ′ ⊂ Γ tel que Γ soit de la forme Iφ(Q) ∩ (Jb × Kp) et Γ′ de la forme
Iφ(Q) ∩Kp′ pour Kp′ ⊂ Kp, on a un diagramme commutatif
M˘/Γ′ ⊂ ✲ (SKp′)
∧
/S˜(φ)
M˘/Γ
π
❄
⊂ ✲ (SKp)
∧
/S˜(φ)
❄
L’application de droite e´tant e´tale on en de´duit que π l’est. Le morphisme p ◦ j e´tant
une immersion ouverte cela conclu la de´monstration.
Lemme 3.2.6. — L’inclusion Iφ(Apf ) ⊂ G(A
p
f ) est un home´omorphisme sur son image.
De´monstration. — L’existence d’un isomorphisme de B ⊗Apf -modules symplectiques
η : V ⊗Apf
∼
−−→ H1(Ax,A
p
f )
implique que la Ẑp structure sur G(Apf ) est la meˆme que celle induite sur I
φ(Apf ).
Remarque 3.2.7. — Se donner un isomorphisme η comme dans la de´monstration pre´ce´dente
est plus fort que se donner ∀ℓ 6= p un isomorphisme V ⊗ Qℓ
∼
−−→ H1(Ax,Qℓ). C’est ce
qui fait marcher le lemme pre´ce´dent.
Lemme 3.2.8. — Pour tout e´le´ment Γ dans C, le groupe Γ est cocompact dans Iφ(Qp).
De´monstration. — Le groupe re´ductif Iφ est anisotrope modulo son centre et Iφ(R)
est compact modulo son centre. On en de´duit que si K ′ ⊂ Iφ(Af ) est un sous-groupe
compact ouvert l’ensemble
Iφ(Q)\Iφ(Af )/K
′
est fini.
L’inclusion Iφ(Af ) →֒ Jb × G(A
p
f ) e´tant continue, si K est un sous-groupe compact
ouvert de Jb ×G(A
p
f ), le groupe K ∩ I
φ(Af ) est compact ouvert dans I
φ(Af ).
Si Γ est un e´le´ment de C, il existe un sous groupe compact ouvert Kp dans G(Apf ) tel
que Γ = Iφ(Q)∩Kp. Si K ′p est un sous-groupe compact ouvert de I
φ(Qp) et si l’on pose
K ′ = K ′p.(K
p ∩ Iφ(Apf )), alors l’inclusion
Γ\Iφ(Qp)/K ′p →֒ I
φ(Q)\Iφ(Af )/K
′
montre que l’ensemble de gauche est fini.
3.2.2. Le cas de la strate basique. — Supposons dans cette section que b = b0 est
la classe basique de B(GQp , µQp).
D’apre`s [51](6.34) on a alors :
• L’ensemble {φ | b(φ) = b0} est fini
• ∀φ b(φ) = b0, I
φ est une forme inte´rieure de G
• Iφ(Qp) = Jb, ∀ℓ 6= p Iφ(Qℓ) = G(Qℓ) et donc Iφ(Af ) = Jb × G(A
p
f ) (comme
groupes topologiques d’apre`s 3.2.6)
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• Iφ(R) est la forme inte´rieure compacte modulo le centre de G(R)
• Le lemme 3.2.8 implique alors que ∀Γ ∈ C Γ est cocompact dans Jb
Dans le cas (A) et (C) de [41] que nous conside´rons on a en fait mieux :
Proposition 3.2.9 ([41],[51]). — Le nombre de classes d’isoge´nie φ intervenant dans
la strate basique est e´gal a | ker1(Q, G)|.
De plus, pour toutes ces classes d’iosge´nie φ les groupes Iφ sont isomorphes sur Q et
il existe des isomorphismes compatibles avec les isomorphismes Iφ(Af ) ≃ Jb ×G(A
p
f ).
De´monstration. — Il re´sulte du lemme 6.28 de [51] que les classes d’isoge´nie de la strate
basique sur un corps fini Fpr sont associe´es a` un meˆme triplet (γ0, γ, δ) de [41]. Le reste
de la proposition se de´duit de [41].
Corollaire 3.2.10. — On a alors une uniformisation de la strate basique :∐
ker1(Q,G)
Iφ(Q)\
(
M˘ ×G(Apf )/K
p
)
∼
−−→ (SKp)
∧
/S(b0)
ou` Iφ(Q)\G(Apf )/K
p est fini.
3.3. Uniformisation rigide
Revenons au cas d’un b quelconque.
Lemme 3.3.1. — Pour tout Γ dans C il y a un isomorphisme
Γ\M˘an
∼
−−→
(
Γ\M˘
)an
De´monstration. — Si Uest un ouvert quasicompact de M˘, soit Γ′ ✁ Γ, Γ′ ∈ C choisi tel
que ∀γ′ ∈ Γ′ \ {Id} γ′.U ∩ U = ∅ et tel que le morphisme Γ′\M˘ → Γ\M˘ soit e´tale fini
galoisien de groupe Γ/Γ′.
Notons p′ : M˘ → Γ′\M˘, p : M˘ → Γ\M˘ les projections et V = p−1(p(U)) = ∪γ∈ΓU.γ.
E´tant donne´ que Γ′ est d’indice fini dans Γ, p′(V ) est quasicompact. Le morphisme
p′(V )→ p(U) est galoisien de groupe Γ/Γ′ ce qui implique que
p(U)an = (Γ/Γ′)\p′(V )an
De plus, p′(V ) = Γ′\V au sens ou` p′(V ) est le sche´ma formel recolle´ des (γ.U)γ∈Γ le long
des γ1.U ∩ γ
′γ2.U pour γ1, γ2 ∈ Γ et γ
′ ∈ Γ′. Donc p′(V )an est l’espace analytique recolle´
des domaines analytiques ferme´s γ.Uan le long des ferme´s analytiques γ1.U
an∩γ′γ2.U
an.
Cela implique que Γ′\p′(V )an = V an.
Au final,
p(U)an = (Γ/Γ′)\p′(V )an = (Γ/Γ′)\(Γ′\V an) = Γ\V an
E´crivant M˘ comme union croissante de tels U on obtient le re´sultat.
Soit maintenant φ une classe d’isoge´nie comme dans la section 3.2 et S˜(φ) la famille
de sous-sche´mas ferme´s de Sk¯ associe´e. Notons S
∧
Kp le comple´te´ p-adique du sche´ma
3.3. UNIFORMISATION RIGIDE 49
SKp×OEOE˘ et Sh
an
C0Kp
l’espace analytique sur E˘ associe´e a` la varie´te´ alge´brique ShC0Kp⊗
E˘. Il y a une immersion
(S∧Kp)
an →֒ ShanKpC0
qui est un domaine analytique ferme´ e´gal a` tout ShanKpC0 lorsque S est propre ce qui est
le cas si EndB(V ) est une alge`bre a` division sur F ([42]).
Le morphisme de spe´cialisation
sp : (S∧Kp)
an −→ SKp
est de´fini sur ce domaine analytique. Si le sche´ma S n’est pas propre les points de
ShanKpC0 \(S
∧
Kp)
an se spe´cialisent sur le bord de la fibre spe´ciale d’une compactification de
S. Dit en d’autres termes, les points ge´ome´triques de (S∧Kp)
an sont les points ge´ome´triques
x de ShanKpC0 ou` la varie´te´ abe´lienne Ax muni de ses structures additionnelles a bonne
re´duction.
De´finition 3.3.2. — Nous noterons
ShanC0Kp(φ) =
(
(SKp)
∧
/S˜(φ)
)an
la fibre spe´ciale du sche´ma formel comple´te´ de S le long de S˜(φ).
C’est le tube au dessus de S˜(φ) au sens suivant :
∀Z ∈ S˜(φ) (S∧/Z)
an = sp−1(Z) est un domaine analytique ouvert dans (S∧)an. L’es-
pace analytique ShanKpC0(φ) est alors l’espace analytique recolle´ des ouverts sp
−1(Z), Z ∈
S˜(φ) le long des sp−1(Z1) ∩ sp
−1(Z2), Z1, Z2 ∈ S˜(φ). On a donc que Sh
an
C0Kp
(φ) est
l’ouvert analytique de (S∧)an union des sp−1(Z), Z ∈ S˜(φ).
Remarque 3.3.3. — En fait, on a mieux car les Z ∈ S˜(φ) sont des varie´te´s projectives
et on en de´duit que ShanC0Kp(φ) n’est pas seulement ouvert dans (S
∧)an mais aussi dans
ShanC0Kp.
Remarque 3.3.4. — A part pour la strate basique,∐
φ,b(φ)=b
ShanC0Kp(φ) ( sp
−1(S(b))
Par exemple, un point de sp−1(S(b)) se spe´cialisant sur le point ge´ne´rique d’une compo-
sante irre´ductible de S(b) n’appartient pas au membre de gauche pour b diffe´rent de la
classe basique.
De´finition 3.3.5. — Si Kp ⊂ C0, K = KpK
p nous noterons
ShanK (φ) = Π
−1
C0Kp,K
(ShanC0Kp(φ))
un ouvert analytique de (ShK)
an
η .
On a alors le the´ore`me suivant combine´ de l’uniformisation formelle et du lemme 3.3.1 :
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The´ore`me 3.3.6. — [51] Pour K = KpK
p variant il y a des isomorphisme compatibles
d’espaces analytiques sur E˘
Iφ(Q)\
(
M˘Kp ×G(A
p
f )/K
p
)
∼
−−→ ShanK (φ)
Corollaire 3.3.7. — Pour tout Kp, M˘Kp est un espace analytique quasi-alge´brique
(annexe F.2.1).
Corollaire 3.3.8. — Pour tout Γ dans C le morphisme M˘K −→ Γ\M˘K est un iso-
morphisme local d’espace analytiques.
De´monstration. — Soit x ∈ M˘an. D’apre`s le corollaire pre´ce´dent, x posse`de une base
de voisinages forme´e de domaines affino¨ıdes. De plus, si sp(x) ∈ Z une composante
irre´ductible de M, Zan est un voisinage de x ve´rifiant
{γ ∈ Γ | γ.Zan ∩ Zan} est fini
x posse`de donc une base de voisinages affino¨ıdes B tels que ∀V ∈ B {γ ∈ Γ | γ.V ∩V 6= ∅}
soit fini. Rappelons e´galement que Γ \ {Id} n’a pas de points fixes dans M˘an.
Soit donc V ∈ B fixe´ et
{γ1, . . . , γd} = {γ ∈ Γ \ {Id} | γ.V ∩ V 6= ∅}
Alors,
∀i ∈ {1, . . . , d}
⋂
W∈B W⊂V
W ∩ γi.W = ∅
car x n’est pas un point fixe de γi. Par compacite´ des W ∈ B,
∀i,∃Wi ∈ B, Wi ∩ γi.Wi = ∅
Alors,W ′ =
⋂d
i=1Wi est un domaine affino¨ıde voisinage de x ve´rifiant ∀γ ∈ Γ\{Id} W
′∩
γ.W ′ = ∅ et W ′ →֒ Γ\M˘an.
Corollaire 3.3.9. — Le morphisme d’uniformisation
M˘Kp ×G(A
p
f )/K
p −→ ShanK (φ)
est un isomorphisme local.
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CHAPITRE 4
SUITE SPECTRALE DE HOCHSCHILD-SERRE
4.1. Suite spectrale de Cohomologie de Cˇech e´quivariante
Nous adoptons les notations de l’appendice F sur la cohomologie ℓ-adique des espaces
analytiques.
Soit k un corps value´ complet non archime´dien.
De´finition 4.1.1. — Nous dirons qu’un k-espace analytique est de dimension finie sur
k si dim(X) + cdℓ(k) < +∞.
Proposition 4.1.2. — Soit X un espace analytique de dimension finie sur k muni
d’une action d’un groupe G a` gauche, soit (Ui)i∈I un recouvrement ouvert localement fini
de X stable par l’action de G et soit F ∈ Λ•−Fsc/Xe´t muni d’une action de G compatible
a` celle sur X. Il existe alors un complexe borne´ (I•) de faisceaux de Λ-modules sur Xe´t,
muni d’une action de G (compatible a` celle sur X) comme complexe de faisceaux, et un
complexe double
Cp,q =
⊕
α⊂I
|α|=−p+1
Γc(U(α),I
q)
ou` U(α) =
⋂
i∈α
Ui, ou` C
p,q −→ Cp,q+1 est induit par Iq −→ Iq+1, qui est muni d’une
action de G via les morphismes
∀g ∈ G g! : Γc(U(α),I
q) −→ Γc(U(α).g,I
q)
tel que la suite spectrale G e´quivariante associe´e a` la filtration par les ligne soit
Epq0 = C
pq Epq1 =
⊕
α⊂I
|α|=−p+1
Hqc (U(α),F) =⇒ H
p+q
c (X,F)
ou` l’action sur Hp+qc (X,F) est celle induite par l’action de G sur F .
De´monstration. — Par de´finition une action de G sur F est la donne´e de morphismes
∀g ∈ G g∗F
αg
−−→ F
se composant de fac¸on naturelle :
∀g1, g2 ∈ G αg2 ◦ g
∗
2αg1 = αg1g2
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et ve´rifiant αe = Id. De tels morphismes sont ne´cessairement des isomorphismes et
αg−1 : (g
−1)∗F → F est l’adjoint l’inverse de αg via l’e´galite´ (g
−1)∗F = g∗F .
Si U est un ouvert de X et g un e´le´ment de G, le morphisme
g! : RΓc(U,F) −→ RΓc(g.U,F)
est de´fini de la fac¸on suivante : αg−1 de´finit par adjonction un morphisme u : F →
(g−1)∗F et g! est la compose´
RΓc(U,F)
RΓc(u)✲ RΓc(U, (g−1)∗F)
∼✲ RΓc(g.U,F)
Cela de´finit bien une action a` gauche au sens ou` (g1g2)! = g1!g2!.
Si I• est un complexe d’injectifs dans Λ − Fsc/Xe´t repre´sentant Rπ∗(F ), l’action de
G sur F induit une action de G sur Rπ∗(F) dans D+(Xe´t,Λ) et donc une action sur le
complexe I• a` homotopie pre`s au sens ou` ∀g ∈ G on a un morphisme de complexes
βg : g
∗I• −→ I• tel que βg1g2 soit homotope a` βg2 ◦ g
∗
2βg1 .
Pour avoir une vraie action nous allons nous placer dans une cate´gorie de faisceaux
plus petite.
De´finition 4.1.3. — Si Y est un espace analytique muni d’une action de G, nous
noterons Λ• − G − Fsc/Ye´t , resp. Λ − G − Fsc/Ye´t la cate´gorie des faisceaux Λ-adiques,
resp. de Λ-modules sur Ye´t munis d’une action de G compatible a` celle sur Y . Nous
noterons D(Ye´t,Λ• −G), D(Ye´t,Λ−G) les cate´gories de´rive´es associe´es.
Les cate´gories Λ• − G − Fsc/Ye´t et Λ − G − Fsc/Ye´t sont des cate´gories abe´liennes Λ
line´aires. Si l’action de G sur Y est triviale, elles co¨ıncident avec Λ•[G] − Fsc/Ye´t , resp.
Λ[G]−Fsc/Ye´t , les cate´gories de faisceaux de Λ[Γ]-modules.
De´finition 4.1.4. — Notons
ι• : Λ• −G−Fsc/Ye´t →֒ Λ• −Fsc/Ye´t
ι : Λ−G−Fsc/Ye´t →֒ Λ−Fsc/Ye´t
les plongements canoniques, et
π˜∗ : Λ• −G−Fsc/Ye´t −→ Λ−G−Fsc/Ye´t
(Fn)n 7−→ lim
←−
Fn
Lemme 4.1.5. — Les cate´gories Λ•−G−Fsc/Ye´t et Λ−G−Fsc/Ye´t posse`dent suffisam-
ment d’injectifs, les foncteurs ι• et ι sont exactes et envoient suffisamment d’injectifs
sur des injectifs.
De´monstration. — Les foncteurs ι• et ι posse`dent un adjoint a` droite :
G 7−→ IndG1 G =
∏
g∈G
g∗G
Soit alors H un objet de Λ• −G−Fsc/Ye´t (resp. de Λ−G−Fsc/Ye´t). Si ι(H) →֒ I ou` I
est un injectif (resp. ι•H →֒ I), on a une injection H →֒ Ind
G
1 (I) et le membre de droite
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est un injectif puisque IndG1 posse`de un adjoint a` gauche. On en de´duit que nos deux
cate´gories posse`dent suffisamment d’injectifs. De plus ι(IndG1 (I)) (resp. ι•(Ind
G
1 (I))) est
un injectif et donc tout objet de l’une de nos deux cate´gories se plonge dans un injectif
d’image un objet injectif par ι (resp. ι•), d’ou` la seconde assertion.
Lemme 4.1.6. — On a une e´galite´
ι ◦Rπ˜∗ = Rπ∗ ◦ ι•
De´monstration. — Cela re´sulte de l’e´galite´ ι ◦ π˜∗ = π∗ ◦ ι•, du lemme pre´ce´dent et de
l’exactitude de ι.
Appliquons maintenant cela a` F ∈ Λ• −G−Fsc/Xe´t :
ι(Rπ˜∗F) = Rπ∗ι•(F)
Il existe donc un complexe d’injectifs I• dans Λ−Fsc/Xe´t ou` I
q = 0 pour q << 0 et I•
est muni d’une action de G tel que I• ≃ Rπ∗(F) comme objets de la cate´gorie de´rive´e
munis d’une action de G.
Rappelons que RΓc = RΓ!◦Rπ∗ (lemme F.1.5) et que donc la cohomologie du complexe
de Λ[G]-modules Γc(X,I
•) calcule H•(Xe´t,F) muni de son action de G.
X e´tant de dimension finie sur k, Hnc (X,F) = 0 pour n >> 0 et donc, quitte a` rem-
placer I• par τ≤dI
• pour d >> 0 on peut supposer que le complexe I• est borne´.
Lemme 4.1.7. — Si f : U −→ X est e´tale, la cohomologie du complexe Γc(U,I•|U)
calcule H•c (U,F|U ). C’est en particulier le cas si U est un ouvert de X.
De´monstration. — Nous noterons
f∗ : Λ• −Fsc/Xe´t −→ Λ• −Fsc/Ye´t
(Gn)n 7−→ (f
∗Gn)n
qui est exact et posse`de un adjoint a` gauche ((Gn))n 7−→ (f!Gn)n.
π∗ ◦ f
∗ = f∗ ◦ π∗, donc Rπ∗ ◦ f∗ = f∗ ◦Rπ∗.
Nous pouvons maintenant appliquer SGAIV,XVII 6.2.10 pour obtenir des re´solutions
simpliciales :
∀• ≤ 0 J•,q =
⊕
α⊂I
|α|=−•+1
eα!e
∗
αI
q −→ Iq
ou` eα : U(α) →֒ X. Ces re´solutions simpliciales sont celles associe´es au couple de fonc-
teurs adjoints :
(j!, j
∗) : (
∐
i∈I
Ui)˜e´t −→ X˜e´t
ou` j :
∐
i∈I Ui → X (confe`re [31] par exemple).
J•• est un complexe double muni d’une action de G :
Jp,q =
⊕
α⊂I
|α|=−p+1
Jp,qα
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et l’action de G se de´compose sur les composantes en des morphismes
∀g ∈ G g∗Jp,qg.α −→ J
p,q
α
Le complexe double
Cp,q = Γ!(X,J
p,q) =
⊕
α⊂I
|α|=−p+1
Γ!(U(α),I
q
|U(α))
convient alors car d’apre`s le lemme 4.1.7 on a
Epq1 =
⊕
α⊂I
|α|=−p+1
Hqc (U(α),F|U(α))
On peut montrer (nous n’aurons pas besoin de cette proposition) en utilisant des
re´solutions par des faisceaux discrets comme dans [24] :
Proposition 4.1.8. — Sous les meˆmes hypothe`ses que pre´ce´demment, supposons de
plus X quasi-alge´brique, F localement constant, ∀i Ui est un ouvert distingue´ et l’action
de G sur X est continue. On peut alors trouver un complexe double comme pre´ce´demment :
Cp,q =
⊕
α⊂I
|α|=−p+1
Cp,qα
tel que ∀α Cp,qα soit un StabG(U(α))-module lisse.
4.2. Suite spectrale pour l’action d’un groupe discret
Soit X un espace analytique de dimension finie sur k, Γ un groupe discret agissant sur
X de telle manie`re que ∀x ∈ X ∃U un voisinage de x tel que ∀γ ∈ Γ \ {Id} γ.U ∩ U =
∅. Le faisceau Γ\X sur le grand site e´tale de k est alors repre´sentable par un espace
analytique obtenu par recollement de tels ouverts (utiliser [2] 1.3.2,1.3.3).
Soit une extension de degre´ fini L|Qℓ, V un L-espace vectoriel de dimension finie et
ρ : Γ −→ GL(Vρ) une repre´sentation continue pour Γ muni de la topologie profinie et
GL(Vρ) de la topologie ℓ-adique.
Le morphisme p : X −→ Γ\X e´tant un isomorphisme local il est associe´ a` ρ un faisceau
e´tale L-adique localement constant Fρ sur Γ\X : si M ⊂ Vρ est un OL re´seau stable
par Γ, ∀n ρn : Γ −→ GL(M/̟
n
LM) se factorise par un sous-groupe d’indice fini Γn ✁ Γ
et Fρ = (Fn)n ⊗OL L ou` Fn est trivial sur Γn\X (qui est e´tale fini au dessus de Γ\X)
associe´ a` la repre´sentation
πan1 (Γ\X) −→ Γn\Γ
ρ¯n
−−−→ GL(M/̟nLM)
The´ore`me 4.2.1. — 1. Soit F un faisceau L-adique e´tale sur Γ\X. Il y a une suite
spectrale convergente
Epq2 = Ext
p
Γ
(
H−qc (X, p
∗F), 1
)
=⇒ H−(p+q)c (Γ\X,F)
∗
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2. Il y a une suite spectrale convergente
Epq2 = Ext
p
Γ
(
H−qc (X,L), ρˇ
)
=⇒ H−(p+q)c (Γ\X,Fρ)
∗
De´monstration. — Commenc¸ons par remarque que 2) se de´duit de 1). En effet, il y a un
isomorphisme de faisceaux munis d’une action de Γ
p∗Fρ ≃ V ρ
ou` V ρ de´signe le faisceau constant muni de l’action de Γ via ρ. Donc
H−qc (X, p
∗F) ≃ H−qc (X,L) ⊗ ρ
comme Γ-modules. Si M et N sont deux L[Γ]-modules il y a une formule d’adjonction
(puisque L est un corps)
ExtpΓ(M ⊗ ρ,N) ≃ Ext
p
Γ(M, ρˇ⊗N)
Qui montre donc que 1) implique 2).
Passons donc maintenant a` la de´monstration de 1).
La de´monstration consiste a` e´crire un complexe de cohomologie de Cˇech a` support
compact dont la cohomologie calcule la cohomologie a` support compact de X a` coeffi-
cients dans p∗F dans la cate´gorie de´rive´e borne´e des complexes de L[Γ] modules, et a`
identifier l’image par le foncteur RHomΓ(•, 1) de cet objet avec le dual d’un complexe
de cohomologie de Cˇech a` support compact dont la cohomologie est la cohomologie a`
support compact de Γ\X a` coefficients dans F .
Soit (Ui)i∈I un recouvrement ouvert de X par des ouverts ve´rifiant
∀i 6= j Ui 6= Uj et ∀γ ∈ Γ \ {Id} Ui.γ ∩ Ui = ∅
Nous travaillerons parfois directement avec des faisceaux L-adiques et des faisceaux
de L-modules pour ne pas alourdir les notations. Le lecteur effraye´ pourra travailler avec
des faisceaux OL adiques comme pre´ce´demment et tensoriser par L de`s qu’il verra un
H•c .
Soit G ∈ OL• −Fsc/Xe´t tel que F = G ⊗ L. Conside´rons
Rπ∗G ∈ D+((Γ\X)e´t,OL)
et soit I• un complexe de faisceaux de L-modules injectifs repre´sentant (Rπ∗G) ⊗ L.
Tronquons I• de telle manie`re que si l’on note encore I• le tronque´, la cohomologie
du complexe Γ!(Γ\X,I
•) calcule H•c (Γ\X,F). p e´tant e´tale, p
∗I• est un complexe de
L-modules injectifs qui est muni d’une action de Γ. De plus, d’apre`s la de´monstration
du lemme 4.1.7
p∗(Rπ∗G) = Rπ˜∗(p∗F)
ou` rappelons que π˜ est l’e´quivalent de π mais pour les faisceaux munis d’une action de Γ
compatible a` celle surX. Donc, la cohomologie du complexe Γ!(X, p
∗I•) muni de l’action
de Γ de´duite de celle sur p∗I• calcule H•c (X, p
∗F) comme Γ-module.
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Conside´rons le complexe double de cohomologie de Cˇech a` support compact (confe`re
la de´monstration de 4.1.2) associe´ a` p∗I• et au recouvrement (Ui.γ)i∈I,γ∈Γ de X :
Cp,q =
⊕
α⊂I×Γ
|α|=−p+1
Γ!(U(α), p
∗Iq)
ou` U(α) =
⋂
(i,γ)∈α
Ui.γ.
Le groupe Γ ope`re sur C•• via les morphismes
∀γ ∈ Γ Γ!(U(α), p
∗Iq)
γ!−−→ Γ!(U(γ.α),I
q)
ou` pour un γ l’application α 7→ γ.α est de´finie graˆce a` l’hypothe`se ∀i 6= j Ui 6= Uj .
On a alors l’isomorphisme de Γ-module
Hn(Tot⊕C••) ≃ Hn(X, p∗F)
Posons pour un entier p
Pp = {α ⊂ I × Γ | |α| = −p+ 1 }
sur lequel Γ agit a` gauche via la seconde composante. Remarquons maintenant :
Identite´ fondamentale :
Cp,q =
⊕
α∈Γ\Pp
c-IndΓ1 Γ!(U(α), p
∗Iq)
Il re´sulte de cette identite´ que Tot⊕C•• est un complexe de projectifs dans la cate´gorie
des L[Γ]-modules et que donc, si F de´signe le foncteur contravariant exact a` gauche
HomΓ(−, 1),
RnF (Tot⊕C••) ≃ H−n(F (Tot⊕C••))
ou` RnF de´signe l’hypercohomologie de F . Quant a` la seconde suite spectrale d’hyperco-
homologie elle donne :
Epq2 = R
pF (H−q(Tot⊕C••)) =⇒ Rp+qF (Tot⊕C••)
or, on sait de´ja` que
RpF (Hq(Tot⊕C••)) = Ext pΓ
(
H−qc (X,L), 1
)
Il reste donc a` montrer que Hn(F (Tot⊕C••)) ≃ Hnc (Γ\X,F).
Le complexe F (Tot⊕C••) est le complexe simple associe´ au complexe double HomΓ(C
••, 1).
Montrons que HomΓ(C
••, 1) est isomorphe au dual du complexe double de cohomolo-
gie de Cˇech a` support compact associe´ a` I• et au recouvrement (p(Ui))i∈I de Γ\X qui
calcule H•c (Γ\X,F), ce qui conclura.
Notons Cp un ensemble de repre´sentants de Pp modulo Γ. D’apre`s l’identite´ fonda-
mentale et la re´ciprocite´ de Frobenius pour les induites compactes
HomΓ(C
p,q, 1) =
⊕
α∈Cp
Γ!(U(α), p
∗Iq)
∗
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C’est le complexe double associe´ au complexe de complexes cosimpliciaux dual du com-
plexe de complexes sipmliciaux associe´ aux applications
∀α ∈ Cp+1∀β ∈ Cp fα,β : Γ!(U(α), p
∗Iq) −→ Γ!(U(β), p
∗Iq)
ou` fα,β = γ! s’il existe γ ∈ Γ γ.α ⊂ β et fα,β = 0 sinon.
Le complexe de cohomologie de Cˇech a` support compact associe´ a` I• et (p(Ui))i∈I
est :
Bp,q =
⊕
β⊂I
|β|=−p+1
Γ!
⋂
i∈β
p(Ui),I
q

On ve´rifie en utilisant que ∀i ∀γ ∈ Γ \ {Id} Ui.γ ∩ Ui = ∅ que si
ξ : Cp −→ {β ⊂ I | |β| = −p+ 1 }
{(i0, γ0), . . . , (i−p, γ−p)} 7−→ {i0, . . . , i−p}
alors,
∀β ⊂ I
⋂
i∈β
p(Ui) =
∐
α∈Cp
ξ(α)=β
p(U(α))
et que donc
Bp,q =
⊕
α∈Cp
Γ!(p(U(α)),I
q)
or p|U(α) : U(α)
∼
−−→ p(U(α)) et donc
Γ!(p(U(α)),I
•)
∼
−−→ Γ!(U(α), p
∗I•)
d’ou` l’isomorphisme
HomΓ(C
•,•, 1) ≃ B•,•
(on ve´rifie facilement, par exemple au niveau des complexes simpliciaux, que les appli-
cations de bord sont les meˆmes)
Remarque 4.2.2. — (Inde´pendance du choix du recouvrement)
La suite spectrale construite dans le the´ore`me pre´ce´dent semble a` priori de´pendre du
choix d’un recouvrement (Ui)i∈I de X ve´rifiant ∀i ∈ I ∀γ ∈ Γ \ {Id} Ui ∩ γ.Ui = ∅. Si
U de´signe un tel recouvrement notons Epqr (U) la suite spectrale associe´e. Si U et V sont
deux tels recouvrements on peut toujours trouver un troisie`me recouvrement W plus fin
que U etW ve´rifiant ces hypothe`ses. Si de plus V est plus fin que U il a un isomorphisme
de suites spectrales (pour r ≥ 2)
Epqr (U)
∼✲ Epqr (V)
associe´ (il s’agit d’un morphisme naturel de´fini au niveau des complexes de cohomologie
de Cˇech a` support compact qui induit un isomorphisme puisque c’est le cas au niveau des
Epq2 ). Ces isomorphismes se composent de fac¸on naturel. On a donc un syste`me inductif
de suites spectrales (Epqr (U))U ou` U parcourt des recouvrements ve´rifiant les hypothe`ses
ci dessus et ou` U ≤ V si V est plus fin que U . Les morphismes de transition sont des
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isomorphismes et si l’on veut une de´finition canonique ne de´pendant pas du choix d’un
recouvrement on peut poser
Epqr = lim−→
U
Epqr (U)
Remarque 4.2.3. — La suite spectrale est naturelle en X,Γ, ρ au sens suivant : si
X ′,Γ′, ρ′ ve´rifient les meˆmes hypothe`ses que X,Γ, ρ et si
f : X −→ X ′, g : Γ −→ Γ′
ou` f est e´tale fini et g un morphisme de groupe sont tels que
∀γ ∈ Γ ∀x ∈ X f(x.γ) = f(x).g(γ)
et
ρ = ρ′ ◦ g
alors, il y a un morphisme induit :f¯ : X/Γ −→ X ′/Γ′ qui induit un morphisme f¯∗Fρ′ −→
Fρ qui induit un morphisme
tf¯! : H
−(p+q)
c (X ′/Γ′,Fρ′)
∗ −→ H
−(p+q)
c (X/Γ,Fρ)
∗.
Il y a alors un morphisme de suite spectrales Epqr (X ′,Γ′, ρ′) −→ E
p,q
r (X,Γ, ρ) qui
induit sur la limite tf¯! et tel que le morphisme sur les E
pq
2 soit le morphisme
Ext pΓ′(H
−q
c (X
′, L), ρˇ′) −→ Ext pΓ (H
−q
c (X,L), ρˇ)
qui se de´duit des deux applications f! : H
p
c (X,L) −→ H
p
c (X ′, L) et ρˇ′ −→ ρˇ par foncto-
rialite´ des Ext.
Ces morphismes de suites spectrales se composent naturellement au sens ou` l’applica-
tion (X,Γ, ρ) 7→ Epqr est un foncteur de la cate´gorie des triplets ve´rifiant les hypothe`ses
ci dessus et munis de morphismes du type de ceux ci dessus dans la cate´gorie des suites
spectrales.
Nous utiliserons en fait la variante suivante du the´ore`me pre´ce´dent :
The´ore`me 4.2.4. — Sous les hypothe`ses pre´ce´dentes, il y a une suite spectrale Gal(k¯|k)
e´quivariante
Epq2 = Ext
p
Γ(H
−q
c (X⊗ˆk
ˆ¯k), ρˇ) =⇒ H−(p+q)c (Γ\X⊗ˆk
ˆ¯k,Fρ)
∗
De´monstration. — Reprenons les notations de la de´monstration du the´ore`me pre´ce´dent.
Appliquons la de´monstration de ce the´ore`me au recouvrement (Ui⊗ˆ
ˆ¯k)i∈I de X⊗ˆ
ˆ¯k et au
complexes de faisceaux obtenus a` partir de I• par pull-back vers X⊗ˆk
ˆ¯k. L’e´quivariance
de la suite spectrale obtenue ne pose alors pas de proble`me.
Les remarques 4.2.2 et 4.2.3 s’appliquent bien suˆr e´galement au the´ore`me 4.2.4.
Variantes 4.2.5. — • Au lieu de nous placer dans le cadre des coefficients ℓ-adiques
conside´rons des Fℓ coefficients. La de´monstration pre´ce´dente s’adapte aussitoˆt (et
est meˆme plus simple puisqu’on n’a pas besoin d’utiliser la machinerie du foncteur
Rπ∗) pour montrer l’existence d’une suite spectrale du meˆme type. Le point clef
e´tant de remarquer que si M est un Fℓ-espace vectoriel alors c − IndΓ1M est un
Γ-module projectif, comme c’e´tait le cas pour les L coefficients.
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• Par contre, si l’on prend comme coefficients un anneau artinien local R de corps
re´siduel un corps de caracte´ristique ℓ, la de´monstration ne marche pas en ge´ne´ral
puisque les Hpc (Ui, R) ne sont pas force´ment des R-modules projectifs et les induites
compactes de ces R-modules ne sont donc pas force´ment des Γ-modules projectifs.
La de´monstration marche encore si tout point de X posse`de une base de voisinages
forme´e d’ouverts U ve´rifiant H•c (U,R) est un R-module libre.
4.3. Une suite spectrale de Hochschild-Serre pour l’uniformisation de Rapoport-
Zink
La suite spectrale e´tablie dans cette section n’est pas seulement valable dans le cadre
des varie´te´s de Shimura de type P.E.L. conside´re´es dans la premie`re partie mais pour
n’importe quelle varie´te´ de Shimura posse´dant une uniformisation par des espaces rigides
“raisonnables”.
4.3.1. Spe´culations. — L’ide´e de l’existence d’une suite spectrale telle qu’elle est
e´nonce´e dans le the´ore`me qui suit est due a` Michael Harris ([23] ). Dans [23] M.Harris
de´montre l’existence de cette suite spectrale dans le cas de l’espace de Drinfeld unifor-
misant des varie´te´s de Shimura diffe´rentes des noˆtres. Ne´anmoins, la de´monstration que
nous allons donner s’applique a` n’importe quel type d’uniformisation.
Reprenons les notations globales du premier chapitre. Soit donc b ∈ B(GQp , µQp) et φ
une classe d’isoge´nie associe´e a` b.
De´finition 4.3.1. —
Gφ(Af ) = Jb ×G(A
p
f )
Il y a donc une inclusion
Iφ(Af ) →֒ G
φ(Af )
via l’action d’un automorphisme de φ sur l’homologie cristalline en p et ℓ-adique pour
ℓ 6= p.
Il y a alors des isomorphismes lorsque K = KpK
p varie
Iφ(Q)\
(
M˘Kp ×G(A
p
f )/K
p
)
∼
−−→
(
M˘Kp × I
φ(Q)\Gφ(Af )/K
p
)
/Jb
[x, yKp] 7−→ [x, Iφ(Q)yKp]
ou`, contrairement au membre de gauche, Jb agit a` droite sur M˘Kp dans le membre de
droite. Re´crivons donc l’isomorphisme d’uniformisation rigide sous la forme(
M˘Kp × I
φ(Q)\Gφ(Af )/K
p
)
/Jb
∼
−−→ ShanK (φ)
De ce point de vue la`, l’uniformisation de Rapoport-Zink est une uniformisation p-adique.
Pour simplifier supposons que ρ = 1. Supposons l’existence d’une suite spectrale du
type Hochschild-Serre associe´e au quotient p-adique pre´ce´dent :
Epq2 = Ext
p
Jb−lisse
(
H−qc (M˘Kp × I
φ(Q)\Gφ(Af )/K
p,Qℓ), 1
)
=⇒ H−(p+q)c (Sh
an
K (φ),Qℓ)
∗
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Alors,
Hqc (M˘Kp × I
φ(Q)\Gφ(Af )/K
p,Qℓ) = H
q
c (M˘Kp ,Qℓ)⊗Qℓ[I
φ(Q)\Gφ(Af )/K
p]
comme Jb-module. Et donc,
Epq2 = Ext
p
Jb−lisse
Hqc (M˘Kp ,Qℓ),Hom(Iφ(Q)\Gφ(Af ),Qℓ)KpJblisse︸ ︷︷ ︸
(Aφ1 )
Kp

ou` Aφ1 est un espace de “formes automorphes sur G
φ “ de type 1 a` l’infini.
Le the´ore`me qui suit donne une de´monstration de ces spe´culations. La de´monstration
que nous donnons est valable dans un cadre beaucoup plus ge´ne´ral que celui des varie´te´s
de Shimura que nous conside´rons (par exemple dans le cadre de la conjecture 4.2 de
[25]). Elle est diffe´rente de celle de [23] qui ne se ge´ne´ralise pas au cadre ge´ne´ral.
4.3.2. La suite spectrale. — Rappelons que nous notons
H•(M˘K ,Qℓ) = H
•(M˘K ⊗ Cp,Qℓ)⊗Qℓ
Fixons b ∈ B(GQp , µQp) et φ une classe d’isoge´nie dans la strate indexe´e par b (confe`re
le chapitre 3).
Nous allons de´finir un espace de formes automorphes sur Gφ(Af ).
De´finition 4.3.2. — Aφρ = {f : Gφ(Af ) −→ Vρ | f est G
φ(Af ) lisse a` droite et
∀γ ∈ Iφ(Q) f(γ•) = ρ(γ).f(•)}
Pour γ ∈ Iφ(Q), ρ(γ) signifie que γ est vu comme un e´le´ment de G(Qℓ) via Iφ(Q) →֒
G(Qℓ) →֒ G(Qℓ).
Via l’isomorphisme fixe´ Qℓ
∼
−−→ C on a
Aφρ = {f : G
φ(Af ) −→ Vρ | f est lisse et ∀γ ∈ I
φ(Q) f(γ•) = ρ(γ).f(•)}
ou` ici ρ(γ) est de´fini via Iφ(Q) →֒ Iφ(C) →֒ G(C).
Aφρ est l’espace des “formes automorphes sur Gφ” de type ρ a` l’infini. Il est muni d’une
action lisse de Gφ(Af ) par translations a` droite.
Si Kp ⊂ G(Apf ) ⊂ G
φ(Af ) nous noterons (A
φ
ρ)K
p
l’espace des formes invariantes par
Kp i.e. de niveau infe´rieur a` Kp.
Remarque 4.3.3. — Soit A(Iφ)ρ l’espace des formes automorphes sur I
φ se transfor-
mant via ρˇ|Iφ(R) a` l’infini. Il y a alors un isomorphisme
Aφρ ≃ Ind
Gφ(Af )
Iφ(Af )
A(Iφ)ρ
ou` Ind de´signe l’induite lisse.
Soit N = dim(M˘an) = dim(Sh). Soit K = KpKp un niveau.
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De´finition 4.3.4. — Posons
H•(ShanK (φ),Lρ) = H
2N−•
c (Sh
an
K (φ),Lρˇ)
∗(−N)
Le dual de Poincare´ alge´brique.
Remarque 4.3.5. — Cette de´finition est comple`tement formelle puisqu’a` part pour la
strate basique, ces espaces de cohomologie sont de dimension infinie.
Ne´anmoins, dans le cas de la strate basique, ces groupes peuvent s’interpre´ter comme
l’aboutissement d’une suite spectrale des cycles e´vanescents ℓ-adique (II.6.9.4)
The´ore`me 4.3.6. — Il y a un syste`me compatible de suites spectrales G(Af ) ×WEν
e´quivariant
Epq2 (KpK
p) = Ext pJb-lisse
(
H2N−qc (M˘Kp ,Qℓ)(N), (A
φ
ρ )
Kp
)
=⇒ Hp+q(ShanK (φ),L
an
ρ )
Quelques remarques s’imposent avant la de´monstration : G(Af ) = G(Qp)×G(A
p
f ) et
∀g ∈ G(Qp) il y a un morphisme
H2N−qc (M˘g−1Kpg,Qℓ)
(g−1)!
−−−−→ H2N−qc (M˘Kp ,Qℓ)
qui induit par fonctorialite´ des Ext un morphisme Epq2 (KpK
p)→ Epq2 (g
−1KpgK
p).
Dire que la suite spectrale est G(Qp) e´quivariante signifie que ce morphisme est le mor-
phisme associe´ au niveau des groupes Epq2 a` un morphisme de suites spectrales
Epqr (KpK
p)→ Epqr (g
−1KpgK
p)
qui induit dans la limite le morphisme usuel
Hp+q(ShK(φ),L
an
ρ ) −→ H
p+q(Shg−1Kg(φ),L
an
ρ )
Cela signifie e´galement que ces morphismes de suites spectrales se composent de fac¸on
naturelle. De meˆme, G(Apf ) ope`re sur A
φ
ρ et donc induit un morphisme pour g ∈ G(A
p
f )
(Aφρ)
Kp −→ (Aφρ)
g−1Kg
qui induit le morphisme Epq2 (K) −→ E
pq
2 (Kpg
−1Kpg). La G(Apf ) e´quivariance est alors
prise au meˆme sens que pour G(Qp). Quant a` l’action de WEν elle se fait sur chaque
Epq2 (K) et ne pose pas de proble`me d’interpre´tation.
Reste a` expliquer ce que l’on appelle syste`me compatible. Soient donc K ′p ⊂ Kp et
Kp′ ⊂ Kp. La compatibilite´ signifie qu’il y a un morphisme de suites spectrales
Epqr (K
′) −→ Epqr (K)
qui est induit au niveau des termes Epq2 par les morphismes Jb e´quivariants
(ΠKp,K ′p)! : H
q
c (M˘K ′p ,Qℓ) −→ H
q
c (M˘Kp ,Qℓ)
et l’inclusion
(Aφρ)
Kp →֒ (Aφρ)
Kp′
couple´s a` la fonctorialite´ de Ext. Bien suˆr, ces morphismes de transition sont compatibles
a` l’action de G(Af )×WEν .
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De´monstration. — Prenons les notations suivantes pour l’uniformisation rigide :
Θ : Iφ(Q)\
(
M˘Kp ×G(A
p
f )/K
p
)
∼
−−→ ShanK (φ)
Soient (yi)i∈I des e´le´ments de G(A
p
f )/K
p ve´rifiant
G(Apf )/K
p =
∐
i∈I
Iφ(Q).yi
et notons pour tout i dans I Γi = StabIφ(Q)(yi). Nous verrons les groupes Γi comme
des sous-groupes de Jb via le plongement I
φ(Q) →֒ Jb. A un tel choix est associe´ un
isomorphisme
Ξ(yi)i :
∐
i∈I
Γi\M˘Kp
∼
−−→ Iφ(Q)\
(
M˘Kp ×G(A
p
f )/K
p
)
Notons ρi : Γi −→ GL(Vρ) le morphisme continu (pour Γi muni de la topologie profinie
et Vρ la topologie ℓ-adique) de´fini par le compose´
Γi ⊂ ✲ I
φ(Q) ⊂ ✲ G(Qℓ)
ρ✲ GL(Vρ)
Lemme 4.3.7. —
Ξ∗(yi)i(Θ
∗Lρ) =
∐
i∈I
Fρi
ou` Fρi est le syste`me local associe´ a` ρi (cf. le de´but de la section 4.2).
De´monstration. — Il suffit de regarder ce que donne une variation du niveau Kp a` droite
sur la de´composition de gauche.
Nous allons avoir besoin des deux lemmes suivants :
Lemme 4.3.8. — Soit i ∈ I. Soient π1 une repre´sentation lisse de Jb et π2 une repre´sentation
lisse de Γi.
Ext•Jb−lisse(π1, Ind
Jb
Γi
π2) ≃ Ext
•
Γ(π1, π2)
ou` les induites Ind sont des induites lisses.
De´monstration. — Cela re´sulte de la re´ciprocite´ de Frobenius usuelle pour les groupes
p-adiques et de ce que Γi e´tant discret, ExtΓi−lisse = ExtΓi .
Lemme 4.3.9. — Soient π et (ρi)i∈I des repre´sentations lisses de Jb. Il y a un isomor-
phisme canonique :
∏
i∈I
Ext•Jb−lisse(π, ρi) ≃ ExtJb−lisse(π,
(∏
i∈I
ρi
)lisse
)
ou` (
∏
i ρi)
lisse est la partie lisse de la repre´sentation produit.
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De´monstration. — Soit P• ։ π une re´solution projective de π dans la cate´gorie des
Jb-modules lisses. ∏
i∈I
ExtpJb−lisse(π, ρi) =
∏
i∈I
Hp(HomJb(P•, ρi))
= Hp
(∏
i∈I
HomJb(P•, ρi)
)
= Hp
(
HomJb(P
•,
∏
i∈I
ρi)
)
or HomJb(P
•,
∏
i∈I ρi) = HomJb(P
•, (
∏
i∈I ρi)
lisse) car P • e´tant lisse l’image d’un mor-
phisme de Jb-module dans
∏
i ρi atterrit dans (
∏
i ρi)
lisse.
D’ou` le re´sultat.
Pour i ∈ I nous conside´rons la suite spectrale du the´ore`me 4.2.4 (rappelons qu’a fin
de ne pas alourdir les notations on ne note pas les extensions des scalaires a` Cp) :
Epq2 (i) = Ext
p
Γi
(
H−qc (M˘Kp ,Qℓ), ρi
)
=⇒ H−(p+q)c (Γi\M˘,Fρˇi)
∗
Le produit de ces suites spectrales est une suite spectrale convergente∏
i∈I
Epq2 (i) =⇒
∏
i∈I
H−(p+q)c (M˘/Γi,Kp,Fρˇi,Kp )
∗
L’aboutissement de cette suite spectrale se re´crit∏
i∈I
H−(p+q)c (M˘/Γi,Kp,Fρˇi,Kp )
∗ ∼−−→ H−(p+q)c (
∐
i∈I
M˘/Γi,Kp,
∐
i∈I
Fρˇi,Kp )
∗
(Ξ(yi)i )∗−−−−−−→
∼
H−(p+q)c
(
Iφ(Q)\
(
M˘Kp ×G(A
p
f )/K
p
)
,Lρˇ
)∗ Θ∗−−−→
∼
H−(p+q)c (Sh
an
K (φ),Lρˇ)
∗
= Hp+q+2N (ShanK (φ),Lρ)(N)
Quant aux premiers termes, graˆce au lemme 4.3.8
∀i ∈ I ∀p, q Ext pΓi(H
−q
c (M˘Kp ,Qℓ), ρi) ≃ Extp
p
Jb-lisse
(H−qc (M˘Kp ,Qℓ), Ind
Jb
Γi
ρi)
et donc graˆce au lemme 4.3.9
∏
i∈I
Epq2 (i) ≃ Ext
p
Jb-lisse
H−qc (M˘Kp ,Qℓ),
(∏
i
ρi
)lisse
L’ingre´dient suivant est le lemme
Lemme 4.3.10. — Il y a un isomorphisme de Jb-modules
ζ(yi)i :
(∏
i∈I
IndJΓiρi
)lisse
∼
−−→ (Aφρ)
Kp
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De´monstration. — De´finissons ζ(yi)i . Soit (fi)i∈I ∈
∏
i Ind
J
Γi
ρi. On a donc, ∀i ∈ I fi :
Jb −→ Vρ et est tel que ∀γ ∈ Γi fi(γ•) = ρi(γ).fi(•). De´finissons f = ζ(yi)i((fi)i) :(
Aφρρ
)Kp
s’identifie aux fonctions de Jb ×G(A
p
f )/K
p a` valeurs dans Vρ se transformant
via ρ par l’action a` gauche de Iφ(Q). Soit (a, b) ∈ Jb×G(A
p
f )/K
p. ∃!i ∈ I ∃γ ∈ Iφ(Q) b =
γ.yi. Posons alors
f(a, b) = ρ(γ).fi(γ
−1a)
f(a, b) est bien de´fini car si b = γ′.yi ou` γ
′ ∈ Iφ(Q) alors γ′−1γ ∈ Γi et donc
ρ(γ′).fi(γ
′−1a)) = ρ(γ′).fi((γ
′−1γ)γ−1a)
= ρ(γ′)ρi(γ
′−1γ)fi(γ
−1a) = ρ(γ)fi(γ
−1a)
Par de´finition de f , ∀γ ∈ Iφ(Q) f(γ•) = ρ(γ).f(•). La lissite´ de f est claire quant a`
l’action de G(Apf ) puisqu’elle est invariante par K
p, quant a` la lissite´ vis a` vis de l’action
de Jb elle re´sulte de l’existence d’un sous-groupe compact ouvert C dans Jb ve´rifiant
∀c ∈ C ∀i ∈ I fi(•c) = fi(•).
De´finissons l’inverse de ζ(yi)i . Si f ∈
(
Aφρ
)Kp
, f : Jb × G(A
p
f )/K
p −→ Vρ, pour un i
dans I et a dans Jb posons
fi(a) = f(a, yi)
f 7→ (fi)i est bien l’inverse de ζ(yi)i .
On obtient donc au final une suite spectrale WEν e´quivariante
Epq2 ((yi)i∈I) = Ext
p
Jb−lisse
(H−qc (M˘Kp ,Qℓ), (A
φ
ρ )
Kp) =⇒ H2N+p+q(ShanK (φ),Lρˇ)(N)
ou` Epq2 ((yi)i) et l’aboutissement ne de´pendent pas du choix (yi)i mais ou` les autres termes
en de´pendent a` priori.
La suite spectrale annonce´e s’obtient en translatant verticalement cette suite spectrale
de 2N et en la tordant par Qℓ(−N).
Montrons qu’en fait cette suite spectrale est inde´pendante du choix des (yi)i au sens
suivant :
Lemme 4.3.11. — Supposons choisis des (y′j)j∈J , y
′
j ∈ G(Af )/K
p tels que
G(Af )/K
p =
∐
j∈J
Iφ(Q).y′j
Il y alors un isomorphisme naturel de suites spectrales Epqr ((yi)i)→ E
pq
r ((y′j)j) induisant
l’identite´ sur Epq2 et l’aboutissement :
Epq2 ((yi)i∈I)=Ext
p
Jb−lisse
(H−qc (M˘Kp ,Qℓ), (A
φ
ρ )
Kp) =⇒H−(p+q)c (Sh
an
K (φ),Lρˇ)
∗
Epq2 ((y
′
j)j∈J)
Id
❄
=Ext pJb−lisse(H
−q
c (M˘Kp ,Qℓ), (A
φ
ρ )
Kp) =⇒H−(p+q)c (Sh
an
K (φ),Lρˇ)
∗
Id
❄
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La naturalite´ e´tant prise au sens ou` si l’on fait un troisie`me choix (y′′k)k comme ci
dessus le morphisme de suites spectrales Epqr ((yi)i) → E
pq
r ((y′′k)k) est le compose´ de
Epqr ((yi)i)→ E
pq
r ((y′j)j) et E
pq
r ((y′j)j)→ E
pq
r ((x′′k)k)
De´monstration. — Quitte a` re´indexer on peut supposer que J = I et que ∀i ∈ I y′i ∈
Iφ(Q).yi. Fixons pour tout i dans I un γi dans Iφ(Q) ve´rifiant y′i = γi.yi. On a donc
∀i ∈ I Γ′i = StabIφ(Q)y
′
i = γiΓiγ
−1
i
On de´finit comme pre´ce´demment ρ′i. Notons pour tout i dans I E
pq
r (i)′ la suite spectrale
associe´e a` (M˘Kp ,Γ
′
i, ρ
′
i).
Conside´rons l’isomorphisme de suites spectrales associe´ au morphisme de triplets
(X,Γ, ρ) −→ (X ′,Γ′, ρ′) par la remarque 4.2.3 ou`X = X ′ = M˘Kp , le morphismeX → X
′
est l’action de γi ∈ Jb, Γ = Γi,Γ
′ = Γ′i et le morphisme de groupes Γ→ Γ
′ est la conju-
gaison par γ−1i , et le morphisme ρ → ρ
′ ◦ intγ−1i
est la conjugaison par ρ(γi). A un tel
choix de (γi)i est donc associe´ un isomorphisme de suites spectrales
Epqr (i) =⇒H
p+q
c (Γi\M˘Kp ,Fρˇi)
Epqr (i)
′
α(γi)i ≃
❄
=⇒Hp+qc (Γ
′
i\M˘Kp ,Fρˇ′i)
≃
❄
Le morphisme α(γi)i induit au niveau des E
pq
2 un morphisme
Ext pΓi(H
q
c (M˘Kp ,Qℓ), ρi) −→ Ext
p
Γ′i
(Hqc (M˘Kp ,Qℓ), ρ
′
i)
qui se de´crit en utilisant la fonctorialite´ de Ext.
Le produit de ces isomorphismes de suites spectrales induit un isomorphisme de suites
spectrales convergentes ∏
i∈I
Epqr (i) −→
∏
i∈I
Epqr (i)
′
Rappelons qu’au choix des yi on a associe´ deux isomorphismes∏
i∈I
Epq2 (i)
∼
−−→ Ext pJb-lisse(H
q
c (M˘Kp ,Qℓ),
(
Aφρ
)Kp
)
et ∏
i∈I
H−(p+q)c (Γi\M˘Kp ,Fρˇi)
∗ ∼−−→ H−(p+q)c (Sh
an
K (φ),Lρˇ)
∗
Il en est de meˆme pour y′i. On en de´duit l’existence de l’isomorphisme de suites spectrales
annonce´.
Afin de montrer que ce morphisme induit bien l’identite´ sur les termes associe´s a` r = 2
il faut montrer le lemme suivant
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Lemme 4.3.12. — Les diagrammes suivants commutent :
∏
i
Epq2 (i)
 
 
 
 
 
≃
✒
Ext pJb-lisse(H
−q
c (M˘Kp ,Qℓ), (A
φ
ρ )
Kp)
❅
❅
❅
❅
❅
≃
❘∏
i
Epq2 (i)
′
❄
∏
i
Hp+qc (Γi\M˘,Fρi)
❅
❅
❅
❅
❅
≃
❘
Hp+qc (I
φ(Q)\(M˘Kp ×G(A
p
f )/K
p),Θ∗Lρ)
 
 
 
 
 
≃
✒
∏
i
H−(p+q)c (Γ
′
i\M˘,Fρ′i)
∏
i γi! ≃
❄
De´monstration. — Pour le deuxie`me diagramme c’est clair puisque le diagramme suivant
commute :
∐
i
Γi\M˘
❅
❅
❅
❅
❅
≃
❘
Iφ(Q)\(M˘Kp ×G(A
p
f )/K
p)
 
 
 
 
 
≃
✒
∐
i
Γ′i\M˘
∏
i γi
❄
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Quant au premier cela se rame`ne aise´ment (il suffit de suivre les diffe´rents isomorphismes)
a` montrer que le diagramme suivant commute :∏
i
IndJΓiρi
 
 
 
 
 
ζ(yi)i
✒
(Aφρ)
Kp
❅
❅
❅
❅
❅
ζ(y′i)i
❘∏
i
IndJΓ′i
ρ′i
∏
i∆i
❄
ou` ∆i : Ind
J
Γi
ρi
∼
−−→ IndJΓ′i
ρ′i est induit par (intgi , ρ(γi)) : (Γi, ρi) → (Γ
′
i, ρ
′
i). La commu-
tativite´ est laisse´e au lecteur.
Remarquons que l’isomorphisme de suites spectrales ainsi construit de´pend du choix
des γi qui ne sont pas uniques. Ne´anmoins, si l’on fait un autre choix de γi l’isomorphisme
de suites spectrales induit encore l’identite´ sur le premier terme de la suite spectrale.
Or deux morphismes de suites spectrales co¨ıncidant sur les termes Epq2 co¨ıncident. L’iso-
morphisme ne de´pend donc pas du choix des γi.
Finalement il reste a` ve´rifier la naturalite´ des morphismes de suites spectrales construits
mais cela est clair par le meˆme argument que pre´ce´demment puisque sur les termes Epq2
tous donnent l’identite´. Cela finit la de´monstration de l’inde´pendance des du choix des
yi.
Afin d’avoir une de´finition intrinse`que ne de´pendant pas du choix des (yi)i nous po-
serons
Epqr = lim←−
(yi)i
Epqr ((yi)i)
ou` les isomorphismes de transition sont les isomorphismes construits dans le lemme
4.3.11. Il re´sulte e´galement de ce lemme qu’il y a un isomorphisme
Epq2
∼
−−→ ExtJb−lisse(H
−q
c (M˘Kp ,Qℓ), (A
φ
ρ )
Kp)
Reste a` ve´rifier l’e´quivariance de la suite spectrale.
Nous allons faire varier le groupe K = KpK
p, c’est pourquoi nous pre´ciserons les
notations pre´ce´dentes en notant
Epqr (K, yi)
la suite spectrale note´e auparavant Epqr (i),
Epqr (K, (yi)i)
70 CHAPITRE 4. SUITE SPECTRALE DE HOCHSCHILD-SERRE
la suite spectrale construite pre´ce´demment associe´e a` des (yi)i ve´rifiant
G(Apf )/K
p =
∐
i∈I
Iφ(Q).yi
et
Epqr (K) = lim←−
(yi)i
Epqr (K, (yi)i)
Commenc¸ons par la G(Qp) e´quivariance. Soit g ∈ G(Qp) et (yi)i∈I . Puisque l’action
de G(Qp) commute a` celle de Jb, pour tout i dans I g−1 induit un isomorphisme de
triplet (4.2.3)
(M˘g−1Kpg,Γi, ρi)
∼
−−→ (M˘Kp ,Γi, ρi)
d’ou` d’apre`s la remarque 4.2.3 un isomorphisme de suites spectrales
Epqr (Kp, yi)
∼
−−→ Epqr (g
−1Kpg, yi)
qui induit le morphisme annonce´ sur les termes Epq2 , c’est a` dire le transpose´ du mor-
phisme
H−qc (M˘g−1Kpg,Qℓ)
(g−1)!
−−−−→ H−qc (M˘Kp ,Qℓ)
Prenant le produit de ces morphismes lorsque i varie on obtient un isomorphisme
Epqr (K, (yi)i)
∼
−−→ Epqr (g
−1KpgK
p, (yi)i)
Si de plus on fait un autre choix de (y′i)i, le diagramme suivant est commutatif
Epqr (K, (yi)i)
∼✲ Epqr (g
−1KpgK
p, (yi)i)
Epqr (K, (y
′
i)i)
≃
❄ ∼✲ Epqr (g
−1KpgK
p, (y′i)i)
≃
❄
ou` les applications verticales sont celles construites dans le lemme 4.3.11. En effet, ce
diagramme de suites spectrales commute au niveau des termes Epq2 , il commute donc.
On en de´duit en prenant la limite un isomorphisme
Epqr (K)
∼
−−→ Epqr (g
−1KpgK
p)
Passons a` la G(Apf ) e´quivariance. Soit donc g ∈ G(A
p
f ) et (yi)i comme pre´ce´demment.
g induit un isomorphisme
α : G(Apf )/K
p ∼−−→ G(Apf )/(g
−1Kpg)
xKp 7→ xg(g−1Kpg)
α commute a` l’action de Iφ(Q) et donc, comme (yi)i est tel que
G(Apf )/K
p =
∐
i∈I
Iφ(Q).yi
alors
G(Apf )/(g
−1Kpg) =
∐
i∈I
Iφ(Q).α(yi)
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Remarquons que pour i ∈ I Γi = StabIφ(Q)yi = StabIφ(Q)α(yi). Il y a donc des e´galite´s
Epqr (K, yi) = E
pq
r (Kpg
−1Kpg, α(yi))
Prenant le produit sur i on obtient l’e´galite´
Epqr (K, (yi)i) = E
pq
r (Kpg
−1Kpg, (α(yi))i)
Pour montrer que ce morphisme induit bien l’application attendue sur les termes Epq2 il
faut montrer le lemme suivant dont la de´monstration ne pose aucun proble`me
Lemme 4.3.13. — Le diagramme suivant commute
(Aφρ)
Kp
ζ(yi)i✲
∏
i∈I
IndJbΓiρi
(Aφρ)
g−1Kpg
≃
❄
ζ(α(yi))i✲
∏
i∈I
IndJbΓiρi
wwwwww
ou` l’application verticale de gauche est induite par la translation d’une fonction de Aφρ
par g.
Si maintenant (y′i)i est un autre choix, le diagramme suivant commute
Epqr (K, (yi)i)
∼✲ Epqr (Kpg
−1Kpg, (α(yi))i)
Epqr (K, (y
′
i)i)
≃
❄ ∼✲ Epqr (Kpg
−1Kpg, (α(y′i))i)
≃
❄
ou` les applications verticales sont celles construites dans le lemme 4.3.11. En effet, il
re´sulte de la commutativite´ du diagramme pre´ce´dent que ce diagramme commute au
niveau des termes Epq2 . Il commute donc. Passant a` la limite on obtient donc un isomor-
phisme
Epqr (K)
∼
−−→ Epqr (Kpg
−1Kpg)
Passons maintenant a` la compatibilite´ lorsque K varie. Soit donc K ′p ⊂ Kp un sous-
groupe compact ouvert et K ′ = K ′pK
p. Soit (yi)i comme pre´ce´demment. Il y a alors pour
tout i dans I un morphisme de triplet
(M˘K ′p ,Γi, ρi) −→ (M˘Kp ,Γi, ρi)
qui induit un morphisme de suite spectrale
Epqr (K, yi) −→ E
pq
r (K
′, yi)
Prenant le produit des ces morphismes on obtient un morphisme de suite spectrale
Epqr (K, (yi)i) −→ E
pq
r (K
′, (yi)i)
dont il est clair qu’il induit bien le morphisme attendu au niveau des termes Epq2 et qu’il
est compatible aux isomorphismes du lemme 4.3.11 lorsque l’on fait varier (yi)i.
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Soit maintenant Kp′ ⊂ Kp un sous-groupe compact ouvert et K ′ = KpK
p′. La pro-
jection
pr : G(Apf )/K
p −→ G(Apf )/K
p′
est compatible a` l’action a` gauche de Iφ(Q). Soit (yi)i tel que
G(Apf )/K
p =
∐
i∈I
Iφ(Q).yi
et (xj)j des e´le´ments de G(A
p
f )/K
p′ ve´rifiant
G(Apf )/K
p′ =
∐
j∈J
Iφ(Q).xj
et ∀j ∈ J ∃i ∈ I pr(xj) = yi. Pour j ∈ J notons β(j) ∈ I l’e´le´ment ve´rifiant pr(xj) =
yβ(j). Pour tout j ∈ J , Γj ⊂ GGβ(j) d’ou` un morphisme de triplets
(M˘Kp ,Γj, ρj) −→ (M˘Kp ,Γβ(j), ρβ(j))
qui induit un morphisme de suites spectrales
Epqr (K, yβ(j)) −→ E
pq
r (K
′, yj)
On obtient donc en assemblant ces morphismes un morphisme de suites spectrales
Epqr (K, (yi)i) −→ E
pq
r (K
′, (xj)j)
Il re´sulte du lemme suivant dont la de´monstration ne pose pas de proble`me que ce
morphisme est bien le morphisme attendu au niveau des termes Epq2 .
Lemme 4.3.14. — Le diagramme suivant commute
(Aφρ)
Kp
ζ(yi)i✲
∏
i∈I
IndJbΓiρi
(Aφρ)
Kp′
❄
∩
ζ(xj)j✲
∏
j∈J
IndJbΓjρj
❄
ou` les morphismes de gauches sont induits par les e´galite´s Res
Γj
Γβ(j)
ρβ(j) = ρj.
Si maintenant (y′j)j et (x
′
j)j sont comme ci dessus, il y a un diagramme commutatif
Epqr (K, (yi)i)
✲ Epqr (K
′, (xj)j)
Epqr (K, (y
′
i)i)
≃
❄
✲ Epqr (K
′, (x′j)j)
≃
❄
ou` les application verticales sont celles construites dans le lemme 4.3.11. En effet, c’est
de´ja` le cas au niveau des termes Epq2 .
On en de´duit un morphisme
Epqr (K) −→ E
pq
r (K
′)
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Les actions de G(Qp) et de G(A
p
f ) construites commutent et se composent naturelle-
ment puisque c’est la cas au niveau des termes Epq2 . De meˆme, ces actions commutent
aux morphismes de changement de niveau construits ci dessus.
Corollaire 4.3.15. — Il y a une suite spectrale G(Af )×WEν e´quivariante
Epq2 = lim−→
K
Ext pJb−lisse
(
H2N−qc (M˘Kp ,Qℓ)(N), (A
φ
ρ )
Kp
)
=⇒ lim
−→
K
Hp+q(ShanK (φ),L
an
ρ )

CHAPITRE 5
APPLICATION A` LA STRATE BASIQUE : “UNE
FORMULE DE MATSUSHIMA p-ADIQUE”
Soit b = b0 la classe basique de B(GQp , µQp). Supposons S(b0) 6= ∅ (ce que nous
montrerons plus tard).
Si la classe d’isogge´nie φ induit la classe b0, soit I
φ la forme inte´rieure de G associe´e.
Le groupe re´ductif Iφ e´tant anisotrope modulo son centre, le C-espace vectoriel Aφρ est
l’espace des formes automorphes sur Iφ de type a` l’infini ρˇ′ ou`
ρ′ : Iφ(R) ⊂✲ Iφ(C) = G(C)
ρ✲ GL(V )
au sens ou`
Aφρ = HomIφ(R)(ρˇ
′,A(Iφ))
Nous noterons encore ρ = ρ′.
Supposons maintenant ρ irre´ductible et soit A(Iφ) l’espace des repre´sentations auto-
morphes de Iφ (ce n’est pas l’ensemble des classes d’isomorphismes : on tient compte des
multiplicite´s).
Le groupe de Lie Iφ(R) e´tant anisotrope modulo son centre, pour un sous groupe
compact ouvert Kp de G(Apf )
(Aφρ)
Kp =
⊕
Π∈A(Iφ)
Π∞=ρˇ
Πp ⊗ (Π
p)K
p
Il y un isomorphisme pour tous p et q
Ext pJb-lisse
(
Hqc (M˘Kp), (A
φ
ρ )
Kp
)
≃
⊕
Π∈A(Iφ)
Π∞=ρˇ
Ext pJb-lisse
(
Hqc (M˘Kp),Πp
)
⊗ (Πp)K
p
ou` Hqc (M˘Kp) = H
q
c (M˘Kp ,Qℓ). En effet, H
q
c (M˘Kp) e´tant un Jb-module de type fini
(2.6.13), les Ext se calculent par des re´solutions de Hqc (M˘Kp) dont chaque terme est une
somme finie de termes du type c − IndJbK0π ou` K0 compact ouvert et π de dimension
finie. Or,
HomJb(c− Ind
Jb
K0
π, (Aφρ )
Kp) ≃ HomK0(π, (A
φ
ρ )
Kp) = HomK0(π, (A
φ
ρ )
K1Kp)
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ou` K1 ⊂ K0 est compact ouvert tel que π(K1) = {Id}. (A
φ
ρ)K1K
p
est de dimension finie
(admissibilite´ de l’espace des formes automorphes) et donc
#{Π ∈ A(Iφ) | Π∞ = ρ Π
K1Kp 6= (0)} < +∞
On en de´duit que le calcul des Ext ne fait intervenir qu’un nombre fini de Π d’ou` le
re´sultat.
On en de´duit alors en utilisant le lemme I.2.6.12 ainsi que la proposition I.2.6.13
(confe`re [26] pour la de´finition du groupe de Grothendieck ge´ne´ralise´ Groth(G(Af ) ×
WEν ) ) :
Corollaire 5.0.16. — Il y a une e´galite´ dans Groth(G(Af )×WEν ) :∑
i,j
Π∈A(Iφ)
Π∞=ρˇ
(−1)i+j
 lim
−→
Kp
Ext iJb-lisse
(
Hjc (M˘Kp ⊗Cp,Qℓ)(N),Πp
)⊗ [Πp]
=
∑
i
(−1)i
 lim
−→
K
H i(ShanK (φ),L
an
ρ )

La de´composition
ShanK =
∐
ker1(Q,G)
ShK(G
′,X)an
induit une de´composition
sp−1(S(b0)) =
∐
ker1(Q,G)
ShanK (G
′,X) ∩ sp−1(S(b0))
ou` ShanK (G
′,X) ∩ sp−1(S(b0)) est un ouvert de ShK(G,X)
an.
De´finition 5.0.17. — Dans la de´composition pre´ce´dente nous noterons
ShK(G
′,X)anbasique = sp
−1(b0) ∩ ShK(G
′,X)an
Rappelons (section 3.2.2) que dans le cas que nous conside´rons les groupes G′ sont
tous isomorphes a` G, d’ou` un isomorphisme des mode`les canoniques sur le corps re´flex
E(G,X) :
ShK(G,X)
∼
−−→ ShK(G
′,X)
Les points ge´ome´triques dans E de ShK(G,X) ∩ sp−1(b0) se de´crivent comme e´tant
associe´s a` des triplets (A,λ, ι) dont l’isocristal associe´ est basique. L’isomorphisme ci
dessus induit donc un isomorphisme d’ouverts analytiques
ShK(G,X)basique
∼
−−→ ShK(G
′,X)basique
Donc, dans Groth(G(Af )×WE) on a :
[H•c (sp
−1(b0),L
an
ρ )] = | ker
1(Q, G)|.[H•c (ShK(G,X)basique,L
an
ρ )]
E´tant donne´ (3.2.2) que tous les groupes Iφ sont isomorphes et qu’il y a | ker1(Q, G)|
classes φ dans la strate basique, en sommant l’e´galite´ du corollaire pre´ce´dent sur tous
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les φ intervenant dans la strate basique et en divisant par | ker1(Q, G)| on obtient le
corollaire suivant :
Corollaire 5.0.18. — Choisissons la classe d’isoge´nie φ intervenant dans la strate ba-
sique. Il y a une e´galite´ dans Groth(G(Af )×WEν ) :∑
i,j
Π∈A(Iφ)
Π∞=ρˇ
(−1)i+j
 lim
−→
Kp
Ext iJb-lisse
(
Hjc (M˘Kp ⊗ Cp,Qℓ)(N),Πp
)⊗ [Πp]
=
∑
i
(−1)i
 lim
−→
K
H i(ShK(G,X)
an
basique,L
an
ρ )


PARTIE III
CONTRIBUTION DE LA
COHOMOLOGIE DE LA STRATE
BASIQUE

CHAPITRE 6
FORMULE DE LEFSCHETZ SUR LA FIBRE
SPE´CIALE
Le but de ce chapitre est d’e´tablir la formule des traces 6.12.5 pour la trace de certaines
fonctions dans l’alge`bre de Hecke globale fois un e´le´ment du groupe de Weil local WEν
sur la cohomologie des strates des varie´te´s de Shimura de type P.E.L. non ramifie´es en
p.
L’un des points clef qui nous permettra d’utiliser cette formule est que les termes in-
tervenant dedans s’expriment comme un produit de la trace d’une fonction de l’alge`bre
de Hecke en p sur un espace de cohomologie fois une inte´grale orbitale hors p. Cette fac-
torisation des termes locaux dans la formule des traces de Lefschetz est une conse´quence
des trois re´sultats suivants :
• Le the´ore`me de Fujiwara 6.2.1 qui sous certaines conditions permet d’e´crire ces
termes locaux comme la trace de certaines fonctions sur la fibre des cycles e´vanescents.
• Le the´ore`me de comparaison de Berkovich qui montre que cette fibre ne de´pend
que du comple´te´ formel de la varie´te´ de Shimura en un point fixe.
• Le the´ore`me de Serre-Tate (ou plus ge´ne´ralement l’uniformisation de Rapoport-
Zink) qui montre que ce comple´te´ formel ne de´pend que de la classe d’isomorphisme
du groupe p-divisible en un point fixe et qui permet donc de mettre en facteur la
trace de notre fonction dans l’alge`bre de Hecke en p sur un espace de de´formation
de groupes p-divisibles.
Pour appliquer ces trois re´sultats nous avons besoin de spe´cialiser les correspondances
de Hecke sur la fibre spe´ciale de mode`les entiers de nos varie´te´s de Shimura. Malheureu-
sement, a` part en niveau parahorique en p, on ne dispose pas de bon mode`les entiers de
ces varie´te´s. L’ide´e consiste alors a` conside´rer le spe´cialise´ au sens de [20] de l’image di-
recte sur la fibre ge´ne´rique vers un niveau parahorique d’une correspondance de Hecke.
Cependant, nous avons ensuite besoin de montrer que les termes locaux obtenus ne
de´pendent finalement que de la situation originelle sur la fibre ge´ne´rique. Afin de faire
la lien avec la seconde partie nous avons e´galement besoin d’exprimer nos re´sultats sous
forme analytique rigide. C’est pourquoi nous de´veloppons un formalisme de spe´cialisation
des correspondances cohomologiques d’un point de vue analytique rigide et montrons que
l’isomorphisme de Berkovich ([5]) est compatible a` ce formalisme.
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6.1. Rappels sur les correspondances cohomologiques
Ce qui suit est principalement tire´ des articles [22], [49] et [20].
6.1.1. De´finition. — Soit S le spectre d’un corps. Conside´rons un diagramme de
sche´mas sur S
C
☛✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
c1
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
c2
❯
X1 ×X2
c
❄
✠ 
 
 
 
p1
❅
❅
❅
❅p2 ❘
X1 X2
ou` p1 et p2 de´signent les deux projections de X1 ×X2 sur X1 et X2.
Nous supposerons toujours dans la suite que c est propre.
De´finition 6.1.1. — Si (F1,F2) ∈D
b
c(X1,Qℓ)×D
b
c(X2,Qℓ) on note
CohC(F1,F2) = c∗Hom(c
∗
1F1, c
!
2F2) ∈D
b
c(X1 ×X2,Qℓ)
le faisceau des correspondances cohomologiques a` support dans C.
Nous noterons
CohC(F1,F2) = H
0(X,CohC(F1,F2)) = Hom(c
∗
1F1, c
!
2F2)
Lorsque C = X1 ×X2 on notera Coh, resp. Coh pour CohC , resp. CohC
Rappelons que la formule d’induction implique qu’il y a un isomorphisme canonique :
c∗c
!Coh(F1,F2)
∼
−−→ CohC(F1,F2)
L’adjonction c∗c
! → Id donne une fle`che d’oubli du support
CohC(F1,F2) −→ Coh(F1,F2)
et par application de H0(X1 ×X2,−) :
CohC(F1,F2) −→ Coh(F1,F2)
6.1.2. Seconde de´finition. — La formule de Ku¨nneth pour Hom ([14]) implique qu’il
existe un isomorphisme canonique en F1 et F2 :
DF1 ⊠ F2
∼
−−→ Coh(F1,F2)
ou` DF = Hom(F ,KX) ou` KX de´signe le faisceau dualisant sur X.
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6.1.3. Exemples. —
• Si ∆X →֒ X ×S X de´signe la diagonale de X ×X, on a
Coh∆X (F1,F2)
∼
−−→ Hom(F1,F2)
En particulier, pour tout F on notera ∆ la correspondance cohomologique sur F
associe´e a` Id ∈ Hom(F ,F).
• Plus ge´ne´ralement, si f : X2 → X1 et C = Γf ⊂ X1 ×X2 de´signe le graphe de f
alors
CohC(F1,F2) ≃ Hom(f
∗F2,F1)
• A un cycle C ⊂ X ×X est associe´ une correspondance cohomologique de Qℓ dans
c!2Qℓ(−d)[2d] pour un d ∈ Z (cf. [22])
• Soit X0/Fq et F ∈ D+(X0,Qℓ). Notons X = X0 ×Fq Fq. Soit Fr : X0 −→ X0
l’endomorphisme de Frobenius relatif a` Fq. Il y a un isomorphisme canonique
Fr∗F
∼
−−→ F
d’ou` une correspondance sur F a` support dans le graphe de Fr. Par extension des
scalaires cette correspondance donne une correspondance appele´e correspondance
de Frobenius sur F = pr∗1F ou` pr1 : X0 ×Fq Fq → X0. Elle est donne´e par
(Fr × Id)∗F −→ F
6.1.4. Image directe. — Conside´rons un diagramme commutatif
C
✠ 
 
 
 
 
c1
❅
❅
❅
❅
❅
c2
❘
X1 X2
D
f ′
❄
✠ 
 
 
 
 
d1
❅
❅
❅
❅
❅
d2
❘
Y1
f1
❄
Y2
f2
❄
On peut alors de´finir ([22]) un morphisme
f ′∗CohC(F1,F2) −→ CohD(f1!F1, f2∗F2)
qui induit un morphisme image directe
CohC(F1,F2) −→ CohD(f1!F1, f2∗F2)
note´ u 7→ f∗u.
Remarque 6.1.2. — Supposons Y1 = X1, Y2 = X2 et D = X1 ×X2. On retrouve alors
le morphisme d’oubli du support.
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Lorsque Y1 = Y2 = D = S on obtient l’action d’une correspondance cohomologique
sur la cohomologie. Plus pre´cise´ment, il s’agit d’un morphisme
CohC(F1,F2) −→ HomDbc(Qℓ)(RΓc(X1,F1), RΓ(X2,F2))
et l’on notera u 7→ u∗ le morphisme associe´ dans ce cas la`.
6.1.5. Un cas particulier. — Supposons c1 propre. Dans ce cas la`, le morphisme
du cas pre´ce´dent associe´ a` l’action d’une correspondance cohomologique se factorise par
RΓc(X2,F2)→ RΓ(X2,F2) et posse`de une description simple.
Soit en effet u : c∗1F1 −→ c
!
2F2. Par adjonction, la donne´e d’un tel u e´quivaut a` celle
de u˜ : c2!c
∗
1F1 −→ F2. u∗ est alors de´finie par le compose´e
RΓc(X1,F1)
c∗1✲ RΓc(C, c
∗
1F1)
∼✲ RΓc(X2, c2!c
∗
1F1)
RΓc(X2, u˜)✲ RΓc(X2,F2)
ou` la premie`re application est de´finie car c1 est propre.
Le fait que c1 propre implique que la correspondance cohomologique agit sur la coho-
mologie a` support compact se comprend mieux du point de vue de la section 6.1.7.
6.1.6. Restriction. — Soient V1 ⊂ X1 et V2 ⊂ X2 deux sous-sche´mas localement
ferme´s. Supposons que c−12 (V2) ⊂ c
−1
1 (V1), d’ou` une “sous-correspondance” de c
c−12 (V2)
(c′1, c
′
2)✲ V1 × V2
Soit donc u ∈ CohC(F1,F2) et u˜ : c2!c
∗
1F1 → F2 le morphisme associe´ par adjonction.
Conside´rons la ligne suivante
c′2!c
′
1
∗
(F1|V1) == c
′
2!
(
(c∗1F1)|c−12 (V2)
) ∼✲ (c2!c∗1F1)|V2 u˜|V2✲ F2|V2
ou` l’isomorphisme du milieu est un isomorphisme de changement de base. Elle de´finit
par adjonction une correspondance restreinte. On en de´duit un morphisme de restriction
CohC(F1,F2) −→ Cohc−12 (V2)
(F1|V1 ,F2|V2)
Dans le cas ou` X1 = X2, V1 = V2 nous dirons que V1 est stable par c.
6.1.7. Extension par ze´ro. — Supposons c1 propre. Supposons nous donne´ des com-
pactifications j1 : X1 →֒ X1, j2 : X2 →֒ X2 ainsi qu’une compactification j : C →֒ C de
C compatible aux deux pre´ce´dentes, au sens ou` il y a un diagramme commutatif
C ⊂
j ✲ C
X1 ×X2
c
❄
⊂
j1 × j2✲ X1 ×X2
(c1, c2) = c
❄
Il existe alors un isomorphisme canonique ([20] lemme 1.3.1)
j∗CohC(F1,F2)
∼
−−→ CohC(j1!F1, j2!F2)
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qui induit un isomorphisme
CohC(F1,F2)
∼
−−→ CohC(j1!F1, j2!F2)
note´ u 7→ j!u et qui se de´crit ainsi : ∀u ∈ CohC(F1,F2), u : c
∗
1F1 → c
!
2F2. c1 e´tant propre
il existe un morphisme
c1
∗j1!F1 −→ j!c
∗
1F1
de´fini par adjonction.
Alors,
j!u : c1
∗j1!F1 ✲ j!c
∗
1F1
j!(u)✲ j!c
!
2F2 ✲ c2
!j2!F2
ou` le dernier morphisme est de´fini par adjonction.
L’extension par ze´ro est compatible aux images directes au sens ou` “j!f∗u = f∗j!u”.
En particulier, l’action de u sur la cohomologie a` support compact s’interpre`te comme
l’action de j!u : le diagramme suivant commute
RΓc(X1,F1)
u∗ ✲ RΓc(X2,F2)
RΓ(X1, j1!F1)
≀
❄
(j!u)∗✲ RΓ(X2, j2!F2)
≀
❄
6.1.8. Accouplement des correspondances cohomologiques. — Nous suppose-
rons de´sormais que X1 = X2 = X. Conside´rons un diagramme carte´sien
E = C ×X D
✠ 
 
 
 
  ❅
❅
❅
❅
❅❘
C D
❅
❅
❅
❅
❅
c
❘ ✠ 
 
 
 
 
d
X ×S X
e
❄
i.e. E est le support intersection de C et D.
Il y a alors un morphisme ([22] paragraphe 4) d’accouplement des correspondances
cohomologiques
CohC(F1,F2)⊗ CohD(F2,F1) −→ e∗KE
qui induit une forme biline´aire
CohC(F1,F2)⊗ CohD(F2,F1) −→ H
0(E,KE)
u⊗ v 7−→ < u, v >
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6.1.9. Termes locaux de Lefschetz. — Il y a un isomorphisme
H0(E,KE)
∼
−−→
⊕
β∈π0(E)
H0(β,Kβ)
et si β ∈ π0(E), dimβ = 0, alors Kβ = Qℓ et donc H0(β,Kβ)
∼
−−→ Qℓ. On note alors
< u, v >β∈ Qℓ l’image de < u, v > par les deux applications ci dessus.
Ces termes locaux sont invariants par localisation e´tale. Cependant, en ge´ne´ral, ils ne
de´pendent pas que de la fibre des faisceaux en des points fixes.
6.1.10. Formule de Lefschetz Verdier Grothendieck. — Elle dit simplement que
l’accouplement des correspondances cohomologiques est compatible aux images directes
propres.
Plus pre´cise´ment, e´tant donne´ un diagramme commutatif dont les faces supe´rieures
et infe´rieures sont carte´siennes
C ✛ E
✠ 
 
 
✠ 
 
 
X ×X ✛ D
C ′
❄
✛ E′
b
❄
✠ 
 
 
✠ 
 
 
Y × Y
f = f1 × f2
❄
✛ D′
❄
ou` f1 et f2 sont propres. Alors, le diagramme suivant commute
CohC(F1,F2)⊗ CohD(F2,F1) ✲ H
0(E,KE)
CohC′(f1∗F1, f2∗F2)⊗ CohD′(f2∗F2, f1∗F1)
f1∗ ⊗ f2∗
❄
✲ H0(E′,KE′)
b∗
❄
soit :
< f∗u, f∗v >= b∗ < u, v >
En particulier, si X est propre sur S, si (u, v) ∈ CohC(F1,F2) × CohD(F2,F1) et si
dimE = 0 alors, u∗ ∈ Hom(RΓ(X1,F1), RΓ(X2,F2)) et v∗ ∈ Hom(RΓ(X2,F2), RΓ(X1,F1))
et
Tr(v∗ ◦ u∗) =
∑
β∈π0(E)
< u, v >β
Supposons de plus que F1 = F2 = F et que v = ∆ la correspondance diagonale.
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De´finition 6.1.3. — Nous noterons
Fix(c) = C ×X×X ∆X
et si β ∈ π0(Fix(c)), dimβ = 0 (β est un point fixe isole´)
Locβ(u) =< u,∆ >β∈ Qℓ
Ainsi, lorsque tous les points fixes sont isole´s
tr(u,RΓ(X,F)) =
∑
β∈π0(Fix(c))
Locβ(u)
6.1.11. Termes locaux na¨ıfs. — Soit u ∈ CohC(F ,F) et soit β ∈ π0(Fix(c)),dim β =
0. Soit x = c1(β) = c2(β) ∈ X et supposons c2 quasi-fini au voisinage de x.
Le morphisme u : c∗1F → c
!
2F induit par adjonction u˜ : c2!c
∗
1F → F , et c2 e´tant
quasi-fini au voisinage de x
(c2!c
∗
1F)x ≃
⊕
y∈c−12 (x)
(c∗1F)y
D’ou` un morphisme Fx = (c
∗
1F)β →֒ (c2!c
∗
1F)x qui compose´ avec u˜x donne un endomor-
phisme
uβ ∈ End(Fx)
De´finition 6.1.4. — On pose
Loc.na¨ıfβ(u) = Tr(uβ) ∈ Qℓ
6.1.12. Interpre´tation des termes locaux na¨ıfs comme de vrais termes locaux.
— Bien que Locβ(u) soit invariant par localisation e´tale, il ne de´pend pas que de la li-
mite Fc1(β) i.e. en ge´ne´ral locβ 6= Loc.na¨ıfβ.
Dans [49] il est de´montre´ que si β ve´rifie les hypothe`ses pre´ce´dentes alors le calcul de
Locβ(u) se rame`ne a` la situation suivante : j : X \{x} →֒ X est stable par c. Et qu’alors,
Locβ(u) = Locβ(j!j
∗u) + Loc.na¨ıfβ(u)
Le premier terme dans le membre de droite s’interpre´tant donc comme un terme d’erreur
par rapport au terme local na¨ıf.
Le calcul de Locβ(u) se rame`ne donc au cas ou` la fibre du faisceau est nulle.
6.1.13. Exemples. —
• Si X est lisse, F localement constant et l’intersection en β de C et ∆ est transverse
Locβ(u) = Loc.na¨ıfβ(u)
• Si X est lisse, si u est la correspondance sur le faisceau constant associe´ a` un cycle,
si β est isole´, l’application classe de cycle transformant le produit d’intersection des
cycles en cup-produit,
Locβ(u) = (C.∆)β
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6.1.14. Un lemme sur les termes locaux na¨ıfs. — Ce lemme nous servira plus
tard dans la de´monstration du the´ore`me 6.12.5.
Lemme 6.1.5. — Soit
C
(c1,c2)✲ X ×X
D
f ′
❄
(d1,d2)✲ Y × Y
f×f
❄
un morphisme de correspondances ou` les ci, di(i = 1, 2) sont finis et ou` f
′ et f sont e´tales
finis. Supposons que dimFix(D) = 0, et que
∀G ∀u ∈ CohD(G) ∀β ∈ Fix(D) Locβ(u) = Loc.na¨ıfβ(u)
Alors, dimFix(C) = 0, et
∀F ∀u ∈ CohC(F) ∀β
′ ∈ Fix(C) Locβ(u) = Loc.na¨ıfβ(u)
De´monstration. — L’assertion dimFix(C) = 0 re´sulte du fait que f ′ envoie les points
fixes de C sur ceux de D et de la finitude des fibres de f ′.
Quant a` la seconde assertion elle re´sulte facilement de l’invariance par localisation
e´tale des termes locaux de Lefschetz applique´e a` f∗F muni de la correspondance coho-
mologique f∗u et de la de´finition des termes locaux na¨ıfs.
6.2. Le the´ore`me de Fujiwara
Le the´ore`me qui suit, de´montre´ par Fujiwara dans [20], avait e´te´ conjecture´ par De-
ligne. Des re´sultats partiels avaient e´te´ obtenus par Zink ([62]) et Pink ([49]).
The´ore`me 6.2.1. — Soit
C0
(c1, c2)✲ X0
une correspondance de´finie sur Fq. Soit k|Fq et notons X = X0 ×Fq k, C = C0 ×Fq k et
Fr la correspondance de Frobenius sur X0 e´tendue a` X.
Supposons c2 quasi-fini et notons
∀β ∈ C d(β) = [k(β) : k(c2(β))]insep..long
(
Oc−12 (c2(β)),β
)
Alors, ∀N ∈ N ∀β ∈ Fix(C.FrN ), qN > d(β) =⇒ β est un points fixe isole´ et
∀F ∀u ∈ CohC.FrN (F ,F) Locβ(u) = Loc.na¨ıfβ(u)
6.3. Spe´cialisation des correspondances cohomologiques alge´briques
Soit S = Spec(O) un trait de point ge´ne´rique η et de point ferme´ s. Nous noterons
Λ un anneau de coefficients de torsion premie`re a` p ou bien Qℓ.
Nous noterons RΨη¯ (ou souvent, afin de na pas alourdir les notations, RΨ) le foncteur
des cycles e´vanescents. De meˆme, pour un morphisme f au dessus de S nous noterons
fs¯ sa fibre spe´ciale e´tendue a` s¯ et fη sa fibre ge´ne´rique (mais souvent, lorsqu’il n’y a pas
d’ambigu¨ıte´, nous noterons f pour fs¯ et fη).
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6.3.1. Re`gles de calculs sur les cycles e´vanescents. —
6.3.1.1. Image directe. — Soit f : X −→ Y au dessus de S. Il y a alors un morphisme
naturel ([13] 2.1.7.)
RΨf∗ −→ f∗RΨ
qui est un isomorphisme lorsque f est propre. Ce morphisme est bien suˆr compatible a`
la composition :
RΨ((fg)∗) == RΨ(f∗g∗) ✲ f∗RΨ(g∗)
(fg)∗RΨ
❄
================= f∗g∗RΨ
❄
est un diagramme commutatif.
6.3.1.2. Image inverse. — Pour f : X −→ Y il y e´galement un morphisme naturel ([13]
2.1.7.)
f∗RΨ −→ RΨf∗
qui est un isomorphisme lorsque f est lisse. Comme ci dessus ce morphisme est compatible
a` la composition vis a` vis de l’e´galite´ (fg)∗ = g∗f∗.
6.3.1.3. Compatibilite´ au changement de base. —
Lemme 6.3.1. — Soit
X ′
f ′✲ Y ′
X
g′
❄ f ✲ Y
g
❄
un diagramme sur S. Pour F ∈D+(Y ′,Λ) conside´rons le morphisme de changement de
base
f∗g∗F
α(F)
−−−−→ g′∗f
′∗F
Le diagramme suivant commute :
f∗g∗RΨ(F)
α(RΨ(F))✲ g′∗f
′∗RΨ(F)
f∗RΨ(g∗F)
✻
g′∗RΨ(f
′∗F)
❄
RΨ(f∗g∗F)
❄ RΨ(α(F))✲ RΨ(g′∗f
′∗F)
✻
ou` les applications verticales sont de´duites des fonctorialite´s pre´ce´dentes par image di-
recte et image inverse.
De´monstration. — Elle ne pose aucun proble`me.
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6.3.2. Spe´cialisation. — Conside´rons un diagramme au dessus de S :
C
✠ 
 
 c1 ❅❅
❅
c2
❘
X1 X2
ou` comme d’habitude c : C −→ X1 ×X2 est propre.
Fujiwara a de´fini dans [20] un morphisme de spe´cialisation des correspondances coho-
mologiques
CohCη (F1,F2) −→ CohCs¯(RΨη¯(F1),RΨη¯(F2))
La de´finition de ce morphisme utilise l’existence de l’isomorphisme RΨD ≃ DRΨ qui
se transpose mal au cadre de la ge´ome´trie rigide. Afin d’avoir une description simple
qui se transporte dans le cadre de la ge´ome´trie rigide nous allons de´crire le morphisme
de spe´cialisation dans un cadre plus restreint. Nous ferons pour cela l’hypothe`se suivante :
Hypothe`se : c1 et c2 sont propres.
Soit donc u ∈ CohCη(F1,F2), u : c
∗
1ηF1 → c
!
2ηF2. c2 e´tant propre il lui est associe´
u˜ : c2η∗c
∗
1ηF1 → F2. D’ou`
RΨη¯(u˜) : RΨη¯(c2η∗c
∗
1ηF1) −→ RΨη¯(F2)
Appliquant les diverses fonctorialite´s de RΨ et la proprete´ de c2 on obtient alors la ligne
suivante :
c2s¯∗c
∗
1s¯RΨη¯(F1) ✲ c2s¯∗RΨη¯(c
∗
1s¯F1) ✛
∼
RΨη¯(c2s¯∗c
∗
1s¯F1)
RΨη¯(u˜)✲ RΨη¯(F2)
qui fournit par adjonction un us¯ ∈ CohCs¯(RΨη¯(F1),RΨη¯(F2)) dont on peut ve´rifier qu’il
co¨ıncide avec celui de´fini par Fujiwara (nous n’utiliserons pas ce fait par la suite).
La proposition qui suit est de´montre´e par Fujiwara (proposition 1.6.1 de [20]). Ne´anmoins
nous aurons besoin de de´montrer son analogue pour les correspondances rigides. Sa
de´monstration ne s’adaptant pas dans le cadre rigide, nous donnons une de´monstration
(sous nos hypothe`ses plus restrictives) qui n’utilise pas la dualite´ D et le fait que RΨ
commute a` cette dualite´.
Remarque 6.3.2. — Si X de´signe un sche´ma formel sur S de la forme X̂/V ou` X
est un sche´ma se´pare´ de type fini sur S, et V un sous sche´ma localement ferme´ de sa
fibre spe´ciale alors, il re´sulte de l’isomorphisme de comparaison de Berkovich et de la
commutation des cycles e´vanescents alge´briques a` la dualite´ que si F de´signe un faisceau
e´tale constructible de torsion premie`re a` p sur Xe´t, il y a un isomorphisme
DRΘη¯(F
an
|Xan) ≃ RΘη¯(D(F
an
|Xan))
(on utilise e´galement la commutation deD au foncteur F 7→ Fan, confe`re [4]). Ne´anmoins,
cet isomorphisme de´pend a` priori du choix de la re´alisation de X comme le comple´te´ for-
mel d’un X le long d’un V et n’est donc pas formule´ de fac¸on intrinse`que.
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Proposition 6.3.3. — Soit un diagramme sur S
C
✠ 
 
 c1 ❅❅
❅
c2
❘
X1 X2
D
f ′
❄
✠ 
 
 d1 ❅❅
❅
d2
❘
Y1
f1
❄
Y2
f2
❄
ou` f1, f2, c1, c2, d1, d2 sont propres. Alors, le diagramme suivant commute :
CohCη(F1,F2) ✲ CohCs¯(RΨη¯(F1),RΨη¯(F2))
❅
❅
❅
fs¯∗
❘
CohDs¯(f1s¯∗RΨη¯(F1), f2s¯∗RΨη¯(F2))
 
 
 ≃ ✒
CohDη(f1η∗F1, f2η∗F2)
fη∗
❄
✲ CohDs¯(RΨη¯(f1η∗F1),RΨη¯(f2η∗F2)
De´monstration. — Soit u ∈ CohCη(F1,F2). Appliquons le lemme 6.3.1 au carre´ de
gauche et au morphisme de changement de base d∗1f1∗ −→ f
′
∗c
∗
1. On obtient un dia-
gramme commutatif
d∗1f1∗RΨ(F1) ✲ f
′
∗c
∗
1RΨ(F1)
d∗1RΨ(f1∗F1)
≃
✻
D f ′∗RΨ(c
∗
1F1)
❄
RΨ(d∗1f1∗F1)
❄
✲ RΨ(f ′∗c
∗
1F1)
≃
✻
Conside´rons maintenant le diagramme
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d2∗d
∗
1f1∗RΨ(F1) ✲ d2∗f
′
∗c
∗
1RΨ(F1) == f2∗c2∗c
∗
1RΨ(F1)
β✲ f2∗RΨ(F2)
✁
✁
✁
✁
✁
α
✁
✁
✁
✁
✁✕
d2∗d
∗
1RΨ(f1∗F1)
≃
✻
d2∗D d2∗f
′
∗RΨ(c
∗
1F1)
❄
== f2∗c2∗RΨ(c
∗
1F1)
❄
d2∗RΨ(d
∗
1f1∗F1)
❄
✲ d2∗RΨ(f
′
∗c
∗
1F1)
≃
✻
f2∗RΨ(c2∗c
∗
1F1)
≃
✻
RΨ(d2∗d
∗
1f1∗F1)
≃
✻
✲ RΨ(d2∗f
′
∗c
∗
1F1)
≃
✻
== RΨ(f2∗c2∗c
∗
1F1)
≃
✻
✲ RΨ(f2∗F2)
≃
✻
Le carre´ en haut a` gauche est obtenu en appliquant d2∗ a` D. Il commute donc. L’ap-
plication α est e´gale a` f2∗RΨ(u˜) (ou` u˜ : c2∗c
∗
1F1 → F2). L’application β est de´finie a`
partir de α de telle manie`re que le triangle supe´rieur commute.
L’autre triangle (ou plutoˆt trape`ze) et tous les autres rectangles dans le diagramme
commutent car ils sont tous associe´s a` des cas de fonctorialite´ par image directe ou
inverse des cycles e´vanescents (cf. 6.3.1).
On en de´duit donc que le grand rectangle exte´rieur commute.
Le re´sultat s’en de´duit car en parcourant la ligne du haut on obtient l’image directe de
la correspondance spe´cialise´e tandis qu’en joignant les deux sommets du haut en passant
par les trois autres cote´s on obtient la spe´cialisation de l’image directe.
Corollaire 6.3.4. — Si X1/S et X2/S sont propres alors la suite spectrale des cycles
e´vanescents est e´quivariante pour l’action de us¯ sur le terme initial et de u sur l’abou-
tissement : le diagramme suivant commute
RΓ(X1s¯,RΨη¯(F1))
∼✲ RΓ(X1η¯, F¯1)
RΓ(X2s¯,RΨη¯(F2))
(us¯)∗
❄ ∼✲ RΓ(X2η¯, F¯2)
u¯∗
❄
6.4. Cycles e´vanescents analytiques rigides
6.4.1. Rappels. — Soit X un sche´ma formel localement formellement de type fini sur
Spf(O) de fibre ge´ne´rique Xan et de fibre spe´ciale Xs.
Il y a un isomorphisme de sites :
(Xs)e´t
∼
−−→ Xe´t
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Si de plus U/X est e´tale, Uan/Xan est quasi-e´tale. On a donc un diagramme de sites
(Xs)e´t ===== Xe´t ✛
ν
Xanq−e´t
µ✲ Xane´t
Rappelons (meˆme si nous ne l’utiliserons pas dans la suite) que Xanq−e´t ≃ X
rig
e´t et que
µ∗ : X˜ane´t −→ X˜
an
q−e´t est pleinement fide`le d’image essentielle les faisceaux surconvergents
sur Xrige´t .
Berkovich pose alors ([3],[5])
Θ = ν∗µ
∗ : ˜(Xan)e´t −→ (˜Xs)e´t
Si ˆ¯η de´signe le comple´te´ de η¯ il y a e´galement un foncteur
Θη¯ : ˜(Xan)e´t −→ ˜(Xan⊗ˆˆ¯η)e´t −→ (˜Xs¯)e´t
obtenu graˆce a` l’extension des scalaires de η a` ˆ¯η.
Soit Λ un anneau local artinien de torsion premie`re a` p. Nous conside´rerons
RΘη¯ : D
+(Xan,Λ) −→D+(Xs¯,Λ)
RΘη¯(F) est muni d’une action de Gal(η¯|η) compatible a` celle sur Xs¯.
Rappelons le the´ore`me de Berkovich
The´ore`me 6.4.1 ([5]). — Soit X/S un sche´ma de type fini et Y ⊂ Xs un sous-sche´ma
localement ferme´ de sa fibre spe´ciale. Pour tout faisceau e´tale abe´lien constructible F de
torsion premie`re a` p, ∀q ∈ N il existe un isomorphisme canonique :
RqΨη¯(F)|Y
∼
−−→ RqΘη¯(F̂/Y )
ou` F̂/Y de´signe la restriction de F
an sur Xanη au domaine analytique (X̂/Y )
an →֒ Xanη .
Rappelons comment est construit ce morphisme. Commenc¸ons par construire un mor-
phisme
Ψη¯(F)|Y −→ Θη¯(F̂/Y )
Ψη¯(F)|Y est le faisceau associe´ au pre´faisceau qui a` un U/Ys¯ e´tale associe lim
−→
D
F¯(Vη)
ou` la limite inductive est prise selon les diagrammes D suivants
U ✲ V
Ys¯
❄
⊂ ✲ Xs¯ ✲ X¯
e´tale
❄
Θη¯(F̂/Y ) est le faisceau qui a` U/Ys¯ e´tale associe Γ(U˜
an, F¯an) ou` U˜/X̂/Y est l’unique
rele`vement e´tale de U et U˜an/Xanˆ¯η est quasi-e´tale (rappelons que si A
p
−→Xan est quasi-
e´tale et G est un faisceau sur Xane´t , Γ(Ae´t, p
∗G) = Γ(Aq−e´t, µ
∗G)).
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Soit donc maintenant D un diagramme comme pre´ce´demment et s ∈ Γ(Vη, F¯). Le
diagramme D et la proprie´te´ de rele`vement unique des morphismes e´tales via a` vis des
immersions nilpotentes implique qu’il existe un unique morphisme
U˜
a✲ V̂/Y
✠ 
 
 
X̂/Y
❄
d’ou` un morphisme
Γ(Vη, F¯
an)
restriction✲ Γ(V̂ an/Y , F¯
an)
a∗✲ Γ(U˜an, F¯an)
L’image de s par ce compose´ est l’image par le morphisme que l’on voulait de´crire au
niveau des pre´faisceaux. Il induit le morphisme cherche´ au niveau des faisceaux.
Si α : Ys¯ →֒ Xs¯ et β : (X̂/Y )
an ⊂ (Xη)
an il y a donc un morphisme
α∗Ψη¯ −→ Θη¯β
∗
D’ou` un morphisme
α∗RΨη¯ −→ RΘη¯β
∗
Et le the´ore`me de Berkovich implique qu’il s’agit d’un isomorphisme dans la cate´gorie
de´rive´e D+c (Xs¯,Λ).
6.4.2. Comparaison avec les cycles e´vanescents adiques. — A un sche´ma for-
mel X/S se´pare´ localement formellement de type fini est associe´ un espace adique Xrig
note´ d˜(X) par Huber (confe`re l’appendice E). Celui ci est muni d’un morphisme de
spe´cialisation λ˜ : X −→ Xs. Ce morphisme induit un morphisme de topos
(Xrig)e´t −→ Xe´t
Avec les notations pre´ce´dentes, les faisceaux e´tales abe´liens sur Xrig s’identifient aux
faisceaux sur le site quasi-e´tale de Xan et ce morphisme de sites n’est rien d’autre que
le morphisme ν de´fini pre´ce´demment. Huber de´finit alors les cycles e´vanescents adiques
(confe`re par exemple [30] 3.12) pour un faisceau F sur (Xrig)e´t comme e´tant Rλ˜∗F . Du
point de vue analytique, les cycles e´vanescents adiques ne sont donc rien d’autre que les
Rν∗F .
Les cycles e´vanescents adiques et analytiques co¨ıncident au sens ou` l’on a avec les iden-
tifications pre´ce´dentes entre le site quasi-e´tale analytique et le site e´tale adique l’e´galite´
∀F ∈D+(Xan,Λ) RΘ(F) = Rλ˜∗(µ∗F)
Il suffit pour cela de montrer que R(ν∗µ∗) = Rν∗ ◦ µ∗. Or, il re´sulte par exemple du
the´ore`me 3.3 de [3] que µ∗ envoi les faisceaux mous sur des faisceaux ν∗-acycliques, d’ou`
le re´sultat.
Nous n’utiliserons que le point de vue des cycles e´vanescents de Berkovich, mais faisons
remarquer au lecteur que Huber posse`de des the´ore`mes de comparaison et de finitude
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plus ge´ne´raux que ceux de´duits du the´ore`me de comparaison de Berkovich (proposition
3.11 et proposition 3.15 de [30]).
6.4.3. Fonctorialite´ de RΘη¯ et de l’isomorphisme de comparaison. —
6.4.3.1. Image directe. — Soit f : X −→ Y un morphisme de sche´mas formels for-
mellement de type fini sur S. Il y a alors un isomorphisme naturel ([5], corollaire 2.3
(ii))
RΘη¯f
an
∗
∼
−−→ fs¯∗RΘη¯
D’ou` en particulier une suite spectrale des cycles e´vanescents pour tout X :
RΓ(Xs¯,RΘη¯(F)) ≃ RΓ(X
an⊗ˆˆ¯η, F¯)
Lemme 6.4.2. — Soit f : X −→ Y un morphisme de sche´mas de type fini sur S.
Soient W0 ⊂ Ys et W1 ⊂ Xs deux sous-sche´mas ferme´s tels que W1red ⊂ f
−1(W0)red. Le
morphisme f induit donc un morphisme fˆ : X̂/W1 −→ Ŷ/W0. Soit F ∈ D
+(Xη ,Λ). Il y
a alors un diagramme commutatif
RΨη¯(fη∗F)|W0
✲ RΘη¯
(
(fˆan)∗F̂/W1
)
(fs¯∗RΨη¯(F))|W0
❄
✲ fˆs¯∗RΘη¯
(
F̂/W1
)
≃
❄
De´monstration. — Le diagramme s’inse`re dans le grand diagramme suivant dont on doit
montrer qu’il est commutatif
RΨη¯(fη∗F)|W0
A≃✲ RΘη¯((̂fη∗F)/W0)
RΘ(α)≃ ✲ RΘη¯
(
(fanη∗ F
an)
|(Ŷ/W0 )
an
)
RΘ(β)✲ RΘη¯
(
fˆan∗ (F
an
|X̂an
/W1
)
)
(fs¯∗RΨη¯(F))|W0
❄
γ ✲ (fs¯|W1)∗
(
RΨη¯(F)|W1
) B≃ ✲ fˆs¯∗RΘη¯ (Fan|(X̂/W1 )an
)
≃
❄
ou` α est induit par l’isomorphisme de changement de base associe´ au diagramme de
sites (corollaire 7.5.3 de [2])
Xanη,e´t
✲ Xη,e´t
Y anη,e´t
❄
✲ Yη,e´t
❄
β et γ sont des applications de changement de base associe´es a` des restrictions, A et B
sont induites par l’isomorphisme de Berkovich, et les deux applications verticales sont
induites par la fonctorialite´ de RΨ, resp. RΘ, vis a` vis de l’image directe.
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Soient a : W0 →֒ Y et b : (X̂/W1)
an →֒ Xanη . On doit ve´rifier que deux applications
naturelles
a∗RΨη¯Rfη∗
✲✲ Rfs¯∗RΘη¯b
∗
co¨ıncident. Or, b e´tant une quasi-immersion, b∗ envoie les faisceaux mous sur des faisceaux
mous qui sont eux meˆmes Θη¯ acycliques. De plus, Θη¯ envoie les faisceaux mous sur des
faisceaux flasques (proposition 2.2 de [5]). Donc,
R(fs¯∗Θη¯b
∗) = Rfs¯∗RΘη¯b
∗
Il est e´galement clair que R(a∗Ψη¯fη∗) = a
∗RΨη¯Rfη∗. On ve´rifie alors aussitoˆt que les
deux applications naturelles sont induites par de´rivation des deux applications naturelles
a∗Ψη¯fη∗
✲✲ fs¯∗Θη¯b
∗
Dont on doit donc montrer qu’elles sont e´gales. Il faut donc montrer que le diagramme
commute sans foncteur de´rive´s et pour un faisceau F . Il suffit pour cela de de´montrer
que le diagramme commute au niveau des pre´faisceaux de´finissant les cycles e´vanescents.
Soit donc U/W0s¯ e´tale et s ∈ Γ(U,Ψη¯(fη∗F)|W0). Cette section est donne´e par un germe
de diagramme
U ✲ V
W0s¯
❄
⊂ ✲ Ys¯ ⊂ ✲ Y¯
e´tale
❄
et une section
t ∈ Γ(Vη¯ , fη∗F) = Γ(Vη¯, fη¯∗F¯) = Γ(f
−1
η¯ (Vη¯), F¯) = Γ(f
−1(V )η¯, F¯)
La section image de s par les trois application horizontales du haut est une section t′ ∈
Γ(W0s¯,Θη¯(fˆ
an
∗ (F
an
|X̂an
/W1
)) qui se de´crit ainsi : comme dans le 6.4.1 il y a des diagrammes
U˜ ✲ V̂/W0 U˜
an ✲ V̂ an/W0
✠ 
 
  et
✠ 
 
 
Y/W0
❄
Y an/W0
❄
Il y a donc un morphisme ξ : (fan)−1(U˜an) −→ (fan)−1(V̂ an/W0). La section t donne une
section u de Γ((fan)−1(U˜an), F¯an) par les applications
Γ(f−1(V )η¯, F¯) ✲ Γ(f
−1(V )anˆ¯η , F¯
an) ✲ Γ((fan)−1(V̂ an/W0), F¯
an)
ξ∗✲ Γ((fan)−1(U˜an), F¯an)
or, on a l’e´galite´
Γ((fan)−1(U˜an), F¯an) = Γ(U˜an, fˆan∗ (F
an
|X̂an
/W1
))
l’image de cette section u par l’application de spe´cialisation
Γ(U˜an, fˆan∗ (F
an
|X̂an
/W1
)) −→ Γ(U,Θη¯(fˆ
an
∗ (F
an
|X̂an
/W1
))
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est t′. De plus, Γ(U, fˆs¯∗Θη¯(F
an
|(X̂/W1 )
an
) = Γ(f−1|W1(U),Θη¯(F
an
|(X̂/W1 )
an
)), et il y a des dia-
grammes
U1 = (f|W1)
−1(U) ✲ f−1(V ) U˜1 ✲ f
−1(V )/W1
✠ 
 
 
W1s¯
❄
⊂ ✲ Xs¯ ⊂ ✲ X¯
e´tale
❄
X̂/W1
❄
Par de´finition de l’application de commutation naturelle des cycles e´vanescents analy-
tiques a` l’image directe, l’image de t′ par l’application verticale de droite dans le grand
diagramme est l’image de u par la compose´e
Γ((fan)−1(U˜an), F¯an) −→ Γ(U˜1
an
, F¯an) −→ Γ(U1,Θη¯(fˆ
an
∗ (F
an
|X̂an
/W1
)))
ou` la dernie`re application est l’application de spe´cialisation associe´e aux deux dia-
grammes ci dessus. Cela donne une description de l’image de t en parcourant le grand
diagramme par le haut puis par l’application verticale de droite.
De´crivons l’image de t de l’autre manie`re.
L’image de t par l’application verticale de gauche compose´e avec l’application γ dans
le grand diagramme est donne´e par son image par la compose´e compose´e
Γ(f−1(V )η¯, F¯) −→ Γ(U1,Ψη¯(F)) = Γ(U, (fs¯|W1)∗Ψη¯(F)|W1)
ou` l’application du milieu est l’application de spe´cialisation associe´e au diagramme de
gauche ci dessus. Par de´finition de l’isomorphisme de Berkovich, l’image de t, par le
second chemin, dans Γ(U, (fˆs¯)∗Θη¯(F
an
|X̂an
/W1
)) = Γ(U1,Θη¯(F
an
|X̂an
/W1
)) est l’image de t par la
compose´e
Γ(f−1(V ), F¯) −→ Γ(f−1(V )an, F¯an) −→ Γ(U˜1
an
, F¯an) −→ Γ(U1,Θη¯(F
an
|X̂an
/W1
))
ou` la dernie`re application est l’application de spe´cialisation.
Le fait que ces deux descriptions donnent la meˆme image est alors clair une fois que
l’on mes bout a` bout les diffe´rents morphismes de´crits.
Corollaire 6.4.3. — Dans le lemme pre´ce´dent, supposons Y = S et f propre. Il y a
alors un morphisme Galois e´quivariant de suite spectrale des cycles e´vanescents
Hp(Xs¯, R
qΨη¯F) ========⇒ H
p+q(Xη¯ ,F)
Hp(W1s¯, R
qΨη¯F)
❄
==⇒ Hp+q((X̂/W1)
an⊗ˆˆ¯η,Fan)
❄
6.4.3.2. Image inverse. — Soit f : X −→ Y. Il y a alors un morphisme naturel
f∗RΘ −→ RΘf∗
de´fini par adjonction graˆce a` l’isomorphisme f∗RΘf
∗ ≃ RΘf∗f∗ et l’application d’ad-
jonction Id→ f∗f
∗.
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Le morphisme se de´crit ainsi au niveau de la cohomologie : une section de f∗RqΘη¯F
est donne´e e´tale localement par un U/Xs¯ e´tale, par un diagramme
U ✲ Xs¯
V
❄
✲ Ys¯
f
❄
ou` V/Ys¯ est e´tale, et une section t ∈ H
q(V˜ an,Fan). Le diagramme se rele`ve en
U˜an ✲ Xan
V˜ an
❄
✲ Yan
f
❄
et l’image re´ciproque de t par l’application verticale de gauche donne un e´le´ment de
Hq(U˜an, f∗F), ce qui conclut la description de notre morphisme.
Lemme 6.4.4. — Plac¸ons nous dans le cadre du lemme 6.4.2. Il y a alors un dia-
gramme commutatif
(f∗RΨη¯(F))|W1
✲ fˆ∗s¯RΘη¯(F̂/W0)
RΨη¯(f
∗F)|W1
❄
✲ RΘη¯
(
fˆan∗(F̂/W0)
)❄
ou` les deux applications verticales sont celles associe´es a` la fonctorialite´ de RΨ et RΘ
pour f∗.
De´monstration. — Le diagramme s’inse`re dans le diagramme suivant
(f∗RΨη¯(F))|W1 ==== (f|W1)
∗
(
RΨη¯(F)|W0
) A ∼✲ (fˆs¯)∗RΘη¯(F̂/W0)
RΨη¯(f
∗F)|W1
❄ B ∼ ✲ RΘη¯(f̂∗F/W1) ======= RΘη¯
(
fˆan∗(F̂/W0)
)❄
ou` A est induit par l’isomorphisme de Berkovich et B est l’isomorphisme de Berkovich.
On doit montrer que deux morphismes
(f∗RΨη¯(F))|W1
✲✲ RΘη¯
(
fˆan∗(F̂/W0)
)
co¨ıncident. Soient a :W1 →֒ Xs et b : (Ŷ/W0)
an →֒ Y anη . On a donc deux morphismes
a∗f∗RΨ ✲✲ RΘfˆ∗b∗
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Rappelons que RΘ = (Rν∗) ◦ µ
∗. Se donner deux tels morphismes e´quivaut donc par
adjonction a` se donner deux morphismes
ν∗a∗f∗RΨ ✲✲ µ∗fˆ∗b∗
Ce qui revient a` se donner deux morphismes
ν∗a∗f∗Ψ ✲✲ µ∗fˆ∗b∗
ou encore deux morphismes
a∗f∗Ψ ✲✲ Θfˆ∗b∗
On s’est donc ramene´ a` ve´rifier la commutativite´ du diagramme dans le cas ou` il n’y a
plus de foncteurs de´rive´s, ce qui est facile en utilisant la de´finition de l’isomorphisme de
Berkovich.
6.4.3.3. Compatibilite´ au changement de base. — Idem. cas alge´brique.
6.5. Correspondances cohomologiques analytiques rigides
Λ de´signe un anneau de coefficients de torsion premie`re a` p.
6.5.1. De´finition. — Soit
C
✠ 
 
 c1 ❅❅
❅
c2
❘
X1 X2
un diagramme d’espaces analytiques de Berkovich sur η, et (F1,F2) ∈ D
+(X1,Λ) ×
D+(X2,Λ).
De´finition 6.5.1. —
CohC(F1,F2) = Hom(c2∗c
∗
1F1,F2)
6.5.2. Restriction a` un domaine analytique. — Soient U1 ⊂ X1, U2 ⊂ X2 deux
domaines analytiques localement ferme´s tels que c−12 (U2) ⊂ c
−1
1 (U1). Conside´rons la
correspondance
c−12 (U2)
✠ 
 
 
 
c′1
❅
❅
❅
❅
c′2
❘
U1 U2
Soit u ∈ CohC(F1,F2). Conside´rons le diagramme
c−12 (U2)
⊂
b✲ C
U2
c′2
❄
⊂
a✲ X2
c2
❄
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duquel il re´sulte un isomorphisme de changement de base a∗c2∗
∼
−−→ c′2∗b
∗.
La restriction de u est alors de´finie par la composition suivante
res(u) :c′2∗c
′
1
∗
(F1|U1) = c
′
2∗b
∗c∗1F1 ✛
∼
a∗c2∗c
∗
1F1
a∗u✲ a∗F2 = F2|U2
res(u) ∈ Cohc−12 (U2)
(F1|U1 ,F2|U2) et cela de´finit un morphisme
CohC(F1,F2) −→ Cohc−12 (V2)
(F1|U1 ,F2|U2)
6.5.3. Image directe. — Soit un diagramme d’espaces analytiques
C
✠ 
 
 
 
c1
❅
❅
❅
❅
c2
❘
X1 X2
D
f ′
❄
✠ 
 
 
 
d1
❅
❅
❅
❅
d2
❘
Y1
f1
❄
Y2
f2
❄
et soit u ∈ CohC(F1,F2). On de´finit f∗u de la fac¸on suivante
f∗u :d2∗d
∗
1f1∗F1 ✲ d2∗f
′
∗c
∗
1F1 == f2∗c2∗c
∗
1F1
f2∗u✲ f2∗F2
ou` la premie`re application est de´duite du morphisme de changement de base associe´ au
losange de gauche.
On a donc une application :
CohC(F1,F2) −→ CohD(f1∗F1, f2∗F2)
D’ou` en particulier une action sur la cohomologie :
CohC(F1,F2) −→ Hom(RΓ(X1,F1), RΓ(X2,F2))
qui est de´finie ainsi :
u∗ :RΓ(X1,F1)
c∗1✲ RΓ(C, c∗1F1)
∼✲ RΓ(X2, c2∗c
∗
1F1) ✲ RΓ(X2,F2)
Ces images directes sont compatibles a` la restriction en un sens facile a` de´finir.
6.5.4. Analytification d’une correspondance alge´brique. — Soit
C
(c1,c2)
−−−−→ X1 ×X2
une correspondance alge´brique avec c1 propre.
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Soit u ∈ CohC(F1,F2) une correspondance cohomologique alge´brique ou` (F1,F2) ∈
D+c (X1,Λ) ×D
+
c (X2,Λ). Il lui est associe´ un morphisme u˜ : c2∗c
∗
1F1 −→ F2. u
an est
alors de´finie ainsi :
uan : can2∗ c
an∗
1 F
an
1 ======= c
an
2∗ (c
∗
1F1)
an ✛ ∼ (c2∗c
∗
1F1)
an u˜
an
✲ Fan2
ou` l’isomorphisme du milieu des l’isomorphisme de changement de base du corollaire
7.5.3 de [2]. D’ou` un morphisme
CohC(F1,F2) −→ CohCan(F
an
1 ,F
an
2 )
On ve´rifie facilement que ce morphisme d’analytification est compatible aux images
directes propres.
6.6. Spe´cialisation des correspondances cohomologiques analytiques rigides
6.6.1. De´finition. — Soit
C
✠ 
 
 
 
c1
❅
❅
❅
❅
c2
❘
X1 X2
un diagramme de sche´mas formels localement formellement de type fini sur S, c’est a`
dire une correspondance formelle. Soit u ∈ CohCan(F1,F2). La correspondance spe´cialise´e
us¯ est de´finie ainsi :
us¯ :c2∗c
∗
1RΘη¯(F1) ✲ c2∗RΘη¯(c
∗
1F1) ✛
∼
RΘη¯(c2∗c
∗
1F1)
RΘ(u)✲ RΘη¯(F2)
ou` l’on a utilise´ les diverses fonctorialite´s de RΘ. Cela de´finit un morphisme :
CohCan(F1,F2) −→ CohCs¯(RΘη¯(F1),RΘη¯(F2))
6.6.2. Compatibilite´ a` l’image directe. — Conside´rons la proposition 6.3.3 dans
le cadre rigide en ne faisant aucune hypothe`se de proprete´ sur les morphismes. Sa
de´monstration s’adapte alors automatiquement au cas rigide en changeant Ψ en Θ et
en remarquant que toutes les hypothe`ses de proprete´ sont inutiles puisque Θ, contraire-
ment a` Ψ, commute toujours aux images directes (il faut bien suˆr utiliser les diffe´rentes
fonctorialite´s e´tablies pour RΘη¯ pour adapter la de´monstration).
On en de´duit donc la compatibilite´ entre image directe quelconque et spe´cialisation
dans le cas analytique rigide.
6.7. Compatibilite´ entre les spe´cialisations alge´briques et analytiques rigides
Soit une correspondance sur alge´brique S
C
(c1, c2)✲ X1 ×X2
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ou` l’on suppose que c1 et c2 sont propres. Soient V1 ⊂ X1s et V2 ⊂ X2s deux sous-sche´mas
ferme´s de leur fibre spe´ciale. Supposons
c−12 (V2) ⊂ c
−1
1 (V1)
d’ou` une correspondance sur s
c−12 (V2)
(c′1, c
′
2)✲ V1 × V2
et une correspondance formelle
C
(cˆ1, cˆ2)✲ X1 × X2
ou` C = Ĉ/c−12 (V2)
, X1 = X̂1/V1 , X2 = X̂2/V2 .
Proposition 6.7.1. — Soient (F1,F2) ∈D
+
c (X1,Λ)×D
+
c (X2,Λ). Le diagramme sui-
vant commute
CohCη (F1,F2)
analytification ✲ CohCanη (F
an
1 ,F
an
2 )
restriction ✲ CohCan(F̂1/V1 , F̂2/V2)
CohCs¯(RΨη¯(F1),RΨη¯(F2))
sp
❄
restriction✲ Cohc−12 (V2)
(RΨη¯(F1)|V1 ,RΨη¯(F2)|V2)
∼ ✲ CohCs¯(RΘη¯(F̂1/V1),RΘη¯(F̂2/V2))
sp
❄
De´monstration. — Soit u ∈ CohCη (F1,F2) et notons u˜ : c2∗c
∗
1F1 −→ F2 le morphisme
associe´ par adjonction. La de´monstration consiste a` appliquer la compatibilite´ de l’iso-
morphisme de comparaison avec les deux cas de fonctorialite´ pour les cycles e´vanescents.
Appliquons le lemme 6.4.4 a` F1 et
c−12 (V2)
⊂ ✲ C
V1
c′1
❄
⊂ ✲ X1
c1
❄
On obtient alors un diagramme
c′1
∗ (
RΨ(F1)|V1
) ∼ ✲ (cˆ1s¯)∗RΘ(F̂1/V1)
D
RΨ(c∗1F1)|c−12 (V2)
❄
✲ RΘ((cˆan1 )
∗F̂1/V1)
❄
6.8. RE´SUME´ DES DIFFE´RENTES FONCTORIALITE´S 103
Conside´rons maintenant le diagramme suivant
c′2∗c
′
1
∗ (
RΨ(F1)|V1
) ∼ ✲ c′2∗(cˆ1s¯)∗RΘ(F̂1/V1)
c′2∗D
c′2∗RΨ(c
∗
1F1)|c−12 (V2)
❄
✲ cˆ2s¯∗RΘ((cˆ
an
1 )
∗F̂1/V1)
❄
(c2∗RΨ(c
∗
1F1))|V2
≃
✻
cˆ2s¯∗RΘ
(
(ĉ∗1F1)/V1
)≃
✻
RΨ(c2∗c
∗
1F1)|V2
≃
✻
✲ RΘ
(
cˆan2∗ (ĉ
∗
1F1)/V1
)≃
✻
◗
◗
◗
◗
◗
◗
◗s
RΘ
(
̂c2∗c∗1F1/V2
)≃ ❄ RΘ(u˜an|Xan2 )✲ RΘ(F̂2/V2)
ou` le deuxie`me rectangle commute graˆce au lemme 6.4.2.
Le re´sultat s’en de´duit, car les deux e´le´ments de CohCan(RΘ(F̂1/V1),RΘ(F̂2/V2)) as-
socie´s se de´duisent de ce diagramme en le parcourant du sommet en haut a` droite vers
l’e´le´ment en bas a` droite des deux fac¸ons possibles en suivant les bords du diagramme.
6.8. Re´sume´ des diffe´rentes fonctorialite´s
Supposons nous donne´ un morphisme de correspondances sur S
C
(c1, c2)✲ X1 ×X2
D
f ′
❄ (d1, d2)✲ Y1 × Y2
f1 × f2
❄
Soient W1 ⊂ Y1,W2 ⊂ Y2 deux ferme´s tels que d
−1
2 (W2) ⊂ d
−1
1 (W1). Soient Vi =
f−1i (Wi), i = 1, 2 et supposons que c
−1
2 (V2) ⊂ c
−1
1 (V1).
Soient C = Ĉ/c−12 (V2)
,Xi = X̂/Vi , i = 1, 2. Soient D = D̂/d−12 (W2)
,Yi = Ŷi/Wi , i = 1, 2.
Il y a donc un morphisme de correspondances formelles
C
(cˆ1, cˆ2)✲ X1 × X2
D
fˆ ′
❄ (dˆ1, dˆ2)✲ Y1 ×Y2
fˆ1 × fˆ2
❄
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Qui induit un morphisme de correspondances analytiques.
Soient (F1,F2) ∈ D
+
c (X1,Λ) × D
+
c (X2,Λ). Supposons que c1, c2, d1, d2, f1, f2 sont
propres.
Le diagramme de la page suivante est alors commutatif.
6
.8
.
R
E´
S
U
M
E´
D
E
S
D
IF
F
E´
R
E
N
T
E
S
F
O
N
C
T
O
R
IA
L
IT
E´
S
1
0
5
CohCs¯(RΨF1,RΨF2)
restriction+isomorphisme de Berkovich ✲ CohCs¯(RΘF̂1/V1 ,RΘF̂2/V2)
CohCη (F1,F2)
analytification+ restriction ✲
spe´
cia
lis
ati
on
✲
fs¯∗+
commutation de
l’image directe propre a` RΨ
CohCan(F̂1/V1 , F̂2/V2)
spe´
cial
isat
ion
✲
CohDs¯(RΨf1∗F1,RΨf2∗F2)
❄
restriction+isomorphisme de Berkovich ✲ CohDs¯(RΘf̂1∗F1/W1 ,RΘf̂2∗F1/W2)
f ′s¯∗+
commutation de
l’image directe a` RΘ
❄
CohDη (f1∗F1, f2∗F2)
fη∗
❄
analytification+ restriction ✲
spe´
cia
lis
ati
on
✲
CohDan(f̂1∗F1/W1 , f̂2∗F1/W2)
fˆan∗
❄
spe´
cial
isat
ion
✲
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6.9. Des coefficients de torsion aux coefficients ℓ-adique
Oublions dans cette section les notations pre´ce´dentes et reprenons les notations de
l’appendice F : en particulier k est un corps value´ complet, Λ un anneau de valuation
discre`te complet dont nous noterons KΛ le corps des fractions. Soit X un k-espace
analytique ou bien un espace adique sur Spa(k, k0). En ge´ne´ral les groupes de cohomologie
e´tale Λ-adique
H•(X,Λ)
ne sont pas de´finis : il n’y a aucune de´finition intrinse`que qui fasse que ces groupes
ve´rifient de bonnes proprie´te´s. Nous allons voir cependant que dans certains cas, lorsque
certaines proprie´te´s de finitude sont satisfaites, on peut donner une de´finition ad-hoc des
H•(X,Λ) satisfaisante.
De´finition 6.9.1. — Soit q ∈ N. Soit F = (Fn)n ∈ Λ• − Fsc/Xe´t . Supposons que
(Hq(X,Fn))n∈N soit un syste`me A.R. Λ-adique de type fini. On posera alors
Hq(X,F) = lim
←−
n∈N
Hq(X,Fn)
un Λ-module de type fini.
Cette de´finition est justifie´e par la proposition suivante :
Proposition 6.9.2. — Supposons X lisse sur k (ou sur Spa(k, k0) dans le cas adique)
de dimension pure d . Soit F = (Fn)n ∈ Λ• − Fsc/Xe´t localement constant. Soit Fˇ le
syste`me local dual. Supposons que ∀q ∈ N les syste`mes(
Hqc (X⊗ˆ
ˆ¯k,Fn)
)
n∈N
et
(
Hq(X⊗ˆˆ¯k, (Fˇ)n)
)
n∈N
sont A.R. Λ-adiques de type fini et que l’application
Hqc (X⊗ˆ
ˆ¯k,F) −→ lim
←−
n∈N
Hqc (X⊗ˆ
ˆ¯k,Fn)
est un isomorphisme.
Il y a alors un isomorphisme canonique de dualite´ de Poincare´
(Hqc (X,F) ⊗Λ KΛ)
∗ ∼−−→ H2d−q(X, Fˇ)(d) ⊗Λ KΛ
De´monstration. — Nous allons appliquer le formalisme de Ekedahl [17] dont nous uti-
liserons librement les notations. Soit f : X⊗ˆˆ¯k −→ M(ˆ¯k) (resp. Spa(ˆ¯k, ˆ¯k
0
) dans le cas
adique). Il y a alors un foncteur (section 5 de [17])
Rf! : D(T − Λ) −→ D(S − Λ)
ou` T est le topos X˜e´t et S le topos ponctuel
˜
M
(
ˆ¯k
)
e´t
(resp. Spa(ˆ¯k, ˆ¯k
0
)˜e´t) ve´rifiant
(confe`re par exemple la fin de l’e´nonce´ du (iii) du the´ore`me 6.3 de [17])
∀n ∈ N Λ/mn
L
⊗Λ (Rf!F) = RΓc(X⊗ˆ
ˆ¯k,Fn) ∈D
+((X⊗ˆˆ¯k)e´t,Λ/m
n)
(Ce foncteur est a` distinguer du foncteur RΓc(X,−) introduit dans l’appendice F) Le
topos ponctuel S ve´rifie les hypothe`ses du paragraphe 7 de [17]. Rf! est de dimension
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cohomologique finie (Rif! s’annule en dimension supe´rieure a` 2d pour les coefficients de
torsion ( [28] 5.3.8, [2] 5.3.11). Donc, d’apre`s les hypothe`ses faites
Rf!F ∈D
b
c(S − Λ)
D’apre`s le the´ore`me 7.1 de [17] il y a une e´quivalence de cate´gories
Dbc(S − Λ)
Rπ∗✲✛
Lπ∗
Dbtype fini(Λ−mod)
ou` π∗ est le foncteur lim
←−
, π∗ le foncteur M 7→ (M ⊗ Λ/mn)n∈N, et Rπ∗ et Lπ∗ sont
quasi-inverses l’un de l’autre. Donc,
Rf!F ≃ Lπ
∗(Rπ∗Rf!F)
=
(
Λ/mn
L
⊗Λ Rπ∗Rf!F
)
n∈N
≃
(
RΓc(X⊗ˆˆ¯k,Fn)
)
n∈N
Soit M• = Rπ∗(Rf!F). La suite spectrale
Eij2 = R
iπ∗
(
(Hjc (X⊗ˆ
ˆ¯k,Fn)n∈N
)
=⇒ H i+j(M•)
ve´rifie Eij2 = 0 si i 6= 0 car par hypothe`se le syste`me (H
j
c (X⊗ˆ
ˆ¯k,Fn))n∈N est A.R. Λ-
adique. Donc,
Hj(M•) ≃ lim
←−
n∈N
Hjc (X,Fn)
Comme dans le paragraphe 6 de [17], utilisant les proprie´te´s de finitude de la dimension
cohomologique de f!, on peut de´finir f
!Λ ∈D(T −Λ). Il re´sulte du the´ore`me de dualite´
de Poincare´ pour les coefficients de torsion ( the´ore`me 7.3.1 de [2] dans le cas analytique
et the´ore`me 7.5.3 de [28] dans le cas adique) que f !Λ ≃ Λ(d)[2d]. En effet, le morphisme
trace pour les coefficients de torsion Rf!f∗(−)(d)[2d] → (−) s’e´tend naturellement en
une application de foncteurs de Db(S −Λ) dans Db(S −Λ) qui de´finit par adjonction un
morphisme f∗(−)(d)[2d] → f !(−) dans Db(T − Λ). Ce morphisme est un isomorphisme
puisqu’apre`s application du foncteur conservatif −
L
⊗Λ/m on obtient l’isomorphisme dans
le cas de torsion (graˆce au 6.3. (iii) de [17]). La dualite´ de Verdier Λ-adique (isomorphisme
6.1 de [17]) donne alors un isomorphisme
RHom(Rf!F ,Λ•) ≃ RHom(F ,Λ•(d)[2d])
Le premier terme s’identifie via l’e´quivalence de cate´gories ci dessus a`
RHomΛ(M
•,Λ)
quant au second a`
Rf∗(Fˇ(d)[2d])
qui, comme pre´ce´demment pour Rf!, est e´gal a`
(RΓ(X,Fn))n∈N
108 CHAPITRE 6. FORMULE DE LEFSCHETZ SUR LA FIBRE SPE´CIALE
Graˆce a` l’hypothe`se que ∀j, (Hj(X, Fˇn))n est un syste`me A.R. Λ-adique de type fini, si
N• = Rπ∗Rf∗Fˇ(d)[2d]
alors
∀j Hj(N•) = lim
←−
n∈N
H2d+j(X, Fˇ )(d)
On obtient (toujours graˆce a` l’e´quivalence du the´ore`me 7.1 de [17]) donc
RHomΛ(M•,Λ) ≃ N•
dans la cate´gorie de´rive´e borne´e des complexes de Λ-modules a` cohomologie de type fini.
Si W est un Λ-module de type fini,
ExtiΛ(W,Λ) =
{
HomΛ(Wtorsion,KΛ/Λ) si i = 1
0 si i ≥ 2
La suite spectrale
Eij2 = Ext
i
Λ(H
−j(M•),Λ) =⇒ H i+j(N•)
de´ge´ne`re donc en des suites exactes pour tout i
0 ✲ HomΛ(H
2d−i+1
c (X,Λ)torsion,KΛ/Λ)
✲ H i(X, Fˇ)(d) ✲ HomΛ(H
2d−i
c (X,F),Λ) ✲ 0
qui donne le re´sultat voulu apre`s tensorisation par KΛ puisque le terme de gauche est
de torsion.
Remarque 6.9.3. — Il est sous entendu que les isomorphismes ci dessus sont Galois
e´quivariants.
Proposition 6.9.4. — Les hypothe`ses de la proposition pre´ce´dente sont ve´rifie´es lorsque
X et F sont de la forme suivante :
• Il existe un sche´ma se´pare´ de type fini Y/k0, un faisceau e´tale alge´brique construc-
tible G sur Yη et un ouvert U de la fibre spe´ciale de Y , Y ×k0 k
0/k00, tels que X
s’identifie a` la fibre ge´ne´rique au sens des espaces adiques du comple´te´ formel de
X le long de U
(Ŷ/U )
rig ⊂ (Yη)
rig
et F s’identifie a` la restriction de Grig a` cet ouvert (et X est lisse et F est localement
constant).
• Il existe un sche´ma se´pare´ de type fini Y/k0, un faisceau e´tale alge´brique construc-
tible G sur Yη et, dans le cas analytique, un ferme´ propre V de la fibre spe´ciale de Y
tels que X s’identifie au tube au dessus de V dans (Yη)
an, (Ŷ/V )
an, et F s’identifie
a` la restriction de Gan. Dans le cas adique meˆmes conditions mais V est seulement
suppose´ ferme´.
Soit de plus X le sche´ma formel X̂/U dans le premier cas et X̂/V dans le second. Soit
(RΘη¯(Fn))n∈N le syste`me de faisceaux des cycles proches analytiques rigides. Alors,
(RΘη¯(Fn))n ∈D
b
c(Xs¯,Λ)
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la cate´gorie de´rive´e borne´e a` cohomologie constructible 2-colimite des cate´gories (Dbc(Xs¯,Λ/m
n))n∈N,
et il y a une suite spectrale des cycles e´vanescents de Λ-modules de type fini convergente
Epq2 = H
p(Xs¯, (RΘη¯(Fn))n) = lim
←−
n∈N
Hp+q(Xs¯,RΘη¯(Fn)) =⇒ H
p+q(X⊗ˆˆ¯k, F¯)
De´monstration. — Commenc¸ons par les assertions sur les cycles e´vanescents. Le fait que
∀n RΘη¯(Fn) ∈ D
b
c(Xs¯,Λ/m
n) re´sulte du the´ore`me de comparaison de Berkovich et du
the´ore`me de de constructibilite´ de Deligne ([14]) pour les cycles e´vanescents alge´briques.
La formule de Ku¨nneth pour les cycles e´vanescents alge´briques (appendice de [32])
couple´e au the´ore`me de comparaison de Berkovich montre que
∀n RΘη¯(Fn+1)
L
⊗ Λ/mn ≃ RΘη¯(Fn)
(et cet isomorphisme est canonique). On en de´duit que
(RΘη¯(Fn))n ∈D
b
c(Xs¯,Λ)
Il re´sulte e´galement de [14] et de l’annulation des RiΨη¯ pour i grand que (RΘη¯(Fn))n
est un syste`me A.R. Λ-adique (utiliser le lemme 12.5 de [19] ou bien [33] 5.3.1). Le
the´ore`me de finitude de la cohomologie e´tale des faisceaux constructibles sur un corps
de [14] couple´ au the´ore`me 5.3.1 de [33] montre alors que ∀p ∀q le Λ•-module
(Hp(Xs¯,RΘ
q
η¯(Fn)))n∈N
est A.R. Λ-adique. Pour tout n il y a une suite spectrale des cycles e´vanescents
Epq2 (n) = H
p(Xs¯,RΘη¯(Fn)) =⇒ H
p+q(X⊗ˆˆ¯k, F¯n)
On obtient donc une suite spectrale convergente dans la cate´gorie des Λ•-modules
Epq2 = (E
pq
2 (n))n∈N =⇒
(
Hp+q(X⊗ˆˆ¯k, F¯n)
)
n∈N
Les premiers termes Epq2 sont dans la cate´gorie des Λ•-modules A.R. Λ-adiques de type
fini. Cette cate´gorie est une sous-cate´gorie abe´lienne pleine stable par extension de celle
des Λ•-modules ([33] the´ore`me 5.2.3 et proposition 5.2.4). Le fait qu’elle soit abe´lienne
implique que ∀p ∀q ∀r ≥ 2 (Epqr (n))n∈N est A.R. Λ-adique de type fini. ∀p ∀q l’aboutis-
sement (Hp+q(X⊗ˆˆ¯k, F¯n))n∈N est alors muni d’une filtration finie dont les gradue´s sont
A.R. Λ-adique de type fini. La stabilite´ par extensions de la cate´gorie des Λ•-modules
A.R. Λ-adiques montre donc que cet aboutissement est A.R. Λ-adique. Conside´rons main-
tenant le foncteur lim
←−
qui va de la cate´gorie des Λ•-modules dans celle des Λ-modules.
En restriction a` la cate´gorie des Λ•-modules A.R. Λ-adiques de type fini il est exact
d’image des Λ-modules de type fini. Appliquant ce foncteur exact a` la suite spectrale
(Epq2 (n))n∈N on obtient donc une suite spectrale convergente de Λ-modules de type fini
Epq2 = H
p(Xs¯, (RΘη¯(Fn))n) = lim
←−
n∈N
Hp+q(Xs¯,RΘη¯(Fn)) =⇒ lim
←−
n∈N
Hp+q(X⊗ˆˆ¯k, F¯n)
ce qui termine la de´monstration de la partie cycles e´vanescents de la proposition.
Passons maintenant a` la premie`re partie. Dans tous les cas, on a de´ja` ve´rifie´ l’hy-
pothe`se concernant (Hq(X⊗ˆˆ¯k, Fˇn))n∈N de la proposition 6.9.2. Reste donc les assertions
concernant la cohomologie a` support compact. Elles re´sultent dans le cas des espaces
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adiques du the´ore`me 3.1 de [29] pour l’espace adique associe´ au comple´te´ formel le long
de l’ouvert U et du the´ore`me 3.3 de [29] dans le cas de l’espace adique associe´ au comple´te´
formel le long du ferme´ V . Dans le cas ou` V est propre, l’e´nonce´ pour l’espace analytique
de Berkovich associe´ au comple´te´ formel le long V est une conse´quence du fait que V
propre implique que l’espace adique est partiellement propre, et que donc sa cohomologie
a` support compact co¨ıncide avec celle de l’espace analytique associe´ (proposition 1.5 de
[29]).
De´finition 6.9.5. — Soit C
(c1,c2)
−−−−→ X1 × X2 une correspondance d’espaces analy-
tiques ou` c1 et c2 sont finis. Soient F1,F2 ∈ Λ• − Fsc/Xe´t . On note CohC(F1,F2) les
correspondances cohomologiques a` support dans C que l’on pose e´tant e´gal a` l’ensemble
des syste`mes compatibles de correspondances dans
∏
n∈NCohC((F1)n, (F2)n).
Comme pre´ce´demment, une correspondance cohomologique agit sur la cohomologie
Λ-adique lorsque celle ci est bien de´finie par simple passage a` la limite. De plus, dans le
cas de la fibre ge´ne´rique d’un sche´ma formel, une correspondance spe´cialise´e (e´gale par
de´finition au syste`me des correspondances spe´cialise´es) sur les cycles proches analytiques
rigides fournit une suite spectrale des cycles proches e´quivariante comme pre´ce´demment.
Cela se de´duit par passage a` la limite projective des suites spectrales obtenues dans le
cas de torsion graˆce a` la proposition pre´ce´dente.
Remarque 6.9.6. — Soit (c1, c2) : C −→ X1 ×X2 une correspondance analytique ou`
c1 et c2 sont e´tales finis. Via la dualite´ de Poincare´ de la proposition 6.9.2, l’action d’une
correspondance cohomologique Λ-adique sur la cohomologie a` support compact doit eˆtre
de´finie comme e´tant l’action de la correspondance duale si l’on veut que l’isomorphisme
de Poincare´ soit e´quivariant.
Application 6.9.7. — La repre´sentation locale fondamentale de [26] s’exprime comme
le dual de Poincare´ de la cohomologie ℓ-adique a` support compact des espaces de Lubin-
Tate.
De´sormais nous utiliserons librement des cycles e´vanescents ℓ-adiques sans force´ment
citer la proposition 6.9.4. Cette proposition contient tous les e´le´ments ne´cessaires (et
meˆme plus) pour justifier le passage des coefficients de torsion aux coefficients ℓ-adiques
lorsque cela sera ne´cessaire.
6.10. Formule des traces ge´ne´rale
The´ore`me 6.10.1. — Soit D
(d1,d2)
−−−−−→ Y1 × Y2 une correspondance sur S ou` D,Y1 et
Y2 sont propres sur S.
Soit C
(c1,c2)
−−−−→ X1 ×X2 une correspondance sur η, ou` c1 et c2 sont finis.
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Soit un morphisme de correspondances sur η :
C ✲ X1 ×X2
Dη
f ′
❄
✲ Y1η × Y2η
f1 × f2
❄
ou` f1, f2 sont e´tales finis.
Soient V1 ⊂ Y1s, V2 ⊂ Y2s deux ferme´s ve´rifiant d
−1
2 (V2) ⊂ d
−1
1 (V1). Soient U1 =
(fan1 )
−1(sp−1(V1)), U2 = (f
an
2 )
−1(sp−1(V2)) les ouverts de X
an
1 ,X
an
2 associe´s. Supposons
can−12 (U2) ⊂ c
an−1
1 (U1).
Soient F1,F2 deux Qℓ faisceaux lisses sur X1, resp. X2. Soit u ∈ CohC(F1,F2). Soit
v = (f∗u)s¯ ∈ Coh(RΨη¯(f1∗F1),RΨη¯(f2∗F2)) la spe´cialisation de l’image directe de u. Il
y a alors un morphisme de suites spectrales des cycles e´vanescents commutant a` l’action
de Gal(η¯|η) :
Hp (V1s¯, R
qΨη¯(f1∗F1)) ==⇒ H
p+q
(
U1⊗ˆˆ¯η, F¯1
)
Hp (V2s¯, R
qΨη¯(f2∗F2))
v∗
❄
==⇒ Hp+q
(
U2⊗ˆˆ¯η, F¯2
)
uan∗
❄
ou` la cohomologie ℓ-adique des ouverts rigides U1, U2 est de´finie comme e´tant la Poincare´
duale de la cohomologie a` support compact et ou`
uan∗ : H
i(U1⊗ˆˆ¯η, F¯1)
(can1 )
∗
|can−1
2
(U2)
−−−−−−−−−→ H i((can2 )
−1(U2)⊗ˆˆ¯η, c
∗
1F¯1)
(can2 )∗−−−−→ H i(U2⊗ˆˆ¯η, c2∗c
∗
1F¯1)
Hi(u˜)
−−−→ H i(U2⊗ˆˆ¯η, F¯2)
ou` u˜ : c2∗c
∗
1F1 −→ F2 est associe´ a` u par adjonction.
De´monstration. — Pour i = 1, 2 comple´tons le diagramme
Xi
Yi ✛ ⊃ Yiη
❄
en un diagrame
X0i ✛ ⊃ Xi
Yi
❄
✛ ⊃ Yiη
❄
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ou` X0i est un sche´ma de type fini sur S et X
0
i /Yi est fini. En particulier, X
0
i est propre
sur S. Soit le diagramme :
C
X01 ×Y1 D ×Y2 X
0
2
✛ ⊃ X1 ×Y1η Dη ×Y2η X2
❄
Et, comme ci dessus, soit C0 un mode`le de type fini de C sur S et fini au dessus de
X01×Y1D×Y2X
0
2 . Ce dernier sche´ma e´tant propre sur S, C
0 est propre sur S (cependant,
et c’est la un point important qui nous a pousse´ a` de´velopper notre formalisme des
correspondances cohomologiques dans la cate´gorie de´rive´e, on ne peut pas force´ment
trouver de mode`le C0 tel que C0/X01 et C
0/X02 soient finis).
On a donc e´tendu la correspondance C → X1 × X2 sur η en une correspondance
C0 → X01 ×X
0
2 sur S. On a e´galement e´tendu le morphisme de correspondances f en un
morphisme de correspondances sur S. Tous les morphismes e´tendus sont propres.
Remarquons maintenant que l’hypothe`se can−12 (f
an−1
2 (U2)) ⊂ c
an−1
1 (f
an−1
1 (U1)) im-
plique, graˆce a` la surjectivite´ du morphisme de spe´cialisation, qu’il en est de meˆme sur
la fibre spe´ciale (au niveau des sche´mas re´duits ce qui est suffisant pour nos besoins
cohomologiques e´tales) pour les ferme´s V1 et V2 : c
−1
2s (f
−1
2s (V2))red ⊂ c
−1
1s (f
−1
1s (V1))red.
Le the´ore`me re´sulte donc de la compatibilite´ des diffe´rentes fonctorialite´s pour les
cycles e´vanescents de´montre´es dans les section pre´ce´dentes.
Nous supposerons de´sormais que k(s) est le corps fini Fq. Nous noterons ηnr le comple´te´
de l’extension maximale non ramifie´e de η, σ ∈ Gal(ηnr|η) ≃ Gal(s¯|s) le Frobenius
ge´ome´trique et Wη ⊂ Gal(η¯|η) le groupe de Weil. Si τ ∈Wη nous noterons v(τ) l’entier
ve´rifiant τ|ηnr = σ
v(τ).
Soit U un espace analytique sur ηnr. Pour tout τ ∈ Wη il y a un isomorphisme
canonique (
U⊗ˆηnr ˆ¯η
)(τ)
≃ U (σ
v(τ))⊗ˆηnr ˆ¯η
Si U est un domaine analytique dans un espace analytique de la forme X⊗ˆηnr pour
un espace analytique X sur η, U (σ
v(τ)) est le domaine analytique de X⊗ˆηη
nr dont les
points rigides na¨ıfs (ceux du spectre maximal) sont l’image par σv(τ) de ceux de U .
De l’isomorphisme ci dessus on de´duit un morphisme (qui n’est pas au dessus de ˆ¯η)
d’espaces analytiques pour tout τ
U⊗ˆηnr ˆ¯η
Id×τ✲ U (σ
v(τ))⊗ˆηnr ˆ¯η
Si maintenant F est un faisceau sur Xe´t, (Id × τ)
∗F¯ ≃ F¯ ou` F¯ de´signe le pull-back de
F a` X⊗ˆˆ¯η. On en de´duit pour tout τ dans Wη un isomorphisme
Hq
(
U (σ
v(τ))⊗ˆηnr ˆ¯η, F¯
)
τ∗
−−−→ Hq
(
U⊗ˆηnr ˆ¯η, F¯
)
Supposons de plus qu’il existe un sche´ma formelY sur S, un morphisme f : X −→ Yan
et un point ferme´ y ∈ Ys¯ tels que U = f
−1(sp−1(y)). Alors, si v(τ) ≥ 0
U (σ
v(τ)) = f−1(sp−1(Frv(τ)(y)))
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et on en de´duit donc un isomorphisme lorsque v(τ) ≥ 0
Hq
(
f−1(sp−1(Frv(τ)(y)))⊗ˆηnr ˆ¯η, F¯
)
τ∗
−−−→ Hq
(
f−1(sp−1(y))⊗ˆηnr ˆ¯η, F¯
)
The´ore`me 6.10.2. — Plac¸ons nous dans le cadre du the´ore`me pre´ce´dent lorsque X1 =
X2 = X, Y1 = Y2 = Y , F1 = F2 = F , V1 = V2 = V et U1 = U2 = U . Il y a donc un
diagramme au dessus de η :
C
(c1,c2)✲ X ×X
Dη
f ′
❄
(d1η ,d2η)✲ Yη × Yη
f×f
❄
Supposons de plus que d2s¯ est fini. Il existe alors un entier N ne de´pendant que du
degre´ de d2s¯ tel que ∀u ∈ CohCη(F),∀τ ∈Wη v(τ) ≥ N
Tr
(
u× τ ;RΓ(Xη¯, F¯)
)
=
∑
y∈Ds¯(k¯)
Frv(τ)(d1(y))=d2(y)
Tr
(
u× τ ;RΓ
(
fan−1(sp−1(d2(y)))⊗ˆˆ¯η, F¯
))
et
Tr
(
u× τ ;RΓ(U⊗ˆˆ¯η, F¯an)
)
=
∑
y∈Ds¯(k¯)
d2(y)∈V
Frv(τ)(d1(y))=d2(y)
Tr
(
u× τ ;RΓ
(
fan−1(sp−1(d2(y)))⊗ˆˆ¯η, F¯
))
ou` l’action de u× τ dans le membre de droite est le compose´ des morphismes
RΓ(fan−1(sp−1(Frv(τ)d1(y)︸ ︷︷ ︸
d2(y)
))⊗ˆˆ¯η, F¯)
τ∗✲ RΓ
(
fan−1(sp−1(d1(y)))⊗ˆˆ¯η, F¯
) c∗1✲
RΓ
(
f ′
an−1
(sp−1(y))⊗ˆˆ¯η, F¯
) c2∗✲ RΓ (fan−1(sp−1(d2(y)))⊗ˆˆ¯η, F¯)
De´monstration. — Les cycles e´vanescents RΨη¯(f∗F) sont munis d’une structure de fais-
ceau de Weil et donc d’une correspondance de Frobenius associe´e a` τ :
Frv(τ)∗RΨ(f∗F)
∼
−−→ τ∗RΨ(f∗F) −→ RΨ(f∗F)
Cette correspondance commute aux correspondances cohomologiques spe´cialise´es puisque
ces dernie`res sont de´finies sur s. On peut donc appliquer le the´ore`me de Fujiwara (6.2.1)
a` la correspondance cohomologique spe´cialise´e compose´e avec la correspondance de Fro-
benius ci dessus associe´e a` τ .
Plus pre´cise´ment, dans le premier cas on applique Fujiwara a` tout Xs. Dans le second
cas, d’apre`s le the´ore`me pre´ce´dent, la trace sur la cohomologie de U est e´gale a` celle sur
la cohomologie des cycles e´vanescents sur V, on applique donc le the´ore`me de Fujiwara
a` V .
La fibre des cycles e´vanescents en un point fixe s’identifie a` la cohomologie du tube au
dessus de ce point ferme´. Le calcul des termes locaux na¨ıfs s’effectue alors en utilisant
en utilisant les deux fonctorialite´s de l’isomorphisme de comparaison de Berkovich 6.4.2
et 6.4.4 ainsi que la compatibilite´ de cet isomorphisme a` l’action de Galois.
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6.11. Mode`les des varie´te´s de Shimura et des espaces de Rapoport-Zink en
niveau parahorique
Nous avons introduit dans le premier chapitre des mode`les entiers de nos espaces en
niveau compact hyperspe´cial. Nous aurons ne´anmoins besoin, pour des raisons techniques
lie´es a` la the´orie des types, des mode`les de´finis dans [51] en niveau parahorique en p.
Ces mode`les ne nous servirons que comme interme´diaires de de´monstration. Nous ne
rappellerons donc pas leur de´finition. Nous reprenons les notations globales de la premie`re
partie. D de´signera donc une donne´e de type P.E.L. non ramifie´e.
6.11.1. Sous-groupes parahoriques et leurs normalisateurs. — Soit L une mul-
tichaˆıne polarise´e de re´seaux dans VQp ([51] de´finition 3.14).
Notons
KL = {g ∈ G(Qp) | ∀Λ ∈ L g.Λ = Λ}
le sous-groupe parahorique associe´. Le normalisateur dans G(Qp) de KL est alors de´fini
par
NL = {g ∈ G(Qp) | ∀Λ ∈ L g.Λ ∈ L}
Si L = (Λi)i∈Z est uniforme au sens ou` i 7→ [Λi : Λi+1] est constant alors
NL = {g ∈ G(Qp) | ∃j ∈ Z g.Λi = Λi+j}
Nous n’aurons besoin dans la suite que de ce cas la` et nous supposerons donc que toutes
nos multichaˆınes sont uniformes.
Exemple 6.11.1. — Plac¸ons nous dans le cas (A) lorsque J = ∅. Par e´quivalence de
Morita, la donne´e d’une telle multichaˆıne L est alors e´quivalente a` la donne´e pour tout
i dans I d’une multichaˆıne Li dans F
n
vi . Pour un i fixe´ la donne´e d’une telle multichaˆıne
est alors e´quivalente (modulo l’action de GLn(Fvi)) a` la donne´e d’un entier d divisant n.
Une chaˆıne associe´e a` d est alors de la forme
· · · ⊂ < e1, . . . , en >︸ ︷︷ ︸
Λ0
⊂ · · · ⊂ < ̟−1Fvi
e1, . . . ,̟
−1
Fvi
ekd, ekd+1, . . . , en >︸ ︷︷ ︸
Λk
⊂ · · · ⊂ ̟−1Fvi
Λ0 ⊂ . . .
et le groupe KL se de´crit ainsi par blocs de taille d× d :
KL =

 GLd(OFvi ) . . . Md(OFvi )... . . .
̟FviMd(OFvi ) . . . GLd(OFvi )


quant a` NL, c’est le groupe engendre´ par KL et l’e´le´ment suivant
0 ̟−1Fvi
Id
Id
. . . 0
. . . 0
...
Id 0

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6.11.2. Varie´te´s de Shimura. — Dans [51], chapitre 6, il est de´fini des mode`les
entiers des varie´te´s de Shimura de type P.E.L. que nous conside´rons sur Eν en niveau
parahorique, ShKLKp. Nous noterons SKLKp ces mode`les entiers. Lorsque K
p varie ils
forment une tour de varie´te´s quasiprojectives sur Spec(OEν ) munie d’une action de
G(Apf ).
Exemple 6.11.2. — Soit Λ0 un re´seau autodual dans VQp de stabilisateur C0 dans
G(Qp). Supposons que L soit la plus petite multichaˆıne contenant Λ0. Alors, KL = C0
est compact hyperspe´cial et SKLKp est le mode`le entier de´fini pre´ce´demment en niveau
hyperspe´cial.
Si L contient un re´seau autodual Λ0 alors, KL ⊂ C0 et il y a un morphisme de tours :
(SKLKp)Kp −→ (SC0Kp)Kp
e´tendant celui de´fini sur la fibre ge´ne´rique.
Remarque 6.11.3. — En ge´ne´ral ce morphisme n’est pas fini !
On ne supposera pas que L contient un re´seau autodual, ce qui nous permettra, par
exemple, d’inclure parmi les KL des sous-groupes compacts maximaux des groupes de
similitudes unitaires non hyperspe´ciaux.
6.11.3. Espaces de Rapoport-Zink. — A b ∈ B(GQp , µQp) est associe´ un espace de
Rapoport-Zink
M˘L(DQp , b)/Spf (OEbν )
muni d’une action de Jb ([51] de´finition 3.21). Comme pre´ce´demment, cet espace se
scinde en produit d’espaces de Rapoport-Zink associe´s a` des donne´es simples.
Si Kp ⊂ KL, il y a une tour d’espaces rigides M˘Kp au dessus de M˘
an
L = M˘KL qui
co¨ıncide avec celle de´finie auparavant lorsque Kp ⊂ KL ∩C0.
6.11.4. Extension de l’action du normalisateur d’un parahorique aux mode`les
entiers. —
6.11.4.1. Varie´te´s de Shimura. — L’action de G(Qp) sur la tour (ShK)K permet de
de´finir un morphisme de groupes trivial sur KL
NL −→ Aut(ShKLKp)
Le but de cette section est d’e´tendre ces automorphismes aux mode`les entiers ci dessus,
c’est a` dire de´finir un morphisme
NL −→ Aut(SKLKp)
redonnant celui d’avant sur la fibre ge´ne´rique et commutant a` l’action de G(Apf ).
Soit donc g ∈ NL. Soit T un sche´ma sur Spec(OEν ). Un e´le´ment de SKLKp(T ) est
donne´ par un triplet (A,λ, η¯p) ou` A est une L-multichaˆıne de varie´te´s abe´liennes sur
T , λ une polarisation de cette multichaˆıne et ηp une structure de niveau hors p, le tout
ve´rifiant certaines conditions ([51] chapitre 6).
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Posons g.(A,λ, η¯p) = (A′, λ′, η¯p) ∈ SKLKp(T ) ou` avec les notations du chapitre 6 de
[51] :
∀Λ ∈ L A′Λ = Ag.Λ muni de son action de OB
∀Λ1,Λ2 ∈ L Λ1 ⊂ Λ2 ρ
′
Λ1,Λ2 = ρg.Λ1,g.Λ2
Posons pour tout a dans B× normalisant l’ordre OB ⊗ Z(p)
θ′a = θa
De´finissons λ′. On doit de´finir pour tout Λ ∈ L une quasi-isoge´nie
λ′Λ : A
′
Λ −→
(
A′Λ∨
)∨
telle que (
ρ′Λ∨,Λ
)∨
◦ λ′Λ : A
′
Λ −→
(
A′Λ
)∨
soit une polarisation de A′Λ. Posons λ
′
Λ comme e´tant e´gal a` la quasi-isoge´nie compose´e
A′Λ = Ag.Λ
λg.Λ✲
(
A(g.Λ)∨
)∨ (ρ(g.Λ)∨,g.Λ∨)∨✲ (Ag.Λ∨)∨ = (A′Λ∨)∨
Alors, (
ρ′Λ∨,Λ
)∨
◦ λ′Λ =
(
ρg.Λ∨,g.Λ
)∨
◦
(
ρ(g.Λ)∨,g.Λ∨
)∨
◦ λg.Λ
=
ρ(g.Λ)∨,g.Λ∨ ◦ ρg.Λ∨,g.Λ︸ ︷︷ ︸
ρ(g.Λ)∨,g.Λ

∨
◦ λg.Λ
qui est donc bien une polarisation. Il reste a` ve´rifier que λ′ : A −→ A′ est bien un
morphisme de multichaˆınes, mais cela ne pose pas de proble`me.
Le morphisme ainsi de´fini ve´rifie bien les proprie´te´s voulues.
6.11.4.2. Espaces de Rapoport-Zink. — Posons M˘L = M˘L(DQp , b). On de´finit comme
ci dessus pour les varie´te´s de Shimura un morphisme
NL −→ Aut(M˘L)
trivial sur KL, commutant a` l’action de Jb et a` la donne´e de descente de Rapoport-Zink,
et e´tendant le morphisme de´fini sur la fibre ge´ne´rique.
Sa de´finition est similaire a` celle ci dessus en remplac¸ant varie´te´s abe´liennes par
groupes p-divisibles.
6.11.5. Uniformisation. — Soit φ une classe d’isoge´nie comme dans la premie`re par-
tie. Comme dans la premie`re partie, il y a des isomorphismes de tours lorsque Kp varie
([51] the´ore`me 6.23)
Iφ(Q)\
(
M˘L ×G(A
p
f )/K
p
)
∼
−−→ (SKLKp ⊗OE˘ν )
∧
/S˜(φ)
compatibles a` la donne´e de descente de Rapoport-Zink et commutant a` l’action de NL
de´finie ci dessus sur les deux membres.
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6.12. La formule des traces pour la cohomologie des strates d’une varie´te´ de
Shimura de type P.E.L.
Soit D une donne´e globale de type P.E.L. non ramifie´e en p. Fixons une multichaˆıne
polarise´e L dans VQp . Soient KL le groupe parahorique associe´ et NL son normalisateur.
6.12.1. Action de Galois sur les domaines analytiques de M˘Kp. — Soit Kp ⊂
KL un sous-groupe compact ouvert. Rappelons que les espaces analytiques M˘Kp sont
de´finis sur E˘ = Q̂nrp . Soit
α : M˘Kp −→ M˘
(σ)
Kp
la donne´e de descente de Rapoport-Zink. Soit U ⊂ M˘Kp un domaine analytique. α(U) ⊂
M˘
(σ)
Kp
est alors un domaine analytique et si pr : M˘
(σ)
Kp
→ M˘Kp de´signe la projection,
pr(α(U)) est un domaine analytique dans M˘Kp que nous noterons U
(α). Il y a alors un
morphisme (qui n’est pas de´fini au dessus de E˘)
U −→ U (α)
D’ou` un morphisme ∀τ ∈WE v(τ) ≥ 0
Hq
(
U (α
v(τ))⊗ˆCp,Qℓ
) τ∗✲ Hq (U⊗ˆCp,Qℓ)
(lorsque la cohomologie ℓ-adique de U est bien de´finie ce qui est par exemple le cas si U
est le tube au dessus d’un sous-sche´ma localement ferme´ quasicompact de M, graˆce a`
3.2.4 de la premie`re partie et 6.9.4).
6.12.2. Tubes et leur cohomologie. — M˘L(k¯) est muni d’une action d’un Frobenius
graˆce a` α. Lorsque KL = C0 cette action co¨ıncide avec celle de´crite dans [47] lorsqu’on
voit M˘L(k¯) comme sous-ensemble de l’immeuble de G sur L. Nous noterons
Φ : M˘L(k¯) −→ M˘L(k¯)
ce Frobenius.
Ainsi, avec les notations pre´ce´dentes, si sp de´signe le morphisme de spe´cialisation
associe´ a` M˘L
sp−1(Φy) = sp−1(y)(α)
Les morphismes de changement de niveau commutant a` la donne´e de descente on en
de´duit que
Π−1Kp,KL
(
sp−1(Φ.y)
)
= Π−1Kp,KL
(
sp−1(y)
)(α)
De´finition 6.12.1. — ∀y ∈ M˘(k¯) ∀Kp ⊂ KL,
M˘Kp(y) = Π
−1
Kp,KL
(
sp−1(y)
)
un ouvert analytique de bord vide dans M˘Kp (qui est e´tale fini au dessus du disque
ouvert M˘C0(y)).
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Hq(M˘Kp(y)⊗ˆCp,Qℓ) est alors de´fini comme e´tant le Poincare´ dual de la cohomologie
a` support compact. C’est un Qℓ-espace vectoriel de dimension finie muni d’une action
lisse de StabJb(y)× IEν , KL agissant quant a` lui sur la limite lorsque Kp varie dans KL.
Soit donc maintenant fp ∈ H(G(Qp)) de la forme f ′p ∗ δz ou` supp(f
′
p) ⊂ KL et z ∈ NL,
τ ∈WEν ve´rifiant v(τ) ≥ 0 et γ ∈ Jb. Supposons que y ∈ M˘L(k¯) ve´rifie
zγΦv(τ).y = y
Il y a alors des morphismes bien de´fini pour Kp variant
H•(M˘Kp(y),Qℓ)
z∗ ◦ γ∗ ◦ τ∗✲ H•(M˘Kp(y),Qℓ)
qui compose´s avec l’action de f ′p permettent de de´finir
Tr
(
fp × γ × τ ; [H
•(M˘(y),Qℓ)]
)
∈ Qℓ
6.12.3. Le the´ore`me. —
De´finition 6.12.2. — Soit b ∈ B(GQp , µQp). Pour K = KpK
p avec Kp ⊂ C0, notons
Shrig,≥bK ⊂ Sh
rig
K le tube au sens des espaces adiques au dessus du ferme´⋃
b′∈B(GQp
,µ
Qp
)
Newton(b′)≥Newton(b)
S(b′)
lorsque Kp = C0, et son image re´ciproque par les morphismes de changement de niveau
sinon.
De´finition 6.12.3. — Nous noterons
[H•(Shrig,≥b,Lρ)] =
∑
i
(−1)i[ lim
−→
K
H i(Shrig,≥bK ,Lρ)] ∈ Groth(G(Af )×WEν )
qui est bien de´fini d’apre`s la proposition 6.9.4 et co¨ıncide avec la meˆme de´finition en
remplac¸ant adique par analytique lorsque SK est propre ou bien lorsque b est la classe
basique.
Il re´sulte alors de la proposition 6.9.4 que
Proposition 6.12.4. — Si b = b0 la classe basique, il y a un isomorphisme canonique
H•(Shrig,≥b0K ,Lρ)
∼
−−→ H•(Shan(b0),Lρ)
ou` le membre de gauche est celui de´finit ci dessus et celui de droite celui de´fini formel-
lement dans la seconde partie comme dual de Poincare´ alge´brique de la cohomologie a`
support compact du tube au dessus du ferme´ propre S(b0).
The´ore`me 6.12.5. — Supposons les varie´te´s de Shimura SK propres sur OEν . Soit
b ∈ B(G,µ). fp ∈ H(G(Qp)) de la forme f ′p ∗ δz ou` supp(f
′
p) ⊂ KL et z ∈ NL. Soit
K˜ ⊂ G(Apf ) un compact ouvert. Il existe alors un N ∈ N tel que
∀fp ∈ H(G(Apf )) supp(f
p) ⊂ K˜, ∀τ ∈WE v(τ) ≥ N
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Tr
(
fp ⊗ f
p × τ ; [H•(Shrig,≥b,Lρ)]
)
=
∑
φ
Newt(b(φ))≥Newt(b)
∑
{γ}∈{Iφ(Q)}
∑
[y]∈Iφγ (Q)\Fix(z×γ×Φv(τ);M˘L(k¯))
vol
(
Iφγ (Q)y\I
φ
γ (A
p
f )
)
Trρ(γ) Tr
(
fp × γ × τ ; [H
•(M˘(y),Qℓ)]
)
Oγ(f
p)
ou` Iφγ (Q)y = StabIφγ (Q)(y).
De´monstration. — Toute fonction fp ∈ H(G(Af )) telle que supp(f
p) ⊂ K˜ se de´compose
en combinaison line´aire de fonctions caracte´ristiques d’ensembles de la forme KpgpKp
ou` Kp est un sous-groupe compact ouvert et ou` KpgpKp ⊂ K˜. Quitte a` raffiner une
telle de´composition on peut de plus supposer les Kp suffisamment petit. On peut donc
supposer fp = 1KpgpKp avec K
p suffisamment petit. On peut e´galement supposer que
f ′p = 1KpgpKp ou` Kp ⊂ KL et gp ∈ KL.
Conside´rons le diagramme suivant de correspondances de Hecke :
Shg−1p Kpgp (gp)−1Kpgp
✠ 
 
 
 
  ❅
❅
❅
❅
❅❘
ShKpKp (SKL (gp)−1Kpgp)η
❄
ShKpKp
✠ 
 
 
 
  ❅
❅
❅
❅
❅❘
(SKLKp)η
❄
(SKLKp)η
❄
ou` la correspondance du bas est de´finie sur OEν . Tordons ces correspondances par
l’isomorphisme associe´ a` z. Et appliquons donc le the´ore`me 6.10.2 a` ce diagramme.
Mais pour obtenir l’e´nonce´ annonce´ il faut tout d’abord remarquer la chose suivante :
lorsque Kp diminue et gp est tel que KpgpKp ⊂ K˜ le degre´ des correspondances de
Hecke associe´es [Kp : Kp∩gpKpgp−1] ne reste pas borne´. On ne peut donc pas appliquer
directement le the´ore`me de Fujiwara si l’on veut obtenir la borne uniforme v(τ) ≥ N
annonce´e lorsque supp(fp) ⊂ K˜. Ne´anmoins, fixons un sous-groupe compact ouvert
suffisamment petit K ′ tel que K ′.K˜.K ′ = K˜ et restreignons nous aux Kp contenus dans
K ′. Pour un tel Kp et gp tel que KpgpKp ⊂ K˜, il y a un morphisme de correspondances
de Hecke sur k
SKp∩gpKpgp−1 ✲ SKp × SKp
SK ′∩gpK ′gp−1
❄
✲ SK ′ × SK ′
❄
Et on peut appliquer le lemme 6.1.5 a` ces correspondances e´tendues a` k¯ puis tor-
dues par Frobenius. Maintenant, le degre´ de la correspondance du bas est donne´ par
[K ′ : K ′ ∩ gpK ′gp−1]. Or, K ′\K˜/K ′ est fini et gp ∈ K˜. On en de´duit que ce degre´ reste
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borne´. Et on peut donc appliquer le the´ore`me de Fujiwara sous la forme du the´ore`me
6.10.2 uniforme´ment lorsque supp(fp) reste dans K˜.
Pour tout b′ ∈ B(GQp , µQp), S(b
′)(k¯) est une union disjointe selon les classes d’isoge´nie
φ de sous-ensembles S˜(φ)(k¯) stables par les correspondances de Hecke. Les points fixes
de Frv(τ) × Hecke(KpgpKp) sont donc une union disjointe de points fixes associe´s aux
diffe´rentes de φ, d’ou` la premie`re somme dans la formule annonce´e.
De plus,
S˜(φ)(k¯) ≃ Iφ(Q)\
(
M˘L(k¯)×G(A
p
f )/K
p
)
ou` Fr agit via [Φ× Id], les correspondances de Hecke de fac¸on usuelle et z via [z × Id].
Appliquant le lemme 5.3 de [47] on obtient
Fix
(
Frv(τ) ×KpgpKp × z; S˜(φ)(k¯)
)
=
∐
{γ}∈{Iφ(Q)}
Iφγ (Q)\Fix
(
Φv(τ) × z × γ;M˘L(k¯)
)
×Fix (γ ×KpgpKp)
Fibrons cet ensemble de points fixes par les e´le´ments de
Iφγ (Q)\Fix
(
Φv(τ) × z × γ;M˘L(k¯)
)
Le cardinal de la fibre associe´e a` la classe de y est
vol
(
Iφγ (Q)y\I
φ
γ (A
p
f )
)
Oγ(f
p)
De plus, en tout point β de la fibre en [y],
Ŝ/β ≃ M˘L̂/y
Et les reveˆtements rigides associe´s sont donne´s par l’uniformisation rigide des varie´te´s
de Shimura. On en de´duit que le terme local associe´ dans le the´ore`me 6.10.2 en un tel
point β est
Tr
(
fp × γ × τ ; [H
•(M˘(y),Qℓ)]
)
Trρ(γ)
ou` le terme Trρ(γ) provient du fait que Lanρ restreint aux tubes ci dessus est le faisceau
constant Vρ.
Remarque 6.12.6. — Dans la formule pre´ce´dente, lorsque K˜,v(τ) et z sont fixe´s,
inde´pendamment de fp le nombre de φ et de classes de conjugaison {γ} contribuant
de fac¸on non nulle est fini. Pour le voir, posons fp = 1K˜ . Ecrivons K˜ comme une union
disjointe d’un nombre fini de classes doubles
K˜ =
∐
a∈A
KpgaK
p
pour un sous groupe compact ouvert Kp de G(Apf ). Appliquons la me´thode de la
de´monstration a` chacune des correspondances associe´e a` ces doubles classes pour compter
le nombre de points fixes des correspondances associe´es (pas la trace des correspondances
cohomologiques). On obtient une formule comme dans la de´monstration du the´ore`me,
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sans les traces des correspondances cohomologiques. La finitude du nombre de points
fixes implique alors qu’il existe un nombre fini de (φ, {γ}) tels que
Fix
(
Φv(τ) × z × γ;M˘L(k¯)
)
6= ∅
et Oγ(1K˜) 6= 0. Ce dernier point e´tant e´quivalent a` dire que la classe de G(A
p
f ) conju-
gaison de γ rencontre le compact K˜. L’assertion s’en de´duit.

CHAPITRE 7
FORMULE DE LEFSCHETZ SUR LA FIBRE
GE´NE´RIQUE
Dans ce chapitre, nous rede´montrons un cas particulier tre`s simple de la formule
d’Arthur pour la trace des correspondances Hecke sur la cohomologie d’intersection des
varie´te´s de Shimura, telle qu’elle est re´interpre´te´e topologiquement dans [21]. En fai-
sant une hypothe`se simple (la correspondance de Hecke est a` support dans les e´le´ments
re´guliers en une place), on s’aperc¸oit que tous les points fixes sont des points C.M.. Si
l’on se restreint aux varie´te´s de Shimura de type P.E.L. conside´re´es dans la premie`re
section, nous montrons (7.3.2) que si un tel point fixe se spe´cialise sur la strate indexe´e
par un b ∈ B(GQp , µQp) alors la classe de conjugaison γ dans G(Q) associe´e a` ce point
fixe est conjugue´e dans G(Qp) a` un e´le´ment du centralisateur du morphisme des pentes
(un sous-groupe de Levi de G(Qp)). En particulier, si γ ne se spe´cialise pas sur la strate
basique, γ n’est pas elliptique. Bien que nous n’utiliserons pas ce fait par la suite nous
avons inclus le the´ore`me 7.3.2 car il fournit une motivation pour l’e´nonce´ “la cohomologie
des strates non basiques est induite en p” (the´ore`me 9.0.2). En effet, si l’on disposait
d’une formule des traces rigides pour la trace d’un ope´rateur de Hecke sur la cohomologie
a` support compact du tube rigide sur la strate basique faisant intervenir une somme sur
des points fixes na¨ıfs + des termes au bord, cela montrerait que la distribution somme
sur les points fixes na¨ıfs associe´e aux strates non basiques est a` support dans les e´le´ments
non elliptiques.
7.1. Ge´ne´ralite´s sur les points fixes sur la fibre ge´ne´rique
Soit (ShK)K⊂G(Af ) une varie´te´ de Shimura associe´e a` une donne´e de Shimura (G,X).
La varie´te´ alge´brique ShK est de´finie sur le corps reflex associe´ E et les correspondances
de Hecke e´galement. La correspondance associe´e a` KgK ou` g ∈ G(Af ) et K est un
sous-groupe compact ouvert de G(Af ) est :
ShgKg−1∩K
g✲ ShK∩g−1Kg
✠ 
 
 
 
 
Π
❅
❅
❅
❅
❅
Π
❘
ShK ShK
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Lemme 7.1.1. — Toute fonction f ∈ H(G(Af )) est combinaison line´aire de fonctions
caracte´ristiques 1KgK telles que la correspondance de Hecke associe´e soit un cycle dans
ShK × ShK :
ShK∩gKg−1 →֒ ShK × ShK
De´monstration. — Si K1,K2 sont deux sous-groupes compacts ouverts de G(Af ) conte-
nus dans un meˆme sous-groupe compact ouvert suffisamment petit alors
ShK1∩K2 →֒ ShK1 × ShK2
Il suffit donc de montrer que f est combinaison line´aire de fonctions 1KgK ou`K et gKg
−1
sont suffisamment petits. Or, f est combinaison line´aire de fonctions 1KgK avec K aussi
petit que l’on veut et KgK ⊂ supp(f) (⇒ g ∈ supp(f)). supp(f) e´tant compact, lorsque
K “tend” {1}, uniforme´ment pour g ∈ supp(f), gKg−1 “tend” vers {1}.
E´tant donne´ que nous nous inte´ressons a` la trace d’une telle fonction f dans la coho-
mologie de varie´te´s de Shimura, ce lemme justifie que nous ne nous restreignions qu’a` de
telles correspondances de Hecke.
Hypothe`se 7.1.2. — Nous supposerons dans ce chapitre que les correspondances de
Hecke sont toutes de´finies par des cycles.
De telles correspondances sont donc de´finies par un cycle lisse de ShK × ShK .
Si de plus ρ est donne´, la double classeKgK de´finit une correspondance cohomologique
sur Lρ a` support dans ce cycle :
c!2Lρ = g
∗Π∗Lρ = g
∗Lρ −→ Lρ = c
∗
1Lρ
Ceci de´finit des morphismes d’alge`bres compatibles pour K variant :
H(G,K) −→ Coh(Lρ,Lρ)
Et si
π : H(G,K) −→ End(H•(ShK ,Lρ))
f 7−→
∫
G(Af )
f(g)ρ(g)dg
ou` ρ est l’action de G(Af ) sur la cohomologie, alors le diagramme suivant commute
H(G,K) ✲ Coh(Lρ,Lρ)
❅
❅
❅
❅
❅❘ ✠ 
 
 
 
 
End(H•(ShK ,Lρ))
ou` l’application verticale de droite est de´finie par l’action d’une correspondance coho-
mologique sur la cohomologie (6.1).
Nous allons tout d’abord nous inte´resser a` la sous-varie´te´ des points fixes de cette
correspondance :
Fix(KgK) = (∆ ∩ ShK∩gKg−1)red
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ou` ∆ de´signe la diagonale de ShK . Pour cela, nous allons de´crire ses points complexes :
Fix(KgK)(C) = ∆(C) ∩ ShK∩gKg−1(C) = {x ∈ ShK∩gKg−1(C) | Π(x) = Π(g.x)}
Utilisons l’uniformisation complexe :
ShK(C) = G(Q)\(X ×G(Af )/K)
Dans laquelle G(Q) ope`re librement sur X ×G(Af )/K (car K est suffisamment petit).
On utilisera e´galement le fait que le morphisme
p : X ×G(Af )/K −→ G(Q)\(X ×G(Af )/K)
est un isomorphisme analytique local : tout (x, yK) ∈ X ×G(Af )/K est tel qu’il existe
Ω voisinage de x dans X tel que p : Ω × {yK}
∼
−−→ p(Ω × {yK}) soit un isomorphisme
analytique.
La correspondance de Hecke associe´e a` KgK s’e´crit alors avec ces notations :
[x, y(gKg−1 ∩K)]
✠ 
 
 
 
 
✠ ❘
❅
❅
❅
❅
❅❘
[x, yK] [x, ygK]
et
Fix(KgK)(C) = {[x, y(gKg−1 ∩K)] | [x, yK] = [x, ygK] }
que l’on peut voir, par hypothe`se, comme un sous-ensemble de ShK(C) :
Fix(KgK)(C) = {[x, yK)] | [x, yK] = [x, ygK] }
Or,
[x, yK] = [x, ygK] ⇐⇒ ∃γ ∈ G(Q) γ.x = x et γyK = ygK
⇐⇒ ∃γ ∈ G(Q) ∩ ygKy−1 γ.x = x
x, yK e´tant fixe´s un tel γ est unique (action libre de G(Q) sur X × G(Af )/K) et est
semi-simple elliptique dans G(R) car γ ∈ StabG(R)(x). De plus, si γ′ ∈ G(Q), alors{
γ.x = x
γ.yK = ygK
⇐⇒
{
(γ′γγ′−1)γ′.x = γ′.x
(γ′γγ′−1)γ′yK = γ′ygK
Et donc γ′γγ′−1 est l’unique e´le´ment de G(Q) ve´rifiant les e´galite´s de droite.
On a donc de´montre´ :
Lemme 7.1.3. — Il y a une partition naturelle
Fix(KgK)(C) =
∐
{γ}∈{G(Q)}ss
γ elliptique dans G(R)
Fix(KgK)(C){γ}
ou` {G(Q)}ss de´signe les classes de conjugaison semi-simples de G(Q) et
Fix(KgK)(C){γ} = {[x, yK] | ∃γ˜ ∈ {γ} γ˜.x = x et γ˜yK = ygK }
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Remarque 7.1.4. — On aurait e´galement pu de´duire cette de´composition du lemme
5.3 de [47] comme dans la de´monstration de la formule des traces sur la fibre spe´ciale
(the´ore`me 6.12.5).
Lemme 7.1.5. — Si la classe de conjugaison {γ} est associe´e a` un point fixe de KgK
alors {γ} est associe´ a` tout point de la composante connexe de ce point dans Fix(KgK)(C).
On a donc une partition
π0(Fix(KgK)(C)) =
∐
{γ}∈{G(Q)}ss
γ elliptique dans G(R)
π0(Fix(KgK)(C)){γ}
De´monstration. — Il suffit de de´montrer que tout [x, yK] ∈ Fix(KgK)(C){γ} posse`de un
voisinage U dans ShK(C) tel que U ∩Fix(KgK)(C) ⊂ Fix(KgK)(C){γ} ce qui montrera
que [x, yK] 7→ {γ} est localement constante donc constante sur chaque composante
connexe.
Fixons [x, yK] dans Fix(KgK)(C) tel que γ.x = x et γyK = ygK ou` γ ∈ G(Q).
Si Ω est un voisinage compact de x dans X,
{g ∈ G(R) | g.Ω ∩ Ω 6= ∅ }
est un compact de G(R) (e´crire X sous la forme G(R)/K∞).
Si de plus Ω est petit p induit un isomorphisme Ω× yK
∼
−−→ p(Ω× {yK}) ⊂ ShK(C)
ou` p(Ω× {yK}) est un voisinage de [x, yK] dans ShK(C).
Fixons un Ω ve´rifiant les deux conditions ci dessus : Ω est compact et petit. Si
(x′, yK) ∈ Ω×{yK} est tel que [x′, yK] = p(x′, yK) ∈ Fix(KgK)(C) alors soit γ′ ∈ G(Q)
l’unique e´le´ment tel que {
γ′.x′ = x′
γ′.yK = ygK
On a donc, γ′.Ω ∩ Ω 6= ∅ et γ′ ∈ ygKy−1 ∩G(Q)
Par discre´tude de G(Q) dans G(A),
AΩ = {γ
′′ ∈ G(Q) | γ′′.Ω ∩ Ω 6= ∅ et γ′′ ∈ ygKy−1 }
est fini. Or, lorsque Ω parcourt des ensembles ve´rifiant les conditions ci dessus,⋂
Ω
AΩ = {γ}
Et donc, quitte a` re´tre´cir Ω on peut supposer qu’il contient un seul e´le´ment. On pose
alors U = p(Ω× yK).
Proposition 7.1.6. — Tout e´le´ment de π0(Fix(KgK)(C)){γ} est une composante connexe
de l’image d’une varie´te´ de Shimura associe´e a` G0γ ou` Gγ de´signe le centralisateur de γ.
De´monstration. — Soit [x, yK] ∈ Fix(KgK)(C){γ} ou` γ.x = x et γ.yK = ygK. Le point
x correspond a` un morphisme hx : S −→ G/R, et
γ.x = x⇐⇒ hx : S −→ (G0γ)R
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Le couple (G0γ , hx) de´finit alors une varie´te´ de Shimura de domaine hermitien associe´
Y = G0γ(R)/CG0γ (R)(hx) →֒ X
Posons K ′ = yKy−1 ∩ G0γ(Af ). Le morphisme (G
0
γ , hx) −→ (G,hx) induit alors un
morphisme analytique
q : ShK ′(G
0
γ , hx)(C) −→ ShK(G,X)(C)
[x1, y1K
′] 7−→ [x1, y1yK]
qui est un reveˆtement fini au dessus de son image.
De plus,
[x, yK] ∈ im(q), et im(q) ⊂ Fix(KgK)(C){γ}
Conside´rons maintenant le lemme suivant
Lemme 7.1.7. — Soient x ∈ X et g0 ∈ G(R) tels que g0.x = x. Alors,
{x′ ∈ X | g0.x
′ = x′ } = {g.x | g ∈ CG(R)(g0) }
≃ CG(R)(g0)/(CG(R)(g0) ∩K∞)
De´monstration. — Soit K∞ = StabG(R)(x). Soit
g = k⊕ p
une de´composition de Cartan de Lie(G(R)) ou` k = Lie(K∞). L’application
exp : p
∼
−−→ X
Z 7−→ exp(Z).K∞
0 7−→ x
est un diffe´omorphisme.
Si x′ = exp(Z)K∞ ∈ X ou` Z ∈ p,
g0.x
′ = x′ ⇐⇒ (g0 exp(Z)g
−1
0 )︸ ︷︷ ︸
exp(Ad(g0)(Z))
.K∞ = exp(Z).K∞
car g0 ∈ K∞. De plus, g0 ∈ K∞ ⇒ Ad(g0)(p) ⊂ p et donc, Ad(g0)(Z) ∈ p et l’e´galite´
exp(Ad(g0)(Z)).K∞ = exp(Z).K∞ implique Ad(g0)(Y ) = Y , qui implique elle meˆme
que g0 commute a` exp(Z). Donc :
{x′ ∈ X | g0.x
′ = x′ } = {g.x | g ∈ CG(R)(g0) }
= CG(R)(g0)/(CG(R)(g0) ∩K∞)
Appliquons ce lemme a` x et g0 = γ. On trouve que l’ensemble des points fixes de γ
dans X est Y . Le re´sultat s’en de´duit.
Corollaire 7.1.8. — Fix(KgK) est lisse sur E (en particulier ses composantes connexes
sont irre´ductibles).
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Exemple 7.1.9. — Dans la de´composition
π0(Fix(KgK)(C)) =
∐
{γ}∈{G(Q)}ss
π0(Fix(KgK)(C)){γ}
• Les classes de conjugaison elliptiques correspondent aux composantes de points
fixes compactes.
• Les classes de conjugaison re´gulie`res correspondent aux points fixes isole´s (et elles
sont automatiquement elliptiques de`s qu’un tel point fixe existe)
7.2. Points fixes isole´s
L’ide´e sous-jacente a` cette section est que tout vecteur tangent dans l’espace tangent
en un point fixe qui est fixe infinite´simalement donne lieu a` une ge´ode´sique dans l’espace
hermitien X qui est forme´e de points fixes, et que donc en tout point fixe isole´ l’inter-
section est transverse.
Les points fixes isole´s correspondent comme on l’a vu aux points fixes associe´s a`
des classes de conjugaison {γ} ou` γ est re´gulier c’est a` dire G0γ est un tore (qui est
automatiquement elliptique si un tel point existe). On a donc en particulier :
Lemme 7.2.1. — Les points fixes isole´s sont des points C.M. de ShK .
Nous aurons besoin du lemme suivant pour appliquer une formule des traces de Lef-
schetz.
Lemme 7.2.2. — Si ξ ∈ ShK(C) est un point fixe isole´ de KgK alors, en ξ, ∆ et
ShgKg−1∩K →֒ ShK × ShK s’intersectent transversalement.
De´monstration. — Soit
ξ ∈ Fix(KgK)(C){γ}, ξ = [x, yK], γ.x = x et γyK = ygK
Soit Ω voisinage de x dans X tel que p : Ω×{yK}
∼
−−→ p(Ω×{yK}) soit un isomorphisme
et Fix(KgK)(C) ∩ p(Ω× yK) = {ξ}.
On a alors que p : Ω× {y(gKg−1 ∩K)}
∼
−−→ p(Ω× {y(gKg−1 ∩K)}) ⊂ ShgKg−1∩K .
L’inclusion ShgKg−1∩K →֒ ShK×ShK s’identifie alors dans la carte locale Ω×{yK} ≃ Ω
a` :
Ω −→ Ω× Ω
x′ 7−→ (x′, γ.x′)
Et ∆ a`
Ω −→ Ω× Ω
x′ 7−→ (x′, x′)
Les intersections sont donc transverses ssi d(γ)x : TxΩ −→ TxΩ ne posse`de pas la
valeur propre +1. Si K∞ = StabG(R)(x), g = k ⊕ p est une de´composition de Cartan de
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Lie(G(R)) telle que g = Lie(K∞) alors,
TxΩ
d(γ)x✲ TxΩ
p
≃
✻
Ad(γ)|p✲ p
≃
✻
ou` γ ∈ K∞. L’espace propre associe´ a` la valeur propre +1 s’identifie donc a`
Lie(CG(R)(γ)) ∩ p
Mais CG(γ)
0 e´tant un tore tel que CG(R)(γ)
0 ⊂ K∞, Lie(CG(R)(γ)) ⊂ k et donc
Lie(CG(R)(γ)) ∩ p = 0
On de´duit e´galement de la de´monstration pre´ce´dente :
Corollaire 7.2.3. — Si ξ ∈ Fix(KgK)(C){γ} est isole´ alors
Lefξ(KgK,Lρ) = Tr(ρ(γ))
7.3. Le cas des varie´te´s de Shimura de type P.E.L.
7.3.1. Un lemme sur la conjugaison stable. —
Lemme 7.3.1. — Soit G/Qp un groupe re´ductif tel que Gder soit simplement connexe.
Soit γ ∈ G(Qp) re´gulier stablement conjugue´ a` un e´le´ment de M(Qp) ou` M est le Levi
d’un parabolique propre de´fini sur Qp. Alors, γ est conjugue´ dans G(Qp) a` un e´le´ment
de M(Qp).
De´monstration. — Supposons que γ soit stablement conjugue´ a` γ′ ∈M(Qp) :
γ′ = gγg−1 ou` g ∈ G(Qp)
γ et γ′ e´tant re´guliers, et Gder simplement connexe, les centralisateurs CG(γ), resp.
CG(γ
′), sont des tores maximaux sur Qp : T , resp. T ′.
L’application de´finie sur Qp
intg : T
∼
−−→ T ′
est en fait un isomorphisme sur Qp (les centralisateurs de deux e´le´ments stablement
conjugue´s sont formes inte´rieures l’un de l’autre via cette application, mais e´tant abe´liens,
le cocycle inte´rieur est trivial : il s’agit de cσ = intgg−σ ou` gg
−σ ∈ T ). Elle induit donc
un isomorphisme
intg : Td
∼
−−→ (T ′)d
(ou` l’indice d signifie le sous-tore de´ploye´ maximal ).
Rappelons maintenant que si T est un tore maximal de G sur Qp, le Levi d’un para-
bolique de´fini sur Qp minimal parmi ceux contenant T est CG(Td) (cf. Borel, Algebraic
groups) (par exemple, T est elliptique ssi Td ⊂ ZG ssi T n’est contenu dans aucun
parabolique propre).
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Dans notre cas, l’isomorphisme intg : Td
∼
−−→ (T ′)d implique que CG((T
′)d) = gCG(Td)g
−1
et que donc, γ et γ′ sont dans deux paraboliques sur Qp conjugue´s dans G(Qp). Mais
(Borel, Algebraic groups) deux paraboliques sur Qp conjugue´s dans Qp le sont de´ja` sur
Qp.
7.3.2. Plac¸ons nous maintenant dans le cadre des varie´te´s de Shimura de type P.E.L.
non ramifie´es propres e´tudie´es dans la premie`re partie.
The´ore`me 7.3.2. — Soit ξ ∈ Fix(KgK)(C){γ} un point fixe isole´. Le point ξ appar-
tient donc a` ShK(E). Supposons que ξ se spe´cialise sur un point de la strate S(b) ou`
b ∈ B(GQp , µQp). Alors, γ est conjugue´ dans G(Qp) a` un e´le´ment de M(b)(Qp), le cen-
tralisateur du morphisme des pentes.
De´monstration. — Soit (A,λ, ι) le triplet associe´ a` ξ sur une extension de degre´ fini
du corps reflex. A est une varie´te´ abe´lienne C.M.. Avec les notations pre´ce´dentes pour
l’uniformisation complexe on peut supposer que ξ = [x, yK] ou` γ.x = x et γ.yK = ygK.
La relation γ.x = x implique que γ induit un automorphisme de la Q structure de
Hodge polarise´e munie de l’action de B associe´e a` (A,λ, ι) et que donc, γ induit un
automorphisme du triplet (A, λ, ι) sur une extension de degre´ fini du corps reflex. Nous
noterons f cet automorphisme. Rappelons qu’a` l’uniformisation complexe est associe´e
un choix d’isomorphisme de B-modules symplectiques :
V
∼
−−→ H1(A,Q)
Il y a alors un diagramme commutatif
V
≃ ✲ H1B(A,Q)
V
γ
❄ ≃ ✲ H1B(A,Q)
f∗
❄
Rappelons que l’on note E le comple´te´ en une place v divisant p du corps re´flexe. Il y a
un isomorphisme canonique
H1B(A,Q)⊗Qp
∼
−−→ H1e´t(A,Qp)
ou` le second membre est une repre´sentation cristalline du groupe de Galois absolu d’une
extension de degre´ fini de E que nous noterons K. On a donc un diagramme commutatif :
V ⊗Qp
≃ ✲ H1e´t(AK ,Qp)
V ⊗Qp
γ ⊗ 1
❄ ≃ ✲ H1e´t(AK ,Qp)
f∗
❄
Notons F le foncteur de Fontaine entre la cate´gorie des repre´sentations cristallines du
groupe de Galois absolu de K et celle des isocristaux filtre´s admissibles. F (H1e´t(AK ,Qp))
s’identifie comme isocristal muni de structures additionnelles a` la cohomologie cristalline
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de la re´duction mod p du triplet (A,λ, ι). Dans cette identification, f agit sur cet isocristal
par un e´le´ment de Jb. Fixons un isomorphisme de L-modules symplectiques munis d’une
action de B :
F (H1e´t(AK ,Qp)) ≃ (V ⊗Qp)⊗ L
Il y a donc un diagramme commutatif
F (V ⊗Qp)
≃✲ F (H1e´t(AK ,Qp))
≃ ✲ (V ⊗Qp)⊗ L
F (V ⊗Qp)
F (γ ⊗ 1)
❄ ≃✲ F (H1e´t(AK ,Qp))
F (f∗)
❄
≃ ✲ (V ⊗Qp)⊗ L
g
❄
dans lequel g ∈ Jb.
Trivialisons maintenant le torseur des pe´riodes ; c’est a` dire e´tendons les scalaires a`
BdR. Il y a un isomorphisme canonique
(V ⊗Qp)⊗BdR
∼
−−→ F (V ⊗Qp)⊗L BdR
d’ou` au final un diagramme commutatif
VQp ⊗BdR
≃✲ (VQp ⊗ L)⊗BdR
VQp ⊗BdR
γ ⊗ 1
❄ ≃✲ (VQp ⊗ L)⊗BdR
g ⊗ 1
❄
Duquel on de´duit que γ est stablement conjugue´ dans G(L) a` un e´le´ment de Jb.
Rappelons maintenant que dans le cas que nous conside´rons (GQp quaside´ploye´) la
classe de σ-conjugaison b provient d’une classe de M(b)(L) encore note´e b, et que Jb =
{g ∈ M(b)(L) | gbσ = bσg}. Rappelons e´galement que l’on peut supposer b “decent”
(confe`re [51]) au sens ou` pour un s ∈ N, (bσ)s = (s.νb)(p)σs. Dans tous ce qui pre´ce`de
on peut alors remplacer L par Qps l’extension non ramifie´e de degre´ s de Qp. La relation
b−1gb = gσ dansM(b)(Qps) montre que la classe de conjugaison de g dansM(b)(Qps) est
de´finie sur Qp et que donc, d’apre`s [36] ( pour les groupes avec lesquels nous travaillons
M(b)der est simplement connexe), la classe de conjugaison de g dans M(b)(Qp) contient
un e´le´ment de M(b)(Qp).
On de´duit donc au final que γ est stablement conjugue´ dans G(Qp) a` un e´le´ment de
M(b)(Qp). On conclut alors graˆce au lemme 7.3.1.
Remarque 7.3.3. — Dans la dernie`re partie de la de´monstration, nous n’avons fait
qu’expliquer l’existence du transfert des classes de conjugaison stables de Jb vers celles
de sa forme inte´rieure quasi-de´ploye´e M(b). Par exemple, lorsque Jb est le groupe des
unite´s d’une alge`bre a` division D×, ce transfert est le transfert des classes de conjugaison
de D× vers les classes de conjugaison elliptiques de GLn.
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7.4. Formule de Lefschetz
The´ore`me 7.4.1. — Soit Sh(G,X) une varie´te´ de Shimura compacte. Soit f = ⊗vfv ∈
H(G(Af )) telle qu’il existe v telle que supp(fv) ⊂ G(Qv)reg. Alors,
tr (f ; [H•(Sh,Lρ)]) =
∑
{γ}∈{G(Q)}
γre´gulier
γ elliptique dans G(R)
vol(G(Q)γ\G(Af )γ) trρ(γ) Oγ(f)
De´monstration. — On peut supposer que f est de la forme 1KgK ou` K =
∏
vKv et
KvgvKv ⊂ G(Qv)reg. Appliquons la formule des traces de Lefschetz a` la correspondance
de Hecke associe´e. Soit γ ∈ G(Q) elliptique dans G(R). Fix(KgK)(C){γ} 6= ∅ ⇒ γ est
re´gulier. En effet, une relation du type γyK = ygK implique que γyvKv = yvgvKv qui
implique que y−1v γyv ∈ KvgvKv ⊂ G(Qv)reg. Tous les points fixes sont donc isole´s. Et la
somme dans la formule annonce´e provient de la de´composition
Fix(KgK)(C) =
∐
{γ}∈{G(Q)}
re´gulier
γ elliptique dans G(R)
Fix(KgK)(C)γ
Reste donc a` montrer que∑
ξ∈Fix(KgK)(C){γ}
Lefξ(KgK,Lρ) = vol(G(Q)γ\G(Af )γ) trρ(γ) Oγ(f)
On sait (corollaire 7.2.3) que Lefξ(KgK,Lρ) est constant sur Fix(KgK)(C){γ} et vaut
trρ(γ). Il faut donc calculer #Fix(KgK)(C){γ}. γ e´tant re´gulier, Fix(γ;X) est re´duit a`
un seul e´le´ment. On en de´duit que Fix(KgK)(C){γ} est en bijection avec
G(Q)γ\{yK | y
−1γy ∈ KgK }
qui est de cardinal vol(G(Q)γ\G(Af )γ) Oγ(f).
Remarque 7.4.2. — Cette formule se de´duit de [21] en remarquant graˆce au the´ore`me
5.2 de [21] que la somme des caracte`res des se´ries discre`tes de G(R) ayant meˆme caracte`re
infinite´simal que ρˇ e´value´e en un γ re´gulier est trρ(γ).
Remarque 7.4.3. — Lorsque le support de f reste dans un compact fixe´ de G(Af ),
les classes {γ} intervennant dans la formule ci dessus varient dans un ensemble fini ne
de´pendant que de ce compact. Cela peut se voir de deux fac¸ons : la premie`re en utilisant
la proposition 8.2 de [38] qui implique qu’il y a un nombre fini de classes de G(A)-
conjugaison contenant un e´le´ment de G(Q) et rencontrant un compact de G(A) fixe´ (ce
qui est le cas ici puisque nos classes sont elliptiques a` l’infini) ; la deuxie`me de la meˆme
manie`re que dans la remarque (6.12.6).
CHAPITRE 8
CARACTE´RISATION DES E´LE´MENTS DE
Groth(G(Af))×WEν PAR LEURS TRACES
8.1. Un lemme d’alge`bre line´aire
Soir K un corps et V un K-espace vectoriel de dimension finie. Soient u ∈ End(V ) et
v ∈ GL(V ). Le but du lemme qui suit est de montrer que si l’on connaˆıt tr(uvN ) pour
N grand alors on connaˆıt tr(u).
Pour cela on s’inspire de la formule classique : si P (T ) = det(Id−Tv) alors si F (T ) =∑
N≥0 tr(v
N+1)TN , F est une fraction rationnelle et F (T )dT = −dlogP . Ainsi, puisque
v est inversible
Res∞(F (T )dT ) = v∞(P
−1) = dim(V ) = tr(Id)
Lemme 8.1.1. — Soit
F (T ) =
∑
N≥0
tr(uvN+1) TN ∈ K[[T ]]
La se´rie formelle F est une fraction rationnelle de degre´ −1 et
Res∞(F (T )dT ) = tr(u)
De´monstration. — On peut supposer K alge´briquement clos de caracte´ristique 0. Soit
v = vs + vn la de´composition de v en parties semi-simples et nilpotentes. Supposons le
lemme de´montre´ pour v semi-simple. On a alors
F (T ) =
∑
N≥0
N+1∑
k=0
(
N + 1
k
)
tr
(
uvknv
N+1−k
s
)
TN
=
dimV∑
k=0
∑
N+1≥k
N≥0
(
N + 1
k
)
tr
(
uvknv
N+1−k
s
)
TN
=
∑
N≥0
tr(uvN+1s )T
N +
dimV∑
k=1
∑
N≥k−1
(
N + 1
k
)
tr
(
uvknv
N+1−k
s
)
TN︸ ︷︷ ︸
Tk−1
k!
dk
dTk
(Fk(T ))
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ou`
Fk(T ) =
∑
N≥0
tr(uvknv
−k
s v
N+1
s )T
N
Le terme de gauche est une fraction rationnelles par application du cas semi-simple a`
u et vs, quant au terme de droite cela re´sulte du fait que pour tout 1 ≤ k ≤ n, Fk(T )
est une fraction rationnelle par application du cas semi-simple a` uvknv
−k
s et vs. La se´rie
formelle F est donc une fraction rationnelle. De plus, par hypothe`se, degFk = −1 et
donc deg
(
dk
dT k
(TFk(T ))
)
≤ −k − 1. Cela implique que
deg
(
T k−1
k!
dk
dT k
(TFk(T ))
)
≤ −2
et est donc de re´sidu nul en l’infini. La cas semi-simple implique donc les autres cas.
Reste a` de´montrer le lemme dans le cas ou` v est semi-simple. Soit donc v semi-simple.
Pour tout w ∈ GL(V )
tr(u(w−1vw)N+1) = tr(uw−1vN+1w) = tr((wuw−1)vN+1)
et tr(wuw−1) = tr(u). On peut donc supposer que V = Kn et que la matrice de v dans
la base canonique de Kn est la matrice diagonale diag(λ1, . . . , λn) (ou` ∀i λi 6= 0). Notons
(aij)i,j la matrice de u. Alors,
F (T ) =
+∞∑
N=0
n∑
i=1
aiiλ
N+1
i t
N
=
n∑
i=1
aii
λi
1− λiT
or λi 6= 0⇒ Res∞
(
λi
1− λiT
dT
)
= 1. D’ou` le re´sultat.
Remarque 8.1.2. — L’inte´reˆt de ce lemme est que si P est un polynoˆme alors
Res∞P (T )dT = 0
Ainsi, si l’on modifie la se´rie de´finissant F (T ) dans le lemme pre´ce´dent par un nombre
fini de termes on peut encore retrouver la trace de u.
8.2. Se´paration des repre´sentations sphe´riques par les traces de fonctions a`
support dans les e´le´ments re´guliers
Proposition 8.2.1. — Soit H/Qp un groupe re´ductif non ramifie´ tel que H(Qp) →
Had(Qp) soit surjectif. Soit ∑
π∈Irr(G(Qp))
aπ[π] ∈ Groth(G(Qp))⊗ˆC
(i.e. απ ∈ C et ∀ Kp ⊂ H(Qp) compact ouvert #{π | a(π) 6= 0 et πKp 6= (0) } <∞)
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Si ∀fp ∈ H(H(Qp)), supp(fp) ⊂ H(Qp)reg on a :∑
π
aπtr π(fp) = 0
Alors, ∀ π sphe´rique a(π) = 0.
De´monstration. — Ce re´sultat est essentiellement contenu dans [43] dont nous utilise-
rons librement les notations.
Commenc¸ons par remarquer que dans [43], si le parame`tre t est re´gulier alors la
fonction e´le´mentaire ft est a` support dans les e´le´ments re´guliers de H(Qp). D’apre`s la
proposition 5 de [43] on a en prenant fp = ft avec t re´gulier :∑
πsous-quotient
d’une se´rie principale
non ramifie´e
aπ tr π(ft) = 0
i.e. on peut se´parer les sous-quotients des se´ries principales non ramifie´es des autres
e´le´ments de Irr(H(Qp)).
Remarquant que les e´le´ments re´guliers t engendrent le groupe A(Qp)/A(Zp), la pro-
position 7 de [43] couple´e a` l’inde´pendance line´aire des caracte`res (ici l’inde´pendance
line´aire des caracte`res non ramifie´s λ a` valeurs dans C∗ du groupe des points dans Qp
d’un tore de´ploye´ maximal ) permet de se´parer les π sous-quotients de se´ries principales
non ramifie´es associe´es a` des λ, λ′ tels que∀w ∈W λw 6= λ′.
La proposition 8 (cf. e´galement la remarque qui la suit) permet a` λ (modulo l’action
de W ) fixe´ de se´parer dans les sous-quotients irre´ductibles de la se´rie principale non
ramifie´e le sous-quotient sphe´rique des autres sous-quotients. D’ou` le re´sultat.
8.3. Le the´ore`me
Soit G un groupe de similitudes unitaires sur Q comme dans le I.
The´ore`me 8.3.1. — Soit A ∈ Groth(G(Af ) × WEν ) tel que pour tout type super-
cuspidal (J, λ) de G(Qp), ∀g ∈ J˜ le sous- groupe compact modulo le centre associe´,
∀fp ∈ H(G(Apf )) telle qu’il existe w 6= p ve´rifiant supp(fw) ⊂ G(Qw)reg il existe un
N ∈ N tel que ∀τ ∈WEν ve´rifiant v(τ) ≥ N si
f = (eλ ∗ δg)⊗ f
p
on ait
tr(f × τ ;A) = 0
Alors,
Acusp = 0
De´monstration. — fixons σ ∈ WEν tel que v(σ) = 1. Conside´rons la distribution sur
G(Af )
f 7→
∑
N≥0
tr(f × τσN+1;A)TN
136 CHAPITRE 8. CARACTE´RISATION PAR LES TRACES
qui est a` valeurs dans C(T ) d’apre`s le lemme 8.1.1. Appliquant l’application line´aire
Res∞ : C(T ) −→ C
a` cette distribution on de´duit du lemme 8.1.1 et de la remarque qui le suit que dans
l’e´nonce´ du the´ore`me on peut prendre n’importe quel τ ∈WEν inde´pendamment de f
p.
Fixons π0 une repre´sentation supercupsidale deG(Qp) et (λ, J) un type associe´. Notons
A =
∑
Π∈Irr(G(Af ))
[Π]⊗ [ρ(Π)]
ou` [ρ(Π)] ∈ Groth(WEν ). Fixons f
p ∈ H(G(Apf )) ve´rifiant ∃w 6= p supp(fw) ⊂ G(Qw)reg
et conside´rons la distribution sur G(Qp) :
fp 7−→ tr(fp ⊗ f
p × τ ;A) =
∑
π∈Irr(G(Qp))
 ∑
Π∈Irr(G(Af ))
Πp≃π
tr(fp; Πp) tr(τ ; ρ(Π))

︸ ︷︷ ︸
aπ
trπ(fp)
Il re´sulte de la de´finition de Groth(G(Af ) ×WEν ) que pour tout sous-groupe compact
ouvert Kp de G(Qp)
#{π | πKp 6= (0) et aπ 6= 0 } < +∞
Si Kp est tel que eλ ∈ H(G(Qp)//Kp) alors ∀g ∈ J˜ ∀π π(eλ ∗ δg) = π(eλ)π(g) et donc,
#{π | π(eλ ∗ δg) 6= 0 et aπ 6= 0 } < +∞
Il existe donc un ensemble fini E de caracte`res non ramifie´s de G(Qp) ve´rifiant
∀χ, χ′ ∈ E χ 6= χ′ =⇒ π0 ⊗ χ 6≃ π0 ⊗ χ
′
et ∑
χ∈E
aπ0⊗χtrπ0⊗χ(eλ ∗ δg) = 0
or, trπ0⊗χ(eλ ∗ δg) = χ(g)trπ0(eλ ∗ δg) et trπ0(eλ ∗ δg) 6= 0 (lemme B.1.2). On en de´duit
∀g ∈ J˜
∑
χ∈E
aπ0⊗χ χ(g) = 0
Rappelons (annexe B) que π0 ⊗ χ 6≃ π0 ⊗ χ
′ ⇔ χ|J˜ 6= χ
′
|J˜
et donc par inde´pendance
line´aire des caracte`res
aπ0 = 0
Fixons maintenant Π0 ∈ Irr(G(Af )) ve´rifiant Π0p ≃ π0. Fixons toujours τ ∈WEν . Soit
w une place de Q en laquelle G(Qw) est non ramifie´ de type adjoint et Π0w sphe´rique.
Fixons fpw ∈ H(G(Apwf )). Il re´sulte de l’e´galite´ aπ0 = 0 que l’on a la relation
∀fw ∈ H(G(Qw)) supp(fw) ⊂ G(Qw)reg
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∑
π∈Irr(G(Qw))
 ∑
Π∈Irr(G(Af ))
Πp≃π0
trΠpw(f
pw)tr(τ ; ρ(Π))
 trπ(fw) = 0
On de´duit donc du lemme 8.2.1 que
∀fpw ∈ H(G(Apwf )) ∀τ ∈WEν
∑
Π∈Irr(G(Af ))
Πp≃Π0p
Πw≃Π0w
trΠpw(f
pw)tr(τ ; ρ(Π)) = 0
Fixons un niveau Kpw tel que (Πpw0 )
Kpw 6= (0). Alors, si
X = {Πpw ∈ Irr(G(Apwf )) | (Π
pw)K
pw
6= (0) et ρ(Π0,p ⊗Π0,w ⊗Π
pw) 6= (0)}
#X < +∞. Les repre´sentations semi-simples de WEν de dimension finie sur C sont
e´quivalentes aux repre´sentations semi-simples de dimension finie sur C de la C-alge`bre
R = lim
−→
i∈N
C[WEν/Gal(Eν |Eν)
(i)]
Il re´sulte alors de l’inde´pendance line´aire des caracte`res que les traces des e´le´ments de
H(G(Apwf )//K
pw)⊗C R
permettent de se´parer les
Πpw ⊗ ρ(Π0,p ⊗Π0,w ⊗Π
pw) , Πpw ∈ X
On en de´duit donc que
[ρ(Π0)] = 0

CHAPITRE 9
LE THE´ORE`ME
Soit D une donne´e de type P.E.L. non ramifie´e en p, et ShK les varie´te´s de Shimura as-
socie´es, que nous supposerons compactes. Nous supposerons pour cela que D = EndB(V )
est une alge`bre a` division. Nous supposerons de plus qu’en toutes les places finies de F ,
D est soit de´ploye´e soit une alge`bre a` division. Nous supposerons e´galement que l’on est
dans le cas (A), c’est a` dire dans le cas unitaire et que le corps C.M. F est de la forme
F+K ou` K|Q est une extension quadratique imaginaire.
Rappelons que l’on note
G(Qp) =
∏
i∈I
GLn(Fvi)×G(
∏
j∈J
U(n;Fvj ))
Le facteur de droite n’e´tant pas tout a` fait un produit, ses repre´sentations ne se
de´crivent pas imme´diatement a` partir des repre´sentations de chaque facteur. Afin de ne
pas trop alourdir les notations nous supposerons donc dans ce chapitre que J = ∅ ou
bien que #J = 1, ce qui est suffisant pour les applications que nous avons en vue.
Si
A =
∑
Π∈Irr(G(Af ))
[Π]⊗ [σ(Π)] ∈ Groth(G(Af )×WEν )
on note
Acusp =
∑
Π
Πp supercuspidale
[Π]⊗ [σ(Π)]
The´ore`me 9.0.2. — 1. Supposons p de´compose´ dans K (et donc J = ∅), alors lim
−→
K
H•(ShK ,Lρ)

cusp
=
 lim
−→
K
H•(ShanK (b0),Lρ)

cusp
2. Supposons p inerte dans K et #J = 1. Supposons de´montre´ l’existence d’une ap-
plication de changement de base local en p pour les groupes unitaires non ramifie´s
(ce qui est le cas pour U(3), C.1.3) et l’existence de types pour les repre´sentations
supercuspidales des groupes unitaires non ramifie´s en p (confe`re B.3.2) (c’est le cas
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pour U(3) lorsque p 6= 2, B.3.1). On a alors l’e´galite´ lim
−→
K
H•(ShK ,Lρ)

|WEνKp ,cusp
=
 lim
−→
K
H•(ShanK (b0),Lρ)

|WEνKp ,cusp
De´monstration. — La de´monstration consiste a` comparer deux formules des traces, l’une
sur la fibre ge´ne´rique, l’autre sur la fibre spe´ciale.
Nous donnons la de´monstration dans le cas ou` #J = 1, le cas ou` J = ∅ e´tant plus
simple puisqu’il suffit dans les de´monstrations de remplacer le groupe de similitudes uni-
taires associe´ a` la place indexe´e par J par Q×p .
Commenc¸ons par rappeler quelques notations. Notons J = {j}. Fixons une repre´sentation
supercuspidale π0 de G(Qp). Via l’isomorphisme
G(Qp) ≃
∏
i∈I
GLn(Fvi)×GU(n;Fvj )
notons
π0 = ⊗i∈Iπ0,i ⊗ π0,j
ou` les repre´sentations π0,i et π0,j sont supercuspidales. Pour tout k dans I ∪ J soit
(λk, Jk) un type associe´ a` la classe d’e´quivalence inertielle de π0,k. Nous noterons J˜k le
sous-groupe compact modulo le centre associe´ (confe`re l’annexe B)), et λ˜k l’extension de
λk a` J˜k ve´rifiant
∀i ∈ I π0,i ≃ c− Ind
GLn(Fvi)
J˜i
λ˜i et ∀j ∈ J π0,j ≃ c− Ind
GU(n;Fvj )
J˜j
Pour tout k dans I ∪ J fixons gk ∈ J˜k, et soit eλk l’idempotent de l’alge`bre de Hecke
associe´ de´fini par
eλk(g) =
{
0 si g /∈ Jk
dimλk
vol(Jk)
χλk(g) si g ∈ Jk
Posons
∀k ∈ I ∪ J fk = eλk ∗ δgk
fp = ⊗i∈Ifi ⊗ fj ∈ H(G(Qp))
Soient fp ∈ H(G(Apf )) et τ ∈WEνKp .
Commenc¸ons par e´tablir la formule des traces sur la fibre ge´ne´rique. Plus pre´cise´ment,
on cherche une expression pour
tr(f × τ ; [H•(Sh,Lρ)])
Si la repre´sentation Π ∈ Irr(G(Af )) est telle que Π intervienne dans [H
•(Sh,Lρ)], la
non nullite´ de tr(f ; Π) implique que Πp est supercuspidale et qu’il existe un caracte`re
non ramifie´ χ de G(Qp) tel que Πp ≃ π0 ⊗ χ.
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Il re´sulte donc de l’annexe A que :
tr (f × τ ; [H•(Sh,Lρ)])
=
∑
Π∈Irr(G(Af ))
Πp∈[π0,G(Qp)]
∃Π′∈T (G)ρ Π=Π
′
f
mΠ trΠ(f) tr
(
τ ; rµ
Qp
◦ σ˜ℓ(BC(Πp))|Eν |.|
− dimSh
2
)
ou` mΠ est la multiplicite´ d’une Π
′ ∈ T (G)ρ ve´rifiant Π ≃ Π
′
f et BC de´signe le change-
ment de base local (qui existe par hypothe`se en la place vj).
On dispose seulement d’une formule des traces pour la trace d’une fonction de l’alge`bre
de Hecke (the´ore`me 7.4.1), mais pas pour f × τ . C’est pourquoi nous avons besoin du
lemme suivant :
Lemme 9.0.3. — Pour tout τ ∈WEνKp il existe une fonction
f˜ τp ∈
⊗
i∈I
(eλi ∗ H(GLn(Fvi)) ∗ eλi)⊗ (eλj ∗ H(GU(n;Fvj )) ∗ eλj ) ⊂ H(G(Qp))
telle que ∀χ caracte`re non ramifie´ de G(Qp) on ait
tr(f˜ τp ;π0 ⊗ χ) = tr(fp;π0 ⊗ χ) tr
(
τ ; rµ
Qp
◦ σ˜ℓ(π0 ⊗ χ)|.|
− dimSh
2
)
De´monstration. — Notons X
Qℓ
(G(Qp)) le groupe des caracte`res non ramifie´s de G(Qp)
a` valeurs dans Qℓ
×
. Le groupe X
Qℓ
(G(Qp)) s’identifie aux points a` valeurs dans Qℓ d’une
varie´te´ alge´brique de type fini sur Qℓ (plus pre´cise´ment un tore). De plus, soit le groupe
fini
Γ = {χ ∈ XQℓ(G(Qp)) | π0 ⊗ χ ≃ π0}
Les fonctions re´gulie`res sur le tore quotient par Γ s’identifient a` l’alge`bre de Hecke du
type λ = ⊗iλi ⊗ λj de G(Qp) (annexe B.1.2).
Conside´rons maintenant la fonction
F : X
Qℓ
(G(Qp)) −→ Qℓ
χ 7−→ tr(fp;π0 ⊗ χ) tr(τ ; rµ
Qp
◦ σ˜ℓ(π0 ⊗ χ)|Eν |.|
− dimSh
2 )
E´tant donne´ que σ˜ℓ est de´fini au niveau des classes d’isomorphisme de repre´sentations,
F est invariante par Γ et descend donc en une fonction sur XQℓ(G(Qp))/Γ. Montrons
que cette fonction est re´gulie`re.
Un tel χ e´le´ment de X
Qℓ
(G(Qp)) est de la forme
χ = ⊗i∈I(χi ◦ det)⊗ χj
ou` ∀i χi est un caracte`re non ramifie´ de F
×
vi et χj de GU(n;Fvj ). Le caracte`re BC(χj)
est un caracte`re non ramifie´ de GLn(Fvj ) × Q
×
p · Notons BC(χj) = (χ
′
j ◦ det) ⊗ χ
′′
j .
L’application χj 7→ BC(χj) est re´gulie`re (on peut la de´crire explicitement). On a alors,
(π0,i ⊗ χi)(fi) = π0,i(fi) χi(det gi) et (π0,j ⊗ χj)(fj) = π0,j(fj) χj(gj)
duquel on de´duit
tr(fp;π0 ⊗ χ) = tr(fp;π0).
∏
i∈I
χi(det gi) χj(gj)
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De plus,
∀i ∈ I σℓ(π0,i ⊗ χ ◦ det) = σl(π0,i)⊗ σℓ(χ)
ou` σℓ(χi) : WFvi −→ Qℓ
×
est associe´ a` χi par la the´orie du corps de classe local, et
σℓ(BC(π0,j ⊗ χj)) = σℓ(BC(π0,j)⊗ ((χ
′
j ◦ det)⊗ χ
′′
j )) = σℓ(BC(π0,j))⊗ σℓ(χ
′
j)⊗ σℓ(χ
′′
j )
Utilisant le fait que pour tout k dans I ∪ J l’extension Ek|Qp est non ramifie´e on en
de´duit :
rµ
Qp
◦σ˜ℓ(π0⊗χ)(τ) = (rµ
Qp
◦σ˜ℓ(π0)(τ)).
∏
i∈I
χi(p)
−v(τ)
∑
τ∈HomQp
(Fvi ,Qp)
pi
χ′j(p)
−v(τ)pjχ′′j (p)
−v(τ)
ou` les pi, pj sont des entiers associe´es a` µ. La fonction F est donc une fonction re´gulie`re.
D’apre`s l’annexe B.1.2 il existe donc f˜ τp ∈ H(λ,G(Qp)) ve´rifiant
∀χ ∈ XQℓ(G(Qp)) F (χ) = trπ0⊗χ(f˜
τ
p )
Remarque 9.0.4. — On peut aussi utiliser le the´ore`me de Paley-Wiener scalaire ([6])
pour obtenir l’existence d’une fonction f˜ τp ∈ H(G(Qp)) ve´rifiant
∀π ∈ Irr(G(Qp)) trπ(f˜ τp ) = trπ(fp) tr(τ ; rµQp ◦ σ˜ℓ(π)|Eν |.|
− dimSh
2 )
Cependant nous aurons besoin par la suite de l’annulation des inte´grales orbitales de
f˜ τp sur les e´le´ments re´guliers non elliptiques. Pour la fonction f˜
τ
p du lemme ci dessus
ce sera une conse´quence facile de l’appartenance de f˜ τp a` l’alge`bre de Hecke d’un type
supercuspidal. Si l’on veut utiliser le the´ore`me de Paley-Wiener scalaire et non le lemme
ci dessus, cela est une conse´quence du the´ore`me A-(b) de [34].
Posons f˜ τ = f˜ τp ⊗ f
p qui de´pend donc de τ . Il re´sulte du lemme que l’on a l’e´galite´
tr(f˜ τ ; [H•(Sh,Lρ)]) = tr(f × τ ; [H
•(Sh,Lρ)])
Supposons maintenant qu’en une place w de Q, fw soit a` support dans les e´le´ments
re´guliers de G(Qw) (on suppose f de´compose´e en un produit ⊗vfv). Il re´sulte de l’e´galite´
pre´ce´dente ainsi que du the´ore`me 7.4.1 que :
tr (f × τ ; [H•(Sh,Lρ)]) =
∑
{γ}∈{G(Q)}
γ re´gulier
γ elliptique dans G(R)
vol(G(Q)γ\G(A)γ)trρ(γ) Oγ(f˜
τ
p ) Oγ(f
p)
Remarquons maintenant qu’e´tant donne´ que f˜ τp est dans l’alge`bre de Hecke associe´e a`
un type supercuspidal, pour tout e´le´ment γ de G(Qp) semi-simple re´gulier non elliptique
Oγ(f˜p) = 0.
D’ou` la formule
tr (f × τ ; [H•(Sh,Lρ)]) =
∑
{γ}∈{G(Q)}
γ re´gulier
γ elliptique dans G(R) et G(Qp)
vol(G(Q)γ\G(A)γ)trρ(γ) Oγ(f˜
τ
p ) Oγ(f
p)
Passons maintenant a` la formule des traces sur la fibre spe´ciale.
CHAPITRE 9. LE THE´ORE`ME 143
Soit donc fp comme pre´ce´demment fixe´e de´finitivement. Soit K˜ ⊂ G(A
p
f ) un compact.
Il re´sulte du the´ore`me 6.12.5 applique´ a` toute la varie´te´ de Shimura qu’il existe un entier
N tel que ∀τ ∈WEνKp , v(τ) ≥ N , ∀f
p ∈ H(G(Apf )) supp(f
p) ⊂ K˜
tr (f × τ ; [H•(Sh,Lρ)]) =
∑
φ
∑
{γ}∈{Iφ(Q)}
λφ,{γ},τ Oγ(f
p)
ou` λφ,{γ},τ = 0 sauf pour un nombre fini de (φ, {γ}) (ce nombre fini tendant vers l’infini
lorsque K˜ grossi et v(τ) varient). Nous choisirons de plus N suffisemment grand de tel
fac¸on que le the´ore`me 6.12.5 s’applique e´galement a` la strate basique.
On a donc l’e´galite´
tr (f × τ ; [H•(Shan(b0),Lρ)]) =
∑
φ,b(φ)=b0
∑
{γ}∈{Iφ(Q)}
λφ,{γ},τ Oγ(f
p)
Remarquons que si φ n’est pas basique et γ ∈ Iφ(Q) alors γ est dans une forme inte´rieure
d’un Levi propre de G(Qp), Jb.
Nous pouvons maintenant comparer les formules des traces sur la fibre ge´ne´rique et
sur la fibre spe´ciale.
Fixons un compact K˜ dans G(Apf ). Soit v1 6= p une place de Q de´compose´e dans
K. Supposons le compact K˜ de la forme K˜v1 × K˜
v1 . Soit fp comme pre´ce´demment et
fp,v1 ∈ H(G(Ap,v1f )) telle que supp(f
p,v1) ⊂ K˜v1 , et en une place f est a` support dans
les e´le´ments re´guliers. Soit τ ∈WEνKp tel que v(τ) ≥ N ou` N est associe´ a` K˜. Pour une
fonction fv1 , on note f˜
τ
p la fonction associe´e a` τ et f˜
τ = f˜p ⊗ f
p. De´sormais, τ et f v1
sont fixe´s. Alors,
∀fv1 supp(fv1) ⊂ K˜v1
∑
{γ}∈{G(Q)}
γ re´gulier
γ elliptique dans G(R) et G(Qp)
α{γ}Oγ(fv1) =
∑
φ
∑
{γ}∈{Iφ(Q)}
βφ,{γ}Oγ(fv1)
ou` l’on a pose´
α{γ} = vol(G(Q)γ\G(A)γ)trρ(γ) Oγ((f˜
τ )v1)
et bφ,{γ} = λ{γ},τ Oγ(f
p,v1) qui de´pendent de f v1 et τ .
Regroupons les termes par classes de conjugaison dans G(Qv1) : on obtient
∑
{γ′}∈{G(Qv1 )}reg

∑
{γ}∈{G(Q)}
γ re´gulier
γ elliptique dans G(R) et G(Qp)
γ∼γ′
α{γ} −
∑
φ,{γ}∈Iφ(Q)
γ∼γ′
βφ,{γ}
 Oγ′(fv1) = 0
ou`, e´tant donne´ que supp(fv1) reste dans le compact K˜v1 , la somme porte sur un nombre
fini de classes de conjugaisons semi-simples re´gulie`res dans G(Qv1) intersectant le com-
pact K˜v1 .
E´tant donne´ que les classes de conjugaison sont ferme´es, disjointes et en nombre fini
on peut les se´parer par des e´le´ments fv1 ∈ H(G(Qv1)) ve´rifiant supp(fv1) ⊂ K˜v1 .
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On obtient donc ∀γ′ ∈ G(Qv1) semi-simple re´gulier∑
{γ}∈{G(Q)}
γ re´gulier
γ elliptique dans G(R) et G(Qp)
γ∼γ′
α{γ} =
∑
φ,{γ}∈Iφ(Q)
γ∼γ′
βφ,{γ}
Remarquons maintenant que si φ est non basique et γ1 ∈ I
φ(Q) re´gulier, γ1 ne peut
eˆtre conjugue´ dans G(Qv1) a` un e´le´ment γ2 de G(Q) elliptique dans G(Qp). En effet,
γ1 vu comme e´le´ment de Jb se transfert en un e´le´ment γ
′
1 de M(b) (le centralisateur
du morphisme des pentes) la forme inte´rieure quasi-de´ploye´e de Jb (l’explicitation de
l’existence de ce transfert est faite a` la fin du the´ore`me III.7.3.2). L’e´le´ment γ2 serait
alors stablement conjugue´ a` un e´le´ment γ′1 d’un Levi propre de G(Qp) ce qui d’apre`s le
lemme 7.3.1 est incompatible avec le fait que γ2 est elliptique re´gulier.
On en de´duit donc : ∑
φ non basique
{γ}∈{Iφ(Q)}
βφ,{γ} = 0
On peut maintenant appliquer de nouveau le the´ore`me 6.12.5 a` la strate basique pour
obtenir que ∀fv1 , supp(fv1) ⊂ K˜v1
tr (f × τ ; [H•(Sh,Lρ)]) = tr (f × τ ; [H
•(Shan(b0),Lρ)])
Nous pouvons mainteant faire varier f v1 et τ tels que supp(f v1) ⊂ K˜v1 et v(τ) ≥ N . On
peut alors appliquer le the´ore`me 8.3.1 pour conclure.
Remarque 9.0.5. — Dans le the´ore`me pre´ce´dent, dans le second cas, lorsque G est
un groupe de similitudes unitaires en trois variables la restriction de WEν a` WEνKp est
inutile. C’est une conse´quence du the´ore`me A.7.8.
PARTIE IV
APPLICATION A` LA
COHOMOLOGIE DES ESPACES DE
RAPOPORT-ZINK DE TYPE E.L. ET
P.E.L.

CHAPITRE 10
Nous de´montrons dans cette partie les principaux re´sultats de cette the`se, a` savoir les
conjectures de Kottwitz ([50] conjecture 5.1, [25] conjecture 5.3 et la conjecture 5.4 qui
est une ge´ne´ralisation de la conjecture de Kottwitz) pour la partie supercuspidale de la
cohomologie des espaces de Rapoport-Zink basiques suivants :
• Les espaces de type E.L. non ramifie´s pour lesquels le groupe Jb est anisotrope
modulo le centre ou bien e´gal a` G (the´ore`mes 10.1.4 et 10.1.5) (la restriction sur
Jb provient du fait que cette hypothe`se simplifie la comparaison des formules des
traces)
• Pour les espaces de type P.E.L. non ramifie´s associe´s au groupe unitaire U(3) sur
des extensions de degre´ impaires de Qp , p 6= 2, nous les de´montrons pour les
repre´sentations supercuspidales stables. Nous de´montrons des re´sultats plus faibles
pour les autres repre´sentations supercuspidales. (the´ore`me 10.2.2)
• De meˆme pour U(n) en supposant certains faits connus concernant l’analyse har-
monique sur les groupes unitaires locaux et globaux en n variables.
Avec le cas des espaces de type P.E.L. non ramifie´s associe´s au groupe U(3) nous
donnons ainsi le premier exemple de loi de re´ciprocite´ locale non abe´lienne construite
ge´ome´triquement et associe´e a` des groupes autres que des formes inte´rieures du groupe
line´aire.
Remarque 10.0.6. — Si l’on sait de´montrer la conjecture de Kottwitz pour les espaces
de Rapoport-Zink associe´s a` des donne´es simples, on sait la de´montrer pour des produits
de tels espaces, c’est a` dire des espaces associe´s a` des donne´es semi-simples. C’est une
simple application de la formule de Ku¨nneth. En particulier, les re´sultats annonce´s restent
valables pour des produits des espaces non ramifie´s de type E.L. et P.E.L. pour lesquels
le re´sultat est de´montre´.
10.1. Espaces de type E.L. non ramifie´s
10.1.1. Construction de donne´es globales a` partir de donne´es locales. —
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10.1.1.1. Le re´sultat de Clozel. — Commenc¸ons par rappeler les re´sultats de la seconde
section de [12] qui donnent une condition ne´cessaire et suffisante pour qu’une famille de
formes inte´rieures locales d’un groupe unitaire presque-partout localement triviale pro-
vienne d’un groupe unitaire global. Ces conditions sont de´duites du formalisme de´veloppe´
par Kottwitz pour e´tudier la cohomologie galoisienne des groupes re´ductifs sur les corps
de nombres.
Soit donc F un corps C.M. de sous corps totalement re´el maximal F+. Supposons
nous donne´e une famille (Uv)v, ou` v parcourt les places de F
+, de groupes unitaires en
n variables sur F+v (nous entendons par la` que Uv est une forme inte´rieure du groupe
U(n)F+v ou` U(n)/F
+ est le groupe unitaire quasi-de´polye´ en n variables associe´ a` l’ex-
tension quadratique F |F+). Soit Φ un type C.M. de F . Lorsque v parcourt les places
infinies de F+, les groupes Uv sont donc donne´s par des couples d’entiers (pτ , qτ )τ∈Φ tels
que si τ induit v alors
Uv ≃ U(pτ , qτ )
Si v est une place de F+ de´compose´e dans F , Uv est du type GLa(D) ou` a|n et D/F
+
v
est une alge`bre a` division d’invariant
r
n/a
avec r ∧ n/a = 1. Avec les notations de (2.3)
de [12], lorsque n est pair, l’invariant local associe´ dans µDn ≃ Z/nZ est ra mod n. Dans
ce cas, la composante en v de l’invariant global associe´ est donc ra mod 2. Qui est non
nul ssi a est impair (puisque a impaire implique r impair).
Si v est une place finie de F+ inerte dans F , si n est impaire, il y a un unique groupe
unitaire en n variables sur F+v , le groupe unitaire quasi-de´ploye´. Le groupe Uv est donc
ce groupe. Si n est pair, il y en a deux : la forme quaside´ploye´e et l’autre (suivant que le
discriminant de la forme hermitienne de´finissant le groupe est une norme de l’extension
quadratique ou non). Dans ce cas la`, il y a donc deux possibilite´s pour Uv.
Les re´sultats de la section 2 de [12] s’e´noncent ainsi :
Proposition 10.1.1. — Supposons que pour presque tout v, Uv est quasi-de´ploye´.
Si n est impair, il existe un groupe unitaire U/F+ tel que ∀v UF+v ≃ Uv.
Si n est pair, notons A le cardinal de l’ensemble des places finies de´ploye´es de F+
telles que Uv soit de la forme GLa(D) avec a impair, notons B le cardinal des places
finies inertes de F+ telles que Uv soit non quasi-de´ploye´. Il existe un groupe unitaire
U/F+ tel que ∀v UF+v ≃ Uv ssi
n
2
[F+ : Q] +
∑
τ∈Φ
pτ ≡ A+B mod 2
Dans tous les cas, U est le groupe unitaire associe´ a` (B, ∗) ou` B/F est une alge`bre
simple et ∗ une involution de seconde espe`ce.
10.1.1.2. Un lemme. —
Lemme 10.1.2. — Soit F ′|Qp une extension de degre´ fini. Il existe un corps de nombres
totalement re´el F 0 tel que p soit inerte dans F 0 et F 0p ≃ F
′.
De´monstration. — E´crivons pour cela F ′ = Qp(α) avec P ∈ Qp[X] le polynoˆme minimal
de α. On peut choisir α tel que P soit unitaire a` coefficients dans Zp. Notons d le degre´
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de P . Alors, le lemme de Krasner montre que pour Q ∈ Zp[X] suffisamment proche de
P , Q est irre´ductible et une racine de Q engendre F ′.
Par densite´ de Z dans Zp le lemme se rame`ne alors a` montrer que pour tout polynoˆme
Q ∈ Z[X] de degre´ d, pour tout voisinage p-adique de Q dans les polynoˆmes a` coef-
ficients entiers de degre´ d il existe un polynoˆme dont toutes les racines soient re´elles.
Le fait que dans dans l’extension construite a` partir d’une racine d’un tel polynoˆme, p
reste inerte est conse´quence du fait que le polynoˆme de Z[X] est irre´ductible dans Qp[X].
Soit E = R[X]d le R-espace vectoriel des polynoˆmes de degre´ infe´rieure ou e´gal a`
d. Pour tout entier N , pN .Z[X]d est un re´seau de E. Conside´rons l’isomorphisme de
R-espaces vectoriels
ϕ : E −→ Rd+1
R 7−→ (R(0), . . . , R(d))
Le groupe ϕ(pN .Z[X]d) est un re´seau de Rd+1. Et l’on veut montrer que ϕ(Q+pN .Z[X]d)
intersecte l’ensemble {x0 < 0, x1 > 0, x2 < 0, . . . }. Or on montre aise´ment que pour tout
re´seau Λ et tout x ∈ Rd+1, x+ Λ intersecte un tel ensemble.
10.1.1.3. Construction d’une donne´e de type P.E.L. globale a` partir d’une donne´e de
Rapoport-Zink locale de type E.L. non ramifie´e simple. — Soit (F ′, V ′, b′, µ′) une donne´e
de type E.L. non ramifie´e simple (I.2.2.1.1) sans sa classe de σ-conjugaison. Nous notons
n = dimF ′(V
′). Soit F+ un corps de nombres totalement re´el dans lequel p est inerte et
tel que F+p ≃ F
′ (lemme 10.1.2). Nous fixons de´finitivement un isomorphisme F+p
∼
−−→ F ′.
Soit K un corps quadratique imaginaire dans lequel p est de´compose´. Notons F le corps
C.M. F+K. Notons p = v1v
c
1 la de´composition de p dans F . Fixons un plongement
ν : Q →֒ Qp (ou`, rappelons le, Q ⊂ C). De´finissons le type C.M. Φ de F de la fac¸on
suivante :
Φ = {τ ∈ Hom(F,Q) | ν ◦ τ : F →֒ Qp induit v1 }
Rappelons que le cocaracte`re µ′ est donne´ par des couples d’entiers (p′τ , q
′
τ )τ∈HomQp(F ′,Qp)
.
Pour τ ∈ Φ, τ induit un plongement ν ◦ τ : F →֒ Qp qui via l’isomorphisme Fv1 ≃ F
′
(induit par l’isomorphisme F+p ≃ F
′) induit un plongement α(τ) ∈ HomQp(F
′,Qp). Nous
noterons (pτ , qτ ) = (p
′
α(τ), q
′
α(τ )).
Construisons un syste`me (Uv)v comme dans le 10.1.1.1. Pour toute place v de F
+
divisant l’infini, il existe un unique τ ∈ Φ tel que τ induise v. Posons alors
Uv = U(pτ , qτ )
Posons e´galement
Up = GLn(F
′)
Choisissons une place finie w de F+ diffe´rente de p, de´compose´e dans F , et posons Uw
comme e´tant e´gal au groupe des unite´s d’une alge`bre a` division sur F+w . Posons pour toute
place finie w′ de F+ de´compose´e dans F , diffe´rente de p et w, Uw′ = GLn(F
+
w′). Si n est
impair, faisons un choix quelconque (presque partout quasi-de´ploye´) de groupes unitaires
Uw′′ en les places w
′′ de F+ inertes dans F . Si n est pair, on peut toujours choisir le
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nombre de Uw” non quasi-de´ploye´s de tel manie`re que l’e´quation de la proposition 10.1.1
soit satisfaite.
A ce choix de groupes locaux, la proposition 10.1.1 associe un couple (B, ∗) ou` B est
une alge`bre simple sur F et ∗ une involution de seconde espe`ce sur B.
E´tant donne´ qu’en la place w, B est une alge`bre a` division, B est une alge`bre a` division.
Posons
B = Bopp
qui est donc muni de l’involution ∗. Sur R l’involution ∗ devient conjugue´e a` une invo-
lution positive. D’apre`s le lemme 2.8 de [41], l’ensemble des b ∈ B∗=1 ⊗ R tels que le
produit syme´trique (x, y)b = trBR/R(xby
∗) sur BR×BR soit positif est un coˆne ouvert non
vide. Par un argument de densite´, cet ensemble rencontre donc l’ensemble B× ∩ B∗=1.
On en de´duit qu’il existe un b ∈ B× tel que b∗ = b et tel que l’involution # de´finie sur
B par
∀x ∈ B x# = bx∗b−1
est une involution positive de seconde espe`ce. Fixons un tel b et notons # l’involution
associe´e. Soit β ∈ F tel que β# = −β. Posons V = B vu comme B-module a` gauche.
Conside´rons le produit < ., . > de´fini sur V × V par
∀x, y ∈ V < x, y >= trB/Q(xb
−1βy#)
C’est un produit symplectique qui fait de V un (B,#)-module hermitien. De plus,
∀a ∈ B = EndB(V ) ∀x, y ∈ V < a(x), y > = < xa, y >
= trB/Q(xab
−1βy#)
= trB/Q(xb
−1β(bab−1)y#)
= trB/Q(xb
−1β(y (bab−1)#︸ ︷︷ ︸
a∗
)#)
= < x, a∗(y) >
On en de´duit donc que B = EndB(V ) muni de l’adjonction associe´e a` < ., . > est e´gal
au couple (B, ∗). Soit G le groupe des similitudes unitaires associe´ a` (B,#, V,< ., . >)
et G1 le groupe unitaire. Le groupe G1 est donc le groupe unitaire associe´ a` (B, ∗).
E´tant donne´ qu’a` l’infini les signatures (pτ , qτ ) sont fixe´es, il existe une unique classe de
G1(R)-conjugaison h de morphisme d’alge`bre a` involution de (C, c) dans (B, ∗) telle que
le produit < ., h(i). > soit de´fini positif. Fixons un tel h : C −→ EndB(V ). Et posons
D = (B,#, V,< ., . >, h)
qui est une donne´e de type P.E.L. au sens du chapitre I.
D’apre`s le choix fait pour Φ et les (pτ , qτ ) en fonction des (p
′
τ , q
′
τ ) on en de´duit la
proposition suivante :
Proposition 10.1.3. — E´tant donne´e une donne´e locale de type E.L. non ramifie´e
simple sur une extension de Qp, il existe une donne´e globale de type P.E.L. D =
(B,#, V,< ., . >, h), un plongement ν : Q →֒ Qp tel que via ν, D induise (i.e. apre`s
e´quivalence de Morita, confe`re I.2.2.4) la donne´e locale. On peut de plus supposer que
EndB(V ) est une alge`bre a` division qui est en toutes les places finies soit de´ploye´e, soit
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une alge`bre a` division. On peut e´galement supposer le corps C.M. F de la forme F+K
ou` K est un corps quadratique imaginaire et ou` p est inerte dans F+ et de´compose´ dans
K.
10.1.2. Le the´ore`me principal. — Si H est un groupe re´ductif p-adique, si V est un
H-module lisse, on peut de´finir le sous H-module Vcusp de V , la partie supercuspidale,
en utilisant par exemple le centre de Bernstein :
Vcusp =
⊕
e
e.V
ou` e parcourt les idempotents du centre de Bernstein deH associe´s aux classes d’e´quivalences
inertielles des repre´sentations supercuspidales de H.
The´ore`me 10.1.4. — Soit (V, F, b, µ) une donne´e locale de Rapoport-Zink de type E.L.
non ramifie´e simple basique. Soit E ⊂ Qp le corps re´flex associe´. Supposons le groupe
re´ductif Jb anisotrope modulo son centre, c’est a` dire Jb = D
× pour une alge`bre a` di-
vision D sur F d’invariant calcule´ en fonction de µ. Notons JL la correspondance de
Jacquet-Langlands. Soit π une repre´sentation irre´ductible de Jb telle que JL(π) soit su-
percuspidale. Il y a une e´galite´ dans le groupe de Grothendieck Groth(G(Qp)×WE)∑
i
(−1)i[ lim
−→
K
HomJb(H
i
c(M˘K⊗ˆCp,Qℓ), π)]cusp = [JL(π)] ⊗ [rµ ◦ σ˜ℓ(JL(π))|E ] |.|
−
∑
τ pτ qτ
2
ou` σ˜ℓ la correspondance de Langlands locale “absolue” ℓ-adique pour le groupe line´aire
(A.7.1) et rµ la repre´sentation du L-groupe associe´ (A.7.2) sur E.
Rappelons avec les notations du I.2.1.1 que la classe de conjugaison de µ est donne´e
par des entiers (ai)i∈Z/dZ, et que Jb est anisotrope ssi ∑
i∈Z/dZ
ai
 ∧ n = 1
Alors, Jb = D
× ou` l’invariant local de D est 1n
∑
i ai ∈ Q/Z.
Il peut e´galement arriver, lorsque n|
∑
i ai, que Jb soit e´gal a` G(Qp). Cela ne veut
pas dire que les groupe p-divisibles associe´s sont e´tales (ce qui est la cas ssi ∀i ai = 0),
car le groupe Jb tient compte de l’action de F . Dans ce cas la`, la correspondance de
Jacquet-Langlands est l’identite´ et on a le the´ore`me suivant :
The´ore`me 10.1.5. — Soit (V, F, b, µ) une donne´e locale de Rapoport-Zink de type E.L.
non ramifie´e simple basique. Soit E ⊂ Qp le corps re´flex associe´. Supposons le groupe
re´ductif Jb e´gal a` G = GLn. Soit π une repre´sentation irre´ductible supercuspidale de Jb.
Il y a une e´galite´ dans Groth(G(Qp)×WE)∑
i
(−1)i[ lim
−→
K
HomJb(H
i
c(M˘K⊗ˆCp,Qℓ), π)]cusp = [π]⊗ [rµ ◦ σ˜ℓ(π)|E ] |.|
−
∑
τ
pτ qτ
2
Voici la de´monstration des deux the´ore`mes ci dessus :
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De´monstration. — Soit D une donne´e de type P.E.L. globale induisant la donne´e locale,
comme dans la proposition 10.1.3. Soit Sh la varie´te´ de Shimura associe´e. Le groupe
G(Qp) est GLn(Fv) × Q×p (ou` Fv est le corps local note´ F dans les e´nonce´s). Notons
M˘(b, µ) l’espace de Rapoport-Zink local associe´ a` la donne´e locale. L’espace de Rapoport-
Zink associe´ a` D en p et a` la classe basique b ∈ B(GQp , µQp) est donc
M˘(DQp , b) = M˘(b, µ) ×Q
×
p /Z
×
p
D’apre`s les re´sultats de l’appendice A, dans le groupe de Grothendieck Groth(G(Af )×
WEν ), si
[H•(Sh,Lρ)] =| ker
1(Q, G) |
∑
Π∈Irr(G(Af ))
[Π]⊗ [Rℓ,ρ,µ(Π)]
la repre´sentation semi-simple [Rℓ,ρ,µ(Π
′)] est non nulle ssi il existe Π ∈ T (G)ρ telle que
Π′ ≃ Πf . De plus, pour une telle Π ∈ T (G)ρ, contribuant a` [H
•(Sh,Lρ)]cusp, i.e. telle
que Πp soit supercuspidale,
[Rℓ,ρ,µ(Πf )] = mΠ[rµ ◦ σ˜ℓ(Πp)] |.|
− dimSh
2
ou` mΠ de´signe la multiplicite´ de Π dans l’espace des formes automorphes sur G. On
obtient donc l’e´galite´ suivante
[H•(Sh,Lρ)]cusp =| ker
1(Q, G) |
∑
Π∈T (G)ρ
Πp supercuspidale
[Πf ]⊗ [rµ ◦ σ˜ℓ(Πp)] |.|
− dimSh
2
Soit φ une classe d’isoge´nie intervenant dans la strate basique et Iφ le groupe re´ductif
associe´. Rappelons que Iφ(R) est la forme compacte modulo le centre de G(R), que
Iφ(Qp) = Jb ×Q×p et que I
φ(Apf ) = G(A
p
f ).
Le corollaire 5.0.18 couple´ au the´ore`me 9.0.2 montre que l’on a l’e´galite´ suivante :
[H•(Sh,Lρ)]cusp =| ker
1(Q, G) |
∑
Π∈T (Iφ)
Π∞=ρˇ
Πp supercuspidale
[ lim
−→
K
HomJb×Q×p (H
•
c (M˘K(DQp , b),Qℓ),Πp)]⊗[Π
p]
Si Πp = π1 ⊗ χ ou` π1 est une repre´sentation irre´ductible de Jb et χ un caracte`re de Q×p ,
il y a un isomorphisme
lim
−→
K
HomJb×Q×p (H
•
c (M˘K(DQp , b),Qℓ),Πp) = lim−→
K
HomJb(H
•
c (M˘K(b, µ),Qℓ), π1)⊗ χ
comme repre´sentation de G(Qp) = GLn(F )×Q×p .
Fixons ρ = 1. Il existe une repre´sentation automorphe Π de Iφ telle que Πp =
π ⊗ 1 et Π∞ = 1 ([11]). Utilisons le the´ore`me A.4.1 applique´ aux groupes formes
inte´rieurs Iφ et G. On obtient alors le re´sultat en e´galant les deux expressions ci des-
sus pour [H•(Sh,Lρ)]cusp et en prenant la partie Π
p
f -isotypique (apre`s avoir divise´ par
| ker1(Q, G) | mΠ, ou` mΠ de´signe la multiplicite´ de Π dans l’espace des formes auto-
morphes sur Iφ qui est e´gale a` celle de π∞ ⊗ JL(Πp) ⊗ Π
p
f dans l’espace des formes
automorphes sur G pour une repre´sentation de la se´rie discre`te π∞ ayant de la cohomo-
logie dans ρ, d’apre`s A.4.1).
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10.2. espaces de type P.E.L.
10.2.1. Construction de donne´es globales a` partir de donne´es locales. — Soit
F ′|Qp une extension non ramifie´e de degre´ pair. On veut trouver un corps de nombres
totalement re´el F+ et un corps quadratique imaginaire K|Q dans lesquels p est inerte,
tels que F+p et Kp soient line´airement disjointes (c’est a` dire p reste inerte dans F
+K)
et tels que F ′ = F+p Kp. Cela est possible ssi [F
′ : Qp] n’est pas un multiple de 4 (utiliser
le lemme 10.1.2). De la meˆme manie`re que pour la proposition 10.1.3 on montre alors la
proposition suivante :
Proposition 10.2.1. — E´tant donne´e une donne´e locale de type P.E.L. non ramifie´e
simple sur une extension de Qp de degre´ qui n’est pas un multiple de 4, il existe une
donne´e globale de type P.E.L. D = (B,#, V,< ., . >, h), un plongement ν : Q →֒ Qp
tel que via ν, D induise la donne´e locale. On peut de plus supposer que EndB(V ) est
une alge`bre a` division qui est en toutes les places finies soit de´ploye´e, soit une alge`bre
a` division. On peut e´galement supposer le corps C.M. F de la forme F+K ou` K est un
corps quadratique imaginaire.
10.2.2. Le the´ore`me principal pour GU(3). —
The´ore`me 10.2.2. — Soit (F, ∗, V,< ., . >, b, µ) une donne´e locale de type P.E.L. non
ramifie´e simple basique. Supposons p 6= 2, [F : Qp]/2 impair et dimF (V ) = 3. Soit
E ⊂ Qp le corps re´flex associe´.
1. Soit ψ : WQp −→
LG une classe de conjugaison de L-parame`tre ve´rifiant : im(ψ)
n’est pas contenue dans LB pour un sous groupe de Borel B de G. Soit Π(ψ) le
L-paquet supercuspidal de repre´sentations de G(Qp) associe´ (C.1.4.2). Rappelons
que Jb = G(Qp) = GU(3). Il y a une e´galite´ dans Groth(G(Qp)×WE) :
∑
π∈Π(ψ)
 lim
−→
K
HomJb
(
H•c (M˘K⊗ˆCp,Qℓ), π
)
cusp
=
∑
π∈Π(ψ)
[π]⊗ [rµ ◦ ψ|WE ] |.|
−
∑
τ pτ qτ
4
En particulier, si Π(ψ) est stable la conjecture de Kottwitz est ve´rifie´e.
2. Soit ξ un caracte`re du groupe endoscopique H de U(3) (appendice C) et StH(ξ)
la repre´sentation de Steinberg associe´e. Soit Π(StH(ξ)) = {π
2(ξ), πs(ξ)} le L-
paquet transfert endoscopique a` U(3) (C.1.6). Soit Π = {π2, πs} un L-paquet de
repre´sentations de G(Qp) tel que π2|U(3) = π
2(ξ), πs|U(3) = π
s(ξ). A Π est associe´ un
L-parame`tre ψ :WQp×SL2(C) −→
LG. Il y a une e´galite´ dans Groth(G(Qp)×WE) : lim
−→
K
HomJb
(
H•c (M˘K⊗ˆCp,Qℓ), π
s
)
cusp
+
 lim
−→
K
Ext •Jb−lisse(H
•
c (M˘K⊗ˆCp,Qℓ), π
2)

cusp
= [πs]⊗ [rµ ◦ ψ|WE ] |.|
−
∑
τ pτ qτ
4
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3. Soit χ un caracte`re de G(Qp) et StG(χ) la repre´sentation de Steinberg associe´e. Il
y a une e´galite´ dans Groth(G(Q) ×WE) :[
Ext•Jb−lisse
(
H•c (M˘K⊗ˆCp,Qℓ), StG(χ)
)]
cusp
= 0
De´monstration. — Soit D une donne´e globale de type P.E.L. induisant la donne´e locale
comme dans la proposition 10.2.1. Soit Sh la varie´te´ de Shimura associe´e. Il y a un
isomorphisme d’espaces analytiques M˘(DQp , b) ≃ M˘(b, µ). Soit φ une classe d’isoge´nie
intervenant dans la classe basique.
Dans les trois cas de l’e´nonce´, pour chacun des L-paquets locaux en p, Π (dans le
troisie`me cas {StG(χ)} est un L-paquet, confe`re page 174 de [53]), on peut trouver une
repre´sentation irre´ductible de G(Apf ), Π
p, telle que
∀πp ∈ Π Triv∞ ⊗ πp ⊗Π
p ∈ T (Iφ)Triv∞
En effet, il suffit de choisir une repre´sentation πp ∈ Π, de la globaliser ([11]) (dans le
troisie`me cas cela est une conse´quence du fait que StG(χ) est de carre´ inte´grable). Alors,
les L-paquets globaux de repre´sentations de G e´tant stables (c’est une conse´quence du
fait que EndB(V ) est une alge`bre a` division, [53] the´ore`me 14.6.3) tous les e´le´ments
d’un meˆme L-paquet apparaissent avec la meˆme multiplicite´ dans le spectre discret de
G (multiplicite´ qui est 1).
Utilisons le the´ore`me A.7.8 Le re´sultat s’en de´duit comme dans la de´monstration du
the´ore`me 10.1.4 en prenant la partie Πp isotypique dans les deux expressions diffe´rentes
pour [H•(Sh,Qℓ)]cusp en termes de repre´sentations automorphes de G et Iφ, et en uti-
lisant le fait que si deux repre´sentations automorphes de G, resp. Iφ, sont isomorphes
hors p elle sont dans le meˆme L-paquet global et que donc leur composante en p sont
dans le meˆme L-paquet local ([53])(et en utilisant e´galement le fait e´nonce´ ci dessus que
la multiplicite´ est constante pour tous les e´le´ments d’un meˆme L-paquet global).
10.2.3. Spe´culations. — Le the´ore`me pre´ce´dent ne donne une de´monstration de la
conjecture de Kottwitz que dans le cas des repre´sentations supercuspidales π telles
que {π} soit un L-paquet, c’est a` dire telles que le changement de base de π soit une
repre´sentation supercuspidale de GL3(F ) × K
×. La raison de “l’e´chec” de la me´thode
dans le cas des autres repre´sentations supercuspidales de G(Q) est que quelque soit la
globalisation d’une repre´sentation locale en une repre´sentation globale de G, le L-paquet
global obtenu (il faudrait plutoˆt parler de A-paquet) est stable et donc les multiplicite´s
de chaque e´le´ment sont e´gales. On obtient donc dans tous les cas dans les membres de
gauche du the´ore`me 10.2.2 une somme sur tous les e´le´ments du L-paquet local qui ne
permet pas de se´parer chaque terme.
Voila une strate´gie permettant d’attaquer la conjecture de Kottwitz dans les autres
cas : il faudrait travailler avec des groupes unitaires G qui ne sont plus associe´s a` une
alge`bre a` division mais a` M3(F ). En effet, dans ce cas la` le spectre discret de G est
beaucoup plus riche que dans le cas pre´ce´dent. Par exemple, avec les notations de C.1.4.2
si ρ est une repre´sentation supercuspidale stable de H(Qp), si Π(ρ) de´signe le L-paquet
associe´ de U(3) celui ci est de cardinal 2. On peut globaliser ρ en une repre´sentation de
l’analogue global du groupe endoscopique local H ([53]) dont le changement de base a`
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GL2 est cuspidale, puis conside´rer le transfert endoscopique global de cette repre´sentation
a` U(3). Notons Π le L-paquet global obtenu. Avec les notations de [53], Π ∈ Πe(G). En
p, le L-paquet local associe´ a` Π est le L-paquet local Π(ρ). De plus, les multiplicite´s de
chaque e´le´ment de ce L-paquet global dans le spectre discret de G sont calcule´es dans
[53] (confe`re e´galement [54]). Ces multiplicite´s ne sont pas constantes. On peut ainsi
espe´rer obtenir suffisamment de relations pour isoler chaque facteur dans les sommes des
membres de gauche du the´ore`me 10.2.2. Cependant, pour l’alge`bre a` division M3(F ) les
varie´te´s de Shimura associe´es ne sont pas en ge´ne´ral compactes. Pour avoir des varie´te´s de
Shimura compactes, il faut imposer que le groupe unitaire a` l’infini posse`de un facteur
simple compacte (c’est a` dire ∃τ pτ = 0 ou qτ = 0). Cela implique que la varie´te´ de
Shimura est propre sur la fibre ge´ne´rique. Il resterait a` ve´rifier que c’est e´galement le cas
pour les mode`les entiers (un exercice en the´orie des mode`les de Ne´ron).

APPENDICE A
RE´SULTATS CONCERNANT LES
REPRE´SENTATIONS AUTOMORPHES DES
GROUPES UNITAIRES, LEUR COHOMOLOGIE ET
LES REPRE´SENTATIONS GALOISIENNES
ASSOCIE´ES
A.1. Hypothe`ses ge´ne´rales
Soit D = (B, ∗, V,< ., . >, h) une donne´e de type P.E.L. globale comme dans le premier
chapitre.
Nous supposerons dans cet appendice que que EndB(V ) est une alge`bre a` division
D sur le corps C.M. F . Les varie´te´s de Shimura associe´es sont donc propres. Nous
supposerons de plus que le corps F est de la forme F+K ou` K|Q est une extension
quadratique imaginaire. Nous ferons e´galement l’hypothe`se qu’en toute place v de F ,
l’alge`bre simple Dv est soit de´ploye´e soit une alge`bre a` division.
Soit Φ un type C.M. de F . Rappelons que
G1(R) ≃
∏
τ∈Φ
U(pτ , qτ )
ou` pτ + qτ = n et que
G(C) ≃
∏
Φ
GLn(C)×C
×
Rappelons que ρ est une repre´sentation alge´brique irre´ductible de dimension finie de GC
et que nous notons e´galement ρ sa restriction a` G(R).
Si v est une place finie de F divisant un premier p de Q de´compose´ dans K, le groupe
GLn(Fv) est un facteur de G(Qp). Si Π est une repre´sentation automorphe de G on peut
donc de´finir Πv comme repre´sentation irre´ductible de GLn(Fv).
Le groupe G e´tant anisotrope modulo son centre, l’espace des formes automorphes sur
G de caracte`re central fixe´ est de´compose´ discre`tement ; il n’y a pas de spectre continu.
Si Π est une repre´sentation automorphe de G on peut donc de´finir sa multiplicite´ comme
e´tant la multiplicite´ de la classe d’isomorphisme de Π dans le (g∞,K∞)×G(Af )-module
admissible des formes automorphes se transformant selon le caracte`re central de Π. Nous
noterons mΠ cette multiplicite´.
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A.2. Re´sultats de Clozel, Harris et Labesse sur la purete´ de la cohomologie
des repre´sentations automorphes
Certains des re´sultats e´nonce´s ci dessous sont de´montre´s par Clozel dans [12] (on
pourra e´galement consulter le corollaire VII.2.7 de [26]) . Ils sont de´montre´s dans le cas
de signature quelconque par Harris et Labesse dans des notes non publie´es.
De´finition A.2.1. — Nous noterons T (G)ρ l’ensemble des repre´sentations automorphes
Π de G ve´rifiant que Π∞ a de la cohomologie dans ρ.
Bien que son e´nonce´ ne le fasse pas apparaˆıtre, la de´monstration du re´sultat qui suit
utilise la cohomologie des varie´te´s de Shimura de type P.E.L., et notamment les re´sultats
de Kottwitz sur la cohomologie en une place de bonne re´duction ([40]), couple´s aux
estimations connues sur les valeurs propres des composantes locales des repre´sentations
automorphes unitaires cuspidales deGLn (c’est a` dire les estimations connues concernant
la conjecture de Ramanujan). Plus pre´cise´ment, si Π est une repre´sentation automorphe
de G intervenant dans la cohomologie de la varie´te´ de Shimura associe´e, le lien de´montre´
par Kottwitz entre les valeurs propres de Frobenius en une place de bonne re´duction (qui
ve´rifient certaines conditions graˆce au the´ore`me de purete´ de Deligne) et les parame`tres
de Hecke associe´s permettent de de´montrer que le motif (tout du moins sa re´alisation
ℓ-adique, De Rham...) de´coupe´ par Πf dans la varie´te´ de Shimura est pure de poids
dimSh.
The´ore`me A.2.2. — Soit Π ∈ T (G)ρ telle qu’il existe un premier p de Q de´compose´
dans K et une place finie v de F divisant p ve´rifiant : Πv soit dans la se´rie discre`te.
Alors,
dimH i(g∞,K∞; Π∞ ⊗ ρ) =
{
1 si i =
∑
τ pτqτ = dimSh
0 sinon
De plus, Π∞ appartient au L-paquet de la se´rie discre`te de G(R) forme´ des repre´sentations
de la se´rie discre`te de G(R) ayant de la cohomologie dans ρ. Ce L-paquet est exactement
la fibre du changement de base vers G(C) en l’unique repre´sentation tempe´re´e de G(C)
ayant de la cohomologie dans ρ . Son cardinal est e´gal a` dim rµ ou` rµ est la repre´sentation
du L-groupe de G associe´e a` µ ([45])(confe`re A.7.3).
The´ore`me A.2.3. — Sous les hypothe`ses du the´ore`me pre´ce´dent, supposons de plus
que Πv soit supercuspidale. Alors, pour toute repre´sentation π
′
∞ de G(R) dans le L-
paquet de la se´rie discre`te ci dessus Π′ = π′∞ ⊗ Πf ∈ T (G)ρ. De plus, les multiplicite´s
mΠ, mΠ′ de Π et Π
′ sont e´gales.
A.3. Re´sultats de Clozel, Harris et Labesse sur le changement de base qua-
dratique stable
Nous e´nonc¸ons ici un the´ore`me de Harris et Labesse de´montre´ dans des notes non
publie´es. Le cas de signature (1, n− 1) est de´montre´ par Clozel dans [12] (dans le VII.2
de [26] le re´sultat de Clozel est explique´ en de´tails, il y est e´galement explique´ comment
passer du cas des groupes unitaires au cas des groupes de similitudes unitaires). Les
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morphismes de L-groupes associe´s aux fonctorialite´s de Langlands que de´montrent ce
the´ore`me sont expose´s dans la de´monstration du the´ore`me A.7.2.
Soit p un premier de Q de´compose´ dans K, p = w0wc0. Supposons l’alge`bre a` division
D = EndB(V ) de´ploye´e en p. Si (vi)i∈I de´signe un ensemble de repre´sentants des classes
de places v divisant p modulo l’action de c,
G(Qp) =
∏
i∈I
GLn(Fvi)×Q
×
p
et si π = (⊗iπi) ⊗ χ est une repre´sentation irre´ductible de G(Qp) on peut de´finir le
changement de base quadratique de π comme e´tant
BC(π) = (⊗i∈Iπi ⊗ πˇ
c
i )⊗ (χ⊗ χ
−1)
Lorsque D n’est plus de´ploye´e en p on peut encore de´finir un changement de base qua-
dratique stable en composant le changement de base qui vient d’eˆtre de´crit avec la
correspondance de Jacquet-Langlands locale.
Si maintenant p un premier deQ en lequelGQp est non ramifie´, si π est une repre´sentation
sphe´rique de G(Qp) on peut alors de´finir le changement de base non ramifie´ de π comme
repre´sentation de ∏
v|p
GLn(Fv)×
∏
w|p
K×w
ou` v parcourt des places de F et w de K. Dans le cas ou` p est de´compose´ dans K on
retrouve le cas pre´ce´dent restreint aux repre´sentations sphe´riques. Dans le cas ou` p n’est
pas de´compose´ dans K, si BC(π) = (⊗vπ
′
v)⊗ χw, on a les relations
∀v π′v ≃ πˇ
′
vc
Le the´ore`me qui suit e´nonce l’existence d’un changement de base quadratique stable
pour des repre´sentation automorphes de G vers celles d’un groupe line´aire. Le mot stable
signifie que l’on a compose´ un changement de base quadratique avec une correspondance
de Jacquet-Langlands.
The´ore`me A.3.1. — Soit Π ∈ T (G)ρ telle qu’il existe un premier p de´compose´ dans
K et une place v de F+ divisant p telle que Πv soit supercuspidale. Il existe alors une
repre´sentation automorphe cuspidale Π′ de GLn(AF ) ainsi qu’un caracte`re de Hecke χ
de A×K ve´rifiant
• χ = χc
Π|A×K
• Si Πp est non ramifie´e alors (Π
′⊗χ)p est le changement de base non ramifie´ de Πp
• Π′∞ est de la forme ∏
τ∈Φ
π′τ
ou`
∏
τ π
′
τ est l’unique repre´sentation tempe´re´e de G1(C) ayant de la cohomologie
dans ρ|G1(C). De plus,
χ∞ = ρ
−1
|C×
ou` C× ⊂ G(C) de´signe l’inclusion du facteur de similitude.
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• Πˇ′ ≃ Π′c
• Si p est de´compose´ dans K alors
(Π′ ⊗ χ)p = BC(Πp)
comme repre´sentation de (ResF/QGLn × ResK|QGm)(Qp).
• χΠ′|A×K
= χ/χc
Par multiplicite´ un forte, une telle repre´sentation automorphe Π′ est unique.
A.4. Re´sultats de Harris et Labesse sur la comparaison entre la formule des
traces pour deux groupes unitaires formes inte´rieures
Soit v une place finie de F ve´rifiant v 6= vc. Soient G1 et G2 deux groupes unitaires
comme ci dessus, formes inte´rieurs l’un de l’autre tels que G1(A
v
f ) = G2(A
v
f ). Nous
notons JL le transfert local des repre´sentations supercuspidales de G1v et G2v vers les
repre´sentations de leur forme inte´rieur quaside´ploye´e : GLn(Fv).
The´ore`me A.4.1. — Soit Π1 ∈ T (G1)ρ telle que JL(Π1v) soit supercuspidale. Alors,
pour toute repre´sentation π∞ de G2(R) faisant partie du L-paquet de la se´rie discre`te
ayant de la cohomologie dans ρ, il existe une Π2 ∈ T (G2)ρ telle que
• Π2∞ = π∞
• Πv2 ≃ Π
v
1
De plus, pour une telle Π2
JL(Π2v) = JL(Π1v)
et les multiplicite´s de Π1 et Π2 sont e´gales.
On de´duit en particulier de ce the´ore`me, du the´ore`me A.2.2 et de la formule de Ma-
tushima que si Π1 est comme dans l’e´nonce´, la multiplicite´ de Π1,f dans la cohomologie
de la varie´te´ de Shimura associe´e est
multiplicite´(Π1)× dim rµ
Nous verrons en fait dans le the´ore`me A.7.2 que le facteur dim rµ est la dimension
d’une repre´sentation galoisienne telle que la repre´sentation galoisienne de´compose´e par
Π1,f dans la cohomologie est multiplicite´(Π1)-fois cette repre´sentation. Dans le cas de
la signature (1, n − 1) ce the´ore`me de divisibilite´ est de´montre´ par Taylor en utilisant
la the´orie de Hodge-Tate p-adique (a` l’origine dans une lettre de Taylor a` Clozel, cet
argument est esquisse´ dans [23] page 102 ; pour plus de de´tails, confe`re [26] et notamment
le lemme II.2.2 et la proposition VIII.1.8). Dans le cas ge´ne´ral, nous de´duirons ce re´sultat
du cas de signature (1, n − 1) (the´ore`me A.7.2).
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A.5. Re´sultats de Clozel, Harris, Kottwitz et Taylor sur les repre´sentations
galoisiennes
Voici une partie de l’e´nonce´ du the´ore`me VIII.1.9 de [26] qui ge´ne´ralise le the´ore`me
principal de [12].
The´ore`me A.5.1. — Soit Π une repre´sentation automorphe cuspidale de GLn(AF )
satisfaisant les hypothe`ses suivantes :
• Πˇ ≃ Πc
• Π∞ a meˆme caracte`re infinite´simal que ρˇ|G1(C)
Il existe alors une repre´sentation continue
Rℓ(Π) : Gal(F¯ |F ) −→ GLn(Qℓ)
ve´rifiant
• En toute place v de F ne divisant pas ℓ la restriction de Rℓ(Π) a` WFv est σℓ(Π
∨
v )⊗
|.|
1−n
2 ou` σℓ de´signe la correspondance de Langlands locale pour GLn(Fv).
• En toute place v ou` Rℓ(Π) est non ramifie´e, les valeurs propres de Frobenius sont
alge´briques pures de poids n− 1
A.6. Re´sultat de Kottwitz sur les repre´sentations galoisiennes obtenues dans
la cohomologie des varie´te´s de Shimura en une place de bonne re´duction
Dans l’article [40] Kottwitz de´montre qu’en presque toutes les places de bonne re´duction,
la correspondance de Langlands locale non ramifie´e est re´alise´e dans la cohomologie des
varie´te´s de Shimura que nous conside´rons. Ce re´sultat est le corollaire des nombreux tra-
vaux de Kottwitz sur la stabilisation de la formule des traces ainsi que de ses travaux sur
le comptage des points des varie´te´s de Shimura sur les corps finis ([41]). Nous renvoyons
le lecteur au the´ore`me 1 de [40] (et au nombreux travaux ante´rieurs de Kottwitz) pour
l’e´nonce´. Le the´ore`me A.7.2 est une ge´ne´ralisation de ce the´ore`me a` d’autres places.
A.7. Application aux repre´sentations galoisiennes obtenues dans la cohomo-
logie des varie´te´s de Shimura de type P.E.L. de signature quelconque
Nous montrons que la repre´sentation galoisienne associe´e a` une repre´sentation auto-
morphe d’un groupe unitaire dans une varie´te´ de Shimura de signature quelconque est
bien celle pre´dite dans [45], du moins en une place de´compose´e ou bien en d’autres places
sous certaines hypothe`ses.
A.7.1. Correspondance de Langlands locale pour GLn revisite´e. — Soit F |Qp
une extension de degre´ fini. Soit
σℓ : Aℓ(n, F )
∼
−−→ Gℓ(n, F )
la correspondance de Langlands locale pour GLn(F ) ℓ-adique, au sens ou` des deux cote´s
les repre´sentations sont a` valeurs dans des Qℓ-espaces vectoriels et ou` nous prenons
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comme de´finition de Gℓ(n, F ) : l’ensemble des classes d’isomorphisme de repre´sentations
ρ : WF −→ GLn(Qℓ) Frobenius semi-simples. L’ensemble Aℓ(n, F ) est de´fini de la meˆme
fac¸on que pour des coefficients complexes en remplac¸ant formellement C par Qℓ.
Conside´rons le groupe H = ResF/Qp(GLn/F ), et
LH =
∏
τ∈IF
GLn(Qℓ)
⋊WQp
son L-groupe ℓ-adique ou` IF = HomQp(F,Qp) sur lequel Gal(Qp|Qp) agit par composi-
tion.
Le lemme de Shapiro
H1(WQp ,
LH0) ≃ H1(WF ,GLn(Qℓ))
implique alors l’existence d’une bijection
π 7−→ σ˜ℓ(π)
entre Aℓ(n, F ) et l’ensemble des classes de morphismes continus de WQp dans
LH in-
duisant l’identite´ apre`s projection sur WQp , tels que l’image du Frobenius de F dans
LH0 soit semi-simple, et ou` deux tels morphismes sont dans la meˆme classe ssi ils sont
conjugue´s par un e´le´ment de LH0. La correspondance σ˜ est la correspondance de Lan-
glands locale “absolue”, c’est a` dire sur Qp.
A.7.2. Le morphisme rµ local. — Nous explicitons la de´finition de [45] dans notre
cas.
Soit H comme pre´ce´demment et
µ : Gm/Qp −→ H/Qp
un cocaracte`re. Soit E ⊂ Qp le corps de de´finition de la classe de conjugaison de µ.
HQp ≃
∏
τ∈IF
GLnQp
et si via cet isomorphisme µ = (µτ )τ∈IF ou` ∀τ µτ ∈ Z
n/Sn ≃ X∗(GLn)/conjugaison,
Gal(Qp|E) est le stabilisateur de (µτ )τ dans Gal(Qp|Qp).
Exemple A.7.1. — Si τ0 ∈ IF est fixe´ et ∀τ 6= τ0 µτ = 0, µτ0 6= 0 alors E = F
τ0 .
µ de´finit un poids dominant µˇ de LH0 dont la classe de conjugaison est invariante par
Gal(Qp|E).
Supposons µˇminuscule donne´ par des entiers (pτ )τ∈IF , 0 ≤ pτ ≤ n, et µτ = (1, . . . , 1︸ ︷︷ ︸
pτ
, 0, . . . , 0).
A µˇ est associe´ la repre´sentation irre´ductible de dimension finie de LH0 de plus haut
poids (1, . . . , 1)−µˇ (et non µˇ, a` cause de la convention homologique de Kottwitz qui iden-
tifie µ au caracte`re de´finissant la filtration de Hodge sur le H1 et non le H
1). E´tendons
cette repre´sentation en une repre´sentation rµ de
LHE en posant que l’action de WE sur
l’espace de plus haut poids est triviale.
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Plus explicitement :
rµ|LH0 =
⊗
τ∈IF
(
pτ∧
St
)∗
ou` St de´signe la repre´sentation standard. Pour un e´le´ment σ ∈WE
(1⋊ σ).(⊗τvτ ) = ⊗τvσ−1τ
(cette expression est bien de´finie car si σ ∈WE, pσ−1τ = pτ ).
Si π ∈ Aℓ(n, F ) on peut donc de´finir
rµ ◦ σ˜ℓ(π)|E ∈ Gℓ(dim rµ, E)
Si plus ge´ne´ralement H =
∏
i∈I ResFi/Qp(GLnFi) pour des corps locaux p-adiques Fi ,
si µ =
∏
i µi est un cocaracte`re de HQp , si Ei est le corps re´flex de la composante µi alors,
le corps re´flex de µ, encore note´ E, ve´rifie E ⊂
∏
iEi =: M . De plus, la repre´sentation
rµ du L-groupe de H est encore de´finie et
rµ|M =
⊗
i∈I
rµi|M
Ainsi, si π = ⊗iπi est un repre´sentation irre´ductible de H(Qp), la repre´sentation σ˜ℓ(π) :
WQp −→
LH est de´finie et l’on a l’e´galite´
rµ ◦ σ˜(π)|M =
⊗
i∈I
(
rµi ◦ σ˜ℓ(πi)|Ei
)
|M
A.7.3. Le the´ore`me. — Nous supposerons maintenant que le type C.M. Φ est in-
duit a` partir d’un type C.M. de K, c’est a` dire qu’il existe un τ0 ∈ Hom(K,C) tel que
Φ = {τ ∈ Hom(F,C) | τ|K = τ0}. Soit µ le cocaracte`re de GQ associe´ a` la donne´e de Shi-
mura. Rappelons que le cocaracte`re µ est donne´ par un uplet (pτ , qτ )τ∈Φ ou` pτ + qτ = n.
Nous reprenons les notations du I.
Rappelons la formule de Matsushima qui de´compose la cohomologie de De Rham de
la varie´te´ de Shimura en repre´sentations irre´ductibles de G(Af ) :
∀i lim
−→
K
H i(ShK ,Lρ) =
⊕
Π∈T (G)ρ
dimH i(g∞,K∞; Π∞ ⊗ ρ). Πf
L’action de G(Af )×Gal(Q|E) sur cette cohomologie permet quant a` elle de de´composer
la cohomologie e´tale ℓ-adique en
∀i lim
−→
K
H i(ShK ,Lρ) =
⊕
Π′∈Irr(G(Af ))
Π′ ⊗Riℓ,ρ,µ(Π
′)
ou` Riℓ,ρ,µ(Πf ) est une repre´sentation continue deGal(Q|E). De la formule de Matsushima
on de´duit que
∃i Riℓ,ρ,µ(Π
′) 6= 0 =⇒ ∃Π ∈ T (G)ρ Πf ≃ Π
′
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Du the´ore`me A.2.3, on de´duit que si Π ∈ T (G)ρ et si en une place v de´compose´e de F ,
Πv est supercuspidale
Riℓ,ρ,µ(Πf ) = 0 si i 6= dimSh
et
dimRdimShℓ,ρ,µ (Πf ) = mΠ dim rµ
ou`mΠ de´signe la multiplicite´ de Π. Nous poserons [R
i
ℓ,ρ,µ(Πf )] comme e´tant la repre´sentation
galoisienne semi-simplifie´e de la repre´sentation pre´ce´dente.
The´ore`me A.7.2. — Soit Π ∈ T (G)ρ, soit [Rℓ,ρ,µ(Πf )] la repre´sentation semi-simple
de Gal(Q|E) associe´e a` Πf en degre´ moitie´ dans la cohomologie de la varie´te´ de Shimura
de type P.E.L. associe´e a` µ. Supposons qu’en une place finie v de F divisant un premier
de Q de´compose´ dans K, Πv soit supercuspidale. Soit p un premier de Q de´compose´ dans
K. Notons G(Qp) =
∏
i∈I GLn(Fvi)×Q
×
p et Πp = ⊗vΠv ⊗ χ. Rappelons qu’un plongement
ν de Q dans Qp est fixe´, et qu’on note µQp =
∏
i∈I µi le cocaracte`re de Shimura local
associe´s. Il y alors une e´galite´
[Rℓ,ρ,µ(Πf )]|WEν = [rµQp ◦ σ˜ℓ(Πp)|Eν ]
mΠ ⊗ |.|−
dimSh
2
comme repre´sentation semi-simple de WEν .
De plus, si pour i dans I, Ei de´signe le corps re´flex de µi, Eν ⊂
∏
iEi =:M et
[Rℓ,ρ,µ(Πf )]|WM = mΠ
⊗
i∈I
[rµi|M ◦ σ˜ℓ(Πvi)|M ]⊗ σℓ(χ)
−1
|M |.|
−
∑
τ pτ qτ
2
De´monstration. — La deuxie`me formule est une conse´quence imme´diate de la premie`re.
Commenc¸ons par quelques pre´liminaires de L-groupes “ℓ-adiques” (e´tant donne´ que
nous ne disposons que de syste`mes compatibles de repre´sentations galoisiennes et pas
de repre´sentation du groupe de Weil global, nous ne pouvons travailler directement avec
des L-groupes complexes). Soit le L-groupe ℓ-adique de G
LG =
(∏
τ∈Φ
GLn(Qℓ)×Qℓ
×
)
⋊Gal(Q|Q)
ou` ∀σ ∈ Gal(Q|Q) σ.((gτ )τ , z) = ((hτ )τ , z′) avec
∀τ ∈ Φ hτ =
{
gσ−1τ si σ
−1τ ∈ Φ
wt(gcσ−1τ )
−1w−1 si σ−1τ /∈ Φ
ou`
w = ((−1)i−1δi,n−j+1)i,j
et
z′ = z
∏
τ∈Φ
σ−1τ /∈Φ
det(gτ )
L’e´le´ment w a e´te´ choisi de manie`re a` ce qu’il envoie l’image par l’automorphisme g 7→
tg−1 de l’e´pinglage standard de GLn sur l’e´pinglage standard. Soit maintenant H =
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(ResF/QGLn)×ResK/QGm. Le groupe re´ductif ResK/QGK e´tant une forme inte´rieure de
H il y a un isomorphisme de L-groupes
L
(
ResK/QGK
) ∼
−−→ LH ≃
∏
τ∈IF
GLn(Qℓ)× C
× × C×
⋊Gal(Q|Q)
auquel est associe´ la correspondance de Jacquet-Langlands. Il y a e´galement un mor-
phisme de L-groupes
LG −→ L
(
ResK/QGK
)
((gτ )τ , z)⋊ σ 7−→ ((gτ )τ , w t(g−1τ )cτw
−1, z, z
∏
τ∈Φ
det gτ )⋊ σ
auquel est associe´ le changement de base quadratique. Le compose´ des deux morphismes
ci dessus est associe´ au changement de base stable de la section A.3.
Rappelons que E de´signe le corps re´flex de µ. Ce corps ne contient pas force´ment le
corps re´flex de (F,Φ). Comme dans la section pre´ce´dente dans le cas local, au cocaracte`re
µ est associe´ une repre´sentation rµ de
LGE ve´rifiant
rµ|LG0 =
⊗
τ∈Φ
(
pτ∧
St
)∗
⊗ (St)−1
et
∀σ ∈ Gal(Q|E) rµ(σ)
(⊗
τ∈Φ
vτ ⊗ z
)
=
⊗
τ∈Φ
σ−1τ∈Φ
vσ−1τ
⊗
τ∈Φ
σ−1τ /∈Φ
t
(
pτ∧
w−1
)
(vcσ−1τ )⊗ z
Remarque A.7.3. — Le morphisme rµ est bien de´fini : on doit ve´rifier l’e´galite´ pour
tout g et σ
rµ(σ)rµ(g)rµ(σ)
−1 = rµ(g
σ)
Cela ne pose pas de proble`me au niveau des composantes du produit tensoriel in-
dexe´es par des τ ∈ Φ ve´rifiant σ−1τ ∈ Φ. Cependant, si σ−1τ /∈ Φ, il faut remar-
quer qu’e´tant donne´ que σ stabilise la classe de conjugaison µ, qcσ−1τ = pτ , et que
si g est un endomorphisme d’un espace vectoriel de dimension n alors pour tout i,
det(g)−1.
∧i g = t (∧n−i g).
Rappelons que FΦ de´signe le corps re´flex de (F,Φ). Dans notre cas FΦ = τ0(K) pour
un plongement τ0 de K dans C. Nous allons nous inte´resser au corps compose´ EFΦ. On
peut de´finir une repre´sentation r′µ de
LHEFΦ de la fac¸on suivante :
LH ≃
(∏
τ∈Φ
GLn(Qℓ)×
∏
τ∈cΦ
GLn(Qℓ)×Qℓ
×
×Qℓ
×
)
⋊Gal(Q|Q)
Posons
r′µ|LH0 =
⊗
τ∈Φ
(
pτ∧
St
)∗ ⊗
τ∈cΦ
1⊗ (St)−1 ⊗ 1
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et ∀σ ∈ Gal(Q|EFΦ)
r′µ(σ)(
⊗
τ∈Φ
vτ ⊗ λ) =
⊗
τ∈Φ
vσ−1τ ⊗ λ
Et remarquons maintenant que le diagramme suivant commute
LGEFΦ ✲
L(ResK/QGK)EFΦ
∼✲ LHEFΦ
❅
❅
❅
❅
❅
rµ|EFΦ
❘ ✠ 
 
 
 
 
r′µ
GLdim(rµ)(Qℓ)
ou` la premie`re application horizontale est l’application associe´e au changement de base
et la seconde a` la correspondance de Jacquet-Langlands de´crites auparavant.
Notons maintenant R1 = [Rℓ,ρ,µ(Πf )] la repre´sentation de Gal(Q|E) associe´e a` Πf
dans la cohomologie de la varie´te´ de Shimura. Soit (Π′, χ) le changement de base stable
de Π associe´ a` Π graˆce au the´ore`me A.3.1. Soit R′ la repre´sentation ℓ-adique deGal(F |F )
associe´e a` Π′ par le the´ore`me A.5.1. Il re´sulte du the´ore`me A.3.1 que χ est un caracte`re
de Hecke alge´brique. On peut donc e´galement lui associer un caracte`re ℓ-adique χ′ :
Gal(K|K) −→ Qℓ
×
. Faisons maintenant la remarque fondamentale suivante qui re´sulte
de l’e´galite´ qτ = n− pτ :
a :=
∑
τ∈Φ
pτ (n− 1)−
∑
τ∈Φ
pτqτ ≡ 0 mod 2
A l’entier a2 est associe´ le caracte`re cyclotomique ℓ-adique tordu
a
2 -fois (qui est le caracte`re
Galoisien ℓ-adique associe´ au caracte`re de Hecke alge´brique ||.||a/2) ; nous noterons (−) 7→
(−)(a2 ) la torsion par ce caracte`re. Le couple (R
′, χ′) fournit (par le lemme de Shapiro)
un morphisme
R′2 : Gal(Q|Q) −→
LH
Posons
R2 =
(
r′µ ◦R
′
2|EFΦ
)mΠ
(
a
2
)
comme repre´sentation de Gal(Q|EFΦ).
Montrons que R2|Gal(Q|EFΦ) = R1 ce qui conclura la de´monstration d’apre`s les pro-
prie´te´s de R′ e´nonce´es dans le the´ore`me A.5.1, la forme du changement de base local en
un p de´compose´, la de´finition de r′µ, le choix de a et qu’e´tant donne´ que p est de´compose´
dans K, (EFΦ)ν = Eν .
Pour montrer que R2|Gal(Q|EFΦ) = R1 il suffit d’apre`s le the´ore`me de densite´ de
Tchebotarev de montrer que pour presque toutes les places v de EFΦ, R2|W
(EFΦ)v
=
R1|W
(EFΦ)v
. Restreignons nous aux places v divisant des premiers p0 deQ tels que Πp0 soit
non ramifie´e. L’e´galite´ ci dessus re´sulte alors de la commutativite´ du diagramme global
ci dessus restreint a` W(EFΦ)v et du the´ore`me de Kottwitz calculant la repre´sentation
galoisiennes non ramifie´e en une place de bonne re´duction.
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Corollaire A.7.4. — Soit v0 une place de F fixe´e. Soit ν un plongement de Q dans
Qp tel que si τ ∈ Φ ve´rifie ν ◦ τ : F →֒ Qp n’induise pas v0 alors pτ = 0 (autrement dit,
la donne´e de Shimura locale associe´e est e´tale hors v0). Alors, Eν = E(µv0) et
[Rℓ,ρ,µ(Πf )]|WEν = mΠ[rµv0 ◦ σ˜ℓ(Πv0)|E(µv0 )]⊗ σℓ(χ)
−1
|Eν
|.|
−
∑
τ pτ qτ
2
Remarque A.7.5. — Les repre´sentations ℓ-adiques des groupes de Weil locaux conside´re´es
ci dessus sont semi-simples et pas seulement Frobenius semi-simples : on a semi-simplifie´
la monodromie de ces repre´sentations. Ainsi, par exemple si ρ est une repre´sentation
galoisienne locale
[ρ⊗ sp(r)] = r[ρ]
Cependant le the´ore`me ci dessus devrait eˆtre encore vrai sans semi-simplification de la
monodromie, c’est a` dire il devrait y avoir un isomorphisme comme repre´sentations du
groupe de Weil-Deligne.
Nous allons maintenant nous inte´resser a` la restriction de la repre´sentation galoisienne
obtenue dans la cohomologie de la varie´te´ de Shimura en une place non de´compose´e. Soit
donc p un premier de Q inerte dans K. Avec les notations du I, il y a une de´composition
G(Qp) =
∏
i∈I
GLn(Fvi)×G(
∏
j∈J
U(n, Fvj ))
ou` l’on suppose que l’ensemble J parame´trant les places de F e´gales a` leur complexe
conjugue´e est non vide. Si Π est une repre´sentation automorphe de G satisfaisant les
hypothe`ses du the´ore`me A.3.1, le changement de base stable global BC(Π) consiste en
une repre´sentation automorphe Π′ de GLn/F et un caracte`re de Hecke χ de A
×
K. La
composante en p de Π′ ⊗ χ est donc une repre´sentation du groupe p-adique∏
i∈I
(
GLn(Fvi)×GLn(Fvci )
)
×
∏
j∈J
GLn(Fvj )×K
×
p
de la forme
(Π′ ⊗ χ)p =
⊗
i∈I
(πi ⊗ πˇi)⊗
⊗
j∈J
πj ⊗ χp
ou` ∀j ∈ J πj ≃ πˇj. Nous noterons alors
BC(Π)0p =
⊗
i∈I
πi ⊗
⊗
j∈J
πj ⊗ χp
comme repre´sentation de
∏
i∈IGLn(Fvi)×
∏
j∈J GLn(Fvj )×K
×
p qui est le groupe des Qp-
points du groupe alge´brique
∏
i∈I ResFvi/QpGLn ×
∏
j∈J ResFvj/QpGLn × ResKp/QpGm.
On peut en particulier de´finir la repre´sentation σ˜ℓ(BC(Π)
0
p) de Gal(Qp|Qp) dans le
L-groupe de ce groupe re´ductif (confe`re A.7.1). Dans la de´monstration du the´ore`me
pre´ce´dent, l’e´galite´ R2|Gal(Q|EFΦ) = R1 implique alors le the´ore`me suivant :
The´ore`me A.7.6. — Plac¸ons nous dans le cadre du the´ore`me pre´ce´dent en supposant
cette fois ci que p est inerte dans K. Il y a une e´galite´ pour toute Π ∈ T (G)ρ :
[Rℓ,ρ,µ(Πf )]|W(EνKp) = [rµQp ◦ σ˜ℓ(BC(Π)
0
p)|EνKp ]
mΠ ⊗ |.|−
dim Sh
2
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et si BC(Π)0p = ⊗i∈Iπi ⊗j∈J πj ⊗ χ, si M de´signe le produit des corps re´flex locaux, on
a l’e´galite´
[Rℓ,ρ,µ(Πf )]|W(MKp) ] = mΠ
⊗
i∈I
[(rµi)|MKp◦σ˜ℓ(πi)|MKp
⊗
j∈J
(rµj )|MKp◦σ˜ℓ(πj)|MKp⊗σℓ(χ)|MKp
Remarque A.7.7. — Dans le cas d’un groupe unitaire en 3-variables les travaux de
Rogawski ([53] et appendice C.1.3) montrent que dans le the´ore`me pre´ce´dent BC(Π)0p
ne de´pend que de Πp et que donc la repre´sentation galoisienne de´coupe´e par Πf restreinte
a` un groupe de de´composition en p ne de´pend que de Πf .
Nous allons pre´ciser ce the´ore`me dans le cas de d’un groupe unitaire en trois variables.
The´ore`me A.7.8. — Supposons n = 3 et G(Qp) = GU(3) le groupe non ramifie´ en
trois variables. Soit Π ∈ T (G)ρ. Supposons Πp supercuspidale ou bien une repre´sentation
de Steinberg de G(Qp). Soit ψ : WQp −→
LGU(3) le L-parame`tre local associe´ (confe`re
l’appendice C ; dans le cas de la repre´sentation note´e πs(ξ) dans l’appendice C ou de la
repre´sentation de Steinberg, le L-parame`tre n’est pas trivial sur le facteur SL2(C) ; dans
ce cas on note ψ la restriction a` WQp de ce L-parame`tre). Supposons qu’en une place
finie de Q de´compose´e dans K , Π est supercuspidale. Il y a a alors une e´galite´
[Rℓ,ρ,µ(Πf )]|WEν = [rµ ◦ ψ|WEν ] |.|
− dim Sh
2
De´monstration. — Notons (Π′, χ) le changement de base stable de Π (A.3) et R′ la
repre´sentation ℓ-adique de Gal(F |F ) associe´e a` Π′ par le the´ore`me A.5.1. E´tant donne´
que Πˇ′ ≃ Π′c, Rˇ′ ≃ R′c (utilisant qu’en une place finie de F , R′ re´alise la correspondance
de Langlands locale on en de´duit que cet isomorphisme est vrai en toute les places finies de
F et qu’il est donc ve´rifie´ par le the´ore`me de densite´ de Tchebotarev). La repre´sentation
Π e´tant supercuspidale en une place finie de´compose´e, Π′ est supercuspidale en une
place finie, et donc la restriction de R′ a` un groupe de de´composition en cette place
est irre´ductible (il s’agit d’une proprie´te´ de la correspondance de Langlands locale).
La repre´sentation R′ est donc irre´ductible. Comme dans le lemme 15.1.2 de [53], il
existe un signe c(R′) ∈ {±1} obstruction a` ce que R′ se rele`ve en un L-parame`tre
Gal(Q|F+) −→ LG1. Montrons que c(R′) = 1. Le caracte`re det(R′) est le caracte`re
ℓ-adique associe´ au caracte`re central de Π′ (puisque cela est ve´rifie´ en toutes les places
finies d’apre`s une proprie´te´ standard de la correspondance de Langlands locale). Comme
dans le lemme 15.1.2 de [53], c(R′) = 1 ssi ce caracte`re central est trivial sur (F+)×\A×
F+
,
ce qui est le cas d’apre`s la dernie`re proprie´te´ du the´ore`me A.3. Il existe donc une unique
extension de R′,
ϕ′ : Gal(Q|F+) −→ LG1
ou` G1 est vu comme groupe sur F
+. D’ou` un L-parame`tre
ϕ′′ : Gal(Q|Q) −→ LG1
ou` cette fois ci G1 est un groupe sur Q. Le caracte`re alge´brique χ fournit un caracte`re
ℓ-adique χ′ qui couple´ a` ϕ′′ nous donne un L-parame`tre
ϕ : Gal(Q|Q) −→ LG
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L’application de changement de base locale de Rogawski est injective ([53] the´ore`me
13.2.1). On montre de meˆme que si GU(3) de´signe le groupe de similitudes unitaires
p-adique non ramifie´e 3 variables, si ϕ : WQp −→
LGU(3) est un L-parame`tre, ϕ|WK
de´termine ϕ de fac¸on unique, ou` K est l’extension quadratique non ramifie´e de Qp. On
en de´duit en particulier que
ϕ|WQp = ψ
et qu’en toutes les places v ou` Π est non ramifie´e, ϕ|WQv est associe´ a` Πv via la corres-
pondance de Langlands locale non ramifie´e.
Conside´rons maintenant rµ ◦ ϕ. Comme dans la de´monstration pre´ce´dente, d’apre`s le
the´ore`me de Kottwitz (A.6), [rµ ◦ ϕ] est e´gal a` [Rℓ,µ,ρ(Πf )] |.|
− dimSh
2 en presque toutes
les places ou` Π est non ramifie´e. D’ou` le re´sultat d’apre`s le the´ore`me de densite´ de
Tchebotarev.

APPENDICE B
RE´SULTATS CONCERNANT LES TYPES ASSOCIE´S
AUX REPRE´SENTATIONS DES GROUPES
P-ADIQUES
B.1. Quelques proprie´te´s ge´ne´rales des types associe´s aux repre´sentations
supercuspidales des groupes p-adiques ([9])
Soit F un corps local et G les points a` valeurs dans F d’un groupe re´ductif sur F .
Soit π une repre´sentation supercuspidale de G. Notons s = [π,G] sa classe d’e´quivalence
inertielle.
Nous ferons l’hypothe`se suivante :
Hypothe`se B.1.1. — Il existe un s type (J, λ), un sous-groupe compact ouvert modulo
le centre de G, J˜ tel que J = J˜ ∩G1, et une extension λ˜ de λ a` J˜ tels que
π ≃ c− IndG
J˜
λ˜
Soient maintenant χ1, χ2 deux caracte`res non ramifie´s de G.
Fait B.1.1. — On a l’e´quivalence
π ⊗ χ1 ≃ π ⊗ χ2 ⇐⇒ χ1|J˜ = χ2|J˜
En effet, l’implication de la droite vers la gauche re´sulte de l’isomorphisme (c −
IndG
J˜
π)⊗χ ≃ c− IndG
J˜
(π⊗χ|J˜). Dans l’autre sens, si π⊗χ1 ≃ π⊗χ2, alors (π⊗χ1)|J˜ ≃
(π⊗χ2)|J˜ or, pour i = 1, 2 il re´sulte de la proposition 5.6 de [9] que (π⊗χi)|J˜ = λ˜⊗χi|J˜ .
λ˜ e´tant irre´ductible de dimension finie, on en de´duit en utilisant le caracte`re de λ˜ que
χ1|J˜ = χ2|J˜ .
Notons XC(G) le groupe des caracte`res non ramifie´s de G. Le groupe XC(G) s’identifie
aux points d’un tore alge´brique sur C.
Fait B.1.2. — Soit Γ = {χ ∈ XC(G) | π ⊗ χ ≃ π}, un sous-groupe fini de XC(G).
L’alge`bre de Hecke du type, H(λ,G) est isomorphe a` l’alge`bre des fonctions re´gulie`res sur
la composante connexe du centre de Bernstein indexe´e par s. L’alge`bre H(λ,G) s’identifie
donc aux fonctions re´gulie`res sur le tore complexe XC(G)/Γ.
Notons eλ ∈ H(G) l’idempotent associe´ a` λ et H(λ,G) = eλ ∗ H(G) ∗ eλ. Pour toute
repre´sentation π′ dans la classe d’e´quivalence s, l’espace π′(eλ).Vπ′ est unH(λ,G)-module
sur lequel H(λ,G) ope`re par un caracte`re qui correspond au point associe´ a` π′.
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L’application suivante est alors un isomorphisme
H(λ,G)
∼
−−→ C[XC(G)/Γ]
f 7→ [[χ] 7→ trπ⊗χ(f)]
Nous aurons besoin du lemme suivant :
Lemme B.1.2. — On a l’ine´galite´
∀g ∈ J˜ trπ(eλ ∗ δg) 6= 0
De´monstration. — Commenc¸ons par remarquer que
trπ(eλ ∗ δg) = trπ(eλ ∗ δg ∗ eλ) ou` eλ ∗ δg ∗ eλ ∈ H(λ,G)
On ve´rifie de plus que
∀χ ∈ XC(G) trπ⊗χ(eλ ∗ δg) = χ(g) trπ(eλ ∗ δg)
et donc, trπ(eλ ∗ δg) = 0 ⇐⇒ la fonction re´gulie`re associe´e a` eλ ∗ δg ∗ eλ est nulle ⇐⇒
eλ ∗ δg ∗ eλ = 0 (graˆce a` l’isomorphisme ci dessus).
Or,
(eλ ∗ δg ∗ eλ) ∗ δg−1 = eλ ∗ (δg ∗ eλ ∗ δg−1) = eλ ∗ eλg
E´tant donne´ que λ s’e´tend en λ˜ et que g ∈ J˜ , λg ≃ λ et donc eλg = eλ. D’ou`
(eλ ∗ δg ∗ eλ) ∗ δg−1 = eλ ∗ eλ = eλ 6= 0 =⇒ eλ ∗ δg ∗ eλ 6= 0
B.2. Types pour GLn
Rappelons l’un des the´ore`mes principaux de [8]
The´ore`me B.2.1 ([8]). — Pour G = GLn, l’hypothe`se B.1.1 de la section pre´ce´dente
est ve´rifie´e.
Nous remarquerons de plus que tous les groupes J˜ obtenus sont contenus dans des
normalisateurs de groupes parahoriques dans GLn (cela est valable pour n’importe quel
sous-groupe compact modulo le centre de GLn et re´sulte de la classification des sous-
groupes compacts maximaux de PGLn).
B.3. Types pour les groupes unitaires non ramifie´s
B.3.1. Le groupe unitaire en trois variables. — Dans [48] le the´ore`me suivant
est de´montre´ :
The´ore`me B.3.1. — Supposons p diffe´rent de 2. Toutes les repre´sentations supercus-
pidales du groupe unitaire quasi-de´ploye´ U(3) sur un corps local p-adique posse`dent un
type ve´rifiant l’hypothe`se B.1.1.
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Nous utiliserons des types pour les groupes de similitudes unitaires non ramifie´s. Bien
que le the´ore`me pre´ce´dent soit de´montre´ dans le cas des groupes unitaires, on peut
l’e´tendre aux groupes de similitude unitaires en utilisant la section C.1.7
B.3.2. Le groupe unitaire ge´ne´ral. — Dans l’article [35], Ju-Lee Kim construit des
types ve´rifiant l’hypothe`se B.1.1 pour des repre´sentations supercuspidales des groupes
unitaires non ramifie´s. Elle conjecture qu’elle obtient ainsi toutes les repre´sentation su-
percuspidales de ces groupes. Ses re´sultats s’e´tendent aux groupes de similitudes unitaires
(bien que cela n’est pas e´te´ publie´).

APPENDICE C
RE´SULTATS DE ROGAWSKI SUR U(3)
Nous rassemblons dans cette annexe les re´sultats de [53] que nous utilisons. La lecture
des articles [54] et [55] est e´galement utile.
C.1.
C.1.1. Notations. — Soit F |F0 une extension quadratique de corps locaux p-adiques.
Soit G = U(3) le groupe unitaire en trois variables quaside´ploye´ vu comme groupe sur
F0.
Soit H = U(2)×U(1) l’unique groupe endoscopique elliptique de G. Il est donc muni
d’un morphisme de L-groupes LH −→ LG de´crit dans le chapitre 4.6 et 4.7 de [53].
Soit C = U(1)× U(1)× U(1) l’unique groupe endoscopique elliptique de H.
Les groupesC etH sont les deux groupes endoscopiques associe´s a`G (plus ge´ne´ralement,
les groupes endoscopiques associe´s aux groupes unitaires U(n) sont de´crits dans la partie
1.2 de [54]).
C.1.2. Transfert endoscopique local. —
C.1.2.1. De C a` H. — Dans le chapitre 11 de [53], l’existence du transfert endosco-
pique des repre´sentations admissibles irre´ductibles de C vers celles de H est e´nonce´ (les
de´monstrations e´tant identiques a` celles de [44]). Il s’agit d’une application injective
Π(C) −→ Π(H)
θ 7−→ ρ(θ)
ou` Π(C) de´signe les repre´sentation irre´ductibles de C(F0) (i.e. les caracte`res θ = θ1 ⊗
θ2 ⊗ θ3 de U(1) × U(1) × U(1)) et Π(H) les L-paquets de repre´sentations admissibles
irre´ductibles irre´ductibles de H(Qp).
C.1.2.2. De H a` G. — Dans le chapitre 13 de [53], l’existence du transfert local
Π(H) −→ Π(G)
ρ 7−→ Π(ρ)
est de´montre´, ou` Π(G) de´signe l’ensemble des L-paquets associe´s a` G(F0).
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C.1.3. Changement de base local. — Dans le chapitre 13.2 de [53], Rogawski
de´montre l’existence d’une application de changement de base quadratique
BC : Π(G) −→ Π(GLn/F ) = A(3, F )
compatible avec le changement de base global de l’annexe A. Son image est constitue´e
de repre´sentations de GL(3, F ), π ve´rifiant πˇ ≃ πc et ωπ|F×0
= 1 ou` c de´signe l’automor-
phisme non trivial de F |F0 et ωπ le caracte`re central de π.
C.1.4. Classification des L-paquets supercuspidaux de G. — Dans la section
12-2 de [53], il est donne´ une description de´taille´e des L-paquets de repre´sentations de
G(F0). Nous rappelons cette classification dans le cas des repre´sentations supercuspidales
qui est le seul cas que nous conside´rons.
C.1.4.1. L-paquets supercuspidaux pour H. — [proposition 11.1.1 de [53]]
De´finition C.1.1. — Un L-paquet de repre´sentations deH contient une repre´sentation
supercuspidale ssi ce L-paquet est forme´ de repre´sentations supercuspidales (ce fait est
faux en ge´ne´ral). Nous appellerons un tel L-paquet un L-paquet supercuspidal.
Les L-paquets supercuspidaux de repre´sentations deH se scindent en deux ensembles :
• Les L-paquets de cardinal 1 ou encore L-paquets stables. Ce sont les {ρ} ou` ρ est une
repre´sentation supercuspidale de H telle que le changement de base quadratique
BC(ρ) soit une repre´sentation supercuspidale de GL2(F )× F
×.
• Si θ est un caracte`re de C de la forme θ1⊗ θ2⊗ θ1 ou` θ1 6= θ2, le L-paquet transfert
endoscopique ρ(θ) est supercuspidal de cardinal 2. Lorsque θ parcourt les caracte`res
de C du type pre´ce´dent on obtient ainsi tous les L-paquets supercuspidaux de G
de cardinal plus grand que 1. Un L-paquet supercuspidal Π est de la forme ρ(θ) ssi
BC(Π) n’est par supercuspidale (BC(Π) est alors un quotient d’une se´rie principale
de GL2(F )× F
× calcule´e en fonction de θ).
C.1.4.2. L-paquets supercuspidaux pour G. —
De´finition C.1.2. — Un L-paquet de repre´sentations de G est appele´ un L-paquet
supercuspidal s’il est constitue´ de repre´sentations supercuspidales.
Les L-paquets supercuspidaux de repre´sentations de G se scindent en trois sous en-
sembles :
• Les L-paquets de cardinal 1 ou encore L-paquets stables. Ce sont les Π = {π} ou`
π est une repre´sentation supercuspidale telle que BC(π) soit une repre´sentation
supercuspidale de GL3(E).
• Les L-paquets de cardinal 2. Ils sont construits de la fac¸on suivante : soit ρ un
L-paquet supercuspidal de cardinal 1 de H. Alors, le transfert endoscopique Π(ρ)
est un L-paquet supercuspidal de cardinal 2 de G. Un L-paquet supercuspidal Π
est de cette forme ssi BC(Π) est une repre´sentation de GL3(F ) dont le support
supercuspidal est une repre´sentation du sous groupe de Levi GL2(F )×GL1(F ).
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• Les L-paquets de cardinal 4. Ils sont construits ainsi : Soit ρ = ρ(θ) un L-paquet
supercuspidal de cardinal 2 de H tel que si θ = θ1⊗θ2⊗θ3 alors θ1, θ2, θ3 sont deux
a` deux distincts. Le L-paquet obtenu par transfert de H a` G de ρ, note´ Π(ρ) est
alors de cardinal 4. Un L-paquet supercupsidal Π de G est de ce type la` ssi BC(Π)
est un sous-quotient d’une se´rie principale de GL3(F ).
C.1.5. Correspondance de Langlands locale pour les L-paquets supercuspi-
daux de G. — Dans le chapitre 15 de [53], il est explique´ comment construire une
correspondance de Langlands locale pour les L-paquets supercuspidaux de G a` partir de
la correspondance de Langlands locale pour GL3(F ), et la classification pre´ce´dente.
Rappelons cette correspondance :
• L’application BC : Π(G) −→ A(3, F ) induit une bijection entre les L-paquets
supercuspidaux de cardinal 1 et les repre´sentations supercuspidales π′ de GL3(F )
ve´rifiant πˇ′ ≃ π′c (ou` c est l’automorphisme non trivial de F |F0) et ωπ′|F×0
= 1.
Si {π} ∈ Π(G) est un tel L-paquet, si ϕ : WF −→ GL3(C) est le parame`tre de
Langlands associe´ a` BC(π) (une repre´sentation irre´ductible de dimension 3), ϕ
de´fini un morphisme de L-groupe WF −→
LGF = GL3(C)×WF qui posse`de une
unique extension en un L-morphismeWF0 −→
LG. Cela e´tablit une bijection entre
les L-paquets supercuspidaux de cardinal 1 de G et les classes de LG0-conjugaison
ϕ de L-morphismes de WF0 dans
LG telles que ϕ|WF0 soit irre´ductible.
• On e´tablit de meˆme une correspondance de Langlands locale pour les L-paquets
supercuspidaux de H de cardinal 1. Alors, si Π = Π(ρ) est un L-paquet supercus-
pidal de cardinal 2 de G, si ϕ :WF0 −→
LH est le parame`tre de Langlands associe´
a` ρ, le parame`tre associe´ a` Π est celui compose´ WF0 −→
LH −→ LG. Cela e´tablit
une bijection entre les L-paquets supercuspidaux de G de cardinal 2 et les classes
de LG0-conjugaison de L-morphismes ϕ : WF0 −→
LG telles que im(ϕ) ne soit pas
contenue dans LB, ou` B est un sous-groupe de Borel de G, et telles que ϕ|WF soit
somme de deux repre´sentations irre´ductibles.
• La correspondance de Langlands locale pour C se de´duit de la the´orie du corps
de classe local. Si Π = Π(ρ(θ)) est un L-paquet supercuspidal de cardinal 4 de G,
ou` θ est un caracte`re de C, si ϕ : WF0 −→
LC est le parame`tre associe´ a` θ, on
associe a` Π le parame`tre compose´ WF0 −→
LC −→ LH −→ LG. Cela de´finit une
bijection entre les L-paquets supercuspidaux de G de cardinal 4 et les classes de
LG0-conjugaison de L-morphismes ϕ : WF0 −→
LG telles que im(ϕ) ne soit pas
contenue dans LB, ou` B est un sous-groupe Borel de G, et telles que ϕ|WF0 soit
somme de trois caracte`res.
Il y donc une bijection entre les L-paquets supercuspidaux de G et les classes de LG0-
conjugaison de L-morphismes ϕ : WF0 −→
LG telles que im(ϕ) ne soit pas contenue
dans LB pour un sous-groupe de Borel B de G. L’application de changement de base se
lit au niveau des L-parame`tres comme l’application de restriction ϕ 7−→ ϕ|WF .
C.1.6. Classification des repre´sentations supercuspidales de G. — Comme
nous l’avons vu, les repre´sentations supercuspidales de H sont toutes membres d’un
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L-paquet supercuspidal. Cela est faux pour G. Il existe une famille de repre´sentations
supercuspidales de G, (πs(ξ))ξ, toutes membres de L-paquets de cardinal 2 qui ne sont
pas supercuspidaux.
Ces repre´sentations supercuspidales se construisent ainsi : soit ξ un caracte`re de H.
A ξ est associe´ la repre´sentation de Steinberg StH(ξ) de H de´finie comme constituante
d’une se´rie principale re´ductible de H (l’autre constituant e´tant ξ, confe`re [53] 12.1).
L’ensemble {StH(ξ)} est un L-paquet stable de carre´ inte´grable de repre´sentations de
H. Conside´rons le L-paquet de repre´sentations de G, Π(StH(ξ)), transfert endoscopique
de {StH(ξ)}. C’est un L-paquet de cardinal 2 note´
Π(StH(ξ)) = {π
2(ξ), πs(ξ)}
ou` πs(ξ) est une repre´sentation supercuspidale et π2(ξ) une repre´sentation de carre´
inte´grable. Alors,
Fait C.1.3. — Les repre´sentations supercuspidales de G sont soit membres d’un L-
paquet supercuspidal soit de la forme πs(ξ) pour une unique repre´sentation de dimension
1 de H, ξ.
C.1.7. Passage de U(3) a` GU(3). — Soit G = GU(3) un groupe de similitudes
unitaires non ramifie´ en 3 variables de´fini sur Qp et G1 ⊂ G le groupe unitaire noyau du
facteur de similitude. Soit K|Qp l’extension quadratique non ramifie´e. Il y a une inclusion
K× →֒ ZG.
Lemme C.1.4. — On a l’e´galite´ suivante
G(Qp) = G1(Qp)K
×
De´monstration. — E´tant donne´ que G est non ramifie´ il y a une de´composition d’Iwa-
sawa G(Qp) = C.A(Qp).N(Qp), ou` C est compact, A est un tore de´ploye´ maximal et
N unipotent. Donc, vp(c(G(Qp))) = vp(c(A(Qp))). Avec les notations de l’appendice D,
A(Qp) = {diag(t, x, t−1x2) | t ∈ Q×p x ∈ Q
×
p } et c = x
2. Donc, vp(c(G(Qp))) = 2Z.
De plus, NK/Qp(K
×) = p2ZZ×p et donc c(G(Qp)) ⊂ NK/Qp(K
×). D’ou` le re´sultat
puisque c|K× = NK/Qp.
Corollaire C.1.5. — Il y a une bijection entre les repre´sentations irre´ductibles de
G(Qp) et les couples (π, χ) ou` π est une repre´sentation irre´ductible du groupe unitaire
G1(Qp) et χ un caracte`re de K× tel que ωπ|K× = χ.
Corollaire C.1.6. — La description des repre´sentations supercuspidales de G(Qp) est
identique a` celle de G1(Qp). En particulier, il y a une parame´trisation des paquets su-
percuspidaux de G(Qp) par des L-parame`tres ψ : WQp −→
LG tels que im(ψ) n’est pas
contenu dans LB pour un sous groupe de Borel B de G.
APPENDICE D
ISOCRISTAUX MUNIS DE STRUCTURES
ADDITIONNELLES : LE CAS DES GROUPES
UNITAIRES
Nous traduisons dans cet appendices les re´sultats de [37] et [42] dans le cas des
groupes de similitudes unitaires quaside´ploye´s. Nous utiliserons librement les notations
de ces deux articles.
D.1. Groupes unitaires en un nombre pair de variables
Soit F |Qp non ramifie´e de degre´ pair [F : Qp] = 2d. Nous notons comme d’habitude
σ le Frobenius de F |Qp et Γ le groupe de Galois Gal(F |Qp). Soit ∗ = σd l’involution de
degre´ 2 et F0 le corps fixe de ∗. Notons G le groupe des similitudes unitaires quaside´ploye´
en n variables, n pair,
G = {g ∈ GLn(F ) |
tg∗Jg = c(g)J, c(g) ∈ Q×p }
ou` J =
(
0 In/2
In/2 0
)
Un tore maximal de G de´fini sur Qp est
T =


t1
. . .
tn/2
c(t−11 )
∗
. . .
c(t−1n )
∗

| ti ∈ F
×, c ∈ Q×p

≃ (F×)n/2 ×Q×p
Un tore de´ploye´ maximal est A = (Q×p )
n/2 ×Q×p ⊂ (F
×)n/2 ×Q×p = T .
G est de´ploye´ sur F ,
GF ≃
∏
0≤i<d−1
GLn(F )× F
×
Le L-groupe connexe de G est donne´ par
Ĝ =
∏
0≤i<d
GLn(C)× C
×
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sur lequel σ = 1¯ ∈ Z/2dZ ope`re via
σ.((g0, . . . , gd−1), c) = ((w
tg−1d−1w, g0, . . . , gd−2), cdet gd−1)
ou` w = ((−1)i−1δi,n−j+1)i,j.
X∗(T ) = {(xij)i∈Z/2dZ,1≤j≤n | xi,j + xi+d,j+n2 = c ∈ Z constant }
Γ = Z/2dZ agissant par translations de coordonne´e i sur les (xij)
Le groupe de Weyl absolu est
W = Sdn
et
X∗(T )/W = {(xij) | ∀0 ≤ i < d ∀j ≤ j
′ xij ≥ xij′}
Le groupe de Weyl relatif sur Qp est WQp = (Z/2Z)
n
2 ⋊Sn/2 et
X∗(A)/WQp = {(yi)1≤i≤n2 | ∀i ≤ i
′ yi ≥ yi′ et ∀i yi ≥ 0} × Z
Gder est simplement connexe et le cocentre D = G/Gder est isomorphe a`
{(x, t) ∈ F× ×Q×p | NF/F0(x) = t
n} via g 7→ (detF (g), c(g))
D ≃ {kerNF/F0 : F
× → F×0 }×Q
×
p puisque n est pair et NF/F0 = t
n ⇔ NF/F0(xt
−n/2) =
1. On en de´duit aise´ment que,
X∗(Z(Ĝ)Γ) = X∗(D)Γ = B(D) ≃ Z/2Z × Z
Nous normaliserons cet isomorphisme de la fac¸on suivante : avec les notations pre´ce´dentes
Z(Ĝ) =
∏
0≤i<d
C× × C×
et on ve´rifie aussitoˆt avec l’action donne´e de σ sur Ĝ que l’on a :
Z(Ĝ)Γ = µ2 × C
×
ou` µ2 →֒ (C×)d est le plongement diagonal et l’isomorphisme est fixe´ en posant µ2 =
Z/2Z.
Nous allons maintenant nous inte´resser aux classes de σ conjugaison b ∈ B(G) ve´rifiant
vp(c(g)) = 1 ce qui e´quivaut a` dire que via l’application κ : B(G)→ Z/2Z×Z la seconde
composante de κ(b) est 1.
De telle classes de σ conjugaison classifient des isocristaux (N,Φ) munis d’une action
de F et d’une polarisation < ., . >: N ×N → Qp(1) telle que si
N =
⊕
i∈Z/dZ
N(i)
est la de´composition N(i) = {n ∈ N |∀x ∈ F x.n = σi(x)n}, Φ : N(i)→ N(i+ 1), alors
∀i 6= j + d < N(i), N(j) >= 0 et < ., . > est parfait sur N(i)×N(i+ d)
Classes basiques :
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D’apre`s Kottwitz, il y a un isomorphisme
κ : B(G)b
∼
−−→ Z/2Z× Z
ou` la seconde composante est b 7→ vp(c(g)). Il y a donc une bijection entre les classes
basiques telles que vp(c(g)) = 1 et Z/2Z. Pour b ∈ B(G)b, notons κ(b)1 ∈ Z/2Z la
premie`re composante de κ(b).
L’unique pente du Qp isocristal sous-jacent associe´e a` une telle classe est 12 .
Le groupe Jb associe´ est une forme inte´rieure de G qui est un groupe de similitudes
unitaires qui de´pend de κ(b)1. On a en fait le lemme suivant valable pour n’importe quel
G et dont la ve´rification est facile :
Lemme D.1.1. — Soit κ : B(G)b
∼
−−→ X∗(Z(Ĝ)Γ). Via l’identification Ĝad ≃ (Ĝ)sc
conside´rons l’isomorphisme de Kottwitz H1(F,Gad)
∼
−−→ X∗(Z((Ĝ)sc)
Γ). Soit l’applica-
tion B(G)b −→ H
1(F,Gad) qui a` une classe basique b associe la classe de cohomologie
d’un cocyle de´finissant la forme inte´rieure Jb. Le diagramme suivant est alors commutatif
B(G)b
κ✲ X∗(Z(Ĝ)Γ)
H1(F,Gad)
❄
∼✲ X∗(Z((Ĝ)sc)
Γ)
❄
ou` l’application verticale de droite est la composition d’un caracte`re de Z(Ĝ)Γ avec l’ap-
plication naturelle Z((Ĝ)sc)
Γ → Z(Ĝ)Γ induite par l’application Galois e´quivariante
Z((Ĝ)sc)→ Z(Ĝ), elle meˆme de´duite du morphisme (Ĝ)sc → Ĝ.
On en de´duit donc le corollaire suivant dans la cadre de notre groupe unitaire :
Corollaire D.1.2. —
∀b ∈ B(G)b Jb =
{
G si κ(b)1 = 0¯
G′ si κ(b)1 = 1¯
ou` G′ de´signe le groupe des similitudes unitaires en n variables non quaside´ploye´.
Classes quelconques : Si b ∈ B(G), vp(c(g)) = 1, et si les pentes du F -isocristal
sous-jacent (avec les notations pre´ce´dentes cet isocristal est (N(0),Φ2d) ) sont :
λ1 =
d1
h1
> · · · > λr = d > d− λ1 > · · · > d− λr−1
de multiplicite´s m1, . . . ,mr−1,mr,mr−1, . . . ,m1. Avec les notations pre´ce´dentes pour
X∗(A)/WQp on a
Newt(b) = (
λ1
2d
, . . . ,
λ1
2d︸ ︷︷ ︸
m1h1
, . . . ,
1
2
, . . . ,
1
2︸ ︷︷ ︸
mr/2
)× (1) ∈ X∗(A)Q/WQp
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Si mr 6= 0 le centralisateur du morphisme des pentes est le sous-groupe de Le´vy
M = ResF/Qp(GLm1h1)× · · · × ResF/Qp(GLmr−1hr−1)×GU(F ; 2mr)
=


A1
. . .
Ar−1
B
ctA−∗1
. . .
ctA−∗r−1

| Ai ∈ GL, B ∈ GU

ou` GU(F ; 2mr) est le groupe des similitudes unitaires quaside´ploye´ en 2mr variables. Si
mr = 0,
M = ResF/Qp(GLm1h1)× · · · × ResF/Qp(GLmr−1hr−1)×Q
×
p
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 
 
 
 
 
 
 
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(1) (2) (3)
• (2) est autoduale de pente 1/2 et provient d’un groupe unitaire
• (1) et (3) sont en dualite´ de pentes λ, 1 − λ et proviennent d’un GL
b est donc de´termine´ par les pentes λ1, . . . , λr les multiplicite´s et par l’e´le´ment de
Z/2Z associe´ a` la classe basique de GU(F ; 2mr). On a alors
Jb = GLm1(Dλ1)× · · · ×GLmr−1(Dλr−1)×Hb
ou` Hb est un groupe de similitudes unitaires en un nombre pair de variables de´ploye´ ou
non suivant l’invariant dans Z/2Z (et ou` l’on pose Hb = Q×p si mr = 0).
Polygone de Hodge : Soit µ ∈ X∗(T ) tel que µ soit donne´ par µ = (xij)i∈Z/2dZ,1≤j≤n
ou`
∀1 ≤ i < d ∀j ≤ ai xij = 1, ∀j > ai xij = 0
ou` les a0, . . . , ad−1 sont des entiers compris entre 1 et n, et ou` c ◦ µ = 1 i.e. xi+d,j+n
2
=
1− xi,j .
µ1 = µ̂Z(Ĝ)Γ ∈ Z/2Z× Z est donne´ par
µ1 = (
∑
0≤i<d−1
ai mod 2, 1)
et µ2 ∈ X∗(A)Q = Qn/2 est donne´ par
µ2 =
1
d
∑
0≤i<d
li
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ou`
• li = (1, . . . , 1︸ ︷︷ ︸
ai
,
1
2
, . . . ,
1
2
) si ai ≤
n
2
• li = (
1
2
, . . . ,
1
2︸ ︷︷ ︸
n/2−ai
, 1, . . . , 1) si ai >
n
2
Et donc finalement :
B(G,µ) =
b | vp(c(g)) = 1, κ(b)1 =
∑
0≤i<d
ai mod 2 et
λ1, . . . , λ1︸ ︷︷ ︸
m1h1
, . . . ,
1
2
, . . . ,
1
2︸ ︷︷ ︸
mr/2
 ≤ 1d ∑
0≤i<d
li

au sens ou` le membre de droite doit d’abord eˆtre ramene´ dans la chambre de Weyl
positive de X∗(A)Q avant d’eˆtre compare´.
L’unique classe basique de B(G,µ) est la classe basique b telle que vp(c(g)) = 1 et
κ(b)1 ≡
∑
i ai ∈ Z/2Z.
Remarque D.1.3. — Dans la description de B(G,µ) les points terminaux des poly-
gones n’interviennent pas. En effet, la condition que les point terminaux des polygones
de Hodge et de Newton soient e´gaux est automatique puisqu’un polygone syme´trique a
pour dimension le double de sa hauteur.
D.2. Groupes unitaires en un nombre impair de variables
Soit F |Qp comme pre´ce´demment et
G = {g ∈ GLn(F ) |
tg∗Jg = c(g)J, c(g) ∈ Q×p }
ou` J =
 0 0 In−120 1 0
In−1
2
0 0

Un tore maximal de´fini sur Qp est
T = diag(t1, . . . , tn−1
2
, c(t−11 )
∗, . . . , c(t−1n )
∗)
ou` ti, x ∈ F
×, xx∗ = c ∈ Q×p . T ≃ (F
×)
n−1
2 × {x ∈ F× | NF/F0(x) ∈ Q
×
p }.
Un tore de´ploye´ maximal est A = (Q×p )
n−1
2 ×Q×p ⊂ T .
Ĝ et LG sont de la meˆme forme que pre´ce´demment.
Notons
X∗(T ) = {(xij)i∈Z/2dZ,1≤j≤n | ∀j ≤
n− 1
2
xi,j + xi+d,j+n+1
2
= c, xi,n+1
2
+ xi+d,n+1
2
= c}
W = Sdn et
X∗(T )/W = {(xij) | ∀0 ≤ i < d− 1 ∀j ≤ j
′ xij ≥ xij′}
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Le groups de Weyl relatif s’identifie quant a` lui a` WQp ≃ (Z/2Z)
n−1
2 ⋊Sn−1
2
et
X∗(A)/WQp = {(yj)1≤j≤n+1
2
| ∀1 ≤ j ≤ j′ <
n+ 1
2
yj ≥ yj′, y1 ≥ 0}
Le cocentre D est isomorphe comme pre´ce´demment a`
{(x, t) ∈ F× ×Q×p | NF/F0(x) = t
n}
qui est isomorphe a`
{x ∈ F× | NF/F0(x) ∈ Q
×
p } ×Q
×
p
On en de´duit aise´ment que
X∗(Z(Ĝ)Γ) ≃ Z
et que ∀b ∈ B(G) κ(b) = vp(c(g)).
Classes basiques : Soit l’isomorphisme de Kottwitz
κ : B(G)b
∼
−−→ Z
On en de´duit qu’il existe une unique classe basique b telle que vp(c(g)) = 1. Et on a
alors, puisque G ne posse`de pas d’autre forme inte´rieure que lui meˆme,
Jb = G
Classes quelconques : La discussion pour les pentes, M et Jb est la meˆme que
pre´ce´demment a` ceci pre`s que la classe basique du groupe unitaire est unique. On a
Newt(b) =
λ12d, . . . , λ12d︸ ︷︷ ︸
m1h1
, . . . ,
1
2
, . . . ,
1
2︸ ︷︷ ︸
mr−1
2
,
1
2

Polygone de Hodge : Supposons donne´ µ par µ = (µij)i,j tel que
∀1 ≤ i < d ∀j ≤ ai xij = 1, ∀j > ai xij = 0
et ou` c ◦ µ = 1 i.e.
xi,j + xi+d,j+n+1
2
= 1, xi,n+1
2
+ xi+d,n+1
2
= 1
µ1 = µ̂|Z(Ĝ)Γ est donne´ par µ1 = 1 et µ2 ∈ X∗(A)Q = Q
n+1
2 est donne´ par
µ2 =
1
d
∑
0≤i<d
li
ou`
• li = (1, . . . , 1︸ ︷︷ ︸
ai
, 12 , . . . ,
1
2 ,
1
2) si ai ≤
n−1
2
• li = (1, . . . , 1,
1
2) si ai =
n+1
2
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• li = (
1
2
, . . . ,
1
2︸ ︷︷ ︸
ai−
n+1
2
, 1, . . . , 1, 12) si ai >
n+1
2
Posons l′i = li moins le
1
2 a` droite, alors
B(G,µ) =
b | vp(c(g)) = 1 et
λ12d, . . . , λ12d︸ ︷︷ ︸
m1h1
, . . . ,
1
2
, . . . ,
1
2︸ ︷︷ ︸
mr−1
2
 ≤ 1d ∑
0≤i<d
l′i


APPENDICE E
ESPACES ADIQUES ET ESPACES ANALYTIQUES
E.1. Diffe´rents espaces
Soit k un corps value´ complet muni d’une valuation de rang 1.
Rappelons qu’il y a un foncteur pleinement fide`le ([2] 1.6.1)
X 7−→ s(X)
de la cate´gorie des espaces analytiques de Berkovich Hausdorff (i.e. |X| est se´pare´) dans
la cate´gorie des varie´te´s rigides quasise´pare´es.
Si A est une alge`bre affino¨ıde, s(M(A)) = Spm(A).
Rappelons e´galement ([28] 1.1.11) qu’il y a une e´quivalence de cate´gorie
Y 7−→ r(Y )
entre la cate´gorie des varie´te´s rigides quasise´pare´es Y sur k et la cate´gorie des espaces
adiques quasise´pare´s localement de type fini sur Spa(k, k0). Nous noterons
X 7−→ Xrig
la compose´e X 7→ r(s(X)) qui est pleinement fide`le.
Rappelons la proposition suivante
Fait E.1.1. — ([28] 8.3.3) L’image essentielle de X 7→ Xrig est forme´e de la cate´gorie
des espaces adiques quasise´pare´s localement de type fini tendus (“taut”) sur Spa(k, k0).
La condition d’eˆtre tendu portant uniquement sur l’espace topologie de l’espace adique
([28] 5.1.2).
Supposons maintenant la valuation de k discre`te.
A X un sche´ma formel localement formellement de type fini sur Spf(k0) est associe´
un k-espace analytique paracompact Xan. Il est muni d’un morphisme de spe´cialisation
sp : Xan −→ X
Si Y ⊂ Xs est un sous-sche´ma localement ferme´ de la fibre spe´ciale de X on a un
isomorphisme canonique
(X∧/Y )
an ∼−−→ sp−1(Y )
ou` sp−1(Y ) est un domaine analytique localement ferme´ dans Xan.
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Si Y est ouvert, sp−1(Y ) est ferme´ (Y = D(f)⇒ sp−1(Y ) = {|f | = 1}.
Si Y est ferme´, sp−1(Y ) est ouvert (Y = V (f)⇒ sp−1(Y ) = {|f | < 1}.
A X est e´galement associe´ fonctoriellement un espace adique t(X). t e´tant de´fini loca-
lement par t(Spf(A)) = Spa(A,A). On peut alors conside´rer l’espace adique
d(X) = t(X)a
l’ouvert de t(X) forme´ des points analytiques i.e. des valuations ayant un support non
ouvert. Si I est un ide´al de de´finition de A,
d(Spf(A)) = Spa(A,A) \ V (I)
On a alors un morphisme de spe´cialisation d’espaces annele´s
(d(X),Od(X))
λ
−→ (X,OX)
l’application au niveau des espaces topologiques e´tant celle qui associe a` un point x ∈
d(X) le support d’une spe´cialisation de x dans t(X) forme´e d’un point non analytique.
Si X/Spf(k0) est adique c’est la bonne de´finition de la fibre ge´ne´rique de X au sens
des espaces adiques.
Dans le cas ge´ne´ral
d˜(X) = t(X) \ V (π) ⊂ d(X)
est un espace adique ouvert dans d(X) muni du morphisme de spe´cialisation obtenu par
restriction de λ :
λ˜ : d˜(X) −→ X
C’est la bonne de´finition de la fibre ge´ne´rique au sens de Berthelot et on a des isomor-
phismes canoniques commutant aux morphismes de spe´cialisation
(Xan)rig ≃ d˜(X)
Nous noterons donc d˜(X) = Xrig.
Si maintenant Y ⊂ Xs et un sous-sche´ma ferme´, λ˜
−1(Y ) ⊂ Xrig est un ensemble ferme´
constructible et on a un isomorphisme canonique
(X∧/Y )
rig ≃ (λ˜−1(Y ))0
(l’inte´rieur de λ˜−1(Y )). Ainsi (X∧/Y )
rig s’identifie a` un ouvert de Xrig qui est l’ouvert
sp−1(Y )rig.
Si Y ⊂ X est ouvert, Yrig ⊂ Xrig est l’ouvert λ˜−1(Y ).
Exemple E.1.1. — Si X = Spf(k0 < X1, . . . ,Xn >), X
an = Bn la boule ferme´e
analytique, Xrig = Bn la boule ferme´e adique (qui est ouverte dans An) . Si Y = V (0),
X∧/Y = Spf(k
0JX1, . . . ,XnK), sp
−1(Y ) = B˜n la boule ouverte analytique obtenue par
recollement d’une union croissante de boules ferme´es (ce n’est pas l’inte´rieur de la boule
ferme´e analytique pour la topologie de Berkovich ! ).
λ˜−1(Y ) = {|Xi| < 1} ⊂ Bn un ferme´ (ce n’est pas un espace adique, c’est un espace
pseudo-adique) et (X∧/Y )
rig est la boule ouverte adique obtenue comme union croissante
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des boules ouvertes de rayon strictement infe´rieur a` 1. λ˜−1(Y ) \ λ˜−1(Y )0 est constitue´
de valuations de rang ≥ 2 qui ne sont pas dans l’espace de Berkovich.
On remarquera que la stratification associe´e a` un ferme´ Y ⊂ Xs de la fibre spe´ciale
est plus complique´e dans le cas de l’espace adique :
• La stratification de Xan associe´e est sp−1(Y ) ⊂ Xan ou` sp−1(Y ) est un domaine
analytique ouvert et Xan \ sp−1(Y ) est un domaine analytique ferme´. Les deux
strates sont donc des espaces analytiques
• La stratification de Xrig associe´e est
λ˜−1(Y )0 ⊂ λ˜−1(Y ) ⊂ Xan
ou` λ˜−1(Y ) est un espace pseudo-adique (i.e. un germe d’espace adique) et le comple´mentaire
est un espace adique ouvert dans Xrig.
E.2. Diffe´rents morphismes e´tales
Si j : Bn →֒ An de´signe l’inclusion de la boule ferme´e dans l’espace affine, j est une
immersion ouverte au sens des espaces adiques et est donc e´tale. L’espace adique Bn
est lisse sur Spa(k, k0). Cependant, j n’est pas e´tale au sens des espaces analytiques car
∂(Bn/An) 6= ∅. Ainsi, Bn n’est pas lisse comme espace analytique sur k.
Rappelons :
De´finition E.2.1. — [3] Soit f : X → Y un morphisme d’espace analytique. f est
quasi-e´tale si tout point x ∈ X posse`de un voisinage qui est un domaine analytique
ferme´ e´tale au dessus de Y .
Fait E.2.1. — ([3] 2.3, resp. [28] 3.5.1) Si X → Y est un morphisme de sche´mas
formels, Xan → Yan est quasi-e´tale et Xrig → Yrig est e´tale.
Par exemple, si X →֒ Y est une immersion ouverte, donc e´tale, elle induit une inclusion
d’un domaine analytique ferme´ Xan dans Yan qui n’est pas e´tale mais quasi-e´tale. Par
contre elle induit une immersion ouverte d’espaces adiques.
Le lien entre les deux notions est le suivant :
Fait E.2.2. — ([28] 8.3.4) Si f : X → Y est quasi-e´tale, f est e´tale ssi f rig : Xrig →
Y rig est partiellement propre.
Rappelons qu’un morphisme d’espaces adiques est partiellement propre s’il ve´rifie un
crite`re valuatif de proprete´ (et est localement de type fini) et qu’un morphisme est propre
ssi il est partiellement propre et quasicompact.
Ainsi, un domaine analytique ouvert induit une immersion ouverte d’espace adique
qui est partiellement propre et a` un ouvert analytique d’un espace analytique de bord
vide sur k est du point de vue adique partiellement propre (c’est en particulier le cas
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d’un ouvert analytique de l’espace analytique associe´ a` un sche´ma)
Les deux exemples typique d’espace partiellement propre sont les suivants :
Fait E.2.3. — Si X/k est un sche´ma localement de type fini, Xrig/Spa(k, k0) est par-
tiellement propre.
Fait E.2.4. — Si X/Spf(k0) est un sche´ma formel localement formellement de type
fini se´pare´,
Xs propre =⇒ X
rig partiellement propre
Lorsque X est adique sur k0, il s’agit meˆme d’une e´quivalence.
Exemple E.2.2. — Le tube au dessus d’un ferme´ propre de la fibre spe´ciale d’un
sche´ma formel est partiellement propre.
Du point de vue des espaces adiques de Huber
Fait E.2.5. — Soit f : X → Y un morphisme d’espaces analytiques. f rig est partielle-
ment propre ssi ∂(X/Y ) = ∅.
Si X = M(A)
f
−−→ Y = M(B), f est partiellement propre s’il existe une immersion
ferme´e
X ⊂ ✲ Bn(0, ǫ) × Y
❅
❅
❅
❅
❅
f
❘
Y
❄
pour 0 < ǫ < 1 telle que X soit Zariski ferme´ dans Bn(0, 1) × Y .
APPENDICE F
COHOMOLOGIE ℓ-ADIQUE DES ESPACES
ANALYTIQUES
Dans cette section nous donnons des de´monstration des re´sultats non publie´s de [1]
en suivant [29].
F.1. Proprie´te´s ge´ne´rales
Soit k un corps value´ complet et X un k-espace analytique Hausdorff (i.e. |X| est
se´pare´). Soit Λ un anneau de valuation discre`te complet d’ide´al maximal m et de ca-
racte´ristique re´siduelle ℓ 6= p ou` p = char(k0/k00).
De´finition F.1.1. — Un Λ• faisceau ou encore un faisceau Λ-adique sur Xe´t est un
syste`me projectif (Fn)n∈N de faisceaux en Λ-modules sur Xe´t ve´rifiant ∀n m
nFn = 0.
Nous noterons Λ• −Fsc/X e´t la cate´gorie associe´e.
On de´finit de meˆme Λ• −mod la cate´gorie des Λ•-modules
On notera e´galement Λ−Fsc/X e´t la cate´gorie des faisceaux de Λ-modules.
Λ•−Fsc/X e´t est une cate´gorie abe´lienne Λ line´aire posse´dant suffisamment d’injectifs.
On a un foncteur exact a` gauche
π∗ : Λ• −Fsc/Xe´t −→ Λ−Fsc/Xe´t
(Fn)n 7−→ lim
←−
Fn
Si (Fn)n ∈ Λ• − Fsc/Xe´t et X n’est pas compact il n’est pas raisonnable de poser
Γc(X, (Fn)n) comme e´tant e´gal a` lim
←−
Γc(X,Fn) car si (sn)n ∈ lim
←−
Γc(X,Fn) il se
peut que l’adhe´rence de ∪nsupp(sn) ne soit pas compact.
Nous adopterons donc la de´finition suivante :
De´finition F.1.2. —
Γ! : Λ−Fsc/Xe´t −→ Ab
F 7−→ Γc(X,F)
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Γc = Γ! ◦ π∗
On a donc Γc(X, (Fn)n) = {(sn)n ∈ lim
←−
Γ(X,Fn) | ∪nsupp(sn) est compact }.
On posera
Hpc (X, (Fn)n) = R
p(Γc(X,−))((Fn)n)
Remarque F.1.3. — Si X est compact Γc(X, (Fn)n) = lim
←−
n
Γ(X,Fn).
Lemme F.1.4. — Soit F un faisceau abe´lien sur Xe´t. Si ∀x ∈ X Fx est unGal(K(x)
s|K(x))-
module acyclique et si F||X| est un faisceau mou, F est Γc acyclique.
De´monstration. — Il suffit de conside´rer le morphisme de site f : Xe´t → |X|. La premie`re
hypothe`ses montre que ∀p > 0 Rpf∗(F) = 0 car ses fibres en tous les points de |X| sont
nulles (cf. [2], 4.2.4) . La suite spectrale de Leray associe´e de´ge´ne`re donc en Hpc (Xe´t,F) ≃
Hpc (|X|,F|X|) mais |X| est localement paracompact donc F||X| e´tant mou il est Γc(|X|,−)
acyclique.
L’inte´reˆt du lemme qui suit est qu’il permet de calculer la cohomologie a` support
compact d’un faisceau Λ-adique comme l’hypercohomologie a` support compact d’un
complexe de faisceaux de Λ-modules.
Lemme F.1.5. — RΓc = RΓ! ◦ Rπ∗
De´monstration. — En suivant la preuve du i) du lemme 2.3 de [29] on voit qu’il suffit de
montrer que si ∀n In est un injectif de Λ/m
n − Fsc/Xe´t alors
∏∞
k=0 Ik est Γ! acyclique.
Pour cela nous allons appliquer le lemme F.1.4.
∀x ∈ X (
∏
k
Ik)x ≃
(∏
(Ik)x
)disc
commeGal(K(x)s|K(x))-module galoisien discret, ou` siM est un module galoisienMdisc
de´signe sa partie discre`te. Or, si (Mk)k∈K sont des Gal(K(x)
s|K(x))-modules discrets
Hq
Gal(K(x)s|K(x)),(∏
k
Mk
)disc ≃∏
k
Hq(Gal(K(x)s|K(x)),Mk)
Ik e´tant injectif comme faisceau de Λ/m
n-modules, ∀x Ik,x est un Gal(K(x)
s|K(x))-
module galoisien acyclique ([2], 4.2.5) . On en de´duit donc que (
∏
k Ik)x en est e´galement
un.
De plus, (
∏
k Ik)||X| est mou car il est flasque et |X| est localement paracompact.
De´gageons quelques proprie´te´s simples de la cohomologie Λ-adique :
Lemme F.1.6. — Soit U(X) un ensemble d’ouverts de X tels que ∀U ∈ U(X), U est
compact, ∀U1, U2 ∈ U(X) ∃U3 ∈ U(X) U1 ∪ U2 ⊂ U3 et
⋃
U∈U(X) U = X. On a alors,
Γc(X, (Fn)n) = lim
−→
U∈U(X)
lim
←−
n
Γc(U,Fn)
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De´monstration. — Cela re´sulte de ce que tout compact deX est contenu dans un e´le´ment
de U(X) et re´ciproquement.
Nous choisirons ge´ne´ralement U(X) = { ouverts U de X, U est compact } ou bien
U(X) = { ouverts distingue´s de X} ou` rappelons
De´finition F.1.7. — [1] Un ouvert U de X est distingue´ s’il peut s’e´crire U = V1 \ V2
ou` V1 et V2 sont des domaines analytiques compacts.
Lemme F.1.8. — 1. Si i : Y →֒ X est une immersion ferme´e d’espaces analytiques
ou une immersion d’un domaine analytique ferme´, il y a un isomorphisme cano-
nique
Hpc (Y, (Fn)n)
∼
−−→ Hpc (X, (i∗Fn)n)
2. Si j : U →֒ X est une immersion ouverte, pour tout (Fn)n ∈ Λ• − Fsc/Xe´t il y a
une application naturelle
Hpc (U, (Fn|U )n) −→ H
p
c (X, (Fn)n)
et ∀(Fn)n ∈ Λ• −Fsc/Ue`t une application naturelle
Hpc (U, (Fn)n) −→ H
p
c (X, (j!Fn)n)
3. Si V est un recouvrement ouvert de X tel que ∀V1, V2 ∈ V ∃V3 ∈ V V1 ∪ V2 ⊂ V3
Hpc (X, (Fn)n) = lim−→
V ∈V
Hpc (V, (Fn|V )n)
De´monstration. — 1) Soit le foncteur
i∗ : Λ• −Fsc/Y e´t −→ Λ• −Fsc/Xe´t
(Fn)n 7−→ (i∗Fn)n
il est exact et posse`de un adjoint a` gauche (Fn)n 7−→ (i
∗Fn)n. Il envoie donc les injectifs
sur des injectifs. De plus, |Y | e´tant ferme´ Γc(Y,−) = Γc(X,−) ◦ i∗. D’ou` le 1).
2) Soit le foncteur
j∗ : Λ• −Fsc/Xe´t −→ Λ• −Fsc/U e`t
(Fn)n 7−→ (j
∗Fn)n
qui est exact et posse`de un adjoint a` gauche (Fn)n 7→ (j!Fn)n. On a donc R
+(Γc(U,−) ◦
j∗) = R+Γc(U,−) ◦ j
∗. On a de plus une application naturelle
Γc(U,−) ◦ j
∗ −→ Γc(X,−)
ce qui conclu la de´monstration de la premie`re partie.
Si maintenant (Fn)n ∈ Λ• −Fsc/U e`t il y a une application canonique d’adjonction
(Fn)n −→ (j
∗j!Fn)n
L’application cherche´e est alors la compose´e
Hpc (U, (Fn)n)→ H
p
c (U, (j
∗j!Fn)n)→ H
p
c (X, (j!Fn)n)
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ou` la dernie`re application est celle de´finie auparavant.
Le 3) est clair car lim
−→
V ∈V
◦ lim
−→
U∈U(X)
= lim
−→
U∈U(X)
et les limites e´tant filtre´es elles sont
exactes.
7
Remarque F.1.9. — En ge´ne´ral l’application
Hpc (U, (Fn)n) −→ H
p
c (U, (j!Fn)n)
n’est pas bijective. Cela est du au fait qu’en ge´ne´ral j ne posse`de pas de bonnes proprie´te´s
de finitude. De´ja` dans le cas alge´brique, pour X
f
−→ Y un morphisme de type fini, pour
montrer que (R+f!)((Fn)n) = (R
+f!Fn)n pour (Fn)n constructible et R
+Γc ◦ R
+f! =
R+Γc il faut utiliser les proprie´te´s de finitude de f! : f!(constructible) est constructible.
Par exemple, en ge´ne´ral Hpc (F˘ad,Qℓ) 6= H
p
c (F˘ , j!Qℓ) (cf. [29], exemple 2.7 )
Comme dans le lemme 2.3 de [29] on a une factorisation R+Γc = lim
−→
U(X)
◦Ind(R+ρ)◦R+σ
de laquelle on de´duit :
Proposition F.1.10. — ∀(Fn)n ∈ Λ• −Fsc/Xe´t il y a des suites exactes : ∀p ∈ N
0 −→ lim
−→
U∈U(X)
lim
←−
n
1 Hp−1c (U,Fn) −→ H
p
c (X, (Fn)n) −→ lim−→
U∈U(X)
lim
←−
n
Hpc (X,Fn) −→ 0
Corollaire F.1.11. —
a) Si ∀n ∀p ∀U ∈ U(X) Hpc (U,Fn) est un Λ/mn-module de type fini
∀p ∈ N Hpc (X, (Fn)n)
∼
−−→ lim
−→
U∈U(X)
lim
←−
n∈N
Hpc (U,Fn)
b) ∀p > 2 dim(X) + cdℓ(k) + 1 ∀(Fn)n ∈ Λ• − Fsc/Xe´t H
p
c (X, (Fn)n) = 0 et sous
l’hypothe`se du a) cela est vrai pour tout p > 2 dim(X) + cdℓ(k)
Exemple F.1.12. — SiX = B˜nk est la boule ouverte de dimension n, U(X) = {B˜
n
k(0, ǫ) | 0 <
ǫ < 1 } les hypothe`ses du a) sont ve´rifie´es pour Zℓ = (Z/ℓnZ)n et
Hpc (B˜
n
k ,Zℓ) = lim−→
ǫ→1
lim
←−
n∈N
Hpc (B˜
n
k(0, ǫ),Z/ℓ
nZ)
=
{
0 si p 6= 2n
Zℓ si p = 2n
F.2. COHOMOLOGIE ℓ-ADIQUE DES ESPACES ANALYTIQUES QUASI-ALGE´BRIQUES 195
F.2. Cohomologie ℓ-adique des espaces analytiques quasi-alge´briques
Les hypothe`ses faites ici : X quasi alge´brique et F localement constant ne sont la`
que pour palier a` l’existence d’une the´orie des faisceaux constructibles pour les espaces
analytiques comme c’est le cas pour les espaces adiques ([28],[29]).
De´finition F.2.1. — ([3],[1]) X est quasi-alge´brique si ∀x ∈ X ∃V1, . . . , Vn des do-
maines affino¨ıdes tels que x ∈
⋂n
i=1 Vi,
⋃n
i=1 Vi est un voisinage de x et tout Vi est
quasi-e´tale au dessus d’un domaine affino¨ıde de l’espace analytique associe´ a` un sche´ma
de type fini sur k.
Remarque F.2.2. — D’apre`s [1] cela implique que l’on peut trouver des Vi qui sont
eux meˆmes des domaines affino¨ıdes dans l’espace analytique associe´ a` un sche´ma de type
fini.
Remarque F.2.3. — Tout espace analytique lisse sur k est quasi-alge´brique.
De´finition F.2.4. — (Fn)n ∈ Λ• −Fsc/Xe´t est localement constant si
∀m ≥ n Fm ⊗ Λ/m
n ∼−−→ Fn
et ∀n Fn est localement constant fini sur Xe´t comme Λ/m
n-module.
Lemme F.2.5. — Soit X quasi-alge´brique et U un ouvert distingue´ de X ou un do-
maine analytique compact. ∀F ∈ Λ/mn−Fsc/Xe´t localement constant fini, ∀p ∈ N H
p
c (U,F)
est un Λ/mn-module de type fini.
De´monstration. — Si U est un domaine compact c’est le corollaire 5.6 de [3].
Si U = V1 \ V2 est un ouvert ou` V1 et V2 sont des domaines compacts cela re´sulte de
la suite exacte longue de cohomologie
✲ Hpc (U,F) ✲ H
p(V1,F) ✲ H
p(V1 ∩ V2,F) ✲
et de l’assertion pour un domaine compact.
Corollaire F.2.6. — Si X est quasi-alge´brique et (Fn)n est localement constant
Hpc (X, (Fn)n) = lim−→
U distingue´
lim
←−
n∈N
Hpc (U,Fn)
En particulier si X est compact
Hp(X, (Fn)n) = lim
←−
n∈N
Hp(X,Fn)
De´monstration. — Cela re´sulte du lemme pre´ce´dent et du corollaire F.1.11.
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Proposition F.2.7. — Supposons cdℓ(k) < +∞. Soit U un ouvert distingue´ ou un
domaine compact d’un espace quasi-alge´brique X, F localement constant sur X. ∀p ∈
N (Hpc (U,Fn))n est AR m-adique et lim
←−
n∈N
Hpc (U,Fn) est un Λ-module de type fini.
De´monstration. — Hpc (U,F1) e´tant de type fini, la premie`re partie de la proposition
entraˆıne la seconde.
Pour tout n, soit C•(Fn) la re´solution de Godement de Fn associe´e aux points de |X|
(si x ∈ |X| il y a un morphisme de sites ix : Spec(K(x)
s)e´t → Spec(K(x))e´t → Xe´t et
C0(G) =
∏
x ix∗i
∗
xG ).
En utilisant le lemme F.1.4 on ve´rifie que c’est une re´solution Γc(U,−) acyclique de
F . Cette re´solution est scinde´e sur chaque fibre. Etant donne´ que ∀n Fn est localement
constant, pour tout n C•(Fn) est Λ/m
n plat et
∀m ≥ n C•(Fm)⊗ Λ/m
n ∼−−→ C•(Fn)
Si m ≥ n conside´rons la re´solution pe´riodique D• de Λ/mn dans la cate´gorie des
Λ/mm-modules (et faisceaux)
· · · ✲ Λ/mm
̟nΛ✲ Λ/mm
̟m−nΛ ✲ Λ/mm
̟nΛ✲ Λ/mm ✲ 0
Pour tout p appliquons la formule de projection ([2] 5.3.9) :
Cp(Fm)
L
⊗Λ/mm D
• = Cp(Fm)⊗ Λ/m
n ≃ Cp(Fn)
=⇒ R•Γc(C
p(Fm)
L
⊗Λ/mm D
•) ≃ Γc(U,C
p(Fn))
et
R•Γc(U,C
p(Fm))
L
⊗Λ/mm D
• = Γc(U,C
p(Fm))
L
⊗D•
= · · · ✲ Γc(U,C
p(Fm))
̟nΛ✲ Γc(U,C
p(Fm))
̟m−nΛ ✲ Γc(U,C
p(Fm))
̟nΛ✲ Γc(U,C
p(Fm)) ✲ 0
On en de´duit donc que
Γc(U,C
p(Fm))/π
n
ΛΓc(U,C
p(Fm))
∼
−−→ Γc(U,C
p(Fn))
et que Γc(U,C
p(Fm)) est un Λ/m
m-module plat (par re´currence sur m).
X e´tant quasi-alge´brique et U compact, dim(U) < +∞ et donc pour d > 2 dim(U) +
cdℓ(k) τ≤dΓc(U,C
•(Fn)) calcule H
•
c (U,Fn) qui est un Λ/m
n-module de type fini. On
peut alors appliquer le lemme 12-14 de [19] pour conclure.
De´finition F.2.8. — Soit L le corps des fractions de Λ. Un faisceau L-adique est un
faisceau Λ-adique modulo m torsion. On notera pour F ∈ Λ• − Fsc F ⊗ L le faisceau
L-adique associe´ et on posera Hpc (X,F ⊗ L) = H
p
c (X,F) ⊗ L.
Un faisceau L-adique localement constant est un faisceau L-adique de la forme F ⊗L
avec F localement constant.
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Corollaire F.2.9. — Soit X quasi-alge´brique muni d’une action continue ([3], 6) d’un
groupe G tel que G posse`de un pro-p sous-groupe ouvert. Soit F un faisceau L-adique
localement constant muni d’une action de G compatible a` celle sur X. Alors, Hpc (X,F)
est un G-module lisse.
De´monstration. — Si F = G ⊗ L, G localement constant,
Hpc (X,F) = lim−→
U distingue´
[
lim
←−
n
Hpc (U,G)
]
⊗ L
Soit donc s ∈ Hpc (X,F). Il existe U distingue´ tel que
s ∈ im (Hpc (U,G)⊗ L→ H
p
c (X,G) ⊗ L)
Si U = V1 \ V2 ou` V1 et V2 sont des domaines compacts, par continuite´ de l’action
∃K ⊂ G un sous-groupe ouvert tel que ∀g ∈ K g.V1 = V1, g.V2 = V2 et donc g.U = U .
D’apre`s [3] 7.7, ∀n Hpc (U,Gn) est un K-module lisse. Etant un Λ/m
n-module de type
fini c’est un K-module discret. K agit donc continuement sur le Λ-module de type fini
lim
←−
n
Hpc (U,Fn). Si K
′ ⊂ K est un sous-pro-p-groupe ouvert, un sous-groupe ouvert K ′′
deK ′ s’envoit sur un pro-ℓ groupe et agit donc trivialement. Donc, ∀g ∈ K ′′ g.s = s.
On montre de meˆme :
Corollaire F.2.10. — Sous les meˆmes hypothe`ses Gal(k|k) agit continuˆment sur Hpc (X⊗
k̂,F) au sens ou` Hpc (X ⊗ k̂,F) est une union croissante de Gal(k|k)-modules de dimen-
sion finie continus.
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