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Abstract 
Environment exploration of dynamic unknown environments is an attractive research issue. In this paper, we propose 
an evolutionary based method to deal with this issue. We evolved a neural controller that uses the laser data and 
information of unexplored environment to generate the robot best action. The map of the environment is generated by the 
robot in a form of a binary matrix. The explored are is used as fitness function of the genetic algorithm. The experimental 
results show a good performance of the proposed method for exploration of unknown dynamic environments. 
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1. Introduction 
Robot environment exploration, which is the total area covered by the robot sensors, has many applications 
such as monitoring, search and rescue operations inside buildings.  
A significant amount of research has been done in mobile robot environment exploration. In most of 
previous works, the frontier-based exploration algorithm ([1], [2]), which are the regions on the boundary 
between open space and unexplored environment, is utilized. In [2], the method was tested in exploring real-
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world office environment using a real mobile robot. In [3], a mobile robot autonomous exploration of 
unknown indoor environment and building a semantic map is presented. The map developed by the robot 
contains high-level information which are similar to those extracted by humans. 
Recently multi-robot coordination using probabilistic approach for environment exploration is proposed 
([4], [5]). In [4], the authors introduced the concept of the utility of the target points, which is given by the 
size of the unexplored area that a robot can cover with its sensors upon reaching a target position. In [5], the 
authors incorporated multiple objective utility functions, which improved the exploration of each robot and 
the group of robots as a whole. The introduced concept has a great influence on the direction of areas of 
primary exploration. In addition, the human experts specify the preferred and avoidance regions at intervals 
during run-time. 
In this paper, we propose an evolutionary based method for environment exploration. In our method, we 
evolve the weight connections of the neural controller that map the sensory data to robot action. The robot 
utilizes the frontier based exploration and Laser Range Finder (LRF) data to select the best action. In addition 
to environment exploration, the robot learns the obstacle free navigation. The performance of evolved neural 
controllers is tested in dynamic environments with obstacles of different sizes placed in random locations. In 
addition, the robot created an internal map of the environment, which helps the robot to move toward the 
unexplored areas.  Experiments using iRobot create show a good performance of evolved exploration strategy 
in real life environments. 
The paper is organized as follows. The mobile robot is explained in Section II. The environment used in 
the simulations is described Section III. Neural controller and Evolutionary algorithms are presented in 
Section IV and Section V, respectively. The simulations and experimental results are included in Section VI. 
Finally, the concluding remarks end the paper. 
2. Robot 
In the exploration task presented in this paper, we use the iRobot create (Fig. 1), a programmable robot 
based on Roomba vacuum-cleaning robot. It’s a disc type mobile robot with a 17cm radius. This is a 
differential drive robot with two powered wheels. Each wheel may be controlled independently with a 
maximum speed of 0.5m/s. In our implementation, we consider the LRF as the sensor for robot navigation and 
environment exploration. In our implementation, the LRF has a field of view of 180 degrees and return 181 
distance readings (one per degree). The maximum error is +/-3 cm per 4 meters. The robot sensors are 
connected with a laptop computer running Matlab. 
Fig.1. iRobot Create.                                                                                        Fig.2. Simulated environment 
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3. Environment Exploration 
In order to explore the environment, the robot must keep track of the areas already explored. In our 
implementation, we establish an occupancy matrix to represent the explored area and the robot location. The 
matrix is initially generated with all elements zero. Every element of the matrix represents an area of 10cm2. 
The initial size of the matrix is 100 x 100 and the robot initial location is in the center. As the robot explores 
new areas, the size of matrix increases and its elements change from 0 to 1. In this way, the robot builds the 
environment map and plans the optimal action towards unexplored areas. 
In the simulations, the environment is 13m by 11m (Fig. 2). The robot initial position and orientation are 
randomly selected. Six obstacles of size 1m by 1m are randomly generated inside the environment. 
4. Neural Network 
In our implementation, we used a simple neural controller with 25 input, 20 hidden and 2 output units. The 
architecture of the neural controller is shown in Fig. 3. In order to explore the environment, the robot has to 
navigate and avoid hitting obstacles. In our implementation, 13 captured laser data are extracted for every 15 
degrees. The laser readings are divided by the maximum range of the LRF, resulting in a 0 to 1 activation of 
neurons. Frontier exploration data are encoded by 12 units, which correspond to 12 sections in which the LRF 
scanning is divided. The activation of each frontier exploration neuron is calculated as the ratio between 
newly explored areas by all the area covered by one section (Fig. 4). Therefore, the robot navigation and 
environment exploration are evolved simultaneously. The sigmoid function activates the hidden and output 
units: 
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where the input for node i is calculated as follows: 
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and j ranges over nodes with weights into node i. Two output units control the angular velocity of the right 
and left wheels. The robot maximum velocity is considered to be 0.5m/s. 
5. Genetic Algorithm 
In order to find the best neural controller for the environment exploration task, we implemented a Parallel 
Genetic Algorithm (PGA). All the population is divided in subpopulations and each subpopulation use 
specific evolutionary parameters [14]. Each subpopulation follows a specific evolution strategy and after the 
isolation time (certain number of generations) a number of individuals migrate to the other subpopulations by 
migration operator. In this way the diversity of individuals in subpopulation is increased. The performance of 
each subpopulation is evaluated and all the subpopulations are ranked. 
A position value for each subpopulation is calculated based on the ranking value. In this way, a weighted 
average of the subpopulation’s rank of previous generation is calculated as follows: 
positionvaluegeneration=0.9·positionvaluegeneration+0.1·rankgeneration .                    (3)
Therefore, the lower the rank the better performance of subpopulation. 
The GA parameters used in our implementation are shown in Table 1. The population size is 100, divided 
in three subpopulations with 30, 30, and 40 individuals. The maximum number of generations is 200. The 
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weight connections of the neural network are encoded in the genome of GA. In our implementation, the 
maximum lifetime of each individual is 30s (300 steps x 0.1s). Each individual is evaluated by the following 
fitness function : 
f=(w_pixs-e_pixs)+step                                                                (3) 
where the w_pixs is the total number of elements, e_pixs is the explored number of elements and nr_steps 
is the number of steps until the robot stops moving. In order to minimize the exploration time, the number of 
steps is included in the fitness function. If the robot hits an obstacle a bad fitness function is assigned. 
Therefore such individuals will not survive in the next generation.
The competition interval defines the number of generations when the performance of each subpopulation is 
evaluated and competition takes place. During these generations, the subpopulations evolve using their own 
parameters. Based on the performance of the subpopulation, individuals are transferred among subpopulations. 
The competition rate determines the maximum number of individuals transferred by one subpopulation when 
the competition takes place. The number of individuals of poor performing subpopulations is decreased. 
Table 1. MPGA functions and parameters 
Function name Parameter 
Number of subpopulations 4 
Individuals / subpopulation 100, 50, 30, 20 
Crossover probability 0.8 
Mutation rate / subpopulation 0.1,0.03, 0.01, 0.003 
Isolation time 4 generations 
Migration rate  10% 
Termination 50 generations 
Fig.3. Neural Network 
Fig.4. Frontier exploration 
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Fig.5. Robot strategy  for environment exploration                        Fig.6. Robot performance for different robot initial positions 
The population size is 100, divided in three subpopulations with 30, 30, and 40 individuals. The maximum 
number of generations is 200. The weight connections of the neural network are encoded in the genome of 
GA. The lifetime of each individual is 300 time steps, where each time step lasted 0.1s. The fitness function: 
f=(w_pixs-e_pixs)+nr_steps                                                                       (3) 
where the w_pixs is the total number of elements, e_pixs is the explored number of elements and nr_steps 
is the number of steps need to explore the environment. In addition to the area explored by the robot, the time 
needed for exploration is also important. Therefore, the number of steps is included in the fitness function. If 
the robot hits an obstacle a bad fitness function is assigned. Therefore such individuals will not survive in the 
next generation.
6. Results 
The performance of the proposed method is tested in environment similar to Fig. 5. Fig. 5 (a), (b), (c), (d) 
show the explored area (cyan colour) after 1, 100, 200, 300 steps, respectively. Initially the robot moves 
straight until the wall appears in the front of the robot. Because of obstacle 1 on the right side (Fig. 5(b)), the 
neurons encoding the frontier exploration on the left side of the robot are activated. The robot starts rotating 
left moving between the wall and obstacles 2 and 3. As the wall in the front of robot and obstacle 4 (left side) 
enter in the laser scanning area, the robot continues to rotate left (Fig. 5(c)). 
The robot follows the same strategy when the obstacles 4 and 5 are on the right side. Because the area 
between the obstacles 1 and 6 is not explored, the robot rotates right and it moves toward the unexplored area 
(Fig. 5(d)). After 300 steps the robot explored nearly all the environment.  
The environment map developed by the robot using the internal matrix is shown in Fig. 5(f). It is similar 
with the simulated environment, except that the unexplored areas are generated as obstacles. 
Fig. 6 shows the robot performance for different robot initial positions and orientations. In addition, the 
obstacles are randomly placed in the environment. The results show that the robot has a good performance 
even in environments different from the training ones. Fig. 6(d) shows that the robot moves toward the 
direction where the frontier exploration neurons are activated. However, the robot avoids obstacles and moves 
in narrow space to explore nearly all the environment. Fig. 7 shows the robot performance in environment 
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with obstacles of different sizes (0.5m~2m) places in random locations. The robot is initially placed in the 
middle of the environment. Fig. 7(a),(b),(c) show that the robot managed to explore all the environment. 
However, Fig. 7(d) shows that narrow areas behind the obstacles are not covered by the robot sensors. This is 
because activation of frontier neurons guides the robot toward the area where the speed of the exploration 
increases.Due to environment conditions, the frontier neurons are not activated when there is an unexplored 
area behind the obstacle.  
The evolved neural controllers for environment exploration are tested in real environments using the 
iRobot create. The video capture of the robot during the real environment exploration is shown in Fig. 8. 
Although there are some differences in the robot motion, the robot explored nearly all the environment. 
However, the map generated by the robot was not so precise due to odometry error. 
Fig.7. Performance of neural controller in different environments             Fig.8. Robot strategy  for environment exploration
7. Conclusions 
An evolutionary based approach for environment exploration is presented in this paper. The robot utilized 
the laser data for obstacle free navigation and frontier data for environment exploration. The evolved neural 
controllers showed a good performance in dynamic environments where the robot initial position, distribution 
and size of obstacles changed. The robot exploration strategy was evolved in a simulated environment and 
also tested in real robot. 
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