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Abstract—Insects flying abilities based on optic flow (OF)
are nice bio-inspired models for Micro Aerial Vehicles (MAVs)
endowed with a limited computational power. Most OF sensing
robots developed so far have used numerically complex algo-
rithms requiring large computational power often carried out
offline. The present study shows the performances of our bio-
inspired Visual Motion Sensor (VMS) based on a 3x4 matrix
of auto-adaptive aVLSI photoreceptors pertaining to a custom-
made bio-inspired chip called APIS (Adaptive Pixels for Insect-
based Sensors). To achieve such processing with the limited
computational power of a tiny microcontroller (µC), the µC-based
implementation of the “time of travel” scheme requiring at least
a 1kHz sampling rate was modified by linearly interpolating
the photoreceptors signals to run the algorithm at a lower
sampling rate. The accuracy of the measurements was assessed
for various sampling rates in simulation and the best trade-
off between computational load and accuracy determined at
200Hz was implemented onboard a tiny µC. By interpolating
the photoreceptors signals and by fusing the output of several
Local Motion Sensors (LMSs), we ended up with an accurate
and frequently refreshed VMS measuring a visual angular speed
and requiring more than 4 times less computational resources.
Index Terms—Elementary Motion Detector, EMD, Optic flow,
Insect Vision, Micro-aerial vehicle (MAV), bio-inspiration.
I. INTRODUCTION
Despite their small size, airborne insects such as flies and
bees can navigate autonomously in unknown environments
on the basis of Optic Flow (OF) cues. Several bio-inspired
terrestrial and aerial robots have been developed during the
past decade based on similar principles [8], [17], [2]. However,
the computation of the OF onboard Micro Aerial Vehicles
(MAVs) is still a challenging task, as most OF algorithms
require a heavy computational load [14], [13] conflicting
with their limited payload. Several methods of measuring the
visual angular speed requiring few computational resources
have been developed, such as those involving the local 1-
D Hassenstein-Reichardt correlator [12], which was mounted
on a terrestrial robot [11]; the Interpolation Image Algorithm
(I2A) [19] which was used onboard an indoor microflyer [21]
and the “time of travel” scheme [3], [18] originally inspired
by the fly’s Elementary Motion Detector (EMD) neurons [9].
Recently, we focused on developing lightweight OF sensors
embedded into tiny µC [18], [15], [20], [7] based on this
scheme. In a previous study, we showed how 5 Local Motion
Sensors (LMSs) measuring the angular speed (i.e., a 1-D
component of the OF) can be embedded into a small µC
to robustly and accurately determine the angular speed using
the median operator [16]. Nevertheless, we were limited to
implement more LMSs inside the same µC by the high
sampling rate (at least 1kHz) that was necessary to deter-
mine accurately the time-lag ∆t between two adjacent visual
signals. In this study, we show that a linear interpolation of
the visual signals acquired at lower sampling rates can also
result in an accurate angular speed measurement at a lower
cost in terms of computational load and therefore allow to
increase the number of LMS implemented into a single µC.
The performances of this optimized implementation have been
tested on a 3x4 matrix of Delbrück-type auto-adaptive aVLSI
pixels [5] pertaining to a custom-made bio-inspired chip called
APIS (Adaptive Pixels for Insect-based Sensors) [1], [20] in
front of a moving wall lined with a natural panorama (see Fig.
1).
Section 2 gives a short description of the bio-inspired visual
system and optimized implementation of the “time of travel”
scheme. Section 3 describes the experiments and the results
obtained with the Visual Motion Sensor (VMS), which was
tested indoors under natural light conditions.
II. OPTIMIZED IMPLEMENTATION
Each LMS assesses the angular speed ωi of any contrasting
object detected by 2 neighboring photosensor signals thanks
to the new interpolation based “time of travel” scheme which
can now be described in 7 processing steps including the new
Interpolation Step n°5 (see Fig. 2a):
• Step 1: Low-pass spatial filtering is achieved by defocus-
ing the lens, thus giving each pixel in the array a Gaussian
angular sensitivity function define by an inter-receptor
angle ∆ϕ = 3.8o and an acceptance angle ∆ρ = 3.8o.
• Step 2: Analog low-pass anti-aliasing filtering fc =
50Hz.
• Step 3: Digitizing and filtering: second order fixed-point
digital low-pass filtering (fc = 30Hz) reduces any
high frequency noise introduced by the artificial indoor
lighting (100Hz) and first order fixed-point high-pass
filtering (fc = 10Hz).
• Step 4: Hysteresis thresholding is performed to distin-
guish between ‘ON’ and ‘OFF’ contrast transitions (i.e.
dark-to-light and light-to-dark transitions, respectively) in
each channel.
• Step 5: Linear interpolation of the photoreceptor signals
acquired at a frequency fsample to improve the temporal
resolution of the angular speed computation. As shown
in Fig. 2b, each time a signal exceeds a threshold, the
Figure 1. a) Test-bed for testing the visual motion device including the 3x4-photosensor array placed at an orthogonal distance Dh from a wall lined with
a natural pattern moving at a speed Vwall. b) Picture of the test-board used for the experiments with the 25 auto-adaptive pixel array covered by its lens
(Sparkfun SEN-00637, focal length 2mm, f-number 2.8) in the center. Each pixel features an integrated photodiode with a sensitive area of 250 × 250µm
connected to an adaptive, time-continuous, logarithmic circuit having a dynamic range of 100 dB.
Figure 2. a) General processing architecture of the Local Motion Sensor (LMS): the output signals of two adjacent pixels were spatially and temporally
filtered and thresholded to determine each 2-pixel angular speed ωmi . The data acquired at fsample were linearly interpolated to measure the time-lag ∆t
between the two signals. b) Linear interpolation method to increase the resolution of the time difference measured between the signals of two adjacent pixels.
Every time both visual signal exceed the positive threshold, the times (t1 and t2) are computed to estimate the interpolated ∆tiON, in this case. c) Fusion
algorithm based on the maximal median value of both directions [4], [8] used to determine the magnitude and the direction of the 1-D angular speeds ωHmedian
and ωVmedian. A rate limiter function filters out any median angular speed measurements that change too fast.
time delays t1 or t2 are estimated with a 2kHz resolution
assuming a linear variation of the signal between two
samples.
• Step 6: A time delay circuit is triggered by one channel
and stopped by the neighboring channel. This function
measures the delay ∆ti = n×Tsample + t1− t2 elapsing
between similar (‘ON’ or ‘OFF’) transitions occurring in
two adjacent photoreceptors.
• Step 7: Computing the 1-D angular speed within the
visual field of the LMS by using a look-up table that
transforms the delay into the measured angular speed ωmi
by applying ωmi =
4ϕ
∆ti
.
III. EXPERIMENT AND RESULTS
The visual motion sensor was tested indoors with natural
light at an illuminance of around 0.7 × 10−3W/cm2 corre-
sponding to the daylight provided by a window. The VMS
was placed at an orthogonal distance Dh = 27.5cm from a
printed strip of wallpaper depicting a natural colored scene
(see Fig. 1a) and could be rotated by an angle of 90o. The
printed strip was stretched between 2 actuated drums imposing
a translational speed Vwall to the panorama. The scene was
therefore seen to move horizontally or vertically by the VMS
at an angular speed ωwall describing a triangular speed law
involving a series of velocity ramps with different slopes
ranging between 75o/s and 275o/s.
Among the 25 pixels of the APIS retina, a 4x3-pixel array is
connected to the microcontroller and 34 LMSs are computed
(represented by the arrows in Fig. 2c) in 4 different directions
(from top to bottom, from bottom to top, from left to right
and from right to left). In each direction, the median value
of the angular speed is computed and the maximum value
between the median value of opposite directions determines
respectively ωHmedian and ω
V
median .
The data dispersion was taken to be the standard deviation
of the difference between the theoretical angular speed deter-
mined from the horizontal speed of the moving wall ωwall
and the LMS output signal ωm, according to the following
equation: Stderror = std(ωwall − ωm). For each direction,
the refresh rate frefresh was defined as the number of new
motion measurements per second among the LMS of the
specific direction: a new measurement occurs when a contrast
Figure 3. a-b-c) Simulated dynamic responses of the median angular speed of the visual motion sensor for three sampling rates for a horizontal translation
(blue dots) and a vertical translation (green dots) in front of the textured wall moving according to a triangular law (red) (angular speed ranging from 75°/s
to 275°/s with different slopes). In any case, the angular speed was measured thanks to a linear interpolation and faithfully obeyed the triangular law imposed
to the moving wall. As expected, the accuracy of the measured angular speed (ωHmedian, ω
V
median) increases with the sampling rate. The dispersion was
low enough (Stderror < 19o/s) at 200Hz which is a good trade-off between accuracy and computational resources.
Figure 4. a) µC-embedded dynamic response of the median angular speed of the visual motion sensor at fsample = 200Hz measured thanks to a linear
interpolation for a horizontal translation (blue dots) and a vertical translation (green dots) of the moving wall. The visual motion sensor yields at its output
an accurate (Stderror < 15o/s) and highly refreshed (nearly up to 100Hz) angular speed measurement (ωHmedian, ω
V
median). b) µC-embedded dynamic
response of the median angular speed of the visual motion sensor at fsample = 1kHz measured thanks to the regular “time of travel” scheme. The refresh
rate, which depends on the number of fused LMS, was greater for the horizontal motion than for the vertical motion as the median values were computed
from 9 and 8 LMSs respectively.
transition is detected by one pixel and then by the second pixel
with a time lag ∆t in our measurement range, corresponding
to an angular speed in the [30o/s, 350o/s] range.
In order to determine the best trade-off between accuracy
and computational load, a first set of experiments has been
conducted in simulation using photoreceptor signals acquired
at 3 different sampling rate frequencies (100, 200 and 500Hz)
for a horizontal and a vertical motion. Then, the whole
processing has been embedded into a dsPIC33FJ128GP804
microcontroller with a 200Hz sampling frequency.
A. Simulation of the interpolation based “Time of travel”
The interpolated algorithm presented in Fig. 2 was tested
offline with three sampling rates (fsample) on visual signals
coming from the APIS retina. As we can see in the Fig. 3,
the simulated responses of the horizontal and vertical angular
speed measurements (ωHmedian, blue dots; ω
V
median, green dots)
faithfully obeyed the triangular law imposed to the moving
wall: the dispersion decreased with the sampling rate (from
Stderror = 27
◦/s at 100Hz to Stderror = 12◦/s at 500Hz).
The simulated new sheme featured good performances at
200Hz which is the best trade-off between accuracy (disper-
sion lower than 19o/s) and limited computational load.
B. Interpolation based “Time of travel” embedded into a µC
A full duplex link between the UART peripheral of the
µC and the computer serial port allowed us to log data
from the VMS on a host computer. As shown in figure 4,
the experimental measured median angular speed was highly
refreshed and faithfully obeyed the triangular law imposed
to the moving wall (Stderror < 15o/s). This processing
accounts for only 10.5% in average of the processing time
available at a sampling frequency of 200Hz (peak value:16%).
In comparison, the same processing embedded into the µC
at 1kHz requires 44.2% in average (peak value:71%) of the
processing available. Although the processing is more than
4 times less costly at 200Hz than 1kHz, we can see that the
accuracy (Stderror) of the data is experimentally only slightly
better at 1kHz which proves that linearly interpolating the
photoreceptors signals sampled at 200Hz is a really interesting
trade-off between computational load and accuracy.
IV. CONCLUSION
In this study, the dynamic characteristics of a new optimized
implementation of the “time of travel” scheme was tested in-
doors on a natural colored scene under natural light conditions.
The results obtained here show that by linearly interpolating
the photoreceptor signals sampled at 200Hz, we can greatly
increase by at least 4 times the number of Local Motion
Sensors that can be embedded in a small and lightweight
microcontroller. This allowed us to compute all the possible
LMSs from a 4x3 bio-inspired auto-adaptive pixel array in the
4 main directions. The overall Visual Motion Sensor (VMS)
yields a median horizontal and vertical values (ωHmedian and
ωVmedian respectively) which were found to be accurate and
frequently refreshed. This VMS constitutes a good trade-off
between the need for reliable and lightweight visual motion
sensors matching the drastically limited payload of the Micro
Aerial Vehicles.
As only 10.5% of the processing time available was used
to process the angular speed of a small matrix of 12 pixels
(4x3 pixel), this optimized implementation could be used
to implement more LMSs into such tiny µC and therefore
process the optic flow from 2D retinas having about 50 pixels.
In a near future, this new visual motion sensor could be
implemented on Micro Aerial Vehicles to process the local
optic flow in several regions of the Field of View allowing
them to fly autonomously in natural environments and perform
complex tasks such as collision avoidance, automatic take-off
and landing [10], [6]...
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