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Let G be a finite group and F a field of characteristic 2, which is a splitting 
field for all subgroups of G. Let B be a block of FG whose defect group V is a 
Klein four group. In this paper, the Green correspondents of the simple modules 
in B are determined, and also the indecomposable projectives. In particular, one 
obtains the classification of all indecomposable modules in the block. This can be 
read off from the structure of the projective modules and Morita equivalence, as 
Donovan and Freislich did in the last section of [2]. 
The simple modules in B have Y as a vertex, by [5]. Letf, g denote the Green 
correspondence with respect to V between G and the normaliser N of V in G. 
If M is an indecomposable module and V is a vertex of M, then M lies in B if 
and only iffM lies in the unique block b of N, such that bC = B [6]; the block b 
also has V as a defect group. 
The first section is therefore concerned with representations of the block b of N. 
In Section 2, the Green correspondents of the simple modules in B are 
determined. The first result is 
THEOREM 2. There is a simple module S in B, such that the Green correspon- 
dent fS is simple. 
Brauer has shown that the blocks B and b have the same number of simple 
modules which is either 1 or 3 [l] ; this will be obtained again. 
PutfS =:FO, and let {FO} or {F,, , FI , Fz} be the set of simple modules in b. 
Then the result is: 
THEOREM 3. Assume that B has three simple modules S, X, Y. Then one of the 
following holds : 
(a) The Green correspondents fX, f Y have length 2, and fX G FI 0 F, , 
fYrF,oF,; 
furthermore Q3X z X and Q3Y E Y 
(b) The Green correspondents fX, f Y are simple. 
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[Here M 0 M’ denotes an extension of M by M’, so that there exists an exact 
sequence 0 t M c M 0 M’ +- M’ + 0; and QM is the kernel of a minimal 
projective resolution of M.] 
Both cases in Theorem 3 do occur. The principal blocks of the groups PSL(2, Q) 
are examples for (a) if 4 = 5 (mod 8), and for (b) if Q = 3 (mod 8), see [4]. 
In the last section, the indecomposable projectives are obtained. It turns out 
that they are uniquely determined by the Green correspondents of the simple 
modules. In particular, the submodule structure of the projectives is the same in 
the general case and in the groups PSL(2,q) as above, if there are three simple 
modules in B. 
Let P(M) denote the projective cover of a module M and J be the radical of 
FG. Denote uniserial modules M by M = U(A, , A, ,..., A ) if MJi/MJ”+l z Ai. 
Then the following will be proved: 
THEOREM 4. (i) If B has one simple module S, then P(S) J/S z S @ S. 
then (ii) If th e si p e m I modules S, X, Y in B have simple Green correspondents, 
P(S>J/S z X 0 Y, P(X)J/XrY@S and P(Y)J/Y,S@X. 
(iii) If the simple modules S, X, Y in B have Green correspondents as in 
Theorem 3(b), then P(X) and P(Y) are uniserial, such that 
P(X) = U(X, s, Y, s, X) 
P(Y) = U(Y, s, x, s, Y) 
The module P(S) J/S is a direct sum of uniserials: 
P(S) J/S s U(X, S, Y> 0 U(Y S, X> 
In this paper, modules are always right modules. The number of composition 
factors of anFG-module is denoted by Z(M); sot(M) is the socle, that is the largest 
semisimple submodule of M. 
Dually hd(M) is the “head”, that is the largest semisimple factor module of M, 
one has hd(M)r M/MJ. Furthermore, P(M) is the projective module with 
hd(M) G hd(P); finally Q(M) is defined by P(M)/Q(M) s M (see [9]), and the 
dual M* is the FG right module Hom,(M, F) (see [3]>. 
The submodule series M 1 M J 3 *a* r> MJk 3 0 is called the Loewy series. It 
is a submodule series of minimal length such that all factor modules are semi- 
simple. The unique number K =:j(M) of its factors is the Loewy length of M. 
Let H be a subgroup of G. For any FG-module L, the induced representation 
L &., FG is denoted by LG; and if M is an FG-module, then MH denotes the 
restriction of M to FH. 
Concerning further terminology, we refer to Dornhoff [3], Green [6]-[8]. 
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1. N-MODULES 
Let b be a block of N whose defect group is T;‘, and 6 be a block of C(V) 
covered by 6. If T is the inertia group of b, then C(V) < T .< N, because the 
index / T : C(V)1 has to be odd, it must be 3 or 1. That is, either b has 3 simple 
modules, say Irr(b) = {F,, , Fi , Pa}, or b has one simple module F. . Because P 
is in the kernel of all simple N-modules and because V is the defect group, each 
Fi is a summand of FvN where Fv is the trivial module of V, and vx(F,) = V. 
Since the restriction of Fi to d is just the unique simple module in 6, each Fi 
has the same dimension. 
If N contains an element g acting as an automorphism of order 3 on V, then let 
A : = (V, g); otherwise put A := V. If M is indecomposable in b and if 
M @+ = M,G for an indecomposable summand M,, of n/r , then the socles 
of M, M, and also the heads have the same lengths, and j(M) = j(MJ. This can 
be used to prove most of the following properties. 
(1 .l) (a) If Pi is the projective cover of Fi , then 
where (i, j, k> = (0, 1,2> or i = j = K = 0. This follows also from [lo]. 
(b) Assume that b has 3 simple modules. Then there is exactly one inde- 
composable module I with a cyclic vertex. One has 
sacI= hdIrFo@F,@F2 
For all m E I\IJ, the length of <m> is at least 3. 
(c) If b has one simple module, then there are three indecomposable 
modules with a cyclic vertex, each is uniserial of length 2. 
For the following, we need some of the concepts and notation related to the 
Green correspondence; see [6J 
Let G be a finite group and char F = p where p divides 1 G I. If H is a sub- 
group of G and if M, M’ are FG-modules, then denote by (M, M’), the vector 
space Horn&M, M’). Further (M, M’)H,c is the subspace of (M, M’)c generated 
by all maps of the form 9 = C, yg where r) E (M, M’)u and where the sum is taken 
over a transversal of H in G. Here 7” is defined by m + [q(mg-l)g]. 
If D < N,(D) < H < G where D is ap-group, put X := (Dg n D 1 g E G\H}, 
and let (M, M’)x,c := &o and (M, M’): := (M, M’),/(M, M’)a,o . Then 
9 E (M, M’)c is x-projective if and only if there is an I-projective module X, 
such that v = p o v where 77 E (M, X), and p E (X, M’)c . 
The following simple properties are used later without special reference: 
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(1.2) Assume that M, M’ are indecomposable FG-modules with vertices 
v, V’. 
(a) Let P E W, M’),,G , and suppose M and M’ are not projective. If p is 
a monomorphism or an epimorphism, then 9) = 0 (see [8] or [7]). 
(b) If V and V’ are not G-conjugated to subgroups XE r, then 
dim,(M, M’): = dim,(fM,fM’)z (see [q). 
(c) Let U be a subgroup of G and U be a family of subgroups of U. If L 
is an FG-module and M an FU-module, then 
d&WC, L)u,G = dimF(M, L,)u,~ 
din-44 MGhG = dim&, M)II.~ 
(see [lo]). 
Now we can return to the original situation. We define a set m of uniserial 
modules in b of length 2 which are faithful restricted to V as follows: 
If b has 3 simple modules, then !lII contains all uniserial modules of length 2; 
that is 1 %II 1 = 6. Otherwise we choose Ml , MS, such that Ml + M, = P(S)J 
andput~:={M,,M,}.ClearlyM,~MM,,so]~] =2. 
(1.3) If M E ‘$I, then w(M) = V. Furthermore, 
(a) sZkM E %JI for all k, and PM g M where Y = 1 Irr(b)[. 
(b) MC g gM @ projectives, andgM, E M @ projectives. Hence 
(c) If X is any indecomposable FN-module, then 
Q’K x>3C,N = (M x),,N and (X WX,N = (X W~.N 
(d) If Y is any indecomposable FG-module, then 
kM, ykc = (gM y),,G and (y, .#%,c = (y, gM),,c 
(1.4) Let M in b be indecomposable and not projective. Then the Loewy 
length j(M) is at most 2, by (1.1). Th us, if M is not simple and m E M\MJ, then 
Z(m) := Z((m>) 2 2. Dually, if m E sot M and MC M is maximal, such that 
m $ M’, then l(m*) := Z(M/M’) > 2. 
DEFINITION (see [12]). Th e indecomposable module M in b is called a string, 
if there is an element m E M, such that I(m) or Z(m*) is at most 2. The modules 
(m> or M/M’ are called ends of M. 
If M does not contain such an element, then M is called a band. 
(1.5) If M is a string of length Z(M) > 2, then M has two ends. 
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Proof. Let m, E M, such that Z(m,) = 2. From (1.1) one gets 
(i) If m E M\MJ, such that hd((m)) is simple, then Z((m>) << 3. 
(ii) If m E sot(M), such that (m) is simple, then Z((m)*) < 3. 
Now (ml) g M, hence there is an element m2 E M\MJ, such that (ml) n 
<ma) = (sr) where (sr) is simple. 
Assume one has found elemnts m, ,..., m, E M which are FN-independent 
modulo MJ, such that Z(mi) < 3 and (m, ,..., mi) n (mi+l) = (si) for 
i = l,..., k - 1 where (si) is simple. If (ml ,..., mk) $ M, then Z(m,) = 3. 
Let sot (ml ,..., m& = (sl ,..., s& @ (s&, then there is an element mk+r E M 
of length < 3 and 
Because dim, M is finite, there is a number n, such that (ml ,..., m > = M. If 
Z(m,) = 2, then cm,> is an end # (ml>; and if Z(m,) = 3, one has I($) = 2, where 
s, E soc(,,), but s, $ (ml ,..., m,-,). Therefore, M/cm, ,..., m & is an end. 
Consequently, if M contains an element m with Z(m) = 2, then Z(soc M) 3 
Z(hd M). And if X is a proper submodule of M, such that X and M are strings, 
then Z(soc X) > Z(hd X). 
The proof of (1.5) also implies that the ends of a string M are uniquely deter- 
mined up to isomorphism, more precisely: 
(1.6) Assume that b has 3 simple modules. Let X be indecomposable in b with 
two different ends X, , X, where X1 E Fi o Fj and X, g F, 0 F, . 
(a) If X1 and Xa are both submodules, then (r, s) = (k,j) or (j, i) or (i, K). 
(b) If X, and X, are both factor modules, then (Y, s) = (j, k) or (i, j) or 
(k i). 
(c) If X1 is a submodule and X, a factor module of X, then (r, s) = (i,j) or 
(k, i) or (j, k), where {i, j, k} = (0, 1,2}. 
(1.6.1) Assume that b has one simple module. Let X be indecomposable in b 
with two different ends X1 , Xa . If X1 and Xa are both submodules or both 
factor modules, then X, g Xa . Otherwise, X, g X, . 
The dual block b* also has V as a defect group, and b and b* have the same 
number of simple modules. Furthermore, * preserves vertices and U-projective 
maps for any set U of subgroups N. 
Therefore several statements will follow by duality. 
(1.7) LEMMA. Let M be a string of even length, such that V is a vertex of M. 
Then MC,, is projective for all x E V. 
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Proof. Induction on r where Z(M) = 2r. If r = 1, then M(,) is projective, 
because V is a vertex of M. Let I > 1. There is an element m E M, such that 
Z(m) = 3 and s E (m> with Z(s*) = 2. Then (m) c Plsoc P for an indecomposable 
projective module P. Hence there is an epimorphism (m) tf Ml where 
Z(M,) = 2 and Ml I(z) is projective. 
Now let M, C M be maximal not containing s; then M/M, E Ml , so 
M G MS @ Ml as (z)-modules. Because Z(M,) = 2(r - 1) and M2 must be a 
string, Mtz) is projective by induction. 
2. X-PROJECTIVE MAPS 
This section is concerned with connections between x-projective maps and 
the submodule structure. 
(2.1) LEMMA. Let M, M’ be strings with V as vertex. Let q~ E (M, M’)N, such 
that Im q is simple and Im q~ = (v(m)), where (m) and M’/X are ends, where 
X C M is maximal not containing p(m). 
Then q~ is not X-projective, if 
(a) M or M’ is simple, or
(b) WW) B hdW’l-9, or 
(c) (m) g Ml/X. 
Proof. Let v be x-projective. Assume that q~ factorises over I; let v = up 
where p E (M, I)N and r] E (I, M’)N . Consider the restriction to C where 
C : = C(V); one has I, = @ I* where each II, is uniserial of length 2. 
If ~(SOC I) # 0, then one gets an injective C-homomorphism vi: Ii + M’. 
Hence Im qr is a C-submodule of M’ of length 2 and therefore an end. If Im vi 
is not a direct summand of MA, then there is an element m’ E IM’\Im Q and 
v(m) E (m’). Th a is, Z(v(m)*) 3 3 which is not so. Thus M& has a direct t 
summand with a cyclic vertex, it follows that vx(M’) is cyclic, contradiction. 
We have shown that 7(soc 1) = 0. But then Im p 2 sot 1, and the restriction 
to C yields a surjective homomorphism of M onto a summand of 1c . Dually, one 
gets the contradiction that vx(M) is cyclic. 
Therefore, 9) is l-projective. Then the modules M and M’ are both not simple, 
by (1.2). Let r: M’ + M’/X be the canonical map, then QT~I is also l-projective. 
That is, mq~ factorises over the projective cover P of M’/X, let ~9 = 7p, where 
p E (M, P) and 7 E (P, M’/X). Moreover, p must be injective and 7 surjective, 
because j(M) = j(M’/X) = 2 and j(P) = 3. Hence hd(M’/X) G hd(P) r 
sot(P) g sot(m). 
Suppose that (m) s M’/X. Then b has only one simple module, and it follows 
that M’/X s Q(M’/X). However, because Z((m)) = 2 the embedding of (m} 
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into P is unique. It follows that yp = 0, contradiction. Hence (m) $ Ml/X. 
(2.2) LEMMA. Let L be a band and M a string. 
(4 If(L, M)N 2 (L M)M y then M is imple, OY l(hd M) > Z(soc M) 
(b) If (M, L)N 3 (M, L),,, , then M is simple, OY Z(soc M) 2 E(hd M). 
Proof. (a) Let q~ E(L, M), , where 9) is not l-projective. Suppose that M 
is not simple. 
(i) Im q g sot M: If Im p C sot M, then q~ is 1 -projective: In order to show 
this, we may assume that Im v is simple and that Z(hd M) G 2. 
Let x EL\L J, such that Z(x) = 3 and (y(x)) = Im v and let rr: P -+ M be the 
projective cover of M. Then there is a homomorphism 3: (x} + P, such that 
q = ‘p, because j(M) = 2 and sot P is isomorphic to a submodule U of 
sot(x). 
Let X CL be maximal, such that X n U = {0}, then one can find an injective 
homomorphism $: L/X --f P, such that n+j = nr] = 9). Hence p is l-projective. 
(ii) y is surjective: By (i) it is enough to prove the following: If m E M\MJ, 
such that m E Im 9 and Z(m) G 3, and if(s) c soc((m)) is simple, then there is an 
element w E M\MJ, Z(w) G 3, with (w> n (m> = (s) and w E Im ‘p. 
Let v(x) = m, v(y) = s. Then Z(y*) = 3, hence there is an element z EL\L J, 
such that Z(z) = 3 and (z) n (x) = <y). Put w := v(z). 
Finally, the statement is proved by 
(iii) If <m) C sot M is simple, then Z(m*) = 3. Let v(y) = m, then 
y E sot L. We may assume that (y) is simple. There are elements x, z E L\L J, 
such that (x) n (z) 7 (y). It follows that (m) C (v(x)) n (p(z)), thus 
Z(m*) = 3. 
(b) is proved dually. 
(2.3) LEMMA. Let M, M’ be strings with a common end M,, , such that M,, is 
either a submodule of M and of M’, OY a factor module of M and of M’. Then 
(M, M’)N OY (M’, M),,, contains a monomorphism or an epimorphism, in particular 
a map which is not X-projective. 
Proof. Let v: M --+ M’ be an inclusion. Assume that v is I-projective, let 
cp = pr) where n E (M, X) and p E (X, M’), where X is X-projective. Clearly, X 
cannot be projective. Hence one gets maps ~a E (M, 1) and p,, E (1, M’) which are 
not l-projective, and one knows that Z(M) and Z(M’) must be odd. 
If Z(I) = 2, then it follows that q,, is an epimorphism and ps a monomorphism, 
therefore 
Z(hd M) < Z(soc M) and Z(hd M’) > Z(soc M’). 
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Otherwise, I is a band and (1.4) yields the same inequalities. But then M and M’ 
cannot have a common end, contradiction. 
The other statement holds by duality. 
3. GREEN CORRHPONDENTS OF SIMPLE MODULES 
Let 6 be the set of all simple modules in B, such thatfS is a string. Itwill be 
proved that hese are all the simple modules in B. Furthermore, their number and 
also the submodule structure oftheir Green correspondents will be determined 
using the following: A module S lies in G if and only if (M,fS)z # 0, that is 
5’ C hd(gM), for a module M in %ll. 
Namely, if fS is a string, then there is a monomorphism or epimorphism in 
W,f% 9 where ME ‘Dl is suitable. Such a map cannot be l-projective, h nce 
(M, fS)z # 0 by (1.3). The converse is proved in: 
(3.1) LEMMA. Let X be an indecomposable FN-module, such that (M, X)$ # 0 
where M E 93. Then X must be a string, and one of the following occurs: 
(a) X is simple. 
(b) X has a submodule isomorphic toM. 
(c) X has a factor module isomorphic toGM. 
Proof. By (1.3) there is a map ‘p E (M, X), which is not l-projective. Assume 
that Q is not injective, then Im Q is simple; and assume that Im Q $ X. Let 
m E x\XJ, such that Im Q C (m) where Z(m) is minimal; then {m) has a factor 
module (m)/U with Im Q = soc((m)/U). 
Assume first that 1 Irr(b)l = 3. If hd((m)/U) s sot(M), then Q factorises over 
the projective cover of (m)/U. Hence if M = Fi 0 Fj (say), then 
Now let 1 Irr(b)l = 1. Here Q would facto&e over the projective cover of 
(m)/ U if one assumes that MC& Q(<m>/ U). This is true, because an embedding 
of a uniserial module of length 2 into a projective isunique. From (1.1) one gets 
that (m>/ U s GM. 
Because (m)/U is unique up to isomorphism, it follows that l(Im Q*) = 2 
thus (m>/U is a factor module of X. 
(3.2) LEMMA. If ME m, then hd(gM) is simpZe. 
Proof. Let S, , S, be irreducible submodules of hd(gM). If fS, , fS, satisfy 
different conditions of(3.1), then there are always maps in (fS, , fS,>, (i #j), 
481/59/z-15 
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which are not X-projective and not isomorphisms, by (2.1). Hence the same 
condition of (3.1) holds for both. 
If (a) is true, then S, e Sa; and because (gM, S,): =‘F (M, JS’r)~ sF F it 
follows that S, = S, . IffS, , fS, both satisfy (b) or (c), then eitherfs, CfS, or 
fS, -++ fS, . This is proved by choosing generators as in (1.5). But then Lemma 
(2.3) yields that S, s S, . However, the module fS, can only have one end as in 
(b) or (c). Hence (M, fS,)z =F F and therefore S, = S, . 
(3.3) LEMMA. 1 6 1 = I Irr(b)]. 
Proof. Let S be a simple module in B, such that fS is a string. Because 
I % I = 2. 1 Irr(b)l, t i is enough to show that m contains precisely two modules 
M, such that S z hd(gM), by (3.2). 
If fS is simple, this is obvious; and if fS has length 2, then one must have 
I Irr(b)l = 3, because S # SZS. It follows that dim(M,fS)z # 0 for ME llJt if
and only if M g fS or ME Q-l(fS) which is not isomorphic to fS. 
Now let E, E’ be different ends of fS; then E and E’ are modules in W. 
Assume first hat b has one simple module. If E E E’, then E must be a factor 
module and E’ a submodule, by (1.6.1). But then (2.1) yields the contradiction 
that dim(fS, fS)E > 1. Hence E $ E’, therefore E and E’ both must be sub- 
modules of fS, by (1.6. l), and the statement follows. 
Now assume that b has 3 simple modules. Suppose first that E is a factor 
module and E’ a submodule offs. If (M, fS)$ # 0 for Min ‘9.R, then M g Q-l(E) 
or M g E’. Assume that hd(E’) g hd(O-lE). Since also sot(E) g hd(Q-‘E) it 
follows that (fS, fS), contains a map which is not X-projective and not an iso- 
morphism, by (2.1). Hence dim(fS, fS)z > 1, contradiction. Therefore 
E’ c& Q-lE. 
Now let E and E’ be both submodules of fS. If ME 1)32 and (M, fS)s # 0, 
then ME E or M z E’. By Lemma (1.6), one has that E # E’. 
The last case is proved by duality. 
THEOREM 1. If M in B is simple, then fM must be a string. 
This follows directly from Brauer’s work [l] together with Lemma (3.3). 
However, it can also be obtained in a different way by using modular representa- 
tions. 
Proof. If the statement is false, then there is a simple module T in B, such 
that f T is a band, and an indecomposable module X which is an extension S 0 T 
where fS is a string. Thus one has 
(i) dim(fX,fS)g < 1, and 
(ii) If ME %J& then dim(M, fX)z = dim(M, fS)$: 
Suppose that S = hd(gM) and X is not a factor module of gM; Then one has 
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T C hd(Q(gM)). S ince S&I lies in ‘92, this implies the contradiction that f T is a 
string. 
Consequently, fX must be a string. 
(iii) Either fX is simple, or Z(hd fX) > l(socfX): From (T,fXG), 2 
(T, FXG),,, it follows that also (T, fX), 2 (T, fX),,, . Thus the Mackey decom- 
position yields (f TisnNN, fX), 2 (f TgonNN, fX),,, for some g E G. If any non- 
projective summand off TiggN is a band, then (iii) follows from (2.2). Otherwise, 
g 4 N and f T&-w has a summand 2 with a cyclic vertex which is uniserial of 
length 2. But then a map (2, fX), which is not l-projective must be an inclusion, 
therefore Z(hd fX) >, Z(soc fX), and b ecause the restriction of fX to a vertex of 2 
is not projective, (iii) follows from (1.7). 
Assume first hat fX is simple. Then by (ii) one has (Mi , fS)$ # 0 for two 
modules &I1 , M, in m, such that fX 6 hd(&&). Thus we get from (3.1) that 
either M, is a submodule or QMi a factor module of fS. Because fS is inde- 
composable, one must have that either Ml and M, are both submodules, or 
QMl and GM, are both factor modules [(1.6)]. In the first case, it follows that 
dim(fS, fX)z = 2; otherwise dim(fX, fS)E = 2, which is a contradiction. 
Therefore fX must have two different ends El , E, which are both submodules, 
by (iii). Because El and E, are in !IB, one has dim(E$ , fS)z # 0. 
We apply (3.1). If QEl and SZE, are both factor modules of fS, then (2.1) 
yields dim(fX, fS)z > 2. 
Assume that El and E, are both submodules; here one gets from (2.3) that 
there are epimorphisms v1 , vs in (fX, fS), such that for all A, p E F the map 
vr,,h + p)aq is surjective or zero. Thus dim(fX, fS)$ > 2, contradiction. 
It remains the possibility that El C fS and fS ++ QE, . Now fX is inde- 
composable, this restricts the possibilities for El and E, , according to (1.6). In 
all cases a module containing El and having QE, as a factor module cannot be 
indecomposable [( 1.6)]. 
Let I be a module in b with a cyclic vertex. Denote by g”(I) the non-projective 
summand of (IG)e. In general, g”(1) needs not to be indecomposable. However, 
g”(I) LX Q(I), h ence the socle and the head of b(I) are isomorphic. 
This will help to find a simple module in B having a simple Green corre- 
spondent. 
(3.4) LEMMA. (a) There is Q simple module Fi in b, such that (g”(I), gF,), # 0. 
In particular g”(I) # 0. 
(b) Let M be indecomposable in B with vertex V. If @I, M)G 2 @I, M),,, , 
then (4 vfM)N 3 (II ,fM)m where I1 is a module in b with a cyclic vertex. 
Proof. There is a simple module Fi in b, such that (I, Fi)N 3 (I, Fi)l,N = 0. 
Then by (1.2) one has (IG, gF,), 3 (IG, gFJISG . Because (IG)e = gI @ projec- 
tives, one gets (a). 
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(b) IfW,fMG)o 2 b%fW,,o 9 then by(1.2) also($,fM), 2 (iI,fM),,,. 
An indecomposable summand of JIN is a summand of Ftzjo IN where z E V is an 
involution. Thus for some g E G one has 
If x9 $ V, then one would have equality, because then FflZg,nNN IVwould be 
projective. Thus zg E V, and the statement follows. 
Now Theorem 2 is proved by the following: 
(3.5) PROPOSITION. If S is simple in B and S C hd(gI), then fS is simple. 
Proof. Let X := fS, then X must be a string. Inthe preceding Lemma we 
have shown that (I, X), 3 (I, X),,, . Assume that X is not simple. 
Then Z(hd X) > I( sot X): This follows from (2.2) if I is a band. Otherwise, 
I has length 2, and if a map in (I, X)N is l-projective, then it must be an inclusion. 
Thus Z(hd X) 3 Z(soc X). If the length of X would be even, then (1.7) yields a
contradiction. 
However, because i1r Q($), one has SC soc(gI) as well, and therefore 
tx, I))N 2 cx, I)l, N * This implies Z(soc X) > Z(hd X), contradiction. 
In the following, we denote by S the irreducible module where fS is simple; 
and let fS = F, . 
If B has only one simple module, then we are done. 
For the rest of this ection assume that 1 Irr(B)j = 3. Furthermore, I is the 
module in b with a cyclic vertex. 
Proof of Theorem 3. Let X be irreducible in B where X is not isomorphic toS. 
Assume that fX has F,, as a composition factor. 
If F,, C hd(fX), then there is a non-zero map a, E (fX, F,JN . Because X* S 
and F,, E fS, we know that v must be &projective. Because F, is simple, v
factorises over I; let CJI = r 0 p with p E (fX, I), . 
If m is an element of fX of minimal length such that (v(m)) = F,, then 
p(m) EI\IJ, and therefore (p(m)) has length 3. Thus,(m) has length 3 as well. 
We restrict toC(V). Because Im p q sot I, it follows that fXctv) has some Ik 
as a factor module which is an indecomposable summend of&,) of length 2. Now 
the restriction of fX to a fixed block of C(V) is indecomposable, since fX is 
a string. 
It follows that <m) has a factor module of length 2 as well. 
Dually, if F,, C sot fX, then one gets that F, _C sot E where E is an end of fX. 
It follows that fX has at most two composition factors isomorphic toF, , hence 
l(fX) < 6. 
Because the length must be odd (otherwise fXcz, would be projective, and 
(fX, F,JN = (fX, FO)cz),N = (fX, F,JIsN = 0), fX can only have length 3 and 
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must be isomorphic to Q(F,) or JF(F,). That is, X e QS or Q-l(S) which is 
impossible. 
BecauseF, is not a composition factor offX, the length offX can be at most 2. 
Suppose first thatfX is simple, 1etfX = Fr . If Y is the third simple module in 
B, then Y g hd(g(Fa oFi)) and Y g hd(g(Fz 0 F,)). Now Lemma (3.1) implies 
thatfY is simple, so we have just part (b) of Theorem 3. 
It remains the case where fX, f Y both have length 2 and not F,, as a composi- 
tion factor; then they must be as stated in Theorem 3(a). Here fX, fY are 
modules in !Ul, so their Q-orbits have length 3. 
(3.6) Self-dual b ocks. Let b = b*, B = B*. Then b has one simple module 
which is self-dual. 
If Green correspondents of simple modules are simple, then one has the same 
for B. Otherwise, if exactly one simple module of B has a simple Green corre- 
spondent, then this one must be self-dual, so in Theorem 3(a) one has F, = F,* 
and Fc E F, . It follows that all simple modules in B are self-dual. 
4. INDECOMPOSABLE PROJECTIW MODULES 
Now we apply our results odetermine the submodule structure ofthe inde- 
composable projectives. 
(4.1) LEMMA. Let F be a Feld, char F = p; let G be a $nite group and X a set 
of subgroups of G. Suppose 
O+X@A%M@P%Z-+O 
is an exact sequence ofFG-modules where X is irreducible andisomorphic to sot M, 
such that P is projective and A 3Sprojective. Assume that Q is not X-projective and 
that (A, M)r,o = (A, M),,, . Then 2 z M/X 0 P/A. 
Proof. (i) We may assume that a(X) CM. Let X = (x). Because 01 is not 
&projective, a(z) = m + p, where m E M is not zero, and p E P. If p # 0, then 
( p) s X and therefore P(X) is a summand of P. 
Since sot M s X, there is a monomorphism q~ E (M, P(X)), . If M = 
(ml ,.-., m ), then M’ := <ml + v+&.., m, + v(m,)) E M and P @ M = 
P @ M’. Moreover, U(X) C M’. 
(ii) (~(soc A) C P: Let (a) C sot A be simple. Assume that al(a) $ P. Then 
(a)sXand a(a) = m+p h w ere m E M, such that (m> E X, and p E P. 
There is also an element x E X, such that a(x) = m. It follows that X @ A = 
(a - x) @ A. Now 01 lCa+ is l-projective, h nce (Y is X-projective, contra- 
diction. 
Hence we may assume that P is the injective hull I(A) of A. 
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(iii) There is an exact sequence 0 -+ X @ A -@ M @ P --@’ 2 -+ 0 where 
a’(X) C M and a’(A) _C P: 
If cy’ = kor and 6 = /?k-l where k E Aut(M @ P), then one has an exact 
sequence. Hence we look for a suitable k. 
Let a! IA = ol,, + aAM where aAP E (A, P) and CC,,~E(A, M). Define 
pl: Im 041~ +ZM by vaAp(a) := ---aAM( Then IJJ is x-projective, because 
Im aAP s A, hence it is l-projective. Thus there exists an extension F E (P, M). 
Furthermore, because P = I(A) and by (ii), there is an automorphismj of P, 
such that ja E (A, P) is a monomorphism. 
Define k by k(m + p) := m + dp) + j(p), then k has the desired properties. 
Now let B, b be blocks as before. As an application of (3.1) we get 
(4.2) COROLLARY. Assume that Green correspondents of simple modules are 
simple. If P = P(gFi) is indecomposable projective, then P J/gF, E gFj @gF, 
where {i, j, k) = (0, 1,2} if B has 3 simple modules and 0 = i = j = k otherwise. 
Proof. If X = Fi 0 Fi is indecomposable, then g(X) g g(F,) o g(F,) by (3.1). 
Now the result follows because Q(Fi 0 Fj) = Fk 0 Fi where {i, j, k) = (0, 1,2} or 
0 = i = j = k (see (1.1)). 
Thus (i) and (ii) in Theorem 4 are proved. 
For the remainder assume that B has 3 simple modules where g(F,,) = S, 
g(F, o Fz) = X and g(F, o Fr) = Y. Then we get from (1 .I) and (1.3) the 
following: 
(4.3) (i) hd(QX) s S, hd(SZY) s S, hence Ext(X, Y) = 0, Ext(Y, X) = 0. 
(ii) hd(gFs) E X E soc(gF1), hd(gFJ g YE soc(gF,) 
(iii) Each summand of soc(g”(l)) is isomorphic to S, by (3.5). 
(4.4) LEMMA. There are exact sequences 
Otg(F,)cXOP(Y)tg(F,)tO 
0 + .A&) + Y 0 f’(X) +- g(F,) +-- 0
Proof. Application of (4.3)(ii), (iii). 
(4.5) LEMMA. There is an exact sequence 
O+-gF,tg(F,oF,)cScO 
Proof. This follows directly from (4.1). 
Now we can prove part (iii) of Theorem 4: 
We have g(F, OF,) = GY, thus (4.5) implies that the Cartan number 
C sy = 1 + cs2 where csi is the multiplicity of S ing(F,). By (4.4), csl + cs2 = csr , 
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hence cS1 = 1, and because g(F,, o FJ s SZX, one gets also cSz = 1. This and 
(4.3)(i), (ii) imply that g(F,) = U(Y, S, X) and g(F.J = U(X, S, Y) and from 
(4.5), (4.3)(i) one gets that P(X), P(Y) are as stated. 
Finally, P(S) is an extension of g(Fa 0 Fs) = QY by g(F, 0 F1) = SZX, so the 
last statement follows. 
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