Abstract. We consider a wide family of non-uniformly expanding maps and hyperbolic Hölder continuous potentials. We prove that the unique equilibrium state associated to each element of this family is given by the eigenfunction of the transfer operator and the eigenmeasure of the dual operator (both having the spectral radius as eigenvalue). We show that the transfer operator has the spectral gap property in some space of Hölder continuous observables and from this we obtain an exponential decay of correlations and a central limit theorem for the equilibrium state. Moreover, we establish the analyticity with respect to the potential of the equilibrium state as well as that of other thermodynamical quantities. Furthermore, we derive similar results for the equilibrium state associated to a family of non-uniformly hyperbolic skew products and hyperbolic Hölder continuous potentials.
Introduction
The field of ergodic theory has been developed with the goal of understanding the statistical behavior of a dynamical system via measures which remain invariant under its action. Since it may be a challenging to describe the behavior of the orbits of a dynamical system in general, especially for the ones with an interesting topological and geometrical structure, invariant measures provide relevant information about the orbits. For instance, Birkhoff's Ergodic Theorem states that almost every initial condition in every ergodic component of an invariant measure has the same statistical distribution on the space. In general, a dynamical system admits more than one invariant measure which makes it necessary to choose a suitable one to analyze the system. In order to do this, one may select those maximizing the free energy of the system, called an equilibrium state.
Formally, given a continuous map f : M → M defined on a compact metric space M and a continuous potential φ : M → R, we say that an f -invariant probability measure µ on the Borel sets of M is an equilibrium state for (f, φ) if it satisfies the following variational principle:
where P f (M ) denotes the set of f -invariant probability measures on the Borel sets of M endowed with the weak* topology.
The study of equilibrium states was initiated by Sinai, Ruelle and Bowen in the seventies through the application of techniques and results from statistical mechanics to smooth dynamical systems. Sinai, in his pioneering work [43] , studied the problem of existence and finiteness of equilibrium state for Anosov diffeomorphisms and Hölder continuous potentials. This strategy was carried out by Ruelle and Bowen in [36] , [37] and [11] to extend the theory to uniformly hyperbolic (Axiom A) dynamical systems. In the nonuniformly hyperbolic setting in dimension greater than one, several advances were obtained by Sarig (see [40] , [41] ) and Buzzi [15] , who studied countable Markov shifts, and by Buzzi, Paccaut and Schmitt [14] , who studied piecewise expanding maps. Arbieto, Matheus and Oliveira [3] , Oliveira and Viana [30] , and Varandas and Viana [44] studied certain classes of non-uniformly expanding maps.
The problem of existence and finiteness of equilibrium states for partially hyperbolic systems has been fraught with greater challenges. In [13] , Buzzi, Fisher, Sambarino and Vásquez obtained uniqueness of the maximal entropy measure for partially hyperbolic maps derived from Anosov. Climenhaga, Fisher and Thompson in [18, 19] addressed the question of existence and uniqueness of equilibrium states for Bonatti-Viana diffeomorphisms and Mañé diffeomorphisms for suitable classes of potentials. Castro and Nascimento in [16] showed uniqueness of the maximal entropy measure for partially hyperbolic attractors semi-conjugated to non-uniformly expanding maps. For a family of partially hyperbolic horseshoes introduced by Díaz, Horita, Rios and Sambarino in [20] the existence of equilibrium states for any continuous potential was proved by Leplaideur, Oliveira and Rios in [27] . Later, Rios and Siqueira [34] proved uniqueness of equilibrium states for a class of Hölder continuous potentials with small variation and which do not depend on the the stable direction. Recently, Ramos and Siqueira [32] extended this result to a broader class of Hölder continuous potentials.
Once the existence and finiteness of equilibrium states has been established, it is natural to ask which type of information one can obtain regarding the system via the equilibrium state. For instance, how fast is the memory of the past lost as time evolves? In other words, is it possible to specify the rate of decay of correlations? Also, can one characterize weak correlations via a central limit theorem?
The theory of of projective metrics, due to Birkhoff [9] , allowed Ferrero and Schmitt [23] to obtain spectral properties of the transfer operator for expanding maps. In the context of one dimensional piecewise expanding maps, Liverani [29] proved an exponential decay of correlations and Keller [26] obtained a central limit theorem.
Inspired by the work of Dürr and Goldstein [22] , Viana [45] proved the exponential decay of correlations and a central limit theorem for the SRB measure of a hyperbolic attractor.
Using the projective metrics approach, Castro and Varandas [17] obtained statistical properties for the unique equilibrium state associated to a class of non-uniformly expanding and potentials with small variation.
For a class of partially hyperbolic horseshoes and potentials with small variation, Ramos and Siqueira [32] established exponential decay of correlations and a central limit theorem for the unique equilibrium state.
In this paper we study a wide class of non-uniformly hyperbolic maps associated to hyperbolic potentials with small variation. The uniqueness of equilibrium states was established in [33] ; here we prove that such equilibrium state admits strong statistical properties. Namely, the correlations decay exponentially and a central limit theorem holds. We apply the approach of projective metrics to prove that the transfer operator has the spectral gap property in a space of Hölder continuous observables. From this property we obtain strong statistical properties for the equilibrium state.
Moreover, the spectral gap property allows us to study the behavior of the system under small perturbations. Namely, we prove that the equilibrium state, as well as other thermodynamical quantities vary analytically under small perturbations of the potential.
Addressing the problem of understanding how the behavior of the system changes under small perturbations of the data is one of the main goals of the field of dynamical systems. Various authors, both mathematicians and physicists have driven their attention to the study of analyticity, with respect to the data, of some thermodynamical quantities such as equilibrium states or SRB measures.
Recently, Bonfim, Castro, and Varandas [10] have considered a class of non-uniformly expanding maps and obtained linear response formulas for its equilibrium states.
In this article we obtain linear response formulas, with respect to the potential, for the equilibrium state of a wide family of non-uniformly expanding maps and hyperbolic potentials. The same class was studied in [2] , where the authors prove that the equilibrium state is jointly continuous with respect to the map and the potential. In this paper we establish the analyticity of the equilibrium state as a function of the potential.
This paper is organized as follows. In Section 2 we describe our setting and state the main results. Moreover, we define the transfer operator and state an extension of our results to a wider class of non-uniformly hyperbolic maps.
In Section 3 we introduce some definitions and results used throughout the paper, including the concept of topological pressure relative to a (not necessarily compact) set, hyperbolic times, properties of projective metrics of convex cones, and some classical results from the spectral theory of bounded operators.
In Section 4 we prove that the transfer operator admits the spectral gap property. In Section 5 we use the spectral gap property to obtain statistical properties for the equilibrium state. We also describe the thermodynamical formalism, that is, we prove that the unique equilibrium state is given by an eigenfunction of the transfer operator and an eigenmeasure of its dual both having the spectral radius as an eigenvalue. In Section 6 we prove that the equilibrium state, as well as other thermodynamical quantities vary analytically with the potential.
In Section 7 we push further our results to a wider class of skew products. In the last section we present several examples where our results hold.
Definitions and main results
Let M be a compact Riemannian manifold and let F be a family of C 1 local diffeomorphisms f : M → M . Given σ ∈ (0, 1), define Σ σ (f ) as the set of points x ∈ M where f is non-uniformly expanding, i.e. lim sup
We say that a continuous potential φ : M → R is σ-hyperbolic for f if the topological pressure of φ (with respect to f ) is equal to the relative pressure of φ on the set Σ σ (f ); we recall the definition of topological pressure relative to a set in Section 3, Subsection 3.1. Given α > 0, consider C α (M ) the space of Hölder continuous functions ϕ : M → R endowed with the seminorm
and the norm ϕ α = ϕ 0 + |ϕ| α , where 0 stands for the sup norm in C 0 (M ). We shall always consider F × C α (M ) endowed with the product topology.
Given (f, φ), with φ a σ-hyperbolic potential, under the assumption that
the existence of a unique equilibrium state µ f,φ was established in [Theorem 2, [33] ]. Clearly, the condition above holds whenever f is strongly topologically
Consider Q a cover by injectivity domains of f . Since M is compact and f is a local diffeomorphism, we can take Q = {U 1 , . . . , U m } for some m ∈ N. Defining
we note that ϑ does not depend on the choice of the cover Q. We fix σ ∈ (0, 1) satisfying
( * ) Consider the family H σ , consisting of pairs (f, φ) ∈ F ×C α (M ) such that f is strongly topologically mixing, satisfies condition ( * ) and φ is σ-hyperbolic for f satisfying condition ( * * ) that will be set in Section 4.5.
We prove that for each (f, φ) ∈ H σ its unique equilibrium state µ f,φ has an exponential decay of correlations for Hölder continuous observables.
We also derive a central limit theorem for the equilibrium state µ f,φ .
Theorem II. Let ϕ be an α-Hölder continuous function and letσ ≥ 0 be defined bỹ
Thenσ is finite andσ = 0 if and
On the other hand, ifσ > 0 then given any interval A ⊂ R,
as n goes to infinity.
The next result states the analyticity of the equilibrium state when we fix the dynamics and vary the potential. We precise the setting as follows: consider f ∈ F strongly topologically mixing satisfying condition ( * ). Denote by P σ the set of α-Hölder continuous potentials which are σ-hyperbolics for f and satisfy condition ( * * ).
Theorem III. The equilibrium states varies analytically on the potential within the family P σ .
We point out that according [2] the family of hyperbolic potentials is an open class in the C 0 -topology. Since ( * * ) is an open condition on the potential we have that P σ is an open subset of C α (M ).
Transfer operator and its spectrum. Given σ ∈ (0, 1) let (f, φ) ∈ H σ . Denote by C 0 (M ) the set of real continuous functions on M endowed with the sup norm.
We define the operator L f,φ : C 0 (M ) → C 0 (M ) called the Ruelle-PerronFrobenius operator or simply the transfer operator , which associates to each
Note that L f,φ is a positive and bounded linear operator. Consider the resolvent set
and its complement set, called the spectrum set,
We say that the transfer operator L f,φ satisfies the spectral gap property if its spectrum set Spec(L f,φ ) ⊂ C admits a decomposition as follows: Spec(L f,φ ) = {λ} ∪ Σ where λ ∈ R is an eigenvalue for L f,φ associated to a one-dimensional eigenspace and Σ is strictly contained in a ball centered at zero and of radius strictly less than λ.
To show that the spectral gap of the transfer operator holds has its intrinsic interest, however, we will use this property to derive the main theorems in this paper .
Theorem IV. For every (f, φ) ∈ H σ the transfer operator, L f,φ , has the spectral gap property in the space of Hölder continuous observables.
According to Riesz-Markov Theorem we can consider the dual operator L * f,φ : P(M ) → P(M ) as the operator that satisfies
for every ψ ∈ C 0 (M ) and every η ∈ P(M ), where P(M ) denotes the space of probability measures on the Borel sets of M . Now consider the spectral radius λ f,φ of the transfer operator defined by λ f,φ := sup{|z| : z ∈ Spec(L f,φ )}. Since L f,φ is positive, the spectral radius can be computed by the following formula
As a byproduct of the spectral gap property of the transfer operator we can describe the Thermodynamical Formalism for a pair (f, φ) ∈ H σ . Theorem V. Let λ f,φ be the spectral radius of the transfer operator L f,φ . There exist a probability measure ν f,φ ∈ P(M ) and a Hölder continuous function h f,φ : M → R bounded away from zero and infinity which satisfies
Moreover, the invariant measure µ f,φ given by µ f,φ = h f,φ ν f,φ is the unique equilibrium state associated to (f, φ) ∈ H σ .
Using the spectral gap property we will be able to prove that some thermodynamical quantities vary analytically with the potential as precised in the next result.
Theorem VI. The following functions defined in P σ are analytic:
2.1. Applications: a class of non-uniformly hyperbolic skew products. We can extend our results to a wider class by considering a family of skew products over non-uniformly expanding maps. Consider N a compact metric space with distance d and let g : M ×N → N be a continuous map uniformly contractive on N , i.e. there exists 0 < λ < 1 such that for all x ∈ M and all y 1 , y 2 ∈ N we have
Suppose that there exists someȳ ∈ N such that g(x,ȳ) =ȳ for every x ∈ M. We consider a family S of skew-product maps Remark 2.1. If we can write N = N 1 ∪ · · · ∪ N n , where N 1 , . . . , N n are pairwise disjoint compact sets then the condition above, g(x,ȳ) =ȳ for all x ∈ M , can be replaced by g i (x, y i ) = y i for all x ∈ M and some y i ∈ N i , i = 1, . . . , n. That is because we can define n fiber dynamics
Given σ ∈ (0, 1) we say that a continuous potential Φ : M × N → R is a σ-hyperbolic potential for F ∈ S if the topological pressure of the system (F, Φ) is equal to the relative pressure on the set
We consider the family G σ of pairs (F, Φ) ∈ S × C α (M × N ) such that ( * ) holds for f and Φ is hyperbolic for F satisfying condition ( * * ). The uniqueness of the equilibrium state for (F, Φ) ∈ G σ was proven in [2] . Here we establish statistical properties for the unique equilibrium state.
Corollary VII. For each (F, Φ) ∈ G σ the equilibrium state µ F,Φ has exponential decay of correlations for Hölder continuous observables: there exists a constant 0
We also obtain a central limit theorem for the equilibrium state µ F,Φ of the skew-product F with respect to a potential Φ as considered above.
Corollary VIII. Let ϕ be an α-Hölder continuous function and letσ ≥ 0 be defined bỹ
Our next result establishes the analyticity of the equilibrium state when we fix the skew product F and varies the potential Φ within the family G σ .
Corollary IX. The equilibrium state varies analytically on the potential within the family G σ .
Preliminaries
In this section we present some basic definitions and results that will be useful in the following sections. We begin with the definition of pressure relative to a set, not necessarily compact. This will allow us to precise the concept of hyperbolic potentials stated in the last section.
3.1. Topological pressure. Let M be a compact metric space and consider T : M → M and φ : M → R both continuous. Given δ > 0, n ∈ N and x ∈ M , define the dynamic ball by
For each N ∈ N consider F N the following collection of dynamical balls
Given Λ ⊂ M , not necessarily compact, denote by F N (Λ) the finite or countable families of elements in F N which cover Λ. For n ∈ N, let
Assume Λ ⊂ M is invariant under T and define, for each γ > 0,
and
The relative pressure of φ on Λ is defined by
The topological pressure of φ is by definition P T (φ, M ), and it satisfies
where Λ c is the complement of the set Λ on M . We refer the reader to [31] for the proof of (4) and for additional properties of the pressure.
We precise the definition of hyperbolic potentials, first we consider potentials with respect to diffeomorphisms and after with respect to skew products.
Let M be a compact Riemannian manifold and let f : M → M be a local C 1 diffeomorphism. Considering the set Σ σ (f ) as in Section 2, we point out that it is an invariant set although not necessarily compact. A real continuous function φ : M → R is said to be a hyperbolic potential for f if
The class of hyperbolic potentials for a map consist in an open class in the
Hyperbolic pre-balls.
Here we present the concept of hyperbolic times that will help us to deal with the lack of hyperbolicity in the family of maps that we consider. We say that n is a hyperbolic time for
Since we consider only maps with no critical or singular sets, the definition of hyperbolic times given in [1, Definition 5.1] reduces to the one that we have presented. Condition (1) of non-uniform expansion is enough to guarantee the existence of infinitely many hyperbolic times for points in
The next result guarantee that points associated to a hyperbolic time admit a neighborhood for which all orbits behave as uniformly expanded ones. We refer the reader to [Lemma 5.2, [1] ] for its proof.
Proposition 3.1. There exists δ > 0 such that if n is a hyperbolic time for x ∈ M , then there exists a neighborhood of x, V n (x), satisfying (i) f n maps V n (x) diffeomorphically onto the ball centered on f n (x) and of radius δ; (ii) for all 1 ≤ k < n and y, x ∈ V n (x),
Moreover, for every y ∈ V n (x) we have ||Df n (y) −1 || ≤ σ n/2 .
We will refer to the sets V n as hyperbolic pre-balls. Note that the nth iterate of a hyperbolic pre-ball, f n (V n ), is actually a topological ball of radius δ > 0.
Given f ∈ F, fix δ > 0 given by Proposition 3.1. Note that, δ > 0 depends only on f and σ. Moreover, δ can be taken uniformly in a neighborhood of f , see [Remark 3.5, [2] ]. From now on we fix δ > 0 as above.
Moreover, for any n ∈ N and any hyperbolic pre-ball V n we have
Proof. Consider a cover of M by balls of radius 0 < ε < δ 4 . Since M is a compact manifold, we can extract a finite subcover of M , namely B = {B 1 , . . . , B l }. From the property of topologically mixing of f , we can consider
Now, for the second part of the lemma, consider the hyperbolic pre-ball V n (x) associated to some x ∈ M . From Proposition 3.1 we have that
On the other hand, from what we have proved
Thus, by (5) and (6) we conclude that
Fix N ∈ N given by the first part of the lemma. Consider
Let V n (z) be the hyperbolic pre-ball associated to some z ∈ M . We define
Note that N > 3 N . By the second part of Proposition 3.1, given x, y ∈ M , there exist
where we denote γ = σ n/2− N ·(σ ·ϑ) N . Note that γ 1 since σ < 1, n > 2 N and by hypothesis ( * ) we have σ · ϑ < 1.
Projective metrics.
In this section we will state some definitions and results regarding projective metrics associated to convex cones. The notion of projective metric associated to a convex cone in a vector space was introduced by Garrett Birkhoff [9] and provides a nice way to explicit spectral properties of the transfer operator (see [4] , [28] and [45] , for instance). In particular, we will derive the spectral gap property for the transfer operator through this notion.
Let E be a Banach space. A subset C of E −{0} is called a cone in E if C ∩ (−C) = {0} and it satisfies:
The closure of C, denoted byC, is defined bȳ C := {w ∈ E| there are v ∈ C and λ n → 0 such that
Let C be a closed convex cone and given v, w ∈ C define A(v, w) = sup {t > 0 : w − tv ∈ C} and B(v, w) = inf {s > 0 : sv − w ∈ C} , with the convention sup ∅ = 0 and inf ∅ = +∞, where ∅ denotes the empty set.
It is easy to verify that A(v, w) is finite, B(v, w) is positive and A(v, w) ≤ B(v, w) for all v, w ∈ C (see [45] ). We set
with Θ possibly infinity in the case A = 0 or B = +∞. By virtue of properties of A and B, we have that Θ(v, w) is well-defined and takes values in [0, +∞]. Since Θ(v, w) = 0 if and only if v = tw for some t > 0, we derive Θ defines a pseudo-metric on C. In this way, Θ induces a metric on a projective quotient space of C called the projective metric of C.
We point out that the projective metric depends in a monotone way on the cone: if C 1 ⊂ C 2 are two convex cones in E, then Θ 2 (v, w) ≤ Θ 1 (v, w) for any v, w ∈ C 1 , where Θ 1 and Θ 2 are the projective metrics in C 1 and C 2 , respectively.
Furthermore, note that if E 1 , E 2 are Banach space, L : E 1 → E 2 is a linear operator, and
, where Θ 1 and Θ 2 are the projective metrics in C 1 and C 2 , respectively.
In general, L need not be a strict contraction, that will be the case for instance if L(C 1 ) had finite diameter in C 2 . This result will be stated in the sequence and will be a key tool to establish the spectral gap for the RuellePerron-Frobenius operator. Its proof can be found in [ [45] , Proposition 2.3]. Proposition 3.3. Let C 1 and C 2 be closed convex cones in the Banach spaces
Our goal is to apply the last result to the transfer operator acting in a special class of cones. More precisely the ones of locally Hölder continuous functions that we define as follows. Given δ > 0 a function ϕ is said to be (C, α)-Hölder continuous in balls of radius δ if for some constant C > 0 we have
α for all y ∈ B(x, δ).
Denote by |ϕ| α,δ the smallest Hölder constant of ϕ in balls of radius δ > 0. We fix δ > 0 and consider for each k > 0 the convex cone of locally Hölder continuous observables defined on M :
Considering the classes of cones of locally Hölder continuous observables, it is possible to give a more explicit expression to the projective metric, which we will be denoted by Θ k . The use of this expression allow to prove that the diameter of a cone, C k,δ is finite, if k is large enough. We state these results below and refer the reader to [32] for their proofs. 
where
In particular, we have that We end this section with some technical results regarding Hölder continuous functions that will be used in the sequel. Proof. By the compactness of M , there exists N ∈ N which depends only on δ such that given x, y ∈ M there are
Since ϕ is (C, α)-Hölder continuous in balls of radius δ it follows that
Therefore, ϕ is (m · C, α)-Hölder continuous where m = N +1. 
where d denotes the diameter of M .
Proof. Let ϕ ∈ C k,δ . It follows from Lemma 3.6 that
3.4.
Eigenprojections. In this section we state some classical results of spectral theory of bounded operators. Let (X, || · ||) be a complex Banach vector space. Let B(X) be the space of all the linear operators T : X → X that are bounded. Although the next result being classical we present it here since its proof will be useful to obtain our results in the next section. Lemma 3.9. Let X be a Banach space and let T ∈ B(X) be a bounded linear operator. If T is invertible and T − S < T −1 −1 , then S is invertible. In particular, the set of invertible operators is open on B(X).
Proof. Since T is invertible and (T − S)T −1 < 1 then I − (T − S)T −1 has a bounded inverse given by
thus S is invertible and
n is the inverse of S. We point out that what we present next remains valid even if the Banach space considered is a real one and not complex. This is because we can consider the complexification of the space and the operator acting on it.
A bounded linear operator E : X → X is called a projection if it satisfies E 2 = E in which case we can write the following direct sum decomposition
Note that this decomposition is such that x = E(x) + (I − E)(x) for all x ∈ X, where I is the identity map.
Theorem 3.10 (Separation of the spectrum). Let X be a Banach space and T ∈ B(X). Suppose that the spectrum of T has the following decomposition Spec(T ) = σ 1 ∪ σ 2 where σ 1 and σ 2 are disjoint compact sets. If γ is a closed smooth simple curve which does not intersect Spec(T ) and which contains σ 1 in its interior and σ 2 in its exterior then the operator defined by
is a projection and it satisfies:
For the proof of the last result the reader can consult, for instance, [ [24] , Theorem 6.17]. We are interested in a particular case of this result when the spectrum admits an isolated point. That is, there exist an eigenvalue λ and a closed smooth simple curve γ such that λ is the unique element of the spectrum in the interior of γ. In this way we state the next corollary.
Corollary 3.11. Let λ ∈ Spec(T ) be an isolated eigenvalue and let γ be a closed smooth simple curve that separates λ from the rest of the spectrum.
is a projection. Moreover, E is the eigenprojection of λ, Im(E) is the eigenspace of λ and dim (Im(E)) is the geometric multiplicity of λ.
Spectral gap of the transfer operator
In this section we prove that when restrict to the space Hölder continuous observables the transfer operator admit the spectral gap property. As mentioned before, this property is the core for proving the mains results of this paper. We follow closely the ideas of [32] where it is considered a model of a non-uniformly expanding map where the contraction and expansion rates are explicits. In the present work, we consider a more general class of nonuniformly expanding maps which contains their example. Still some of their results remain true without major alterations, in which case, we will refer the reader to their proof.
Let f ∈ F. As seen before, each x ∈ Σ σ admit infinitely many hyperbolic times. Recall that we fixed δ > 0 in Subsection 3.2 depending only on f and σ. We also take N given by equation (7).
We assume that φ : M → R is a Hölder continuous potential, hyperbolic for f and satisfying
Note that for each ϕ ∈ C 0 (M ) and each x ∈ M we have
We recall that the convex cone of locally Hölder continuous observables is defined by:
Next we prove that for k large enough, the cone C k,δ is invariant under the N -th iterate of the transfer operator.
Proof. Let ϕ ∈ C k,δ . Thus ϕ > 0 and, by definition, we have that
Since L N is a bounded operator we have that L N (ϕ) is continuous. In order to prove that L(ϕ) ∈ C λk,δ we must show that
Set N > 2 N , where N is given by Lemma 3.2. Given x, y ∈ M satisfying d(x, y) < δ, we denote by x j , y j , 1 ≤ j ≤ [deg(f )] N , the pre-images of x and y under f N , respectively.
By the definition of the operator L N and the constant |L N (ϕ)| α,δ we obtain, by using triangle inequality, the following
From the definition of the supremum of functions, it follows that the last sums are bounded from above by
On the other hand, by Remark 3.7 and equation (10), the previous sums can be bounded from above by
Now, by Lemma 3.8 we conclude that the last sums are less or equal than
Since Var φ = sup φ − inf φ and ϕ ∈ C k,δ , we can rewrite
Rearranging the indexes, if necessary, we can suppose that,
Moreover, there exists at least one index, let us call it N , such that
Therefore we conclude that
By condition ( * * ) we have thatλ < 1 which concludes the proof.
The last Proposition shows that the cone C k,δ is invariant under L N f,φ , moreover, Proposition 3.5 ensures that C k,δ has finite diameter. Therefore Proposition 3.3 implies the next result. 
Let λ f,φ be the spectral radius of the transfer operator L f,φ . We assume the existence of a probability measure ν f,φ satisfying L * f,φ ν f,φ = λ f,φ ν f,φ and ν f,φ (Σ σ ) = 1 according to [33] . Moreover, [33] also guarantees that log λ f,φ = P f (φ). From the last proposition we will obtain the existence of an eigenfunction h f,φ of L f,φ associated to the spectral radius. 
f,φ and consider the sequence {L n (1)} n∈N . Since ν f,φ is an eigenmeasure associated to λ f,φ , we have for every n ≥ 1
Thus each term of the sequence satisfies sup L n (1) ≥ 1 and inf L n (1) ≤ 1. Note that 1 ∈ C k,δ and by Proposition 4.1, the cone C k,δ is invariant under L, then {L n (1)} is a sequence in C k,δ . By Lemma 3.8 every ϕ ∈ C k,δ satisfies
· k, therefore we conclude that {L n (1)} is uniformly bounded away from zero and infinity by
Moreover, since L n (1) is α-Hölder continuous in balls of radius δ for all n ≥ 1, Lemma 3.6 implies that L n (1) is an αm-Hölder continuous function. Now we prove that {L n (1)} is a Cauchy sequence in the sup norm. Let ∆ = diam(C k,δ ) and τ = 1 − e −∆ . Proposition 4.2 implies that for every j, l ≥ n the projective metric satisfies
According to Lemma 3.4 we can write
and combining with the last inequality we obtain
Note that second and fifth inequalities follow from the second part of Lemma 3.4. Then for all j, l ≥ n, we have:
which proves that {L n (1)} is a Cauchy sequence. Therefore {L n (1)} converges uniformly to a function h f,φ : M → R in the cone C k,δ and consequently αm-Hölder continuous and bounded away from zero and infinity. It remains to check that L f,φ h f,φ = λ f,φ h f,φ . Notice that if we replace in the definition of the sequence the function 1 by λ −1 f,φ L f,φ (1), a similar argument shows that the sequence {L n (λ −1 f,φ L f,φ (1))} converges to h f,φ . From the continuity of the transfer operator we conclude that Proposition 4.4. Let (f, φ) ∈ H σ . There exist a constant R > 0 and 0 < τ < 1 such that for every ϕ ∈ C k,δ satisfying ϕ dν f,φ = 1 we have
We finish this section by proving the spectral gap property of the transfer operator.
Theorem 4.5. For (f, φ) ∈ H σ , the spectrum of the operator L f,φ , acting on the space C α (M ) , has a decomposition: there exists 0 < r < λ f,φ such that Spec(L f,φ ) = {λ f,φ } ∪ Σ with Σ contained in a ball B(0, r) centered at zero and of radius r.
f,φ L f,φ be the normalized operator. Consider the space E 0 = ψ ∈ C α (M ) : ψ dν f,φ = 0 and let E 1 be the eigenspace of dimension 1 of L associated to the eigenvalue 1. We point out that dim E 1 = 1 since h f,φ is the unique eigenfunction associated to the spectral radius. Notice that it is possible to decompose C α (M ) as a direct sum of E 0 and E 1 by writing any ϕ ∈ C α (M ) as follows
and so it is an element of E 0 . Moreover
Now it is enought to show that L n is a contraction in E 0 for n sufficiently large.
Fix k > 0 large enough. Given ϕ ∈ E 0 with |ϕ| α,δ ≤ 1 notice that ϕ does not necessarily belong to the cone C k,δ but for example (ϕ + 2) ∈ C k,δ since
Therefore applying Proposition 4.4 we derive that
This contraction shows that the spectrum of L admits a decomposition Spec(L) = {1} ∪ Σ 0 where Σ 0 is contained in a ball centered at zero and radius strictly less than one. To conclude the proof just observe that we obtain the spectrum of L f,φ by multiplying the spectrum of L by λ f,φ .
Statistical behavior of the equilibrium state
In this section we prove Theorem I, Theorem II and conclude the proof of Theorem V. Let us define µ f,φ := h f,φ ν f,φ where L f,φ h f,φ = λ f,φ h f,φ and L * f,φ ν f,φ = λ f,φ ν f,φ . Our goal is to prove that µ f,φ is the unique equilibrium state of (f, φ). We start by establishing statistical properties for the probability measure µ f,φ .
First notice that is straightforward to check that µ f,φ is invariant under f . Moreover since ν f,φ (Σ σ ) = 1 we also have that µ f,φ (Σ σ ) = 1.
The exponential convergence of the transfer operator to the eigenfunction obtained in the last section will allow us to prove an exponential decay of correlations for the measure µ f,φ associated to (f, φ) ∈ H σ . Theorem 5.1. For every (f, φ) ∈ H σ the invariant measure µ f,φ has exponential decay of correlations for Hölder continuous observables: there exists 0 < τ < 1 such that for all ϕ ∈ L 1 (µ f,φ ) and ψ ∈ C α (M ) there exists a positive constant K(ϕ, ψ) satisfying:
Proof. Let ϕ, ψ ∈ C α (M ) and note that the transfer operator satisfy the following for all n ∈ N
Recall that by Proposition 4.3 the eigenfunction of the transfer operator h f,φ is bounded away from zero and infinity. We first assume that ψ · h ∈ C k,δ for k large enough and without loss of generality, we can consider ψ dµ f,φ = 1.
Therefore, applying Proposition 4.4, there exists some positive constant
Now if ψ · h / ∈ C k,δ we fix B = k −1 |ψ · h| α,δ and consider ξ := ψ · h where
and ξ
Thus ξ ± B ∈ C k,δ and then we apply the previous estimates to ξ ± B . By linearity follows the proposition.
From the proof above we can estimate the constant K = K(ϕ, ψ) as follows
whereK = τ h f,φ 0 does not depend on ϕ or on ψ. This estimate will be useful in the Section 2.1. Consider B the Borel σ-algebra of M and let B n := f −n (B), for n ≥ 0. We say that a real function ψ : M → R is B n -measurable if there exists a B-measurable function ψ n such that ψ = ψ n • f n . Notice that we have the decreasing inclusion:
we say that an invariant probability measure µ is exact if every B ∞ -measurable function is constant µ-almost everywhere. In particular, every exact measure is ergodic. It is a well known fact that the exponential decay of correlations implies the exactness property. The reader can see a proof in [ [32] , Corollary 6.2].
Corollary 5.2. The invariant measure µ f,φ is exact. Now we are ready to prove that µ f,φ := h f,φ ν f,φ is the equilibrium state associated to (f, φ) ∈ H σ and conclude the proof of Theorem V.
In [33] it was proved that ν f,φ satisfies a type of Gibbs property at hyperbolic times: for ε ≤ δ there exists C = C(ε) > 0 such that if n is a hyperbolic time for x ∈ M then
for all y ∈ B ε (x, n). Recalling that the density h f,φ is bounded away from zero, it follows that µ f,φ is equivalent to ν f,φ and, thus, µ f,φ also satisfies the Gibbs property at hyperbolic times:
Rewriting the inequlities above we have for µ f,φ -almost every point
where the limit was considered when n goes to infinity since µ f,φ -almost every point x ∈ M admit infinitely many hyperbolic times. From Birkhoff's Ergodic Theorem we obtain that
Taking the limit when ε goes to zero the Brin-Katok entropy formula implies
Recalling that the topological pressure P f (φ) is equal to log λ f,φ we have proved that µ f,φ is an equilibrium state for (f, φ) ∈ H σ . By the uniqueness established in [33] we conclude the proof of the Theorem V. Moreover, according to Theorem 5.1 µ f,φ has the exponential decay of correlations property thus we have shown Theorem I.
We derive a central limit theorem for µ f,φ from the exponential decay of correlations. We first state a non-invertible case of an abstract central limit theorem due to Gordin. For its proof one can see e.g. [ [45] , Theorem 2.11].
Theorem 5.3 (Gordin). Let (M, F, µ) be a probability space and f : M → M be a measurable map such that µ is an invariant ergodic probability measure. Let ϕ ∈ L 2 (µ) such that ϕ dµ = 0. Denote by B n the non increasing sequence of σ-algebras B n = f −n (B) and assume
Thenσ ≥ 0 given bỹ
Next we proceed to the proof of Theorem II. Let B be the Borel σ-algebra. For each n ≥ 0 denote by B n the non increasing sequence of σ-algebras B n = f −n (B) and let
Notice that we have the sequence of inclusions
we can consider the orthogonal projection of ϕ to L 2 (B n ) which we denoted by E(ϕ|B n ). Given a Hölder continuous function ϕ such that ϕ dµ f,φ = 0, we have for all n ≥ 0
The exponential decay of correlations,Theorem I, and equation11 imply that for all n ≥ 0
since ψ n 1 ≤ ψ n 2 = 1. Therefore the series n≥0 E(ϕ|B n ) 2 is summable, which allow us to apply Theorem 5.3 to obtain a central limit theorem for the equilibrium state µ f,φ of (f, φ) ∈ H σ . This finishes the proof of Theorem II.
Analyticity of thermodynamical quantities with respect to the potential
In this section we treat the analyticity of some thermodynamical quantities as the potential varies. In other words, we fix the underlying dynamics and vary only the potential. Since there is no risk of confusion we simplify the notation by omitting the dynamics as follows
We begin defining analyticity for operators on Banach spaces. Most properties of the classical analytic functions setting remain true in this context. Let X, Y be Banach vector spaces. Denote by L k s (X, Y ) the space of symmetric k-linear maps from the k-fold product
for all H in a ε-neighborhood of zero and the series is uniformly convergent. Given a potential φ ∈ C α (M ) it easily follows that L φ (ψ) ∈ C α (M ) for any ψ ∈ C α (M ). In [10] it was proved that the application which associates
In the next theorem we prove the analyticity on the potential of the projection function defined in the Subsection3.11.
Theorem 6.1. Given φ 0 ∈ P σ , let λ φ 0 be the spectral radius of L φ 0 and let γ be a closed smooth simple curve which separates λ φ 0 from the rest of the spectrum. Then the projection mapping
is analytic in a neighborhood of φ 0 contained in P σ .
Proof. Consider the set
Note that Ω is an open set in the product topology. In fact, given (z, φ) ∈ Ω since P σ is open and the map φ ∈ P σ → L φ is analytic (and therefore continuous) we can obtain δ > 0 sufficiently small such that for all ψ ∈ B(φ, δ) its transfer operator L ψ is close to L φ . Moreover we have that (zI − L ψ ) is close to (zI − L φ ) for all z ∈ B(z, δ) and for all ψ ∈ B(φ, δ). Lemma 3.9 assures that (zI − L ψ ) has a bounded inverse for all z ∈ B(z, δ) and for all ψ ∈ B(φ, δ) and, thus, Ω is open.
Let φ 0 ∈ P σ and let γ be a closed smooth simple curve that separates λ φ 0 and Spec(L φ 0 ) \ {λ φ 0 }. We can assume that γ contains λ φ 0 in its interior and Spec(L φ 0 ) \ {λ φ 0 } in its exterior. In this way, each z ∈ γ belongs to the set Res(L φ 0 ) and thus (zI − L φ 0 ) has a bounded inverse. Furthermore, since γ is compact and the existence of a bounded inverse is an open property (see Lemma 3.9) , there exists ε > 0 small enough such that B(φ 0 , ε) ⊂ P σ and for all z ∈ γ and for all φ ∈ B(φ 0 , ε) we have that (z, φ) ∈ Ω. In particular, Ω contains the set γ × B(φ 0 , ε).
The resolvent map
is well-defined and bounded on Ω.
In order to prove that the projection
analytic, we will show that the resolvent map is analytic on Ω. Given (z 0 , φ 0 ) ∈ Ω, using the proof of Lemma 3.9 we can write
provided that
. Note that the inequality is satisfied in a small neighborhood V (z 0 , φ 0 ) of (z 0 , φ 0 ) and the convergence is uniform on compact subsets of that neighborhood. Moreover, since the map φ ∈ P σ → L φ is analytic at φ 0 we can conclude that R(z, φ) can be expressed as a double power series in (z−z 0 ) and (φ−φ 0 ) in V (z 0 , φ 0 ). This ensures that the resolvent map is analytic at (z 0 , φ 0 ). Since the choice of (z 0 , φ 0 ) was arbitrary the resolvent map is analytic on Ω. Now to prove that the projection is analytic we write R(z, φ) as a power series in (φ − φ 0 ) with coefficients depending on z. We can set z 0 = z in equation (12) obtaining
Again, L φ is analytic at φ 0 and therefore (L φ − L φ 0 ) can be written as a power series in (φ − φ 0 ). If we collect the terms which multiply (φ − φ 0 ) n , we obtain the following series expansion for R(z, φ) on V (z, φ 0 ):
where A n (z) are operator valued functions which are analytics on {φ : φ − φ 0 < η} for some η = η(z, φ 0 ). By compactness we can cover the set {(z, φ) : z ∈ γ, φ − φ 0 ≤ η} with a finite number of neighborhoods V (z, φ 0 ) as above. Therefore there exists η > 0 small enough such that for any z ∈ γ and φ − φ 0 < η we have
where A n (z) are continuous on γ and the series converges uniformly in norm.
Integrating over γ, we conclude that E(φ) has a norm convergent power series expansion as follows
Then the projection is analytic in a neighborhood of φ 0 . Now we prove Theorem III and Theorem VI. We start by showing that the topological pressure function is analytic.
Given φ 0 ∈ P σ let λ φ 0 be the spectral radius of L φ 0 . Consider γ a closed smooth simple curve which contains λ φ 0 in its interior and separates λ φ 0 from the rest of the spectrum. Recall that equation (2) gives us bounds for the spectral radius of a transfer operator depending only on the map f (which is fix here) and on the potential. From this if φ is close enough to φ 0 we have that the spectral radius λ φ is also in the interior of γ. Moreover, by considering a smaller neighborhood of φ 0 , if needed, we can assume by Lemma 3.9 that γ also separates λ φ from the rest of the spectrum of L φ . Hence, applying Corollary 3.11, we have that
is the eigenprojection of λ φ for L φ .
We claim that the spectral radius function is analytic on a neighborhood of φ 0 . Indeed, since the family {L φ } φ∈Pσ has the spectral gap property (and by Corollary 3.11) it follows that dim(Im(E φ )) = 1 for every φ ∈ P σ . In particular, there is ϕ ∈ C 0 (M ) such that E φ 0 (ϕ) = 0 and by the well-known Hahn-Banach Theorem there exists η ∈ C 0 (M ) * satisfying η(E φ 0 (ϕ)) = 0.
By continuity of η(E φ 0 (ϕ)) we have that η(E φ (ϕ)) = 0 for every φ in a small neighborhood of φ 0 . Now define the mapping
By the analyticity of the transfer operator and the projection map, Ψ is analytic at φ 0 . Corollary 3.11 guarantees that Im(E φ ) is the eigenspace associated to λ φ then it follows
Since η(E φ (ϕ)) = 0 we can write
and conclude that the map φ ∈ P σ → λ φ is analytic at φ 0 . Recalling that for all φ ∈ P σ the topological pressure P f (φ) satisfies λ φ = exp(P f (φ)) we have as an immediate consequence that the map φ ∈ P σ → P f (φ) is analytic. Thus we prove item (i) of Theorem VI. Let E 0 φ = ψ ∈ C α (M ) : ψ dν φ = 0 and let E 1 φ be the eigenspace associated to the spectral radius λ φ of L φ . As in Theorem 4.5, we decompose C α (M ) as a direct sum of E 0 φ and E 1 φ : given ϕ ∈ C α (M ) we can write
with ϕ 0 ∈ E 0 φ and ϕ 1 ∈ E 1 φ . Now considering ϕ ≡ 1 we have that ϕ 1 = h φ and this implies that h φ is the projection of the function 1 on the space E 1 φ . It follows from Corollary 3.11
Applying Theorem 6.1 we conclude that h φ varies analytically with respect to φ which proves item (ii).
Moreover, since the projection of any ϕ ∈ C α (M ) on the space E 1 φ is given by
Therefore from the relation
we obtain that the map φ → ν φ ∈ (C α (M )) * is analytic, thus proving item (iii) of Theorem VI. In particular, Theorem III follows from the previous results since that µ φ = h φ ν φ .
Applications on Skew Product Maps
In this section we extend our previous results for a wild class of skew products that we discuss as follows.
Consider
, g(x, y)) as in Section 2.1. In order to relate F and the base dynamics f we consider the natural projection π : M × N → M onto M given by π(x, y) = x. Notice that for y 0 ∈ N fix we have π −1 • π(x, y 0 ) = (x, y 0 ) for every x ∈ M . Furthermore, π is a continuous semiconjugacy π • F = f • π between F and its base f .
Let Φ : M × N → R be a Hölder continuous potential, hyperbolic for F satisfying condition ( * * ). It was proved in [ [2] , Section 5] that Φ induces a Hölder continuous potential φ : M → R which is hyperbolic for the base dynamics f and satisfies V ar(φ) ≤ V ar(Φ). Therefore, the induced potential φ satisfies condition ( * * ) as well.
Moreover, by [[2], Lemma 5.3], the unique equilibrium state µ F,Φ associated to the system (F, Φ) is given by the push-forward π * µ F,Φ = µ f,φ where µ f,φ is the unique equilibrium state of (f, φ). In other words for every Borel set A of M × N we have
Note that the map π is analytic and does not depend on the potential Φ. Therefore the analyticity of the equilibrium state with respect to the potential, Corollary IX, follows directly from the analyticity of the equilibrium states of the base dynamics, µ f,φ , Theorem III.
The key idea to obtain the exponential decay of correlations for the equilibrium state associated to (F, Φ) is to disintegrate this measure as a product of conditional measures on stable fibers by the equilibrium state of the base dynamics. The disintegration is a general result due to Rohlin [35] ; here we follow the formulation given by Simons [42] .
Theorem 7.1 (Rohlin's Disintegration Theorem). Let X and Y be metric spaces, each of them endowed with the Borel σ-algebra. Let µ be a probability measure on X, let Π : X → Y be measurable and letμ = µ • Π −1 . Then there exists a system of conditional measures (µ y ) y∈Y of µ with respect to (X; Π; Y ), meaning that (i) µ y is a probability measure on X supported on the fiber Π −1 (y) for µ-almost every y ∈ Y .
(ii) the measures µ y satisfy the law of total probability
for every Borel subset A of X. These measures are unique in the sense that if (ν y ) y∈Y is any other system of conditional measures, then µ y = ν y forμ-almost every y ∈ Y .
To apply Theorem 7.1 we consider Π : M × N → N the projection on N defined by Π(x, y) = y and µ = µ F,Φ the equilibrium state of (F, Φ). Then it follows that for every Borel subset
where (µ y ) y∈N is the system of conditional measures for the disintegration of µ F,Φ with respect to (M × N ; Π; N ). In the sequel we relate the system of conditional measures with the equilibrium state µ f,φ of the base dynamics: fixing y 0 ∈ N and given A ⊂ supp(µ y 0 ) we have that A is a subset of M × {y 0 }. Thus,
Now we establish the exponential decay of correlations for the equilibrium state µ F,Φ associated to the skew-product. Theorem 7.2. The equilibrium state µ F,Φ has exponential decay of correlations for Hölder continuous observables: there exists 0 < τ < 1 such that for every ϕ ∈ L 1 (µ F,Φ ) and ψ ∈ C α (M × N ) there exists K(ϕ, ψ) > 0 so that
For each n ∈ N, equation (13) allow us to write
From the semiconjugacy we have that π
Since the conditional measures are related to the equilibrium state of the base dynamics by equation (14), we can rewrite the last equality as
where ϕ y = ϕ • π −1 and ψ y = ψ • π −1 for y ∈ N fix. Note that for each y fix, ϕ y belongs to L 1 (µ f,φ ) and ψ y is α-Hölder continuous such that ψ y dµ f,φ = ψ • π −1 dµ f,φ = ψ dµ F,Φ = 1. Thus we can apply Theorem I to obtain that the correlations for µ f,φ decay exponentially, that is, there exist K(ϕ y , ψ y ) > 0 and 0 < τ < 1 such that
where K(ϕ, ψ) is a uniform bound (in y) for K(ϕ y , ψ y ) that can be obtained using the estimate given by equation (11) . We have proved the desired inequality for ψ ∈ C α (M × N ) satisfying ψ dµ F,Φ = 1. The general case follows from the previous one by the simple observation below
In order to prove Corollary VIII, we point out that a central limit theorem result follows from Gordin's theorem, which can be applied once we have established that de correlation decay exponentially. Therefore, in the view of the last result, the proof of Corollary VIII is exactly analogous to the one of Theorem II and that is why we omit it here.
Examples
In this section we describe some examples of systems which satisfy our results. We start by presenting a robust class of non-uniformly expanding maps introduced by Alves, Bonatti and Viana [1] and studied by Arbieto, Matheus and Oliveira [3] , Oliveira and Viana [30] , Varandas and Viana [44] .
Example 8.1. Consider f : M → M a C 1 local diffeomorphism defined on a compact manifold M . For δ > 0 small and σ < 1, consider a covering Q = {Q 1 , . . . , Q q , Q q+1 , . . . , Q s } of M by domains of injectivity for f and a region A ⊂ M satisfying:
(H1) Df −1 (x) ≤ 1 + δ, for every x ∈ A; (H2) Df −1 (x) ≤ σ, for every x ∈ M \ A; (H3) A can be covered by q elements of the partition Q with q < deg(f ). The authors aforementioned showed that there exists a constant σ ∈ (0, 1) and a set H ⊂ M such that for every x ∈ H we have lim sup n→+∞ 1 n n−1 i=0 log Df (f j (x)) −1 ≤ −σ.
Furthermore, it was proved that for a Hölder continuous potential φ : M → R with small variation, i.e.
sup φ − inf φ < log deg(f ) − log q, it follows that the relative pressure P (φ, H) satisfies
and thus φ is σ-hyperbolic for f . Denote by F the class of C 1 local diffeomorphisms satisfying the conditions (H1)-(H3) and assume that every f ∈ F is strongly topologically mixing. Let H be the family of pairs (f, φ), such that f ∈ F and φ : M → R is Hölder continuous, with small variation and satisfy condition ( * * ). Our results imply that in this family the equilibrium state has exponential decay of correlations, satisfies a central limit theorem and varies analytically with the potential.
In the next example we present a family of intermittent maps. Although it is a particular case of the previous example, we present it here because of its own interest and because the reader can check more easily the hypotheses for the results in this paper. x − 2 β (1 − x) 1+β , if 1 2 ≤ x ≤ 1. It is straightforward to check that f α is strongly topologically mixing. Consider F the class of C 1 local diffeomorphisms {f β } β∈(0,1) and let φ : S 1 → R be Hölder continuous with small variation and satisfying condition ( * * ).
Then the unique equilibrium state satisfy a central limit theorem, has exponential decay of correlations, and varies analytically with the potential.
As an application of our corollaries we describe a family of partially hyperbolic horseshoes. This class of maps was defined in [20] and has been studied in several works [see [27] , [33] and [34] ]. In particular, in [34] , it was shown that this family can be modeled by a skew product which base dynamics is strongly topologically mixing and non-uniformly expanding. For (x, y, z) ∈ R 0 consider a map defined as F 0 (x, y, z) = (ρx, f (y), βz), where 0 < ρ < 1/3, β > 6 and f (y) = 1
For (x, y, z) ∈ R 1 consider a map defined as where 0 < η < 1/3 and 3 < β 1 < 4. We define the horseshoe map F on R as
with R \ (R 0 ∪ R 1 ) being mapped injectively outside R.
For fixed parameters ρ, β, β 1 and η satisfying conditions above, the nonwandering set of F is partially hyperbolic, see [20] . Let Ω be the maximal invariant set for F −1 on the cube R and consider Φ : R 0 ∪ R 1 → R a Hölder continuous potential with small variation, i.e. sup Φ − inf Φ < log ω 2 , where ω = 1 + √ 5 2 .
The partially hyperbolic horseshoe admit only one equilibrium state associated to the potential Φ with small variation [see [32] ]. Moreover, in [34] it was shown that small variation implies that the potential is hyperbolic. Also in [34] it was proved that the map F −1 can be written as a skew product whose base dynamics, which they call projected map, is strongly topologically mixing and non-uniformly expanding. Moreover the fiber dynamics is a uniform contraction. Let S be the family of partially hyperbolic horseshoes F , depending on the parameters ρ, β, β 1 and η as above. Consider G the family of pairs (F −1 , Φ) such that F ∈ S and Φ satisfies (15) and condition ( * * ). Note that each pair (F −1 , Φ) ∈ G satisfies the hypotheses of our results. Since the equilibrium state, µ F −1 ,Φ , associated to (F −1 , Φ) coincides with the equilibrium state, µ F,Φ , associated to (F, Φ) we can apply our results to µ F,Φ . In other words, the correlations of the equilibrium state µ F,Φ decay exponentially, it holds a central limit theorem and µ F,Φ varies analytically with respect to the potential.
