Abstract-In this paper we present parallel implementation of genetic algorithm using map/reduce programming paradigm. Hadoop implementation of map/reduce library is used for this purpose. We compare our implementation with implementation presented in [1]. These two implementations are compared in solving One Max (Bit counting) problem. The comparison criteria between implementations are fitness convergence, quality of final solution, algorithm scalability, and cloud resource utilization. Our model for parallelization of genetic algorithm shows better performances and fitness convergence than model presented in [1], but our model has lower quality of solution because of species problem.
INTRODUCTION
Genetic algorithm is heuristic optimization method which mimics the process of natural evolution. Optimization problems like Traveling Salesman require a lot of computer resources to be solved even if we use genetic algorithm as optimization method. Because one computer machine is not capable to resolve problems of this magnitude, parallel implementation of genetic algorithm is one solution.
There are couple of techniques to implement parallel genetic algorithm and two most popular are [7] :
-Cluster nodes work on same population, -Each node in cluster has own population.
First implementation of parallel genetic algorithm is presented in [1] . In this paper we are presenting second implementation and results of comparison between these two implementations. For parallelization of genetic algorithm Hadoop Map/Reduce library is used.
This paper makes the following research contributions:
• New model for parallelization of genetic algorithm, • Implementation of that model with Hadoop Map/Reduce library, • Comparison with implementation presented in [1] .
Section 2 provides more detailed explanation of Map/Reduce model. In section 3 we describe how genetic algorithm could be implemented inside Map/Reduce model. Section 4 provides implementation details with focus on solving of One Max. We present scaling measurements of these two implementations on Hadoop Map/Reduce cluster in section 5 and we conclude in section 6.
MAP REDUCE MODEL
Map/Reduce model is first time proposed by Google [3] in 2004 and it is inspired by functional languages like List. Map/Reduce model represent simplified way of parallelization for all programs which are written in Map/Reduce spirit. In Map/Reduce programming paradigm, the basic unit of information is a (key; value) pair where each key and each value are binary strings. The input to Map/Reduce algorithm is set of (key; value) pairs. Operations on a set of pairs occur in three stages: the map stage, the shuffle stage and the reduce stage as shown on figure 1.
In the map stage, the mapper takes as input a single (key; value) pair and produces as output any number of new (key; value) pairs. It is crucial that the map operation is statelessthat is, it operates on one pair at a time. This allows for easy parallelization as different inputs for the map can be processed by different machines. [9] During the shuffle phase the underlying system that implements Map/Reduce sends all of the values that are associated with an individual key to the same machine. This occurs automatically, and is seamless to the programmer. [9] In the reduce stage, the reducer takes all of the values associated with a single key k, and outputs a multi set of (key; value) pairs with the same key, k. This highlights one of the sequential aspects of Map/Reduce computation: all of the maps need to finish before the reduce stage can begin. [9] Since the reducer has access to all the values with the same key, it can perform sequential computations on these values. In the reduce step, the parallelism is exploited by observing that reducers operating on different keys can be executed simultaneously. Overall, a program in the Map/Reduce paradigm can consist of many rounds of different map and reduce functions performed one after another [2] . As shown in pseudo code for this model most of processing has been moved from reduce phase to map phase. This change reduces amount of IO footprint because all processing data is kept in memory instead of HDFS, but drawback of this is that we have different population for each node which leads to species problem in genetic algorithm.
IMPLEMENTATION OF PARALLEL GA OVER MAP/REDUCE FRAMEWORK FOR ONE MAX PROBLEM
For testing of genetic algorithm we have been using One Max problem because same problem was solved in [1] . Our implementation of genetic algorithm supports any type of function to be optimized because function class is plug-able using configuration of genetic algorithm. This function is configured while map reduce job is executed using ga.optimizing.function configuration property.
Class which implements One Max function for distributed genetic algorithm model is

SCALING MEASUREMENTS ON HADOOP CLUSTER
In this section we are testing performances of two different implementations of genetic algorithms. For those purposes we have been using 10 nodes cluster (i7 -4 cores 2.6 GHz, 4GB DDR3 RAM, 300GB HDD) with CentOS 5.6 operating system and Hadoop CDH3u0 distribution. We have performed two tests of both models are compared results
• Convergence of genetic algorithm with constant number of map reduce tasks, • Scalability of genetic algorithm with constant load per node in cluster.
Convergence of genetic algorithm with constant number of map reduce tasks
With this test we have track best fitness in population of One Max problem over iterations of genetic algorithm and compared results from both models. Results of comparison are presented on figure 4. In this test parameters of genetic algorithm are:
• crossover probability = 0.7 • mutation probability = 0.01
• population size = 5000
• number of mappers/reducers = 20
As results show option 2 has better convergence of fitness because it has multiple mappers, which are working on different populations, which causes that solution is found much earlier.
Scalability of genetic algorithm with constant load per node in cluster
In second test we compared scalability of two models described in this paper. Results of comparison are presented on figure 5. In second test parameters of genetic algorithm are:
• number of variables for One Max problem = 10000
• number of iterations = 200
As presented on figure 5 option 2 is much faster than option 1 because IO footprint is reduced because data is not written to HDFS. Option 1 and 2 can scale to infinity by adding more hardware resources into cloud.
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CONCLUSION AND FUTURE WORK
Both of models which are described in this paper can easily scale and those models could be used for solving any complex problem just by adding more hardware resources. First model which is presented in [1] is slower but doesn't have species problem like other model. In future work both models should be used for solving different problems, like TSP (Traveling Salesman Problem). Some other parts of map reduce model, like combiner, are not used in these models of GA but those parts could be used to improve models even more.
