Abstract -A novel framework for dynamic equivalencing that we recently introduced in the context of classical swing-equation models is extended in this paper to detailed models in structure-preserving, differentiayalgebraic-equation form. The system is partitioned into a study area and one or more external areas on the basis of synchrony, a generalization of slowcoherency that forms one leg of our framework. Retaining a detailed model for a single reference generator from each external area, the dynamics of the remaining external generators are then modally equivalenced in the style of Selective Modal Analysis; this modal equivalencing is the other leg of our framework. The equivalenced external generators are thereby collectively replaced by a linear multi-port "admittance", which is easily represented using controlled current injectors at the buses of the replaced generators. The rest of the system model can be retained in its original nonlinear dynamic form. The approach is tested -with encouraging results -on the familiar 93rd-order, 10-machine, 39-bus New England modeI, using an implementation in the EU-ROSTAG simulation package.
I. INTRODUCTION AND OVERVIEW
Constructing reduced-order dynamic models, or dynamic equivalents, is an important challenge in the study of large interconnected power systems, and has been addressed in many papers. An early reference is 1201 (but involving modal analysis in a very different way than in the present paper). The coherency-based approach in [9] , with the more analytical adjuncts in [3] , [231, and with the implementation in the DYNRED package [lo] , constitutes the most important systematic route to dynamic equivalencing in current practice. Recent papers such as 95 WM 113-1 PWRS A paper recommended and approved by t h e IEEE Power System Engineering Committee of t h e IEEE Power Engineering Society f o r presentation a t the 1995 IEEE/PES Winter Meeting, January 29, t o February 2, 1995, New York, NY. Manuscript submitted August 1, 1994; made available f o r p r i n t i n g January 3, 1995. [8] , [61 , [19] , [211 , 151 reflect continuing interest in further development of this subject.
In [14] we proposed a new framework for dynamic equivalencing, termed Synchronic Modal Equivalencing (SME), and presented algorithms for constructing effective dynamic equivalents for classical swing-equation models. The present paper generalizes the framework to obtain dynamic equivalents for detailed models described in structure-preserving, differential lalgebraic-equation (DAE) form. A structure-preserving DAE description comprises separate specifications of the differentialequation models (in state-space form) for the individual dynamic subsystems and of the sparse algebraic constraints imposed on the subsystems by the interconnecting network. This is the standard way in which power systems are described for time-domain simulation of dynamic behavior, hence the importance of developing dynamic equivalencing directly for DAE descriptions.
Our approach grows out of slow-coherency 131 and multi-area Selective Modal Analysis (SMA) 1111, [161. We first define a study area and external areas using a generalization of slow-coherency termed synchrony in 1131, [ E l . The area definition procedure involves computations with a classical, linearized, undamped, swing-equation model, and is summarized in Section 1I.A. Now, retaining a detailed model for a single reference generator from each external area, the dynamics of the remaining external generators are modally equivalenced in the style of SIMA, using modal data from a detailed linearized model. The underlying idea is briefly described in Section 1I.B in the context of a state-space model of the power system, while Section I11 presents a more detailed development for DAE models. Through the modal equivalencing step, the equivalenced external generators are collectively replaced by a linear multi-port "admittance", which is easily represented in the DAE description using controlled current injectors a t the buses of the replaced generators. The rest of the DAE model can be retained in its original nonlinear dynamic form.
The proposed methodology has been tested on the familiar 93rd-order, 110-machine, 39-bus New England model.
Results using linearized models are in Section IV.A, and results from a nonlinear implementation on the EU-11. BACKGROUND 
A. Determining Synchronic Areas
We begin our dynamic equivalencing process by decomposing the model into synchronic areas. The underlying idea is similar to slow-coherent decomposition, t31, but synchrony is rather more flexible, and this can give it an advantage over slow-coherency in dealing with practical cases. The restrictive nature of slow-coherency has been noted before and relaxations have been suggested [41, [7] .
Synchrony is defined with respect to a selected subset of modes of a linearized model. We call such a subset a chord. Two generators are termed exactly or approximately synchronic in a chord U , or are u-synchronic, if their angular variations are exactly or approximately in constant proportion for any transient in which only the modes in U are excited. In contrast, u-coherency requires exact or approximate equality of the angular variations, and slow-coherency further restricts U to contain only the slowest electromechanical modes of the system. (The tolerance-based coherency procedure in [41 actually relaxes slow-coherency in the direction of slow-synchrony, although the dynamical implications are not explored.)
A (maximal) set of v-synchronic generators constitutes a synchronic group, or a synchronic "area". We use quotes to emphasize that a v-synchronic area need not comprise contiguous generators of the network. However, for the chords that we typically choose, the synchronic areas do tend to have a natural geographic identity.
A simple but generally effective basis for area determination is the classical, linearized, undamped, swingequation model for small-signal angular perturbations of the generators from nominal. The area structure determined from this simple model of electromechanical behavior can then be imposed on a detailed model, because such swing-equation models have been found to preserve quite well the frequencies and mode shapes of the electromechanical modes in detailed models, see 1121, 1161, [151 ( but also 1211 for an exception). We briefly describe the swing-equation model next.
Denote by A!f+ the inertia of the ith generator, by A& the deviation of its rotor angle from nominal, and by 3 the n x n matrix whose elements are the synchronizing coefficients. Then the linearized, undamped, swing-equation model is
where (Throughout this paper, we drop the time argument t for notational simplicity wherever possible.) The eigenvalues of -M-',? are ~~-1 < . . < 01 < UO = 0, each corresponding to a pair of natural frequencies = j-, Xzi+I = -jof the system (1). With the desired number of areas specified by the user, the first step in area determination is to select the chord U. The slow-coherency approach always picks the slowest electromechanical modes of the system, starting with UO. Underlying this choice is a model of the power system as consisting of disjoint areas that are strongly connected internally but coupled to each other by uanishingly weak ties. The electromechanical modes of the system then have a clear slow/fast separation. The slow modes are inter-area modes, and the generators are coherent with respect to these slow modes. The fast modes are intraarea modes.
To deal with models that do not have the ideal slowcoherency structure, we have developed a novel sequential approach to determining good candidate chords, see [131, [151. The resulting chords are typically not the slowest modes. The importance of such non-standard chords for area determination has been illustrated in applications to multi-area eigenanalysis [151 and dynamic equivalencing 1141, and will again become evident in Section IV.
Once the chord has been selected, the (approximately) synchronic groups or areas can be determined through computations on the associated eigenvectors of the matrix -M-lF in (1). Details may be found in [131, 1151. The synchrony-based grouping algorithms presented in those papers first determine a set of reference generators corresponding to the chosen chord, using a certain clustering procedure. Each non-reference generator is then assigned to whichever reference generator it has the highest degree of synchrony with. This completes the area determination. Proper area determination plays a key role in our equivalencing approach, as the numerical results in Section IV will confirm. The reasons for its importance are tied to the properties that we mention next.
An aggregate model comprising just the reference generators of the different synchronic areas is able to reproduce (to reasonable accuracy) all the modes in v , [13] , [15] . This decomposability, 131, is a consequence of our chord selection procedure, and justifies labeling the modes in U as inter-area modes. The analogous feature in the slowcoherency framework is the fact that the slow modes are inter-area modes, which is a direct consequence of the weak-interconnections model.
It is more surprising that the modes of (1) not in v typically behave as intra-area modes for the synchronic grouping, in the sense that each of them is we11 reproduced by some natural "local" model, i.e. a model comprising all the generators in one synchronic area, [131, [151. The analogous (multi-) localizability result in the slow-coherency theory, [31, is that the fast modes are intra-area modes, a natural consequence of the weakinterconnections model. Our chord selection procedure can be shown to permit any localizability present in the synchronic groupings to emerge, but we do not yet have an adequate understanding of the conditions under which localizability exists.
B. Constructing a Dynamic Equivalent
One of the synchronic areas defined through the above procedure is now selected as the study area, based on its inclusion of generators that are of interest in the studies being contemplated. All the other synchronic areas are designated as external areas. Typical dynamic equivalencing approaches involve retaining a full model for the study area and then constructing equivalents for the ex-over the relevant modes, or over some subset of these; the modes that it ranges over constitute the equivalencing modes referred to earlier. Unfortunately, knowledge of K does not provide an equivalent that can be used in a typical power system (transient stability) simulation package. The power system is not described in state-space form in such a package, and K does not c:orrelate directly with any structural features of the power system. We therefore turn attention to constructing am equivalent in the structure-preserving DAE setting.
ternal areas. Our approach differs in this respect, as we also retain a detailed description for the reference generator of each external area. This is because, as noted earlier, an aggregate model that includes the reference generators can preserve the inter-area modes. Proper representation of the inter-area behavior is important, because disturbances in the study area can excite the inter-area modes. The inter-area modes (the modes corresponding to those in v), as well as the intra-area modes local to the study area, will be termed the relevant modes of the original system. The generators that are to be retained in full detail -the reference generators of the external areas and all the generators in the study area -will be called the relevant generators for equivalencing, and their state variables will be termed the relevant state uariables. The dynamic models of all other (less relevant) generators will be fully reduced, i.e. replaced by purely algebraic equations. The resulting model will be made to exactly retain a subset (or perhaps all) of the relevant modes; we shall refer to these exactly retained modes as equiualencing modes. Note that our approach does not involve or permit arbitrary definitions of study area boundaries; rather, it indicates which generators can be safely equivalenced for the studies that are planned.
For clarity, we defer to the next section our treatment of a DAE description. Instead, in this subsection we use the following linearized, detailed state-space model to present some of the objectives and issues in SME:
The subscripts T and z respectively refer to the relevant generators and the remaining (less relevant) generators, and G , x, denote the corresponding state vectors. The external inputs w are shown as being directly applied only to the relevant generators. All the variables in this linearized model represent small-signal perturbations from nominal operation. We denote the natural frequencies of the system in (2)) i.e. the eigenvalues of the matrix A there, by {Xi}. Of these, there are 2n -the "electromechanical'' natural frequencies -that are well approximated by the eigenvalues of (1).
In this state-space setting, our objective is to find a reduced-order model (or dynamic equivalent) of the form jc,=dX,+iiw
in which the behavior of the state vector x, is approximately the same as in the full system, for the same initial conditions ~( 0 ) and inputs w. Our approach is to look for a relationship of the form X, = Kx,
that holds approximately in (2)) when only relevant modes are excited. We find this K by solving the equation
where the ith columns of V, and V, respectively are v,i and v+i, the portions of the eigenvector of X i that correspond to the a and P variables in (2). The index i ranges
EQUIVALENCING DAE MODELS
To derive the linearized DAE model that we shall work with, first write ,the detailed linearized state-space model for the subsystem at the j t h bus as
where xj is the state vector, w j is the perturbation in the external input to the subsystem, uj is the perturbation in the bus voltage phasor, and yj is the perturbation in the phasor of the current injected into the network at the bus. In this paper we shall treat all loads as static (nondynamic), so their models will have no state equation ("), only an equation of the form (8) with the state-dependent term absent. The algebraic constraints on the network variables are given by
where Y is the (sparse) network admittance matrix, and U and y are vectors containing the uj and yj.
We shall assume that t?j = 0 for all non-reference, external (i.e. all less relevant) generators. With this assumption, the external inputs wj do not play a role in the actual equivalenlcing procedure that we describe in this section. We therefore assume throughout that wj = 0, and only reintroduce these inputs -exactly as in (7), (8) -when implementing the simulations for Section IV. Now write Ad .= Diag{Aj}, and similarly define Bd, Cd and Dd. (The ordering of the subsystems in these blockdiagonal matrices is implied by the arrangement of variables in (10) below.) Combining (8) and (9) to eliminate y, and letting J =I Dd -Y, we obtain the DAE description Here we have separated the relevant ( 7 ) and less relevant (2) subsystems. The loads are treated as relevant subsystems and are retained intact (within Jrr) during the equivalencing process. Subsequent to the equivalencing, any load buses that are amenable to a Ward-type reduction can be supressed. Note that elimination of the algebraic variables uT, U, in (10) yields (2).
A. Single-Eigenvalue Equivalent
Now suppose we are interested in constructing a dynamic equivalent for the case where only the motion corresponding to the single eigenvalue & is excited in the system. Replacing x, in (10) by Xix, -the characteristic SMA substitution -sets us up to implicitly obtain a relationship of the form (4). The resulting description is then
or equivalently (after using the algebraic equations to eliminate x,, assuming the requisite inverse exists)
where Thus iz,( Xi) is the single-eigenvalu? dynamic equivalent! The block-diagonal structure of J,,(Xi) implies that it takes the form of a non-standard, but easily implementable linear "admittance" load at each of the z-buses.
This load is an incremental current injection whose. phasor has real and imaginary parts that are linear combinations of the real and imaginary parts of the bus voltage perturbation phasor. The two _required linear combinations are simply read off from Jzz(Xi), although they are not as trivially related to each other as for a standard admittance load. The reduced-order model (12) now preserves the eigenvalue X i of the full model (10).
B. Multi-Mode Equivalent
Consider a situation in which only the motion corresponding to the eigenvalue & is excited in the system. Then u,(t) = p,iexit (14) where pzi is the vector corresponding to the z-bus voltages in the ith (augmented) eigenvector of the DAF: model (10) -i.e. p,; is the solution for U , in (11) when x, = vTi, X, = Xiv,;, and x, = v,i, with vri and v,i as defined following (5). From (14) we see t h t t the Xi-dependent term in (12) enters that equation via J,,(Xi)p,i. This suggests an SMA-style approach to obtajning a multi-mode equivalent: Find a constant matrix J,, such that
for all i corresponding to the equivalencing modes. For the typical case where there are many generators to be equivalenced, and only the few inter-area modes are used for equivalencing, there will be many solutions of (E), but it is certainly possible to have a tnique solution or no solutions. When there is a solution J,, in ( E ) , it constitutes a multi-mode equivalent, and is used in place of J,,(Xi) in (12). The resulting reduced-order system is thus
and preserves the equiyalencing modes of the full system.
In general, a matrix J,, that satisfies (15) no longer has the block-diagonal structure that J, , (X, ) in (13) had, so it is not implementable via a new load at each of the zbuses separately. However, it is representable as a linear multi-port "admittance" presented across all the z-buses together. What is required now is a current injection at each z-bus that is a linear function of the voltages at all the z-buses. Again, the computation is simple. When the solution of (15) is non-unique, there arcmany ways to proceed. For instance, note from (13) that J,,(Xi) in (15) has the constant matrix c d z as its first term. We could thus look for solutions of (15) in the more restricted form
with L now chosen to satisfjr for all the equivalencing modes. This equation itself may have n? solutions, a unique solution, or many solutions.
For a J,, chosen according to (17) and (18), one can show that the reduced-order state-space model obtained by eliminating the algebraic variables from (16) is exactly of the form (3), (6), with a K that satisfies (5).
The above discussion is predicated on the availability of the requisite modal information, specifically Xi and pzi for all the equivalencing modes. With intermediate-sized models, this information can be obtained by full eigenanalysis of the model (2) or (10). However, for very large models, the task of obtaining the requisite information can itself be challenging. We defer further examination of this issue to future work too, merely noting here that efficient methods exist to compute selected modes (such as the inter-area modes that are of key interest to us) in very large systems, see for instance [161, [171. W. PERFORMANCE EVALUATION We describe in this section experiments that we performed for one (slightly unstable) operating condition of the 93rd-order, 10-generator, 39-bus New England model [2] that has been used in a large variety of studies.
A. Linear Models
A 2-area partition constructed using U,, and ul (the two slowest swing modes of the system) consists of (the very large equivalent) generator 10 in one area and the rest of the generators in the other area. A 3-area partition Figure 1 : New England System Line Diagram. The synchronic areas were determined to be (6, 4, 5, 7, 9) (which we selected as study area), { 1, 2, 3, S), and { 10).
The numbers in boldface indicate reference generators.
using the same two modes yeilds a more interesting partition. Note that obtaining more areas than the number of modes in the chord is a privilege offered by our synchrony-based grouping algorithm, [13] , [E], but not by the slow-coherency framework until recently, see [41. The 3-area partition produced by our algorithm is specified in Figure 1 . We selected the area consisting of generators (6, 4, 5, 7, 9) as the study area; the two external areas are then (1, 2, 3, 8) ) and (10). The reference generators are indicated in boldface. In addition to uo and U I , the additional inter-area swing mode for this partition was determined by our chord selection procedure, [13j, D51, to be a3 (and not 6 2 , which is the next-slowest mode). Due to the nontrivial choice of inter-area modes involved, as well as to synchrony-based grouping and ref- 8, 1)) and (10). We shall see that the synchrony-based partitioning in this case, despite its completely different way of decomposing the system, is able to demarcate a study area in a strikingly effective way.
The equivalent used in the following experiments was constructed according to the prescription in Section 1II.B. The equivalencing modes were chosen to be just the interarea electromechanical modes, namely the non-oscillatory modes associated with the two real eigenvalues of the detailed model that correspond to uo, plus the oscillatory Table 1 : Preservation of Relevant Electromechanical Modes. The inter-area modes were used in the equivalencing, and so are preserved exactly in the reduced model. However, the remaining intra-area modes of the study area are preserved very well too, including the one unstable pair.
-0.2857 f j 7 . 0 9 7 2 I -0.2857 kj7.0952 -0.2660 f j 6 . 0 3 1 6 I -0.2849 f j 6 . 0 9 6 9 modes associatedl with the two complex pairs of eigenvalues that correspond to u1 and u3. Since there are three generators to be equivalenced (namely 2, 3, and S), the solution for J,, in (15) is unique.
The electromechanical modes of the reduced system and the corresponding relevant modes of the original system are shown in Talble 1. Note that even though the intraarea modes were not used in the equivalencing, these modes -including the one unstable pair -are preserved well. The remaining (non-electromechanical) intra-area modes are not listed, but are preserved at least as well as the electromechanical modes in Table 1 .
Evaluating the performance of the reduced system in the linear case can be done effectively by looking a t the frequency response. Figure 2 shows an example of Bode plots that compare the frequency responses of the full and reduced models, with exceptionally good match. Error plots are also given, for the reduced system (16)) and for the reduced system without the eqyivalent, i.e. with jzz = 0 in (16)) or equivalently with A = A,., in (6). Notice how, in the frequency range of primary interest (1-10 rads), the performance of the reduced system without the equivalent is only slightly inferior to that of the reduced system with the equivalent.
What is happening here is that, although we picked generator 4 rather arbitrarily as the one to apply disturbances to, these disturbances turn out to excite primarily the intra-area modes. The modal equivalencing, which is focused on the inter-area modes, therefore does not play a major role in this case (but will become more apparent with some of the results for the nonlinear simulations described in the next subsection). It is striking that synchrony produces such a crisp definition of areas.
B. Nonlinear Models
Although our dynamic equivalent is constructed using a linearized theory, it is certainly possible to embed the resulting equivalent in a model that represents nonlinearities in the study-area generators andlor nonlinearities in the coupling of the study area to the rest of the system. This is what we do next. The time-domain simulations We performed a number of experiments in which we simulated the full and reduced systems. The equivalent computed using (15) was easily implemented in the reduced model, using the voltage-controlled current injectors available within the software. The vector qz of injected currents a t the t-buses is given by where I o is a vector of currents (automatically computed by the program) that correspond to the nominal steadystate outputs of the generators being replaced. This equation is directly coded via a block-diagram entry. Figure 3 shows results obtained for perturbations a t generator 4. As lbefore, results for the full model are compared with those for two different reduced models, one without any equivalent (Jzz = 0) and one with the equivalent. For the mechanical perturbation, both reduced models perform exceptionally well. The reduced system with the equivalent is only slightly better than the one without the equivalent, suggesting that: (i) the synchrony-based definition of areas has produced very well defined areas; and (ii) the particular disturbance we used excites primarily the intra-area modes. Note that the unstable mode in Table 1 seems tiD be not significantly excited in these experiments.
For the perturbation of the voltage set point of the AVR, Figure 3 shows that the modal equivalencing step makes a significant difference. The reduced model with no equivalent performs reasonably a t first, but then breaks out into large spurious oscillations. Inclusion of the modal equivalent produces a reduced model that matches excellently the response of the full model.
Our limited studies of this test example have served to confirm the important role that is played by the two main ingredients of our dynamic equivalencing approach: synchronic area determination, and modal equivalencing. However, a fuller evaluation (including tests with more severe disturbances, and comparisons with other approaches) has to be left to future work.
V. CONCLUSIONS
The work reported here opens up a new avenue for dynamic equivalencing, and raises several questions for further investigation. We list some of these questions here.
0 The weak-interconnections model yields localizability in the slow-coherency framework; we do not yet have a corresponding benchmark model for synchrony. However, numerical experience so far suggests that synchrony reveals localizability very effectively. In both plots the perturbations were introduced at time t = 30s.
Mechanical Perturbation
0 Careful study is needed of the relative practical merits of equivalencing with all relevant modes, versus with just the inter-area modes. If only inter-area modes are retained, one has the challenge of using the available degrees of freedom to avoid perturbing the intra-area modes significantly.
0 The computational burden needs to be carefully assessed, particularly for large models. Efficient methods for the analysis of selected modes in such large models, 1161, 1171, should be incorporated.
Analytical error bounds for the performance of our dynamic equivalents would be valuable. 
BIOGRAPHIES,
Ganesh N. Ramaswamy The derivation in Section 111 suggests that in the equivalencing process the external generators, except for the reference ones, are replaced by injected currents at the generator buses. Statements to this effect are also made in the paper. The authors also state that the loads are treated as relevant subsystems and are retained intact during the equivalencing process. There is therefore no reduction in the system size in terms of the number of buses. Only the differential equations corresponding to the equivalenced generators are being eliminated. In a dynamic simulation, a major part of the computation is taken up by the network solution. So, even if the equivalent works well, the reduction in solution time would be quite modest. If the loads are passive, and the load buses are eliminated subsequent to the equivalencing, in the conventional way, as stated by the authors, the network sparsity will be lost and the solution time might increase further.
The argument presented for choosing one reference generator from each external area is not quite clear to us. We agree that a knowledge of the motion of a single generator in a synchronic group would be enough to know the motion of the remaining generators in the group. However, this would not be true if the other generators are eliminated in the way described by the authors. Also note that the inter-area modes are determined by the combined inertia of the machines in each area as well as the tie line impedances. We note that the inertias of the equivalenced machines enter into . f , , and the equivalent is implemented using the voltage controlled current injection as shown in equation (19).
However, we do not think this will account for the effect of inertia correctly. This is because the voltages at these (2) buses will hardly change. The effect of inertia can be correctly accounted for only through swing equations. Inertias of machines away from the study area will not play a dominant role in conventional transient and small-signal stability analyses. However, in studies of interarea oscillations and long-term simulations in large interconnected systems correct representation of the total inertia in each area is important.
We think one could easily improve on the authors' equivalent by simply representing the generators outside the study area by the classical swing equation model, as long as these generators are electrically remote from the study area. Although this will add 2n state variable$ to the system description, where n is the number of generators intended for equivalencing, the overall computing time may be lower as compared to that required by the authors' methodology. The problems associated with using equivalents derived from a linearized analysis in studies involving nonlinearities will also be eliminated. This is, of course, not a substitute for a good equivalent, since it does not reduce the system size, and therefore the computational burden significantly.
George C. Verghiese, Ganesh N. Ramaswamy, Ollivier Fillltre, and Bernard C. Lesieutre: We thank the discussers for their careful reading of our paper. As the approach to dynamic equivalencing that is described in the paper is under continuing development and extension, their comments and questions are particularly useful.
We respond first to the remarks and questions of Drs. Kundur, Wang and Morison. We agree completely that considerably more testing, as well as extension to much larger models, will be required to establish SME as a practically significant route to diynamic equivalencing. The paper lays out a preliminary framework and presents the results of some initial exploratory tests, but much more remains to be done. The extension to 17ery large models, for instance, will require folding in approaches of the sort described in [151, [161, 1171 . Some generalizations of the basic framework have been obtained since the ]paper was prepared, and are contained in [AI.
Question 1 asks about the retention of nonlinear characteristics. The system behavior after a large disturbance is undoubtedly affected by nonlinearities of the system. It is important to note that our equivalent comprises not only the linear multiport "admittance)) that is the focus of the discussers' question, but also the external reference generators, one for each external synchronic group. These reference generators, along with all the generators in the study group, may be represented in full nonlinear detail, thus providing a direct mechanism for including nonlinear effects in the equivalenced system.
As for the multiport "admittance", our limited experience so far (see also the clarifications below in response to Question 3) suggests that this "admittance" may often only provide a slight improvement over the equivalent constructed using zero "admittance", provided the synchronic grouping and selection of reference generators have been appropriately carried out. Thus, our synchronic grouping and reference generator selection procedures should be seen as essential ingredients of the proposed approach to equivalencing. (While our paper has used a fault-independent approach to selecting the synchroniic groups, there are natural ways to consider carrying out fault-dependent synchronic grouping, with the chord U being dependent on the fault. We are beginning to explore this possibility.)
Furthermore., our expectation is that the multiport "admittance" will continue to represent valid inter-relationships under large disturbances, as long as the synchronic structure recognized in a simple linearized swing-equation model is approximately retained for large disturbances in a full nonlinear model. The results in [12] suggest that any coherency structure which is recognized in the linearized swing model is approximately retained in the full nonlinear model, so one may hope that this is the case for synchrony as well.
As a final point in response Question 1, it should be noted that, as far as we are aware, all existing approaches to dynamic equivalenlcing with detailed (as opposed to swing equation) models end up with a rather ad hoc approach to including nonlinearities in the equivalent. Our combination of nonlinear reference generators and a linear multiport "admittance", all chosen with :some justification, would seem to be as reasonable as any other existing approach. In any case, further tests, with larger disturbances than those described in the paper, are certainly called for, and we intend to pursue these.
Question 2 asks what reductions of the network are possible. We agree that it is desirable to reduce not only the generator dynamics but also the network size, in order to achieve computational efficiency. Our paper failed to mention that a significant portion of the network can indeed be eliminated, without any increased penalty in loss of sparsity. Specifically, there is a maximal set of load buses that are connected only amongst themselves and to the equivalenced (i.e. replaced) generators, but to nothing else. These can be eliminated with the standard Ward-type reduction, the only effect being to modify the multiport "admittance", which in general was a full matrix to begin with. (The generalizations in [AI that were referred to earlier may offer some additional possibilities, but these remain to be explored.) Finally, of course, additional load buses can be eliminated in the standard way, but with a loss of sparsity.
Question 3 concerns the results in Figures 2 and 3 , and the meaning of the "without equivalent" case. We are grateful to the discussers for drawing our attention to certain issues that were inconsistently dealt with in the paper, and to an associated omission, which we take this opportunity to correct. Recall first that the current injections into the network at the equivalenced generator buses (the z-buses) are represented as follows in our linearized model: wg attach to the z-buses the computed multiport "admittance)) J,, in parallel with the (block-) diagonal admittance Dd, , whose entries are the feedforward terms D, from equation (8) for values of the index j that correspond to the z-buses.
The <'without equivalent" case shown in Figure 2 was obtained by setting J,, = 0, and leaving only the term Dd,. (It would perhaps have been better for us to give this case a different label, becau_se our label suggests that the equivalent is fully embodied in J,, alone, which is false -see the response to Question 1.) If we assume a classical synchronous machine model, this no-equivalent case in the linearized model will simply correspond to connecting the transient reactance between the equivalenced generator bus and ground, as the discussers note. The "without equivalent" case in the nonlinear EUROSTAG simulation shown in Figure 3 was actually obtained by removing each ofthe equivalenced generators entirely and replacing them by just their nominal current injections, cont_ained in the vector 10 of (19). This corresponds to setting both J,, and Ddz to zero, which is different from what was done for the "without equivalent" case in Figure 2 .
We have subsequently repeated the nonlinear EUROSTAG simulations for the case where J,, = 0 but the admittance Dd, is retained, to supplement the nominal current injections 10 at the z-buses. (In the case of a classical model, the retention of the term Ddl corresponds to placing the transient reactance between the equivalenced generator bus and a voltage source of value equal to the nominal bus voltage.) With this modification, the "without equivalent'' result in the lower left plot of Figure 3 improves significantly, to where it is only marginally worse than the "with equivalent" case. The other three plots in Figure 3 are essentially unchanged by the modification. (We are grateful to Mr. Christophe Evrard of EDF for running these and related verifications in support of this closure.) What this reinforces is the major role played by the synchronic grouping and szlection of reference machinesthe subsequent addition of J,, to Ddz makes only a marginal improvement, at least in our limited tests so far.
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