We propose an estimation methodology for a semiparametric quantile factor panel model. We provide tools for inference that are robust to the existence of moments and to the form of weak cross-sectional dependence in the idiosyncratic error term. We apply our method to daily stock return data.
Introduction
Factor models are widely used to capture the co-movement of a large number of time series and to model covariance matrices. They provide useful dimensionality reduction in many applications from climate modelling to finance. Perhaps the current state of the art for factor modelling is Fan, Liao, and Micheva (2013), which allowed the idiosyncratic covariance matrix to be non-diagonal but sparse, and used thresholding techniques (Cai and Liu, 2011) to impose sparsity and thereby obtain a better estimator of the covariance matrix and its inverse in this big-data setting. The usual approach ignores covariate information that can sometimes be informative. Connor, Hagmann and Linton (2012) developed a semiparametric factor regression methodology that introduces covariate information into the factor loading parameters. This model is well motivated in finance applications where it can be understood as a properly formulated version of the popular Fama-French (1992) Quantile methods are widely used in statistics. They have the advantage of being robust to large observations. They can also provide more information about the conditional distribution away from the centre, which is relevant in many applications. In this paper, we propose estimation and inferential methodology for the quantile version of the Connor, Hagmann and Linton (2012) model. Our contribution is summarized as follows.
First, we propose an estimation algorithm for this model. We use sieve techniques to obtain preliminary estimators of the nonparametric beta functions, see Chen (2011) for a review, and use these to estimate the factor return vector at each time period. We then update the loading functions and factor returns sequentially. We compute the estimator in two steps for computational reasons. We have J ×T unknown factor return parameters as well as J × K N sieve parameters to estimate, and simultaneous estimation of these parameters without penalization would be challenging. Penalization of the factor returns here is not well motivated so we do not pursue this. Instead we first estimate the unrestricted additive quantile regression function for each time period and then impose the factor structure in a sequential fashion.
Second, we derive the limiting properties of our estimated factor returns and factor loading functions under the assumption that the included factors all have non zero mean and under weak conditions on cross-section and temporal dependence. A key consideration in the panel modelling of stock returns is what position to take on the cross sectional dependence in the idiosyncratic part of stock returns. Early studies assumed iid in the cross section, but this turns out to be not necessary. More recent work has allowed for cross sectional dependence in a variety of ways. Connor, Hagmann and Linton (2012) imposed a known industry cluster/block structure where the number of industries goes to infinity as do the number of members of the industry. Under this structure one obtains a CLT and inference can be conducted by estimating only the intra block covariances. Robinson and Thawornkaiwong (2012) considered a linear process structure driven by independent shocks. Dong, Gao and Peng (2015) introduced a spatial mixing structure to accommodate both serial correlation and cross-sectional dependence for a general panel data setting. Conley (1999) studied that under a lattice structure or some observable or estimable distance function that determines the ordering, one can consistently estimate the asymptotic covariance matrix. However, this type of structure is hard to justify for stock returns, and in that case their approach does not deliver consistent inference. Connor and Koraczyck (1993) considered a different cross-sectional dependence structure, namely, they supposed that there was an ordering of the cross sectional units such that weak dependence of the alpha mixing variety was held. They do not assume knowledge of the ordering as this was not needed for their main results. We adopt and generalize their structure. In fact, we allow for weak dependence simultaneously in the cross-section and time series dependence. This structure affects the limiting distribution of the estimated factor returns in a complicated fashion, and the usual Newey-West type of standard errors can't be adapted to account for the cross-sectional dependence here because the ordering is not assumed to be known. To conduct inference we have to take account of the correlation structure. We use the so-called fix-b asymptotics to achieve this, namely, we construct a test statistic based on an inconsistent fixed-b estimator of the correlation structure, as in Kiefer and Vogelsang (2002) , and show that it has a pivotal limiting distribution that is a functional of a Gaussian process.
Third, our estimation procedure only requires that the time series mean of factor returns be non zero. A number of authors have noted that in the presence of a weak factor, regression identification strategies can break down (Bryzgalova, 2015) . In view of this we provide a test of whether a given factor is present or not in each time period.
Fourth, we apply our procedure to CRSP daily data and show how the factor loading functions vary nonlinearly with state. The median regression estimators are comparable to those of Connor, Hagmann and Linton (2012) and can be used to test asset pricing theories under comparable quantile restrictions, see for example, Bassett, Koenker and Kordas (2004) , and to design investment strategies. The lower quantile estimators could be used for risk management purposes. The advantage of the quantile method is its robustness to heavy tails in the response distribution, which may be present in daily data. Indeed our theory does not require any moment conditions. The organization of this paper is given as follows. Section 2 proposes the main model and then discusses some identification issues. An estimation method based on B-splines is then proposed in Section 3. Section 4 establishes an asymptotic theory for the proposed estimation method. Section 5 discusses a covariance estimation problem and then considers testing for the factors involved in the main model. Section 6 gives an empirical application of the proposed model and estimation theory to model the dependence of daily returns on a set of characteristic variables. Section 7 concludes the paper with some discussion. All the mathematical proofs of the main results are given in an appendix and on-line supplemental materials.
The model and identification
We introduce some notations which will be used throughout the paper. For any positive numbers a n and b n , let a n ≍ b n denote lim n→∞ a n /b n = c, for a positive constant c, and let a n ≫ b n denote a −1 n b n = o(1). For any vector a = (a 1 , . . . , a n ) ⊺ ∈ R n , denote ||a|| = (
any symmetric matrix A s×s , denote its L 2 norm as A = max ζ∈R s ,ζ =0 Aζ ζ −1 . We use (N, T ) → ∞ to denote that N and T pass to infinity jointly.
We consider the following model for the τ th conditional quantile function of the response y it for the i th asset at time t given as
Assumption A0. For some probability measures P j we have g j (x j )dP j (x j ) = 0 and
The case where τ = 1/2 corresponds to the conditional median, and is comparable to the conditional mean model used in Connor, Hagmann and Linton (2012) . The advantage of the median over the mean is its robustness to heavy tails and outliers, which is especially important with daily data. The case where τ = 0.01, say, might be of interest for the purposes of risk management, since this corresponds to a standard Value-at-Risk threshold in which case (2.1) gives the conditional Value-at-Risk given the characteristics and the factor returns at time t. To obtain an ex-ante measure we should have to employ a forecasting model for the factor returns.
Suppose that the τ th conditional quantile function Q y it (τ |X i = x) of the response y it at time t given the covariate X i = x is additive
where h jt (·) are unknown functions without loss of generality satisfying h jt (x j )dP j (x j ) = 0 for t = 1, . . . , T (Horowitz and Lee, 2005) . Under the factor structure (2.1), we have for all
We will use this as the basis for the proposal of the estimation method in Section 3 below.
Estimation

Factor returns and characteristic-beta functions
We propose an iterative algorithm to estimate the factor returns and the characteristic-beta functions. The algorithm makes use of the structure in (2.2) so that it circumvents the "curse of dimensionality" (Bellman, 1961) while retaining flexibility of the nonparametric regression. The right hand side of (2.1) is bilinear in unknown quantities, so it seems difficult to avoid such an algorithmic approach.
To estimate g j (·), we first approximate them by B-spline functions described as follows. 
where
B jk (X ji ) = 0 and var{B jk (X j )} ≍ 1. We first approximate the unknown functions g j (x j ) by B-splines such that
⊺ and let ρ τ (u) = u(τ − I(u < 0)) be the quantile check function. The iterative algorithm is described as follows:
, we obtain
. The estimate for g j (x j ) at the (i + 1) th step is
We repeat steps 2 and 3, and consider that the algorithm converges at the (i + 1)
|| < ǫ for a small positive value ǫ. Then the final estimates are
Our experience in numerical analysis suggests that the proposed method converges well and rapidly using the consistent initial values proposed in Section 3.2. The algorithm stops after a finite number of iterations by using the consistent initial values.
Initial estimators
We first approximate the unknown functions h jt (x j ) by B-splines such that
We then obtain the initial estimators of g j (x j )
The initial estimator of f t is
for t = 1, . . . , T .
Asymptotic theory of the estimators
We suppose that there is some relabelling of the cross-sectional units i l 1 , . . . , i l N , whose generic index we denote by i * , such that the cross sectional dependence decays with the distance |i * − j * |. This assumption has been made in Connor and Korajczyk (1993) and Lee and Robinson (2016) . Our estimation procedure does not need to know the ordering of the data. However, to develop a robust inference procedure that accounts for heteroscedasticity and cross-sectional correlation (HAC), we need to order the data across i. As discussed in Lee and Robinson (2016) , in some economic applications, data may be ordered according to some explanatory variables. Such considerations are pursued in our real data analysis with detailed discussions given in Section 6. For notational simplicity, we denote the indices as {i, 1 ≤ i ≤ N} after the ordering. 1. Let N denote the collection of all positive integers. We use a φ-mixing coefficient to specify the dependence structure. Let
where σ (·) denotes a σ-field. Then the φ-mixing coefficient of
Without loss of generality, we assume that
⊺ , where h 0 jt (·) are the true unknown functions in (2.3) and x = (x 1 , . . . , x J ) ⊺ . Let
We make the following assumptions.
(C1) {W it } is a random field of φ-mixing random variables. The φ-mixing coefficient of 
all j with probability tending to one.
). The eigenvalues of Ω 0 N are bounded away from zero and infinity.
We allow that {W it } are weakly dependent across i and t, but need to satisfy the strong mixing condition given in Condition (C1). Moreover, Condition (C1) implies that {X i } is marginally cross-sectional mixing, and {f t } is marginally temporally mixing. Similar 
The theorem below presents the asymptotic distribution of the final estimator f t . Define
Let d N T be a sequence satisfying
. Suppose that the algorithm in Section 3.1 converges within a finite number of iterations. Then, for any t there is a stochastically bounded sequence
3), and I J+1 is the (J + 1) × (J + 1)
identity matrix.
The next theorem establishes the rate of convergence of the final estimator g j (x j ).
Theorem 2. Suppose that the same conditions as given in Theorem 1 hold. Then, for each j, 4) where φ N T is given in (4.2).
Remark 1:
The orders K N /(NT ) and K −r N are from the noise and bias terms for nonparametric estimation, respectively, and the order K 
and h is a bandwidth.
First, we show that the estimator Λ N t is a consistent estimator of Λ 0 N t given in the theorem below.
Theorem 3. Suppose that the same conditions as given in Theorem 1 hold, and h → 0,
Moreover, the exact form of Ω 0 N defined in Condition (C6) is given by
N , its sample analogue is not consistent. Kernel-based robust estimators that account for HAC are developed (Conley, 1999) , and are shown to be consistent under a variety of sets of conditions. It requires to use a truncation lag or "bandwidth", which tends to infinity at a slower rate of N. As pointed out by Kiefer and Vogelsang (2005) , this is a convenient assumption mathematically to ensure consistency, but it is unrealistic in finite sample studies. Adopting the idea in 
where Rf 0 t = r, where R is a q × (J + 1) matrix with rank q and r is a q × 1 vector. We construct an F -type statistic given as
When q = 1, we can construct a t-type statistic:
The limiting distributions of F N t,b and T N t,b under the null hypothesis are given in the following theorem. 
The limiting distributions of F N t,b and T N t,b under the alternative hypothesis H 1 : Rf 0 t = r + cN −1/2 are given in the following theorem. 
These results allow one to test whether the factors are zero in a particular time period or not. Our tests are robust to the form of the cross-sectional dependence in the idiosyncratic error.
Application
In a series of important papers, Fama and French (hereafter denoted FF), demonstrated that there have been large return premia associated with size and value, which are observable characteristics of stocks. They contended that these return premia can be ascribed to a rational asset pricing paradigm in which the size and value characteristics proxy for assets' sensitivities to pervasive sources of risk in the economy. FF (1993) used a simple portfolio sorting approach to estimating their factor model. Connor, Hagmann, and Linton (2012) used kernel-based semiparametric regression methodology to capture the same phenomenon.
In our data analysis, we use all securities from Center for Research in Security Prices We fit the quantile factor model (2.1) for each year, so that there are T = 251 observations. By taking the same strategy as He and Shi (1996) , we select the number of interior knots L N by minimizing the Bayesian information criterion (BIC) given as
For the estimator Λ N t given in (5.1), the optimal order for the bandwidth h is in the order of Tables 1 and 2, respectively, show the annualized standard deviations of the factor returns, the percentage of significant t-type statistics for each factor, and the median p-value at τ = 0.5. We can see that the results are consistent for different values of κ and b and for the two different orderings of the data. Moreover, all five factors are statistically significant with the median p-value smaller than 0.05.
Conclusions and discussion
We have taken for granted that the J factors are present in the sense that p lim
for j = 1, . . . , J. For the factors in our application this is quite a standard assumption, but in some cases one might wish to test this because if this condition fails, then the right hand side of (2.4) is close to zero and this equation cannot identify g 0 j (x j ). We outline below a test of the hypothesis (7.1) based on the unstructured additive quantile regression model (2.3).
A more limited objective is to test whether for a given time period t, f jt = 0.
We are interested in testing the hypothesis that
We also may be interested in a joint test H 0 = ∩ j∈I J H 0 A j , where I J is a set of integers, which is a subset of {1, 2, . . . , J}. These are tests of the presence of a factor.
We let
where h jt (·) is an estimator of the additive component function h jt (·) from the quantile additive model at time t, while a N,T and s N,T are constants to be determined. Under the null hypothesis (7.2) we may show that
while under the alternative we have τ j,n,T → ∞ with probability approaching one. To ensure that τ j,n,T has an asymptotic distribution, we may need a two-step estimator for the additive functions h jt (·) as given in Horowitz and Mammen (2011) or Ma and Yang (2011) . This interesting and challenging technical problem deserves further investigation, and it can be a good future research topic. 
Appendix
We first introduce some notations which will be used throughout the Appendix. Let λ max (A) and λ min (A) denote the largest and smallest eigenvalues of a symmetric matrix A, respectively. For an m × n real matrix A, we denote A ∞ = max 1≤i≤m n j=1 |A ij |. For any vector a = (a 1 , . . . , a n ) ⊺ ∈ R n , denote ||a|| ∞ = max 1≤i≤n |a i |. We first study the asymptotic properties of the initial estimators g
The following proposition gives the convergence rate of g j (x j ) that will be used in the proofs of Theorems 1 and 2.
Proof of Proposition 1
According to the result on page 149 of de Boor (2001), for h 0 jt satisfying the smoothness condition given in (C2), there exists θ
, and h jt (·) are the estimators given in Section 3.2. We first give the Bernstein inequality for a φ-mixing sequence, which is used through our proof. Lemma 1. Let {ξ i } be a sequence of centered real-valued random variables. Let S n = n i=1 ξ i . Suppose the sequence has the φ-mixing coefficient satisfying φ(k) ≤ exp(−2ck) for some c > 0 and sup i≥1 |ξ i | ≤ M. Then there is a positive constant C 1 depending only on c such that for all n ≥ 2
Proof. The result of Lemma 1 is given in Theorem 2 on page 275 of Merlevéde, Peligrad and Rio (2009) when the sequence {ξ i } has the α-mixing coefficient satisfying α(k) ≤ exp(−2ck)
for some c > 0. Thus, this result also holds for the sequence having the φ-mixing coefficient
. By the same reasoning as the proofs for (ii) of Lemma A.7 in Ma and Yang (2011), we have with probability approaching 1, as N → ∞, there exist constants 0 < C 1 ≤ C 2 < ∞ such that
uniformly in t = 1, ..., T .
Next lemma presents the Bahadur representation for ϑ t = ( h ut , θ ⊺ t ) ⊺ using the results in Lemmas S.1-S.3 given in the Supplemental Materials.
Lemma 2. Under Conditions (C1)-(C3), and K
uniformly in t, and the remaining term R N t satisfies
Proof. By Lemma S.3 in the Supplemental Materials, we have
Moreover,
Thus,
By Lemmas S.1 and S.2 in the Supplemental Materials and (A.3), we have
for some constant 0 < C < ∞, and by Condition (C1), we have
Hence, by the above results, we have
for some constant 0 < C ′′ < ∞. Thus
Therefore, by the Bernstein's inequality in Lemma 1 and the union bound of probability, following the same procedure as the proof for Lemma S.1 given in the Supplemental Materials, we have
Therefore, by (A.6), (A.7) and (A.8), we have ϑ t − ϑ
Proof of Proposition 1. Let 1 l be the (J + 1) × 1 vector with the l th element as "1" and other elements as "0". By (A.4) in Lemma 2, we have
and
by the assumption that K
Also by (A.1), we have sup
where the remaining term η N,jt (x j ) satisfies
Moreover, by Berntein's inequality and following the same procedure as the proof for Lemma
Therefore, by (A.9), (A.10), (A.11) and (A.12), we have
Moreover, by Conditions (C3) and (C4), we have with probability approaching 1, as N → ∞,
(A.14)
Hence, this result together with (A.9) leads to that with probability approaching 1, as
Moreover by (A.10), there exists a constant C * ∈ (0, ∞) such that .16) and
c 1 K N for some constant 0 < c 1 < ∞, and by Condition (C1), we have
Hence by Condition (C1), we have
Thus, by Markov's inequality,
Moreover, by the definition of D N t,1 given in (A.5), we have
By (A.12) and log(K
Therefore, the above results together with (A.15), (A.16) and (A.17) lead to
By the above result and Condition (C3), we have
Moreover, (A.9) leads to that with probability approaching 1, as N → ∞,
By (A.11) and (A.14),
By (A.14) and (A.18),
Hence, the results in Proposition 1 follow from the above results directly.
Proofs of Theorems 1 and 2
We first present the following several lemmas that will be used in the proofs of Theorems 1 and 2. We define the infeasible estimator f *
Lemma 3. Under Conditions (C1), (C2), (C4), (C5) and (C6), we have as
where Σ 0 N t is given in (4.1).
Proof. By Bahadur representation for the φ-mixing case (see Babu (1989) ), we have 20) and ||υ N t || = o p (N −1/2 ) for every t, where Recall that the initial estimator f 
), respectively, where
j (·), 1 ≤ j ≤ J} and g 0 = {g 
In the following, we will show that We have
for some constant 0 < C L < ∞, where the first inequality follows from the fact that
where g j (x j ) = B j (x j ) ⊺ λ j , and
In Lemma S.4 in the Supplemental Materials, we show that as N → ∞,
uniformly in ||λ j − λ 
In Lemma S.5 in the Supplemental Materials, we show that
, we have
In Lemma S.6 in the Supplemental Materials, we show that for any t there is a stochastically bounded sequence δ N,jt such that as N → ∞, , we obtain
j . The estimator for g j (x j ) at the 1 st step is
We define the infeasible estimator of λ as .30) and r * j,it = r j (X ji )f 0 jt . Moreover, define
By the same procedure as the proof of Lemma 2, for K
, we obtain the Bahadur representation for λ * − λ 0 as .32) and the remaining term R * N T satisfies
By (A.32) and following the same reasoning as the proof for (A.13), we have sup
. Therefore, we have
and thus
Then the result (A.27) is proved. Define
Hence, λ [1] and λ * are the minimizers of L *
, λ) and L * N T (f 0 , λ), respectively. In Lemma S.7 in the Supplemental Materials, we show that
Hence, by (A.32), (A.33) and ||Ψ
Therefore, the result (A.28) follows from the above results directly.
Proofs of Theorems 1 and 2. Based on (A.29) in Lemma 5, the result in Lemma 4 holds for
t with a different bounded sequence. Then the result (A.29) in Lemma 5 holds for g [2] j (x j ). This process can be continued for any finite number of iterations. By assuming that the algorithm in Section 3.1 converges at the (i + 1)
th step for any finite number i, the results in Lemmas 4 and 5 hold for f t = f
[i+1] t and g j = g
[i+1] j (x j ). Hence, Theorem 1 for f t follows from Lemmas 3 and 4, directly, and Theorem 2 for g j is proved by using Lemma 5.
Proofs of Theorem 3
Proof. We prove the consistency of Λ N t . Define
We will show ||
Since there exist some constants 0 < c f , c 1 < ∞ such that with probability approaching 1,
where φ N T is given in (4.2), and the last inequality follows from the result in Theorem 2, then there exists some constant 0 < c < ∞ such that with probability approaching 1,
⊺ || ≤ C a , and thus we have
by the assumption that h −1 φ N T = o(1) and h
. Moreover, for any vector a ∈R J+1 and ||a|| 2 = 1, we have with probability approaching 1, there exists a constant 0 < C < ∞ such that
Hence, we have
Next, we will show ||
for some constant 0 < c ′ < ∞, where h * and h * * are some values between 0 and h, and the last inequality follows from Condition (C2), then by the above result and Condition (C5),
Moreover, by Conditions (C1), we have E{I(|ε it | ≤ h)} ≤ 2C * h for some constant C * ∈ (0, ∞), and then for any vector a ∈ R (J+1) with ||a|| =1, by Conditions (C1), (C2) and (C3),
we have
By (A.35) and (A.36), we have ||
Proofs of Theorem 4
Proof.
and
and by the results in Lemmas 3-5, we have
By Lemma S.6, we have
Following similar arguments to the proof in Lemma S.8, we have
and thus by Taylor's expansion, we have
Hence, by (A.39), (A.40) and (A.41), we have
This result, together with (A.37), implies
. By following the argument above again, we have ||N
by the weak law of large numbers. Hence, ||N
By (A.37) and (A.38), w N t = o p (1). By this result and also applying the identity that
and then again to the sum over i, we obtain
Hence, by (A.42), (A.43), and (A.44), it follows that
By the continuous mapping theorem,
Then the proof is completed.
Proofs of Theorems 5 and 6
Proof. By (A.37),
It directly follows from (A.45), (A.46) and (A.47) that
is a q × 1 vector of normal random variables with mean zero and 
Thus by (A.45), we have
). Then the result in Theorem 6 follows from the above results. The proof is completed.
In this supplement, we present Lemmas S.1-S.3 which are used to prove Lemma 2 in Section 9.1. We also give Lemmas S.4-S.6 which are used in the proofs of Lemmas 3 and 4, and Lemmas S.7-S.8 which are used in the proofs of Lemma 5 in Section 9.2.
Lemma S.1. Under Conditions (C1) and (C2), and
log NT ). where
By Condition (C2), we have that there are some constants 0 < c
Next we will show the convergence rate for max 1≤v≤V |Γ tN,2v |. It is easy to see that
N for some constant 0 < c 1 < ∞. Moreover,
for some constants 0 < c *
. By Condition (C1), for each fixed t, the sequence
by the Bernstein's inequality given in Lemma 1, we have for N sufficiently large,
for some constant 0 < c 4 < ∞. By the union bound of probability, we have
Hence, taking a large enough, one has
Then we have
Next we will show the convergence rate for ∆ tN,2 . Let g tN,i,ℓ (ϑ t,v ) be the ℓ th element in
for some constant 0 < c
we have for i = j,
where c 2 = c
. Thus, by the Bernstein's inequality given in Lemma 1 and
, we have for N sufficiently large,
for some constant 0 < c 3 < ∞. By the union bound of probability, we have
Hence,
By the union bound of probability again, we have
Therefore, by (S.1), (S.2), (S.3), (S.4) and (S.5), we have
log NT ).
Lemma S.2. Under Conditions (C1) and (C2),
Lemma S.3. Under Conditions (C2) and (C3), as N → ∞,
where ||R *
Proof Lemma S.4. Under Conditions (C2) and (C3),
Proof. By using the identity of Knight (1998) that
By Lipschitz continuity of p i (ε|X i , f t ) given in Condition (C2) and boundedness of f 0 jt in Condition (C3), we have
where o(·) holds uniformly in ||λ j − λ 
Since sup
. By similar reasoning to the proof for Theorem 2 in Lee and Robinson (2016), we have
. Hence, by these results,
we have the result in Lemma S.4.
Lemma S.5. Under Conditions (C2) and (C3), we have
Proof. By (S.6), we have
By following the same reasoning as the proof for (S.7), we have
Hence with probability approaching 1, as N → ∞,
for some constant 0 < C W < ∞. Moreover,
for some constants 0 < C ′′ < ∞ and 0 < C ′′′ < ∞. Therefore, for N → ∞,
for some constant 0 < C ′′′′ < ∞. Following the same routine procedure as the proof in Lemma S.1 by applying the Bernstein's inequality, we have 
W N t,13 = (W N tj,13 , 0 ≤ j ≤ J)
It is easy to see that E(W N tj,12 ) = 0. Also by the φ-mixing distribution condition given in Moreover, E(W N tj,13 |X, F)=N Q it ψ τ (y it − f ut − λ 0⊺ Q it ), (S.13)
By following the same reasoning as in the proofs of Lemmas S.4 and S.5, we have 
Since ||(NT )
i (X i )(τ − I(ε it < 0))|| = O p {(NT ) −1/2 }, and
we have 
