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ABSTRACT 
Let A (x, E) he an n X n matrix function holomorphic for ] x] < xc, 0 < E < ee, and 
possessing, uniformly in x, an asymptotic expansion A(T,E)-~~~A~(~)E’, as .z+O+. 
An invertible, holomorphic matrix function P(r,e) with an asymptotic expansion 
P(x,E)-~~~P,(x)F~, as E-+O+, is constructed, such that the transformation y= 
P (x, E).Z takes the differential equation E hdy/ dx = A (x, E) y, h a positive integer, into 
E h&/dx = B (x, E)Z, where B (x, E) is asymptotically equal, to all orders, to a matrix in 
a canonical form for holomorphic matrices due to V. I. Arnold. 
1. INTRODUCTION 
In [l] V. I. Arnold constructed what might be called a canonical form for 
holomorphic matrix valued functions under holomorphic similarity transfor- 
mations. The purpose of this paper is to apply Arnold’s result to the 
asymptotic theory of linear ordinary differential equations with a parameter 
of the form 
thg =A(x,E) y, (1.1) 
where A (x, E) is an n X n matrix, holomorphic in both variables for 
1x1 G x0. O<&<Eo 
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and having, uniformly for 1x1 < ;~a, an asymptotic expansion 
A(r,s)- 2 Ar(x)er as &+O+. 
r=o 
(1.3) 
In Theorem 3.1 a kind of normal form for problems of the type (1.1) is 
described, which can be made the starting point of further analysis. The 
results are local, not global, which is also true of Arnold’s theory. 
2. ARNOLD’S CANONICAL FORM 
This section is a brief summary of Arnold’s main result in [I] specialized 
to one independent variable. 
Let M(x) be an n X n matrix holomorphic in 1 rl < x0. By a constant 
similarity transformation, M (0) can be changed into its Jordan form. We 
assume, without loss of generality, that this has been done already and that 
M (0) is uwer triangular. 
ASSUMPTION I. M (0) is in Jordan canonical form. 
Thanks to an often proved theorem (see, e.g., [4]), M(x) can be changed 
by a similarity transformation with a holomorphic matrix into a block 
diagonal matrix, holomorphic at x=0, each block of which has only one 
distinct eigenvalue at x = 0. 
Hence, the hypothesis below also does not entail a restriction of general- 
ity: 
ASSUMPTION II. M (0) has only one distinct eigenualue. 
Let m,>m,>... > mP be the degrees of the elementary divisors of 
M(O), and assume that the corresponding Jordan blocks are arranged in the 
same order of decreasing size. These blocks generate a partitioning of M (0), 
the blocks of which may be called M’“(O), p, v = 1,2,. . . ,p. The same 
notation with superscripts will be used for the corresponding partitioning of 
any n X n matrix. 
For a simple description of Arnold’s canonical matrices we introduce a 
set of distinct n X rz matrices Ii, j = 1,2,. . . , d, defined as follows: Each Ii has 
one entry of value I, all other entries being zero. If Ii”” is the block (as 
described above) of Ii which is not zero, then the nonzero entry is in the last 
row of the block if p < v, and in the first column if p > v. All such matrices 
are included in the set Ii, Ia,. . . , rd. For the sake of precision, we specify 
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that the ordering of this set of matrices is to be such that Ii has its nonzero 
entry in the first position of the last row of lY:i and that the numbering then 
proceeds from left to right and downward as in ordinary English writing, 
The number d is given by the formula 
d= $J (2p-l)m,, (2.1) 
(*=l 
as can be readily verified. 
This being clearly a case where a picture is worth a thousand words, Fig. 
1 may be helpful. 
Arnold’s theorem, specialized to functions of one variable, says the 
following. 
THEOREM 2.1 (Arnold). Corresponding to every n X n matrix function 
M(x), holorrwrphic at x = 0 and satisfying Assumptions I und II, there exist d 
scalar functions pi (x), j = 1,2, . . . , d, holomorphic and equal to zero at x=0, 
such that M (x) is holomorphically similar to 
M(o)+ 5 Pi(“)rj (2.2) 
j=l 
in some neighborhood of x=0. 
1 M21 j M22 1 Mm 1 
I M31 M32 MS I I 
I II I 
FIG. 1. 
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“Holomorphically similar” means “pointwise similar in a region by means 
of a transformation with a holomorphic matrix with a holomorphic inverse”. 
REMARK. The functions pi(x) are not always uniquely determined, but it 
is proved in [l] that no family of matrices involving fewer than d indepen- 
dent parameter functions can replace (2.3) in the statement of Theorem 2.1. 
This fact justifies the name “Arnold’s canonical matrices” for matrices of the 
form (2.2) or, more generally, for matrices that are direct sums of such 
matrices. 
If M (0) has many distinct eigenvalues, or if to a multiple eigenvalue there 
belong relatively few elementary divisors, Arnold’s canonical form for M(x) 
may be substantially simpler than M(x) itself, in that it is then a rather 
sparse matrix (i.e., one having many zero entries). On the other hand, there 
are cases in which reduction to Arnold’s form may hardly be worth while. In 
the extreme case that M (0) is a multiple of the identity matrix, 
theorem is vacuous: M(x) itself is in canonical form. 
For later use in this paper, I state one essential ingredient of 
proof of Theorem 2.1 as a lemma. 
Arnold’s 
Arnold’s 
LEMMA 2.1. Every element F in the vector space C”’ of all n X n 
matrices with constant complex valued entries can be written (not uniquely) 
in the form 
F=PM(O)-M(O)P- 5 @Y, 
/=I 
where the matrix P of C”’ and the complex scalars pi depend on F. 
3. FORMAL SIMPLIFICATION OF THE 
DIFFERENTIAL EQUATION 
Let P (x, E) be an n X n matrix function with the same properties as A (x, E) 
in Sec. 1; i.e., P is holomorphic in (1.2) and admits a uniform asymptotic 
expansion 
P(X,E)- 2 Pr(X)s: e+o+. (3.1) 
r=O 
If P is, in addition, nonsingular, the transformation 
z=P(x,e) y (3.2) 
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takes the differential equation (1.1) into another one, 
& 
,, d.z 
z = B (x, &)Z, (3.3) 
of the same type. Arnold’s result will be used to construct a transformation 
(3.2) for which B (x, F) is very nearly in Arnold’s form and, in particular, as 
sparse as possible. 
By virtue of a theorem of Sibuya [2, 41, it is no loss of generality to adopt 
the hypothesis below. 
ASSUMPTION III. A,(O) is in Jordan form and has only one distinct 
eigencalue. 
If X is the eigenvalue of A,(O), the simple transformation 
q=exp{ --E-~‘~x} y, 
which is not of the form (3.2), produces a problem in which Assumption III 
is still true and the eigenvalue h is zero. For convenience this hypothesis will 
also be added: then we have 
ASSUMPTION IV. A,(O) is nilpotent. 
Furthermore, an application of Theorem 2.1 shows that a holomorphic 
change of the dependent variable y, independent of E, will transform A,(r) 
into Arnold’s canonical form, so that we may adopt, from the outset, 
ASSUMPTION V. AC,(r) is in Arnold’s canonical form. 





Conversely, any nonsingular matrix P that solves (3.4) defines a transforma- 
tion (3.2) from (1.1) into (3.3). In this section, (3.4) will be solved in the 
formal sense by a series in powers of F, when B (x, E) is chosen as a formal 
series that is as much like an Arnold canonical matrix as possible. More 
precisely: In (3.4), pl re ace A by the series in (1.3), P by the series in (3.1) and 
B bY 





B,(x) =A,(x) =A,@) + 5 ~&.)r~a PjO(0) =o; (3.6) 
j=l 
B,(x) = li PjJ”)rj’ r > 0, (3.7) 
/=I 
with the pi,(x) to be determined as holomorphic scalar functions. The usual 
formal operations on the series are to produce, after collecting like powers of 
E, the same series in powers of E in both members of (3.4). We satisfy the first 
of the resulting recursive sequence of equations, i.e., 
Po (x)&(x) -A,(xP’o (4 =O, 
by setting 
PO (x) = I. (3.8) 
The other conditions can then be written in the form 
P,(x)A,(x)-A,(x)P,(x)- 2 ~~Ax)r~=F,b), r> 1, (3.9) 
j=l 
where F,(x) is a known holomorphic function if P,(x), pjS (x) have already 
been determined as holomorphic functions for s < r - 1, 1 < j < d. 
Formula (3.9) is a set of n2 scalar linear equations for n2+ d scalar 
functions of x, namely the n2 entries of P,(x) and the d functions +(x), 
j=l,2 , . . . , d. From Lemma 2.1 we know that this set of equations has a 
solution at x =O, no matter what F,(O) might be. In other words, the linear 
operator from Cn2+d into C”’ defined by the left member of (3.9) has 
maximal rank n2 at x =O. It follows from a version of the implicit function 
theorem (or else from elementary facts of matrix theory) that (3.9) has 
solutions P,(x), p,(x), i= 1,2,. . ., d, which are holomorphic in a disk 1x1~ x2,, 
independent of r. Neither P,(r) nor the pi,(x) are, in general, unique. 
This completes the proof of the theorem below. 
THEOREM 3.1. Zf Assumptions III, IV and V (which can be satisfied 
without losing generality) are true, there exist matrices P,(x), r = 0, 1, . . . with 
P,,(x) = I and scalars pi,(x), i = 1,2,. . . , d, r = 0, 1, . . . , all holomorphic in a disk 
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As was pointed out before, the functions pi,(x), are in general not unique. 
My result in [3] can be interpreted, in the present terminology, as a proof 
that all Q,(X), r> 0, may be chosen as zero in the special case when p = 1 
(and therefore, m, = n, d = n), and also plo(0) #O. 
4. REMARKS ON THE ANALYTIC SIMPLIFICATION 
The analytic implications of the formal theorem 3.1 are not immediately 
apparent. It is true that there always exist matrix functions P(x, E) and scalar 
functions 4 (x, E) which are asymptotically represented by the formal series in 
(3.10) and (3.12) as e+O + . This follows from the so-called Borel-Bitt 
theorem (see, e.g., [4], Theorem 9.6). As can be immediately verified, the 
transformation 
z=P(x,&) y 
then changes (1.1) into 
A,,(O)+ 5 pi(x,e)Ti+E(x,e) z 
j=l I (4.1) 
with a matrix E (x, E) whose asymptotic expansion is zero, as e-O+, uni- 
formly for Ix]< xa. Nothing else is known about E (x, E). 
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Equation (4.1) is of some interest, but it falls short of what one wishes to 
achieve, unless it can be shown that the term E (x, E) causes only asymptoti- 
cally negligible changes in the solutions of the differential equation. This task 
turns out to be equivalent to proving that E (x,F) can be made identically 
zero by a judicious choice of the functions P (x, E), pi( x, E) among the 
infinitely many functions with the same asymptotic expansion. 
The most general result in this direction known to me is contained in [5], 
[6]. These papers discuss in some generality the question as to when the 
existence of a form& transformation of (1.1) implies the existence of a 
corresponding analytic transformation. The sufficient,condition for this to be 
the case, given in [5] (Hypothesis (H) of [5]) is, indeed, satisfied when p = 1, 
pia(O)#O, the special case mentioned above. It is easy to describe numerous 
additional special types of differential equations for which [5], [6] establishes 
the analytic validity of our formal procedure. 
The hypothesis (H) of [5] is, however, unnecessarily restrictive. A gener- 
alization of [5], [6] which applies to the present problem under milder 
hypotheses will be published separately. 
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