Let (A, ∆) be a multiplier Hopf algebra. In general, the underlying algebra A need not have an identity and the coproduct ∆ does not map A into A ⊗ A but rather into its multiplier algebra M (A ⊗ A). In this paper, we study some tools that are frequently used when dealing with such multiplier Hopf algebras and that are typical for working with algebras without identity in this context. The basic ingredient is a unital left A-module X. And the basic construction is that of extending the module by looking at linear maps ρ :
Introduction
If A is a finite-dimensional Hopf algebra, the dual space A ′ of all linear functionals on A is again a Hopf algebra. The product and the coproduct on A ′ are obtained by dualizing the coproduct and the product of A. If A is an infinite-dimensional Hopf algebra, the result is no longer valid. In some cases, it is possible to find one or more Hopf algebra's B that can be paired with A, in a non-degenerate way, and such that the product and coproduct on B are dual to the coproduct and product on A.
On the other hand, if A is any Hopf algebra with integrals (and invertible antipode), there is a natural subspace A of the full dual space A ′ , still separating points of A, and carrying the structure of a multiplier Hopf algebra. The product on A is inherited from the product on A ′ , which is dual to the coproduct on A. Also the coproduct ∆ on A is dual to the product on A but it does not map A into the tensor product A ⊗ A, but rather into its multiplier algebra M ( A ⊗ A). Also this dual multiplier Hopf algebra ( A, ∆) has integrals. This duality is a special case of the more general duality of regular multiplier Hopf algebras with integrals, the so-called algebraic quantum groups (see [VD2] . It extends the duality of finite-dimensional Hopf algebras and many of the results about Hopf algebras that can only be proven in the finite-dimensional case, are still true for this much bigger class of multiplier Hopf algebras with integrals. This duality also has some advantages over that of a pairing of Hopf algebras because of the presence of integrals on both sides. The main technical difficulty is due to the fact that the algebras involved, in general, have no identity. In this context, it is also not a good idea to simply add an identity. On the contrary, the relevant construction is that of passing to the multiplier algebra M (A) when A had no identity. This multiplier Hopf algebra can be characterized as the largest algebra with identity, containing A as a dense two-sided ideal. It is called a dense ideal because of the property that, when x ∈ M (A), then x = 0 if either ax = 0 for all a ∈ A or xa = 0 for all a ∈ A. This fact has many consequences and implies that often some care is necessary. A good example to illustrate this statement is the use of the Sweedler notation for multiplier Hopf algebras. It is well established for Hopf algebras and very useful because it makes formula's and calculations more transparent and therefore easier to understand. This is also true when working with multiplier Hopf algebras, but then the use of the Sweedler notation is much more tricky. The (obvious) reason is that the coproduct does not have range in the tensor product, but rather in the multiplier algebra of the tensor product. The use of the Sweedler notation for multiplier Hopf algebras has been introduced first in [Dr-VD] . Since then it has been a common practice. One always has to make sure that the proper coverings are present (again see [Dr-VD] ). Recently however, in an attempt to generalize Majid's bicrossproduct construction, we felt the need to develop this tool in a more rigorous way. Indeed, formula's in the context of these bicrossproducts, where there is a mixing of coproducts and coactions, are quite complicated. The use of the Sweedler notation is a clarifying tool, but quite involved when generalizing to multiplier Hopf algebras.
This takes us to the aim and the content of this paper.
In Section 1 we begin with our basic construction. We consider an algebra A with a non-degenerate product and a non-degenerate left A-module X. The action is written as multiplication. We define the space Y of linear maps ρ : A → X satisfying ρ(aa ′ ) = aρ(a ′ ) for all a, a ′ ∈ A. The space Y is again a left A-module in a natural way and it contains X as a submodule. For all elements y in Y we have ay ∈ X for all a ∈ A. Roughly speaking, this property characterizes Y . We call Y the completed module. Observe that we get nothing new when A has an identity, but if this is not the case, we do get a strictly bigger module in general. Also in Section 1, we consider right modules, bimodules and we apply the basic construction to more complicated and iterated cases. We illustrate all of this with many examples. Most of these come from the theory of multiplier Hopf algebras. In Section 2, we start with the ingredients of the previous section and we consider linear maps F from the left A-module X to any vector space V . We say that the variable is covered if there exists an element e in A such that F (ex) = F (x) for all x in X. Then, we can extend the map F to the completed module Y such that F (y) = F (ey) with e as before. Again we consider the case of a right module and a bimodule as well and we give plenty of examples, some of which involving the more complicated iterated cases as given in the first section. Also in this section, we discuss the use of the Sweedler notation. As it turns out, a rigorous treatment is based on the previously introduced notions of covering and the extension of linear maps from the module to the extended module. Also here we give several examples. It can be noticed already in the two previous sections that the theory is rather simple and not very deep but that nevertheless, the applications and the examples can become quite complicated. There are also many different situations where the theory can be applied. For this reason, we have included a third section with more complicated cases and more examples. The last (very short) section contains some conclusions. Finally, in a (also short) appendix, we discuss a topological point of view. It is not really used in our approach, but we feel it is illuminating and can help for a better and more complete understanding of the matter. The aim of the paper mainly is to clarify the use of the Sweedler notation, both for coproducts and coactions, by making it more rigorous. The focus in the paper is on the examples as explained before. And because the Sweedler notation has already been used before in this context, we will often give examples that refer to the existing cases in literature. This may give the (wrong) impression that the arguments in earlier work are not completely correct. Indeed, this is not the case. We just explain here, in a more explicit way, the ideas that are behind the techniques used in earlier work. We have noticed that for many people reading this work, the passage from Hopf algebras to multiplier Hopf algebras is not an obvious one. With this paper, we hope to contribute to making this step easier.
Notations and conventions
We work with (associative) algebras over the field C of complex numbers but in fact, the theory is also valid for algebras over other fields. We do not require the algebras to have an identity, but we do assume that always the product is non-degenerate as a bilinear map. In that case, one can consider the multiplier algebra M (A) as we explained already before in this introduction. If already A has an identity, then M (A) = A, but otherwise, in general, M (A) will be much larger than A itself. We use 1 for the identity in M (A). On the other hand, we always use ι to denote the identity map. When e.g. we have a linear map f : A → C, we use f ⊗ ι for the slice map
As it should be clear from this introduction, we will also use the Sweedler notation, both for coproducts and for actions. But then, we will explain carefully how this should be done.
The new notations we will introduce further in this paper are chosen very carefully. They may seem somewhat confusing in the first place, but soon, the reader will find out that they are quite logical and convenient. This practice will be completely in agreement with the aim and the spirit of the paper as explained before.
Basic references
For the basic theory of Hopf algebras, we refer to the standard works [A] and [S] . For multiplier Hopf algebras, the main reference is [VD1] and when they have integrals, it is [VD2] . Actions of multiplier Hopf algebras have been studied in [Dr-VD-Z] . The use of the Sweedler notation for multiplier Hopf algebras has been introduced in [Dr-VD] . See also [VD-Z] for a survey on the subject. The paper [De-V-W] , where Majid's bicrossproduct construction is generalized to multiplier Hopf algebras, has been the motivating source for writing this note.
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Module extensions
Let A be an (associative) algebra over the field C of complex numbers. It may or may not have an identity. If the algebra has an identity, we denote it by 1. If the algebra as no identity, we want the product to be non-degenerate (as a bilinear form). Remark that this is automatic if the algebra has an identity. Let X be a vector space over C. Assume that it is a left A-module. We think of the module action as multiplication and therefore we write ax where a is in A and acts on the vector x ∈ X. So, the module property writes as associativity: For all a, a ′ ∈ A and x ∈ X, we have (aa
We will also work with right modules and bimodules (with left and right action, either of the same algebra or two different algebras). And we will use similar notations as in the case of left modules.
We will always assume non-degenerate module actions. So, if e.g. X is a left A-module, we require that x = 0 if x ∈ X and ax = 0 for all a ∈ A. Sometimes, we will assume that the actions are unital. Again for a left A-module X this means that the span of the elements ax with a ∈ A and x ∈ X is all of X. When A has an identity, the action is non-degenerate if and only if 1x = x for all x ∈ X. Then it is also unital. When A has no identity, the two notions may be different. For most of the algebras we will consider here, any unital action is also non-degenerate (but also then, the converse need not be true).
The basic construction
Consider an algebra A and a left A-module X. So we assume that the product in A is non-degenerate and that also the module action is non-degenerate. We will now extend the module X. The construction is quite simple, but it is the basis of more complicated constructions we will have in the sequel.
Definition
We denote by Y the vector space of linear maps ρ :
For any x ∈ X, we have an element ρ x in Y defined by ρ x (a) = ax. The map x → ρ x is injective. Indeed, if ρ x = 0, then ax = 0 for all a ∈ A and as the module is assumed to be non-degenerate, we get x = 0.
We can make Y into a left A-module and we get the following result:
1.2 Proposition For any ρ ∈ Y and a ∈ A, define aρ : A → X by (aρ)(a ′ ) = ρ(a ′ a). This makes Y into a left A-module, containing X as a sub-module.
so that (aa ′ )ρ = a(a ′ ρ). It follows that Y is a left A-module. Finally, to show that X is a sub-module, take also x ∈ X and consider the map x → ρ x as before. Then
and we see that x → ρ x is a map of left modules.
If the algebra A has an identity, then Y = X because when ρ ∈ Y and x = ρ(1), we get
In general however, we will have that X is a proper subset of Y . Also in general, the extended module can be degenerate. Indeed, suppose that ρ ∈ Y and aρ = 0 for all a ∈ A. Then ρ(a ′ a) = 0 for all a, a ′ ∈ A. In order to conclude that ρ = 0, it is sufficient to have that A 2 = A. Then, the extended module will be non-degenerate. Under this assumption, when we repeat the procedure, we will end up with the same extended module Y . We always have that AY ⊆ X. If the left module X is unital, i.e. when X = AX, then X ⊆ AY ⊆ X so that AY = X. In general however, we may have that AY is a proper submodule of X.
In what follows, we will use symbols like y for elements in Y and then, if a ∈ A, we will write ay for y(a). The defining property of elements of Y now reads as associativity: For all a, a ′ ∈ A, we have a(a ′ y) = (aa ′ )y. Also, when a ′ y is considered as the element y, acted upon by a ′ , we get
We see that the notations are compatible.
Notation
Sometimes, we will use X for the extended module Y and call it the completion of X.
We refer to the Appendix where we motivate this notation and terminology in a topological context (see Proposition A.1). As we noticed already, repeating the procedure in most cases gives nothing new. This is completely in agreement with the results in the appendix.
Let us now consider some basic examples.
1.4 Examples i) Take any set G and let A be the algebra K(G) of complex functions with finite support on G (and pointwise operations). Let A act on itself by multiplication. The completed module is the space C(G) of all complex functions and also the extended action is still the product. Observe that a product of any complex function with a function of finite support again has finite support. ii) Let A be any algebra and let it act on itself by multiplication on the left. The completed module consists of the right multipliers R(A) of A, i.e. of 'elements' y such that ay ∈ A for all a ∈ A. The previous example is a special case of this one. iii) Again, let A be any algebra and V a vector space. Let X = A ⊗ V and let A act on X by multiplying the first factor from the left. So a(a
′ ∈ A and v ∈ V . If the space V is finite-dimensional, the extended module Y will be R(A) ⊗ V where R(A) are the right multipliers of A (as in ii). However, if V is infinite-dimensional, we may get a bigger space. iv) Suppose e.g. that A = K(G) as in i). If X = A ⊗ V as in iii), then X = K(G, V ), the space of functions from G to V with finite support. Then the completed module Y will be C(G, V ), the space of all functions from G to V . Indeed, if we multiply such a function with a function in K(G), we get a function in K(G, V ). In general, C(G, V ) will be strictly bigger than C(G) ⊗ V .
These simple examples are important, not only for understanding the basic ideas, but also for illustrating the reason why these extended modules are important when working with algebras without identity. The last example e.g. shows that (algebraic) tensor products are no longer sufficient when dealing with these objects. We will give more, and more complicated examples later.
Bimodules
It is clear that we can do the same thing for right A-modules. However, let us now consider the case of a bimodule. So, in what follows, A will be an algebra as before, but X will be a left-right A-bimodule. Again the left and right actions of a ∈ A on x ∈ A will be written as ax and xa respectively. We can apply the previous basic construction, on the left module and on the right module. However, we would like to extend the bimodule structure. This is done as follows:
1.5 Definition Let X be a (non-degenerate) A-bimodule. Denote by Z the space of pairs (λ, ρ) of linear maps from A to X satisfying
When we have such a pair of maps and if a, a ′ , a ′′ ∈ A, we clearly have
and because X is assumed to be non-degenerate (as a right module), we find ρ(aa ′ ) = aρ(a ′ ). Similarly, because X is also assumed to be non-degenerate as a left module, we get λ(aa ′ ) = λ(a)a ′ . It follows that ρ belongs to the extension of the left module (as in Definition 1.1) and that λ is an element of the extension of the right module. We will come back to this in the next item of this section. Now, we proceed as for the basic case in the first item. For any x ∈ X, we can define an element (λ x , ρ x ) in Z by λ x (a) = xa and ρ x (a) = ax when a ∈ A. Indeed we have because of the bimodule property,
′ whenever a, a ′ ∈ A and x ∈ X. Moreover, the map x → (λ x , ρ x ) from x to Z is injective because X is assumed to be a non-degenerate module. So, we can view X as sitting in Z. And just as for the basic extension, also here we can extend the module action:
1.6 Proposition For any element z = (λ, ρ) in Z and a ∈ A, we define
This makes Z into a left-right A-bimodule. The embedding of X in Z, defined as above, is a bimodule map.
and this shows that az ∈ Z. Similarly
showing that also za ∈ Z.
A straightforward application of the definitions gives that
for all a, a ′ ∈ A and z ∈ Z. It follows that we have bimodule.
Finally, if a ∈ A and x ∈ X and if z = (λ x , ρ x ) as defined before, we get
Because
we see that
Therefore, the map x → (λ x , ρ x ) is a module map from X to Z.
If 1 ∈ A, again we will have Z = X. Indeed, from the defining property, we get for any z = (ρ, λ) ∈ Z that ρ(1) = λ(1). And if we denote this element with x, we find ρ(a) = ax and λ(a) = xa for all a. Therefore z = (ρ x , λ x ). In this case, contrary to the situation with a left or a right module, the extended module Z will always we non-degenerate. Indeed, if z = (ρ, λ) ∈ Z and if az = 0 for all a, then we get aλ( · ) = 0 for all a and hence λ = 0. Then also ρ = 0 and so z = 0. Similarly on the other side. We always have AZA ⊆ X and if X is unital, we get equality.
As we have done before, also here we will simply write az = ρ(a) and za = λ(a)
when z = (λ, ρ) ∈ Z and a ∈ A. The defining relation in Definition 1.5 again reads now as associativity (az)a ′ = a(za ′ ). One also verifies easily that this notation is compatible with the module structure defined on Z in Proposition 1.6. We have e.g. az = (aλ( · ), ρ( · a)) for z = (λ, ρ) and then
for all a. Similarly for za.
Let us now consider again some examples:
1.7 Examples i) Let A be any algebra and consider left and right multiplication. The above construction yields the multiplier algebra M (A) as it was first introduced in [VD1] . ii) Again, consider any algebra A and make A ⊗ A into a bimodule by
when a, a ′ and a ′′ are elements in A. Now, the construction will give the subalgebra of elements x in M (A ⊗ A) with the property that
for all a ∈ A. If (A, ∆) is a multiplier Hopf algebra, it is a condition that ∆(A) belongs to this subalgebra of M (A ⊗ A) (see [VD1] ). iii) Now, consider an algebra A and a vector space V . Let X = A ⊗ V and make X into a bimodule in the obvious way:
where a, a ∈ A and v ∈ V . If A is a regular multiplier Hopf algebra and Γ a coaction of A on V , it is one of the requirements that Γ maps V into the extended module for this bimodule X (see e.g. [De-VD-W] ). We will come back to this example later. In fact, this example will appear several times in what follows, in different circumstances.
It should be mentioned here that we can also consider the case with two algebras A and B and a left A-, right B-bimodule X. The result is again an A-B-bimodule in the obvious way.
Bimodules as left and right modules
Let X be an A-bimodule. Then X is a left A-module and we can extend this to the left module, denote here by Y ℓ . On the other hand, X is also a right module and we denote its extension with Y r . If we use Z to denote the extension of the bimodule as before, we have natural embeddings of Z in Y ℓ and of Z in Y r . We will now argue that in some sense, Z can be considered as the intersection of Y ℓ and Y r .
First observe the following. Suppose that z ∈ Z and again, think of z as a pair of maps (λ, ρ). Then ρ is completely determined by λ and vice versa. Indeed, if λ is given and ρ 1 , ρ 2 are two linear maps from A to X satisfying
for all a (by the assumption that X is non-degenerate as a right module). So ρ 1 = ρ 2 . Similarly, when ρ is given, then λ is uniquely defined if it exists. Therefore, we can formulate the following result:
1.8 Proposition Take an element z in Z and consider the associated maps ρ, λ : X → A given by ρ(a) = az and λ(a) = za. Then we obtain an element in Y ℓ and an element in Y r . Conversely, if we have an element ρ in Y ℓ such that there exists an element λ in Y r related by the condition aλ(a ′ ) = ρ(a)a ′ for all a, a ′ , then there is a unique z ∈ Z such that ρ(a) = az and λ(a) = za as before. Similarly, if for a given λ there exists a ρ. This is a correct, but somewhat complicated way to say that we can view Z as the intersection of Y ℓ and Y r .
Again, we can also consider the case of two algebras A and B and an A-B-bimodule.
More complicated and iterated cases
Let us show, by considering an important example, how the situation can become quite involved when looking at more complicated cases. Moreover, because there are so many different possibilities, it seems more appropriate to consider an example to explain the techniques. We take the case of a coaction of a multiplier Hopf algebra A on a vector space V . Recall the following definition from [De-VD-W] .
1.9 Definition Let (A, ∆) be a regular multiplier Hopf algebra and assume that V is a vector space. Consider the A-bimodule A ⊗ V as in Example 1.7.iii and denote the extended module by
Of course, the main difficulty is to give a precise meaning to the last equation.
There are several possible ways to do this, but within the scope of this paper, we will give the formula a meaning by extending the maps ι ⊗ Γ and ∆ ⊗ ι to the larger space M 0 (A⊗V ). The range of these extensions will be the space M 0 (A⊗A⊗V ) that is obtained by applying the extension procedure to the (A ⊗ A)-bimodule A ⊗ A ⊗ V (as in example 1.7.iii but with A ⊗ A in the place of A). We get the following:
Proof: We will in this proof write the module actions of A on A ⊗ V and on the extended module M 0 (A ⊗ V ) as 'multiplications' (a ⊗ 1)y and y(a ⊗ 1) when a ∈ A and y ∈ M 0 (A ⊗ V ). Similarly for the module actions of
We begin with the map ι ⊗ Γ. Take
Observe that the elements (a ⊗ 1)y and y(a ⊗ 1) belong to A ⊗ V so that we can apply ι ⊗ Γ to these elements. The results are elements in A ⊗ M 0 (A ⊗ V ) and by multiplying with an element 1 ⊗ a ′ ⊗ 1, left or right, we get something in A ⊗ A ⊗ V . One easily verifies that these two linear maps from A ⊗ A to A ⊗ A ⊗ V verify the basic relation and so we get an element z ∈ M 0 (A ⊗ A ⊗ V ). This gives the extension of the map ι ⊗ Γ. To define (∆ ⊗ ι)(y) for y ∈ M 0 (A ⊗ V ), we proceed as follows. Take a, a ′ in A and write a ⊗ a ′ = i (p i ⊗ 1)∆(q i ) with the p i and q i in A. This is possible because we have a multiplier Hopf algebra. Now define
Similarly, write a ⊗ a ′ = j ∆(r j )(s j ⊗ 1) with r j and s j in A. This is possible because we have a regular multiplier Hopf algebra. Now define
Because y ∈ M 0 (A⊗V ), we have (q i ⊗1)y and y(r j ⊗1) in A⊗V and so we can apply ∆ ⊗ ι. This results in elements in M (A ⊗ A) ⊗ V . Multiplying with p i ⊗ 1 ⊗ 1 from the left of s j ⊗ 1 ⊗ 1 from the right brings these elements down again to A ⊗ A ⊗ V . So, we have defined two linear maps from A ⊗ A to A ⊗ A ⊗ V . One again verifies easily that these maps satisfy the basic formula and hence, we have an element
With these extensions, we can formulate the rule
needed to define coactions as in Definition 1.9. However, more can be said about the ranges of these extensions. We will do this in the next proposition. Later, we will explain why this is important.
Proposition
When Γ is a coaction as in Definition 1.9, we have
Proof: We have seen the spaces M 0 (A ⊗ V ) and M 0 (A ⊗ A ⊗ V ) as extensions of the bimodules A ⊗ V and A ⊗ A ⊗ V respectively. We can also look at the Amodule A ⊗ M 0 (A ⊗ V ) where now the last factor plays the role of V . We denote the extended module here with M 0 (A ⊗ M 0 (A ⊗ V )) which is in agreement with earlier conventions. Loosely speaking, elements
for all a, a ′ , whereas elements z in the other space
for all a. We see from this that we have a natural inclusion
If now, we take another look at the proof of the previous proposition, where we have extended the map ι⊗Γ, we see that indeed, (ι⊗Γ)
In general, these two spaces are different and indeed, sometimes it may be important to know that the range of ι ⊗ Γ actually belongs to this smaller space.
Remark that there seems to be no way to obtain a similar result for the range of ∆ ⊗ ι on
We have seen in Example 1.7.i and 1.7.ii that we can consider A⊗A as an (A⊗A)-bimodule. This gives M (A ⊗ A) for the extended module. But we also have other module structures (like in Example 1.7.ii) and they will yield smaller extended modules. A similar phenomenon is encountered when considering the three-fold tensor product A ⊗ A⊗A. We get M (A⊗A⊗A) when we consider the full module structure. But we also have various (A ⊗ A)-bimodule structures. Take e.g. multiplication of the first two factors. Let us use M 0 ((A ⊗ A) ⊗ A) to denote the resulting extension. On the other hand, we can also
) with constructions obtained from the obvious A-bimodules.
Then elements in M 0 (A⊗M 0 (A⊗A)) are the elements z ∈ M (A⊗A⊗A) with the property that
By definition, such elements will also be in M 0 (A ⊗ A ⊗ A) and so we have inclusions
but in general, these inclusions are strict.
If now (A, ∆) is a regular multiplier Hopf algebra, then (ι ⊗ ∆) :
and similarly on the other side. In a similar way, we will have
where now the extensions are obtained with A-bimodule structures, coming from multiplication in the second factors.
This observation will turn out to be important for the use of the Sweedler notation (see the next section).
Coverings, mapping extensions and the Sweedler notation
In the previous section, we started with an algebra A, with a non-degenerate product, and a left, a right, or an A-bimodule X. We showed how to get the extended module. In this section, we will moreover look at linear maps F on X and try to extend these maps to the extended module. For convenience, we will now assume that not only the product on A is non-degenerate, but that we also have local units. Here is the precise definition.
Definition
We say that the algebra A has right local units if, given a finite number of elements a 1 , a 2 , . . . , a n in A, there exists an element e in A so that a i e = a i for all i.
Similarly we define left local units. We say that the algebra has two-sided local units if there exist left and right local units.
Remark that for a regular multiplier Hopf algebra, we do have left and right local units. In the case of algebraic quantum groups (regular multiplier Hopf algebras with integrals), we can even have a slightly stronger result. In this case, given a finite number of elements (a i ) in A, there is an element e ∈ A so that both a i e = a i and ea i = a i for all i (see Proposition 2.6 in [Dr-VD-Z] ). We will not need this stronger result.
In what follows we will assume left or/and right local units, depending on the situation. However, we should mention that the condition is not really necessary for some of the more important things we want to do. We will make various remarks about this further in this section. But it is certainly very convenient to have this condition satisfied. Also remark that the existence of local units implies that the product is non-degenerate (and that A 2 = A).
Next, we assume that X is a non-degenerate left A-module as before and also that A has right local units. As before, we denote the completion as defined in Definition 1.1 and Proposition 1.2 by Y .
The covering notion: Definition and results

Definition
Let V be any vector space and let F be a linear map from X to V . We say that the variable x in the expression F (x) is covered from the left if there exists an element e ∈ A such that F (ex) = F (x) for all x ∈ X.
Of course, it is important that e does not depend on x.
We will give plenty of examples later, but first we state and prove the main (although rather easy) result.
2.3 Proposition Let F : X → V be a linear map from the left A-module X to a vector space V and assume that the variable is covered from the left. Then F can be extended to a linear map G : Y → V satisfying G(y) = F (ey) for any y ∈ Y and any e in A that satisfies F (e · ) = F . This extension is unique.
Proof: Assume that e 1 and e 2 are elements in A such that F (e 1 x) = F (x) and F (e 2 x) = F (x) for all x ∈ X. Choose h ∈ A such that e 1 h = e 1 and e 2 h = e 2 . Then we have for any y ∈ Y :
F (e 1 y) = F (e 1 (hy)) = F (hy)
F (e 2 y) = F (e 2 (hy)) = F (hy).
Therefore, we can define G(y) = F (ey) where e is any element in A such that F (e · ) = F .
It is clear that G is linear and also the uniqueness follows from the argument given above.
Also the case of a linear map on a right A-module can be considered and of course, we have similar definitions and results. In this case, we assume that A has left local units.
The extension can also be characterized in a topological way (see Proposition A.2 in the appendix). For obvious reasons, we will often denote the extended map with the same symbol.
Let us now look at the case of a bimodule. We will work with two algebras A and B and a non-degenerate A-B-bimodule X with A acting on the left and B on the right. We assume that A has right local units and that B has left local units. As before, we denote the completion, as defined in Definition 1.5 and Proposition 1.6, by Z.
Again, suppose that F : X → V is a linear map from the space X to any vector space V . The following gives the appropriate covering notion.
We say that the variable x in the expression F (x) is covered if it is covered both from the left and from the right.
So, we mean that there exists e ∈ A and f ∈ B so that F (ex) = F (x) and F (xf ) = F (x) for all x. Observe that this is a stronger assumption than requiring the existence of elements e, f such that F (exf ) = F (x) for all x. This would be a too weak assumption for our purposes.
Because we have a covering left and right, we can apply Proposition 2.3 and extend F to Y ℓ and Y r , the completions of the left and the right modules respectively. The following implies that these extensions coincide on the 'intersection' Z of Y ℓ and Y r (remember the discussion in Section 1, see Proposition 1.8).
2.5 Proposition Let F : X → V be a linear map from the A-B-module X to the vector space V . Assume that the variable is covered. Then there exists a unique extension of F to a linear map G : Y → V such that
for all y in Y and for any pair of elements e ∈ A and f ∈ B that satisfy F (e · ) = F and F ( · f ) = F .
Proof: If e and f are as in the formulation above, then for all y in Y we have
This, in combination with the arguments in the proof of Proposition 2.3, will yield the result.
Again, this extension is unique and we can characterize it by the requirement that F (y) = F (ey) when e is such that F (e · ) = F or that F (y = F (yf ) when f satisfies F ( · f ) = F . Moreover, also in this case, we will often use the same symbol for the extended map.
There is also a topological interpretation and then, the extension is the unique continuous extension (see Proposition A.3 
in the appendix).
These results are of not very deep. The examples are more interesting. And before we continue, let us look at two important examples to illustrate this technique. One is about extending an action of A to its multiplier algebra M (A). The other one is about extending a pairing of multiplier Hopf algebras. We will give more examples later in this section and in the next one.
Examples i)
Take a left A-module X and assume that it is unital. This means that AX = X. If A has left local units, this implies that for any x 1 , x 2 , . . . , x n there is an element e ∈ A such that ex j = x j for all j. Now consider A as an A-bimodule. Its completion is M (A). Given x ∈ X, define F : A → X by F (a) = ax. The variable is covered from the right because there exits an element e ∈ A such that ex = x. When we apply Proposition 2.3 (for the right module), we find an extension G. And if we restrict this extension again to M (A), we see that we can define mx for m ∈ M (A) and x ∈ X such that mx = mex whenever e ∈ A satisfies ex = x. This is how a unital left A-module is extended to a unital left M (A)-module (see Proposition 3.3 in [Dr-VD-Z]) . ii) Let · , · : A × B → C be pairing of regular multiplier Hopf algebras (in the sense of [Dr-VD] ). Consider A as an A-bimodule. Fix b ∈ B and define F : A → C by F (a) = a, b . We know that the left and the right actions of A on B, induced by the pairing, are unital. If we denote these actions by a ⊲ b and b ⊳ a respectively, we find, elements e, f ∈ A such that f ⊲ b = b and b ⊳ e = b. Then
for all a and we see that F (e · ) = F ( · f ) = F . So, the variable is covered (through the pairing by b). Then applying Proposition 2.5, we can extend the map F to a linear map on M (A). We use m, b to denote the value of the extension in the element m ∈ M (A). We find that
for all a ∈ A, b ∈ B and m ∈ M (A). This is how a pairing between A and B is extended to a bilinear map on M (A) × B (see e.g. [De] ). Similarly, it can be extended to A × M (B). Remark however that in general, it is not possible to extend to M (A) × M (B).
We are now ready for the following, important item.
The Sweedler notation
Essentially, we have to look at two different cases. We have the usual coproducts and there are the coactions. Let us first consider the coproducts. For this, we assume that (A, ∆) is a multiplier Hopf algebra.
Notation
Consider A ⊗ A as a left A-module where the action is given by left multiplication in the first factor. Let V be a vector space and let F : A × A → V be a bilinear map. Consider F also as a linear map on A ⊗ A and assume that the variable is covered from the left (as in Definition 2.2). Then we can extend F to the completed module. Because this contains ∆(A), we can define F (∆(a)) for a ∈ A. We write (a) F (a (1) , a (2) ) to denote this element in V .
So, by definition we have
where i p i ⊗ q i = (e ⊗ 1)∆(a) and where e ∈ A is chosen so that F (e · ) = F . We say that, in the expression (a) F (a (1) , a (2) ), the factor a (1) is covered from the left. There are clearly many other possibilities, but let us first illustrate the above with two examples.
Example i) As before, let (A, ∆) be a multiplier Hopf algebra. Fix b ∈ A and define
Clearly p is covered from the left (take e such that be = b). So we can write (a) ba (1) ⊗ a (2) (which is of course (b ⊗ 1)∆(a) here).
ii) Again, let A be a regular multiplier Hopf algebra A and let R be a right A-module algebra (as in Definition 4.1 of [Dr-VD-Z] ). So R is a unital right A-module and if we denote the action of a ∈ A on x ∈ R by x ⊳ a, we also require that
whenever x, x ′ ∈ R and a ∈ A, using the Sweedler notation.
Let us explain this in more detail. We are taking fixed elements x, x ′ ∈ R and we consider the map F : A ⊗ A → R, defined by
In order to get the appropriate extension of this map F , we consider A ⊗ A as left A-module and write the module action of a as multiplication with a ⊗ 1. Choose an element e ∈ A such that x⊳e = x. Then F ((e⊗1)c) = F (c) for all c ∈ A⊗A. It follows that the variable c is covered from the left and we can apply Proposition 2.3 to extend F . If we restrict again to M (A ⊗ A), we see that we can define G : M (A ⊗ A) → R with the property that
where e is as before and where i p i ⊗ q i = (e ⊗ 1)m. We can now write
as is explained in 2.7. We see from this example why it is handy to be able to use the Sweedler notation here.
In the previous example, we could have considered A ⊗ A as a left A module with multiplication from the left in the second factor. Then we would have written
where now i p i ⊗ q i = (1 ⊗ e)∆(a). In this case, the factor a (2) is covered from the left. Another possibility is to consider A ⊗ A as left (A ⊗ A)-module. Now we choose elements e, e ′ ∈ A such that x ⊳ e = x and x ′ ⊳ e ′ = x ′ . Then F ((e ⊗ e ′ )c) = F (c) for all c ∈ A ⊗ A. It follows that the variable c is covered from the left and we can again apply Proposition 2.3 to extend F . If we restrict again to M (A⊗A), we see that we can define G : M (A⊗A) → R with the property that
where e and e ′ are as before and where i p i ⊗ q i = (e ⊗ e ′ )m. We can now write
From this point of view, we see that the result in Proposition 2.5 will give that it does not matter for the final result if we take A ⊗ A as a left A-module, either by considering left multiplication in the first factor, or in the second factor.
This case is typical. In general, one, or a stronger covering, is enough to define an expression, but most of the time, different coverings are needed for proving equations. Above, the stronger covering e.g. with the two elements e, e ′ is sufficient to give a meaning to the expression. It also allows to define the expression for more cases. However, the other coverings, with only one element (e or e ′ ) will be needed in order to prove equalities involving these expressions. We will illustrate this in example 2.10.
Still related with the notion of a module algebra is the following example about the twist map.
2.9 Example i) As in the previous example, let A be a regular multiplier Hopf algebra and R a right A-module algebra. Consider the twist map T :
where we use the Sweedler notation. To give a meaning to the right hand side, we fix x ∈ R and consider the linear map F :
We look at the left A-module A ⊗ A where the action is given by multiplication of the second factor from the left. We see that the variable is covered through the action by the element x. Then we can extend F to the extended module. As ∆(a) belongs to this extended module for all a ∈ A, we can define the map T :
and where e is any element in A satisfying x ⊳ e = x. ii) Let us also look at the smash product A#R. Using the Sweedler notation, the product is written as
when a, a ′ ∈ A and x, x ′ ∈ R. In order to apply our method here, we fix elements a ∈ A and x, x ′ ∈ R and consider the map F :
Now, we view A ⊗ A as an A-bimodule where A acts by multiplication from the left, both in the first and the second factor (as in Example 2.8.ii). Then, the variable is covered in both places. For the multiplication in the first variable, we use an element e such that ae = a. For the multiplication in the second variable, we use an element f such that x ⊳ f = x. Now, we apply Proposition 2.5. We get two possible expressions.
On the one hand, we can write
where i p i ⊗ q i = (e ⊗ 1)∆(a) and ae = a. On the other hand, we have
The idea should be clear and the reader should now be able to apply the technique in many other situations. However, let us consider one more example where now, we look at coactions. We consider the case of a right coaction here (as the notations are somewhat easier). So, let (A, ∆) be a regular multiplier Hopf algebra. Assume that V is a vector space and that Γ is a right coaction of A on V (cf. Definition 1.9). So, Γ is an injective linear map from V to M 0 (V ⊗ A), the completion of the left A-module V ⊗ A where the action is multiplication, left and right, of the second factor. We also have the condition
(as explained in Propositions 1.10 and 1.11 for a left coaction).
2.10 Example i) Apply the counit ε of A on the last factor in the coassociativity formula. Using the Sweedler notation, we have for a ∈ A:
From the injectivity of Γ, we find that (ι ⊗ ε)Γ(v) = v for all v ∈ V . In the first expression, the variable v (1) is covered as we apply ε (by multiplying with e ∈ A such that ε(e) = 1). If we multiply with an extra element of A in the second factor, we also get v (1) covered in the second expression. ii) Now, consider the cotwist map T from A ⊗ V to V ⊗ A, defined by
The cotwist map is known to be bijective and we will now consider the obvious candidate for the inverse. Using the Sweedler notation, it is given by
where
. To define this map properly, using our theory, we fix the element a ∈ A and define the linear map F :
If we let A act on V ⊗ A by multiplying the second factor from the right, we see that the variable is covered by a. Indeed, if e ∈ A is chosen so that ae = a, then aS −1 (p) = aS −1 (pS(e)) and F ( · S(e)) = F . Therefore, we can extend F to the completed module. We get the map
where i w i ⊗ p i = Γ(v)(1 ⊗ S(e)) and ae = a. iii) Next, let us try to argue that the map defined in i) is indeed the inverse of the cotwist map T . Using the Sweedler notation, the formal argument is like this. Start with a ∈ A and v ∈ V and consider
Then apply the candidate for the inverse. The result is
Suppose now that we want to make this argument correct by applying the right coverings. In the first place, we observe that v (1) is covered by a in the expression for T (a ⊗ v) and so we can apply the candidate for the inverse map. In the next expression, we have a successive covering: First v (2) is covered from the left by a and then, v (1) is covered (from the right because of the presence of the map S −1 ). The next step is a bit more tricky. We need to use the equality (p) p (2) S −1 (p (1) ) = ε(p)1 for p = v (1) . A safe way to do this would be to use an extra covering, say by multiplying with a ′ from the right in the first factor.
We could have given a more direct definition of the inverse map by
where σ is used for the flip map on V ⊗ A. In the example, we have used a different way in order to illustrate the theory. This point of view will also be useful later, in Section 3, where we will come back to this case.
Very similar is the equation
It is used to obtain the inverse of the map a ′ ⊗ a → (a ′ ⊗ 1)∆(a) on A ⊗ A. This is again a case where we have a successive (or iterated) covering. We will focus on this aspect in the next section where we begin with an example related to the above case.
More complicated cases and more examples
In the first two sections of this paper, we have formulated the basic ingredients together with the basic results and we have used relatively simple examples to illustrate these. In this section however, we will look at more complicated, in particular iterated cases and discuss also more complicated examples. We will see e.g. how the idea of successive (or iterated) coverings will be useful in some situations. And because there are so many different possible cases that are all alike, we will do this only by means of examples.
Most of the more complicate examples are taken from the recent paper on the bicrossproduct of multiplier Hopf algebras (see [De-VD-W] ). However, let us start with the following simplest example to illustrate the case of an iterated covering.
Example i) Let
A be a regular multiplier Hopf algebra and consider the formula 
for a ∈ A. When we want to cover the expression in the left hand side of this formula, we can do this if we multiply left and right with elements of A. This means that we look at the left (A ⊗ A op )-module A ⊗ A ⊗ A with A acting by multiplication on the left in the first factor and with A op acting by multiplication on the right in the third factor. Then, we take a ′ , a ′′ ∈ A and look at the linear map F :
It is clear that the variable is covered and so we can extend the map to the completed module. Because obviously, (ι ⊗ ∆)∆(a) belongs to this completed module, we can
ii) It is more or less clear that we do not really need that much covering. It should be enough when we only multiply on one side, say on the left. Indeed, as (a
is a linear combination of elements of the form (q) a ′ pS(q (1) )q (2) with p, q ∈ A and then we see that q (1) will be covered from the right by the element p.
iii) In order to make the reasoning above precise and to put it in the general framework, we first have to consider A ⊗ A as a left A op -module by letting A multiply on the right in the first factor. Denote the completed module by M 0 (A ⊗ A) . Intuitively speaking, this consists of 'elements' y with the property that y(a ⊗ 1) ∈ A ⊗ A for all a ∈ A. Then consider A ⊗ M 0 (A ⊗ A) as a left A-module with the action given by multiplication on the left in the first factor. Denote the completed module by M 1 (A ⊗ A ⊗ A) . Again intuitively speaking, the 'elements' z in this completion will satisfy (a ⊗ 1 ⊗ 1)z ∈ A ⊗ M 0 (A ⊗ A) . Now, we look at the map
When we fix p, we get a map on A ⊗ A. The variable is covered and we can extend it to the completion M 0 (A ⊗ A) . This results in a map from A ⊗ M 0 (A ⊗ A) to A. Again the variable will be covered and we can extend it to
. For all these reasons, it makes sense to define the element
We could also consider
This will (in general) be strictly bigger than M 1 (A ⊗ A ⊗ A). If we do this however, the variable will not necessarily be covered for the map p ⊗ q ⊗ r → a ′ pS(q)r under consideration and therefore, the method can not be used to extend the map to this possibly bigger completion.
Observe that we already had a case of successive covering in the last example of the previous section, Example 2.10.iii. Also remark that we have not given a rigorous proof of the equality in Example 3.1. We just have explained how to give a meaning to the expression (a) a (1) S(a (2) )a (3) . In order to show that actually, this is equal to a, we can use more coverings than needed to define the expression. In this case, we can use ideas as above and as in the last example of the previous section. In fact, the equality suggests that the expression needs no extra covering at all. This can be seen e.g. if we multiply with ε(a ′ ) (with a ′ taken so that this is 1), inserting it between a (1) and S(a (2) ).
Let us now look at an example with reference to the definition of the smash coproduct ∆ # on the smash product AB of multiplier Hopf algebras A and B, considered in Proposition 3.2. in [De-VD-W] .
Example i)
Recall that A and B are regular multiplier Hopf algebras with a left coaction Γ :
The algebra AB is obtained as the smash product constructed with a right action of A on B making B into an A-module algebra.
If we multiply with an element a ′ ∈ A from the left in the first factor, then a (1) will be covered. We get an element in (A ⊗ 1)Γ (A) . Next, if we multiply with an element b ∈ B, again from the left in the first factor, and if we use that BA = AB, we end up with an element in (AB ⊗ 1)Γ (A) . So, the first leg of Γ will also be covered. This argument is given in the first part of the proof of Proposition 3.2 of [De-VD-W] . ii) Let us now see, more precisely, how this is an iterated covering. We take a ′ ∈ A and b ∈ B and we consider the linear map F from A ⊗ B ⊗ A to AB ⊗ A given by
First we fix p ∈ A. We consider B ⊗ A as a left B-module (with multiplication from the left in the first factor) and we consider the completed module M 0 (B ⊗ A). For the restricted map from B ⊗ A to AB ⊗ A, given by
the variable is covered (as ba ′ p ∈ AB) and we can extend the map to the completed module M 0 (B ⊗ A). As Γ(a) belongs to this completion, we can define
in AB ⊗ A for all a ∈ A. This is of course nothing new.
For the next step, we consider the left A-module A ⊗ M 0 (B ⊗ A) with again A acting from the left in the first variable. Denote the completed module with
the variable is covered (by a ′ ). So, we can extend it to the completed module. Because (ι ⊗ Γ)∆(a) belongs to this module, we can define the element
Of course, for the above example, we could simply look immediately at the left A-module A ⊗ A (with multiplication from the left in the first factor) and consider the function from A ⊗ A to AB ⊗ A, given by p ⊗ q → (ba ′ p ⊗ 1)Γ(q). Then, the covering of the first leg of Γ is already taken into account. Another example of such an iterated covering is found in the definition of the map P in Proposition 3.3 of [De-VD-W] . We will look a bit closer at the definition of this map and some of its properties in Example 3.5 later in this section.
Another case of successive coverings is encountered often when using that a coproduct is a homomorphism. Here is a more complicated example of this situation.
We consider the proof of Lemma 3.7 of [De-VD-W] . We are in the situation as in the previous example and we also use the coproduct ∆ # on the smash product AB. Also recall the definition of the right action of AB on B, defined by y • (ab) = (y ⊳ a)b where a ∈ A, b, y ∈ B and where ⊳ is used for the original right action of A on B. This action is then combined with right multiplication of A on itself to yield a right action of AB ⊗ A on B ⊗ A denoted with the same symbol and given by (y ⊗ x) • (c ⊗ a) = (y • c) ⊗ xa when a, x ∈ A, y ∈ B and c ∈ AB. See Notation 3.4 in [De-VD-W] .
In the proof of that lemma, we have the expression
where a, a ′ , x, x ′ ∈ A and y ∈ B. First, a (1) is covered by x and then a ′
(1) will also be covered. The result is a linear combination of elements of the form
ii) What about this iterated covering? We can look at it in the following way. Consider A ⊗ A as a left A-module (with multiplication on the left in the first factor as usual) and the map F : A ⊗ A → AB ⊗ A given by
with p, q ∈ A. The variable is covered by p and so we can extend the map to ∆ A (a ′ ). Next, consider the map G :
with the same module structure. Again, the variable will be covered by x and so we can extend the map to ∆ A (a). This yields the expression we are looking at.
In the next example, we treat a rather complicated case of iterated coverings (related with Proposition 3.8 of [De-VD-W] ).
Example i) Consider the formula
for a, a ′ ∈ A. We use the Sweedler notation for the coproduct ∆ A (a ′ ) and the coaction Γ(a) with a, a ′ ∈ A. If we multiply with an element b of B on the left in the first factor, the left hand side will be covered and will yield an element in B ⊗ A. So, we expect that the same will be true for the right hand side. However, this is certainly not immediately clear.
To see this is the case, observe that for all p ∈ B and q ∈ A we have
(using the A-module algebra property). The element q (1) is covered from the right by the element b through the action. Then, when we look at the expression
we get first that a ′ (1) is covered by b through the action, next a (−1) will be covered through multiplication with an element of B, then a ′ (2) will be covered, again through the action, and finally, the first leg of Γ(a ′ (3) ) is covered by multiplication by an element of B. So we see that in the original formula, everything seems to be well covered when we multiply on the left in the first factor with an element of B. This results is an element in B ⊗ A.
ii) Let us now consider this argument in greater detail. We start with the linear map
where a ′ ∈ A and b ∈ B are given. Remark that a ′ (1) is covered through the action by q and that also the first leg of Γ(a ′ (2) ) is covered. So, we really get a well-defined map from B ⊗ A to B ⊗ A. We have
In the expression on the left, we have that a ′ (1) is covered by q. On the right, a ′ (1) is covered by b and then also a ′ (2) will be covered. In fact, take e ∈ A so that b ⊳ e = b. Write
Remark that f depends on a and on b but not on q. It follows that the variable of F , defined above, is covered and that we can extend F and define F (Γ(a)) for a ∈ A.
Using the conventions about the Sweedler notation, we can write it as
The above example certainly illustrates how subtle these iterated coverings can be. In the last expression, a (−1) appears to be covered by b and a ′ but this is certainly not easy to see when simply examining the formula. Now, as promised earlier, we look at an example related with formulas involving the map P as defined in Proposition 3.3 of [De-VD-W] . The situation is very similar to the one encountered in the previous example. The result however is quite handy so that using the map P becomes in a sense more easy than the twist and cotwist maps R and T , or rather their 'opposite' counterparts R op and T op that compose to P (see a remark after Proposition 3.3 in [De-VD-W] ).
3.5 Example i) So, with the ingredients as in the previous examples, consider the map P : B ⊗ A → B ⊗ A given by
Take a ∈ A and b ′ ∈ B and define F : B → B ⊗ A by
We have seen in the previous example that there exists an element f ∈ B such that F (q) = F (f q) for all q ∈ B.
ii) Next consider the map G : B ⊗ B → B ⊗ B ⊗ A given by
where a ∈ A and b ′ ∈ B. Because of the result in i), we find an element f ∈ B so that
for all q 1 , q 2 ∈ B. Therefore, we can extend G and define it on ∆ B (b) for any b ∈ B. This yields the expression
needed in Assumption 3.9 of [De-VD-W] . Similarly, we can define
Observe that the other expression in this assumption, namely (∆ B ⊗ ι A )P (b ⊗ a), is also covered when multiplying from the left with an element of B, either in the first or in the second factor.
iii) We can also take a quick look at the proof of Proposition 3.10 of [De-VD-W] . If we multiply all equations with an element b ∈ B from the left in the first factor, we arrive at elements in B ⊗ A or B ⊗ B ⊗ A and we can safely apply
So far several examples with more complicated situations, mostly taken from the paper [De-VD-W] . The idea should be clear from these examples. And the reader should now be able to understand similar cases in other circumstances.
Conclusion
In Section 1 of this paper, we have introduced the concept of the completed module for a left, a right or an A-bimodule and in the appendix, we see how, in a topological context, this is a completion. In Section 2, we have given a precise definition of the notion of covering and how this makes it possible to use Sweedler's notation both for coproducts and for coactions. We also have noticed that the results of the theory are not very deep, but that the examples can become quite involved. The reason for this is twofold. On the one hand, there are many different situations, all covered essentially by the same technique. On the other hand, sometimes it is needed to work successively. This is illustrated in Section 3.
As explained before, the theory is used mainly to give a meaning to expression involving Sweedler's notation. But at least as important are the cases where it is used to prove equalities of such expressions. Again, examples become sometimes complicated as before. Moreover, in this situation, an extra difficulty occurs. Often, one has to work with different coverings for the same expression and change these coverings in the course of the proof. We also have given examples where this is the case.
Finally, remark that in all cases, it is possible to avoid the use of the Sweedler notation and to give completely rigorous arguments without. However, then arguments are far less transparent. This can be seen e.g. in the original paper on multiplier Hopf algebra ( [VD1] ) where the Sweedler notation is not used at any place.
The reader who wants to become familiar with the technique should find enough inspiration in this paper. But surely, also some personal practice will be needed to get completely acquainted with the covering technique and the use of the Sweedler notation in this context. Once this has been achieved, working with multiplier Hopf algebras is not any more difficult than working with ordinary Hopf algebras.
Appendix. Topological considerations
In this appendix, we will show how the completion of a module can be obtained by topological methods as the name suggest. This point of view is not important for this paper, but it certainly gives some more insight. That is why we do include it, but only in an appendix. We again begin with the simplest case of a left A module X where A is any algebra with a non-degenerate product. We will also assume that A has right local units. We consider X with the weakest topology that makes all linear functionals continuous. It is the strongest topology on X making X into a topological vector space. We will call this the strong topology on X. Now, using the module structure, we can consider a weaker topology on X. It is defined as the weakest topology on X making all the maps x → ax from X to X continuous for all a ∈ A where the target space X is considered with the original strong topology. Let us call this the strict topology. Now, consider the completed module X, as defined in Definition 1.1 and Proposition 1.2. We can extend the strict topology to this completion by requiring that the maps y → ay from Y to X are continuous for all a ∈ A when again the target space X is considered with the strong topology. We still call it the strict topology. As the topology is given by linear functionals, all these spaces are locally convex. For every locally convex space, we have the possibility to complete the space; see e.g. Chapter IV, Section 3 in [Y] . Then we have the following result.
A.1 Proposition The module X is the completion of the original module X for the strict topology. Proof: By assumption, for any finite number of elements {a 1 , a 2 , . . . , a n } in A, there exists an element e ∈ A so that a j e = a j for all j. This provides a net (e α ) of elements in A so that ae α → a for all a ∈ A (in the sense that even ae α = a for α large enough). Now take x ∈ X and let x α = e α x for all α. This defines a net (x α ) in X satisfying ax α → ax for all a as ax α = ae α x and ae α → a. Therefore, x α → x in the strict topology. This proves that X is dense in X.
We also have to show that X is complete. To do this, take a Cauchy net (x α ) in X with the strict topology. Take now a ∈ A and choose e so that ae = a. We find a Cauchy net (ex α ) in X with the original strong topology. As X is complete for this topology, we have a limit in X. Now define x ∈ X by ax = a lim ex α . It is not hard to see that this indeed defines an element x in X and that x = lim x α .
The result justifies the notation and the terminology used in this paper.
Also because of this result, it should not come as a surprise that repeating the procedure on the module X yields nothing new (see a remark following Notation 1.3 in Section 1).
A similar result is of course true for the completion of a right module. Also, we can show it for an A-bimodule X. In this case, the relevant strict topology on X is the weakest one so that both the maps x → ax and x → xa are continuous for all a ∈ A. As this topology is stronger than the two topologies considered for the left and right module structure, we see that indeed, the completion of the bimodule can be considered as sitting in the intersection of the two completions as a left, resp. right module (see this item in Section 1).
Next we come to the topological interpretation of the extension of linear maps.
So as before, let A have local units and let F : X → V be a linear map from the left A-module X to a vector space V .
We get the following result.
A.2 Proposition
If the variable is covered, than the map F : X → V is continuous when X is considered with the strict topology and V with its strongest vector space topology. The extended map (as defined in Section 2) is the unique strictly continuous extension of F to the completion X.
Proof: Take any e ∈ A. By assumption, the map x → ex is continuous from X with the strict topology to X with its strong topology. Now we can compose with the linear map F and then x → F (ex) will be continuous from X to V with the strict topology on X. By taking e so that F = F (e · ), we find that F is continuous as stated in the proposition.
As X is the completion of X in the topological sense, we can extend the linear map F to the completion by continuity. We denote this extension still by F . For any x ∈ X, we have x α → x when x α = e α x as in the proof of Proposition A.1. For α large enough, we get F (e α x) = F (ex) and so the extension of F we get here is the same as the extension obtained in Proposition 2.3.
We have a similar result for right modules. In the case of a A-bimodule, the result is as follows.
A.3 Proposition Let X be an A-bimodule and F : X → V a linear map so that the variable is covered (in the sense of Definition 2.4). Then F is continuous with respect to the strict topology on the bimodule X and the strong topology on the vector space V . The extended map (as defined in Proposition 2.5) is the unique strictly continuous extension of F to the completion X.
This point of view can be used when working with extended modules and extensions of maps as developed in this note.
