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Chern insulator ferromagnets are characterized by a quantized anomalous Hall effect (QAHE), and have so
far been identified experimentally in magnetically-doped topological insulator (MTI) thin films and in bilayer
graphene moiré superlattices. We classify Chern insulator ferromagnets as either spin or orbital, depending on
whether the orbital magnetization (OM) results from spontaneous spin-polarization combined with spin-orbit
interactions, as in the MTI case, or directly from spontaneous orbital currents, as in the moiré superlattice case.
We argue that in a given magnetic state, characterized for example by the sign of the anomalous Hall effect
(AHE), the magnetization of an orbital Chern insulator will often have opposite signs for weak n and weak
p electrostatic or chemical doping. This property enables pure electrical switching of a magnetic state in the
presence of a fixed magnetic field.
Introduction— A ferromagnet may be defined as an equi-
librium state of matter in which time-reversal (TR) symmetry
is broken without lowering translational symmetries. Ferro-
magnets generically have both non-zero spin magnetization
and non-zero OM. In almost all ferromagnets, the micro-
scopic mechanism responsible for order is spontaneous spin-
alignment driven by exchange interactions, which breaks spin-
rotational invariance and leads to a non-zero spatially aver-
aged spin moment density. Spin-orbit interactions then play
a secondary role by inducing a small parasitic contribution
to magnetization from orbital currents and a related non-zero
(anomalous) Hall conductivity.
This Letter is motivated by recent experiments[1–6] that
have established the QAHE in two quite different classes of
two-dimensional ferromagnets. The QAHE signals[7, 8] the
formation of a ferromagnetic state, often referred to as a Chern
insulator, with occupied quasiparticle bands whose topolog-
ical Chern numbers[9] sum to a non-zero value. We find
that when ferromagnetism mainly results from spontaneous
orbital moments (not spin moments), as in the QAHE states re-
cently discovered[2–4] inmagic angle twisted bilayer graphene
(MATBG), the magnetizations of weakly n-doped and weakly
p-doped insulators can differ in sign in the samemagnetic state
characterized for example by a given sign of the anomalous
Hall conductivity. This property could enable magnetic state
reversal in the presence of a magnetic field to be achieved
purely electrically.
The mechanism that allows the magnetizations of weakly
n-doped and weakly p-doped Chern insulators to differ dras-
tically is closely related to the quantum Hall effect itself. Be-
cause of the presence of protected edge states, the OM M of
a Chern insulator changes[10] with chemical potential µ even
when µ is inside the bulk energy gap:
dM
dµ
=
dI
dµ
=
Ce
2pi~
, (1)
where C, the Chern index sum, is an integer equal to the
Hall conductance in e2/h units. Eq. (1) emphasizes that the
quantized Hall conductance can be understood[10] in terms
of chiral edge states that are occupied to different chemical
potentials along different portions of the sample boundary. It
follows from Eq. (1) that the magnetization jumps by
∆M =
CeEgap
2pi~
(2)
when the chemical potential jumps across the gap of aChern in-
sulator. Note that the jump in the magnetization depends only
on the value of the energy gap and on fundamental constants.
We show below that in orbital Chern insulator ferromagnets
this jump can be sufficient to change the sign of magnetization
simply by changing the sign of doping.
Spin Chern Insulators— In MTI thin films, TR symmetry
is broken by introducing local moments that order ferromag-
netically. Spin-orbit coupling then leads to an AHE that is
quantized, and to orbital ferromagnetism. To compare the OM
jump with the magnitude of the spin magnetization, we ex-
press it in units of Bohr magnetons µB = e~/2m per surface
unit cell:
∆M
µB/Auc =
CmAucEgap
pi~2
(3)
where Auc is the area of the surface unit cell. In MTIs, spin
magnetization in Bohr magnetons per surface unit cell is typ-
ically ∼ 1, because the fraction of sites with magnetic atoms
is ∼ 0.1 and the number of magnetically doped layers is ∼ 10.
Note that the spin magnetization does not depend on the po-
sition of the chemical potential within the gap. We see from
Eq. (3) that the OM jump across the gap is small compared
with the spin magnetization since the surface state energy gap,
although not known accurately, is certainly small compared to
the ~2/mAuc, which depends only on fundamental constants
and the surface unit cell area and has a typical value in the
1 − 10 eV range. For MTIs, and other spin Chern insulators,
the unusual jump in the magnetization across the insulator’s
gap is small in a relative sense and unlikely to have a qualitative
influence on magnetic properties.
OrbitalChern Insulators—TheHall conductivity of aChern
insulator ferromagnet is quantized when the chemical poten-
tial lies in the gap or when carriers introduced by chemical or
electrostatic doping are localized. It is convenient to use the
sign of the Hall conductivity to distinguish a magnetic state
from its TR counterpart. Wewill refer to the state with positive
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2quantized Hall conductivity Ce2/h as the + state and to the
state with negative quantized Hall conductivity −Ce2/h as the
− state. Although their variations with chemical potential are
very distinct, as we emphasize below, both the Hall conduc-
tivity σ±H(µ) and OM M±(µ) are orbital fingerprints of broken
TR and at any doping level have opposite signs in TR partner
states: M−(µ) = −M+(µ), σ−H(µ) = −σ+H(µ).
The TR symmetry breaking mechanism active in the orbital
Chern insulators recently discovered in MATBG devices has
been actively discussed in recent work[11–16]. It is almost
certainly related to condensation in momentum space, a con-
cept discussed some time ago by Heisenberg and London[17]
and previously proposed[18] as a possible symmetry break-
ing mechanism in metallic gated AB Bernal bilayer graphene.
Momentum space condensation is driven by the property that
interaction energies in systems with long-range Coulomb in-
teractions can be lowered by occupying states that are more
compactly distributed in momentum space than the occupied
states of non-interacting bands. Just as exchange interactions
in itinerant electron systems occur only between like spins,
exchange interactions between states with nearby momenta
are stronger than those between states far apart in momentum
space. In materials, like graphene, with low energy states
located near two widely separated valley centers, momentum
space condensation translates to spontaneous valley population
polarization. When combined with the intrinsically topolog-
ical character[19–21] of the valley-projected bands in these
materials, valley polarization yields an AHE that is quantized
in insulating states. The recently discovered graphene multi-
layer QAHE states[2–4] provide, as far as we are aware, the
only demonstrated example of this mechanism at work. In or-
der to estimate the OM of these states we apply the convenient
envelope function description[22], in which the moiré super-
lattices is described by a valley-projected periodicHamiltonian
that accounts for position-dependent stacking. We focus below
on the case of twisted bilayer graphene (TBG) sandwiched by
aligned hexagonal Boron Nitride (hBN) layers.
OM of MATBG on hBN— The contribution to OM from a
single band of 2D Bloch electrons is[9, 23–26]
Mn(µ) =
∫
d2k
(2pi)2Mn(k, µ) f (µ − εn(k )) (4)
Mn(k, µ) = e
~
Im
∑
n′,n
〈n|∂xH |n′〉〈n′ |∂yH |n〉
(εn − εn′)2 (εn + εn
′ − 2µ)
where n is a band index, µ is the chemical potential,
f (µ − εn(k )) is Fermi-Dirac distribution, ∂jH = ∂H/∂k j is
the velocity operator and |n〉 is a Bloch state with implicit
wave-vector dependence. We separate the OM in Eq. (4) into
two parts by defining
M1n(µ) =
e
~
Im
∑
n′,n
∫
d2k fn
(2pi)2
〈n|∂xH |n′〉〈n′ |∂yH |n〉
(εn − εn′)2 (εn + εn
′)
M2n(µ) =
e
~
Im
∑
n′,n
∫
d2k fn
(2pi)2
〈n|∂xH |n′〉〈n′ |∂yH |n〉
(εn − εn′)2 (−2µ) (5)
where fn is short for f (µ − εn(k )). When band n is full,
M1n(µ) is independent of µ, whereas M2n(µ) includes the edge
state contribution and is proportional to µwith proportionality
constant Cne/2pi~, where Cn is the Chern number of band n.
We now apply these expressions to TBG encapsulated be-
tween hBN layers whose influence on the low-energy graphene
Hamiltonian is captured[27–33] in part by a mass term rep-
resenting the spatially averaged difference between carbon
pi-orbital energies on different honeycomb sublattices. The
valley-projected TBG Hamiltonian is H(r ) = h(1)0 + h(2)0 +
T(r ) + h.c., where h(l)0 (r ) = −i∂xσx − i∂yσy + mlσz is the
massive Dirac Hamiltonian of layer l, σ acts on the sublattice
degrees of freedom, and T(r ) is the periodic interlayer tun-
neling Hamiltonian[22]. The conclusions we reach below rest
in part on a particle-hole symmetry property of this Hamil-
tonian, discussed at greater length in supplementary material
(SM) S1.
τzσxH(x, y)σxτz = −H(−x + d, y) (6)
τxH(x, y)τx = H ∗(−x + d, y) (7)
In Eqs. (6,7), τ acts on the layer degrees of freedom and
d = aM/
√
3 (modulo
√
3aM) where aM is moiré lattice constant.
Symmetry (6) states that up to a translation and a change in
the sign of the interlayer tunneling term, sublattice exchange
combined with reflection by the y-axis simply changes the
sign of the Hamiltonian. Eq. (6) becomes exact in the limit
of small twist angles and is accurate in MATBG. Eq. (7) is
satisfied only when the masses of two graphene layers are
identical. In momentum space, the Hamiltonian satisfies
τzσxH(kx, ky)σxτz = −H(−kx, ky) (8)
τxH(kx, ky)τx = H∗(kx,−ky) (9)
Given Eq. (8) it can be shown, as detailed in SM S1, that the
contribution to OM from a valley vanishes when µ lies in the
middle of the gap between the conduction and valence bands
of that valley.
For graphene on hBN m has been estimated using DFT[29–
31] to be ∼ 3.6 meV for perfect alignment, but can be sub-
stantially enhanced by interaction effects absent in DFT and
decreases with relative twist angle. Experimental m values for
nearly aligned graphene on hBN are ∼ 10−15 meV[34–36].
Figure 1 illustrates the K-valley low-energy moiré bands and
Chern numbers of 1.1◦-TBG for different mass choices. The
choice m1 = m2 (Fig.1(a)) corresponds to the case in which
both graphene layers are aligned and have equivalent stack-
ing orientation relative to their adjacent hBN layers, while
m1 = −m2 (Fig.1(c)) corresponds to the case in which two
graphene layers have opposite relative stacking orientations.
ml = 0 (Fig.1(b)) corresponds to layer l having a large mis-
alignment relative to hBN so that strain enhancement is absent.
We find that gaps (E0g ) appear at charge neutrality, that the
bands are relatively flat for twists near the magic angle, and
that they have non-zero Chern numbers when both layers have
the same alignment or only one layer is aligned. The case of
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FIG. 1. 1.1◦-TBG moiré band structures in valley K for three hBN-
induced mass choices. (a) m1 = m2 = 10 meV produces a band gap
E0g ∼ 7.5meV at charge neutrality. The flat bands are non-trivial with
Chern numbers C = ±1. (b) m1 = 10,m2 = 0 meV produces a band
gap E0g ∼ 2.3meV. The flat bands are non-trivial with Chern numbers
C = ±1. (c) m1 = −m2 = −10 meV produces a band gap E0g ∼ 3
meV with topologically trivial flat bands. The moiré bands were
calculated using a low-energy continuum model[22] with interlayer
tunneling strength wAB = 110 meV and wAA/wAB = 0.85 to account
for corrugation and strain.
opposite masses produces trivial bands (Fig. 1(c)). In all three
cases sublattice-symmetry breaking gaps the Dirac points at
the moiré Brillouin zone (MBZ) corners that otherwise link
the conduction and valence bands.
SU(4) symmetric mean-field model— Figure 2(b) plots the
single-flavormagnetization contributions (solid line) from val-
leys K and K ′ at twist angle 1.1◦ as a function of µ measured
relative to the mid-point between its shifted conduction and
valence bands. As explained previously the magnetization
contribution from each valley vanishes at mid-gap and varies
linearly within the gap. Because valleys K and K ′ are time-
reversed counterparts, their magnetization contributions are
always opposite in sign. The dotted and dash-dotted lines in
Fig. 2(b) separate the M1 and M2 contributions defined in
Eq. (5). The range of µ plotted in Fig. 2(b) covers from the
flat valence band bottom to the flat conduction band top[37].
Because of the four-fold spin/valley degeneracy of the moiré
flat bands (Fig. 2(a)), gaps can appear only at moiré filling fac-
tors ν that aremultiples of fourwhen interactions are neglected.
To account for the Chern insulator gaps at odd integer values
of ν, we use a simplified but still qualitatively reliable[38]
mean-field model in which exchange interactions shift all the
band energies of a given flavor en masse – down when the
flat conduction band is occupied and up when the flat valence
band is emptied (Fig. 2(c-f)). The band energy shift U must
exceed the bandwidthw in order for the gapped state to be self-
consistent; this Stoner criterion is easily satisfied near magic
angle orientations because w is extremely small. Schematic
ordered state bands for ν = 3 and ν = 1 are plotted in Fig. 2(c)
and (e). For three electrons per moiré period (ν = 3), the
density at which the QAHE has been most often observed to
date, all the majority ↓ spin’s flat bands are occupied and the
magnetization contributions from its two valleys cancel. We
can therefore consider only the minority ↑ spin bands shown in
Fig. 2(d). Similarly, for one electron per moiré period (ν = 1),
we can consider only the majority ↓ spin bands illustrated in
Fig. 2(f).
Although the magnetization of an orbital Chern insulator
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FIG. 2. (a) Schematic moiré flat bands with SU(4) spin/valley sym-
metry maintained. Each band has a four-fold degeneracy. E0g is the
single-particle band gap. "c" and "v" are shorts for "conduction"
and "valence" bands. (b) Magnetization contributions (solid line)
from valleys K (blue) and K ′ (green) as a function of µ. The dotted
and dash-dotted lines are respectively the M1 and M2 contributions
defined in Eq. (5). The single-particle gap is shaded in gray. (c-f)
Schematic moiré flat bands in TR broken symmetry states at ν = 3
and ν = 1 in which different flavors are rigidly shifted in energy by
a momentum- and flavor-independent exchange energy U if the flat
conduction band is filled in that flavor.
can in principle reverse its sign at any filling factor, depending
on the details of the Chern band, abrupt reversals vs. gate
voltage occur only at integer ν, where the magnetization has a
large jump. We, therefore, focus on the magnetization jumps
at ν = 3 and ν = 1; a similar analysis applies for ν = −3 and
ν = −1. The total OM is calculated by summing Eq. (4) over
spin/valley flavors and bands:
M(µ) =
∑
m, f
(
M1mf nmf + µ
Cmf nmf
2pi
)
+U
∑
m, f ∈ fshift
Cmf nmf
2pi
(10)
where m is a band index in the valley- and spin-projected
continuum model, f is a flavor index, fshift is the set of flavors
that have had their energies shifted by −U, nmf is the band
occupation, and Cmf is the band Chern number. M1mf is
evaluated with the zero of energy located at the middle of
the single-particle gap E0g as in Fig. 2(a). In the last term
in Eq.(10), we have used that the magnetization contribution
of an occupied band changes by −Cmf δE/2pi when the band
energy is rigidly shifted by δE .
Since the magnetizations and Chern numbers of time-
reversed bands cancel, i.e. M1mK =−M1mK′ andCmK = −CmK′ ,
it follows that at both ν = 3 and ν = 1∑
m, f
(
M1mf nmf + µ
Cmf nmf
2pi
)
= M1cK +
µCcK
2pi
. (11)
The extramagnetization contribution fromoccupied bands that
suffer an exchange energy shift U is
U
∑
m, f ∈ fshift
Cmf nmf
2pi
=
U(CcK + CvK + Cv′K )
2pi
(12)
where CcK /CvK is the Chern number of the flat conduc-
tion/valence band in valley K and Cv′K is the total Chern
4number summed over all remote valence bands.
In our simplified SU(4) symmetric model, M1cK and the
Chern numbers are purely single-particle properties. For the
range of parameters (θ, m) plotted in Fig. 3, CcK=−CvK=−1
andCv′K = 0. It follows that for both ν = 1 and ν = 3, themag-
netization (Mn-doped) when µ is at the bottom of unoccupied
band(s) is
Mn-doped = M(µ = Eg
2
) = M1cK −
Eg
4pi
(13)
and the magnetization (Mp-doped) when µ is at the top of occu-
pied bands is
Mp-doped = M(µ = Eg
2
− ∆g) = M1cK −
Eg
4pi
+
∆g
2pi
(14)
where ∆g = min{U − w, Eg} is the correlated gap at ν = 1, 3.
The magnetization sign reverses across the gap if
Mn-doped < 0 and Mp-doped > 0 (15)
In Fig.3(a) we show that M1cK increases as a function of both
twist angle θ and mass m = m1 = m2. Figure 3(b), which
plots Mn-doped(θ,m), reveals that the first condition in Eq.(15)
is always satisfied near the magic twist angle. Figure 3(c)
plots Mp-doped for a typical twist angle θ = 1.1◦ vs. U and
mass m. Insulating states occur only when U > w. We find
that Mp-doped is almost always positive, satisfying the second
condition in Eq.(15), although there is a small no-reversal
region in which the Chern insulator gap ∆g = U − w ∼ 1
meV that is highlighted in Fig. 3(d). Similar results for m1 =
m,m2 = 0 models are provided in Fig. 3(e-h). In this case,
Mn-doped is negative for θ . 1.04◦, as illustrated in Fig.3(g).
Discussion—Chern insulators are 2D electron systems with
charge gaps that exhibit QAHE, and have now been realized
experimentally by two distinctmechanisms. InMTI[1, 39–44],
the QAHE is driven by the exchange interactions between spin-
local-moments that order ferromagnetically and two Dirac-
cones localized on opposite surfaces of a topological insulator
thin film. In bilayer graphene, on the other hand, the QAHE
is driven by broken sublattice symmetry, which gaps Dirac
cones and induces Berry curvatures of opposite signs near
TR-partner valleys, combined with TR symmetry breaking via
condensation of electrons into one of the two valleys. Both
experimentally established QAHEmechanisms differ from the
one identified in the original theoretical work of Haldane[8] in
which the QAHE is driven by broken TR symmetry that leads
to Berry curvatures of the same sign near opposite valleys.
In TBG sublattice polarization is theoretically expected to
occur spontaneously, but can be enforced by alignment with
hBN. Spontaneous valley polarization and spin polarization
are then energetically preferred when the moiré bands are
narrowed by tuning the orientation close to the magic an-
gle. Because of the absence of substantial spin-orbit cou-
pling in graphene, the orbital valley order has Ising character
and is therefore essential to achieve a finite transition tem-
perature, and is dominantly responsible for the magnetization
and solely responsible for the most accessible observable –
the QAHE. We have shown in this Letter that the dominance
of orbital magnetism change the considerations[45] that nor-
mally limit our ability to control magnetic states electrically.
The most extreme example of the strong electrical effects that
are possible in orbital Chern insulators is a consequence of
the jump in magnetization between weak n-doping and weak
p-doping produced by edge states. Changing the sign of mag-
netization of a state with a given sign of valley polarization
and QAHE, changes the thermodynamically preferred state
in a weak magnetic field purely electrically. This property
could be of technological value if other examples of orbital
Chern insulators that have higher transition temperatures are
discovered in the future. When the sign of the magnetiza-
tion is independent of carrier density, the Středa[46] formula
implies that magnetic-switching between quantum anomalous
Hall states will yield stronger transport signals for either n-
or p-doping, depending on the relative sign of magnetization
and Hall conductivity. This behavior is common in current
experiments[3, 4, 21, 47, 48]. As illustrated in SM S3 QAHE
sign switching that is equally robust for n- and p-doping signals
the magnetization sign switch that we expect to be common in
large gap orbital Chern insulators.
In our simplified mean-field theory the magnetizations at
weak n- and p-doping are identical at ν = 3 and ν = 1 since
Eqs.(10-14) apply to both cases. This property is a conse-
quence not only of the simplified mean-field theory but also
of our neglect of correlations, which are likely to play an
important role in determining whether or not Chern insulator
states appear. Since the flat-band system has more phase space
for correlations closer to charge neutrality, we anticipate that
Chern insulator states will be more common at ν = ±3, than
at ν = ±1.
Note added: While this manuscript was under review,
the magnetization sign reversal it predicts was observed in
twisted monolayer on bilayer graphene and in twisted bilayer
graphene[49].
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7SUPPLEMENTAL MATERIAL:
THE CURIOUS MAGNETIC PROPERTIES OF ORBITAL CHERN INSULATORS
S1. SYMMETRIES OF TBG
Below we prove that the moiré HamiltonianH(r ) of TBG on hBN substrates has the following symmetry properties:
τzσxH(x, y)σxτz = −H(−x + d, y) (16)
τxH(x, y)τx = H ∗(−x + d, y) . (17)
The first of these properties applies only in the limit of small twist angles and the second only if the Dirac masses m1 and m2 in
the two layers are identical. The Pauli matrices σ and τ act on sublattice and layer degrees of freedom respectively.
The moiré Hamiltonian
H(r ) =
(
h(1)0 (r ) T(r )
T†(r ) h(2)0 (r )
)
(18)
T(r ) is the interlayer tunneling matrices and superscripts (1) and (2) denote graphene layers. h0(r ) is the massive Dirac
Hamiltonian
h0(x, y) = −i∂xσx − i∂yσy + mσz (19)
and we have
σxh0(x, y)σx = −h0(−x, y) (20)
For the interlayer tunneling term,
T(r ) = w0
3∑
j=1
e−iq j ·rTj (21)
where q1 = (0,−1),q2 = (
√
3/2, 1/2),q3 = (−
√
3/2, 1/2) (in units of 4pi/3aM) are three momentum boosts. aM is the moiré lattice
constant. w0 = 110 meV is the tunneling strength, and
T1 =
(
1 1
1 1
)
, T2 =
(
e−iφ 1
eiφ e−iφ
)
, T3 =
(
eiφ 1
e−iφ eiφ
)
(22)
with φ = 2pi/3. Substituting q j and Tj in Eq. (21),
T(−x + d, y) = e−iq1 ·rσxT1σx + e−iq2 ·r ei(2φ+q2xd)σxT2σx + e−iq3 ·r eei(φ−q2xd)σxT3σx (23)
σxT(x, y)σx = e−iq1 ·rσxT1σx + e−iq2 ·rσxT2σx + e−iq3 ·rσxT3σx (24)
and we get
σxT(x, y)σx = T(−x + d, y) (25)
where d = aM/
√
3 modulo
√
3aM. In other words sublattice-exchange of the tunneling Hamiltonian is equivalent to reflection by
the y-axis combined with a translation. Combining Eq. (20) and (25), we obtain
τzσxH(x, y)σxτz = −H(−x + d, y) (26)
Similarly,
T†(x, y) = eiq1 ·rT1 + eiq2 ·r e−iφT2 + eiq3 ·r eiφT3 (27)
T∗(−x + d, y) = eiq1 ·rT1 + eiq2 ·r e−iq2xdT2 + eiq3 ·r eiq2xdT3 (28)
T†(x, y) = T∗(−x + d, y) (29)
8d = aM/
√
3. If m1 = m2, then
τxH(x, y)τx = H ∗(−x + d, y) (30)
Applying Bloch’s theorem to Eq. (16,17), we see that H(k ) satisfies
τzσxH(kx, ky)σxτz = −H(−kx, ky) (31)
τxH(kx, ky)τx = H∗(kx,−ky) (32)
As a result of Eq. (31), the eigenvalues and eigenvectors satisfy εci (kx, ky) = −εvi (−kx, ky), ψci (kx, ky) = τzσxψvi (−kx, ky).
Here i = 1, 2, ... labels the i-th conduction (ci) or valence (vi) band counting from charge neutrality. For Eq. (32), εn(kx, ky) =
εn(kx,−ky), ψn(kx, ky) = τxψ∗n(kx,−ky), where n label bands.
Now let us define the orbital magnetization contribution due to mixing between bands n and n′:
Mnn
′
=
e
~
Im
∫
MBZ
d2k
(2pi)2
〈n|∂xH |n′〉〈n′ |∂yH |n〉
(εn − εn′)2 (εn + ε
′
n) (33)
When the chemical potential at neutrality is in the middle of the gap, and the Hamiltonian has been truncated to a finite number
(2N) of bands via a plane-wave expansion cut-off, the total orbital magnetization is
N∑
i=1
Mvi =
N∑
i, j=1,i,j
Mviv j +
N∑
i, j=1
Mvic j
=
N∑
i, j=1,i,j
Mviv j +
N∑
i=1
Mvici +
N∑
i, j=1,i,j
Mvic j
(34)
The first term in the last expression of Eq. (34) is zero because Mv jvi +Mviv j = 0. The second term in the last expression of
Eq. (34) is also zero because εci + εvi is antisymmetric and Im〈ψvi |∂xH |ψci 〉〈ψci |∂yH |ψvi 〉 is symmetric when kx is reflected to
−kx . Similarly, we can also prove thatMv j ci +Mvic j = 0. It follows that the total magnetization at mid-gap vanishes.
S2. HEISENBERGMODEL ESTIMATE OF SPIN MAGNETIZATION AT FINITE TEMPERATURES
In mean-field theory, the spin magnetization of the Chern insulator state in MATBG is one Bohr magneton per moiré unit cell.
We estimate thermal fluctuation corrections to the spin magnetization by starting from a square lattice ferromagnetic Heisenberg
model with Hamiltonian
H = −J
∑
〈i, j 〉
S i · S j = −J
∑
〈i, j 〉
[1
2
(S+i S−j + S−i S+j ) + Szi Szj
]
. (35)
Here S±i = S
x
i ± Syi are spin raising and lowering operators, 〈i, j〉 labels a nearest-neighbor bond, and the effective Heisenberg
coupling can be extracted by comparing with microscopic theoretical estimates of magnon energies[14, 50, 51]. There is no
quantum fluctuation correction to the ground state spin-magnetization of the Heisenberg model, but thermal fluctuations are
important at finite temperature. Indeed corrections to the Heisenberg model that break spin-rotational invariance are necessary
for a finite magnetization to survive at finite temperatures in the two-dimensional systems of interest.
Magnetic anisotropy induced by spin-orbit coupling (SOC) or external magnetic fields limits the importance of thermal
fluctuations for the spin-magnetization. The spin Hamiltonians that add easy-axis single-ion anisotropy HD , anisotropic exchange
Hλ and perpendicular external magnetic field HB contributions are respectively,
HD = −J
∑
〈i, j 〉
S i · S j − D
∑
i
(Szi )2
Hλ = −J
∑
〈i, j 〉
S i · S j − λ
∑
〈i, j 〉
Szi S
z
j
HB = −J
∑
〈i, j 〉
S i · S j − µBB
∑
i
Szi .
(36)
In the external magnetic field case we have assumed that B = −Bzˆ, and we have dropped the g-factor since we will replace B by
an effective magnetic field due to SOC below.
9We can determine whether or not a large spin-polarization is maintained by applying a linearized spin wave approximation[52]
to the Heisenberg model. The Heisenberg Hamiltonian then reduces to a model of quantized bosonic spin wave (magnon)
excitations:
H = ε0 +
∑
k
ωka
†
k
ak (37)
where a†
k
(ak ) are Holstein-Primakoff[52] bosons creation (annihilation) operators and ε0 is the ferromagnetic ground state energy.
The magnon spectra corresponding to the Hamiltonians in Eq.(36) are
ωDk = 2JS
∑
δ
(
1 − cos(k · δ)) + DS
ωλk = 2JS
∑
δ
(
1 − cos(k · δ)) + 2λSz
ωBk = 2JS
∑
δ
(
1 − cos(k · δ)) + µBB
(38)
where δ is nearest-neighbor lattice vectors and z is the number of nearest neighbors.
Since there is no established mechanism for single-ion anisotropy or anisotropic exchange in graphene, we focus on the case in
which the magnon gap is created by a magnetic field. As we explain below, an effective magnetic field is generated by spin-orbit
interactions and orbital order – so B is non-zero even if no magnetic field is applied. At low temperatures we can replace the
magnon energy by its k → 0 limit,
ωk → 2JSa2k2 + µBB (39)
The thermal average of magnon occupation number nk = a†kak follows the Bose-Einstein distribution
〈nk 〉 = 1eωk /kBT − 1 (40)
Since the spin-magnetization is reduced by 1 for each excited magnon in the linear spin wave approximation, the spontaneous
spin magnetization (per unit cell) M as a function of temperature is
M(T) = S − ∆M(T) = S − 1
N
∑
k
〈nk 〉, (41)
where S = 1/2 is the ground state magnetization and N is the number of lattice sites. ∆M(T) is the spontaneous magnetization
contribution of magnons as a result of thermal fluctuations and can be rewritten in the energy integration
∆M(T) = a2
εzb∫
µBB
dε
D(ε)
eε/kBT − 1 (42)
where a is the lattice constant, D(ε) is the magnon density-of-state per unit area, and εzb is the maximum magnon energy.
When the effective magnetic field vanishes (µBB = 0), the integral for ∆M in Eq. (42) diverges logarithmically at any finite
temperature, i.e. spins are not ordered. This property is consistent with the Mermin-Wagner theorem[53] which states that
there is no spontaneous continuous symmetry breaking in a system with short-range interactions at any finite temperature for
dimensionality d ≤ 2.
In graphene, an effectivemagnetic field acting on spins is induced by spin-orbit interactions when the system is valley polarized.
The effective magnetic field can be calculated by averaging the SOC term in the graphene Hamiltonian Hso = λsoσzτzsz[54–56]
over orbital states in the spin-polarized band: µBB = λso〈σzτz〉, where σz is the pseudospin operator that measures sublattice
polarization and τz = ±1 is the pseudospin operator that measures valley polarization:
σ
(n)
z =
Am
A
∑
k
(
P(n)A (k ) − P(n)B (k )
)
(43)
where Am is the moiré unit cell area, A is the sample area, and P(n)X (k ) is the expectation value of projection onto sublattice X .
Figure 4(a) plots the sublattice polarization of 1.1◦-TBG as a function of the massml parameters used to account for the influence
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of the hBN substrate for both the flat conduction band (σcz , red) and the flat valence band (σvz , blue). When both graphene sheets
are aligned with hBN in the same relative orientation (m1 = m2 = m, solid lines), σcz ∼ 0.2 for a typical mass m ∼ 10meV. When
only one graphene sheet is aligned with hBN (m1 = m, m2 = 0, dashed lines), σcz ∼ 0.1 for m ∼ 10 meV. Sublattice polarizations
calculated in the single-particle picture qualitatively agree with the results of self-consistent Hartree-Fock calculations which
give σz ∼ 0.1[38] at typical interaction strengths  ∼ 20.
The effective SOC strength parameter for pi electrons in graphene has been estimated to be λso ∼ 1µeV[55, 56] using a
tight-binding model with s and p orbitals. First principle calculations[57, 58] that include d orbitals estimate larger values
λso ∈ (25, 50)µeV. Accounting for partial sublattice polarization and thermally suppressed valley polarization we can expect
that µBB = λso〈σzτz〉 ∈ (0.1, 5) µeV. Spin-wave estimates of the thermal fluctuation correction to the spin magnetization are
presented in Fig. 4(b-c) where we plot M calculated using the magnon dispersion in Ref.[51]. Figure 4(b) shows M as a
function of temperature T for µBB = 0.1, 1 and 5 µeV. The spin-wave estimate is accurate, of course, only when a substantial
spin-magnetization is maintained. We conclude from these calculations that the spin-magnetization is substantially reduced by
thermal fluctuations, possibly to very small values depending on SOC strength. Figure 4(c) shows M as a function of µBB for
T = 1, 2 and 5 K. At T = 2 K, which is a typical temperature for MATBG QAHE transport measurements (the anomalous Hall
resistance remains accurately quantized up to T ∼ 3 K in MATBG experiments[4]), µBB would have to exceed 1.5 µeV in order
for a significant fraction of the spin-polarization to survive thermal fluctuations.
In summary, spins are not ordered in MATBG at a few Kelvins because of extremely weak SOC.
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FIG. 4. (a) Sublattice polarization σz of 1.1◦-TBG. When both graphene sheets are aligned with hBN in the same relative orientation
(m1 = m2 = m, solid lines), the sublattice polarization is larger than when only one graphene sheet is aligned with hBN (m1 = m, m2 = 0,
dashed lines). Sublattice polarization of flat conduction band (σcz , red) is always opposite with that of flat valence band (σvz , blue). (b) M as a
function of temperature T for three different effective magnetic fields µBB = 0.1, 1 and 5 µeV. (c)M as a function of µBB for T = 1, 2 and 5 K.
S3. MAGNETO-TRANSPORT CHARACTERISTICS AND ELECTRICAL MAGNETIZATION REVERSAL
Transport characteristics as a function of carrier density and magnetic field depend strongly on whether or not the electrical
reversal, on which we have focused in this paper, is present. In the following discussion we will identify magnetic states by their
sense of valley polarization, distinguishing the two possibilities by referring to them as + or − states.
Figure 5 distinguishes three possible cases. If C+M+ = C−M− > 0 for both signs of carrier density, coupling to an external
field will stabilize the positive Chern number state for positive field and the negative Chern number state for negative field. On
the other hand, If C+M+ = C−M− < 0 a negative Chern number state will be stabilized for positive fields and a positive Chern
number state for negative fields. It then follows from the Středa formula[59] for the magnetic field dependence of the density at
which the gap appears in the spectrum, ∂n∗/∂B = eC/h, that the resistive anomaly associated with the gap will be stronger for
one sign of carrier density. As illustrated in the lower panels in Fig. 5 the resistive anomaly is centered in the n-doped region for
C±M± > 0, and in the p-doped region for C±M± < 0. The longitudinal resistance anomaly associated with Chern insulator gaps
is expected to extend over a finite region of carrier density around n∗, for example the region over which band-edge quasiparticles
are localized. The Středa formula may be interpreted as saying that one of the Landau fan gaps visible in the Shubnikov-de Haas
oscillations at stronger fields, the one at filling factor ν = C, survives to zero magnetic field. As illustrated in Fig. 5(c), the
Landau fan structure is expected to extend to B = 0 for both n- and p-doping when C±M± changes sign across the gap.
Changes in sign of M±C± across the gap are also manifested in Hall resistivity measurements, as schematically illustrated in
Fig. 6 which plots the Hall conductivity hysteresis loops as sweeping the magnetic field at several carrier densities. n0 is the
carrier density at which a non-trivial gap opens at zero magnetic field and n∗ is the shifted carrier density charactering the gap at
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finite magnetic field, as shown in lower panels of Fig. 5. The Hall conductivities (solid and dashed lines) as a function of carrier
density at the positive B and negative B extremes of the magnetic hysteresis loops are also shown in Fig. 6, where quantized σxy
is achieved at n∗. If the magnetization reverses sign across the band gap the quantized Hall conductivity observed for a given
sign of magnetic field also reverses (Fig. 6(c)).
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FIG. 5. Chern insulator states can be identified by changes in the longitudinal resistivity at the density at which the gap opens. Using the
Středa formula, a Chern insulator can be identified with extension of the ν = C Shubnikov-de Haas Landau fan feature to B = 0. We note that
positive magnetic fields favors states with positive magnetization. (a) The sign of M does not change across the band gap and is the same as
the sign of Hall conductivity. The anomalous quantum Hall state is more robust for n-doping because the Chern gap moves into the conduction
band when a magnetic field is applied. (b) The sign of M does not change across the band gap and is opposite to the sign of Hall conductivity.
The anomalous quantum Hall state is then more robust for p-doping. (c) The sign of M reverses across the band gap. The anomalous quantum
Hall state is robust for both n- and p-doping, because the sign of the Chern number for a given magnetic field strength changes with carrier
density.
(a) (b)
σ x
y(e
2 /h
) 1
+B
0
-1
0
-B
σ x
y(e
2 /h
)
1
+B
0
-1
0
-B
σ x
y(e
2 /h
)
1
+B
0
-1
0
-B
0n 0n 0n
(c)
 > 0C±M±  < 0C±M±
n*2n*1n*n*
FIG. 6. Schematic Hall conductivity hysteresis loops as sweeping themagnetic field at several carrier densities, and schematic Hall conductivity
(solid and dashed lines) as a function of carrier density at magnetic fields on opposite extremes of the hysteresis loops. (a-b) Corresponding to
Fig. 5(a-b) respectively, the Hall conductivity does not change sign when the system is tuned from p-doping to n-doping for a fixed magnetic
field. (c) Corresponding to Fig. 5(c), the Hall conductivity changes sign when the system is tuned from p-doping to n-doping for a fixed
magnetic field and is exactly quantized with opposite signs at two different densities n∗1 and n
∗
2.
