Abstract
Introduction
One of the key problems in computer vision is to be able to recognize objects under different geometric transformations. In principle, two kinds of solutions have been suggested: segmenting and non-segmenting methods. In the former category, the objects are first segmented, and then descriptors such as moments, signatures or Fourier descriptors are computed based on regions or boundary segments [2] . These descriptors can often be made invariant against various geometric transformations of the spatial image coordinates. Discrete interest points may be used if some salient features, like corners, can be detected. As described in [6] , it is not even necessary to know the point correspondeces. Also, the recently published wavelet based solutions [4] and [5] belong to this category of the segmenting methods. The main drawback of all these solutions is that they are sensitive to the segmentation result. Under severe noise conditions, reliable segmentation can often be difficult to achieve.
The other category includes the non-segmenting methods, which can deal with the image patches directly. They are typically based some image transforms. As it is well known, shift invariance can be achieved by removing the phase information from the Fourier transform. For scale and rotation invariant recognition Fourier-Mellin descriptors can be applied as suggested, for example, in [3] . For non-segmenting methods affine invariance is much more difficult to be attained. In [8] an iterative method called Global Affine Transformation Correlation was proposed for character recognition, and in [1] a method based on AffineInvariant Spectral Signatures and Multidimensional Indexing was introduced for affine invariant pictorial recognition. However, both methods are computationally expensive, and the algorithms are rather complicated. This paper introduces a novel non-segmenting approach for affine invariant pattern recognition based on an image transform called Multi-Scale Autoconvolution. Algebraically, the transform is simple, and if only a small number of transform coefficients is needed, the computational complexity is moderate, and for a larger set of coefficients, the algorithm is parallelizable in a straightforward manner.
The transform is derived in Section 2 by means of statistical analysis. In Section 3, some useful properties of the transform are given. Section 4 describes how it is implemented for discrete images, and the results of the experiments performed are reported in Section 5.
Multi-Scale Autoconvolution
The transform derived in this section relies on the coordinate mapping defined by any three image points called a basis-triplet. This principle was utilized in [6] for creating a hash table based on a sparse set of interest points. However, it requires processing of all ordered noncollinear triplets of the interest points which causes a problem of combinatorial explosion with a large set of points. The image transform presented here does not require any segmentation of interest points, but it treats the image as a probability density function of the interest points denoted by
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which means that any affine transformation, including translation, applied to the image coordinates will not change the coordinates 
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the transformation in (2) must be first simplified in order to eliminate the zero denominator in (4). To be brief, we shall assume that this operation is performed if necessary, and not consider it separately henceforth.
The probability density function of (4) can be expressed by a double convolution 
which is used for defining the the following image transforms
, and 0 x are some predifined constants. As we can see from (5) and (6) the transform is based on multi-scale convolution kernels, and thus it is called Multi-Scale Autoconvolution (MSA).
Properties of MSA
In this section we shall concentrate on some important properties of Multi-Scale Autoconvolution derived in the previous section.
Property 1 The transform coefficients
that can be rewritten as follows: 
Property 3 Given 2-D Fourier transforms

Property 4 Multi-Scale Autoconvolution can be generalized to cover a group of transforms that are invariant against other linear transformations of the image coordinates.
Example. Let us consider a transform which is invariant against translation, rotation, and scaling. In that case, we only need to draw two samples from
which defines the center of the rotation and scaling, and § which represents the orientation and the extent of the rotated and scaled £ axis. Using these points, we can express the transformation as follows:
. This transformation is invariant against translation, rotation and scaling of the image coordinates. It can be shown that the corresponding probability density function of
Discrete transform
A discrete version of MSA is needed with digital images. By discretizing (5) and (6) and using the convolution property of the discrete Fourier transform (DFT) it follows that is often enough for object recognition purposes. Futhermore, it turns out that classification can be performed based on even a smaller set of coefficients that are chosen carefully.
Experiments
In the first experiment, two simple shapes, a square and a circle, were considered. In Fig. 1 (a) and (b) , sam- ple images of 64-by-64 pixels are shown, and Fig. 1 (c) represents an image that is a warped and shifted version of Fig. 1 (a) . The corresponding MSA spectrums with
are given below in Fig. 1  (d)-(f) . In the spectrums, # axis is downwards and 0 axis is to the right. At first glance, the transforms seem to be similar, but if compared more carefully based on absolute differences, Fig. 1 (d) and (e) are found to differ significantly from each other as shown in Fig. 1 (g) , but when the MSA spectrums of Fig. 1 (a) and (c) are compared, the absolute differences become much smaller as shown in Fig. 1 (h) . The remaining non-zero differences are originating from the discretization of the images and the interpolation needed in (14).
In the second experiment, more complex patterns were classified based on a small set of the transform coefficients. The patterns tested are shown in Fig. 2 (a) . Three coefficients were selected: Figure 2 . Classification of more complex shapes based on three MCA coefficients.
transform coefficients were computed. These coefficients are depicted in Fig. 2 (c) as a scatter plot where the 3-D feature space has been projected into a 2-D subspace. Different symbols have been used to mark the four prototype class. As we can see, the symbols are well clustered, which makes reliable classification of these patterns possible.
In the third experiment, real images of two different tools were used [7] . The test set contained six images shown in Fig. 3 (a) . Without any preprosessing, the transform coefficient Fig. 3 (b) in the corresponding order of the images. It can be noticed that for the wrench the value is clearly higher than for those images that represent a hammer.
Conclusions and future work
A novel transform for affine invariant pattern recognition was introduced in this paper. In many applications, such as 3-D character recognition and some target identification tasks, perspective projection could be approximated with affine transformation. In those cases, the new transformation can provide a potential solution. So far, the experiments have been preliminary. In order to evaluate the performance of the method, a thorough investigation needs to be carried out with some classification scheme. Implementation of the algorithm with parallel processors is also feasible because each transform coefficient can be computed independently. For single processor systems, faster algorithms might be needed for computing the DFT of the scaled image more efficiently.
