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Abstract. An algorithm for evaluating student laboratory results is presented in which
both proximity to the true result (accuracy) and the reproducibility of these results
(preeision) can be evaluated. The usefulness of such a scoring device and its peda-
gogical advantages are presented. The results are described in terms of a computer
program LAB GRADE which is available from the authors upon request.
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Grading of experimental results will al-
ways be somewhat subjective in nature.
In an attempt to make the evaluation of
quantitative laboratory results less sub-jective, a general algorithm and computer
program has been developed which can
be used to evaluate and to assign a nu-
merical grade for quantitative determi-
nations. Unlike most evaluation pro-
cedures, the score is based both on the
proximity of the results to the accepted
value and the reproducibility of those
results.
The results of student determinations
of laboratory unknowns, like all scientific
measurements, should fulfill the concepts
of the scientific principle; that is, they
should be close to the true or accepted
value (accuracy), and reproducible (pre-
cision). In addition, it is also important
that the person making the determina-
tions, in this case a student, knows how
to make any necessary numerical calcu-
lations.
In general, the student performs a
specific experiment (e.g. a chemical acid-
base titration) and records the raw data.
In most laboratory situations the student
can make the required numerical calcula-
tions, or alternatively, the raw data can
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be entered into a data reduction program,
and the values appropriate to the stu-
dent's unknown experimental result can
be computer calculated. Many such
programs have been reported in the
chemical literature (Altenburg et al, 1968;
Galyan and Ryan, 1972; Reiter and
Budig, 1974). Comparison of the stu-
dent calculated value to the computer
calculated value has many pedagogical
advantages and it helps to insure that
the student has correctly made the re-
quired calculations. In some cases, au-
thors have reported programs in which a
statistical analysis was applied to the
raw data (Rosenstein and Smith, 1962;
Smith et al, 1965; Wellman, 1970; Wise,.
1972), but only a few authors have noted
the importance of precision to the sci-
entific experiment (Wartell and Hurlbut,
1972; Jones and Lytle, 1973; Klatt and
Sheafer, 1974, and none to our knowledge
have included this as an integral part of
the grading scheme. Either the student
or computer calculated values can be
used with the computer program re-
ported here. This program called LAB-
GRADE is written in FORTRAN IV and
requires 40K bytes in addition to approxi-
mately 1000 bytes for every seven stu-
dents. A class of 400 students requires
96K bytes. A sample printout and pro-
gram listing is available from the authors.
The input for LAB GRADE consists of
calculated values, rather than raw data,
and thus LAB GRADE is not meant to
replace the computer calculation pro-
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grams, but rather to be used in conjunc-
tion with them. In view of the growing
need for carefully documented programs
(Hoffman, 1975) which meet specific
teaching needs, we have developed both
the basic algorithm and the LABGRADE
program.
STATISTICAL ANALYSIS
LABGRADE is an iterative program
which calculates the arithmetic mean and
the standard deviation (a) for all student
generated results which are supplied as
input data. Any results which lie out-
side of the 3o- range are excluded, since a
result which has only normal uncertain-
ties will occur within 3o- of the arithmetic
mean 99.7% of the time, and a new
arithmetic mean and standard deviation
are computed. This procedure is re-
peated, until all remaining results fall
within three standard deviations of the
true value or the class mean. A graph
of the reported concentrations of NaOH,
which were obtained from a potassium
acid phthalate titration, plotted as a
function of the frequency with which
those concentrations were reported (fig.
1) shows that the student-reported val-
ues for a large typical class have approxi-
mately a normal distribution. Graphi-
cally, in the output from the LAB-
GRADE program, a normal curve with
the same standard deviation as that cal-
culated from the student results is plotted
centering about the true value (if it is
known) or the class average if the ac-
cepted value is not supplied as an input
value.
Each determination the student re-
ported is assigned a variable number of
points for accuracy and, if the student
has made multiple determinations, a sep-
arate number of points is assigned for
precision. The number of points as-
signed to accuracy for each determina-
tion corresponds to the height of the nor-
mal curve at that given abscissa as is
shown in figure 1. A linear scale is
established with the maximum point
value occurring at the true or accepted
value (i.e. O.Ocr) and a zero point value is
established at 3a. For example, the first
determination reported by Student A,
CLASS AVERAGE (0.1981)
Accuracy
"TRUE" VALUE (0.1982) Points
-HO
8.4 points max 10
•5
0 186 0188 0 190 0192 0.194 0196 0.198 0.200 0.202 0.204 0 206 0 208 0 210
NaOH Concentration
3CF
0.0094
—a—
0.0031
FIGURE 1. Assignment of Accuracy Points (Frequency of Values Reported as Function of
Values Reported). Solid line corresponds to a normal distribution centered on
the true value. Circles denote student results.
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corresponding to the result noted by the
dotted line in figure 1 was a NaOH con-
centration of 0.2000 M. Based on the
class results this determination is worth
8.4 accuracy points out of a maximum
score of 10 points (chosen for this ex-
ample) as can be seen in figure 1. The
same student also reported two addi-
tional determinations as shown in table 1.
TABLE 1
Reported results and evaluation of student A
Reported
Conc.±SD
0.2000 ±0.0010
0.2024 ±0.0014
0.2007 ±0.0003
Mean 0.2010
Skew Pts.
Total Score
(maximum ±50)
Accuracy
Points*
8.4
4.1
7.3
Precision
Points**
4.8
4.5
5.0
Total
Points
13.2
8.6
12.3
5.0
39.1
*10 points maximum per determination for
accuracy.
**5 points maximum per determination for
precision.
Precision points can only be assigned if
the student has made multiple determi-
nations, since the term precision implies
reproducibility of results. If the student
has made multiple determinations on the
same system, the average value for that
student is calculated and the deviation
of each result from the individual stu-
dent's arithmetic mean is determined.
The number of precision points assigned
to a given result is obtained by comparing
the deviation of that result with the
standard deviation for the whole class.
Graphically, this is equivalent to cen-
tering the normal curve about the indi-
vidual student's arithmetic mean, and
obtaining the precision point value from
the height of the curve corresponding to
each determination as illustrated in fig-
ure 2. Again the maximum point value
will occur when the deviation of an indi-
vidual determination is zero, and no point
value will result if the deviation for that
determination is larger than 3a.
An optional base or skewing score,
which corresponds to the minimum num-
ber of points credit the student receives
for just doing the experiment may also be
employed. Thus, for three titrations the
previous student would obtain a score of
39.1, if 5.0 points were assigned for sim-
ply doing a minimum of three titrations.
In other words, the skew score is used to
differentiate between the student that
carried out the experiment and obtained
Precision
Points
Student A Average Value (0.2010)
5-r
0.186 0.188 0.190 0.192 0.194 0.196 0.198 0.200 0.202 0.204 0.206 0.208 0.210
NaOH Concentration
FIGURE 2. Assignment of Precision Points (Frequency of Values Reported as a Function of
Values Reported). Solid line corresponds to a normal distribution centered on
Student A's average value. Circles denote student results.
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poor results and the student who failed
to report the required determinations.
Prior to each computer run, the in-
structor determines the maximum num-
ber of accuracy points and the maximum
number of precision points (assuming
more than one result is submitted by the
student) for each determination reported
by the student. At this point, the in-
structor also decides if the student should
be assigned any base points and the maxi-
mum and/or minimum number of indi-
vidual student results to be used in
computation of the student's total score.
DIAGNOSTIC CAPABILITIES
Perhaps one of the most helpful and
often overlooked advantages of a program
such as LABGRADE is its diagnostic
capabilities. For example, if the class
average differs significantly from the
true or accepted value, then it is likely
there is: an error in the instructions, the
procedure or some systematic error; a
contaminated reagent; or an incorrectly
determined true value. In any of these
cases it would be important to be able to
reconsider the details of the grading pro-
cedure used in this experiment.
A second diagnostic aid might cor-
respond to the observation of a bimodal
distribution of values as is shown in
figure 3. This could arise from a con-
REPORTED VRLUES
FIGURE 3. Expected Class Distribution
and Example of Bimodal Class
Distribution.
taminated reagent being used in one or
more of the laboratories. A possible solu-
tion to this problem would be to grade
each of the laboratories separately, using
the class average for the true value in
those laboratories suspected of having
contaminated reagents.
Finally, it should be pointed out that,
when the class is considered as a group,
the class average comes remarkably close
to the accepted value once the sta-
tistically insignificant determinations are
discarded. As can be seen in table 2,
after seven iterations the class average
becomes virtually identical to the true
value. After 10 iterations, all remaining
determinations fall within 3a- of the ac-
cepted values and the class average dif-
fers from the accepted value by only
0.0001 molar units, or one part per two
thousand (0.05%). Thus a large num-
ber of class determinations, even from a
class that is just learning to titrate, can
be a sensitive method to check the true
value which is often blindly accepted
without any additional evaluation. For
titration experiments, our true values
were taken as the average of three deter-
minations made by one of the laboratory
teaching staff immediately preceding each
laboratory. For other experiments such
as the determination of the equivalent
weight of magnesium, the accepted values
were obtained from handbooks or other
reference materials.
TABLE 2
Determinations used in successive iterations for a
typical, set of student determinations
Standard True or Class No. Detn.
Deviation Accepted Average Statistically
Value Retained
0.6973
0.0386
0.0216
0.0127
0.0088
0.0058
0.0040
0.0035
0.0033
0.0031
0.1982
0.1982
0.1982
0.1982
0.1982
0.1982
0.1982
0.1982
0.1982
0.1982
0.2955
0.2083
0.2040
0.2009
0.1992
0.1985
0.1983
0.1982
0.1981
0.1981
249
244
236
228
219
211
207
204
202
202
In comparing the results from the
same experiment among different lab-
oratories, we have observed that the
magnitude of the standard deviation is
constant if no changes in procedure, re-
actants or scoring formula are made. For
example, a comparison of three different
laboratories doing the same experiment
gave standard deviations of 2.711 x 10~;!,
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2.013 x 1()-3 and 3.134 x 1()~3. In
all cases, the class average refined to
within 0.0001 molar units of the accepted
value, even when the accepted value
was not input. For small, laboratories
(less than 100 total determinations) it is
preferable to input the true value, be-
cause the sample size does not seem to
be large enough. For large laboratories
(>200 determinations) the sample size
appears to be large enough and cither
the accepted value or class average prop-
erly refine to indistinguishable values.
As a result it should be possible to pro-
vide instantaneous grading for schools
with on-line computer facilities, in addi-
tion to the possibility of comparing
classes from year to year. Class com-
parison may aid those laboratories which
have relatively low enrollments, and
which, as a result, may suffer from poor
statistics. A detailed comparison of the
standard deviations and the proximity
of the class average to the accepted value
should also provide a mechanism to
measure the effects of changing the word-
ing of a procedure, the procedure itself,
or some other part of the experiment
such as the descriptions, generally im-
proved procedures or better indicators
which frequently result in smaller stand-
ard deviations and more accurate results.
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