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Abstract
Financial markets are the outcome of highly complex interactions among a number of agents. Such a complex system possibly
contains all sorts of features, e.g., not only static but also dynamic. Here we study dynamic correlations hidden in the S&P 500
market by adopting a combined method of the Complex Principal Component Analysis (CPCA) and the Random Matrix Theory
(RMT). The CPCA is entirely dependent on complexiﬁcation of time series using the Hilbert transformation and enables us to
extract correlations between stock prices moving with diﬀerent phases to one another. The RMT serves as a null hypothesis for
distinguishing true correlations from noisy ﬁnancial data. The extracted information on dynamic correlations of the market is
projected onto a correlation network in which pairs of stocks with phase diﬀerence smaller than certain threshold are linked with
strength of their correlations as weight. We then detect communities of comoving stocks in the network and also elucidate lead-lag
relationship between those communities.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Quantifying correlations between diﬀerent stocks is important to our understanding of the ﬁnance as a complex
dynamical system, and also for practical reasons such as asset allocation and portfolio risk estimation. To uncover the
structure of interactions among the elements in a stock market, physicists primarily focus on spectral properties of the
correlation matrix of stock price movements, which is known as Principal Component Analysis (PCA) in statistics.
In a random case, the distributions of the eigenvalues and eigenvector components of the correlation matrix can be
analytically derived using Random Matrix Theory (RMT). By comparing the eigenvalues of the empirical correlation
matrix with the corresponding results of the RMT, one can distinguish between meaning information and noise in the
complicated behaviors of stock returns1,2,3,4,5.
The most dominant principal component represents a collective motion of all stocks in markets. This is rather a
trivial result since such an Index behavior of stock markets had been well established in business. In the second and
subsequent signiﬁcant principal components, however, formation of stock groups are clearly observed and many of
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them are well characterized by industry sectors. The results can be applied to improvement of risk management of
portfolio in ﬁnancial engineering.
Unlike the previous studies, we have recently applied6 an extended PCA called Complex PCA (CPCA)7,8,9 to
stock market data to extract genuine dynamical correlations between the price ﬂuctuations of diﬀerent stocks. The
conventional PCA cannot deal with such dynamical features of stock markets because it entirely depends on static
correlations between diﬀerent stocks. One can express any real time series of a system as a sequence of complex
numbers projected onto the real axis using the Hilbert transform. The new time series having envelop and instanta-
neous phase at the same time carry more information on dynamics of the system than the original one. The CPCA
stands on a correlation matrix constructed from such complexiﬁed time series. It thus allows us to detect dynamic cor-
relations involved in ﬁnancial markets. Accordingly the RMT was generalized6 so as to accommodate to the CPCA.
The generalized method is also applicable to other multivariate data including world-wide ﬁnancial data of markets
and currencies10 and individual prices constituting the consumer price index (CPI) in Japan.11
Along the line that we have laid out, in this paper, we shed light on dynamic correlations in S&P 500 adopting a
network-theoretic approach. As the previous works, we purify the correlation matrix by eliminating random compo-
nents in the spectral decomposition of the correlation matrix. And we discard the market mode to focus on statistically
meaningful group correlations between stock prices. Regarding the correlation matrix thus obtained as an adjacency
matrix, we can construct a stock correlation network. The peculiarity of our network model is that the weight associ-
ated with each link is a complex number with amplitude and phase. So the characteristics of the dynamic correlations
between stock movements are reﬂected in the network structure. Especially we emphasize communities of comoving
stocks embedded in the network and lead-lag relationship between those communities.
2. Complex Principal Component Analysis
In this study, we use 483 (=N) stocks for the listed companies in the S&P 500 market index in the period of 2008
to 2011. In this period, the total number of business days is 1009 (= T + 1) days. We begin with introducing the
correlation matrix which is a basis for the CPCA. Let S α(t) be a price of stock α at time t (α = 1, 2, · · · ,N, t =
1, 2, · · · ,T + 1). First we calculate the logarithmic return of stock α as
Rα(t) = ln S α(t + 1) − ln S α(t). (1)
We then derive complex time series ξα(t) by combining Rα(t) and its Hilbert transform R˜α(t) as
ξα(t) = Rα(t) + iR˜α(t), (2)
where i represents the imaginary unit. The Hilbert transform R˜α(t) of Rα(t) is given by
R˜α(t) = −1
π
P
∫ ∞
−∞
Rα(z)
t − z dz , (3)
where P
∫
dz denotes Cauchy’s principal value integral1. Since each stock has its own volatility, we standardize the
complex time series according to
Ξα(t) =
ξα(t) − 〈ξα〉t
σα
, (4)
with the standard deviation σα of ξα given by
σα = 〈ξαξ∗α〉t =
⎛⎜⎜⎜⎜⎜⎝ 1T
T∑
t=1
ξα(t)ξα(t)∗
⎞⎟⎟⎟⎟⎟⎠
1/2
, (5)
1 Numerical computations of the Hilbert transformation were actually performed in the Fourier space; cosωt and sinωt are transformed to
− sinωt and cosωt, respectively.
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where 〈· · · 〉t denotes time average and the superscript ∗ stands for the complex conjugate operation. The envelop Aα(t)
and the instantaneous phase φ(t) of Ξα(t) are deﬁned in the polar representation as
Ξα(t) = Aα(t)exp (iφα(t)) . (6)
Finally we derive the N × N complex correlation matrix C with the following elements:
Cαβ =
1
T
T∑
t=1
Ξα(t)Ξ∗β(t) = rαβ exp(iθαβ) , (7)
where we also represent Cαβ in polar coordinates. Since C is a Hermitian and positive-deﬁnite matrix, its eigenvalues
are real and positive. The CPCA utilizes the spectral decomposition of C given as
C =
1
2N
N∑
=1
λuu† , (8)
with
u†

· u = 2N, (9)
where λ and u are the -th largest eigenvalue and its associated eigenvector for C, respectively, and u† is Hermite
conjugate of u.
Let us consider sequences of Gaussian random numbers, xα(t) (α = 1, · · · ,N; t = 1, · · · ,T ), corresponding to the
actual stock data. The complex random correlation matrix is calculated as
Crand =
1
T
XX† , (10)
where X is the N × T data matrix. For Crand, in the limit N,T → ∞ with η = 2N/T (< 1) ﬁxed, the probability density
ρ(λ) of eigenvalue λ can be analytically calculated as
ρ(λ) =
1
2πη
√
(λ+ − λ)(λ − λ−)
λ
, λ± = (1 ± √η)2 . (11)
On the other hand, the eigenvector components obey a two-dimensional Gaussian distribution:
ρ(u′, u′′) =
1
2π
exp
(
−u
′2
2
− u
′′2
2
)
, (12)
where u′ and u′′ are the real and the imaginary parts of the eigenvector components, respectively. Equations (11)
and (12) are valid only in the case that the matrix size is inﬁnite and the components of data matrix are mutually
independent. However, empirical data often have limited size and also may contain autocorrelations, leading to
modiﬁcation of the RMT criterion used to single out genuine cross-correlations12,13. The time series data studied here
are large enough to be able to neglect the ﬁnite-size eﬀect and are almost free from autocorrelations.
3. Complex Correlation Network
Application of the CPCA to the S&P 500 data detected 7 principal components whose eigenvalues are beyond the
upper bound λ+ = 3.916 predicted by the RMT. The largest eigenvalue λ1 = 242.11, corresponding to a collective
motion of the whole market, explains half of the total ﬂuctuations of stock prices; note that total sum of the eigenvalues
amounts to N = 483. The second through the seventh largest eigenvalues are 17.71, 13.96, 8.975, 5.819, 4.990, and
4.665 (the eighth one is 3.990). The principal components associated with those eigenvalues represent stock group
correlations well characterized by industrial sectors. And we identify the remaining components just as random
ﬂuctuations. The three classiﬁcations of the eigenvalues arrange the spectral formula (8) for the correlation matrix as
C = Cmarket + Cgroup + Crandom . (13)
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If one regard C as an adjacency matrix A, one can construct a stock correlation network. Here we adopt Cgroup
for A by discarding Crandom and also Cmarket in (13); it turns out that we consider stock price dynamics relative to the
motion of the whole market. To illuminate comoving stocks, we select pairs of stocks α and β for links of a network
only if their phase diﬀerence θαβ satisﬁes the condition |θαβ| ≤ θth. And furthermore we associate the links with
the strength rαβ of correlation between the selected pairs of stocks as weight. In this way we can construct a stock
correlation network, an undirected weighted network, of S&P 500 market.
We suppose that the network thus constructed is well decomposable into communities, that is, groups of stocks
in which stocks are synchronous and strongly correlated. To detect such communities in a network, maximization of
modularity Q is often used14. Here we use the Fast Unfolding method15 with modularity maximization to obtain an
optimized community structure.
4. Community Structures
Table 1. Summary of the community decomposition of the stock correlation network at ﬁve values of θth; the size of each community, measured
by the number of stocks within it, is listed together with the maximized modularity value.
θth 0.1 0.075 0.05 0.025 0.01
Q 0.60 0.62 0.63 0.65 0.65
comm.1 165 161 168 179 179
comm.2 146 149 142 146 145
comm.3 98 98 101 93 93
comm.4 74 75 72 65 65
comm.5 0 0 0 0 1 (isolated)
We repeated the community decomposition for the stock correlation network constructed with varied values of
the threshold θth. Table 1 summarizes the results obtained for ﬁve values of θth in the range 0.01 ≤ θth ≤ 0.1.
The maximized molularity, which takes 0.60 even at the largest θth, indicates the community decomposition is highly
eﬀective. The networks are always partitioned into 4 communities of comoving stocks and the size of each community
shows no strong dependence on θth; the communities are numbered in descending order of their size. We thus see
that the community structure is very stable against the order of magnitude change of θth. This ﬁnding is ascertained
by Fig. 1, where the stocks grouped according to the Global Industry Classiﬁcation Standard (GICS) are classiﬁed
by the communities obtained with θth = 0.1, 0.05, and 0.01. Figure 1 shows that the classiﬁcation of stocks by the
communities is almost independent of θth and each community is well characterized by industry groups:
• Comm.1: Information Technology (Software & Services; Technology Hardware & Equipment; Semiconductors
& Semiconductor Equipment), Retailing, Consumer Services, Transportation
• Comm.2: Consumer Staples (Food, Beverage & Tobacco; Household & Personal Products), Health Care (
Health Care Equipment & Services; Pharmaceuticals, Biotechnology & Life Sciences), Telecommunication
Services, Utilities
• Comm. 3: Financials (Banks; Diversiﬁed Financials; Insurance; Real Estate)
• Comm. 4: Energy, Materials
To demonstrate the stability of the community decomposition more quantitatively, we invoke the Jaccard Index.
We deﬁne cm and cn as sets of nodes belonging to communities m and n respectively. The Jaccard Index between the
two communities is deﬁned as the size of their intersection divided by that of their union:
Jmn =
|cm ∩ cn|
|cm ∪ cn| (0 ≤ Jmn ≤ 1) , (14)
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(a)
(b)
(c)
Fig. 1. Decomposition of the GICS-grouped stocks by the communities detected here. The panels (a), (b), and (c) are the results obtained at
θth = 0.1, 0.05, and 0.01, respectively.
If Jmn = 1, cm is identical to cn. In the case that Jmn takes a value well less than 1, however, it does not necessarily
mean that the two communities do not match. In fact, the Jaccard index works well only when comparing between two
sets of similar size. Let us suppose that the size of cn is much smaller than that of cm. This case always gives a small
value of Jmn, and we hence would conclude the two sets are dissimilar. However, the conclusion is not appropriate
when cn ⊂ cm. To resolve this problem as regards the Jaccard index, we introduce a normalized version of it which is
deﬁned as
Jˆmn =
|cm ∩ cn|
|cm ∪ cn|
/ |cn|
|cm| (0 ≤ Jˆmn ≤ 1) , (15)
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Fig. 2. Schematic diagram illustrating the ideas of (a) the conventional Jaccard index and (b) the normalized Jaccard index newly deﬁned in this
paper.
where we assume the size of cn is smaller than that of cm (|cn| < |cm|) . Figure 2 schematically compares the idea of
the conventional Jaccard index with that of the normalized Jaccard index. When cn ⊂ cm, the new index gives Jˆmn = 1
even if |cn|  |cm| as being desired.
Tables 2 through 5 show how the community decomposition changes with step-by-step decreasing of θth from 0.1
to 0.01. We conﬁrm that the community structure does not change appreciably even for such a wide variation of θth.
In what follows we thereby concentrate on the community structure obtained with θth = 0.1.
Table 2. Normalized Jaccard index (15) between the two sets of communities at θth = 0.1 and θth = 0.075.
comm.1 comm.2 comm.3 comm.4
comm.1 1.00 0.01 0.00 0.01
comm.2 0.00 1.00 0.00 0.00
comm.3 0.00 0.00 1.00 0.00
comm.4 0.00 0.00 0.00 1.00
Table 3. Normalized Jaccard index (15) between the two sets of communities at θth = 0.075 and θth = 0.05.
comm.1 comm.2 comm.3 comm.4
comm.1 0.94 0.00 0.02 0.01
comm.2 0.03 1.00 0.00 0.00
comm.3 0.01 0.00 0.98 0.00
comm.4 0.04 0.00 0.00 0.97
Figure 3 plots the correlation coeﬃcients Cαβ’s between stocks within or across communities on complex plane.
Distribution of Cαβ’s within communities is stretched out along the positive x axis. As for Cαβ’s crossing diﬀerent
communities, on the other hand, a large portion of them are spread to the opposite side on the x axis. We also show
histograms of the phase diﬀerences θαβ’s between stocks within or across communities in Fig. 4 corresponding to
Fig. 3. From these results, broadly speaking, we see that the stocks belonging to the same community move in phase
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Table 4. Normalized Jaccard index (15) between the two sets of communities at θth = 0.05 and θth = 0.025.
comm.1 comm.2 comm.3 comm.4
comm.1 0.99 0.00 0.00 0.00
comm.2 0.00 1.00 0.00 0.00
comm.3 0.03 0.02 1.00 0.00
comm.4 0.07 0.00 0.00 1.00
Table 5. Normalized Jaccard index (15) between the two sets of communities at θth = 0.025 and θth = 0.01.
comm.1 comm.2 comm.3 comm.4
comm.1 0.87 0.02 0.03 0.03
comm.2 0.02 0.90 0.02 0.00
comm.3 0.04 0.01 0.86 0.00
comm.4 0.02 0.01 0.00 0.91
(as they should be according to the present deﬁnition of community) and those belonging to diﬀerent communities
move out of phase.
We have recently carried16,17,18,19 out a community analysis on stock networks constructed from the group corre-
lations in S&P 500 and Tokyo Stock Exchange (TSE), where the conventional PCA assisted by the RMT was used
instead of the CPCA. The networks have links between pairs of stocks with positive or negative weights depending
on whether the pairs are correlated or anticorrelated; both positive and negative correlations were treated on the same
footing. We then optimized decomposition of stocks into communities in which stocks are synchronized with positive
correlations. Since negative links are pushed away from communities, in return, communities thus detected have ten-
dency to be negatively correlated. Finally we were successful in unveiling the fact that the stocks in S&P 500 and TSE
are decomposed into communities related to each other through unbalanced triangle relationship, that is, the enemy of
my enemy is my enemy, not my friend!
The present analysis thus conﬁrms our previous ﬁndings of the frustrated correlation structure in S&P 500. We
emphasize such a fascinating relationship among the stock price ﬂuctuations is dynamically stable.
1833 Yuta Arai et al. /  Procedia Computer Science  60 ( 2015 )  1826 – 1835 
Fig. 3. Complex plane plots of the correlation coeﬃcients Cαβ’s between stocks within or across the communities obtained with θth = 0.1.
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Fig. 4. Histograms of the phase diﬀerences θαβ’s between stocks within or across the communities, corresponding to Fig. 3.
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5. Conclusion
We studied dynamic correlations hidden in the S&P 500 market by combining the CPCA and the RMT. Complex-
iﬁcation of time series using the Hilbert transformation generalizes the conventional PCA to the CPCA. The CPCA
allows us to extract correlations between stock prices moving with diﬀerent phases to one another. The RMT serves
as a null hypothesis for distinguishing true correlations from noisy ﬁnancial data. We projected the extracted informa-
tion on dynamic correlations of the market onto a correlation network in which pairs of stocks with phase diﬀerence
smaller than certain threshold are linked with strength of their correlations as weight. We then detected communities
of comoving stocks in the network and also elucidated lead-lag relationship between those communities. The obtained
results aﬃrm the frustrated triangle relationship among stock groups which was reported in our previous work based
on a static correlation network with the PCA. However, it is still curious how the frustrated correlation structure latent
in the stock market is dynamically stabilized. It may require us to go beyond pairwise correlation.
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