A category which generalises to higher dimensions many of the features of the Temperley-Lieb category is introduced.
Introduction
The Temperley-Lieb category provides a useful tool in computational 2d lattice statistical mechanics [4] . Its representation theory is the interlocutor between several different 'equivalent' lattice models (Potts, IRF, 6-vertex, etc.) [4, 15] , is universal among an important class of solutions to integrability conditions, and provides the invariant theory for U q sl 2 [8, 10] . Its categorical structure means that its representation theory can be analysed in great generality [15, 1] (it is universal among monoidal dual categories with certain natural properties, and was the starting point for Khovanov homology [12] ). It is also important in a number of other areas of Mathematics and Physics [11, 13] .
The generalisation to 'higher dimensions' (in the mean-field sense of every lattice point being a neighbour) is the partition category [16] , but it is natural also to seek a 3d version. A 3d lattice subalgebra of the partition algebra was studied by Dasmahapatra and Martin [7] but it has very few of the beautiful properties of the Temperley-Lieb and partition categories (cf. Baxter-Bazhanov tetrahedra for example [5, 9] ), and essentially no progress has been made in this direction. Here we describe a generalisation of the full Temperley-Lieb category to 3d that is closer in spirit to the cobordism category of Topological Quantum Field Theory [3, 14] and to Lattice Gauge Theories ( [15] , page 278). The problem with such a construction is that there are significant initial problems with well-definedness, but the payoff is potential access to generalisations of several of the structures mentioned above. In this note we solve the well-definedness problem, and the core enumeration problem in using the resultant algebras. Applications will be discussed elsewhere.
Concrete diagram categories
We begin by selecting a direction in d-dimensional Euclidean space E d which we call "time", coordinatised by a real number t. For fixed d ∈ N and t ≥ 0 we define E t = R 
for the set of concrete diagrams in S d with t = 0.
For d = 2, concrete diagrams coincide with concrete Temperley-Lieb diagrams, and in this sense our construction provides a "higher-dimensional" generalisation. For d = 3, a concrete diagram can be thought of as consisting of a number of embedded submanifolds whose boundaries all lie on either of two parallel planes of constant time. See Figures 1 and 2 for examples.
A component of D ∈ S d,t is any point x ∈ D together with the maximal subset X ∋ x such that C Et (D \ X) = C Et (D \ {x}). A bubble is a component which does not intersect the boundaries of E t . A component c has a handle if it properly contains a non-contractible loop not homologous in c to a subset of the boundary of E t . Write |D| for the number of components of a concrete diagram D, and b(D) for the number of bubbles.
The number of handles of a concrete diagram D ∈ S 3 is the genus of D, written g(D). We will write χ(D) for the Euler number of D [2, 20] .
is the subset of S d,t of concrete diagrams which intersects the t-boundary of E t in F and the 0-boundary in
. In practice we shall restrict attention to cases in which F and F ′ are unions of (d − 2)-spheres.) For T a set, let ℘(T ) be the set of partitions of T and P(T ) the power set of T . For U and V sets and u ∈ ℘(U ), v ∈ ℘(V ) we write u * v for the partition algebra composition of u with v ( [19] p.158, or more generally the Ag product in [16] , p.77).
For For B ∈ S d , define domB as the set of all A ∈ S d which are ∧-composable with B. Then we define the map δ B : domB → S d by A → A∧B. For any point P ∈ E d with time coordinate t P , the time translate P τ is the point in E d with the same projection on the t = 0 subspace as P but with time
The following diagram composition Lemma follows now from Definition 1:
Let us now define the triple
and for each pair of objects E, F ∈ S
and composition of morphisms defined by •-composition of concrete diagrams. The morphism in hom(F, F ) of duration one whose sections of constant time are time translates of F will be denoted I F .
Theorem 5 C
d is a category.
Proof: We require to show associativity of •, and existence of identity element in each hom(F, F ). The former is clear, the latter is the concrete diagram of duration zero.
(which follows directly from the definition of χ(A) as an alternating sum of Betti numbers, or as a sum of Morse indices [21] , of A) and
We will later need other results that follow easily from Eq. (2.1) which we give without proof. Here we assume that all •-compositions are defined; D is a minimal concrete diagram with the same connectivity as A • B, and G is a minimal concrete diagram with the same connectivity as B • C:
3 Equivalence relations on S
3
In this section we set d = 3. We will write i for the usual relation of isotopy (i.e., a continuous, one-parameter family of homeomorphisms [22] ). If j is a specific isotopy with parameter s ∈ [0, 1] and A is a concrete diagram, we write j u (A) for the image of A under j at s = u. In particular, j 0 (A) = A for all A. Two concrete diagrams A and B are isotopic iff there is an isotopy j such that j s (A) is a concrete diagram for all s, and j 1 (A) = B. This defines the isotopy relation i in the set of concrete diagrams. It is obviously an equivalence relation.
Let A and B be concrete diagrams. If A and B are isotopic by an isotopy j such that the boundaries of j s (A) are time translates of the boundaries of A for all s we say that they are strongly isotopic.
For example, the isotopy whose action on a point in E 3 with coordinates (x, y, t) is j s (x, y, t) = (x, y, (1 + s)t) is strong. Strong isotopy is clearly an equivalence relation, which we denote si. By the handle decomposition theorem [21] :
The following Proposition follows from Proposition 9 and Definition 6.
Define D h (A) and D sh (A) as, respectively, the h-and sh-class in S 3 min containing D r (A).
Definition 12 For K a ring and p, q ∈ K define the reduction maps µ and ν as
and extend linearly to KS 3 in each case. 
Proposition 16
Proof: If AshB then take L = I F and R = I F ′ . Otherwise the h-relation between A and B contains isotopies in a neighbourhood of the boundary of A. Extend those isotopies to a neighbourhood of I F and
The L and R so defined are clearly h-related to I F and I F ′ respectively (in fact, isotopic).
By a routine check that the group axioms are satisfied, we have
4 h-classes and connectivity.
In this Section we show that the S 3 [F, F ′ ]/sh is finite.
Definition 19
Let c and d be components of A ∈ S d . Then c and d are neighbours if there is a path connecting c to d not intersecting any other component of A. Let c and d be neighbours in A with path P , and e a surface obtained from c and d by removing a disk from each and joining the edges with a cylindrical thickening of P not intersecting any other component of A. Then e is a bridging of c and d and the cylinder is a bridge connecting c and d.
Theorem 20 Let
Necessity follows from the definition of sh. A complete proof of sufficiency will be given in [18] . Here we present those ideas of the proof that are relevant to understanding the rest of this paper. The key observation is that any two concrete diagrams in S 
, and both have n + 1 components (i.e., k reduced by one). The induction hypothesis is that the Theorem is true for k − 1, so that A ′ shB ′ . It is then shown that A and B can be reconstructed from A ′ and B ′ by bridging, in a way that shows that A and B are also sh-related. This shows that the Theorem is true for k if it is true for k − 1. Being true for
, it follows that it is always true.
Proposition 21 For any F , Π F is a finite group.
Proof: It was established in Proposition 17 that Π F is a group. Because F is always a finite set, the partition set ℘(F∪F ) is also finite. Hence, by Theorem 20, there is a finite number of sh-classes in [I F ] h .
Composition of h-classes
Consequent to Proposition 16, there are fewer h-classes than sh-classes in S
We regard the extra symmetry h/sh as the higher-dimensional counterpart of order-preserving displacements of the endpoints of TemperleyLieb diagrams along the upper or lower edges. For that reason we regard hclasses as the natural generalisation of the notion of Temperley-Lieb diagram to higher dimensions, and they will be the main object of study in the rest of this work.
Our goal, then, is to define a composition of h-classes by which each S 
This Proposition can be extended to show that, if
Proof: By Proposition 21, X and X ′ are finite sets and σ X and σ X ′ are defined.
By Proposition 16 there are L
. But, by completeness of X and Proposition 17 there exists exactly one
and both have equal number of bubbles and handles, so
The Lemma follows by summing over Y ∈ X.
That is, µ(A • σ X • B) depends only on the h-classes of A and B and not on the choice of X. Therefore we have a well-defined composition of h-classes into KS
If |X| has an inverse in K we define a new composition rule that has [I F ] h as unit:
As was done in Section 3 with sh-classes, the set S The only non-trivial step in the proof of this Theorem is associativity:
Because both
. Therefore we only need to prove that
Those equations follow from Eqs.(2.3) in page 4. The rule (5.3) does not provide a practical means of computing the composition of two given h-classes, except in the simplest cases where representative concrete diagrams can be concatenated by hand. We address this question next.
Computing the multiplication table
In order to generate examples, and to begin analysing the structure of the algebra, we need to be able to compute compositions efficiently. If we wished to compute the multiplication table for the algebra S result in the following multiplication table, in which D 1 , · · · , D 9 refers to the concrete diagrams shown in Figure 2 , numbered from left to right. We now present a more efficient method of computing multiplication tables which makes use of the bijection established in theorem 20 between sh-classes in S Given F , let G(F ) be the rooted undirected graph constructed as follows. The vertex set is the set of connected components of R 2 \ F ("regions"), the root being the vertex associated to the unbounded region; there is an edge between two vertices if there is a component in F which is a boundary between the corresponding regions.
We may associate a rooted tree to the graph G(F ) by forgetting the labels on all the vertices except the root. Now consider a concrete diagram D ∈ S We refer to [18] for a proof. This Proposition establishes a correspondence between admissibly-coloured graphs and sh-classes. Then a h-class can be represented by the coloured graph of any of the sh-classes of which it consists.
The correspondence between h-classes and coloured graphs gives us a practical way of computing compositions of h-classes. Let A ∈ S For example, consider again the concrete diagrams shown in Figure 2 . Note first that Π F = 1, as the two concentric loops in F cannot be interchanged by an isotopy. There are nine admissible colourings. Let D 1 , D 2 , · · · , D 9 be the h-classes defined by those admissible colourings, in the order shown in the A more detailed analysis of the algebras defined here is given in [18] , together with a preliminary analysis of their representation theories, which are intriguingly much richer than the original Temperley-Lieb algebra itself.
