We obtain asymptotic estimates for the number of Pythagorean triples (a; b; c) such that a ¡ n; b ¡ n. These estimates (considering the triple (a; b; c) di erent from (b; a; c)) is (4 −2 log(1 + √ 2))n + O( √ n) in the case of primitive triples, and (4 −2 log(1 + √ 2))n log n + O(n) in the case of general triples. Furthermore, we derive, by a self-contained elementary argument, a version of the ÿrst formula which is weaker only by a log-factor. Also, we tabulate the number of primitive Pythagorean triples with both legs less than n, for selected values of n 6 1 000 000 000, showing the excellent precision obtained.
Introduction and main results
If we take a positive parameter n, we can count the number of Pythagorean triangles (primitive or not) with some property or characteristic bounded by the parameter n; for instance, area, hypotenuse, etc. Thus, we have constructed a function depending on n. In the literature, several asymptotic estimates for this kind of functions related to Pythagorean triples have been studied. In this way, estimates for the number of primitive Pythagorean triangles with hypotenuse, perimeter and area less than n are studied in [6 -8,13] . Asymptotics for the number of general Pythagorean triangles with hypotenuse less than n are shown in [5,10 -12] . Finally, in [2] , we can ÿnd estimates for the number of Pythagorean triangles with a common hypotenuse, leg-sum, etc., less than n.
However, so far as we know, the problem of estimating the number of Pythagorean triangles with both legs less than n has not been studied. This is the aim of this paper, i.e., to ÿnd asymptotic estimates for the number of Pythagorean triangles with legs less than n. We study it for both cases: primitive and general triangles.
In Fig. 1 , we show, in the ab-plane, the pairs (a; b) for primitive triples (a; b; c) verifying the condition a ¡ n; b ¡ n (considering (a; b) di erent from (b; a)) for n = 10 000. Similarly, Fig. 2 shows the general Pythagorean triples. In this way, we can say that we are counting (and estimating) the number of Pythagorean triangles in the square (0; n) × (0; n).
Let us denote by P(n) the number of primitive Pythagorean triples (a; b; c) with legs a ¡ n, b ¡ n; and by T (n) the number of general Pythagorean triples with a ¡ n, b ¡ n. In both P(n) and T (n), we consider the triple (a; b; c) to be the same than (b; a; c). If we consider (a; b; c) and (b; a; c) to be di erent triples, we denote the corresponding numbers of primitive and general Pythagorean triples byP(n) andT (n), respectively. It is clear thatP(n) = 2P(n) and T (n) = 2T (n).
For primitive Pythagorean triples (a; b; c), the following parametrization due to Diophantus is well known: a = x 2 − y 2 ; b= 2xy; c = x 2 + y 2 with x, y coprime (positive) integers of opposite parity. This formula generates all the primitive Pythagorean triples for odd a and even b. The number of such triples is, clearly, P(n). So, the problem of ÿnding the number P(n) is reduced to the problem of counting the points (x; y) with integer coordinates, which are coprime and of opposite parity, in the region of the xy-plane deÿned by
2xy ¡ n;
x ¿ y ¿ 0:
Of course, this will be an essential issue in the arguments in this paper.
The main results of this article are: Theorem 1. The numberP(n) of primitive Pythagorean triples (a; b; c) such that a ¡ n and b ¡ n (considering the triple (a; b; c) di erent from (b; a; c)) is
As a consequence, Corollary 2. The numberT (n) of Pythagorean triples (a; b; c) such that a ¡ n and b ¡ n (considering the triple (a; b; c) di erent from (b; a; c)) is
We have computed the exact numbersP(n) andT (n) for some values of n, and compared these values with the estimates (rounding to the nearest integer) given by Theorem 1 and Corollary 2. This is shown in Table 1 . We can see that the accuracy of the estimate forP(n) using (4 log (1 + √ 2)= 2 ) n is excellent. The corresponding values seem to be closer than suggested by the error term O( √ n) that appears in Theorem 1. Then, we conjecture that the theorem can be improved by ÿnding an asymptotic lower bound for the error.
Several lemmas
Given a positive integer n, let us denote by P n and Q n the following sets:
gcd(x; y) = 1; opposite parity};
(of course, x and y being positive integer numbers). As we saw in the previous section, P(n) = #P n ; similarly, let us deÿne Q(n) = #Q n . In this way, we have Fig. 3 . Region of the xy-plane bounded by
Lemma 3. According to the previous notation;
Proof. If (x; y) ∈ Q n , there are two possibilities: (i) x and y have opposite parity; or (ii) x and y are odd numbers. In case (i), (x; y) ∈ P n . Let us analyze (ii): for any such (x; y), let (a; b; c) be its corresponding Pythagorean triple according to Diofantus's parametrization. It is easy to check that, if x and y are coprime odd numbers, then gcd(a; b; c) = 2; conversely, if gcd(a; b; c) = 2, then there exist x and y coprime odd numbers such that a = x 2 − y 2 , b = 2xy, and c = x 2 +y 2 . Thus, in case (ii), (x; y) generates a Pythagorean triple (a; b; c) with a ¡ n; b ¡ n; c ¡ n and gcd(a; b; c) = 2. Then, (a=2; b=2; c=2) is a primitive Pythagorean triple with a=2 ¡ n=2; b=2 ¡ n=2, c=2 ¡ n=2; that is, (x; y) ∈ P n=2 .
In this way, we have proved Q(n) = P(n) + P(n=2). Now, it is clear that P(n) = Q(n) − Q(n=2) + Q(n=2 2 ) − · · · and so on.
For convenience, let us rewrite (1) taking n = t 2 ; t ∈ [1; ∞). Then, it becomes
For t = 1, we denote by R the region in the xy-plane bounded by Eqs. (2). For general t, the regions Rt (homothetic to R), are obtained via the similarity of center (0; 0) and ratio t. In Fig. 3 , the dark line shows the border of Rt. Now, let us use L(Rt) to denote the number of points with integer coordinates (x; y) in the region Rt; in Fig. 3 , these points correspond to the intersection between the horizontal lines and the sloping ones. Also, let us denote by L (Rt) the number of points of Rt whose coordinates are coprime. We establish the following: Lemma 4. We have the relations
and
being (d) the M obius function.
Proof. First, note that L(R ) = L (R ) = 0 for ¡ 1, and thus ÿnite and inÿnite sums are equivalent.
With a small abuse of notation, let us use L both to denote the set and its cardinal; and the same with L . Let (x; y) ∈ L(Rt) with gcd(x; y) = d. Then, x = x 1 d; y = y 1 d with gcd(x 1 ; y 1 ) = 1; that is, (x 1 ; y 1 ) ∈ L (Rt=d). Therefore, there are as many points in L(Rt) whose gcd is d, as points in L (Rt=d). So, (3) follows.
To establish (4), we only have to apply the M obius inversion formula (see, for instance [3, Theorem 268]).
Finally, a little more notation. We will use M (Rt) to denote the area of the region Rt. Thus, we get the following: Lemma 5. According to the previous notation; we have
In particular; M(Rt) − L(Rt) = O(t).
Proof. Let us illustrate the proof with Fig. 3 . Here, in the xy-plane, the line OA is the axis y = 0, and OC is the line y = x. Similarly, the arcs AB and BC represent, respectively, x 2 − y 2 = t 2 and 2xy = t 2 . Thus, the border of Rt is the dark line (remember that M (Rt) is, by deÿnition, its inner area).
In the ÿgure, we also show the lines y = j (horizontal lines) and y = x−i (slope lines) for positive integer numbers j and i. With their intersections, we form a lattice; L(Rt) is the number of points in the lattice. With these points, we form (disjoint) parallelograms. We paint in light grey those contained in the region Rt. It is clear that the area of any of these parallelograms is 1.
Fix one of these parallelograms. We claim that it is included in Rt if and only if its right-upper vertex is in Rt (and so, it is one of the points counted by L(Rt)). In this way, we conclude L(Rt) ¡ M (Rt).
Let us prove the claim. Of course, we only need to study the parallelogram on the right for any band between y = j and j + 1. In what follows, we do not deal with those just surrounding B (they would need a more detailed explanation). For any parallelogram with its right-upper vertex above B, the claim is clear. When the vertex is below B, it is also true, because the slope in the arc AB is always greater than 1 (the slope for y = x − i). Now, let us prove the upper bound for M (Rt) − L(Rt) in (5). We have to estimate the white area in the ÿgure. For any horizontal band between y = j and j + 1, let us bound the size of its white part. First, let us study a band above B.
In the ÿgure, for one of such bands, we have split the white area into three parts: the dark rectangle in the middle (with left-upper corner in the lattice and right-upper corner in the arc BC), the triangle on the left (that is half a parallelogram) and the triangle with a curved side on the right (with the arc BC being one of its sides). It is clear that the area of the dark rectangle is less or equal to 1, and that the area of the triangle on the left is always 1 2 . Let us also ÿnd a bound for the area of the curved triangle on the right. For that, taking into account the slope in the arc AB, it is easy to check that the curved triangle is always included in a right-angled triangle with legs 1 and 1 + √ 2, as is also shown in the ÿgure. And the area of this triangle is (1 + √ 2)=2, a ÿxed number. Then, the area of the white part for this band is less than
For a band below B, or for the band that contains point B, we can use easier arguments and ÿnd closer bounds. In particular, bound (6) for the area of its white part also holds.
Finally, note that we have, at most, t= √ 2 + 1 horizontal bands, because the point C is C = (t= √ 2; t= √ 2). Then, (5) follows. (Actually, using a more accurate bound for the white part in the bands below B, a better upper estimate for M (Rt) − L(Rt) can be found; but, again, it is also O(t).)
By integration, we obtain that the area M (Rt) is
and hence, by Lemma 5, we can write
We will also use a more precise estimate for L(Rt). To obtain it, a more careful lattice point counting argument must be used. For instance, Vinogradov's method for estimating sums of fractional parts can be applied to estimate the white part in Fig. 3 . It is cumbersome, but can be done adapting the arguments in [4, Sections 6:11 and 6:12 (in particular, Theorem 11:3)]. In this way, we can get
But it is easier to obtain this kind of results by using the recent paper [9] . Our present lattice point problem essentially coincides with the case of exponent 2 in this cited article. Actually, in it, the region is as ours but with some axial re ections; also, the points on the axis (for instance, on OA, i.e., x = 0) are included. In this way, making the corresponding adjustments we get the following:
Lemma 6. The number of points with integer coordinates in the region Rt is
Proofs of the main results
Proof of Theorem 1. By using (4) and (8), we get
for any such that 46=73 ¡ ¡ 1. Let us analyze the three summands in this expression.
For the ÿrst one, let us apply the formula
(see, for instance, [3, Theorem 287] or [1, Section 11:4] ); in our case, for s = 2, we also have
For the second summand, let us take into account that t¿d¿1 (d)(t=d) = O(t) (see [1, Theorem 3:13] ). Finally, for the third one, let us use that, for ¿ 0; = 1,
. That is, again, t¿d¿1 O((t=d) ) = O(t) for any value of . With these facts, it is clear that
Undoing the change n = t 2 , we get
Then, by Lemma 3,
and, remembering thatP(n) = 2P(n), the result follows.
Remark 7.
A weaker version of Theorem 1 can be obtained if we apply (7) instead of (8) . Actually, in this way we obtain the following result: The numberP(n) of primitive Pythagorean triples (a; b; c) such that a ¡ n and b ¡ n ( considering the triple (a; b; c) di erent from (b; a; c)) is
This result is; of course; less precise than the one in Theorem 1, but we include its proof for competeness, to get a more self-contained paper (note that (7) is completely proved in this article). Thus, let us check (10) . By using (4) and (7), we get
The M obius function takes values 0 or ±1. Moreover, it is easy to check that t¿d¿1 (t=d) = O(t log t) and d¿t (t 2 =d 2 ) = O(t) (for instance, estimating with integrals). Finally, we apply (9) . With these facts, we get and, sinceP(n) = 2P(n); result (10) follows.
Finally, let us see the proof of Corollary 2. We obtain it as a consequence of (10) . If, instead, we use the more powerful result that appears in Theorem 1, we get the same error term. Now, we will use the well-known estimate n d=1 1=d = log n + + O(1=n) and, also, n d=1 (n=d) 1=2 log(n=d) = O(n) (this can be checked by estimating with an integral). Then, T (n) = 4 log(1 + √ 2) 2 n log n + O(n):
