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Topologies on Quotient Space of Matrices via
Semi-tensor Product
Daizhan Cheng, Zequn Liu
Abstract—An equivalence of matrices via semi-tensor product
(STP) is proposed. Using this equivalence, the quotient space is
obtained. Parallel and sequential arrangements of the natural
projection on different shapes of matrices lead to the product
topology and quotient topology respectively. Then the Frobenious
inner product of matrices is extended to equivalence classes,
which produces a metric on the quotient space. This metric leads
to a metric topology. A comparison for these three topologies is
presented. Some topological properties are revealed.
Index Terms—Semi-tensor product, equivalence class, quotient
space, product topology, quotient topology, metric topology.
I. PRELIMINARIES
Semi-tensor product of matrices is defined as follows [2]:
Definition 1.1: Let A ∈Mm×n, B ∈Mp×q , and t = n∨p
be the least common multiple of n and p. Then the semi-tensor
product (STP) of A and B, denoted by A⋉B, is defined as
A⋉ B :=
(
A⊗ It/n
) (
B ⊗ It/p
)
. (1)
As n = p it becomes the conventional matrix product.
Hence it is a generalization of conventional matrix product.
It has some excellent properties such as
1) it is applicable to two arbitrary matrices;
2) it has certain commutative properties, called the pseudo-
commutativity. Particularly, when the swap matrix is
used, more commutative properties are obtained;
3) it can be used to express multi-linear functions/mappings
easily;
4) it keeps most properties of conventional matrix product
available, etc.
Because of its nice properties, STP has received a multitude
of applications, including (i) logical dynamic systems [2], [11],
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[17]; (ii) systems biology [27], [12]; (iii) graph theory and
formation control [23], [28]; (iv) circuit design and failure
detection [1], [18], [19]; (v) finite automata and symbolic
dynamics [14], [25], [30]; (vi) coding and cryptography [31],
[29]; (vii) fuzzy control [4], [8]; (viii) some engineering
applications [20], [24]; and many other topics [3], [26], [32],
[33]; just to name a few.
A recent important development of STP is its application
to game theory. Particularly, it has been shown as a power-
ful tool for modeling, analysis, and control design of finite
evolutionary games [5], [6], [13], [21].
After near 20 years development of STP, now it is time
for us to explore its mathematical insides. In this paper, we
first reveal an interesting fact that the STP is essentially a
product of two classis of matrices. Stimulated by this fact, we
formally define an equivalence and then consider the quotient
space of matrices under this equivalence. Particularly, we are
interested in the topological structure of the quotient space.
As the natural projection from matrices to their equivalence
classes for different sizes of matrices is arranged in a parallel
way or a sequential way, the product topology and quotient
topology are obtained respectively.
Then the Frobenious inner product of matrices is modified
to an inner product of equivalence classes. Using this inner
product, a metric is obtained for quotient space. The metric
topology is also obtained. These three topologies, namely,
product topology, quotient topology, and metric topology, are
compared, and their relationship is investigated. Finally, some
topological properties of the quotient space are presented.
The rest of this paper is organized as follows: Section
2 reviews the equivalence relation of matrices. Using this
equivalence, the quotient space is obtained in Section 3.
Moreover, two natural topologies, namely, product topology
and quotient topology, are also proposed. In Section 4, vector
space structure and inner product are derived for quotient
space, which make the quotient space an inner product space.
In Section 5 a norm and then a metric are deduced from the
inner product. The metric topology is followed. Comparison
among these three topologies has also been presented. Sec-
2tion 6 considers subspaces of the quotient space, orthogonal
projection on subspaces is also discussed. Section 7 is a brief
conclusion with a conjecture, which is left for further study.
II. EQUIVALENCE OF MATRICES
Observing the STP of matrices carefully, one sees easily that
in fact it is a product of two classes: 〈A〉 = {A,A⊗ I2, A⊗
I3, · · · } with 〈B〉 = {B,B⊗I2, B⊗I3, · · · }. Motivated by this
fact, we first define an equivalence on the set of all matrices
M :=
∞⋃
m=1
∞⋃
n=1
Mm×n.
Definition 2.1: [7] Let A, B ∈M. A and B are said to be
equivalent, denoted by A ∼ B, if there exist identity matrices
Iα and Iβ such that
A⊗ Iα = B ⊗ Iβ (:= Θ). (2)
The equivalence class of A is denoted by
〈A〉 = {B | B ∼ A}. (3)
It is necessary to verify the relation defined by (2) is
an equivalence relation, i.e., it is reflexive, symmetric, and
transitive [16]. The verification is straightforward.
Proposition 2.2: [7] If A ∼ B, then there exists a Λ such
that
A = Λ⊗ Iβ , B = Λ⊗ Iα. (4)
If there exists an identity matrix Ik such that A⊗ Ik = B,
then A is said to be a divisor of B, and B is a multiple of A.
If α ∧ β = 1, that is, α and β are co-prime, then the Θ in
(2) is called the least common multiple of A and B, and the
Λ in (4) is called the greatest common divisor. A is said to
be irreducible, if the only divisor of A is itself. Consider an
equivalence class 〈A〉. Then it is easy to verify that
〈A〉 = {A1, A2, A3, · · · },
where Ai = A1 ⊗ Ii, i = 1, 2, 3 · · · , and A1 is irreducible,
called the root element of 〈A〉.
Define a class of matrices as
Mµ := {A ∈ Mm×n | m/n = µ} .
Then we have the following partition:
M =
⋃
µ∈Q+
Mµ, (5)
where Q+ is the set of positive rational numbers.
Furthermore, set µ = µy/µx and assume the µy ∧ µx = 1,
where ∧ stands for greatest common devisor. Define
Mkµ :=Mkµy×kµx . (6)
Then we can further decompose M as
M =
⋃
µ∈Q+
∞⋃
k=1
Mkµ. (7)
We refer to [16] for related topological concepts and nota-
tions used hereafter.
Definition 2.3: The topology TM on M is defined as
follows:
• Each component Mkµ, µ ∈ Q+ and k ∈ N, is a clopen
set.
• Within a componentMkµ, the natural Euclidean topology
of Rk
2µyµx is adopted.
Remark 2.4:
1) The topological space (M, TM) is a very classical and
natural topology, which is commonly used.
2) If A ∈ Mµ and B ∈ Mσ and µ 6= σ, then A 6∼ B.
Hence, there is no equivalence relation between elements
in different Mµ components.
III. QUOTIENT SPACE AND ITS TOPOLOGIES
Using the equivalence relation defined in previous section,
we can define quotient space as follows:
Σ :=M/ ∼ . (8)
Similarly, we can also define the component quotient space as
follows:
Σµ :=Mµ/ ∼, µ ∈ Q+. (9)
The main purpose of this paper is to build a topology on
the quotient space Σ. We have
Σ =
⋃
µ∈Q+
Σµ. (10)
Since there is no equivalence relation cross different compo-
nents of Σµ’s, it is natural to assume each component Σµ
being clopen. Then we have only to build topology on each
component.
Define a naturel projection Pr :M→ Σ as
Pr(A) := 〈A〉 , A ∈M. (11)
When restrict Pr on each components, we have Pr :Mµ →
Σµ. As aforementioned, we will focus on building a topology
on each Σµ.
3A. Product Topology
Consider Mµ as a product space:
Mµ =
∞∏
k=1
Mkµ.
Then the natural mapping Pr : Mµ → Σµ can be split into
parallel mappings on each component as Pr
∣∣
Mkµ
:Mkµ → Σµ,
k = 1, 2, · · · . This mapping is described in Fig.1.
(Σµ, TP )
M1µ M2µ Mkµ
❅
❅
❅❅❘ ❄
✁
✁
✁✁☛
× × · · ·× × · · ·
Pr Pr Pr
Fig.1: Parallel Arrangement of Projection
To make Pr
∣∣
Mkµ
continuous, it is obvious that 〈O〉 is open,
if and only if, O ⊂Mkµ is open. Finally, we take the product
topology for Σµ.
Definition 3.1: [16] Let (Xλ, Tλ), λ ∈ Λ be a set of
topological spaces. The product set
X :=
∏
λ∈Λ
Xλ
with product topology, is called a product topological space,
where the product topology is generated by
S := {O | there is a λ, such that O ∈ Tλ}
as the topological subbase.
Now consider Σµ. Its product topology is generated as
follows:
• Step 1: Topological subbase S:
Sk :=
{
〈Ok〉 | Ok ∈ TMkµ
}
,
where and hereafter, we use the notation
〈O〉 := {〈A〉 | A ∈ O}.
S :=
∞⋃
k=1
Sk.
• Step 2: Topological base B:
B :=
{
t⋂
i=1
Oi | Oi ∈ S, t <∞
}
.
(That is, B is the set of finite intersections of elements
in S.)
• Step 3: Product topology on Σµ, denoted by TP :
TP =
{⋃
λ∈Λ
Oλ | Oλ ∈ B
}
.
(That is, TP is the set of arbitrary union of elements in
B.)
Theorem 3.2: (Σµ, TP ) is a second countable Hausdorff
space. *
Proof 3.3: Choose all k-dimensional open balls Ok with
rational numbers as their center coordinates and radius to form
〈Ok〉 ∈ Sk. Denote the set of such balls by Ok. Then |Ok| =
ℵ0. Set O :=
⋃∞
k=1O
k, since a countable union of countable
sets is countable, |O| = ℵ0. Finally, choose BO be the set of
finite intersections of elements in O, then it is clear that (i)
|BO| = ℵ0, i.e., it is countable; (ii) BO is a topological base
of TP . Hence, (Σµ, TP ) is second countable.
To prove it is Hausdorff, let 〈A〉 , 〈B〉 ∈ Σµ, 〈A〉 6= 〈B〉.
Assume their root elements are A1 ∈ Mpµ and B1 ∈ Mqµ,
and p ∨ q = t. Then At/p = A1 ⊗ It/p ∈ Mtµ and Bt/q =
B1⊗It/q ∈ Mtµ. SinceMtµ is Hausdorff, there exist open sets
Op ∩ Oq = ∅, such that At/p ∈ Op and Bt/q ∈ Oq . Then we
have (i) 〈Op〉 and 〈Oq〉 are open, that is, 〈Op〉 , 〈Oq〉 ∈ TP ,
(ii) 〈Op〉
⋂ 〈Oq〉 = ∅, (iii) 〈A〉 ∈ 〈Op〉 and 〈B〉 ∈ 〈Oq〉.
Hence, (Σµ, TP ) is Hausdorff.
B. Quotient Topology
Definition 3.4: [16] Let (X, TX) and (Y, TY ) be two topo-
logical spaces, and Pr : X → Y . Assume
1) Pr is a surjective (i.e., onto) mapping;
2) O ∈ TY , if and only if, Pr−1(O) ∈ TX .
Then Y is called a quotient space with quotient topology TY .
Now consider Pr : Mµ → Σµ. It is obvious that Pr
is surjective. To get the quotient topology we construct a
sequential projection, which is described in Fig.2.
(Σµ, TQ)
M1µ
M2µ
❄
❄
❄
Pr
Pr
Pr
*(1) A topological space is second countable if it has a countable topological
basis. (2) A topological space is Hausdorff if any two points have their open
neighborhoods, which are separated.
4Fig.2: Sequential Arrangement of Projection
Denote the quotient topology on Σµ by TQ. By definition
TQ has the following structure.
Proposition 3.5: A set U ∈ TQ, if and only if,
Pr−1(U)
⋂
Mkµ ∈ TMkµ , ∀k ∈ N. (12)
Corollary 3.6: TQ 6= TP .
Proof 3.7: Let O ∈ TMkµ . By definition 〈O〉 ∈ TP . But for
s > k, one sees easily that
Pr−1(〈O〉)
⋂
Msµ /∈ TMsµ ,
because Pr−1(〈O〉)⋂Msµ is a subset of a lower dimensional
subspace of Msµ. It can not be open. Hence, 〈O〉 /∈ TQ.
IV. VECTOR SPACE STRUCTURE ON QUOTIENT SPACE
Let A = (ai,j), B = (bi,j) ∈ Mm×n. Recall that the
Frobenius inner product is defined as [15]
(A| B)F :=
m∑
i=1
n∑
j=1
ai,jbi,j . (13)
Correspondingly, the Frobenius norm is defined as
‖A‖F :=
√
(A| A)F . (14)
The following lemma comes from a straightforward com-
putation.
Lemma 4.1: Let A, B ∈ Mm×n. Then
(A⊗ Ik | B ⊗ Ik)F = k(A | B)F . (15)
Taking Lemma 4.1 into consideration, we propose the fol-
lowing definition, which is independent of the size of matrices.
Definition 4.2: Let A, B ∈ Mµ, where A ∈ Mαµ and
B ∈ Mβµ. Then the weighted inner product of A, B is defined
as
(A | B)W := 1
t
(
A⊗ It/α | B ⊗ It/β
)
F
, (16)
where t = lcm(α, β) is the least common multiple of α and
β.
Then the norm of A ∈ Mµ is defined naturally as:
‖A‖ :=
√
(A | A)W . (17)
Using Lemma 4.1 and Definition 4.2, we have the following
property.
Proposition 4.3: Let A, B ∈ Mµ, if A and B are
orthogonal, i.e., (A | B)F = 0, then A ⊗ Iξ and B ⊗ Iξ
are also orthogonal.
Now we are ready to define an inner product on Σµ.
Definition 4.4: Let 〈A〉 , 〈B〉 ∈ Σµ. Their inner product is
defined as
(〈A〉 | 〈B〉) := (A | B)W . (18)
The following proposition shows that (18) is well defined.
Proposition 4.5: Definition 4.4 is well defined. That is, (18)
is independent of the choice of representatives A and B.
Proof 4.6: Assume A1 ∈ 〈A〉 and B1 ∈ 〈B〉 are irreducible.
Then it is enough to prove that
(A | B)W = (A1 | B1)W , A ∈ 〈A〉 , B ∈ 〈B〉 . (19)
Assume A1 ∈Mαµ and B1 ∈Mβµ. Let
A = A1 ⊗ Iξ ∈Mαξµ
B = B1 ⊗ Iη ∈Mβηµ .
Denote t = α ∨ β, s = αξ ∨ βη, and s = tℓ. Using (16), we
have
(A | B)W = 1s
(
A⊗ I s
αξ
| B ⊗ I s
βη
)
F
= 1s
(
A1 ⊗ I s
α
| B1 ⊗ I s
β
)
F
= 1tℓ
(
A1 ⊗ I t
α
⊗ Iℓ | B1 ⊗ I t
β
⊗ Iℓ
)
F
= 1t
(
A1 ⊗ I t
α
| B1 ⊗ I t
β
)
F
= (A1 | B1)W .
Definition 4.7: [22] A real vector space X is an inner-
product space, if there is a mapping X ×X → R, denoted by
(x| y), satisfying
1)
(x+ y | z) = (x | z) + (y | z), x, y, z ∈ X.
2)
(x | y) = (y | x).
3)
(ax | y) = a(x | y), a ∈ R.
4)
(x | x) ≥ 0, and (x | x) 6= 0 if x 6= 0.
To pose a vector space structure on Σµ, we first define the
addition and scalar product on it.
Definition 4.8: [7] Let A ∈ Mpµ and B ∈ Mqµ. Then
1) Addition:
A
±
B :=
(
A⊗ It/p
)
+
(
B ⊗ It/q
)
, (20)
where t = p ∨ q.
2) Subtraction:
A ⊢ B := A ± (−B). (21)
Definition 4.9: [7] Let 〈A〉 , 〈B〉 ∈ Σµ. Then
51) Addition:
〈A〉 ± 〈B〉 := 〈A ± B〉 . (22)
2) Subtraction:
〈A〉 ⊢ 〈B〉 := 〈A ⊢ B〉 . (23)
3) Scalar product:
r 〈A〉 := 〈rA〉 , r ∈ R. (24)
Proposition 4.10: [7]
1) (22)-(24) are properly defined. That is, they are inde-
pendent of the choice of representatives.
2) Σµ with addition (subtraction) and scalar product, de-
fined in Definition 4.9, is a vector space.
Furthermore, it is easy to verify the following result.
Theorem 4.11: The vector space (Σµ,
±
) with the inner
product defined by (18) is an inner product space.
Then the norm of 〈A〉 ∈ Σµ is defined naturally as:
‖ 〈A〉 ‖ :=
√
(〈A〉 | 〈A〉). (25)
The following is some standard results for inner product
space.
Theorem 4.12: Assume 〈A〉 , 〈B〉 ∈ Σµ. Then we have the
following
1) (Schwarz Inequality)
|(〈A〉 | 〈B〉)| ≤ ‖ 〈A〉 ‖‖ 〈B〉 ‖; (26)
2) (Triangular Inequality)
‖ 〈A〉 ± 〈B〉 ‖ ≤ ‖ 〈A〉 ‖+ ‖ 〈B〉 ‖; (27)
3) (Parallelogram Law)
‖ 〈A〉 ± 〈B〉 ‖2 + ‖ 〈A〉 ⊢ 〈B〉 ‖2
= 2‖ 〈A〉 ‖2 + 2‖ 〈B〉 ‖2. (28)
Note that the above properties show that Σµ is a normed
space. Unfortunately, it is not difficult to show that Σµ is not
a Hilbert space.
V. MATRIC AND MATRIC TOPOLOGY
Using the norm defined in previous section, it is ready to
verify that Σµ is a metric space. We state it as a theorem.
Theorem 5.1: Σµ with distance
d(〈A〉 , 〈B〉) := ‖ 〈A〉 ⊢ 〈B〉 ‖, 〈A〉 , 〈B〉 ∈ Σµ (29)
is a metric space.
Theorem 5.2: Consider Σµ. The metric topology determined
by the distance d is denoted by Td. Then
Td ⊂ TQ ⊂ TP . (30)
Proof 5.3: First, we prove the first half inclusion. Assume
V ∈ Td, then for each 〈p〉 ∈ V there exists an ǫ > 0, such
that a ball Bǫ(〈p〉) ⊂ V . Because d(〈A〉 , 〈B〉) = d(A,B), we
have
Bǫ(p) ⊂ Pr−1
∣∣
Msµ
(V ), p ∈ 〈p〉
⋂
Msµ.
That is, Pr−1
∣∣
Msµ
(V ) is open in Msµ. By definition of
quotient topology, V is an open set in TQ. It follows that
Td ⊂ TQ.
Next, we prove the second half inclusion. Assume V ∈
TQ, then for each 〈p〉 ∈ V we can find p0 ∈ 〈p〉
⋂Msµ. By
definition of TQ, Vs := Pr−1(V )
⋂Msµ is open and p0 ∈ Vs.
Then
〈Vs〉 ⊂ V.
By definition of TP we have
〈p〉 ∈ 〈Vs〉 ∈ TP ,
which means V ∈ TP . *
Next, we consider the upper-bounded subspace
Σ[·,k]µ :=
k⋃
i=1
Σiµ =
k⋃
i=1
Miµ/ ∼ .
Then we have the following result:
Theorem 5.4: Consider Σ
[·,k]
µ . Then
Td
∣∣
Σ
[·,k]
µ
= TQ
∣∣
Σ
[·,k]
µ
⊂ TP
∣∣
Σ
[·,k]
µ
. (31)
Proof 5.5: Define〈
TMkµ
〉
:=
{
〈O〉 | O ∈ TMkµ
}
. (32)
Note that TMkµ is the topology on Mkµ, which is the standard
Euclidean topology onMkµ ≅ Rk
2µyµx . Hence O is a standard
Euclidean open set.
By definition of TP it is clear that〈
TMkµ
〉
⊂ TP
∣∣
Σ
[·,k]
µ
. (33)
Next, we claim that
TQ
∣∣
Σ
[·,k]
µ
=
〈
TMkµ
〉
. (34)
Assume O ∈ TMkµ , and p ∈ O. Then there exists an ǫ > 0
such that Bǫ(p) ⊂ O. Construct
Bǫ(〈p〉) ⊂ 〈O〉.
Then it is clear that
Pr−1
∣∣
Mkµ
Bǫ(〈p〉) = Bǫ(p),
*An alternative more holistic proof is provided by an anonymous reviewer
as follows: for all V ∈ TQ, one has Pr
−1(V ) ∩ Mkµ ∈ TMkµ
for all
positive integers k. Note that Pr−1(V ) =
⋃
∞
k=1(Pr
−1(V )∩Mkµ), then by
subjectivity of Pr, V = Pr(Pr−1(V )) =
⋃
∞
k=1 Pr(Pr
−1(V ))∩Mkµ) ∈
TP .
6which is open in Mkµ.
As for s < k. Since Msµ is a subspace of Mkµ,
Pr−1
∣∣
Msµ
Bǫ(〈p〉) = Bǫ(p)
⋂
Msµ,
which is also open in Msµ. By definition of quotient space,
Bǫ(〈p〉) ∈ TQ
∣∣
Σ
[·,k]
µ
.
It follows immediately that〈
TMkµ
〉
⊂ TQ
∣∣
Σ
[·,k]
µ
.
Conversely, assume O /∈ TQ(Mkµ), and Pr(O) ∈ TQ
∣∣
Σ
[·,k]
µ
.
Then
Pr−1
∣∣
Mkµ
(Pr(O)) = O /∈ TQ(Mkµ),
which contradicts to the definition of quotient space. Hence,〈T (Mkµ)〉 ⊃ TQ∣∣Σ[·,k]µ .
(34) is proved.
Similarly, we can also prove
Td
∣∣
Σ
[·,k]
µ
=
〈T (Mkµ)〉 . (35)
(33)-(35) lead to (31).
The following is a conjecture:
Td = TQ. (36)
Definition 5.6: [10]
1) A topological space is regular (or T3) if for each closed
set X and x 6∈ X there exist open neighborhoods Ux of
x and UX of X , such that Ux ∩ UX = ∅.
2) A topological space is normal (or T4) if for each pair
of closed sets X and Y with X ∩ Y = ∅, there exist
open neighborhoods UX of X and UY of Y , such that
UX ∩ UY = ∅.
Note that (Σµ, Td) is a metric space. A metric space is T4.
Moreover,
T4 ⇒ T3 ⇒ T2 (Hausdoff).
Using Theorem 5.2, we have the following result.
Corollary 5.7:
• The topological space (Σµ, T ) is a Hausdorff space,
where T can be any one of TQ, TP , or Td.
• The topological space (Σµ, T ) is both regular and normal,
where T can be either TQ or Td.
Finally, we show some properties of Σµ.
Proposition 5.8: Σµ is convex. Hence it is arcwise con-
nected.
Proof 5.9: Assume 〈A〉 , 〈B〉 ∈ Σµ. Then it is clear that
λ 〈A〉 ± (1− λ) 〈B〉 = 〈λA ± (1− λ)B〉 ∈ Σµ, λ ∈ [0, 1].
So Σµ is convex. Let λ go from 1 to 0, we have a path
connecting 〈A〉 and 〈B〉.
Proposition 5.10: Σµ and Σ1/µ are isometric spaces.
Proof 5.11: Consider an isomorphic mapping ϕ : Σµ →
Σ1/µ, defined by transpose:
ϕ(〈A〉) := 〈AT 〉 .
Then it is obvious that
d(〈A〉 , 〈B〉) = d (〈AT 〉 , 〈BT 〉) .
Hence the transpose is an isometry. Moreover, ϕ is periodic.
That is,
ϕ2 = id .
Remark 5.12: Since Td is expected to be the same as TQ, we
do not try to distinct them. They are mainly represent the finite
union of different dimensional Euclidian spaces. They are
particularly useful for investigating cross-dimensional dynamic
systems. While TP represents the infinite union of different di-
mensional Euclidian spaces. It has more mathematical inside.
VI. SUBSPACES OF Σµ
Consider the k-upper bounded subspace Σ
[·,k]
µ ⊂ Σµ. We
have
Proposition 6.1: Σ
[·,k]
µ is a Hilbert space.
Proof 6.2: Since Σ
[·,k]
µ is a finite dimensional vector space
and any finite dimensional inner product space is a Hilbert
space [9], the conclusion follows.
Proposition 6.3: [9] Let E be an inner product space, {0} 6=
F ⊂ E be a Hilbert subspace.
1) For each x ∈ E there exists a unique y := PF (x) ∈ F ,
called the projection of x on F , such that
‖x− y‖ = min
z∈F
‖x− z‖. (37)
2)
F⊥ := P−1F {0} (38)
is the subspace orthogonal to F .
3)
E = F ⊕ F⊥, (39)
where ⊕ stands for orthogonal sum.
Using above proposition, we consider the projection: PF :
Σµ → Σ[·,α]µ . Let 〈A〉 ∈ Σβµ. Assume 〈X〉 ∈ Σαµ , t = α ∨ β.
Then the norm of 〈A〉 ⊢ 〈X〉 is:
‖〈A〉 ⊢ 〈X〉‖ = 1√
t
∥∥A⊗ It/β −X ⊗ It/α∥∥F . (40)
7Set p = µy q = µx, and k := t/α. We split A as
A⊗ It/β =


A1,1 A1,2 · · · A1,qα
A2,1 A2,2 · · · A2,qα
...
Apα,1 Apα,2 · · · Apα,qα

 , (41)
where Ai,j ∈ Mk×k, i = 1, · · · , pα; j = 1, · · · , qα. Set
C := argminX∈Mαµ
∥∥A⊗ It/β −X ⊗ It/α∥∥ . (42)
Then the projection PF : Σµ → Σαµ is defined by
PF (〈A〉) := 〈C〉 , 〈A〉 ∈ Σβµ, 〈C〉 ∈ Σαµ. (43)
It is easy to verify the following result:
Proposition 6.4:
1) Assume PF (〈A〉) = 〈C〉, where A = (Ai,j) is defined
by (41) and C = (ci,j) is defined by (42). Then
ci,j =
1
k
tr(Ai,j), i = 1, · · · , pα; j = 1, · · · , qα,
(44)
where tr(A) is the trace of A.
2) The following orthogonality holds:
PF (〈A〉) ⊥ 〈A〉 − PF (〈A〉). (45)
We give an example to depict the projection.
Example 6.5:
Given
A =

1 2 −3 0 2 12 1 −2 −1 1 0
0 −1 −1 3 1 −2

 ∈ Σ30.5.
We consider the projection of 〈A〉 onto Σ[·,2]0.5 . Denote t =
2 ∨ 3 = 6. Using formulas (44)-(45), we have
PF (〈A〉) =
〈[
1 0 1/3 0
0 −1/3 0 −1
]〉
.
Then we have
〈E〉 = 〈A〉 ⊢ PF (〈A〉),
where
E =

0 0 2 0 −3 0 − 13 0 2 0 1 0
0 0 0 2 0 −3 0 − 13 0 2 0 1
2 0 0 0 −2 0 −1 0 23 0 0 0
0 2 0 43 0 −2 0 −1 0 2 0 0
0 0 −1 0 − 23 0 3 0 1 0 −1 0
0 0 0 −1 0 − 23 0 3 0 1 0 −1


.
It is easy to verify that 〈E〉 and 〈A〉 are mutually orthogonal.
We also have Σ
[k,·]
µ and Σ
[α,β]
µ (where α|β) as metric
subspaces of Σµ.
Finally, we would like to point out that since Σµ is an
infinity dimensional vector space, it is possible that Σµ is
isometric to its proper subspace. For instance, consider the
following example.
Example 6.6: Consider a mapping ϕ : Mµ → M[k,·]µ
defined by A 7→ A⊗ Ik. It is clear that this mapping satisfies
‖A ⊢ B‖W = ‖ϕ(A) ⊢ ϕ(B)‖W , A,B ∈Mµ.
That is, Mµ can be isometrically embedded into its proper
subspace M[k,·]µ . Define ϕ : Σµ → Σµ[k,·] by ϕ(〈A〉) =
〈A⊗ Ik〉. Then one sees also that Σµ is isometrically em-
bedded into its proper subspace Σµ[k,·].
VII. CONCLUSION
It has been revealed that the STP is essentially a product
of two equivalence classes. Motivated by this, the equivalence
relation has been discussed carefully. Based on this equiva-
lence, the quotient space is constructed. Then the topolog-
ical structure has been investigated in detail. Three different
topologies have been built. First two topologies are (i) product
topology TP , and (ii) quotient topology TQ, which are natural.
Then a vector space structure and an inner product have been
proposed for the quotient space. Using this inner product, norm
and distance/metric are also defined. Then the metric topology
Td is obtained. Basic properties of all three topologies have
been discussed. Finally, a comparison among three topologies
is presented.
A conjecture is: TQ = Td, which left for further study.
REFERENCES
[1] H. Chen, J. Sun, A new approach for global controllability of higher
order Boolean control network, Neural Networks, Vol. 39, 12-17, 2013.
[2] D. Cheng, H. Qi, Z. Li, Analysis and Control of Boolean Networks - A
Semi-tensor Product Approach, Springer, London, 2011.
[3] D. Cheng, H. Qi, Y. Zhao, An Introduction to Semi-tensor Product of
Matrices and Its Applications, World Scientific, Singapore, 2012.
[4] D. Cheng, J. Feng, H. Lv, Solving fuzzy relational equations via semi-
tensor product, IEEE Trans. Fuzzy Syst., Vol. 20, No. 2, 390-396, 2012.
[5] D. Cheng, H. Qi, Algebraic state space approach to logical dynamic
systems and it’s approximations, Contr. Theory Appl., Vol. 32, No. 12,
1632-1639, 2014.
[6] D. Cheng, F. He, H. Qi, et al., Modeling, analisis and control of
networked evolutionary games, IEEE Trans.,Aut. Contr., Vol. 60, No.
9, 2402-2451, 2015.
[7] D. Cheng, On equivalence of Matrices, Asian J. Mathematics, to appear,
(preprint: arXiv:1605.09523).
[8] J. Feng, H. Lv, D. Cheng, Multiple fuzzy relation and its application to
coupled fuzzy control Asian J. Contr., Vol. 15, 1313-1324, 2013.
[9] J. Dieudonne, Foundation of Modern Analysis, Academic Press, New
York, 1969.
[10] J. Dugundji, Topology, Allyn and Bacon, Boston, 1966.
[11] E. Fornasini, M.E. VAlcher, Observability, reconstructibility and state
observers of Boolean control networks, IEEE Trans. Aut. Contr., Vol.
58, 1390-1401, 2013.
8[12] B. Gao, L. Li, H. Peng, et al., Principle for performing attractor transits
with single control in Boolean networks, Physical Review E, Vol. 88,
0062,706, 2013.
[13] P. Guo, Y. Wang, H. Li, Algebraic formulation and strategy optimization
for a class of evolutionary networked games via semi-tensor product
method, Automatica, Vol. 49, 3384-3389, 2013.
[14] G. Hochma, M. Margaliot, E. Fornasini, et al., Symbolic dynamics of
Boolean control networks, Automatica, Vol. 49, 2525-2530, 2013.
[15] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge Univ.
Press, Cambridge, 1985.
[16] J.L. Kelley, General Topology, Springer-Verlag, New York, 1975.
[17] D. Laschov, M. Margaliot, G. Even, Observability of Boolean networks:
A graph-theoretic approach, Automatica, Vol. 49, 2351-2362, 2013.
[18] H. Li, J. Sun, Stability and stabilization of Boolean networks with
impulsive effects, Sys. Contr. Lett., Vol. 61, 1-5, 2012.
[19] R. Li, T. Chu, Synchronization on an array of coupled Boolean networks,
Phys. Lett. A, Vol. 376, 3071-3075, 2012.
[20] Z. Liu, Y. Wang, An inquiry method of transit network based on semi-
tensor product, Complex Syst. Complex Sci, Vol. 10, 341-349, 2013.
[21] X. Liu, J. Zhu, On potential equations of finite games, Automatica, Vol.
48, 1839-1844, 2016.
[22] A.E. Taylar, D.C. Lay, Introduction to Functional Analysis, 2nd edn.,
John Wiley & Sons, New York, 1980.
[23] Y, Wang, C. Zhang, Z. Liu, A matrix approach to graph maximum
stabel set and coloring problems with application to multi-agent systems,
Automatica, Vol. 48, 1227-1236, 2012.
[24] Y. Wu, T. Shen, An algebraic expression of finite horizon optimal control
algorithm ofr stochastic logical dynamical systems, Sys. Contr. Lett., Vol.
82, 108-114, 2015.
[25] X. Xu, Y. Hong, Matrix approach to model matching of asynchronous
sequential machines, IEEE Trans. Circ. Sys., Vol. 58, 2974-2979, 2006.
[26] Y. Yan, Z. Chen, Z. Liu, Semi-tensor product approach to controllability
and stabilizability of finite automata, Syst. Eng. Electron, Vol. 26, 134-
141, 2015.
[27] Y. Zhao, J. Kim, M. Filippone, Aggregation algorithm towards large-
scale Boolean network analysis, IEEE Trans. Aut. Contr., Vol. 58, 1976-
1985, 2013.
[28] L. Zhang, J. Feng, Mix-valued logic-based formation control, Int. J.
Contr., Vol. 86, 1191-1199, 2013.
[29] D. Zhao, H. Peng, L. Li, et al., Novel way to research nonlinea feedback
shift register, Sci. China Ser. F, Vol. 57, 1-14, 2014.
[30] K. Zhang, L. Zhang, L. Xie, Invertibility and nonsingularity of Boolean
control networks, Automatica, Vol. 60, 155-164, 2015.
[31] J. Zhong, D. Lin, A new linearization method for nonlinear feedback
shift registers, J. Comput. Syst. Sci., Vol. 81, 783-796, 2015.
[32] J. Zhong, D. Lin, Stability of nonlinear feedback shift registers, Sci.
China Inform. Sci., Vol. 59, 1-12, 2016.
[33] Y. Zou, J. Zhu, Kalman decomposition for Boolean control networks,
Automatica, Vol. 54, 65-71, 2015.
