We show how to approximate a solution of the first order linear evolution equation, together with its possible analytic continuation, using a solution of the time-fractional equation of order δ > , where δ → + .
Introduction
In many applications (see, for example, [ , ] ) we encounter evolution equations, which are too singular for application of the standard semigroup approach. A possible remedy is to consider the equation on a scale of Banach spaces and to use an approach known as Ovsyannikov's method; see [ ] for its history and complete references.
Barkova and Zabreiko [ ] extended this method to evolution equations with the Caputo-Djrbashian fractional derivative (α) t of order α > . In particular, they showed that the Cauchy problem considered in this setting becomes less singular with the growth of α. For example, it can happen that a solution u of the first order equation u ὔ t = Au exists only on a finite time interval, while the existence of solutions of the equation δ t u = Au, < δ < can be guaranteed for all t > . Therefore such solutions u δ are natural means of approximating solutions of the initial first order equation.
In this note we prove an even stronger result -the "fractional approximations" u δ (t /δ ) approach, as δ → + , not only the solution u, but its maximal possible analytic continuation. As we will show, this follows from Hardy's theorem [ ] about approximate analytic continuation obtained by summing certain divergent series.
Cauchy problems
Consider the Cauchy problem
Here A is a linear operator, which is bounded from X ω ὔ to X ω ὔὔ for each couple of indices with ω ὔ < ω ὔὔ , and
For each couple (ω ὔ , ω ὔὔ ) and any initial vector u ∈ X ω ὔ , such that Au ∈ X ω ὔ , there exists a local solution in X ω ὔὔ of the form
see [ , ] . Let < δ < . Consider also the Cauchy problem with the Caputo-Djrbashian fractional derivative
Under the same assumptions, it has the solution (see [ ])
which exists for all t > (the above series equivalent to the iteration process from [ ] converges on any finite interval). In fact, the solution u(t) can be continued to a holomorphic function on the disk {t ∈ ℂ : |t| < T ω ὔ ,ω ὔὔ } while the function
is extended to an entire function. Both are with values in X ω ὔὔ . Note that
Analytic continuations Definition (see [ ])
. Let f(z) be a holomorphic function on a neighborhood of the point z = determined there by a convergent power series. The Mittag-Le er star G(f) of the function f is a domain obtained from ℂ as follows: draw a ray from the origin to each singular point of the function f , and cut the plane along the part of the ray located after the singular point.
For example, the star of the function ∑
Theorem. Suppose that the solution u(t) is continued along rays to a single-valued holomorphic function on G(u). Then u δ (t /δ ) → u(t), t ∈ G(u), uniformly on any closed bounded domain inside G(u).
Proof. By [ , Section . , Theorem ] (evidently valid also for vector-functions), it is su cient to prove that the function φ δ (z) = ∞ n= n! Γ(δn + ) z n , δ > , is entire and tends to −z uniformly, as δ → + , in each closed bounded domain not intersecting the semiaxis [ , ∞). The entireness property follows from the Stirling formula. The above convergence is obvious for
