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Infinite-Horizon Optimal Control of Switched Boolean Control Networks with Average Cost: An
Efficient Graph-Theoretical Approach Shuhua Gao, Changkai Sun, Cheng Xiang * , Kairong Qin, and Tong Heng Lee
Abstract-This study investigates the infinite-horizon optimal control problem for switched Boolean control networks with an average-cost criterion. A primary challenge of this problem is the prohibitively high computational cost when dealing with large-scale networks. We attempt to develop a more efficient and scalable approach from a graph-theoretical perspective. First, a weighted directed graph structure called the optimal state transition graph (OSTG) is established, whose edges encode the optimal action for each one-step transition between states reachable from a given initial state subject to various constraints. Then, we reduce the infinite-horizon optimal control problem into a minimum mean cycle (MMC) problem in the OSTG. Finally, we develop a novel algorithm that can quickly find a particular MMC by resorting to Karp's algorithm in graph theory and construct afterward an optimal switching and control law based on state feedback. Time complexity analysis shows that our algorithm can outperform all existing methods in terms of time efficiency. A 16-node signaling network in leukemia is used as a benchmark to test its effectiveness. Results show that the proposed graph-theoretical approach is much more computationally efficient: it runs hundreds or even thousands of times faster than existing methods.
Index Terms-Switched Boolean control networks, infinitehorizon optimal control, graph theory, minimum mean cycle
I. INTRODUCTION
Boolean networks (BNs), first proposed by Kauffman [1] , represent a special class of discrete-time logical systems with binary state variables. The most important application of BNs is to model complex biomolecular networks, especially the gene regulatory networks (GRNs) [2] . The binary state of a gene in a GRN indicates whether this gene is expressed, and each gene's state is updated by a specific Boolean function characterizing the regulatory interaction among genes. In a therapeutic context, external interventions, such as drugs and irradiations, can be used to modify the dynamic behavior of a GRN for medical purposes, e.g., to escape from undesirable states [3] , [4] . A Boolean network involving exogenous inputs is commonly termed a Boolean control network (BCN).
In recent years, the semi-tensor product (STP) of matrices, developed by Cheng et al. [5] , [6] , has revived the studies on BCNs by formalizing an algebraic state-space representation (ASSR). Under this framework, a variety of well-established techniques in conventional control theory can be adapted to handle similar problems for BCNs. To date, many controltheoretical problems related with BCNs have been investigated using this new toolset, including controllability and observability [6] - [8] , stabilization [9] , pinning control [10] , and optimal control [11] - [14] , just to name a few.
A variant of BCNs drawing much research attention is the switched Boolean control network (SBCN), an analogy to the traditional switched system [15] , whose dynamics can be governed by multiple network models of different structures and (or) logical rules. SBCNs have a solid biological foundation. A typical example is the growth and division of eukaryotic cells, which go through four stages, determined by a set of conditions or events [16] . Another example is cellular differentiation: specialized cells committed to different fates may display distinct dynamics [17] . To describe these possibly time-varying BNs, refinements such as the probabilistic Boolean networks (PBNs) [3] , the temporal Boolean networks [18] , and the asynchronous updating scheme [2] have been proposed, all of which can be viewed as an SBCN with a particular (possibly nondeterministic) switching law. Based on the ASSR of SBCNs, some interesting control-theoretical problems have been recently addressed, e.g., stability analysis [19] , [20] and stabilizable controller synthesis [21] , [22] .
Optimal control aims to find a control law to optimize a given performance criterion. One medical application of optimal control of BCNs is to design the best therapeutic intervention strategy [3] . The finite-horizon optimal control of BCNs has been widely studied, e.g., [13] and [23] - [26] . This study focuses on infinite-horizon optimal control of SBCNs with average cost, which has been previously attempted in [11] - [13] , [27] towards BCNs and [28] for SBCNs. Specifically, the infinite-horizon optimal control problem with average-cost criteria was first addressed in [11] by enumerating all cycles in the input-state space of a BCN, and its efficiency was enhanced afterward in [12] using a Floyd-like algorithm. After that, the same problem for BCNs has been studied in [13] and [27] with value iteration and policy iteration based approaches, respectively. By contrast, the infinite-horizon optimal control of SBCNs with average cost was only investigated in [28] using a simple variant of the Floyd-like algorithm [12] . Besides, another common class of infinite-horizon optimal control problems for BCNs with discounted cost has been considered in [14] , [26] , [29] . As highlighted in the most recent work [27] , the primary challenge in infinite-horizon optimal control of BCNs is its high computational cost, which can result in computational intractability in case of large networks. Thus, the primary goal of this study is to design more efficient algorithms with reduced time complexity, and we target time-dependent SBCNs.
The intensive computational burden of most BCN-related tasks, not limited to optimal control, is mainly caused by the so-called state space explosion: a BCN with n variables has a total of N := 2 n states. This issue has been emphasized in various studies like [6] - [8] , [11] , [18] , [27] , [30] . For example, the NP-hardness to examine the controllability and observability of BCNs has been proved in [31] and [8] respectively. Consequently, most algorithms reviewed above run in a polynomial time of N , and the only room for improvement is to reduce the degree of this polynomial. To this end, we note a distinctive property of a BCN (SBCN): its state space and control space are both finite, and its state transitions are deterministic. This property allows us to encode the full dynamics of a BCN into a graph, known as the state transition graph (STG). Most existing work aiming to improve efficiency for BCNs resorts to certain graph characteristics. One example is the aforementioned Floyd-like algorithm [12] , [14] , [24] , [28] . Another example is the modified controllability criterion using the Warshall algorithm [30] . As implied by their names, both the Floyd-like algorithm and the Warshall algorithm are variants of the classical Floyd-Warshall algorithm [32] in graph theory, which is designed to find shortest paths in a weighted graph. These pioneering studies reveal the potential to accelerate BCN-related algorithms by combing the ASSR and graph theory, which inspires us to advance further for more efficient algorithms.
This study attempts to further reduce the computational complexity of infinite-horizon optimal control of SBCNs with average cost in a graph-theoretical framework. The main contributions are three folds. (i) We establish a core data structure called the optimal state transition graph (OSTG), which depicts the optimal action for the transition between each pair of connected states and can handle state constraints as well as state-dependent control and switching constraints elegantly. (ii) The infinite-horizon optimal control problem is reduced to a minimum mean cycle (MMC) problem in this graph. We then resort to Karp's method in graph theory for fast MMC search and develop a novel algorithm with supreme time efficiency. A state-feedback control and switching law is constructed by our algorithm to achieve optimal control. (iii) Our graph-theoretical approach reduces the time complexity from the state-of-the-art O(N 4 ) to O(N 3 ). The effectiveness and efficiency of the proposed approach have been verified with a 16-node network involved in leukemia. Results show that our approach can outperform all existing methods in terms of computational efficiency with a significant advantage: it runs hundreds or even thousands of times faster.
The remainder of this paper is organized as follows. In Section II, we introduce the STP and the ASSR of BCNs and present some fundamental concepts in graph theory. The infinite-horizon optimal control problem of SBCNs with average cost is formulated in Section III. The key data structure of our algorithms, i.e., the optimal state transition graph, is presented in Section IV. We design the algorithms for infinite-horizon optimal control of SBCNs with average cost in Section V and compare the time complexity of our approach with that of existing methods in Section VI. The performance of these methods is benchmarked in Section VII using a 16-state and 3-input network. Finally, Section VIII concludes this study.
II. PRELIMINARIES

A. Notations
The following notations, mainly adopted from [5] and [6] for the STP and the ASSR of BCNs, are used. 1) |S| denotes the size (i.e., cardinality) of a set S. 2) R, N, and N + denote the sets of real numbers, nonnegative integers, and positive integers respectively. 3) M p×q denotes the set of all p × q matrices. 4) Col i (A) denotes i-th column of a matrix A, and A ij denotes the (i, j)-th entry of the matrix A.. 5) Set δ i n := Col i (I n ), where I n is the n-dimensional identity matrix. Let ∆ n = {δ i n |i = 1, 2, · · · , n}, and set ∆ :
This condensed form applies to a set, a sequence, and a path as well.
where Blk i (A) ∈ M n×n is the i-th square block of A. 9) Some common logical operators [5] . ∧: conjunction; ∨: disjunction; ¬: negation; ↔: equivalence; ⊕: exclusive or; and →: implication.
B. Algebraic Form of BCNs
Definition 1: [11] The semi-tensor product (STP) of two matrices A ∈ M m×n and B ∈ M p×q is defined by
where ⊗ denotes the Kronecker product, and s is the least common multiple of n and p.
Remark 1: All fundamental properties of the standard matrix product remain valid under STP [5] . Particularly, if n = p, we have A B = AB. For notational simplicity, the symbol is omitted in the remainder if no confusion arises.
To get an multi-linear form of a Boolean function based on STP, we identify Boolean values by 1 ∼ δ 1 2 and 0 ∼ δ 2 2 . A fundamental lemma is then given as follows.
Lemma 1: [5] Any Boolean function f (x 1 , x 2 , · · · , x n ) : ∆ n → ∆ can be expressed in a multi-linear form as
where M f ∈ L 2×2 n is a unique logical matrix, called the structure matrix of f .
A general BCN with n state variables (i.e., n nodes in the network) and m control inputs can be described as
, · · · , x n (t), u 1 (t), · · · , u m (t)) . . .
x n (t + 1) = f n (x 1 (t), · · · , x n (t), u 1 (t), · · · , u m (t)),
(2) where x i (t) ∈ ∆, u j (t) ∈ ∆ denote states and control inputs respectively, and f i : ∆ m+n → ∆ is the Boolean function associated with the state variable
: ∆ n → ∆ 2 n is a bijective mapping [5] . Let N := 2 n and M := 2 m , and we have
The ASSR of the BCN in (2) is given by,
where L ∈ L N ×M N , named the network transition matrix, (2) . We refer readers to [5] , [24] for more details on the ASSR.
C. Graph, Path, and Cycle
We introduce some fundamental concepts of graph theory in this part, mainly following the convention in [32] .
A graph G is represented by an ordered pair (V, E), where V is a set of vertices, and E is a set of edges. A directed graph is graph with directed edges, and each edge e ∈ E from vertex v i ∈ V to vertex v j ∈ V is denoted by an ordered pair (v i , v j ). Given an edge (v i , v j ), v i is called a predecessor of v j , and v j is a successor of v i . Additionally, each edge can be assigned a weight by a function w : E → R. Denote the weight of an edge
Definition 2: We give the following definitions regarding paths and cycles on a weighted directed graph G = (V, E).
• A path from vertex v 0 to vertex v k is a sequence of vertices connected by edges, denoted by p
A simple path is one with no repeated vertices. Let ψ(p) and |p| denote the number of edges and the number of vertices in p respectively. • A cycle is a path whose first vertex and last vertex are the same, denoted by c = v 0 , v 1 , · · · , v k , v 0 , k ≥ 0. A simple cycle is a cycle which does not have any other repeated vertices except the first and last vertices, i.e., v i = v j , ∀0 ≤ i, j ≤ k if i = j. • The weight of a path (or a cycle) p = v 0 , v 1 , · · · , v k , k > 0, denoted by w(p), is the sum of weights of its constituent edges, given by
III. PROBLEM FORMULATION
In this section, we formalize the infinite-horizon optimal control problem for SBCNs in mathematical terms. First, following notations in [19] , [21] , an SBCN is described by
where σ : N → Λ = {1, 2, · · · , z} is the switching law, and the other variables remain the same as in (2) .
We can obtain the ASSR of the SBCN (5) in exactly the same way as we do for a normal BCN (3) as follows,
To be consistent with the ASSR, we identify the switching signal with a vector as l ∼ δ l z . Hence, we have σ : N → ∆ z , and L δ l z refers to the transition matrix of the l-th subsystem. Like traditional control systems, constraints are common in BCNs. In therapeutics, we must avoid dangerous states of a GRN when applying radiation treatments in therapeutic practice. For example, the activated state of gene Wnt5a is undesirable because it can induce a melanoma metastasis [3] . Various constraints have been considered in studies on BCNs [4] , [13] , [24] , [28] , which can be classified into three types: state constraints, input constraints, and transition constraints [33] (named state-dependent input constraints in [34] ). We consider all these general constraints as well as switching constraints in the problem formulation as follows.
Problem 1: The infinite-horizon optimal control of SBCNs (6) with average cost subject to specific constraints is to solve the following constrained optimization problem: g(x(t), u(t), σ(t)),
where
t=0 denote a control input sequence and a switching signal sequence respectively; g :
the state constraints, the state-dependent control input constraints, and the state-dependent switching signal constraints respectively; and x 0 ∈ C x is the initial state of the SBCN.
Remark 2: Most existing studies, such as [4] , [24] on BCNs and [28] on SBCNs, only consider input or switching signal constraints that are independent of states, for example, u(t) ∈ C u ⊆ ∆ M , whereC u is a constant set. Such state-independent constraints can be viewed technically as a special case of the general constraints in (7) , e.g., C u (x(t)) :=C u , ∀x(t) ∈ C x .
IV. OPTIMAL STATE TRANSITION GRAPH (OSTG)
We introduce the core data structure of our algorithm, called the optimal state transition graph (OSTG), in this section. The reason behind the optimality is that we always choose the best combination of an admissible control input and a switching signal for each state transition if there are multiple choices.
A. Construction of the OSTG
In Problem 1, we only care about the states that can be reached from x 0 . Denote the set of states reachable from x 0
because there are at most N reachable states in total [6] , [11] . The reachability of BCNs (SBCNs) has been widely studied using algebraic approaches based on the ASSR, which is computationally expensive due to the calculation of matrix powers [6] , [7] , [19] , [22] . We will design a more efficient procedure based on the breadth-first search (BFS) [32] of a graph by iterative computations of R(·, 1) (see Algorithm 1).
If we view each admissible state as a vertex on a directed graph, then each edge (δ i N , δ j N ) denotes a state transition from δ i N to δ j N , and R(δ i N , 1) comprises all successors of δ i N in that graph. Such a graph is usually called a state transition graph (STG) in the literature [6] , [14] , [19] . Consider Problem 1. Given two states δ i N , δ j N ∈ C x , δ j N is reachable from δ i N in one step if the following condition holds:
Recall that both u ∈ ∆ M and x ∈ ∆ N are column vectors with a single entry being 1 and all others 0. A computationally economical way to get R(δ i N , 1) following (8) is given below. Lemma 2: Consider Problem 1. Given a state δ i N ∈ C x , its one-step reachable set is obtained according to (8) by
The R(·, 1) in Lemma 2 effectively gives the adjacencylist representation [32] of the STG. Following the principle of BFS, the reachable set R(x 0 ) is obtained recursively:
Next, we assign weights to these edges. For convenience, we call a pair of a control input and a switching signal, i.e., (δ k M , δ l z ) in (11), an action. Based on Lemma 2, we collect all actions that can steer the SBCN (6) from δ i N to δ j N into a set A ij , named the admissible action set, given by
The optimal action is an action that enables the transition from δ i N to δ j N with the lowest cost:
Now we are ready to present the OSTG formally as follows. Definition 3: Consider Problem 1. The OSTG with respect to the initial state x 0 is a directed graph G o = (V, E, x 0 ), where the vertex set is V = R(x 0 ), and the edge set is
Algorithm 
end if 15: end for 16: end while 17: Compute the optimal action and the minimum weight of each edge with A ij := D[i, j] according to (12) and (14) each edge of which has an action (δ k * M , l * ) given by (12) and a weight of
Remark 3: The OSTG is mainly inspired by the switchinginput-state transfer graph (in a matrix form) [19] , whose vertex is a triple (l, x, u), l ∈ Λ, x ∈ ∆ N , u ∈ ∆ M . By contrast, our OSTG has at most N vertices, and we use the more compact adjacency-list representation [32] .
Based on (9), we detail the construction of the OSTG in Algorithm 1. At the end, we will get R(δ i N , 1), ∀δ i N ∈ R(x 0 ), i.e., the adjacency-list representation [32] of a weighted directed graph, the OSTG.
Time Complexity Analysis: In Algorithm 1, the while loop (Line 4-16) executes |V | times, and the inner for loop (Line 6-15) runs no more than zM times. Finally, Line 17 computes the stage cost g for at most zM |V | transitions to solve (12) and (14) . The time complexity of Algorithm 1 is thus
B. An Illustrative Example
We use an SBCN adapted from [28] to illustrate the OSTG. Example 1: Consider the following SBCN with n = 3 states, m = 1 control input, and z = 2 subnetworks:
where σ : N → {1, 2} is the switching signal, and . Each edge is annotated with its weight according to (14) .
Suppose that the constrains are given by
i.e., the state δ 4 8 should be avoided, and only the first subnetwork can be activated for states δ 1 8 , δ 2 8 and δ 5 8 , while there are no constraints on the control input. We adopt an arbitrary stage cost function for illustration purpose:
We first get the ASSR for (15) in form of (6) as follows, Supposing the initial state is x 0 = δ 1 8 , its succeeding states under constraints (16) can be obtained by (9) with i = 1, k ∈ {1, 2}, l ∈ {1}. For example, given i = 1, k = 2 and l = 1, we get one successor Col 1 (Blk 2 (L 1 )) = δ 3 8 , and repeat with i = 1, k = 1, l = 1. We then have R(x 0 , 1) = {δ 3 8 , δ 7 8 }. Applying Algorithm 1, we build the OSTG for Example 1, illustrated in Fig. 1 , and compute its weights by (14) . The optimal action for each edge is not shown for clarity purpose, and they can be easily obtained by (12) . An example is A 65 = {(δ 1 2 , δ 1 2 ), (δ 1 2 , δ 2 2 )}, of which the optimal action determined by (12) to transit from δ 6 8 Fig. 1 , i.e., all admissible states can be reached from the initial state x 0 = δ 1 8 , it is typically not true for large networks.
V. SOLVE INFINITE-HORIZON OPTIMAL CONTROL WITH AVERAGE COST USING THE OSTG
It is first shown in [11] that the state trajectory of a BCN under infinite-horizon optimal control will converge to a cycle in the input-state space. We adopt a similar idea, but we prove the connection between Problem 1 and an optimal cycle (see Definition 4) in the OSTG rigorously. More importantly, we propose a novel method based on a minimum-mean cycle algorithm in graph theory to locate the optimal cycle and to obtain the optimal solution to Problem 1, a state-feedback switching and control law, with exceptional efficiency.
A. Path Decomposition
To handle the infinitely long state trajectory encountered in Problem 1, we first give the following proposition.
Proposition 1: Consider a weighted directed graph G = (V, E). Given any non-simple path p from v 0 ∈ V to v k ∈ V in G, p can be decomposed into a list of simple cycles, c 1 , c 2 , · · · , c q , q ≥ 1, and a simple path p s from v 0 to v k or an empty p s , such that
where E(p) denotes the set of edges (including repeated ones) 2 of the path p, and denotes the union operation preserving duplications.
Note that we leave the last vertex of the cycle, i.e., v j , in the remainder p (2) to form a path from v 0 to v k unless p (1) itself is a simple cycle, in which case p (2) is empty. It is easy to see that E(p (1) ) = E(c (1) ) E(p (2) ). Specially, even c (1) begins with v 0 , a non-empty p (2) is still a path in G from v 0 to v k , since we leave the last vertex, i.e., v 0 here, in p (2) . The same reasoning applies if c (1) 
Similarly, if the remainder path p (2) is still non-simple, we can apply the above decomposition procedure to p (2) again and get E(p (2) ) = E(c (2) ) E(p (3) ). This process will be repeated for q times until p (q+1) is a simple path (or empty). Note that q must be finite, because our operation guarantees |p (l+1) | < |p (l) |, ∀l ≥ 1. It follows obviously that E(p (1) 
). In the l-th operation, ∀1 ≤ l ≤ q, we end with p (l+1) , either a simple path from v 0 to v k , or empty.
Recall that p (1) := p. Simply set c i := c (i) , ∀1 ≤ i ≤ q and p s := p (q+1) . Then we can get (17) .
Remark 4: The path decomposition in Proposition 1 may not be unique. Nevertheless, Eq. (17) always holds for any qualified decomposition.
Corollary 1: Following Proposition 1, since the edge weights are fixed, Eq. (17) implies
We use an example to explain the above path decomposition. Example 2: Recall Example 1 and the OSTG in Fig. 1 . Consider a path p starting from x 0 and composed of 14 vertices: p = δ 1 8 , δ 3 8 (17) and (18) .
B. Solution based on Minimum-Mean Cycle (MMC)
We first give a proposition relating a state trajectory of the SBCN to a path in its OSTG.
Proposition 2: Consider Problem 1 and its OSTG G o = (V, E, x 0 ). Given any state trajectory of the SBCN s = (x(0), x(1), · · · , x(T )) = δ it N T t=0 , δ i0 N = x 0 , steered by an action sequence a = (u(t), σ(t))
, ∀0 ≤ t < T . By Definition 3 of the OSTG, p must be a path in G o . Recall the optimality of the OSTG implied by (12) and (14) . For any state transition from
, and the equality holds for the optimal action defined in (12) . It follows directly from (4) and (19) that w(p) ≤ Q(s, a), and the equality is true if each action is the optimal one in (12) .
An minimum-mean cycle in a graph is defined as follows. Proof: Suppose c * is an MMC. If c * is not simple, Proposition 1 tells that we can decomposes c * into c * = q i=1 c i , q ≥ 2, where c i , 1 ≤ i ≤ q, are all simple cycles. From (17) and (18), we have
which further leads tō
which is a convex combination ofw(c 1 ),w(c 2 ), · · · , and w(c q ). Hence, there holdsw(c * ) ≥ min q i=1w (c i ). From (20) , it implies thatw(c * ) =w(c j ), j = arg min q i=1w (c i ); that is, the simple cycle c j is also an MMC by Definition 4.
Remark 5: A conclusion similar to Lemma 3 in the inputstate space is proved in [11, Proposition 4.4 ]. Here we prove its correctness in a graph with a different method, i.e., through path decomposition and convex combination.
Recall the OSTG G o . Since the state trajectory of the SBCN, which corresponds to a path in G o (see Proposition 2), will progress infinitely, there must be cycles in G o , and thus the MMC exists. Lemma 3 further tells that there must exist a simple MMC in G o . Now we are ready to present the first key theorem of this study.
Theorem 1: Consider Problem 1 and its OSTG G o = (V, E, x 0 ). Assume the stage cost function g is bounded. If c * is a simple MMC in G o , the following two claims hold:
2) The action sequence (u * , σ * ) is an optimal solution to (7) , i.e., J * = J(u * , σ * ), if the state trajectory that it induces converges to c * , and each action (u(t), σ(t)), ∀t ≥ 0, is the optimal one determined by (12) . Proof: Given any feasible action sequence a = (u, σ) to Problem 1, let s = (δ it N ) T t=0 , δ i0 N = x 0 be the resultant state trajectory of the SBCN starting from x 0 . According to Proposition 2, consider the path p = δ it N T t=0 in the OSTG G o : we have Q(s, a) ≥ w(p).
Since we target infinite-horizon optimal control, we can always assume T > |V |. Consequently, p is a non-simple path. Corollary 1 implies that there exists q ≥ 1 such that
where p s is a simple path (or empty). Obviously, the equality in (24) 
The simple or empty path p s of (24) implies |p s | ≤ |V | and ψ(p s ) < |V |, which ensures that w(p s ) is bounded. We have
where the first equality holds if each action (u(t), σ(t)), ∀t ≥ 0, is the optimal choice in (12) (see Proposition 2), and the second equality holds if s converges to c * (see Eq. (24)). Remark 6: The boundedness of the per-stage cost g : ∆ N × ∆ M × Λ → R is commonly assumed, either explicitly or implicitly, in optimal control of BCNs and SBCNs like [11] , [27] , [28] . Essentially, g has a finite number of possible inputs, and we can always assign sufficiently high (or low) but bounded costs to individual inputs [13] . If we want to avoid a state, an input, or a state transition completely, we can set hard constraints instead in Problem 1.
Remark 7: Technically, the optimal state trajectory only needs to converge to an MMC, which is not necessarily a simple one, though Lemma 3 guarantees the existence of a simple MMC. We require c * to be a simple one in Theorem 1 mainly to facilitate subsequent state-feedback control law design. Note that the optimal value J * in (23) depends on x 0 [11] , [13] , since the OSTG G 0 depends on x 0 by V = R(x 0 ). Given a specific x 0 , the optimal solution (u * , σ * ) may not be unique, because the simple MMC c * and the one-step optimal action (12) can be nonunique.
For notational clarity, denote the best action (12) associated with each edge (δ i N , δ j N ) in the OSTG by (u ij , σ ij ). Following Theorem 1, we show that the optimal solution to Problem 1 can be expressed by a static state-feedback law (called a stationary policy in [27] ) in the theorem below.
Theorem 2: Consider Problem 1 and its OSTG G o = (V, E, x 0 ). Assume the stage cost function g is bounded. The two claims hold: 1) A state trajectory s * = (x(0), x(1), · · · ) starting from x 0 exists, which becomes periodic around a simple MMC c * after a finite number of steps without previously entering any other cycles, that is,
2) The state trajectory (26) is optimal if it is driven by a state-feedback control and switching law as follows:
with K u ∈ L M ×N and K σ ∈ L z×N . Define i * β+1 := i * α . K u and K σ are constructed as follows: for 0 ≤ t ≤ β,
and the other columns of K u and K σ are arbitrarily set.
Proof: Lemma 3 states that there must exist a simple MMC, say c * , in G o . Furthermore, c * can be reached from x 0 because V = R(x 0 ). Suppose a path progressing from x 0 to the MMC c * is p = δ N i 0 , i 1 , · · · , i γ , where δ i0 N = x 0 and δ iγ N ∈ c * is a vertex in c * . We can then construct s * as follows.
• Scan p from right to left to find the leftmost vertex that lies in c * . Let it be δ iτ N ∈ c * , 0 ≤ τ ≤ γ. Extract the left-hand sub-path p l = δ N i 0 , i 1 , · · · , i τ . • If p l is not simple, then by Proposition 1 a simple path from δ i0 N to δ iτ N can be obtained from p l , denoted by
N is a vertex in c * , the MMC c * can be expressed as c * = δ N i * α , i * α+1 , · · · , i * β , i * α . Now we can build s * simply as (26) . It is obvious that the transient path p t = δ N i * 0 , i * 1 , · · · , i * α−1 , a sub-path of p s , is simple or empty, and p t contains no vertices in c * . Additionally, since c * is a simple MMC, a direct consequence is that the path p = δ N i * 0 , i * 1 , · · · , i * α−1 , i * α , · · · , i * β is also simple, which means i * t1 = i * t2 , ∀t 1 = t 2 , 0 ≤ t 1 , t 2 ≤ β. Thus, the first claim is justified.
To make s * an optimal trajectory, Theorem 1 states that we just need to apply the optimal action (12) for each transition of s * . The optimal control sequence to Problem 1 is thus
Since p is simple, we can define a function κ u :
t -th column of K u for any logical matrix K u ∈ L M ×N . Hence, κ u can be expressed by κ u (x(t)) = K u x(t) for any state (vertex) x(t) in p , where K u is given in (28) . After p , the state trajectory s * (an infinite path in G o ) will keep repeating the MMC c * . Consequently, we don't care about the other columns of K u , because they correspond to states that will never be encountered. The correctness of the state-feedback gain K u in (28) for the optimal control input sequence is thus proved.
We can prove the correctness of the other state-feedback gain matrix K σ in (28) for the optimal switching signal in precisely the same way as that for K u above. The proof of Theorem 2 is therefore finished.
Remark 8: Eq. (25) in proof of Theorem 1 implies that the cost of the transient path p t in Theorem 2 doesn't affect the optimal value J * (23). Thus, p t can be any simple path, not necessarily the shortest one (i.e., the one of the minimum weight), from δ 
C. Efficient Algorithm Design
Theorem 1 and Theorem 2 have established the connection between the average-cost infinite-horizon optimal control and the MMC in the associated OSTG. The remaining problem is how to locate an MMC in the OSTG such that the optimal state trajectory (26) and the state-feedback gain matrices (28) can be constructed. One method is the exhaustive enumeration of all simple cycles [11] , which is only applicable to small networks. The start-of-the-art algorithm in terms of time efficiency to find such an optimal cycle in the input-state space of BCNs is the Floyd-like algorithm first proposed in [12] and afterward applied to SBCNs in [28] , whose time complexity is still high though. As a major contribution of this study, we develop a more efficient method by resorting to Karp's MMC algorithm [35] in graph theory. Note that we focus on the OSTG of the SBCN rather than the much larger input-state space.
Given a directed graph G = (V, E), let o ∈ V be an arbitrary source vertex in G. Let F (k, v) 
Lemma 4 identifies the minimum mean weight µ * , but it does not state how to pinpoint such an MMC. Though Karp mentioned the construction of an MMC roughly in [35] , a very recent paper [36] spots an error in his procedures and gives a correct one instead as follows.
Lemma 5: [36] Let v * and k * be an optimal solution to (29) . Every cycle on the |V |-edge path from o to v * of weight F (|V |, v * ) is an MMC, where o is the source vertex.
Let's come back to the OSTG. Combining the above two lemmas with Theorem 2, we have the following conclusion.
Theorem 3: Consider Problem 1 and its OSTG G o = (V, E, x 0 ). Choose δ i * 0 N = x 0 as the source vertex o, and let v * and k * be an optimal solution to (29) 
The state trajectory s * in (26) of Theorem 2 can be constructed with c * = δ N i * α , i * α+1 , · · · , i * β , i * α , the first simple cycle in p * (i.e., i * β+1 = i * α ), and p t = δ N i * 0 , i * 1 , · · · , i * α−1 , the sub-path of p * that precedes c * . Proof: First, the existence of p * can be proved easily by contradiction: if p * doesn't exist, then F (|V |, v * ) = ∞, which indicates v * cannot be an optimal solution to (29) .
Next, since p * has |V | + 1 vertices, there must exist cycles in p * . The first simple cycle c * can be easily identified by a linear scan of p * (see Line 14 -24 in Algorithm 2). Lemma 5 ensures that c * must be an MMC. Therefore, c * is a simple MMC. Since c * is the first simple cycle, there is no overlap between the transient sub-path p t and the MMC c * , which conforms to all the requirements of s * in (26) .
We have finished all the theoretical work at this point. Theorem 3 indicates an algorithm composed of three tasks: (i) solve (29) to get v * ; (ii) get a |V |-edge path p * from o (i.e., x 0 ) to v * ; (iii) build the state trajectory s * (26) using p * . Given the OSTG G o = (V, E, x 0 ), we can solve (29) in Task (i) highly efficiently via dynamic programming (DP) [32] , [35] based on the following recursion:
and the base case:
Task (ii) can be finished simultaneously with Task (i) by keeping track of the vertices in a path with a backpointer. After that, Task (iii) is straightforward to be completed, and it is trivial to get the state-feedback gains (28) from s * . We detail the procedures for the three tasks in Algorithm 2. Remark 9: The arrays in Line 1 and Line 14 of Algorithm 2 can be replaced by dictionaries (i.e., hash tables [32] ), without affecting time complexity, to save memory space in practice, because we have |V | < N or even |V | N in most cases. for all δ j N ∈ V do 5:
B[k, j] ← i * , where i * is the minimizer in Line 5 7: end for 8: end for 9: Solve (29) by enumerating items in D as follows 
The first simple cycle is found 20: Example 3: Recall Example 1 and its OSTG G o in Fig. 1 . Algorithm 2 generates the following results for Theorem 3:
• One vertex in G o that minimizes (29) is v * = δ 2 8 along with k * = 3. We have µ * = 3.5 and F (7, δ 2 8 ) = 29 (i.e., D[7, 2] = 29 in Algorithm 2). • A 7-edge path from o = δ 1 8 to v * of weight F (7, δ 2 8 ) is p * = δ 8 1, 7, 8, 2, 5, 7, 8, 2 .
• The first simple cycle in p * is delimited by α = 1 and β = 4, which yields an MMC c * = δ 8 7, 8, 2, 5, 7 , whose mean weight is exactlyw(c * ) = 3.5. In other words, the SBCN (15) will converge to an attractor [6] c * under the infinite-horizon optimal control after just 1 step. • The optimal infinite state trajectory (26) is therefore s * = δ 8 (1, 7, 8, 2, 5, 7, 8, · · · ) and the feedback gains (28) are
where * indicates that this column can be arbitrarily set.
VI. COMPARISON WITH EXISTING METHODS
The primary challenge in infinite-horizon optimal control of BCNs (SBCNs) is the prohibitively high computational cost when dealing with large-scale networks [27] . In this section, we compare the proposed graph-theoretical approach with existing methods in respect of time complexity to highlight its superior efficiency. Besides, we introduce a simple technique that optimizes some existing methods to reduce their running time given an initial state in practice for fair comparison later in the next section.
A. Conversion between BCNs and SBCNs
As reviewed in Section I, most work on infinite-horizon optimal control with average cost focuses on non-switched BCNs. To the best of our knowledge, only Ref. [28] considers SBCNs. Nonetheless, since a normal BCN is just a special SBCN with a single subsystem, i.e., w = 1, both our method and the one in [28] can be applied directly to BCNs. More interestingly, the opposite is also true: an SBCN can also be transformed into a normal BCN. In [37] , an SBCN with a stationary state-dependent switching law is converted to a nonswitching BCN. We derive a similar result for time-dependent SBCNs in this study via control input augmentation as follows.
SetL := [L 1 , L 2 , · · · , L w ] ∈ L N ×wM N as an augmented network transition matrix. The SBCN (6) is thus equivalently expressed by a BCN as,
whereū(t) := σ(t)u(t) ∈ ∆ wM is an augmented control input that integrates both control and switching signals. Thus, algorithms initially developed for optimal control of BCNs can now be applied to SBCNs expressed in form (32), though we target SBCNs directly. We refer readers to our previous work [38] (preprint) for a highly efficient graphtheoretical approach towards finite-horizon optimal control of BCNs. The transformation between BCNs and SBCNs makes it reasonable to compare the performance of our approach with that of the existing methods originally devised for BCNs.
B. Time Complexity Comparison
Since most existing methods are developed for BCNs, we assess the time complexity in this section by applying our approach to a BCN, i.e., a single-subsystem SBCN. In the literature, the average-cost infinite-horizon optimal control problem of BCNs was first investigated in [11] and later considered in [12] , [13] , [27] . By convention, the worst-case time complexity is used to indicate the efficiency of algorithms [13] , [32] , [35] . We list the (worst-case) time complexity of existing methods for BCNs in a chronological order in Table  I . Recall that N := 2 n and M := 2 m , where n and m refer to the number of nodes and the number of control inputs in a BCN respectively.
The first method [11] in Table I evaluates all cycles of length ranging from 1 to M N in the input-state space to locate the MMC, since only simple cycles are relevant. This brute-force method will quickly become intractable as n and m increase. An immediate improvement is the Floyd-like algorithm [12] adapted from the Floyd-Warshall algorithm [32] in graph theory, which essentially still enumerates all cycles like [11] but more economically via dynamic programming. The Floydlike algorithm is later applied to SBCNs in [28] , but the cycles are found in the state space instead of the larger inputstate space, which helps reduce the computational complexity. The other two work approaches this problem from a different angle by putting it in a value iteration [13] or policy iteration [27] framework. However, as pointed out by [27] , the value iteration approach in [13] is not guaranteed to converge to the optimal solution in finite steps. Though the policy iteration approach [27] can yield a stationary state-feedback optimal policy in finite iterations, its worst-case time complexity is extremely high.
When interpreting the time complexity in Table I , note that we can always assume M ≤ N for BCNs (or wM ≤ N for SBCNs), because a state can transit to at most N succeeding states regardless of the number of inputs. That is, one vertex in the OSTG has no more than N outgoing edges. Moreover, one interesting observation is that we can control the whole network by manipulating only a fraction of the nodes [10] , and, typically, we have m < n and thus M N in practice especially for large-scale networks. Therefore, in Table I , the time complexity of our approach is equivalently O(N 3 ), while the previously state-of-the-art Floyd-like algorithm [28] runs in O(N 4 ). The reduction of running time our approach achieves can be striking when handling large-scale networks because N = 2 n can be very large.
As aforementioned, the methods listed in Table I are also applicable to SBCNs in the form (32) , and their time complexity can be obtained simply by replacing M with wM . Simple calculations will lead to the same conclusion: our proposed approach achieves the highest time efficiency even if we view an SBCN as a BCN with augmented control inputs.
Remark 10: Despite its prohibitively high worst-case time complexity, the policy iteration approach may generally converge to the optimal solution in a few iterations [27] . Even so, our approach can still run much faster when tested with the Ara operon network considered in [27] (see Section VII).
C. Practical Performance Optimization
Recall the time complexity analysis in Section V-C: the running time of our approach is more tightly bounded by O(wM |V | 2 ). There typically exists |V | N in large-scale networks with a small number of control inputs, i.e., only a fraction of the state space can be reached from a given initial 
Method
Cycle enumeration [11] Floyd-like [12] Value iteration [13] Floyd-like [28] Policy iteration [27] Proposed Time complexity
state x 0 . However, all existing methods are designed to work with the entire state space, though we always have a specific x 0 in practice. A straightforward optimization of existing methods in practical implementation is to consider only the reachable states of x 0 , R(x 0 ), instead of all possible states. For example, after such optimization, the running time of the state-of-theart Floyd-like algorithm [28] is more precisely measured by O(M N + |V | 4 ), though it stays the same in the worst case. Such straightforward optimization can make a big difference in running time when handling large-scale networks, e.g., the T-LGL network in Section VII. Remark 11: The existing methods [12] , [13] , [27] , [28] actually solve Problem 1 for all possible initial states, but only one of them is practically useful for a particular initial state. Even if we really want the optimal value obtained among all initial states, we can apply our algorithm to an OSTG with V = C x (see Definition 3), and its worst-case time complexity remains O(wM N 2 ) because there is always |V | ≤ N . Finally, we note that, though the Floyd-like algorithms in [12] and [28] borrow ideas from graph theory as well, they still operate on large matrices rather than dedicated graphs like our OSTG.
VII. A BENCHMARK EXAMPLE: OPTIMAL INTERVENTION IN T-LGL LEUKEMIA
Most theoretical studies on BCNs in the literature only deal with tiny networks, typically comprising no more than 5 nodes, for illustration purpose. The up-to-date work [27] considers a relatively larger network including 9 nodes. To benchmark our approach against existing ones, we use a signaling network involved in blood cancer, the T cell large granular lymphocyte (T-LGL) leukemia, a chronic disease characterized by an abnormal increase of cytotoxic T cells [39] . The main cause of this cancer is the escape of leukemic T cells from programmed cell death (i.e., apoptosis) due to certain dysfunction of the underlying T-LGL network. This network includes 16 nodes, as shown in Fig. 2 . One possible treatment of such diseases is to apply external intervention to force the activation or inhibition of specific nodes in a network through drugs, radiation, or chemo [40] . In [3] , infinite-horizon optimal control is used to change the stationary distribution of PBNs from undesirable states to desirable ones. In this section, we aim to steer the T-LGL network away from a diseased state and maintain it at a healthy state using optimal control. Section VI-A has shown that a BCN and an SBCN are interchangeable via mathematical manipulations. The nonswitching T-LGL network is purposefully chosen here to suit existing methods originally developed for BCNs, like [12] , [13] and [27] . Its Boolean functions are listed in Table II  [39, Table S3 ]. This network has also been studied in [40] to identify potential intervention targets. Supposing we apply intervention to sFas, Ceramide, and MCL1 (indicated by red Fig. 2 ), we get a BCN including 16 state variables and 3 control inputs, i.e., N = 65536 and M = 8. Following the problem setting in [40] , the network is initially in a diseased state 0001101000101110 (i.e., x 0 = δ 58834 65536 ), where Caspase and Apoptosis are OFF, and we want to drive it to a healthy state 0000000000000001 (i.e., x h = δ 65535 65536 ) with Apoptosis activated. No constraints are set here because most existing methods do not handle constraints in their algorithms.
To achieve the above objective, we set up a simple stage cost function for Problem 1 as follows:
g(x(t), u(t), σ(t)) = 1, x(t) = x h 5, otherwise .
Note that a biologically reasonable cost function must be designed by domain experts in practice [3] . We adopt (33) Fig. 3 . The OSTG of the T-LGL network and the optimal state trajectory yielded by our approach. The red circle and the blue circle denote the initial state x 0 and the desired state x h respectively. The state trajectory steered by the optimal policy is indicated by green lines. Note the MMC around x h . mainly for quick verification of the algorithms' correctness: obviously, an optimal strategy should finally pin the network to the fixed point x h with the optimal value J * = 1.
Applying our Algorithm 1 and Algorithm 2 in turn, we get the following results easily in only about 3.5 seconds.
• The OSTG starting from x 0 has only |R(x 0 )| = 468 vertices in total ( Fig. 3) , though the full state space has up to N = 65536 states. This fact justifies our previous analysis: there usually exists |R(x 0 )| N for a largescale network with a small number of control inputs. • The minimum cycle mean is µ * = 1, which is obtained by v * = δ 65279 65536 and k * = 5 in (29). • A 468-edge path from x 0 to v * in Theorem 3 is p * = δ 65536 58834, 59094, 58184, 62126, 60175, 65535, · · · , 65535 463 , 65279 .
• The first simple cycle on p * is delimited by α = 5 and β = 5 in Theorem 3, i.e., c * = δ 65536 65535, 65535 , whose mean weight is exactly 1. Recall that the desired destination state is x h = δ 65535 65536 . The optimal trajectory s * = δ 65536 (58834, 59094, 58184, 62126, 60175, (34) 65535, 65535, 65535, · · · )
converges to the desired fixed point x h , just as we have expected, after 5 steps driven by the optimal policy, which is illustrated in Fig. 3 . • The optimal state-feedback control law in (28) and Algorithm 2 takes around 1.3 s. To verify the efficiency of our graph-theoretical approach, we also try other methods in Table I to solve this optimal control problem and measure their running time. The bruteforce cycle enumeration method [11] is skipped because of its obvious incapacity for this relatively large-scale problem. Since the Floyd-like algorithm in [28] improves the original one proposed in [12] by operating in the state space instead of the input-state space to reduce computational complexity (Table I) , we use the former as a representative in this benchmark test. As for the value iteration approach [13] , the number of iterations needed depends on the accuracy we want, and it may never get the exact optimal solution in finite steps, as revealed by [27] . We thus measure its running time to obtain -suboptimal solutions. Note that we have evaluated the Floyd-like algorithm [28] and the value iteration approach [13] in both their original version and optimized version by considering only R(x 0 ) instead of the complete state space (see Section VI-C). Unfortunately, such optimization cannot be easily performed, if possible, in the policy iteration approach [27] due to its increased sophistication. A desktop PC with a 3.4 GHz Core i7-3770 CPU, 16 GB RAM, and 64-bit Windows 10 is used. All algorithms are implemented using Python 3.7. The running time of each method is listed in Table  III , except the policy iteration approach [27] , which runs out of memory due to its manipulation of huge matrices.
We first notice from Table III that the impact of the straightforward optimization introduced in Section VI-C can be indeed significant. For example, each iteration of the Floydlike algorithm [12] , [28] operating on the whole state space takes more than 2 hours, and it needs totally 65535 iterations; by contrast, it takes about 40 s per iteration after optimization with only 467 iterations in total. Table III also highlights that our proposed approach takes a remarkably shorter time to acquire the exact optimal solution, thousands of times faster than the Floyd-like algorithm, and the value iteration approach even after their optimization.
Regarding algorithms' accuracy, both our method and the Floyd-like algorithm can acquire the exact optimal value J * = 1, while the value iteration approach can only approximate J * as the number of iterations increases. Noticing the 5-step optimal state trajectory (34) and the simple stage cost function (33) , we can derive the approximate optimal value yielded by the value iteration approach [13] after T iterations as
T + 20 T which matches the experimental observations. Consequently, to obtain an -suboptimal solution, 20/ iterations are required. When handling this large-scale network, the policy iteration approach [27] runs out of memory during the Jordan decomposition of huge matrices (see Eq. (18) in [27] ). This fact indicates the potentially high space complexity of the policy iteration approach. To compare the running time, we have to use a smaller network instead: the E. coil Ara operon network considered in [27] , which has 9 nodes and 4 inputs. It is reported in [27] that the policy iteration approach takes 8.54 s with only three iterations to get the optimal solution. By contrast, our approach only needs about 0.14 s to get the same optimal value. Since our hardware capacity is similar to that in [27] , this result proves the superior time efficiency of our approach. Remark 12: When performing Jordan decomposition in the policy iteration algorithm [27] , advanced numerical routines may be used to save memory in view of the matrices' sparsity, which is beyond the scope of this study though. Nevertheless, such matrix decomposition is much more complicated than the simple operations in our algorithms.
VIII. CONCLUSION
This paper dealt with the infinite-horizon optimal control problem of SBCNs with average cost from a graph-theoretical point of view. We built a graph structure, named the optimal state transition graph, to organize the reachable states and to determine the optimal switching-control pair for each one-step transition. The infinite-horizon problem was then reduced to a minimum-mean cycle (MMC) problem on this graph, which was subsequently solved efficiently by adapting Karp's algorithm. Besides, we managed to design a static state-feedback control and switching law by picking the optimal trajectory wisely. Of course, we note that the solutions to Problem 1 are generally not unique, and our approach yields a concise one that can be easily implemented by state feedback in practice. Both time complexity analysis and benchmarking with the T-LGL network have proved the superior efficiency of our approach, which is more scalable to large-scale networks. The implementation of our algorithm is open source at GitHub 3 .
Another common type of infinite-horizon optimal control of BCNs adopts a different performance index measured by discounted costs [14] , [26] . Thus, one future work is to adapt this graph-theoretical approach to different types of infinitehorizon optimal control. More generally, it deserves further investigations to handle other control-theoretical problems related to BCNs by combining the ASSR and graph theory.
