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In many non-linear systems, such as
plasma oscillation, boson condensation,
chemical reaction, and even predatory-
prey oscillation, the coarse-grained dy-
namics are governed by an equation con-
taining anti-symmetric transitions, known
as the anti-symmetric Lotka-Volterra
(ALV) equations. In this work, we
prove the existence of a novel bifurca-
tion mechanism for the ALV equations,
where the equilibrium state can be dras-
tically changed by flipping the stability of
a pair of fixed points. As an application,
we focus on the implications of the bi-
furcation mechanism for evolutionary net-
works; we found that the bifurcation point
can be determined quantitatively by the
microscopic quantum entanglement. The
equilibrium state can be critically changed
from one type of global demographic con-
densation to another state that supports
global cooperation for homogeneous net-
works. In other words, our results indi-
cate that there exist a class of many-body
systems where the macroscopic properties
are invariant with a certain amount of mi-
croscopic entanglement, but they can be
changed abruptly once the entanglement
exceeds a critical value. Furthermore,
we provide numerical evidence showing
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that the emergence of bifurcation is ro-
bust against the change of the network
topologies, and the critical values are in
good agreement with our theoretical pre-
diction. These results show that the bi-
furcation mechanism could be ubiquitous
in many physical systems, in addition to
evolutionary networks.
1 Introduction
The non-linear dynamics of ecological systems
where multiple species interact is commonly de-
scribed by the Lotka-Volterra equations [1] (also
known as the predator-prey equations), which con-
tains a set of coupled first-order, non-linear, differ-
ential equations. It turns out that the Lotka-Volterra
equations finds a broad range of applications be-
yond ecological systems, and has created a pro-
found impact on physical sciences [2, 3, 4, 5, 6].
In this work, we are interested in a specific class of
the Lotka-Volterra equations, where the Malthusian
growth/decay term is negligible and the transition co-
efficients are all anti-symmetric. The resulting equa-
tions (see Eq. (1)) are referred to as anti-symmetric
Lotka-Volterra (ALV) equations [7, 8, 9, 10, 11]. The
ALV equations describe a variety of interesting pro-
cesses, including predatory-prey oscillations in popu-
lation biology [8], boson condensation far from equi-
librium [9], plasma oscillation [10], kinetics of chem-
ical reactions [11], etc.
Here, we prove that there exists a novel bifurcation
mechanism predicted by the ALV equations, formed
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by flipping the stability of a pair of fixed points (see
Fig. 1). Specifically, we study its implications on
evolutionary networks as a concrete application; we
found that the bifurcation mechanism can be trig-
gered by varying the amount of quantum entangle-
ment [12] in the microscopic interaction in the evolu-
tionary networks, which represents a quantum solu-
tion to the problem of promoting global cooperation
in homogeneous networks.
Over the past few decades, evolutionary network
theory [13] has become the main paradigm of con-
necting non-equilibrium statistical physics to many
other scientific areas including biology, psychol-
ogy, economics, and behavioral sciences (see e.g.
Ref. [14] for a review). Real-world networks are real-
ized in systems characterized by graphs in which the
vertices (or nodes) represent players, and the edges
represent the games played. One of the major goals
of evolutionary network theory is to understand the
main factors that affect the emergence of global co-
operation. It is known that network topology is cru-
cial for the long-time behaviors of evolutionary net-
works [13, 15, 14, 16, 17, 18]. Particularly, it was
recognized that heterogeneity (e.g. existence of large
hubs) of networks plays a role in the emergence of
cooperations of evolutionary games in networks [19].
However, for many homogeneous networks, which is
of interest in this work, it remains a major challenge
to achieve global cooperation [20, 21, 22, 23]. A cen-
tral open question in this area is how one can increase
the global payoffs of evolutionary games in homoge-
neous networks.
The existence of the bifurcation mechanism im-
plies that for a quantum model of evolutionary net-
work, by varying the amount of quantum entangle-
ment [12] in the underlying interaction, one can un-
ambiguously achieve the goal of enhancing global
cooperation for homogenous networks, avoiding the
need of including large hubs.
Moreover, our result implies that the global behav-
iors of the network can be insensitive to a certain
amount of entanglement involved in the microscopic
interaction, but they can be abruptly changed, when
the entanglement in the microscopic interaction ex-
ceeds a critical value. Away from the critical point,
we found that the equilibrium state forms a demo-
graphic condensations with very weak fluctuations,
which resembles Bose-Einstein condensation in sta-
tistical physics.
In addition, we show that the non-linear dynamics
of the anti-symmetric Lotka-Volterra equation can be
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Figure 1: Fixed-point stability and phase diagram ob-
tained by numerical simulation of network of square lat-
tice (see Eq. (18)). (a) The stability of two strategies,
Defection and Quantum depends on the value of the pa-
rameter γ. (b) The color bar represents the value of the
density of Quantum strategy. When γ < γ∗, the network
is dominated by the Defection strategy. When γ > γ∗,
the network is dominated by the Quantum strategy. The
white dotted line comes from the prediction on the phase
boundary by our mean-field theory (see Eq. (37)).
constructed by a mean-field theory on the evolution-
ary networks, which describes the process as a dy-
namical phase transition in the network; depending
on the amount of quantum entanglement involved,
the equilibrium state can be driven from an unordered
phase to one out of the two condensed phases.
The origin of the bifurcation is found to be related
to a critical scenario where a pair of distinct fixed
points exchange their roles from being stable to un-
stable and vice versa. In our model of evolutionary
network, this scenario is possible only if quantum en-
tanglement are provided. Finally, our numerical sim-
ulations indicate that the emergence of bifurcation is
robust against the change of the network topologies,
and the critical values are in good agreement with
the theoretical prediction from our mean-field anal-
ysis. These results suggest that the bifurcation mech-
anism could exist in systems other than evolutionary
networks; our analysis serves as a guide for finding
bifurcation points in other systems governed by the
ALV equation.
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2 Anti-symmetric Lotka-Volterra
equation
The anti-symmetric Lotka-Volterra equation [10, 11,
8, 9, 7] is given by the following expression,
d
dt
ρi = ρi
∑
j,i
Aij ρj , (1)
where ρi ≥ 0 is the value of some quantity of interest
(e.g. population of a species i). The elements of the
anti-symmetric matrix are given by
Aij = wij − wji = −Aji , (2)
where wij is the transition rate describing an agent
changes his/her strategy from i to j for a given evo-
lutionary network.
It is sufficient to demonstrate our results in the sit-
uations involving only three species, i.e., i = 1, 2, 3.
We shall show that, except for some singular points,
in general, there are exactly (i) one stable, (ii) one un-
stable, and (iii) one saddle fixed points. More specif-
ically, in the steady-state solutions of the ALV equa-
tion in the long time limit, i.e., ρ∞1 ≡ ρ1(t→∞),
ρ∞2 ≡ ρ2(t→∞), and ρ∞3 ≡ ρ3(t→∞), we have
d
dtρ1 =
d
dtρ2 =
d
dtρ3 = 0. In the following, we will
see that there exist three fixed points, namely, ρ∞1ρ∞2
ρ∞3
 =

 10
0
 ,
 01
0
 ,
 00
1

 . (3)
At first, we have the following relations from the
Eq. (1):
ρ∞1 ρ
∞
2 A12 + ρ∞1 ρ∞3 A13 = 0 , (4)
−ρ∞2 ρ∞3 A23 + ρ∞2 ρ∞1 A21 = 0 , (5)
ρ∞3 ρ
∞
1 A31 + ρ∞3 ρ∞2 A32 = 0 , (6)
which subject to the constraint,
ρ∞1 + ρ∞2 + ρ∞3 = 1. (7)
Since the transition rate wij being non-zero im-
plies that Aij is also non-zero. Then, Eq. (4) means
that ρ∞1 ρ∞2 = ρ∞1 ρ∞3 = 0, which shows that ei-
ther (i) ρ∞1 = 0 or (ii) a fixed point at ρ∞1 = 1
and ρ∞2 = ρ∞3 = 0. The case (i) implies either
ρ∞2 = 0 or ρ∞3 = 0 from Eqs. (5), (6), and (7), which
means that [ρ∞1 , ρ∞2 , ρ∞3 ]T = {[0, 1, 0]T , [0, 0, 1]T }
are fixed points as well. The theory can be extended
to higher number of families by doing the same cal-
culations.
3 Fixed-point stability of ALV equation
Around one of the fixed points, the linearized differ-
ential equations is given by
d
dt
ρi = ∇(ρi
∑
j,i
Aij ρj) · (ρ− ρfix) , (8)
where the gradient, ∇ ≡ (∂/∂ρ1, ∂/∂ρ2, ...), is
evaluated at the corresponding fixed point. Further-
more, the corresponding Jacobian matrices, labeled
by {J1, J2, J3} for the three fixed points, namely
[1, 0, 0]T , [0, 1, 0]T , and [0, 0, 1]T , respectively, are
listed as follows:
 0 A12 A130 A21 0
0 0 A31
 ,
 A12 0 0A21 0 A23
0 0 A32
 ,
 A13 0 00 A23 0
A31 A32 0

 .
(9)
The eigenvalue spectra λ (Ji) of the matrices are
found to be
λ (Ji) ∈ { 0, Aji, Aki } (10)
for distinct values of j , k , i. Recall that a fixed
point in ALV equation is stable (unstable) when the
remaining two eigenvalues are both negative (posi-
tive); otherwise it is a saddle fixed point. The zero-
eigenvalue exists for all Jacobian matrices, which re-
sults from the constraint of the normalization condi-
tion, i.e., ρ1 + ρ2 + ρ3 = 1.
Now, suppose each node (or player) i is associ-
ated with a value, Pi (e.g. energy or payoff), where
the transition rates wij are a monotonic function of
the difference between the values of P ’s, i.e., wij =
w(Pi − Pj). A common example for the transition
rate is given by the Fermi function [14],
wij = 1/(1 + e−(Pj−Pi)/T ) , (11)
where T is a parameter for controlling the transition
rates. We note that if Pj − Pi > 0, then wij > wji,
which implies that Aij (Aji) is positive (negative),
i.e., Aij > 0 and Aji < 0.
In general, the values of P ’s are non-degenerate in
equilibrium, except for some singular points, which
means that there exists an order, e.g., P3 > P2 > P1.
In this case,
(i) the fixed point [0, 0, 1]T is stable, as A13 < 0
and A23 > 0;
(ii) [0, 1, 0]T is a saddle point, as A12 > 0 but
A32 < 0;
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(iii) [1, 0, 0]T is unstable, as A21 < 0 and A31 < 0.
Similar results can be obtained by any permutation
of the values of P ’s.
Guiding principles for the bifurcation
mechanism— Let us focus on the following sce-
nario: suppose there exist a parameter γ (to be iden-
tified as the amount of entanglement for evolutionary
networks) such that when it is smaller than a critical
value γ∗, i.e., γ < γ∗, we have one particular order of
the P values, e.g., P2 > P3 > P1. Based on our anal-
ysis above, it means that the long-time population of
the anti-symmetric Lotka-Volterra equation should be
dominated by the state [0, 1, 0]T . Furthermore, sup-
pose, whenever we increase the value of γ∗ to cross
the critical point, i.e., γ > γ∗, we have a different
order, e.g., P3 > P2 > P1; consequently, we shall
be able to observe that the equilibrium state abruptly
changes to another state [0, 0, 1]T , even though the
change the parameter γ is smooth.
Instead of an abstract formalism, in the follow-
ing, we provide a concrete instance on how such a
bifurcation mechanism can indeed occur in the con-
text of evolutionary networks, where we prove that
the parameter γ can be characterized by the amount
of entanglement in the microscopic interactions be-
tween the nodes in the network. In principle, for
other dynamical systems governed by the ALV equa-
tion, if the corresponding transition rates contain an
adjustable parameter that can be varied as described
in our model, a bifurcation point can also be located
in the same manner, with or without entanglement.
4 Evolutionary network as application
The physical model of the evolutionary network is
defined as follows [14, 15]. (i) There are N 
1 rational and identical agents located on the sites
in a network; (ii) They interact (formalized as a
two-player game) repeatedly with their neighbors to
gain/lose an income. (iii) After each game, the agents
are allowed to change their strategies in order to in-
crease their utility. In particular, they tend to learn
their neighbor’s strategies that has generated a higher
income. Here a game (see Fig. 2 (b)) is an abstract
formulation of an interaction among N players that
have potential conflicting interests. The updating
probability of a node i to adopt the strategy Sj of a
reference node j, is determined by a transition proba-
bility, wij ≡ w(Si → Sj), which is a function of the
difference of the payoffs Pi−Pj , and is defined to be
identical to the Fermi function (see Eq. (11)).
Since the local games are played probabilistically,
the macroscopic configurations form a probabilistic
distribution; we define Q(n, t) to be the probability
for the configuration n to appear at time t. The rate
of change of Q(n, t) is determined by the inflow into
and outflow from the configuration n, which means
that the dynamics of the evolutionary network can be
described by a master equation,
d
dt
Q (n, t) =
∑
n′
[
Q
(
n′, t
)
Wn′→n −Q (n, t)Wn→n′
]
,
(12)
where Wn→n′ is the configurational transition rate
from the configuration n to n′ and plays the main
role for the dynamics.
The configurational transition rate Wn→n′ comes
from the microscopic transition rate Wµx→y(n),
which describes an agent changes his strategy from
Sx to Sy for a given macroscopic configuration n.
The configurational transition rate is proportional to
the number nx of agents with Sx. Explicitly, we can
write
Wn→n′ =
∑
x,y
nx W
µ
x→y(n) δn′,nx→y , (13)
where x and y ∈ {a, b, c, · · ·} and the vector nx→y =
[· · · , nx−1, · · · , ny+1, · · · ]T labels the configura-
tion that is obtained from n by changing nx → nx−1
and ny → ny + 1.
5 ALV equation as a mean-field theory
Based on the discussion above, we can obtain a dy-
namical equation,
d 〈nx〉
dt
=
∑
n,n′
(n′x − nx)Wn→n′Q (n, t) , (14)
for the average occupation of each strategy, where
〈nx〉 ≡ ∑n nx Q (n, t) (as 〈f〉 = ∑n f (n)Q (n, t)
in general). In terms of the microscopic rates, we
have
d
dt
〈nx〉 =
∑
y
[〈nyWµy→x(n)〉 − 〈nxWµx→y(n)〉] ,
(15)
which is so far an exact equation. Assuming the fluc-
tuations around the mean value is small, we can make
the following approximation:
〈nx Wµx→y(n)〉 ≈ 〈nx〉Wµx→y(〈n〉) . (16)
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Figure 2: Microscopic interaction in the evolutionary
network. (a) The players are given an entangled pair and
three choices {Cooperate, Defect, Quantum} for each
game; their choice will be sent to a quantum machine
to probabilistically make the final decisions for them.
Mention that the entangled state doesn’t let the two
parties communicate. (b) The games are played by all
members in a network. (c) The payoff table depends
on the amount of entanglement with λ = cos2 γ (see
Eq. (23)) .
Furthermore, since the players are homogeneous
and the transition is taken randomly among the
neighboring players, the microscopic transition rate
Wµx→y(n) = wx→y ny is proportional to the num-
ber of players ny with strategy Sy. Here wx→y is the
transition rate between any pair of players, taken for
the mean-field configuration. Therefore, we have
〈nxWµx→y (n)〉 ≈ 〈nx〉wx→y〈ny〉 (17)
under the mean field approximation.
Note that the averaged value 〈n〉 is now taken
as the input for the microscopic transition rate. By
defining ρx (t) ≡ 〈nx〉 /N , we have
d
dt
ρx (t) =
∑
y
[ρy (t)wy→x ρx (t)− ρx (t)wx→y ρy (t)] ,
(18)
which is in exactly the form of the ALV equation (see
Eq. (1)). The remaining task is to connect this equa-
tion with the game and the update rules, in which our
results can be applied effectively. For illustrative pur-
poses, we will present the results for the game called
prisoner’s dilemma.
6 Microscopic interaction
In the model, the players are assumed to interact
through a symmetric game, where an entangled quan-
Table 1: Payoff table of classical prisoner dilemma
Cooperate Defect
Cooperate R T
R S
Defect S P
T P
tum states are supplied as an additional resource; This
generalization of classical games is referred to as a
quantum game, which is a branch of quantum in-
formation science. In fact, many protocols in quan-
tum information theory can be viewed as a realiza-
tion of a game. For example, quantum crytography
is a game involving two agents who aim to establish
secure communication against eavesdroppers. Quan-
tum cloning can be casted as a game played with the
nature. The problem of quantum state discrimination
can be viewed as a game to optimize the payoffs of
two players, who are betting for the outcomes en-
coded in quantum states. Testing local hidden vari-
able theory versus quantum theory can be formalized
as a game.
Our model can be applied to any quantum game.
To make our discuss concrete, we assume that the re-
wards of the players are given by the payoff table in
the game of prisoner’s dilemma, which is one of the
most well-known two-player games and is adopted
to explain how the emergence of cooperative or al-
truistic behavior can be resulted by selfish competi-
tors [14, 24].
In the game, each agent (or player) is assumed to
have a well-defined goals or preferences that can be
quantified by a utility function, which represents the
satisfaction of the agents obtained from an outcome
of a game; in other words, the agents make decisions
to optimize the utility function. An important mile-
stone of game theory is the discovery of Nash equi-
librium, which determines the best responses to other
agents’ actions and hence suggests guidelines for re-
solving dilemmas.
Specifically, each play has two options, either de-
fection (D) or cooperation (C), and they have to
make the decision simultaneously without communi-
cation. If a mutual cooperation is made, both players
will be rewarded by an amount R. For mutual defec-
tion, both of them will be punished with P . If one
cooperates and the other defects, then the cooperator
gains the lowest payoff S and the traitor gains temp-
tation T . The payoff table of the symmetric game is
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Figure 3: Numerical simulation on the anti-symmetric Lotka-Volterra (ALV) equation in Eq. (18) for frequencies
versus entanglement in different network topologies, namely (a) square lattice (grid of 100 × 100), (b) small-world
network (100 × 100 network with p = 0.01), and (c) Erdős-Rényi model (with average degree 4). Each data point
is taken by playing the games after 10, 000 steps.
summarized in table 1.
The values of the payoffs are not necessarily fixed,
but they are required to have the following order:
T > R > P > S. If one of the players (called A)
chooses to cooperate, the payoff of the other player
(B) is higher if he/she chooses to defect (as T > R).
The same is true even if A chooses to defect; B still
gain more by choosing defection (as P > S). If
both players are rational, they should both choose
defection, i.e., (D,D) , which is the Nash equili-
birum [25, 26]. However, this outcome does not give
them the highest payoffs, which creates the dilemma.
7 Making decisions with entanglement
Quantum game theory provides an extra resource for
the players in classical games, namely quantum en-
tanglement [12], which is a form of non-classical
correlation that is essential for many tasks in quan-
tum information processing [27, 28]. In short, the
quantum players can adopt a mixed strategy guided
by quantum probabilities. For the game of prisoner’s
dilemma, the players can receive payoffs no longer
limited by the Nash equilibrium in the classical game.
In the microscopic interactions of the network of
prisoner’s dilemma, the players are initially shared
with an entangled state,
|ψini〉 = J |0〉 ⊗ |0〉 , (19)
where J = exp(iγ2σy ⊗ σy) is an entangling op-
erator (see Fig. 2 (a)). The concurrence, which is
regarded as a general measure of the entanglement
of two-qubit state [29], is sin γ for the initial state,
where γ is defined as the entanglement parameter.
The degree of entanglement of the initial state is
strengthened by increasing the value of the real pa-
rameter γ ∈ [0, pi/2]; when γ = 0, no entangle-
ment exists in the initial state, but the entanglement
reaches its maximum when γ = pi/2. However, the
shared entanglement along does not allow the play-
ers to communicate. For example, in the protocol of
quantum teleportation, a classical communication is
needed at the end.
The players in the quantum game [30, 31] are al-
lowed to apply, independently, a (single-qubit) uni-
tary operation U of the form,
U(θ, φ) =
(
c s
−s c∗
)
, (20)
where c = eiφ cos θ/2 and s = sin θ/2, on
their own qubit. However, we restrict the avail-
able choices for the angles in a parameter sets,
namely (θ, φ) ∈ {(0, 0), (pi, 0), (0, pi/2)}. These
three choices correspond to three available strate-
gies, S = {C,D,Q}; they stand for Cooperation,
Defection, and Quantum, given by
C⇔ U(0, 0) , D⇔ U(pi, 0) , Q⇔ U(0, pi/2) .
(21)
After that, the qubits from the players A and B are
sent to a quantum machine that applies a unitary op-
erator J† to the qubits, which yields a final state,
|ψfin〉 = J†(UA ⊗ UB) |ψini〉 . (22)
Finally, a joint quantum measurement,
{Π00,Π01,Π10,Π11}, where Πij ≡ |ij〉 〈ij| for
i, j ∈ {0, 1}, is then applied to the final state to
determine the expectation value of the individual
utilities or payoffs pA and pB of the players, based
on the payoff table of the classical game, i.e.,
pA = pB = R 〈Π00〉+S 〈Π01〉+T 〈Π10〉+P 〈Π11〉 ,
(23)
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where 〈Πij〉 = |〈ij |ψfin〉|2, for i, j ∈ {0, 1}, repre-
sents the probability for the outcome (i, j).
The payoff of one of the players is listed in Fig. 2
(c). When one of the players adopts the quantum
strategy Q, the other player’s payoff is given by
max {Rλ+ P (1− λ), Tλ+ S(1− λ), R} ,
(24)
where λ ≡ cos2 γ. When λ > R−ST−S , the maximum
value R is achievable by the other player who also
adopts the quantum strategy Q. In this regime, the
choice of the quantum strategies (Q,Q) represents
a new Nash equilibrium, resulting better payoffs for
both players, as compared with the Nash equilibrium
(D,D) associated with classical strategies.
8 Fixed-points of evolutionary network
We denote the population of the three strategies by a
vector n = [nC , nD, nQ]T , where nC + nD + nQ =
N , and ρX (t) ≡ 〈nX〉 /N , keeping tracks of the
number of players nX who has adopted a certain
strategy SX at each moment of time. In the mean-
field approach, the transition rate is determined by
Eq. (11) for SX ,SY ∈ {C,D,Q}, i.e.,
w(SX → SY ) =
(
1 + e−(PX−PY )/T
)−1
, (25)
where the average payoffs PX , PY ∈ {PC , PD, PQ}
are determined by the quantum game of prisoner’s
dilemma through the following relation:
 PCPD
PQ
 =
 R S RλT P Tλ
Rλ Sλ R

 ρCρD
ρQ
 , (26)
where Rλ ≡ Rλ+ P (1− λ), Tλ ≡ Tλ+ S(1− λ),
and Sλ ≡ Sλ+ T (1− λ) with λ = cos2 γ inversely
proportional to the degree of entanglement.
Note that we can always write
w(SX → SY )−w(SY → SX) ≡ tanh ∆XY , (27)
where ∆XY ≡ (PX − PY )/2T for X,Y ∈
{C,D,Q}. Consequently, the dynamical (mean-
field) equation of motion (see Eq. (18)) can now be
written, in the matrix form, as follows,
d
dt
 ρCρD
ρQ
 =
 0 tanh ∆CD tanh ∆CQtanh ∆DC 0 tanh ∆DQ
tanh ∆QC tanh ∆QD 0

 ρCρD
ρQ
 ,
(28)
which is an ALV equation. To understand the long-
time behavior of this set of equation, we look for the
fix-point solution of the equations.
Based on the analysis presented previously, the
fixed points are given by
[ρ∞C , ρ∞D , ρ∞Q ]T = {[1, 0, 0]T , [0, 1, 0]T , [0, 0, 1]T } .
(29)
The stability of these fixed points are determined by
the payoff table of the games (see Fig. 2 (c)), i.e., it
depends on entanglement parameter γ. A bifurcation
for the evolutionary network will occur by changing
the degree of of entanglement. Then the correspond-
ing Jacobian matrix for the three fixed points takes
the same form as the Eq. (11), whose eigenvalues are
also easy to be obtained. Recall that in general we
have exactly one stable, one unstable, and one saddle
fixed point.
Let us now consider how the use of entanglement
resources allows us to create a bifurcation for the evo-
lutionary network. More specifically, we shall show
how the increase of entanglement stabilize the fixed
points at [0, 0, 1]T . To this end, the entanglement pa-
rameter has to exceed a critical value,
γ > γ∗1 ≡ cos−1
√
(R− S)/(T − S) . (30)
Proof: To make [0, 0, 1]T a stable fixed point, we
have to make sure its Jacobian matrix contains two
negative eigenvalues, which is equivalent to the con-
ditions that PQ − PC > 0 and PQ − PD > 0,
due to the fact that tanh x is positive (negative)
when is positive (negative). From Eq. (26), we have
PQ − PD = R − Tλ = R − T cos2γ − Ssin2γ and
PQ−PC = R−Rλ = R−Rcos2γ−P sin2γ. There-
fore, the conditions for the fixed point at [0, 0, 1]T to
be stable are,
T cos2γ + S sin2γ < R , (31)
R cos2γ + P sin2γ < R . (32)
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Recall that for the prisoner’s dilemma game, T >
R > P > S. The second inequality is always sat-
isfied for any value of γ. The first inequality is not
valid in the limit where γ → 0, but it can be satisfied
whenever γ exceeds a critical value,
γ > γ∗1 ≡ cos−1
√
(R− S)/(T − S) . (33)
It makes that the point [0, 0, 1]T is the stable fixed
one when γ > γ∗1.
On the other hand, for the fixed point at [0, 1, 0]T ,
we have PQ−PD = Sλ−P = Scos2γ+T sin2γ−P
and PD − PC = P − S. The conditions for being a
stable fixed point are PD−PC > 0 and PQ−PD < 0.
The first one implies that P > S, which is always
satisfied. The second one implies that
Scos2γ + T sin2γ < P , (34)
which means that cos2γ > (T − P )/(T − S) or
γ < γ∗2 ≡ cos−1
√
(T − P )/(T − S) . (35)
We now have two critical values, namely γ∗1 and γ∗2,
as defined in Eq. (33) and (35). The former stabilizes
the fixed point at [0, 0, 1]T whenever γ > γ∗1, and
the latter stabilizes [0, 1, 0]T whenever γ < γ∗2. If
the values of the payoffs are chosen as
T − P = R− S , (36)
then it makes the two critical values of the above fixed
points coincide with each other, i.e., γ∗1 = γ∗2. As a
result, by adjusting the entanglement parameter γ, the
behavior of the evolutionary network can be changed
drastically across the critical point. In the case, a bi-
furcation occurs that the equilibrium state changes
abruptly from the one dominated by the defection
strategy (D) to the one dominated by the quantum
strategy (Q).
To realize such a bifurcation, the payoffs of the
game can be assigned as follows: T = 1 + r, R = 1,
P = 0, and S = −r, for any r > 0. Consequently,
the phase boundary is given by the following relation:
r∗ = (1− cos2γ∗)/(2cos2γ∗ − 1) , (37)
which is represented by the white dotted line in
Fig. 1. Our numerical simulation of the ALV equa-
tion in Eq. (18) reveals that similar critical transition
exists for different network topologies (see Fig. 3),
where the bifurcation points are in good agreement
with the mean-field prediction in Eq. (37). This com-
pletes our analysis on the bifurcation mechanism.
For completeness, let us look at the remaining
fixed point at [1, 0, 0]T . The relevant quantities are
PD − PC = T − R and PQ − PC = Rλ − R =
Rcos2γ + P sin2γ − R. Since T > R, it is al-
ways true that PD ≥ PC . Consequently, the fixed
point [1, 0, 0]T can never become a stable one. To
investigate further, since R > P , it is also true that
R cos2γ + P sin2γ − R < 0, which implies that
PC > PQ. Therefore, its Jacobian matrix contains
exactly one positive and one negative eigenvalues; the
fixed point at [1, 0, 0]T is always a saddle fixed point.
9 Conclusion
In summary, we presented a novel bifurcation mech-
anism for non-linear dynamical systems governed by
the ALV equation. The bifurcation can be observed
whenever the stable and unstable fixed points are ex-
changed by a control parameter. As an application,
we focused on evolutionary networks, where the con-
trol parameter is characterized by the shared entan-
glement in the microscopic interaction. Furthermore,
we performed numerical simulations to verify that
such a bifurcation phenomenon is robust against the
change in the network topology. In principle, the bi-
furcation mechanism can occur in other dynamical
systems governed by the ALV equations as well, in-
cluding predatory-prey oscillations in population bi-
ology, condensation of bosons far from equilibrium,
plasma oscillation, kinetics of chemical reactions,
where the dynamics is governed by the ALV equa-
tion.
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