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Abstract
We establish magnetic improvements upon the classical Hardy inequality for two specific choices of
singular magnetic fields. First, we consider the Aharonov-Bohm field in all dimensions and establish a
sharp Hardy-type inequality that takes into account both the dimensional as well as the magnetic flux
contributions. Second, in the three-dimensional Euclidean space, we derive a non-trivial magnetic
Hardy inequality for a magnetic field that vanishes at infinity and diverges along a plane.
1 Introduction
The subcriticality of the Laplacian in Rd for d ≥ 3 can be quantified by means of the classical Hardy
inequality
−∆ ≥
(
d− 2
2
)2
1
r2
(1)
valid in the sense of quadratic forms in L2(Rd), where −∆ is the standard self-adjoint realisation of
the Laplacian in L2(Rd) and r is the distance to the origin of Rd. On the other hand, the Laplacian
is critical in R and R2 in the sense that the spectrum of the shifted operator −∆ + V starts below
zero whenever the operator of multiplication V is bounded, non-positive and non-trivial. In quantum
mechanics, interpreting −∆ as the Hamiltonian of a free electron, the Hardy inequality (1) can be
interpreted as the uncertainty principle with important consequences for the stability of atoms and
molecules.
Inequality (1) goes back to 1920 [6] and it is well known that it is optimal in the sense that the
dimensional constant is the best possible and no other non-negative term could be added on the right-
hand side of (1). A much more recent observation is that adding any magnetic field leads to an improved
Hardy inequality, including dimension d = 2. A variant of this statement is the magnetic Hardy inequality
(−i∇+A)2 −
(
d− 2
2
)2
1
r2
≥
cd,B
1 + r2 log2(r)
, (2)
valid in the sense of quadratic forms in L2(Rd) for d ≥ 2. Here A : Rd → Rd is a smooth vector potential
and cd,B is a non-negative constant that depends only on the dimension d and the magnetic field B = dA;
the constant cd,B is positive if, and only if, the field B is not identically equal to zero. This inequality
1
was first proved by Laptev and Weidl in 1999 [9] for d = 2 under an extra flux condition, in which case
the lower bound holds with a better weight (without the logarithm) on the right-hand side of (2). A
general version of (2) is due to Cazacu and Krejcˇiˇr´ık [3], but we also refer to [10], [1], [2], [7, Sec. 6]
and [5] for previous related works.
The principal motivation of the present paper is our curiosity about the structure of the magnetic
improvement on the right-hand side of (2). Our first result deals with the Aharonov-Bohm potential
Aα(x, y, z1, . . . , zd−2) := α
(
−y
x2 + y2
,
x
x2 + y2
, 0, . . . , 0
)
, α ∈ R , (3)
where (x, y, z1, . . . , zd−2) ∈ R
d. We abbreviate z := (z1, . . . , zd−2) ∈ R
d−2 and denote by ρ(x, y, z) :=√
x2 + y2 the distance of a point (x, y, z) ∈ Rd to the subspace {x = y = 0} ⊂ Rd of dimension d−2. Let
us also recall that r(x, y, z) :=
√
x2 + y2 + |z|2 denotes the distance of (x, y, z) ∈ Rd to the origin of Rd.
Because of the singularity of Aα at the origin, it is important to specify the self-adjoint realisation of the
associated magnetic Laplacian; we customarily understand (−i∇ + Aα)
2 as the Friedrichs extension of
this operator initially defined on C∞0 (R
d \ {ρ = 0}).
Theorem 1. Let Aα be given by (3). For every α ∈ R, one has
(−i∇+Aα)
2 −
(
d− 2
2
)2
1
r2
≥
dist(α,Z)2
ρ2
(4)
in the sense of quadratic forms in L2(Rd) with d ≥ 2.
This theorem in dimension d = 2 is due to Laptev and Weidl [9]. The novelty of Theorem 1 consists
in the present extension to the higher dimensions, d ≥ 3. The result is optimal in the sense that that
the constants appearing in (4) are the best possible and no other non-negative term could be added on
the right-hand side of the inequality. In other words, subtracting the right-hand side from the left-hand
side, the obtained operator would be critical. Notice also that the flux-type condition α 6∈ Z is necessary
to have the subcriticality of the operator on the left-hand side of (4). Indeed, (−i∇+Aα)
2 is unitarily
equivalent to the magnetic-free Laplacian whenever α ∈ Z, so in this case the criticality of the operator
on the left-hand side of (4) follows from the optimality of the classical Hardy inequality (1).
Because of the special form of the vector potential (3), the operator (−i∇+ Aα)
2 admits a natural
decomposition with respect to the variables (x, y) ∈ R2 and z ∈ Rd−2. However, it is important to stress
that (4) does not follow as a result of this separation of variables. In fact, while the right-hand side of (4)
is the two-dimensional contribution coming from the angular component of the magnetic Laplacian in
the (x, y)-plane, the second (dimensional) term on the left-hand side of the inequality is a contribution
coming from both the radial component of the magnetic Laplacian in the (x, y)-plane as well as the
Laplacian in the z-space.
The feature of the Aharonov-Bohm potential (3) is that its singularity is supported on a manifold
of codimension two. Our next interest lies in a vector potential with a singularity supported on a
hyperplane. In this case, we restrict our attention to the the three-dimensional toy model
Aβ(x, y, z) := β
( y
z2
, 0, 0
)
, β ∈ R , (5)
where (x, y, z) ∈ R3. The seemingly simple choice (5) for the vector potential is of course very special,
but on the other hand the model is intrinsically three-dimensional in the sense that no reduction to lower
dimensions via a separation of variables is available.
We understand the magnetic Laplacian −∆β := (−i∇+Aβ)
2 corresponding to (5) with β ∈ R \ {0}
as the Friedrichs extension of this operator initially defined on C∞0 (R
d \ {z = 0}). Because of the strong
singularity of Aβ on the plane {z = 0}, the unperturbed version of −∆β is not the Laplacian −∆
in R3 but rather the Dirichlet Laplacian in R3 \ {z = 0} that we denote by −∆0. More specifically,
the singularity of the potential requires that the functions from the operator domain of −∆β vanish on
{z = 0}, representing thus certain confinement of the electron to one of the two half-spaces {z > 0} or
{z < 0}. The unperturbed operator −∆0 satisfies the Hardy inequality
−∆0 ≥
1
4
1
z2
, (6)
2
which is optimal (in the same way as (1) is optimal for −∆). Notice that the distance to the origin in (1)
is replaced by the distance to the plane {z = 0} in (6). Our next result shows that there is always a
specific improvement whenever β 6= 0.
Theorem 2. Let Aβ be given by (5). For every β ∈ R, one has
−∆β −
1
4
1
z2
≥ |β|
(
1 +
y2
z2
)
1
z2
(7)
in the sense of quadratic forms in L2(R3).
The first term on the right-hand side of (7) is easy to obtain, while the second term is much less
obvious. Our strategy to identify the second improvement is based on a test-function argument, which
we believe to be of independent interest. Contrary to Theorem 1, we do not know whether the inequality
of Theorem 2 is optimal if β 6= 0.
The rest of the paper naturally splits into two independent sections. In Section 2 we quickly prove
Theorem 1, while Theorem 2 is established in a longer Section 3.
2 The Aharonov-Bohm field
In this section we exclusively consider the vector potential Aα from (3) with any d ≥ 2.
2.1 Preliminaries
For every α ∈ R, we introduce the magnetic Laplacian (−i∇ + Aα)
2 as the self-adjoint non-negative
operator in L2(Rd) associated with the quadratic form
Qα[ψ] := ‖(∇+ iAα)ψ‖
2 , D(Qα) := C∞0 (R
d \ {ρ = 0})
|||·|||
,
where ‖ · ‖ denotes the usual norm of L2(Rd) and
|||ψ||| :=
√
‖(∇+ iAα)ψ‖
2 + ‖ψ‖2 .
By the diamagnetic inequality, we have the form domain inclusion D(Qα) ⊂ W
1,2
0 (R
d \ {ρ = 0}) =
W 1,2(Rd), where the equality follows from the fact that the subset {ρ = 0} ⊂ Rd is a polar set (cf. [4,
Sec. VIII.6]). Using the special structure (5) of the potential Aβ , we have
Qα[ψ] =
∫
Rd
(∣∣∣∣
(
−i∂x −
α y
x2 + y2
)
ψ
∣∣∣∣2 +
∣∣∣∣
(
−i∂y +
αx
x2 + y2
)
ψ
∣∣∣∣2 + |∇zψ|2
)
dxdy dz ,
where z = (z1, . . . , zd−2) is a (d− 2)-dimensional coordinate. In the sense of distributions,
(−i∇+Aα)
2 =
(
− i∂x −
αy
x2 + y2
)2
+
(
− i∂y +
αx
x2 + y2
)2
−∆z ,
where −∆z is the usual (distributional) Laplacian in the z variables.
If α = 0, then D(Q0) = W
1,2(Rd) and the operator associated with Q0 is just the standard self-
adjoint realisation of the Laplacian −∆ in L2(Rd). More generally, if α ∈ Z then (−i∇ + Aα)
2 is
unitarily equivalent to the (magnetic-free) Laplacian −∆. This can be seen as follows. Passing to the
polar coordinates in the (x, y)-plane, i.e. writing (x, y) = (ρ cosϕ, ρ sinϕ) with ρ ∈ (0,∞) and ϕ ∈ (0, 2pi],
we have the obvious unitary equivalences
(−i∇+Aα)
2 ∼= −ρ−1 ∂ρ ρ ∂ρ +
(−i∂ϕ + α)
2
ρ2
−∆z
∼=
⊕
m∈Z
(
−ρ−1 ∂ρ ρ ∂ρ +
ν2m
ρ2
)
−∆z .
(8)
3
Here νm := m+ α are the eigenvalues of the one-dimensional operator −i∂ϕ + α in L
2([0, 2pi)), subject
to periodic boundary conditions. The corresponding set of eigenfunctions read {eimϕ}m∈Z. If α is
an integer, then the direct sum is indistinguishable from the usual partial-wave decomposition of the
Laplacian −∆.
Finally, let us notice that the spectrum of (−i∇+Aα)
2 equals the semiaxis [0,∞) for every real α.
2.2 The improved Hardy inequality
Let ψ ∈ C∞0 (R
d \ {ρ = 0}), a core of Qα. Employing the polar coordinates in the (x, y)-plane as in (8)
and writing φ(ρ, ϕ, z) =: ψ(ρ cosϕ, ρ sinϕ, z), we have
Qα[ψ] =
∫
Rd−2
∫ 2pi
0
∫ ∞
0
(
|∂ρφ|
2 +
|∂ϕφ+ iαφ|
2
ρ2
+ |∇zφ|
2
)
ρ dρ dϕdz
≥
∫
Rd−2
∫ 2pi
0
∫ ∞
0
(
|∂ρφ|
2 +
dist(α,Z)2
ρ2
|φ|2 + |∇zφ|
2
)
ρ dρ dϕdz ,
(9)
where we omit to specify the arguments of φ and abuse a bit the notation for ρ. This inequality explains
the quantity on the right-hand side of (4). To obtain the dimensional term on the left-hand side of (4),
we write
φ(ρ, ϕ, z) = f(ρ, ϕ, z) (ρ2 + |z|2)−(d−2)/4 ,
which is in fact the definition of the new test function f . Notice that f(0, ϕ, z) = 0 for all ϕ ∈ [0, 2pi)
and z ∈ Rd−2. A straightforward computation employing an integration by parts yields∫
Rd−2
∫ ∞
0
(
|∂ρφ|
2 + |∇zφ|
2
)
ρ dρ dz =
(
d− 2
2
)2 ∫
Rd−2
∫ ∞
0
|φ|2
ρ2 + |z|2
ρ dρ dz
+
∫
Rd−2
∫ ∞
0
(
|∂ρf |
2 + |∇zf |
2
)
(ρ2 + |z|2)−(d−2)/2 ρ dρ dz
≥
(
d− 2
2
)2 ∫
Rd−2
∫ ∞
0
|φ|2
ρ2 + |z|2
ρ dρ dz .
(10)
Estimates (9) and (10) yield (4), after coming back to the Cartesian coordinates and noticing that
ρ2 + |z|2 = r2. This concludes the proof of Theorem 1.
The present proof also explains why the inequality (4) is optimal. Indeed, the inequality (9) is sharp
in the sense that it is achieved by any function of the form φ(ρ, ϕ, z) = g(ρ, z)eimϕ, wherem ∈ Z is chosen
in such a way that it minimises the distance dist(α,Z) (so that eimϕ is an eigenfunction corresponding to
the lowest eigenvalue dist(α,Z)2 of the operator (−i∂ϕ + α)
2). The other inequality (9) is not achieved
by a non-trivial φ, but it is also sharp in the following sense. For any function f depending only on r,
we have ∫
Rd−2
∫ ∞
0
(
|∂ρf |
2 + |∇zf |
2
)
(ρ2 + |z|2)−(d−2)/2 ρ dρ dz =
∫
S
d−2
+
∫ ∞
0
|∂rf |
2 ρ dr dσ
≤ |Sd−2+ |
∫ ∞
0
|∂rf |
2 r dr ,
where Sd−2+ := S
d−2 ∩ {ρ > 0} and Sd−2 is the unit sphere in the (ρ, z)-half-space. It is well known that
there exists a sequence of functions {fn}
∞
n=1 ⊂ C
∞
0 ((0,∞)) such that
fn(r) −−−−→
n→∞
1 pointwise and
∫ ∞
0
|∂rfn(r)|
2 r dr −−−−→
n→∞
0 ,
for the integral corresponds to the radial part of the two-dimensional Laplacian.
3 The confining field
The organisation of this section dealing with the vector potential (5) is as follows. In Section 3.1 we
rigorously introduce the corresponding magnetic Laplacian −∆β as a self-adjoint operator in L
2(R3) and
4
state its basic spectral properties. The elementary part of Theorem 2 (i.e. just the first term on the
right-hand side of (7)) is established in Section 3.2. The complete proof of Theorem 2 is given in the
remaining Sections 3.3 and 3.4.
3.1 Preliminaries
For every β ∈ R, we introduce the magnetic Laplacian −∆β the self-adjoint non-negative operator in
L2(R3) associated with the quadratic form
Qβ [ψ] := ‖(∇+ iAβ)ψ‖
2 , D(Qβ) := C∞0 (R
3 \ {z = 0})
|||·|||
,
where ‖ · ‖ denotes the usual norm of L2(R3) and
|||ψ||| :=
√
‖(∇+ iAβ)ψ‖
2 + ‖ψ‖2 .
By the diamagnetic inequality, we have the form domain inclusion D(Qβ) ⊂ W
1,2
0 (R
3 \ {z = 0}). Using
the special structure (5) of the potential Aβ , we have
Qβ[ψ] =
∫
R3
(∣∣∣∣
(
−i∂x +
β
z2
y
)
ψ
∣∣∣∣2 + |∂yψ|2 + |∂zψ|2
)
dxdy dz
and, in the sense of distributions,
−∆β =
(
− i∂x +
β
z2
y
)2
− ∂2y − ∂
2
z = −∆− 2i
β
z2
y ∂x +
β2
z4
y2 , (11)
where −∆ is the usual (distributional) Laplacian in the (x, y, z) variables.
Notice that −∆0 (i.e. β = 0) is just the Dirichlet Laplacian in R
3\{z = 0} for which the form domain
equality D(Q0) = W
1,2
0 (R
3 \ {z = 0}) holds. The spectrum of −∆0 is well known, σ(−∆0) = [0,∞).
Moreover, using the classical one-dimensional Hardy inequality
∀u ∈ W 1,20 (R \ {0}) ,
∫
R
|u′(z)|2 dz ≥
1
4
∫
R
|u(z)|2
z2
dz , (12)
and Fubini’s theorem, it follows that −∆0 is subcritical in the sense that the three-dimensional Hardy
inequality
∀ψ ∈W 1,20 (R
3 \ {z = 0}) ,
∫
R3
|∇ψ(x, y, z)|2 dxdy dz ≥
1
4
∫
R3
|ψ(x, y, z)|2
z2
dxdy dz ,
holds. This is the precise statement of (6).
It is not difficult to see that the spectrum of −∆β coincides with the spectrum of the unperturbed
operator −∆0 (as well as of the usual Laplacian without the extra Dirichlet condition).
Proposition 1. For every β ∈ R, one has
σ(−∆β) = [0,∞) .
Proof. The inclusion σ(−∆β) ⊂ [0,∞) follows trivially because of the non-negativity of −∆β. The
opposite inclusion σ(−∆β) ⊃ [0,∞) can be established by the Weyl criterion, by choosing the singular
sequence localised at the infinity of the cone {|y| < |z|}, where the terms in (11) containing β can be
made arbitrarily small. We omit the details.
3.2 The elementary Hardy inequality
Now we turn to the elementary part of the Hardy inequality (7).
Proposition 2. For every β ∈ R, one has
∀ψ ∈ D(Qβ) , Qβ[ψ] ≥
(
1
4
+ |β|
)∫
R3
|ψ(x, y, z)|2
z2
dxdy dz . (13)
5
Proof. Since the result will be re-proved in the following subsection, here we provide just a sketchy proof.
Writing
−∆β =
(
−i∂x +
β
z2
y
)2
− ∂2y︸ ︷︷ ︸
−∆′
β
−∂2z , (14)
we notice that −∆′β is the magnetic Laplacian in L
2(R2) corresponding to the two-dimensional vector
potential
A′β(x, y) :=
β
z2
(y, 0) ,
which depends parametrically on z (and β). The corresponding two-dimensional magnetic field is con-
stant
B′β(x, y) := rotA
′
β(x, y) = −
β
z2
. (15)
The operator −∆′β is the celebrated Landau Hamiltonian.
The spectral problem for −∆′β is explicitly solvable. The easiest way how to see it is to perform a
partial Fourier transform with respect to the x-variable, which yields a unitary equivalence
−∆′β
∼=
(
ξ +
β
z2
y
)2
− ∂2y , (16)
where ξ ∈ R is the dual variable to x. Noticing that the right-hand side of (16) is the Hamiltonian of
a shifted harmonic oscillator (the shift can be handled as yet another unitary transform), we get the
familiar formula (the natural numbers N contain zero in our convention)
σ(−∆′β) =
2|β|
z2
(
N+
1
2
)
, β 6= 0 .
Each point in the spectrum is an eigenvalue of infinite multiplicity (Landau levels). (If β = 0, then
σ(−∆′β) = [0,∞).) In particular,
inf σ(∆′β) =
|β|
z2
(which is trivially valid also for β = 0).
Using the last result in (14), we get
−∆β ≥ −∂
2
z +
|β|
z2
≥
1
4z2
+
|β|
z2
, (17)
which is the desired result (13). The second estimate in (17) follows from the classical Hardy inequal-
ity (12), by noticing that the form core consists of functions that vanish on the plane {z = 0}.
Remark 1. Proposition 2 can be alternatively proved also by a standard commutator trick (see, e.g.,
[2, Sec. 2.4]). Let us denote by Πj := −i∂j + (Aβ)j with j ∈ {1, 2, 3} ∼= {x, y, z} the j
th component of
the magnetic gradient. Then one has the identity
∀C∞0 (R
3 \ {z = 0}) , ‖Πjψ‖
2 + ‖Πkψ‖
2 = ‖(Πj ± iΠk)ψ‖
2 ± 〈ψ, (Bβ)jkψ〉 , (18)
for any pair j, k ∈ {1, 2, 3}, where (Bβ)jk := ∂j(Aβ)k − ∂k(Aβ)j are the coefficients of the magnetic
tensor Bβ := dAβ and 〈·, ·〉 denotes the inner product of L
2(R3). In our case (5), we have
Bβ = β

 0 −1/z2 2y/z31/z2 0 0
−2y/z3 0 0

 .
Using the formula (18) with (j, k) := (1, 2), one therefore obtains, for every ψ ∈ C∞0 (R
3 \ {z = 0}),
Qβ[ψ] = ‖Π1ψ‖
2 + ‖Π2ψ‖
2 + ‖Π3ψ‖
2 ≥ ±β
∥∥∥∥ψz
∥∥∥∥2 + ‖∂zψ‖2 ≥
(
±β +
1
4
)∥∥∥∥ψz
∥∥∥∥2 ,
where the last inequality is due to the classical Hardy inequality (12). Since the obtained result holds
with either the plus or minus sign, we arrive at (13) for every ψ ∈ C∞0 (R
3 \ {z = 0}). By density, the
result extends to all ψ ∈ D(Qβ).
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3.3 Quantification of the elementary Hardy inequality
Our next goal is to show that (13) can still be improved. To do so, we have to employ the terms we
neglected in the crude estimates (17).
Let ψ ∈ C∞0 (R
3 \ {z = 0}), a core of Qβ. The function is implicitly assumed to depend on the space
variables (x, y, z) ∈ R3 and for brevity we omit to specify the arguments in the integrals below.
First of all, let us perform the partial Fourier transform with respect to the x-variable as in (16):
Qβ [ψ] =
∫
R3
(∣∣∣∣
(
ξ +
β
z2
y
)
ψˆ
∣∣∣∣2 + |∂yψˆ|2 + |∂zψˆ|2
)
dξ dy dz . (19)
Notice that the transformed function ψˆ = ψˆ(ξ, y, z) still vanishes in a neighbourhood of {z = 0}.
In the second step, we make the change of test function
ψˆ(ξ, y, z) =
√
|z|φ(ξ, y, z) (20)
to single out the first term on the right-hand side of (13). Putting (20) into (19) and integrating by
parts with respect to z, we arrive at
Qβ [ψ]−
1
4
∥∥∥∥ψz
∥∥∥∥2 =
∫
R3
(∣∣∣∣
(
ξ +
β
z2
y
)
φ
∣∣∣∣2 + |∂yφ|2 + |∂zφ|2
)
|z| dξ dy dz . (21)
From now on, let us assume that β is non-zero. Then
η(ξ, y, z) := exp
(
−
|β|
2z2
(y − y0)
2
)
with y0 := −
z2ξ
β
is an eigenfunction of the operator on the right-hand side of (16) corresponding to the lowest eigenvalue.
In this two-dimensional context, the variable z is understood as a parameter and ξ gives rise to the
degeneracies. In the third step, we make the change of test function
φ(ξ, y, z) = η(ξ, y, z)ϕ(ξ, y, z) (22)
to single out the second term on the right-hand side of (13). Putting (22) into (21) and integrating by
parts with respect to y, we arrive at
Qβ [ψ]−
(
1
4
+ |β|
)∥∥∥∥ψz
∥∥∥∥2 =
∫
R3
(
|∂yϕ|
2 + |∂zφ|
2
)
η2(ξ, y, z) |z| dξ dy dz . (23)
Since the right-hand side of (23) is non-negative, we have just re-proved (13).
Remark 2. If the operator associated with the form on the right-hand side of (23) had compact resolvent
(which is not true), we would immediately arrive at a (local) improved Hardy inequality (cf. [8]). In our
case, however, we have to proceed more carefully.
3.4 A test-function argument
Having (23) at our disposal, the next step is to use the contribution of the term containing |∂zφ|
2. First
of all, notice that
∂zφ = ∂zϕ+ ϕ
|β|
z3
(y2 − y20) .
The main trick is to pick an arbitrary function f : R3 → R and write
|∂zφ|
2 =
∣∣∣∣∂zϕ− fϕ+ ϕ
(
|β|
z3
(y2 − y20) + f
)∣∣∣∣2
= |∂zϕ− fϕ|
2 + |ϕ|2
(
|β|
z3
(y2 − y20) + f
)2
+ 2ℜ
[
(∂zϕ¯− fϕ¯)ϕ
(
|β|
z3
(y2 − y20) + f
)]
= |∂zϕ− fϕ|
2 + |ϕ|2
(
β2
z6
(y2 − y20)
2 − f2
)
+ (∂z |ϕ|
2)
(
|β|
z3
(y2 − y20) + f
)
.
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Putting this expression into (23) and integrating by parts with respect to z, we arrive at
Qβ[ψ]−
(
1
4
+ |β|
)∥∥∥∥ψz
∥∥∥∥2 =
∫
R3
(
|∂yϕ|
2 + |∂zϕ− fϕ|
2 + Vf |ϕ|
2
)
η2(ξ, y, z) |z| dξ dy dz , (24)
where
Vf (ξ, y, z) := −∂zf −
1
z
f − 2
|β|
z3
(y2 − y20)f −
β2
z6
(y2 − y20)
2 + 2
|β|
z4
(y2 + y20) . (25)
Now we may play with many possible choices of f to try to make the potential V positive and employ
the following consequence of (24):
Qβ [ψ]−
(
1
4
+ |β|
)∥∥∥∥ψz
∥∥∥∥2 ≥
∫
R3
Vf |ψˆ|
2 dξ dy dz .
In particular, the special choice
f(ξ, y, z) :=
1
2
|β|
z3
(y20 − y
2) (26)
leads to a spectacularly simple expression
Vf (ξ, y, z) =
|β|
z4
(y2 + y20) . (27)
Neglecting the second term on the right-hand side of (27) and performing the inverse Fourier transform
in the ξ-variable, we therefore obtain the following Hardy inequality
Qβ[ψ]−
(
1
4
+ |β|
)∥∥∥∥ψz
∥∥∥∥2 ≥ |β|
∫ 3
R
y2
z4
|ψ|2 dxdy dz (28)
which coincides with (7) after the extension of ψ ∈ C∞0 (R
3 \ {z = 0}) to all D(Qβ). This concludes the
proof of Theorem 2.
Remark 3. Keeping both terms on the right-hand side of (27) and performing the inverse Fourier
transform in the ξ-variable, we have established an interesting operator inequality
−∆β ≥
−∂2x
|β|
+
(
1
4
+ |β|+ |β|
y2
z2
)
1
z2
.
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