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Prólogo 
En los orígenes de la ciencia de la computación todo el énfasis estuvo puesto en desarrollar 
sistemas que automatizaran tareas que se hacían manualmente. Este era suficiente desafío. 
En la actualidad, se han automatizado muchas tareas y el gran desafío es cómo mejorar la 
capacidad de los sistemas para alcanzar nuevos requerimientos: agregar nuevas interfaces, 
combinar múltiples fuentes de datos en una sola, interactuar con dispositivos móviles y reem-
plazar viejas aplicaciones con nuevas. 
En este sentido, el desarrollo de software se ha evolucionado hacia modelos distribuidos 
donde los componentes cooperan y colaboran para lograr el objetivo y ocultar la distribución 
al usuario. 
Sin lugar a dudas, la vertiginosa evolución de la tecnología Web y el uso de Internet como 
mecanismo de comunicación, ha impactado fuertemente en los paradigmas de desarrollo de 
software. Pero ésta no es la única causa de la evolución de la construcción de aplicaciones con 
una perspectiva modular, desacoplada y que facilite los nuevos requerimientos que se mencio-
nan más arriba. 
Este libro tiene por objetivo desarrollar todos los conceptos que deben aprenderse e incor-
porarse para concebir software distribuido y se encuentra orientado a alumnos avanzados de 
carreras de informática que cuenten con conocimientos de redes, sistemas operativos, técnicas 
de ingeniería de software y algunas nociones de programación distribuida y concurrente. 
La obra se encuentra organizada en ocho capítulos. En el Capítulo 1 se presentan las defi-
niciones de los sistemas distribuidos y se dan algunos ejemplos. En el Capítulo 2 se analiza la 
evolución cronológica de los sistemas distribuidos para comprender el giro de los acontecimien-
tos sucedidos ante los avances tecnológicos. 
El Capítulo 3 aborda conceptos básicos de sistemas operativos y su funcionalidad en entor-
nos distribuidos. 
El Capítulo 4 está destinado a comprender los dos componentes fundamentales de un sis-
tema distribuido como lo son Cliente y Servidor, como modelo clásico de distribución tanto fun-
cional como física. 
El Capítulo 5 presenta distintos modelos de arquitecturas distribuidas, cómo se organizan 
sus componentes y cómo se comunican. Por su parte el Capítulo 6 revisa el componente de 
administración del recurso dato, presente en todo sistema de información, y cómo se ve afecta-
do por el modelo distribuido. 
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El Capítulo 7 aborda el concepto de GroupWare como elemento intrínsecamente colabo-
rativo y cooperativo, analizando sus prestaciones a la luz de tecnologías clásicas y también 
actuales. Finalmente, el Capítulo 8 presenta la noción de computación en la nube como un 
nuevo modelo de servicio que impacta fuertemente en la manera en que se conciben las 
aplicaciones distribuidas. 
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o 
CAPÍTULO 1 
Introducción a los Sistemas Distribuidos  
Patricia Bazán 
Los sistemas distribuidos pueden concebirse como aquellos cuya funcionalidad se encuentra 
fraccionada en componentes que al trabajar sincronizada y coordinadamente otorgan la visión de 
un sistema único, siendo la distribución, transparente para quien hace uso del sistema. 
En términos computacionales, se dice que un sistema distribuido es aquel cuyos componen-
tes, de hardware o de software, se alojan en nodos de una red comunicando y coordinando sus 
acciones a través del envío de mensajes. 
El concepto de componente como pieza funcional autónoma y con interfaces bien definidas 
alcanza al área del desarrollo de software pero también puede concebirse dentro de otras dis-
ciplinas como la idea de una pieza que, cuando se combina con los demás componentes, for-
ma parte de un todo. 
En términos estrictamente informáticos, un componente es cada parte modular de un siste-
ma de software. 
Entre las motivaciones para construir sistemas distribuidos, sin lugar a dudas está el hecho de 
compartir recursos, pero también favorece el diseño de software modular donde cada componente 
se ejecuta en la plataforma más adecuada y brinda un servicio más eficiente debido a la especifici-
dad de su construcción. Por ejemplo, concebir un sistema de software donde uno de los componen-
tes es la gestión y manipulación de los objetos de información (datos), le da un papel importante a 
los Sistemas de Gestión de Bases de Datos - en inglés DataBase Management Systems o DBMS - 
que logran dar un servicio de acceso a los datos eficiente, correcto y consistente. 
En este capítulo presentamos un conjunto de definiciones básicas que ilustran la idea 
de sistemas distribuidos, sus complejidades y desafíos, así como la manera que se admi-
nistran y comunican. 
El capítulo se organiza de la siguiente manera: en la Sección 1 se presenta la motivación y 
las principales definiciones de sistemas distribuidos. La Sección 2 muestra ejemplos de siste-
mas distribuidos de la vida real y desde un enfoque funcional. La Sección 3 analiza los desafíos 
a los que se enfrentan los sistemas distribuidos y los objetivos que persiguen. Finalmente, en 
las Secciones 4 y 5 se detallan los modelos arquitectónicos y los mecanismos de comunicación 
existentes en los sistemas distribuidos con un enfoque conceptual. En la Sección 6 se arriban a 
algunas conclusiones. 
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A la luz de estas definiciones se advierte la coexistencia de dos conceptos complementa-
rios: sistema distribuido y red de computadoras. Se puede decir que mientras una red de 
computadoras son un conjunto de computadoras físicamente visibles y que debe ser explícita-
mente direccionada, un sistema distribuido es aquel donde las múltiples computadoras autó-
nomas son transparentes pero se basa en ellas. 
Sin embargo existen problemáticas comunes a ambos conceptos: las redes son a su vez 
sistemas distribuidos si pensamos en su servicio de nombres y además todo sistema distribuido 
se basa sobre los servicios provistos por las redes de computadoras. 
Otro elemento conceptual es la noción de middleware software que asiste a una aplicación 
para interactuar o comunicarse con otras aplicaciones, o paquetes de programas, redes, hard-
ware y/o sistemas operativos. Se profundizará sobre este concepto en próximos capítulos. 
Se revisan a continuación las principales razones para distribuir sistemas: 
 
 
Distribución funcional 
 
Este tipo de distribución radica en que cada computadora posee capacidades funcionales 
diferentes pero coordinan sus acciones con un objetivo común. Por ejemplo, cliente/servidor, 
existe un componente que brinda servicios y otro que necesita consumirlos. Otro caso es la 
relación host/terminal, un equipo posee toda la funcionalidad (host) y existe otro que se limita a 
exponer dicha funcionalidad (terminal).  Asimismo la concurrencia de datos/procesamiento de 
datos, es otro caso de sistema distribuido donde el recurso a compartir es el dato y las funcio-
nalidades están vinculadas a su manipulación y procesamiento como es el caso de los siste-
mas de gestión de bases de datos - en inglés DataBase Management Systems o DBMS. 
 
Distribución inherente al dominio de aplicación 
Este tipo de distribución se refiere a la que se realiza dentro de un mismo dominio de apli-
cación y cuyas componentes se identifican y modelan dentro de este dominio. Ejemplos de tal 
tipo de distribución lo constituyen un sistema de cajas de un supermercado y el sistema de 
inventario respectivo o el trabajo colaborativo soportado por computadoras. 
 
Balanceo de carga y distribución 
Este tipo de distribución se realiza para poder asignar tareas a distintos procesadores a fin 
de mejorar el rendimiento general del sistema. 
Replicación del poder de cómputo. Varios computadores sumados pueden alcanzar una ve-
locidad de cómputo que nunca se lograría con un super computador. 
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Razones económicas. Un conjunto de microprocesadores ofrecen una mejor relación pre-
cio/rendimiento que un gran mainframe1 que es 10 veces más rápido pero 1000 veces más caro. 
 
Entre los interrogantes que se plantean podemos encontrar: 
¿Por qué usar sistemas distribuidos y no hardware o software aislado? para compartir re-
cursos, para incrementar la comunicación entre personas, para potenciar la capacidad de cada 
componente (de hardware y de software) y otorgar flexibilidad al sistema 
¿Qué problemas aparecen en los sistemas distribuidos y conectados? el diseño de soft-
ware se complejiza porque intervienen más componentes, pueden surgir dependencias de la 
infraestructura de ejecución subyacente, la facilidad de acceso a datos compartidos puede 
afectar la seguridad. 
 
 
Consecuencias 
 
Los sistemas distribuidos son concurrentes. Esto implica que cada componente es autóno-
mo (lo que implica diferenciar proceso de programa) y ejecuta tareas concurrentes. De este 
modo debe haber una sincronización y coordinación de dichas tareas y a su vez, aparecen los 
problemas de la concurrencia como deadlocks2 y comunicación no confiable. 
 
Ausencia de reloj local. Debida a la comunicación por medio de mensajes, se dificulta la 
precisión con la que cada componente debe sincronizar su reloj, apareciendo el concepto 
de latencia3. 
 
Ausencia de contexto global: Debido a la concurrencia y al mecanismo de comunicación por 
mensajes, no existe un proceso único que conozca o albergue el estado global del sistema. Por 
este motivo se dice que los sistemas distribuidos son sistemas “sin estado”. 
 
Nuevos modos de falla. Los procesos son autónomos en su ejecución, de modo que las 
fallas individuales pueden no ser detectadas y a su vez desconocen el impacto en el siste-
ma completo. 
 
 
 
                                                     
 
1 Una computadora central (en inglés mainframe) es una computadora grande, potente y costosa, usada principalmen-
te por una gran compañía para el procesamiento de una gran cantidad de dato 
2 El bloqueo mutuo (también conocido como interbloqueo, traba mortal, deadlock, abrazo mortal) es el bloqueo perma-
nente de un conjunto de procesos o hilos de ejecución en un sistema concurrente que compiten por recursos del sis-
tema 
3 Latencia a la suma de retardos temporales dentro de una red. Un retardo es producido por la demora en la propaga-
ción y transmisión de paquetes dentro de la red. 
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Accesibilidad 
Un sistema distribuido es accesible cuando garantiza el acceso a los recursos distribuidos 
que lo componen a todos los usuarios y en todo momento. 
 
Transparencia 
Un sistema distribuido es transparente en la medida que oculta su heterogeneidad y su dis-
tribución a los usuarios, quienes conservan la visión de un sistema único. 
 
Como consecuencia de perseguir estos objetivos, los sistemas distribuidos se enfrentan a 
los siguientes desafíos: 
 
Concurrencia 
Los recursos de un sistema distribuido se caracterizan por estar expuestos al acceso concu-
rrente de uno o más usuarios, debiendo ser capaz de planificar los accesos evitando deadlocks. 
 
Seguridad 
Además de garantizar la seguridad a nivel de transporte de datos, debido al alto grado de 
promiscuidad de la red como medio de comunicación, un sistema distribuido debe abordar la 
seguridad en términos de autenticación de usuarios, permisos de acceso sobre los recursos y 
auditoría del uso de los mismos. 
 
Heterogeneidad 
Un sistema distribuido es heterogéneo en cuanto es capaz de permitir que los usuarios ac-
cedan a servicios y ejecuten aplicaciones bajo cualquier plataforma (esto es diferentes redes, 
hardware, sistemas operativos y lenguajes de programación) 
 
 
1.4. Modelos de Distribución 
 
Los modelos de distribución pueden responder a aspectos arquitectónicos como a aspectos 
fundamentales o semánticos [Colouris, 2000]. 
El modelo arquitectónico de un sistema distribuido determina su estructura en función de 
cada una de sus componentes por separado.  
El modelo fundamental o semántico revela los problemas claves a los que se enfrenta un 
desarrollador en un sistema distribuido y que condiciona la metodología de trabajo para alcan-
zar sistemas confiables en términos de seguridad, correctitud y fiabilidad. 
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El mecanismo de comunicación por socket carece de un entorno que facilite las tareas del 
programador, sólo dispone de un conjunto de operaciones básicas, siendo responsabilidad del 
programador resolver: 
 
Diferencias en la representación de datos: cada computadora posee su propio hardware y 
sistema operativo, con lo cual es posible que se trate de arquitecturas diferentes y que los da-
tos no sean codificados de la misma manera. En ese caso, el programador del socket debe 
tener en cuenta estas diferencias. 
Manejo de errores: si se producen errores en la ejecución de los programas remotos, el pro-
gramador deberá tener en cuenta los mismos y escribir el código necesario para manejar los 
mismos. 
Asociación de cada componente distribuida: como se ha observado, se debe conocer de an-
temano las direcciones de las computadoras que participarán en la comunicación. 
 
 
Mecanismo de comunicación por RPC/RMI 
 
RPC (Remote Procedure Call) es un mecanismo de comunicación entre computadoras defi-
nido en la década del 60 y que se transformó más tarde en uno de los primeros lenguajes para 
programación distribuida. 
Se trata de un mecanismo de comunicación sincrónico que se caracteriza por incluir las si-
guientes características: 
● Lanzamiento y localización de funciones del servidor. El código compilado en RPC 
cuenta con un componente servidor y un componente cliente y esto determina que el compo-
nente servidor pueda lanzarse y permanezca escuchando en una determinada localización. 
● Pasaje y definición de parámetros entre cliente y servidor. Si bien RPC intenta simu-
lar el modelo call-return de la programación clásica (no distribuida), este modelo ejecutado en 
componentes distribuidas se tropieza con el hecho de que no existe el concepto de memoria 
compartida. RPC garantiza que la pila de ejecución del proceso remoto que se invoca reciba 
los parámetros y retorna los resultados. Para ello utiliza el modelo de pasaje de parámetros 
por entrada/salida en lugar del modelo por referencia, que sería inviable dada la falta de me-
moria compartida. 
● Manejo de fallas y caídas. Las fallas de ejecución de programas en entornos distribui-
dos, conllevan a revisar diversas fuentes de error, en contraposición con los errores en entor-
nos únicos, donde la cancelación por error de un programa es absoluta responsabilidad del 
único programa que se está ejecutando. 
En entornos distribuidos, la falla puede producirse por caída del medio de comunicación 
(red) o por caída de los extremos (computadores), debiendo considerarse una semántica para 
manejar dichos errores. 
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jes no persistidos si el componente que los ha recibido y no los ha procesado, deja de funcio-
nar o cae en una condición de error. 
Existen numerosos productos de software que otorgan distintas variantes de solución e im-
plementación para los mecanismos orientados a mensajes.  
La Figura 15 resume algunas de las características de los mecanismos de comunicación y 
cómo se comportan en el caso de sincronismo o en el caso de asincronismo. 
 
Característica MOM RPC 
Metáfora Como oficina postal Como teléfono 
Tiempo de relación C/S Asincrónico. Clientes y    servi-dores operan en distinto tiempo. 
Sincrónico. Clientes y servidores 
corren a la vez y se esperan 
Secuenciamiento C/S Sin secuencia fija Los servidores se lanzan antes que los clientes. 
Estilo Cola Call/Return 
Datos persistentes SI NO 
Compañero disponible NO SI 
Balanceo de carga Una cola simple FIFO o con prioridades 
Requiere un monitor de TP adi-
cional  
Soporte transaccional SI (algunos productos) NO (requiere RPC transaccio-nal) 
Filtrado de mensajes SI NO 
Performance Baja Alta 
Procesamiento asincrónico SI (se requiere colas y      trig-gers) 
Limitado (requiere hilos y trucos 
de programación 
Fig. 15. Comparación de Mecanismos de Comunicación Sincrónicos y Asincrónicos 
 
 
1.6. Conclusiones  
 
El capítulo presenta algunas definiciones clásicas de los sistemas distribuidos y también 
marcó los desafíos que dichos sistemas deben afrontar así como los objetivos que persiguen. 
Los ejemplos que se plantean permiten conocer diversos tipos de sistemas distribuidos clasifi-
cados por las funciones y prestaciones que brindan. 
El análisis arquitectónico permite comprender gráficamente la manera que se ubican los 
componentes y también cómo interactúan. 
Los mecanismos de comunicación se constituyen en la componente fundamental para aglu-
tinar cada parte de un sistema distribuido dando la visión de un sistema único, definiendo así el 
concepto de middleware. 
El próximo capítulo presenta la evolución de los sistemas distribuidos a través del tiempo y a 
través de las diferentes tecnologías que fueron surgiendo como soporte de dichos sistemas. 
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CAPÍTULO 2 
Evolución de los Sistemas Distribuidos 
 Patricia Bazán 
Los sistemas distribuidos concebidos como aquellos que funcionan como si se tratara de un 
sistema único, no hacen ninguna presuposición acerca de la variedad funcional de sus compo-
nentes ni de cómo estos componentes se comunican. De esta manera las variantes que existen 
han dado origen a sistemas distribuidos de distinta índole y que van de la no-distribución (siste-
mas monolíticos) hacia la distribución completa (servicios orquestados por procesos de negocio). 
En este capítulo se analiza esta evolución tanto desde el punto de vista tecnológico que sin 
dudas se ve afectado por la evolución de las comunicaciones, plataformas y hardware. 
El capítulo se organiza de la siguiente manera: la Sección 1 presenta el concepto de siste-
ma monolítico y sus mejoras ante la aparición de distintos componentes funcionales. En la 
Sección 2 se describen los sistemas Cliente/Servidor y su evolución hacia sistemas de n-capas. 
En la sección 3 se analizan los sistemas distribuidos con objetos como antecesores a las arqui-
tecturas orientadas a servicios presentadas en la Sección 5. Mientras tanto, en la Sección 4 se 
describen las distintas alternativas de integración de aplicaciones. En la Sección 6 se analizan 
a los procesos de negocio como consumidores de Servicios. Finalmente en la Sección 7 se 
arriban a algunas conclusiones. 
 
 
2.1. Sistemas Monolíticos 
 
Un sistema de información monolítico es aquel que se concibe como un único elemento fun-
cional donde sus prestaciones se ofrecen a través de una sola pieza de código que resuelve 
tanto la presentación al usuario (interface), como el acceso a los datos (trata con operaciones 
de entrada/salida) y a su vez resuelve la lógica algorítmica del problema que aborda. 
Estos sistemas de información se construían en un único lenguaje de programación, sobre 
un único computador y con un único sistema operativo como plataforma. La comunicación 
con el usuario y también con el programador, era a través de terminales de caracteres que 
responden únicamente a comandos lanzados por consola. Su ubicación en el tiempo se re-
monta a los años ‘70. 
Una versión mejorada de los sistemas de información así concebidos, pudo aportarse con 
las técnicas de programación estructurada, los lenguajes de programación y las metodologías 
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2.3. Sistemas Distribuidos con Objetos 
 
A medida que fue aumentando la complejidad de las soluciones distribuidas fue necesario 
incorporar conceptos, metodologías y buenas prácticas en la construcción de software y llevar-
las al entorno distribuido.  
El concepto de objeto en el sentido clásico de la Programación Orientada a Objetos y que 
tiene sus raíces principales en el lenguaje Smalltalk, se mantiene a nivel de diseño de aplica-
ciones pero cambia algunas características cuando se lo lleva a un entorno distribuido. 
Un objeto distribuido es un objeto (componente funcional con estado interno, comportamien-
to, heredable y encapsulado), que por estar en un entorno distribuido también debe ser: 
 Transaccional: los cambios de estado que produce se deben ejecutar completamen-
te o no ejecutarse. 
 Seguro: debe evitar vulnerabilidades que corrompa el estado del sistema. 
 Lockeable: debe fijar un cerramiento que garantice su ejecución correcta ante acce-
sos concurrentes.  
 Persistente: su estado interno debe conservarse más allá de su ciclo de vida. 
Esta definición de objeto distribuido nos conduce a la necesidad de contar con una infraes-
tructura que facilite la comunicación entre este tipo de componentes, logrando a su vez que 
logren esta comunicación a través de distintas plataformas de ejecución, sistemas operativos y 
lenguajes de programación. 
Así surge el estándar CORBA (Common Object Request Broker Architecture) 5 [2.3], defini-
do por la OMG (Object Management Group) y que surge de la iniciativa de un consorcio de 
empresas interesadas en establecer una arquitectura interoperable sobre la base del paradig-
ma orientado a objetos. CORBA se constituye así en un ejemplo de sistema distribuido basado 
en objetos. 
Entre los elementos distintivos del estándar - y que se puede decir que sentaron las bases 
para lo que se conoce actualmente como web services - encontramos: 
 Un lenguaje de especificación de interface, IDL Interface Definition Language, que 
define los límites de las componentes o sea las interfaces contractuales con los po-
tenciales clientes. 
 Un bus de objetos u ORB (Object Request Broker) que comunicar objetos indepen-
dientes de su locación. El cliente se despreocupa de los mecanismos de comunica-
ción con los que se activan o almacenan los objetos servidores. 
Provee un vasto conjunto de servicios de middleware distribuido y tiene claramente un me-
canismo de comunicación mucho más complicado que los clásicos RPC y MOM. 
 
 
 
                                                     
 
5 http://www.corba.org/ 
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2.4. Integración de Aplicaciones 
 
Más allá de los esfuerzos por construir estándares para mejorar la interoperabilidad y 
de la existencia de plataformas Web mucho más accesibles al programador y al usuario, el 
desarrollo de aplicaciones distribuidas a gran escala, seguía adoleciendo  de problemas 
de integración. 
La idea de construcción de aplicaciones integradas permitió que las organizaciones desarro-
llen software que resuelva cada parte de su negocio y se integre con aplicaciones que gestio-
nen la parte administrativa de dicho negocio. En este sentido la idea de integración de aplica-
ciones comienza a cobrar un sentido muy relevante.  
En este contexto surgen los sistemas ERP (Enterprise Resource Planning) que proveen va-
riada funcionalidad integrada por un único repositorio de datos.  
No se tardó demasiado en intentar agregar valor a los desarrollos de las organizaciones 
aportando sistemas de CRM 6 (Customer Relationship Management)  o sistemas de DataWa-
reHouse7 que requieren algún tipo de integración con los sistemas de índole operativa o propia 
del negocio. 
Esta integración se enfoca principalmente en la integración vía el modelo de datos. Este 
tipo de integración ha sufrido una evolución e incluye diversas variantes que  se describen 
a continuación. 
 
Integración Punto a Punto 
 
Se basa en integración uno a uno sustentada generalmente por un middleware asincrónico 
basado en colas de mensajes. Si bien es un esquema de alta disponibilidad, dada por el meca-
nismo de comunicación, es rígido y difícil de adaptar a los cambios, además de resultar muy 
costoso de gestionar, monitorear y extender. Es una arquitectura accidental, completamente 
sincrónica, de grano grueso y poco escalable. 
La Figura 21, presentada por M.Weske en (Bazán,2010), muestra el escenario de una inte-
gración con el mecanismo punto a punto. 
                                                     
 
6 Sistemas informáticos de apoyo a la gestión de las relaciones con los clientes, a la venta y al marketing (Wikipedia) 
7 Es una colección de datos orientada a un determinado ámbito (empresa, organización, etc.), integrado, no volátil y 
variable en el tiempo, que ayuda a la toma de decisiones en la entidad en la que se utiliza (Wikipedia) 
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La Arquitectura Orientada a Servicios (SOA) representa un cambio radical en la relación en-
tre el mundo del negocio y el área de tecnología de la información. SOA constituye mucho más 
que un conjunto de productos aglutinados por una tecnología. Es un nuevo enfoque en la cons-
trucción de sistemas de IT que permite a las empresas aprovechar los activos existentes y 
abordar fácilmente los inevitables cambios en el negocio. 
Si bien la industria del software ha venido enfocándose en una arquitectura orientada a ser-
vicios desde hace más de 20 años con la noción de reusabilidad y su aplicación a la construc-
ción de software, lo cierto es que en los últimos años esto se ha fortalecido con la definición de 
estándares y la conformación de consorcios que participan en su definición. 
Según IEEE una arquitectura de software es la organización fundamental de un sistema, re-
flejado por sus componentes, relaciones entre ellos y entorno, así como los principios que regi-
rán su diseño y evolución (1471-2000) (Bazán,2010). 
Según OASIS, se define como la estructura o estructuras de un sistema de información for-
mado por entidades y sus propiedades externamente visibles, así como las relaciones entre 
ellas (Modelo de Referencia para SOA 1.0 – Agosto de 2006) (Bazán,2010). 
Adaptándose a la definición de OASIS, se define SOA como un paradigma capaz de organi-
zar y utilizar las capacidades distribuidas, que pueden estar bajo el control de distintas organi-
zaciones, y de proveer un medio uniforme para publicar, descubrir, interactuar y usar los meca-
nismos oportunos para lograr los efectos deseados. 
Podemos resumir los conceptos subyacentes fundamentales en este paradigma en los 
siguientes: 
 Proveedor: entidad (organización o persona) que ofrece el uso de capacidades median-
te servicios. 
 Necesidad: carencia de una empresa para resolver la actividad de su negocio.  
 Consumidor: entidad (organización o persona) que busca satisfacer una necesidad par-
ticular a través de las capacidades ofrecidas por servicios. 
 Capacidad: tarea que el proveedor de un servicio puede proporcionar al consumidor. 
 Servicio: mecanismo que permite el acceso a una o más capacidades alcanzables por 
medio de una interfaz preestablecida, y que se llevará a cabo de forma consistente con 
las normas establecidas para él. 
 Descripción del servicio: información necesaria para hacer uso del servicio. 
Interacción: actividad necesaria para hacer uso de una capacidad con el objeto de ob-
tener efectos deseados. 
En el Capítulo 5 se retoman y amplían los conceptos de Arquitecturas Orientadas a Servicios. 
 
 
2.6. Procesos de Negocio como Consumidores de Servicios 
 
En términos generales, cuando se habla de integración de aplicaciones nos referimos tanto 
a datos como a procesos.  
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Los avances tecnológicos en términos de comunicaciones y el crecimiento en prestaciones 
de los sistemas operativos modernos, han sentado buenas bases para que las arquitecturas de 
software puedan extenderse y consolidarse. 
En el próximo capítulo se presentan los pilares conceptuales más importantes de los siste-
mas operativos en entornos distribuidos. 
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CAPÍTULO 3 
La Distribución y los Sistemas Operativos 
Matias Banchoff, Nicolás del Rio, Lía Molinari  
 y Juan P. Pérez 
Quizá el lector sea un avezado conocedor de sistemas operativos. Quizás no. Lo que po-
demos afirmar es que seguramente está familiarizado con ellos. La masividad en el uso de 
computadoras y celulares hizo que aún los más neófitos, los recién llegados, hayan oído hablar 
de Windows, de Linux, de Android, etc. 
El sistema operativo de una computadora surge injustamente como el primer culpable de 
cualquier mal que la aqueje. Que si es lento, que no es suficientemente amigable, que no so-
porta esta aplicación, que hay que actualizarlo. Pero… es imprescindible para poder interactuar 
con el hardware y ejecutar los programas. 
Por eso, en un acto de reivindicación, vamos a dedicarle este capítulo en el contexto de los 
sistemas distribuidos y analizaremos su rol trascendental. 
 
 
3.1. ¿Qué es un sistema operativo? 
 
Hace muchos años para definir a los Sistemas Operativos era suficiente hacerlo como un 
administrador de recursos de hardware y software. La interacción con el usuario no era una 
variable a considerar. Quienes utilizaban las computadoras eran especialistas. La élite de los 
albores: matemáticos, físicos, ingenieros. 
Hoy cuando definimos los sistemas operativos lo hacemos desde dos miradas: como admi-
nistrador de recursos y la facilidad de uso. La masividad y la ubiquidad de las TICs exigieron 
que los desarrolladores de los sistemas operativos dieran a la amigabilidad un rol preponderan-
te en las nuevas versiones. 
En este libro, donde nos referimos a los sistemas distribuidos, cabe analizar cuál es el rol de 
los sistemas operativos en ellos, cuáles son los recursos a administrar, qué funciones debe 
llevar a cabo y las características que debe presentar ante la homogeneidad o heterogeneidad 
de los equipos conectados. 
Un sistema distribuido es un conjunto de computadoras independientes que aparecen ante 
los usuarios como una única computadora. Las ventajas esperadas con respecto a velocidad, 
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confiabilidad, distribución, escalabilidad y extensibilidad no podrían lograrse si no existiera una 
entidad que administre los recursos y garantice su disponibilidad y sincronización. 
La compartición de recursos es uno de los temas clave cuando se analiza el contexto de los 
sistemas distribuidos.  
Ante estos escenarios donde interactúan varias CPU, una de las principales cuestiones es 
de qué forma lo hacen. Puede ser que tengan independencia e interactúen cuando lo precisen; 
que lo hagan mediante una red, o compartiendo memoria; que cada CPU tenga un rol definido 
o que entre varias lleven a cabo una tarea. 
Este acoplamiento define el grado de integración.  
El sistema operativo, como administrador de recursos, dará el soporte necesario de acuerdo 
a cómo se realiza esta integración. 
Por lo tanto, una y otra vez en este libro aparecerá el término abstracción. Para soportar la 
heterogeneidad de recursos se desarrollan capas de software para integrarlos, que abstraen 
las características propias de estos recursos: redes, hardware, lenguajes de programación, e 
incluso, sistemas operativos.Una de esas capas de software es el middleware, sobre el cual 
nos referiremos en párrafos posteriores.  
Podríamos incluso pensar en un sistema operativo como un software de abstracción. Por 
ejemplo,  facilita la integración de diferentes dispositivos de almacenamiento o de comunica-
ción. Gracias a él no necesitamos hablar de sectores de disco, o sockets. La masividad en el 
uso de la tecnología no hubiera sido posible sin la evolución de los sistemas operativos, ¿o es 
al revés? 
Volvamos al concepto de pensar en un conjunto de computadoras interconectadas.  
Puede ser que cada una de ellas tenga su propio sistema operativo y que puedan acceder a 
recursos remotos, por ejemplo, a un servidor de bases de datos. 
En este esquema, cada nodo tiene autonomía en la gestión de sus recursos.  Un usuario 
puede acceder a otro nodo y ejecutar allí un programa. Pero no hay planificación de procesos 
entre los distintos nodos. 
Analicemos otra alternativa donde el usuario que quiere ejecutar un programa en otro nodo 
no tiene que conectarse a ese nodo, o no debe indicar dónde se ubica un recurso remoto, por-
que existe un nivel de transparencia que permite acceder a lo remoto casi como si fuera local. 
Estas dos posibilidades son lo que se llama Sistemas operativos en red y sistemas operati-
vos distribuidos. 
El sistema operativo distribuido controla todos los nodos y puede enviar a ejecutar un pro-
grama en cualquier nodo de acuerdo a una política de planificación. 
 
 
3.2. Hitos en la historia de los sistemas operativos 
 
Cuando se describe la evolución de los sistemas operativos, es ineludible hablar de los 
mainframes. En la saga de libros de Sistemas Operativos de Avi Silberschatz, Peter Baer Gal-
38 
 
vin y Greg Gagne, se utilizan los dinosaurios para representar la etapa de la informática donde 
los mainframes eran los reyes de la comunidad. Enormes, pesados, lentos pero sumamente 
seguros en su esquema fuertemente centralizado, aunaban software de base, ambientes de 
desarrollo y bases de datos del mismo proveedor, garantizando un cliente cautivo, obligado a 
adaptarse a cambios de versiones y consecuentes migraciones. La empresa proveedora tenía 
una fuerte injerencia en las decisiones tecnológicas de la organización para garantizar el servi-
cio y la integración. El proveedor marcaba las tendencias. 
Los modelos como los  360, 370, 390 de IBM, con sus sistemas operativos VM, VSE, MVS, 
Z/OS, o los provistos por Burroughs, Unisys u otros,  o renovados soportando Linux, como Li-
nux para Zseries en nuestros días. Mantienen sus adeptos entusiasmados por la posibilidad de 
procesamiento de transacciones a gran escala, el soporte de miles de usuarios y aplicaciones, 
el acceso simultáneo a los recursos, gran capacidad de almacenamiento, comunicaciones me-
diante gran ancho de banda. Y en forma muy destacada: seguridad, robustez. 
A mediados de los 90, en el mercado argentino irrumpen los sistemas abiertos, como ame-
nazante alternativa al monopolio de los mainframes. 
El atributo de abierto surge de la posibilidad de combinar  interoperabilidad, portabilidad y 
uso de computadoras de diferentes proveedores. Para ello se especifican interfaces, servi-
cios y formatos. 
Este nuevo contexto influyó en un cambio de capacidades y habilidades en el personal de 
administración de sistemas o soporte técnico. La integración de sistemas operativos, bases de 
datos, administración de redes y lenguajes revolucionó las hasta el momento bastante pasivas 
áreas de soporte, que sólo conocían los productos de un sólo proveedor, que además, definía 
el presente y el futuro de la infraestructura de la organización. 
Esta etapa fue la que, sin intención, comenzó a preparar a los profesionales de TI en la re-
volución del software libre que la sucedió. Integración. Interoperabilidad. Colaboración. 
El sistema operativo Unix deja de ser un producto para universidades y las grandes marcas 
revolucionan el mercado con AIX-IBM, HP-UX. La terminología que se utilizaba evidenciaba a 
qué bando se pertenecía: los de IBM ipeleaban (argentinismo que proviene de ejecutar el IPL, 
Initial Program Loader) y la gente de Unix, booteaba (argentinismo por ejecutar el proceso boot, 
de arranque). 
 
 
3.3. Cliente-servidor: un importante paso hacia los sistemas 
distribuidos 
 
Las arquitecturas cliente-servidor impusieron un modelo determinado por los servicios.  
Este esquema es un modelo de aplicación distribuida, en el que las tareas o actividades se 
reparten entre un conjunto de procesos proveedores de recursos o servicios llamados servido-
res, y un conjunto de procesos demandantes de recursos o servicios llamados clientes. Si bien 
este esquema puede ser aplicado a procesos que se ejecuten en una misma computadora, el 
 mayo
una r
    
utiliza
en nu
datos
    
los p
inform
    
sobre
perm
 
La
respu
al ser
lo, el 
 
 
Ve
r potencial 
ed de compu
Hoy en día 
mos a diari
estros teléf
, entre much
En esta arq
rocesos serv
ación y sep
La separaci
 una sola c
ite mejorar lo
 
 arquitectur
esta (reque
vidor (el req
cliente espe
amos algun
 son lo
la com
se presenta
tadoras. 
podemos en
o: servicio d
onos móvile
as más. 
uitectura la c
idores, lo q
arando las  
ón entre clie
omputadora
s tiempos d
F
a cliente se
st-reply proto
uerimiento) 
rará desde q
Fig. 26. Esque
as caracterí
s responsab
unicación; 
al pensar a
contrar el m
e Correo El
s para comp
apacidad de
ue brinda u
responsabili
nte y servid
 ni exige la
e respuesta
ig. 25. Diferent
rvidor se b
col). Esto e
y un mensaj
ue envía el 
ma del modelo 
sticas de am
les de inicia
39 
 los mismo
odelo clien
ectrónico, ac
ra de produ
 proceso es
na importan
dades en la 
or es lógica.
 existencia 
. 
es Clientes usa
asa en el 
s, la comun
e del servid
mensaje has
 
de comunicaci
bos tipos de
r las solicitu
s interactua
te/servidor e
ceso a la W
ctos o serv
tá distribuida
te ventaja  
organización
 El servidor 
de un único
ndo un Servido
modelo de 
icación se b
or al cliente 
ta que recib
ón Requerimien
 procesos. P
des por lo q
ndo de man
n numerosa
orld Wide W
icios, servid
 entre los p
centralizando
 de las aplic
no necesaria
 proceso. E
r 
comunicació
asa en un m
(la respuesta
e la respues
to - Respuesta
or un lado, 
ue tienen  u
era remota 
s situacione
eb, aplicac
ores de bas
rocesos clie
 la gestión 
aciones.  
mente se ej
sta caracte
n requerim
ensaje del c
). En este m
ta al mismo
 
los clientes: 
n papel act
sobre 
s que 
iones 
es de 
ntes y 
de la 
ecuta 
rística 
iento-
liente 
ode-
. 
ivo en 
  
   
ra de
difere
del se
el se
- pre
mos 
 
 
Ot
 espera
 puede
 norma
de usu
 En cu
 al inic
tonces
 ante la
 puede
 Comúnmen
 dos capas
ntes esque
rvidor deja
rvidor sólo r
sentación, g
mencionado
ra posible o
 Una c
 Una c
los cli
 Una c
los mi
n y reciben 
n conectars
lmente inter
ario o GUI (
anto a los se
iarse espera
 un papel pa
 recepción d
n aceptar la
te a la arqu
: una capa 
mas que se 
ndo únicame
esulta respo
estión, etc.
s. 
Fig. 27. Posible
rganización 
apa cliente q
apa servido
entes.  
apa servidor
smos a la ca
las respuest
e a varios se
actúan con 
Graphical U
rvidores: 
n a que lleg
sivo en la c
e una solicit
s conexione
itectura trad
cliente y un
pueden pres
nte la prese
nsable de lo
, existiendo 
s organizacione
es la  conoc
ue interactú
r de aplicac
 de base de
pa servidor 
40 
as del servi
rvidores a la
los usuarios
ser Interface
uen las solic
omunicación
ud, la proces
s de un gran
icional clien
 servidor. E
entar. Una 
ntación de 
s datos y e
además es
s Cliente/Servi
ida como de
a con los us
ión, la cua
 datos, resp
de aplicació
dor; 
 vez para cu
 finales me
). 
itudes de lo
; 
an y luego e
 número, au
te/servidor s
n el siguien
alternativa  
la informaci
l cliente lo e
quemas alte
dor en un mode
 tres capas: 
uarios finale
l se encarga
onsable de 
n. 
mplir una ta
diante algun
s clientes, de
nvían la resp
nque limitad
e la conoce
te gráfico p
plantea toda
ón en el clie
s del resto d
rnativos en
lo de Dos Cap
 
s. 
 de proces
almacenar lo
rea específi
a interfaz g
sempeñand
uesta al clie
o, de cliente
 como arqui
odemos obs
 la lógica a 
nte. En otro
e las activid
tre los dos 
a 
ar los datos
s datos y b
ca; 
ráfica 
o en-
nte; 
s. 
tectu-
ervar 
cargo 
 caso 
ades 
extre-
 
 para 
rindar 
  
 
La
los pa
cada 
tan la
forma
una s
De
client
otras 
 utilización d
sos requeri
nodo partici
s encontram
ción - así co
olución de 2
 acuerdo c
e/servidor. L
cinco es de 
1. Una a
dor qu
indepe
2. Las p
formas
3. Tanto 
sin qu
4. El ser
alguno
5. Un sis
6. Una p
el clie
7. El pro
embar
“dispa
8. Una in
Fig.
e múltiples 
dos para da
pante y hac
os en la m
mo en la di
 o 3 capas. 
on (Bochen
a existencia
cumplimient
rquitectura c
e pueden s
ndiente. 
artes cliente
 computacio
la parte clie
e la otra deb
vidor es cap
s sistemas 
tema cliente
orción signif
nte. 
cesamiento 
go, los serv
ros automát
terfaz gráfic
 28. Organizaci
capas nos p
r una respue
iendo la solu
ayor carga p
ficultad de d
ski 1994), s
 de las cinco
o opcional: 
liente/servid
er distinguid
 y servidor p
nales difere
nte como la
a serlo tamb
az de dar s
pueden acce
/servidor inc
icativa (a ve
es iniciado u
idores de b
icos”, “reglas
a de usuario
41 
ón Cliente/Serv
resenta la v
sta a un usu
ción más e
roducida en
esarrollar, p
on diez las 
 primeras e
or consiste 
os uno del 
ueden ope
ntes. 
 del servidor
ién. 
ervicio a mú
der múltiple
luye algún t
ces la totalid
sualmente 
ases de da
 del negocio
 amigable g
idor de Tres Ca
entaja de ob
ario, mejora
scalable. La
 la red - po
robar y desp
característic
s de carácte
de un proce
otro y que p
rar, aunque 
 pueden ser
ltiples clien
s servidores
ipo de capac
ad) de la lóg
en el lado d
tos pueden
” o procedim
eneralmente
pas 
tener un ma
ndo el balan
s desventaja
r el aumento
legar aplica
as que def
r obligatorio
so cliente y 
ueden intera
no necesari
 actualizada
tes en forma
. 
idad de red.
ica de la ap
el cliente, no
 iniciar acci
ientos alma
 reside en e
yor desaco
ce de la car
s que se pr
 del tráfico 
ciones respe
inen un am
, mientras q
un proceso 
ctuar de m
amente, en 
s individualm
 concurrent
 
licación res
 del servido
ones basad
cenados. 
l lado del cli
 
ple en 
ga de 
esen-
de in-
cto a 
biente 
ue las 
servi-
anera 
plata-
ente 
e. En 
ide en 
r. Sin 
as en 
ente. 
42 
 
9. La capacidad de un lenguaje estructurado de consultas es una característica de la 
mayoría de los sistemas cliente/servidor. 
10. El servidor de base de datos debería proporcionar seguridad y protección a los datos. 
 
Por su parte (Orfali 1994) resume así las características de los sistemas cliente/servidor: 
 Servicio: El ambiente cliente/servidor conforma una relación entre procesos. El pro-
ceso servidor ofrece servicios, mientras que los clientes los solicitan. 
 Recursos compartidos: Los servidores regulan el acceso a los recursos comunes 
por parte de los clientes. 
 Protocolos asimétricos: Los clientes pueden pertenecer a una amplia variedad de 
tecnologías, y son los responsables por iniciar las solicitudes de servicios. Un servidor 
es un ente pasivo que se encuentra en espera permanente por dichas solicitudes. 
 Transparencia de localización: Aun cuando un proceso servidor puede residir en 
el mismo equipo que los procesos clientes, es indispensable que los sistemas clien-
te/servidor oculten a éstos la localización física de los servidores, redireccionando 
apropiadamente las llamadas a los servicios requeridos. 
 Apertura: El software cliente/servidor debe ser lo más independiente posible de las 
plataformas de hardware y sistemas operativos involucrados. 
 Intercambios basados en mensajes: Los servidores y los clientes participan de 
sistemas débilmente acoplados, cuya relación se implementa con mecanismos de 
paso de mensajes (Message-Passing). 
 Encapsulación de servicios: Los procesos servidores deben poder ser actualiza-
dos sin que esto provoque cambios en los clientes. Para lograr lo anterior, única-
mente es necesario mantener sin alterar la interfaz de comunicación entre ambos 
componentes.  
 Escalabilidad: El escalamiento de los sistemas cliente/servidor puede ser horizon-
tal (adición o eliminación de clientes sin afectar significativamente el rendimiento 
global de un sistema) o vertical (crecimiento hacia configuraciones más grandes y 
eficientes). 
 Integridad: Los servicios y datos de un servidor se ubican en un lugar centralizado, 
lo que simplifica su mantenimiento y protección. 
 
Las principales ventajas que brinda la arquitectura cliente/servidor son: 
  
 Mantenibilidad: la descomposición de sistemas rígidos y monolíticos hacia partes 
discretas intercomunicadas facilita el mantenimiento y reduce los costos. Como su-
cede con la mayoría de productos de la ingeniería, es más fácil dar servicio, reem-
plazar y arreglar componentes con interfaces bien definidas, que hacer el equivalen-
te en unidades monolíticas. 
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 Modularidad: la arquitectura cliente/servidor está construida sobre la base de mó-
dulos conectables. Tanto el cliente como el servidor son módulos del sistema inde-
pendientes uno del otro y pueden ser reemplazados sin afectarse mutuamente. Se 
agregan nuevas funciones al sistema ya sea creando nuevos módulos o mejorando 
los existentes. 
 Adaptabilidad: el desacoplamiento del cliente y del servidor permite una rápida so-
lución ante cambios del entorno del cliente, con modificaciones mínimas o nulas. 
 Escalabilidad: las soluciones cliente/servidor pueden ser orientadas a satisfacer las 
necesidades cambiantes de la empresa.  
 Portabilidad: actualmente el poder de procesamiento se puede encontrar en varios 
tamaños: super servidores, servidores, desktop, notebooks, máquinas portátiles. 
Las soluciones cliente/servidor basadas en estándares permiten a las aplicaciones 
estar localizadas donde resulte más ventajoso u oportuno.  
 Sistemas abiertos: los sistemas cliente/servidor pueden desarrollarse bajo la pre-
misa de sistemas basados en estándares de la industria. 
 Autonomía: las máquinas cliente pueden presentar diversas configuraciones, tama-
ños, marcas y arquitecturas. Con una configuración adecuada, cada cliente puede 
trabajar en forma independiente o como parte de la red distribuida de la empresa. 
 
Si bien vimos que esta arquitectura  proporciona numerosas ventajas, no conforman la solu-
ción perfecta para las necesidades de administración de la información en una empresa, debi-
do a que imponen también ciertas restricciones, entre las que encontramos (Price 1995):  
 Si una parte importante de la lógica de las aplicaciones es trasladada al servidor, 
éste puede convertirse en un cuello de botella del sistema global. En este caso, los 
recursos limitados del servidor tienen una alta demanda por un número cada vez 
más creciente de usuarios. 
 Las aplicaciones distribuidas, en especial aquellas basadas en un modelo coopera-
tivo, son más complejas que las no distribuidas, e imponen cargas adicionales de 
comunicación y por ende de transferencia de información (datos del usuario y over-
head del sistema). 
 Se requiere de un alto grado de compatibilidad y de sujeción a estándares de parte de 
los dispositivos (hardware y software) que conforman un sistema cliente/servidor, para 
que éste pueda funcionar de una manera efectiva y transparente para el usuario. 
 La mayoría de las herramientas cliente/servidor obligan a los usuarios a aprender 
esquemas de desarrollo de aplicaciones totalmente nuevos para muchos. 
 La complejidad y el esfuerzo requerido para administrar y soportar un ambiente 
cliente/servidor grande basado en sistemas abiertos es un punto a considerar. Hay 
pocas herramientas bien reconocidas que soportan manejo de configuraciones, mo-
nitoreo del rendimiento y distribución de versiones de software. 
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Pero ¿qué pasa con los sistemas operativos en el caso que el cliente y el servidor funcionen 
en computadoras diferentes? 
El sistema operativo de la máquina donde se ejecuta el cliente, posiblemente esté orientado 
a un uso pensado en el ámbito del consumidor de servicios, por ejemplo, un puesto de trabajo 
donde el usuario accede a servidores de correo, o a servidores de páginas web, o que usa 
aplicaciones cliente específicas de una aplicación determinada. 
No obstante, hay sistemas operativos que permiten alojar un pequeño servidor web con al-
gunas limitaciones. 
Los sistemas operativos de las máquinas que ejecutan procesos servidores están orienta-
das a optimizar el servicio que se ofrece a los clientes. Estas computadoras habitualmente 
están siempre encendidas y tendrán características físicas orientadas a su servicio. Si es un 
servidor de archivos, por ejemplo, tendrá que tener capacidad de almacenamiento adecuada. 
Si es un servidor de una aplicación que se espera sea muy accedida, debe estar configurado y 
preparado para atender múltiples demandas concurrentes. 
Si fuera accedido por el resto de las computadoras en una red, en este servidor se alojarían 
los servicios de dominio, de DNS, de DHCP, entre otros. 
 
 
3.4. La nube y la grid 
 
En párrafos anteriores se enunciaron los conceptos tradicionales en el marco de los siste-
mas operativos. Pero la evolución de la tecnología en las últimas décadas favoreció el surgi-
miento de nuevos modelos de computación distribuida. Es el caso de la computación en la 
nube (cloud computing) y computación en la grid (grid computing). La administración de recur-
sos se hizo más compleja pues se agrega una arquitectura de software para lograr la abstrac-
ción que se pretende en la interacción con estos sistemas y el usuario. 
El uso de grid computing, se inicia a principios de los 90s como respuesta a una necesidad 
planteada desde el mundo científico, facilitando la integración de recursos computacionales. Es 
una forma de computación distribuida que fue ganando adeptos en universidades, grandes 
centros de investigación y laboratorios. 
Cloud computing, también llamada computación en la nube, es un paradigma que surge 
con el objetivo de ofrecer servicios de computación a través de Internet. Hasta aquí no 
queda muy claro cuál es la diferencia entre ambos modelos: al fin y al cabo, ambos ofrecen 
servicios por Internet. 
Más allá de las diferencias planteadas por Foster et al, ambos son modelos de compu-
tación distribuida. 
Un sistema operativo para la nube (OS cloud computing), también llamado sistema opera-
tivo virtual, está diseñado para administrar los recursos de este entorno, de acuerdo al mode-
lo de prestación. La virtualización, de uso habitual en el contexto de la nube, también define 
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nuevas pautas para la creación, operación y mantenimiento de las máquinas virtuales, servi-
dores e infraestructura. 
Una forma de definir la grid es mediante un conjunto de  clusters geográficamente dispersos 
comunicados por redes de alta velocidad y con una infraestructura de software para permitir la 
interacción e interoperación. Este software es llamado middleware. 
¿Es el middleware un sistema operativo? Administra recursos y permite trabajar en forma 
remota con diferentes grados de abstracción. De acuerdo a la definición tradicional de sistemas 
operativos, podría entrar en esa categoría. Pero este middleware es complejo de configurar, 
exigiendo un importante grado de especialización, difícil de conseguir en ambientes no científi-
cos. Además está orientado a administrar un subconjunto de recursos, no todos los recursos. 
Sea  el contexto que planteemos, la definición más amplia acerca de qué es un sistema 
operativos, lo generalizamos aceptando que es el software que administra los recursos de una 
manera eficiente y facilita su acceso con un alto grado de transparencia. 
 
 
3.5. Una introducción a la virtualización 
 
Virtualizar es un término que se ha incorporado en nuestro cotidiano. Es el mecanismo por 
el cual se logra aquello que existe sólo aparentemente y no es real. 
La virtualización es un término directamente relacionado con la abstracción. Y no es un tér-
mino ajeno al mundo de los sistemas operativos. En este ámbito, no es un algo nuevo. 
La primera versión de un sistema operativo que soportaba máquinas virtuales es de 1972: 
VM/370 (Virtual Machine Facility/370). Pero el concepto ya se venía investigando en la déca-
da del 60. 
La virtualización es una capa de abstracción sobre el hardware para obtener una mejor utili-
zación de los recursos y flexibilidad. Permite que haya múltiples máquinas virtuales (MV) o 
entornos virtuales (EV), con distintos (o iguales) sistemas operativos corriendo en forma aisla-
da. Cada MV tiene su propio conjunto de hardware virtual (RAM, CPU, NIC, etc.) sobre el cual 
se carga el SO huésped (guest). Virtualización se transformó en la solución para este mundo 
de integración que se describió en párrafos anteriores. 
Ante situaciones tales como las que se enuncian a continuación, la virtualización se consti-
tuye en una solución: 
 Existencia de muchas máquinas servidores, poco usados 
 Convivencia con aplicaciones heredadas (legacy) que no pueden ejecutarse en 
nuevo hardware o sistema operativo 
 Testeo de  aplicaciones no seguras 
 Ejecución con recursos limitados o específicos 
 Necesidad de usar un hardware con el que no se cuenta 
 Simulación de redes de computadoras independientes. 
 Ejecución de varios y distintos sistemas operativos simultáneamente. 
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ejecutarse nativamente (es decir, eficientemente). Popek y Goldberg hicieron un importante 
aporte al mundo de la virtualización con la definición de instrucciones sensibles e instrucciones 
privilegiadas. Las instrucciones sensibles siempre generan una excepción y pasan el control al 
VMM. Las instrucciones privilegiadas generan una interrupción. 
Una arquitectura es virtualizable si todas las instrucciones sensibles son privilegiadas. 
Cuando se inicia un guest, se ejecuta allí hasta que haga una excepción, que debe ser atra-
pada por el hipervisor. 
En el hipervisor tipo 1 cuando la VM ejecuta una instrucción sensible, se produce un trap 
que procesa el hipervisor. 
En los modelos distribuidos que se utilizan hoy en día, la virtualización se ha transformado 
en un elemento clave, por sus características de aislamiento, fácil administración y ahorro de 
energía, entre otras ventajas. 
 
 
3.6. Servicios básicos y extendidos de un sistema  
operativo distribuido 
  
Cuando pensamos acerca de los servicios básicos y extendidos que provee un sistema ope-
rativo, surgen los conceptos de administración de memoria, CPU y hardware como servicios 
básicos y por ejemplo autenticación y autorización de usuarios como servicios extendidos (en-
tre otros). En entornos distribuidos muchos de los servicios que se consideran básicos para un 
sistema operativo ya se asumen satisfechos por cada nodo, mientras que surgen otros que 
resultan de vital importancia con el fin de interoperar con el resto de los nodos que componen 
el sistema. 
En un sistema distribuido, cada nodo posee su propio espacio de memoria, sus dispositivos 
de entrada salida y sus planificadores. Inclusive, cada nodo representa y administra los datos y 
recursos, de acuerdo a la arquitectura de hardware y sistema operativo que corra en cada uno. 
Es de este último concepto, conocido como heterogeneidad que surge una de las premisas 
más importantes que deben respetar los servicios en entornos distribuidos. Los sistemas deben 
proveer las correspondientes especificaciones con el fin de poder definir interfaces comunes 
que permitan construir sobre ellas los servicios que el sistema distribuido brindará. Esto último 
permitirá lograr la visión de sistema único que interopera con un fin específico. 
Dentro de los servicios básicos de un sistema operativo distribuido se pueden considerar: 
 Servicio de comunicación: “La diferencia más importante entre un sistema distri-
buido y un sistema de un único procesador es la comunicación entre procesos” (Ta-
nenbaum, 2007). En los sistemas operativos tradicionales, la comunicación entre 
procesos se realiza a través del pasaje de mensajes asumiendo áreas de memoria 
compartida. En los sistemas distribuidos, no existe la memoria compartida, ya que 
cada nodo posee su propia área de memoria que gestiona de modo independiente. 
La comunicación entre procesos, resulta ahora más compleja y requiere de meca-
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nismos que prevean la distribución e inclusive la heterogeneidad. Dichos mecanis-
mos se encuentran plasmados en reglas conocidas como protocolos de comunica-
ción. En líneas generales, cuando un proceso A desea comunicarse con un proceso 
B residente en otro nodo, el primer proceso construye el mensaje en su propio es-
pacio de direcciones, ejecuta una llamada al sistema para indicarle a su sistema 
operativo que envíe el mensaje a través de la red y se espera que el proceso B en 
el nodo remoto reciba los datos. En cada uno de los pasos mencionados, el mensa-
je atraviesa distintas capas de software que se encargan de normalizar el mensaje, 
de modo tal que pueda ser transmitido y recibido por el destinatario de forma ínte-
gra. Más adelante, en este mismo capítulo, se analizará en detalle el sistema de 
comunicación y su analogía con las distintas capas de software. 
 Servicio de sincronización: “Además de la comunicación, es fundamental la forma 
en que los procesos cooperan y se sincronizan entre sí” (Tanenbaum, 2007). En los 
sistemas operativos tradicionales, la sincronización es llevada a cabo por el sistema 
base en un punto centralizado que puede ser consumido por todos los procesos. En 
los sistemas distribuidos, cada nodo posee su propio reloj, por lo cual surge la ne-
cesidad de contar con un mecanismo de sincronización global. Una primera aproxi-
mación a la sincronización de relojes en entornos distribuidos, es la que se conoce 
como sincronización de relojes físicos. En esta técnica, el reloj de cada nodo se sin-
croniza contra un punto central conocido como servidor de hora. De este modo, to-
dos los sistemas operan bajo el mismo esquema horario. Si bien esta aproximación 
provee buenos resultados, cuando es necesario sincronizar una gran cantidad de 
nodos, es muy común la producción de desfasajes. 
Otra técnica es la utilización de relojes lógicos. En esta última, no es necesario con-
tar con una sincronización exacta de los relojes, sino que es más relevante contar con 
un orden de ocurrencia de los eventos. De este modo, se define la relación sucedió an-
tes, que permite determinar que si dos procesos se encuentran relacionados, un evento 
de uno de ellos suceda antes que otro. 
 Servicio de gestión distribuida de procesos: La gestión de procesos es una fun-
ción básica de cualquier sistema operativo. El mismo realiza la gestión en forma 
centralizada. Sin embargo, cuando se trata de realizar la gestión en un entorno dis-
tribuido, existen distintas consideraciones que deben tenerse en cuenta. En un sis-
tema distribuido, los procesadores virtuales se encuentran divididos en los nodos 
que componen al mismo. Para la ejecución de los procesos, es necesario organizar 
los procesadores de acuerdo a la arquitectura elegida. Existen tres arquitecturas 
posibles para realizar la gestión: 
o Modelo de estaciones de trabajo: En este esquema, cada proceso se eje-
cuta en un nodo, mientras que se utilizan sistemas de archivos compartidos 
para compartir los datos. Este modelo puede provocar que ciertos nodos ten-
gan mucha carga, mientras que otros puedan estar ociosos. 
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o Pila de procesadores: Cada vez que se debe ejecutar un proceso, el mismo 
es agregado a una pila de donde se seleccionan para su ejecución. De este 
modo cada nodo que posea recursos para realizar alguna tarea, seleccionará 
los procesos de la pila global para ser ejecutados. 
o Modelo híbrido: Los trabajos interactivos son ejecutados bajo el modelo de 
estaciones de trabajo, mientras que los no interactivos se ejecutan bajo el 
modelo de pila de procesadores. 
En todos los casos es responsabilidad del sistema distribuido realizar una co-
rrecta gestión de la carga de trabajo con el fin de optimizar el uso de los recursos. 
 Servicio de memoria compartida distribuida: En un sistema distribuido, la memo-
ria es gestionada por cada nodo independientemente, pero se comparte lógicamen-
te en el sistema. Cada nodo ejecuta los procesos en su memoria física privada, pero 
puede consumir recursos de otros nodos que compartan sus espacios de memoria. 
La forma de acceder a áreas de memoria compartida de otros nodos es a través del 
pasaje de mensajes. Cada nodo de la red aporta una porción de su memoria local 
para construir lo que se conoce como el espacio global de direcciones virtuales, el 
cual será utilizado por los procesos que se ejecuten en el sistema distribuido. El 
servicio de memoria compartida distribuida se encargará de interceptar las referen-
cias a memoria que realice cada proceso y satisfacerlas ya sea local o remotamen-
te. Los accesos serán enmascarados por el servicio de modo tal de lograr la trans-
parencia y garantizar la heterogeneidad. 
Con el fin de disminuir la sobrecarga en la red por la transferencia de locaciones 
de memoria, es posible implementar técnicas de caching de las páginas más acce-
didas. Si bien esta técnica provee mejoras, deben implementarse mecanismos ade-
cuados para evitar incoherencias de los datos. Al momento de realizar actualizacio-
nes de una página, deberá implementarse un protocolo que permita replicar dichos 
cambios en todas las copias cacheadas localmente por los nodos. 
  
Dentro de los servicios extendidos de un sistema distribuido pueden considerar: 
 Servicio de nombres y localización: En los sistemas distribuidos, los nombres son 
utilizados para referirse a recursos como por ejemplo nodos, servicios, usuarios, 
etc. Los nombres facilitan la comunicación y la compartición de recursos. En líneas 
generales para que un proceso pueda compartir información con otros, el mismo 
debe estar nombrado de modo tal que otros puedan localizarlo y accederlo. El 
ejemplo más común de servicio de nombres es el servicio DNS (Domain Name Ser-
vice). Se trata de un sistema de nomenclatura jerárquica que permite dar nombre a 
entidades y realizar búsquedas siguiendo un esquema estructurado. 
 Servicios de Seguridad: El concepto de seguridad es amplio y abarca a los siste-
mas distribuidos principalmente en dos aspectos. El primero, referente a la comuni-
cación, tiende a asegurar la comunicación entre procesos residentes en distintos 
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nodos. La seguridad en la comunicación de procesos que residen localmente en un 
nodo es llevada a cabo por el sistema operativo. En entornos distribuidos es nece-
sario garantizar la confidencialidad e integridad de los datos transmitidos a través de 
la red. El segundo aspecto prevé la autorización, la cual debe garantizar que un 
proceso tenga acceso únicamente a los recursos que le fueron concedidos. 
 
  
3.7. Conceptos de sistema operativo de red 
  
Cuando nos referimos al término de sistema operativo de red, estamos hablando de una 
clase especial de software que permite que una red de nodos de computación pueda interope-
rar entre sí. Utilizando dicho software, los nodos pueden compartir información y recursos. 
Dentro de sus funciones principales se encuentran la conexión de los equipos, periféricos y 
demás dispositivos de red; coordinar las funciones de los nodos y controlar el acceso a los 
datos y elementos. El sistema operativo de red determina la forma de compartir y acceder a los 
recursos que gestiona. Se encuentra estrechamente ligado a la arquitectura de red (cliente 
servidor o trabajo en grupo). 
Hoy en día es muy común hablar de sistemas operativos que trabajan en red, y a ellos se 
los conoce como sistemas operativos de red. Es el caso común de los sistemas operativos 
Microsoft Windows o GNU/Linux. Netware de Novell, es un sistema operativo de red donde el 
software de red del equipo cliente se integra al sistema operativo del equipo. 
Los sistemas operativos de red se desarrollaron en su gran mayoría siguiendo la arquitectu-
ra cliente - servidor. A nivel general, existen dos modelos de arquitectura para su construcción: 
 Modelo de acceso remoto: Este modelo ofrece a los clientes una forma de ac-
ceder transparentemente a los recursos gestionados por algún servidor remoto. 
Debido a que los clientes desconocen la ubicación de los recursos, el sistema 
operativo provee mecanismos de localización e interacción con los servicios. La 
característica más importante de este modelo, es que los datos residen en el 
servidor remoto y son invocados por los clientes. Un ejemplo de este modelo es 
el protocolo SSH para acceder remotamente a una línea de comando, o TEL-
NET. 
 Modelo de carga y descarga: En este caso, el cliente realiza la conexión con el 
servidor con el fin de descargar los datos del mismo y procesarlos localmente. 
En la máquina cliente se genera una copia de los datos obtenidos desde el ser-
vidor. Una vez que el cliente terminó de utilizar los datos necesarios, vuelve a 
realizar la carga en el servidor para que las modificaciones se vean reflejadas. 
Un ejemplo típico de este modelo es el protocolo FTP.     
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3.9. Sobre las propiedades de un sistema distribuido 
 
Los sistemas distribuidos presentan varias propiedades o características, como son transpa-
rencia, apertura (openness) y escalabilidad. 
 
 
Transparencia 
 
Se busca que un sistema distribuido sea transparente para ocultar el hecho de que los re-
cursos y procesos que lo componen se encuentran repartidos entre varias componentes, de 
modo que los usuarios ven al sistema como un todo. Por ejemplo, cuando un usuario realiza 
una consulta de DNS, son varias las componentes involucradas en devolver una respuesta 
(aunque el usuario no percibe esa complejidad). 
De forma similar operan las pilas OSI y TCP/IP. En este caso la transparencia se da me-
diante el encapsulamiento de los datos. De esta manera los datos enviados por una aplicación 
se rutean hacia su destino, sin que la aplicación conozca las rutas e intermediarios transitados. 
Existen varios sentidos en los cuales un sistema puede ser transparente: 
 Acceso: La transparencia en el acceso implica ocultar la representación de los 
datos y la manera de accederlos. Por ejemplo, cuando un usuario hace una con-
sulta de DNS, no sabe el formato en el que se almacenan los datos solicitados ni 
cuáles son los servidores encargados de generar la respuesta, pero de todas 
maneras recibe una. 
En el caso de los modelos OSI y TCP/IP, las capas inferiores abstraen a las 
superiores de los pormenores a la hora de acceder a los diferentes medios de 
comunicación en uso. Por ejemplo, un servidor web que opera en la capa de 
aplicaciones no sabe si está brindando servicio sobre una red WiFi o cableada, 
porque las capas inferiores de la pila realizan la abstracción necesaria. 
 Locación: Se dice que existe transparencia de locación o localidad cuando los 
recursos puede residir en cualquier lugar sin que esto afecte a la calidad y/o fun-
cionamiento del servicio. En otras palabras, el usuario no sabe dónde está físi-
camente el recurso en el sistema. 
Algo similar ocurre con los dispositivos conectados a una red. Y esta transpa-
rencia de locación la brinda la capa de Red (El protocolo IP en el caso de la pila 
TCP/IP). Obviamente aquí se asume que la latencia del medio de comunicación 
es aceptable para el tipo de servicio que se quiere brindar. 
 Concurrencia: En el contexto de concurrencia transparente se espera que el 
usuario no perciba el hecho de que un mismo recurso puede estar siendo acce-
dido y usado por otros clientes al mismo tiempo.  
La analogía con las distintas capas de los modelos OSI y TCP/IP es bastante 
obvia: las distintas capas arbitran el acceso a los recursos y su utilización. Por 
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ejemplo, la capa de acceso al medio se encarga de multiplexar el tráfico y arbi-
trar el acceso al medio. 
 Fallas: Se busca que la aparición y recuperación de fallas sea transparente al 
usuario. Por ejemplo, si un servidor de DNS falla, automáticamente se pregunta 
a algún otro servidor que tiene información para la zona en cuestión. 
Análogamente, IP fue pensado para lidiar con fallas en los enlaces, de modo que 
un paquete puede transitar por rutas alternativas. De todas maneras, IP no asegura 
la entrega del paquete, es un protocolo de mejor esfuerzo. Por otro lado, TCP sí 
asegura la entrega de todos los datos, o la certeza de que no se pudieron entregar. 
 
 
Apertura 
 
Por otro lado, cuando se habla de la apertura (openness en inglés) de un sistema, se está 
haciendo referencia al hecho de que el sistema brinda servicios según reglas cuya sintaxis y 
semántica están bien definidas. A modo de ejemplo se puede tomar la Web, donde existen 
clientes y servidores web que hablan un idioma cuya sintaxis y semántica está bien definida: el 
protocolo  HTTP. 
Una consecuencia importante de la existencia de estos estándares es la posibilidad de im-
plementarlos sobre diversas plataformas, dando lugar a sistemas distribuidos heterogéneos: No 
es necesario que todas las componentes corran sobre el mismo hardware, sistema operativo y 
usen las mismas librerías y lenguajes de programación. 
Esta misma noción de servicios bien definidos es lo que permite crear fácilmente nuevos pro-
tocolos en las distintas capas de TCP/IP. Por ejemplo, dado que los protocolos UDP y TCP están 
bien definidos, es relativamente fácil crear protocolos de capa de aplicación que los utilicen. 
 
 
Escalabilidad 
 
La última propiedad nombrada implica que los sistemas distribuidos deben ser capaces de 
crecer y contraerse sin perder calidad en el servicio ofrecido: Escalabilidad. 
Esta propiedad se puede medir de diferentes maneras. Por un lado, se puede hablar de es-
calabilidad refiriéndose al tamaño del sistema (cantidad de nodos, datos, usuarios, enlaces).  
También se habla de escalabilidad geográfica cuando el sistema continúa siendo viable sin 
importar la lejanía geográfica entre sus usuarios y componentes. Y por último, existe el concep-
to de escalabilidad administrativa, que implica que las organizaciones se pueden adherir al 
sistema sin que la calidad del servicio brindado disminuya.  
De forma implícita, se espera que la usabilidad y administrabilidad del servicio no disminuya 
a medida que este crece. 
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Un ejemplo clásico es el servicio de DNS. La escalabilidad en DNS se da agregando más 
zonas y servidores al sistema; estos servidores están repartidos geográficamente alrededor del 
mundo y su administración está delegada a las organizaciones de las zonas correspondientes.  
Aquí la analogía puede hacerse con la inclusión de nuevos protocolos a la pila. Por ejemplo, 
cuando se creó la pila TCP/IP, el protocolo HTTP no existía; sin embargo, fue fácil incluirlo en 
la capa de aplicaciones. 
Otra manera de pensar la escalabilidad en TCP/IP es en la cantidad de nodos que compo-
nen el sistema. Las estadísticas8 muestran el crecimiento de los usuarios de Internet (Y por 
ende de los usuarios del protocolo IP) a lo largo de los años y está claro que el protocolo fue 
capaz de soportar ese crecimiento. 
 
 
3.10. Analogía basada en los servicios 
 
Existen varios modelos que describen la interacción entre las distintas partes de un sistema 
distribuido. Uno de estos modelos se conoce como Cliente-Servidor, ya descripto en  este capí-
tulo. Muchos de los sistemas usados diariamente están implementados según el modelo de 
Cliente-Servidor. Algunos ejemplos de esta clase de protocolos son HTTP, DNS, SMTP y SSH. 
Como se dijo en el párrafo anterior, la modalidad de la interacción consiste en que los clien-
tes envían solicitudes a los servidores, los servidores realizan alguna operatoria para satisfacer 
la solicitud, y luego envían la respuesta al cliente. De forma similar, cada capa de la pila de red 
da un servicio a la capa que está inmediatamente encima. 
Por definición un sistema distribuido se compone de varias partes y servicios. Es nece-
sario algún mecanismo para referenciar cada una de esas partes. Para esto se utilizan 
nombres e identificadores. 
 
De forma similar existen nombres e identificadores en las distintas capas de los modelos 
OSI y TCP/IP. Por ejemplo, la IP de un dispositivo puede verse como un nombre (pero no como 
un identificador). La MAC sirve al mismo propósito pero en una capa inferior. Así, también, los 
puertos sirven para referenciar servicios y aplicaciones en un mismo host. 
 
3.11. Conclusiones 
 
En los modelos distribuidos se hace evidente desde lo expuesto anteriormente la idea recu-
rrente de Divide y vencerás. Las pilas de red están divididas en capas y los sistemas distribui-
dos exitosos están divididos en partes.  
                                                     
 
8 https://en.wikipedia.org/wiki/List_of_countries_by_number_of_Internet_users 
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Nótese que incluso dentro de una misma capa, como es el caso de la capa de transporte en 
TCP/IP, existe una división más, principalmente entre los protocolos TCP y UDP (pensado cada 
uno para tareas distintas). En definitiva, se tiende a evitar los llamados sistemas monolíticos. 
Se destaca a la aceptación masiva de TCP/IP y de los sistemas distribuidos tomados como 
ejemplo (DNS, WEB, Mail). Las causas de esta aceptación son: 
 Interfaces bien definidas. En otras palabras, la apertura de los sistemas y proto-
colos. Esto permitió implementar tanto la pila TCP/IP como los diferentes servi-
cios en varias plataformas. 
 La posibilidad de ejecutarse sobre varias plataformas. Aquí debe notarse que el 
hecho de que TCP/IP esté implementado en capas vuelve más fácil su acepta-
ción en nuevos medios de comunicación. 
Por último, no debe descuidarse la importancia de la escalabilidad administrativa, es decir, 
la posibilidad de que varias organizaciones administren partes del mismo sistema. Esta carac-
terística hizo posible el rápido crecimiento de servicios como DNS y web, y la aparición de nue-
vos protocolos, principalmente de capa de aplicación. 
¿Qué nos espera en el futuro acerca de los sistemas operativos? Nuevas tecnologías, como 
Internet de las Cosas (Internet of things) exigen nuevos paradigmas, contextos ágiles tanto en 
desarrollo como en comunicación, sistemas embebidos. Y por lo tanto esa administración de 
recursos, función fundamental de los sistemas operativos, tendrá que acompañar el mundo 
dinámico, ágil, sin descuidar seguridad en sus tres criterios: confidencialidad, integridad y dis-
ponibilidad. Un verdadero desafío. 
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CAPÍTULO 4 
Clientes y Servidores en Sistemas Distribuidos 
Patricia Bazán 
Como hemos mencionado en el Capítulo 2, la arquitectura Cliente/Servidor o arquitectura de 2 
niveles, identifica dos componentes que trabajan coordinadamente para dar la visión de un siste-
ma único. Se diferencia de otras variantes de sistemas distribuidos en los siguientes conceptos: 
Servicio - La relación cliente/servidor es la relación primaria entre dos procesos que se eje-
cutan en computadoras separadas. El servidor provee servicios y está a la escucha de reque-
rimientos, mientras que el cliente solicita y consume servicios. 
Recursos Compartidos - Los recursos compartidos en un sistema distribuido son adminis-
trados por los servidores que regulan el acceso a los mismos por parte de los clientes. 
Protocolos Asimétricos -  Hay una relación muchos a uno entre clientes y servidores. Por 
su parte la relación es asimétrica dado que los clientes siempre inician el diálogo y los servido-
res esperan los requerimientos. 
Transparencia de la Ubicación - El servidor es un proceso que puede residir en la misma 
computadora del cliente o en otra computadora de la red, siendo transparente para el cliente 
dicha ubicación. 
Comunicación basada en pregunta-respuesta - Clientes y servidores son procesos poco 
acoplados que interactúan a través de mensajes de tipo pregunta-respuesta, pudiendo ser es-
tos sincrónicos o asincrónicos. 
Escalabilidad - Los sistemas Cliente/Servidor pueden crecer moderadamente de manera 
horizontal (agregando clientes) o de manera vertical (potenciando al servidor). 
 
Estas características aportan una distribución inteligente de funcionalidades a través de la 
red y otorgan un marco para el desarrollo de aplicaciones poco acopladas. 
Por otra parte, para poder crear la visión de sistema único que requieren los sistemas distribui-
dos, es preciso contar con una infraestructura tecnológica que soporte cada una de las funciones. 
La infraestructura red y comunicaciones ha crecido vertiginosamente en los últimos 20 años 
permitiendo un grado de interconexión global con alto ancho de banda y medios de transporte 
seguros y confiables. 
El desafío de la industria informática es como agregar por encima de esta infraestructura fí-
sica la arquitectura Cliente/Servidor que permitan unir las piezas del rompecabezas. Este desa-
fío obliga a proveer: 
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 Protocolos de transporte que soporten el intercambio entre redes de computadores 
en forma confiable. 
 Sistemas operativos de red que garanticen seguridad y privacidad y faciliten a los 
programas la tarea de encontrar los servicios que necesitan consumir 
 Bases de datos para almacenar, recuperar y organizar grandes volúmenes de in-
formación incluso multimedial. 
 Sistemas GroupWare que permitan el intercambio persona a persona y conferen-
cias grupales. 
 Agentes inteligentes que ayuden a los humanos a organizar sus actividades en el 
ciberespacio 
 Plataformas de gerenciamiento de sistemas distribuidos que permitan mantener to-
do unido día a día. 
El capítulo se organiza de la siguiente manera: en la Sección 1 se describen los roles y fun-
ciones de un componente servidor y sus variantes. En la Sección 2 se caracteriza el compo-
nente cliente y se describen algunas tecnologías asociadas. En la Sección 3 se describe la 
tecnología Cliente/Servidor con Java, detallando en la Sección 4 la tecnología JEE en entornos 
distribuidos. En la Sección 5 se presenta el patrón de diseño MVC a la luz de la tecnología 
Web. En la Sección 6 se arriba a algunas conclusiones. 
 
 
4.1. Roles y Funciones del Servidor 
 
El rol de un programa servidor es servir a múltiples clientes que requieren acceder a recur-
sos compartidos que son propiedad del servidor. Veamos en detalle las funciones principales 
de un programa servidor: 
 Espera por requerimientos iniciados por el cliente - Un programa servidor gasta 
gran parte de su tiempo esperando pasivamente requerimientos de los clientes que 
llegan generalmente en forma de mensajes arribando sobre una sesión de comuni-
cación. Algunos servidores asignan sesiones dedicadas a cada cliente y otros 
crean un pool dinámico de sesiones reusables. Otros utilizan una combinación de 
ambos métodos. Lo cierto es que el servidor debe garantizar pronta respuesta a los 
requerimientos del cliente independientemente del mecanismo. 
 Ejecuta muchos requerimientos a la vez - Un programa servidor que no soporta mul-
titarea corre el riesgo de tener “en espera” a un cliente monopolizando  recursos. El 
servidor debe ser capaz de servir concurrentemente a múltiples clientes protegiendo 
la integridad de los recursos compartidos. 
  
 Atiende primero a los cliente VIP - El programa servidor debe ser capaz de proveer 
distintos niveles de prioridad en los servicios a sus clientes. Claramente un servicio 
batch tendrá prioridad más baja que un servicio de tipo interactivo. 
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CAPÍTULO 5 
Arquitecturas Distribuidas 
Patricia Bazán 
En capítulos anteriores se presentaron distintos estilos arquitectónicos distribuidos y como 
se detalló en el Capítulo 1, las arquitecturas distribuidas buscan simplificar y abstraer las fun-
ciones de cada componente definiendo su intercomunicación y estableciendo su ubicación y 
plataforma de ejecución. 
También se ha detallado la evolución de los sistemas distribuidos que fue guiada en gran 
medida por la misma evolución de construcción de aplicaciones y el crecimiento de Internet 
como mecanismo de comunicación (middleware) a nivel de red. 
En la evolución presentada en el Capítulo 2 se describió someramente el concepto de arqui-
tecturas orientadas a servicios (SOA), como evolución de los objetos distribuidos y como un 
paradigma adecuado para la integración de aplicaciones. 
En este capítulo se profundizan estos conceptos y se analizan los Web Services como una 
implementación posible de una arquitectura orientada a servicios. 
El capítulo se organiza de la siguiente manera: en la Sección 1 se describen las arquitectu-
ras de n niveles, ya analizadas en el Capítulo 4, pero con tecnología CGI. En la sección 2 se 
presenta la Arquitectura Orientada a Servicios SOA, detallando componentes, características y 
motivaciones de uso. En la Sección 3 se analizan los Web Services como un medio para im-
plementar un SOA, junto con sus variantes tecnológicas que se describen en la Sección 4. 
Finalmente, se arriban a algunas conclusiones. 
 
 
5.1. Arquitectura n niveles. Tecnología CGI 
 
Las llamadas aplicaciones Cliente/Servidor de misión crítica dejaron de ser un elemento 
teórico. Cada día, millones de transacciones de comercio electrónico se inician desde las 
PC’s y se ejecutan en servidores distribuidos. Con Cliente/Servidor se mezcla el procesa-
miento local y remoto en una aplicación única. Este es de alguna manera el fundamento de 
Internet, intranets y extranets. Sin embargo el Cliente/Servidor clásico en dos niveles comen-
zó a resultar insuficiente. 
Si bien el concepto de tres niveles fue inicialmente dirigido por la necesidad de escalar las 
aplicaciones en dos capas, el mercado actual de servicios y componentes lo están tomando 
 como
evolu
único
 
 
Cara
 
El
con e
La
rada 
La
cios a
La
consu
Pr
La
 
 
 
 su paradigm
ción del mo
 caso de arq
cterística
 cliente prov
l servidor a 
 lógica de la
de la interfac
s aplicacion
bstractos. 
s aplicacion
ltas y actua
oveen mayo
 siguiente ta
a. Como s
delo Cliente
uitectura en
s del mod
ee la interfa
través de se
 aplicación 
e de usuari
es en 3 nive
es en 3 niv
lizaciones S
r seguridad 
bla muestra
e mencionó 
/Servidor clá
 más de dos
elo de 3 
ce de usuar
rvicios remo
vive en el ni
o y de la bas
les minimiza
eles sustitu
QL. 
al no expone
 una compa
70 
en el Capítu
sico a un m
 niveles. 
niveles 
io gráfica (G
tos y método
vel medio y 
e de datos.
n los interca
yen unas p
r la estructu
ración de ca
lo 2, la tecn
odelo en tre
UI - Graphi
s de invoca
se distribuy
mbios en la
ocas invoca
ra física de 
racterísticas
ología Web 
s niveles. P
c User Interf
ción. 
e y administ
 red creando
ciones al se
los datos. 
 entre 2 nive
es un ejemp
ero este no
ace)  e inter
ra en forma 
 niveles de 
rvidor por 
les y 3 nivel
lo de 
 es el 
actúa 
sepa-
servi-
varias 
es 
 Tecn
 
La
tación
se pla
servid
 
Co
dor W
un ej
Tecn
La
un pr
por s
Pa
paqu
La
quina
De
hacer
Ve
PBCG
 
ología CG
 tecnología 
 de arquitec
nteaba la n
or Web y tra
 
mo se deta
eb. Una de
emplo) o me
ología CGI. 
 tecnología 
ograma escr
u API (implic
ra enviar da
etan dichos 
 Figura 43 
 CGI. 
bido a que 
lo a través d
amos con u
I050.EXE q
I 
CGI (Comm
tura de 3 n
ecesidad de
nsformarlo 
lló en el Ca
 ellas, en m
diante una 
CGI es un 
ito en cualq
a salida al S
tos al progr
datos. El UR
detalla algu
el Web Ser
e un tag HT
n ejemplo, c
ue provee e
on Gateway
iveles basad
 contar con a
en un servid
Fig. 43. Funcio
pítulo 4, hay
odo nativo, a
interface (AP
mecanismo 
uier lenguaje
istema Ope
ama CGI se
L determina
nas de las f
ver debe en
ML y en par
ómo sería e
l lenguaje P
71 
 Interface), 
a en la tecn
lguna varia
or Web diná
nalidades de un
 dos variant
 través de p
I: Applicatio
muy simple 
 de program
rativo). 
 cuenta con 
 cuál progra
unciones qu
caminar la 
ticular a trav
sta invocaci
owerBuilder
define un es
ología Web 
nte de ejecu
mico.  
a Máquina CG
es para inco
áginas diná
n Program 
que permite
ación a trav
la especifica
ma CGI se e
e pueden l
invocación a
és de los mé
ón utilizando
. 
cenario pos
detallada el 
ción comput
I 
rporar dinam
micas (la Te
Interface), ta
 que un ser
és de una in
ción CGI de
jecutará. 
levar a cabo
 la máquina
todos GET 
 una máquin
ible de imple
Capítulo 2 d
acional dent
ismo a un 
cnología Ja
l es el caso
vidor web ej
vocación de
fine cómo s
 un motor 
 CGI, sólo p
o PUT. 
a CGI espe
men-
onde 
ro del 
servi-
va es 
 de la 
ecute 
finida 
e em-
o má-
uede 
cífica, 
72 
 
<FORM ACTION = "/scripts/pbcgi050.exe/master/uo_inet_functions/f_handlelogin" 
METHOD="GET"> 
 
1- FORM le indica al WebServer que el texto que continúa es un FORM 
2- ACTION le indica al WebServer que cuando este form sea enviado (submit) se realizará 
alguna acción. Esta acción puede ser bien un pedido de servicio HTTP o un llamado a 
una interface CGI para la ejecución de una función. 
3- uo_inet_functions identifica el objeto no visual de master que contiene la definición de la 
función f_handlelogin. 
4- /scripts/ determina el directorio donde encontrar la interface CGI y /pbcgi050.exe/ es el 
programa específico que implementa el CGI 
 
  
Tecnología CGI: ventajas y desventajas 
 
Las ventajas de usar tecnología CGI para lograr un Web Server dinámico son: 
 Pueden escribirse en cualquier lenguaje de programación (Perl, C, PowerBuilder, 
VisualBasic). 
 Un error en el programa CGI no afecta el servicio Web debido a que se ejecuta fue-
ra de su contexto. 
 Son programas fáciles de referenciar para un diseñador Web. Como se ve en el 
ejemplo, simplemente se incluye la invocación en una página HTML ya diseñada 
gráficamente. 
 Dado que los programas CGI ejecutan su propia llamada al sistema operativo, no 
tienen conflicto de concurrencia con requerimientos que usen el mismo CGI. 
 Todos los proveedores de servicios lo implementa. 
 
Por su parte las desventajas son: 
 Alto tiempo de respuesta, justamente por su ejecución fuera del contexto del 
Web Server. 
 No es escalable. Si crece repentinamente la cantidad de requerimientos, el pro-
grama CGI debería hacer balanceo de carga. 
 No permite un diseño modular ni separa la lógica de la presentación de la de negocio. 
 
El nivel medio en muchas aplicaciones en 3 niveles no es implementado como un programa 
monolítico sino que es una colección de componentes utilizadas por varias transacciones. 
Cada componente automatiza una función de negocio relativamente pequeña. Los clientes 
suelen combinar varias componentes del nivel medio dentro de una transacción única. 
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5.2. Conceptos de Arquitecturas Orientadas a Servicios 
 
Según la definición de OASIS 9, SOA como un paradigma capaz de organizar y utilizar las 
capacidades distribuidas, que pueden estar bajo el control de distintas organizaciones, y de 
proveer un medio uniforme para publicar, descubrir, interactuar y usar los mecanismos oportu-
nos para lograr los efectos deseados. 
SOA es un modelo de referencia para entender las relaciones más significativas dentro del 
dominio de un problema concreto y facilitar el desarrollo de estándares o especificaciones. Se 
fundamenta en un pequeño número de conceptos para explicar el modelo a profanos y busca 
producir una semántica sin ambigüedades. 
SOA es un modelo de referencia para: 
 La creación y utilización de servicios a lo largo de su vida útil. 
 La definición de la infraestructura que permita intercambiar datos entre diferentes 
aplicaciones. 
 La participación de los servicios en los procesos de negocios independientemente 
del sistema operativo, los lenguajes de programación y si los procesos son internos 
o externos a la organización. 
Los conceptos y sus relaciones, definidas en el modelo de referencia SOA, deben ser la ba-
se para describir la arquitectura. 
Una arquitectura SOA concreta será el producto de aplicar la arquitectura de referencia 
desarrollada según el modelo de referencia y los patrones10 de esa arquitectura, así como los 
requerimientos necesarios, incluyendo los impuestos por los entornos tecnológicos. 
La aplicación de un modelo de referencia para lograr una arquitectura completa, equivale a 
pasar de una etapa de análisis a una de diseño en analogía con las etapas del ciclo de vida del 
software. Implica dar un paso más en el nivel de detalle y comenzar a buscar metodologías 
para aplicar sobre los conceptos analizados. 
Una arquitectura concreta se desarrolla en un contexto predefinido donde se fijan protoco-
los, perfiles, especificaciones y estándares. La plataforma SOA combina estos elementos a los 
efectos de generar un producto operativo. La Figura 44 (Bazán,2010) presenta un marco gene-
ral entre la noción de marco de referencia, arquitectura de referencia y arquitectura específica, 
que muestra qué aporta y en qué consiste cada una de ellas, así como el paso de lo más abs-
tracto hacia lo más concreto. 
                                                     
 
9 https://www.oasis-open.org/ 
10 Un patrón es una forma de realizar una tarea concreta basada en una generalización. 
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 Enlazar (Find): el cliente del servicio invoca o inicia la interacción con el mismo durante 
la ejecución, contando con los detalles en la descripción del servicio para localizarlo, 
contactarlo e invocarlo. 
 
 
Acerca de los servicios 
 
Un servicio es un elemento que se comprende en términos de la utilidad que brinda, por lo 
tanto, no puede apartarse del negocio o problema para el cual debe ser útil. 
Los servicios son tareas computacionales débilmente acopladas que se comunican vía una 
red (en el caso de los web services por Internet), y que juegan una relación cada vez más cre-
ciente en las interacciones B2B (Bussines To Bussines).  
Un servicio captura funcionalidad con un valor de negocio, y está listo para ser usado. Es 
provisto por servidores, para lo cual requiere de una descripción que pueda ser accedida y 
entendida por potenciales clientes. Los servicios de software son servicios provistos por siste-
mas de software (Erl, 2007). 
Con estas definiciones podemos decir que el conjunto de conceptos que describen los ser-
vicios son: descripción del servicio, contratos y normas y contexto de ejecución. A través de la 
descripción del servicio se obtiene la información que un consumidor necesita para considerar 
si usa o no el servicio.  
Con esta información se puede informar al consumidor: si el servicio existe (alcanzabilidad), 
qué funciones realiza (funcionalidad), qué restricciones se aplican a su uso y cómo se debe 
interactuar con el servicio (interfaz) tanto en cuanto a formato como a secuencias.  
Los contratos y normas representan el acuerdo entre las partes, las condiciones de uso, las 
restricciones y el despliegue de los servicios.  
El contexto de ejecución es el conjunto de elementos técnicos y de negocios que conforman 
la vía para que proveedores y consumidores puedan interactuar.  
La posibilidad de extender sistemas anexándole nuevos servicios y  haciendo reuso de los ya 
existentes, con el objetivo de lograr interoperabilidad entre tecnologías y aplicaciones heterogéneas, 
nos permite prolongar la vida de los sistemas. Los beneficios de SOA son a largo plazo. La existen-
cia de un único servicio, no tendrá valor si no tiene forma de complementarse con otros servicios. 
Este estilo de arquitectura nos permite el desarrollo de aplicaciones débilmente acopladas, 
las cuales pueden ser accedidas a través de la red.  
 
 
Enterprise Service Bus (ESB) 
 
El enfoque SOA busca construir aplicaciones mediante la combinación poco acoplada de 
servicios interoperables. En tal sentido, el hecho de que un servicio pueda utilizarse amplia-
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mente en toda la empresa por muchas aplicaciones, implicaría dar lugar a los siguientes ries-
gos para la infraestructura de IT de una organización: 
 Tiempos de respuesta poco aceptables tanto para los usuarios como para procesos 
de negocio.  
 Infracciones de seguridad.  
 Pérdida de niveles de servicio para funciones críticas del negocio.  
 Incumplimiento de normas de la industria y regulaciones gubernamentales. 
 Gestión de servicios insuficiente. 
El área de tecnología de una organización se ha centrado desde hace mucho tiempo en la 
gestión de la infraestructura como un activo para apoyar las aplicaciones y las unidades de 
negocio. Con SOA la atención se enfoca hacia la gestión de los servicios que prestan apoyo a 
los procesos de negocio. 
Así, resulta evidente la necesidad de contar con una infraestructura de IT que apoye la ges-
tión de los servicios.  
Sobre una arquitectura SOA se puede definir un bus de servicios empresariales (Enterprise Ser-
vice Bus o ESB) como una plataforma de software que da soporte a muchas funcionalidades resuel-
tas a nivel de la capa de aplicación en los enfoques tradicionales de construcción de aplicaciones. 
Tales funcionalidades son: 
 La comunicación: el ESB se ocupa del ruteo de los mensajes entre los servicios.  
 La conectividad: el ESB resuelve la conectividad entre extremos mediante la con-
versión de protocolos entre solicitante y servicio. 
 La transformación: es responsabilidad del ESB resolver la transformación de forma-
tos de mensajes entre solicitante y servicio.  
 La portabilidad: los servicios serán distribuidos independientemente del lenguaje de 
programación en el que estén escritos y del sistema operativo subyacente. 
 La seguridad: el ESB posee la capacidad de incorporar los niveles de seguridad ne-
cesarios para garantizar servicios que puedan autenticarse, autorizarse y auditarse. 
Actualmente existen dos tendencias mayoritarias para la implementación de un ESB: los 
que requieren un servidor de aplicaciones y los que son totalmente distribuidos y, por lo tanto, 
no lo requieren (Bazán,2010).  
Funcionalmente, cualquiera de las dos tendencias conserva sus propias características según 
se detalla en el cuadro Servidores de aplicaciones Vs ESB, pero se puede afirmar que un ESB 
totalmente distribuido que no requiere de un servidor de aplicaciones tendrá mayor independencia 
de la plataforma y será capaz de ofrecer una mayor ubicuidad de los servicios que gestiona.   
Las siguientes características permiten determinar qué es y que no es un ESB: 
 Está desarrollado sobre una arquitectura orientada a servicios, por lo tanto, es una 
implementación de SOA.  
 Se basa en la utilización de estándares en un 100%, pero admite también elemen-
tos propietarios. 
 Normalmente son multi-plataforma y multi-lenguaje.  
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instrumentación de un bus de servicios permite ordenar los servicios y además unificar los mé-
todos de acceso evitando integraciones punto a punto. 
Los Web Services provenientes de la tecnología Web son buenos instrumentadores de SOA 
sin provocar un impacto demasiado grande en las arquitecturas de los sistemas. 
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6.1. Fundamentos de SQL y las bases de datos relacionales 
 
El SQL como lenguaje de manipulación, definición y control de datos ha favorecido en gran 
medida la construcción de servidores de bases de datos de cualquier tamaño. SQL es un es-
tándar ISO está orientado a los conjuntos, posee muy pocos comandos y fue creado para ba-
ses de datos que adhieren al modelo relacional.  
 
 
Orígenes del SQL 
 
El manejo de bases de datos que adhieren al modelo relacional fue creado por Codd en 
1970 y se creó SQL como lenguaje de consulta front-end para la base de datos relacional pro-
totipo System R. Es lenguaje orientado, al inglés, con firmes y sólidas raíces matemáticas se 
fundamenta  en la teoría de conjuntos y el cálculo de predicados. 
Con SQL se puede manipular un conjunto de datos que cumplen una determinada condición 
de recuperación. 
Por otro lado, el modelo relacional hace una clara abstracción del almacenamiento físico de 
datos a través de las tablas, compuestas por filas y columnas. El modelo nos libera de concen-
trarnos en detalles relacionados con la forma en que está almacenada la información permi-
tiendo un acceso puramente lógico. 
Con SQL solo se especifican las tablas, las columnas y las filas involucradas en la opera-
ción. Además el SQL se ha transformado en el lenguaje predominante de mainframes, mini-
computadoras y LAN servers. Las herramientas clientes SQL hacen una industria horizontal 
donde se mezclan herramientas front-end con servidores back-end. 
 
 
¿Qué hace el SQL? 
 
El lenguaje SQL se usa para realizar operaciones de datos complejas que insumiría cientos 
de líneas de código de un lenguaje tradicional. 
 Los roles que cumple el SQL son: 
 SQL es un lenguaje de consulta interactivo. Fue originalmente diseñado para usua-
rios finales y hoy se ve mejorado por las herramientas visuales para construcción de 
sentencias SQL sin escribir ningún comando. 
 SQL es un lenguaje de programación de bases de datos. Puede estar embebido en 
otros lenguajes de programación para acceder a los datos o usar una conjunto de 
API como interface (X/Open). Por otra parte cada vendedor (Sybase, Oracle) pro-
veen su propio dialecto de SQL para la programación. 
 SQL es un lenguaje de definición y administración (manipulación) de datos. El len-
guaje de definición de datos se utiliza para crear tablas simples, objetos complejos, 
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Pero más allá de todo, estas extensiones constituyen la primera aproximación al procesamien-
to distribuido dado que permite codificar procesos dentro del mismo motor de base de datos. 
 
 
¿Qué es un stored procedure? 
 
Muchos vendedores de base de datos ofrecen hoy un mecanismo de programación tipo 
RPC sobre la base de datos. Este mecanismo se conoce en general como TP lite o stored pro-
cedures (procedimientos almacenados). 
Un procedimiento almacenado es una colección de sentencias SQL y lógica procedural 
(sentencias de control) que son compiladas, verificadas y almacenadas en el servidor de base 
de datos.  
Un procedimiento almacenado es un objeto más de la base de datos y es almacenado en el 
catálogo junto a los demás (tablas, índices, vistas, etc.). 
Un procedimiento almacenado acepta parámetros de entrada y puede ser usado a través de 
la red por múltiples clientes. El resultado de la ejecución es retornado y se gana enormemente 
en eficiencia y reducción de tráfico en la red. 
El concepto de procedimiento almacenado fue introducido por Sybase en 1986 para mejorar 
la performance del SQL sobre redes. Son utilizados para asegurar reglas de negocios e integri-
dad de datos, para realizar mantenimiento del sistema y también para administración pero la 
verdadera razón de ser es proveer inteligencia al servidor de base de datos y agregar funciona-
lidad de la lógica de las aplicaciones. Son óptimos para procesamiento de transacciones en 
línea (OLTP) donde básicamente se hace: 
1. Recepción de un conjunto fijo de entradas desde clientes remotos. 
2. Realización de múltiples comandos SQL previamente compilados contra la base de da-
tos local. 
3. Cumplimiento del trabajo (Commit). 
4. Retorno de un conjunto fijo de resultados 
Los procedimientos almacenados también proveen abstracción respecto de su sitio pues las 
modificaciones a las estructuras de datos son transparentes a las aplicaciones remotas que 
sigue solicitando el servicio sin importar cómo está implementado. 
Para comprender las ventajas del uso de procedimientos almacenados, es importante tener 
presente las siguientes definiciones. 
 
 
SQL dinámico y estático 
 
El SQL estático son sentencias definidas en el código y compiladas en el momento de su 
definición. Si los objetos que referencia no existen, no compila. 
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Triggers y reglas 
 
Un trigger o disparador, es una acción especial definida por el usuario (usualmente en la 
forma de procedimiento almacenado) que son automáticamente invocadas cuando ocurre un 
evento relacionado con los datos de la base de datos. 
Una regla es un caso especial de trigger que se usa para chequeos simples sobre los datos. 
Ambos están ligados a operaciones específicas sobre tablas específicas y realizan gene-
ralmente tareas relacionadas con auditoría de los datos, seteo de columnas por defecto y  tam-
bién control de integridad (de entidad o referencial).  
Los triggers se habilitan por las operaciones de DELETE, INSERT y UPDATE sobre las 
tablas para las cuales están definidos, pueden llamar a otros triggers, e incluso puede ge-
nerarse una recursión. Se diferencian de los procedimientos almacenados en que no tienen 
una invocación explícita sino que se disparan ante la ejecución de la operación para la que 
se hubieren definido. 
 
Los procedimientos almacenados, los triggers o disparadores y las reglas constituyen códi-
go ejecutable que se cataloga y usa dentro del mismo servidor de base de datos, permitiendo 
que éste pueda incorporar capacidad de procesamiento y mejorar el balanceo de carga entre 
cliente y servidor para alojar parte de la lógica de la aplicación que de otro modo sólo podría 
ejecutarse en el cliente, debido a que en este modelo de distribución de dos niveles o capas no 
existe un componente que la aloje. 
 
 
6.4. Manejo de transacciones en una base de datos 
 
Los servidores de base de datos SQL heredan de dicho lenguaje la posibilidad de asegurar 
el acceso concurrente a los recursos mediante la definición de transacciones. 
Una transacción en un servidor de base de datos SQL es una secuencia de una o más 
sentencias SQL que juntas forman una unidad de trabajo para el servidor, quien asume que 
todas las sentencias deben completarse para asegurar la consistencia e integridad de los 
datos. Esto es posible debido a que SQL cuenta con las primitivas de lenguaje COMMIT y 
ROLLBACK. 
Una transacción se inicia con cualquier sentencia SQL y finaliza exitosamente con COMMIT 
(que a su vez inicia un nueva transacción) o falla con ROLLBACK. 
La Figura 52 muestra los tres escenarios posibles de finalización de una transacción estándar. 
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TP-Lite es simplemente la integración de funciones de un monitor de transacciones en los 
motores de base de datos (a través de procedimientos almacenados y Triggers). 
TP-Heavy son los monitores de transacciones propiamente dichos que realizan la adminis-
tración, balanceo de carga, sincronización y monitoreo de las transacciones. (Ejemplos: CICS, 
Tuxedo y Jaguar CTS). 
A continuación analizamos distintas características y su comportamiento en TP-Lite y en 
TP-Heavy. 
 
Alcance del Commit 
En TP-Lite los procedimientos almacenados son definidos en un dialecto de SQL y alma-
cenados como un objeto dentro de la base de datos, constituyendo una unidad transaccional 
pero no pudiendo participar con otras unidades transaccionales respecto de una transacción 
global. Si A llama a B, B es otro unidad transaccional y luego A muere, los commit hechos 
por B no pueden ser deshechos luego de la muerte de A, violando el todo o nada. Por lo tan-
to la única solución es que A y B estén en la misma transacción generando una unidad de-
masiado grande.   
Por su parte, los procesos TP-Heavy son escritos usando lenguajes procedurales estándar 
(no SQL) permitiendo lograr el todo o nada y el concepto de transacción global. 
 
Administración de recursos heterogéneos  
Un procedimiento almacenado en TP-Lite solo puede persistir transacciones que afecten 
a recursos propios del vendedor de la base de datos. Los procedimientos TP-Heavy pue-
den persistir las transacciones sobre múltiples recursos de distinto tipo dentro del alcance 
de una transacción. 
 
Administración de procesos 
Un proceso almacenado en TP-Lite es invocado, se ejecuta transaccionalmente y puede 
quedar en memoria temporal para reusos futuros.  
Un proceso TP-Heavy es manejado como una clase de servidor pudiendo manejar priorida-
des, utilizar barreras (firewalls) para que otros procesos no los interfieran y si la clase muere, la 
transacción puede ser reasignada a otra clase. 
 
Invocaciones Cliente/Servidor 
Una invocación a un procedimiento es totalmente no estándar, se realiza a través del meca-
nismo de RPC provisto por el vendedor.  
En TP-Heavy el mecanismo de interacción es cualquiera (RPC o mensajes). 
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Performance 
Los procedimientos almacenados poseen un mayor rendimiento en cuanto a  tráfico de red 
respecto del SQL estático o embebido, pero son incapaces de mejorar la performance en otros 
aspectos, como por ejemplo el balanceo de carga.  
TP-Heavy que tiene código precompilado permite multiplexar los requerimientos del cliente. 
 
6.7 - Conclusiones del Capítulo 
 
El capítulo presenta un análisis detallado del uso e impacto de los servidores de base de da-
tos SQL en la construcción de aplicaciones distribuidas. 
El lenguaje SQL, además de ser un poderoso lenguaje de consulta se transforma en un me-
canismo de comunicación válido hacia los servidores de bases de datos. Estos a su vez han 
ampliado sus prestaciones hacia modelos distribuidos de más de dos niveles y además han 
adquirido suficiente versatilidad para comportarse como componentes de ejecución que permite 
alojar la lógica de negocio que hasta el momento sólo podía ser ejecutada por los clientes. 
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CAPÍTULO 7 
GroupWare 
Alejandro Fernández 
En la literatura nos referimos con el término groupware (contracción de las palabras grupo y 
software) a los sistemas de software que incluyen características específicas para asistir a gru-
pos de personas trabajando en conjunto. Ellis, Gibbs y Rein definen groupware como  
“Sistemas informáticos que soportan a grupos de personas involucradas en una tarea común 
y que proveen una interface a un ambiente compartido” (Ellis, 1991). Esta definición plantea dos 
puntos importantes. Por un lado, que existe una tarea común, u objetivo, que los usuarios del 
sistema persiguen en conjunto. Por otro, que dicho grupo comparte un ambiente digital al que 
tiene acceso por medio del sistema. En ese ambiente contiene cosas como los documentos y 
herramientas que comparten, detalles de su plan de trabajo, información sobre quiénes son los 
miembros del grupo y que es lo que aportan, y sus mecanismos de comunicación. Los Johnson-
Lenz agregan algo más en su definición: “Procesos grupales intencionales más software para 
darles soporte” (Johnson-Lenz, 1998). El grupo utilizará ciertas  estrategias (procesos) para al-
canzar su objetivo. El rol del software es asistir a los miembros del grupo en la implementación de 
dichas estrategias. Las dos partes, procesos grupales y software, hacen al groupware.  
La amplia mayoría de los sistemas groupware incluyen aspectos de sistemas distribuidos y 
por eso tienen su lugar en este libro. Y, por lo que vimos en el párrafo anterior, tienen sus parti-
cularidades. En este capítulo vamos a analizar esas particularidades en detalle. 
El tipo de estrategia que utilizará el grupo para alcanzar su objetivo determina las caracterís-
ticas del software que les asistirá11. Veremos primero cuales son las posibles alternativas y que 
implica en términos de funcionalidad necesaria.  
 
 
7.1. CSCW: Computer-Supported Cooperative Work 
 
CSCW es el estudio de cómo las actividades de trabajo en grupo12 (colaboración, coopera-
ción) pueden ser asistidas por sistemas de computadoras. Abarca tanto a la tecnología así 
                                                     
 
11 A veces, la herramienta disponible determina la estrategia de trabajo: para quien solo tiene un martillo, todo parece 
un clavo. Para los que hacen groupware, la herramienta y los procesos intencionales son dos elementos de un todo y 
por lo tanto se diseñan en conjunto. 
12 En este capítulo intercalamos el uso de los términos equipo y grupo aunque sabemos que el concepto de equipo 
involucra vínculos más fuertes. 
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como su efecto psicológico y sociológico/organizacional. En consecuencia, es un área multidis-
ciplinaria que involucra a profesionales de la informática, sociología, psicología, pedagogía, 
entre otros. El groupware, en este contexto, es el Computer-Support (asistencia que nos da la 
tecnología). Y qué groupware necesito, o qué necesito del groupware, depende de cómo defina 
el Cooperative Work (trabajo cooperativo). 
Algunas formas de trabajo en equipo se ajustan mejor que otras a una meta en particular. 
Por ejemplo, si nuestra meta es obtener una lista amplia de páginas web que hablan de siste-
mas distribuidos modernos, podemos buscar en paralelo, todos al mismo tiempo, sin mucha 
necesidad de coordinarnos. Pero si queremos escribir un único reporte, en equipo, sobre las 
características más relevantes de dichos sistemas, probablemente queramos armar un plan y 
tomar turnos para escribir y no pisarnos.   
Dada una forma de trabajo en equipo, algunas tecnologías (o funcionalidades) nos asisten 
mejor que otras. Siguiendo con el ejemplo anterior, si vamos a buscar y recolectar páginas web 
en paralelo sin mucha coordinación, nos alcanza con la funcionalidad que ofrece una lista de 
correo electrónico (o grupo de WhatsApp 13), donde todos publicaremos lo que encontramos. 
Pero si decidimos trabajar con un plan y tomar turnos para no pisarnos al escribir nuestro repor-
te elaborado, vamos a necesitar funcionalidad para saber a quién le toca, quién ya terminó con 
su tarea, y qué tareas quedan pendientes.  
Si caracterizamos la forma de trabajo en equipo en términos del objetivo principal, podemos 
hablar de cuatro situaciones a las que llamaremos: informar, coordinar, colaborar, cooperar 14.  
 
 
Informar 
 
Hay situaciones de trabajo en equipo donde lo importante es mantener a una parte del gru-
po informada sobre algo que la otra parte conoce. Veamos algunos ejemplos: 
El profesor quiere informar a los alumnos sobre los contenidos de la asignatura (así, entre 
todos, resuelven la tarea de aprender)  
La Facultad quiere informar a los docentes los resultados de la última autoevaluación insti-
tucional (así, entre todos, mejoran como espacio de enseñanza).  
Una empresa de desarrollo de software quiere comunicar a todos sus programadores las 
mejores prácticas que ha elaborado (para aumentar la calidad de sus productos). 
Un experto programador quiere transmitir su experiencia a otros (para ayudarlos a progra-
mar mejor) 
Lo que caracteriza a estas situaciones es que la información fluye en un solo sentido (o al 
menos ese es objetivo principal). Del profesor a los alumnos, de la Facultad a los docentes, de 
                                                     
 
13 http://www.whatsapp.com: aplicación de mensagería instantánea móvil 
14 La selección de nombres para estas situaciones respeta la propuesta original de  Bair (1989). La separación entre 
los términos en lenguaje natural no es tan clara (en particular entre colaborar y cooperar) 
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la empresa a sus programadores, del experto a otros. Además, el que origina la información no 
necesita conocer a quienes van a recibirla, y tiene poco (o ningún) contacto con ellos.  
Que tiene que hacer (al menos) una tecnología para ser útil en esta situación: 
1. Debe ayudar al proveedor de información en la preparación de la información a 
transmitir 
2. Debe ofrecer al proveedor una forma de publicar la información para que los recep-
tores puedan accederla 
3. Debe asegurar que los receptores tienen acceso a la misma y la encuentran fácilmente 
4. Podría incluir mecanismos para que los receptores de información se enteren de 
que hay nueva información disponible y para que el proveedor sepa si (cuanto) ha 
sido accedida.  
¿Qué tecnologías conocemos que cumplen, al menos, con esos requerimientos? Un editor de 
texto para crear una página web, y  ftp para desplegar la página en un servidor web alcanza para 
proveedor de información. Si sumamos una URL conocida aseguramos que los receptores la 
encuentren. O alternativamente, podríamos una lista de  correo a la que el proveedor envía la 
información y a la que los receptores se suscriben. Con eso alcanza. Podríamos agregar mucha 
más funcionalidad (por ejemplo, la posibilidad de comentar como en los blogs, o de permitir que 
todos editen la información como en Wikipedia) pero eso requiere más esfuerzo (de quien hace el 
sistema y de quien tiene que aprender a usarlo) y nuestro escenario no lo requiere.  
 
 
Coordinar 
 
Hay situaciones de trabajo en grupo donde lo importante es coordinar el uso de elementos 
compartidos. Puede ser un aula, una herramienta, un documento, o el tiempo disponible de los 
participantes. Veamos algunos ejemplos: 
 Los profesores quieren coordinar el uso de las aulas, saber cuáles aulas están li-
bres y cuáles ocupadas. 
 Los programadores quieren coordinar el uso de los archivos de código fuente (para 
evitar editarlos concurrentemente). Quieren saber si un archivo está siendo editado 
por otro programador, o si pueden editarlo ellos.  
 Los profesores y los alumnos quieren coordinar sus calendarios para que no se sola-
pen los horarios de clase de las asignaturas. Los alumnos quieren saber el horario de 
cada clase y necesitan que los docentes tengan en cuenta sus horarios al planificar.   
Lo que caracteriza estas situaciones es ambas partes deben entrar en contacto a fin de 
coordinar el uso de lo que planean compartir. Se coordinan porque lo que comparten es impor-
tante para que puedan conseguir sus objetivos (aunque no necesariamente deben ser los mis-
mos para todos los involucrados). La información fluye ahora en ambos sentidos.   
Que tiene que hacer (al menos) una tecnología para ser útil en esta situación: 
1. Debe tener un modelo que represente información sobre los recursos compartidos  
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2. Debe registrar y mantener consistente el estado de los recursos compartidos  
3. Debe permitir a los involucrados consultar el estado de los recursos compartidos 
4. Debe permitir a los involucrados negociar el uso de los recursos compartidos 
¿Qué tecnologías conocemos que cumplen, al menos, con esos requerimientos? Para coor-
dinar el uso del tiempo se puede utilizar un calendario compartido (por ejemplo Google Calen-
dar15) o herramientas pensadas específicamente para coordinar reuniones (por ejemplo Meet-
o-matic16 o Doodle17). Cuando el recurso a compartir o las formas de negociación son más 
complejos (o específicos) se hace necesario construir aplicaciones a medida. Algunas universi-
dades tienen sistemas de software para la gestión aulas y horarios que ofrecen exactamente la 
funcionalidad indicada.  Otras construyen un sistema combinando tecnologías que no cumplen 
con todos los requerimientos lo que las fuerza a resolver el resto de ellos con estrategias de 
trabajo. Por ejemplo, una planilla de cálculo alcanza para almacenar información sobre las au-
las y su estado. La negociación de uso y consultas sobre el estado se hacen personalmente o 
por correo siguiendo alguna política pre-acordada. Mantener la consistencia es responsabilidad 
de alguna persona.  
 
 
Colaborar 
 
Hay situaciones de trabajo en equipo donde lo importante es que cada uno haga su parte 
para que, entre todos, alcancen un objetivo. Veamos algunos ejemplos: 
 En una línea de producción automotriz, cada uno en su estación de trabajo debe 
hacer bien su tarea para que al final de la línea haya un auto listo. 
 En un proyecto de desarrollo de software que utiliza procesos tradicionales, los ana-
listas deben hacer bien su análisis, los diseñadores bien su diseño, los programado-
res bien sus programas y los testers bien sus pruebas, para que al final tengamos 
una buena aplicación. El líder de proyecto debe saber en todo momento como van.  
 En una oficina de reclamos, alguien atiende el teléfono, registra el reclamo y da al 
interesado un número de reclamo. El reclamo pasa a la oficina que corresponde pa-
ra ser analizado y derivado a quien debe resolverlo. Quien debe resolverlo es notifi-
cado, lo resuelve y lo registra como resuelto. Quien recibió el reclamo ve que está 
resuelto y llama al interesado para confirmar que el problema no persiste. De con-
firmarse, el reclamo se da por resuelto.  
Lo que caracteriza a estas situaciones es que los involucrados participan en un mismo pro-
ceso. Hay un resultado conjunto pero cada uno es responsable de una parte (se lo evalúa prin-
cipalmente por cómo cumple su tarea). La frecuencia y forma de interacción entre los involu-
crados es variada, dependiendo de cómo sus tareas están vinculadas. Cada uno debe saber 
                                                     
 
15 http://calendar.google.com: Aplicación de Calendario de Google  
16 http://www.meetomatic.com: Aplicación web para organizar reuniones 
17 http://doodle.com/es/ : Aplicación web para organizar reuniones 
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con claridad cuando comenzar, cuando se espera que termine, y debe tener disponible los 
materiales y herramientas necesarios. Hay alguien que necesita saber, en todo momento, el 
estado del proceso.  
Que tiene que hacer (al menos) una tecnología para ser útil en esta situación: 
1. Debe tener un modelo del proceso, que incluya información sobre las tareas que lo 
componen y las dependencias entre ellas, así como sobre los recursos y las herramien-
tas involucrados en las tareas (por ejemplo, el proceso desde que llaman con un re-
clamo hasta que se resuelve). 
2. Debe permitir iniciar nuevas instancias del proceso (por ejemplo, cada vez que alguien 
llama con un nuevo reclamo se inicia una nueva instancia del proceso). 
3. Debe permitir asignar tareas a los miembros del equipo. 
4. Debe tener información sobre las instancias del proceso concluidas y las que están 
en ejecución.  
5. Para cada instancia del proceso en ejecución debe tener información sobre su estado 
(qué tareas están concluidas, cuales están en ejecución, cuales están pendientes, 
quienes son los responsables, que tiempos llevan). 
6. Debe permitir, a cada involucrado conocer sus tareas pendientes y acceder a los recur-
sos y herramientas que necesita para resolverlas.  
Si alguna vez hizo un trámite en una repartición no informatizada habrá visto ejemplos de 
estas situaciones resueltos con carpetas y con procesos gestionados íntegramente por perso-
nas. Es menos frecuente encontrar tecnologías que cubran estos requerimientos (simplemente 
porque son más complejas). Se pueden utilizar carpetas compartidas (servidores de archivos o 
servicios como Dropbox18) para mantener y distribuir los recursos compartidos (por ejemplo 
documentos). Se puede utilizar el correo electrónico para notificar a alguien cuando debe iniciar 
su tarea, adjuntando el link a los recursos que necesita y tomar nota en un documento del 
cambio de estado del proceso. Pero por lo general, este tipo de situaciones requieren el desa-
rrollo de aplicaciones a medida. Por suerte son tan comunes que han dado origen al desarrollo 
de múltiples librerías reutilizables y generadores de aplicaciones.  Se las puede encontrar bajo 
el nombre de librerías de workflows o librerías de para procesos de gestión de negocios (Busi-
ness Process Management). 
 
 
Cooperar 
 
Finalmente, hay situaciones de trabajo en equipo en las que resulta imposible (o contrapro-
ducente) pensar tarea en términos de subtareas, coordinadas, a ser desarrolladas por separa-
do. Veamos algunos ejemplos: 
                                                     
 
18 https://www.dropbox.com/home : Servicio de alojamiento de archivos en la nube 
102 
 
 Un grupo de alumnos tienen que escribir un reporte sobre los desafíos de seguridad 
en el desarrollo de aplicaciones distribuidas. El informe debe estar escrito con un 
estilo homogéneo, evitando redundancia y con un hilo conductor claro. Los alumnos 
serán evaluados grupalmente por el resultado final.  
 Una organización debe decidir entre varias estrategias de acción para el desarrollo de 
una nueva línea de negocios. Los involucrados pertenecen a varios departamentos 
(ventas, ingeniería, recursos humanos, finanzas). La decisión debe tener en cuenta 
los requerimientos y conocimientos de todos los involucrados. La responsabilidad de 
la decisión es compartida; el resultado ya sea éxito o fracaso, recae sobre todos.  
 
Lo que caracteriza a estas situaciones es la responsabilidad compartida de alcanzar el re-
sultado esperado y la dificultad que llegar a una resolución mediante una estrategia de división 
de tareas. El objetivo del grupo toma preponderancia sobre los objetivos individuales. La inter-
acción entre los participantes es frecuente y se concentra en recursos compartidos (documen-
tos, herramientas, datos, conocimientos) a los que deben acceder en forma simultánea. Se 
trata de situaciones que en la mayoría de los casos requieren interacción cara-a-cara. 
Que tiene que hacer (al menos) una tecnología para ser útil en esta situación: 
 Debe permitir el acceso simultáneo a los recursos compartidos, maximizando la par-
ticipación (p.e., evitando bloqueos innecesarios), y garantizando la consistencia de 
los mismos aun cuando se los modifique concurrentemente.  
 Debe ofrecer mecanismos ricos para la comunicación frecuente, subsanando los 
desafíos de la distribución cuando las reuniones cara a cara no son posibles.  
 Debe asistir en la toma de decisiones participativa por medio de modelos y meca-
nismos que permitan representar combinar las distintas perspectivas, sus funciones 
de valor (como evaluar el costo/beneficio de cada alternativa), y las alternativas de 
acción disponibles.  
En los últimos años hemos visto mucho desarrollo en soluciones que apuntan a este tipo de 
situaciones. Compañías como Google, Microsoft, y Zoho ofrecen procesadores de textos y 
planillas de cálculo que cubre una amplia gama de requerimientos para el trabajo cooperativo, 
fluido, en documentos compartidos. No solo permiten que múltiples usuarios editen el docu-
mento en simultáneo sino que incluyen herramientas para asistir en el proceso de creación 
conjunta (revisiones, comentarios y seguimiento de cambios, conversaciones dentro del docu-
mento mismo, sugerencias, etc.). Cada vez es más frecuente encontrar herramientas de comu-
nicación como video conferencia, mensajería, y mensajes de voz, integrados con las herra-
mientas de creación cooperativa de contenidos. Si bien la toma de decisiones participativa es 
un tema ampliamente explorado (por ejemplo en el área de Investigación Operativa), es menos 
frecuente encontrar tecnologías que la hagan accesible al público en general. Esto se debe no 
solo a la complejidad técnica de este tipo de sistemas sino a la dificultad de incorporarlas en los 
procesos grupales de las organizaciones. 
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7.2. Características del Groupware 
 
En la sección anterior discutimos, en términos generales, que se espera de una tecnología 
dada una determinada situación de trabajo en equipo. También hemos planteado que una so-
lución de groupware es una combinación de software y procesos grupales. En algunos casos 
es necesario construir software a medida que se complemente de forma adecuada con formas 
de trabajo. En otros casos se pueden utilizar aplicaciones groupware existentes adaptando los 
procesos de trabajo para complementarlas. Algunos autores, entre ellos Johnson-Lenz [John-
son-Lenz, 1991] y Orlikowski [Orlikowski, 1997] argumentan que el desarrollo de groupware es 
un proceso de co-evolución. Se adoptan herramientas que dan soporte a ciertos procesos gru-
pales existentes. Los procesos grupales cambian como consecuencia de la incorporación de 
tecnologías y esto trae aparejado un nuevo ciclo de cambio tecnológico. Con esto en mente, y 
sabiendo lo costoso que es el desarrollo y adopción del groupware, uno puede comenzar adop-
tando tecnologías groupware simples y flexibles para, a medida que el uso de las mismas ma-
dura, ir incorporando más estructura.  
 
Alcance y estructura 
El espacio de las aplicaciones groupware es muy variado. Si pensamos en términos de al-
cance, encontramos desde sistemas groupware abarcativos, que cubren todos los aspectos de 
un trabajo en particular, hasta pequeños programas genéricos de mensajería instantánea. Si 
pensamos en términos de cuánta estructura imponen y cuanto fijan las reglas de trabajo en 
equipo, tenemos desde sistemas que fuerzan una forma de trabajo particular hasta sistemas 
muy flexibles que pueden utilizarse en muchas situaciones y de muchas formas. Dos ejemplos 
extremos nos pueden servir para entender mejor este aspecto. 
Abarcativos y controladores: Algunos sistemas cubren todos los aspectos del trabajo que el 
grupo debe realizar, establecen bien claro la forma en que debe realizarlo, y controlan que así 
se haga. Los sistemas que informatizan los servicios de atención al cliente suelen entrar en 
esta categoría. Cubren las situaciones de información, con herramientas que fijan los procesos 
con los cuales la organización informará a sus usuarios sobre los servicios ofrecidos. Cubren 
las situaciones de coordinación con mecanismos que aseguran que el acceso a los documen-
tos compartidos se hace de forma segura y se mantienen consistentes. Enfatizan el soporte a 
situaciones de colaboración con un modelo del proceso que se debe respetar, y funcionalidad 
para darle seguimiento y visibilidad. 
Acotados y maleables: Como contraste encontramos soluciones groupware de foco muy 
acotado y adaptable a variados escenarios de uso. Meet-o-matic y Doodle son soluciones 
groupware cuyo único objetivo es asistir a un grupo de personas que intenta encontrar el mo-
mento óptimo para una reunión (una clara situación de coordinación). Estas herramientas no 
intentan ofrecer asistencia a lo que pueda suceder antes, durante, o después de las reuniones. 
Tampoco se enfocan en los recursos (además del tiempo)  ni las herramientas que serán utili-
zados en la reunión. Si bien sugieren una estrategia para su uso (que combina notificaciones 
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por muchos sitios web para notificar a sus lectores cuando nueva información está disponible. 
Es un mecanismo para ofrecer awareness de cambios. Actualmente, el RSS está siendo reem-
plazado por la difusión en redes sociales. En una situación de información, es importante que el 
creador de los contenidos conozca el alcance que tuvo. En la actualidad este tipo de aware-
ness se puede obtener integrando en los sitios funcionalidad de web analytics.  Un análisis 
similar puede hacerse para situaciones de coordinación, colaboración, y cooperación. Siempre 
se debe tener en cuenta que ofrecer mucha información (aunque para el programador implique 
poco esfuerzo) es tan malo como ofrecer muy poca. Otros elementos que comúnmente se tie-
nen en cuenta para definir el contexto en el que se ofrecerá awareness es si el usuario recién 
ingresa al ambiente (luego de una ausencia corta, luego de mucho tiempo, etc.), que está ha-
ciendo (por ejemplo,  si está teniendo una conversación, buscando algo, trabajando en un re-
curso compartido), y si otros trabajan al mismo tiempo con él. 
 
¿Awareness respecto a qué o quién? 
En las redes sociales nos enteramos de lo que dicen y hacen otros, pero no todo el mundo, 
solo nuestros amigos. Puedo incluso configurar de quienes quiero o no quiero recibir noticias. 
Si estamos trabajando en una carpeta compartida en red, ¿respecto a qué cosas queremos 
información? ¿Todos los documentos en la carpeta o solo aquellos en los que hemos trabaja-
do? ¿Es posible definir mi foco de atención en cada momento para solo recibir información 
respecto a ello? En Google drive, por ejemplo, la vista de actividad se actualiza para mostrar 
solo las novedades de la carpeta seleccionada (Figura 58, imagen 1). 
 
Privacidad y confianza 
¿Cuánta información sobre mí y mis acciones está divulgando el sistema con la excusa de 
proveer awareness? WhatsApp introdujo la idea del doble tick para indicar que un mensaje 
habría llegado, y doble tick celeste para indicar que el receptor lo había visto (Figura 58, ima-
gen 2). En comparación con el SMS, popular hasta el momento y poco confiable y predecible, 
esta nueva funcionalidad (de awareness) fue un diferenciador. Sin embargo, al poco tiempo, 
muchos usuarios comenzaron a reclamar que les hacía perder su privacidad (ya no podían 
decir que no les había llegado el mensaje!). Los ticks de WhatsApp hacen que el sistema sea 
más robusto y confiable a costa de perder un poco de privacidad. El tiempo el balance es el 
adecuado para sus usuarios. Por ahora, permite a los usuarios desactivar por completo la fun-
cionalidad (Figura 58, imagen 3). 
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C 
CAPÍTULO 8 
Computación en la Nube 
Patricia Bazán 
La Computación en la nube (Cloud Computing) es un paradigma que posibilita el acceso 
ubicuo bajo demanda a servicios TIC accesibles a través de Internet. Se sustenta en la idea 
consumir sólo lo que se necesita y pagar por lo que se consume, de una manera similar a los 
servicios de luz o de gas. 
El término cloud (nube) se refiere a la forma de representar la red (Internet) en los diagra-
mas y es una abstracción de las complejidades de su infraestructura. 
El desafío es cómo dimensionar la capacidad de los servidores para ajustarlos a la deman-
da (servicios estacionales, eventos masivos y puntuales, juegos on line). 
El origen de este paradigma surge como consecuencia de disponer las infraestructuras pri-
vadas de los proveedores de servicios de Internet (ISP), hacia el ámbito global. Esta evolución 
también ha supuesto un cambio profundo en la forma en que los ISPs gestionan y ofrecen sus 
recursos añadiendo interfaces de gestión y los mecanismos para implementar el pago por uso 
(indican cómo medir el consumo de ancho de banda, espacio de almacenamiento, consumo de 
ciclos de CPU, etc.). 
La computación en la nube no constituye una nueva tecnología sino que es un paradigma 
que combina tecnologías como: SOA, Web Services, Virtualización 19 y Grid Computing20 
El capítulo se organiza de la siguiente manera: en la Sección 1 se detallan las bases con-
ceptuales de la computación en la nube (cloud computing), en la Sección 2 se  revisan prime-
ro los antecedentes tecnológicos que originaron este nuevo modelo de computación. Luego, 
la Sección 3 se describe el modelo de nube, los modelos de servicio y despliegue. En la Sec-
ción 4 se analiza el modelo de nube y su aplicación a BPM. En la Sección 5 se discuten 
desafíos y métodos de aplicaciones distribuidas en el modelo de nube. Finalmente se presen-
tan algunas conclusiones. 
 
 
                                                     
 
19 Creación a través de software de una versión virtual de algún recurso tecnológico, como puede ser una plataforma 
de hardware, un sistema operativo, un dispositivo de almacenamiento u otros recursos de red.  
20 Tecnología innovadora que permite utilizar de forma coordinada todo tipo de recursos (entre ellos cómputo, almace-
namiento y aplicaciones específicas) que no están sujetos a un control centralizado 
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8.1. Conceptos Generales y Definiciones 
 
Una de las definiciones más referenciadas es la provista por el National Institute of Stan-
dards and Technology (NIST) [8.1]: 
 
Definición 1. COMPUTACIÓN EN LA NUBE [NIST] 
La computación en la nube es un modelo que habilita, de manera ubicua y bajo 
demanda, el acceso a la red para compartir un conjunto de recursos de compu-
tación configurable (redes, servidores, almacenamiento, aplicaciones y servi-
cios) que pueden ser provistos y publicados con un mínimo esfuerzo de adminis-
tración por parte del proveedor del servicio o de interacción con el mismo. 
 
Otra definición provista por la European Network and Information Securtiy Agency (ENISA), 
enuncia [8.2]: 
 
Definición 2. COMPUTACIÓN EN LA NUBE [ENISA] 
La computación en nube es un modelo de servicio bajo demanda para la presta-
ción de TI, a menudo basado en la virtualización y en las tecnologías informáti-
cas distribuidas. Las arquitecturas de computación en nube poseen: 1) recursos 
con un alto grado de abstracción; 2)  escalabilidad y flexibilidad prácticamente 
instantáneas; 3) prestación casi instantánea; 4) recursos compartidos (hardware, 
base de datos, memoria, etc.); 5) servicio bajo demanda que suele incluir un sis-
tema de facturación de pago por uso; y 6) gestión programática, como por ejem-
plo, mediante la API del servicio web. 
 
Si bien las definiciones anteriores son consideradas como las más completas y conocidas, 
en [8.3] un grupo de reconocidos expertos, presentan más definiciones. Algunas de ellas, se 
presentan a continuación. Por ejemplo, la definición provista por Furht, Borko, Escalante, y 
Armando, en su libro “Handbook of Cloud Computing” es la siguiente: 
 
Definición 3. COMPUTACIÓN EN LA NUBE [FURHT ET AL.] 
Computación en la Nube puede definirse como un nuevo estilo de computación 
en el cual recursos dinámicamente escalables y usualmente virtualizados son 
provistos como servicios a través de Internet. 
 
La definición de UCBerkeleyRADLabs indica lo siguiente: 
 
Definición 4. COMPUTACIÓN EN LA NUBE [UCBerkeleyRADLabs.] 
Computación en la Nube es un nuevo enfoque de computación caracterizado 
por: 1) la ilusión de contar con infinitos recursos de cómputos, 2) la eliminación 
de compromisos de antemano por parte de los usuarios de la Nube, y 3) la habi-
lidad de pagar por el uso, como sea necesario. 
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On-Premise y Cloud 
Un recurso de TI (Tecnología de la Información) que se aloja en un entorno de TI empresa-
rial dentro de los límites físicos de la compañía, se considera que está disponible “bajo las pre-
misas” (on-premise) de la misma. Por lo tanto, no es un recurso e TI basado en la nube. 
Los términos on-premise y cloud pueden considerarse antónimos. Un recurso de TI que es 
on-premise no puede ser cloud y visceversa [8.6]. 
 
Inquilino único (single-tenant)  o inquilino múltiple (multi-tenant) 
En una arquitectura single-tenant de computación en la nube, cada instancia de una aplica-
ción de software y su infraestructura de soporte, aloja a un solo cliente. Es decir hay una copia 
del software para cada cliente y sus usuarios y dicho software puede adecuarse a las necesi-
dades de ellos. En contraposición, en multi-tenant varios clientes comparten la misma instancia 
del software de aplicación.  
Un claro ejemplo de multi-tenant lo constituye por ejemplo Gmail o Yahoo que alojan una 
sola instancia de aplicación y administran cientos de miles de cuentas de usuarios. Mientras 
que por ejemplo un cliente de mail de escritorio como Outlook es un ejemplo de single-tenant, 
dado q ejecuta una instancia distinta del aplicativo para cada cliente. 
 
 
8.2. Antecedentes Tecnológicos 
 
La computación en la nube es un paradigma que posibilita el acceso ubicuo bajo demanda a 
servicios IT accesibles a través de Internet. El término nube (cloud) se refiere a la forma de 
representar la red (Internet) en los diagramas y es una abstracción de las complejidades de su 
infraestructura [8.5]. 
El desafío es cómo dimensionar la capacidad de los servidores para ajustarlos a la deman-
da (servicios estacionales, eventos masivos y puntuales, juegos on line). La Figura 60 repre-
senta alguno de los elementos involucrados dentro de “la nube” y que deben funcionar como un 
sistema único y de manera transparente. La misma muestra distintos usuarios, canales de ac-
ceso y dispositivos, y una extensa variedad de servicios existentes. 
Una arquitectura de tal complejidad, provoca incertidumbre acerca de la demanda real de 
recursos exigida por los usuarios y las aplicaciones. Esto puede provocar una mala utilización 
de los recursos, donde puede haber picos de demanda insatisfecha en ciertos momentos y 
recursos ociosos en otros. 
El paradigma de la nube se basa en la noción de aprovechamiento bajo demanda. Esto sig-
nifica, consumir lo que se necesite y pagar por lo que se consume. 
Los primeros proveedores de servicios en la nube surgen de la evolución de la infraes-
tructura privada de los propios proveedores de servicios de Internet, o  Internet Service 
Providers (ISPs) y lo hicieron como una manera de aprovechar recursos ociosos en sus 
datacenters, abriendo las interfaces de gestión a los usuarios y agregando lo necesario 
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Características Esenciales 
 
Las cinco características esenciales incluyen: 
1)    Autoservicio a demanda – un consumidor puede aprovisionar unilateral y automática-
mente recursos de computación según necesite. 
2)    Amplio acceso a la red – las capacidades están accesibles en la red a través de meca-
nismos estándar que permiten el acceso desde plataformas heterogéneas de clientes. 
3)    Recursos mancomunados – los recursos de computación provistos son agrupados para 
servir a múltiples clientes usando un modelo multi-inquilino 
4)    Elasticidad rápida – las capacidades son aprovisionadas y liberadas rápida y elástica-
mente, y en algunos casos automáticamente. 
5)    Servicio medido – los sistemas en la nube controlan y optimizan automáticamente el 
uso de los recursos proporcionando alguna capacidad de medición, habitualmente basado en 
pago por uso o cargo por uso. 
 
 
Modelos de Servicio 
 
Los tres modelos de servicios incluyen: 
1)    Infraestructura como Servicio – en inglés, Infrastructure as a Service (Iaas) donde el 
consumidor aprovisiona recursos de computación (e.g. capacidad de CPU, almacenamiento, 
red) en los que ejecuta su software, incluidas aplicaciones y sistemas operativos. El consumi-
dor no controla la infraestructura de nube subyacente pero sí los sistemas operativos, el alma-
cenamiento, las aplicaciones desplegadas y a veces la red (firewalls). 
Las características de IaaS son: 
 Provisión de recursos bajo demanda - Los recursos son asignados a medida que los 
necesita quien está desplegando su entorno de TI en la nube. 
 Elasticidad dinámica de los recursos - Cuando los recursos no son requeridos, se li-
beran de manera dinámica y transparente. 
 Uso eficiente de los recursos - Para que los recursos brinden el máximo de rendi-
miento, se utilizan técnicas de virtualización y arquitectura multi-tenant. 
 Modelo de pago por uso - Este modelo permite que la TI se ofrezca como servicio e 
implica establecer métodos y criterios para poder medir el uso de TI. 
 Gestión más eficiente de los datacenters - Se obtienen enormes beneficios de la 
economía de escala, estandarización, se reducen los cosos y se hace un uso más 
eficiente de la energía. 
Las funciones de gestión típicas de IaaS son: 
 Gestión dinámica de recursos (p.e. inicio/parada de máquinas virtuales, crea-
ción/eliminación de volúmenes, asignación de mayor capacidad de cómputo) 
 Funciones de automatización (p.e. balance automático de carga, reglas de autoes-
calado horizontal, manejo de prioridades en la asignación de recursos) 
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 Monitorización de recursos (cpu, memoria, ancho de banda) 
 Gestión de consumos y costos que permite medir los consumos de recursos de TI 
para poder cobrar al cliente en función de ellos. 
 
2)    Plataforma como Servicio – en inglés, Platform as a Service (PaaS) donde el consu-
midor despliega en la infraestructura provista por el proveedor, aplicaciones tanto propias como 
adquiridas, desarrolladas usando entornos de programación soportados por el proveedor. 
Los tipos de ofertas de PaaS son: 
 Desarrollo de extensiones SaaS. Proveedores de SaaS definen APIs para construir 
por sobre ellos (Ej: SalesForce, Facebook) 
 Plataformas propietarias: algunos solo despliegan otros soportan todo el ciclo de vi-
da del software: Amazon Elastic BeansTalk (despliegue de aplicaciones en Amazon 
EC2), Microsoft Azure (plataforma .NET), Google AppEngine (APIs propias) 
 Open Platform: Ofertas que se basan en tecnologías abiertas para evitar la depen-
dencia del vendedor (en inglés, vendor lock-in).  Son arquitecturas extensibles en 
las que se puede escoger el entorno de desarrollo, el lenguaje, la base de datos, el 
servidor de aplicaciones. Ej: Ejemplos: CloudFoundry (VMWare), OpenShift (Red-
Hat), CumuLogic, CloudBees 
Las prestaciones típicas de PaaS son: 
 Gestión del ciclo de vida de las aplicaciones. Esto es muy importante dado que las 
plataformas de desarrollo basadas en la nube son accedidas por varios usuarios a 
una misma instancia. Esta instancia, de la misma manera que una instancia de cla-
se en la orientación a objetos, es creada, tiene un tiempo de vida y eventualmente 
es destruida o muere. 
 Herramientas de desarrollo colaborativo. El modelo de trabajo en la nube es una ac-
tividad netamente colaborativa dado que varios acceden a la misma instancia y se 
deben aplicar las reglas de control de acceso y versiones típicas de este modelo. 
 Herramientas para el desarrollo de interfaces de usuario.  Como cualquier entorno 
de desarrollo tradicional u on-premise, se debe contar con componentes específicos 
para la construcción de interfaces de usuario. 
 Integración con Web Services (SOAP, REST): mashups 21,  composición de servi-
cios. En PaaS es mucho más frecuente y necesario construir aplicaciones como 
composición de componentes existentes y que puedan interoperar entre ellas apro-
vechando así un entorno de ejecución global. 
 Integración con BD SQL y NoSQL. Al igual que los entornos de desarrollo clásico, 
se debe contar con manejadores que permitan establecer conexiones con las bases 
de datos, pero estando estas en un entorno cloud. 
                                                     
 
21 Forma de integración y reutilización. Ocurre cuando de una aplicación web es usada o llamada desde otra aplicación, 
con el fin de reutilizar su contenido y/o funcionalidad 
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8.4- Análisis del Modelo de Nube y su Aplicación en BPM 
 
El modelo de nube presenta ventajas y desventajas en general, que a la hora de ser anali-
zadas a la luz de BPM deben ser consideradas a fin de proponer nuevos modelos de servicio 
denominados Business Process as a Service (BPaaS) [8.4]. A continuación se analiza el mode-
lo de nube y su aplicación en BPM. 
En general, el modelo de nube presenta las siguientes ventajas: 
 
 Reducción de costos – el modelo de pago por uso resulta beneficioso en cuanto la 
inversión requerida para montar una infraestructura tecnológica, sobre todo en el 
ámbito de pequeñas y medianas empresas que pujan en un mercado competitivo y 
donde la innovación es un aspecto esencial para su crecimiento [8.4 Sección 2.1.5]. 
 Mejora de la eficiencia – es posible dedicar más recursos a la actividad propia de 
una organización delegando la responsabilidad de la gestión de TI, además de facilitar 
la escalabilidad y la elasticidad en el aprovisionamiento de recursos tecnológicos. 
 Flexibilidad – se evita la inversión en hardware que se pierde vigencia rápidamen-
te,  además de permitir las operaciones desde cualquier lugar. 
 Seguridad – los proveedores de servicios en la nube generalmente poseen mejores 
prácticas y sistemas de seguridad, así como aseguran el cumplimiento de regulaciones. 
 Continuidad del negocio – la alta fiabilidad y la tolerancia a fallos, provista por sis-
temas redundantes, replicación de datos y distribución geográfica permiten a las or-
ganizaciones otorgar un servicio 24x7. 
 
Asimismo, el modelo de nube presenta las siguientes desventajas: 
 
 Seguridad – así como en un aspecto, la seguridad es una ventaja en el modelo 
de nube, se transforma en desventaja cuando se observa la seguridad física de 
los datacenters, las garantías de transmisión cifrada y el acceso a datos sensi-
bles para la organización. 
 Dependencia de la red – la necesidad de estar siempre conectado para poder traba-
jar, puede ser una desventaja, así como la dependencia de las velocidades de la red. 
 Dependencia del vendedor – la fiabilidad del proveedor, así como los fallos masi-
vos y la escasa interoperabilidad por la carencia de estándares, constituyen sin du-
das un riesgo en la operación de las compañías. 
 Aspectos legales – el modelo de nube aún carece de adecuada armonía entre le-
gislaciones de distintos países, más aún cuando se piensa que la muchas de estas 
arquitecturas operan con modelos globalizados. Asimismo, es poco clara aún la pro-
tección al consumidor. 
 Integridad de datos – la pérdida de control de los datos de las organizaciones po-
ne en alto riesgo la privacidad y confidencialidad de los mismos. 
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Teniendo en cuenta las ventajas y desventajas descriptas anteriormente, a continuación se 
discute la aplicación de este modelo a BPM. 
BPM basada en la nube da a los usuarios la posibilidad de usar software de una manera de 
“pago por uso”, en lugar de forzarlos a emprender grandes inversiones en software de BPM, 
hardware y mantenimiento como se da en el caso de los sistemas de licenciamiento tradicional. 
Por otra parte, los sistemas pueden escalarse, creciendo o decreciendo, de acuerdo a las ne-
cesidades de los usuarios, lo cual significa que los mismos no deben preocuparse acerca del 
sobre o bajo aprovisionamiento de recursos, gracias a la alta adaptabilidad provista en la actua-
lidad por los prestadores de servicios en la nube. 
Sin embargo, existentes puntos débiles: al desplegar un BPMS en la nube, los usuarios 
pueden llegar a perder control sobre los datos sensibles. Este aspecto resulta no menor al 
considerar que los procesos de negocio dentro de una organización gestionan información 
de gran importancia para la misma y sus miembros. Por otro lado, la eficiencia y efectividad 
de las actividades de los procesos que no son altamente computacionales pueden no in-
crementarse por ponerlas en la nube, sino al contrario, estas actividades pueden volverse 
más costosas. Por ejemplo, una actividad que no es intensamente computacional podría 
necesitar procesar cierta cantidad de datos. La transferencia de los datos a la nube puede 
tomar más tiempo que transmitirlos a una versión embebida instalada localmente (on-
premise). Incluso la misma puede resultar aún mayor que la necesidad real de procesa-
miento. Además, los costos de la actividad pueden incrementarse debido a que la transfe-
rencia de datos es uno de los elementos de facturación en un sistema de computación en 
la nube, debido a la alta disponibilidad de la conexión [8.4]. 
 
 
8.5. Aplicaciones Distribuidas y Cloud: desafíos y métodos 
 
Con el rápido desarrollo de TI en el contexto del lanzamiento y ejecución de arquitecturas 
basadas en la nube, las compañías se enfrentan con nuevos problemas. En particular, las ca-
racterísticas distribuidas y colaborativas de las aplicaciones se torna evidente.  
El paradigma de computación en la nube puede considerarse un facilitador de la combina-
ción mejorada de arquitecturas orientadas a servicios, donde la construcción de aplicativos 
como composición de componentes promete ser una realidad. Pero este potencial depende de 
las condiciones de los distintos frameworks, las cuales pueden ser apreciadas desde un aspec-
to técnico tanto como económico. A continuación, se discuten estos dos aspectos; uno técnico 
y otro económico. 
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Vista Técnica 
 
Desde un punto de vista técnico se pueden identificar tres dimensiones para el diseño, im-
plementación y operación exitosos de desarrollos de software en un ambiente de nube: 1) pro-
gramación, 2) integración y 3) seguridad. 
1)    Programación – Los sistemas complejos y distribuidos son altamente realizables en el 
campo de TI actual. En conexión con el objetivo de alcanzar una mayor usabilidad y flexibilidad, 
esta complejidad representa nuevos requerimientos para la Ingeniería de Software. Para resol-
ver este problema es necesaria la adopción de nuevos lenguajes,  recayendo sobre nuevos 
conceptos y técnicas innovadoras. 
2)    Integración – La integración puede dividirse en integración de datos e integración de 
funciones. A la luz de los desafíos involucrados, el tópico de la integración juega un rol funda-
mental en distintos escenarios. Por ejemplo, un workflow basado en la nube puede controlar 
actividades variables distribuidas más allá de las fronteras de las compañías.  
3)    Seguridad – La seguridad puede dividirse en tres categorías: seguridad funcional, de la 
información y de los datos. Todas estas categorías tienen una relevancia significativa para las 
aplicaciones distribuidas y desplegadas en la nube. La seguridad funcional específica como el 
estado actual se corresponde con el estado deseado de funcionalidad. La seguridad de infor-
mación se enfoca en los cambios o extracciones de información no autorizados. La seguridad 
de los datos se encarga de los datos utilizados por los aplicativos. 
 
 
Vista Económica 
 
Se pueden mencionar dos dimensiones desde el punto de vista económico: 
1)    Disponibilidad – Los servicios que son provistos por una infraestructura de nube pueden 
ser accedidos en cualquier momento. Basados en un alto nivel de abstracción, la personaliza-
ción e instalación se vuelven significativamente más fáciles. En adición a esta simplificación, el 
usuario final es capaz de trabajar con el servicio en forma inmediata. 
2)    Riesgo de inversión – En el contexto de los distintos modelos de facturación variable 
como el de pago por transacción, el sistema orientado a la nube resulta más accesible que un 
sistema de licenciamiento tradicional. 
 
 
8.6. Conclusiones del Capítulo 
 
La idea subyacente en cloud computing es que aporta un  nivel superior de eficiencia para 
distribuir y desplegar recursos de IT bajo demanda. La incorporación de conceptos como virtua-
lización, despliegue bajo demanda, distribución de recursos por Internet cambian el enfoque no 
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sólo para el desarrollo de aplicaciones, sino también para su despliegue, mantenimiento y fun-
damentalmente su interoperabilidad. 
En este sentido, mientras la arquitectura de tres capas de las aplicaciones basadas en Web 
revolucionó el desarrollo del software en su momento, la virtualización en “nubes”  ha dado 
origen a nuevos niveles como lo son: las aplicaciones, los servicios y la infraestructura. Los 
conceptos de SaaS (Software as a Service), PaaS (Platform as a Service) y IaaS (Infraestructre 
as a Service), hacen de la red un recurso escalable y constituyen un medio para desarrollo y 
despliegue de aplicaciones globales. 
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