Spatial and temporal properties related to direction selectivity of both simple and complex type visual cortex neurons were assessed by cross-correlation analysis of their responses to random ternary white noise. This stimulus consisted of multiple randomly placed bars, each colored white, black, or gray with equal probability, which were rerandomized every 5-10 ms. A first-order cross-correlation analysis of a neuron's spike train with the spatiotemporal history of the stimulus provided an estimate of the neuron's linear spatiotemporal filtering properties. A nonlinear correlation analysis measured the amount of interaction for pair-wise combinations of bars as a function of their relative spatial and temporal separations. The spatiotemporal orientation of each of these functions was quantified using a "motion energy index" (MEI ), which was compared to the neurons' direction selectivity measured with drifting sinewave gratings. Both first-order and nonlinear correlation plots usually showed s-t orientation whose sign was consistent with the neuron's direction preference; however, in many cases the MEI for first-order analysis was weak compared to that seen in the nonlinear interactions. The structures of the nonlinear interaction functions were also compared with predictions from a conventional model of direction selectivity based on a simple spatiotemporally oriented linear filter, followed by an intensive nonlinearity ("LN model"). These comparisons showed that some neurons' data agreed reasonably well with such a model, while others agreed poorly or not at all. Simulations of an alternative model which combines signals from idealized lagged and nonlagged front-end linear filters produce noise correlation results more like those seen in the neurophysiological data.
Introduction
Selectivity for direction of motion is exhibited in varying degree by most neurons in primary thalamo-recipient areas of cat visual cortex (Hubel & Wiesel, 1962) , and has been a continuing subject of quantitative characterization to understand the underlying mechanisms (e.g. Goodwin et al., 1975) . The presently most popular idea is that simple type cells can be understood as linear spatiotemporal filters, whose directionality arises from a progressively greater temporal phase delay at successive spatial positions (for review, see Carandini et al., 1999) ; this "space-time oriented linear filter" model is supported by studies of temporal phase response to sinewave gratings at different spatial phases (Reid et al., 1991; Albrecht & Geisler, 1991; Tolhurst & Dean, 1991; Jagadeesh et al., 1993) , and by reverse-correlation analysis of responses to randomly flashed bars (DeAngelis et al., 1993a,b; McLean et al., 1994) . Direction selectivity in complex cells might arise from summation of a set of space-time oriented linear filters (Adelson & Bergen, 1985) . White noise analysis of complex cells (Emerson et al., 1987) has also been interpreted as supporting this model (Emerson et al., 1992) , though other evidence from cortical neurons' responses to two-flash apparent motion (Baker & Cynader, 1988) may not be consistent with such models.
Some key aspects of these ideas are illustrated in cartoon form in Fig. 1 , in a manner designed for comparison with data presented later in this paper. Cortical neurons may be viewed as linear filters over two spatial dimensions and time; however, due to the orientation selectivity and, in most cases, the use of spatially onedimensional stimuli, only one spatial dimension need be considered. A typical kind of linear receptive-field filter is that shown in Fig. 1A , shown as gray levels as a function of spatial position (abscissa) and time (ordinate, with greater time lags downward); following an initial response latency (top-most part of image), the spatial profile (horizontal transect) shows separate positive (white) and negative (black) regions, corresponding to spatially segregated On and Off zones of a simple type cell. At greater time lags, these reverse in polarity, indicative of temporally transient properties.
This kind of plot is directly related to neuronal responses to single bars flashed at each receptive-field position; it is a function of spatial position and time lag, and will be referred to as a "firstorder" plot. The example in Fig. 1A is termed "space-time separable", because it can be expressed as a product of a spatial function and a temporal function: h~s, t ! ϭ h s~s !{h t~t !; such a separable linear model would not produce direction selectivity (see, e.g. McLean et al., 1994) .
A different kind of linear filter is that of Fig. 1B , in which the positive and negative regions are spatially shifted at successively greater time lags, giving a spatiotemporal orientation. Such a "space-time nonseparable" model would be selective for direction and speed of motion, and is consistent with one of the building blocks of the popular "motion energy model" of Adelson and Bergen (1985) . Direction selectivity in cortical simple cells has been correlated with responses to sinewave gratings (Reid et al., 1991; Albrecht & Geisler, 1991; Jagadeesh et al., 1993) and randomly flashed, single bars (McLean et al., 1994; DeAngelis et al., 1993a,b) , in a way which would be predicted by this kind of linear model.
An alternative way to characterize direction selectivity is to measure responses to a pair of flashed bars. Following subtraction of the responses to each of the bars presented alone, the integrated residual response (net nonlinear interaction) is plotted as a function of the bars' spatial and temporal separation, Ds and Dt. A cartoon example of one such interaction plot is shown in Fig. 1C , corresponding to that predicted by a simple delayedmultiplier type of correlation model of motion detection (Reichardt, 1961) ; circular positive regions symmetrically disposed in the top right and bottom left corners (corresponding to the preferred direction) exhibit characteristic values of optimal spatial and temporal separation which are separable within each quadrant. Visual cortex neuron responses to two-flash apparent motion stimuli have been reported which resemble this pattern (Baker & Cynader, 1988) . Alternatively, a nonlinear interaction plot like that in Fig. 1D , having oriented positive and negative regions, is expected from a motion energy model (Adelson & Bergen, 1985) or an oriented linear filter model (Fig. 1B) followed by a simple nonlinearity; such a result has been reported for complex cells in visual cortex (Emerson et al., 1987 (Emerson et al., , 1992 . (Note in Fig. 1 that the angle of the oriented regions in D is opposite to that in B, due to sign conventions.)
There are several problems in reconciling the different studies which support these various models. The apparent discrepancy between the nonlinear interaction results of Baker and Cynader (1988) and Emerson et al. (1987) is complicated by differences in their stimuli, the possibility of fine spatiotemporal structure (like that of Fig. 1C ) which might be "blurred" by a coarse sampling of the interaction function so as to appear oriented (Fig. 1D) , and the very limited sample sizes of both studies. The sinewave grating and reverse-correlation studies using linear systems analysis (Reid et al., 1991; DeAngelis et al., 1993a,b; McLean et al., 1994) generally underestimate neuronal direction selectivity. This discrepancy might be explained by the linear filter being followed by a simple intensive nonlinearity (Heeger, 1992) , which enhances selectivity; however, this explanation is inadequate for those direction-selective cells which fail to show any space-time orientation in their first-order filtering properties.
If nonlinearities of a nontrivial nature were present, they would be better characterized by a stimulus rich in frequencies or (equivalently) in relative time lags and spatial separations, such as "dense" noise (Emerson et al., 1987; Jacobson et al., 1993; Gaska et al., 1994) , a sum of sinusoids (Reid et al., 1991; 1992) , or pairs of bars (Baker & Cynader, 1988; Szulborski & Palmer, 1990 )-see Marmarelis and Marmarelis (1978) and Reid et al. (1997) . This study uses ternary white noise, like that of Emerson et al. (1987) , Jacobson et al. (1993) , and Gaska et al. (1994) , to provide estimates of both first-order filtering and nonlinear interaction functions ( Fig. 1) , on a larger sample of simple and complex cells from both areas 17 and 18, using relatively fine spatial and temporal resolutions, to address these issues. For a linear filter model followed by a simple intensive nonlinearity, it turns out that the form of the nonlinear interaction function can be predicted analytically from the linear filter function (see Appendix); a comparison of measured and predicted interaction functions is made for several simple type cells.
The results reveal a considerable diversity of behavior, including examples of neurons corresponding to all those previously reported. The nonlinear interaction analysis provides a quantitative characterization of the directionality of many of those cells that show little or no space-time orientation in a first-order analysis. Some simple cells show a nonlinear interaction plot much like that predicted from their first-order filtering, based on a linear filter followed by a simple intensive nonlinearity; other cells, however, fail this test and evidently generate direction selectivity by a different spatiotemporally nonlinear mechanism. Simulations of an alternative model involving interactions between idealized lagged and nonlagged front-end linear filters produce noise correlation results more like those seen in the neurophysiological data.
Methods

Physiological recording
These experiments were performed on neurons encountered in the course of other experiments (Zhou & Baker, 1994; Mareschal & Baker, 1998) ; the procedures for surgery and physiological recording were conventional, and have been described in detail in those papers. Briefly, veinous cannulation of adult cats was performed under halothane0oxygen anesthesia, and subsequent surgery was under intravenous (i.v.) thiopentone sodium. Surgery consisted of tracheal cannulation and a small craniotomy (about 4 mm), at HC-coordinates P30L1 for A17 or A30L4 for A18. Paralysis was induced with 4 mg0kg gallamine triethiodide (Flaxedil); the animal was artificially respired with oxygen0nitrous oxide, and an i.v. infusion of 10 mg0kg-h gallamine triethiodide and 1 mg0kg-h pentobarbital sodium in lactated dextrose Ringers was continued throughout the experiment. Adequacy of anesthesia and life support were monitored and maintained with readings of EEG, EKG, expired CO 2 and a thermistor-controlled heating pad. The nictitating membranes were retracted with phenylephrine hydrochloride, and the pupils were dilated with atropine sulfate, followed by application of gas-permeable contact lenses to protect the corneas. A fiber optic back-projection was used to plot the optic disks on a tangent screen, and the area centralis locations were estimated relative to these landmarks. Refraction with a slit retinoscope was used to select spectacle lenses, which were placed in front of artificial pupils.
Single-unit recordings were obtained with platinum-iridium microelectrodes (Frederick Haer; impedance 1-2 MV) on a stepping motor microdrive. Signals were amplified, displayed on an oscilloscope, and fed to an audio monitor and a window discriminator (Frederick Haer). Verification of single-unit isolation was assisted with a delay-triggered digital oscilloscope (Kikusui 5020A). Isolated spikes were collected by a lab interface card (ISC-16, R C Electronics) on the host computer (80486 PC), which recorded times of events to 0.10-ms accuracy.
Stimulus generation
The computer also generated visual stimuli using custom software and a graphics card. In earlier experiments, a Revolution-1024 graphics card (Number Nine Corp.) controlled a CRT (Joyce Electronics). A 512 ϫ 256 pixel raster was refreshed at 200 Hz on this monitor, which had an internally linearized control of luminance; the mean luminance was 115 cd0m 2 . In later experiments, a VSG 202 card (Cambridge Research Systems) controlled a NEC XP-17 monitor with a 512 ϫ 379 pixel raster, refreshed at 160 Hz; z-linearization was achieved with gamma-correction and a modified version of VideoToolbox software (Pelli & Zhang, 1991) , producing a mean luminance of 28.6 cd0m 2 . Drifting sinewave grating stimuli were produced by lookup table animation with a sinewave profile, and a static ramp in graphics memory, using fractional bit arithmetic to render drift speeds below 1 pixel per frame refresh. Spatial-frequency response was assessed at a fixed temporal frequency, with average poststimulus time histograms collected for each stimulus condition, as well as plots of average spike frequency as a function of spatial frequency. Similar measurements were made of temporal frequency, keeping spatial frequency fixed. These plots were displayed on an auxiliary computer console screen as the data were collected; the spike times were also stored on computer disk for later analysis.
Ternary white noise stimuli (Emerson et al., 1987; Jacobson et al., 1993; Gaska et al., 1994) were produced as a set of 32 bars (Fig. 2B , only 12 bars illustrated), all at the optimal orientation of the neuron studied. Each bar was white, black, or gray (same luminance as background) with equal probability; white and black bars were of equal luminance difference from the gray background, with contrast typically set at 50%, but sometimes increased to 70% for better responses. Each exposure was maintained for a small integral number of frames (usually 1 or 2, giving effective exposure times of 5 or 10 ms). Successive exposures contained freshly randomized sets of bar gray levels, which were spatially and temporally uncorrelated. Randomization was per-formed with precalculated files of random numbers, which were also used for cross-correlation data analysis. These random number files were checked for uniformity of the amplitude distribution of gray levels, and the spatiotemporal autocorrelation function of the stimulus was verified for whiteness (an impulse at the origin). An additional check on the adequacy of the high-order statistics of these random number sets will be described below.
Data collection procedures
The receptive fields of isolated cells were first qualitatively characterized with a manually controlled slit projector and a tangent screen, to assess dominant eye, location, optimal orientation, and preferred direction of movement. A computer-controlled display monitor was centered on the neuron's receptive field, and all subsequent testing was under computer control, using the neuron's dominant eye and optimal orientation. Drifting sinewave gratings were produced under interactive control to verify the optimality of the stimulus orientation, and to get a rough estimate of the neuron's optimal grating spatial and temporal frequency. Quantitative measurements were made with a randomly interleaved set of spatial frequencies, all at a fixed temporal frequency close to the neuron's optimum, testing several values of spatial frequency, for both preferred and nonpreferred directions of motion, with the entire set repeated five times. The temporal-frequency response was similarly assessed with spatial frequency fixed at the neuron's measured optimum, with a set of several temporal frequencies, and the entire set repeated 5-20 times. Optimal values were obtained from plots of average spike frequency as a function of spatial or temporal frequency.
Ternary white noise stimuli were delivered at the neuron's optimal orientation, in most cases beginning with an exposure duration, E, of 1-2 frames (5-10 ms) and a bar width set no greater than one-fourth l, the period of the neuron's optimal spatial frequency; these values were chosen to be small enough to provide good spatiotemporal resolution while adequately driving the cell. The noise stimulus was run as 30-100 sets, each of about 10-s duration, with each set having independently chosen randomizations of gray levels. For each set the average values (DC offsets) of the responses were removed, followed by the correlation analysis (below); results of this first-order analysis were averaged across all the sets. An on-line display of the analysis was provided on an auxiliary console, to verify centering of the stimulus on the receptive field and to monitor data accumulation.
Neurons were classified as simple type if the response to drifting gratings was highly modulated (Skottun et al., 1991) , or if the first-order correlogram (see below) showed clear spatial segregation of On-and Off-responding zones. All other cells were considered as complex type.
Model simulations
To validate data analysis methods, as well as to assist interpretation of results, responses of simple neural models to the noise and sinewave grating stimuli were simulated, and treated to the same analysis as neuronal data.
Since all the stimuli were spatially one-dimensional and aligned with the neuron's orientational axis, both stimuli and model filters were represented with only one spatial dimension. Stimuli represented as space-time arrays, x~s, t !, were convolved with spatiotemporal filters, for example, h~s, t!, to produce filter responses as single-valued functions of time, w~t !, in a conventional manner: w~t ! ϭ ͵͵h~s,t!ϫ~s,tϪt!dsdt.
For white noise analysis, the stimuli were the same ternary random-number sequences as those used for neurons. Such linear filter responses were subjected to an intensive ("zero-memory") nonlinearity, for example a half-wave rectification, to produce a waveform comparable to the time-binned response of a neuron described above. While memory-dependent gain control mechanisms might be of interest to simulate, they would require additional model parameters; since such gain controls are thought to sum over the extent of the neuron's entire receptive field (DeAngelis et al., 1992) , it seems likely that the small bar widths and short exposure times used here would sum to produce very little gain modulation. Simulations were implemented in MatLab (Mathworks, Inc.), with cpu-intensive functions coded as mex-functions. Simulated model responses were analyzed and displayed using the same programs as used on data from real neurons.
Cross-correlation analysis: First-order
The first-order correlation analysis procedure is illustrated in Fig. 2 , for a cartoon simple-type receptive field ( Fig. 2A) . Since the stimuli were spatially one-dimensional and aligned to the neuron's optimal orientation, only one spatial variable (s ) along the width of the receptive field was needed.
Consider one of the 32 bar positions in the stimulus, centered on the On-responding zone (p1) of the receptive field. The luminance of this bar as a function of time is a random sequence (Fig. 2C , top trace), of positive, negative, or zero values (white, black or gray luminances, respectively). The hypothetical On zone causes the neuron to fire a spike in response to white bars, at a latency of L 0 . Due to a threshold, two successive white bars are required to elicit a spike; three successive white bars elicit a pair of spikes (Fig. 2C, 2nd trace) . Spike train data were converted to a spike frequency measure by temporally quantized bins, here of width equal to the exposure time, E, of the stimulus bars (5-6.2 or 10-12.5 ms). The cross-correlation of the stimulus waveform and the spike frequency waveform (1st and 3rd traces of Fig. 2C ) was then calculated, by simply averaging the responses coming after the occurrence of every white bar in the stimulus sequence. In this respect, the temporal correlogram is much like a conventional poststimulus time histogram, in response to a very briefly flashed bar. A hypothetical example of such a correlogram for an On zone is shown in Fig. 2E as a function of time lag; it has a response latency L 0 and is distributed in time due to variance and to temporal filtering.
Another example bar position in an Off-responding zone, p2, might produce results as in Fig. 2D ; in this hypothetical case there is a transient temporal filtering, such that a spike is fired (at latency L 0 ! only when a white bar is soon followed by a black bar. A resultant correlogram as a function of time is shown in Fig. 2F . Note that it shows an initially negative correlation (reflecting the inhibitory nature of the Off zone), which reverses to a positive correlation at greater time lags. Such a temporally biphasic crosscorrelation with white noise is expected from neurons showing postinhibitory rebound or adaptation.
Such one-dimensional temporal correlograms were collected for each of the 32 bar positions, separately for white, black, and gray bars. For an ideal (i.e. linear) simple type cell, the black bar correlogram for a given bar position is the negative of the white bar correlogram, and their arithmetic difference, k1~t !, is twice the amplitude of the white bar correlogram. Such difference correlograms, taken for 32 time lags for each of the 32 bar positions, formed a 32 ϫ 32 matrix, k1~s, t !. A cartoon example of such a first-order correlogram is shown Fig. 2G , for the receptive field of Fig. 2A ; it is represented with a color-mapping, in which near-zero values are gray, increasingly positive values are lighter, and increasingly negative values are darker. The color-map is quantized to give the appearance of a contour plot and to make differentiation of its regions more perceptually salient.
The first-order correlogram of Fig. 2G is shown with spatial position along the abscissa, and time lag running downwards (zero is at the top edge). Note that a vertical transect at spatial position p1 is positive and monophasic (as in Fig. 2E ), while a transect at p2 is initially negative, then positive (as in Fig. 2F ). A horizontal profile at time lag L 0 shows the spatial segregation of On and Off zones of the classical receptive-field description ( Fig. 2A) .
This "forward" correlation is an alternative calculational procedure for producing the same result as a spike-triggered "reverse correlation" (DeAngelis et al., 1993a; McLean & Palmer, 1994 )-for a theoretical comparison, see Marmarelis and Marmarelis (1978) . Where this analysis differs more meaningfully from previous "reverse correlation" studies is the use of dense rather than sparse noise (many simultaneous bars, rather than one bar at a time), which provides both greater time resolution (because of the very short exposure times of each set of bars) and the opportunity to examine nonlinear interactions
Cross-correlation analysis: Nonlinear interactions
The above analysis considered responses to individual bars, while a nonlinear interaction analysis is an analogous cross-correlation with the occurrences of pairs of bars in the stimulus. The procedure is illustrated with a rather different cartoon receptive field (Fig. 3A) , consisting of a pair of adjacent zones, p1 and p2, both excitatory; both zones' responses are subject to an overall latency, L 0 , but in addition the response at p1 is relatively delayed by an additional amount, T 0 . We now consider the response to the noise sequences at two bar locations, centered at p1 and p2, shown in the top two traces of Fig. 3B . The hypothetical rule here is that a spike is fired only in response to white bars occurring at both locations p1 and p2; due to the relative delay of zone p1, a white bar at p2 must occur T 0 ms after a white bar at p1. This constitutes a simple Reichardt type of correlation motion detection model (Reichardt, 1961) . As before, one-dimensional (first-order) correlograms are constructed for the average responses to individual bar positions, shown in the top two traces of Fig. 3C ; these correlograms do show small responses in spite of the coincidence rule, due to random fortuitous occurrences of bars at other positions. Correlograms are also constructed for the average response to pairs of white bars separated spatially by Ds, with a relative time lag of Dt. Here, for positions p1 and p2 (separated by Ds ϭ S 0 !, for a relative time lag Dt ϭ T 0 , there is a large correlation (Fig. 3C, 3rd trace) .
The amount of nonlinear interaction between the two bar positions is obtained by subtraction of the corresponding single bar responses, leaving the residual interaction function (bottom trace of Fig. 3C ). One of the pair of bars used for analysis is fixed at a "reference position" in the receptive field, and the other is chosen at each combination of a series of 33 values of Ds and 33 values of Dt (except the case of Ds ϭ Dt ϭ 0, which never occurs in the stimulus). This procedure is done for white-white, white-black, black-white, and black-black bar combinations, yielding 4356 (33 ϫ 33 ϫ 4) one-dimensional correlograms. Following the method of Emerson et al. (1987) and Gaska et al. (1994) , this data is made more manageable by integrating each interaction correlogram, to obtain a scalar measure of nonlinear interaction strength; a further reduction is achieved by combining the four types of correlogram in a manner corresponding to the response of a simple product rule (white-white added to black-black, and the other two subtracted). These procedures leave a 33 ϫ 33 matrix of values of net nonlinear interaction, as a joint function of spatial and temporal separation, for the given reference position. (The origin value, Ds ϭ Dt ϭ 0, is interpolated from the adjacent measurements.) These data are averaged for each of 16 reference bar positions spanning the receptive field of the neuron, and plotted with a gray level mapping as in Fig. 2 . This kind of plot was termed a "motion kernel" by Emerson et al. (1992) . The correlational calculations required to analyze a typical set of such data required Ͻ1 h on a Macintosh (G3) computer (first-order analysis required a few seconds).
Such a plot is shown in Fig. 3D as a joint function of Ds and Dt. Note that there is a net interaction only at two symmetrical points, @S 0 , T 0 # and @ϪS 0 , ϪT 0 # , corresponding to the optimal spatial and temporal separations of the Reichardt motion detector. A plot like that of Fig. 3D was actually obtained from a computer simulation of an ideal Reichardt detector, carried out to check the analysis procedure-this result demonstrates that the random numbers used for the analysis did not have higher order correlations of a type which would affect these data.
Variance in kernel estimates
Several factors conspire to produce high variability in correlationbased estimates of kernels. The stochastic nature of the stimulus itself can be expected to introduce some variance, particularly due to the necessary use of limited samples of noise having imperfect first-and second-order statistics; and higher order kernels are subject to much greater variance (Marmarelis & Marmarelis, 1978) . In addition, visual cortex neurons exhibit stochastic firing properties, even in response to deterministic stimuli. Furthermore, broadband noise stimuli inject relatively little energy into a cortical neuron's limited spatiotemporal passband, leading to very low response rates. Thus, it is imperative to employ data-analysis procedures which minimize this variance, and to have quantitative indices of variability in a given measurement.
As mentioned above, correlograms were obtained from records of about 10 s each. These functions were then smoothed by convolution with a 7 ϫ 7 pixel approximation to a Gaussian having unity width. Because the spatial and temporal resolution of the analysis were systematically set to be much finer than the neuron's resolution (see above), this smoothing filter is sufficiently narrow to minimize erosion of structural features of kernels, while exerting a maximal suppression of quantitative indices of kernel variance (SNR and z-scores, below).
These smoothed correlograms from individual records were averaged to produce kernel estimates. Standard errors of kernel values were also calculated as functions of spatial and temporal lags, and displayed as color-mapped arrays in the same way as the kernels. Unlike the kernel estimates, these "variance maps" contained no systematic spatiotemporal structure; and scatterplots of the standard deviations against the mean values revealed no correlation. Consequently, these maps were averaged to obtain scalar values of standard error for each kernel estimate. Normalization by these values produced kernels scaled as z-scores.
These procedures are illustrated in Fig. 4 , for a first-order analysis of a model consisting of a space-time oriented filter (A) followed by an intensive nonlinearity which is a "half-square" (half-wave rectification followed by squaring- Heeger, 1992) . The model's response was made noisy and temporally sparse to mimic the statistics of a cortical neuron, by adding Gaussian white noise to the filter's output and placing a threshold on the rectification. The raw first-order correlation is plotted in (B); the prominent oriented positive and negative regions of the filter (A) are visible, but substantially obscured by variance. Using a color-map quantized to 7 levels (C) to enhance the perceptual salience of the major structural features, the kernel estimate is replotted in (D) as z-scores. In comparison to the original filter function replotted with the same quantization (E), the z-score map has clearly captured the main features, but is still obscured with some residual variance seen at the edges. Removal of z-values having a magnitude less than 2.0 produced a kernel representation (F) much more similar to the ideal result (E), with removal of most of the incorrectly indicated pixels. Subsequent illustrations of kernel estimates will use z-map plots, thresholded at z ϭ 2.0, like that of (F).
As a quantitative index of the amount of spatiotemporal "structure" in kernel plots, an SNR (signal-to-noise ratio) index of response strength was calculated for each first-order or nonlinear interaction plot, by a method adapted from that of Ohzawa et al. (1996) . The noise energy was estimated by integrating the squares of 256 values of points at the edges of the plots, well away from where neuronal responses would occur (the top 3 and bottom 5 rows of first-order plots, and the top 4 and bottom 4 rows of nonlinear interaction plots). The signal energy was estimated by integrating the squares of 256 values in regions of the plots which contained neuronal responses (top central 16 ϫ 16 submatrix of first-order plots, and central 16 ϫ 16 block of nonlinear interaction plots). The SNR index was measured as dB, taken as 20 log 10 (signal energy0noise energy). Plots whose SNR index was below 6 dB were not used for further analysis;* this criterion successfully rejected kernel plots which appear very noisy and unstructured, while passing ones with reasonable z-score maps.
Indices of directionality
To help address the questions outlined in the Introduction, a scalar index of net space-time orientation was calculated for each firstorder and nonlinear interaction plot, using the procedure illustrated in Fig. 5 for a typical neuron. The magnitude part of the twodimensional Fourier transform was obtained, and is shown in the middle plots of Fig. 5 as a joint function of spatial and temporal frequency, with the origin at the center. In the absence of measurement variance, an ideal space-time oriented plot (as in Fig. 1B or 1D) will result in a pair of points symmetrically disposed to the upper right and lower left of the origin; an ideal nonoriented plot (Fig. 1A) will give four points, one in each quadrant, symmetrical with respect to the origin. Thus, the net space-time orientation is shown in the difference between the top right and top left quadrants of the plot (due to symmetry, the bottom quadrants are redundant). The preferred direction response, P, was taken as the peak value in the quadrant corresponding to the neuron's preferred direction (upper right for first-order, upper left for nonlinear interaction); the nonpreferred response, N, was taken as the value in the opposite quadrant at the same spatial and temporal frequency as P. The effects of variance were reduced by first smoothing with a 3ϫ3 approximation to a Gaussian kernel (right-most plots of Fig. 5 ). This index of spatiotemporal orientation, referred to here as a "motion energy index"~MEI !, was calculated as
For the cartoon examples of Fig. 1 , this index would give zero for the space-time separable, nondirectional first-order case *In theory, such a ratio of signal-to-noise energy should be distributed as an F-statistic, which might be used for an F-ratio test (null hypothesis of no difference). However, the smoothing reduces the effective degrees of freedom by an uncertain amount. Such F-ratios calculated from unsmoothed kernels (255, 255 d.f.) produce an unacceptably liberal acceptance criterion at conventional P values. (Fig. 1A) , and 100% for Figs. 1B and 1D. In the realistic example of Fig. 5 , this procedure gave values of 20% for the first-order data (A) and 32% for the nonlinear interaction (D). Note that these values correspond to one's subjective percept of the degree of orientation in these plots, which in Fig. 5 is moderately evident (D) but hardly present (A).
Note that the MEI is not an index of spatiotemporal nonseparability, as such. For example, a first-order plot having a sustained Off zone and a flanking transient On zone, but whose plot lacks any oriented contours, would be nonseparable but would have a poor degree of space-time orientation (reflected in a low MEI !; the data of Fig. 5A are to some extent an example of this, and others will be shown below. Spatiotemporal orientation, and not nonseparability, is most directly pertinent to predicted direction selectivity to moving stimuli.
An index of direction selectivity~DSI ! to moving sinewave gratings was calculated in a similar manner, from data used for measurement of optimal spatial and temporal frequency. This index was calculated by the same formula as for the MEI, in which P and N were the neuron's average spike-frequency response at the value of grating spatial or temporal frequency giving the greatest response in the neuron's preferred direction. Since spontaneous activity levels were subtracted from the data prior to the DSI calculation, a null-direction inhibition could result in a value greater than 100%.
Results
Noise experiments were performed, and results analyzed on 68 neurons in 34 cats. Four of these were nonoriented, presumably lateral geniculate nucleus (LGN) afferents. Of the remainder, 48 neurons had either first-order or nonlinear interaction correlograms which were suitable for further analysis.
First-order responses
A relatively linear neuron might be expected to have a significant first-order correlogram which almost entirely determines its re- sponse properties, and an insignificant nonlinear interaction function. Figs. 6A-6D shows first-order correlograms for some examples of cortical simple type cells whose nonlinear interaction functions were not significant. For each case, the raw correlogram (as in Fig. 4B ) is shown on the left, and the thresholded z-score plot (as in Fig. 4F ) on the right. The correlogram of the cell in Fig. 6A shows a pair of spatially separate positive and negative regions at the top, followed by a pair of reversed regions at larger latencies. This plot is much like the cartoon of Fig. 1A , being approximately space-time separable, and is comparable to other such cases described with previous reverse-correlation studies (DeAngelis et al., 1993a,b; McLean et al., 1994) ; the apparent lack of spacetime orientation is corroborated by the low MEI of 15%. Thus, it was not surprising that this neuron had a relatively low direction selectivity index (25%) to sinewave gratings.
The first-order plot in Fig. 6B is somewhat like that in A, except that the left-hand region was lacking a reversed polarity response at larger time latencies. This is another example, like that of Fig. 5A , of a neuron which is space-time nonseparable, but having little space-time orientation~MEI of 17%). Consistent with a linear model, this cell had a low degree of directionality (24%) to sinewave gratings. Similarly the cell in Fig. 6C showed only a slight space-time orientation in one of its response regions~MEI of 14%), and a low grating directionality (10%).
The neuron in Fig. 6D was similarly low in space-time orientation~MEI of 6%), yet it had a moderately good directionality to sinewave gratings (44%). Given its very poor nonlinear interaction response, this is an example of a failure of the noise correlation analysis method to characterize a cell's direction selectivity.
Four cells showed little selectivity for orientation, direction of motion, or spatial frequency, and were presumed to be LGN afferents. The first-order correlogram of one of these is shown in Fig. 6E , for comparison. The lack of space-time orientation~MEI of Ϫ1%) and even-symmetric spatial organization corresponds to what would be expected from an OFF-center LGN receptive field.
Complex type cells sometimes showed strong first-order responses, in spite of their nonlinearity (note that an ideal full-wave rectifier would have no first-order response at all). A typical example of such a response is shown in Fig. 6F : one spatial locus with an initial negative region of response followed by a temporally delayed region of opposite polarity; note the absence of spatially segregated response regions. For such neurons the firstorder MEI was, unsurprisingly, very low (here, Ϫ2%), but the nonlinear interaction data often showed directionality (see below). Simple type visual cortex neurons showing good first-order but poor nonlinear responses were a minority, and were never ones having a direction selectivity to gratings greater than 50%; the more common situation of showing both first-order and nonlinear interactions will be discussed below.
Nonlinear interaction responses
Some cells, usually complex type, had a significant nonlinear interaction response, while the first-order correlation was absent. Fig. 7A shows one such example from A17, consisting of an oriented positive region through the origin, and flanking oriented negative regions, much like the cartoon in Fig. 1D , and cells described by Emerson et al. (1987) . The MEI was 70%, consistent with the grating directionality of 96%. Fig. 7B shows another similar example from A17~MEI of 55%, compared to grating directionality of 74%), and Fig. 7C shows a similar case from A18 MEI of 66%, with grating directionality of 72%).
However, a number of the nonlinear interaction plots were not like the cartoon example of Fig. 1D . Fig. 7D shows one from A18, consisting primarily of a single positive region at the origin. The lack of grating direction selectivity~DSI of 1%) agrees with the poor space-time orientation~MEI of 10%).
An unusual nonlinear interaction plot from an A18 neuron is shown in Fig. 7E , consisting of a weak positive region at the origin and a pair of stronger, positive regions symmetrically offset in such a way as to give a moderate MEI of 35%. Another interesting case is shown in Fig. 7F -this cell's nonlinear interaction plot showed an oriented region through the origin, but having a clear dip in strength at the origin itself. The MEI was 62%, consistent with the Fig. 4B ), right panel shows thresholded z-score plot (as in Fig. 4F ). Full-scale extent of abscissa (spatial position) is indicated as a multiple of the period l of one cycle of the neuron's optimal spatial frequency. (A) Area 17 neuron, showing relatively small space-time orientation~MEI ϭ 15%), in agreement with low grating direction selectivity of 25%. (B) A18 cell, spatiotemporally nonseparable but showing poor space-time orientation~MEI ϭ 17%) and low grating directionality (24%). (C) Area 18 cell with little space-time orientation~MEI ϭ 14%) or grating directionality (10%). (D) Area 18 cell having poor space-time orientation~MEI ϭ 6%), but moderately good grating directionality (44%). (E) Presumptive LGN afferent recorded in A17 having negligible space-time orientation~MEI ϭ Ϫ1%). (F) A18 complex type cell-note lack of spatially segregated response regions; first-order MEI ϭ 2%, grating directionality ϭ 190% (due to null-direction inhibition). Z-score color-map intervals are 1 in A, B, F; 2 in C,D; and 4 in E.
grating directionality of 96%. This neuron is somewhat like the cartoon of Fig. 1C , and the cases described by Baker and Cynader (1988) . Some additional examples of this kind of behavior will be shown below.
A feature to note in the nonlinear interaction plots is the location of the maximum positive point. As will be shown below, this point should be at the origin~Ds ϭ Dt ϭ 0! for a conventional, spatiotemporally oriented linear filter model of direction selectivity. This is true for the neurons shown in Figs. 7A-7D but not for those in Figs. 7E and 7F and others to be shown below.
A simple model
Before proceeding further, it is instructive to consider a simple model of direction selectivity (e.g. Carandini et al., 1999): a space-time oriented linear filter followed by an intensive ("zeromemory") nonlinearity, such as that shown at the top of Fig. 8 . The filter is a time-delayed and truncated, oriented Gabor function:
where l s and l t are reciprocally related to the filter's optimal spatial and temporal frequency, respectively. s s and s t determine the filter's spatial and temporal bandwidth; here they were set to s s ϭ 3l s 08 and s t ϭ l t 02. The Appendix demonstrates that for such an "LN" (linearnonlinear cascade) model in which the zero-memory nonlinearity can be well approximated by a second-order polynomial, the nonlinear interaction measured here is approximately the autocor- Fig. 7 . Nonlinear interaction data for 6 neurons, as functions of temporal separation Dt and spatial separation Ds, expressed as a multiple of one cycle l of the neuron's optimal spatial frequency; origin~Ds ϭ Dt ϭ 0) at the center. Each neuron's data is presented as in Fig. 6 , with raw correlograms at left and thresholded z-score plots at right. (A) Area 17 neuron showing clear oriented region through the origin~MEI ϭ 70%), in accord with strong grating directionality (96%). (B) Area 17 cell similar to A, with good space-time orientation~MEI ϭ 55%) and grating directionality (74%). (C) Area 18 cell similar to A, with good space-time orientation~MEI ϭ 66%) and grating directionality (72%). (D) Area 18 cell with nonlinear interaction near origin, with almost no space-time orientatioñ MEI ϭ 10%) and weak grating directionality (1%). (E) Area 18 cell with unusual interaction plot showing weak positive peak at the origin, and higher positive peaks off-origin, with an MEI ϭ 35% and grating directionality of 81%. (F) Area 18 cell with interaction plot having an oriented region through the origin, but a dip in strength at the origin itself, giving a space-time orientation index of 62%, compared to a grating directionality of 96%. Z-score color-map intervals are 1 in B,D,E; 2 in A,C. relation function of the linear filter impulse response, which is estimated by the first-order correlogram. This relationship is intuitively plausible, in that the nonlinear interaction function measures second-order (multiplicative) interactions, hence the product relation of responses; for each Ds0Dt, it is just the (integrated) correlation of responses to pairs of inputs, each given by the first-order response.
The left-most column of panels in Fig. 8 illustrates this idea with results of a simulated noise experiment on the LN model, in which the nonlinearity is a second-order polynomial approximating a half-square relation over the range of filter responses (shown in the superimposed histogram, in the top panel of the left column). The first kernel~k1! approximates the model's filter~h1! very well. The nonlinear interaction function~mk! is an oriented posi- Fig. 8 . Relationship between first-order~k1! and nonlinear interaction~mk! correlation analyses, for an LN model, assessed with simulations. Block structure diagram of the model is illustrated at the top, with a space-time oriented linear filter~h1! followed by a zero-memory nonlinearity~zmn!. Results of simulated noise correlation experiments are shown in columns, for three examples of the nonlinearity. The left column is for a second-order polynomial, with parameters chosen to approximate a half-square relation over the range of filter outputs, w~t !, shown in the histogram superimposed on the polynomial; note that the offset from the origin minimizes negative-valued outputs. For this model, the first-order plot~k1! correctly approximates the filter, h1; and the nonlinear interaction plot, mk, is very similar to the autocorrelation of k1. The middle column shows that similar results hold for a half-square nonlinearity, offset by a threshold (u ϭ 1.0). The right column shows results for a saturating nonlinear function, with similar kernels. Note that in all cases the nonlinear interaction function, like the k1 autocorrelation, has a positive peak at the origin.
tive region through the origin in the Ds0Dt domain, with flanking oriented regions of alternating polarity. The latter result is similar in form to that reported by Emerson et al. (1992) from computer simulation of an Adelson-Bergen motion energy model. The bottom panel in the left column of Fig. 8 shows the autocorrelation of the first-order plot~k1 * k1!, which is nearly identical to the measured nonlinear interaction function~mk!, confirming the relationship derived in the Appendix.
How robust is the correspondence between k1 and h1, and between mk and k1 * k1, when the intensive nonlinearity is a more biologically plausible one, which departs from the pure secondorder polynomial assumed in the analytic derivation of the Appendix? The middle column of Fig. 8 shows results of a similar simulation when the nonlinearity is a half-square relationship, which has been a popular choice for modeling cortical neurons (Heeger, 1992; Carandini et al., 1999) . To better mimic actual neuronal responses, a high threshold has been introduced, which shifts the half-square function rightwards-only a very small percentage of the distribution of w~t ! exceeds this threshold, producing relatively sparse responses like those seen in cortical neurons. Again, the nonlinear interaction plot corresponds well to the autocorrelation of the first-order kernel, which closely resembles the model's linear filter.
The right column of panels in Fig. 8 shows simulation results for a log-sigmoid nonlinearity which resembles the half-square but having a saturation at high input levels. Again the nonlinear function has been adjusted to produce a more biologically realistic threshold. Note that the nonlinear interaction function~mk! is still in close agreement with the theoretical prediction from the autocorrelation~k1 * k1! of the first kernel. A similar pattern of results was found for other nonlinearities, such as a half-wave rectification, whose polynomial approximation would have significant higher order terms-a successful prediction of the nonlinear interaction function~mk! from the autocorrelation~k1 * k1! of the first kernel.
Note that a first-order plot without any space-time orientation will also be predicted to have a nonlinear interaction function with a peak at the origin (indeed, the autocorrelation function is always maximal at the origin), and negative lobes at symmetrical locations on the ordinate and abscissa axes; thus it will have no net orientation (the MEI is zero).
Thus, the predicted correspondence between the nonlinear interaction function~mk! and the autocorrelation of the firstorder plot can be used as a test of the validity of a simple LN model like that of Fig. 8 , for simple type cells which have significant measured k1 and mk plots. As will be shown with model simulations below, this relationship can fail for more complex models, for example when there are multiplicative (or divisive) interactions between sets of inputs to the recorded neuron (for example, in a Reichardt model of motion detection). Examples of such failure will be shown below, for both neurons and models.
Neurons having both first-order and nonlinear interaction responses
The above test of LN model validity could be carried out on simple type cells having both first-order and nonlinear interaction plots. Of 21 such neurons in this sample, four are shown in Figs. 9 and 10, with each result shown as a raw correlogram (left) and a thresholded z-score plot (right). Each column of panels shows results for one neuron, with a first-order correlogram (top) and the nonlinear interaction plot (middle); the bottom panels show the autocorrelation functions of the first-order plots.
A case showing prominent space-time orientation in both first-order and nonlinear interaction plots is Figs. 9A-9B. The first-order correlogram (A) had an oriented positive region~MEI of 33%), while the nonlinear interaction (B) had oriented regions of alternating polarity~MEI of 76%); the grating directionality was 100%. This cell was one of those having the best agreement with the expected results from a spatiotemporally oriented linear filter model (Figs. 1B and 1D ).
Another such case is shown in Figs. 9D-9E . The first-order correlogram (D) was somewhat like a space-time separable model (Fig. 1A) , but with an oriented "bridge" connecting the negative regions, giving it an MEI of 26%. The nonlinear interaction plot (E) had an oriented positive region, accompanied by weak flanking negative regions. Its MEI was 30%; the grating directionality was 60%. For both of the neurons shown in Fig. 9 , the directionality to gratings is closer to the MEI of the nonlinear interaction data than that of the first-order analysis.
Other neurons showed results which might be more difficult to reconcile with a linear space-time oriented filtering model; two examples are shown in Fig. 10 , in the same format as Fig. 9 . The neuron of Figs. 10A-10B had a quite separable first-order correlogram (A), very much like the cartoon of Fig. 1A (and the data of Fig. 5A ), which was reflected in its near-zero MEI of Ϫ2%. Its nonlinear interaction (B) showed a pair of positive regions symmetrically placed about an empty origin, like the cartoon of Fig. 1C , and the data of Baker and Cynader (1988) . The MEI was moderately positive (27%); again the high grating directionality (100%) was at least closer to the MEI of the nonlinear interaction plot, and in qualitative disagreement with the nonoriented and separable appearance of the first-order plot.
A quite different pattern is seen in the case of Figs. 10D-10E , where the first-order plot (D) has a prominent space-time oriented region~MEI of 49%), comparable to the cartoon of Fig. 1B and many of the directional cells' reverse-correlation analyses (DeAngelis et al., 1993a,b; McLean et al., 1994) . This cell also had a nonlinear interaction plot (E) with a pair of positive regions symmetrically disposed about a blank origin, but with weak flanking regions of opposite polarity. As shown above, the notable absence of a peak at the origin is inconsistent with an early linear filtering model.
Quantitative prediction of nonlinear interaction from LN model
The bottom plots of each column of Figs. 9 and 10 show the predicted nonlinear interaction plots for each neuron, constructed from the autocorrelation functions of the first-order correlograms in the left-most plots of each row. In some cases, these predictions were in fairly reasonable agreement with the measured nonlinear interaction plots. For example, in Fig. 9C , the autocorrelation of the first-order data successfully predicts the central oriented positive region; the flanking negative regions in the measured interaction plot are also seen in the prediction, though more weakly. Fig. 9F shows another example of at least qualitative agreement of the autocorrelation plot with the nonlinear interaction plot, again with the most apparent discrepancies in the strengths of the flanking negative regions.
A very different situation is seen in Figs. 10A-10C , where the space-time separable first-order data gives a nearly symmetrical autocorrelation function (C) with a strong positive peak at the origin. This prediction is in clear disagreement with the measured nonlinear interaction plot (E), which lacks an origin peak and shows a moderate space-time orientation.
Figs. 10D-10F show the clearest example of an autocorrelation prediction (D) like that expected from an early space-time oriented linear filter (Fig. 1D) , which has a modest resemblance to the measured interaction plot. However, as pointed out previously, the measured nonlinear interaction data fail to show the positive peak at the origin which is a feature of an autocorrelation function; instead there is a dip at the origin, to the background zero level.
Relationship of correlation analyses to direction selectivity
In many of the above examples, it was apparent that the neuron's direction selectivity to sinewave gratings seemed fairly well correlated with the space-time orientation of the nonlinear interaction plot, while such a relationship was found in some of the first-order correlograms but not in others. This type of comparison was examined for the population of neurons in this sample.
For all the neurons with significant first-order correlograms, the MEI was compared to the grating direction selectivity~DSI ! as a scatterplot in Fig. 11A . Complex type cells are shown as closed symbols, and simple cells as open symbols; circles denote A17, triangles A18 neurons. In almost all cases, the MEI was positive (i.e. it correctly predicted the neuron's preferred direction). However, the MEI values were relatively small, never exceeding 50%, and poorly correlated with the corresponding direction selectivity values for gratings. This kind of result is similar to previous reports of a good prediction of preferred direction, but a poor quantitative relation to the degree of direction selectivity, from estimates of linear filtering properties of cortical neurons (Tolhurst & Dean, 1991; Albrecht & Geisler, 1991; DeAngelis et al., 1993b; McLean et al., 1994) . Fig. 11B shows a similar comparison for MEI values from the nonlinear interaction data. For all but one of the neurons, the predicted direction is correct, but the MEI values are larger and Fig. 9 . First-order correlograms, nonlinear interaction plots, and model predictions of nonlinear interactions, for two simple type cells. First-order correlograms, in top row, in same format as Fig. 6 ; nonlinear interactions and their predictions, in middle and bottom rows, respectively, in same format as Fig. 7 , with origin at the center. (A-C) Area 18 neuron with moderate first-order spatiotemporal orientation~MEI ϭ 33%) and strong nonlinear orientation~MEI ϭ 76%), compared to a grating directionality of 100%. Bottom plot (C) shows autocorrelation function of first-order data, which is a prediction of the nonlinear interaction for an LN model (see text, and Fig. 8) ; note the correct prediction of an oriented positive region through the origin. (D-F) Area 18 neuron, with moderate first-order space-time orientation~MEI ϭ 26%) and nonlinear interaction orientation~MEI ϭ 30%), compared to grating directionality of 60%. Z-score color-map intervals are 1 (A,E), 2 (D), and 3 (B). Fig. 10 . First-order correlograms, nonlinear interaction plots, and model predictions of nonlinear interactions, for two additional simple type cells, in same format as Fig. 9. (A-B) . Area 17 cell with negligible first-order space-time orientation~MEI ϭ Ϫ2%), but very strong grating directionality (100%); nonlinear interaction plot shows positive regions to either side of a blank origin, with moderate orientation index~MEI ϭ 27%). LN model prediction is qualitatively different, dominated by a peak at the origin and showing negligible orientation. (D-E) Area 18 neuron showing clear orientation in both first-order correlogram~MEI ϭ 49%) and nonlinear interaction~MEI ϭ 49%); grating directionality ϭ 95%. The LN model prediction was strongly oriented, but not showing the dip at the origin in the nonlinear interaction plot. Z-score color-map intervals are both 2 for first-order plots and 1 for nonlinear interactions. appear at least somewhat correlated with grating direction selectivity. Fig. 11C shows that MEIs from nonlinear interaction plots and first-order analysis were poorly correlated with one another; however, in nearly all cases, the MEI from nonlinear interaction plots was greater than that from first-order analysis.
Modeling
While the simple LN model of Fig. 8 was helpful for validation of analytical methods and instructive for helping interpret kernel structures, it clearly cannot account for many of the cases in which the nonlinear interaction kernel qualitatively differs from the prediction of the autocorrelation of the first kernel. It would be desirable to have a model with an added degree of flexibility needed to accommodate the diversity of neuronal data, and with components which are more biologically realistic.
A preliminary attempt at such a model is shown in the top part of Fig. 12 . The response is formed by combining signals u~t ! and v~t ! from two parallel pathways, produced by spatiotemporal filters h L and h N , respectively. Each of these filters is spatiotemporally separable, that is, the dot product of a spatial filter (Gabor) and a temporal filter. The spatial filters here are both evensymmetric, and spatially shifted to be in quadrature phase. The temporal filter h N imitates nonlagged LGN cells: its impulse response is biphasic and zero-balanced (producing transient step responses). The temporal filter h L mimics lagged LGN cells (Saul & Humphrey, 1990 , 1992 , having an impulse response that is initially negative (producing the "lag"), followed by a slower, larger positivity (producing relatively sustained step responses). Responses of these filters are in approximately quadrature temporal phase over a physiologically relevant range of temporal frequencies; in addition, each has a pure delay of 50 ms to better mimic physiological recordings. The model implicitly assumes that LGN inputs operate in a "push-pull" manner (Ferster, 1988; Reid & Alonso, 1995; Jagadeesh et al., 1997; Carandini et al., 1999) to compensate the rectification nonlinearity of individual LGN neurons. Fig. 12 illustrates two alternative ways in which this kind of model can give rise to a dip at the origin of the nonlinear interaction function.
In a variant of the model shown on the left side of Fig. 12 , the responses of the h L and h N filters are combined linearly, and as before the resultant signal goes through a final half-squaring with a threshold, u. This model structure corresponds to that conventionally posited (Saul & Humphrey, 1992; Carandini et al., 1999) . Since a system consisting of linearly added responses of linear filters is equivalent to a single linear filter, this is still an "LN" model in the general class of that in Fig. 8 , but with more biologically motivated filters and a richer structure.
The left column of Fig. 12 shows the measured kernels from a simulated noise correlation experiment, in a similar format to that of Fig. 8 . The first kernel, k1, corresponds to the linear sum of the two filter functions, and is space-time oriented due to the spatiotemporal quadrature relation of the filters (Saul & Humphrey, 1992) . The nonlinear interaction function, mk, is also spatiotemporally oriented, but notably shows a dip at the origin, unlike the prediction from the autocorrelation of the first kernel. Since this model is equivalent to an "LN" structure, this departure from the autocorrelation prediction must arise from the high-order nonlinear nature of the final threshold function; consistent with this idea, the dip at the origin could be produced only with relatively high values of the threshold parameter, u. This model also displayed another kind of parameter sensitivity: if the relative contributions of the lagged and nonlagged signals are "unbalanced", by making the parameter b smaller or larger than unity, both of the measured kernels lose most of their s-t orientation.
Many variations of this model are possible, for example making the front-end spatial filters odd-symmetric can produce first kernels that are spatially odd-symmetric, like that of Fig. 9A . However, in all these cases, as well as with differing (nonoptimal) values of the relative weight, b, of the two filters, the structure and degree of s-t orientation of the nonlinear interaction kernels~mk! are lawfully coupled to that of the first kernels~k1!. Therefore, while this kind of model can account reasonably well for many neurons' data, as in Fig. 9 , it cannot account for those in which nonlinear kernel shows much more s-t orientation than the first kernel (Figs. 10A-10B and 11) .
However, a simple modification of the above model can successfully mimic a wider range of behavior. As shown in the right half of Fig. 12 , the lagged and nonlagged signals can be combined nonlinearly, in this example by a multiplicative interaction which mimics heterosynaptic facilitation, w ϭ v~1 ϩ bu ' !, where u ' is a half-wave rectified lagged signal, u. This model is an elaboration of one suggested previously from two-flash apparent motion experiments (Baker & Cynader, 1994) , but with quadrature front-end spatial filtering, and a half-wave rectification of the lagged signal (to prevent frequency-doubled responses to drifting gratings).
The kernels on the right of Fig. 12 show results of simulated noise correlation experiments. Results from this model differ from the linear combination model in several respects. Firstly, this model can maintain an s-t selectivity in at least one of the kernels mk!, and good direction selectivity to drifting gratings, over a much broader range of the b parameter. Secondly, the model can show good s-t orientation in the nonlinear kernel with little or none in the first kernel. Finally, the model can show nonlinear interaction kernels with a dip, rather than a peak, at the origin, without a sensitive dependence on the form of the final zeromemory nonlinearity. On the other hand, for some model parameters, the model can produce kernels which look very similar to those from a simple LN model.
Discussion
This study has extended previous reports of spatiotemporal filtering properties underlying cortical direction selectivity, by using a dense random noise stimulus and a combination of first-order and nonlinear correlation analyses. This more elaborate analysis procedure (1) reveals that neuronal direction selectivity is more closely related to the space-time orientation of nonlinear interactions than to that of first-order kernels, (2) demonstrates a heterogeneity of results encompassing the seemingly conflicting findings of previous studies (Emerson et al., 1987; Baker & Cynader, 1988) , and (3) reveals that some neurons show nonlinear interaction functions with a structural form (dip at the origin) not expected from simple forms of a conventional type linear model. Simulations of models based on combining signals from lagged and nonlagged filters produce results more like those found for cortical neurons, particularly when the signals are combined multiplicatively.
Methodological issues
An important consideration in these measurements is the spatial and temporal resolution. For example, in trying to distinguish between alternative patterns of space-time plots (e.g. Fig. 1) , a low measurement resolution caused by large bar widths or long exposure times could "blur" adjacent regions into one another, giving a misleading impression of space-time orientation-particularly in contour plots in which the visual percept of orientation can be greatly influenced by contours for low amplitudes. An example of such a situation is the nonlinear interaction plot for Fig. 7F , which shows two strong regions of nonlinear interaction in the upper right and lower left quadrants, symmetrically disposed about the origin, with a low-amplitude connecting "bridge". This plot is intermediate in form between those of Fig. 1C versus 1D , and is Noise correlation analysis of a model implemented with pair of quadrature filters. Top of figure shows block structure diagram of model, in which responses u~t ! and v~t ! of two linear, space-time separable filters are combined, producing a signal w~t ! which is then subjected to a final half-square nonlinearity with a threshold, u. Filters are in approximate spatial and temporal quadrature phase, and mimic lagged and nonlagged LGN cells. Results of noise correlation analysis are presented, in same format as Fig. 8 , for two examples of the model which produce nonlinear interaction functions differing from the autocorrelation of the first-order kernels. If the filter responses are added~w ϭ u ϩ bv!, and a high threshold (u ϭ 2) is used, the left plots show a first kernel similar to the linear addition of the two filter functions, and a nonlinear interaction function with a dip at the origin. Good space-time orientation requires that the filter responses are combined in equal proportion ( b ϭ 1.0). In an alternative model shown at right, the filter responses are combined in a way to mimic heterosynaptic facilitation of rectified lagged signals by nonlagged responses, resulting in a first kernel similar to that of the nonlagged filter, and a nonlinear interaction with a dip at the origin. In this model the space-time orientation of the first-order kernel is contingent on the weighting of the lagged filter ( b), but the nonlinear function is relatively invariant. similar to the data of Emerson et al. (1987) . For this reason, an effort was made to use quite small values of exposure time and bar width, relative to the temporal and spatial scale of the neuron's passband.
The use of such small exposure times might have additional qualitative effects on the measured space-time plots. For example suppose a linear oriented filter (Fig. 1B) is built from summation of afferents having different temporal summation properties (e.g. lagged and nonlagged LGN cells -Saul & Humphrey, 1990 , 1992 , as in Fig. 12 . Small exposure times might activate only those afferents having faster integration times, giving a plot which is missing the regions normally driven by lagged cells, yielding a first-order plot with low MEI, even though with more conventional stimuli the afferents with long integration times make a functional contribution. While such an effect cannot be ruled out, note that in many cases the nonlinear interaction analysis does still show a good correlate with the cell's directionality, so the short exposure bars are successfully activating the directionality of the cell. Furthermore, the nonlinear interaction plots show a maximal directional interaction at approximately spatial and temporal quadrature , the very part of the first-order plots that is conspicuously missing in those that are nonoriented.
Several neurons exhibited a dip, or lack of a peak, at the origin of the nonlinear interaction plots (Figs. 7E,F and 10B,E), which is theoretically important; however, the data collection and analysis procedures used here were actually somewhat biased against such a result. There is an unfortunate tradeoff between spatiotemporal resolution and variance of kernel estimates, since the smaller bar widths and shorter exposure times which are necessary to see such fine structure will be less effective in driving a neuronal response. Also the origin point of the nonlinear interaction plot is interpolated from adjacent points (Emerson et al., 1987) , tending to blur out any local minimum. And Gaussian-smoothing, again to reduce variance, also erodes fine structure. All these factors probably contributed to underestimating the number of neurons whose nonlinear interactions lacked a peak at the origin.
A more powerful use of the white noise method would be to estimate the full second-order kernel (Gaska et al., 1994) , which here would be a function of four arguments (two temporal lags and two spatial positions). A substantial difficulty is the steep rise in variance of estimates of kernels higher than first-order (Marmarelis & Marmarelis, 1978) . The nonlinear interaction function, or "motion kernel" (Emerson et al., 1987; Gaska et al., 1994) , helps overcome this problem by averaging and reduction of dimensionality.
Using a dense noise stimulus to estimate nonlinear interactions (Emerson et al., 1987; Jacobson et al., 1993; Gaska et al., 1994) has some valuable advantages over reverse correlation to single bars (sparse noise- DeAngelis et al., 1993a,b; McLean et al., 1994) or sinusoidal grating responses (Albrecht & Geisler, 1991; Reid et al., 1991; Tolhurst & Dean, 1991; Jagadeesh et al., 1993) . The method provides a richer description of spatial and temporal properties, with a greater power to distinguish between alternative models (Jacobson et al., 1993; Gaska et al., 1994) . In this study, the method revealed a diversity of patterns of correlation with neuronal directional selectivity which was not evident in first-order analyses.
Another limitation of sparse noise (single-bar) reverse correlation is that the exposure times must be fairly large to elicit measurable responses, thereby compromising the resolution of rapid temporal dynamics. With this method, and a high frame rate display, it is practical to use very small exposure times of 5-10 ms.
Comparison to previous studies
The first-order analyses presented here are consistent with previous reverse-correlation studies using single flashed bars (DeAngelis et al., 1993a,b; McLean et al., 1994) , in that some neurons show a substantial space-time orientation (Fig. 1B, Fig. 9D , and Fig. 10D ) whose direction is consistent with the neuron's direction selectivity for smoothly drifting stimuli, and somewhat correlated in degree of directionality. These previous studies also found that the degree of directionality predicted by the linear analyses was less than that measured to smoothly moving stimuli; this discrepancy might be accounted for by a subsequent intensive nonlinearity which is convex (accelerating), such as a square-law.
Some studies (Reid et al., 1991; McLean et al., 1994 ) also reported a minority of neurons whose direction selectivity was not reflected at all in first-order analyses. The present study also found such neurons (Fig. 6D and Fig. 10A ), but in most such cases the nonlinear interaction functions did reveal correlates of the directionality, sometimes having a spatiotemporal structure quite unlike that expected from a linear filter followed by an intensive nonlinearity.
An intensive contrast nonlinearity might well contribute to increasing the degree of directionality of a linear mechanism, and some attempts have been made (Albrecht & Geisler, 1991; DeAngelis et al., 1993b) to use measurements of this function from contrast response data to improve the quantitative prediction of direction selectivity. The primary effects of such a nonlinearity should be captured by an LN model, and the method used here provides an alternative method of testing this kind of explanation.
The nonlinear interaction data provide several examples, including simple as well as complex cells, which agree with the report of Emerson et al (1987) for complex cells: an interaction plot with an oriented positive region passing through the origin and flanking oriented negative regions (as in Fig. 1D, Figs. 7A-7C and Fig. 9B ). Such results for the nonlinear interactions are consistent with those expected from a motion energy model (Adelson & Bergen, 1985) or a linear space-time oriented filter followed by an intensive nonlinearity; however caution is necessary, since some of the simple cells studied here had such nonlinear interactions, but first-order plots inconsistent with such a model.
On the other hand, some neurons showed quite different nonlinear interaction plots, with a pair of positive regions symmetrically placed in the upper right and lower left quadrants, with hardly any response at the origin (as in Fig. 1C, Figs. 7E,F, and Figs. 10B, E) . This is like the pattern of response reported by Baker and Cynader (1988) , based on two-flash apparent motion experiments, in which the data were analyzed and plotted in a similar manner. This kind of result may be termed "quadrant-separable": a dependence on Ds and Dt which is approximately separable within single quadrants, even though giving rise to a net space-time orientation in the entire 4-quadrant plot. The minority of cells in this sample showing the quadrant-separable pattern is probably an underestimate due to methodological factors, as discussed above; it might also be due to differences in the stimuli, and the inclusion of A18 neurons. In any case, these results go some way towards resolving the apparent discrepancy between the reports of Emerson et al. (1987) and Baker and Cynader (1988) , both of which described very small numbers of neurons.
The comparison of measured nonlinear interaction plots with those predicted from a simple LN model showed that some neurons' data appeared in qualitative agreement with such a model (Fig. 9) , while others agreed poorly (Fig. 10) . The space-time orientation indices~MEI values) showed overall a better agreement with neuronal direction selectivity for nonlinear interaction functions than for first kernels, a result not expected from an LN model. These mixed results of the LN model are similar to those of Jacobson et al. (1993) , who used spatially two-dimensional noise to estimate first and second kernels for V1 neurons. While their study was not directed to direction selectivity, they found that most neurons did not correspond well with an LN model. This study did not show any correlates of the much more nonlinear behavior revealed by contrast envelope responses (Zhou & Baker, 1993 , 1994 Mareschal & Baker, 1998) , probably because the bar widths in the noise would be too large for the high carrier frequencies required for that kind of response. Thus, the nonlinearity being studied here is not "second-order" in the sense of mediating response to moving contours defined by contrast or texture (Baker, 1999) .
Implications for mechanisms of direction selectivity
These data are consistent with the idea that some cortical neurons behave in a manner quite similar to a model of direction selectivity based on a spatiotemporally oriented linear filter followed by an intensive nonlinearity ( Fig. 8 ; Carandini et al., 1999) . Other cases, however, are qualitatively inconsistent with such a model, and evidently involve a rather more nonlinear mechanism.
Two examples of a class of such models have been explored (Fig. 12) , using a richer structure of combining responses of filters which mimic lagged and nonlagged lateral geniculate neurons. A linear addition of the filter responses can produce a nonlinear interaction function with an origin dip, but only with a high threshold parameter, u, and only with relatively balanced weighting of the filters ( b ϭ 1). An alternative version involves a partially nonlinear gating of nonlagged inputs by quadrature-phase lagged inputs. The lagged inputs contribute little to a first-order correlogram but have a major impact on the nonlinear interaction, and on the directionality to moving stimuli. Such nonlinear interactions in cortical neurons might result from shunting inhibition (BorgGraham et al., 1998) , nonlinear dendritic summation (Mel, 1993) , or a role of NMDA receptors in direction selectivity (Rivadulla et al., 1999) . This model can also explain direction selectivity of cortical neurons for two-flash apparent motion at large temporal offsets (Baker & Cynader, 1994) . Model simulations show a lack of space-time orientation in contrast-reversal responses (Baker, 1997) , while still having good directionality to drifting gratings, like that described for some visual cortex neurons (Murthy et al., 1998) . The model also has the interesting feature of tolerance for relatively weak lagged cell input (low b), which might compensate for the relative sparseness of lagged-Y cells (Mastronarde et al., 1991) . Variation of the b parameter can also produce a dissociation of relative s-t orientation in first-order versus nonlinear kernels, as seen in some neurons. For some parameter values, the model behaves similarly to the conventional linear model, raising the possibility that there might exist a single generic model which, with different parameters, could account for seemingly diverse neuronal data.
However, this model is only a simple metaphor to help understand how nonlinear combinations of inputs could generate results unexpected from a conventional LN model: nonlinear interactions inconsistent with first-order plots; space-time orientation being more evident in nonlinear plots than in first-order ones; and some neurons having nonlinear interaction functions with a dip at the origin. This is probably but one example of a family of similar models with a nonlinear combination of LGN signals, for example with divisive rather than multiplicative inhibition (Borg-Graham et al., 1998 ). This particular model had two notable deficiencies: it still has some degree of coupling of space-time orientation in the first-order and nonlinear interaction plots (Fig. 12) , though considerably less than the LN model; and its dip at the origin of nonlinear interaction plots does not go all the way to zero, as seen in some neurons (Figs. 7E,F ).
An intriguing possibility is that there might be two categorically distinct kinds of directional mechanism, one like the LN model and one much more nonlinear. On the other hand, there might be a continuum of variation in the degree of linear summation versus nonlinear gating by lagged inputs, which could generate a spectrum of varying degree of linear versus nonlinear directionality in this kind of analysis.
More than one kind of representation of motion in the visual cortex might be functionally useful. Neurons behaving like linear filters can provide a more faithful representation of the stimulus, with minimal loss of information (e.g. contrast -Shapley, 1994) . Other neurons might compute motion more nonlinearly, to achieve a greater degree of stimulus specificity (more like "featuredetectors"), at the expense of a loss of other information.
