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Abstract 
 
  Our work is motivated by real-world planning challenges faced by a manufacturer of 
industrial products. 
 
  In the first part of the thesis, we study a multi-product serial-flow production line that 
operates in a low-volume, long lead-time environment. The objective is to minimize 
variable operating costs, in the face of forecast uncertainty, raw material arrival 
uncertainty and in-process failure. We develop a dynamic-programming-based tactical 
model to capture the key uncertainties and trade-offs, and to determine the minimum-
cost operating tactics. The tactics include smoothing production to reduce production-
related costs, and segmenting the serial-flow line with decoupling buffers to protect 
against variance propagation. For each segment, we specify a work release policy and 
a production control policy to manage the work-in-process inventory within the segment 
and to maintain the inventory targets in the downstream buffer. We also optimize the 
raw material ordering policy with fixed ordering times, long lead-times and staggered 
deliveries. 
 
  In the second part of the thesis, we examine a multi-product assembly system that 
operates in a high-volume, short lead-time environment. The operating tactics used 
here include determining a fixed-length cyclic schedule to control production, in addition 
to smoothing production and segmenting the system with decoupling buffers. We 
develop another dynamic-programming-based tactical model that determines optimal 
policies for production planning and scheduling, inventory, and raw material ordering; 
these policies minimize the operating cost for the system in the face of forecast and raw 
material arrival uncertainty. 
 
  We tested these models on both hypothetical and actual factory scenarios. The results 
confirmed our intuition and also helped develop new managerial insights on the 
application of these operating tactics. Moreover, the tactical model’s factory 
performance predictions were found to be within 10% of simulation results for the test-
bed systems, thus validating the models. 
 
Thesis Supervisor: Stephen C. Graves 
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Chapter 1: Introduction 
 
 
 
1.1 INTRODUCTION AND MOTIVATION 
 
Our work is motivated by real-world planning challenges faced by a manufacturer of 
industrial products and systems in a make-to-forecast setting. The manufacturer has 
serial-flow systems, assembly systems and even job-shops for the different products 
and systems it manufactures. These systems operate in different demand, production-
flow and service-level environments. For instance, one system may be a serial-flow line 
that produces discrete parts in a low-demand, long lead-time production environment 
where customer delays are penalized but allowed. Meanwhile, another system may be 
an assembly line for high-demand products with short lead-times and very high 
customer service requirements, i.e., no delays permitted. We will study two such multi-
product, discrete manufacturing systems. For each system, we will develop distinct 
models and solution approaches to determine optimal production tactics for the system. 
We now describe the manufacturer’s operating environment and challenges, and 
propose operating tactics to manage production in these systems. 
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The manufacturer orders raw materials and builds products based on forecasts of 
customer orders. However the forecast is dynamic: new orders come in while existing 
orders may change – some orders may have their due-dates brought forward, some 
may be postponed, and sometimes, an order may even be cancelled. Moreover, the raw 
material has uncertain lead-times, i.e., procurement orders may be delayed. This 
presents challenges in setting a raw material ordering policy, and in production and 
inventory planning, leading to customer-order delivery delays due to lack of raw material 
or of production capacity availability. 
 
However, order delivery delays are often unacceptable to customers. For some 
products, order delivery delays may be tolerated but result in a monetary penalty based 
on a contract. But for other products, delays may be unacceptable to customers. This is 
especially true when the product is an industrial intermediate to be used in another 
production line; delivery delays lead to starvation and work outage at the customer’s 
production line, which might be extremely expensive due to lost revenue. Furthermore, 
customers view order delivery delays as evidence of unreliability and poor planning on 
the part of the manufacturer, eventually replacing the manufacturer with a more reliable 
one. 
 
The manufacturer has some flexibility in production planning as his production 
capacity is elastic, i.e., the manufacturer can use overtime beyond the normal 
production shift to increase production capacity. However, the overtime comes at a 
higher labor cost than the regular production shift. Moreover, the amount of overtime in 
a day is limited, e.g., due to labor union rules. Such overtime conditions are common in 
most production settings, allowing for some flexibility to the manufacturer but at a cost. 
 
The challenge for the manufacturer is to determine raw material ordering, production 
and inventory policies that minimize the cost of operations at its factory while meeting 
customer service requirements. The manufacturer needs to find the optimal mix of raw 
material, work-in-process and finished goods inventory to hold, balancing this inventory 
cost with the use of limited overtime to expand its production capacity when needed. 
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Our research focuses on the tactical planning decisions that help the manufacturer 
determine the right balance of inventory and planned overtime to meet its customers’ 
requirements. 
 
One of the tactics we propose is to divide the production line or system into segments. 
These segments are separated by decoupling buffer inventories, so that each segment 
can operate independently without blockage or starvation from the segments ahead 
(i.e., downstream) or behind it (i.e., upstream). Thus, each segment can be treated 
approximately as a separate or autonomous production line with its own raw material 
and finished goods inventories. Each segment sees a demand forecast from the 
downstream segment or from customers (if it is the customer facing segment), and sets 
its production target in every period (depending on its demand forecast of downstream 
requirements) and releases work accordingly.  
 
Another tactic that we examine is the use of production smoothing in each segment. 
Production smoothing involves the setting of production targets and inventory levels to 
meet variable demand with a more efficient utilization of production resources. The aim 
of production smoothing is to find the best way to convert a highly variable demand 
stream into a less variable production output stream. A production smoothing policy 
necessitates the holding of additional inventory, either as work-in-process or finished 
goods or a combination thereof, in order to meet customer service requirements. Thus, 
the production plan for each segment becomes less variable than the demand forecast 
that it sees, and this in turn reduces the amount of production overtime that is 
performed in the segment. 
 
We also study a tactic where production follows a fixed-interval cyclic schedule, i.e., 
the factory manufactures products in a pre-planned sequence in each production cycle. 
The main decisions for this tactic are the length of a production cycle and the sequence 
of production of the parts in each cycle. This controls the number of changeovers 
between products, and hence the amount of production capacity lost to setups in each 
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cycle. This also determines the responsiveness of the system to demand and sets the 
level of inventory that needs to be maintained. 
 
The models we propose in this thesis try to find the best locations for these 
decoupling buffers while also suggesting the optimal production and inventory policies 
in each segment to minimize total system cost while facing a dynamic forecast process. 
These models determine the optimal level of production smoothing in each segment, 
and also  the optimal amount of work-in-process inventory to have in each segment, 
and the right amount of safety stock to hold in the buffers (including the raw material, 
intermediate and finished goods inventories).  
 
 
1.2 RELATED WORK 
 
  Very few papers have studied tactical production planning under forecast uncertainty 
even though a large percentage of real-world manufacturers face this problem. 
However, there has been significant interest in the two research streams that are 
related to our work – production-inventory systems with dynamic forecast updates, and 
tactical level production planning. We examine the work done in each of these streams. 
 
The earliest forecast evolution models were developed by Hausman and Peterson 
(1972). They developed a multi-period production-inventory model for style goods with 
capacity limitations and log-normal forecast revisions. They showed that threshold type 
inventory policies are optimal under those assumptions, and presented heuristic 
solutions.  
 
Graves, Meal, Dasu and Qiu (1986) introduced a forecast-driven production planning 
model for a multi-product two-stage system. Their forecast process assumed additive 
forecast revisions with zero mean and finite variance, and used production smoothing 
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as the main planning tactic. The paper also looked at issues of how to disaggregate an 
aggregate plan in the two-stage context. 
 
Heath and Jackson (1994) independently developed the same forecast process and 
highlighted its martingale and other properties. This type of forecast process has since 
been referred to as the Martingale Model of Forecast Evolution (MMFE). They used the 
forecast process in a simulation model to analyze safety stock levels in a multi-product 
production-distribution system. 
 
Graves, Kletter and Hetzel (1998) developed a forecast-driven model for requirements 
planning in a multistage production-inventory system. They assume an MMFE process, 
and built a single-stage model that determines the optimal level of production 
smoothness and the inventory requirements for that stage. They then use the single-
stage model as a building block for modeling a network of stages.  Their model was 
applied to a production system at Eastman Kodak. 
 
Toktay and Wein (2001) studied a capacitated production system that produces a 
single item in a make-to-stock setting. They modeled the production stage as a single-
server, discrete-time continuous-state queue and the demand forecast process as an 
MMFE process. They used heavy-traffic approximations to prove the optimality of the 
base-stock inventory policy. 
 
Kaminsky and Swaminathan (2001) introduce a forecast process where the forecast 
of future demand lies (uniformly distributed) in a band. This forecast band gets narrower 
as the forecast gets closer to realization. They model the terminal demand for a single-
product in a capacitated production system using this forecast process, and show that 
threshold type inventory policies are optimal.  
 
Gallego and Ozer (2001) analyze a single-item single-location discrete-time periodic 
review inventory problem, They show that state-dependent (s,S) and base stock policies 
are optimal for these system with and without a fixed ordering cost respectively. Gallego 
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and Ozer (2003) studied a multi-echelon serial inventory system for a single product 
with forecast information. They prove that state-dependent echelon base stock policies 
are optimal for such systems. 
 
Iida and Zipkin (2006) consider a single-item, periodic-review based inventory system 
with a deterministic lead-time where the dynamic demand forecast updates modeled as 
an MMFE process. They consider linear costs for purchase, inventory holding and 
backorders in their system. They showed that a forecast-dependent base stock policy is 
optimal, and developed bounds on the optimal base-stock levels. Lu, Song and Regan 
(2006) also considered the same problem and devised heuristic solutions. They also 
developed cost-error bounds to assess the value-loss of the heuristic policies relative to 
the optimal cost. 
 
Altug and Muharremoglu (2010) consider a single-item, single stage inventory system 
under iid demand where the replenishment from an upstream external source is both, 
capacitated and stochastic. They model the advance supply information as an MMFE 
process. They show that state-dependent base-stock policies are optimal for the 
inventory problem with advance supply information. 
 
  These papers (except Graves et al 1986 and Graves et al 1998) focus primarily on 
finding optimal inventory policies, and easily computable and implementable heuristics 
for the production-inventory systems under forecast uncertainty. They do not consider 
employing any production planning tactics to improve system performance and 
minimize costs. 
 
  We now look at the literature on production control tactics, focusing mainly on the work 
done on production smoothing, cyclic production schedules and the placement of 
decoupling buffers in manufacturing systems. 
  
  The production smoothing problem for manufacturers has been studied since the 
1950’s. Simon (1952) used control theory (called servomechanism theory in the paper) 
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to model and analyze the problem of setting the production rate in a single product 
manufacturing system. His key intuition was to use a low-pass filter on the demand 
forecast to set the production rate, essentially filtering out the high-frequency variations 
while capturing the low frequency demand changes. 
 
  Modigliani and Hohn (1955) use Lagrange multipliers and calculus-based methods to 
study the same problem. They proved that using constant production rates is optimal 
when the inventory holding cost is low relative to the cost of production change, and 
setting the production rate equal to the expected demand in a period is optimal when 
the inventory holding cost is high relative to the cost of production change. They also 
developed interesting results about the length of the planning horizon to use in making 
the optimal decision for the current period.    
  
  Further work on this problem introduced the use of methods like linear programming 
(Hoffman and Jacobs 1954, Johnson and Dantzig 1955, Manne 1957), dynamic 
programming (Beckmann 1961, Symonds 1962) and queuing (Gaver 1961). These 
papers used differing cost functions for production rate changes and made different 
assumptions about the knowledge and/or distribution of future demand.  
 
  Bertrand (1986) studied the behavior of production and inventory levels in a multi-
product, multi-stage production system. He experimentally showed that production 
smoothing in a stage led to increased inventory variability in the downstream buffer. 
Moreover, the inventory variability became higher as the cumulative production lead-
time became higher. Thus, he suggested that production smoothing would be better in 
upstream stages than in downstream stages. 
 
  More recent developments have studied the smoothing of replenishment orders for 
inventories in a multi-echelon environment to reduce the bullwhip effect. Balakrishnan, 
Guenes and Pangburn (2004) propose a coordinated inventory replenishment policy 
among the supply chain partners. They analyze moving-average and exponential-
smoothing based order smoothing rules to dampen variance propagation to upstream 
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suppliers. They show that these rules help reduce total system costs that include both 
inventory and transportation costs. 
 
  A different approach to production smoothing was developed by Graves (1986) in the 
context of job-shop systems. The approach in that paper involved determining 
appropriate planned lead-times for production at the individual work-stations. Longer 
planned lead-times for a work-station imply more production smoothing at the work-
station effectively. This approach was developed further in Hollywood (2000) and Teo 
(2006). 
 
  There is another large body of research in the area of cyclic production scheduling for 
manufacturing systems. A popular version of this problem, called the Economic Lot 
Scheduling Problem (ELSP), combines the lot-sizing and sequencing of multiple 
products and tries to find the best cyclic schedule to produce multiple products in a 
single facility. However, research on this problem usually assumed a deterministic 
environment, i.e., no uncertainty in demand or production time or process yield.  
 
  Elmaghraby (1978) says that the ELSP problem has been studied since 1915, 
provides a detailed review of the work done and develops extensions. More recent work 
by Graves et al (1983), Wittrock (1985), McCormick et al (1989) and Roundy (1992) on 
this hard combinatorial problem involved developing heuristic methods to find near-
optimal sequences in a production cycle. Algorithms that determine optimal production 
cycle intervals by balancing setup and inventory holding costs are developed in Maxwell 
and Muckstadt (1985) and Roundy (1985). 
 
  Bowman and Muckstadt (1993) model a cyclic schedule in a stochastic environment as 
a Markov chain. They then use that model to analyze the performance of the schedule 
when tasks have variability in processing time due to machine breakdown, yield loss or 
any other reason. They develop the concept of cyclic task criticality as an extension of 
task criticalities in PERT networks and show that cyclic task criticalities can and should 
be used to guide the management of cyclic schedules. Bowman and Muckstadt (1995) 
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extend their Markov chain model to include demand variability. They then build an 
algorithm to control production in a repetitive manufacturing environment utilizing their 
Markov chain model. 
 
  Zhang and Graves (1997) also studied the cyclic scheduling problem in a stochastic 
environment where random machine breakdown occurs. Their model assumes that task 
starting times are decision variables and that a task does not start before its scheduled 
starting time. They find cyclic schedules that are the least disturbed by machine failures. 
 
  Cyclic production scheduling is also used extensively in practice, even by our research 
sponsor in their production systems. Whybark (1984) describes how such periodic 
scheduling was implemented at Kumera Oy, and how it leads to better synchronization 
and control in the system. Survey results in Haddock and Hubicki (1989) suggest that it 
is also popular in industry. 
 
  Finally, we find no previous research on the placement of “decoupling” buffers in 
production systems, although there is some work on safety stock placement in supply 
chains. However, the safety stock placement models assume a fixed replishment lead-
time for each stage of the supply chain, irrespective of order quantity – which is 
equivalent to assuming unlimited production capacity at each stage. This is a 
fundamental difference from manufacturing system models where production capacity is 
usually highly constrained, causing load-dependent lead-times. These constraints make 
the planning and control of the manufacturing system much more complex, as 
starvation and blockage effects get propagated throughout the system. 
 
  Simpson (1958) determines optimal safety stocks for a serial supply chain network. His 
model assumes that each stage operates according to a periodic-review base-stock 
inventory policy, and has a known deterministic production lead-time, and a guaranteed 
service time for its customers. The model also assumes a stationary, bounded demand 
process for end-products. A key insight from this model was that each supply chain 
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stage either held significant safety stock or nothing at all. This solution strategy for 
inventory control has been appropriately termed the “all or nothing” policy. 
 
  Simpson’s framework was extended by Inderfurth (1993, 1995, 1998), and Minner 
(1997) to optimize safety stock in an assembly or a distribution network. They use 
dynamic programming methods to solve this problem. Graves and Willems (2000) also 
use this framework and extend it to spanning tree topologies. They develop a different 
dynamic-program based optimization algorithm to determine where and how much 
safety stock to hold in supply chains to meet desired customer service times in the face 
of uncertain but bounded demand. 
 
  More recent developments using this framework extended the capability to general 
network supply chain topologies (Humair and Willems 2006, Lesnaia 2004). Graves and 
Willems (2008) extend this model to supply chain systems facing non-stationary 
demand while Schoenmeyr and Graves (2009) extends this framework and analysis to 
supply chain systems facing a forecast evolution process.  
 
  Magnanti et al (2006) also uses this framework on acyclic supply chain networks. Their 
model minimizes a nonlinear concave cost function subject to linear constraints. They 
show that by adding redundant constraints and iteratively refining an approximation of 
the objective function, this problem is solved to optimality rather easily using commercial 
solvers. 
 
  Some other papers that determine the optimal base-stock levels in a supply chain in 
ways that are applicable to practice include Lee and Billington (1993), and Ettl et al 
(2000). These papers develop performance evaluation models of a multi-stage supply 
chain, where the key challenge is to estimate the replenishment lead-times within the 
supply chain. They then formulate and solve a nonlinear optimization model that 
minimizes the supply chain’s inventory costs subject to specified customer service 
levels. Glasserman and Tayur (1995) show how to use simulation and perturbation 
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analysis to determine optimal base-stock levels for capacitated multi-stage supply 
chains. 
 
  Rosenfield and Pendrock (1980) examined the optimal safety stock placement in the 
multi-product, multi-echelon distribution system for a consumer goods manufacturer. 
They compared the aggregate inventory requirements for “independent” and “coupled” 
distribution systems, and discuss the system characteristics that favor each type. They 
then evaluate the performance of each type of system for the consumer goods 
manufacturer. 
 
  Another area of related research is on the allocation of buffer inventory between work-
stations (essentially work-in-process) in serial-flow systems to maximize throughput or 
minimize the cost of buffer space and/or inventory holding costs. These models assume 
unreliable machines and hence have random service and machine repair times. 
Representative papers on this topic include Dallery and Gershwin (1992), Burman and 
Gershwin (2000), Gershwin and Schor (2000), and Shi and Gershwin (2009).  
  
  These prior papers on production control policies usually focus on a single tactic rather 
than a combination of tactics which involves modeling their trade-offs. Moreover, these 
papers usually do not explicitly consider a forecast process that drives the 
manufacturing system. Additionally, we believe that the decoupling buffer placement 
tactic is a new and important contribution of this thesis, and has not been examined in 
prior research on manufacturing systems. 
  
Our work builds on the ideas proposed in Graves, Meal, Dasu and Qiu (1986) and 
Graves, Kletter and Hetzel (1998). We develop models for a single stage production 
system that use production smoothing and other tactics to minimize the total inventory-
holding and production overtime costs subject to customer service requirements. We 
then use these single-stage models as building blocks to represent a production system 
as a network of stages. In determining the optimal configuration of stages for the 
system, we find optimal locations for decoupling buffers in the system. 
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1.3 THESIS OUTLINE 
 
The outline of the remaining chapters is as follows: 
 
Part 1: Serial-flow manufacturing system 
In the first part of the thesis, we study a low-volume, long lead-time serial-flow 
manufacturing system producing discrete parts in a make-to-forecast setting. In chapter 
2, we describe the problem and characteristics of the serial-flow manufacturing system. 
We then develop the tactical planning model for the serial-system. We show test results 
from the model in chapter 3. We look at a set of test cases of a hypothetical production 
line to validate the model, and also apply the model to data from a real production line. 
We also compare the model’s predictions with those from a detailed factory simulation 
based on the real production line data. Finally, we present and discuss our conclusions 
and insights obtained from the serial-flow model. We also review the limitations of the 
research, and suggest some ideas for future research. 
 
Part 2: Assembly manufacturing system 
In the second part of the thesis, we study a high-volume, short lead-time assembly 
system producing discrete parts that feed into a customer’s high-volume, just-in-time 
production line. In chapter 4, we describe the problem and characteristics of the 
assembly manufacturing system. We then explain the tactics we use for such a system 
and develop the planning model. We show test results from the model in chapter 5. We 
look at a set of test cases of a hypothetical production line to validate the model, and 
also apply the model to data from a real production line. We also compare the model’s 
predictions with those from a detailed factory simulation based on the real production 
line data. Finally, we explain our conclusions and insight obtained from the assembly 
system model. We also review the limitations of the research, and suggest some ideas 
for future research. 
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Chapter 2 
 
Problem Description & Model 
 
 
 
  This part of the thesis is motivated by a low-volume, long lead-time serial-flow 
manufacturing system for high-value component products produced by the research 
sponsor. We describe the problem at hand, and develop a tactical model to analyze the 
problem and find the optimal solution for the problem. The problem is specific to the 
research sponsor, and the model especially addresses those concerns. However, the 
key ideas presented in the model apply to a large number of manufacturing systems, 
and so the model can be used for other systems with minor modifications. Moreover, 
the operating insights generated from the model are applicable to production planning in 
general. In this chapter, we first describe the problem and the solution strategy in 
section 2.1, and develop the model in section 2.2. 
 
2.1. PROBLEM DESCRIPTION & SOLUTION STRATEGY 
 
2.1.1. System Features 
 
 
We define a serial-flow manufacturing system as a production line where a work-piece 
goes through a sequence of process steps to become a finished product. These 
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process steps may involve any type of work being performed on the work-piece except 
assembly with other work-pieces or parts. For example, these processes may include 
casting, cutting, grinding, milling, painting, heat-treatment, and inspection among others.   
 
Each process step is performed either in-factory or outsourced to a vendor or 
subcontractor.  Each in-factory process step occurs at a work station.  These work 
stations can be very different from each other in a number of ways. Each work station 
may have dedicated resources (machines and/or workers) assigned to it, or may share 
resources with other work stations. Some work stations might even entail dual resource 
constraints – for example, a worker and a machine are both required to be available in 
order to process a work-piece. Furthermore, a work station might consist of multiple 
resources (workers and/or machines) that work in parallel. In this case, the processing 
of a work piece could happen at any of the parallel resources.  The processing at a 
workstation can be serial (one unit a time) or in batches (concurrent processing of 
multiple units).  
 
A work piece might revisit a work station as part of its process route, or possibly for re-
work due to a failure at an inspection step.  Whereas there can be some work stations 
that process a work piece multiple times, most of the work stations perform a single 
process step on each work piece.  
 
For the purposes of this research we do not examine in detail the process steps that 
are outsourced.  Rather, we will treat these as a fixed time delay, corresponding to the 
allowed lead-time for each step. 
 
The manufacturing system may produce multiple products, each of which has a serial 
flow. The process route for each product need not be exactly the same, but we assume 
that there is a high level of commonality between the process routes for these products.  
That is, the set of work stations that one product visits, as well as the sequence, are 
almost identical to that for each of the other products.  When two products share a work 
 station, each may require a different setup, thus incurring changeover times or costs 
when switching from one product to another.
 
Figure 2.1: Serial
 
For our research, we assume that this system has a large number of processes (even 
exceeding 100) which leads to a long production lead
complete a work-piece. There is also a long lead time for procuring the raw materials 
needed to initiate production.  This necessitates the holding of inventory (raw, WIP and 
finished goods) in order to meet customer orders that have a delivery lead
than the production lead-time. Moreover, the production strategies that we propo
better suited for low-volume, long lead
with short production lead-times can be modeled in a similar way. 
 
The production system can operate on a multi
capacity available for production. Additional production capacity is available with 
resources working overtime after the regular shift hours. However, there are limitations 
on the amount of overtime due to labor union and other constraints. 
 
These production line features allow for a very general system structure that can be 
used to model a real-world production line.
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2.1.2. System Uncertainties 
 
The manufacturing system is driven by a forecast that is updated regularly. The 
forecast horizon is on the order of two to four years (24 to 48 monthly time periods). 
New orders, both regular and special, arrive every month. Regular orders have fixed 
quantities for each product type but special orders can be for any number of pieces.  
Regular orders have long delivery lead-times of between 18 and 36 months, but special 
orders have shorter lead-times of 3 to 6 months. Also, every month, there may be 
changes to the orders in the forecast; for each order, its delivery date may be advanced 
or postponed by a number of months, or even cancelled. Such changes in the forecast 
are common in industry as the sales department updates its list of confirmed and 
potential orders every period. This creates a challenge in modeling the forecast and 
using it for production planning. 
 
The system also faces raw material procurement uncertainty. The raw material has 
fixed ordering times with long delivery lead-times and staggered deliveries. 
Furthermore, the raw material delivery can have significant delays. This supplements 
the variability on the manufacturing system but from the upstream direction, and adds 
another layer of complexity in the analysis and optimization of the production tactics. 
 
Finally, there is yield uncertainty in the production line. After inspection processes, 
some work-pieces do not meet quality specifications and are sent for rework or 
scrapped. This leads to additional work in the system and needs to be modeled as well. 
 
2.1.3. System Costs 
 
Since we consider tactical level planning, most of the production costs such as labor, 
machine operating costs, production facility-related costs are fixed. One of the 
“controllable costs” for purposes of tactical planning is the inventory holding cost for raw 
material, work-in-process and finished goods. Another cost is the production overtime 
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cost when processes work beyond the regular hours of a shift. Finally, there is an order 
delay penalty cost that is incurred for every day that an order is delivered late beyond its 
due date. Our objective is to find operating policies that minimize the expectation of 
these “controllable” or operating costs for the system. 
 
2.1.4. Solution Strategy 
 
We consider two main tactics to control the system. First, we want to place decoupling 
buffers in the serial-flow production line to create production segments. These buffers 
reduce variance propagation, both from the upstream raw material uncertainty and from 
the downstream uncertainty in the forecast process. They also help to divide the system 
into sub-systems that can operate with different production control policies due to 
differences in their production costs and capacity levels. Second, we want to determine 
how to set the production level and work releases in each segment. We intend to do this 
to balance the production-related costs (ie, overtime costs) and the inventory costs in 
each segment.  How we level or smooth production in a segment can also affect the 
performance of other segments, namely by dampening the variance propagation into 
upstream segments. 
 
Production smoothing tactics have been suggested in the academic literature and are 
commonly employed in practice. Decoupling buffers have not been studied in 
manufacturing systems, though they do occur in practice. There are ideas on how these 
tactics should be used, but there isn’t a comprehensive model in the academic literature 
that incorporates both these tactics simultaneously. The intent of this research is to 
develop operating tactics for production systems. Correspondingly, our focus is at the 
tactical level, not on detailed operations or scheduling. In the figure below, we illustrate 
how these tactics could be employed on the serial-flow system shown in figure 2.1. 
 
 Figure 2.2: Serial-Flow Manufacturing System 
We see in figure 2.2 that the serial
placing 2 decoupling buffers. Each segment j has its own demand variability given by 
σOUT,j, and release variability given by 
of a segment is less than its demand variability (
production smoothing in the segment. For a segment j whose downstream buffer holds 
intermediate (unfinished) work
release variability, σIN,j+1, of its downstream segment, j+1.
 
So the key questions we want to answer with this research are:
 Where do we place these decoupling buffers
held in each buffer? 
 How much work-in-process inventory needs t
 What kind of work release policy is ap
 What production rate control 
 What should the raw material inventory 
lead-time constraints?  
 
We develop models that will find the answers to these questions while minimizing the 
operating cost. 
 
2.2. MODEL 
 
  We first develop a model for a single production segment (section 2.2.1). For 
set of inputs, this model will find the optimal control parameters that minimize the 
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-flow system has been divided into 3 segments by 
σIN,j (where σIN,j ≤ σOUT,j). If the release variability 
σIN,j < σOUT,j), then there is some 
-pieces, its demand variability, σOUT,j, is equal to the 
 
 
? How much safety stock should be 
o be maintained in each segment
plied to each decoupling buffer
policy is good for each segment? 
and ordering policy be given ord
 
 
? 
? 
ering and 
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 operating cost of the segment.  We then develop a dynamic programming model that 
will find the optimal combination of segments to span the production line with the
cost (section 2.2.2). In this way, the dynamic program determines the locations of 
decoupling buffers and their safety stocks, and the optimal work release and production 
rate policies for each segment. 
method for solving this problem as described in the next paragraph (section 2.2.3).
 
  We take as input to this tactical model t
We consider decoupling buffers at all possible locations. Thus, for 
processes, we have N+1C2 possible production segments for the 
each possible segment, we use the model in section 2.2.1 to 
smoothing that will minimize the 
dynamic programming model of section 2.2.2 to find the optimal combination of 
segments to span the production line with the least cost
 
2.2.1. Single Segment Model
 
Figure 2.3: Segment Model Diagram
  A production segment consists of a set of contiguous process steps that are fed by a 
decoupling buffer and that are followed by a decoupling buffer. The initial buffer 
provides the starting material or input for the segment, while the final buffer holds 
                                                 
1
 The notation nCk means “choose k items from a set of n items”. It is also referred to as 
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output from the segment. For example, in Figure 2.3, segment (i,j) consists of process 
step (i+1) to j. The segment is fed by decoupling buffer #1, and after finishing 
processing at step j, the work-pieces are put in decoupling buffer #2 at the end of the 
segment. Each segment sees a forecast of the demand for its output. This may be the 
finished goods demand forecast if the segment has the last process step, or this may be 
a forecast of the projected work release from the immediate-downstream segment. For 
each segment we desire to meet the demand for its output with a high level of service at 
the least cost. Work is released into the segment, and the production rate for the period 
is set based on the control parameters and the state of the segment. These control 
parameters are chosen to minimize the operating cost of the segment given its planned 
demand and release variances. 
 
  We develop this single segment model for a given set of inputs: the segment (in terms 
of processes and buffer locations), the demand variance of its output, and the 
production variance in the segment. We want the single segment model to be 
computationally efficient as we will use it to compute costs for all potential segments in 
a given serial-flow system, and for given ranges of the demand variances and the 
production variances.  
 
  If the segment includes the first process step, then it will need to set raw material 
inventory policies and associated costs. If the segment includes the last process step, 
then it will need to set finished goods inventory policies and estimate order delay 
penalty costs. We develop the single segment model for one product, and then show 
how this model can be adapted for multiple products. 
   
  We first describe the assumptions made in this model. We then introduce rules for 
work release and production rate control to operate the segment. We will show some 
interesting properties of these rules that make the analysis and computation involved in 
the segment evaluation relatively simple and tractable. Using these control rules and 
basic inventory balance equations, we will calculate the buffer inventory and production 
variances. We then use these variances to set the inventory level, estimate the 
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production overtime, and determine the raw material inventory policy. Finally, we will 
show how the operating costs of the segment are calculated, and how the control 
parameters are optimized. 
2.2.1.1. Assumptions 
 
A1. We assume a discrete time model with an underlying time period.  We assume 
that the forecasts for demand for the output get updated at this frequency, and 
that we would make production control decisions for each segment at this 
frequency. 
 
A2. We assume that the forecast process on the system can be modeled by the 
martingale model of forecast evolution (MMFE). We explain the MMFE model 
and its properties in section 2.2.1.1.1. We assume the demand mean and 
variance to be constant over our planning horizon. 
 
A3. We assume that the decoupling buffer before a segment holds enough inventory 
so that the desired release rate into the segment is always satisfied. 
(Alternatively, for the purposes of the analysis, we ignore any shortfalls in the 
availability of the input inventory for the segment.) 
 
A4. We assume that the production capacity in a segment is sufficiently large and 
there is enough work-in-process inventory available in the segment so that the 
segment can achieve the desired production rate in each period. 
 
Given A1, we set the sequence of events in each segment in each time period as 
follows: 
i. At the start of the period, the forecast is updated based on changes to confirmed 
and potential orders 
ii. Next, demand for current period is filled from the output inventory 
iii. After that, work release for current and future periods is computed 
38 
 
iv. Then the production rate for current and future periods is computed, and overtime 
planned if necessary 
v. Production occurs during the period as specified by the production rate, and goes 
into the output inventory at the end of the period 
 
  We find A2 to be a very reasonable assumption as the MMFE can be used to model a 
wide variety of demand types, including non-stationary and correlated demand as 
shown in Schoenmeyr and Graves (2009). Moreover, since we are concerned with 
tactical planning, the demand mean and variance are unlikely to change in the short 
term which justifies our assumption that they remain constant over the planning horizon. 
We briefly introduce the MMFE model and some properties of MMFE processes at the 
end of this section. 
 
  We realize that A3 and A4 are somewhat strong assumptions but we use them as they 
greatly simplify the development of the single segment model. We will show through 
simulation tests and explanation that these assumptions hold for a reasonable range of 
parameter values, and thus, can be satisfied by limiting the range of parameter values 
to choose from.  
 
2.2.1.1.1. Martingale Model of Forecast Evolution 
 
  The Martingale Model of Forecast Evolution was independently proposed in Graves et 
al (1986) and Heath and Jackson (1994). In period t we denote the forecast for period 
t+i as ft(t+i) for i=1,2,..,H where H is the forecast horizon. By convention we set ft(t)=Dt 
where Dt is the demand in period t. We assume that in each period t we make an initial 
forecast for the demand in period t+H, that is ft(t+H); we also assume that each period 
we revise the nearer-term forecasts, where we define the forecast revision as:  
1( ) ( ) ( )    for   i=0,1,...,Ht t tf t i f t i f t i−∆ + = + − +  
 
where we assume ft(t+i) = µ for all i>H. 
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We can express demand as follows: 
     ( )
1
( ) ( )
H
t t t H t H i
i
f t D f t f t
− − +
=
= = + ∆∑ .    
 
  We let tf∆  be the vector of H+1 forecast revisions. We assume that tf∆  is a random, 
iid vector with [ ( )] 0tE f j∆ =  for all t and j. With these assumptions Graves et al. (1986), 
Heath and Jackson (1994) and Graves et al. (1998) have established several properties 
for this forecast evolution model:  
• ft(t+i) is a martingale 
• ft(t+i) is an unbiased estimate of Dt+i  
• The variance of the forecast error {Dt+i - ft(t+i)} increases (weakly) in i   
• The variance of the random variable Dt is the trace of the covariance matrix for  
tf∆  which we denote by Σf 
 
  The prior work assumes that the initial forecast ft(t+H+1)=µ for all t, i.e., the forecast 
beyond the horizon is constant. Under this assumption the demand process, Dt, has 
mean µ and variance given by the trace of Σf. 
 
  The forecast revisions in the MMFE model are not constrained by distribution, 
depending only on the mean being zero and the Σf. However, we will see that 
production rate and inventory distributions will depend on the distribution of forecast 
revisions. When implementing the tactical model, we will need to assume distributions 
for the production rate and the inventory in order to estimate production overtime and 
inventory safety stock. We will assume that the production rate and inventory will be 
normally distributed, which will be the case if we assume that the forecast revisions are 
normally distributed. 
 
  We can apply this forecast model to contexts in which the initial forecast ft(t+H) 
contains information of future orders or advanced demand information. For instance, 
40 
 
consider the planning process used at Teradyne Inc., a manufacturer of semiconductor 
test equipment in the 1990’s (see Abhyankar and Graves (2001) for more about 
Teradyne’s planning process). For many of its product lines, Teradyne was a make-to-
order operation. But the supply chain lead-time (the longest procurement time for a 
piece part plus the internal assembly and test lead-times) exceeds the customer lead-
time (the delivery lead-time requested by customers). Hence, Teradyne must plan much 
of its procurement and upstream production activities prior to receiving an order. 
Teradyne did this by means of a master production schedule (MPS) that covers a 
planning horizon that corresponds to the length of the supply chain lead-time. In effect 
this MPS is its demand forecast. At any point in time, the master schedule consists of a 
mix of open orders, identified orders and booked orders. An open order corresponds to 
a traditional forecast of what the sales force plans to sell, an identified order is 
associated with a potential customer and is based on some preliminary discussions with 
the customer, and a booked order is a firm customer order. As time moves forward, an 
open order gets converted into an identified order as the sales force obtains tentative 
commitments and product specifications from a customer. Similarly, an identified order 
gets converted into a booked order once (and if) the product specifications and due date 
become a firm order.  
 
  This process is descriptive of many firms. In these cases, the initial forecast conveys 
the progress at identifying customers and in securing advanced orders. Subsequently, 
the forecast revisions correspond to changes of the master schedule, which reflect the 
success at converting the forecast (open orders) into demand (confirmed orders). 
 
2.2.1.2. Work Release Rule 
 
We assume the following linear release rule: 
 
( ) ( ) ( ) ( )11 1     ...    (1)    t t tr t f t r tα α −= × + − × −  
where 
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• rt(s) is the planned release rate in units or pieces for period s, determined in period t, 
s>t; when s=t it is the actual release rate for period t. 
• ft(s) is the demand forecast for the segment for period s, determined in period t, s>t; 
when s=t it is the realized or actual demand for period t. 
• α is a smoothing parameter, lying in [0, 1]. It is a decision variable to be determined 
for the segment. 
 
  In each period, we release at a rate that is a combination of two quantities:  the first is 
the current demand rate, reflecting a desire to respond to the demand; the second is the 
previous release rate, reflecting a desire to keep the work release constant or near 
constant. The α parameter determines the weight on each component. We term this the 
smoothing parameter, analogous to that for an exponential smoothing model, as seen in 
Balakrishnan et al (2004). As with exponential smoothing, the smaller it is, the less 
responsive will be the work release rate, and the smoother will be the release process; 
the larger it is, the more responsive will be the release process, but it will then be more 
variable.  
 
  We will see that this rule permits some level of tractability, so that we can characterize 
the inventory requirements and the production variance in terms of the forecast 
updates. Also, the rule preserves the structure of the forecast process.  This is very 
important as the planned release process rt(s) for one segment is the forecast process 
for its upstream segment. Thus, the release rule is a smoothing rule, which dampens 
downstream variability as it gets passed upstream. We now prove this result. 
 
Result 1  
If ft(s) is a MMFE process, then rt(s) will also be a MMFE process, albeit with a different 
covariance matrix. 
Proof: 
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We find it helpful to rewrite the revision above in equivalent form as: 
( ) ( ) ( )
0
1  for 1, 0
k
i
t t
i
r t k f t k i t kα α
=
∆ + = − ∆ + − ≥ ≥∑
                                                                                                                             
 
  Note that under the assumptions of the MMFE model, Δft(t+H+i)=0 for i>0. Thus, the 
release revision, Δrt(t+k), is a linear combination of the forecast revisions, Δft(t+m) for 
m=0,1,..,H. However, this is not limited to k≤H. Thus forecast revisions within the 
horizon impact planned releases beyond the forecast horizon.  
 
  Thus, we can express the revisions in period t in matrix form as 1t tr M f∆ = ∆  where M1 
is the weight matrix. Each column of M1 has zeros above the diagonal and then α on the 
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diagonal, followed by geometric weights ( )1 iα α−  for i rows below the diagonal. In the 
current form, these vectors and matrices are of infinite dimensions. We use this to 
develop certain asymptotic approximations later in this section. However, performing 
numeric tests using infinite dimensions is not tractable, so redefine Δrt(t+H) which 
reduces the above vector-matrix expression to finite dimensions. 
( ) ( ) for 1t t
i H
r t H r t i t
∞
=
∆ + = ∆ + ≥∑  
  Thus Δrt and Δft become (H+1) vectors while M1 becomes a (H+1)x(H+1) matrix. We 
set the weights in the last row to be: ( ) ( ) ( )11 , 1 ,... 1 ,1H Hα α α−− − − . We note that the 
weights in each column of M1 sum to one.  
 
Then the covariance matrix for the release process, rt(t), is given by 1 1Tr fM MΣ = Σ . 
 
Moreover, since the revisions to the forecast, ∆, are iid and have zero mean, we can 
see that the revisions to the planned releases, ∆, are also iid and have zero mean 
also. Hence rt(t+i) is a martingale, and the work release is an MMFE process. 
□ 
 
For an MMFE process ft(s), the variance of the demand, namely ft(t), is given by the 
trace of the covariance matrix for the forecast revisions, namely, ( )ftr Σ . Similarly, the 
variance of the release process, rt(t), is given by, ( ) ( )1 1Tf ftr tr M MΣ = Σ .  We find that 
this release variance can be approximated well by the following: 
( )( ) ( ) ( ) ( ) ( )( )
( )( ) ( ) ( )( )
1 1 12
1     ...    (2)
2
T
t f f f
t f
Var r t tr M M tr sum
Var f t sum
α
α α
α
α
α α
α
 
= Σ ≈ × Σ + − × Σ 
− 
 
= × + − × Σ 
− 
 
 
where ( )sum Σ  represents the sum of all of the elements in the matrix Σ . 
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  The expression (2) is asymptotically exact when fΣ  is diagonal or tridiagonal, as is 
shown below. By asymptotic, we mean as H → ∞ , i.e., the forecast horizon gets very 
long. We define the Σf and M1 matrices, and then take the trace of M1ΣfM1T. 
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where the first term is the sum of the diagonal elements of Σf, the second term includes 
the sum of elements of Σf that are 1-row above or below the diagonal, the third term 
includes the sum of elements of Σf that are 2-rows above or below the diagonal, and so 
on. We now expand the expression (2) to show how it relates to the above expression. 
 
( ) ( ) ( )( )
( ) ( )
( ) ( ) ( )
,
,
, 1 , 2
1
2
2 1
2 2
1 1
...
2 2 2
f f
i j
i j if
i i i i
f i i
tr sum
Trace
Trace
α
α α
α
α α σ
α
α α
α α σ α α σ
α
α α α
>
± ±
 
× Σ + − × Σ 
− 
 
−  
⋅ Σ  
= +
− −
   
− −   
⋅ Σ    
= + + +
− − −
∑
∑ ∑
 
 
  Thus, we see that the expression (2) is asymptotically exact when fΣ  is diagonal or 
tridiagonal, as is shown above. Additionally, it is a good approximation while the non-
diagonal terms of fΣ  are small relative to the diagonal terms. 
 
  Furthermore, we show that sum(Σr) asymptotically equals sum(Σf).  
( ) ( )
( ) ( ) ( )
( )
1 1
22 1 2 1 3 1 ..
T
r f
f
f
sum sum M M
sum
sum
α α α
Σ = Σ
 = + − + − + Σ
 
= Σ
 
 
  Another way to see that sum(Σr) asymptotically equals sum(Σf) is demonstrated below. 
Let e = [1 1 1 … ]T be an infinite vector of ones. Then sum(Σ) can be written as eT Σ
 
e. 
Hence, we get: 
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( )
( )
( )
( )
( )
1 1
1 1
T
r r
T T
f
T T
f
T
f
f
sum e e
e M M e
e M M e
e e
sum
Σ = Σ
= Σ
= Σ
= Σ
= Σ
 
 
  Note that eT M1 equals eT as the columns of M1  asymptotically sum to 1. 
 
  Hence the second term of (2) remains a constant, as we move from one segment to 
another. This is significant as we now have an easy way to model how the demand 
variability in a segment gets passed upstream to the next segment. In particular, if the 
demand forecast process for a segment has variance ( )( ) 2t OUTVar f t σ= , then for a 
specified smoothing parameter α, we model the release variance of the segment 
( )( ) 2t INVar r t σ= , by: 
( ) ( )( )2 2 1    ...   (3)2IN OUT fsumασ α σ αα ≈ × + − × Σ −   
 
  Alternatively, as explained in the Dynamic Program section, for a given pair ( 2 2,IN OUTσ σ ) 
as a segment’s release and demand variance, we can use the expression (3) to 
determine the value of the smoothing parameter α for the segment since sum(Σf) 
remains a constant. We note that the value of α, found by solving a quadratic equation, 
can have 2 possibilities (roots of the quadratic equation). However, there is usually only 
one root that is in (0,1]. In the rare event that both roots are in (0,1], we choose the 
larger root as it implies less production smoothing and leads to smaller inventory 
variance, and hence lower safety stocks. 
 
  If there are multiple product-types being processed in the segment, then each product-
type has its own work release parameter α, which we use to calculate the release rate 
for that product-type into the segment. 
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2.2.1.3. Production Rate Rule 
 
We set the production rate by the linear control rule: 
( ) ( )( )    ...   (4)t tp t X x tµ β= + × −  
where 
• pt(s) is the planned production rate for period s, determined in period t, s>t; when s=t 
it is the production rate for period t. 
• xt(s) is the planned buffer inventory for the segment for period s, determined in 
period t, s>t; when s=t it is the buffer inventory at the start of period t. Note that this 
is the inventory level after demand for the current period has been filled. 
• Δpt(s) = pt(s) - pt-1(s), is the revision in period t to the planned production rate for 
period s.  
• Δxt(s) = xt(s) - xt-1(s), is the revision in period t to the planned buffer inventory for 
period s.  
• µ is a mean production rate which is equal to the mean demand rate for the system. 
• X is a target inventory level for the segment after the current period’s demand has 
been filled. This should be equal to the safety stock. It is to be determined for the 
segment. 
• β is a smoothing parameter, lying in (0, 1]. It is a decision variable to be determined 
for the segment. 
 
  In each period, we set the production at a rate that is a combination of two quantities – 
the first is the mean production rate, reflecting a desire to keep the production at a 
constant level; the second is the deviation from the target inventory level due to demand 
being higher or lower than the expected value, reflecting a desire to respond to the 
demand. The β parameter allows for smoothing – the smaller it is, the less responsive 
will be the production rate to demand, and vice-versa.  
 
  The inventory dynamics are given by the following balance equation: 
( ) ( ) ( ) ( )1 11 1    ...   (5)t t t tx t x t p t f t− −= − + − −  
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  Using the inventory balance equation with the production control rule, we now show 
that if the demand forecast is an MMFE process, then the production process is also a 
MMFE process: 
 
Result 2  
If ft(s) is a MMFE process, then pt(s) will also be a MMFE process. 
Proof: 
 
( ) ( )( )
( ) ( )
( ) ( )
( ) ( )
1
0 0
1
0 0
1
0
0
1
1
t t
t i
k
t i
i k
t i
k
t i
i k
t
t i
i
p t X x t
X X f t k
f t k
p t p t
µ β
µ β β
µ β β
−
−
= =
−
−
= =
−
−
=
= + × −
  
= + × − − − × ∆ −  
  
= + × − × ∆ −
= + ∆
∑∑
∑∑
∑
 
 
Where we have defined: 
( )
( ) ( ) ( )
( ) ( ) ( )
0
0
0
1
 1
i
k
t i t i
k
i
k
t t
k
p t
p t f t k
or p t i f t i k
µ
β β
β β
− −
=
=
=
∆ = × − × ∆ −
∆ + = × − × ∆ + −
∑
∑
 
 
  Again, note that under the assumptions of the MMFE model, Δft(t+H+i)=0 for i>0. Thus, 
the production revision vector, Δpt, is a linear combination of the forecast revision 
vector, Δft. 
 
  Since the revisions to the forecast, ∆, are iid and have zero mean, we can see that 
the revisions to the planned production, ∆, are iid and have zero mean also. Hence 
pt(t+i) is a martingale, and the production process is an MMFE process. 
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□ 
 
  We are interested in determining the variance of the production rate as it will allow us 
to estimate the average amount of overtime for each process step in the segment. This 
is easily derived from the production rate control rule, and is given by: 
( )( ) ( )( )2t tVar p t Var x tβ=  
 
  We will need to calculate the variance of the buffer inventory in order to determine the 
production rate variance. 
 
  If there are multiple product-types being processed in the segment, then we restrict all 
product-types to have the same parameter β, which is used to calculate the production 
rate for that product-type in the segment.  
 
2.2.1.4. Buffer Inventory Analysis 
 
The inventory balance equation is as follows:  
( ) ( ) ( ) ( )1 11 1t t t tx t x t p t f t− −= − + − −
 
  Replacing the previous period production term using the production rate rule described 
in 2.2.2.3, and simplifying, gives us: 
( ) ( ) ( )( )( ) ( )
( ) ( ) ( )( )
( ) ( ) ( ) ( )( )( ) ( )( )
( ) ( )( ) ( ) ( ) ( )
( ) ( )( )
1
1 1
0 0
1
0
1 1
1 1
1 1 2 1
1 1 0 1
1
t
t
t t
t tk t k
t k
k k
t
k
t k
k
x t x t X x t f t
x t f t X
x t f t X f t X
f t k x X
f t k X
µ β
β µ β
β β µ β µ β
β µ β β β
β µ
−
− −
−
= =
−
−
=
= − + + × − − −
= − × − + − +
= − × − × − + − − + + − +
= − × − − + − × + − ×
= − × − − +
∑ ∑
∑
 
 where we assume ( )0x X= , the target buffer inventory level. 
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  Given that the demand process is a MMFE process, we can show that the inventory 
process is also a MMFE process. This will enable us to calculate the inventory variance 
in a simple, tractable manner. 
 
Result 3  
If ft(s) is a MMFE process, then xt(s) will also be a MMFE process, albeit with a different 
covariance matrix. 
Proof: 
( ) ( ) ( )( )
( ) ( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
1
0
1 1
0
0 0
1 1
0 0
11
0 0
1
0 0
1
0
0
1
1
1
1
1
t
k
t k
k
t t k
k
t k j
k j
t t k
k
t k j
k j
t jt
k
t k j
j k
t i
k
t i
i k
t
t i
i
x t f t k X
X f t k f t k
X f t k
X f t k
X f t k
x t x t
β µ
β µ
β
β
β
−
−
=
− − −
− −
= =
− − −
− −
= =
− −
−
− −
= =
−
−
= =
−
−
=
= − × − − +
 
= + − × − ∆ − − − 
 
 
= − − × ∆ − 
 
= − − × ∆ −
= − − × ∆ −
= + ∆
∑
∑ ∑
∑ ∑
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∑∑
∑
 
Where we define:  
 
( )
( )
( ) ( ) ( )
0
0
0
   k
1
i
k
t i t i
k
f t k
x t X
x t f t k
µ
β
− −
=
− = ∀
=
∆ = − − × ∆ −∑  
 
We find it helpful to rewrite the revision above in equivalent form as: 
( ) ( ) ( )
0
1  for 1, 0
k
i
t t
i
x t k f t k i t kβ
=
∆ + = − − ∆ + − ≥ ≥∑  
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  Again, note that under the assumptions of the MMFE model, Δft(t+H+i)=0 for i>0. Thus, 
the inventory revision vector, Δxt, is a linear combination of the forecast revision vector, 
Δft. However, this is not limited to k≤H. Thus forecast revisions within the horizon impact 
planned inventory beyond the forecast horizon. 
 
 From the above, it is clear that we can express the revisions in period t in matrix form 
as 2t tx M f∆ = ∆ where 2M  is the weight matrix. Each column of 2M has zeros above the 
diagonal and then 1 on the diagonal, followed by geometric weights ( )1 iβ−  for i rows 
below the diagonal. In the current form, these vectors and matrices are of infinite 
dimensions. We use this to develop certain asymptotic approximations later in this 
section. However, performing numeric tests using infinite dimensions is not tractable, so 
redefine Δxt(t+H) which reduces the above vector-matrix expression to finite 
dimensions. 
( ) ( ) for 1t t
i H
x t H x t i t
∞
=
∆ + = ∆ + ≥∑  
  Thus Δxt and Δft become (H+1) vectors while M2 becomes a (H+1)x(H+1) matrix. 
 
 
Then the covariance matrix for the MMFE inventory process is given by 2 2
T
x fM MΣ = Σ . 
 
  Moreover, since the revisions to the forecast, ∆, are iid and have zero mean, we can 
see that the revisions to the planned buffer inventory, ∆, are iid and have zero mean 
also. Hence xt(t+i) is a martingale, and the buffer inventory is an MMFE process. 
□ 
 
  Similar to the analysis of the release policy, we find that the inventory variance can be 
approximated well by the following expression:
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( )( ) ( )
( ) ( ) ( )( )
( ) ( )( )
2 2
2
2
2
1 1
2
1 1    ...   (6)
2
T
t f
f f
OUT f
Var x t tr M M
tr sum
sum
β ββ β
β σ ββ β
= Σ
≈ × × Σ + − × Σ
−
= × × + − × Σ
−
 
 
  As in the case of the release variance, this expression is asymptotically exact when fΣ
is diagonal, and is a good approximation while the non-diagonal terms of fΣ are small 
relative to the diagonal terms. 
 
  The inventory variance expression reflects the variability due to the responsiveness of 
the smoothing rule.  The greater the smoothing (i.e, smaller β), the more variable will be 
the inventory – as it will take longer for the production rule to respond to any variation in 
the demand.   
   
This is significant as we now have a way to model the finished goods inventory for a 
segment.  In particular, if the demand process for a segment has variance ( )2OUT ftrσ = Σ
, then we can use the above equation to get the variance of the inventory, as a function 
of the segment control parameter β. Thus, for a given segment with desired demand 
and release variances, we can find the β that minimizes the operating cost of the 
segment. 
 
  We suggest setting the inventory target ( )( )tX z Var x t= × where z is a safety factor 
set to achieve some service level target. In the implementation of the model, we 
assume that the inventory is normally distributed and set z accordingly. This would be 
the case if the forecast revisions were normally distributed. 
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  If there are multiple product-types being processed in the segment, then each product-
type has its own calculated level of buffer inventory based on its demand variance and 
covariance matrix of forecast revisions.  
 
2.2.1.5. Work-in-Process Inventory Analysis 
  
There are two parts to the work-in-process inventory in this system. The first part is 
the minimum planned inventory at each process; this is the inventory due to the batch-
forming, queuing times and service times of the process. The second part of the WIP is 
due to the difference in the work release and production rates in each segment – for 
example, if the work release is very responsive to demand ( 1α ∼ ), and the production is 
very smooth ( 0β ∼ ) in a segment, then we need to hold a large amount of WIP so that 
even in periods of low demand, we are able to meet the desired production rate. This 
additional WIP would be zero if the work release and production rates were 
synchronized. 
 
We estimate the minimum planned inventory before each process by using Little’s 
Law and queuing model approximations, as described in Hopp and Spearman (2007). 
We estimate the total expected waiting time for a work-piece at a process step by 
considering the time to form a batch (for batch processes), the waiting time in queue, 
and the actual service time. We then multiply it by the arrival rate to get the expected 
planned inventory attributable to the total waiting time. The details of this calculation 
methodology are shown below. 
 
  The average wait-time for a work-piece (WTBT) while a batch is formed at a process is 
given by the following expression:  
1 1
2
BatchSizeWTBT
ArrivalRate
−
= ×
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  We estimate the wait-time in queue (Wq) assuming a G/D/1 queue for the process. We 
also assume lot-based processing at each process step, with the lot-size being the 
average demand in a period (i.e., one month) unless specified otherwise. If multiple 
product-types are serviced at the same process, we aggregate them into a single 
product-type with an average service time and lot-size for the calculation of the wait-
time in queue.  
2
2 (1 )
acWq τρ
ρ
= ×
−
 
where we define: 
2
Service-time/lot
Process-utilization
Squared coefficient-of-variation of arrivalsac
τ
ρ
=
=
=
 
   
The squared coefficient of variation of arrivals was set to 0.5 for the specific case of 
the research sponsor based on the demand and the lot-based processing rule. 
However, this can be different for other systems. 
  
Then we calculate the minimum planned inventory at each process using the following 
expression: 
Min-WIP = Arrival-Rate × (WTBT + Wq + τ)   ...  (7)
 
 
If we have multiple product-types, then the arrival-rate, wait-time to form a batch, 
and the service time per lot are different for each product-type but the wait-time in 
queue is the same for all product-types. We set the minimum planned inventory for each 
product-type accordingly.  
   
  However, this minimum WIP at each process step assumes that the work release and 
production rates are the same for the segment. If these rates are different, then there 
will be differences the work release and planned production quantities, which can cause 
a shortfall in the WIP needed to achieve the desired production. Thus, we may need to 
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hold additional quantities of WIP in order to meet our desired production rate when the 
work release and production rates are different. 
 
  We now look at the analysis for the calculation of the additional WIP due to the 
difference in work release and production rates. If there are multiple product-types being 
processed in the segment, then each product-type has its own calculated level of 
additional WIP in the segment based on its release parameter α and the production 
segment parameter  β.  
 
  We assume that we can model the additional WIP at the end of the period as:  
( ) ( ) ( ) ( )1 1    ...   (8)t t t tw t w t r t p t−= − + −  
 
  We can write the planned WIP in terms of the planned releases and production: 
( ) ( ) ( ) ( )1       k 1t t t tw t k w t k r t k p t k+ = + − + + − + ∀ ≥
 
 
  We can write the WIP revisions in terms of the planned release and production 
revisions as: 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )( )
1
0
      k 0
1
t t t
t t t
k
t t t
j
w t k w t k w t k
w t k r t k p t k
w t k r t j p t j
−
=
∆ + = + − + ∀ ≥
= ∆ + − + ∆ + − ∆ +
⇒ ∆ + = ∆ + − ∆ +∑
 
 
  Writing the planned release and production revisions in terms of the forecast revisions 
as shown in the proof of Results 1 and 2, and simplifying, we get: 
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( ) ( ) ( )( )
( ) ( )
( ) ( )
( ) ( )
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=
∆ + = ∆ + − ∆ +
= − − − ∆ + −
= − − − ∆ +
= − − − ∆ +
∑
∑∑
∑∑
∑
 
 
  To get an approximation for the variance of the additional WIP, we will assume that fΣ  
is diagonal – i.e., we assume each forecast revision in a period  is independent of the 
other revisions in the same period, then we can express the variance of the WIP 
revision as: 
 ( ) ( ) ( )21 1
0
(1 ) (1 )
k
k m k m
t t
m
Var w t k Var f t mα β− + − +
=
∆ + = − − − ∆ +      ∑  
 
We can now compute the variance of the WIP random variable as shown below: 
( ) ( )
( ) ( ) ( )
1
1
1 0
t
t k
k
t t
t k k
k k
w t w t
Var w t Var w t Var w t k
=
−
= =
= ∆
⇒ = ∆ = ∆ +          
∑
∑ ∑
 
 
  As t → ∞ , we can simplify and write the above expression as  : 
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∞ ∞
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2(1 )(1 ) (1 )
  ...  (10)(1 ) 1 (1 )(1 ) 1 (1 ) tVar f t
α β β
α α β β
 − − −
− +     
− − − − − − 
 
  
  We suggest setting the level of this additional WIP as: ( )( )tW z Var w t= × where z is a 
safety factor set so that the probability of stocking out of this additional WIP is low, and 
we use the above approximation for Var(wt(t)). In the implementation of the model, we 
assume that this additional WIP is normally distributed and set z accordingly. This would 
be the case if the forecast revisions were normally distributed. 
 
  We emphasize that this expression for the variance of the additional WIP is an 
approximation that assumes fΣ  is diagonal – i.e., each forecast revision in a period  is 
independent of the other revisions. This may not be true when order due-dates are 
changing. However, we find that this approximation is good in practise as long as the 
diagonal elements of fΣ  are much larger than the non-diagonal elements. 
 
2.2.1.6. Production Overtime Cost Calculation 
 
  Since we have found the inventory variance, we can now calculate the production rate 
variance. This is given by the following: 
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( )( ) ( )( )
( ) ( )( )
( ) ( )( )
2
2 2
2
2
1 1
2
1   ...  (11)
2
t t
OUT f
OUT f
Var p t Var x t
sum
sum
β
β β σ ββ β
β β σ ββ
=
≈ × × × + − × Σ
−
= × × + − × Σ
−
 
 
We now model the processing time (Ω) on each process in the segment as a random 
variable. If there are multiple product-types being serviced in the process, then each 
product-type has its own mean and variance of work-load on the process. Moreover, we 
assume that the processing time of each product-type is independent from the others. 
Thus, we can write the distribution of the work-load on a process as: 
2
, ,
Pr Pr
( ) , ( )j j t j j t
j oductTypes j oductTypes
w E p t w Var p t
∈ ∈
 
   Ω     
 
∑ ∑∼  
   where jw is the processing time per work-piece for product-type j. 
 
  We also need to compute the nominal capacity ( χ ) at each process step per period. 
We do this based on the number of resources at the process step and the number of 
shifts; if the resources are shared with other process steps, then we will need to 
apportion part of the process capacity to each shared process step.  
 
  Then we can compute the expected overtime per period for the process as:  
( )    ...   (12)E χ + Ω −   
 
  In the implementation of this model, we assume Ω is normally distributed. This would 
be the case if the forecast revisions were normally distributed. Then the expression for 
overtime is just the expectation from a normal partial loss function.  
 
  Although the duration of overtime in any period is not constrained in the tactical model, 
a simple but indirect way to prevent overtime from being very large would be have a 
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much higher overtime cost beyond the actual number of overtime hours allowed per 
period. 
 
2.2.1.7. Raw Material Ordering and Inventory Policy 
 
  The raw material ordering process described here is somewhat complicated and 
specific to the research sponsor. However a different policy could be used without any 
changes to the rest of the single segment model. 
 
  Raw material orders are placed N times a year, with the time between orders being the 
same. For instance, if N=3, then there would be 3 orders per year, evenly spaced over 
the year (one every 4 months). Each order has staggered deliveries – if the order is 
placed at month t, the first installment of raw material will be delivered in month (t+L), 
the next installment delivered in month t+L+1, and so on, with the last delivery in month 
[t+L+(12/N)-1], where L is the lead time. 
 
  Furthermore, order deliveries can be delayed – we assume we know the distribution of 
the delay probability. Also, order deliveries maintain their sequence despite delays, i.e., 
an order for delivery in month (t+k) arrives before an order for delivery in month (t+k+1). 
 
  For example, consider a system where orders are placed two times in a year with a 
lead-time of 6 months, i.e., N=2 and L=6. Hence, an order placed in January, will have 
six installments, with the first installment planned to be delivered in July, and then an 
installment in each month thereafter through December. If a delivery is delayed, say for 
the month of August, then the next delivery (for the month of September) will not occur 
before the previous scheduled delivery has been completed (for August). 
 
  We use the following notation for raw material inventory, order quantities and releases: 
• ( )tv t k+  is the planned amount of raw material inventory at the end of period t + k, 
as of period t; this is a random variable.  
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• ( )tr t k+  is the planned quantity of raw material to be released during month t + k into 
the first segment (the most upstream segment), as of time t; this is a random 
variable. We assume that release occurs at the start of the period. This release 
process represents the demand process for the raw material inventory. 
• ( )q t k+  is the quantity of raw material ordered for delivery in time period t + k.  We 
assume delivery occurs at the start of the period. 
 
  For the example with N=2, L=6, at time t, the future orders ( ) ( ),... 5q t q t + have been 
previously determined and are scheduled for receipt in the next 6 periods (counting the 
current period). But we need to determine the order quantities ( ) ( )6 ,... 11q t q t+ +  at time 
t. We develop a model to determine these quantities, along with the safety stocks for 
each time period. 
 
  We will first ignore the uncertainty in the delivery time for raw material, and show how 
we set the order quantities.  We will then show how to adapt this approach to permit 
uncertainty in the raw material delivery times.  
 
  The inventory dynamics are as follows: 
 
1
1
1 1
1
1 1
( ) ( 1) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ).....
t t t
L L
t t t
i i
k k
t t t
i i
v t v t q t r t
v t L v t q t L q t i r t i
v t k v t q t k q t i r t i k L
−
−
= =
−
= =
= − + −
⇒ + = + + + + − +
⇒ + = + + + + − + ≥
∑ ∑
∑ ∑
 
  We note that ( ) ( ),t tv t k r t i+ + are random variables at time t, whereas ( ) ( ),v t q t i+ are 
known quantities or quantities to be determined.   
 
  We need to set the order quantities for ( ) ( ),... 12 / 1q t L q t N+ + − so that the raw 
material inventory provides a desired service level in each period; for instance, we might 
set the order quantities so that ( )Pr 0tv t k ξ+ ≥ =   , where ξ is the desired service level. 
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Case 1: No uncertainty in raw material delivery time 
  We first characterize the mean and variance for the inventory random variables: 
( ) 1
1 1
( ) ( ) ( ) ( )
k k
t t t
i i
E v t k v t q t k q t i E r t i
−
= =
 
+ = + + + + − +    
 
∑ ∑  
( )
1
( )
k
t t
i
Var v t k Var r t i
=
 
+ = +    
 
∑  
  In order for ( )Pr 0tv t k ξ+ ≥ =   , we propose to set the order quantities such that: 
( ) ( )
1
( )
k
t t t
i
E v t k z Var v t k z Var r t iξ ξ
=
 
+ = + = +        
 
∑  
where zξ is the safety factor. For purposes of the computational testing, we assume that 
the distribution of inventory is normal. However other distributions can also be used. 
Thus, if ξ=0.025, then z=2. 
 
  We can interpret the above expression as the safety stock target for month t+k: 
 ( ) ( )
1
( )     ,... 1
2
k
t t
i
NSS t k E v t k z Var r t i for k L Lξ
=
 
+ = + = + = + −    
 
∑  
   
The safety stock is needed to protect against the difference between our projected 
releases and the actual future releases. We can calculate the safety stock for each 
month in the future by determining the variance of future releases given their current 
projections. We can substitute this calculated safety stock in the inventory equation to 
determine the first order quantity. We can then repeat this procedure to determine the 
other order quantities sequentially. This is shown below: 
 
( ) ( )
( ) ( )
( ) ( )
1
1 1
1
1 1
12/ 2 12/ 1
1 1
( ) ( ) ( )
1 1 ( ) ( ) ( )
12 / 1 12 / 1 ( ) ( ) ( )
L L
t t
i i
L L
t t
i i
L N L N
t t
i i
q t L SS t L v t q t i E r t i
q t L SS t L v t q t i E r t i
q t L N SS t L N v t q t i E r t i
−
= =
+
= =
+ − + −
= =
 
+ = + − − + + + 
 
 
+ + = + + − − + + + 
 
 
+ + − = + + − − − + + + 
 
∑ ∑
∑ ∑
∑ ∑
⋮
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  We now show how to calculate the variance of the future releases given their current 
projections. We first need to characterize each of the planned release random variables 
as of time t: 
 ( ) ( ) ( ) ( ) ( )1 2 ...t i t t t t ir t i r t i r t i r t i r t i+ + + ++ = + + ∆ + + ∆ + + + ∆ +
 
 
where we are treating ( )t ir t i+ + as a random variable as of time t; ( )tr t i+ is the forecast 
as of time t for the release at time t+i; and ( ) ( ) ( )1 2, ,...,t t t ir t i r t i r t i+ + +∆ + ∆ + ∆ + as 
independent random variables as of time t, denoting the revisions in the next i periods.   
 
  By substituting and utilizing the independence across time, we can then write the 
variance term as: 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )
( )
1 2
1 1
1 2 1
1 2 1
1
( ) ...
...
k k
t i t t t t i
i i
k k k k
t t t k t k
i i i k i k
k k
t j
j i j
Var r t i Var r t i r t i r t i r t i
Var r t i r t i r t i r t i
Var r t i
+ + + +
= =
+ + + − +
= = = − =
+
= =
   
+ = + + ∆ + + ∆ + + + ∆ +   
   
 
= ∆ + + ∆ + + + ∆ + + ∆ + 
 
 
= ∆ + 
 
∑ ∑
∑ ∑ ∑ ∑
∑ ∑
  
  We can now compute this by determining ( )k t j
i j
Var r t i+
=
 
∆ + 
 
∑  for each k; we first 
observe that ( ) ( )
0
k jk
t j t
i j i
Var r t i Var r t i
−
+
= =
   ∆ + = ∆ +   
  
∑ ∑  .  But this is now equal to the sum of 
the elements on the (k-j+1) principal minor of the covariance matrix of releases, 
r
Σ , i.e., 
the square sub-matrix formed from the first (k-j+1) rows and first (k-j+1) columns. 
 
  Hence given the covariance matrix of releases,
r
Σ , we can calculate the variance 
1
( )
k
t
i
Var r t i
=
 
+ 
 
∑ for any value of k. 
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Case 2: Uncertainty in raw material delivery time 
 
  To account for random delivery delays, we need to slightly modify the previous 
analysis.  First we redefine ( )tv t k+ to denote the raw material inventory, accounting for 
possible delay in the receipt of the next installment.  In particular, ( )tv t k+ is the raw 
material inventory immediately prior to receipt of the order quantity ( )1q t k+ + . We 
denote the delay of this order (ie the order due at time t+k+1) by the random variable D 
(measured in periods); hence, the order actually arrives at time t+k+1+D.  Then we can 
express the inventory just prior to the receipt of this order as: 
 
1
1 1
( ) ( ) ( ) ( ) ( ).....
k k D
t t t
i i
v t k v t q t k q t i r t i k L
− +
= =
+ = + + + + − + ≥∑ ∑
 
  We wish to set the order quantities so that ( )Pr 0tv t k α+ ≥ =   . Using the above 
inventory equation, and repeating the analysis shown for the first case, we find that the 
safety stock targets now are: 
( )
1
( )      ,... 1   ...   (13)
2
k D
t
i
NSS t k z Var r t i for k L Lα
+
=
 
+ = + = + − 
 
∑  
and the order quantities are given by: 
( ) ( )
( ) ( )
( ) ( )
1
1 1
1
1 1
12/ 2 12/ 1
1 1
( ) ( ) ( )
1 1 ( ) ( ) ( )    ...   (14)
12 / 1 12 / 1 ( ) ( ) ( )
L L D
t t
i i
L L D
t t
i i
L N L D N
t t
i i
q t L SS t L v t q t i E r t i
q t L SS t L v t q t i E r t i
q t L N SS t L N v t q t i E r t i
− +
= =
+ +
= =
+ − + + −
= =
 
+ = + − − + + + 
 
 
+ + = + + − − + + + 
 
 
+ + − = + + − − − + + + 
 
∑ ∑
∑ ∑
∑ ∑
⋮
 
 
  The main complexity here, given a distribution for D, is to determine how to compute 
the terms,
1
( )
k D
t
i
E r t i
+
=
 
+ 
 
∑  and
1
( )
k D
t
i
Var r t i
+
=
 
+ 
 
∑ . We explain how to calculate these terms. 
[ ]( )
1
( )
k D
t
i
E r t i k E Dµ
+
=
 
+ = × + 
 
∑  
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where µ is the expected release rate per month, equal to the expected demand per 
month, and [ ]E D is the expected delay for a raw material order. 
 
  For the variance of planned releases, we suggest the following approximation: 
 
 
[ ] [ ] 2
1 1
( ) ( )   ...  (15)
k D k
t t
i i
k E D
Var r t i Var r t i Var D
k
µ
+
= =
+   
+ = × + + ×   
   
∑ ∑  
  This formula is exact if the future releases ( ){ }tr t k+ were independent and identically 
distributed. However, this is an approximation, since this series of releases is not 
independent and are correlated over time. 
 
  If there are multiple raw materials for different product-types, then each raw material 
has its own inventory and ordering policy computed as shown above, based on its 
covariance matrix of release revisions. If a raw material is common to two or more 
product-types that have independent demand, then the covariance matrix of release 
revisions for that raw material is given by the sum of the covariance matrix of release 
revisions for those product-types. This allows for raw material inventory pooling and can 
have significant cost benefits. 
 
2.2.1.8. Finished Goods Inventory Analysis 
 
  The finished goods inventory (FGI) policy described here is specific to the research 
sponsor. However a different policy could be used without any changes to the rest of 
the single segment model. 
 
  Orders that are due in the current period are filled from the finished goods inventory at 
the start of the period. If there is insufficient inventory to fill an order, then a penalty cost 
is incurred. This penalty cost is applied to the entire order size for the entire duration of 
its delay. For example, consider a scenario where the penalty cost is $100 per piece per 
day. So an order for 50 pieces that is filled 2 days late incurs a penalty cost of $10,000 
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(which is $100 x 50 pieces x 2 days). The order is late if it cannot be completely filled; 
for instance, if 49 pieces are available, the order is late until the 50th piece is done. 
 
  This type of a penalty cost allows the manufacturer to determine his optimal safety 
stock level by trading off the inventory holding cost with the penalty cost for order 
delays. In this section, we model these costs and determine the optimal safety stock 
level for the finished goods inventory. 
 
  In section 2.2.1.4, we suggested setting the inventory target for a decoupling buffer at 
the end of a segment to be ( )( )tX z Var x t= × , where z is the safety factor set to 
achieve a desired service level. This inventory target for the last segment is the safety 
stock for finished goods. 
 
  Let ),|( IXxf σ  be the probability density function of the FGI at the start of the period 
after orders have been filled. We assume ),|( IXxf σ  to be normal with mean, X, and 
standard deviation, ( )( )I tVar x tσ = . Let h be the finished goods inventory holding cost 
per piece per day. Then the expected inventory holding cost per day is given by: 
0
Inventory Holding Cost = . ( | , )Ih x f x X dxσ
∞
⋅ ∫
 
 
  The expected inventory shortfall at the start of a period gives us the number of pieces 
that an order will be short by in a period. This is given by: 
0
Expected inventory shortfall = ( ). ( | , ) ( )I Ix f x X dx L zσ σ
−∞
− = ⋅∫  
 
where L(z) is the partial loss function of the normal distribution, which is given by 
( )
2
( ) exp 1 ( )
2
zL z z z
 
= − − ⋅ − Φ 
 
. Note that φ(z) is the CDF (cumulative distribution 
function) of the standard normal distribution for parameter z. 
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  The duration of the shortfall depends on how much production the segment can 
complete in a period; let us call it the maximum production rate of the segment. This 
depends on the slowest process in the segment. Thus, the duration of delay in a period 
is given by: 
( )Expected duration of shortfall = 
MaxProductionRate
IL z σ⋅
 
  
 Let π be the penalty cost per order per day. Then the expected order delay penalty cost 
per day is given by:  
( )Expected Penalty Cost = 
MaxProductionRate
IL zpi σ⋅ ⋅
 
 
  Combining the above, the total cost of inventory holding and order delay (after minor 
algebra) is: 
0
Total cost = . ( | , ) ( ). ( | , )
MaxProductionRate
( )
MaxProductionRate
( )    ...   (16)
MaxProductionRate
I I
I
I
h x f x X dx h x f x X dx
h X h L z
h z h L z
pi
σ σ
pi
σ
pi
σ
∞
−∞
−∞
 
⋅ + + ⋅ − 
 
 
= ⋅ + + ⋅ ⋅ 
 
  
= ⋅ + + ⋅  
  
∫ ∫
 
 
  We find the optimal value of the FGI safety factor by finding the value of z at which the 
cost of holding finished goods and order delay penalty is minimized. Since the cost 
function allows for the separation of the inventory variance (which depends on the 
segment β), this allows us to find the optimal z first, and then find the optimal β. We 
perform a line search on z in the range (-3, 3) to find the minimum value of the cost 
function above. 
 
  If there are multiple product-types being processed in the segment, then each product-
type has its own optimized FGI safety factor (z), based on its inventory holding cost, 
order delay penalty cost and expected delay duration.  
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2.2.1.9. Segment cost computation & control parameter optimization 
 
  We now have the pieces we need to evaluate the operating cost of a segment. We 
define ( ), , ,IN OUTC i j σ σ  to be the operating cost for a segment from process step i+1 to 
j, with demand variance, Var(ft(t)) given by σOUT2, and with release variance, Var(rt(t)) 
given by σIN2. We do this with the following steps: 
 
• We determine the release smoothing parameter α by solving the following: 
( )( ) ( ) ( )( )2 2 12t IN OUT fVar r t sumασ α σ αα = = × + − × Σ − 
 
   where we assume that ( )fsum Σ  remains constant for all segments. 
If there are multiple product-types, then we determine α for each product-type. 
 
• We need to determine the parameter β that minimizes the operating cost of the 
segment. We do this by performing a line search over the range (0, 1] for β. This 
is implemented by numerical search: we evaluate the cost of the segment for 
various values of β in (0,1] , and choose the value of β that had minimal cost. 
 
• For a given value of β, we calculate the following in each iteration of the line 
search: 
o Buffer inventory holding cost per day, given by: 
( )( )
BufferInvCost = HoldingCost × (AvgCycleStock + SafetyStock)
2 t
h z Var x tµ = ⋅ + × 
 
 
 
o WIP inventory holding cost per day, given by: 
( )
( )( )( )
WIPCost = HoldingCost × Min-WIP + Additional-WIP
Arrival-Rate × (WTBT + Wq + τ)  th z Var w t= ⋅ + ×
 
o Production overtime for each process in the segment and expected 
overtime cost, given by: 
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( )
OT_Cost = OvertimeCost/hr × Expected_Overtime
ot E χ + = ⋅ Ω −
 
 
o Raw material inventory holding cost per day, if segment includes the first 
process step, given by: 
12/ 1
RMInvCost = HoldingCost × (AvgCycleStock + AvgSafetyStock)
( )
2 12 /
L N
k L
zh SS t k
N
µ + −
=
 
= ⋅ + + 
 
∑
 
o Finished goods inventory holding costs and expected order delay penalty 
costs, if segment includes the last process step, given by: 
( )
FGICost = HoldingCost × (AvgCycleStock+AvgSafetyStock)
( )
2
( )ExpectedPenaltyCost = 
MaxProductionRate
I
I
h z L z
L z
µ
σ
pi σ
 
= ⋅ + + 
 
 
 
 
2.2.2. Dynamic Programming Model 
 
  After developing the single segment model, we need to find the optimal combination of 
segments that span the production line. While doing this, we will find the locations of the 
decoupling buffers and the optimal operating policies for each segment. 
 
2.2.2.1. Structure 
 
  We consider a production line with process steps 1 to N. Then the structure of the 
dynamic programming model is given by: 
( ) ( ) ( ){ }
,
, min , , , ,
OUT
IN IN OUT OUTj
G i C i j G j
σ
σ σ σ σ= +  
where  
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• ( ), ING i σ is the optimal operating cost for the production system downstream of 
process step i, under the assumption that there is a decoupling buffer after process 
step i, and the release variability from this buffer is given by σIN. 
• ( ), , ,IN OUTC i j σ σ  is the operating cost for a segment from process step i+1 to j, with 
demand variability given by σOUT and with release variability given by σIN. We restrict 
the σIN to be less than or equal to σOUT. That is, in each segment the releases are no 
more variable than the demand on the segment. 
• The minimization is over { }, | 1,... ,OUT IN OUT Demandj j i Nσ σ σ σ= + ≤ ≤ , i.e., j is the last 
process in the segment (i,j) after which the decoupling buffer is located, and the 
release variability of this buffer is σOUT. 
 
  We have a boundary condition: 
( ) 0  , DemandforG N
otherwise
σ σ
σ
=
= 
∞
 
 
where σDemand denotes the variability (standard deviation) of the external demand 
process, i.e., σ2Demand = Var(ft(t)) = Trace(Σf). This condition essentially constrains the 
finished goods buffer’s release variability to be σDemand, as it is an input to the model. 
 
  The optimal solution is given by: 
( ) ( ){ }0 min 0,G i G i
σ
σ= = =
 
 
where the minimization is over { }| 0 Demandσ σ σ< ≤ , i.e., we choose the least cost system 
configuration G(i=0,σ) from the start of the production line (i=0) over all possible release 
variabilities (σ) from the raw material buffer  
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2.2.2.2. Implementation 
 
  To solve this dynamic program numerically in reasonable time, we discretize the state 
space. We allow the demand and release variabilities of a segment, σOUT and σIN 
respectively, to only take values from a finite set which contains fractions of the σDemand, 
the standard deviation of demand. For example, we might restrict σOUT and σIN to the 
set, {0.2σDemand, 0.4σDemand, 0.6σDemand, 0.8σDemand, σDemand}. This restriction may cause 
some sub-optimality in the solution but is a necessary trade-off in order to have 
reasonable computation times. However, the optimality gap can be controlled by having 
a larger set of allowable values with more granularity. 
 
  Moreover, we restrict the σIN to be less than or equal to σOUT. This reduces the 
optimization time considerably. More importantly, this implies that variability is 
dampened as it is propagated upstream which is a highly beneficial to the system. Thus, 
the solution quality is not affected by this restriction. 
 
  If there are multiple product-types, then we consider the demand variability, σOUT, and 
release variability, σIN, to be vectors with each element referring to one product-type. 
For example, for a three product system the state variable for the DP is: 
( )1, 2, 3, 1, 2, 3,, , , , , , ,IN IN IN OUT OUT OUTi j σ σ σ σ σ σ where , , and j IN j OUTσ σ
 
are the release and 
demand variabilities for product-type j. 
 
  We expect this state space is too big for efficient computation.  To reduce the state 
space, we propose to restrict it to states in which: 
 
1, 2, 3,
1, 2, 3,
IN IN IN
OUT OUT OUT
σ σ σ
σ σ σ
= = . 
   
Thus we restrict the DP search to states in which the ratio of release variability to 
demand variability is the same for each product-type. We only consider states in which 
the variability seen by the product-types remains in the same proportion. This is a 
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necessary step since the production rate in a segment is controlled by the same optimal 
smoothing parameter, β, for all product-types. It will also allow for a much more efficient 
solution procedure. 
 
2.2.3. Model Computational Complexity 
 
  We calculate the operating costs of all possible segment-states given by the 
combination of (i, j, σIN, σOUT). This step involves finding the optimal value of the 
production smoothing parameter, β, for the given segment-state. We then use the 
dynamic programming model to find the optimal combination of segment-states to span 
the production line while satisfying the constraints on the work release and demand 
variabilities between adjoining segment-states. We now establish the computational 
complexity of this method.  
 
  We assume that we have N processes in the system; thus, we have N possible buffer 
locations in the line after each process, including the finished goods buffer. Hence, 
there are N+1C2 possible segments denoted by processes (i,j) where 0 ≤ i ≤ N-1 and 1 ≤ j 
≤ N with i < j. Let us assume that the cardinality of the set of possible release and 
demand variances for each segment has cardinality R, i.e., if σOUT and σIN are restricted 
to the set {0.2σDemand, 0.4σDemand, 0.6σDemand, 0.8σDemand, σDemand}, then R = 5. 
 
  We consider the calculation of the cost of each segment-state as a unit of 
computation. Then using this approach, we will have: 
 
Number of state cost computations  
= Number of segments x Number of demand and release variance combinations per 
segment 
   
  A segment that has the finished goods inventory after its last process (i.e., when j=N) 
must have the segment demand variance equal to the end-product variance. Thus, 
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these segments (i, j=N) have exactly R possible (σIN, σOUT) combinations with the 
restriction σIN ≤ σOUT. The number of such segments (i, j=N) is N. 
 
  However, for segments that do not have the finished goods inventory after their last 
process (i.e., j < N), the number of possible (σIN, σOUT) combinations with the restriction 
σIN ≤ σOUT is:  
 
R + (R-1) + (R-2) + … + 1 = R(R+1)/2 
 
  The number of such segments (i, j<N) is NC2.  
 
Thus, the number of state cost computations = 2
( 1)
2
N R RN R C + ⋅ + ⋅  
 
 
 
  To get a sense of the number of computations, let us assume that we have a 30-
process serial-flow system. We set the number of possible values for production and 
demand variances to be 5 each. Then, the total number of state-cost computations will 
be: 
30
2
5(5 1)30 5 6,675
2
C + ⋅ + ⋅ = 
 
 
 
  The largest component of each state cost computation is usually in finding the optimal 
production smoothing parameter, β. We find this by doing a simple line search for β in 
{0.05, 0.1, 0.15, …, 0.95, 1.0}. 
 
  Thus, we solve one dynamic program with 2
( 1)
2
N R RN R C + ⋅ + ⋅  
 
 segment-states. The 
complexity of the DP in terms of the state-space of the cost-to-go function G(i, σIN) is 
NxR as i goes from N-1 to 0 and there are R possible values for σIN.  
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  To get a sense of how much time this actually takes, we recorded the time to solve the 
hypothetical serial-flow system test cases. The system had 30 processes (N=30), and 5 
possible values for demand and production variances for each segment (R=5). This 
problem took about 10 seconds to solve, with over 90% of the time used to calculate the 
costs of all possible segment-states in the system. 
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Chapter 3:  
 
Model Testing & Conclusions 
 
 
 
  In the previous chapter, we described the tactical planning problem for a serial 
production system, and developed an analytical model to analyze the problem and a 
dynamic program procedure for finding the optimal solution for the problem. We have 
performed a number of numerical tests over a wide variety of scenarios to validate the 
model and verify its results. In this chapter, we first describe these tests and their results 
in section 3.1, and then make our conclusions in section 3.2. 
 
3.1. MODEL TESTING 
 
  In order to verify and validate the results of the tactical model, we developed a 
software prototype of the model using C#. This software takes as inputs the process 
flow information of the serial-flow system, the product demand statistics, the raw 
material ordering constraints, and user parameter settings. It then sets up and runs the 
dynamic program to find the optimal locations for decoupling buffers and the optimal 
operating policies for each of the segments. The software computes and reports all of 
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the relevant costs, as well as the statistics for the inventory and production levels.  
Users can impose limits on the optimization by suggesting suitable decoupling buffer 
locations in the production line, or even by indicating the maximum length of a segment 
in terms of the number of processes in the segment. They can also set permissible 
ranges for control parameters values. This limits the tactical model optimization results 
to only feasible operating policies. 
 
  We also developed a detailed discrete-event simulation software for a serial-flow 
manufacturing system using C#. The purpose of the simulation is to test the accuracy of 
the tactical model, and in particular to assess the impact of key assumptions and 
approximations made in the development of the tactical model. The simulation software 
takes as input the process flow information of the serial-flow system, the product 
demand statistics, the locations of the decoupling buffers, and operating policies for 
each segment. It then simulates all the operations of the factory under the process flow 
and the control rules (as described in the tactical model, sections 2.2.1.2 and 2.2.1.3) 
for a number of years and records the inventory, production, order fulfillment and other 
outcomes for each day. At the end of the simulation run, it computes statistical results 
for the factory performance in terms of costs, order fulfillment and other performance 
metrics. We can compare these with the tactical model predictions for model validation. 
 
  We ran the tactical model software on a hypothetical production line, and on a real 
manufacturing system under a variety of scenarios. These tests help us validate the 
tactical model. They confirm our intuition and give us new insight about which operating 
policies are suitable under different demand, process-flow and cost environments, and 
also give us more confidence in the tactical model. We show these results in sections 
3.1.1 and 3.1.2, and explain the reasons for the outcomes. We then ran the simulation 
software under a number of different operating policy scenarios. These tests help us 
validate the tactical model’s assumptions and cost predictions, and also verify its 
optimality. We show these results in section 3.1.3. 
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3.1.1. Hypothetical Production Line 
 
  We create a hypothetical production line to examine the performance of the tactical 
model and see if the resulting operating policies make logical sense. We set up the 
system as a serial-flow line of 30 processes that produces a single product. Each 
process has its own service (or production) time, inventory cost, and overtime cost; 
each process operates for one shift of 7.6 hours a day for 22 days a month and can 
extend each day by working up to 3 hours of overtime each day. For simplicity, we 
assume that the batch size is 1 for all processes and that work pieces go through each 
process exactly once. For the demand, we assume a forecast process with monthly 
buckets and monthly updates, a 6 month horizon, average monthly demand of 300 units 
and standard deviation of 76 units per month. The covariance matrix of forecast 
revisions is shown in the figure below.  
 
149 -12 -22 -36 -51 -64 -76 
-12 162 -24 -41 -53 -67 -79 
-22 -24 187 -43 -54 -71 -83 
-36 -41 -43 235 -57 -76 -97 
-51 -53 -54 -57 283 -82 -124 
-64 -67 -71 -76 -82 2259 -385 
-76 -79 -83 -97 -124 -385 2562 
 
 Figure 3.1: Covariance Matrix of Forecast Revisions 
 
  We assume that the raw material can be ordered 4 times a year with a lead time of 3 
months with delays of up to half a month; The distribution of delay probabilities is shown 
in the figure below.  
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Delay 
(months) Probability 
0 0.5 
0.1 0.2 
0.25 0.2 
0.5 0.1 
 
Figure 3.2: Distribution of delay probabilities 
 
  To control the state space for the DP, we restrict the possible values for σIN and σOUT 
in each segment to be from the set: (0.2σDemand, 0.4 σDemand,  … , σDemand). 
 
 
  
Case 1: 
  We set the service time to 20 minutes per piece at each process. This gives an 
average monthly service time of 300 pieces/month x 20 min/piece = 6,000 mins/month. 
Since the monthly capacity is 7.6 hours/day x 22 days/month x 60 mins/hr = 10,000 
mins/month, the capacity utilization of 60% for all process steps in the system. The 
inventory holding cost is 200 yen/piece-day for the raw material, and increases linearly 
to 1000 yen/piece-day before process 30, and is set to 1020 yen/piece-day for the 
finished product. The overtime cost is set to 100,000 yen/hour for each process. 
Although the duration of overtime on any day is not constrained in the tactical model, a 
simple but indirect way to prevent overtime from being very large would be have a much 
higher overtime cost beyond the actual number of overtime hours allowed per day. The 
penalty cost for each delayed order is 100,000 yen/piece-day. The safety factor for raw 
material and intermediate decoupling buffers is set to 1.6, corresponding to 10% 
probability of stock-out at these buffers. The service times and costs for each process 
are shown in the figure below, and are followed by the tactical model results are shown 
in the table below. 
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Process 
Service 
Time/Pc 
(min) 
OT 
Cost/Hr 
(Yen) 
Inv 
Holding 
Cost/Day 
(Yen) 
1 20 100,000 200 
2 20 100,000 228 
3 20 100,000 255 
4 20 100,000 283 
5 20 100,000 310 
6 20 100,000 338 
7 20 100,000 366 
8 20 100,000 393 
9 20 100,000 421 
10 20 100,000 448 
11 20 100,000 476 
12 20 100,000 503 
13 20 100,000 531 
14 20 100,000 559 
15 20 100,000 586 
16 20 100,000 614 
17 20 100,000 641 
18 20 100,000 669 
19 20 100,000 697 
20 20 100,000 724 
21 20 100,000 752 
22 20 100,000 779 
23 20 100,000 807 
24 20 100,000 834 
25 20 100,000 862 
26 20 100,000 890 
27 20 100,000 917 
28 20 100,000 945 
29 20 100,000 972 
30 20 100,000 1000 
 
Figure 3.3: Process Data for Case 1 
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Segment 
Start 
Process 
End 
Process β α 
OT 
Cost 
Penalty 
Cost 
Total 
Cost 
1 1 30 0.40 0.39 540 34,996 433,394 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
31 76 89 285 133 53,366 290,208 1.70 
RM Inv RM SS 
RM Inv 
Cost 
271 121 54,284 
 
Table 3.1: Case 1 solution 
 
  The results in Table 1 shows the optimal solution parameters and costs. For example, 
we see that the solution has only one segment from process 1 though 30. The demand 
variability, σOUT, is 76 while the release variability, σIN, is 31, corresponding to a σIN/σOUT 
ratio of 0.4. The corresponding value of α, given the demand and release variabilities 
and the covariance matrix of forecast revisions, is 0.39. The optimal β for the segment is 
0.4. The optimal finished goods safety factor is found to be 1.7, corresponding to a 9% 
probability of stock-out. The buffer and raw material inventory consists of the safety 
stock, which is shown in the table, and a cycle stock. Thus, the cycle stock can be 
inferred by subtracting the safety stock from the total inventory, The WIP in the segment 
is 89 units. The average finished goods inventory is 285 consisting of 133 as safety 
stock and the rest as cycle stock. The average raw material inventory is 271 with 121 as 
safety stock. This gives us a daily WIP cost of 53,366 yen, and inventory holding costs 
of 290,208 yen/day for the finished goods and 54,284 yen/day for the raw material. The 
expected penalty cost for order delays is 34,996 yen/day, and the expected overtime 
cost is 540 yen/day, bringing the total cost to 433,394 yen/day. 
  
  We see that the optimal solution has one segment with some production smoothing 
(α=0.39, β=0.40). Interestingly, the optimal α and β are so close that the variance in the 
WIP is almost negligible, thus requiring very little additional WIP and suggesting a 
constant WIP type policy. Thus, the 89 units of WIP are all due to the waiting time in 
80 
 
queue and service time at the processes. The overtime cost is very small as there is 
sufficient excess capacity available to meet the demand variability. Hence, it seems that 
the smoothing is being done primarily to reduce the raw material variability (and 
consequently, raw material safety stock). The finished goods inventory incurs almost 
65% of the total cost, with the raw material and WIP inventory costs around 12.5% 
each. The optimal finished goods safety factor is 1.7 which leads to a penalty cost of 
about 9% of the total cost.  
 
  This is our base case. We now vary the service time, inventory cost, overtime cost for 
the processes, the demand variance and the order penalty cost to see how the optimal 
solution changes. 
 
Case 2: 
  We now set the service time to 33 minutes per piece at all processes, thus giving a 
capacity utilization of 100% for the system. All other costs are kept the same as in case 
1. The tactical model results are shown in the table below. 
 
Segment 
Start 
Process 
End 
Process β α 
OT 
Cost 
Penalty 
Cost 
Total 
Cost 
1 1 30 0.15 0.14 842,963 47,426 1,852,842 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
15 76 951 332 180 570,363 338,939 1.7 
RM Inv RM SS 
RM Inv 
Cost 
266 116 53,151 
 
Table 3.2: Case 2 solution 
 
  The optimal solution still has one segment, but with much greater production 
smoothing (α=0.14, β=0.15) and a four-fold rise in the total cost. The system is now 
operating at the minimum release variability allowed by our parameter setting. This is 
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expected as the factory is now operating at 100% capacity, requiring some overtime 
almost every day and large quantities of WIP. Consequently, the overtime cost is now 
the largest cost, followed by the WIP which has a ten-fold rise. The finished goods 
inventory increases slightly as the inventory variability increases due to the increased 
smoothing, and leads to more safety stock being held. The raw material inventory cost 
is slightly lower as the work release variability decreases. The optimal finished goods 
safety factor is still 1.7 as the inventory holding and penalty costs were unchanged. 
 
Case 3: 
  We set the service time to 33 minutes per piece for processes 1 through 15, and at 20 
minutes per piece for processes 16 through 30. Thus, the upstream section of the line 
operates at 100% capacity utilization while the downstream section operates at 60%. 
The hourly overtime cost is raised to 500,000 yen/hour for all processes. All other costs 
are kept the same as in case 1. The tactical model results are shown in the table below. 
 
Segment 
Start 
Process 
End 
Process β α OT Cost 
Total 
Cost 
1 1 15 1.00 1.00 2,013,670 2,310,547 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
15 15 348 174 24 136,648 107,079 
RM Inv RM SS 
RM Inv 
Cost 
266 116 53,151 
Segment 
Start 
Process 
End 
Process β α OT Cost 
Penalty 
Cost 
Total 
Cost 
2 16 30 0.15 0.14 0 47,426 429,728 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
15 76 54 332 180 43,363 338,939 1.70 
 
Table 3.3: Case 3 solution 
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  This table shows a two-segment solution and contains the parameter values and costs 
of each of the segments. It is read in the same way as the previous tables. The second 
segment contains the finished goods inventory while the first segment contains the raw 
material inventory. Note that the demand variability of the second segment (σOUT,2=15) 
is equal to the release variability of the first segment (σIN,1=15). 
 
  The optimal solution now has two segments with the decoupling buffer after process 
15. The second segment has very high work release and production smoothing (α=0.14, 
β=0.15) which sets the release variance to the lowest allowed value. This benefits the 
first segment (α=1.0, β=1.0) as it now has the lowest demand variance that it could 
have, and consequently the lowest production variance which is important to reduce 
overtime.  
 
Case 4: 
  We build on case 3 by creating a high value-add process. Thus, the service time is 33 
minutes per piece for processes 1 through 15, and 20 minutes per piece for processes 
16 through 30. The hourly overtime cost is 500,000 yen/hour for all processes. We set 
process 11 as a high value-add process – the inventory holding costs are set from 210 
yen/day to 300 yen/day for inventory after processes 1 through 10, and from 820 
yen/day to 1,000 yen/day for inventory after process 11 through 29. All other costs are 
kept the same as in case 1. The process data is shown in the figure below. Hence 
process step 11 increases the holding cost of piece from 300 yen/day prior to the 
process to 820 yen/day upon completion of the process. The tactical model results are 
shown in the table below. 
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Process 
Service 
Time/Pc 
(min) 
OT 
Cost/Hr 
(Yen) 
Inv 
Holding 
Cost/Day 
(Yen) 
1 33 500,000 200 
2 33 500,000 210 
3 33 500,000 220 
4 33 500,000 230 
5 33 500,000 240 
6 33 500,000 250 
7 33 500,000 260 
8 33 500,000 270 
9 33 500,000 280 
10 33 500,000 290 
11 33 500,000 300 
12 33 500,000 820 
13 33 500,000 830 
14 33 500,000 840 
15 33 500,000 850 
16 20 500,000 860 
17 20 500,000 870 
18 20 500,000 880 
19 20 500,000 890 
20 20 500,000 900 
21 20 500,000 910 
22 20 500,000 920 
23 20 500,000 930 
24 20 500,000 940 
25 20 500,000 950 
26 20 500,000 960 
27 20 500,000 970 
28 20 500,000 980 
29 20 500,000 990 
30 20 500,000 1000 
 
Figure 3.4: Process Data for Case 4 
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Segment 
Start 
Process 
End 
Process β α OT Cost 
Total 
Cost 
1 1 10 1.00 1.00 1,342,446 1,504,710 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
15 15 232 174 24 56,777 52,336 
RM Inv RM SS 
RM Inv 
Cost 
266 116 53,151 
Segment 
Start 
Process 
End 
Process β α OT Cost 
Penalty 
Cost 
Total 
Cost 
2 11 30 0.15 0.14 702,469 47,426 1,251,076 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
15 76 210 332 180 162,241 338,939 1.70 
 
Table 3.4: Case 4 solution 
 
  The optimal solution is very similar to case 3:  it has two segments, but with the 
decoupling buffer after process 10 instead of process 15. This is easily explained by the 
sudden rise in inventory holding cost after process 11. The reduction in the inventory 
holding cost by shifting the decoupling buffer offsets the increase in overtime costs for 
the system.   
 
Case 5: 
  We change the service time to 30 minutes per piece at all processes, so that the 
capacity utilization is at 90%. We also reduce the overtime hourly cost for processes 16 
through 30 to 10,000 yen/hour. All other costs are kept the same as in case 1. The 
process data is shown in the figure below, and the tactical model results are shown in 
the table below. 
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Process 
Service 
Time/Pc 
(min) 
OT 
Cost/Hr 
(Yen) 
Inv 
Holding 
Cost/Day 
(Yen) 
1 30 100,000 200 
2 30 100,000 228 
3 30 100,000 255 
4 30 100,000 283 
5 30 100,000 310 
6 30 100,000 338 
7 30 100,000 366 
8 30 100,000 393 
9 30 100,000 421 
10 30 100,000 448 
11 30 100,000 476 
12 30 100,000 503 
13 30 100,000 531 
14 30 100,000 559 
15 30 100,000 586 
16 30 10,000 614 
17 30 10,000 641 
18 30 10,000 669 
19 30 10,000 697 
20 30 10,000 724 
21 30 10,000 752 
22 30 10,000 779 
23 30 10,000 807 
24 30 10,000 834 
25 30 10,000 862 
26 30 10,000 890 
27 30 10,000 917 
28 30 10,000 945 
29 30 10,000 972 
30 30 10,000 1000 
 
Figure 3.5: Process Data for Case 5 
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Segment 
Start 
Process 
End 
Process β α 
OT 
Cost 
Total 
Cost 
1 1 15 0.15 0.17 60,275 428,794 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
15 46 328 304 154 128,925 186,444 
RM Inv RM SS 
RM Inv 
Cost 
266 116 53,151 
Segment 
Start 
Process 
End 
Process β α 
OT 
Cost 
Penalty 
Cost 
Total 
Cost 
2 16 30 0.60 0.62 71,893 32,943 475,298 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
46 76 109 277 125 88,307 282,155 1.70 
 
Table 3.5: Case 5 solution 
  The optimal solution now has two segments, with the decoupling buffer after process 
15. The downstream segment has much less work release and production smoothing 
(α=0.62, β=0.60) than the first segment (α=0.17, β=0.15). This is expected as the 
processes in the upstream segment have a higher hourly overtime cost but lower 
inventory holding cost than the processes in the second segment, thus favoring more 
production smoothing than in the second segment.  
 
Case 6: 
  We now set the order delay penalty cost at 500,000 yen/piece-day. All other service 
times and costs are kept the same as in case 1. The tactical model results are shown in 
the table below. 
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Segment 
Start 
Process 
End 
Process β α 
OT 
Cost 
Penalty 
Cost 
Total 
Cost 
1 1 30 0.40 0.39 540 19,176 480,155 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
31 76 89 346 196 53,366 352,788 2.50 
RM Inv RM SS 
RM Inv 
Cost 
271 121 54,284 
 
Table 3.6: Case 6 solution 
 
  The optimal solution still has one segment with the same production smoothing 
(α=0.39, β=0.40). The optimal finished goods safety factor is 2.5, which leads to a 
higher level of safety stock and consequently higher buffer inventory cost, but lower 
penalty cost. All other costs are the same as in case 1. 
 
Case 7: 
  We change the standard deviation of demand to 150 units per month. All service times 
and costs are kept the same as in case 1. The tactical model results are shown in the 
table below. 
 
Segment 
Start 
Process 
End 
Process β α 
OT 
Cost 
Penalty 
Cost 
Total 
Cost 
1 1 30 0.35 0.41 53,626 67,673 669,289 
σIN σOUT WIP 
Buffer 
Inv 
Buffer 
SS 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
60 151 121 409 257 72,510 417,511 1.70 
RM Inv RM SS 
RM Inv 
Cost 
290 140 57,969 
 
Table 3.7: Case 7 solution 
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  We see that the optimal solution has one segment with more production smoothing 
(α=0.41, β=0.35) than in case 1. The overtime cost is much higher than in case 1 even 
when the capacity utilization for the system is at 60%; this is because of the greater 
demand variability. The raw material inventory costs are slightly higher than in case 1 
due to the increased release variability. The finished goods inventory is still the largest 
cost driver, and is larger than in case 1 due to the increased demand variability. The 
optimal finished goods safety factor is still 1.7, but the penalty cost is somewhat higher 
due to increased demand variability.  
 
  These test cases were the most illustrative for the hypothetical manufacturing system. 
More tests were carried out on a slightly different system by a fellow student, Bin 
Huang. The results of those tests and their explanations are available in the Bin 
Huang’s S.M. thesis (Bin Huang 2010). 
 
3.1.2. Real Manufacturing System 
 
  We obtained demand, process flow, and cost information of a real manufacturing 
system from our research sponsor, a manufacturer of industrial products and systems. 
This serial-flow manufacturing system produces three families of discrete parts in a 
make-to-forecast setting. It has 94 processes including cutting, grinding, heat-treatment, 
coating, inspection, among others; these processes are shared by all of the product 
families. The production resources associated with each process step can entail both 
parallel machines and shared workers. Some process steps are batch processes, while 
a few others are outsourced to a subcontractor. The system includes several inspection 
steps, which can result in rework and repeat processes. The system produces three 
products and consequently each process step can have setup times to switch between 
product types. Production is scheduled for two shifts a day, with an option for working 
overtime as needed. The system operates in a low volume, long lead time, production 
environment with monthly demand of about 350 pieces (across all three product 
families) and standard deviation of about 170. The forecast horizon is 24 months. We 
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cannot show the covariance matrix of forecast revisions, but we illustrate how the 
forecast changes graphically in Figure 3.6 below. The production lead-time is about 4 
months. Two of the products share a common raw material, while the third product has 
its own raw material. The two raw materials are ordered twice in a year, and have a six 
month lead time. Deliveries are staggered monthly from the seventh to the twelfth 
month after order placement, and each delivery may be delayed by up to one month. As 
the process data is from a real manufacturing facility of the research sponsor, we 
cannot give details about the process flow. But to give a flavor of the problem being 
solved here, we show some process information like the number of shifts, machines and 
workers at each process, batch sizes of the products and the capacity utilization at the 
process. This is shown in the table below. 
 
 
Figure 3.6: Cumulative variability for forecast revisions in real system 
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Table 3.8: Real System Process Data 
Process Shifts Machines 
Day 
Workers 
Night 
Workers 
Product 
1: Batch 
Size 
Product 
2: Batch 
Size 
Product 
3: Batch 
Size 
Capacity 
Utilization 
(Regular 
Time) 
1 2 0 3 2 1 0 0 3.60% 
2 2 5 3 3 1 0 0 3.90% 
3 Outsourced       1 0 0   
4 1 1 1 0 8 0 0 1.65% 
5 1 0 1 0 1 0 0 7.19% 
6 2 0 2 2 1 0 0 58.58% 
7 Outsourced       1 0 0   
8 1 1 1 0 1 1 1 12.81% 
9 2 1 2 2 0 1 1 59.84% 
10 2 1 2 2 0 1 1 44.69% 
11 2 1 2 2 0 1 1 59.84% 
12 2 4 2 2 0 1 1 66.15% 
13 2 1 2 2 0 1 1 67.44% 
14 2 2 2 2 1 0 0 31.65% 
15 2 2 2 2 1 0 0 30.15% 
16 2 2 2 2 1 0 0 36.15% 
17 2 2 2 2 1 0 0 27.16% 
18 2 2 2 2 1 0 0 23.41% 
19 2 3 2 2 0 1 1 74.97% 
20 2 3 2 2 0 1 1 74.22% 
21 2 2 2 2 0 1 1 76.29% 
22 2 1 2 2 0 2 2 99.44% 
23 2 1 2 2 0 1 1 73.45% 
24 2 1 2 2 1 1 1 62.94% 
25 2 1 3 3 1 1 1 58.92% 
26 2 1 3 3 1 1 1 93.23% 
27 2 1 3 3 1 1 1 64.71% 
28 2 1 3 3 1 1 1 81.11% 
29 2 1 3 3 1 1 1 82.76% 
30 2 1 3 3 0 1 1 51.88% 
31 2 1 3 3 1 1 1 75.79% 
32 2 1 3 3 1 1 1 73.86% 
33 2 1 3 3 1 1 1 52.38% 
34 2 1 3 3 1 1 1 85.03% 
35 2 1 3 3 1 1 1 61.55% 
36 2 1 4 3 1 0 0 15.70% 
37 2 0 4 3 1 1 1 120.37% 
38 2 1 2 1 24 24 24 16.05% 
39 2 2 2 1 24 24 24 24.21% 
40 2 1 2 1 1 1 1 32.44% 
41 2 0 2 1 1 1 1 73.35% 
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Process Shifts Machines 
Day 
Workers 
Night 
Workers 
Product 
1: Batch 
Size 
Product 
2: Batch 
Size 
Product 
3: Batch 
Size 
Capacity 
Utilization 
(Regular 
Time) 
42 2 0 1 1 1 1 24 100.12% 
43 1 0 1 0 1 1 1 113.85% 
44 1 1 1 0 8 8 8 16.87% 
45 1 0 1 0 1 1 1 125.24% 
46 1 0 1 0 1 1 1 113.85% 
47 1 0 1 0 0 1 1 28.94% 
48 1 0 1 0 0 1 1 36.17% 
49 1 1 1 0 0 1 1 14.47% 
50 2 0 4 3 0 1 1 109.43% 
51 2 0 4 3 6 6 6 53.38% 
52 2 0 4 3 6 6 6 54.71% 
53 2 1 2 2 1 1 1 101.19% 
54 2 1 2 2 1 1 1 113.55% 
55 2 1 2 2 1 1 1 121.70% 
56 2 1 2 2 1 1 1 111.67% 
57 Outsourced       1 0 0   
58 1 0 2 0 1 0 0 1.50% 
59 2 0 1 0 1 0 0 60.09% 
60 2 0 1 0 1 0 0 60.75% 
61 1 1 1 1 1 0 0 17.98% 
62 2 1 2 0 16 24 24 43.01% 
63 1 1 2 0 3 3 3 43.25% 
64 1 1 2 0 3 3 3 54.06% 
65 1 1 2 0 3 3 3 21.62% 
66 1 1 2 0 3 3 3 5.41% 
67 1 1 2 0 3 3 3 10.81% 
68 1 1 2 0 3 3 3 16.22% 
69 1 1 2 0 3 3 3 21.62% 
70 1 0 2 0 3 3 3 61.27% 
71 Outsourced       1 1 1   
72 1 1 1 0 1 1 1 9.85% 
73 2 0 1 1 1 1 1 48.40% 
74 2 1 2 2 1 1 1 86.33% 
75 2 0 1 1 1 0 0 80.19% 
76 2 0 2 2 0 1 1 79.82% 
77 2 2 3 3 1 1 1 85.24% 
78 2 0 3 3 1 0 0 12.11% 
79 Outsourced       1 1 1   
80 1 0 2 0 58 99 76 5.32% 
81 2 0 3 3 1 1 1 85.18% 
82 2 1 1 1 1 1 1 80.36% 
83 2 1 1 1 1 1 1 27.34% 
84 2 0 3 3 1 1 1 70.21% 
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Process Shifts Machines 
Day 
Workers 
Night 
Workers 
Product 
1: Batch 
Size 
Product 
2: Batch 
Size 
Product 
3: Batch 
Size 
Capacity 
Utilization 
(Regular 
Time) 
85 1 0 1 1 0 1 1 114.17% 
86 2 0 3 3 1 1 1 118.91% 
87 1 0 1 0 1 1 1 102.22% 
88 1 0 1 0 1 1 1 107.02% 
89 1 0 1 0 1 1 1 25.30% 
90 2 2 2 2 1 1 1 99.79% 
91 2 0 1 1 0 1 1 10.85% 
92 2 1 1 1 1 1 1 19.68% 
93 2 0 3 3 3 3 3 27.03% 
94 2 0 2 2 3 3 3 24.33% 
 
   
  The process data shows steps that are outsourced. A batch size of zero indicates that 
the product does not go through that process step. The workers in some process steps 
are shared with other steps, but the machines are dedicated to a process. Finally, a 
capacity utilization of over 100% at a process indicates that overtime will be needed to 
meet the average monthly workload at that step. 
  
  We ran the tactical model software using the actual factory data on demand, 
processes and costs. There was no restriction on the maximum segment length or 
decoupling buffer locations. We restricted the σOUT and σIN to the set, {0.1σDemand, 
0.2σDemand, 0.3σDemand, …., 0.9σDemand, σDemand} for each product. The optimal solution 
for the base case entailed a single segment for the production line. The optimal 
operating parameter values, normalized inventory levels and normalized costs are 
shown in the table below. The inventory numbers are normalized by dividing them by 
the average monthly demand, thus indicating the level of inventory in months of 
demand. The demand and release variabilities are normalized by dividing them by the 
average monthly demand also. The costs are normalized by dividing them by the total 
cost of the optimal one-segment tactical model solution.  
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Cost Breakdown  
RM Inv 
Cost 
WIP 
Cost 
Buffer 
Cost OT Cost 
Penalty 
Cost Total Cost 
23.68 37.70 14.34 19.59 4.69 100.00 
Segment Information 
Segment 
Start 
Process 
End 
Process β OT Cost Total Cost 
1 1 94 0.6 19.59 100 
Product α 
Release 
SD 
Demand 
SD WIP Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
Order 
Penalty 
Cost 
1 0.61 60.62 101.04 8.32 3.80 0.90 1.08 
2 0.61 43.95 73.25 15.16 5.63 0.50 1.81 
3 0.61 44.42 74.03 14.22 4.91 0.30 1.81 
RM Type 
RM Inv 
Cost 
1 6.68 
2 17.00 
 
Table 3.9: One-segment real system solution 
  We first explain how these tables should be read. The upper section of the table shows 
the breakdown of costs by type of cost. The costs are normalized by dividing by the total 
cost of the one-segment solution. Hence, the costs add up to 100% in this case. The 
lower section of the table shows operating costs and parameters for each segment. The 
aggregate segment information is shown first such as the processes in the segment, the 
optimal production smoothing parameter for the segment β, and the overtime and total 
cost of the segment. Following that, product-level information such as the work release 
smoothing parameters α, the demand and release variabilities, WIP and buffer inventory 
costs, are shown. If the segment ends with the finished goods inventory, then the 
optimal FGI safety factor and the expected order delay penalty costs are also shown for 
each product in the segment. Also, if the segment starts with the raw material inventory, 
then the raw material inventory costs are also shown for each raw material in the 
segment. 
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  Now we explain the results for the one-segment solution. There is some production 
smoothing (β=0.6), and the work release is smoothed as well (α=0.61 for all three 
products). Recall that each product can have its own release smoothing parameter, α, 
but the production smoothing parameter, β, is common to all the products. Interestingly, 
the optimal α and β are so close that the expected variance in the WIP is almost 
negligible, thus requiring very little additional WIP and suggesting a ConWIP type policy. 
The WIP for each product is about 4 months of demand. This is in line with expectations 
given the production lead-time. The optimal FGI safety factor is different for each 
product due to the varying inventory holding and penalty costs for each of the products. 
Thus, the buffer safety stock and average inventory level are also significantly different 
for each of the products. The raw material safety stock levels clearly show the benefits 
of pooling demand for the second type which is common to products 2 and 3. 
 
  We then limited the maximum length of a segment of 50 processes to force the 
production line into at least two segments. This resulted in the optimal solution having 
two segments with a decoupling buffer between processes 45 and 46. The optimal 
operating parameter values, inventory levels (normalized to months of demand) and 
costs (normalized to the one-segment solution total cost) are shown in the table below. 
 
Cost Breakdown  
RM Inv 
Cost 
WIP 
Cost 
Buffer 
Cost OT Cost 
Penalty 
Cost Total Cost 
22.55 44.00 25.18 15.09 4.69 111.51 
Segment Information 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost Total Cost 
1 1 45 1 6.00 56.30 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
  1 1 50.52 50.52 3.21 2.38 
2 1 36.62 36.62 7.28 4.37 
3 1 37.01 37.01 6.63 3.87 
RM Type 
RM Inv 
Cost 
1 6.30 
2 16.24 
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Segment 
Start 
Process 
End 
Process β 
OT 
Cost Total Cost 
2 46 94 0.5 9.09 55.21 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
Order 
Penalty 
Cost 
1 0.49 50.52 101.04 6.23 3.87 0.90 1.07 
2 0.49 36.62 73.25 10.60 5.71 0.50 1.81 
3 0.49 37.01 74.03 10.04 4.97 0.30 1.82 
 
Table 3.10: Two-segment real system solution 
 
  The first segment from process 1 to process 45 has no production smoothing or work 
release smoothing (β=1.0, and α=1.0 for all three products), but the second segment 
from process 46 to process 94 has significant production and work release smoothing 
(β=0.5, and α=0.49 for all three products). This reduces the expected overtime and raw 
material inventory for this solution relative to the one-segment solution, but leads to 
higher WIP and buffer inventory levels. The buffer inventory cost is significantly higher 
than the one-segment solution due to introduction of the decoupling buffer which leads 
to more cycle stock being maintained in the system. The total cost is higher than the 
one-segment solution by 11.5%.  
 
  To force the production line into at least three segments, we limited the maximum 
length of a segment of 35 processes. This resulted in the optimal solution having exactly 
three segments with decoupling buffers after processes 24 and 59. The optimal 
operating parameter values, inventory levels (normalized to months of demand) and 
costs (normalized to the one-segment solution total cost) are shown in the table on the 
next page. 
 
 
Cost Breakdown  
RM Inv 
Cost 
WIP 
Cost 
Buffer 
Cost OT Cost 
Penalty 
Cost 
Total 
Cost 
18.37 50.94 32.98 13.23 4.57 120.09 
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Segment Information 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
1 1 24 1 0.44 34.15 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
  1 1 30.31 30.31 0.80 1.52 
2 1 21.97 21.97 4.21 2.90 
3 1 22.21 22.21 3.48 2.44 
RM Type 
RM Inv 
Cost 
1 4.93 
2 13.44 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
2 25 59 1 7.04 39.42 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
  1 0.34 30.31 50.52 4.85 2.62 
2 0.34 21.97 36.62 8.24 4.69 
3 0.34 22.21 37.01 7.72 4.26 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
3 60 94 0.5 5.74 46.53 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
Order 
Penalty 
Cost 
1 0.49 50.52 101.04 5.08 3.87 0.90 1.03 
2 0.49 36.62 73.25 8.48 5.71 0.50 1.77 
3 0.49 37.01 74.03 8.10 4.97 0.30 1.77 
 
Table 3.11: Three-segment real system solution 
 
The first segment from process 1 to process 24 has no production smoothing or work 
release smoothing (β=1.0, and α=1.0 for all three products). The second segment from 
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process 25 to process 59 has no production smoothing but significant work release 
smoothing (β=1.0, but α=0.34 for all three products). The difference between α and β in 
this segment leads to much higher additional WIP than the other segments. The third 
segment from process 60 to process 94 has both significant production and work 
release smoothing (β=0.5, but α=0.49 for all three products). The lower work release 
and demand variances in the first two segments reduces the expected overtime and raw 
material inventory for this solution relative to the one-segment and two-segment 
solutions, but leads to higher WIP and buffer inventory levels. The buffer inventory cost 
is also significantly higher due to the increased cycle stock in the decoupling buffers in 
the system. The total cost is higher than the one-segment solution by 20% and the two-
segment solution by 7.7%. 
 
  Finally, we limited the maximum length of a segment of 25 processes to force the 
production line into at least four segments. This resulted in the optimal solution having 
exactly four segments with decoupling buffers after processes 19, 44 and 69. The 
optimal operating parameter values, inventory levels (normalized to months of demand) 
and costs (normalized to the one-segment solution total cost) are shown in the table on 
the next page. 
 
 
 
Cost Breakdown  
RM Inv 
Cost 
WIP 
Cost 
Buffer 
Cost OT Cost 
Penalty 
Cost 
Total 
Cost 
14.78 52.93 43.30 14.00 4.57 129.59 
Segment Information 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
1 1 19 1 0.01 24.51 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
  1 1 20.21 20.21 0.71 1.26 
2 1 14.65 14.65 1.86 2.39 
3 1 14.81 14.81 1.52 1.98 
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RM Type 
RM Inv 
Cost 
1 3.71 
2 11.07 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
2 20 44 1 4.81 36.69 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
  1 0.15 20.21 50.52 4.60 2.37 
2 0.15 14.65 36.62 8.76 4.34 
3 0.15 14.81 37.01 7.97 3.84 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
3 45 69 1 3.55 26.01 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
  1 1.00 50.52 50.52 2.55 2.78 
2 1.00 36.62 36.62 3.76 5.09 
3 1.00 37.01 37.01 3.57 4.70 
Segment 
Start 
Process 
End 
Process β 
OT 
Cost 
Total 
Cost 
4 70 94 0.5 5.64 42.39 
Product α 
Release 
SD 
Demand 
SD 
WIP 
Cost 
Buffer 
Cost 
FGI 
Safety 
Factor 
Order 
Penalty 
Cost 
1 0.49 50.52 101.04 3.80 3.87 0.90 1.03 
2 0.49 36.62 73.25 7.11 5.71 0.50 1.77 
3 0.49 37.01 74.03 6.71 4.97 0.30 1.77 
 
 
Table 3.12: Four-segment real system solution 
 
The first segment from process 1 to process 19, and the third segment from process 
45 to process 69, have no production smoothing or work release smoothing (β=1.0, and 
α=1.0 for all three products). The second segment from process 20 to process 44 has 
no production smoothing but significant work release smoothing (β=1.0, but α=0.15 for 
all three products). The difference between α and β in this segment leads to much 
higher additional WIP than the other segments. The fourth segment from process 70 to 
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process 94 has both significant production and work release smoothing (β=0.5, but 
α=0.49 for all three products). We see very large work release smoothing in the second 
and fourth segments as the work release variance decreases to minimum allowed 
value. Consequently, this solution has the least amount of raw material inventory. The 
overtime and WIP is very slightly higher than the three-segment solution as there is no 
production smoothing in the first three segments. However, the buffer inventory is 
significantly higher due to the increased cycle stock in the additional decoupling buffer 
in the system. The total cost is higher than the one-segment solution by 29.6%, the two-
segment solution by 17% and the three-segment solution by 8%. 
 
  These solutions show how the optimal operating policies control the trade-off between 
the different types of inventory holding costs and the production overtime cost in the 
system. The optimal finished goods safety factor also shows the interplay between the 
finished goods inventory holding cost and the order delay penalty cost for each product. 
 
3.1.3. Simulation Results 
 
  In this section, we validate the tactical model and verify the results for the serial-flow 
manufacturing system shown in the previous section. We do this by comparing the 
tactical model’s cost and inventory predictions with simulation results of factory 
performance under the tactical model’s optimal operating policies. 
 
  We ran the simulation software using the actual factory data on demand, processes 
and costs. For example, the simulation explicitly modeled the machines and workers at 
each process step, and required the availability of machine and worker resources at 
certain steps in order to treat a work-piece. The model had decoupling buffers at the 
locations suggested by the tactical model, and we set the raw material, WIP and buffer 
inventory levels as recommended by the tactical model. We also used the work release 
and production control parameter values suggested by the tactical model. The software 
also implemented the demand and forecast processes, work release, production control 
100 
 
and order fulfillment rules to manage production in the simulation. For instance, at the 
start of a month, the software simulated new orders coming into the list of orders and 
some existing orders having changes in their due-date or even getting cancelled. The 
forecast is prepared based on the current list of orders and expected future changes to 
the list of orders. Then orders that are currently due are filled from inventory, or 
backlogged if there is inadequate inventory. The work release and production rates are 
determined based on the rules in chapter 2, and overtime scheduled if necessary. Work 
is released from upstream buffers into segments, and backlogged if the upstream buffer 
has inadequate inventory. Completed work-pieces from each segment go into the 
downstream buffer of the segment. The backlogged orders and releases are then filled 
at the earliest possible opportunity as inventory is replenished by production. 
Performance metrics such as inventory at each process and in buffers, and overtime at 
each process, are recorded at the end of each day in the simulation. 
 
  The software simulated the factory operations for 30 years, and computed the average 
daily cost, overtime and inventory results for the run. In order to reduce the impact of 
variability in the simulation results, we performed 20 simulation runs and compared the 
median simulation performance with the tactical model results. These tests help us 
validate the tactical model’s assumptions and cost predictions, and also verify its 
optimality. 
 
 
  We first compare the one-segment production line performance. The average 
inventory (in months of demand) and cost of operations (normalized to the one-segment 
tactical model solution) from the simulation along with the tactical model predicted 
inventory and costs are shown in the table below.  
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Simulation Costs 
Product RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost 
1 6.55 9.24 6.58 1.61 
2 15.03 13.67 15.52 0.11 
3 15.03 15.29 10.72 1.96 
  RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost 
OT 
Cost 
Total 
Cost 
Total 
Simulation 
Costs 21.58 38.20 32.82 3.69 10.17 106.46 
Tactical 
Model 
Costs 23.68 37.70 14.34 4.69 19.59 100.00 
 
Table 3.13: One-segment Simulation Vs Tactical Model Results 
 
  The raw material and WIP levels in the simulation are very similar to those in the 
tactical model, but the buffer inventory of finished goods is somewhat higher in the 
simulation for all three products. The inventory holding costs for raw material and WIP 
are similar in the simulation and the tactical model, but the buffer inventory and overtime 
costs are significantly different. This can be explained by the difference in operations 
between the simulation and the tactical model. In the tactical model, we assume that the 
production quantity in a period is equal to the calculated target for the period, even if it 
means not using available capacity.  For example, it the production rule determines that 
the production rate should be 6 hours in each 8-hour day, then the tactical model 
Simulation Inventory 
Product RM Inv WIP Buffer Inv Total Inv 
1 5.17 4.85 2.60 12.61 
2 3.02 3.17 2.75 8.94 
3 3.02 4.13 2.00 9.15 
Tactical Model Inventory 
Product RM Inv WIP Buffer Inv Total Inv 
1 5.27 4.35 1.50 11.11 
2 3.42 3.65 1.00 8.07 
3 3.42 3.81 0.92 8.15 
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assumes that this is exactly what is produced in each day.  However, the simulation, 
reflecting real factory conditions, continues producing more parts even after the 
production target of 6 hours is reached if capacity and material are available, up to the 
length of a normal day (say, 8 hours) This effect pushes the WIP in the segment to the 
downstream buffer (finished goods inventory in this case). So the simulation's buffer 
inventory level is almost double the tactical model's planned buffer inventory. Also, 
having a larger buffer inventory leads to lower delay penalties and less overtime in the 
simulation, bringing the total cost in line with the tactical model. 
 
  Next, we compare the two-segment production line performance. The average 
inventory (in months of demand) and cost of operations (normalized to the one-segment 
tactical model solution) from the simulation along with the tactical model predicted 
inventory and costs are shown in the table below.  
 
Simulation Inventory 
Product RM Inv WIP 
Buffer 
Inv Total Inv 
1 4.74 4.22 4.01 12.97 
2 2.81 2.82 4.04 9.67 
3 2.81 3.85 3.18 9.83 
Tactical Model Inventory 
Product RM Inv WIP 
Buffer 
Inv Total Inv 
1 4.98 4.93 2.84 12.75 
2 3.27 4.31 2.09 9.66 
3 3.27 4.57 2.02 9.86 
 
Simulation Costs 
Product RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost 
1 6.00 8.00 9.32 0.47 
2 13.95 11.98 20.04 0.20 
3 13.95 14.00 24.33 0.53 
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  RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost OT Cost Total Cost 
Total 
Simulation 
Costs 19.95 33.98 53.69 1.20 11.08 119.90 
Tactical 
Model 
Costs 22.55 44.00 25.18 4.69 15.09 111.51 
 
 
Table 3.14: Two-segment Simulation Vs Tactical Model Results 
 
  Again, the raw material inventory levels in the simulation are very similar to those in 
the tactical model, but the WIP is lower and buffer inventory is somewhat higher in the 
simulation for all three products. The inventory holding costs for raw material is similar 
in the simulation and the tactical model, but the other costs are significantly different. 
The reason for these differences is the same operational difference between the 
simulation and the tactical model as explained in the previous case. In the simulation, 
more of the segment WIP is processed and sent to the two buffers (intermediate buffer 
and finished goods), increasing the buffer inventory while reducing the WIP remaining in 
the segment. This in turn reduces the overtime and order delay penalty costs in the 
simulation. However, the total inventory of raw material, WIP and buffer stocks is very 
similar in the simulation and the tactical model. The total cost is again within 10% of the 
tactical model prediction. 
 
  We compare the three-segment and four-segment production line performances. The 
average inventory (in months of demand) and cost of operations (normalized to the one-
segment tactical model solution) from the simulation along with the tactical model 
predicted inventory and costs are shown in the tables below. 
 
  We see the same pattern of inventory and cost differences, and explain these with the 
same reason as earlier. The total costs are again within 10% of the tactical model 
prediction.  
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Simulation Inventory 
Product RM Inv WIP 
Buffer 
Inv Total Inv 
1 3.48 4.69 4.96 13.13 
2 2.24 3.35 5.24 10.82 
3 2.24 4.42 4.42 11.07 
Tactical Model Inventory 
Product RM Inv WIP 
Buffer 
Inv Total Inv 
1 3.74 5.67 3.83 13.24 
2 2.70 5.14 2.93 10.77 
3 2.70 5.41 2.88 11.00 
 
Simulation Costs 
Product RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost 
1 4.58 8.86 10.83 0.54 
2 11.12 13.95 24.23 0.15 
3 11.12 15.77 28.98 0.49 
  RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost OT Cost Total Cost 
Total 
Simulation 
Costs 15.70 38.57 64.04 1.19 10.57 130.07 
Tactical 
Model 
Costs 18.37 50.94 32.98 4.57 13.23 120.09 
 
Table 3.15: Three-segment Simulation Vs Tactical Model Results 
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Simulation Inventory 
Product RM Inv WIP 
Buffer 
Inv Total Inv 
1 2.45 4.10 7.22 13.77 
2 1.58 3.35 6.40 11.33 
3 1.58 4.11 5.94 11.63 
Tactical Model Inventory 
Product RM Inv WIP 
Buffer 
Inv Total Inv 
1 2.93 6.27 4.98 14.17 
2 2.23 5.32 3.89 11.44 
3 2.23 5.59 3.85 11.68 
 
Simulation Costs 
Product RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost 
1 3.11 7.80 14.94 0.19 
2 7.85 13.90 28.91 0.25 
3 7.85 14.80 34.31 0.38 
  RM Inv Cost WIP Cost 
Buffer 
Cost 
Penalty 
Cost OT Cost Total Cost 
Total 
Simulation 
Costs 10.96 36.50 78.16 0.82 15.53 141.97 
Tactical 
Model 
Costs 14.78 52.93 43.30 4.57 14.00 129.59 
 
Table 3.16: Four-segment Simulation Vs Tactical Model Results 
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3.2. CONCLUSIONS 
 
3.2.1. Tactical Model Validation 
 
  The simulation results help us validate the tactical model – the approximations used in 
the tactical model analysis seem to work well as evidenced by the closely matching 
simulation results. The assumptions made in the tactical model, particularly about the 
decoupling buffers always meeting the desired work release requirement (A3) and the 
desired production target always being met (A4), seem to be reasonable with the 
buffers rarely stocking out and production targets almost always being satisfied in the 
simulation. Since the simulation modeled the actual factory is significant detail (in terms 
of the machines, workers, process-flow, costs, product demand) and implemented the 
control rules as envisaged by the tactical model, it can considered as reasonably 
representative of the actual factory.  
 
  We see in the simulation results that even when the desired work release rate is 
partially met due to insufficient inventory in the buffer at the start of the segment, this 
only leads to a small delay in the release without any starvation or capacity wastage. 
This is because the upstream segment produces more parts within the period and 
replenishes the buffer, which in turn releases these parts into the downstream segment 
and fulfills the shortfall within the period. Thus, the disruptive effects on the system are 
very limited.  
 
  Also, due to the difference in operations between the simulation and the tactical model, 
there is usually more inventory in the buffer than planned, which leads to less overtime 
needed. Hence, there is rarely a situation when the desired production rate cannot be 
met due to capacity constraints. 
 
  The simulation tests also help us verify the tactical model – the tactical model cost and 
inventory predictions are found to be within 10% of the simulation numbers. The 
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simulation results also provide evidence for the optimality of the tactical model. We see 
that changing the parameters of the tactical model optimal solution gives a higher cost 
even in the simulation. Moreover, the costs obtained in the simulation tests of the 
tactical model solutions, have the same ordering as tactical model solutions – i.e., the 
one-segment solution cost is less than the two-segment solution cost, the two-segment 
solution cost is less than the three-segment solution cost, and the three-segment 
solution cost is less than the four-segment solution cost.  
 
  The hypothetical factory test results help us verify the tactical model. They confirm our 
intuition about which operating policies are suitable under different demand, process-
flow and cost environments. This gives us a high degree of confidence in the tactical 
model.  
 
3.2.2. Managerial Insights  
 
  The tests also help us develop new insight about where decoupling buffers should be 
placed, and when should production smoothing be applied. They also highlight the 
trade-off between the different types of inventory and overtime costs when smoothing 
production, and help to establish the potential value from optimizing these tactics.  
  We see three clear instances when decoupling buffers should be introduced in 
production lines: 
• Before high value-add processes at which the inventory cost increases significantly–
By decoupling the system at this point, we make an investment in a low cost 
inventory that allows one to optimize the upstream processes with substantially less 
inventory costs.   This decoupling inventory also helps to minimize the more 
expensive inventory that is downstream.  
• Before highly capacity-constrained or “bottleneck” processes. Decoupling prior to a 
bottleneck allows the upstream segment to operate with a different production policy 
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than the downstream segment.  This can result in less overtime costs for both 
segments.  
• Between two sets of process that should operate at different levels of smoothing – 
for example, between two segments of processes, one with low-overtime, high-
inventory holding costs and the other with high-overtime, low-inventory holding costs 
 
  We see significant value from reducing upstream variance propagation using the work 
release and production smoothing tactics. For manufacturing systems with high levels of 
utilization, there is a substantial reduction in overtime costs and raw material inventory 
holding costs which more than offsets the increase in finished goods inventory costs. 
 
  We see the trade-off between finished goods inventory and overtime costs in the 
choice of optimal production smoothing parameter, β. There is a high degree of 
production smoothing (low β) when capacity is tight and overtime costs are high relative 
to the finished goods inventory holding costs. Correspondingly, little or no production 
smoothing (high β) is seen when utilization is low or when overtime costs are low 
relative to the finished goods inventory holding costs. 
 
  The optimal work release smoothing parameter, α, and the optimal production 
smoothing parameter, β, are very similar in most low-cost solutions. This minimizes the 
variance of the WIP in the segment, implying that good solutions tend to have a 
constant level of WIP in the segment. This suggests that the optimal workflow policy is 
often a ConWIP type policy (Hopp and Spearman 2007). 
 
3.2.3. Research Contribution 
 
  In this research, we introduce a new framework to model forecast-driven 
manufacturing systems. We show that by modeling the forecast as an MMFE process, 
and having linear control rules for work release and production smoothing, the resulting 
work release, production and inventory processes are also MMFE processes. As the 
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work release for a segment is effectively the demand forecast for its upstream segment, 
this also allows us to use the same single stage analytical model for all production 
segments. This makes the analysis somewhat easier, and the computation tractable 
and more amenable to approximations, as can be seen from the model and test results. 
 
  We also introduce a new dynamic programming method to optimize production 
planning tactics, namely where to place decoupling buffers in a serial-line and what 
inventory and production control policies to use in a segment. We propose schemes to 
restrict the state space of the model and make it computationally tractable. We then 
implement the dynamic program with the proposed schemes and test it over a wide 
variety of cases, yielding good results in reasonable solve times.  
 
  The raw material ordering constraints seen in this problem appear to be new to the 
academic literature, though these are often faced in industry due to economies of scale. 
This motivated us to come up with a new raw material ordering and inventory policy. 
One of the striking features of this policy is that the safety stock level changes over the 
course of the delivery period as the variability of raw material arrivals and releases both 
increase. The explicit incorporation of the arrival delays in setting the order quantities 
and safety stock requirements makes the analysis quite robust. 
 
3.2.4. Model Limitations & Future Work 
 
  This model was developed with a specific manufacturing system as the motivation. For 
instance, this model is designed for serial systems and cannot be used for assembly or 
job-shop type systems. It is also unsuitable for a high-volume demand environment or a 
short lead-time production environment. One extension would be to see how these 
production planning tactics could be applied to other types of manufacturing systems or 
different demand and production environments. 
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  Some of the assumptions made in this model, particularly A3 and A4, were rather 
strong. Although these assumptions seemed to be fine in the test environments, with no 
disruptive effects, we could build a more robust model that takes into consideration 
these supply and production capacity issues rather than assuming that they don’t occur. 
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Part 2: 
 
Assembly Manufacturing System 
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Chapter 4: 
 
Problem Description & Model 
 
 
 
  This part of the thesis is motivated by a high-volume, short lead-time assembly 
manufacturing system for component products produced by the research sponsor. We 
describe the problem at hand, and develop a tactical model to analyze the problem and 
find the optimal solution for the problem. The problem is specific to the research 
sponsor, and the model especially addresses those concerns. However, the key ideas 
presented in the model apply to a large number of manufacturing systems, and so the 
model can be used for other systems with minor modifications. Moreover, the operating 
insights generated from the model are applicable to production planning in general. In 
this chapter, we first describe the problem and the solution strategy in section 4.1, and 
develop the model in section 4.2. 
 
4.1. PROBLEM DESCRIPTION & SOLUTION STRATEGY 
 
114 
 
4.1.1. System Features 
 
We define an assembly manufacturing system as a production line where multiple 
different work-pieces go through sequences of process steps, including some process 
steps that assemble or combine different work pieces into a single work piece, and 
ultimately produces a single finished product or assembly. These process steps may 
involve any type of work being performed on the work-piece including assembly with 
other work-pieces or parts. For example, these process steps may include casting, 
cutting, grinding, milling, painting, heat-treatment, inspection, and assembly among 
others.   
 
Each process step could be in-factory or outsourced to vendors or sub-contractors. 
For the purposes of this research we do not examine in detail the process steps that are 
outsourced.  Rather, we will treat these as a fixed time delay, corresponding to the 
allowed lead time for each such step. 
 
Each in-factory process step occurs at a work station. These work stations can be 
very different from each other in a number of ways. Each work station may have 
dedicated resources (machines and/or workers) assigned to it, or may share resources 
with other work stations. Some work stations might even entail dual resource 
constraints – for example, a worker and a machine are both required to be available in 
order to process a work-piece. Furthermore, a work station might consist of multiple 
resources (workers and/or machines) that work in parallel. In this case, the processing 
of a work piece could happen at any of the parallel resources. The processing at a 
workstation can be serial (one unit a time) or in batches (concurrent processing of 
multiple units).  
 
A work piece might revisit a work station as part of its process route, or possibly for re-
work due to a failure at an inspection step.  Whereas there can be some work stations 
that process a work piece multiple times, most of the work stations perform a single 
 process step on each work piece. A diagram 
above, is shown in the figure below.
 
Figure 4.1: Assembly Manufacturing System
 
The manufacturing system may produce multiple products, each of which has multiple 
work-pieces that are assembled together into the
each product need not be exactly the same, but we assume that there is a high level of 
commonality between the process routes for these products.  That is, the set of work 
stations that one product visits, as well as t
each of the other products.  When two products share a work station, each may require 
a different setup, thus incurring changeover times or costs when switching from one 
product to another. 
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of a simple assembly system, as described 
 
 
 final product. The process route for 
he sequence, are pretty close to that for 
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For our research, we assume that this system has a reasonable number of processes 
(around 50), with each process taking a few minutes or less to service the work-piece. 
Thus, the lead-time to produce a finished product is quite short (on the order of hours). 
The lead time to procure the raw materials needed for production is relatively long (on 
the order of days or weeks). This necessitates the holding of raw material inventory in 
order to meet customer orders that have a delivery lead-time shorter than the total lead-
time for production and procurement. Given the short production lead-time, we assume 
that there is no planned work-in-process inventory before each process step in the 
system. However, this does not preclude holding buffer inventories of partially 
processed work-pieces to decouple the system into independent production segments. 
Furthermore, due to setups for changing from one product to another, we assume that 
production in each segment occurs in batches or campaigns.  Namely, we assume that 
we setup the entire segment for a product, say product A, and that we then run that 
product for some duration or some production volume before switching to the next 
product, say product B.  As a consequence we hold an inventory of cycle stock after 
each segment, plus safety stock. 
 
We assume that the manufacturing system can operate on a multi-shift schedule. This 
sets the regular capacity available for production. Additional production capacity is 
available from resources working overtime after the regular shift hours. However, there 
are limitations on the amount of overtime due to labor union and other constraints.  
 
These system features allow for a very general system structure that can be used to 
model a real-world manufacturing system.  
 
4.1.2. System Uncertainties 
 
Demand on the manufacturing system consists of a mixture of regular orders and 
special orders. Planning of the manufacturing system is based on a demand forecast 
that is updated regularly. The forecast horizon is on the order of weeks in daily time 
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periods (10 to 30 daily time periods for the horizon). New orders, both regular and 
special, arrive each day. Regular orders have stable (less variable) quantities for each 
product type and a delivery lead-time of 10 to 30 days. However, a very high level of 
service is expected: regular orders cannot be delayed, as any shortfall could shut down 
a downstream operation at a huge expense. Special orders have more variable 
quantities and shorter delivery lead-times of 4 to 10 days. They may or may not be 
accepted depending on the production capacity available at the factory. Also, every day, 
there may be changes to the orders in the forecast.  For each regular order, the quantity 
can change but not by very much; for each special order, its delivery date may be 
advanced or postponed by a few days, or even cancelled. Such changes in the forecast 
are common in ancillary industries as producers face stable demand from industrial 
customers (e.g., new product assembly) and highly variable demand from retail 
customers (e.g., spare parts). This creates a challenge in modeling the forecast and 
using it for production planning. 
 
The system also faces raw material procurement uncertainty. The raw material has 
periodic ordering times with delivery lead-times that can have significant delays. This 
supplements the variability on the manufacturing system but from the upstream 
direction, and adds another layer of complexity in the analysis and optimization of the 
production tactics. 
 
Finally, there is yield uncertainty in the production line. After inspection processes, 
some work-pieces might not meet quality specifications and are sent for rework or 
scrapped. This leads to additional work in the system and needs to be modeled as well. 
 
4.1.3. System Costs 
 
Since we consider tactical level planning, most of the production costs such as labor, 
machine operating costs, production facility-related costs are fixed. One of the 
“controllable costs” for purposes of tactical planning is the inventory holding cost for raw 
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material, work-in-process and finished goods. Another cost is the production overtime 
cost when processes work beyond the regular hours of a shift. Our objective is to find 
operating policies that minimize the expectation of these “controllable” or operating 
costs for the system subject to providing a satisfactory level of service. 
 
  We would also like to quantify the effect of special orders on the system in terms of 
operating costs. We want to determine a price to accept these special orders, or 
equivalently, the “opportunity loss cost” of not accepting these.  
 
4.1.4. Solution Strategy 
 
The production strategies that we propose here are well suited for high-volume, short 
lead-time production lines. However, even systems with longer production lead-times 
might be modeled in a similar way. 
 
We consider three main tactics to control the system. First, we want to place 
decoupling buffers in the assembly production line to create production segments. 
These buffers reduce variance propagation, both from the upstream raw material 
uncertainty and from the downstream uncertainty in the forecast process. They also 
help to divide the system into sub-systems that can operate with different production 
control policies due to differences in their production costs and capacity levels. Second, 
we want to determine how to set the production level and work releases in each 
segment. We intend to do this to balance the production-related costs (i.e., overtime 
costs) and the inventory costs in each segment.  How we level or smooth production in 
a segment can also affect the performance of other segments, namely by dampening 
the variance propagation to upstream segments. Finally, we want the production in each 
segment to follow a cyclic schedule. We specify a sequence for manufacturing the 
products in each cycle; we then determine the length of the cycle. This controls the 
number of setups and the production capacity available in each cycle. We can choose 
the cycle length appropriately to minimize changeover, inventory and overtime costs. 
  
Some of these production tactics have been suggested in the academic literature and 
are commonly employed in practice. However, there isn’t a comprehensive model in the 
academic literature that incorporates all these simultaneously. The intent of t
research is to develop operating policies for production systems. Correspondingly, our 
focus is at the tactical level, not on detailed operations or scheduling. In the figure 
below, we illustrate how these tactics could be employed on the assembly syst
shown in figure 4.1. 
 
Figure 4.2: Assembly System with Operating Tactics
We see in figure 4.2 that the assembly system has been divided into 4 segments by 
placing 3 decoupling buffers. Each segment j has its own demand variability denoted by 
σOUT,j, and production variability given by 
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σIN,j (where σIN,j ≤ σOUT,j). If the production 
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variability of a segment is less than its demand variability, then there is some production 
smoothing in the segment. For a segment j whose downstream buffer holds 
intermediate (unfinished) work-pieces, its demand variability, σOUT,j, is equal to the 
production variability, σIN,j-1, of its downstream segment, j-1. The figure also shows the 
production cycle length and production sequence of products in a cycle for the system. 
 
So the key questions we want to answer with this research are: 
 What should the cycle length be for the system, and what should the production 
sequence of products be in each cycle?  
 Where do we place these decoupling buffers? How much safety stock should be 
held in each buffer? 
 What production smoothing policy should be used for each segment? 
 
We develop models that will find the answers to these questions while minimizing the 
operating cost.  
 
4.2. MODEL 
 
  We first develop a model for a single production segment (section 4.2.1). For a given 
set of inputs, this model will find the optimal control parameters that minimize the 
operating cost of the segment.  We then develop a dynamic programming model that 
will find the optimal combination of segments to span the production line with the least 
cost (section 4.2.2). Finally, we examine the computational complexity of our method for 
solving this problem as described in the next paragraph (section 4.2.3). 
 
  We take as input to this assembly system model the candidate locations for decoupling 
buffers in the assembly system. We consider decoupling buffers at all possible 
combinations of these candidate locations. Thus, for N candidate locations, we have 2N 
possible buffer configurations of the assembly line. Each buffer configuration defines a 
unique set of production segments for the assembly system. We also take as input a set 
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of candidate production cycle lengths for the assembly system to operate at. For each 
buffer configuration, and for each possible production cycle length, we use the model in 
section 4.2.1 to find the level of production smoothing for each segment (in that buffer 
configuration) that will minimize the operating cost of the segment. We then use the 
dynamic programming model of section 4.2.2 to find the optimal combination of 
smoothing levels over the production line with the least cost.  
 
  We do this for all candidate cycle lengths and all combinations of candidate buffer 
locations, thus enumerating the costs of solutions for all these cases. We can then 
easily find the solution (in terms of buffer locations, segment control parameters and 
cycle length) with the minimum cost.  
 
  For example, if we have two candidate buffer locations, say location 1 and location 2, 
then we would consider 4 possible buffer configurations – configuration 1 would have no 
buffers, configuration 2 would have one buffer at location 1, configuration 3 would have 
one buffer at location 2, and configuration 4 would have two buffers at locations 1 and 2. 
If we also had two candidate cycle lengths, say 1 day and 2 days, then we would find 
the production smoothing parameters for each segment in each of the 4 configurations 
and 2 cycle lengths. We would then use the dynamic programming model of section 
4.2.2 to find the combination of segments to span the production line with minimum 
cost. We would then have 8 solutions with different buffer configurations or cycle 
lengths. We find the optimal solution (in terms of buffer locations, cycle length and 
segment control parameter) by comparing the costs of the 8 solutions that we have. 
 
4.2.1. Single Segment Model 
 
 Figure 4.3: 
  A production segment consists of a set of contiguous process steps that are fed by 
one or more decoupling buffers (#1 and #2 in Figure 4.3), and that are followed by a 
single decoupling buffer (#3 in Figure 4.3). The buffers at the
provide the starting (raw) material or input for the segment, while the final buffer holds 
the output from the segment. Each segment sees a forecast of the demand for its 
output. This may be the finished goods demand forecast if t
process step, or this may be a forecast of the projected work release into the 
immediate-downstream segment. For each segment we desire to meet the demand for 
its output with a high level of service at the least cost. Work is releas
at the start of a production cycle based on the segment’s control parameters and its 
demand forecast, and by assumption, is completed within the cycle. Thus, there is no 
planned work-in-process inventory in the segment. The segment’s co
are chosen to minimize the operating cost of the segment given its planned demand 
and release variances. 
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  We develop this single segment model for a given set of inputs: the segment (in terms 
of processes and buffer locations), the demand variance of its output, and the 
production variance in the segment. We want the single segment model to be 
computationally efficient as we will use it to compute costs for all segments in a given 
assembly system, and for given ranges of the demand variances and the production 
variances. 
 
  If the segment is fed by a raw material inventory, then it will need to set raw material 
inventory policies and calculate the associated costs. We develop the single segment 
model for one product, and then show how this model can be adapted for multiple 
products. 
   
  We first describe the assumptions made in this model. We then introduce the rule for 
production smoothing to operate the segment. We will show some interesting properties 
of these rules that make the analysis and computation involved in the segment 
evaluation relatively simple and tractable. Using this production control rule, we will 
calculate the buffer inventory variance and then use this to set the inventory level, 
estimate the production overtime, and determine the raw material inventory policy. 
Finally, we will show how the operating costs of the segment are calculated, and how 
the control parameters are optimized. 
 
4.2.1.1. Assumptions 
 
A1. We assume a discrete time model with an underlying time period.  We assume 
that the forecasts for demand for the output get updated at this frequency, and 
that we would make production control decisions for each segment at this 
frequency. 
 
A2. We assume that the forecast process for the final products or assemblies can be 
modeled by the martingale model of forecast evolution (MMFE). We explain the 
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MMFE model and its properties in section 2.2.1.1.1. We assume the demand 
mean and covariance matrix to be constant over our planning horizon. When 
estimating the operating cost of a segment, we assume that the forecast 
revisions are normally distributed, for tractability; however, this assumption is not 
integral to the model and other distributions could also be used for the cost 
estimation. 
 
A3. We assume that each decoupling buffer before a segment holds enough 
inventory so that the desired release rate into the segment is always feasible. 
Alternatively, for the purposes of the analysis, we ignore any shortfalls in the 
availability of the input inventory for the segment. 
 
A4. We assume that the production in the segment follows a cyclic schedule, with a 
fixed length for each production interval or cycle. Each product is set up and 
produced once during the interval, presumably according to a set sequence. For 
example, if the production interval length is two days, then each product is 
produced every two days. The amount produced will vary depending on the 
demand forecasts and the production smoothing rule. Furthermore, we set the 
time period to equal the production interval; hence, if the production interval is 
two days, then the time period for the model is a two-day time bucket. 
 
A5. We assume that for each time period a production rate (pieces per time unit) is 
set for each segment, and that each process step within a segment works at that 
common production rate. We also assume that the amount of time that each 
process step works is the same in each time period and is determined by the 
slowest (or bottleneck) process step. In effect the rate at which the bottleneck 
operates sets the production pace for all process steps in the segment. For 
instance, if the production rate is 100 pieces for the time period and if the 
bottleneck step requires ten hours to produce 100 pieces, then we assume that 
each process step in the segment works ten hours and produces 100 pieces, 
even though it might have greater capability. 
125 
 
 
A6. We assume that the production capacity in a segment is sufficiently large so that 
the segment can achieve the desired production rate in each period. However, 
we can approximate the effect of any production capacity constraint by how we 
set the production cost. For instance, if a segment has an eight hour shift, and 
can work up to two hours of overtime, then we can set the variable production 
cost to be zero for up to eight hours of production, equal to the actual overtime 
cost for between eight and ten hours, and then set to a very high cost for any 
production beyond ten hours. 
 
Given A1, we set the sequence of events in each segment in each time period as 
follows: 
i. At the start of the period, the forecast is updated based on changes to existing 
orders and new orders. 
ii. Next, demand for current period is filled from the output inventory. For the most 
downstream segment, this corresponds to the final demand for the product.  For 
other segments, the demand corresponds to the production releases into the 
immediately-downstream segment.  
iii. After that, the production rates (or releases) for the current and future periods are 
computed, and overtime planned if necessary. 
iv. Production occurs during the period as specified by the current production rate, and 
goes into the output inventory at the end of the period; hence the production this 
period in a segment is available to serve demand in the next period. 
 
  We find A2 to be a very reasonable assumption as MMFE processes can be used to 
model a wide variety of demand types, including non-stationary and correlated demand, 
as illustrated in Schoenmeyr and Graves (2009). Moreover, since we are concerned 
with tactical planning, the demand mean and variance are unlikely to change in the 
short term which justifies our assumption that they remain constant over the planning 
horizon. Furthermore, we will show that the MMFE model adapts readily to changes in 
the time period – for example, when the time period changes from 1 day to 2 days. 
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  A description of an MMFE process and its properties was provided in chapter 2 section 
2.2.1.1.1. We use the same notation in this chapter as presented there. 
 
  We realize that A3 and A6 are somewhat strong assumptions but we use them as they 
greatly simplify the development of the single segment model. We will show through 
simulation tests and explanation that these assumptions hold for a reasonable range of 
parameter values, and thus, can be satisfied by limiting the range of parameter values 
to choose from. 
 
  Since we assume a fixed interval production cycle (A4), if the cycle length is different 
from the time period of the forecast process, we will need to create a new demand 
forecast for every product where the time period is equal to the cycle length. This will 
require aggregation or disaggregation of the initial demand forecast into a new forecast 
with the new time period for every product. We illustrate how this is done with two 
examples – one, where the cycle time is larger than the time period of the forecast 
process, and another where the cycle time is smaller than the time period of the 
forecast process.  
 
  We start with a demand forecast f(t) that has a 1-day period, i.e., the forecast is for one 
day’s worth of demand and the forecast is updated every day. Suppose we want to 
consider a scenario where the cycle length is 2 days. Then we will have to convert the 
1-day forecast, f(t), to 2-day cycle forecast, let’s call it g(τ). 
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where F is a ( 1) ( 1)
2
H H+ × +  
 matrix of weights that give us the equations linking g(Τ) 
and f(t). Thus, each row, i, of F has 2 consecutive ones in columns (2i-1) and 2i, and 
zeros elsewhere. 
 
  Similarly, we can convert a forecast from a 2-day time period, g(Τ), to a forecast with a 
1-day time period, f(t), as follows: 
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where G is a matrix of weights that give us the equations linking g(Τ) and f(t). 
 
  Also, while each segment can (in theory) have its own cycle length, our 
implementation of the DP is based on the assumption that there is a common cycle 
length for all segments. 
 
4.2.1.2. Production Smoothing Rule & Analysis2 
 
  Given the forecast, we need to convert it to a production plan. Let Pt(t+i) be the 
planned production output at time t for period (t+i), for i≥0. We assume that the 
production plan has the same horizon as the forecast, i.e., it extends out only for the 
next H periods. Beyond this horizon, the plan is just to produce the average demand, 
i.e., Pt(t+i)=µ for all i>H. 
 
  Each period, after the forecast is updated, we revise the production plan. We define 
ΔPt(t+i) to be the production revision, given by: 
                                                 
2
 The production smoothing rule presented here is similar to the rule presented in Graves, Kletter and 
Hetzel (1998). Hence, the analysis presented in this section closely follows the paper. 
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1( ) ( ) ( )t t tP t i P t i P t i−∆ + = + − +  
 
  Thus, we can write the planned production in any period as: 
1
0 0
1
0 0
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
H H
t t H t H j t H j
j j
H m H m
t t m H t m H j t m H j
j j
P t P t P t P t
P t m P t m P t m P t m
µ
µ
− − − + − +
= =
− −
+ − − + − + + − +
= =
= + ∆ = + ∆
+ = + + ∆ + = + ∆ +
∑ ∑
∑ ∑
 
 
  To model the production revision, we will need to define the finished-goods inventory 
process first. Let Xt(t+i) be the planned inventory at time t for period (t+i), for all i≥0. This 
planned inventory is at the start of the period after demand for the period has been 
filled. The inventory balance equation is given by: 
1 1( ) ( 1) ( 1) ( )t t t tX t X t P t f t− −= − + − −  
   
Then, the planned inventory for a future period (t+i), given the current forecast and 
production plan is given by: 
( )
1
( ) ( ) ( 1) ( )
m
t t t t
j
X t m X t P t j f t j
=
+ = + + − − +∑  
  We assume that the planned inventory has the same horizon as the forecast, i.e., it 
extends out only for the next H periods. Beyond this horizon, we assume that the 
planned inventory is maintained at a constant level, called the safety stock. Thus, 
Xt(t+i)=SS for all i>H, where SS=safety stock. By equating Xt-1(t+H) and Xt(t+H+1), and 
with some algebra, we get:  
1
0 0
( 1) ( ) SS
( ) ( )
t t
H H
t t
i j
X t H X t H
P t i f t j
−
= =
+ + = + =
⇒ ∆ + = ∆ +∑ ∑  
  
 Thus, to ensure that the end-of-horizon inventory remains constant, we need the 
cumulative production revision to be equal to the cumulative forecast revision in each 
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period, which makes logical sense. To achieve this, we propose to model the production 
revision for each period as a linear combination of the forecast revisions, as shown: 
Hjwandwst
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  Each weight, wij, is the proportion of the forecast revision for time (t+j) that is planned 
to be produced in time (t+i). Moreover, this rule can be used to smooth the production 
plan. For example, if the weights are all 1/(H+1), then the production variance is 1/(H+1) 
of the demand variance for the segment. If the weight matrix is the identity matrix, then 
there is no production smoothing and the production variance is the same as the 
demand variance. For other weight matrices that satisfy the requirements that weights 
lie in [0,1] and that the sum of weights in each column be 1, the production variance lies 
between these two cases. Thus, this rule is very general and allows a fair bit of flexibility 
in controlling the production variance. 
 
  We will see that this rule permits some level of tractability, so that we can characterize 
the inventory requirements and the production variance in terms of the forecast 
updates. Also, the rule preserves the MMFE structure of the forecast process. This is 
very important as the planned production process Pt(s) for one segment is the forecast 
process for its upstream segment. Thus, the production rule is a smoothing rule, which 
dampens downstream variability as it gets passed upstream. We now prove this result. 
 
Result 4.1: 
If ft(s) is a MMFE process, then Pt(s) will also be a MMFE process, albeit with a different 
covariance matrix. 
Proof: 
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  Since the revisions to the forecast, ∆, are iid and have zero mean, we can see that 
the revisions to the production target, ∆, are iid and have zero mean also. Hence 
Pt(t+i) is a martingale, and the production is an MMFE process. The covariance matrix 
for ∆  , Σ	, is 
Σ
. The production variance is given by the trace of Σ	.  
□ 
  We will show that the weights, wij, in the matrix W, are the control parameters for a 
segment, influencing the production overtime and inventory costs. Thus, these weights 
can be chosen to minimize the operating cost of a segment. 
 
  If there are multiple product-types being processed in the segment, then each product-
type has its own weight matrix, W, which is used to calculate the production rate for that 
product-type in the segment. 
 
4.2.1.3. Buffer Inventory Analysis 
 
The inventory balance equation is as follows:  
( ) ( ) ( ) ( )1 11 1t t t tX t X t P t f t− −= − + − −
 
  Replacing the previous period production term using the production rate rule described 
in 4.2.1.2, and simplifying, gives us: 
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  Using the above result, we find the inventory revision vector in terms of the forecast 
revision vector, as follows: 
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1
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where M is a lower triangular matrix of ones (mij = 1 if i≥j, mij = 0 if i<j),  
and S is a shift matrix with sij = 1 if i=j-1, sij = 0 otherwise, 
and W is the production smoothing weight matrix. 
 
  Given that the demand process is a MMFE process, we now see that the inventory 
process is also a MMFE process. This will enable us to calculate the inventory variance 
in a simple, tractable manner. 
 
Result 4.2:  
If ft(s) is a MMFE process, then Xt(s) will also be a MMFE process, albeit with a different 
covariance matrix. 
Proof: 
132 
 
0
t t
t t
T
X f
X V f
E X VE f
V V
∆ = ∆
   ⇒ ∆ = ∆ =   
⇒ Σ = Σ
 
   
Since the revisions to the forecast, ∆, are iid and have zero mean, we can see that the 
revisions to the inventory, ∆, are iid and have zero mean also. Hence Xt(t+i) is a 
martingale, and the inventory is an MMFE process. Thus the covariance matrix for ∆ , 
Σ, is Σ, where V=MSW-M as shown in equation 1. The inventory variance is given 
by the trace of Σ.  
□ 
 
  We suggest setting the inventory safety stock, ( )( )tSS z Var X t= × where z is a safety 
factor set to achieve some service level target.  
   
  If there are multiple product-types being processed in the segment, then each product-
type has its own calculated level of buffer inventory based on its demand variance and 
covariance matrix of forecast revisions.  
 
4.2.1.4. Production Overtime Cost Calculation 
 
We now model the total service or production time (Ω) on the critical process step in 
the segment as a random variable. The critical process step is that step that is most 
constrained and that will determine the extent of any overtime to be worked in any 
period. If there are multiple product-types being serviced in the process, then each 
product-type has its own mean and variance of service time on the process. Moreover, 
we assume that the service time of each product-type is independent from the others. 
Thus, we can write the distribution of the total service time on a process as: 
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   where lj is the processing time per work-piece for product-type j.  
 
  We also need to compute the nominal capacity (χ) at the critical process step per 
cycle. We do this based on the number of resources at the process step and the 
number of shifts; if the resources are shared with other process steps, then we will need 
to apportion part of the process capacity to each shared process step.  
 
  Then we can compute the expected overtime per period for the process as 
( )E χ + Ω −  . For simplicity, we assume Ω is normally distributed. Then the expression 
for overtime is just the expectation from a normal partial loss function, given by: 
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where p = production time needed in a cycle,  
 m = mean production time needed in a cycle (including setup times), 
 s = standard deviation of production time needed in a cycle, 
 χ = regular production time available in a cycle, 
z = (p-m)/s, 
 φ(z) = Cumulative distribution function of the standard normal distribution at z . 
 
  We can calculate mean and standard deviation of the production time above as: 
,
Pr
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 = + ∑  
2
,
Pr
( )
j j t
j oductTypes
s l Var P t
∈
 =  ∑  
 
  This expression will give us the estimated number of hours of overtime for all 
processes in the segment. Note that this is different from the serial-flow system (Part 1 
of the thesis) since we don’t hold WIP within the segment, and so all processes in the 
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segment will have to do as much overtime as the most constrained process step in the 
segment. 
 
4.2.1.5. Raw Material Inventory Policy 
 
  The raw material inventory policy used here is a periodic review policy with order 
arrival delays. However a different policy could be used without any changes to the rest 
of the single segment model. 
 
  Raw material orders are placed every period, with the time between orders being the 
same. Each order has a given delivery lead-time, which may be delayed – we assume 
we know the distribution of the delay probability. Also, order deliveries maintain their 
sequence despite delays, i.e., an order scheduled for delivery on day (t+k) arrives 
before an order scheduled for delivery on day (t+k+1). 
 
  We use the following notation for raw material inventory, order quantities and releases: 
• ( )tv t k+  is the planned amount of raw material inventory at the end of period t + k, 
as of period t; this is a random variable.  
• ( )tP t k+  is the planned quantity of raw material to be released (and produced) 
during period (t + k) into the first segment (the most upstream segment), as of time t. 
This is a random variable. We assume that release occurs at the start of the period. 
This release process represents the demand process for the raw material inventory. 
• ( )q t k+  is the quantity of raw material ordered for delivery in time period t + k.  We 
assume delivery occurs at the start of the period. 
 
  For example, consider a system where orders can be placed every day, and have a 
planned lead time (L) of 5 days. At any time t, the future orders ( ) ( ),... 4q t q t + have 
been previously determined and are scheduled for receipt in the next 5 periods 
(including the current period). But we need to determine the order quantity ( )5q t +  at 
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time t. We develop a model to determine these quantities, along with the safety stocks 
for each time period. 
 
  We will first ignore the uncertainty in the delivery time for raw material, and show how 
we set the order quantities.  We will then show how to adapt this approach to permit 
uncertainty in the raw material delivery times.  
  
  The inventory dynamics are as follows: 
 
1
1
1 1
1
1 1
( ) ( 1) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ).....
t t t
L L
t t t
i i
k k
t t t
i i
v t v t q t P t
v t L v t q t L q t i P t i
v t k v t q t k q t i P t i k L
−
−
= =
−
= =
= − + −
⇒ + = + + + + − +
⇒ + = + + + + − + ≥
∑ ∑
∑ ∑
 
  We note that ( ) ( ),  t tv t k P t i+ + are random variables at time t, whereas ( ) ( ),v t q t i+ are 
known quantities or quantities to be determined.   
 
  We need to set the order quantity for ( )q t L+ so that the raw material inventory 
provides a desired service level in each period; for instance, we might set the order 
quantities so that ( )Pr 0tv t k ξ+ ≥ =   , where ξ is the desired service level. 
 
Case 1: No uncertainty in raw material delivery time 
  We first characterize the mean and variance for the inventory random variables: 
( ) 1
1 1
( ) ( ) ( ) ( )
k k
t t t
i i
E v t k v t q t k q t i E P t i
−
= =
 
+ = + + + + − +    
 
∑ ∑  
( )
1
( )
k
t t
i
Var v t k Var P t i
=
 
+ = +    
 
∑  
  We propose to set the order quantities such that: 
( ) ( )
1
( )
k
t t t
i
E v t k z Var v t k z Var P t iξ ξ
=
 
+ = + = +        
 
∑  
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where zξ is the safety factor, corresponding to the number of standard deviations above 
the mean that will achieve ( )Pr 0tv t k ξ+ ≥ =   . For purposes of the computational 
testing, we assume that the distribution of inventory is normal. However other 
distributions can also be used. 
 
  We can interpret the above expression as the safety stock target for day t+k: 
 ( ) ( )
1
( )     
k
t t
i
SS t k E v t k z Var r t i for k Lξ
=
 
+ = + = + =    
 
∑  
   
We can calculate the safety stock for each day in the future by determining the variance 
of future releases. We can substitute this calculated safety stock in the inventory 
equation to determine the order quantity. This is shown below: 
 ( ) ( ) 1
1 1
( ) ( ) ( )
L L
t t
i i
q t L SS t L v t q t i E P t i
−
= =
 
+ = + − − + + + 
 
∑ ∑  
 
  We now show how to calculate the variance of the future releases. We first need to 
characterize each of the release random variables as of time t: 
 1( ) ( ) ( ) ... ( )t i t t t iP t i P t i P t i P t i+ + ++ = + + ∆ + + + ∆ +  
where we are treating ( )tP t i+ as a random variable as of time t; ( )tP t i+ as the realized 
forecast as of time t; and ( ) ( ) ( )1 2, ,...,t t t iP t i P t i P t i+ + +∆ + ∆ + ∆ + as independent random 
variables as of time t, denoting the revisions in the next i periods.   
 
  We now show how to calculate the variance of the future releases given their current 
projections. We first need to characterize each of the planned release random variables 
as of time t: 
 ( ) ( ) ( ) ( ) ( )1 2 ...t i t t t t iP t i P t i P t i P t i P t i+ + + ++ = + + ∆ + + ∆ + + + ∆ +
 
 
where we are treating ( )t iP t i+ + as a random variable as of time t; ( )tP t i+  is the 
forecast as of time t for the production at time t+i; and 
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( ) ( ) ( )1 2, ,...,t t t iP t i P t i P t i+ + +∆ + ∆ + ∆ +  are independent random variables as of time t, 
denoting the revisions in the next i periods.   
 
  By substituting and utilizing the independence across time, we can then write the 
variance term as: 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )
( )
1 2
1 1
1 2 1
1 2 1
1
( ) ...
...
k k
t i t t t t i
i i
k k k k
t t t k t k
i i i k i k
k k
t j
j i j
Var P t i Var P t i P t i P t i P t i
Var P t i P t i P t i P t i
Var P t i
+ + + +
= =
+ + + − +
= = = − =
+
= =
   
+ = + + ∆ + + ∆ + + + ∆ +   
   
 
= ∆ + + ∆ + + + ∆ + + ∆ + 
 
 
= ∆ + 
 
∑ ∑
∑ ∑ ∑ ∑
∑ ∑
  
  We can now compute this by determining ( )k t j
i j
Var P t i+
=
 
∆ + 
 
∑  for each k; we first 
observe that ( ) ( )
0
k jk
t j t
i j i
Var P t i Var P t i
−
+
= =
   ∆ + = ∆ +   
  
∑ ∑  .  But this is now equal to the sum of 
the elements on the (k-j+1) principal minor of the covariance matrix of production, PΣ , 
i.e., the square sub-matrix formed from the first (k-j+1) rows and first (k-j+1) columns. 
 
  Hence given the covariance matrix of production, PΣ , we can calculate the variance 
1
( )
k
t
i
Var P t i
=
 
+ 
 
∑ for any value of k. 
 
Case 2: Uncertainty in raw material delivery time 
 
  To account for random delivery delays, we need to slightly modify the previous 
analysis.  First we redefine ( )tv t k+ to denote the raw material inventory, accounting for 
possible delay in the receipt of the next installment.  In particular, ( )tv t k+ is the raw 
material inventory immediately prior to receipt of the order quantity ( )1q t k+ + . We 
denote the delay of this order (i.e., the order due at time t+k+1) by the random variable 
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D (measured in periods); hence, the order actually arrives at time t+k+1+D. We assume 
that orders maintain the sequence of their intended deliveries despite delays, i.e., an 
order due at time t+k will arrive before orders due after time t+k, even if it were delayed. 
Then we can express the inventory just prior to the receipt of this order as: 
 
1
1 1
( ) ( ) ( ) ( ) ( ).....
k k D
t t t
i i
v t k v t q t k q t i P t i k L
− +
= =
+ = + + + + − + ≥∑ ∑
 
  We wish to set the order quantities so that ( )Pr 0tv t k ξ+ ≥ =   . Using the above 
inventory equation, and repeating the analysis shown for the first case, we find that the 
safety stock targets now are: 
( )
1
( )         ...   (3)
k D
t
i
SS t k z Var P t i for k Lξ
+
=
 
+ = + = 
 
∑  
and the order quantity is given by: 
( ) ( ) 1
1 1
( ) ( ) ( )
L L D
t t
i i
q t L SS t L v t q t i E P t i
− +
= =
 
+ = + − − + + + 
 
∑ ∑  
 
  The main complexity here, given a distribution for D, is to determine how to compute 
the terms,
1
( )
k D
t
i
E P t i
+
=
 
+ 
 
∑  and
1
( )
k D
t
i
Var P t i
+
=
 
+ 
 
∑ . We explain how to calculate these terms. 
[ ]( )
1
( )
k D
t
i
E P t i k E Dµ
+
=
 
+ = × + 
 
∑  
where µ is the expected production rate per day, equal to the expected demand per 
day, and [ ]E D is the expected delay for a raw material order. 
 
  For the variance of planned releases, we suggest the following approximation: 
 
 
[ ] [ ] 2
1 1
( ) ( )
k D k
t t
i i
k E D
Var P t i Var P t i Var D
k
µ
+
= =
+   
+ = × + + ×   
   
∑ ∑  
  This formula is exact if the future releases ( ){ }tP t k+ were iid and the delays for each 
order were iid. However, this is an approximation, since this series of releases is not 
139 
 
independent (releases are correlated over time), and we assume that orders maintain 
their intended sequence of delivery which makes the delays for orders dependent. 
 
  If there are multiple raw materials for different product-types, then each raw material 
has its own inventory and ordering policy computed as shown above, based on its 
covariance matrix of release revisions. If a raw material is common to two or more 
product-types that have independent demand, then the covariance matrix of production 
revisions for that raw material is given by the sum of the covariance matrix of production 
revisions for those product-types. This allows for raw material inventory pooling and can 
have significant cost benefits. 
 
4.2.1.6. Segment cost computation 
 
  We now have the pieces we need to evaluate the operating cost of a segment – the 
operating cost consists of the overtime cost, the end-of-segment buffer inventory 
holding cost, and the raw material inventory holding cost (if the raw material buffer feeds 
processes in the segment). We define ( )2 2, ,IN OUTC i σ σ  to be the operating cost for 
segment i, with demand variance given by [ ] 2( )t OUTVar f t σ= , and with production (and 
release) variance given by [ ] 2( )t INVar P t σ= . We do this with the following steps: 
 
• First, we find the production smoothing matrix, W, that meets the following criteria: 
( ) 2
0
arg min{Overtime cost + Inventory cost}  ...   (4)
subject to  
Production Variance  
1 j=0,1,..,H
0 , j=0,1,..,H
T
f IN
H
ij
i
ij
W
Tr W W
w
w i
σ
=
=
= Σ =
= ∀
≥ ∀
∑
 
 We explain how we solve this problem in the next section. If there are multiple product-
types, then the Σf is the covariance matrix of forecast revisions for the combined 
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demand forecast of all product-types. For example, if the system makes two products 
that have independent forecast processes, then the covariance matrix of forecast 
revisions for the combined product-types is the sum of the forecast revision covariance 
matrices of the individual product-types. 
 
• Next, we calculate the inventory variance (using equation 1), and then set the buffer 
inventory safety stock as described in section 4.2.1.3. The cycle inventory is easily 
computed as: 
Cycle Stock
2
CTµ ⋅
=
 
Where µ = average daily production, 
         CT = Cycle or interval length in days 
 
The average buffer inventory includes the safety stock and the cycle stock, and the 
cost is obtained by multiplying this average inventory with the holding cost.   
 
• We calculate the production variance using the weight matrix W. We then find the 
most constrained process in the segment, and apply equation 2 to get the expected 
amount of production overtime for the segment. The expected overtime cost is 
obtained by multiplying this with the sum of the overtime costs of all process steps in 
the segment.  
 
The most constrained process step in a segment is the step that has the highest 
utilization level, colloquially, the “busiest” step. This depends on the service time per 
piece and the setup time, as well as the number of pieces that go through the 
process step. 
 
• Finally, we calculate the raw material safety stock using the process described in 
section 4.2.1.5. The average raw material inventory consists of the safety stock and 
the cycle stock (which is the same as for the buffer inventory). The raw material 
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inventory holding cost is obtained by multiplying the average raw material inventory 
with the holding cost. 
 
4.2.1.7. Parameter Optimization 
 
  In this section, we show how to find the optimal matrix W that minimizes the operating 
cost of the segment subject to the production variance and matrix element constraints. 
The development closely follows parts of Graves et al (1998). 
 
  In problem (4), since the production variance must equal 2INσ , the overtime cost and 
the raw material inventory cost are fixed as they are a function of the production 
variance. Then we can re-write the problem equivalently as: 
 
{ }
2
IN
0
Min Finished Goods Inventory Variance     ...   (5)
subject to  
Production Variance  
1 j=0,1,..,H
0 , j=0,1,..,H
H
ij
i
ij
w
w i
σ
=
≤
= ∀
≥ ∀
∑
 
 
  Since the objective is just to minimize the finished goods inventory variance, the 
production variance constraint will be active in the optimal solution. We now relax the 
production variance constraint, and consider the Lagrangean relaxation of problem (5): 
 
{ }2IN0
0
L( )= Min Inventory Variance + (Production Variance - )    ...   (6)
subject to  
1 j=0,1,..,H
0 , j=0,1,..,H
H
ij
i
ij
w
w i
λ
λ λ σ
>
=
= ∀
≥ ∀
∑
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  As an approximation we assume that fΣ
 
is diagonal, with 2jσ  being the jth element of 
fΣ . Then the production variance is given by:  
[ ] ( ) ( )2
0 0
( )
H H
T
t f ij j
i j
Var P t Tr W W w σ
= =
= Σ = ∑∑  
 
The inventory variance is given by:  
[ ] ( ) ( )2
0 0
( )
H H
T
t f ij j
i j
Var I t Tr V V b σ
= =
= Σ = ∑∑  
where V is the matrix in equation 1, V = (MSW – M) 
        0 1,...  ij j i j ijb w w u−= + + − ,  
and 
0 for i<j,
 
1 otherwiseij
u

= 

 
 
Substituting these into (6), we get: 
( ) ( )2 2 2IN
0 0 0 0
0
L( )=Min  +  -    ...   (7)
subject to  
1 j=0,1,..,H
0 , j=0,1,..,H
H H H H
ij j ij j
i j i j
H
ij
i
ij
b w
w
w i
λ σ λ σ σ
= = = =
=
 
 
 
= ∀
≥ ∀
∑∑ ∑∑
∑
 
 
  Observe that the problem (7) separates into H+1 sub-problems (one for each period j), 
giving us: 
2
0
( ) ( )    ...   (8)
H
j IN
j
L Lλ λ λ σ
=
= − ⋅∑  
Where Lj(λ) is given by: 
143 
 
( ) ( )2 2j
0 0
0
1L ( )= Min +     ...   (9)
subject to  
1 
0 =0,1,..,H
H H
ij j ij j
i i
H
ij
i
ij
w b
w
w i
λ λ σ σλ
= =
=
 
 
 
=
≥ ∀
∑ ∑
∑
 
 
  Since this problem (9) can be shown to be a convex minimization problem, the Karush-
Kuhn-Tucker conditions give us equations, the solutions of which are necessary and 
sufficient for the optimal weights. These equations are: 
( )
0
1
0 1,
1                                                                                   (10)
1
...     0,1,..., 1         (11)
                                  
H
ij
i
H
ij j kj k j
k i
Hj
w
w w w u i H
w
γλ
γ
=
−
+
=
=
+ + + − = ∀ = −
=
∑
∑
                                                    (12)
 
 
where ukj = 1 if k≥j, 0 otherwise 
and γ is the scaled dual variable for the convexity constraint. 
 
  These equations are slightly different from those in Graves et al (1998), and change 
the optimal weight matrix in a rather interesting way. 
 
Following the development in Graves et al (1998), by equating equation (11) for i and (i-
1), we obtain: 
( )11, 0 1,...     1,2,...,        (13)ij i j j i j ijw w w w u i Hλ −− −− = + + − ∀ =  
 
The solution to the above set of equations (13) for wij can be written in terms of w0j, as 
shown in result 4.3 below. 
 
Result 4.3 
For a given value of λ, the solution to (13) for wij is a linear function of w0j given by:   
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1
i 0
1 1
i 0 i-j+1
1
n
=P ( )                                for i=0,1,..,(j-1)               (14)
=P ( ) -R ( )              for i=j,..,(H-1)                  (15)
where 
( )!P ( )=       (2 )!( )!
ij j
ij j
i
w w
w w
n i
i n i
λ
λ λ
λ λ
−
− −
− −
+
−0
1
n
1
    for n=0,1,..,(H-1)
( 1)!R ( )=     for n=1,2,..,(H-j)(2 1)!( )!
n
i
n
i
i
n i
i n i
λ λ
=
− −
=
+ −
− −
∑
∑
 
Proof: 
This can be shown by induction. 
□ 
 
We now find the optimal values for w0j that solve the convex minimization problem (9). 
 
Result 4.4 
The optimal choice for w0j that solves the convex minimization problem (9) is given by: 
1
1
1
0 11
1 1
1
0
1
0 11
1 1
1
0
( )( )
1
 =          for j=0,1,..,H-1( )( )
1
( )
=            for j=H    ...     (16)( )( )
1
H j
H j
j H
H
i
i
H j
j H
H
i
i
R
P
w
PP
P
w
PP
λλ λ
λλ λ
λ
λλ λ
−
−−
−
−
−−
−
−
−
=
−
−
−
−
−
−
−
=
+
+
+
+
+
+
∑
∑
 
Proof: 
We first get an expression of wHj in terms of wH-1,j by equating (11) for i=H-1 and (12) as 
both are equal to γ, we get: 
( )
( )
( )
1
1, 0 1,
1
1, 0 1,
1
1,
1,
1
...
... 1
          ....      (17)
1
Hj H j j H j Hj
Hj H j j H j
Hj H j Hj
H j
Hj
w w w w u
w w w w
w w w
w
w
λ γ
λ
λ
λ
−
− −
−
− −
−
−
−
−
= + + + − =
⇒ = + + + −
⇒ = + −
⇒ =
+
 
 
Next, using the convexity constraint, we get: 
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1 1 1
1 1
0 1
0 0 0
1 = = ( ) ( )   ...   (18)
H H H H
ij ij Hj i j i j Hj
i i i i j
w w w P w R wλ λ
− − −
− −
− +
= = = =
= + − +∑ ∑ ∑ ∑  
 
  We use (17) and (18) to express w0j in terms of Pi(λ-1) and Ri(λ-1). We simplify the 
expression for w0j by substituting the following expression for Ri(λ-1), which is found by 
an induction argument. 
1 1
1
( ) ( ) 1
n
i n
i
R Pλ λ− −
=
= −∑  
Thus, we get the expression for w0j as shown in (16).  
□ 
 
  We now look at some examples to see the optimal matrix of weights obtained by using 
results 4.3 and 4.4. We also compare this matrix of weights with the matrix obtained 
using the method of Graves et al (1998) for the same level of smoothing. 
 
  Consider a scenario where the forecast horizon, H, is 4 days. Let us assume that the 
daily demand has a mean of 2000 units with a standard deviation of 300 units and a 
covariance matrix of forecast revisions given by: 
 
1000 0 0 0 0
0 1000 0 0 0
0 0 4000 0 0
0 0 0 4000 0
0 0 0 0 80000
f
 
 
 
Σ =  
 
 
  
 
 
Note that the trace of covariance matrix matrix adds to 90,000 which is variance of the 
daily demand. Also, the data suggests that most of the variance is seen when the 
orders first come into the forecast at the end of the horizon. There are small order 
changes over the next two days, and even smaller changes in the last two days before 
delivery.  
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We look at three examples with different levels of desired production smoothing, and 
see how the optimal matrix of weights changes, and also how it compares with the 
corresponding optimal matrix of weights using the method of Graves et al (1998).  
 
Example 1: No production smoothing 
Here we want the production variance to be the same as the demand variance. The 
optimal weight matrix is then given by: 
 
1 1 0 0 0
0 0 1 0 0
( 0) 0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
W λ
 
 
 
= =  
 
 
  
 
 
  The optimal matrix requires production revision for a period to be the forecast revision 
for the day after the period. The current period’s forecast revision is included in current 
period’s production revision. For example, if forecast revision for demand 3 days ahead 
is y, then the production for 2 days ahead is revised by y. This is due to orders being 
due at the start of a period. 
 
  The Lagrangean coefficient, λ, is key to finding the optimal weight matrix W that gives 
the desired production variance. The element values of W depend on the forecast 
horizon, H, and λ. For a given value of H, each value of λ gives a unique W and 
correspondingly a unique production variance. The production variance decreases as λ 
increases, with production variance being equal to the demand variance when λ=0 and 
going to 1/(H+1) of the demand variance as λ goes to infinity.  
 
  The corresponding optimal matrix of weights using the method of Graves et al (1998) 
is: 
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1998
1 0 0 0 0
0 1 0 0 0
( 0) 0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
W λ
 
 
 
= =  
 
 
  
 
 
  This matrix suggests that the production revision for a period the same as the demand 
revision. We note that the sequence of events in Graves et al (1998) is the same as 
ours except that orders are filled at the end of the period. 
 
  This suggests that the optimal matrix of weights W, obtained by using results 4.3 and 
4.4, is a shifted version of the optimal matrix of weights found in Graves et al (1998). 
The last H columns of the weight matrix obtained here are the first H columns of the 
weight matrix found in Graves et al (1998), while the first column of the weight matrix 
here is same as the first column of the weight matrix in Graves et al (1998). We will see 
this structure in the next two examples as well. 
 
Example 2: 50% production smoothing 
Here we want the production variance to be half of the demand variance, i.e., 45,000. 
The optimal weight matrix is then given by: 
 
0.8005 0.8005 0.1597 0.0319 0.0064
0.1597 0.1597 0.6727 0.1342 0.0270
( 3.212) 0.0319 0.0319 0.1342 0.6678 0.1342
0.0064 0.0064 0.0270 0.1342 0.6727
0.0015 0.0015 0.0064 0.0319 0.1597
W λ
 
 
 
= =  
 
 
  
 
 
  The optimal matrix now requires the production revision for a particular period to be a 
weighted sum of the forecast revisions over the entire horizon. A large part of the 
production revision for a period is still due to the forecast revision for the day after the 
period, but it also includes smaller portions of the forecast revisions over the other 
periods of the horizon. 
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  The corresponding optimal matrix of weights using the method of Graves et al (1998) 
is: 
1998
0.8005 0.1597 0.0319 0.0064 0.0015
0.1597 0.6727 0.1342 0.0270 0.0064
( 3.212) 0.0319 0.1342 0.6678 0.1342 0.0319
0.0064 0.0270 0.1342 0.6727 0.1597
0.0015 0.0064 0.0319 0.1597 0.8005
W λ
 
 
 
= =  
 
 
  
 
 
Example 3: Maximum production smoothing 
Here we want the production variance to be 1/(H+1) of the demand variance, i.e., 
18,000. The optimal weight matrix is then given by: 
 
0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2
( ) 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2
W λ
 
 
 
→ ∞ =  
 
 
  
 
 
  The optimal matrix now requires the production revision for a particular period to be an 
equally weighted sum of the forecast revisions over the entire horizon. This gives us the 
maximum production smoothing that is possible. 
 
  The corresponding optimal matrix of weights using the method of Graves et al (1998) 
is: 
1998
0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2
( ) 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2
W λ
 
 
 
→ ∞ =  
 
 
  
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  Since the only difference between the model described here and that in Graves et al 
(1998) is that production has a one period lead-time here, this suggests that the optimal 
weight matrix for production segments using the same smoothing rule but with a 
production lead-time of L periods, will be a matrix that is shifted in the same way. That 
is, the optimal matrix of weights will have the last (H+1-L) columns being the same as 
the first (H+1-L) columns of the bisymmetric matrix of Graves et al (1998), with the first 
L columns being repeats of the first column of the bisymmetric matrix. We leave this 
conjecture for future research. 
 
4.2.2. Dynamic Programming Model 
 
  For a given configuration of decoupling buffers in the assembly system and a given 
cycle length, we use the single segment model to find the operating costs for all 
possible smoothing levels for each segment. We then use a dynamic programming 
model to find the optimal combination of smoothing levels over the production line with 
the lowest cost. 
 
  We first look at the structure of the dynamic program. Then we discuss the 
implementation issues, and the choices we made in developing a software prototype of 
the model.  
 
4.2.2.1. Structure 
 
  The state space of this dynamic program is a triplet comprising (segment, production 
variance, demand variance). We constrain the production variance of the segment to be 
less than or equal to the demand variance as we do not want to amplify variance 
upstream. There is also a constraint on the demand variance for the most downstream 
segment, as the demand variance there must equal to the actual demand variance for 
finished product.  
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  Next, we define the cost of each state, CT(j, σIN2, σOUT2), consisting of the raw material 
and buffer inventory cost, and the production overtime cost for the segment j, with 
demand variability given by σOUT2 and with production variability given by σIN2, and with 
production cycle length T. 
 
  Once we compute this cost for all states of the DP, then we can find the optimal 
combination of states to span the assembly system. We define 2( , )TH i σ
 
to be the 
optimal operating cost for the system upstream of segment i (inclusive), with demand 
variance for segment i given by σ2, and production cycle length T. 
2 2 2 2
( )
( , ) min{ ( , , ) ( , )}
OUT IN IN
IN
T T OUT T
j U i
H i C i H j
σ
σ σ σ σ
∈
= + ∑  
where U(i) is the set of segments that are predecessors to segment i, and the 
minimization is over all possible values of the production variability, σIN, given the 
demand variability, σOUT,   
 
  The optimal solution is given by: 
2(last_segment, = Demand Variance)T OUTH σ
 
where the “last_segment” refers to the most downstream segment, namely the segment 
that produces the final product.  
 
4.2.2.2. Implementation 
 
  To solve this dynamic program numerically in reasonable time, we discretize the state 
space. We allow the σOUT and σIN to only take values from a specified set which 
contains fractions of the demand standard deviation, σDemand. For example, we might 
restrict σOUT and σIN to the set, {0.2σDemand, 0.4σDemand, 0.6σDemand, 0.8σDemand, σDemand}. 
This restriction may cause some sub-optimality in the solution but is a necessary trade-
off in order to have reasonable solution times. However, the optimality gap can be 
controlled by having a larger set of allowable values with more granularity. 
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  Moreover, we restrict the σIN to be less than or equal to σOUT. This reduces the 
optimization time considerably. More importantly, this implies that variability is 
dampened as it is propagated upstream which is a highly beneficial to the system. Thus, 
the solution quality is not affected by this restriction. 
 
  If there are multiple product-types, then we consider the demand variability, σOUT, and 
production variability, σIN, to be vectors with each element referring to one product-type. 
For example, for a three product system the state variable for the DP is: 
( )1, 2, 3, 1, 2, 3,, , , , , , ,IN IN IN OUT OUT OUTi j σ σ σ σ σ σ where , , and j IN j OUTσ σ
 
are the release and 
demand variabilities for product-type j. 
 
  We expect this state space is too big for efficient computation.  To reduce the state 
space, we propose to restrict it to states in which: 
 
1, 2, 3,
1, 2, 3,
IN IN IN
OUT OUT OUT
σ σ σ
σ σ σ
= = . 
   
Thus we restrict the DP search to states in which the ratio of release variability to 
demand variability is the same for each product-type. We only consider states in which 
the variability seen by the product types remains in the same proportion. This is a 
necessary step since the production rate in a segment is controlled by the same optimal 
weight matrix for all product-types. It will also allow for a much more efficient solution 
procedure. 
 
4.2.3. Model Computational Complexity 
 
  For each buffer configuration, and for each possible production cycle length, we find 
the optimal combination of segment-states that have the lowest operating cost for the 
assembly system. We illustrate the steps in this methodology using the flow-chart 
below. 
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Figure 4.4: Methodology Flow-chart 
 
Description  Notation  
Cycle Time  c = 1 .. C  
Buffer Configuration  n = 1 .. N  
Segment in buffer configuration n  s = 1 .. S  
Demand-Production variance combination 
for segment s  
m = 1 .. M  
 
 
  
  We now establish the computational complexity of this method that we use to 
enumerate and find the minimum cost solution among all buffer configurations, cycle 
lengths and production smoothing possibilities. 
 
  We assume that we have N candidate locatio
2N possible buffer configurations of the assembly line. Each buffer configuration defines 
a unique set of production segments for the assembly system
set be S; S lies between 1 and (N+1)
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ns for decoupling buffers;
; let the cardinality of
. Let us assume that the cardinality of the set of
 thus, we have 
 this 
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candidate production cycle lengths is C, and the set of possible production and demand 
variances for each segment has cardinality R. 
 
  We consider the calculation of the cost of each state as a unit of computation. Then 
using this approach, we will have: 
 
Number of state cost computations  
= Number of buffer configurations x Number of cycle times x Average number of 
segments x Number of demand and production variance combinations per segment 
 
  The number of segments for a buffer configuration having k active buffers is (k+1). For 
each value of k, the number of distinct buffer combinations is given by NCk . Since k 
varies from 0 to N, the total number of segments across all buffer combinations is 
0
( 1)
N
N
k
k
C k
=
⋅ +∑ . The mean of the distribution of number of segments for different values 
of k, is the same as its median, which is given by 1
2
N + 
 
. 
 
  For each segment (except the last segment facing customer demand), the number of 
demand and production variance combinations is given by: R + (R-1) + …. + 1 = 
( 1)
2
R R +
. Since the last segment faces customer demand, its demand variance is fixed 
but it can have R possible production variances.  
 
Thus, the number of state cost computations = ( 1)2
2 2
N N R RC R +  ⋅ ⋅ + ⋅   
  
 
 
  To get a sense of the number of computations, let us assume that we have a 50-
process assembly system with 5 candidate locations for decoupling buffers and 4 
candidate cycle times. We set the number of possible values for production and 
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demand variances to be 4 each. Then, the total number of state-cost computations will 
be: 
5 5 4(4 1)2 4 4 3,712
2 2
+  
⋅ ⋅ + ⋅ =  
  
 
 
  The largest component of each state cost computation is usually in finding the optimal 
weight matrix. We find the optimal weight matrix as described in Graves et al (1998), as 
it has some properties that we exploit to reduce our calculation time. We then shift that 
matrix to obtain the optimal weight matrix for this model. Finding the optimal weight 
matrix of Graves et al (1998) involves finding the inverse of a tridiagonal matrix as 
described in Prop 9 of the paper. We do that using the algorithm described in Mikkawy 
and Karawia (2006). However, the size of the weight matrix depends on the forecast 
horizon. Consequently, if the horizon is doubled, the computation time quadruples. 
 
  Thus, we solve 2N C⋅  dynamic programs, with each DP having an average of 
( 1)
2 2
N R RR +  + ⋅   
  
 states. To get a sense of how much time this actually takes, we 
recorded the time to solve the hypothetical assembly line test cases. The system had 16 
processes with 5 candidate buffer locations (N=5), 3 candidate cycle times (C=3), and 4 
possible values for demand and production variances for each segment (R=4). The 
system had a forecast horizon of 10 days. Each of these problems took about 25 
seconds to enumerate the optimal solutions for the 96 (=25x3) combinations of buffers 
and cycle lengths. 
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Chapter 5:  
 
Model Testing & Conclusions 
 
 
 
  In the previous chapter, we described the tactical planning problem for an assembly 
production system, developed an analytical model to analyze the problem and a 
dynamic program procedure for finding the optimal solution for the problem. We have 
performed a number of numerical tests over a wide variety of scenarios to validate the 
model and verify its results. In this chapter, we first describe these tests and their results 
in section 5.1, and then make our conclusions in section 5.2. 
 
5.1. MODEL TESTING 
 
  In order to verify and validate the results of the tactical model, we developed a 
software prototype of the model using C#. This software takes as inputs the process 
flow information of the assembly system, the product demand statistics, the raw material 
ordering constraints, and user parameter settings. These parameter settings include the 
candidate locations for decoupling buffers in the system, the candidate cycle lengths 
that the system might operate at, and the permissible ranges for the control parameter 
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values. This limits the tactical model optimization results to only feasible operating 
policies. For each decoupling buffer configuration and each possible cycle length, the 
software then sets up and runs the dynamic program to find the optimal operating 
policies for each of the segments. The overall best solution is then the choice of 
decoupling buffer locations and cycle length that yields the least cost; this is effectively 
found by a complete enumeration of all combinations of buffer configuration and cycle 
length.  The software computes and reports all of the relevant costs, as well as the 
statistics for the inventory and production levels.  
 
  We also developed a simple discrete-event simulation software for an assembly 
manufacturing system using Matlab. The purpose of the simulation is to test the 
accuracy of the tactical model, and in particular to assess the impact of key 
assumptions made in the development of the tactical model. The simulation software 
takes as input the process flow information of the assembly system, the product 
demand statistics, the locations of the decoupling buffers, and the operating policies for 
each segment. It then simulates the operations of the factory under the process flow 
and the control rules (as described in the tactical model, chapter 4 section 4.2.1) for a 
number of years and records the inventory, production, order fulfillment and other 
outcomes for each day. At the end of the simulation run, it computes statistical results 
for the factory performance in terms of costs, order fulfillment and other performance 
metrics. We can compare these with the tactical model predictions for model validation. 
 
  We ran the tactical model software on a hypothetical production line, and on a real 
manufacturing system under a variety of scenarios.  These tests help us validate the 
tactical model. They confirm our intuition and give us new insight about which operating 
policies are suitable under different demand, process-flow and cost environments, and 
also give us more confidence in the tactical model. We show these results in sections 
5.1.1 and 5.1.2, and explain the reasons for the outcomes. We then ran the simulation 
software under a number of different operating policy scenarios. These tests help us 
validate the tactical model’s assumptions and cost predictions, and also verify its 
optimality. We show these results in section 5.1.3. 
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5.1.1. Hypothetical Production Line 
 
  We create a hypothetical production line to examine the performance of the tactical 
model and see if the resulting operating policies make logical sense. We set up the 
system as an assembly line of 16 processes that produce two product-types. Each 
process has its own service (or production) time, inventory cost, and overtime cost; 
each process operates for two shifts of 8 hours a day for 22 days a month and can 
extend each day by working up to 4 hours of overtime each day. For simplicity, we 
assume that the batch size is 1 for all processes and that work pieces go through each 
process exactly once.  We also assume that each process requires 25 seconds to 
process a work-piece for both product-types but there is a changeover time of 1 hour at 
each process when production switches from one product-type to the other. There are 4 
raw materials and 4 parts that get assembled into the final product for both product-
types. Two raw materials are common to both products; two of the parts are common to 
both products.. The diagram below shows the topology of the assembly network. 
 
 Figure 5.1: Assembly Network Topology for Hypothetical System
 
  Both products go through all of the 16 processes but have different value additions
hence different inventory holding cos
and parts that are exclusive to each product
significantly different final product values. We show the raw material and part costs, and 
the process value additions for bo
Note that raw materials 3 and 4, and parts 5 and 6, are common to both product
raw materials 1 and 2, and parts 7 and 8 are exclusive to product
materials 9 and 10, and parts 11 an
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ts at each process. Moreover, the raw materials 
-type have different costs, leading to 
th product-types in the diagrams 5.2 and 5.3 below. 
-type 1 while raw 
d 12, are exclusive to product-type 2. 
 
 
 and 
-types; 
 
 Figure 5.2: Raw Material Costs and Process Value
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-Add for Product
 
-Type 1 
 Figure 5.3: Raw Material Costs and Process Value
 
  The overtime cost per hour for each process is 6.94% of the 
process, averaged over the two product
added per piece averaged over the two product
addition at process 2: in 1 hr, 
type, creating a total value-add of $288
process 2 to be $20 (at 6.94% of $288, or
show the overtime cost per hour for each process step in the figure
 
  The inventory holding cost is assumed to be 12.5% per year over 250 business days, 
giving a daily cost of 0.05% of the work
show the inventory holding cost for each raw material, part and work
process step in the figure 5.4 below.
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-Add for Product
value added at the 
-types. Incidentally, this is 10 times the value 
-types. For example, consider 
the process can complete 144 pieces of either 
; then we set the overtime cost 
, at 10 x $2 value addition per piece
 5.4 below.
-piece value at each process step or buffer. We 
 
 
-Type 2 
the value 
product-
per hour of 
). We 
 
-piece at each 
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  For the demand, we assume a forecast process with daily time buckets and daily 
updates, and a 10-day horizon. Both product-types have an average daily demand of 
1000 units with standard deviation of 239 units, and the two demand processes are 
independent of each other. The covariance matrix of forecast revisions for the demand 
is diagonal, with the values shown in figure 5.4 below. We assume that raw materials 
and parts can be ordered every day with a lead time of 10 and 5 days respectively. For 
simplicity, we assume that orders are not delayed.  
 
  We allow decoupling buffers to be placed after processes 2, 5, 9, 13 and 14. 
Candidate cycle lengths for the system are 1, 2 and 3 days. We set the safety factor for 
buffer inventories to be 2.5, corresponding to a 1% probability of stock-out in any buffer. 
Finally, to control the state space for the DP, we restrict the possible values for σIN2 and 
σOUT
2
 in each segment to be from the set: (0.25σDemand2, 0.5σDemand2, 0.75σDemand2, 
σDemand
2). This may seem rather limiting, but as we saw from the optimal weight matrix 
examples in section 4.2.1.7, the minimum production variance is 1/(Forecast Horizon + 
1) of the demand variance. For a 10-day forecast horizon and a cycle length of 3-days, 
the planning horizon reduces to 4 periods of 3-days each. Thus, the minimum 
production variance is ¼ of the demand variance for the 3-day cycle length.  
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Process Data for Test Case 
Process 
OT 
Cost/Hr 
($) 
Product 1 Product 2 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
1 10 25 3600 0.0055 25 3600 0.0055 
2 20 25 3600 0.0065 25 3600 0.0065 
3 20 25 3600 0.011 25 3600 0.011 
4 20 25 3600 0.0175 25 3600 0.0175 
5 50 25 3600 0.0235 25 3600 0.0235 
6 40 25 3600 0.0115 25 3600 0.0175 
7 15 25 3600 0.012 25 3600 0.0185 
8 65 25 3600 0.038 25 3600 0.045 
9 90 25 3600 0.0495 25 3600 0.0585 
10 45 25 3600 0.0265 25 3600 0.043 
11 35 25 3600 0.0275 25 3600 0.0455 
12 75 25 3600 0.035 25 3600 0.0605 
13 15 25 3600 0.0355 25 3600 0.0615 
14 125 25 3600 0.09 25 3600 0.1275 
15 85 25 3600 0.0985 25 3600 0.1475 
16 40 25 3600 0.1 25 3600 0.15 
 
125 0 0 0 0 0 0 0 0 0 0 
0 625 0 0 0 0 0 0 0 0 0 
0 0 625 0 0 0 0 0 0 0 0 
0 0 0 625 0 0 0 0 0 0 0 
0 0 0 0 2500 0 0 0 0 0 0 
0 0 0 0 0 2500 0 0 0 0 0 
0 0 0 0 0 0 2500 0 0 0 0 
0 0 0 0 0 0 0 2500 0 0 0 
0 0 0 0 0 0 0 0 2500 0 0 
0 0 0 0 0 0 0 0 0 2500 0 
0 0 0 0 0 0 0 0 0 0 40000 
 
Covariance Matrix of Forecast Revisions for Test Case 
 
Figure 5.4: Data for Test Case 
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  We use this set of data for the base case. We then change model inputs such as 
service times at processes, overtime costs, changeover times between product-types, 
and the mean and variance of demand, in order to examine the model behavior and 
sensitivity.  
 
 
 Case 1: 
  We set the service time to 25 seconds per piece at each process. For a 1-day 
production cycle, this results in the average total production time to be 57,200 seconds 
which is calculated as 2 product-types x [1000 units/cycle x 25 s/unit + 1 hr/changeover-
cycle]. This implies a capacity utilization of 99.3% for the system if it operates a 1-day 
cycle (one day with two eight-hour shifts equals 57,600 seconds). Similar calculations 
imply capacity utilizations of 93% and 91% for the system if it operates on a 2-day or a 
3-day cycle respectively. The tactical model results for this scenario are shown in the 
tables below. 
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Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 214 197 311 722 0.25 
2 215 204 311 731 0.25 ; 1 
5 218 223 311 752 0.25 ; 1 
2,5 218 230 311 759 0.25 ; 1 ; 1 
9 223 256 311 790 0.25 ; 1 
2,9 223 263 311 797 0.25 ; 1 ; 1 
5,9 223 281 311 815 0.25 ; 1 ; 1 
2,5,9 223 288 311 822 0.25 ; 1 ; 1 ; 1 
13 226 250 311 787 0.25 ; 1 
2,13 227 257 311 795 0.25 ; 1 ; 1 
5,13 230 275 311 816 0.25 ; 1 ; 1 
2,5,13 230 282 311 823 0.25 ; 1 ; 1 ; 1 
9,13 235 308 311 854 0.25 ; 1 ; 1 
2,9,13 235 315 311 861 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 311 879 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 311 886 0.25 ; 1 ; 1 ; 1 ; 1 
14 235 315 311 861 0.25 ; 1 
2,14 235 322 311 868 0.25 ; 1 ; 1 
5,14 235 340 311 886 0.25 ; 1 ; 1 
2,5,14 235 347 311 893 0.25 ; 1 ; 1 ; 1 
9,14 235 373 311 919 0.25 ; 1 ; 1 
2,9,14 235 380 311 926 0.25 ; 1 ; 1 ; 1 
5,9,14 235 399 311 945 0.25 ; 1 ; 1 ; 1 
2,5,9,14 235 406 311 952 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 235 368 311 913 0.25 ; 1 ; 1 
2,13,14 235 375 311 920 0.25 ; 1 ; 1 ; 1 
5,13,14 235 393 311 939 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 311 946 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 311 972 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 311 979 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 311 997 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 311 1,004 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Table 5.1(a): Tactical Model Results for Case 1 with cycle length of 1 day 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 300 289 26 615 0.50 
2 300 304 25 630 0.5 ; 0.5 
5 302 345 23 670 0.5 ; 0.5 
2,5 303 359 23 684 0.5 ; 0.5 ; 1 
9 306 418 17 741 0.5 ; 0.5 
2,9 307 432 17 756 0.5 ; 0.5 ; 1 
5,9 308 469 17 793 0.5 ; 0.5 ; 1 
2,5,9 308 483 17 807 0.5 ; 0.5 ; 1 ; 1 
13 308 405 21 735 0.5 ; 0.5 
2,13 309 420 20 750 0.5 ; 0.5 ; 0.5 
5,13 311 461 18 790 0.5 ; 0.5 ; 0.5 
2,5,13 311 475 18 804 0.5 ; 0.5 ; 0.5 ; 1 
9,13 300 504 44 849 1 ; 0.5 ; 0.5 
2,9,13 301 520 43 864 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13 303 560 41 904 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13 303 574 41 918 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
14 300 519 35 854 1 ; 0.5 
2,14 301 534 34 869 1 ; 0.5 ; 0.5 
5,14 303 575 32 909 1 ; 0.5 ; 0.5 
2,5,14 303 589 32 924 1 ; 0.5 ; 0.5 ; 1 
9,14 307 648 26 980 1 ; 0.5 ; 0.5 
2,9,14 307 662 26 995 1 ; 0.5 ; 0.5 ; 1 
5,9,14 308 698 26 1,032 1 ; 0.5 ; 0.5 ; 1 
2,5,9,14 308 712 26 1,046 1 ; 0.5 ; 0.5 ; 1 ; 1 
13,14 309 634 30 974 1 ; 0.5 ; 0.5 
2,13,14 310 650 29 989 1 ; 0.5 ; 0.5 ; 0.5 
5,13,14 302 666 60 1,028 1 ; 1 ; 0.5 ; 0.5 
2,5,13,14 303 681 59 1,043 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
9,13,14 300 736 44 1,081 1 ; 1 ; 0.5 ; 0.5 
2,9,13,14 301 752 43 1,096 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13,14 303 793 41 1,136 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13,14 303 807 41 1,151 1 ; 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
 
Table 5.1(b): Tactical Model Results for Case 1 with cycle length of 2 days 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 394 403 3 800 0.75 
2 395 425 3 823 0.75 ; 0.67 
5 399 474 7 879 1 ; 0.75 
2,5 399 494 7 900 1 ; 1 ; 0.75 
9 397 572 5 975 1 ; 0.75 
2,9 399 591 7 997 1 ; 1 ; 0.75 
5,9 399 646 7 1,051 1 ; 1 ; 0.75 
2,5,9 399 666 7 1,072 1 ; 1 ; 1 ; 0.75 
13 397 554 6 958 1 ; 0.75 
2,13 397 575 6 978 1 ; 0.75 ; 0.75 
5,13 396 630 6 1,032 1 ; 0.75 ; 0.75 
2,5,13 397 650 6 1,053 1 ; 0.75 ; 1 ; 0.75 
9,13 395 728 4 1,128 1 ; 0.75 ; 0.75 
2,9,13 397 747 6 1,150 1 ; 1 ; 0.75 ; 0.75 
5,9,13 396 802 6 1,204 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 397 822 6 1,225 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 395 748 4 1,147 1 ; 0.75 
2,14 396 771 4 1,170 1 ; 0.75 ; 0.67 
5,14 399 820 7 1,226 1 ; 1 ; 0.75 
2,5,14 399 840 7 1,247 1 ; 1 ; 1 ; 0.75 
9,14 397 919 5 1,321 1 ; 1 ; 0.75 
2,9,14 399 938 7 1,344 1 ; 1 ; 1 ; 0.75 
5,9,14 399 992 7 1,398 1 ; 1 ; 1 ; 0.75 
2,5,9,14 399 1,012 7 1,419 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 397 901 6 1,304 1 ; 1 ; 0.75 
2,13,14 397 922 6 1,325 1 ; 1 ; 0.75 ; 0.75 
5,13,14 396 977 6 1,378 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 397 997 6 1,400 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 395 1,075 4 1,474 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 397 1,094 6 1,497 1 ; 1 ; 1 ; 0.75 ; 0.75 
5,9,13,14 396 1,149 6 1,550 1 ; 1 ; 1 ; 0.75 ; 0.75 
 
Table 5.1(c): Tactical Model Results for Case 1 with cycle length of 3 days 
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  Each table shows the model results for a particular cycle length. Each row in the table 
corresponds to a buffer configuration, with the locations of the buffers given in the first 
column. The next 4 columns show the raw material cost, buffer inventory cost, 
production overtime cost and the total expected cost for that buffer configuration and 
cycle time. The last column gives the ratio of production to demand variance for each 
segment in that configuration, from the most downstream to the most upstream 
segment. For example, the second row in table 5.1(a) shows the results for the scenario 
when the cycle length is 1-day and there is one buffer after process 2. The smoothing 
ratio column indicates that the downstream segment (all processes from 3 to 16) 
operates at the maximum level of smoothing with 
2
2 0.25
IN
OUT
σ
σ
= , while the upstream 
segment (processes 1 and 2) operates with no smoothing, i.e., 
2
2 1.0
IN
OUT
σ
σ
= .  
 
  The results show that the optimal solution is obtained for the case with no decoupling 
buffers, a cycle time of 2-day, and a production smoothing ratio of 50% for the single 
segment, i.e., 
2
2 0.5
IN
OUT
σ
σ
= . The total cost for the solution is $615 per day with inventory 
holding costs for raw materials and finished goods being over 95% of the total. The best 
solution for the 1-day cycle scenario also has no decoupling buffers but has increased 
production smoothing with a ratio of 25% for the segment. The total cost for the solution 
is $722 per day but now overtime costs contribute over 43% of the total. The best 
solution for the 3-day cycle scenario also has no decoupling buffers but has a lower 
production smoothing with a ratio of 75% for the segment. The total cost for the solution 
is $800 per day but now inventory holding costs for raw materials and finished goods 
being over 96% of the total. These results are expected as overtime costs and the need 
for production smoothing decrease as capacity utilization decreases with longer 
production cycles due to fewer setups. However, this is countered as the longer 
production cycle results in an increase in inventory cycle stock. The optimal balance is 
seen for a cycle time of 2-days in this scenario. 
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Case 2: 
  We now increase the overtime cost per hour at all processes by 50% from case 1. All 
the other inputs are unchanged. The input data for this scenario and the tactical model 
results are shown in the Appendix. 
 
  The structure of the optimal solution is unchanged as are the best solutions for the 1-
day and 3-day cycle lengths. However, there is greater production smoothing in the 
solutions for the 2-day and 3-day cycle length solutions, with higher production 
smoothing downstream especially when there are 3 or more decoupling buffers. 
Moreover, the best solution for the 3-day cycle now has lower cost than the best 
solution for the 1-day cycle. Also, the total costs for all solutions increase. This is due to 
more overtime cost being incurred when production smoothing is unchanged when 
there are 2 or less decoupling buffers. When there is greater production smoothing in 
the system (usually when there are 3 or more decoupling buffers), more safety stock is 
held downstream which increases the buffer and raw material inventory costs and 
lowers the overtime cost incurred, but the total cost is higher than in case 1.  
 
Case 3: 
  We now decrease the overtime cost per hour at all processes by 50% from case 1. All 
the other inputs are unchanged. The input data for this scenario and the tactical model 
results are shown in the Appendix. 
 
  The optimal solution now has a 1-day cycle with no buffers. The best solution for the 2-
day cycle length has higher total cost, and the best solution for the 3-day cycle length 
has even higher total cost. This is due to a big decrease in the overtime cost for all 
solutions, with the largest decrease being for the 1-day cycle length solutions. 
Moreover, there is less production smoothing in most scenarios. 
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Case 4: 
  We now increase the changeover time at all processes from 1 hour to 3 hours. All the 
other inputs are unchanged. The tactical model results are shown in the Appendix. 
 
  The optimal solution now has a 3-day cycle with no buffers and much more production 
smoothing in the segment. This is expected as the system now operates at 124% 
utilization for the 1-day cycle, at 105% utilization for the 2-day cycle, and at 99% 
utilization for the 3-day cycle. Thus, the solutions for all buffer configurations and cycle 
lengths operate at the maximum allowed level of production smoothing. The 3-day cycle 
minimizes the time spent in changeovers on a daily basis, which reduces the production 
overtime needed but increases the inventory cycle stock that has to be maintained. 
 
Case 5: 
  We now decrease the changeover time at all processes from 1 hour to 45 minutes. All 
the other inputs are unchanged. The tactical model results are shown in the Appendix. 
 
  The optimal solution now has a 1-day cycle with no buffers. The best solution for the 2-
day cycle length has higher total cost, and the best solution for the 3-day cycle length 
has even higher total cost. This is due to the decrease in the overtime cost for all 
solutions, with the largest decrease being for the 1-day cycle length solutions. 
Moreover, there is less production smoothing in most scenarios. This is expected as the 
system now operates at 96% utilization for the 1-day cycle, at 91.5% utilization for the 2-
day cycle, and at 90% utilization for the 3-day cycle. 
 
Case 6: 
  We now increase the average demand to 1250 units/day from 1000 units/day for both 
product-types. The standard deviation of demand for both product-types is also 
increased from 239 to 299 so that the coefficient of variation of the demand is the same 
as in case 1. All the other inputs are unchanged. The tactical model results are shown in 
the Appendix. 
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  The optimal solution now has a 3-day cycle with no buffers, and much more production 
smoothing in the segment. This is expected as the system now operates at 121% 
utilization for the 1-day cycle, at 114.8% utilization for the 2-day cycle, and at 112.7% 
utilization for the 3-day cycle. Thus, there is more production smoothing in the solutions 
for most scenarios. The 3-day cycle minimizes the time spent in changeovers on a daily 
basis, which reduces the production overtime needed but increases the inventory cycle 
stock that has to be maintained. 
 
Case 7: 
  We now decrease the average demand to 900 units/day from 1000 units/day for both 
product-types. The standard deviation of demand for both product-types is also 
decreased from 239 to 215 so that the coefficient of variation of the demand is the same 
as in case 1. The tactical model results are shown in the Appendix. 
 
  The optimal solution now has a 1-day cycle with no buffers. The best solution for the 2-
day cycle length has higher total cost, and the best solution for the 3-day cycle length 
has even higher total cost. This is due to the decrease in the overtime cost for all 
solutions, with the largest decrease being for the 1-day cycle length solutions. 
Moreover, there is less production smoothing in most scenarios. This is expected as the 
system now operates at 90.6% utilization for the 1-day cycle, at 84.4% utilization for the 
2-day cycle, and at 82.3% utilization for the 3-day cycle. 
 
Case 8: 
  We now increase the demand variance by 50% for both product-types. This changes 
the standard deviation of demand for both product-types from 239 units/day to 293 
units/day. All the other inputs are unchanged. The tactical model results are shown in 
the Appendix. 
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  The optimal solution has a 2-day cycle with no buffers and 50% production smoothing 
in the segment. The increase in demand variance increases the total cost of all 
solutions, with increased production smoothing for most scenarios. The best 3-day cycle 
solution has lower cost than the best 1-day solution as the 3-day solution minimizes the 
time spent in changeovers on a daily basis, which reduces the production overtime 
needed. Interestingly, this reduction in overtime cost is greater than the increase in the 
inventory holding cost that has to be maintained. 
 
Case 9: 
  We now decrease the demand variance by 75% for both product-types. This changes 
the standard deviation of demand for both product-types from 239 units/day to 119.5 
units/day. All the other inputs are unchanged. The tactical model results are shown in 
the Appendix. 
 
  The optimal solution now has a 1-day cycle with no buffers. The best solution for the 2-
day cycle length has higher total cost, and the best solution for the 3-day cycle length 
has even higher total cost. This is due to the decrease in the overtime cost for all 
solutions, with the largest decrease being for the 1-day cycle length solutions. 
Moreover, there is less production smoothing for most scenarios having 2-day and 3-
day cycle lengths.  
 
Case 10: 
  We now introduce a bottleneck in the system: we increase the service time for process 
14 from 25 s/unit to 28 s/unit for both product-types. All other processes still have a 
service time of 25 s/unit for both product-types. All the other inputs are unchanged. The 
tactical model results are shown in the Appendix. 
 
  The optimal solution now has a 2-day cycle with a buffer after process 9 and the 
expected total cost being $1,016 per day. The system operates with the maximum level 
of production smoothing, with overtime costs contributing 26% of the total and raw 
173 
 
material and buffer inventory holding costs contributing the rest. The location of the 
buffer and the segments in the system for this solution are shown in figure 5.5 below: 
 
  The best solution for the 3-day cycle length has slightly higher total cost at $1,080 per 
day, but has no buffers. This system also operates with the maximum level of 
production smoothing, with overtime costs contributing 21% of the total and raw material 
and buffer inventory holding costs contributing the rest. The best solution for the 1-day 
cycle length has even higher total cost at $1,128 per day and has buffers after 
processes 9, 13 and 14. This system also operates with the maximum level of 
production smoothing, but now overtime costs contribute 41% of the total and raw 
material and buffer inventory holding costs contribute the rest. The location of the 
buffers and the segments in the system for this solution are shown in figure 5.6 below: 
 
  These results can be explained by the change in service time at process 14, which 
changes its capacity utilization: 110% for a 1-day cycle, 103.5% for a 2-day cycle, and 
101.4% for a 3-day cycle. Since there is no WIP in the system, the segment containing 
process 14 will operate at the capacity utilization of that process. Thus, the 1-day cycle 
length solution isolates process 14 into a segment containing just that process so that 
the rest of the system can operate at the lower 99.3% utilization and reduce overtime 
costs. It however has to hold much more buffer inventory. The 2-day cycle length 
solution divides the system into 2 segments – the downstream segment having 
processes 10 through 16, and the upstream segment having processes 1 through 9. 
The downstream segment operates at the 103.5% utilization while the upstream 
segment is at 93%; this balances the increased inventory holding cost due to the buffer 
after process 9 with the reduced overtime cost in the upstream segment. Finally, the 3-
day cycle length solution prefers no buffers as the increased holding cost of buffer 
inventory will be higher than the overtime cost reduction from isolating process 14. This 
case illustrates the tradeoff between inventory and overtime costs in the different 
solutions, and also how bottleneck processes induce buffers to segment the system. 
 
 Figure 5.5: Optimal solution for cycle length = 2 days
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 Figure 5.6: Optimal solution for cycle length = 
 
Case 11: 
  We now introduce two bottlenecks in the system: we increase the service time for 
processes 5 and 12 from 25 s/unit to 28 s/unit for both product
processes still have a service time of 25 s/unit for both product
inputs are unchanged. The tactical model results are shown in the Appendix.
 
  The optimal solution now has a 2
2, 5 and 13. The expected total cost of the solution is $966 per day. The system 
operates with some production smoothing, with overtime costs contributing 19% of the 
total and raw material and buffer inventory holding costs contributing the rest. The 
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location of the buffer and the segments in the system for this solution are shown in 
figure 5.7 below: 
 
  The best solution for the 3-day cycle length has slightly higher total cost at $1,080 per 
day, but has no buffers. This system also operates with the maximum level of 
production smoothing, with overtime costs contributing 21% of the total and raw material 
and buffer inventory holding costs contributing the rest. The best solution for the 1-day 
cycle length has even higher total cost at $1,148 per day and has buffers after 
processes 2, 5 and 13 (as in case of the best 2-day cycle solution). This system also 
operates with the maximum level of production smoothing, but now overtime costs 
contribute 54% of the total and raw material and buffer inventory holding costs 
contribute the rest. 
 
  These results can be explained by the change in service time at processes 5 and 12, 
which changes its capacity utilization: 110% for a 1-day cycle, 103.5% for a 2-day cycle, 
and 101.4% for a 3-day cycle. Since there is no WIP in the system, the segments 
containing processes 5 and 12 will operate at the capacity utilization of that process. 
Thus, the 1-day and 2-day cycle length solutions isolate processes 5 and 12 into small 
segments so that the rest of the system can operate at the lower utilization of the other 
process steps and reduce overtime costs. It however has to hold much more buffer 
inventory. Finally, the 3-day cycle length solution prefers no buffers as the increased 
holding cost of buffer inventory will be higher than the overtime cost reduction from 
isolating processes 5 and 12. This case, like case 10, illustrates the tradeoff between 
inventory and overtime costs in the different solutions, and also how bottleneck 
processes induce buffers to segment the system. 
 
 Figure 5.7: Optimal solution
 
 
Case 12: 
  We now introduce a process with very high value addition in the system. We increase 
the value addition for process 15; for product
$7 to $607 and for product-type 2,
Consequently, the inventory holding costs rise for the work
also increase the demand variance so that the standard deviation of demand for both 
product-types is 894 units/day fr
The input data for this scenario and the tactical model results are shown in the 
Appendix. 
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 it increases from $10 to $710 for each work
-piece after process 15. We 
om 239 units/day. All the other inputs are unchanged. 
 
days 
-piece. 
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  The optimal solution now has a 2-day cycle and a buffer after process 14. The solution 
has no smoothing in the downstream segment (containing processes 15 and 16), but 
has the maximum allowed production smoothing in the upstream segment (process 1 
through 14). This minimizes the safety stock in the finished goods inventory while 
maximizing the safety stock in the buffer after process 14. The best solution for the 1-
day cycle has no buffers, but the next best solution with a total cost that is 0.33% above 
the best solution, has a decoupling buffer after process 14. For the 3-day cycle length 
scenario, the solution with a buffer after process 14 has a total cost within 11% of the 
best solution. This is exactly what we expect if there is high value-add process in the 
system. 
 
Case 13: 
  In this case, we change the overtime and inventory holding costs for the processes in 
the system to create one set of processes with low inventory costs and high overtime 
costs and another set of processes with high inventory costs and low overtime costs. 
The process data for this scenario is shown in the figure 5.8 below. The inventory 
holding costs for raw materials and parts is set to zero. The demand data is the same 
as in case 1.3 The tactical model results are shown in the Appendix. 
 
  The optimal solution now has a 2-day cycle and a buffer after process 13 as illustrated 
in the figure 5.8 below. The solution has no smoothing in segment 1, but has the 
maximum allowed production smoothing in segment 2. This is because the processes in 
segment 1 have very low overtime cost and high inventory holding cost while the 
processes in segment 2 have very high overtime cost but low inventory holding cost. 
Thus, this solution minimizes the safety stock in the finished goods inventory while 
maximizing the safety stock in the buffer after process 13 and minimizing the overtime 
cost in segment 2.  
                                                 
3
  The data for this case is somewhat different from the other cases as our purpose is to illustrate another 
scenario where decoupling buffers are induced. 
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  The best solution for the 1-day cycle also has a buffer after process 13 for the same 
reasons as discussed above. For the 3-day cycle length scenario, the solution has no 
buffers as the benefit of having 2 segments with different levels of smoothing is less 
than the cost of the additional inventory in the buffer after process 13. 
 
  This case illustrates the trade-offs of the production tactics being examined – placing a 
decoupling buffer increases inventory costs but allows greater operational flexibility as 
the segments can have different smoothing policies. It also shows another situation 
when decoupling buffers are beneficial and where they should be placed. 
 
Figure 5.8: Input data and Optimal solution for case 13 
 
Process 
OT 
Cost/Hr 
($) 
Product 1 Product 2 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
1 1 25 3600 0.022 25 3600 0.022 
2 2 25 3600 0.026 25 3600 0.026 
3 2 25 3600 0.044 25 3600 0.044 
4 2 25 3600 0.07 25 3600 0.07 
5 5 25 3600 0.094 25 3600 0.094 
6 4 25 3600 0.046 25 3600 0.07 
7 1.5 25 3600 0.048 25 3600 0.074 
8 6.5 25 3600 0.152 25 3600 0.18 
9 9 25 3600 0.198 25 3600 0.234 
10 450 25 3600 0.0106 25 3600 0.0172 
11 350 25 3600 0.011 25 3600 0.0182 
12 750 25 3600 0.014 25 3600 0.0242 
13 150 25 3600 0.0142 25 3600 0.0246 
14 12.5 25 3600 0.36 25 3600 0.51 
15 8.5 25 3600 0.394 25 3600 0.59 
16 4 25 3600 0.4 25 3600 0.6 
 
Process data for case 13 
 
 
 Optimal solution for cycle length of 1
 
5.1.2. Real Manufacturing System
 
  We obtained demand, process flow, and cost information of a real manufacturing 
system from our research sponsor, 
This assembly manufacturing system produces
to-forecast setting. It has 52 processes including washing, cutting, assembly, painting, 
inspection, among others; these processes are shared by all of the product families. 
The production resources associated with eac
machines and shared workers. Some process steps are batch processes. The system 
includes several inspection steps, which can result in rework and repeat processes. 
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system produces six products and consequently each process step can have 
changeover times to switch between product types. Production is scheduled for two 
shifts a day, with an option for working overtime as needed. The system operates in a 
high volume, short lead-time, production environment with an average daily demand of 
about 1800 units and standard deviation of 290 units (across all six product families). 
The forecast horizon is one month comprising of 22 business days. We cannot show the 
covariance matrix of forecast revisions, but we illustrate how the forecast changes 
graphically in Figure 5.9 below. The production lead-time is about 90 minutes. The 
products share some common raw materials and parts, while also having a number of 
unique parts.  These raw materials and parts can be ordered daily, and have delivery 
lead-times that vary between 3 to 30 days. We assumed that delivery was never 
delayed in the tests below.  
 
 
 
Figure 5.9: Cumulative variability for forecast revisions in real system 
 
  We ran the tactical model software using the actual factory data on demand, 
processes and costs. We set 5 candidate locations for decoupling buffers, indicated as 
locations 1 through 5. The candidate cycle lengths for the system were 1, 2, 3 and 5 
days. To control the state space for the DP, we restrict the possible values for σIN2 and 
0
50
100
150
200
250
300
350
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
C
u
m
u
la
ti
v
e
 V
a
ri
a
b
il
it
y
Forecast Horizon (days)
Cumulative Variability
of Forecast Revisions
 σOUT
2
 in each segment to be 
σDemand
2). Finally, we set the safety factor for buffer inventories to be 2.5, correspon
to a 1% probability of stock-
system is shown in the figure 5.10 below. 
 
Figure 5.10: Schematic Diagram of Real Assembly System
  The figure shows the basic structure of the real assembly system with some raw 
material and parts inventories. The heavily
red, with around 95% utilization for 1
brick-red or maroon, as it has about 103% utilization for 1
utilization process steps are shown in green, with 60%
length. The 5 candidate buffer locations are also shown in the diagram 
through 4 are assembly operation points. 
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  The tactical model results for the real system are shown in the figure and the table 
below. The costs (normalized to the optimal solution total cost) and optimal production 
smoothing levels for the solutions under all buffer configurations and cycle lengths are 
displayed. 
Figure 5.11: Optimal Tactical Model Results for Real Assembly System
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Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 12 51 79 142 0 
1 12 55 64 131 0.25 ; 1 
2 12 57 31 101 0.25 ; 1 
1,2 13 61 27 100 0.25 ; 1 ; 1 
3 13 61 44 118 0.25 ; 1 
1,3 13 65 28 106 0.25 ; 1 ; 1 
2,3 13 67 26 105 0.25 ; 1 ; 1 
1,2,3 13 70 26 109 0.25 ; 1 ; 1 ; 1 
4 12 56 72 141 0.25 ; 1 
1,4 13 60 57 129 0.25 ; 1 ; 1 
2,4 13 62 31 106 0.25 ; 1 ; 1 
1,2,4 13 66 26 105 0.25 ; 1 ; 1 ; 1 
3,4 13 66 43 123 0.25 ; 1 ; 1 
1,3,4 13 70 28 111 0.25 ; 1 ; 1 ; 1 
2,3,4 13 72 25 110 0.25 ; 1 ; 1 ; 1 
1,2,3,4 13 75 25 114 0.25 ; 1 ; 1 ; 1 ; 1 
5 13 72 70 155 0.5 ; 0.5 
1,5 13 78 52 143 0.25 ; 1 ; 1 
2,5 13 78 33 123 0.5 ; 0.5 ; 1 
1,2,5 13 84 25 122 0.25 ; 1 ; 1 ; 1 
3,5 13 84 42 140 0.25 ; 1 ; 1 
1,3,5 13 88 26 128 0.25 ; 1 ; 1 ; 1 
2,3,5 13 90 24 128 0.25 ; 1 ; 1 ; 1 
1,2,3,5 13 94 24 131 0.25 ; 1 ; 1 ; 1 ; 1 
4,5 13 77 64 154 0.5 ; 0.5 ; 1 
1,4,5 13 83 45 141 0.25 ; 1 ; 1 ; 1 
2,4,5 13 85 29 128 0.25 ; 1 ; 1 ; 1 
1,2,4,5 13 89 24 127 0.25 ; 1 ; 1 ; 1 ; 1 
3,4,5 13 89 42 144 0.25 ; 1 ; 1 ; 1 
1,3,4,5 13 93 26 132 0.25 ; 1 ; 1 ; 1 ; 1 
2,3,4,5 13 95 23 132 0.25 ; 1 ; 1 ; 1 ; 1 
1,2,3,4,5 13 99 23 136 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Table 5.2(a): Tactical Model Results for real system with cycle length = 1 day 
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Cycle = 2 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 18 64 65 147 1 
1 18 65 58 142 0.75 ; 1 
2 18 76 19 113 0.5 ; 1 
1,2 18 72 27 117 1 ; 1 ; 1 
3 18 77 39 134 1 ; 0.5 
1,3 18 80 28 126 1 ; 1 ; 1 
2,3 18 84 26 128 1 ; 1 ; 1 
1,2,3 18 92 26 136 1 ; 1 ; 1 ; 1 
4 18 74 59 151 0.5 ; 1 
1,4 18 70 57 145 1 ; 1 ; 1 
2,4 19 79 25 123 0.75 ; 1 ; 1 
1,2,4 18 82 26 126 1 ; 1 ; 1 ; 1 
3,4 18 87 39 143 1 ; 0.5 ; 1 
1,3,4 18 90 28 136 1 ; 1 ; 1 ; 1 
2,3,4 18 94 25 138 1 ; 1 ; 1 ; 1 
1,2,3,4 18 102 25 145 1 ; 1 ; 1 ; 1 ; 1 
5 18 110 56 183 1 ; 0.5 
1,5 18 107 52 177 1 ; 1 ; 1 
2,5 18 116 25 159 1 ; 0.75 ; 1 
1,2,5 18 119 25 162 1 ; 1 ; 1 ; 1 
3,5 18 124 37 179 1 ; 1 ; 0.5 
1,3,5 18 127 26 171 1 ; 1 ; 1 ; 1 
2,3,5 18 131 24 173 1 ; 1 ; 1 ; 1 
1,2,3,5 18 139 24 181 1 ; 1 ; 1 ; 1 ; 1 
4,5 18 120 49 187 1 ; 0.5 ; 1 
1,4,5 18 117 45 180 1 ; 1 ; 1 ; 1 
2,4,5 18 122 29 169 1 ; 1 ; 1 ; 1 
1,2,4,5 18 129 24 171 1 ; 1 ; 1 ; 1 ; 1 
3,4,5 18 134 37 188 1 ; 1 ; 0.5 ; 1 
1,3,4,5 18 137 26 181 1 ; 1 ; 1 ; 1 ; 1 
2,3,4,5 18 141 24 183 1 ; 1 ; 1 ; 1 ; 1 
1,2,3,4,5 18 149 24 190 1 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Table 5.2(b): Tactical Model Results for real system with cycle length = 2 days 
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Cycle = 3 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 24 79 63 166 1 
1 24 90 51 164 1 ; 1 
2 24 97 18 138 1 ; 1 
1,2 24 108 15 147 1 ; 1 ; 1 
3 24 109 29 162 1 ; 1 
1,3 24 120 17 160 1 ; 1 ; 1 
2,3 24 126 15 165 1 ; 1 ; 1 
1,2,3 24 137 15 176 1 ; 1 ; 1 ; 1 
4 24 94 57 175 1 ; 1 
1,4 24 105 44 173 1 ; 1 ; 1 
2,4 24 112 17 153 1 ; 1 ; 1 
1,2,4 24 123 15 161 1 ; 1 ; 1 ; 1 
3,4 24 124 29 176 1 ; 1 ; 1 
1,3,4 24 135 16 175 1 ; 1 ; 1 ; 1 
2,3,4 24 141 15 180 1 ; 1 ; 1 ; 1 
1,2,3,4 24 152 15 191 1 ; 1 ; 1 ; 1 ; 1 
5 24 150 52 226 1 ; 1 
1,5 24 161 40 224 1 ; 1 ; 1 
2,5 24 167 16 207 1 ; 1 ; 1 
1,2,5 24 178 14 216 1 ; 1 ; 1 ; 1 
3,5 24 179 28 231 1 ; 1 ; 1 
1,3,5 24 190 16 230 1 ; 1 ; 1 ; 1 
2,3,5 24 197 14 234 1 ; 1 ; 1 ; 1 
1,2,3,5 24 208 14 245 1 ; 1 ; 1 ; 1 ; 1 
4,5 24 165 46 234 1 ; 1 ; 1 
1,4,5 24 176 33 233 1 ; 1 ; 1 ; 1 
2,4,5 24 182 16 222 1 ; 1 ; 1 ; 1 
1,2,4,5 24 193 14 231 1 ; 1 ; 1 ; 1 ; 1 
3,4,5 24 194 28 246 1 ; 1 ; 1 ; 1 
1,3,4,5 24 205 15 244 1 ; 1 ; 1 ; 1 ; 1 
2,3,4,5 24 212 13 249 1 ; 1 ; 1 ; 1 ; 1 
1,2,3,4,5 24 223 13 260 1 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Table 5.2(c): Tactical Model Results for real system with cycle length = 3 days 
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Cycle = 5 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 35 133 52 220 1 
1 35 152 41 228 1 ; 1 
2 35 163 9 207 1 ; 1 
1,2 35 182 8 225 1 ; 1 ; 1 
3 35 183 20 238 1 ; 1 
1,3 35 202 10 246 1 ; 1 ; 1 
2,3 35 213 8 256 1 ; 1 ; 1 
1,2,3 35 231 8 274 1 ; 1 ; 1 ; 1 
4 35 159 46 239 1 ; 1 
1,4 35 177 35 248 1 ; 1 ; 1 
2,4 35 188 8 232 1 ; 1 ; 1 
1,2,4 35 207 8 250 1 ; 1 ; 1 ; 1 
3,4 35 208 20 263 1 ; 1 ; 1 
1,3,4 35 227 9 271 1 ; 1 ; 1 ; 1 
2,3,4 35 238 8 281 1 ; 1 ; 1 ; 1 
1,2,3,4 35 257 8 300 1 ; 1 ; 1 ; 1 ; 1 
5 35 252 42 329 1 ; 1 
1,5 35 271 32 338 1 ; 1 ; 1 
2,5 35 282 8 325 1 ; 1 ; 1 
1,2,5 35 300 8 343 1 ; 1 ; 1 ; 1 
3,5 35 302 19 356 1 ; 1 ; 1 
1,3,5 35 320 9 365 1 ; 1 ; 1 ; 1 
2,3,5 35 332 8 374 1 ; 1 ; 1 ; 1 
1,2,3,5 35 350 8 393 1 ; 1 ; 1 ; 1 ; 1 
4,5 35 277 36 349 1 ; 1 ; 1 
1,4,5 35 296 26 357 1 ; 1 ; 1 ; 1 
2,4,5 35 307 8 350 1 ; 1 ; 1 ; 1 
1,2,4,5 35 326 8 368 1 ; 1 ; 1 ; 1 ; 1 
3,4,5 35 327 19 381 1 ; 1 ; 1 ; 1 
1,3,4,5 35 346 9 390 1 ; 1 ; 1 ; 1 ; 1 
2,3,4,5 35 357 7 399 1 ; 1 ; 1 ; 1 ; 1 
1,2,3,4,5 35 375 7 418 1 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Table 5.2(d): Tactical Model Results for real system with cycle length = 5 days 
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  The optimal solution is found to have a 1-day cycle with buffers at locations 1 and 2, 
with a high level of production smoothing in the downstream segment. These buffers 
locations are good choices as they separate the processes into segments based on 
different utilization rates for each segment. Segment 1 operates at around 95% 
utilization, segment 2 at around 70% utilization, and segment 3 at 103% utilization. 
Thus, these buffers reduce the overtime needed in segment 2 from the rest of the 
system (due to assumption A5), and also for segment 1 from the overtime needed in 
segment 3, significantly reducing the system total cost. The next best solution for the 1-
day cycle had a buffer at location 2, and cost 1% more than the optimal solution. In fact, 
having a buffer at location 2 turned out to be the best solution for the other cycle lengths 
of 2, 3 and 5 days with total costs being 13%, 38% and 107% higher respectively, than 
the 1-day cycle. The buffer inventory cost increases while the overtime cost decreases 
as the cycle length increases for all buffer configurations. Consequently, the level of 
optimal production smoothing recommended for the system also decreases as the cycle 
length increases. 
 
  These solutions show how the optimal operating policies (cycle length, buffer 
configuration and level of production smoothing in each segment) control the trade-off 
between the inventory holding cost and the production overtime cost in the system. 
 
5.1.3. Simulation Results 
 
  In this section, we validate the tactical model and verify the results for the assembly 
system shown in the previous section. We do this by comparing the tactical model’s 
cost and inventory predictions with simulation results of the factory performance under 
the tactical model’s recommended operating policies. We also look at the number of 
times each buffer stocks out, and how often the desired production rate cannot be 
realized due to overtime capacity limits in the real system. This helps us confirm 
whether the assumptions (A3 and A6) made in the tactical model are reasonable. 
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  We ran the simulation software using the actual factory data on demand, processes 
and costs. The simulation model controls production using a cyclic schedule, and 
smoothes production using the weight matrix, to control the work-flow and set the 
production targets for each cycle as envisaged in chapter 4. The simulation model has 
decoupling buffers at the locations suggested by the tactical model. We set the buffer 
inventory levels as well as the production cycle length and schedule, and the weight 
matrix as recommended by the tactical model. However, to keep the simulation model 
somewhat simple, we did not implement the raw material ordering and inventory policy.  
Rather, for the simulation, we assume that raw material was always available when 
needed. 
 
  The software simulated the factory operations for 2000 production cycles, and 
computed the average daily cost and inventory results for the run. In order to reduce the 
impact of variability in the simulation results, we performed 5 simulation runs and 
compared the mean simulation performance with the tactical model results. 
 
  We first compare the tactical model results with the simulation performance for the 
base case with two buffers at locations 1 and 2 and with a cycle length of 1-day. The 
schematic assembly system diagram of this scenario is shown in Figure 5.8. The mean 
and standard deviations of production and inventory for each segment (normalized to 
the final product’s demand mean and standard deviation), and cost of operations 
(normalized to the optimal tactical model solution) from the tactical model and the 
simulation are shown in the table below.  
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Table 5.3(a): Tactical model results for real system 
(Buffers at locations 1 and 2, 1-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
69.52 30.48 100.00 
 
Segment 1 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 100 50 88 50 
19.36 
11.57 
2 100 50 86 50 17.46 
3 100 50 97 52 10.43 
4 100 50 100 50 12.62 
5 100 50 152 50 3.08 
6 100 50 182 50 3.33 
  
Segment 2 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 100 50 50 0 
0.00 
1.08 
2 100 50 50 0 1.22 
3 100 50 50 0 0.89 
4 100 50 50 0 0.76 
5 100 50 51 0 0.17 
6 100 50 51 0 0.11 
 
Segment 3 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 100 50 50 0 
11.14 
1.31 
2 100 50 50 0 2.44 
3 100 50 50 0 1.08 
4 100 50 50 0 1.52 
5 100 50 51 0 0.21 
6 100 50 51 0 0.22 
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Table 5.3(b): Simulation results for real system 
(Buffers at locations 1 and 2, 1-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
69.75 31.10 100.85 
 
Segment 1 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 100 50 88 50 0.62% 
0.00 18.13 
11.57 
2 99 49 86 50 0.65% 17.34 
3 100 52 97 52 0.59% 10.44 
4 100 49 100 50 0.59% 12.64 
5 105 44 158 44 0.06% 3.18 
6 110 42 189 42 0.00% 3.51 
 
Segment 2 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 100 50 50 1 0.03% 
0.00 0.00 
1.09 
2 99 49 50 1 0.27% 1.21 
3 100 52 50 0 0.00% 0.89 
4 100 49 50 0 0.00% 0.76 
5 105 44 54 0 0.00% 0.18 
6 110 42 57 0 0.00% 0.13 
 
Segment 3 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 100 50 50 0 0.29% 
4.13 12.97 
1.32 
2 99 49 50 0 0.52% 2.42 
3 100 52 50 0 0.24% 1.08 
4 100 49 50 0 0.25% 1.53 
5 105 44 54 0 0.17% 0.22 
6 110 42 57 0 0.14% 0.25 
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  Note that the inventory variance for segments 2 and 3 is zero. This is explained by two 
characteristics of the scenario – first, there is no production smoothing in the segments, 
and second, the forecast process for the system allows no change to the orders in the 3 
days before delivery. The structure of the optimal weight matrix when there is no 
production smoothing (a shifted identity matrix as shown in 4.2.1.7) implies that the 
production in a period will be equal to the demand for the next period. Thus, if there is 
no change to the orders one day before delivery, then the production will exactly meet 
demand. Hence, the inventory at the start of the next period, after the demand is filled, 
will always be equal to the planned safety stock. Hence, the variance of this inventory 
level will be zero. 
 
  The simulation results are very close to the tactical model predictions for the 
production and inventory means and deviations. In addition, the buffer inventory and 
overtime costs obtained from simulation are also within 5% of the predicted tactical 
model values. We also see that the decoupling buffer stock-outs occur less than 1% of 
the time, and the production capacity shortfalls are rare and very low on average. This 
validates the assumptions made in the tactical model about decoupling buffers always 
meeting the desired release rate (A3) and the desired production target always being 
realized (no capacity constraints). 
 
  We also compare the tactical model results with the simulation performance for 3 more 
cases:  
i. the solution with a buffer at locations 2 and 3, with a cycle length of 1-day 
ii. the solution with buffers at locations 1 and 2, with a cycle length of 2-days 
iii. the solution with a buffer at locations 2 and 3, with a cycle length of 2-days 
 
  The mean and standard deviations of production and inventory for each segment 
(normalized to the final product’s demand mean and standard deviation), and cost of 
operations (normalized to the optimal tactical model solution) from the tactical model 
and the simulation are shown in the tables below.  
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  Table 5.4(a): Tactical model results for real system  
(Buffers at locations 2 and 3, 1-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
71.04 35.59 106.64 
 
Segment 1 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 100 50 88 50 
21.69 
11.57 
2 100 50 86 50 17.46 
3 100 50 97 52 10.43 
4 100 50 100 50 12.62 
5 100 50 152 50 3.08 
6 100 50 182 50 3.33 
Segment 2 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 100 50 50 0 
2.78 
1.15 
2 100 50 50 0 2.03 
3 100 50 50 0 0.94 
4 100 50 50 0 1.27 
5 100 50 51 0 0.18 
6 100 50 51 0 0.19 
Segment 3 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 100 50 50 0 
11.14 
1.31 
2 100 50 50 0 2.44 
3 100 50 50 0 1.08 
4 100 50 50 0 1.52 
5 100 50 51 0 0.21 
6 100 50 51 0 0.22 
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Table 5.4(b): Simulation results for real system 
(Buffers at locations 2 and 3, 1-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
71.25 34.48 105.73 
 
Segment 1 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 100 49 88 50 0.67% 
0.00 20.42 
11.54 
2 99 50 86 50 0.67% 17.35 
3 100 52 97 52 0.68% 10.43 
4 100 49 100 49 0.54% 12.64 
5 104 44 157 44 0.07% 3.17 
6 111 42 189 42 0.00% 3.51 
 
Segment 2 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 100 49 50 0 0.01% 
0.00 2.78 
1.15 
2 99 50 50 0 0.25% 2.02 
3 100 52 50 0 0.00% 0.95 
4 100 49 50 0 0.00% 1.27 
5 104 44 54 0 0.00% 0.19 
6 111 42 57 0 0.00% 0.21 
   
Segment 3 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 100 49 50 0 0.16% 
2.00 11.28 
1.31 
2 99 50 50 0 0.43% 2.42 
3 100 52 50 0 0.15% 1.08 
4 100 49 50 0 0.14% 1.53 
5 104 44 54 0 0.09% 0.22 
6 111 42 57 0 0.07% 0.25 
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Table 5.5(a): Tactical model results for real system 
(Buffers at locations 1 and 2, 2-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
82.58 30.63 113.21 
 
Segment 1 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 200 100 100 0 
19.49 
13.11 
2 200 100 100 0 20.25 
3 200 104 100 0 10.76 
4 200 101 100 0 12.64 
5 200 99 100 0 2.03 
6 200 100 100 0 1.83 
Segment 2 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 200 100 100 0 
0.00 
2.16 
2 200 100 100 0 2.43 
3 200 104 100 0 1.78 
4 200 101 100 0 1.52 
5 200 99 100 0 0.33 
6 200 100 100 0 0.22 
Segment 3 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 200 100 100 0 
11.16 
2.62 
2 200 100 100 0 4.86 
3 200 104 100 0 2.15 
4 200 101 100 0 3.03 
5 200 99 100 0 0.41 
6 200 100 100 0 0.44 
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Table 5.5(b): Simulation results for real system 
(Buffers at locations 1 and 2, 2-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
82.83 29.47 112.30 
   
Segment 1 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 200 100 100 1 0.20% 
0.00 17.61 
13.16 
2 200 101 100 1 0.20% 20.30 
3 200 103 100 1 0.19% 10.78 
4 200 100 100 1 0.19% 12.64 
5 199 98 102 0 0.14% 2.04 
6 202 98 102 0 0.09% 1.88 
 
Segment 2 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 200 100 100 1 0.00% 
0.00 0.00 
2.18 
2 200 101 100 1 0.00% 2.44 
3 200 103 100 1 0.00% 1.78 
4 200 100 100 1 0.00% 1.52 
5 199 98 102 0 0.00% 0.34 
6 202 98 102 0 0.00% 0.22 
 
Segment 3 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 200 100 100 0 0.21% 
2.27 11.86 
2.64 
2 200 101 100 0 0.21% 4.88 
3 200 103 100 0 0.20% 2.16 
4 200 100 100 0 0.21% 3.04 
5 199 98 102 0 0.16% 0.40 
6 202 98 102 0 0.12% 0.46 
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Table 5.6(a): Tactical model results for real system  
(Buffers at locations 2 and 3, 2-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
91.15 29.05 120.21 
 
Segment 1 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 200 87 107 10 
16.78 
14.08 
2 200 87 107 10 21.67 
3 200 90 109 10 11.74 
4 200 87 110 10 13.87 
5 200 86 120 10 2.43 
6 200 87 125 10 2.30 
Segment 2 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 200 87 100 0 
2.06 
2.30 
2 200 87 100 0 4.06 
3 200 90 100 0 1.89 
4 200 87 100 0 2.54 
5 200 86 101 0 0.36 
6 200 87 101 0 0.37 
Segment 3 Production Inventory OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
1 200 87 100 0 
10.21 
2.63 
2 200 87 100 0 4.87 
3 200 90 100 0 2.16 
4 200 87 100 0 3.04 
5 200 86 101 0 0.41 
6 200 87 101 0 0.45 
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Table 5.6(b): Simulation results for real system 
(Buffers at locations 2 and 3, 2-day cycle) 
 
Buffer Cost ($/day) OT Cost ($/day) Total Cost ($/day) 
91.20 27.38 118.58 
 
Segment 1 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 200 86 107 10 0.61% 
0.00 15.28 
14.10 
2 200 87 107 10 0.57% 21.72 
3 199 91 109 10 0.65% 11.70 
4 200 87 109 10 0.60% 13.84 
5 199 85 121 10 0.43% 2.44 
6 203 85 127 10 0.42% 2.34 
 
Segment 2 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 200 87 100 0 1.30% 
0.00 2.00 
2.30 
2 200 87 100 0 2.23% 4.06 
3 199 91 100 0 0.47% 1.88 
4 200 87 100 0 0.16% 2.52 
5 199 85 102 0 0.01% 0.36 
6 203 85 103 0 0.00% 0.38 
 
Segment 3 Production Inventory 
Production 
Capacity 
Shortfall 
(sec) 
OT Cost 
($) 
Buffer Inv 
Cost ($) Product Mean SD Mean SD 
Stockout 
in down-
stream 
buffer 
1 200 86 100 0 1.39% 
0.55 10.09 
2.62 
2 200 87 100 0 2.17% 4.88 
3 199 91 100 0 0.56% 2.16 
4 200 87 100 0 0.24% 3.04 
5 199 85 102 0 0.06% 0.42 
6 203 85 103 0 0.04% 0.46 
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  These results again show that the tactical model predictions for operating policy 
performance are within 5% of those obtained by simulation, thus verifying the model. 
They also validate the assumptions (particularly A3 and A6) made in development of the 
tactical model. 
 
5.2. CONCLUSIONS 
 
5.2.1. Tactical Model Validation 
 
  The simulation results help us validate the tactical model – the approximations used in 
the tactical model analysis seem to work well as evidenced by the closely matching 
simulation results. The assumptions made in the tactical model, particularly about the 
decoupling buffers always meeting the desired work release requirement (A3) and the 
desired production target always being met (A6), seem to be reasonable with the 
buffers rarely stocking out and production targets almost always being satisfied in the 
simulation. Of course, this depends on how the safety factor has been set; for these 
experiments, we used a safety factor of 2.5, which seems appropriate given the desire 
for the decoupling buffer to always meet the desired work release.. 
 
  The simulation tests also help us verify the tactical model – the tactical model cost and 
production-inventory performance predictions are found to be within 5% of the 
simulation numbers. We see that using a different set of operating tactics (buffer 
locations, cycle length, production smoothing level) from the tactical model optimal 
solution, results in higher costs in the simulation runs for such scenarios. Thus, the 
simulation results also provide confidence in the optimality of the solutions found by the 
tactical model. Moreover, the costs obtained in the simulation tests of the tactical model 
solutions, have the same ordering as tactical model solutions – i.e., the solution for a 1-
day cycle with buffers at locations 1 and 2 has less operating cost than the solution for a 
1-day cycle with a buffer at locations 2; this in turn has lower operating cost than the 
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solution for a 2-day cycle with a buffer at locations 2, with the solution for a 2-day cycle 
with buffers at locations 1 and 2 having the highest operating cost. 
 
  The hypothetical factory test results help us verify the tactical model. They confirm our 
intuition about which operating policies are suitable under different demand, process-
flow and cost environments. This gives us a high degree of confidence in the tactical 
model.  
 
5.2.2. Managerial Insights  
 
  The tests also help us develop new insight about where decoupling buffers should be 
placed, and when should production smoothing be applied. They also highlight the 
trade-off between the different types of inventory and overtime costs when smoothing 
production, and help to establish the potential value from optimizing these tactics.  
  We see three clear instances when decoupling buffers should be introduced in this 
type of production system: 
• Before high value-add processes at which the inventory cost increases significantly.  
By decoupling the system at this point, we make an investment in a low cost 
inventory that allows one to optimize the upstream processes with substantially less 
inventory costs.   This decoupling inventory also helps to minimize the more 
expensive inventory that is downstream.   
• Before highly capacity-constrained or “bottleneck” processes. Decoupling prior to a 
bottleneck allows the upstream segment to operate with a different production policy 
than the downstream segment.  This can result in less overtime costs for both 
segments.  
• Between two sets of process that should operate at different levels of smoothing – 
for example, between two segments of processes, one with low-overtime, high-
inventory holding costs and the other with high-overtime, low-inventory holding costs 
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  We see significant value from reducing upstream variance propagation using the 
production smoothing tactics. For manufacturing systems with high levels of utilization, 
there is a substantial reduction in overtime costs and raw material inventory holding 
costs which more than offsets the increase in finished goods inventory costs. 
 
  We see the trade-off between finished goods inventory and overtime costs in the 
choice of optimal production smoothing level. There is a high degree of production 
smoothing when capacity is tight and overtime costs are high relative to the finished 
goods inventory holding costs. Correspondingly, little or no production smoothing is 
seen when utilization is low or when overtime costs are low relative to the finished 
goods inventory holding costs. 
 
5.2.3. Research Contribution 
 
  In this research, we introduce a new framework to model forecast-driven 
manufacturing systems. We show that by modeling the forecast as an MMFE process, 
and having linear control rules for production smoothing, the resulting production and 
inventory processes are also MMFE processes. As the production (which is the work 
release in this production environment) for a segment is effectively the demand forecast 
for its upstream segment, this also allows us to use the same single stage analytical 
model for all production segments. This makes the analysis somewhat easier, and the 
computation tractable and more amenable to approximations, as can be seen from the 
model and test results. 
 
  We also introduce a new dynamic programming based method to optimize production 
planning tactics, namely where to place decoupling buffers in an assembly system and 
what inventory and production control policies to use in a segment. We propose 
schemes to restrict the state space of the model and make it computationally tractable. 
We then implement the dynamic program with the proposed schemes and test it over a 
wide variety of cases, yielding good results in reasonable solve times.  
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  By testing the tactical model on a variety of hypothetical and real production system 
scenarios, we develop new operating policy insights for managers and planners of 
manufacturing systems. We suggest when decoupling buffers are suitable and where to 
place them (section 5.2.2). We also demonstrate situations when production smoothing 
should be employed to reduce total system costs, even though this causes the rise in 
inventory costs but is offset by the reduction in overtime costs. Finally, we show how the 
production cycle length changes under different demand and process setup conditions. 
Overall, we illustrate the trade-offs in inventory and overtime costs through the use of 
these production tactics. 
 
  The weight matrix based production smoothing scheme was suggested by Graves et 
al (1998). Their model assumed that orders are known at the start of a period and are 
filled at the end of the period, i.e., the manufacturer has a lead-time of one period to fill 
confirmed orders while the production lead-time is also one period. They also proved 
that the optimal weight matrix was bisymmetric, i.e., the matrix is symmetric across its 
diagonal and also its anti-diagonal, and also had other nice properties. We extended 
their development to show how the optimal weight matrix changes when the orders are 
known at the start of a period and need to be filled immediately, i.e., the manufacturer 
has zero lead-time for orders. This change in assumption was essential in modeling our 
production systems, so as to assure the feasibility of the solutions. We then proved how 
this new matrix is a shifted version of the matrix derived in Graves et al (1998). This 
leads us to surmise the structure of the optimal weight matrix when the manufacturer 
has a longer production lead-time.  
 
5.2.4. Model Limitations & Future Work 
 
  This model was developed with a specific manufacturing system as the motivation. For 
instance, this model is designed for high-volume, short lead-time assembly 
environment. It is unsuitable for a low-volume demand environment or a long lead-time 
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production environment. It also cannot be used for job-shop type systems. One 
extension would be to see how these production planning tactics could be applied to 
other types of manufacturing systems or different demand and production 
environments. 
 
  Some of the assumptions made in this model, particularly about decoupling buffers 
always meeting the desired work release (A3) and the production target always being 
met without any capacity constraints (A6), were rather strong. Although these 
assumptions seemed to be fine in the test environments, with no disruptive effects, we 
could build a more robust model that takes into consideration these supply and 
production capacity issues rather than assuming that they don’t occur. 
 
  Another topic for future research would be to extend the production smoothing scheme 
of Graves et al (1998) to scenario where the manufacturer sees an order at the start of 
a period and needs to fill it immediately but has a production lead-time of more than one 
period. This could then provide insight into production smoothing schemes for long 
production lead-time systems. 
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Appendix 
 
Hypothetical Assembly System: Inputs & Results 
  
 
Case 2: 
 
 
Process 
OT 
Cost/Hr 
($) 
Product 1 Product 2 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
1 15 25 3600 0.0055 25 3600 0.0055 
2 30 25 3600 0.0065 25 3600 0.0065 
3 30 25 3600 0.011 25 3600 0.011 
4 30 25 3600 0.0175 25 3600 0.0175 
5 75 25 3600 0.0235 25 3600 0.0235 
6 60 25 3600 0.0115 25 3600 0.0175 
7 22.5 25 3600 0.012 25 3600 0.0185 
8 97.5 25 3600 0.038 25 3600 0.045 
9 135 25 3600 0.0495 25 3600 0.0585 
10 67.5 25 3600 0.0265 25 3600 0.043 
11 52.5 25 3600 0.0275 25 3600 0.0455 
12 112.5 25 3600 0.035 25 3600 0.0605 
13 22.5 25 3600 0.0355 25 3600 0.0615 
14 187.5 25 3600 0.09 25 3600 0.1275 
15 127.5 25 3600 0.0985 25 3600 0.1475 
16 60 25 3600 0.1 25 3600 0.15 
 
Process Data for Case 2 
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Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 214 197 466 878 0.25 
2 215 204 466 886 0.25 ; 1 
5 218 223 466 907 0.25 ; 1 
2,5 218 230 466 914 0.25 ; 1 ; 1 
9 223 256 466 945 0.25 ; 1 
2,9 223 263 466 952 0.25 ; 1 ; 1 
5,9 223 281 466 970 0.25 ; 1 ; 1 
2,5,9 223 288 466 977 0.25 ; 1 ; 1 ; 1 
13 226 250 466 942 0.25 ; 1 
2,13 227 257 466 950 0.25 ; 1 ; 1 
5,13 230 275 466 971 0.25 ; 1 ; 1 
2,5,13 230 282 466 978 0.25 ; 1 ; 1 ; 1 
9,13 235 308 466 1,009 0.25 ; 1 ; 1 
2,9,13 235 315 466 1,016 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 466 1,035 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 466 1,042 0.25 ; 1 ; 1 ; 1 ; 1 
14 235 315 466 1,016 0.25 ; 1 
2,14 235 322 466 1,023 0.25 ; 1 ; 1 
5,14 235 340 466 1,042 0.25 ; 1 ; 1 
2,5,14 235 347 466 1,049 0.25 ; 1 ; 1 ; 1 
9,14 235 373 466 1,075 0.25 ; 1 ; 1 
2,9,14 235 380 466 1,082 0.25 ; 1 ; 1 ; 1 
5,9,14 235 399 466 1,100 0.25 ; 1 ; 1 ; 1 
2,5,9,14 235 406 466 1,107 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 235 368 466 1,069 0.25 ; 1 ; 1 
2,13,14 235 375 466 1,076 0.25 ; 1 ; 1 ; 1 
5,13,14 235 393 466 1,094 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 466 1,101 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 466 1,127 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 466 1,134 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 466 1,152 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 466 1,159 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Tactical Model Results for Case 2: Cycle Length = 1 day 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 300 289 39 628 0.50 
2 300 304 38 643 0.5 ; 0.5 
5 302 345 34 681 0.5 ; 0.5 
2,5 303 359 34 696 0.5 ; 0.5 ; 1 
9 306 418 25 750 0.5 ; 0.5 
2,9 307 432 25 764 0.5 ; 0.5 ; 1 
5,9 308 469 25 801 0.5 ; 0.5 ; 1 
2,5,9 308 483 25 815 0.5 ; 0.5 ; 1 ; 1 
13 308 405 32 745 0.5 ; 0.5 
2,13 309 420 31 760 0.5 ; 0.5 ; 0.5 
5,13 311 461 27 799 0.5 ; 0.5 ; 0.5 
2,5,13 311 475 27 813 0.5 ; 0.5 ; 0.5 ; 1 
9,13 315 534 18 867 0.5 ; 0.5 ; 0.5 
2,9,13 316 548 18 881 0.5 ; 0.5 ; 0.5 ; 1 
5,9,13 316 585 18 919 0.5 ; 0.5 ; 0.5 ; 1 
2,5,9,13 316 599 18 933 0.5 ; 0.5 ; 0.5 ; 1 ; 1 
14 300 519 53 871 1 ; 0.5 
2,14 301 534 51 886 1 ; 0.5 ; 0.5 
5,14 303 575 48 925 1 ; 0.5 ; 0.5 
2,5,14 303 589 48 940 1 ; 0.5 ; 0.5 ; 1 
9,14 307 648 39 993 1 ; 0.5 ; 0.5 
2,9,14 307 662 39 1,008 1 ; 0.5 ; 0.5 ; 1 
5,9,14 308 698 39 1,045 1 ; 0.5 ; 0.5 ; 1 
2,5,9,14 308 712 39 1,059 1 ; 0.5 ; 0.5 ; 1 ; 1 
13,14 319 653 13 985 0.5 ; 0.5 ; 1 
2,13,14 319 667 13 999 0.5 ; 0.5 ; 1 ; 1 
5,13,14 320 704 13 1,037 0.5 ; 0.5 ; 1 ; 1 
2,5,13,14 320 718 13 1,051 0.5 ; 0.5 ; 1 ; 1 ; 1 
9,13,14 300 736 66 1,103 1 ; 1 ; 0.5 ; 0.5 
2,9,13,14 322 784 13 1,118 0.5 ; 0.5 ; 1 ; 1 ; 1 
5,9,13,14 322 820 13 1,155 0.5 ; 0.5 ; 1 ; 1 ; 1 
2,5,9,13,14 322 834 13 1,169 0.5 ; 0.5 ; 1 ; 1 ; 1 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 394 403 4 802 0.75 
2 395 425 4 825 0.75 ; 0.67 
5 399 474 10 882 1 ; 0.75 
2,5 399 494 11 904 1 ; 1 ; 0.75 
9 397 572 8 978 1 ; 0.75 
2,9 398 594 8 1,001 1 ; 0.75 ; 0.67 
5,9 399 646 10 1,054 1 ; 1 ; 0.75 
2,5,9 399 666 11 1,076 1 ; 1 ; 1 ; 0.75 
13 397 554 10 961 1 ; 0.75 
2,13 397 575 9 981 1 ; 0.75 ; 0.75 
5,13 396 630 9 1,035 1 ; 0.75 ; 0.75 
2,5,13 397 650 9 1,056 1 ; 0.75 ; 1 ; 0.75 
9,13 395 728 7 1,130 1 ; 0.75 ; 0.75 
2,9,13 396 751 7 1,153 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13 396 802 9 1,207 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 397 822 9 1,228 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 395 748 6 1,149 1 ; 0.75 
2,14 396 771 5 1,172 1 ; 0.75 ; 0.67 
5,14 399 820 10 1,229 1 ; 1 ; 0.75 
2,5,14 399 840 11 1,250 1 ; 1 ; 1 ; 0.75 
9,14 397 919 8 1,324 1 ; 1 ; 0.75 
2,9,14 398 941 8 1,347 1 ; 1 ; 0.75 ; 0.67 
5,9,14 399 992 10 1,401 1 ; 1 ; 1 ; 0.75 
2,5,9,14 399 1,012 11 1,422 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 397 901 10 1,307 1 ; 1 ; 0.75 
2,13,14 397 922 9 1,328 1 ; 1 ; 0.75 ; 0.75 
5,13,14 396 977 9 1,381 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 397 997 9 1,403 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 395 1,075 7 1,477 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 396 1,097 7 1,500 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13,14 396 1,149 9 1,553 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 397 1,169 9 1,575 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Case 3: 
 
 
Process 
OT 
Cost/Hr 
($) 
Product 1 Product 2 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
1 5 25 3600 0.0055 25 3600 0.0055 
2 10 25 3600 0.0065 25 3600 0.0065 
3 10 25 3600 0.011 25 3600 0.011 
4 10 25 3600 0.0175 25 3600 0.0175 
5 25 25 3600 0.0235 25 3600 0.0235 
6 20 25 3600 0.0115 25 3600 0.0175 
7 7.5 25 3600 0.012 25 3600 0.0185 
8 32.5 25 3600 0.038 25 3600 0.045 
9 45 25 3600 0.0495 25 3600 0.0585 
10 22.5 25 3600 0.0265 25 3600 0.043 
11 17.5 25 3600 0.0275 25 3600 0.0455 
12 37.5 25 3600 0.035 25 3600 0.0605 
13 7.5 25 3600 0.0355 25 3600 0.0615 
14 62.5 25 3600 0.09 25 3600 0.1275 
15 42.5 25 3600 0.0985 25 3600 0.1475 
16 20 25 3600 0.1 25 3600 0.15 
 
Process Data for Case 3 
  
209 
 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 214 197 155 567 0.25 
2 215 204 155 575 0.25 ; 1 
5 218 223 155 596 0.25 ; 1 
2,5 218 230 155 603 0.25 ; 1 ; 1 
9 223 256 155 634 0.25 ; 1 
2,9 223 263 155 641 0.25 ; 1 ; 1 
5,9 223 281 155 660 0.25 ; 1 ; 1 
2,5,9 223 288 155 667 0.25 ; 1 ; 1 ; 1 
13 226 250 155 631 0.25 ; 1 
2,13 227 257 155 640 0.25 ; 1 ; 1 
5,13 230 275 155 661 0.25 ; 1 ; 1 
2,5,13 230 282 155 668 0.25 ; 1 ; 1 ; 1 
9,13 235 308 155 699 0.25 ; 1 ; 1 
2,9,13 235 315 155 706 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 155 724 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 155 731 0.25 ; 1 ; 1 ; 1 ; 1 
14 233 303 168 703 0.5 ; 0.5 
2,14 233 310 168 710 0.5 ; 0.5 ; 1 
5,14 233 328 168 729 0.5 ; 0.5 ; 1 
2,5,14 233 335 168 736 0.5 ; 0.5 ; 1 ; 1 
9,14 234 361 168 763 0.5 ; 0.5 ; 1 
2,9,14 234 368 168 770 0.5 ; 0.5 ; 1 ; 1 
5,9,14 234 386 168 788 0.5 ; 0.5 ; 1 ; 1 
2,5,9,14 234 393 168 795 0.5 ; 0.5 ; 1 ; 1 ; 1 
13,14 234 355 168 757 0.5 ; 0.5 ; 1 
2,13,14 235 362 168 765 0.5 ; 0.5 ; 1 ; 1 
5,13,14 235 393 155 783 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 155 790 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 155 816 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 155 823 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 155 842 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 155 849 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio for 
Segments 
None 300 289 13 602 0.50 
2 301 303 13 617 0.5 ; 1 
5 304 340 13 658 0.5 ; 1 
2,5 304 355 13 672 0.5 ; 1 ; 1 
9 304 392 28 725 1 ; 0.5 
2,9 306 406 28 740 1 ; 0.5 ; 1 
5,9 307 434 38 779 1 ; 1 ; 0.75 
2,5,9 308 448 38 794 1 ; 1 ; 0.75 ; 0.67 
13 306 373 37 716 1 ; 0.75 
2,13 305 387 37 729 1 ; 0.75 ; 0.75 
5,13 305 424 35 764 1 ; 0.75 ; 0.75 
2,5,13 306 439 34 779 1 ; 0.75 ; 0.75 ; 0.67 
9,13 303 498 25 825 1 ; 0.5 ; 0.75 
2,9,13 304 512 25 841 1 ; 0.5 ; 0.75 ; 1 
5,9,13 305 539 35 879 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 306 554 34 895 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
14 300 519 18 836 1 ; 0.5 
2,14 302 533 18 852 1 ; 0.5 ; 1 
5,14 308 557 27 892 1 ; 0.75 ; 0.67 
2,5,14 308 572 27 906 1 ; 0.75 ; 0.67 ; 1 
9,14 304 624 28 957 1 ; 1 ; 0.5 
2,9,14 306 639 28 972 1 ; 1 ; 0.5 ; 1 
5,9,14 307 666 38 1,011 1 ; 1 ; 1 ; 0.75 
2,5,9,14 308 681 38 1,026 1 ; 1 ; 1 ; 0.75 ; 0.67 
13,14 306 605 37 948 1 ; 1 ; 0.75 
2,13,14 305 619 37 961 1 ; 1 ; 0.75 ; 0.75 
5,13,14 305 656 35 996 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 306 671 34 1,012 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
9,13,14 303 730 25 1,058 1 ; 1 ; 0.5 ; 0.75 
2,9,13,14 304 744 25 1,073 1 ; 1 ; 0.5 ; 0.75 ; 1 
5,9,13,14 305 772 35 1,112 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 306 787 34 1,127 1 ; 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 394 403 1 799 0.75 
2 395 425 1 822 0.75 ; 0.67 
5 399 474 3 876 1 ; 0.75 
2,5 399 494 4 897 1 ; 1 ; 0.75 
9 397 572 3 972 1 ; 0.75 
2,9 399 591 4 994 1 ; 1 ; 0.75 
5,9 399 646 3 1,048 1 ; 1 ; 0.75 
2,5,9 399 666 4 1,069 1 ; 1 ; 1 ; 0.75 
13 397 554 3 955 1 ; 0.75 
2,13 397 575 3 975 1 ; 0.75 ; 0.75 
5,13 396 630 3 1,029 1 ; 0.75 ; 0.75 
2,5,13 397 650 3 1,050 1 ; 0.75 ; 1 ; 0.75 
9,13 395 728 2 1,126 1 ; 0.75 ; 0.75 
2,9,13 397 747 3 1,147 1 ; 1 ; 0.75 ; 0.75 
5,9,13 396 802 3 1,201 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 397 822 3 1,222 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 395 748 2 1,145 1 ; 0.75 
2,14 399 766 4 1,168 1 ; 1 ; 0.75 
5,14 399 820 3 1,222 1 ; 1 ; 0.75 
2,5,14 399 840 4 1,243 1 ; 1 ; 1 ; 0.75 
9,14 397 919 3 1,319 1 ; 1 ; 0.75 
2,9,14 399 938 4 1,340 1 ; 1 ; 1 ; 0.75 
5,9,14 399 992 3 1,394 1 ; 1 ; 1 ; 0.75 
2,5,9,14 399 1,012 4 1,415 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 397 901 3 1,301 1 ; 1 ; 0.75 
2,13,14 397 922 3 1,322 1 ; 1 ; 0.75 ; 0.75 
5,13,14 396 977 3 1,376 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 397 997 3 1,396 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 395 1,075 2 1,472 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 397 1,094 3 1,494 1 ; 1 ; 1 ; 0.75 ; 0.75 
5,9,13,14 396 1,149 3 1,548 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 397 1,169 3 1,568 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Case 4: 
 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 214 197 3,538 3,950 0.25 
2 215 204 3,538 3,958 0.25 ; 1 
5 218 223 3,538 3,979 0.25 ; 1 
2,5 218 230 3,538 3,986 0.25 ; 1 ; 1 
9 223 256 3,538 4,017 0.25 ; 1 
2,9 223 263 3,538 4,024 0.25 ; 1 ; 1 
5,9 223 281 3,538 4,042 0.25 ; 1 ; 1 
2,5,9 223 288 3,538 4,049 0.25 ; 1 ; 1 ; 1 
13 226 250 3,538 4,014 0.25 ; 1 
2,13 227 257 3,538 4,022 0.25 ; 1 ; 1 
5,13 230 275 3,538 4,043 0.25 ; 1 ; 1 
2,5,13 230 282 3,538 4,050 0.25 ; 1 ; 1 ; 1 
9,13 235 308 3,538 4,081 0.25 ; 1 ; 1 
2,9,13 235 315 3,538 4,088 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 3,538 4,107 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 3,538 4,114 0.25 ; 1 ; 1 ; 1 ; 1 
14 235 315 3,538 4,088 0.25 ; 1 
2,14 235 322 3,538 4,095 0.25 ; 1 ; 1 
5,14 235 340 3,538 4,114 0.25 ; 1 ; 1 
2,5,14 235 347 3,538 4,121 0.25 ; 1 ; 1 ; 1 
9,14 235 373 3,538 4,147 0.25 ; 1 ; 1 
2,9,14 235 380 3,538 4,154 0.25 ; 1 ; 1 ; 1 
5,9,14 235 399 3,538 4,172 0.25 ; 1 ; 1 ; 1 
2,5,9,14 235 406 3,538 4,179 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 235 368 3,538 4,141 0.25 ; 1 ; 1 
2,13,14 235 375 3,538 4,148 0.25 ; 1 ; 1 ; 1 
5,13,14 235 393 3,538 4,166 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 3,538 4,173 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 3,538 4,199 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 3,538 4,206 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 3,538 4,224 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 3,538 4,231 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 300 289 712 1,300 0.50 
2 300 304 710 1,315 0.5 ; 0.5 
5 302 345 707 1,354 0.5 ; 0.5 
2,5 303 359 707 1,368 0.5 ; 0.5 ; 1 
9 306 418 697 1,422 0.5 ; 0.5 
2,9 307 432 697 1,436 0.5 ; 0.5 ; 1 
5,9 308 469 697 1,474 0.5 ; 0.5 ; 1 
2,5,9 308 483 697 1,488 0.5 ; 0.5 ; 1 ; 1 
13 308 405 704 1,418 0.5 ; 0.5 
2,13 309 420 703 1,433 0.5 ; 0.5 ; 0.5 
5,13 311 461 699 1,471 0.5 ; 0.5 ; 0.5 
2,5,13 311 475 699 1,486 0.5 ; 0.5 ; 0.5 ; 1 
9,13 315 534 690 1,539 0.5 ; 0.5 ; 0.5 
2,9,13 316 548 690 1,553 0.5 ; 0.5 ; 0.5 ; 1 
5,9,13 316 585 690 1,591 0.5 ; 0.5 ; 0.5 ; 1 
2,5,9,13 316 599 690 1,605 0.5 ; 0.5 ; 0.5 ; 1 ; 1 
14 300 519 724 1,542 1 ; 0.5 
2,14 301 534 722 1,557 1 ; 0.5 ; 0.5 
5,14 303 575 718 1,596 1 ; 0.5 ; 0.5 
2,5,14 303 589 718 1,610 1 ; 0.5 ; 0.5 ; 1 
9,14 307 648 709 1,664 1 ; 0.5 ; 0.5 
2,9,14 307 662 709 1,678 1 ; 0.5 ; 0.5 ; 1 
5,9,14 308 698 709 1,716 1 ; 0.5 ; 0.5 ; 1 
2,5,9,14 308 712 709 1,730 1 ; 0.5 ; 0.5 ; 1 ; 1 
13,14 319 653 685 1,657 0.5 ; 0.5 ; 1 
2,13,14 319 667 685 1,671 0.5 ; 0.5 ; 1 ; 1 
5,13,14 320 704 685 1,709 0.5 ; 0.5 ; 1 ; 1 
2,5,13,14 320 718 685 1,723 0.5 ; 0.5 ; 1 ; 1 ; 1 
9,13,14 300 736 735 1,772 1 ; 1 ; 0.5 ; 0.5 
2,9,13,14 301 752 734 1,787 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13,14 303 793 730 1,826 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13,14 303 807 730 1,840 1 ; 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 380 469 80 930 0.25 
2 382 491 80 952 0.25 ; 1 
5 385 546 80 1,012 0.25 ; 1 
2,5 385 568 80 1,033 0.25 ; 1 ; 1 
9 387 617 106 1,110 0.5 ; 0.5 
2,9 388 639 106 1,133 0.5 ; 0.5 ; 1 
5,9 391 694 106 1,192 0.5 ; 0.5 ; 1 
2,5,9 391 716 106 1,213 0.5 ; 0.5 ; 1 ; 1 
13 387 597 116 1,100 0.5 ; 0.5 
2,13 386 621 114 1,122 0.5 ; 0.5 ; 0.5 
5,13 386 684 109 1,178 0.5 ; 0.5 ; 0.5 
2,5,13 387 705 109 1,201 0.5 ; 0.5 ; 0.5 ; 1 
9,13 385 796 96 1,277 0.5 ; 0.5 ; 0.5 
2,9,13 386 817 96 1,299 0.5 ; 0.5 ; 0.5 ; 1 
5,9,13 389 873 96 1,358 0.5 ; 0.5 ; 0.5 ; 1 
2,5,9,13 389 895 96 1,380 0.5 ; 0.5 ; 0.5 ; 1 ; 1 
14 383 806 99 1,289 1 ; 0.25 
2,14 385 828 99 1,311 1 ; 0.25 ; 1 
5,14 389 849 131 1,369 1 ; 0.5 ; 0.5 
2,5,14 390 870 131 1,391 1 ; 0.5 ; 0.5 ; 1 
9,14 389 961 118 1,467 1 ; 0.5 ; 0.5 
2,9,14 390 982 118 1,490 1 ; 0.5 ; 0.5 ; 1 
5,9,14 393 1,038 118 1,549 1 ; 0.5 ; 0.5 ; 1 
2,5,9,14 393 1,060 118 1,570 1 ; 0.5 ; 0.5 ; 1 ; 1 
13,14 388 941 128 1,457 1 ; 0.5 ; 0.5 
2,13,14 388 965 126 1,478 1 ; 0.5 ; 0.5 ; 0.5 
5,13,14 388 1,027 120 1,535 1 ; 0.5 ; 0.5 ; 0.5 
2,5,13,14 389 1,049 120 1,558 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
9,13,14 387 1,110 129 1,625 1 ; 1 ; 0.25 ; 0.5 
2,9,13,14 388 1,131 129 1,648 1 ; 1 ; 0.25 ; 0.5 ; 1 
5,9,13,14 389 1,174 142 1,705 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13,14 390 1,195 142 1,728 1 ; 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
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Case 5: 
 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 214 197 81 492 0.25 
2 215 204 81 501 0.25 ; 1 
5 218 223 81 522 0.25 ; 1 
2,5 218 230 81 529 0.25 ; 1 ; 1 
9 223 256 81 560 0.25 ; 1 
2,9 223 263 81 567 0.25 ; 1 ; 1 
5,9 223 281 81 585 0.25 ; 1 ; 1 
2,5,9 223 288 81 592 0.25 ; 1 ; 1 ; 1 
13 226 250 81 557 0.25 ; 1 
2,13 227 257 81 565 0.25 ; 1 ; 1 
5,13 230 275 81 586 0.25 ; 1 ; 1 
2,5,13 230 282 81 593 0.25 ; 1 ; 1 ; 1 
9,13 235 308 81 624 0.25 ; 1 ; 1 
2,9,13 235 315 81 631 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 81 649 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 81 657 0.25 ; 1 ; 1 ; 1 ; 1 
14 235 315 81 631 0.25 ; 1 
2,14 235 322 81 638 0.25 ; 1 ; 1 
5,14 235 340 81 656 0.25 ; 1 ; 1 
2,5,14 235 347 81 663 0.25 ; 1 ; 1 ; 1 
9,14 235 373 81 689 0.25 ; 1 ; 1 
2,9,14 235 380 81 696 0.25 ; 1 ; 1 ; 1 
5,9,14 235 399 81 715 0.25 ; 1 ; 1 ; 1 
2,5,9,14 235 406 81 722 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 235 368 81 683 0.25 ; 1 ; 1 
2,13,14 235 375 81 690 0.25 ; 1 ; 1 ; 1 
5,13,14 235 393 81 709 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 81 716 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 81 742 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 81 749 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 81 767 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 81 774 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio for 
Segments 
None 304 272 18 595 0.75 
2 305 287 18 610 0.75 ; 0.67 
5 308 326 16 650 0.75 ; 0.67 
2,5 308 340 16 664 0.75 ; 0.67 ; 1 
9 306 385 27 718 1 ; 0.75 
2,9 307 400 27 733 1 ; 0.75 ; 0.67 
5,9 307 434 32 772 1 ; 1 ; 0.75 
2,5,9 313 461 13 787 0.75 ; 0.67 ; 1 ; 1 
13 306 373 31 709 1 ; 0.75 
2,13 305 387 30 722 1 ; 0.75 ; 0.75 
5,13 305 424 28 757 1 ; 0.75 ; 0.75 
2,5,13 306 439 27 772 1 ; 0.75 ; 0.75 ; 0.67 
9,13 304 490 24 818 1 ; 0.75 ; 0.75 
2,9,13 305 505 23 833 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13 305 539 28 872 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 308 558 22 888 1 ; 0.75 ; 0.75 ; 0.67 ; 1 
14 304 504 21 829 1 ; 0.75 
2,14 305 519 20 844 1 ; 0.75 ; 0.67 
5,14 308 557 19 884 1 ; 0.75 ; 0.67 
2,5,14 308 572 19 899 1 ; 0.75 ; 0.67 ; 1 
9,14 306 617 27 950 1 ; 1 ; 0.75 
2,9,14 307 632 27 966 1 ; 1 ; 0.75 ; 0.67 
5,9,14 307 666 32 1,004 1 ; 1 ; 1 ; 0.75 
2,5,9,14 310 685 25 1,020 1 ; 1 ; 0.75 ; 0.67 ; 1 
13,14 306 605 31 941 1 ; 1 ; 0.75 
2,13,14 305 619 30 955 1 ; 1 ; 0.75 ; 0.75 
5,13,14 305 656 28 989 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 306 671 27 1,005 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
9,13,14 304 723 24 1,051 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 305 738 23 1,066 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13,14 305 772 28 1,105 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 308 790 22 1,120 1 ; 1 ; 0.75 ; 0.75 ; 0.67 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 394 403 1 798 0.75 
2 399 419 2 820 1 ; 0.75 
5 399 474 2 874 1 ; 0.75 
2,5 399 494 2 895 1 ; 1 ; 0.75 
9 397 572 2 971 1 ; 0.75 
2,9 399 591 2 992 1 ; 1 ; 0.75 
5,9 399 646 2 1,046 1 ; 1 ; 0.75 
2,5,9 399 666 2 1,067 1 ; 1 ; 1 ; 0.75 
13 397 554 2 953 1 ; 0.75 
2,13 397 575 2 974 1 ; 0.75 ; 0.75 
5,13 396 630 2 1,028 1 ; 0.75 ; 0.75 
2,5,13 397 650 2 1,049 1 ; 0.75 ; 1 ; 0.75 
9,13 395 728 1 1,125 1 ; 0.75 ; 0.75 
2,9,13 397 747 2 1,146 1 ; 1 ; 0.75 ; 0.75 
5,9,13 396 802 2 1,200 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 397 822 2 1,221 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 395 748 1 1,145 1 ; 0.75 
2,14 399 766 2 1,167 1 ; 1 ; 0.75 
5,14 399 820 2 1,221 1 ; 1 ; 0.75 
2,5,14 399 840 2 1,242 1 ; 1 ; 1 ; 0.75 
9,14 397 919 2 1,318 1 ; 1 ; 0.75 
2,9,14 399 938 2 1,339 1 ; 1 ; 1 ; 0.75 
5,9,14 399 992 2 1,393 1 ; 1 ; 1 ; 0.75 
2,5,9,14 399 1,012 2 1,414 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 397 901 2 1,300 1 ; 1 ; 0.75 
2,13,14 397 922 2 1,320 1 ; 1 ; 0.75 ; 0.75 
5,13,14 396 977 2 1,374 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 397 997 2 1,395 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 395 1,075 1 1,471 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 397 1,094 2 1,492 1 ; 1 ; 1 ; 0.75 ; 0.75 
5,9,13,14 396 1,149 2 1,546 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 397 1,169 2 1,567 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Case 6: 
 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 268 247 3,005 3,519 0.25 
2 269 256 3,005 3,530 0.25 ; 1 
5 272 279 3,005 3,556 0.25 ; 1 
2,5 272 287 3,005 3,565 0.25 ; 1 ; 1 
9 279 320 3,005 3,603 0.25 ; 1 
2,9 279 329 3,005 3,612 0.25 ; 1 ; 1 
5,9 279 352 3,005 3,635 0.25 ; 1 ; 1 
2,5,9 279 360 3,005 3,644 0.25 ; 1 ; 1 ; 1 
13 283 312 3,005 3,600 0.25 ; 1 
2,13 284 321 3,005 3,610 0.25 ; 1 ; 1 
5,13 287 344 3,005 3,636 0.25 ; 1 ; 1 
2,5,13 287 353 3,005 3,645 0.25 ; 1 ; 1 ; 1 
9,13 294 385 3,005 3,684 0.25 ; 1 ; 1 
2,9,13 294 394 3,005 3,693 0.25 ; 1 ; 1 ; 1 
5,9,13 294 417 3,005 3,716 0.25 ; 1 ; 1 ; 1 
2,5,9,13 294 426 3,005 3,724 0.25 ; 1 ; 1 ; 1 ; 1 
14 294 394 3,005 3,692 0.25 ; 1 
2,14 294 403 3,005 3,701 0.25 ; 1 ; 1 
5,14 294 426 3,005 3,724 0.25 ; 1 ; 1 
2,5,14 294 434 3,005 3,733 0.25 ; 1 ; 1 ; 1 
9,14 294 467 3,005 3,765 0.25 ; 1 ; 1 
2,9,14 294 476 3,005 3,774 0.25 ; 1 ; 1 ; 1 
5,9,14 294 499 3,005 3,797 0.25 ; 1 ; 1 ; 1 
2,5,9,14 294 507 3,005 3,806 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 294 459 3,005 3,758 0.25 ; 1 ; 1 
2,13,14 294 468 3,005 3,767 0.25 ; 1 ; 1 ; 1 
5,13,14 294 491 3,005 3,790 0.25 ; 1 ; 1 ; 1 
2,5,13,14 294 500 3,005 3,798 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 294 532 3,005 3,831 0.25 ; 1 ; 1 ; 1 
2,9,13,14 294 541 3,005 3,840 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 294 564 3,005 3,863 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 294 573 3,005 3,871 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 375 361 1,812 2,547 0.50 
2 375 381 1,810 2,566 0.5 ; 0.5 
5 378 431 1,806 2,615 0.5 ; 0.5 
2,5 378 449 1,806 2,633 0.5 ; 0.5 ; 1 
9 383 522 1,796 2,701 0.5 ; 0.5 
2,9 384 540 1,796 2,719 0.5 ; 0.5 ; 1 
5,9 385 586 1,796 2,766 0.5 ; 0.5 ; 1 
2,5,9 385 603 1,796 2,784 0.5 ; 0.5 ; 1 ; 1 
13 386 506 1,803 2,695 0.5 ; 0.5 
2,13 386 525 1,802 2,714 0.5 ; 0.5 ; 0.5 
5,13 389 576 1,798 2,763 0.5 ; 0.5 ; 0.5 
2,5,13 389 594 1,798 2,781 0.5 ; 0.5 ; 0.5 ; 1 
9,13 394 667 1,788 2,849 0.5 ; 0.5 ; 0.5 
2,9,13 395 685 1,788 2,867 0.5 ; 0.5 ; 0.5 ; 1 
5,9,13 396 731 1,788 2,914 0.5 ; 0.5 ; 0.5 ; 1 
2,5,9,13 396 748 1,788 2,931 0.5 ; 0.5 ; 0.5 ; 1 ; 1 
14 375 648 1,833 2,857 1 ; 0.5 
2,14 376 668 1,832 2,876 1 ; 0.5 ; 0.5 
5,14 379 718 1,827 2,924 1 ; 0.5 ; 0.5 
2,5,14 379 736 1,827 2,942 1 ; 0.5 ; 0.5 ; 1 
9,14 397 831 1,782 3,011 0.5 ; 0.5 ; 1 
2,9,14 397 849 1,782 3,028 0.5 ; 0.5 ; 1 ; 1 
5,9,14 397 895 1,782 3,074 0.5 ; 0.5 ; 1 ; 1 
2,5,9,14 397 912 1,782 3,092 0.5 ; 0.5 ; 1 ; 1 ; 1 
13,14 399 817 1,782 2,997 0.5 ; 0.5 ; 1 
2,13,14 399 834 1,782 3,015 0.5 ; 0.5 ; 1 ; 1 
5,13,14 400 880 1,782 3,062 0.5 ; 0.5 ; 1 ; 1 
2,5,13,14 400 897 1,782 3,079 0.5 ; 0.5 ; 1 ; 1 ; 1 
9,13,14 402 962 1,782 3,146 0.5 ; 0.5 ; 1 ; 1 
2,9,13,14 402 980 1,782 3,163 0.5 ; 0.5 ; 1 ; 1 ; 1 
5,9,13,14 402 1,025 1,782 3,209 0.5 ; 0.5 ; 1 ; 1 ; 1 
2,5,9,13,14 402 1,043 1,782 3,227 0.5 ; 0.5 ; 1 ; 1 ; 1 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 493 503 1,527 2,523 0.75 
2 494 531 1,527 2,552 0.75 ; 0.67 
5 498 592 1,536 2,627 1 ; 0.75 
2,5 499 617 1,537 2,654 1 ; 1 ; 0.75 
9 497 715 1,533 2,745 1 ; 0.75 
2,9 498 743 1,533 2,774 1 ; 0.75 ; 0.67 
5,9 498 807 1,536 2,842 1 ; 1 ; 0.75 
2,5,9 499 832 1,537 2,869 1 ; 1 ; 1 ; 0.75 
13 496 693 1,535 2,724 1 ; 0.75 
2,13 496 719 1,535 2,750 1 ; 0.75 ; 0.75 
5,13 495 788 1,534 2,816 1 ; 0.75 ; 0.75 
2,5,13 496 813 1,535 2,843 1 ; 0.75 ; 1 ; 0.75 
9,13 494 910 1,530 2,935 1 ; 0.75 ; 0.75 
2,9,13 495 938 1,530 2,964 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13 495 1,003 1,534 3,031 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 496 1,028 1,535 3,058 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 494 936 1,529 2,958 1 ; 0.75 
2,14 495 964 1,528 2,987 1 ; 0.75 ; 0.67 
5,14 498 1,025 1,536 3,060 1 ; 1 ; 0.75 
2,5,14 499 1,050 1,537 3,087 1 ; 1 ; 1 ; 0.75 
9,14 497 1,148 1,533 3,178 1 ; 1 ; 0.75 
2,9,14 498 1,176 1,533 3,207 1 ; 1 ; 0.75 ; 0.67 
5,9,14 498 1,240 1,536 3,275 1 ; 1 ; 1 ; 0.75 
2,5,9,14 499 1,265 1,537 3,302 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 496 1,126 1,535 3,157 1 ; 1 ; 0.75 
2,13,14 496 1,152 1,535 3,183 1 ; 1 ; 0.75 ; 0.75 
5,13,14 495 1,221 1,534 3,249 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 496 1,246 1,535 3,276 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 494 1,343 1,530 3,368 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 495 1,371 1,530 3,397 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13,14 495 1,436 1,534 3,464 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 496 1,461 1,535 3,492 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Case 7: 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 193 178 28 398 0.25 
2 194 184 28 405 0.25 ; 1 
5 196 201 28 424 0.25 ; 1 
2,5 196 207 28 431 0.25 ; 1 ; 1 
9 201 230 28 459 0.25 ; 1 
2,9 201 237 28 465 0.25 ; 1 ; 1 
5,9 201 253 28 481 0.25 ; 1 ; 1 
2,5,9 201 259 28 488 0.25 ; 1 ; 1 ; 1 
13 204 225 28 456 0.25 ; 1 
2,13 205 231 28 463 0.25 ; 1 ; 1 
5,13 207 248 28 482 0.25 ; 1 ; 1 
2,5,13 207 254 28 489 0.25 ; 1 ; 1 ; 1 
9,13 211 277 28 517 0.25 ; 1 ; 1 
2,9,13 211 284 28 523 0.25 ; 1 ; 1 ; 1 
5,9,13 211 300 28 539 0.25 ; 1 ; 1 ; 1 
2,5,9,13 211 307 28 546 0.25 ; 1 ; 1 ; 1 ; 1 
14 209 272 38 520 0.5 ; 0.5 
2,14 210 279 38 527 0.5 ; 0.5 ; 1 
5,14 210 295 38 544 0.5 ; 0.5 ; 1 
2,5,14 210 302 38 550 0.5 ; 0.5 ; 1 ; 1 
9,14 210 325 38 574 0.5 ; 0.5 ; 1 
2,9,14 210 331 38 580 0.5 ; 0.5 ; 1 ; 1 
5,9,14 210 348 38 597 0.5 ; 0.5 ; 1 ; 1 
2,5,9,14 210 354 38 603 0.5 ; 0.5 ; 1 ; 1 ; 1 
13,14 211 320 38 569 0.5 ; 0.5 ; 1 
2,13,14 211 326 38 575 0.5 ; 0.5 ; 1 ; 1 
5,13,14 211 342 38 592 0.5 ; 0.5 ; 1 ; 1 
2,5,13,14 211 349 38 599 0.5 ; 0.5 ; 1 ; 1 ; 1 
9,13,14 211 383 28 622 0.25 ; 1 ; 1 ; 1 
2,9,13,14 211 390 28 629 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 211 406 28 645 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 211 413 28 652 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 274 245 1 519 0.75 
2 277 253 2 532 1 ; 1 
5 277 286 2 565 1 ; 1 
2,5 277 298 2 577 1 ; 1 ; 1 
9 277 344 2 623 1 ; 1 
2,9 277 357 2 636 1 ; 1 ; 1 
5,9 277 389 2 668 1 ; 1 ; 1 
2,5,9 277 402 2 681 1 ; 1 ; 1 ; 1 
13 275 336 2 612 1 ; 0.75 
2,13 275 348 2 625 1 ; 0.75 ; 1 
5,13 275 381 2 658 1 ; 0.75 ; 1 
2,5,13 275 393 2 670 1 ; 0.75 ; 1 ; 1 
9,13 275 439 2 716 1 ; 1 ; 0.75 
2,9,13 275 452 2 729 1 ; 1 ; 0.75 ; 1 
5,9,13 275 485 2 762 1 ; 1 ; 0.75 ; 1 
2,5,9,13 275 497 2 774 1 ; 1 ; 0.75 ; 1 ; 1 
14 274 454 1 728 1 ; 0.75 
2,14 277 462 2 741 1 ; 1 ; 1 
5,14 277 495 2 774 1 ; 1 ; 1 
2,5,14 277 507 2 786 1 ; 1 ; 1 ; 1 
9,14 277 553 2 832 1 ; 1 ; 1 
2,9,14 277 566 2 845 1 ; 1 ; 1 ; 1 
5,9,14 277 599 2 878 1 ; 1 ; 1 ; 1 
2,5,9,14 277 611 2 890 1 ; 1 ; 1 ; 1 ; 1 
13,14 275 545 2 822 1 ; 1 ; 0.75 
2,13,14 275 557 2 834 1 ; 1 ; 0.75 ; 1 
5,13,14 275 590 2 867 1 ; 1 ; 0.75 ; 1 
2,5,13,14 275 602 2 879 1 ; 1 ; 0.75 ; 1 ; 1 
9,13,14 275 649 2 925 1 ; 1 ; 1 ; 0.75 
2,9,13,14 275 661 2 938 1 ; 1 ; 1 ; 0.75 ; 1 
5,9,13,14 275 694 2 971 1 ; 1 ; 1 ; 0.75 ; 1 
2,5,9,13,14 275 706 2 983 1 ; 1 ; 1 ; 0.75 ; 1 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 355 362 0 717 0.75 
2 359 377 0 736 1 ; 1 
5 359 426 0 785 1 ; 1 
2,5 359 444 0 804 1 ; 1 ; 1 
9 359 513 0 873 1 ; 1 
2,9 359 532 0 891 1 ; 1 ; 1 
5,9 359 581 0 940 1 ; 1 ; 1 
2,5,9 359 599 0 959 1 ; 1 ; 1 ; 1 
13 357 499 0 856 1 ; 0.75 
2,13 357 518 0 875 1 ; 0.75 ; 1 
5,13 357 566 0 924 1 ; 0.75 ; 1 
2,5,13 357 585 0 942 1 ; 0.75 ; 1 ; 1 
9,13 357 654 0 1,011 1 ; 1 ; 0.75 
2,9,13 357 672 0 1,030 1 ; 1 ; 0.75 ; 1 
5,9,13 357 721 0 1,078 1 ; 1 ; 0.75 ; 1 
2,5,9,13 357 740 0 1,097 1 ; 1 ; 0.75 ; 1 ; 1 
14 356 674 0 1,029 1 ; 0.75 
2,14 359 689 0 1,048 1 ; 1 ; 1 
5,14 359 738 0 1,097 1 ; 1 ; 1 
2,5,14 359 756 0 1,115 1 ; 1 ; 1 ; 1 
9,14 359 825 0 1,184 1 ; 1 ; 1 
2,9,14 359 844 0 1,203 1 ; 1 ; 1 ; 1 
5,9,14 359 892 0 1,252 1 ; 1 ; 1 ; 1 
2,5,9,14 359 911 0 1,270 1 ; 1 ; 1 ; 1 ; 1 
13,14 357 811 0 1,168 1 ; 1 ; 0.75 
2,13,14 357 829 0 1,187 1 ; 1 ; 0.75 ; 1 
5,13,14 357 878 0 1,235 1 ; 1 ; 0.75 ; 1 
2,5,13,14 357 897 0 1,254 1 ; 1 ; 0.75 ; 1 ; 1 
9,13,14 357 966 0 1,323 1 ; 1 ; 1 ; 0.75 
2,9,13,14 357 984 0 1,341 1 ; 1 ; 1 ; 0.75 ; 1 
5,9,13,14 357 1,033 0 1,390 1 ; 1 ; 1 ; 0.75 ; 1 
2,5,9,13,14 357 1,052 0 1,409 1 ; 1 ; 1 ; 0.75 ; 1 ; 1 
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Case 8: 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 243 214 391 847 0.25 
2 244 221 391 856 0.25 ; 1 
5 247 240 391 877 0.25 ; 1 
2,5 247 247 391 885 0.25 ; 1 ; 1 
9 253 273 391 917 0.25 ; 1 
2,9 253 280 391 924 0.25 ; 1 ; 1 
5,9 253 299 391 943 0.25 ; 1 ; 1 
2,5,9 253 306 391 950 0.25 ; 1 ; 1 ; 1 
13 257 267 391 915 0.25 ; 1 
2,13 259 274 391 923 0.25 ; 1 ; 1 
5,13 262 293 391 945 0.25 ; 1 ; 1 
2,5,13 262 300 391 953 0.25 ; 1 ; 1 ; 1 
9,13 268 326 391 985 0.25 ; 1 ; 1 
2,9,13 268 334 391 992 0.25 ; 1 ; 1 ; 1 
5,9,13 268 352 391 1,011 0.25 ; 1 ; 1 ; 1 
2,5,9,13 268 359 391 1,018 0.25 ; 1 ; 1 ; 1 ; 1 
14 268 333 391 992 0.25 ; 1 
2,14 268 340 391 999 0.25 ; 1 ; 1 
5,14 268 359 391 1,018 0.25 ; 1 ; 1 
2,5,14 268 366 391 1,025 0.25 ; 1 ; 1 ; 1 
9,14 268 393 391 1,051 0.25 ; 1 ; 1 
2,9,14 268 400 391 1,058 0.25 ; 1 ; 1 ; 1 
5,9,14 268 419 391 1,077 0.25 ; 1 ; 1 ; 1 
2,5,9,14 268 426 391 1,084 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 268 387 391 1,045 0.25 ; 1 ; 1 
2,13,14 268 394 391 1,052 0.25 ; 1 ; 1 ; 1 
5,13,14 268 413 391 1,071 0.25 ; 1 ; 1 ; 1 
2,5,13,14 268 420 391 1,078 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 268 446 391 1,105 0.25 ; 1 ; 1 ; 1 
2,9,13,14 268 453 391 1,112 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 268 472 391 1,131 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 268 479 391 1,138 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 328 298 53 678 0.50 
2 329 314 51 694 0.5 ; 0.5 
5 331 356 47 734 0.5 ; 0.5 
2,5 331 370 47 748 0.5 ; 0.5 ; 1 
9 336 431 36 803 0.5 ; 0.5 
2,9 336 446 36 818 0.5 ; 0.5 ; 1 
5,9 337 483 36 856 0.5 ; 0.5 ; 1 
2,5,9 337 497 36 870 0.5 ; 0.5 ; 1 ; 1 
13 338 418 44 800 0.5 ; 0.5 
2,13 339 434 43 816 0.5 ; 0.5 ; 0.5 
5,13 342 476 38 856 0.5 ; 0.5 ; 0.5 
2,5,13 342 490 38 870 0.5 ; 0.5 ; 0.5 ; 1 
9,13 328 515 80 924 1 ; 0.5 ; 0.5 
2,9,13 329 531 79 939 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13 348 603 27 978 0.5 ; 0.5 ; 0.5 ; 1 
2,5,9,13 348 617 27 993 0.5 ; 0.5 ; 0.5 ; 1 ; 1 
14 328 530 67 925 1 ; 0.5 
2,14 329 546 65 940 1 ; 0.5 ; 0.5 
5,14 332 588 60 980 1 ; 0.5 ; 0.5 
2,5,14 332 602 60 995 1 ; 0.5 ; 0.5 ; 1 
9,14 337 664 50 1,050 1 ; 0.5 ; 0.5 
2,9,14 337 678 50 1,065 1 ; 0.5 ; 0.5 ; 1 
5,9,14 338 715 50 1,103 1 ; 0.5 ; 0.5 ; 1 
2,5,9,14 338 729 50 1,117 1 ; 0.5 ; 0.5 ; 1 ; 1 
13,14 351 673 21 1,045 0.5 ; 0.5 ; 1 
2,13,14 352 688 21 1,060 0.5 ; 0.5 ; 1 ; 1 
5,13,14 353 725 21 1,098 0.5 ; 0.5 ; 1 ; 1 
2,5,13,14 353 739 21 1,112 0.5 ; 0.5 ; 1 ; 1 ; 1 
9,13,14 328 751 80 1,160 1 ; 1 ; 0.5 ; 0.5 
2,9,13,14 329 767 79 1,175 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13,14 332 809 74 1,215 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13,14 332 823 74 1,230 1 ; 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 424 409 10 843 0.75 
2 425 432 10 867 0.75 ; 0.67 
5 429 480 19 928 1 ; 0.75 
2,5 430 500 20 950 1 ; 1 ; 0.75 
9 428 580 16 1,024 1 ; 0.75 
2,9 429 603 16 1,048 1 ; 0.75 ; 0.67 
5,9 429 655 19 1,103 1 ; 1 ; 0.75 
2,5,9 430 675 20 1,125 1 ; 1 ; 1 ; 0.75 
13 427 562 18 1,007 1 ; 0.75 
2,13 427 583 18 1,028 1 ; 0.75 ; 0.75 
5,13 426 639 17 1,082 1 ; 0.75 ; 0.75 
2,5,13 427 659 18 1,104 1 ; 0.75 ; 1 ; 0.75 
9,13 425 739 14 1,177 1 ; 0.75 ; 0.75 
2,9,13 426 762 13 1,201 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13 426 813 17 1,256 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 427 833 18 1,278 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 425 759 12 1,196 1 ; 0.75 
2,14 426 782 12 1,220 1 ; 0.75 ; 0.67 
5,14 429 831 19 1,279 1 ; 1 ; 0.75 
2,5,14 430 851 20 1,301 1 ; 1 ; 1 ; 0.75 
9,14 428 931 16 1,375 1 ; 1 ; 0.75 
2,9,14 429 954 16 1,399 1 ; 1 ; 0.75 ; 0.67 
5,9,14 429 1,005 19 1,454 1 ; 1 ; 1 ; 0.75 
2,5,9,14 430 1,026 20 1,476 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 427 913 18 1,358 1 ; 1 ; 0.75 
2,13,14 427 934 18 1,379 1 ; 1 ; 0.75 ; 0.75 
5,13,14 426 990 17 1,433 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 427 1,010 18 1,455 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 425 1,090 14 1,528 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 426 1,113 13 1,552 1 ; 1 ; 0.75 ; 0.75 ; 0.67 
5,9,13,14 426 1,164 17 1,607 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 427 1,184 18 1,629 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Case 9: 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 151 161 137 449 0.25 
2 151 168 137 456 0.25 ; 1 
5 153 186 137 475 0.25 ; 1 
2,5 153 192 137 482 0.25 ; 1 ; 1 
9 155 217 137 510 0.25 ; 1 
2,9 155 224 137 516 0.25 ; 1 ; 1 
5,9 155 242 137 534 0.25 ; 1 ; 1 
2,5,9 155 249 137 541 0.25 ; 1 ; 1 ; 1 
13 157 212 137 505 0.25 ; 1 
2,13 157 218 137 513 0.25 ; 1 ; 1 
5,13 159 236 137 532 0.25 ; 1 ; 1 
2,5,13 159 243 137 538 0.25 ; 1 ; 1 ; 1 
9,13 161 268 137 566 0.25 ; 1 ; 1 
2,9,13 161 275 137 573 0.25 ; 1 ; 1 ; 1 
5,9,13 161 292 137 590 0.25 ; 1 ; 1 ; 1 
2,5,9,13 161 299 137 597 0.25 ; 1 ; 1 ; 1 ; 1 
14 161 274 137 572 0.25 ; 1 
2,14 161 281 137 579 0.25 ; 1 ; 1 
5,14 161 299 137 597 0.25 ; 1 ; 1 
2,5,14 161 306 137 604 0.25 ; 1 ; 1 ; 1 
9,14 161 331 137 629 0.25 ; 1 ; 1 
2,9,14 161 337 137 635 0.25 ; 1 ; 1 ; 1 
5,9,14 161 355 137 653 0.25 ; 1 ; 1 ; 1 
2,5,9,14 161 362 137 660 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 161 325 137 623 0.25 ; 1 ; 1 
2,13,14 161 332 137 630 0.25 ; 1 ; 1 ; 1 
5,13,14 161 349 137 647 0.25 ; 1 ; 1 ; 1 
2,5,13,14 161 356 137 654 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 161 381 137 679 0.25 ; 1 ; 1 ; 1 
2,9,13,14 161 388 137 686 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 161 406 137 704 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 161 412 137 710 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 239 261 2 503 0.75 
2 240 275 2 517 0.75 ; 1 
5 241 308 4 553 1 ; 0.75 
2,5 241 321 5 567 1 ; 1 ; 0.75 
9 241 371 4 615 1 ; 0.75 
2,9 241 384 5 630 1 ; 1 ; 0.75 
5,9 241 419 4 665 1 ; 1 ; 0.75 
2,5,9 241 432 5 678 1 ; 1 ; 1 ; 0.75 
13 240 360 4 604 1 ; 0.75 
2,13 240 373 4 618 1 ; 0.75 ; 0.75 
5,13 240 409 4 653 1 ; 0.75 ; 0.75 
2,5,13 240 422 4 666 1 ; 0.75 ; 1 ; 0.75 
9,13 240 473 3 715 1 ; 0.75 ; 0.75 
2,9,13 240 485 4 729 1 ; 1 ; 0.75 ; 0.75 
5,9,13 240 521 4 764 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 240 534 4 778 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 240 486 2 728 1 ; 0.75 
2,14 240 499 2 742 1 ; 0.75 ; 1 
5,14 241 533 4 778 1 ; 1 ; 0.75 
2,5,14 241 546 5 792 1 ; 1 ; 1 ; 0.75 
9,14 241 596 4 840 1 ; 1 ; 0.75 
2,9,14 241 609 5 855 1 ; 1 ; 1 ; 0.75 
5,9,14 241 644 4 890 1 ; 1 ; 1 ; 0.75 
2,5,9,14 241 657 5 903 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 240 585 4 829 1 ; 1 ; 0.75 
2,13,14 240 598 4 843 1 ; 1 ; 0.75 ; 0.75 
5,13,14 240 634 4 878 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 240 647 4 891 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 240 698 3 940 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 240 710 4 954 1 ; 1 ; 1 ; 0.75 ; 0.75 
5,9,13,14 240 746 4 989 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 240 759 4 1,003 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 328 389 0 717 0.75 
2 331 407 0 738 1 ; 1 
5 331 459 0 790 1 ; 1 
2,5 331 479 0 810 1 ; 1 ; 1 
9 331 554 0 884 1 ; 1 
2,9 331 574 0 905 1 ; 1 ; 1 
5,9 331 626 0 957 1 ; 1 ; 1 
2,5,9 331 646 0 977 1 ; 1 ; 1 ; 1 
13 330 537 0 867 1 ; 0.75 
2,13 330 558 0 887 1 ; 0.75 ; 1 
5,13 330 610 0 940 1 ; 0.75 ; 1 
2,5,13 330 630 0 960 1 ; 0.75 ; 1 ; 1 
9,13 330 704 0 1,034 1 ; 1 ; 0.75 
2,9,13 330 725 0 1,054 1 ; 1 ; 0.75 ; 1 
5,9,13 330 777 0 1,107 1 ; 1 ; 0.75 ; 1 
2,5,9,13 330 797 0 1,127 1 ; 1 ; 0.75 ; 1 ; 1 
14 329 725 0 1,054 1 ; 0.75 
2,14 331 743 0 1,074 1 ; 1 ; 1 
5,14 331 796 0 1,126 1 ; 1 ; 1 
2,5,14 331 816 0 1,147 1 ; 1 ; 1 ; 1 
9,14 331 890 0 1,221 1 ; 1 ; 1 
2,9,14 331 910 0 1,241 1 ; 1 ; 1 ; 1 
5,9,14 331 963 0 1,293 1 ; 1 ; 1 ; 1 
2,5,9,14 331 983 0 1,314 1 ; 1 ; 1 ; 1 ; 1 
13,14 330 874 0 1,204 1 ; 1 ; 0.75 
2,13,14 330 894 0 1,224 1 ; 1 ; 0.75 ; 1 
5,13,14 330 946 0 1,276 1 ; 1 ; 0.75 ; 1 
2,5,13,14 330 967 0 1,296 1 ; 1 ; 0.75 ; 1 ; 1 
9,13,14 330 1,041 0 1,371 1 ; 1 ; 1 ; 0.75 
2,9,13,14 330 1,061 0 1,391 1 ; 1 ; 1 ; 0.75 ; 1 
5,9,13,14 330 1,113 0 1,443 1 ; 1 ; 1 ; 0.75 ; 1 
2,5,9,13,14 330 1,134 0 1,463 1 ; 1 ; 1 ; 0.75 ; 1 ; 1 
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Case 10: 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 214 197 1,248 1,659 0.25 
2 215 204 1,210 1,630 0.25 ; 1 
5 218 223 1,098 1,539 0.25 ; 1 
2,5 218 230 1,098 1,546 0.25 ; 1 ; 1 
9 223 256 835 1,314 0.25 ; 1 
2,9 223 263 835 1,321 0.25 ; 1 ; 1 
5,9 223 281 835 1,340 0.25 ; 1 ; 1 
2,5,9 223 288 835 1,347 0.25 ; 1 ; 1 ; 1 
13 226 250 1,035 1,511 0.25 ; 1 
2,13 227 257 998 1,482 0.25 ; 1 ; 1 
5,13 230 275 885 1,391 0.25 ; 1 ; 1 
2,5,13 230 282 885 1,398 0.25 ; 1 ; 1 ; 1 
9,13 235 308 623 1,166 0.25 ; 1 ; 1 
2,9,13 235 315 623 1,173 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 623 1,192 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 623 1,199 0.25 ; 1 ; 1 ; 1 ; 1 
14 235 315 1,092 1,642 0.25 ; 1 
2,14 235 322 1,054 1,611 0.25 ; 1 ; 1 
5,14 235 340 942 1,517 0.25 ; 1 ; 1 
2,5,14 235 347 942 1,524 0.25 ; 1 ; 1 ; 1 
9,14 235 373 679 1,288 0.25 ; 1 ; 1 
2,9,14 235 380 679 1,295 0.25 ; 1 ; 1 ; 1 
5,9,14 235 399 679 1,313 0.25 ; 1 ; 1 ; 1 
2,5,9,14 235 406 679 1,320 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 235 368 879 1,482 0.25 ; 1 ; 1 
2,13,14 235 375 842 1,451 0.25 ; 1 ; 1 ; 1 
5,13,14 235 393 729 1,357 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 729 1,364 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 467 1,128 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 467 1,135 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 467 1,153 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 467 1,160 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
 
Tactical Model Results for Case 10: Cycle Length = 1 day 
231 
 
Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing 
Ratio for 
Segments 
None 295 327 471 1,093 0.25 
2 297 341 453 1,090 0.25 ; 1 
5 300 377 397 1,074 0.25 ; 1 
2,5 300 391 397 1,088 0.25 ; 1 ; 1 
9 307 443 266 1,016 0.25 ; 1 
2,9 307 457 266 1,030 0.25 ; 1 ; 1 
5,9 307 494 266 1,066 0.25 ; 1 ; 1 
2,5,9 307 508 266 1,080 0.25 ; 1 ; 1 ; 1 
13 310 431 365 1,107 0.25 ; 1 
2,13 311 445 347 1,103 0.25 ; 1 ; 1 
5,13 315 482 291 1,087 0.25 ; 1 ; 1 
2,5,13 315 496 291 1,101 0.25 ; 1 ; 1 ; 1 
9,13 321 548 160 1,029 0.25 ; 1 ; 1 
2,9,13 321 562 160 1,043 0.25 ; 1 ; 1 ; 1 
5,9,13 321 598 160 1,080 0.25 ; 1 ; 1 ; 1 
2,5,9,13 321 612 160 1,094 0.25 ; 1 ; 1 ; 1 ; 1 
14 296 551 406 1,254 1 ; 0.25 
2,14 297 565 387 1,250 1 ; 0.25 ; 1 
5,14 301 602 332 1,234 1 ; 0.25 ; 1 
2,5,14 301 616 332 1,248 1 ; 0.25 ; 1 ; 1 
9,14 318 665 192 1,175 0.5 ; 0.5 ; 1 
2,9,14 318 679 192 1,189 0.5 ; 0.5 ; 1 ; 1 
5,9,14 318 716 192 1,226 0.5 ; 0.5 ; 1 ; 1 
2,5,9,14 318 730 192 1,240 0.5 ; 0.5 ; 1 ; 1 ; 1 
13,14 319 653 291 1,264 0.5 ; 0.5 ; 1 
2,13,14 319 667 273 1,259 0.5 ; 0.5 ; 1 ; 1 
5,13,14 320 704 217 1,241 0.5 ; 0.5 ; 1 ; 1 
2,5,13,14 320 718 217 1,255 0.5 ; 0.5 ; 1 ; 1 ; 1 
9,13,14 300 736 137 1,174 1 ; 1 ; 0.5 ; 0.5 
2,9,13,14 301 752 136 1,189 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13,14 322 820 86 1,228 0.5 ; 0.5 ; 1 ; 1 ; 1 
2,5,9,13,14 322 834 86 1,242 0.5 ; 0.5 ; 1 ; 1 ; 1 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 380 469 231 1,080 0.25 
2 382 491 222 1,094 0.25 ; 1 
5 393 497 236 1,125 0.5 ; 1 
2,5 393 518 236 1,146 0.5 ; 1 ; 1 
9 399 598 157 1,155 0.5 ; 1 
2,9 399 620 157 1,177 0.5 ; 1 ; 1 
5,9 399 677 157 1,233 0.5 ; 1 ; 1 
2,5,9 399 699 157 1,255 0.5 ; 1 ; 1 ; 1 
13 403 580 217 1,200 0.5 ; 1 
2,13 404 602 206 1,211 0.5 ; 1 ; 1 
5,13 407 658 172 1,238 0.5 ; 1 ; 1 
2,5,13 407 680 172 1,260 0.5 ; 1 ; 1 ; 1 
9,13 395 728 120 1,243 1 ; 0.75 ; 0.75 
2,9,13 397 747 122 1,266 1 ; 1 ; 0.75 ; 0.75 
5,9,13 396 802 121 1,319 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13 397 822 122 1,341 1 ; 1 ; 0.75 ; 1 ; 0.75 
14 383 806 194 1,383 1 ; 0.25 
2,14 385 828 184 1,397 1 ; 0.25 ; 1 
5,14 394 840 190 1,425 1 ; 0.5 ; 1 
2,5,14 394 862 190 1,446 1 ; 0.5 ; 1 ; 1 
9,14 401 942 112 1,455 1 ; 0.5 ; 1 
2,9,14 401 964 112 1,477 1 ; 0.5 ; 1 ; 1 
5,9,14 401 1,021 112 1,533 1 ; 0.5 ; 1 ; 1 
2,5,9,14 399 1,012 143 1,555 1 ; 1 ; 1 ; 1 ; 0.75 
13,14 404 924 171 1,500 1 ; 0.5 ; 1 
2,13,14 406 946 160 1,511 1 ; 0.5 ; 1 ; 1 
5,13,14 396 977 160 1,533 1 ; 1 ; 0.75 ; 0.75 
2,5,13,14 397 997 161 1,554 1 ; 1 ; 0.75 ; 1 ; 0.75 
9,13,14 395 1,075 62 1,532 1 ; 1 ; 0.75 ; 0.75 
2,9,13,14 397 1,094 64 1,554 1 ; 1 ; 1 ; 0.75 ; 0.75 
5,9,13,14 396 1,149 63 1,608 1 ; 1 ; 1 ; 0.75 ; 0.75 
2,5,9,13,14 397 1,169 64 1,629 1 ; 1 ; 1 ; 0.75 ; 1 ; 0.75 
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Case 11: 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 214 197 1,248 1,659 0.25 
2 215 204 1,210 1,630 0.25 ; 1 
5 218 223 1,248 1,689 0.25 ; 1 
2,5 218 230 1,210 1,658 0.25 ; 1 ; 1 
9 223 256 1,248 1,727 0.25 ; 1 
2,9 223 263 1,210 1,696 0.25 ; 1 ; 1 
5,9 223 281 985 1,490 0.25 ; 1 ; 1 
2,5,9 223 288 948 1,459 0.25 ; 1 ; 1 ; 1 
13 226 250 1,248 1,724 0.25 ; 1 
2,13 227 257 1,210 1,694 0.25 ; 1 ; 1 
5,13 230 275 673 1,178 0.25 ; 1 ; 1 
2,5,13 230 282 636 1,148 0.25 ; 1 ; 1 ; 1 
9,13 235 308 935 1,479 0.25 ; 1 ; 1 
2,9,13 235 315 898 1,448 0.25 ; 1 ; 1 ; 1 
5,9,13 235 334 673 1,242 0.25 ; 1 ; 1 ; 1 
2,5,9,13 235 341 636 1,211 0.25 ; 1 ; 1 ; 1 ; 1 
14 235 315 1,092 1,642 0.25 ; 1 
2,14 235 322 1,054 1,611 0.25 ; 1 ; 1 
5,14 235 340 1,092 1,667 0.25 ; 1 ; 1 
2,5,14 235 347 1,054 1,637 0.25 ; 1 ; 1 ; 1 
9,14 235 373 1,092 1,700 0.25 ; 1 ; 1 
2,9,14 235 380 1,054 1,669 0.25 ; 1 ; 1 ; 1 
5,9,14 235 399 829 1,463 0.25 ; 1 ; 1 ; 1 
2,5,9,14 235 406 792 1,433 0.25 ; 1 ; 1 ; 1 ; 1 
13,14 235 368 1,092 1,694 0.25 ; 1 ; 1 
2,13,14 235 375 1,054 1,664 0.25 ; 1 ; 1 ; 1 
5,13,14 235 393 673 1,301 0.25 ; 1 ; 1 ; 1 
2,5,13,14 235 400 636 1,270 0.25 ; 1 ; 1 ; 1 ; 1 
9,13,14 235 426 935 1,596 0.25 ; 1 ; 1 ; 1 
2,9,13,14 235 433 898 1,566 0.25 ; 1 ; 1 ; 1 ; 1 
5,9,13,14 235 451 673 1,359 0.25 ; 1 ; 1 ; 1 ; 1 
2,5,9,13,14 235 458 636 1,329 0.25 ; 1 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 295 327 471 1,093 0.25 
2 297 341 453 1,090 0.25 ; 1 
5 300 377 471 1,148 0.25 ; 1 
2,5 300 391 453 1,144 0.25 ; 1 ; 1 
9 307 443 471 1,221 0.25 ; 1 
2,9 307 457 453 1,216 0.25 ; 1 ; 1 
5,9 307 494 341 1,141 0.25 ; 1 ; 1 
2,5,9 307 508 322 1,136 0.25 ; 1 ; 1 ; 1 
13 310 431 471 1,212 0.25 ; 1 
2,13 311 445 453 1,209 0.25 ; 1 ; 1 
5,13 311 461 198 970 0.5 ; 0.5 ; 0.5 
2,5,13 311 475 179 966 0.5 ; 0.5 ; 0.5 ; 1 
9,13 315 534 323 1,172 0.5 ; 0.5 ; 0.5 
2,9,13 316 548 304 1,168 0.5 ; 0.5 ; 0.5 ; 1 
5,9,13 301 575 216 1,092 1 ; 0.5 ; 0.25 ; 0.5 
2,5,9,13 301 589 198 1,088 1 ; 0.5 ; 0.25 ; 0.5 ; 1 
14 296 551 406 1,254 1 ; 0.25 
2,14 297 565 387 1,250 1 ; 0.25 ; 1 
5,14 301 602 406 1,309 1 ; 0.25 ; 1 
2,5,14 301 616 387 1,304 1 ; 0.25 ; 1 ; 1 
9,14 318 665 397 1,380 0.5 ; 0.5 ; 1 
2,9,14 318 679 378 1,376 0.5 ; 0.5 ; 1 ; 1 
5,9,14 318 716 266 1,300 0.5 ; 0.5 ; 1 ; 1 
2,5,9,14 318 730 248 1,296 0.5 ; 0.5 ; 1 ; 1 ; 1 
13,14 319 653 397 1,369 0.5 ; 0.5 ; 1 
2,13,14 319 667 378 1,365 0.5 ; 0.5 ; 1 ; 1 
5,13,14 312 691 207 1,210 1 ; 0.5 ; 0.5 ; 0.5 
2,5,13,14 312 705 189 1,205 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
9,13,14 296 767 341 1,405 1 ; 1 ; 0.25 ; 0.25 
2,9,13,14 297 781 322 1,401 1 ; 1 ; 0.25 ; 0.25 ; 1 
5,9,13,14 301 807 216 1,324 1 ; 1 ; 0.5 ; 0.25 ; 0.5 
2,5,9,13,14 301 821 198 1,320 1 ; 1 ; 0.5 ; 0.25 ; 0.5 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 380 469 231 1,080 0.25 
2 382 491 222 1,094 0.25 ; 1 
5 385 546 231 1,162 0.25 ; 1 
2,5 385 568 222 1,175 0.25 ; 1 ; 1 
9 387 617 259 1,263 0.5 ; 0.5 
2,9 388 639 249 1,276 0.5 ; 0.5 ; 1 
5,9 394 685 194 1,273 0.5 ; 1 ; 0.5 
2,5,9 396 706 185 1,287 0.5 ; 1 ; 0.5 ; 1 
13 387 597 269 1,253 0.5 ; 0.5 
2,13 388 619 258 1,264 0.5 ; 0.5 ; 1 
5,13 392 639 113 1,144 1 ; 0.5 ; 0.5 
2,5,13 394 661 102 1,156 1 ; 0.5 ; 0.5 ; 1 
9,13 387 763 168 1,318 1 ; 0.25 ; 0.5 
2,9,13 388 784 158 1,331 1 ; 0.25 ; 0.5 ; 1 
5,9,13 392 811 113 1,316 1 ; 1 ; 0.5 ; 0.5 
2,5,9,13 394 833 102 1,328 1 ; 1 ; 0.5 ; 0.5 ; 1 
14 383 806 194 1,383 1 ; 0.25 
2,14 385 828 184 1,397 1 ; 0.25 ; 1 
5,14 389 849 227 1,465 1 ; 0.5 ; 0.5 
2,5,14 388 905 184 1,477 1 ; 0.25 ; 1 ; 1 
9,14 389 961 213 1,563 1 ; 0.5 ; 0.5 
2,9,14 390 982 204 1,576 1 ; 0.5 ; 0.5 ; 1 
5,9,14 396 1,029 149 1,573 1 ; 0.5 ; 1 ; 0.5 
2,5,9,14 397 1,050 139 1,587 1 ; 0.5 ; 1 ; 0.5 ; 1 
13,14 388 941 224 1,553 1 ; 0.5 ; 0.5 
2,13,14 389 962 212 1,564 1 ; 0.5 ; 0.5 ; 1 
5,13,14 392 985 113 1,491 1 ; 1 ; 0.5 ; 0.5 
2,5,13,14 394 1,007 102 1,502 1 ; 1 ; 0.5 ; 0.5 ; 1 
9,13,14 387 1,110 168 1,664 1 ; 1 ; 0.25 ; 0.5 
2,9,13,14 388 1,131 158 1,678 1 ; 1 ; 0.25 ; 0.5 ; 1 
5,9,13,14 392 1,157 113 1,663 1 ; 1 ; 1 ; 0.5 ; 0.5 
2,5,9,13,14 394 1,179 102 1,674 1 ; 1 ; 1 ; 0.5 ; 0.5 ; 1 
 
Tactical Model Results for Case 11: Cycle Length = 3 days 
  
236 
 
Case 12: 
 
Process 
OT 
Cost/Hr 
($) 
Product 1 Product 2 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
Service 
Time 
(sec) 
Setup 
Time 
(sec) 
Inv 
Holding 
Cost/Day 
($) 
1 10 25 3600 0.0055 25 3600 0.0055 
2 20 25 3600 0.0065 25 3600 0.0065 
3 20 25 3600 0.011 25 3600 0.011 
4 20 25 3600 0.0175 25 3600 0.0175 
5 50 25 3600 0.0235 25 3600 0.0235 
6 40 25 3600 0.0115 25 3600 0.0175 
7 15 25 3600 0.012 25 3600 0.0185 
8 65 25 3600 0.038 25 3600 0.045 
9 90 25 3600 0.0495 25 3600 0.0585 
10 45 25 3600 0.0265 25 3600 0.043 
11 35 25 3600 0.0275 25 3600 0.0455 
12 75 25 3600 0.035 25 3600 0.0605 
13 15 25 3600 0.0355 25 3600 0.0615 
14 125 25 3600 0.09 25 3600 0.1275 
15 85 25 3600 0.3985 25 3600 0.4975 
16 40 25 3600 0.4 25 3600 0.5 
 
Process Data for Case 12 
  
237 
 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 562 1,425 1,888 3,875 0.25 
2 566 1,434 1,888 3,888 0.25 ; 1 
5 576 1,456 1,888 3,920 0.25 ; 1 
2,5 576 1,465 1,888 3,929 0.25 ; 1 ; 1 
9 594 1,496 1,888 3,979 0.25 ; 1 
2,9 594 1,504 1,888 3,987 0.25 ; 1 ; 1 
5,9 594 1,527 1,888 4,009 0.25 ; 1 ; 1 
2,5,9 594 1,535 1,888 4,018 0.25 ; 1 ; 1 ; 1 
13 606 1,489 1,888 3,983 0.25 ; 1 
2,13 611 1,497 1,888 3,996 0.25 ; 1 ; 1 
5,13 620 1,519 1,888 4,028 0.25 ; 1 ; 1 
2,5,13 620 1,528 1,888 4,037 0.25 ; 1 ; 1 ; 1 
9,13 639 1,559 1,888 4,087 0.25 ; 1 ; 1 
2,9,13 639 1,568 1,888 4,095 0.25 ; 1 ; 1 ; 1 
5,9,13 639 1,590 1,888 4,117 0.25 ; 1 ; 1 ; 1 
2,5,9,13 639 1,598 1,888 4,126 0.25 ; 1 ; 1 ; 1 ; 1 
14 630 960 2,298 3,888 0.75 ; 0.33 
2,14 631 968 2,298 3,897 0.75 ; 0.33 ; 1 
5,14 632 991 2,298 3,921 0.75 ; 0.33 ; 1 
2,5,14 632 999 2,298 3,929 0.75 ; 0.33 ; 1 ; 1 
9,14 635 1,030 2,298 3,963 0.75 ; 0.33 ; 1 
2,9,14 635 1,039 2,298 3,972 0.75 ; 0.33 ; 1 ; 1 
5,9,14 635 1,061 2,298 3,994 0.75 ; 0.33 ; 1 ; 1 
2,5,9,14 635 1,070 2,298 4,002 0.75 ; 0.33 ; 1 ; 1 ; 1 
13,14 637 1,023 2,298 3,958 0.75 ; 0.33 ; 1 
2,13,14 638 1,032 2,298 3,968 0.75 ; 0.33 ; 1 ; 1 
5,13,14 640 1,054 2,298 3,991 0.75 ; 0.33 ; 1 ; 1 
2,5,13,14 640 1,062 2,298 4,000 0.75 ; 0.33 ; 1 ; 1 ; 1 
9,13,14 643 1,094 2,298 4,034 0.75 ; 0.33 ; 1 ; 1 
2,9,13,14 643 1,102 2,298 4,042 0.75 ; 0.33 ; 1 ; 1 ; 1 
5,9,13,14 643 1,124 2,298 4,065 0.75 ; 0.33 ; 1 ; 1 ; 1 
2,5,9,13,14 643 1,133 2,298 4,073 0.75 ; 0.33 ; 1 ; 1 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 641 1,425 667 2,733 0.50 
2 644 1,447 653 2,745 0.5 ; 0.5 
5 651 1,506 613 2,771 0.5 ; 0.5 
2,5 653 1,523 613 2,789 0.5 ; 0.5 ; 1 
9 667 1,611 520 2,798 0.5 ; 0.5 
2,9 668 1,628 520 2,816 0.5 ; 0.5 ; 1 
5,9 671 1,672 520 2,863 0.5 ; 0.5 ; 1 
2,5,9 671 1,689 520 2,880 0.5 ; 0.5 ; 1 ; 1 
13 674 1,592 591 2,858 0.5 ; 0.5 
2,13 677 1,615 578 2,870 0.5 ; 0.5 ; 0.5 
5,13 684 1,674 538 2,896 0.5 ; 0.5 ; 0.5 
2,5,13 686 1,690 538 2,914 0.5 ; 0.5 ; 0.5 ; 1 
9,13 699 1,609 557 2,864 0.75 ; 0.33 ; 0.33 
2,9,13 700 1,626 557 2,882 0.75 ; 0.33 ; 0.33 ; 1 
5,9,13 703 1,669 557 2,929 0.75 ; 0.33 ; 0.33 ; 1 
2,5,9,13 703 1,686 557 2,946 0.75 ; 0.33 ; 0.33 ; 1 ; 1 
14 628 1,598 500 2,726 1 ; 0.25 
2,14 633 1,614 500 2,747 1 ; 0.25 ; 1 
5,14 645 1,658 500 2,804 1 ; 0.25 ; 1 
2,5,14 645 1,675 500 2,820 1 ; 0.25 ; 1 ; 1 
9,14 670 1,737 500 2,907 1 ; 0.25 ; 1 
2,9,14 670 1,754 500 2,924 1 ; 0.25 ; 1 ; 1 
5,9,14 670 1,798 500 2,968 1 ; 0.25 ; 1 ; 1 
2,5,9,14 670 1,814 500 2,985 1 ; 0.25 ; 1 ; 1 ; 1 
13,14 684 1,723 500 2,906 1 ; 0.25 ; 1 
2,13,14 688 1,740 500 2,928 1 ; 0.25 ; 1 ; 1 
5,13,14 718 1,819 445 2,982 0.75 ; 0.33 ; 1 ; 1 
2,5,13,14 718 1,836 445 2,999 0.75 ; 0.33 ; 1 ; 1 ; 1 
9,13,14 725 1,898 445 3,068 0.75 ; 0.33 ; 1 ; 1 
2,9,13,14 725 1,915 445 3,084 0.75 ; 0.33 ; 1 ; 1 ; 1 
5,9,13,14 725 1,959 445 3,128 0.75 ; 0.33 ; 1 ; 1 ; 1 
2,5,9,13,14 725 1,976 445 3,145 0.75 ; 0.33 ; 1 ; 1 ; 1 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 756 1,723 358 2,836 0.75 
2 754 1,762 347 2,863 0.75 ; 0.33 
5 750 1,864 315 2,930 0.75 ; 0.33 
2,5 755 1,891 315 2,961 0.75 ; 0.33 ; 1 
9 759 1,894 375 3,027 1 ; 0.5 
2,9 758 1,930 369 3,058 1 ; 0.5 ; 0.5 
5,9 757 2,025 354 3,135 1 ; 0.5 ; 0.5 
2,5,9 761 2,051 354 3,166 1 ; 0.5 ; 0.5 ; 1 
13 737 2,015 298 3,050 0.75 ; 0.33 
2,13 753 1,898 421 3,071 1 ; 0.5 ; 0.5 
5,13 748 1,971 389 3,108 1 ; 0.5 ; 0.5 
2,5,13 748 2,007 384 3,138 1 ; 0.5 ; 0.5 ; 0.5 
9,13 739 2,102 315 3,155 1 ; 0.5 ; 0.5 
2,9,13 738 2,138 309 3,186 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13 737 2,233 293 3,263 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13 741 2,259 293 3,294 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
14 739 2,129 270 3,138 1 ; 0.5 
2,14 738 2,165 265 3,168 1 ; 0.5 ; 0.5 
5,14 737 2,259 249 3,246 1 ; 0.5 ; 0.5 
2,5,14 741 2,286 249 3,277 1 ; 0.5 ; 0.5 ; 1 
9,14 734 2,429 212 3,376 1 ; 0.5 ; 0.5 
2,9,14 739 2,456 212 3,406 1 ; 0.5 ; 0.5 ; 1 
5,9,14 750 2,525 212 3,487 1 ; 0.5 ; 0.5 ; 1 
2,5,9,14 750 2,552 212 3,514 1 ; 0.5 ; 0.5 ; 1 ; 1 
13,14 733 2,399 240 3,372 1 ; 0.5 ; 0.5 
2,13,14 732 2,435 235 3,402 1 ; 0.5 ; 0.5 ; 0.5 
5,13,14 731 2,530 219 3,480 1 ; 0.5 ; 0.5 ; 0.5 
2,5,13,14 735 2,556 219 3,511 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
9,13,14 739 2,503 315 3,557 1 ; 1 ; 0.5 ; 0.5 
2,9,13,14 738 2,540 309 3,587 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
5,9,13,14 737 2,634 293 3,665 1 ; 1 ; 0.5 ; 0.5 ; 0.5 
2,5,9,13,14 741 2,661 293 3,696 1 ; 1 ; 0.5 ; 0.5 ; 0.5 ; 1 
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Case 12: 
 
Cycle = 1 day 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 0 790 728 1,518 0.25 
2 0 818 728 1,546 0.25 ; 1 
5 0 891 728 1,620 0.25 ; 1 
2,5 0 919 728 1,648 0.25 ; 1 ; 1 
9 0 1,023 728 1,752 0.25 ; 1 
2,9 0 1,051 728 1,780 0.25 ; 1 ; 1 
5,9 0 1,125 728 1,853 0.25 ; 1 ; 1 
2,5,9 0 1,153 728 1,882 0.25 ; 1 ; 1 ; 1 
13 0 559 760 1,318 1 ; 0.25 
2,13 0 586 760 1,346 1 ; 0.25 ; 1 
5,13 0 658 760 1,418 1 ; 0.25 ; 1 
2,5,13 0 685 760 1,445 1 ; 0.25 ; 1 ; 1 
9,13 0 787 760 1,547 1 ; 1 ; 0.25 
2,9,13 0 814 760 1,574 1 ; 1 ; 0.25 ; 1 
5,9,13 0 886 760 1,646 1 ; 1 ; 0.25 ; 1 
2,5,9,13 0 913 760 1,673 1 ; 1 ; 0.25 ; 1 ; 1 
14 0 1,197 733 1,930 0.75 ; 0.33 
2,14 0 1,225 733 1,958 0.75 ; 0.33 ; 1 
5,14 0 1,299 733 2,032 0.75 ; 0.33 ; 1 
2,5,14 0 1,327 733 2,060 0.75 ; 0.33 ; 1 ; 1 
9,14 0 1,431 733 2,164 0.75 ; 0.33 ; 1 
2,9,14 0 1,459 733 2,192 0.75 ; 0.33 ; 1 ; 1 
5,9,14 0 1,532 733 2,265 0.75 ; 0.33 ; 1 ; 1 
2,5,9,14 0 1,560 733 2,293 0.75 ; 0.33 ; 1 ; 1 ; 1 
13,14 0 1,018 760 1,778 1 ; 1 ; 0.25 
2,13,14 0 1,045 760 1,805 1 ; 1 ; 0.25 ; 1 
5,13,14 0 1,117 760 1,877 1 ; 1 ; 0.25 ; 1 
2,5,13,14 0 1,145 760 1,905 1 ; 1 ; 0.25 ; 1 ; 1 
9,13,14 0 1,246 760 2,006 1 ; 1 ; 1 ; 0.25 
2,9,13,14 0 1,273 760 2,033 1 ; 1 ; 1 ; 0.25 ; 1 
5,9,13,14 0 1,345 760 2,105 1 ; 1 ; 1 ; 0.25 ; 1 
2,5,9,13,14 0 1,373 760 2,133 1 ; 1 ; 1 ; 0.25 ; 1 ; 1 
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Cycle = 2 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 0 1,089 124 1,213 0.75 
2 0 1,147 124 1,271 0.75 ; 1 
5 0 1,297 124 1,421 0.75 ; 1 
2,5 0 1,354 124 1,478 0.75 ; 1 ; 1 
9 0 1,628 61 1,689 0.5 ; 1 
2,9 0 1,685 61 1,746 0.5 ; 1 ; 1 
5,9 0 1,834 61 1,895 0.5 ; 1 ; 1 
2,5,9 0 1,891 61 1,952 0.5 ; 1 ; 1 ; 1 
13 0 1,119 17 1,137 1 ; 0.25 
2,13 0 1,175 17 1,192 1 ; 0.25 ; 1 
5,13 0 1,320 17 1,337 1 ; 0.25 ; 1 
2,5,13 0 1,376 17 1,393 1 ; 0.25 ; 1 ; 1 
9,13 0 1,581 17 1,598 1 ; 1 ; 0.25 
2,9,13 0 1,636 17 1,654 1 ; 1 ; 0.25 ; 1 
5,9,13 0 1,782 17 1,799 1 ; 1 ; 0.25 ; 1 
2,5,9,13 0 1,837 17 1,855 1 ; 1 ; 0.25 ; 1 ; 1 
14 0 2,074 62 2,136 1 ; 0.5 
2,14 0 2,131 62 2,193 1 ; 0.5 ; 1 
5,14 0 2,280 62 2,341 1 ; 0.5 ; 1 
2,5,14 0 2,337 62 2,398 1 ; 0.5 ; 1 ; 1 
9,14 0 2,547 62 2,608 1 ; 0.5 ; 1 
2,9,14 0 2,604 62 2,665 1 ; 0.5 ; 1 ; 1 
5,9,14 0 2,752 62 2,814 1 ; 0.5 ; 1 ; 1 
2,5,9,14 0 2,809 62 2,871 1 ; 0.5 ; 1 ; 1 ; 1 
13,14 0 2,049 17 2,066 1 ; 1 ; 0.25 
2,13,14 0 2,104 17 2,122 1 ; 1 ; 0.25 ; 1 
5,13,14 0 2,250 17 2,267 1 ; 1 ; 0.25 ; 1 
2,5,13,14 0 2,305 17 2,323 1 ; 1 ; 0.25 ; 1 ; 1 
9,13,14 0 2,510 17 2,528 1 ; 1 ; 1 ; 0.25 
2,9,13,14 0 2,566 17 2,583 1 ; 1 ; 1 ; 0.25 ; 1 
5,9,13,14 0 2,711 17 2,729 1 ; 1 ; 1 ; 0.25 ; 1 
2,5,9,13,14 0 2,767 17 2,784 1 ; 1 ; 1 ; 0.25 ; 1 ; 1 
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Cycle = 3 days 
Buffer 
Locations 
RM 
Cost 
Buffer 
Inv 
Cost 
OT 
Cost 
Total 
Cost 
Smoothing Ratio 
for Segments 
None 0 1,593 17 1,610 1 
2 0 1,676 17 1,693 1 ; 1 
5 0 1,892 17 1,909 1 ; 1 
2,5 0 1,975 17 1,992 1 ; 1 ; 1 
9 0 2,281 17 2,298 1 ; 1 
2,9 0 2,364 17 2,381 1 ; 1 ; 1 
5,9 0 2,580 17 2,598 1 ; 1 ; 1 
2,5,9 0 2,663 17 2,680 1 ; 1 ; 1 ; 1 
13 0 1,658 2 1,659 1 ; 0.5 
2,13 0 1,740 2 1,742 1 ; 0.5 ; 1 
5,13 0 1,957 2 1,959 1 ; 0.5 ; 1 
2,5,13 0 2,040 2 2,042 1 ; 0.5 ; 1 ; 1 
9,13 0 2,346 2 2,348 1 ; 1 ; 0.5 
2,9,13 0 2,428 2 2,430 1 ; 1 ; 0.5 ; 1 
5,9,13 0 2,645 2 2,647 1 ; 1 ; 0.5 ; 1 
2,5,9,13 0 2,728 2 2,730 1 ; 1 ; 0.5 ; 1 ; 1 
14 0 2,978 17 2,996 1 ; 1 
2,14 0 3,061 17 3,079 1 ; 1 ; 1 
5,14 0 3,278 17 3,295 1 ; 1 ; 1 
2,5,14 0 3,361 17 3,378 1 ; 1 ; 1 ; 1 
9,14 0 3,666 17 3,684 1 ; 1 ; 1 
2,9,14 0 3,749 17 3,767 1 ; 1 ; 1 ; 1 
5,9,14 0 3,966 17 3,983 1 ; 1 ; 1 ; 1 
2,5,9,14 0 4,049 17 4,066 1 ; 1 ; 1 ; 1 ; 1 
13,14 0 3,043 2 3,045 1 ; 1 ; 0.5 
2,13,14 0 3,126 2 3,128 1 ; 1 ; 0.5 ; 1 
5,13,14 0 3,343 2 3,345 1 ; 1 ; 0.5 ; 1 
2,5,13,14 0 3,425 2 3,427 1 ; 1 ; 0.5 ; 1 ; 1 
9,13,14 0 3,731 2 3,733 1 ; 1 ; 1 ; 0.5 
2,9,13,14 0 3,814 2 3,816 1 ; 1 ; 1 ; 0.5 ; 1 
5,9,13,14 0 4,031 2 4,033 1 ; 1 ; 1 ; 0.5 ; 1 
2,5,9,13,14 0 4,114 2 4,115 1 ; 1 ; 1 ; 0.5 ; 1 ; 1 
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