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Abstract—Random number generators (RNGs) that are
crucial for cryptographic applications have been the subject
of adversarial attacks. These attacks exploit environmental
information to predict generated random numbers that are
supposed to be truly random and unpredictable. Though
quantum random number generators (QRNGs) are based
on intrinsic indeterministic nature of quantum properties,
the presence of classical noise in the measurement process
compromises the integrity of a QRNG. In this paper, we
develop a predictive machine learning analysis to investigate
the impact of deterministic classical noise in different stages of
an optical continuous variable QRNG. Our machine learning
(ML) model successfully detects inherent correlations when the
deterministic noise sources are prominent. After appropriate
filtering and randomness extraction processes are introduced,
our QRNG system, in turn, demonstrates its robustness against
ML. We further demonstrate the robustness of our machine
learning approach by applying it to uniformly distributed
random numbers from the QRNG and a congruential RNG.
Hence, our result shows that machine learning has potentials
in benchmarking the quality of RNG devices.
Index Terms—quantum random number generator, machine
learning, cryptoanalysis
I. INTRODUCTION
RANDOM number generators play an important role incryptographic applications where secure unpredictable
keys are necessary [1]. Though pseudo-random number
generators (PRNG) can provide uniformly distributed
numbers, there is still a risk for security breach because
they are based on deterministic algorithms and can exhibit
long-range correlation. For instance, weak cryptographic
keys due to the poor source of randomness have been a
known threat for years [2, 3]. In 2012, the biggest scan
of Transport Layer Security (TLS) and Secure Shell (SSH)
at the time unveiled surprisingly widespread vulnerable
keys [2]. In fact, the authors in [2] managed to acquired
private keys for 0.5% of HTTPS hosts. Although all major
impacted vendors were notified, another survey in 2016 on
public internet-wide TLS keys was still able to reveal over
313, 000 vulnerable keys out of extracted 81 million distinct
Rivest-Shamir-Adleman (RSA) keys [3]. As a result, the
N. D. Truong and O. Kavehei are with Nano-Neuro-inspired Research
Laboratory, School of Electrical and Information Engineering, the University
of Sydney, Sydney, NSW 2006, Australia.
J. Y. Haw, S. M. Assad, P. K. Lam are with Centre for Quantum
Computation and Communication Technology, Department of Quantum
Science, Research School of Physics and Engineering, the Australian National
University, Canberra, ACT 2601, Australia.
Correspondence: omid.kavehei@sydney.edu.au.
∗ N. D. Truong and J. Y. Haw are co-first authors.
National Institute of Standards and Technology (NIST) had
to promptly update its recommendation and validation system
for deterministic or pseudo-random number generators [4].
Meanwhile, since the late 90s, cryptanalytic attacks have
been discussed on their applicability to PRNGs [5]. In
one type of attacks, namely a state compromise extension
attack, a PRNG’s internal state at some point in time is
compromised and used to guess the subsequent outputs
[5]. On the other hand, machine learning (ML), which
utilizes a large size of training sample to recognize patterns
or features in a given dataset, has been an indispensable
tool in computer vision, speech recognition and natural
language processing [6]. Recently, an attack on a weak
PRNG, EPC Gen2, was successfully demonstrated in [7].
The authors collected pseudo-randomly generated numbers by
the linear-feedback shift registers (LFSRs) based EPC Gen2
through eavesdropping communication between an EPC Gen2
and a demo tag to reveal the feedback polynomial function of
the LFSRs. The next generated 32-bit number was predicted
with a success rate of 41.5%.
To resolve the issue of periodicity, quantum random
number generators (QRNG), which are based on intrinsic
indeterministic nature of quantum properties are proposed
and demonstrated [8–10]. This is the implication of
Born’s rule in quantum mechanics, where the measurement
outcome of a quantum state is inherently probabilistic [11].
However, QRNGs should not be assumed to be free
from adversarial attacks or fully trusted by default [9, 10].
These attacks could include monitoring or manipulation
of environmental factors, such as temperature, power
supply [12] or other types of side-channel attacks [13, 14].
Hence, the effect of an eavesdropper would need to
be appropriately considered by means of either device
characterization [15], or other measures based on physical
principles such as device-independent [16, 17] or semi-device
independent [13, 18] QRNG to combat against an adversary.
In this paper, we investigate to what extent the classical
entropy affects the randomness and unpredictability qualities
of a QRNG. In particular, we inspect the classical and
the quantum entropy sources in a vacuum fluctuation based
QRNG [19]. This is done by applying a machine learning
based predictive analysis to the hardware processing stages
for two scenarios: in the first scenario, we only measure
classical noise from the system and in the second scenario,
we analyze combined effect of the quantum entropy and
classical noise. The robustness of our predictive machine
learning analysis not only is demonstrated by outperforming
JUNE 2018 2
Quantum Entropy
Classical Entropy
M
Post-processing
Ext
Fig. 1: Block diagram of the QRNG. A laser source is used
to generate quantum entropy. During a measurement (denoted
by M), statistics of the quantum state is inevitably mixed with
the entropy of classical origin. By sacrificing partially random
bits, a post-processing randomness extractor stage (denoted by
Ext) transforms the distribution into a smaller output set with
almost uniform distribution.
the most probable probability in several instances, but also
by successfully predicting the output of a simplified popular
PRNG, congruential random number generator with different
level of complexity. Our objective is to learn from large raw
datasets and environmental data collected from the random
number generator and attempt to forecast the next output bit.
II. PROPOSED METHOD
In this study, we collected large sets of data at multiple
stages in both the hardware and software processing stages of
the QRNG. Inspired by the study in [20] where the authors
suggested the use of machine learning to analyze the previous
outputs to guess the next one generated by a PRNG, our aim is
to implement a machine learning (ML) tool for predictive data
analysis in the absence and presence of the quantum source.
Specifically, recurrent convolutional neural network (RCNN)
is used to learn potential patterns that may exist among long
sequences of generated numbers at different stages of the
QRNG. We train the RCNN with N data values to predict the
next number to be generated. The probability of a successful
output prediction is denoted by PML. This is compared against
the guessing probability of the data distribution, i.e., the
probability of the most likely outcome, Pg.
A. QRNG Block Diagram
The QRNG can be divided into two segments: entropy
source and post-processing procedures [9], as shown in Fig. 1.
The entropy source produces raw randomness, as a direct
result of stochastic physical processes at the source. The
raw randomness contains uncertainty of both quantum and
classical origin. The classical entropy includes noises from
classical devices such as peripheral measuring devices and
the analog-to-digital converter (ADC). In order to extract the
intrinsic randomness, the classical entropy, which may be
untrusted or biased, has to be removed from the main random
bit-stream.
The roles of the post-processing block in Fig. 1 are to extract
the quantum randomness out of the physical measurement
that combines both quantum and classical randomness and
to eliminate biases, hence transforming a non-uniform raw
randomness into a supposedly bias-free and unpredictable
randomness. The extraction rate depends on the amount of
truly unpredictable entropy at the source.
B. QRNG Setup
Our source of randomness is based on a continuous variable
(CV) quadrature measurement of the vacuum state [21, 22].
Due to the Heisenberg uncertainty principle, the amplitude
quadrature Xˆ of a vacuum stage is given by the projection
of the Wigner function [23], which follows a Gaussian
distribution with zero mean. This distribution can be obtained
by performing a homodyne detection, where the vacuum
fluctuation is amplified by a strong local oscillator over a
balanced beam splitter (Fig. 2). A homodyne detector can be
characterized by its detection bandwidth, the signal-to-noise
ratio or dark noise clearance. For our setup, the detection
bandwidth is 3 GHz with about 10 dB of dark noise clearance.
The output of the two detectors, illustrated as photodetectors
in Fig. 2, are subtracted to eliminate any common-mode noise.
In order to avoid technical noise sources at low frequencies,
the electronic output from the subtractor is bandpassed
(1–3 GHz) and mixed down at two frequencies: 1.375 GHz
and 1.625 GHz. The correlations between the sampling points
are minimized by passing them through low-pass filters (LPF)
with cutoff frequency at 125 MHz [24]. Finally, these two
channels are sampled by 16-bit ADC at 250 MSamples per
second and sent to field programmable gate array (FPGA) for
software processing to extract the quantum randomness out of
the measurement outcome.
To investigate the effect of electronic noise within the
QRNG setup, data is collected at several stages as indicated
in Fig. 2. These stages are,
• Stage (a)
(i) Photodetector 1 and (ii) Photodetector 2
• Stage (b)
(i) Difference and (ii) Sum of the photocurrents from
photodetectors 1 and 2
• Stage (c)
Difference of the photocurrents demodulated at (i)
1.375 GHz (ii) 1.625 GHz
• Stage (d)
Low pass filtered demodulated signal at (i) 1.375 GHz,
and (ii) 1.625 GHz
Our experiments are repeated according to two scenarios. First,
the classical noise source is probed by removing the quantum
source. This can simply be done by turning off local oscillator
for the homodyne detection. Second, the convolution of the
quantum and classical noise sources are sampled by turning
the local oscillator back on. The final post-processed output
of the QRNG is also collected for analysis.
C. Dataset
At each location, 10 million continuous data points are
captured in the form of 16-bit integer. The first 5 million data
points are used as training set. The remaining 5 million is
divided into 5 test-sets, each of which contains 1 million data
points. By having 5 different test-sets, we can evaluate the
consistency in the performance of our deep learning model.
Only 13 most significant bits (MSB) are considered in the
learning to reduce memory usage and computational time.
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Note that these datasets were collected with exactly the same
configuration under the two scenarios.
D. Data Preparation
We are interested in assessing the possibility of predicting
the next number generated by the QRNG at each stage
assuming we know a large set of previously generated
numbers. Therefore, the raw array of numbers is arranged
in such a way that N adjacent numbers are considered as
input and the next number is considered as the label (see
Fig. 3). Labels are used in our supervised training process to
identify our accuracy and other important performance metrics
of our deep learning model. In particular, input sample X1 is
chosen as the first N numbers, while the (N + 1)-th number
is assigned y1 as the label for X1. The next input sample X2
is a shifted version of X1 by S positions in the raw array. S
is used to control the overlap between samples. In this paper,
we use N = 100 and S = 3.
E. Deep Learning
In the recent years, convolutional neural network (CNN)
has shown its outstanding capability in recognizing patterns
and extracting features in images [6]. Meanwhile, recurrent
neural network (RNN), where outputs are dependent on
both current inputs and previous computations, is a powerful
model in processing sequence data, e.g., language translation.
Long-short term memory (LSTM), one of the most commonly
used RNN architectures, is shown to be capable of learning
long range temporal dependencies and be efficient in
addressing sequence to sequence problem [25]. Recurrent
convolutional neural network (RCNN), by its name, is a
combination of CNN and RNN. RCNNs can be implemented
by incorporating recurrent connections into convolutional
layers or by feeding features extracted by convolutional layers
into an RNN [26].
In a QRNG, the electrical noise is ultimately deterministic
due to its classical origin, which includes 50 Hz noise,
electronic circuits, electro-magnetic noises, temperature,
vibration, and other common-mode signals. Therefore, we
n-bit
ADC
Mixer VCO 1 VCO 2
Low Pass Filter (LPF)
Sum
Dierence
 Band Pass Filter
(c) (d)
LPF 2
LPF 1
(d)(i)
(d)(ii)
(c)(i)
(c)(ii)
(b)(ii)
(b)
Quantum Entropy
Classical Entropy
Laser
(a)(i)
(a)
(b)(i)
(a)(ii)
FP
G
A
Fig. 2: Data acquisition stages in the entropy blocks of the
QRNG. Stage (a): (i) detector 1 and (ii) detector 2; Stage (b):
(i) difference and (ii) sum of the photocurrents; Stage (c):
difference of the photocurrents demodulated at (i) 1.375 GHz
(ii)1.625 GHz; Stage (d): Low pass filtering of the signals
from (c).
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Fig. 3: Data preparation for each stage. Training set consists
of 5 million samples. Each test-set Tk has 1 million samples.
Raw data is a sequence of 13-bit integers collected at each
stage. N neighboring numbers are used as one input sample
and the next number is considered as the label.
utilize LSTM to learn these “context” using features extracted
by convolutional layers. We consider the sequence of
generated integers as a text where each integer plays as a word.
As illustrated in Fig. 4, N (100) 13-bit integers are firstly
encoded into one-hot vectors that has all zero elements except
a single one element used to distinguish different integer
numbers. These 100 one-hot vectors go to two convolutional
layers each of which is followed by a max-pooling of size
2. The first convolutional layer that has 64 filters each of
which has length of 5. The second convolutional layer has 128
filters with length of 3. Both convolutional layers use rectified
linear unit (ReLU) activation functions. Once all outputs of
the second convolutional layer are ready, which is guaranteed
by a buffer, they are sequentially fed to the LSTM layer
configured to have 128 output size. This operation can be
visualized by an unrolled representation of the LSTM layer
which is marked by (2i) in Fig. 4. Green blocks are LSTM
copies at different steps. Each green block takes a piece of
input and information from its previous block to generate
an output. We are interested in the output generated by the
last block as it has information of the whole sequence. The
LSTM output of size 128 is connected to two fully-connected
layers, i.e., each output of previous layer is connected to all
input of current layer, with sigmoid and softmax functions,
respectively, as activation functions. The two fully-connected
layers have output sizes of 64 and n, where n is the number
of possible 13-bit integer values in the dataset.
F. System evaluation
The performance of our machine learning based prediction
model is evaluated by comparing the success probability
of the prediction, PML, against the guessing probability of
the distribution observed on the QRNG output, Pg. The
successful prediction probability PML is defined as follows:
for a machine that used a training sequence of length K to
conduct the learning procedure, PML is the probability of
guessing the (N + 1)-th number correctly, conditioned on
knowing the previous N numbers. On the other hand, the
guessing probability Pg emerges naturally as the figure of
merit by defining randomness as the unpredictability of a given
distribution on a single use. This quantity tells us what is the
best chance we have in predicting the outcome of a random
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Fig. 4: Recurrent convolutional neural network (RCNN) model: Two convolutional layers, marked by (1), are followed by a
LSTM layer, marked by (2), and two fully-connected layers, marked by (3). As a single input into RCNN, N (100) 13-bit
integers are firstly encoded into one-hot vectors. These 100 one-hot vectors (blank squares) go to two convolutional layers each
of which is followed by a max-pooling of size 2. The first convolutional layer that has 64 filters of length 5, and the second one
has 128 filters with length of 3. Outputs of the second convolutional layer are fed to the LSTM layer with output size of 128.
An unrolled representation of the LSTM layer is marked by (2i) where all green blocks are LSTM copies at different steps.
Each green block takes a piece of input and information from its previous block to generate an output. Output of size 128
generated the last block (marked by (∗)) that has information of the whole input sequence is connected to 2 fully-connected
layers with output sizes of 64 and n, where n is the number of possible 13-bit integer values in the dataset.
variable X from a distribution PX(xi). In the unit of bits, this
quantity is linked to the min-entropy [27], which is defined
as:
Hmin(X) = − log2 [Pg]
= − log2
[
max
xi∈X
PX(xi)
]
. (1)
Operationally, this quantity tells us the peak of (almost)
uniform randomness that can be extracted out of the
distribution PX(xi). In a given dataset, Pg corresponds to
the max unit bin guessing of a set of integers, which is
the highest probability of a single integer in the distribution
of the set maxxi∈X PX(xi). For example, Fig. 5 displays a
typical distribution of integers from homodyne detection of
the vacuum state. With the knowledge of the distribution, the
best strategy for an eavesdropper would be to guess the value
of −26, giving a success rate of 1.37%. In our experiment,
the max unit bin guessing is learned from training sets and
compared to prediction accuracy of the machine learning
model. If there exists inherent patterns or predictability among
outputs at a certain stage of the QRNG in Fig. 2, the prediction
systems will give a better accuracy compared to the max unit
bin guessing.
III. RESULTS
The deep learning model was trained with 5 million 13-bit
numbers. During the training, 20% of the data were used
as validation to monitor whether the model starts to overfit
the training set. The maximum number of epochs was set
at 20 and the training would be stopped if validation error
ceases to improve after 4 consecutive epochs. Validation error
and corresponding trained weights are recorded during the
training. We chose the trained weights with the least validation
error as the final trained weights. The five 1-million number
datasets are used to evaluate the model. Fig. 6 demonstrates
the performance of the two models in comparison with a max
bin probability for each dataset.
For the first scenario, where only noises of classical origin
are considered, RCNN model shows its capability in learning
the correlation between the generated numbers. In 4 out of
8 stages, PML surpasses Pg in guessing the next random
bits by more than 2 standard deviations (see Fig. 6(a)). In
the second scenario, when both quantum and electrical noises
are considered, the deep learning model shows a considerable
decrease in its ability in predicting incoming random numbers.
With the presence of quantum noise, only 1 out of 8 stages
can be predicted better by the RCNN model (Fig. 6(b)).
Comparing Fig. 6(a) and 6(b), we noticed several features.
First, the absolute values of PML for Fig. 6(a) are 6–8 times
higher than those of Fig. 6(b). This is due to the fact that the
measurement signal is on average around 10 times stronger
than the electronic noise. While the trend of the histograms
are similar for Fig. 6(a) and (b), we note that the difference
and sum for Fig. 6(b) are quite different, in contrary to those
of Fig. 6(a). Since there is no signal present for the latter
case, the difference and sum of the two uncorrelated noise in
theory gives similar outcomes. For Fig. 6(b), the difference
and sum probe different quantities, as we shall explain in the
next section.
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Fig. 5: Probability distribution of the quadrature measurement
of the vacuum. Maximum PX(xi) of this set is 0.0137 when
xi = −26.
A. Classical entropy
In order to unravel the underlying reasons behind the
advantage offered by the machine learning algorithm, we plot
the probability distribution, the autocorrelation and the power
spectral density (PSD) of the dataset used for training for both
scenarios in Figs. 8-10.
Throughout the experiment, the sampling rate is
250 MSample/s, the Nyquist frequency is half of the sampling
rate, i.e., 125 MHz. Within this sampling bandwidth, due
to folding, frequencies outside of the bandwidth exist as
well. These aliases can compromise the unpredictability of
a sequence from the machine learning point of view, as we
shall demonstrate below.
We first look at the first scenario. In stage (a), without
the laser light, the signals detected are essentially electrical
noise coming from the detectors. Although one of the
detectors has persisting nonzero autocorrelation (Fig. 9(a)(ii)),
the samples from both detectors are normally distributed
(Fig. 8(a)) and have similar frequency response (Fig. 10(a)).
Since the autocorrelation values are close to that obtained
from a truly random sample, PML ≈ Pg. For stage (b), the
difference and the sum of the detectors in the homodyne setup
are recorded. Interestingly, for the difference of the signals,
inherent frequencies in the bandwidth interfered constructively
(Fig. 10(b)(i)), allowing the RCNN algorithm to capture the
pattern and predict the outcome better than Pg. When the
signals are demodulated at higher frequencies (> 1 GHz), the
aliases start to contaminate the data collected, as indicated by
high autocorrelation values (Fig. 9(c)) and prominent pickup
frequencies in the detection bandwidth (Fig. 10(c)). As one
would expect, these features give the deep learning model
an advantage in determining the next bits. For example, in
stage (c)(i), PML is more than six times higher than Pg. The
application of a low pass filter at the Nyquist frequency, which
functions as an anti-aliasing filter in the next stage, mitigates
this issue. As a result, both guessing probabilities Pg and PML
are comparable to each other.
B. Classical and quantum entropy
For the second scenario, the measured signal is the
convolution of the quantum and the electrical signals. As
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Fig. 6: Prediction performance of the deep learning model. (a)
PML surpasses Pg in 4 out of 8 stages (Diff, Demod 1, Demod
2 and LPF 1) in scenario 1 (classical) by more than 2 standard
deviations (not shown on the plots) and (b) only 1 out of 8
stages (Demod 1) in scenario two (quantum and classical).
such, the guessing probabilities is lower than the first scenario
Fig. 8. In stage (a), the photocurrent is proportional to the
number of photons detected. Since the average intensity of
the field is much larger than the fluctuation of the field, the
detected photocurrent of each detector in the homodyning can
be expressed as [28]
iˆ(ω) ∝ |α|
2
2
+
α√
2
δXˆ(ω) (2)
where |α|2 is the intensity of the local oscillator and δXˆ(ω)
is the amplitude quadrature of the laser field fluctuation at
frequency ω. In practice, this photocurrent signal contains
electrical noise, which is superposed into the measured
probability distribution. Even though there exist oscillations
in the autocorrelation, the autocorrelation values eventually
converge to that of a uniform distribution. In stage (b), the
sum and difference of the homodyne detection are recorded,
resulting in the photocurrents with variances given by:
∆2iSum(ω) ∝ |α|2〈(δXˆ(ω))2)〉, (3)
∆2iDiff(ω) ∝ |α|2〈(δXˆvac(ω))2)〉 (4)
As such, the sum and the difference of the photocurrents
measure the amplitude quadrature of the local oscillator
δXˆ(ω) and the vacuum field δXˆvac(ω), respectively. The latter
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is what we are interested in harnessing to generate random
numbers. We remark that the variance of these distributions are
quite different in the sidebands of 0−125 MHz (see Fig. 8(b)),
implying that the sum of the photocurrents is not shot-noise
limited within the given bandwidth. For both stages (a) and
(b), since the quantum signal is at least 10 dB stronger than the
electronic noise floor, and is of the same order of magnitude
with most of the technical frequencies (see Figs. 10(a) & (b)),
no pattern is picked up and PML is comparable to Pg.
For the combine quantum-classical signal scenario, similar
to the reason mentioned in scenario 1, the harmonics from
sources such as mobile and radio frequencies outside the
bandwidth are present, and are stronger than the quantum
signal, as shown in Fig. 9(c). The autocorrelation values
are periodic and finite throughout the sequence as well
(Fig. 10(c)). As a result, PML > Pg for stage (c)(i) and
PML ≈ Pg for stage (c)(ii). Finally, in stage (d), where LPF
is utilized, the autocorrelation is reduced drastically and most
spurious frequencies in the sampling bandwidth are eliminated
(see Figs. 9(d) & 10(d)). Finite autocorrelation over short
delays of the sequence is due to non-ideal filtering [24] and
harmonics from sampling. Consequently, Pg is always larger
than PML since there is not much context to be learned.
Meanwhile, it is also interesting to examine the effect of
additional experimental information on the performance of
the ML predictor. For example, we evaluate the correlation
between the data of demodulation stages, (c)(i) and (ii) of the
QRNG and find non-negligible correlation value of 0.01. The
standard deviation of truly random N = 5 × 106 samples
is given by 1/
√
N ≈ 4.5 × 10−4. Hence we can expect
an increase in PML with extra information from another
frequency band. On the other hand, for the stages after
LPFs, (d)(i) and (ii), the correlation between the data is
1.1 × 10−4, which is consistent with the correlation between
two independent random variables with 5 million samples. In
this case, this uncorrelated additional side information does
not help with PML.
C. Entropy source with uniform output
Lastly, we also tested the prediction methods upon the
entropy sources with a uniformly distributed output. First,
we analyze the final output of our CV-QRNG. Since the
raw samples from the homodyne detection is a non-uniform
distribution consisting of both the classical noise and the
quantum signal (see Sec. II-A), post-processing is necessary
for the output of the QRNG to be independent of the
entropy of classical origin. To this end, the measurement
outcome M is hashed based on the extractable randomness as
quantified by min-entropy conditioned upon side information
E, i.e., Hmin(M |E), the conditional version of Eq. 1.
This conditional min-entropy is optimized for a given
signal-to-noise ratio, which is given 10 log10(SD
2
M/SD
2
E) dB.
Here, SDM(E) is the standard deviation of the measured
(electronic) signal. In our implementation, the Advanced
Encryption Standard (AES) [29], a cryptographic hashing
algorithm, is used to obtain an almost perfectly uniform output
by extracting this secure randomness. Only half of the bits
corresponding to the conditional min-entropy is considered
secure to ensure the privacy of the random sequence. The full
description of the post-processing stage of the QRNG can be
found in [19].
For the evaluation of the deep learning model, we prepare
250 million of the hashed data in 8-bit format. We repeat the
same RCNN model as described in Sec. II-E. Specifically,
we used the first 125 million 8-bit numbers to train our
RCNN model; the remaining 125 million numbers were
used for testing. The guessing probability Pg of the testing
sample is equal to the expected probability of a uniform 8-bit
distribution, 1/28 ≈ 0.39%. We find that the chance for
RCNN to predict the next bit is the same as Pg, which is as
good as making a random guessing. This indicates successful
implementation of the QRNG in generating truly random
sequences.
We also verify RCNN model’s capability by using it in
an attempt to crack a pseudo-random number generator. We
choose congruential random number generator (CRNG) as the
target. Algorithm for generating numbers used in CRNG is
described as below [30],
Xn = (aXn−1 + c)(modM),
un =
Xn
M ,
where a,c, and M are integers. The output un is a random
number sequence in [0, 1). We collected 250 million 8-bit
numbers generated by CRNG with a = 1103515245, c =
12345 and M ∈ (224, 226, 228, 230). We apply the same
approach in splitting data for training and testing. Because
the choice of a, c and M satisfies three conditions: (1) M
and c are relatively prime, (2) a− 1 is divisible by all prime
factors ofM, and (3) a−1 is divisible by 4 ifM is divisible
by 4, M is equal to the period of the sequence generated by
the CRNG [30]. We are interested in how different periods
have an impact on the ML. The RCNN model achieves
3.13 ± 0.03%, 1.97 ± 0.01%, 0.55 ± 0.01%, 0.39 ± 0.01%
accuracy in predicting next generated 8-bit number given 10
previous numbers when M is 224, 226, 228, 230, respectively
(Fig. 7). Given the same length of training random number
sequence, PML decreases when M increases, i.e., the period
increases. Note that with M = 228 which is two times larger
than the training size, ML can still have PML better than Pg
by more than 15 standard deviations. With larger M, i.e.,
M = 230 or higher, PML ≈ Pg.
To elucidate the performance of RCNN technique further,
we run the NIST statistical test suite (STS) [1] upon the test
sets from both the QRNG and CRNGs. This STS consists
of 15 empirical tests of randomness aimed at the testing
of both hardware or software based RNG. The result of
each test is a p-value that represents the probability that the
chosen test statistics will assume values that are equal to or
worse than the observed test statistics. The result is shown in
Table I. While both approaches aim at detecting deviations
from randomness, they are operationally different. For the
statistical test, the uniformity of a sequence is examined
through various algorithms. Our ML, on the other hand, targets
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Fig. 7: Prediction performance of the deep learning model over
the uniformly distributed output from QRNG and CRNGs. ML
gains advantage over random guessing when the period of the
CRNG is less than or comparable to the training data size.
at the unpredictability aspect of an RNG by learning the
previously generated sequence to guess the next output bit. The
output from the QRNG passes the NIST test successfully, in
agreement with the fact that ML found no pattern in the data.
For the CRNGs, the number of passes tests increases with the
period M. When the period is long enough compared to the
size of the test set, i.e. forM = 228 and 230, the CRNG passes
the NIST STS successfully. Comparing with the result from
Fig. 7, we note that forM = 228, even though the NIST test is
positive, ML gives better prediction than a random guessing.
IV. DISCUSSION AND CONCLUSION
To summarize, we have applied the machine learning
algorithm to examine potential patterns in the raw entropies
from a QRNG setup. In particular, we analyze the data
from different stages of the continuous variable QRNG in
[19]. While the classical noise themselves have large entropy,
they are more prone to interference from the deterministic
source as shown by our deep learning results. For the entropy
source consisting of quantum and classical noise, although the
quantum effect is the dominant entropy source, due care must
be taken to ensure that the effect of the hidden correlations
such as memory effects and biases are minimized [9]. To
further bound the effect of the random classical noise, which
ultimately could be deterministic, quantification of entropy
independent of the classical noise or the presence of the
eavesdropper should be used [19, 31].
By applying the machine learning technique upon the
final output data, we verified that upon proper entropy
quantification and post-processing, the randomness of the
uniform output is guaranteed. This is contrasted with a uniform
output from a pseudo RNG based on linear congruential
generator. A comparison between our ML approach and
traditional statistical test is in order. Although the ML can
be computationally more demanding compared to randomness
statistical test such as NIST and Dieharder battery test, we
believe the relevance of ML is twofold: Firstly, since our
ML is based on neural network, it could potentially reveal
aspects overlooked by the mathematical algorithm. As shown
in Sec. III-C, our ML can predict better than random guessing
even when the sequence in examination passed all the NIST
test. Secondly, the scope of a statistical test usually is limited
to evaluating the randomness of a uniform distribution. In
our work, we show that the combination with the guessing
probability, Pg allows one to examine the unpredictability
of non-uniform distribution as well. By comparing with the
guessing probability Pg, our scheme is able to indicate
potential hidden correlation in both uniform and non-uniform
distribution.
Future applications of our method bridge the gap between
the theoretical and experimental description of the device. For
example, we can examine the ML with different experimental
parameters, such as digitization level, SNR ratio, ADC range
and sampling speed. By studying the extent of the influences
of the deterministic classical noise under these different
settings, one can identify an optimal operating regime for
the QRNG without compromising the desired figure of merit.
For post-processing in RNG, ML prediction technique can
be utilized to study the effectiveness of simple algorithm
in unbiasing, such as Von Neumann extractor and XOR
operation. One could potentially analyze the robustness of a
randomness extractor over different input parameters with ML.
For example, for a Toeplitz hashing algorithm, it is interesting
to find out how different parameters such as the input length
and the security parameter change the predictive power of ML.
Since our scheme is RNG-agnostic, it can serve as a versatile
tool in evaluating the unpredictability of any hardware random
number generator.
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Fig. 8: Distribution of datasets in scenario 1 (blue), where only electrical noise is present and scenario 2 (pink), where both
the electrical and quantum noise are present. SDM(E) is the standard deviation of the measured (electronic) signal.
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Fig. 10: Power Spectrum of datasets in scenario 1 (blue), where only electrical noise is present and scenario 2 (pink), where
both electrical and quantum noise are present.
