ABSTRACT
INTRODUCTION
In a queueing system with finite buffers, some proportion of customers arriving at any queue is lost due to buffer overflows. While this number will be small in a properly dimensioned system, it is of interest because there is often a large cost associated with such a loss. However, the very rarity of the event of losing a customer makes direct simulation very costly in terms of computer time, if not impossible. For some simple systems, such as the M/M/1 queue, it is possible to analytically calculate the mean time between overflows, and sirhulation is unnecessary y. However, for more complex systems, it is not generally possible to calculate the recurrence times of buffer overflows.
In broadband ISDN, all services, whether voice, video or data, will be transferred on a packet network. The data will be broken up into cells, each In such a network, it is not possible to completely prevent cell loss. Because of constraints imposed by the different service types, it is expected that the cell loss probability will be of the order of 10-9. In a real network, these losses might be expected to occur on timescales of the order of minutes or hours. However, in estimating the loss rate by simulation on a digital computer, it is possible that years of CPU time may be required, even on a fast computer, such as a Sun SPARCstation (see e.g. Frater (1990) (1989) and Frater et al (1991) . The emphasis in these works is M/M/1 queues and Jackson networks, and it is shown how one can find an asymptotically optimal simulation system for simulating buffer overflows in these systems.
As described above, these assumptions are unsatisfactory in many practical applications, such as broadband ISDN. In such systems, it is more usual to have systems whose service time is both deterministic and constant. Some progress towards developing efficient techniques for queues with deterministic servers were reported in Frater et al (1990) . In this paper, the application of large deviations theory and importance sampling to the simulation of buffer overflows in M/D/l queues was described.
However, the arrival traffic generated by the var- 
We will assume that there is an appropriate boundary condition that prevents z(. ) from becoming negative.
We will use the term cycle to denote each piece of trajectory starting with the queue empty and ending with the first time that either the buffer is empty again or overflows. Let r be the time for an overflow to occur, starting with the buffer empty, and a be the probability y that a cycle ends in an overflowl. Then we have:
where Jk is the length of cycle k. (We note that this assumes that the cycles are independent, as is common. )
The expected length of a cycle E[Jk] is of moderate size. Hence, this quantity is estimated easily via direct simulation. However, the probability that a cycle ends in an overflow a will be very small when overflows are rare. In this paper, we will describe an with efficient method for estimating a by simulation using import ante sampling.
IMPORTANCE SAMPLING
The idea in importance sampling is as follows. Suppose that we are interested in certain (rare) events in a system S that we can simulate on a digital computer. Instead of simulating S, we simulate a second system~, which has the property that the events in S and~correspond in some way. In particular, to the rare events A in S correspond events X in~(which may be the same as the events A). The correspondence is such that 
Alternatively, consider a probability measure~as-sociated with a system~, with P absolutely continuous with respect to~, such that the same event spaces apply for S and~. Using~we can obtain a second estimate (8) where L =~and the Zi are the i .i.d. out comes of n experiments using~. The variance of ti is different to (7), and is obtainable as
We want this to be as accurate as possible. So we want to adjust all the probabilities in S to new ones in~so that (lo) is minimized. This corresponds to minimizing the time necessary for simulation.
In fact, the systemt hat we will find will be asymptotically optimal in the limit as the buffer size tends to infinity.
Given a system 3 minimizing (U*)2, we can use (5) to find the value of a for the original system S from (much faster) simulation performed on S.
5
FAST SIMULATION SYSTEM FOR AU-TOREGRESSIVE PROCESS Let z(k) be the state of a Markov chain formed by sampling the system S, which is now assumed to be a queue with a virtual service rate that is deterministic and constant. We assume that the state-transition equation for x(.) can be written in the form
with J(O) = z(O) = O, 0 < a < 1. w(. ) is a white noise process. A is a constant that determines the equilibrium point of the arrival rate A(.). We assume that there is an appropriate boundary condition that prevents both A(. ) and x(. ) from becoming negative. We also assume that~is large enough that the Markov chain is asymptotically stable in the sense that, on average, its state will tend towards zero. In solving the optimization problem, we will ignore the boundary conditions that prevent the state from becoming negative.
Let F(.) be the jump distribution of the random process w(.) associated with the system S we wish to simulate. Its Cramer transform h(y) is given by:
We define a new deterministic
k=O where y(k) is the value of y at time k. We wish to minimize V(., .) with respect to T and the y(k), subject to the constraints For simplicity, we will assume that w(.) has a gaussian distribution, with unit variance. We will also assume that N is large, and hence that T is also large.
Then (16) can be rewritten:
k=o This optimization problem would be a garden variety discrete time linear optimal control problem it 1. the system (x(.), A(.)) defined by (15) were controllable; and 2.p=o.
Given that neither of these conditions holds, and that the standard solution for the optimal control problem is therefore not available, we will use the method of lagrange multipliers to solve this optimal control problem.
We define the lagrangian:
k=o k=O Let y*(.) indicate the optimal value of y(.). Then it can be shown that
Letting T + 00, we have
Let~*(.) be the arrival process in the optimal simulat ion system, and z*(. ) the number of customers resident in the queue. Then: 
