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We calculate the transmission coefficient for electrons passing through the helically shaped po-
tential barrier which can be, for example, produced by DNA molecules.
PACS numbers: 72.25.-b, 73.22.-f, 73.63.-b, 87.85.J-
Introduction. In recent years, it was discovered that
electron transmission through ordered thin films of chi-
ral molecules is highly spin selective1–5. This effect
was termed as chiral-induced spin selectivity (CISS)
effect4 (for details see review6 and Refs. therein).
In experiments2,4, the transmission of photoelectrons
through self-assembled monolayers (SAMs) of double-
stranded DNA (dsDNA) on gold has been studied. The
spin polarization (SP) of electrons ejected from Au sub-
strate and transmitted through SAM of dsDNA was mea-
sured and the strong SP, which is defined as4 P =
(I↑ − I↓)/(I↑ + I↓) was observed. Here I↑ and I↓ are
the intensities of the signals corresponding to the SP ori-
ented parallel and antiparallel to the electrons’ velocity,
respectively.
Recently, different models have been proposed7–10 to
explain experimental results. A scattering theory in the
first Born approximation has been applied to obtain the
SP in the differential cross section of electrons moving
through chiral molecules with energies above the vacuum
level8. The model of point charges placed along a heli-
cal line is considered in a tight binding approximation
for electronic structure of the helix and the transmis-
sion of distinct electron spin state is computed by the
Landauer formulation9. The SP conductance through a
metal-DNA-metal structure is calculated in a tight bind-
ing picture10. Although all these studies differ in details,
they possess similar physical basis. Each of them is based
on accounting of the spin-orbit interaction (SOI) of an
electron that is moving through a helical potential. In
other words, describing different aspects of the problem,
approaches are based on the Schro¨dinger equation11
[
−
h¯2
2m
△+ V − i
h¯2
4m2c2
(σ ×∇V ) ·∇
]
Ψ = EΨ, (1)
which describes electron states in a potential V ≡ V (r).
Here Ψ(r) is an electron spinor wavefunction, m is the
electron mass, and the last term in the brackets describes
the SOI: HSO = α (σ ×∇V ) · p where σ is a vector
whose components are the Pauli matrices σj (j = x, y, z),
α = h¯/(2mc)2 and p = −ih¯∇ is a momentum operator.
In experiments2,4, the photoelectrons have an energy
above vacuum level as they transmit through the SAM of
dsDNA molecules and then to the detector. These exper-
imental results are our main motivation to consider the
problem of an electron transmission through the plane-
parallel region with the potential V (r) caused by ordered
dsDNA molecules in a monolayer. Although our sdudy
has common physics with above papers8–10, it differs by
the general statement of the problem, and gives comple-
mentary features to the SOI role for the CISS. In partic-
ular, we calculate analytically continuous energy eigen-
functions of Eq.(1) to obtain the transmission coefficient
for electrons passing through the chiral potential barrier.
Potential with chiral symmetry. In the space, we can,
by convention, separate a cylindrical volume with one ds-
DNA molecule and with an axis which coincides with a
molecule’s symmetry axis. There the electrostatic field
arisen from the charge distribution in a molecule, and
hence the potential Vmol(r) for external electrons, has the
very same symmetry as a molecule. The main character-
istic of helix-shaped molecules, in general, and dsDNA, in
particular, is its helical symmetry which is a requirement
for CISS to occure6. Below in Eq.(1) instead of Vmol(r),
we will use the potential V (r) which is the averaged value
of Vmol(r) over atomic structure of a cell with one re-
peating unit composing a macromolecule. This averaged
potential is invariant under continuous helical transla-
tion defined as the translation along z by the distance
bτ with simultaneous rotation around the z axis by an-
gle 2piτ with b being the pitch of helix-shaped molecule
and τ continuous dimensionless parameter. Under such
translation a point with coordinate (x, y, z) moves along
the helical curve represented in a parametrized form
r(τ) = ρ cos (ϕ± 2piτ) ex+ρ sin (ϕ± 2piτ) ey+(z + bτ) ez,
(2)
where ρ =
√
x2 + y2, ϕ = arctan(y/x), and the sign “+”
corresponds to a right- and “−” to a left-handed helix.
The averaged potential V (r) is invariant under con-
tinuous helical translation and hence the curves (2)
are the equipotential lines. Therefore the equality
V (x(τ), y(τ), z(τ)) − V (x, y, z) = 0 takes place for ar-
bitrary value of the parameter τ . For infinitesimal he-
lical displacements this equality leads to the differential
relation which in coordinates (ρ, ϕ, z) can be written as
±
∂V
∂ϕ
+
b
2pi
∂V
∂z
= 0.
From this relation one can find that the helical potential
is characterized by the following dependance on cylindri-
cal coordinates
V (ρ, ϕ, z) = V (ρ, ϕ∓
2pi
b
z) (3)
2with −/+ for right-/left-handed helical symmetry. Below
we will consider helicies with the right-handed symmetry
corresponding to B-DNA molecules.
Each curve is characterized by a Frenet frame – a mov-
ing reference frame of three orthonormal vectors ej which
describes a curve locally at each point. For the helical
curve (2), the Frenet frame is
et = −
2piρ sinϕ
a(ρ)
ex +
2piρ cosϕ
a(ρ)
ey +
b
a(ρ)
ez,
eb =
b sinϕ
a(ρ)
ex −
b cosϕ
a(ρ)
ey +
2piρ
a(ρ)
ez, (4)
eρ = cosϕex + sinϕey.
where a(ρ) =
√
b2 + (2piρ)2 is the arc length of one turn
of the helix of pitch b and radius ρ. The orthonormal vec-
tors et, eρ, and eb determine, respectively, the tangent,
normal, and binormal directions for the equipotential he-
lical curve at the point (x, y, z).
Calculation ∇V with taking into account (3) and (4)
gives ∇V = Vρeρ + Vbeb, or
∇V = |∇V |eV with eV = cos θeρ + sin θeb, (5)
where Vρ = ∂V/∂ρ, Vb = − (a(ρ)/bρ) (∂V/∂ϕ), |∇V | =√
V 2ρ + V
2
b , and eV is a unit vector with tan θ = Vb/Vρ.
Note that in cylindrical coordinates a parametrized
form for right-handed helical lines (2) is
ρ(τ) = ρ, ϕ(τ) = φ+ 2piτ, z(τ) = bτ. (6)
Here we put z(0) = 0. Hence the values ρ and ϕ indi-
cate the helix which penetrates the plane z = 0 at these
coordinates.
The electron wave function in a helical potential. To
find a solution of Eq.(1) let us use the semiclassical, or
WKB, approximation11, i.e. look for a solution
Ψ(r) = e
i
h¯
SΦ, (7)
where S ≡ S(r) is phase function (action) and Φ ≡ Φ(r)
is spinor function (probability density amplitude). Sub-
stitution (7) into (1) results in the set of equations com-
pletely equivalent to the Eq.(1):
[
1
2m
(∇S)
2
− (E − V ) +
h¯
4m2c2
(σ ×∇V ) ·∇S
]
Φ =
h¯2
2m
△Φ,
(△S)Φ + 2∇S ·∇Φ+
h¯
2mc2
(σ ×∇V ) ·∇Φ = 0. (8)
In semiclassics the term with h¯2 in right-hand part of
the first equation is neglected and there it is an equation
describing the phase fronts of an electron wave. On the
analogy with geometrical optics, an electron ray is a line
or curve that is ortogonal to wave fronts S(r) = const
and a ∇S is proportional to the wavenumber along this
line. For the given potential V (r) and the fixed energy
E electron trajectories are equipotential helical lines. We
ascribe to these lines the direction assuming that the pos-
itive direction at each point corresponds to such a direc-
tion of z. If a radius-vector r(l) of a point which is placed
on the line (2) is considered as a function of arc length l of
the ray (natural or arc-length parametrization at which
τ = l/a(ρ) in (2) and (6)) then for S at this point one
can write down
∇S = h¯k
dr(l)
dl
= h¯ket. (9)
Taking into eccount (5) and (9) in the first equation of
(8) and neglecting the right-hand part we obtain
[
h¯2k2
2m
+ V − E −
h¯2qSOk
m
(et × eV ) · σ
]
Φ = 0, (10)
where wavenumber
qSO =
|∇V |
4mc2
(11)
characterizes in fact a strength of SOI induced by chiral
potential.
Eq.(10) has a solution if Φ is proportional to the eigen-
spinor of the matrix (et × eV ) · σ only. Taking into ac-
count (4) and (5) one obtains
(et × eV ) · σ =
(
− cosγ e−i(ϕ+φ) sin γ
ei(ϕ+φ) sin γ cos γ
)
, (12)
where
cos γ =
2piρ
a(ρ)
cos θ, tanφ =
b
a(ρ)
cot θ. (13)
Hence Φ = Aχσ, where normalization multiplyer A
as a function has the same symmetry as the potential V ,
and χσ = (u1 u2)
T is the solution of equation (et × eV )·
σχσ = σχσ with σ being the eigenvalue. The matrix (12)
has eigenvalues σ = ±1 for two orthonormal spinors
χ+ =
(
e−i
ϕ+φ
2 sin γ2
ei
ϕ+φ
2 cos γ2
)
, χ− =
(
−e−i
ϕ+φ
2 cos γ2
ei
ϕ+φ
2 sin γ2
)
. (14)
3Therefore, the SOI defines the spin quantization axis,
and explicit form of Eq.(10) becomes depending on the
electron spin projection:
h¯2k2
2m
− σ
h¯2qSOk
m
+ V − E = 0. (15)
This equation gives either the energy dependence upon
the wavenumber k along the ray
E± (k) =
h¯2(k ∓ qSO)
2
2m
−
h¯2q2SO
2m
+ V , (16)
or the wavenumber at the given energy
kσ = ±
√
2m
h¯2
(E − V ) + q2SO + σqSO = q + σqSO. (17)
In Eq.(17) we have introduced the running wave number
q = ±
√
2m
h¯2
(E − V ) + q2SO, (18)
which determines the velocity of an electron propagation
along helical ray with given energy. Indeed, for velocity
we have v = (1/h¯)(dE±/dkl) = h¯(kl ∓ qSO/m = h¯q/m).
Signs “±” in (18) correspond to motion in positive and
negative directions, respectively.
Thus, according to the definitions (9) and (17) there
are two solutions for phase function Sσ. Bearing in mind
the directional derivative of S along the helical trajectory
pointed by the vector et one can see that dS/dl = ∇S ·
et = h¯k. Because kσ are constant along a trajectory,
solutions for Sσ have the form
Sσ = h¯kσl + F = h¯ (q + σqSO) l + F (19)
where the integration constant F has the same symmetry
as the potential and can be included into A.
So, the desired functions in the helical potential are
Ψq,σ = Aσe
i(q+σqSO)lχσ (20)
where spinors χσ are determined in (14). These eigen-
functions describe a curvelinear propagation of electrons
along helical rays with definite vectors of the SP: Pσ =
〈χσ|σ|χσ〉, P− = −P+.
Therefore the SOI acting on the moving electron in the
helical potential breaks the spin degeneracy. Such a SOI
resulting from the lack of inversion symmetry is usually
referred to as the Rashba SOI12. Due to the last the
spin degenerate one-dimensional (along the electron ray)
band E(k) = h¯2k2/2m splits in the momentum space by
2qSO into subbands (16). This is general consequence of
a Rashba-like SOI for a quasi-one-dimensional propaga-
tion of electrons along curved lines. The Eq.(16) can be
considered as the result of the nearly free electrons ap-
proximation. The same conclusion can be obtained also
in the tight binding approximation13.
In general, the eigenstate of an electron, which propa-
gats in some direction with the energy E, is described by
a superposition of the functions (20). This superposition
can be written down as Ψq(l) = A exp(iql)χ(l) where the
spinor χ(l) =
∑
σ aσ exp(iσqSOl)χσ = (u↑(l) u↓(l))
T
describes the spin orientation, where
∑
σ |aσ|
2 = 1.
So, z-component of the SP vector |u↑(l)|
2 − |u↓(l)|
2 is
oscillating function of the variable l with the wavenumber
2qSO. These oscillations with necessity lead to the CISS
effect. To demonstrate this, the electron transmission
through the chiral barrier is considered below.
The transmission coefficient (TC). Let the barrier
which is due to a SAM of dsDNA, is located between
z = 0 and z = d. It divides the space in three parts: left
L (z < 0), central C (0 < z < d), and right R (z > d)
ones. In the parts L and R the potential is constant and
can be put zero, meaning that the electron is (quasi)free.
In these regions, the phase equals S = h¯k · r with arbi-
trary coordinate independent spinor. In the part C, the
solution of Eq.(1) is given by the expression (20). To ob-
tain the TC, consider the certain situation: an electron
normally incident upon the barrier from the left side L.
In this case the solution of the Schro¨dinger Eq.(1) can be
written as
ΨL = Aince
ik0zχinc +Aref e
−ik0zχref , z < 0,
ΨC =
∑
ν,σ
Aσ,νe
iSσ,ν/h¯χσ, 0 < z < d, (21)
ΨR = Atre
ik0zχtr , z > d.
Here Ainc , Aref and Atr are amplitudes of incident, re-
flected and transmitted electron waves, correspondingly,
and the wavenumber kE is related to the energy via
kE =
√
2mE/h¯2, Sσ,ν = h¯kσ,ν l with kσ,ν = νq + σqSO
where ν = ±1 denotes the direction of the velocity and
q =
√
2m(E − V )/h¯2 (see Eq.(18)).
The solution in the central part depends on the form
of the potential V (r). The electrostatic field in the SAM
must arise from all electrons and nuclei that comprise the
dsDNA molecule and its neighbours. The calculation cor-
responding potentials is a complicated problem and here
we use only general properties of the potential (its heli-
cal symmetry) with some assumption. The double helix
structure of DNA molecule contains two grooves – major
and minor; the major groove being wider then minor one.
Many proteins which bind to DNA do so through wide
groove. Therefore, it can be supposed that the poten-
tial minimum value corresponds to the helical trajectory
r0(τ) (6) with ρ = R and ϕ = ϕ0 which passes through
the major groove. In what follows, we assume that in-
equality E−V > 0 takes place for trajectories which are
close to the r0(τ) only. For other rays E − V < 0, the
quantity q becomes imeginary and the wavefunction is
exponentially decaing within such trajectories. In other
words, suppose that an electron passes through the SAM
along the major grooves of DNA molecules as a quasifree
particle.
In the functions (21), the coefficients A and the com-
ponents of spinors χref and χtr have to be found from the
4boundary conditions at z = 0, z = d. The wavefunction
and its derivatives have to be continuous, so
ΨL(z = 0) = ΨC(l = 0), ∇ΨL(z = 0) =∇ΨC(l = 0),
ΨC(l = L) = ΨR(z = d), ∇ΨC(l = L) =∇ΨR(z = d),
where L = (a(R)/b)d. These conditions give equa-
tions for the coefficients. Let Ainc = 1, χinc =(
e−iβ/2 cos(δ/2) eiβ/2 sin(δ/2)
)T
with δ = pi/2−ϑ, and
u↑ and u↓ are the components of χtr . Then one can
eliminate the coefficients Aσ,ν and Aref from the equa-
tions and solve for unknown components. In this case
|Ψtr |
2 = |Atr |
2
(
|u↑|
2 + |u↓|
2
)
= |Atr |
2 ≡ T gives the
final TC value
T =
1
|D|2
≃
4k2Eq
2
4k2Eq
2 + (k2E − q
2)2 sin2 qL
(22)
with D = cos qL − i
[(
k2E + q
2 − q2SO/2kEq
)]
sin qL and
|u↑|
2 = cos2
δ
2
+ ∆u, |u↓|
2 = sin2
δ
2
−∆u (23)
where the shift
∆u =
1
2
cosϑ sin γ sin (ϕ0 + φ− β) sin 2qSOL − (24)
−
[
sinϑ sin2 γ +
1
2
cosϑ sin 2γ cos (ϕ0 + φ− β)
]
sin2 qSOL.
Therefore, at q2SO ≪ k
2
0 the expression (22) coinsides with
the well known formula for a TC of a quantum particle
over a potential barrier. The SP factor
P =
T↑ − T↓
T
= |u↑|
2 − |u↓|
2 = sinϑ+ 2∆u(L) (25)
of transmitting electrons is energy independent and as a
function of L oscillates with the period pi/qSO.
Conclusion. Above we calculated TC for the model sit-
uation and obtained the formulas which should describe
the experiments2,4. It is interesting to compare them
with developed theory in which the parameter (11) is
crucial. Its exact value for DNA molecules is unknown,
but reasonable estimation can be done if to use the Ref.9
and put qSO = (m/h¯
2)α, where α = (1.87 ÷ 2.35) meV
nm9,14. Therefore the value α ≈ 2 meV nm should corre-
spond to the moderate SOI. Using now for (25) the width
d = ∆zN with N being the number of base pairs in ds-
DNA and ∆z = 3.4 A˚ one comes to the values qSO∆z =
9 · 10−3. It is seen that at relevant values of the param-
eters the product qSOL ≪ 1, what gives for (25) linear
dependence on “optic” length: P ≈ P0 + P1N , which is
evidently observed4. Because P0 = sinϑ, P1 ∼ qSO∆z,
and its sign is mainly defined by the sign of the derivative
∂V/∂ρ. And it is easy to estimate that, e.g., at ϑ = 0
and N = 50 one has that P ≤ 0.45 what is also con-
firmed by experiment. Thus, theoretical results are in a
good qualitative and quantitative agreement with avali-
able experimental data4.
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