ABSTRACT As is well known, the prototype coprime arrays consist of two collinear subarrays, whose physical sensor number is coprime to each other. Moreover, their larger inter-element separations and physical array apertures make them have less mutual coupling than uniform linear arrays. Even so, there is still mutual coupling existing in them, which has an adverse effect on the direction of arrival estimation. To reduce the effects of mutual coupling, several improved coprime configurations based on the concept of difference and sum coarray are proposed in this paper, which can be obtained through three operations. The first one is to shift the prototype coprime array to obtain the translational coprime arrays, which can help to reduce the redundancy between the difference coarray and sum coarray. Second, flip one of the subarrays in the translational coprime arrays with zero points as the symmetric center to get the flipped coprime arrays, which can expand the physical array aperture and inter-element separations further. Finally, move one of the symmetrically placed sensors in the flipped coprime arrays to zero points. Then, the proposed arrays are derived. They have almost the same consecutive degrees of freedom (DOFs) as the prototype coprime array but dramatically reduced mutual coupling due to their larger physical array apertures and inter-element separations, where the virtual arrays are constructed by their respective difference and sum coarray. In the end, the numerical simulation results confirm the superiority of proposed arrays.
I. INTRODUCTION
Direction of arrival (DOA) estimation has been playing a critical role in signal processing field, and it has aroused great interest of researchers due to its wide applications in radar, sonar, and wireless communications [1] - [3] . Multiple signal classification (MUSIC) [4] and estimation of signal parameters via rotational invariance technique (ESPRIT) [5] are two commonly used subspace-based DOA estimation algorithms, which can detect at most M − 1 sources when applied in uniform linear arrays (ULAs) with M sensors [6] . Moreover, to avoid spatial aliasing, the inter-element spacing between adjacent sensors in ULAs is restricted to be less
The associate editor coordinating the review of this manuscript and approving it for publication was Guolong Cui.
than or equal to half-wavelength of incident signals, which makes their physical array aperture limited by the number of physical sensors. As is well known, the size of physical array aperture has a significant effect on DOA estimation performance. Therefore, enlarging it is usually an effective way to improve the DOA estimation accuracy. For ULAs, the expansion of physical array aperture is equivalent to the increase of physical sensor number. However, a large number of sensors will increase the hardware cost and the difficulty of array calibration in practical applications.
To overcome the difficulties above, sparse arrays, such as minimum redundancy arrays (MRAs) [7] , [8] , and minimum hole arrays (MHAs) [9] , have been proposed. By vectorizing the covariance matrices of received data from them, a large number of virtual array degrees of freedom (DOFs) can be obtained. For this reason, sparse arrays can detect more sources than sensors. In addition, their inter-element separations between adjacent sensors can exceed the half-wavelength of incident signals, which make them own larger physical array aperture and less mutual coupling than ULAs with the same number of sensors. Nevertheless, some limitations for them still exist. For example, MRAs and MHAs have no closed-form expressions for their physical array geometries. Therefore, they are not suitable for the case where the total physical sensor number is huge. To address this shortcoming, nested arrays (NAs) [10] , [11] , coprime arrays (CAs) [12] , [13] , and their modifications [14] - [16] were presented subsequently. The physical sensor positions of these arrays can be easily determined since the closed-form expressions for their array geometries exist explicitly. Unfortunately, there are still some other drawbacks for them. For NAs, small inter-element spacing in the dense subarray will cause severe mutual coupling, which is not conducive to the parameter estimation. Accordingly, to reduce the effects of mutual coupling, some improved NAs have been proposed recently. For example, super NAs [17] - [19] and augmented NAs [20] were acquired by redistributing the sensors in the dense subarray, which have reduced mutual coupling due to the increased inter-element spacing. Besides, generalized NA [21] was generated by introducing two coprime factors into the subarrays of prototype NA, which has the same number of DOFs as (super) NA but less mutual coupling than (super) NA. As for CAs, they suffer from the problem that holes exist in their difference coarrays (DCAs), which greatly restricts the maximum number of resolvable signals. Therefore, to increase the total DOFs and consecutive ones, plenty of modified CAs have been put forward, such as generalized CAs [22] and thinned CAs [23] , where only the DCAs are used to construct the virtual arrays. In recent years, the concept about difference and sum coarray (DSCA) [24] , [25] has attracted much attention from researchers. By utilizing the temporal and spatial information of received data, vectorized conjugate augmented MUSIC (VCAM) algorithm was proposed in [24] , with which the prototype coprime array (PCA) can obtain many more consecutive DOFs since its sum coarray (SCA) can fill all the holes in DCA.
As described above, researchers have made lots of efforts to increase the consecutive DOFs of CAs, but the mutual coupling in them has not received enough attention. Nevertheless, the mutual coupling in CAs cannot be ignored since it will cause the degradation of DOA estimation performance. Fortunately, some methods [26] , [27] have been proposed to reduce the mutual coupling of CAs by constructing proper mutual coupling models first and then solving the mutual coupling matrix. However, such methods always have high computational complexity and easily cause model mismatch due to the estimation error of mutual coupling matrix.
To overcome the challenges above, we propose several improved coprime configurations based on the concept of DSCA, which have reduced mutual coupling due to the dramatically reduced sensor pairs with small separations. In this paper, we name them as diff-sum improved coprime arrays (DSICAs), which can be obtained through three operations: 1) shift the PCA along the axis to get the translational coprime arrays (TCAs); 2) flip one of the subarrays in TCAs with zero point as the symmetric center to obtain the flipped coprime arrays (FCAs); 3) move one of the symmetrical placed sensors in FCAs to zero point and then DSICAs are obtained. When the total physical sensor number is fixed, the consecutive DOFs of DSICA and PCA are almost the same, but the physical array aperture and minimum inter-element spacing of DSICA are larger than that of PCA, which can contribute to the reduced mutual coupling.
The rest of the paper is organized as follows. Section II reviews the geometry of PCA, signal model with mutual coupling, and VCAM algorithm. Section III presents the geometries of DSICAs and the properties of their DSCAs. Numerical simulation results verify the effectiveness of the proposed arrays in Section IV. Section V concludes the paper.
Notations: In this paper, we use italic lower-case bold letters, italic upper-case bold letters, and upper-case outline letters to denote vectors, matrices, and sets, respectively. In particular, the symbols N and C represent the sets of positive integers and complex numbers, respectively. diag(a) denotes a diagonal matrix, the elements of which are taken from the vector a. (·) * , (·) T , and (·) H represent conjugate, transpose, and conjugate transpose, respectively. ⊗ and imply the Kronecker product and Khatri-Rao product, respectively. · F denotes the Frobenius norm of a matrix.
II. PRELIMINARIES
A. THE PROTOTYPE COPRIME ARRAY As illustrated in Fig. 1 , a PCA is composed of two uniform linear subarrays. One involves N sensors with inter-element spacing Md, the other one owns M sensors whose inter-element spacing is Nd. Both the two subarrays are on one axis and share the first sensor at zero point. Thus, the physical sensor number of PCA is M + N − 1 and the corresponding sensor positions can be denoted as
where M , N , m, and n are integers. Particularly, M and N are coprime integers. Without loss of generality, M is set less than N . Note that all the sensor positions in this paper are in units of d, which is equal to a half wavelength of received signal. For convenience, it will be ignored in the rest of the paper.
B. SIGNAL MODEL WITH MUTUAL COUPLING
Relative to uniform arrays, all sparse arrays can be collectively referred to as non-uniform arrays. Without loss of generality, we consider a non-uniform linear array (NLA) with P sensors located at positions d = {d 1 , · · · , d P } here. Suppose that K deterministic far-field narrowband signals impinge on the NLA from directions {θ 1 , · · · , θ K }. Then, the received signal at the tth snapshot can be expressed as
where
is the array manifold matrix and e jπd l sin θ k is the lth element of a(θ k ). In addition,
T denotes the signal vector. According to [28] , the kth signal can be written as s k (t) = u k e jw k t , where u k is the deterministic complex amplitude and w k is the corresponding frequency offset. Different signals have different frequency offsets and thus they are mutually orthogonal to each other. n(t) = [n 1 (t), · · · , n P (t)] T is the noise vector, which follows the complex Gaussian distribution with zero mean and variance σ 2 n I. From (2), it is obvious that the received signal model is established without considering the mutual coupling effects among sensors. However, in practice, the mutual coupling between sensors pairs with small separations will degrade the DOA estimation performance dramatically. Therefore, it should be considered and a mutual coupling matrix C is introduced to construct the following signal model.
As described in [17] , [29] , [30] , C is a square matrix and C ∈ C P×P can be constructed approximatively as follows:
where B is a suitable inter-sensor spacing beyond which the effect of mutual coupling can be deemed negligible. In addition, the magnitude of C i,j is inversely proportional to the inter-element spacing, i.e., 1
In this subsection, the received array is still the NLA described above. As in [24] , we first collect N p samples from the hth sensor output x h (t) and the gth sensor output x g (t), respectively. Then, the time average function of x * h (t) and
where R s * k s k (τ ) = |u k | 2 e jw k τ and τ = 0. Since R s * k s k (τ ) has the same form as s k (t), it can be seen as an equivalent signal coming from direction θ k with power |u k | 4 , k = 1, 2, · · · , K . To obtain the desirable properties, the hth sensor is generally chosen to be the reference sensor, which is located at zero point (i.e., d h = 0), while the position of the gth sensor can be selected as needed (e.g., for DSICA, g takes a value from 1 to P except h). Then, we can simplify (5) as
Vectorizing
. Note thatĀ is derived by removing the hth row of A. For convenience, the equivalent sensor positions corresponding toĀ are denoted asd = {d 1 
Replacing τ in (7) with −τ and then taking the conjugate, we can get
Combining (7) with (8), the conjugate augmented correlation vector r(τ ) can be obtained as [31] , the pseudo-data matrix of r(τ ) can be denoted as
where T s is the pseudo sampling period and N s denotes the number of pseudo snapshots.
With the finite pseudo snapshots, the covariance matrix of r(τ ) can be approximately estimated as
Vectorizing R rr , we can get
Observing (12), it can be seen as an virtual received signal model with virtual steering vectorâ( 
That is to say, the equivalent virtual array can be considered as a DSCA, which consists of the DCA, positive SCA, and negative SCA. The union of positive SCA and negative SCA is referred to as SCA in this paper. Removing the repeated elements of DSCA and sorting the remainders in ascending order, we can get the consecutive part of the virtual array as [−l c , l c ]. Then, taking the corresponding values of z located at [−l c , l c ], we can acquire the new virtual received signal model as
where A 1 ∈ C (2l c +1)×K is the array manifold of the virtual ULA whose sensors are located from −l c to l c . Since the rank of covariance matrix of z 1 is equal to 1, subspace-based methods, like MUSIC algorithm, cannot be applied directly to estimate the DOAs. Consequently, spatial smoothing technique [32] or direct construction technique [33] should be utilized to restore the full rank of covariance matrix first. Then, MUSIC algorithm can be used to perform the DOA estimation.
III. THE IMPROVED COPRIME ARRAYS BASED ON THE CONCEPT OF DIFFERENCE AND SUM COARRAY
From [24] , we know that the introduction of SCA has increased the consecutive DOFs of PCA, but there are still many repeated elements between DCA and SCA. Thus, in order to obtain as many consecutive DOFs as possible, these repeated elements should be as few as possible. Based on this, several improved coprime configurations (i.e. DSICAs) are proposed in this paper, which are obtained by rearranging the physical sensors in PCA. Compared with PCA, they have larger physical array aperture and less mutual coupling. To illustrate the construction principle of DSICA detailedly, we will analyze the properties of TCAs and FCAs first in this section. Based on these properties, DSICAs are then proposed. Meanwhile, an optimal parameter selection method for the physical array structures is also provided.
A. THE PROPERTIES OF TCAS
As aforementioned, TCA is obtained by translating PCA along the axis. Then, assuming the distance of translation is x, we can get the resulting TCA as
where T 1 and T 2 can be expressed as
Then, the DCA of TCA can be denoted as
where T sd , T cd , T − sd , and T − cd denote the self-difference set, cross-difference set, and their mirrored versions, respectively, and can be written as
Since M < N , from (18), we can easily know that the minimum range containing DCA is
According to (16) , the SCA of TCA can be expressed as
For ease of expression, let T sum = T ss ∪ T cs and T − sum = T − ss ∪ T − cs . Comparing the DCA of TCA with that of PCA in [24] , it is easily to find that they are the same, which means that shifting PCA as a whole will not cause a change in the resulting DCA. While comparing the SCA of PCA with that of TCA, it can be found that the SCA of TCA is equivalent to the translation of that of PCA. Then, according to [24] , we can similarly get the consecutive part of T sum as:
The consecutive part of T − sum is symmetrical with that of T sum .
Combining (17) with (19) , the DSCA of TCA is given by T DSCA = T DCA ∪T SCA . Since VCAM algorithm can only use the consecutive part of DSCA to perform DOA estimation, it is necessary to choose the appropriate x to make the DSCA have the maximum consecutive DOFs. For further analysis, we give the optimal values of x in Proposition 1.
Proposition 1: The optimal x for TCA to obtain the DSCA with the maximum consecutive DOFs is derived as:
Proof: The proof is provided in Appendix A. With the optimal x in Proposition 1, we get two kinds of optimal TCAs as follows.
(a) When x = N /2 and M ≥ 2, physical sensors of the obtained TCA-I are located at 
Then, in order to facilitate the subsequent DOA estimation, we give the consecutive ranges of DSCAs for TCA-I and TCA-II in the following proposition. Proof: For TCA-I, substituting x = N /2 into (21), we can know the consecutive part of its positive SCA is in the range:
As described in the proof of Proposition 1, all holes in the DCA are filled by elements in the SCA. Thus, the elements of DSCA in [−M (N −1), M (N −1)] are consecutive. Besides, the consecutive range of negative SCA is symmetric with (25) . Therefore, the consecutive part of DSCA is in the range:
The interval [−(
For TCA-II, we can prove the consecutive part of its DSCA is in the range
by the similar proof procedure as above, which is therefore omitted here. Then, the proof is completed. According to Proposition 2, it is obvious that the two TCAs have the same consecutive DOFs when M = 2. So, in this condition, when the total physical sensor number is fixed, their maximum number of resolvable signals will be the same.
B. THE PROPERTIES OF FCAS
For an array, the physical array aperture is defined as the spacing between the first and last sensor, and its expansion is helpful to reduce the mutual coupling and improve the DOA estimation performance. Therefore, we will flip one of the subarrays in TCA-I (TCA-II) to obtain the extended physical array aperture. Proof: The proof is provided in Appendix B. According to Proposition 3, we can know that FCA-I and FCA-II have larger physical array aperture than TCA-I and TCA-II without loss of consecutive DOFs, which indicates that FCA-I and FCA-II have better parameter estimation performance than TCA-I and TCA-II when the same estimation algorithm is utilized.
Proposition 4: In FCA-I, the removal of sensor located at N /2 or −N /2 will not change the resulting DSCA. Similarly, the sensor located at (−5N + 2)/2 or (5N − 2)/2 can be removed in FCA-II without changing the final DSCA.
Proof: The proof is provided in Appendix C. Based on Proposition 4, we get the modifications of FCA-I (FCA-II) by removing one of the symmetrical placed sensors, which is named as MFCA-I (MFCA-II) for convenience. The conclusion in Proposition 4 ensures that the total physical sensor number of the improved arrays is invariant. In addition, note that the removal of sensor located at N /2 or −N /2 in FCA-I has no effect on the size of its physical array aperture. However, the removal of sensor located at (−5N + 2)/2 reduces the physical array aperture of FCA-II to 5N − 4 and the removal of sensor located at (5N − 2)/2 reduces its aperture to 4N − 2.
In order to illustrate Proposition 3 and Proposition 4 more clearly, we choose M = 3 and N = 4 as an example here. After normalized by d, the physical sensor positions of the four configurations can be specified as FCA-I, and MFCA-I have different DCAs and SCAs, the DSCAs of them are identical. Observing the DSCAs provided in Fig. 2 , it is obvious that PCA has less consecutive DOFs than the other three configurations, which verifies the effectiveness of proposed arrays.
C. THE PROPOSED IMPROVED COPRIME ARRAYS
Since a subtraction operation is needed in (5) to obtain the equivalent sensor positions, we add a sensor located at zero point in MFCA-I (MFCA-II) to construct the desirable arrays, in which VCAM algorithm can be used to construct the DSCAs whose consecutive DOFs are the same as that of MFCA-I (MFCA-II). Correspondingly, the resulting arrays are our final proposed arrays in this paper, which are called as DSICA-I and DSICA-II, respectively. For simplicity, we combine DSICA-I and DSICA-II collectively as DSICA. According to the aforementioned analysis, the physical array aperture of DSICA-I is M (2N − 1) and that of DSICA-II is 5N − 4 or 4N − 2.
Due to the addition of sensors located at zero point, it is clear that the total number of physical sensors in DSICA is M + N , which is marked as R for convenience. For a fixed R, there may be several possible pairs of M and N . Therefore, it is necessary to determine the optimal M and N so as to obtain the maximum one-side uniform DOF (uDOF), where one-side uDOF is the number of consecutive virtual sensors in the positive range. The following proposition is about the choice of the optimal M and N .
Proposition 5: When R (R ≥ 5 and R = 6) is fixed, the maximum one-side uDOF is achieved with M and N as close as possible, where M and N are coprime integers, and M < N .
Proof: The proof is provided in Appendix D. To specifically illustrate the conclusion in Proposition 5, an example is given here. Suppose R = 9, then there will be two possible pairs of M and N in this condition, which are (M , N ) = (4, 5) and (2, 7). According to the previous analysis, we can know that the DSCA of DSICA is identical with that of TCA. Thus, combined with Proposition 2, we get the one-side uDOF of DSICA is 33 in the case of (M , N ) = (4, 5), and 27 under the condition of (M , N ) = (2, 7).
Obviously, the maximum one-side uDOF is achieved with M and N as close as possible.
Comparing Proposition 2 in this paper with Proposition 2 in [24] , it is easily to find that DSICA owns more consecutive DOFs than PCA with the same M and N . However, due to the addition of sensor located at zero point, the total number of physical sensors in DSICA is M + N , which is one more than that of PCA. Then, for comparison, the oneside uDOF and physical array aperture of DSICA and PCA are listed in Table 1 , where their total physical sensor number is identical and fixed as R. In order to ensure the existence of DSICA and PCA simultaneously, the fixed R in Table 1 is required to be equal to or greater than 7.
From Table 1 , it shows that, when the physical sensor number R is fixed, the one-side uDOF of DSICA is comparable with that of PCA, while the physical array aperture of DSICA is much larger than that of PCA.
Next we will discuss the effect of inter-element spacing on the amount of mutual coupling. Observing the mutual coupling matrix in (4), it is clear that the amount of mutual coupling mainly depends on the inter-element spacing. Thus, the reduction of sensor pairs with small spacing will contribute to reduced mutual coupling. Like in [17] , we use the weight function w(m) to denote the number of sensor pairs with element-spacing md. According to Proposition 5, we can know that M = 2 is the optimal choice only when R = 5. In addition, DSICA-II only exists in the case of M = 2. So in the subsequent analysis, we will only focus on DSICA-I. In DSICA-I, there are no sensor pairs with unit inter-element spacing d, i.e., w(1) = 0, and its smallest element-spacing is N /2. Moreover, w(N /2) = 1. Accordingly, if N is suitably chosen, for example, N is greater than 6, then w(1), w (2) , and w(3) are all equal to 0. Summarizing the foregoing analysis, we can conclude that, compared to PCA in Fig. 1 which has at least one sensor pair with unit inter-element spacing d [12] , DSICA with the same physical sensor number has less mutual coupling owing to its larger physical array aperture and less sensor pairs with small inter-element spacing.
Remark 1: According to the analysis above, there are a total of four different array structures for DSICA-I. We use letters ''A'' and ''B'' to denote ''flipping subarray T 2 '' and ''flipping subarray T 1 '', respectively. ''C'' and ''D'' represent ''removing sensor located at −N /2'' and ''removing sensor located at N /2'', respectively. The resulting arrays involving the operations ''A+C'', ''A+D'', ''B+C'', and ''B+D'' are named as ''DSICA-I1'', ''DSICA-I2'', ''DSICA-I3'', and ''DSICA-I4'', respectively. As aforementioned, their DSCAs and physical array apertures are the same. Since DSICA-I1 and DSICA-I4 are symmetric, their mutual coupling matrices are the same. Similarly, the mutual coupling matrices of DSICA-I2 and DSICA-I3 are also the same. Therefore, due to the limited space, we will only discuss DSICA-I1 and DSICA-I2 in the subsequent analysis.
IV. SIMULATION RESULTS
In this section, several simulation experiments are conducted to prove the effectiveness and superiority of the proposed arrays. For comparison, PCA [24] , DsNA [25] , ANAII1 [20] , and ANAII2 [20] are chosen here. VCAM algorithm is directly utilized in all the configurations to perform DOA estimation without using any decoupling algorithms. It is important to note that the virtual array of each sparse array above is the union of difference coarray and sum coarray. That is to say, for ANAII1 and ANAII2, we only construct the corresponding physical array structures according to reference [20] , while the way to generate the virtual array is consistent with that in this paper and references [24] , [25] . The mutual coupling model is as described in (3) and (4). The parameters about array structures for all configurations are optimal, as defined in their respective literature.
A. MUTUAL COUPLING RATIO
According to [17] , the amount of mutual coupling in an array can be evaluated by mutual coupling ratio, which is defined as
where C is the mutual coupling matrix defined in (4) andC is a diagonal matrix whose diagonal elements are identical with those of C. Theoretically speaking, the smaller L is, the weaker the mutual coupling is. Thus, for comparison, the mutual coupling ratios of all configurations versus the physical sensor number R are drawn in Fig. 3 , where R is varying from 7 to 99. The parameters in the mutual coupling model are set the same as those in [17] , where c 1 = 0.3e jπ/3 , B = 100, and the other coupling coefficients are got by c = c 1 e −j( −1)π/8 / for 2 ≤ ≤ B. Here, B is set large enough to ensure that the mutual coupling effects among all sensors can be taken into account, just like in [17] . From Fig. 3 , it is obvious that DSICA-I1 and DSICA-I2 have the least mutual coupling ratio, which means that their mutual coupling effects are the weakest among all configurations. Specifically, with the increase of physical sensor number, the mutual coupling ratios of two DSICAs decrease gradually and eventually approach a constant close to zero. That is to say, when R is large enough, there is almost no mutual coupling in the resulting DSICAs. Besides, we can also see that the mutual coupling ratio curves of DSICA-I1 and DSICA-I2 are completely coincident, which indicates that their mutual coupling amounts are the same. Therefore, in the subsequent simulation experiments, we only need to compare the performance of DSICA-I1 with that of other comparison arrays, and for convenience, we call it DSICA.
B. WEIGHT FUNCTIONS AND SPATIAL SPECTRA
As defined in [17] , [20] , weight function w(m) denotes the number of sensor pairs with the given inter-element spacing md. In this experiment, we compare the weight functions and spatial spectra of all array configurations in the presence of The one-side uDOFs of DSICA, PCA, DsNA, ANAII1, and ANAII2 are 46, 46, 62, 49, and 45, respectively. The definition of one-side uDOF has been given before, which represents the number of consecutive DOFs in the positive range, i.e., the maximum number of estimable sources.
For comparison, the weight functions of all five array configurations are given in Fig. 4 . It is obvious that the weight values of DSICA near to w(0) are much smaller than that of other four arrays. As said in [17] , the number of sensor pairs with small inter-element spacing (i.e., w(1), w (2) , and w(3)) has a significant influence on the amount of mutual coupling. Therefore, we list the specific values of w(1), w (2) , and w(3) for all arrays in Table 2 . It is clear from Table 2 that DSICA has the least sensor pairs with inter-element spacing d, 2d, and 3d. Thus, the mutual coupling existing in DSICA is the weakest.
In in (3). We consider two mutual coupling conditions here. The first one is the weak mutual coupling which has coupling coefficient c 1 = 0.1e jπ/3 , while the other one, called as strong mutual coupling, has the mutual coupling coefficient c 1 = 0.3e jπ/3 . In general, people think that the mutual coupling effects between two sensors with a spacing of more than 5d can be ignored in some practical applications. Therefore, the other mutual coupling coefficients are given by c = c 1 e −j( −1)π/8 / , where 2 ≤ ≤ B and B = 5 [34] . When VCAM algorithm is applied to DOA estimation, the peak search process is performed in [−90 o , 90 o ] with step size 0.01 o . The spatial spectra for all configurations under two mutual coupling cases are demonstrated in Fig. 5 and Fig. 6 , respectively, where the red dashed lines represent the true DOAs, while the blue solid lines indicate the estimated spatial spectra. From Fig. 5 , we can see that only DSICA and DsNA can detect all 35 incident signals successfully under the case of weak mutual coupling. The reason is that DSICA owns the least mutual coupling effect while DsNA has the largest consecutive DOFs. Moreover, it is worth noting that although ANAII1 owns slightly larger uDOF than DSICA, its DOA estimation performance is worse than DSICA due to its more severe mutual coupling effect. Observing Fig. 6 , it can be seen that only DSICA can identify all incident signals successfully in the case of strong mutual coupling, which indicates that mutual coupling has a greater impact on the DOA estimation performance than DOF when mutual coupling is severe.
C. RMSE
In this subsection, we compare the DOA estimation performance for all array configurations under various SNR, number of snapshots, and number of sources. Here, the rootmean-square error (RMSE) of estimated DOAs is calculated to evaluate the DOA estimation accuracy, which is defined as:
where Q is the number of Monte Carlo trials and is set as 500 here. In (28) , K denotes the number of incident signals, andθ k,q represents the estimated DOA of the kth source in the qth trial. The magnitude of RMSE is inversely proportional to DOA estimation accuracy, that is to say, the smaller the RMSE is, the higher the DOA estimation accuracy is.
In the experiments about RMSE versus SNR and snapshots, we set the number of incident signals as 18 and choose the mutual coupling coefficient c 1 = 0.1e jπ/3 to ensure that all array configurations can identify all incident signals successfully. In the experiment about RMSE versus the number of sources, the SNR is set as 0 dB, the number of snapshots is N p = N s = 800, and the mutual coupling coefficient c 1 is 0.1e jπ/3 . Note that the sources set in this subsection are all uniformly distributed in [−60 o , 60 o ]. Other simulation conditions, such as physical array structures, physical sensor number, and peak search step size are the same as those in the previous experiment involving spatial spectrum comparison. Fig. 7(a) shows the RMSE curves versus SNR, where N p = N s = 800, while Fig. 7(b) is about the RMSE curves versus snapshots, where SNR = 0dB and N p = N s . Observing Fig. 7(a) and Fig. 7(b) , it is easily to find that DSICA has the highest DOA estimation accuracy under the simulation conditions. The reason is that DSICA has the lowest mutual coupling among all arrays. In conclusion, this experiment shows that DSICA has superior DOA estimation performance due to the reduced mutual coupling.
In Fig. 8 , the RMSE is plotted as a function of the number of sources. The reason for the sharp increase in RMSE is that the number of sources corresponding to this point is already close to the limit of the actual number of estimable sources for each array. When the number of incident sources is greater than or equal to their respective limit, they will not be able to estimate all sources. In addition to this, we can see that DSICA has the optimal DOA estimation performance among all arrays when the number of sources is less than or equal to 32, and DsNA has the optimal DOA estimation performance when the number of sources is greater than 33. This is because when the number of sources is less than or equal to 32, mutual coupling is the main factor affecting the DOA estimation performance (e.g., DSICA has the least mutual coupling effect), while the number of sources is greater than 33, DOF has a greater impact on DOA estimation performance (e.g., DsNA has the maximum one-side uDOF among all arrays). Therefore, in the application scenarios where the main consideration is to reduce the mutual coupling effect, DSICA proposed in this paper is the preferred choice.
V. CONCLUSION
In this paper, we have proposed several improved coprime arrays based on the concept of DSCA, which are collectively called as DSICAs. By rearranging the positions of physical sensors in PCA, the resulting DSICA has reduced redundancy between the DCA and SCA. In addition, the larger physical array aperture and inter-element separations make DSICA have reduced mutual coupling and superior DOA estimation performance than PCA. The simulation results have confirmed the effectiveness and superiority of the proposed arrays. Without losing the existing excellent performance, reducing the total physical sensor number of DSICA is a topic worth studying in the future.
APPENDIX A PROOF OF PROPOSITION 1
An effective way to obtain as many consecutive DOFs as possible under existing conditions is to minimize the redundancy between DCA and SCA. Besides, the holes in DCA should be filled with elements in SCA. That is to say, the value of x should be selected properly to ensure the union of filled DCA and consecutive part of SCA is successive, and there are no repeated elements between them. Since TCA can be obtained by moving PCA to the left or right, two cases are discussed here.
(a) When TCA is obtained by left shift, the optimal x should satisfy the following equations:
Obviously, the solutions of (29) are
(b) When TCA is obtained by right shift, the optimal x should make the following equation hold true.
Solving (31), we can get x = N /2, where M ≥ 2.
Next, we will further determine whether the solutions of x obtained above are optimal. According to [24] , holes in the positive and negative range of DCA are located at 
Then, the expression of T h can be modified as
For the x obtained above, the following will be discussed in three cases.
(a) In the case of x = (−2MN + M − N )/2 with M = 2, i.e., x = (−5N + 2)/2. Substituting x into (20), we can get (c) In the case of x = N /2 with M ≥ 2, we can get that
Based on the expressions of T h and T cs , it is clear that T h is the subset of T cs . Similarly, we can therefore know that all holes in DCA can be filled with the elements in SCA. Thus, x = N /2 is one of the optimal value.
Summarize the above analysis, so we can get the conclusion in Proposition 1.
APPENDIX B PROOF OF PROPOSITION 3
As aforementioned, the two subarrays of FCA-I can be given by
Then, its DCA can be expressed as
and its SCA can be denoted as
Thus, the final DSCA of FCA-I is F DSCA = F DCA ∪ F SCA . Substituting x = N /2 into T DSCA , we can get the DSCA of TCA-I. Comparing the expressions of F DSCA and T DSCA , it is easily to draw the conclusion: the DSCA of FCA-I is the same as that of TCA-I. The DSCAs of FCA-II and TCA-II can also be proved to be the same following the similar procedure, which is omitted here.
APPENDIX C PROOF OF PROPOSITION 4
We first consider the removal of sensor located at N /2 or −N /2 in FCA-I, which will be analyzed in two parts.
(a) Remove the sensor located at N /2 from FCA-I, which means n = 0 in (32) . As a result, the missing elements in its DCA and SCA can be denoted as F r1 = {0} ∪ {±(Nm + N ) |0 ≤ m ≤ M − 1 } and F r2 = {±Nm |0 ≤ m ≤ M − 1 }, respectively. Fortunately, F r1 and F r2 can be respectively compensated by elements in its SCA and DCA. Therefore, the removal of sensor located at N /2 will not result in the change of DSCA.
(b) Removing the sensor located at −N /2 from FCA-I is equivalent to m = 0 in (32) . Similarly, the missing elements in the DCA and SCA are respectively F r3 = {0} ∪ {±(Mn + N ) |0 ≤ n ≤ N − 1 } and F r4 = {±N } ∪ {±Mn |0 ≤ n ≤ N − 1 }, which can be compensated by elements in the SCA and DCA, respectively. Thus, the sensor located at −N /2 in FCA-I can be removed without changing the final DSCA.
A similar process can be performed to prove that sensor located at (−5N + 2)/2 or (5N − 2)/2 can be removed in FCA-II, which is thus omitted here.
APPENDIX D PROOF OF PROPOSITION 5
As described in Proposition 2, the one-side uDOF is MN + M + 2N − 1 when M > 2. Let N = R − M , then the one-side uDOF can be denoted as the function f (M ) = −M 2 + MR + 2R − M − 1. Its first derivate with respect to M is ∂f (M )/∂M = R − (2M + 1). Since M and N are coprime integers and M < N , the inequation 2M + 1 ≤ R holds true. Accordingly, ∂f (M )/∂M ≥ 0 holds true, which indicates that f (M ) is a monotone increasing function. Then, the maximum one-side uDOF can be achieved with the largest M . Due to the restriction of M < N , the largest M is the integer closest to N and relatively prime to N .
In addition, when R is odd and R > 6, M can be equal to 2 or more than 2. Therefore, we need to discuss which M is optimal. Let R = 2k + 1, where k ≥ 3 and k ∈ N. Then, two cases are discussed here.
(a) If M = 2, then N = 2k − 1, and the one-side uDOF is l c1 = 8k − 5 according to Proposition 2.
(b) If M > 2, then according to the analysis above, let M = k and N = k + 1. Thus, the one-side uDOF is l c2 = k 2 + 4k − 1.
Since l c2 − l c1 = (k − 2) 2 > 0, then M > 2 is the better choice for R being odd and greater than 6. When R is even and R > 6, M can only take the value greater than 2. Then, we can get the conclusion: when R > 6, the maximum one-side uDOF is achieved with M and N as close as possible.
When R = 5, there is only one case for the values of M and N , i.e., M = 2, and N = 3, where M is close to N . Therefore, summarizing the above analysis, Proposition 5 is certified. 
