Abstract-In software testing, optimal testing resource allocation problems (OTRAPs) are important when seeking a good tradeoff between reliability, cost, and time with limited resources. There have been intensive studies of OTRAPs using multiobjective evolutionary algorithms (MOEAs), but little attention has been paid to the constraint handling. This paper comprehensively investigates the effect of the constraint handling on the performance of nondominated sorting genetic algorithm II (NSGA-II) for solving OTRAPs, from both theoretical and empirical perspectives. The heuristics for individual repairs are first proposed to handle constraint violations in NSGA-II, based on which several properties are derived. Additionally, the Z-score based Euclidean distance is adopted to estimate the difference between solutions. Finally, the above methods are evaluated and the experiments show several results. 1) The developed heuristics for constraint handling are better than the Existing Strategy in terms of the capacity and coverage values. 2) The Z-score operation obtains better diversity values and reduces repeated solutions. 3) The modified NSGA-II for OTRAPs (called NSGA-II-TRA) performs significantly better than the existing MOEAs in terms of capacity and coverage values, which suggests that NSGA-II-TRA could obtain more and higher quality testing-time-allocation schemes, especially for large, complex datasets. 4) NSGA-II-TRA is robust according to the sensitivity analysis results.
quality for customer satisfaction, has played an essential role in the validation and verification of output in the software development industry [1] . Specifically, in the popular parallel-series modular software systems [2] , [3] , many parallel and serial modules need to be assigned available resources to cope with the testing. However, the number of possible tests for even simple modules is practically infinite. Accordingly, a natural and important issue in software testing is how to efficiently allocate the finite testing resources to modules. That is, finding an optimal testing resource allocation scheme for various modules to maximize the overall reliability of the entire software system. This is also known as optimal testing resource allocation problems (OTRAPs) [4] .
From a technical perspective, OTRAPs have been studied extensively. Most early research in this area addressed singleobjective optimization problems, such as maximizing the reliability with a cost constraint [5] , [6] , minimizing the cost with the constraints on the reliability and time [7] , [8] , and minimizing the testing time with the required reliability [9] , [10] . Nevertheless, the traditional linear programming or dynamic programming are mostly impractical for large-scale problems because of their computational complexity. Moreover, it is impossible for the final single solution to be optimal in terms of reliability, cost, and time altogether.
Recently, especially over the last decade, with the development of search-based software engineering, metaheuristic search techniques are applied to the difficult software engineering problems and to find near-optimal or good-enough solutions [11] [12] [13] [14] [15] [16] . Particularly, researchers and practitioners have become deeply involved in OTRAPs with respect to multiobjective evolutionary algorithms (MOEAs) [17] [18] [19] [20] [21] [22] , such as harmonic distance based nondominated sorting genetic algorithm II (called HaD-MOEA) [18] and multiobjective differential evolution on the basis of weighted normalized sum (WNS-MODE) [21] . These algorithms were expected to seek a good tradeoff between reliability, cost, and time under the given time threshold, in which the system reliability is as high as possible, the consumed testing cost and time are as low as possible. Although these algorithms provided a lot of additional choices in comparison with the single-objective approaches, they ignored an important question: Whether each solution is feasible? In essence, it is both impossible and unrealistic for the finite time to satisfy the testing needs of all the modules. Consequently, in these algorithms, there may exist a large number of infeasible solutions that violate the given time constraint. However, to 0018-9529 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the best of our knowledge, the constraint handling for repairing infeasible solutions in solving OTRAPs is quite limited.
In multiobjective approaches to OTRAPs, the constraint handling plays a valuable role in their exploration and exploitation. The fact was first mentioned in [17] and further discussed in [18] , [19] , and [21] . Typically, in HaD-MOEA [18] and WNS-MODE [21] , if the time threshold is violated in a solution, the infeasible solution will be repaired and migrated randomly into the feasible region of the search space by reducing each element value of the solution vector. However, no attempts have been made to link up the solution repairs with the nature of the used MOEAs themselves. Specifically, if infeasible solutions have to be repaired, would the repairs influence the balance between exploration and exploitation, and destroy the useful evolutionary information in solutions? Unfortunately, there is no theoretical analysis found to support the validity of such a direct reduction operation.
In addition to the above, the three optimization objectives reliability, cost, and time in OTRAPs have different scales and distributions. When estimating the difference between solutions, if we directly adopt the original solution samples, the difference calculation will mainly depend on the value of the testing time. Note that in OTRAPs, the system reliability that has the smallest value range is the most important, and thus it is inevitable that error will be incurred. In such a case, HaD-MOEA [18] and WNS-MODE [21] still simply summed the absolute normalized difference in each objective value of two individuals. This distance-estimation approach cannot reflect the true neighbor relationship among individuals in Euclidean space, when the number of objectives is equal to three or more.
To address these shortcomings, this paper takes into account the simple nondominated sorting genetic algorithm II (NSGA-II) [23] and investigates the potential constraint violations in the crossover and mutation operators, based on which heuristics for constraint handling are proposed. Our research findings suggest that the heuristics are computationally simple and maintain the original evolutionary characteristics in solutions. Thus, we recommend that the constraint handling in solving OTRAPs should be favorably combined with the evolutionary operators of the selected MOEAs. In addition, the Euclidean distance calculated on the standardized data has been frequently used to evaluate the difference between solutions [24] [25] [26] . In this paper, we adopt the most common Z-scores in mathematical statistics [27] to make each objective value in solution samples have the same trend before calculating the Euclidean distance. Our experimental results on four parallel-series modular software systems with gradual complexities show that the improved NSGA-II for OTRAPs (called NSGA-II-TRA) outperforms the existing MOEAs on the capacity, coverage, and pure diversity values. This means that NSGA-II-TRA should be able to obtain superior testing-time-allocation schemes. Moreover, NSGA-II-TRA seems quite robust from the sensitivity analysis results. This paper makes the following contributions.
1) A group of novel heuristics for constraint handling in the process of crossover and mutation operations are proposed. Compared with the existing work, the heuristics only repair the element values that cause the constraint violation rather than all the element values in the solution vector. 2) A theoretical analysis of the constraint handling is carried out, where several theorems are derived to provide evidence that the constraint handling maintains the previous evolutionary tendency of solutions.
3) The Z-scores are adopted to standardize the solution samples with different scales of the reliability, cost, and time. Then, the standardized Euclidean distance is used to estimate the neighbor relationship among individuals instead of the traditional 1-normal distance in NSGA-II. The remainder of this paper is organized as follows. We first recall the multiobjective optimization model for OTRAPs in Section II. In Section III, we present our NSGA-II based search algorithm (i.e., NSGA-II-TRA) for OTRAPs, showing how NSGA-II-TRA initializes individuals, how NSGA-II-TRA repairs the infeasible individuals in the crossover and mutation operators to ensure the constraints and also preserve the evolutionary trend, and how NSGA-II-TRA standardizes the solution samples. After that, Section IV introduces performance metrics, provides an empirical evaluation of our approaches, and benchmarks NSGA-II-TRA against the existing algorithms for OTRAPs. Finally, Section V concludes this paper and outlines future directions of the research.
II. PROBLEM DESCRIPTION
In software engineering, there mainly exist two popular models for simulating and describing real-world software systems: the parallel-series modular software model [28] and the architecture-based model [9] , [10] . The architecture-based model is proposed to characterize the reliability of the objectoriented and component-based software systems by considering the system architecture, which is an important characteristic of the system depending on its operational profile [21] . The parallel-series modular software model is used to assess the reliability in light of the reliability block diagram that shows how the components of the system are reliability-wise connected. Although the parallel-series modular software model does not fully consider the system architecture in realistic applications, it is very simple and straightforward. Accordingly, following the previous work, in this paper, we discuss the OTRAPs on the basis of the parallel-series modular software model. Fig. 1 shows the basic structure of a complex parallel-series modular software system with m (m ∈ N) serial subsystems,
includes n j (n j ∈ N) parallel modules, M j 1 , . . . , M j n j , which are tested separately [28] .
In software testing, the available testing resources can be manpower, CPU hours, and executed test-cases [4] . In this paper, we assume that the available testing resources are the given total testing time T * , which is a time threshold and can be calculated according to the number of software testers and the working hours of each tester [18] , [21] . For example, if 10 testers are available for testing the studied software system and each tester can spend up to 1000 h on the testing task, T * = 10 × 1000 = 10 000 (hours). We denote t j k (k ∈ {1, . . . , n j }) as the possible testing time invested in a module M j k .
The relationship between reliability and testing time can be described by software reliability growth models [29] , [30] , where the fault removing is generally recognized as a nonhomogeneous Poisson process. In these models, the failure intensity ϕ j k of module M j k can be calculated by
where a j k is the mean value of the total errors in module M j k and b j k represents the rate of detected errors in M j k . Given this, the achieved reliability of M j k can be calculated by
where λ ≥ 0 and denotes the period of workable time or the estimated life of the studied software system.
For a subsystem S j , there may be n j parallel modules to improve its performance. S j cannot work only when all the parallel modules in S j are unavailable. Therefore, the expected reliability of each S j is 1 −
Then, according to the multiplication rule, the achieved reliability of the software system is the total reliability of the m serial subsystems [18] , that is,
The testing cost refers to all the possible software testing expenditures. However, there is no hard and fast rules for prescribing how much software testing cost should be. What we can do is to estimate the amount being spent on testing and measuring quality, as well as the cost of corrections [31] . It is generally accepted that the testing cost consumed in a module M j k is related to its reliability r j k , and the higher reliability is required, the more testing cost will be consumed [32] . As a consequence, the possible testing cost of module M j k is usually defined as [18] , [32] 
where c j k
2 , and c j k 3 control the increment rate of the testing cost corresponding to the reliability of M j k . According to this, the possible total testing cost consumed by the system can be calculated by
Recall the following circumstance from [18] and [21] . The cycle of a software development process has become shorter because of the user request. Then, software testers have to shorten the testing phase, even if the system reliability may decrease slightly. In such a case, the total testing time expenditure should be considered. The actual consumed testing time of the system is the total amount of testing time consumed by all the modules in m serial subsystems [7] , [33] , that is,
Taking reliability, cost, and time altogether, we describe the multiobjective optimization model for OTRAPs as the following triobjective problem:
is the upper bound constraint and t j k ≥ 0 is the lower bound constraint. Note that here t j k may be 0 because the scheduled T * is limited and cannot satisfy the needs of all the modules. In addition, if t j k and T * are integers, the objective function R or C is just a nonlinear-resourceallocation problem that is NP-hard [34] . Of course, when t j k and T * are real numbers, the above continuous multiobjective optimization model for OTRAPs also falls in the category of NP-hard.
III. IMPROVED NSGA-II FOR OTRAPS
There have been several attempts [17] , [18] at using improved NSGA-II for OTRAPs. However, all such work tackles infeasibility in an arbitrary repair manner and uses unstandardized solution samples to evaluate the difference between solutions. Although there are modern MOEAs [35] in recent years, we prefer to improve the existing NSGA-II because of its simplicity and wider acceptance in many applied areas [36] . Moreover, it would be expected that the constraint handling proposed in this paper can also be used by alternative MOEAs. Specifically, we plan to enhance NSGA-II with more advanced genetic operators and statistical operations so that the improved NSGA-II can solve the constrained multiobjective OTRAPs effectively and efficiently.
For the purpose of illustration, we start by introducing the standard NSGA-II. Next, we show the constraint handling in population initialization, crossover operator, and mutation operator, respectively. After that, we investigate several fundamental properties of the constraint handling. Finally, we show how to use Z-scores to standardize solution samples. 
A. Conventional NSGA-II
The overall structure of the basic NSGA-II [23] is shown in Fig. 2 . More specifically, the population is initialized on the basis of the problem range and constraints. Then, the current generation population is sorted fast according to nondomination levels into fronts. An individual is said to dominate another if the objective functions of this individual is no worse than the other and at least in one of the objective functions this individual is better than the other. In addition to the front rank, the crowding distance is calculated for each individual on the basis of the objective functions to measure how close this individual is to its neighbors, which aims to effectively maintain diversity and spread of solutions. To build up the parent population, the individuals are selected by using a binary tournament selection on the basis of the assigned front rank and the crowding distance. The selected parent population generates an offspring population after the operations of simulated binary crossover and polynomial mutation. Thereafter, the new population that consists of the current generation population and the offspring population is sorted again according to the front rank and the crowding distance. Only the best individuals in the combined population are selected to guarantee elitism and maintained to create the next generation. The algorithm repeats the above steps to precede the population's evolution until the maximum number of generations to decide termination is reached.
B. Heuristics for Constraint Handling
In constrained multiobjective optimization, the feasibility rules, which strongly favor feasible solutions, are very popular because of their simplicity and flexibility. The feasibility rules are very suitable to be coupled to any sort of selection mechanism relatively easily, but they may cause premature convergence [37] , [38] . There are also other studies in which good infeasible solutions in the population are kept to preserve diversity, such as the classical infeasibility driven evolutionary algorithm (IDEA) [39] , [40] . Nonetheless, the replacement process of IDEA requires to calculate the proportion of infeasible solutions to remain in the population for the next generation. Moreover, an additional optimization objective that consists on the constraint violation measure should be added. Thus, this approach will significantly increase the computation pressure. For multiobjective optimization approaches to OTRAPs, the feasibility rules would be preferred. This is due to the fact that the multiobjective optimization approaches produce a solution set rather than a single solution. In the solution set, there exit a large amount of solutions that have low reliability or high cost. These unacceptable solutions are not available at all for OTRAPs, even if they are feasible. That is, the available region in the whole search space of OTRAPs is very tiny. Those impracticable solutions are equivalent to being "infeasible" for OTRAPs. For this reason, we recommend that all the infeasible solutions for OTRAPs should be repaired by constraint handling. It is expected to create more available solutions in practice so as to match with the original purpose of multiobjective approaches to OTRAPs.
In NSGA-II, the potential constraint violations may exit in the process of population initialization, crossover operator, and mutation operator. When handling the violations, the existing method HaD-MOEA [18] and WNS-MODE [21] changed all the element values in a solution by random reduction. These arbitrary repairs, no doubt, may destroy the important parent information inherited and retained in an individual, and alter the original evolutionary tendency of the individual. Furthermore, the changes of all the element values are prone to reduce the search ability of the algorithm to a simple, random walk and prevent population from converging into the optimal region [41] . Hence, in Sections III-B1-III-B3, we will try to answer the following questions: How to maintain the evolutionary tendency in constraint handling? How to preserve the parent information in individual repairs? And how to achieve a good balance between convergence and diversity in individual repairs? 1) Population Initialization: We use the following onedimensional real value encoding to represent a possible testingtime-allocation scheme: where each partition represents a subsystem S j and each element denotes the possible testing time t j k invested in module M j k .
The basic idea of population initialization with constraint handling is shown in Fig. 3 , where rand(0, T * ) represents a random number in (0, T * ) and rand(0, 1) denotes a random number in (0, 1). Both rand(0, T * ) and rand(0, 1) are generated from a normal distribution. As Fig. 3 indicates, if the total amount of the testing time invested in all the modules is bigger than T * , each t j k is correspondingly scaled down to ensure that the initialized individual is feasible.
2) Simulated Binary Crossover: The crossover in NSGA-II selects genes randomly from two parents and produces two new offspring combining the information of the two parents. 2 , respectively. Then, the simulated binary crossover can be given as follows [42] :
From the above, we can obtain
This is known as having the average property in which the average of the decoded parameter values is the same before and after the crossover operation [42] . Besides, β ≥ 0 is called the spread factor and is a randomly generated number having the density that the probability of occurrence of β ≈ 1 is more likely than any other β value.
The relationship among parents, the spread factor, and children is dedicated in Fig. 4 j k on the basis of the same idea:
where rand(y 2 , T * ) denotes a random number in (y 2 , T * ) with a normal distribution.
In addition to the above, another aspect we should not neglect is that in Fig. 4 
Consequently, if the upper bound constraint is violated, we just need to repair one of o 1 and o 2 rather than both o 1 and o 2 . In addition, in the process of crossover, only the values of the selected crossover genes in an individual will change. It follows that all the infeasible cases are caused only by the crossover genes, but are irrelevant to other noncrossover genes. Of course, all the repair operations must be done only on the crossover genes to preserve the parent information in offspring. Based on this observation, we introduce some new notations. are the total amounts of the testing time that can be allocated to the crossover genes in o 1 and o 2 , respectively, satisfying
η is a scale factor, satisfying 0 ≤ η ≤ 1, and is used to control the change amplitude of t
According to the average property, the values of the selected crossover genes in o 1 and o 2 can be repaired as follows:
where we use η to reduce t o 1 j k . Admittedly, if each crossovergene value in o 1 is decreased to too small numbers, the sum of crossover-gene values in the repaired o 2 may inevitably be enlarged excessively because of the average property. Hence, it is possible that the repaired o 2 may violate the upper bound constraint. Taking the above factor into consideration, we need to figure out the value range of η. For the repaired o 2 , the new sum of all the gene values iŝ
whereτ o 2 is the new sum of all the crossover-gene values in the repaired o 2 , satisfyinĝ
is the new sum of all the crossover-gene values in the repaired o 1 and can be calculated as follows:
To ensureτ o 2 ≤ T * , the following should hold:
According to this, we have
we know that the crossovergene values in o 1 cannot be reduced too small. Thus, we set the scale factor η to be max{0, (τ
j k . Overall, we can rewrite the repair operations as follows:
where rand(η, 1) denotes a random number in (η, 1), which is drawn from a normal distribution. Here, we use rand(η, 1) to promote population diversity. 
The procedure of constraint handling based simulated binary crossover is presented in Fig. 5 , where at most one of the situa-
The mutation in NSGA-II changes genes randomly from a parent to produce a new offspring. Assume that p is the selected parent, t p j k is the value of the selected mutation gene jk in p, o is the produced offspring from p, and t o j k is the gene value at the same position in o. Then, the polynomial mutation is performed as follows [42] : 
Now, if τ o > T * , we reduce all the mutation-gene values in o according tot
where rand(0, 1) is a random coefficient in (0, 1) with a normal distribution and is used to promote diversity. The detailed procedure of the polynomial mutation with constraint handling is presented in Fig. 6 .
Generally speaking, the hurdles in solving OTRAPs arise from the challenge of searching a huge space to locate feasible solutions with acceptable allocation schemes. As mentioned earlier, the reason for this challenge is that for OTRAPs, the feasible and acceptable space is very tiny compare to the whole search space. The above heuristics for constraint handling are designed to keep every individual in the population as feasible as possible. This feasibility rule under tiny feasible space was found to be useful for the search algorithms in [18] and [21] . More specifically, to ensure the quality of the initial solutions, the first heuristic shown in Fig. 3 directs the selected infeasible individuals in the initial population to move to the feasible space randomly. Note that the feasibility of the initial solutions is a basic prerequisite to the evolution of the population, without which the subsequent crossover and mutation operators will be invalidated. The heuristic shown in Fig. 5 ensures the feasibility of each offspring after the crossover operator, which makes the mutation operator workable. Similarly, the heuristic shown in Fig. 6 ensures the feasibility of each offspring after the mutation operator and makes the repeated crossover operator workable. It is clear that the above heuristics in the crossover and mutation operators are interdependent, without one of which the other will be painful and ineffective. The mutual assistance and mutual benefit make the whole population always evolve in tiny feasible space during iterations. Additionally, the two heuristics maintain the previous evolutionary tendency of individuals on the basis of (1), (2), (7), and (8) . Moreover, the randomization strategies in (5), (6) , and (10) are introduced to promote population diversity.
C. Properties of Constraint Handling
To begin with, we prove that the newt
j k generated by (1) and (2) 
Proof: In (1) and (2), as long as t
j k > T * , we repair offspring on the basis of the intervals (0, y 1 ) and (y 2 , T * ). Hence, we will prove the following cases.
Case 1:
Considering (1) and
Case 2: y 1 > T * − y 2 . According to (2), we can easily find thatt
Recalling y 1 > T * − y 2 , we havê
Similarly, from (7) and (8), it can be directly observed that the newt o j k satisfies the constraints and maintains the original evolutionary characteristics.
Theorem 2: The newt
Next, we prove that the scale factor η created in (5) or (6) 
On the other hand, if
For convenience, here we give a proof by contradiction. We assume that η > 1, then
Substituting (4) into the above inequality, we can obtain
which is inconsistent with (3), so we have η ≤ 1.
Theorem 5:
The scale factor η in (6) is also in [0, 1]. Proof: The result can be proved in the same way as shown in Theorem 4.
In addition, we prove that, in (5) 
In (5), if η = 0, we certainly have
Sinceτ
In (5), eacht
.
That is,
In light of the average property, we havê
From (3), we obtainτ
From Theorem 6, it is easily obtained that 
Thus
Substituting (9) into the above inequality, we havê
Last, we prove that the proposed heuristics for constraint handling is computationally simple, considering the computational complexity to be the number of the required operations with different values of m and n j .
Theorem 11: The worst case complexity of the individual initialization shown in Fig. 3 is Θ(n) .
Proof: In Fig. 3 , it is clear that there are a total of Fig. 3 is Θ(n).
Theorem 12: The worst case complexity of the simulated binary crossover shown in Fig. 5 is Θ(n).
Proof: In Fig. 5 , no matter whether an element is selected as a crossover gene, all the m j =1 n j gene values in an offspring must be created from the two parents. Thus, the number of operations required to generate two offspring is just 2 · m j =1 n j . For the two offspring, it is possible that each gene value may violate the lower bound constraint or the upper bound constraint, which results in 2 · m j =1 n j repair operations. Worse, the sum of all the gene values in an offspring would go beyond T * , and thus the two offspring have to be repaired again. To sum up, the total number of operations is between 2 · m j =1 n j and 6 · m j =1 n j . Accordingly, the worst case complexity of the simulated binary crossover in Fig. 5 is Θ(n) .
Theorem 13: The worst case complexity of the polynomial mutation shown in Fig. 6 is Θ(n).
Proof: In Fig. 6 , the number of operations required to create an offspring from the selected parent is just m j =1 n j . Moreover, it can be easily observed that the number of possible repair operations for feasibility is at most 2 · m j =1 n j . On the whole, the total number of operations is between m j =1 n j and 3 · m j =1 n j . It follows that the worst case complexity of the polynomial mutation in Fig. 6 is Θ(n).
D. Solution Sample Standardization
Before calculating the crowding distance between neighbors, we adopt the Z-scores [27] in mathematical statistics to standardize the solution samples due to the different scales of R, C, and T . For a population of size N , there are N values, x 1 , . . . , x N , for an objective in solution samples, and then each value x ι (ι ∈ {1, . . . , N}) will be standardized as follows:
is the sample mean of the population, and
is the standard deviation of the population. Note that the value of x ι represents the fluctuation between the raw score and the population mean in units of the standard deviation, so x ι may be negative when x ι is below the mean.
Having the normalized solution samples in hand, we first compute the standardized Euclidean distance between any two different individuals on a nondominated front. Next, the two individuals that have the biggest Euclidean distance are set to the boundary points; if there are several pairs of individuals with the biggest Euclidean distance, set all of them to the boundary points. After that, we estimate the crowding degree of an individual with the harmonic mean distance proposed in [18] .
Assume that the standardized Euclidean distances between an individual and its κ-nearest neighbors are d 1 , d 2 , . . . , d κ , respectively. If an individual is a boundary point, the crowding distance of this individual will be set to the maximum value; otherwise, the harmonic mean distance associated with this individual can be calculated by [18] 
It is known that d is able to reach the maximum value if and only [43] . This means that when an individual and its neighbors are distributed more evenly, the individual will be assigned a bigger crowding distance. This is just in line with the diversity-maintenance goal that we aspire to achieve.
IV. PERFORMANCE EVALUATION
In this section, the proposed constraint handling based NSGA-II for OTRAPs (henceforth called NSGA-II-TRA) is compared with existing approaches to OTRAPs. For the sake of illustration, we first introduce the basic parameter settings and the appropriate performance metrics. Next, we demonstrate the effectiveness of the constraint handling. Third, we evaluate the Z-score operation. After that, we draw a comparison among NSGA-II-TRA, HaD-MOEA [18] , and WNS-MODE [21] , which are all multiobjective optimization approaches to OTRAPs with different constraint handling techniques. Finally, we conduct sensitivity analysis with respect to the five modular parameters.
A. Parameter Settings and Performance Metrics
Four parallel-series modular software systems with gradual complexities are considered in our experiments: A simple system with 5 subsystems and 10 modules, a complex system with 6 subsystems and 14 modules, a large system with 7 subsystems and 20 modules, and a larger system with 11 subsystems and 30 modules, as shown in Fig. 7 . Compared with the existing work [17] , [18] , [21] , the given four systems in Fig. 7 are significantly large in problem size. This can help us to evaluate the efficiency of different algorithms (in particular, the proposed NSGA-II-ERA) more comprehensively and draw a more general conclusion. Following the previous studies, we assume that T * = 50 000, λ = 50, T * = 70 000, λ = 100, T * = 85 000, λ = 200, and T * = 150 000, λ = 200 are available for testing the simple, complex, large, and larger systems, respectively.
The modular parameters are recalled from [18] and listed in Table I , where the serial module indicates that this module belongs to a subsystem that has only one module [e.g., M 11 in Fig. 7(a) ] and the parallel module represents that this module belongs to a subsystem with more than one module [e.g., M 31 in Fig. 7(a) ]. For each system, we generated 30 different instances randomly from a normal distribution according to the predefined intervals in Table I . Besides, to make the comparisons as fair as possible, the baseline settings of all the algorithmic parameters that were recommended in [18] and [21] are adopted and shown in Table II .
In [18] and [21] , the hypervolume indicator is used to evaluate the quality of the whole solution set. However, as mentioned earlier, most of the solutions in the solution set are impracticable and unavailable for OTRAPs. Consequently, measuring the quality of solutions mainly in terms of the valueless solutions that account for the vast majority of all the solutions is very one-sided and biased for OTRAPs. To this end, in this paper, we adopt the classical coverage metric [44] as the main performance measure to compare the quality of solutions obtained by [44] . Besides, OTRAPs are aiming at achieving software reliability for customer satisfaction. Thus, we also adopt the capacity measure [45] , namely, the numbers of satisfactory nondominated solutions. We evaluate the capacity and coverage values of the satisfactory solution sets, regarding solutions whose reliability is higher than the given threshold. Furthermore, good convergence, sometimes, may result in repeated testing allocation schemes or very similar schemes, which are redundant to software testers. Hence, we adopt the norm-based pure diversity metric to evaluate the accumulation of the dissimilarity in the solution set [46] . In our experiments, all the algorithms' codes are written in VISUAL C++ 2013. Each test instance is repeated for 30 independent runs with different random seeds on a PC with Intel 2.50 GHz CPU and 10 GB of RAM.
B. Comparing Different Constraint Handling Techniques
The repair mechanisms in [18] and [21] (henceforth called Existing Strategy) execute the same repair operations to check the whole population after the crossover and mutation operators, respectively. On the contrary, the proposed constraint handling in this paper (henceforth called Our Strategy) is embedded in the whole process of the crossover and mutation operators. Moreover, the two heuristics (shown in Figs. 5 and 6) for constraint handling in the crossover and mutation operators are as intimate as kins, without one of which the other will lose its effects for the reason that the essential conditions for constraint handling in (3) or (9) may not hold. Accordingly, in this section, we compare the whole constraint handling schemes rather than each single evolutionary operator, using the standard NSGA-II shown in Fig. 2 .
To measure the convergence ability, Tables III and IV show the coverage values of the standard NSGA-II on OTRAPs with different numbers of generations (i.e., NG), population size (i.e., PS), repair strategies, and systems, respectively, regarding the mean and standard deviation values. The better result regarding the mean value between the two compared strategies for each test instance is highlighted in boldface. We used the Wilcoxon rank-sum test [47] at a 0.05 significance level to measure the significance of the differences among the results obtained by the two strategies. It was found that all the differences between the two strategies are statistically significant. Besides, it can be observed that with the increase of NG or PS, the coverage values of Our Strategy versus Existing Strategy are much better than those of Existing Strategy versus Our Strategy on almost all the test instances. In particular, on most of the test instances for the complex, large, and larger systems, the coverage values of Existing Strategy versus Our Strategy are almost only half of the corresponding values of Our Strategy versus Existing Strategy. This observation suggests that Our Strategy should be able to keep a better convergence and obtain higher quality testing-time-allocation schemes.
For further illustrations of exploration ability, we select solutions with a high reliability (R ≥ 0.99) in each test instance to evaluate whether Our Strategy can achieve higher reliability, lower cost, and less time. Tables V and VI show the capacity and coverage values of the two repair strategies, respectively, regarding solutions whose reliability is higher than or equal to 0.99 in all the 30 runs for each test instance. It can be seen that Our Strategy obtains much more satisfactory testing-time-allocation schemes than Existing Strategy, especially under small NG and PS. Additionally, the coverage values of Our Strategy versus Existing Strategy are much greater than those of Existing Strategy versus Our Strategy. On most of the test instances, the satisfactory solutions of Our Strategy can completely cover the solutions of Existing Strategy but not be covered by the latter at all. Our Strategy achieved a very high reliability under lower cost and less time, but Existing Strategy often failed in exploration, especially for the complex, large, and larger systems. As a result, Our Strategy can explore more and higher quality testing-time-allocation schemes and works much better in promoting convergence than Existing Strategy. An explanation is that Existing Strategy might destroy useful genetic information that should be inherited from parents because of mutating all the gene values in offspring to ensure feasibility. On the contrary, Our Strategy only repairs the gene values that are supposed to be changed.
C. Evaluating the Z-Score Operation
Since the Z-score operation is adopted to estimate the distance between neighbors more reasonably, in this section, we evaluate the diversity of the solution set to analyze the effectiveness of the Z-score operation.
To measure the diversity quality, Tables VII and VIII show the pure diversity values [46] of the basic NSGA-II and the Z-score operation based NSGA-II on OTRAPs with different numbers of generations, population size, and systems, respectively, regarding the mean and standard deviation values. The results are analyzed using the Wilcoxon rank-sum test [47] . It can be observed that the Z-score operation improves the diversity of the solution set on almost all the test instances. When NG is fixed, the improvement becomes greater with the increase of PS. When PS is fixed, the improvement has not changed much with the increase of NG. This implies that the Z-score operation estimates the distance between neighbors more accurately when the population size is bigger. To conclude, the Z-score operation reduces the repeated or similar solutions and can provide more information to software testers.
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D. Comparing MOEAs
The existing HaD-MOEA [18] and WNS-MODE [21] are both multiobjective optimization approaches and used the constraint handling to improve their performance for solving OTRAPs. In this section, on the basis of the termination criterion of 100 000 evaluations, we compared our IR-NSGA-TRA with WNS-MODE and HaD-MOEA to further verify our approaches on OTRAPs.
To measure the convergence quality, the coverage values of IR-NSGA-II, WNS-MODE, and HaD-MOEA on OTRAPs under different instances and software systems are shown in Ta- 4.202e+07 ± 9.555e+06 4.222e+07 ± 7.368e+06 4.324e+07 ± 1.022e+07 4.283e+07 ± 9.53e+06 100 7.228e+07 ± 8.929e+06 5.375e+07 ± 7.477e+06 7.247e+07 ± 1.243e+07
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6.326e+07 ± 6.45e+06 150 7.875e+07 ± 9.571e+06 6.684e+07 ± 7.353e+06 9.277e+07 ± 9.921e+06 7.809e+07 ± 9.138e+06 200 8.746e+07 ± 5.506e+06
7.12e+07 ± 7.931e+06 1.089e+08 ± 9.291e+06 8.436e+07 ± 8.07e+06 250 1.022e+08 ± 8.119e+06 7.901e+07 ± 5.947e+06 1.236e+08 ± 1.129e+07
9.226e+07 ± 1.02e+07 300 1.098e+08 ± 1.006e+07 8.212e+07 ± 7.483e+06 1.338e+08 ± 8.753e+06 9.846e+07 ± 8.925e+06 350 1.182e+08 ± 8.745e+06
8.82e+07 ± 8.055e+06 1.429e+08 ± 7.093e+06 1.062e+08 ± 1.042e+07 400 1.258e+08 ± 1.009e+07 9.214e+07 ± 7.119e+06 1.547e+08 ± 9.425e+06 1.088e+08 ± 8.431e+06 450
1.331e+08 ± 8.812e+06 9.663e+07 ± 8.598e+06 1.631e+08 ± 8.185e+06 1.198e+08 ± 9.562e+06 500 1.408e+08 ± 1.042e+07 1.029e+08 ± 8.199e+06 1.708e+08 ± 9.419e+06 1.214e+08 ± 9.337e+06
PS
Large system Larger system Z-score Basic Z-score Basic 50 3.699e+07 ± 1.482e+07 4.082e+07 ± 1.063e+07 3.075e+07 ± 3.327e+07 3.632e+07 ± 3.26e+07 100 7.444e+07 ± 1.067e+07 6.507e+07 ± 1.026e+07
1.206e+08 ± 1.981e+07 1.017e+08 ± 2.513e+07 150 9.801e+07 ± 1.165e+07
7.79e+07 ± 1.052e+07 1.527e+08 ± 1.854e+07 1.239e+08 ± 1.516e+07 200 1.167e+08 ± 1.323e+07 8.808e+07 ± 9.527e+06 1.811e+08 ± 1.791e+07
1.33e+08 ± 1.842e+07 250 1.334e+08 ± 1.217e+07 9.845e+07 ± 1.019e+07 2.083e+08 ± 2.109e+07 1.469e+08 ± 1.356e+07 300 1.436e+08 ± 8.006e+06 1.047e+08 ± 9.595e+06 2.266e+08 ± 1.859e+07 1.661e+08 ± 1.587e+07 350 1.594e+08 ± 1.316e+07 1.111e+08 ± 9.606e+06 2.453e+08 ± 1.603e+07 1.725e+08 ± 1.593e+07 400
1.655e+08 ± 1.22e+07 1.153e+08 ± 7.927e+06 2.728e+08 ± 1.739e+07 1.866e+08 ± 1.673e+07 450
1.784e+08 ± 1.11e+07 1.209e+08 ± 1.079e+07 2.825e+08 ± 1.584e+07 1.881e+08 ± 1.581e+07 500 1.864e+08 ± 1.045e+07 1.292e+08 ± 1.018e+07 3.011e+08 ± 1.392e+07 1.959e+08 ± 1.611e+07 ble IX, which are analyzed using the Wilcoxon rank-sum test [47] . For all the 120 testing instances, the coverage values of IR-NSGA-TRA versus WNS-MODE are far greater than those of WNS-MODE versus IR-NSGA-TRA. In particular, IR-NSGA-TRA covers almost half of the solutions obtained by WNS-MODE on each testing instance, especially in the case of larger system. Besides, the coverage values of IR-NSGA-TRA versus HaD-MOEA are much better than those of HaD-MOEA versus IR-NSGA-TRA on 111 instances, but are inferior on only 2 instances. Thus, we can say that IR-NSGA-TRA outperforms WNS-MODE and HaD-MOEA in terms of convergence on most test instances. Table X show the capacity and coverage values of IR-NSGA-TRA, WNS-MODE, and HaD-MOEA on OTRAPs under different instances and software systems, respectively, regarding solutions whose system reliability is higher than or equal to 0.99 in all the 30 runs for each test instance. It can be observed that for all the 120 testing instances, the capacity values of NSGA-II-TRA are far greater than those of WNS-MODE on 111 instances and HaD-MOEA on 103 instances, respectively. In the case of larger system, both WNS-MODE and HaD-MOEA can almost find no satisfactory solution. The coverage values of NSGA-II-TRA versus WNS-MODE are better than those of WNS-MODE versus NSGA-II-TRA on 95 instances. In addition, the coverage values of NSGA-II-TRA versus HaD-MOEA are much better than those of HaD-MOEA versus NSGA-II-TRA on 111 instances in which NSGA-II-TRA can almost completely cover the solutions given by HaD-MOEA. 9.438e+07 ± 8.685e+06 7.768e+07 ± 8.131e+06 1.046e+08 ± 9.712e+06 9.062e+07 ± 9.635e+06 100 9. 616e+07 ± 8.036e+06 8.011e+07 ± 7.986e+06 1.156e+08 ± 1.438e+07 9.377e+07 ± 1.011e+07  150 1.001e+08 ± 9.968e+06 7.981e+07 ± 6.951e+06 1.152e+08 ± 7.874e+06 9.248e+07 ± 9. 03e+06  200 1.023e+08 ± 9.467e+06 8.139e+07 ± 8.751e+06 1.181e+08 ± 1.004e+07 9.016e+07 ± 8.044e+06  250 1.022e+08 ± 8.119e+06 7.901e+07 ± 5.947e+06 1.236e+08 ± 1.129e+07 9.226e+07 ± 1.02e+07 300
1.04e+08 ± 7.981e+06 8.015e+07 ± 7.47e+06 1.276e+08 ± 1.113e+07 9.483e+07 ± 8.871e+06 350 1.036e+08 ± 8.409e+06 7.735e+07 ± 7.148e+06 1.246e+08 ± 1.089e+07 9.174e+07 ± 1.137e+07 400 1.032e+08 ± 9.468e+06 7.855e+07 ± 6.871e+06 1.227e+08 ± 8.809e+06 9.187e+07 ± 9.191e+06 450 1.055e+08 ± 1.108e+07 7.956e+07 ± 8.839e+06 1.252e+08 ± 9.534e+06 9.361e+07 ± 9.968e+06 500 1.026e+08 ± 8.206e+06 7.903e+07 ± 7.145e+06 1.265e+08 ± 9.638e+06 9.366e+07 ± 9.818e+06 NG Large system Larger system Z-score Basic Z-score Basic 50 1.049e+08 ± 8.821e+06 8.948e+07 ± 8.299e+06
1.435e+08 ± 1.398e+07 1.348e+08 ± 1.359e+07 100
1.196e+08 ± 1.069e+07 9.239e+07 ± 9.053e+06 1.773e+08 ± 1.74e+07 1.489e+08 ± 1.46e+07 150
1.24e+08 ± 1.231e+07 9.526e+07 ± 1.08e+07 1.89e+08 ± 1.572e+07 1.434e+08 ± 1.532e+07 200 1.275e+08 ± 1.159e+07
9.769e+07 ± 1e+07 1.962e+08 ± 1.226e+07 1.515e+08 ± 1.748e+07 250 1.334e+08 ± 1.217e+07 9.845e+07 ± 1.019e+07 2.083e+08 ± 2.109e+07 1.469e+08 ± 1.356e+07 300 1.287e+08 ± 1.145e+07 9.615e+07 ± 9.994e+06 2.098e+08 ± 1.643e+07 1.401e+08 ± 1.198e+07 350 1.351e+08 ± 1.146e+07 9.735e+07 ± 9.643e+06 2.092e+08 ± 1.497e+07 1.458e+08 ± 1.607e+07 400
1.37e+08 ± 1.024e+07 9.832e+07 ± 1.126e+07 2.182e+08 ± 2.204e+07 1.52e+08 ± 1.777e+07 450
1.366e+08 ± 1.33e+07 9.557e+07 ± 8.701e+06 2.174e+08 ± 1.223e+07 1.455e+08 ± 1.502e+07 500 1.372e+08 ± 9.728e+06 9.686e+07 ± 1.069e+07 2.227e+08 ± 1.825e+07
1.519e+08 ± 2.11e+07
In brief, NSGA-II-TRA outperforms WNS-MODE and HaD-MOEA on both the quantity and the quality of the available testing-time-allocation schemes. However, an important aspect that should not be ignored is that the coverage difference between NSGA-II-TRA and HaD-MOEA which are both developed based on NSGA-II is smaller than that between Our Strategy and Existing Strategy in the first experiment. The reason is that better diversity inevitably brings about a more even distribution of solutions and thus reduces the number of repeated and similar solutions to a certain extent. This suggests that excessive pursuit of high diversity values may not be beneficial for MOEAs to solve OTRAPs.
E. Sensitivity Analysis
To evaluate the sensitivity of NSGA-II-TRA with respect to the five modular parameters in Table I , we examine how much the coverage value fluctuates with the increase of the value of the modular parameters in the predefined intervals. Fig. 8 , in which the coverage value is the percentage of the solutions in the previous case that is covered by the solutions in the current case.
In Fig. 8(a) , the initial case is that the values of a j k are 30.0 for each serial module and 200.0 for each parallel module, respectively. The average coverage value changes little and is often small with the increase of the value of a j k . The reason is that a j k is the mean value of the total errors in M j k , and with the increase of the value of a j k , the same amount of consumed testing time may result in lower reliability. It means that the obtained solutions under bigger values of a j k hardly cover the solutions under smaller values of a j k .
In Fig. 8(b) , the initial case is that the values of b j k are 0.0058 for each serial module and 0.0003 for each parallel module, respectively. The average coverage value is often great with the increase of the value of b j k . This is because b j k is the rate of detected errors in M j k , and with the increase of the value of b j k , the same amount of consumed testing time may produce higher reliability. This implies that the obtained solutions under bigger values of b j k may easily cover the solutions under smaller values of b j k . Another noteworthy aspect is that the average coverage value in Fig. 8(b) is in a downward trend, which suggests that when b j k increases to a certain value, it may be difficult for the reliability to be greatly improved. This is due to the fact that the number of possible tests for even simple modules is practically infinite.
In Fig. 8(c) , the initial case is that the value of c j k 1 is 3.4 for each module. In Fig. 8(d) , the initial case is that the value of c j k 2 is 6.0 for each module. It can be seen that, in Fig. 8 In Fig. 8(e) , the initial case is that the values of c j k 3 are 4.0 for each serial module and 4.9 for each parallel module, respectively. It is clear that the average coverage value in Fig. 8(e) is 3 . However, the average coverage value in Fig. 8(e) is lower than that in Fig. 8(b) , which suggests that the effect of c j k 3 on testing cost is smaller than that of b j k on reliability. This is in line with the natural characteristic of these two parameters.
In general, the curves for the coverage value fluctuate a little between some ranges. These fluctuations may be attributed to the fact that NSGA-II-TRA gets trapped in local optima. However, the changes are small and the sensitivities are at acceptable levels. NSGA-II-TRA seems robust on the five modular parameters. The goodness of the solutions obtained by NSGA-II-TRA does not fluctuate greatly with the change of the parameter values.
V. CONCLUSION AND OUTLOOK
Software testing is recognized as the most costly and resource-consuming part of software development [21] . One of the most challenging problems that arise in the software testing phase is the optimal testing resource (or time) allocation. This involves allocating limited testing resources to each module in a software system such that the reliability of the entire system is maximized, the testing cost is minimized, and the consumed testing time is minimized simultaneously [18] . In this paper, we have developed and evaluated a NSGA-II and constraint handling based multiobjective optimization approach (called NSGA-II-TRA) that finds high-quality testing-time-allocation schemes effectively. The strength of our approach is founded upon two main components.
1) We devise a group of novel heuristics for constraint handling in solving OTRAPs. Unlike previous work, these heuristics only repair the values of the selected genetic genes rather than all the gene values in offspring. By applying these heuristics, NSGA-II-TRA is able to preserve parental characteristics in offspring and also maintain useful genetic information. This is helpful to strengthen the effectiveness of genetic operators in NSGA-II-TRA and to improve the quality of solutions. 2) We introduce the Z-scores and use the standardized Euclidean distance to estimate the neighbor relationship among individuals more accurately. By applying this approach, NSGA-II-TRA is able to reduce repeated or similar solutions. Altogether, these components allow NSGA-II-TRA to make good performance gains over the existing MOEAs (e.g., WNS-MODE and HaD-MOEA) on the capacity, coverage, and pure diversity values. The experimental results illustrate that NSGA-II-TRA is robust on the modular parameters and obtains more and higher quality satisfactory solutions that are not dominated by those obtained by WNS-MODE and HaD-MOEA on almost all the testing instances, especially when the problem size is large. Therefore, compared to WNS-MODE and HaD-MOEA, NSGA-II-TRA can provide a software tester with a lot of additional better choices to achieve different practical goals on reliability, cost, and time, and thus benefit organizing the whole testing phase.
We do not imply in this paper that NSGA-II-TRA is always superior to WNS-MODE and HaD-MOEA. From a more practical viewpoint, this paper can be seen as an initial step toward a more reasonable guide to solving OTRAPs and evaluating the solution quality from the perspective of multiobjective optimization, which may be helpful for designers and testers of software systems. This paper still has some limitations to be improved in future research: Our analysis was based only on four simulated software systems; these algorithms (i.e., WNS-MODE, HaD-MOEA, and NSGA-II-TRA) are not evaluated on real-world test instances and compared with a real-world testing resource allocator that is actually in use by a human manager; the strengths and weaknesses of these algorithms are not studied on OTRAPs in comparison with alternative MOEAs. In addition to the above, it would be interesting to investigate the following topics.
1) Software testing is a costly and unavoidable task, so more constraint conditions such as reliability, budget, and skill constraints could be considered in OTRAPs.
2) The results in this paper show that valuable Pareto-optimal solutions for OTRAPs are in the upper boundary region and thus raise an open question: How to make MOEAs search only in the predefined acceptable region for user satisfaction? 3) In practice, users may put forward higher requirement of reliability or functionality. This could lead to the change of the number of modules during the optimization process, which is a dynamic constrained multiobjective optimization problem, needing more constraint-handling techniques and population-maintenance methods.
